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Abstract
This thesis aims to use molecular dynamics simulation techniques and perturba-
tion theory to reproduce bulk and liquid-vapor interfacial properties of two classes
of technologically important compounds - linear perfluoroalkanes and linear alkanes;
to understand the underlying physical factors that contribute to the experimentally
observed significant difference in surface tension values between perfluoroalkanes and
their corresponding alkanes; and to explain why molecular dynamics simulation stud-
ies consistently over-estimate the surface tension values for both linear perfluoroalka-
nes and linear alkanes.
A new united-atom Lennard-Jones forcefield was developed and validated through
simulating bulk properties of liquid perfluoroalkanes. This new forcefield was subse-
quently applied to liquid-vapor interface simulations of perfluoroalkanes, and pro-
duced significantly improved bulk and interfacial properties. In addition, the effects
of longer cut-off radius in simulation, different torsional energy barrier, and wider
bond angle were tested. Overall, the new Lennard-Jones forcefield produced the
most significant improvement whereas the other factors evaluated displayed much
smaller effects to surface tension prediction. Although the new Lennard-Jones force-
field still over-predicted the experimental surface tension values, when compared with
liquid-vapor interface simulation results for alkanes, it predicted beyond simulation
uncertainty, that perfluoroalkanes have lower surface tension values than their alkane
counterparts.
To further explore the cause of surface tension over-estimation and provide an
estimate for the contribution from three-body interactions, perturbation theory was
applied to alkane and perfluoroalkane liquid-vapor interfaces. The results of the
molecular dynamics simulation of liquid-vapor interfaces were used as the reference
system. The inclusion of the three-body contribution significantly lowered the pre-
dicted surface tension values for both linear perfluoroalkanes and linear alkanes, and
brought the predicted surface tension values to good agreement with experimental
values. This work suggests that three-body effect is non-negligible for interfacial
properties such as surface tension, and must be included explicitly by simulation or
by theory in order to more accurately predict liquid-vapor interfacial properties.
Thesis Supervisor: Jonathan G. Harris
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Chapter 1
Introduction
1.1 Motivation
The physical properties of inhomogeneous systems, such as liquid-vapor, liquid-
liquid, and liquid-solid interfaces, are very different from those of bulk phases. For
example, at a liquid-vapor interface, as Figure 1-1 illustrates, every molecule in the liq-
uid experiences strong attractive intermolecular forces from its neighboring molecules.
When a molecule is in the bulk liquid (molecule A), far away from the interface, its
surrounding is isotropic and it has equal interactions in all directions. Therefore,
there is no net force acting on the molecule in the bulk liquid. On the contrary, when
a liquid molecule (molecule B) is near or at the liquid-vapor interface, it experiences
a much smaller attractive force from the molecules on the low density side of the in-
terface, hence there is a net inward (i.e., toward the liquid side) force on molecule B.
In order to bring molecules to the liquid-vapor interface and increase the interfacial
area, work must be done against this net inward force at the interface, hence the
liquid-vapor interface has higher free energy than the bulk liquid.
The study of interfacial behavior has long been an area of active research. From an
applicational viewpoint, the properties at the interfaces are crucial in understanding
many industrial processes such as wetting, lubrication, and coating. Properties of
materials at interfaces are governed by many different factors, such as chemical and
physical composition of the materials, temperature, orientation of materials at the
12
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Figure 1-1: Sketch of Liquid-Vapor Interface.
and (B) a molecule near/at liquid-vapor interfa
(A) a molecule in bulk liquid phase;
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B
interface, etc. To gain knowledge of equilibrium and non-equilibrium properties of
these technologically important interfaces, scientists must explore these systems at a
molecular and microscopic level.
Since even modern experimental techniques have a limited ability to resolve the
many fine details of interfaces, researchers must resort to theoretical calculations or
computer simulations to understand interfacial structures and interpret experimental
observations. As Figure 1-2 illustrates, experiments, simulations, and theories are
closely tied in the study of a physical system. Given a system of interest, researchers
can perform real experiments and obtain experimental measurements or they can
develop models to mimic the system. Given a specific model, scientists can make
mathematical approximations and develop analytical theories, or carry out simula-
tions. On one hand, since results from simulations are exact for a specific model, they
can be compared to results from theory to check the accuracy and validity of the ap-
proximations made in the theory. This approach is particularly useful for testing the
theories for idealized systems such as the hard spheres. On the other hand, compari-
son between experiment and simulation results can test the accuracy of a given model.
An accurate model can in term provide valuable insight for future experiments. With
a model that is capable of reproducing properties of a class of compounds, scientists
can predict properties of new materials before actual synthesis or simulate conditions
which are hard to achieve experimentally. Hence, simulation serves as a valuable link
between an actual experiment and a theory.
Theoretical studies of liquid-vapor interfaces of oligomers and small molecules in-
clude van der Waals and Cahn-Hilliard theories, density functional theories based
on the gradient expansion, lattice-based mean-field theories, and integral equation
theories. The van der WaalsW11 and Cahn-Hilliard[21 approaches have been used for
the liquid-vapor interfaces of atomic fluids and non-polar molecules. Density func-
tional theories have been applied to atomic fluid liquid-vapor interfaces, [3] liquid-solid
interfaces,[4, 5, 61 wetting and atomic fluid in confined geometries.[71 Mean-field the-
ory has been applied to polymer free surfaces and polymer-solid interfaces.[8, 9, 10]
Integrated equation theories have been utilized in the study of atomic liquid-solid
14
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Figure 1-2: Interplay of Experiment, Simulation, and Theory
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interfaces.7, 11, 12]
With the arrival of ever faster computers, molecular simulation are becoming
more feasible and powerful. Molecular simulations such as Monte Carlo (MC) and
molecular dynamics (MD) have been successfully applied to many areas, such as
the liquid-vapor interfaces of simple atomic systems,[1 3 , 14, 15, 16, 17, 18} liquid al-
kali metals and their alloys, [19, 20] mixtures of Lennard-Jones molecules,[ 1 6 , 15, 21]
water,[2 21 and methanol.[2 31 Other applications of molecular simulation to interfacial
phenomena include cavitation in octane,[2 4 1 benzene-water interface,[2 5] hexane wa-
ter interface,[2 6 1 hydrocarbons between two impenetrable hard smooth walls,[2 71 and
hexadecane between two nickel plates.[2 81
Many surfaces of technological and biological importance involve oligomers or
polymers. Two classes of compounds, namely, hydrocarbons and perfluorocarbons,
have long been subjects of interest because they have a wide range of important ap-
plications. Hydrocarbons are the building blocks of the entire petrochemical industry
and are vital to our daily life. Perfluorocarbons have been used extensively in reti-
nal detachment and other eye surgeries because of their low surface tensions, high
specific gravities and optical clarities.[2 9 , 30, 31] Short chain perfluorocarbons such
as C3F8 and C2 F are used as cleaning agents in chemical vapor deposition (CVD)
processes.[3 2 ]. Perfluorocarbons are being explored as more environmentally friendly
alternatives of chlorofluorocarbons (CFC's).[331 Perfluorocarbons have also been used
as artificial blood substitutes because of their ability to dissolve significant amount
of oxygen.[3 4 , 35, 36, 37, 38] In addition, hydrocarbon and perfluorocarbon oligomers
also provide good models for industrially important polymers such as polyethylene
(PE) and polytetrafluoroethlene (PTFE).
Molecular dynamics simulations and theoretical studies of alkanes (of lengths 10
and 20 carbons),[ 3 9] perfluoroalkanes, and semi-fluorinated alkane diblocks
(CH 3 (CH 2 )4 (CF 2 )4 CF 3 and CH 3(CH 2)9(CF2)9CF 3),[40] have revealed many fea-
tures of surface structures. While the simulated surface tensions increase with in-
creasing chain lengths and decreasing temperatures as the experimental data indicate,
in all cases tested, the simulations severely overestimate the surface tensions. Fur-
16
thermore, these simulations are not capable of predicting that perfluorinated alkanes
have much lower surface tensions than the corresponding alkanes.[4 0 , The above stud-
ies suggest that a deeper understanding at the microscopic level and better forcefields
are necessary to accurately predict surface properties.
1.2 Statement of Objectives
In this study, I aim to:
(1) Develop and validate new united-atom intermolecular forcefields for linear perflu-
orocarbons through simulating bulk properties;
(2) Apply the newly developed forcefields to simulation of liquid-vapor interfaces of
linear perfluorocarbons and compare simulated properties, such as surface tension
values, with experimental data;
(3) Investigate the effects of other factors: longer cut-off distance, wider C-C bond
angle, and different torsion energy barriers, for simulation of linear perfluorocarbon
interfaces; and
(4) Apply perturbation theory to liquid-vapor interface of linear alkanes and perfluo-
roalkanes, and estimate the contribution of three-body interactions to surface tension
prediction.
The remainder of this thesis is organized to address these objectives in order.
Chapter 2 contains a brief overview of the fundamentals and techniques of molecular
dynamics simulation used through out this thesis. Chapter 3 reviews the relevant
experimental, theoretical, and simulation work. Chapter 4 covers the determination of
the Lennard-Jones forcefield parameters for linear perfluoroalkanes in the bulk liquid
state. Chapter 5 displays the results of applying the new Lennard-Jones forcefield
to liquid-vapor interfaces of linear perfluoroalkanes, and also shows the effects of
bond-angle, torsion energy, and cut-off distance on liquid-vapor interfacial properties.
Chapter 6 contains an estimate of the three-body contribution to surface tension
17
values using perturbation theory. Lastly, Chapter 7 summarizes the major findings
of this study and suggests directions for future studies.
18
Chapter 2
Molecular Dynamics Simulation -
Fundamentals and Methods
2.1 Foundation of Molecular Dynamics
In a system of N particles, at an instant time t, the positions and momenta of
the N particles form a 6N-dimensional hyperspace. This hyperspace, called phase
space, is composed of two parts: (1) a 3N-dimensional configuration space, in which
the coordinate axes are the components of the position vectors ri(t) and (2) a 3N-
dimensional momentum space, in which the coordinate axes are the components of
the momentum vectors pi(t). The positions and momenta of the entire N-particle
system at any instance are represented by one point in this space. As the positions
and the momenta of the N particles change with time, the point moves, describing a
trajectory in phase space.
The essence of molecular dynamics is the realization that, given the forces of
interaction and initial conditions, this trajectory in the phase space can be computed
by numerically solving the Newtonian classical equation of motion, or equivalently,
Hamiltonian equation of motion, or more generalized, Lagrangian equation of motion
for systems with internal constraints.
19
2.1.1 Newtonian Equation of Motion
In the Newtonian view, motion is a response to an applied force. The translational
motion of a spherical particle and the force externally applied to the ith particle are
explicitly related through Newton's equation of motion:
d2ri (2.1)
Fi = md 2 (2dt2
where m is the mass of the particle and ri is a position vector. For N spherical
particles, it represents 3N second-order, ordinary differential equations of motion.
2.1.2 Hamiltonian Equation of Motion
Contrast to the Newtonian view, Hamiltonian dynamics does not express the ap-
plied force explicitly. Instead, motion occurs in such a way to preserve some function
of positions and velocities, called the Hamiltonian H, whose value is constant,
H(r N N) = constant (2.2)
where pi is the momentum of the ith particle, defined in terms of its velocity by
Pt = mi (2.3)
Since the Hamiltonian is constant and has no explicit time dependence, one ob-
tains, by taking the total time derivative of Eq. (2.2)
d H 6 H 6H 
dt 6p .i + 6r .ri = (2.4)
For an isolated system, the total energy E is conserved and equals the Hamilto-
nian. E is the sum of kinetic energy K and potential energy U.
H(rN pN) = E = K +U
20
= E pi 2 + U(rN) (2.5)2m i
Taking the total time derivative of Eq. (2.5), one obtains
dH 1 U
dt -m p.i + ri = 0 (2.6)
Comparing Eq. (2.4) and Eq. (2.6), one obtains that for each molecule i,
6H pi2
-pi- - - ri (2.7)p m
Combining Eq. (2.4) and Eq. (2.7), and satisfying the condition that all velocities
are independent of each other, one obtains,
6H
6r -Pi (2.8)
Eq. (2.7) and Eq. (2.8) are the Hamiltonian equations of motion for an isolated
system. For a system of N spherical particles, they represent a set of 6N first-order
differential equations and are equivalent to Newton's 3N second-order equations. In
the cases where the system can exchange energy with its surrounding, H no longer
equals the system's total energy E, but instead contains extra terms to account for
the energy exchanges. H is still conserved, but E is not.
2.1.3 Lagrangian Equation of Motion
Lagrangian dynamics is the most general form of equation of motion and covers all
previous versions of equations of motion.[4 1, 42, 431 In cases when the systems have
internal constraints (e.g., rigid bond) which give extra terms in the form of internal
forces, Lagrangian formulation solves dynamics problems in the most economical
coordinates by selecting the coordinates that do not violate the physical constraints
of the systems. Using Newtonian dynamics, one can include the applied Fj and
constraint force C2, and obtain:
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E Fi.6ri + 7 Ci.6ri - E mia.6r - 0 (2.9)
Since the work of the constraint force caused by displacement is zero, Eq. (2.9) reduces
N N3 Fi.6r - 1 mia.6ri - 0 (2.10)
The old coordinates are transformed into a set of new independent generalized
coordinates qj (j = 1, 2, ..., M), where
ri = ri(qi, q2, q3, ---, 7M qm )
i = 1, 2,3,..., N (2.11)
The generalize force Qj is defined to be
N 6r.
Q= EFi.--i=1 q
(2.12)
Combining Equations (2.10)(2.11)(2.12), we obtain,
M
E Qj6qj
j=1
M N 6r)
= (E a qjj=1 i=1 g
(2.13)
Utilizing the definition of kinetic energy K, in terms of velocity, and the fact that
all the generalized coordinates are independent, after much mathematical manipulation,14 1 1
one obtains the Lagrange's equation of motion:
d 6L 6L 0
dt 64jg 6gj
(j=1, 2, ... , M)
where the lagrangian L is defined as
L = K - U (2.15)
The number of equations of motion are equal to the number of degrees of freedom
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to
(2.14)
N NN
M of the system, which is the minimum number of independent coordinates needed
to completely describe the position of the system. Lagrange's equations of motion are
simpler to use than Newton's equations because there are fewer unknowns to solve
for, and fewer equations of motion to deal with.
2.2 Integration
From a mathematical point of view, molecular dynamics is an initial value prob-
lem. The classical tool for solving the initial value problems are finite-difference
methods. The following subsections contain a summary of the numerical integration
scheme used in this study.
2.2.1 Verlet Algorithm
Original Verlet Algorithm
Verlet algorithm is the most widely used finite difference integration method for
molecular dynamics. It is a direct solution of the second-order equations (Eq. (2.1)).
It results from a combination of two Taylor expansions:
dr (t ) 1 d2r(t ) A 1 d 3r (t) At A
r(t+ At) =r(t) + d At + r t2 + - r At + O(/t 4) (2.16)dt 2 dt2  3! dt 3
and
drt)1 ~rt)1 d3r(t)A3OA)
r(t - At) r(t) - dr(t) + d2 r(t) At 2 - - At3+ O(At4) (2.17)dt 2 dt 2  3! dt3
Adding Eq. (2.16) and Eq. (2.17) eliminates all odd-order terms and yields the
Verlet algorithm for positions:
r(t + At) = 2r(t) - r(t - At) + dt2 t 2 + O(At 4) (2.18)
Verlet algorithm utilizes the position r(t), acceleration r t), and the position
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r(t-At) from the previous step. The local truncation error is on the order of (At)4 .
Velocity is not needed for computing the trajectories but is useful for estimating
the kinetic energy of the system. Velocity can be estimated as:
V M .. r(t + At) - r(t - At) (2.19)2At
The Verlet algorithm has been shown to have excellent stability for relatively
large time steps.[4 4 , 45, 46] However, it suffers several deficiencies. First, it is not
self-starting. It estimates r(t + At) from the current position r(t) and the previous
position r(t - At). To begin a calculation, special technique such as the backward
Euler method must be used to get r(-t). Second deficiency of the Verlet algorithm
is that, conflicting with the view that phase-space trajectory depends equally on
position r(t) and velocity v, it purely rely on positions. Velocities are not explicitly
included in the integration and hence this method requires extra computation and
storage effort. A modified version, namely the velocity version of Verlet algorithm,
averts these two drawbacks.
Velocity Version of the Verlet Algorithm
Swope, Andersen, Berens, and Wilson[4 7] proposed the velocity version of Verlet
algorithm which takes the form
r(t + At) = r(t) + Atv(t) + At2 dr(t) (2.20)2 dt2
and
v(t +At) =v(t) + At[d2r(t) ± d2r(t + At) (2.21)2 dt 2  d(t + At) 2
The velocity version of Verlet is simple, compact, stable, and more commonly used
compared to the original Verlet algorithm.
2.2.2 SHAKE and RATTLE
For polyatomic systems where there are internal constraints, the regular Verlet in-
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tegration method is not sufficient. As mentioned in the earlier section on Lagrangian
dynamics, a set of independent generalized coordinates must be constructed to obey
the constraint-free equations of motion. SHAKE[4 8 , 49, 50 and RATTLE[5 1) are two
methods that deal with Verlet integration with internal constraints. SHAKE corre-
sponds to the original position-oriented Verlet formulation, and RATTLE corresponds
to the velocity version of the Verlet algorithm.
SHAKE is a procedure that approaches internal constraints by going through the
constraints one by one, cyclically, adjusting the coordinates to satisfy each constraints
in turn. The procedure is repeated until all constraints are satisfied to within a
specified tolerance level.
RATTLE is a modification of SHAKE, based on the velocity version of Verlet
algorithm[5 1). It calculates the positions and velocities at the next timestep from
the positions and velocities at the present timestep, without requiring information
about the earlier history. Like SHAKE, it retains the simplicity of using Cartesian
coordinates for each of the atoms to describe the configuration of a molecules with
internal constraints. It guarantees that the coordinates and velocities of the atoms
within a molecule satisfy the internal constraints at each timestep.
RATTLE has two advantages over SHAKE: (1) on computers of fixed precision, it
is of higher precision than SHAKE; (2) since RATTLE deals directly with the veloc-
ities, it is easier to modify RATTLE for use with constant temperature and constant
pressure molecular dynamics methods and with the non-equilibrium molecular dy-
namics methods that make use of rescaling of the atomic velocities. RATTLE is used
to conduct integrations in this study.
2.3 Simulation Techniques
Some useful techniques frequently employed in molecular dynamics simulations
are introduced here. For deeper understanding of these techniques, one should refer
to the references listed.[4 8 , 431
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Figure 2-1: A two-dimensional periodic system
2.3.1 Simulation Cell and Periodic Boundary Conditions
To implement MD, one must first define a simulation cell containing N (N usually
on the order of 100 - 10,000) particles, and specify their interactions. A simulation cell
of this size is usually dominated by surface effect. When simulating the behavior of
bulk liquids, to overcome the effect of this artificial cell surface, the cell is considered
to be surrounded by replicas of itself. [52] In order to conserve the number density
in the central cell, periodic boundary conditions are needed. That is, when a particle
leaves the central cell and enters one of the surrounding replicas, its image enters
the central cell from the opposite surrounding replica. Figure 2-1 illustrates a two-
dimensional periodic system. Particles can enter and leave each box across each of
the four sides in the 2D-example. In a three-dimensional case, particles would be free
26
I-
14
to cross any of the six neighboring faces.
The limitation of the periodic boundary condition is that it will neglect any density
waves with wavelengths longer than the side length of the simulation cell. For liquid
systems far from the critical point and for which the interactions are short-ranged,
periodic boundary conditions are found to be very useful.
2.3.2 Cutoff Distance and Mean-Field Correction
In principle, to calculate the force acting on a specified particle, one needs to
account for interactions between this particle and all other particles in the simulation
box. In reality, the concept of "cut-off distance" R, is introduced to decrease the
required computational effort, as the potential and force to be calculated are mainly
contributed by particles within a close distance. Only interactions within a sphere of
radius R, from each particle are included. The radial distribution function of regions
beyond the cut-off is set to unity and mean-field theory is often used to provide cor-
rections to properties from interactions beyond the cut-off distance. In cases where
the interaction beyond R, is significant, double cut-off and multiple timesteps can be
used in MD simulations. Two cut-off distances - an inner and an outer one - are
assigned. The inner cut-off distance defines a spherical region where interactions with
the center atom are treated as usual and updated every timestep. The outer cut-off
distance defines a shell outside the spherical region. The interactions with the center
atom in the outer shell are updated much less frequently. The underlying assump-
tion for this techniques is that contribution from outer shell varies at a much slower
rate. This double cut-off/multiple timestep technique allows gaining computational
accuracy at a minimal increase of cost.
2.3.3 Temperature Calculation and Control
Temperature is a measurable macroscopic property of the system, and can be
calculated from microscopic details of the system. In addition, in many cases, to
mimic experimental conditions, one must be able to maintain the temperature of the
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system constant during the MD simulation.
Temperature Calculation
Temperature is related to the average kinetic energy of the system through the
equipartition principle which states that every degree of freedom has an average
energy of kBT/2 associated with it. Hence one obtains:
N 2 N my 2  fkBT
22 2
and
2 N mv 2
T =< Tinst >=< NN T > (2.23)(3N - NcjkBT i 2
where f is the degrees of freedom, N is the number of the particles, Nc is the num-
ber of constraints on the ensemble, mi is the mass of the ith particle, Tist is the
instantaneous kinetic temperature, T is the temperature, and kB is the Boltzmann's
constant.
Temperature and the distribution of velocities in a system are related through the
Maxwell-Boltzmann expression:
f (v)dv = ( 3)/ 2 e 2kBT4rv 2 dv (2.24)27rkT
which calculates the probability f(v) that a particle of mass m has a velocity of v
when it is at temperature T.
Maintaining Constant Temperature
Even if the initial velocities are generated according to the Maxwell-Boltzmann
distribution at the desired temperature, the velocity distribution will not remain con-
stant as the simulation continues. To maintain the correct temperature, the computed
velocities needed to be adjusted. Besides getting the temperature to the right target,
the temperature-control mechanism should also produce the correct statistical ensem-
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bles. Several methods for temperature control have been developed. They are (1)
stochastic method, (2) extended system method, (3) direct velocity scaling method,
and (4) Berendsen method.[5 31
Stochastic Method
A system corresponding to the canonical ensemble is one that involves interactions
between the particles of the system and the particles of a heat bath at a specified
temperature. Exchange of energy occurs across the system boundaries. At intervals,
the velocity of a randomly chosen particle is reassigned with a value selected according
to the Maxwell-Boltzmann distribution. This process corresponds to a system particle
collides with a heat bath particle. When such a collision takes place, the system jumps
from one constant energy surface onto a different constant energy surface. In this
fashion, the system samples all the important regions of the phase space and generate
an irreducible Markov chain corresponds to that of the canonical ensemble.[5 41
If the collisions take place very frequently, it will slow down the speed at which
the particles in the system explore the configuration space. If the collisions occur too
infrequently, the canonical distribution of energy will be sampled too slowly. For a
system to mimic a volume element in real liquid in thermal contact with the heat
bath, a collision rate
Rparticle collision p1/ 3 N 2 / 3  (2.25)
is suggested by Andersen[5 4 ] where AT is the thermal conductivity, N is the number
of particles, and p is the liquid density.
Instead if changing the velocity of the particles one at a time as described above,
massive stochastic collision method assigns the velocities of all the particles at the
same time at a much less frequency at equally-spaced time intervals.
Extended System Method
Another way to describe the dynamics of a system in contact with a heat bath
is to add an extra degree of freedom to represent the heat bath and carry out a
simulation of this "extended system". The heat bath has a "thermal inertia" and
energy is allowed to flow between the bath and the system.[5 5 The extra degree of
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freedom is denoted s and it has a conjugate momentum ps. The real particle velocity
is
v = sr = -s (2.26)
m
The extra potential energy associated with s is
U, = (f +1)kBTlns (2.27)
where f is the number of degrees of freedom and T is the specified temperature.
The kinetic energy associated with s is
Ks = Q.2 = Q (2.28)
where Q is the thermal inertia parameter in units of (energy)(time)2 and controls
the rate of temperature fluctuations.
The extended system Hamiltonian
Hs =K+Ks+U+Us (2.29)
is conserved and the extended system density function
P6(H - Es)
pNvE(rp, sps) = f drdpdSdp6(H, - ES) (2.30)
Integration over s and p, leads to a canonical distribution of the variables r and
p/s.[5 5]
The parameter Q is often chosen by trial and error. If Q is too high, the energy
flow between the system and the heat bath is slow, If Q is too low, there exists long-
lived, weakly damped oscillation of the energy, resulting in poor equilibration.[5 5
Direct Velocity Scaling Method
This method involves rescaling the velocities of each particle at each timestep by a
30
factor of (Ttarget/Turrent)1 / 2 where Ttaret is the desired thermodynamic temperature
and Tcurrent is the current kinetic temperature. Even though this method transfer
energy to/from the system very efficiently, ultimately the speed of this method de-
pends on the potential energy expression, the parameters, the nature of the coupling
between the vibrational, rotational, and translational modes, and the system sizes,
because the fundamental limitation to achieving equilibrium is how rapidly energy
can be transfered to/from/among the various internal degrees of freedoms of the
molecules.
Berendsen Method of Temperature Coupling
Berendsen method is a refined approach to velocity rescaling.[5 6 ] Each velocity is
multiplied by a factor x at each time step At
X= (1 + At( Target _ 1))1/2 (2.31)
T Tcurrent
where Tcurrent is the current kinetic temperature, Ttarget is the desired thermodynamic
temperature, and r is a preset time constant. This method forces the system towards
the desired temperature at a rate determined by r, while only slightly perturbing the
forces on each molecule.
2.3.4 Pressure Calculation and Control
Pressure is another thermodynamic property that we would like to calculate and
control.
Pressure Calculation
Pressure is a tensor:
Pxx Pxy PXz
R= PYX PYY Pyz (2.32)
Pzx Pzy Pzz
Each element of the pressure tensor is the force acting on the surface of an infinitesimal
cubic volume that has edges parallel to the x, y, and z axes. The first subscript
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denotes the direction of the normal to the plane on which the force acts, and the
second subscript denotes that direction of the force.
Pressure is contributed by two components: (1) the momentum carried by the the
particles as they cross the surface area and (2) the momentum transfered as a result
of forces between interacting particles that lie on different sides of the surface. Hence,
P can be expressed as
N N
_P= -7[Z v-V + ri-fT] (2.33)V _
where
N Ei[ y ivi. -i Ei mivix-viy i> mvix -viz
S mivi-viT= Ei miy -ix Eimimvy -vy Ei miiy -iz (2.34)
i miviz*vix i miviz'viy > mivizvizJ
and
N Eirix-fix Eirix'fiy Eirix'fiz
ri-CfiT=x Eiri-fi Eir iy-fiz (2.35)
LEi riz-fix Ei riz-fiy Ei riz fiz
where ri, vi, and fi, indicate the a (a = x, y, or z) components of the position,
velocity, and force vector of the ith particle, respectively. In an isotropic situation, the
pressure tensor is diagonal, and the instantaneous hydrostatic pressure is calculated
as
1
P -(PXX + PYY + PZZ). (2.36)3
Maintaining Constant Pressure
Pressure can be adjusted by changing the volume of the simulation box. Two
common methods for manipulating pressure while maintaining the shape of the sim-
ulation box have been developed: (1) Berendsen method and (2) extended system
method (Andersen method).
Berendsen Method
Berendsen method[5 71 couples the system to a "pressure bath" to maintain the
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pressure at a target Parget. The strength of the coupling is determined by the isother-
mal compressibility of the system 3 T and a relaxation time constant T. At each
timestep AT, the x, y, and z coordinates of each particle are scaled by the factor x
i -I 3 tPcurrent - Ptarget)1/13  (2.37)
where Pcurrent is the instantaneous pressure.
Extended System Method
Andersen[5 4 ] proposed a method to treat the volume of the simulation unit as a
dynamic variable in an extended system. This mimics the action of a piston of mass
M on a real system. The Lagrangian of the extended system is modified so that it
contains a kinetic energy term associated with the piston and a potential term PV
where P is the desired pressure.
The piston mass M is an adjustable parameter in Andersen's method. A low M
will result in rapid box size oscillations, which are not damped very efficiently by
the random motions of the particles. A large mass will give rise to slow exploration
of volume space. To mimic event in a small volume of real liquid, Andersen[54 ]
recommends the time scales for the box-volume fluctuations should be roughly the
same as the time scale for a sound wave crossing the simulation box.
2.4 Forcefields
This section provide an overview of the fundamental of forcefields, followed by an
introduction to various types of forcefield related to chain molecules.
2.4.1 Fundamentals of Forcefields
The Schr5dinger equation,
HT (R, r) = E4(R, r) , (2.38)
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where H is the Hamiltonian operator, IF is the wave function, E is the total energy,
R is the vector containing the 3N coordinates of the nuclei, and r is the vector of the
electrons' coordinates, is a complete mathematical description of a molecule. Since
electrons are several thousand times lighter than the nuclei and move much faster
than the nuclei, the Born-Oppenheimer approximation can be used to decouple the
motion of the electrons from that of the nuclei. Two separate equations are thus
derived from Eq. (2.38):
HerV)(r; R) = E0 (r; R) (2.39)
and
Hncd(D(R) = E4 (R) , (2.40)
where 0 is the electronic wave function and <D is the nuclear wave function. / only
parametrically depends on the nuclear positions.[5 8 , 59]
N
= Al2 + EO(R) , (2.41)i1 2mi
where Pi and mi are the momentum operator and the mass of the 1ith nucleus, re-
spectively.
Eq. (2.39) describes the motion of the electrons only and Eq. (2.40) describe s
the motion of the nuclei only. Eo(R) is the potential energy surface and is only a
function of the position of the nuclei.
In principle, Eq. (2.39) and Eq. (2.40) can be solved for E and R. However, this
process is often extremely demanding mathematically, hence further approximations
are often made. An empirical fit to the potential energy surface, called a forcefield
or potential, is usually used instead of solving Eq. (2.39), and Newton's equation of
motion is used instead of Eq. (2.40) based on the fact that non-classical effects are
extremely small for the relatively heavy nuclei.
2.4.2 Various Types of Forcefield
The forcefields used for describing chain molecules are usually of the following
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general form:
Utotai force field Ubond-stretching + Ubond-angle-bending + Utorsional-angle rotation
+ Uout-of-plane interaction + Uoff-diagonal coupling + Uvan der Waals
+ Ueiectrostatic + Uhydrogen bond (2.42)
As Figure 2-2 illustrates, the total forcefield includes a combination of internal
coordinates to describe the bond part (term (1) bond-stretching; (2) bond-angle-
bending; (3) torsional-angle rotation; (4) out-of-plane interaction; (5)-(11) off-diagonal
coupling) in Figure 2-2) of the potential surface, and external coordinates to describe
the van der Waals, hydrogen bonding, and electrostatic interactions (term (12) in
Figure 2-2) between atoms. Depending on the property one is interested in studying,
not all terms are required for every simulation. For instance, the bond-stretching term
is often omitted to reduce computational effort since it is not essential in reproduc-
ing thermodynamic properties. The off-diagonal terms that represent the couplings
between deformations of internal coordinates are only necessary for accurately repro-
ducing experimental vibrational frequencies, which are the dynamic properties of a
molecule.[58]
The bond-stretching and bond-bending terms are usually quadratic and based on
considering the bonds and angles as Hookean springs. They have the forms:
Ubond-stretching =E Kr (r - req) 2  , (2.43)
bonds
and
Ubond-angle-bending = Z KO ( - Oeq) 2  . (2.44)
bond-angles
These quadratic expressions have satisfactorily described the structures and energies
for relatively unstrained proteins and nucleic acids.[60 i
The torsional-angle-rotation term can often be represented as a Fourier series
expansion and can provide a relatively accurate representation of the conformational
35
(1) (2)
>(4)
(6)
(3)
(5)
(7)
(9)
(11)
(8)
(10)
(12)
Figure 2-2: Graphic illustration of intra- and inter- molecular interactions (Adapted
from Discover User Guide Version 2.9/3.1)
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(1)
isomers of simple and complex molecules:[6 0 1
Utorsional angle rotation - [1 I- cos(np - . (2.45)
dihedral angles 2
The electrostatic terms obey the classical Coulombic point-charge interaction
Ueiectrostatic = qij . (2.46)
i<j Crij
The van der Waals dispersion is typically represented by a Lennard-Jones 12-6
forcefield
C- D-
Uvan der Waals = __ -- . (2.47)
i<j 1
where rij is the interparticle distance.
The effect of hydrogen bonding is inherent in the electrostatic and van der Waals
interactions, but some researchers often include an explicit hydrogen bonding energy[6 1i
A-- B(
Uhydrogen bond = [g - %(2.48)
H-bonds,i<j ij nj
in hopes that it will better represent the real systems.
In order to greatly reduce the computational effort, united-atom (UA) model is of-
ten used instead of explicit-atom (EA)model. In a UA model, a group of atoms (e.g.,
CH 3, CH 2 , CF2, or CF3) is considered as a condensed "united-atom". The param-
eters of the united-atom are determined from fitting to thermodynamics properties.
This grouping significantly cuts down the number of "atoms" in the simulation and
makes computation less demanding. The UA approach allows the simulation of larger
molecules while preserving the main features of the molecules such as the torsional
angles and the backbone bond angles.
The functional forms of forcefields may vary from the ones listed above. In the
next chapter, there will be a review of the forcefields relevant to hydrocarbons and
perfluorocarbons. In summary, the role of a forcefield is to describe an entire class
of molecules with reasonable accuracy. A forcefield is parameterized by an empirical
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fit to experimental data for a limited set of molecules and then used to calculated
properties for a larger set of related molecules and structures.
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Chapter 3
Previous Work
In this chapter, experimentally measured bulk and surface, structural and thermo-
dynamical properties of alkanes, perfluoroalkanes, PE, and PTFE in literature will be
reviewed first. Next, previous simulations of bulk and liquid-vapor interfaces will be
discussed. Finally, a review of forcefields related to hydrocarbon and perfluorocarbon
is included.
3.1 Experimental
There are numerous experimental data available for alkanes and polyethylenes.
Perfluoroalkanes and polytetrafluoroethylene, are also relatively well-studied experi-
mentally, although not as well as their hydrocarbon counterparts. The experimental
data compiled in this section will serve three purposes for this study: (1) to estabolish
conditions under which simulations will be conducted, (2) to provide basis for devel-
oping new forcefields, and (3) to be compared with simulated properties and evaluate
the quality of the models used in the simulations.
3.1.1 Melting and Boiling Points
Table 3.1[62] and Table 3.2[63, 62] list the molecular weight, melting point, and
normal boiling point values of linear alkanes and linear perfluoroalkanes, respectively,
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Table 3.1: Boiling Point and Melting Point of Linear Alkanes
Compound MW (g/mol) Melting Point (K) Boiling Point (K)
Methane
Ethane
Propane
Butane
Pentane
Hexane
Heptane
Octane
Nonane
Decane
16.04
30.07
44.10
58.12
72.15
86.18
100.20
114.23
128.26
142.28
89
101
83
138
142
179
182
216
220
242
112
185
231
273
309
342
371
399
424
447
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Table 3.2: Boiling Point and Melting Point of Linear Perfluoroalkanes
Compound MW (g/mol) Melting Point (K) Boiling Point (K)
Perfluoromethane 88.00 89 145
Perfluoroethane 138.01 167 195
Perfluoropropane 188.02 90 235
Perfluorobutane 238.03 188 272
Perfluoropentane 288.04 148 302
Perfluorohexane 338.04 187 330
Perfluoroheptane 388.05 193 355
Perfluorooctane 438.06 208 377
Perfluorononane 488.07 257 398
Perfluorodecane 538.07 309 417
Perfluoroundecane 588.08 330 434
Perfluorododecane 638.09 348 451
Perfluorohexdecane 838.12 398 505
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in the order of increasing chain lengths. Because of the high atomic weight of the F
atoms, molecular weight of perfluoroalkanes are significantly larger than their alkane
counterparts. Despite this difference in molecular weight, the boiling points of perflu-
oroalkanes are surprisingly similar to those of the corresponding alkanes. This phe-
nomenon suggests that the intermolecular forces between perfluoroalkane molecules
are relatively weak. Temperatures between the melting points and boiling points of
the compounds will be chosen for all the simulations conducted hereafter.
3.1.2 Densities
Densities of liquid alkanes and perfluoroalkanes are listed in Table 3.3 and Ta-
ble 3.4[63, 64]. Due to the high molecular weight of F atom, densities of liquid per-
fluoroalkanes are much higher than their alkane counterparts. For both alkanes and
perfluoroalkanes, density decreases as temperature increases. These density data will
play an important role in the parameterization and validation of the forcefield in the
chapters to follow.
3.1.3 Heats of Vaporization
Heats of vaporization for alkanes and perfluoroalkanes are listed in Table 3.5 and
Table 3.6, respectively.[6 5 , 661 These heats of vaporization data will play important
roles in the parameterization and validation of the forcefield in the chapters to follow.
3.1.4 Polarizability
The polarizability of some linear alkanes and linear perfluoroalkanes are available.[67 , 66]
The values listed in Table 3.7 and Table 3.8 will be used in Chapter 6 for calcu-
lating the three-body interaction coefficients.
3.1.5 Molecular Structures
Crystallographic studies of n-perfluoroalkanes and polytetrafluoroethylene have
revealed that they depart from structures of n-alkanes and polyethylene.[ 6 81 As Fig-
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Table 3.3: Densities of Alkanes.
Compound D"0 (g/ml) dD(g/(ml.-C)) t Range (0C)
0.62638
0.65942
0.68375
0.70283
n - C5H12
n - C6H14
n - C7Hi6
n - C8His
n - CqH2o
n - ClO H22
n - ClIH24
n - C12H26
n - C13H28
n - C14H30
n - Ci H32
n - Ci1 H34
n - C20 H42
-0.0009686
-0.0008790(1+0.0000764t)
-0.0008411 (1+0.0009019t)
-0.0008096(1+0.000857t)
-0.0008268
-0.0007847(1+0.000668t)
-0.0007952
-0.0007675(1+0.0051 It)
-0.0007061 (1+0.000617t)
-0.0007150
-0.0006942(1+0.000617t)
-0.0007023
-0.0007104
-0.0007069
-0.0006962
-0.0006932
-0.0006759
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0.71790
0.72985
0.7404
0.7493
0.7568
0.7636
0.7688
0.7739
0.7777 at 36.4 0C
10 - 30
-90 - 50
-90 - 90
-50 - 110
10 - 30
-50 - 150
10 - 30
-30 - 170
-10 - 190
10 -30
-10 - 190
10 - 30
0 - 99
0- 100
15 - 100
-10 - 190
36.4 - 100
Table 3.4: Densities of Perfluoroalkanes, t = temp. in (0C), T = temp. in K
Compound Density (g/ml) Temp. Range
n - C4FiO 1.6484 + 3.18(10-3)(259.88 - T) - 0.0003(10-6) (259.88 - T)
n - C5 F1 2  1.6195 + 0.003375(293.16 - T) - 6.374(10-6) (293.16 - T) 2 258 - 293 (K)
n- C6 F1 4  1.7450 - 2.847(10- 3)t - 3.324(10- 6)t 2  15 - 45 (0C)
n - C 7F16  1.801 - 0.00240t 0 - 60 (0 C)
n -C8Fi8 1.839 - 0.00251t 0 - 60 (0C)
n - CqF 20  1.860 - 0.00248t 0 - 60 (0C)
n - ClOF22 1.873 - 0.00230t 35 - 60 (0C)
n - ClIF24 1.919 - 0.00248t 60 - 130 (0C)
n - C1 2 F26 1.961 - 0.00256t 80 - 175 (0C)
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Table 3.5: Heats of Vaporization of Linear Alkanes
Compound temp (K) P (mmHg) I AHvap(kcal/mol)
n - C5H12
n - C6H14
n - C7 HI6
n - C8H18
n - CqH2o
n - ClOH22
n - C11H24
n C 12 H 26
n - C13H2
n - C14H30
n - C15H32
n - C16H 34
n - C 17H 36
298
309
298
342
298
371
298
399
298
424
298
447
298
469
298
489
298
509
298
527
298
544
298
560
298
576
760
760
760
760
760
760
760
760
760
760
760
760
760
6.316
6.16
7.54
6.896
8.735
7.575
9.915
8.214
11.099
8.82
12.276
9.39
13.464
9.92
14.647
10.44
15.83
10.9
17.01
11.4
18.20
11.8
19.38
12.3
20.6
12.7
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Table 3.6: Heats of Vaporization of Linear Perfluoroalkanes
Compound temp (K) P (mmHg) AHvap(kcal/mol)
CF4
C 2F
C 3F
n - C4F1o
n -CF12
n - C6F 14
n -C7F16
145.1
194.9
236.7
233.2
253.2
271.2
302.4
293.2
330.3
298.2
355.66
760
760
760
124
349
760
760
176
760
77
760
3.0
3.9
4.69
6.1
5.75
5.48
6.25
7.64
6.8
8.69
7.54
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Table 3.7: Polarizability of Linear Alkanes
Compound [ Polarizability (10- 2 4cm 3 )
4.47
4.43
6.29
6.37
8.20
9.99
11.9
13.7
15.9
Table 3.8: Polarizability of Linear Perfluoroalkanes
47
C 3H8
n - C4 H10
n - C 5 H 12
n - C 6 H 14
n- C 7HI6
n - C8H18
Compound Polarizability (10- 2 4cm 3)
C 2 F6  6.82
6.03
n- C5F12  13.53
n - C6 F 1 4 16.22
C2H6
Figure 3-1: Structure of alkanes and perfluoroalkanes
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ure 3-1 demonstrates, perfluorocarbon molecules form helical chains with 13-C-atom
repeating units, while corresponding hydrocarbon molecules adopt a planar zig-zag
carbon chain conformation. This difference is due to the fact that the fluorine atoms
on the perfluorinated molecule have larger van der Waals radii than those of the hy-
drogen atoms on the alkanes. Since the van der Waals radii for the hydrogen atoms
are only 1.1-1.2 A, n-alkanes and PE are not crowded in planar zig-zag conformation.
Perfluoroalkanes and PTFE, on the other hand, containing many fluorine atoms of ra-
dius 1.35 A would be overcrowded in the same conformation. In order to increase the
distance between the neighboring fluorine atoms, perfluoroalkanes and PTFE form
a helical structure by rotating around the chain-bonds and by widening the C-C-C
bond-angles from 1090 to 1160. The backbone dihedral angles for the trans confor-
mation in perfluoroalkanes and PTFE are displaced by about 170 from a true trans.
These differences in structure will be accounted for through adjusting the forms and
parameters of the torsional and bond-angle stretching forcefields.
3.1.6 Surface Measurements
Surface tensions of linear alkanes are quite well documented.[3 9 , 69] Surface ten-
sions for linear perfluorinated alkanes are reported by Sauer and Dee.[7 0 , 71] The
same authors also reported the surface tension values for PE, PTFE, and diblock
co-polymers of the two. Table 3.9 and Table 3.10 shows the experimental surface ten-
sions of alkanes and perfluoroalkanes, respectively. Surface tension is a very strong
function of the temperature and decreases with increasing temperature. Surface ten-
sion value increases as the chain length increases for a homologous series. These
experimental surface tension values will provide feedback on whether our forcefield
and/or simulation methodology are appropriate for capturing the characteristics of
the liquid-vapor interface.
3.2 Liquid-Vapor Interface Simulation
Computer simulation has been applied to a number of different types of liquid-
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Table 3.9: Experimental Surface Tension Value of Hydrocarbons
Num. C Compound Temperature (K) Surface Tension (dyne/cm)
pentane
hexane
heptane
octane
nonane
decane
undecane
dodecane
tridecane
tetradecane
pentadecane
hexadecane
298
298
298
298
298
298
318
298
343
298
387
298
298
298
298
15.49
17.89
19.65
21.14
22.38
23.37
21.53
24.21
20.15
24.91
17.08
25.55
26.13
26.64
27.05
50
5
6
7
8
9
10
11
12
13
14
15
16
Table 3.10: Experimental Surface Tension Value of Perfluorocarbons
Num. C Compound Temperature (K) Surface Tension (dyne/cm)
5 perfluoropentane 298 9.42
6 perfluorohexane 298 11.44
7 perfluoroheptane 298 12.78
8 perfluorooctane 298 13.7
9 perfluorononane 298 14.4
10 perfluorodecane 318 13.5
323 13.2
400 7.9
11 perfluoroundecane 343 12.7
12 perfluorododecane 387 10.6
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vapor interfaces such the rare gases, metals, and oligomers.
3.2.1 Rare Gases - Argon/Krypton/Xenon
Lee, Barker and Pound calculated the surface tension of liquid argon using the
Monte Carlo method with three different forcefields: (1) the Lennard-Jones forcefield,
(2) the two-body Barker forcefield, and (3) the Barker two-body forcefield plus the
three-body Axilrod-Teller contribution.[13 , 18 At all five temperatures tested (84-144
K), both the Lennard-Jones and two-body Barker forcefields significantly overesti-
mated the surface tension by at least 20% of the experimental values. The Barker
two-body forcefield in combination with the Axilrod-Teller three-body contribution
(calculated using perturbation theory), on the other hand, showed significant bet-
ter agreements with experimental values. In the low temperature range (84-102 K),
the simulated surface tensions showed only a 1-4% deviation from the experimental
values. Near the critical temperature of argon (150.7 K), larger discrepancies were
displayed since the higher-order many-body terms were not included. However, the
forcefield with the Axilrod-Teller contribution still performed much better than the
other two near the critical temperature. This study, for the first time, indicated the
importance of the three-body interactions for accurately predicting surface tension
values.
Encouraged by the abovementioned findings, Barker et al.[7 2 , 73] conducted more
similar Monte Carlo calculation of surface tension of liquid argon, krypton, and xenon
in all temperature range. Reliable pair potential functions were used and calculations
were made both with and without the Axilrod-Teller-Muto (ATM) three-body inter-
action. Again, the surface tensions calculated with pair potentials alone were higher
than the experimental values by 19% to 35%. The surface tensions calculated with
the ATM three-body interaction included, on contrary, agreed within 2.2% of the
experimental values for all three rare gas liquids.
These studies demonstrated that a model with accurate pair potential plus three-
body interaction is an excellent model for predicting the liquid-vapor surface proper-
ties of the rare gases.
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3.2.2 Water
Besides its well-known characteristics of strong hydrogen bonding, high heat ca-
pacity and high dielectric constant, water also has a very high surface tension. The
experimental values of water surface tension are 72 dyne/cm at 298 K and 68 dyne/cm
at 325 K. Numerous attempts have been made to reproduce these experimental data
with computer simulation, and the results vary widely.
Using MC technique, Borstnik first performed a simulation of a water surface
for 64 water molecules[7 4] interacting via the Matsuoka-Clementi-Yoshimine (MCY)
forcefield.[ 7 5 , 76 The result indicated that the molecules at the surface preferred
to orient in a way such that one hydrogen atom pointed towards the vapor phase.
With a system of 256 molecules interacting with the ST2 forcefield,[ 77 1 Lee and Scott
reported an MC water surface tension of 97+6 dyne/cm at 298 K. 78] Subsequently,
Jorgensen et al. simulated a system of 342 water molecules interacting via the TIP4P
forcefield[7 9 ] with MD technique, and predicted a surface tension of 132±46 dyne/cm
at 325 K[8 0 i. An MD simulation by Matsumoto et. al. of a system of 1000 water
molecules with the Carravetta-Clementi (CC) forcefield[8 1i predicted a surface tension
value of 30.5+2.7 dyne/cm at 300 K. 8 2] More recently, a system of 490 molecules
was simulated by MC using the MCY forcefield. The surface tension calculated at 298
K is 23.7±3.4 dyne/cm. This simulation predicted the interfacial 10-90 thickness to
be 4.70 A, with the dipoles of the water molecules near the liquid phase pointing
slightly towards the liquid phase and those near the gas phase pointing towards
the gas phase. The smaller root-mean-squared fluctuations of the dipole directions
indicated that interfacial water molecules were more restricted in their rotation. The
temperature derivative of the surface tension for the MCY water was found to be
-0.32 dyne/(cm2K).[ 7 6]
The wide range of simulated surface tension typifies the accuracy often achieved
by simulation of liquid-vapor interface.
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3.2.3 Metal
The Embedded Atom Method (EAM) was used to compute the surface enthalpy
of liquid metals such as Cu, Au, Ag, Ni, and Pt.[83 The results were 50% to 80% of
the expected experimental values. These results followed the same trend as those of
the solid-vapor metal interfaces, which were lower than experimental value by about
25%.[84] Holtzman et. al. suggested that it might be due to the fact these EAM
calculations did not include directional, three-body terms.[83]
3.2.4 Alkane Oligomers
Harris[3 9] performed molecular dynamics simulations for the liquid-vapor inter-
faces of linear decane(ClOH 22) and eicosane(C 20 H42) with united Lennard-Jones in-
termolecular forcefields, fixed bond-length, a flexible bond-angle forcefield, and a
torsional forcefield. Even though the total mass density profile is monotonic, as that
of simple atomic fluids, these long linear molecules displayed a rich equilibrium local
structures. The density profiles of the chain centers of mass and central segments
were strongly peaked. In order to maximize entropy, the outer edge of the surface
was dominated by chain ends. At a fixed temperature, the interface width as de-
fined by the total mass density profile decreased with increasing chain length. The
chains were flattened in the outer regions of the surface but slightly elongated below
in the region corresponding to the peak in the center of mass density profile. The
calculated surface tensions and liquid-vapor co-existence densities showed the correct
trends with variation in chain length and temperature. The bulk liquid densities were
very close to experimental values. However, the absolute values of surface tensions
were significantly higher than experimental data.[3 9 ]
3.2.5 Perfluorohydrocarbons and Semifluorinated Alkane Di-
blocks
Hariharan et al.[4 0 ] carried out molecular dynamics simulations of the liquid-vapor
interface of short fluorocarbon chains and short fluorocarbon-hydrocarbon diblock
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chains, with united Lennard-Jones intermolecular forcefields, fixed bond-length, flex-
ible bond-angle, and a realistic torsional forcefield.[ 8 5 The perfluoromethyl segments
had larger Lennard-Jones diameters and shallower well-depths than those of CH 2
and CH 3. At high temperatures, the density profiles of the co-polymer melt decayed
monotonically from the bulk liquid density to the melts. This study also showed
that fluorocarbon segments in the diblocks had a tendency to segregate at the free
surface when the chain length was increased or the temperature was decreased. The
constraint of connectivity between the two diblocks resulted in oscillatory density
profiles and a rich structure. This model predicted that a co-polymer could have a
lower surface tension than either homopolymer of similar length. It again overes-
timated the surface tensions of the fluorocarbon and fluorocarbon-hydrocarbon di-
blocks, and failed to predict the lower surface tension of perfluorodecane compared
that of decane.[3 9 , 40]
In the studies of linear alkane, perfluorinated alkane, and diblock liquid-vapor
interfaces,[3 9 , 40] the long-range correction contributions to surface tension[3 91 were
quite significant, about 50% of the total values.
3.3 Review of Relevant Forcefields
3.3.1 Forcefields for Hydrocarbons
At present, there are many forcefields available for hydrocarbons. These include
both explicit-atom models and more often, united-atom models. In a united-atom
model, a group of atoms, for example, CH 3, CH2 are condensed into a "united atom".
This simplification greatly cuts down the number of "atoms" in the simulation, and
allows efficient handling of larger molecules while preserving the main features of the
system such as the torsional angles. The following is a list of some of the forcefields
frequently used. Some of these forcefields are developed explicitly for hydrocarbons,
and others cover a much wider variety of molecules.
Lifson & Warshel[8 6) developed a EA forcefield with explicit hydrogens based on
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equilibrium conformation, vibrational enthalpies for alkane crystals.
Kollman and co-workers[6 0 , 87 developed both EA and UA forcefields, which are
usually known as the AMBER forcefields, based on structure, energies and vibra-
tional frequencies of model protein and DNA crystals. These forcefields include the
standard bond stretching, bond angle, torsional angle, 12-6 Lennard-Jones, 12-10 hy-
drogen bond and Coulumbic terms. These forcefields have been used extensively for
hydrocarbons and polymers.
Allinger and co-workers developed MM2/MM3 forcefields for several classes of
molecules.[8 8 , 89 The main features of these potentials are: (1) They give more ac-
curate representation of intramolecular energies. In addition to the usual terms, they
also include the coupling terms between different modes. (2) Instead of the usual
Coulumbic term, they model the electrostatic energy via dipole-dipole, dipole-charge,
charge-charge interaction. [88]
Brooks and co-workers developed a united-atom forcefield called CHARMM for
macromolecules. It contains an improper torsion term which is used to maintain
the planarity about certain planar atoms and chirality about a tetrahedral extended
heavy atoms.[9 0 1
Instead of fitting to experimental data from crystals, Jorgensen[7 9 , 91, 92 argued
that intermolecular forcefields developed directly from liquid properties will be better
suited for predicting liquid properties. He developed optimized intermolecular poten-
tial functions for liquid (OPLS)[79, 91, 92, 93, 94] for a variety of molecules, including
hydrocarbons, amides and peptides. The OPLS forcefields use fixed bond length,
fixed bond angle, and torsional terms for intramolecular energies. They contain 12-6
Lennard-Jones, and Coulombic terms for intermolecular energies. Based on Monte
Carlo simulations for 15 hydrocarbon liquids (linear and branched), twelve constituent
groups were identified and their Lennard-Jones parameters optimized. The energies
and densities of the liquids are within 2% of the experimentally measured values. 9 11
Toxvaerd[9 5 , 96 reported that molecular dynamics calculations of the pressure in
fluids of propane, pentane, and decane scaled incorrectly with respect to temperature
and density if the methlyene and methyl groups were treated as isotropical intercation
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units. An anisotropic united-atom (AUA) forcefield for alkanes was proposed and
proven to overcome this shortcoming. Unlike the traditional UA forcefield, AUA
forcefield model recognizes the different conformations of the H atoms on the C atom
and chooses the forcefield accordingly. The anisotropy is achieved by taking the
geometrical mean position of the position for the valence electrons as the origin for
intermolecular interaction of the methylene and methyl units. The AUA forcefield
effectively incorporates some molecular details contained in explicit-atom model, yet
maintains the computional simplicity of the UA forcefield.
In addition, a totally new approach to develop forcefields has been taken by Hagler
and co-workers[97]. Realizing the need to predict properties of classes of compounds
for which experimental data are scarce, they derived a quantum mechanical forcefield
(QMFF) by fitting to ab initio potential surfaces. In an explicit atom model for
hydrocarbon, with same set of parameters, this forcefield reasonably well predicted
properties for both unstrained and highly strained hydrocarbons.[9 7 1
3.3.2 Forcefields for Perfluorinated Carbons
Contrast to the abundance of forcefields for hydrocarbon and PE, there are only
a few forcefields available for perfluorocarbons or perfluorocarbon-related materials.
Much of the forcefield development has been focused on the structure of the perfluo-
rocarbon chains, particularly, the dihedral angle and the torsional energy barriers.
Shin et al.[9 8 , 851 used a united-atom model to simulate water supported mono-
layers of partially fluorinated amphiphiles such as CF3 (CF 2)9CH 2COOH,
CF3 (CF2 )6 CH 2 (CF2 )3COOH and CF 3(CF2)6 (CH 2)4COOH. The Lennard-Jones
core size parameters a for the CF 2 - CF2 and CF3 - CF 3 interactions were assumed
to be the same and determined from the known lattice spacing of the hexagonal struc-
ture of perfluoroalkanes. The Lennard-Jones well-depth parameters C were derived
from the well-depth parameters for CH2-CH 2 and CH3 -CH 3 using CF/CH, (x=2,
3) polarizibility scaling. In addition to the usual fixed bond length, flexible bond an-
gle, and Lennard-Jones intermolecular interaction approach, to account for the helical
nature of the fluorinated chains, an Aexp(-B0 2) term was included in the torsional
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potential so that instead of reaching minimum at true trans- (0 = 0), the torsional
potential has a global minimum at # = #0 0 0. The inclusion of this term improved
the prediction of collective tilted angle for these amphiphiles[8 5 when compared to
experimental values obtained through gazing incidence X-ray diffraction.[9 9, 85 How-
ever, when the exact model was applied to the calculation of the liquid-vapor phase
equilibrium by Siepmann et al.,[10 0] the liquid density was found to be severely under-
estimated. In addition, this model also under-estimated the critical densities of per-
fluoropentane and perfluorooctane, and failed to predict critical temperatures that
scale correctly with chain lengths[1 0 0]
Hariharan et al.[4 0 1 determined a new set of Lennard-Jones parameters that de-
scribe both the intramolecular interations between CFx - CFx (x = 2 or 3) that
were separated by at least three other CFx along the chain and the intermolecular
interactions between any pair of CFx belonging to different molecules. o- parameters
were again kept the same for CF 2 - CF2 and CF 3 - CF3 . - and E were optimized to
predict the density and enthalpy of vaporization of liquid perfluorohexane at 1 atm
and 293.2 K. The development of this forcefield will be discussed in more detail in
the next chapter.
Sets of EA van der Waals parameters for Lennard-Jones (6-12) and 6-9 forcefields
and equilibrium parameters for perfluoroalkanes and PTFE were derived by Holt
et al. from MOPAC AMI semiempirical calculation results (specifically, heats of
formation, charges and geometries) for the model molecule perfluorohexadecane.[ 10 1]
Reasonable intramolecular geometry and intermolecular packing arrangements were
obtained with all parameter sets developed.
Dixon[10 2] calculated the potential energy surface for torsion about the central C-
C bond in n-perfluorobutane using ab initio molecular orbital theory. The geometries
of the symmetrical minima (t± (<D = ±15.40), g± (4b ± t116.70)) and the three
transition states separating these minima were obtained and optimized with the DZ+
Dc basis set, which had been shown to give good geometry predictions for a wide
range of fluorocarbons. Perfluorobutane energy calculations were also conducted with
a full polarized double-i basis set DZ+P. Correlation corrections to the final energies
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were done at the MP-2 level for all the valence electrons. The global minimum was
found to be at t±, with the g± states 6.2 kJ/mol higher in energy on the electronic
energy surface. The true-trans state (i.e. 4D = 0) was 1.6 kJ/mol higher in energy
than the t± states. The transition barriers from t± to g± were 10.1 kJ/mol and those
from g± to g: were 33.5 kJ/mol.
Later, Smith, Jaffe and Yoon[10 3) established a new rotational isomeric model
for PTFE based on ab initio electronic structure calculations on perfluorobutane,
perfluoropentane, and perfluorohexane. 4 - 31G and D95+* basis sets were used,
each at two different levels: SCF and MP2. Unlike the earlier Dixon model which
had only four minima, this model contained six minima and fully took into account the
strong coupling of conformations for adjacent bond pairs. The conformational energy
contours confirmed the t± states at <D = ±170, but also showed that the gauche states
further splitted at ±1240 and ±840 to relieve steric crowding. This model, without
adjustment of geometric or energy parameters estimated from ab initio electronic
structure calculations on small molecules, predicted the characteristic ratio of PTFE
at 600 K that was consistent with recent experiments.
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Chapter 4
New Lennard-Jones United-Atom
Intermolecular Forcefields
4.1 Rational and Motivation
A good intermolecular forcefield is pivotal to the accurate prediction of both bulk
and interfacial properties. Previously, Hariharan et al.[4 0] obtained the Lennard-
Jones parameters - and c for CF2 and CF 3 by optimizing the parameters to predict
the experimental density and enthalpy of vaporization of liquid perfluorohexane at 1
atm and 293.2 K. NPT MD simulation was conducted with 50 n-perfluorohexane
molecules. During the optimization, corrections for dispersion interaction over dis-
tances beyond the cut-off distance (2.5-) were included. The o- values for CF2 and
CF3 were kept the same, and geometric mean combining rule were used to obtain the
c and o between unlike monomers. The optimized set of Lennard-Jones parameters
were listed in Table 4.1. The authors reported that the simulated and the experi-
mental molar volumes agree to within 0.7%, while the calculated and experimental
enthalpies agree to within 3%. When these parameters were applied to a liquid-vapor
interface of n-perfluorodecane, the predicted bulk density was higher than experimen-
tal value by about 2%.
Upon careful examination of their results, we discovered a discrepancy between the
experimental molar volume of n-perfluorohexane cited by Hariharan et al. and the val-
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Table 4.1: Lennard-Jones Parameters, by Hariharan et al.
ues reported in other references.[6 7]. The correct molar volume of n-perfluorohexane
is 198.9 cm 3, not 190.0 cm 3 as reported by Hariharan et al. The parameters listed
in Table 4.1 would actually under-predict molar volume and over-predict bulk den-
sity by about 5%. Furthermore, as shown in the sections to follow, these parameters
would lead to very significant errors in predicting bulk properties of other linear
perfluoroalkanes.
To overcome the aforementioned deficiency of the Hariharan forcefield, we decided
to first develop a new intermolecular forcefield. Three criteria are considered impor-
tant to the design of this new forcefield. The first is that the forcefield accurately
predicts the thermodynamic properties of the bulk liquids over as wide a range of
conditions as possible. The second criterion is that the forcefield is transferable to a
wide variety of compounds which have similar functional units. The third criterion is
the simplicity and computational tractability of the forcefield. Based on these three
criteria, we used the united-atom treatment of the CF2 and CF 3 units because it
would require far less computational effort than forcefields with explicit-atoms. We
also kept the 12-6 form of Lennard-Jones forcefield. The forcefield parameters would
be determined based on the experimental densities (equivalently, molar volumes) and
heats of vaporizations of n-perfluorobutane and n-perfluoroheptane at several differ-
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Parameter Value
ECF 2 -CF 2  46.58 K
ECF 3 -CF 3 66.234 K
OCF 2 -CF 2  4.672 A
OCF3 -CF 4.672 A
Table 4.2: Experimental Bulk Properties
Molecule Type P(mmH g) T(K) pexp(g/ml) AHevaP(kJ/mol)
n-perfluorobutane 124 233 1.723 25.522
n-perfluorobutane 349 253 1.659 24.058
n-perfluoroheptane 77 298 1.718 36.342
n-perfluoroheptane 760 355 1.551 31.56
ent temperature and pressure conditions (Table 4.2). Since the density values at the
pressures listed are not available, the experimental densities at 1 atm are used as
approximations. Because liquid density is not a strong function of pressure, the error
caused by this approximation should be very small, much smaller than the uncertain-
ties of the simulations. For example, for n-perfluorohexane at 288 K, the densities at
equilibrium vapor pressure (139 mmHg) and air saturated at 1 atm are 1.7016 g/ml
and 1.69943 g/ml, respectively, a difference of less than 0.2%.[66]
There are basically two stages in constructing an intermolecular forcefield: param-
eterization and validation. Parameterization involves choosing a set of experimental
data, surveying the space of reasonable parameter values, conducting simulations,
predicting macroscopic properties and comparing them with the experimental data
set. A set of parameters that gives the least error between the predicted and the
experimental properties will be chosen. Once this set of parameters is chosen, it will
be validated. Validation involves applying the chosen set of parameters to simulate
the properties of material and/or conditions not already used in the parameterization
process and compare them with the experimental values. Through the combination of
parameterization and validation processes, we can improve and fine-tune the forcefield
in a systematic way.
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4.2 Simulation Details
Perfluorinated methylene (CF 2) and perfluorinated methyl (CF3) groups were
modeled as united-atoms. The intramolecular interactions included bond length
stretching, bond angle bending, torsional rotation, and intramolecular van der Waals
forces. Intermolecular interactions were van der Waals forces between united-atoms
on different molecules.
The bond stretching forcefield took the form:
Ubond-stretching = I Kr(r - req) 2  (4.1)
bonds
where Kr = 217567KJ/nm2 /mol and req = 0.153nm.
The bond angle bending forcefield was:
Ubond angle bending = E KO ( - Oeq ) 2  (4.2)
bond angles
where the parameters ko = 527.184kJ/mol/rad2 and 0 eq = 112.40, determined by
Kollman and co-workers.[6 0]
The torsional angle forcefield which described the interactions between any four
successive united-atom along the chain, took the form:
5
Utorsion = Cicos'iJ + [aexp(-b 2 )] (4.3)
i=O
where 1, dihedral angle, was defined according to the convention that the minimum
energy trans configuration was at D = 0 when a = b = 0. The exponential terms
were included to account for the helical superstructure of perfluoroalkanes as observed
by crystallographic studies[6 8 i. The parameters (Co - C5, a, and b) were obtained
by fitting to the results of the quantum mechanical calculations by Dixon[1 02 ]. The
Dixon torsional forcefield had lower energy barriers from those of torsional forcefield
developed by Shin et al.[9 8 as previously used by Hariharan.[4 0 1 The Dixon torsional
forcefield was used for all the simulations conducted in this chapter. The parameters
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Torsional Forcefield, Compare Shin et al. and Dixon
7t1
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Torsion Angle, phi (degree)
Figure 4-1: Torsional Forcefields, by Dixon and by Shin et al.
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Table 4.3: Parameters of Torsional Forcefields
Parameter by Dixon by Shin et al.
Co 8.51331 14.8270
C1 4.40983 11.2778
C2  -2.85735 -12.0000
C3  3.29895 9.7778
C4  8.47115 24.0000
C5  -28.9601 -59.5556
a 8.54774 14.0000
b 11.4505 12.7176
of the two torsional forcefields were listed in Table 4.3 and the forcefields were plotted
in Figure 4-1.
Van der Waals interaction between united-atoms that were separated by at least
three carbon atoms along the chain within the same molecule, and that between
united-atoms in different molecules were described by Lennard-Jones forcefields:
(4.4)ULJ 12 - ()6]T' r
where a was the Lennard-Jones core diameter, E was the forcefield well-depth, and
r was the interatomic distance. Interaction parameters for united-atoms of different
types were taken as the geometric means of the corresponding interaction parameters
for the two united-atoms:
UCF2 -CF 3 (UCF2 -CF 2gCF3 -CF 3 )1/ 2 (4.5)
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ECF2 -CF 3 = (fCF 2 -CF 2 ECF 3_CF3) 11 2
By defining
C =4eo1 (4.7)
and
D 4co- (4.8)
the Lennard-Jones forcefield can be equivalently written as
C D
UL~J _ - D6  (4.9)U T1=r2 r6 9
and the parameters to be determined are CCF2 -CF 2 , CCF3 -CF 3 , DCF2 -CF 2 , and DCF3 CF3.
Simulations were conducted in NPT ensembles. Cubic boxes with periodic bound-
ary conditions in all three directions were used. For each simulation, 100 linear per-
fluoroalkane molecules of interest were included in the simulation box. The initial
configurations were generated using the Discover Biosym software. To eliminate ini-
tial overlap of molecules, - values of the united-atoms were initially set to close to
zero and gradually increased to the desired values.
For each set of parameters tested, there were two stages in the simulation: equi-
libration stage followed by data collection stage. To make certain the system had
been well equilibrated, two checking mechanisms were used. First, various thermo-
dynamic quantities such as energy, temperature, and volume were plotted against
time. When equilibrium had been achieved, these quantities fluctuated around their
averages, which remained constant over time. Second, calculations were started with
different initial configurations and different initial velocities. Convergence to similar
configurations and properties from different initial values again indicated equilibrium
had been reached.
During the equilibration phase, to maintain constant temperature, Berendsen's
thermostat, with a time constant of 2.5-ps was used in addition to massive stochastic
collisions in which velocities were randomly reassigned from the Maxwell Boltzmann
distribution every 7 ps. During the sampling phase, only massive stochastic collisions
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(4-6)
of 7 ps frequency were employed to maintain a constant temperature. For NPT,
Andersen's extended system method was used to maintain a constant pressure. A
piston weight of 25 (kJps 2) was used for all subsequent NPT simulations. Each
system was equilibrated for a 70-140 ps period and samples were taken over the
subsequent 70-140 ps.
The equation of motion were integrated using RATTLE with a timestep of 0.007
ps. The 0.007-ps timestep was chosen because at this timestep, no significant tem-
perature of energy drift occurred over a 70-ps microcanonical (NVE) simulation of
n-perfluorohexane at T = 293 K and the root-mean-square fluctuations in the total
energy were less than 10% of the fluctuations in the kinetic energy.
As discussed earlier in this chapter, the main objective of this chapter was to obtain
a new set of Lennard-Jones parameters (cCF 2 -CF 2 , ECF 3 -CF 3 , oCF 2 -CF 2 and oCF3-CF 3 ,
or equivalently, CCF2 -CF 2 , CCF3-CF 3 , DCF2 -CF 2 and DCF3 -CF 3 ) that were capable of
covering a wider variety of n-perfluoroalkanes under various temperature and pressure
conditions. To achieve this objective, different trial Lennard-Jones parameter sets
were tested in NPT ensembles to simulate macroscopic bulk liquid properties for
linear perfluoroalkanes. The simulated heats of vaporization and molar-volumes were
compared to the experimental values. The consistency or lack thereof between the
experimental data and simulation data indicated whether the trial Lennard-Jones
parameters were proper and pointed out directions for adjusting the parameters to
better match the two data sets.
The block averages of macroscopic properties were taken by grouping data in
blocks large enough so the error estimates do not increase significantly with the block-
ing factor, and 95% confidence intervals were calculated.
The heats of vaporization were calculated using
AHvap = Uintra(g) - (Uinter (l) + Uintra(l)) + RT (4.10)
where Uintra(g), Uinter(l), and Uintra(l) were molar intramolecular internal energy in
gas, molar intermolecular internal energy in liquid, and molar intramolecular internal
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energy in liquid, respectively. R was the gas constant. The chief approximation in
Equation 4.10 was that the sum of the kinetic and vibrational energies were the same
for the gas and liquid. The results of Monte Carlo simulation for a wide variety of
hydrocarbon molecules performed by Jorgensen et al. [79] suggested
Uintra (9) ~Uintra (1)) (4.11)
and we further approximated Equation 4.10 with
AHvap = -Uinter(l) + RT (4.12)
4.3 Results and Discussion
4.3.1 Parameterization
To standardize the comparison between the errors associated with different prop-
erties, a positive function E is defined as
E = E(e 2) (4.13)
M
where
predicted value - experiment value (4.14)
experiment value
and
M =number of properties predicted (4.15)
Since our parameterization process involves 4 heat of vaporization values and 4
molar volume values, M is equal to 8. The best set of parameters is the one that
yields a value of error E closest to 0.
After exploring a wide range of reasonable Lennard-Jones parameters, a set of new
Lennard-Jones parameters were obtained and listed in Table 4.4. Figure 4-2 shows the
Lennard-Jones forcefield used in the study by Hariharan et al. Figure 4-3 shows the
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Table 4.4: New Lennard-Jones Parameters
Parameter Hariharan New
ECF2 -CF 2  46.58 K 27.7 K
ECF3 -CF 66.234 K 135.3 K
UCF 2 -CF 2  4.672 A 5.4 A
OCF3 -CF 4.672 A 4.3 A
CCF2-CF 2 0.0202 nm1 2 K 0.0681 nrm 12 K
CCF3 -CF 0.0287 rim 12 K 0.0216 nrm
12 K
DCF2-CF 2  1.938 rm 6 K 2.747 nm6 K
DCF3-CF 3 2.755 nm6K 3.421 nm 6K
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Lennard-Jones Forcefields, Hariharan et al.
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Figure 4-2: Lennard-Jones Forcefield, Hariharan et al.
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Figure 4-3: Newly Developed Lennard-Jones Forcefield
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Figure 4-4: Lennard-Jones Forcefield for CF2 - CF2
72
80-
60-
40-
20-
0
-J
CF2-CF2, New
CF2-CF2, Haraharan et al.
7-
/
I /
III I I I I I
-80
-10C
2
I I
Lennard-Jones Forcefields, CF3-CF3,Newly Developed compare to Hariharan et al.
100
50 I
0
-J
-50 I
-100 F
0 0.2 0.4 0.6 0.8 1
r (nm)
1.2 1.4 1.6 1.8 2
Figure 4-5: Lennard-Jones Forcefield for CF 3 - CF3
73
CF3-CF3, New
CF3-CF3, Haraharan et al.
/
/
/
' /
I I
Error Contour for C (CF2-CF 2) = 0.0681 (nm K) and C (CF 3-CF 3) = 0.0216 (nm 12K)
4.4.
4.2- .12
D1
0. 06
~08 \
2.5 3
D (CF 2-CF 2) (nm K)
Figure 4-6: Error (E)
= 0.0216 (nm 12K)
Contour at C (CF2 -CF 2) = 0.0681 (nrm' 2K) and C (CF3-CF 3)
newly-developed Lennard-Jones forcefield. Figure 4-4 shows the comparison between
the new forcefield and Hariharan et al. forcefield for CF2 -CF 2 interactions. Figure 4-
5 shows the comparison between the new forcefield and Hariharan et al. forcefield for
CF3 - CF3 interactions.
Figure 4-6 - Figure 4-11 are the contour diagrams of error E as a function of two
of the four Lennard-Jones parameters while the other two are kept constant.
It is interesting to note that the - value of CF2 is larger than that of CF3. In
previous united-atom models, [98, 85, 40] the two were the same. However, we found
that if the same values of - are kept for both CF2 and CF3 , it is not possible to
achieve a reasonably good fit to the densities and enthalpies of vaporization for both
n-perfluorobutane and n-perfluoroheptane. A qualitative understanding of the larger
effective sizes of the CF2 can be achieved by considering the directions of interactions
involving CF3 and CF2 groups. For another united atom to approach CF3 or CF2 ,
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Table 4.5: Simulated Bulk Properties, with Different Lennard-Jones Forcefields
Molecule/Condition Property Exp. New Hariharan
n-perfluorobutane AHvap (kJ/mol) 25.522 25.2±0.4 19.3±0.4
233 K, 124 mmHg Mol. Vol. (cm 3/mol) 138.149 137.9±0.5 142.6±0.9
n-perfluorobutane AHvap (kJ/mol) 24.058 24.5±0.4 18.7±0.4
253 K, 349 mmHg Mol. Vol. (cm 3/mol) 143.478 141.9±0.7 148.3±0.7
n-perfluoroheptane AHvap (kJ/mol) 36.342 35.6±0.5 34.6±0.5
298 K, 77 mmHg Mol. Vol. (cm 3/mol) 225.885 229.5±1.1 208.2±1.3
n-perfluoroheptane AHvap (kJ/mol) 31.56 32.1±0.4 32.3±0.6
355 K, 760 mmHg Mol. Vol. (cm 3/rnol) 250.206 251.2±1.5 221.0±1.9
the contact distance is primarily determined by the fluorine atoms on the CF3 group.
The fluorine atoms on the CF 3 end are less sterically hindered than the fluorine atoms
on the CF2 group which are in the middle of the chain. The F atom on CF3 can
rotate away from the approaching united atom, allowing it to pack more closely to
the CF3 group. In addition, the united atoms bonded to CF2 group serve to direct
the approach along the C-F bond directions, causing the van der Waals force of the
F to be felt sooner than for close approach to a CF 3 group. Therefore, the effective
size of the CF2 group is larger than that of CF 3. Similar results were observed for
linear alkanes.[10 4 , 105]
As Table 4.5 shows, the new Lennard-Jones parameters significantly improved
the prediction of bulk properties in all cases. The 95% confidence interval of the
simulation results are also included. With the parameters used by Hariharan et al.,
the relative errors in AHvap can be as high as 20% of the experimental values and
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Table 4.6: Forcefield Validation: Experimental and Simulated Bulk Properties
Molecule/Condition Property Experiment Predicted
n-perfluoropentane AHvap (kJ/mol) 26.2 26.5±0.4
302.4 K, 760 mmHg Mol. Vol. (cm 3 /mol) 181.4 179.5±0.6
n-perfluorohexane AHvap (kJ/mol) 28.5 28.0±0.5
330.3 K, 760 mmHg Mol. Vol. (cm 3/mol) 215.0 217.9t0.9
n-perfluorodecane
333 K, 760 mmHg Mol. Vol. (cm 3/mol) 310.1 313.6±1.7
the relative errors in molar volume can be as high as 10% of the experimental values.
With the new parameters, the relative errors in AHvap and molar volume are within
2% of the experimental values for all cases.
4.3.2 Validation
Next, we apply the forcefield obtained above to simulate bulk properties of linear
perfluoroalkanes not previously parameterized against. Ideally, we would like to pre-
dict molar volumes and heats of vaporization for chains longer than 7 carbons. How-
ever, we are unable to obtain any experimental heat of vaporization value for chains
longer than perfluoroheptane. So we validated our new forcefield using the molar
volume and heat of vaporization values of perfluoropentane and perfluorohexane, and
the molar volume of perfluorodecane. As Table 4.6 shows, the new Lennard-Jones
forcefield predicted molar volume and heat of vaporization values that are in excellent
agreement with the experimental values, and was proven valid.
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4.4 Conclusion
A new set of Lennard-Jones parameters for perfluoroalkane is obtained and val-
idated through predicting bulk liquid properties such as molar volumes and heats
of vaporization for a variety of linear perfluoroalkanes and at a variety of temper-
atures and pressures. Compare to previous sets of Lennard-Jones parameters, this
new set has larger a- for perfluoromethylene group than perfluoromethyl group. The
energy well for perfluoromethyl group is much deeper than that of Hariharan et al.
The energy well for perfluoromethylene is much shallower than that of Hariharan et
al. Compare to the Lennard-Jones forcefields previously used by Hariharan et al.,
this new set significantly improved the prediction of bulk liquid properties for linear
perfluoroalkanes.
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Chapter 5
Liquid-Vapor Interface Simulation
5.1 Objectives
The main objective of the work presented in this chapter is to test the performance
of the Lennard-Jones united-atom forcefield developed in the preceding chapter in
simulating linear perfluoroalkane liquid-vapor interfaces. Other issues such as the
effect of longer cut-off radius, effect of wider bond angle, and effect of different torsion
forcefields is addressed in this chapter as well.
5.2 Simulation Details
The simulation system was an NVT ensemble in a rectangular box of dimension
LX, LY, and L,, as illustrated in Figure 5-1, with periodic boundary conditions in all
directions. Lx = L, = 6.093nm for all simulation sets, except Sets VI and VII, where
Lx = LY = 5.0nm. L, was set to about 4-times the value of Lx and LY to ensure
the equilibrium configuration had two independent free surfaces on either side of the
bulk liquid phase, and particles in the liquid phase did not interact with each other
across the vapor phase.
For each liquid-vapor interfacial simulation, 400 n-perfluorodecane or n-decane
molecules were used. The initial configuration were generated using Discover soft-
ware. To eliminate overlap of molecules, the - values of the united atoms were set
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Figure 5-1: Sketch of Liquid-Vapor Interface Simulation Geometry
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to close to zero and gradually increased to the desired values. The simulations were
started by placing the chains in a rectangular box of the volume corresponded to the
experimental bulk density at 1 atm and the temperature value of interest. Then two
interfaces were formed by moving the boundaries in the z-direction symmetrically
to L,. So the simulation system represented a liquid-vapor co-existence at pressure
slightly lower than 1 atm.
The equations of motion were integrated using RATTLE with a timestep of 0.007
ps. At this timestep, no significant temperature or energy drift occurred over a 2 8 0-ps
microcanomical (NVE) simulation of n-perfluorodecane at T = 400 K. The root-
mean-square fluctuations in the total energy were 9% of the fluctuations in the kinetic
energy during the simulation.
Equilibration was ensured with two checking mechanisms. First, various thermo-
dynamic quantities such as energy, temperature, and pressure were plotted versus
time. When equilibrium had been reached, these quantities fluctuated around their
averages, which remain constant over time. Second, simulations were started with
different initial conformations and initial velocities. Convergence to similar values of
properties from different initial conditions again verified that equilibrium has been
reached.
During the process of equilibration, constant temperature was maintained by em-
ploying both Berendsen's thermostat (with a time constant of 2.5 ps) and massive
stochastic collisions in which velocities were randomly reassigned from the Maxwell
Boltzmann distribution every 7 ps (1000 timesteps). After equilibrium had been
reached, during the subsequent sampling phase, constant temperature was main-
tained by using only massive stochastic collision in which velocities were randomly
reassigned from the Maxwell Boltzmann distribution every 7 ps (1000 timesteps).
The sampling phases were at least 700 ps (1x10 5 timesteps), typically more than
1400 ps (2x10 5 timesteps). Atomic and molecular virials, atomic and molecular tem-
peratures, and energetic quantities were saved every 0.14 ps (20 timesteps). Configu-
rations were saves every 0.70 ps (100 timesteps) for analysis of density and structural
properties.
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Perfluorinated methylene (CF2) and perfluorinated methyl (CF3) groups were
modeled as united-atoms. The intramolecular interactions included bond length
stretching, bond angle bending, torsional rotation, and intramolecular van der Waals
forces. Intermolecular interactions were van der Waals forces between united-atoms
on different molecules.
The bond stretching forcefield took the form:
Ubond-stretching =E Kr(r - req) 2  , (5.1)
bonds
where Kr = 217567KJ/nm2 /mol and req = 0. 153nm.
The bond angle bending forcefield is:
Ubond angle bending = E KO ( - Oeq) 2  (5.2)
bond angles
where the parameters ko = 527.184kJ/mol/rad2 and 0 eq = 112.40, determined by
Kollman and co-workers.[6 0 ] In addition, since X-ray crystallography had suggested
a bond angle value of 1160, a simulation was conducted using 0 eq= 1160.
The torsional angle forcefield which described the interactions between any four
successive united-atom along the chain, took the form:
5
Utorsion = 1 Cicosi4 + [aexp(-b 2 )] (5.3)
i=O
where D, dihedral angle, was defined according to the convention that the minimum
energy trans configuration was at 1 = 0 when a = b = 0.
To evaluate the effect of different torsional potential barrier, two different of sets
of parameters were used, one corresponded to the Dixon torsional potential, the other
corresponded to the Shin et al. torsional potential. These parameters are listed in
the preceding chapter. Dixon torsion potential has lower energy barriers than those
of Shin et al.
Van der Waals interaction between united-atoms that were separated by at least
three carbon atoms along the chain within the same molecule, and that between
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united-atoms in different molecules were described by Lennard-Jones forcefields:
UJr ~ 1 2  (54
U_ = 4E[() - (_)6] (54)
r r
where a was the Lennard-Jones core diameter, c was the forcefield well-depth, and
r was the interatomic distance. Interaction parameters for united-atoms of different
types were taken as the geometric means of the corresponding interaction parameters
for the two united-atoms:
UCF 2-CF 3  (UCF 2 -CF 2 CF-CF3 ) 1 2  (5.5)
ECF 2-CF = (ECF 2-CF 2ECF3 -CF 3 ) 112  (5.6)
The Lennard-Jones parameters developed in the preceding chapter was tested in
the liquid-vapor interface system. As a comparison, simulation was also run with the
parameters developed by Hariharan et al.
The effect of longer cut-off distance is explored by conducting liquid-vapor simu-
lation at two difference cut-off distances: 2 .5oCF2 -CF 2 and 5 .OcCF2-CF 2.
Simulations for n-perfluorodecane were conducted at two different temperatures:
400 K and 323 K. To ensure the correct implementation of computer simulation, a
MD run of the n-decane liquid-vapor interface was conducted under the exact same
condition as reported by Harris.[3 9]
Table 5.1 summaries the different sets of liquid-vapor MD simulations conducted.
Comparing sets I and II can demonstrate the effect of different Lennard-Jones force-
field. Comparing sets II and III can demonstrate the effect of different torsional
barriers. Comparing sets I and IV can demonstrate the effect of bond angles. Com-
paring sets I and V can demonstrate the effect of cut-off distances. Comparing sets I
and VI can demonstrate the effect of temperature.
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Table 5.1: Liquid-Vapor Simulation Conditions Summary
set Molecule Temp L-J Torsion Oeq Rcut- 0ff
(K) (degree) (nm)
I C1 0F2 2  400 New Dixon 112.4 1.35
II CiOF 22  400 Hariharan Dixon 112.4 1.35
III C1 0F2 2  400 Hariharan Shin 112.4 1.35
IV C1 0F2 2  400 New Dixon 116.0 1.35
V ClOF 2 2  400 New Dixon 112.4 2.7
VI C1 0F2 2  323 New Dixon 112.4 1.35
VII C1 0 H2 2  400 OPLS OPLS 112.4 0.976
5.3 Property Calculation
5.3.1 Density Profile and Width of Interface
The density profiles were generated by averaging the configurations accumulated
during the sampling phase. The width of each slice of the density histogram was
0.1nm. Total density density profiles, end group density profiles, and middle group
density profiles were generated for each set of simulations. As measures of thickness
of the liquid-vapor interfaces, 10-90 widths (W10 _90 ), defined as the distance over
which the total density decreased from 90% of bulk liquid density value to 10% of the
bulk liquid density value, were also recorded.
5.3.2 Surface Tension
Mansfield and Theodorou[1 0 6 , 107] identified the internal energy component of
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the surface tension, I , as
U U A U
= OA IT,VN AA T,VN , (5.7)
where U is the internal energy and A is the surface area. AU and AA represent a
finite small change in the internal energy and surface area, respectively.
Harris[3 9 1 extended the method of calculating surface tensions from molecular
dynamics trajectories to molecular fluids. We use this method to computer surface
tension from the molecular virial:
17=2 < V V -1j V > , (5.8)
2A V X Y
where A is the total surface area, 2LxLy . V,, the molecular virial tensor, is defined
as
Vae = FabRa. (5.9)
a<b
The sum is taken over all molecules a and b. R'b is the a component in direction
a = (x, y, orz) of the vector between the centers of mass of molecules a and b. Fb is
the total force between the molecules.
Harris calculated surface tensions of chain molecules such as decane (C10 H 22 )
and eicosane (C 20 H 4 2 ), and included the long-range correction factor for interactions
beyond the cutoff-distance by using a mean-field approximation:[3 91
7T L L 0 ,)
"Long-Range dza _dz dppp(zp(zp )rp'(r)(1 - 3 z-
0'0=1 2 2
(5.10)
where Rc is the cut-off radius, a, # represent united atom units of different type,
Pmnin = (max[0, R - (z0 - zfl)21)I, and r2 = p 2 + (Z - z)2
A detailed derivation of the long-range correction to surface tension is included in
the appendix.
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Scaled Density Profile of Perfluorodecane, 400K, Set I
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Figure 5-2: Scaled Number Density Profile, Simulation Set I
5.4 Simulation Results
5.4.1 Density Profiles
Figure 5-2, Figure 5-3, Figure 5-4, Figure 5-5, Figure 5-6, Figure 5-7, and Figure 5-
8 are the total united-atom number density, and the scaled end-group and middle-
group density profiles for simulation sets I-VII, respectively, averaged over the two
symmetric interfaces. In all these sets, the density profiles can be divided into three
distinct regions: (1) a bulk region in the middle of the simulation box (z=O), (2)
an inner interfacial region (closer to the liquid phase), and (3) an outer interfacial
region (closer to the vapor phase). In the bulk region, the total number density, the
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Scaled Density Profile of Perfluorodecane, 400K, Set 11
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Figure 5-3: Scaled Number Density Profile, Simulation Set II
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Figure 5-4: Scaled Number Density Profile, Simulation Set III
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Figure 5-5: Scaled Number Density Profile, Simulation Set IV
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Figure 5-6: Scaled Number Density Profile, Simulation Set V
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Figure 5-7: Scaled Number Density Profile, Simulation Set VI
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Figure 5-8: Scaled Number Density Profile, Simulation Set VII
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Figure 5-9: Liquid-Vapor Interface, n-Perfluorodecane at 323 K, Top view, Interface is
in the plane of the page (z axis perpendicular to the plane of the page), L,=Ly=5.Onm,
Periodic boundary condition in all directions, End groups labeled in red, Center
groups labeled in green.
scaled end and middle group number density are almost indistinguishable. In the
outer interfacial region, there is an excess of the end groups. This is due to the gain
of entropy by placing end groups at the interface. In the inner interfacial region, there
is an excess of middle segments. This is explained by the chain-connectivity of the
middle and the end groups.
Figure 5-9, Figure 5-10 are snap shots of the liquid-vapor interface for n-perfluorodecane
at 323 K.
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Figure 5-10: Liquid-Vapor Interface, n-Perfluorodecane at 323 K, Side view, Interface
is perpendicular to the plane of the page and at the top and bottom of the page,
LX=LY=5.Onm, Periodic boundary condition in all directions, End groups labeled in
red; Center groups labeled in green.
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Table 5.2: Liquid-Vapor Interface Simulation Results
Set p Sim pesp 7 im W10_90Se bulk Pbulk Yep/tot
C/nm3  C/nm3  dyne/cm dyne/cm nm
I 17.7 17.5±0.1 7.9 12.5±0.9 1.21
II 17.7 19.7±0.1 7.9 17.0±0.8 0.95
III 17.7 19.7±0.2 7.9 17.3±0.7 1.05
IV 17.7 17.4±0.1 7.9 12.6±0.8 1.28
V 17.7 18.1±0.1 7.9 13.5±0.9 1.10
VI 19.7 19.1±0.2 13.2 21.1±1.1 0.80
VII 27.1 26.7±0.2 14.0 17.2±0.8 1.25
5.4.2 Effect of Various Factors on Surface Tension
Table 5.2 is a summary of the simulation predicted bulk liquid densities, surface
tension, and interface width, along with the corresponding experimental data.
Comparison between data sets I and II demonstrated that our new Lennerd-Jones
forcefield performed significantly better than previous Lennard-Jones forcefields in
predicting both bulk liquid density and the surface tension values. Set I predicted
density of bulk liquid perfluoroalkanes density at 400 K to within 1.2 % of the ex-
perimental value, whereas Set II over-estimated the bulk liquid density by as much
as 11.3%. Set II over-estimated the surface tension by 115%, whereas Set I reduces
the discrepancy by about half. Set I also predicts a thicker interface than Set II.
Comparison between data sets II and III shows little difference in density and
surface tension prediction, indicating modifying torsional energy barrier has little
effect on obtaining correct density and surface tension values.
Comparison between data sets I and IV shows little difference in density and
surface tension prediction, indicating fine-tuning C-C bond angle has little effect on
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obtaining correct density and surface tension values.
Comparison between data sets I and V demonstrates increasing cut-off radius in
simulation will increase the both the bulk liquid density and surface tension slightly.
Hence, despite the significant contribution to surface tension from interactions beyond
the 2.5cr (1.35 nm) cut-off radius, it is unlikely that using longer cut-off distance
instead of mean-field correction will lead better prediction of the surface tension
values.
Data set VI shows the new Lennard-Jones forcefield predicts the bulk liquid den-
sity of perfluorodecane at a lower temperature with reasonable accuracy (within 3%).
This confirms that the new forcefield is transferable over a range of compounds and
a range of temperature. Comparison between data set I and VI demonstrates the
new Lennard-Jones forcefield correctly predicted the trends that bulk density and
surface tension increases as temperature decreases. The predicted interface width is
significantly lower at lower temperature.
Data set I and VII show that using our newly developed Lennard-Jones forcefield,
along with OPLS forcefield for hydrocarbon, simulation can predict, beyond simula-
tion uncertainty, that perfluoroalkanes have lower surface tension than their alkane
counterparts under the same condition.
5.4.3 Chain Orientation
To investigate the effect of the liquid-vapor interface on the orientation of the
perfluoroalkane chain molecules, an orientation parameter P is defined as
1
P(z) = - < 3cos 2 0 - 1 > (5.11)2
where 0 is the angle between the interface normal and the vector connecting a pair of
united-atoms that are two units apart in the chain (i.e., united-atoms k and k + 2),
and the average, <>, is taken over all timesteps and vectors within a specified slice
over a region in the z-direction. A vector connecting united-atoms k and k + 2 is
assigned the z-value of the midpoint between the two united-atoms. According to
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Chain Orientation Parameter, n-Perfluorodecane at 323K
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Figure 5-11: Chain Orientation Parameters, n-perfluorodecane at 323 K
this definition, P = 0 corresponds to completely random orientation of the molecules
in the region; P = -0.5 corresponds to the case where all vectors are parallel to the
interface; and P = 1 corresponds to the case where all vectors are perpendicular to
the interface. P(z) values can be calculated for all vectors on the chain molecules, or
for vectors of selected segment of the chain.
Figure 5-11 and Figure 5-12 depict the chain orientation parameter P(z) for n-
perfluorodecane at 323 K (simulation set VI) and 400 K (simulation set I), respec-
tively. In each figure, there are three different sets of P(z) values computed from: (1)
all vectors, (2) the two vectors at the end of the chain (i.e., 1-3 and 8-10), and (3) the
two vectors at the center of the chain (i.e., 4-6 and 5-7). The vertical line indicate
where the Gibbs equal-molar dividing surface is and the horizontal line at P(z) = 0
corresponds to randomly oriented chains. As Figure 5-11 and Figure 5-12 show that
the chain orientation behavior at the interface can be divided into two regions. In the
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region closer to the vapor phase, P(z) is less than 0, suggesting that the molecules
prefer to align parallel to the interface. In the region closer to the liquid phase, P(z)
is positive, indicating that the molecules prefer to orient slightly perpendicular to the
interface. This effect is stronger for n-perfluorodecane at 323 K and weaker at 400
K.
When the P(z) values for chain ends and chain centers, the difference is even
more pronounced. In the vapor-side of the interface, the chain ends are oriented
perpendicular to the interface, while the chain centers are parallel to it. In this
region, most of the chain ends are connected to a chain centered more deeply into
the liquid. For the chain ends to stick out to the vapor phase, the bonds must be
perpendicular to the interface. On the other hand, if a vector in the middle of the
chain were perpendicular to the interface, some portion of the molecule would have
to stick out to the low density region and thus have a higher energy. These chain
orientation behaviors are very similar to those of n-decane as previously reported by
Harris. [39]
5.5 Conclusion
In the simulation of liquid-vapor interface of perfluorodecane, the Lennard-Jones
forcefield developed through fitting to bulk liquid properties of perfluoroalkanes per-
formed significantly better than the previous Lennard-Jones forcefield. This new
forcefield accurately predicted the density of perfluorodecane in the bulk region at
two different temperatures within 1-3% of the experimental values. It also correctly
predicted the trend that bulk liquid density and surface tension increases as tempera-
ture decreases. Even though the new Lennard-Jones forcefield still over-predicted the
experimental surface tension values, compared to liquid-vapor simulation for alkanes
with OPLS, it can predict, beyond simulation uncertainty, that perfluoroalkanes have
lower surface tension than their alkane counterparts.
The effects of different torsion energy barrier, wider C-C bond angle, and longer
cut-off radius were also examined. These factors have relatively insignificant effect
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on the bulk liquid density and the surface tension prediction.
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Chapter 6
Perturbation Theory and
Three-Body Interaction
6.1 Introduction
In the molecular dynamics simulations of bulk and liquid-vapor interfaces per-
formed in the preceding chapters, the intermolecular interactions were all charac-
terized as Lennard-Jones 12-6 interactions between pairs of united-atoms. How-
ever, strictly speaking, the total energy of three or more particles interacting si-
multaneously is not exactly equal to the sum of all the isolated pair-wise interaction
energies.[10 8 , 109, 13 The presence of the other nearby particles perturbs the pair-
wise interactions and the total energy of a group of N particles should be expressed
more accurately as:
UN = Uij + Uijk +... (6.1)
j>i k>j j>i
While the first term, the sum of pair energies, is dominant and contributes to most
of the total energy, in a dense system such as liquid or solid, the contributions from
many-body interactions (e.g., three-body interaction - the second term in Eq. (6.1))
may not be negligible, and can account up to 10% of the total intermolecular energy.
Despite the significant contribution of the many-body interactions, many-body
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terms are rarely explicitly included in computer simulations due to the high-cost as-
sociated with summation over triplets and quadruplets, etc. Instead, the effect of
many-body interactions are often included by defining an "effective" two-body in-
teraction term. This effective two-body interaction, unlike the "isolated" two-body
interaction, may be a function of density and temperature. When the effective two-
body interactions are used in simulations of bulk liquid, the results are quite satisfac-
tory. However, at a liquid-vapor interface where density profile is rapidly changing,
the effective two-body interaction approach may no longer be accurate and explicit
three-body interaction terms may be needed. Lee, Baker, and Pounds included the
three-body interaction in the liquid-vapor interface of argon using perturbation the-
ory and demonstrated (1) three-body interaction contribute negatively to the value of
surface tension for argon; (2) explicit inclusion of three-body interaction significantly
improved the surface tension of argon over a range of temperatures. Subsequently,
similar results were obtained for Kr and Xe.[7 3 , 72]
In this chapter, perturbation theory will be applied to estimate the effect of
three-body interaction in the alkane and perfluoroalkane liquid-vapor systems, and
investigate whether the inclusion of three-body interaction can account for the over-
estimation of the surface tension values. The result of the Lennard-Jones molecular
dynamics simulation described in the previous chapter will be used as the reference
system, and the three-body interaction will be treated as the perturbation under the
assumption that the three-body interaction has little effect on the structure of the
system.
6.2 Three-Body Interaction
In the non-polar cases, the major contribution to the non-additivity arises from
the long-range dispersion energy. Dispersion forces arise from the electronic motions
getting into phase. Lennard-Jones interaction is a result of two-body dispersion in-
teraction. As Figure 6-1 demonstrated, if a third molecule C approaches a pair (A-B)
linearly, correlation of the electrons in molecules A and B can be enhanced by both
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Figure 6-1: Non-additivity in Long-range Dispersion Energy. (I)Case where correla-
tion between A and B is enhanced by C; (II)Case where correlation between A and
B is reduced by C, angles and separations in three-body system indicated
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correlating with C. Thus the dispersion forces are increased for this geometry. On
the other hand, if C forms an approximately equilateral triangle with A and B, the
coupling of electronic motion between A and B is reduced when both try to interact
with C. This leads to a weakening of the dispersion interaction.[11 0.
The leading three-body dispersion correction term arising from this behavior was
first evaluated by Axilrod and Teller and is called the triple-dipole contribution,
U(DDD) 3 :
vABC(1 +3COSOACOSOBCOSOC) (6.2)U(DDD)3 3 3 3 '2
rABrBCrAC
where the internal angles O's and interatomic distances r's are defined in part (II) of
Figure 6-1, and v is a coefficient which can be estimated from the polarizability and
the leading coefficient of dispersion energy.
The sign of the Axilrod-Teller triple-dipole energy depends on the internal angles
of this triangle. For acute triangles, the triple-dipole energy is always positive, and for
most obtuse triangles it is negative. This explains why near-linear arrays of molecules
are stabilized by this effect, while most triangular arrangements are destabilized. For
most molecular configurations appropriate to solids and liquids the net energy from
the triple-dipole correction is positive.[109
Other three body terms are (DDQ) 3, (DQQ) 3, (QQQ)3, and (DDO)3 , where D, Q,
and 0 represent dipole, quadrupole, and octopole contributions, respectively. These
terms are less important compared to the Axilrod-Teller term, because instead of
being proportional to r-9, they are proportional to the r-1 1 , r-1 3 , r- 15 and even
higher orders, and hence fall off very rapidly with distances.
6.3 Perturbation Theory
Perturbation theory is originally developed based on the assumption that the
structure of a liquid is primarily determined by the short-range repulsive part of the
pair potential and that the relatively longer-range attractive part of the the potential
provides a net force that gives a somewhat uniform attractive potential. This assump-
tion has been proven to be quite accurate. For instance, X-ray scattering experiments
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and molecular dynamics studies have both demonstrated that for simple monoatomic
systems, except for the discontinuity at r = a, the radial distribution function of a
real fluid is very similar to that of a hard sphere fluid, which has no attractive part
in the potential.
Much of the work on perturbation theory used the hard sphere potential as the
reference potential since the hard sphere system is very well known, from both com-
puter simulation studies and from the Percus-Yevick equation. However, the choice
of reference system is not limited to the hard-sphere system. The use of more realistic
reference system can improve the accuracy of the calculations.
6.4 Estimate Three-body Contribution to Sur-
face Tension with Perturbation Theory: Cal-
culation and Results
Toxvaerd 1 1 1] first extended the Barker-Henderson perturbation theory[1 12] to
non-uniform systems. Lee, Barker and Pounds first derived the expression for surface
tension with the three-body interaction included.[1 3
Using hard-sphere as the reference system and placing Gibb's equimolar dividing
surface at z = 0, Lee et al. obtained an expression for surface tension -y:
7= lim p(zj)f (zj)dzj - h(p(-h)f (-h) + p(h)f (h))] (6.3)h-*oo f-h
where
= -fO+ f+ 2+ f3 (6.4)
fi(z) = u2b(r)p(zj + z)g( 0)(r, p(zj))dr (6.5)
2 (0)))p(zi + z)f2 (Z) = n (r)p(zj + z)g2 )(r, p(zj)) ( )odr (6.6)4 fV OP
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f3 (zj) = JJU3b(rl,r2,r 3)g!")(r2,r3,P(zj+z 2),P(zj+z 3))-P(zj+z 2)P(zj+z3)dr 2dr 3
(6.7)
fi(zj) and f2 (zj) are the perturbation terms resulted from the two-body interac-
tions. f 3(zj) is the perturbation term that arises from the three-body interaction.
Since we are using the result of the MD simulation as our reference system, f 3 (zj)
is the only perturbation term in our system. If we make the assumption that three-
body interaction has little effect on the structure of the liquid-vapor interface, we can
then use the radial distribution function calculated from the MD results to calculate
the three-body contribution to surface tension. For simplicity, we also adopt the usual
superposition approximation:
0) (r2, r 3 , p(z3 + z 2 ), p(zj + z3)) = g 0 (ri, p(Zj)) - g 0 (r 2 , p(Zj)) -g 0 (r 3 , p(z )) (6.8)
Once we know the density, pair correlation function, and the three-body coeffi-
cients, we can use Eq. (6.3) and Eq. (6.7) to calculate the three-body contribution to
surface tension.
6.4.1 Estimating Three-Body Coefficient
For cases where the Axilrod-Teller three-body coefficients are not readily available,
they can be estimated with[1 09]
V3b 3 GC6 (6.9)4
where a is the polarizability of the atom and C is the leading coefficient in the
dispersion energy.
The polarizability of the homologeous series of liner alkanes and linear perfluo-
roalkanes are listed in Table 3.7 and Table 3.8. Since polarizability is a group-additive
property,[10 9 , 661 a values for united-atoms CH 2, CH 3, CF 2 and CF 3 can be calcu-
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Table 6.1: Polarizability of Linear Perfluoroalkanes
lated and are listed in Table 6.1. C6 values for CH2 and CH 3 are estimated with
the coefficient of the OPLS r-6 term.[7 9, 91, 92] The C6 values for CF2 and CF 3 are
estimated with the coefficient of the r- 6 term in our new Lennard-Jones forcefield.
Table 6.2 list the values of three-body coefficients for different united-atoms. To
further simplify the perturbation theory calculation, instead of accounting the differ-
ent triplet combination separately, a "blended" coefficient is used:
For decane,
Number of CH 3  1
Number of CH 2 4 (6.10)
so
VCHX -CI-I -CH (CH3-CH3 -CH3 ) 115 (CH 2-CH 2-CH 2 )
4 /5
= 1.85x10- 82erg - cm 9
and similarly, for perfluorodecane,
Number of CF3  1
Number of CF 2 4
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Compound a (10- 2 4cm 3 )
CH 2  1.88
CH 3  2.21
CF 2  2.39
CF 3 3.27
(6.11)
(6.12)
(6.13)
Table 6.2: Three-Body Coefficients
3-Body Coeff. Value
VC H3-CH 3 -CH 3  2.85x10-82 erg- cm9
1
'CH2 -CH 2 -CH 2  1.66x 1082 ergcm
VCF3 -CF3 _CF 3 11.58x10-82erg cm9
VCF 2 -CF 2 -CF 2 6.80x 1082 erg cmn
so
VCFX-CF--CFx ~ (v0CF 3 -CF 3 -CF 3)1/5(vCF 2 -CF 2 -CF 2)4 5
= 7.56x10- 82erg . cm9
6.4.2 Calculate Transverse Pair Correlation Function
The radial distribution function g(r) displays the static structure of matter, It
is a measure of how particles organizes themselves around one another. pg(r)dr is
the non-normalized probability of finding a second particle at distance dr given that
there is a particle at the origin of r. It is defined as the probability of finding a pair
of particles at a distance r apart, relative to the probability expected for a completely
random distribution at the same density.
Transverse (parallel to the interface) pair correlation functions are calculated ac-
cording to the methods described by Harris, Gryko and Rice.[ 20 For each thin slab
sliced parallel to the interface, the pair correlation function is computed from a his-
togram of the separations between all pairs of particles within the slab. The expression
112
(6.14)
(6.15)
for the pair correlation function is:
_ 2N(r, Ar) (6.16)g (r) = ' 2 __(6.16
VintNT
where N(r, Ar) is the average number of pairs of particles within the section whose
separations are between r and r + Ar; Vnt is the average volume of the intersection
of the slab with the space between the spheres of radius r and r + Ar; V, is the total
volume of the thin slab; and NT is the average number of particles within the slab.
Intervals of constant A(r 2 ) are used so that the average statistical fluctuation in g(r)
at each point is roughly independent of r. Only pairs that interact via Lennard-Jones
interactions in MD are counted.
Figure 6-2, Figure 6-3 and Figure 6-4 show the transverse pair correlation functions
for perfluorodecane at 400 K, 323K, and decane at 400 K, respectively. Moving from
bulk phase to the interface, the overall upward shift in the transverse pair correlation
functions is due to the sharp decrease in density within the finite width of slab. More
accurate transverse g(r) can be obtained by taking much thinner slices and averaging
over a greater number of configurations.
6.4.3 Density Profile
Gibb's equimolar density profiles are obtained from the density profiles shown in
the last chapter by shifting the location of z = 0 to the Gibb's equimolar dividing
line. The density profiles are then fitted to hyperbolic functions.
6.4.4 Three-Body Contribution to Surface Tension
Table 6.3 shows the three-body contribution to surface tension. The ± values
account for the error associated with sectioning g(r) differently and with integration.
These results demonstrate that the Axilrod-Teller three-body potential have a
significant, negative contribution to the surface tension values of linear alkanes and
perfluoroalkanes. By combining MD surface tension prediction and the three-body
contribution to surface tension, we have improved the prediction of surface tension.
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Figure 6-2: Transverse Pair Correlation Function, n-perfluorodecane, 400K
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Table 6.3: Three-Body Contribution to Surface Tension
Our results also show
temperature.
that the three-body contribution is more significant at lower
6.5 Conclusion
In this work, the contributions to surface tension by Axilrod-Teller three-body
interaction for chain molecules such as alkanes and perfluoroalkanes are estimated us-
ing perturbation theory. This is the first time three-body interactions are accounted
for explicitly in the oligomer liquid-vapor interface. Despite the many approxima-
tions made due to computation efficiency or lack of more accurate values, this work
has shown that for oligomers such as decane and perfluorodecane, the Axilrod-Teller
three-body potential has a significant and negative contribution to the surface tension
values. The effect of the three-body interaction at the liquid-vapor interface maybe
not be sufficiently included through the use of an "effective" two-body potential.
Our results also suggests that the three-body contribution is more significant at lower
temperature. By combining the results of molecular dynamics simulation and the per-
turbation theory, the predicted surface tension values for decane and perfluorodecane
are in very good agreement with the experimental values.
117
Molecule Temp. 7exp 7MD+L 73b 7MD+L+3b
(K) (dyne/cm) (dyne/cm) (dyne/cm) (dyne/cm)
n-Perfluorodecane 400 7.9 12.5 + 1.0 -3.9 ± 1.0 8.6 ± 2.0
n-Perfluorodecane 323 13.5 21.1 ± 1.1 -5.0 ± 1.0 15.1 ± 2.1
n-Decane 400 14.0 17.2 ± 1.0 -3.5 ± 1.0 13.7 t 2.0
Chapter 7
Summary and Suggested Future
Work
In this work, a new set of united-atom Lennard-Jones forcefield parameters was
developed from simulation of bulk liquid perfluoroalkanes. Compare to the Lennard-
Jones forcefield used in previous studies, the new Lennard-Jones forcefield has the
following features: (1) larger o for perfluoromethylene group than perfluoromethyl
group; (2) the energy well for perfluoromethyl group is much deeper than that of
Hariharan et al; and (3) the energy well for perfluoromethylene is much shallower
than that of Hariharan et al. This new forcefield significantly improved the simulation
of bulk properties such as molar volume and heat of vaporization for the homologous
series of linear perfluoroalkanes.
The new forcefield was used to simulate the liquid-vapor interface of perfluorode-
cane at two different temperatures, and resulted significantly improved prediction of
surface tension and density values. It accurately predicted the density of perfluorode-
cane in the bulk region to within 1-3% of the experimental values. It also correctly
predicted the trend that bulk liquid density and surface tension increases as tempera-
ture decreases. Even though the new Lennard-Jones forcefield still over-predicted the
experimental surface tension value, used along with OPLS for alkanes, it can predict,
beyond simulation uncertainty, that perfluoroalkanes have lower surface tension than
their alkane counterparts.
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Despite the significant improvement in bulk liquid density and surface tension us-
ing the new Lennard-Jones forcefield for linear perfluoroalkanes, the predicted surface
tension values are still significantly higher than the experimentally measured values.
The same trend is observed for linear alkanes as well. Using perturbation theory
and the results of MD liquid-vapor interface simulation as the reference system, we
estimated the contribution to surface tension from the three-body interactions. It
has been shown that the three-body interactions have a negative contribution to sur-
face tension value. The explicit inclusion of the three-body contribution brought the
calculated surface tension to excellent agreement with experiment.
To more accurately account for the three-body interaction, one possible direction
to explore in the future is to include an explicit three-body term during the MD sim-
ulation. To avoid the time-consuming summation over triplet during the simulation
process, one can used the novel method suggested by Barker.[7 31 A C9/r 9 term can be
included in the intermolecular/intramolecular forcefield during the MD simulation.
The magnitude of C9 can be evaluated from the averages of the three-body forcefield
and of the sum over pair of 1/r 9 for a relatively small number of slab of configurations
generated using the pair forcefield alone. This procedure can be repeated until self-
consistency is achieved. The difference between UABC and C9/r9 will be relatively
small and can be treated as a very minor perturbation.
Another possible future direction is to apply the new Lennard-Jones forcefield
to branched perfluoroalkanes, polytetrafluoroethylene, and diblocks of polytetraflu-
oroethylene and polyethylene. One can test whether the new forcefield correctly
predicts the bulk and surface properties of these compounds. As another more strin-
gent test for the new forcefield, one can examine the behavior of linear hydrocarbons
and perfluorocarbons on PE and PTFE coated surfaces.
Furthermore, neutron scattering can be performed on selectively labeled alkanes
and perfluoroalkanes. The neutron scattering experiments can measure radial distri-
bution functions, interfacial width, and interfacial chain orientation. Results of these
experiment can be compare to our simulated structural properties and provide further
feedback.
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Appendix A
Surface Tension and Its
Long-Range Correction
The following is the derivation of the surface tension calculation from molecular
virial and the long-range correction expression given by Harris[3 9].
For the rectangular liquid-vapor interfacial system described in Figure 5-1 of di-
mensions LL L, where L, = L, = L1 and total surface area A = L'. The surface
tension is
-kT (Z -kT 1 6Z 1 6Z Lz6Z (A.1)
Z 6A)TVN Z 4 L1 6 LLz + 4L 1 6 LY)Lz - 2 L 6 LLY]
where
Z = f exp[-U(r3Nm) kTdr 3Nm (A.2)
SLX LYLz
is the configurational integral for a system with N molecules containing m atoms each.
Equation (A.1) describes the effects of a change in area by extending the lengths
in the x and y directions while contracting the box in the z direction to maintain
a constant volume. To evaluate the derivatives in Eq. (A.1), we must tranform the
integral into a form where the limits of integration are fixed and the system dimensions
appear in the integrand.
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To obtain the molecular virial, the center of mass coordinates are rescaled by the
transformation
raj =LaXc+ aj
1 < j < m (A.3)
where the L, Xf are the a components of the conter of mass and the Ogc are the
displacements from the molecular center of mass of atom j on the molecule a in the
a direction.
In the transformed coordinate system, the system dimensions only appear in the
integrand - in the potential energy and the Jacobian determinant. The limits of
integration of the or' are irrelevant and can be set to ±oo because the intramolecular
interactions insure that the Boltzman fractor vanishes when JacI get large. When the
partition function is differentiated, only derivatives of the intermolecular interactions
appear, because the intramolecular interaction are functions of the oug, which are not
scaled by the box dimension in Eq. (A.3). Thus,
dZ _ dJ\
= I dX 3 Nd 3 N(m 1) ' 'exp[-U(r3NmkT]dLa Jxa=0 dLa
-- LI I dX 3N d 3N(m- 1) | Jexp[-U(r3 Nm)/kT] Rab rabkl 0'(|rabkl I)
kLa x= a<b k1i|rak
(A.4)
where J is the Jacobian determinant of the transformation, R'br = LX'b is the a
component of the vector between the centers of mass of molecules a and b. rabkl is the
vector between atoms k on molecule i and 1 on molecule j, and 0' is the derivative of
the Lennard-Jones potential with respect to distance.
Substitue Eq. (A.4) into Eq. (A.1), we obtain the expression of surface tension in
terms of molecular virials:
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1
2A < Vzz -V -V , (A.5)
where A is the total surface area. V,,, the molecular virial tensor, is defined as
VaaQ= FaRab . (A.6)
a<b
The sum is taken over all molecules a and b. ROb is the a component in direction
a = (X, y, orz) of the vector between the centers of mass of molecules a and b. F,"a is
the total force between the molecules:
Fa- - r abk%/'(|r | (A.7)
k,j=1 rabk,
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Published Paper on Protein
Solubility in Organic Solvents
123
Communication to the Editor
On Protein Solubility in Organic Solvents
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Solubility of a model protein, hen egg-white lysozyme,
was investigated in a wide range of neat nonaqueous
solvents and binary mixtures thereof. All solvents that
are protic, very hydrophilic, and polar readily dissolve
more than 10 mg/mL of lysozyme (lyophilized from
aqueous solution of pH 6.0). Only a marginal correlation
was found between the lysozyme solubility in a non-
aqueous solvent and the latter's dielectric constant or
Hildebrand solubility parameter, and no correlation was
observed with the dipole moment. Lysozyme dissolved
in dimethyl sulfoxide (DMSO) could be precipitated
by adding protein nondissolving co-solvents, although
the enzyme had a tendency to form supersaturated
solutions in such mixtures. The solubility of lysozyme,
both in an individual solvent (1,5-pentanediol) and in
binary solvent mixtures (DMSO/acetonitrile), markedly
increased when the pH of the enzyme aqueous solution
prior to lyophilization was moved away from the
proteins's isoelectric point. @ 1994 John Wiley & Sons, Inc.
Key words: lysozyme - nonaqueous solvents - protein
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INTRODUCTION
A surging interest in the biotechnological potential of en-
zymes suspended in neat organic solvents5.6,12,13,23 rekindles
the attention to the issue of protein solubility in such
media. It has been known since Singer's classical studies 22
that although typical, hydrophilic proteins are insoluble in
nearly all organic solvents, a few nonaqueous solvents,
in particular, dimethyl sulfoxide (DMSO), ethylene glycol,
and formamide, as well as some halogenated alcohols,10 can
dissolve significant concentrations of common proteins. It is
still unclear, however, what makes these protein-dissolving
solvents so special, i.e., which of their physicochemical
characteristics enable them to dissolve proteins. In addition
to its relevance to nonaqueous enzymology,' 2 this question
is also important for recently proposed 3 4 downstream pro-
tein processing in such protein-dissolving organic solvents.
In the present study, as a step toward answering
the foregoing question, we have systematically and
quantitatively examined protein solubility in a wide range
of neat nonaqueous solvents and their binary mixtures. A
counterintuitive dependence of the solubility of a protein
on its charge has been observed, and a number of new
* To whom all correspondence should be addressed.
highly protein-dissolving organic
uncovered.
MATERIALS AND METHODS
solvents has been
Hen egg-white lysozyme (EC 3.2.1.17) was purchased
from Sigma Chemical Co., and had a specific activi-y
of 48,000 units/mg solid. The enzyme was dissolved in
deionized water at 4 mg/mL and then dialyzed against
16 volumes of deionized water at 4*C for 16 h with three
changes of water in the interim. The pH of the resultant
enzyme solution was adjusted to a desired value (usually
pH 6.0) with aqueous NaOH or HCl. The solution was
subsequently lyophilized for 48 h, and the solid enzyme
was stored in a desiccator at 4*C.
All nonaqueous solvents used in this work were
obtained from Aldrich Chemical Co., except for glyc-
erol which was from Mallinckrodt Specialty Chemi-
cals Co. All of them were 99% pure or better,
with the exception of 1,3-propanediol, 1,5-pentanediol,
and hexanol which had the purities of 98%, 96%,
and 98%, respectively. The solvents were used with-
out further purification or drying. All other chemi-
cals employed herein were purchased from commercial
suppliers and were of the highest purity available.
The dissolved protein concentration in all organic sol-
vents was determined using the Lowry 16 assay. Water-
miscible solvents were diluted more than ten fold in the
course of the assay; in each case, it was established sepa-
rately that the residual solvent did not affect the assay. For
water-immiscible solvents, the protein was first extracted
with an equal volume of 10 mM aqueous phosphate buffer,
pH 7.0 (repeated extraction yielded no additional protein,
indicating that all the protein was extracted the first time),
followed by measuring the protein concentration in the
aqueous extract.
Unless stated otherwise, lysozyme solubility in organic
solvents was measured by placing the solid protein (typi-
cally 40 mg) into a 5-mL screw-cap scintillation vial,
followed by addition of 2 mL of the solvent. Before closing,
the vial was sealed with aluminum foil and Teflon tape. The
resultant suspension was shaken at 30*C and 300 rpm for
a specified period of time and then centrifuged at 30,000 g
for 30 min at 30*C. The protein content of the supernatant
was determined as described above.
The water content of lyophilized lysozyme was measured
using the Karl Fischer titration. 15
RESULTS AND DISCUSSION
As a model for our investigation, we selected hen egg-
white lysozyme as it is a typical and well-studied protein.
Lysozyme was dissolved in deionized water, desalted by
extensive dialysis against fresh deionized water, and then
lyophilized from a pH 6.0 aqueous solution. The water
content of the resultant amorphous powder was found to
be 8.5 ±0.1%.
First, we attempted to determine quantitatively the
solubility of this lysozyme sample in three classical4,22
protein-dissolving nonaqueous solvents-dimethyl sulfox-
ide (DMSO), ethylene glycol, and formamide. The
lyophilized enzyme was added to each of these solvents,
followed by shaking at 30*C and centrifugation, as
described in Materials and Methods. In all three cases, the
protein solubility was found to be so high that it could not
be measured precisely, because at 50 mg/mL the lysozyme
solution became so viscous that it behaved like a trans-
parent gel.
Because it was experimentally impossible to determine
the solubility of lysozyme in the aforementioned three
neat organic solvents and because such solubility values
would be required for quantitative correlations, we decided
to employ the following approach. Because lysozyme is
insoluble in most common solvents, the binary mixtures
thereof with, say, DMSO should dissolve less protein than
DMSO itself.4 Consequently, we examined the solubility
of lysozyme in various binary mixtures of DMSO with
different co-solvents--n-octanol, tert-amyl alcohol, tert-
butanol, n-hexanol, acetonitrile, nitrobenzene, methylene
chloride, and NN-dimethylformamide. (Note that these
solvents are infinitely miscible with DMSO, 7 and thus all
the binary mixtures are monophasic.) The data obtained
are depicted in Figure 1. It is seen that for each of the
co-solvents the lysozyme solubility drops as the co-solvent
concentration is raised. Furthermore, for each co-solvent
the protein solubility can be varied from zero to more than
10 mg/mL simply by adjusting the ratio of the co-solvent
to DMSO.
For most of the data points in Figure 1, at least a
half-day shaking at 30*C was required to reach the con-
stant concentration of lysozyme in the binary mixture. We
found that a much faster route to the same DMSO/co-
solvent/lysozyme system was to first dissolve the protein
in pure DMSO and then add a co-solvent, thereby bringing
about precipitation of the excess protein. This approach
(henceforth referred to as the precipitation method), in
which a constant concentration of the dissolved protein was
attained in less than 2 h, was explored further.
We dissolved lysozyme lyophilized from pH 6.0 in neat
DMSO, and then investigated the effect of the increasing
fraction of primary straight-chain alcohols on this solution.
For ethanol and butanol, the protein was still soluble at (the
arbitrarily chosen concentration of) 5 mg/mL even at 60%
(v/v) alcohol. For higher alcohols, lysozyme precipitatio:n
from its 5 mg/mL solution in the binary mixture was
observed at some 40% to 50% (v/v) co-solvents. For on e
such typical alcohol, heptanol, the lysozyme solubility,
obtained by the precipitation method, was examined as a
function of heptanol concentration.
The middle column in Table I shows the protein soli-
bilities obtained for 40% to 90% (v/v) heptanol content
in its mixtures with DMSO. Independently, the solubili-
ties of lysozyme were also measured by directly solua-
bilizing the protein in the same binary solvent mixturev.
Comparison of the solubilities obtained by the two meth-
ods (the last two columns in Table I) reveals that, de -
spite similar trends, there is a large discrepancy between
them. In all instances, the precipitation method resulted
in much higher solubility values: e.g., for 70% hep-
tanol, the lysozyme solubility obtained by the precipitation
method exceeded that obtained via direct dissolution by
20-fold. Similar differences between the results of the
two methods, although of a lesser magnitude, were ob-
served for hexanol and octanol, as well as for such
other co-solvents as butyl acetate, acetonitrile, and N,N-
dimethylformamide.
Which method gives the right results? We hypothesized
that the precipitation method yields relatively stable super-
saturated lysozyme solution, thus not providing the true
solubility values. This hypothesis was verified in the fol-
lowing experiment. To a lysozyme solution in DMSO, 70%
(v/v) heptanol was added to bring the protein concen-
40
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concentration of co-solvent in DMSO, %(v/v)
Figure 1. Solubility of lysozyme, lyophilized from aqueous solution of
pH 6.0, in various binary mixtures of dimethyl sulfoxide (DMSO) with
octanol (a), tert-amyl alcohol (b), tert-butanol (c), hexanol (d), acetonitrile
(e), nitrobenzene (f), methylene chloride (g), and NN-dimethylformamide
(h). The solubility was determined by placing 50 mg/mL of the lyophilized
protein powder in the appropriate solvent mixtures (all monophasic),
shaking at 30*C, subsequent removal of the undissolved protein by
centrifugation, and protein determination in the supernatant; for other
conditions and procedures, see Materials and Methods.
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Table I. Solubility of lysozyme in various mixtures of DMSO and
n-heptanol obtained by two independent methods-precipitation from
DMSO solutions by heptanol and direct dissolution in binary mixtures.a
Concentration of dissolved lysozyme, mg/mL
Concentration of By By direct
heptanol, %(v/v) precipitation dissolution
40 3.8 2.3
50 2.6 0.9
60 2.1 0.5
70 2.0 0.1
80 0.4 0.1
90 0.0 0.0
aLysozyme lyophilized from aqueous solution of pH 6.0 was dissolved
in DMSO/heptanol binary mixtures at 30*C by one of the two methods.
In the precipitation method, to a protein solution in DMSO a desired
concentration of heptanol (left column) was added to give 5 mg/mL
lysozyme. The resultant suspension was shaken for 2 h (which was shown
to be sufficient to attain the constant concentration of the dissolved protein
in the supernatant), followed by centrifugation and protein assay of the
supernatant. In the direct dissolution method, 5 mg/mL lysozyme was
placed in a desired DMSO/heptanol binary mixture, followed by shaking
and protein assay as described in Materials and Methods.
tration to 5 mg/mL. Some protein precipitated leaving a
2 mg/mL concentration in the supernatant (Table 1). When
the heptanol content was raised further to 90% (v/v), the
lysozyme concentration in the supernatant dropped to zero
(Table I). Finally, some DMSO was added to the sus-
pension to lower the heptanol content back to 70%, and
the suspension was shaken at 30*C for 12 h, followed
by centrifugation and protein assay of the supernatant.
The precipitation method would predict the lysozyme
concentration in the supernatant of 2 mg/mL, whereas
the direct dissolution method would predict 0.1 mg/mL
(Table 1). In fact, the latter value was obtained. This find-
ing supports our supersaturation hypothesis and seems
to invalidate the precipitation method. Therefore, the di-
rect dissolution method was employed in all subsequent
experiments.
The next step was to examine the solubility of lysozyme
as a function of the nature of the solvent. To this end, the
protein solubility was measured in 34 nonaqueous solvents
covering a wide range of physicochemical properties. The
data obtained, presented in Table II, are conducive to sev-
eral insightful conclusions. As many as 14 solvents afford a
very high lysozyme solubility-greater than 10 mg/mL (in
fact, for 10 of them, the solubility exceeded 20 mg/mL).
Almost all of these protein-dissolving solvents are protic,
suggesting the importance of the solvent's propensity to
form hydrogen bonds. In 16 of the solvents tested (the
lower part of the table), the lysozyme concentration was be-
low the sensitivity limit of our measurement (0.05 mg/mL),
with the remaining four solvents providing the intermediate
solubility values.
We attempted to correlate the protein solubility with
some commonly used basic solvent characteristics. Those
that are available for most of the solvents tested (Table II)
were found to fall into three distinct groups. The first group
consists of the solvent properties with which lysozyme
solubility showed a good correlation with very few excep-
tions. These include solvent hydrophobicity (as reflected
by its logP value, where P is the partition coefficient of
the solvent between n-octanol and water19) and the em-
pirical solvent polarity parameter18 EN. With respect to
the former characteristic, protein-dissolving solvents were
hydrophilic (negative logP) and nondissolving ones hy-
drophobic. Notable exceptions were phenol which, despite
its hydrophobicity, dissolved >10 mg/mL lysozyme and
dioxane which, its hydrophobicity notwithstanding, dis-
solved less than 0.05 mg/mL lysozyme. Likewise, protein-
dissolving solvents were quite polar (ETN > 0.6), whereas
nondissolving ones much less so. Exceptions here were
DMSO which is an excellent solvent for lysozyme but
has E1 = 0.444 and ethanol which dissolves less than
N0.05 mg/mL lysozyme but has ET = 0.654.
Lysozyme's solubility displayed only a marginal corre-
lation with solvent characteristics from the second group,
namely, the dielectric constant (e) and the Hildebrand solu-
bility parameter (8). Although in general protein-dissolving
solvents tend to have higher e and 8 values, there are nu-
merous exceptions (Table II). Finally, as seen in Table II,
virtually no correlation was observed between lysozyme
solubility and the dipole moment of the solvent (the third
group of characteristics).
One can conclude from the results in Table II that there is
no single solvent characteristic that can serve as an unmis-
takable predictor of the solvents's protein-dissolving ability.
Nevertheless, all solvents that are protic, very hydrophilic,
and polar dissolve at least 10 mg/mL of lysozyme.
Half of the strongly protein-dissolving solvents in
Table II are diols or polyols. Therefore, to test further
some of the foregoing trends we examined in more de-
tail lysozyme's solubility in several homologous members
of this conspicuous class of solvents. It is seen in Table III
that the solubility of lysozyme declines in the series of 1,n-
terminal diols (where n is the number of methylene groups)
as n (and hence, hydrophobicity) increases. Unfortunately,
again, in most cases the exact solubility value could
not be determined because the solution becomes exceed-
ingly viscous.
Comparison of our lysozyme solubility data in non-
aqueous solvents with those from the literature17 reveals
some major differences. For example, we could dissolve
more than 50 mg/mL lysozyme in ethylene glycol and
formamide, whereas Rees and Singer17reported less than
1 mg/mL. We ascribe this discrepancy to the fact that,
although we lyophilized lysozyme from the carefully con-
trolled pH 6.0, the previous workers17 used "commercial
protein samples," i.e., it was not known from what pH they
had been prepared. Because proteins have a "pH-memory"
in nonaqueous solvents,12 this effect could be important.
To explore this hypothesis, we lyophilized lysozyme
from aqueous solutions of two additional pH values-one
closer to the protein's isoelectric point of 11,8 pH 10.0, and
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Table II. Solubility of lysozyme in various neat organic solvents and physicochemical parameters thereof.
Solvent Solubility (mg/mL)a log Pb ec 1A (D)d ENC 8 (MPalMZf
Glycerol >10 -3.0 42.5 g 0.812 34.9
Triethylene glycol >10 -2.8 23.7 3.0 0.704 24.7
Diethylene glycol >10 -2.3 31.7 2.3 0.713 27.4
Formamide >10 -2.1 111 3.37 0.799 39.3
2,2,2-Trifluroethanol >10 -2.1 g g 0.898 g
Ethylene glycol >10 -1.8 37.7 2.28 0.790 32.9
1,2-Propanediol >10 -1.4 32 2.3 0.722 28.0
1,3-Propanediol >10 -1.3 35.0 2.5 0.747 g
DMSO >10 -1.3 46.5 4.0 0.444 g
N-methylformamide >10 -1.3 182 3.87 0.722 32.9
N-methylacetamide >10 -1.1 191 4.26 0.657 29.9
1,4-Butanediol >10 -0.8 30.2 2.58 0.704 24.7
Methanol >10 -0.7 32.7 2.87 0.762 29.6
Phenol >10 1.5 9.78 1.45 0.948 24.1
1,5-Pentanediol 4.8 -0.3 g g g 23.5
N,N-dimethylformamide 0.30 -1.0 36.7 3.86 0.404 24.8
Ethanol 0.24 -0.24 24.6 1.74 0.654 26.3
Pyridine 0.16 0.71 12.9 2.37 0.302 21.9
1,4-Dioxane <0.05 -1.1 2.20 0.45 0.164 20.5
Acetonitrile <0.05 -0.3 35.9 3.4 0.460 24.4
Ethyl acetate <0.05 0.68 6.02 1.83 0.228 18.4
tert-Butanol <0.05 0.8 12.5 1.69 0.389 21.7
Cyclohexanone <0.05 0.96 18.3 3.01 0.281 20.0
Methylene chloride <0.05 1.2 8.9 1.62 g 20.1
tert-Amyl alcohol <0.05 1.3 5.8 1.7 g g
tert-Butyl methyl ether <0.05 1.4 4.5 1.23 0.148 g
Butyl acetate <0.05 1.7 5.01 1.84 g g
Hexanol <0.05 1.8 12.1 1.65 0.559 21.9
Nitrobenzene <0.05 1.8 34.8 4.03 0.324 21.4
Toluene <0.05 2.5 2.38 0.30 0.099 18.2
Octanol <0.05 2.9 9.4 1.69 0.543 21.1
Octane <0.05 4.5 1.95 0.0 g 15.6
Propylene carbonate <0.05 g 64.9 4.95 g 27.2
Tetramethylene sulfone <0.05 g 43.3 4.80 0.410 27.4
aThe solubility was measured by placing 10 mg/mL lysozyme, lyophilized from pH 6.0, in a solvent and then shaking the resultant mixture at 30'C
(except at 45*C in the case of phenol because of its mp of 41 to 42*C) for 12 h (24 h for 1,5-pentanediol), followed by centrifugation and protein
assay of the supernatant, as described in Materials and Methods. The solubility of >10 mg/mL means that this concentration of the enzyme resulted in
a clear solution; <0.05 mg/mL (the sensitivity limit of our assay) means that no dissolved lysozyme was detected in the supernatant.
bThe measure of solvent's hydrophobicity where P is the partition coefficient for the solvent between octanol and water. The values provided
were taken from, or calculated on the basis of, Rekker. 19
cDielectric constant e values were taken from the monographs by Reichardt1
8 
and Riddick and Bunger. 20
dDipole moment y values (in debyes) were taken from the two sources mentioned in footnote c.
N
eThe empirical solvent polarity parameter ET values (normalized) were taken from Reichardt's monograph1 8 (pp. 365-370 and 408-410).
fThe Hildebrand solubility parameter 8 values (in megapascals) were taken from Barton's monograph. 1 When several values were listed there,
their average is given in the table.
8Values are not available.
another one farther from it, pH 2.0, than pH 6.0. The re-
sultant samples, as well as the pH 6 lysozyme, were then
dissolved in various binary mixtures of DMSO and ace-
tonitrile presented in Figure 1. The data obtained, depicted
in Figure 2A, are quite striking. There is indeed a marked
dependence of the lysozyme solubility in the binary solvent
mixture on the pH from which the protein was lyophilized.
In particular, the farther away that pH is from the isoelec-
tric point, the greater the protein solubility. For example,
the solubility of lysozyme lyophilized from pH 2.0 in 56%
acetonitrile/44% DMSO was 44 mg/mL, whereas for the
pH 10.0 lysozyme the solubility in the same binary mixture
was at least 1000 times lower.
The same trend was observed with the solubility
of lysozyme in an individual nonaqueous solvent, 1,5-
pentanediol (the only solvent from Table II which afforded
a high, and yet measurable exactly, protein concentration).
One can see in Figure 2B that the protein solubility in
this solvent gradually declines to zero as the pH of the
aqueous solution from which lysozyme has been lyophilized
is increased from 4 to 11.
The data in Figure 2 clearly demonstrate that the pH of
protein aqueous solution prior to lyophilization defines the
subsequent solubility in nonaqueous solvents. In addition,
protein solubility in such solvents, as in water, is the
lowest when the macromolecule is near its isoelectric point.
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Figure 2. Dependence of the solubility of lysozyme in various DMSO/acetonitrile binary mixtures (A) and in neat 1,5-pentanediol (B) on the
pH of the enzyme aqueous solution prior to lyophilization. For A, pH
are the same as in Figure 1.
Table III. Solubility of lysozyme in neat homologous diols.a
Solvent Solubility (mg/mL) Comments
Ethylene glycol >50 Clear gel at 50 mg/mL
1,3-Propanediol >50 Clear gel at 50 mg/mL.
1,4-Butanediol >40, <50 Clear gel at 40 mg/mL,
turbid gel at 50 mg/mL
1,5-Pentanediol 4.8 Clear solution
aThe solubilities of lysozyme (lyophilized from pH 6.0) were measured
at 30*C as outlined in footnote a to Table II, except that 50 mg/mL protein
was employed for ethylene glycol and 1,3-propanediol and both 50 and
40 mg/mL protein concentrations were employed for 1,4-butanediol.
Although this phenomenon can be readily rationalized for
water, it is surprising for nonaqueous solvents, in which
one would expect the energetics of charge-solvent (e.g.,
1,5-pentanediol, see Fig. 2B) interactions to be unfavor-
able. Its explanation is largely dependent on the protein
conformation in dissolving solvents. Whereas nondissolving
organic solvents apparently have little effect on suspended
lyophilized enzymes, 2 protein-dissolving solvents severely
disrupt the tertiary structure.22 However, there is a consider-
able controversy with respect to the fate of the secondary
structure. For example, it was reported 2t that the helical
content of bovine pancreatic ribonuclease dissolved in ethy-
lene glycol is virtually unchanged compared with water,
whereas subsequent studies by other authors 9" 4 concluded
that proteins dissolved in DMSO and formamide were
nearly devoid of secondary structure. Work is currently in
progress to clarify this and related issues.
This research was supported by the NSF Biotechnology Process
Engineering Center at the Massachusetts Institute of Technology.
values were 6.0 (a), 2.0 (b), or 10.0 (c). Other conditions and procedures
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