In this paper, we study two dg (di erential graded) operads related to the homology of moduli spaces of pointed algebraic curves of genus 0. These two operads are dual to each other, in the sense of Kontsevich 21] and Ginzburg and Kapranov 14].
In this paper, we study two dg (di erential graded) operads related to the homology of moduli spaces of pointed algebraic curves of genus 0. These two operads are dual to each other, in the sense of Kontsevich 21] and Ginzburg and Kapranov 14] .
This duality is analogous to the duality between commutative and Lie algebras, which goes back to Quillen 27] . Let us recall what form this duality takes. Note that all commutative algebras in this paper will be non-unital | that is, we do not take the existence of an identity as one of the axioms.
Associate to a dg commutative algebra A the chain complex LQA whose underlying graded vector space is the desuspension of the free graded Lie coalgebra generated by A, and whose di erential is the sum of the internal di erential of A and the coderivation induced by the product of A, thought of as a map from ?1 ( A^ A) to ?1 ( A). (Thus, LQA is the desuspension of the Harrison complex of A.) There is a natural map from LQA to the complex of indecomposables QA = A=A 2 of A.
Similarly, associate to a dg Lie algebra L the chain complex LQL whose underlying graded vector space is the desuspension of the free graded commutative coalgebra generated by L, and whose di erential is the sum of the internal di erential of L and the coderivation induced by the bracket of L, thought of as a map from ?1 ( L _ L) to ?1 ( L). (Thus, LQL is the desuspension of the Chevalley-Eilenberg complex of L.) There is a natural map from LQL to the complex of irreducibles QL = L= L; L] of L.
Over a eld of characteristic zero, the following basic result holds; the rst part is due to Koszul, and the second part is due to Barr and Quillen. (In fact, the rst part holds in any characteristic, but we will restrict attention to elds of characteristic zero throughout this paper.) Theorem 0.1. If A is a free dg commutative algebra, the map LQA ! QA is a homotopy equivalence (that is, a quasi-isomorphism of chain complexes). If L is a free dg Lie algebra, the map LQL ! QL is a homotopy equivalence.
In this paper, we prove an analogue of this theorem in which the rôle of commutative algebras is taken by a beautiful algebraic structure discovered by Dijkgraaf, Verlinde and Verlinde 7] , which we call a polycommutative algebra. This is a chain complex A with a sequence of graded symmetric products (x 1 ; : : :; x n ) : A n ! A of degree 2(n ? 2) , which satisfy the following generalized associativity condition: if a; b; c; x 1 ; : : :; x n , n 0, are elements of A, X S 1 qS 2 =f1;:::;ng ((a; b; x S 1 ); c; x S 2 ) = X S 1 qS 2 =f1;:::;ng (a; (b; c; x S 1 ); x S 2 ): (1) The author is partially supported by a research grant of the NSF and a fellowship of the A.P. Sloan Foundation. 1 Here, if S = fs 1 ; : : :; s k g is a nite set, x S is an abbreviation for x s 1 ; : : :; x s k . The symbol indicates the Quillen sign convention for Z=2-graded vector spaces: it equals +1 if all of the variables have even degree.
In the cases n = 0 and 1, we obtain respectively the relations (a; (b; c)) = ((a; b); c) and (a; (b; c; d)) + (a; (b; c); d) = ((a; b); c; d) + (?1) jcjjdj ((a; b; d); c): In particular, the product (a; b) is a graded commutative, associative product in the usual sense.
We may think of the products in a polycommutative algebra as the Taylor coe cients of a formal deformation of the commutative product (a; b), parametrized by the double suspension ?2 A of A: The associativity of (a; b) t is equivalent to the sequence of identities satis ed by the products (x 1 ; : : :; x n ).
Recently, Kontsevich and Manin have shown that under certain circumstances, the quantum (or Floer) cohomology of a compact K ahler manifold is a polycommutative al- gebra 22] ; this shows that the rather heuristic calculations of Dijkgraaf, Verlinde and Verlinde may be justi ed by the study of the moduli spaces M 0;n . We refer to this reference for further details; extensions to a larger class of symplectic manifolds may be found in 24] and 28]. They have a di erent approach to proving the relations (1); they show that they are equivalent to results of Keel 18] on the cohomology of the moduli spaces M 0;n . Thus, their approach does not yield the duality of operads, but it is more elementary, avoiding the use of mixed Hodge theory.
In our analogue of Theorem 0.1, commutative algebras are replaced by polycommutative algebras, while Lie algebras are replaced by gravity algebras, introduced by the author in 10]. A gravity algebra is a chain complex with graded antisymmetric products x 1 ; : : :; x n ] : A n ! A of degree 2 ? n, satisfying the following relations: if k > 2 and 0, and a 1 ; : : :; a k ; b 1 ; : : :; b`2 A, ( For example, setting k = 3 and`= 0, we obtain the Jacobi relation for a; b].
Our proof of the duality between polycommutative and gravity algebras is based on work of Beilinson and Ginzburg 2] and Ginzburg and Kapranov 14] . If X is a topological space, let X n 0 be the con guration space of n distinct labelled points X n 0 = embeddings of f1; : : :; ng in X: Let M 0;n = (C P 1 ) n 0 = PSL(2; C ), n 3, be the moduli space of smooth projective curves of genus 0 with n marked points: it is a smooth variety of dimension n ? 3.
The moduli spaces M 0;n have smooth compacti cations M 0;n , which were constructed by Deligne, Mumford and Knudsen 20] . The manifold M 0;n is a strati ed space, whose closed strata M((T)) are labelled by trees T with n legs. The above authors studied the duality between commutative and Lie algebras by applying mixed Hodge theory to the spectral sequence for the inclusion M 0;n ! M 0;n . Keel 18] has shown that the cycles M((T))] carried by these strata span the homology of M 0;n , and building on his work, Kontsevich and Manin 22] have found a complete set of relations among these cycles; in fact, these relations are in a sense exactly the relations which hold in a polycommutative algebra. We will recover their results using mixed Hodge theory.
This paper is written in the language of operads, and may be considered to be an appendix to 14] . We extend their notion of Koszul operads to operads which are generated by operations with more than two operands, such as the polycommutative and gravity operads. (The idea of generalizing Koszul duality to this setting came from conversations with Kontsevich. I wish to thank him for his permission to present those ideas here.)
As a byproduct of our work, we obtain new formulas for the characters of the S n -modules H i (M 0;n ) and H i (M 0;n ). These formulas illustrate the use of the Legendre transform for symmetric functions introduced in 13]. Of course, it would be very interesting if any of the ideas of the paper applied to higher genus moduli spaces of curves. However, since the purity of the mixed Hodge structure of M 0;n plays such a central rôle here, and is in some sense equivalent to our main theorem, any extension to higher genus will be rather subtle.
The author is grateful to J.D.S. Jones, M.M. Kapranov and particularly M. Kontsevich for the many ways in which they assisted in the preparation of this article.
S-modules and operads
In this section, we recall the basic de nitions of the theory of operads. For more details, see 11] and 14].
1.1. S-modules. An S-module is a collection of chain complexes (all chain complexes in this paper are over the eld C , and have nite dimensional total homology) fV(n) j n 0g; together with an action of S n on V(n). This de nition generalizes Joyal's notion of a linear species 16], which is an ungraded S-module.
A chain complex V may be thought of as an S-module by setting V(n) = ( V; n = 1; 0; n 6 = 1: 1.2. Schur functors. Given an S-module V and a nite set S, we de ne V(S) = M bijections f:f1;:::;ng!S V(n) Sn :
It is clear that if S = f1; : : :; ng, then V(S) is naturally identi ed with V(n).
To an S-module V is associated an endofunctor of the category of chain complexes, called the Schur functor of V, by the formula
here V n is the graded nth tensor power of V . Introduce a monoidal structure on the category of S-modules, with tensor product (V W)(n) = 0; n 6 = 1: The peculiar formula for V W is justi ed by S(V; S(W; V )) = S(V W; V ):
Note also that S(11; V ) = V . For more on this formalism, see Chapter 1 of 11].
1.3.
Operads. An operad is a monoid in the category of S-modules, that is, an S-module A with product : A A ! A and unit : 11 ! A satisfying the axioms of associativity and unit 25]. We denote the image under the product of a b 1 : : : b k 2 A(k) A(n 1 ) : : : A(n k ) by a(b 1 ; : : :; b k ) and the unit by 1 2 A(1).
An operad structure on an S-module A such that A(n) = 0 for n 6 = 1 is the same thing as an associative algebra structure on A(1). Whereas an element of an algebra has only one \input" and one \output," an element of an operad has multiple inputs and one output.
1.4. The endomorphism operad of a chain complex. If V is a chain complex, its endomorphism operad is the S-module E V (n) = Hom(V n ; V ): This is an operad, whose product is given by composition: if a 2 Hom(V k ; V ) and b i 2 Hom(V n i ; V ), then a(b 1 ; : : :; b k ) 2 Hom(V (n 1 + +n k ) ; V )
is the composition
1.5. Suspension of operads. If V is a chain complex, with degree i subspace V i , denote by V the chain complex such that ( V ) i = V i?1 , with di erential ? . If V is an S-module, denote by V the S-module ( V)(n) = 1?n sgn n V(n);
where sgn n is the sign representation of S n . There is a natural isomorphism S( V; V ) = S(V; ?1 V ): It follows that if A is an operad, then so is A, and if A is an A-algebra, then A is a A-algebra.
1.6. Algebras over an operad. An algebra over an operad A is a chain complex A, together with a morphism of operads A ! E A . Thus, if A is an algebra over an operad A and 2 A(n), there is a product a 1 : : :a n 7 ! (a 1 ; : : :; a n ) from A n to A. These products are equivariant, under the actions of S n on A(n) and A n , associative with respect to the product of A, and 1(a) = a, where 1 2 A(1) is the unit of A. 1.7. Construction of operads. Given an algebraic structure de ned by a set of multilinear operations together with a set of multilinear relations among them, one may construct the operad A having this presentation, in such a way that an A-algebra is the same thing as an instance of the original algebraic structure.
Denote by V 7 ! T(V ) the free algebra generated by the chain complex V with respect to this algebraic structure. To de ne A(n), we form the free algebra T(x 1 ; : : :; x n ) generated by the free vector space C n of rank n. The torus (C ) n acts on this chain complex; let A(n) be the S n -submodule on which it acts by the character (z 1 ; : : :; z n ) 7 ! z 1 : : :z n . The group S n acts on T(x 1 ; : : :; x n ), and thus on A(n), by permutation of the letters x i . It is not di cult to see that the S-module thus constructed is an operad: the unit is the word x 1 2 A(1) T(x 1 ), while the product is de ned by substitution.
Let us give some examples of this construction. In the case of commutative algebras, we call the resulting operad Com + ; the S n -module Com + (n) is spanned by the word x 1 : : :x n , and carries the trivial action of S n . (Here, we are dealing with non-unital commutative algebras, so that Com + (0) = 0.) Let Ass + be the operad associated to associative algebras; the S n -module Ass + (n) is spanned by the words fx (1) : : :x (n) j 2 S n g; and carries the regular representation of S n . (Again, we set Ass + (0) = 0.) Finally, the operad associated to Lie algebras is denoted Lie + . The underlying S-module may be studied by means of the Poincar e-Birkho -Witt theorem, which implies that Ass + = Com + Lie + : In Proposition 5.3, we will show how this leads to a formula for the character of Lie + (n), due to Klyachko 19 ].
1.8. The con guration spaces C n 0 and the braid operad B. Let C n 0 be the con guration space of n labelled points in C . De ne the S-module Braid by Braid(n) = ( H (C n 0 ); n > 0; 0; n = 0:
We now construct a natural operad structure on Braid. ( We called this the braid operad in 11].)
In the de nition of operads, one can replace the category of chain complexes by the category of topological spaces, and the tensor product by Cartesian product, obtaining the notion of a topological operad. If O is a topological operad and H (?) is a generalized homology theory with products, H (O) is an operad in the category of graded vector spaces; this gives a useful method of constructing operads. The operad Braid has the following presentation (see 5] and 11]): it is generated by two operations, a commutative product of degree 0 and a Lie bracket of degree 1, satisfying the Poisson relation: a; bc] = a; b]c + (?1) (jaj+1)jbj b a; c]:
It follows that the S-module Braid is isomorphic to Com + ?1 Lie + . In particular, we obtain another realization of the S n -module Lie + (n):
Lie + (n) = sgn n H n?1 (C n 0 ):
2. Cyclic operads All of the operads which we discuss in this article, notably the polycommutative and gravity operads, are cyclic operads 12] | that is, there is a notion of invariant inner product on algebras over these operads. In this section, we recall the basics of the theory of cyclic operads.
2.1. Cyclic S-modules. A cyclic S-module is an S-module V together with an action of S n+1 on V(n) extending the action of S n . The name derives from the fact that an action of S n+1 is determined by compatible actions of S n and the cyclic group C n+1 S n+1 generated by the cycle (01 : : :n). We denote the action of (01 : : :n) on V(n) by v 7 ! v , motivated by the fact that a cyclic S-module structure on the S-module associated to a chain complex V is just an involution v 7 ! v . It is convenient to write V((n)) for V(n?1).
If V is a cyclic S-module, denote by V the cyclic S-module ( V)((n)) = 2?n sgn n V((n)): Thus, applied to the S-module underlying V is isomorphic to the S-module underlying V. A stable cyclic S-module is a cyclic S-module A which satis es the condition that A((n)) = 0 for n < 3. (The word \stable" comes from the theory of algebraic curves.) 2.2. Cyclic operads. A cyclic operad A is a cyclic S-module A with an operad structure, such that 1 = 1 and for all a 2 A(k) and b 2 A(l), a(1; : : :; 1; b) = (?1) jajjbj b (a ; 1; : : :; 1):
Note that if V is a cyclic S-module associated to a chain complex V with involution, then a cyclic operad structure on V is the same thing as an -algebra structure on V .
2.3. Stable cyclic operads. A cyclic operad A whose underlying S-module is stable is called a stable cyclic operad. Because of this condition, A((2)) = 0, so we can no longer think of A as having a unit. This requires the introduction of non-unital operads, following Markl 26] . Observe that all of the products a(b The axioms for non-unital operads may be found in 13]: they are of two types, equivariance and associativity. Finally, a non-unital operad is cyclic if (a k b) = (?1) jajjbj b 1 a .
Invariant inner products and cyclic algebras. If V is a chain complex with inner product h?;
?i (which we suppose to be non-degenerate), the endomorphism operad E V is a cyclic operad, such that if a 2 A(n) and v i 2 V , 0 i n, hv 0 ; a(v 1 ; : : :; v n )i = hv n ; a (v 0 ; : : :; v n?1 )i:
A cyclic algebra over a cyclic operad is a chain complex A with inner product, together with a morphism of cyclic operads A ! E A . If A is an algebra over the operad underlying a cyclic operad A, and h?; ?i is an inner product on A, we say that the inner product is invariant.
Note that if A is a cyclic operad, then the operad A is not cyclic, but rather anticyclic: (a k b) = ?(?1) jajjbj b 1 a . This re ects the fact that if V is a chain complex and h?; ?i is an inner product on V , then there is induced on V an antisymmetric non-degenerate bilinear form (?1) jvj h v; wi. However, 2 A is again a cyclic operad, and if A is a cyclic A-algebra, then 2 A is a cyclic 2 A-algebra.
Examples of cyclic operads. Since associative, commutative and Lie algebras all
have well-known notions of invariant inner product, it is not surprising that the corresponding operads are cyclic. For the operads A + , where A 2 fAss; Com; Lieg, de ne the S-module A by setting A(n) = A + (n) for n > 1 and A(n) = 0 for n 1.
The cyclic structure of Com is simple to describe, since an inner product on a commutative algebra is invariant if and only if ha; bci = hab; ci:
It follows from this formula that a = a for all a 2 Com((n)). In a similar way, the action of S n on Ass((n)) is determined by the condition that an inner product on an associative algebra is invariant if and only if (3) holds. It turns out that the S n -module Ass((n)) is the induced representation Ind Sn Cn 11, where C n is the subgroup of S n generated by n , and 11 is its trivial representation. We may think of Ass((n)) as being the S n -module spanned by symbols hx (1) ; x (2) : : :x (n) i; 2 S n ;
representing the inner product of x (2) : : :x (n) with x (1) , subject to the relations hx (1) ; x (2) : : :x (n) i hx (n) ; x (1) : : :x (n?1) i:
The cyclic structure on the Lie operad is associated with the usual notion of an invariant inner product (or Killing form) on a Lie algebra, satisfying h a; b]; ci = ha; b; c]i: The character of the S n+1 -module Lie(n) is calculated in 13]. We will obtain a realization of this representation as a homology group in the next section.
It is proved in 12] that the braid operad Braid is not a cyclic operad.
The moduli spaces M 0;n
In this section, we study the combinatorial structure of the compacti ed moduli spaces M 0;n . We then de ne the gravity and polycommutative operads, and introduce the fundamental exact sequences relating them, which are obtained by considering the spectral sequence associated by Deligne to the strati ed space M 0;n . 3.1. Graphs and trees. The strata of the compacti cation M 0;n are labelled by trees with n legs, and we recall some de nitions from the theory of trees in this paragraph (see also 14] and 13]).
A graph G = (F; ; ) is a nite set F = Flag(G), the set of ags of the graph, together with a partition and an involution of F. (By a partition, we mean a decomposition of F into disjoint subsets, possibly empty, called its blocks.)
The vertices Vert(G) of the graph G are the blocks of , the edges Edge(G) are the 2-cycles of , while the legs Leg(G) are the xed points of . To a graph G is associated a cell complex G whose cells have dimension 0 and 1; the relatively compact 1-cells (those with a vertex at both ends) correspond to the edges of the graphs, while the 1-cells with a vertex at only one end correspond to the legs Leg(G). A graph is called a tree if this complex is simply connected. We will have no further use for non-simply connected graphs in this paper; however, much of the theory we describe has an analogue for general graphs 13].
The legs Leg(v) of a vertex v 2 Vert(G) are the ags in the corresponding equivalence class, while the valence jvj of a vertex is the cardinality of Leg(v). If S is a nite set, let T ((S)) be the set of isomorphism classes of trees T whose external edges are labelled by the elements of S and such that each vertex has valence at least three. Note that T ((S)) is nite. The set of trees is graded by the number of edges:
In particular, T 0 ((S)) has a single element, the tree with one vertex whose set of ags equals S.
Denote by det(S) the determinant line max C S , which is a representation of Aut(S).
(For example, det(f1; : : :; ng) is just the sign representation sgn n .) If T is a tree, let det(T) be the determinant line det(Vert(T)) of the set of vertices of T. There are natural
3.2. Stable curves. A stable curve with n marked points is a projective curve whose only singularities are double points, together with an embedding of f1; : : :; ng in the set of smooth points of , such that there are no continuous automorphisms of xing the marked points and double points. Knudsen has proved that the moduli space M g;n of stable curves of arithmetic genus g with n marked points is a compact orbifold, obtained by adjoining to M g;n a divisor with normal crossings 20]. We will only be interested in the genus zero case, in which case M 0;n is actually a projective variety. Another reference for the genus 0 case is 17].
A stable curve determines a graph ? , called the dual graph of : the vertices of ? are the components of the subvariety of smooth points of , the edges are the double points, and Leg(? ) is the set of marked points. In particular, if has arithmetic genus 0 and n marked points, then ? 2 T ((n)).
The moduli space M 0;n is a strati ed space: it has one stratum M((T)) for each tree T 2 T ((n)), consisting of all curves 2 M 0;n such that ? = T. The If T 2 T k (n), denote by M((T)) the closure of the stratum M((T)) of M 0;n , and by M((T))] the corresponding cycle in H 2(n?k?3) (M 0;n ). The following theorem is due to Keel 18 ]. Theorem 3.3. The cycles M((T))], T 2 T ((n)) span H (M 0;n ).
In Section 3.13, we give a proof of this theorem which di ers from Keel's, and uses mixed Hodge theory.
The gravity operad. Let Grav be the stable cyclic S-module
Grav((n)) = ( 3?n sgn n H (M 0;n ); n 3; 0; n < 3:
Note that Grav((n)) is concentrated in degrees 3 ? n i 0.
There is a natural cyclic operad structure on Grav. To de ne the product i : Grav((m + 1)) Grav((n + 1)) ! Grav((m + n)); consider the embedding j of M 0;f0;:::;mg M 0;f0 0 ;:::;n 0 g as a stratum of M 0;f0;:::;{;:::;m;1 0 ;:::;n 0 g , corresponding to the joining of the point labelled i in the curve 1 2 M 0;f0;:::;mg to the point labelled 0 0 in the curve 2 2 M 0;f0 0 ;:::;n 0 g . Consider the Poincar e residue map associated to this embedding 6]:
Res : H (M 0;f0;:::;{;:::;m;1 0 ;:::;n 0 g ) ! H (M 0;f0;:::;mg M 0;f0 0 ;:::;n 0 g ) Suitably suspending the adjoint of this map, we obtain the product i of Grav. This construction makes it quite obvious that Grav satis es the equivariance and associativity axioms of a cyclic operad.
Denote by x 1 ; : : :; x n ] the element of Grav(n) of degree 2 ? n corresponding to the standard basis vector of H 0 (M 0;n+1 ). This operation is graded antisymmetric, since S n+1 acts on it by the sign representation, and it is proved in 10] that this sequence of operations generates Grav, and that all relations are generated by the quadratic relations of (2) . Note that in that paper, we work with the operad ?1 Grav, and the generators are all in degree 1: the relationship between these two sets of generators at the level of algebras is fx 1 ; : : :; x n g = (?1) P n?1 i=1 (n?i)jx i j ?1 x 1 ; : : :; x n ]:
In that paper, the operad structure is constructed in a di erent, though equivalent, way, using C -equivariant homology.
3.5. Grav as a mixed Hodge operad. Operads (and, more speci cally, stable cyclic operads) may be de ned in any symmetric monoidal category with colimits. Up to this point, we have concentrated on the examples of operads in the categories of chain complexes (di erential graded operads) and topological spaces (topological operads). However, the category of mixed Hodge complexes 4] is a symmetric monoidal category with colimits, with graded tensor product as the monoidal structure, and operads in this category are called mixed Hodge operads. In fact, the mixed Hodge operads which most concern us are pure and have vanishing di erential. The gravity operad is an example of a mixed Hodge operad. This carries a unique mixed Hodge structure compatible with the Poincar e residue maps which de ne the products in Grav:
Grav((n)) = 3?n sgn n H (M 0;n ; C (n ? 3)):
Here, C (n?3) is the Tate Hodge structure, which is a line with Hodge numbers (n?3; n?3). n < 3:
The cyclic S-space M((n)) = M 0;n is a topological cyclic operad: the product is given by gluing stable curves together at marked points. It follows that Poly is a cyclic operad. Kontsevich and Manin found 22] that algebras over Poly are just polycommutative algebras in the sense of (1), where the operation (x 1 ; : : :; x n ) 2 Poly((n+1)) corresponds to the fundamental class M 0;n+1 ] 2 H 2(n?2) (M 0;n+1 ). The fact that the operations (x 1 ; : : :; x n ) generate Poly is an elegant restatement of Theorem 3.3. In Proposition 4.11, we will give a new proof (obtained jointly with Kontsevich) of the relations between the generators of Poly, which relies on the duality between polycommutative algebras and gravity algebras, together with our explicit presentation (2) of the gravity operad Grav. 3 3.8. The cohomology ring of M 0;n . We now describe the cohomology ring of the moduli space M 0;n . Our main tool is Arnold's description of the cohomology ring of the con guration space C n 0 1]. If 1 j 6 = k n, let ! jk be the logarithmic di erential form on the con guration space C n 0 given by the formula ! jk = d log(z j ? z k ) 2 i : Note that the cohomology class of ! jk is integral. Proposition 3.9. The cohomology ring H (C n 0 ; Z ) is the graded commutative ring with generators ! jk ], and relations ! jk = ! kj and ! ij ! jk +! jk ! ki +! ki ! ij = 0. The symmetric group S n acts on H (C n 0 ; Z) through its action on the generators ! ij = ! (i) (j) .
Proof. The Serre spectral sequence for the bration C n fz 1 ; : : :; z n g ! C n+1 0 ! C n 0 de ned by projecting (z 1 ; : : :; z n+1 ) to (z 1 ; : : :; z n ) collapses at E 2 , and the monodromy of 1 (C n 0 ) on H (C n fz 1 ; : : :; z n g) is trivial. The proof now proceeds by induction on n. Corollary 3.10. The cohomology ring H (M 0;n+1 ; C ) may be identi ed with the kernel of the di erential on H (C n 0 ; C ) whose action on the generators is ! jk = 1. Since the circle action on C n 0 is free, this equivariant cohomology is isomorphic to the kernel of the operator : H (C n 0 ; C ) ! H ?1 (C n 0 ; C ) given by contraction with the in nitesimal generator of the circle action, the vector eld T = 2 i n X k=1 ? z k @ k ? z k @ k :
Since ! jk (T) = 1 and the 1-forms ! jk generate H (C n 0 ; C ), the result follows.
The above result leads to yet another realization of the S n -module structure on Lie((n)) = Lie(n ? 1):
Lie((n)) = sgn n H n?3 (M 0;n ): 3.11. Application to M 0;n M 0;n . We now apply Deligne's spectral sequence with U = M 0;n and M = M 0;n . (This spectral sequence is also discussed in 14], Section 3.4.5.) Denote the closure of the open stratum M((T)) by M((T)). Then the divisors are the closed strata M((T)), T 2 T 1 ((n)), while D p is the union of the closed strata M((T)), T 2 T p ((n)). The restriction of p to M((T)) equals det(Edge(T)); as this is naturally isomorphic to det(T), we see that The key to unlocking this spectral sequence is the following lemma, which shows that E ?k;2k 2 = H k (M 0;n ); while E pq 2 = 0 if 2p + q 6 = 0. Lemma 3.12. The mixed Hodge structure of H k (M 0;n ), n 3, is pure of weight 2k.
In degree i, Grav((n)) equals the S n -module sgn n H i+n?3 (M 0;n ), with pure Hodge structure of weight ?2i.
Proof. By Proposition 3.9, the cohomology ring of C n 0 is generated by the logarithmic di erential forms ! ij ; it follows that the mixed Hodge structure of H k (C n 0 ) is pure of weight 2k. By Corollary 3.10, there is an injection of the cohomology of M 0;n+1 into the cohomology of C n 0 , induced by the quotient map C n 0 ! M 0;n+1 , and the result follows.
Thus, for q even, the E 1 -term of the spectral sequence gives rise to a resolution of the (See 5.6 for more details of this calculation: we will actually show that H 1 (M 0;n ) is isomorphic to the irreducible S n -module V n?2;2 .) Each tree in T 1 ((n)) contributes a copy of C to L T2T 1 ((n)) H 2(n?4) (M((T))). Let T be such a tree and consider the set S of the external edges attached to one vertex of T. We see that trees with two vertices correspond to subsets S f1; : : :; ng where 2 jSj n?2, where we identify the trees corresponding to the subsets S and S c , the complement of S. Thus, jT 1 ((n))j = 1 2 n?2 X k=2 n k = 1 2 (2 n ? 2n ? 2) = 2 n?1 ? n ? 1:
The result follows easily.
The above dimension formula may be re ned, using the realization of M 0;n as an iterated blowup, to show that as an S n -module, H 2 (M 0;n ) is the direct sum of the suitable exterior powers of the permutation representation C n of S n .
Note that there are the same number of n-linear relations (2) among the brackets x 1 ; : : :; x k ] generating the gravity operad as dim H 2 (M 0;n+1 ); as we will see, this is no coincidence.
Koszul operads
In this section, we prove our main theorem, the duality of the polycommutative and gravity operads. To do this, we must generalize Ginzburg and Kapranov's theory of Koszul operads 14] so that it applies to operads which are not necessarily generated by bilinear operations. First, we recall their cobar construction for operads, an analogue of the bar construction for associative algebras.
The dual of an operad is only de ned up to homotopy, and is represented by the cobar operad. However, there is a class of operads, the Koszul operads, for which there is a particularly nice dual, whose generators are in one-to-one correspondence with those of the original operad. A Koszul operad is quadratic (the relations among its generators are bilinear), as is its dual, and the relations in the dual operad may be characterized as the orthogonal complement of those of the original operad. 4.1. Free operads and trees. We now recall from 12] the structure of the free cyclic operad T + V generated by a cyclic S-module V. There is an analogous construction for operads, for which we refer to 11] . From now on, all cyclic S-modules which we discuss will be stable.
If V is a (stable) cyclic S-module, let T + V be the (stable) cyclic S-module de ned by T + V((n)) = M T2T ((n)) V((T));
where V((T)) = N v2Vert(T) V((Leg(v))). Note that T + V is graded by subspaces T i V((n)) = M T2T i ((n))
V((T)):
Then T + is an endofunctor in the category of (stable) cyclic S-modules. There is a natural structure of a triple on the functor T + : 1. since T + T + is a sum over trees, each vertex of which is itself a tree, the product of the triple is a natural transformation from T + T + to T + obtained by gluing the trees at the vertices into the larger tree; 2. the unit of the triple is the natural transformation from the identity functor to T + induced by the inclusion T 0 ((n)) T ((n)).
The following theorem is a melding of results from 12] and 13]. Theorem 4.2. A (non-unital, stable) cyclic operad is the same thing as a T + -algebra in the category of (stable) cyclic S-modules.
The cobar construction for operads. The cobar construction B, introduced by
Ginzburg and Kapranov 14] , is a contravariant functor on the category of operads. We study here the slight variant of this functor which acts on the category of (non-unital, stable) cyclic operads.
The dual V of a chain complex V is de ned as follows: V i = (V ?i ) , and : V i ! V i?1 is the adjoint of : V ?i+1 ! V ?i .
If V is a stable cyclic S-module, denote by V _ the stable cyclic S-module V _ ((n)) = n?3 sgn n V((n)) :
This functor is an involution on the category of stable cyclic S-modules, that is, (V _ ) _ is naturally isomorphic to V.
The cobar operad BA of a (non-unital, stable) cyclic operad is obtained by perturbing the di erential of the free cyclic operad T + A _ by a di erential @ which re ects the operad structure of A, and is de ned as follows. If T 2 T ((n)), and e is an edge of T, denote by T=e the tree in which e is contracted to a point: thus, T=e has one fewer vertices, and one fewer edges, than T. There is a natural map of degree 0 @ T=e : A((T)) ! A((T=e)) induced by composition in the operad A along the edge e. This induces a map @ _ T=e : A _ ((T=e)) ! A _ ((T)) of degree ?1. We now de ne the di erential @ to be the operator whose matrix element from A _ ((T)) BA to A _ ((T)) BA is the sum of the operators @ _ T=e over internal edges e such that T=e is isomorphic toT.
Paying careful attention to the signs coming from the suspensions, one shows that the di erential @ satis es the formulas @ 2 = @ + @ = 0, and hence that + @ is a di erential on T + A _ . It is also not hard to show that @ is compatible with the cyclic operad structure of T + A _ , so that BA = (T + A _ ; + @) is an operad.
The properties of the resulting functor are summarized by the following theorem. Theorem 4.4. (1) The cobar construction is a homotopy functor, that is, if f : A ! B is a homotopy equivalence, then so is Bf : BA ! BB.
(2) There is a natural transformation from BB to the identity functor, and the resulting map BBA ! A is a homotopy equivalence for all A.
Proof. The homotopy invariance of B is easy to see by a double complex argument. The natural map from BBA to A, which is projection onto the summand A = (A _ ) _ T + (T + A _ ) _ , is shown to be a homotopy equivalence of operads in Theorem 3. 
A(n) Sn A n ! A:
The following theorem is proved in Chapter 3 of 11]. Theorem 4.5. (1) There is a natural transformation of functors B ! Q, such that if A is a free algebra, the morphism BA ! QA is a homotopy equivalence.
(2) The functors B are homotopy functors: if f : A ! B is a homotopy equivalence, then so is B f : B A ! B B.
If : BA ! B is a homotopy equivalence of operads, the natural morphism BA ! B A is a homotopy equivalence for all A-algebras A. Thus, the functor B is a left derived functor LQ of the indecomposable functor Q, that is, a homotopy functor homotopy equivalent to Q on free A-algebras. It is proved in 14] that there are natural homotopy equivalences of operads BAss ! Ass BCom ! Lie BLie ! Com:
The bar construction associated to the rst of these homotopy equivalences is, up to a shift in degree, the Hochschild bar construction on associative algebras, while the bar constructions associated to the other two homotopy equivalences are the functors LQ on commutative and Lie algebras discussed in the introduction, equal, up to a shift in degree, to the Harrison and Chevalley-Eilenberg complexes respectively. Thus, the duality result Theorem 0.1 is seen to be a special case of Theorem 4.5.
In Theorem 4.13, we will prove that Poly-algebras are the same thing as polycommutative algebras in the sense of (1). Thus the duality between polycommutative and gravity algebras announced in the introduction follows from Poly _ ((T)) = BPoly((n)):
A little diagram chasing shows that the di erentials of the S-modules V _ and BPoly are the same, and that the resulting homotopy equivalence between Grav and BPoly is compatible with the operad structures. structures, we see that the homotopy equivalence BPoly ! Grav is compatible with the Hodge structures of Grav and Poly, where Poly carries the natural (pure) Hodge structure coming from its realization as the cohomology of the smooth K ahler manifold M 0;n . This observation will be essential in our calculation of the de ning relations of the operad Poly. 4 .8. Quadratic operads. We now generalize Ginzburg and Kapranov's notion of a Koszul operad to operads whose generators are not necessarily bilinear operations. Once more, we restrict attention to stable cyclic operads.
An ideal B A of a cyclic operad is a cyclic S-submodule such that for all operations i , a i b is in B if either a or b is. The intersection of two ideals is obviously an ideal. An ideal is generated by a cyclic S-submodule R B if B is the intersection of all ideals of A containing R.
Let A be an operad, generated by a cyclic S-submodule V. The pair (A; V) is a cyclic quadratic operad if the ideal ker(T + V ! A) in the free cyclic operad T + V is generated by R = ker T 1 V = M T2T 1
V((T)) ! A :
The word quadratic is used here because V((T)) is quadratic in V if T has one internal edge and hence two vertices. Thus, R is itself quadratic in V. The cyclic operads A = Ass, Com and Lie are all quadratic, with generating cyclic submodule V, where V((n)) = ( A((3)); n = 3; 0; n 6 = 3: For example, Lie((3)) is one-dimensional, spanned by a 1 ; a 2 ], and the cyclic S-module of relations R is given by the formula R((n)) = ( spanf a 1 ; a 2 ; a 3 ]]; a 2 ; a 3 ; a 1 ]]g; n = 4; 0; n 6 = 4: 4.9. The naive dual of a quadratic operad. If A is a cyclic quadratic operad, the naive dual A ! of A is the cokernel of the composition
where the second arrow is the surjection of cyclic S-modules BA ! T + V _ induced by the inclusion of cyclic S-modules V A. De nition 4.10. If A is a cyclic quadratic operad, there is a natural morphism of operads : BA ! A ! , induced by the surjection BA ! T + V _ . The operad A is Koszul if the surjection of operads BA ! A ! is a homotopy equivalence, or equivalently, if BA ! ! A is. Proposition 4.11. If A is a cyclic quadratic operad with generators V and relations R, let R ? be the kernel of the natural map from T 1 V _ = (T 1 V _ ) _ to R _ . Then A ! is a cyclic quadratic operad with generators V _ and relations R ? . Proof. It su ces to show that the image of BA in T + V _ under the above composition is the ideal generated by R ? . Denote by A k A the image of T k V in A under the quotient map T + V ! A. Thus, A 0 = V and A 1 = T 1 V=R. Observe that A _ 1 = R ? .
If T 2 T ((n)), the summand A _ ((T)) of BA((n)) may be thought of as the vector space spanned by decorations of the tree T, in which each vertex of T is assigned an element of A _ of appropriate valence. The map : BA ! T + V _ vanishes on such a decorated tree unless the vertex decorations lie in V at all but one vertex v, which is decorated by a 2 A _ 1 . The map applied to this decorated tree produces a new decorated tree in which the vertex v is replaced by the tree underlying a (and thus having one additional edge). Poly in which both arrows are homotopy equivalences. The homology of the weight ?2p summand of the complex BGrav((n)), which by this argument is isomorphic to H 2p (M 0;n ), must be concentrated in degree 2p; from this, we see that this subcomplex is exact except at the last term, giving a long exact sequence Grav _ ((T)) 2p ! Poly((n)) 2p ! 0: Let V _ Grav be the cyclic S-module spanned by the generators of Grav; for each n 3, there is one generator, of degree 3 ? n and weight 2(n ? 3) , in Grav((n)). Thus V((n)) is spanned by an element of degree 2(n ? 3) and weight 2(3 ? n). Taking p = n ? 3 in the long exact sequence (6) , we see that V((n)) may be identi ed with H 2(n?3) (M 0;n ).
Let R _ Grav be the cyclic S-module spanned by the elements of degree 4?n in Grav. An S n -module, R _ ((n)) = H 1 ((M 0;n )) sgn n ; it is concentrated in degree 4?n, has weight 2(n ? 4) , and dimension ? n?1 2 ? 1. The case p = n ? 4 of the long exact sequence (6) is the short exact sequence 0 ! R((n)) ! M T2T 1 ((n)) V((T)) ! H 2(n?4) (M 0;n ) ! 0;
showing that the S-module R is a subset of the set of relations for Poly. Furthermore, there are no further relations, as may be seen from (6) This shows that the operad Poly is quadratic, with generators V and relations R.
It remains to identify the S-module R with the set of relations (1) which hold in a polycommutative algebra. This is done in two parts: we rst show that these relations are in the orthogonal complement of the relations which de ne a gravity algebra, and thus form a subset of R, and then show that they form a subspace of R((n)) of dimension at least ? n?1 2 ? 1. Since R((n)) itself has dimension ? n?1 2 ? 1, this completes the proof.
It is simple to check that the relations (1) are orthogonal to those which hold in a gravity algebra. Consider the relation G 0 = a i ; a j ]; a 1 ; : : :; b a i ; : : :; b a j ; : : :; a k ]:
The inner product of this relation with the relation we see that there are three cases to consider:
1. none of the letters a; b; c lie in the set fb 1 ; : : :; b`g, in which case the inner product of relation (7) with the above relation again vanishes, for the same reason as wheǹ = 0;
2. one of the letters, say c, lies in the set fb 1 ; : : :; b`g, in which case the only terms having a non-zero inner product with (7) are a; b]; c; x S ] and a 1 ; : : :; a k ]; b 1 ; : : :; b`], whose contributions, each equal to 1, cancel;
3. two or three of the letters a; b; c lie in the set fb 1 ; : : :; b`g, in which case the inner product of the above relation with each term (7) vanishes.
Finally, we check that the space of relations among n letters in a polycommutative algebra has dimension at least Clearly, the quotient of A(n) by these relations is one-dimensional. This completes the proof that (1) are all the relations in the operad Poly. It may be shown that ch n (V ) 2 Q , and that the characteristics of the irreducible representations of the symmetric groups S n , n 0, form a basis of over Z, called the Schur functions 23]. For example, h n is the characteristic of the trivial representation of S n . If is a partition of n, we denote the corresponding irreducible representation of S n by V . in . There is an associative product on ((t)), called plethysm and denoted f g, characterized by the formulas 1. (f 1 + f 2 ) g = f 1 g + f 2 g; 2.
(f 1 f 2 ) g = (f 1 g)(f 2 g); 3 . if f = f(t; p 1 ; p 2 ; : : :), then p n f = f(t n ; p n ; p 2n ; : : :), and t f = t.
The following formula generalizes its analogue for ungraded S-modules, proved in 23]:
The operation Exp(f) = This is the characteristic of the induced representation Ind Sn Cn , where is a primitive character of the cyclic group.
We now turn to calculating the characteristic of the braid operad Braid. First, we need a lemma. Lemma 5.4. ch t ( V) = ?t ch t (V)(?t ?1 p 1 ; ?t ?2 p 2 ; ?t ?3 p 3 ; : : :) Proof. Tensoring with sgn n has the e ect of replacing p n by (?1) n?1 p n . Applying ?n to V(n) then has the e ect of replacing p n by (?t) ?n p n . Proposition 5.5. For each n 1, let In particular, setting p 1 = x and p n = 0, n > 1, we see that the Poincar e polynomial of the space C n 0 is n?1 X i=0 (?t) n dim H i (C n 0 ) = coe cient of x n =n! in (1 + tx) t ?1 ? 1
(1 ? kt):
5.6. The characteristic of a cyclic S-module. If V is a stable cyclic S-module, we de ne Ch t (V) in a similar way to ch t (V):
(?t) i ch n (V i ((n))) 2 ((t)):
If ch t (V) denotes the Poincar e characteristic of the S-module underlying V, then we have the formula ch t (V) = @ Ch t (V) @p 1 :
We now calculate Ch t (m), where m is the cyclic S-module m((n)) = ( H (M 0;n ); n 3; 0; n < 3:
Note that the Poincar e polynomial of M 0;n is much easier to calculate than the Poincar e characteristic: it is obtained by dividing the Poincar e polynomial (8) (1 + t n p n ) Rn(t) Proof. From the S n -equivariant homotopy equivalence C n 0 ' M 0;n+1 S 1 , which holds for n 2, we see that @ Ch t (m) @p 1 = ch t (m) = ch t (Braid) ? p 1 1 ? t : (9) The Serre spectral sequence for the S n -equivariant bration C n f1; : : :; ng ! M 0;n+1 ! M 0;n collapses at E 2 , so H (M 0;n+1 ) = H (C n f1; : : :; ng) H (M 0;n ). Furthermore, this isomorphism is S n -equivariant, where S n acts on H (C n f1; : : :; ng) by the monodromy of the Gauss-Manin connection. Now, H 0 (C n f1; : : :; ng) is the trivial S n -module, while H 1 (C n f1; : : :; ng) is the irreducible representation V n?1;1 , which is the kernel of the natural map C n ! C obtained by sending (x 1 ; : : :; x n ) to x 1 + + x n . If 2 S n is a transitive permutation, Tr( jV n?1;1 ) = ?1; this shows that Ch t (m) p 1 =0 = ch t (Braid) 1 + t p 1 =0 : (10) The theorem now follows on solving the di erential equation (9) with initial condition (10) .
The rst few terms of Ch t (m) are as follows: n Ch t (M 0;n ) 3 s 3 4 s 4 ? ts 2 2 5 s 5 ? ts 32 + t 2 (s 31 2 ) 6 s 6 ? ts 42 + t 2 (s 41 2 + s 321 ) ? t 3 (s 41 2 + s 3 2 + s 2 2 1 2 )
The pattern emerging here, that H 1 (M 0;n ) = V n?2;2 , is easily veri ed in general using our formula for Ch t (m). We have seen that there is a natural identi cation between sgn n H 1 (M 0;n ) and the space of relations (1) among n?1 letters in the polycommutative operad: thus, we see that this space of relations is the irreducible S n -module V 2 2 (1 ? p n ) Rn(t) :
5.8. The Poincar e characteristic of T + V. In 13] , a formula for the Poincar e characteristic of T + V in terms of the Poincar e characteristic of V is derived. Let e 2 = (p 2 1 ?p 2 )=2 be the characteristic of sgn 2 . If F = e 2 ? Ch t (V), de ne the Legendre transform G = LF of F in the sense of symmetric functions by the formula F @G @p 1 + G = p 1 @G @p 1 :
Then G = h 2 + Ch t (T + V).
Note that (11) implies that (@F=@p 1 ) (@G=@p 1 ) = p 1 , from which it is straightforward to calculate @G=@p 1 . Substituting @G=@p 1 into both sides of (11), we obtain an explicit formula for G.
As an application of (11), we now calculate the Poincar e characteristics of the varieties M 0;n . We use a slight extension of (11), in which V = V 0 V 1 has an internal Z=2-grading, and Ch t (V) = Ch t (V 0 ) ? Ch t (V 1 ). Let V and W be the stable cyclic S-modules V i ((n)) = ( 0; i = 0;
Poly((n)) sgn n ; i = 1; W ij ((n)) = ( sgn n H p (M 0;n ); i = 2(n ? p ? 3) and j p + 1 (mod 2), 0; otherwise.
Thus, Ch t (V) = ? Ch t (Poly) pn!(?1) n?1 pn ; Ch t (W) = ?t ?6 Ch t (m) t!?t ?2 pn!(?1) n?1 t 2n pn : Using (4), we may rewrite (5) is the inverse of g, in the sense that f(g(x; t); t) = x. This is a reformulation of Fulton and MacPherson's calculation of the Poincar e polynomial of M 0;n . Note that their proof also makes use of mixed Hodge theory, in the form of the \virtual Poincar e polynomial." Our result Theorem 5.9 is an equivariant version of their calculation.
