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R-Memcached: A Reliable In-Memory Cache for Big Key-Value Stores
Chengjian Liu , Kai Ouyang, Xiaowen Chu , Hai Liu, and Yiu-Wing Leung
Abstract: Large-scale key-value stores are widely used in many Web-based systems to store huge amount of data
as (key, value) pairs. In order to reduce the latency of accessing such (key, value) pairs, an in-memory cache system
is usually deployed between the front-end Web system and the back-end database system. In practice, a cache
system may consist of a number of server nodes, and fault tolerance is a critical feature to maintain the latency
Service-Level Agreements (SLAs). In this paper, we present the design, implementation, analysis, and evaluation
of R-Memcached, a reliable in-memory key-value cache system that is built on top of the popular Memcached
software. R-Memcached exploits coding techniques to achieve reliability, and can tolerate up to two node failures.
Our experimental results show that R-Memcached can maintain very good latency and throughput performance
even during the period of node failures.
Key words: in-memory cache; fault tolerance; key-value store

1

Introduction

In recent years, key-value stores have been widely used
in many commercial large-scale Web-based systems,
including Amazon, Facebook, YouTube, Twitter,
GitHub, and Linkedin. In order to reduce the data
access latency caused by disk I/O, an in-memory cache
system is usually deployed between the front-end Web
system and the back-end database system. For example,
Facebook is using a very large distributed in-memory
cache system built from the popular Memcached[1, 2] ,
which consists of thousands of server nodes[3] . In
such a large-scale system, node failure becomes very
common[4] , which may seriously affect the access
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latency and user experience. How to improve the
reliability of the distributed cache system becomes an
important issue.
Redundancy techniques such as RAID[5] have been
widely used in hard disk-based storage systems to offer
fault-tolerance. RAID-1 is basically the same as data
replication, which achieves very good reliability but
requires a double cost. RAID-5 and RAID-6 improve
the storage efficiency at the expense of decreasing
access performance when faced with disk failures. But
currently, how these redundancy techniques work in
memory is still unknown and worth studying.
In this paper, we aim to improve the reliability
of distributed in-memory cache system by integrating
redundancy functions, so that the user experience
won’t be affected even if some cache nodes fail. We
also study the tradeoff between access performance
and storage efficiency in such memory-based storage
system. Specifically, we design and implement RMemcached on top of the open-source Memcached
software by introducing RAIM-1, RAIM-5, and RAIM6 in-memory redundancy technologies, which imitate
RAID-1, RAID-5, and RAID-6 in hard disk-based
storage systems, respectively. We then give a theoretical
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reliability analysis of RAIM system. We further
evaluate the access latency and throughput of RAIM1/5/6 on our real testbed. Our main contributions are
summarized as follows:
(1) We designed and implemented a reliable
distributed in-memory cache system, RMemcached, for big key-value stores.
(2) We provided a theoretical analysis on the
reliability of R-Memcached.
(3) We thoroughly evaluated the performance of RMemcached by real experiments.
The remainder of this paper is organized as
follows. In Section 2, we give the background and
motivation of our work. Section 3 introduces the design
and implementation of R-Memcached. Section
4 conducted a reliability analysis of RMemcached. Section 5 evaluates the performance
of R-Memcached by real experiments. Conclusions and
our future work are given in Section 6.

2

Background

With the popularity of big data applications, largescale distributed database systems play a more and
more important role. However, the access performance
of hard disk drives does not increase proportionally
with the increase of their capacity. To achieve a good
balance between performance and cost, a practical
solution is to deploy RAM-based system, i.e., inmemory cache, between user applications and hard
disk-based databases. For very large databases, even
the cache system alone may consist of tens to
thousands of server nodes. When designing such largescale distributed in-memory cache system, we should
consider many performance metrics, such as access
latency, throughput, reliability, and cost. Much existing
work focuses on the system throughput, while the
system reliability has been largely overlooked.
2.1

Introduction to Memcached

Memcached is a well-known distributed in-memory
cache system used to reduce data access latency of keyvalue stores[1] . It has been widely used in the IT industry
to support large-scale Web or Cloud services. In a keyvalue store, each data item (or called object) consists
of a key and a value. Typical data operations include
Get, Set, and Delete. Using Get as an example, users
can submit a key to the key-value store and receives the
corresponding value. Two major performance metrics
in key-value stores are the response time (i.e., data
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access latency) and throughput (i.e., how many requests
can be satisfied in a unit of time). Figure 1 illustrates
how Memcached is used in a Web service system,
which needs to serve numerous user requests in real
time. Upon the receipt of a user request with a key,
the front-end of the Web service will first try to access
the object from Memcached storage cluster. If the
requested object can be found in some Memcached
node (i.e., a cache hit), then it is not necessary to
access the real back-end database and hence expensive
disk I/O (or computations) can be avoided. In case the
requested object cannot be found in the Memcached
cluster (i.e., a cache miss), the Web service will retrieve
the object from the back-end database and store the
(key, value) into some Memcached node. To uniformly
distribute the data among the set of Memcached nodes,
Memcached uses a consistent hash function[6] with the
key to determine which node in the Memcached cluster
should hold the object.
Because the size of values can vary from several
bytes to hundreds of kilobytes in practice, Memcached
uses a slab allocator to effectively manage the memory
space and avoid frequent memory allocation and
free operations. A slab is a large chunk of memory
which can hold many small data items with the same
size. Instead of allocating and freeing memory for
each single object, Memcached uses slab as the basic
unit of memory allocation. A hash table array is used
to manage a set of buckets, each of which uses a
double linked-list to manage its key-value pairs by Least
Recently Used (LRU) policy.
2.2

Reliability challenge

Reliability is the cornerstone of large-scale storage
systems[7] . RAID-1, RAID-5, RAID-6, and erasure
coding have been widely adopted in different
scenarios to offer different levels of redundancy,
restore performance penalty, and tolerate device

Fig. 1

Illustration of Memcached in Web service.
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failures. RAID-1 is usually used for good performance
consideration. RAID-5 is more cost-effective, but
can only support a single disk failure. RAID-6 can
tolerate up to 2 disk failures and become more popular
nowadays. Some other codes, such as TSHOVER[8] ,
can tolerate up to three disk failures. More general
erasure coding techniques such as Reed-Solomon code
can be designed to tolerate even more disk failures,
at the expense of more computational overhead. Peerto-Peer techniques are another promising direction to
enhance the reliability of storage systems[9, 10] , which
also rely on replication or erasure coding.
There are two major challenges of applying erasure
coding techniques to distributed in-memory cache
system for better reliability. First, the throughput of
RAM is much higher than that of hard disks, so the
data movement among cache nodes could become a
potential performance bottleneck. Second, the speed of
coding/decoding needs to match the throughput of the
cache system.
Our work is motivated to investigate the flexibility
of reliable distributed in-memory cache system that
can fulfill three requirements: reliability, storage
efficiency, and performance[11] . In traditional disk
storage systems, RAID-5 and RAID-6 can achieve
a good balance between reliability and efficiency;
but it remains unknown whether it is practical to
implement similar techniques for in-memory systems,
considering the highly complex memory-management
scheme and network traffic overhead generated by such
systems. Besides the practical design and experimental
evaluation of such in-memory system, we further
provide a reliability analysis that can serve as an
analytical tool for system designers.
2.3

Nomenclature for in-memory redundancy

sets. Each RAIM set can be set to one of three reliability
levels: RAIM-1, RAIM-5, or RAIM-6. In this section,
we first introduce our design of R-Memcached system
architecture, then discuss how different RAIM levels
are implemented in our in-memory cache system, and
finally present how we handle update operations and
data fetch operations upon node failures.
3.1

System architecture

As shown in Fig. 2, our R-Memcached system consists
of two major components: a controller and a set of RMemcached nodes. R-Memcached nodes are the major
memory storage for key-value data cached from the
back-end database. We can form different RAIM sets,
each of which consists of several R-Memcached nodes
and uses a specific RAIM level based on the reliability
requirement. The controller is responsible for managing
the R-Memcached nodes. Notice that the controller is a
logical function and can be implemented on a dedicated
server or any R-Memcached node. In case of controller
failure, another node will be elected as the controller,
and hence our system does not suffer single-point-offailure. The Web service uses Get and Set commands
to fetch and store data in the R-Memcached nodes
respectively.
The controller plays a key role in R-Memcached
and it has two major functions. First of all, when
initializing R-Memcached nodes, it configures RMemcached nodes into different RAIM sets. Examples
of RAIM sets of RAIM-1, RAIM-5, and RAIM-6 are
shown in Fig. 3. The second function of the controller is
to monitor the alive/dead status of each R-Memcached
node. To detect node failures, the R-Memcached nodes
are organized as a ring: each node in the circle has a
predecessor and a successor, as shown in Fig. 4a. The

RAIM, abbreviation for Redundant Array of
Independent Memory, was recently introduced by
IBM[12] . RAIM works in a similar fashion in the
memory as RAID in the disk in order to tolerate certain
level of memory channel failures. In this work, we
extend the concept of RAIM from a single physical
server to a distributed system.

3

Design and
Memcached

Implementation

of

R-

We design R-Memcached as a very large distributed
in-memory cache system that consists of a number
of server nodes, which are divided into many RAIM

Fig. 2

System architecture of R-Memcached.
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Fig. 3

Fig. 4
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RAIM sets of RAIM-1, RAIM-5, and RAIM-6.

Node failure detection in R-Memcached.

controller periodically sends out a token message using
UDP to its successor who should immediately return
a positive ACK message. Each node will then forward
the incoming token to its own successor. The token will
circulate in the ring and eventually return back to the
controller after travelling through all nodes.
In case of a node failure, as shown in Fig. 4b, the
predecessor of the failed node will detect this failure
after a configurable timeout period. When a node finds
its successor failed, it notifies the controller and the
controller broadcasts a failure message to the whole
cache system and afterwards the cache system works
in the degrade mode. The controller removes the failed
node from the ring and continues monitoring the new
ring formed by the remaining alive nodes. In case the
predecessor of the controller detects that the controller
fails, it promotes itself as the new controller and notifies
all other nodes.

The Web service uses the R-Memcached system to
mitigate the burden of frequent database accesses and
obtain high performance by exploiting data locality. The
process of storing an object to R-Memcached system
is as follows. It first hashes the key in the object (a
key-value pair) to find the corresponding R-Memcached
node who is supposed to store the object. When the
Web service wants to find a data object in the distributed
cache system, the node storing the object may be alive
or dead. The detailed procedure is given in Algorithm
1. First, it computes the location of the object(i) based
on key(i). Then it checks whether the node is alive
or dead. If the node is alive, we can access the node
directly. If the node is dead, the operation is redirected
to another node. For RAIM-1, it should contact the
successor of the dead node. For RAIM-5 and RAIM6, the RAIM SIZE is defined as the number of nodes
in the R-Memcached system. A modular operation is
required for RAIM-5 and RAIM-6 if the node is the last
one in the RAIM. Otherwise we find the object(i) on the
successor of current node. After finding out which node
stores the object, the Web service communicates with
the corresponding node to get the object.
3.2

RAIM implementation

Since RAIM-1, RAIM-5, and RAIM-6 are different
coding techniques for different levels of system
reliability, the implementation strategies of these three
technologies are different in R-Memcached. Figure
5 shows the memory layout of different RAIM
levels applied in R-Memcached implementations. As
a reference, Fig. 5a shows the standard Memcached
memory layout. It mainly contains two parts: the “H
Table” which stores the key hash table to index the
position of data objects, and the data region organized
as a number of slabs.
The implementation of RAIM-1 is shown in
Fig. 5b. Besides the H Table and slabs for local data
objects, each node also contains an extra H Table and
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Algorithm 1 Find the object(i) based on key(i)
Input: key.i /; RAID TYPE; SET SIZE
Output: object.i /
dataSize, numOfLong
MemNode D Hash(key.i //
blockIndex, blockDim, threadIndex
Compute stripShift from idx, numOfLong, w
if
then
TRY TIME D 0
RoundBin D 1
do
switch
case
MemNode = (MemNode + 1) % SET SIZE
end
case
if
then
MemNode = MemNode - SET SIZE
else
MemNode = MemNode + 1
end
end
case
if
then
Return NULL
end
then
if
RoundBin = 2
else
RoundBin = 1
end
then
if
MemNode = MemNode - SET SIZE +
RoundBin
else
MemNode = MemNode + RoundBin
end
TRY TIME = TRY TIME + 1
if
then
go to case RAIM-6
end
TRY TIME = 0
end
endsw
end
Return find object(MemNode)

an associated list of slabs to hold replication of another
node.
For RAIM-5, as shown in Fig. 5c, the memory
space for local objects is divided into N equal sized
blocks. Besides the extra memory used for storing the
hash table of the backup key, another extra region of
memory (denoted by Pi ) is used for storing parity data
of all other nodes in the RAIM set. Suppose a RAIM5 system consists of N nodes, each node’s default
memory size for local objects is m, then the memory

Fig. 5

Memory layout in R-Memcached.

size for storing parity data is m=.N 1/.
For RAIM-6, we adopt the horizontal array codes
for RAID-6 (any other RAID-6 codes can also be
applied). There are two extra nodes (called coding
nodes hereafter) as shown in Fig. 3c, used for storing the
encoded data. The memory layout of RAIM-6 is shown
in Fig. 5d. The left part is the memory layout in RMemcached node, which includes the standard memory
blocks and two extra memory blocks used for storing
backup key hash tables from two different nodes. The
R and Q rectangles represent the two dedicated coding
nodes.
3.3

Set, Get, and Delete in R-Memcached

The Web service has three major types of operation
on R-Memcached: the Set operation for storing an
object onto R-Memcached cluster, the Get operation
for retrieving an object from R-Memcached cluster, and
the Delete operation for removing an object from the
R-Memcached cluster. The detailed procedure of each
operation is shown in Fig. 6.
The Set operation stores the object in the RMemcached cluster. First it computes the RMemcached node location to store the object. If
the R-Memcached node is alive, the object is sent to
the R-Memcached node. The R-Memcached node finds
a proper bucket in the hash table and stores the object
in the bucket. Meanwhile the RAIM update operation
will be triggered in asynchronous way. Details about
the asynchronous RAIM update will be explained in
the next subsection.
When the Web service starts a Get request, as
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the corresponding bucket if the object was stored in the
R-Memcached node. Meanwhile when removing the
object, the RAIM update operation will be triggered.
3.4

Asynchronous update and degrade read

When issuing Set or Delete command to an RMemcached node, the node needs update its hash table
and data memory. Each update operation on an RMemcached node will trigger two additional updates:
one update operation on its successor node to maintain
consistency of key replication, and another update
operation for coding data and storing to corresponding
coding node. To minimize the overhead introduced
by these two update operations, we choose to use
asynchronous operations.
We launch an additional thread to handle
asynchronous updates when R-Memcached is
started. Meanwhile a queue is created to hold
objects that need to be updated. The thread keeps
idle and does not consume any CPU resource when
the queue is empty. The process of asynchronous
update is described in Algorithm 2. When RMemcached needs to update its hash table and
data memory for an object, the update information
will be inserted into the queue for asynchronous
update. The thread will fetch the information from
the queue and start asynchronous update. The thread

Fig. 6

Get, Set, and Delete operations.

illustrated in Fig. 6a, it first hashes the key to find
which R-Memcached node stores that object. It then
checks whether the node is alive. If the node is dead,
the degrade read will be triggered. The details of
degrade read will be explained in the next subsection. If
it is alive, Web service sends the request to the RMemcached node. The R-Memcached node receives the
request and checks its hash table to find the key in some
bucket of its hash table. If it finds the key, it returns the
whole key-value object to the Web service.
The Delete operation acts similarly with the Set
operation. First the Web service computes the location
of the object. If the corresponding R-Memcached node
is alive, it will issue a Delete command with the
key. Then the R-Memcached node uses the key to find
the object in some bucket and removes the object from

Algorithm 2 Asynchronous Update
Input: object(i ), key.i/
Output: SUCCESS or FAILURE
then
if
return FAILURE
end
update successor key(key.i/)
switch
do
case
update successor data(object.i/)
end
case
PARITY = Di XOR Di0
MemNode = find parity node(data offset)
update parity(MemNode, data offset, PARITY)
end
case
update next successor key(key.i/)
BLOCK = fetch data(data offset,
CODE = encode block(BLOCK)
store coding(data offset, CODE)
end
endsw
return SUCCESS

566

Tsinghua Science and Technology, December 2015, 20(6): 560-573

first gets the object that needs to be updated from the
queue. In our algorithm, we abstract the operation as
get update operation(object(i)). When the operation
fails, the asynchronous process terminates. When the
operation succeeds, the R-Memcached node will store
a replication of the key of object(i) to its successor
node. Then the coding operation begins and the
new coding data are stored in corresponding coding
node. For RAIM-6, we further store the key to the
successor node of the current successor node to tolerate
two node failures.
For RAIM-5, we must fetch the corresponding data to
generate the parity data. For example, suppose we have
D0 , D1 , D2 , and the parity data PD D D0 ˚ D1 ˚
D2 , where D0 , D1 , and D2 represent data from three
different nodes. Suppose an update happens to a node,
D0 changes to D00 . We need to regenerate the parity data
again with the operation PD D D00 ˚ D1 ˚ D2 . Note
that the new parity data PD can also be obtained from
the operation PD D PD˚D0 ˚D00 , i.e., when an update
happens to a node, we do not need to fetch data from
other nodes to regenerate the parity data. To minimize
the communication cost of the update operation, we use
PD D PD ˚ D0 ˚ D00 in the implementation of RAIM5. And we also reduce the extra network communication
for RAIM-5 update operations. To generate the new
parity data when update happens, the XOR operation
is performed with corresponding old block and recently
updated block.
For the data update with RAIM-6, it needs to fetch
the corresponding data block from other nodes to
encode the data and then store it to the corresponding
node. For example, assume there are three nodes 0,
1, and 2. When an update operation happens in Node
0, it needs to fetch data from Node 1 and Node 2 to
perform coding and then store the encoded data to other
two nodes. Compared with RAIM-1 and RAIM-5, the
communication cost is about 4 times higher. And note
that for the extra key update operation in RAIM-6, it
has to trigger key update to the backup region of its
successor and its successor’s successor with different
backup hash table as shown in Fig. 5.
Besides the asynchronous update, we need to handle
the Get operation during node failures. The procedure
is defined as follows: when a node fails, the Get request
which is supposed to operate on the failed node now
operates on its successor. This operation is referred to
as degrade read, and the detailed procedure is shown
in Algorithm 3. Recall that this operation is triggered

Algorithm 3 Degrade Read
Input: key.i/
Output: object.i/ or NULL
if
then
return NULL
end
do
switch
case
object.i/ = find object inbackup(key.i/)
end
case
DATA FOR XOR = get remaindata code(key.i/)
object.i/ = restore withXOROP(DATA FOR XOR)
end
case
DATA FOR DECODING = get data coding(key.i/)
object.i/ = decoding(DATA FOR DECODING)
end
endsw
return object.i/

by Web service Get as shown in Algorithm 1. When a
node fails, the Web service contacts the successor of the
failed node (can be the successor of the successor for the
case of RAIM-6) to fetch the object. When the failed
node’s successor receives the Get request, it first checks
whether the key is in the backup hash table; if not, the
Get request receives a null; otherwise the corresponding
data object will be restored in the backup region and
returned back to the Web service.
For RAIM-1, since the data is directly copied to the
backup region, it just needs to read from the backup
region to get the data back. So it does not need to
communicate with other nodes to restore the object.
For RAIM-5, the parity data PD is calculated as D0 ˚
D1 ˚ D2 . During the degrade read, suppose that we
need to restore D0 to get the object, we need to calculate
PD ˚ D1 ˚ D2 . So to restore the object, as shown in
Algorithm 3, first we need to get data block D1 , D2 ,
and parity data block PD to perform decoding. Note that
to minimize the network communication, we do not use
the fixed strip length to do the calculation. For each data
block what we read is the necessary region to restore the
object. For example, suppose that the object location
in the data memory region of the failed node is stored
at address 200 with a size of 100 bytes, we just need
to read 100 bytes with corresponding offset from other
nodes to restore the data. And it needs to communicate
with other living nodes to get the data for restoring,
which involves two communications: one request for
reading data from another living node, and one response
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from another living node.
For RAIM-6, it needs to get the corresponding data
and the encoding data block to restore the object,
which will generate more network traffic than the
case of RAIM-5. For example, consider a RAIM6 storage system consisted of 3 storage nodes and
2 coding nodes. When the system performs degrade
read to restore an object, there are at least six times
of network communications. In general, the network
communication cost of degrade reads with RAIM-6 is
larger than that with RAIM-5 for the same storage size.
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some nodes fail and their data cannot be recovered from
the remaining alive nodes and can only be obtained
from the backend database with a very long access
latency. P .A/ and P .B/ can be calculated by Eq. (1)
and Eq. (2), respectively.
P .A/ D 1
P .B/ D1

ps
ps
!

s
.1
2

p/p .s

s  .1
s  .1
p/2 p .s

p/p .s

1/

(1)

1/

2/

(2)

The essential function of RAIM is to ensure reliability
against node failures. For a single RAIM set, RAIM1 and RAIM-5 can tolerate one node failure, while
RAIM-6 can tolerate two node failures. The reliability
of each RAIM set relies on the size of the RAIM set and
the failure probability of each node in the set. In this
section, we provide a reliability analysis for different
RAIM sets and also for a large cluster that includes a
number of RAIM sets. Table 1 summarizes the notations
used in our reliability analysis.

Based on existing empirical study, typical node
failure probability at data centers is around 1%[13] . We
therefore set p as 0.99 and present the numerical results
in Fig. 7. For RAIM-5, the probability of no data loss
can be kept above 0.999 when s ranges from 2 to 5. But
the probability of no data loss drops quickly when s
continues to grow from 6 to 10. The probability of no
data loss for RAIM-6 ranges from 0.999 999 to around
0.9999 when s increases from 3 to 10. In general,
RAIM-6 offers much higher reliability than RAIM-5
for the same set size. Even for the same level of storage
efficiency, such as RAIM-5 with s = 5 and RAIM-6 with
s = 10, RAIM-6 can offer much higher reliability.

4.1

4.2

4

Reliability Analysis

RAIM set reliability

For simplicity, we can regard RAIM-1 as a special
case of RAIM-5 whose set size is 2. We assume all
nodes have the same survival probability of p. We use
A to represent the event of no data loss for a RAIM1 or RAIM-5 set, and B to represent the event of no
data loss for a RAIM-6 set. Data loss happens when
Table 1
Parameter
s
p
N
n
˛
ˇ
A
B

E

F

Parameters for RAIM reliability analysis.
Meaning
The size of a RAIM set
Survival probability for each node
Number of nodes in an R-Memcached cluster
Number of failed nodes
Minimum number of sets with two failed nodes
Maximum number of sets with two failed nodes
The event of no data loss for a RAIM set that
can tolerate one node failure
The event of no data loss for a RAIM set that
can tolerate two node failures
The event of data loss for a cluster formed by
a number of RAIM sets that each set can
tolerate one node failure
The event of data loss for a cluster formed by
a number of RAIM sets that each set can
tolerate two node failures

Reliability of an R-Memcached cluster

Memcached is commonly deployed in a large cluster
with tens to thousands of nodes, which are further
divided into a number of RAIM sets. A portion of
nodes in the data center may fail randomly. For
simplicity, we assume each node has the same survival
probability of p, and the cluster has N nodes which
are divided into N=s number of RAIM sets with the

Fig. 7

Reliability of a single RAIM set.
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same configuration. Again, RAIM-1 is a special case of
RAIM-5 and we will not discuss it in the paper. We use
n to denote the number of simultaneously failed nodes
in the cluster.
We use E to represent the event of data loss (i.e., the
data cannot be recovered from R-Memcached cluster
and the backend database has to be accessed to obtain
the data) for an R-Memcached cluster which consists
of N/s number of RAIM-5 sets. Each RAIM-5 set
has s nodes and can tolerate the failure of any single
node. Obviously if n > N=s then there is a guaranteed
data loss. For the case of n 6 N=s, the probability of
data loss for the whole cluster can be calculated by
Eq. (3):
n
Y
.N s.i 1//
P .E/ D 1
(3)
.N i C 1/
iD1

where n 6 N=s and s > 2. To understand Eq. (3), we
simulate the process of selecting n failed nodes from
N nodes one by one without causing data loss. For the
first failed node F1 , it will not cause data loss. After
the failure of node F1 , any other nodes in the same
RAIM set as F1 cannot fail; otherwise data loss will
happen. Hence the probability that the second failed
node F2 will not cause data loss is .N
s/=.N
1/. Similarly, the probability that the third failed node
will not cause data loss is .N 2s/=.N 2/. Following
this thread of analysis, we can get Eq. (3).
We use F to represent the event of data loss for an
R-Memcached cluster which consists of N/s number
of RAIM-6 sets. Each RAIM-6 set has s nodes and
can tolerate the failure of any two nodes. The cluster
can then tolerate at most 2N=s node failures. Given n
simultaneous node failures, the minimum number of
sets with two failed nodes is denoted by ˛ and can be
calculated by Eq. (4); the maximum number of sets with
two failed nodes is denoted by ˇ and obviously ˇ =
n=2. The probability of no data loss P .F / can then be
calculated by Eq. (5):
8
N
N
ˆ
ˆ
; if n
> 0I
<n
s
s
˛D
(4)
ˆ
N
ˆ
:0;
if n
60
s
! !i
!
, !
ˇ
X N=s s
N=s i n 2i
N
P .F / D 1
s
i
2
n 2i
n

values ranges from ˛ to ˇ. For a given i, there are 2i
failed nodes in i RAIM sets with two node failures, and
another n 2i failed nodes in n 2i RAIM sets with a
single node failure.
As an illustrative example, we show the numerical
results for N = 2100. We compare the reliability of
RAIM-5-based cluster and RAIM-6-based cluster in
Fig. 8. The percentage of failure nodes ranges from
1‰ to 10‰. For RAIM-5-based cluster, we set s as
2, 3, 5, and 7, respectively. For RAIM-6-based cluster,
we set s as 5, 6, and 7, respectively. The figure shows
that larger RAIM set size results in higher data loss
probability. It is also very noticeable that the data loss
probability in a large cluster can be very high even if
the node failure probability is just 1%. To achieve low
data loss probability at the cluster level, RAIM-6 or
even more advanced coding techniques such as ReedSolomon coding should be used[14] .

5

Performance Evaluation of R-Memcached

In this section we present the performance evaluation of
R-Memcached on a real testbed. We focus on evaluating
the access latency and system throughput.
5.1

Testbed and performance baseline

Our testbed is illustrated in Fig. 9. Each R-Memcached
node has a single quad-core CPU and two 1-Gbps
NICs. We use 3 to 5 nodes to evaluate RAIM-1 and
RAIM-5, and 5 to 7 nodes for RAIM-6. Note that
our RAIM-6 uses two dedicated nodes to hold coding
data. We use three other computers to simulate a set
of clients that generate the requests. Client nodes are
connected to R-Memcached system through a 10-Gbps
Ethernet switch. R-Memcached nodes communicate

i D˛

(5)
where n 6 2N=s and s > 3. In Eq. (5), i represents the
number of RAIM sets with two node failures, whose

Fig. 8

Reliability of RAIM cluster with 2100 nodes.
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of data items[15] , we choose data value size of
32 bytes, 64 bytes, 128 bytes, 256 bytes, and 1 KB to
represent different workloads. We fixed the key size as
5 bytes. We measure two major performance metrics
of the R-Memcached, throughput and latency, and
compare with the standard Memcached downloaded
from the official Memcached open source group.
5.2

Fig. 9

R-Memcached testbed.

with each other through another 1-Gbps Ethernet
switch.
Since Memcached usually stores various sizes

Fig. 10

Evaluation of RAIM-1

The throughput of R-Memcached cluster for RAIM-1 is
constrained by two major factors: the CPU’s processing
power and the network bandwidth. These two factors
are represented as serving ability and network I/O in
Eq. (6). In our testbed, for data size smaller than
128 bytes the maximum serving ability turns out to be
the major bottleneck, as shown in Fig. 10. For larger
data size, the network I/O becomes the major limiting
factor. For the degrade get in RAIM-1 cluster with N

Throughput and latency for RAIM-1.
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nodes, if one node fails, the whole throughput is close
to N
1=N when the maximum serving ability is
the major constraint. When network I/O is the major
bottleneck, the penalty of degrade get becomes even
smaller. For the access latency in RAIM-1, since there
is no extra computation penalty and network I/O during
degrade get, the degrade get has almost the same
performance as the normal case. And for RAIM-1 with
different levels of workload, since both serving ability
and network I/O do not reach their maximum capacity,
the variance of the latency is very small.
Get Throughput=min.Serving Ability; Network I/O/
(6)
For the throughput illustrated in Fig. 10, with
single node, both default and degrade have the same
performance. This is also because there is no extra
performance penalty for degrade read. But for the whole
cluster, the default has better performance than the

Fig. 11

degrade. This is because for degrade get, each node in
the cluster has the same workload. But for the degrade
get with a failed node, the successor of the failed node
has double workload compared with other nodes.
5.3

Evaluation of RAIM-5

The overall throughput of a RAIM-5 cluster is also
constrained by the two factors listed in Eq. (6). As
illustrated in Fig. 11, the overall throughput is kept in
a reasonable range even when one node fails. During
the degrade read, unlike RAIM-1, RAIM-5 creates extra
network I/O and computations. It needs to fetch data
from other node to perform XOR operations to restore
the data in the failed node. We use degrade 1, degrade
2, and degrade 3 in Fig. 11 to represent the RAIM-5
system formed with 3 nodes, 4 nodes, and 5 nodes,
respectively. So for RAIM-5, the degrade get penalty
can be represented as Eq. (7). The necessary latency

Throughput and latency for RAIM-5.
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cost for the network round trip time is denoted as
ReqRTT in Eq. (7). We observe that with more nodes
in RAIM-5, the latency of degrade get grows with the
increase of workload. But still the latency is usually less
than 0.7 ms, which is quite satisfactory.
Degrade latency = Req RTT + I/O + Computation
(7)
5.4

Evaluation of RAIM-6

Here we use the Jerasure[16] as our encoding and
decoding library for RAIM-6, which can achieve
around 2 GB/s of coding speed on our testbed. In our
experiment with RAIM-6 presented in Fig. 12, the
throughput for degrade read with RAIM-6 is not as
good as RAIM-5 when the value size is smaller than
128 bytes. RAIM-6 has higher network communication
overheads than RAIM-5. Meanwhile the decoding cost
for RAIM-6 is also higher than RAIM-5. So for RAIM-

Fig. 12
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6, the CPU must sacrifice more computation power
for decoding as compared with RAIM-5, and hence its
overall system throughput becomes even lower than that
of RAIM-5.
For RAIM-6, it is able to tolerate two concurrent
node failures. The throughput for two concurrent RMemecached node failures is labelled by RAIM-6
degrade 2 get in Fig. 12. As we can see, for value
size smaller than 128 bytes, the throughput drops down
slightly because the CPUs processing power is the
major limiting factor. But when the value size is
equal to or larger than 128 bytes, the throughput drops
down very quickly because now the network bandwidth
becomes the major bottleneck.
It is also evident that the degrade latency is
even greater than RAIM-5, due to the computational
complexity of RAIM-6 and also more network
traffic during degrade get. So for RAIM-6, we can

Throughput and latency for RAIM-6.
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see that there are two potential bottlenecks, the
decoding process during degrade get and the network
bandwidth. In all our experiments, the latency is less
than 1 ms.

6

Conclusions

In this paper, we designed and implemented a reliable
distributed in-memory cache system for large-scale keyvalue stores. We give the reliability analysis and present
the performance evaluation for RAIM-1, RAIM-5, and
RAIM-6 on a real testbed. This work can be used as a
reference for choosing a suitable reliability scheme for
large-scale in-memory key-value stores.
For RAIM-1, the main issues are the load balance
during degrade read and its low storage efficiency as
compared with RAIM-5. RAIM-5 and RAIM-6 have
higher storage efficiency than RAIM-1 and their default
performance is almost the same as Memcached. During
degrade read, i.e., when some nodes fail, RAIM-5 and
RAIM-6 can maintain very low access latency (e.g., less
than 1 ms on our testbed) at the expense of lower system
throughput due to the communication and computation
overhead.
Memory-based storage system has also been
proposed as a complete future storage landscape for
large scalable high performance storage system, such
as Ramcloud storage[17] and SILT[18] . In the future,
we plan to investigate how to effectively enhance the
fault-tolerance of such systems.
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