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1. Introduction
Let D be the unit disk in the complex plane C. The Sobolev space S is the completion of the space of all smooth
functions f on D for which
‖ f ‖ =
{∣∣∣∣∫
D
f dA
∣∣∣∣2 + ∫
D
(∣∣∣∣∂ f∂z
∣∣∣∣2 + ∣∣∣∣∂ f∂ z¯
∣∣∣∣2)dA}1/2 < ∞
where the measure dA denotes the normalized area measure on D . The space S is a Hilbert space with the inner product
〈 f , g〉 =
∫
D
f dA
∫
D
g¯ dA +
∫
D
(
∂ f
∂z
∂ g
∂z
+ ∂ f
∂ z¯
∂ g
∂ z¯
)
dA.
The Dirichlet space D is the closed subspace of S consisting of all holomorphic functions f ∈S with f (0) = 0. Since each
point evaluation is a bounded linear functional on D , there corresponds to every z ∈ D a unique function Rz ∈ D which
has the following reproducing property:
f (z) = 〈 f , Rz〉
for every f ∈D . It is known that the function Rz is given by
Rz(w) = log
(
1
1− z¯w
)
, w ∈ D.
Let Q be the orthogonal projection from S onto D . Using the explicit formula for Rz , one can see that Q can be repre-
sented by the integral formula
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∫
D
z
1− zw¯
∂ψ
∂w
(w)dA(w), z ∈ D, (1.1)
for functions ψ ∈S . Let
M =
{
u ∈ C1(D): u, ∂u
∂z
,
∂u
∂ z¯
∈ L∞
}
.
Here and in what follows, Lp = Lp(D,dA) denotes the usual Lebesgue space on D .
Given a function u ∈M , the Toeplitz operator Tu with symbol u is deﬁned by
Tu f = Q (u f )
for functions f ∈ D . Then, given u ∈ M , it is known that the Toeplitz operator Tu is a bounded linear operator on D . See
[12] for details and related facts.
In [12], the author studied some algebraic properties of (semi-)commutators and products of Toeplitz operators with
harmonic symbols. More explicitly, given harmonic symbols u, v ∈M , it has been proved that TuTv − Tv Tu = 0 if and only
if u, v are both holomorphic, or u, v are both antiholomorphic, or a nontrivial linear combination of u and v is constant
on D , and TuTv − Tuv = 0 if and only if u¯ or v is holomorphic. Moreover, given harmonic symbols u, v, τ ∈M , it was also
proved that TuTv = Tτ if and only if either u¯ or v is holomorphic and τ − uv has a continuous extension to the closure D¯
of D with value 0 on ∂D , the boundary of D . Also, in the same paper, the corresponding characterizations for compactness
have been studied.
Motivated by these results, in this paper we consider a more general class of operators which contain commutators,
semi-commutators or products of two Toeplitz operators with harmonic symbols. More explicitly, we consider operators T
of the form
T = Tλ +
N∑
j=1
Tu j T v j (1.2)
where u j, v j ∈ M are harmonic and λ is a ﬁnite sum of ﬁnite products of harmonic functions in M . The special case of
when N = 2, λ = 0, u2 = −v1 and v2 = u1 gives the commutator of Tu1 and Tv1 . Also, the case N = 1, λ = −u1v1 reduces
to the semi-commutator Tu1 Tv1 − Tu1v1 .
In this paper, we characterize operators of the type (1.2) to be zero or compact on the Dirichlet space D . Our results
provide uniﬁed ways of treating several known results in [12]. Also, they generalize results mentioned above concern-
ing (semi-)commutators and products of Toeplitz operators with harmonic symbols. The corresponding problems on the
Bergman space and Hardy space of the unit disk have been studied in [5] and [13], respectively.
To state our results, we let F denote the class of all functions λ of the form
λ =
M∑
i=1
ui1ui2 · · ·uiNi
where each uij ∈ M is harmonic. One can check that a product of two harmonic symbols in M still belongs to M . So,
we have F ⊂M . Also, given a harmonic symbol u = f + g¯ ∈M with f , g holomorphic on D , we have f ′, g′ ∈ L∞ . Hence
f , g have the continuous extension to D¯ and so does u. Moreover, each function in F has the continuous extension to D¯ .
We will use the same notation for a function in F and its continuous extension to D¯ .
Our ﬁrst result is the following characterization for operators of the form (1.2) to be zero on the Dirichlet space D .
Theorem 1.1. Let u j, v j ∈M be harmonic for j = 1, . . . ,N and λ ∈F . Then
Tλ +
N∑
j=1
Tu j T v j = 0
onD if and only if the following two conditions hold:
(a) λ +∑Nj=1 u j v j = 0 on ∂D.
(b)
∑N
j=1 Q u j Q v j = 0 on D.
In conjunction with Theorem 1.1, we next study the zero-product problem of when a product of ﬁnite Toeplitz operators
is equal to zero on D . For Toeplitz operators on the Hardy space, Brown and Halmos [4] proved that the product of two
Toeplitz operators with general bounded symbols is zero if and only if the symbol of one of them is zero. Later, the result of
Brown and Halmos has been extended to products with ﬁve factors by Guo [11] and to products with six factors by Gu [10].
Recently, this problem has been completely solved for products with general ﬁnite factors by Aleman and Vukotic´ [10]. For
506 Y.J. Lee / J. Math. Anal. Appl. 357 (2009) 504–515Toeplitz operators on the Bergman space of the unit disk, Ahern and Cˇucˇkovic´ [2] proved that if a product of two Toeplitz
operators with bounded harmonic symbols is zero, then one of the symbols is the zero function on D . Also, the higher
dimensional cases have been studied on the ball and polydisk in [6,7] and [9].
But, on the Dirichlet space, the situation is quite different even for single Toeplitz operators. Theorem 1.1 (with u j = 0
for all j) shows that for λ ∈ F , Tλ = 0 if and only if λ = 0 on ∂D; see also Proposition 9 of [12]. So, there are lots of
nonzero symbols inducing zero Toeplitz operators. But, the author [12] answered the problem aﬃrmatively for two factors
with harmonic symbols: For harmonic u1,u2 ∈ M , Tu1 Tu2 = 0 if and only if one of u1 and u2 is equal to zero on D . Our
next result shows that the zero-product problem can be solved for any ﬁnite products of Toeplitz operators with harmonic
symbols.
Theorem 1.2. Let u j ∈M be harmonic for j = 1, . . . ,N. Then Tu1 Tu2 · · · TuN = 0 onD if and only if one of u j is equal to 0 on D.
In the proof of Theorem 1.2, we will use a recent result in [1] on the zero-product problem for Toeplitz operators on the
Hardy space.
Our next result is the corresponding characterization of compactness for operators of the form (1.2).
Theorem 1.3. Let u j, v j ∈M be harmonic for j = 1, . . . ,N and λ ∈F . Then the following two conditions are equivalent:
(a) Tλ +∑Nj=1 Tu j T v j is compact onD .
(b) λ +∑Nj=1 u j v j = 0 on ∂D.
In Section 2, we collect some preliminary results which will be needed in our proofs. The proofs of Theorems 1.1 and 1.2
will be given in Section 3. As applications, we characterize ﬁnite sums of (semi-)commutators of two Toeplitz operators with
harmonic symbols to be zero. Also, we recover the results concerning (semi-)commutators and products of two Toeplitz
operators with harmonic symbols. In Section 4, we will prove Theorem 1.3. As an immediate consequence, we show that
ﬁnite sums of (semi-)commutators of two Toeplitz operators with harmonic symbols are always compact; see Corollary 4.3.
2. Preliminaries
The Bergman space L2a is the closed subspace of L
2 consisting of all holomorphic functions. We let P be the orthogonal
projection from L2 onto L2a . The projection P is the well known Bergman projection whose its explicit formula is given by
Pψ(z) =
∫
D
ψ(w)
(1− zw¯)2 dA(w), z ∈ D,
for functions ψ ∈ L2. Given a function u ∈ L∞ , the Bergman space Toeplitz operator Su with symbol u is the linear operator
on L2a deﬁned by
Su f = P (u f )
for functions f ∈ L2a . Clearly, for u ∈ L∞ , Su is a bounded linear operator on L2a .
Given a bounded operator T on L2a , the Berezin transform of T is the function B[T ] on D deﬁned by
B[T ](a) =
∫
D
(Tka)(z)ka(z)dA(z), a ∈ D,
where ka denotes the normalized Bergman kernel given by
ka(z) = 1− |a|
2
(1− a¯z)2 , z ∈ D.
For u ∈ L∞ , we simply let Bu = B[Su]. It is known that B[T ] is a continuous function on D and Bu = u for every harmonic
functions u ∈ L∞ . Moreover, if u ∈ C(D¯), then Bu ∈ C(D¯) and u = Bu on ∂D . See Chapter 6 of [14] for details and related
facts. Also, since P (ψ¯ka) = ψ(a)ka for all a ∈ D and ψ ∈ L2a , a simple manipulation shows that the following identity holds;
B[S f+g¯ Sh+k¯] = f h + f k¯ + B[g¯h] + gk (2.1)
for all bounded functions f , g,h and k holomorphic on D .
For each a ∈ D , we put
ρa(z) = (1− |a|
2)z
¯ , z ∈ D.1− az
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Q ( f¯ ρa) = f (a)ρa (2.2)
for all a ∈ D . See [12] for details and related facts. Using (2.2), we can easily see that the following useful identity holds:
[TuTv − Tuv ]ρa = f k(a)ρa − Q ( f k¯ρa), a ∈ D, (2.3)
for harmonic functions u, v ∈M such that u = f + g¯ , v = h + k¯, where f , g,h,k are holomorphic functions on D .
The following lemma shows that there is a useful connection between Toeplitz products on the Dirichlet space and
Bergman space.
Lemma 2.1. Let u, v ∈M be harmonic on D. Then there exists a function Φ ∈ L∞ such that
〈TuTvρa,ρa〉 = B[Su Sv ](a) +
(
1− |a|2)Φ(a)
for all a ∈ D.
Proof. Write u = f + g¯ and v = h + k¯ where f , g,h and k are holomorphic on D . Then, the proof of Theorem D in [12]
shows that
〈TuTvρa,ρa〉 = f (a)v(a) + B[g¯h](a) + g(a)k(a) +
(
1− |a|2)Φ(a)
where Φ(a) = a[ f ′(a)v(a) + f (a)h′(a)] + P [g¯h′ρa](a). Moreover, using Lemma 8 of [12], we have Φ ∈ L∞ . Now, by (2.1), we
have the desired result. The proof is complete. 
We also need the following characterization of harmonicity of functions which are ﬁnite sums of products of holomorphic
and antiholomorphic functions in terms of their Taylor coeﬃcients.
Proposition 2.2. Let f j, g j be holomorphic on D for j = 1, . . . ,N. Suppose {a jk: k = 1,2, . . .} and {b jk: k = 1,2, . . .} are Taylor
coeﬃcients of f j and g j , respectively. Then the following statements are equivalent:
(a)
∑N
j=1 f j g j is harmonic on D.
(b)
∑N
j=1[ f j(z) − f j(0)][g j(w) − g j(0) ] = 0 for every z,w ∈ D.
(c)
∑N
j=1 a
j
kb
j
 = 0 for every ,k 1.
Proof. Assume (a). By Theorem 3.3 of [5], we have
N∑
j=1
[
f j − f j(0)
][
g j − g j(0)
]= 0
and then (b) follows from Lemma 9 of [8]. Now, assume (b). Then, for ﬁxed r ∈ (0,1) we have
N∑
j=1
[
f j
(
reit
)− f j(0)][g j(reis)− g j(0) ]= 0
for every s, t real. It follows that
0 =
N∑
j=1
2π∫
0
e−ikt
[
f j
(
reit
)− f j(0)] dt2π
2π∫
0
eis
[
g j
(
reis
)− g j(0) ] ds2π = r+k
N∑
j=1
a jkb
j

for every ,k 1, so we have (c). Finally, if (c) holds, then we can see
∑N
j=1[ f j − f j(0)][g j − g j(0) ] = 0 and thus
N∑
j=1
f j g j =
N∑
j=1
[
f j g j(0) + f j(0)g j − f j(0)g j(0)
]
,
which is harmonic on D . So (a) holds and the proof is complete. 
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In this section, we prove Theorems 1.1 and 1.2. Also, we will observe some consequences. Given n = 1,2, . . . , let cn =
1/
√
n and en(z) = cnzn for z ∈ D . Then the sequence {en} forms an orthonormal basis for D . Let C be the diagonal matrix
whose diagonal coeﬃcients are given by c1, c2, . . . . Namely,
C =
⎛⎜⎜⎜⎝
c1 0 0 · · ·
0 c2 0 · · ·
0 0 c3 · · ·
.
.
.
.
.
.
.
.
.
. . .
⎞⎟⎟⎟⎠ .
As is well known, every bounded linear operator L on D has a matrix representation with respect to the orthonormal
basis {en} whose matrix coeﬃcients are given by 〈Lek, e j〉. The following lemma gives the explicit formula of the matrix of
Toeplitz operators with harmonic symbol with respect to the orthonormal basis {en}. See Proposition 4 of [12] for a proof.
Lemma 3.1. Let u ∈M be a harmonic function and write
u(z) =
∑
k<0
akz−k +
∑
k0
akz
k, z ∈ D,
for the power series expansion of u. Then the matrix of Tu with respect to the orthonormal basis {en} is given by CMuC−1 where
Mu =
⎛⎜⎜⎜⎜⎜⎝
a0 a−1 a−2 a−3 · · ·
a1 a0 a−1 a−2 · · ·
a2 a1 a0 a−1 · · ·
a3 a2 a1 a0 · · ·
.
.
.
.
.
.
.
.
.
.
.
.
. . .
⎞⎟⎟⎟⎟⎟⎠ .
Recall that F is the class of all functions λ of the form
λ =
M∑
i=1
ui1ui2 · · ·uiNi
where each uij ∈M is harmonic. Also recall that F ⊂M and each function in F has the continuous extension to D¯ . The
following lemma taken from Proposition 9 of [12] is a characterization of zero Toeplitz operators with symbol in F .
Lemma 3.2. Let ϕ ∈F . Then Tϕ = 0 onD if and only if ϕ = 0 on ∂D.
Before proving Theorem 1.1, we ﬁrst have a preliminary result, together with one more equivalent condition in terms of
their Taylor coeﬃcients, where operators of the form (1.2) with λ = 0 are considered.
Theorem 3.3. Let u j, v j ∈M be harmonic for j = 1, . . . ,N and write
u j(z) =
∑
k<0
a jkz
−k +
∑
k0
a jkz
k, v j(z) =
∑
k<0
b jkz
−k +
∑
k0
b jkz
k
for series expansions of u j and v j , respectively. Then the following statements are all equivalent:
(a)
∑N
j=1 Tu j T v j = 0.
(b)
∑N
j=1 u j v j = 0 on ∂D and
∑N
j=1 a
j
i b
j
−k = 0 for all i,k 1.
(c)
∑N
j=1 u j v j = 0 on ∂D and
∑N
j=1 Q u j Q v j = 0 on D.
Proof. For each j = 1, . . . ,N , we put
f j(z) =
∑
k0
a jkz
k, g j(z) =
∑
k>0
a j−kz
k,
h j(z) =
∑
k0
b jkz
k, k j(z) =
∑
k>0
b j−kz
k.
Thus u j = f j + g j and v j = h j + k j for each j = 1, . . . ,N .
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Then, since the matrix of Tu j T v j with respect to the orthonormal basis {en} is given by CMu j Mv j C−1 by Lemma 3.1, we see
the matrix of
∑N
j=1 Tu j T v j is given by C[
∑N
j=1 Mu jMv j ]C−1. Since
∑N
j=1 Tu j T v j = 0 by assumption, we have
M :=
N∑
j=1
Mu jMv j = 0. (3.1)
By Lemma 3.1, we see that the matrix coeﬃcients mji,k of the matrix of Mu jMv j are given
mji,k =
∞∑
=1
a ji−b
j
−k+
for all i,k 1 and each j = 1, . . . ,N . It follows that mji+1,k+1 =mji,k + a ji b j−k for all i,k 1 and each j = 1, . . . ,N . Since the
matrix coeﬃcients mi,k of M is given by
∑N
j=1m
j
i,k , we have
mi+1,k+1 =mi,k +
N∑
j=1
a ji b
j
−k, i,k 1.
Since M = 0 by (3.1), we have mi,k = 0 and then ∑Nj=1 a ji b j−k = 0 for every i,k  1. So, we have the second part of (b) and
then the function
∑N
j=1 f jk j is harmonic by Proposition 2.2. Hence B[
∑N
j=1 f jk j ] =
∑N
j=1 f jk j . It follows from (2.1) that
B
[
N∑
j=1
u j v j
]
= B
[
N∑
j=1
( f jh j + f jk j + g jk j )
]
+ B
[
N∑
j=1
g jh j
]
=
N∑
j=1
[
f jh j + f jk j + B(g jh j) + g jk j
]
=
N∑
j=1
B[Su j Sv j ]. (3.2)
On the other hand, since
∑N
j=1 Tu j T v j = 0 by assumption (a), we have by an application of Lemma 2.1
N∑
j=1
B[Su j Sv j ](a) = −
(
1− |a|2)Ψ (a), a ∈ D,
for some function Ψ ∈ L∞ . Now, taking the limit as |a| → 1 to both sides above and using (3.2), we have B[∑Nj=1 u j v j] ∈ C0.
Here and in what follows, C0 denotes the space of all continuous functions ψ on D for which ψ(a) → 0 as |a| → 1. Since∑N
j=1 u j v j is continuous on D¯ , we conclude that
N∑
j=1
u j v j = B
[
N∑
j=1
u j v j
]
= 0
on ∂D and the ﬁrst part of (b) follows.
Now, assume (b). By Proposition 2.2, the second condition of (b) implies that the function
∑N
j=1 f jk j is harmonic and
then
N∑
j=1
[
f j − f j(0)
][
k j − k j(0)
]= 0
on D . Note that Q (ψ¯) = 0 and Q (ψ) = ψ −ψ(0) for holomorphic functions ψ ∈S . It follows that Q (u j) = f j − f j(0) and
Q (v j) = k j − k j(0) for each j. So, we conclude (c).
Finally assume (c) and prove (a). Since the set {ka: a ∈ D} spans a dense subset of L2a and ρ ′a = ka for all a ∈ D , one can
see that the set {ρa: a ∈ D} spans a dense subset of D . So, to prove (a), it is suﬃcient to show
N∑
Tu j T v jρa = 0 (3.3)j=1
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N∑
j=1
Tu j T v jρa = T∑Nj=1 u j v jρa +
N∑
j=1
f jk j(a)ρa − Q
[
N∑
j=1
f jk jρa
]
.
On the other hand, since
∑N
j=1 u j v j = 0 on ∂D by the assumption, we have T∑Nj=1 u j v j = 0 by Lemma 3.2. So, in order to
prove (3.3), it is necessary and suﬃcient to show
Q
[
N∑
j=1
f jk jρa
]
=
N∑
j=1
f jk j(a)ρa. (3.4)
Since Q u j = f j − f j(0) and Q v j = k j − k j(0) for each j, we have
N∑
j=1
[
f j − f j(0)
][
k j − k j(0)
]= N∑
j=1
Q u j Q v j = 0 (3.5)
by assumption and hence we have
∑N
j=1 f jk j = F + G¯ where
F =
N∑
j=1
f jk j(0), G =
N∑
j=1
f j(0)
[
k j − k j(0)
]
.
Since F ,G are holomorphic, the function
∑N
j=1 f jk j is harmonic. It follows from Proposition 2.2 that
N∑
j=1
f j(z)k j(a) =
N∑
j=1
f j(z)k j(0) +
N∑
j=1
f j(0)
[
k j(a) − k j(0)
]= F (z) + G(a) (3.6)
for every z,a ∈ D . Since ρa(0) = 0, it follows from (2.2) that
Q
[
N∑
j=1
f jk jρa
]
= Q [(F + G¯)ρa]= Fρa − F (0)ρa(0) + G(a)ρa = [F + G(a)]ρa = N∑
j=1
f jk j(a)ρa
where the last equality follows from (3.6). Thus, we have (3.4) and conclude (a). The proof is complete. 
Now, we are ready to prove Theorem 1.1.
Proof of Theorem 1.1. Since λ ∈ F , λ can be written as a ﬁnite sum of the products of a holomorphic function and an
antiholomorphic function. Namely, λ =∑Mj=1 ϕ jψ j where M is a positive integer and ϕ j,ψ j are holomorphic. We note that
ϕ j,ψ j ∈M for each j because λ ∈F . Also, note that Tϕ jψ j = Tψ j Tϕ j for each j. It follows that
Tλ = T∑M
j=1 ϕ jψ j
=
M∑
j=1
Tϕ jψ j =
M∑
j=1
Tψ j Tϕ j . (3.7)
So, by Theorem 3.3, we see Tλ +∑Nj=1 Tu j T v j = 0 if and only if
M∑
j=1
ϕ jψ j +
N∑
j=1
u j v j = 0 on ∂D,
and
M∑
j=1
Q ψ j Q ϕ j +
N∑
j=1
Q u j Q v j = 0.
Note Q ψ j = 0 because ψ j is holomorphic for each j. Now, recalling λ =∑Mj=1 ϕ jψ j , we have the desired result. The proof
is complete. 
We now apply Theorem 1.1 to operators which are ﬁnite sums of (semi-)commutators of two Toeplitz operators. Given
Toeplitz operators Tu and Tv , we let
[Tu, Tv ] = TuTv − Tv Tu, (Tu, Tv ] = TuTv − Tuv
Y.J. Lee / J. Math. Anal. Appl. 357 (2009) 504–515 511denote the commutator and the semi-commutator, respectively. Note that
N∑
j=1
(Tu j , Tv j ] = Tλ +
N∑
j=1
Tu j T v j where λ = −
N∑
j=1
u j v j .
Since we already have λ = −∑Nj=1 u j v j in the above, we ﬁrst have the following consequence of Theorem 1.1.
Corollary 3.4. Let u j, v j ∈M be harmonic for j = 1, . . . ,N. Then the following statements are equivalent:
(a)
∑N
j=1(Tu j , Tv j ] = 0.
(b)
∑N
j=1 Q u j Q v j = 0 on D.
Since a commutator is the difference of associated semi-commutators, Corollary 3.4 yields another corollary for commu-
tators as follows. Another way of deriving this corollary is to take λ = 0 in Theorem 1.1.
Corollary 3.5. Let u j, v j ∈M be harmonic for j = 1, . . . ,N. Then the following statements are equivalent:
(a)
∑N
j=1[Tu j , Tv j ] = 0.
(b)
∑N
j=1 Q u j Q v j =
∑N
j=1 Q v j Q u j on D.
To observe more applications, we need the following result asserting that harmonic kernels under the projection Q are
exactly antiholomorphic functions.
Lemma 3.6. Given a harmonic function ψ ∈M , we have Q ψ = 0 if and only if ψ is antiholomorphic.
Proof. Write ψ = f + g¯ for some functions f , g holomorphic on D and assume Q ψ = 0. Since f − f (0) ∈ D and Q [g¯ +
f (0)] = 0 by the explicit formula (1.1) of Q , we have
0 = Q ψ = Q [ f − f (0) + g¯ + f (0)]= f − f (0).
Thus f is constant and then ψ is antiholomorphic. The converse implication is clear by (1.1). The proof is complete. 
In special case N = 2 of Theorem 1.1, we obtain a more concrete description as in the next theorem.
Theorem 3.7. Let λ ∈ F and u1,u2, v1, v2 ∈ M be harmonic functions. Then Tλ = Tu1 Tv1 − Tu2 Tv2 holds on D if and only if
λ = u1v1 − u2v2 on ∂D and one of the following statements holds:
(a) Both u1 and u2 are antiholomorphic.
(b) Both v1 and v2 are holomorphic.
(c) v1 is holomorphic and u2 is antiholomorphic.
(d) There exists a constant β ∈C such that u1 − βu2 is antiholomorphic and v2 − βv1 is holomorphic.
Proof. First consider the following equation on D:
Q u1Q v1 = Q u2Q v2. (3.8)
If Q u2 is identically 0 on D , then (3.8) shows that either Q u1 is identically 0 (so u1,u2 are all antiholomorphic by Lem-
ma 3.6 and (a) holds) or Q v1 is identically 0 (so u2, v1 are antiholomorphic by Lemma 3.6 and (c) holds). Similarly, if Q v1
is identically 0, we see that either (b) or (c) holds. Thus we may assume neither Q u2 nor Q v1 is identically 0 on D , and
then (3.8) shows that
Q u1
Q u2
=
(
Q v2
Q v1
)
at all points of D except the countable set consisting of the zeroes of Q u2Q v1. Thus the above must be equal to a con-
stant β on D and then Q (u1 − βu2) = Q (v2 − βv1 ) = 0 on D . Hence by Lemma 3.6, u1 − βu2 is antiholomorphic and
v2 − βv1 is holomorphic, which implies (d). Thus we conclude that (3.8) implies one of (a), (b), (c) and (d) holds. Con-
versely, if one of (a), (b), (c) and (d) holds, then one can also easily see from Lemma 3.6 that (3.8) holds.
Now, by Theorem 1.1, we have Tλ = Tu1 Tv1 − Tu2 Tv2 if and only if λ = u1v1 − u2v2 on ∂D and (3.8) holds. So, by the
observation above, we have the desired result. The proof is complete. 
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symbols as in Corollary 3.8(a) below which recovers Theorem A of [12]. Also, taking u2 = v2 = 0 in Theorem 3.7, we have
Corollary 3.8(b) below which extends Theorem C of [12] where a single harmonic symbol λ is considered. Also, taking
λ = uv in Corollary 3.8(b), we characterize semi-commuting Toeplitz operators with harmonic symbol as in Corollary 3.8(c)
below which recovers Theorem B of [12].
Corollary 3.8. Let u, v ∈M be harmonic and λ ∈F . Then the following statements hold:
(a) Tu and Tv commute onD if and only if u, v are holomorphic or u, v are antiholomorphic or a nontrivial linear combination of u
and v is constant on D.
(b) Tλ = TuTv onD if and only if u¯ or v is holomorphic and λ = uv on ∂D.
(c) Tuv = TuTv onD if and only if either u¯ or v is holomorphic.
Now, we turn to the proof of Theorem 1.2. In our proof, we will use a known result on zero-product problem for Toeplitz
operators on the Hardy space. So, we need to introduce the notion of Hardy space Toeplitz operators and basic facts.
We let Lp(∂D) = Lp(∂D, σ ) denote the usual Lebesgue space of ∂D where dσ is the normalized Lebesgue measure
on ∂D . The Hardy space H2(D) is the closure of the polynomials in L2(∂D). Let R be the orthogonal projection from L2(∂D)
onto H2(D). For a function ϕ ∈ L∞(∂D), the Hardy space Toeplitz operator tϕ with symbol ϕ is deﬁned by
tϕ f = R(ϕ f )
for functions f ∈ H2(D). Then tϕ is a bounded linear operator on H2(D). See Chapter 10 of [14] for details.
In the proof of Theorem 1.2, we will make use of the following recent result on the zero product problem for Toeplitz
operators on H2(D). See Theorem A of [1] for a proof.
Lemma 3.9. Let ϕ1,ϕ2, . . . , ϕN ∈ L∞(∂D). Then tϕ1tϕ2 · · · tϕN = 0 on H2(D) if and only if ϕ j = 0 on ∂D for some j.
Recall that {einθ } forms an orthonormal basis for H2(D). If ϕ is a bounded function on ∂D with Fourier coeﬃcients an ,
then one can check that the matrix representation of tϕ under the standard basis {einθ } has the following form⎛⎜⎜⎜⎜⎜⎝
a0 a−1 a−2 a−3 · · ·
a1 a0 a−1 a−2 · · ·
a2 a1 a0 a−1 · · ·
a3 a2 a1 a0 · · ·
.
.
.
.
.
.
.
.
.
.
.
.
. . .
⎞⎟⎟⎟⎟⎟⎠ . (3.9)
Suppose u ∈M is a harmonic function and write
u(z) =
∑
k<0
akz−k +
∑
k0
akz
k, z ∈ D,
for the power series expansion of u. Since u ∈ C(D¯), when we think of u as a function bounded on ∂D , we note that the
Fourier coeﬃcients of u are exactly an . Hence, by (3.9), we see that the matrix representation of tu under the standard basis
{einθ } is equal to Mu where Mu is the matrix corresponding to u introduced in Lemma 3.1.
Now we prove Theorem 1.2.
Proof of Theorem 1.2. First assume Tu1 Tu2 · · · TuN = 0. For each j, we let M j be the matrix corresponding to u j introduced
in Lemma 3.1. Since the matrix of Tu j with respect to {en} is given by CM jC−1 by Lemma 3.1, we see the matrix of
Tu1 Tu2 · · · TuN is given by CM1M2 · · ·MNC−1. Since Tu1 Tu2 · · · TuN = 0 by the assumption, we have M1M2 · · ·MN = 0. On
the other hand, since the matrix of each tu j with respect to {einθ } is given by M j as mentioned before, we see the matrix of
tu1tu2 · · · tuN is given by M1M2 · · ·MN , which is equal to 0. It follows that tu1tu2 · · · tuN = 0 on H2(D). Now, by Lemma 3.9,
we see that one of u j is equal to 0 on ∂D and hence on D by the harmonicity. The converse implication is clear. The proof
is complete. 
4. Proof of Theorem 1.3
In this section, we prove Theorem 1.3. In the course of the proof, we will use the following result concerning compactness
criteria for operators which are ﬁnite sums of products of two Bergman space Toeplitz operators with harmonic symbols
in M .
Y.J. Lee / J. Math. Anal. Appl. 357 (2009) 504–515 513Lemma 4.1. Let u j, v j ∈M be harmonic for j = 1, . . . ,N. Then the following statements are equivalent:
(a)
∑N
j=1 Su j Sv j is compact on L2a .
(b) B[∑Nj=1 Su j Sv j ] ∈ C0 .
(c)
∑N
j=1 u j v j = 0 on ∂D.
In the proof, let ˜ denote the invariant Laplacian on D deﬁned by
˜ = (1− |z|2)2 ∂2
∂z∂¯z
.
Proof. The equivalence of (a) and (b) is a consequence of Theorem 2 in [3]. By Theorem 4.4 of [5], we have (a) is equivalent
to that
N∑
j=1
˜[Pu j P v j ] ∈ C0 and
N∑
j=1
u j v j ∈ C0. (4.1)
Write u j = f j + g j and v j = h j + k j for each j where f j, g j,h j,k j are holomorphic functions on D . Since Pu j = f j + g j(0)
and P v j = h j(0) + k j , we can see
˜[Pu j P v j ](a) =
(
1− |a|2)2 f ′j(a)k′j(a) = (1− |a|2)2 ∂u j∂z (a) ∂v j∂ z¯ (a)
for all a ∈ D . Since u j, v j ∈ M , we see ∂u j∂z and ∂v j∂ z¯ are bounded on D . So ˜[Pu j P v j ] ∈ C0 for each j and the ﬁrst
condition of (4.1) always holds. Hence (4.1) shows that (a) is equivalent to (c) because
∑N
j=1 u j v j ∈ C(D¯). This completes
the proof. 
Using the explicit formula (1.1) of Q , one can check
(Q ψ)′(z) = P
(
∂ψ
∂w
)
(z), z ∈ D, (4.2)
for functions ψ ∈S . Also, it turns out that
P ( f¯ Pu) = P ( f¯ u), Q ( f¯ Q v) = Q ( f¯ v) (4.3)
for every f ∈M holomorphic, u ∈ L2 and v ∈S . See [12] for details.
Before proving Theorem 1.3, we also prove a preliminary result for operators of the form (1.2) with λ = 0.
Theorem 4.2. Let u j, v j ∈M be harmonic for j = 1, . . . ,N. Then the following two conditions are equivalent:
(a)
∑N
j=1 Tu j T v j is compact.
(b)
∑N
j=1 u j v j = 0 on ∂D.
Proof. Put T =∑Nj=1 Tu j T v j and S =∑Nj=1 Su j Sv j for simplicity. First suppose T is compact. Since the normalizing function
ρa converges weakly to 0 in D as |a| → 1, we obtain
lim|a|→1〈Tρa,ρa〉 = 0. (4.4)
Fix a ∈ D . By an application of Lemma 2.1, there exists a function Ψ ∈ L∞ such that
〈Tρa,ρa〉 = B[S](a) +
(
1− |a|2)Ψ (a).
It follows from (4.4) that B[S] ∈ C0. Hence, by Lemma 4.1, we have (b).
To prove the converse implication, assume (b). By Lemma 4.1 again, S is compact on L2a . Write u j = f j + g j and
v j = h j + k j for some functions f j, g j,h j,k j holomorphic on D . To prove compactness of T , we let {ϕn} be any sequence
converging weakly to 0 in D . Using (4.3), one can see that
Tϕn =
N∑[
f j Q (v jϕn) + Q (g j v jϕn)
]j=1
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Sϕ′n =
N∑
j=1
[
f j P
(
v jϕ
′
n
)+ P(g j v jϕ′n)]
hold for each n. It follows from (4.2) that
(Tϕn)
′ =
N∑
j=1
{
f ′j Q (v jϕn) + f j P
(
h′jϕn + v jϕ′n
)+ P[g j(h′jϕn + v jϕ′n)]}
= Sϕ′n +
N∑
j=1
{
f ′j T v jϕn + f j P
(
h′jϕn
)+ P(g jh′jϕn)}
for each n. Since {ϕn} converges weakly to 0 in D , {ϕ′n} converges weakly to 0 in L2a as n → ∞. Thus, the compactness of S
implies
lim
n→∞
∥∥Sϕ′n∥∥2 = 0 (4.5)
where ‖ ‖2 denotes the usual L2-norm with respect to the measure dA. Note each Tv jϕn converges weakly to 0 in D and
the identity operator from D into L2a is compact; see Lemma 12 of [12]. It follows that
lim
n→∞
∥∥ f ′j T v jϕn∥∥2  ∥∥ f ′j∥∥∞ limn→∞‖Tv jϕn‖2 = 0 (4.6)
for each j. Also, by the L2-boundedness of P , we see
lim
n→∞
∥∥ f j P(h′jϕn)∥∥2  ‖ f j‖∞∥∥h′j∥∥∞ limn→∞‖ϕn‖2 = 0, limn→∞∥∥P(g jh′jϕn)∥∥2  ∥∥g jh′j∥∥∞ limn→∞‖ϕn‖2 = 0
for each j. Combining the above with (4.5) and (4.6), we see
lim
n→∞‖Tϕn‖ = limn→∞
∥∥(Tϕn)′∥∥2 = 0
and hence T is compact on D , as desired. The proof is complete. 
Now, we are ready to prove Theorem 1.3.
Proof of Theorem 1.3. As in the proof of Theorem 1.1, we can write λ =∑Mj=1 ϕ jψ j where M is a positive integer and ϕ j,ψ j
are holomorphic. By (3.7), we have
Tλ +
N∑
j=1
Tu j T v j =
M∑
j=1
Tψ j Tϕ j +
N∑
j=1
Tu j T v j .
So, by Theorem 4.2, we see Tλ +∑Nj=1 Tu j T v j is compact on D if and only if
M∑
j=1
ϕ jψ j +
N∑
j=1
u j v j = 0 on ∂D.
Now, since λ =∑Mj=1 ϕ jψ j , we have the desired result. The proof is complete. 
As a simple consequence of Theorem 1.3, we have the following corollary which is an extension of Corollary 13 in [12].
Corollary 4.3. Given harmonic functions u j, v j ∈M for j = 1, . . . ,N, the operators∑Nj=1(Tu j , Tv j ] and∑Nj=1[Tu j , Tv j ] are always
compact.
We close the paper with examples concerning Theorems 1.1 and 1.3. Given a positive integer N , using Theorems 1.1
and 1.3, one can show that T−N +∑Nj=1 Tz j T j is a nonzero compact operator and T−N +∑Nj=1 T j Tz j = 0 on D .z z
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