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A scale-dependent dynamic subgrid-scale model for large-eddy simulation of turbu-
lent flows is proposed. Unlike the traditional dynamic model, it does not rely on the
assumption that the model coecient is scale invariant. The model is based on a
second test-ltering operation which allows us to determine from the simulation how
the coecient varies with scale. The scale-dependent model is tested in simulations
of a neutral atmospheric boundary layer. In this application, near the ground the
grid scale is by necessity comparable to the local integral scale (of the order of the
distance to the wall). With the grid scale and/or the test-lter scale being outside the
inertial range, scale invariance is broken. The results are compared with those from
(a) the traditional Smagorinsky model that requires specication of the coecient and
of a wall damping function, and (b) the standard dynamic model that assumes scale
invariance of the coecient. In the near-surface region the traditional Smagorinsky
and standard dynamic models are too dissipative and not dissipative enough, respec-
tively. Simulations with the scale-dependent dynamic model yield the expected trends
of the coecient as a function of scale and give improved predictions of velocity
spectra at dierent heights from the ground. Consistent with the improved dissipation
characteristics, the scale-dependent model also yields improved mean velocity proles.
1. Introduction
Large-eddy simulation (LES) has become an important tool for the study of
turbulent transport in environmental flows (Deardor 1974; Moeng 1984; Moeng
& Wyngaard 1984; Shaw & Schumann 1992; Mason 1994) and engineering flows
(Lesieur & Metais 1996; Piomelli 1999). LES explicitly resolves the flow at scales larger
than a certain scale , while the scales smaller than  are parameterized. Eective
equations for the large scales are derived by spatially ltering the original Navier{
Stokes equations at the grid scale  (ltered variables are denoted henceforth by a
tilde). The eect of the subgrid-scale (SGS) motion is represented by the divergence
of the SGS stress. The SGS stress is dened as
ij = u˜iuj − u˜iu˜j (1.1)
and it must be closed in terms of the resolved eld u˜i.
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An important development in SGS modelling occurred with the formulation of the
Germano identity (Germano et al. 1991). By relating stresses at dierent scales, the
indentity allows model coecients to be determined from the resolved scales during
LES. One of the major assumptions of this dynamic approach is scale similarity, i.e.
that model coecients are invariant under scale transformation (Meneveau & Katz
2000). While this is a reasonable assumption if  pertains to an idealized inertial range
of turbulence, it is not expected to hold if  falls near a transition scale (denoted
below by t) where more complicated physics may occur. For example, in certain
parts of the flow the grid scale may approach the integral scale. This limit is of
relevance when LES approaches the Reynolds-averaged Navier{Stokes formulation.
In particular, such a situation occurs in LES of wall-bounded flows where the integral
scale is of the order of the distance to the wall, z. If the simulation does not resolve
the viscous sublayer, the rst few cells near the wall have a grid scale on the order
of the local integral scale. Thus, at a scale t  z one expects a transition behaviour,
and possibly inaccurate results from the traditional dynamic model. In this flow in
the near-wall region the subgrid stress is a signicant fraction of the total stress and
hence the accuracy of the results is particularly sensitive to the SGS model.
In x 2, applications of the standard dynamic model for LES of a neutral atmospheric
boundary layer (ABL) are presented that illustrate the diculty associated with the
assumption of scale-invariance. Comparisons with the non-dynamic Smagorinsky
model are also presented.
Other examples where one may expect scale dependence of model coecients
include the following. In turbulence undergoing rapid strains of magnitude S, a tran-
sition length t S−3=2"1=2 appears (" is the dissipation rate). Roughly speaking, eddies
larger than S−3=2"1=2 are rapidly distorted but have no time to adjust dynamically,
while smaller eddies can respond faster via nonlinear interactions (Smith & Yakhot
1993; Liu, Katz & Meneveau 1999). In stratied flows, a transition behaviour of
the coecient is expected near the Ozmidov scale, i.e. t N−3=2"1=2, where N is the
Brunt{Va¨isa¨la¨ frequency (Ozmidov 1975; Canuto & Minotti 1993). Eddies of size t
and larger can lose kinetic energy to gravity waves, which must be accounted for
in the SGS model if the grid scale  is of size t or larger. When LES approaches
direct numerical simulation (DNS), the model coecient varies when the grid scale
approaches the Kolmogorov scale , i.e. the transition occurs near t   (Voke
1996; Meneveau & Lund 1997; Pope 2000). For each of these cases, one expects
scale dependence of the model coecient near t and thus a violation of the central
assumption of the dynamic model. Moreover, in complex flow conditions, one does
not necessarily know a priori how the coecient changes with scale, e.g. whether it
increases or decreases with decreasing scale.
The aim of the present paper is to introduce a generalization of the dynamic model
that relaxes the assumption of strict scale invariance. Briefly, the methodology is
based on introducing a secondary test lter that, in addition to the traditional test
lter, is used to determine both the coecient and how it changes across scales. The
basic idea of the scale-dependent dynamic model is presented in x 3. Section 4 presents
applications of the scale-dependent dynamic model to non-sub-layer-resolving LES
of the neutral atmospheric boundary layer. Section 5 presents the conclusions.
The focus of this paper is on the dynamic Smagorinsky model. Other models have
been proposed in the literature. For example, in order to account for backscatter,
inclusion of stochastic models was proposed (Mason & Thomson 1992; Schumann
1995). Another more deterministic approach to the problem is the use of a two-part
eddy-viscosity model in which the mean and fluctuating shear are treated separately.
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This approach was rst proposed by Schumann (1975) and used in simulations of
channel flow by Grotzbach & Schumann (1977), Schumann, Grotzbach & Kleiser
(1980) and Moin & Kim (1982), and more recently in simulations of the ABL by
Sullivan, McWilliams & Moeng (1994) and Khanna & Brasseur (1997). Another
variant of the eddy-viscosity model, which does not require the assumption of local
equilibrium, is to express the eddy viscosity in terms of the subgrid turbulent kinetic
energy (TKE) and solve an additional transport equation (Moeng 1984; Nieuwstadt
& Brost 1986; Schmidt & Schumann 1989). As reviewed in Meneveau & Katz (2000),
it has been argued (Piomelli, Yu & Adrian 1996; Horiuti 1997) that similarity and
mixed models (see e.g. Bardina, Ferziger & Reynolds 1980; Liu, Meneveau & Katz
1994; Sarghini, Piomelli & Balaras 1999) can reproduce the SGS physics in turbulent
boundary layers more accurately than eddy-viscosity models alone.
For reasons of clarity and in order not to confuse eects, in this paper we restrict
attention to the dynamic Smagorinsky model and its generalization that allows for
scale dependence. Clearly, however, further improvements may be obtained in the
future by considering scale-dependent dynamic reformulations of the other base
models mentioned here. Another important issue in LES that does not resolve the
viscous sublayer is the need to prescribe the shear stress at the wall. Again, in order
to avoid confusing eects in this work we will use the most standard approach based
on a local log-law (Moeng 1984).
2. The traditional Smagorinsky and standard dynamic models
2.1. Smagorinsky model
The traditional Smagorinsky model (Smagorinsky 1963) for the deviatoric part of the
stress is as follows:
ij − 13ijkk = −2T S˜ij ; (2.1)
where S˜ij =
1
2
(@u˜i=@xj + @u˜j=@xi) is the resolved strain-rate tensor and T is the eddy
viscosity given by
T = [CS]
2jS˜ j: (2.2)
Here jS˜ j = (2S˜ij S˜ij)1=2 is the magnitude of the resolved strain-rate tensor,  is
the lter width, and CS is a non-dimensional parameter called the Smagorinsky
coecient. Lilly (1967) determined that, for homogeneous isotropic turbulence with
cuto in the inertial subrange and  equal to the grid size, CS  0:17. In the presence
of mean shear, however, this value is found to cause excessive damping of large-scale
fluctuations. Results from simulations show that the optimal value of CS decreases
with increasing mean shear. For example in simulations of channel flow, Deardor
(1970) and Piomelli, Moin & Ferziger (1988) use CS = 0:1; Bardina (1983) nds an
optimum value of 0.09, and Moin & Kim (1982) use CS = 0:065. Although the exact
cause for the observed dependence of CS on mean shear is not completely understood,
in general it is observed that a decrease in the Smagorinsky coecient coincides with
an increase in anisotropy in both the resolved and SGS velocities (Horiuti 1993). The
Smagorinsky coecient also varies with grid mesh aspect ratio (Scotti, Meneveau &
Lilly 1993).
Application of the Smagorinsky model in LES of high-Reynolds-number wall-
bounded turbulent flows, including the ABL, has involved the use of wall damping
functions. As the ground is approached, the SGS mixing length  = CS is made
to decrease by means of an ad-hoc expression in order to smoothly merge with
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the expected   z behaviour (Mason 1989). Mason & Thomson (1992) propose a
matching function of the form
1
n
=
1
no
+
1
f(z + zo)gn ; (2.3)
where  ( 0:4) is the von Karman constant, o = Co is the length far from the
wall, zo is the roughness length, and n is an adjustable parameter. They apply this
formulation with dierent values of Co (ranging from about 0.1 to 0.3) and n (1, 2,
and 3), and show that for all cases the model is too dissipative, especially near the
surface. Energy spectra decay too rapidly at high wavenumbers, and the model yields
unrealistic mean velocity proles in the lower part of the boundary layer, where the
vertical gradients of the streamwise velocity typically depart by up to 100% from
the well-established logarithmic prole under neutral conditions. This leads to an
overestimation of the mean streamwise velocity throughout the domain.
Andren et al. (1994) have performed an extensive comparison of various LES
codes using the traditional Smagorinsky model (with wall damping) and other eddy-
viscosity models that use a prognostic equation for the subgrid-scale kinetic energy.
They conrm that the spectra as a function of streamwise wavenumber show excessive
damping starting at wavenumbers signicantly smaller than the cuto wavenumber.
Also, the log layer is not well reproduced near the wall.
2.2. Standard dynamic model
The dynamic model (Germano et al. 1991) avoids, in principle, the need for a priori
specication and consequent tuning of the coecient because it is evaluated directly
from the resolved scales in an LES. The approach is based on the Germano identity
Lij = Tij − ij = u˜iu˜j − u˜iu˜j ; (2.4)
where Tij = u˜iuj − u˜iu˜j is the stress at a test-lter scale  (typically  = 2) and
Lij is the ‘resolved stress’ tensor that can be evaluated based on the resolved scales.
Applying the dynamic procedure to the Smagorinsky model, Tij is determined by
Tij − 13ijTkk = −2(CS ( ) )2jS˜ jS˜ ij : (2.5)
Substitution of (2.1) and (2.5) into (2.4), in addition to the crucial assumption of
scale invariance,
CS () = CS ( ) = CS ; (2.6)
leads to the system
Lij − 13ijLkk = C2SMij ; (2.7)
where
Mij = 2
2(jS˜ jS˜ij − 4jS˜ jS˜ ij) for  = 2: (2.8)
Minimizing the error associated with the use of the Smagorinsky model in the
Germano identity (equation (2.7)) over all independent tensor components (Lilly
1992) as well as over some averaging region of statistical homogeneity (Ghosal et al.
1995) or fluid pathlines (Meneveau, Lund & Cabot 1996), results in
C2S =
hLijMiji
hMijMiji : (2.9)
In this derivation a spatially homogeneous lter is assumed. This avoids additional
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complications that arise for non-homogeneous lters, for which dierentiation and
ltering do not commute in the momentum equation (see Ghosal & Moin 1995).
The dynamic model has, so far, not been applied extensively to simulations of
atmospheric boundary layers. Balaras, Benocci & Piomelli (1995) have used the
dynamic model in LES of channel flow in which the viscous sublayer is not resolved,
and nd that it accounts for wall damping without the need for any ad hoc damping
function. However, as summarized in x 1, in such high-Reynolds-number LES, the
assumption of scale invariance (equation (2.6)) may not hold near the wall. Indeed,
in x 2.4 it is shown that the results obtained from LES of the ABL using the standard
(scale-independent) dynamic model are inconsistent with the assumption of scale
invariance. Notice that already the ad hoc damping function in (2.3) can be rewritten
as a function of z=:
CS =
(
C−no +
{

( z

+
zo

)}−n)−1=n
; (2.10)
i.e. at a xed height above the ground, the coecient is scale dependent.
2.3. Numerical simulations
We implement the traditional Smagorinsky and standard dynamic models, as pre-
sented in xx 2.1 and 2.2, in the simulation of a neutrally stable (no convective forcing)
atmospheric boundary layer. We use a modied version of the LES code described
in Albertson & Parlange (1999). The code solves the ltered Navier{Stokes equations
written in rotational form (Orszag & Pao 1974)
@u˜i
@t
+ u˜j
(
@u˜i
@xj
− @u˜j
@xi
)
= −@p˜

@xi
− @ij
@xj
+ Fi; (2.11)
where t is time, u˜i is the instantaneous resolved velocity in the i-direction, p˜
 =
p˜= + 1
2
u˜2i is the modied pressure divided by density , ij is the SGS stress tensor,
and Fi is a forcing term. Specically, Fi is a constant pressure gradient in the
streamwise direction that drives the flow. Since the Reynolds number of the ABL is
high and no near-ground viscous processes are resolved, the viscous term is neglected
in the momentum equation. Note that the gradient of resolved kinetic energy has
been included in the pressure gradient. The dynamic pressure eld is obtained by
solving the Poisson equation that results from taking the divergence of the momentum
equation and applying the continuity equation. Since this paper focuses on the case
of neutral stability conditions, no additional terms are used to account for buoyancy
eects. Also no Coriolis forces have been included.
The simulated ABL is horizontally homogeneous. The horizontal directions are
discretized pseudo-spectrally, while vertical derivatives are approximated with second-
order central dierences. The grid planes are staggered in the vertical with the rst
vertical velocity plane at a distance z = Lz=(Nz − 1) from the surface, and the
rst horizontal velocity plane z=2 from the surface. The vertical height of the
computational domain is Lz = 1000 m, which corresponds to the height of the
boundary layer (H), and the horizontal dimensions of the simulated volume are
Lx = Ly = 2Lz . The domain is divided into Nx, Ny , and Nz uniformly spaced grid
points. Near the ground, the expected logarithmic mean velocity prole involves a
rapidly increasing vertical gradient. In order to reduce the error incurred by using a
nite-dierence approach to compute the vertical derivative in the u˜3@u˜1=@z convective
term, at the rst node z = z=2 a correction factor is included in the formulation
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as described in the Appendix. This improvement is introduced because the vertical
derivative of an expected logarithmic mean prole diverges at the wall, causing some
errors in the nite-dierence approximation.
The pseudo-spectrally evaluated convective terms are dealiased by padding and
truncation using the 3=2 rule (Orszag 1970). A rigorous dealiasing of these terms is
necessary, since aliasing errors aect the smallest resolved scales, which are used by
the dynamic procedure to compute the model coecient. As in previous applications
of the traditional dynamic model in channel flow (e.g. Germano et al. 1991; Piomelli
1993), the variables are ltered in Fourier space by employing a sharp cuto lter
at wavenumbers larger than the lter scale. The grid lter and the two test lters
are two-dimensional low-pass lters that take advantage of the spectral nature of the
code in the horizontal directions.
Finite dierencing in the vertical requires boundary conditions at the surface and
upper boundaries. The upper boundary has a stress-free condition, i.e. @u˜1=@z =
@u˜2=@z = 0. At the surface, the instantaneous wall stress is related to the velocity
at the rst vertical node through the application of the Monin{Obukhov similarity
theory (Businger et al. 1971). Although this theory was developed for mean quantities,
it is common practice in LES of atmospheric flows to use it for instantaneous elds
(Moeng 1984) as follows:
i3 jw= −u2[u˜i=U(z)] = −
[
U(z)
fln(z=zo)−ΨMg
]2
[u˜i=U(z)] (i = 1; 2); (2.12)
where i3 jw is the instantaneous wall stress, u is the friction velocity, zo is the
roughness length,  is the von Karman constant ( = 0:4), and ΨM is the stability
correction for momentum. In the case of neutral stability, ΨM = 0. U(z) = hu˜1i is
the mean resolved horizontal velocity, and u˜i is the instantaneous resolved velocity,
both at a height z (in our case, z = z=2). This classical parameterization of the
boundary condition neglects eects of pressure gradients, unsteadiness, streamline
curvature, etc., which occur in the instantaneous LES elds. We use it nonetheless
since no universally agreed upon improved wall-stress model has been developed to
date, and in order not to confuse eects with the SGS modelling which is the focus
of the present work.
The time advancement is by a second-order-accurate Adams{Bashforth scheme
(Canuto et al. 1988, p. 102), which is popular in LES codes (Moeng 1984; Schmidt
& Schumann 1989). The code is run for a long enough time to guarantee that
quasi-steady conditions are reached.
For the lower boundary condition given by (2.12), u and zo are taken to be
0:45 m s−1 and 0.1 m, respectively. The domain is divided into Nx  Ny  Nz =
54 54 54 nodes, and additional simulations using the traditional dynamic model
are carried out with resolutions of Nx  Ny  Nz = 16  16  16, 24  24  24, and
36 36 36, in order to study the scale dependence of the model coecient.
The lter width  in (2.2) is computed using the common formulation  =
(xyz)
1=3 (Deardor 1974; Scotti et al. 1993), where x = Lx=Nx and y = Ly=Ny .
For the traditional Smagorinsky model we choose two sets of parameters: Co = 0:1,
n = 2; and Co = 0:17, n = 1 { values that fall inside the range used by Mason &
Thomson (1992) in their simulations.
In order to signicantly reduce computational overload, the dynamic coecients at
every horizontal plane are computed only once every 10 time steps. We have found
no signicant dierences in the results by using this reduction.
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Figure 1. Non-dimensional mean streamwise velocity proles in a semi-logarithmic scale. 4,
Traditional Smagorinsky model with Co = 0:1 and n = 2; , traditional Smagorinsky model with
Co = 0:17 and n = 1; e, standard dynamic model. The dotted line corresponds to the classical
log-law (expected to hold at z=H . 0:1) with  = 0:4.
2.4. Results
In a large-eddy simulation, the dissipation characteristics of the model have a direct
impact on the turbulent kinetic energy of the resolved eld, which in turn aects
the shape of the mean velocity prole. Figure 1 shows the mean streamwise velocity
proles obtained from the simulations using the traditional Smagorinsky model (with
the two sets of parameters) and the standard dynamic model. In a neutrally stable
ABL over a homogeneous surface, the mean streamwise velocity prole is expected
to display a logarithmic prole in the lower part (about 10%) of the boundary layer.
Thus, below z=H  0:1 one would expect better results than those shown in gure 1.
The values of the averaged non-dimensional vertical gradient of the streamwise
velocity  = (z=u)(dU=dz) resulting from our simulations using the traditional
Smagorinsky model and the dynamic Smagorinsky model, are presented as a function
of vertical position in gure 2(a). As comparison, in gure 2(b) we reproduce (with
permission) a compilation by Andren et al. (1994) of previous results from four other
widely used codes (Mason 1989): eddy-viscosity models with a prognostic equation
for the subgrid-scale TKE (Moeng 1984; Nieuwstadt & Brost 1986; Schmidt &
Schumann 1989), as well as the Smagorinsky model with backscatter (Mason &
Thomson 1992). In all the cases that use the traditional Smagorinsky model, the
value of  in the near-surface region is substantially larger than the theoretical value
of 1, leading to mean velocities larger than predicted by the log-law (see gure 1).
This is consistent with the idea that the Smagorinsky model is too dissipative in
the near-surface region (Mason 1994), damping the total turbulent kinetic energy to
levels that are not large enough to reduce the mean shear in that region. As in gure
1, there is a clear dependence of the results on the choice of the parameters (Co and
n) dening the matching function. The dynamic Smagorinsky model appears to have
the opposite eect, i.e. the non-dimensional vertical gradient of the velocity in the
near-surface region is smaller than 1. This yields underpredicted mean velocities in
the near-surface region (see gure 1). All of the present results deviate less from the
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Figure 2. (a) Non-dimensional gradient of the mean streamwise velocity ( = (z=u)(dU=dz))
from simulations with various models. Dashed line: traditional Smagorinsky model with Co = 0:1
and n = 2; dot-dashed line: traditional Smagorinsky model with Co = 0:17 and n = 1; solid line:
standard dynamic model. The dotted line corresponds to the theoretical value of 1 expected in the
lower region (about 10%) under neutral conditions. (b) Mean velocity gradients from four widely
used LES codes for the ABL as reported by Andren et al. (1994), and reproduced with permission.
ideal log-law in the near-wall region compared to results in gure 2(b) mainly because
of the more accurate treatment of the advection term described in the Appendix. In
addition to the improvement on the mean velocity, no eect of the modied advection
term is found on the second-order statistics (variance of resolved velocity and spectra)
reported below.
The vertical distribution of the variance of the three components of the ltered
velocity hu˜02i i (where u˜0i = u˜i − hu˜ii) is presented in gures 3(a), 3(b) and 3(c) for
i = 1, 2, and 3, respectively. In the near-surface region, the traditional Smagorinsky
model yields relatively small values of the ltered velocity variances (except for the
streamwise component, which is comparable to the dynamic case). This trend is
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Figure 3. Vertical distribution of the normalized variance of the three components of the resolved
velocity: (a) streamwise hu˜021 i, (b) spanwise hu˜022 i, (c) vertical hu˜023 i. Dashed line: traditional Smagorin-
sky model with Co = 0:1 and n = 2; dot-dashed line: traditional Smagorinsky model with Co = 0:17
and n = 1; solid line: standard dynamic model.
consistent with the high SGS dissipation rate forced by the model in that region,
and also with the relatively low values of the resolved TKE. Also evident is the
dependence of the results on the choice of the parameters (Co and n) that dene the
matching function. The standard dynamic model shows the opposite behaviour. As
will be shown later, this is caused by its relatively lower SGS dissipation rate in the
near-wall region. This leads to a pile-up of resolved velocity variance (and thus of
resolved TKE) in that region.
Figures 4(a) and 4(b) show the vertical distribution of hu˜01u˜03i, h13i and hu01u03i =hu˜01u˜03i+ h13i, obtained from the simulations using the traditional Smagorinsky model
(with Co = 0:17 and n = 1) and the standard dynamic model, respectively. The stresses
and the height are normalized by u2 and H , respectively. Since the simulations are
driven by a constant pressure gradient d(P=)=dx = u2=Lz (F1 in (2.11)), in the
absence of viscous stresses, the normalized averaged total turbulent (Reynolds) stress
(hu01u03i=u2) grows linearly from a value of −1 at the surface to a value of 0 at the
top of the boundary layer. The distribution of total shear stresses shown in gures
4(a) and 4(b) is indeed consistent with the linear behaviour. This result serves as a
check of stationarity and momentum conservation of the scheme. Notice that in the
near-surface region there is a substantial dierence in the relative contribution of
the mean SGS stress h13i (and thus of the resolved stress) from the two models.
The traditional Smagorinsky model yields a SGS stress that is relatively larger near
the surface. This, together with the large gradients in the mean velocity eld in that
region (and thus of S˜13) shown in gures 1 and 2(a), leads to relatively large values
of the SGS dissipation of turbulent kinetic energy  = −hij S˜iji (the model is too
dissipative). In contrast, the standard dynamic model yields SGS stresses that are
relatively small near the surface, associated with low SGS dissipation.
Next, we consider energy spectra. In a neutrally stable ABL, there is experimental
evidence that the streamwise velocity spectrum is proportional to k
−5=3
1 at relatively
large wavenumbers (k1 & z−1, where z is the measurement height and k1 is the
streamwise wavenumber), consistent with local isotropy of the flow at the small scales.
For small wavenumbers (k1 . z−1), corresponding to large-scale motions (Kader
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Figure 4. Vertical distribution of the mean total and partial (resolved and subgrid-scale) values
of the 1; 3 component of the shear stress. The stresses are normalized with u2. Solid line: total
turbulent (Reynolds) stress (hu01u03i); dotted line; subgrid-scale stress (h13i); dashed line: resolved
stress (hu˜01u˜03i). (a) Traditional Smagorinsky model with Co = 0:17 and n = 1. (b) Standard dynamic
model.
1984; Kader & Yaglom 1991; Katul et al. 1995), the spectrum is proportional to k−11 .
Moreover, Perry, Henbest & Chong (1986) show that the velocity spectra obtained at
dierent positions in fully developed turbulent pipe flow, properly normalized with
u and z (z is the distance to the pipe wall) collapse when plotted against k1z in a
log{log scale. The collapsed curves show a clear change in slope, from a value of
−5=3 at k1z & 1 to a value of −1 at k1z . 1.
The averaged streamwise velocity spectra at dierent heights, obtained from the
simulations using the traditional Smagorinsky model with the two sets of parameters
and the dynamic Smagorinsky model, are shown in gures 5(a), 5(b) and 5(c),
respectively. Spectra are calculated from one-dimensional Fourier transforms of the
streamwise velocity component that are then averaged in the horizontal direction and
in time. Note that the spectra are normalized with u and z and plotted against k1z, in
order to check for a possible collapse of the curves and the change of slope from −5=3
to −1. For comparison, in gure 5(d) we reproduce (with permission) the collapse of
the spectra obtained experimentally by Perry et al. (1986). In gures 5(a) and 5(b), the
spectra obtained with the traditional Smagorinsky model decay signicantly faster
than the expected (k1z)
−1 in the near-wall region. Within the constraints of the pure
Smagorinsky model, this type of spectrum means that the model dissipates kinetic
energy at an excessive rate. One possible interpretation of this problem is to conclude
that a stochastic backscatter of energy term should be added to the model. In this
paper, we choose to remain within the framework of the simple Smagorinsky model
and explore how much improvement can be gained by determining the coecient
dynamically. In the interior of the flow, the slope of the spectrum is closer to the
expected −5=3. Also evident is the dependence of the results on the choice of the
parameters (Co and n) that dene the matching function of (2.3).
The standard dynamic model (gure 5c), on the other hand, does not involve
adjustable parameters but, near the ground, the resulting spectrum decays too slowly,
indicating not enough damping. This suggests that the dynamic coecient may be
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Figure 5. Normalized streamwise velocity spectra versus k1z at dierent heights. From top to
bottom, the curves are for  = z=H =0.009, 0.028, 0.047, 0.066, 0.123, 0.179, 0.235, 0.292, 0.349,
0.406, 0.462 and 0.519. (a) Traditional Smagorinsky model with Co = 0:1 and n = 2; (b) traditional
Smagorinsky model with Co = 0:17 and n = 1; (c) standard dynamic model. The slopes of −1 and−5=3 are also shown. (d) Velocity spectra obtained in a turbulent pipe (Re = 2  105, U = 1:188
m s−1) at dierent positions (z is distance to the pipe wall) as reported by Perry et al. (1986).
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Figure 7. Dynamic coecient as a function of z=, obtained from simulations with dierent
resolutions: 161616 nodes (), 242424 nodes (4), 363636 nodes (), and 545454
nodes ( e).
too low there. This is likely to be due to the fact that the dynamic procedure
samples scales near and beyond the local integral scale, at which turbulence transfer
of energy to small scales is weaker, leading to lower values of hLijMiji and thus
to lower coecients. The lower coecient then allows pile-up of energy at high
wavenumbers. Previous attempts to apply the dynamic model to LES of the ABL
have also yielded coecients that are too low (P. P. Sullivan, C.-H. Moeng, private
communication, 1997). Again, in the interior of the flow (away from the wall, where
the relative contribution of the non-resolved scales is relatively small and the flow is
less anisotropic) the slope of the spectra obtained with the dynamic model is close to
the expected −5=3.
Next, we document the values of the coecient returned by the dynamic model.
We also examine the dependence of the dynamic coecient on  by applying the
traditional dynamic model in four simulations with dierent resolutions (161616,
24  24  24, 36  36  36, and 54  54  54 nodes, respectively). The value of
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the dynamic coecient from the four simulations is presented as a function of the
distance to the surface z, normalized by H and by the grid size , in gures 6 and
7, respectively. The collapse of the four curves in gure 7 indicates that the model
coecient CS is dependent on z= only. Near the ground, we observe the expected
CS  z= behaviour. However, at a xed height z, this result implies that CS is a
function of .
As pointed out before, the dependence of CS on  is not surprising since the
grid scale near the wall approaches the integral scale. However, there is an internal
inconsistency in the standard dynamic model in this case since CS is obtained by
assuming scale invariance. Therefore, it is of interest to generalize the dynamic model
to include scale dependence.
3. The scale-dependent dynamic model
Next, we proceed to develop a generalization of the dynamic model for applications
in which the assumption of (2.6) (scale invariance) is not justied. Without assuming
that CS () = CS (2) we can still write down the Germano identity for the Smagorin-
sky model (2.7). However, now Mij is not fully determined but also depends on the
ratio of the two coecients according to (Meneveau & Lund 1997):
Mij = 2
2
(
jS˜ jS˜ij − 4C
2
S (2)
C2S ()
jS˜ jS˜ ij
)
: (3.1)
Note that this change introduces a new unknown   C2S (2) =C2S (). For scale-
invariant situations,  = 1. Previously, in considering the limit of LES tending to
DNS, Meneveau & Lund (1997) proposed using known forms of the viscous range
of energy spectra in isotropic turbulence to prescribe non-dynamically an expression
for (), and solve for the coecient C2S () dynamically. However, this approach
only works when prior knowledge exists about the scale dependence. Hence, such an
approach is not truly dynamic.
In order to obtain a dynamic value for , we employ a second test lter at scale
̂ > . For simplicity, and without loss of generality, we take ̂ = 4, and denote
variables ltered at scale 4 by a caret. Writing the Germano identity between scale
 and 4 yields
Qij − 13ijQkk = C2SNij ; (3.2)
where
Qij = ̂˜uiu˜j − ̂˜uî˜uj; (3.3)
and
Nij = 2
2
(
ĵS˜ jS˜ij − 42C
2
S (4)
C2S ()
ĵ˜S ĵ˜Sij): (3.4)
Again minimizing the error as in x 2.2 yields, besides (2.9), another equation for C2S ():
C2S () =
hQijNiji
hNijNiji : (3.5)
Setting (2.9) equal to (3.5) yields an equation of the form
hLijMijihNijNiji − hQijNijihMijMiji = 0; (3.6)
which has two unknowns,  = C2S (2)=C
2
S () and  = C
2
S (4)=C
2
S (). Equation (3.6)
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is a polynomial in  and , since after substitution of the tensors Mij and Nij given
by (3.1) and (3.4), we have
hLijMiji = a1 − b1; (3.7)
hMijMiji = c1 + d12 − e1; (3.8)
hQijNiji = a2 − b2; (3.9)
hNijNiji = c2 + d22 − e2; (3.10)
where
a1 = −224hjS˜ jS˜ ijLiji; b1 = −22hjS˜ jS˜ijLiji;
c1 = (2
2)2hjS˜ jS˜ij jS˜ jS˜iji; d1 = (22)242hjS˜ j2S˜ ij S˜ iji;
e1 = 2(2
2)24hjS˜ jS˜ ij jS˜ jS˜iji;
 (3.11)
are also already needed for the traditional dynamic model, and
a2 = −2242hĵ˜S ĵ˜SijQiji; b2 = −22hĵS˜ jS˜ijQiji;
c2 = (2
2)2hĵS˜ jS˜ij ĵS˜ jS˜iji; d2 = (22)2(42)2hĵ˜S j2̂˜Sij ̂˜Siji;
e2 = 2(2
2)2(4)2hĵ˜S ĵ˜Sij ĵS˜ jS˜iji;
 (3.12)
are new terms required for the scale-dependent model.
At this stage we have three unknowns, CS (),  and , but only two equations,
(2.9) and (3.5). Or, more conveniently, (3.6) involving only  and  and (2.9). In order
to close the system, a relationship between  and  is required. To this end a basic
functional form of the scale dependence of the coecient is postulated. A possible
choice is to assume a power law of the form C2S ()  , or, in a dimensionally
appropriate way,
C2S () = C
2
S ()
: (3.13)
For a power-law behaviour,  does not depend on scale and is equal to  = 2.
Note that this assumption is much weaker than the standard dynamic model, which
corresponds to the special case  = 0. We stress that one does not need to assume
the power law to hold over a wide range of scales, but only between scales  and
4 (we have tried another functional form (logarithmic) with negligible eect on
the results). A consequence of the assumed local power law is that C2S (2)=C
2
S () =
C2S (4)=C
2
S (2) = , and thus  = C
2
S (4)=C
2
S () = 
2. With this substitution (3.6)
only contains the unknown , and can be rewritten as follows:
P ()  A0 + A1 + A22 + A33 + A44 + A55 = 0; (3.14)
in which
A0 = b2c1 − b1c2; A1 = a1c2 − b2e1; A2 = b2d1 + b1e2 − a2c1;
A3 = a2e1 − a1e2; A4 = −a2d1 − b1d2; and A5 = a1d2:
}
(3.15)
The scale-dependent dynamic model thus consists in evaluating the terms A0, A1,
A2, A3, A4 and A5 from the ltered velocity at scales 2 and 4, nding a physically
relevant root of (3.14) (as shown below, there is only one), evaluating Mij from (3.1)
and nally obtaining the required grid-scale coecient from (2.9). The next section
presents an application of this model to LES of the neutral atmospheric boundary
layer considered in x 2.3.
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Figure 8. Polynomial P () = A0 +A1+A2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5, as a function of  at dierent
heights z. Solid line: z = z=2; dashed line: z = H=4; dotted line: z = H=2. For presentation
purposes, the polynomials have been scaled by multiplying by 10−11, 10−6, and 10−6, respectively.
The squares correspond to the largest root (value used in the simulation).
4. Application and results
The scale-dependent model is implemented in the simulation of a neutral ABL. Nu-
merical details are as described in x 2.3. The additional test-ltered quantities at scale
4 are obtained by spectral cuto ltering in the (x; y)-planes. As in the traditional
dynamic model, tensor contractions are averaged over such planes, corresponding
to a minimization of the error in the modelled Germano identity over these regions
of statistical homogeneity (Ghosal et al. 1995). Three resolutions have been used:
242424, 363636, and 545454 nodes. The 545454-nodes simulation is
taken as a base case to present the results. Some results from the other two resolutions
are also presented to illustrate the independence of the results on grid size.
4.1. Scale dependence of the model parameter
Figure 8 shows a family of fth-order polynomials in  obtained during the simulation
using (3.14). Dierent lines show results for dierent heights at a single time. As can
be seen, there is a series of possible roots for the polynomial. However, only the
largest root is physically meaningful, since the other values of  are associated with
changes in sign of hLijMiji and/or hQijNiji. From (3.1) and (3.4), it is evident that
a decrease in  (and therefore in ) from an initial value of 1 implies a decrease in
hLijMiji and hQijNiji that eventually leads to a change in the sign of one or both
of these quantities. Negative values of hLijMiji and/or hQijNiji are physically not
meaningful since they correspond to negative eddy viscosities. In gure 9 the value
of the coecient (only positive values are shown), computed using test lters of size
2 (equation (2.9)) and 4 (equation (3.5)), respectively, are plotted as a function
of , corresponding to the same heights and times used in gure 8. The two curves
intersect only for the values of  corresponding to the largest root of the polynomial
(see gure 8). In order to solve the polynomial equations for  (3.14), a Newton{
Raphson technique is employed, with a starting point at a value of  signicantly
larger than 1 (we use o = 6). We note that, occasionally,  can assume instantaneous
values larger than 1 (before time averaging).
In terms of computational speed, with the dynamic procedure applied every 10
time steps, we found the standard and scale-dependent dynamic models to take only
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Figure 9. Model coecient computed using the dynamic procedure with test lters of sizes 2
(equation (2.9)) (solid line) and 4 (equation (3.5)) (dashed line) as a function of  at dierent
heights z. (a) z = z=2; (b) z = H=4; (c) z = H=2. The arrows point to the value of the largest root
of the polynomials in 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Figure 10. Vertical distribution of the time-averaged value of , obtained using the scale-dependent
dynamic model with three dierent resolutions: 24  24  24 nodes (4), 36  36  36 nodes (),
and 54 54 54 nodes ( e). The height z is normalized with the lter size .
about 4% and 8% more CPU time, respectively, than the traditional Smagorinsky
model. The root-nding procedure to solve for  is performed only once for each
plane and thus does not add signicantly to the CPU time.
The time-averaged values of , obtained by solving (3.14) are presented in gure
10 as a function of the normalized height z= for three dierent resolutions. Note the
collapse of the curves, indicating that  also depends on z=. In the scale-dependent
dynamic model it is assumed that  is independent of , while the present results
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Figure 11. Vertical distribution of the time-averaged value of the coecients CS () (solid line),
CS (2) (dashed line), and CS (4) (dot-dashed line), obtained using the scale-dependent dynamic
model. The dotted line corresponds to the value of the coecient obtained using the traditional
dynamic model.
show that  also varies with . Note however that the variation in  is a higher-order
eect and is signicantly weaker than variations of CS () which tends to zero near
the wall instead of to a nite value. In the interior of the flow the value of  is close
to 1, indicating that C2S (4)  C2S (2)  C2S (), which is consistent with the fact that
 is well within the inertial range of turbulence in that region. The decrease of 
from the value of 1 (corresponding to scale invariance) as the ground is approached
is consistent with the idea that C2S (4) < C
2
S (2) < C
2
S (), as shown in x 2.4. Figure 11
shows the vertical distribution of the average value of the resulting coecients CS (),
CS (2) = 
1=2CS (), and CS (4) = CS (), all obtained using the scale-dependent
procedure. Also shown is the average value of the coecient that results from the
traditional dynamic model ((2.9) with  = 1). Interestingly, the latter value is closest
to the prole for the test-lter scale coecient CS (2), i.e. the traditional dynamic
model gives the coecient appropriate to the test-lter scale (which in this application
is too low). A similar trend was also found for the transition to the viscous range in
Meneveau & Lund (1997).
The 24 24 24 and 36 36 36 simulations are uniformly robust over arbitrary
long simulation times. In the 54  54  54-nodes simulation, we occasionally nd
that some instability develops in the uppermost part of the domain near the stress-
free boundary. It yields relatively large values of , associated with small values of
CS () and a pile-up of kinetic energy at the higher wavenumbers of the velocity
spectrum. This instability does not extend to the lower half of the domain, where
the results remain unaltered. The instability disappears when three-dimensional test
lters are used in the upper region, suggesting that it is associated with a decoupling
of the dynamics between horizontal planes in the near-top region. The eect of lter
dimensionality on the development of such instabilities near the upper boundary is
left for future investigations.
4.2. Mean quantities
The mean streamwise velocity prole from the three simulations with the scale-
dependent dynamic model is presented in semi-logarithmic scales in gure 12, together
with the results from the standard dynamic model. In the near-surface region (lower
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Figure 12. Non-dimensional mean streamwise velocity proles in a semi-logarithmic scale. Standard
dynamic model: ( e); scale-dependent model at three resolutions: 242424 nodes (), 363636
nodes (4), and 545454 nodes (). The dotted line corresponds to the classical log-law (expected
to hold in the lower 10% of the domain) with  = 0:4.
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Figure 13. Non-dimensional gradient of the mean streamwise velocity ( = (z=u)(dU=dz)) from
simulations that use the scale-dependent model at three resolutions: 242424 nodes (short-dashed
line); 36  36  36 nodes (long-dashed line); and 54  54  54 nodes (dot-dashed line) compared
to the standard dynamic model (solid line). The dotted line corresponds to the classical log-law
(expected to hold in the lower 10% of the domain) with  = 0:4.
10% of the domain), the resulting mean velocity prole from the scale-dependent
model is closer to the expected log-law behaviour (straight line) than is the standard
dynamic model. The averaged non-dimensional velocity gradient  = (z=u)(dU=dz)
from the scale-dependent dynamic model and the standard dynamic model is shown
in gure 13. The scale-dependent dynamic model yields a value of  that remains
closer to 1 and relatively constant near the wall, indicative of the expected logarithmic
velocity prole, and increases progressively as we move away from the wall into the
so-called wake region. As shown in gures 12 and 13, the mean velocity prole
obtained using the scale-dependent dynamic model is not aected by changes in
resolution.
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Figure 14. Normalized streamwise velocity spectra versus k1z at di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scale-dependent dynamic model at two resolutions: 54  54  54 nodes (lines as in gure 5) and
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−5=3 are also shown.
4.3. Second-order moments
The averaged streamwise velocity spectra obtained from the 545454-nodes simu-
lation using the scale-dependent model at dierent positions (z) in the ABL are shown
in gure 14. Also, spectra corresponding to three dierent heights in the 242424-
nodes simulation are plotted in gure 14 to illustrate the grid independence of the re-
sults. As before, the spectra are normalized with u and z. Figure 14 shows good agree-
ment with the experimental results of Perry et al. (1996) (see gure 5d), with a clear
collapse of the spectra and the change of slope near k1z  1. As an example, consider
a comparison between the  = 0:009 curve nearest to the wall in gures 5(c) and 14,
with the  = z=E = 0:01 curve in gure 5(d). The latter has an approximately k
−1 be-
haviour down to k1z  10−2 and then becomes flat at the lowest wavenumbers. In the
standard dynamic model results of gure 5(c) this curve is clearly much flatter than k−1,
in a range of k1z values between 10
−2 and 10−1, where the true behaviour (gure 5d)
should be k−11 . Figure 14 with the scale-dependent model shows approximately a k−11
scaling for this curve, and very clearly a collapse with the other curves. Also visible is
the flattening at low wavenumbers, although more gradual than in gure 5(d). Similar
arguments apply to the other curves at greater distances from the wall, which now be-
gin to include the −5=3 range as well. Excellent agreement is also observed with similar
trends presented in Kader & Yaglom (1991, gure 3). This result suggests that near the
surface the scale-dependent model is able to better reproduce the rate of dissipation of
turbulent kinetic energy towards the subgrid scales than the Smagorinsky and standard
dynamic models, which are too dissipative and not dissipative enough, respectively
(compare with gures 5a, 5b and 5c). We conclude that allowing for scale dependence
in the dynamic model leads to improved prediction of the local turbulence statistics.
The vertical distribution of the variance of the three components of the ltered
velocity hu˜02i i is presented in gures 15(a), 15(b) and 15(c) for i = 1, 2, and 3,
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Figure 16. Vertical distribution of the mean total and partial (resolved and subgrid-scale) values
of the 1, 3 component of the shear stress, obtained using the scale-dependent dynamic model. The
stresses are normalized with u2. Solid line: total turbulent (Reynolds) stress (−hu01u03i); dotted line:
subgrid-scale stress (h13i); dashed line: resolved stress (hu˜01u˜03i).
respectively. In the near-surface region, the scale-dependent dynamic model yields
ltered velocity variances which fall between the values obtained with the standard
dynamic model and the traditional Smagorinsky model (see also gures 3a, 3b and 3c).
Figure 16 shows the vertical distribution of the mean total and partial (resolved
and subgrid-scale) values of the normalized shear stress. In the near-surface region,
the scale-dependent model yields mean SGS stress h13i that is smaller than the tra-
ditional Smagorinsky model (gure 4a) and larger than the standard dynamic model
(gure 4b).
5. Conclusions
A generalization of the dynamic model that allows the coecient to change with
 in a self-consistent fashion is proposed. The new model involves introducing a
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secondary test lter that, together with the traditional test lter, is used to determine
both the coecient and how it changes across scales. A general local power-law
variation for CS () is assumed for the scale dependence in the vicinity of . Note that
this assumption is far weaker than the scale invariance of the traditional dynamic
model. Now one must solve for two unknown parameters: CS () and the exponent
 of the power law (or the ratio  = 2). The scale-dependent dynamic model,
together with the traditional Smagorinsky and standard dynamic models, are applied
to LES of a neutrally stable atmospheric boundary layer. Using dierent lter sizes
, we show that the dynamic coecient obtained from the traditional dynamic
procedure depends on the ratio z=, implying scale dependence at any xed z. This
strongly motivates the use of the new scale-dependent dynamic model in LES of ABL
flows.
Velocity spectra from simulations that use the proposed scale-dependent model
show that the new model improves the predictions of spectral slopes at dierent
heights from the ground. In the near-surface region, the traditional Smagorinsky and
traditional dynamic models are too dissipative and not dissipative enough, respec-
tively. Consistent with its improved dissipation characteristics, the scale-dependent
model also yields improved proles of mean velocity.
In summary, the basic conclusions from this paper are: (1) the dynamic model can
be generalized to allow for scale dependence in a fully dynamic and self-consistent
way; (2) simulations with such a model are stable and robust, and yield expected
trends of the coecient as function of scale; (3) applications to LES of the ABL
show improved dissipative properties of the model, leading to more realistic spectra
and mean velocity proles.
Our calculations show that the improvement of the SGS model clearly improves
results even when the classical (possibly decient) wall-stress boundary condition is
used. Such an improved understanding of the isolated eect of the SGS model on
the results is very important when addressing the issue of the boundary condition. As
reviewed by Piomelli (1999), the log-layer-based approach has well-known limitations
and there is currently a growing interest in improving it for, among others, predicting
pressure gradient eects and separation at high Reynolds numbers. Several of the
current eorts attempt to merge smoothly between an LES approach in the bulk of
the flow, and a Reynolds-averaged approach in the near-wall region. In that context,
by explicitly allowing for scale dependence near the edge of the inertial range, the
proposed scale-dependent dynamic model may well extend the applicability of the
dynamic model from the LES region towards any possible overlap region with RANS
near the wall.
Future work should extend the implementation of the scale-dependent dynamic
procedure to other base models (e.g. mixed model, Lagrangian dynamic model), and
to other flows where scale dependence of the model coecient can be expected.
Examples include turbulence undergoing rapid distortion, flows with stratication,
compressible and reacting flows.
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Appendix
The u˜3@u˜1=@z convective term near the ground is treated in a special fashion. This
improvement is motivated by the fact that the vertical derivative of an expected
logarithmic mean prole diverges at the wall, causing some errors in the nite-
dierence approximation there.
The values of u˜3 and @u˜1=@z are obtained at the u˜3-nodes in the staggered grid,
placed at z = (−1)z (with 1 <  < Nz). For a logarithmic mean velocity prole, the
exact value of the vertical derivative of the mean streamwise velocity diverges as z−1:[
@U(z)
@z
]
ex
=
u

1
z
; (A 1)
where U(z) = hu˜1i is the mean streamwise velocity at height z. The nite-dierence
approximation of that derivative[
@U(z)
@z
]
fd
=
1
z
(U(z + 1
2
z)−U(z − 12z)) (A 2)
combined with the logarithmic mean velocity prole,
U(z) =
u

ln (z=zo); (A 3)
yields [
@U(z)
@z
]
fd
=
1
z
u

ln
(
z + 1
2
z
z − 1
2
z
)
: (A 4)
The ratio between the exact value of the derivative (given by A1) and the nite-
dierence approximation (given by A4) is
f =
z
z
[
ln
(
z + 1
2
z
z − 1
2
z
)]−1
: (A 5)
Notice that the error incurred by using the nite-dierence approximation is rel-
atively large at z = z (f = (ln(3))
−1 ’ 0:91, i.e. an error of 9%) but it rapidly
decreases (f is very close to 1) as we move upwards.
In order to account for the error incurred by using the nite-dierence approxima-
tion, the value of the derivative @u˜1=@x3 at z = z is corrected using
@u˜1
@z
=
[
@u˜1
@z
]
fd
+
@U(z)
@z
(1− (ln(3))−1): (A 6)
This correction is not applied to the value of the derivative at higher levels (above
z = z) because there the error is negligible. Simulations show that this correction
only improves the mean velocity prole in the lower levels of nodes for all model
cases considered in this paper. It appears to have no eect on the resolved kinetic
energy levels and the SGS dissipation rate from the simulations, and no change in
velocity spectra and variance of the resolved velocity elds is observed.
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