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Abstract
We study the emergent dynamics resulting from the infinite volume limit of the mean-field
dissipative dynamics of quantum spin chains with clustering, but not time-invariant states. We
focus upon three algebras of spin operators: the commutative algebra of mean-field operators,
the quasi-local algebra of microscopic, local operators and the collective algebra of fluctua-
tion operators. In the infinite volume limit, mean-field operators behave as time-dependent,
commuting scalar macroscopic averages while quasi-local operators, despite the dissipative un-
derlying dynamics, evolve unitarily in a typical non-Markovian fashion. Instead, the algebra
of collective fluctuations, which is of bosonic type with time-dependent canonical commutation
relations, undergoes a time-evolution that retains the dissipative character of the underlying
microscopic dynamics and exhibits non-linear features. These latter disappear by extending the
time-evolution to a larger algebra where it is represented by a continuous one-parameter semi-
group of completely positive maps. The corresponding generator is not of Lindblad form and
displays mixed quantum-classical features, thus indicating that peculiar hybrid systems may
naturally emerge at the level of quantum fluctuations in many-body quantum systems endowed
with non time-invariant states.
1 Introduction
In many physical situations concerning many-body quantum systems with N microscopic compo-
nents, the relevant observables are not those referring to single constituents, rather the collective
ones consisting of suitably scaled sums of microscopic operators. Among them, one usually consid-
ers macroscopic averages that scale as the inverse of N and thus lose all quantum properties in the
large N limit thereby providing a description of the emerging commutative, henceforth classical,
collective features of many body quantum systems.
Another class of relevant collective observables are the so-called quantum fluctuations: they
account for the variations of microscopic quantities around their averages computed with respect
to a chosen reference state. In analogy with classical fluctuations, they scale with the inverse
square root of N so that, unlike macroscopic observables, they can retain quantum features in the
large N limit [1, 2, 3]. Indeed, whenever the reference microscopic state presents no long-range
correlations, the fluctuations behave as bosonic operators; furthermore, from the microscopic state
there emerges a Gaussian state over the corresponding bosonic Canonical Commutation Relation
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(CCR) algebra. These collective observables describe a mesoscopic physical scale in between the
purely quantum behaviour of microscopic observables and the purely classical one of commuting
macroscopic observables [4].
The dynamical structure of quantum fluctuations has been intensively studied both in the unitary
[1, 3, 4, 5] and in the dissipative case [6, 7, 8]; yet, in all these examples, only time-invariant reference
states have been investigated, leading to macroscopic averages not evolving in time. Here, we relax
this assumption and consider the possibility, often met in actual experiments, of a non-trivial
dynamics of macroscopic averages. We shall do this by focusing on dissipative, Lindbald chain
dynamics of mean-field type. The model studied in the following is very general and applies to a
large variety of many-body systems consisting of N microscopic finite-dimensional systems weakly
interacting with their environment. We will study the large N limit of such a dissipative time-
evolution 1) at the macroscopic level of mean-field observables, 2) at the microscopic scale of
quasi-local observables, that is for arbitrarily large, but finite, number of chain sites, and 3) at the
mesoscopic level of quantum fluctuations. These three scenarios look quite different and lead to
features that, to the best of our knowledge, in particular for the cases 2) and 3), are novel in the
field of many-body quantum systems.
1. Macroscopic observables: these are described by the large N -limit of mean-field observ-
ables which yields commuting scalar quantities that evolve in time according to classical
macroscopic equations of motion.
2. Quasi-local observables: the emerging dynamics is generated by a hamiltonian despite the
microscopic dynamics being dissipative for each finite N. Moreover, and more interestingly,
whenever macroscopic averages are not constant, such a unitary dynamics is non-Markovian,
since it is implemented by a time non-local generator that always depends on the initial time.
This latter is an interesting example of a unitary time-evolution manifesting memory effects.
3. Quantum fluctuations: the emerging dynamics consists of a one-parameter Gaussian fam-
ily of non-linear maps. In order to make them compatible with the physical requests of
linearity and complete positivity, these maps must be extended to a larger algebra, contain-
ing also classical degrees of freedom associated with the macrosocpic averages. The extended
description gives raise to a dynamical hybrid system, containing both classical and quantum
degrees of freedom, whose time-evolution corresponds to a semigroup of completely positive
maps. Unlike in hybrid systems so far studied [9]-[13], the connection between classical and
quantum degrees of freedom follows from the time-dependence of the mesoscopic commutation
relations. Indeed, the commutator of two fluctuation operators is a time-evolving macroscopic
average. As a consequence, the generator of the dynamics on the larger algebra contains both
classical, quantum and mixed classical-quantum contributions. In particular, the dynamical
maps are completely positive, even if the purely quantum contribution to the generator need
not in general be characterized by a positive semi-definite Kossakowski matrix. This is the
first instance where this counter-intuitive fact is reported; notice, however, that in such a
hybrid context, Lindblad’s theorem does not apply.
The structure of the manuscript is as follows: in Section 2 we introduce mean-field and fluctuation
operators for quantum spin chains and define the mesoscopic limit. In Section 3, we introduce the
dynamics generated by a Hamiltonian free term plus a mean field interaction and made dissipative
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by Lindblad type contributions of mean-field type. In Section 3.1, we discuss the dynamics of
macroscopic quantities and in Section 3.2 the large N limit of the time-evolution of quasi-local
operators. In Section 4 we study the emerging mesoscopic dynamics of quantum fluctuations,
discussing first the symplectic structure in Section 4.1, then the time-evolution and its non-linearity
in Section 4.2. In Section 4.3 we focus upon the extension of the non-linear maps to a semi-group of
completely positive Gaussian maps on a larger algebra and on the hybrid character of its generator.
Finally, Section 6 contains the proofs of all results presented in the previous sections.
2 Quantum spin chains: macroscopic ad mesoscopic descriptions
In this section, we discuss the macroscopic, respectively mesoscopic description of the collective
behaviour of quantum spin chains given by classical mean-field observables, that scale with the
inverse of the number of sites, N , respectively by quantum fluctuations that scale as the inverse
square-root of N .
A quantum spin chain is a one-dimensional bi-infinite lattice, whose sites are indexed by integers
j ∈ Z, all supporting the same d-dimensional matrix algebra A(j) = Md(C). Its algebraic descrip-
tion [14, 15] is by means of the quasi-local C∗ algebra A obtained as the inductive limit of strictly
local subalgebras A[q,p] =
⊗q
j=pA(j) supported by finite intervals [q, p], with q ≤ p in Z. Namely,
one considers the algebraic union
⋃
q≤pA[q,p] and its completion with respect to the norm inherited
by the local algebras. Any operator x ∈Md(C) at site j can be embedded into A as:
x(j) = 1j−1] ⊗ x⊗ 1[j+1 , (1)
where 1j−1] is the tensor product of identity matrices at each site from −∞ to j − 1, while 1[j+1 is
the tensor product of identity matrices from site j + 1 to +∞. Quantum spin chains are naturally
endowed with the translation automorphism τ : A 7→ A such that τ(x(j)) = x(j+1).
Generic states ω on the quantum spin chain are described by positive, normalised linear expec-
tation functionals A ∋ a 7→ ω(a) that assign mean values to all operators in A. In the following,
we shall consider translation-invariant states such that
ω(a) = ω
(
τ(a)
) ∀a ∈ A . (2)
At each site j ∈ Z, these states are thus locally represented by a same density matrix ρ ∈ Md(C):
ω(x(j)) = ω(x) = Tr(ρ x), x ∈ Md(C). Furthermore, we shall focus upon translation-invariant
states ω that are also spatially L1-clustering [1]. These are states that, for all single site operators
x, y, satisfy ∑
ℓ∈Z
∣∣∣ω(x(0)y(ℓ)) − ω(x)ω(y)∣∣∣ <∞ , (3)
and then the weaker clustering condition
lim
n→±∞
ω
(
a†τn(b)c
)
= ω(a† c)ω(b) ∀a, b, c ∈ A . (4)
Remark 1. The cluster condition (4) is often met in ground states or in thermal states associated
to short-range Hamiltonians far from critical behaviours, such as phase transitions: it corresponds
to the physical expectation that, in absence of long-range correlations, the farther spatially apart
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are observables, the closer they become to being statistically independent. On the other hand,
the stronger clustering condition (3) is sufficient to ensure that fluctuations of physical observables
display a Gaussian character which is again a property physically expected in systems far from phase
transitions: such a condition is not strictly necessary for a system to have Gaussian fluctuations;
however, it is often assumed for mathematical convenience [1].
2.1 Macroscopic scale: mean-field observables
In an infinite quantum spin chain, the operators belonging to strictly local subalgebras contribute
to the microscopic description of the system. In order to pass to a description based on collective
observables supported by infinitely many lattice sites, a proper scaling must be chosen. Most often,
mean-field observables are considered; these are constructed as averages of N copies of a same
single site observables x, from site j = 0 to site N − 1:
X(N) =
1
N
N−1∑
k=0
x(k) , x ∈Md(C) . (5)
In the following, operators scaling asX(N) will be referred to asmean-field operators; capital letters,
like X(N), will refer to averages over specific number of lattice sites, while small case letters, like
x(k), to operators at specific lattice sites.
Given any state ω on A, the Gelfand-Naimark-Segal (GNS) construction [16] provides a repre-
sentation πω : A 7→ πω(A) of A on a Hilbert space Hω with a cyclic vector |ω〉 such that the linear
span of vectors of the form |Ψa〉 = πω(a)|ω〉 is dense in Hω and
ω(b† a c) = 〈Ψb|πω(a)|Ψc〉 , a, b, c ∈ A .
As shown in Appendix A, given x, y ∈ Md(C), clustering yields that macroscopic averages X(N)
and products of macroscopic averages X(N)Y (N) tend weakly to scalar quantities:
w − lim
N→∞
X(N) = ω(x)1 , w − lim
N→∞
X(N) Y (N) = ω(x)ω(y)1 , (6)
in the sense that lim
N→∞
ω(a†X(N)Y (N) b) = ω(a†b)ω(x)ω(y) for all a, b ∈ A.
Moreover, in the same Appendix it is shown that the L1-clustering condition (3) provides the
following scaling: ∣∣∣ω(X(N) Y (N))− ω(x)ω(y)∣∣∣ = O( 1
N
)
. (7)
It thus follows that the weak-limits of mean-field observables are scalar quantities giving rise to a
commutative (von Neumann) algebra.
Mean-field observables thus describe macroscopic, classical degrees of freedom emerging from the
large N limit of the microscopic quantum spin chain with no fingerprints left of its quantumness. As
outlined in the Introduction, we are instead interested in studying collective observables extending
over the whole spin chain that may still keep some degree of quantum behaviour; for that a less
rapid scaling than 1/N is necessary.
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2.2 Mesoscopic scale: quantum fluctuations
In order to disclose quantum behaviours of collective observables, one needs to look at fluctuations
around average values. Indeed, fluctuations are commonly associated to an intermediate level of
description in between the microscopic and the macroscopic ones, where one can hope to unveil
truly mesoscopic phenomena exhibiting mixed classical-quantum features. In this section we shall
review some of the known results about quantum fluctuation operators [1, 2, 3], introducing also
the notation and relevant concepts useful to derive the results presented in the following sections.
Collective, microscopic operators of the form
F (N)(x) =
1√
N
N−1∑
k=0
(
x(k) − ω(x)
)
(8)
are quantum analogues of fluctuations in classical probability theory: we shall refer to them as “local
quantum fluctuations”. Their large N limit with respect to clustering states ω has been thoroughly
investigated in [2, 1] yielding a non-commutative central limit theorem and an associated quantum
fluctuation algebra which turns out to be a Weyl algebra of bosonic degrees of freedom.
The scaling 1/
√
N does not guarantee convergence in the weak-operator topology. Nevertheless,
consider x, y ∈Md(C) such that [x , y] = z. Since [x(j) , y(ℓ)] = δjℓ z(j), with respect to a clustering
state ω, one has, following the same strategy used in Appendix A,
lim
N→∞
ω
(
a†
[
F (N)(x) , F (N)(y)
]
b
)
= lim
N→∞
1
N
N−1∑
j=0
ω
(
a†z(j) b
)
= ω(a†b)ω(z),
This means that commutators of local quantum fluctuations behave as mean-field quantities thus
being, in the weak-topology, scalar multiples of the identity ω(z)1. This latter fact clearly indi-
cates that, in the large N limit, a non-commutative structure emerges analogous to the algebra of
quantum position and momentum operators. To proceed to a formal proof of the convergence of
the set of these operators to a bosonic algebra, it is convenient to work with unitary exponentials
of the form eiF
(N)(x); in the large N limit, these are expected to satisfy Weyl-like commutation
relations [1].
Remark 2. Because of the scaling 1/
√
N , quantum fluctuations provide a description level in
between the microscopic (strictly local) and the macroscopic (mean-field) ones. We will refer to it
as to amesoscopic level whereby collective operators keep track of the microscopic non-commutative
level they emerge from.
In order to construct a quantum fluctuation algebra, one starts by selecting a set of p linearly
independent single-site microscopic observables χ = {xj}pj=1, xj ∈ Md(C), xj = x†j, and considers
their local elementary fluctuations
F
(N)
j := F
(N)(xj) =
1√
N
N−1∑
k=0
(
x(k) − ω(x)
)
. (9)
Because of the assumption (3) on the state ω, one has that the limits
C(ω)ij := lim
N→∞
ω
(
F
(N)
i F
(N)
j
)
(10)
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are well-defined and represent the entries of a positive p× p correlation matrix C(ω); moreover, one
chooses the elements of χ in such a way that the characteristic functions ω
(
eitF
(N)
j
)
converge to
Gaussian functions of t with zero mean and covariance Σ
(ω)
jj , given by
Σ
(ω)
jj =
1
2
lim
N→∞
ω
({
F
(N)
j , F
(N)
j
})
. (11)
This can be conveniently summarized by introducing the concept of normal quantum fluctuations
systems.
Definition 1. A finite set of self-adjoint operators χ = {xj}pj=1 is said to have “normal multivariate
quantum fluctuations” with respect to a clustering state ω if the latter obeys the L1-clustering
condition: ∑
ℓ∈Z
∣∣∣ω(x(0)i x(ℓ)j )− ω(xi)ω(xj)∣∣∣ < +∞ , ∀xi, xj ∈ χ ,
and further satisfies
lim
N→∞
ω
( (
F
(N)
j
)2 )
= Σ
(ω)
jj , limN→∞
ω(eitF
(N)
j ) = e−
t2
2
Σ
(ω)
jj ∀xj ∈ χ, ∀ t ∈ R . (12)
Given a set χ as in the above Definition 1, by considering all possible real linear combinations
of the set elements, one introduces the real-linear span
X =
{
x~r =
p∑
i=1
ri xi, xi ∈ χ, ~r = {ri}pi=1 ∈ Rp
}
. (13)
The latter set can be endowed with two real bilinear maps: the first is positive and symmetric,
(x~r1 , x~r2)→ ~r1 ·
(
Σ(ω) ~r2
)
=
p∑
i,j=1
r1i r2j Σ
(ω)
ij , ∀ ~r1,2 ∈ Rp , (14)
with
Σ
(ω)
ij =
1
2
lim
N→∞
ω
({
F
(N)
i , F
(N)
j
})
. (15)
The second one is, instead, anti-symmetric
(~r1, ~r2)→ ~r1 ·
(
σ(ω)~r2
)
=
p∑
i,j=1
r1i r2j σ
(ω)
ij , ∀~r1,2 ∈ Rp , (16)
and defined by the real symplectic matrix σ(ω) with entries
σ
(ω)
ij := −i lim
N→∞
ω
([
F
(N)
i , F
(N)
j
])
= −σ(ω)ji . (17)
Notice that the p× p matrices introduced so far are related by the following equality
C(ω) = Σ(ω) + i
2
σ(ω) . (18)
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For sake of compactness, because of the linearity of the map that associates an operator x with
its local quantum fluctuation F (N)(x), the following notations will be used:
~r · ~F (N) :=
p∑
j=1
rj F
(N)
j = F
(N)(x~r) ∀x~r ∈ X , (19)
W (N)(~r) := ei~r·
~F (N) = eiF
(N)(x~r) , (20)
where ~F (N) is the operator-valued vector with components F
(N)
j , j = 1, 2, . . . , p.
Given the symplectic matrix σ(ω) = [σ
(ω)
ij ], one constructs the abstract Weyl algebra W(χ, σ(ω)),
linearly generated by the Weyl operators W (~r), ~r ∈ Rp, obeying the relations:
W †(~r) =W (−~r) , W (~r1)W (~r2) =W (~r1 + ~r2) e−
i
2
~r1·(σ(ω)~r2) . (21)
The following theorem specifies in which sense, in the large N limit, the local exponentials W (N)(~r)
yield Weyl operators W (~r) [1].
Theorem 1. Any set χ with normal fluctuations with respect to a clustering state ω admits a
regular, Gaussian state Ω on W(χ, σ(ω)) such that, for all ~rj ∈ Rp, j = 1, 2, . . . , n,
lim
N→∞
ω
(
W (N)(~r1)W
(N)(~r2) · · ·W (N)(~rn)
)
= Ω(W (~r1)W (~r2) · · ·W (~rn)) , (22)
where the W (~rj) satisfy (21) and
Ω
(
W (~r)
)
= exp
(
− ~r ·
(
Σ(ω) ~r
)
2
)
, ∀~r ∈ Rp . (23)
The regular and Gaussian character of Ω follows from (12). In particular, its regularity guarantees
that one can write
W (~r) = ei ~r·
~F , ~r · ~F =
p∑
i=1
ri Fi = F (x~r) , (24)
where ~F is the operator-valued p-dimensional vector with components Fi that are collective field
operators satisfying canonical commutation relations [Fi , Fj ] = i σ
(ω)
ij , or, more generically,
[F (x~r1) , F (x~r2)] =
[
~r1 · ~F , ~r2 · ~F
]
= i ~r1 ·
(
σ(ω)~r2
)
. (25)
We shall refer to the Weyl algebra W(χ, σ(ω)) generated by the strong-closure (in the GNS repre-
sentation based on Ω) of the linear span of Weyl operators as the quantum fluctuation algebra.
2.3 Mesoscopic limit
Later on, we shall focus on the effective dynamics of quantum fluctuations, emerging from the
large N limit of a family of microscopic dynamical maps {Φ(N)}N∈N defined on the strictly local
subalgebras A[0,N−1]. To formally state our main results, we introduce what we shall refer to as
mesoscopic limit.
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Definition 2 (Mesoscopic limit). Given a discrete family of operators {X(N)}N∈N, in the
quasi-local algebra A, we shall say that they posses the mesoscopic limit
W(χ, σ(ω)) ∋ X := m− lim
N→∞
X(N) ,
if and only if
Ω~r1~r2 (X) = lim
N→∞
ω~r1~r2
(
X(N)
)
, ∀~r1,2 ∈ Rp , (26)
where
ω~r1~r2(X
(N)) := ω
(
W (N)(~r1)X
(N)W (N)(~r2)
)
, Ω~r1~r2(X) := Ω (W (~r1)XW (~r2)) . (27)
Further, given a sequence of completely positive, unital maps Φ(N) : A[0,N−1] 7→ A[0,N−1], one
defines the mesoscopic limit, Φ := m− limN→∞Φ(N) on the Weyl algebra W(χ, σ(ω)) by
lim
N→∞
ω~r1~r2
(
Φ(N)
[
W (N)(~r)
])
= Ω~r1~r2 (Φ [W (~r)]) , ∀~r1,2 , ~r ∈ Rp . (28)
Remark 3. Notice that the right hand side of (28) is the matrix element of πΩ (Φ [W (~r)]) with
respect to two vector states πΩ(W (~r1,2))|Ω〉 in the GNS-representation of the Weyl algebra gener-
ated by the operators W (r) based on Ω. Since these vectors are dense in the GNS-Hilbert space,
the mesoscopic map Φ is defined by the matrix elements of its action on Weyl operators that arise
from local quantum fluctuations.
According to the above definition and to (22), one can then say that the Weyl operatorsW (xj) are
the mesoscopic limits of the local exponentials W (N)(xj) and, by taking derivatives with respect to
the parameters rj , that the operators Fj are the mesocopic limits of the local quantum fluctuations
F
(N)
j .
3 Mean-field dissipative dynamics
Typically, a mean-field unitary spin-dynamics emerges in the large N limit from a quadratic interac-
tion hamiltonian scaling as 1/N as for the case of the BCS model in the quasi-spin description [17].
In this framework, operators x ∈ A[0,N−1] pertaining to the lattice sites k = 0, 1, . . . , N − 1,
evolve in time according to a group of automorphisms of A[0,N−1], U(N)t : x 7→ xt := U(N)t [x],
generated by
∂txt = i
[
h(N) + H(N) , xt
]
,
with a linear and bi-linear terms, the last one scaling as 1/N :
h(N) =
d2∑
µ=1
ǫµ
N−1∑
k=0
v(k)µ , H
(N) =
d2∑
µ,ν=1
hµν
1
N
N−1∑
k=0
v(k)µ
N−1∑
ℓ=0
v(ℓ)ν . (29)
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In the expressions above, the single-site operators vµ = v
†
µ, µ = 1, 2, . . . , d2, are chosen to constitute
an hermitian orthonormal basis for the single-site algebra Md(C):
Tr(vµ vν) = δµν , a =
d2∑
µ=1
Tr(a vµ) vµ , ∀ a ∈Md2(C) , (30)
and the coefficients ǫµ, hµν are chosen such that
ǫµ = ǫ
∗
µ , hµν = h
∗
νµ . (31)
In the following, we will perturb the hamiltonian generator of the microscopic dynamics with a
Lindblad type contribution [18] scaling as 1/N . We shall then study the time-evolution that emerges
at the level of collective quantities from a dissipative microscopic master equation ∂txt = L
(N)[xt],
with generator
L
(N)[xt] = i
[
h(N) + H(N) , xt
]
+ D(N)[xt] , (32)
D
(N)[xt] =
d2∑
µ,ν=1
Cµν
2
([
V (N)µ , xt
]
V (N)ν + V
(N)
µ
[
xt , V
(N)
ν
])
, (33)
V (N)µ =
1√
N
N−1∑
k=0
v(k)µ . (34)
Notice that the mean-field scaling of L(N) is that of the commutator with H(N) and is due to the
scaling
1√
N
of the operators V
(N)
µ .
In the above expression, the coefficients Cµν are chosen to form a positive semi-definite matrix
C = [Cµν ], known as Kossakowski matrix. Such a property of C ensures that the solution to
∂txt = L
(N)[xt] is a one-parameter semigroup of completely positive, unital maps γ
(N)
t = exp(tL
(N))
mapping A[0,N−1] [18, 19]:
γ
(N)
t [1] = 1 , γ
(N)
t ◦ γ(N)s = γ(N)t+s , ∀ s, t ≥ 0 . (35)
Remark 4.
1. While the purely hamiltonian mean-field dynamics studied in [1, 5, 4] preserve the norm, the
maps γ
(N)
t are contractions, namely
∥∥∥γ(N)t [X]∥∥∥ ≤ ‖X‖ for all X ∈ A. Furthermore, [19]
L
(N)[x y]− L(N)[x] y − xL(N)[y] =
d2∑
µ,ν=1
Cµν [V
(N)
µ , x][y , V
(N)
ν ] , (36)
for the hamiltonian contributions cancel and only D(N) contributes.
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2. A generator as in (32) can be obtained by considering N d-level systems interacting with
their environment via a hamiltonian of the form
HT = h
(N) ⊗ 1+ 1⊗HE +
∑
α
V (N)α ⊗Bα , (37)
where H(N),HE represent the hamiltonians of system and environment considered alone,
while the coupling hamiltonian consists of the operators V
(N)
α in (34) (which thus scale with
1/
√
N) and environment operators Bα = B
†
α. Notice that the scaling 1/
√
N of the interaction
hamiltonian is the same as in the Dicke model for light-matter interaction [20, 21, 22] and is the
only one that, in the large N limit with respect to clustering states, can lead to a meaningful
dynamics with generator as in (32). In the weak-coupling limit [23], when memory effects can
be neglected, one retrieves an effective evolution of the N -body system alone, implemented
by Lindblad generators of the specific type (32). The contribution D(N) describes dissipative
and noisy effects due to the system-environment collective coupling in equation (37), while
the hamiltonian H(N) in (29) is an environment induced Lamb shift.
We decompose the coefficients of the mean-field hamiltonian in (29) as hµν = h
(re)
µν + ih
(im)
µν , with
the real and imaginary parts satisfying the relations
h(re)µν = h
(re)
νµ , h
(im)
µν = −h(im)νµ . (38)
Then, using (34), the mean-field hamiltonian contribution can be written as
i
[
H(N) , xt
]
= i
d2∑
µ,ν=1
h(re)µν
{[
V (N)µ , xt
]
, V (N)ν
}
−
d2∑
µ,ν=1
h(im)µν
[[
V (N)µ , xt
]
, V (N)ν
]
. (39)
In the above expression, {x , y} = x y + y x denotes anti-commutator. At the same time, by
decomposing the Kossakowski matrix C = [Cµν ] in its self-adjoint symmetric and anti-symmetric
components as
A :=
C +Ctr
2
= [Aµν ] , B :=
C − Ctr
2
= [Bµν ] , (40)
where Ctr denotes transposition, one recasts D(N)[xt] in (32) as D
(N) = A(N) + B(N), with
A
(N)[xt] =
d2∑
µ,ν=1
Aµν
2
[[
V (N)µ , xt
]
, V (N)ν
]
, Aµν = Aνµ = A
∗
µν
B
(N)[xt] =
d2∑
µ,ν=1
Bµν
2
{[
V (N)µ , xt
]
, V (N)ν
}
, Bµν = −Bνµ = −B∗µν .
Thus, using (39) and the above expressions, the generator in (32) deomposes as a mean-field
10
dissipator-like term plus a free hamiltonian term:
L
(N)[xt] =
(
H
(N) + D˜(N)
)
[xt] , D˜
(N) := A˜(N) + B˜(N) (41)
H
(N)[xt] := i
d2∑
µ=1
hµ
N−1∑
k=0
[
v(k)µ , xt
]
= i
√
N
d2∑
µ=1
ǫµ
[
V (N)µ , xt
]
(42)
A˜
(N) :=
1
2
d2∑
µ,ν=1
A˜µν
[[
V (N)µ , xt
]
, V (N)ν
]
, A˜µν := Aµν − 2h(im)µν = A˜∗µν (43)
B˜
(N) :=
1
2
d2∑
µ,ν=1
B˜µν
{[
V (N)µ , xt
]
, V (N)ν
}
, B˜µν := Bµν + 2i h
(re)
µν = −B˜∗µν . (44)
The various coefficients are conveniently regrouped into the following d2 × d2 matrices
h(re) := [h(re)µν ] = (h
(re))tr , h(im) = [h(im)µν ] = −(h(im))tr , (45)
h := [hµν ] = h
(re) + i h(im) = h† , A˜ = A− 2h(im) , B˜ = B + 2 i h(re) , (46)
where A˜ is real, but unlike A in (40), non symmetric, and B˜ is purely imaginary, but, unlike B
in (40), not anti-symmetric.
3.1 Mean-field dissipative dynamics on the quasi-local algebra
In this section we shall deal with the large N limit of the microscopic dissipative dynamics γ
(N)
t on
the quasi-local algebra A generated by L(N) in (41)-(44); namely, we shall investigate the behaviour
when N → ∞ of γ(N)t [x], where x ∈ A is either strictly local, that is different from the identity
matrix, over an arbitrary, but fixed number of sites, or can be approximated in norm by strictly
local operators.
Definition 3. An operator O ∈ A is strictly local if there exists an interval [a, b] of lattice sites,
such that [O , x(k)] = 0 ∀x ∈Md(C) and k /∈ [a, b]. The smallest such interval is the support S(O)
of O ∈ A whose cardinality will be denoted by ℓ(O).
We shall consider microscopic states ω that are translation invariant and clustering, but not
necessarily invariant under the large N limit of the microscopic dynamics; namely such that, in
general, on strictly local x ∈ A,
lim
N→∞
ω
(
γ
(N)
t [x]
)
6= ω(x) .
Thus, we shall consider the case of macroscopic averages associated with mean-field operators that
may also change in time. The existence of the following macroscopic averages is first guaranteed
for all t ∈ [0, R] with R defined by the norm-convergence radius of the exponential series
γ
(N)
t =
∞∑
k=0
tk
k!
(
L
(N)
)k
on local and mean-field operators by Corollary 1 in Section 6.1, and then extended to all finite
times t ≥ 0 by Proposition 3.
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Definition 4. The time-dependent macroscopic averages of the commutator of single-site operators,
vµ and [vµ , vν ] ∈Md(C), with respect to the microscopic state at any finite time t ≥ 0 will be denoted
by:
ωα(t) := lim
N→∞
ω(N)α (t) , ω
(N)
α (t) := ω
(
γ
(N)
t
[
1
N
N−1∑
k=0
v(k)α
])
, (47)
ωαβ(t) := lim
N→∞
ω
(N)
αβ (t) , ω
(N)
αβ (t) := ω
(
γ
(N)
t
[
1
N
N−1∑
k=0
[v(k)α , v
(k)
β ]
])
. (48)
Using the relations (30), one writes
[
v(k)α , v
(k)
β
]
=
d2∑
γ=1
Tr
([
v(k)α , v
(k)
β
]
v(k)γ
)
v(k)γ ,
and, since the trace does not depend on the site index, one may set
Jγαβ := Tr
([
v(k)α , v
(k)
β
]
v(k)γ
)
= Jβγα = −Jγβα = −(Jγαβ)∗ , ∀k , (49)
and derive [
v(k)α , v
(k)
β
]
=
d2∑
γ=1
Jγαβ v
(k)
γ , ωαβ(t) =
d2∑
γ=1
Jγαβ ωγ(t) . (50)
Propositions 2 and Corollary 3 in Section 6.1 show that the macroscopic averages satisfy the
following equations of motion for all times t ≥ 0:
d
dt
ωα(t) =
d2∑
µ=1
( d2∑
ν=1
B˜µν ων(t) + i ǫµ
)
ωµα(t)
=
d2∑
µ,γ=1
( d2∑
ν=1
B˜µν ων(t) + i ǫµ
)
Jγµα ωγ(t) , ∀α = 1, 2, . . . d2 . (51)
Denoting by ~ωt the vector with components ωα(t) and using (50), it proves convenient for later use,
in particular for the derivation of the dissipative fluctuation dynamics in Theorem 3, to recast the
equations of motion in the following compact, matrix-like form
d
dt
~ωt = D(~ωt) ~ωt , D(~ωt) =
[
Dαβ(~ωt)
]
= D˜(~ωt) + i E , (52)
where D˜(~ωt) and E have entries
D˜αβ(~ωt) =
d2∑
µ,ν=1
Jµαβ B˜µν ων(t) , Eαβ =
d2∑
µ=1
ǫµ J
µ
αβ , (53)
and D˜(~ωt) depends implicitly on time through the time-evolution: ~ω 7→ ~ωt.
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Notice that all the scalar quantities multiplying ωγ(t) change sign under conjugation, whence
the matrix D(~ωt) is real and
Jµαβ = −Jµβα implies D†(~ωt) = −D(~ωt) . (54)
The non-linear equations (52) with initial condition ~ω0 = ~ω are formally solved by the matricial
expression
~ωt =Mt(~ω) ~ω , Mt(~ω) := Te
∫ t
0 dsD(~ωs) (55)
where T denotes time-ordering and the dependence of the d2×d2 matrixMt(~ω) on the time-evolution
~ω 7→ ~ωt embodies the non-linearity of the dynamics. However, this is just a formal writing, that
will prove to be useful later on: the time-evolution of the macroscopic averages can be found only
by directly solving the system of equations (52).
Despite the time-ordering, since there is no explicit time-dependence in the equations (52), the
time-evolution of the macroscopic averages composes as a semigroup,
~ω 7→ ~ωs 7→ (~ωs)t = ~ωs+t ∀ s, t ≥ 0 . (56)
Moreover, because of the anti-symmetry of D(~ωt) and of the fact that the macroscopic averages are
real, the quantity K(t) :=
∑d2
α=1 ω
2
α(t) is a constant of the motion
dK(t)
dt
=
d2∑
α,β=1
(
Dαβ(~ωt) + Dβα(~ωt)
)
ωα(t)ωβ(t) = 0 .
Remark 5. The components ωµ(t) = limN→∞ ω
(N)
t (vµ) of the vector ~ωt lie within the paral-
lelepiped [−1, 1]×d2 : this follows since the orthonormal matrices vµ are such that Tr(v2µ) = 1 and
thus ‖vµ‖ ≤ 1, whence
d2∑
µ=1
(ω(vµ))
2 ≤ d2 . (57)
Furthermore, the positivity of the state ω yields the positivity of the d2 × d2 matrix of coefficients
ω(vµ vν):
d2∑
µ,ν=1
λ∗µλν ω(vµ vν) = ω(V
†V ) ≥ 0 , ∀ V :=
d2∑
µ=1
λµ vµ ∈Md(C) .
By expanding the matrix product vµ vν with respect to the {vµ}d2µ=1 orthonormal basis, vµ vν =∑d2
α=1 V
α
µν vα, one derives the positivity constraint
d2∑
α=1
V α ω(vα) ≥ 0 , (58)
where the d2×d2 matrix V α = [V αµν] is fixed by the chosen basis. Thus, the vectors ~ω of macroscopic
averages {ω(vµ)}d2µ=1 belong to the subset S ⊂ [−1, 1]×d
2
satisfying the constraints (57) and (58).
In conclusion, the macroscopic dynamics generated by the non-linear, time-independent equations
of motions (51) forms a semigroup and maps S into itself.
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3.2 Macroscopic dynamics of local observables
With the time-evolution of macroscopic averages at disposal, we are now able to derive the large
N limit of the dynamics of quasi-local operators x ∈ A.
Theorem 2. Let the quasi-local algebra A be equipped with a translation-invariant, spatially L1-
clustering state ω. In the large N limit, the local dissipative generators L(N) in (41) define on A
a one-parameter family of automorphisms that depend on the state ω and are such that, for any
finite t ≥ 0,
lim
N→∞
ω
(
a γ
(N)
t [O] b
)
= ω (aαt[O] b) , (59)
for all a, b ∈ A and O ∈ A. If O has finite support S(O) ⊂ [0, S − 1], then
αt[O] =
(
U
(S)
t
)†
OU
(S)
t , U
(S)
t = Te
−i
∫ t
0
dsH
(S)
s , (60)
with explicitly time-dependent hamiltonian
H
(S)
t = −i
S−1∑
k=0
d2∑
µ=1
( d2∑
ν=1
B˜µν ων(t) + i ǫµ
)
v(k)µ , (61)
where
Te−i
∫ t
0
dsH
(S)
s = 1+
∞∑
k=1
(−i)k
∫ t
0
ds1 · · ·
∫ sk−1
0
dskH
(S)
s1 · · ·H(S)sk . (62)
The proof of the above theorem is given in Section 6.1. Using (44), the hamiltonian reads
H
(S)
t =
S−1∑
k=0
d2∑
µ=1
(( d2∑
ν=1
−i Bµν + 2h(re)µν
)
ων(t) + ǫµ
)
v(k)µ . (63)
where B∗µν = −Bµν , (h(re)µν )∗ = h(re)µν and ǫ∗µ = ǫµ guarantee that H(S)t is hermitean. Notice that, in
the large N limit, the microscopic dissipative term D(N) only contributes with a correction to the
free hamiltonian terms in (29) so that the dissipative time-evolution of local observables becomes
automorphic.
Consider the dynamics of single site observables by choosing in (60) O equal to one of the
orthonormal matrices at site ℓ, v
(ℓ)
µ . Then,
d
dt
αt[v
(ℓ)
γ ] = i
(
U
(ℓ)
t
)† [
H
(ℓ)
t , v
(ℓ)
γ
]
U
(ℓ)
t
=
d2∑
µ=1
( d2∑
ν=1
(
Bµν + 2 i h
(re)
µν
)
ων(t) + i ǫµ
) (
U
(ℓ)
t
)† [
v(ℓ)µ , v
(ℓ)
γ
]
U
(ℓ)
t
=
d2∑
µ,β=1
( d2∑
ν=1
B˜µν ων(t) + i ǫµ
)
Jβµγ
(
U
(ℓ)
t
)†
v
(ℓ)
β U
(ℓ)
t =
d2∑
β=1
Dγβ(~ωt)αt[v
(ℓ)
β ] ,
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where use has been made of the relations (30) and of the matrix elements (53). Notice that the
expectations ω
(
αt
[
v
(ℓ)
γ
])
satisfy the same equations (51) satisfied by the macroscopic observables
ωγ(t); since these quantities coincide at t = 0, one has
ω
(
αt
[
v(ℓ)γ
])
= ωγ(t) , ∀ γ = 1, 2, . . . , d2 , ∀ t ≥ 0 . (64)
Remark 6.
1. The convergence of the mean-field dissipative dynamics γ
(N)
t to the automorphism αt of A
occurs in the weak-operator topology associated with the GNS-representation of A based on
the state ω.
2. The automorphisms αt have been derived for positive times, only. This means that, though
the inverted automorphisms α−t surely exist, they cannot however arise from the underlying
non-invertible microscopic dynamics.
3. The one-parameter family {αt}t≥0 fails to obey the forward-in-time composition law as in (35)
which is typical of time-independent generators, nor the one corresponding to two-parameter
semi-groups,
αt,t0 = αt,s ◦ αs,t0 , 0 ≤ t0 ≤ s ≤ t .
which arises from time-ordered integration of generators that depend explicitly on the running
time t, but not on the initial time t0. Indeed, if the microscopic dynamics starts at t0 ≥ 0,
then the semigroup properties ensure that, at time t ≥ t0, any quasi-local initial condition
O ∈ A has evolved into γ(N)t−t0 [O]. Then, adapting Theorem 2 to a generic initial time t0 ≥ 0,
similarly to (59), the large N limit yields a one-parameter family of automorphisms αt−t0 ,
t ≥ t0, such that
lim
N→∞
ω
(
a γ
(N)
t−t0 [O] b
)
= ω (aαt−t0 [O] b) , (65)
for all a, b ∈ A and O quasi-local. If the support of O is, for sake of simplicity, [0, S− 1], then
αt−t0(O) =
(
U
(S)
t−t0
)†
OU
(S)
t−t0 , U
(S)
t−t0 = Te
−i
∫ t−t0
0 dsH
(S)
s . (66)
Therefore, the time-derivative yields a generator:
d
dt
αt−t0(O) = Kωt−t0 [αt−t0 [O]] , (67)
Kωt−t0 [O] =
d2∑
µ,ν=1
Bµν ων(t− t0)
S−1∑
k=0
[
αt−t0
[
v(k)µ
]
, O
]
, (68)
which depends on both the running and initial times.
4. By setting t0 = 0 in (67), one sees that the one-parameter family {αt}t≥0 is generated by a
time-local master equation. However, since in general, that is for t0 ≥ 0, the generator Kt−t0
depends on both the running time t and the initial time t0, the family of automorphisms is
non-Markovian in the sense of [24]. On the other hand, if one uses lack of CP-divisibility as
a criterion of non-Markovianity [25], then {αt}t≥0 is Markovian. Indeed, being the dynamics
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unitary, there always exists a completely positive intertwining map βt,τ , t ≥ τ ≥ 0, such that
αt = βt,τ ◦ ατ : for any O ∈ A with S(O) ⊂ [0, S − 1], one can write αt[O] = βt,τ ◦ ατ [O],
where
βt,τ [O] =
(
U
(S)
t
)†
U (S)τ O
(
U (S)τ
)†
U
(S)
t .
5. If the limN→∞ ω ◦ γ(N)t provides a time-invariant state on the quasi-local algebra A, then one
recovers the one-parameter semigroup features of (35) (see also [26]).
Example 1. We shall consider a qubit spin chain consisting of a lattice whose sites j ∈ N support
the algebra M2(C). As a Hilbert-Schmidt orthogonal matrix basis {vµ}4µ=1, we choose the spin
operators s1, s2, s3,1, normalized in a such way that
[sµ , sν ] = i εµνγ sγ , µ , ν , γ = 1, 2, 3 . (69)
Then, with S(N)µ =
1√
N
N−1∑
k=0
s(k)µ , we study the following dissipative generator, with Kossakowski
matrix C =
1 −i 0i 1 0
0 0 0
,
L
(N)[x] =
2∑
α,β=1
Cαβ
2
( [
S(N)α , x
]
S
(N)
β + S
(N)
α
[
x , S
(N)
β
] )
=
= S
(N)
+ xS
(N)
− −
1
2
{
S
(N)
+ S
(N)
− , x
}
, S
(N)
± = S
(N)
1 ± i S(N)2 . (70)
Therefore, with respect to (45), (46), h = 0 and E = 0, so that A˜ and B˜ coincide with the symmetric
and anti-symmetric components of C,
A =
1 0 00 1 0
0 0 0
 , B =
0 −i 0i 0 0
0 0 0
 . (71)
With respect to a translation-invariant clustering state ω, the only non-trivial macroscopic averages
ωµ(t) given by (47) are ω1,2,3(t) while ω4(t) = 1 for all t ≥ 0. Since ‖sµ‖ ≤ 1/2, we will then consider
the vector ~ωt = (ω1(t), ω2(t), ω3(t)) with components belonging to [−1/2 , 1/2]. Furthermore, from
(50) and (69) one computes
ωµν(t) = i ǫµνγ ωγ(t) , µ, ν, γ = 1, 2, 3 , (72)
whence (51) and B in (71) yield the following system of differential equations:
d
dt
ω1(t) = ω1(t)ω3(t) ,
d
dt
ω2(t) = ω2(t)ω3(t) ,
d
dt
ω3(t) = −ω21(t) − ω22(t) , (73)
corresponding to the following matrix D(~ωt) in (52):
D(~ωt) =
 0 0 ω1(t)0 0 ω2(t)
−ω1(t) −ω2(t) 0
 . (74)
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Then, the norm
‖~ωt‖ =
√√√√ 3∑
µ=1
|ωµ(t)|2 = ξ (75)
is a constant of the motion; thus the third equation can readily be solved, yielding
ω3(t) = −ξ tanh (ξ(t+ b)) , (76)
where the constant b is chosen to implement the initial condition ω3 := ω3(0) = −ξ tanh (ξb).
Knowing ω3(t), one also obtains
ω1(t) =
cosh(b ξ)
cosh(ξ(t+ b))
ω1 , ω2(t) =
cosh(b ξ)
cos(ξ(t+ b))
ω2 , (77)
where ω1,2 := ω1,2(0). According to (61), equipped with these quantities, the Hamiltonian for the
first S chain-sites reads
H
(S)
t =
S−1∑
k=0
(
ω1(t)s
(k)
2 − ω2(t)s(k)1
)
. (78)
Since [H
(S)
t1 , H
(S)
t2 ] = 0, for all t1,2 ∈ R, the unitary operators implementing the automorphic
dynamics from t = 0 to t > 0 (see (60)) are given by:
U
(S)
t = e
−i
∫ t
0
duH
(S)
u =
S−1∏
k=0
exp
(
− iα(t)
(
ω1 s
(k)
2 − ω2 s(k)1
))
, (79)
α(t) := cosh(b ξ)
∫ t
0
du
cosh(ξ(u+ b))
= cosh(b ξ)
(
arctan
(
e−ξ(t+b)
)
− arctan
(
e−ξb
))
. (80)
The mean-field dynamics is thus specified by time-evolution of single-site spin operators:
(U
(S)
t )
†
s1s2
s3
 U (S)t =Mt(~ω)
s1s2
s3
 , (81)
Mt(~ω) =
1
ξ12
 ω21 cos (α(t)ξ12) + ω22 ω1ω2 (cos (α(t)ξ12)− 1) ξ12 ω1 sin (α(t)ξ12)ω1ω2 (cos (α(t)ξ12)− 1) ω22 cos (α(t)ξ12) + ω21 ξ12 ω2 sin (α(t)ξ12)
−ξ12 ω1 sin (α(t)ξ12) −ξ12 ω2 sin (α(t)ξ12) ξ212 cos (α(t)ξ12)
 , (82)
where we have set ξ12 =
√
ω21 + ω
2
2 .
4 Mean-field dynamics of quantum fluctuations
In the previous section, we studied the large N limit of the dissipative dynamics generated by (32)
on (quasi) local spin operators. In this section we shall instead investigate the time-evolution of
fluctuation operators scaling themselves with the inverse square-root of N .
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As a set X of relevant one-site observables (see (13)), we choose the orthonormal basis of her-
mitian matrices {vµ}d2µ=1 appearing in L(N). Accordingly, we shall focus upon the vector ~F (N) of
local fluctuations
F (N)µ :=
1√
N
N−1∑
k=0
(
v(k)µ − ω(vµ)
)
,
and upon the local exponential operators in (20),
W (N)(~r) = ei ~r·
~F (N) , ~r ∈ Rd2 .
As seen in Section 2.2, if the matrices {vµ}d2µ=1 give rise to normal fluctuations with respect to the
translation-invariant, clustering state ω, then
lim
N→∞
ω
(
W (N)(~r)
)
= Ω(W (~r)) .
In the above expression, W (r) are operators with Weyl commutation relations and Ω is a Gaussian
state on the Weyl algebra W(χ, σ(ω)) arising from the strong-closure of their linear span with
respect to the GNS-representation based on Ω.
As already remarked in the previous section, the microscopic state ω need not be time-invariant,
ω
(N)
t := ω ◦ γ(N)t 6= ω, where γ(N)t in (35) acts trivially outside A[0,N−1]. Then, since fluctuations
account for deviations of observables from their mean values that now depend on time, it is necessary
to change the time-independent formulation of local quantum fluctuations given in (8) into a time-
dependent one,
F (N)µ (t) =
1√
N
N−1∑
k=0
(
v(k)µ − ω(N)t (v(k)µ )
)
, (83)
the time-dependence occurring through the mean-values. Then, the commutator of two such local
fluctuations, [
F (N)µ (t) , F
(N)
ν (t)
]
=
1
N
N−1∑
k=0
[
v(k)µ , v
(k)
ν
]
=: T (N)µν (84)
is a time-independent mean-field operator. However, the entries of the symplectic matrix in (17),
σ(ω)µν (t) := −i lim
N→∞
ω(N)µν (t) = −iωµν(t) , ω(N)µν (t) := ω(N)t
(
T (N)µν
)
, (85)
will in general explicitly depend on time. Notice that the last two equalities follow from (48), while
from (50) one derives
σ(ω)µν (t) = −i
d2∑
α=1
Jαµν ωα(t) . (86)
As they depend on the initial vector ~ω of mean-field observables, that is of macroscopic averages,
and on the time-evolution of ~ω into ~ωt, for later convenience, we shall denote by σ(~ωt) the symplectic
matrix with components σ
(ω)
µν (t) and by σ(~ω) the symplectic matrix at time t = 0 with components
σµν(~ω) = −i lim
N→∞
1
N
N−1∑
k=0
ω
( [
v(k)µ , v
((k)
ν
] )
= −iω
(
[vµ , vν ]
)
= −iTr
(
ρ [vµ , vν ]
)
, (87)
where we have used the assumed translation-invariance of the state ω.
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Remark 7. Using the matrix Mt(~ω) in (55), one gets
σ(~ωt) = Mt(~ω)σ(~ω)M
tr
t (~ω) . (88)
Such a relation follows from (50) and (86) that yield
σ(ω)µν (t) = −i
d2∑
α=1
Jαµν ω (αt [vα]) = −iω
([
αt [vµ] , αt [vµ]
])
.
Then, taking the time-derivative of both sides of the above equality and using (64),
d
dt
σ(~ωt) =
[
D(~ωt) , σ(~ωt)
]
. (89)
Note that the map σ(~ω) 7→ σ(~ωt) is non-linear since D(~ωt) depends on σ(~ωt).
Let ~F (N) be the operator-valued vector with components
F (N)µ =
1√
N
N−1∑
k=0
(
v(k)µ − ω(N)(v(k)µ )
)
, µ = 1, 2, . . . , d2 ,
at t = 0. Given the local exponential operators
W (N)(~r) = ei ~r·
~F (N) , ~r · ~F (N) =
d2∑
µ=1
rµ F
(N)
µ , (90)
with respect to a translation invariant, clustering state ω, in the mesoscopic limit (see Definition 2
in Section 2.3), they give rise to Weyl operators
W (~r) = exp
(
i~r · ~F
)
= m− lim
N→∞
W (N)(~r) , (91)
where the vector ~F has components Fµ, 1 ≤ µ ≤ d2 given by
Fµ = m− lim
N→∞
F (N)µ (92)
and such that [
Fµ , Fν
]
= iσµν(~ω) . (93)
4.1 Structure of the symplectic matrix
The density matrix ρ that represents ω at each lattice site can be expanded as ρ =
∑d2
µ=1 rµ vµ
with respect the orthonormal matrix basis. It thus turns out that the corresponding generalised
Bloch vector {rµ}d2µ=1 is in the kernel of the symplectic matrix,
d2∑
ν=1
σµν(~ω) rν = Tr
(
ρ [vµ , ρ]
)
= 0 ,
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whence σ(~ω) is not invertible. Actually, the kernel of the symplectic matrix is at least d-dimensional
for it also contains the generalized Bloch vectors corresponding to the eigenprojectors of ρ.
By an orthogonal rotation R(~ω), any non-invertible σ(~ω) can be brought into the form
σ˜(~ω) = R(~ω)σ(~ω)Rtr(~ω) =
(
0 0
0 σ˜11(~ω)
)
, (94)
where the diagonal zero entry stands for a zero d0(~ω) × d0(~ω) square-matrix, while off-diagonal
zeroes stand for d0(~ω) × d1(~ω) and d1(~ω) × d0(~ω) 0 zero rectangular matrices, while σ˜11(~ω) is a
d1(~ω) × d1(~ω) invertible symplectic matrix, with d2 ≥ d0(~ω) ≥ d the dimension of the kernel of
σ(~ω) and d1(~ω) = d
2 − d0(~ω) an even integer.
The orthogonal rotation matrix R(~ω) that transforms σ(~ω) into σ˜(~ω) does in general depend on
the vector ~ω and amounts to a rotation of the hermitian matrix basis {vµ}d2µ=1 into a new hermitian
matrix basis
{
vα(~ω) =
∑d2
µ=1Rαµ(~ω)vµ
}
. One can thus rotate the operator-valued vector ~F into
the form
~G(~ω) = R(~ω)~F (95)
so that the commutation relations (93) turn into[
Gµ(~ω) , Gν(~ω)
]
= i
d2∑
α,β=1
Rµα(~ω)Rνβ(~ω)σαβ(~ω) = i σ˜µν(~ω) . (96)
Therefore, the first d0(~ω) components of ~G(~ω) commute with all the others and among themselves
and constitute a commutative set.
Definition 5. By ~G0(~ω) we will denote the d0(~ω)-dimensional operator-valued vector consisting of
the commuting components of ~G(~ω) and by ~G1(~ω) the vector whose comonents are the remaining
d1(~ω) operators.
Then, the Weyl operators (91) split into the product of the exponentials of the commuting
components of ~G0(~ω) and a quantum Weyl operators that cannot be further split:
W (~r) =
d0(~ω)∏
µ=1
exp
(
i sµ(~ω)Gµ(~ω)
) exp
i d2∑
µ=d0(~ω)+1
sµ(~ω)Gµ(~ω)
 , (97)
where ~s(~ω) = R(~ω)~r. Furthermore, the rotation into the new matrix basis {vµ(~ω)}d2µ=1 amounts to
rotating the Kossakowski matrix C in the Lindblad generator (41) into a new, ~ω-dependent Kos-
sakowski matrix C(~ω) = R(~ω)C Rtr(~ω) with symmetric and anti-symmetric components A(~ω) =
R(~ω)ARtr(~ω) and B(~ω) = R(~ω)BRtr(~ω).
Because of (88), the matrix σ(~ωt) remains non-invertible in the course of time.
4.2 Mesoscopic dissipative dynamics
Given the local exponential operators W (N)(~r) in (90), we now study the mesoscopic limit of their
dynamics at positive times t ≥ 0:
W (N)(~r) 7→W (N)t (~r) := γ(N)t
[
W (N)(~r)
]
.
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We shall prove the existence of the following limit (see Definition 2)
lim
N→∞
ω~r1~r2
(
γ
(N)
t
[
W (N)(~r)
])
= Ω~r1~r2
(
Φ~ωt
[
W (~r)
])
, ∀~r1,2, r ∈ Rd2 , (98)
where Ω is the mesoscopic state emerging from the microscopic state ω at t = 0 according to (23),
W (~r) = exp(i~r · ~F ) is any element of the Weyl algebra W(χ, σ(ω)) corresponding to the matrix
σ(~ω) at time t = 0 with the components of ~F satisfying the commutation relations (93). These
limits define the maps Φ~ωt that describe the mesoscopic dynamics corresponding to the microscopic
dissipative time-evolution γ
(N)
t ; their explicit form is given in the following theorem whose proof is
provided in Section 6.2.
Theorem 3. According to Definition 2, the dynamics of quantum fluctuations is given by the
mesoscopic limit Φ~ωt := m− limN→∞ γ(N)t , where
Φ~ωt [W (~r)] = exp
(
− 1
2
~r ·
(
Yt(~ω)~r
))
W (Xtrt (~ω)~r) , (99)
where, with T denoting time-ordering,
Xt(~ω) : = Te
∫ t
0
dsQ(~ωs) (100)
Q(~ωt) := −iσ(~ωt) B˜ + D(~ωt) (101)
Yt(~ω) :=
∫ t
0
dsXt,s(~ω)
(
σ(~ωs)Aσ
tr(~ωs)
)
Xtrt,s(~ω) . (102)
In the above expression, Xt,s(~ω) := Xt(~ω)X
−1
s (~ω), A is the symmetric component of the Kos-
sakowski matrix C in (33), B˜ = B + 2 i h(re) in (46). Finally, σ(~ωt) is the time-dependent sym-
plectic matrix with entries given by (85) and D(~ωt) is the matrix defined in (52).
The structure of the mesoscopic dynamics looks like that of Gaussian maps transforming Weyl
operators onto Weyl operators with rotated parameters and further multiplied by a damping Gaus-
sian factor. Indeed, the time evolution sends ~r into Xtrt (~ω)~r and the exponent ~r ·
(
Yt(~ω)~r
)
in the
prefactor is positive since A =
C +Ctr
2
≥ 0 because such is the Kossakowski matrix C. However,
as we shall see in the next section, the dependence on the macroscopic dynamics of mean-field
quantities makes the maps Φ~ωt non-linear on the Weyl algebra W(χ, σ(ω)).
4.3 Structure of the mesoscopic dynamics
In this section we discuss in detail the properties of the mesoscopic dynamics defined by the maps
Φ~ωt , t ≥ 0 in (99). It turns out that they act non-linearly on products of Weyl operators. Indeed,
if Φ~ωt were linear, using (21), one would get
Φ~ωt [W (~r1)W (~r2)] = Φ
~ω
t
[
ei ~r2·(σ(~ω)~r1)W (~r2)W (~r1)
]
= ei ~r2·(σ(~ω)~r1)Φ~ωt [W (~r2)W (~r1)] .
Instead, the following proposition shows that the symplectic matrix in the exponent at the right
hand side of the above equality is not σ(~ω) at t = 0, rather σ(~ωt) at time t > 0. This is a
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consequence of the fact that the local operators W (N)(~r) and W (N)(~s) satisfy a Baker-Campbell-
Haussdorf relation of the form
W (N)(~r)W (N)(~s) =W (N)(~s)W (N)(~r) exp
([
~s · ~F (N) , ~r · ~F (N)
]
+ O
(
1√
N
))
.
Since the leading order term in the argument of the exponential function is a mean-field quantity,
it keeps evolving in time under the action of γ
(N)
t in the large N limit and tends to the scalar
quantity i ~s · (σ(~ωt)~r). This result is formally derived in the proof of the following Proposition given
in Section 6.3.
Proposition 1. The mesoscopic dynamics of the product of two Weyl operators satisfies
Φ~ωt [W (~r)W (~s)] = e
i ~s·(σ(~ωt)~r)Φ~ωt [W (~s)W (~r)] , ∀~r , ~s ∈ Rd
2
. (103)
The non-linearity of the fluctuation dynamics conflicts with the fact that any dissipative quantum
dynamics should be described by a semigroup of linear, completely positive maps. Notice that,
even if systems with time-dependent macroscopic averages have already been studied [21], the
puzzling result of Proposition 1 had not yet emerged for, in the framework of quantum fluctuations
theory only time-invariant states have been considered so far. In order to reconcile the result of
Proposition 1 with the desired behaviour of quantum dynamical maps, one needs to identify the
proper mesoscopic algebra suited to time-evolving canonical commutation relations. One has indeed
to consider quantum fluctuations obeying different algebraic rules that depend on the macroscopic
averages. The proper tool is offered by an extended algebra that allows to account for the dynamics
of quantum fluctuations with time-varying commutation relations. One is thus led to deal with a
peculiar hybrid system, in which there appear together quantum and classical degrees of freedom,
strongly connected since the commutator of two fluctuations is a classical dynamical variable.
Remarkably, the need for such a mathematical setting naturally emerges from a concrete many-
body quantum system as the dissipative quantum spin chain discussed above.
The maps Φ~ωt can be extended to linear maps Φ
ext
t on a larger algebra than W(χ, σ(ω)). Via the
relations (86), the algebra W(χ, σ(ω)) does indeed depend on the vector ~ω of macroscopic averages
at time t = 0. We shall then denote it by W~ω and by W~ω(~r(~ω)) its Weyl operators, where we
further include the possibility that the vectors parametrizing the Weyl operators also depend on
~ω. We shall assume that, for all ~ω ∈ S, the representation of the Weyl algebra be regular so that
W~ω(~r(~ω)) = exp
(
i~r(~ω) · ~F (~ω)
)
, (104)
where ~F (~ω) is the operator-valued vector with components given by the Bosonic operators Fµ(~ω),
µ = 1, 2, . . . , d2, for each ~ω ∈ S so that (compare with (25)),[
~r1(~ω) · ~F (~ω) , ~r2(~ω) · ~F (~ω)
]
= i ~r1(~ω) ·
(
σ(~ω)~r2(~ω)
)
. (105)
We are thus dealing with a so-called field of von Neumann algebras {W~ω}~ω∈S that can be assembled
together into a direct integral von Neumann algebra [15]
Wext =
∫ ⊕
S
d~ωW~ω . (106)
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The most general elements of Wext are operator-valued functions of the form
W f~r : S ∋ ~ω 7→ f(~ω)W~ω(~r(~ω)) , (107)
with f any element of the von Neumann algebra L∞(S) of essentially bounded functions on S
with respect to the measure d~ω, that is f is measurable and bounded apart from sets of zero
measure, while the Weyl operators W~ω(~r(~ω)) ∈ W~ω correspond to the operator-valued functions
W 1~r evaluated at ~ω; namely, W
1
~r (~ω) =W~ω(~r(~ω)).
Remark 8. Notice that the extended algebra cannot be written in a simpler tensor form; indeed,
each ~ω determines its own Weyl algebraW~ω and commutators of operators inW~ω produce functions
on S. Only if the algebras W~ω were the same, W~ω = W for all ~ω ∈ S, one could write Wext =
L∞(S)⊗W.
States on Wext are provided by general convex combinations of the form
Ωext =
∫ ⊕
S
d~ν ρ(~ν)Ω~ν . (108)
where Ω~ν is any state on the Weyl algebra W~ν and ρ is any probability distribution over S. One
may call Gaussian a state Ωext on Wext if the Ω~ν in (108) are all Gaussian and a specific Gaussian
state Ω~ω on the Weyl algebra W~ω can be selected by choosing a Dirac delta distribution localised
at ~ω ∈ S, ρ(~ν) = δ~ω(~ν).
On the extended algebra, we can then consider the extended linear maps Φextt defined by their
action on the building blocks W f~r of Wext:(
Φextt [W
f
~r ]
)
(~ω) = f(~ωt)Φ
~ω
t [W~ω(~r(~ωt))] . (109)
Notice that Φext makes all parametric dependences on ~ω evolve in time but for the one labelling
the Weyl algebra which is left fixed. Then, functions f(~ω) and vectors ~r(~ω) are mapped into
ft(~ω) := f(~ωt), respectively ~rt(~ω) := ~r(~ωt), while, according to (99),
Φ~ωt [W~ω(~r(~ωt))] = g
~r,t(~ω)W~ω
(
Xtrt (~ω)~r(~ωt
)
(110)
g~r,t(~ω) := exp
(
−1
2
(
~r(~ωt) ·
(
Yt(~ω)~r(~ωt)
)))
. (111)
Notice that, because of the dependence of the matrix Yt(~ω) on the whole trajectory ~ω 7→ ~ωt, and
not only on the end value ~ωt, the functions g
~r,t(~ω) 6= g~rt (~ω) := g~r(~ωt). On the other hand, if the
vector ~r(~ω) = ~r does not explicitly depend on ~ω, then it does not evolve in time and one recovers
the action (99) of the non-linear maps Φt of which the maps Φ
ext
t are indeed linear extensions.
The action of the extended dynamical maps can then be recast as
Φextt [W
f
~r ] = ft g
~r,tW 1Xtrt ~rt
, (112)
where it is understood that, when evaluating such an operator valued function at ~ω ∈ S, the
matrix-valued function Xt becomes Xt(~ω), so that
(
Xtrt ~rt
)
(~ω) = Xtrt (~ω)~r(~ωt).
23
Notice that the maps Φextt reproduce the time-dependent algebraic relations (103). Indeed,
setting E(~ω) := exp(i ~r1 · (σ(~ω)~r2)), with ~ω-independent vectors, then(
Φextt [W
1
~r1
W 1~r2 ]
)
(~ω) =
(
Φextt [EW
1
~r2
W 1~r1 ]
)
(~ω) = E(~ωt)Φ
ext
t [W
1
~r2
W 1~r1 ]
= exp(i ~r1 · (σ(~ωt)~r2))Φextt [W 1~r2W 1~r1 ] ,
with Et(~ω) = E(~ωt).
The expression (112) is best suited to inspect the composition law of the extended maps:
Φexts ◦ Φextt [W f~r ] = Φexts
[
ft g
~r,tW 1~rt
]
= (ft)s g
~r,t
s Φ
ext
s
[
W 1Xtrt ~rt
]
= (ft)s g
~r,t
s g
(Xtrt ~rt)s,sW 1Xtrs (Xtrt ~rt)s
. (113)
When evaluated at ~ω, using (111), the right hand side yields
Φexts ◦ Φextt [W f~r ](~ω) = (ft)s(~ω) g~r,t(~ωs) g(X
tr
t ~rt)s,s(~ω)W~ω
((
Xtrs (X
tr
t ~rt)s
)
(~ω)
)
(114)(
Xtrs (X
tr
t ~rt)s
)
(~ω) = Xtrs (~ω)X
tr
t (~ωs)~r((~ωs)t) (115)
g~r,ts (~ω) = g
~r,t(~ωs) = exp
(
−1
2
~r((~ωs)t) ·
(
Yt(~ωs)~r((~ωs)t)
))
(116)
g(X
tr
t ~rt)s,s(~ω) = exp
(
−1
2
(
Xtrt (~ωs)~r((~ωs)t)
)
·
(
Ys(~ω)X
tr
t (~ωs)~r((~ωs)t)
))
. (117)
The dependence on ~ωs of the matrix Yt(~ωs) means that the macroscopic trajectories over which the
various integral (101)-(102) are computed originates from ~ωs. Since the motion along a macroscopic
trajectory composes in such a way that (~ωs)t = (~ωt)s = ~ωt+s for all s, t ≥ 0 (see (56)), on one hand
(ft)s(~ω) = ft+s(~ω), ~r((~ωs)t) = ~r(ωs+t), while
Xt(~ωs) = Te
∫ t
0 duQ(~ωs+u) = Te
∫ t+s
s
duQ(~ωu) = Xt+s(~ω)X
−1
s (~ω) whence (118)
Xt,u(~ωs) = Xt(~ωs)X
−1
u (~ωs) = Xt+s(~ω)X
−1
u+s(~ω) . (119)
From the first relation it follows that
Xtrs (~ω)X
tr
t (~ωs) = X
tr
s+t(~ω) , (120)
while the second one yields
Yt(~ωs) =
∫ t
0
duXt,u(~ωs)σ(~ωu+s)Aσ
tr(~ωu+s)X
tr
t,u(~ωs)
=
∫ t+s
s
duXt+s,u(~ω)σ(~ωu)Aσ
tr(~ωu)X
tr
t+s,u(~ω)
= Yt+s(~ω)−
∫ s
0
duXt+s,u(~ω)σ(~ωu)Aσ
tr(~ωu)X
tr
t+s,u(~ω) . (121)
Furthermore, using (118) and (119),
Xt(~ωs)Ys(~ω)X
tr
t (~ωs) =
∫ s
0
duXt+s,u(~ω)σ(~ωu)Aσ
tr(~ωu)X
tr
t+s,u(~ω) . (122)
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Together with (121), it yields
g~r,ts (~ω) g
(Xtrt ~rt)s,s(~ω) = exp
(
−1
2
~r(~ωs+t) ·
(
Ys+t(~ω)~r(~ωs+t)
))
= g~r,s+t(~ω) .
In conclusion, (113) becomes
Φexts ◦ Φextt [W f~r ] = ft+s g~r,t+sW 1~rs+t = Φextt+s[W
f
~r ] , (123)
whence the extended maps Φextt satisfy a semigroup composition law.
As stated in the following Proposition whose proof is given in Section 6.3, the linear extended
maps Φextt on the direct integral von Neumann algebra Wext are also completely positive.
Theorem 4. The maps Φextt in (109) form a one parameter family of completely positive, unital,
Gaussian maps on the von Neumann algebra Wext.
Since the maps Φextt form a semigroup on Wext, their generator Lext is obtained by taking the
time-derivative of Φextt at t = 0 and will be of the form L
ext =
∫ ⊕
S
d~ω L~ω. The components L~ω
cannot be of the typical Lindblad form that is expected of the generators of Gaussian completely
positive semigroups,
L~ω
[
W f~r (~ω)
]
= i
[ d2∑
µν=1
Hµν(~ω)Fµ(~ω)Fν(~ω) , W
f
~r (~ω)
]
+
d2∑
µ,ν=1
Kµν(~ω)
(
Fµ(~ω)W
f
~r (~ω)Fν(~ω) −
1
2
{
Fµ(~ω)Fν(~ω) , W
f
~r (~ω)
})
.
If it were so, then
L~ω[W
f
~r (~ω)] = f(~ω)L~ω[W
1
~r (~ω)] ,
and scalar functions would remain constant in time. We will show that the generator is of hybrid
form [9]–[12] with
• a drift contribution that makes ~ω evolve in time as a solution to the dynamical equation (52);
• mixed classical-quantum contributions;
• fully quantum contributions.
Intriguingly, despite the complete positivity of the maps Φextt , we will show that the fully quantum
terms of the generator need not be of Lindblad form.
As we shall soon see, one has to take into account the non-invertibility of the symplectic matrix
σ(~ω). According to Section 4.1, by means of a suitable orthogonal transformation R(~ω), σ(~ω)
can always be brought into the form (94) and the Weyl operators decomposed into a classical
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and quantum contribution as in (97). In the following, after rotating a given d2 × d2 matrix into
X(~ω) = R(~ω)X Rtr(~ω), we shall decompose it as
X(~ω) =
(
X00(~ω) X01(~ω)
X10(~ω) X11(~ω)
)
, (124)
where, as in Remark 4.1, X00(~ω) is a d0(~ω)×d0(~ω) matrix, X01(~ω) a d0(~ω)×d1(~ω) matrix, X10(~ω)
a d1(~ω) × d0(~ω) matrix and X11(~ω) a d1(~ω) × d1(~ω) matrix, where d0(~ω) is the dimension of the
kernel of σ(~ω) and d1(~ω) = d
2 − d0(~ω).
Theorem 5. The extended dissipative dynamics Φextt of quantum fluctuations has a generator of
the form Lext =
∫ ⊕
S
d~ω L~ω. Every ~ω-component consists of four different contributions, L~ω =
L
drift
~ω + L
cc
~ω + L
cq
~ω + L
qq
~ω : a drift term
L
drift
~ω
[
W f~r (~ω)
]
= ~˙ω · ∂~ωW f~r (~ω) , (125)
a differential operator involving the classical degrees of freedom Gµ(~ω), µ = 1, 2, . . . , d0(~ω) intro-
duced in (95),
L
cc
~ω
[
W f~r (~ω)
]
=
d0(~ω)∑
µ,ν=1
D00µν(~ω)Gν(~ω)
∂W f~r (~ω)
∂Gµ(~ω)
(126)
a mixed classical-quantum term
L
cq
~ω
[
W f~r (~ω)
]
=
d0(~ω)∑
µ=1
d2∑
ν=d0(~ω)+1
D01µν(~ω)
2
{
Gν(~ω) ,
∂ W f~r (~ω)
∂Gµ(~ω)
}
, (127)
and a purely quantum term
L
qq
~ω
[
W f~r (~ω)
]
= i
d0(~ω)∑
µ=1
d2∑
ν=d0(~ω))+1
(
H01µν(~ω) +H
10
νµ(~ω)
)
Gµ(~ω)
[
Gν(~ω) , W
f
~r (~ω)
]
(128)
+i
d2∑
µ,ν=d0(~ω)+1
H11µν(~ω)
[
Gµ(~ω)Gν(~ω) , W
f
~r (~ω)
]
(129)
+
d2∑
µ,ν=d0(~ω)+1
K11µν(~ω)
(
Gµ(~ω)W
f
~r (~ω)Gν(~ω) −
1
2
{
Gµ(~ω)Gν(~ω) , W
f
~r (~ω)
})
, (130)
with the d1(~ω)× d1(~ω) matrix of coefficients H11(~ω) given by
H11(~ω) = (h(re)(~ω))11 +
1
4
{
(σ11(~ω))−1 , D11(~ω)
}
, (131)
where (h(re)(~ω))11 is the 11-component of the matrix h(re) in (45) rotated by R(~ω) as in (124).
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Further, the d0(~ω)× d1(~ω) matrix H01(~ω), respectively the d1(~ω)× d0(~ω) matrix H01(~ω) read
H10(~ω) =
1
2
(σ11(~ω))−1D10(~ω) − i
2
B10(~ω) + (h(re)(~ω))10 (132)
H01(~ω) =
1
2
D01(~ω) (σ11(~ω))−1 +
i
2
B01(~ω) + (h(re)(~ω))10 , (133)
where (h(re)(~ω))10 and (h(re)(~ω))10 are the 10 and 01 components of the matrix h(re) in (45) rotated
by R(~ω) as in (124).
Finally, K11(~ω) amounts to
K11(~ω) = A11(~ω) + B11(~ω) +
i
2
[
(σ11(~ω))−1 , D11(~ω)
]
. (134)
The generator components L~ω are easily checked to be trace-preserving while hermiticity preserva-
tion, L~ω[X]
† = L~ω[X
†], follows since the blocks Dij(~ω), i, j = 0, 1, are real matrices, and B10(~ω),
B01(~ω), as much as B(~ω), change sign under complex conjugation while (h(re)(~ω))10 and (h(re)(~ω))01
do not. Then, H11(~ω) and K11(~ω) are hermitian matrices whereas H01(~ω), H10(~ω) are real matri-
ces.
Remark 9. Notice that L~ω contains purely classical, purely quantum and mixed classical-quantum
contributions. Furthermore, the apparent Lindblad structure of the purely quantum contribution
L
qq
~ω corresponds to a Kossakowski matrixK
11(~ω) which is in general not positive semi-definite. This
is due to the correction to C11(~ω) = A11(~ω) + B11(~ω) ≥ 0 given by i
2
[
(σ˜11(~ω))−1 , D11(~ω)
]
; the
latter matrix is traceless and cannot thus be positive semi-definite whence the positivity condition
K11(~ω) ≥ 0 can be violated. Interestingly, despite of this, L = ∫ ⊕S d~ω L~ω still generates a semigroup
of completely positive maps on the extended algebra. Though the dynamics on the extended algebra
consists of a semigroup of completely positive maps, the fact that its generator is not in Lindblad
form with positive Kossakowski matrix is because it mixes classical and quantum terms. In order to
recover the standard expression one should proceed to a fully quantum rendering of the evolution,
by lifting the classical contributions to a larger non-commutative algebra in such a way that the
generator in theorem 5 emerges as a restriction to a suitable commutative sub-algebra: a similar
approach was proposed in a rather different context in [11].
Remark 10. Unlike the dissipative fluctuation time-evolution Φ~ωt which is non-linear, the unitary
time-evolution αt on the quasi-local algebra A given by Theorem 2 is linear and does not need to
be extended to a larger algebra in order to be an acceptable quantum transformation. However, if,
in analogy to what has been done for Φ~ωt , one introduces an extended algebra Aext whose elements
are operator-valued functions O on S with values in A, ~ω 7→ O~ω ∈ A, unlike in Remark 8, at each
~ω we have the same quasi-local C∗ algebra A, so Aext = L∞(S)⊗A. Then, the extended algebra
is generated by operators of the form Of such that Of (~ω) = f(~ω)O, with f ∈ L∞(S) and O any
local spin operator with finite support. We then define αextt on Aext as follows,
αt[Of ](~ω) = f(~ωt)α
~ω
t [O] ,
where ~ω 7→ ~ωt as in (55) and α~ωt given by (60) with unitary operators U (S)t (~ω) generated by
hamiltonians Hs = H(~ωs) where the dependence on ~ω is now made explicit. It then follows that
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we again obtain a semigroup on Aext; indeed,
αt ◦ αs[O](~ω) = α~ωt ◦ α~ωts [O(~ωt+s)] = α~ωt+s[O] ,
since,
U (S)s (~ωt)U
(S)
t (~ω) = Te
−i
∫ s
0
duH(S)(~ωt+u) Te−i
∫ t
0
duH(S)(~ωu) = Te−i
∫ t+s
t
duH(S)(~ωu) Te−i
∫ t
0
duH
(S)
u (~ω)
= Te−i
∫ t+s
0 duH
(S)(~ωu) = U
(S)
t+s(~ω) .
By taking the time-derivative of α~ωt [O] at time t = 0, a time-independent generator is obtained, of
the form
K =
∫ ⊕
S
d~ωK~ω , K~ω = Kdrift~ω + Kqq~ω .
It is a hybrid generator characterised by the absence of mixed classical-quantum contributions, by
a purely classical drift part and a purely quantum contribution; explicitly, they read (compare (61)
at t = 0):
Kdrift~ω [Of (~ω)] =
(
~˙ω · ∂~ωf(~ω)
)
O , Kqq~ω [Of (~ω)] = f(~ω)
d2∑
µ,ν=1
Bµν ων
S−1∑
k=0
[
v(k)µ , O
]
.
5 Conclusions
We have considered a quantum spin chain subjected to a purely dissipative mean-field quantum dy-
namics. By endowing the quantum spin chain with a state not left invariant by the time-evolution,
we studied the infinite volume limit of the latter on three algebras of observables. The first algebra
consists of commuting macroscopic averages that behave as classical degrees of freedom obeying
macroscopic equations of motions; the second algebra, build from quasi-local spin operators, despite
the dissipative character of the microscopic dynamics, undergoes a unitary time-evolution with a
homogeneous time-dependent hamiltonian. Finally, the third class of observables taken into con-
sideration represents a mesoscopic description level associated with suitable quantum fluctuations
showing a collective bosonic behaviour. Due to the time-dependence of the canonical commutation
relations obeyed by the fluctuations operators, the mesoscopic degrees of freedom also behave dis-
sipatively, but their dynamics is not directly interpretable in terms of linear, completely positive
maps.
We have thus extended the algebra of quantum fluctuation to accommodate the fact that macro-
scopic averages and quantum fluctuations are both dynamical variables. The issue is not only
mathematically interesting, but also of physical relevance since in almost all experimental setups
the macroscopic properties of the system actually vary in time.
On the extended algebra the non-linear fluctuations dynamics becomes linear, Gaussian and
completely positive, giving rise to hybrid dynamical semigroups. Quantum fluctuations have also
been experimentally investigated probing systems made of large number of atoms, and quantum
effects have been reported [27, 28, 29]. Collective spin operators of these atomic many-body systems,
once scaled by the inverse square root of the number of particles, have been observed to obey a
bosonic algebra. For this reason, they have been named mechanical oscillators: they might provide
a suitable concrete physical scenario where to test the theoretical results here reported.
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6 Proofs
We first prove Theorem 2 which provides the unitary dynamics of quasi-local observables and then
Theorem 3 which establishes the form of the dissipative dynamics of quantum fluctuations.
6.1 Dynamics of local observables
We begin with the proof of Lemma 1 which provides a bound on the norm of the action of pow-
ers of the generator L(N) in (41) on products, P (N), of mean-field and strictly local operators.
Consequences of this fact are Corollary 1 which asserts that the series
γ
(N)
t [P
(N)] = etL
(N)
[P (N)] =
∞∑
k=0
tk
k!
(
L
(N)
)k
[P (N)] ,
converges uniformly in N for t ≥ 0 in a suitable finite interval of time, and Corollary 2 which states
that γ(N) behaves almost automorphically on products of P (N). These two latter facts will then
be used to derive firstly the time-evolution of microscopic averages in Proposition 2 and then the
dynamics of quasi-local operators of the quantum spin chain in Theorem 2.
Lemma 1. Let P (N) ∈ A be a spin operator of the form
P (N) = X
(N)
1 X
(N)
2 . . . X
(N)
m−1OX
(N)
m . . . X
(N)
p , (135)
where O is a strictly local operator and X
(N)
j =
1
N
N−1∑
k=0
x
(k)
j is a mean-field operator as in (5) for
all 1 ≤ j ≤ p. Then,
‖
(
L
(N)
)k
[P (N)]‖ ≤ (k + p)!
p!
(
2 c v2 ℓ(O) (d2 + 2d4)
)k ‖O‖xp ,
where L(N) is the generator in (41), ℓ(O) is, according to Definition 3, is the finite support of O
and
c = max
µ,ν
{|Aµν |, |Bµν | , |h(re)µν | , |h(im)µν | , |ǫµ|} , v = maxµ {‖vµ‖} , x = max1≤j≤p{‖xj‖} .
Proof. Firstly, let us consider the action on P (N) of H(N) in (42): it consists of the sum of at
most d2 terms of the form
√
N
[
V (N)µ , P
(N)
]
=
√
N
m−1∑
j=1
X
(N)
1 · · ·X(N)j−1
[
V (N)µ , X
(N)
j
]
X
(N)
j+1 · · ·X(N)m−1O · · ·X(N)p
+
√
N X
(N)
1 · · · X(N)m−1
[
V (N)µ , O
]
X(N)m · · ·X(N)p
+
√
N
p∑
j=m
X
(N)
1 · · ·X(N)m−1OX(N)m · · ·
[
V (N)µ , X
(N)
j
]
· · ·X(N)p .
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Notice that the commutators[
V (N)µ , O
]
=
1√
N
N−1∑
k=0
[v(k)µ , O] =
1√
N
∑
k∈S(O)
[v(k)µ , O] (136)
scale as fluctuation operators since the sum is fixed by the finite support of O, while commutators
of the form [
V (N)µ , X
(N)
j
]
=
1√
N
1
N
N−1∑
k=0
[
v(k)µ , x
(k)
j
]
(137)
scale as mean-field operators further multiplied by 1/
√
N . Therefore, the action of H(N) on P (N)
reduces to the sum of at most d2(p + 1) monomials consisting of the products of a local operator
and p mean-field operators multiplied by the coefficients ǫµ. Moreover,
∥∥∥X(N)j ∥∥∥ ≤ x ,
∥∥∥∥∥ 1N
N−1∑
k=0
[
v(k)µ , x
(k)
j
]∥∥∥∥∥ ≤ 2 v x ,
∥∥∥∥∥∥
∑
k∈S(O)
[
v(k)µ , O
]∥∥∥∥∥∥ ≤ 2 v ℓ(O) ‖O‖ .
On the other hand, D˜(N) yields sums of at most d4 terms of the form [V
(N)
µ , P (N)]V
(N)
ν and
V
(N)
µ [P (N) , V
(N)
ν ]. Then, the factor 1/
√
N in (136) and (137) can be used to turn the operator
V
(N)
ν that scales as a fluctuation operator, into a mean-field one V
(N)
ν /
√
N . It thus follows that
the action of the generator gives rise to the sum of at most 2 d4(p+1) monomials consisting of the
products of a local operator and p+1 mean-field operators multiplied by either the coefficients A˜µν
or B˜µν . With respect to the monomials contributed by H
(N), they contain one additional term,∥∥∥∥∥V
(N)
µ√
N
∥∥∥∥∥ ≤ v .
Since, by (30), ‖vµ‖ ≤ 1, it follows that v = maxµ{‖vµ‖} ≤ 1; thus, the norms of the monomials
provided by H(N) can be bounded as those provided by D˜. Therefore, one can estimate the norm
of the action of L(N) by means of the norms of d2 + 2 d4 monomials containing (p + 1) mean-
field operators and a single local one. Furthermore, one sees that the monomials not containing
commutators with the local operator O are bounded by 2 v2 ‖O‖xp while those containing it by
2 v2 ℓ(O) ‖O‖xp.
Iterating this argument,
(
L
(N)
)h
[P (N)] will then contain at most (d2+2d4)h
(p+ h)!
p!
monomials,
each one with a norm that can be upper bounded as if consisted of the product of h+ p mean-field
quantities and strictly local operators all supported within S(O) and thus by at most ℓ(O) sites.
Finally, the result follows since each of the coefficients multiplying the monomials is bounded from
above by 2c and the worst case scenario is when all successive commutators act on local operators
as each of them provides a factor ℓ(O) > 1.
The previous Lemma can now be used to show that γ
(N)
t maps mean-field quantities into infinite
sums of products of mean-field quantities that converge in norm for all times t in a certain time
interval [0, R].
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Corollary 1. Let P (N) be as in (135); then,
∞∑
k=0
tk
k!
(L(N))k[P (N)] converges in norm to γ
(N)
t [P
(N)]
for 0 ≤ t < R = (2 c v2 ℓ(O) (d2 + 2 d4))−1. Consider fN (z) = ω
(
a ez L
(N)
[P (N)] b
)
, where z ∈ C
and a, b ∈ A are strictly local operators. Then, for |z| < R,
lim
N→∞
fN (z) =
∞∑
k=0
zk
k!
lim
N→∞
ω
(
a
(
L
(N)
)k
[P (N)] b
)
.
Proof. Given the power series expansion
∞∑
k=0
zk
k!
(L(N))k[P (N)], z ∈ C, from Lemma 1 it follows
that ∥∥∥∥zkk! (L(N))k[P (N)]
∥∥∥∥ ≤ ( |z|R
)k (k + p)!
k!p!
‖O‖ ‖x‖p .
Since the bound is independent of N , the convergence is uniform in N for all |z| < R and one can
exchange the infinite sum with the large N limit.
Using the previous corollary one can show that the dissipative dynamics of products of operators
of the form P (N) factorizes in the large N limit, despite the fact that, for each finite N , the
time-evolution is not an automorphism of A.
Corollary 2. For all 0 < t < R = (2 c v2 ℓ(O) (d2 + 2 d4))−1 and operators P (N) and Q(N) of the
form (135), ∥∥∥γ(N)t [P (N)Q(N)] − γ(N)t [P (N)] γ(N)t [Q(N)]∥∥∥ = O( 1N
)
.
Proof. The norm of the difference we want to show to vanish in the large N limit, can be recast
as
I =
∥∥∥∥∫ t
0
ds
d
ds
(
γ(N)s
[
γ
(N)
t−s
[
P (N)
]
γ
(N)
t−s
[
Q(N)
]])∥∥∥∥ = ∥∥∥∥∫ t
0
ds γ(N)s [DN (t− s)]
∥∥∥∥ ,
where, using (36),
DN (t− s) = L(N)
[
γ
(N)
t−s
[
P (N)
]
γ
(N)
t−s
[
Q(N)
]]
− L(N)
[
γ
(N)
t−s
[
P (N)
]]
γ
(N)
t−s
[
Q(N)
]
− γ(N)t−s
[
P (N)
]
L
(N)
[
γ
(N)
t−s
[
Q(N)
]]
=
d2∑
µ,ν=1
Cµν
1
N
[
N−1∑
k=0
v(k)µ , γ
(N)
t−s
[
P (N)
]] [
γ
(N)
t−s
[
Q(N)
]
,
N−1∑
h=0
v(h)ν
]
.
Since γ
(N)
t is a contraction for any N ≥ 1 (see Remark 4.1),
∥∥∥γ(N)t [X]∥∥∥ ≤ ‖X‖, whence one
estimates I ≤ ∫ t0 ds ‖DN (s)‖, where
‖DN (s)‖ ≤
d2∑
µ,ν=1
∣∣∣Cµν ∣∣∣ 1
N
∥∥∥∥∥
[
N−1∑
k=0
v(k)µ , γ
(N)
s
[
P (N)
]]∥∥∥∥∥
∥∥∥∥∥
[
N−1∑
h=0
v(h)ν , γ
(N)
s
[
Q(N)
]]∥∥∥∥∥ .
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The result then follows by showing that
lim
N→∞
∥∥∥∥∥
[
N−1∑
k=0
v(k)µ , γ
(N)
s
[
P (N)
]]∥∥∥∥∥ ≤ limN→∞
∞∑
ℓ=0
sℓ
ℓ!
∥∥∥∥∥
[
N−1∑
k=0
v(k)µ ,L
ℓ
N [P
(N)]
]∥∥∥∥∥ <∞ .
In order to prove it, one can use the argument of the proof of Lemma 1: operators from different
sites commute, hence commutators of
N−1∑
k=0
v(k)µ with mean-field operators yield mean-field operators,
while commutators of
N−1∑
k=0
v(k)µ with local operators yield local operators with the same or a smaller
support. Therefore, the radius of norm-convergence with respect to s ≥ 0 of
∞∑
ℓ=0
sℓ
ℓ!
∥∥∥∥∥
[
N−1∑
k=0
v(k)µ ,L
ℓ
N [P
(N)]
]∥∥∥∥∥
can be estimated by the R in the previous corollary.
In order to proceed with the proof of Theorem 2, we first derive the time evolutions of the
macroscopic averages introduced in Definition 4.
Proposition 2. Let ω be a translation-invariant, clustering state on the quasi-local algebra A and
L
(N) the dissipative Lindblad generator in (41) with R as in Corollary 1. Then, for 0 ≤ t < R, the
macroscopic averages in (47) evolve according to the set of non-linear equations
d
dt
ωα(t) =
d2∑
µ=1
( d2∑
ν=1
B˜µν ων(t) + i ǫµ
)
ωµα(t)
=
d2∑
µ,γ=1
( d2∑
ν=1
B˜µν ων(t) + i ǫµ
)
Jµαγ ωγ(t) , ∀α = 1, 2, . . . d2 .
Proof. Consider the expression of the generator L(N) as given in (41), Corollary 1 states that,
for all 0 ≤ t < R, the series in (47), obtained by expanding γ(N)t , converges uniformly in N ; one
can then exchange the large N limit with the time-derivative obtaining:
d
dt
ωα(t) = lim
N→∞
ω
(
γ
(N)
t
[(
H
(N) + A˜(N) + B˜(N)
)[ 1
N
N−1∑
k=0
v(k)α
]])
,
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where
H
(N)
[
1
N
N−1∑
k=0
v(k)α
]
= i
d2∑
µ=1
ǫµ
1
N
N−1∑
k=0
[v(k)µ , v
(k)
α ] (138)
A˜
(N)
[
1
N
N−1∑
k=0
v(k)α
]
=
1
2N2
d2∑
µ,ν=1
N−1∑
k=0
A˜µν
[[
v(k)µ , v
(k)
α
]
, v(k)ν
]
(139)
B˜
(N)
[
1
N
N−1∑
k=0
v(k)α
]
=
1
2N2
d2∑
µ,ν=1
N−1∑
k,ℓ=0
B˜µν
{[
v(k)µ , v
(k)
α
]
, v(ℓ)ν
}
. (140)
Using (48) and (50), the large N limit of the hamiltonian contribution yields
lim
N→∞
ω
(
γ
(N)
t
[
H
(N)
[ 1
N
N−1∑
k=0
v(k)α
]])
= i
d2∑
µ=1
ǫµωµα(t) = i
d2∑
µ,β=1
ǫµ J
µ
αβ ωβ(t) .
Concerning the dissipative contribution, since γ
(N)
t is a contraction one has∣∣∣∣∣ω
(
γ
(N)
t
[
A˜
(N)
[
1
N
N−1∑
k=0
v(k)α
]])∣∣∣∣∣ ≤
∥∥∥∥∥A˜(N)
[
1
N
N−1∑
k=0
v(k)α
]∥∥∥∥∥ ≤ 2 v3N
d2∑
µ,ν=1
| A˜µν | ,
whence A˜(N) does not contribute.
On the other hand, using (140) and Corollary 2, it follows that, in norm,
γ
(N)
t
[
B˜
(N)
[
1
N
N−1∑
k=0
v(k)α
]]
=
1
2
d2∑
µ,ν=1
B˜µν γ
(N)
t
[{
1
N
N−1∑
k=0
[v(k)µ , v
(k)
α ] ,
1
N
N−1∑
ℓ=0
v(ℓ)ν
}]
=
1
2
d2∑
µ,ν=1
B˜µν
{
γ
(N)
t
[
1
N
N−1∑
k=0
[v(k)µ , v
(k)
α ]
]
, γ
(N)
t
[
1
N
N−1∑
ℓ=0
v(ℓ)ν
]}
+ O
(
1
N
)
.
From Corollary 1 one knows that, for 0 ≤ t < R, mean-field operators are turned into norm-
convergent series of mean-field operators; moreover, these latter behave as stated in (7) in the large
N limit. Then, using Corollary 2 together with (47) and (48) one obtains
lim
N→∞
ω
(
γ
(N)
t
[
B˜
(N)
[
1
N
N−1∑
k=0
v(k)α
]])
=
=
d2∑
µ,ν=1
B˜µν lim
N→∞
ω
(
γ
(N)
t
[
1
N
N−1∑
k=0
[v(k)µ , v
(k)
α ]
]
γ
(N)
t
[
1
N
N−1∑
ℓ=0
v(ℓ)ν
])
=
d2∑
µ,ν=1
B˜µν lim
N→∞
ω
(
γ
(N)
t
[
N−1∑
k=0
([vµ, vα])
(k)
N
])
ω
(
γ
(N)
t
[
N−1∑
ℓ=0
v
(ℓ)
ν
N
])
=
d2∑
µ,ν=1
B˜µν ωµα(t)ων(t) =
d2∑
µ,β,ν=1
B˜µν ων(t)J
µ
αβ ωβ(t) .
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By means of the time-evolution of macroscopic averages, we move on to prove Theorem 2: we
first show that the result holds for times 0 ≤ t ≤ R, R as in Corollary 1, and for strictly local
operators and then relax these two constraints.
Theorem 2. Let the quasi-local algebra A be equipped with a translation-invariant, clustering
state ω. In the large N limit, the local dissipative generators L(N) in (41) define on A a one-
parameter family of automorphisms that depend on the state ω and are such that, for all 0 ≤ t ≤ T ,
T ≥ 0 arbitrary,
lim
N→∞
ω
(
a γ
(N)
t [O] b
)
= ω (aαt[O] b) ,
for all a, b ∈ A and O ∈ A. If O has finite support S(O) ⊂ [0, S − 1], then
αt[O] =
(
U
(S)
t
)†
OU
(S)
t , U
(S)
t = Te
−i
∫ t
0 dsH
(S)
s , (141)
with explicitly time-dependent hamiltonian
H
(S)
t = −i
d2∑
µ
S−1∑
k=0
( d2∑
ν=1
B˜µν ων(t) + i ǫµ
)
v(k)µ , (142)
where
Te−i
∫ t
0
dsH
(S)
s = 1+
∞∑
k=1
(−i)k
∫ t
0
ds1 · · ·
∫ sk−1
0
dskH
(S)
s1 · · ·H(S)sk .
Proof. Given a, b ∈ A and O strictly local with fixed finite support S(O) = [0, S − 1], we
consider the hamiltonian H
(S)
t as in (142), set
Ot :=
(
U
(S)
t
)†
OU
(S)
t , D
(N)(t, s) :=
d
ds
γ(N)s [Ot−s]
and study the large N limit of
I(N)(t) = ω
(
a
(
γ
(N)
t [O] − Ot
)
b
)
=
∫ t
0
ds ω
(
aD(N)(t, s) b
)
. (143)
One finds
D(N)(t, s) = γ(N)s
[
L
(N) [Ot−s]− i
[
H(S)s , Ot−s
] ]
= γ(N)s
[(
A˜
(N) + B˜(N)
)
[Ot−s]
]
− γ(N)s
S−1∑
k=0
d2∑
µ,ν=1
B˜µν ων(s) v
(k)
µ , Ot−s
 . (144)
Since H
(S)
t is the sum of single-site contributions, Ot−s is a strictly local operator with the same
support as O. Thus, as in the proof of the previous proposition, the action of A˜(N) of the generator
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L
(N) (see (43)) is such that limN→∞
∥∥∥A˜(N) [Ot−s]∥∥∥ = 0. Instead, the contribution B˜(N) in (44)
yields
B˜
(N) [Ot−s] =
d2∑
µ,ν=1
B˜µν
2
{
X(S)µ (t− s) ,
1
N
N∑
k=0
v(k)ν
}
, X(S)µ (t− s) :=
[
N−1∑
ℓ=0
v(ℓ)µ , Ot−s
]
,
with X
(S)
µ (t− s) a strictly local operator with support fixed by O. Then,
lim
N→∞
∥∥∥∥∥
{
X(S)µ (t, s) ,
1
N
N∑
k=0
v(k)ν
}
− 2X(S)µ (t, s)
1
N
N∑
k=0
v(k)ν
∥∥∥∥∥ = 0 yields
lim
N→∞
∥∥∥D(N)(t, s)∥∥∥ = lim
N→∞
∥∥∥∥∥∥γ(N)s
 d2∑
µ,ν=1
Bµν X
(S)
µ (t− s)Z(N)ν (s)
∥∥∥∥∥∥ , where
Z(N)ν (s) :=
1
N
N−1∑
k=0
(
v(k)ν − ων(s)
)
.
Therefore, one can focus upon the limit
lim
N→∞
∣∣∣I(N)(t)∣∣∣ ≤ d2∑
µ,ν=1
|Bµν |
∫ t
0
ds lim
N→∞
∣∣∣I(N)µν (t, s)∣∣∣ where
I(N)µν (t, s) := ω
(
a γ(N)s
[
Z(N)ν (s)X
(N)
µ (t, s)
]
b
)
.
Using the Cauchy-Schwarz inequality and the Kadison inequality for completely positive maps γ,
γ[x†x] ≥ (γ[x])† γ[x], we have:
∣∣∣I(N)µν (t, s)∣∣∣ ≤√ω (aa†)∥∥∥X(S)µ (t, s)∥∥∥
√
ω
(
b† γ
(N)
s
[(
Z
(N)
ν (s)
)2]
b
)
.
Both X
(S)
µ (t, s) and Z
(N)
ν (s) have norms independent of N ; moreover,
lim
N→∞
ω
(
γ(N)s
[
Z(N)ν (s)
])
= 0
because of (47) and of the fact that γ
(N)
t [1] = 1. Furthermore, Z
(N)
ν (s) is a mean-field quantity,
whence limN→∞ I
(N)(t) = 0 follows from Corollary 2 which yields
lim
N→∞
ω
(
a γ(N)s
[(
Z(N)ν (s)
)2]
a†
)
= ω
(
a a†
) (
lim
N→∞
ω
(
γ(N)s [Z
(N)
ν (s)]
))2
= 0 .
The result just obtained is valid for 0 ≤ t < R and for strictly local operators O. It can be extended
to all times in compact subsets of the positive real line and to the whole quasi-local algebra A.
While the norm-preserving maps αt, 0 ≤ t < R, can be extended by continuity to the quasi-local
algebra, the extension to any finite time t ≥ 0 is obtained by the following Proposition 3.
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The first extension regards the time domain and makes use of the following result [30].
Theorem 6. (Vitali-Porter) Let Ω be a connected open subset of the complex plane C and
D(z0, r) = {z : |z − z0| < r, r > 0} an open disk about z0 ∈ C.
Let {fN (z)} be a locally bounded sequence of analytic functions on Ω, namely such that for
all z0 ∈ Ω there is a positive number M = M(z0) and a neighbourhood D(z0, r) ⊆ Ω such that
|fN (z)| ≤M , for all z ∈ D(z0, r) and all fN .
If limN→∞ fN (z) exists for all z in a subset E ⊆ Ω which contains at least one accumulation
point in Ω, then limN→∞ fN (z) = f(z) uniformly on any compact subset of Ω where f is then
analytic.
Proposition 3. The convergence of the microscopic dynamics γ
(N)
t to an automorphism α
ω
t on
strictly local operators O ∈ A as established in Theorem 2 holds for all times t ∈ [0, T ] for any fixed
T ≥ 0.
Proof. Given the connected open subset Ω = {z = t+ iy : t > 0, |y| < R} ⊂ C, consider the
sequence of complex functions fN(z) = ω
(
a ezL
(N)
[O] b
)
defined in Corollary 1. These are analytic
functions and locally bounded on Ω for γ(N) is a contraction,∣∣∣fN (z)∣∣∣ = ∣∣∣ω (a etL(N) ◦ eiyL(N) [O] b) ∣∣∣ ≤ ‖a‖ ‖b‖ ∥∥∥eiyL(N) [O]∥∥∥ .
The last norm is bounded uniformly in N for |y| < R; this follows by applying Corollary 1, which
also shows that limN→∞ fN (z) exists for all z ∈ E = {z = t+ iy : t > 0 , |z| < R}. Then, the
Vitali-Porter theorem ensures that limN→∞ fN(z) = f(z) with f(z) an analytic function, uniformly
on any compact subset of Ω.
With S(O) = [0, S − 1] the support of O, let us consider the time-evolutor U (S)t in (141)
and complexify the time-dependence sending H
(S)
s in (142) into H
(S)
z(s), where z(s) = s(1 + iy/t)
so that z(t) = t + iy, and consider U
(S)
− (z(t)) = T exp
(
−i
∫ t
0
dsH(S)(z(s))
)
, together with
the inverted time-ordered exponential U
(S)
+ (z(t)) = T
−1 exp
(
i
∫ t
0
dsH(S)(z(s))
)
: they satisfy
U
(S)
+ (z(t))U
(S)
− (z(t)) = 1, while, if z(s) = s for all s ∈ [0, t], then
U
(S)
− (z(t)) = U
(S)
t , U
(S)
+ (z(t)) =
(
U
(S)
t
)†
.
Since the hamiltonians in (61) are sums of single-site operators that do not modify the support of
the time-evolving strictly local operator O, the functions
uS(z(t)) = ω
(
aU
(S)
+ (z(t))O U
(S)
− (z(t)) b
)
a, b ∈ A ,
are also analytic on Ω; indeed, they are bounded:
|uS(z(t))| ≤ ‖a‖ ‖b‖ ‖O‖
∥∥∥U (S)+ (z(t))∥∥∥ ∥∥∥U (S)− (z(t))∥∥∥ ≤ ‖a‖ ‖b‖ ‖O‖ e2t Hmax ,
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where Hmax := max0≤s≤t ‖H(S)(z(s))‖. Consider now T > R and the subset
ΩT = {z = t+ iy : 0 < t < T, |y| < R} .
We have that f(z) and uS(z) are both analytic functions on ΩT . Moreover, due to Theorem 2,
f(z(t)) = uS(z(t)) for z = t ∈ [0, R); therefore, f(z(t)) = uS(z(t)) for all z(t) ∈ ΩT , so that the
restriction to the real line yields the result.
We can now conclude by extending the previous results from strictly local operators O to mean-
field operators.
Corollary 3. The convergence of the microscopic dynamics γ
(N)
t to the automorphisms αt on the
quasi-local algebra A as in Theorem 2 holds for operators arising as strong limits of mean-field
operators.
Proof. Consider the mean-field operator X(N) =
1
N
N−1∑
k=0
x(k). For t ∈ [0, R) the dynamics
implemented by U
(N)
t satisfies, in the large N limit, the equation of motion of Proposition 2.
Furthermore, with the notations of the previous proposition,
lim
N→∞
ω
(
U
(N)
+ (z(t))X
(N) U
(N)
− (z(t))
)
= lim
N→∞
1
N
N−1∑
k=0
ω
(
U
(N)
+ (z(t))x
(k) U
(N)
− (z(t))
)
≤
∥∥∥U (N)+ (z(t))xU (N)− (z(t))∥∥∥ .
with x ∈ A strictly local. Then, as in Proposition 3, limN→∞ ω
(
U
(N)
+ (z(t))X
(N) U
(N)
− (z(t))
)
provides an analytic function on compact subsets of ΩT = {z = t+ iy : 0 < t < T, |y| < R}, T ≥
R, and its restriction to t ∈ [0, T ) implements the large N dynamics induced by the generator
L
(N).
6.2 Dynamics of quantum fluctuations
This section will be devoted to the proofs of the results concerning the structure and properties
of the generator of the dissipative dynamics of quantum fluctuations. We start with the proof of
Theorem 3 which is divided into several steps, the first ones concerning the algebraic behaviour of
quantum fluctuations, mean-field quantities and local exponentials in the large N limit.
Lemma 2. For all ~r1,2 ∈ Rd2, it holds that
lim
N→∞
∥∥∥∥(W (N)t (~r2))† (~r1 · ~F (N)t )W (N)t (~r2)− ~r1 · ~F (N)t + i ~r2 · (T (N) ~r1)∥∥∥∥ = 0 ,
where T (N) = [T
(N)
µν ] is the mean-field operator-valued matrix with entries (84).
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Proof. Using
ex y e−x =
∑
n=0
1
n!
K
n
x[y] , K
n
x[y] =
[
x , Kn−1x [y]
]
, K0x[y] = y , ∀x , y ∈ A , (145)
by means of (84) we write(
W
(N)
t (~r2)
)† (
~r1 · ~F (N)t
)
W
(N)
t (~r2) = ~r1 · ~F (N)t − i
[
~r2 · ~F (N)t , ~r1 · ~F (N)t
]
+ Z(N)(t)
= ~r1 · ~F (N)t − i~r2 ·
(
T (N) ~r1
)
+ Z(N)(t) .
In order to deal with Z(N)(t) =
∞∑
n=2
(−i)n
n!
K
n
~r2·~F
(N)
t
[~r1 · ~F (N)t ], notice that, since operators at different
lattice sites commute,
K
n
~r2·~F
(N)
t
[~r1 · ~F (N)t ] =
N−1∑
k=0
d2∑
ν,µ1,...,µn=1
r1νr2µ1 · · · r2µn√
Nn+1
[
v(k)µ1 ,
[
v(k)µ2 , · · ·
[
v(k)µn , v
(k)
ν
]]
· · ·
]
,
whence, with ξ = maxj{|r1j | , |r2j |} and v = maxµ ‖vµ‖,∥∥∥∥Kn~r2·~F (N)t [~r1 · ~F (N)t ]
∥∥∥∥ ≤ v ξ d2(2 ξ v d2)n√
Nn−1
⇒ ‖Z(N)(t)‖ ≤ v ξ d
2
√
N
e2vξd
2
,
so that limN→∞ ‖Z(N)(t)‖ = 0 and the result follows.
Lemma 3. In the large N limit any mean-field quantity X(N) =
1
N
N−1∑
k=0
x(k), x ∈Md(C), commutes
with the local exponential operators in the sense that
lim
N→∞
∥∥∥[X(N) , W (N)t (~r)]∥∥∥ = 0 .
Proof. Using (145) one writes[
X(N) , W
(N)
t (~r)
]
=
(
X(N) − W (N)t (~r)X(N)
(
W
(N)
t (~r)
)†)
W
(N)
t (~r)
= −
(
∞∑
n=1
K
n
~r·~F
(N)
t
[X(N)]
)
W
(N)
t (~r) with
K
n
~r·~F
(N)
t
[X(N)] =
N−1∑
k=0
d2∑
µ1,...,µn=1
rµ1 · · · rµn
N
√
Nn
[
v(k)µ1 ,
[
v(k)µ2 , · · ·
[
v(k)µn , x
(k)
]]
· · ·
]
. (146)
Then, as in the proof of the previous lemma, the result follows from∥∥∥[X(N) , W (N)t (~r)]∥∥∥ ≤ ‖x‖√
N
e2 v ξ d
2
.
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The following Proposition specifies the speed with which the limit established in Proposition 2
is attained, a result which will be applied in the coming estimates.
Proposition 4. With ω
(N)
α (t) and ω
(N)
µα (t) defined in (47) and (48) one has that:∣∣∣∣∣∣ ddtω(N)α (t) −
d2∑
β=1
(
D˜
(N)
αβ (t) + i Eαβ
)
ω
(N)
β (t)
∣∣∣∣∣∣ = O
(
1
N
)
(147)
D˜
(N)
αβ (t) =
d2∑
β,µ,ν=1
B˜µν J
µ
αβ ω
(N)
ν (t) , (148)
with Eαβ the entries of the matrix E defined in (53).
Proof. Consider the time-derivative of ω
(N)
α (t) in (47)
d
dt
ω(N)α (t) = ω
(
γ
(N)
t
[
H
(N)
[
1
N
N−1∑
k=0
v(k)α
]])
+ ω
(
γ
(N)
t
[
A˜
(N)
[
1
N
N−1∑
k=0
v(k)α
]])
+
1
2
d2∑
µ,ν=1
B˜µν ω
(
γ
(N)
t
[{
1
N
N−1∑
k=0
[
v(k)µ , v
(k)
α
]
,
1
N
N−1∑
h=0
v(h)ν
}])
.
Since, using (47) and (50),
ω
(
γ
(N)
t
[
H
(N)
[
1
N
N−1∑
k=0
v(k)α
]])
= i
d2∑
µ=1
ǫµω
(N)
µα (t) ,
and, as already seen in the proof of Proposition 2, the action of the A˜(N) term of the generator on
mean-field observables is in norm a O
(
1
N
)
quantity, one has∣∣∣∣∣∣ ddtω(N)α (t) −
d2∑
µ=1
( d2∑
ν=1
B˜µν ω
(N)
ν (t) + i ǫµ
)
ω(N)µα (t)
∣∣∣∣∣∣ ≤ O
(
1
N
)
+
+
1
2
∣∣∣∣∣∣
d2∑
µ,ν=1
B˜µν
(
ω
(
γ
(N)
t
[{
1
N
N−1∑
k=0
[
v(k)µ , v
(k)
α
]
,
1
N
N−1∑
h=0
v(k)ν
}])
− 2ω(N)µα (t)ω(N)ν (t)
)∣∣∣∣∣∣ .
Using (47), (50), (83) and the fact that fluctuation have zero mean values, one rewrites
ω
(
γ
(N)
t
[{
1
N
N−1∑
k=0
[
v(k)µ , v
(k)
α
]
,
1
N
N−1∑
h=0
v(k)ν
}])
− 2ω(N)µα (t)ω(N)ν (t) =
=
1
N
d2∑
γ=1
Jγµα ω
(
γ
(N)
t
[{
F (N)γ (t) , F
(N)
ν (t)
}])
.
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The required scaling results from Lemma 8 in Appendix B and the fact that the Cauchy-Schwartz
inequality relative to the expectations with respect to the state ω ◦ γ(N)t yields∣∣∣ω (γ(N)t [F (N)γ (t)F (N)ν (t)])∣∣∣2 ≤ ω(γ(N)t [(F (N)γ (t))2]) ω(γ(N)t [(F (N)ν (t))2]) .
The following proposition establishes the asymptotic form of the action of the generator L(N) on
local exponential.
Proposition 5. Given the local exponentials W
(N)
t (~r) = exp
(
i ~r · ~F (N)t
)
, we have that:
lim
N→∞
ω~r1~r2
(
γ
(N)
t
[
L
(N)
[
W
(N)
t (~r)
] )
W
(N)
t (~r)
])
=
= lim
N→∞
ω~r1~r2
(
γ
(N)
t
[(
i
√
N~r ·
(
D˜
(N)
t ~ω
(N)
t
)
− i ~r ·
(
T (N) B˜ − D˜(N)t
)
~F
(N)
t
−1
2
~r ·
(
T (N)
(
A˜ + 2 i h(re)
)
T (N) − D˜(N)t T (N)
)
~r
)
W
(N)
t (~r)
])
,
where ~ω
(N)
t ∈ Rd
2
is the vector with components ω
(N)
µ (t) in (47), ~ǫ is the real vector with component
given by the coefficients of the free hamiltonian h(N) in (29), T (N) = [T
(N)
µν ] is the operator-valued
matrix with entries (84), while D˜
(N)
t is the real d
2 × d2 matrix whose entries are defined in (53).
The proof of the above Proposition follows by grouping together the results of the next three
Lemmas.
Lemma 4. The action of the H(N) component of L(N) is such that
lim
N→∞
ω~r1~r2
(
γ
(N)
t
[
H
(N)
[
W
(N)
t (~r)
] )
W
(N)
t (~r)
])
=
= lim
N→∞
ω~r1~r2
(
γ
(N)
t
[(
−
√
N~r ·
(
E ~ω(N)t
)
− ~r ·
(
E ~F (N)t
)
+
i
2
~r ·
(
E T (N) ~r
))
W
(N)
t (~r)
])
,
where E is the d2 × d2 matrix defined in (53).
Proof. Using (145), one splits the action
H
(N)
[
W
(N)
t (~r)
]
= i
d2∑
µ=1
N−1∑
k=0
ǫµ
[
v(k)µ , W
(N)
t (~r)
]
= −i
d2∑
µ=1
hµ
N−1∑
k=0
∞∑
n=1
in
n!
K
n
~r·~F
(N)
t
[v(k)µ ]W
(N)
t (~r)
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into three terms: the first one, with n = 1, scales as 1/
√
N and, by means of (50), the definition of
quantum fluctuations (83) and of the matrix E in (53), can be recast as
d2∑
µ,ν=1
ǫµ rν
1√
N
N−1∑
k=0
[
v(k)ν , v
(k)
µ
]
W
(N)
t (~r) =
d2∑
µ,ν γ=1
ǫµ rν J
γ
νµ
1√
N
N−1∑
k=0
v(k)γ W
(N)
t (~r)
= −
d2∑
µ,ν γ=1
ǫµ rν J
µ
νγ
(
F (N)γ (t) +
√
Nω(N)γ (t)
)
W
(N)
t (~r)
= −~r ·
(
E ~F (N)t
)
W
(N)
t (~r) −
√
N ~r ·
(
E~ω(N)t
)
W
(N)
t (~r) .
The second one corresponds to n = 2 and scales as 1/N : by using the algebraic relations (50) and
the expressions in (53), it reads
i
2N
d2∑
µ,ν,γ=1
ǫµ rν rγ
N−1∑
k=0
[
v(k)ν ,
[
v(k)γ , v
(k)
µ
]]
W
(N)
t (~r) =
=
i
2
d2∑
µ,ν,γ=1
ǫµ rν rγ J
η
γµ
1
N
N−1∑
k=0
[
v(k)ν , v
(k)
η
]
W
(N)
t (~r) =
i
2
~r ·
(
E T (N) ~r
)
W
(N)
t (~r) .
Finally, the norm of the third remaining term,
−i
d2∑
µ=1
ǫµ
N−1∑
k=0
∞∑
n=3
in
n!
H
(N)
~r·~F
(N)
t
[v(k)µ ]W
(N)
t (~r) ,
can be shown to vanish as 1/
√
N by similar methods as in the proof of Lemma 2.
Lemma 5. The action of the A˜(N) component of L(N) is such that
lim
N→∞
ω~r1~r2
(
γ
(N)
t
[
A˜
(N)
[
W
(N)
t (~r)
]])
= lim
N→∞
ω~r1~r2
(
γ
(N)
t
[
−1
2
~r ·
(
T (N) A˜ T (N) ~r
)
W
(N)
t (~r)
])
.
Proof. Using (145), a same argument as in the proof of Lemma 2 yields[
V (N)µ , W
(N)
t (~r)
]
=
(
V (N)µ − W (N)t (~r)V (N)µ
(
W
(N)
t (~r)
)†)
W
(N)
t (~r)
= −
(
i
[
~r · ~F (N)t , V (N)µ
]
+ Σ(N)µ
)
W
(N)
t (~r) (149)
Σ(N)µ :=
∞∑
n=2
in
n!
K
n
~r·~F
(N)
t
[V (N)µ ] . (150)
The latter contribution can be estimated as follow: first of all, using (146) one gets the upper bound∥∥∥∥Kn~r·~F (N)t [V (N)µ ]
∥∥∥∥ ≤ 1√
Nn−1
(2 ‖q‖)n ‖vµ‖ ,
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where q :=
∑d2
µ=1 rµ vµ, so that
∥∥∥Σ(N)µ ∥∥∥ ≤ 1√
N
e2‖q‖ implies limN→∞
∥∥∥Σ(N)µ ∥∥∥ = 0. An analogous
argument shows that limN→∞
∥∥∥[Σ(N)µ , V (N)ν ]∥∥∥ = 0. Then, applying again (149), one gets[[
V (N)µ , W
(N)
t (~r)
]
, V (N)ν
]
= −
(
i
[[
~r · ~F (N)t , V (N)µ
]
, V (N)ν
]
+
[
Σ(N)µ , V
(N)
ν
] )
W
(N)
t (~r)
−
(
i
[
~r · ~F (N)t , V (N)µ
]
+ Σ(N)µ
)(
i
[
~r · ~F (N)t , V (N)ν
]
+ Σ(N)ν
)
W
(N)
t (~r) .
Then, since the terms
[
~r · ~F (N)t , V (N)µ
]
scale as mean-field quantities and are thus bounded in the
large N limit, to the leading order
A˜
(N)
[
W
(N)
t (~r)
]
≃
d2∑
µ,ν=1
A˜µν
2
[
~r · ~F (N)t , V (N)µ
] [
~r · ~F (N)t , V (N)ν
]
W
(N)
t (~r)
= −1
2
~r ·
(
T (N) A˜ T (N)~r
)
W
(N)
t (~r) .
Lemma 6. The action of the B˜(N) component of L(N) is such that
lim
N→∞
ω~r1~r2
(
γ
(N)
t
[
B˜
(N)
[
W
(N)
t (~r)
] )
W
(N)
t (~r)
])
=
= lim
N→∞
ω~r1~r2
(
γ
(N)
t
[(√
N i~r · D˜(N)t ~ω(N)t − i ~r ·
(
T (N) B˜ − D˜(N)t
)
~F
(N)
t
+
1
2
~r ·
(
D˜
(N)
t T
(N) + 2 i T (N) h(re) T (N)
)
~r
)
W
(N)
t (~r)
])
,
where ~ω
(N)
t is the real vector with components given by (47) and D˜
(N)
t is the matrix defined in (53).
Proof. The operators V (N)ν =
1√
N
N−1∑
k=0
v(k)ν are turned into fluctuations F
(N)
ν (t) (see relation
(83)) by adding and subtracting the scalars ω
(N)
t (v
(k)
ν ). Thus, with the notation of (47), one gets:
B˜
(N)
[
W
(N)
t (~r)
]
=
1
2
d2∑
µ,ν=1
B˜µν
{[
V (N)µ , W
(N)
t (~r)
]
, F (N)ν (t)
}
(151)
+
d2∑
µ,ν=1
B˜µν ω
(N)
ν (t)
N−1∑
k=0
[
v(k)µ , W
(N)
t (~r)
]
, (152)
with ω
(N)
ν (t) given by (47). We denote by B
(N)
1 [W
(N)
t (~r)], respectively B
(N)
2 [W
(N)
t (~r)] the expression
in (151), respectively in (152) and treat them separately.
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• Term B(N)1 : A similar argument as the one leading to (149)-(150) allows one to recast
B
(N)
1
[
W
(N)
t (~r)
]
= −1
2
d2∑
µ,ν=1
B˜µν
{
P W
(N)
t (~r) , F
(N)
ν (t)
}
, where
P = i
[
~r · ~F (N)t , V (N)µ
]
+ Σ(N)µ , Σ
(N)
µ :=
∞∑
n=2
in
n!
K
n
~r·~F
(N)
t
[V (N)µ ] .
The anti-commutators can be studied as follows; firstly, we rewrite{
P W
(N)
t (~r) , F
(N)
t (vν)
}
=
(
P
(
W
(N)
t (~r)F
(N)
ν (t)W
(N)
t (−~r)
)
+ P F (N)ν (t)
)
W
(N)
t (~r)
+
[
F (N)ν (t) , P
]
W
(N)
t (~r)
= 2P F (N)ν (t)W
(N)
t (~r) + i P
[
~r · ~F (N)t , F (N)ν (t)
]
W
(N)
t (~r) + P Σ
(N)
ν W
(N)
t (~r) (153)
+
[
F (N)ν (t) , P
]
W
(N)
t (~r) . (154)
Then, using the scaling of the local fluctuations F
(N)
α (t) and that of the infinite sums Σ
(N)
β , together
with the fact that spin operators at different sites commute, one readily finds that, for all α, β =
1, 2, . . . , d2,
lim
N→∞
∥∥∥[F (N)α (t) , Σ(N)β ]∥∥∥ = limN→∞ ∥∥∥[F (N)α (t) , P]∥∥∥ = 0 . (155)
Thus, the only terms in (153) and (154) whose norms do not vanish in large N limit are
2Σ(N)µ F
(N)
ν (t)W
(N)
t (~r) , 2i
[
~r · ~F (N)t , V (N)µ
]
F (N)ν (t)W
(N)
t (~r) (156)
from the first contribution to (153) and
−
[
~r · ~F (N)t , V (N)µ
] [
~r · ~F (N)t , F (N)ν (t)
]
W
(N)
t (~r) = −
d2∑
α,β=1
rα rβ T
(N)
αµ T
(N)
βν W
(N)
t (~r) (157)
from the second one, where use has been made of (84). As regards the first term in (156), using
(155), Lemma 7 and Lemma 8 in Appendix B, one finds
lim
N→∞
ω~r1~r2
(
γ
(N)
t
[
Σ(N)µ F
(N)
ν (t)W
(N)
t (~r)
])
= lim
N→∞
ω~r1~r2
(
γ
(N)
t
[
F (N)ν (t)Σ
(N)
µ W
(N)
t (~r)
])
≤ lim
N→∞
‖Σ(N)µ ‖
√
ω
(
W (N)(~r1)γ
(N)
t
[(
F
(N)
ν (t)
)2] (
W (N)(~r1)
)†)
= 0 .
On the other hand, the second term in (156) contributes to the large N limit with
− i
d2∑
µ,ν=1
B˜µν
[
~r · ~F (N)t , V (N)µ
]
F (N)ν (t) = − i
N−1∑
µ,ν,α=1
B˜µν rα
1
N
N−1∑
k=0
[
v(k)α , v
(k)
µ
]
F (N)ν (t)
= −i ~r ·
(
T (N) B˜ ~F
(N)
t
)
.
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Concerning (157), it gives rise to a contribution
1
2
d2∑
α,β µ,ν=1
rα rβ T
(N)
αµ T
(N)
βν B˜µν W
(N)
t (~r) = −
1
2
~r ·
(
T (N)B˜ T (N)~r
)
W
(N)
t (~r)
that can be again estimated by means of Lemma 7 in Appendix B. With h(re) as defined in (45),
one has B˜ = B + 2ih(re). Then∣∣∣∣∣ω~r1~r2
(
γ
(N)
t
[
~r ·
(
T (N)
(
B˜
2
− i h(re)
)
T (N) ~r
)
W
(N)
t (~r)
])∣∣∣∣∣
2
≤ 1
4
∣∣∣∣ω(W (N)(~r1) γ(N)t [(~r · ((T (N)B T (N)~r))2] (W (N)(~r1))†)∣∣∣∣ .
Since the operator-valued matrix T (N) has entries which scale as mean-field quantities, and, in the
large N limit, tend to the entries of the symplectic matrix σ(~ωt), Lemma 3 yields
lim
N→∞
∣∣∣ω~r1~r2 (γ(N)t [~r · (T (N) (B˜ − 2ih(re))T (N)~r)W (N)t (~r)])∣∣∣ ≤ ∣∣∣~r · (σ(~ωt)B σ(~ωt)~r)∣∣∣2 = 0
because of the anti-symmetric character of the matrices σ(~ωt) and B. Concluding,
lim
N→∞
ω~r1~r2
(
γ
(N)
t
[
B
(N)
1
[
W
(N)
t (r)
]])
=
= lim
N→∞
ω~r1~r2
(
γ
(N)
t
[
−i ~r ·
(
T (N) B˜ ~F
(N)
t +
(
T (N) h(re) T (N)~r
))
W
(N)
t (r)
])
. (158)
• Term B(N)2 : In analogy with the treatment of previous commutators, we first recast (152) as
follows:
B
(N)
2
[
W
(N)
t (r)
]
=
d2∑
µ,ν=1
B˜µν ω
(N)
ν (t)
(
i
[
N−1∑
k=0
v(k)µ , ~r · ~F (N)t
]
(159)
+
1
2
[
~r · ~F (N)t ,
[
~r · ~F (N)t ,
N−1∑
k=0
v(k)µ
]])
W
(N)
t (r) + BN , (160)
where BN is a term which vanishes in norm when N → ∞. Using the matrix basis relations
(30), (53) and the anti-symmetry of the operator-valued matrix T (N), the double commutator in
(160) can be recast in the form
1
2
d2∑
µ,ν=1
B˜µν ω
(N)
ν (t)
d2∑
αβ=1
rαrβ
1
N
N−1∑
k=0
[
v(k)α ,
[
v
(k)
β , v
(k)
µ
]]
=
=
1
2
d2∑
α,β,γ=1
rαrβ
 d2∑
µ,ν=1
B˜µν J
γ
βµ ω
(N)
ν (t)
 1
N
N−1∑
k=0
[
v(k)α , v
(k)
γ
]
=
1
2
~r ·
(
D˜
(N)
t T
(N)~r
)
,
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where D˜
(N)
t is the matrix given in (53). Analogously, the sum in (159) can be rewritten as
i
d2∑
α,β=1
rβ
d2∑
µ,ν=1
ω(N)ν (t) B˜µν J
α
µβ
1√
N
N−1∑
k=0
v(k)α = i
d2∑
α,β=1
rβ D˜
(N)
βα (t)
1√
N
N−1∑
k=0
v(k)α
= ~r ·
((
i D˜
(N)
t
~F
(N)
t
)
+
√
N ~r ·
((
i D˜
(N)
t ~ω
(N)
t
)
,
where ~ω
(N)
t denotes the vector with d
2 real components ω
(N)
µ (t) given by (47).
With the help of the previous Proposition, we now conclude with the proof of Theorem 3.
Theorem 3. According to Definition 2, the dynamics of quantum fluctuations is given by the
mesoscopic limit Φ~ωt := m− limN→∞ γ(N)t , where
Φ~ωt [W (~r)] = exp
(
− 1
2
~r ·
(
Yt(~ω)~r
))
W (Xtrt (~ω)~r) ,
where, with T denoting time-ordering,
Xt(~ω) : = Te
∫ t
0
dsQ(~ωs)
Q(~ωt) := −iσ(~ωt) B˜ + D(~ωt)
Yt(~ω) :=
∫ t
0
dsXt,s(~ω)
(
σ(~ωs)Aσ
tr(~ωs)
)
Xtrt,s(~ω) .
In the above expression, Xt,s(~ω) := Xt(~ω)X
−1
s (~ω), A is the symmetric component of the Kos-
sakowski matrix C in (33), B˜ = B + 2 i h(re) in (45). Finally, σ(~ωt) is the time-dependent sym-
plectic matrix with entries given by (85) and D(~ωt) is the matrix defined in (52).
Proof. We prove the assertion by showing that limN→∞ I
(N)(t) = 0, where
I(N)(t) := ω~r1~r2
(
γ
(N)
t
[
W
(N)
t (~r)
]
− e−1/2~r·(Yt(~ω)~r)W (N)(Xtrt (~ω)~r)
)
.
Indeed, from Theorem 1 we know that, for all ~r1,2 ∈ Rd2 ,
lim
N→∞
ω~r1~r2
(
W (N)(Xtrt (~ω)~r)
)
= Ω~r1~r2
(
W (Xtrt (~ω)~r)
)
.
Since the matrix B˜ is such that the conjugated matrix B˜∗ = −B˜ and the matrices σ(ωt) and D(~ωt)
are real, such is also Q(~ωt) as well as the matrix Xt(~ω) solution to
d
dt
Xt(~ω) = Q(~ωt)Xt(~ω) , X0(~ω) = 1.
Moreover, its inverse matrix, X−1t (~ω), is given by the inverted time-ordered exponential
X−1t (~ω) = T
−1 exp
(
−
∫ t
0
dsQ(~ωs)
)
,
d
dt
X−1t (~ω) = −X−1t (~ω)Q(~ωt) .
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Then, we set Xt,s(~ω) := Xt(~ω)X
−1
s (~ω), and introduce the matrix
Yt,s(~ω) =
∫ t
s
dτ Xt,τ (~ω)σ(~ωτ )Aσ
tr(~ωτ )X
tr
t,τ (~ω) .
Since W
(N)
s=0 (X
tr
t,0(~ω)~r) =W
(N)(Xtrt (~ω)~r), we write:
γ
(N)
t
[
W
(N)
t (~r)
]
− e−1/2~r·(Yt(~ω)~r)W (N)(Xtrt (~ω)~r) =
=
∫ t
0
ds
d
ds
(
γ(N)s
[
W (N)s (X
tr
t,s(~ω)~r)
]
e−1/2~r·(Yt,s(~ω)~r)
)
=
=
∫ t
0
ds γ(N)s
[
∆
(N)
t,s
]
e−
1
2
~r·(Yt,s(~ω)~r) (161)
∆
(N)
t,s = L
(N)
[
W (N)s (X
tr
t,s(~ω) r)
]
+
d
ds
W (N)s (X
tr
t,s(~ω)~r)
− 1
2
d
ds
(
~r · (Yt,s(~ω)~r)
)
W (N)s (X
tr
t,s(~ω)~r) . (162)
Observe that the time-derivative of the exponent of W
(N)
s (Xtrt,s(~ω)~r) yields
d
ds
(
Xtrt,s(~ω)~r · ~F (N)s
)
= − (Xtrt,s(~ω)~r) · (Q(~ωs)~F (N)s ) − √N (Xtrt,s(~ω)~r) · ~˙ω(N)s ,
where ~ω
(N)
t stands for the vector with components ω
(N)
ν (t) (see (47)). Then, from the well known
result of Lemma 9 reported and proved for sake of completeness in Appendix B,
d
ds
W (N)s (X
tr
t,s(~ω)~r) =
∞∑
k=1
ik
k!
K
k−1
(Xtrt,s(~ω)~r)·~F
(N)
s
[
d
ds
(
Xtrt,s(~ω)~r
) · ~F (N)s ] W (N)s (Xtrt,s(~ω)~r)
=
(
− iXtrt,s(~ω)~r ·
(
Q(~ωs)~F
(N)
s
)
− i
√
N
(
Xtrt,s(~ω)~r
) · ~˙ω(N)s
+
1
2
[(
Xtrt,s(~ω)~r
) · ~F (N)s , (Xtrt,s(~ω)~r) · (Q(~ωs)F (N)s )] + Z(N)t
)
W (N)s (X
tr
t,s(~ω)~r) ,
where Z
(N)
t contains an infinite sum starting from k = 3 and thus vanishes in norm when N →∞,
while the commutator yields[(
Xtrt,s(~ω)~r
) · ~F (Ns , (Xtrt,s(~ω)~r) · (Q(~ωs)~F (N)s )] = − (Xtrt,s(~ω)~r) · (Q(~ωs)T (N)Xtrt,s(~ω)~r) ;
thus, through T (N), it exhibits a mean-field scaling when N →∞. Finally,
d
ds
~r · (Yt,s(~ω)~r) =
(
Xtrt,s(~ω)~r
) · (σ(~ωs)Aσ(~ωs)Xtrt,s(~ω)~r) .
Setting ~ξ = Xtrt,s(~ω)~r for sake of simplicity, (162) can thus be recast as
∆
(N)
t,s = L
(N)
[
W (N)s (
~ξ)
]
− i
√
N
(
~ξ · ~˙ω(N)s
)
W (N)s (
~ξ) − i
(
~ξ ·
(
Q(~ωs)~F
(N)
s
))
W (N)s (
~ξ)
− 1
2
(
~ξ ·
(
Q(~ωs)T
(N) + σ(~ωs)Aσ(~ωs)
)
~ξ
)
W (N)s (
~ξ)
+ Z
(N)
t W
(N)
s (
~ξ) .
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The last term does not contribute to the mesoscopic limit and Proposition 5 provides the mesoscopic
behaviour of the first contribution to the right hand side of the equality above. We now group
together terms with the same scaling with 1/N and show that, in the mesoscopic limit, the following
quantities vanish:
γ(N)s
[√
N ~ξ ·
((
D˜(N)s + iE
)
~ω(N)s − ~˙ω(N)s
)
W (N)s (
~ξ)
]
(163)
γ(N)s
[(
~ξ ·
(
T (N) B˜ − D˜(N)s − i E + Q(~ωs)
)
~F (N)s
)
W (N)s (
~ξ)
]
(164)
γ(N)s
[(
~ξ ·
(
T (N)AT (N) + σ(~ωs)Aσ(~ωs)
)
~ξ
)
W (N)s (
~ξ)
]
(165)
γ(N)s
[(
~ξ ·
(
D(N)s T
(N) − Q(~ωs)T (N) − 2 i T (N) hT (N)
)
~ξ
)
W (N)s (
~ξ)
]
. (166)
Notice that T (N) is an operator-valued matrix with entries that scale as mean-field observables; then,
we proceed by showing that, in the large N limit, in the above expressions, mean-field operators of
the form M (N)α :=
1
N
N−1∑
k=0
v(k)α can be substituted by their expectations ωα(t) = lim
N→∞
ω
(N)
t (M
(N)
α )
with respect to the large N limit of the time-evolving state ω
(N)
t = ω ◦ γ(N)t . Indeed, in (165) and
(166) there appear terms of the type
γ(N)s
[
M (N)α M
(N)
β W
(N)
s (
~ξ)
]
, (167)
while terms of the form
γ(N)s
[
M (N)α F
(N)
s (vµ)W
(N)
s (
~ξ)
]
, (168)
appear in (164) and terms as
γ(N)s
[
M (N)α W
(N)
s (
~ξ)
]
, (169)
are to be found both in (163) and (166).
Let us consider the latter expression and study the limit
lim
N→∞
ω~r1~r2
(
γ(N)s
[(
M (N)α − ωα(s)
)
W (N)s (
~ξ)
])
.
Using Lemma 7 in Appendix B, and the Kadison inequality, one has∣∣∣ω~r1~r2 (γ(N)s [(M (N)α − ωα(s)) W (N)s (~ξ)]) ∣∣∣ ≤
≤
√
ω
(
W (N)(~r1)γ
(N)
s
[(
M
(N)
α − ωα(t)
)2] (
W (N)(~r1)
)†)
.
Then, Lemma 3 and Corollary 2 yield
lim
N→∞
ω
(
W (N)(~r1)γ
(N)
s
[(
M (N)α − ωα(s)
)2](
W (N)(~r1)
)†)
=
= lim
N→∞
(
ω
(
γ(N)s
[
M (N)α − ωα(t)
]) )2
= 0 .
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Therefore, we have that
lim
N→∞
ω~r1~r2
(
γ(N)s
[
M (N)α W
(N)
s (
~ξ)
])
= ωα(s) lim
N→∞
ω~r1~r2
(
γ(N)s
[
W (N)s (
~ξ)
])
.
By a similar argument, one shows that
lim
N→∞
ω~r1~r2
(
γ(N)s
[
M (N)α M
(N)
β W
(N)
s (
~ξ)
])
=
= ωα(s) lim
N→∞
ω~r1~r2
(
γ(N)s
[
M
(N)
β W
(N)
s (
~ξ)
])
= ωα(s)ωβ(s) lim
N→∞
ω~r1~r2
(
γ(N)s
[
W (N)s (
~ξ)
])
.
Now we consider the following quantity
lim
N→∞
ω~r1~r2
(
γ(N)s
[(
M (N)α − ωα(s)
)
F (N)µ (s)W
(N)
s (
~ξ)
])
.
The operator M
(N)
α scales as a mean-field quantity; therefore, the norm of its commutator with
quantities that scale as fluctuations vanishes in the large N limit. Then, because of Lemma 3, we
have that
lim
N→∞
ω~r1~r2
(
γ(N)s
[(
M (N)α − ωα(s)
)
F (N)µ (s)W
(N)
s (
~ξ)
])
=
lim
N→∞
ω~r1~r2
(
γ(N)s
[
F (N)µ (s)W
(N)
s (
~ξ)
(
M (N)α − ωα(s)
)])
.
Finally, Lemma 7 in Appendix B and the Kadison inequality applied to the term on the right-hand
side of the equality, yield the following bound∣∣∣ω~r1~r2 (γ(N)s [F (N)µ (s)W (N)s (~ξ)(M (N)α − ωα(s))]) ∣∣∣ ≤√
ω
(
W (N)(~r1) γ
(N)
s
[(
F
(N)
µ (s)
)2] (
W (N)(~r1)
)†) ×
×
√
ω
( (
(W (N)(~r2)
)†
γ
(N)
s
[(
M
(N)
α − ωα(s)
)2]
W (N)(~r2)
)
.
The first term on the right-hand side is bounded by Lemma 8 in Appendix B, while the second
one, as already shown, vanishes in the large N limit. Therefore,
lim
N→∞
ω~r1~r2
(
γ(N)s
[
M (N)α F
(N)
s (vµ)W
(N)
s (ξ)
])
=
= ωα(s) lim
N→∞
ω~r1~r2
(
γ(N)s
[
F (N)s (vµ)W
(N)
s (ξ)
])
.
Applying these considerations to the quantities (163)–(166), one thus sees that (163) vanishes in
the large N limit because of Proposition 4. Furthermore
lim
N→∞
ω
(
γ(N)s
[
~ξ ·
(
T (N)AT (N)~ξ
)])
= −~ξ ·
(
σ(~ωs)Aσ(~ωs)~ξ
)
,
whence (165) vanishes in the arge N limit and analogously
lim
N→∞
ω
(
γ(N)s
[(
T (N) B˜ − D˜(N)s − i E + Q(~ωs)
)])
= 0 .
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Finally, as regards the large N limit of (166), using (53), (101) and (45),(46), the scalar product
behaves as
~ξ ·
(
iD(~ωt)σ(~ωs)− iQ(~ωs)σ(~ωs) + 2iσ(~ωs)hσ(~ωs)
)
~ξ = −~ξ ·
(
σ(~ωs)
(
B + 2h(im)
)
σ(~ωs)~ξ
)
= 0 ,
the latter equality resulting form the fact that σ(~ωt)
(
B + 2h(im)
)
σ(~ωt) is antisymmetric.
6.3 Structure of the dissipative generator
In this section we prove various properties of the mesoscopic dynamics and its generator. We start
by showing that the maps Φ~ωt defined by Theorem 3 cannot act linearly on the fluctuation algebra.
Proposition 1. The mesoscopic dynamics of the product of two Weyl operators satisfies
Φ~ωt [W (~r)W (~s)] = e
i ~s·(σ(~ωt)~r)Φ~ωt [W (~s)W (~r)] , ∀~r , ~s ∈ Rd
2
.
Proof. According to (26) in Definition 2, we show that, for all ~r1,2 ∈ Rd2 ,
lim
N→∞
ω~r1~r2
(
γ
(N)
t
[
W
(N)
t (~r)W
(N)
t (~s)
])
= ei ~s·(σ(~ωt)~r) lim
N→∞
ω~r1~r2
(
γ
(N)
t
[
W
(N)
t (~s)W
(N)
t (~r)
])
.
Since the exponentials W
(N)
t (~r) are unitaries, we write
W
(N)
t (~r)W
(N)
t (~s) =W
(N)
t (~s) exp
(
i
(
W
(N)
t (~s)
)†
~r · ~F (N)t W (N)t (~s)
)
,
so that Lemma 2 and 3 in Section 6.2 yield
lim
N→∞
ω~r1~r2
(
γ
(N)
t
[
W
(N)
t (~r)W
(N)
t (~s)
])
= lim
N→∞
ω~r1~r2
(
γ
(N)
t
[
W
(N)
t (~s)W
(N)
t (~r) e
~s·(T (N)~r)
])
.
The result then follows by showing that limN→∞ I
(N)(t) = 0, where
I(N)(t) :=
∣∣∣ω~r1~r2 (γ(N)t [W (N)t (~s)W (N)t (~r) (e~s·(T (N)~r) − ei ~s·(σ(~ωt)~r))])∣∣∣ .
By using the Cauchy-Schwartz and Kadison inequalities, one bounds
(
I(N)(t)
)2
by
ω
((
W
(N)
t (~r2)
)†
γ
(N)
t
[(
e~s·(T
(N)~r) − ei ~s·(σ(~ωt)~r)
)† (
e~s·(T
(N)~r) − ei ~s·(σ(~ωt)~r)
)]
W (N)(~r2)
)
.
Then, writing
e~s·(T
(N)~r) − ei ~s·(σ(~ωt)~r) =
∫ 1
0
dx
d
dx
(
ex~s·(T
(N)~r) ei(1−x)~s·(σ(~ωt)~r)
)
=
∫ 1
0
dx ex~s·(T
(N)~r) ei(1−x)~s·(σ(~ωt)~r)
(
~s ·
(
T (N)~r
)
− i ~s · (σ(~ωt)~r)
)
,
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and using that
(
~s · (T (N)~r))† = −~s · (T (N)~r) and (~s · (σ(~ωt)~r))∗ = ~s · (σ(~ωt)~r), one gets(
I(N)(t)
)2
≤ −ω
((
W
(N)
t (~r2)
)†
γ
(N)
t
[(
~s ·
(
T (N)~r
)
− i ~s · (σ(~ωt)~r)
)2]
W (N)(~r2)
)
= −
d2∑
µ,µ′ν,ν′=1
sµ rνsµ′rν′ ω
((
W
(N)
t (~r2)
)†
γ
(N)
t
[
Z(N)µν (t)Z
(N)
µ′ν′(t)
]
W (N)(~r2)
)
,
where, by means of (85), we set Z(N)µν (t) :=
1
N
N−1∑
k=0
([
v(k)µ , v
(k)
ν
]
− iωµν(t)
)
. This latter is a mean-
field quantity; then, Corollary 2 yields
lim
N→∞
ω
((
W
(N)
t (~r2)
)†
γ
(N)
t
[
Z(N)µν (t)Z
(N)
µ′ν′(t)
]
W (N)(~r2)
)
=
= lim
N→∞
ω
((
W
(N)
t (~r2)
)†
γ
(N)
t
[
Z(N)µν (t)
]
γ
(N)
t
[
Z
(N)
µ′ν′(t)
]
W (N)(~r2)
)
.
Now, Corollary 1 ensures that γ
(N)
t
[
Z
(N)
µν (t)
]
is a series of mean-field quantities, uniformly con-
vergent with respect to N . As such, because of Lemma 3, it commutes with the local exponential
operators W
(N)
t (r) in the large N limit, so that
lim
N→∞
ω
((
W
(N)
t (~r2)
)†
γ
(N)
t
[
Z(N)µν (t)Z
(N)
µ′ν′(t)
]
W (N)(~r2)
)
=
= lim
N→∞
ω
(
γ
(N)
t
[
Z(N)µν (t)
]
γ
(N)
t
[
Z
(N)
µ′ν′(t)
])
= lim
N→∞
ω
(
γ
(N)
t
[
Z(N)µν (t)
])
lim
N→∞
ω
(
γ
(N)
t
[
Z
(N)
µ′ν′(t)
])
= 0 ,
where the last two equalities follow from (7) and (47).
The next step is the proof of Theorem 4 asserting that the linear extended maps Φextt defined
in (109) are completely positive on the direct integral von Neumann algebra Wext defined in (106).
Theorem 4. The maps Φextt in (109) form a one parameter family of completely positive, unital,
Gaussian maps on the von Neumann algebra Wext.
Proof. Gaussian maps transform Gaussian states into Gaussian states. We shall then consider
states Ωext on Wext such that, according to (108), Ωext~ω =
∫ ⊕
S
d~ν δ~ω(~ν)Ω~ν , where Ω~ω is a Gaussian
state on the Weyl algebra W~ω:
Ω~ω
(
W~ω(~r(~ω))
)
= exp
(
−1
2
~r(~ω) ·
(
Σ(~ω)~r(~ω)
))
,
with covariance matrix Σ(~ω) such that [31]
Σ(~ω) +
i
2
σ(~ω) ≥ 0 . (170)
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Using (111), the extended dynamics turns the state Ωext~ω into the expectation functional Ω
t
~ω :=
Ωext~ω ◦ Φ~ωt on W~ω, such that, with E(~ω) = exp
(
− i
2
~r1(~ω) ·
(
σ(~ω)~r2(~ω)
))
(see (21)),
Ωext~ω
(
Φextt
[
W 1~r1W
1
~r2
])
= Ωext~ω
(
Φextt
[
EW 1~r1+~r2
])
= E(~ωt)Ω~ω
(
Φ~ωt
[
W~ω(~r1 + ~r2)
])
= e−
i
2
~r1(~ωt)·
(
σ(~ωt)~r2(~ωt)
)
e−
1
2
(~r1(~ωt)+~r2(~ωt))·
(
Yt(~ω) (~r1(~ωt)+~r2(~ωt))
)
×
×Ω~ω
(
W~ω
(
Xtrt (~ω)(~r1(~ωt) + ~r2(~ωt))
))
= e−
i
2
~r1(~ω)·
(
σ(~ωt)~r2(~ω)
)
e−
1
2
(~r1(~ωt)+~r2(~ωt))·
(
Σt(~ω) (~r1(~ωt)+~r2(~ωt))
)
,
where Σt(~ω) = Yt(~ω) + Xt(~ω)Σ(~ω)X
tr
t (~ω) with Yt(~ω) the matrix defined in (102). Then, Ω
ext
t
amounts to a functional on the Weyl algebra W~ωt determined by the symplectic matrix σ(~ωt).
Such a functional is positive and thus corresponds to a Gaussian state, if and only if, according to
(170), the covariance matrix Σt(~ω) satisfies
Σt(~ω) +
i
2
σ(~ωt) = Xt(~ω)
(
Σ(~ω) +
i
2
σ(~ω)
)
Xtrt (~ω) + (171)
+ Yt(~ω) +
i
2
(
σ(~ωt) − Xt(~ω)σ(~ω)Xtrt (~ω)
)
≥ 0 . (172)
Notice that, because of (170), the right hand side of (171) is positive; concerning the contribution
in (172), we argue as follows. Since Xt,s(~ω) = Xt(~ω)X
−1
s (~ω), one rewrites
Yt(~ω) +
i
2
(
σ(~ωt)−Xt(~ω)σ(~ω)Xtrt (~ω)
)
=
∫ t
0
ds Xt,s(~ω)σ(~ωs)Aσ
tr(~ωs)X
tr
t,s(~ω)
+
i
2
∫ t
0
ds
d
ds
(
Xt,s(~ω)σ(~ωs)X
tr
t,s(~ω)
)
.
Using (101)-(102) and (89) together with (52), one then gets
d
ds
(
Xt,s(~ω)σ(~ωs)X
tr
t,s(~ω)
)
= −Xt,s(~ω)Q(~ωs)σ(~ωs)Xtrt,s(~ω) − Xt,s(~ω)σ(~ωs)Qtr(~ωs)Xtrt,s(~ω)
+Xt,s(~ω)
d
ds
σ(~ωs)X
tr
t,s(~ω) = −2iXt,s(~ω)σ(~ωs)B σtr(~ωs)Xtrt,s(~ω) +
+Xt,s(~ω)
( d
ds
σ(~ωs) −
[
D(~ωs) , σ(~ωs)
])
Xtrt,s(~ω) = −2 iXt,s(~ω)σ(~ωs)B σtr(~ωs)Xtrt,s(~ω) ,
whence the positivity of the Kossakowski matrix C = A+B yields
Yt(~ω) +
i
2
(
σ(~ωt) − Xt(~ω)σ(~ω)Xtrt (~ω)
)
=
∫ t
0
ds Xt,s(~ω)σ(~ωs)C σ
tr(~ωs)X
tr
t,s(~ω) ≥ 0 .
Unitality, Φextt [1] = 1, where 1 is the identity in Wext, follows directly from (109). Complete
positivity of Φextt amounts to showing that
Φextt ⊗ 1n
[
Z†Z
]
≥ 0 , ∀n ∈ Z,
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where Z is any operator Z ∈ Wext⊗Mn (C), whereMn(C) is the algebra of n×n complex matrices.
Let {Eµ}n2µ=1 any fixed orthonormal basis of hermitean matrices in Mn(C); then, a generic element
Z ∈ Wext can be written as
Z =
∑
i,j,µ
dijµW
fj
~ri
⊗ Eµ ,
where W
fj
~ri
(~ω) = fj(~ω)W~ω(~ri(~ω)), with fj measurable functions on S, ~ri(~ω) real vectors in Rd2 and
dijµ suitable complex coefficients. The operator-value at ~ω of the positive element Z
†Z reads
(Z†Z)(~ω) =
∑
i,j,µ;k,ℓ,ν
d∗ijµ dkℓν f
∗
j (~ω) fk(~ω)W
†
~ω(~ri(~ω))W~ω(~rk(~ω))⊗ EµEν
=
∑
i,j,µ;k,ℓ,ν
d∗ijµ dkℓν f
∗
j (~ω) fk(~ω)Eik(~ω)W~ω(~rk(~ω)− ~ri(~ω))⊗ EµEν
Eik(~ω) = exp
(
i
2
~ri(~ω) ·
(
σ(~ω)~rk(~ω)
))
,
where again use has been made of the algebraic rules (21). By means of (112), the action of
Φextt ⊗ 1n thus gives
Φextt ⊗ 1n
[
Z†Z
]
(~ω) =
∑
i,j,µ;k,ℓ,ν
d∗ijµ dkℓν f
∗
j (~ωt) fk(~ωt)F
t
ik(~ω) ×
×W †~ω
(
Xtrt (~ω)~ri(~ωt)
)
W~ω
(
(Xtrt (~ω)~rk(~ωt)
)⊗ EµEν (173)
F tik(~ω) = e
i
2
~ri(~ωt)·
(
σˆt(~ω)~rk(~ωt)
)
e
− 1
2
(
(~ri(~ωt)−~rk(~ωt))·
(
Yt(~ω)(~ri(~ωt)−~rk(~ωt))
)
(174)
σˆt(~ω) = σ(~ωt) − Xt(~ω)σ(~ω)Xtrt (~ω) . (175)
The function (174) can be interpreted as the expectation of the product of two Weyl operators
V~ω(~ri,k(~ωt)) satisfying the Weyl algebraic rules
V~ω(~ri(~ωt))V~ω(~rk(~ωt)) = V~ω(~ri(~ωt) + ~rk(~ωt)) exp
(
− i
2
~ri(~ωt) ·
(
σˆt(~ω)~rk(~ωt)
))
with symplectic matrix, that is real and anti-symmetric, σˆt(~ω) given by (175), the expectation
being defined by the functional ϕt
ϕt (V~ω(~r(~ωt))) = exp
(
−1
2
~r(~ωt) ·
(
Yt(~ω)~r(~ωt)
))
(176)
acting on the Weyl algebra V~ω generated by the V~ω(~r(~ω)).
Letting Z~ωijµ(t) := dijµ fj(~ωt)W~ω
(
Xtrt (~ω)~ri(~ωt)
)⊗ Eµ , one can then write
Φextt ⊗ 1n
[
Z†Z
]
(~ω) =
∑
i,j,µ;k,ℓ,ν
(Z~ωijµ)
†(t)Z~ωkℓν(t)ϕt
(
(V~ω(~ri(~ωt)))
† V~ω(~rk(~ωt))
)
.
This is a positive operator inW~ω⊗Mn(C) if the expectation functional ϕt on V is positive, namely,
according to (176), if ϕt amounts to a Gaussian state. This latter property is equivalent to having
Yt(~ω) +
i
2
σˆt(~ω) = Yt(~ω) +
i
2
(
σ(~ωt) − Xt(~ω)σ(~ω)Xtrt (~ω)
)
≥ 0
which has already been proved.
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Finally, we prove Theorem 3 which provides the hybrid form of the generator of the semigroup
of completely positive extended maps {Φextt }t≥0.
Theorem 5. The extended dissipative dynamics Φextt of quantum fluctuations has a generator
of the form Lext =
∫ ⊕
S
d~ω L~ω. Every ~ω-component consists of four different contributions, L~ω =
L
drift
~ω + L
cc
~ω + L
cq
~ω + L
qq
~ω : a drift term
L
drift
~ω
[
W f~r (~ω)
]
= ~˙ω · ∂~ωW f~r (~ω) ,
a differential operator involving the classical degrees of freedom Gµ(~ω), µ = 1, 2, . . . , d0(~ω),
L
cc
~ω
[
W f~r (~ω)
]
=
d0(~ω)∑
µ,ν=1
D00µν(~ω)Gν(~ω)
∂W f~r (~ω)
∂Gµ(~ω)
a mixed classical-quantum term
L
cq
~ω
[
W f~r (~ω)
]
=
d0(~ω)∑
µ=1
d2∑
ν=d0(~ω)+1
D01µν(~ω)
2
{
Gν(~ω) ,
∂ W f~r (~ω)
∂Gµ(~ω)
}
,
and a purely quantum term
L
qq
~ω
[
W f~r (~ω)
]
= i
d0(~ω)∑
µ=1
d2∑
ν=d0(~ω))+1
(
H01µν(~ω) +H
10
νµ(~ω)
)
Gµ(~ω)
[
Gν(~ω) , W
f
~r (~ω)
]
+i
d2∑
µ,ν=d0(~ω)+1
H11µν(~ω)
[
Gµ(~ω)Gν(~ω) , W
f
~r (~ω)
]
+
d2∑
µ,ν=d0(~ω)+1
K11µν(~ω)
(
Gµ(~ω)W
f
~r (~ω)Gν(~ω) −
1
2
{
Gµ(~ω)Gν(~ω) , W
f
~r (~ω)
})
,
with the d1(~ω)× d1(~ω) matrix of coefficients H11(~ω) given by
H11(~ω) = (h(re)(~ω))11 +
1
4
{(
σ11(~ω)
)−1
, D11(~ω)
}
,
where (h(re)(~ω))11 is the 11-component of the matrix h(re) in (45) rotated by R(~ω) as in (124).
Further, the d0(~ω)× d1(~ω) matrix H01(~ω), respectively the d1(~ω)× d0(~ω) matrix H01(~ω) read
H10(~ω) =
1
2
(σ11(~ω))−1D10(~ω) − i
2
B10(~ω) + (h(re)(~ω))
10
H01(~ω) =
1
2
D01(~ω) (σ11(~ω))−1 +
i
2
B01(~ω) + (h(re)(~ω))
10
,
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where (h(re)(~ω))10 and (h(re)(~ω))10 are the 10 and 01 components of the matrix h(re) in (45) rotated
by R(~ω) as in (124).
Finally, K11(~ω) amounts to
K11(~ω) = A11(~ω) + B11(~ω) +
i
2
[
(σ11(~ω))−1 , D11(~ω)
]
.
Proof. From the expression (109) one gets
d
dt
Φextt [W
f
~r ]
∣∣∣∣
t=0
(~ω) =
(
~˙ω · ∂~ωf(~ω)
)
W 1~r (~ω) + f(~ω)
d
dt
Φ~ωt [W
1
~r ]
∣∣∣∣
t=0
(~ω) ,
where ~˙ω = D(~ω)~ω. Notice thatW 1~r (~ω) = exp
(
i~r(~ω) · ~F (~ω)
)
. Then, from (110) and (111), Lemma 9
and the algebraic relations (105) which make higher commutators vanish, one derives
d
dt
Φ~ωt [W
1
~r ]
∣∣∣∣
t=0
(~ω) = −1
2
~r(~ω) ·
(
σ(~ω)Aσtr(~ω)~r(~ω)
)
W 1~r (~ω) +
d
dt
W~ω
(
Xtrt (~ω)~r(~ωt)
)∣∣∣∣
t=0
d
dt
W~ω
(
Xtrt (~ω)~r(~ωt)
)∣∣∣∣
t=0
=
(
i(Qtr(~ω)~r(~ω)) · ~F (~ω)− 1
2
[
~r(~ω) · ~F (~ω) , (Qtr(~ω)~r(~ω)) · ~F (~ω)
]
+
(
i(~˙ω · ∂~ω~r(~ω)) · ~F (~ω)−
1
2
[
~r(~ω) · ~F (~ω) , (~˙ω · ∂~ω~r(~ω)) · ~F (~ω)
])
W 1~r (~ω) .
The proof of Lemma 9 holds also if one acts on W 1~r (~ω) with ~˙ω · ∂~ω, so that(
i(~˙ω · ∂~ω~r(~ω)) · ~F (~ω)−
1
2
[
~r(~ω) · ~F (~ω) , (~˙ω · ∂~ω~r(~ω)) · ~F (~ω)
])
W 1~r (~ω) = ~˙ω · ∂~ωW 1~r (~ω) .
Therefore, when evaluated at ~ω, the time-derivative of the dynamics at t = 0, together with the
expression Q(~ω) = −iσ(~ω) B˜ + D(~ω) (see (101)-(102)), yields
d
dt
Φextt [W
f
r ]
∣∣∣∣
t=0
(~ω) = ~˙ω · ∂~ωW fr (~ω) + ~r(ω) ·
((
σ(~ω) B˜ + iD(~ω)
)
~F (~ω)
)
W fr (~ω)
− 1
2
~r(~ω) ·
((
σ(~ω)
(
A+ B˜
)
σtr(~ω) + iD(~ω)σtr(~ω)
)
~r(~ω)
)
W fr (~ω) .
Using that σtr(~ω) = −σ(~ω), by means of the rotation matrix R(~ω) in (94), of the decomposi-
tion (124) and with the notation of Remark 4.1, ~s(~ω) = R(~ω)~r, one finally gets
d
dt
Φextt [W
f
r ]
∣∣∣∣
t=0
(~ω) = ~˙ω · ∂~ωW f~r (~ω) (177)
+~s0(~ω) ·
(
iD00(~ω) ~G0(~ω) + iD
01(~ω) ~G1(~ω)
)
W f~r (~ω) (178)
+~s1(~ω) ·
((
iD10(~ω) + σ˜11(~ω) B˜10(~ω)
)
~G0(~ω)
)
W f~r (~ω) (179)
+~s1(~ω) ·
((
iD11(~ω) + σ˜11(~ω) B˜11(~ω)
)
~G1(~ω)
)
W f~r (~ω) (180)
+
1
2
~s0(~ω) ·
(
iD01(~ω)σ˜11(~ω)~s1(~ω)
))
W f~r (~ω) (181)
+
1
2
~s1(~ω) ·
((
σ˜11(~ω)
(
A11(~ω) + B˜11(~ω)
)
σ˜11(~ω) + iD11(~ω) σ˜11(~ω)
)
~s1(~ω)
)
W f~r (~ω) . (182)
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Let us try to write the component L~ω of the generator L
ext in the customary Lindblad form
L~ω[W
1
~r (~ω)] = i
[ d2∑
µ,ν=1
Hµν(~ω)Gµ(~ω)Gν(~ω) , W
1
~r (~ω)
]
+
d2∑
µ,ν=1
Kµν(~ω)
(
Gµ(~ω)W
1
~r (~ω)Gν(~ω) −
1
2
{
Gµ(~ω)Gν(~ω) , W
1
~r (~ω)
})
,
where the d2 × d2 matrices H(~ω) and K(~ω) are both hermitian and the operators Gµ(~ω) are those
appearing in the decomposition (97) of the Weyl operators into classical and quantum contributions.
By decomposing the matrix K(~ω) and H(~ω) as in (124), since the components of ~G0(~ω) commute
with all the others, there are no contributions to L~ω from either H
00(~ω) or K00(~ω), while those
from K01(~ω) and K10(~ω) can be put together with the contributions from H01(~ω) and H10(~ω) in
the hamiltonian matrix. Thus, one can, without restriction, set
H(~ω) =
(
0 H01(~ω)
H10(~ω) H11(~ω)
)
, K(~ω) =
(
0 0
0 K11(~ω)
)
.
Then, the relations (105) yield W 1~r (~ω)
~G~ω
(
W 1~r (~ω)
)†
= ~G~ω + σ(~ω)~s(~ω), whence
L~ω[W
1
~r (~ω)] = ~s1(~ω) ·
(
2 i σ˜11(~ω)H10(~ω) ~G0(~ω)
)
W 1~r (~ω) (183)
+~s1(~ω) ·
(
σ˜11(~ω)
(
2 iH11(~ω) +
K11(~ω)− (K11(~ω))tr
2
)
~G1(~ω)
)
W 1~r (~ω) (184)
+~s1(~ω) ·
(
σ˜11(~ω)
(
iH11(~ω) +
1
2
K11(~ω)
)
σ˜11(~ω)~s1(~ω)
)
W 1~r (~ω) . (185)
From comparing equations (177)-(182) and (183)-(184), one finds
2 i σ˜11(~ω)H10(~ω) = iD10(~ω) + σ˜11(~ω) B˜10(~ω) (186)
2 i σ˜11(~ω)H11(~ω) + σ˜11(~ω)
K11(~ω)− (K11(~ω))tr
2
= iD11(~ω) + σ˜11(~ω) B˜11(~ω) (187)
σ˜11(~ω)
(
iH11(~ω) +
1
2
K11(~ω)
)
σ˜11(~ω) =
1
2
σ˜11(~ω)
(
A11(~ω) + B˜11(~ω)
)
σ˜11(~ω)
+
i
2
D11(~ω) σ˜11(~ω) =
=
1
2
σ˜11(~ω)
(
A11(~ω) + B11(~ω)
)
σ˜11(~ω) + i σ˜11(~ω) (h(re)(~ω))11 σ˜11(~ω)
+
i
2
D11(~ω) σ˜11(~ω) , (188)
where, in the last expression, use has been made of (46), namely of B˜ = B + 2 i h(re).
The relations D†(~ω) = −D(~ω) (see (54)) and σ†(~ω) = −σ(~ω) also hold for the matrices diagonal
blocks with respect to the decomposition (124) after rotating them by R(~ω) . Thus, taking the
hermitean conjugate of both sides of (188) yields
σ˜11(~ω)
(
− iH11(~ω) + 1
2
K11(~ω)
)
σ˜11(~ω) =
=
1
2
σ˜11(~ω)
(
A11(~ω) + B11(~ω)
)
σ˜11(~ω) − i σ˜11(~ω) (h(re)(~ω))11 σ˜11(~ω) − i
2
σ˜11(~ω)D11(~ω) .
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By adding and subtracting the last equality from (188) itself and by multiplying both sides of the
resulting equalities by the inverse of σ˜11(~ω) one gets
H11(~ω) = (h(re)(~ω))11 +
1
4
{
(σ˜11(~ω))−1 , D11(~ω)
}
,
K11(~ω) = C11(~ω) +
i
2
[
(σ˜11(~ω))−1 , D11(~ω)
]
,
where C(~ω) = R(~ω) (A + B)R†(~ω) is the positive semi-definite Kossakowski matrix in the mi-
croscopic generator (41) rotated into the representation (124) of the symplectic matrix. These
d1(~ω)× d1(~ω) hermitian matrices also solve (187), while from (186),
H10(~ω) =
1
2
(σ˜11(~ω))−1D10(~ω) − i
2
B10(~ω) + (h(re)(~ω))10 ,
H01(~ω) =
1
2
D01(~ω) (σ˜11(~ω))−1 +
i
2
B˜01(~ω) + (h(re)(~ω))01 .
The still unmatched terms in (178) and (181) can only be recovered by acting on the Weyl operators
in a way that involves both the commuting degrees of freedom represented by the first d0(~ω)
components of ~G0(~ω) and the remaining non-commuting ones. Then,
~s0(~ω) ·
(
iD00(~ω) ~G0(~ω) + iD
01(~ω) ~G1(~ω)
)
W f~r (~ω) =
=
d0(~ω)∑
µ=1
d0(~ω)∑
ν=1
D00µν(~ω)Gν(~ω) +
d2∑
ν=d0(~ω)+1
D01µν(~ω)Gν(~ω)
 ∂ W f~r (~ω)
∂Gµ(~ω)
1
2
~s0(~ω) ·
(
iD01(~ω) σ˜11(~ω)~s1(~ω)
))
W fr (~ω) =
= −1
2
d0(~ω)∑
µ=1
d2∑
ν=d0(~ω)+1
D01(~ω)
[
Gν(~ω) ,
∂ W f~r (~ω)
∂Gµ(~ω)
]
.
Summing the right hand sides of the above equalities yields the classical contribution to the gener-
ator, Lcc~ω in (126), respectively the mixed classical-quantum one, L
cq
~ω in (127).
7 Appendix A
In the case of a clustering state ω, one can then consider the large N limit of ω
(
b†X(N) c
)
where
b, c ∈ A, obtaining
lim
N→∞
ω
(
b†X(N) c
)
= ω(b†c)ω(x) . (189)
Indeed, for any integer N0 < N one can write:
lim
N→∞
ω
(
b†X(N) c
)
= lim
N→∞
ω
(
b†
(
1
N
N0∑
k=0
x(k) +
1
N
N−1∑
k=N0+1
x(k)
)
c
)
.
While the first contribution at the r.h.s. vanishes, concerning the second term we argue as follows.
Since strictly local operators are norm dense in A, without loss of generality one can assume c
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to have support within [−N0, N0], so that it commutes with
∑N−1
k=N0+1
x(k). Using the clustering
property (4) one immediately gets the result (189). This means that, in the so-called weak operator
topology, i.e. under the state average, the large N limit of X(N) is a scalar multiple of the identity
operator:
w − lim
N→∞
X(N) = ω(x)1 .
The relation (6) can be proved as follows: because of definition (5), it is equivalent to
lim
N→∞
ω
(
a†
(
X(N) − ω(x))(Y (N) − ω(y)) b) = 0
for all a, b ∈ A. Set
X˜N =
1
N
N−1∑
k=0
(
x(k) − ω(x)
)
︸ ︷︷ ︸
x˜(k)
, Y˜N =
1
N
N−1∑
k=0
(
y(k) − ω(y)
)
︸ ︷︷ ︸
y˜(k)
,
so that ω(x˜(k)) = ω(x˜) = 0, ω
(
X˜N
)
= 0 and similarly for y˜, Y˜N . Then, as shown in the main text
for a single variable, the quasi-locality of a, b and the clustering properties of the state yield:
lim
N→∞
ω
(
a†
(
X(N) − ω(x))(Y (N) − ω(y)) b) = ω(a†b) lim
N→∞
ω
(
X˜N Y˜N
)
.
Further, one can write:
ω
(
X˜N Y˜N
)
=
1
N2
N−1∑
k=0
ω
(
x˜(k)y˜(k)
)
+
1
N2
N−1∑
k 6=ℓ=0
ω
(
x˜(k)y˜(ℓ)
)
.
Since ω is translation-invariant, the first term vanishes as ω
(
x˜y˜
)
/N when N → ∞. Moreover,
thanks to the clustering property (4), for any small ǫ > 0, there exists an integer Nǫ, such that for
|k − ℓ|2 > Nǫ one has: ∣∣∣ω((x˜(k)y˜(ℓ))− ω(x˜)ω(y˜)∣∣∣ = ∣∣∣ω((x˜(k)y˜(ℓ))∣∣∣ ≤ ǫ .
Then, using this result, one can finally write:∣∣∣∣∣∣ 1N2
N−1∑
k 6=ℓ=0
ω
(
x˜(k)y˜(ℓ)
)∣∣∣∣∣∣ ≤ 1N2
∑
0<|k−ℓ|≤Nǫ
∣∣∣∣ω(x˜(k)y˜(ℓ))∣∣∣∣
+
1
N2
∑
|k−ℓ|>Nǫ
∣∣∣∣ω(x˜(k)y˜(ℓ))∣∣∣∣
≤ 42Nǫ + 1
N
‖x‖ ‖y‖ + ǫ ,
so that, in the large N limit, the relation (6) is indeed satisfied. Notice that (6) entails that, in the
GNS representation,
lim
N→∞
ω
(
a†
(
X(N) − ω(x))† (X(N) − ω(x)) a) =
= lim
N→∞
∥∥∥πω(X(N) − ω(x))|Ψa〉∥∥∥2 = 0 , (190)
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for all a ∈ A. Namely, mean-field spin observables converge to their expectations with respect to
ω in the strong operator topology on the GNS Hilbert space Hω.
For what concerns (7), notice that
∣∣∣ω (X(N)Y (N))− ω(x)ω(y)∣∣∣ ≤ 1
N2
N−1∑
k,h=0
∣∣∣ω (x(k)y(h))− ω(x)ω(y)∣∣∣ =
=
1
N2
N−1∑
k=0
N−1−k∑
ℓ=−k
∣∣∣ω (x(0)y(ℓ))− ω(x)ω(y)∣∣∣ ,
where the last equality holds because of the translation invariance of the state ω. Now, assuming
(3) one has ∣∣∣ω (X(N)Y (N))− ω(x)ω(y)∣∣∣ ≤ 1
N
∑
ℓ∈Z
∣∣∣ω (x(0)y(ℓ))− ω(x)ω(y)∣∣∣
that proves the scaling (7). Notice that, by recursion, using the norm-boundedness of the mean-field
quantities and the strong-limit in (190), one can show that
lim
N→∞
ω
(
X
(N)
1 X
(N)
2 · · ·X(N)p
)
=
p∏
j=1
ω(xj) . (191)
8 Appendix B
Lemma 7. Given the local dissipative dynamics γ
(N)
t on the subalgebra A[0,N−1] ⊂ A and a state
ω on the quasi-local algebra A, with the notation (26), the following generalized Cauchy-Schwartz
inequality holds:∣∣∣ω~r~s (γ(N)t [xy])∣∣∣ ≤√ω (W (N)(~r) γ(N)t [xx†](W (N)(~r))†)√ω ((W (N)(~s))† γ(N)t [y†y]W (N)(~s))
for all ~r,~s ∈ Rd2 and x , y ∈ A[0,N−1].
Proof. Using the Kraus representation of completely positive maps
γ
(N)
t [x y] =
∑
j
Vj(t)† x y Vj(t)
= Tr2
∑
j
Vj(t)† ⊗ |j〉 〈j|
 x y ⊗ 1(∑
ℓ
Vℓ(t)⊗ |ℓ〉 〈ℓ|
) ,
where the Vj(t) ∈ A[0,N−1] are operators such that
∑
j V†j (t)Vj(t) = 1, the vectors |j〉 constitute
an orthonormal basis in the auxiliary Hilbert space and Tr2 denotes the trace over it. Setting
Vt :=
∑
j Vj(t)⊗ |j〉 〈j|, one can write
ω~r~s
(
γ
(N)
t [x y]
)
= ω ⊗ Tr2
((
W (N)(~r)⊗ 1
)
V†t (x y ⊗ 1)Vt
(
W (N)(~s)⊗ 1
))
.
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Then, the Cauchy-Schwarz inequality for the positive, not normalized, functional ω ⊗ Tr2 yields∣∣∣ω~r~s (γ(N)t [x y])∣∣∣ ≤
√
ω ⊗ Tr2
([
W (N)(~r)⊗ 1V†t x
] [
x† Vt (W (N)(~r))† ⊗ 1
])
×
√
ω ⊗ Tr2
([
(W (N)(~s))† ⊗ 1V†t y†
] [
y VtW (N)(~s)⊗ 1
])
.
The result then follows by computing Tr2.
Lemma 8. Given the generator L(N) in (41) and the time-dependent fluctuations (83), then,
∀µ = 1, 2, . . . , d2 and ∀ t ∈ [0, T ], T ≥ 0,
lim
N→∞
ω
(
W (N)(~r)γ
(N)
t
[(
F (N)µ (t)
)2](
W (N)(~r)
)†)
<∞ .
Proof. Since
(
F
(N)
µ (t)
)2
is a positive matrix, the following quantity:
G(N)(~r, t) := 1 +
d2∑
β=1
ω
(
W (N)(~r) γ
(N)
t
[(
F (N)µ (t)
)2]
(W (N)(~r))†
)
(192)
satisfies
G(N)(~r, t) ≥ max
{
1 , ω
(
W (N)(~r) γ
(N)
t
[(
F (N)µ (t)
)2]
(W (N)(~r))†
)}
. (193)
The Lemma is proved if we show that G(~r, t) := limN→∞G
(N)(~r, t) is finite ∀t ≥ 0. Let us then
consider
d
dt
G(N)(~r, t) =
d2∑
β=1
ω
(
W (N)(~r) γ
(N)
t
[
L
(N)
[(
F
(N)
β (t)
)2]
−2
√
N
(
d
dt
ω
(N)
β (t)
)
F
(N)
β (t)
]
(W (N)(~r))†
)
, (194)
where (83) and (47) have been used.
By splitting the generator as L(N) = H(N) + A˜(N) + B˜(N) as in (41), we first consider
A˜
(N)
[(
F
(N)
β (t)
)2]
=
1
2
d2∑
µ,ν=1
A˜µν
[[
V (N)µ ,
(
F
(N)
β (t)
)2]
, V (N)ν
]
=
1
2
d2∑
µ,ν=1
A˜µν
(
F
(N)
β (t)
[[
V (N)µ , F
(N)
β (t)
]
, V (N)ν
]
+
[
F
(N)
β (t) , V
(N)
ν
] [
V (N)µ , F
(N)
β (t)
]
+
[
V (N)µ , F
(N)
β (t)
] [
F
(N)
β (t) , V
(N)
ν
]
+
[[
V (N)µ , F
(N)
β (t)
]
, V (N)ν
]
F
(N)
β (t)
)
.
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Since spin operators at different sites commute, the commutators read
[
V (N)µ , F
(N)
β (t)
]
=
1
N
N−1∑
k=0
[v(k)µ , v
(k)
β ]
[[
V (N)µ , F
(N)
β (t)
]
, V (N)ν
]
=
1
N3/2
N−1∑
k=0
[[
v(k)µ , v
(k)
β
]
, v(k)ν
]
.
Then, one readily obtains the uniform upper bound∥∥∥∥A˜(N) [(F (N)β (t))2]∥∥∥∥ ≤ c2 (2vd)4 , v = maxα ‖vβ‖ , c = maxµν ∣∣∣A˜µν | , |B˜µν |} , (195)
where for later convenience we have also included B˜ in the definition of the quantity c. Since γ
(N)
t
is a contraction, it follows that the contribution of A˜(N) to (194) is uniformly bounded in N and t:
d2∑
β=1
ω
(
W (N)(~r)γ
(N)
t
[
A˜
(N)
[(
F
(N)
β (t)
)2]]
(W (N)(~r))†
)
≤ d2
∥∥∥∥∥γ(N)t
[
A˜
(N)
[(
F
(N)
β (t)
)2]]∥∥∥∥∥
≤ c
2
(2v)4 d6 (196)
Let us then concentrate on the action of
B˜
(N)
[(
F
(N)
β (t)
)2]
=
1
2
d2∑
µ,ν=1
B˜µν
{
F
(N)
β (t)
[
V (N)µ , F
(N)
β (t)
]
, V (N)ν
}
(197)
+
1
2
d2∑
µ,ν=1
B˜µν
{[
V (N)µ , F
(N)
β (t)
]
F
(N)
β (t) , V
(N)
ν
}
. (198)
We shall denote by B
(N)
1 the contribution in (197) and by B
(N)
2 the one in (198). We start focussing
upon the first one; by adding and subtracting the mean value of V
(N)
ν , we split B
(N)
1 = B
(N)
11 +B
(N)
12 ,
where, using (47),
B
(N)
11 =
1
2
d2∑
µ,ν=1
B˜µν
{
F
(N)
β (t)
[
V (N)µ , F
(N)
β (t)
]
, F (N)ν (t)
}
(199)
B
(N)
12 =
d2∑
µ,ν=1
B˜µν ω
(N)
ν (t)F
(N)
β (t)
[
N−1∑
k=0
v(k)µ , F
(N)
β (t)
]
. (200)
Using (49), the commutator in (200) can be recast as[
N−1∑
k=0
v(k)µ , F
(N)
β (t)
]
=
1√
N
N−1∑
k=0
[
v(k)µ , v
(k)
β
]
=
d2∑
α=1
Jαµβ
1√
N
N−1∑
k=0
v(k)α ;
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then, by adding and subtracting suitable mean-values, it can finally be expressed in terms of local
fluctuations. Explicitly, using (48) and (50), it reads[
N−1∑
k=0
v(k)µ , F
(N)
β (t)
]
=
1√
N
N−1∑
k=0
[
v(k)µ , v
(k)
β
]
=
d2∑
α=1
Jαµβ F
(N)
α (t) +
√
N ω
(N)
µβ (t) , (201)
whence
B
(N)
12 =
d2∑
γ,µ,ν=1
B˜µν J
γ
µβ ω
(N)
ν (t)F
(N)
β (t)F
(N)
γ (t) +
√
N
d2∑
µ,ν=1
B˜µν ω
(N)
ν (t)ω
(N)
µβ (t)F
(N)
β (t) . (202)
Using the bounds in (195), Lemma 7 and the fact that and the fact that
ω
(
W (N)(~r) γ
(N)
t
[(
F (N)ν (t)
)2]
(W (N)(~r))†
)
≤ G(N)(~r, t) , (203)
the contribution to (194) of the first term in (202) can be estimated form above by
d2∑
α,µ,ν=1
|B˜µν |
∣∣Jαµβ∣∣ |ω(N)ν (t)|
∣∣∣∣∣ω
(
W (N)(~r) γ
(N)
t
[
F (N)α (t)F
(N)
β (t)
]
(W (N)(~r))†
)∣∣∣∣∣ ≤
≤ 2 c v3 d6G(N)(~r, t) ;
Indeed,
∣∣∣Jαµβ∣∣∣ = ∣∣∣Tr([vµ , vβ] vα)∣∣∣ ≤ 2 v2.
Concerning the contribution in(199), observe that
[
V (N)µ , F
(N)
β (t)
]
=
1
N
N−1∑
k=0
[
v(k)µ , v
(k)
β
]
are the
entries T
(N)
µβ of the operator-valued matrix TN = [T
(N)
µν ] in (84). Then, (199) can be rewritten as
B
(N)
11 =
1
2
d2∑
µ,ν=1
B˜µν
(
F
(N)
β (t)T
(N)
µβ F
(N)
ν (t) + F
(N)
ν (t)T
(N)
µβ F
(N)
β (t)
)
+ C
(11)
N
C
(N)
11 =
1
2
d2∑
µ,ν=1
B˜µν F
(N)
ν (t)
[
F
(N)
β (t) , T
(N)
µβ
]
,
∥∥∥C(11)N ∥∥∥ ≤ b , b = 4 c v4 d4 ,
the last estimate following as for the analogous uniform bound in (195).
Let then consider terms of the form
∆(N)(t) := ω
(
W (N)(~r) γ
(N)
t
[
F
(N)
β (t)T
(N)
µβ F
(N)
ν (t)
]
(W (N)(~r))†
)
.
From Lemma 7 it follows that
∣∣∆(N)(t)∣∣2 is upper bounded by
ω
(
W (N)(~r) γ
(N)
t
[
F
(N)
β (t)T
(N)
βµ T
(N)
µβ F
(N)
β (t)
]
(W (N)(~r))†
)
×
×ω
(
W (N)(~r) γ
(N)
t
[(
F (N)ν (t)
)2]
(W (N)(~r))†
)
.
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From 0 ≤ T (N)βµ T (N)µβ ≤ 4 v4, (193) and (203), one then concludes∣∣∣∆(N)(t)∣∣∣ ≤ 2 v2G(N)(~r, t) . (204)
Similar considerations as before can be made for B
(N)
2 in (198): B
(N)
2 = B
(N)
21 + B
(N)
22 , where
B
(N)
21 =
1
2
d2∑
µ,ν=1
B˜µν
{[
V (N)µ , F
(N)
β (t)
]
F
(N)
β (t) , F
(N)
ν (t)
}
(205)
B
(N)
22 =
d2∑
γ,µ,ν=1
B˜µν J
γ
µβ ω
(N)
ν (t)F
(N)
γ (t)F
(N)
β (t) +
√
N
d2∑
µ,ν=1
B˜µν ω
(N)
ν (t)ω
(N)
µβ (t)F
(N)
β (t) . (206)
The final term to consider is the hamiltonian one contributed by the action of HN) that, by similar
arguments as before, can be recast as
H
(N)
[(
F
(N)
β (t)
)2]
=
d2∑
γ,µ=1
ǫµ J
γ
µβ
{
F (N)γ (t), F
(N)
β (t)
}
+ 2
√
N
d2∑
γ,µ=1
Jγµβ ω
(N)
γ (t)F
(N)
β (t) . (207)
As before, one can derive from the first term an upper bound to the derivative (194) of the form
4ǫ v2G(N)(~r, t).
From G(N)(~r, t) ≥ 1, it also follows that, given any uniform upper bound k to the time-derivative
(194), one can replace it by kG(N)(~r, t), whence all upper bounds collected so far can be grouped
together in an upper bound of the form KG(N)(~r, t). The only terms which escape this rule are
the ones increasing with
√
N in (202), (206) and (207). Therefore, recalling (194), one is left with
studying the large N -limit of
I(N)(~r, t) := 2
√
N
d2∑
β=1
ω
(
W (N)(~r) γ
(N)
t
[
F
(N)
β (t)
]
(W (N)(~r))†
)
×
×
(
d2∑
µ,ν=1
(
B˜µν ω
(N)
µβ (t) + J
ν
µβ
)
ω(N)ν (t)−
d
dt
ω
(N)
β (t)
)
. (208)
First we consider the case ~r = 0; then, since ω
(
γ
(N)
t
[
F
(N)
β (t)
])
= 0, we get I(N)(0, t) = 0.
Therefore, for all N ,
d
dt
G(N)(0, t) < K0G
(N)(0, t) implies G(N)(0, t) < etK0G(N)(0) <∞ .
When r 6= 0, we estimate
∣∣∣I(N)(~r, t)∣∣∣ ≤ 2 d2∑
β=1
∣∣∣∣ω(W (N)(~r)γ(N)t [F (N)β (t)] (W (N))† (~r))∣∣∣∣ ×
×
√
N
∣∣∣∣∣∣
d2∑
µ,ν=1
(
B˜µν ω
(N)
µβ (t) + J
ν
µβ
)
ω(N)ν (t) −
d
dt
ω
(N)
β (t)
∣∣∣∣∣∣ .
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Considering the time-derivative, one has:
d
dt
ω
(N)
β (t) = ω
(
γ
(N)
t
[
H
(N)
[
1
N
N−1∑
k=0
v
(k)
β
]])
+ ω
(
γ
(N)
t
[
A˜
(N)
[
1
N
N−1∑
k=0
v
(k)
β
]])
+
1
2
d2∑
µ,ν=1
B˜µν ω
(
γ
(N)
t
[{
1
N
N−1∑
k=0
[
v(k)µ , v
(k)
β
]
,
1
N
N−1∑
h=0
v(h)ν
}])
.
The A˜(N) contribution scales as 1/N ; together with the factor
√
N and the divergence as
√
N of
the upper bound to the norm of the fluctuation F
(N)
β (t), it contributes with an upper bound to∣∣∣I(N)(~r, t)∣∣∣ of the form 4d6v4c ≤ 4d6v4cG(N)(~r, t), using (192).
Taking into account that
ω
(
γ
(N)
t
[
H
(N)
[
1
N
N−1∑
k=0
v
(k)
β
]])
=
d2∑
µν=1
ǫµ J
ν
µβ ω
(N)
ν (t) ,
and writing
√
N
1
N
N−1∑
h=0
v(h)ν = F
(N)
ν (t) +
√
N ω(N)ν (t) ,
since the latter term is a scalar multiple of the identity, one gets∣∣∣I(N)(~r, t)∣∣∣ < 4d6 v4cG(N)(~r, t) +
+
d2∑
β=1
∣∣∣∣ω(W (N)(~r)γ(N)t [F (N)β (t)] (W (N)(~r))†)∣∣∣∣×
×
∣∣∣∣∣∣
d2∑
µ,ν=1
B˜µν ω
(
γ
(N)
t
[{
1
N
N−1∑
k=0
[
v(k)µ , v
(k)
β
]
, F (N)ν (t)
}])∣∣∣∣∣∣ .
Finally, by means of Lemma 7 and the Cauchy-Schwarz inequality, one gets∣∣∣I(N)(~r, t)∣∣∣ ≤ K1G(N)(~r, t) + K2G(N)(0, t)G(N)(~r, t) ,
with K1 = 4d
6v4c and K2 = 2v
2d6c, implying
d
dt
G(N)(~r, t) <
(
K1 +K2G
(N)(0, t)
)
G(N)(~r, t) ,
from which the boundedness of Gµ(~r, t) := limN→∞G
(N)(~r, t) follows.
Lemma 9. Let Mt be a time-dependent hermitean matrix and Nt = e
iMt. Then,
N˙t :=
dNt
dt
= OtNt , Ot :=
∞∑
k=1
ik
k!
K
k−1
Mt
[M˙t] , (209)
where KnMt[M˙t] =
[
Mt , K
n−1
Mt
[M˙t]
]
and K0Mt [M˙t] = M˙t.
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Using (145), from [Nt , Mt] = 0 and NtMtN
†
t =Mt one derives
Nt M˙tN
†
t = M˙t − N˙tMtN †t − NtMt N˙ †t .
Since N˙tN
†
t = −Nt N˙ †t and, for n ≥ 1, KnA[B] =
[
A , Kn−1A [B]
]
, it follows that
Nt M˙tN
†
t − M˙t =
∞∑
n=1
in
n!
K
n
Mt [M˙t] =
[
Mt , Ot
]
=
[
Mt , N˙t
]
N †t .
Let |ma(t)〉 denote the orthogonal eigenvectors of Mt; then
0 =
d
dt
(
〈ma(t)|mb(t)〉
)
= 〈m˙a(t)|mb(t)〉 + 〈ma(t)|m˙b(t)〉 .
If |ma(t)〉 and |mb(t)〉 correspond to different eigenvalues,
〈ma(t)|M˙t|mb(t)〉 =
(
ma(t)−mb(t)
)
〈m˙b(t)|ma(t)〉
〈ma(t)|OtNt|mb(t)〉 =
∞∑
k=1
ik
k!
(ma(t)−mb(t))k−1 〈ma(t)|M˙t|mb(t)〉 eimb(t)
= eima(t) − eimb(t) = 〈ma(t)|N˙t|mb(t)〉 .
On the other hand if |ma(t)〉 and |mb(t) correspond to a same (real) eigenvalue m(t), whence
〈ma(t)|OtNt|mb(t)〉 = i 〈ma(t)|M˙t|mb(t)〉 eim(t) δab = im˙(t) eim(t) δab
= 〈ma(t)|N˙t|mb(t)〉 .
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