In this paper, we consider large-scale linear discrete ill-posed problems where the right-hand side contains noise. Regularization techniques such as Tikhonov regularization are needed to control the effect of the noise on the solution. In many applications such as in image restoration the coefficient matrix is given as a Kronecker product of two matrices and then Tikhonov regularization problem leads to the generalized Sylvester matrix equation. For large-scale problems, we use the global-GMRES method which is an orthogonal projection method onto a matrix Krylov subspace. We present some theoretical results and give numerical tests in image restoration.
Introduction
Consider the linear discrete ill-posed problem
where H ∈ R M×N , x ∈ R N , g ∈ R M and M N. The matrix H is of ill-determined rank, i.e., H has many singular values of different orders of magnitude close to the origin. The matrix H is assumed to be very large so its factorization is undesirable and then iterative methods are needed.
The right-hand side vector g in (1.1) represents the available output and is assumed to be contaminated by an error (noise) n, i.e., g = g + n where g is the unknown error-free right-hand side.
Such a system (1.1) arises in many applications, for example, from the discretization of ill-posed problems such as integral equations of the first kind, see [8] [9] [10] [15] [16] [17] for more details. Image restoration problems provide another application where we can meet linear systems of the form (1.1). In image restoration, the problem consists of the reconstruction of an original image that has been digitized and has been degraded by blur and additive noise.
The matrix H represents the blurring matrix, the vector x to be approximated represents the original image, the vector n is the additive noise and the vector g represents the blurred and noisy (degraded) image. Some treatments and overviews on image restoration can be found in [1, 20, 24] .
The noise in the measurements, in combination with the ill-conditioning of H, means that the exact solution of (1.1) has little relationship to the noise-free solution x of the linear system H x = g. In order to diminish the effects of the noise in the data, we replace the original operator by a better conditioned one. One of the most popular regularization methods is due to Tikhonov [29] . The method replaces the problem (1.1) by the new one
where L is a regularization operator chosen to obtain a solution with desirable properties. The matrix L could be the identity matrix or a discrete form of first or second derivative. In the first case, the parameter acts on the size of the solution, while in the second case acts on the smoothness of the solution. The most popular techniques for computing the parameter are the L-curve criterion [17] ; see also [3, 5] and the generalized cross-validation (GCV) method [11, 14] . In image restoration, the problem (1.2) is generally too large to be solved exactly. For these large-scale problems, we project (1.2) onto a Krylov subspace of small dimension. Another alternative is to project the original problem (1.1) onto a Krylov subspace and then apply a regularization method to the smaller projected problem. We will consider these two point of views.
In the present paper, we will consider the case where the matrices H and L are decomposed as Kronecker products. In this case, the problems (1.1) and (1.2) are replaced by new ones involving matrix equations such as the generalized Sylvester equation. To solve these problems we use the global-generalized minimal residual (global-GMRES) method introduced in [21] .
The outline of this paper is as follows. In Section 2, we review some notations, definitions and results relative to the Kronecker product. We show how some linear matrix equations can be derived from Tikhonov regularization. In Section 3, we apply the global-GMRES method to generalized Sylvester matrix equations. Section 4 is devoted to some Sylvester-based regularization methods for large ill-posed problems. Finally, in Section 5, we give some experimental results and applications in image restoration to illustrate the effectiveness of our approach.
Tikhonov regularization

The Kronecker product
Let A = (a ij ) and B = (b ij ) be n × p and s × q matrices, respectively. The Kronecker product of the matrices A and B is defined as the (ns) × (pq) matrix A ⊗ B = (a ij B). The vec operator transforms the matrix A to a vector a of size np × 1 by stacking the columns of A. Some properties of the Kronecker product are given below [25] ,
For A and B two matrices in R n×p , we define the following inner product A, B F = tr(A T B) where tr(Z) denotes the trace of the square matrix Z. It follows that the well-known Frobenius norm denoted by . F is given by A F = A, A F . A system of matrices in R n×p is said to be F-orthogonal if it is orthogonal with respect to the scalar product ., . F .
In the context of image restoration and when the point spread function (PSF) is separable the blurring matrix H given in (1.1) can be decomposed as a Kronecker product H = H 2 ⊗ H 1 of two blurring matrices of appropriate sizes. In the nonseparable case, one can approximate the matrix H by solving the Kronecker product approximation (KPA) problem [30] ( H 1 , H 2 ) = arg min
Recently, Kamm and Nagy [22, 23] gave an efficient algorithm for computing a solution of the KPA problem in image restoration.
The Tikhonov regularization method
In Tikhonov regularization, the solution of the problem (1.2) is computed as the unique solution of the following linear least squares problem [15, 16] 
The minimizer of the problem (2.2) is computed as the solution of the following linear system
We assume here that 
Using the relations (2.1), we obtain
where X and G are the matrices such that vec(X) = x and vec(G) = g. The linear matrix (2.4) is referred to as the generalized Sylvester matrix equation and is written in the following form
where
Parameter selection methods for Tikhonov regularization
An appropriate selection of the regularization parameter is important in Tikhonov regularization. There are two well-known methods for choosing suitable regularization parameters. The first one is the GCV method [11, 31] . For this method, the regularization parameter is chosen to minimize the GCV function
where 2 are of size n × n and p × p, respectively. Consider the generalized singular value decompositions (GSVD) [13] of the pairs (H 1 , L 1 ) and (H 2 , L 2 ). Thus, there exist orthonormal matrices U 1 , U 2 , V 1 , V 2 and invertible matrices X 1 , X 2 such that
and
Then the GSVD of the pair (H, L) is given by
Therefore, one can show that the expression of the GCV function is given by
For the particular case where the matrix L reduces to the identity I, the GSVD of the pair (H, I ) reduces to the SVD of the matrix H and the expression of GCV is given by the following formula [11] 
where i is the ith singular value of the matrix H. The second method is the L-curve criterion [18, 19] . The method suggests to plot the curve ( H x − g 2 , Lx 2 ). Intuitively, the best regularization parameter should lie on the corner of the L-curve. The L-curve method chooses the regularization parameter corresponding to the point on the curve with maximum curvature. In our paper, we restricted ourselves to the GCV method but one can also use the L-curve criterion. More details on the numerical comparison between different methods for the choice of the optimal regularization parameter are given in [6, 14] .
The global-GMRES method for generalized Sylvester matrix equations
In this section, we present a numerical Krylov subspace method for solving the generalized Sylvester matrix equation
where A, C ∈ R n×n ; B, D ∈ R p×p ; E and X ∈ R n×p . The generalized Sylvester matrix equation arises also in many applications such as large eigenvalue problems, boundary value problems and model reduction techniques in large-scale dynamical systems.
When C and D are identity matrices, the linear matrix equation becomes the classical Sylvester matrix equation
which leads, in the case B = −A T , to the Lyapunov matrix equation
The discrete-time Lyapunov equation, also referred to as Stein equation, corresponds to the case where A and D are both identity matrices
Direct methods for solving Eqs. (3.2)-(3.4) such as those proposed in [2, 12] , are attractive for small problems. In [7, 4] , the alternating direction implicit (ADI) iterative method is proposed for solving Eq. (3.4).
The following theorem (see [28] ) gives the conditions for the existence and uniqueness of the solution of the matrix equation (3.1). Let A be the linear operator defined from R n×p onto R n×p as
Theorem 1. Let A− C and B − D be two regular matrix pencils of order n×n and p ×p, respectively. Let L(A, C) and L(B, D) denote the sets of generalized eigenvalues for the pairs (A, C) and (B, D) respectively. Then if
Therefore, the problem (3.1) can be written as
In [21] , the global-GMRES method was introduced for solving linear systems with multiple right-hand sides. Next, we will see how this method could be used for computing approximate solutions for the generalized Sylvester equation (3.1). We assume that L(A, C) ∩ L(B, D) = ∅ which ensures that (3.1) has a unique solution.
Let V be any n × p matrix and consider the matrix Krylov subspace associated to the pair (A, V ) and defined as
We note that
where i,j denotes the classical Kronecker symbol. The algorithm is described as follows:
Hereafter, we need some notations. Let V k denote the n×kp matrix:
Hessenberg matrix whose nonzero entries h i,j are defined by Algorithm 1 and H k is the k × k matrix obtained from H k by deleting its last row. Note that the block matrix V k is F-orthonormal which means that the blocks V 1 , . . . , V k are orthonormal with respect to the scalar product ., . F . It is not difficult to verify the following relations
Starting from an initial guess X 0 ∈ R n×p and the corresponding residual R 0 = E − A(X 0 ), the approximate solution X k is defined as follows:
where the symbol ⊥ F denotes the orthogonality with respect to the scalar product ., . F . Observe that the resid-
is obtained by projecting orthogonally R 0 onto the matrix Krylov subspace Proof. From relation (3.10), the approximation X k can be written as
where y ∈ R k . Hence replacing in (3.12), using relation (3.9) and the fact that R 0 = R 0 F V k+1 (e 1 ⊗ I p ), the minimization (3.12) is transformed to the new one
(3.14)
On the other hand, it is easy to verify that for any
Using this last property in (3.14), the result follows.
To solve problem (3.13) we consider the QR decomposition of the (k + 1) × k matrixH k :
whereŨ k is upper triangular and Q k is unitary. Then if g k = R 0 F Q T k e 1 and ifŨ denotes the k × k matrix obtained fromŨ k by deleting its last row then y k is the solution of the triangular linear systemŨy k = g k . As k increases it is possible to compute the kth residual without having to compute extra matrix-matrix products. This is described in the following theorem.
Theorem 3. At step k, the residual R k =E−AX k D+CX k B produced by the global-GMRES method for the generalized Sylvester equation (3.1) satisfies the following properties
where k+1 is the last component of the vector
Proof. At step k, the residual is given by
Invoking relation (3.9), it follows that
Now using the fact that
Using the fact that Q k Q T k = I , we get
. Now as y k solves problem (3.13), it follows that
where k+1 is the last component of the vector g k = R 0 F Q T k e 1 , which shows relation (3.16). To show (3.17), we use the fact that for z ∈ R k+1 we have V k+1 (z ⊗ I p ) F = z 2 . Hence using this remark and relation (3.16), it follows that R k F = | k+1 | Q k e k+1 2 . Therefore, since Q k is unitary we obtain R k F = | k+1 |.
In the practical implementation, we used the restarted global-GMRES(m) where m is a chosen parameter. The global-GMRES(m) algorithm for solving the generalized Sylvester matrix equation (3.1) is summarized as follows:
Algorithm 2. global-GMRES(m) for the generalized Sylvester matrix equation
1.
Choose X 0 , a tolerance ε and set k = 0.
Compute : Compute:
We note that Algorithm 2 is mathematically equivalent to the standard GMRES [27] applied to the large linear system Mx = vec(E) where M = D T ⊗ A − B T ⊗ C and E is the right-hand side of (3.1). Global-GMRES(m) requires the storage of the m blocks V 1 , . . . , V m where each block is of dimension n × p. When the operator A is symmetric, the matrix H k is symmetric and tridiagonal. In this case the computational cost can be reduced. Theoretically, the obtained method is equivalent to a global-MINRES method.
Regularization for large-scale ill-posed problems
Regularizing by Tikhonov plus projection
We consider the Tikhonov regularization problem (1.2) where the blurring matrix H is given as the Kronecker product H = H 2 ⊗ H 1 of two blurring matrices H 1 and H 2 of dimensions n × n and p × p, respectively. We also assume that the regularization operator L is decomposed as L = L 2 ⊗ L 1 . Hence the problem (1.2) is transformed to
where G is the n × p matrix such that g = vec(G). Solving (4.1) is equivalent to solving the following generalized Sylvester equation
The linear matrix equation (4.2) is then solved by using the global-GMRES algorithm. Note that since the four matrices A, B, C and D are symmetric, the global-GMRES for (4.2) is simplified and is more economical. The parameter is chosen using the L-curve criterion or the GCV method.
If L is the identity matrix the linear matrix equation (4.2) becomes
For a fixed parameter , let A denote the operator defined by
Note that the matrix Krylov subspace K k (A , R 0 ) is independent of 0. It follows that 
where y ,k is the solution of the minimization problem (4.5). The optimal parameter opt is computed by applying GCV to the problem (4.3) using the formulation (2.7).
Regularizing the projected problem
In this subsection, we project the original problem (1.1) onto a matrix Krylov subspace and then we solve the following minimization problem 6) where the linear operator H is defined by H(V ) = H 1 V H T 2 and V is an n × p matrix. To solve problem (4.6), we apply the global-GMRES method. Starting from an initial guess X 0 and the corresponding residual, we form an F-orthonormal basis of the matrix Krylov subspace K k (H, R 0 ) and get the (k + 1) × k matrix H k . The projected problem we wish to solve is
where = R 0 F and e 1 is the unit vector of R k+1 . Solving (4.7) is equivalent to solving the normal equatioñ
Although k is small, the matrixH k may be ill-conditioned. Some of the smallest singular values of the original matrix H = H 2 ⊗ H 1 are approximated by some singular values of the matrixH k . Hence, instead of solving (4.7) we apply Tikhonov regularization to the projected problem (4.7) to yield
Then, we solve (4.9) and compute the approximation X k = X 0 + V k (y k, ⊗ I p ) where y k, solves (4.9). The regularization parameter is chosen to minimize the GCV function
Consider the SVD of the matrixH k :
Then it is not difficult to show that the GCV function G k ( ) can be expressed as
where i,k denotes the ith singular value of the matrixH k and f i is the ith component of the vector f = U T k e 1 . The global-GMRES(m) for the regularizing projected problem is summarized as follows: Algorithm 3. global-GMRES(m) for the regularizing projected problem 1. Choose X 0 , a tolerance ε and set k = 0.
Compute: 
At each iteration k, the optimal parameter k,opt at Step 3 is computed by using formulation (4.11) . In this case, only the SVD of the small matrixH m is required. Note that for the regularization method described in Section 4.1, one needs the SVD of the large matrix H = H 2 ⊗ H 1 .
We note that we can also apply the L-curve criterion to the small regularized Tikhonov problem (4.9) to determine the optimal parameter.
Numerical examples
This section presents a few computed examples concerned with the solution of the linear discrete ill-posed problem (1.2) with a right-hand side g that is contaminated by an error (noise) n. We illustrated the problem in the context of image restoration. All computations were carried out using Matlab 6.5 on an Intel Pentium workstation with about 16 significant decimal digits. The original image is denoted by X in each example and it consists of 256 × 256 grayscale pixel values in the range [0, 255] . Let x = vec( X) be the vector whose entries are the pixel values of the image X and H represents the blurring matrix. The vector g = H x represents the associated blurred and noise-free image. We generated a blurred and noisy image g = g + n, where n is a noise vector with normally distributed random entries with zero mean and with variance chosen such that n / g = 10 −2 .
Example 1
In the first example, the original image is the enamel image from Matlab and it is shown in the left of Fig. 1 
The blurring matrix H models a blur arising in connection with the degradation of digital images by atmospheric turbulence blur. We let = 5 and r = 35. The blurred and noisy image is shown in the center of Fig. 1 . In this example, the matrix L in the linear discrete ill-posed problem (1.2) is chosen to be the identity of size 256 2 × 256 2 . We applied 
Example 2
In the second example, the original image is the cameraman image from Matlab and it is shown in the left of Fig. 2 
The blurring matrix H models a uniform blur. In our example we set r = 7. The blurred and noisy image is shown in the center of Fig. 2 . The matrix L in the linear discrete ill-posed problem (1.2) is chosen to be the identity of size 256 2 ×256 2 . The restored image is represented in the right of Fig. 2 and it is obtained by applying the global-GMRES(20) (Algorithm 3) to the problem (4.6). For this example, the relative error norm was X − X 5 F / X F 4.7216 × 10 −2 . Using GCV, the computed optimal values for the projected problem in Algorithm 3 were: 1 = 1.209 × 10 −2 , 2 = 7.093 × 10 −3 , GCV curve the optimal value of λ=0.0014586 Fig. 4 . The GCV curve with the optimal value located at the * point.
Example 3
In the third example, the original image is the corridor image. The blurring matrix H is given by
, where H 1 is the matrix given in Example 2 with r = 10 and H 2 = I 256 . In this example, the matrix L in the linear discrete ill-posed problem ( 
The restored image is obtained by applying the global-GMRES(20) (Algorithm 2) to problem (2.5) (Fig. 3) . The optimal value opt 0.0014586 of the parameter is computed by using the GCV method. This value was obtained numerically by plotting the curve of the function GCV( ). The obtained GCV-curve is given in Fig. 4 . In this example, the relative error norm was X − X 5 F / X F 8.1395 × 10 −2 .
Example 4
In this experiment, we compared the performance of global-GMRES(10) (Algorithm 2) with the standard GM-RES(10) applied to the linear problem Mx = vec(E) where M = D T ⊗ A − B T ⊗ C, and the LSQR method [26] applied to problem (2.2). The optimal value opt 0.0027073 was computed by using the GCV method. Since the exact solution is known, we evaluated the methods using the relative error norm between the exact solution and the corresponding approximations and the required CPU-time (in seconds) for each method. For this experiment, the blurring matrix H is the same as the one given in Example 2 with r = 4. The regularization matrix L is the one of Example 3. This leads to a matrix M of size 256 2 × 256 2 for the linear problem Mx = vec(E). The LSQR method took 100 iterations to reach the relative error norm of 0.0748 while a maximum of 10 outer iterations was allowed to the global-GMRES (10) and to the GMRES(10) algorithms. The results are listed in Table 1 .
Using the same example, we reported in Table 2 the results obtained for the global-GMRES(m) (Algorithm 2) with different values of m (10, 20 and 30) . Itermax represents the maximum number of outer iterations.
Conclusion
We presented in this paper a new method for some linear discrete ill-posed problems. The proposed method is a projection method onto matrix Krylov subspaces. We derived some theoretical results and we applied the method for the restoration of a noisy and blurred image by using Tikhonov regularization. The numerical tests show that the method is effective.
