Abstract-The purpose of this paper is to review and highlight some connections between the problem of nonlinear smoothing and optimal control of the Liouville equation. The latter has been an active area of recent research interest owing to work in mean-field games and optimal transportation theory.
I. INTRODUCTION
Duality theory is concerned with the construction of optimal control problems whose solution yields a solution to an estimation/filtering problems [1, Ch. 15] . In classical linear Gaussian settings, such constructions are of the following two types [2, Sec. 7.3] : (i) minimum variance estimator and (ii) minimum energy estimator. This paper is concerned with nonlinear extensions of the minimum energy estimator. The nonlinear extensions of the minimum variance estimator appear in a companion paper submitted to the conference [3] .
The minimum energy estimator represents a solution of the smoothing problem. The estimator is modeled as a controlled version of the state process, in which the process noise term is replaced by a control input. The optimal control input is obtained by maximizing the log of the conditional (smoothed) distribution. For this reason, the estimator is also referred to as the maximum a posteriori (MAP) estimator. The MAP solution coincides with the optimal smoother in the linear-Gaussian case. The earliest construction of the minimum energy estimator is due to Mortensen [4] .
A variational formulation of the smoothing problem leading to the conditional distribution appears in [5] . The formulation is based upon the variational Kallianpur-Striebel formula [6, Lemma 2.2.1]. The divergence is expressed as an optimal control objective function which turns out to be identical to the objective function considered in the MAP estimator [4] . The difference is that the constraint now is a controlled stochastic process, in contrast to a single trajectory in the MAP estimator. With the optimal control input, the law of the stochastic process is the conditional distribution.
An alternate viewpoint is via application of a log transformation to transform the Bellman equation of optimal control into the Zakai equation of filtering [7] , [8] . Based on this transformation, the negative log-posterior has an interpretation as an optimal value function.
A recent focus has been to develop numerical techniques, e.g., particle filters, to empirically approximate the conditional distribution; cf., [9] and references therein. Approximate particle filters based upon approximation of this dual optimal control problem remains an active area of research [10] , [8] , [9] , [11] , [12] .
The purpose of this paper is to review and highlight some connections between nonlinear smoothing and optimal control problems involving control of probability densities. In recent years, there has been a lot of interest in mean-fieldtype optimal control problems where the constraint is a controlled Liouville or a Fokker-Plank equation describing the evolution of the probability density [13] , [14] , [15] . In this paper, it is shown that the variational formulation proposed in [5] is easily described and solved in these terms. The formulation as a mean-field-type optimal control problem is more natural compared to a stochastic optimal control formulation considered in [5] . In particular, the solution with the density constraint directly leads to the forward-backward equation of pathwise smoothing. This makes explicit the connection to the log transformation. Apart from the case of the Itô-diffusion, the continuous-time Markov chain is also described. The overall procedure is shown to generalize the classical Mortensen's minimum energy estimator for the linear Gaussian problem.
The outline of the remainder of this paper is as follows: the smoothing problem and its solution in terms of the forwardbackward Zakai equation and their pathwise representation is reviewed in Sec. II. The variational formulation leading to a mean-field optimal control problem and its solution appears in Sec. III. The relationship to the log transformation and to the minimum energy estimator is described. All the proofs are contained in the Appendix. 
II. PRELIMINARIES AND BACKGROUND

A. The smoothing problem
Consider a pair of continuous-time stochastic processes (X,Z). The state X = {X t ∶ t ∈ [0,T ]} is a Markov process taking values in the state space S. The observation process Z = {Z t ∶ t ∈ [0,T ]} is defined according to the model:
where h ∶ S → R is the observation function and W = {W t ∶ t ≥ 0} is a standard Wiener process. The smoothing problem is to compute the posterior dis-
is the sigma-field generated by the observation up to the terminal time T .
B. Solution of the smoothing problem
The smoothing problem requires a model of the Markov process X. In applications involving nonlinear smoothing, a common model is the Itô-diffusion in Euclidean settings:
Euclidean state space: The state space S = R d . The state process X is modeled as an Itô diffusion:
is a standard Wiener process. The initial distribution of X 0 is denoted as ν 0 (x)dx where ν 0 (x) is the probability density with respect to the Lebesgue measure. For (1), the observation function h ∈ C 2 (R d ;R). It is assumed that X 0 ,B,W are mutually independent.
The infinitesimal generator of X, denoted as A, acts on C 2 functions in its domain according to
The adjoint operator is denoted by A † . It acts on C 2 functions in its domain according to
The solution of the smoothing problem is described by a forward-backward system of stochastic partial differential equations (SPDE) (see [16, Thm. 3.8] ):
where ← dZ t denotes a backward stochastic Itô integral (see [16, Remark 3.3] ). The smoothed distribution is then obtained as follows:
Each of the two SPDE is referred to as the Zakai equation of nonlinear filtering.
C. Path-wise representation of the Zakai equations
There is a representation of the forward-backward SPDEs where the only appearance of randomness is in the coefficients. This is referred to as the pathwise (or robust) form of the filter [17, Sec. VI.11].
Using Itô's formula for log p t ,
Therefore, upon defining µ t (x) ∶= log p t (x) − h(x)Z t , the forward Zakai equation (2a) is transformed into a parabolic partial differential equation (pde):
Similarly, upon defining λ t (x) = logq t (x) + h(x)Z t , the backward Zakai equation (2b) is transformed into the parabolic pde:
The pde (3)- (4) are referred to as pathwise equations of nonlinear smoothing.
D. The finite state-space case
Apart from Itô-diffusion, another common model is a Markov chain in finite state-space settings:
Finite state space: The state space is the canonical basis S = {e 1 ,e 2 ,⋯,e d } in R d . For (1) , the linear observation model is chosen without loss of generality: for any function h ∶ S → R, we have h(x) =h ⊺ x whereh ∈ R d is defined byh i = h(e i ). Thus, the function space on S is identified with R d . With a slight abuse of notation, we will drop the tilde and simply write h(x) = h ⊺ x. The state process X is a continuous-time Markov chain evolving in S. The initial distribution for X 0 is denoted as ν 0 . It is an element of the probability simplex in R d . The generator of the chain is denoted as A. It is a d × d rowstochastic matrix. It acts on a function f ∈ R d through right multiplication: f ↦ A f . The adjoint operator is the matrix transpose A ⊺ . It is assumed that X and W are mutually independent.
The solution of the smoothing problem for the finite statespace settings is entirely analogous: Simply replace the generator A in (2) by the matrix A, and the probability density by the probability mass function. The Zakai pde is now the Zakai sde. The formula for the pathwise representation are also entirely analogous:
with boundary condition
III. OPTIMAL CONTROL PROBLEM
A. Variational formulation
For the smoothing problem, an optimal control formulation is derived in the following two steps:
Step 1: A control-modified version of the Markov process X is introduced. The controlled process is denoted asX ∶= {X t ∶ 0 ≤ t ≤ T }. The control problem is to pick (i) the initial distribution π 0 ∈ P(S) and (ii) the state transition, such that the distribution ofX equals the conditional distribution. For this purpose, an optimization problem is formulated in the next step.
Step 2: The optimization problem is formulated on the space of probability laws. Let P denote the law for X,P denote the law forX, and Q z denote the law for X given a observation path z = {z t ∶ 0 ≤ t ≤ T }. Assuming these are equivalent, the objective function is the relative entropy betweenP and Q z :
Upon using the Kallianpur-Striebel formula (see [6, Lemma 1.1.5 and Prop. 1.4.2]), the optimization problem is equivalently expressed as follows:
The first of these terms depends upon the details of the model used to parametrize the controlled Markov processX. For the two types of Markov processes, this is discussed in the following sections.
Remark 1: The Schrödinger bridge problem is a closely related problem of recent research interest where one picksP to minimize D(P P) subject to the constraints on marginals at time t = 0 and T ; cf., [18] where connections to stochastic optimal control theory are also described. Applications of such models to the filtering and smoothing problems is discussed in [9] . There are two differences between the Schrödinger bridge problem and the smoothing problem considered here:
1) The objective function for the smoothing problem also includes an additional term E( ∫ T 0 ⋯) in (7) to account for conditioning due to observations z made over time
2) The constraints on the marginals at time t = 0 and t = T are not present in the smoothing problem. Rather, one is allowed to pick the initial distribution π 0 for the controlled process and there is no constraint present on the distribution at the terminal time t = T .
B. Optimal control: Euclidean state-space
The modified processX evolves on the state space R d . It is modeled as a controlled Itô-diffusion
1) The initial density π 0 (x).
2) The control function u ∈ C 
The adjoint operator is denoted by A † (v). It acts on C 2 functions in its domain according to
For a density ρ and a function g, define ⟨ρ,g⟩ ∶= ∫ R d g(x)ρ(x)dx. With this notation, define the controlled
The justification of this form of the Lagrangian starting from the relative entropy cost appears in Appendix A. For a given fixed observation path z = {z t ∶ 0 ≤ t ≤ T }, the optimal control problem is as follows:
Remark 2: This optimal control problem is a mean-fieldtype problem on account of the presence of the entropy term D(π 0 ν 0 ) in the objective function. The Lagrangian is in a standard stochastic control form and the problem can be solved as a stochastic control problem as well [5] . In this paper, the mean-field-type optimal control formulation is stressed as a straightforward way to derive the equations of the nonlinear smoothing.
The solution to this problem is given in the following proposition, whose proof appears in the Appendix C.
Proposition 1: Consider the optimal control problem (8). For this problem, the Hamilton's equations are as follows:
(Ae
The optimal choice of the other boundary condition is as follows:
where C = R d ν 0 (x)e λ 0 (x) dx is the normalization factor. The optimal control is as follows: 
To set up the optimal control problem, define a function
The Lagrangian for the optimal control problem is as follows:
The justification of this form of the Lagrangian starting from the relative entropy cost appears in Appendix B.
For given observation path z = {z t ∶ 0 ≤ t ≤ T }, the optimal control problem is as follows:
The solution to this problem is given in the following proposition, whose proof appears in the Appendix.
Proposition 2: Consider the optimal control problem (10) in the Euclidean case. For this problem, the Hamilton's equations are as follows:
The optimal boundary condition for π 0 is given by:
where C = ν ⊺ 0 e λ 0 . The optimal control is
D. Derivation of the smoothing equations
The pathwise equations of nonlinear filtering are obtained through a coordinate transformation. The proof for the following proposition is contained in the Appendix E.
Proposition 3: Suppose (π t (x),λ t (x)) is the solution to the Hamilton's equation (9) . Consider the following transformation:
The pair (µ t (x),λ t (x)) satisfy path-wise smoothing equations (3)-(4). Also,
For the finite state-space case, the analogous formulae are as follows:
and
E. Relationship to the log transformation
In this paper, we have stressed the density control viewpoint. Alternatively, one can express the problem as a stochastic control problem for theX process. For this purpose, define the cost function l ∶ R d × R p × R → R as follows:
The stochastic optimal control problem for the Euclidean case then is as follows:
Its solution is given in the following proposition whose proof appears in the Appendix F.
Proposition 4: Consider the optimal control problem (12). For this problem, the HJB equation for the value function V is as follows:
The optimal control is of the state feedback form as follows:
where
The HJB equation thus is exactly the Hamilton's equation (9b) and
Noting λ t (x) = logq t (x) + h(x)z t , the HJB equation for the value function V t (x) is related to the backward Zakai equation for q t (x) through the log transformation (see also [7, Eqn. 1.4 
]):
V t (x) = −log q t (x)e z t h(x)
F. Linear Gaussian case
The linear-Gaussian case is a special case in the Euclidean setting with the following assumptions on the model:
1) The drift is linear in x. That is,
where A ∈ R d×d and H ∈ R d . 2) The coefficient of the process noise
3) The prior ν 0 is a Gaussian distribution with meanm 0 ∈ R d and variance Σ 0 ≻ 0.
For this problem, we make the following restriction: The control input u t (x) is restricted to be constant over R d . That is, the control input is allowed to depend only upon time. With such a restriction, the controlled state evolves according to the sde:
With a Gaussian prior, the distribution π t is also Gaussian whose mean m t and variance V t evolve as follow:
Since the variance is not affected by control, the only constraint for the optimal control problem is due to the equation for the mean. It is an easy calculation to see that for the linear model
and thus with ρ ∼ N (m,V ), the Lagrangian
For Gaussian distributions π 0 = N (m 0 ,V 0 ) and ν 0 = N (m 0 ,Σ 0 ), the divergence is given by the well known formula
and the term due to the terminal condition is easily evaluated as
Now, because the control input does not affect the variance process, we retain only the terms with mean and the control and express the optimal control problem as follows:
By a formal integration by parts,
This form appears in the construction of the minimum energy estimator [2, Ch. 7.3].
IV. CONCLUSIONS
The contribution of this paper is to provide a selfcontained exposition of the equations of nonlinear smoothing as well as connections and interpretations to some of the more recent developments in mean-field-type optimal control theory. Besides the cross-fertilization of ideas, it will be useful to spur application of the numerical approaches being developed for mean-field type optimal control problems to obtain approximate filters.
[ 
Thus, we obtain the relative entropy formula
B. Derivation of Lagrangian: finite state-space case
The derivation of the Lagrangian is entirely analogous to the Euclidean case except the R-N derivative is given according to [6, Prop. 2 
Upon taking log and expectation of both sides, we arrive at the relative entropy formula
The standard approach is to incorporate the constraint into the objective function by introducing the Lagrange multiplier λ = {λ t ∶ 0 ≤ t ≤ T } as follows:
Upon using integration by parts and the definition of the adjoint operator, after some manipulation involving completion of squares, we arrive at
Therefore, it is natural to pick λ to satisfy the following partial differential equation:
with the boundary condition λ T (x) = z T h(x). With this choice, the objective function becomes
which suggest the optimal choice of control is:
With this choice, the objective function becomes
which is minimized by choosing
where C is the normalization constant.
D. Proof of Prop. 2
The proof for the finite state-space case is entirely analogous to the proof for the Euclidean case. The Lagrange multiplier λ = {λ t ∈ R d ∶ 0 ≤ t ≤ T } is introduced to transform the optimization problem into an unconstrained problem:
Upon using integral by parts,
The first integrand is
The minimizer is obtained, element by element, as
and the corresponding minimum value is
Therefore with the minimum choice of u t ,
Upon choosing λ according to:
where the minimum value is obtained by choosing
E. Proof of Prop. 3
Euclidean case: Equation (9b) is identical to the backward path-wise equation (4) . So, we need to only derive the equation for µ t . Using the regular form of the product formula, with the boundary condition µ 0 = log ν 0 .
Finite state-space case: Equation (11b) is identical to the backward path-wise equation (6 which is precisely the path-wise form of the equation (5). At time t = 0, µ 0 = log(
Smoothing distribution: Since (λ t , µ t ) is the solution to the path-wise form of the Zakai equations, the optimal trajectory π t = 1 C e µ t +λ t represents the smoothing distribution.
F. Proof of Prop. 4
The dynamic programming equation for the optimal control problem is given by (see [ Upon using the completion-of-square trick, the minimum is attained by a feedback form:
The resulting HJB equation is given by
with boundary condition V T (x) = −z T h(x).
Comparing the HJB equation with the equation (14) for λ , it follows V t (x) = −λ t (x)
