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JORDAN BLOCKS OF UNIPOTENT ELEMENTS IN SOME
IRREDUCIBLE REPRESENTATIONS OF CLASSICAL GROUPS
IN GOOD CHARACTERISTIC
MIKKO KORHONEN
Abstract. Let G be a classical group with natural module V over an alge-
braically closed field of good characteristic. For every unipotent element u of
G, we describe the Jordan block sizes of u on the irreducible G-modules which
occur as composition factors of V ⊗V ∗, ∧2(V ), and S2(V ). Our description is
given in terms of the Jordan block sizes of the tensor square, exterior square,
and the symmetric square of u, for which recursive formulae are known.
1. Introduction
Let G be a simple linear algebraic group over an algebraically closed field K of
characteristic p > 0, and let f : G → GL(W ) be a rational irreducible representa-
tion. In this paper, we consider the following question in some special cases.
Problem 1.1. Let u ∈ G a unipotent element. What is the Jordan normal form
of f(u)?
A basic motivation for Problem 1.1 is in the problem of determining the classes
of unipotent elements that are contained in maximal subgroups of simple algebraic
groups. This question is relevant in the study of the subgroup structure of simple
algebraic groups, and solutions to specific instances of Problem 1.1 have found many
applications. For example, when G is simple of exceptional type, computations
done by Lawther [Law95, Law98] show that in most cases, the conjugacy class of
a unipotent element of G is determined by its Jordan block sizes in the adjoint
and minimal modules of G. This was used in [Law09] to determine the fusion of
unipotent classes in maximal subgroups of G, which in turn was applied in [BLS09]
to a conjecture of Cameron on minimal base sizes of finite almost simple primitive
groups.
The origin of this paper is in the PhD thesis of the present author, which con-
cerns the problem of finding reductive subgroups of simple algebraic groups that
contain distinguished unipotent elements. For classical groups in good characteris-
tic, this leads naturally to the question of when all Jordan block sizes of f(u) have
multiplicity one [LS12, Proposition 3.5]. The results of this paper have been useful
in settling this problem in some important special cases.
Let G be a simple classical group (SL(V ), Sp(V ), or SO(V )) and assume that p
is good for G. In other words, we assume p > 2 if G = Sp(V ) or G = SO(V ). Let
f : G→ GL(W ) be a rational irreducible representation with highest weight λ. As
the main result of this paper, we describe the Jordan normal form of f(u) for every
unipotent element u ∈ G in the following cases:
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• G = SL(V ) and λ = ̟1 +̟n−1, where n = dimV (Theorem 6.1).
• G = Sp(V ) and λ = ̟2 (Corollary 6.2).
• G = SO(V ) and λ = 2̟1 (Corollary 6.3).
These irreducible representations are found as composition factors of the tensor
product V ⊗ V ∗ (Lemma 3.4), the exterior square ∧2(V ) (Lemma 3.5), and the
symmetric square S2(V ) (Lemma 3.6), respectively. Our answer is given in terms
of the Jordan block sizes of the action of u on V ⊗V ∗, ∧2(V ), and S2(V ), for which
recursive formulae are known — see Section 4. Combining our main results with
such formulae, by [Lu¨b01, Theorem 5.1] and Lemma 3.4 – 3.6 we have a description
of the Jordan normal form of f(u) for almost all irreducible representations f of G
with dimW ≤ (rankG)3/8.
The rest of the paper is structured as follows. In Section 2 we establish notation
used in the paper, and in Section 3 we list some well known results that are needed
in the paper. The proofs of our main results are based on calculations done in
Section 5, where we consider the action of a regular unipotent element of SL(V ) on
V ⊗ V ∗. The main results are proven in Section 6.
Remark 1.2. In characteristic zero, Problem 1.1 has a satisfactory solution. By
results of Jacobson-Morozov-Kostant, every unipotent element u ∈ G can be em-
bedded into a simple subgroup X < G of type A1, which is unique up to conjugacy
in G [Kos59, Theorem 3.6]. Furthermore, by Weyl’s complete reducibility theorem,
the Jordan block sizes of u on W are determined by the character of the restriction
of W to X . This character can be computed with the Weyl character formula and
the labeled Dynkin diagram associated with u.
In this paper we are concerned with the positive characteristic case, where much
less is known. In general we do not even know the dimensions of the rational
irreducible representations of G, so we are still very far from a complete solution.
One general result is in [Sup09], where Suprunenko determines the largest Jordan
block size of f(u) when G is simple of classical type and p > 2. More specialized
results are found for example in [PS83], [TZ02, Section 2.3], and [OS04].
2. Notation
We fix the following notation and terminology. Throughout the text, let K be an
algebraically closed field of characteristic p > 0, let G be a simple algebraic group
over K, and let V be a vector space over K.
Fix a maximal torus T of G with character group X(T ), and a base ∆ =
{α1, . . . , αl} for the root system of G, where l = rankG. Here we use the standard
Bourbaki labeling of the simple roots αi, as given in [Hum72, 11.4, p. 58]. We
denote the dominant weights with respect to ∆ by X(T )+, and the fundamental
dominant weight corresponding to αi is denoted by ̟i. For a dominant weight
λ ∈ X(T )+, we denote the rational irreducible G-module with highest weight λ by
LG(λ).
If a G-module V has a filtration V = V1 ⊃ V2 ⊃ · · · ⊃ Vt ⊃ Vt+1 = 0 with
Wi ∼= Vi/Vi+1, we will denote this by V =W1|W2| · · · |Wt. For a K-vector space V
and non-negative integer n, we use the notation n ·V for the direct sum V ⊕· · ·⊕V ,
where V occurs n times.
3For non-negative integers a and b we denote by
(
a
b
)
the usual binomial coefficient,
using the convention that
(
a
b
)
= 0 if a < b. We denote by νp the p-adic valuation
on the integers, so νp(a) is the largest integer k ≥ 0 such that p
k divides a.
Let u ∈ GL(V ) be unipotent. For all m ≥ 1, we denote by rm(u) the number of
Jordan blocks of size m in the Jordan decomposition of u.
3. Preliminaries
In this section, we list some preliminaries needed in this paper. All of the results
in this section are well known. For calculations, we will need the following on the
values of binomial coefficients modulo a prime p.
Theorem (Lucas’ theorem). Let p be a prime number and let a and b be non-
negative integers. Write a =
∑n
k=0 akp
k and b =
∑n
k=0 bkp
k for integers 0 ≤
ak, bk ≤ p− 1. Then (
a
b
)
≡
(
a0
b0
)(
a1
b1
)
· · ·
(
an
bn
)
mod p,
and in particular
(
a
b
)
≡ 0 mod p if and only if ak < bk for some 0 ≤ k ≤ n.
Proof. A short proof can be found in [Fin47]. 
Lemma 3.1. Let p be a prime number. Then
(
p−1
t
)
≡ (−1)t mod p for all 0 ≤
t ≤ p− 1.
Proof. We proceed by induction on t. For t = 0 the claim is obvious, and for
0 < t ≤ p− 1 the claim follows by induction, since
(
p−1
t
)
=
(
p
t
)
−
(
p−1
t−1
)
and
(
p
t
)
≡ 0
mod p. 
We shall also need the following basic results on the number of Jordan blocks of
unipotent elements.
Lemma 3.2. Let u ∈ GL(V ) be unipotent and denote X = u − 1. Then for all
m ≥ 1, we have rm(u) = 2 dimKerX
m − dimKerXm+1 − dimKerXm−1.
Proof. The formula follows from the fact that dimKerXm =
∑m
k=1 tk, where tk is
the number of Jordan blocks of size ≥ k [Jan04, 1.1]. 
Lemma 3.3. Let u ∈ GL(V ) be unipotent and denote X = u − 1. Suppose that
W ⊆ V is a subspace invariant under u such that dimV/W = 1. Let m ≥ 0 be
such that KerXm ⊆W and KerXm+1 6⊆W . Then
(a) if m = 0, we have
• r1(uW ) = r1(u)− 1,
• ri(uW ) = ri(u) for all i 6= 1.
(b) if m ≥ 1, we have
• rm+1(uW ) = rm+1(u)− 1,
• rm(uW ) = rm(u) + 1,
• ri(uW ) = ri(u) for all i 6= m,m+ 1.
Proof. We have KerX i ⊆W for all 0 ≤ i ≤ m, so dimKerX iW = dimKerX
i for all
0 ≤ i ≤ m. By Lemma 3.2, this implies that ri(u) = ri(uW ) for all 1 ≤ i ≤ m− 1.
Next note that KerX i 6⊆ W for all i ≥ m + 1, which means that V/W =
(KerX i +W )/W ∼= W/KerX i ∩W . Hence dimKerX iW = dimKerX
i − 1 for all
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i ≥ m+ 1. Thus by Lemma 3.2, we have rm(uW ) = rm(u) + 1 if m ≥ 1. Similarly
rm+1(uW ) = rm+1(u)− 1, and ri(uW ) = ri(u) for all i ≥ m+ 2. 
The following lemmas are used to construct the irreducible representations that
our main results (Theorem 6.1, Corollary 6.2, Corollary 6.3) are concerned with.
Lemma 3.4 ([Sei87, 1.14], [McN98, Proposition 4.6.10]). Let G = SL(V ), where
dimV = n for some n ≥ 2. Then as G-modules, we have S2(V ) ∼= LG(2̟1) (if
p > 2), ∧2(V ) ∼= LG(̟2) (if n > 2), and
V ⊗ V ∗ ∼=
{
LG(̟1 +̟n−1)⊕ LG(0) if p ∤ n,
LG(0)|LG(̟1 +̟n−1)|LG(0) (uniserial) if p | n.
Lemma 3.5 ([Sei87, 1.14, 8.1 (c)], [McN98, Proposition 4.2.2, Lemma 4.8.2]).
Assume p > 2, and let G = Sp(V ), where dimV = n for some n ≥ 4. Then as
G-modules, we have S2(V ) ∼= LG(2̟1), and
∧2(V ) ∼=
{
LG(̟2)⊕ LG(0) if p ∤ n,
LG(0)|LG(̟2)|LG(0) (uniserial) if p | n.
Lemma 3.6 ([Sei87, 8.1 (a) – (b)], [McN98, Proposition 4.2.2, Lemma 4.7.3]).
Assume p > 2, and let G = SO(V ), where dimV = n for some n ≥ 5. Then as
G-modules, we have ∧2(V ) ∼= LG(̟2), and
S2(V ) ∼=
{
LG(2̟1)⊕ LG(0) if p ∤ n,
LG(0)|LG(2̟1)|LG(0) (uniserial) if p | n.
Lemma 3.7. Let G = SL(V ) and set n = dimV . Let e1, . . . , en be a basis of V
and let e∗1, . . ., e
∗
n be the corresponding dual basis of V
∗. Then
∑n
i=1 ei ⊗ e
∗
i spans
the unique 1-dimensional G-submodule of V ⊗ V ∗.
Proof. Straightforward exercise in linear algebra. 
4. Jordan block sizes in tensor squares
In this section, we briefly discuss the Jordan decomposition of tensor products,
exterior squares, and symmetric squares of unipotent linear maps. In positive
characteristic, it is convenient to describe results on this topic in terms of the
representation theory of a cyclic p-group.
Let u be a generator of a cyclic p-group of order q. We have an obvious correspon-
dence between unipotent linear maps of order at most q and K[u]-modules, where
the decomposition of a K[u]-module into indecomposable summands corresponds
to the Jordan normal form. There exist exactly q indecomposable K[u]-modules
up to isomorphism, which we label by V1, . . ., Vq, where dim Vi = i and u acts on
Vi as a full i× i Jordan block.
Taking tensor products of K[u]-modules is an additive functor. Furthermore,
∧2(W ⊕W ′) ∼= ∧2(W )⊕ (W ⊗W ′)⊕ ∧2(W ′)
and
S2(W ⊕W ′) ∼= S2(W )⊕ (W ⊗W ′)⊕ S2(W ′)
for all K[u]-modules W and W ′. Thus for any K[u]-module V , the question of
decomposing V ⊗ V , ∧2(V ), and S2(V ) into indecomposable summands is easily
5reduced to the problem of decomposing Vm ⊗ Vn, ∧
2(Vn), and S
2(Vn) for integers
m,n > 0.
There is a large amount of literature concerning the decomposition of Vm ⊗ Vn
into a direct sum of indecomposables, for example [Sri64], [Ral66], [McF79], [Ren79],
[Nor95], [Nor08], [Hou03], and [Bar11]. In positive characteristic, we do not have an
easy explicit decomposition of Vm ⊗Vn as in characteristic 0, but there are various
recursive descriptions in terms of m and n. One convenient recursive formula
is given in [Bar11, Theorem 1], and the same paper also contains a formula for
∧2(Vn) and S
2(Vn) when p > 2 [Bar11, Theorem 2]. In characteristic p = 2, the
decomposition of ∧2(Vn) and S
2(Vn) is found in [GL06, Theorem 2] and [HS14,
Theorem 1.1, Theorem 1.2].
The following theorem was first proven in [GPX16]. We present a different proof
using induction and restriction of K[u]-modules.
Theorem 4.1 ([GPX16, Theorem 5]). Let α ≥ 0 and 0 < m,n ≤ q/pα. Suppose
that Vm ⊗ Vn ∼= Vd1 ⊕ · · · ⊕ Vdt . Then Vpαm ⊗ Vpαn
∼= pα · (Vpαd1 ⊕ · · · ⊕ Vpαdt).
Proof. Set G = 〈u〉 and let H = 〈up
α
〉. Note that
(4.1) IndGH(Vd)
∼= Vpαd
for all 0 < d ≤ pα. Thus Vpαm⊗Vpαn ∼= Ind
G
H(Vm)⊗Vpαn
∼= IndGH(Vm⊗Res
G
H(Vpαn))
by [Alp86, Lemma 5 (5), p. 57]. Since ResGH(Vpαn)
∼= pα · Vn, we conclude that
Vpαm ⊗ Vpαn ∼= p
α · IndGH(Vm ⊗ Vn). Now the theorem follows from (4.1). 
We finish this section with two lemmas which describe the smallest Jordan block
size in the tensor square of a unipotent matrix.
Lemma 4.2. Let 0 < n ≤ q and set α = νp(n). Then the smallest Jordan block
size in Vn ⊗ Vn is p
α, which occurs with multiplicity pα.
Proof. Since p does not divide n/pα, it follows from [BC86, Theorem 2.1] that V1
is a direct summand of Vn/pα ⊗ Vn/pα , occurring with multiplicity one. Now the
lemma follows by applying Theorem 4.1 to Vn/pα ⊗ Vn/pα . 
Lemma 4.3. Let V = Vd1 ⊕ · · · ⊕ Vdt , where t ≥ 1 and 0 < di ≤ q for all i. Let
α = νp(gcd(d1, . . . , dt)). Then the smallest Jordan block size occurring in V ⊗ V is
pα, which occurs with multiplicity at least pα.
Proof. We have V ⊗ V ∼=
⊕
1≤i,j≤t Vdi ⊗ Vdj as K[u]-modules. Since p
α divides di
and dj for all 1 ≤ i, j ≤ t, by Theorem 4.1 every Jordan block size in Vdi ⊗ Vdj is a
multiple of pα, so in particular at least pα. Furthermore, there exists some i such
that νp(di) = α, so the claim follows from Lemma 4.2. 
5. Action of a regular unipotent element of SL(V ) on V ⊗ V ∗
For this section, we fix a basis e1, . . ., en of V . Let e
∗
1, . . ., e
∗
n be the corresponding
dual basis of V ∗, so e∗i (ej) = δi,j for all 1 ≤ i, j ≤ n. For convenience of notation,
we set ei = 0 and e
∗
i = 0 for all i ≤ 0 and i > n. Throughout this section, we
denote by u the unipotent linear map which is a single n × n Jordan block with
respect to the basis (ei), that is,
uei = ei + ei−1
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for all 1 ≤ i ≤ n. We denote by X the element u − 1 of K[u]. The main purpose
of this section is to establish various formulae for the action of powers of X on the
SL(V )-module V ⊗ V ∗. We begin with the following lemma.
Lemma 5.1. Let 1 ≤ i ≤ n. Then
(i) Xkei = ei−k for all k ≥ 1,
(ii) Xk · e∗i =
∑
i+k≤j≤n(−1)
i+j
(
j−i−1
k−1
)
e∗j for all k ≥ 1 and 1 ≤ i ≤ n.
Proof. Statement (i) is obvious since Xei = ei−1. For (ii), first note that u
−1ei =∑
1≤j≤i(−1)
i+jej for all 1 ≤ i ≤ n, which is easily verified by induction on i.
Consequently,
(5.1) u · e∗i =
∑
i≤j≤n
(−1)i+je∗j
for all 1 ≤ i ≤ n. We now prove (ii) by induction on k. The case k = 1 is given
by (5.1). Suppose that (ii) holds for some k ≥ 1. Then
Xk+1 · e∗i =
∑
i+k≤j≤n
(−1)i+j
(
j − i− 1
k − 1
)
Xe∗j
=
∑
i+k≤j≤n
∑
j+1≤j′≤n
(−1)i+j
(
j − i− 1
k − 1
)
(−1)j+j
′
e∗j′ .(5.2)
Collecting the terms in (5.2), we see that for 1 ≤ j′ ≤ n, the coefficient of e∗j′ in
Xk+1 · e∗i is zero if j
′ < i+ k + 1. When j′ ≥ i+ k + 1, the coefficient is equal to
(−1)i+j
′
∑
i+k≤j≤j′−1
(
j − i− 1
k − 1
)
= (−1)i+j
′
∑
0≤j≤j′−i−k−1
(
j + k − 1
k − 1
)
= (−1)i+j
′
(
j′ − i− 1
j′ − i− k − 1
)
(5.3)
= (−1)i+j
′
(
j′ − i− 1
k
)
(5.4)
where (5.3) is given by a standard combinatorial identity (“hockey-stick identity”),
see e.g. [Knu97, 1.2.6, (10)]. We conclude that
Xk+1 · e∗i =
∑
i+k+1≤j≤n
(−1)i+j
(
j − i− 1
k
)
e∗j ,
which completes the proof of the lemma. 
Lemma 5.2. Let V1 and V2 be K[u]-modules. Then
Xk · (v ⊗ w) =
∑
0≤t≤k
0≤s≤t
(
k
t
)(
t
s
)
Xtv ⊗Xk−sw
for all v ∈ V1 and w ∈ V2 and k ≥ 1.
7Proof. We proceed by induction on k. We have u · (v⊗w) = uv⊗uw = (Xv+ v)⊗
(Xw + w), so X · (v ⊗ w) = Xv ⊗ Xw +Xv ⊗ w + v ⊗Xw and thus the lemma
holds when k = 1. Suppose that the lemma holds for some k ≥ 1. Then
(5.5) Xk · (v ⊗ w) =
∑
0≤t,s≤k
λ
(k)
t,sX
tv ⊗Xsw,
where λ
(k)
t,s =
(
k
t
)(
t
k−s
)
for all 0 ≤ t, s ≤ k. Applying X to both sides of (5.5), we
find that
Xk+1 · (v ⊗ w) =
∑
0≤t,s≤k
λ
(k)
t,s (X
t+1v ⊗Xs+1w +Xt+1v ⊗Xsw +Xtv ⊗Xs+1w)
=
∑
0≤t,s≤k+1
λ
(k+1)
t,s X
tv ⊗Xsw
where λ
(k+1)
0,0 = 0, and
λ
(k+1)
0,s = λ
(k)
0,s−1, for all 0 < s ≤ k + 1,
λ
(k+1)
t,0 = λ
(k)
t−1,0, for all 0 < t ≤ k + 1,
λ
(k+1)
t,s = λ
(k)
t−1,s−1 + λ
(k)
t−1,s + λ
(k)
t,s−1, for all 0 < t, s ≤ k + 1.
Now a straightforward calculation shows that λ
(k+1)
t,s =
(
k+1
t
)(
t
k+1−s
)
for all 0 ≤
t, s ≤ k + 1, which proves the lemma. 
For the rest of this section, set α = νp(n). For all 0 ≤ β ≤ α, let kβ ∈ Z be such
that n = pβkβ , and define
(5.6) δβ =
∑
1≤i≤pβ
∑
0≤j≤kβ−1
(−1)i+1(ejpβ+i ⊗ e
∗
jpβ+1).
Note that δ0 =
∑n
i=1 ei⊗e
∗
i , which spans the unique 1-dimensional SL(V )-submodule
of V ⊗ V ∗ by Lemma 3.7.
The following proposition was suggested to us by calculations done for small n,
and it is key in the proof of our main result.
Proposition 5.3. Let 1 ≤ β ≤ α. Then X(p−1)p
β−1
· δβ = δβ−1.
In order to prove Proposition 5.3, we will first need the following lemma, which
describes the action of X(p−1)p
β−1
on V ⊗ V ∗.
Lemma 5.4. Let 1 ≤ i, j ≤ n. Then
X(p−1)p
β−1
· ei⊗ e
∗
j =
∑
i−(p−1)pβ−1≤t′≤i
t′≡i mod pβ−1
q≥1
(−1)q+1et′ ⊗ (e
∗
t′+j−i−pβ−1+qpβ + e
∗
t′+j−i+qpβ )
for all 1 ≤ β ≤ α.
Proof. From Lemma 5.2 and Lemma 5.1 (i), we see that X(p−1)p
β−1
·ei⊗e
∗
j is equal
to
(5.7)
∑
0≤t≤(p−1)pβ−1
0≤s≤t
(
(p− 1)pβ−1
t
)(
t
s
)
ei−t ⊗X
(p−1)pβ−1−se∗j .
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By Lucas’ theorem, we have
(
(p−1)pβ−1
t
)
≡ 0 mod p if t 6≡ 0 mod pβ−1. If t ≡ 0
mod pβ−1, then by Lucas’ theorem and Lemma 3.1, we get
(
(p−1)pβ−1
t
)
≡
( p−1
t/pβ−1
)
≡
(−1)t/p
β−1
≡ (−1)t mod p. Therefore we can write (5.7) as
∑
0≤t≤(p−1)pβ−1
t≡0 mod pβ−1
0≤s≤t
(−1)t
(
t
s
)
ei−t ⊗X
(p−1)pβ−1−se∗j
=
∑
i−(p−1)pβ−1≤t′≤i
t′≡i mod pβ−1
0≤s≤i−t′
(−1)i−t
′
(
i− t′
s
)
et′ ⊗X
(p−1)pβ−1−se∗j .(5.8)
By Lemma 5.1 (ii), we have
X(p−1)p
β−1−se∗j =
∑
(p−1)pβ−1−s+j≤s′≤n
(−1)s
′−j
(
s′ − j − 1
(p− 1)pβ−1 − s− 1
)
e∗s′ .
Thus in (5.8) the coefficient of et′ ⊗ es′ is equal to
(5.9)
∑
(p−1)pβ−1−s′+j≤s≤i−t′
(−1)i−t
′+s′−j
(
i− t′
s
)(
s′ − j − 1
(p− 1)pβ−1 − s− 1
)
.
Set ∆ = i− t′+s′− j− (p−1)pβ−1. If ∆ < 0, then (5.9) is an empty sum, and thus
equal to zero. Suppose next that ∆ ≥ 0. We have (−1)i−t
′+s′−j = (−1)∆, and by
shifting the summation index by s 7→ s + (p − 1)pβ−1 − s′ + j, we see that (5.9)
equals
(−1)∆
∑
0≤s≤∆
(
i− t′
s+ (p− 1)pβ−1 − s′ + j
)(
s′ − j − 1
s′ − j − 1− s
)
= (−1)∆
∑
0≤s≤∆
(
i− t′
∆− s
)(
s′ − j − 1
s
)
= (−1)∆
(
∆+ (p− 1)pβ−1 − 1
∆
)
(5.10)
= (−1)∆
(
∆+ (p− 1)pβ−1 − 1
(p− 1)pβ−1 − 1
)
(5.11)
where (5.10) is given by the Chu-Vandermonde identity, see e.g. [Knu97, 1.2.6,
(21)]. Write ∆ = qpβ + r, where q ≥ 0 and 0 ≤ r < pβ. Since
(p− 1)pβ−1 − 1 = (p− 2)pβ−1 +
∑
0≤j≤β−2
(p− 1)pj ,
we conclude from Lucas’ theorem that
(∆+(p−1)pβ−1−1
(p−1)pβ−1−1
)
6≡ 0 mod p if and only if
r = pβ−1 or r = 0. Furthermore, if r = pβ−1 or r = 0, then
(∆+(p−1)pβ−1−1
(p−1)pβ−1−1
)
≡
(−1)r mod p, so (5.11) is equal to (−1)q.
We conclude then that for i− (p−1)pβ−1 ≤ t′ ≤ i and 1 ≤ s′ ≤ n, the coefficient
of et′ ⊗ es′ in X
(p−1)pβ−1 · ei ⊗ e
∗
j is nonzero if and only if t
′ ≡ i mod pβ−1, and
9for ∆ = i− t′ + s′ − j − (p− 1)pβ−1 we have ∆ = qpβ or ∆ = qpβ + pβ−1 for some
q ≥ 0. In this case the coefficient of et′ ⊗ es′ is equal to (−1)
q, and
s′ = t′ + j − i− pβ−1 + (q + 1)pβ
or
s′ = t′ + j − i+ (q + 1)pβ ,
according to whether ∆ = qpβ or ∆ = qpβ+pβ−1. From this conclusion, the lemma
follows. 
Proof of Proposition 5.3. Let 1 ≤ i ≤ pβ and 0 ≤ j ≤ kβ − 1. Then X
(p−1)pβ−1 ·
ejpβ+i ⊗ e
∗
jpβ+1 equals
(5.12)
∑
(j−1)pβ+i+pβ−1≤t′≤jpβ+i
t′≡i mod pβ−1
q≥1
(−1)q+1et′ ⊗ (e
∗
t′−i+1−pβ−1+qpβ + e
∗
t′−i+1+qpβ )
by Lemma 5.4. Taking the sum of (5.12) over all 0 ≤ j ≤ kβ − 1, we get
(5.13)
∑
−pβ+i+pβ−1≤t′≤(kβ−1)p
β+i
t′≡i mod pβ−1
q≥1
(−1)q+1et′ ⊗ (e
∗
t′−i+1−pβ−1+qpβ + e
∗
t′−i+1+qpβ ).
Note that if t′ > (kβ − 1)p
β + i and t′ ≡ i mod pβ−1, then for all q ≥ 1 we have
t′− i+1−pβ−1+qpβ > n and thus e∗t′−i+1−pβ−1+qpβ +e
∗
t′−i+1+qpβ = 0. Similarly if
t′ < −pβ + i + pβ−1 and t′ ≡ i mod pβ−1, then t′ ≤ 0 and thus et′ = 0. Therefore
we can write (5.13) as
(5.14) zi+pβ−1 + zi,
where we define
zi =
∑
t′≡i mod pβ−1
q≥1
(−1)q+1et′ ⊗ e
∗
t′−i+1+qpβ .
Let 1 ≤ i′ ≤ pβ . Since (5.13) and (5.14) are equal, we have
X(p−1)p
β−1
·
∑
1≤i≤pβ
i≡i′ mod pβ−1
∑
0≤j≤kβ−1
(−1)i+1ejpβ+i ⊗ e
∗
jpβ+1
=
∑
0≤f≤p−1
(−1)i
′+f (zi′+(f+1)pβ−1 + zi′+fpβ−1)
= zi′ + zi′+pβ .
Therefore
(5.15) X(p−1)p
β−1
· δβ =
∑
1≤i′≤pβ−1
(zi′ + zi′+pβ ).
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Finally, for all 1 ≤ i′ ≤ pβ−1 we have
zi′ + zi′+pβ = zi′ +
∑
t′≡i′ mod pβ−1
q≥1
(−1)q+1et′ ⊗ e
∗
t′−i′+1+(q−1)pβ
= zi′ +

−zi′ + ∑
t′≡i′ mod pβ
et′ ⊗ e
∗
t′−i′+1


=
∑
0≤j≤kβ−1−1
ejpβ−1+i′ ⊗ e
∗
jpβ−1+1
which together with (5.15) proves that X(p−1)p
β−1
· δβ = δβ−1. 
Corollary 5.5. Let 1 ≤ β ≤ α. Then Xp
β−1 · δβ = δ0.
Proof. Since pβ−1 =
∑
0≤j≤β−1(p−1)p
j , the claim is immediate from Proposition
5.3. 
6. Main results
In this section, we prove our main results. Below for a unipotent element u ∈
SL(V ), we use the notation Vi for indecomposable K[u]-modules as in Section 4.
Note that for G = SL(V ), the G-conjugacy class of u ∈ G is determined by the
decomposition of V ↓ K[u] into indecomposable summands. By [Ger61, Proposition
2 of Chapter II], the same is also true for G = Sp(V ) and G = O(V ) if p > 2.
Theorem 6.1. Let G = SL(V ), where dimV = n for some n ≥ 2. Let u ∈ G be a
unipotent element and V ↓ K[u] = Vd1 ⊕ · · · ⊕ Vdt , where t ≥ 1 and dr ≥ 1 for all
1 ≤ r ≤ t. Set α = νp(gcd(d1, . . . , dt)). Let u0 be the action of u on V ⊗ V
∗, and
let u′′0 be the action of u on LG(̟1+̟n−1). Then the Jordan block sizes of u
′′
0 are
determined from those of u0 as follows:
(i) If p ∤ n, then r1(u
′′
0) = r1(u0)− 1 and rm(u
′′
0) = rm(u0) for all m 6= 1.
(ii) If p | n and α = 0, then r1(u
′′
0) = r1(u0) − 2 and rm(u
′′
0) = rm(u0) for all
m 6= 1.
(iii) If p | n and α > 0:
(a) If p | npα , then rpα(u
′′
0) = rpα(u0)−2, rpα−1(u
′′
0) = 2 and rm(u
′′
0 ) = rm(u0)
for all m 6= pα, pα − 1.
(b) If p ∤ npα and p
α > 2, then rpα(u
′′
0 ) = rpα(u0) − 1, rpα−2(u
′′
0) = 1 and
rm(u
′′
0) = rm(u0) for all m 6= p
α, pα − 2.
(c) If p ∤ npα and p
α = 2, then r2(u
′′
0) = r2(u0) − 1 and rm(u
′′
0 ) = rm(u0) for
all m 6= 2.
Proof. If p ∤ n, then V ⊗ V ∗ ∼= LG(̟1 + ̟n−1) ⊕ LG(0) by Lemma 3.4, so it is
obvious that the theorem holds in this case. Suppose then for the rest of the proof
that p | n.
We first need to set up a suitable basis for V and some notation. Let V =
W1 ⊕ · · · ⊕ Wt such that Wr are u-invariant and Wr ∼= Vdr for all 1 ≤ r ≤ t.
For each r, choose a basis (e
(r)
j )1≤j≤dr of Wr such that ue
(r)
j = e
(r)
j + e
(r)
j−1 for all
1 ≤ j ≤ dr, where we set e
(r)
j = 0 for all j ≤ 0. For the basis (e
(r)
j ) of V , we let
(e
(r)∗
j ) be the corresponding dual basis of V
∗. Next, let ϕ : V ⊗ V ∗ → K be the
11
surjective morphism of G-modules defined by ϕ(v ⊗ f) = f(v) for all v ∈ V and
f ∈ V ∗. Here G acts trivially on K. For all 1 ≤ r ≤ t, we let δ
(r)
0 be the element∑
1≤j≤dr
e
(r)
j ⊗ e
(r)∗
j
of V ⊗V ∗. Note that δ0 =
∑
1≤r≤t δ
(r)
0 spans the unique 1-dimensionalG-submodule
of V ⊗ V ∗ by Lemma 3.7. Furthermore, we have δ0 ∈ Kerϕ since p | n, so
(6.1) Kerϕ/〈δ0〉 ∼= LG(̟1 +̟n−1)
by Lemma 3.4. We denote by u′0 the action of u0 on V ⊗ V
∗/〈δ0〉, and by (6.1)
we can assume without loss of generality that u′′0 is the action of u0 induced on
Kerϕ/〈δ0〉. Let X be the element u− 1 of K[u].
Our basic strategy in the proof of the theorem consists of two applications of
Lemma 3.3. First we apply it to u0 to find the Jordan block sizes of u
′
0, and later
we shall apply it to u′0 to find the Jordan block sizes of u
′′
0 .
As the first step of the actual proof, we will show that
(6.2) Xp
α
· v = 0 for some v ∈ V ⊗ V ∗ −Kerϕ.
To find such a v, choose a 1 ≤ r′ ≤ t such that νp(dr′) = α, so dr′ = p
αkr′ where
p ∤ kr′ . Now (u− 1)e
(r′)
j = e
(r′)
j−1 for all j, so (u
pα − 1)e
(r′)
j = (u− 1)
pαe
(r′)
j = e
(r′)
j−pα
for all j. Therefore the subspace 〈e
(r′)
1+jpα : 0 ≤ j ≤ kr′ − 1〉 is u
pα-invariant, so by
Lemma 3.4 the vector
v =
∑
0≤j≤kr′−1
e
(r′)
1+jpα ⊗ e
(r′)∗
1+jpα
is fixed by up
α
. HenceXp
α
·v = 0, and v 6∈ Kerϕ since ϕ(v) = kr′ . This proves (6.2).
Note that since V⊗V ∗ is self-dual and uniserial by Lemma 3.4, we have (Kerϕ)∗ ∼=
V ⊗ V ∗/〈δ0〉 as G-modules, so
(6.3) Kerϕ ∼= V ⊗ V ∗/〈δ0〉
as K[u]-modules. Thus if α = 0, then (6.2) and Lemma 3.3 show that r1(u
′
0) =
r1(u0)−1 and rm(u
′
0) = rm(u0) for all m 6= 1. Furthermore, we have Ker(u
′
0−1) 6⊂
Kerϕ/〈δ0〉 by (6.2). Thus Lemma 3.3 gives r1(u
′′
0) = r1(u0) − 2 and rm(u
′′
0) =
rm(u0) for all m 6= 1, proving the theorem in this case.
Next we consider the case where α > 0. The smallest Jordan block size of u0 is
pα by Lemma 4.3, so
(6.4) Ker(u0 − 1)
pα−1 ⊂ Kerϕ
by Lemma 3.3. Thus (6.2) and Lemma 3.3, along with (6.3), gives rpα−1(u
′
0) = 1,
rpα(u
′
0) = rpα(u0)− 1, and rm(u
′
0) = rm(u0) for all m 6= p
α, pα − 1. Note that
(6.5) Ker(u′0 − 1)
pα 6⊂ Kerϕ/〈δ0〉
by (6.2). Furthermore, since pα− 1 is the smallest Jordan block size of u′0, we have
(6.6) Ker(u′0 − 1)
pα−2 ⊂ Kerϕ/〈δ0〉
by Lemma 3.3. Hence to describe the Jordan block sizes of u′′0 in terms of the
Jordan block sizes of u′0 using Lemma 3.3, it remains to determine when
(6.7) Ker(u′0 − 1)
pα−1 ⊂ Kerϕ/〈δ0〉.
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We shall show that (6.7) holds if and only if p | npα , which together with (6.5),
(6.6), and Lemma 3.3 completes the proof of the theorem. To this end, write
dr = p
αkr and set
δr =
∑
1≤i≤pα
∑
0≤j≤kr−1
(−1)i+1(e
(r)
jpα+i ⊗ e
(r)∗
jpα+1)
for all 1 ≤ r ≤ t. Note that the action of u on Wr is defined as in Section 5, and
δr is defined as in (5.6), so it follows from Corollary 5.5 that X
pα−1 · δr = δ
(r)
0 for
all 1 ≤ r ≤ t. Thus for δ =
∑
1≤r≤t δr we have X
pα−1 · δ = δ0. Any solution to
Xp
α−1 · z = δ0 is equal to δ modulo Ker(u0 − 1)
pα−1, so we conclude that
Ker(u′0 − 1)
pα−1 =
(
Ker(u0 − 1)
pα−1 + 〈δ〉
)
/〈δ0〉.
Then from (6.4), we see that (6.7) holds if and only if δ ∈ Kerϕ. Now ϕ(δr) = kr,
so ϕ(δ) = k1+ · · ·+ kr =
n
pα , and consequently (6.7) holds if and only if p |
n
pα . 
Corollary 6.2. Assume p > 2, and let G = Sp(V ), where dimV = n for some
n ≥ 4. Let u ∈ G be a unipotent element and V ↓ K[u] = Vd1 ⊕ · · · ⊕ Vdt , where
t ≥ 1 and dr ≥ 1 for all 1 ≤ r ≤ t. Set α = νp(gcd(d1, . . . , dt)). Let u0 be the
action of u on ∧2(V ), and let u′′0 be the action of u on LG(̟2). Then the Jordan
block sizes of u′′0 are determined from those of u0 by the rules (i) – (iii) of Theorem
6.1.
Proof. We begin by showing that we have isomorphisms
(6.8) V ⊗ V ∗ ∼= ∧2(V )⊕ S2(V )
and
(6.9) LSL(V )(̟1 +̟n−1) ∼= LG(̟2)⊕ S
2(V )
of G-modules. The isomorphism (6.8) follows since V ∼= V ∗, and furthermore since
V ⊗ V ∼= ∧2(V ) ⊕ S2(V ) when p > 2. All the trivial G-composition factors of
V ⊗V ∗ ∼= ∧2(V )⊕S2(V ) lie in the ∧2(V ) summand by Lemma 3.5, so (6.9) follows
from Lemma 3.4 and Lemma 3.5.
By (6.8) and (6.9), the Jordan block sizes of u on ∧2(V ) and LG(̟2) differ in
the same way as the Jordan block sizes of u on V ⊗ V ∗ and LSL(V )(̟1 +̟n−1).
Thus the result follows from Theorem 6.1. 
Corollary 6.3. Assume p > 2, and let G = SO(V ), where dimV = n for some
n ≥ 5. Let u ∈ G be a unipotent element and V ↓ K[u] = Vd1 ⊕ · · · ⊕ Vdt , where
t ≥ 1 and dr ≥ 1 for all 1 ≤ r ≤ t. Set α = νp(gcd(d1, . . . , dt)). Let u0 be the
action of u on S2(V ), and let u′′0 be the action of u on LG(2̟1). Then the Jordan
block sizes of u′′0 are determined from those of u0 by the rules (i) – (iii) of Theorem
6.1.
Proof. Similarly to the proof of Corollary 6.2, the result follows using the isomor-
phisms
V ⊗ V ∗ ∼= ∧2(V )⊕ S2(V )
and
LSL(V )(̟1 +̟n−1) ∼= ∧
2(V )⊕ LG(2̟1)
of G-modules, see Lemma 3.6. 
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Example 6.4. Let G = SL(V ) with dimV = n for n ≥ 2. In Table 1 below, we give
for all 2 ≤ n ≤ 6 and all unipotent elements u ∈ G the Jordan normal form of the
action of u on V ⊗V ∗ and LG(ω1+ωn−1), in the case where p | n. These examples
illustrate all of the cases (ii), (iii)(a) – (c) of Theorem 6.1. In the table, we use the
notation dn11 , . . . , d
nt
t for a K[u]-module of the form n1 · Vd1 ⊕ · · · ⊕ nt · Vdt , where
0 < d1 < · · · < dt and ni ≥ 1 for all 1 ≤ i ≤ t.
Table 1.
G V ↓ K[u] V ⊗ V ∗ ↓ K[u] LG(ω1 + ωn−1) ↓ K[u]
n = 2, p = 2 2 22 2
12 14 12
n = 3, p = 3 3 33 1, 32
1, 2 12, 22, 3 22, 3
13 19 17
n = 4, p = 2 4 44 2, 43
1, 3 12, 32, 42 32, 42
22 28 12, 26
12, 2 14, 26 12, 26
14 116 114
n = 5, p = 5 5 55 3, 54
1, 4 12, 42, 53 42, 53
2, 3 12, 22, 32, 42, 5 22, 32, 42, 5
12, 3 15, 35, 5 13, 35, 5
1, 22 15, 24, 34 13, 24, 34
13, 2 110, 26, 3 18, 26, 3
15 125 123
n = 6, p = 2 6 22, 84 2, 84
1, 5 12, 42, 52, 82 42, 52, 82
2, 4 22, 48 2, 48
12, 4 14, 48 12, 48
32 14, 48 12, 48
1, 2, 3 12, 26, 32, 44 26, 32, 44
13, 3 110, 36, 42 18, 36, 42
23 218 217
12, 22 14, 216 12, 216
14, 2 116, 210 114, 210
16 136 134
n = 6, p = 3 6 33, 93 1, 32, 93
1, 5 12, 3, 53, 7, 9 3, 53, 7, 9
2, 4 12, 34, 53, 7 34, 53, 7
12, 4 15, 3, 44, 5, 7 13, 3, 44, 5, 7
32 312 1, 311
1, 2, 3 12, 22, 310 22, 310
13, 3 19, 39 17, 39
23 19, 39 17, 39
12, 22 18, 28, 34 16, 28, 34
14, 2 117, 28, 3 115, 28, 3
16 136 134
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Remark 6.5. Suppose that p = 2. Let G = Sp(V ) with dimV = 2l, and let u ∈ G
be a unipotent element. For example by [McN98, Lemma 4.8.2], we have
∧2(V ) ∼=
{
LG(̟2)⊕ LG(0) if l is odd,
LG(0)|LG(̟2)|LG(0) (uniserial) if l is even.
What are the Jordan block sizes of u acting on LG(̟2)? Here one could hope for
an answer in terms of the Jordan block sizes of u acting on ∧2(V ), which are known
[GL06, Theorem 2].
We have not included results on this problem in this paper, but shall note the
following example which demonstrates that the situation here is slightly more in-
volved than in characteristic p > 2. Suppose that dimV = 4. In this case, there
are two conjugacy classes of unipotent elements of G which act on V with Jordan
form 2 · V2. It is easy to see that unipotent elements in both conjugacy classes
must act on ∧2(V ) with Jordan form 2 · V1⊕ 2 · V2. However, a computation shows
that elements from one of the classes act on LG(̟2) with Jordan form 2 ·V2, while
elements of the other unipotent class act on LG(̟2) with Jordan form 2 · V1 ⊕ V2.
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