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Relativistic Wigner function and consistent classical limit for spin 1/2 particles
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The relativistic Wigner function for spin 1/2 particles is the subject of active research due to
diverse applications. However, further progress is hindered by the fabulous complexity of the integro-
differential equations of motion. We simplify these equations to partial differential equations of the
Dirac type that are not only well suited for numerical computation, but also posses a well defined
classical limit in a manifestly covariant form.
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Introduction. In non-relativistic quantum mechanics
the phase space representation of the density operator is
known as the Wigner quasi-probability distribution [1],
which is well suited for the quantum-to-classical transi-
tion [2–7]. The development of the relativistic Wigner
formalism for spin 1/2 particles, motivated by applica-
tions to quantum-plasma, had taken many decades [8]
and reached its modern form in Refs. [9–11]. A field-
theoretic version of the Wigner function for spin 1/2 par-
ticles was also formulated [12–14].
Contrary to the non-relativistic case, the classical limit
of the relativistic Wigner function is a subtle and compli-
cated issue yet to be settled mainly due to the paramount
complexity of the equations of motion. The existence of
the classical limit in a non-covariant form was established
in Refs. [11, 12, 15]. To restore covariance, Bolivar [5, 16]
presented a derivation based on rather exotic mathemat-
ical devices. However, the relation of Bolivar’s classical
limit to standard relativistic classical mechanics has not
been established and remains a crucial open question.
In the current Letter we drastically simplify the rela-
tivistic Wigner function’s equations of motion making the
classical limit a trivial exercise [Eq. (33)]. The resulting
classical equations are manifestly covariant and shown to
be equivalent to standard relativistic classical mechanics.
Moreover, since the original integro-differential equations
of motion are reduced to mere partial differential equa-
tions of the Dirac type [Eq. (38)], our development can
lead to more efficient numerical propagation of the rela-
tivistic Wigner function.
A key element to accomplish this endeavor is to use
the recently introduced Operational Dynamical Model-
ing (ODM) [17] – a universal and systematic framework
for deriving equations of motion from the evolution of
the dynamical average values. In Ref. [17], along with a
number of other applications, we utilize this method to
infer the Schro¨dinger equation from the Ehrenfest the-
orems by assuming that the coordinate and momentum
operators obey the canonical commutation relation. Oth-
erwise if the coordinate and momentum commute, ODM
∗Electronic address: rcabrera@princeton.edu
leads to the Koopman-von Neumann mechanics [18–22],
which is a Hilbert space formulation of non-relativistic
classical mechanics with states being represented as com-
plex valued wave functions and observables as commut-
ing self-adjoint operators. In Secs. VI, VII, and VIII,
we demonstrate the versatility of ODM in the case of
relativistic classical and quantum mechanics by deriving
the spineless Salpeter, Klein-Gordon, Vlasov, and Pauli
equations. In the remaining part of the Letter, ODM is
applied to relativistic spin 1/2 particles.
Classical Spinorial Mechanics. Relativistic classical
mechanics in manifestly covariant form with an electro-
magnetic interaction can be obtained from the extended
Lagrangian
L = muµuµ/2 + eAµuµ +mc2/2, (1)
where the shell mass condition is incorporated as the inte-
gral of motion uµuµ = c
2. The Euler-Lagrange equations
lead to the relativistic Newton equations
m
duµ
ds
= eFµνu
ν , uµ =
dXµ
ds
, (2)
which can be recast in the form of the following Hamilton
equations (see Sec. I)
dXµ
ds
=
Pµ − eAµ
m
, (3)
dPµ
ds
=
e
m
(∂µAν)(P
ν − eAν), (4)
with Aν as the four-vector potential. The components
Xµ and Pµ define the extended phase space including the
standard phase space for µ = 1, 2, 3 and the time-energy
variables for µ = 0.
Classical relativistic mechanics can also be expressed
in spinorial form in terms of either the Spacetime Algebra
[23, 24] or the Algebra of Physical Space [25–30]. Inpired
by these developments, we adapt the Feynman slash no-
tation. Let us express the proper velocity in Feynman
slash notation
d
ds
X/ ≡ u/ = uµγµ = 1
4
Tr(u/γµ)γµ, (5)
where the gamma matrices obey the Clifford algebra in
the Minkowski space
(γµγν + γµγν) = 2gµν1. (6)
2Given that L is a Lorentz rotor, i.e., an element of the
double cover of the proper Lorentz group, the proper ve-
locity transforms as u/→ u′/ = Lu/L−1, where the inverse of
the Lorentz rotor obeys L−1 = γ0L†γ0. Any proper ve-
locity is obtained through a Lorentz transformation of the
particle at rest with proper velocity u/rest = cγ
0. Hence,
all the information stored in u/ can be included in the
Lorentz rotor L. The classical column spinor Ψ is defined
as the leftmost columns of L as Ψ = L|leftmost column and
the following relation holds [31, 32]
dXµ
ds
= Ψ†cγ0γµΨ. (7)
Note that the column spinor Ψ contains all the informa-
tion stored in the Lorentz rotor L despite the fact that
Ψ is only a single column of L [31, 32]. It is possible
to rewrite the Dirac equation in terms of Lorentz rotors
solely and employ such a representation to obtain so-
lutions (see, e.g., Sec. V). Using the properties of the
classical spinor Ψ, the relativistic Newton equation (4) is
expressed as
m
d
ds
uµ = Ψ
†cγ0γνeFµνΨ,
d
ds
Pµ = Ψ
†cγ0e∂µA/Ψ, (8)
which along with (86) define a system of differential equa-
tions that can be solved once initial conditions are sup-
plied [23, 28]. Classical spinors are further discussed in
Sec. IV.
The Dirac equation. Let us derive the Diract equation
using ODM. According to Ref. [17], in order to construct
a system’s dynamical model, ODM requires the follow-
ing three elements: i) the evolution of the average values
drawn in the form of Ehrenfest-like theorems, ii) the def-
inition of the observables’ average, and iii) the algebra of
the observables.
The first ODM element is given by
d
ds
Xµ = Ψ†cγ0γµΨ,
d
ds
Pµ = Ψ†cγ0e∂µA/Ψ. (9)
Even though these equation resemble Eqs. (86) and (8),
they are in fact more general because the averages are
performed on an ensemble of particles that need not
have the notion of well defined trajectories. The second
ODM element specifies averaging in terms of the spino-
rial Hilbert space where the observables are replaced by
the corresponding operators
d
ds
〈ψ|xˆµ|ψ〉 = 〈ψ|cγ0γµ|ψ〉, (10)
d
ds
〈ψ|pˆµ|ψ〉 = 〈ψ|ce∂µAˆνγ0γν |ψ〉, (11)
which are relativistic generalizations of the Ehrenfest the-
orems. The Dirac generator of motion D defined as
~
d|ψ〉
ds
= iD|ψ〉, (12)
applied to Eqs. (10) and (11) leads to
〈ψ|i[xˆµ,D]/~|ψ〉 = cγ0γµ, (13)
〈ψ|i[pˆµ,D]/~|ψ〉 = ce〈ψ|∂µAˆνγ0γν |ψ〉. (14)
The expectation values can be removed considering that
these identities should be valid for all possible initial con-
ditions
i[xˆµ,D]/~ = cγ0γµ, i[pˆµ,D]/~ = ce∂µAˆνγ
0γν . (15)
The kinematic framework of quantum mechanics is im-
plemented as the third ODM element by demanding xˆµ
and pˆµ to satisfy the canonical commutation relations
[xˆµ, pˆν ] = −iδµν~. Theorem 1 in Sec. II is used to con-
vert Eq. (15) to the system of partial differential equa-
tions
∂
∂pˆµ
D = cγ0γµ, − ∂
∂xˆµ
D = ce∂µAˆνγ
0γν , (16)
whose solution is the self-adjoint Dirac generator
D = cγ0γµ(pˆµ − eAˆµ)− γ0mc2, (17)
where the integration constant γ0mc2 is specified by
demanding consistency with the Klein-Gordon equation
(see further discussions in Sec. VII). The Dirac genera-
tor is independent of the parameter s implying existence
of the integral of motion – the shell mass condition that
reads D = 0. Finally, the Dirac equation is Dψ = 0.
The Dirac equation allows for existence of negative
energy particles responsible for the zitterbewegung effect
and may ultimately lead to the break down of Eq. (9).
The physical condition for the absence of negative en-
ergy particles requires wave packets to be no more local-
ized than the Compton wavelength ∆x≪ ~mc [33], while
maintaining variations of the potential not larger than
the energy necessary for pair creation in a region smaller
than the Compton wavelength ∆V∆x ≪ 2mc
2
~/(mc) [34].
Relativistic Wigner function. The Dirac theory for a
spin 1/2 particle was expressed in terms of the extended
phase space [8–11] and plays a central role in relativistic
quantum transport. Following the ODM derivation of
the non-relativistic phase space representation [17], we
reformulate the relativistic Wigner function in Blokhint-
sev’s double configuration space [2, 35–38] leading to the
significant simplification of equations of motion.
The first ODM element is again given by Eqs. (10)
and (11). Reproducing the steps leading to the Dirac
equation, we first define the Wigner generator W as
~
d|ψ〉
ds
= iW |ψ〉, (18)
and obtain the equations for W
i[xˆµ,W ]/~ = cγ0γµ, i[pˆµ,W ]/~ = ce∂µAˆνγ
0γν . (19)
3In contrast to the Dirac equation’s derivation, the quan-
tum algebra of operators is extended with additional op-
erators λˆµ and θˆµ such that
[xˆµ, pˆν ] = −i~κδµν , [xˆµ, λˆν ] = −iδµν ,
[pˆµ, θˆ
ν ] = −iδνµ, [λˆµ, θˆν ] = 0, (20)
with all the other commutators vanishing and κ being
a real parameter that measures the degree of commu-
tativity/quantumness, such that quantum mechanics is
recovered at κ→ 1, while κ→ 0 corresponds to the clas-
sical limit. This type of algebra was employed in Ref.
[17] to deduce the Koopman-von Neumann equation.
Another convenient set of operators, to be called the
mirror quantum algebra, is defined as
xˆ′µ = xˆµ + ~κθˆµ, λˆ′µ = −λˆµ,
pˆ′ν = pˆν − ~κλˆν , θˆ′µ = −θˆµ, (21)
and obeys the canonical quantum commutations rela-
tions (20) with the opposite sign
[xˆ′µ, pˆ′ν ] = i~κδ
µ
ν , [pˆ
′
µ, θˆ
′ν ] = iδνµ,
[xˆ′µ, λˆ′ν ] = iδ
µ
ν , [λˆ
′
µ, θˆ
′ν ] = 0. (22)
Moreover, any function f(xˆ′, pˆ′) acts as a constant with
respect the quantum operators xˆµ and pˆµ because
[xˆ′µ, xˆν ] = 0, [xˆ′µ, pˆν ] = 0,
[pˆ′µ, xˆ
ν ] = 0, [pˆ′µ, pˆν ] = 0. (23)
Similar properties also applies to f(xˆ, pˆ), which acts as a
constant with respect to the mirror quantum operators
xˆ′µ and pˆ′µ.
According to Theorem 1 in Sec. II, the commutator
equations (19) lead to the system of differential equations
i
~
(
−i~κ∂W
∂pˆµ
− i∂W
∂λˆµ
)
= cγ0γµ, (24)
i
~
(
i~κ
∂W
∂xˆµ
+ i
∂W
∂θˆµ
)
= ce∂µAˆνγ
0γν , (25)
with the following solution
W =
γ0
κ
(
cγµ
[
pˆµ − eAˆµ + fµ(xˆ′, pˆ′)
]
− κmc2
)
, (26)
where fµ(xˆ
′, pˆ′) is an arbitrary function that can be ab-
sorbed by a gauge transformation. A particularly useful
choice is fµ = −(pˆµ−~κλˆµ)− eAˆµ(xˆ+~κθˆ), which leads
to
W = γ0
(
cγµ
κ
[~κλˆµ − eAˆµ(xˆ) + eAˆµ(xˆ+ ~κθˆ)]−mc2
)
.
(27)
The Wigner generatorW can be rewritten by defining an
independent classical algebra of operators Xˆµ, Pˆν , Λˆ
µ, Θˆν
obeying
[Xˆµ, Pˆν ] = 0, [Xˆ
µ, Λˆν ] = −iδµν , (28)
[Pˆµ, Θˆ
ν ] = −iδνµ, [Λˆµ, Θˆν ] = 0, (29)
such that the extended quantum algebra can be consis-
tently expressed as
xˆµ = Xˆµ − ~κ
2
Θˆµ, λˆµ = Λˆµ, (30)
pˆµ = Pˆµ +
~κ
2
Λˆµ, θˆ
µ = Θˆµ. (31)
The Wigner generatorW written in terms of the classical
operators is
W = cγ0γµ
[
~Λˆµ +
e
κ
(
Aˆ+µ − Aˆ−µ
)]
− γ0mc2, (32)
with A−µ = Aµ(Xˆ− ~κ2 Θˆ) and A+µ = Aµ(Xˆ+ ~κ2 Θˆ). This
form of the Wigner generator has the explicit and well
defined classical limit
lim
κ→0
W = ~K,
K = cγ0γµ
(
Λˆµ + e
∂
∂Xˆν
AˆµΘˆ
ν
)
− γ0mc
2
~
, (33)
where K shall be referred to as the Koopman-von
Neumann-Dirac (KvND) generator, overlooked in the
literature, which is a relativistic generalization of the
non-relativistic Koopman-von Neumann generator [18–
22, 39–41]. Bogdanov [42] reported a special case of Eq.
(33).
A gauge independent classical generator can be ob-
tained from Eq. (33) using kinetic instead of the canoni-
cal momentum. The kinetic momentum equation of mo-
tion in the Heisemberg picture reads
m
duˆµ
ds
= i[pˆµ − eAˆµ,K] = γ0γνeFˆµν , (34)
where Fˆµν is the electromagnetic field as a function of the
position operator. A similar procedure can be carried out
to find the variation of the position operator xˆµ
dxˆµ
ds
= cγ0γµ, (35)
such that one recovers the standard formulation of classi-
cal relativistic mechanics (2). It is also possible to define
a gauge independent classical generator in terms of the
position and proper velocity
V = iγ0γµ
(
∂
∂Xµ
+ eFνµ
∂
∂uν
)
. (36)
The Wigner generatorW can be explicitly represented
through the extended phase representation resulting in
an intricate system of integro-differential equations [11,
13]. A better alternative, leading to simpler analytical
4analyses as well as efficient numerical methods, is to use
Blokhintsev’s XΘ-representation
Xˆµ = Xµ, Λˆµ = i
∂
∂Xµ
, Pˆµ = −i ∂
∂Θµ
, Θˆµ = Θµ,
(37)
which is equivalent to doubling the configuration space
with the additional variable Θ. The spinorial equation of
motion in the XΘ representation is a system of partial
differential equations
γ0
(
cγµ
[
i~
∂
∂Xµ
+
e
κ
(A+µ −A−µ )
]
−mc2
)
ψ(X,Θ) = 0,
(38)
where ψ(X,Θ) is the spinorial relativistic Wigner func-
tion encapsulating all the dynamical information.
In relativistic quantum mechanics the Dirac current
is defined as Jµ = ψ†γµγ0ψ, which is written in slash
notation as J/ = ψψ†γ0 [31, 32]. Therefore, the current
in the XΘ-representation reads
JXΘ(X,Θ) = ψ(X,Θ)ψ
†(X,Θ)γ0. (39)
Considering that Θ is the conjugate variable of P [Eq.
(37)], the current in the XP -representation becomes
JXP (X,P ) =
∫
d4Θψ(X,Θ)ψ†(X,Θ)γ0 exp(−iPνΘν),
(40)
which is the relativistic Wigner function in the extended
phase space for spin 1/2 particles. Contrary to the non-
relativistic case when the Wigner function can be inter-
preted as a probability density (though not positively
defined) as well as a Koopman-von Neuman-like wave
function [43], the relativistic Wigner function is a cur-
rent.
Note Eq. (40) is not gauge independent because the
canonical momentum P is the sum of both the kinetic
momentum and the gauge dependent vector potential.
Nevertheless, there are gauge independent representa-
tions solely in terms of the kinetic momentum [11, 44, 45].
Outlook. Having simplified the relativistic Wigner
function’s equations of motion for spin 1/2 particles, we
foremost settle down the issue of the classical limit. More
important, since the simplified dynamical equation [Eq.
(38)] is of the Dirac type, possessing efficient numerical
schemes [46], the current work may open new horizons
for further advancement of numerical algorithms. Be-
sides applications in relativistic quantum transport the-
ory [8], the presented Wigner function construction can
be readily extended to non-abelian relativistic statistical
mechanics (see, e.g., Ref. [47]) as well as to solid state
physics where the effective relativistic Wigner function is
needed [48].
Acknowledgments. The authors are financially sup-
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In the main text we develop relativistic quantum mechanics through Operational Dynamicla Modelling (ODM)
[17]. The purpose of this supplementary material is to provide background information and additional examples of
the use of ODM.
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5I. CLASSICAL DYNAMICS IN THE EXTENDED PHASE SPACE
The Lagrangian of a relativistic particle in an electromagnetic field without the shell mass constraint is
L = m
2
uµuµ + eA
µuµ +
mc2
2
, (41)
where uµ = dx
µ
ds are the components of the proper velocity (four-velocity) defined in the Minkowski space with a metric
with diagonal metric elements {1,−1,−1,−1}. More precisely, this is the time-extended form of the Lagrangian of a
relativistic particle with electromagnetic interaction [49]. In this formalism the shell constrain
uµuµ = c
2 (42)
is implemented as an integral of motion in order to provide physical solutions. The canonical momentum is denoted
with covariant indices as
Pµ ≡ ∂L
∂uµ
= muµ + eAµ, (43)
where the physical momentum and four-vector potential are Pµ = (E/c,P ), Aµ = (φ/c,A), where bold symbols
stand for vectors in the standard three-dimensional Euclidean space.
The time-extended Lagrangian leads to the extended phase space Hamiltonian
H ≡ Pµuµ − L = (P
µ − eAµ)(Pµ − eAµ)
2m
− mc
2
2
. (44)
This Hamiltonian does not explicitly depend on the parameter s, therefore, it is an invariant dynamical integral of
motion. The particular integration condition that leads to physical solutions according to the shell mass (42) is
H = 0. (45)
The equations of motion also can be obtained in terms of the extended phase space Poisson brackets defined as
JF,GK ≡ ∂F
∂Xµ
∂G
∂Pµ
− ∂G
∂Xµ
∂F
∂Pµ
(46)
such that
dF
ds
= JF,HK. (47)
The four-velocity components are recovered as
dXµ
ds
=
∂H
∂Pµ
=
Pµ − eAµ
m
(48)
and the canonical four-force equation is
dPµ
ds
= − ∂H
∂Xµ
=
e
m
(∂µAν)(P
ν − eAν),
dPµ
ds
= e(∂µAν)u
ν . (49)
The left side of this equation can be expressed as
dPµ
ds
= m
duµ
ds
+ e
dAµ
ds
= m
duµ
ds
+ e
∂Aµ
∂Xν
dXν
ds
= m
duµ
ds
+ e
∂Aµ
∂Xν
uν , (50)
which leads to the Lorentz force in covariant form upon substitution in Eq. (49)
m
duµ
ds
= e(∂µAν − ∂νAµ)uν . (51)
6The latter is expressed in terms of the Faraday electromagnetic tensor Fµν = ∂µAν − ∂νAµ as
m
duµ
ds
= eFµνu
ν . (52)
The action can be calculated using the time-extended Lagrangian L (41) or the corresponding standard Lagrangian
L, where the time is considered as a parameter. Both methods must lead to the same result, implying∫
Lds =
∫
Ldt, (53)∫
Lds
dt
dt =
∫
Ldt, (54)
thus, up to some exact differential one has the following equality
L = Lds
dt
. (55)
II. NONCOMMUTATIVE ANALYSIS: THE WEYL CALCULUS
Noncommutative analysis [50–52] is a broad and active field of mathematics with a number of important applications.
This branch of analysis aims at identifying functions of noncommutative variables and specifying operations with such
objects. There are many ways of introducing functions of operators; however, the choice of a particular definition is
a matter of convenience [53].
To make the paper self-consistent, we shall review basic results from the Weyl calculus, which is a popular version
of noncommuting analysis. Theorem 1 plays a crucial role in the current paper. Even though we prove this result
within the Weyl calculus, it is valid in more general settings (see, e.g., Ref. [51] and page 63 of Ref. [52]).
The starting point is the well known fact that Fourier transforming back and forth does not change a sufficiently
smooth function of n-arguments,
f(λ1, . . . , λn) =
1
(2π)n
∫ n∏
l=1
dξldηl exp
[
i
n∑
q=1
ηq(λq − ξq)
]
f(ξ1, . . . , ξn). (56)
Following this observation, we define the function of noncommuting operators within the Weyl calculus as
f(Aˆ1, . . . , Aˆn) =
1
(2π)n
∫ n∏
l=1
dξldηl exp
[
i
n∑
q=1
ηq(Aˆq − ξq)
]
f(ξ1, . . . , ξn), (57)
where the exponential of an operator is specified by the Taylor expansion,
exp(Aˆ) =
∞∑
k=0
Aˆk
k!
. (58)
The identity
f †(Aˆ1, . . . , Aˆn) = f(Aˆ
†
1, . . . , Aˆ
†
n)
implies that the function of self-adjoint operators (57) is itself a self-adjoint operator. Moreover, one may demonstrate
that
f ′
Aˆk
(Aˆ1, . . . , Aˆn) = lim
ǫ→0
1
ǫ
[
f(Aˆ1, . . . , Aˆk + ǫ, . . . , Aˆn)− f(Aˆ1, . . . , Aˆk, . . . , Aˆn)
]
=
1
(2π)n
∫ n∏
l=1
dξldηl iηk exp
[
i
n∑
q=1
ηq(Aˆq − ξq)
]
f(ξ1, . . . , ξn)
=
1
(2π)n
∫ n∏
l=1
dξldηlf(ξ1, . . . , ξn)
(
− ∂
∂ξk
)
exp
[
i
n∑
q=1
ηq(Aˆq − ξq)
]
=
1
(2π)n
∫ n∏
l=1
dξldηl exp
[
i
n∑
q=1
ηq(Aˆq − ξq)
]
f ′ξk(ξ1, . . . , ξn). (59)
7Equation (57) defines a one-to-one mapping between a function f(ξ1, . . . , ξn) and a linear operator f(Aˆ1, . . . , Aˆn). By
the same token, Eq. (59) establishes a one-to-one mapping between the derivative of a function and the derivative of
a linear operator.
The following theorem is of fundamental importance:
Theorem 1 Let Aˆ1, . . . , Aˆn be some operators and Cˆk = [Aˆk, Bˆ], k = 1, . . . , n. If [Aˆk, Cˆl] = [Bˆ, Cˆk] = 0, k, l =
1, . . . , n, then
[f(Aˆ1, . . . , Aˆn), Bˆ] =
n∑
k=1
[Aˆk, Bˆ]f
′
Aˆk
(Aˆ1, . . . , Aˆn), (60)
where f(Aˆ1, . . . , Aˆn) is defined by means of Eq. (57).
Proof. We introduce Aˆ := i
∑n
q=1 ηq(Aˆq − ξq) and Cˆ := [Aˆ, Bˆ] = i
∑n
q=1 ηqCˆq; hence, [Aˆ, Cˆ] = [Bˆ, Cˆ] = 0. From the
following identity:
[Aˆ1 · · · Aˆn, Bˆ] =
n∑
k=1
Aˆ1 · · · Aˆk−1[Aˆk, Bˆ]Aˆk+1 · · · Aˆn, (61)
we obtain [Aˆk, Bˆ] = kCˆAˆk−1. It follows from Eq. (58) that
[exp(Aˆ), Bˆ] = Cˆ exp(Aˆ) =
n∑
q=1
Cˆq
∂
∂Aˆq
exp(Aˆ). (62)
Having substituted this equality into Eq. (57), we finally reach Eq. (60).
In particular, the canonical commutation relations [x, p] = i~ imply the following identities
[xˆ, G(xˆ, pˆ)] = i~
∂G(xˆ, pˆ)
∂pˆ
(63)
[pˆ, G(xˆ, pˆ)] = −i~∂G(xˆ, pˆ)
∂xˆ
. (64)
III. THE REPRESENTATION OF OPERATORS
The commutation relation
[xˆµ, pˆν ] = −iδµν~, (65)
is realized by the following representation
xˆµ → xµ (66)
pˆµ → i~ ∂
∂xµ
. (67)
The momentum operator in non-relativistic mechanics pˆ is associated with pµ according to p
µ = {E,p}, which implies
pµ = {E,−p} and is consistent with
Eˆ → i~ ∂
∂t
(68)
pˆ→ −i~∇. (69)
Similarly, the following commutator relations
[Xˆµ, Λˆν ] = −iδµν , (70)
[Θˆν , Pˆµ] = −iδµν , (71)
8can be expressed in the extended phase space as
Xˆµ → Xµ, (72)
Λˆµ → i ∂
∂Xµ
, (73)
Pˆµ → Pµ, (74)
Θˆµ → −i ∂
∂Pµ
. (75)
An alternative representation is given by
Xˆµ → Xµ (76)
Λˆµ → i ∂
∂Xµ
, (77)
Pˆµ → i ∂
∂Θµ
, (78)
Θˆµ → Θµ, (79)
which is defined as the double configuration space wherein Θµ acts as a coordinate extension to Xµ.
IV. THE CLASSICAL SPINOR
The formulalism of classical spinors in classical relativistic mechanics naturally arises from the standard formalism
in the slash notation [23, 26, 31]. Newton’s equation in the Minkowski space for electromagnetic fields is
m
duµ
ds
= eFµνu
ν . (80)
The electromagnetic field in this notation F/ is expressed through the gamma matrices as
F/ =
1
2
σµνFµν , (81)
such that Newton’s equation becomes
γ0
d
ds
u/ =
〈
γ0eF/u/
〉
H
. (82)
This formula can be proven using the following identity
〈γ0σµνγξ〉H = γ0(γµδνξ − γνδµξ ), (83)
with 〈A〉H = 12 (A+A†), such that
〈
γ0eF/u/
〉
H
=
1
2
〈
γ0σµνγξ
〉
H
eFµνu
ξ =
1
2
γ0(γµδνξ − γνδµξ )eFµνuξ = γ0γµeFµξuξ. (84)
The Lorentz rotor L is defined as the double cover of the Lorentz group and can be parametrized in terms of three
purely spatial rotation angles θk and three space-time rapidity variables ηk, such that
L = BR = exp
(
1
2
ηkγ
0γk
)
exp
(
1
4
ǫjklθ
jγkγl
)
, (85)
where B is a Hermitian matrix representing boosts and R is a unitary matrix representing spatial rotations isomorphic
to SO(3). The classical column spinor Ψ is defined as the leftmost column of L as Ψ = L|leftmost column and the following
relation results [31, 32]
dXµ
ds
= Ψ†cγ0γµΨ, (86)
9where the proper velocity is expressed in the slash notation as
d
ds
X/ ≡ u/ = uµγµ = 1
4
Tr(u/γµ)γµ. (87)
The Lorentz transformation law for the proper velocity is
u/→ u′/ = Lu/L−1, (88)
where the inverse Lorentz rotor obeys a simple formula L−1 = γ0L†γ0. The proper velocity can be obtained as the
active boost of the proper velocity of a particle initially at rest with proper velocity u/rest = cγ
0. This means that in
general it is possible to find a Lorentz rotor such that
u/ = cLγ0L−1. (89)
Using the decomposition L = BR, the proper velocity becomes
u/ = cB2γ0 = cγ0B−2. (90)
Thus, the boost from the proper velocity can be recovered as
B =
√
u/γ0
c
=
1
cu/γ
0 + 1√
2(γ + 1)
, (91)
with γ = 14cTr(γ
0u/) = u0/c as the relativistic length contraction factor.
Classical dynamics is described by the following equations
d
ds
X/ = u/ (92)
γ0
d
ds
u/, =
〈
γ0eF/u/
〉
H
, (93)
but the dynamics of the proper velocity can be assumed by the corresponding Lorentz rotor L. The general variation
of the Lorentz rotor is expressed as [25, 29]
dL
ds
=
Ω
2
L, (94)
where Ω lies in the space of the generators of the proper Lorentz group (double cover) σµν = 12 [γ
µ, γν ], containing
both Hermitian and anti-Hermitian elements. The derivative of the proper velocity in terms of Ω reads
γ0
d
ds
u/ =
〈
γ0Ωu/
〉
H
, (95)
which leads to the conclusion that it is sufficient to identify Ω with the electromagnetic field. This fact can be used
to establish the following alternative dynamical equations [23, 25, 29]
d
ds
X/ = cLL†γ0, (96)
dL
ds
=
eF/
2
L, (97)
which are sometimes easier to solve than the standard dynamical equations of motion in terms of the proper velocity
[25, 26, 28].
The projector P can be defined as
P ≡ 1
4
(1+ γ0)(1+ iγ1γ2) = diagonal{1, 0, 0, 0}, (98)
such that the following properties are verified
γ0P = P , (99)
iγ1γ2P = P . (100)
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Equations (96) and (97) can be multiplied by P on the right and the proper velocity is expressed through the
classical column spinor Ψ
dXµ
ds
= Ψ†cγ0γµΨ, (101)
dΨ
ds
=
eF/
2
Ψ. (102)
V. SOLUTIONS OF THE DIRAC EQUATION FOR A FREE PARTICLE
The Dirac equation for the quantum Lorentz rotor in the absence of external interactions is [24, 29, 31]
~∂/Lγ2γ1 −mcLγ0 = 0. (103)
The solutions can be sought in the form L = BR, in analogy with the classical Lorentz rotor. The boost is expressed
in terms of the momentum by the following formulas
B+ =
√
p/γ0
mc
=
p/γ0 +mc√
2mc(p0 +mc)
; p0 > mc > 0, (104)
B− =
√
−p/γ
0
mc
=
p/γ0 −mc√
−2mc(p0 −mc) ; p
0 < −mc, (105)
where the restrictions are taken to ensure that the matrices are Hermitian. The first solution of the Dirac equation
takes the form
L+↑ = p/γ
0 +mc√
2mc(p0 +mc)
exp (p/ · x/ γ1γ2/~), (106)
which is consistent with the identification of a particle with positive energy p0 > mc.
In order to proceed further, we resort to specific representations of the gamma matrices. The two most common
representations for the gamma matrices are the Dirac and Weyl representations. The former one is
γ0 = σ3 ⊗ 1, (107)
γj = iσ2 ⊗ σj ; (108)
whereas, the latter reads
γ0 = σ1 ⊗ 1, (109)
γj = iσ2 ⊗ σj . (110)
The gamma matrices obey the following Clifford algebra in the Minkowski space
1
2
(γµγν + γµγν) = gµν , (111)
such that
γ0
†
= γ0, (112)
(γk)† = −(γk)†, (113)
γµ = γ−1µ . (114)
The corresponding column spinor in the Dirac representation is
ψ+↑ =
1√
2mc(mc+ p0)


p0 +mc
0
p3
p1 + ip2

 exp(−ip/ · x//~) =


1
0
0
0

 exp(−imc2τ/~), (115)
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where τ is the proper time. The exponential indicates a fast rotation in the plane γ2γ1 with the zitterbewegung
frequency ω = 2mc
2
~
in the reference frame attached to the particle [54, 55]. The momentum is calculated as the
eigenvalue of the momentum operator defined as
pˆ · = ~∂ · γ2γ1, (116)
while the quantum current is calculated as
J/ = LL†γ0. (117)
In the present case, the momentum is related to the current according with the following formula
p/+↑ = mcJ/+↑γ
0 (118)
The second independent solution is constructed by introducing an additional π spatial rotation on a plane perpen-
dicular to γ1γ2, effectively reversing the orientation of the zitterbewegung rotation as
L+↓ =
√
p/γ0
mc
exp(−π
2
γ2γ3) exp (p/ · x/ γ1γ2/~). (119)
The column spinor representation for this case is
ψ+↓ =
i√
2mc(p0 +mc)


0
p0 +mc
p1 − ip2
−p3

 exp(−ip/ · x//~) =


0
i
0
0

 exp(−imc2τ/~). (120)
The current and momentum for this second solution are exactly the same as for the first solution.
Additional independent solutions can be constructed by exploring the Hodge dual space through the multiplication
of the volume element γ0γ1γ2γ3 as
L−↑ = γ0γ1γ2γ3
√
−p/γ
0
mc
exp (p/ · x/ γ1γ2/~). (121)
This solution is consistent with a particle with negative energy p0 < −mc, as necessary requirement to satisfy the
Dirac equation. The corresponding column spinor representation is
ψ−↑ = − i√
2mc(p0 −mc)


p3
p1 + ip2
p0 −mc
0

 exp(−ip/ · x//~) =


0
0
i
0

 exp(imc2τ/~). (122)
The current and momentum are calculated as
J/−↑ = −
p/γ0
mc
, (123)
p/−↑ = p/, (124)
which indicates that they are anti-parallel. A serious difficulty is recognized by observing the the zero component of
the proper velocity
u0 = c
dt
dτ
=
p0
mc
< 0, (125)
which is consistent with a particle moving to the past. This situation is difficult or impossible to fit within classical
mechanics and is inconsistent with the formulation of the classical spinor, which is explicitly defined with a positive
zero component for the proper velocity.
The fourth independent solution is found by applying an additional rotation on the previous one
L−↓ = γ0γ1γ2γ3
√
p/γ0
−mc exp(−
π
2
γ2γ3) exp (p/ · x/ γ1γ2/~), (126)
with p0 < −mc. This solution suffers from the same problems as L−↓. The corresponding column spinor representation
reads
ψ−↓ =
i√
2mc(p0 −mc)


p1 − ip2
−p3
0
p0 −mc

 exp(−ip/ · x//~) =


0
0
0
−1

 exp(imc2τ/~). (127)
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VI. ODM: QUANTUM/CLASSICAL SPINLESS SALPETER EQUATIONS
The general case for a spin zero particle is covered in the next section. The purpose of this section is to briefly
introduce ODM and for this objective we present a simple illustrative example concerning the model for a spinless
relativistic particle in one spatial dimension plus time (1+1), which in the quantum case leads to the spineless Salpeter
equation.
Non-covariant relativistic classical mechanics can be expressed in terms of Newton’s equation
dP
dt
= −U ′(X), (128)
with the momentum defined as
(129)
p =
mdXdt√
1− (dXdt /c)2
, (130)
where X are P are the particle’s coordinate and momentum. It can be shown that dXdt =
P√
m2+(P/c)2
, thus, the
system of equations describing dynamics is
dP
dt
= −U ′(X), (131)
dX
dt
= V ′(P ); V (P ) =
√
(cP )2 + c4m2. (132)
According to ODM [17] we can arrive to the same differential equations from a different set of postulates. The
first ODM element we postulate is given by the law that governs the evolution of average values of an ensemble of
independent particles
dP
dt
= −U ′(X), (133)
dX
dt
= V ′(P ). (134)
It must be emphasized that time-evolution for the averages are consistent for more than a specific kinematical de-
scription, i. e., classical kinematics. In fact the average values do not even require the notion of localized trajectories
and can be perfectly valid for quantum mechanics as well.
The second ODM element involves the precise definition of the averaging, which can be set in terms of linear
operators and wavefunctions in the Hilbert space according to the postulates: i) The states of a system are represented
by normalized vectors |ψ(t)〉 of a complex Hilbert space, and the observables are given by self-adjoint operators acting
on this space; ii) The expectation value of a measurable A at time t is A(t) = 〈ψ(t)|A|ψ(t)〉; iii) The probability that
a measurement of an observable Aˆ at time t yields the value A is |〈A|ψ(t)〉|2 where Aˆ|A〉 = A|A〉; iv) The state space
of a composite system is the tensor product of the subsystems state spaces. These axioms are well-known in quantum
mechanics but it must be clear that taken alone, these axioms do not directly nor indirectly imply any restriction
to exclusively describe quantum mechanics. Hence, the equations describing the averages in Eqs. (133-134) can be
written in terms of a scalar wavefunction and the respective observable operators as
d
dt
〈ψ(t)| pˆ |ψ(t)〉 = 〈ψ(t)| − U ′(xˆ) |ψ(t)〉 , (135)
d
dt
〈ψ(t)| xˆ |ψ(t)〉 = 〈ψ(t)|V ′(pˆ) |ψ(t)〉 , (136)
which resemble the Ehrenfest theorem. The generator of motion Hˆ, as a Hermitian operator, can be introduced
through Stone’s theorem as
i~ |dψ(t)/dt〉 = Hˆ |ψ(t)〉 ,
13
such that the time derivatives in the equations of expectation values (135-136) are reduced to commutators
〈ψ(t)| i
~
[Hˆ, pˆ] |ψ(t)〉 = 〈ψ(t)| − U ′(xˆ) |ψ(t)〉 , (138)
〈ψ(t)| i
~
[Hˆ, xˆ] |ψ(t)〉 = 〈ψ(t)|V ′(pˆ) |ψ(t)〉 . (139)
The expectation values can be dropped under general conditions because the identities must be valid for all possible
initial states
i
~
[Hˆ, pˆ] = −U ′(xˆ), (140)
i
~
[Hˆ, xˆ] = V ′(pˆ). (141)
The third ODM element requires the specification of the algebra, which in the quantum case is achieved by demanding
the canonical commutation relation between momentum and position
[xˆ, pˆ] = i~. (142)
According to Sec. II, [xˆ, pˆ] = i~ can be used to write Eqs. (140-141) as partial differential equations
∂Hˆ
∂xˆ
= −U ′(xˆ), (143)
∂Hˆ
∂pˆ
= V ′(pˆ), (144)
with a solution that corresponds to the quantum Salpeter Hamiltonian
Hˆ = V (pˆ) + U(xˆ) =
√
(cpˆ)2 + c4m2 + U(xˆ), (145)
thus, the sought spinless Salpeter equation for the scalar wavefunction is
i~
∂
∂t
ψ = (
√
(cpˆ)2 + c4m2 + U(xˆ))ψ (146)
Having treated the quantum mechanical case, ODM can be used to find the corresponding classical description
consistent with the evolution of averages (133-134) leading to the same Ehrenfest theorems (135-136) but with a
different labeling of the operators
d
dt
〈ψ(t)| Pˆ |ψ(t)〉 = 〈ψ(t)| − U ′(Xˆ) |ψ(t)〉 , (147)
d
dt
〈ψ(t)| Xˆ |ψ(t)〉 = 〈ψ(t)|V ′(Pˆ ) |ψ(t)〉 . (148)
In analogy with the quantum case, the generator of motion Kˆ is introduced by Stone’s theorem
i |dψ(t)/dt〉 = Kˆ |ψ(t)〉 . (149)
The time derivatives are expressed in terms of the generator of motion leading to the following equations
〈ψ(t)| i[Hˆ, Pˆ ] |ψ(t)〉 = 〈ψ(t)| − U ′(Xˆ) |ψ(t)〉 , (150)
〈ψ(t)| i[Hˆ, Xˆ] |ψ(t)〉 = 〈ψ(t)|V ′(Pˆ ) |ψ(t)〉 . (151)
The expectation values can be dropped according to the same arguments applied to the quantum case
i[Kˆ, Pˆ ] = −U ′(Xˆ), (152)
i[Kˆ, Xˆ] = V ′(Pˆ ). (153)
The third ODM element complies with classical mechanics by demanding the commutativity of the position and
momentum operators
[Xˆ, Pˆ ] = 0. (154)
14
However, assuming a generator of motion only depending on the position and momentum operators K = K(Xˆ, Pˆ )
leads to a contradiction with Eqs. (152-153) because it implies that all commutators on the left side are identically
equal to zero. This problem can be avoided by extending the algebra with two additional operators Λˆ and Θˆ obeying
the algebra
[Xˆ, Λˆ] = i, (155)
[Pˆ , Θˆ] = i, (156)
[Λˆ, Θˆ] = 0. (157)
According to Sec. II, this algebra of classical operators is used to write Eqs. (152-153) in terms of partial derivatives
as
∂Kˆ
∂Θˆ
= −U ′(Xˆ), (158)
∂Kˆ
∂Λˆ
= V ′(Pˆ ), (159)
with the following solution
Kˆ = V ′(Pˆ )Λˆ− U ′(Xˆ)Θˆ + f(Xˆ, Pˆ ), (160)
where f(Xˆ, Pˆ ) is an arbitrary function of the position and momentum. An explicit representation of the classical
algebra is constructed in terms of differential operators in the phase space
Xˆ = X, (161)
Pˆ = P, (162)
Λˆ = −i ∂
∂X
, (163)
Θˆ = −i ∂
∂P
. (164)
Thus, the classical wavefunction’s Ψ equation of motion is
i
∂
∂t
Ψ =
(
−iV ′(P ) ∂
∂X
+ iU ′(X)
∂
∂P
+ f(Xˆ, Pˆ )
)
Ψ. (165)
Furthermore, the density is defined as ρ = ψψ∗, leading to the following equation of motion
∂
∂t
ρ =
(
−V ′(P ) ∂
∂X
+ U ′(X)
∂
∂P
)
ρ, (166)
which can be written in terms of Poisson brackets for a classical Hamiltonian Hc = V (P ) + U(X) as
∂
∂t
ρ = JHc, ρK (167)
In summary, we have obtained the quantum spinless Salpeter equation (146) and the corresponding classical coun-
terpart (165), wherein the the state is represented by quantum/classical wavefunctions in the Hilbert space. The
solution of the classical dynamical equation (165) is a complex scalar wavefunction but its density can be interpreted
in terms of standard classical mechanics. Therefore, a formulation in the Hilbert space is not a necessary condition
to ascertain quantumness.
VII. ODM: SPINLESS QUANTUM/CLASSICAL RELATIVISTIC MECHANICS
The previous section considered a model for one dimensional relativistic quantum/classical mechanics but mostly
concerned to illustrate ODM than to provide a proper description of the topic. In this section we provide a more rig-
urous treatment of relativistic mechanics in manifestly covariant form with electromagnetic field interaction described
by
m
duµ
ds
= eFµνu
ν , (168)
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where the proper velocity components uµ are defined in terms of the derivative of the space-time coordinates X
µ
uµ =
dXµ
ds
. (169)
An equivalent formulation can be developed in terms of the position-momentum canonical coordinates (Sec. I)
dXµ
ds
=
Pµ − eAµ
m
, (170)
dPµ
ds
=
e
m
(∂µAν)(P
ν − eAν). (171)
The components Xµ and Pµ define the extended phase space, which is the natural generalization of the phase space
in non-relativistic mechanics excluding X0 and P0. The classical equations of motion (170) and (171) can be used as
the first ODM element such that
dXµ
ds
=
Pµ − eAµ
m
, (172)
dPµ
ds
=
e
m
(∂µAν)(P ν − eAν). (173)
The second ODM element is invoked and the average values are expressed in terms of a scalar classical wavefunction
|Ψ〉 in the Hilbert space and the corresponding observable operators in the form of Ehrenfest theorems as
d〈Ψ|Xˆµ|Ψ〉
ds
= 〈Ψ| Pˆ
µ − eAˆµ
m
|Ψ〉, (174)
d〈Ψ|Pˆµ|Ψ〉
ds
= 〈Ψ|1
2
{ e
m
∂µAˆν , Pˆ
ν − eAˆν
}
|Ψ〉, (175)
where the anticommutator {·, ·} was applied in order to enforce Hermiticity. Stones’s theorem introduces the generator
of motion K
d|Ψ〉
ds
= iK|Ψ〉, (176)
which is utilized to obtain the following system of equations
i[Xˆµ, G] =
Pˆµ − eAˆµ
m
, (177)
i[Pˆµ, G] =
e
2m
{∂µAˆν , Pˆ ν − eAˆν}. (178)
Third ODM element. The generator of motion is assumed to depend on classical operatorsK = K(Xˆ, Pˆ , Λˆ, Θˆ) obeying
the following classical algebra
[Xˆµ, Pˆν ] = 0, (179)
[Xˆµ, Λˆν ] = −iδµν , (180)
[Pˆµ, Θˆ
ν ] = −iδνµ, (181)
[Λˆµ, Θˆ
ν ] = 0. (182)
Applying the properties of the classical algebra according to Sec. II, the generator of motion must satisfy the equations
∂K
∂Λµ
=
Pˆµ − eAˆµ
m
, (183)
∂K
∂Θµ
=
1
2m
{
e∂µAˆν , Pˆ
ν − eAˆν
}
, (184)
whose solution is the relativistic Koopman-von Neumann generator
K =
1
2m
{
Pˆµ − eAˆµ, Λˆµ + e∂νAˆµΘˆν
}
+ f(Xˆ, Pˆ ), (185)
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with f as an arbitrary function of the classical operators Xˆµ and Pˆµ. The anticommutator can be expanded and upon
applying the commutation relations (179-182) leads to
K =
1
m
(Pˆµ − eAˆµ)(Λˆµ + e∂νAˆµΘˆν) + i e
m
∂µA
µ + f(Xˆ, Pˆ ), (186)
where f(Xˆ, Pˆ ) can be chosen to cancel i em∂µA
µ. The relativistic Koopman-von Neumann equation can now be stated
in terms of the extended phase-space representation (75) as[
i
m
(P ν − eAν)
(
∂
∂Xν
+ e∂αAν
∂
∂Pα
)
+ f(X,P )
]
Ψ = 0. (187)
Moreover, demanding f(X,P ) to be real, the density ρ = ΨΨ∗ is seen to satisfy the relativistic Liouville equation
1
m
(P ν − eAν)
(
∂
∂Xν
+ e∂αAν
∂
∂Pα
)
ρ = 0. (188)
Having expressed classical dynamics in the extended phase space, there is still another possibility to be explored:
classical mechanics in the configuration-tangent space wherein the velocity replaces the momentum as state variable.
The relativistic dynamical equations expressed in terms of the position and velocity are employed as the first ODM
element
dXµ
ds
= uµ, (189)
m
duµ
ds
= eFµνuν . (190)
In analogy with the ODM procedure followed in Sec. VI, the generator of motion G can be introduced through Stone’s
theorem such that
i[Xˆµ, G] = uˆµ, (191)
i[uˆµ, G] = eFµν uˆ
ν . (192)
Assuming the dependence G = G(Xˆµ, uˆµ, Λˆµ, Θˆ
µ), with the following underlying algebra
[Xˆµ, uˆν ] = 0, (193)
[Xˆµ, Λˆν ] = −iδµν , (194)
[uˆµ, Θˆ
ν ] = −iδνµ, (195)
[Λˆµ, Θˆ
ν ] = 0, (196)
the generator of motion satisfy
∂G
∂Λˆµ
= uˆµ, (197)
∂G
∂Θˆµ
= eFµν uˆ
ν , (198)
with the final solution
G = uˆµΛˆµ + eFµν uˆ
νΘˆµ + f(xˆ, uˆ). (199)
This generator can be used to define the equation of motion for a scalar wavefunction Ψ. The corresponding scalar
density can be defined as ρ = ΨΨ∗, leading to
uµ∂µρ+ eFµνu
ν ∂ρ
∂uµ
= 0, (200)
which is the relativistic Vlasov equation [56] upon imposing a coupling with the Maxwell equations in the context of
plasma physics.
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Having achieved a consistent classical formulation in terms of a classical scalar wavefunction, we can now concentrate
on the respective quantum formulation for a particle without spin. The first and second ODM elements are exactly
the same as in the classical case leading to the same expectation values
d〈ψ|xˆµ|ψ〉
ds
= 〈ψ| pˆ
µ − eAˆµ
m
|ψ〉, (201)
d〈ψ|pˆµ|ψ〉
ds
= 〈ψ|1
2
{ e
m
∂µAˆν , pˆ
ν − eAˆν
}
|ψ〉, (202)
The first difference appears at the time of introducing the generator of motion K through Stones’s theorem
~
d|ψ〉
ds
= iK|ψ〉, (203)
where the Planck contant is employed to obtain the following system of equations
i
~
[xˆµ,K] = pˆ
µ − eAˆµ
m
, (204)
i
~
[pˆµ,K] = 1
2m
{
e∂µAν , pˆ
ν − eAˆν
}
. (205)
In the quantum case, it is enough to assume the dependence on position and momentum operators K = K(xˆµ, pˆµ),
obeying the quantum commutation relations as third ODM element
[xˆµ, pˆν ] = −i~δµν . (206)
The system of differential equations for the quantum generator is
∂K
∂pˆµ
=
pˆµ − eAˆµ
m
(207)
∂K
∂xˆµ
= − 1
2m
{
e∂µAˆν , pˆ
ν − eAˆν
}
. (208)
The solution of this equation with the integration constant mc
2
2 is the Klein-Gordon generator with electromagnetic
interaction
K = 1
2m
(pˆµ − eAˆµ)(pˆµ − eAˆµ)− mc
2
2
, (209)
which has the same form as the classical Hamiltonian (see Sec. I) with operators instead of scalar variables.
VIII. ODM: THE PAULI EQUATION
The purpose of this section is to develop non-relativistic spinorial mechanics through ODM. The spinorial quantum
description is given by the Pauli equation, while the classical one does not exist. The following fundamental averages’
evolution of the position and momentum was postulated in [17] as first ODM element
d
dt
Xk =
1
m
Pk, (210)
d
dt
Pk = −∂kU(X), (211)
and used to deduce both quantum and classical mechanics upon specifying the underlying algebra. The present
situation involves magnetic fields and spin degrees of freedom Sj . The interaction with the magnetic field is naturally
prescribed by the minimal coupling Pk → Pk − eAk. The averages’ evolution of the spin degrees of freedom must be
compatible with the time-evolution of a magnetic dipole, so we postulate
d
dt
Si = − e
m
3∑
j,k=1
ǫijkSkBj(x). (212)
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Considering the outcome from the Stern-Gerlach experiment, we postulate a spin-orbit coupling given by
e
m
∑3
j=1 Sj∂kBj(x). Placing all the elements together, the fundamental law for the averages as first ODM element
read
d
dt
Xk =
1
m
[Pk − eAk(X)], (213)
d
dt
Pk =
3∑
j=1
e
m
[Pj − eAj(X)] ∂kAj(X) − e∂kV (X) + e
m
3∑
j=1
Sj∂kBj(X), (214)
d
dt
Si = − e
m
3∑
j,k=1
ǫijkSkBj(X). (215)
Second ODM element. The explicit definition of the averages, can be expressed in terms of expectation values of
a wave function in the spinorial Hilbert space |Ψ(t)〉, with the variables replaced by their corresponding operators.
Hereinafter, the dependencies on xˆ and t will be omitted for the sake of simplicity such that
d
dt
〈Ψ|xˆk|Ψ〉 = 1
m
〈Ψ|pˆk − eAˆk|Ψ〉, (216)
d
dt
〈Ψ|pˆk|Ψ〉 = 〈Ψ|
3∑
j=1
e
m
[
pˆj − eAˆj
]
∂kAˆj − e∂kV + e
m
3∑
j=1
Sˆj∂kBj |Ψ〉, (217)
d
dt
〈Ψ|Sˆi|Ψ〉 = −〈Ψ| e
m
3∑
j,k=1
ǫijkSˆkBj |Ψ〉. (218)
Introducing the Hamiltonian as i~ |dΨ(t)/dt〉 = Hˆ |Ψ(t)〉, and dropping the expectation values, we obtain the following
commutator equations
i
~
[Hˆ, xˆk] =
1
m
(
pˆk − eAˆk
)
,
i
~
[Hˆ, pˆk] =
e
m
3∑
j=1
(
pˆj − eAˆj
)
∂kAˆj − e∂kV + e
m
3∑
j=1
Sˆj∂kBj , (219)
i
~
[Hˆ, Sˆi] = − e
m
3∑
j,k=1
ǫijkBjSˆk.
The third ODM element is introduced through the following quantum commutation relations
[xˆk, pˆj] = i~δkj , [Sˆi, Sˆj] = i~
3∑
k=1
ǫijkSˆk, (220)
where the spin is set to obey the standard commutation relationship for the angular momentum. In order to proceed
further, the generator of dynamics Hˆ is sought in the following form
Hˆ = F0(xˆ, pˆ) +
3∑
j=1
Fj(xˆ, pˆ)Sˆj . (221)
Upon upon imposing the quantum commutation relations and equating the coefficients for each spin component, Eq.
19
(219) result in
∂F0
∂pk
=
1
m
(
pk − eAˆk
)
, (222)
∂Fj
∂pk
= 0, (223)
∂F0
∂xk
= − e
m
3∑
j=1
(
pˆj − eAˆj
)
∂kAˆj + e∂kV, (224)
∂Fj
∂xk
= − e
m
∂kBj , (225)
Fj = − e
m
Bj . (226)
This system of differential equation can be solved to finally obtain the quantum Pauli Hamiltonian
Hˆ =
1
2m
3∑
k=1
(
pˆk − eAˆk
)2
+ eV − e
m
3∑
j=1
SˆjBj . (227)
The corresponding classical description in the spinorial Hilbert space can be attempted by replacing the quantum
algebra by a consistent classical algebra where the position and momentum operators commute [Xˆk, Pˆj ] = 0. This
classical algebra must be extended with auxiliary operators Λˆj, Θˆj for the same reasons explained in the previous
sections. In the present case, the classical algebra can be chosen as
[Xˆk, Pˆj ] = 0, [Xˆk, Λˆl] = iδk,l, (228)
[Pˆk, Θˆl] = iδk,l, [Sˆi, Sˆj ] = i~
3∑
k=1
ǫijkSˆk. (229)
Substituting the Ansatz
Hˆ = G0(Xˆ, Pˆ, Λˆ, Θˆ) +
3∑
j=1
Gj(Xˆ, Pˆ, Θˆ, Λˆ)Sˆj (230)
into Eq. (219), one obtains a system of partial differential equations
∂G0
∂Λk
=
~
m
(
Pk − eAˆk
)
, (231)
∂Gj
∂Λk
= 0, (232)
∂G0
∂Θk
=
e~
m
3∑
j=1
(
Pˆj − eAˆj
)
∂kAˆj − e~∂kV,
∂Gj
∂Θk
=
e~
m
∂kBj (233)
Gj = − e
m
Bj . (234)
The last two equalities are in general not compatible unless the magnetic field is constant. This type of magnetic
field is widely used to model specific systems but any real magnetic field cannot be truly constant because Maxwell’s
equations demand the magnetic field lines to form closed curves. In other words, the commutator equations (219)
do not have a solution within the classical algebra (228). Thus, we conclude that there is no classical spin in the
non-relativistic framework.
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