Cubic L 1 spline fits have shown some favorable shape-preserving property for geometric data. To quantify the shape-preserving capability, we consider the basic shape of two parallel line segments in a given window. When one line segment is sufficiently longer than the other, the spline fit can preserve its linear shape in at least half of the window. We propose to use the minimum of such length difference as a shape-preserving metric because it represents the extra information that the spline fits need to preserve the shape. We analytically calculate this metric in a 3-node window for second-derivativebased, first-derivative-based and function-value-based spline fits. In a 5-node window, we compute this metric numerically. In both cases, the shapepreserving metric is rather small, which explains the observed strong shapepreserving capability of spline fits. Moreover, the function-value-based spline fits are indicated to preserve shape better than the other two types of spline fits. This study initiates a quantitative research on shape preservation of L 1 spline fits.
Introduction
(2)
The lower-level problem is called the interpolating spline problem.
113
For the first-derivative-based interpolating spline, the interpolating func- |z(x) − ζ(x)| dx.
For each given z, we denote the optimal solution to the interpolating 123 spline problem by b * (z). The optimal solution to the spline fit problem is 124 denoted by z * .
125

Shape-preserving Metric
126
Consider the following Heaviside step function with a jump at x = ǫ ≥ 0: approximating H ǫ (x) is defined as the minimum of such ǫ that the spline fit
146
For simplicity, we use "shape-preserving metric" to refer to "ǫ-shape-
147
preserving metric" in the rest of this paper.
148
The existence of ǫ * is guaranteed. Actually, ǫ * ≤ I 2
. As we will show in 149 the later sections, when ǫ < ǫ * , the spline fit fails to preserve the linear shape.
150
When ǫ ≥ ǫ * , the spline fit preserves the linear shape. 4. Calculate ǫ * in a 3-node Window
155
In this section, we calculate ǫ * for the three types of spline fits in a 3-
156
node window, i.e., I = 2. Noting that a 3-node window is relatively small,
157
we impose boundary conditions so that the information of H ǫ (x) can be 158 contained at the boundary. Specifically, we set 
That means that, the boundary nodes coincide with H ǫ (x) in terms of func-
160
tion values and first derivatives. In this case, the linear shape will be pre-
161
served for −1 ≤ x ≤ 0 if z 1 = 0 and b 1 = 0.
162
We adopt an analytic approach. For second-derivative-based spline fits,
163
we can solve the interpolating spline problem in (2) for the first derivative 
Second-derivative-based Spline Fits
171
The solution to the interpolating spline problem is given by the following 
Proof. By direct calculation, we have
Note that z ′′ (x) is discontinuous at x = 0. examples to show how to findb 1 (z 1 ).
185
In Case 9, 
respectively. Hence, for any fixed z 1 ,
The first derivative of
Therefore, the minimizer b 1 of G(b 1 ) in this case is
192
In Case 5,
Within this case, for ,b 1 (z 1 ) is the smaller root of the equation
Similarly, we can calculateb 1 (z 1 ) and the sign of G ′ (b 1 ) for all other cases.
206
Note that G(b 1 ) is continuous and convex in as in Equation (5). Figure 5 shows the graph of b * 1 (z 1 ).
209
Now we study the L 1 fitting functional and calculate the shape-preserving 210 metric ǫ * .
211
Lemma 1. For two splines z(x) andz(x) in the 3-node window with bound-
and
applies to 0 ≤ x ≤ 1.
218 Table 1 : Cases in calculating b * , = 0, if
holds for the second-derivative-219 based spline fit for H ǫ (x). 
(1) If
, then
Hence,
(2) If 
. Thus, we have 238 0 ≤z(x) ≤ z(x) ≤ 1 for all −1 ≤ x ≤ 1 and the equality holds only at 239 x = −1 and 1. By Lemma 1, we know
the fitting functional becomes
The first derivative in z 1 is
Therefore, the minimum z *
.
246
Finally, we prove that z *
It is easy to verify that z ′ (x) ≥ 0.
249
Thus, z(x) = 0 has one root in 0 ≤ x ≤ 1. Denote this root by r(z 1 ). Using 250 the implicit function theorem, we have
Hence, r(z 1 ) decreases as z 1 increases. For any 0 < ǫ ≤ 1, there exists some
can easily see z(x) ≤z(x) and, consequently,
Taking the derivative with respect to z 1 , we have
Notice that 
270
The L 1 fitting functional then becomes
Then we have
It is easy to verify that
> 0. On 277 the other hand, and 0 ≤ ǫ ≤ 0.5, by noticing
creasing in ǫ, we have
Recall that dz dx − dζ dx dx satisfies the following properties:
Proof. Note that the interpolating functional 
300
When −1 ≤ x ≤ 0, we have
and ζ ′ (x) = z 1 .
302
When z 1 ≤ 0 and b 1 ≥ z 1 , the equation z ′ (x) − ζ ′ (x) = 0 has two roots in
When b 0 = 0, we have dG 0 db 1
Similarly, when z 1 ≤ 0 and b 1 ≤ 1 − z 1 , we can calculate
Hence, dG db 1
has one root w 2 in −1 ≤ x ≤ 0 and the following two roots w 3 and w 4 in 309 0 ≤ x ≤ 1:
We can verify that G(
by θ. We can compute θ ≈ 0.255443. Therefore,
. The remaining part of the 318 theorem holds by symmetry. .
333
We notice that 0 ≤ z(x) ≤ 1 for
21
The second derivative in z 1 is
We observe from Figure 6 that b *
On the other hand,
for 0 ≤ ǫ ≤ 1. Consequently, we have
for 0 ≤ ǫ ≤ 1. We need to solve the following equation for ǫ * :
Now we calculate
. Suppose
and we have k = 1.37885. Substituting
we can obtain ǫ * = 0.109.
346
Now we prove that when ǫ ≥ ǫ * , z * 1 = 0 is the global minimum of
. We observe that b *
. Moreover, . Hence,
The minimum is z * 1 = 0. |z(x) − ζ(x)| dx satisfies the following properties:
we have
and ζ(x) = z 1 (1 + x).
367
When z 1 ≤ 0 and b 1 ≥ z 1 , the equation z(x) − ζ(x) = 0 has a root in
. We have
and 370 dG 0 db 1
and 377 dG db 1
, we have Proof.
and b * 1 (z 1 ) = 0 for z 1 ≤ 0. The proof of Lemma 2 can be applied.
386
Theorem 6. Fix z 0 = 0, b 0 = 0, z 2 = 1 and b 2 = 0 in the 3-node window.
387
The function-value-based spline fit for H ǫ (x) preserves its linear shape in Table 2 shows the shape-preserving metrics of the three types of spline in this section. The numerically computational procedure is as follows.
411
Step 1 Set a precision increment of 0 < ∆ǫ < 1. Let ǫ = 0.
412
Step 2 Solve the spline fit problem numerically. If z 0 = z 1 = z 2 = 0 and
Step 3. Otherwise, let ǫ = ǫ + ∆ǫ and repeat
414
Step 2.
415
Step 3 Output ǫ * = ǫ. Stop.
416
In
Step 2, we need to solve the interpolating spline problem for b * (z).
417
While analytic methods have been developed for second-derivative-based and 
428
The computational results are shown in Table 3 . The strong capability 429 of spline fits and superior performance of function-value-based spline fits are 430 verified. Moreover, by comparing to Table 2 , we note that the metrics in the the 5-node algorithm should be preferred to the 3-node algorithm. of windows, we leave the study of other window sizes to future research.
435
445
We close the section by giving the general form of minimum length dif- 
For the fitting functional, we have 
