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Abstract
We discuss a neuroscience-inspired dynamic architecture (NIDA) and associated design method
based on evolutionary optimization. NIDA networks designed to perform anomaly detection
tasks and control tasks have been shown to be successful in previous work. In particular, NIDA
networks perform well on tasks that have a temporal component. We present methods for using
NIDA networks on classiﬁcation tasks in which there is no temporal component, in particular,
the handwritten digit classiﬁcation task. The approach we use for both methods produces
useful subnetworks that can be combined to produce a ﬁnal network or combined to produce
results using an ensemble method. We discuss how a similar approach can be applied to other
problem types.
Keywords: neuromorphic computing, neuroscience-inspired architectures, discrete–event systems, neu-
ral networks, evolutionary algorithms, spatiotemporal information processing, handwritten digit clas-
siﬁcation
1 Introduction
Neuroscience-inspired computational architectures, elements, and devices are becoming more
popular as a potential successor and/or companion to traditional von Neumann architectures.
There is much debate over how these architectures should be deﬁned, as well as how they should
be used to solve real-world problems.
In [15], we introduced a taxonomy of artiﬁcial neural networks (ANNs) based on the design
method’s eﬀect on the structure of the network (ﬁxed-structure for those that do not alter the
structure vs. variable-structure for those that do) and the network’s inclusion of dynamical
components (static for those that do not include dynamic components vs. dynamic for those
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that do). Feed-forward neural networks trained with back-propagation are examples of ﬁxed-
structure static networks, whereas variable-structure static networks may be designed using
evolutionary algorithms [18, 4, 17]. Fixed-structure dynamic networks are becoming popular in
neuromorphic hardware designs that attempt to replicate observed neural activities in biological
systems, such as the Blue Brain Project [8], the Human Brain project [9], and IBM’s cognitive
computing project [10].
In this work, we discuss our neuroscience-inspired dynamic architecture (NIDA) and our
method to design NIDA networks. NIDA networks are variable-structure dynamic networks, in
that the chosen design method optimizes over parameters and structure, and the dynamics of
the network are inherent in the deﬁnition of the architecture. In particular, we discuss applying
our architecture to classiﬁcation problems with no temporal component, and we give results
for one speciﬁc classiﬁcation problem (classiﬁcation of handwritten digits). Finally, we discuss
future directions for the work, including an implementation in hardware.
2 Technical Approach
NIDA networks [14, 15, 16] have two main component types: neurons and synapses. Neurons
are located at points in a bounded three-dimensional region, have an associated threshold value
that is bounded, and have a refractory period duration. Synapses are directed connections
between two neurons and have associated weight values and delays. Charge is accumulated on
neurons through two mechanisms: (1) receiving an input pulse that has an associated value
from outside the network (the environment) or (2) from a synapse, in which the charge received
is proportional to the weight of the synapse. Neurons accumulate charge until their threshold
is reached and they ﬁre. After ﬁring, a neuron enter a refractory period, during which time
it may still accumulate charge but cannot ﬁre. Synapses in our simulation are aﬀected by
processes similar to long-term potentiation (LTP) and long-term depression (LTD) in the brain
[13]. These processes make small changes to the weights associated with the synapses based
on the ﬁring activity of the neurons they connect and are similar to and inspired by spike-time
dependent plasticity and Hebbian learning [5, 7]. Synapses may have positive weights (in which
they are excitatory) or negative weights (in which they are inhibitory). Signals that propagate
through a synapse experience delays that are proportional to the length of the synapses (the
distance between the two neurons that a synapse connects).
A deﬁning characteristic of our network is that information is distributed throughout the
network in the neurons and in the synapses, and responds dynamically to network inputs and
activity over a range of time scales. This information is stored in the charges of neurons,
in the transmission delays of synapses, in synaptic weights and neuronal thresholds, and in
the network’s topology. Synaptic delays and neuronal charges implement short-term infor-
mation storage modiﬁed by events that propagate through the network’s pathways, synaptic
weights implement longer-term information storage modiﬁable as a result of network activities
(LTP/LTD processes), synaptic delays and neuronal thresholds are typically modiﬁed by evo-
lutionary optimization and occur after epochs of network activity, and the network topology
(connectivity and number and placement of neurons) is modiﬁed at the longest time scales by
the evolutionary optimization procedure.
A second characteristic of our networks is they operate in a discrete event framework. Types
of events include changes in charge on neurons and ﬁring of neurons (which create more changes
in charge events). Events are processed one at a time using an event queue. The architectural
formulation admits a set of networks that are roughly equivalent. The operation of a network
is invariant to translation and rotations in the three-dimensional space because the delays in
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the network are maintained in these cases.
It is possible to design NIDA networks by hand, but it may be diﬃcult to do so for even
a simple task. We use evolutionary optimization (EO) as the design method for our NIDA
networks. We optimize over the structure of the network (number and placement of neurons
and synapses), the parameters of the network (weights of synapses and thresholds of neurons),
and the dynamics of the network (delays of the synapses, as determined by the length of the
synapse).
The search space for NIDA networks is extremely large, but the problem is over-
parameterized in the sense that many nearly equivalent solutions exist. This is typically an
advantage when using EO. Constructing an optimal or near-optimal solution is both a combi-
natoric problem (over the structure of the network) and a traditional (continuous parameter)
optimization problem. Thus, it is possible to utilize non-EO algorithms (such as gradient meth-
ods) to tune continuous-valued parameters. Randomization during optimization is performed
using, for example, diﬀerent subsets of training data and randomized input data. This reduces
the likelihood of problems caused by poorly chosen initial conditions.
There are several other advantages of using EO over other optimization techniques. Our
EO requires a ﬁtness or scoring function to be deﬁned for each task. This function assigns a
“score” to each network, based on how well it is performing on the task. However, the only
requirement on this scoring function is that higher performing networks receive higher scores.
The lack of restriction on the scoring function allows for the same EO to be used for many
diﬀerent types of problems, including control [14] and anomaly detection [15]. Because the EO
discovers structure, parameters, and dynamics, the user is required to know very little about the
required network structure for any given task. We view this as an advantage compared to more
traditional neural network architectures, where there is often little guidance on the selection of
a network’s structure that must be deﬁned prior to training. We use a direct representation of
our networks in the EO. Tournament selection is used to select parents for reproduction. We
use both crossover and mutation operations as reproduction operators for the EO.
3 Experiments and Results
We have previously applied our NIDA networks and EO design method to control [14] and
anomaly detection [15] tasks. In this work, we apply our networks to the MNIST handwritten
digit classiﬁcation task [6]. In this task, 28 by 28 pixel images of handwritten digits (0-9) are
given as input, and the goal of the task is to produce the correct digit corresponding to the
image as output.
This task is entirely static; there is no time component. Thus, simply feeding the image as
input to a NIDA network does not take advantage of the dynamic components of our network.
To take advantage of the information content that can be stored in a network via synaptic delays
and neuronal charges, we chose to add a time component to the task. In particular, rather than
feeding the entire image into the network at once, the network “scans” the image in one of
three ways: (1) a row at a time, (2) a column at a time, or (3) both a row and a column at a
time (Figure 1). This allows the task to take advantage of the inherent dynamical properties of
NIDA networks. This approach also signiﬁcantly reduces the size of the network (by reducing
the number of input neurons from 784 to 28 or 56). There are several ways one might use our
networks to solve this task. A single network could be trained that takes the image as input (in
the scanning way as described above) and has 10 output neurons (one corresponding to each
digit). Then, based on the activity of the network a guessed digit or digits can be produced,
for example, by choosing the digit that corresponds to the output neuron that ﬁres the most
3
. .
91
Spatiotemporal Classiﬁcation Using NIDA Schuman, Birdwell, and Dean
Figure 1: Example digits from the MNIST handwritten database [6]. Rather than give an entire
image as input to a NIDA network, input is given in one of three ways: (1) a row at a time, (2)
a column at a time, or (3) both a row and a column at a time.
during simulation. This is the most straightforward approach; however, because the network is
required to recognize each digit type, the resulting networks may be very complex. We instead
use many small networks that contribute to the ﬁnal solution.
In particular, we propose training networks to recognize a single digit at a time. The results
of these networks can then be combined via a winner-take-all (WTA) scheme to produce the
guessed digit for any given test case. There are multiple ﬁtness or scoring functions that can
be deﬁned for this task. We explored two diﬀerent ﬁtness functions.
The ﬁrst ﬁtness function takes 500 randomly selected images at a time from the training
set (50 representing each digit type). Then, of those 500, the ﬁtness function takes 10 at a
time (one for each digit type), and simulates the network on each of those images. Suppose we
are training a network to recognize images of the digit d (where d ∈ {0, ..., 9}). If the network
correctly classiﬁes an image of type d and correctly identiﬁes that the other nine are not of
digit type d, the network’s score is increased by 10. If the network fails on any of those ten
classiﬁcations, its score is unchanged. The goal of this ﬁtness function is to produce networks
that are able to identify a particular digit and only digits of that type.
The second ﬁtness function is based on entropy. Again, suppose we are training a network
to recognize images of digit type d. For each network, we evaluate that network on all of
the training set images to produce a listing of the number of times that network ﬁres (in
some window or over the course of the entire simulation). Once all of the training images
have been evaluated, a set of 2-tuples is produced for the network, one for each training image:
S = {(f1, d1), (f2, d2), ..., (fn, dn)}, where fi is the number of times the network ﬁred for training
image i and di is the correct digit associated with training image i. Deﬁne a threshold parameter
T ∈ {fi}ni=1. If fi ≥ T ,let (fi, di) ∈ Syes; otherwise, let (fi, di) ∈ Sno. Let nyes,c = |{(fi, di) ∈
Syes : di = d}|, and let nyes,w = |{(fi, di) ∈ Syes : di = d}|. Let nno,c = |{(fi, di) ∈ Sno : di =
d}|, and let nno,w = |{(fi, di) ∈ Sno : di = d}|.
The entropy for a particular threshold value T is calculated as follows:
H(T ) = −
∑
r∈{yes,no}
|Sr|
|S|
∑
k∈{c,w}
nr,k
|Sr| log2
nr,k
|Sr| (1)
The ﬁtness function for training is deﬁned as:
F (Network) = min
T∈{fi}ni=1
H(T ) (2)
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The EO attempts to ﬁnd the network (and associated threshold T ) that minimizes the
ﬁtness function.
In both ﬁtness functions, rather than training over the entire set of training images at a
time, 5,000 of the 60,000 are randomly chosen, where 500 of each digit type are represented in
the 5,000. This is an attempt to avoid over ﬁtting to the training set. Then, rather than using
only one network for each digit, many networks are chosen. Using one or both of these ﬁtness
functions, we assume that the networks that are being produced are recognizing particular
features of each digit type, but not necessarily recognizing every feature of a particular digit.
The ﬁrst ﬁtness function produced an ensemble of networks that resulted in 83.7 percent
accuracy on the testing set of handwritten digits. This results ensemble was made up of 600
networks, 20 for each digit for each scanning type. The accuracies for each scanning type were
as follows: 72.1 percent accuracy by row, 79.6 percent accuracy by column, and 76.0 percent
accuracy for both row and column. Figure 2 shows the results for each digit type. This ﬁgure
gives some insight as to how the networks are operating. For example, nines were often mis-
classiﬁed as either fours or sevens, which we categorize as a valid mis-guess, as some nines may
often appear very similar to fours or sevens. Similarly, threes are often mis-classiﬁed as ﬁves
or eights. Again, threes have many similar features as ﬁves and eights, so the mis-guess makes
sense within the construct of the problem. It also indicates that this ﬁtness function may be
inadvertently producing networks that recognize features, rather than the entire digit, so the
second, more complex ﬁtness function may not be required.
Figure 2: Classiﬁcation results for the ﬁrst ﬁtness function. Elements along the diagonal indicate
correctly classiﬁed digits. All other values are incorrectly classiﬁed. Note that the coloring is
on a log scale, which was used so that incorrect classiﬁcations could be more easily observed.
The second ﬁtness function produced an ensemble of networks that results in 83.2 percent
accuracy on the testing set. An important feature of the second ﬁtness function is that it is just
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as likely to produce networks to recognize a particular digit type that ﬁre when the image is
not of that digit type. For example, if the network is supposed to recognize threes, this ﬁtness
function may produce networks that ﬁre when an image is not of a three, rather than ﬁring
when recognizing a three. We tested each network’s classiﬁcation accuracy on the training
set to determine if the network ﬁred when recognizing the digit it was supposed to classify
or if the network ﬁred when it determined the current image was not the digit it was meant
to recognize. The results ensemble was made up of 200 networks, 20 for each digit. For this
ﬁtness function, only networks scanning by column were produced, as those networks resulted
in the best individual accuracy. Figure 3 shows the results for each digit type. Two anomalies
occurred with the set of networks produced. Similar to the results for the ﬁrst ﬁtness function,
sevens and fours were often mistaken for nines, and zeros, threes and ﬁves were often mistaken
for ﬁves. Eights, ﬁves, threes, and zeros share many features, such as a backwards C-like
shape on the bottom. We are interested in this type of ﬁtness approach because it admits the
possibility of unsupervised learning, ﬁnding classiﬁers that eﬃciently segregate input streams
into dissimilar collections, with the possibility of later using these networks as feature extractors
in more complex classiﬁers or controllers.
Figure 3: Classiﬁcation results for the second ﬁtness function. Elements along the diagonal
indicate correctly classiﬁed digits. All other values are incorrectly classiﬁed. Note that the
coloring is on a log scale, which was used so that incorrect classiﬁcations could be more easily
observed.
We also combined both sets of ensembles to produce one large ensemble of 800 networks
(80 for each digit type). This ensemble produced a testing classiﬁcation accuracy of 87.1. The
sizes of the networks for each digit type are shown in Figure 4. Most of the networks were
very similar in size, with networks scanning both by row and column being larger in number
of neurons. This inﬂation is mostly due to the fact that these networks had 56 input neurons
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rather than 28 as the other network types did. An interesting point to note about the sizes of
the networks produced is that the networks that recognized ones had noticeably more synapses
than other networks for those trained with the ﬁrst ﬁtness function. Classiﬁcation of ones was
also the most accurate of any digit for the ensemble of networks produced using the ﬁrst ﬁtness
function (97.2 percent classiﬁed correctly). The second ﬁtness function produces networks with
more neurons than those scanning only by row or by column using the ﬁrst ﬁtness function,
but the number of synapses was comparable.
Figure 4: Network size information for the networks produced. The three columns of the plots
on the left correspond to networks produced using the ﬁrst ﬁtness function, while the last
column of networks corresponds to networks produced using the second ﬁtness function (based
on entropy). The box and whisker plots show the lower to upper quartile values, with a red line
at the median. The whiskers indicate the range of the data, with outliers also shown. Numbers
of neurons (top row) and synapses (bottom row) are given for each digit type and each scanning
type.
Each of the networks produced by the ﬁrst ﬁtness function was generated in two hours and
those produced by the second ﬁtness function were generated in 24 hours. No pre-processing
was done on the handwritten images. Some pre-processing on the images may also improve
performance. These results are not yet comparable with the state-of-the-art results on classiﬁ-
cation of handwritten digits, which are available in [6], which have less than 1 percent error in
classiﬁcation of the testing set. However, many of the other methods used in solving this prob-
lem are tailored speciﬁcally for problems such as this one, whereas NIDA networks are meant
to perform relatively well on a wide variety of problem types, including those with temporal
components.
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4 Conclusion
In this work, we discuss a neuroscience-inspired dynamic architecture (NIDA) and an associated
design method based on evolutionary optimization. We present the results of this architecture
and design method for a static classiﬁcation task.
We note that our NIDA networks are not directly suitable to static tasks (tasks in which there
is no time component). However, many such tasks can be adapted to include a time component,
as we did with the “scanning” of the handwritten digit images, thus taking advantage of the
dynamic properties of our network. The main advantage of our network architecture and
design method is that it can produce networks to solve a wide variety of tasks, including
anomaly detection tasks, control tasks, and classiﬁcation tasks. A primary disadvantage of
using evolutionary optimization as the training method is that it can be relatively slow to adapt
for some problem types. However, we believe that the ﬂexibility that evolutionary optimization
provides justiﬁes its use [16].
Instead of producing a single network to solve the entire handwritten digit classiﬁcation
problem, we produce many networks solving a subproblem of the classiﬁcation problem (identi-
fying a particular digit) and combine the results to produce a solution. This approach produces
useful networks that could be combined into one larger network to produce the solution, if
needed. In particular, the approach produces useful subnetworks to be included in the network
that solves the larger problem of taking an image as input and identifying the digit represented
in that image. By breaking a problem into smaller subproblems and solving those, we can then
combine the networks into a single larger network and use evolutionary optimization to discover
the connections required between the subnetworks. A similar approach can be applied in many
anomaly detection and control problems, in which there are subproblems to be solved. In fact,
many problems may reuse the same subnetwork many times. Furthermore, we suspect that
networks that are useful for one problem may also be useful for other problems, as is observed
in biology [11, 1]. By building a library of networks that solve subproblems, we can re-use
these networks in future applications and improve learning time by tweaking existing networks
instead of generating networks from scratch for each problem.
We present two ﬁtness functions to develop networks that classify handwritten digits. We
believe that the second ﬁtness function or similar functions based on entropy are worth pursuing
for classiﬁcation tasks. In particular, the second ﬁtness function may be able to produce
networks to be used in a decision tree framework, used in combination with algorithms such as
ID3 [12] or CART [2]. Either of these approaches could be used to select a tree of classiﬁers that
utilize the entropy-based feature extraction methods in order to maximize information gain.
This architecture is currently being adapted for hardware [3]. The hardware implementation
enables simulations to take place at a greater speed, which will signiﬁcantly decrease training
time, allowing for better networks to be produced in a shorter amount of time.
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