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Let F denote a field and let V denote a vector space over F with
finite positive dimension. We consider an ordered pair of F-linear
transformations A : V → V and A∗ : V → V that satisfy the
following conditions: (i) each of A, A∗ is diagonalizable on V ; (ii)
there exists an ordering {Vi}di=0 of the eigenspaces of A such that
A∗Vi ⊆ V0 + V1 + · · · + Vi+1 for 0  i  d, where V−1 := 0 and
Vd+1 := 0; (iii) there exists an ordering {V∗i }δi=0 of the eigenspaces
of A∗ such that AV∗i ⊆ V∗0 + V∗1 + · · · + V∗i+1 for 0  i  δ, where
V∗−1 := 0 and V∗δ+1 := 0.We call such a pair a Hessenberg pair on V .
It is known that if the Hessenberg pair A, A∗ on V is irreducible then
d = δ and for 0  i  d the dimensions of Vi and V∗d−i coincide. We
say a Hessenberg pair A, A∗ on V is sharp whenever it is irreducible
and dimV∗0 = dimVd = 1.
In this paper, we give the definitions of a Hessenberg system and
a sharp Hessenberg system. We discuss the connection between a
Hessenberg pair and aHessenberg system.We also define a finite se-
quence of scalars called the parameter array for a sharp Hessenberg
system, which consists of the eigenvalue sequence, the dual eigen-
value sequence and the split sequence. We calculate the split se-
quence of a sharpHessenberg system.We show that a sharpHessen-
bergpair is a tridiagonal pair if andonly if there exists anonzeronon-
degenerate bilinear form 〈 , 〉 on V that satisfies 〈Au, v〉 = 〈u, Av〉
and 〈A∗u, v〉 = 〈u, A∗v〉 for all u, v ∈ V .
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Webeginwith the following situation in linear algebra. Throughout the paperF denotes a field and
V denotes a vector space over Fwith finite positive dimension.
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By a decomposition of V , we mean a sequence {Vi}di=0 consisting of nonzero subspaces of V such
that V = ∑di=0 Vi (direct sum). For notational convenience we set V−1 := 0, Vd+1 := 0.
Let {Vi}di=0 denote a decomposition of V . By the shape of this decomposition wemean the sequence
{ρi}di=0 where ρi is the dimension of Vi for 0  i  d.
By a linear transformation on V , we mean an F-linear map from V to V . Let End(V) denote the
F-algebra consisting of all linear transformations from V to V .
Let A denote a linear transformation on V . By an eigenspace of A, we mean a nonzero subspace W
of V of the form
W = {v ∈ V |Av = θv},
where θ ∈ F. In this case,we call θ the eigenvalueofA associatedwithW .We say thatA isdiagonalizable
whenever V is spanned by the eigenspaces of A.
Definition 1.1 [1, Definition 1.1]. By a Hessenberg pair on V , we mean an ordered pair of linear trans-
formations A : V → V and A∗ : V → V that satisfy (i)–(iii) below:
(i) Each of A, A∗ is diagonalizable on V .
(ii) There exists an ordering {Vi}di=0 of the eigenspaces of A such that
A∗Vi ⊆ V0 + V1 + · · · + Vi+1 (0  i  d), (1)
where V−1 := 0 and Vd+1 := 0.
(iii) There exists an ordering {V∗i }δi=0 of the eigenspaces of A∗ such that
AV∗i ⊆ V∗0 + V∗1 + · · · + V∗i+1 (0  i  δ), (2)
where V∗−1 := 0 and V∗δ+1 := 0.
Let A, A∗ denote an ordered pair of diagonalizable linear transformations on V . Let {Vi}di=0 (resp.
{V∗i }δi=0) denote any ordering of the eigenspaces ofA (resp.A∗).We say that the pairA, A∗ is Hessenberg
with respect to ({Vi}di=0; {V∗i }δi=0) whenever these orderings satisfy (1) and (2). Let {θi}di=0 (resp.
{θ∗i }δi=0) denote the ordering of the eigenvalues of A (resp. A∗) that corresponds to {Vi}di=0 (resp.
{V∗i }δi=0). We say that the pair A, A∗ is Hessenberg with respect to ({θi}di=0; {θ∗i }δi=0) whenever the
pair A, A∗ is Hessenberg with respect to ({Vi}di=0; {V∗i }δi=0).
Definition 1.2 [1, Definition 1.4]. Let A, A∗ denote an ordered pair of linear transformations on V . We
say the pair A, A∗ is irreducible whenever there is no subspace W of V such that AW ⊆ W, A∗W ⊆
W, W = 0, W = V .
Definition 1.3. LetA, A∗ be aHessenberg pair onV . It is called an irreducible Hessenberg pair, whenever
it is irreducible in the sense of Definition 1.2.
For an irreducible Hessenberg pair A, A∗, the scalars d and δ from Definition 1.1 are equal by [1,
Proposition 2.4] and for 0  i  d the dimensions of Vd−i and V∗i are the same by [1, Corollary 3.6].
Definition 1.4. Let A, A∗ be a Hessenberg pair on V . It is called a sharp Hessenberg pair, whenever it is
irreducible and both the dimensions of V∗0 and Vd are 1.
In this paper, we give the definitions of a Hessenberg system and a sharp Hessenberg system. We
discuss the connection between a Hessenberg pair and a Hessenberg system. We also define a fi-
nite sequence of scalars called the parameter array for a sharp Hessenberg system, which consists of
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the eigenvalue sequence, the dual eigenvalue sequence and the split sequence. We calculate the split
sequence of a sharp Hessenberg system. Let V ′ be a finite dimensional vector space with dim(V) =
dim(V ′), and let σ denote an anti-isomorphism from End(V) to End(V ′). We show that if  =
{A; {Ei}di=0; A∗; {E∗i }δi=0} is a Hessenberg system on V , then σ = {Aσ ; {Eσd−i}di=0; A∗σ ; {E∗σδ−i}δi=0}
is a Hessenberg system on V ′. We show that a sharp Hessenberg pair is a tridiagonal pair (see Defi-
nition 5.1) if and only if there exists a nonzero nondegenerate bilinear form 〈 , 〉 on V that satisfies
〈Au, v〉 = 〈u, Av〉 and 〈A∗u, v〉 = 〈u, A∗v〉 for all u, v ∈ V .
2. Hessenberg systems
We first give some concepts from linear algebra. Let A denote a diagonalizable element of End(V).
Let {Vi}di=0 denote anorderingof the eigenspaces ofA and let {θi}di=0 denote the correspondingordering
of the eigenvalues of A. For 0  i  d, let Ei : V → V denote the linear transformation such that
(Ei − I)Vi = 0 and EiVj = 0 for j = i (0  j  d). Here I denotes the identity of End(V). We call Ei
the primitive idempotent of A corresponding to Vi (or θi). Observe that (i) E0 + E1 + · · · + Ed = I; (ii)
EiEj = δijEi (0  i, j  d); (iii) EiV = Vi (0  i  d); (iv) A = ∑di=0 θiEi. Moreover
Ei =
∏
0jd,j =i
A − θjI
θi − θj . (3)
For 0  i  d, EiV is the eigenspace of A associated with the eigenvalue θi. We note that {Ei}di=0 is a
basis for the F-subalgebra of End(V) generated by A. We now define a Hessenberg system.
Definition 2.1. By a Hessenberg system on V , we mean a sequence
 = {A; {Ei}di=0; A∗; {E∗i }δi=0}
that satisfies (i)–(v) below.
(i) A, A∗ are both diagonalizable linear transformations on V .
(ii) {Ei}di=0 is an ordering of the primitive idempotents of A.
(iii) {E∗i }δi=0 is an ordering of the primitive idempotents of A∗.
(iv) EiA
∗Ej = 0 if i > j + 1 ( 0  i, j  d ).
(v) E∗i AE∗j = 0 if i > j + 1 ( 0  i, j  δ ).
For notational convenience we set E−1 := 0, Ed+1 := 0, E∗−1 := 0, E∗δ+1 := 0.
In the following two lemmas, we give the connection between Hessenberg pairs and Hessenberg
systems.
Lemma 2.2. Let A, A∗ denote an ordered pair of diagonalizable linear transformations on V. Assume the
ordered pair A, A∗ is Hessenberg with respect to ({Vi}di=0; {V∗i }δi=0). Let Ei be the primitive idempotent of
A corresponding to Vi for 0  i  d and let E∗i be the primitive idempotent of A∗ corresponding to V∗i for
0  i  δ. Then
 = {A; {Ei}di=0; A∗; {E∗i }δi=0}
is a Hessenberg system on V.
Proof. Weverify the conditions (i)–(v) ofDefinition2.1. Condition (i) is justDefinition1.1(i). Conditions
(ii)–(iii) are obvious by assumption. To obtain condition (iv), pick any integers i, j (0  i, j  d), and
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assume i > j + 1. For all v ∈ V ,
EiA
∗Ejv ∈ EiA∗Vj
⊆ Ei(V0 + V1 + · · · + Vj+1)
= 0,
so EiA
∗Ej = 0. We have now verified condition (iv), and condition (v) is similarly obtained. 
Lemma 2.3. Let
 = {A; {Ei}di=0; A∗; {E∗i }δi=0}
denote a Hessenberg system on V. Then
A∗EiV ⊆ E0V + E1V + · · · + Ei+1V (0  i  d), (4)
AE∗i V ⊆ E∗0V + E∗1V + · · · + E∗i+1V (0  i  δ). (5)
Moreover, the ordered pair A, A∗ is Hessenberg with respect to ({Vi}di=0; {V∗i }δi=0), where Vi = EiV for
0  i  d and V∗i = E∗i V for 0  i  δ. We refer to A, A∗ as the Hessenberg pair associated
with .
Proof. To obtain (4), observe by the equation E0 + E1 + · · · + Ed = I and Definition 2.1(iv) that
A∗EiV = (E0 + E1 + · · · + Ed)A∗EiV
= (E0 + E1 + · · · + Ei+1)A∗EiV
⊆ E0V + E1V + · · · + Ei+1V .
Line (5) is similarly obtained, and the last assertion follows. 
Definition 2.4. Let = {A; {Ei}di=0; A∗; {E∗i }δi=0} denote a Hessenberg system on V . Let θi denote the
eigenvalue of A associated with the eigenspace EiV for 0  i  d and let θ∗i denote the eigenvalue of
A∗ associated with the eigenspace E∗i V for 0  i  δ. We call {θi}di=0 (resp. {θ∗i }δi=0) the eigenvalue
sequence (resp. dual eigenvalue sequence) of. We observe {θi}di=0 (resp. {θ∗i }δi=0) aremutually distinct
and contained in F.
Definition 2.5. Let  = {A; {Ei}di=0; A∗; {E∗i }δi=0} denote a Hessenberg system on V . We say 
is an irreducible Hessenberg system, whenever the ordered pair A, A∗ is an irreducible Hessenberg
pair. We say  is a sharp Hessenberg system, whenever the ordered pair A, A∗ is a sharp Hessenberg
pair.
Lemma 2.6. With reference to Definition 2.4, the following (i)–(ii) hold.
(i) EiA
∗kEj = 0 if i > j + k (0  i, j, k  d).
(ii) E∗i AkE∗j = 0 if i > j + k (0  i, j, k  δ).
Proof. Routinely obtained using Definition 2.1 (iv) and (v). 
When discussing sharp Hessenberg systems we will use the following notational convention. Let
λ denote an indeterminate and let F[λ] denote the F-algebra consisting of all polynomials in λ that
have coefficients in F. With reference to Definition 2.4, for 0  i  d and 0  j  δ we define the
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following polynomials in F[λ]:
τi = (λ − θ0)(λ − θ1) · · · (λ − θi−1),
ηi = (λ − θd)(λ − θd−1) · · · (λ − θd−i+1),
τ ∗j = (λ − θ∗0 )(λ − θ∗1 ) · · · (λ − θ∗j−1),
η∗j = (λ − θ∗δ )(λ − θ∗δ−1) · · · (λ − θ∗δ−j+1).
Note that each of τi, ηi is monic with degree i and each of τ
∗
j , η
∗
j is monic with degree j. By (3), for
0  i  d and 0  j  δ we have
Ei = τi(A)ηd−i(A)
τi(θi)ηd−i(θi)
, E∗j =
τ ∗j (A∗)η∗δ−j(A∗)
τ ∗j (θ∗j )η∗δ−j(θ∗j )
.
In particular
E0 = ηd(A)
ηd(θ0)
, Ed = τd(A)
τd(θd)
, (6)
E∗0 =
η∗δ (A∗)
η∗δ (θ∗0 )
, E∗δ =
τ ∗δ (A∗)
τ ∗δ (θ∗δ )
. (7)
We mention a result for future use.
Lemma 2.7 [3, Proposition 5.5]. With reference to Definition 2.4,
ηd =
d∑
i=0
ηd−i(θ0)τi, η∗δ =
δ∑
i=0
η∗δ−i(θ∗0 )τ ∗i , (8)
τd =
d∑
i=0
τd−i(θd)ηi, τ ∗δ =
δ∑
i=0
τ ∗δ−i(θ∗δ )η∗i . (9)
3. The split decomposition and the parameter array
We first recall the split decomposition. We start with a comment. With reference to Definition 2.4,
assume  = {A; {Ei}di=0; A∗; {E∗i }di=0} is irreducible. For 0  i  d define
Ui = (E0V + E1V + · · · + Ed−iV) ∩ (E∗0V + E∗1V + · · · + E∗i V). (10)
By [1, Lemma 2.5] the sequence {Ui}di=0 is a decomposition of V . By [1, Lemma 3.2], both
U0 + U1 + · · · + Ui = E∗0V + E∗1V + · · · + E∗i V, (11)
Ui + Ui+1 + · · · + Ud = E0V + E1V + · · · + Ed−iV (12)
for 0  i  d. By [1, Corollary 3.6] the dimensions of Ui, Ed−iV and E∗i V are the same. By [1, Lemma
2.3] both
(A − θd−iI)Ui ⊆ Ui+1, (13)
(A∗ − θ∗i I)Ui ⊆ Ui−1 (14)
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for 0  i  d,whereU−1 := 0andUd+1 := 0. The sequence {Ui}di=0 is called the-split decomposition
of V .
Let  = {A; {Ei}di=0; A∗; {E∗i }di=0} denote a sharp Hessenberg system on V and let {Ui}di=0 be the
-split decomposition of V . Note that U0(= E∗0V) has dimension 1 and for 0  i  d the space U0 is
invariant under
(A∗ − θ∗1 I)(A∗ − θ∗2 I) · · · (A∗ − θ∗i I)(A − θd−i+1I) · · · (A − θd−1I)(A − θdI). (15)
Let ξi denote the corresponding eigenvalue. Note that ξ0 = 1. We call the sequence {ξi}di=0 the split
sequence of .
Definition 3.1. With reference to Definition 2.4, assume  is a sharp Hessenberg system. By the
parameter array of  we mean the sequence ({θi}di=0, {θ∗i }di=0, {ξi}di=0), where {θi}di=0 is the eigen-
value sequence of , {θ∗i }di=0 is the dual eigenvalue sequence of  and {ξi}di=0 is the split sequence
of .
4. Calculation of the split sequence
In this section, we calculate the split sequence of a sharp Hessenberg system. To prepare for this
we have a few lemmas.
Lemma 4.1. With reference to Definition 2.4, assume that d = δ. Then for 0  i, j  d we have
Edτ
∗
i (A
∗)ηj(A)E∗0 = 0 (16)
provided i = j.
Proof. Wefirst show (16) for i < j. In the left-hand side of (16)we insert a factor I between τ ∗i (A∗) and
ηj(A). We expand using I = ∑dr=0 Er and simplify the result using Erηj(A) = ηj(θr)Er for 0  r  d.
By these comments the left-hand side of (16) is equal to
d∑
r=0
ηj(θr)Edτ
∗
i (A
∗)ErE∗0 . (17)
For 0  r  d, we examine term r in (17). By the definition of ηj , we have ηj(θr) = 0 for d − j + 1 
r  d. By Lemma 2.6(i), we find EdA∗sEr = 0 for 0  r < d − s. By this and since τ ∗i (A∗) has
degree i, we find Edτ
∗
i (A
∗)Er = 0 for 0  r < d − i. By these comments term r in (17) vanishes for
d − j + 1  r  d and 0  r < d − i. Recall i < j so term r in (17) vanishes for 0  r  d. In other
words (17) is 0. We have shown (16) for i < j. Next we show (16) for i > j. In the left-hand side of
(16) we again insert a factor I between τ ∗i (A∗) and ηj(A). This time we expand using I =
∑d
r=0 E∗r and
simplify the result using τ ∗i (A∗)E∗r = τ ∗i (θ∗r )E∗r for 0  r  d. By these comments the left-hand side
of (16) is equal to
d∑
r=0
τ ∗i (θ∗r )EdE∗r ηj(A)E∗0 . (18)
For0  r  d,weexamine term r in (18). By thedefinitionofτ ∗i ,wehaveτ ∗i (θ∗r ) = 0 for0  r  i−1.
By Lemma 2.6(ii), we find E∗r AsE∗0 = 0 for s < r  d. By this and since ηj(A) has degree j, we find
E∗r ηj(A)E∗0 = 0 for j < r  d. By these comments term r in (18) vanishes for 0  r  i − 1 and
j < r  d . Recall i > j so term r in (18) vanishes for 0  r  d. In other words (18) is 0. We have
shown (16) for i > j. 
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Lemma 4.2. With reference to Definition 2.4, assume that d = δ. Then for 0  i  d both
Edτ
∗
i (A
∗)ηi(A)E∗0 = (θd − θd−1)(θd − θd−2) · · · (θd − θd−i)Edτ ∗i (A∗)EdE∗0 , (19)
Edτ
∗
i (A
∗)ηi(A)E∗0 = (θ∗0 − θ∗1 )(θ∗0 − θ∗2 ) · · · (θ∗0 − θ∗i )EdE∗0ηi(A)E∗0 . (20)
Proof. In the expression on the right in (19), eliminate the middle Ed using the equation on the right
in (6); evaluate the result using (9) and (16) to get the expression on the left in (19). This gives (19).
Line (20) is similarly obtained. 
We now restrict our attention to sharp Hessenberg systems.
Lemma 4.3. With reference to Definition 2.4, assume  is a sharp Hessenberg system. Let {ξi}di=0 denote
the split sequence of . Then for 0  i  d both
(A∗ − θ∗1 I)(A∗ − θ∗2 I) · · · (A∗ − θ∗i I)ηi(A)E∗0 = ξiE∗0 , (21)
Edτ
∗
i (A
∗)ηi(A)E∗0 = ξiEdE∗0 . (22)
Proof. By the construction
(A∗ − θ∗1 I)(A∗ − θ∗2 I) · · · (A∗ − θ∗i I)ηi(A) − ξiI
vanishes on U0 (= E∗0V), so (21) holds. Next, we show (22). Multiplying both sides of (21) on the left
by Ed,
Ed(A
∗ − θ∗1 I)(A∗ − θ∗2 I) · · · (A∗ − θ∗i I)ηi(A)E∗0 = ξiEdE∗0 . (23)
Observe that the expression
(A∗ − θ∗1 I)(A∗ − θ∗2 I) · · · (A∗ − θ∗i I) − τ ∗i (A∗)
is a polynomial in A∗ with degree less than i, so it is a linear combination of {τ ∗r (A∗)}i−1r=0. By this and
Lemma 4.1 we find that the left-hand side of (23) is equal to the left-hand side of (22). This gives
(22). 
Theorem 4.4. With reference to Definition 2.4, assume is a sharp Hessenberg system. Let {ξi}di=0 denote
the split sequence of . Then for 0  i  d
ξi = (θ∗0 − θ∗1 )(θ∗0 − θ∗2 ) · · · (θ∗0 − θ∗i )tr(ηi(A)E∗0 ). (24)
Moreover if tr(EdE
∗
0 ) is not zero, then for 0  i  d, both
ξi = (θd − θd−1)(θd − θd−2) · · · (θd − θd−i)tr(Edτ ∗i (A∗)), (25)
ξi = tr(Edτ
∗
i (A
∗)ηi(A)E∗0 )
tr(EdE
∗
0)
. (26)
Proof. First, we take the trace of both sides of (21) and use tr(MN) = tr(NM), tr(E∗0 ) = 1, E∗0A∗ =
θ∗0 E∗0 to find (24). Next, assume that tr(EdE∗0 ) is not zero. We take the trace of both sides of (22) to find
(26). To show (25), observe that the left hand sides of (19) and (20) coincide. Since Ed has rank 1 we
find EdE
∗
0Ed is a scalar multiple of Ed. Taking the trace we find EdE
∗
0Ed = tr(EdE∗0 )Ed. Using this and
tr(MN) = tr(NM)we find that the trace of the right hand side of (19) is equal to the right hand side of
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(25) times tr(EdE
∗
0). Similarly, the trace of the right hand side of (20) is equal to the right hand side of
(24) times tr(EdE
∗
0), i.e., ξitr(EdE
∗
0 ). By these comments and the assumption that tr(EdE
∗
0) is not zero,
we get (25). 
5. Hessenberg pairs and tridiagonal pairs
In this section,weexplainhowHessenbergpairs are related to tridiagonalpairs.Westartby recalling
the notion of a tridiagonal pair.
Definition 5.1 [2, Definition 1.1]. By a tridiagonal pair on V , we mean an ordered pair of linear trans-
formations A : V → V and A∗ : V → V that satisfy the following four conditions.
(i) Each of A, A∗ is diagonalizable on V .
(ii) There exists an ordering {Vi}di=0 of the eigenspaces of A such that
A∗Vi ⊆ Vi−1 + Vi + Vi+1 (0  i  d), (27)
where V−1 := 0 and Vd+1 := 0.
(iii) There exists an ordering {V∗i }δi=0 of the eigenspaces of A∗ such that
AV∗i ⊆ V∗i−1 + V∗i + V∗i+1 (0  i  δ), (28)
where V∗−1 := 0 and V∗δ+1 := 0.
(iv) The pair A, A∗ is irreducible in the sense of Definition 1.2.
Observe that a tridiagonal pair A, A∗ on V is an irreducible Hessenberg pair, but the converse is not
true. In order to give a criterion for an irreducible Hessenberg pair to be a tridiagonal pair, we recall
the notion of bilinear forms. For more information on bilinear forms, see [5].
Throughout this section let V ′ denote a vector space over F such that dimV ′ = dimV .
A map 〈 , 〉 : V × V ′ → F is called a bilinear form whenever the following conditions hold for
u, v ∈ V, for u′, v′ ∈ V ′, and for α ∈ F: (i) 〈u + v, u′〉 = 〈u, u′〉 + 〈v, u′〉; (ii) 〈αu, u′〉 = α〈u, u′〉;
(iii) 〈u, u′ + v′〉 = 〈u, u′〉 + 〈u, v′〉; (iv) 〈u, αu′〉 = α〈u, u′〉. Let 〈 , 〉 : V × V ′ → F denote a
bilinear form. Then the following are equivalent: (i) there exists a nonzero v ∈ V such that 〈v, v′〉 = 0
for all v′ ∈ V ′; (ii) there exists a nonzero v′ ∈ V ′ such that 〈v, v′〉 = 0 for all v ∈ V . The form is said to
be degeneratewhenever (i), (ii) hold and nondegenerate otherwise. By a bilinear form on V wemean a
bilinear form 〈 , 〉 : V × V → F.
By an F-algebra anti-isomorphism from End(V) to End(V ′) we mean an isomorphism of F-vector
spaces σ : End(V) → End(V ′) such that (XY)σ = YσXσ for all X, Y ∈ End(V). By an anti-
automorphism of End(V)we mean an F-algebra anti-isomorphism from End(V) to End(V).
Let 〈 , 〉 : V × V ′ → F denote a nondegenerate bilinear form. Then there exists a unique anti-
isomorphism σ : End(V) → End(V ′) such that 〈Xv, v′〉 = 〈v, Xσ v′〉 for all v ∈ V , v′ ∈ V ′ and
X ∈ End(V). Conversely, given an anti-isomorphism σ : End(V) → End(V ′), there exists a bilinear
form 〈 , 〉 : V × V ′ → F such that 〈Xv, v′〉 = 〈v, Xσ v′〉 for all v ∈ V , v′ ∈ V ′ and X ∈ End(V). This
form is nondegenerate and uniquely determined by σ up to multiplication by a nonzero scalar in F.
We say the form 〈 , 〉 is associated with σ .
Lemma5.2. With reference toDefinition2.4, let V ′ beas above statedand letσ denote ananti-isomorphism
from End(V) to End(V ′). Then σ = {Aσ ; {Eσd−i}di=0; A∗σ ; {E∗σδ−i}δi=0} is a Hessenberg system on V ′.
Proof. Let  = {A; {Ei}di=0; A∗; {E∗i }δi=0} denote a Hessenberg system on V . We show that σ =
{Aσ ; {Eσd−i}di=0; A∗σ ; {E∗σδ−i}δi=0} is aHessenbergsystemonV ′. Todo this,weverifyσ={Aσ ; {Eσd−i}di=0;
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A∗σ ; {E∗σδ−i}δi=0} satisfies the conditions (i)–(v) of Definition 2.1. Concerning Definition 2.1(i), we claim
that Aσ is diagonalizable with eigenvalues {θi}di=0. For f ∈ F[λ] we have f (A) = 0 if and only if
f (Aσ ) = 0. Therefore, Aσ has the sameminimal polynomialdi=0(λ−θi) as A, and {θi}di=0 is the eigen-
value sequence of Aσ . By this and since {θi}di=0 are mutually distinct, Aσ is diagonalizable with eigen-
values {θi}di=0. Similarly A∗σ is diagonalizable with eigenvalues {θ∗i }δi=0. Concerning Definition 2.1(ii),
for 0  i  d, applying σ to (3) we find Eσi is the primitive idempotent of Aσ associatedwith θi. By the
construction, {Eσd−i}di=0 is an ordering of the primitive idempotents of Aσ . Similarly, {E∗σδ−i}δi=0 is an or-
dering of the primitive idempotents of A∗σ and Definition 2.1(iii) holds. Concerning Definition 2.1(iv),
applying σ to the equation in Definition 2.1(iv), we find that Eσj A
∗σ Eσi = 0 if i > j + 1 (0  i, j  d).
Set E′i = Eσd−i.Wehave E′d−jA∗σ E′d−i = 0 if i > j+1, i.e., if d−j > d−i+1 (0  i, j  d). Set i′ = d−j
and j′ = d − i, then we have E′
i′A
∗σ E′
j′ = 0 if i′ > j′ + 1 (0  i′, j′  d). So for the ordering {Eσd−i}di=0
of the primitive idempotents of Aσ , we have Eσd−iA∗σ Eσd−j = 0 if i > j + 1 (0  i, j  d). The proof of
Definition 2.1 (v) is similar to that of Definition 2.1(iv). Thus σ = {Aσ ; {Eσd−i}di=0; A∗σ ; {E∗σδ−i}δi=0} is
a Hessenberg system on V ′ by Definition 2.1. 
Lemma5.3. With reference toDefinition2.4, let V ′ beas above statedand letσ denote ananti-isomorphism
from End(V) to End(V ′). If the Hessenberg system  is irreducible then so is σ .
Proof. Let  = {A; {Ei}di=0; A∗; {E∗i }δi=0} denote a Hessenberg system on V . Assume the pair A, A∗ is
irreducible. We show that the Hessenberg systemσ is irreducible. To do this, we verify that the pair
Aσ , A∗σ on V ′ is irreducible. Let W denote a subspace of V ′ such that AσW ⊆ W and A∗σW ⊆ W .
We show W = 0 or W = V ′. Define W⊥ = {v ∈ V |〈v,w〉 = 0 for all w ∈ W}, where 〈 , 〉
is the bilinear form associated with σ . Since 〈 , 〉 is nondegenerate, dimW + dimW⊥ is equal to
the common dimension of V, V ′. Observe AW⊥ ⊆ W⊥, indeed for all w ∈ W and all v ∈ W⊥,
〈Av,w〉 = 〈v, Aσw〉 = 0 since AσW ⊆ W . We similarly obtain A∗W⊥ ⊆ W⊥. Now W⊥ = 0 or
W⊥ = V since the linear transformations A, A∗ on V is irreducible, and thusW = V ′ orW = 0. Now
the pair Aσ , A∗σ on V ′ is irreducible. 
Lemma 5.4. With reference to Definition 2.4, assume  is irreducible. Let 〈 , 〉 denote a nonzero bilinear
form on V that satisfies
〈Au, v〉 = 〈u, Av〉, 〈A∗u, v〉 = 〈u, A∗v〉, for u, v ∈ V . (29)
Then 〈 , 〉 is nondegenerate.
Proof. It suffices to show that the space W = {w ∈ V |〈w, V〉 = 0} is zero. Using (29) we routinely
find AW ⊆ W and A∗W ⊆ W , so eitherW = 0 orW = V by Definition 1.2. ButW = V since 〈 , 〉 is
nonzero, soW = 0 as desired. 
Theorem 5.5. Let the linear transformations A, A∗ on V be an irreducible Hessenberg pair. If there exists
a nonzero bilinear form 〈 , 〉 on V that satisfies (29) then A, A∗ is a tridiagonal pair.
Proof. Let A, A∗ be two diagonalizable linear transformations on V . Assume that the pair A, A∗ is irre-
ducible andHessenbergwith respect to ({Vi}di=0; {V∗i }di=0). Then there exists an irreducibleHessenberg
system  = {A; {Ei}di=0; A∗; {E∗i }di=0} in the sense of Lemma 2.2, where Ei (resp. E∗i ) is the primitive
idempotent of A (resp. A∗) corresponding to Vi (resp. V∗i ) for 0  i  d. Assume that there exists a
nonzero bilinear form 〈 , 〉 on V that satisfies (29). By Lemma 5.4 the bilinear form 〈 , 〉 is nonde-
generate, and by our comments above Lemma 5.2, there exists an anti-automorphism σ of End(V),
which is associated with the nonzero nondegenerate bilinear form 〈 , 〉. By Lemmas 5.2 and 5.3, we
know that σ = {Aσ ; {Eσd−i}di=0; A∗σ ; {E∗σd−i}di=0} is an irreducible Hessenberg system on V . But by
(29), we find Aσ = A and A∗σ = A∗, and then by (3) we have Eσi = Ei and E∗σi = E∗i for 0  i  d. So
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σ = {A; {Ed−i}di=0; A∗; {E∗d−i}di=0}. By Lemma 2.3, the pair A, A∗ on V is irreducible and Hessenberg
with respect to ({Vd−i}di=0; {V∗d−i}di=0). By [1, Proposition 4.4], A, A∗ is a tridiagonal pair. 
Corollary 5.6. Let the linear transformations A, A∗ on V be a sharp Hessenberg pair. Then A, A∗ is a
tridiagonal pair if and only if there exists a nonzero bilinear form 〈 , 〉 on V that satisfies (29).
Proof. The if part is from Theorem 5.5. The only if part is from [4, Theorem 1.4]. 
Acknowledgements
The authors thank the referee for his/her many useful suggestions and comments. The authors
are also grateful to professor P. Terwilliger and professor T. Ito for their advice during their studying
q-tetrahedron algebra. This work was supported by the NSF of China (10971052) and the NSF of Hebei
Province (A2008000135, A2009000253).
References
[1] Ali Godjali, Hessenberg pairs of linear transformations, Linear Algebra Appl. 431 (2009) 1579–1586.
[2] T. Ito, K. Tanabe, P. Terwilliger, Some algebra related to P- and Q-polynomial association schemes, in: DIMACS Ser. Discrete
Math. Theoret. Comput. Sci., vol. 56, American Mathematical Society, pp. 167–192.
[3] K.Nomura, P. Terwilliger,Matrix units associatedwith the split basis of a Leonardpair, LinearAlgebraAppl. 418 (2006) 775–787.
[4] K. Nomura, P. Terwilliger, The structure of a tridiagonal pair, Linear Algebra Appl. 429 (2008) 1647–1662.
[5] K. Nomura, P. Terwilliger, Sharp tridiagonal pairs, Linear Algebra Appl. 429 (2008) 79–99.
