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Abstract—Slip detection is essential for robots to make robust
grasping and fine manipulation. In this paper, a novel dynamic
vision-based finger system for slip detection and suppression
is proposed. We also present a baseline and feature based
approach to detect object slips under illumination and vibration
uncertainty. A threshold method is devised to autonomously
sample noise in real-time to improve slip detection. Moreover,
a fuzzy based suppression strategy using incipient slip feedback
is proposed for regulating the grip force. A comprehensive
experimental study of our proposed approaches under uncer-
tainty and system for high-performance precision manipulation
are presented. We also propose a slip metric to evaluate such
performance quantitatively. Results indicate that the system can
effectively detect incipient slip events at a sampling rate of 2kHz
(∆t = 500µs) and suppress them before a gross slip occurs.
The event-based approach holds promises to high precision
manipulation task requirement in industrial manufacturing and
household services.
Index Terms—Dynamic Vision Sensor, Event Camera, Slip De-
tection, Slip Suppression, Fuzzy Control, Finger Vision, Robotic
Grasping, Object Manipulation.
I. INTRODUCTION
With the emergence of Industry 4.0 [1] and increased use
of service robots in several application domains [2], there
is a growing demand for advanced perception capabilities in
robotic systems to especially tackle the uncertainties occurring
during physical tasks. Most of today’s robots are equipped
with parallel grippers or sophisticated hands which allows
them to perform simple grasping to dexterous manipulation
tasks [3] in both structured and unstructured environment. Slip
incidents are common while performing such tasks under those
settings. Slippage detection and suppression are key features
for robotic grippers to achieve robust grasping and successful
manipulation. Tactile and vision are the most important sens-
ing modalities that endow robotic grippers with perception
abilities to especially tackle slip incidents. Several types of
sensors [4] and methods have been addressed to detect and
suppress such incidents. However, the increased expectation
of robots on high precision requirements of tasks [5], timely
detection of transient changes in dynamic scenes and efficient
acquisition and processing of sensory information enabling
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Fig. 1: (a) Event-camera (DAVIS 240C) based finger prototype
(b) Spatio-Temporal representation of a slip incident. Image
shown at a particular temporal location corresponds to the
projection of accumulated events over a time interval. (c) Slip
incidents addressed within the three phases of robotic object
manipulation.
real-time response naturally attracts neuromorphic sensors [6],
[7]. Such event-based sensors emulate the perceptual power of
biological systems.
A recent technology and market report [8] predicts the
neuromorphic sensing [6], [7], [9] and computing technologies
will make a great impact on automotive, mobile, medical,
industrial and consumer sectors from 2024. At present, the
development of neuromorphic vision sensors remains the pri-
mary focus of the neuromorphic sensing ecosystem. In this
work, for the first time, a neuromorphic vision sensor that
emulate the simplified neuro-biological model of a human eye
retina is used for enhancing the physical (tactile) sensation of
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a robotic gripper at the finger level. In particular, we directly
use the sensor with transparent finger material to detect slip
with high temporal resolution and refer it as event-based finger
vision that neither requires the object to be occluded nor any
specialized or deforming skin between the object and sensor.
Such settings offer cheap finger replacements, minimize wear
and tear and increases slip detection accuracy and precision
since the contact surface is not affected by the weight, material
type, and geometry of the object. Fig. 1 (a) illustrates Baxter
gripper with event-based finger vision prototype grasping a
box carved with a primitive shape on each side.
Unlike conventional vision sensor which is frame-based
and clock-driven, neuromorphic vision sensor is event-driven
and has low latency, high temporal resolution and wide dy-
namic range. Moreover, the independent sensor pixels operate
asynchronously and in continuous time responds to varying
illumination. We exploit this inherent property of the sensor to
achieve more effective, efficient and less resource-demanding
detection of slip to tackle slip incidents in robotic object ma-
nipulation. In robotic applications, slip detection is considered
with frequencies that are with in the range of 5-100 Hz. In
this work, we present an event-based finger vision system and
corresponding method for detecting incipient slip at a rate of
2kHz. The stream of events generated at the time of slippage
is represented in a Spatio-temporal form in Fig. 1 (b). Image
shown at a particular temporal location corresponds to the
projection of accumulated events over a time interval.
In robotic grasping and manipulation, slip incidents may
occur when (1) a grasp is executed with improper grasping
strategy (2) lifting with insufficient force (3) the dynamic
motion of the manipulator impacts the grasped object (4)
the grasped object is subject to external disturbances such as
addition of weight and placing back the object on the surface.
Such slip incidents are accommodated within the three phases
of robotic object manipulation demonstrated in Fig. 1 (c). In
[10], the authors emphasized neuromorphic sensors are noisy
and the difficulty in setting the ground truth measurement of
noise in the event stream.
Neuromorphic vision sensor suffers from increased sensitiv-
ity to varying illumination and small vibration caused by robot
motion especially in unstructured environment. In particular,
compliant robot performing manipulation tasks causes more
noise in the event data due to continuous vibrations and
augmented illumination uncertainty from robot compliance.
We propose a feature-based approach to tackle these noise
events and robustly detect object slips. Sensing modalities
such as vision and tactile that involve neural processing found
to extract high level geometric features of a stimulus at a
early stage of processing pathways [11], [12], [13] such as
edge orientation at the level of first order in both tactile
neurons [14] and neurons in the retina [15]. Inspired by
the biological processing methods, we extract the corner and
edge features from the temporal evolving events during a slip
motion. These features assists by distinguishing real slippage
and noise induced spurious slip events which is sampled at a
high frequency.
Another issue related to motion based methods for slip
sensing is how to assign a threshold value to distinguish actual
slips and noise. Mostly it is done empirically or by offline
training and calibration. However, these methods are only
suitable for static environments. For our event-based finger
vision based gripper, we propose a method that autonomously
sample noise thresholds online to perform a given manipu-
lation task. Moreover, finding an appropriate grip force to
tackle the varying slips is challenging. Fuzzy logic control
[16] incorporates high-level humanlike IFTHEN rule thinking
and reasoning. Such model free control has been successfully
applied to a wide variety of practical problems. To suppress
slip, a fuzzy logic based control scheme is devised to regulate
the grip force using incipient slip feedback.
In the following, we systematically address the areas of
neuromorphic sensing, conventional sensing, slip detection and
suppression in more details.
A. Neuromorphic Sensing
Sense of touch [17] and vision is the most important sensory
modalities that allows humans to maintain a controlled grip.
Neuromorphic sensors offer viable solution to emulate the
processing of sensor signals from such biological modalities.
In general, a neuromorphic sensor mimics neuro-biological
architecture [18] rather than emulating a complete sensory sys-
tem. Such sensors encode sensory information into time-series
of spikes which is asynchronous, sparse, rich in nature and
use the temporal contrast of spikes to encode a wide range of
information based on the application requirements. Moreover,
they minimize the amount of redundant data transmission by
capturing transient changes in the dynamic scene.
Human hand is the most specialized part of the body that
provides accurate tactile feedback [19]. Detection of incipient
slip is one key functionality of the tactile sensing modal-
ities which enables human to perform robust grasping and
dexterous manipulation.In particular, human hand posses four
functionally distinct tactile receptors distributed and overlap-
ping in the uneven skin surface. These receptors are classified
into fast adapting (FA-I, FA-II) and slow adapting (SA-I,
SA-II) which responds to skin deformation and vibrations at
a frequency up to 400 Hz [20]. During tactile activity, the
signal pattern from different receptors are diverse for different
tasks and their combination increases the level of pattern
complexity. Difficulties in obtaining a clear model for such
complex biological system is one of the primary reason for the
limited progress in artificial tactile sensing and development of
neuromorphic tactile sensor. Alternatively, neuromorphic ap-
proach is used to transform tactile signals to biological relevant
representation (spike events). Recently, drawing inspiration
from the behaviour of mechanoreceptors (e.g. FA-I and SA-I
afferents), [21] demonstrated the feasibility of a tactile-event-
driven model for grasp control, [22] developed a slip detection
and suppression strategy for robotic hands.
Vision is one of the most important sensing modalities
heavily used by humans for perception. In fact, the retina is
the extensively studied human neuro-biological system which
remains a prominent example for the model, design and
implementation of neuromorphic sensors [23]. The retina is a
thin layer of tissue lined at the back of the eye ball which
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is mainly composed of photoreceptors, bipolaar cells, and
ganglion cells [24]. The complex network between photore-
ceptors to ganglion cells in the retina converts light in to
electric impulses (spikes) that is relayed to brain via an optic
nerve. The spikes produced by the ganglion cells carry visual
information which is encoded on the basis of spike rate,
spatial-temporal relation, temporal contrast or any of these
combinations. In particular, the X and Y ganglion retina cells
and their retina-brain pathways gives insights on ’what’ and
’where’ information from the biological vision system. The
’where’ system is sensitive to changes and motion and oriented
towards detection with high temporal resolution. The ’what’
system transports detailed spatial, texture, pattern and color
information.
Conventional frame-based image sensors are focused on
implementing the ’what’ system by which they neglect the
dynamic information in the visual scene. Recently, Dynamic
vision sensor (DVS) [25] was mainly developed to realize
the ’where’ system. The DVS sensor constitutes a simpli-
fied three layer model of the human retina that operates
in continuous time by responding to brightness changes in
the scene. Each individual pixel in the sensor array works
autonomously and respond to temporal contrast by generating
asynchronous spiked events. DVS established a benchmark
in neuromorphic vision sensing and was used in robotics
applications involving high-speed motion detection and ob-
ject tracking. Further exploiting biological vision system, an
Asynchronous Time Based Image Sensor (ATIS) [26] was
developed which is a combination of ’where’ and ’what’
systems that contains event-based change detector to output
a stream of timed spikes and pulse width modulation based
exposure measurement units to encode absolute intensity into
the timed spikes. The DAVIS [27], [28] is a combination of
an asynchronous ’where’ system and a synchronous ’what’
system. It outputs event-based frames through the synchronous
active-pixel sensor and simultaneously outputs events through
the asynchronous DVS sensor. Neuromorphic vision sensors
are recently commercialized and many companies such as
IniVation, Prophesee, Sony, Insightness and celepixel are in the
process of industrial-grade mass production [29]. In our work,
we exploit only the dynamic vision sensing part of DAVIS
for incipient slip detection in robotic manipulation and our
proposed approaches directly process object motion changes
in real-time.
B. Slip Detection Via Conventional Sensing
In robotic grasping and manipulation, slip incident may oc-
cur when a grasp is executed with improper grasping strategy
or insufficient force or grasped object is subject to external
disturbances. Incipient slip and gross slip are two main states
and contiguous phenomenon of slippage where the incipient
slip take place prior to gross slip. Incipient slip refers to a
state at which the object start to loose its boundaries under
grasped condition. If such state of slippage is uncontrolled,
then a further displacement of object occurs which then leads
to a state of gross slip.
In robotic grasping, grasp planning [30] is mainly conducted
in simulation environments since it involves exhaustive search
and evaluation of grasp hypothesis for a given object and
robotic hand. Such controlled way of planning avoids the
necessity of full scale experiment with real hardware which
is time consuming and costly. Apart from that, execution
of the determined grasp in pose and contact level is not
practical. Further, a manipulation task with a grasped object
is subject to internal and external disturbances due to the dy-
namic motion involved. Even these task-oriented disturbances
[31] are modeled to a certain extent based on demonstrated
experiments [32] and heuristics then used in grasp planning.
However, the contact models [33], criteria [34] and quality
measures [35] used for determining a grasp is only a close
approximation which cannot be ideally devised for practical
situations. Therefore a sensory feedback is required to adjust
the grasping force in all stages of robotic object manipulation.
Slippage can be a rich sensory feedback for robotic hands
to tackle object stability issues during grasping and object
manipulation.
Tactile sensing still remains a key element in the process
of robotic manipulation. Robotic grippers and hands are in-
creasingly equipped with different types of tactile sensors.
Based on the working principles, tactile sensing is mainly
achieved by detecting object motions directly or indirectly.
In the following, we address the tactile sensing methods that
use indirect ways for slip detection. (1) observing the ratio
of the measured tangential force to the measured normal
force at the contact point by using F/T sensor [36]. (2)
Measuring changes in shear force using center-of-pressure
(COP) tactile sensors [37], [38]. (3) measuring and analysing
the vibration of the shearing force caused by relative motions
by sensors such as acoustic resonant sensors [39], thick-film
piezoelectric sensors [40], piezoresistive sensors [41], and
optoelectric tactile sensors [42], etc. (4) physically observing
the slip displacement of the object from robotic hands using
various sensors such as optical sensors [43], accelerometers
[44], array tactile sensors [45]. Tactile sensing hardware and
technologies are still underdeveloped when compared to other
perception modalities such as vision. The slow phase of
development is due to the realization of inherent complexity in
the sense of touch in human hands. Another important reason
is conventional tactile sensors requires direct contact with the
object that is subject to wear and risk of sensor saturation
and damage which makes conventional tactile sensing a non
attractive solution for industrial applications.
The idea of using frame-based image sensors for tactile
sensing is not new which allows detecting of object motion.
Detecting the internal reflections via optic based vision sensing
[45], marker-based: markers are placed on the sensor surface
and their displacement was measured using image processing
techniques [46], [47], [48] and registration of object through
markerless localization [49]. In most of the works, vision sen-
sors are placed underneath the skin surface to detect the motion
of markers which somehow limits the ability of the vision
sensor in distinguishing whether the change of contacts are
from grasped object or external disturbances. More recently,
Yamaguchi et al. [50] proposed a vision based tactile sensor
[51] to detect slip and proposed a grasp adaptation controller
that modifies the grasp to avoid slip.
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C. Slip Prevention and Suppression Methods
Slip prevention methods can be mainly classified under pre-
grasping and post grasping phases. In the Pre grasping phase,
the grasping strategy focuses on where and how to grasp a
known object such that the executed grasp is robust against
disturbances. This provides an appropriate grasp to prevent
the occurrence of slip. Several model based approaches to
analyse the grasp properties and quality measures to quantify
grasp quality have been proposed in [35]. In [52] non-task
specific and task specific metric [53] are used to quantify
the disturbance rejection property of force closure grasps
[54]. In post-grasping phase, several approaches focus on
regulating the grip force to tackle the slip incidents that occur
during object manipulation tasks. For a detected slip, (1) the
controller increments force in small percentage until the slip
stops [21]. This may cause the object to reorient or squeeze
(2) the controller increases the desired grip force proportional
to the magnitude of the slip event [55]. Such controller re-
quires additional sensor to sense object motion and algorithms
for processing such information. In our control scheme, we
compute the magnitude of the incipient slip detected by the
event-based finger vision and use a mamdani-type fuzzy logic
controller to regulate the normal component of grip force until
the slip stops. Our fuzzy controller only requires statistical
data of slip magnitudes from multiple repeated experiments
with varying loads in order to set the min and max values for
the fuzzy sets such that the grip force is determined based on
the rules.
D. Contributions
A rich survey on event-based vision is available in [56]
where several areas relating to robotic applications such as
object recognition and tracking, pose tracking and Simulta-
neous Localization and Mapping (SLAM) are reviewed. Slip
detection is a challenging problem in robotic grasping and ma-
nipulation. In this paper, we present an approach of detecting
slip with event-based vision sensor. In particular, we developed
an event-by-event approach where the stream of events that
occurs in a microsecond range are directly processed to detect
object slips. Only few recent works addressed dynamic vision
sensing in robotic grasping. In [57], an event-based frame
approach to detect incipient slip between a 10ms to 44.1ms
sampling rate was presented. At the contact level, silicon
material was used and the event distribution was analysed on
the reconstructed frames for slip detection. In [58], machine
learning methods were used to estimate contact force and
classify materials for a grasp. The authors in [59] presented
a NeuroTac sensor and corresponding encoding methods for
texture classification task. They found timing based coding
method gave highest accuracy over both artificial and natural
textures. Our proposed slip detection approaches are based on
temporal coding.
For the first time, an event camera based approach is
developed to detect passively incipient slip and gross slip at
a 500µs sampling rate which could make it a good candidate
for industrial and collaborative robots applications. Moreover,
an intelligent slip suppression strategy using the incipient slip
feedback to adjust the grasping force is devised.
In the following, the primary contributions of this paper are
summarized.
1) We present an event-based finger vision system and a
method to detect and suppress slip in a timely manner
using event data. In particular, the method initiates three
stages of process to conduct a task and calibrates the slip
detection algorithm autonomously for online operation.
2) We propose and comprehensively study two event-based
slip detection approaches, a baseline and a feature based
for robust detection of object slips under illumination
and vibration uncertainty.
3) We design a mamdani-type fuzzy logic to adjust the
grasping force of the robotic gripper using event-based
incipient slip feedback.
4) We demonstrate experimentally neuromorphic vision
based slip detection and suppression in the phases of
robotic object manipulation. Especially, for object slips
caused by insufficient grasp force while lifting, speedy
manipulation operation, loading under grasped condition
and surface contact while placing. We propose a slip
metric to evaluate the performance of the overall task.
II. EVENT-BASED SLIP DETECTION AND SUPPRESSION
METHOD
A primary goal of a robotic grasp is to immobilize an object
to allow precise manipulation. Form and force closure are the
well known conditions to maintain object immobility. Form
closure considers grasp geometry that kinematically constraint
an object whereas force closure considers forces applied by the
frictional fingers to withstand external wrenches applied on the
object.
Force closure is a minimal condition that uses static friction
(Coulomb friction model) to prevent slipping between two
bodies. To avoid slippage, a contact force ~f at a point j must
satisfy the frictional constraint
FCj = {~f j ∈ <3|
√
f2oj + f
2
tj ≤ µfnj} (1)
where µ is the empirically determined coefficient of friction
that bounds the tangential components foj , ftj with respect
to the applied normal component fnj at the contact point.
In short, all admissible forces by a contact normal are con-
strained to the friction cone FCj . However, there are infinite
possibilities of contact force values that can be applied while
grasping. In most cases, a minimal force is applied by the grasp
to avoid damages to both object and robotic gripper. When
the grasping forces are not adequate, the friction coefficient
decreases and causes slip. Sensory-based information can be
used to effectively tackle slip incidents and enforce force
closure under uncertain conditions.
At the time of disturbance, errors are caused in the place-
ment of contacts, object pose and finger force which lead to
slippage. Thus, the robotic gripper needs sensory information
to effectively detect slip and regulate grasp forces to com-
pensate the disturbances in a way to maintain object stability.
Detection of incipient slip is crucial for robotic gripper/hand
to adjust the grasping force and provide a stable grasp.
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A. Event-based finger vision System
Fig. 2: Event based finger vision system diagram
An event-based finger vision system for slip detection and
suppression is presented in Fig. 2. The gripper with event-
camera based finger prototype takes the visual changes and
outputs stream of events, briefly explained in Sec. II-B. Our
feature based slip detector classifies each event as corner, edge
and flat points in real-time and evaluate whether it signals slip,
detailed in Sec. II-C & II-D. Then, the incipient slip which is
the first instance of the temporal window from the detected slip
is used in the mamdani type fuzzy controller detailed in Sec.
II-E. In particular, the number of edge and corner features
detected in the incipient slip is used as inputs to determine
an appropriate grip force. Moreover, the following safety unit
regulates the grip force based on the magnitude of incipient
slips. Then the desired grip force is sent to the gripper for
actual slip suppression.
B. Dynamic Vision Sensing
Dynamic vision sensor [25] has array of pixels that respond
independently and asynchronously to logarithmic brightness
(L = log(I)) changes in a scene. The illumination (L(t))
sensed at the photorecepton of individual pixels is encoded
in the form of temporal variance in the event based camera.
More precisely, an event is generated at a pixel (x, y) at time
t when the absolute difference of log intensity value reaches
a temporal contrast threshold C±
4L(x, y, t) = | L(x, y, t)− L(x, y, t−4t) |
= Pol ∗ C
∣∣∣∣∣ C > 0, Pol ∈ {+1,−1} (2)
where 4t is the arbitrary period of time elapsed since the
last event at the same pixel and Pol denotes events polarity
with sign indicating the brightness increase and decrease. A
threshold ranging between 15% to 50% of illumination change
is set internally in the event based camera through electronic
biases. In our case, we use DAVIS 240C dynamic vision
camera which has a spatial resolution of (240 × 180 pixels)
and dynamic range of 120 dB.
Event cameras represents visual information in terms of
time with respect to a spatial reference in the camera-pixel
arrays. Pixels in the dynamic vision sensor respond indepen-
dently and asynchronously to logarithmic brightness changes
in the scene. For a relative motion, a stream of events with a
microsecond (µs) temporal resolution and latency is generated,
where an event e = 〈x, y, tf , Pol〉 is a compactly represented
tuple in a spatio-temporal form. However, analysing a single
latest event does not give much information in operational
level and exploring all past events is not scalable. Thus we
opted the surface of active events (SAE) [60] for performing
operations on the evolving temporal data in camera pixel-
space. The surface represents the timestamp of a latest event at
each pixel from the event stream. For each upcoming event, the
function Σe : N2 7→ R takes the pixel position of a triggered
event and assign to its timestamp:
Σe : (x, y) 7→ tf | (x, y) ∈ R× R (3)
Feature detectors reduce the event stream to a highly in-
formative stream of events. It is a filter acting on the SAE
that reduces the amount of data and computation cost for
further high level processing such as slip detection. The feature
detection methods process the stream of events in two ways:
event-by-event and event-based frame. The first one directly
operates on the asynchronous event stream [61], [62], [63],
[64] whereas the second synthesize an artificial frame based
on a fixed temporal window [65] or fixed number of events
[66]. In our slip detection approach, we consider event-by-
event approach for detecting highly informative features.
C. Spatially Adaptive e-Harris
In conventional image processing, Harris detector is one of
the most widely used technique that detects features such as
corner, edge and flat points based on intensity variation in a
local pixel neighborhood. This feature detector is known for
its efficiency, simplicity and invariance to scaling, rotation and
illumination. Unlike conventional camera that records large
amount of redundant data in sequence of frames, the DVS
records only the changes in the visual scene as stream of events
characterized by the pixel positions and its timestamps and
does not include intensity measures. Therefore the frame based
Harris detector cannot be directly applied on the SAE. Event-
based adaptation of Harris detector is proposed in [62] and
[63] where each upcoming event is directly processed. Their
method binarizes the SAE by the newest N events for the
whole image plane or locally around the current event.
Algorithm 1 summarizes the spatially adaptive e-Harris
[63]. The e-Harris feature detector mainly relies on the anal-
ysis of the eigenvalues of the autocorrelation matrix. If the
e-Harris score is large positive value, the event is classified
as corner whereas a negative value is considered as edge.
The rest of the value which is in-between is considered as
flat points. In this work, the adapted e-Harris detector is used
to detect edge and corner features in a event-by-event basis
from locally perceived information that is independent of the
scene and sensor size. Moreover, the algorithm parameters are
modified. Selected corner and edge threshold of Cth = 10 and
Eth = −0.01 buffer of latest events N = 20 and a patch of
9×9 pixels gave the best performance over a wide variety of
data-sets.
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Algorithm 1: Spatially Adaptive e-Harris
Input: Stream of events ei = 〈xi, yi, tfi , Poli〉
Output: e-Harris score Hs
1 Create an surface of active events (Σe) w.r.t. the pixel
array of the DVS camera
2 for each ei do
3 Create an L pixels wide spatial window (patch)
centered around the pixel of the latest event.
4 Binarize the local patch with N latest events (0 and 1
represents the event absence and presence)
5 Compute gradient of the binary surface with Sobel
operator.
6 Compute the Harris matrix with Gaussian smoothing
filter window.
7 Compute Harris Score Hs
8 Update SAE
9 return Hs
D. Robust Slip Detection
We define slippage for our proposed event based approaches
in the following way: A gross slip (s∗) is the number of events
accumulated from the continuous translation and rotational
motion of the object at a desired sampling rate. An incipient
slip (is∗) refers to the first instant of accumulated events at
which the object start to loose its boundaries.
Baseline Approach: The stream of events from the dynamic
vision sensor is directly processed by this approach to detect
slip incidents. We consider a continuous time function e(t)
which turns the triggered events to a sequence of spikes
expressed as
e(t) = δ(t− tf ) (4)
where δ(t− tf ) is a unit impulse function and tf is the time
at which the firing of an event e = 〈x, y, tf , Pol〉 occurs.
We consider a temporal window of width ∆t rolling over the
spiking train in timesteps of 500µs. The step size is kept equal
to the sample time. Within the temporal window (∆t), the total
number of spikes are recorded before proceeding to the next
timestep. To detect slip incidents, the baseline approach take
the sum of the spike count from each sampling period and
checks whether it crosses a threshold. The baseline approach
can be expressed as
BA(t) =
{
1, if
∑t+∆t
t=t e(t) > Thrmax
0, otherwise
(5)
where Thrmax is the noise threshold which is determined
by taking the maximum spike count from the array of slid-
ing sums over a time period. Such sampling procedure is
performed while grasp planning. The approach rejects slip
hypothesis when the spike events are insignificant and distin-
guish noise events from actual slip events. However, dynamic
motion of the manipulator under varying light conditions and
compliance in such manipulator causes more uncertainty in the
event data. Thus, this approach may indicate noise events as
actual slips in the fast detection process. Therefore we propose
Algorithm 2: Event-based Slip Detection
Input: Stream of events ei = 〈xi, yi, tfi , Poli〉, e-Harris
Threshold fnth, fpth, Sampling bias Sbias,
Timestep Xms (e.g.500µs)
1 . Output: Detected slip measures: Feature based (se, sc)
and Baseline (sr).
2 for each ei do
3 Compute e-Harris score (Algorithm 1).
4 Classify each event as edges and corners based on
e-Harris score Hs and heuristically set negative and
positive threshold fnth, fpth.
5 Start counting raw Craw , and feature Cedge, Ccorner
events.
6 if ∆t > Xms then
7 Craw = 0, Cedge = 0, Ccorner = 0.
8 if Grasp planned then
9 Initiate the noise sampling process.
10 No robot action and intervention of object in the
visual scene.
11 Determine the noise thresholds by taking the
highest event count from overall sampling
interval. Raw (thrmax) and feature
(themax, thcmax) based noise thresholds are
obtained.
12 if Grasp Execution then
13 Initiate the grasping process.
14 Move the robot to a pre-grasp pose determined
from grasp planning.
15 Set a minimal grip force (gminf )for the gripper
which ranges from 0-100 percent.
16 Cage the object or Execute the grasp.
17 if Task execution then
18 Initiate slip Monitoring.
19 Initiate robotic object manipulation that includes
grasping, lifting, loading, lowering and dropping.
20 if Baseline Approach then
21 if (Craw >= Thrmax +Sbias ∗Thrmax) then
22 sr = Craw.
23 if Craw < Thrmax then
24 sr = 0.
25 if Feature Based Approach then
26 if (Cedge >= Themax + Sbias ∗
Themax) AND (Ccorner >=
Thcmax + Sbias ∗ Thcmax) then
27 se = Cedge, sc = Ccorner.
28 if Cedge < Themax AND Ccorner <
Thcmax then
29 se = 0, sc = 0.
a second approach that is robust to such uncertainties and
process highly informative event data.
Feature based Approach: On each upcoming event from
the event stream, the adapted e-Harris in algorithm 1 is used
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to detect highly informative feature events such as edges and
corners. Let Fd(ei) be the feature detector that classifies the
events as corners and edges. Such featured events are labeled
(label = {corner, edge}) and triggered at time tflabel. Spikes
triggered corresponding to a feature event is given as
Elabel(t) = δ(t− tflabel) (6)
Similar to the previous approach, we slide the temporal
window over the classified feature based spiking train. For
each timestep, we accumulate the classified spikes separately
and check whether it crosses corresponding feature based noise
threshold. Thus, we detect the slip incidents by:
FBA(t) =

1, if
∑t+∆t
t=t

Eedge(t) > Themax
∧
Ecorner(t) > Thcmax
0, otherwise
(7)
The approach robustly checks the consistent variation of
detected corners and edges by applying a simple AND logic
operator and rejects slip hypothesis when any one of the
feature is inconsistent in varying.
Several corner detection methods operating on the SAE
and following the event-by-event approach was proposed. An
intensity based Harris corner detector was adapted to an event
level in [62] and improved in [63] and referred as e-Harris.
In the same work, they presented an efficient corner detector
referred as e-Fast using comparison operators on the SAE.
Recently, the ARC* [64] corner detector with enhanced detec-
tion repeatability and efficient than the other corner detector
is presented. We mainly utilize the asynchronous event based
corner detector (e-Harris) and adapt it according to our slip
detection approach. Moreover, we study the above event based
corner detectors performance in the context of slip detection
in the experimental section. Any of the state of the art corner
and feature detectors can be incorporated with the event-based
slip detection algorithm.
Algorithm 2 summarizes the three stages of process and
approaches for event-based slip detection. Grasp planning,
grasp execution and task execution are primary step in robotic
object manipulation. We integrate the event-based slip detec-
tion algorithm into these steps to autonomously calibrate them
in real-time for online operation. Firstly, a robot with an event-
based finger vision gripper plans a grasp for a known object in
the scene. Simultaneously, the noise is sampled for a desired
temporal window when there is no robot action or artificial
intervention in the visual scene. The maximum value from the
sampled intervals over time for the individual classified events
are set as threshold and utilized in the corresponding proposed
approaches. In particular, The margin of threshold is increased
by certain percentage (e.g. 10 %) to reduce the sensitivity to
noise and such bias is determined based on experimental noise
analysis in section. IV-B. Secondly, the robot does the motion
planning and reach the pre-grasp pose and executes the grasp
with minimal grip force or does caging of the object. Finally,
the object is monitored in task execution for any possible slips
based on the proposed approaches.
E. Fuzzy based Slip Suppression
Algorithm 3: Fuzzy based Slip Suppression
Input: Incipient slip measures (ise and isc) from feature
based approach.
Output: Grip Force gf
1 Fuzzification (9) of inputs ise and isc.
2 Apply fuzzy operation (e.g.: AND fuzzy operator
intersection (10) to evaluate the fuzzy rule (8) with
multiple antecedents).
3 Apply the Max-Min composition (11) reasoning scheme
that involves clipping method and aggregation of the
rule outputs.
4 Defuzzify the aggregated output using COG technique
(12) and determine the grip force gˆf .
5 if gˆf > gˆfmin then
6 if gˆf > ˆgoldf then
7 gf = gˆf (t).
8 ˆgoldf = gf
9 if gˆf > gˆfmax then
10 gf = gˆf
max.
11 return gf .
Fuzzy control strategies come from human expert experi-
ence and experiments rather than from mathematical models.
We utilize event-based slip data detected from the feature
based approach to regulate the grip force to suppress slip.
In general, a fuzzy logic controller consists of three segments
namely fuzzifier, rule base and defuzzifier that implements
the human heuristic knowledge. We use mamdani type fuzzy
controller to adjust the grip force using incipient slip feedback.
The fuzzy based slip suppression method is summarized in
Algorithm 3. We consider this problem as multi-input (two)
and single output where a rule can be simply expressed as
IF ise isAiAND isc isBi THEN gf isCi, i = 1, ..., n (8)
where ise and isc represents the accumulated number of edge
and corner events from the initial time sample of a detected
slip and gf represents the grip force applied to control further
slip. Ai and Bi are the input fuzzy sets, Ci is the output fuzzy
sets where i indicates the number of membership function.
In the fuzzification step, we first take the crisp feature inputs
ise and isc and determine the degree to which these inputs
belong to each of the appropriate fuzzy sets.
µAi : ise 7→ [0, 1] ; µBi : isc 7→ [0, 1] | (9)
where the features is mapped to a value between 0 and 1. In
the rule based evaluation step, the fuzzified inputs are applied
to the antecedents of the fuzzy rules. A given fuzzy rule
has multiple antecedents where a fuzzy operation is used to
evaluate the conjunction or disjunction of the rule antecedent.
Since we follow (8), a fuzzy value δi output from an AND
fuzzy operation intersection can be expressed as
δi = µAi∩Bi = min{µAi(ise), µBi(isc)} (10)
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The rule consequences are computed with respect to the
inference mechanism. First, a clipping method is used to
slice the consequent membership function at the level of
the antecedent truth such that the rule consequent correlates
with the true value of the rule antecedent. Then, the clipped
membership functions of all rule consequent are combined in
to a single fuzzyset. This process of unification of the output
of all rules that is easier to defuzzify are otherwise called
aggregation. Finally, the Max-Min composition generates an
aggregated output surface:
µc(gf ) = maxi(min(δi, µCi(gf )) (11)
In the defuzzification step, the aggregated output fuzzy set
goes through centroid method and outputs a single grip force
value. The centroid method determines a point representing the
centre of gravity (COG) such that when a vertical line drawn at
the point could split the aggregate set in to two equal masses.
The COG can be mathematically expressed as
gf = f(ise, isc) =
∫ b
a
gfµ
c(gf )dgf∫ b
a
µc(gf )dgf
(12)
The controller generates an output only when there is a
increase of grip force and that is within the specified lim-
its. Robotic fingers applies such grip force increments and
suppress slip.
III. EXPERIMENTAL SETTINGS
In this section we describe the experimental setup and
protocol used to conduct slip detection and suppression ex-
periments.
A. Experimental Setup
Fig. 3: Experimental Setup: Baxter robot holding a lifted box
object using the event-camera based finger prototype.
The experimental setup consists of Baxter robot, Electric
parallel gripper, F/T sensor (ATI Nano17), Dynamic and active
pixel vision sensor (DAVIS240C), event-camera based finger
prototype and box object shown in Fig. 3.
Baxter is a dual-arm compliant robot, each arm having seven
joints and a electric parallel gripper designed mainly to handle
tasks in production line and human centered environments.
The parallel electric gripper provide one degree of freedom
and has different opening positions starting from 5 % to 95
% which corresponds to a distance between the gripper sides,
11.7 cm to 14.7 cm respectively. Moreover, the gripper allows
both position and force control. Furthermore, the clips that fit
over the gripper base to handle different size (0-15 cm) of
objects facilitates the attachment of custom made fingers.
In our experiments, we replaced the existing fingers of the
Baxter gripper with our newly designed finger for grasping
objects. The finger vision prototype shown in Fig.3 (a-(2)) has
two metallic frames with adjustable camera slots and fixed
transparent acrylic plates where a F/T sensor and an event-
based camera is integrated. In particular, the F/T sensor is
placed in one side of the gripper in a sandwich arrangement
between two acrylic plates to monitor the grip force and force
changes due to the slip of the grasped object. We used ATI
Nano17 F/T sensor which is one of the smallest, light weight
and high resolution 6-axis transducer commercially available
that can resolve down to 0.318 gram-force. This transducer is
connected to a net F/T system which measures six components
of force and toque and communicates with a host computer
through a high speed Ethernet interface. Moreover, the F/T
sensor mainly serves the purpose to validate the slip detected
from the DAVIS 240C camera.
On the other side of the gripper, DAVIS 240C camera with
a c-mount lens is mounted at the backside of the acrylic plate
to detect the object slip and to provide feedback to the gripper
for slip control. The DAVIS 240C combines both frame (active
pixel sensor APS) and event (DVS) based sensor with a pixel
level resolution of 240 × 180. It has a minimum latency of
12 ms, bandwidth of 12 MEvent/second and a dynamic range
of 120 dB which is connected to a host computer through a
USB 2.0 cable.
Middleware is crucial for multi-robots/hardware operation
and communication. Robot Operating System (ROS) is a pop-
ular software framework and middleware for writing robotic
applications. ROS is preferred due to their inter-platform
operability, modularity, the core value of code reuse, active
development of hardware drivers and application software by
the research community. We set up the robot and independent
hardware (Force/Torque Sensor, Dynamic Vision Sensors) in
ROS for the development of slip detection and control algo-
rithms. In particular, the Baxter PC and host computer operates
on Ubuntu 16.04 with ROS kinetic version. This setting allows
clean and reliable operations as well as extraction of repeatable
data. Moreover, the rosbag feature in ROS which allows
recording the complete experimental data, enables us to test
slip detection and control algorithms off-line and compare their
performance and validate their effectiveness with ground truth
information from other sensors.
A square box carved with primitive marker on each side
is used in the experiments. Especially, the object is placed
in between the fingers in such a way that the marker faces
the camera side of the gripper. To induce object slips under
grasped condition, a light (80 grams) and heavy (200 grams)
weight block is used.
B. Experimental protocol
In each experiment, we followed a three stages of process to
conduct robot grasping and manipulation task while enabling
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(a)
Fig. 4: Baseline vs Feature based approach: (a) Human hand posed to drop weight and induce slip on the grasped object.
(b) F/T sensor records the changes caused by the slip. (c) Baseline approach detects object slip by directly analysing the raw
events. (d) Feature based approach analyses the features such as edges and corners to determine slip. (e-g) rendered event-based
frame corresponding to the slip signals from baseline and feature based approaches. Both approaches operates at 500 µs and
uses online sampled noise as thresholds.
slip detection and suppression. In the following the stages are
explained in detail.
Sampling Stage: The DAVIS240C camera is sensitive to
brightness change from the surrounding environment. This
generates sparse data (noise events) without any occurrence
of relative motion between object and camera. In this stage,
we sample the noise by accumulating the number of events
for a rolling temporal window (eg: 0.5 ms or 10 ms) chosen
for the slip detection algorithm. Mechanical vibrations and
illumination uncertainties in static condition are also captured
in the sampling process. The maximum number of events
obtained from the uniform time samples is used as a threshold
to distinguish noise and events from moving object.
Grasping Stage: A grasp pose is determined for a known
object in such a way the object is placed between the fingers
and the DVS camera is able to fully observe the marker events
within the finger boundaries. Then, the robot manipulator does
motion planning and reaches the pre-grasp pose. Finally, the
gripper executes the grasp with minimal grip force or does
caging of the object.
Slip Monitor Stage: Slip incidents that occurs while per-
forming a given robotic object manipulation task that includes
grasping, lifting, loading, lowering and dropping are detected
and suppressed at this stage. For example, under grasped
condition, weight is added on the object to induce slip. The
object slides when the added weight exerts a force greater
than the friction force between the gripper and the object. The
triggered events are monitored and slip incidents are detected
based on the proposed approaches. Earlier, we presented
two approaches, one baseline and another a feature based in
Section. II-D to detect slip using event-based finger vision
system. The approaches detect slip under uncertainty and
measures from the F/T sensor are used to validate the actual
slips shown in Fig. 4 (b). Moreover, the fuzzy based grip force
control presented in Section. II-E is applied to suppress the
object slips based on the feature-based slip detection.
The proposed approaches takes the stream of events from
the DAVIS 240 C camera and directly process raw events
at a sampling rate of 500µs to detect incipient and gross
slip. The sampling rate is chosen such that the magnitude of
events are significant and noise has less influence. In all of
our experiments, the labeled stream of events goes through
all three stages and processed accordingly. In Fig. 4 (c), the
baseline approach using the direct raw events goes through all
three stage of process, first the sampling stage determines a
noise threshold, second the object is grasped and a weight is
added. The incipient slip (spike), gross slip (signal appear in
the yellow region) and event-based frame are illustrated in (c)
and (e). The feature-based approach takes the stream of events
from the DAVIS 240 C camera and labels them as edge and
corner events. In Fig. 4 (d), the detected incipient slip and
gross slip due to an added weight and further object motions
are illustrated with corresponding features. Moreover, a slice
of an event-based frame is shown for each labeled events in
(f) and (e).
IV. SLIP DETECTION EXPERIMENTS AND RESULTS
A. Event-based Slip Detection Accuracy and F/T validation
Several experiments were conducted to determine the effi-
cacy of the baseline and feature-based slip detector for use
in the slip suppression strategy. Especially, the slip detection
accuracy of both approaches are tested under object grasped
conditions by adding weight. For each experiment, we observe
whether a slip is detected early or after or at the moment of the
actual induced slip and these criteria are classified accordingly:
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TABLE I: Confusion Matrix of Event-Based Slip Detectors
Baseline Approach Feature-based Approach
Slip No-Slip Slip No-Slip
Slip 80% 20% 98% 2%
No-Slip 20% 80% 2% 98%
1) A true positive and true negative is recorded when the
slip is detected at the exact moment of actual induced slip.
2) A false positive and false negative recorded when a slip
is detected earlier before the actual slip or remains undetected
after the actual slip. The actual slips are validated by the
changes in F/T sensor which is an integrated part of event-
based finger vision system.
Pre-experiment procedure: The left-arm end effector of the
Baxter robot reaches the pre-grasp pose determined from grasp
planning and executes the grasp. The gripper was commanded
to hold the box object with a static force of 5N at each
contact point. The holding force is determined from earlier
experimental lift trials. Then, the manipulator lifts the grasped
object straight up (50 cm) at a constant speed and stationed.
Load test procedure: After this sequence, a human user
position his hand to drop the load (200 gm) from a height
ranging between 4cm to 8cm above the grasped object shown
in Fig. 4 (a). The slip accuracy test is conducted by dropping
weight on the grasped object. We recorded the slip signals
from the detector as well as the F/T measures for actual slip
validation and compared to the above classifications.
Results: Fig. 4 (b-d) illustrates the incipient slip and gross
slip signals detected by the proposed approaches under con-
trolled environment, F/T measures to validate them and images
depicting the accumulated slip events corresponding to the
approaches. The baseline approach directly use raw events
in slip detection and accounts the noise in event stream, (e)
depicts the noise and actual slip events in an event-based
frame. The feature based approach employ event-based feature
detector (e-Harris) to detect corners and edges from the raw
events and use them in slip detection. Images, (f) and (g)
illustrates the accumulated corner and edge events belonging
to the slip signal emphasizing informative events and the
presence of less noise. The experiments were repeated 50
times for both baseline and feature based slip detector and
for each repetition the accuracy is evaluated with respect to
the classification.
The experimental results were compiled in the form of con-
fusion matrix shown in Table. I. Only one repetition for feature
based approach detected false slip whereas baseline approach
detected false slips, ten out of fifty experiments. The accuracy
of the feature based slip detector is very high compared to the
baseline detector. Even though both approaches perform better
in controlled and ideal setting, small vibrations and varying
illumination are common in compliant robot manipulation.
In the next experiment, we examine the robustness of slip
detectors under such uncertainties comprehensively.
B. Testing Robustness of the Slip Detection Approaches under
Uncertainties
Fig. 5: Baxter right arm end effector with the light source
moves to vary illumination in the experimental setting
1) Baseline and Feature-based Approach performance un-
der uncertainty: To examine the robust slip detection ability of
the approaches, we conducted experiments with two different
sampling rates (0.5 ms and 10 ms) for detecting false slips
under varying lighting conditions and small vibrations from
the robot compliance.
Illumination test procedure: In these experiments, we
mounted a white LED light source in the right-arm end effector
of Baxter robot to artificially induce illumination changes to
experimental environment shown in Fig 5. Following the pre-
experiment procedure, the left-arm with the grasped object was
positioned 25 cm away from right-arm end effector. The right
arm was moved in the x-z plane in the sequence of up, down,
right and left moving back and forth from center. Raw events
from the event camera and false slip signals from the detector
got recorded for a period of time. This
In Fig. 6, the slip detection performance of the approaches
from an experiment is illustrated for 0.5 ms and 10ms temporal
sampling. The baseline approach detected a huge number of
false slips caused by the lighting noise and small vibrations
whereas the feature based approach demonstrated its robust-
ness by detecting only few false slips. The baseline approach
improved its performance by two-fold for a smaller sampling
rate. The combination of corner and edge features used in
feature based approach tackled noise events equally well in
both sampling rates. We conducted sixteen experiments to
analyse the robustness of the approaches under different the
two different sampling rates. The robust ability of the baseline
and feature-based slip detector improved by 50 % and 20
% with smaller (0.5 ms) sampling rate. Therefore, 0.5 ms
temporal sampling is used in further analysis. We also studied
how the level of noise induced by the varying illumination in
the experimental setup affect the feature based slip detector.
The noise measured from the sampling stage under controlled
lighting conditions is taken as the base threshold. The further
two set points are three times and six times of the base
threshold. In Fig. 7 (a), the labeled stream of events such as
the raw, corner and edges and three set points indicating the
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(a)
(b)
Fig. 6: Approaches performance at 10 ms (a) and 500 µs (b)
time sampling: False slips detected by Baseline and Feature
based approach for the noise events generated by varying
illumination and small vibrations.
noise level are illustrated from an experiment. In particular,
the varying raw events represents the illumination uncertainty
and featured events reflecting their impacts. The mean value
of feature events corresponding to the noise level set points
indicates that the corner feature is more robust than the edge
feature for different noise levels. Experimental results from
sixteen experiments shown in 7 (b) indicates the corner feature
has 10 % and 50 % chance of detecting false slip for set point
1, whereas the for increased noise (set point 2) there is 50 %
and 100 % chance for false slip detection.
Addition to the earlier study, we examine the ability of
the feature based approach using single and multiple features
for detecting slips under noise and vibration uncertainty. The
multiple-feature combination detected less false slips com-
pared to single feature based slip detection shown in Fig.
8. Thus, using multiple features increases the robust slip
detection ability of the feature based approach.
(a) Set point 1 and 2 captures the range of noise events
(b) Probability of individual features misdetecting slips under
noise condition
Fig. 7: Noise levels and its effect in feature based approach
2) Comparison of Event-based Corner Detectors under
Uncertainty: The state of the art event-based corner detectors
were used in the feature based slip detection approach and
their robust performance in tackling illumination and vibration
uncertainty is compared.
We conducted three experiments to test the effectiveness
of the three corner detectors which is e-Harris, e-Fast and
ARC* in tackling the noise events in slip detection at two
sampling rates. For a period of time shown in Fig. 9 (a) and
(b), the e-Harris detected few false slips and showed robust
performance in both sampling rates. Surprisingly, the e-Harris
and ARC* corner detector performed poorly at lower sampling
rate which demonstrates their poor ability to withstand noises
caused by varying illumination and small vibration. For both
sampling rates, the more efficient corner detector showed
worse performance in terms of accuracy. In particular, ARC*
performed worse than the efficient e-fast consistently. The e-
Harris shows superior accuracy performance over the other
two corner detectors. Therefore, we adopt e-Harris method and
utilize multiple features for slip detection and suppression.
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Fig. 8: Feature-based Approach: Single and multiple features
used to detect slip at 500 µs time sampling.TABLE II: Confusion Matrix of Event-Based Slip Detectors
under Vibration and Illumination Uncertainty
Baseline Approach Feature-based Approach
Slip No-Slip Slip No-Slip
Slip 16% 84% 92% 8%
No-Slip 84% 16% 8% 92%
3) Detection of Actual Slips under uncertainty : We study
the viability of the approaches in detecting actual slips un-
der varying illumination and small vibrations. We performed
twenty five experiments where each experiment follows the
illumination-test and load-test procedure for testing the ef-
fectiveness of the proposed slip detection approaches. In
simpler terms, we induce slip by adding weight on the grasped
object under vibration and illumination uncertainty. In these
experiments, we decreased the sensitivity of slip detectors by
10 % which improved the rejection of false slips and detection
of actual slip.
For a load added on the grasped object, Fig. 10 depicts
the actual induced slip and false slips detected by the baseline
and feature based approach, F/T measures validating the actual
slip. The success rate from the approaches are compiled in a
confusion matrix shown in Table. II. Both the approaches are
able to detect object slips. However, the baseline approach fails
to be robust against noises and unable to distinguish false and
actual slips, succeeds only four out of twenty five experiments.
Only two repetition detected false slips for the feature based
approach. In the following session, we utilize the feature-based
approach for detecting slip signals and feedback them to adjust
the grip force such that the slip is suppressed.
V. SLIP SUPPRESSION EXPERIMENTS AND RESULTS
We use mamdani type fuzzy logic controller to adjust
grasping force based on the incipient slip feedback such that
the induced slip is suppressed. The rule base is setup with
two inputs that is the number of edge and corner events
(a)
(b)
Fig. 9: Comparison of event-based corner detectors via feature
based approach for robust slip detection at 10 ms (a) and 500
µs (b) time sampling: False slips detected by feature based
approach using e-Harris, FAST and ARC corner detectors
under varying illumination and small vibrations.
detected at the initial time sample of a slip. Three triangluar
membership function expressed in the linguistic variables as
small(S), medium (M) and large (L) are chosen for the input
variables and they are divided in to three equal parts. The
range of the membership functions for the two inputs is chosen
based on the min and max of the edge and corner events
from several experimental trials. Five Gaussian membership
function expressed in the linguistic variables as very small
(VS), small(S), medium (M), large (L) and very large (VL)
are chosen for the output variable and they are divided in to
five equal parts. The range of output membership functions
is selected according to the percent of holding force (0-100)
applied by the gripper. The fuzzy rule base designed for the
slip suppression strategy is given in Table 11.
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(a) F/T measures and slips detected by the proposed approaches
Fig. 10: Detection of actual and false slips by the proposed
approaches under illumination and vibration uncertainty.
TABLE III: Fuzzy Control Logic
Features
Edge Se
S M L
S VS S M
Corner Sc M S M L
L M L VL
A. Slip suppression during Loading
The addition of weight from a particular height generates
different slips for each experiment. Thus, the slip patterns
slightly varies for the same weight repeated experiments.
moreover, the slip magnitude and pattern varies significantly
for different weight additions. In Fig. 11, in (a and b), the
corner and edge stream of events indicating the slip patterns
from five experiments for the addition of weight is presented.
The mean and standard deviation of the featured events were
calculated and used in setting the range of input membership
functions. In Fig. 12 illustrates varying grip force for the
induced slip caused by the addition of weight.
B. Slip Detection and Suppression during Robotic Grasping
and Object Manipulation
Fig. 13 and 14 demonstrates the grasping, manipulation
and loading phases of robotic object manipulation with the
corresponding images and signals from F/T sensor, event
camera, feature detector, slip detector and fuzzy controller at a
sampling rate of 500µs. The first row depicts the sequence of
operation in order and aligning to the phases of the experiment.
F/T changes in the second row reflect the induced object slip
and force adjustments made by the gripper. Feature detector
that detects the edges and corner from the sampled event
stream (row three) is plotted in the fourth row. Slips detected
by the feature-based approach and grip force commanded by
the fuzzy controller to suppress slips is illustrated in the last
two rows. The proposed suppression strategy allows only the
(a) Edge events based slip patterns
(b) Corner events based slip patterns
Fig. 11: Light weight case: Slip patterns of feature and raw
events analysed from five experiments
improvements of the grip force starting from the initial grasp
to the end of manipulation.
Fig. 13 illustrates slip detection and suppression perfor-
mance under vibration uncertainty. In the grasping phase,
the robot manipulator reaches the pre-grasp pose planned
for the known box object and the object is caged. Then,
the manipulator slightly does a upward motion (0.05 m) to
induce slip under caged condition such that a sufficient force is
applied while lifting. Based on the incipient slip detected, the
fuzzy controller determine a grip force to hold the box against
gravity. In this experiment, a 43 % of grip force is applied to
suppress the slip detected during such grasp adjustments. The
actual grip force overshoots due to the initial grasp of the
object and later settle back to the commanded grip force.
In the manipulation phase, the robot left end effector is
commanded to move straight up at a height of 0.45 meter at
a constant speed of 1 m/s. During the manipulator motion,
both internal and external disturbances causes object slips.
JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 14
(a) Fuzzy control applied for object slips detected under grasped condition
Fig. 12: Real-Time fuzzy grip force control for slips detected
under varying loads
In the experiment, three slip instances detected and the slip
which causes instability to the object is tackled by the fuzzy
controller with a grip force of 63 %.
In the loading phase, a human user drops the load (200 gm)
from a height ranging between 4 cm to 8 cm above the grasped
object. The feature based approach detects slip with a highest
count of corners and edges from the overall phases and a grip
force of 72 % was applied to suppress the slip. We performed
five experiments, each following the same procedure above
and covering all the phases of robotic object manipulation. The
grip force slightly varied in all phases of the experiment due to
the detected slip variations caused by object pose uncertainty.
Fig. 14 illustrates slip detection and suppression perfor-
mance under both illumination and vibration uncertainty. The
right end effector of the Baxter robot with an embedded light
source is positioned at a height of 0.45 m from the table
and maintains a distance of 20 cm with respect to the left
arm. Apart from this setting, the experiment is conducted
in a similar fashion, described above for Fig. 13. In this
experiment, a 17 % of grip force is applied to suppress the slip
detected during initial grasp. A large overshoot occurred due to
the small grip force selected. During the object manipulation
task, the varying illumination generates more noisy spikes in
the event camera. Even-though our robust approach tackled
such illumination uncertainty, few false slips got detected.
However, our controller operates in an incremental manner
and reacts to only incipient slips that is greater in magnitude
to the earlier ones. We observed the manipulation phase during
lifting and lowering operations, where the incipient slips that
can affect the stability of the object grasp is tackled with 33
% and 62 % of grip force. In the loading phase, load addition
is tackled with a 37 % grip force. In repeated experiments,
we varied the position of light source mounted end effector to
rigorously test our slip detector under illumination uncertainty.
To evaluate the performance of our even-based method, we
propose a slip metric (Qsm) that quantifies the object position
deviation under grasped condition. Two event-based frames
are captured that holds the movement of the marker after the
initial grasp and completion of manipulation task. In both
event frames, the centroid of the marker M c = x¯i, y¯i =
(
∑
xi/n,
∑
yi/n) is computed from a set of n detected corner
points. The slip metric is nothing but a euclidean distance
between two centroid points expressed as
Qsm = d(M
c
s ,M
c
f ) (13)
where M cs and M
c
f represents the centroid of the marker com-
puted after the initial grasp and before the grasp release. We
consider this position error as our slip metric to quantify the
ability of the approach that enforce to preserve grasp stability.
Performance measures observed in multiple experiments are
presented in Table. IV where the metric and measures from
five trials under vibration and illumination uncertainty is given
in (a) and (b) accordingly. Ncontrol indicates the number of
force adjustments made corresponding to feature based slip
detector in the overall task.
The average of slip measures from three trials in (a) and
(b) is 2.12 mm and 2.5 mm. Besides, a low standard deviation
is indicated in both cases. This emphasize the ability of the
event-based method that considers both slip detection and sup-
pression to achieve high precision in manipulation task. These
errors are mainly attributed to design imperfections such as the
misalignment of the parallel fingers and the limitations of the
gripper motor to respond quickly. The precision performance
can be improved by better gripper design and motor ability to
reach a certain force/torque in a microsecond level.
Our proposed event-based finger-vision system can handle
objects (small) that can be seen within the limits of the finger
boundaries and objects (large) with textures. Our proposed
method enables the slip detection approaches to autonomously
set a threshold in real-time without requiring any object knowl-
edge such that our robust slip detection approach is generic.
However, the proposed control strategy requires knowledge
of the slip events occured under grasped condition from
experimental trials. In our future work, we would like to devise
suppression strategy that is generic while incorporating bio-
inspired models.
To test the applicability of the system and approach in a
standard form, markers of different primitive shapes (circle,
rectangle and square) carved on the sides of the test ob-
ject were used in the experiments. We observed satisfactory
performances in detecting slips and suppressing them during
object manipulation. Overall, the feature based slip detection
and fuzzy logic based suppression stratergy achieved a 100
% success rate by avoiding grasp failures and shown superior
performance in maintaining stable object grasp in all experi-
ments under vibration and illumination uncertainty.
VI. CONCLUSION
Event cameras are biomimetic vision sensors having funda-
mentally different sensing mechanics to conventional sensors.
We presented event-based finger vision system for robotic
grippers with simple settings to tackle slip incidents starting
from object grasping till manipulation task completion. An
online method that involves noise sampling for calibration,
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Fig. 13: Demonstration of slip detection and suppression in robotic object manipulation: (a) Grasping phase: Object is caged
first; while lifting initially, slip caused primarily by the insufficient grip force is detected and tackled with 43 % grip force;
Manipulation Phase: slips caused by the Dynamic movement of the manipulator is detected and only the significant slip is
tackled with 63 % grip force; Loading phase: slip caused by the addition of weight is tackled with 72 % grip force.
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Fig. 14: Demonstration of slip detection and suppression in robotic object manipulation under illumination and vibration
uncertainty: (a) Grasping phase: Object is caged first; while lifting initially, slip caused primarily by the insufficient grip force
is detected and tackled with 17 % grip force; Manipulation Phase: slips caused by the Dynamic movement of the manipulator
is detected and only the significant slip is tackled with 33 % grip force; Loading phase: slip caused by the addition of weight is
tackled with 37 % grip force; Manipulation Phase: slips caused by the Dynamic movement of the manipulator while lowering
and surface contact is detected and only the significant slip is tackled with 62 % grip force;.
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Trial Ncontrol Qsm(mm)
1 2 3.6
2 3 1.4
3 3 1.8
4 (Fig. 13) 3 2.1
5 3 1.7
(a) Under vibration uncertainty
Trial Ncontrol Qsm(mm)
1 3 3.4
2 3 1.2
3 4 3.7
4 4 1.4
5 (Fig. 14) 4 2.7
(b) Under vibration and illumination uncertainty
TABLE IV: Performance measures of Event-based method:
Slip detection and suppression in robotic grasping and manip-
ulation.
grasping, slip detection and suppression for maintaining grasp
stability is introduced. Two approaches, a baseline and feature
based approach for event-based slip detection and a mamdani-
type fuzzy controller to adjust the gripping force using incip-
ient slip feedback were proposed. The performances of the
approaches were studied under two sampling rates, different
noise levels and three state of the art corner detectors.
The feature based approach detected incipient slip at a
sampling rate of 2kHz, gave higher accuracy over baseline
approach and proven robust to illumination and vibrations
uncertainties. Average slip metric values obtained from com-
plete robotic object manipulation experiments validated high-
performance precision manipulation. The timely detection of
slips and intelligent grasp force adjustments to suppress slip
demonstrated in experiments emphasize their superiority over
traditional tactile sensing and applicability in industrial-grade
robotic automation.
In our future work, we would like to develop marker free
event-based slip detection approaches to handle large and
textured objects. Moreover, we would like to equip event-based
finger vision system with multi-modal functionality to sense
force distribution, object pose and texture; develop neuromor-
phic vision based grippers; investigate event learning-based
methods to detect and suppress object slips. Devising purely
event based slip detection and suppression strategies to handle
dynamic slip at any point during grasping and manipulation
is an interesting area to explore.
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