On dynamical systems close to a product of m rotations by Bonckaert, Patrick et al.
RESEARCH OUTPUTS / RÉSULTATS DE RECHERCHE
Author(s) - Auteur(s) :
Publication date - Date de publication :
Permanent link - Permalien :
Rights / License - Licence de droit d’auteur :
Bibliothèque Universitaire Moretus Plantin
Institutional Repository - Research Portal
Dépôt Institutionnel - Portail de la Recherche
researchportal.unamur.be
On dynamical systems close to a product of m rotations
Bonckaert, Patrick; Carletti, Timoteo; Fontich, Ernest
Published in:
DISCRETE AND CONTINUOUS DYNAMICAL SYSTEMS
Publication date:
2009
Document Version
Early version, also known as pre-print
Link to publication
Citation for pulished version (HARVARD):
Bonckaert, P, Carletti, T & Fontich, E 2009, 'On dynamical systems close to a product of m rotations' DISCRETE
AND CONTINUOUS DYNAMICAL SYSTEMS, vol. 24, no. 2, pp. 349-366.
General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.
            • Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
            • You may not further distribute the material or use it for any profit-making activity or commercial gain
            • You may freely distribute the URL identifying the publication in the public portal ?
Take down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately
and investigate your claim.
Download date: 21. May. 2019
DISCRETE AND CONTINUOUS Website: http://AIMsciences.org
DYNAMICAL SYSTEMS
Volume X, Number 0X, XX 200X pp. X–XX
ON DYNAMICAL SYSTEMS CLOSE TO A PRODUCT OF m
ROTATIONS
Patrick Bonckaert
Hasselt University
Agoralaan, gebouw D
B-3590 Diepenbeek, Belgium
Timoteo Carletti
Department of Mathematics FUNDP
Rempart de la Vierge, 8
B-5000 Namur, Belgium
Ernest Fontich
Departament de Matema`tica Aplicada i Ana`lisi
Universitat de Barcelona
Gran Via 585. 08007 Barcelona. Spain
(Communicated by )
Abstract. We consider analytic one parameter families of vector fields and
diffeomorphisms, including for a parameter value, the product of rotations
in R2m × Rn such that for positive values of the parameter the origin is a
hyperbolic point of saddle type. We address the question of determining the
limit stable invariant manifold when ε goes to zero as a subcenter invariant
manifold when ε = 0.
1. Introduction. This paper is the natural continuation of some previous inves-
tigations [3, 4] about of the limit behaviour of invariant manifolds of hyperbolic
points for families of vector fields of the form
Xε(x) = Lx+ εg(x, ε)
in R2m × Rn depending on the parameter ε ≥ 0, with
L =


0 −β1
β1 0
. . .
0 −βm
βm 0
0n


, (1.1)
where 0n stands for the zero matrix in dimension n, βk are non–zero real numbers
and g is some regular function vanishing at the origin. We also deal with the case
of diffeomorphisms
Fε(x) = Ax+ εf(x, ε)
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with
A =


G1
. . .
Gm
Idn

 ,
where Gj are rotations in R
2. In [3] it has been considered the case of diffeomor-
phisms, assuming conditions on the O(ε) terms of Fε that ensure the existence for
ε > 0 of an unstable manifold close to {0} × Rn and a stable manifold close to
R2m × {0}. Assuming that Fε ∈ C
r, it has been proved that the unstable manifold
of Fε goes to {0} × R
n in the Cr topology.
In [4] the authors studied the stable manifold case, under analogous conditions,
both for maps and vector fields, but restricting to the case m = 1. The limit
manifold is obtained as the stable manifold of an auxiliary system independent of
the parameter.
Here we consider the more general case in which the stable manifold of the
origin is close to E1 × E2 where E1 and E2 are suitable subspaces of R
2m and Rn
respectively, for ε > 0 small. We restrict ourselves to the analytical case, hence to
obtain a convergent normal form we need some arithmetical condition for the betas.
Families of this form appear as unfoldings of singularities. In particular the Hopf
zero singularity, whose linear part is
 0 −ω 0ω 0 0
0 0 0


and the Hopf Hopf singularity, whose linear part is

0 −ω1
ω1 0
0 −ω2
ω2 0

 .
The codimension two bifurcations associated to these singularities has attracted the
attention of several authors, see [13, 9, 5, 7, 8, 10, 2]. Particularly Guckenheimer
found that in the unfolding of the Hopf zero singularity there occurs the Shil’nikov
bifurcation. Our results provide a tool to control, the invariant manifolds uniformly
with respect to the small parameter ε.
The paper is organized as follows. In Section 2 we introduce the setting for
the vector fields case and we state the main result, then in Section 3 we present
some preliminary results and we construct the function which determines the limit
invariant manifold. Finally in Section 4 we conclude the proof of our main theorem
after having introduced and studied a normal form. Section 5 is devoted to the
presentation of an analogous result in the diffeomorphisms setting.
2. Setting and main result for vector fields. We are interested in vector fields
whose corresponding differential equation have the form
~x′ = L~x+ εg(~x, ε), (2.1)
where L have been defined in (1.1).
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Reordering the variables and rewriting ~x = (x, y, z) ∈ Rm × Rm × Rn we can
express (2.1) in the form
Xε :


x′ = −B.y + εg1(x, y, z, ε),
y′ = B.x+ εg2(x, y, z, ε),
z′ = εg3(x, y, z, ε)
(2.2)
withB = diagonal [β1, . . . , βm]. We adopt here the notation such that diagonal [C1, . . . , Cm]
means a block matrix whose diagonal blocks are Cj and the off-diagonal blocks are
zero; some or all blocks may be one dimensional.
In the following we shall assume that g = (g1, g2, g3) verifies g(0, ε) = 0 and that
it is analytic. We shall have to take into account the linear part of g, so let us
introduce here a notation used in the rest of paper: we develop g with respect to
x, y, z and ε at 0:
g(x, y, z, ε) =

 a11 a12 a13a21 a22 a23
a31 a32 a33



 xy
z

+O(ε) +O(|(x, y, z)|2). (2.3)
To rewrite (2.2) in a more convenient form for successive computations we introduce
complex coordinates:
xj = x
j + iyj ∈ C, 1 ≤ j ≤ m, (2.4)
and to shorten the notations, also a compact form:
x = (x1, . . . , xm) ∈ C
m, x¯ = (x¯1, . . . , x¯m) ∈ C
m. (2.5)
Using the new variables (x, x¯, z), equation (2.2) can be rewritten as:

x′ = iB.x+ εR(x, x¯, z)
x¯′ = −iB.x¯+ εR¯(x, x¯, z)
z′ = εS(x, x¯, z)
〉
+O(ε2), (2.6)
where R(x, x¯, z) = b11.x + b12.x¯ + b13.z + O(|(x, x¯, z)|
2) and S(x, x¯, z) = b31.x +
b¯31.x¯+ a33.z +O(|(x, x¯, z)|
2). The new coefficients bij here introduced, are related
to the previous ones, aij , by:
b11 = (a11 + a22 + i(a21 − a12))/2 , b12 = (a11 − a22 + i(a21 + a12))/2, (2.7)
b13 = a13 + ia23 and b31 = (a31 − ia32)/2 . (2.8)
Let us denote the diagonal elements of b11 by b
1
11, . . . , b
m
11 and for further use let
us introduce R = (R1, . . . , Rm). We can now introduce two generic hypotheses on
the hyperbolicity of the system.
Hypothesis 1. The real parts of bj11, j = 1, . . . ,m, are different from zero. Hence,
up to a permutation of the variables x1, . . . , xm, we may, and will, assume that there
is an index js with 0 ≤ js ≤ m such that
Re b111 ≤ · · · ≤ Re b
js
11 < 0 < Re b
js+1
11 ≤ · · · ≤ Re b
m
11. (2.9)
(We make the convention that if js = 0 all b
j
11 have positive real part and if js = m
all bj11 have negative real part.) We can use this index to make the following splitting
x = (xs, xu) with xs = (x1, . . . , xjs) and x
u = (xjs+1, . . . , xm).
Hypothesis 2. The matrix a33 is hyperbolic in the sense that all of its eigenvalues
have real part different from zero. Hence, up to a linear change of variables only
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in z ∈ Rn, we may, and will assume that there is a decomposition of Rn such that,
with respect to it, a33 has the form
a33 =
[
as33 0
0 au33
]
, (2.10)
where the eigenvalues of as33, resp. a
u
33, have negative, resp. positive real part.
Once again we use this decomposition to rewrite the variable z ∈ Rn = H1 ⊕H2 as
z = (zs, zu). Let us set ks = dimH1.
As already remarked to work in the analytical setting we need some arithmetical
condition on the betas, to ensure convergence of formal objects; the hypothesis
introduced here is weaker than the one previously used [4].
Hypothesis 3. Let β = (β1, . . . , βm) ∈ R
m, then for ~n ∈ Zm we assume
< β,~n >= 0 ⇐⇒ ~n = 0 (non–resonance condition) ,
and also
σ := lim
|~n|→+∞
1
|~n|
log |〈β, ~n〉|−1 <∞ (small divisors growth) . (2.11)
Remark 2.1. As a consequence of this hypothesis βk 6= −βl for every k, l (in
particular βk 6= 0) and βk 6= βl for k 6= l.
A widely used arithmetical condition in normal form problems is the Diophantine
one, it is thus natural to compare our condition with this one.
Remark 2.2. One says that β is Diophantine if there exist K > 0 and τ > 0 such
that
|〈β, ~n〉| ≥ K|~n|−τ , ∀~n ∈ Zm \ {0} . (2.12)
It is clear that all Diophantine β, whatever are τ and K, do satisfy Hypothesis 3
with σ = 0 since
lim
|~n|→+∞
log |〈β, ~n〉|−1
|~n|
≤ lim
|~n|→+∞
1
|~n|
(τ log |~n| − logK) = 0. (2.13)
Hypothesis 3 tell us that the inverse of the small divisor can grow as an exponential
(in the size of the integer component vector) instead of a power in case of a Dio-
phantine β. Since the set of betas satisfying (2.12) with τ > m has full Lebesgue
measure [1, 6] then the set of betas satisfying (2.11) also has full Lebesgue measure
in Rm.
Let us consider polar coordinates
xj = rje
iθj , x¯j = rje
−iθj , 1 ≤ j ≤ m. (2.14)
We write r = (r1, . . . , rm), θ = (θ1, . . . , θm), r
s = (r1, . . . , rjs), r
u = (rjs+1, . . . , rm).
Also reiθ = (r1e
iθ1 , . . . , rme
iθm). For k = 1, . . . ,m we define
Ck1 (r, z) =
1
(2π)m
∫
Tm
Re(Rk(reiθ , re−iθ, z)e−iθk) dθ (2.15)
and
C3(r, z) =
1
(2π)m
∫
Tm
S(reiθ, re−iθ , z) dθ. (2.16)
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Let Z0 be the auxiliary vector field
Z0 :


(rs)′ = Cs1(r
s, 0, z),
(zs)′ = Cs3(r
s, 0, z),
(zu)′ = Cu3 (r
s, 0, z),
(2.17)
where Cs1 = (C
1, . . . , Cjs) and C3 = (C
s
3 , C
u
3 ) according to the decomposition z =
(zs, zu).
In Proposition 3.6 we will see that the origin is a hyperbolic equilibrium point of
Z0 and its local stable manifold can be represented as the graph of
zu = hs(rs, zs). (2.18)
Let Pρ ⊂ C
p denote the polydisk {y ∈ Cp | |yi| < ρ} and Bρ ⊂ C
q the ball
{z ∈ Cq | ‖z‖ < ρ}, then we can state our main result:
Theorem 2.3. Let Xε be as in (2.1) or (2.2) and suppose that the functions gj are
analytic on Pρ0 ×Bρ0 ⊂ C
2m ×Cn, for some ρ0 > 0. Assume that Hypotheses 1, 2
and 3 are satisfied. Consider the following local graph of the analytic function
(xu, yu, zu) = h(xs, ys, zs) defined by
{xs, ys, 0, 0, zs, hs(|x1 + iy1|, . . . , |xjs + iyjs |, z
s)}, (2.19)
where hs is the function introduced in (2.18) defined on Pρ1 ×Bρ1 ⊂ C
js × Cks for
some ρ1 > 0. Then
(a) There is ε0 > 0 such that for 0 < ε < ε0 the origin is a hyperbolic equilibrium
point of Xε. Moreover in the coordinates introduced in the Hypotheses 1 and 2
we can represent the stable manifold locally as the graph
{xs, ys, ϕ1ε(x
s, ys, zs), zs, ϕ2ε(x
s, ys, zs)}
of an analytic map (xu, yu, zu) = ϕε(x
s, ys, zs) defined on Pρ2 ×Bρ2 for some
ρ2 > 0.
(b) For εց 0, ϕε converges to h uniformly on Pρ2 ×Bρ2 , more precisely
sup
Pρ2×Bρ2
|ϕε − h| = O(ε). (2.20)
Remark 2.4. Here we only treat the stable manifold since results for the unstable
manifold are immediately obtained by reversing the time.
3. Preliminary transformations and characterization of the limit function
h. Let us consider once again Equation (2.6). Its linear part can be simplified by
using the following general result.
Lemma 3.1. Let Lε be a family of linear maps of a finite dimensional space E to
itself of the form
Lε = A
0 + εA1 +O(ε2),
where ε is a parameter close to 0. Suppose that there is some splitting of the space
E = E1 ⊕ · · · ⊕Ek for which we can write A
0 as a block diagonal matrix
A0 = diagonal [S1, . . . , Sk]
and that the spectra of the Si are mutually disjoint.
Then there exists a linear change of variables of the form Id+εQ such that
(Id+εQ)−1.Lε.(Id+εQ) = A
0 + εB1 +O(ε2),
where B1 is block diagonal (the blocks having the same dimensions as the blocks of
A0). More concretely, the non-zero blocks of B1 are the diagonal blocks of A1.
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In the proof we will use the following result we quote from [11, Theorem 2, page
414].
Theorem 3.2. The equation AX +XB = C has a unique solution if and only if
the matrices A and −B have no eigenvalues in common.
Proof of Lemma 3.1. We must determine Q such that
(A0 + εA1).(Id+εQ) = (Id+εQ).(A0 + εB1) +O(ε2)
or equivalently
A0.Q+A1 = B1 +Q.A0 +O(ε).
Then it suffices to find Q such that
A0.Q−Q.A0 = B1 −A1. (3.1)
Given a matrix C, we represent it in blocks according to the decomposition
E = E1⊕· · ·⊕Ek, as C = (Cij), where Cij : Ei → Ej are defined by Cijx = πjC|Eix.
We denote by δij : Ei → Ej the linear map defined by δii = Id and δij = 0 if i 6= j.
Using the above introduced notation we can write (A0)ij = δijSj. Hence a short
calculation gives
(A0.Q−Q.A0)ij = Si.Qij −Qij .Sj .
Now if we take B1ii = A
1
ii and B
1
ij = 0 if i 6= j equation (3.1) is equivalent to
SiQii −QiiSi = 0, (3.2)
SiQij −QijSj = −A
1
ij . (3.3)
We can solve (3.2) by choosing Qii = 0 (certainly not the unique solution). By the
hypothesis on the spectra we can solve (3.3) by using Theorem 3.2. This finishes
the proof. Q.E.D.
Lemma 3.3. If βk 6= −βl for every k, l there is a linear change of variables of the
form Id+εQ, that transforms (2.6) into the form

x′ = iB.x+ εb11.x
x¯′ = −iB.x¯+ εb¯11.x¯
z′ = εa33.z
〉
+ εO(|(x, x¯, z)|2) +O(ε2). (3.4)
If moreover βk 6= βl for all k 6= l we can achieve that b11 is a diagonal matrix, say:
b11 = diagonal[b
1
11, . . . , b
m
11]. (3.5)
More concretely, b11 is the diagonal of (a11 + a22 + i(a21 − a12))/2.
Proof. We have that
DXε(0, 0, 0) =

 iB 0 00 −iB 0
0 0 0

+ ε

 b11 b12 b13b¯12 b¯11 b¯13
b31 b¯31 a33

+O(ε2).
The conditions on the betas imply that the matrices iB,−iB and 0 have no common
eigenvalues. Note that βk 6= −βk implies βk 6= 0. Then Lemma 3.1 gives the result.
Under the condition βk 6= βl for k 6= l we can view the matrix diagonal [iB,−iB, 0]
as a matrix consisting of 2m+ 1 blocks, instead of 3, that is iB, −iB consisting of
m blocks each and then apply Lemma 3.1. Q.E.D.
Using the definition of R and the previous lemma we have
R(x, x¯, z) = B11.x+O(|(x, x¯, z)|2)
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with B11 diagonal. We denote Y0,ε the vector field obtained by rewriting (3.4) using
cylindrical coordinates (2.14) and truncating at order ε:
Y0,ε :


r′j = εRe(R
j(reiθ , re−iθ, z)e−iθj), 1 ≤ j ≤ m,
θ′j = βj +
ε
rj
Im(Rj(reiθ, re−iθ , z)e−iθj), 1 ≤ j ≤ m,
z′ = εS(reiθ, re−iθ, z).
(3.6)
Then still using cylindrical coordinates and the functions defined at (2.15) and (2.16)
we can introduce a second auxiliary vector field:
Y 0 :
{
r′ = C1(r, z),
z′ = C3(r, z).
(3.7)
Note that although rj is a non-negative radius the vector field Y
0 extends analyti-
cally to rj < 0. The next lemma provides a symmetry property which will be used
to get symmetries for the functions C1 and C3.
Lemma 3.4. Let F be an analytic function defined in a neighbourhood of 0. Let
us consider a function G of the form
G(r) =
∫ 2π
0
F (reiϕ, re−iϕ) dϕ.
Then for r small G(−r) = G(r).
Proof. The result follows from the straightforward calculation
G(−r) =
∫ 2π
0
F (−reiϕ,−re−iϕ) dϕ
=
∫ 2π
0
F (rei(ϕ+π), re−i(ϕ+π)) dϕ
=
∫ 3π
π
F (reiψ , re−iψ) dψ
=
(∫ 2π
π
+
∫ 3π
2π
)
F (reiψ , re−iψ) dψ
=
(∫ 2π
π
+
∫ π
0
)
F (reiψ , re−iψ) dψ
= G(r).
Q.E.D.
As a consequence of this lemma and Fubini’s theorem we have
Corollary 3.5. The functions rkC
k
1 (r1, . . . , rm, z) and C3(r1, . . . , rm, z) are even
in each rj .
We are now able to prove the hyperbolicity of the origin for the vector fields Y 0
and Z0.
Proposition 3.6. 1) The linear parts of Y 0 and Z0 at the origin are
DY 0(0, 0) = diagonal[Re b111, . . . ,Re b
m
11, a
s
33, a
u
33], (3.8)
DZ0(0, 0, 0) = diagonal[Re b111, . . . ,Re b
js
11, a
s
33, a
u
33]. (3.9)
2) Under Hypotheses 1 and 2 the stable invariant manifolds of Y 0 and Z0 can
be locally represented by the graphs
{rs, 0, zs, hs(rs, zs)}, (3.10)
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and
{rs, zs, hs(rs, zs)},
respectively for {|r1| < ρ1, . . . , |rjs | < ρ1, ‖z
s‖ < ρ1}. Moreover
hs(r1, . . . , rjs , z
s) = h˜s(r21 , . . . , r
2
js
, zs) (3.11)
with h˜s analytic.
Note that while Re bj11 are real numbers, a
s
33 and a
u
33 are matrices.
Proof We calculate the linear parts of Y 0 and Z0 at the origin. For 1 ≤ k ≤ m
we have
Ck1 (r, z) =
1
(2π)m
∫
Tm
(
Re bk11 rke
iθk +O(|(reiθ , re−iθ, z)|2)
)
e−iθk dθ
= Re bk11rk +O(|(r, z)|
2) (3.12)
and
C3(r, z) =
1
(2π)m
∫
Tm
(
a33.z +O(|(re
iθ , re−iθ, z)|2)
)
dθ
= a33.z +O(|(r, z)|
2). (3.13)
This proves (3.8) and (3.9).
Then, as a consequence of Hypotheses 1 and 2 it is well known that Y 0 and Z0
have stable and unstable invariant manifolds, which locally are graphs of analytic
maps.
We look for the stable manifold as a graph of (ru, zu) = h(rs, zs) with h =
(h1, h2). We write the invariant condition for the graph of h:
(ru)′ = D1h1 (r
s)′ +D2h1 (z
s)′,
(zu)′ = D1h2 (r
s)′ +D2h2 (z
s)′,
which gives
Cu1 = D1h1 C
s
1 +D2h1 C
s
3 , (3.14)
Cu3 = D1h2 C
s
1 +D2h2 C
s
3 , (3.15)
where Cs,u1,3 are evaluated on (r
s, h1(r
s, zs), zs, h2(r
s, zs)). Note that h1 = 0 is
a solution of (3.14) because C1(r
s, 0, zs, zu) = 0 by Corollary 3.5. Then (3.15)
becomes
Cu3 (r
s, 0, zs, h2) = D2h2(r
s, zs) Cs3(r
s, 0, zs, h2)
which is the condition for invariance relative to the auxiliary system
Y˜ 0 :


(rs)′ = Cs1(r
s, 0, z),
(zs)′ = Cs3(r
s, 0, z),
(zu)′ = Cu3 (r
s, 0, z).
(3.16)
Then h1 = 0. We denote h
s = h2. Let Rk(r) = (r1, . . . ,−rk, . . . , rm). The
symmetry properties given by Corollary 3.5 imply that if (r(t), z(t)) is a solution of
(3.7) then (Rkr(t), z(t)) is also a solution. This implies that if (r0, z0) ∈ W
s then
(Rkr0, z0) ∈ W
s. Applying this last property to {rs, 0, zs, hs(rs, zs)} we obtain
that {Rkr
s, 0, zs, hs(rs, zs)} ∈ W s and hence hs(rs, zs) = hs(Rkr
s, zs). Since
k ∈ {1, . . . ,m} and hs is analytic (3.11) follows. Q.E.D.
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4. Normal form. The next step is to introduce and use a suitable normal form.
We first describe the procedure in an informal and somewhat imprecise way and
then we apply it rigorously to find the normal form we are interested in. Let Xε be
a family of vector fields of the form
Xε(v) = A.v + εf(v) +O(ε
2) . (4.1)
In the following we will use it for Xε as in (2.1), or rather, in more suitable coordi-
nates, as in (3.4); in this latter case A = diagonal[iB,−iB, 0] and v = (x, x¯, z). We
want to simplify Xε based on the properties of A.
Let E be some function space of C1 functions, u(v), defined on some domain V .
We define the linear operator adA by the formula
(adA(u)) (v) := Du(v).A.v −A.u(v). (4.2)
Let F be some function space containing f . One can think of E,F being spaces of
convergent power series on some polydisk. We denote H the image of adA in F and
by G some complementary function space of H in F , i.e. F = H ⊕G. Then we can
write
f = fH + fG (4.3)
with fH ∈ H and fG ∈ G. Hence there exists u ∈ E such that
adA(u) = fH . (4.4)
Proposition 4.1. The previous definitions and formulas (4.2) and (4.3) imply that
if u satisfies (4.4) the change of variables w = ψε(v) := v− εu(v) conjugates Xε in
(4.1) to
(ψε)∗Xε(w) = A.w + εfG(w) +O(ε
2). (4.5)
Proof. It is clear that ψ−1ε (w) = w + εu(w) + O(ε
2), then a straightforward
computation gives:
(ψε)∗Xε(w) = Dψε(v).Xε(v)
= (Id−εDu(v)).(A.v + εf(v) +O(ε2))
= A.v + εf(v)− εDu(v).A.v +O(ε2)
= A.(w + εu(w)) + εf(w)− εDu(w).A.w +O(ε2)
= A.w − ε(adA(u))(w) + εf(w) +O(ε
2),
where v = ψ−1ε (w). Choosing u in the definition of ψε verifying (4.4) and using the
decomposition of f in (4.3) we get
(ψε)∗Xε(w) = A.w + εfG(w) +O(ε
2). (4.6)
Q.E.D.
Proposition 4.2. Let Zε be a vector field of the form (2.6) whose right-hand side is
assumed to be analytic with respect to x, x¯, z on Pρ ×Bρ, hence it has the following
expansion for R and S:
R(x, x¯, z) =
m∑
k=1
∑
p,q∈Nm
Rkp,q(z)x
px¯qek, (4.7)
S(x, x¯, z) =
∑
p,q∈Nm
Sp,q(z)x
px¯q, (4.8)
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where {e1, . . . , em} denotes the canonical vector space basis of C
m. Assume that
β1, . . . , βm satisfy Hypothesis 3, then there exists a near to the identity change of
variables of the form
(x, x¯, z) 7→ ψε(x, x¯, z) = (x, x¯, z)− εu(x, x¯, z), (4.9)
with an analytic function u, such that in the new variables (which we still denote
by (x, x¯, z)) the vector field Zε takes the form Zε,N = (ψε)∗Zε:

x′ = iB.x+ ε
∑∞
|q|=1 |x1|
2q1 . . . |xm|
2qm
∑m
k=1 R
k
q+ek,q(z)x
ekek +O(ε
2) ,
x¯′ = complex conjugate of the first component ,
z′ = ε
∑∞
|q|=1 Sq,q(z)|x1|
2q1 . . . |xm|
2qm +O(ε2) ,
(4.10)
where the right-hand side is analytic in Pρ′ × Bρ with 0 < ρ
′ < ρ.
Proof. To simplify the ∂/∂x and ∂/∂x¯ components of the vector field we look
for u of the following form
u(x, x¯, z) =
( m∑
k=1
∑
p,q∈Nm
ukp,q(z)x
px¯qek, complex conjugate of the first component ,
m∑
k=1
∑
p,q∈Nm
u˜kp,q(z)x
px¯qek
)
. (4.11)
One can explicitly compute the action of adA from its definition (4.2) and the given
form for A = diagonal[iB,−iB, 0], to obtain:
(adA(u)) (x, x¯, z) =
( m∑
k=1
∑
p,q
i〈β, p− q − ek〉u
k
p,q(z)x
px¯qek,
complex conjugate of the first component , (4.12)
m∑
k=1
∑
p,q
i〈β, p− q〉u˜kp,q(z)x
px¯qek
)
.
By Hypothesis 3 we have that 〈β, p − q − ek〉 = 0 ⇔ p = q + ek and 〈β, p− q〉 =
0 ⇔ p = q. Hence the image of adA contains, at formal level, series of the form
(
m∑
k=1
∑
p6=q+ek
Rkp,q(z)x
px¯qek, conjugate of the first component ,
n∑
k=1
∑
p6=q
Skp,q(z)x
px¯qek).
(4.13)
Let us then decompose R and S in (4.7) and (4.8) according to the splitting intro-
duced in (4.3), as:
R = RH +RG, S = SH + SG,
where the functions in the decomposition are explicitly given by:
RH =
m∑
k=1
∑
p6=q+ek
, RG =
m∑
k=1
∑
p=q+ek
, SH =
n∑
k=1
∑
p6=q
, SG =
n∑
k=1
∑
p=q
.
By the analyticity hypothesis of the involved vector fields, there are positive
constants M and ρ such that
|Rkp,q(z)| ≤Mρ
|p|+|q|, |Skp,q(z)| ≤Mρ
|p|+|q| (4.14)
for all k and uniformly in z.
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Thus to conclude the proof, i.e. to transform (2.2) into (4.10), it is enough to
find a convergent u of the form (4.11) such that adA(u) = (RH , R¯H , SH). Because
of (4.12) we can take
u(x, x¯, z) =
( m∑
k=1
∑
p6=q+ek
Rkp,q(z)
i〈β, p− q − ek〉
xpx¯qek,
complex conjugate of the first component ,
n∑
k=1
∑
p6=q
Skp,q(z)
i〈β, p− q〉
xpx¯qek
)
.
Using the arithmetical condition in Hypothesis 3, given ε > 0 we can estimate∣∣∣ 1
〈β, p− q − ek〉
∣∣∣ ≤ Ce(σ+ε)|p−q−ek | ≤ Ce(σ+ε)e(σ+ε)(|p|+|q|) (4.15)
for some C > 0 and hence∣∣∣ Rkp,q(z)
i〈β, p− q − ek〉
∣∣∣ 1|p+q| ≤ (Ce(σ+ε)M) 1|p+q| e(σ+ε)ρ. (4.16)
Similarly ∣∣∣ Skp,q(z)
i〈β, p− q〉
∣∣∣ 1|p+q| ≤ (Ce(σ+ε)M) 1|p+q| e(σ+ε)ρ.
Therefore we get convergence on the polydisk Pρ′ with ρ
′ = ρ/e(σ+ε) uniformly in
z ∈ Bρ. Q.E.D.
Proposition 4.3. Let Zε,N,T be the vector field obtained from Zε,N in (4.10) drop-
ping the O(ε2) terms, then in cylindrical coordinates this vector field yields the
equations: {
r′ = εC1(r, z)
z′ = εC3(r, z) ,
(4.17)
i.e. up to a factor ε it is the vector field Y 0 defined previously in (3.7).
Proof. Using the expansions (4.7) and (4.8) and the formulas in (2.15) and
(2.16) we have
Ck1 (r1, . . . , rm, z) =
1
(2π)m
∫
Tm
Re(
∑
p,q∈Nm
Rkp,q(z)x
px¯qe−iθk) dθ , 1 ≤ k ≤ m.
(4.18)
We split up the summation in (4.18) as
∑
p,q∈Nm =
∑
p=q+ek
+
∑
p6=q+ek
. Then we
observe that all the terms involving p 6= q + ek do not contribute to (4.18) because
of:∫
Tm
xpx¯qe−iθk dθ =
∫
Tm
rp1+q11 . . . r
pm+qm
m e
iθ1(p1−q1) . . . eiθk(pk−qk−1) . . . eiθm(pm−qm) dθ
= 0 (4.19)
by Fubini’s theorem. While the terms with p = q + ek give:∫
Tm
xq+ek x¯qe−iθk dθ =
∫
Tm
r2q11 . . . r
2qk+1
k . . . r
2qm
m e
0dθ
= (2π)mr2q11 . . . r
2qk+1
k . . . r
2qm
m . (4.20)
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We can thus conclude that:
Ck1 (r1, . . . , rm, z) =
∑
q∈Nm
Re(Rkq+ek,q(z)r
2q1
1 . . . r
2qk+1
k . . . r
2qm
m ). (4.21)
On the other hand, expressing Zε,N,T in cylindrical coordinates we can use a formula
similar to (3.6) and get
r′k = εRe(r
2q1
1 . . . r
2qm
m R
k
q+ek,qk(z)rke
iθk .e−iθk). (4.22)
Comparing the right-hand sides of (4.21) and (4.22) we see that they are equal up
to a factor ε. A completely analogous calculation can be performed for C3 and this
concludes the proof. Q.E.D.
Because of this Proposition 4.3 and since the equations in (4.17) are independent
of the angles θ1, . . . , θm by Proposition 3.6 we have
Proposition 4.4. The graph defined by (2.19) is invariant for Zε,N,T for any ε > 0.
In order to finish the proof of Theorem 2.3 we repeat the arguments in [4, The-
orem 4, page 141] concerning the comparison of the time one maps of Zε,N,T and
Zε,N , which differ by O(ε
2) and then we go back to the original variables.
5. Setting and main result for diffeomorphisms. We consider families of dif-
feomorphisms Fε : U ⊂ R
2m × Rn → R2m × Rn close to a product of rotations
having the form
Fε(v) = A.v + εfε(v) (5.1)
with A = diagonal[G1, . . . , Gm, Idn], where Gj are rotations in R
2 of angle βj 6= 0
and fε(0) = 0.
Using the complex variables (2.4) and (2.5) we can write Fε as
Fε(x, x¯, z) =

 C.x + εM(x, x¯, z)C¯.x¯+ εM¯(x, x¯, z)
z + εN(x, x¯, z)

+O(ε2), (5.2)
with C = diagonal[eiβ1 , . . . , eiβm ]. Let us introduce the block matrix (bij)1≤i,j≤3 =
D(M, M¯,N)(0, 0, 0) and let us denote the diagonal elements of b11 by b
1
11, . . . , b
m
11.
In cylindrical coordinates the diffeomorphism can be rewritten as Fε = (F1,ε, F2,ε, F3,ε)
with
F k1,ε(r, θ, z) = rk + εRe[M
k(reiθ, re−iθ , z)e−i(βk+θk)] +O(ε2),
F k2,ε(r, θ, z) = θk + βk + (ε/rk) Im[M
k(reiθ , re−iθ, z)e−i(βk+θk)] +O(ε2), (5.3)
F3,ε(r, θ, z) = z + εN(re
iθ, re−iθ, z) +O(ε2).
We consider the following averaged functions
Ek1 (r, z) =
1
(2π)m
∫
Tm
Re[Mk(reiθ , re−iθ, z)e−i(βk+θk)] dθ, (5.4)
E1 = (E
1
1 , . . . , E
m
1 ) and
E3(r, z) =
1
(2π)m
∫
Tm
N(reiθ, re−iθ , z) dθ. (5.5)
As a consequence of Lemma 3.4 the functions rkE
k
1 (r, z) and E3(r, z) are even with
respect to each rj . Let Y
0 be the auxiliary equation
Y 0 :
{
r′ = E1(r, z),
z′ = E3(r, z).
(5.6)
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In the same way as in Proposition 3.6 we obtain that
DY 0(0, 0) = diagonal[Re(b111e
−iβ1), . . . ,Re(bm11e
−iβm), b33].
We introduce two hypotheses related to hyperbolicity analogous to Hypotheses 1
and 2 of Section 2.
Hypothesis 4. The real parts of bj11e
−iβj , j = 1, . . . ,m, are different from zero. It
is not restrictive to assume that the real parts are ordered as
Re(b111e
−iβ1) ≤ · · · ≤ Re(bjs11e
−iβjs ) < 0 < Re(bjs+111 e
−iβjs+1) ≤ · · · ≤ Re(bm11e
−iβm)
(5.7)
with 0 ≤ js ≤ m. We write x = (x
s, xu) with xs = (x1, . . . , xjs) and x
u =
(xjs+1, . . . , xm).
Hypothesis 5. The matrix b33 is hyperbolic in the sense that all its eigenvalues
have real part different from zero. Hence, up to a linear change of variables only in
z ∈ Rn, we will assume that there is a decomposition of Rn such that, with respect
to it, b33 has the form
b33 =
[
bs33 0
0 bu33
]
, (5.8)
where the eigenvalues of bs33, resp. b
u
33, have negative, resp. positive real part. We
write the variable z ∈ Rn with respect to this decomposition as z = (zs, zu).
Also we introduce an arithmetical condition on the betas.
Hypothesis 6. Let β = (β1, . . . , βm). For ~n ∈ Z
m and k ∈ Z we have
ei〈β,~n〉 = 1 ⇐⇒ |~n| = 0.
Moreover
σ := lim
|~n|→+∞
1
|~n|
log |ei〈β,~n〉 − 1|−1 <∞. (5.9)
Remark 5.1. If β satisfies
|〈β, ~n〉 − 2πℓ| ≥ K|~n|−τ for all ~n ∈ Zm \ {0}, ℓ ∈ Z (5.10)
for some K > 0 and τ > 0 then (5.9) holds with σ = 0.
Since the set of betas satisfying (5.10) with τ > m has full Lebesgue measure [12]
then the set of betas satisfying (5.9) also has full Lebesgue measure in Rm.
In the same way as in Proposition 3.6 we have
Proposition 5.2. Under Hypotheses 4 and 5 the origin is a fixed equilibrium point
of (5.6) and moreover its local stable manifold can be represented as the graph
{rs, 0, zs, hs(rs, zs)}, (5.11)
where hs(r1, . . . , rjs , z
s) = h˜s(r21 , . . . , r
2
js
, zs) with h˜s analytic.
Theorem 5.3. Let Fε be a family of diffeomorphisms as in (5.1) and suppose that
the functions fε are analytic on Pρ0 × Bρ0 ⊂ C
2m × Cn. Suppose that Hypotheses
4, 5, and 6 are satisfied. Consider the following local graph of the analytic function
(xu, yu, zu) = h(xs, yu, zs) defined by
{xs, ys, 0, 0, zs, hs(|x1 + iy1|, . . . , |xjs + iyjs |, z
s)}, (5.12)
defined on Pρ1 ×Bρ1 , where h
s is the function introduced in (5.11).
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Then
(a) There is ε0 > 0 such that for 0 < ε < ε0 the origin is a hyperbolic fixed point of
Fε. Moreover in the coordinates introduced in Hypotheses 4 and 5 we can represent
the stable manifold locally as the graph
{xs, ys, ϕ1ε(x
s, ys, zs), zs, ϕ2ε(x
s, ys, zs)}.
of an analytic map (xu, zu) = ϕε(x
s, zs) defined on Pρ2 × Bρ2 ⊂ C
2js × Cks for
some ρ2.
(b) For εց 0, ϕε converges to h uniformly on Pρ2 ×Bρ2 .
Remark 5.4. Hypothesis 6 is essential as the counterexample in [4] shows.
The analogous result for the unstable manifold is readily obtained by considering
F−1ε .
The proof goes along the same lines as the one of Theorem 5 in [4]. The main
difference is the proof of the analogous of Proposition 3 in that reference which we
now state and prove. It deals with the embedding of the family Fε into a flow up
to order ε2.
Proposition 5.5. Let Fε be the family of diffeomorphisms given by (5.2) with M ,
N analytic. Assume that Hypothesis 6 holds. Then there is a vector field of the
form
Xε(v) = L.v + εg(v)
such that the time one map Hε of Xε satisfies the condition
|Fε(v)−Hε(v)| = O(ε
2)
uniformly in z on a set of the form Pρ0 ×Bρ0 ⊂ C
2m × Cn.
Proof We look for a vector field of the form Xε(v) = L.v + εg(v), v = (x, x¯, z),
with L = diagonal[iB,−iB, 0] and B = diagonal[β1, . . . , βm]. Note that e
L =
diagonal[C, C¯, Id]. Let φε(t, v) denote the flow of Xε. We develop it with respect
to ε
φε(t, v) = φ0(t, v) + ε
∂φε
∂ε
(t, v)|ε=0 +O(ε
2). (5.13)
Clearly φ0(t, .) = e
Lt. The derivative ψ(t, v) =
∂φε
∂ε
(t, v)|ε=0 satisfies the variational
equation with respect to ε
∂ψ
∂t
(t, v) = L.ψ(t, v) + g(eAt.v), ψ(0, v) = 0. (5.14)
The variation of constants formula gives:
ψ(t, v) =
∫ t
0
exp(L(t− s)).g(eAs.v) ds. (5.15)
From (5.13) and (5.15) we have to solve
ψ(1, v) =
∫ 1
0
exp(L(1− s)).g(eAs.v) ds = (M(v), M¯ (v), N(v)). (5.16)
We expand M and N in x, x¯ as
M(x, x¯, z) =
∑
p,q∈Nm
c1p,q(z)x
px¯q, N(x, x¯, z) =
∑
p,q∈Nm
c3p,q(z)x
px¯q, (5.17)
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where the sum converges on Pρ0 × Bρ0 for some ρ0. We look for g = (g
1, g2, g3),
with g2 = g1, of the form
gj(x, x¯, z) =
∑
p,q∈Nm
djp,q(z)x
px¯q.
Now we must proceed component-wise. For that we write d1p,q =
∑m
k=1 d
1,k
p,qek and
c1p,q =
∑m
k=1 c
1,k
p,qek, where {ek}1≤k≤m is the canonical basis of R
m. With these
notations we express the first component of (5.16) as∫ 1
0
m∑
k=1
eiβk(1−s)
∑
p,q
d1,kp,q(z)eke
i〈β,p−q〉sxpx¯q ds =
m∑
k=1
∑
p,q
c1,kp,q(z)ekx
px¯q.
Hence identifying coefficients, for 1 ≤ k ≤ m and p, q ∈ Nm we get∫ 1
0
eiβk(1−s)d1,kp,q(z)e
i〈β,p−q〉s ds = c1,kp,q(z).
Evaluating the integral, after a short calculation we have
d1,kp,q(z) = e
−iβk
i〈β, p− q − ek〉
ei〈β,p−q−ek〉 − 1
c1,kp,q(z) if p− q − ek 6= 0,
d1,kp,q(z) = e
−iβkc1,kp,q(z) if p− q − ek = 0.
In a completely similar way we find that
d3p,q(z) =
i〈β, p− q〉
ei〈β,p−q〉 − 1
c3p,q(z) if p− q 6= 0,
d3p,q(z) = c
3
p,q(z) if p− q = 0.
Since we assume the series for f j0 to be convergent on a polydisk, there exist
constants C, ρ > 0 such that
|cjp,q(z)| ≤ Cρ
|p|+|q|. (5.18)
For p− q − ek 6= 0, by Hypothesis 6 there exist C1 > 0 and ρ > 0 such that
|d1,kp,q(z)| ≤ |β|.|p− q − ek||e
i〈β,p−q−ek〉 − 1|−1|c1,kp,q(z)|
≤ |β|(|p|+ |q|+ 1)|ei〈β,p−q−ek〉 − 1|−1Cρ|p|+|q|
≤ |β|(|p|+ |q|+ 1)C1e
(σ+ε)|p−q−ek|ρ|p|+|q|
≤ |β|(|p|+ |q|+ 1)C1e
(σ+ε)(|p|+|q|)eσ+εCρ|p|+|q|.
For p−q = ek we obviously have |d
1,k
p,q(z)| = |c
1,k
p,q(z)|. It is clear that the (|p|+|q|)-th
root of |d1,kp,q(z)| is bounded, implying convergence on Pρ′ ×Bρ with ρ
′ < ρ/eσ+ε.
The estimates for d3p,q are completely similar. Q.E.D.
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