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Yang et al. [J.P. Yang, S.H. Cheng, Q. Wu, Recursive equations for compound distribution
with the severity distribution of the mixed type, Science in China Series A 48 (2005)
594–609] investigated a recursive procedure for a kind of compound distributions with
the number of claims belonging to (a, b)-family and the severity distribution of the mixed
type. In this paper, we extend their results by assuming that the claim number belongs to a
larger class. As applications, the excess-of-loss reinsurance treaty is discussed and concrete
examples are considered in some detail.
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1. Introduction
In actuarial literature, compound distributions are used extensively in modeling the total claims for an insurance
portfolio. More precisely, consider the random sum
S =
N−
i=1
Xi, (1)
where N denotes the number of claims during a fixed time period and X1, X2, . . . are the amounts of successive claims. It is
assumed that X1, X2, . . . are independent and identically distributed (i.i.d.) with a generic random variable X and severity
distribution function (sdf) FX . It is further assumed that N is stochastically independent of X1, X2, . . .with probability mass
function (pmf) pn = P(N = n), n = 0, 1, . . .. The distribution function (df) of S in (1) is denoted by FS .
Panjer [1] provides a recursive algorithm for the distribution of S when the severity X is distributed on the non-negative
integers and the counting probabilities pn belong to (a, b)-family, i.e.
pn =

a+ b
n

pn−1, n = 1, 2, . . . .
Panjer’s paper motivates the development of an extensive theory on recursive methods for compound distributions and
there are at least two ways to extend Panjer’s recursive algorithm. For example, one is to extend the number of claims N to
a more general class. Another is to extend the severity distribution function to the case where the claims are of mixed type
or multivariate situation. See [2,3] for a detailed review.
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Since many distribution functions in modeling insurance payments have both continuous portions and point masses, it
is necessary to consider compound distributions whose severity distributions are of mixed type. See Section 2.2 of [4] for
more information about this motivation. Recently, Yang et al. [5] give recursive equations for compound distribution with
the number of claims belonging to (a, b)-family and the severity distribution X satisfying the following assumption: there
exist a discrete dfHX taking on non-negative integers, a continuous dfGX with bounded density functionwhich is continuous
on (n, n+ 1), n ∈ Z and a constant α ∈ [0, 1] such that
FX (x) = αHX (x)+ (1− α)GX (x), x ≥ 0, (2)
holds. They derive recursive equations for FS on the continuous part and the discrete part respectively.
On the other hand, we mention that [6] makes an extension of (a, b)-family and considers the class of counting
distributions satisfying the recursion
pn =
k−
i=1

ai + bin

pn−i, n = 1, 2, . . . , (3)
for some integer k with pn = 0, n < 0. He also presents an algorithm for recursive evaluation of corresponding compound
distributions.
Once a recursion is derived, it would be useful to discuss the numerical stabilities of it. Panjer and Wang [7] discuss the
stability of the recursion formula when pn belongs to (a, b)-family. It is shown that the recursive equation is stable when
N follows a Poisson or negative binomial distribution. However, the recursive equation is unstable when N is a binomial
distribution. Also, results on the stability when pn satisfies (3) are given by Panjer and Wang [8].
In this paper, we investigate a kind of compound distributions with FX of the form (2) and pk satisfying (3). The rest of
the paper is organized as follows. In Section 2, we will present our main results. Their proofs will be given in Section 3. In
Section 4, we will give an application for the main result. Explicit examples are considered in Section 5 to show how the
recursive equations could be used to compute recursively.
2. Main results
This part contains the main theoretical results about the recursive equations for FS .
For FX as in (2), denote
pX (n) = αP(X = n), n ∈ Z .
Assume qX (x) = 0, x ∈ Z by the definition of a continuous random variable and
qX (x) = (1− α)gX (x), x ∉ Z,
where gX is the probability density function (pdf) of GX . Then, obviously (2) is equivalent to
FX (x) =
[x]−
n=0
pX (n)+
∫ x
0
qX (t)dt, x ≥ 0, (4)
where [x] is the integer part of x. By the continuity assumption on gX (x), x ∉ Z , we can see that pX (x), x ∈ Z and qX (t), t ∉ Z
are uniquely determined by FX .
Denote by F∗iX the i-convolution for FX with itself. For further use, we want to express F
∗i
X and FS in the form of (4). To do
this, we need the following known results, e.g., see [5] for details.
Proposition 1. For FX as in (2), we have
(i) The distribution function F∗iX of
∑ i
j=1 Xj can be decomposed into the following
F∗iX (x) = P
 i−
j=1
Xj ≤ x

= αiVi(x)+ (1− αi)Wi(x), x ≥ 0, (5)
where αi ∈ [0, 1] is a constant, Vi(x) is a discrete df on Z with pmf vi, and Wi(x) is a continuous df with pdf wi(x) which is
continuous except integer points. Furthermore, there exists some constant M > 0 such that for i = 1, 2, . . . ,
sup
t>0,t∉Z
|(1− αi)wi(t)| ≤ M.
(ii) There exist a pmf HS on Z, a df GS with bounded pdf which is continuous on (n, n+ 1), n ∈ Z and a constant β ∈ [0, 1]
such that
FS(x) = βHS(x)+ (1− β)GS(x), x ≥ 0, (6)
holds. Here β , HS and GS are uniquely determined by FS .
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Along the similar lines as (4), from Proposition 1 we get the following expressions
F∗iX (x) =
[x]−
n=0
p∗iX (n)+
∫ x
0
q∗iX (t)dt, x ≥ 0, (7)
FS(x) =
[x]−
n=0
pS(n)+
∫ x
0
qS(t)dt, x ≥ 0, (8)
where p∗iX (n), n ∈ Z and q∗iX (x), x ∉ Z are uniquely determined by F∗iX , and pS(n), n ∈ Z and qS(x), x ∉ Z are uniquely
determined by FS .
Remark 1. In (7), p∗iX does not denote the convolution of pX , but the pmf of F
∗i
X on the discrete part. Similarly, q
∗i
X does not
denote the convolution of qX , but the pdf of F∗iX on the continuous part.
Now we are ready to give the main result of this paper. In the following theorem, recursive equations are given for the
compound distributions on the discrete part pS and the continuous part qS respectively.
Theorem 1. If pk satisfies (3) and FX as in (2), then the following recursive equations hold for qS and pS in (8),
(i) For a positive integer n,
1−
k−
i=1
aip∗iX (0)

npS(n) =
n−
j=1
pS(n− j)
k−
i=1

(n+ ij− j)ai + jbi

p∗iX (j), (9)
holds with the starting value pS(0) =∑∞n=0 pnP(X = 0)n.
(ii) For positive x ∉ Z,
1−
k−
i=1
aip∗iX (0)

xqS(x) =
k−
i=1
∫ x
0
qS(x− t)q∗iX (t)

aix+ (iai − ai + bi)t

dt
+
[x]−
j=1
qS(x− j)p∗iX (j)

aix+ (iai − ai + bi)j

+
[x]−
j=0
pS(j)q∗iX (x− j)

(iai + bi)x− (iai − ai + bi)j

. (10)
Remark 2. In the case of k = 1, Eqs. (2.4) and (2.5) in [5] are recovered by (9) and (10).
We should know that qS may not be continuous at integer points, so it is necessary for us to derive the right and left limits
of qS . The following conclusion holds for qS(n+) = limx↓n qS(x) and qS(n−) = limx↑n qS(x), n ∈ Z .
Corollary 1. If pk satisfies (3) and FX as in (2), then it holds that
qS(0+) =

1−
k−
i=1
aip∗iX (0)
−1 k−
i=1
q∗iX (0+)(iai + bi)pS(0), (11)
and for m = 1, 2, . . ., we have
1−
k−
i=1
aip∗iX (0)

qS(m+)− qS(m−)

=
k−
i=1
m−1−
j=1

qS((m− j)+)− qS((m− j)−)

p∗iX (j)

ai + (iai − ai + bi) jm

+
m−1−
j=0

q∗iX ((m− j)+)− q∗iX ((m− j)−)

pS(j)

iai + bi − (iai − ai + bi) jm

+ qS(0+)p∗iX (m)(iai + bi)+ pS(m)q∗iX (0+)ai

. (12)
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Proof. Using (10) and the fact that as x → 0+,
1
x
∫ x
0
aix+ (iai − ai + bi)tq∗iX (t)qS(x− t)dt
≤ 1
x
sup
t≤x

q∗iX (t)qS(x− t)
 ∫ x
0
aix+ (iai − ai + bi)tdt
≤ |ai| + |iai − ai + bi|x sup
t≤x

q∗iX (t)qS(x− t)
→ 0(x → 0+),
then we get
1−
k−
i=1
aip∗iX (0)

lim
x→0+ qS(x) =
k−
i=1
(iai + bi)pS(0) lim
x→0+ q
∗i
X (x).
Finally, (12) immediately follows from (10) by letting x → m+ and x → m−. 
3. Proof of the main results
Before we give the proof of the main result, some lemmas are derived. First, we investigate the Laplace transform of the
compound distribution FS .
Lemma 1. If pk satisfies (3), then
L′S(z) =
k−
i=1

aiLiX (z)L
′
S(z)+ (iai + bi)LS(z)Li−1X (z)L′X (z)

, z ≥ 0, (13)
where LT (z) = E

e−zT

, z ≥ 0 denotes the Laplace transform of random variable T and L′T (z) is the derivation of LT (z).
Proof. Let GN(z) denote the probability generating function of random variable N , that is GN(z) = E(zN). Then, we have
G′N(z) =
∞−
n=1
pnnzn−1 =
∞−
n=1
nzn−1
k−
i=1

ai + bin

pn−i =
k−
i=1
∞−
n=1
(nai + bi)pn−izn−1
=
k−
i=1
∞−
n=i
(nai + bi)pn−izn−1 =
k−
i=1
∞−
n=0
(nai + iai + bi)pnzn+i−1,
which gives
G′N(z) =
k−
i=1

aiz iG′N(z)+ (iai + bi)z i−1GN(z)

. (14)
On the other hand, Theorem 4.2.1 of et al. [9] shows that
LS(z) = GN

LX (z)

, (15)
holds for the compound S =∑Ni=1 Xi.
Thus, insertion (14) in (15) gives (13), which completes the proof of Lemma 1. 
Remark 3. If N ∈ (a, b)-family, then (13) is the same as Theorem 6.6.1 in [10]. That is,
L′S(z) = aLX (z)L′S(z)+ (a+ b)L′X (z)LS(z), z ≥ 0.
Lemma 2. If pk satisfies (3), then∫ y
0
sdFS(s) =
k−
i=1

ai
∫ y
0
sF∗iX (y− s)dFS(s)+ (iai + bi)
∫ y
0
sFS(y− s)dF∗iX (s)

. (16)
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Proof. First, we assume that EX is finite. It is not difficult to verify that for z ≥ 0,
L′S(z) = −
∫ ∞
0
e−ztd
∫ t
0
sdFS(s)

,
LS(z)Li−1X (z)L
′
X (z) = −
∫ ∞
0
e−zyd
∫ y
0
sFS(y− s)dF∗iX (s)

,
L′S(z)L
i
X (z) = −
∫ ∞
0
e−zyd
∫ y
0
sF∗iX (y− s)dFS(s)

.
Substituting the above equations into (13) yields∫ ∞
0
e−ztd
∫ t
0
sdFS(s)

=
∫ ∞
0
e−ztd
 k−
i=1
ai
∫ y
0
sF∗iX (y− s)dFS(s)

+
∫ ∞
0
e−ztd
 k−
i=1
(iai + bi)
∫ y
0
sFS(y− s)dF∗iX (s)

.
Inversion of this equation yields (16).
In the case EX is infinite, for d > 0 we define
S(d) =
N−
i=1
min{Xi, d},
then E

min{Xi, d}

is finite and
P

min{Xi, d} ≤ x
 = FX (x), PS(d) ≤ x = P(S ≤ x), x < d.
Finally, using the result proved above, we obtain that (16) holds for x < d. Letting d → ∞, we have that (16) holds for all
x ≥ 0. 
Now we are in a position to prove the main result of this paper.
Proof of Theorem 1. Under the condition of Theorem 1, there exist functions pS and qS satisfying (8) for x > 0. Then∫ x
0
sdFS(s) =
∫ x
0
sqS(s)ds+
[x]−
n=0
npS(n), (17)
holds. On the other hand, using (16) we get∫ x
0
sdFS(s) =
k−
i=1
∫ x
0
∫ x
0

ais+ (iai + bi)t

I{s+t≤x}dF∗iX (t)dFS(s).
From (7) and (8),∫ x
0
sdFS(s) =
∫ x
0
k−
i=1
∫ s
0

ais+ (iai − ai + bi)t

q∗iX (t)qS(s− t)dt +
∞−
j=0

ais+ (iai − ai + bi)j

p∗iX (j)qS(s− j)
+
∞−
j=0

(iai + bi)s− (iai − ai + bi)j

q∗iX (s− j)pS(j)

ds
+
[x]−
n=0
 k−
i=1
n−
j=0

(n+ ij− j)ai + jbi

p∗iX (j)pS(n− j)

. (18)
The corresponding continuous parts of (17) and (18) should be equal, thus for s ∉ Z ,
sqS(s) =
k−
i=1
∫ s
0

ais+ (iai − ai + bi)t

q∗iX (t)qS(s− t)dt +
[s]−
j=0

ais+ (iai − ai + bi)j

p∗iX (j)qS(s− j)
+
[s]−
j=0

(iai + bi)s− (iai − ai + bi)j

q∗iX (s− j)pS(j)

,
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(10) is proved. Similarly, for the corresponding discrete parts of (17) and (18),
npS(n) =
k−
i=1
n−
j=0

(n+ ij− j)ai + jbi

p∗iX (j)pS(n− j),
(9) holds. Now we finish the proof of Theorem 1. 
4. Applications
Among the insurance branches, an important form of reinsurance is excess-of-loss reinsurance where this type of
reinsurance is used in particular general liability, and to a lesser extent motor-liability and windstorm reinsurance.
SupposeM is a positive integer, called the retention level, then the total payment of the direct insurer’s payment can be
written as SC =∑Ni=1 minXi,M =∑Ni=1 Xi ∧M , and the reinsured amount is then equal to SR =∑Ni=1(Xi −M)+ where
x+ = max{x, 0}.
In the rest of this paper, wewill show how the recursive equations we derived can be put into use through excess-of-loss
reinsurance. Suppose X has a bounded continuous density function fX (x) on [0,∞) and pk satisfies (3).
4.1. Evaluation of pSC and qSC
From the law of total probability, we get that the distribution FX∧M of the size of the direct insurer’s payment
corresponding to each claim is
FX∧M(x) = FX (M)

FX (x)
FX (M)
∧ 1

+ 1− FX (M)I{x≥M}, x ≥ 0. (19)
That is, FX∧M can be expressed as the form of (2). More precisely, by replacing the random variable X in (4) by X ∧M , we get
pX∧M(M) = 1− FX (M), pX∧M(n) = 0, n ∈ Z, n ≠ M,
qX∧M(x) = fX (x)I{x≤M}, x > 0, x ∉ Z .
Then, we immediately get
F∗iX∧M(x) =
[x]−
n=0
p∗iX∧M(n)+
∫ x
0
q∗iX∧M(t)dt, x ≥ 0, (20)
P(SC ≤ x) =
[x]−
n=0
pSC (n)+
∫ x
0
qSC (t)dt, x ≥ 0. (21)
Theorem 2. For the p∗iX∧M and q
∗i
X∧M in (20), we have the following expression
p∗iX∧M(iM) =

1− FX (M)
i
, p∗iX∧M(n) = 0, n ∈ Z, n ≠ iM, i ∈ Z, (22)
q∗iX∧M(x) =
i−1
h=0

i
h
 
1− FX (M)
h d
dx
∫ M∧(x−hM)+
0
∫ M∧((x−hM)+−t1)
0
· · ·∫ M∧((x−hM)+−t1−···−ti−h−1)
0
fX (t1)fX (t2) · · · fX (ti−h)dti−h · · · dt2dt1

. (23)
Proof. Obviously, (22) and (23) hold for n = 1. Moreover, from (19) we get
F∗2X∧M(x) =
∫ x
0
FX∧M(x− y)dFX∧M(y)
=
∫ x
0
[x−y]
n=0
pX (n)+
∫ x−y
0
qX (t)dt

d
 [y]−
n=0
pX (n)+
∫ y
0
qX (t)dt

= 1− FX (M)2I{x≥2M} + ∫ M∧x
0
∫ M∧(x−y)
0
fX (y)fX (z)dzdy
+ 21− FX (M) ∫ M∧(x−M)+
0
fX (y)dy,
which shows that (22) and (23) hold for the case i = 2. Then, by induction we can prove that Theorem 2 holds for all
i ≥ 2. 
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With the help of Theorem 2, we can evaluate pSC and qSC recursively. It is not difficult to verify that pSC (0) = p0 and
pSC (n) = 0, n ∈ Z+, n ≠ mM, m ∈ Z+. And using (9), we get
mMpSC (mM) =
k−
i=1
mM−
j=1
p∗iX∧M(j)pSC (mM − j)

(mM + ij− j)ai + jbi

=
k−
i=1
m−
j=1
p∗iX∧M(jM)pSC ((m− j)M)

(m+ ij− j)Mai + jMbi

which can be rearranged to
mpSC (mM) =
k∧m−
i=1

1− FX (M)
i
pSC ((m− i)M)

(m+ i2 − i)ai + ibi

, m ∈ Z+. (24)
For positive x ∉ Z , from (10) we have
xqSC (x) =
k−
i=1
∫ x
0
qSC (x− t)q∗iX∧M(t)

aix+ (iai − ai + bi)t

dt
+
k∧[ xM ]−
i=1

1− FX (M)
i
qSC (x− iM)

aix+ (iai − ai + bi)iM

+
k−
i=1
[ xM ]−
j=0
pSC (jM)q
∗i
X∧M(x− jM)

(iai + bi)x− (iai − ai + bi)jM

, (25)
which can be used to evaluate qSC recursively with q
∗i
X∧M satisfying (23).
4.2. Evaluation of pSR and qSR
Proceeding as in Section 4.1, we can investigate the distribution of the reinsurer’s payment. The distribution of the
reinsurer’s payment associated with each claim can be expressed as
F(X−M)+(x) = FX (M)I{x≥0} +

FX (x+M)− FX (M)

, x ≥ 0.
Replacing the random variable X in (4) by (X −M)+ yields that
p(X−M)+(0) = FX (M), p(X−M)+(n) = 0, n ≥ 1,
q(X−M)+(x) = fX (x+M), x > 0, x ∉ Z .
Thus we have
F∗i(X−M)+(x) =
[x]−
n=0
p∗i(X−M)+(n)+
∫ x
0
q∗i(X−M)+(t)dt, x ≥ 0, (26)
P(SR ≤ x) =
[x]−
n=0
pSR(n)+
∫ x
0
qSR(t)dt, x ≥ 0. (27)
Similarly with Theorem 2, we can derive the following theorem which is useful in evaluating pSR and qSR .
Theorem 3. For the p∗i(X−M)+ and q
∗i
(X−M)+ in (26), we have
p∗i(X−M)+(0) = F iX (M), p∗i(X−M)+(n) = 0, n = 1, 2, . . . , (28)
q∗i(X−M)+(x) =
i−1
h=0

i
h

F hX (M)
d
dx
∫ x
0
∫ x−t1
0
· · ·
∫ x−t1−···−ti−h−1
0
fX (t1 +M)
× fX (t2 +M) · · · fX (ti−h +M)dti−h · · · dt2dt1

. (29)
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The initial value pSR(0) can be calculated by
pSR(0) = P

SR = 0
 = ∞−
n=0
pn
n∏
i=1
P

(Xi −M)+ = 0
 = ∞−
n=0
pnF nX (M).
Then following Eq. (9), we obtain
pSR(1) =
1−
j=0
pSR(1− j)
k−
i=1

(1+ ij− j)ai + jbi

p∗i(X−M)+(j) =
k−
i=1
aip∗i(X−M)+(0)pSR(1),
which gives that pSR(1) = 0, because
∑k
i=1 aip
∗i
(X−M)+(0) ≠ 1. Using induction and (9) we can prove that pSR(n) = 0, n =
2, 3, . . . . For positive x ∉ Z , from (10) we have
1−
k−
i=1
aiF iX (M)

xqSR(x) =
k−
i=1
∫ x
0
qSR(x− t)q∗i(X−M)+(t)

aix+ (iai − ai + bi)t

dt
+ pSR(0)q∗i(X−M)+(x)(iai + bi)x

, (30)
which can be used to evaluate qSR recursively with q(X−M)+ satisfying (29).
5. Examples and their numerical results
In this section, explicit examples are given to show that our methods produce reliable approximated values. Since the
evaluation of FSR is much easier than the evaluation of FSC , we are focused on how to get numerical values of FSC . Suppose X
is exponential with density function fX (x) = λe−λx, x > 0 and pn satisfies (3) with k = 2, that is
pn =

a1 + b1n

pn−1 +

a2 + b2n

pn−2, n = 1, 2, . . . , (31)
with p−1 = 0.
For the sake of convenience, we suppose that M = 1. By the recursive procedure in Sections 4.1 and 4.2, we can derive
explicit recursive equations for pSC and qSC and their corresponding numerical values. For i = 1, 2, it is obviously that
p∗iX∧1(i) = e−iλ, p∗iX∧1(m) = 0, m ∈ Z,m ≠ i.
We can also verify that
q∗1X∧1(x) =

λe−λx, 0 < x < 1,
0, else,
and
q∗2X∧1(x) =
λ
2xe−λx, 0 < x < 1,
λ(2λ− λx+ 2)e−λx, 1 < x < 2,
0, else.
Then, by (24) we get
pSC (m) =

a1 + b1m

e−λpSC (m− 1)+

1+ 2
m

a2 + 2mb2

e−2λpSC (m− 2), m ∈ Z+,
with pSC (0) = p0 and pSC (−1) = 0. Moreover, from Eq. (11) we get qSC (0+) = λp0(a1 + b1). Form = 1, 2, . . . , using (12)
we have
qSC (m+) =

I{m=1}(a1 + b1)e−λ + I{m=2}(2a2 + b2)e−2λ

qSC (0+)+ qSC (m−)
+ I{m≥2}

qSC ((m− 1)+)− qSC ((m− 1)−)

a1 + b1m

e−λ
+ I{m≥3}

qSC ((m− 2)+)− qSC ((m− 2)−)

a2 + 2m (a2 + b2)

e−2λ
+ λa1pSC (m)+ λe−λ

−

a1 + 1mb1

+ 2
m+ 1
m
a2 + 1mb2

pSC (m− 1)
− 2λe−2λ

2a2 + b2 − m− 2m (a2 + b2)

pSC (m− 2). (32)
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On the other hand, by (25) we get
qSC (x) = I{x≥1}qSC (x− 1)

a1 + b1x

e−λ + I{x≥2}qSC (x− 2)

a2 + 2x (a2 + b2)

e−2λ
+
∫ x
0
qSC (x− t)

q∗1X∧M(t)

a1 + txb1

+ q∗2X∧M(t)

a2 + tx (a2 + b2)

dt
+
[x]−
j=0
pSC (j)q
∗1
X∧M(x− j)

(a1 + b1)− jx b1

+
[x]−
j=0
pSC (j)q
∗2
X∧M(x− j)

(2a2 + b2)− jx (a2 + b2)

. (33)
More precisely, for x ∈ (0, 1)we have
qSC (x) =
∫ x
0
qSC (x− t)λe−λt

a1 + txb1 + λt

a2 + tx (a2 + b2)

dt + pSC (0)λe−λx

a1 + b1 + λx(2a2 + b2)

for x ∈ (1, 2),
qSC (x) = qSC (x− 1)e−λ

a1 + b1x

+
∫ 1
0
qSC (x− t)λe−λt

a1 + txb1 + λt

a2 + tx (a2 + b2)

dt
+
∫ x
1
qSC (x− t)λe−λt(2λ− λt + 2)

a2 + tx (a2 + b2)

dt
+ pSC (1)λe−λ(x−1)

a1 + b1 − 1x b1 + λ(x− 1)

2a2 + b2 − 1x (a2 + b2)

+ pSC (0)λe−λx

λ(2− x)+ 2(2a2 + b2)
and for x ∈ (m,m+ 1),m = 2, 3, . . . ,
qSC (x) = qSC (x− 1)e−λ

a1 + b1x

+ qSC (x− 2)e−2λ

a2 + 2x (a2 + b2)

+
∫ 1
0
qSC (x− t)λe−λt

a1 + txb1 + λt

a2 + tx (a2 + b2)

dt
+
∫ 2
1
qSC (x− t)λe−λt(2λ− λt + 2)

a2 + tx (a2 + b2)

dt
+ pSC (m)λe−λ(x−m)

a1 + b1 − mx b1 + λ(x−m)

2a2 + b2 − mx (a2 + b2)

+ pSC (m− 1)λe−λ(x−m+1)

λ(m+ 1− x)+ 2

2a2 + b2 − m− 1x (a2 + b2)

.
Finally, we can use the following approximations to achieve our numerical results. Let qSC and FSC denote the
approximations of qSC and FSC respectively. And let h
−1 be an integer, where h is the span used in our numerical evaluation.
For x = m+ kh ∈ (m,m+ 1),m ∈ Z ,∫ i+kh
i
qSC (m+ kh− t)η(t)dt ∼ k−1
j=0
qSC (m+ kh− i− jh)η(i+ jh)ωk,j,h
+qSC ((m− i)+)η(i+ kh)ωk,k,h, i = 0, 1,∫ i+1
i+kh
qSC (m+ kh− t)η(t)dt ∼ 1/h−
j=k+1
qSC (m+ kh− i− jh)η(i+ jh)ω1/h−k,j−k,h
+qSC ((m− i)−)η(i+ kh)ω1/h−k,0,h, i = 0, 1,
canbeused to calculateqSC (x), x ∉ Z , whereη is a continuous uniformly bounded function and {ωk,j,h, k = 1, 2, . . . , h−1; j =
0, 1, . . . , k} serves as a set of weights. Since qSC is continuous on (m− 1,m), we setqSC (m−) =qSC (m),m = 1, 2, . . . ,.
WhenqSR is derived, the corresponding approximated values of FSR can be evaluated by the following process. For
kh ∈ (0, 1),
FSC (kh) = pSC (0)+qSC (0+)ωk,0,h + k−
j=1
qSC (jh)ωk,j,h.
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Table 1
Example 1.
m 0 0.5 1 1.5 2 2.5 3
pSC (m) 0.49814649 – 0.12286606 – 0.01644068 – 0.00159226qSC (m+) 0.33398458 – 0.14039407 – 0.03084381 – 0.00477311qSC (m) – 0.24192622 0.17387933 0.08540761 0.05074050 0.01626398 0.00818557FSC (m) 0.49814649 0.64100576 0.86693440 0.92235356 0.97214977 0.98357822 0.99107927
For a positive integerm,
FSC (m) = m−
i=0
pSC (i)+
m−1−
j=0

1/h−1−
l=1
qSC (j+ lh)ω1/h,l,h +qSC (j+)ω1/h,0,h +qSC ((j+ 1)−)ω1/h,1/h,h

.
And for x = m+ kh ∈ (m,m+ 1),
FSR(m+ kh) =FSR(m)+ k−
l=1
qSR(m+ lh)ωk,l,h +qSR(m+)ωk,0,h.
The weights {ωk,j,h, j ≤ h−1} are determined as follows. When k is even, let
ωk,0,h = ωk,k,h = h3 ,
and for 0 < j < k,
ωk,j,h =

4h
3
, if j is odd,
2h
3
, if j is even.
When k = 2m+ 1, define
ωk,0,h = h3 , ωk,2m−2,h =
17h
24
, ωk,2m−1,h = ωk,2m,h = 9h8 , ωk,2m+1,h =
3h
8
,
and for 0 < j < 2m− 2,
ω2m+1,j,h =

4h
3
, if j is odd,
2h
3
, if j is even.
From Corollary 4 of [6], we can see that the pmf {pn, n ∈ Z} of the convolution N1 ∗ N2 with N1 and N2 contained in
Panjer’s class can be expressed in the from of (31).
For the remainder of this paper, we give some examples when N = N1 + N2 with N1 and N2 contained in Panjer’s class.
There are different forms of negative binomial in the literature. To avoid ambiguity, when we mention Z ∼ NB(n, θ), we
mean that the pmf of Z has the following expression
Pr(Z = k) =

n+ k− 1
k

(1− θ)nθ k, k = 0, 1, 2, . . . .
Example 1. Assume that N follows the Delaporte distribution Del(γ , n, θ). It is well known that N can be decomposed as
N = N1 + N2 with N1 ∼ Poi(γ ) and N2 ∼ NB(n, θ/(1+ θ)). Thus, pn can be expressed in the form of (31) with
a1 = θ1+ θ , b1 = γ + (n− 1)
θ
1+ θ , a2 = 0, b2 = −
γ θ
1+ θ .
For more details about Delaporte distribution, see [11]. Suppose λ = 1, γ = 0.125, n = 6 and θ = 0.1, the corresponding
numerical results with h = 0.0002 are listed in Table 1.
Example 2. We consider the case that N = N1 + N2 with N1 ∼ Bin(σ , θ) and N2 ∼ NB(τ , θ), which is studied by Example
2 in [6] and Example 2.2 in [12], respectively. It is obvious that pn satisfies (31) with
a1 = − θ
2
1− θ , b1 =
σ + θ
1− θ + τ

θ, a2 = θ
2
1− θ , b2 =
θ2
1− θ (τ − σ − 2).
Suppose λ = 1, σ = 5, τ = 6 and θ = 0.1, the corresponding numerical results with h = 0.0002 are listed in Table 2.
We remark that the results in Tables 1 and 2 are based on a single choice of h and nothing apart from that the recursion
is feasible. Moreover, the smaller h is, the more precise the numerical results are.
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Table 2
Example 2.
m 0 0.5 1 1.5 2 2.5 3
pSC (m) 0.31381060 – 0.13468521 – 0.02815580 – 0.00388385qSC (m+) 0.36611236 – 0.24539236 – 0.07756940 – 0.01596331qSC (m) – 0.29135309 0.22700676 0.16041033 0.10220879 0.04333556 0.02321317FSC (m) 0.31381060 0.47781247 0.74160031 0.84176318 0.93461853 0.96411021 0.98417273
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