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Abstract
Stationarity is a very common assumption in time series analysis. A vector autoregres-
sive (VAR) process is stationary if and only if the roots of its characteristic equation lie
outside the unit circle, constraining the autoregressive coefficient matrices to lie in the sta-
tionary region. However, the stationary region has a highly complex geometry which impedes
specification of a prior distribution. In this work, an unconstrained reparameterisation of
a stationary VAR model is presented. The new parameters are based on partial autocor-
relation matrices, which are interpretable, and can be transformed bijectively to the space
of unconstrained square matrices. This transformation preserves various structural forms of
the partial autocorrelation matrices and readily facilitates specification of a prior. Proper-
ties of this prior are described along with an important special case which is exchangeable
with respect to the order of the elements in the observation vector. Posterior inference and
computation are described and implemented using Hamiltonian Monte Carlo via Stan. The
prior and inferential procedures are illustrated with an application to a macroeconomic time
series which highlights the benefits of enforcing stationarity.
Keywords— Partial autocorrelation matrix; Prior distribution; Stationarity; Unconstrained repa-
rameterisation; Vector autoregressive model
1 Introduction
Denote by {yt} a time series of equally spaced m-variate observations. A stochastic process is said to
be strictly stationary if its properties are unaffected by a shift in the time origin and weakly stationary
if the mean E(yt) = µ remains constant over time and the matrix-valued autocovariance function Γi =
Cov(yt,yt+i) = E{(yt − µ)(yt+i − µ)T } depends only on the lag i, for i = 0, 1, . . ., with Γ−i = ΓTi .
For Gaussian processes, the two are equivalent, and we simply refer to a process as being stationary.
As raw time series often exhibit periodic variation and systematic changes in the mean, stationarity is
generally assumed only for the residuals of a “detrended” series, the variables of a differenced process, or
those latent components of a state space model that are believed to be mean-reverting. In these cases,
stationarity prevents the predictive variance of the transformed process from growing without bound as
the forecast horizon increases, moving either forwards or backwards in time. This is a very reasonable
assumption in many applications, for instance where the inferential objective is long-term forecasting or
characterising the long-run behaviour of linear dynamic systems.
All stationary Gaussian processes can be approximated arbitrarily well by a finite-order, vector au-
toregressive moving average (VARMA) model; see, for example, Chapter 12 of Neusser (2016). Although
we focus on the more commonly used subclass of vector autoregressive (VAR) models, we provide com-
ments in Section 6 on the extension to the more general case. Without loss of generality, assume that the
time series {yt} can be modelled as a zero-mean, order-p vector autoregressive, or VARm(p), process,
yt = φ1yt−1 + . . .+ φpyt−p + t,
in which the errors {t} form a sequence of uncorrelated, zero-mean multivariate normal random vectors,
t ∼ Nm(0, Σ). The parameters of the model therefore comprise the autoregressive coefficient matrices
φi ∈ Mm×m(R) for i = 1, . . . , p, and the error variance matrix Σ ∈ S+m, where Mm×n(V ) denotes the
set of m × n matrices with entries in V and S+m denotes the set of m ×m symmetric, positive definite
matrices. Henceforth, we refer to the collection of φi as Φ.
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In the time series literature, the VARm(p) process is often written as
t = (Im − φ1B − . . .− φpBp)yt = φ(B)yt
where B is the backshift operator, that is Byt = yt−1, Im is the m × m identity matrix and φ(u) =
Im − φ1u − . . . − φpup, u ∈ C, is termed the characteristic polynomial. The process is stationary if and
only if all the roots of det{φ(u)} = 0 lie outside the unit circle. We refer to this subset of Mm×m(R)p as
the stationary region, denoted by Cp,m.
When m = 1 and p = 1 or p = 2, the stationary region is simple, with C1,1 representing the interval
(−1, 1), and C2,1 representing a triangle in the (φ1, φ2)-plane. However, increasing m or p further increases
the complexity of the polynomial equation det{φ(u)} = 0 and hence the geometry of the stationary
region. This causes a number of problems for Bayesian inference. First, because there are no standard
distributions on Cp,m, it is not generally possible to directly specify a prior over this space which encodes
genuine beliefs. Notwithstanding this philosophical point, a second, computational challenge remains;
designing efficient Markov chain Monte Carlo (MCMC) samplers with state space constrained to Cp,m is
very difficult. In the univariate (m = 1) case, Chib (1993) and Chib and Greenberg (1994) address the
latter difficulty by assigning a multivariate normal prior to Φ, truncated to the region Cp,1. For p > 1,
the normalising constant cannot be evaluated in closed form and so the prior density is known only up to
proportionality. An MCMC sampler is described which updates Φ in a block with a multivariate normal
proposal distribution, namely the full conditional distribution when the constraints are ignored; proposals
that fall outside of Cp,1 are rejected in the Metropolis acceptance step. However, this will be efficient
only if the proposal density is concentrated over Cp,1. In the univariate case, Piccolo (1982) calculates
the volume of the stationary region for the parameters of autoregressive (AR) models. In the special
case where the error variance matrix Σ is diagonal, a trivial corollary of this result is that the volume
of Cp,m is equal to Ump , in which Up = (M1M3 . . .Mp−1)2 for p even and Up = Up−1Mp for p odd, where
Mi = 2
i [{(i− 1)/2}!]2 /i!. This region becomes vanishingly small as p increases and is likely to render
an inferential scheme that is not tailored to the geometry of the problem highly inefficient. The natural
way around this problem is to find a reparameterisation of the VARm(p) model which maps Φ ∈ Cp,m
to a space with simpler constraints. Ideally, the new parameters should be interpretable to allow prior
specification to be carried out in a meaningful way.
As a result of their ubiquity in time series analysis, there is a large literature on reparameterisations
of (univariate) autoregressive models. Barndorff-Nielsen and Schou (1973) establish a bijection between
Φ ∈ Cp,1 and the first p partial autocorrelations ρ1, . . . , ρp of a stationary AR(p) process, showing further
that the mapping is both ways continuously differentiable. Monahan (1984) provides an alternative
derivation of the mapping and explicit recursive formulae for its inverse. The new parameterisation has
the advantage that the partial autocorrelations ρ = (ρ1, . . . , ρp) are interpretable and only constrained to
lie in the Cartesian product space (−1, 1)p. Marriott et al. (1996) and Barnett et al. (1996) present prior
distributions for the partial autocorrelations and MCMC methods for computational inference. The latter
suggest a uniform prior over Cp,1. Owing to the analytic tractability of the Jacobian of the mapping from
Φ to ρ, it can easily be shown that this is equivalent to ρi ∼ Beta ([(i+ 1)/2] , [i/2] + 1) independently
for i = 1, . . . , p where [·] denotes the floor operator (Jones, 1987). The former use slab and spike priors
for the ρi in which the “slab” is uniform over (−1, 1) and the “spike” is an atom of probability at zero,
which allows for uncertainty in the model order.
Marriott and Smith (1992) and Huerta and West (1999) both describe reparameterisations based on
a representation of the characteristic equation in factorised form, that is, φ(u) =
∏p
i=1(1− ηiu). In this
case, the condition for stationarity reduces to |ηi| < 1 for all i = 1, . . . , p. Huerta and West (1999) also
allow uncertainty in the model order p, and the balance of real and complex (reciprocal) roots ηi, by
placing priors on the real roots and the moduli of the pairs of complex roots with atoms of probability
at zero.
Extensions of these reparameterisations of univariate AR models to the vector case, especially with
a focus on prior specification, are surprisingly scarce in the literature. Morf et al. (1978) generalise the
results of Barndorff-Nielsen and Schou (1973); for every error variance matrix Σ, a bijection is established
between Φ ∈ Cp,m and the first p partial autocorrelation matrices P1, . . . , Pp of a stationary VARm(p)
process. Denoting by Vm the subset of matrices in Mm×m(R) whose singular values are all less than
one, in terms of the new parameters, the stationary region reduces to a simple Cartesian product space
(P1, . . . , Pp) ∈ Vpm. Ansley and Kohn (1986) build on the earlier work in Ansley and Newbold (1979)
by generalising the construction of Monahan (1984) and explicitly providing recursive formulae for the
inverse mapping. A second bijective mapping between (P1, . . . , Pp) ∈ Vpm and (A1, . . . , Ap) ∈Mm×m(R)p
is described along with a maximum likelihood estimation procedure. Although the reparameterisation,
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hereafter the AK-parameterisation, gives a set of unconstrained parameters A1, . . . , Ap, it is not imme-
diately amenable to Bayesian inference because the Ai are difficult to interpret.
Roy et al. (2019) derive an alternative reparameterisation of stationary and invertible VARMA
models, hereafter the RML-parameterisation. Focusing on the VAR subclass, we show in Section 3.3
that the new parameters represent differences in conditional variances, Vi = Var(yt|yt−1, . . . ,yt−i+1) −
Var(yt|yt−1, . . . ,yt−i) ∈ S+m for i = 1, . . . , p, and orthogonal matrices Q1, . . . , Qp ∈ O(m), where Qi
arises from the polar decomposition of an affine transformation of the corresponding partial autocorrela-
tion matrix Pi, and O(m) denotes the set of m×m orthogonal matrices. From an inferential perspective,
the space S+ pm ×O(m)p of the new parameters is almost as problematic as the original space Cp,m. Prior
specification remains difficult because the orthogonal matrices Qi are difficult to interpret. Computa-
tional inference also remains challenging because the complex constraints defining O(m) are notoriously
troublesome for MCMC schemes. Although a second mapping from S+ pm ×O(m)p to Euclidean space is
presented, the transformation is many-to-one, and hence the new parameters are not identifiable in the
likelihood.
In this paper we propose a modification of the AK-parameterisation which allows various structural
forms of the partial autocorrelation matrices to be preserved when they are mapped to (A1, . . . , Ap) ∈
Mm×m(R)p. This, in turn, facilitates construction of prior distributions for (A1, . . . , Ap) that encour-
age shrinkage towards meaningful parametric structures. In particular, we describe a prior which is
exchangeable with respect to the order of the elements in the observation vector. This is likely to be a
useful representation of prior beliefs in a wide variety of applications where the modeller does not have
information, a priori, to distinguish between the m time series. We also show how a simple bijective
transformation of the RML-parameters from S+ pm ×O(m)p to Mm×m(R)p allows assignment of a “vague”
prior and straightforward computational inference.
The remainder of this paper is organised as follows. In Section 2 we describe our reparameterisation
of the parameters of a stationary VARm(p) model and the structural forms that are preserved under
the mapping from partial autocorrelation matrices to unconstrained square matrices. Section 3 details
some prior distributions over unconstrained Euclidean space, along with their properties, and outlines a
number of examples representing different beliefs about the structure of the partial autocorrelations. In
Section 4, calculation of the likelihood and posterior are discussed, along with the use of Hamiltonian
Monte Carlo for computational inference. Section 5 describes an application to a macroeconomic time
series and compares posterior predictive inference under the stationary prior to inference obtained under
standard prior distributions from the literature where stationarity is not enforced. Finally, we offer some
conclusions and avenues for further research in Section 6.
2 An unconstrained reparameterisation over the stationary re-
gion
Our reparameterisation can be broken down into two parts. For every value of the error variance matrix,
the first part maps the autoregressive coefficient matrices to a set of partial autocorrelation matrices,
each of which lies in Vm. Then the second part maps the partial autocorrelation matrices to a set of
unconstrained square matrices. We describe each transformation in detail below, before examining some
special cases of the second transformation in which the structural form of the matrix is preserved.
2.1 Part 1: partial autocorrelation matrices
Ansley and Kohn (1986) establish a one-to-one correspondence between the parameters of a stationary
VARm(p) process (Σ,Φ) ∈ S+m × Cp,m and the parameter set {Σ, (P1, . . . , Pp)} ∈ S+m × Vpm in which Ps
denotes the s-th partial autocorrelation matrix. In essence, the (s+ 1)-th partial autocorrelation matrix
Ps+1 is a conditional cross-correlation matrix between yt+1 and yt−s given yt, . . . ,yt−s+1. More precisely,
the matrices P1, . . . , Pp are defined as follows. For each s = 1, . . . , p let
yt+1 =
s∑
i=1
φsiyt−i+1 + s,t+1 (1)
yt−s =
s∑
i=1
φ∗siyt−s+i + 
∗
s,t−s (2)
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in which the m × m matrices φsi and φ∗si are the coefficients of the i-th terms yt−i+1 and yt−s+i,
respectively, in the conditional expectations E(yt+1|yt, . . . ,yt−s+1) and E(yt−s|yt−s+1, . . . ,yt). It fol-
lows that φpi = φi for i = 1, . . . , p and Σp = Σ. Equivalently, because the multivariate nor-
mal distribution is defined by its first two moments, the φsi and φ
∗
si are the values of the coef-
ficients, say αi and α
∗
i , in the autoregression of yt+1 on its s predecessors or successors, respec-
tively, that minimise the mean squared error E{(yt+1 −
∑s
i=1 αiyt−i+1)
T (yt+1 −
∑s
i=1 αiyt−i+1)} or
E{(yt−s−
∑s
i=1 α
∗
i yt−s+i)
T (yt−s−
∑s
i=1 α
∗
i yt−s+i)}; see, for example, Chapter 3 of Christensen (1991).
We define the corresponding conditional variances as Σs = Var(s,t+1) = Var(yt+1|yt, . . . ,yt−s+1)
and Σ∗s = Var(
∗
s,t−s) = Var(yt−s|yt−s+1, . . . ,yt) for s = 1, . . . , p and let Σ0 = Σ∗0 = Γ0 where
Γi = Cov(yt,yt+i) = E(yty
T
t+i) is the i-th autocovariance of yt. Now, express the conditional vari-
ance matrices through a matrix-square-root decomposition, Σs = SsS
T
s and Σ
∗
s = S
∗
sS
∗T
s . In this paper,
we take the symmetric matrix-square-root factorisation, so that Ss = Σ
1/2
s and S∗s = Σ
∗ 1/2
s are symmet-
ric and positive definite. A different reparameterisation can be defined using the Cholesky factorisation,
in which case Ss and S
∗
s are lower triangular. However, as we discuss in Section 3.1, we prefer the former
factorisation as it facilitates construction of a prior which is closed under orthogonal transformation of
the observation vectors.
Finally, let z0,t+1 = S
−1
0 yt+1 and z
∗
0,t = S
∗−1
0 yt be standardised versions of the forward and reverse
time series and, for each s = 1, . . . , p− 1, let zs,t+1 = S−1s s,t+1 and z∗s,t−s = S∗−1s ∗s,t−s be standardised
versions of the forward and reverse error series. We can now define the partial autocorrelation matrix
Ps+1 as
Ps+1 = Cov(zs,t+1, z
∗
s,t−s) = S
−1
s Cov(yt+1,yt−s|yt, . . . ,yt−s+1)(S∗−1s )T (3)
for s = 0, . . . , p− 1.
Complete details of the mapping from (Σ,Φ) ∈ S+m × Cp,m to {Σ, (P1, . . . , Pp)} ∈ S+m × Vpm and
its inverse are given in Appendix A. The former is taken from Ansley and Newbold (1979) and the
latter is a generalised version of the algorithm presented in Ansley and Kohn (1986) which allows the
conditional variance matrices to be decomposed into symmetric matrix-square-roots as an alternative to
Cholesky factors. Original proofs are provided in the Supplementary Materials. In particular, we show
that equation (3) can be expressed as Ps+1 = S
−1
s φs+1,s+1S
∗
s . Using the symmetric matrix-square-root
factorisation explicitly, this is
Ps+1 = Σ
−1/2
s φs+1,s+1Σ
∗ 1/2
s (4)
for s = 0, . . . , p− 1. In the univariate case, note that this simplifies to ρs+1 = φs+1,s+1.
2.2 Part 2: unconstrained square matrices
Although the constraints on the p-fold Cartesian product space Vpm are substantially simpler than those
on the stationary region Cp,m, there are no standard distributions defined over Vm. This makes it difficult
to specify a prior that encodes genuine prior beliefs. Fortunately, Ansley and Kohn (1986) also define a
one-to-one mapping from P ∈ Vm to A ∈Mm×m(R). The forward mapping is defined as follows. Let
B−1B−1T = Im − PPT (5)
be a matrix-square-root factorisation of Im − PPT . Then write A = BP . Similarly, for the inverse
mapping, let
BBT = Im +AA
T (6)
be a matrix-square-root factorisation of Im +AA
T , then write P = B−1A. Again, in this paper we take
the symmetric matrix-square-root factorisation in each case.
It follows that we can reparameterise the VARm(p) model in terms of the parameter set
{Σ, (A1, . . . , Ap)} ∈ S+m × Mm×m(R)p over which a distribution can readily be specified. If we use
symmetric matrix-square-roots in both parts of the reparameterisation, we refer to this as the symmetric
AK-parameterisation.
2.3 Preservation of structural forms
If the symmetric matrix-square-root factorisation is used in (5) and (6), the transformation from P ∈ Vm
to A ∈Mm×m(R) and its inverse preserve a number of structural forms for the square matrices. Specific
examples are detailed below.
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2.3.1 Scaled all-ones matrix
For a scaled all-ones matrix P = rJm, where Jm = 1m1
T
m and 1m is an m-vector of 1s, taking |r| < 1/m is
a necessary and sufficient condition for the singular values of P to be less than one. It is straightforward
to verify that P = rJm (with |r| < 1/m) if and only if A = cJm where c = r/(1−m2r2) ∈ R. Therefore
P ∈ Vm is a scaled all-ones matrix if and only if the same is true of A.
2.3.2 Diagonal matrix and scaled identity matrix
A necessary and sufficient condition for the diagonal matrix P = diag(r1, . . . , rm) to have singular values
less than one is maxj=1,...,m{|rj |} < 1. It is then straightforward to show that P = diag(r1, . . . , rm) (with
maxj=1,...,m{|rj |} < 1) if and only if A = diag(c1, . . . , cm) where cj = rj(1−r2j )−1/2 ∈ R for j = 1, . . . ,m.
Therefore P ∈ Vm is diagonal if and only if A is diagonal and, in the case where r1 = . . . = rm = r,
P ∈ Vm is a scaled identity matrix if and only if the same is true of A.
2.3.3 Zero matrix
Denote by m an m×m matrix of zeros. We have immediately that A = m if and only if P = m. This
is, of course, simply a special case of the scaled all-ones matrix or scaled identity matrix where r = 0.
However, it is a particularly useful theoretical result because Ps = m if and only if φs = m. The order
of the vector autoregression is therefore k < p if and only if Ak 6= m but Ak+s = m for s = 1, . . . , p− k.
We return to this point in Section 6.
2.3.4 Two-parameter “exchangeable” matrix
The most general form for a m ×m square matrix which is invariant under a common permutation of
the rows and columns is (a − b)Im + bJm. We will call this a two-parameter exchangeable matrix. The
necessary and sufficient conditions for the two-parameter exchangeable matrix P = (r1 − r2)Im + r2Jm
to have all its singular values less than one are |r1 − r2| < 1 and |r1 + (m − 1)r2| < 1 or, equivalently,
|r′1| <
√
2/2 and |r′2| <
√
2/m where
r′1 =
√
2(r1 − r2)/2 and r′2 =
√
2 {r1 + (m− 1)r2} /m. (7)
It is straightforward to verify that P = (r1 − r2)Im + r2Jm (with |r1 − r2| < 1 and |r1 + (m− 1)r2| < 1)
if and only if A = (c1 − c2)Im + c2Jm, with c1, c2 ∈ R, where
ci =
(√
2mr′1
√
2−m2r′22
)
(2− i)−√2r′1
√
2−m2r′22 +mr′2
√
1− 2r′21
m
√
2−m2r′22
√
1− 2r′21
, (8)
for i = 1, 2. Therefore, P ∈ Vm is a two-parameter exchangeable matrix if and only if the same is true of
A. Note that the scaled all-ones matrix and scaled identity matrix are special cases of this result when
r1 = r2 or r2 = 0, respectively.
3 Prior distributions over the unconstrained space
Let vec(·) denote the vectorisation operator. Conditional on a set of unknown hyperparameters, we
construct a prior distribution with joint density
pi(Σ,A1, . . . , Ap) = pi(Σ)
p∏
s=1
pi{vec(ATs )} (9)
in which Σ is assigned a distribution over S+m and vec(ATs ), s = 1, . . . , p, is assigned a multivariate normal
distribution. Predominantly, our focus in this paper is specification of a prior for the latter.
In the analysis of multivariate stochastic processes, a desirable property for the prior is often invariance
under permutation of the order of the components of the multivariate observations. In this section, we
begin by considering the effect on the reparameterisation of an orthogonal transformation, such as a
permutation, of the components of the m-variate observation vector. We then focus on the construction
of permutation-invariant prior distributions in Section 3.2.
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3.1 Invariance to orthogonal transformation
The multivariate normal distribution is closed under linear transformation and determined completely by
its first two moments. Consider a permutation, rotation or any other orthogonal transformation of the
observation vectors, that is y˜t = Hyt, where H is an m×m orthogonal matrix. It follows that y˜1, y˜2, . . .
will follow a stationary VARm(p) process characterised by parameters
{Σ˜, (φ˜1, . . . , φ˜p)} ∈ S+m × Cp,m (10)
in which Σ˜ = HΣHT and φ˜s = HφsH
T for s = 1, . . . , p. Moreover, because H is orthogonal, the
symmetric square-roots of Σ˜ = HΣHT and Σ are similar, with Σ˜1/2 = HΣ1/2HT . Correspond-
ingly, in (1) and (2) for the forward and reverse autoregressions on s ≤ p terms, the coefficients in
the conditional expectations for the transformed process are φ˜si = HφsiH
T and φ˜∗si = Hφ
∗
siH
T for
s = 1, . . . , p, i = 1, . . . , s. Similarly, the matrix-square-roots of the conditional variance matrices are
Σ˜
1/2
s = HΣ
1/2
s HT and Σ˜
∗ 1/2
s = HΣ
∗ 1/2
s HT for s = 0, . . . , p. The matrix triples (Σ˜
−1/2
s , φ˜s+1,s+1, Σ˜
∗ 1/2
s )
and (Σ
−1/2
s , φs+1,s+1, Σ
∗ 1/2
s ) are therefore simultaneously similar and hence the (s+ 1)-th partial auto-
correlation in (4) for the transformed process is
P˜s+1 = Σ˜
−1/2
s φ˜s+1,s+1Σ˜
∗ 1/2
s = HΣ
−1/2
s H
THφs+1,s+1H
THΣ∗ 1/2s H
T = HPs+1H
T
for s = 0, . . . , p− 1. It then follows trivially from (5) that in the unconstrained parameterisation A˜s+1 =
HAs+1H
T for s = 0, . . . , p − 1. Hence the parameters (10) map to {Σ˜, (P˜1, . . . , P˜p)} ∈ S+m × Vpm or,
equivalently, {Σ˜, (A˜1, . . . , A˜p)} ∈ S+m × Mm×m(R)p where P˜s = HPsHT and A˜s = HAsHT for s =
1, . . . , p. It is important to note that if Cholesky factors are used in the first or second part of the
reparameterisation, the partial autocorrelation matrices P˜s and their real-valued transformations A˜s are
not similarity transformations of Ps and As. This is why we choose to use symmetric square-roots, rather
than Cholesky factors, in our mappings.
Consider a prior of the form (9) in which Σ and each vec(ATs ) have distributions from the same
family as HΣHT and vec{(HAsHT )T }, respectively, for any orthogonal matrix H. It follows that the
prior induced for (Σ,Φ) over S+m × Cp,m has the appealing property of being closed under orthogonal
transformation of the observation vectors. Distributions for Σ over S+m possessing this closure property
include the inverse Wishart and the distribution induced by taking the matrix logarithm logΣ to be
multivariate normal (Leonard and Hsu, 1992). For vec(ATi ) ∈ Rm
2
, the multivariate normal distribution
meets this requirement.
3.2 Structured prior distributions
3.2.1 Exchangeable prior distribution
It often happens that, a priori, we do not have information to distinguish between the m components of
yt. In this case it would be reasonable to adopt a prior for (Σ,Φ) which is exchangeable with respect to
the ordering of the elements in the observation vectors.
Section 3.1 described the properties which the prior (9) must have in order to induce a distribution
for (Σ,Φ) which is closed under orthogonal transformation of the observation vectors. To obtain an
exchangeable prior, we restrict our attention to distributions for Σ and vec(ATs ) which would be the same
as the distributions of HΣHT and vec{(HAsHT )T }, respectively, for any permutation matrix H. That
is, distributions for Σ and As which are invariant under a common permutation of the rows and columns.
Given certain choices of their hyperparameters, both the (conjugate) inverse Wishart distribution
and the multivariate normal distribution for the matrix-logarithm can yield an exchangeable prior for Σ.
For instance, we could assign Σ an inverse Wishart prior with scale matrix equal to a positive definite
two-parameter exchangeable matrix.
Now, suppose we wish to assign an exchangeable prior to As = (as,ij), s = 1, . . . , p. Given the
potential for the model to contain a very large number of parameters, suppose further that we want to
specify a prior that allows borrowing of strength between the diagonal elements and between the off-
diagonal elements of each As. To this end, we can adopt a prior in which the diagonal and off-diagonal
elements are taken to be independent and then given hierarchical priors. At the top-level, we take
as,ii|µs1, ωs1 ∼ N(µs1, ω−1s1 ) independently for i = 1, . . . ,m, (11)
as,ij |µs2, ωs2 ∼ N(µs2, ω−1s2 ) independently for i, j = 1, . . . ,m with i 6= j. (12)
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The mean and precision at the bottom level of the hierarchy can then be assigned priors on R and R+,
such as
µs1 ∼ N(es1, f2s1), ωs1 ∼ Gam(gs1, hs1), (13)
µs2 ∼ N(es2, f2s2), ωs2 ∼ Gam(gs2, hs2). (14)
Marginally, E(as,ii) = es1, Var(as,ii) = f
2
s1 + hs1/(gs1 − 1) (for gs1 > 1) and Cor(as,ii, as,jj) = f2s1(gs1 −
1)/{f2s1(gs1− 1) +hs1} with similar expressions for the moments of the off-diagonal elements. Therefore,
given specifications for the common diagonal elements, say rs1, and off-diagonal elements, say rs2, in
Ps, one can calculate corresponding values for the common diagonal and off-diagonal elements, say cs1
and cs2, in As through (7)–(8). These can be taken as values for E(as,ii) = es1 and E(as,ij) = es2.
Uncertainty in these central values, and the proportion of this which is shared among all the diagonal
or all the off-diagonal elements, can be reflected through choices of the other hyperparameters. Clearly,
specifications which make the marginal variances small and the marginal correlations large will shrink
the posterior so that it is more concentrated over the space of two-parameter exchangeable structures.
Guidance on the general problem of eliciting prior distributions for correlations can be found in Revie
et al. (2010).
3.2.2 Prior distribution centred on a diagonal matrix
Let yi:j = (y
T
i , . . . ,y
T
j )
T . For each j = 1, . . . ,m, suppose it is believed a priori that once yt:(t−s+1)
is known, yt−s,j is the only element in yt−s which provides further information about yt+1,j . This is
tantamount to a conjecture that the partial autocorrelation matrix Ps, and hence As, is diagonal; see
Section 2.3.2. To represent this belief we choose a prior in which the diagonal and off-diagonal elements
are independent and then take (as,11, . . . , as,mm)
T ∼ Nm(ei, Fi) for the diagonal elements. Alternatively,
if there was nothing in our prior beliefs to distinguish among the diagonal elements, and we wanted to
allow borrowing of strength between them, we might adopt the hierarchical prior defined by (11) and
(13).
For the off-diagonal elements as,ij (i 6= j), we can centre our prior around zero, whilst allowing the
data to influence the degree of shrinkage towards zero, by adopting a special case of the hierarchical prior
defined by (12) and (14) in which the distribution for µs2 is a point mass at zero. Alternatively, as we
discuss further in Section 3.2.4, the off-diagonal elements could be assigned a sparsity-inducing prior.
3.2.3 Prior distribution centred on a scaled-all ones matrix
Suppose there was nothing in our prior beliefs to distinguish among the m elements of yt and it is believed
a priori that once yt:(t−s+1) is known, it is only the sum
∑m
j=1 yt−s,j that is informative about yt+1,j .
This is equivalent to the hypothesis that the partial autocorrelation matrix Ps, and hence As, is a scaled
all-ones matrix; see Section 2.3.1. To represent this belief we could choose a hierarchical prior of the
form (11)–(14), but with µs1 = µs2 = µs and ωs1 = ωs2 = ωs. Alternatively, we might like to allow ωs1
and ωs2 to differ in order to allow different degrees of shrinkage towards the common mean µs amongst
the diagonal and off-diagonal elements.
3.2.4 Sparse As matrices
A zero-mean VARm(p) model is highly parameterised with O(m
2) parameters; more precisely, there are
pm2+m(m+1)/2 degrees of freedom. In some applications, the number of observations in the time series
can be small compared to the vector dimension m. For example, in macroeconomics, data sets typically
involve monthly, quarterly or even annual measurements, which clearly limits the practicable length of
the series that can be observed. Consequently, it is entirely plausible for there to be fewer observations
in the data set than there are parameters in the model. In principle, this is not a problem in the
Bayesian paradigm; a parameter that cannot be identified in the likelihood can still be identifiable in the
posterior. More practically, practioners can construct a joint prior distribution that allows information to
be shared between parameters. However, in the absence of a carefully elicited prior distribution, which is
a practical (albeit imperfect) reality in most applications, the posterior distribution can be very diffuse,
and this lack of precision can filter through to predictive distributions. Given that forecasting is often
the main inferential objective in time series analysis, a diffuse posterior predictive distribution is clearly
undesirable.
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In general, this issue is often addressed by using sparsity-inducing priors based on a zero-mean
scale-mixture of normals. The mixing distribution can either be discrete, as in spike-and-slab priors
(Mitchell and Beauchamp, 1988; George and McCulloch, 1993), or continuous, as in the (regularized)
horseshoe (Carvalho et al., 2010; Piironen and Vehtari, 2017); see O’Hara and Sillanpa¨a¨ (2009) or Hahn
and Carvalho (2015) for a review. Particularly in the financial and econometric literature, such ideas have
been employed with VARm(p) models, most often assigning sparsity-inducing priors for the individual
elements of the (unconstrained) autoregressive coefficient matrices φ1, . . . , φp; for example, see George
et al. (2008), Lei et al. (2011) or Billio et al. (2019). In such cases the parameters in the φs can be
directly interpreted as regression coefficients in a linear model, and so the problem can be viewed as one of
variable selection. Further, when the error variance matrix Σ is assumed to be diagonal, a zero in position
(i, j) of φs implies conditional independence between yt,i and yt−s,j given (yt−1, . . . ,yt−s,−j , . . . ,yt−p)
where yt−s,−j = (yt−s,1, . . . , yt−s,j−1, yt−s,j+1, . . . , yt−s,m)T . In our parameterisation, although it is true
that As = m if and only if φs = m, an individual zero in position (i, j) of As does not give an
individual zero in position (i, j) of φs and vice versa. Therefore an individual zero in As does not have
a clear structural interpretation like an individual zero in φs. Although this weakens the motivation for
sparsity-inducing priors from an explanatory perspective, they can still be helpful in reducing the variance
of predictive distributions in situations where the number of observations in the time series is small
compared to the vector dimension m. In this case, a zero-mean scale-mixture of normals would take the
form as,ii|ψs,ii ∼ N(0, ψs,ii) with ψs,ii ∼ F1, independently for i = 1, . . . ,m, and as,ij |ψs,ij ∼ N(0, ψs,ij)
with ψs,ij ∼ F2, independently for i, j = 1, . . . ,m, where i 6= j. Here F1 and F2 are either discrete or
continuous mixing distributions.
3.3 The RML-parameterisation
Roy et al. (2019) establish a bijective mapping between the parameters of a stationary VARm(p) process
(Σ,Φ) ∈ S+m×Cp,m and the parameter set {Σ, (V1, . . . , Vp), (Q1, . . . , Qp)} ∈ S+m×S+ pm ×O(m)p. Like the
AK-parameterisation, the RML-parameterisation is based on the positive definite block Toeplitz variance
matrix in the joint stationary distribution of p consecutive time points. Although no interpretation is
provided, in terms of our symmetric AK-parameterisation, it is straightforward to show that for s =
1, . . . , p, the Vs are differences between conditional variances Vs = Σs−1−Σs, whilst the Qs are given by
Qs = (Σs−1 −Σs)−1/2Σ1/2s−1Ps, whence
PTs Σ
1/2
s−1 = Q
T
s (Σs−1 −Σs)1/2 = QTs V 1/2s . (15)
As such, QTs is the orthogonal matrix arising from the polar decomposition of P
T
s Σ
1/2
s−1. The Vs, or
at least their diagonal elements, have a clear interpretation as the reduction in residual variance when
adding m covariates (the lag-s terms) to a multiple linear regression model. However, interpretation of
the orthogonal matrices Qs is much less clear, which is clearly an impediment to prior specification in
terms of the RML-parameters. From a computational perspective, the orthogonal matrices also present a
challenge. Efficient MCMC simulation from distributions with support constrained to O(m) is notoriously
difficult. In particular, attempts to provide a reparameterisation in terms of unconstrained parameters,
such as the Givens representation (Pourzanjani et al., 2019) or Cayley transform (Jauch et al., 2020), are
typically frustrated by the pathological effects of mapping between two topologically distinct spaces.
Fortunately, a simple reparameterisation circumvents the sampling issue. The polar decomposition
is a unique representation of a full rank, real-valued matrix as the product of an orthogonal matrix and
a symmetric, positive definite matrix. Therefore since the parameter space of QTs is O(m) and that of Vs
is S+m, it follows from (15) that the parameter space of PTs Σ1/2s−1 is Mm×m(R). Writing Cs = PTs Σ1/2s−1 =
QTs V
1/2
s , we therefore have another bijection between (Σ,Φ) ∈ S+m × Cp,m and {Σ, (C1, . . . , Cp)} ∈
S+m ×Mm×m(R). Although the complicated interpretation of the Cs precludes the kind of structural
prior specification available for the symmetric AK-parameterisation, it is well known (for example, see
Jauch et al., 2019; Eaton, 1989, Chapter 5) that if Cs comprises m
2 independent standard normal random
variables, then the joint distribution induced for the components of its polar decomposition are such that
Qs and Vs are independent, with Qs uniformly distributed over O(m), and Vs Wishart distributed with m
degrees of freedom and identity scale. As a corollary to the results from Section 3.1, it is straightforward
to show that if an orthogonal transformation is applied to the observations vectors y˜t = Hyt, then the
new parameters that result from this transformation are C˜s = HCsH
T . As the standard matrix normal
distribution is rotatable (Dawid, 1981), it follows that the prior distribution for the Cs will be closed
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Figure 1: Visualisation of the prior induced for φ1 in a VAR2(1) model: Priors 1 (◦); 2 (◦); 3
(◦). All plots share a common x-scale. All diagonal plots depict marginal densities and share a
common y-scale indicated by the y-axis of the (1, 1) plot. All off-diagonal plots depict bivariate
densities and share a common y-scale indicated by the y-axis of the (j, 1) plots, j = 2, 3, 4.
under orthogonal transformation of the observations yt. It therefore serves as a vague, exchangeable prior
distribution, whilst allowing the inferential problem to be cast in Euclidean space.
3.4 Graphical illustration
Figure 1 shows two versions of the exchangeable prior for a VAR2(1) model. In each case, we take
Σ ∼ IW(m+ 4, Im), with m = 2, which ensures the prior variance for each Σij is finite. We then adopt
the hierarchical prior (11)–(14) with hyperparameters chosen as one of the sets
Prior 1: esi = 0, fsi =
√
0.7, gsi = 2.1, hsi = 0.33,
Prior 2: esi = 0, fsi =
√
7, gsi = 21, hsi = 60,
for s = p = 1 and i = 1, 2. This gives marginal prior means and correlations of E(a1,ii) = E(a1,ij) = 0.0
and Cor(a1,11, a1,22) = Cor(a1,12, a1,21) = 0.7, and marginal prior variances of Var(a1,ii) = Var(a1,ij) =
1.0 or Var(a1,ii) = Var(a1,ij) = 10.0, respectively. As a point of comparison, the “vague” prior based on
the RML-parameterisation (Prior 3) is also shown. Even in this simple example, the complex geometry
of the stationary region Cp,m is very evident. In the priors with larger variance, namely Priors 2 and 3, it
is clear that the marginal distributions for the diagonal elements are multimodal. This arises due to the
cleaving effect of a ridge of zero density when φ1,ii ≥ 1 and φ1,ij = 0. It is unlikely that this would be
representative of prior beliefs and so for most problems, the variance of the prior should be kept modest,
checking its shape by simulation.
Suppose the above choices of hyperparameter are used for all s = 1, . . . , p in a VARm(p) model. For
various values of m and p, Figure 2 shows a visualisation of the marginal distributions for the diagonal
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elements in φ1, . . . , φp under Priors 1, 2 and 3. The corresponding plot for the off-diagonal elements
shows similar patterns and is provided in the Supplementary Materials. When m and p > 1 are fixed,
the distributions induced by Priors 1 and 2 for the diagonal and off-diagonal elements in φs are markedly
more concentrated around zero when s = p than when s < p. This is not an unreasonable property as it
represents the idea that the highest order term in the model is most likely to be unnecessary. In contrast,
for the “vague” prior (Prior 3), the marginal distributions for the diagonal and off-diagonal elements in
each φs (which are indistinguishable) remain consistent across s = 1, . . . , p.
m=2 m=3 m=5 m=10 m=15 m=20
p=1
p=2
p=3
p=4
1 2 3 1 2 3 1 2 3 1 2 3 1 2 3 1 2 3
10
20
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20
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Figure 2: For various choices of m and p, panels visualise the upper half of the distribution of
the diagonal elements in φ1 (—) and, where appropriate, φ2 (—), φ3 (—) and φ4 (—) under
Priors 1, 2, and 3. The complete distributions are symmetric about zero. Arrows extend from
the median to the 95% quantile on a square-root scale.
4 Posterior inference via MCMC
Consider observations y1:n modelled as realisations from a stationary VARm(p) process. The likelihood
function can be expressed as
p(y1:n|Σ,Φ) = p(y1:p|Σ,Φ)p(y(p+1):n|y1:p, Σ, Φ) = p(y1:p|Σ,Φ)
n∏
t=p+1
p(yt|y(t−p):(t−1), Σ, Φ)
in which Yt|y(t−p):(t−1), Σ, Φ ∼ Nm (
∑p
i=1 φiyt−i , Σ) and the initial distribution is
(Y T1 , . . . ,Y
T
p )
T |Σ,Φ ∼ Nmp(0, G) where
G =

Γ0 Γ1 · · · Γp−1
ΓT1 Γ0 · · · Γp−2
...
...
. . .
...
ΓTp−1 Γ
T
p−2 · · · Γ0
 .
For the purposes of evaluating the likelihood, note that the stationary variance Γ0 and covariances
Γ1, . . . , Γp−1 are available as a by-product of the reverse mapping in Appendix A.2.
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Treating the likelihood as a function of the new parameters and combining it with the prior (9)
through Bayes theorem yields the posterior distribution as
pi(Σ,A1, . . . , Ap,ϑ|y1:n) ∝ pi(Σ)pi(ϑ)
p∏
i=1
pi{vec(ATi )|ϑ}p(y1:n|Σ,A1, . . . , Ap),
in which ϑ denotes any unknown hyperparameters in the prior. As each of the autoregressive coefficients
φs is a complicated function of the complete set of new parameters, {Σ, (A1, . . . , Ap)}, this posterior
distribution neither has a standard form, nor admits any simple factorisation that would arise from
conditional independence amongst {Σ, (A1, . . . , Ap)}. As a consequence, it is ill-suited to Markov chain
Monte Carlo (MCMC) methods that are based on Gibbs sampling. Indeed, our experience suggests
that Metropolis-within-Gibbs samplers, which iterate through random-walk updates of (Σ|A1, . . . , Ap),
(A1|A2, . . . , Ap, Σ), . . ., (Ap|A1, . . . , Ap−1, Σ), perform very poorly as soon as p > 1. It is therefore
beneficial to use a sampler such as Hamiltonian Monte Carlo, or HMC, (Girolami and Calderhead, 2011;
Neal, 2011) which uses information on the slope of the logarithm of the posterior density to generate
global proposals that update all parameters simultaneously. We use rstan (Stan Development Team,
2020), the R interface to the Stan software (Carpenter et al., 2017), to implement the HMC algorithm.
Stan requires users to write a program in the probabilistic Stan modelling language, the role of which is
to provide instructions for computing the logarithm of the kernel of the posterior density function. The
Stan software then automatically tunes and runs a Markov chain simulation to sample from the resulting
posterior.
5 Application
In this section, we illustrate use of our exchangeable prior and inferential methods by applying them to
a quarterly time series of US macroeconomic data. The complete data set comprises measurements on
168 variables, running from quarter 1 of 1959 to quarter 4 of 2007. The variables are transformed to
stationarity by differencing, sometimes after applying a log transformation, and then standardised, so
it is reasonable to model the data as arising from a zero mean stationary process. A full description of
the data and transformations can be found in Koop (2013). Following the analyses of the same data in
Koop (2013) and Koop and Korobilis (2009), interest lies primarily in forecasting the first three variables:
real GDP, the consumer price index, and an interest rate (Federal funds). Like these original analyses,
we consider a small VAR3(4) model and two larger VAR10(4) and VAR20(4) models, where the original
three variables are supplemented by an additional seven, then a further ten, which are thought to have
forecasting value. A list of these variables can be found in the Supplementary Materials. In order to
assess the forecasting properties of the models, we held back the last 40 observations from model-fitting in
all analyses. This allowed us to base our measures of forecasting performance on the posterior predictive
distribution of the held-back data.
When it is reasonable to assume that a process is stationary, one of the problems of fitting an
unconstrained VAR model is that some posterior mass often lies outside the stationary region. Typically,
this is due to a combination of model misspecification and epistemic uncertainty in the parameter values
that cannot be resolved by the data that has been observed. Therefore, to demonstrate the practical
benefits of using our stationary prior, we additionally consider two commonly used priors that do not
constrain inference to the stationary region. Altogether, we compare:
(a) An exchangeable, stationary prior, in this case, Prior 1 from Section 3.4.
(b) A Minnesota prior (Doan et al., 1984), in which the autoregressive coefficients are assigned a multi-
variate normal distribution
vec(φs) ∼ N(m2,s,W2,s) independently for s = 1, . . . , 4
and the error variance matrix Σ is replaced by an estimate Σˆ = diag(s21, . . . , s
2
m), where s
2
j is the
ordinary least squares estimate of the error variance in the (univariate) autoregression for variable
j. The prior mean m2,s is chosen so that E(φs,i,j) = 0 if i 6= j and the prior variance W2,s is taken
to be diagonal; generally different variances are chosen for the φs,i,i and the φs,i,j for i 6= j and the
variances decrease as the lag s increases. The idea is to encourage shrinkage towards a simple set
of low order univariate AR models with the objective of reducing the epistemic component of the
forecast variance.
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(c) A semi-conjugate prior, which takes the form pi(Φ,Σ) = pi(Φ)pi(Σ), where
vec(φs) ∼ N(m3,s,W3,s) independently for s = 1, . . . , 4 and Σ ∼ IW(m+ 4, Im).
For the Minnesota and semi-conjugate priors, we attempted to approximately match the marginal prior
means and variances of the individual elements of Φ to those induced by the exchangeable stationary
prior; the complete prior specifications are provided in the Supplementary Materials.
To fit the model under the exchangeable stationary prior and the semi-conjugate prior we used HMC
implemented by Stan. The Stan programmes are given in the Supplementary Materials. For all three
data sets and both priors, we used the rstan interface to the Stan software to run four HMC chains,
initialised at different starting points, for 2000 iterations, half of which were discarded as burn-in. The
usual graphical and numerical diagnostics gave no evidence of any lack of convergence and the effective
sample size was at least 1196 for every parameter. The Minnesota prior is conjugate and so the posterior
distribution can be computed analytically; see, for example, Chapter 2 of Koop and Korobilis (2009) for
its closed form. We generated 4000 independent draws from this distribution to allow calculation of the
sample-based statistics described below. For the analyses under the two unconstrained priors, the time
series could not be initialised at the stationary distribution, and so we simply conditioned on the first
p = 4 observations in the time series or, equivalently, assigned them a uniform likelihood.
In order to compare the forecasting performance of the three model-prior combinations, we used a
number of proper scoring rules (Gneiting and Raftery, 2007), based on the posterior predictive distribution
of the held-back data points. Proper scoring rules compare a forecast cumulative distribution function F
(or density function f) with the observation y that arises, assigning a numerical score S(F, y). Competing
forecast distributions can then be ranked on the basis of their assigned scores. We assessed forecasting
performance for the three variables of interest, individually, using the continuous rank probability scores
(CRPS) which, for variable j ∈ {1, 2, 3} at time t = n+ 1, . . . , n+ 40, is
CRPS(Ft,j , yt,j) =
∫
{Ft,j(z)− I(yt,j ≤ z)}2dz = E|Yt,j − yt,j | − 1
2
E|Yt,j − Y ′t,j |.
Here I(x) denotes the indicator function, which is equal to 1 if x is true and 0 otherwise, and Yt,j , Y ′t,j
are independent and identically distributed random variables with distribution function Ft,j . Similarly,
we considered the logarithmic score (logS) given by
logS(Ft,j , yt,j) = − log ft,j(yt,j)
in which ft,j is the density function associated with Ft,j . We additionally compare the model-prior
combinations in terms of their ability to produce joint forecasts by computing the energy score (ES),
which is a multivariate generalisation of the CRPS. In its most widely used form, the rule is
ES(Ft,yt) = E‖Yt − yt‖ − 1
2
E‖Yt − Y ′t ‖
in which Yt,Y
′
t are independent and identically distributed random vectors with joint distribution func-
tion Ft. We calculated the energy score for a three-dimensional vector containing the variables of interest
and an m-dimensional vector comprising all variables in the modelled time-series. In all cases, the scores
are negatively oriented so that small values indicate better forecasting performance.
To approximate the scoring rules at each time point t, we use the scoringRules package in R (Jordan
et al., 2019). This package allows efficient computation of the CRPS, logarithmic score and energy score
on the basis of samples from the posterior predictive distribution. For all three scoring rules, we averaged
the scores across the 40 held-back time points to produce rankings of the three model-prior combinations.
For each value of m and each prior, the scores are shown in Table 1, along with approximations of the
posterior probability that Φ ∈ C4,m.
For each value of m, excepting the CRPS and logarithmic score for variable two, all the other scores
ranked the exchangeable, stationary prior as best. Across the models with different numbers of variables
m, we can also compare the multivariate ES3 scores as well as the CRPSi and logSi scores for each variable
i, i = 1, 2, 3. It is illuminating to compare the forecasts under each prior separately. For the exchangeable,
stationary prior, the scores typically reduce by around 10–20% going from m = 3 to m = 10, then they
remain roughly the same going from m = 10 to m = 20. It is likely that this is because adding more
variables initially improves the accuracy of forecasts because there is more information about the three
variables of interest. However, beyond a certain a point, the extra epistemic uncertainty that arises from
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Table 1: For each value of m and each prior: posterior probability that Φ ∈ C4,m (Pr(Stat.));
CRPS and logarithmic score for variable i (CRPSi or logSi, respectively) where i = 1, 2, 3; energy
score for all m variables (ESm) or three variables of interest (ES3). The priors are abbreviated:
the exchangeable, stationary prior (Exch.); the Minnesota prior (Minn.); the semi-conjugate
prior (Semi.).
m Prior Pr(Stat.) CRPS1 CRPS2 CRPS3 logS1 logS2 logS3 ESm ES3
3 Exch. 1.0000 0.388 0.519 0.355 1.185 1.338 1.180 0.837 0.837
3 Minn. 1.0000 0.431 0.525 0.406 1.337 1.354 1.356 0.905 0.905
3 Semi. 1.0000 0.539 0.516 0.464 1.503 1.318 1.484 1.007 1.007
10 Exch. 1.0000 0.358 0.545 0.301 1.044 1.633 0.934 1.505 0.800
10 Minn. 0.3595 0.388 0.534 0.363 1.194 1.377 1.216 1.570 0.854
10 Semi. 0.8478 0.369 0.541 0.321 1.101 1.518 1.040 1.528 0.814
20 Exch. 1.0000 0.364 0.547 0.290 1.069 1.605 0.861 2.471 0.801
20 Minn. 0.0000 0.421 0.548 0.397 1.310 1.382 1.326 2.620 0.901
20 Semi. 0.0003 0.444 0.547 0.329 1.328 1.423 1.053 2.653 0.872
modelling data of higher dimension leads to less forecast precision and hence deterioration in the scores.
For the Minnesota and semi-conjugate priors the scores are generally lowest when m = 10. Whilst the
scores for m = 20 were broadly the same as those for m = 10 under the exchangeable, stationary prior,
there is a much more marked difference for the Minnesota and semi-conjugate priors; for the Minnesota
prior, the scores for m = 20 are up to 10% higher, whilst for the semi-conjugate prior they are up to
21% higher. As m increases from 10 to 20, the approximate posterior probability that Φ lies inside
the stationary region decreases from 0.3595 to 0.0000 under the Minnesota prior and from 0.8478 to
0.0003 under the semi-conjugate prior. As discussed in Section 1, at least in part, this is likely to be
due to epistemic uncertainty spilling outside the stationary region, whose volume becomes vanishingly
small when p or, in this case, m become large. When the parameters of a VARm(p) model lie outside
the stationary region, the forecast variance increases without bound into the future. Therefore one
might reasonably conjecture that it is this greater concentration of posterior mass outside the stationary
region that leads to the more noticeable deterioration in forecasting performance when inference is not
constrained to the stationary region. This suggests that using a constrained prior distribution may be
even more important in problems where m or p are large.
6 Discussion
Enforcing stationarity through the prior in Bayesian analyses of vector autoregressions is challenging
because of the complex geometry of the stationary region Cp,m. In the univariate case, reparameterisation
in terms of (interpretable) partial autocorrelations, coupled with prior specification over (−1, 1)p, has
largely resolved the issue. However, the literature to date does not provide a multivariate extension that
allows the incorporation of prior beliefs or facilitates routine computational inference. With a view to
addressing this gap, this work makes two substantive contributions.
First, we have described an unconstrained reparameterisation of a stationary VARm(p) model, termed
the symmetric AK-parameterisation. Our mapping has two parts. For each error variance matrix, the
first transformation is a bijection between the autoregressive coefficients matrices Φ ∈ Cp,m and the first
p partial autocorrelation matrices (P1, . . . , Pp) ∈ Vpm. This is followed by a second bijective mapping
to the space of unconstrained square matrices (A1, . . . , Ap) ∈ Mm×m(R)p. Our transformation modifies
the original AK-parameterisation by using symmetric matrix-square-roots instead of Cholesky factors,
which allows various structural forms of the Ps to be preserved in the second part of the mapping.
In turn, this allows the construction of prior distributions which encourage shrinkage towards sensible
parametric forms, without enforcing that structure as a constraint. We described a prior distribution for
the new parameters which is exchangeable with respect to the order of the elements in the observation
vector. This was presented as a hierarchical prior which encourages shrinkage towards a two-parameter
exchangeable matrix. This is likely to be an attractive prior structure in many applications where the
modeller cannot distinguish among the m elements of the observation vector a priori. An approach to
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computational inference using HMC via Stan was presented and we illustrated its use in an application to a
macroeconomic time series with up to m = 20 variables. On the basis of this analysis, we conjectured that
when m or p become large, the epistemic uncertainty that remains after fitting a highly parameterised
model to a relatively short time series, can result in considerable posterior mass falling outside the
stationary region. This has a detrimental effect on predictive performance.
Like the AK-parameterisations, the RML-parameterisation of stationary VARm(p) models has two
parts. For each error variance matrix, the first part is a bijective mapping between the autoregres-
sive coefficients matrices Φ ∈ Cp,m and a set of parameters comprising p positive definite matrices
(V1, . . . , Vp) ∈ S+ pm and p orthogonal matrices, (Q1, . . . , Qp) ∈ O(m)p. There is then a second mapping to
unconstrained Euclidean space. As well as lacking any natural interpretation, the second transformation
is not one-to-one which means that the new parameters are not identifiable in the likelihood. Moreover,
it is difficult to work in terms of the intermediate parameters, Vs and Qs, because of the problems of
sampling efficiently from the space of orthogonal matrices. In this work, we have provided a new interpre-
tation of the Vs and Qs in terms of the symmetric AK-parameters and an alternative (bijective) mapping
to unconstrained Euclidean space. Judicious choice of the prior for these unconstrained parameters in-
duces what might be termed a “vague” prior over the Vs and Qs which we showed to be exchangeable
with respect to the ordering of the elements in the observation vector. This might be attractive to some
modellers as a “default” choice of prior.
In a broader setting, it is worth mentioning that the reparameterisation and prior presented here for
VAR models can be extended to VARMA models. Consider the VARMAm(p,q) model, θ(B)t = φ(B)yt,
where θ(u) = Im + θ1u + . . . + θqu
q, u ∈ C, is the characteristic moving average polynomial in which
θi ∈ Mm×m(R) for i = 1, . . . , q. As for VARm(p) models, the process is stationary if and only if all the
roots of det{φ(u)} = 0 lie outside the unit circle. It is invertible if and only if all the roots of det{θ(u)} = 0
lie outside the unit circle, and hence the invertible region is Cq,m. We can therefore constrain inference to
the stationary and invertible regions simultaneously by reparameterising the model in terms of two sets
of matrices with singular values less than one. Unfortunately, interpretation of the new parameter sets is
a little less clear; the set pertaining to the autoregressive coefficients represent the partial autocorrelation
matrices of the VARm(p) part of the process, and the set arising from the moving average coefficients
represent a multivariate analogue of the inverse partial autocorrelation function (Bhansali, 1983) for the
VMAm(q) part of the process. In each case, the second transformation from Section 2.2 can be used to
map the parameter set to unconstrained Euclidean space.
The ideas discussed in this paper can also be extended to vector autoregressions of unknown order.
This might be desirable because there is often little prior information to guide the choice of p. At least in
theory, allowing for uncertainty in the model order is easy to handle in the Bayesian framework. Suppose
we are prepared to consider models where the order does not exceed pmax. We can then make the model
order, say k, unknown and assign it a prior over {0, 1, . . . , pmax}. As discussed in Section 2.3.3, the vector
autoregression is of order k < pmax if and only if Ak 6= m and Ak+s = m for s = 1, . . . , pmax − k.
Letting vech(·) denote the half-vectorisation operator, the models of different orders are therefore nested
with θk = {vec(AT1 )T , . . . , vec(ATk )T , vech(Σ)T }T representing the {km2 +m(m+ 1)/2}-dimensional pa-
rameter vector of the model of order k. Various transdimensional MCMC samplers have been developed
for problems like these, where the dimension of the parameter space is itself unknown. In the context of
univariate autoregressions, this includes reversible jump MCMC (Green, 1995) and birth-death MCMC
(Stephens, 2000), with samplers that do (e.g. Vermaak et al., 2004; Philippe, 2006) and do not (e.g.
Brooks et al., 2003) enforce stationarity. The advantages of tackling this problem with our reparame-
terisation of the VARm(p) process is that it allows stationarity to be enforced whilst maintaining the
nested structure of the models from the original parameterisation. It is likely that this would assist in
the construction of efficient proposal distributions for transdimensional moves, for example using weak
non-identifiability centring (Brooks et al., 2003), which is straightforward when models are nested. We
defer further consideration of this interesting challenge to future work.
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A Mappings between the VARm(p) parameters and partial au-
tocorrelations
Using Cholesky factors in the matrix-square-roots below gives rise to the AK-parameterisation, whilst
using symmetric matrix-square-roots gives rise to the symmetric AK-parameterisation described in this
paper. We note that the equation numbers in the forward and reverse mappings are cross-referenced in
the proofs provided in the Supplementary Materials.
A.1 Forward mapping
The mapping from (Σ,Φ) ∈ S+m×Cp,m to {Σ, (P1, . . . , Pp)} ∈ S+m×Vpm, described in Ansley and Newbold
(1979), proceeds in two main stages.
1. From (Σ,Φ), compute the autocovariances Γi = Cov(yt,yt+i) for i = 0, . . . , p. For example,
Γ0, . . . , Γp−1 can be found by expressing the autoregression in companion form, applying the mul-
tivariate Yule-Walker equations, and solving the discrete Lyapunov equation that results using
vectorization and Kronecker product operators. The remaining autocovariance Γp can then be
calculated using the Yule-Walker equations for the order p process. For further details, see, for
example, Chapter 2 of Lu¨tkepohl (1991).
2. From Φ and (Γ0, . . . , Γp) compute the partial autocorrelation matrices (P1, . . . , Pp):
(a) Initialise: construct Σ0 = Σ
∗
0 = Γ0 and then calculate their matrix-square-root factorisations,
Σ0 = Σ
∗
0 = S0S
T
0 = S
∗
0S
∗T
0 .
(b) Recursion: for each s = 0, . . . , p− 1
i. Compute φs+1,s+1 and φ
∗
s+1,s+1 using
φs+1,s+1 =
(
ΓTs+1 − φs1ΓTs − . . .− φssΓT1
)
Σ∗−1s ,
φ∗s+1,s+1 = (Γs+1 − φ∗s1Γs − . . .− φ∗ssΓ1)Σ−1s ,
(16)
where it is understood that when s = 0, these expressions simplify to φ11 = Γ
T
1 Σ
∗−1
0 =
ΓT1 Γ
−1
0 and φ
∗
11 = Γ1Γ
−1
0 .
ii. If s > 0, for i = 1, . . . , s, compute φs+1,i and φ
∗
s+1,i using
φs+1,i = φsi − φs+1,s+1φ∗s,s−i+1,
φ∗s+1,i = φ
∗
si − φ∗s+1,s+1φs,s−i+1.
(17)
iii. Compute the (s+ 1)-th partial autocorrelation Ps+1 using
Ps+1 = S
−1
s φs+1,s+1S
∗
s or Ps+1 =
(
S∗−1s φ
∗
s+1,s+1Ss
)T
. (18)
iv. If s < p− 1, compute Σs+1 and Σ∗s+1 using
Σs+1 = Γ0 − φs+1,1Γ1 − . . .− φs+1,s+1Γs+1,
Σ∗s+1 = Γ0 − φ∗s+1,1ΓT1 − . . .− φ∗s+1,s+1ΓTs+1,
(19)
and then calculate their matrix-square-root factorisations, Σs+1 = Ss+1S
T
s+1 and Σ
∗
s+1 =
S∗s+1S
∗T
s+1.
A.2 Reverse mapping
The inverse mapping from {Σ, (P1, . . . , Pp)} ∈ S+m × Vpm to (Σ,Φ) ∈ S+m × Cp,m, proceeds in two main
stages; the second is based on Lemma 2.1 of Ansley and Kohn (1986).
1. From {Σ, (P1, . . . , Pp)} compute the stationary variance matrix Γ0:
(a) Initialise: let Σp = Σ with corresponding matrix-square-root factorisation, Σp = SpS
T
p .
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(b) Recursion: for each s = p− 1, . . . , 0 construct the symmetric (or lower triangular) matrix Ss
such that
Σs+1 = Ss(Im − Ps+1PTs+1)STs (20)
and then compute Σs = SsS
T
s .
(c) Output: take Γ0 = Σ0.
2. From (P1, . . . , Pp) and Γ0 compute the matrices of autoregressive coefficients in Φ:
(a) Initialise: let Σ0 = Σ
∗
0 = Γ0 with corresponding matrix-square-root factorisation, Σ0 = Σ
∗
0 =
S0S
T
0 = S
∗
0S
∗T
0 .
(b) Recursion: for each s = 0, . . . , p− 1
i. Compute φs+1,s+1 and φ
∗
s+1,s+1 using
φs+1,s+1 = SsPs+1S
∗−1
s , φ
∗
s+1,s+1 = S
∗
sP
T
s+1S
−1
s . (21)
ii. If s > 0, for i = 1, . . . , s, compute φs+1,i and φ
∗
s+1,i using
φs+1,i = φsi − φs+1,s+1φ∗s,s−i+1, φ∗s+1,i = φ∗si − φ∗s+1,s+1φs,s−i+1. (22)
iii. Compute Σs+1 and Σ
∗
s+1 using
Σs+1 = Σs − φs+1,s+1Σ∗sφTs+1,s+1, Σ∗s+1 = Σ∗s − φ∗s+1,s+1Σsφ∗Ts+1,s+1, (23)
and then calculate their matrix-square-root factorisations, Σs+1 = Ss+1S
T
s+1 and Σ
∗
s+1 =
S∗s+1S
∗T
s+1.
iv. Compute Γs+1 using
ΓTs+1 = φs+1,s+1Σ
∗
s + φs1Γ
T
s + . . .+ φssΓ
T
1 . (24)
(c) Output: take φi = φpi for i = 1, . . . , p. By construction, Σ = Σp.
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