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Here we develop the nabla fractional calculus on time scales. Then we produce related
integral inequalities of types: Poincaré, Sobolev, Opial, Ostrowski and Hilbert–Pachpatte.
Finally we give inequality applications on the time scales R, Z.
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1. Background and foundation results
For the basics on time scales we follow [1–10]. Ref. [11] was an inspiration.
By [12], p. 256, for µ, ν > 0 we have that∫ x
t
(x− s)µ−1
Γ (µ)
(s− t)ν−1
Γ (ν)
ds = (x− t)
µ+ν−1
Γ (µ+ ν) , (1)
where Γ is the gamma function.
Here we consider time scales T such that Tk = T .
Consider the coordinatewise ld-continuous functions ĥα : T × T → R, α ≥ 0, such that ĥ0 (t, s) = 1,
ĥα+1 (t, s) =
∫ t
s
ĥα (τ , s)∇τ , (2)
∀s, t ∈ T .
Here ρ is the backward jump operator and ν (t) = t − ρ (t) .
Furthermore for α, β > 1, we assume that∫ t
ρ(u)
ĥα−1 (t, ρ (τ )) ĥβ−1 (τ , ρ (u))∇τ = ĥα+β−1 (t, ρ (u)) , (3)
is valid for all u, t ∈ T : u ≤ t.
In the case of T = R; then ρ (t) = t , and ĥk (t, s) = (t−s)kk! , k ∈ N0 = N ∪ {0}, and define
ĥα (t, s) = (t − s)
α
Γ (α + 1) , α ≥ 0.
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Notice that∫ t
s
(τ − s)α
Γ (α + 1)dτ =
(t − s)α+1
Γ (α + 2) = ĥα+1 (t, s) ,
fulfilling (2).
Furthermore we observe that (α, β > 1)∫ t
u
ĥα−1 (t, τ ) ĥβ−1 (τ , u) dτ =
∫ t
u
(t − τ)α−1
Γ (α)
(τ − u)β−1
Γ (β)
dτ
(by (1))= (t − u)
α+β−1
Γ (α + β) = ĥα+β−1 (t, u) ,
fulfilling (3).
By Theorem 2.2 of [13], we have for k,m ∈ N0 that∫ t
t0
ĥk (t, ρ (τ )) ĥm (τ , t0)∇τ = ĥk+m+1 (t, t0) . (4)
Let T = Z, thenρ (t) = t−1, t ∈ Z. Define t0 := 1, tk := t (t + 1) · · · (t + k− 1), k ∈ N, and by (2)wehave ĥk (t, s) = (t−s)kk! ,
s, t ∈ Z, k ∈ N0.
Here
∫ t
t0
∇τ =∑tt0+1 .
Therefore by (4) we get
t∑
τ=t0+1
(t − τ + 1)k
k!
(τ − t0)m
m! =
(t − t0)k+m+1
(k+m+ 1)! ,
which results into
t∑
τ=t0
(t − τ + 1)k−1
(k− 1)!
(τ − t0 + 1)m−1
(m− 1)! =
(t − t0 + 1)k+m−1
(k+m− 1)! , (5)
confirming (3).
Next we follow [14].
Let a, α ∈ R, define tα = Γ (t+α)
Γ (t) , t ∈ R − {. . . ,−2,−1, 0}, Na = {a, a ± 1, a ± 2, . . .}, notice N0 = Z, 0α = 0, t0 = 1,
and f : Na → R. Here ρ (s) = s− 1, σ (s) = s+ 1, ν (t) = 1. Also define
∇−na f (t) =
t∑
s=a
(t − ρ (s))n−1
(n− 1)! f (s) , n ∈ N,
and in general
∇−νa f (t) =
t∑
s=a
(t − ρ (s))ν−1
Γ (ν)
f (s) ,
where ν ∈ R− {. . . ,−2,−1, 0}.
Here we set
ĥα (t, s) = (t − s)
α
Γ (α + 1) , α ≥ 0.
We need
Lemma 1. Let α > −1, x > α + 1. Then
Γ (x)
Γ (x− α) =
1
(α + 1)
(
Γ (x+ 1)
Γ (x− α) −
Γ (x)
Γ (x− α − 1)
)
.
Proof. Obvious. 
Proposition 2. Let α > −1. It holds∫ t
s
(τ − s)α
Γ (α + 1)∇τ =
(t − s)α+1
Γ (α + 2) , t ≥ s.
That is ĥα , α ≥ 0, on Na confirm (2).
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Proof. Let t > s. We have that∫ t
s
(τ − s)α
Γ (α + 1)∇τ =
1
Γ (α + 1)
t∑
τ=s+1
(τ − s)α = 1
Γ (α + 1)
t∑
τ=s+1
Γ (τ − s+ α)
Γ (τ − s)
= 1
Γ (α + 1)
t∑
τ=s+1
Γ (τ − s+ α)
Γ (τ − s+ α − α) =
1
Γ (α + 1)
t−s+α∑
x=α+1
Γ (x)
Γ (x− α)
(notice here τ − s ≥ 1 and x ≥ α + 1 > 0)
= 1
Γ (α + 1)
{
Γ (α + 1)+
t−s+α∑
x=α+2
Γ (x)
Γ (x− α)
}
= 1+ 1
Γ (α + 1)
t−s+α∑
x=α+2
Γ (x)
Γ (x− α)
(by Lemma 1)= 1+ 1
Γ (α + 2)
t−s+α∑
x=α+2
(
Γ (x+ 1)
Γ (x− α) −
Γ (x)
Γ (x− α − 1)
)
= 1+ 1
Γ (α + 2)
{
(Γ (α + 3)− Γ (α + 2))+
(
Γ (α + 4)
Γ (3)
− Γ (α + 3)
)
+
(
Γ (α + 5)
Γ (4)
− Γ (α + 4)
Γ (3)
)
+
(
Γ (α + 6)
Γ (5)
− Γ (α + 5)
Γ (4)
)
+ · · ·
+
(
Γ (t − s+ α)
Γ (t − s− 1) −
Γ (t − s+ α − 1)
Γ (t − s+ α − 2)
)
+
(
Γ (t − s+ α + 1)
Γ (t − s) −
Γ (t − s+ α)
Γ (t − s− 1)
)}
(telescoping sum)
= 1+ 1
Γ (α + 2)
{
Γ (t − s+ α + 1)
Γ (t − s) − Γ (α + 2)
}
= Γ (t − s+ α + 1)
Γ (α + 2)Γ (t − s) =
(t − s)α+1
Γ (α + 2) .
That is proving the claim. 
Next for µ, ν > 1, τ < t , from the proof of Theorem 2.1 [14] we get that
t∑
s=τ
(t − ρ (s))ν−1
Γ (ν)
(s− ρ (τ))µ−1
Γ (µ)
= (t − ρ (τ))
ν+µ−1
Γ (µ+ ν) ,
where τ ∈ {a, . . . , t}.
So for t, t0 ∈ Na with t0 < t we obtain
t∑
τ=t0
(t − τ + 1)ν−1
Γ (ν)
(τ − t0 + 1)µ−1
Γ (µ)
= (t − t0 + 1)
ν+µ−1
Γ (µ+ ν) , (6)
that is confirming (3) fractionally on the time scale T = Na.
Notice also here that∫ b
a
f (t)∇t =
b∑
t=a+1
f (t) .
So fractional conditions (2) and (3) are very natural and common on time scales.
For α ≥ 1 we define the time scale ∇-Riemann–Liouville type fractional integral (a, b ∈ T )
Jαa f (t) =
∫ t
a
ĥα−1 (t, ρ (τ )) f (τ )∇τ , (7)
(by [15] the last integral is on (a, t] ∩ T )
J0a f (t) = f (t) ,
where f ∈ L1 ([a, b] ∩ T ) (Lebesgue ∇-integrable functions on [a, b] ∩ T , see [8–10]), t ∈ [a, b] ∩ T .
Notice J1a f (t) =
∫ t
a f (τ )∇τ is absolutely continuous in t ∈ [a, b] ∩ T , see [15].
Lemma 3. Let α > 1, f ∈ L1 ([a, b] ∩ T ). Assume that ĥα−1 (s, ρ (t)) is Lebesgue∇-measurable on ([a, b] ∩ T )2; a, b ∈ T . Then
Jαa f ∈ L1 ([a, b] ∩ T ) .
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Proof. Define K : Ω := ([a, b] ∩ T )2 → R, by
K (s, t) =
{̂
hα−1 (s, ρ (t)) , if a ≤ t ≤ s ≤ b,
0, if a ≤ s < t ≤ b.
Clearly K (s, t) is Lebesgue ∇-measurable on ([a, b] ∩ T )2 .
Then∫ b
a
K (s, t)∇s =
∫
[a,t)
K (s, t)∇s+
∫ b
t
K (s, t)∇s
=
∫ b
t
K (s, t)∇s =
∫ b
t
ĥα−1 (s, ρ (t))∇s
=
∫ b
ρ(t)
ĥα−1 (s, ρ (t))∇s−
∫ t
ρ(t)
ĥα−1 (s, ρ (t))∇s
= ĥα (b, ρ (t))− ν (t) ĥα−1 (t, ρ (t)) ∈ R.
Next we consider the repeated double Lebesgue ∇-integral∫ b
a
(∫ b
a
K (s, t) |f (t)| ∇s
)
∇t =
∫ b
a
|f (t)|
(∫ b
a
K (s, t)∇s
)
∇t
=
∫ b
a
|f (t)| {̂hα (b, ρ (t))− ν (t) ĥα−1t, ρ (t)}∇t
=
∫ b
a
|f (t)| ĥα (b, ρ (t))∇t −
∫ b
a
|f (t)| ν (t) ĥα−1 (t, ρ (t))∇t,
which exists and is finite. Thus the function (s, t)→ K (s, t) f (t) is Lebesgue ∇-integrable overΩ by Tonelli’s theorem.
Let now the characteristic function
χ(a,s]∩T (t) =
{
1, if t ∈ (a, s] ∩ T
0, else,
where s ∈ [a, b] ∩ T .
Then the function (s, t)→ χ(a,s]∩T (t) K (s, t) f (t) is Lebesgue∇-integrable onΩ . Hence by Fubini’s theoremwe get that∫ b
a
χ(a,s]∩T (t) K (s, t) f (t)∇t =
∫ s
a
ĥα−1 (s, ρ (t)) f (t)∇t = Jαa f (s)
is Lebesgue ∇-integrable in s on [a, b] ∩ T , proving the claim. 
For u ≤ t; u, t ∈ T , we define
ε (t, u) =
∫ u
ρ(u)
ĥα−1 (t, ρ (τ )) ĥβ−1 (τ , ρ (u))∇τ
= ν (u) ĥα−1 (t, ρ (u)) ĥβ−1 (u, ρ (u)) , (8)
where α, β > 1.
Next we notice for α, β > 1; a, b ∈ T , f ∈ L1 ([a, b] ∩ T ), and ĥα−1 (s, ρ (t)) is continuous on ([a, b] ∩ T )2 for any α > 1,
that
Jαa J
β
a f (t) =
∫ t
a
ĥα−1 (t, ρ (τ ))∇τ
∫ τ
a
ĥβ−1 (τ , ρ (u)) f (u)∇u
(by Fubini’s theorem)
=
∫ t
a
f (u)∇u
∫ t
u
ĥα−1 (t, ρ (τ )) ĥβ−1 (τ , ρ (u))∇τ =
∫ t
a
f (u)∇u
·
[∫ t
ρ(u)
ĥα−1 (t, ρ (τ )) ĥβ−1 (τ , ρ (u))∇τ −
∫ u
ρ(u)
ĥα−1 (t, ρ (τ )) ĥβ−1 (τ , ρ (u))∇τ
]
(by (3))=
∫ t
a
f (u)∇u (̂hα+β−1 (t, ρ (u))− ε (t, u))
=
∫ t
a
ĥα+β−1 (t, ρ (u)) f (u)∇u−
∫ t
a
f (u) ε (t, u)∇u
= Jα+βa f (t)−
∫ t
a
f (u) ε (t, u)∇u.
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Hence
Jαa J
β
a f (t)+
∫ t
a
f (u) ε (t, u)∇u = Jα+βa f (t) , ∀t ∈ [a, b] ∩ T .
So we have proved the semigroup property
Jαa J
β
a f (t)+
∫ t
a
f (u) ν (u) ĥα−1 (t, ρ (u)) ĥβ−1 (u, ρ (u))∇u = Jα+βa f (t) , (9)
∀t ∈ [a, b] ∩ T , with a, b ∈ T .
We call the Lebesgue ∇-integral
D (f , α, β, T , t) =
∫ t
a
f (u) ν (u) ĥα−1 (t, ρ (u)) ĥβ−1 (u, ρ (u))∇u, (10)
t ∈ [a, b] ∩ T ; a, b ∈ T , the backward graininess deviation functional of f ∈ L1 ([a, b] ∩ T ) .
If T = R, then D (f , α, β,R, t) = 0.
Putting things together we have
Theorem 4. Let Tk = T , a, b ∈ T , f ∈ L1 ([a, b] ∩ T ); α, β > 1; ĥα−1 (s, ρ (t)) is continuous on ([a, b] ∩ T )2 for any α > 1.
Then
Jαa J
β
a f (t)+ D (f , α, β, T , t) = Jα+βa f (t) , (11)
∀t ∈ [a, b] ∩ T .
Wemake
Remark 5. Let µ > 2 such thatm− 1 < µ < m ∈ N, i.e.m = dµe (ceiling of the number), ν˜ = m− µ (0 < ν˜ < 1).
Let f ∈ Cmld ([a, b] ∩ T ). Clearly here [10] f ∇m is a Lebesgue ∇-integrable function.
We define the nabla fractional derivative on time scale T of order µ− 1 as follows:
∇µ−1a∗ f (t) =
(
J ν˜+1a f
∇m
)
(t) =
∫ t
a
ĥ˜ν (t, ρ (τ )) f ∇
m
(τ )∇τ , (12)
∀t ∈ [a, b] ∩ T .
Notice here that ∇µ−1a∗ f ∈ C ([a, b] ∩ T ) by a simple argument using dominated convergence theorem in Lebesgue
∇-sense.
If µ = m, then ν˜ = 0 and by (12) we get
∇m−1a∗ f (t) = J1a f ∇
m
(t) = f ∇m−1 (t) . (13)
More generally, by [15], given that f ∇m−1 is everywhere finite and absolutely continuous on [a, b] ∩ T , then f ∇m exists
∇-a.e. and is Lebesgue ∇-integrable on (a, t] ∩ T , ∀t ∈ [a, b] ∩ T , and one can plug it into (12).
We observe that
Jµ−1a ∇µ−1a∗ f (t) =
(
Jµ−1a J
ν˜+1
a f
∇m
)
(t)
(by (11))=
(
Jµ+ν˜a f
∇m
)
(t)−
∫ t
a
f ∇
m
(u) ν (u) ĥµ−2 (t, ρ (u)) ĥ˜ν (u, ρ (u))∇u
=
(
Jma f
∇m
)
(t)−
∫ t
a
f ∇
m
(u) ν (u) ĥµ−2 (t, ρ (u)) ĥ˜ν (u, ρ (u))∇u.
Hence
Jµ−1a ∇µ−1a∗ f (t)+
∫ t
a
f ∇
m
(u) ν (u) ĥµ−2 (t, ρ (u)) ĥ˜ν (u, ρ (u))∇u
=
(
Jma f
∇m
)
(t) =
∫ t
a
ĥm−1 (t, ρ (τ )) f ∇
m
(τ )∇τ .
We have proved
Theorem 6. Let µ > 2, m − 1 < µ < m ∈ N, ν˜ = m − µ; f ∈ Cmld ([a, b] ∩ T ), a, b ∈ T , Tk = T . Suppose ĥµ−2 (s, ρ (t)),
ĥ˜ν (s, ρ (t)) to be continuous on ([a, b] ∩ T )2.
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Then∫ t
a
ĥm−1 (t, ρ (τ )) f ∇
m
(τ )∇τ
=
∫ t
a
f ∇
m
(u) ν (u) ĥµ−2 (t, ρ (u)) ĥ˜ν (u, ρ (u))∇u+
∫ t
a
ĥµ−2 (t, ρ (τ ))∇µ−1a∗ f (τ )∇τ , (14)
∀t ∈ [a, b] ∩ T .
We need the nabla time scales Taylor formula
Theorem 7 ([2]). Let f ∈ Cmld (T ), m ∈ N, Tk = T ; a, b ∈ T . Then
f (t) =
m−1∑
k=0
ĥk (t, a) f ∇
k
(a)+
∫ t
a
ĥm−1 (t, ρ (τ )) f ∇
m
(τ )∇τ , (15)
∀t ∈ [a, b] ∩ T .
Next we present the fractional time scales nabla Taylor formula
Theorem 8. Let µ > 2, m− 1 < µ < m ∈ N, ν˜ = m−µ; f ∈ Cmld (T ) , a, b ∈ T , Tk = T . Suppose ĥµ−2 (s, ρ (t)), ĥ˜ν (s, ρ (t))
to be continuous on ([a, b] ∩ T )2. Then
f (t) =
m−1∑
k=0
ĥk (t, a) f ∇
k
(a)
+
∫ t
a
f ∇
m
(u) ν (u) ĥµ−2 (t, ρ (u)) ĥ˜ν (u, ρ (u))∇u+
∫ t
a
ĥµ−2 (t, ρ (τ ))∇µ−1a∗ f (τ )∇τ , (16)
∀t ∈ [a, b] ∩ T .
Corollary 9. All as in Theorem 8. Additionally suppose f ∇k (a) = 0, k = 0, 1, . . . ,m− 1. Then
A (t) := f (t)− D
(
f ∇
m
, µ− 1, ν˜ + 1, T , t
)
= f (t)−
∫ t
a
f ∇
m
(u) ν (u) ĥµ−2 (t, ρ (u)) ĥ˜ν (u, ρ (u))∇u
=
∫ t
a
ĥµ−2 (t, ρ (τ ))∇µ−1a∗ f (τ )∇τ , (17)
∀t ∈ [a, b] ∩ T .
Notice here thatD
(
f ∇m , µ− 1, ν˜ + 1, T , t) ∈ Cld ([a, b] ∩ T ). Also the R.H.S (17) is a continuous function in t ∈ [a, b]∩T .
2. Fractional nabla inequalities on time scales
We present a Poincaré type related inequality.
Theorem 10. Let µ > 2, m − 1 < µ < m ∈ N, ν˜ = m − µ; f ∈ Cmld (T ), a, b ∈ T , a ≤ b, Tk = T . Suppose ĥµ−2
(s, ρ (t)) , ĥ˜ν (s, ρ (t)) to be continuous on ([a, b] ∩ T )2, and f ∇k (a) = 0, k = 0, 1, . . . ,m − 1. Here A (t) = f (t) −
D
(
f ∇m , µ− 1, ν˜ + 1, T , t), t ∈ [a, b] ∩ T ; and let p, q > 1 : 1p + 1q = 1.
Then∫ b
a
|A (t)|q ∇t ≤
(∫ b
a
(∫ t
a
∣∣̂hµ−2 (t, ρ (τ ))∣∣p ∇τ) qp ∇t)(∫ b
a
∣∣∇µ−1a∗ f (t)∣∣q ∇t) . (18)
Proof. By Corollary 9 we get that
A (t) =
∫ t
a
ĥµ−2 (t, ρ (τ ))∇µ−1a∗ f (τ )∇τ .
Hence
|A (t)| ≤
∫ t
a
∣∣̂hµ−2 (t, ρ (τ ))∣∣ ∣∣∇µ−1a∗ f (τ )∣∣∇τ
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(by Hölder’s inequality)
≤
(∫ t
a
∣∣̂hµ−2 (t, ρ (τ ))∣∣p ∇τ) 1p (∫ t
a
∣∣∇µ−1a∗ f (τ )∣∣q ∇τ) 1q
≤
(∫ t
a
∣∣̂hµ−2 (t, ρ (τ ))∣∣p ∇τ) 1p (∫ b
a
∣∣∇µ−1a∗ f (τ )∣∣q ∇τ) 1q .
Therefore
|A (t)|q ≤
(∫ t
a
∣∣̂hµ−2 (t, ρ (τ ))∣∣p ∇τ) qp (∫ b
a
∣∣∇µ−1a∗ f (τ )∣∣q ∇τ) , (19)
∀t ∈ [a, b] ∩ T .
Next by integrating (19) we are proving the claim. 
Next we give a related Sobolev inequality.
Theorem 11. Here all as in Theorem 10. Let r ≥ 1 and denote
‖f ‖r =
(∫ b
a
|f (t)|r ∇t
) 1
r
.
Then
‖A‖r ≤
(∫ b
a
(∫ t
a
∣∣̂hµ−2 (t, ρ (τ ))∣∣p ∇τ) rp ∇t)
1
r ∥∥∇µ−1a∗ f ∥∥q . (20)
Proof. As in the proof of Theorem 10 we have
|A (t)| ≤
(∫ t
a
∣∣̂hµ−2 (t, ρ (τ ))∣∣p ∇τ) 1p (∫ b
a
∣∣∇µ−1a∗ f (τ )∣∣q ∇τ) 1q .
Hence
|A (t)|r ≤
(∫ t
a
∣∣̂hµ−2 (t, ρ (τ ))∣∣p ∇τ) rp (∫ b
a
∣∣∇µ−1a∗ f (t)∣∣q ∇t) rq ,
and ∫ b
a
|A (t)|r ∇t ≤
∫ b
a
(∫ t
a
∣∣̂hµ−2 (t, ρ (τ ))∣∣p ∇τ) rp ∇t (∫ b
a
∣∣∇µ−1a∗ f (t)∣∣q ∇t) rq . (21)
Next raise (21) to power 1r . Hence proving the claim. 
Next we give an Opial type related inequality.
Theorem 12. Here all as in Theorem 10. Additionally assume that
∣∣∣∇µ−1a∗ f ∣∣∣ is increasing on [a, b] ∩ T . Then
∫ b
a
|A (t)| ∣∣∇µ−1a∗ f (t)∣∣∇t ≤ (b− a) 1q (∫ b
a
(∫ t
a
∣∣̂hµ−2 (t, ρ (τ ))∣∣p ∇τ)∇t) 1p (∫ b
a
(∇µ−1a∗ f (t))2q ∇t) 1q . (22)
Proof. As in the proof of Theorem 10 we get
|A (t)| ≤
(∫ t
a
∣∣̂hµ−2 (t, ρ (τ ))∣∣p ∇τ) 1p (∫ b
a
∣∣∇µ−1a∗ f (τ )∣∣q ∇τ) 1q
≤
(∫ t
a
∣∣̂hµ−2 (t, ρ (τ ))∣∣p ∇τ) 1p ∣∣∇µ−1a∗ f (t)∣∣ (t − a) 1q .
Therefore
|A (t)| ∣∣∇µ−1a∗ f (t)∣∣ ≤ (∫ t
a
∣∣̂hµ−2 (t, ρ (τ ))∣∣p ∇τ) 1p (∇µ−1a∗ f (t))2 (t − a) 1q ,
for all t ∈ [a, b] ∩ T .
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Consequently we derive∫ b
a
|A (t)| ∣∣∇µ−1a∗ f (t)∣∣∇t ≤ ∫ b
a
[(∫ t
a
∣∣̂hµ−2 (t, ρ (τ ))∣∣p ∇τ) 1p (∇µ−1a∗ f (t))2 (t − a) 1q
]
∇t
≤
(∫ b
a
(∫ t
a
∣∣̂hµ−2 (t, ρ (τ ))∣∣p ∇τ)∇t) 1p (∫ b
a
(∇µ−1a∗ f (t))2q (t − a)∇t) 1q
≤ (b− a) 1q
(∫ b
a
(∫ t
a
∣∣̂hµ−2 (t, ρ (τ ))∣∣p ∇τ)∇t) 1p (∫ b
a
(∇µ−1a∗ f (t))2q ∇t) 1q ,
proving the claim. 
Next we give related Ostrowski type inequalities.
Theorem 13. Let µ > 2, m − 1 < µ < m ∈ N, ν˜ = m − µ; f ∈ Cmld (T ), a, b ∈ T , a ≤ b, Tk = T . Suppose ĥµ−2
(s, ρ (t)) , ĥ˜ν (s, ρ (t)) to be continuous on ([a, b] ∩ T )2, and f ∇k (a) = 0, k = 1, . . . ,m − 1. Denote A (t) = f (t) −
D
(
f ∇m , µ− 1, ν˜ + 1, T , t), t ∈ [a, b] ∩ T .
Then∣∣∣∣ 1b− a
∫ b
a
A (t)∇t − f (a)
∣∣∣∣ ≤ 1b− a
(∫ b
a
(∫ t
a
∣∣̂hµ−2 (t, ρ (τ ))∣∣∇τ)∇t)∥∥∇µ−1a∗ f ∥∥∞,[a,b]∩T . (23)
Proof. By (16) we get
A (t)− f (a) =
∫ t
a
ĥµ−2 (t, ρ (τ ))∇µ−1a∗ f (τ )∇τ , ∀t ∈ [a, b] ∩ T .
Then
|A (t)− f (a)| ≤
(∫ t
a
|̂hµ−2 (t, ρ (τ )) |∇τ
)∥∥∇µ−1a∗ f ∥∥∞,[a,b]∩T ,
∀t ∈ [a, b] ∩ T .
Therefore we obtain∣∣∣∣ 1b− a
∫ b
a
A (t)∇t − f (a)
∣∣∣∣ = 1b− a
∣∣∣∣∫ b
a
(A (t)− f (a))∇t
∣∣∣∣
≤ 1
b− a
∫ b
a
|A (t)− f (a)| ∇t
≤ 1
b− a
(∫ b
a
(∫ t
a
∣∣̂hµ−2 (t, ρ (τ ))∣∣∇τ)∇t)∥∥∇µ−1a∗ f ∥∥∞,[a,b]∩T ,
proving the claim. 
Theorem 14. All as in Theorem 13. Let p, q > 1 : 1p + 1q = 1. Then∣∣∣∣ 1b− a
∫ b
a
A (t)∇t − f (a)
∣∣∣∣ ≤ 1b− a
(∫ b
a
(∫ t
a
∣∣̂hµ−2 (t, ρ (τ ))∣∣p ∇τ) 1p ∇t)∥∥∇µ−1a∗ f ∥∥q,[a,b]∩T . (24)
Proof. By (16) we derive
|A (t)− f (a)| ≤
∫ t
a
∣∣̂hµ−2 (t, ρ (τ ))∣∣ ∣∣∇µ−1a∗ f (τ )∣∣∇τ
≤
(∫ t
a
∣∣̂hµ−2 (t, ρ (τ ))∣∣p ∇τ) 1p (∫ t
a
∣∣∇µ−1a∗ f (τ )∣∣q ∇τ) 1q
≤
(∫ t
a
∣∣̂hµ−2 (t, ρ (τ ))∣∣p ∇τ) 1p ∥∥∇µ−1a∗ f ∥∥q,[a,b]∩T .
That is we have
|A (t)− f (a)| ≤
(∫ t
a
∣∣̂hµ−2 (t, ρ (τ ))∣∣p ∇τ) 1p ∥∥∇µ−1a∗ f ∥∥q,[a,b]∩T , ∀t ∈ [a, b] ∩ T .
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Therefore we derive∣∣∣∣ 1b− a
∫ b
a
A (t)∇t − f (a)
∣∣∣∣ ≤ 1b− a
∫ b
a
|A (t)− f (a)| ∇t
≤ 1
b− a
(∫ b
a
(∫ t
a
∣∣̂hµ−2 (t, ρ (τ ))∣∣p ∇τ) 1p ∇t)∥∥∇µ−1a∗ f ∥∥q,[a,b]∩T ,
proving the claim. 
We finish general fractional nabla time scales inequalities with a related Hilbert–Pachpatte type inequality.
Theorem 15. Let ε > 0,µ > 2, m−1 < µ < m ∈ N, ν˜ = m−µ; fi ∈ Cmld (Ti), ai, bi ∈ Ti, ai ≤ bi, Tik = Ti time scale, i = 1, 2.
Suppose ĥ(i)µ−2 (si, ρi (ti)) , ĥ
(i)
ν˜ (si, ρi (ti)) to be continuous on ([ai, bi] ∩ Ti)2, and f ∇ki (ai) = 0, k = 0, 1, . . . ,m − 1; i = 1, 2.
Here Ai (ti) = fi (ti)− Di(f ∇mi , µ− 1, ν˜ + 1, Ti, ti), ti ∈ [ai, bi] ∩ Ti; i = 1, 2, and p, q > 1 : 1p + 1q = 1.
Call
F (t1) =
∫ t1
a1
(∣∣∣̂h(1)µ−2 (t1, ρ1 (τ1))∣∣∣)p ∇τ1,
for all t1 ∈ [a1, b1], and
G (t2) =
∫ t2
a2
(∣∣∣̂h(2)µ−2 (t2, ρ2 (τ2))∣∣∣)q ∇τ2,
for all t2 ∈ [a2, b2] (where ĥ(i)µ−2, ρi are the corresponding ĥµ−2, ρ to Ti, i = 1, 2).
Then∫ b1
a1
∫ b2
a2
|A1 (t1)| |A2 (t2)|(
ε + F(t1)p + G(t2)q
)∇t1∇t2
≤ (b1 − a1) (b2 − a2)
(∫ b1
a1
∣∣∇µ−1a1∗ f1 (t1)∣∣q ∇t1)
1
q
(∫ b2
a2
∣∣∇µ−1a2∗ f2 (t2)∣∣p ∇t2)
1
p
. (25)
(above double time scales Riemann nabla integration is considered in the natural iterative way).
Proof. We notice that
λ (t1) =
∫ b2
a2
|A2 (t2)|(
ε + F(t1)p + G(t2)q
)∇t2
is a Riemann ∇-integrable function on [a1, b1] ∩ T1.
Since f ∇ki (ai) = 0, k = 0, 1, . . . ,m− 1; i = 1, 2, by Corollary 9 we get that
Ai (ti) =
∫ ti
ai
ĥ(i)µ−2 (ti, ρi (τi))∇µ−1ai∗ fi (τi)∇τi,
∀ti ∈ [ai, bi] ∩ Ti, where ai, bi ∈ Ti.
Hence
|A1 (t1)| ≤
(∫ t1
a1
(∣∣∣̂h(1)µ−2 (t1, ρ1 (τ1))∣∣∣)p ∇τ1) 1p (∫ t1
a1
∣∣∇µ−1a1∗ f1 (τ1)∣∣q ∇τ1)
1
q
= F (t1) 1p
(∫ t1
a1
∣∣∇µ−1a1∗ f1 (τ1)∣∣q ∇τ1)
1
q
,
and
|A2 (t2)| ≤
(∫ t2
a2
(∣∣∣̂h(2)µ−2 (t2, ρ2 (τ2))∣∣∣)q ∇τ2) 1q (∫ t2
a2
∣∣∇µ−1a2∗ f2 (τ2)∣∣p ∇τ2)
1
p
= G (t2) 1q
(∫ t2
a2
∣∣∇µ−1a2∗ f2 (τ2)∣∣p ∇τ2)
1
p
.
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Young’s inequality for a, b ≥ 0 says that
a
1
p b
1
q ≤ a
p
+ b
q
.
Therefore we have
|A1 (t1)| |A2 (t2)| ≤ (F (t1)) 1p (G (t2)) 1q
(∫ t1
a1
∣∣∇µ−1a1∗ f1 (τ1)∣∣q ∇τ1)
1
q
(∫ t2
a2
∣∣∇µ−1a2∗ f2 (τ2)∣∣p ∇τ2)
1
p
≤
(
F (t1)
p
+ G (t2)
q
)(∫ t1
a1
∣∣∇µ−1a1∗ f1 (τ1)∣∣q ∇τ1)
1
q
(∫ t2
a2
∣∣∇µ−1a2∗ f2 (τ2)∣∣p ∇τ2)
1
p
.
The last gives (ε > 0)
|A1 (t1)| |A2 (t2)|(
ε + F(t1)p + G(t2)q
) ≤ (∫ t1
a1
∣∣∇µ−1a1∗ f1 (τ1)∣∣q ∇τ1)
1
q
(∫ t2
a2
∣∣∇µ−1a2∗ f2 (τ2)∣∣p ∇τ2)
1
p
,
for all ti ∈ [ai, bi] ∩ Ti, i = 1, 2.
Next we observe that∫ b1
a1
∫ b2
a2
|A1 (t1)| |A2 (t2)|(
ε + F(t1)p + G(t2)q
)∇t1∇t2
≤
(∫ b1
a1
(∫ t1
a1
∣∣∇µ−1a1∗ f1 (τ1)∣∣q ∇τ1)
1
q
∇t1
)
·
(∫ b2
a2
(∫ t2
a2
∣∣∇µ−1a2∗ f2 (τ2)∣∣p ∇τ2)
1
p
∇t2
)
(by Hölder’s inequality)
≤
(∫ b1
a1
(∫ t1
a1
∣∣∇µ−1a1∗ f1 (τ1)∣∣q ∇τ1)∇t1)
1
q
(b1 − a1) 1p ·
(∫ b2
a2
(∫ t2
a2
∣∣∇µ−1a2∗ f2 (τ2)∣∣p ∇τ2)∇t2)
1
p
(b2 − a2) 1q
≤
(∫ b1
a1
(∫ b1
a1
∣∣∇µ−1a1∗ f1 (τ1)∣∣q ∇τ1)∇t1)
1
q
(b1 − a1) 1p ·
(∫ b2
a2
(∫ b2
a2
∣∣∇µ−1a2∗ f2 (τ2)∣∣p ∇τ2)∇t2)
1
p
(b2 − a2) 1q
= (b1 − a1) (b2 − a2)
(∫ b1
a1
∣∣∇µ−1a1∗ f1 (τ1)∣∣q ∇τ1)
1
q
(∫ b2
a2
∣∣∇µ−1a2∗ f2 (τ2)∣∣p ∇τ2)
1
p
,
proving the claim. 
3. Applications
(I) Here T = R case.
Let µ > 2 such thatm− 1 < µ < m ∈ N, ν˜ = m− µ, f ∈ Cm ([a, b]), a, b ∈ R.
The nabla fractional derivative on R of order µ− 1 is defined as follows:
∇µ−1a∗ f (t) =
(
J ν˜+1a f
(m)) (t) = 1
Γ (˜ν + 1)
∫ t
a
(t − τ )˜ν f (m) (τ ) dτ , (26)
∀t ∈ [a, b] .
Notice that ∇µ−1a∗ f ∈ C ([a, b]), and A (t) = f (t), ∀t ∈ [a, b] .
We give a Poincaré type inequality.
Theorem 16. Let µ > 2, m − 1 < µ < m ∈ N, f ∈ Cm (R), a, b ∈ R, a ≤ b. Suppose f (k) (a) = 0, k = 0, 1, . . . ,m − 1. Let
p, q > 1 : 1p + 1q = 1. Then∫ b
a
|f (t)|q dt ≤ (b− a)
(µ−1)q
(Γ (µ− 1))q (µ− 1) q ((µ− 2) p+ 1)q−1
(∫ b
a
∣∣∇µ−1a∗ f (t)∣∣q dt) . (27)
Proof. By Theorem 10. 
We give a Sobolev type inequality.
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Theorem 17. All as in Theorem 16. Let r ≥ 1. Then
‖f ‖r ≤ (b− a)
µ−2+ 1p+ 1r
Γ (µ− 1) ((µ− 2) p+ 1) 1p
(
(µ− 2) r + rp + 1
) 1
r
∥∥∇µ−1a∗ f ∥∥q . (28)
Proof. By Theorem 11. 
We continue with an Opial type inequality.
Theorem 18. All as in Theorem 16. Assume
∣∣∣∇µ−1a∗ f ∣∣∣ is increasing on [a, b].
∫ b
a
|f (t)| ∣∣∇µ−1a∗ f (t)∣∣ dt ≤ (b− a)µ− 1q
Γ (µ− 1) [((µ− 2) p+ 1) ((µ− 2) p+ 2)] 1p
(∫ b
a
(∇µ−1a∗ f (t))2q dt) 1q . (29)
Proof. By Theorem 12. 
Some Ostrowski type inequalities follow.
Theorem 19. Let µ > 2, m− 1 < µ < m ∈ N, f ∈ Cm (R), a, b ∈ R, a ≤ b. Suppose f (k) (a) = 0, k = 1, . . . ,m− 1. Then∣∣∣∣ 1b− a
∫ b
a
f (t) dt − f (a)
∣∣∣∣ ≤ (b− a)µ−1Γ (µ+ 1) ∥∥∇µ−1a∗ f ∥∥∞,[a,b] . (30)
Proof. By Theorem 13. 
Theorem 20. Here all as in Theorem 19. Let p, q > 1 : 1p + 1q = 1. Then∣∣∣∣ 1b− a
∫ b
a
f (t) dt − f (a)
∣∣∣∣ ≤ (b− a)µ− 1q−1
Γ (µ− 1)
(
µ− 1q
)
((µ− 2) p+ 1) 1p
∥∥∇µ−1a∗ f ∥∥q,[a,b] . (31)
Proof. By Theorem 14. 
We finish this subsection with a Hilbert–Pachpatte inequality on R.
Theorem 21. Let ε > 0, µ > 2, m − 1 < µ < m ∈ N, i = 1, 2; fi ∈ Cm (R), ai, bi ∈ R, ai ≤ bi, f (k)i (ai) = 0,
k = 0, 1, . . . ,m− 1; p, q > 1 : 1p + 1q = 1.
Call
F (t1) = (t1 − a1)
(µ−2)p+1
(Γ (µ− 1))p ((µ− 2) p+ 1) ,
t1 ∈ [a1, b1], and
G (t2) = (t2 − a2)
(µ−2)q+1
(Γ (µ− 1))q ((µ− 2) q+ 1) ,
t2 ∈ [a2, b2].
Then∫ b1
a1
∫ b2
a2
|f1 (t1)| |f2 (t2)|(
ε + F(t1)p + G(t2)q
)dt1dt2
≤ (b1 − a1) (b2 − a2)
(∫ b1
a1
∣∣∇µ−1a1∗ f1 (t1)∣∣q dt1)
1
q
(∫ b2
a2
∣∣∇µ−1a2∗ f2 (t2)∣∣p dt2)
1
p
. (32)
Proof. By Theorem 15. 
(II) Here T = Z case.
Let µ > 2 such that m − 1 < µ < m ∈ N, ν˜ = m − µ, a, b ∈ Z, a ≤ b. Here f : Z → R, and f ∇m (t) = ∇mf (t) =∑m
k=0 (−1)k
(
m
k
)
f (t − k) .
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The nabla fractional derivative on Z of order µ− 1 is defined as follows:
∇µ−1a∗ f (t) =
(
J ν˜+1a
(∇mf )) (t) = 1
Γ (˜ν + 1)
t∑
τ=a+1
(t − τ + 1)˜ν (∇mf ) (τ ) , (33)
∀t ∈ [a,∞) ∩ Z.
Notice here that ν (t) = 1, ∀t ∈ Z, and
A (t) = f (t)− D (∇mf , µ− 1, ν˜ + 1,Z, t)
= f (t)−
t∑
u=a+1
(∇mf (u)) (t − u+ 1)µ−2
Γ (µ− 1) , (34)
∀t ∈ [a,∞) ∩ Z.
We give a discrete fractional Poincaré type inequality.
Theorem 22. Let µ > 2, m − 1 < µ < m ∈ N, a, b ∈ Z, a ≤ b, f : Z→ R. Assume ∇kf (a) = 0, k = 0, 1, . . . ,m − 1. Let
p, q > 1 : 1p + 1q = 1. Then
b∑
t=a+1
|A (t)|q ≤ 1
(Γ (µ− 1))q
(
b∑
t=a+1
(
t∑
τ=a+1
(t − τ + 1)(µ−2)p
))(
b∑
t=a+1
∣∣∇µ−1a∗ f (t)∣∣q
)
. (35)
Proof. By Theorem 10. 
We continue with a discrete fractional Sobolev type inequality.
Theorem 23. Here all as in Theorem 22. Let r ≥ 1 and denote
‖f ‖r =
(
b∑
t=a+1
|f (t)|r
) 1
r
.
Then
‖A‖r ≤ 1
Γ (µ− 1)
 b∑
t=a+1
(
t∑
τ=a+1
(t − τ + 1)(µ−2)p
) r
p
 1r ∥∥∇µ−1a∗ f ∥∥q . (36)
Proof. By Theorem 11. 
Next we give a discrete fractional Opial type inequality.
Theorem 24. Here all as in Theorem 22. Assume that
∣∣∣∇µ−1a∗ f ∣∣∣ is increasing on [a, b] ∩ Z. Then
b∑
t=a+1
|A (t)| ∣∣∇µ−1a∗ f (t)∣∣
≤ (b− a)
1
q
Γ (µ− 1)
(
b∑
t=a+1
(
t∑
τ=a+1
(t − τ + 1)(µ−2)p
)) 1
p
(
b∑
t=a+1
(∇µ−1a∗ f (t))2q
) 1
q
. (37)
Proof. By Theorem 12. 
Next we give related discrete fractional Ostrowski type inequalities.
Theorem 25. Let µ > 2, m− 1 < µ < m ∈ N, a, b ∈ Z, a ≤ b, f : Z→ R. Assume ∇kf (a) = 0, k = 1, . . . ,m− 1.
Then∣∣∣∣∣ 1b− a
b∑
t=a+1
A (t)− f (a)
∣∣∣∣∣ ≤ 1(b− a)Γ (µ− 1)
(
b∑
t=a+1
(
t∑
τ=a+1
(t − τ + 1)µ−2
))∥∥∇µ−1a∗ f ∥∥∞,[a,b]∩Z . (38)
Proof. By Theorem 13. 
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Theorem 26. All as in Theorem 25. Let p, q > 1 : 1p + 1q = 1. Then∣∣∣∣∣ 1b− a
b∑
t=a+1
A (t)− f (a)
∣∣∣∣∣ ≤ 1(b− a)Γ (µ− 1)
 b∑
t=a+1
(
t∑
τ=a+1
(t − τ + 1)(µ−2)p
) 1
p
∥∥∇µ−1a∗ f ∥∥q,[a,b]∩Z . (39)
Proof. By Theorem 14. 
We finish the article with a discrete fractional Hilbert–Pachpatte type inequality.
Theorem 27. Let ε > 0, µ > 2, m − 1 < µ < m ∈ N; i = 1, 2; fi : Z → R, ai, bi ∈ Z, ai ≤ bi. Suppose ∇kfi (ai) = 0,
k = 0, 1, . . . ,m− 1. Here Ai (ti) = fi (ti)−∑tiui=ai+1 (∇mf (ui)) (ti−ui+1)µ−2Γ (µ−1) , ∀ti ∈ [ai,∞) ∩ Z; p, q > 1 : 1p + 1q = 1.
Call
F (t1) =
t1∑
τ1=a1+1
(t1 − τ1 + 1)(µ−2)p
(Γ (µ− 1))p ,
∀t1 ∈ [a1,∞) ∩ Z, and
G (t2) =
t2∑
τ2=a2+1
(t2 − τ2 + 1)(µ−2)q
(Γ (µ− 1))q ,
∀t2 ∈ [a2,∞) ∩ Z.
Then
b1∑
t1=a1+1
b2∑
t2=a2+1
|A1 (t1)| |A2 (t2)|(
ε + F(t1)p + G(t2)q
) ≤ (b1 − a1) (b2 − a2)( b1∑
t1=a1+1
∣∣∇µ−1a1∗ f1 (t1)∣∣q
) 1
q
(
b2∑
t2=a2+1
∣∣∇µ−1a2∗ f2 (t2)∣∣p
) 1
p
. (40)
Proof. By Theorem 15. 
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