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Introduction: People detection is one of the most challenging problems in computer vision and video processing. Typical applications include video surveillance (e.g., people counting, people density estimation, anomaly detection, action recognition), smart environments (e.g., room monitoring, fall detection), and image/video retrieval (e.g., activity localization and tracking). Although subsequent processing may be different in each case, typically one has to start with the localization of objects of interest which, in all previous scenarios, are people.
To date, many people detection algorithms have been developed that perform well in some types of videos or specific and constrained scenarios. There is no single algorithm today able to deal with every typical real-world challenge (e.g., appearance variability, illumination or background variations, occlusions, etc).
Following the idea in [1] for change detection, in order to easily compare any people detection approach from the state of the art over not specific or constrained scenarios, and to share the results with the research community, we present a realistic, large-scale dataset that covers a range of challenges present in the real world and includes accurate ground truth for people detection, named People Detection benchmark (PDbm) [2] .
Dataset:
The chosen dataset has been extracted from the Change detection dataset 2012 [1] . It provides a realistic, camera-captured, diverse set of videos. The video sequences have been chosen in order to cover typical people detection challenges. The dataset includes traditional indoor and outdoor scenarios in computer vision applications: video surveillance, smart cities, etc. The Change detection dataset 2012 includes the following challenges: dynamic background, camera jitter, intermittent object motion, shadows and thermal signatures.
The proposed People detection challenge includes 16 selected sequences from the whole original dataset (31 sequences). We have selected all the sequences including people (currently excluding thermal cameras because detection algorithms rarely consider thermal images). Each sequence is accompanied by a newly developed accurate people detection ground-truth.
The test sequences have been classified into different complexity categories depending on two aspects [3] : the people classification and background complexity. The people classification complexity is defined as the difficulty to classify moving and temporally stationary people in a scenario. It includes three complexity levels: low, medium or high. They are related with the camera point of view, the presence of partial occlusions and pose variations. The background complexity is classified according to the already mentioned Change detection dataset 2012 challenge [1] . Table 1 includes a description of each video sequence in terms of complexity and length. Figure 1 shows sample frames of each category with the manually annotated ground truth.
Ground Truth: In our dataset, there is a great variability of people physical appearances, scales, poses, partial occlusions and camera point of views. For these reasons, it is not always clear how to determine whether a person should be annotated or not. We have decided to manually annotate every single person as a single entity (blob) that meets certain requirements: the person is fully visible, at least half of the person is visible including the head or the person is fully visible with the exception of the head. The chosen annotation tool have been the Video Image Annotation Tool (via -http://sourceforge.net/projects/via-tool/). Evaluation metrics: In order to evaluate different people detection approaches, we need to quantify the different performance results. Global sequence performance has usually been described in terms of PrecisionRecall (PR) curves [4] . For each value of the detection confidence, Precision-Recall curves compute Precision and Recall as equations (1) and (2).
Precision and Recall evaluate the detection decision or classification task. However, the people detection evaluation should also take into account the detection performance in terms of location and size of the detected person. For this reason, we also use the three evaluation criteria defined by [5] : relative distance, cover and overlap. According to [5] , a detection is considered true if ! " ≤ 0.5 (i.e., maximum deviation up to 25% of the annotated object size) and cover and overlap are both above 50%. More than one hypothesis per object is considered as a false positive.
The integrated Average Precision (AP) is generally used to summarize the overall performance, represented geometrically as the area under the PR curve (AUC-PR).
Results:
In this section, we evaluate five different people detection approaches from the state of the art. We have selected five diverse people detection approaches: HOG (Histogram of Oriented Gradients) [6] , ISM (Implicit Shape Model) [5] , Edge [7] , DTDP (Discriminatively Trained Deformable Parts) [9] and ACF (Aggregate Channel Features) [8] .
All Firstly, we present the experimental results for each video sequence (see Table 2 ), and, afterwards, the results for each proposed different complexity categories: background complexity (see Table 3 ) and classification complexity (see Table 4 ). In addition, we make use of the average AUC and algorithm ranking along each evaluation. Table 2 shows the results over each video sequence. The results show clearly how the performance is quite different between approaches and between sequences. In general, almost all the approaches present good results in some sequences and poor results in some others. For example, the best detector in average is the ACF Caltech detector. It has a 92.9% performance over sequence number 2 and a 24.7% performance over sequence number 5. Table 3 show the average results for each background complexity category. The results show the background complexity effect over people detection performance. It is logical that the baseline sequences have the lowest complexity and the highest performance (77.7%). However, it is clear the higher complexity on those scenarios with background variations (around 30% performance). Table 4 show the results for each classification complexity category. The results show the classification complexity effect over people detection performance. It is logical that the lowest complexity ones have the highest performance (76.8%). However, the complex ones have the lowest performance (19.9%).
Conclusion:
In this work a people detection benchmarking repository has been presented. We provide an online platform to allow comparison with state of the art methods. We make use of different types of realistic videos, with accurate ground truth annotations. As future work, the ground truth will be extended with new sequences and we will maintain a comprehensive ranking of submitted methods for years to come. 
