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ABSTRACT 
Surface microscopic and spectroscopic techniques allied with standard 
electrochemical tests have been applied to the study of pitting initiation 
of stainless steels in aggressive aqueous media. 
Two sets of steels, each comprising of four different alloy compositions, 
but with different annealing treatments were prepared by the Leverkusen 
Bayer plant for this work. Anodic polarisation curves were recorded for 
each of the steels in a solution of 0.5M NaCl + 0.5M H2SO4. The effect of 
minor elemental additions to the alloy on the passive range, pitting 
potential-and other corrosion parameters were assessed. 
For the reliable identification of pitting initiation sites using Scanning 
Auger Microscopy (SAM), a computer program which quantifies and 
statistically processes the Auger maps has been developed. The program 
searches for small areas of chemical deviation on an otherwise homogeneous 
smooth surface. This situation arises in the formation of randomly 
dispersed micro pits on a polished metal surface in a corrosive 
environment. Experimental trials using Auger maps from a pre-pitted 
stainless steel specimen were processed using the search routine. The 
variation of Auger signal across the area mapped has been shown to follow a 
Gaussian distribution, verifying the statistical theory employed in the 
program. Processed maps have been successful in locating sub-micron pits on 
the metal surface. This novel search routine can be applied to any imaging 
technique where the intensity variation can be described by a statistical 
distribution. 
Micro-pits formed by the exposure of stainless steel samples to a solution 
of 0.5M NaCl + 0.5M HZSO4 + 0.08% H2O2 for 10 seconds at the free corrosion 
potential have been 'examined using Scanning Electron Microscopy (SEM) and- 
simultaneous Auger and Energy Dispersive X-ray (EDX) mapping. Unusual 
pitting behaviour in the form of raised perforated blisters covering the 
chloride rich pits were observed in isolated instances. A growth process of 
the blisters accounting for the experimental chemical and structural 
findings has been proposed. Pits initiated at Ti/Cr/Mn/Al mixed oxide 
inclusions with large associated silicon containing corrosion deposits have 
been examined. A silicate shell to the inclusion, dissolving in the 
aggressive electrolyte has been suggested to explain the presence of 
silicon in the deposit. Aluminium enrichment in the pit has been found, 
selective leaching from the inclusion, the proposed cause. Pits formed at 
MnS inclusion sites have also been examined. Dissolution of the inclusion 
results in the formation of an oxo acid of sulphur in the cathodic region 
around the pit, initiating secondary pitting in this area. Chloride rich 
corrosion deposits were found adjacent to the main pit. The sulphide 
inclusions in one sample gave unexpected results. After exposure, the 
presence of a thin layer of insoluble CuS on the inclusion surface was 
found to interfere with the MnS dissolution process, preventing further 
corrosion of the sulphide inclusion. The origin of the copper has remained 
unidentified. 
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CHAPTER 1 
Literature Survey 
1.1 Introduction to Pitting Process 
A general definition of metallic corrosion may be the reaction of a metal 
with its environment. The word corrosion implies detrimental effects to the 
material caused by the environment. This is often but not always the case. 
An example of an advantageous corrosion reaction is that between copper and 
the atmosphere resulting in a protecting adherent green patina isolating 
the metal from further attack. The environmental effects on the properties 
of the materials is of major importance to scientists and engineers to 
prolong lifetime and safety of materials used in industry and everyday 
life. The aim of the corrosion scientist is to understand the corrosion 
process taking place and to improve the corrosion resistance of working 
materials. 
For corrosion to occur there needs to be potential differences between 
areas of the metal surface resulting in slightly anodic and slightly 
cathodic areas. Other requirements are movement of electrons between anodic 
and cathodic areas for aqueous corrosion and an electrolyte into which the 
metal can be dissolved at the anode and dissolved ions or oxygen to be 
reduced at the cathode. During corrosion more than one cathodic reaction 
may be proceeding. For a freely exposed metal the mixed potential theory 
attributed to Wagner and Traud' postulates that the total rates of all the 
oxidation reactions occurring at anodic sites equals the total rates of all 
the reduction reactions occurring at cathodic sites. 
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Pitting corrosion can generally be described as localised corrosive attack 
occurring on small areas of the metal surface whilst the rest remains 
largely unaffected2., If deep pits form it can lead to perforation of the 
metal resulting, in the case of piping, in leakage of fluid. Failure occurs 
with only a small percentage weight loss of material. Pits usually grow in 
the direction of gravity downwards from a horizontal surface. Pitting 
usually requires an initiation period before being visible ranging from 
months to years depending on the metal and environment. Prediction and 
measurement of pitting on metals in service is difficult because of the 
long initiation times and the varying sizes and numbers of pits formed 
under the same conditions. Once started, pitting is an autocatalytic 
process i. e. the corrosion processes in the pit creates conditions which 
encourage continuation of the pitting process. At the anodic site oxidation 
of the metal occurs resulting in the dissolution and growth of a pit in the 
metal surface. The anodic reaction can be represented by 
+ ne- 
The balancing reduction reactions occur at the area adjacent to the pit. 
This is the cathodic site and reactions include 
Oxygen Reduction 
(basic or neutral solutions) 
Oxygen Reduction 
(acid solutions) 
Hydrogen ion reduction 
Metal ion reduction 
02 + 2H20 + 4e- --> 40H- 
02 + 4H' + 4e- --> 4H20 
2H' + 2e- --> H2 
mrvý 
-2- 
Metal deposition M^` + ne- --> M 
Almost all metals are thermodynamically reactive in most neutral 
environments. Exposure to dry cool air results in a rapidly formed oxide 
film which soon stops thickening as it forms a barrier between the metal 
and oxygen through which the metal and oxide ions pass with difficulty. 
Exposure to other media however, especially salt water can result with 
breakdown of the passive film and corrosion of the metal. There has been 
much controversy over whether the oxidised state is adsorbed material 
(mono- or multi-layer) or a two or three dimensional oxide. Uhlig' in a 
review on the historical study of passivity summed up by saying 'The most 
promising model for the passive film is one made up of adsorbed oxygen 
containing metal ions and protons in some indefinite proportions and 
including the category of non-stoichiometric oxides' (fig. 1). 
Initial passive film Thicker passive film with 
containing less than additional metal ions and 
a monolayer of oxygen protons in non stoichiometric Fib 1 
amounts. 
At present there is still no unified view on the phenomenon of passivity. 
The oxide formed on the surface of stainless steels is of the order of 5- 
20A thick. The corrosion behaviour of the steel is dependent on the 
properties of the passive oxide film. The composition of the film is 
determined by the constituents of the alloy and the environment to which 
the metal is exposed. The presence of an aggressive anion is necessary to 
start pitting. Media containing chloride ions and to a lesser extent other 
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halide ions breakdown passivity or prevent its formation. This leads to 
local corrosive attack of the steel resulting in pitting corrosion. Once 
the chloride ion is-'in contact with the metal surface it favours hydration 
of metal ions in contrast to oxygen which decreases the rate of metal 
dissolution. The breakdown of passivity by the chloride occurs locally 
rather than generally perhaps by small variations in passive film structure 
and thickness. Once the pit has started to propagate the small active 
anodic region is surrounded by a large passive cathodic region. The 
potential difference between the two is 500mV fixing the anode in place and 
deep narrow pits tend to result. Pitting propagation and its variation with 
pH, temperature, alloying elements and anion concentration is relatively 
well understood. These subjects have been reviewed by Schwenk4, Kolotrykins 
and more recently by Galvele6. The role of these parameters in the pitting 
initiation process however is not so well understood; and this will be 
discussed in a later section. In Galvele's review on pitting corrosion he 
separates pitting into three different types which is helpful in 
understanding the process when assessing the vast literature on the 
subject. 
(a) Electrochemical Depassivation 
This type of pitting occurs in neutral or alkaline solutions 
containing aggressive anions and is associated with a pitting 
potential. Below this potential the metal remains passive and above it 
pits will form. 
(b) Chemical Depassivation 
If a metal is passivated in certain acid solutions and aggressive 
anions introduced into that solution, pitting will occur at all 
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potentials where the metal was passive in the initial solution. This 
type of pitting resulting from a change of chemical composition is not 
associated with a pitting potential. This method of developing pits 
was originally introduced by Engell and Stolica7 
(c) Etch Pitting 
Etch pits form not on a passivated surface but on one undergoing 
active dissolution as reported by Galvele et ale. It is associated 
with a pitting potential but is independent of the content of alloying 
elements. This is the least important form of pitting as it occurs on 
a surface which actively corroding. 
Alloys are continually being improved to resist corrosion. Stainless 
steels, iron base alloys containing at least 11% chromium are widely used 
because their corrosion resistance is provided by a thin passive film which 
is healing in a wide variety of environments. This property was first 
exploited by H. Brierly in 1913 who developed stainless steel cutlery with 
11-14% chromium and 0.3-0.4% carbon. Since then with the help of 
electrochemical polarisation apparatus attempts to improve the corrosion 
resistance of stainless steels in different environments by changing the 
alloy composition has been an important subject of study. The introduction 
of nickel and molybdenum to the alloy has been known for a long time to 
make the pitting potential more noble. Sedricks9 has summarised the 
beneficial or detrimental effects of elements added to a stainless steel 
alloy in an environment favourable to pitting. 
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1.2 The passive film of stainless steels 
1.2.1 Film thickness and growth in aqueous solutions 
Passive film thickness is dependent on alloy composition potential and 
environment. Ellipsometric measurements on high chromium-nickel steels in 
IN H2SO4 have shown a film thickness varying between 11 and 1BA exposed at 
potentials of -0.08V and 0.792V respectively. Addition of 5% molybdenum 
changed the thickness to 17 and 26A at the same potentials1°. Gosami and 
Staehle" found that film thickness showed a linear dependence on potential 
for FeIOCr and Fe1OCr1ONi alloys in a borate buffer solution of pH 8.4. 
Bulman and Tseung'2 studied the passive film growth on an 18-8 steel in 5N 
H2SO4 and observed a two stage growth suggesting the formation of a two 
layer oxide. 18-8 steel was also examined by Okamoto and Shibata13 in 
IN H2SO4. They found an increase in the thickness of the film from 7 to 17A 
over the passive potential range and there results also suggested two 
stages of film growth. Firstly in the lower passive potentials the film had 
a slower rate of growth and contained relatively large amounts of bound 
water, secondly at higher passive potentials the film growth rate was 
larger and contained increasingly smaller amounts of bound water. Okamoto14 
later speculated that a change in composition caused by an enrichment of 
one of the alloying elements may be an explanation. the presence of bound 
water in the film has been confirmed by measuring the water content of the 
film using tritiated water as a tracer'6 '6. A more recent method employed 
extraction of the bound water in vacuo by hot argon gas followed by 
chemical analysis ". Okamoto'6 has suggested that the passive film is a 
hydrated oxide having a gel-like structure with three different bridges 
existing between the metal ions -M-H20-M-, -M-HO-M-, -M-O-M-. This is in 
agreement with the work of O'Grady and Bockrisle. With respect to chloride 
attack Saito et a117 proposed that the hydrated oxide films have strong 
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repairing properties due to the abundance of water molecules in the film 
structure but the aquo and hydroxyl groups could easily be replaced by 
chloride ions. Whereas the dehydrated oxide film has an increased 
resistivity to oxide attack due, to its strong bonding to metal ions but 
less capable of self repair once breakdown has occurred. 
1.2.2 The effect of alloying elements - Electrochemical properties 
The corrosion resistance of particular alloys is dependent on the media in 
which they are exposed but some general properties are described below. 
Additions of 12% or more chromium to iron in 3.2% Na2SO4 has the effect of 
reducing the critical current density (the current marking the onset of 
passivation)19. A decrease in the potential at which the alloy passivates 
(standard Flade potential) is also found which indicates conditions more 
favourable to film formation and a greater stability of passivity. However 
other authors2O"2' have found an increase in the critical current density 
of Cr-Fe alloys compared to Fe when exposed to different environments e. g. 
20% H2SO4. Chromium additions of 28% show an appreciably greater resistance 
to pitting in 1N HC1, the passive range being extended by more than 1V 
compared to Fe15Cr exposed in the same solution'°. Addition of nickel to 
produce Fe-Cr-Ni alloys also known as austenitic stainless steels produces 
the highest uniform corrosion resistance of the steels, with the higher Ni 
content alloys being generally more resistant than the lower Ni content 
compositions. Enrichment of Cr and Ni at the surface during active 
dissolution caused by selective dissolution of Fe provoking passivation of 
the alloy has been proposed by Olefjord et a122 as an explanation. The 18% 
Cr 8% Ni (18-8) austenitic stainless steel is the most popular of all 
stainless steels manufactured. 
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For improved resistance to chloride containing environments, dilute non- 
oxidising acids and crevice corrosion, addition of small amounts of 
molybdenum have a marked effect. Bond and Lizlovs23 have shown that Mo 
decreases the critical current density of passivation and increases the 
pitting potential of austenitic stainless steels. The authors later 
showed24 that the effect of Mo was dependent on the Cr content; the larger 
the chromium content the greater the effect. Olefjord and Brox26 have shown 
that Mo inhibits active dissolution in acid solutions and is enriched with 
Cr on the active surface. Additions of Mo in the absence of Cr have been 
shown by Sugimoto and Sawada1O to reduce the passive range of Fe and have 
almost no effect on the pitting potential in acid solutions. Kruger and 
Ambrose26 have investigated the effect of chlorides on FeCrMo ferritic 
stainless steels and their results suggest that the repassivation rate 
increases with Mo content. They proposed that the passive film is 
constantly breaking down and reforming in the presence of chloride ions and 
Mo accelerates the repair of the passive film preventing pitting 
propagation. Cohen and Pryor27 have shown that addition of molybdate ions 
to the solution has an inhibiting effect similar to that of Mo in the 
alloy. This lead to the suggestion that formation of an iron molybdate salt 
film occurs protecting the alloy. The results of Sugimoto and Sawade'° 
demonstrated that the chloride ion as well as the alloyed chromium in 
ferritic stainless steels is required for the beneficial effects of Mo to 
be observed. This lead Ambrose26 to suggest that repassivation of iron in 
chloride containing solutions is not due to the formation of a molybdate 
salt film but due to the stabilisation by the molybdate ion of chloride 
salt film. Newman 21,29 has recently shown that dissolution of the Fe-Cr-Ni- 
Mo alloy is controlled by the Mo enrichment at critical sites on the metal 
surface - Mo inhibiting active dissolution at a submonolayer level. He also 
suggests that alloys containing Mo will be more resistant to sulphide 
inclusion pitting because for Fe-Cr-Ni alloys anodic dissolution is 
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controlled by a surface monolayer or submonolayer of Ni. Ni is sensitive to 
sulphur adsorption and the acceleration of Ni dissolution by sulphur makes 
the alloy behave like a Ni free alloy in a sulphur free solution. For an 
Fe-Cr-Ni-Mo alloy however Mo dissolution is controlled by Mo atoms enriched 
at specific sites which are not as sensitive to sulphur adsorption as Ni. 
Alternatively or simultaneously the Mo2+ ion may react with adsorbed or 
dissolved sulphur reducing its availability for. adsorption on surface Ni 
atoms. The electrochemical results obtained by Newman are in general 
agreement with the surface analytical study on active FeCr1.9Mo alloy by 
Olefjord and Brox25. 
Additions of small amounts of nitrogen (0.35x) to austenitic stainless 
steels exposed in chloride solutions has been reported by Janik-Czachor et 
a130 and Osozawa et al3' to increase the pitting resistance. The first 
author studying 18Cr5NilOMn steels tentatively proposed that the effect of 
nitrogen is to reduce the number of carbide particles which nucleate pits 
by forming carbonitrides which are more resistant to pitting. Osozawa et al 
however found that during the corrosion process the nitrogen in the steel 
was quantitatively changed into ammonium ions. The conclusion drawn was 
that the nitrogen consumed hydrogen ions at the active sites, producing 
ammonium ions and preventing pH reduction before the sites could grow into 
ordinary pits. 
1.2.3 Film composition and structure 
In recent years a number of studies have been made to clarify the 
composition and structure of the passive film using newly developed surface 
analytical techniques e. g. XPS, AES, LEED etc. Initial studies indicated 
that the film had no distinct diffraction pattern suggesting an amorphous 
structure32. Castle and Clayton3i3 using XPS showed the passive film on 
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stainless steel to have a duplex layer structure. The inner layer being 
rich in chromium compared to the substrate and the outer layer being rich 
in hydroxyl ions, which may be the layer of bound water suggested by 
Okamoto. No nickel was present in the passive film. 0lefjord3" also found 
chromium enrichment in the film and in alloys containing Mo the alloying 
elements Cr, Ni and Mo are enriched on the metal surface due to selective 
dissolution of iron. Mo was present in the oxide but not enriched. In a 
later paper Olefjord et a122 performed an extensive study of an 
Fe16.7Cr15Ni4.3Mo alloy in 0.1M HC1 + 0.4M NaCl. The passive film consisted 
mainly of a mixed Fe-Cr-Mo oxide. They found a duplex structure for the 
film, an outer layer of hydrated hydroxide and an inner layer of oxide. The 
hydroxide layer composed at least one third of the whole film. Both layers 
consisted mainly of Cri" compounds, Cri" accounting for at least 70% of the 
cation content of the film. Nickel in its oxidised state was not detected 
in the film and iron was present in its di- and tri- valent states. Mo 
content of the film was a few percent, Mo4+ at low potentials and Mob' at 
high potentials. The authors concluded that the inner oxide layer consisted 
mainly of Fe203 and Cr203. The outer layer was suggested to be composed of 
a mixed hydroxide containing Cr, Fe and Mo. Chloride ions were found in the 
passive film, the concentration increasing with potential in the passive 
range. It was suggested that this was due to the field strength being 
higher at higher potentials (even though the film thickens with 
potential); the chloride ion substituting for the hydroxyl ion in the outer 
hydroxide layer. Both Olefjord et a122 and Sugimoto and Sawada1O have found 
the thickness of the oxide to be dependent of the Mo content of the alloy. 
The role of Mo in passivating the alloy is still unclear as can be seen 
from the differing explanations in the literature. the increase in chloride 
uptake of the film at increasing potential was also found by Hashimoto and 
Asami36 on Mo and non Mo containing steels in 1N HC1. 
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1.3 The initiation of pitting corrosion on stainless steels 
The processes of breakdown of passivity have been studied by many corrosion 
scientists this century. The major metals investigated have been iron, 
aluminium, stainless steel and nickel. Like most other. areas of passive 
film study there is no uniform agreement on the processes leading to 
breakdown of the film. In fact, the range of theories are quite diverse, 
probably because much of the experimental evidence is contradictory. To 
find the pitting initiation mechanism would be a huge step forward in the 
effort to reduce corrosion of materials by one of its most dangerous forms. 
Some of the most pertinent observations and theories can be described under 
the following headings. 
(1) The electrochemical conditions needed for pit nucleation 
and induction time prior to pitting. 
(2) Incorporation of anions into the passive film. 
(3) Formation of aggressive anion islands on the passive film surface. 
(4) Pitting at metallic inhomogeneities and other passive film defect 
sites. 
(5) Current pulses at constant potential. 
(6) Film breakdown and repair. 
The literature on these subjects will be reviewed in the following 
sections. 
1.3.1 Electrochemical conditions needed for pit nucleation and the 
induction time prior to pitting 
Many authors hold the view that for pitting due to electrochemical 
depassivation to initiate 
(a) Aggressive anions need to be present above a critical 
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concentration 
(b) The potential needs to be above a specific value E, 
(c) The induction time needs to be exceeded 
It has been shown that aggressive anions need to have a concentration 
greater than a critical value to stimulate pitting5. The critical 
concentration is dependent on the alloy and condition of its surface. The 
pitting potential has been found to vary with the logarithm of 
concentration36 37. Janik-Czachor37 found Eno to be independent of bulk pH 
whereas Rosenfeld et a136 found a linear decrease in E,, with an increase 
in pH over a range of pH 1 to 6. The nature of the aggressive anion has 
also been shown to affect E, P. According to Galvele38 the pitting potential 
is only associated with pitting resulting from electrochemical 
depassivation. It is well known that ESP is often more noble than Eip the 
potential for pit propagation. Oxidising agents affect the metal by acting 
as depolarising agents which when reduced on the metal surface shifts its 
potential towards the pitting potential. Uhlig-39 showed that 18-8 stainless 
steel is subject to pitting in solutions of oxidising agents whose redox 
potential is greater than the pitting potential of the steel. The 
effectiveness of the oxidising agent to promote pitting is dependent on the 
nature and concentration of the oxidising agent, aggressive anion and alloy 
composition. 
A number of authors consider that the induction period, r, is a 
characteristic feature of the pitting initiation process and that once 
conditions are established there is an induction time before pitting 
starts. Schewnk° for example shows a reciprocal relationship between the 
induction time and the chloride ion concentration. Janik-Czachor has shown 
that In T varies linearly with reciprocal of potential for iron exposed to 
a halide containing solution. The slope was dependent on halide 
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concentration and strongly dependent on the anion. In her review on the 
pitting nucleation of iron4O she reports that the relationship In ¶/t° _ 
E°/DE ( where T° and E° are constants ) is obeyed. This relationship is 
analogous to that describing the formation of two dimensional nuclei as a 
function of overvoltage. She further reports that Heusler and Fischer 41 
have suggested that pit nucleation starts with the formation of two 
dimensional nuclei of a chloride salt layer which leads to film thinning 
and eventually to complete local removal of the film. Wood et a142 however 
consider that T has no fundamental significance as flaws or weak spots 
always exist within a film. "Pitting will initiate almost immediately when 
exposed to an aggressive medium by penetration of the flaws to the metal 
surface by attacking anions. They consider that there is no fundamental 
difference between initiation and propagation of localised corrosion. 
Galvele's localised acidification mechanism43 by transport processes is in 
general agreement with Wood et al on this point as it assumes that bare 
metal is in contact with the electrolyte, for example, at the bottom of a 
crack in the surface film. r then, is considered to be the time required 
for the current to register on the ammeter and/or the time for conditions 
to change at the flaw base such that pitting can commence. T has also been 
ascribed to the time for film penetration to occur by chloride ions by 
anion exchange or field dependent diffusion 44" 46. Hoar and Jacob46 have 
suggested that t represents the time for 3 or 4 halide-ions to jointly 
adsorb on the oxide surface around a lattice cation resulting in localised 
breakdown. The probability for this configuration occurring is small and 
increases with chloride concentration. 
1.3.2 Incorporation of chloride ions into the passive film 
A number of pitting initiation models have been based on the transportation 
of chloride ions through the passive film under the influence of an 
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electric field or by field independent anion exchange. Experimentally, the 
evidence is contradictory. Ellipsometric measurement by McBee and Kruger°' 
showed optical changes in the passive film of iron above the pitting 
potential prior to breakdown after introduction of chloride into the 
solution. They also showed these changes to be reversible on removal of the 
chloride ions from the medium. It was suggested that the chloride ions 
slowly penetrated the film to fill defect sites or available lattice 
positions. Impedance measurements on aluminium exposed to sodium chloride 
solution led Heine et al" to describe the results in terms of chloride 
entry into the passive film. These results have been disputed by Richardson 
and Wood48 who explain their impedance data as penetration of pre-existing 
flaws by the chloride followed by lateral attack of the transiently 
revealed metal at these flaw bases. XPS data49 has shown penetration of 
aluminium oxide by chloride at open circuit and applied anodic potentials. 
Olefjord et al22 have also found incorporation of chloride in the passive 
film using XPS. His study on stainless steel exposed at different 
potentials showed that the highest chloride concentration is found in the 
outer layer of the film and the chloride content increased with potential. 
He suggests that the Cl- could substitute for OH- in the outer part of the 
film. Adsorbed chloride could be discounted as no Na+ signal was obtained 
and similar results were found before and after a slight ion etch. Using 
AES Mitrovic-Scepanovic, MacDougall and GrahamS° have found that chloride 
is incorporated into the passive film of stainless steel in the passive 
potential range only when chloride ions are present in the solution from 
the beginning of film formation. Painot and Augustynski6' have studied 
aluminium anodic films formed in sulphate, chloride and perchlorate 
solutions using XPS. They found sulphate ions incorporated in the films 
formed in sulphate solutions and chloride ions in the film in chloride and 
perchlorate solutions even below the pitting potential. The latter 
observation suggests that the perchlorate ions were reduced in the 
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aluminium oxide film. These results imply that chloride incorporation into 
the film is not a necessary pre-cursor to pit initiation as contamination 
occurs below the pitting potential. Szlarska-Smialowska et a162 using XPS. 
and AES to look at iron exposed in chloride media below the pitting 
potential found that chlorides were weakly adsorbed on the film surface but 
were not incorporated in the film bulk. Similar results have been obtained 
by Abd Rabbo et al" using SIMS to analyse the barrier type film formed on 
aluminium, no chloride was found in the bulk material. They further claim 
on analysis of a pitted area that pits initiated at flaws in the film 
followed by film undermining rather than initiation involving halide ion 
entry into the film. They also found as reported by previous workers that 
exposure of aluminium to chlorides resulted in film thinning". 6a. However 
the AES analysis of Mitrovic-Scepanovic et al revealed no film thinning for 
stainless steel exposed to chloride media. 
To summarise, in general it appears that passive films formed in chloride 
containing solutions do contain a small amount of chloride, but for pre- 
formed films exposed to chloride media penetration by chlorides does not 
occur. Vetter and Strehblow6S have put forward theoretical reasons opposing 
migration of Cl- ions through the film lattice. They propose that transport 
of chloride and metal ions through the passive film is only possible under 
a high electric field of 10@ Vs-1. Exchange of oxygen -ions by chloride ions 
means that the oxygen ions must move in opposition to the field gradients 
which is unlikely. Also the migration of polyatomic aggressive anions such 
as C104 , 5042- which are known to cause pitting seems inconceivable. 
1.3.3 Formation of aggressive anion islands on the passive film surface 
It is quite widely believed that aggressive anions prevent repassivation of 
active sites as well as causing the breakdown of the passive state. The 
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important question yet to be satisfactorily answered is how the chlorides 
cause pitting initiation and prevent repassivation and why this occurs at 
specific sites on the surface. Two papers 66.6' have been written which . 
are particularly relevant to surface analytical studies of pitting 
initiation. The papers written by Szummer and Janik-Czachor ( with 
Szlarska-Smialowska6E ) used an electron microprobe to search for surface 
agglomerations of chlorides at the embryonic stage of pitting. They found 
distinct, discrete areas of strongly localised accumulation of chlorides on 
the metal surface after polarisation at potentials lower than the pit 
nucleation potential. The first material studied was high purity iron 
exposed in a borate buffer plus potassium chloride solution. Chloride 
microstains of about 5µm diameter were found scattered over the surface and 
no traces of potassium or oxygen were found. The thickness of the locally 
formed salt islands was estimated to be 60 - 800A after 1-2 hours 
exposure. The thickness of the passive film of iron in borate buffer 
solution was given as 10 - 20A. The authors describe the places'of chloride 
enrichment as 'probably the pre-nuclei of pits'. The chloride islands. were 
distributed randomly on the metal surface. There was no obvious connection 
with grain boundaries and no chemical inhomogeneities such as inclusions 
associated with the sites. They considered that the salt islands presumably 
form at places on the metal surface where the passive film was defective 
and gave 3 possibilities for their formation. 
(1) There occurs some exchange between the chloride and oxygen ions. 
(2) There occurs migration of both Cl- and Fe2ý ions through the passive 
layer leading to salt formation. 
(3) The salt layer could form where bare metal is exposed. 
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They suggest that the localised salt layer formation occurs at places where 
the limiting current for metal dissolution is approached, as formation of a 
salt layer under these circumstances has been reported by Szlarska- 
SmialowskaS9. The second paper investigated the agglomeration of chlorides 
on iron with additions of Mn and S, and commercial 18Cr-9Ni stainless steel 
in chloride containing buffer solutions. It is known that in commercial 
alloys the most susceptible area to attack are sulphide inclusions. In both 
materials chloride agglomeration occurred mainly at the boundary between 
metal and sulphide, or mixed oxide sulphide, inclusions. Small chloride 
rich micro-stains were also found on both materials at non inclusion sites 
similar to those formed on the high purity ion. The micro-stains were much 
smaller than the chloride islands found over the inclusion - metal boundary 
and the Cl ka radiation signal was lower. The Cl accumulation of the 
inclusion metal interface was accompanied by a potassium accumulation 
suggesting that traces of solution could have remained in the micro-crevice 
between the metal and inclusion. Alternatively, the potassium may have been 
trapped in the iron chloride layer formed as a result of an anodic reaction 
occurring at these sites. The authors concluded that the nucleation process 
of pits on the localised accumulation of chlorides occurs at the inclusion 
matrix boundary. Micro-crevices between the inclusion and matrix could 
provoke a very irregular current density distribution in this region 
resulting in a high rate of metal dissolution. Consequently, and combined 
with the migration of aggressive anions due to an electric field 
accumulation of chlorides occurs first in the positions corresponding to 
highest dissolution rate. A salt layer is then formed at these sites which 
could sustain a higher current density than the passive film. Metal 
dissolution is accelerated resulting in pit formation. The formation of Cl 
islands on an apparently uniform surface are probably the pre-nuclei of 
pits when inclusions are absent but in their presence accumulation is 
largely at inclusion sites. In a later review by Janik Czachor°O reference 
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is given to the suggestions of Heusler and Fischer41" 1-0 that chemisorption 
of chlorides on the passive film of iron will preferentially be in the form 
of islands rather than a random distribution. 
1.3.4 Pitting at metallic inhomogeneities and other passive film defect 
sites 
The role of non-metallic inclusions, second phase particles and other 
impurities causing alterations in the passive film structure is very 
important in the pitting initiation process. Various authors59.60.6' have 
shown that pitting preferentially initiates at grain boundaries, probably 
at carbide precipitates or other second phase particles located at grain 
boundaries. Also non-metallic inclusions are sites most susceptible to 
attack particularly in stainless steels62-6 . There have also been reports 
of localised attack at dislocations" but these were contaminated with 
sulphur which may have been the crucial factor in oxide breakdown. 
Localised attack at inhomogeneous sites is predictable because the passive 
film over these regions has a different composition and structure from the 
rest of the surface. Ultramicrotomed sections and TEM studies of stripped 
aluminium anodic films, have revealed a number of different flaw types42" 
67-69. The number which are activated depends on the conditions to which 
the metal is exposed such as electrode potential or electrolyte 
composition. This work has been pioneered by Wood and co-workers and 
combined with other evidence, for example copper decoration of active 
sites, they consider the experimental evidence for passive film breakdown 
at pre-existing flaws is substantial. Consequently they believe that there 
is nothing unique about initiation compared to propagation as bare metal is 
revealed at the bases of these flaws. Similar TEM studies on stainless 
steel however has not so far been possible due to its much thinner passive 
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film causing handling problems with the TEM techniques. There is however 
evidence that pitting propagation occurs by film undermining similar to 
that of aluminium7O", ". Wood et al suggest this is good indirect evidence 
that initiation occurs at weak spots in the stainless steel passive film. 
Okamoto and Shibata's review72 on the stainless steel passive film shows a 
large number of active sites revealed using a platinum decoration technique 
on a sample exposed in the passive potential range. The number of sites was 
dependent on potential, at lower passive potentials more sites are found 
than at higher passive potentials. The critical potential dividing the 2 
regions corresponded to the potential at which the structure of the passive 
film changed. 
Using measurements of pit size distributions Janik-Czachor and Ives's have 
shown that there is a range of susceptible sites. Their data suggests that 
the nucleation rate is not constant but peaks after a characteristic 
incubation time. Their observations led to a prediction that there is 
probably a statistical distribution of surface site susceptibilities with a 
mean susceptibility corresponding the the peak in the incubation time. 
They showed no evidence which suggested a constant nucleation rate which 
may be expected if random pit formation was occurring. In a recent review 
on metallic glasses74 the authors, in summarising pitting data, concluded 
that it is generally accepted that glasses are relatively immune to pitting 
corrosion in comparison to steels of similar composition in similar media. 
This is because the passive films of metallic glasses are highly uniform 
and less porous than those formed on steels. When pits do form they are 
smooth walled and generally hemispherical. Preferred sites for pitting are 
points where defects are introduced into the film. An example being the 
bottom and lip of gas entrainment 
furrows where physical inhomogeneities 
are created by the 
trapping of inert gas between the glass ribbon and the 
wheel on which 
it is spun. The experimental evidence given here supports 
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the case for pitting occurring only at inhomogeneities and flaws in the 
metal surface and protective passive film. 
However, Galvele in experiments with de Wexler76 and Maier76 has shown that 
the existence of flaws is not a sufficient condition to initiate pits. In 
the experiment performed with de Wexler they showed that if the oxide film 
on aluminium is broken below the pitting potential, repassivation and not 
pit propagation will occur. Similar results were obtained with Maier where 
aluminium was strained in air and exposed in different electrolytes above 
and below the pitting potential. Using electron microscopy no evidence of 
pitting on the slip bands created by straining below the pitting potential 
for samples exposed in NaCl or NaNO3 was found. Above the pitting 
potential, however, evidence of pitting was easily found for aluminium 
exposed in both solutions. Those and other experimental results led Galvele 
to propose his localised acidification mechanism to explain pitting 
initiation and propogation43. The transport equations on which this 
mechanism is based, however, do not qualify 2 fundamental points, namely 
how the concentration of aggressive anions and their nature affect the 
pitting potential and initiation process. 
1.3.5 Current Pulses at Constant Potential 
Current pulses at constant potential which quickly die have been found by 
Okamoto14. He exposed an 18-8 stainless steel sample in 1N H2SO4 at a 
potential in the passive range and then introduced chloride into the 
solution. He observed small current blips corresponding to changes of a few 
pA/cm2 in the current time curve lasting up to 5 minutes until eventually 
90 minutes after the chloride introduction the current increased in the 
normal pitting manner. Okamoto suggests that the film is undergoing 
dynamical breakdown and repair during the induction time until after 90 
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minutes the breakdown reaction dominates. Wood et a142 have also observed 
random current surges at potentials below the breakdown potential for 
aluminium in chloride media. After exposure for 24 hours at this potential, 
examination of the sample revealed 3µm diameter pits. Frankel et al" 
looked at current transients from metastable pits formed at potentials 
below the pitting potential but above the potential for salt formation. 
They suggest that nucleation of the metastable pits occurs at specific 
susceptible sites on the sample surface. The pits were found to be covered 
during early growth, as they grow by undercutting the film, and exhibited a 
constant current" density. Rupture of the cover during metastable growth 
resulted in repassivation. However they predicted that if a salt film 
precipitated on the pit surface before the cover ruptured then stabilised 
pitting would result. Hence pitting could only initiate above ESF the 
potential for salt formation. The authors also explained the pitting 
potential dependence on chloride concentration, temperature and pH in terms 
of salt formation being the crucial step. 
1.3.6 Film Breakdown and Repair 
Okamoto and co-workers" have produced further evidence to support the 
dynamical breakdown and repair theory. They exposed steel samples in 
sulphuric acid solutions with and without chloride additions and analysed 
noise waveforms obtained at constant potential values. The results showed 
the waveform changes between the nominated potential values to be similar 
for chloride containing and non containing media. More noise analysis data 
reinforcing the crack/heal theory for passive films exposed in chloride 
free environments has been published's" 79. Wood et a142 commenting on 
potential time transients under natural immersion conditions proposed that 
crack/heal type processes occur at the base of flaws transiently revealing 
bare metal which can either dissolve or repassivate. They considered that 
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surface effects such as surface tension acting on any residual stresses in 
the film particularly at flaws could crack an already weakened film. 
Theoretical reasons for film breakdown have been put forward. SatoaO has 
predicted that the electrostriction pressure due to the electric field 
across the film (106-10' Vm-') produces a compressive stress which could 
exceed the breakdown stress of the oxide. The surface tension stabilises 
the film but this effect decreases with increasing film thickness. There is 
then a critical thickness above which mechanical deformation or breakdown 
will occur. Anion adsorption reduces the surface tension decreasing the 
critical breakdown thickness. More recently Sato8l has proposed that 
passivity breakdown is substantially independent of the phenomena of 
pitting and localised corrosion. He further suggested that breakthrough 
pores are formed in the oxide above a critical potential. This potential 
becomes less noble as the surface tension and anion adsorption to the film 
gets stronger. Also film dissolution kinetics predicts there is a critical 
potential above which the passive film is unstable and will undergo 
potential dependent transpassive dissolution. Anion adsorption will lower 
the transpassive potential and so the passive film dissolution rate will be 
higher at anion adsorbed sites than elsewhere. Fromholde2 has calculated 
that forcing an ionic species through an anodically produced film leading 
to additional film growth will seriously affect the film itself. The 
potential gradients within the film produce stresses large enough to result 
in mechanical breakdown. 
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1.4 The emergence and development of Auger Electron Spectroscopy (AES) 
In the relatively new expanding field of surface science, Auger Electron . 
Spectroscopy (AES), has become a versatile and important technique for 
chemical analysis of surfaces. AES has found many applications in the field 
of applied science, including microelectronics, corrosion, metallurgy, 
adhesion etc. Since the early spectrometers of the late 1960's the 
instrumental performance of AES and other surface sensitive spectroscopic 
techniques has been constantly improved. Combined with this spectral 
interpretation, quantification and data processing have advanced with 
greater understanding of theoretical aspects of the technique. Auger 
electrons can be emitted from an emission depth of 1-3 nm and all elements 
except hydrogen and helium can be detected if present at a concentration of 
about 1%. Modern instrumentation is capable of elemental imaging at sub- 
micron resolution, quantitative analysis, small area ion beam etching and 
can obtain some chemical state information. The three techniques used in 
Auger spectroscopy, point analysis, elemental mapping and depth profiling 
are now used routinely and when combined with the SEM information obtained 
using the same instrument provide an impressive surface characterisation of 
the material. 
The Auger process was discovered in 1923 by Pierre Augera3 using a cloud 
chamber to investigate photoelectrons emitted by noble gas atoms after 
excitation by monochromatic X-rays. In addition to the ejected 
photoelectrons up to three other electrons were observed. These other 
electrons were later renamed as Auger electrons and occur due to internal 
conversion of energy involving the K, L and M shells and have an energy 
dependent on the difference in energy of these shells. Auger realised that 
each element would give an individual spectrum. AES as a method for the 
surface characterisation of solids was not realised until 1953 when 
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Lander84 suggested that analysis of Auger spectra could provide an 
interesting technique for surface analysis. 
Before the 1960's when X-rays were generally used as the excitation source, 
magnetic analysers were popular. Lander and later Harrower" used a 
spherical sector analyser to obtain small Auger peaks on a large secondary 
background. Harrise6 in 1968 made the technique more practical by 
differentiating the spectrum enhancing the peaks and removing the 
background. Around the same time Low Energy Electron Diffraction (LEED) 
apparatus using a retarding field analyser (RFA) was converted for Auger 
spectroscopy by Weber and Peria87 but with poor energy resolution. Palmberg 
and Rhodin8e showed by deposition of silver onto gold that the depth of 
analysis varied between 4 and BA for electron energies of 72 and 362eV 
respectively. The surface specivity of the technique had clearly been 
demonstrated. The design of the cylindrical mirror analyser (CMA) by 
Palmberg, Bohn and Tracey89 in 1969 greatly improved the signal to noise 
ratio of the analyser by increasing the transmission and reducing the 
inherent Shot noise. The sensitivity of retarding field and velocity 
analysers is dependent on the Shot noise created by backscattered electrons 
reaching the detector. the current due to Auger electrons is about 10-II, 
(primary beam current) whilst that due to backscattered electrons is 0.3I,. 
In RFA's all electrons with energies greater than the. potential applied to 
the cut-off grids are detected which for maximum Auger yield is 0.21p. In 
velocity analysers however the current detected is composed of electrons 
with an energy AE corresponding to the resolution of the detector. Palmberg 
et al's detector had a resolution over the 0-1000eV range given by AVE _ 
0.5%. The total current detected for maximum Auger yield over the energy 
range AE was 5x 10-°Ip. the Shot noise proportional to the square root of 
the current is obviously then much reduced. RFA's had traditionally much 
higher transmission than velocity analysers, but the coaxial cylinder 
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velocity analyser used by Palmberg et al and described in more detail by 
Sar-el et al '30 has extremely high transmission. 
The use of ion beam etching, a technique previously used in conjunction 
with a mass spectrometer for surface analysis9', was first employed to 
obtain depth composition profiles by Marcus and Palmberg92 in 1969. The 
technique has essentially changed very little since its introduction but a 
better theoretical understanding has lead to improved quantification of 
depth profiling data. A good recent review of depth profiling in AES has 
been written by Hofmann93. 
The early experimental work used electron beam sources which produced spot 
sizes of 0.5mm or more. The ability of Auger spectroscopy to achieve good 
spatial resolution, one of its major advantages, was pioneered by 
MacDonald94 in 1970. He mounted an electron spectrometer in an ion pumped 
SEM and achieved a spatial resolution of less than 5µm. using a beam 
current of <ljA. In 1971 MacDonald and Waldrops used computer control of 
the SEM and spectrometer to record the first binary Auger electron images 
of an iron-copper composite sample with sub-micron spatial resolution at 
each image point. Using a 25KeV high energy electron beam they were able to 
produce a spot size of approximately 0.3µm diameter. After achieving sub- 
micron resolution MacDonald et al made some important. comparisons of Auger 
spectroscopy to X-ray microanalysis, another technique to chemically 
analyse volumes of materials. Firstly X-ray analysis samples a volume of 
the order of 1µm3 whereas AES samples a surface layer of only a few 
Angstroms in depth. Secondly Auger is vastly more sensitive to low atomic 
number elements <Z<11). Thirdly the spatial resolution of Auger analysis is 
essentially determined by the diameter of the electron beam (then <0.5pm) 
whereas for X-ray the spatial resolution is governed by the 
lateral range 
of the primary electrons, which for electrons of sufficient energy 
to 
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efficiently excite X-rays, is about 1µm. The authors also commented that 
this new technique of Scanning Auger Microscopy (SAM) could be combined 
with ion etching or-X-ray analysis to give a destructive or non destructive 
3 dimensional chemical analysis of materials. After MacDonald and co- 
workers96 combined scanning electron microscopy with Auger spectroscopy to 
introduce SAM other workers redesigned or modified their SEM's by fitting 
CMA's. Brandis et al 971n 1971 and Bottoms" in 1973 used different pumping 
techniques to produce a UHV environment. Brandis et al used a diffusion 
pumped system reducing the rate of surface contamination by leaking an 
inert gas into the chamber near the specimen reducing the partial pressure 
of contaminating gases. It is the partial pressure of these gasses with the 
non-volatile cracking products which determine the contamination rate. 
Brandis achieved a vacuum of 3x 10-s T using this method. He later fitted 
a CMA to the instrument to produce high spatial resolution Auger 
analysis99. Bottoms used a combination of sputter ion pumps, titanium 
sublimation pumps and cryopumps and obtained a pressure of 1x 10-8 1 under 
operational conditions. These early SEM/Auger systems demonstrated the 
vacuum deficiencies of commercial SEM's mainly due to the non-bakeable 0- 
rings used on these instruments. The vacuum considerations combined with 
the system design requirement problems in mounting a CMA on an SEM 
illustrated the need for a purpose built scanning Auger microscope. 
The first commercially built instrument was introduced in 1973'°°. It was 
able to produce a 5µm diameter electron spot and incorporated the electron 
gun inside the CMA assembly. the ion pumped UHV system was bakeable and 
capable of pressures <10-1°c. Another manufacturer produced an instrument 
designed basically for X-ray Photoelectron Spectroscopy (XPS) using a 
Concentric Hemispherical Analyser (CHA) which included an electron gun with 
a possible resolution of 5µm. At the time CHA's had a much better 
resolution but far lower transmission than the CMA's. Reduction of the 
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electron spot size was still of importance as a 5µm spot restricted the use 
of SAM in certain applications such as semiconductors and metallurgy. The 
spot size can be reduced by increasing the brightness of the source and in 
1976 Gerlach and MacDonald101 and in 1975 Brandis1°2 both performed AES 
with Lanthanum hexaboride (LaB6) sources. These have a brightness of about 
10 times that of normal tungsten filaments. A spatial resolution of <0.5pm 
was obtained on a commercial described by Gerlach and MacDonald and sub- 
micron beam diameters at 50nA specimen current on Brandis' equipment. 
In 1975 Palmberg1°2 introduced the double pass CMA which was able to 
produce an energy resolution of 0.6% compared to the 1% of the single pass 
CMA but with 50% reduction in transmission. A further increase in energy 
resolution to 0.3% for the CMA was obtained by mounting externally 
selectable apertures in front of the analyser entrance1°'. The choice of 
the small aperture achieving 0.3% resolution however resulted in a 16 fold 
reduction in resultant signal intensity compared to the 1.1% resolution 
aperture. The improved energy resolution was useful for descriminating 
closely spaced Auger peaks, a problem often encountered in AES, 
particularly in the study of steels. 
Reduction of the spot size still further could be achieved by using a field 
emission electron gun as this has a brightness of up to -1000 times that of 
a tungsten filament. Pocker and Haas1°3 in 1975 first applied Field 
Emission Guns (FEG's) to to Auger spectroscopy by installing a high 
resolution electron gun on an existing UHV Auger spectroscopy system. They 
could obtain a secondary electron image resolution of <0.2pm and Auger 
spectra of features <2pm. Their Auger signal however was quite noisy due to 
the emission current from the electron gun caused by gas adsorption onto 
and metal ions sputtering from the emitter tip. To reduce this effect 
stringent vacuum conditions are required on modern FEG's, 
differential 
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pumping used to obtain these conditions. Venables et al1°4 using an HB50FEG 
scanning electron microscope with a specifically designed final lens 
mounted on a V. G. Microscopes Ltd UHV specimen chamber acquired Auger 
spectra at 30nm resolution. The FEG could deliver 10-20nA in the 30nm spot 
at 30KV providing a quite acceptable count rate. The three electron sources 
which have been discussed namely the FEG, LaB6 and tungsten electron guns 
are all available on current commercial Auger instruments. The most popular 
is probably the LaB6 for its good brightness, long life and stability. 
FEG's fitted on a Auger compatable UHV column are now capable of an SEM 
resolution of 10nm but for the higher beam currents (>1nA) needed for 
analysis the resolution is reduced to -50nm. They still suffer problems due 
to adsorption or poisoning of the emitter producing current fluctuations 
and until these problems are solved will not be as popular as the LaB6. 
The resolution obtainable on an SEM (-lnm) is not attainable in SAM from 
both an instrumental and theoretical standpoint. Instrumentally the high 
resolution SEM's use lens columns which are not UHV bakeable and produce 
high magnetic fields, conditions not compatable with AES. To reduce the 
spherical aberration coefficient C. and hence the spot size, the working 
distance is kept to a minimum <1cm in SEM's, for AES systems however a 
working distance of 2-3 cm is needed. The longer working distance allows 
the backscattered and Auger electrons to be collected by the analyser and 
magnetic fields from the lenses to be reduced to an acceptable level. The 
final instrumental problem is stage drift during image acquisition, the 
acquisition time being much longer in SAM than SEM. With the current 
specimen stages a typical value for the drift would be <400nm/hour. The 
theoretical limit to Auger spatial resolution is determined by lateral 
spreading of the backscattered electrons in the sample which produce Auger 
emission from an area larger than that irradiated by the electron spot. 
Electromagnetic lenses are generally used on high resolution Auger systems 
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in preference to electrostatic lenses because of their smaller C. value and 
hence spot size. They are however bulky and have a limited bakeout 
temperature, so for"multitechnique instruments electrostatic lenses are 
normally fitted, with a probe size -4 times that of an electromagnetic lens 
instrument. 
In recent years the CHA detection system has advanced whereas the CMA has 
not. The CHA still has the superior energy resolution, the resolving power 
AE/E being 0.02% - 2% compared to the 0.3% - 2% for the' CMA. The CMA 
however has lost its position for highest sensitivity to the CHA detection 
system. This has been possible due to the introduction of parallel 
detection, 3 electron detectors (channeltrons) being used instead of the 
original single channeltron. Parallel detection systems are not possible 
using a CMA but on CHA's are now available on commercial instruments. 
Improvements in transfer lens design have also been made and the solid 
angle of acceptance will probably be increased still further increasing 
the sensitivity with no loss in energy resolution. This is because the 
energy resolution of the CHA is not necessarily dependent on the solid 
angle of acceptance. Increasing the acceptance angle for the CMA however 
reduces the energy resolution. Advantages of CHA's over CMA's are now such 
that CMA's may no longer be produced for use on Auger instrumentation. 
Computer control of the spectrometer has become standard and the trend now 
is to introduce 'intelligent datasystems'. At the moment these are able to 
store and recall parameters entered by the operator making acquisition 
simpler and quicker. Some systems are able to label peaks and set energy 
windows using spectral libraries. Future datasystems may be able to 
recommend parameters or change them during acquisition use spectral 
libraries to interpret spectra and carry out groups of experiments 
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automatically. This will enable routine analysis to be performed more 
efficiently and reduce the cost per specimen analysed. 
1.5 Theoretical Considerations of Auger Spectroscopy 
1.5.1 The Auger Process 
Pierre Auger's discovery of electrons other than photoelectrons ejected by 
an atom subjected to ionising radiation revealed an effect now called the 
Auger process (fig. 2). exposure of an atom to high energy electrons or X- 
rays may cause one of the inner shell electrons to be ejected leaving a 
singly ionised atom. Relaxation of the atom will occur by one of the outer 
shell electrons making a transition to a lower energy state filling the 
vacant hole. The atom however is still in an excited state and release of 
the excess energy can occur by one of two processes. Firstly, an electron 
can be ejected from either the same shell that the electron filling the 
core hole originated or higher shell. This electron is the Auger electron 
and will have have an kinetic energy characteristic of the atom and 
electronic shells involved in its production. 
The second relaxation process is the release of an X-ray photon, known as 
X-ray flourescence which again has an energy characteristic of the atom and 
electronic shells involved in its process. Auger electron emission and X- 
ray flourescence compete to be the more probable relaxation process. Fig. 3 
shows that the Auger electron production is more dominant up to atomic 
number 33. 
The nomenclature used to describe Auger transitions is either the X-ray 
notation or spectroscopic notation, the former being more common and I will 
use this form. The description of term symbols and their use can be found 
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in Atkins1Ob. The L. and L3 subshells (2p, /2 and 2p3,2) respectively ) have 
similar energies and cannot be separately be distinguished in Auger 
spectroscopy. Consequently these shells have an X-ray notation of L2,3. For 
the resultant Auger emission described in fig. 2 the transition is written 
as a KL, L2,3. The kinetic energy of the emitted electron is given by 
EKL. 
i 123 = 
EK - ELi - Eß-. 3 
*( -w ) 
Where EK, L are the binding energies of the electronic shells involved in 
the process. For analysis using an electron analyser a further term, the 
work function W of the spectrometer, is included. ELi and ELZ3 * do not 
correspond to ELiand EL 23 
levels in their normal atomic state. ELi 
corresponds to the binding energy of the L, level of an atom with a core 
electron vacancy. Similarly ELU * is the binding energy of an electron in 
the L2,3 level of an atom with an L, level vacancy. These perturbed energy 
levels have occurred due to relaxation of the atom after the core electron 
has been ejected. Wagner and Biloen1°6 have also considered how the inter- 
atomic relaxation effects will affect the kinetic energy of the ejected 
electron can be written as 
EKL, 
1 L23 
= EK - EL1- EL23 - E,. , L.. (- W) 
Where Er`li, is the energy involved in the inter and intra atomic 
relaxation processes. The complexity of the atomic rearrangements and 
associated energy changes occurring during the Auger process means that the 
exact calculations of Auger energies are very difficult. An approximate 
expression empirically derived by Chung and Jenkins707 gives acceptable 
accuracy for most applications. 
EAec(Z) = EA(Z) - 161 EB(Z) + EB(Z+1)] - %[Ec(Z) + E<z+, >] 
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Where EF,, s, c(Z) are the binding energies for the A, B, C energy levels for an 
atom with an atomic number Z. The important point to note from these 
expressions is that-the kinetic energy of the Auger electron is independent 
of the primary electron or photon excitation energy-Consequently Auger 
spectra can be obtained with conventional electron sources used in SEM's 
which is the basis of scanning Auger microscopy. Calculations of 
probabilities for individual Auger transitions and hence intensities has so 
far proved theoretically difficult and a review of the subject has been 
written by Fink et al1Oe. 
Chemical shifts in Auger spectra due to different chemical environments are 
observable for some elements. In general however Auger spectroscopy is used 
for elemental analysis its main advantage over other non destructive 
surface analytical techniques being its superior spatial resolution. XPS is 
a much more refined technique for acquisition of chemical state 
information. Theoretically the problem arises due to the large width of the 
Auger peak ( up to 3eV ) for transitions involving electrons from the 
valence band. The large range of energy levels in the band which could be 
involved in the transition results in the Auger electrons ejected having a 
similar range of energies, increasing the peak width. This has the 
unfortunate effect of masking much of the fine structure. Transitions 
involving the core levels only, have much sharper peaks as these energy 
levels have a much narrower energy width. Consequently useful chemical 
state information can be extracted from these peaks. For chemical state 
work, many authors have considered X-ray induced AES the preferable method, 
as this results in a smaller background and less specimen damage than if 
electron excitation is used. Significant shifts and changes of peak shape 
have been found for some elements including silicon"', carbon 12, 
nitrogen"' and aluminium' 14 Transition metal peaks show little change 
with variations in chemical state or environment and unfortunately these 
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are the elements encountered when studying steels. The 3d transition 
elements all have the characteristic LMM triplet series of peaks occurring 
in the spectrum. the series gradually increasing in energy as the 3d shell 
fills up. In the study of steels this leads to the overlapping of iron, 
chromium and nickel peaks which can cause difficulties but the production 
of three peaks often means that one peak can be distinguished even if it is 
not the most intense peak. 
1.5.2 Analysis Depth 
An incident high electron beam striking a solid penetrates a few µm, the 
mean distance being dependent on beam energy (fig. 4). Through elastic and 
inelastic scattering of the electrons a balloon shaped volume of energetic 
electrons results. These electrons interact with atoms of the solid 
producing backscattered primary electrons, secondary electrons, 
photoelectrons, Auger electrons and X-ray photons. The low energy X-rays 
produced have an inelastic mean free path of the order of µm. Analysis of 
the X-rays gives chemical information from the whole volume penetrated by 
the electrons. In order to obtain information from the photoelectrons and 
Auger electrons, they must not be scattered by the material. 
These low energy electrons have a mean free path X (E) dependent on their 
energy. Seah and Dench" 5 have empirically shown the dependence of X (E) on 
electron energy and in the useful range 10-2000eV X (E) varies between 2 
and 10 monolayers. An Auger has a probability e-' of travelling the mean 
free path distance before being scattered. The depth of analysis varies 
with angle of emission and hence the angle between the specimen and the 
analyser and is given by 
X (ExYZ) cosO 
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F1ý Q Elr_tr_n bears excitation of Auger electrons and X-rays from a 
solid, Auger electrons have an invariant escape volume with beam 
energy, The X-ray escape volume increases with bt''N . rrl energy 
due to 
greater penetration and lateral scattering of the incident 
tw I '=f' "t r ci n5, 
Where 8 is the angle of emission to the surface normal. For the incident 
electron beam shown in fig. 5 the flux of Auger electrons escaping from the 
solid decays exponentially with a distance x from the surface. The volume. 
of analysis is given by 
J; exp I -x/X(E) ] dx 
The flux of Auger electrons emitted from the escape volume I is given by 
I= IOX(E) 
Where 10 is the flux of electrons emitted perpendicularly to the surface 
The flux of electrons emitted from a depth of X is 65% of the total flux 
and from a depth of 3X is 95% of the total flux. 
The ionisation cross section vx(E) has the dimensions of area and can be 
described as the effective area of the target which is involved in the 
ionisation process. The original value of the cross section for the 
transition of energy EAx, oAx(E) calculated by Bishop and Riviere "6 is 
given by the expression 
aAX (E) = 1.3 x 10-' 3 be/EAX2 ce 
Where b=0.35 for the K shell and 0.15 for the L shell. C is a function 
dependent on primary beam energy. The cross section is dependent on which 
Auger transition is involved. A typical value for the cross section gives 
an Auger efficiency of 10-4 for an adsorbed monolayer. When compared to the 
total secondary electron efficiency of around 1 it can be seen why the 
Auger electron signal sits on such a large background. The true full 
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expression for the ionisation cross section should include a contribution 
from Auger electrons excited by the backscattered electrons. 
1.6 The MA500 and Link Analytical Instrumentation 
1.6.1 Electron Gun 
Since the realisation that AES could be performed in an electron microscope 
type set up and SAM emerged as a useful technique, emphasis has been placed 
on producing smaller spot sizes. The electron gun originally in the MA500 
incorporated a tungsten thermionic filament. in 1987 this was upgraded to a 
directly heated LaBs cathode point welded to a tungsten hairpin filament. 
The principle of the thermionic electron gun is to pass a current through 
the filament, heating it, until electrons have sufficient energy to 
overcome the work function of the filament material. the gun works as a 
triode, the filament being a cathode sits at a high negative potential of 
up to 30kV. The filament is mounted inside a Wehnelt cylinder with a single 
aperture allowing the anodic field to reach the cathodic filament. The 
Wehnelt acts as a grid and has a voltage of -200V more negative than the 
cathode"7. Using negative feedback the Wehnelt controls and moderates the 
beam current. This type of arrangement is called the self biased electron 
gun. The Wehnelt and filament are encased in a glass Insulator mounted at 
the top of the column and floated at a voltage of up to -30KV with respect 
to the rest of the instrument which is grounded. The anode situated further 
down the column is an aperture at ground potential. The electron optical 
instrumentation incorporated in the MA500 is shown in fig. 6. 
In a comparison of tungsten and LaB6 filaments reported by Nakagawa11e 
tungsten filaments gave brightnesses of -4 x 104 Acm 2sr-' whereas the LaB6 
by virtue of its lower work function was capable of 6x 10' Acm-2sr-' at 
-35- 
Filament connections 
Alignment 
screws 
30 kV insulat 
Gun pumping 
port 
Condenser 1em 
Objective 1enE 
Scan coils 
and stigmator 
Specimen 
Clamping 
screws 
Extractor 
aperture 
Adjustment 
screw for 
condenser lens 
Iron pole 
pieces 
3 apertures 
Flo-F, =, chero tic diagram of the MA Sac) electron opti. C-al. inStrumentatil-11-n, 
Filament connections 
Alignment 
screws 
30 kV insulat. 
Gun pumping 
port 
Condenser lens 
Objective lens 
Scan coils 
and stigmator 
Specimen 
Clamping 
screws 
Extractor 
aperture 
Adjustment 
screw for 
condenser lent 
Iron pole 
pieces 
3 apertures 
Eio-F diagrarrI of the MA So() electron opiticai. ilst, -urIIentation, 
10kV. The increased brightness means a smaller spot size for the same probe 
current and hence better spatial resolution at currents needed for good 
signal-to-noise Auger analysis. The LaB6 was found to last up to 1000 
hours, much longer than its tungsten counterpart. LaB6 filaments need a 
working vacuum of 10-6 r or lower '19 for a stable emission current and 
consequently when installed on the MA500, an ion getter pump was added 
specifically to differentially pump the electron gun. 
The electron demagnification and focussing is performed by two 
electromagnetic condenser lenses and one objective lens mounted outside the 
vacuum system. The condenser lenses are able to be baked to a temperature 
of 160°C. The scanning coils and stigmators are mounted inside the 
objective lens enabling a good range of working distances. The beam then 
passes through an adjustable final aperture which determines the diameter 
of the cone of electrons producing the electron spot. The MA500 has an 
aperture blade with 3 hole diameters ranging between 150 and 750 µm or it 
can be removed completely. The electron beam spot size, d, of the MA500 has 
been found to vary with specimen current according to12° 
d= 66ii 
Where i is the specimen current in nA 
1.6.2 Electron Energy Analyser 
The electron energy analyser fitted is a CHA or Spherical Sector Analyser 
(SSA). First developed by purcell'2' and used more extensively by XPS 
systems the CHA is now used more regularly on commercially Auger 
spectrometers. It is a 150° analyser with a mean radius of 10cm. The 
analyser (fig. 7) operates by applying a potential difference between the 
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Fig. 7 The concentric hemispherical analyser 
two concentric hemispheres, the inner sphere being held at a positive 
potential and the outer sphere at a negative potential. Electrons enter the 
analyser and are deflected through 150° to the electron detector 
(channeltron). The range of energies which will reach the detector is given 
by 
E=HV 
Where V is the potential difference between the spheres and H is a physical 
constant of the analyser. If an electron enters the analyser with an energy 
E. (= eVo where Vo is the potential of a point equidistant between the two 
spheres) it will travel on a circular path of radius of RD. Electrons with 
energies which fall outside the pass energy range hit the sphere walls and 
are not detected. The solid angle of acceptance is given by a in the figure 
and is dependent on the entrance slit size and the separation between the 
concentric spheres. 
Compared to the other analyser generally used in Auger, the CMA, 8 is small 
but is improved by the addition of a transfer lens between the specimen and 
the analyser. The small acceptance angle means a lower transmission for the 
CHA compared to the CMA. Since the introduction of parallel detection 
systems for the CHA however a detection of -2.5 times, that of a CMA can be 
achieved. The minimum energy resolution for the CHA is approximately a 
factor of ten better then for the CMA122. the low specimen currents used in 
high resolution Auger spectroscopy means that pulse counting giving the 
direct energy spectrum produces the best signal-to-noise ratio and the 
MA500 is generally used in this manner. The specimen is kept at ground 
potential and the electrons transmitted to the analyser by the transfer 
lens are retarded by an amount R eV immediately before entering the 
analyser. The electrons can be decelerated by the retarding potential to a 
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Constant Analyser Energy (CAE) or be retarded such that the ratio of 
kinetic to pass energy is kept constant during a spectrum (CRR). The 
retarding potential-is ramped to cover the spectral range with a second 
power supply used to ramp the hemispheres separately in the CRR mode. In 
the CRR mode, the pass energy varies with kinetic energy of the electrons. 
There are larger numbers of electrons emitted from the sample at lower 
energies, so the CRR mode which counters this effect producing a flatter 
background, is generally used in AES. The loss of energy resolution at 
higher energies for routine Auger work is not important because the 
inherent peak width of most Auger transitions themselves mask any fine 
structure. Using the CRR mode small peaks at low energy can be readily 
identified but the variation of resolution with energy makes quantification 
more difficult. An externally adjustable slit is mounted in front of the 
analyser entrance which determines the solid angle of electrons able to 
enter the analyser and hence its resolution. The slit sizes available are 
0.5.1 and 2 mm. 
The electron detector and multiplier is a single channel electron 
multiplier or 'channeltron'. It is a helical glass tube coated with a high 
resistance material. A high voltage (-4 kV) is applied between the ends of 
the channeltron. An electron hitting the inner wall at the low potential 
end of the multiplier generates secondary electrons. These are accelerated 
down the tube until they strike the wall producing, by an avalanche effect, 
a large number of electrons at the high potential end of the multiplier. 
One electron can produce a charge pulse of up to 10° electrons lasting 
about 10 nano-seconds123. 
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1.6.3 Argon ion source 
The argon ion source used throughout this experimental work is a Penning 
discharge type, model number AG2 manufactured by V. G Scientific. This 
source is suitable for ion etching of samples with argon up to energies of 
10 keV. the electromagnet mounted on the-outside of the ionisation chamber 
creates a cold cathode discharge from the argon raised to a high pressure 
in the gun. Positive ions are extracted into a focussing region where an 
electrostatic lens with a0 to 10 kV power supply is used to focus the ion 
beam. The ion beam current varies with accelerating voltage and gas 
pressure. At a gas pressure of 5x 10-6 t and a voltage of 10 kV the ion 
source is capable of producing a 200µA target current. 
1.6.4 UHV system 
The MA500 uses a rotary roughing pump and two oil diffusion pumps, type 
Edwards E04, on the analyser and preparation chambers to obtain a working 
pressure. The roughing pump reduces the pressure to 10-2 to 10-3 t from 
which the diffusion pumps can work to create a UHV pressure. A backing pump 
is used in conjunction with the diffusion pumps as the discharge pressure 
of diffusion pumps using oil cannot usually be higher than -5 x 10-1 t. The 
polyphenyl ether used in the diffusion pumps has a vapour pressure of 
-10-70 T at room temperature enabling the pumps to reach an ultimate 
pressure of 10-9 - 10-10 T. The diffusion pumps have fast pumping speeds 
200 litres/sec. and will pump almost any gas not reactive with the oil. The 
use of liquid nitrogen cooling traps is essential in reaching the ultimate 
pressures attainable. In addition to the diffusion pumps, two sputter ion 
pumps are fitted, one to generally pump the analyser chamber and the other 
to differentially pump the electron gun. Ion pumps have the advantages of 
not needing cooling, not exposing the system to organic vapour and can be 
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switched on and off quickly. They do however have trouble pumping inert 
gases and hydrogen. Ion pumps can be used from pressures below about 
5x 10-4 T, above these pressures cathode erosion is accelerated and pump. 
life severely reduced. The pumping speed is dependent on the gases present 
but the 2 pumps mounted on the MA500 have a standard pumping speed of 
-401s-' for N2. The third type pump in operation is the titanium 
sublimation pump. These work by 'gettering' like ion pumps, and operate 
below pressures of about 10-1- t but are mainly used in the UHV region to 
attain pressures of 10-10 T or below. The pump has 3 filaments which are 
heated for a time normally about 2 minutes every 4 hours at low pressures, 
this 'off' time being externally adjustable. They pump most gases, the only 
major exceptions being methane and inert gases. Pressure measurement in the 
vacuum chambers is performed by 2 ionisation gauge controllers. Each gives 
a pressure measurement from the ion gauges between 10-2 and 10-11 T. Two 
Pirani heads can be selected to read the pressure of the backing and 
roughing lines. 
1.6.5 Computer Control and Data Handling 
The computer used to control the X-ray and most of the Auger spectrometer's 
functions is the Link Analytical AN10000. The AN10000 is designed for use 
on an X-ray micro-analysis system but has the ability-to be simply modified 
for use on other surface analytical equipment. It has a 256K central 
processor and 256K of extended memory for image analysis and processing. 
The system incorporates 1 fixed and 1 removable hard disk each of 5M Byte 
capacity and 1 3% inch micro floppy disk drive, the floppy disks having 
737K Bytes of memory. The computer is capable of controlling the analyser 
spectrum acquisition parameters (e. g. energy range, retard ratio, 
acquisition time etc. ) and electron beam scanning coils, including the 
dwell time per scanned point. It is able to collect an output from the 
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pulse counting electronics and video signal from the electron microscope. 
The x-ray and pulse processor are manufactured by Link Analytical. The 
pulse processor is mounted in the computer stack and its output fed 
directly to the computer. Extensive software is supplied by Link Analytical 
for spectrum and image acquisition, image processing, file handling and 
plotting. Software for simultaneous Auger and X-ray spectrum and image 
collection is being developed at Link Analytical in collaboration with the 
Auger group at Surrey. Transfer of spectra and images from the AN10000 to 
the university PRIME network is possible and hardcopy of images in the form 
of contour or 3 dimensional maps can be performed by software developed by 
Richardson124. Hardcopy of images displayed on the screen can be obtained 
directly by the attachment of a Mitsubishi thermal printer. Images with a 
resolution of up to 1024 x 1024 pixels with a precision of 8 bits (255 
intensity levels) can be acquired, but usually a resolution of 128 x 128 or 
256 x 256 at 8 or 16 bit (65536 intensity levels) is most suitable. In 
choosing these parameters account should be taken of beam and specimen 
stability, peak-to-background intensity ratios and total acquisition time. 
1.6.6 Image Presentation 
The images presented throughout this document have a linear 16 level 
intensity range. This will either be in the form of a'grey scale or colour 
scale. Where applicable Auger maps will be displayed which have been 
processed using the algorithm (Peak - Background)/Background. This has been 
shown by Bishop'26 to generally remove any topographical effects distorting 
the true Auger electron image. For X-ray images the peak map alone will be 
displayed. Subtraction of the background is only required for 
quantification of the data which is not applicable to this study. 
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1.7 Objectives of This Investigation 
The literature survdy has shown how many experimental observations have led 
to varied theories describing the initiation and embrionic growth of pits. 
The application of high resolution Auger spectroscopy and mapping to the 
study of pitting initiation and propagation has received very little 
attention by researchers, considering its potential. The added information 
provided by simultaneous mapping with the EDX in addition to the Auger 
signal gives a clearer picture of the changes in chemical composition 
between surface and bulk. This investigation has the following objectives: 
(1) To apply surface mapping techniques to the detection of localised 
changes in surface composition corresponding to oxide film breakdown 
and pit initiation. 
(2) To examine and correlate the morphological and chemical changes 
occurring at the metal surface during the early stages of pitting. This 
work will include an investigation into the creation of pits by 
chemical methods. Pits formed at non-metallic inclusions will be of 
particular interest, as the mapping techniques are ideally suited to 
providing much needed further information on the role of oxide and 
sulphide inclusions as susceptible pitting sites. 
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CHAPTER 2 
Electrochemical characterisation of materials 
2.1 Introduction 
The corrosion properties of materials can be characterised by immersing the 
material in an aggressive medium, changing the potential of that material 
in the medium and monitoring the resultant flow of current. By sweeping the 
potential, with the reactions occurring at the electrode being 
predominantly cathodic, through a mixed potential region, to a potential at 
which the dominant reactions are anodic, a polarisation curve for the 
material can be obtained. Such useful parameters as, corrosion potential, 
critical current density, primary passivation potential, passive current 
density and pitting potential can be found using this technique (fig. 8). 
The magnitude of these values provides information on the corrosion 
reactions occurring at the surface and the resistance of the metal to the 
surrounding environment. For investigations into the corrosion properties 
of steels, polarisation curves are particularly useful in the assessment of 
the beneficial or detrimental effects of adding one or more different 
elemental components to the alloy. 
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2.2 Experimental 
2.2.1 Description of Materials 
The stainless steel samples studied have compositions given in table 1. 
Material c Si Mn pS Cr Ni Mo Cu N 
3 0.048 0.48 1.22 0.028 0.015 17.40 15.90 2.93 2.70 0.031 
4 0.031 0.25 1.67 0.027 0.007 17.30 11.50 1.15 -- 
S 0.015 0.02 1.70 0.022 0.007 19.11 12.50 0.02 - 0.036 
U 0.016 0.02 1.64 0.017 0.002 19.64 12.32 0.02 -- 
Table 1 
The samples were supplied by the Leverkusen Bayer plant in West Germany. 2 
sets of samples were supplied with the same compositions but with different 
annealing treatments. The first set of samples were examined as delivered, 
having undergone a solution anneal. The second set were further treated by 
diffusion annealing at 12500C for 1 hour, water quenched and given an 
austenitising anneal at a temperature of 10500C for 25 minutes. A heat 
treatment diagram describing the process is shown in fig. 9. Solution 
annealed samples are given a single number or figure e. g. 4 and diffusion 
annealed samples have an additional letter 'a', e. g. 4a. Materials U and Ua 
have the same composition as S and Sa except for the small nitrogen 
addition, but have undergone the electroslag remelting process. 
Metallographic pictures of each material are shown in figs 10 - 13. 
Diffusion annealing is shown to increase the grain size in all samples with 
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a substantial increase occurring in those samples with small grain sizes 
prior to treatment. 
2.2.2 Sample Preparation 
Specimens of 1 cm2 were mounted in Bakelite and polished at Bayer. The 
polishing process composed of wet ground polishing with silicon carbide 
papers to grade 1000, followed by 10 hours of alumina polishing using a 
rotating disc with a felt cloth at 250 r. p. m. Sample thickness varied 
between compositions, alloys 3,4, S and U had thicknesses of 1.5cm, 2.5cm, 
5cm, and 3cm respectively. During transit from Germany some of the samples 
incurred damage in the form of scratches. To be consistent with the COST 
program no further polishing was performed. Fig. 14 shows that pits did not 
preferentially form on these scratches, consequently the values obtained 
for the pitting potential from the polarisation tests is still valid. 
At Surrey the samples were washed with acetone then ultrasonically cleaned 
for 2 rains in distilled water followed by 2 mins in acetone and finally 
dried in hot air. The samples were stored in a dessicator for at least 12 
hours before exposure to stabilise the surface. 
2.2.3 Sample Holder 
The sample holder used was constructed of PTFE and based on a design 
developed by France126 and modified by Daud'" (fig. 15). PTFE was used as 
it is easy to machine, inert to most environments and a good insulator. 
Three further modifications were made to the design used by Daud. Firstly, 
the flat removable central circular washer intended to prevent crevice 
corrosion was further improved for this purpose by shamferring the outer 
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edge to produce a knife point contact with the specimen. All the pressure 
applied by screwing down the front section is then concentrated on the 
inner edge of the washer, reducing the chance of crevice formation to a 
greater extent. Secondly, due to the different shape of the specimens 
compared to those used by Daud a square hole was cut for sample mounting. 
The different thicknesses of the samples were accounted for by using 
different thickness backplates. Thirdly, the rear screw was removed as 
leakage problems were occurring. Two small grooves were cut on opposite 
sides of the square hole to allow the insertion of tweezers for specimen 
removal. The sample holder gives a 0.5 cm2 area of metal exposed, the 
central circular washer having an internal diameter of 7.98mm. 
2.2.4 Electrochemical Cell 
The glass electrochemical cell had a cylindrical main body with 2 ports 
available for attaching counter and reference electrodes and facilities for 
nitrogen deaeration if necessary (fig. 16). The counter electrode was a 
1cmz piece of platinum sheet soldered to platinum wire. The reference 
electrode was a saturated calomel electrode which was mounted within a 
Luggin probe immersed in saturated KC1 solution. Finding the correct 
distance to position the probe from the working electrode is a compromise 
between iR drop through the electrolyte (probe too far removed from 
electrode) and shielding the electrode from the polarisation current (probe 
too close to electrode). A distance of m, the internal diameter of the 
probe, is usually sufficient to avoid the shielding effect and a distance 
of 30 will definitely avoid this effect12e. A probe distance of 2-4 mm (m 
- 20) was used throughout these experiments. The solution in the reference 
and counter electrode compartments was separated from the solution in the 
main body by glass frits. These prevent oxygen or other reaction products 
evolving from the working or counter electrode to migrate to the other 
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Fig. 16 The corrosion cell 
Fam. 17 Experimental set up of corrosion equipment 
electrode interfering with the reactions taking place; but allow the 
transfer of electrons. 
2.2.5 Exposure Conditions 
Samples were exposed in a solution of 0.5M NaCl + 0.5M H2SO4. The NaCl was 
reagent grade 99.9% pure and the H2SO4 98% pure. The water used to make up 
the solution had been prepared using a Millipore 'Milli-Q' cleaning 
process. Doubly distilled water is passed through activated charcoal, two 
ion exchange resin beds and finally through a 'Norganic' cartridge. This 
process produces water which is free from dissolved ions, organic 
compounds, salts and heavy metals. The 'Milli-Q' water has a resistivity of 
18 MQcm or more. Potential sweeping of the working electrode and corrosion 
current monitoring was performed by an EG&G Instruments model 173 
potentiostat. The potentiostat was controlled by a model 276 interface 
using model 332 SOFTCORR software running on an Apple Ne mini-computer 
(fig. 17). The specimen was held at a cathodic potential of -600mV for 5 
minutes to reduce the surface, cleaning it before the polarisation 
experiment was started. The working electrode was then swept through a 
potential range of -600mV - +1000mV at a sweep rate of 0.16mV/sec. 4000 
data points for the corrosion current and applied voltage were recorded on 
the Apple and transferred to the Prime Mainframe to give the curves shown 
in figs 18 and 21. 
2.3 Results 
For each material exposed in 0.5M H2SO4 + 0.5M NaCl values for the 
following parameters have been tabulated: corrosion potential, critical 
current density, passive current density, primary passivation potential, 
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passive potential range and pitting potential. All potentials are given 
with respect to the Saturated Calomel Electrode (SCE). 
Material Corrosion Potential Critical Current Passive Current 
(mV) 
------- 
Density (µA/cm2) 
---------- 
Density (µA/cm2) 
---------- ---------- 
3 
--------------- 
-252 
--------- 
14.1 
-------- 
0.80 
3a -255 20.5 0.50 
4 -332 53.5 0.67 
4a -319 107 0.67 
S -372 852 1.09 
Sa -400 995 1.17 
U -371 709 0.81 
Ua -396 909 0.83 
Table 2 
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Material Primary Passivation Passive Potential Pitting Potential 
Potential (mV) 
- - 
Range (mV) (mV) 
----------- 
3 
------------ -- ------ 
-207 
------------------- 
980 
----------------------- 
900 
3a -217 995 920 
4 -259 945 840 
4a -247 910 810 
S -229 380 280 
Sa -237 380 320 
U -234 460 380 
Ua -260 590 550 
Table 
The corrosion potentials and primary passivation potentials between 
diffusion annealed and solution annealed specimens were consistent, with a 
maximum variation of 28mV between each of the pair of samples. The passive 
potential range and pitting potential for the molybdenum containing 
samples, 3 and 4, and one of the non molybdenum containing materials, S, 
was also uniform between the differently treated samples, but the other 
non-molybdenum containing sample U showed a substantial variation. The 
solution annealed S and U materials showed an inflection in the passive 
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current at a potential of about 300mV and the diffusion annealed at about 
200mV. For the S samples this was followed by a current fluctuation region 
with a general rising current indicating breakdown had occurred. A much 
sharper breakdown was found for material U with the pitting potential being 
shifted to a more noble potential for the diffusion annealed sample. The 
critical and passive current densities were generally similar with a 
maximum variation of 50% between the different treatments and generally 
followed a trend of the solution annealed samples having larger current 
densities than the diffusion annealed samples. 
Assessing the effect of composition on the corrosion parameters, leads to a 
general division between molybdenum (3 and 4) and non-molybdenum containing 
samples (S and U). Molybdenum, as reported by other workers129"'3° has the 
effect of reducing the critical current density, extending the passive 
potential range, resulting in a higher pitting potential in both acid and 
chloride containing solutions. This is shown in the data for samples 3 and 
4, with material 3 having a lower critical current density and a higher 
pitting potential than material 4. For the non molybdenum containing 
samples S and U the only difference in composition is the addition of N to 
sample S. The U active region has a different peak shape from S, the top of 
the U peak appears to have been stripped off. This has resulted in a 
reduced critical current density and more noble primary passivation 
potential for the U samples. Generally, the nitrogen addition has had 
little effect with a general slight deteriation of the corrosion 
properties. 
2.4 Discussion 
The most distinct change of corrosion properties has occurred by adding 
molybdenum to the alloy. Its beneficial effect is evident from the large 
-50- 
reduction in the corrosion monitoring parameters by adding just 1.2% to the 
alloy. The greatest improvement was found for the 2.9% molybdenum addition 
with a slightly lower improvement for the material having 1.2% molybdenum, 
added. This is expected as other workers 1291 35have also found better 
corrosion resistance with increasing molybdenum content up to 5%. The 
compositions of the alloys are however slightly different which may account 
for this behaviour. The 0.3% molybdenum alloy, 3, has a higher chromium 
content and it has been shown that the effectiveness of molybdenum is 
enhanced by larger chromium additions to the alloy13'. Streicher has also 
reported that molybdenum has a greater resistance to pitting when alloyed 
with silicon and nitrogen132, material 4 not containing any nitrogen and 
having a lower concentration of silicon than material 3. Alloy 3 also 
contains copper, Moskowitz et al133 have reported that copper has a slight 
detrimental effect in the presence of molybdenum. The addition of other 
minor alloying elements as well as molybdenum to the alloy, makes it 
difficult to assess the optimum percentage of molybdenum to add: but the 
combination of these elements has obvious beneficial effects and suggests 
that a more detailed study would be profitable. 
For the non molybdenum containing samples, S and U, the addition of a small 
percentage of nitrogen to material S has produced little effect on the 
corrosion properties. Osazawa and Okato134have found that the introduction 
of small amounts of nitrogen (0.02 - 0.2%) into austenitic stainless steels 
shifts the pitting potential in the noble direction. These results show a 
slight reduction of the pitting potential on addition of 0.036% nitrogen to 
the alloy. However, consideration must be given to the effect of the 
additional electroslag remelting process undergone by the non nitrogen 
containing U material. The principal function of this process is to remove 
the larger oxide and sulphide inclusions. Consequently, the number of sites 
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for pits to initiate has been reduced, which may account for the improved 
corrosion properties. 
The current fluctuation region of the S samples is indicative of pitting 
growth and repassivation over a fairly wide range of potentials. This may 
be caused by a larger variety and size of defective sites in the passive 
film, for example inclusions, where pitting may initiate below a potential 
at which more general pitting occurs. If then for example an anodic MnS 
inclusion, known to be a preferential pitting site, dissolves before the 
general pitting potential is reached and conditions are not conducive to 
pitting propagation, the pit will repassivate. The general absence of this 
current fluctuation region in materials 3 and 4 can be attributed to the 
presence of molybdenum which as found by Kruger and Ambrose accelerates the 
repair of the passive film'96. Propagation of the pits is then prevented 
until a potential is reached where the molybdenum becomes ineffective and 
rapid breakdown follows . For material U, removal of large inclusions by 
electroslag remelting would have the effect of reducing the total current 
density due to attacked anodic inclusion sites occurring below the general 
pitting potential. Consequently any current fluctuations which may occur 
would have a reduced amplitude. Also, as a result of the reduced number and 
size of inclusions, the current fluctuations would occur over a smaller 
potential range resulting in a sharper breakdown region. 
In general, the pitting potential (and rise in pitting current above the 
pitting potential) has not been affected by diffusion annealing the steels. 
For materials 3,4 and U diffusion annealing has substantially reduced the 
number of grain boundaries. It is therefore apparent that for these 
materials, pits are not initiating at grain boundaries. There is a small 
increase in the pitting potential of the diffusion annealed sample U 
compared to the solution annealed sample Ua. Material Ua has undergone a 
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process of diffusion annealing combined with electroslag remelting which 
may produce a more homogeneous metal with improved corrosion properties. 
However, U does have a sharp increase in current at a potential in the 
passive region, indicative of breakdown, which then plateaus until the 
pitting potential is reached. In these situations it is difficult to 
positively determine the pitting potential. 
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CHAPTER 3 
Development of a Search Routine to Locate Elementally Rich Micro Areas 
Using Scanning Auger Microscopy 
3.1 Introduction 
Pitting corrosion is a localised phenomenon and to study its effect on a 
metal surface an analytical technique with good spatial resolution is 
necessary. Initiation of pits occurs on an even smaller scale and surface 
analytical investigations although potentially yielding very important 
information have yet to fully realise that potential. The SEM has provided 
valuable information on the number of pits, their differing sizes, shapes 
and morphology but to obtain an insight into the pitting initiation 
mechanism, however, chemical information is also needed. The microprobe is 
a useful technique and has been applied to initiation studies but is 
limited by its >1im spatial and depth resolution. SAM, having the 
advantages over EDX of superior spatial and surface resolution, is a 
technique particularly suited to the study of pitting initiation. 
The initiation process involves very small changes in surface chemistry 
over the whole sample. Previous pitting studies using Auger spectroscopy 
have concentrated on pit propagation, generally at inclusion sites. The SEM 
was used to locate the pits followed by point analysis or chemical mapping 
of the pitted area. However, the passive film breakdown and relevant 
chemical changes associated with an initiating pit on stainless steel occur 
within a depth of a few nanometers from the surface. The initiation process 
may start by chloride penetration of the passive film, or film thinning, 
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with no obvious change in surface structure. These important features of 
the initiation process would probably not be observable on an SEM. 
Consequently, location of initiating sites is not possible with the SEM and 
identification of such small chemical changes can only be achieved using 
SAM. The application of SAM as a searching process has not previously been 
investigated but if it is possible then the complete pit formation process 
from inception to autocatalytic propagation can be examined. 
3.1.1 The need for a search routine 
An initial study of the applicability of chemical mapping to location of 
elementally rich micro areas at low magnification was performed. It was 
realised that to maximise the efficiency of the searching process, by 
scanning as large an area as possible, the area of interest should ideally 
be located within a single pixel of the map. An assesment of whether the 
instrumentation and data analysis facilities used for routine mapping could 
be applied to searching for small areas of interest needed to be made. X- 
ray maps of inclusions in the stainless steel specimens were taken and 
analysed using the image processing software supplied by Link Analytical. 
The initial study involved a set of experiments investigating, how, with 
constant total map acquisition time, the number of scans influenced a map 
containing an inclusion, which at a magnification of 200X, occupied one 
pixel. It was thought that specimen stage drift and/or voltage drift may 
cause the specimen or beam to wander over a number of scans. The enhanced 
signal intensity from the inclusion would be spread over a larger area 
making it more difficult to locate. Assesment of the correct dwell time was 
also important. A dwell time should be chosen so that the peak signal is 
sufficiently stronger than the noise on the background making it 
recognisable, but not so strong that time is wasted and drift effects 
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become more probable. The results proved inconclusive as a different 
problem emerged from the image processing operation itself. 
3.1.2 Image Processing 
The AN10000 displays the intensity variation of pixels in the map using a 
maximum of 16 different colour levels. The raw data may be displayed as 
received or processed using multiplication, smoothing routines etc. 
Processing is performed to enhance regions of interest by displaying them 
as a different colour from the background. Image improvement in this manner 
is a qualitative process and makes 2 basic assumptions for it to work. 
Either: 
(1) The location of the area of interest is known from the SEM but the 
intensity difference from the background is small; image processing 
makes this difference more pronounced. 
Or 
(2) The intensity difference between the area of interest and background 
is large; the location and size of the area is given by the colour 
changes in the map. Image processing is used to reduce noise and 
provide a more understandable or attractive image to the observer. 
In searching for elementally rich areas located within a single pixel 
(1) Their position is not known. 
(2) The peak signal intensity is not much stronger than the background 
noise fluctuations and there is no obvious division between the two. 
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Conseqently positioning the colour boundary to provide location of the 
elementally rich area in the usual qualitative manner becomes a very 
difficult problem. -The ideal solution to this problem is to find the 
strongest intensity for the background noise and place a colour boundary at 
this intensity. Any pixel having an intensity greater than this value will 
be an area emitting Auger electrons for the element being mapped enhancing 
the signal intensity. By displaying this pixel as a different colour from 
the background noise pixels, its immediate identification as an area of 
interest is possible. 
3.2 Theory 
3.2.1 Characterisation of the Background Noise 
For any Auger spectrum the signal intensity at any particular energy is a 
possible combination of Auger electrons elastically or inelastically 
scattered, secondary electrons and backscattered electrons2. For an 
elemental map taken of a homogeneous flat surface, any variation in signal 
intensity across the surface is due to the statistical nature of: 
(1) The surface electron emission processes which together make up the 
signal intensity. 
(2) Pulse production in the electron detector amplification process. 
The probability dependence of these 2 processes leads to a variation of 
intensity which approximates to a Gaussian distribution (fig. 22). The 
normal function is given by 
f (x) =1 exp ( -lk( (x - µ) /a] 
vl2n 
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Where µ, is the mean and a, the standard deviation. 
Taking p=0, and a"= 1, any normal distribution can be expressed as a 
standard normal distribution (fig. 23). 
The standard normal function being given by 
f(z) =1 exp[ -%(z)2] 
I2n 
When an elemental map of 65536 (256 x 256) pixels is acquired, the absence 
of the mapped element will result in an approximate Gaussian distribution 
of 65536 points. A sampled point is not a true member of the distribution 
if it contains any chemical inhomogeneity or topographic feature. A 65536 
pixel map with one pixel containing an elementally rich area can be 
described by a normal distribution of 65535 points with one point not a 
member of that distribution. The identification of that pixel as not being 
a member of that distribution is the ideal objective. However, normal 
distributions have upper and lower tails of +w and -4v respectively and it 
is not possible to definitely exclude a point from the distribution. 
The best solution is to find the intensity at which a pixel stops being 
'probably a member of the distribution' and starts being 'probably not a 
member of the distribution'. For a perfect normal distribution this 
limiting intensity, which I will call IL, is given by the intensity where 
the upper tail of the distribution passes through one pixel (fig. 24). 
For the experimental distribution, calculation and implementation of I, 
gives a reasonable estimate for the limiting intensity. The experimental 
distribution has a mean dependent on the count rate and the standard 
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deviation a function of the statistical processes of surface electron 
emission and electron detector multiplication. 
3.2.2 Calculation of Intensity Limit IL 
The standard normal cumulative is given by 
00 m(x) =1 J0 exp(-z2/2) dz 
d2n 
For x>3.3 the approximation below applies 
1- OW = exp(-$kx2) [1-i+3+ 
, 
15 + 105 ] 
xl2n x2 x" X6 x° 
1 pixel in a 256 x 256 pixel map occupies (1)x 100% of the total 
area. 256 x 256 
1 pixel in a 256 x 256 pixel map occupies 1.526 x 10-3% of the total area. 
Total area under the normal curve =1f exp(-z2/2) dz =1 
I2n 
So 1- NO = Fraction of area occupied by a single pixel in a total area 
of 1 
1.526 x 10-5 
Substituting 
1.526 x 10-rl - exI2 (-%x2) [1-1+3- 15 + 105 
xd27E x2 x' x' x" 
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Using Monty Carlo techniques 
x=4.1696 standard deviations 
It cc u+4.1696. a 
IL is the intensity above which any pixel is 'probably not a member of the 
distribution'. For a real distribution estimation of µ and a by x and s 
enables IL to be calculated. A colour boundary is placed at IL enabling any 
pixel with an intensity > IL to be instantly identified. 
The number of pixels > IL will have approximately a Poisson distribution 
with a mean of 1. 
P( 0 exceedences )a e-1 = 0.37 
P( 1 exceedence )= e-1 = 0.37 
P( 2 exceedences )a Ike-' = 0.18 
P( 3 exceedences )a v6eW = 0.06 
etc. 
Consequently, there is a -60% probability of at least 1 pixel being 
illuminated on a map containing no elementally rich areas. 
It is not possible to perform any statistical analysis of the pixel 
intensities using the available image analysis software, so construction of 
a FORTRAN program to fulfil the objectives described above was undertaken. 
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Fig. 25 16 level intensity scale for displaying quantified images. 
Pixels with intensities corresponding to levels 0-8 (noise) are 
stripped off the Auger image and these levels used to display 
the SEM image. 
3.3 Description of Computer Program for Location of Elementally Rich Micro 
Areas 
3.3.1 Aims 
(1) To find the mean and standard deviation of the 65536 pixel intensities 
and hence determine intensity IL- assuming the data follows a normal 
distribution. 
(2) To illuminate, with a different colour, any pixel with an intensity 
greater than IL_ making location simple 
(3) Due to the statistical determination of IL-, removal of surface 
topographical effects on the peak image with the usual (P-B)/B 
algorithm is not possible. Topographical features which falsely 
increase the pixel intensity above IL. need to be distinguished from 
genuine chemical deviations. This is only possible by comparision of 
peak and background maps. 
3.3.2 Considerations in Program Construction 
(1) To keep the program and time spent on programming to a minimum, maps 
of only one spatial resolution were able to be analysed. The 
resolution chosen as previously mentioned was 256 x 256 pixels. This 
is a relatively high resolution but has the following advantages. 
(a) It has a large total number of pixels giving a better 
distribution. 
(b) The good spatial resolution enables smaller chemical features to 
be located at a given magnification, or larger features located 
at a lower magnification permitting a more extensive area to be 
searched. 
(c) A higher resolution would result in a very long acquisition time 
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relying on probably unobtainably good beam and specimen stage 
stability. 
(2) Real numbers and not integers are used in all statistical calculations 
ensuring maximum accuracy for IL. 
3.3.3 Program Operations 
(1) Pixel intensities for both peak and background maps are consecutively 
read in from file and the mean, standard deviation and limiting 
intensity IL- for the individual maps calculated. 
(2) The number of pixels with intensity > IL- in both the peak and 
background maps displayed 
(3) Both maps are written to the screen using a specially devised 16 level 
linear colour scale. The mean is set at the boundary between levels 4 
and 5 and IL_ at the boundary between levels 8 and 9. Levels 0-8 
are displayed as a linear grey scale and 9-15 as discrete 
distinguishable colours (fig. 25). A grey scale was chosen to 
display the distribution, instead of just a single colour, so that 
topographical features of more than 1 pixel in area, of intensity 
< I,, can be recognised. These features may affect the distribution 
and hence the determination of IL, but if they are small in number and 
area, their effect on a distribution of 65536 elements is negligible. 
(4) The peak map is plotted adjacent to the background map. Topographic 
features, on the essentially flat surface which falsely 
increase the Auger signal, can then be identified and if their 
intensity is similar, can be ignored. 
A copy of the program is given in Appendix 1. 
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3.4 Testing of Search Routine 
Assesment of the theoretical and experimental assumptions made in 
development of the searching routine was necessary before its 
implementation. It was decided that trials would be performed on pre-pitted 
stainless steel samples. These conditions were considered to be very 
similar to those encountered when searching for initiating pits. The small 
pits would be located using the SEMI Auger maps taken at low magnification 
and processed using the searching program. Identification of the pit and/or 
problems with the searching process should be evident from the trials. 
3.4.1 Sample Preparation 
(1) Sample Exposure: A 3a stainless steel sample (composition and origin 
described in chapter 3 was exposed in a solution of 0.5M NaCl + 0.5M 
H2SO4 + 0.08% H202. 
(2) SEM analysis: Examination of the corroded samples revealed that an 
exposure time of 2 minutes was sufficient to create -iµm diameter size 
pits (fig. 26). 
(3) Auger and X-ray analysis: Many of the pits were found to have 
initiated at inclusion sites, particularly manganese sulphide 
inclusions, a well known property of steel pitting corrosion126"'27. 
At these sites the Auger sulphur peak was generally stronger than the 
chlorine peak. Consequently, for testing purposes, sulphur peak and 
background maps were recorded. A dwell time of 60ms per pixel was 
generally found to be sufficient to distinguish the sulphur Auger 
signal from the background noise. 
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3.4.2 Experimental Process 
(1) A 512 x 512 pikel SEM computer image containing at least one micro pit 
was recorded. 
(2) Using point analysis, a sulphur signal strength large enough to be 
found with the search routine was established. 
(3) 256 x 256 pixel sulphur Auger peak and background maps were acquired. 
(4) Peak and background maps were processed using the quantitative 
searching program. 
(5) The noise stripped peak map was superimposed on the SEM image. Any 
sulphur rich areas or topographic features revealed by the searching 
routine were investigated using the SEM and Auger analysis. 
3.4.3 Auger Mapping as a Searching Process - Experimental Considerations 
The experimental parameters needing particular attention when applying SAM 
as a searching process are discussed below 
(1) The beam current should be uniform across the mapped surface. This 
condition is important for most mapping experiments, but is especially 
significant for low magnification maps which are to be quantified. All 
the pixels are used in the calculation of the intensity limit IL- and 
the distribution forming the basis of the calculation is only a 
reasonable assumption if every pixel is subjected to the same electron 
density. 
(a) The electron beam was accurately centred by adjusting the position of 
the Wehnelt cylinder and condenser lenses using external screws. 
(b) The MA500 has the final aperture mounted below the scanning coils. For 
low magnification work, insertion of one of the apertures cuts out 
part of the beam at the extremities of the scanned area. The current 
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density is reduced in these areas producing a non-uniform current 
distribution across the field of view. This problem could only be 
solved by removal of. the aperture blade completely and this 
arrangement was used throughout the experimental program. 
(c) The relationship between specimen current density, Ji, and working 
distance, x, is given by' 
Jx = Jam[ eV/kT l. r2/x2 
Where 7,. is the emission current density at the cathode, V is 
accelerating voltage and r is the radius of the final aperture. At a 
magnification of 500X with the specimen at an angle of 45° to'the 
incident beam, the working distance changes between the top and 
bottom of the image by 0.07mm. At a working distance of 1cm this gives 
a change of 1.5% in current density' between the top and bottom of the 
image. This would affect the Auger electron yield and hence the pixel 
distribution. Consequently the specimen was positioned normal to the 
incident beam for these experiments. Placing the specimen at this 
angle decreases the count rate but advantageously reduces 
topographical effects. 
(2) For the location of elementally rich micro features the condition for 
maximum probability of location and most efficient searching would be: 
Electron spot size = Pixel size = Feature size 
The features searched for in the experimental testing of the program 
were about Ipm in diameter. A resolution of 256 x 256 pixels was 
chosen (for reasons previously mentioned). At a magnification of 500X 
the area scanned by the electron beam is 260 X 260 µm. This 
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magnification satisfies one of the conditions described above, namely 
pixel size = feature size and so was chosen for use throughout the 
testing program. The other condition electron spot size = pixel size, 
was more difficult to fulfil. Resolution tests performed with the 
aperture blade removed verified Castle's previously obtained 
relationship between spot size d, and specimen current, i 
d= 66 Ji nm 
Using this relationship, to achieve a spot size of 1µm requires a 
specimen current of 230nA. A current of this magnitude was found to 
cause unacceptable damage to the specimen. For this reason a specimen 
current of 15nA was chosen, which corresponded to a spot size of 
approximately 250nm. A feature of 1µm should still be found at 500X 
magnification but the spot will only irradiate a 16*h of the feature 
resulting in a loss of possible Auger signal. Maximum efficiency at 
15nA would require searching for an area of 1/4pm diameter at a 
magnification of 2000X. An electron beam energy of 15keV was used in 
these experiments. 
3.5 Results 
The results of two different search routine testing experiments will be 
presented, highlighting different aspects of result interpretation needed 
when assessing results processed using the program. 
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3.5.1 Experiment 1 
A dwell time of 60ms per pixel resulted in a distribution for the peak map 
with a mean of 208.6 counts and a limit set at 275.9 counts (fig. 27). 
Three groups of pixels with an intensity > IL have been highlighted in the 
peak map (fig. 28). Higher magnification examination of cluster 1 on the 
far left and the 2 pixels (cluster 3) on the far right of the peak image 
revealed three pits (fig. 30). The presence of sulphur in the pits was 
determined by Auger point analysis (fig. 31). Four of the five pixels in 
the 2 clusters, however, are also illuminated in the background map (fig. 
29), but their intensity in all cases is reduced. Cluster 3 has been 
illuminated by the presence of a surface feature, confirmed by SEM and 
Auger analysis, and has similar intensities in both maps. One further pixel 
has been highlighted in the background map, not associated with a chemical 
or topographical feature. 
3.5.2 Experiment 2 
The pixel intensity distribution for the peak map is shown in fig. 32. The 
peak map contains distinctive horizontal bands of pixels (figs 33 and 34), 
caused by a fault in the electron detection and amplification electronics. 
This must have affected the distribution, but the illumination of no more 
than 9 pixels in the peak map indicates that the calculation of'IL has not 
been seriously affected. In addition, 4 of the 9 pixels have a large 
intensity, being displayed by the highest colour. This is indicative of an 
unreal Auger signal, probably a spike, substantiated by 3 of the high 
intensity pixels occurring in the space of 7 consecutive horizontal pixels 
and being preceeded by 2 zero intensity pixels; very erratic behaviour. 
None of these pixels were highlighted in the background map. A higher 
magnification inspection of the remaining 5 pixels revealed 2 pits, both 
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Fib. 27 Pixel intensity distribution for experiment 1 peak image 
Fig. 28 Experiment 1 noise stripped Auger sulphur peak map superimposed 
on SEI. 
Fig. 29 Experiment 2 noise stripped Auger sulphur background image 
superimposed on SEI. 
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Fig 30 High magnification SEM images of pits found on experiment 1 area 
using the searching routine. 
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Fig. 31 Point analysis of the cluster 1 pit confirming the presence of 
a sulphur rich area. 
highlighted in green, the first level above IL. SEM images and sulphur 
Auger maps taken at 5000X of these pits are shown in figs 35 and 36. Of the 
final 3 pixels, 1 occurred in the row of spikes and the other two were not 
associated with any structural or chemical feature. The background map has 
5 green pixels illuminated, none of which coincided with any coloured peak 
pixels or topographic features. 
3.6 Discussion 
The pixel intensity distributions for the 2 experiments are as uniform as 
could be expected for a relatively small number of counts per pixel. If 
necessary a longer dwell time could be used to improve the distribution. 
For both experiments most of the pixels with intensities > IL- corresponded 
to pits or small topographic features. This suggests that the theoretical 
assumptions and experimental conditions employed in the searching process 
are valid and can produce reliable results. Also, IL and its method of 
calculation has been shown to be a reasonable estimate for the background 
noise limiting intensity. Careful experimental setting up of the conditions 
needed for quantification is crucial for these assumptions to be 
justifiable. A small number of pixels were not highlighted by the presence 
of chemical or topographical features, but this was predicted by the 
theory. 
Many of the pits were illuminated in the background as well as the peak 
map, this was probably caused by the bright corrosion deposit encircling 
the pits enhancing the background signal at these areas. In every case, the 
presence of sulphur was evident from a larger intensity of the pixel in the 
peak map; a higher colour in the intensity scale being displayed. The 
colour scale was also useful in determining the presence of spikes in peak 
map of experiment 2. A genuine signal with an intensity much greater than 
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Fi& 32 Pixel intensity distribution for experiment 2 peak image, 
Experiment 2 noise stripped Auger sulphur peak map superimposed 
on SEI. 
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Fig. 34 Experiment 2 noise stripped Auger sulphur background raap 
superimposed on SEI. 
Fig. 35 High magnification SEI's for 2 pixels highlighted on experiment 
2 area. 
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IL, resulting in the highest colour being displayed, was very doubtful. Use 
of the amplitude option in the Digipad program enabled their very large 
intensity to be confirmed. A small number of spikes as shown by the results 
of experiment 2, have a negligible effect on a distribution of 65536 
elements. 
Identification of the highlighted features relies upon superposition of the 
Auger peak map on the SEM image. As the SEM image is recorded prior to 
Auger mapping, the results show that a specimen stage stability with a 
lateral shift of <1&m 0 pixel) over a period of 150 minutes (total 
acquisition time) is possible. Scratches on the metal surface, apparent 
from the SEM images, do not appear to have influenced the Auger signal 
intensity, which is encouraging. Generally, sensible interpretation of the 
processed maps requires the operator to excercise a certain amount of 
caution and have some experience of analysing maps processed in this 
manner. 
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CHAPTER 4 
Examination of embryonic pits formed after short immersion times in 
aggressive media. - 
4.1 Introduction 
The comparatively recent development of surface analytical instrumentation 
has resulted in the corrosion scientist being able to probe chemically sub- 
micron features on a surface using Auger spectroscopic techniques. These 
high resolution instruments have only been commercially available in the 
past 5-10 years and their expense and maintenance requirements has 
restricted their general use in corrosion laboratories. Consequently, Auger 
mapping studies of pitting corrosion is a subject which as yet, has 
received relatively little attention in the literature. The attraction of 
this technique is the potential wealth of information to be gained on the 
pitting process from studies of this nature. Combination of investigations 
using SAM with the well established electrochemical techniques will enable 
results to be mutually confirmed and more credible theories proposed. 
Knowledge of how alloying elements and aggressive anions behave in 
different environments will assist in the understanding of pitting 
initiation and propagation and ultimately in the development of more 
corrosion resistant steels. 
Chapter 3 was concerned with location of chemical inhomogeneities on a 
passivated surface, possible pitting initiation sites, using low resolution 
Auger mapping. This chapter will be concerned with the capacity of Auger 
(and X-ray) maps at high resolution to follow surface chemical changes 
occurring at pits during very early growth. 
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In 1987 Frankel et al" produced a paper entitled 'Metastable pitting of 
stainless steel'. The authors proposed an explanation for current 
transients occurring at potentials below the pitting potential which had 
previously been observed by a number of authors (section 1.5 of literature 
survey). They suggested that metastable pits grow by undercutting the 
passive film and their fate, propogation or repassivation, depends on the 
formation of a salt film at the pit base. Frankel's work indicates that all 
pits pass through the metastable stage and the crucial step in their growth 
is not initiation, but salt film formation. If this is the case, it is an 
important shift in emphasis, as much attention over the past 20 years in 
pitting corrosion research has been paid to establishing the initiation 
mechanism. Most of Frankel et al's evidence for this behaviour had been 
acquired using electrochemical techniques with a few SEM results. The 
subject of metastable pitting lends itself very well to study by high 
resolution surface analytical techniques. Consequently, I considered an 
investigation of this nature to be a useful contribution to the 
understanding of the pitting process. That was the initial aim of the 
following work. 
The first and largest section of this chapter is concerned with the 
production and analysis of 'metastable pits' and other interesting pitted 
sites. It will be seen that results from the other interesting pitted areas 
led the investigation into a more general examination of different pitting 
sites formed under the same conditions. The work is mainly concerned with 
pits which have initiated at inclusion sites. This occurred for two 
reasons. Firstly, most of the pits located, had initiated at inclusions. 
Secondly, because of the washing conditions used, the presence of many 
random dried deposits of solution compounds makes discrimination between 
deposits and random pitting sites a virtually impossible task. 
-71- 
4.2 Experimental Considerations 
Four subjects of experimental technique used throughout this investigation 
will be briefly discussed in the following section. 
4.2.1 Surface analysis of labile corrosion products 
For surface analytical studies of corrosion processes, the enormous 
potential of these techniques has one major drawback, the chemical analysis 
is performed ex-situ. However, it has been shown for passive films33"'36 
that after removal of the sample from solution, a short exposure to air, 
and insertion into a UHV environment does not result in an unnacceptable 
change in chemical composition of the surface layers. There are 
nevertheless, areas of controversy, the most notable being the presence or 
not of hydrogen in the passive film. Recent in-situ Raman' 37, Mossbauer'20, 
and EXAFS19 spectroscopic studies, have indicated differences in structure 
and composition between in-situ and ex-situ passive films formed on iron in 
solution. These differences have been attributed to the presence of 
hydrogen in, or bound to, the the film. In-situ techniques require long 
analysis times due to the weak signal obtained from thin passive films and 
have limited spatial resolution. These restrictions inhibit the use of 
these techniques from the study of localised corrosion of stainless steels. 
In general, despite the recent interest in the in-situ techniques for 
studying passivity, AES and XPS have been the most prominent 
characterisation method, providing invaluable and reliable information on 
the nature and composition of the passive film and other corrosion 
phenomena. 
Analysis of locally corroded sites with UHV surface techniques, involves 
other less stable species than oxide films, e. g. chlorides. These are 
-72- 
liable to rapid oxidation on exposure to air and have been shown to be 
unstable under an electron beam140. Previous studies127"14I have shown that 
provided low electrön beam currents are used, specimen damage and charging 
effects of these non-conducting species can be kept to acceptable levels. 
Short air exposure times has also not created serious problems, as only a 
small amount of oxidation takes place and the chloride signal can still be 
clearly observed. This chapter will show that corrosion deposits with 
thicknesses of the order of microns can be analysed with little or no 
charging effects. This enables simultaneous Auger and X-ray maps of these 
labile corrosion products to be acquired and their chemical composition 
determined. 
4.2.2 The use of applied potentials to create pitted surfaces for ex-situ 
analysis. 
Extraction of a sample for analysis whilst it is being subjected to an 
external potential inevitably causes difficulties, as there is a short 
period between the experiment being interupted and washing. During this 
time, the material is no longer under potential control, and the surface 
condition created by the artificial potential, is liable to return to its 
natural state. It has long been recognised that keeping the potential 
applied during removal of the sample from the bulk solution is useful in 
reducing this process. However it is probable that a film of electrolyte 
will remain at the interface between the sample surface and the medium 
through which it is being passed, until it is washed. The huge number of 
UHV spectroscopic studies on anodic passive films and, in particular the 
Round Robin results from a number of different laboratories'36, suggest 
that under these conditions providing the sample is washed quickly after 
removal from solution very little effect occurs. Much of this may be 
attributed to the stability of the anodic passive film once formed. In the 
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case of anodically formed pits many fewer references are available and the 
situation may be different. Firstly, pits have highly localised chemistry 
and associated electro-potentials. Consequently, removal of the high 
anodic potential producing these conditions is likely to have a more 
pronounced effect than over a continuous surface. Destruction of the 
modified composition of the occluded electrolyte in the pit, by vertically 
lifting it out of the bulk solution, followed by exposure to a thin film of 
bulk electrolyte prior to washing, further enhances the probability that 
chemical changes will occur. Finally, pitting is a more dynamic and 
unstable state than passivation and consequently is more susceptible to 
changes in conditions under which it thrives. 
4.2.3 Formation of pits on steels exposed at the free corrosion potential 
by the addition of redox couples to the corrosive solution. 
Research work at Bayer by Professor Grafen and co-workers has provided a 
basis for controlling the pitting induction time in marine environments by 
the additions of small amounts of oxidising agents to the solution142. 
Oxidising agents will promote the cathodic reaction and consequently 
induces an increase in the potential at anodic sites until a potential is 
reached at which localised dissolution occurs. Hydrogen peroxide was chosen 
as a suitable oxidising agent, the reduction reaction -at cathodic sites can 
be represented by 
H202 + 2e- ----> 20H- 
Initiating pits in this manner has the advantage of not involving applied 
potentials and hence reduces some of the problems of potential removal. For 
a surface analytical study such as the one to be undertaken, this method of 
creating pits is very convenient. It was intended that local potentials 
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produced by the oxidising agent additions, initiating pits, may be 
estimated by examination of the polarisation curves for the materials in 
the oxidising agent*'free solution, such as those in the previous chapter. - 
This however, assumes that the pits were formed by the breakdown of an 
anodic passive film and most of the results presented in this chapter were 
obtained after breakdown of an air formed film. The reasons for this will 
become evident in the remainder of this chapter. 
4.2.4 Sample washing. 
Ideally, surface analysis would be performed directly on a pitted specimen 
after exposure to the corrosive solution. However, the resulting surface is 
generally covered by a deposit containing the aggressive anion e. g. 
chloride, sulphate. For this reason, the specimen has to be washed prior to 
analysis. 
For most corrosion experiments, in particular, acquisition of polarisation 
plots, the specimen is held vertically in the electrochemical cell whilst 
the experiment proceeds. As mentioned earlier, during removal, the pit 
electrolyte mixes with bulk electrolyte changing its composition. This 
separation of the pit electrolyte from the pitting site is furthered by 
vertically washing after exposure. The presence of a salt film at the base 
of the pit, controlling the rate of pit growth, has been established for 
some time and according to Frankel et al its formation is critical for pit 
propagation. Salt precipitation from the saturated solution within the pit 
occurs-because of the particular composition of the pit electrolyte. 
Removal of these conditions and exposure to water will result in rapid 
dissolution of the salt film. This seriously changes the real situation 
inside the pit and affects the ensuing surface analysis. Hence, in the 
examination of pitting corrosion using surface analytical techniques, the 
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washing stage should be recognised as a very important step in the 
experimental process. Every effort should be made to preserve the pit in 
its true form. 
Creating pits by chemical means as described above enables the specimen to 
be easily exposed and washed in the horizontal position. This method was 
implemented in an attempt to preserve the fragile passive film covering the 
metastable pit and keep possible soluble pit contents associated with the 
pit. Results shown in this chapter will show this technique to be generally 
successful in its aims. 
4.3 Experimental 
4.3.1 Generation of pitted specimen 
Specimen preparation was as described in chapter 3. A solution of 0.5M NaCl 
+ 0.5M H2SO4 + 0.08% H202 was used to create pits in specimens of material 
4a. An exposure time of 10 seconds in this solution was used throughout 
these experiments after the initial studies to determine a suitable 
exposure time had been performed. The specimens were freely exposed 
horizontally in an agar dish containing the solution. After exposure the 
samples were removed using tweezers and quickly washed in the same 
horizontal position by dipping in a beaker of 'Milli-Q' water for about 1 
second. Drying was accomplished by placing the specimen on a tissue, most 
or all of the water draining into the tissue. The sample was immediately 
mounted on a stub and entered into the UHV system. This process took a 
maximum of 15 minutes. 
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4.3.2 Surface Analysis Conditions 
Auger and simultanedus EDX point analyses and maps were acquired using a VG 
MA500. An electron beam energy of 15keV and specimen currents of 6nA for 
point analyses and lOnA for maps were standard conditions. A CRR of 2 was 
used for point analysis and mapping to improve the count rate and reduce 
changes in chemical state affecting peak shape. A pixel resolution of 128 x 
128 was used for mapping. Auger dwell times were 100ms per pixel for most 
elements and occasionally 200ms for small peaks. EDX dwell times were 
nominally set at 200ms per pixel. However, due an intermittent software 
fault producing weak maps, the dwell times were sometimes increased or the 
X-ray maps repeated to obtain an acceptable signal. Ion beam etching was 
avoided where possible, but when neccessary, an etch of 10 seconds using an 
AG2 static ion gun with a beam energy of 5keV was found to be sufficient to 
remove surface contamination. 
Scanning electron micrographs were mostly acquired on a Cambridge S250 
microscope with incident beam energies ranging from 11keV - 21keV. one set 
of micrographs were taken using a Cambridge S100 microscope at 25keV 
4.4 Results and discussion 
4.4.1 Display of results 
Where possible maps will be shown with the corresponding SEM image. 
However, on occasions it was not possible to relocate interesting pitted 
sites for which maps or an SEM image had been acquired after transfer 
between instruments. All maps displayed have been corrected for 
topographical effects using the (peak-background)/background algorithm. 
Manganese Auger maps were acquired in the presence of iron. Use was made of 
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the overlap between the broad iron L3M23M peak and manganese L3M23M4S 
peak. The P-B signal from the iron L3M23M23 peak has a similar intensity to 
the P-B from the irdn L3M45M45 peak. Using the algorithm 
(n(peak)-(Fe(peak)-Fe(background)))-Mn(background) 
Mn(background) 
where Mn(peak) is the L3M23M. peak and Fe(peak) the L3M23M23 peak a 
manganese map was able to be extracted. Overlap also occurred in the X-ray 
spectrum between the Crkb peak and the Mnk, peak. Calculations of 
differences in relative peak areas between the Crk« and the Crkß peaks 
showed the Crki, peak to have an area of 0.2 x Crk« peak. As the Mnk. peak 
completely overlapped the Crkß peak, the algorithm 
Mn,,. (true) = (Mnk« + Crkß )-C. 2*Crka 
gave the true manganese signal. Sets of maps will be shown, the intensities 
for each map will range between 100% for the most intense pixel and 0% for 
the least intense pixel. These conditions distort the relative intensities 
of the mapped elements, but since true quantification of such complicated 
and variable corrosion products is virtually impossible using AES; the 
conditions enable all the maps to be easily comprehendable. The strength of 
the mapped element can be qualitatively judged by the variation of the 
background noise signal. 
4.4.2 Results and discussion from initial experiments to create metastable 
pits 
Most of the results will be concentrated in this section. In particular one 
of the two specimens (10 second exposure) provided a number of interesting 
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pitted areas. Reproduction of many of these results was found to be 
unachievable. Consequently, extensive analysis of this sample was performed 
over a7 month period. It will be shown that some degradation of the areas 
examined occurred over this period caused by a combination of UHV 
environment, occasional short exposure to air and electron beam damage. For 
this reason all maps and micrographs taken from this specimen will have the 
date of acquisition given with them for clarity. For reference, the 
corrosion experiment was performed on 19-1-88. This section is divided into 
3 subsections 
C1) Evidence for metastable pitting 
(ii) Pits initiated at oxide inclusions with associated silicon rich 
deposits 
(iii) Pitting behaviour at manganese sulphide inclusions 
4.4.2.1 Evidence for metastable pitting 
SEM studies in chapter 2 showed small pits to have been formed after 2 
minutes exposure of material 3a with an air formed film in a solution of 
0.5M NaCl + 0.5M H2S04 + 0.08% H202. Initial attempts to produce 
'metastable pits' were performed, exposing 2 samples of material 4a for 30 
seconds and 10 seconds. Specimen preparation was as described in chapter 3 
except that samples used in these initial experiments had been prepared 
about 6 months prior to exposure. During this period they were stored in a 
dessicator. 
4.4.2.1.1 Results after 30 second exposure 
The corrosive effect of a 30 second exposure is shown in figs. 37 and 38. 
The 2 micrographs show the grain structure of the metal surface to be 
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clearly etched. There has also been selective attack at inclusion sites. 
The pits have initiated at the boundary between the oxide inclusion and the 
metal matrix. 
The results suggest that the addition of H202 has the effect of anodically 
polarising the metal to a potential above the pitting potential. The air 
formed film is then rapidly broken down, initially resulting in the growth 
of pits. The potential of the metal surface must continue to rise 
anodically, resulting in transpassive behaviour, general breakdown of the 
oxide film and surface etching. To create metastable pits a 30 second 
exposure is too long as complete removal of the oxide occurs within this 
time. However, the morphology of the pit shown in fig. 38 suggests that 
after it's inception at the inclusion/metal matrix boundary it grew by 
spreading laterally as well as vertically. During its growth time there 
would have been some remnant of the oxide over the area into which it has 
spread, implying lateral growth by undermining the film. This has been 
suggested by other authors69 and in particular Frankel et al". 
4.4.2.1.2 Results after 10 second exposure 
A throrough SEM examination of this specimen revealed mostly open pitting 
sites initiating mainly at inclusions, but in one area of the specimen a 
number of pits were found with interesting morphologies which were 
investigated further. A number of micrographs and Auger/EDX maps will be 
shown in this section. The general behaviour of metastable pitting will be 
shown in one set of micrographs and associated maps (figs. 39-42). Many of 
the important features will be reinforced by evidence from micrographs and 
maps of other metastable pitting sites on the surface (figs. 44-48). 
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Fig. 39 shows a low magnification micrograph of three unusual sites of 
localised corrosion in the centre and right of the picture. Higher 
magnification micrographs of the areas of interest in fig. 39 can be seen- 
in figs. 40 (a) and (b). A later micrograph of area 2 is given in fig. 41, 
with corresponding Auger and X-ray maps shown in fig. 42. A schematic 
diagram of fig. 40(b) with the important characteristics labelled is given 
in fig. 43. Firstly, it is important to note the general surface condition 
after a 10 second exposure. Pits have initiated, as expected from results 
of the 30 second exposure, but as can be seen from fig. 39, the shorter 
exposure time has stopped the surface from becoming visibly etched. SEM 
scans of the surface revealed pits in varying stages of growth and sites 
which exhibited possible features of metastable growth were examined more 
closely 
Both of the micrographs in fig. 40 show raised blisters protruding from the 
metal surface. Auger and X-ray chlorine maps of area 2 show a strong signal 
from these sites revealing them to be covered pits. The membrane covering 
the pits is most likely the oxide film originally coating the metal surface 
which has been undercut as the pit has grown. This is particularly evident 
in the lower blister of fig. 40(b) where there is no change in structure at 
the interface between the raised film and surrounding oxide. In addition, 
the dehydrated film of the upper blister in fig. 41 häs been stretched and 
deflated around its perimeter and clearly appears to be part of the 
surrounding film. 
Micrograph acquisition of figs. 40 and 41 resulted in a thick layer of 
carbon being deposited over this region from the low vacuum conditions in 
the SEM. Consequently, this was the last area to be mapped on this specimen 
and needed a substantial etch prior to mapping. This may be the cause of 
the smeared oxygen Auger signal on the apparently normal oxide. The 
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specimen moved slightly soon after acquisition was started (evident from 
the results), this has affected elemental distributions of the upper 
blister more than the lower blister. - 
Auger maps of the blisters (fig. 42) show them to be chloride rich, the 
iron map suggesting this to be iron chloride. This surface chloride 
probably originated from the solution just above the blister, being 
deposited on the membrane surface during specimen extraction. Alternatively 
the chloride could be contained within the film or, less likely considering 
the strength of the chlorine signal, it originates from the thick chloride 
layer beneath the membrane. The oxygen Auger map is strong from the 
blisters, this is to be expected as the chloride present will have oxidised 
on exposure to air, which will contribute to the oxygen signal from the 
oxide. The oxygen intensity from the upper blister is strongest from the 
perimeter of the blister, beyond the high intensity chloride area, 
corresponding to the deflated edges of the membrane. Examination of the 
chromium and iron Auger maps reveals this to be a chromium strong and iron 
weak area. This suggests that either the film cover is an oxide rich in 
chromium or the underlying metal in the perimeter region is preferentially 
rich in chromium. 
The covered pits in fig. 40(b) have initiated adjacent to a row of 
inclusions which have been attacked, however there is no visible evidence 
of any inclusions in fig. 40(a). Manganese and sulphur X-ray maps in 
fig. 42 show there to be clearly at least 5 inclusions in the string. The 
top 2 inclusions can be identified as manganese sulphide from the X-ray 
maps. The sulphur Auger signal from the central open pit suggests this was 
originally the site of a third manganese sulphide inclusion which has 
almost, if not completely, been dissolved. The position of the uppermost 
inclusion cannot be readily identified from the micrographs. The lower 
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three inclusions show a strong manganese X-ray signal but no sulphur X-ray 
signal. However, the marked difference between the iron and chromium X-ray 
intensity at these sites indicates the inclusions contain chromium. These- 
inclusions can be concluded to be mixed oxide inclusions. Most other mixed 
oxide inclusions examined on this specimen were Mn/Cr/Ti/Al oxides, so 
these probably have the same composition. From these results it is not 
possible to determine where growth of the covered pits initiated; but in 
fig. 40(b) it is probable that pitting started at one of the sulphide 
inclusions for the upper blister and at one of the oxide inclusions for the 
lower blister. 
The X-ray chloride map shows the distribution of the salt film at the base 
of the covered pits. It is interesting to note the variation in chloride 
concentration of the lower blister. If initiation did occur at the 
inclusion/metal interface then any lateral pit growth might be expected to 
result in a morphology similar to that seen in fig. 38(b). However, if 
chloride concentration is indicative of pit depth, the pit is deepest 
furthest from its initiation point, contrary to the morphology expected. 
The higher chloride concentration at the far edge of the covered pit may 
explain why growth was lateral, the attack being concentrated in this area. 
As long as the membrane remains intact then the sharpest crevice in the 
metastable pit is formed at the interface between the metal and it's oxide. 
The attack will be continuously concentrated in this area until the blister 
bursts and the autocatalytic conditions are disturbed. The crevice attack 
between the metal and its oxide, resulting in lateral growth is a similar 
process to that which occurs at the front of the head during filiform 
corrosion between a metal and its coating143. 
The very small black spots near the central inclusion and upper blister of 
fig. 40(b), more clearly seen to be small pits in fig. 41, are typical of 
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the metal surface around sulphide inclusions for this particular exposure 
(results to be shown later in this chapter). Their occurrence around the 
blister in fig. 40(a) also, suggests that a manganese sulphide inclusion 
was present at that site prior to pitting. All three of the covers have 
openings. The blister in fig. 40(a) and the upper blister in fig. 40(b) 
have quite large openings, whereas the lower blister in fig. 40(b) has a 
number of smaller pore like holes in the film. A number of explanations are 
possible for the occurrence of the larger blister holes. 
(1) The larger holes in the film could indicate that stresses on the 
blister were such that it had started to rupture. 
(2) The film at the edges of the large holes is caved inwards, so the act 
of removing the sample from solution followed by washing may have torn 
the film around the larger pores creating larger holes in the pit 
cover. 
(3) If both the blister in fig 40(a) and upper blister in fig. 40(b) had 
initiated at sulphide inclusion sites and as the pit grows the film 
peels from the metal surface around the inclusions, large holes are 
left in the cover. However, the lower blister in fig. 40(b) probably 
initiated at the crevice between one of the oxide inclusions and the 
metal, and if this theory were to apply then there is no reason for 
large holes in the pit cover, as is the case. 
The second of the three sulphide inclusions, at the base of the upper 
blister (most clearly seen in fig. 41) has been attacked and is clearly 
covered by the membrane. However, sulphide inclusions exposed at the 
surface have no protective oxide film. This indicates that the original 
metal surface may have only exposed a very small portion of the inclusion 
(<100 nm2) and the original metal surface which extended under the cover 
has been etched away as the pit propagated. 
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The other results which relate to metastable pitting are sets of Auger and 
X-ray images or SEM micrographs and not combinations of the two techniques 
needed for a more sound interpretation. Firstly, two sets of Auger and 
X-ray images (figs. 44 and 45). The absence of a high resolution SEM image 
precludes such a detailed analysis of the results as that given for the 
previous area. Both of these figures show chloride rich areas which may be 
interpreted as deposits or covered pits. Spatial variation of elemental 
concentrations of the feature on the left in figure 44 and both features in 
figure 45 are similar to those in fig. 42 suggesting they are covered pits. 
In particular, the strong Auger oxygen and chromium intensity at the edges 
of the chloride rich features suggests the presence of a similar deflated 
oxide in these areas. It is interesting to note these features have not 
initiated at inclusion sites (unless the inclusions have been completely 
dissolved). Considering the very aggressive solution, this is not 
surprising and suggests that metastable pits, like normal pits, can 
initiate in regions of continuous oxide as well as at inclusions. It must 
be recognised that important structural substantiation for these areas 
being comparable to those in fig. 42 is not resolvable from the SEM images 
and the evidence just described is generally circumstantial. The chloride 
rich feature on the right in figure 44 partially covering the mixed oxide 
inclusion is probably a deposit, but higher levels of oxygen and chromium 
on the far right of this area are again indicative of a raised oxide. An 
example of a typical chloride deposit at an attacked inclusion site is 
shown in fig. 46. No such increases in the Auger oxygen and chromium 
intensity can be seen at the perimeter of the chloride deposit as they can 
in genuine metastable pits. 
Two SEM micrographs, figs 47 and 48, show areas displaying behaviour which 
is in agreement with them having been metastable pits. Fig. 47 has a 
centrally inflated cap which has collapsed around it's circumference, 
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structurally very similar in appearance to the upper blister of fig. 41. 
The ageing effect of 6 months mostly under vacuum will have resulted in 
similar changes in the blister film to those in fig. 41. Consequently it is 
reasonable to assume there were pores or larger openings in the membrane 
which have since oxidised and healed over. Also, the blister would have 
been inflated in the perimeter region where it has since collapsed. To the 
front right of the blister there is what is most probably a chloride 
deposit. The structure in the centre of the deposit appears fractured and 
the darker area above it is suggestive of openings in the membrane. The 
deposit is probably associated with the opening. Whether the chloride has 
oused out of the hole during the washing process, or, there was a high 
concentration of chloride in the bulk solution close to the opening which 
has subsequently been deposited, is not clear from the micrograph. The 
black spots in the collapsed membrane region may be indicative of pores in 
the blister but are probably similar to the small pits in the metal surface 
seen in the upper blister of fig. 41. The latter implies that pitting 
initiated at a sulphide inclusion concealed under the blister. 
Fig. 48 shows a feature which may be interpreted as a burst blister. 
Rupture has caused the blister to deflate and consequently it is difficult 
to determine how far the original blister extended. It does not have some 
of the general properties of the other blisters, e. g. -approximately 
circular, or, holes or pores in the membrane. The absence of holes or pores 
in the membrane may have resulted in the pressure from within the blister 
not being released and hence early rupture. 
However, the rim of the large 
opening is very indicative of a torn membrane, similar in appearance to the 
micrograph of a ruptured blister recently recorded by Natishan and 
McCafferty' 44 on metallic ion implanted aluminium with an oxide of 21-43A 
polarised above the pitting potential. 
4.4.2.1.3 Discussion 
The formation of blisters on an otherwise passive surface of aluminium146. 
and ion implanted aluminium144 has been observed by other authors. Film 
undermining of pits on stainless steel has been previously reported by Wood 
et a142 and a film covering a pit which had penetrated a thin stainless 
steel sheet has been examined by Yahalom et a170. This together with the 
evidence of Frankel et al supports the case for pit propagation to occur 
with the protection of an oxide film cover during its early growth. The 
results shown in this section are in agreement with this behaviour. Many of 
the points in the following discussion assumes the structure of the 
blisters and their openings in the first set of micrographs (fig. 's 39 and 
40) to be truly representative of the situation during aqueous pitting and 
not affected by washing and exposure to air or vacuum. The experimental 
observations will be discussed under the following headings 
(1) The origin of internal pressure creating raised blisters 
(2) Pore formation 
(3) Blister size and the effect of blister structure on pit growth rate 
(4) Initiation and growth of' metastable pits at inclusion sites 
(5) Rupture of metastable pits 
(1) The origin of internal pressures creating raised blisters 
Natishan and McCafferty144 and Bargeron and Givens1 ' have attributed the 
formation of raised blisters on aluminium in the early stages of pitting to 
the evolution of hydrogen from the pit base forcing the oxide away from the 
metal surface. Hydrogen evolution from propagating pits has been reported 
by Pickering and he explained the result as a potential drop to the active 
region within the pit746. However, this view has yet to receive widespread 
acceptance, notably in the case of small pits'47. Other explanations, apart 
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from gas evolution can be found for internal pressure inside the blister 
and the results shown here suggest that that blister growth, in this 
instance, is probably not the result of gas trying to escape from the pit.. 
Firstly, consider the presence of pores in the blister. If the blister was 
filled with hydrogen gas then there would be no reason for pores to have 
formed except at the point of rupture. The pores can be seen over much of 
the blister area, particularly in the lower blister of fig. 40 (b), and 
probably stabilise growth of the blister. The origin of these pores will be 
discussed in the next section. 
Secondly, a high concentration of chloride in the Auger and X-ray maps was 
found over the metastable pitting sites. If gas pressure was the cause of 
the blister a much lower concentration of chloride, probably located at the 
edge of the blister, would be expected, as found by Bargeron and Givens146. 
The internal pressure, resulting in a raised blister, for the results shown 
here is considered to be caused by a combination of: 
(a) electroosmotic pressure due to the large difference in chloride 
concentration within the covered pit compared to the bulk solution 
and 
(b) the pressure of anions and other corrosion products on the inside of 
the membrane trying to escape from the pit. 
(2) Pore formation 
Pores and holes in the blister could be formed by chemical or physical 
means. Taking first the possibility of chemical formation. The high acidity 
of the solution, paticularly within the blister will dissolve the oxide 
according to the equation 
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Me<O, + 2yH+ ---> xMe=. + yH2O 
Chlorides added to äcid solutions has been shown to increase the 
dissolution rate of passive films of iron and nickel alloys148'149. Data 
could not be found for stainless steels, but the effect would presumably be 
similar. Calculation of the time taken for dissolution is difficult as no 
data is available for the dissolution rate of stainless steel oxide films 
in this environment, and pH and local potentials would have to be 
estimated. Until experiments are performed which provide information on 
this subject, oxide dissolution to form pores and holes and possibly 
eventually causing rupture of the blister cannot be discounted. If the 
pores were formed chemically, then the process must be analogous to a 
mechanism proposed for pitting corrosion itself, localised breakdown of the 
oxide by chloride ions and acidic conditions. 
Examination of the experimental evidence may give some indication of the 
mechanism of pore formation. High concentrations of chloride on the 
generally intact blister surface are evident from the Auger chloride maps 
in fig. 42. This suggests that the oxide is generally resistant to the pit 
solution for the 10 second exposure. The findings of Yahalom et al7° 
(remnants of the passive film over pits which had penetrated steel foil) 
also suggest that the oxide is generally resistant to'chemical conditions 
within pits for some time. Indirect results indicate that pore or hole 
formation is probably caused by physical and not chemical means. 
The distributions of holes in the two blisters initiated at sulphide 
inclusions are similar but different from the blister initiated at an oxide 
inclusion. This suggests that dissimilar embrionic growth of the pits 
caused by the different initiation sites has affected blister growth. The 
absence of an initial hole in the blister initiated at the oxide inclusion 
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(probably caused by dissolution of the sulphide inclusion) means that more 
pores were needed to sustain growth. In addition, the results indicate 
similar growth rates for the blisters (see section 3). 
On the basis of this evidence it seems more likely that pores were formed 
by physical means. The internal pressures of the pit solution on the oxide 
would-cause tensile stress of the membrane resulting in it being stretched 
and hence weakened. Consequently, pressures of electrolyte, metal ions and 
corrosion products wanting to enter or escape from the pit would force 
creation of holes in the cover. Pore formation can be considered as 
necessary for continued stable blister growth. 
(3) Blister size and the effect of blister structure on pit growth rate 
The diameters of the four pits with covers still intact (fig. 's 40 (a) and 
(b) and 47) are very consistent, being 6-7µm. (It is interesting to note 
Isaacs calculations on current transient results proposing the final sizes 
of metastable pits to be 6-9µm before repassivation16°. This would indicate 
the blisters observed here were close, to rupture. ) Assuming initiation 
started at the same time, probably immediately the solution contacted the 
surface, the comparable sizes of the covered pits suggests that growth 
rates and factors controlling growth rates, were similar for the different 
sites. The holes or pores in the blister will allow transport of ions into 
and out of the pit. Their diameter and number will affect the current 
density and hence the growth rate. There are two factors which suggest 
growth rate was similar for the different metastable pits. 
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(a) Total pore diameter 
The distribution of 'openings in the covers of the three pits in fig. 's 40. 
(a) and (b) is quite different. However, estimating the area of each of the 
pores in the lower pit in fig. 40 (b) the total area is found to be similar 
to that of the sum of the larger openings in the other 2 blisters. As the 
pit grows, the pores continue to grow in area by cracks propagating across 
the cover (fig. 40 (a)) or alternatively another pore is created, allowing 
more ions to pass and hence current to flow. 
(b) Chloride concentration within the pit 
Frankel et al has shown the current for hemispherical metastable pits to 
increase approximately with the square of time and concluded that a salt 
film has not formed during this time. (The authors found metastable pits 
having lifetimes up to 15s). So in the time period before salt deposition 
growth of all the generally hemispherical metastable pits shown here should 
occur at a similar rate. Beck and Alkire'6', however, have proposed that 
salt films form in pits with diameters approximately the thickness of the 
passive film after 10-4-10-es, much faster than that predicted by Frankel 
et al. The X-ray chloride results presented here (fig. 42) indicate that 
the chloride concentration within the pit was saturated causing a salt film 
to be deposited at the base of the covered pits at some time during its 
growth. The pit cover inhibits the diffusion of chloride ions from the pit 
into the bulk solution, enabling a saturated pit solution to quickly 
develop. The similar intensity of the X-ray chloride from the two 
metastable pits indicate that there was a comparable concentration of 
chloride in both pits. In this case, salt deposition in the pits would have 
occurred after a similar period of time. The salt film present at the pit 
base causes a different growth rate which is potential independent and 
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diffusion controlled, so assuming similar transport properties (comparable 
total pore diameters), the covered pits should again grow at the same rate. 
It is the pit current which determines pore development in terms of number 
and diameter and not vice versa. As this is similar for the different 
metastable pits once a salt layer has been formed, the only difference 
between the metastable pits is how the internal pressure on the blister 
forces pores already formed to become enlarged or new pores to be created. 
This different structure of the blister probably affects its lifetime and 
may account for the different current transient lengths found by Frankel. 
The results shown here show the important role that the oxide film plays in 
the propagation and stabilisation of pit growth in its early stages. 
(4) Initiation and growth of metastable pits at inclusion sites 
These results give no direct information on initiation of metastable pits, 
but as discussed earlier the oxide film in general appears resistant to the 
electrolyte and consequently it is probable that pits initiate at 
structural defects in the oxide, in particular at inclusion sites, as shown 
here. The lower blister in fig. 40 (b) appears to have initiated at the 
interface between an oxide inclusion and the metal substrate and propagated 
by undermining of the oxide. This seems reasonable as there is a natural 
crevice at the surface between the inclusion and the metal where the film 
is defective. The inclusion is generally inert and so growth will occur 
downwards and laterally away from the inclusion as shown in fig. 38. 
Lateral growth will flourish as long as the oxide covers the pit with a 
limited number of openings. Passivating species from the bulk solution have 
a much longer diffusion path length to reach the pit edge for covered pits 
compared to open pits, creating a lateral crevice. This situation can be 
compared to the conditions in an open pit where the most concentrated 
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aggressive solution occurs at the base of the pit, encouraging vertical 
growth. 
Initiation of metastable pits at manganese sulphide inclusions seems less 
likely than at oxide inclusions as the inclusions, due to their high 
solubility will be attacked first1b2. However, the current will be highest 
at the edges of the inclusions and it has been suggested that this results 
in the dissolution of the metal at this point as well as the inclusion152. 
In a repeat of the 10 second exposure experiment on a different specimen, 
evidence for the initial attack of a large MnS inclusion to be concentrated 
at its edges is shown in fig. 49. The Auger and X-ray maps of this area 
indicate, however, that the corrosion product is soluble MnCl2 with no 
FeC12 evident. It is probable then, that the MnS will be mostly or wholly 
consumed before the bare metal is attacked. Consequently, if a substantial 
area of the sulphide inclusion is exposed at the'surface, then soon after 
exposure an open pit will be created at this site, for example, the pit in 
the centre of fig. 40 (b). Once the inclusion has been dissolved, assuming 
conditions within the pit are such that propagation can continue, a normal 
open pit will grow as the most occluded area within the pit will be the pit 
base. The situation may be different for sulphide inclusions with only a 
small area exposed at the surface or very small remnants of inclusions most 
of which have been polished away. In these circumstances the shape of the 
inclusion may be such that a lateral crevice is formed by dissolution of 
the inclusion, and propagation results in film undermining (as shown in 
fig. 50). The 3 dimensional shape of MnS inclusions and the area exposed at 
the surface will determine whether a metastable pit or open pit initiates 
at that site. This point is in disagreement with Frankel et al, who suggest 
that all pits start as metastable pits. Open pits may however repassivate 
once all the MnS has been dissolved and its fate may be dependent on salt 
film formation stabilising pit growth as proposed by Frankel et al. 
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The combination of horizontal washing and protective pit coverings has 
enabled chemical analysis of the pit solution by the combined Auger/EDX 
instrument used here. A different solution composition within the pit 
compared to the bulk solution is generally accepted, 3° but the composition 
of the pit solution, particularly in the early stages of pitting is not 
known. It has been suggested that in mixed chloride and sulphate solutions 
an FeSO4 salt film would be deposited at the pit base as this is less 
soluble than FeC12'63. The results presented here however show that the 
salt film is FeCl2 and not FeSO4 in the early stages of pitting. This is 
not unexpected since the Cl- ion has a higher electronegativity and smaller 
ionic radius enabling it to penetrate through the small pores in the pit 
cover more easily than the bulky S04- ion. 
The presence of an enriched chromium and oxygen Auger signal from the 
perimeter of the upper blister in fig. 41 compared to the surrounding oxide 
is an interesting result. The metastable pitting process has been stopped 
during a very dynamic stage, which may help explain the reason for this 
observation. The metal surface underneath the deflated oxide can be seen 
and appears not to have been attacked (fig. 41 and also fig. 47). This 
suggests the internal pressure inside the blister was sufficient to push 
the oxide film away from the metal surface ahead of the propagating pit. 
This is supported by examination of the X-ray chlorine maps in figures 42, 
44 and 45 which are concentrated in the central region of the pit, compared 
to the Auger chromium and oxygen enriched areas, which start from the edges 
of the centralised pit. The enrichment of either chromium or oxygen would 
lead to a number of possible explanations, but enrichment of both elements 
can have only 2 possible explanations: 
(a) The raised oxide is thicker than the surrounding oxide, its further 
growth being in the form of a chromium oxide or hydroxide. The Auger 
signal from the rest of the blister is masked by the chloride. 
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The other explanation relies on delamination of the oxide in the area of 
the high intensity chromium and oxygen occurring very shortly before 
removal of the specimen. 
(b) Depending on the exact solution conditions and potential considerations 
at the exposed metal surface under the delaminated oxide, repassivation 
or dissolution will initially commence. Both processes result in 
selective dissolution of iron leaving a chromium rich surface. 
Explanation (a) seems unlikely as the oxide whilst still attached to the 
metal would have no reason for thickening compared to the surrounding 
oxide. For the delaminated oxide to grow, dissolved Cr3+ ions in the pit 
solution would have to combine with the film. Explanation (b) is more 
plausible, particularly if a substantial area of oxide is stripped away 
from the metal. Delamination of the oxide will be followed by some of the 
pit solution filling the void. The solution covering the bared metal 
surface would have a lower concentration of H- and Cl- ions than that 
previously existing at the base of the metastable pit. The potential of the 
area surrounding a pit is less anodic than at the pitting site. The 
combination of this potential and solution conditions in this area would 
cause either initial passivation or dissolution. Whichever occurs, a 
chromium rich surface will result, as selective dissolution of iron takes 
place in both cases. Considering the possible situation of initial 
passivation; only when the pH reaches a sufficiently low value to 
thermodynamically induce dissolution will alateral crevice be formed and 
pitting propagate in this direction. In the case of initial dissolution, 
the reduced chloride concentration of the solution in the delaminated area 
would mean that a salt film has yet to be deposited on the metal surface in 
this region. Washing removes the solution exposing the chromium rich 
surface which then oxidises. The process of oxide delamination would result 
in faster growth of the metastable pit compared to undermining of the film 
by dissolution alone. The magnitude of the internal pressure within the 
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blister can be estimated by considering that delamination of the oxide 
ahead of the laterally propagating pit would only be possible if the 
internal pressure was greater than the work of adhesion between the metal 
and its oxide. 
(5) Rupture of metastable pits 
As for initiation, there is no direct evidence for the eventual cause of 
rupture. Fig. 48 suggests rupture occurred near the centre of the blister. 
No pores can be observed in this blister, inferring their diameter to be 
very small, or that the only opening in this blister would have been a 
large central hole, which may have contributed to its early rupture. There 
is evidence for the blisters to release much of their internal pressure 
either through pore formation (lower blister of fig. 40(b)) or by 
delamination of the oxide from the metal at the perimeter of the metastable 
pit (fig. 40(b) upper blister). However, either or both of these processes 
although initially releasing internal pressure may play a major role in 
membrane rupture. Pores or holes in the oxide will reduce its tensile 
strength and act as initiation sites for tears to develop, this being the 
most probable primary cause of rupture. The rapid growth caused by oxide 
delamination may destabilise blister growth and assist in the rupture 
process. In addition, stresses within the oxide film itself may also 
contribute. The size to which metastable pits grow prior to rupture 
probably depends on the particular growth process of individual blisters 
and hence the number and distribution of holes or pores in the oxide 
structure. As mentioned earlier, however, the rupture of blisters caused by 
chemical dissolution of the oxide cannot be discounted until evidence to 
the contrary becomes available. 
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Properties of the oxide which will affect blister growth are rigidity, 
tensile strength, and bond strength to the underlying metal. These 
properties will be a function of oxide thickness, composition and 
structure. 
One experimental condition which probably contributed to the formation of 
metastable pits is the aggressivity of the solution, lateral growth being 
more favourable at high pitting rates. Further experiments were performed 
on specimens prepared 24 hours before exposure and SEM examination failed 
to locate areas of metastable pitting. This may be a result of destruction 
of the covers during washing or as found on this specimen very few 
metastable pitting sites in a large area. However, for this sample the 
effect of 6 months as opposed to 24 hours air exposure after preparation 
would have resulted in the growth of a thicker air formed film and this 
extra thickness may have been important in sustaining blister growth. 
The main features of the proposed process of metastable pit growth can be 
summarised as follows: 
Initially, as the pit starts to propagate dissolution of the metal will 
occur in the vertical direction as this is the most occluded region of the 
pit. The directionality of growth from then on will be determined by where 
in the pit crevice conditions exist. Anything affecting the direction of 
growth e. g. the presence of an oxide inclusion on one side of the pit, or 
non hemispherical sulphide inclusions at the surface will influence the 
position of the crevice head and encourage lateral as well as vertical 
growth. Lateral growth will undermine the surface oxide and create internal 
pressures resulting in the growth of a blister. The internal pressures are 
considered to be caused by a combination of electroosmotic pressure and the 
pressure of anions and corrosion products on the membrane, trying to escape 
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from the pit. The pit cover produces an even more occluded cell and metal 
dissolution will continue in all directions as a result. However, the 
sharpest crevice will occur at the interface between the metal and the 
oxide promoting rapid lateral growth. Large concentrations of chloride 
within the metastable pit result in the formation of a chloride salt film 
at the pit base. The physical formation of pores in the blister will allow 
more ions and hence current to pass and release some of the internal 
pressure within the blister, stabilising blister growth. However, there is 
evidence to suggest that the blister internal pressure is large enough to 
cause delamination of the oxide from the metal ahead of the corroding 
metal. This will result in even faster lateral growth than if corrosive 
undermining is needed to release the oxide. Iron is initially selectively 
dissolved in the lateral crevice resulting in a chromium rich surface. 
Blister growth will continue until the internal pressure causes a tear to 
develop from one of the holes in the membrane, resulting in rupture. 
4.4.2.2 Pits formed at oxide inclusion sites with associated silicon rich 
deposits. 
4.4.2.2.1 Results 
During the SEM study of this specimen most pits which-had initiated at 
oxide inclusions showed little or no structure around the pit. Some 
however, had corrosion deposits located adjacent to inclusions as in fig. 
46. As well as these sites, others were found with more complex morphology 
and chemistry which are described in this section. This set of results 
includes 2 micrographs with accompanying Auger/EDX maps (fig. s 51-54) and 
one other micrograph exhibiting similar features (fig. 55). 
-98- 
4 
f 
sý 
N 
dir 
' 
~Y 
adl 
a . - 
. I, 
. 4dNk 
malil we '- - -r 
t 
ý_ 
.. ,. ý'r " ,,. 
' wool aýýl 
osowl- ` 
0 
Fý1 Micrographs showing pitting at a mixed oxide inclusion and 
associated silicon rich corrosion deposits. 
Fix. 52 Auger/EDX. maps of features in Figure 51. Acquired 18-2-88) 
07 lip 
    8 
-- . 
>_ i. 1.1. ýý .dr r_". ,7W1ý, 
f1_ '" -1 '- -ý 
`r_ii 
.' 
f' 
FZ. 54 Auger/EDX maps for Figure 53. (Acquired 
24-2-88) 
1ýý 
""ý 
--. i 
IL 
JIL 
F1_ _ Micr. graptl Ißt pitted 5rea with d clE'1_'c>'. -it mUrpiluio6j. r riiiy _iIflii it 
to Figure 51(a). (Acquired 20-1-88) 
ý. 
ý ýý: 
~ý. 
Firstly, it is important to note again, the varying dates of micrograph and 
map acquisition. The effects of ageing/vacuum exposure/the electron beam 
can be clearly seen-in comparison of fig. 51(a) with 51(b) or fig. 53 with 
the MA500 SEM image in fig. 54. Examination of the set of micrographs 
reveals some general characteristics. Pitting has initiated at the oxide 
inclusion/metal matrix boundary, as expected. (Figs 52 and 54 show the 
inclusions to be be mixed Ti/Mn/Cr/Al oxide inclusions. ) Morphological 
features can be seen spreading out from one or more of the crevices. The 
origin of these features is difficult to determine. The micrographs in 
figs. 53 and 55 show characteristics which suggest they could be the 
original metal oxide or a derivative of this oxide which has been forced 
away from the metal surface as proposed for the case of metastable pits. In 
fig. 53, the largest bubble type feature has a rim around its perimeter, 
similar to that of fig. 47 and indicative of a deflated membrane. Also in 
fig. 53 the outer regions of the second largest bubble may be compared to a 
similar area in the upper blister in fig. 40(b), a dehydrated and stretched 
region of collapsed oxide. The feature spreading out from the inclusion in 
fig. 55 is raised compared to the metal surface and has an opening near its 
end. The two features extending from the inclusion in figs. 51(a) and (b), 
however, show none of these characteristics and have the appearance more of 
deposits. Also, the morphology of the metastable pit covers is different 
from the features in figs. 53 and 55. There are no pores or cracks visible 
in the membrane and the only hole (fig. 55) appears near the edge of the 
raised membrane. 
One characteristic which is common to all of these areas and not seen at 
the metastable pitting sites is the presence of white material on the 
features spreading out from the inclusions. This material appears quite 
solid in fig. 51(b) but has flaked near the perimeter of the largest 
feature in fig. 53 and a crack in the layer can be seen in fig. 55. The 
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'whiter' appearance of the material in figs. 51(b) and 53 is probably the 
result of dehydration, these micrographs being taken at a later date than 
figs. 51(a) and 55. -The outermost discoloured area of the feature in fig. 
55 has a similar appearance to the features in fig. 51(a), suggesting it 
has the same composition. The flakiness of the white material in figs 53 
and 55 suggests that it is sitting on a thicker layer which may or may not 
be the metal oxide. Consideration of the chemical information shown in the 
Auger and X-ray maps, clearly reveals this white material to be rich in 
silicon. This area also shows a strong oxygen signal, which agrees with the 
silicon KL23L23 peak occurring at 1606eV, silicon being present in the form 
of an oxide. An increased strength in the silicon signal for these regions 
can also be discerned in the X-ray maps, particularly for fig. 52, showing 
the silicon oxide to be a layer with a thickness greater than the escape 
depth of most Auger electrons. The Auger signal from elements beneath the 
silicon oxide would be attenuated by the overlayer, which explains the 
reduction in intensity of the iron and chromium Auger maps in this area. 
Next to the inclusions in both sets of maps there are strong X-ray and 
Auger chloride signals. A concomitant increase in the iron signal can be 
seen at these sites indicating the presence of the corrosion product iron 
chloride. Sharp structural features can be associated with these deposits 
in fig. 51(b). The strong X-ray chloride signal from the deposit to the 
left of the inclusion in fig. 51 covers a larger area than the Auger 
chloride signal from the same feature. This indicates that some of the 
chloride is covered by a layer stopping the chlorine Auger signal. 
Examination of the Auger maps shows the layer once again to be silicon 
oxide. It may be considered then, that on extraction of the specimen from 
solution, the whole of the two features spreading out from the inclusion 
were covered in a layer of silicon oxide. This would agree with the 
topography of the original micrograph (fig. 51(a)). The cracks in the 
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silicon oxide layer evident from the micrograph would have allowed the 
passage of oxygen to the iron chloride underneath on exposure of the 
specimen to air which has resulted in extensive oxidation and growth of the 
corrosion deposit to the structural form seen in fig. 51(b). Comparison 
with the growth of the originally flat chloride deposit on the bottom edge 
of the inclusion in fig. 51(a) shows the extent of oxidation which has 
taken place since exposure. Other smaller deposits of iron chloride can be 
seen from the Auger and X-ray maps in the silicon rich area further out 
from the region local to the inclusion. The presence of chlorides only in 
these areas and not generally around the whole inclusion site indicates 
that these silicon rich features are definitely associated with the pitting 
process in some capacity. 
Examination of the main inclusion containing elements apart from Cr, i. e. 
Mn, Ti, and Al shows some interesting chemistry occurring during pitting. 
(The general distribution of chromium precludes examination of trace 
concentrations around the inclusion area). The inclusions are known to be 
generally inert and the largest X-ray and Auger intensities for Mn, Ti, and 
Al are present at the inclusion sites as expected. However, the Ti and Mn 
Auger maps in figs 52,54 and 46 (Ti only, Mn not mapped) show a 
discernable signal from areas of chloride corrosion product. The X-ray maps 
show Ti to be located only at the inclusion site, but .a low Mn signal can 
be seen in the two main corrosion deposit areas in fig. 52. The low 
concentration of the Ti and Mn maps may be misleading as the silicon oxide 
overlayer could again be attenuating a stronger signal. 
Al shows different behaviour from Ti and Mn. In the Al Auger map in fig. 52 
only a very low signal can be seen which is located at the inclusion and 
crevice area, but a spectrum from the spot marked x in fig. 51(b) shows a 
clear Al peak (fig. 56). A stronger signal can be seen in fig. 54, the 
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highest intensity occurring at the crevices at both ends and between the 
two inclusions. Examination of the X-ray maps shows a significant increase 
in intensity in the-crevice regions (also clearly shown in fig. 46). Higher 
magnification micrographs of the crevice regions in figs. 51(b) and 53 are 
shown in figs. 57-60. The mottled features covering the crevices in figs. 
58 and 60 and associated with the lower part of the crevice in fig. 57 
correspond very well with the Al rich areas in the Auger maps. The results 
in figs. 46,52 and 54 indicate that aluminium enrichment in the 
inclusion/metal crevice is a general feature of localised attack at 
Ti/Mn/Cr/Al oxide inclusions. It could also be argued from figs. 52 and 54 
that the enhanced aluminium intensity in the pit implies the dissolved 
silicate was present as an aluminium silicate. Aluminium enrichment in the 
pit crevice, suggests a high concentration of A13' ions were present in the 
pit solution which have since oxidised to form oxide or oxychloride 
compounds. 
These results show that some dissolution of the mixed oxide inclusions has 
taken place. In particular, the strength of the Al signal at the 
inclusion/metal crevice suggests that it may play an important part in the 
pitting process occurring at Al containing oxide inclusions. 
4.4.2.2.2 Discussion 
The 'white' features near the inclusions have been shown to be rich in 
silicon oxide at the surface. The source of the silicon has not been 
identified and hence interpretations of the processes occurring at these 
sites must be speculative. However, location of chloride in silicon rich 
areas only, infers a direct or indirect correlation between the presence of 
silicon and the pitting process. In an attempt to locate the origin of the 
silicon three possibilities were considered: 
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(a) The oxide inclusion had an outer shell rich in an oxide form of 
silicon at regions where pitting had initiated. 
(b) Silicon was present in the solution, possibly by leaching of the 
glassware in which it had been stored. 
(c) Silicon had originated from the metal, the element being present at 
a concentration of 0.25% in the alloy. 
(a) The presence of silicon in inclusions in the form of silicates and 
silica has been found by previous workers, but the composition of these 
inclusions is dependent on a number of variables in the steel making 
process e. g. deoxidation materials employed, composition of furnace etc. 
and complex oxide structures are common'E4"168. Bojarski et all 64 found a 
mixed silicate inclusion containing oxides of six elements and areas 
enriched or depleted in each of these elements. Most of the oxide 
inclusions examined in this steel have been found to be mixed Ti/Mn/Al/Cr 
oxides; however, a small number of silica/silicate inclusions were found. 
An example is shown in fig. 61, the X-ray maps indicating this particle to 
be a silica/aluminium silicate inclusion. The absence of silicon in the 
majority of inclusions suggests it was not added as a deoxidizer, but 
probably originates from the addition of ferroalloys during the steel 
making process'66. The oxide form of silica is unreactive towards almost 
all acids, however, some silicates, particularly alkali metal silicates are 
soluble. The results shown here agree well with the oxide inclusion 
containing a soluble silicate shell when considering the known behaviour of 
silicates in solution. 
The initial reactions involved in the formation of silicate gardens, plant 
like growths in solution, are directly applicable to the situation 
encountered here. Corrosive attack of the inclusion will result in 
silicates being dissolved. In addition, the steel will be attacked and 
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Fig. 61 Backscattered micrograph (a) and EDX maps (b) of a 
silica/silicate inclusion in material 4a 
solvated ferric chloride released as a corrosion product into solution. 
Reaction of the the metal salt with the dissolved silicates will cause a 
gelatinous iron silicate envelope to form and precipitate onto the metal 
surface. The morphology, spatial and depth distribution of elements found 
at these pitted sites is consistent with these reactions taking place. 
(b) To establish if silicon was present in the original electrolyte, a 
sample of the solution was submitted for analysis by Inductively Coupled 
Plasma Source-Mass Spectrometry (ICP-MS). The results showed silicon to be 
present at a concentration of approximately 2 ppm (ug/ml). This 
concentration is low and the observation that only a few of the many 
pitting sites exhibited silicon oxide precipitation indicates the general 
solution not to be the source of silicon. 
(c) The alloy concentration of silicon is low at 0.25'%. Silicon in its 
elemental state is a powerful reducing agent and reacts with water to 
form 
silica or silicates166. It would be expected that any silicon in the alloy 
exposed at the base of the pit would oxidise and assist repassivation. The 
presence of silica away from the pit base would not be consistent with 
it 
originating from the alloy. 
To summarise, a soluble silicate shell to the mixed oxide inclusions is 
considered as the probable origin of the silicon oxide membrane deposited 
next to the pits initiated at these inclusions. No enrichment of the 
silicon X-ray signal can be seen in the pitted areas indicating much of the 
silicate has dissolved. The composition of the silicate is not known, but 
the higher solubility of alkali metal silicates compared to heavy metal 
silicates suggests an aluminium silicate is more likely. 
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These results have been particularly beneficial in assessing the chemistry 
of pitting initiating at mixed oxide inclusions. The presence of a small 
crevice at the metal surface between the oxide inclusion and metal matrix 
and the consequent defective oxide film at this point has been considered 
to be the main cause of pit initiation at these sites. Areas of thinner 
oxide or exposed metal are inherently more anodic than the surrounding 
oxide due to the semiconducting nature of the metal oxide film. Breakdown 
of the defective oxide at the crevice leaves a prime occluded site for 
pitting corrosion to propagate. Physical crevice conditions created by the 
dissolution of iron close to the inclusion and the general insolubity of 
the inclusion enables the pit to penetrate into the metal to the depth of 
the inclusion with little chance of repassivation. 
Morphologically, the apparent stability of oxide inclusions to pitting 
conditions has suggested chemical conditions within pits initiated at mixed 
oxide inclusions to be similar to those not associated with inclusions. 
However, in the results presented here, Al, Mn and Ti have been positively 
identified away from the inclusion site showing some dissolution of the 
inclusion has taken place. The high concentration of Al in the pit 
indicates substantial involvement of Al in the dissolution processes 
occuring at the pit base. Al has been selectively leached from the 
inclusions and the concentration in the pit suggests Al has diffused from 
the whole of the inclusion volume. This implies the inclusions have quite 
an open porous structure agreeing with the findings of Castle and Ke167. 
Dissolution of Mn and Ti may occur as spinel or more complex oxide 
structures containing Al break up as a result of Al leaching. The local 
concentration of Al in the pit may be indicative of salt formation (e. g. 
A1C13.6H20) at the pit base as discussed by Janik-Czachor et a1768. A 
mixture of Al and Fe salts or alternatively a combined Al/Fe salt may be 
controlling the dissolution rate. Al from the inclusion is probably 
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actively involved in the pit chemistry from the early stages of growth once 
dissolution of the steel next to the inclusion creates acidic conditions 
enabling breakdown of the aluminium oxide to occur. 
The half cell reactions for pitting of aluminium in chloride environments 
can be given as 
anodic metal dissolution Al ---> A13` + 3e- 
cathodic oxygen reduction 02 + 2H20 + 4e- ---> 40H- 
Hydrolysis of the metal salt results in precipitation of Al(OH)3 and 
acidification of the pit solution 
A13' + 3H20 ---> A1(OH)3 + 3H' 
In these results the corrosion products appear to be mainly iron chlorides 
but the Al rich mottled features partially or completely covering the pits 
in figs. 57-60, are probably Al(OH)3. It should be noticed that there are 
no corrosion deposits spreading out from the Al rich areas which suggests 
these layers were formed during the 10 second immersion as part of the 
corrosion process and not deposited from solution during specimen 
extraction or grown on exposure to air. In particular, the pit shown in 
fig. 58 appears to be almost completely covered by the Al rich layer. The 
circular shaped feature in the centre of the layer (probably concealing the 
small pit mouth) is the only further corrosion product around this pit and 
the Auger chlorine signal can be seen to be very locally associated with 
the Al rich area. In the longer term development of the pit, Al layers 
covering the pit mouth will lead to a more occluded cell, reducing the 
chances of repassivation and accelerating pit growth. Evolution of hydrogen 
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from aluminium has been shown by Bargeron and Benson to occur above the 
pittng potential'69 and considered by Wood et al'60 and de Wexler and 
Galvele's' to occur from the pit as a result of acidification. Hydrogen 
evolution would prevent complete obstruction of the pit mouth by the 
deposited Al(OH)3. 
It has been noticed in this work and by previous authors that some oxide 
inclusions are attacked and others not. Pits are generally considered to 
initiate at inert oxide inclusions due to a defective passive film adjacent 
to the inclusion, and this is probably the case. The results presented 
here, however, have indicated some dissolution of the oxide inclusions, in 
particular, those containing silicates. Certain oxide compositions and 
phases may have a high solubility and consequently inclusions containing 
these structures would act as active sites, much like MnS, dissolving on 
exposure to the electrolyte. Solubility studies on a number of discrete 
inclusions with differing oxide compositions would provide invaluable 
information and may show why only some oxide inclusions act as pitting 
initiation sites. 
4.4.2.3 Pits formed at MnS inclusions 
4.4.2.3.1 Results 
The corrosion behaviour of MnS inclusions on this specimen (apart from 
those involved in metastable pitting) was generally consistent. Three sets 
of SEM micrographs (figs. 62-64) and corresponding Auger/X-ray maps (figs. 
65-67) will be examined in an attempt to reveal the chemical processes 
occurring at these sites. The micrographs show the MnS inclusions to be the 
the main sites of attack but numerous smaller pits can be seen surrounding 
the central pits. Corrosion deposits can be seen to be associated with each 
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of the large pits and the highest density of the smaller pits is generally 
found beneath these deposits. Other smaller solution deposits are scattered 
around the pits. It"Is interesting to note that some of the surface 
scratches are preferential sites for initiation of the small pits (arrowed 
in fig. 64(a)) whereas others appear to have little influence (e. g. fig. 
63(b)). Sub-surface extension of the sulphide inclusions in figs. 62 and 64 
can clearly be seen from the backscattered images and the X-ray Mn and S 
maps. 
Examination of the X-ray and Auger chlorine maps reveals the large 
corrosion deposits to be chloride based. The high density of chloride ions 
attracted to the pits is apparent. An increased Auger oxygen signal from 
many of the deposits shows the oxidation which has taken place on exposure 
to atmosphere. A significant concentration of sulphur can also be seen in 
the large deposits, evident from the X-ray maps. However, an Auger sulphur 
signal is not present in these areas in figs. 65 and 67 and only at the 
deposit perimeter in fig. 66, showing the sulphur rich layer of the 
deposits to be covered by chloride. The elemental distributions in the 
Auger maps for the smaller deposits in each of the figures are the same as 
for the larger deposits, with figs. 65 and 67 being chloride rich and fig. 
66 showing high sulphur concentrations at the deposit perimeter but no 
chloride signal. The increased oxygen signal at the small sulphur rich 
deposits in fig. 66 is suggestive of an oxygen rich sulphur compound 
deposited in these areas from solution. 
It would be useful to determine both the metallic composition of the 
chloride in the deposit and the nature of deposit formation (i. e. build up 
of insoluble salts during pitting or deposit of soluble salts from solution 
on removal from solution). 
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Metallic chloride composition of deposits 
Determination of the' chemical composition of the deposits from the results- 
is difficult due the general distribution of the alloying elements. It 
might be expected that if the pit was formed purely from dissolution of the 
MnS inclusion, as for fig. 49, then it would be largely composed of MnC12. 
However, comparison of the point spectra from the deposits taken from figs. 
65 and 66 to that from the lower deposit in fig. 49 (figs. 68-70 
respectively), shows there to be a distinct L3M4 Mas iron peak in figs 68 
and 69 which is absent in fig. 70 and no significant increase in the iron 
L3M23M23 and L3M23M4s peaks. These results indicate the presence of iron 
but not manganese. Manganese Auger maps were consequently not recorded for 
these areas. Furthermore, comparison of figs. 68 and 69 with a point 
spectrum from the surrounding oxide (fig. 71), shows the chromium L3M23M45 
peak to be weak and the nickel LMM peaks (from the underlying metal) in 
fig. 71 to be absent or indiscernable in figs. 68 and 69. Surface oxidation 
of the chloride deposits has reduced the intensity of the metal peaks 
preventing definitive identification of the metal chlorides present in the 
Auger spectra. Examination of the Feka/Crka and Feka/Nika ratio for the 
X-ray point spectra taken from the deposits in figs. 65 and 66 show no 
substantial variation from the bulk alloy. 
A detailed quantitative EDX study or Auger depth profile of these deposits 
would be needed to give a better indication of the composition of the 
metallic chloride in the deposits. However, information on preferential 
dissolution of any particular alloy component could be difficult to 
determine from the EDX and Auger spectra considering the probable complex 
composition and structure of the chloride. 
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To summarise, the chloride component of the deposit is predominantly FeC12 
or FeC13. The presence of CrC13 and NiC12 is probable, as no significant 
variation was found"for the X-ray spectra taken from the deposit compared 
to the bulk. MnC12 is not a major component of the deposit, but the Mn X- 
ray map in fig. 67 is indicative of a small amount present. 
Nature of deposit formation 
At first sight the presence of sulphur deep in the deposit and not at the 
surface suggests a gradual build up of the deposit as pitting progressed 
from the sulphide inclusion into the surrounding alloy. However, this is in 
disagreement with the earlier proposal that most or all of the sulphide 
inclusion will be consumed before the metal matrix is attacked. In this 
case, sulphur should have been present at the surface of the deposit if it 
has been growing during the 10 seconds of pitting. Also, a gradual growth 
of deposit is contrary to the soluble manganese chloride and absence of 
sulphur species away from the inclusion, found in the maps of fig. 49. 
A stronger case can be found for the deposit being formed during specimen 
extraction. A close examination of the SEM micrographs of figs. 62 and 64 
shows the deposit surrounding much or the whole of one of the cluster of 
pits in the inclusion group, implying deposit formation during specimen 
removal. In particular, the area of the pit surrounded by deposit in fig. 
67 has a shade much darker than the rest of the pit and similar to the 
deposit. This observation is supported by the Auger and X-ray chloride maps 
showing the high intensity chloride to be continuous over the right side of 
the pit and a reduction in the sulphur Auger signal in this region. Similar 
chlorine and sulphur Auger results can be seen for fig. 66. An alternative 
explanation for the presence of sulphur deep in the deposit based on the 
solution deposition explanation will be proposed in the discussion section. 
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Comparison of the corrosion behaviour of MnS inclusions found on this 
specimen with a MnS inclusion mapped on a later specimen (fig. 49) shows 
differences which need to be addressed. These are, differing composition of 
deposit (predominantly iron chloride in the former compared to MnC12 in the 
latter) associated with locality of attack, and absence of secondary 
pitting in fig. 49. Differences in the distribution and size of the 
sulphide inclusions could be responsible for the variations. The inclusions 
in figs. 62-64 occur as strings of small particles broken up during sheet 
rolling. In contrast the inclusion in fig. 49 appears at the surface as a 
large single particle. A large proportion of the inclusions in figs. 62-64 
have been dissolved, compared to a small amount of the inclusion in fig. 
49; consequently, in the former case a much higher concentration of sulphur 
would have been released causing secondary pitting. 
A reduction in the Auger chloride signal in the centre of both large 
deposits in fig. 66 caused by prior Auger analysis at these points has 
resulted in migration or desorption of chlorine atoms due to local thermal 
heating. An increase the Auger chromium and oxygen signals can be seen in 
the corresponding position. 
4.4.2.3.2 Discussion 
The initial attack of MnS leads to the following total reaction occurring 
according to Wranglen'52 
MnS + 4H20 ---> Mn2+ + SO42- + 8H+ + 8e- 
The intermediate reactions at low pH suggested on thermodynamic grounds can 
be summarised as 
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MnS ---> Mn2" +S+ 2e- 
Followed by oxidatioh of sulphur 
S+ 3H20 ---> H2SO3 + 4H' + 4e- 
H2SO3 + H2O ---> HS04- + 3H- + 3e- 
Whereas, a recent paper by Lott and Alkire'62 proposes two independent 
reactions proceeding 
2MnS + 3H20 ---> S2032- + 2Mn2"' + 6H' + 8e- 
MnS + 2H+ ---> Mn2 +S+ HZ 
The authors identified the thiosulphate ion as the only sulphur species 
liberated in solution during corrosion of MnS in neutral deaerated NaCl 
solution. Thermodynamically, sulphite would be expected, its absence being 
attributed to unfavourable kinetics for the oxidation of thiosulphate to 
sulphite. 
Considering the thermodynamic predictions of Wranglen"together with the 
relatively acidic and aerated solution used here, an oxo acid of sulphur 
(of the form ILSYO=) is a probable sulphur species produced by the 
dissolution of MnS. An experiment similar to that performed by Lott and 
Alkire would be necessary to determine the particular acid, as prediction 
using thermodynamic data has been shown to be indefinite. The likeliest 
cause of the numerous smaller secondary pits formed around the main 
inclusion initiated pit is the passivated surface being attacked by a 
shower of the acidic sulphur species. Sulphur species are known to initiate 
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pitting, acting as catalysts and lowering the activation overpotential by 
adsorbing to the surface. The H- from the acid will assist breakdown and 
propagation of pitting by producing local acidification at the adsorption 
sites. 
The presence of oxo acids of sulphur at the metal surface around the 
central pits explains the experimental finding of high sulphur 
concentrations deep in the deposit and not at the surface. Chloride 
deposited. on the surface during specimen extraction would have trapped the 
sulphur containing acids resulting in a layer of sulphur rich material at 
the bottom of the deposit. Acid away from the deposit will have been 
dissipated during the ensuing water washing. It can also be noted that much 
of the severe secondary pitting occurred in the main deposit regions, 
probably caused by the harsher acidic conditions due to the high 
concentration of chloride in these areas. 
Comparison of pitting at MnS inclusions to that at mixed oxide inclusions 
has shown the corrosion processes involved to be complex and strikingly 
different. It has been shown in both cases that the inclusion constituents 
play an active role in the pitting chemistry. In particular, sulphur 
species released on dissolution of the MnS inclusions act as aggressive 
anions causing extensive pitting of the homogeneous oxide close to the 
sulphide inclusion. The secondary pitting is probably a function of the 
very high concentration of acidic sulphur species in this area. The results 
have also shown high concentrations of chlorides close to pits initiated at 
oxide inclusions, but no secondary pitting. Consequently, it may be 
reasonable to propose that localised attack of the homogeneous oxide may be 
more readily caused by acidic sulphur species. Experiments comparing the 
initiation sites for pits formed in acidic sulphur containing media to 
those formed in acidic chloride media would give information on whether 
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there are significant differences between the role of the relative species 
in the initiation mechanism. 
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CHAPTER 5 
Conclusions 
(1) The corrosion properties of two sets of stainless steels, each 
comprising of four different alloy compositions, but with different 
annealing treatments in 0.5M H2S04 + 0.5M NaCl have been assessed. Anodic 
polarisation curves recorded for the materials have shown that molybdenum 
incorporation into the stainless steels markedly improves their corrosion 
resistance. In contrast, the addition of 0.036% of nitrogen to stainless 
steel has had no significant effect on its corrosion properties. Diffusion 
annealing the steels generally increases the grain size, but has little 
influence on the corrosion resistance, indicating that few if any pits 
initiate at grain boundaries. 
(2) For the reliable identification of pitting initiation sites using SAM, 
a computer program which quantifies and statistically processes the Auger 
maps has been developed. The program searches for small areas of chemical 
deviation on an otherwise homogeneous smooth surface. Experimental trials 
using Auger maps from a pre-pitted stainless steel specimen processed using 
the search routine showed the variation in Auger electron intensity to 
follow a Gaussian distribution; verifying the statistital theory employed 
by the program. Processed maps successfully located sub-micron pits on the 
metal surface. This novel search routine can be applied to the 
identification of outliers in any image where the intensity variation can 
be described by a statistical distribution. 
(3) The early stages of pitting have been examined by exposing stainless 
steel samples to a solution of 0.5M NaCl + 0.5M H2SO4 + 0.08% H202 for 10 
seconds. This unusual method of creating pits also enabled horizontal 
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exposure and extraction of the specimen, keeping soluble corrosion products 
associated with the pit, and producing minimal disturbance to the pitting 
environment. The micro-pits examined using SEM, SAM, and EDAX, can be 
classified into three different groups 
3(a) Metastable pits 
These pits were characterised by a perforated oxide film covering the pit 
mouth. Auger/EDX maps showed large chloride concentrations within 
metastable pits. A growth mechanism for metastable pits has been proposed, 
incorporating, the influence of the pit cover and its structure on 
propagation, the origin of internal pressures within metastable pits and 
the cause of membrane rupture. 
3(b) Pits initiated at oxide inclusions with associated silicon oxide rich 
deposits. 
Mixed oxide inclusions, generally Ti/Mn/Cr/Al oxides were found to be 
pitting initiation sites. A few pitted areas had large chloride deposits 
coated in an oxidised silicon membrane spreading out onto the metal from 
the pit. This behaviour was attributed to the oxide inclusion having a 
silicate shell which was attacked by the electrolyte, the dissolved 
silicate reacting with ferric chloride to produce an insoluble silicate. A 
high concentration of aluminium was found at the sites of pits initiated at 
mixed oxide inclusions, considered to be caused by selective leaching of 
aluminium from the inclusions. Oxide inclusions, although generally inert, 
may participate in the pitting process, this being dependent on their 
composition and structure. 
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3(c) Pits initiated at manganese sulphide inclusions. 
Dissolution of manganese sulphide inclusions resulting in the formation of- 
pits has been confirmed. In this electrolyte, secondary pitting around the 
main inclusion site was observed, the proposed mechanism being attack by a 
shower of sulphurous oxo acid ions produced as a result of manganese 
sulphide dissolution. Large areas of chloride deposited from solution next 
to the main pits has shown the high concentration of chloride species 
associated with each pit. 
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Best Copy 
Available 
Variable Print Quality 
TYPE MAPPROG3. PR 
EXTERNAL GDINII, GC}RES, GDCLS, GDMEM, GCDSPA, GDWRA, GCDPTP, GCDCOL 
COMMON IBYTES (2S6,2) , VALS (256, ' ), VALSE c: 56: ß , IVALS ('w56 }, IVALS' t: S6 i COMMON IVAL_S. S c:: 56 i, IFILE"1 t: 1 '? , IFILE:: c: ": 4.: ß? , ISINX (: "150,: ß_: ) , ISINY (1-S0, 'ß::: ) COMMON IDOUEX(S, ), IDOUSY(S, 2), IQUADXc: S, 2?, IQUACDY(S, ') 
COMMON SI(:: 150,2), DI(S, 2), QI(: S, 2), XPDEV(I. 50,: ), XHIGH( : ), XLOW 
COMMON XMEAN(2) , NZEROS(2) , XLIM: 2(2) , XLIM-1 t: '2:: , SDEV(2) , TOTc: '2: , XPIX ('2: ) COMMON STOTC2?, ITOT1 (2) , ITOT: '(: 2), ITOT3C2: , ITOT4(2) , ICORDX (: '') 
COMMON NPIX (8, ' ), IXI (2) , IX2('2) , IX3(; '2: ) , IARRAYc: -15, -15? , LSc: 2: , LD(2: ) COMMON LQ(' ), FZLIM2(), ICE-IAN(2), XINC(2), SXMEAN(: : ), TEST('2), JCHAN(2'), JXc2 
COMMON NO, J 
DO 5I =-l 12 
XHIGH(I)=O 
X LOW (I) =3 767 
TOT c: I :i =0 
STOTCI? =0 
ITOT'1 c: I)=O 
I TOT: ' (I) =0 
ITOT3(I) 0 
LS(I)=0 
LD(I )=0 
LQ(I)=0 
NZEROS(I)=0 15 
CONTINUE 
CALL SETERROR 20000 
J=-2 
NDEVI1= 5 
NDEV2=7 
JDEV1=S 
JDEV2=7 
J DEV3=7 
JCOLI-1'2 
JCOL2=10 
JCOL3='1.1 
ICHAN("1: )=, 1 
ICHAN=7 
CALL PRTOFF 
CALL CCONT ("INTENSITYPK" , 512, NERR, $ 180) 
CALL OPEN("1, "INTENSITYP[<", 2, NERR, $280) 
CALL CCONT("INTENSITYBG", 5.12:, NERR, $2S0? 
CALL OPEN(7, "INTENSITYBG", , NERR, $ 80) 
CALL GGP(GDINI? 
CALL GCDP(GDRES, 5.12,512) 
CALL GDP(GGMEM, I) 
CALL GDP(GDCOL, 0) 
CALL GDP(GDCLS) 
CALL PALETTE c: -16, "PDR -. MAPPROG2 . LT" i 
CALL AL1INIT(10,7,4,40, -100,77777FO 
CALL ALI 
NO='1 
10 CALL AL-1(1, "FILENAME FOR P MAP: 
CALL GSTRING(IFILEI, 12, NCH) 
IF(NCH. EQ. 0)GOTO "10 
CALL OPEN (3, IFILEI , '1 , NERR, $x: 80) 
CALL STATS 
CALL YESNO("READ IN B MAP Y/N? ", s30) 
NO=: 
J=-2 
20 CALL ALI (3, "FILENAI"IE FOR B MAP: 
CALL GSTRING(IFILE2,15, NCH: ) 
IF(NCH. EQ. O)GOTO 20 
CALL OPENt4, IFILE , "1, NERR, $280? 
CALL. STATS 
30 CALL AL'I INIT (1.1 , "15 , 3,84,50, "16384 ) 
CALL ALl1 (0, " ------. --_- PEAK __-_---_-- Ia 
CALL ALl. (0,45, "----------- BACKGROUND ---------- 11) 
CALL AL"1 ("1 , 2, "MEAN=": ) 
CALL PUTNO(XMEANCI?, 7,2) 
CALL AL I (1,16, "PIXEL RANGE=": ) 
CALL P: ..; .. 
CALL i='!.. J NO(.,:. ,... IH;: Hq °7 
CALL AL.. 1 
. 
1. ,4-:, : 'M : At: +"=" 
CALL PUTICIC? UME AN t:.,. '_ :,, 7,2. 
CALL.. Al... l(. 1g57,: 'L:; rX- RANGE-") 
CALL PUTNO (. XL. OW C: ., bqi.: ) 
CALL ALI (: 1,76, ". _": 1 
CALL PUTNiOCXHIGH(2), 7y"1 
CALL AL1 (2: q.,:.. : 'q"I. _IMI. T=') CALL F'UTlNOC: x: t_.. IM: 2C1 , 7, "1: > 
CALL AL.. "1 (2y2'0, "NO. OF ZE RCE8 -") 
CALL lPUTNO(NZEROS(l), 4), 
CALL ALI ('?, 44, 'L: IMI"r=": ) 
CALL PUTN0 (XL:: M2 (:: _')y 7,1 ) 
CALL AL1 2,62, "NO. OF ZEROES=": ) 
CALL IPUTNO(NZ =: ROs(2), 4: ) 
40 CALL AL2 INIT(1q7,14,42:,: l. )383,3'. 7b7: ) 
CALL OPEN: 2:, "PDR MAPPROG2. MU" , "1 , NERR y $2'B0: ) 
CALL MESET (2? 
S0 CALL MEINT (I , NIDEV"1 , 3) 
CALL MEINTC2, NDEV', 3) 
CALL AL 2(0 ," (14 WY 
ý)O CALL DMENU (:?, 2,1 ) 
70 CALL GETREY c: Ih.: 7 
CALL MOMENU UK y $70 , '.. 7. o :ß 
CALL BRANCH (. lK, '257, $ßi0,258, $90? 
GOTO 70 
8C) CALL GLINT(: t, NDEV"1,3, J., 0, I00º? 
GOTO "100 
90 CALL G. IINT(: 2, NDEV2,3, I y0,! 00: ) 
100 CALL GTERM(. ITE: RM 
IF(: (: ITERM. EQ. O: ). 0R. (TTERM. E. Q. "-<:: -15:: '`. ) : >G0-f0 I-: 10 
GOTO SO 
110 IF (NO . EQ . 2) THEN 
M=2 
ELSE 
M="1 
ENDIF 
CALL MESS <: "J X (NO)= ' 
CALL I PUTNO <: JX (NO ), 3 
PAUSE TEST PRE CALC 
DO 130 N='1 ,M 
DO 120 I=1, JXt: N 
IF (X PDEV (I , N) . LT . NDEV"1 )THEN ITOT'1 <: N? = ITOT'1 <: N? +-1 
ELSE IF(XPDEV(I, N). GT. NDEV1. AND. XPDEV(. I, N). L. T. NDEV2)1HE1\N 
ITOT2(N)=ITOT <: N: +"1 
ELSE 
ITOT3(N)=ITOT3c: N i+11 
ENDIF 
120 CONTINUE 
ITOT4(N )=65536-CITOTi <: N: )+ITOT (N)+ITOT3(N) :) 
130 CONTINUE 
CALL MESS("ITOT1 (N)= ': 
CALL I PUTNO C: ITOTI c: I?, 2_ ? 
140 CALL AL. IINITC1O, 7,14,4 , 50,3'767: 
CALL AL1 (1 , "=======NUMBER OF PIXELS ABOVE LIMIT=== -_=-w) CALL. ALI (3,5, "NO. OF SDEV'S PEAK BACKGROUND": ) 
CALL ALI (5,5, "4.17 - ": ) 
CALL IPUTNO(NDEV1, ) 
CALL AL1(5,24, " ") 
CALL I PUTNO (ITOT"1 (1) ,) 
CALL AL. "1(S, 34, " ") 
CALL I PUTNO (I TOTI1 c: 2? ,2) 
CALL AL. c: 7,6, " "? 
CALL I PUTNO <: NDEV-1 , 2) 
CALL AL1 (7,9, "-" ) 
CALL IPUTNO(NDEV2,2) 
CALL AL. 1 i: 7,24 ,"" 
CAL. I IPUTNOs:. Ifc: )Tu 
CAL. I... Ai.. 1. C7,:: e+, 
CALL.. I PUTNO (IT0'f2 (: ) 
CALL ALI. (9,8,! Iti: 076. 
CALL... I PUTNO (NDE V2,:: ) 
CALL Al... 1 (91 4, '1 "I ) 
CALL I PUTNO t: ITOT3 (: "1) 121) 
CALL ALI. (9,34, " 'l) 
CALL. I PUTNO (IT07'3 (2: ), 2: ) 
CALL ALA ("12,. 18, " ": r 
CALL YE yNO ("CHANGE Y/N? ", s'! o) 
DO 14.5 N=-1,2 
ITOT"1(N)=O 
ITOT2t: N: =0 
I T07'3 &Ni =0 
145 CONTINUE 
GOTO 60 
ISO CALL... AL2INIT(-I, -1, -1) 
CALL MESET(3) 
160 CALL MEINT (5 , JDEVl1 , 3) 
CALL. MEINT (6, JCOL.. "1 , '2) 
CALL MEINT(7, JDEV2,3) 
CALL MEINT f 8, JCOL ', : 2? 
CALL MEINT(9,, JDEV3,3. ) 
CALL.. MEINT c: 10, JCOL3,2 i 
CALL DMENU (. 2,3, I) 
170 CALL GEThEY t: IKE. Y> 
CALL MOMENU (IKEY , $170 , $260 
CALL. BRANCHCIKEY, '6: 1, $-180,262, $'190,263, $: 00, tb4, $ -10, bE-?, $2: '0,266, $2 C), ý 
& 69, $240) 
GOTO 170 
x'180 CALL GIINT(S, JDEVI, 3, '1,0,100) 
GOTO 250 
190 CALL. GIINT(6, JCOL"1,2,1,0, l5: ) 
GOTO 250 
200 CALL GIINT(7, JDEV2,3,1,0, '100) 
GOTO 2'SO 
210 CALL GIINT(8, JCOL2,2, "1,0, l5: ) 
GOTO 250 
220 CALL GIINT(9, JDEV3,3, I, 0,100: ) 
GOT0 250 
230 CALL GIINT(10, JCOL., 3,2,170,15) 
GOT0 250 
240 CALL GI INT (I3, IANS2, ". , '1 , 0, "1 :) 
250 CALL GTERM(ITERM) 
IF((ITERM. EQ. 0) OR. (ITERM. EQ. ".::. 15 -" i iGOTO 260 
GOTO 160 
260 DO 270 1=192 
XINC (I)=(XLIM2(I)-XMEANc: I: > y/4 
XLIMI (I)=(XMEAN(I)-t: XLIM2(I? -XMEAN(I)) :r 
270 CONTINUE. 
IF (TANS . EQ. "1) THEN 
CALL PL. OT-1 
ELSE 
CALL PLOT: 
ENDIF 
CALL.. 
CALL 
x: 75 CALL 
IF(I 
CALL 
CALL 
CALL 
CALL 
CALL. 
280 STOP 
ENG 
AL-1INIT (I, -IS, "1, -12, '1404011100: 
AL"1 (i , "EXIT PRESS I") 
IGETNO(I, NCHº 
. NE. 1)GOTO 275 
CLOSE (2., HERR, $3: 8o) 
CLOSE(ICHAN(1), NERR, $280 
CLOSE (I CHAN i : 21 , ; ERR, $2& ) DELETE ("INTENSITYPFý", HERR, $'2P, O') 
DELETE ("INTENSITYBG" 
, NERR, $280) CALLING ERROR MAIN 
SUBROUTINE STATS 
COMMON IBYTES(256,, ), VALS(ß; 5b, 2), VAL9 2t: ', S6: S,. IVALS(::! 6i, IVALS'; '('. ýih') 
of 7 
_.. ... _. ... , .. . d. _ 
i'.. 
J. 1 :_c 
'i !" 
.i_ . _.. t' 
!....:. 
q_v.... 
d ' `F Ii 
:. 
. 
i. r.:. ` 1 
... 
) i........ . J'. 
COMMON i DOUBX c,.:: i . ý: -",:.: riAD . _,,. ý., _, ý-, 
O, 
_.,. _, 
'lý'. r ý,:. 'ý: ýý. ýý_, X+. `,, 2? :;: QUADYt: 5q 2., 
COMMON SI('lB, O, 2?, D '". 5, : i, QI(B,: 2_ ,: XPDEV("150,2), XHIGHC2: a, XLOWc: _' COMMON X{MEAN (2) , NZEROS (2: ), XLIM2 ('2), XL. IM1.1 (2: , SDEV ('2 ), TOT (2 ), XPI X (: Z) ýº COMMON STOT t?, ITOT'1 ( ), ITOT 2(2), ITOT3 ( ), ITOT4 C2? , ICORDX C'y'? COMMON NPIX(8,2), IX"1(2), IX':: i: 2: >, IX3c: '. 7, IARRAY(15,: 1.5), LSt:: 7, i C7(: ') 
COMMON LQ(2), FZLIM: Z(2), ICHANI: : , XINCt: 2: , SXMF_AN(2), TEST(), JCHAN( ., ), JXC2: COMMON NO, J 
MA=0 
I CHAN t V="1 
ICHAN(2)=7 
JCHANi("1)=3 
JCHAN(2)=4 
I COUNT"1= 0 
ICOUNT2=0 
I COUNIT3 =0 
TT=O 
STT=O 
DO 20 K=1,256 
CALL RDBLK(JCHANCNOf, K, IBYTES(1, "1), '1, HERR, $120: ) 
DO 10 N=1,256 
VALSc. N, "1)=FLOAT(IBYTES(N, 1i i) 
IF (IBYTES (N, I. EQ. O) THEN 
NZEROS(NO)=NZEROS(NO)+"1 
ENDIF 
TT=TT+VALS(N, I: ) 
STT=STT+ (VALS (N , "1) *VALS (: N, I): ) 
IF (I COUNT"1 . LT . 3z76ä )THEN 
I COUNTI =I COUINT"1 +"1 
ELSE IF(ICOUNT2. LT. 32766)THEN 
I COUNT: =I COUINT2+: 1 
ELSE 
I COUINT3=I COUNTS+-i 
ENDIF 
MA=MA+'1 
10 CONTINUE 
MBA=2* (K-"1 ) 
CALL WRE3LK(ICHAN(NO), KA, VALS(1., "1), 2, NERR, $120) 
20 CONTINUE 
PAUSE MARKER TEST 
IF(NO. EQ. 1)THEN 
CALL CLOSE (3, HERR, 611'20: ) 
ELSE 
CALL CLOSE(4, HERR, $120) 
ENDIF 
CALL MESS ("I COUNTI , : 2,3= 
CALL IPUTNO(ICOUNT1,6) 
CALL IPUTNO(ICOUNT2,6 
CALL IPUTNO(ICOUNT3,6 
PAUSE ICOUNT TEST 
COUNTI =FLOAT (I COUNT'.: ) 
COUNT' =FLOAT (I COUNT'S :) 
COUNTS=FLOAT (I COUNT3 :) 
COUNT=COUNT"1+CQUNT2+COUNT3 
XMEAN(NO)=TT/COUNT 
SXMEANCNQ' cxMEAN(NO)*xMEAN(NO) :) 
SDEV C N0: ) =SQRT (f (COUNT*STT )- (TT*TT)i / (COUNT* (COUNT-"1)) :) 
XLIM2(NO)=(xMEAN(NO)+(4.1696*SDEVc: NÜ: ) )) 
TEST(NO)=(XMEAINCNO: )+C c: XLIM'2(NO)-XMEAN(NO) i /4: ) ) 
CALL MESS(" XLOWfNO: )= ") 
CALL PUTNO (XLOW (NO), 7, "1 ) 
CALL MESS(" COUNT= ") 
CALL PUTNOCCOUNT, 7,. 1) 
CALL MESS(" SDEV (NO )= 
CALL PUTNOCSDEV(NO), 4, I; ) 
CALL MESS("XLIM2=") 
CALL PUTNO(XLIM '(NO) , 7, "1 ) PAUSE TESTA HIT ANY KEY 
30 J-J+ 
M-. 1 
: C4 J. GT. '1)GOTO SSD 
40 J= J+2 
M=, ":. 
CALL RDE? LL<(ICHANI: NO?, J, VALSt: 1, M:, '2, PNERR, $12o: ) 
. r. N: =-"I So DO 80 1=-1,2S6 
IF(VALS(I, M:. GTXHIGH(NO: ) )THEN 
XHIGH(*. NO)'VALS(I, M) 
ENDIF 
IF(VALS(I, M: ) LT. xLOW(NO)? THEN 
XLOWc: N0)=VALSCI, M? 
ENDIF 
IF"(VALS(I, M) . GT. TEST(NO: ) : )THEN 
IFCVALS(I, M). GT. XLIM (: NO): )THENNN 
LS(NO ) =l. _ S(NO) +"1 CALL MESS(" LS c NO? = 
CALL IPUTNO(LS(NO), 2) 
ISINX(LS(NO), NO)=I 
ISINY(LS(: NO) , NO)=cJ+"I :f /'. 
SI (LS(NO) , NO: )=VALS(I, M: ) 
GOTO 70 
ELSE IF(((VALS(I, M: )+VALS(I, M+IN: ))-(2*XMEAN(NO): ) i , GT. (XL. IM2(NO)-XM 
& AN(NO)))THEN 
IFS: VALS(I, M+IN). LT. XLIM2(NO) iTHEN 
C LD(NO)=LD(NO)+"1 
C IDoul? x(LD(NO), NO)=I 
C IDOUC3Y(LCD(NO), NO)=(J+"1: )/: ' 
C CDICLCD(NO), NO)=(VALS(I, M)+VALS(I, M+IN))-XMEAN(NO: ) 
ENDIF 
GOTO 70 
ELSE IF(I. LT. 256)THEN 
IFS: c: (VALS(I, M)+VALS(I+"1, Mi )-(2*XMEAN(NO): ) i. GT. CXLIM'ý'(NO)-XMEAN( 
& NOY) : )THEN 
IF(VALS(I+1, M). LT. (XLIM2(NO) :) : THEN 
C LD(NO)=LD(NO)+"i 
c IDOUBX (LD (N0), NO) =I 
C IDOUBY(LD(NO), NO)=(J+"1)/: 2 
c GI(L. D(NO), NO)-(VAL. ra(I, M)+VALSCI+-1, Mj: )-xMEAN(NO: ) 
ENDIF 
GOTO 60 
ELSE IF ((: (VALS (I , M) +VALS (I+: 1. , M: ) +VALS (I , M+IN: ) +VALS (I+"1 , M+IN i) - (4' 
g *XMEAN(NO))). GT. (XLIM2 (NO)-XMEAN(NO: )) )THEN 
f` 
IFC: VALSC: I+-1, M: ß . LT. XLIM'I: (NO) . ANCD. VALS(I, M+IN). LTXLIM2(NO) . ArJ' 
& D. VALSCI+-1, M+IN?. LT. XLIM' (NO): )THEN 
C LQ(NO: )=LQ(NO)+"9. 
C IQUADX t: LQ(N0), NO: =I 
C IQUADY : LQ (NO), NO i= (J+"1: ) /2 
C QI(LQ(NO), NO: )=(VALS(I, M: )+VALS(I+i, M: )+VALS(I, M+IN: )+VAL. S(I-0 
C&1, M+I. N)')-(3*XMEAN(NO) ) 
ENDIF 
60 ENDIF 
70 ENDIF 
ENDIF 
60 CONTINUE 
IF(J. NE. S"10)THEN 
IF (M . EQ . 2)GOTO 30 
lF (M . EQ . "1) GOTO 40 
ENDIF 
JX(NO)=0 
CALL MESS(" XLOW= 
CALL PUTNO(XLOW(NO), 5, ": l) 
DO 90 I=-1,1. _S(NO) JXth: (Oi=JX(NO) +"I 
CALL MESS(" SDEV= " ") 
CALL PUTNO(SDEV(N0), S, -1) 
CALL MESS(', XMEAN= ") 
CALL PUTNO (XMEAN (NO: ) ,5, "J. ) CALL MESSc: " SI(I, NO)= "1i 
Fj, 
XpDEV(? rXCNi0: ', No)=(CSI(I, NO)-XMI'_. AN(h([; ):. "'SD; E: VLNo): 
CALL MESS(" XPDEV= ' 
CALL PUTNO (. XP DE V (J X (NO) , NO), 4,1: 
PAUSE TEST2 
190 CONTINUE 
C DO 100 I="1, I_D(NO: ) 
C JX (NO)=JX (NO)+"1. 
C XPDEv(JX (: NO), NO)=c: DI (I, NO)-XMEAN(NO)) /SDEV(No) 
"100 CONTINUE 
C DO -1.10 I="1, LQ(NO) 
C JX (NO)=JX <NO)+: 1. 
C XPDEV (JX (X10) , NO)=(QI (I, NO)-XMEAN (NO)) /SDEV (N{O") 110 CONTINUE 
GOTO 130 
1.20 STOP CALLING ERROR STATS 
130 RETURN 
END 
SUBROUTINE PLOTZ 
EXTERNAL GDSPA, GDWRA, GCDPTP 
COMMON IBYTES (256, '. ), VALS (256,2), VALSE ('56 ), I VALS (ß: 56) , IVAL. S 'ß: '256: y 
COMMON IVALS 3 (256 ), IFILE"1 ("12) , . IFILE2 (12: ), IS. INX (150,2 ), ISINY i "15o, 3i 
COMMON IDOUBX(5,2), IDOUBY(5,2), IQUACDX(5,2: ), IQUACDYt: 5,2'1 
COMMON SI(-150,: ), C)I(S,: ': ), QIt: 5, ' i, XPDEV("150,: '), XHIGHt:. i, XLObJ(2: ) 
COMMON XMEAN (2) , NZEROS <2' i, XLIM2 ( :f, XLINl1 ý: 2) , SCýEV c:;; :ý, TOT i: 2: ,X PI X (: ) 
COMMON STOTCAM? , ITOTI ('2) , ITOT2_(2) , ITOT3('2) , ITOT4C'. ?, ICORCDX (2': ) 
COMMON NPIX(8,2), IX1(2), IX2(2), IX3(2), IARRAY("15, "15), LS( ), LG(: ) 
COMMON LQ4'. 2), FZLIM'C : r, ICHANC' ?, XINCt:: 'i, SXMEAN(' : ), TESTt: i, JCHANtý_': ý,, TX(:, ': 
COMMON NO, J 
DO 7 J=-1,2 
DO 5 1=1,8 
NPIX(I, J)=0 
S CONTINUE: 
7 CONTINUE 
DO 40 N=1,2 
CALL MESS Y'LS (N)" i 
CALL IPUTNO(LS(N), 3 
C DO 30 I=1, LQ(N) 
C DO 20 I=1, LD(N 
DO '10 I='1, LS(. N) 
CALL MESS ("SI (I , N) = ": ) 
CALL PUT'NO(SI(I, N), 5, "1 ) 
IFCSI(I, N? . GT. XLIM2(N: ) . ANCDSI (: I, N). LT. c: XLIM'(N)+XINC(N)) )I'Hý 
&N 
NPIX (2, N)=NPIX (2, N: )+-1 
ELSE IFc: SI(I, N). GT. (XLIM'2(N)+XINC(N) i . ANG. SI(I, N). i_T. (XLIIMI: t.. i, 
& Ni+2*XINC(N): ): >THEN 
NPIX (3, N)=NPIX (S, N: )+"1 
ELSE IF(SI(I, N). GT. (XLIM2(N)+2*XINC(N)7 . ANG. SI(I, Nl') . LT. c: Xl_Iý.. - 
& 2(N)+3*XINC(N)))THEN 
NPIX(4, N)=NPIX(4, N)+"1 
ELSE IF(SI(I, N) . GT. (: XLIM2(N)+3-*XINC(N: )) . AND. SI(I, N) . LT. cXL.. II~ & 2(N)+4*XINC(N) L THEN 
NP. IX c: 59N)=NPIX (5, N: )+-1 
ELSE IF(SIC: I, N: ). GT. (XLIM2(N)+4*XINC(N): ). ANG. SI(I, N). LT. (XLII 
& 2(N)+5*XINC(N7: ))THEN 
NPIX (6, N)=NPIX (6, N)+"i 
ELSE IF(: SI CI, N: . GT. CXLIM. 2c: N: +"5*XINC(N)) . ANCD. SI(I, N). I. _T. 
f. XLII'I 
& 2(N: )+6*"XINC(N ) )THEN 
NPIX (7, N: )=NPIX (7, N)+"1 
ELSE 
NPIX (8, N)=NPIX (8, N)+"1 
ENDIF 
10 CONTINUE 
20 CONTINUE 
30 CONTINUE 
ITOTAL=NPIX(2, N)+NPIX(3, N)+NPIXc4, ICI)+NPIXC5, N)-f"NPIX(6, N: )+NPIX(7, N)+NF 
& IX': 8, Ny XPIX(N )=65536.0-ITOTAL 
CONT.. i'I i.. l-. 
lý .ý.... _ ,, ý- r. A L. L. ia-i L_ 1 Iý t., _i. i''ý: _i. 
CAL... L. AI.... 'l (CO . 1NTEN.; SITY NO. OF PIXEL_. S COLOUR"'. ) 
CALL.. A14, %. J 
CA.. 
_ 
L_. PU -I N 0_) X L. .IM2ý: -1 
3; 5, -1 
CALL. A. '- 1. i: "1 1q II 
CALL PUTN0 1. X(: liE 
CALL AL_-1 ('17'11- 1. q" "") 
CALL PUTNOý. XI_TI°1., '-1? ,. J ? 
CALL. AL. -1t: 75 I' 
CALL PUTNo[ c: XL_.. l. i°1: 'c: '1: >'+"XT. NCC'1: >? , 5, '1. 
CALL AL.. -1. c.:, ',. 18, " ". ) 
CALL IPUTNOt: NPIX c: 2, `l ,3 
DO 50 N=l5 
CALL AL I c: (N+2) .l, " "" :; 
CALL_ PL! TNO((XL_IM2(1)+(N*XINC(I ?? , 5, -1? 
CALL AL"1 ( (N -+-: _': > ,7,17, "-) ) 
CALL P UT N0(. (X l- I M'. 2 (-1 + t: cN+1 :>*XINCc: "1 '1 
CALL AL-1 ( (. N+2) , -18, " ') 
CALL IPUTN0c: NPIX(: N+2, '1 ), 3: > 
0 CONTINUE 
CALL Al-. 1 (8,5076:: " 
CAL.. L_ PUTNO( c: XL_I. M2("1+6*XINCt"1: ) , 5, "1 :> 
CALL AL-1(81-181" II ) 
CALL I. PUTNO(NPIX(: 8, -l: ),, i: ) 
CALL AI.. _? 
INIT(2, '15,9,42, "16384, "1 873) 
CALL AL2(D, 3, "INTENSITY NO. OF PIXELS COLOUR"') 
CALL_ AL. _*"_' (1y4, "0-". ) CALL PUTNO(XL.. IM: 2(: 2') y5, -1. 
CALL AL2(1y. 19, " ") 
CALL PLUTNO (X PIX (2) ,5,0 :) 
CALL ALS (1 , 36, 
CALL AL2 x:: 2, .1, " 
CALL PUTNOc: XLIM2(2) , S, -1? 
CALL AL. '2(2,7, 
CALL_ PUTNOc: c: XLIM2: 2)+XINC(2)) , 5, -1 i 
CALL AL ' c: '2 , "18 ,"" 
CALL IPUTNO(NPIX('2,2), 3) 
DO 60 N=1,5 
CALL_ AL2 ( (N+2) , .1, " It ) 
CALL_ PUTNOC(XLIM: 2(2)+(N*XINC( : )>), 5, "1: > 
CALL.. AL- 2. ( (N+'. :)'7, 
CAL.. L PUTNO((XLIM2C ? +c: (N+"1: )*X. LNC('2)) j , 5, "1 ) 
CALL.. AL: 2 ( (N+" ), '18, 
CAL-1. IPUTNO(NPIX (N+2,: ), ) 
D CONTINUE 
CALL AL;:: 'ß, ": 07b::: " 
CALL PUTNOc: (XLIM2C ? +6*XINC(*)) , S, -1 ? 
CALL AL'2c: 8,18q" 
CALL IPUTNO(NPIX(8,2: ), 3) 
CALL. GC>Pc: GDSPA, 'lS, "1s_,, IARRAY: > 
IX "1 C "1)=l -1483 
1X2(1 )="13043 
IX3(-1)='12: 63 
IY=-10590 
DO 90 K=-1,9 
IF (K. EQ. 1) THEN 
ICOL=0 
ELSE IF (IK. EQ. 2'. ) THEN 
ICOL=8 
EL. 
-SE I COL_=. I COL+1. 
END. 1. F 
DO 80 J='L , -15 
C: >O 70 1=1,15 
IARRAY(I, J)=ICOL 
70 CONTINUE 
X80 
CONTINUE 
-'1 ) X t. -:.. ý , -1 -. 748, 
ELSE 
. lF(K. EQ. :? THEN CALL GDP(GDWRA, IX (-1) , "1.174B, -'1 ) 
ELSE 
CALL GDP(GDWRA, IX3(-1), IY, -"1) 
IY=IY-"1165 
ENDIF 
90 CONTINUE 
IY=10590 
IX"1()=9483 
IX2(2)=31043 
IX3(2)=30263 
DO 105 K=1,9 
IF(K. EQ. -1)THEN 
ICOL=O 
ELSE IF(K. EQ. 2)THEN 
I COL=-l 
ELSE 
ICOL=ICOL+1. 
ENDIF 
DO 100 J=1,15 
DO 95 I=1,15 
IARRAY(I, J)=ICOL 
95 CONTINUE 
-100 CONTINUE 
IF(K. EQ. -1)THEN 
CALL GDP(GDWRA, IX1( ), 11748, --1) 
ELSE IF(K. EQ. 2)THEN 
CALL GDP(GDWRA, IX2(2), -1.1748, -"1) 
ELSE 
CALL GDP(GDWRA, IX3(2), IY, -"i) 
IY=IY-1165 
ENDIF 
105 CONTINUE 
DO 160 L=1,2 
ICORDX("1)=0 
I CORDX (2º =2 6384 
K=0 
DO 130 1=0,510,2 
CALL. RU2. LK(ICHAN(L), I, VALSý: (1. ), 2, NERR, $i70) 
Do 1-, 0 N=1,256 
IF(I. EQ. 2)THEN 
ENDIF 
IF(VALS2(N). LT. XLIMI(L))THEN 
IVALS(N)=0 
GOTO 110 
ELSE IF(VALS-ý'(N) . GT. (XLIM"1 (L: )+(14*XINC(L. ))) 
)THEN 
IVALS(N)=15 
GOTO 1.10 
ELSE 
IVALS(N)=((VALS2(N)-XLIM1(L))/XINC(L: ))+"1 
110 ENDIF 
CALL NGP(IVALS(N), IVALS3, N) 
120 CONTINUE 
CALL GDP(GDSPA, 256,1, I. VALS3(I) ) 
CALL GDp (GDWRA, I CORDX (L) , (32767-K*64) , -, 1 
K=K+1 
130 CONTINUE 
C DO 140 1=11, LD(L) 
C IX=((IDOUSX(I, L)*64)+ICORDX(L) 
C IY=32767-(IDOUEYRI, L: *64) 
N=((DI(I, L)-XLIMI(L))/X. XNC(L>'º+"i, 
C CALL GDP(GDPTP, IX, IY, N) 
140 CONTINUE 
C 00 250 I=1, LQ(L) 
IX=(IQUADX(I, L)*64)+ICORCGX(L) 
IY=32767-(IQUADY(I, L: )*64) C N=((QI(I, L)-XLIM1(L): º/XINCýL))+. 1 C CALL GDP(GDPTP, IX, IY, N. ) 
6,13 CON7.. " 
GOT0 -i ,o 
: 170 STOP CALLING ERROR PLOT: I 
i '180 RETURN 
. 
NC) 
SUBROUTINE PLOT. 
EXTERNAL GDSPA, GDWRA, GDPTP 
COMMON IE? YYTES(206,2), VALSt: S6,: ?, VALS2(2_S6), IVALSC2S6i, IVALS'2ß:: ü:: 56: 1 
COMMON . IVALS3(256),. IPILE"1 ("12) , I. FILE (12? ,I äINX ("1SO, '2) ,I SINY(ISO, 2: ) COMMON IDOUBXt5, ?, IDOUBY(s, 2), IQUADX(S, 2), iQUADy(c, 2) 
COMMON SI("1SO, 2), DIt. 5,2i, Q! (S, 2), XPDEV("150,2), XHIGH(2), XLOWc: 2; 
COMIvIO XNEAN(2), NZEROS(2), XLIM2(' ), XL . IM"1(: 2), SDEV(, ), TOT(: '), XPIXt: 2: l COMMON STOT (2 ), ITOT"1 t. ß: 1 , ITOT` ß: '2'r , ITOT3(2) , ITOT4 (: z ), ICORC)X (?: ) COMMON NPIX(8,2), IXi(: ), IX: ('2), IX, c'I:: 1, IARRAYc: "10, "15?, LSt.: : 1, LG1C: :1 
COMMON LQ(: ), FZLIM'2(), ICHAN(2), XINC(': ), SXMEAN(2), TEST( ), JCHAIVc: 27, JX('; :1 
COMMON NO, J 
CALL ALIINIT(1,: 15,9,42,00, "i6383) 
CALL AL"i t"i , 3, "INTENSITY NO. OF PIXELS COLOUR": ) 
CALL AL: t i 2,4, "O-": 1 
CALL PUTNO(XLIM2e1: 1, S, "1) 
CALL AL"1 (2,. 19, " ") 
CALL IPUTNO(ITOT4t"i) ,5 
CALL AL"i(3,1, " ") 
CALL PUTNO(XLIM2C"i: 1,5, "i: ) 
CALL AL10,71"_") 
xINT: i=XMEAN(NO)+(JDEV: i*SDEV t"i: l i 
CALL PUTNO(XINT: l, 5, "i: ) 
CALL AL"'1 (3, : 2"i ,"') 
CALL I PUTNO (ITOT"i (1) , 3: ) 
CALL AL"i C4, ß, "(<074 >" ) 
CALL I PU fNIO (JDEV-1 ,1 
CALL AL"i t4,7, u% DEV: ": 1 
CALL AL"1 (S, "1 ,"": ) 
CALL PUTNO(XI(ß! T"1,5, "i: ) 
CALL. ALI (5,7, "--": ) 
XINT2=XMEAN(N0)+cJDEV2*SDEVC"i :1 
CALL PUTNO (XINT2, S, "i 
CALL ALI (5 , 2"i , 'ß ": ) 
CALL I PUTNO (ITOT2 C "1 i, 3) 
CALL AL1(6,2, "(") 
CALL I PUTNO (JDEV"1 ,2) 
CALL ALl (b, 5, "_": ) 
CALL IPUTNO(JDEV2,2) 
CALL AL 1 (b, 8, "% DEV. )t1 i 
CALL AL: i (7,5, '::: 076;: "") 
CALL PUTNOCXINT2, S, 1? 
CALL AL"it7,21, " "i 
CALL I PUTNO (ITOT3 ("1), 3 :) 
CALL AL"i(S, 2, "(<076 "") 
CALL I PUTNO (JDEV2,2: ) 
CALL AL"1 (E , 7, "% DEV )": 1 
CALL AL2INIT0,15,9,42,16: 34,14383i 
CALL AL2e1,3, "INTENiS. ITY NO. OF PIXELS COLOUR") 
CALL AL. 2 (2,4, "0_") 
CALL PUTNO<XLIM2C2s, "i: 
CALL AL2 (2, "19, ""i 
CALL IPUTNO(ITOT4(2), 5) 
CALL AL2t. 3,1, " "i 
CALL PUTNO(XLIM2(), S, I: 
CALL AL2 (3,7, "_" ) 
X INT: 1-XMEAN (NO)+: JDEV"i *"SC)CV (2 ): 1 
CALL PUTNO(XINT"1,5, "i) 
CALL AL2 ( , '2.1 ," ") 
CALL I PUTNO (I TOTI (2) ,3 :) 
CALL AL2(4,2, "Q074.::. 1') 
CALL r PUTNO (J DEVI ,: ) 
CALL AL2(4,7, "% DEV. )'ß. 1 
CALL AL2(S, "1, " ": ) 
CALL... P:.... ':::.:::.. 
CALI__ i, .,:. ,; '........ !.. 
CALL... , AL...,:: 
CALL 1 N;..; I"' 
CALL 41 i_. 
CAL_. l.... 
.!:. 
PU T NO 
.. 
7 F_ 
CAL...... L...:.. uý", ,...... 
CALL. A} , '_x . CALL. P '\..; -l.. N0 
CALL AL...:. -::: '; 
CALL. IPi. 1TN0 
CALL ,:: [176:, 
CALL IP;. J iNOc. 3D : V. i: ti: 
CALL AL2.: -, 7 DEV....: ý 
CALL... GC)P(G)SPA" 18y 18y. I. ARRAY: ) 
DO 4O 
74=. 
1 
q2 
IY=: -]. 09: 23 
IXIQ: =1248, --;., 
1X2(1 ) =1404; 1 
IX3(1)-1.3003 
IX1 (: )=IX1. (1)+16384 
1X2(2)=1X2(1)+16384 
IX3(: 3)=. IX3C'1: ) }1£r384 
DO 20 K=1,5 
IF(K. EQ. 1)THEN 
I. COL--O 
ELSE IF(K. EQ. 2)THEN 
ICOL=8 
ELSE IF JCEQ. "3)THEN 
I COL_ .3 COL l 
ELSE ! F(K. EQ. 4)THEN 
ICOL. =JCOL:. '. 
ELSE 
I CO! _. =JCOL:. ENDIF 
IY=IY-2730 
DO 20 J=1,18 
DO 10 1=1 , 18 IARRAY(I, J)=ICOL 
CONTINUE. 
CONTINUE 
. 
IF(K. EQ. 1)THEN 
CALL GDP (GC)WRA, IX 1 (N ), 12288, -1 ) 
ELSE IF (FC :: EQ . 2) THEN 
CALL GC)P(GDWRA, IX (N), 12288, -1) 
ELSE 
CALL DP(GC)WRA, IX3IY, -1: ) 
IY=IY-2'730 
ENDIF 
CONTINUE 
CONTINUE 
D0 20 L. ='1 , 
I CORDX (i) =0 
I. CORDX (') =16384 
K=0 
DO 130 I=0,5: 17, 
CALL RDBLK (I CHAN (L ), 1, VALS (1 , 1) ,, NERR, $210 ) 
DO 120 N=1, S6 
IF= cVALS(N, W. LT. XLIM1 (L) )THEN 
IVALS(N)=O 
GOTO 110 
ELSE IF(VAL SCN, 1) . GT. CXLI. M1 (L_)+(8, *X: [. NC(L.. )i i )THEN 
IVAL. S(N)=9 
C OT O 110 
ELSE 
IVALS(N)=((VALS (N)-XLIM1 (L )) /XINC(L))±. 1 
10 ENDIF 
GALL NBP(: IVALS (N: 1 , IVALS3, N: 
T, JAIC. -7 e .4 
13(J 
'140 
150 
C 
F 
170 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
190 
200 
210 
220 
-ALL l=}. _. ' 
{.... t4}WIR Arý,., r! R,. ) rt 27 6i"\6 it.! 
F`: --IC+%1. 
CONTINUE 
J= :1 
DO 150 
Ix=(ISINX(I, L: )*64? +IcORCDx(L: ) 
1: Y"=ß27h7"-t: TSII`IY(I, M_) 64: ) 
IF ('XP DEV(I, L) . L. T. JDEV-1: TIPEI\I 
GALL- GDP (: GDPTP, ; X, IY, JCOL. 1. ) 
GOTO 140 
ELSE IF(XPDEV(I, L?. GT. JDEV-1. A,. '. N[). XPC)EV(I, I-) 
CALL GDP(GDPTP, lX.., IY,, Jfl'OL2) 
GOTO "140 
ELSE 
CALL GDP(GCDPTP, IX, IY, JCOL3) 
ENDIF 
J=J+. 1 
CONTINUE 
DO 170 I='1, LCD(L) 
IX (IDOUE? X(I, L)*64)+ICORCDx(L) 
IY=3' 767--(IDOUE3YCI, L: J*64: ) 
IF(XPDEV(I, L. ). LT. JDEV-I)THEN 
CALL GDPCGDPTP, Ix, IY, JCOL"1. ) 
GOTO 160 
ELSE IF(XPDEV(I, L). (G; T. JDEV"1. AND. XPC)EV(I, L: ) 
CALL GDP(GDPTP, IX, IY, JCOL2) 
GOTO ": l60 
. LT . JDEV : THiEN 
LT. JDEV2) THEN 
ELSE 
CALL GCDP(GGPTP, IX, IY, JCOL3) 
ENDIF 
J=J+-l 
CONTINUE 
DO -190 L=1, LQ(: L: ) 
IX=(IQI. IADX (I, L: )*64)+ICORDX (L: ) 
IY=32767- C IQUACDY (I , L)*64 ) 
IFc: XPDEV(I, L). LT. JDEV-i? THEN 
CALL GDP(GDPTP, IX, IY, J(', OL-1: ) 
GOTO 180 
ELSE IF(XPC)EV(I, L). GT. JDEV"1. ANICD. XPCDEV(I, L? . LT 
CALL GGP(GDPTP, IX, IY, JCOL2) 
GOTO -l80 
ELSE 
CALL GDP(GDPTP, IX, IY, JCOL3) 
ENDIF 
J=J+'1 
CONTINUE 
CONTINUE 
GOTO 220 
STOP CALLING ERROR PLOT 
RETURN 
END 
. JDEV2: ) THEN 
Appendix 2 
Corrosion inhibition of manganese sulphide and mixed sulphide/oxide 
inclusions. 
In an attempt to reproduce the metastable pits found on the specimen 
examined in chapter 4, further samples with air formed films were exposed 
to the solution of 0.5M NaCl + 0.5M H2SO4 + 0.08% H202. In addition, a 
sample with a water film was also produced and corroded. 
A water film was formed using the following method. The specimen was 
immersed in 'Milli-Q' water until a stable rest potential was obtained. The 
oxide was removed by applying a cathodic potential of 600mV lower than the 
rest potential. A water film was grown by exposing the specimen in the 
water for a further 60 minutes. The specimen was removed from the water and 
placed in the corrosive solution for 10 seconds as before. 
No metastable pits were located on this specimen but the examination of 
pits initiating at inclusions gave interesting initial results and so was 
investigated further. 
Results 
Micrographs showing the morphology of mixed oxide/sulphide inclusions after 
the 10 second exposure are given in figs. 72,74 and 76. Auger and X-ray 
maps corresponding with figs. 72 and 74 are shown in figs. 73 and 75. The 
behaviour of disrete sulphide inclusions is displayed in micrographs 77,79 
and 81, with the Auger and X-ray maps associated with figs. 77 and 79 given 
in figs. 78 and 80. Considering first the mixed oxide/sulphide inclusions 
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it can be seen that pits of varying sizes have initiated at the oxide 
inclusion/metal matrix boundary. The sulphide inclusions which have 
nucleated around the oxide inclusions have not been attacked. To further 
emphasise the immunity of the sulphide inclusions to corrosive attack, the 
only areas around the oxide inclusion of fig. 72 not to have been attacked, 
are regions where the sulphide inclusions are attached to the oxide 
inclusion. Examination of the X-ray maps in figs. 72 and 74 reveals the 
oxide inclusions to be of the usual Ti/Mn/Cr/Al oxide form and the sulphide 
inclusions to be mostly MnS. An X-ray point spectrum taken from the 
sulphide inclusion in fig. 82(a) shows the presence of a small 
concentration of copper in the inclusion area, which is barely discernable 
in the corresponding map. However, no copper was detected in the bulk (fig. 
83). The enhanced copper signal in the metal compared to the inclusion is 
caused by the small overlap of the nickel Kß with the copper K« window. 
The Auger point spectrum from the sulphide inclusion (fig. 82(b)) shows a 
striking reversal of copper and manganese concentrations at the surface 
compared to the bulk, the copper map revealing the high concentration of 
copper to spread over the whole sulphide inclusion surface. No other 
elements are present in the spectrum indicating that the copper is present 
as copper sulphide. Similar behaviour can be seen for the discrete sulphide 
inclusions (figs. 77-80). Small pits at the inclusion matrix boundary in 
figs. 77 and 81 are the only indication of inclusion dissolution. 
All sulphide inclusions examined exhibited the same general morphological 
and chemical characteristics, a smooth featureless surface with a bulk 
composition of mainly manganese sulphide and surface composition of copper 
sulphide. The difference in behaviour of the sulphide inclusions in this 
specimen compared to previous 4a samples examined, prompted further thought 
and examination. Earlier 4a corrosion studies, as shown in the previous 
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section, had shown the manganese sulphide inclusions to be rapidly corroded 
and the presence of copper in the inclusions was not evident. The origin of 
copper, involved in"the formation of the surface copper sulphide, needed to 
be determined. Two possibilities were considered: 
(1) In this particular specimen, copper was a component of the sulphide 
inclusions 
(2) Dissolved copper was present in this solution, reacting with sulphur 
released from the corroding MnS inclusions and precipitating copper 
sulphide onto the inclusion surface. 
To establish if copper was present in the sulphide inclusions, the specimen 
was repolished to remove the surface layer of copper sulphide and examined 
with the Auger/EDX microprobe. No copper was found in the sulphide 
inclusions. To further support this finding, a new solution of 0.5M H2SO4 + 
0.5M NaCl + 0.08% H202 was prepared and the repolished specimen given a 10 
second exposure. SEM examination showed dissolution of the sulphide 
inclusions to have occurred and Auger point analysis could find no presence 
of copper sulphide. It would appear then, that copper was present in this 
solution preparation, although its source remains unidentified. 
Evidence of oxide undermining can be found in figs. 72" and 73. The 
morphology of the area between the oxide inclusion and the sulphide 
inclusion to the right of the oxide inclusion is indicative of a depression 
in the surface. Close examination of the iron and chromium Auger maps in 
the area between the oxide inclusion and the large sulphide inclusion to 
the right of the oxide inclusion in fig. 73 shows a signal intensity 
similar to that from the surrounding oxide. The nickel map, however shows a 
lower intensity in this area compared to the general oxide. 
Discussion 
It is clear from the results that a thin layer of copper sulphide at the 
surface of the sulphide inclusions is preventing the MnS from dissolving. 
The solubility product for Cu2S is 10-4H compared to a much higher value of 
10'13 for MnS, which explains why even in acidic chloride environments, the 
formation of a thin layer of copper sulphide will provide such an effective 
passivation. Wranglen has pointed out that precipitation of Cu2S from 
solution is favoured over CuS as the latter compound has a solubility 
product 10-36, higher than that for Cu2S'&2. In both CuS and Cu2S1 copper 
is present in its monovalent state163, consequently, descrimination between 
CuS and Cu2S using electron spectroscopic techniques is not readily 
achievable by examination of the copper peak shape and quantification is 
necessary. 
In addition to the comparatively high solubility of MnS, Wranglen has 
commented that in the case of stainless steels MnS has better electrical 
conduction properties than the oxide film and will consequently be anodic 
with respect to the surrounding matrix; further promoting dissolution162. 
The proposition that the MnS inclusion is more anodic than the stainless 
steel creates difficulties in explaining the very localised distribution of 
Cu2S on the inclusion found in this study; if copper is considered to have 
originated from solution. On immersion of the specimen in the corrosive 
solution, MnS would have started to dissolve, releasing sulphur into 
solution. If the inclusion was anodic then copper ions in solution would be 
attracted to the surrounding cathodic region and a wider distribution of 
deposited Cu2S would be expected. Three possible explanations are given as 
follows: 
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(a) The MnS inclusion is cathodic with respect to the stainless steel. 
Copper ions are attracted to the inclusion, react with the dissolved 
sulphur and deposit Cu2S specifically on the inclusion area. 
(b) The anodic MnS attracts a high concentration of chloride ions to its 
surface; copper ions diffuse to the region to restore charge 
neutrality and react with the sulphur released on dissolution of MnS. 
(c) There is a concentration gradient of sulphur released into solution 
from dissolution of MnS, with the highest concentration located close 
to the inclusion surface. Cu2S forms by a purely chemical reaction of 
copper ions with the dissolved sulphur and Cu2S will be predominantly 
precipitated at the inclusion site. 
To obtain such a localised deposit of copper sulphide, explanation (a) 
seems most plausible. In addition, potential differences are likely to 
exist between the inclusion and the steel and as discussed below the 
conductivity of MnS may not be large enough to render it anodic with 
respect to the oxide coated steel. In a previous publication, Wranglen 
showed pure MnS to be cathodic with respect to iron and gave the 
conductivity of MnS to be 0.10-lcm7', suggesting it to be a relatively poor 
conductor"'. If the respective dimensions of the inclusion and oxide film 
are considered, then for the inclusion shown in figure 81, it would have a 
distance between its base and surface of approximately 2µm; compared to an 
oxide thickness of 1-3nm. In this case, the conductivity of the MnS must be 
at least a factor of 1000 larger than the oxide for it to be more anodic 
than the stainless steel. The passive film is a complex combination of iron 
and chromium oxides and hydroxides and an accurate calculation of its 
conductivity is untenable for a number of reasons. However, values are 
available for some pure oxides. Magnetite, Fe304 has a high room 
temperature conductivity of =102Q-'cm-, '66 and Fe203 a lower conductivity 
of 1110-40-'cm-' 16lr,. No value for Cr2O3 could be found below 600°C, but it 
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is probably similar to Fe203 as it has the same corundum structure. From 
this data, it seems quite possible that MnS could be cathodic with respect 
to stainless steel. 
The very protective film formed on stainless steels prevents the anodic 
metal around the inclusion from being attacked, unlike the case of carbon 
steels"'. Consequently the instability of MnS in solution will predominate 
over potential considerations and dissolution of the inclusion will 
proceed. 
The formation of a protective layer of copper sulphide, rendering sulphide 
inclusions inactive may have important corrosion protection implications. 
Recently, improved corrosion resistance of stainless steels has been 
possible by exposing the steels in the active or transpassive regions prior 
to recording the polarisation curves16'"'6a. Much of this improvement of 
properties is probably due to the dissolution of MnS inclusions and 
repassivation of the resulting pits. However, holes and crevices are left 
in the surface which are prone to reactivation and sulphur has been 
released into solution. Hoar and Havenhand have shown that the addition of 
15 ppm of sulphur to an acid medium of pH 2 greatly accelerates 
corrosion"-9. The formation of the copper sulphide layer produces a flat 
surface and inhibits the release of sulphur into solution, making it a 
preferable method for inactivating MnS inclusions. 
Further work to determine the concentration of copper in solution needed to 
produce this effect, could be performed by the addition of known amounts of 
a soluble copper salt to the solution. In addition, experiments could be 
performed on material 3, a copper containing steel to investigate whether 
the sulphide inclusions contain copper and if so whether a similar 
inhibiting effect is observed. Daud, in his PhD thesis, recorded results 
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indicating that copper enrichment in sulphide inclusions can inhibit 
dissolution127. 
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