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Abstract
For a symmetric stable process X(t,ω) with index α ∈ (1,2], f ∈ Lp[0,2π ], p  α, an = 12π
∫ 2π
0 e





−int dX(t,ω), we establish that the random Fourier–Stieltjes (RFS) series ∑′∞n=−∞ anAn(ω)eint(in)β converges in the mean
to the stochastic integral 12π
∫ 2π
0 fβ(t − u)dX(u,ω), where fβ is the fractional integral of order β of the function f for 1p < β <





is Abel summable to 12π
∫ 2π
0 fβ(t − u)dX(u,ω). Also we
define fractional derivative of the sum
∑∞
n=−∞ anAn(ω)eint of order β for an, An(ω) as above and 1p < 1 − β < 1 + 1p . We have
shown that the formal fractional derivative of the series
∑∞
n=−∞ anAn(ω)eint of order β exists in the sense of mean.
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1. Introduction
Let X(t,ω), t ∈ R be a continuous stochastic process with independent increments and f be a continuous function
in [a, b]. Then the stochastic integral ∫ b
a
f (t) dX(t,ω) is defined convergence in the probability and is a random
variable (cf. Lukacs [3, p. 148, Theorem (6.2.3)]). If X(t,ω) is a symmetric stable process of index α, α ∈ (1,2] then
the stochastic integral 12π
∫ 2π
0 f (t) dX(t,ω) is defined convergence in the probability for f ∈ Lp([0,2π]), p  α
(Nayak, Pattanayak and Mishra [4]).




f (t) dX(t,ω) is defined in the sense of convergence in the mean (cf. Kwapien´ and Woy-
czyn´ski [2]).
* Corresponding author. Fax: +91 674 2540604.
E-mail address: swadhyn@yahoo.com (S. Pattanayak).
1 This work is supported by the National Board for Higher Mathematics (NBHM) fellowship, Department of Atomic Energy, Government of
India.0022-247X/$ – see front matter © 2007 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2007.06.036





converges in the mean to the stochastic integral 12π
∫ 2π




e−int dX(t,ω) for n ∈ Z (2)
and an = 12π
∫ 2π
0 f (t)e
−int dt for f ∈ Lp , p  α and n ∈ Z (Pattanayak and Sahoo [6]).
In Pattanayak and Sahoo [5], it is shown that the RFS series ∑′∞n=−∞ anAn(ω)eint(in)β (where ∑′ means, that the summa-
tion does not include the term n = 0) converges in the probability to the stochastic integral 12π
∫ 2π
0 fβ(t −u)dX(u,ω)




), where fβ is the fractional integral of f . But we know that the fractional integral fβ of order




) (cf. Zygmund [7, vol. II, p. 138]). We










0 fβ(t − u)dX(u,ω), with β ∈ ( 1p ,1 + 1p ).




e−intf (t) dt (3)















is defined convergence in the mean. Since each fr(t) is continuous, it belongs to Lp([0,2π]) for all p > 1 and anr |n|,










fr(t − u)dX(u,ω) (8)
in the sense of convergence in mean. Here fr(·) is the harmonic extension of f to the disc {z: |z| < 1} given by the
Poission integral




(1 − r2)f (t) dt
1 − 2r cos(θ − t) + r2 . (9)
It is shown that
∫ 2π
0 fr(t − u)dX(u,ω) converges to
∫ 2π
0 f (t − u)dX(u,ω) as r → 1− in the sense of mean(Pattanayak and Sahoo [6]).
This would mean
∑∞
n=−∞ anAneint is Abel summable to
∫ 2π




to be Abel summable to “s” if for r with 0 r < 1, limr→1
∑∞
n=−∞ anr |n|eint = s.






is Abel summable to 12π
∫ 2π
0 fβ(t − u)dX(u,ω) in the
sense of mean.
2. Definitions
Definition 2.1. Let f be defined in a closed interval I, and let
ω(δ;f ) = sup{∣∣f (x2) − f (x1)∣∣: x1, x2 ∈ I, |x2 − x1| δ}.
The function ω(δ;f ) is called the modulus of continuity of f .
Definition 2.2. The class λβ , for 0  β < 1, is the class of functions f on the closed interval I whose modulus of
continuity ω(δ;f ) satisfies the condition ω(δ;f ) = o(δβ).
Definition 2.3. Let
∑∞
n=−∞ anAn(ω)eint be a RFS series, where An(ω) are the random variables as defined in
(2) with X(t,ω) a symmetric stable process of index α, 1 < α  2 and an are the Fourier coefficients of some
f ∈ Lp([0,2π]), p  α with ∫ 2π0 f (t) dt = 0. Then the fractional integral of this RFS series of order β such that
1
p
< β < 1 + 1
p
















Now this definition of fractional integration leads to the following definition of fractional differentiation of the RFS
series (1).
Definition 2.4. The RFS series
∑∞
n=−∞ anAn(ω)eint as in Definition(2.3) is said to have fractional derivative of
order β in the sense of mean at t = t0, if for β > 0 with 1p < 1 − β < 1 + 1p , the stochastic integral F1−β(t,ω) is
differentiable in the sense of mean.
Denote this derivative by Fβ(t,ω).
Definition 2.5. If the fractional derivative of the RFS series (1) exists at each t ∈ [0,2π] then it is said to have
fractional derivative of order β in mean in [0,2π].
3. Results
Theorem 3.1. Let X(t,ω) be a symmetric stable process of index α, 1 < α  2, and let An(ω) be defined as in (2).
Suppose an are the Fourier coefficients of some f ∈ Lp([0,2π]), p  α with
∫ 2π







converges in the mean to the stochastic integral




fβ(t − u)dX(u,ω) (11)
where fβ is the fractional integral of f of order β .
Proof of this theorem requires the following lemma.
Lemma 3.2. If X(t,ω) is a symmetric stable process with independent increment of index α, 1 < α  2 and f ∈





















Proof. Let X(t, .) be a symmetric stable process with independent increments and let the characteristic function of
the increment X(t1)−X(t2) is equal to exp(−|t1 − t2||u|α). We know that the stochastic integral
∫ b
a
f (t) dX(t) exists
in the sense of convergence in the mean for f ∈ Lα([a, b]) (cf. Kwapien´ and Woyczyn´ski [2]), and the characteristic
function of this stochastic integral is








Expressing the expectation of the absolute value of a random variable in terms of its characteristic function (cf.


































































∣∣∣∣∣ 4π(α − 1)
b∫
a









Hence the result. 
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p
(Definition 2.2)
as f ∈ Lp([0,2π]), (p  1) and β > 0 is such that 1
p
< β < 1 + 1
p
(cf. Zygmund [7, vol. II, p. 138]). It is clear
that fβ ∈ λ0, the class of continuous functions and hence fβ ∈ Lp([0,2π]) for all p  1. Hence (cf. Kwapien´ and




























































































∣∣fβ(t − u) − sn(t − u)∣∣α du
+ 1
π2
∫ 1 − exp(−|v|α ∫ 2π0 |fβ(t − u) − sn(t − u)|αdu)
v2
dv (by Lemma 3.2).
|v|>1





∣∣fβ(t − u) − sn(t − u)∣∣p du = 0.










Hence the result. 












in the sense of mean.
Theorem 3.3. Let X(t,ω) be a symmetric stable process of index α, with 1 < α  2, and f (t) ∈ Lp([0,2π]), p  α.
If An(ω) = 12π
∫ 2π
0 e
−int dX(t,ω) and an = 12π
∫ 2π
0 e












in the sense of mean.
















, 0 r  1.n=−∞
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frβ (t − u)dX(u,ω)












































1 − exp(−|v|α ∫ 2π0 |frβ (t − u) − fβ(t − u)|αdu)
v2
dv (by Lemma 3.2).
We know that the integral
∫ 2π
0 |frβ (t − u) − fβ(t − u)|α du tends to 0 as r → 1 if fβ ∈ Lp , p > 1 (cf. Zygmund
[7, p. 150]). As 1
v2
in the integrand of the second integral is dominated by “1,” the second integral also tends to “0.”
Hence the result. 
A sufficient condition for the existence of fractional derivative of order β in the sense of mean of the RFS series (1)
is obtained in the following theorem.
Theorem 3.4. The RFS series (1) having conditions as stated in Definition 2.3 has fractional derivative of order β in
the sense of mean, for β > 0 with 1
p






Proof of this theorem requires the following lemma.
S.K. Dash, S. Pattanayak / J. Math. Anal. Appl. 339 (2008) 98–107 105Lemma 3.5. Let X(t,ω) be a symmetric stable process, An(ω), an as defined above. Then the sum function of the RFS








































































g(y − t) dt e−iny dy.
















g(y − t − ξ) dξ dX(t,ω)
by the result of Pattanayak and Sahoo [6].
Thus
E
(∣∣∣∣∣S(y + h,ω) − S(y,ω)h − 12π
2π∫
g(y − t) dX(t,ω)
∣∣∣∣∣
)0
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−h g(y − t − ξ) dξ dX(t,ω)).








































−h g(y−t−ξ) dξ−g(y−t)|α dt
u2
du,


































−h g(y−t−ξ) dξ−g(y−t)|α dt
v2
dv.












Now if p  α, then we have:
lim
h→0E
(∣∣∣∣∣S(y + h,ω) − S(y,ω)h − 12π
2π∫
0




Hence the result. 
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p
< 1−β < 1+ 1
p




















Hence the result. 
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