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Abstract
In this paper, we obtain a blow-up result for solutions to a semi-linear wave equation with scale-invariant
dissipation and mass and power non-linearity, in the case in which the model has a “wave like ” behavior.
In order to achieve this goal, we perform a change of variables that transforms our starting equation in
a strictly hyperbolic semi-linear wave equation with time-dependent speed of propagation.
Then, we apply Kato’s lemma to find a blow-up result for solutions to the transformed equation under
some support and sign assumptions on the initial data. A special emphasis is placed on the limit case, that
is, when the exponent p is exactly equal to the upper bound of the range of admissible values of p for which
this blow-up result is valid. In this critical case an explicit integral representation formula for solutions of
the corresponding linear Cauchy problem in 1d is derived.
Finally, carrying out the inverse change of variables we get a non-existence result for global (in time)
solutions to the original model.
Keywords: Semi-linear wave equation, time-dependent speed of propagation, power non-linearity, blow-up,
critical case, integral representation formula.
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1. Introduction
The goal of the present paper is to prove a non-existence result for global (in time) solutions of the Cauchy
problem for semi-linear wave equation with scale-invariant dissipation and mass and power non-linearity, i.e.,
for solutions to the following model:
vττ −∆yv + µ1
1 + τ
vτ +
µ22
(1 + τ)2
v = |v|p, τ > 0, y ∈ Rn,
v(0, y) = v0(y), y ∈ Rn,
vτ (0, y) = v1(y), y ∈ Rn,
(1.1)
assuming in some sense that the damping and the mass terms make the equation hyperbolic-like from the
point of view of the critical exponent diving the set of admissible exponents into one set which allows to
prove a blow-up behavior for global (in time) solutions and a second set which allows to prove a (global) in
time result of at least small data Sobolev solutions.
The previous model is called scale-invariant, since the corresponding linear model is invariant under the
so-called hyperbolic scaling
v˜(τ, y) = v(λ(1 + τ)− 1, λy), λ > 0.
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Let us formulate analytically, in terms of µ1 and µ
2
2, the assumption that we require for our model in
this paper.
If we define
δ := (µ1 − 1)2 − 4µ22,
then our assumption for these coefficients is
δ ∈ (0, 1]. (1.2)
As it is explained in [22], the quantity δ describes in some sense the interplay between the damping and
the mass term in (1.1) and in the corresponding linear problem. In other words, the qualitative properties
of the solutions to (1.1) are different for different ranges of δ (see for example [22, 25, 23]).
Considering the transformation
u(t, x) = (1 + τ)
µ1−1
2 +
√
δ
2 v(τ, y) τ = (1 + t)ℓ+1 − 1, y = (1 + ℓ)x, (1.3)
where
ℓ = 1−
√
δ√
δ
, k = 1−µ1−
√
δ
2
√
δ
(p− 1) + 2(1−
√
δ)√
δ
, (1.4)
then we find that u solves the following Cauchy problem:

utt − (1 + t)2ℓ∆xu = (ℓ + 1)2(1 + t)k|u|p, t > 0, x ∈ Rn,
u(0, x) = u0(x), x ∈ Rn,
ut(0, x) = u1(x), x ∈ Rn,
(1.5)
for suitable u0, u1.
In particular, we see that condition (1.2) allows the choice of a nonnegative ℓ.
Therefore, we consider the Cauchy problem (1.5) for general ℓ ≥ 0, k > −2 and nonnegative compactly
supported data u0 and u1. We will clarify the condition on k after the statements of the main results in
Section 1.2.
Since, we can derive a non-existence result for global (in time) solutions to this last Cauchy problem,
then using the inverse transformation in (1.3) we obtain a blow-up result for (1.1) provided that (1.2) is
satisfied.
Let us sketch the historical background of blow-up results for solutions to the Cauchy problem
wtt −∆xw + b(t)wt +m2(t)w = |w|p, t > 0, x ∈ Rn,
w(0, x) = w0(x), x ∈ Rn,
wt(0, x) = w1(x), x ∈ Rn,
(1.6)
that are related somehow to our scale-invariant model (1.1).
For the classical free wave equation with power nonlinearity on the right-hand side (which corresponds
to the case b(t) = m2(t) ≡ 0 in the notations of (1.6)), the critical exponent is the so-called Strauss exponent
p0(n), which is defined as the positive root of the quadratic equation
(n− 1)p2 − (n+ 1)p− 2 = 0.
In particular, we refer to the classical works [16, 17, 8, 27, 26, 15, 39, 41] and references therein for
blow-up results when 1 < p ≤ p0(n).
In [30] and [40] the massless case with constant coefficients in the linear part is considered. While
in [30] the authors have proved the blow-up of solutions in the case of sub-Fujita exponents (that is, for
1 < p < pFuj(n) := 1+
2
n ) by using a blow-up result for ordinary differential inequalities (cf. [30, Proposition
2
3.1]), in [40] it has been shown the same result (however, working in the more general frame of complete
noncompact Riemannian manifold and including the critical case) introducing the nowadays called test
function method.
On the other hand, we have drastically less blow-up results concerning classical Klein-Gordon equations
with power nonlinearity on the right-hand side. In [18], for example, a blow-up result has been proved in
space dimensions n = 1, 2, 3 and for sub-Fujita exponents.
Let us now recall some results to semi-linear wave models (1.6) with time-dependent dissipation b(t)wt
and without any mass term, where b(t) = µ1(1 + t)
−β with β ∈ (−1, 1] and µ1 > 0.
A blow-up result is proved in [20] by using the test function method, if β ∈ (−1, 1) and provided that
1 < p ≤ pFuj(n). Later in [5] the authors generalized this blow-up result to more general damping terms
b(t)wt by using a modified test function method (cf. [3]). More precisely, the dissipation b(t)wt, that is
considered in [5], is effective according to the classification given in [32, 33].
Afterwards the case β = 1 was considered in [31]. In this paper the author proves two blow-up results
for the scale-invariant case, for 1 < p ≤ pFuj(n) if µ1 > 1 and for 1 < p ≤ pFuj(n + µ1 − 1) if 0 < µ1 ≤ 1,
assuming a suitable integral sign condition for the Cauchy data. Also in this case the test function method
is used in order to prove these results. In particular, for µ1 > 1 the same result has been substantially
already proved with the modified test function method in [3].
Then in [6] the special value µ1 = 2 is studied in the scale-invariant case. More specifically, assuming
nonnegative, non-trivial and compactly supported data, it is shown that the solution has to blow up in finite
time for
1 < p ≤ max{p0(n+ 2), pFuj(n)}.
The proof of this result is based on Kato’s lemma and it relies heavily on the fact that for this special
value of the coefficient µ1 the structure of the model is somehow “wave-like ”. Indeed, through the so-called
dissipative transformation
w˜(t, x) = (1 + t)−
µ1
2 w(t, x),
it is possible to transform this special scale-invariant model with power non-linearity in a free wave equation
with non-linearity (1 + t)−(p−1)|w˜|p.
Recently, in [19] the authors took into consideration the scale-invariant wave equation with damping in
the case in which, in some sense, we call the model hyperbolic-like. They have shown a nonexistence result
for global (in time) solutions for
pFuj(n) ≤ p < p0(n+ 2µ1) and 0 < µ1 < n
2 + n+ 2
2(n+ 2)
,
where the upper bound for µ1 guarantees the non-emptiness of the range for p, by using an improved version
of Kato’s lemma, which allows to control the life-span of the solution from above (see [29]).
Finally, let us mention blow-up results which are known for the scale-invariant case when also the mass
term is present. In [22, 23] it is proved that the solution blows up for
1 < p ≤ pFuj
(
n+
µ1 − 1−
√
δ
2
)
assuming δ ≥ 0 and suitable sign conditions for the initial data (moreover, in [23], also the compactness of
the supports of data is required). Although the range of p, for which the solution is not globally in time
defined, is the same in both results, a different approach is used in the corresponding proofs. While in [22]
the test function method is considered, in [23] it is employed a proper modification of the blow-up result for
ordinary differential inequalities introduced first in [30] for the constant coefficients case and adapted then
in [21] for coefficients b(t) = µ1(1 + t)
−β , where β ∈ [0, 1).
Furthermore, in [22] a further nonexistence result is shown in the case in which the coefficients of the
damping and mass term satisfy δ = 1. In more detail, it is proved that the solution blows up in finite time
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(using Kato’s lemma) provided that
1 < p ≤ max
{
p0(n+ µ1), pFuj
(
n+
µ1
2
− 1
)}
and the data are nonnegative and compactly supported. In particular the case µ1 = 2, µ
2
2 = 0 (already
considered in [6]) is included as a special case there.
In the present paper our goal is to prove blow-up results that generalize or partially improve the results
from [31, 6, 22, 19, 23]. After the completion of this paper we received the preprint [14], where a blow-up
result for the semi-linear wave equation with just scale-invariant damping is improved by using a different
method. Indeed, as we will explain in the concluding remarks, in that paper the authors develop a technique
in the special case µ2 = 0 which provides a result that covers also cases that we are not able to investigate
with the approach of the present paper.
1.1. Notations
In this paper, we write f . g, when there exists a constant C ≥ 0 such that f ≤ Cg. On the one hand
we write f ≍ g when g . f . g. On the other hand we write f ≃ g when f = Cg for some positive constant
C.
As in the introduction we denote throughout the article by pFuj(n) and p0(n) the Fujita exponent and
the Strauss exponent, respectively.
For sake of brevity, we put
φ(τ) := τ
ℓ+1
ℓ+1 for τ ≥ 0.
Moreover, if a(t) := (1+ t)ℓ is the time-dependent speed of propagation for the transformed Cauchy problem
(1.5), then we denote by A(t) the primitive of a that vanishes for t = 0, namely
A(t) :=
∫ t
0
a(s)ds = 1ℓ+1
(
(1 + t)ℓ+1 − 1) = φ(1 + t)− φ(1).
We will employ the notations Br and Br(x) for the open ball with radius r > 0 centered at the origin and
at a point x ∈ Rn, respectively.
Furthermore, we denote by M(u) the Hardy-Littlewood maximal function for any u ∈ L1loc(Rn) (see
Section B).
Finally, by Lp,∞(X) it will be denoted the weak Lp space on the measure space (X,M, µ) (see Section
C).
1.2. Main results
Let us state the main blow-up results that we are going to prove in the present article.
Theorem 1.1. Assume that u ∈ C2 ([0, T )× Rn) is a classical solution to (1.5) with ℓ ≥ 0, k > −2 and
nonnegative, compactly supported initial data (u0, u1) ∈ C2(Rn)× C1(Rn) such that u0 is not identically 0.
If the exponent p > 1 satisfies one of the following conditions:
p < pNE(n; ℓ, k) := max
{
p0(n; ℓ, k), p1(n; ℓ, k)
}
, (1.7)
p = pNE(n; ℓ, k) = p1(n; ℓ, k), (1.8)
p = pNE(n; ℓ, k) = p0(n; ℓ, k), if n ≥ 2, (1.9)
where
p1(n; ℓ, k) :=
(ℓ+ 1)n+ k + 1
(ℓ+ 1)n− 1
and p0(n; ℓ, k) is the positive root of the quadratic equation
((ℓ + 1)n− 1)p2 − ((ℓ + 1)n+ 2k + 1− 2ℓ)p− 2(ℓ+ 1) = 0, (1.10)
then u blows up in finite time, that is, T <∞.
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Remark 1.2. Using the same notations of the previous statement, we find in particular that for ℓ = k = 0
the exponent p0(n; ℓ, k) coincides with the Strauss exponent p0(n). Moreover, since p1(n; 0, 0) =
n+1
n−1 < p0(n)
for any n ≥ 2, we find the well-known blow-up result for the free wave equation with power non-linearity in
the special case ℓ = k = 0.
Remark 1.3. Let us underline that the discriminant of the second order equation (1.10) is always positive.
Therefore, thanks to Descartes’ rule it follows that equation (1.10) has one positive root and one negative
root. Consequently, the second order inequality
((ℓ + 1)n− 1)p2 − ((ℓ + 1)n+ 2k + 1− 2ℓ)p− 2(ℓ+ 1) < 0, (1.11)
gives actually an upper bound for p > 1. Moreover, we can observe with the same type of argument that
p0(n; ℓ, k) > 1 since k > −2.
Using the transformation (1.3) we may derive from Theorem 1.1 the following corollaries for the scale-
invariant model with power non-linearity.
Corollary 1.4. Let n ≥ 1 and let µ1 and µ22 be nonnegative constants satisfying δ ∈ (0, 1]. Let us assume
that p > 1 satisfies one of the following conditions:
p < pµ1,µ2(n) := max
{
p0(n+ µ1), pFuj
(
n+ µ1−12 −
√
δ
2
)}
,
p = pµ1,µ2(n) = pFuj
(
n+ µ1−12 −
√
δ
2
)
,
p = pµ1,µ2(n) = p0(n+ µ1), if n = 2.
Finally, let v ∈ C2([0, T ) × Rn) be a classical solution to the Cauchy problem (1.1) with nontrivial and
compactly supported initial data (v0, v1) ∈ C2(Rn)× C1(Rn) such that
v0 ≥ 0, v1 +
(
µ1−1+
√
δ
2
)
v0 ≥ 0.
Then v blows up in finite time, that is, T <∞.
The condition on k in Theorem 1.1 implies that the upper bound for the exponent p in (1.5) is actually
larger than 1. Nevertheless, when we consider (1.1) and, consequently, ℓ and k are defined through (1.4), the
condition k > −2 makes no sense anymore, since k depends on p. Indeed, the inequalities, which imply the
conditions on p in (1.1), are different from those, that imply the conditions for p in (1.5) for k independent
of p. More precisely, for ℓ and k are defined by (1.4) the conditions p < p0(n; ℓ, k) and p < p1(n; ℓ, k) can
be written as p < p0(n+ µ1) and p < pFuj
(
n+ µ1−12 −
√
δ
2
)
, respectively. For this reason the only necessary
condition on µ1 and µ
2
2 is (1.2), which allows to choose a nonnegative ℓ.
Remark 1.5. From Corollary 1.4 we see that the condition (1.2) on δ does not make our model hyperbolic-
like, from the point of view of the critical exponent, in all cases. Indeed, the upper bound for p, for which
we can prove a nonexistence result, feels the influence of two different terms. Depending on the dominant
influence, we can classify the model (1.1) as parabolic-like (the Fujita exponent is dominant) or hyperbolic-like
(the Strauss exponent is dominant), respectively.
Finally, from Corollary 1.4 one may derive immediately the following two blow-up results for solutions
to the wave equation with scale-invariant damping and power non-linearity
vττ −∆v + µ11+τ vτ = |v|p, τ > 0, y ∈ Rn,
v(0, y) = v0(y), y ∈ Rn,
vτ (0, y) = v1(y), y ∈ Rn.
(1.12)
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Corollary 1.6. Let n ≥ 1 and µ1 ∈ [0, 1). Let us assume that p > 1 satisfies one of the following conditions:
p < pµ1(n) := p0(n+ µ1),
p = pµ1(n) = p0(n+ µ1), if n ≥ 2,
Moreover, let v ∈ C2([0, T ) × Rn) be a classical solution to the Cauchy problem (1.12) with nonnegative,
nontrivial and compactly supported initial data (v0, v1) ∈ C2(Rn)× C1(Rn). Then v blows up in finite time,
that is, T <∞.
Remark 1.7. In Corollary 1.6 we used the property p0(n) > pFuj(n − 1) for any n > 1 to show that for
µ1 ∈ [0, 1) it holds
pµ1(n) = max
{
p0(n+ µ1), pFuj(n+ µ1 − 1)
}
= p0(n+ µ1).
Moreover, in the special case n = 1 and µ1 = 0 we introduce as usual p0(1) = ∞, since solutions blow up,
in general, for any p > 1.
Corollary 1.8. Let n ≥ 1 and µ1 ∈ (1, 2]. Let us assume that p > 1 satisfies one of the following conditions:
p < pµ1(n) := max
{
p0(n+ µ1), pFuj(n)
}
,
p = pµ1(n) = pFuj(n),
p = pµ1(n) = p0(n+ µ1), if n = 2.
Moreover, let v ∈ C2([0, T ) × Rn) be a classical solution to the Cauchy problem (1.12) with nontrivial and
compactly supported initial data (v0, v1) ∈ C2(Rn)× C1(Rn) such that
v0 ≥ 0, v1 + (µ1 − 1)v0 ≥ 0.
Then v blows up in finite time, that is, T <∞.
Remark 1.9. In Corollaries 1.6 and 1.8 the exponent pµ1(n) is nothing but the exponent pµ1,µ2(n) for
µ2 = 0.
2. Overview on our approach
Throughout this article we will consider the time-dependent function
G (t) =
∫
Rn
u(t, x)dx, (2.1)
where u is a classical solution of (1.5).
Since we require compactly supported data, by the property of finite speed of propagation it follows that
also u is compactly supported with respect to the spatial variables for any time up to its life-span. Therefore,
if we prove that G blows up in finite time, then u blows up in finite time as well.
A fundamental tool to estimate the blow-up dynamic of the function G (t) is the so-called Kato’s Lemma.
Lemma 2.1 (Kato’s Lemma). Let p > 1, q ∈ R and F ∈ C2([0, T )) be a positive function satisfying the
nonlinear ordinary differential inequality
d2
dt2
F (t) ≥ k1(t+R)−q(F (t))p (2.2)
for any t ∈ [T1, T ), for some k1, R > 0 and T1 ∈ [0, T ).
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(i) If it holds the inequality
F (t) ≥ k0(t+R)a for any t ∈ [T0, T ), (2.3)
for some a ≥ 1 satisfying a > q−2p−1 and for some k0 > 0 and T0 ∈ [0, T ), then T <∞.
(ii) Let q ≥ p + 1 in (2.2) and suppose that the constant k0 = k0(k1) > 0 is sufficiently large. Then, if
(2.3) holds with a = q−2p−1 for some T0 ∈ [0, T ), then T <∞.
For the proof of the previous result one can see [27, 35] for the subcritical case and [39, 6] for the critical
case.
The strategy in the proof of Theorem 1.1 is to apply Kato’s lemma to the function G (t) in order to prove
that the life span of such a function and, consequently, the life span of the solution u, has to be necessarily
finite for p as in the statement. We prove the sub-critical and the critical case of Theorem 1.1 in Sections
3 and 5, respectively. In Section 4 we derive an explicit integral representation formula for solutions to the
inhomogeneous linear Cauchy problem in 1d related to (1.5). Here we strongly follow Yagdjian’s Integral
Transform Approach of the papers [34, 38, 36, 37]. Finally, in Section 6 we prove Corollary 1.4. Some
concluding remarks and open problems (see Section 7) complete the paper.
3. Subcritical case
Let us prove the blow-up result for (1.5) in the subcritical case, that is, when we employ Kato’s lemma for
the case in which the exponent a in (2.3) satisfies a > q−2p−1 . This condition corresponds to the requirement
(1.7) in the statement of Theorem 1.1.
Proof of Theorem 1.1 in the subcritical case. Let u be the classical local (in time) solution to the Cauchy
problem (1.5). We define the function G = G (t) as in (2.1). Let us choose a positive constant R such that
suppu0, suppu1 ⊂ BR.
In the following we will employ the functions A = A(t) and φ = φ(t) are introduced in Section 1.1.
Thanks to the property of finite speed of propagation, we have
suppu(t, ·) ⊂ BR+A(t) for any t > 0. (3.1)
Therefore,
d2G
dt2
(t) =
∫
Rn
utt(t, x)dx = (1 + t)
2ℓ
∫
Rn
∆u(t, x)dx + (ℓ+ 1)2(1 + t)k
∫
Rn
|u(t, x)|pdx
= (ℓ+ 1)2(1 + t)k
∫
Rn
|u(t, x)|pdx,
where in the last equality we used the divergence theorem and (3.1).
In particular, from the previous equality we can derive the positivity of G . Indeed, using the convexity
of G we get
G (t) ≥ G (0) + t dG
dt
(0) =
∫
Rn
u0(x)dx + t
∫
Rn
u1(x)dx > 0 for t ≥ 0 .
By using Jensen’s inequality we find for large t
d2G
dt2
(t) = (ℓ+ 1)2(1 + t)k
∫
Rn
|u(t, x)|pdx & (1 + t)k(R+ A(t))−n(p−1)
∣∣∣ ∫
Rn
u(t, x)dx
∣∣∣p
≃ (R+ t)k−(ℓ+1)n(p−1)(G (t))p. (3.2)
In order to apply Lemma 2.1 we need to derive a lower bound for G for large times. To get this bound
from below we shall introduce a second time-dependent function G1 = G1(t) defined as the integral over R
n
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of the product between u and a function ψ = ψ(t, x). Therefore, let us choose the t-dependent factor and
the x-dependent factor of ψ.
For this reason we consider the function λ = λ(t) with
λ(t) = Cℓ(1 + t)
1
2Kν(φ(1 + t))
= Cℓ(1 + t)
1
2
∫ ∞
0
exp
(
− (1+t)ℓ+1ℓ+1 cosh z
)
cosh(νz)dz with ν = 12(ℓ+1) , (3.3)
where Kν denotes the modified Bessel function of second kind (cf. [1, Section 9.6]) and the multiplicative
constant Cℓ is chosen in such a way that λ(0) = 1.
The function λ = λ(t) is a slight modification of the corresponding function considered in [10]. More
specifically, the function λ is a translation of the function which is considered there (of course with different
multiplicative constants).
The function λ, defined by (3.3), satisfies the equation
λ′′(t)− (1 + t)2ℓλ(t) = 0.
This is a consequence of the fact that Kν is a solution of the modified Bessel differential equation(
t2
d2
dt2
+ t
d
dt
− (t2 + ν2)
)
Kν(t) = 0.
Furthermore, the function λ satisfies the following properties:
• λ and −λ′ are decreasing functions and lim
t→∞
λ(t) = lim
t→∞
λ′(t) = 0;
• |λ′(t)| ≍ λ(t)(1 + t)ℓ uniformly for all t ≥ 0.
For the proof of these two properties one can see [13] (even though there is only the case ℓ ∈ N considered,
the same proof is valid for any real number ℓ ≥ 0).
Let us choose the function
ϕ = ϕ(x) =
∫
Sn−1
ex·ωdσω.
The function ϕ has the following properties:
• ϕ ∈ C∞(Rn) and ∂αxϕ(x) =
∫
Sn−1
ωαex·ωdσω for any multi-index α, and in particular ∆ϕ = ϕ;
• ϕ > 0 on Rn.
The first property follows by the compactness of the unit sphere Sn−1, while Cauchy-Schwartz inequality
and the monotonicity of the exponential function imply the second one.
Finally, we introduce the function
ψ(t, x) = λ(t)ϕ(x).
Due to the properties of both functions λ and ϕ we obtain that ψ is a solution of the homogeneous linear
equation
ψtt − (1 + t)2ℓ∆ψ = 0.
As we anticipated, we define
G1(t) :=
∫
Rn
u(t, x)ψ(t, x)dx.
So, using Ho¨lder’s inequality to estimate d
2
G
dt2 we get
d2G
dt2
(t) = (ℓ + 1)2(1 + t)k
∫
Rn
|u(t, x)|pdx & (1 + t)k|G1(t)|p
( ∫
BR+A(t)(0)
ψ(t, x)
p
p−1 dx
)−(p−1)
. (3.4)
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We estimate separately the two factors that appear in the right-hand side of (3.4). Let us start with the
integral ∫
BR+A(t)(0)
ψ(t, x)
p
p−1 dx = λ(t)
p
p−1
∫
BR+A(t)(0)
ϕ(x)
p
p−1 dx.
According to [39, page 364] the following asymptotic estimate holds:
ϕ(x) ≃ |x|−n−12 e|x| as |x| → ∞.
The continuity of the function ϕ implies the estimate
|ϕ(x)| . (1 + |x|)−n−12 e|x|
uniformly for any x ∈ Rn.
Therefore,∫
BR+A(t)(0)
ϕ(x)
p
p−1 dx .
∫ R+A(t)
0
(1 + r)−
n−1
2 · pp−1 e
pr
p−1 rn−1dr
. e
p
p−1 ·
R+A(t)
2
∫ (R+A(t))/2
0
(1 + r)n−1−
n−1
2 · pp−1 dr + (R+ A(t))n−1−
n−1
2 · pp−1 e
p
p−1 ·(R+A(t)).
For the integral over [0, (R + A(t))/2] it is possible to find the same estimate we got for the integral over
[(R+ A(t))/2, R+A(t)].
Indeed,
∫ (R+A(t))/2
0
(1 + r)n−1−
n−1
2 · pp−1 dr .

(R +A(t))n−
n−1
2 · pp−1 if n− n−12 · pp−1 > 0
log(R+A(t)) if n− n−12 · pp−1 = 0
1 if n− n−12 · pp−1 < 0
and, consequently,
e
p
p−1 ·R+A(t)2
∫ (R+A(t))/2
0
(1 + r)n−1−
n−1
2 · pp−1 dr = e
p
p−1 ·(R+A(t))e−
p
p−1 ·R+A(t)2
∫ (R+A(t))/2
0
(1 + r)n−1−
n−1
2 · pp−1 dr
. e
p
p−1 ·(R+A(t))(R+A(t))n−1−
n−1
2 · pp−1 .
Summarizing, we proved( ∫
BR+A(t)(0)
ψ(t, x)
p
p−1 dx
)p−1
. λ(t)p e p(R+A(t)) (R+A(t))(n−1)(p−1)−
n−1
2 p.
Then, using the asymptotic behavior of modified Bessel function of second kind
Kν(t) =
√
π
2t
e−t
(
1 +O(t−1)
)
as t→∞,
(see for example [1, formula 9.7.2]), then for large t we may estimate
λ(t) ≍ (1 + t) 12φ(1 + t)− 12 e−φ(1+t) ≃ (1 + t)− ℓ2 e−φ(1+t).
Thus,(∫
BR+A(t)(0)
ψ(t, x)
p
p−1 dx
)p−1
. (1 + t)−
ℓp
2 e−pφ(1+t)ep(R+A(t))(R+A(t))(n−1)(p−1)−
n−1
2 p
≃ (1 + t)− ℓp2 (R+A(t))(n−1)(p−1)− n−12 p. (3.5)
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Let us derive now a lower bound for G1(t). We point out that this estimate is slightly easier in our case
than that one in [10, Lemma 2.3] because of the non zero behavior of the speed of propagation a(t) = (1+t)ℓ
in a neighborhood of 0.
Integrating by parts we get
0 ≤
∫ t
0
∫
Rn
(ℓ + 1)2(1 + s)k|u(s, x)|pψ(s, x)dxds =
∫ t
0
∫
Rn
(
uss(s, x) − (1 + s)2ℓ∆u(s, x)
)
ψ(s, x)dxds
=
∫ t
0
∫
Rn
u(s, x)
(
ψss(s, x)− (1 + s)2ℓ∆ψ(s, x)
)︸                                        ︷︷                                        ︸
=0
dxds+
∫
Rn
(
us(s, x)ψ(s, x) − u(s, x)ψs(s, x)
)
dx
∣∣∣s=t
s=0
=
∫
Rn
(
ut(t, x)ψ(t, x) − u(t, x)ψt(t, x)
)
dx−
∫
Rn
(
u1(x)− λ′(0)u0(x)
)
ϕ(x)dx,
where in the second equality for the integration by parts with respect to x we may neglect the boundary
integral because of (3.1).
Since we have assumed nonnegative data (the first data is not identically zero) and λ′(0) < 0 it follows∫
Rn
(
ut(t, x)ψ(t, x) − u(t, x)ψt(t, x)
)
dx ≥
∫
Rn
(
u1(x)− λ′(0)u0(x)
)
ϕ(x)dx = C > 0.
On the other hand∫
Rn
(
ut(t, x)ψ(t, x) − u(t, x)ψt(t, x)
)
dx =
∫
Rn
(
∂
∂t
(
u(t, x)ψ(t, x)
) − 2u(t, x)ψt(t, x))dx
=
dG1
dt
(t) + 2|λ′(t)|
∫
Rn
u(t, x)ϕ(x)dx.
We have already mentioned the inequality |λ′(t)| ≤ C1λ(t)(1 + t)ℓ for t ≥ 0 which holds for some positive
constant C1. Therefore,
C ≤ dG1
dt
(t) + 2C1λ(t)(1 + t)
ℓ
∫
Rn
u(t, x)ϕ(x)dx =
dG1
dt
(t) + 2C1(1 + t)
ℓ
G1(t).
Multiplying both sides of the previous inequality by e2C1A(t) we get
d
dt
(
e2C1A(t)G1(t)
) ≥ Ce2C1A(t).
After integration over [0, t] it follows
e2C1A(t)G1(t)− G1(0) ≥ C
∫ t
0
e2C1A(s)ds ≥ C
2C1
(1 + t)−ℓ
∫ t
0
2C1(1 + s)
ℓe2C1A(s)ds
=
C
2C1
(1 + t)−ℓ(e2C1A(t) − 1).
Hence,
G1(t) ≥ e−2C1A(t)G1(0) + C
2C1
(1 + t)−ℓ − C
2C1
(1 + t)−ℓe−2C1A(t) ≥ C
2C1
(1 + t)−ℓ(1− e−2C1A(t)).
Summarizing, for large t we have
G1(t) & (1 + t)
−ℓ. (3.6)
Combining (3.4), (3.5) and (3.6), then for large t we arrive at
d2G
dt2
(t) & (1 + t)k−
ℓp
2 (R +A(t))−(n−1)(p−1)+
n−1
2 p & (R+ t)k−
ℓp
2 −(n−1)( p2−1)(ℓ+1). (3.7)
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Integrating twice the previous relation, we get
G (t) & G (0) +
dG
dt
(0) t+ (R + t)max{k−
ℓp
2 −(n−1)(p2−1)(ℓ+1)+2,1}
& (R + t)max{k−
ℓp
2 −(n−1)(p2−1)(ℓ+1)+2,1} for large t. (3.8)
Finally, we can apply Kato’s lemma. So from (3.2) and (3.8) we obtain that G (t) (and, consequently, u)
blows up provided that at least one of the following condition is fulfilled:
k − ℓp
2
− (n− 1)
(p
2
− 1
)
(ℓ+ 1) + 2 > −k + 2
p− 1 + (ℓ + 1)n, (3.9)
1 > −k + 2
p− 1 + (ℓ + 1)n. (3.10)
Since the condition (3.9) is equivalent to the quadratic inequality (1.11) and (3.10) corresponds to
p < p1(n; ℓ, k). The proof is completed.
Remark 3.1. Let us underline explicitly that in the previous proof the case ℓ = 0 can also be included. In
this case it is enough to consider λ(t) = e−t instead of the function defined by (3.3). Indeed e−t satisfies all
properties that we used in the proof for ℓ = 0. Moreover, this special case coincides exactly with the proof
of Theorem 1.1 in [39].
Remark 3.2. In the previous proof we applied Lemma 2.1 (i), and, consequently, we do not need to take
care of the multiplicative constant in (3.8). However, when we are in the critical case, that is, we shall apply
Lemma 2.1 (ii), the situation is quite different. Thus, rather than to estimate quantitatively the unexpressed
multiplicative constant in (3.8), following the approach of [39] we will obtain an improved version of (3.8)
with a further logarithmic factor. In such a way we can immediately apply the second part of Lemma
2.1, since we can make the logarithmic term arbitrarily large considering sufficiently large times. However,
before proving this improvement of (3.8), we derive firstly an integral representation formula for a one spatial
dimensional problem related to (1.5), that will be helpful in the proof of the case (1.9).
4. An integral representation formula for solutions to an inhomogeneous linear wave equation
in 1d
The goal of this section is to provide an explicit representation formula for solutions to the Cauchy
problem 
utt − (1 + t)2ℓuxx = f(t, x), t > 0, x ∈ R,
u(0, x) = u0(x), x ∈ R,
ut(0, x) = u1(x), x ∈ R,
(4.1)
via integral transformations and to investigate the properties of the corresponding kernel functions.
In the further considerations we will follow the approach of [34] and [38], where an explicit representation
formula is derived through integral transformations for solutions to a Cauchy problem for a generalized
Tricomi equation (containing the Gellerstedt operator) and for solutions to a Cauchy problem for the Klein-
Gordon equation in the de Sitter spacetime, respectively.
4.1. Inhomogeneous case with zero data
The first step is to construct a family of fundamental solutions for the operator
T = ∂
2
∂t2
− (1 + t)2ℓ ∂
2
∂x2
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related to the point (t0, x0), where t0 ≥ 0 and x0 ∈ R, and supported in the forward cone
D+(t0, x0) =
{
(t, x) ∈ R2 : t > t0, |x− x0| < 1ℓ+1
(
(1 + t)ℓ+1 − (1 + t0)ℓ+1
)}
.
In other words, we are looking for a distributional solution E+(t, x; t0, x0) of the equation
T E+ = ∂2tE+ − (1 + t)2ℓ∂2xE+ = δt0(t)⊗ δx0(x)
with support contained in D+(t0, x0).
For this purpose, introducing the so-called characteristic coordinates
r = x+ φ(1 + t),
s = x− φ(1 + t),
and, following the approach of [34, 38], we get the representation
E+ = E+(t, x; t0, x0) =
{
cℓE(t, x; t0, x0) in D+(t0, x0),
0 elsewhere,
with cℓ = 2
− 1
ℓ+1 (ℓ + 1)−
ℓ
ℓ+1 and
E(t, x; t0, x0) =
(
(φ(1 + t) + φ(1 + t0))
2 − (x− x0)2
)−γ
F
(
γ, γ; 1;
(φ(1 + t)− φ(1 + t0))2 − (x− x0)2
(φ(1 + t) + φ(1 + t0))2 − (x− x0)2
)
,
(4.2)
where γ = ℓ2(ℓ+1) and F (γ, γ; 1; ·) denotes the Gauss hypergeometric function (cf. Section A).
Let f = f(t, x) ∈ C2(R2) be a source term in (4.1) having the properties
• supp f ⊂ {(t, x) ∈ R2 : t ≥ 0},
• supp f(t, ·) is compact for any t ≥ 0.
Then, following the approach of [34, 38] we may write a solution of the Cauchy problem (4.1) with
vanishing data u0 = u1 = 0 in the following form:
u(t, x) =
∫∫
R2
E+(t, x; b, y) f(b, y) d(b, y)
= cℓ
∫ t
0
∫ x+(φ(1+t)−φ(1+b))
x−(φ(1+t)−φ(1+b))
E(t, x− y; b, 0) f(b, y) dy db
= cℓ
∫ t
0
∫ x+(φ(1+t)−φ(1+b))
x−(φ(1+t)−φ(1+b))
f(b, y)
(
(φ(1 + t) + φ(1 + b))2 − (x − y)2
)−γ
× F
(
γ, γ; 1;
(φ(1 + t)− φ(1 + b))2 − (x− y)2
(φ(1 + t) + φ(1 + b))2 − (x− y)2
)
dy db.
Using the property E(t,−y; b, 0) = E(t, y; b, 0) we may also write
u(t, x) = cℓ
∫ t
0
∫ φ(1+t)−φ(1+b)
0
[f(b, x− y) + f(b, x+ y)]E(t, y; b, 0) dy db
= cℓ
∫ t
0
∫ φ(1+t)−φ(1+b)
0
[f(b, x− y) + f(b, x+ y)]
(
(φ(1 + t) + φ(1 + b))2 − y2
)−γ
× F
(
γ, γ; 1;
(φ(1 + t)− φ(1 + b))2 − y2
(φ(1 + t) + φ(1 + b))2 − y2
)
dy db.
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It is important to underline that the kernel function of the previous integral is nonnegative on the domain
of integration. Indeed, the argument of the Gauss hypergeometric function is an element of the interval [0, 1)
for any (b, y) in the domain of integration and, consequently, the function F (γ, γ; 1, ·) is there always positive,
since the parameters (γ, γ; 1) are all positive. Actually, for the limit case ℓ = 0 we have γ = 0, but also in
this case the Gauss function, which is just the constant function 1, is nonnegative.
The previously defined function u is a solution of (4.1) in the classical sense (even in the weak sense if
all integrals are defined).
4.2. Homogeneous case
Up to now we derived a representation formula for the solution of the linear inhomogeneous Cauchy
problem (4.1), in the case in which the initial data u0, u1 are identically zero. The next step is to derive a
representation formula for solutions to the linear homogeneous Cauchy problem
utt − (1 + t)2ℓuxx = 0, t > 0, x ∈ R,
u(0, x) = u0(x), x ∈ R,
ut(0, x) = u1(x), x ∈ R.
(4.3)
We shall study separately the cases u0 = 0 and u1 = 0.
The strategy to derive these representations is to reduce the corresponding homogeneous linear Cauchy
problem to a suitable inhomogeneous Cauchy problem. Then, applying the result from Section 4.1 and
rewriting the obtained expressions in a appropriate way, we will get the desired representation formulas.
But first we are going to prove the following preliminary lemma which is helpful in next sections. In the
further consideration we use the abbreviation A(t) := φ(1 + t)− φ(1).
Lemma 4.1. Let E = E(t, x; t0, x0) be the function defined by (4.2). Then, the following formulas are valid:
E(t, x; b, y) = E(b, x; t, y), (4.4)
E(t, x; b, y) = E(t, y; b, x), (4.5)
E(t, x; b, y) = E(b, x− y; t, 0), (4.6)
E(t,−x; b, 0) = E(b, x; t, 0), (4.7)
E(t, A(t)−A(b); b, 0) = 2−2γ(ℓ+ 1)2γ(1 + t)− ℓ2 (1 + b)− ℓ2 , (4.8)
∂E
∂y
(t, y; b, 0)
∣∣∣
y=A(t)−A(b)
= 2−2γ−3ℓ(ℓ+ 2)(ℓ+ 1)2γ (1 + t)−
3
2 ℓ−1(1 + b)−
3
2 ℓ−1
(
φ(1 + t)− φ(1 + b)),
(4.9)
E(A−1(A(t) − y), y; t, 0) = 2−2γ(ℓ+ 1)γ(1 + t)− ℓ2 (φ(1 + t)− y)−γ , (4.10)
∂E
∂b
(t, y; b, 0)
∣∣∣
b=A−1(A(t)−y)
= −2−2γ−1(ℓ + 1)2γ(φ(1 + t)− y)γ−1φ(1 + t)−γ−1(γ(2φ(1 + t)− y) + γ2y).
(4.11)
Proof. Properties (4.4) to (4.7) follow directly from the definition of E(t, x; b, y). Since F (γ, γ; 1; 0) = 1 we
get for x = A(t)−A(b) = φ(1 + t)− φ(1 + b) the relation
E(t, x; b, 0) =
(
(φ(1 + t) + φ(1 + b))2 − (φ(1 + t)− φ(1 + b))2)−γ = 2−2γ(φ(1 + t)φ(1 + b))−γ
and, thus, (4.8). The partial derivative of E(t, y; b, 0) with respect to y is
∂E
∂y
(t, y; b, 0) = 2γy
(
(φ(1 + t) + φ(1 + b))2 − y2)−γ−1F(γ, γ; 1; (φ(1 + t)− φ(1 + b))2 − y2
(φ(1 + t) + φ(1 + b))2 − y2
)
+
(
(φ(1 + t) + φ(1 + b))2 − y2)−γγ2F(γ + 1, γ + 1; 2; (φ(1 + t)− φ(1 + b))2 − y2
(φ(1 + t) + φ(1 + b))2 − y2
)
× ∂
∂y
((φ(1 + t)− φ(1 + b))2 − y2
(φ(1 + t) + φ(1 + b))2 − y2
)
,
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where we used the rule (A.1) for the derivative of F (γ, γ; 1; ·). The partial derivative with respect to y in
the last line of the previous formula is
∂
∂y
(
(φ(1 + t)− φ(1 + b))2 − y2
(φ(1 + t) + φ(1 + b))2 − y2
)
= − 8φ(1 + t)φ(1 + b)y((
φ(1 + t) + φ(1 + b)
)2 − y2)2 .
This implies
∂
∂y
(
(φ(1 + t)− φ(1 + b))2 − y2
(φ(1 + t) + φ(1 + b))2 − y2
)∣∣∣
y=A(t)−A(b)
= −8φ(1 + t)φ(1 + b)
(
φ(1 + t)− φ(1 + b))(
4φ(1 + t)φ(1 + b)
)2
= −φ(1 + t)− φ(1 + b)
2φ(1 + t)φ(1 + b)
.
Consequently, combining the previous relations we derive (4.9) in the following way:
∂E
∂y
(t, y; b, 0)
∣∣∣
y=A(t)−A(b)
= 2γ
(
φ(1 + t)− φ(1 + b))(4φ(1 + t)φ(1 + b))−γ−1F (γ, γ; 1; 0)
− γ22
(
4φ(1 + t)φ(1 + b)
)−γ
F (γ + 1, γ + 1; 2; 0)
φ(1 + t)− φ(1 + b)
φ(1 + t)φ(1 + b)
= 2−2γ−1γ(1− γ) (φ(1 + t)φ(1 + b))−γ−1(φ(1 + t)− φ(1 + b))
= 2−2γ−3ℓ(ℓ+ 2)(ℓ+ 1)2γ (1 + t)−
3
2 ℓ−1(1 + b)−
3
2 ℓ−1
(
φ(1 + t)− φ(1 + b)).
Let A−1(z) = ((ℓ+ 1)z + 1)
1
ℓ+1 − 1 be the inverse function of A.
Let us evaluate E(b, y; t, 0) and ∂E∂b (b, y; t, 0) for b = A
−1(A(t)− y) = ((1+ t)ℓ+1− (ℓ+1)y) 1ℓ+1 −1. Since
for such value of b it holds
φ(1 + b) = φ(1 + t)− y, (4.12)
we may conclude
E(A−1(A(t)− y), y; t, 0) = ((2φ(1 + t)− y)2 − y2)−γF (γ, γ; 1; 0)
= 2−2γ(ℓ+ 1)γ(1 + t)−
ℓ
2 (φ(1 + t)− y)−γ ,
that is (4.10).
On the other hand, the partial derivative of E(b, y; t, 0) with respect to b is
∂E
∂b
(b, y; t, 0) = −2γ(1 + b)ℓ(φ(1 + b) + φ(1 + t))((φ(1 + b) + φ(1 + t))2 − y2)−γ−1
× F
(
γ, γ; 1;
(φ(1 + b)− φ(1 + t))2 − y2
(φ(1 + b) + φ(1 + t))2 − y2
)
+ 4γ2
(
(φ(1 + b) + φ(1 + t))2 − y2)−γF(γ + 1, γ + 1; 2; (φ(1 + b)− φ(1 + t))2 − y2
(φ(1 + b) + φ(1 + t))2 − y2
)
× (1 + b)
ℓφ(1 + t)
(
φ(1 + b)2 − φ(1 + t)2 + y2)(
(φ(1 + b) + φ(1 + t))2 − y2)2 , (4.13)
where in the second term we used again the rule (A.1) and
∂
∂b
(
(φ(1 + b)− φ(1 + t))2 − y2
(φ(1 + b) + φ(1 + t))2 − y2
)
=
4(1 + b)ℓφ(1 + t)
(
φ(1 + b)2 − φ(1 + t)2 + y2)(
(φ(1 + b) + φ(1 + t))2 − y2)2 .
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In particular, since for b = A−1(A(t) − y) the relations
(1 + b)ℓ =
(
(1 + t)ℓ+1 − (ℓ + 1)y)2γ = (ℓ+ 1)2γ(φ(1 + t)− y)2γ
and (4.12) are satisfied, we obtain the following relation for this value of b in (4.13):
∂E
∂b
(b, y; t, 0)
∣∣∣
b=A−1(A(t)−y)
= −2γ(ℓ+ 1)2γ(φ(1 + t)− y)2γ(2φ(1 + t)− y)((2φ(1 + t)− y)2 − y2)−γ−1
+ 4γ2
(
(2φ(1 + t)− y)2 − y2)−γ−2(ℓ + 1)2γ(φ(1 + t)− y)2γφ(1 + t)
× ((φ(1 + t)− y)2 − φ(1 + t)2 + y2)
= −2−2γ−1(ℓ+ 1)2γ(φ(1 + t)− y)γ−1φ(1 + t)−γ−1(γ(2φ(1 + t)− y) + γ2y).
This is exactly (4.11) and the proof is completed.
4.2.1. Homogeneous case with vanishing first data
Theorem 4.2. The solution u = u(t, x) of the Cauchy problem
utt − (1 + t)2ℓuxx = 0, t > 0, x ∈ R,
u(0, x) = 0, x ∈ R,
ut(0, x) = u1(x), x ∈ R,
(4.14)
with u1 ∈ C∞0 (R) can be represented as follows:
u(t, x) =
∫ A(t)
0
(
u1(x− y) + u1(x+ y)
)
K1(t, y) dy ,
where the kernel K1 = K1(t, y) is defined by
K1(t, y) = cℓE(t, y; 0, 0) (4.15)
= cℓ
(
(φ(1 + t) + φ(1))2 − y2)−γF(γ, γ; 1; A(t)2 − y2
(φ(1 + t) + φ(1))2 − y2
)
. (4.16)
Proof. If u is the classical solution to (4.14), then w(t, x) = u(t, x)− tu1(x) is the classical solution to
wtt − (1 + t)2ℓwxx = t(1 + t)2ℓu′′1(x), t > 0, x ∈ R,
w(0, x) = 0, x ∈ R,
wt(0, x) = 0, x ∈ R.
Therefore, since we have an explicit representation formula for solutions to the inhomogeneous Cauchy
problem related to (4.14) with vanishing data we can directly derive a representation formula for u.
Indeed, using the same notations of the previous section we have
u(t, x) = tu1(x) + w(t, x) = tu1(x) + cℓ
∫ t
0
b(1 + b)2ℓ
∫ A(t)−A(b)
A(b)−A(t)
u′′1(x− y)E(t, y; b, 0) dy db.
Using u′′1(x − y) = ∂
2u1
∂y2 (x − y) and applying twice the integration by parts with respect to the variable y
we obtain∫ A(t)−A(b)
A(b)−A(t)
∂2u1
∂y2
(x− y)E(t, y; b, 0) dy
=
[
− u′1(x− y)E(t, y; b, 0)
]y=A(t)−A(b)
y=A(b)−A(t)
−
[
u1(x− y)∂E
∂y
(t, y; b, 0)
]y=A(t)−A(b)
y=A(b)−A(t)
+
∫ A(t)−A(b)
A(b)−A(t)
u1(x− y)∂
2E
∂y2
(t, y; b, 0) dy.
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Since the function E(t, y; b, 0) is even with respect to y and, consequently, ∂E∂y (t, y; b, 0) is odd with respect
to y, we find
∫ A(t)−A(b)
A(b)−A(t)
∂2u1
∂y2
(x− y)E(t, y; b, 0) dy
=
(
u′1(x+A(t)−A(b))− u′1(x−A(t) +A(b))
)
E(t, A(t) −A(b); b, 0)
− (u1(x+A(t)−A(b)) + u1(x−A(t) +A(b))) ∂E
∂y
(t, y; b, 0)
∣∣∣
y=A(t)−A(b)
+
∫ A(t)−A(b)
A(b)−A(t)
u1(x − y)∂
2E
∂y2
(t, y; b, 0) dy. (4.17)
Using the expressions (4.8) and (4.9) in (4.17) we obtain∫ A(t)−A(b)
A(b)−A(t)
∂2u1
∂y2
(x− y)E(t, y; b, 0) dy
= 2−2γ(ℓ + 1)2γ (1 + t)−
ℓ
2 (1 + b)−
ℓ
2
(
u′1(x+A(t) −A(b))− u′1(x−A(t) +A(b))
)
− 2−2γ−3ℓ(ℓ+ 2)(ℓ+ 1)2γ (1 + t)− 32 ℓ−1(1 + b)− 32 ℓ−1(φ(1 + t)− φ(1 + b))
× (u1(x+A(t) −A(b)) + u1(x−A(t) +A(b)))
+
∫ A(t)−A(b)
A(b)−A(t)
u1(x− y)∂
2E
∂y2
(t, y; b, 0) dy. (4.18)
Let us go back to the representation formula for u = u(t, x). Using (4.18) we can write u(t, x) as a sum of
five terms in the following way:
u(t, x) = tu1(x) + cℓ
∫ t
0
b(1 + b)2ℓ
∫ A(t)−A(b)
A(b)−A(t)
∂2u1
∂y2
(x− y)E(t, y; b, 0) dy db
= tu1(x) + J1 + J2 + J3 + J4,
where
J1 :=
1
2 (1 + t)
− ℓ2
∫ t
0
b(1 + b)
3ℓ
2
(
u′1(x +A(t)−A(b))− u′1(x−A(t) +A(b))
)
db,
J2 := − ℓ(ℓ+2)16(ℓ+1)(1 + t)−
ℓ
2
∫ t
0
b(1 + b)
ℓ
2−1
(
u1(x+A(t) −A(b)) + u1(x−A(t) +A(b))
)
db,
J3 :=
ℓ(ℓ+2)
16(ℓ+1) (1 + t)
− 3ℓ2 −1
∫ t
0
b(1 + b)
3ℓ
2
(
u1(x+A(t) −A(b)) + u1(x−A(t) +A(b))
)
db,
J4 := cℓ
∫ t
0
b(1 + b)2ℓ
∫ A(t)−A(b)
A(b)−A(t)
u1(x− y)∂
2E
∂y2
(t, y; b, 0) dy db.
Let us remark that
u′1(x+A(t) −A(b)) = −(1 + b)−ℓ
∂u1
∂b
(x+A(t)− A(b)),
u′1(x−A(t) +A(b)) = (1 + b)−ℓ
∂u1
∂b
(x −A(t) +A(b)).
(4.19)
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Therefore, we can rewrite J1 as follows:
J1 = − 12 (1 + t)−
ℓ
2
∫ t
0
b(1 + b)
ℓ
2
(∂u1
∂b
(x+A(t)−A(b)) + ∂u1
∂b
(x−A(t) +A(b))
)
db
= −tu1(x) + 12 (1 + t)−
ℓ
2
∫ t
0
(1 + b)
ℓ
2
(
u1(x+A(t)−A(b)) + u1(x−A(t) +A(b))
)
db
+ ℓ4 (1 + t)
− ℓ2
∫ t
0
b(1 + b)
ℓ
2−1
(
u1(x+A(t)−A(b)) + u1(x −A(t) +A(b))
)
db.
In particular, we see that thanks to this representation there is a cancelation of the term tu1(x) in the
expression for u(t, x) and that the second integral on the right-hand side is proportional to J2.
Let us define the kernel
Q1 = Q1(t, b) =
1
2 (1 + t)
− ℓ2 (1 + b)
ℓ
2 + ℓ(3ℓ+2)16(ℓ+1) (1 + t)
− ℓ2 b(1 + b)
ℓ
2−1 + ℓ(ℓ+2)16(ℓ+1) (1 + t)
− 3ℓ2 −1b(1 + b)
3ℓ
2 .
Then, we can write u(t, x) as
u(t, x) =
∫ t
0
Q1(t, b)
(
u1(x+A(t)−A(b)) + u1(x−A(t) +A(b))
)
db + J4. (4.20)
Now we want to write the integral J4 in a more suitable way. Firstly, we observe that
∂2E
∂y2 (t, y; b, 0) is an
even function in y, and then, by using Fubini’s theorem, we arrive at
J4 = cℓ
∫ t
0
b(1 + b)2ℓ
∫ A(t)−A(b)
0
(
u1(x − y) + u1(x+ y)
)∂2E
∂y2
(t, y; b, 0) dy db
= cℓ
∫ A(t)
0
(
u1(x− y) + u1(x+ y)
) ∫ A−1(A(t)−y)
0
b(1 + b)2ℓ
∂2E
∂y2
(t, y; b, 0) db dy.
On the other hand, E(t, y; b, 0) is symmetric with respect to the variables t and b (see (4.4)).
Thus, using the fact that E is a fundamental solution for the operator T , we have in D+(t, 0) the identity
∂2E
∂b2
(b, y; t, 0) = (1 + b)2ℓ
∂2E
∂y2
(b, y; t, 0). (4.21)
Consequently, a further integration by parts and the fundamental theorem of calculus provide
J4 = cℓ
∫ A(t)
0
(
u1(x− y) + u1(x+ y)
) ∫ A−1(A(t)−y)
0
b
∂2E
∂b2
(b, y; t, 0) db dy
= cℓ
∫ A(t)
0
(
u1(x− y) + u1(x+ y)
)(
b
∂E
∂b
(b, y; t, 0)
)∣∣∣
b=A−1(A(t)−y)
dy
+ cℓ
∫ A(t)
0
(
u1(x− y) + u1(x+ y)
)(
E(t, y; 0, 0)− E(A−1(A(t) − y), y; t, 0)
)
dy. (4.22)
Using the explicit expression of E(b, y; t, 0) and ∂E∂b (b, y; t, 0) for b = A
−1(A(t)−y) (see (4.10) and (4.11))
in (4.22) we can write J4 as follows:
J4 =
∫ A(t)
0
(
u1(x− y) + u1(x+ y)
)(
Q˜1(t, y) + cℓE(t, y; 0, 0)
)
dy,
where
Q˜1(t, y) = − 14
(
((1 + t)ℓ+1 − (ℓ+ 1)y) 1ℓ+1 − 1)(φ(1 + t)− y)γ−1φ(1 + t)−γ−1{γ(2φ(1 + t)− y) + γ2y}
− 12 (ℓ+ 1)−γ(1 + t)−
ℓ
2 (φ(1 + t)− y)−γ .
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Let us perform the change of variable y = A(t) − A(b) for the first addend in the last representation of
J4 we may conclude
J4 =
∫ t
0
(
u1(x−A(t) +A(b)) + u1(x +A(t)−A(b))
)
Q˜1(t, A(t)−A(b))(1 + b)ℓdb
+ cℓ
∫ A(t)
0
(
u1(x− y) + u1(x+ y)
)
E(t, y; 0, 0) dy.
Since for y = A(t) −A(b) the relations
b = A−1(A(t)− y) = ((1 + t)ℓ+1 − (ℓ + 1)y) 1ℓ+1 − 1,
and (4.12) are fulfilled, then, we can write Q˜1(t, A(t)−A(b)) as follows:
Q˜1(t, A(t) −A(b)) = − 14b(φ(1 + b))γ−1φ(1 + t)−γ−1
{
γ(φ(1 + t) + φ(1 + b)) + γ2(φ(1 + t)− φ(1 + b))}
− 12 (ℓ+ 1)−γ(1 + t)−
ℓ
2 (φ(1 + b))−γ
= − 14 (ℓ+ 1)(γ + γ2)b(1 + b)−
ℓ
2−1(1 + t)−
ℓ
2 − 14 (ℓ+ 1)(γ − γ2)b(1 + b)
ℓ
2 (1 + t)−
3ℓ
2 −1
− 12 (1 + b)−
ℓ
2 (1 + t)−
ℓ
2 = −Q1(t, b)(1 + b)−ℓ.
Consequently, in (4.20) there are cancelations between several terms and at the end, we obtain
u(t, x) =
∫ A(t)
0
(
u1(x− y) + u1(x+ y)
)
K1(t, y) dy ,
where the kernel K1 = K1(t, y) is defined by (4.16).
Remark 4.3. In the last integral the kernel K1 = K1(t, y) is positive for t ∈ [−A(t), A(t)].
4.2.2. Homogeneous case with vanishing second data
Theorem 4.4. The solution u = u(t, x) of the Cauchy problem
utt − (1 + t)2ℓuxx = 0, t > 0, x ∈ R,
u(0, x) = u0(x), x ∈ R,
ut(0, x) = 0, x ∈ R,
(4.23)
with u0 ∈ C∞0 (R) can be represented as follows:
u(t, x) = 12 (1 + t)
− ℓ2
(
u0(x +A(t)) + u0(x−A(t))
)
+
∫ A(t)
0
(
u0(x− y) + u0(x+ y)
)
K0(t, y) dy,
where the kernel K0 = K0(t, y) is defined by
K0(t, y) = −cℓ ∂E
∂b
(t, y; b, 0)
∣∣∣
b=0
. (4.24)
Remark 4.5. Let us remark that the relations between the kernels E, K0 and K1 given by (4.15) and (4.24)
are formally identical (up to a multiplicative constant) to those in [38, page 302].
Proof. If u is the classical solution to (4.23), then w(t, x) = u(t, x)− u0(x) is the classical solution to
wtt − (1 + t)2ℓwxx = (1 + t)2ℓu′′0(x), t > 0, x ∈ R,
w(0, x) = 0, x ∈ R,
wt(0, x) = 0, x ∈ R.
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From this point we can proceed analogously as in the previous case.
Indeed, we have an explicit representation formula for solutions to the inhomogeneous Cauchy problem
related to (4.23) with vanishing data, which provides a representation formula for u(t, x) = w(t, x) + u0(x).
Hence, using the notations of the previous sections we have
u(t, x) = u0(x) + w(t, x) = u0(x) + cℓ
∫ t
0
(1 + b)2ℓ
∫ A(t)−A(b)
A(b)−A(t)
u′′0(x− y)E(t, y; b, 0) dy db.
Let us remark that the integral with respect to y in the previous relation can be estimated exactly as we
did in the case u0 = 0. Thus, we arrive at∫ A(t)−A(b)
A(b)−A(t)
∂2u0
∂y2
(x− y)E(t, y; b, 0) dy
= 2−2γ(ℓ + 1)2γ (1 + t)−
ℓ
2 (1 + b)−
ℓ
2
(
u′0(x+A(t) −A(b))− u′0(x−A(t) +A(b))
)
− 2−2γ−3ℓ(ℓ+ 2)(ℓ+ 1)2γ (1 + t)− 32 ℓ−1(1 + b)− 32 ℓ−1(φ(1 + t)− φ(1 + b))
× (u0(x+A(t) −A(b)) + u0(x−A(t) +A(b)))
+
∫ A(t)−A(b)
A(b)−A(t)
u0(x− y)∂
2E
∂y2
(t, y; b, 0) dy. (4.25)
Using (4.25) we can write u(t, x) as a sum of five terms in the following way:
u(t, x) = u0(x) + cℓ
∫ t
0
(1 + b)2ℓ
∫ A(t)−A(b)
A(b)−A(t)
∂2u0
∂y2
(x − y)E(t, y; b, 0) dy db
= u0(x) + I1 + I2 + I3 + I4,
where
I1 :=
1
2 (1 + t)
− ℓ2
∫ t
0
(1 + b)
3ℓ
2
(
u′0(x+A(t)−A(b)) − u′0(x −A(t) +A(b))
)
db,
I2 := − ℓ(ℓ+2)16(ℓ+1)(1 + t)−
ℓ
2
∫ t
0
(1 + b)
ℓ
2−1
(
u0(x+A(t)−A(b)) + u0(x−A(t) +A(b))
)
db,
I3 :=
ℓ(ℓ+2)
16(ℓ+1) (1 + t)
− 3ℓ2 −1
∫ t
0
(1 + b)
3ℓ
2
(
u0(x+A(t)−A(b)) + u0(x−A(t) +A(b))
)
db,
I4 := cℓ
∫ t
0
(1 + b)2ℓ
∫ A(t)−A(b)
A(b)−A(t)
u0(x− y)∂
2E
∂y2
(t, y; b, 0) dy db.
Using analogous relations as in (4.19) for u0, we can rewrite I1 as follows:
I1 = − 12 (1 + t)−
ℓ
2
∫ t
0
(1 + b)
ℓ
2
(∂u0
∂b
(x+A(t)−A(b)) + ∂u0
∂b
(x−A(t) +A(b))
)
db
= −u0(x) + 12 (1 + t)−
ℓ
2
(
u0(x+A(t)) + u0(x−A(t))
)
+ ℓ4 (1 + t)
− ℓ2
∫ t
0
(1 + b)
ℓ
2−1
(
u0(x+A(t)−A(b)) + u0(x−A(t) +A(b))
)
db.
In particular, we see that thanks to this representation there is a cancelation of the term u0(x) in the
expression for u(t, x) and that the last integral is proportional to I2.
Let us define the kernel
Q0 = Q0(t, b) =
ℓ(3ℓ+2)
16(ℓ+1) (1 + t)
− ℓ2 (1 + b)
ℓ
2−1 + ℓ(ℓ+2)16(ℓ+1) (1 + t)
− 3ℓ2 −1(1 + b)
3ℓ
2 .
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Then, we may rewrite u(t, x) as follows:
u(t, x) = 12 (1 + t)
− ℓ2
(
u0(x+A(t)) + u0(x−A(t))
)
+
∫ t
0
Q0(t, b)
(
u0(x +A(t)−A(b)) + u0(x−A(t) +A(b))
)
db+ I4. (4.26)
As we did for the term J4 in the previous case, now we are going to rewrite I4 in a suitable way, in order
to have a cancelation of several terms between I4 and the last integral with kernel Q0(t, b) in (4.26).
Since ∂
2E
∂y2 (t, y; b, 0) is an even function in y, because of Fubini’s theorem, we arrive at
I4 = cℓ
∫ t
0
(1 + b)2ℓ
∫ A(t)−A(b)
0
(
u0(x− y) + u0(x + y)
)∂2E
∂y2
(t, y; b, 0) dy db
= cℓ
∫ A(t)
0
(
u0(x− y) + u0(x+ y)
) ∫ A−1(A(t)−y)
0
(1 + b)2ℓ
∂2E
∂y2
(t, y; b, 0) db dy .
By using (4.21) and the fundamental theorem of calculus we get
I4 = cℓ
∫ A(t)
0
(
u0(x− y) + u0(x + y)
)[∂E
∂b
(b, y; t, 0)
]b=A−1(A(t)−y)
b=0
dy. (4.27)
Substituting (4.11) in (4.27), we can write I4 as follows:
I4 =
∫ A(t)
0
(
u0(x − y) + u0(x+ y)
)(
Q˜0(t, y)− cℓ ∂E
∂b
(t, y; b, 0)
∣∣∣
b=0
)
dy,
where
Q˜0(t, y) = − 14 (φ(1 + t)− y)γ−1φ(1 + t)−γ−1
[
γ(2φ(1 + t)− y) + γ2y].
The change of variables y = A(t)−A(b) in the first addend in the previous representation for I4 implies
I4 =
∫ t
0
(
u0(x−A(t) +A(b)) + u0(x+A(t)−A(b))
)
Q˜0(t, A(t)−A(b))(1 + b)ℓdb
− cℓ
∫ A(t)
0
(
u0(x − y) + u0(x+ y)
)∂E
∂b
(t, y; b, 0)
∣∣∣
b=0
dy .
Since for y = A(t) − A(b) the condition (4.12) is satisfied, then we can express Q˜0(t, A(t) − A(b)) as
follows:
Q˜0(t, A(t)−A(b)) = − 14 (φ(1 + b))γ−1φ(1 + t)−γ−1
[
γ(φ(1 + t) + φ(1 + b)) + γ2(φ(1 + t)− φ(1 + b))]
= − 14 (ℓ+ 1)(γ + γ2)(1 + b)−
ℓ
2−1(1 + t)−
ℓ
2 − 14 (ℓ+ 1)(γ − γ2)(1 + b)
ℓ
2 (1 + t)−
3ℓ
2 −1
= −Q0(t, b)(1 + b)−ℓ.
Consequently, from (4.26) it follows
u(t, x) = 12 (1 + t)
− ℓ2
(
u0(x+A(t)) + u0(x−A(t))
)
+
∫ A(t)
0
(
u0(x− y) + u0(x+ y)
)
K0(t, y) dy ,
where the kernel K0 = K0(t, y) is defined by (4.24).
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Remark 4.6. The kernel K0 = K0(t, y) is nonnegative on the domain of integration. Indeed, the Gauss
hypergeometric functions F (γ, γ; 1; z) and F (γ + 1, γ + 1; 2; z) are nonnegative for b ∈ [0, t] and y ∈ [A(b)−
A(t), A(t) −A(b)] and for z = (φ(1+b)−φ(1+t))2−y2(φ(1+b)+φ(1+t))2−y2 .
Furthermore, for b ∈ [0, t] and y ∈ [A(b)−A(t), A(t) − A(b)]
y2 + φ(1 + b)2 − φ(1 + t)2 ≤ (φ(1 + t)− φ(1 + b))2 + φ(1 + b)2 − φ(1 + t)2
= 2φ(1 + b)(φ(1 + b)− φ(1 + t)) ≤ 0.
Hence, from (4.13) it follows that ∂E∂b (t, y; b, 0) ≤ 0 for b ∈ [0, t] and y ∈ [A(b) − A(t), A(t) − A(b)]. In
particular, we find for b = 0 that K0(t, y) ≥ 0 for y ∈ [−A(t), A(t)].
4.3. Representation formula
Summarizing, with the same notations as before, we derived in the previous sections the representation
formula
u(t, x) = 12 (1 + t)
− ℓ2
(
u0(x+A(t)) + u0(x−A(t))
)
+
∫ A(t)
0
(
u0(x− y) + u0(x+ y)
)
K0(t, y) dy
+
∫ A(t)
0
(
u1(x− y) + u1(x + y)
)
K1(t, y) dy
+ cℓ
∫ t
0
∫ φ(1+t)−φ(1+b)
0
[f(b, x− y) + f(b, x+ y)]E(t, y; b, 0) dy db (4.28)
for classical solutions (even for weak solutions if all integrals are defined) of the Cauchy problem (4.1).
In particular from the previous representation formula it is clear that the domain of dependence for the
solution u in the point (t0, x0), denoted by Ω(t0, x0), is the intersection of the backward characteristic cone
with the upper half-plane, that is,
Ω(t0, x0) =
{
(t, x) ∈ R2 : 0 ≤ t < t0, |x− x0| < φ(1 + t0)− φ(1 + t)
}
.
Remark 4.7. In the case ℓ = 0, (4.28) coincides with the well-known D’Alembert’s formula for the free
wave equation in 1d.
Remark 4.8. Because of the nonnegativity of the kernels K0 = K0(t, y) and K1 = K1(t, y) for t ∈
[−A(t), A(t)], after assuming additionally nonnegative initial data u0, u1 we may conclude that classical
solutions (even weak solutions) of the linear homogeneous Cauchy problem (4.3) are everywhere (almost
everywhere) nonnegative. In particular, under the assumption of nonnegativity of the data u0, u1, we can
estimate from below the solution of the corresponding inhomogeneous Cauchy problem (4.1) by the solution
of the inhomogeneous Cauchy problem with the same source but with vanishing initial data.
5. Critical case
Let us prove the blow-up result for (1.5) in the critical case, that is, when we employ Kato’s lemma for
the case in which the exponent a in (2.3) satisfies a = q−2p−1 and k0 = k0(k1) > 0 is sufficiently large. This
condition corresponds to the requirements (1.8) and (1.9) in the statement of Theorem 1.1.
Proof of Theorem 1.1 in the critical case. In this section we complete the proof of Theorem 1.1 in the critical
case p = pNE(n; ℓ, k). Let us start with the first case p = p1(n; ℓ, k), or in other terms, when
−k + 2
p− 1 + (ℓ+ 1)n = 1.
From (3.8) it follows
G (t) & (R+ t).
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Therefore, by (3.2) we get
d2G
dt2
(t) & (R+ t)k−(ℓ+1)n(p−1)(G (t))p = (R + t)−p−1(G (t))p & (R+ t)−1.
Now it is opportune to mention explicitly the multiplicative constant, so let us consider C > 0 such that
d2G
dt2
(t) ≥ C(R + t)−1.
A first integration leads to
dG
dt
(t) ≥ dG
dt
(0) + C log
(
R+t
R
)
.
Integrating a second time, we find for large t the estimate
G (t) ≥ G (0) + dG
dt
(0) t+ C
∫ t
0
log
(
R+s
R
)
ds
= G (0) +
dG
dt
(0) t+ C(R+ t) log(R+ t)− C((R + t) logR+ t) & (R + t) log (R+tR ).
According to Remark 3.2 the solution of our semi-linear Cauchy problem blows up also for p = p1(n; ℓ, k) =
pNE(n; ℓ, k).
Using the representation formula from Section 4 we shall, finally, consider the critical case p = p0(n; ℓ, k),
that is, when it holds the equality
k − ℓp
2
− (n− 1)
(p
2
− 1
)
(ℓ+ 1) + 2 = −k + 2
p− 1 + (ℓ+ 1)n
instead of (3.9) in Theorem 1.1.
In fact for this case, as we already explained in Remark 3.2, in order to prove (3.8) for an arbitrarily large
multiplicative constant, we shall follow the approach of [39] (in this paper blow-up is studied in the critical
case for the classical wave equation in spatial dimension n ≥ 4) and of [12] (the critical case is considered
for the Tricomi equation in dimensions n ≥ 2). In particular, the key idea to prove the case n = 2 is taken
from [12].
Without loss of generality we may assume that u = u(t, r) is a radial function. Indeed, if u is not radial,
considering the spherical mean
u˜(t, r) =
1
ωn
∫
Sn−1
u(t, rω)dσω ,
of u, where ωn is the (n− 1)-dimensional measure of the unit sphere Sn−1, then we have that u˜ satisfies
u˜tt − (1 + t)2ℓ∆u˜ = (ℓ + 1)2(1 + t)k |˜u|p ≥ (ℓ+ 1)2(1 + t)k|u˜|p.
Let us consider the Radon transform
R[u](t, ρ) =
∫
x·ξ=ρ
u(t, x) dσx =
∫
x·ξ=0
u(t, ρξ + x) dσx
of u, where ρ ∈ R, ξ ∈ Rn is a given unitary vector and dσx is the Lebesgue measure on the corresponding
hyperplanes. Since u = u(t, r) is a radial function, R[u] does not depend on ξ and
R[u](t, ρ) = ωn−1
∫ ∞
|ρ|
u(t, r)(r2 − ρ2)n−32 rdr
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(cf. [39, Formula (2.10) at page 368]).
The function R[u] solves the equation
∂2t R[u]− (1 + t)2ℓ∂2ρR[u] = (ℓ+ 1)2(1 + t)kR[|u|p](t, ρ),
since R is linear and R[∆u] = ∂2ρR[u].
Assuming nonnegative data u0, u1 the solution of the homogeneous linear Cauchy problem
wtt − (1 + t)2ℓwρρ = 0,
w(0, ρ) = R[u0](ρ),
wρ(0, ρ) = R[u1](ρ),
is always nonnegative. Hence, the representation formula (4.28) and Remark 4.8 yield
R[u](t, ρ) ≥ cℓ(ℓ + 1)2
∫ t
0
(1 + b)k
∫ A(t)−A(b)
0
(
R[|u|p](b, ρ− σ) + R[|u|p](b, ρ+ σ))E(t, σ; b, 0) dσdb.
Furthermore, the kernel function E(t, σ; b, 0) is positive on the domain of integration. Hence, we can
integrate over a smaller domain and we obtain still a lower bound for R[u](t, ρ). Performing a change of
variables in the previous integral we obtain
R[u](t, ρ) ≥ cℓ(ℓ+ 1)2
∫ t
0
(1 + b)k
∫ ρ+A(t)−A(b)
ρ−(A(t)−A(b))
R[|u|p](b, σ)E(t, ρ − σ; b, 0) dσdb.
Now we observe that
suppR[|u|p](b, ·) ⊂ [−R−A(b), R +A(b)],
where R > 0 is chosen in such a way that suppu0, suppu1 ⊂ BR.
Indeed, thanks the finite speed of propagation property we know that suppu(b, ·) ⊂ BR+A(b).
Therefore, if |σ| > R+A(b) we have for any vector x which is orthogonal to the unit vector ξ the relation
R[|u|p](b, σ) =
∫
x·ξ=0
|u(b, σξ + x)|pdσx = 0,
being |σξ + x| ≥ |σ| ≥ R+A(b).
Let t ≥ 0 such that A(t) > R + 1 and ρ ∈ (0, A(t) − R − 1) be fixed (the condition on t guarantees the
nonemptiness of the interval for ρ).
Since for these fixed values of t and ρ it results 1 < A(t) − R− ρ < A(t), due to the monotonicity of A
we can find b0 ∈ (0, t) such that 2A(b0) = A(t)−R − ρ. Then for 0 ≤ b ≤ b0 we have
A(b) ≤ A(b0) = 12 (A(t)−R− ρ). (5.1)
Hence, it holds
ρ+A(t)−A(b) ≥ R +A(b) and ρ− (A(t) −A(b)) ≤ −(R+A(b)).
Therefore,
R[u](t, ρ) ≥ cℓ(ℓ+ 1)2
∫ b0
0
(1 + b)k
∫ R+A(b)
−(R+A(b))
R[|u|p](b, σ)E(t, ρ− σ; b, 0) dσdb
= cℓ(ℓ+ 1)
2
∫ b0
0
(1 + b)k
∫ +∞
−∞
R[|u|p](b, σ)E(t, ρ− σ; b, 0) dσdb,
because of the support property for R[|u|p](b, ·).
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Let us estimate from below the kernel
E(t, ρ− σ; b, 0) = ((φ(1 + t) + φ(1 + b))2 − (ρ− σ)2)−γF(γ, γ; 1; (φ(1 + t)− φ(1 + b))2 − (ρ− σ)2
(φ(1 + t) + φ(1 + b))2 − (ρ− σ)2
)
on the domain of integration {(b, σ) ∈ R2 : 0 ≤ b ≤ b0, |σ| ≤ R + A(b)}. Since the argument of the
Gauss hypergeometric function is always an element of the interval [0, 1) and the parameters (γ, γ; 1) are all
nonnegative we may estimate
E(t, ρ− σ; b, 0) ≥ ((φ(1 + t) + φ(1 + b))2 − (ρ− σ)2)−γF (γ, γ; 1; 0)
& φ(1 + t)−γ(φ(1 + t)− ρ)−γ ≃ (1 + t)− ℓ2 (φ(1 + t)− ρ)−γ .
Here we used the inequalities
φ(1 + t) + φ(1 + b)− ρ+ σ ≤ 2 (φ(1 + t)− ρ),
φ(1 + t) + φ(1 + b) + ρ− σ ≤ 2φ(1 + t),
which are consequences of (5.1) and of the fact that |σ| ≤ R +A(b).
So, we get
R[u](t, ρ) ≥ cℓ(1 + t)− ℓ2 (φ(1 + t)− ρ)−γ
∫ t
0
(ℓ+ 1)2(1 + b)k
∫ ρ+A(t)−A(b)
ρ−(A(t)−A(b))
R[|u|p](b, σ) dσdb.
Consequently, because of the property for the support of R[|u|p](b, ·), by using (3.2) we have
R[u](t, ρ) ≥ cℓ(1 + t)− ℓ2 (φ(1 + t)− ρ)−γ
∫ b0
0
(ℓ + 1)2(1 + b)k
∫ +∞
−∞
R[|u|p](b, σ) dσdb
= cℓ(1 + t)
− ℓ2 (φ(1 + t)− ρ)−γ
∫ b0
0
(ℓ + 1)2(1 + b)k
∫
Rn
|u(b, x)|pdxdb
= cℓ(1 + t)
− ℓ2 (φ(1 + t)− ρ)−γ
∫ b0
0
d2G
db2
(b)db
& (1 + t)−
ℓ
2 (φ(1 + t)− ρ)−γ
∫ b0
0
(R + b)k−
ℓ
2 p−(n−1)( p2−1)(ℓ+1)db.
We recall that in the present case we deal with we assume p = p0(n; ℓ, k) > p1(n; ℓ, k). But this is equivalent
to require that the exponent of (R + b) in the last integral is greater than −1. Thus
R[u](t, ρ) & (1 + t)−
ℓ
2 (φ(1 + t)− ρ)−γ(1 + b0)k+1− ℓ2 p−(n−1)(
p
2−1)(ℓ+1)
& (1 + t)−
ℓ
2 (φ(1 + t)− ρ)−γ(A(t) −R− ρ) k+1ℓ+1−γp−(n−1)( p2−1). (5.2)
Let us introduce the operator T : f ∈ Lp(R)→ T (f) ∈ Lp(R), where T (f) is defined by
T (f)(τ) =
1
|A(t)− τ +R|n−12
∫ A(t)+R
τ
f(r)|r − τ |n−32 dr for any τ ∈ R.
In the case n ≥ 3 the operator T is a bounded operator on Lp(Rn). By triangular inequality we get
|T (f)(τ)| ≤ 1|A(t)− τ +R|
∣∣∣ ∫ A(t)+R
τ
|f(r)|dr
∣∣∣ ≤ 1|A(t)− τ +R| ∣∣∣
∫ A(t)+R
2τ−(A(t)+R)
|f(r)|dr
∣∣∣ ≤ 2M(f)(τ),
where M(f) denotes the maximal function of f (see Section B).
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Being p ∈ (1,∞) it follows for n ≥ 3 that
‖T (f)‖Lp(R) ≤ 2‖M(f)‖Lp(R) . ‖f‖Lp(R).
Let us investigate the case n = 2. In order to prove that T is a bounded operator on Lp(R) also in this case,
we will first derive L∞(R)−L∞(R) and L1(R)−L1,∞(R) estimates (here L1,∞(R) denotes the weak L1(R)
space, cf. Section C). Hence, by using Marcinkiewicz interpolation theorem (cf. Proposition C.5) we will
reach the desired Lp(R)− Lp(R) estimate. In the case n = 2 the operator T is
T (f)(τ) = |A(t) − τ +R|− 12
∫ A(t)+R
τ
f(r)|r − τ |− 12 dr for any τ ∈ R and any f ∈ Lp(R).
Let us begin with the L∞(R)− L∞(R) estimate. For τ ≤ A(t) +R we have
|T (f)(τ)| ≤ (A(t)− τ +R)− 12 ‖f‖L∞(R)
∫ A(t)+R
τ
(r − τ)− 12 dr = 2‖f‖L∞(R). (5.3)
When τ ≥ A(t) +R, in an analogous way we get the same estimate as in (5.3). Summarizing,
‖T (f)‖L∞(R) ≤ 2‖f‖L∞(R).
We prove now the L1(R) − L1,∞(R) estimate. Let f ∈ L1(R). We can write T (f) as product of the
following two functions:
g(τ) = |A(t)− τ +R|− 12 , h(τ) =
∫ A(t)+R
τ
f(r)|r − τ |− 12 dr.
Now we want to show that g, h ∈ L2,∞(R). By definition
‖g‖2L2,∞(R) = sup
α>0
α2 meas
({τ ∈ R : |g(τ)| > α}) = 2.
On the other hand
|h(τ)| ≤
∫
R
|f(r)| |r − τ |− 12 dr = (|f | ∗ |r|− 12 )(τ),
and then by Young’s inequality for weak type spaces (cf. Proposition C.4) we obtain
‖h‖L2,∞(R) ≤ ‖|f | ∗ |r|−
1
2 ‖L2,∞(R) . ‖f‖L1(R) ‖ |r|−
1
2 ‖L2,∞(R) = 2
1
2 ‖f‖L1(R).
Consequently, by Ho¨lder’s inequality for weak type spaces (see also Proposition C.3), we obtain
‖T (f)‖L1,∞(R) ≤ 2 ‖g‖L2,∞(R)‖h‖L2,∞(R) . ‖f‖L1(R). (5.4)
Combining (5.3) and (5.4) and using Marcinkiewicz interpolation theorem, we arrive at
‖T (f)‖Lp(R) ≤ Cp‖f‖Lp(R),
where Cp depends on p.
Now we can use the boundedness of T to estimate ‖T (f)‖Lp(R) for
f(t, r) =
{
|u(t, r)|r n−1p if r ≥ 0,
0 elsewhere.
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So, ∫ A(t)−R−1
0
|T (f)(t, ρ)|pdρ .
∫
R
|f(t, ρ)|pdρ =
∫ ∞
0
|u(t, ρ)|pρn−1dρ = 1
ωn
∫
Rn
|u(t, x)|pdx.
Hence, ∫
Rn
|u(t, x)|pdx &
∫ A(t)−R−1
0
|T (f)(t, ρ)|pdρ
=
∫ A(t)−R−1
0
(A(t) − ρ+R)−n−12 p
(∫ A(t)+R
ρ
|u(t, r)|r n−1p (r − ρ)n−32 dr
)p
dρ.
For ρ ≤ r ≤ A(t) +R it holds
r
n−1
p ≥ r n−12 ρ(n−1)( 1p− 12 ) if p ∈ (1, 2],
r
n−1
p ≥ r n−12 (A(t)−R − 1)(n−1)( 1p− 12 ) if p ≥ 2.
Let us proceed with the computations in the case p ≤ 2, since the computations are more straightforward
in the case p ≥ 2. We get∫
Rn
|u(t, x)|pdx &
∫ A(t)−R−1
0
(A(t) − ρ+R)−n−12 p
( ∫ A(t)+R
ρ
|u(t, r)|r n−12 (r − ρ)n−32 dr
)p
ρ(n−1)(1−
p
2 )dρ.
We recognize that
R[|u|](t, ρ) = ωn−1
∫ A(t)+R
|ρ|
|u(t, ρ)|(r2 − ρ2)n−32 rdr = ωn−1
∫ A(t)+R
|ρ|
|u(t, ρ)|(r − ρ)n−32 (r + ρ)n−32 rdr
≤ 2n−32 ωn−1
∫ A(t)+R
|ρ|
|u(t, ρ)|(r − ρ)n−32 r n−12 dr.
Therefore, since 0 ≤ R[u](t, ρ) ≤ R[|u|](t, ρ), we find∫
Rn
|u(t, x)|pdx &
∫ A(t)−R−1
0
(A(t)− ρ+R)−n−12 p(R[u](t, ρ))pρ(n−1)(1− p2 )dρ
& (1 + t)−
ℓ
2p
∫ A(t)−R−1
0
(A(t) − ρ+R)−n−12 p(A(t)− ρ+ φ(1))−γp
× (A(t) −R− ρ)
(
k+1
ℓ+1−γp−(n−1)( p2−1)
)
pρ(n−1)(1−
p
2 )dρ,
where in the last inequality we used (5.2).
Let us remark that if ρ ∈ (0, A(t)−R− 1), then for a suitably large constant CR we have
A(t)− ρ+R ≤ CR(A(t) − ρ−R) and A(t)− ρ+ φ(1) ≤ CR(A(t)− ρ−R).
Consequently,∫
Rn
|u(t, x)|pdx & (1 + t)− ℓ2p
∫ A(t)−R−1
0
ρ(n−1)(1−
p
2 )
(A(t) − ρ−R)n−12 p+γp−
(
k+1
ℓ+1−γp−(n−1)(p2−1)
)
p
dρ.
However, using the condition p = p0(n; ℓ, k) we get that the exponent of the function at the denominator is
exactly 1.
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Hence, for large t it follows∫
Rn
|u(t, x)|pdx & (1 + t)− ℓ2p
∫ A(t)−R−1
A(t)−R−1
2
ρ(n−1)(1−
p
2 )
A(t)− ρ−Rdρ
& (1 + t)−
ℓ
2p(A(t)−R− 1)(n−1)(1− p2 )
∫ A(t)−R−1
A(t)−R−1
2
dρ
A(t)− ρ−R
& (1 + t)−
ℓ
2p(A(t)−R− 1)(n−1)(1− p2 ) log (A(t)−R+12 )
& (1 + t)−
ℓ
2p+(n−1)(1− p2 )(ℓ+1) log(1 + t).
Let us point out that in the case p ≥ 2 in the first line of the previous chain of inequalities we have instead
of ρ(n−1)(1−
p
2 ) the term (A(t) +R)(n−1)(1−
p
2 ). Nevertheless, the final estimate is the same.
Thus,
d2G
dt2
(t) =
∫
Rn
utt(t, x)dx = (ℓ+ 1)
2(1 + t)k
∫
Rn
|u(t, x)|pdx & (1 + t)k− ℓ2 p+(n−1)(ℓ+1)−n−12 p(ℓ+1) log(1 + t),
and for large t a first integration leads to
dG
dt
(t) &
dG
dt
(0) + (1 + t)k+1−
ℓ
2p+(n−1)(ℓ+1)−n−12 p(ℓ+1) log(1 + t).
Similarly, performing a second integration, for large t we arrive at
G (t) & G (0) +
dG
dt
(0) t+ (1 + t)k+2−
ℓ
2p+(n−1)(ℓ+1)−n−12 p(ℓ+1) log(1 + t)
& (1 + t)k+2−
ℓ
2p+(n−1)(ℓ+1)−n−12 p(ℓ+1) log(1 + t),
where in the last inequality we used the condition p = pNE(n; ℓ, k) > p1(n; ℓ, k) which implies that the
exponent of (1 + t) is greater than 1. But this last estimate is precisely the improvement of (3.8) we were
looking for. This concludes the proof of Theorem 1.1 in the critical case.
6. Proof of Corollary 1.4
Let us consider the transformation (1.3). Choosing ℓ and k as in (1.4), the conditions (3.9) and (3.10)
on p may be rewritten as
(n− 1 + µ1)p2 − (n+ 1 + µ1)p− 2 < 0 and p < pFuj
(
n+ µ1−12 −
√
δ
2
)
,
respectively. We are able to consider for (1.1) the critical cases, too, with the only exception p = p0(n+ µ1)
in spatial dimension n = 1. The sign conditions on data are due to
u0(x) = v0
(
x√
δ
)
,
u1(x) =
1√
δ
(
v1
(
x√
δ
)
+
(
µ1−1+
√
δ
2
)
v0
(
x√
δ
))
,
where u0, u1 denote the initial data for the transformed problem (1.5). Therefore, the result follows imme-
diately from Theorem 1.1.
7. Concluding remarks and open problems
Let us compare the statements from Theorem 1.1 with those we have recalled in the introduction.
In the limit case δ = 1 Corollary 1.4 coincides with Theorem 2.6 in [22]. Moreover, this corollary is
consistent with Theorem 2.4 in [22] and Theorem 2.4 in [23].
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Corollary 1.6 tells us that for µ1 ∈ [0, 1) the damping term in the model (1.12) is non-effective or
hyperbolic-like, being the upper bound for the nonexistence result p0(n + µ1). In particular, for µ1 = 0 it
coincides with the Strauss exponent appearing in the classical blow-up result for the semi-linear free wave
equation with power nonlinearity. Additionally, if we compare the result of this corollary with that one of
[31, Theorem 1.4], then we see that our result improves the range for p. A heuristic explanation of this fact
can be done underlying that our result is proved through Kato’s lemma, which is in some sense “sharper”
for hyperbolic-like models.
In the same way Corollary 1.8 says that for µ1 ∈ (1, 2] the damping term in the model (1.12) is hyperbolic-
like for spatial dimension n ≥ 2. Indeed, it results
p0(n+ µ1) ≥ pFuj(n) iff 0 ≤ µ1 ≤ n2+n+2n+2 =: µ˜1(n). (7.1)
So, in spatial dimension n = 1 it is appropriate to say that the model is hyperbolic-like only for µ1 ∈ (1, 43 ].
In particular, we see that in the special case µ1 = 2 we find the same range for p as in [6, Theorem 1].
Finally, we can compare Corollary 1.8 with Theorem 1.3 in [31]. Also in this case, although the assumptions
on initial data are somehow related, with our approach we are able to improve the range for p. We can
repeat the same heuristic explanation made in the previous case, since in [31] the author employs the test
function method.
Because of (1.4) we cannot say anything about the case µ1 = 1. Nevertheless, since
lim
µ1→1−
pµ1(n) = lim
µ1→1+
pµ1(n) = p0(n+ 1),
it would be reasonable to conjecture that
p1(n) = max
{
p0(n+ 1), pFuj(n)} = p0(n+ 1).
As we have already mentioned, the obstacle that does not allow to proceed with our approach the case
µ1 = 1 is the impossibility to perform the change of variables that we have used in (1.3). But probably a
different change of variables can be employed in order to study this specific case. More precisely, performing
the change of variables
1 + τ = et, x = y
then v is a solution to (1.12) if and only if v solves the following semi-linear Cauchy problem for the wave
equation in the anti de Sitter space-time
vtt − e2t∆v = e2t|v|p, t > 0, x ∈ Rn,
v(0, x) = v0(x), x ∈ Rn,
vt(0, x) = v1(x), x ∈ Rn.
By Corollaries 1.6 and 1.8 it arises quite naturally the question whether also for µ1 > 2 in spatial
dimension n ≥ 3 we can expect a hyperbolic-like damping term. According to (7.1) this kind of conjecture
would be meaningful only for µ1 ∈ (2, µ˜1(n)) if n ≥ 3.
The validity of these two conjectures (namely, the upper bound for p in the case µ1 = 1 and the
hyperbolic-like damping term for µ1 ∈ (2, µ˜1(n)) in spatial dimension n ≥ 3) has already been proved in
[14]. In particular, for a subset of admissible µ1s our result is cosistent with that in [14], which improves in
turn that one in [19] and is coherent with the case µ1 = 2, for which the value of the critical exponent is
known, at least in spatial dimension n = 1, 2, 3 and n ≥ 5 odd (cf. [6, 4]).
We can summarize all results we proved in the present article for the semi-linear wave equation with
scale-invariant damping and power non-linearity in Figure 1 (there the thicker lines enclose the range for
which we proved a blow up result in the present paper).
Finally, in order to prove that pµ1,µ2(n) (and, in particular, pµ1(n) in the case µ2 = 0) is really the
critical exponent for the Cauchy problem (1.1) provided that δ ∈ (0, 1], it remains to prove for an admissible
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3
1 4
3 = µ˜1(1)
2
1
pFuj(1) = 3
µ1
p p = p0(1 + µ1)
p = pFuj(µ1)
p = p0(1 + 2µ1)
(a) Case n = 1
1 2 = µ˜1(2)
1
pFuj(2) = 2
pFuj(1) = 3
p0(2)
µ1
p
p = p0(2 + µ1)
p = p0(2 + 2µ1)
p = pFuj(1 + µ1)
(b) Case n = 2
1 µ˜1(n)
2
2 µ˜1(n)
1
pFuj(n)
pFuj(n− 1)
p0(n)
µ1
p
p = p0(n+ µ1)
p = p0(n+ 2µ1)
p = pFuj(n+ µ1 − 1)
(c) Cases n = 3, 4
1 2 µ˜1(n)
2
µ˜1(n)
1
pFuj(n)
pFuj(n− 1)
p0(n)
µ1
p
p = p0(n+ µ1)
p = p0(n+ 2µ1)
p = pFuj(n+ µ1 − 1)
(d) Case n ≥ 5
Figure 1: Range of the blow-up result for the semi-linear wave equation with scale-invariant damping
29
range of parameters p > pµ1,µ2(n) a global (in time) existence result of small data solutions to (1.1). For
example, something can be done following the approach of [10, Theorem 1.2]. But, there is a gap between
the threshold over which one can prove a global (in time) existence result using the techniques of the above
cited paper and pµ1,µ2(n) (cf. [24, Chapter 7]). The authors of the above cited paper studied also the
super-critical case in [11] in order to fill this gap. However, in order to apply the same approach as in [7]
they are forced to modify the nonlinearity.
A. Gauss hypergeometric function
For the content of this section we refer to [2, 1].
The Gauss hypergeometric function is defined for |z| < 1 by the power series
F (a, b, c; z) = 2F1(a, b; c; z) =
∞∑
h=0
(a)h(b)h
(c)h
zh
h!
with c , 0,−1,−2, · · · ,
where (q)n denotes the rising factorial.
The hypergeometric function is a solution of Euler’s hypergeometric differential equation
z(1− z)w′′(z) + [c− (a+ b + 1)z]w′(z)− abw(z) = 0.
When the parameters (a, b; c) are all positive or when a = b and c > 0, then F (a, b; c; ·) is increasing and
positive on [0, 1). Finally,
F ′(a, b; c; z) =
ab
c
F (a+ 1, b+ 1; c+ 1; z). (A.1)
B. Hardy-Littlewood maximal function
Let u ∈ L1loc(Rn). The Hardy-Littlewood maximal function of u is
M(u)(x) = sup
r>0
1
meas(Br(x))
∫
Br(x)
|u(y)|dy,
where meas(Br(x)) denotes the measure of the ball around x with radius r.
Proposition B.1 (Hardy-Littlewood maximal inequality). Let u ∈ Lp(Rn), 1 ≤ p ≤ ∞. Then M(u) is
finite almost everywhere and there exists a constant C depending only on p and n such that the following
statements hold:
(i) if p = 1, then
meas
({x ∈ Rn :M(u)(x) > λ}) ≤ C
λ
‖u‖L1(Rn) for any λ > 0;
(ii) if 1 < p ≤ ∞, then
‖M(u)‖Lp(Rn) ≤ C‖u‖Lp(Rn).
For the proof of the previous result one can see [28, Theorem 1 at page 13].
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C. Weak Lp spaces
In this section we recall the definition of the spaces Lp,∞(X) and we collect the main results that are
employed in Section 4, where throughout this section (X,M, µ) is a measure space and 0 < p ≤ ∞. We
follow here the treatment of [9].
For a given measurable function f on X the distribution function of f is the function df which is defined
as follows:
df (α) = µ
({x ∈ X : |f(x)| > α}) for any α > 0.
For 0 < p <∞, the space weak Lp(X,µ), denoted by Lp,∞(X,µ), is defined as the set of all µ-measurable
functions f such that
‖f‖Lp,∞(X) = inf{C > 0 : df (α) ≤ C
p
αp for any α > 0} = sup
α>0
αdf (α)
1
p <∞.
The space weak L∞(X,µ) is by definition L∞(X,µ).
The space Lp,∞(X,µ) is a quasinormed linear space for 0 < p <∞. The weak Lp spaces are larger than
the usual Lp spaces. Indeed, it holds the following result.
Proposition C.1. Let 0 < p < ∞. Then Lp(X,µ) ⊂ Lp,∞(X,µ) and in particular for any f ∈ Lp(X,µ)
we have
‖f‖Lp,∞(X) ≤ ‖f‖Lp(X).
Moreover, the inclusion Lp(X,µ) ⊂ Lp,∞(X,µ) is strict for 0 < p <∞. For example, we can consider the
function h(x) = |x|− np for x ∈ Rn. Clearly, h is not in Lp(Rn), but h is in Lp,∞(Rn) with ‖h‖pLp,∞(Rn) = νn,
where νn is the n-dimensional Lebesgue measure of the unit ball of R
n.
The weak Lp spaces are complete with respect to the quasinorm ‖ ·‖Lp,∞(X). Furthermore, Lp,∞(X,µ) is
metrizable for 0 < p <∞ and normable for p > 1. Hence, Lp,∞(X,µ) is a quasi-Banach space for 0 < p <∞
(Banach space for p > 1, respectively).
Remark C.2. Let f , g be measurable function such that |f | ≤ |g| µ-a.e.. Then, ‖f‖Lp,∞(X) ≤ ‖g‖Lp,∞(X).
The next result corresponds to the weak Lp spaces version of Ho¨lder’s inequality (cf. [9, Exercise 1.1.15]).
Proposition C.3 (Ho¨lder’s inequality for weak type spaces). Let (X,µ) be a measurable space and let
{fj}1≤j≤k be measurable functions on X. Let us assume fj ∈ Lpj ,∞(X) with 0 < pj <∞ for any 1 ≤ j ≤ k.
Define 0 < p <∞ such that
1
p
=
k∑
j=1
1
pj
.
Then
∏k
j=1 fj ∈ Lp,∞(X) and, furthermore,∥∥∥ k∏
j=1
fj
∥∥∥
Lp,∞(X)
≤ p− 1p
k∏
j=1
p
1
pj
j
k∏
j=1
‖fj‖Lpj,∞(X).
Finally, we state two results for weak Lp spaces that we use in Section 4 together with Proposition C.3.
The first result is the counterpart of Young’s inequality for weak spaces.
Proposition C.4 (Young’s inequality for weak type spaces). Let 1 ≤ p <∞ and 1 < q, r <∞ satisfy
1
r
+ 1 =
1
p
+
1
q
.
Then there exists a constant C = C(p, q, r) > 0 such that for all f ∈ Lp(Rn) and g ∈ Lq,∞(Rn) we have
‖f ∗ g‖Lr,∞(Rn) ≤ C ‖g‖Lq,∞(Rn)‖f‖Lp(Rn).
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The next interpolation result can be stated in the general frame of measurable spaces.
Proposition C.5 (Marcinkiewicz interpolation theorem). Let (X,µ) and (Y, ν) be measurable spaces and
let 0 < p0 < p1 ≤ ∞. Let T be a linear operator defined on the space Lp0(X) +Lp1(X) and taking values in
the space of measurable functions on Y . Assume that there exists two positive constant A0 and A1 such that
‖Tf‖Lp0,∞(Y ) ≤ A0‖f‖Lp0(X) for any f ∈ Lp0(X),
‖Tf‖Lp1,∞(Y ) ≤ A1‖f‖Lp1(X) for any f ∈ Lp1(X).
Then for all p ∈ (p0, p1) and for all f ∈ Lp(X) we have the estimate
‖Tf‖Lp(Y ) ≤ A‖f‖Lp(X),
where
A = 2
(
p
p−p0 +
p
p−p1
) 1
p
A1−θ0 A
θ
1, with θ ∈ (0, 1) determined through 1p = 1−θp0 + θp1 .
For the proofs of the previous propositions one can see [9, Theorem 1.2.13 and Theorem 1.3.2].
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