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Abstract 
This research introduces an image retrieval system which is, in different ways, inspired 
by the human vision system. The main problems with existing machine vision systems 
and image understanding are studied and identified, in order to design a system that relies 
on human image understanding. The main improvement of the developed system is that 
it uses the human attention principles in the process of image contents identification. 
Human attention shall be represented by saliency extraction algorithms, which extract 
the salient regions or in other words, the regions of interest.  This work presents a new 
approach for the saliency identification which relies on the irregularity of the region. 
Irregularity is clearly defined and measuring tools developed. These measures are 
derived from the formality and variation of the region with respect to the surrounding 
regions. Both local and global saliency have been studied and appropriate algorithms 
were developed based on the local and global irregularity defined in this work.  
The need for suitable automatic clustering techniques motivate us to study the available 
clustering techniques and to development of a technique that is suitable for salient points 
clustering. Based on the fact that humans usually look at the surrounding region of the 
gaze point, an agglomerative clustering technique is developed utilising the principles of 
blobs extraction and intersection. Automatic thresholding was needed in different stages 
of the system development. Therefore, a Fuzzy thresholding technique was developed.  
Evaluation methods of saliency region extraction have been studied and analysed; 
subsequently we have developed evaluation techniques based on the extracted regions 
(or points) and compared them with the ground truth data. 
The proposed algorithms were tested against standard datasets and compared with the 
existing state-of-the-art algorithms. Both quantitative and qualitative benchmarking are  
presented in this thesis and a detailed discussion for the results has been included. The 
benchmarking showed promising results in different algorithms. The developed 
algorithms have been utilised in designing an integrated saliency-based image retrieval 
system which uses the salient regions to give a description for the scene. The system 
auto-labels the objects in the image by identifying the salient objects and gives labels 
based on the knowledge database contents. In addition, the system identifies the 
unimportant part of the image (background) to give a full description for the scene.  
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𝑝𝑖𝑗  Pixel intensity value at location (𝑖, 𝑗) 
𝑅 Image region 
ℐ(𝑥, 𝑦) Image Function 
𝕀   Representing the image as a set of pixels 
ℬ(𝑥, 𝑦) Binary Image 
𝑇 Threshold value 
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𝑯𝑰 Important information in an image 
𝑯𝑼 Unimportant information in an image 
𝐑𝐈 Important region 
𝐑𝐈 Unimportant region 
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Chapter 1 
Introduction 
Chapter 1. Introduction  
 Machine Vision and Content-Based Image Retrieval  
As digital images are becoming increasingly important across various fields, the need to 
recognize, classify and understand these images has increased. This need was the 
motivation behind the launch of the machine vision and image-understanding 
technologies. 
To make the digital images useful in different applications, it is important to analyse 
these images and describe them automatically using image processing techniques and 
machine vision (MV). MV techniques use a variety of techniques to process, analyse and 
interpret images, which lead to a better machine understanding of the image contents. 
MV techniques convert images into a set of numerical values, known as features, and the 
process of converting the image into this set of values is known as feature extraction. For 
instance, the features might be texture, colour, edges, or boundaries. These features are 
used to describe the image and can be utilised in image matching and retrieval. 
Retrieving images based on their labels, text description, or keywords is widely used in 
different situations, such as web applications. With such methods, the search depends on 
matching the query text with the description of the image, which is stored in the database. 
These techniques suffer from certain limitations, such as, the need for human intervention 
to extract the keywords for each image, which is a time consuming process. In addition, 
the keyword extraction process is subjective and depends on the human point of view 
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and how the human interprets the image and describes it [1]. Thus, alternative methods 
which can identify the visual contents of the image are strongly needed. 
Content-based image retrieval systems (CBIR) are image retrieval systems that rely on 
the contents of the image in order to identify it. They are application-oriented techniques, 
and the definitions may differ from one application to another. For example, in crime 
prevention CBIR systems, if a fingerprint search is required, then the entire image would 
be considered and the systems would search for a specific image from a set of closely 
similar images. However, in the case of general search engines, when a person searches 
for a fingerprint, then how identical the query and the retrieved images are, is not 
relevant. This leads to the classification of similarity in the CBIR into three types as 
follows: 
1. Conceptual similarity, in which the retrieved images have the same meaning of 
the query image. In this type, the meaning is more relevant than the similarity. 
2. Perceptual similarity, in which the exact image is needed to be retrieved. For 
example, searching for a specific person in an image based on some other portrait. 
3. Computational similarity, in which, regardless of the meaning or the contents of 
the image, some images might be computationally similar, based on the extracted 
features, even if they are not similar in meaning. 
Most of the problems are due to the machine’s semantic lack in image understanding, 
and because they utilize just the visual information of the image which is insufficient to 
give satisfactory results. Although some systems have introduced new features and better 
visual recognition capabilities, the results are still unsatisfactory. 
Most well-known search engines, such as Google, Yahoo and Bing, present image search 
engines. Until recently, some search engines were using textual image search techniques 
that depend on the contents of the webpage which contains the queried image in order to 
retrieve the image. Others use tags and labels, where each image is described by a set of 
tags given by the user to improve the search process.  
Recently, visual search engines have become available. These search engines accept an 
image from the user and search for images with similar visual features. However, the 
meaning of the image is not taken into consideration, causing the result to be semantically 
unacceptable. 
3 
 
 Saliency Based Image Retrieval Systems (SBIR) 
Not much effort has been done in the field of SBIR as compared to the tremendous 
amount of researches in the field of  CBIR. In SBIR, the retrieval algorithms are applied 
only on the salient regions. This shall reduce the computations required in the retrieval 
process. Several image retrieval systems which utilise the saliency properties of the 
regions have been developed. The majority of the published algorithms have utilised Itti 
visual attention model [2] to identify the salient regions (or important regions) such as 
Hu et al. [3], Zdziarski and Dahyot  [4], Ozyer and Vural [5], and de Carvalho Soares et 
al. [6]. After identifying the salient regions, various similarity measures were used to 
identify the contents of the salient regions and retrieve similar images.  
Many algorithms were developed to be specialised and work on specific types of data 
such as Hu et al. approach [3] which was developed for flower image retrieval. Zdziarski 
and Dahyot [4] have presented another specialised approach; they applied their method 
on three classes of images, faces, houses and flowers. Natural images retrieval was the 
focus of Wang et al. [7] in which they presented a specialised algorithm to identify the 
nature of the images. Hua et al. [8] have used the principles of saliency to design a CBIR 
system to identify the images of lunar surface. 
Colour and intensity were used by many authors to highlight the saliency of a region. 
Wan et al. [9] have used HSV colour space in highlighting the salient regions in the 
image. They adopted the change in intensity as a measure for saliency and used the colour 
features as a measure of similarity among images. The Colour Saliency Histogram (CSH) 
was presented by Lei et al. [10] as a measure of saliency. They have argued that the more 
concentrated pixels are corresponding to the colour the more visual stimulation is. After 
highlighting the salient regions, they reduced the number of colours by quantising the 
image and extract HSV histogram to be used as a similarity measure. Colour saliency 
extraction was used, also, by Chen and Wang [11]. Liang et al. have used saliency 
extracted from intensity, colour and orientation maps to cluster the images before the 
retrieval process [12]. They have used 1000 images in their test, of which 500 images 
were used to train the neural network to classify the images into two classes, while the 
other 500 images were used for testing purposes. An et al. [13] have also used HSV 
colour space in identifying the salient regions. In their approach, they have suggested the 
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use of colour contrast and the centre of the image to highlight the salient regions, then 
they used colour features and spatial binary map as similarity measures. 
Liu et al. [14] have suggested the use of saliency maps to reduce the time consuming and 
the dimensions of the features vector of Scale Invariant Feature Transform (SIFT) 
algorithms. They have also used intensity and colour change as saliency extraction 
features and they used the features of the salient regions only for matching the images. 
 de Carvalho Soares et al. [6] have, also, used Itti et al.’s  visual attention models to 
identify the foreground and background saliency to extend the bag-of-visual-words 
method by weighting the visual words according to their spatial locality which depends 
on the saliency extraction. Saliency and the bag-of-visual-words have, also, been used 
by some other authors such as Gao et al. [15], Giouvanakis and Kotropoulos [16]. 
In most of the algorithms discussed above, it was noted that the authors did not pay 
enough attention to the saliency extraction problems as they have applied their algorithms 
on simple images. Images with one object with smooth background and high foreground-
background contrast have been used to verify the proposed algorithms. In addition, Itti 
visual attention approach, usually, highlights small spots of the image sequentially to 
identify the regions that grabs the human attention. Therefore, it is not suitable to extract 
the object of interest and instead it highlights only part of it. Using colour and intensity 
in saliency identification is another limitation of these algorithms as these features are 
insufficient to be used in saliency identification, as it will be discussed in this thesis. 
 Problems with MV and CBIR 
1.3.1 The Semantic Problem 
The semantic gap between machine and human in image understanding is a big challenge 
in machine vision systems (MVS), and most of these systems suffer from this semantic 
issue. The majority of retrieval systems, which rely on visual features, suffer from 
retrieving irrelevant images or images with similar visual features but with a different 
meaning as shown in Figure 1-1. In this figure, it is apparent that the search was executed 
based mainly on the colour or intensity features, hence irrelevant images were retrieved.  
Another difficulty for these systems is the change in the results when the image is rotated. 
In Figure 1-2, when the non-rotated image in (a) is used as a query image, the returned 
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images were quite satisfactory. In contrast, as shown in (b), when the same image is 
rotated 90 degree, the retrieved images were very different and could not be considered 
as similar images to the one being queried. Similar problems have been observed in other 
visual search engines and the reasons for the erroneous results are being investigated. 
There are many reasons behind this semantic problem, such as a deficiency in the 
machine’s knowledge, the uncertain nature of the image and the image’s incompleteness.  
 
 
(a) (b) 
Figure 1-1: Results obtained from Google.com, (a) query image, (b) the retrieved images. 
By studying human vision systems (HVS), better MVS can be developed by including 
some features from HVS such as attention and focusing. The main dissimilarity between 
HVS and MVS is the way in which the human sees the image. The human depends on 
the identification of concepts and objects to recognize the contents of an image, while 
the machine can only take in pixels and binary representations. Another significant 
dissimilarity is the knowledge, as humans use knowledge acquired through continuous 
learning to identify objects, whilst  machines use only a limited set of features to identify 
objects.  
The ability to learn is an important part of HVS; humans can learn new things very easily, 
whilst for the machine this is not possible even with the current availability of intelligent 
systems that present learning abilities. For example, even with the neural network, which 
has learning abilities, continuous learning is still a major issue, since it needs to be 
retrained each time from the beginning. 
Finally, intentions, feelings, and emotions are extremely significant for HVS, while they 
are not available in traditional MVS. These HVS features are part of the recognition of 
the image since the human can recognize feelings like happiness, sadness and loneliness 
in the image and describe the image in this manner. 
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(a) (b) 
 
 
(c) (d) 
Figure 1-2: The effect of rotation in the query image on the results obtained from 
Google.com, (a) query image, (b) the retrieved images, (c) query Image rotated by 90 degree, 
(d) the retrieved images. 
1.3.2 Whole versus Parts 
The majority of retrieval systems recognize the image as a whole, especially if the image 
is large and presenting homogeneous details and objects. This causes erroneous results 
since it only takes into consideration the global features of the image, which might be 
similar for different images. Thus, recognition by parts or by objects is considered as a 
solution for these types of issues. One solution is to divide the image into smaller sub-
images and extract the local features for each sub-image. The process of dividing the 
image into related regions is known as image segmentation. Various image segmentation 
techniques have been proposed based on colour, texture, adjacency, and other features. 
The drawback of these techniques is that they partition the image into small chunks or 
over-partition the image. Consequently, the recognition process will be computationally 
inefficient, as it needs to identify a large number of small parts. The significance of the 
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object in the image is important in solving such kinds of problems. Assigning a different 
significance level to each region is known as ‘region of interest extraction’.  
 Feasibility of Computational Intelligence 
The main two reasons for adopting computational intelligence in MV are the uncertainty 
in the image and the need to have adaptive systems that have learning abilities.  
1.4.1 Uncertainty and Incompleteness of Images 
The uncertainty in images is another limitation for many applications. The overlap 
between the segments in segmentation process is an example of the uncertainty effect. 
This overlap disrupts the rule of segmentation which requires that the segments should 
be disjointed. Incompleteness and the shadow of the object can also be considered as part 
of the problem, as for example, some objects may present different shapes when rotated. 
One feasible solution for such issues is the use of uncertainty theory and fuzzy logic. 
1.4.2 Adaptivity and Learning 
As images are dissimilar, one needs to consider systems that have the ability to learn new 
things and to adapt themselves to apply to different images. Furthermore, the need to 
classify image contents based on their similarity is another important motivation to 
consider computational intelligence as a viable approach to solving such problems. For 
example, Artificial Neural Network (ANN) may be utilized as a classifier given its 
limited yet ready learning ability. Additionally, Fuzzy Interfacing Systems (FIS) have 
the ability to learn new things by defining new rules.  
 The Motivation and the Goal 
Inspired by the human visual system (HVS), and given all the above-stated issues and 
limitations of existing techniques, the motivation for developing a new image retrieval 
system (IRS) is underlined. This IRS considers the way in which the human looks at the 
image and describes it. Not all details or objects in the image are important in HVS; only 
the most salient objects attract the human eye to look at them. Since this process needs 
some kind of intelligence, different artificial intelligence techniques, such as neural 
network and fuzzy logic will be considered in different stages of the proposed technique.  
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The core of the suggested system is that it utilizes content identification in a semantic 
way, meaning that it gives tags to the images based on their salient objects regardless of 
the visual features of the image. The following objectives shall be considered in the 
proposed system: 
1. Saliency of objects. 
2. Uncertainty nature of the image. 
3. Adaptive learning and computational intelligence. 
4. Automatic image description and tagging.  
 Contributions 
In this work, we are planning to achieve the following contributions and outcomes: 
1- As we are planning to design an image retrieval system which utilises some of 
the important features of human visual system (HVS), we shall study the main 
features of HVS and specifically human attention principles. Consequently, 
human attention is represented in terms of point’s saliency identification. We 
shall introduce a new bottom-up approach to extract the saliency of a region.  The 
new saliency approach utilizes the principles of irregularity in some regions in an 
image to identify the saliency of the regions. The region is said to be salient if its 
contents are irregular as compared to other regions. Based on the aforementioned 
definition, an algorithm will be proposed to extract the salient region, and hence 
salient objects, from an image.  
2- Converting salient points (or gaze points) into salient regions is another 
challenging issue which needs to be studied and analysed. An automatic 
clustering technique, which is appropriate for clustering salient points to form the 
regions of interest, will be developed. The proposed algorithm should be fully 
automatic; therefore, it needs an automatic stopping criterion, which will be 
discussed and developed as well.  
3- Thresholding is one of the concerns in our investigation since it is crucial in many 
applications and algorithms. How to find a suitable thresholding value 
automatically will be investigated; additionally, based on the fact that the borders 
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between the regions are not well-defined, we will develop a fuzzy-based 
thresholding technique.  
4- Image identification based on region saliency is discussed and an image 
identification algorithm developed. The image contents identification algorithm 
shall contain two parts; object identification and background identification, as 
given below:  
a. In object identification, a Saliency Based Image Identification (SBII) 
technique is developed and discussed. The technique is based on 
identifying the salient objects only. 
b. Image background identification is discussed and an algorithm for 
identifying the background of an image developed.  
5- For evaluating the proposed algorithms and comparing them with the existing 
algorithms, we need to examine and analyse suitable evaluation techniques. 
Based on the available evaluation techniques and studying the pros and cons, we 
shall develop evaluation algorithms for saliency identification and image 
retrieval. Theses evaluation techniques are designed to be suitable to our 
applications. 
 Organization 
The thesis is organized as follows: 
1. Chapter 1 introduces the reader to the main techniques and applications of image 
identification, to the necessity of salient-based system development, and indicates 
the directions (goals and objectives) in which the dissertations will explore. The 
primary limitations and problems of machine vision are described, with a view to 
motivating new research to overcome these challenges.  
2. Chapter 2 contains brief information about the basic theoretical background 
necessary for deriving the developed techniques in this thesis. Topics such as 
HVS, MVS, clustering, computational intelligence and image retrieval 
techniques are presented in this Chapter.  
3. Chapter 3 presents a brief discussion to the datasets that have been used in both 
saliency extraction algorithms and image retrieval. The chapter also includes 
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discussion to the methods that have been used to generate the ground truth data 
for saliency extraction in additional to the method used to extract the saccade 
points from the salient points. 
4. In Chapter 4, the developed techniques of saliency identification and evaluation 
are presented, and the necessary theoretical background and derivations are 
presented as well. 
5. Chapter 5 contains the proposed image identification method consisting of two 
parts: object identification and background identification. For both identification 
processes, newly developed techniques will be expounded upon and evaluated. 
6. Chapter 6 will conclude with the recapitulation of the existing techniques and 
applications that were utilised in this research. Furthermore, it will debate the 
newly-developed system and provide an evaluation, offering recommendations 
for the improvement of salient-based image identification systems. 
 Publications 
The main publications concerned in this field are listed below: 
1. M. Al-Azawi, Y. Yang and H. Istance, “Human Attention-Based Regions of 
Interest Extraction Using Computational Intelligence”, in IEEE GCC 2015, 
Muscat 2015, 
2. M. Al-Azawi, Y. Yang and H. Istance, "Irregularity-Based Image Regions 
Identification and Evaluation," Multimedia Applications and Tools, 2014.  
3. M. Al-Azawi, Y. Yang and H. Istance, "Irregularity-Based Saliency 
Identification and Evaluation," in IEEE International Conference on 
Computational Intelligence and Computing Research, Madurai, 2013.  
4. M. Al-Azawi, Y. Yang and H. Istance, "A New Gaze Points Agglomerative 
Clustering Algorithm and Its Application in Regions of Interest Extraction.," in 
IEEE IACC, 2014.  
5. M. Al-Azawi, "Image Thresholding using Histogram Fuzzy Approximation," 
International Journal of Computer Applications, vol. 83, no. 9, pp. 36-40, 2013.  
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6. M. Al-Azawi, "Neural Network Based Automatic Traffic Signs Recognition: An 
Application on Intelligent Cars," in SETAC-2012, Emerging Trends in Advanced 
Computing, Ibri / Sultanate of Oman, 2012.  
7. M. Al-Azawi and N. Ibrahim, "A New Edge Intersection-Based Salient points 
extraction and its application in computer vision," in NCBIT2014, Massana-
Oman, 2014.  
8. M. Al-Azawi and N. K. Ibrahim, "Bimodal Histogram Based Image 
Segmentation Using Fuzzy-Logic," in NCAIAE12, Massana, 2012. 
Publications (7) and (8) were prepared jointly with Mrs. N. K. Ibrahim. The role of the 
co-author in publication (7) was executing the code available online for the ITTI and 
SUSAN algorithms using MATLAB and extract the results which have been used for 
benchmarking with the proposed algorithm.  
In publication (8), the co-author has executed the existing thresholding algorithms code 
provided by the authors online using MATLAB and find the results of these methods and 
presented the paper in the conference.  
 Conclusions 
In this chapter, we have presented a brief introduction to the problem we are going to 
investigate and study. The main limitations and problems of the existing machine vision 
techniques, such as the semantic gap, erroneous identification due to the effect of the 
background, or identifying unimportant regions, have been addressed. Identifying these 
problems has provided us with motivations to carry out this research to overcome the 
primary challenges. The chapter also included a review of the feasibility of using 
computational intelligence techniques in image processing and how they can be utilised 
to improve the outcomes of image processing algorithms. The intended academic 
contributions are also presented in this chapter. The organization of the thesis along with 
a short description of each chapter is introduced to furnish the reader with the contents 
of the thesis. Finally, a list of relevant publications which came out while the work was 
being undertaken has been listed.  
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Chapter 2 
Visual Perception  
Chapter 2. Visual Perception  
 Introduction 
This chapter main concern is image perception in human and what techniques are needed 
to be utilised for that purpose. Image perception in human is necessary for discussing the 
image perception in machine vision. Therefore, this chapter sets out to offer insight into 
the relevant theoretical concepts and background of the dissertation. State-of-the-art 
technologies and theories regarding Computational Intelligence (CI), CBIR, HVS, 
human attention and saliency, and Machine Vision (MV) are also covered in this chapter 
since they represent important parts in image perception. In addition, related image 
processing techniques, such as, features extraction, segmentation and thresholding are 
reviewed, studied and analysed since we are going to use these techniques frequently in 
different applications.  
 Visual Perception 
Visual perception can be defined as the process of linking the image, or visual input, to 
previously existing models of the world. In a computer context, it is a system that accepts 
visual data (images) as input, performs the processing and recognition processes, and 
provides the image description. In order to achieve this, the machine requires different 
image representations. Ballard and Brown suggested four representations: (1) 
Generalized Image or iconic, (2) Segmented Image, (3) Geometric Representation, and 
(4) Relational Model [17]. 
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To study the possibility of using features from human vision system and apply them in 
machine vision system, it is required to study the human vision system from different 
sides. Human attention is essential in our discussion; therefore, the main properties of 
human attention will be reviewed.  
2.2.1 Human Vision System (HVS) and Machine Vision Systems (MVS) 
HVS is a very complex and integral system. For this system, the first part is the retina, 
which is responsible of sensing the light reflected from surfaces in the world and image 
formation [18]. In MVS, the eyes can be replaced with cameras, which work perfectly to 
capture the light reflected from surfaces and convert it into images. In HVS, goals and 
knowledge are high-level capabilities which guide the visual activities. In addition to 
high-level capabilities, low-level activities are also necessary [19] [17].  HVS uses 
features such as colour, texture and shape to recognize objects in a scene. It is not yet 
possible to model and replicate HVS in a machine, thus MVS does not model HVS but 
implements a system inspired by it. 
 High-level vision and Low-level vision  
High-level capabilities like cognitive processes, geometric models, goals, and plans are 
very important in HVS and humans are heavily reliant upon them when it comes to 
understanding images. For example, when a human sees a person, the human depends 
upon knowledge, for example, the place and the time that person was seen, to identify 
the person and not upon the features of that person. However, high-level capabilities are 
dependent on low-level capabilities in order to understand an image.  
The human also needs low-level features in order to understand an image. The human 
brain is trained to identify the texture like a brick wall, a cloudy sky, or a grass field [17]. 
Colours are identified by the human eye by sensing the reflection of light from an object, 
and it is also affected by the colours adjacent to the object in the image.  
In contrast to MVS which is not specialized, the human brain can adapt itself according 
to the object, as it does in human face recognition, where the human can recognize facial 
features and identify the individual quite easily on account of this specialization. 
How do humans recognize stimuli arriving at human retina as straight lines, squares, 
circles, or any other shape? The answer is the Law of Visual Reconstruction [20]. The 
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most substantial attempt to state this law is the Gestalt Laws. In Grouping Gestalt law, 
the points are grouped together to form a larger shape, as such in the case of computer 
vision where pixels are grouped together to form a larger shape. The formation of larger 
pixel shapes is a gestalt (group of points) according to their similarity in some spatial 
properties [20]. One may further differentiate between the two types of groups (gestalts); 
partial gestalts and global gestalts.  For example, a gestalt forming a square is called a 
global gestalt, or rather; the square is a global gestalt that is constructed from recursive 
operations like the formation of the sides and corners. The sides and corners are then 
considered to be partial gestalts. 
 Recognition by Components 
To overcome the obstacles encountered in identifying the image as a whole, recognition 
by components (RBC) was suggested, to simulate the human’s recognition system. 
Several models have been proposed in this field, such as those of Biederman et al. [21] 
and Borges et al. [22]. In these models, the image is divided into components, mostly 
geometrical components like cylinders, cubes or arcs. Each object in the image is 
constructed from combining these components to form an object. As an example, if an 
arc is attached to a cylinder then it may form an object depending on the location of the 
arc. If it is attached to the side of the cylinder, it may form the shape of a cup, while if it 
is attached to the top of the cylinder it may form the shape of a bucket. 
Dividing an object into atomic parts will not improve the recognition process since, and 
based on Gestalt law, it is not possible to identify the whole by identifying the parts but 
the parts by identifying the whole [23]. Therefore, using the approach of disassembling 
the image contents into small parts, identify these parts, and then identify the contents 
based on that is not an efficient way to use in image recognition. Nevertheless, it is 
efficient in describing regular shapes and objects which have regular shape. 
2.2.2 Human Colour Perception 
Human eyes contain two kinds of light sensitive cells in the retina; rods and cones. The 
rods are sensitive to motion and differentiate between light and dark. They also work 
when the light is low. The rods cannot detect colour; colour detection is the role of the 
cones, which function at higher level of light. Human eyes contain three types of cones 
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sensitive to three different spectra, resulting in trichromatic colour vision. These cones 
are labelled according to the wavelength they can sense, at Short (S), Medium (M), and 
Long (L) wavelengths.  
Different colours can be sensed by combining the stimuli received in different cone types. 
The process of combining is not linear, so the eyes perform a complicated process in 
order to interpret colour. Two complementary theories of colour vision, the trichromatic 
theory and the opponent process theory were proposed to explain human colour 
perception.  The first theory was proposed by Young and Helmholtz in the 19th century. 
It states that the retina’s three types of cones are preferentially sensitive to blue, green, 
and red from which all other colours are obtained by combining them in different ratios. 
The second theory, which was proposed by Hering in 1872, states that the visual system 
interprets colour in an antagonistic way; red vs. green, blue vs. yellow, black vs. white. 
 Human Attention  
Human attention can be attracted by different stimuli using different senses such as 
hearing and visual senses. Stimuli such as loud sound which raised suddenly may attract 
the hearing sense and hence the human attention. In the same way, sudden change in light 
or colour luminance attracts the human visual attention. In general, it was argued in 
different literature that human attention is stimulated by different ways such as sudden 
change in the received information. In our research, we will focus our study on visual 
attention and its application in machine visual systems.  
How can the humans identify the most important object in an image? Consider the image 
in Figure 2-1 (a) and think of an answer for the question: What is the important object in 
the scene? Based on a simple query that we have made, and as it was expected, the 
majority (90%) of people when asked the same questions have answered with ‘car’. Then 
comes the next question, why is the car the important object in the image? Kadiyala et 
al. [24] [25] answered this question by referring this to the three main items that draw 
the attention of a human which are size, location and contrast. Accordingly, if any object 
is the largest object, positioned in the middle of the image and presents the highest 
contrast among other objects, then this specific object is more important than others.  
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According to human perception, the abovementioned theory is not always correct. 
Although it was asserted that in Figure 2-1 (a), the majority of observers would consider 
the car as the most important object, there still remains a minority which might not 
consider the car to be the most important object. Nonetheless, for the majority the car 
will represent the salient object. In the image the car is neither the largest object, nor in 
the middle of the image, nor the one with highest colour contrast. Hence, there is a need 
for alternative measures, based on what the human may use, to identify the salient 
objects.  
   
(a) (b) (c) 
Figure 2-1: Different importance may be given for an object. 
Moreover, object saliency detection remains a challenging problem due to the wide range 
of variability in the scale, location, orientation, and pose that real objects adopt [26].  
In order to understand saliency in a better way we need first to understand human 
attention. In general, attention is very important to extract the regions of interest (ROI).  
2.3.1 Attention 
Human attention is the process of selecting a subset of the available information upon 
which to focus for enhanced processing and integration. Many authors studies the 
attention properties, both computationally and biologically. Most of the knowledge in 
this field can be obtained from the Computational Neuroscience field. More detailed 
information can be found in, for example, [18].  
Human attention contains, mainly, three aspects and goes through these aspects in 
sequence as shown in Figure 2-2  [27].  
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The Orienting Aspect 
When a human receives more than one stimulus input, the best way to select one stimulus 
is to orient the entire attention toward that stimulus only. Many types of orientation were 
proposed to explain the behaviour of the human or animal, such as, orienting reflex and 
goal-driven (endogenous). For the orienting reflex, abrupt actions capture the attention, 
such as, a large object with different colour in a smooth background. With goal-driven 
orientation, attention is oriented to a location in space or to an object voluntarily in a 
goal-driven manner, often based on a cue that indicates where to look. Goal orienting 
may need some symbolic cues, for example, labels, arrows and pointers.  
When attention is captured by a certain object, oriented to a specific location, and then 
moved to another location it will not return to the previous location directly or it is 
inhibited to orient or return to the original location for a period of time; this is known as 
“Inhibition of return” [28] [2]. 
 
Figure 2-2: Attention phases (Aspects). 
The Filtering Aspect 
After orientation, the attention acts as a filter to remove information with less importance 
and focus on information with higher importance. For instance, in an image with an 
abrupt subject, like a bird in a sky, the human sees the bird while the image of the sky is 
blurred and not seen while looking at the bird. Hence, the human brain has filtered the 
image into two parts, one with higher importance (the bird) and one with less importance 
(the sky).The human has no ability to divide his attention among more than one stimulus, 
as the human cannot see the sky and the bird at the same time. This is known as the 
singularity of attention (SOA) principle.  
The Search Aspect 
When a human knows what to find but does not know where to find it in an image, 
attention will be involved in this search process. Search is classified as easy versus 
difficult search, and automatic versus controlled search.  
Orienting Aspect Filtering Aspect Searching Aspect 
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Easy search (also known as pop-out or parallel search) is when the observer searches for 
an easily recognised item in a set of items. It will be easy for him to find the specific item 
regardless of the number of items [27]. 
Difficult search (also known as serial search) is when the observer needs to find a 
particular item based on a conjunction of features. The search will be slow and the 
required time to find the target will increase linearly with the number of items in the 
image, because one needs to focus on each item for a certain amount of time.  
Controlled versus Automatic Search 
Controlled search is usually utilised with the difficult search; in order to achieve more 
accurate search results, the same person may be required to perform each type of search. 
The process of repeating the search procedure will train the observer. Subsequently, the 
search process performed by the observer will become an automatic search rather than 
controlled. An automatic search is much faster than a controlled search as the training of 
the observer to perform some searching task will speed up and radically improve the 
results.  
2.3.2 Pre-attentive Phase 
Pre-attentive processing is the unconscious accumulation of information from the 
environment. All information is considered as pre-attentive at the beginning, after that 
the brain processes and filters this information, assigning importance to each item based 
on the saliency of that item. Information with high saliency is more apt to undergo further 
attentive processing. Some data proceeds from pre-attentive to attentive, based on the 
saliency of the information and the goals and intentions of the observer. In an image, 
various properties may give an item the importance to pop-out from other items 
(destructors), such as, colour, shape, orientation, length, closure, size, curvature, density, 
contrast, and hue, as shown in Figure 2-3. 
2.3.3 Attentive Phase 
After the pre-attentive stage, the attentive phase of image recognition is activated. This 
phase requires more time than the pre-attentive stage. Here, objects of interest or pop-out 
regions are recognized and the semantic relationships among the regions are extracted.  
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Figure 2-3: Pre-attentive visual pop-out features. 
2.3.4 Top-Down and Bottom-Up Attention 
Top-down attention and bottom-up are two important types of attention and was argued 
that these are independent as was discussed by Pinto et al. [29]. In bottom-up attention 
(also known as pure capture) or stimulus driven attention, the attention is captured 
voluntarily or due to some stimuli. In contrast, in top-down attention (also known as 
cognitive), the attention is derived by a goal or intention. 
The bottom-up model uses the stimulus saliency and its contrast with the background. 
This model focuses on the visual saliency more than the conscious goal. In contrast, 
cognitive capture, emphasizes the idea that the observer knows what stimulus he searches 
for, implying that goals and intentions are present in the search process. The brain pays 
attention to stimuli which have features of the target item. 
The goal of the observer is essential in the specification of the search method. For 
example, a walking man has different goals than a football player [30]. A man who is 
driving a car has the goal of watching surrounding cars, pedestrians and traffic signs, 
whilst not paying any attention to, for example, a bird in the sky. Thus, the goal of a 
CBIR user should be well defined and considered when designing the retrieval system. 
More detailed information can be found, for example, in [31] [29] [32]. 
2.3.5 Fixations and Saccades 
Human vision behavioural studies consider fixations and saccades to be the two most 
significant functions of sight as they offer a proper understanding of human interest, 
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which in its turn offers insights into the most relevant points of an image. Fixation is 
where the human gazes at one point for a period of time, while saccade is the fast 
movement of the eyes from one point to another in an image. If the human fixates his 
eyes on certain regions then the most important points are found at that location. When 
the human moves his eyes very fast from one point to another then the saccade regions 
are generated, which are considered as unimportant regions or regions with less attention-
capturing capacity.  
Humans have a collection of passive mechanisms to reduce the amount of incoming 
visual information. For example, the signal stemming from the photoreceptors is 
compressed by a factor of about 130:1, before it is transmitted to the visual cortex [33]. 
The HVS has an active selection mechanism, involving eye movement. A saccade is a 
rapid eye movement allowing the vision to jump from one location to another. The 
purpose of this movement, which occurs up to three times per second, is to direct a small 
part of the HVS field into the fovea to achieve a closer inspection, which corresponds to 
a fixation. 
2.3.6 Saliency 
Saliency can be seen as the computational representation of attention. Different literature 
have defined saliency in different ways. Some of them consider saliency from the 
photographer’s point of view, as the photographer usually places the object of interest in 
the centre of the image. For others, the object of interest is the object with the higher 
level of contrast in colour and/or geometrical properties.  
Usually, based on HVS which acts as a passive selector, by acknowledging some stimuli 
and rejecting others [33], the salient object is the one that captures the attention or attracts 
the HVS. HVS uses two stages to identify the objects, pre-attentive and attentive stages 
[34]. In pre-attentive stage, the local regions of image that present spatial discontinuity 
(pop-out features) are detected. In the attentive stage, relationships between these 
features are found and grouped together. Accordingly, both low-level and high-level 
features are required to identify the salient object. In addition, both local features of the 
object and global details of the image are required for the task. Local features may give 
visual importance to the object locally, which is corresponding to the pre-attentive 
recognition of the human, while global image details correspond to the attentive 
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recognition of the HVS. In the first stage (local features) the salient objects are identified, 
while, the importance is specified in relation with the environment (global image details). 
For instance, a tree is a salient object at the first sight, but its importance might be 
increased or decreased according to the background, if it is in a desert (Figure 2-1 (a)) or 
in a forest (Figure 2-1 (b)).  
The automatic detection of salient image regions is important for applications such as 
adaptive content delivery, adaptive region-of-interest-based image compression, video 
summarization, progressive image, transmission, image segmentation, image and video 
compression [35], object recognition and content-aware image resizing [36]. 
 Content – Based Image Retrieval 
As one of our goals in this research is to design an image identification system, it is 
important to discuss the content-based image retrieval systems (CBIR) since they 
represent the latest trends in image contents identification.  This Section discusses the 
leading state-of-the-art techniques in image identification and contents understanding. 
Image identification is divided broadly into two categories: identification as a whole and 
identification by parts (contents). The identification phase presents two categories: 
1. Same scene with different perspective (SSDP). 
2. Different scenes with similar objects (DSSO). 
The SSDP considers that different images for the same scene can be taken from different 
perspectives (such as view angle or camera location). These types of images contain the 
same object, but with different location, scale, lighting conditions or view angle. In 
contrast, in DSSO, the object might be in a different environment or background, making 
the identification more difficult than in SSDP.  
Diverse features are used to identify the image contents (such as, texture, colour, 
statistical and geometrical features). The selection of suitable features in the 
identification process is crucial since they play an important role in image content 
identification. For example, colour features are not suitable in x-ray image identification 
since the image has only one band and no colours. Nonetheless, colour features are 
essential in the identification of natural scenes. 
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CBIR, also known as query by image content (QBIC) and content-based visual 
information retrieval (CBVIR) [37], is any technology that aims at organizing the huge 
amount of image data based on the visual contents [38]. It utilises image processing and 
computer vision techniques to search for and retrieve images from a large database. 
Lehmanna et al. [39] have defined CBIR as the process that aims to describe the complex 
object information of digital images by non-textual features, which are essential in 
efficient query processing. Hence, CBIR depends on the visual properties of the image 
to automatically identify contents.  
Recently, in this field, numerous researches have been published. A simple search for the 
term ‘CBIR’ on IEEE and Google, in different time periods, retrieved the results shown 
in Figure 2-4. In this figure, the tremendous change in the number of researches is 
conspicuous.  
  
(a) (b) 
Figure 2-4: Number of CBIR researches vs. year in (a) IEEE, (b) Google. 
The following is a survey of the most popular and state-of-the-art techniques in the field 
of CBIR. Several surveys were published on CBIR, such as ref [40], in which the author 
has presented a survey on the techniques that utilise the browsing model. He discusses 
how to classify the image in order to improve the retrieval process and offers the user a 
goal-oriented image browsing mode where the system searches for similar images.  
Jaswal and Amit [41] address some of the challenges that CBIR experience. In addition, 
they discuss the types of features that can be used with CBIR.  Refiee et al. [42] reviewed 
the semantic CBIR and the patch recognition issue. Furthermore, they discuss the use of 
supervised learning, unsupervised learning and relevance feedback. Singhai and 
Shandilya [38] review the three main features that are used in CBIR (colour, texture and 
shape), in additional to the Fuzzy-based CBIR systems. Jain and Singh  [43] published a 
review which focuses on the clustering of the images in the database in order to improve 
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and simplify the retrieval process. Liu et al. [44] have published a review about the use 
of high-level semantic features in image retrieval. In other surveys, like [45], [46], [47], 
[48], [49] and [50], the authors have introduced almost identical definitions and discussed 
similar techniques such as, colour, texture, shape, and fuzzy based techniques.  
 Lehmanna, et al. [39] have applied CBIR to medical applications. Their model suggests 
the use of six layers of information modelling (raw data layer, registered data layer, 
feature layer, scheme layer, object layer, knowledge layer). The features used in the 
matching process are colour histogram and texture feature. Singhai and Shandilya (2010) 
used the edge histogram to capture the spatial distribution of edges in an image, in their 
efforts to build a universal CBIR system using low-level features. Measures like mean, 
median and standard deviation of RGB channels of colour histograms were used in 
comparing images, in addition to texture, features such as contrast, energy, correlation, 
and homogeneity are retrieved.  Finally, they used the edge features including five 
categories: vertical, horizontal, 45° diagonal, 135° diagonal and isotropic [38].  
Yang and Zhou [1] have divided the retrieval process into five steps: (1) Analysing the 
contents of the image to extract the feature of images; (2) Providing a fuzzy description 
of each image like samples or sketches; (3) Comparison step where the features of the 
query image are compared with the stored image in the image database; (4) Return the 
result to the user by similarity in a sequence from large to small. (5) Interactive with user, 
the user can select the best match and send his/her feedback to the system. 
The histogram refinement technique is proposed by Pass and Zabih [51], and works by 
imposing additional constraints on histogram-based matching. They split the pixels in a 
given bucket into several classes, based on some local property. Within a given bucket, 
only pixels in the same class are compared. In addition, they proposed use of the colour 
coherence vector (CCV) which partitions each histogram bucket based on spatial 
coherence. 
Liu, et al. [44] have used high-level semantics to improve the accuracy of the retrieval 
process. In their paper, they identify five major categories of techniques in narrowing 
down the ‘semantic gap’: (1) Using object ontology to define high-level concepts; (2) 
Using machine learning tools to associate low level features with query concepts; (3) 
Introducing relevance feedback (RF) into the retrieval loop for continuous learning of 
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user’s intention; (4) Generating a semantic template (ST) to support high-level image 
retrieval, and (5) Making use of both the visual content of images and the textual 
information obtained from the Web for WWW (the Web) image retrieval.  
Ref. [52] talks about the Regional-Based Image Retrieval (RBIR) which divides the 
image into regions and applies CBIR on each of these regions. Suhasini, et al. [53] 
proposed three types of histogram; the conventional colour histogram (CCH), the 
invariant colour histogram (ICH) and the fuzzy colour histogram (FCH). The 
conventional colour histogram (CCH) of an image is the frequency of occurrence of 
every colour in that image. The invariant colour histogram (ICH) depends on the colour 
gradients, and is used to overcome the effect of rotation/translation of an image. The 
fuzzy linking colour histogram (FCH) is used to address the problem of spatial 
relationship. 
Thawari and Janwe (2011) compare CBIR on colour and texture features using the 
histograms. This comparison is based on the statistical parameters of the image. The 
parameters include mean, median and standard deviation of RGB channels of colour 
histograms. Then the texture measures, such as mean, second moment, third moment, 
forth moment, smoothness, and uniformity are retrieved [54].  
Sharma et al. [55] have investigated two methods for describing the contents of images. 
The first one characterizes images by global descriptor attributes, while the second is 
based on the colour histogram approach. Cross-correlation value and image descriptor 
attributes are calculated prior to the histogram implementation, in order to make a more 
efficient CBIR system.  
Nazari and Fatemizadeh [56] used Texture-Based CBIR in medical applications to 
discriminate between the normal and abnormal medical images based on features. The 
main indices are finding normal, abnormal and clustering the abnormal images to detect 
a certain two abnormalities: multiple sclerosis and tumour images to classify the database 
 Image Processing and Machine Vision 
Due to the advanced technology available nowadays and the improvement in 
transmission speed, image processing techniques such as filtering, enhancement, feature 
extraction and others are widely used in different applications. In order to solve problems 
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related to image processing, a chain of processing steps have been defined in various 
literature. This chain of processing is known as the image processing chain (IPC). The 
main blocks of the IPC are shown in Figure 2-5. First, the image is pre-processed using 
techniques such as filtering, noise removal and image reconstruction. The second stage 
is the feature extraction stage, in which different features are extracted from the image, 
like colour features, textures, edges and other low-level features. Based on the extracted 
features, the image can be segmented into well-defined, non-overlapped regions which 
can be categorized into objects and background. It is usually assumed that most of the 
segments represent objects. Hence, the next step is to identify these objects and 
ultimately, to understand the contents of the image.  
 
Figure 2-5: Image Processing Chain [57]. 
 Image Feature Extraction 
In order to understand and interpret the contents of an image, it is essential to extract 
some features that describe its contents. Features are measurements that can be extracted 
from the image like edges, statistical measurements, colour properties, texture or shapes. 
In machine vision applications, features should be meaningful and detectable. Features 
are classified into General features and Domain-specific features, where general features 
are application-independent, and domain-specific features are dependent on the 
applications (such as in face recognition and fingerprint recognition applications). 
Features can also be classified into low-level and high-level features.  
2.6.1 Low-Level Features   
Low-Level Features (LLF) are basic features that can be extracted directly from the 
image; like edges, texture, and colour. They are not easily utilised in image understanding 
since they give no information about the relationship between shapes in the image. 
Image Pre−Processing 
Feature 
Extraction 
Segmentation 
Object 
Recognition 
Image Understanding 
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However, a set of high-level features that are useful in image understanding and contents 
recognition can be extracted from low level features.  
Edges  
Edges are important features and can be defined as the boundaries that separate two 
different regions, commonly assumed to be background and objects. Any sharp change 
in colours or intensity may produce an edge. Many edge detection algorithms rely on the 
luminance values of grey level images. First-order edge detection recognizes image 
intensity changes by looking for the minimum and the maximum in the first derivative 
of the image [58]. Many first order edge detection operators have been developed like 
Roberts’ , Prewitt’s and Sobel’s edge detection operators. The second order derivative, 
such as Laplacian, is another method that highlights the edges, in which, if the change of 
the first derivative is high and zero if it is constant, then its value is greater.  
Alternative methods were proposed to extract the edges, like Chebyshev polynomials 
method, which consists of nine 3 × 3 kernels that can be used to extract edges with 
different directions [59]. Other statistical and computational approaches can be found in 
ref. [60], [61], [62], [63], [59] and [64]. 
Corners  
The corner is a 2D structure in an image that can be represented mathematically. These 
are described through several junction types such as “Y”, “X” and “T” corners. Corners 
do not change significantly with image changes, such as scaling, rotation and shifting, 
thus, they are important in applications like motion tracking and stereo matching. 
Many methods for extracting corners exist and these can be categorized into three types: 
edge-based, raw-based and edge-curvature based.  
Lines  
A line is a straight edge, and is an important feature in extracting shapes and artificial 
objects in an image. The line can be extracted by finding the value of convolving the 
image with some kernels. 
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Spots  
A spot is a small circle in a square template of size 3 × 3. In other words, it represents a 
closed contour of edges. The spot can be extracted by convolving the image with a 
circular impulse response array.  
Colour  
Colour features are widely used to describe the contents and the nature of an image. The 
most well-known representation of colour features is the histogram. The image histogram 
is the distribution of colours over image pixels, or simply the frequency of occurrence of 
colours in the image. The main advantage of using the colour histogram is that it is not 
affected by the rotation, scaling, and shifting of the image.  The prime weakness of using 
the histogram is that it loses the space information of the colour [1]. The colour histogram 
ℎ⃗   can be defined as a vector by: 
ℎ⃗ = < ℎ1,ℎ2, ℎ3, . . . . . ℎ𝑛, > 2-1 
where ℎ𝑖 , 𝑖 = 1,2, … , 𝑛 is number of pixels of colour level 𝑖 in the image and 𝑛 is the 
number of intensity levels in an image. The number of intensity levels is equal to  2𝑏 
where 𝑏 is the number of bits used to represent the colour in an image.  
Colour moments, such as, the mean (first order), variance (second order), and skewness 
(third order) are used to describe the histogram: 
𝜇𝑖 =
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where 𝑝𝑖𝑗 is the value of i
th colour component of the image pixel 𝑗, and 𝑁 is the number 
of pixels in the image. 
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Texture Features 
Another issue of histogram or colour matching is that different images may have similar 
histograms (colour distribution). Moreover, different objects may have similar colours 
scales, such as, the sky and the sea. In order to overcome this issue, texture is required.  
When it refers to the description of what the image’s texture is based on, we usually 
adopt the texture’s statistic feature, structure feature, and spectral features [38]. Although 
texture is not well defined like colour feature, it gives a competent description to the 
contents of the object in the image like cloud, trees, bricks, and fabric).  
Texture features can be obtained using Gabor filter, wavelet transform or local statistics 
measures. Among the six Tamura features of coarseness, directionality, regularity, 
contrast, line-likeness, contrast and roughness, the first three are more significant. The 
latter features are related to the previous three and do not add much to the effectiveness 
of texture description [44]. 
According to Haralick [65], the main ways of analysing the texture can  be categorised 
into statistical, structural, and spectral approaches. In statistical approach, Moments of 
Intensity and Grey Level Cooccurrence Matrices (GLCM) are the most common methods 
to describe the texture. Moments of Intensity measures method is one of the statistical 
approaches that can be used to describe the nature of the image’s texture. The following 
moments can be used in describing the structure of the image contents: 
1. The first moment or  the mean intensity, 
2. The second moment or the variance, which describes how similar the intensities 
are within the region, 
3. The third moment or the skew which describes how symmetric the intensity 
distribution is about the mean, and  
4. The fourth central moment or kirtosis, describing how flat the distribution is. 
𝜇 =
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The second important method to describe the texture is the GLCMs, which describe the 
relation of each grey intensity level with its neighbours [66]. GLCMs are extracted from 
the grey-level intensity image based on the joint probability distributions of pairs of 
pixels. The GLCM can be specified in matrices of relative frequencies 𝑓(𝑖, 𝑗) with which 
two neighbouring pixels separated by a distance 𝜹 and angle 𝜃 occur on the image, one 
with grey level 𝒊 and the other with grey level 𝒋 [67]. The relative frequencies of grey 
level pairs of pixels separated by a distance 𝜹 in the direction 𝜽 combined to form a 
relative displacement vector 𝑫 =  (𝜹, 𝜽), which is computed and stored in the GLCM 
𝐺. Figure 2-6 shows an example of the extraction of GLCM from the grey levels given 
in (a), the GLCM in (b) was extracted using a displacement of one and angle of 0°. (c) 
was extracted using a displacement of one and an angle of 180°. From the figure it is 
noted that given the number of grey levels in (a) is 6 then the size of the co-occurrence 
matrix is that of 6 × 6. Another relevant matter to consider is that the matrices with 
opposite angles and similar displacements are transpose to each other for example, 
𝐺(𝑥, 𝑦, 𝛿, 𝜃) = 𝐺𝑇(𝑥, 𝑦, 𝛿, 𝜃 + 180°). 
1 2 1 2 3 4 5     0 1 2 3 4 5    0 1 2 3 4 5 
2 3 4 5 4 3 2   0 0 0 0 0 0 0  0 0 0 0 0 0 0 
3 4 5 4 4 3 2   1 0 4 4 0 0 0  1 0 4 4 0 1 0 
4 5 3 4 2 1 2   2 0 4 2 5 0 0  2 0 4 2 5 0 0 
2 3 2 4 1 2 3   3 0 0 1 1 4 0  3 0 0 5 1 2 1 
2 1 1 1 2 2 3   4 0 1 1 2 1 4  4 0 0 0 4 1 2 
3 3 2 2 1 1 1   5 0 0 0 1 2 0  5 0 0 0 0 4 0 
 (a)  (b)  (c) 
Figure 2-6: GLCM extraction, (a) intensity values, (b) 𝐺𝐿𝐶𝑀 (𝑥, 𝑦, 1,0°) , (c) 
𝐺𝐿𝐶𝑀 (𝑥, 𝑦, 1,180°). 
Other statistical measures can be used to describe the texture in images such as Grey 
Level Run-Length Matrix where the number of the successive pixels with similar grey 
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levels is measured to give description to the texture. Some measures are extracted with 
Short Runs Emphasis, Long Runs Emphasis or Grey Level Non-uniformity The main 
drawback of this technique is its sensitivity to noise.  
2.6.2 High Level Features 
High-Level Features (HLF) or semantic features can be extracted or constructed from 
low-level features like edges, corners, and lines. Several high-level features have been 
suggested as will be shown in the following discussion.  
Points pattern techniques are example of converting low level features into high level 
features. After the point detection process, the resultant low-level points feature can be 
used to form high-level features such as objects. Intrinsic structure finding is one of the 
methods that can convert LLF into HLF where the points’ structure is described in 
accordance with the structure.   
Border tracking is the second important technique for getting high-level features from 
low-level features. In border tracking, the border of the set of points is traced to give the 
external shape of the object. 
Geometric primitive fitting and geometric primitive extraction are essential techniques 
to extract high-level features. A geometric primitive is a curve or surface that can be 
described by an equation with a number of free parameters. Geometric primitive fitting 
establishes if a set of points is described perfectly by the given primitive or not. 
Geometric primitive extraction should intelligently find the appropriate primitive for 
fitting the set of points. Furthermore, in geometric primitive extraction, not all points 
given are trustworthy given the consideration of outliers.  
Shape descriptors are used to identify the contents of an image; these features are 
invariant with the image shift, resizing, or rotation. Hence, these might be used in the 
image matching process. Some shape features are not constant with the changes in image 
such as the area, which might be changed through scaling. In other words, relative 
measures require to be utilized.  In ref. [68], Mehtre et al. introduced a good comparative 
study of the shape-based CBIR. 3D shapes and depth have been used recently in the 
matching process of similar shapes in two different images [69].  
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 Image Segmentation 
Image segmentation is an important component in computer vision applications such as 
robot vision, computer pattern recognition, document analysis and understanding. It is 
the process of dividing the image into non-overlapping, homogenous and connected 
regions [70]. The dividing process depends on attributes such as luminance amplitude 
for grey images, and colour components for colour images [59]. The segmentation 
process starts with a pre-processing stage which includes noise removal, image 
smoothing, background correction and sharpening [71]. Currently, there exist many types 
of segmentation in use and these approaches use different image processing techniques. 
Ref. [72], [73], [74] are examples of the existing image segmentation techniques. Some 
segmentation algorithms depend on luminance in grey images where the colour image is 
converted to a grey image and then these algorithms are applied. Other techniques, which 
consider the colour image in the segmentation process give better results as these are 
analogous to human perception.  
Segmentation algorithms can be classified as either local or global. Local segmentation 
only accounts for the pixels’ values and those of their neighbouring pixels, while global 
segmentation accounts for the whole of the image [75].  
The segmentation process divides the image region 𝑅 into a set of homogenous, non-
overlapped, connected sub-regions 𝑅𝑖. The sub-regions need to satisfy the following 
criteria: 
1. The union of all sub-regions forms the original image 
2. The regions 𝑅𝑖 should be connected for all 𝑖 =  1, 2…  𝑁. 
3. The regions 𝑅𝑖 should be homogeneous for all 𝑖 =  1, 2…  𝑁. 
4. Different adjacent regions 𝑅𝑖 and 𝑅𝑗 should be disjoint Ri ∩ Rj = ∅. 
2.7.1 Image Thresholding 
Thresholding techniques are the earliest techniques to be widely used in various 
applications. Thresholding is a computationally efficient and fast process for converting 
a grey image into a binary image.  If ℐ(𝑥, 𝑦) is an image and ℬ(𝑥, 𝑦) is the binary image 
after thresholding then: 
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ℬ(𝑥, 𝑦) = {
1,           𝑖𝑓 ℐ(𝑥, 𝑦) ≥ 𝑇
0,          𝑖𝑓 ℐ(𝑥, 𝑦) < 𝑇
 2-9 
where 𝑇 is a threshold value, one represents a pixel on the object and zero represents the 
background. The selection of the value of 𝑇 is a crucial issue in such techniques. 
Therefore, many such techniques have been proposed, such as local, global, and adaptive 
thresholding techniques [76].  Al-Rawi and Stephan [77] utilized Genetic Algorithms 
(GA) in finding the optimum threshold value, with the use of conventional histogram 
techniques in extracting the threshold value. In this instance, the role of GA is for 
optimization purposes, which can be achieved by conventional optimization techniques. 
Savakis [78] utilized foreground and background clustering for thresholding documents. 
Furthermore, the author used adaptive algorithms in thresholding documents. The use of 
Artificial Neural Networks (ANN) in thresholding is also present in the works of other 
authors, such as [79] [80] [81]. Papamarkos et al. [79] suggested a multi-thresholding 
technique using ANN in image thresholding. Hamza et al. [80] used ANN in binarizing 
documents. Lastly, some survey researches were published to discuss the diverse array 
of thresholding techniques such as Ref. [82]. 
Bimodal histogram 
The bimodal histogram is a method through which the value of  𝑇 can be found. A 
bimodal histogram is a histogram with two peaks and a valley.  One of the peaks is the 
background, while the second peak is the object. To separate the object from the 
background the value of  𝑇 is extracted from the histogram by taking the valley value. 
Figure 2-7 shows the result of applying the above technique. 
    
(a) (b) (c) (d) 
Figure 2-7: Thresholding technique using histogram analysis. (a) Original grey image; (b) 
histogram of the grey image; (c) selecting arbitrary threshold (100), (d) selecting the 
threshold value equal to the valley (200). 
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As may be observed, Figure 2-7 (a) represents the original grey image, (b) provides that 
the valley value is 200 (this value becomes the threshold for the image segmentation) 
and (d), shows the separation between background and object. However, in (c) where an 
arbitrary valley value of 100 is set, the results are not as precise and the separation is 
partial. The main disadvantage of this technique is its applicability is limited to images 
that contain only a sole object, or separated objects with similar attributes, since it is a 
global thresholding technique. 
One of the applications of this technique is in thresholding typewritten images where the 
nature of the images is bimodal by default. These contain black colours against a light 
background, for which the threshold is calculated with the use of the bimodal histogram 
[59].  
   
(a) (b) (c) 
Figure 2-8: Typewritten text thresholding with bimodal technique, (a) original grey image, (b) 
histogram of the grey image, (c)  selecting the threshold value equal to the valley (200). 
Multilevel luminance thresholding 
If the bimodal histogram thresholding technique is used, and repeated until a non-
bimodal histogram is reached, a better segmentation is obtained. This technique was 
proposed by Tomita et al. [83] and is known as multilevel luminance thresholding 
technique. It is applicable to images with multi-peaks, meaning when the histogram 
presents more than two peaks. First, the lowest valley is taken as the threshold and the 
image is separated into two images: dark image and light image. Following this, the 
process is repeated for each and every new image generated through the lowest valley 
threshold. The repetition is carried out until the images present a unimodal histogram. 
2.7.2 Colour Image Segmentation 
Colour image segmentation is the process of extracting two or more homogenous and 
disjoint regions from a colour image. This extraction depends on some of the features 
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extracted from the image such as colour, texture and other geometric or visual features. 
The pixels in each region should be connected and satisfy uniformity criteria. 
As in grey level image processing, pixel-based techniques are mainly divided into two 
types: histogram-based and cluster analysis-based. In histogram-based techniques, the 
segmentation process uses the surrounding intervals for pixels starting from one or more 
maxima in the histogram [70].  
The histogram is used in finding the threshold value that separates the object from its 
background. If there is more than one object then the multi-level bimodal histogram 
thresholding is applied. In colour images, similar techniques are utilized with the 
distinction that in colour images each pixel is described by three components rather than 
one component. These three components depend on the assigned colour representation 
system for example, RGB or HSx. The one-dimensional histogram is widely employed 
in colour image segmentation where the image is converted through various methods into 
a one band image. The simplest method is by converting the image into grey image by 
finding the average of the three colours R, G, and B as shown in Figure 2-9. 
   
(a) (b) (c) 
Figure 2-9: Converting colour image into one band image: (a) original image; (b) RGB 
averaging conversion; (c) histogram of (b). 
 Clustering 
The process of organizing objects into groups based on elements’ similarity in certain 
features is essential for different applications such as data mining, pattern recognition, 
and image analysis. The main two techniques of such purposes are clustering and 
classification techniques. However, although both techniques are based on the same 
process, they are not identical. In clustering, the groups have no labels and the clustering 
process is only to divide the set of objects into smaller subsets (clusters). The elements 
of each subset share common features. The process decides the number of clusters and 
the number of elements in each cluster. Clustering is an unsupervised process since it 
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does not need user intervention in any form. Classification also performs a clustering 
process but in a supervised manner, as the classification process labels certain elements.  
In clustering, the clusters must be different in order to have distinct clusters, implying 
different measures must be used for the differentiation process, such as, location.  
Estivill-Castro states that the cluster cannot be exactly defined, that is why there are many 
different clustering algorithms. Most of the algorithms are application-oriented, i.e. they 
differ from each other based on the application at hand. The algorithm that is suitable for 
use in a particular problem may not work efficiently in other problem, so the selection of 
appropriate algorithm for a particular problem is a crucial issue  
Many researches were published on this topic such as: [84], [85], [86] [87], [88], [89], 
[90] and [91]. Ref. [85] discusses a multitude of clustering algorithms including the 
algorithms that utilize computational intelligence techniques, such as, ANN, uncertainty, 
and evolutionary techniques. ANN clustering is widely discussed in terms of 
unsupervised learning algorithms as a means for clustering (such as, the self-organizing 
map) [92] [93] [94]. Density is applied in object clustering algorithms; Amini et al. [95] 
have proposed the density-grid clustering technique, where the space is divided into grids 
and then the regions classified based on their density; they have applied this algorithm in 
data streaming clustering. Torn [96] has used density clustering to solve global 
optimization problems. Fuzzy clustering is another attractive field of research: the most 
popular of these algorithms are Fuzzy C-Mean FCM, and Probabilistic C-Mean PCM 
[97] [98]. 
2.8.1 Clustering Types 
Clustering techniques can be classified generally into five types: Exclusive, Overlapping, 
Hierarchical, Centroid-based and Probabilistic clustering as shown in Figure 2-10. 
Exclusive clustering means that an object belongs to only one cluster. In contrast, in the 
overlapping clustering, each object may belong to more than one cluster as in Fuzzy 
clustering. Hierarchical clustering is an iterative process divided into agglomerative and 
divisive clustering. In agglomerative, all objects are considered as clusters, then based on 
some similarity criteria similar clusters are united together to form a larger cluster; this 
is also known as bottom-up clustering. The divisive clustering is the opposite, as all objects 
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are considered to be a single cluster and based on some dissimilarity measure the cluster 
is divided into smaller clusters. This is also knows as top-down clustering [99].  
For the centroid-based techniques, first the number of clusters (k) is set. Following, the 
distances among the objects and the centroid of the k-clusters are calculated. The object 
will be a member of the nearest cluster, the new centroid is calculated, and the process is 
repeated until all points become members of one of the clusters. For the probabilistic 
techniques, clusters are defined as objects belonging most likely to the same distribution. 
Specifying the number of clusters is also a limitation of such algorithms since they 
require user intervention to specify this value.   
 
Figure 2-10: Clustering techniques. 
2.8.2 Basic Models of Clustering 
We shall start with deriving the necessary equations and modelling for the clustering 
techniques. First in hard clustering, a specific object should belong to only one cluster 
based on the clustering criterion. Let us assume that the set 𝑃 contains 𝑁  objects (𝑝𝑖) 
which are needed to be clustered such that:  
𝑃 = {𝑝𝑖| 0 < 𝑖 ≤ 𝑁} 2-10 
Moreover, let us assume further that the objects may belong to one of the 𝑀 clusters 𝑐𝑗 
such that: 
𝐶 = {𝑐𝑗| 0 < 𝑗 ≤ 𝑀} 2-11 
Then we may define the mapping Υ as follows: 
Clustering Techniques 
Exclusive Overlapping Hierarchical Probabilistic 
Agglomerative Divisive 
Centroid-based 
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𝛶: 𝑃 → 𝐶 
𝛶 = {𝜌𝑗| 0 < 𝑗 ≤ 𝑀} 
2-12 
The object 𝑝𝑖 is said to be a member of cluster 𝑐𝑗 if and only if  𝜌𝑗  (𝐷(𝑝𝑖, 𝑝𝑗)) = 1 
with 𝑝𝑗 ∈ 𝑐𝑗.  The function 𝐷(𝑝𝑖, 𝑝𝑗) is a distance function, and 𝜌𝑗 is a step function as 
given below: 
𝜌𝑗(𝑥) = {
1    𝑖𝑓  𝐷(𝑝𝑖, 𝑝𝑗) < 𝑇
0    𝑖𝑓  𝐷(𝑝𝑖, 𝑝𝑗) ≥ 𝑇
 2-13 
where 𝑇 is a predefined threshold.  
As an example of the hard clustering technique, consider the objects shown in 
Figure: 2-11. In this figure, there are three clusters and six objects. The shape is the 
feature that is used in the clustering process. 
 
Figure: 2-11: Hard-clustering example. 
𝑃 = {𝑝1, 𝑝2, 𝑝3, 𝑝4, 𝑝5, 𝑝6} 
𝐶 = {𝑐1, 𝑐2, 𝑐3} 
𝛶 = {𝜌1, 𝜌2, 𝜌3} 
𝜌1(𝐷(𝑝1, 𝑝1) ) = 1,  
𝜌1(𝐷(𝑝2, 𝑝1) ) = 1, 
𝜌1(𝐷(𝑝3, 𝑝1)) = 0, 
𝜌1(𝐷(𝑝4, 𝑝1)) = 0, 
𝜌1(𝐷(𝑝5, 𝑝1)) = 0,  
𝜌1(𝐷(𝑝6, 𝑝1)) = 0   
𝜌1(𝑃) = {1,1,0,0,0,0} 
In the same way the values of 𝜌𝑗 are calculated and they will be: 
 𝜌2(𝑃) = {0,0,1,1,0,0},  
 𝜌3(𝑃) = {0,0,0,0,1,1}. 
The obtained distance matrix  (𝐷)  between the objects is given in Figure 2-12 (a). It is 
clear from the figure that the matrix is symmetric; this is because 𝐷(𝑝𝑖, 𝑝𝑗) =  𝐷(𝑝𝑗 , 𝑝𝑖) 
𝒑𝟐 
𝒑𝟑 
 𝒑𝟒 
𝒑𝟏 
 𝒑𝟓 
 
 𝒑𝟔 
𝒄𝟏 
 
𝒄𝟐 𝒄𝟑 
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thus, the correspondent elements above and below the diagonal are equal. By applying 
the function 𝜌: 𝐷 → 𝑆 the similarity matrix (𝑆) given in Figure 2-12 (b) is obtained. 
 𝒑𝟏 𝒑𝟐 𝒑𝟑 𝒑𝟒 𝒑𝟓 𝒑𝟔 
𝒑𝟏 1 0.9 0.3 0.2 0.1 0.1 
𝒑𝟐 0.9 1 0.3 0.2 0.1 0.1 
𝒑𝟑 0.3 0.3 1 0.9 0.3 0.3 
𝒑𝟒 0.2 0.2 0.9 1 0.4 0.4 
𝒑𝟓 0.1 0.1 0.3 0.4 1 0.9 
𝒑𝟔 0.1 0.1 0.3 0.4 0.9 1 
 
 𝒑𝟏 𝒑𝟐 𝒑𝟑 𝒑𝟒 𝒑𝟓 𝒑𝟔 
𝒑𝟏 1 1 0 0 0 0 
𝒑𝟐 1 1 0 0 0 0 
𝒑𝟑 0 0 1 1 0 0 
𝒑𝟒 0 0 1 1 0 0 
𝒑𝟓 0 0 0 0 1 1 
𝒑𝟔 0 0 0 0 1 1 
 
(a) (b) 
Figure 2-12: Distance Matrices, (a) 𝐷 before applying thresholding, (b) 𝑆 after thresholding 
In general, the above discussion can be expressed using vectors representation as follows: 
?̂? = [𝑝1 𝑝2 … 𝑝𝑁 ] 2-14 
?̂? = [𝑐1 𝑐2 … 𝑐𝑀 ] 2-15 
?̂? = [𝜌1̂ 𝜌2̂ … 𝜌?̂?]
𝑇 2-16 
𝜌?̂? = [𝜌𝑘,1 𝜌𝑘,2 ⋯ 𝜌𝑘,𝑁] 
𝜌𝑘,𝑙 ∈ {0,1}  , 𝑙 = 1,2, … , 𝑁 
 
?̂? = ?̂? ⨂ ?̂? 2-17 
[
𝑐1
𝑐2
⋮
𝑐𝑀
] = [
𝜌1,1 𝜌1,2 … 𝜌1,𝑁
𝜌2,1    
⋮  ⋱  
𝜌𝑀,1   𝜌𝑀,𝑁
]⨂ [
𝑝1
𝑝2
⋮
𝑝𝑁
] 2-18 
The vector multiplication ⨂  in Equation 2-18 differs from traditional multiplication in 
that the addition is replaced with a relative operation such that the expression 𝑐1 = 𝑝1 ⊕
𝑝5 ⨁ 𝑝7  for example means that the objects 𝑝1, 𝑝5, 𝑎𝑛𝑑 𝑝7 are members in the class 𝑐1. 
To form larger clusters the process described above is repeated several times until a 
reasonable number of clusters has been obtained. In order to apply the above algorithm 
on clusters we need to convert the cluster into an object. One possible conversion is made 
by taking the average of the objects in the cluster. We shall define here the cluster centre 
of gravity CCG; this CCG (Centroid can be used also) can be extracted by calculating 
the average of the objects in the cluster. CCG will replace the two objects in that cluster, 
i.e. the cluster itself will be treated as an object. 
In the above discussion, it was assumed that the variable ρ𝑘𝑙 can take either zero or one 
only, since it was assumed that the object may take one of two cases; it either belongs to 
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the cluster or does not belong to it. In the soft clustering techniques, the situation is 
different, it is assumed that an object may belong to more than one cluster with different 
membership value, thus, the values of ρ𝑘𝑙 may take any value between 0 and 1.  
Getting back to the example discussed above, we shall analyse the problem from a 
different point of view. Consider the objects shown in Figure 2-13. In this figure there 
are three classes and six objects. The shape is the feature that has been used in the 
clustering process. 
 
Figure 2-13: Soft-clustering example. 
𝑃 = {𝑝1, 𝑝2, 𝑝3, 𝑝4, 𝑝5, 𝑝6} 
𝐶 = {𝑐1, 𝑐2, 𝑐3} 
𝛶 = {𝜌1, 𝜌2, 𝜌3} 
𝐹 = {𝑓1, 𝑓2, 𝑓3} 
𝜌1(𝐷(𝑝1, 𝑓1) )  = 0.8, 
𝜌1(𝐷(𝑝1, 𝑓1)) = 0.8, 
𝜌1(𝐷(𝑝1, 𝑓1)) = 0.2, 
𝜌1(𝐷(𝑝4, 𝑓1)) = 0.1, 
𝜌1(𝐷(𝑝5, 𝑓1)) = 0, 
𝜌1(𝐷(𝑝6, 𝑓1)) = 0  
𝜌1(𝑃) = {0.8,0.8,0.2,0.1,0,0} 
with 𝐹 = {𝑓1, 𝑓2, 𝑓3} as the cluster feature set which can be used as a measure of similarity 
of the object with the contents of the cluster.  
In the same way the values of the mappings ρ are calculated, as given in the following 
table: 
 𝒑𝟏 𝒑𝟐 𝒑𝟑 𝒑𝟒 𝒑𝟓 𝒑𝟔 
𝒄𝟏 0.8 0.8 0.2 0.1 0 0 
𝒄𝟐 0.2 0.2 0.7 0.7 0.2 0.2 
𝒄𝟑 0 0 0.1 0.2 0.8 0.8 
Figure 2-14 shows the graphical representation for the mapping function that maps the 
objects to their corresponding clusters. 
𝒑𝟐 
𝒑𝟑 
 𝒑𝟒 
𝒑𝟏 
 𝒑𝟓 
 𝒑𝟔 
𝒄𝟏 
𝒄𝟐 
𝒄𝟑 
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Figure 2-14: Mapping of objects to clusters using soft (Fuzzy) clustering. 
It is clear from the above discussion that there is a need to specify the minimum 
possessive value that specifies whether the object belongs or not to a specific cluster. In 
the above example we have assumed that the minimum membership value is 0.2 thus 
cluster 𝑐1 for example will contain only the objects (𝑝1,𝑝2,𝑎𝑛𝑑 𝑝3). 
2.8.3 Sequential Clustering Technique (SCT) 
In this clustering technique, each object 𝑝 is compared to other objects, and the object 
with minimum distance will be linked to the object 𝑝. Both objects are marked as checked 
and excluded from the next comparison. As an example on this method, consider the 
points shown in Figure 2-15. In this figure, (a) shows the points that need to be clustered 
and the results of applying the sequential clustering technique is shown in (b).   
The main drawbacks of this technique are first, it will produce a total of  
𝑁
2
 clusters, and 
second, the object that is tested first will decide the nearest point. We shall refer to this 
as the first point selection problem (FPSP). From Figure 2-15, it is clear that the distance 
𝑝1𝑝2̅̅ ̅̅ ̅̅   is the minimum distance; then there is a connection between these points. For the 
point 𝑝2 , the point 𝑝3 should be the nearest point, but according to the algorithm 𝑝1 is 
the closest point since we skip it from the comparison after it gets engaged with another 
point, thus we got 𝑝4 as the closest point to 𝑝3 and not 𝑝2. Based on the above discussion 
we may get inappropriate results. As shown in Figure 2-15, we got three clusters instead 
of two. 
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Figure 2-15: SCT clustering results. 
An example of real data is shown in Figure 2-16. In this figure, the process was started 
with point 1, which got point 2 as the closest neighbour, and both points 1 and 2 shall not 
be considered in the next comparison. Another example of the erroneous results is in the 
point number 12. From the figure it is clear that points 10, 11, 13, and 14 are closer to 
12, but it was selected by 7 since point 7 will search for its closest neighbour before other 
points; thus 12 will share the same cluster with 7.  
In order to overcome the two limitations mentioned above, a refined sequential clustering 
technique (RSCT) will be discussed here. The problems manifested themselves due to 
the exclusion of the connected objects from further comparison. In this technique, we 
shall define the cluster centre of gravity (CCG) which is the average of the features of 
the two connected objects. Instead of excluding the connected objects, the connected 
objects will be replaced by one object with their average features; the CCG. 
  
(a) (b) 
Figure 2-16: Clustering process, (a) points to be clustered, (b) results of applying sequential 
clustering. 
From Figure 2-17, it is clear that the distance between the points 𝑝1 and 𝑝2 is minimum, 
thus they should belong to the same cluster, and in the same way the rest of clusters will 
be constructed. The points 𝑝1 and 𝑝2 are replaced by the point 𝑝12 and points 𝑝3 and 𝑝4 
𝒑𝟐 
𝒑𝟏 𝒑𝟒 
𝒑𝟑 
𝒑𝟓 
𝒑𝟔 
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are replaced by 𝑝34 and so on. The above operations are repeated again on the new set of 
points to construct larger clusters. 
 
Figure 2-17: RSCT process. 
Figure 2-18 shows the results of applying the refined sequential clustering technique, it 
is clear from the figure that the number of clusters here is not equal to  
𝑁
2
 , but still there 
is a limitation which is that without a predefined threshold value, all points will be 
connected to form a single cluster. Threshold can be used to cluster the set of objects into 
more than one cluster, so let us define a threshold value T. Any distance larger than this 
threshold should be ignored and the points with that distance do not belong to the same 
cluster. Figure 2-18 shows the effect of the selection of the value of T on the number of 
clusters and the size of each cluster. The results obtained from this technique are very 
much better than those obtained from the SCT, but still the effect of the first point 
selection (FPSP) affects the results.  
   
(a) (b) (c) 
Figure 2-18: Clustering process, results of applying RSCT, (a) no threshold is used, (b) T=200, 
(c) T=100. 
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2.8.4 Parallel Clustering Technique (PCT) 
In order to overcome the FPSP which is due to the sequential nature of the above two 
techniques, a modified technique can be used. This technique is named as ‘parallel’ since 
it compares all the points simultaneously and at the same time i.e. in parallel. In this 
technique, the distance matrix 𝐷 is calculated first before the comparison process, as was 
the case in the previous techniques. After the distance matrix has been calculated, the 
comparison among the distances in the matrix shall take place. Any two points with 
minimum distance shall be considered as points in the same cluster. Consider the 
following distance matrix: 
𝐷 = [
𝑑11 𝑑12 … 𝑑1𝑁
𝑑21 𝑑22 … 𝑑2𝑁
⋮  ⋱ ⋮
𝑑𝑁1  … 𝑑𝑁𝑁
] 2-19 
As discussed above, the matrix is symmetrical, so it is clear that there is no need to 
consider the elements below the diagonal. Another important property of the matrix 𝐷 is 
that there is no need to consider the diagonal points since they represent the distance 
between the object and itself and usually equal to zero. Thus, only the elements above 
the diagonal will be considered in the calculations. The distance matrix will be as follows: 
𝐷 = [
0 𝑑12 … 𝑑1𝑁
0 0 … 𝑑2𝑁
⋮  ⋱ ⋮
0  … 0
] 2-20 
For each object 𝑝, the minimum distance shall be extracted and the object corresponding 
to that minimum distance will share the object 𝑝 the same cluster. 
Thresholding 
In this technique, there is no need to state a pre-specified thresholding value; instead, we 
will use the number of clusters. When the number of clusters has been specified then the 
threshold shall be specified automatically. 
Let 𝑛𝑇  be the number of clusters, then the value of the threshold T can be extracted from 
the distance matrix, which is equal to the (𝑁 − ( 𝑛𝑇 + 1))𝑡ℎ element in the ascending 
sorted distances list.  This can be achieved by sorting a list containing all the distance 
44 
 
values in ascending order and selecting the (𝑁 − ( 𝑛𝑇 + 1))𝑡ℎ distance as the threshold. 
This threshold is used to separate the clusters from each other. 
Figure 2-19 shows the results of applying the PCT with different numbers of clusters. 
Specifying the number of clusters rather than the threshold value was also used in the k-
mean clustering technique. 
Reduction in Calculations 
Because of the symmetrical properties of the distance matrix, and the fact that the object 
does need to be compared with itself, the number of calculations could be considerably 
reduced. Since the number of objects is N and the comparison is performed between two 
objects every time, then the total number of comparisons needed without the reduction 
of the matrix is equal to 𝑁2 since each object needs to be compared with all other objects 
including itself. This number of comparisons can be reduced if comparing the object with 
itself is excluded. In that case each object will be compared with (𝑁 − 1) objects and 
hence the total number of comparisons becomes  (𝑁 × (𝑁 − 1)). With the consideration 
of symmetry of the distance matrix and ignoring the comparison of the object with itself 
then the number of comparisons will be equal to  (𝑁 × (𝑁 − 1))/2. 
2.8.5 Iterations Stopping Criteria 
As clustering is an unsupervised iterative process, a criterion at which the iterations 
should be terminated needs to be determined, so that the algorithm stops. There are three 
possible stopping criteria: thresholding, specifying the number of clusters and automatic. 
For the first two criteria, the user specifies a reasonable thresholding value or a 
reasonable number of clusters, while in the third criterion the algorithm stops 
automatically without any interference from the user.  
The selection of the threshold value is a crucial issue which drastically affects the results, 
therefore it should be selected carefully. The main issue with thresholding is that there is 
no theoretical justification for the selection of the threshold, while   manual selection 
requires the user to provide a suitable threshold value, which limits its applicability. 
Selecting a small threshold value will increase the number of clusters and will over-
cluster the objects which means forming a large number of clusters with a small number 
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of objects, while setting it to a large value results in a small number of clusters with a 
large number of objects in each cluster. 
  
(a) (b) 
  
(c) (d) 
Figure 2-19: Results of applying PCT with different number of clusters  𝒏𝑻, (a)  𝒏𝑻 = 𝟏, 
(b)  𝒏𝑻 = 𝟐, (c)  𝒏𝑻 = 𝟑 (d)  𝒏𝑻 = 𝟔. 
The selection of the number of clusters is used in k-mean methods seed points selection. 
Such techniques require the user to select a suitable number of clusters manually. For 
both thresholding selection and number of clusters selection, human interference is 
necessary which transform the clustering into a supervised process. 
Some efforts have been made to find an automatic stopping criterion at which the 
clustering process stops [100], such as, using density of points distribution [96], where 
the space is divided into finite grids and then the density at each grid is measured to 
specify the cluster size. The process needs to specify the size of the grids and the accepted 
density in each grid to be considered or ignored.  Mojena [91] has suggested extracting 
the clusters for all values of k from one to N, and then finding the mean of all values of 
k to find the optimum value [91], but it is clear that the process is computationally 
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inefficient. Hartigan [101] has calculated the stopping criterion function for two 
successive values of k and compares the results. If there is no change, then the process 
should be terminated. Pedersen and  Kulkarni [102] have suggested a method that 
combines the above two methods with a third statistical method to find the optimum 
stopping criterion. Nonetheless, figuring out a general stopping criterion is not feasible 
since there is no possible representation for the points distribution in the space unless a 
thorough study of the nature of the problem is presented first. 
2.8.6 Application on Points Clustering 
As an application for the above technique is points clustering, each point will be 
compared to other points; in this case, since we are dealing with points, then the feature 
that will be compared is the coordinates of the point (𝑥, 𝑦). The points are said to be 
related to the same cluster if the distance between them is minimum. Figure 2-20 shows 
the result of applying the above technique on real data.  
Figure 2-20 (a) shows the points (salient points), (b) shows the points after removing the 
background for clarity reasons, (c) shows the result of applying SCT, (d), (e), and (f) 
show the results of applying RSCT with different values for the threshold value T. The 
images in (g) and (h) show the results of applying PCT for different values of clusters 
number  𝑛𝑇. 
 Computational Intelligence 
According to [103], computational Intelligence (CI) is the “simulation of human 
intelligence on a machine, so as to make the machine efficient enough to identify and use 
the right piece of knowledge at any given step of solving a problem”. The main goal of 
CI is to add the ability of learning and thinking to computer applications. CI presents 
many applications in different fields like expert systems, speech and natural language 
understanding, intelligent control, image understanding and computer vision applications 
[104]. Production systems, swarm intelligence, neural nets and genetic algorithms are 
examples of widely used techniques in CI applications. Machine learning is the most 
important part of CI, where the machine can adapt its knowledge according to the input 
it gets from the environment. One of the central applications of CI algorithms is in the 
47 
 
field of image processing applications, especially in the field of image recognition and 
computer vision. 
  
(a) (b) 
  
(c) (d) 
  
(e) (f) 
  
(g) (h) 
Figure 2-20: Points clustering example, (a) gaze points, (b) gaze points after removing the 
background, (c) SCT, (d) RSCT 𝑇 = ∞, (e) RSCT 𝑇 = 100, (f) RSCT 𝑇 = 50, (g) PCT 
 𝑛𝑇 = 1, (h) PCT  𝑛𝑇 = 4. 
2.9.1 Machine Learning Techniques 
Machine learning utilizes the available information to improve the machine’s 
understanding, through which its performance is improved. There are three main 
categories of machine learning techniques: supervised learning technique (SLT), 
unsupervised learning technique (ULT) and reinforcement learning technique (RLT). 
48 
 
In SLT, also known as Associative Learning, the machine is provided with a set of inputs 
and the corresponding desired output. The training process is improved by finding the 
error ratio of the actual output and the desired output. The machine gathers some 
knowledge from the training process in such a way that it can give correct responses to 
similar inputs. Examples of SLT are inductive learning and analogical learning.  
ULT is used if the desired output is not available. For this learning category, the machine 
is provided with input only and it should update itself to generate classes for the similar 
objects or the objects with similar features.  
RLT is an intermediate form of the supervised and unsupervised learning. The learning 
machine does some action on the environment and gets a feedback response from the 
environment. The learning system grades its action good or bad based on the 
environmental response and accordingly adjusts its parameters [103]. 
2.9.2 Artificial Neural Networks 
One of the most important techniques in CI is the Artificial Neural Networks (ANN) or 
Neural Networks (NN) that are a simulation to the neurons in biological brains. 
Biological brains are highly complex and nonlinear computing devices. Neurons are the 
primary elements of the biological brains and consist of four main structural components: 
the dendrites, the cell body, the axon, and the synapse. The dendrites act as receptors that 
receive signals from several neighbourhood neurons and they pass these signals on to a 
little thick fibre called dendron. The received signals are processed in the cell body and 
the resulting signal is transferred through a long fibre named an axon. At the other end 
of each axon exists an inhibiting unit called a synapse. This unit controls the flow of 
neuronal current from the originating neuron to the receiving dendrites of neighbourhood 
neurons [103] [105]. 
Neural networks are very powerful computational devices due to their parallelism, and 
fault and noise tolerance capabilities. Most of the computational operations are 
performed in the training phase, which is needed just once, followed by generalization 
which is a computational efficiency process. 
ANN can be classified based on the number of its layers as Single Layer (SLANN) and 
Multi-Layers (MLANN). Single layer perceptron is an example on the SLANN, which 
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contains only one layer that links the input with the output. SLANN applications are 
limited to some simple linear classifications and it fails in nonlinear classification. 
Multilayer perceptron is an example of MLANN, which is a feed forward network 
consisting of more than two layers. For example, it consists of one or more hidden layers 
between the input and output layers [106] [107]. With multilayer perceptron, more 
complex problems can be solved which are not solvable with single layer. In contrast to 
single layer, multilayer can separate the space into more complex decision regions given 
that every layer is trained in the same training algorithm of single layer perceptron. 
Lastly, the number of nodes assigned to each layer varies from one layer to another.  
Learning or stimulation is defined as the process of changing the free parameters of ANN 
by adapting the connections weight between the neurons or synapse. Many techniques 
have been proposed such as: Error Correction Learning (ECL), Memory-Based Learning 
(MBL), Hebbian Learning (HL), Competitive Learning (CL), Boltzmann Learning (BL) 
and Associative Memory Learning (AML). 
In the last few decades many ANN models were developed, out of which the most well-
known ANN is Back Propagation Artificial Neural Network (BPANN) which is a feed-
forward ANN that uses supervised training. For a given input pattern, the output vector 
is estimated by forward pass. Following, the error value is calculated and propagated 
back through the network to update the weights within the network. Hopfield Artificial 
Neural Network (HANN) is another well-known model which consisting of a number of 
fully interconnected binary nodes which at any given time represent a certain state. The 
HANN maps binary or bivalent input sets on binary output sets. It is suitable for use with 
images that have binary values, like edge maps and binary images, in which only two 
grey levels are used. HANN utilizes supervised learning techniques in which different 
patterns are used to train the network for each input with which there should be an 
associated output. 
Self-Organizing Map ANN (SOMANN) is a type of vector quantization method. SOMs 
are trained in an unsupervised manner with the goal of projecting similar d-dimensional 
input vectors to neighbouring positions (nodes) on an m-dimensional discrete lattice. The 
update is gained by only one node, which is the winner node. After training, the input 
space is subdivided into 𝑞 regions, corresponding to the 𝑞 nodes in the map. The learning 
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process of SOM is known as competitive learning, in which the output neurons compete 
amongst themselves to be activated, with the result that only one is activated at any one 
time. This activated neuron is called a winner-takes-all-neuron or the winning neuron.  
Application of ANN in Image Processing 
ANNs are widely used in the field of image processing in various applications starting 
from pre-processing to image recognition. ANN provides image processing techniques 
with nonlinearity which is important in image processing as most of the image features 
are nonlinear and require nonlinear processing. Since its incipient stages, Neural 
Computing has been used for pattern recognition and image classification purposes. 
Images can be used as input to the neural network in different ways; one of these is by 
considering the complete image as an input vector to the ANN. Another way is by using 
some of the features extracted from the images as input to the ANNs, such as GLCM and 
edges. 
Pre-processing is an application of ANN in image processing. An image can consist of 
image reconstruction and/or image restoration. To perform pre-processing, ANNs have 
been applied in the form of optimization of traditional pre-processing functions, 
approximation of mathematical models, and classification of a pixel based on its 
neighbours. 
Optimization can use Hamming ANN (HANN); however, mapping the actual problem 
to the energy function of the HANN might be difficult. In order to overcome this, the 
original problem needs modifications. Although having managed to map the problem 
appropriately, the HANN is a useful tool in image pre-processing, although convergence 
to a good result is not guaranteed. 
Filtering is another pre-processing technique that utilizes ANN. Both supervised and 
unsupervised training can be used to perform such operations. In the supervised learning 
technique, the ANN is trained using some templates and the ideal output of the ANN. 
For example, assume that an algorithm to perform low-pass filtering is used. This 
removes the noise from the image; noise could be a light pixel in a dark region or vice 
versa. After training is completed, the classification process starts, in which each sub-
image is used as an input to the ANN and the value of the centre pixel is the output.  
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2.9.3 Uncertainty and Fuzzy Intelligence 
Fuzzy logic is a representation of uncertainty in which each logic operation like OR, 
AND, and NOT is represented in a way that it differs from the True/False binary space 
[108]. Let 𝑋 = {𝑥} be a set of points and 𝜇𝐴(𝑥) be the characteristics function or 
membership function, then 𝜇𝐴(𝑥) associate each 𝑥 a real value in the interval [0, 1]. The 
function 𝜇𝐴(𝑥) measures the membership of x in the class 𝐴. The closer the value is of 
𝜇𝐴(𝑥) to one, the higher the probably of its being a member of  𝐴. All the binary logical 
operations are defined according to the above definition like OR operation is replaced by 
MAX, AND is replaced by MIN, and NOT is replaced by complement, the detailed 
theory of which is found in ref. [108]. 
Fuzzy sets are an extension to the idea of crisp sets, in which an element is a member in 
a class if the value of the membership function is one; and not a member in the class if it 
is zero. According to this definition, an element is either a member of the class or not a 
member at all. Fuzzy sets propose a ‘partial’ membership where the strength of 
membership is measured. Partial membership allows for an element to be a member in 
more than one class with different membership values.  
Linguistic Variables and Terms 
Fuzzy Linguistic variables (FLVs) are the input or output variables of the system. FLVs 
values are words or sentences from a natural language, instead of numerical values. For 
example temperature values can be described by linguistic terms as too cold, cold, warm, 
hot and too hot, these terms describe a specific feature of the temperature expressed as: 
T(t) = { too cold , cold, warm, hot, too hot }.  
The If–Then Rules specify a relationship between the input and the output in fuzzy logic. 
Fuzzy relations present a degree of presence or absence of association between the 
elements of two or more sets. Assume 𝑈 and 𝑉 are two universal sets; a fuzzy relation is 
a set in the product space and is characterized by the membership function. A fuzzy 
relationship 𝑅(𝑈, 𝑉) is a subset of the cross product  𝑈 × 𝑉. 𝑅 is characterized by the 
membership function 𝜇𝑅(𝑥, 𝑦) where 𝑥 ∈ 𝑈 , 𝑦 ∈ 𝑉  𝑎𝑛𝑑 𝜇𝑅(𝑥, 𝑦)  ∈ [0, 1] . The If-Then 
Rule assumes that “If x is A Then y is B” for all 𝑥 ∈ 𝑈 𝑎𝑛𝑑 𝑦 ∈ 𝑉 and has a membership 
function  𝜇𝐴→𝐵(𝑥, 𝑦) ∈ [0,1] . The If part of the rule “𝑥 𝑖𝑠 𝐴” is the antecedent or 
52 
 
premise, while the Then part of the rule, “y is B” is the consequent or conclusion.  The 
If–Then Rule involves two steps: the first step is to evaluate the antecedent, which 
involves fuzzifying the input and applying any necessary fuzzy operators, and the second 
is implication or applying the result of the antecedent to the consequent, which essentially 
evaluates the membership function.  
Fuzzy Inference System (FIS) is a system that nonlinearly maps the input data into a 
scalar output using fuzzy rules that involved the membership function, if–then rules, 
fuzzification and other fuzzy specific operations.  FIS consists of four blocks: 
1. The Fuzzifier maps the input into corresponding fuzzy memberships.  
2. Inference engine is responsible on the mapping of input fuzzy sets to output fuzzy 
sets.  
3. The Defuzzifier maps output fuzzy sets into a crisp number.  
4. The rulebase contains linguistic rules that are provided by experts.  
Regions and features in an image are not crisply defined due to the nature of the image 
and pixels’ values, thus there are some levels of fuzziness in extracting features. Any 
decision taken at any level will affect the higher level. Hence, uncertainty should be 
considered when moving from one level to another. In other words, the processes 
performed at higher levels retain as much information as possible from the input image 
with least uncertainty. To make this idea clearer, consider the process of identifying an 
object from its background. If the first stage, which is – in this case – an edge detection 
process, involves some uncertainty due to ill-definition of the edges due to noise, then 
overlapping with other objects, or even shadow, is passed on to the following stage. This 
uncertainty may affect the stages of processing and recognition. The incertitude in an 
image may be defined in terms of greyness ambiguity or spatial ambiguity or both. 
Greyness ambiguity is defined as the indefiniteness in deciding whether the pixel is 
white, grey, or black, while spatial ambiguity is a geometrical ambiguity and may occur 
in the shape or geometry, as in finding the centroid or shape edges of a region. 
The image 𝐼 of size of 𝑁 × 𝑀 can be represented as an array of fuzzy singletons. Each 
member in this array has a value of membership denoting its degree of possessing some 
property, such as brightens, which can be represented in fuzzy notation as: 
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𝐼 = {𝜇𝑥(𝑝𝑚𝑛) ∶  𝑚 = 1, 2, … ,𝑀; 𝑎𝑛𝑑 𝑛 = 1, 2, … ,𝑁} 2-21 
where  𝜇𝑥(𝑥𝑚𝑛)  is the degree of possessing such property 𝑥 by the (𝑚, 𝑛)𝑡ℎ pixel, and 
can be defined using global, local or spatial information [109].    
 Conclusions 
In this chapter, the theoretical background of the research is introduced and discussed to 
furnish the necessary theoretical background for the rest of the theoretical derivation of 
the thesis. Topics such as CBIR and CI are highlighted and reviewed as they are required 
in the proposed algorithms. Furthermore, connective elements, such as human attention 
and saliency were presented, given that the purpose of this research is to present a system 
which utilizes these features in image contents identification.  
To support the technologies explained in the specialized literature, wherever possible, 
experimental results obtained from implementing various algorithms are presented.  
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Chapter 3 
Data Collection and Analysis 
Chapter 3. Data Collection and Analysis  
 Introduction 
In this chapter, different standard datasets shall be discussed and analysed. Standard 
datasets are used to simplify the benchmarking between the proposed algorithms and the 
existing algorithms. Mainly two kinds of datasets are discussed and used; saliency dataset 
and image retrieval datasets. The saliency datasets are used to test the saliency extraction 
algorithms, while the retrieval datasets are used to test the image retrieval algorithms. 
In addition, the developed datasets shall be discussed as well, and the code provided by 
the authors of the existing algorithms that are going to be used for benchmarking is tested 
against the developed datasets. 
 Datasets 
3.2.1 Saliency Datasets 
The developed algorithms are needed to be tested using different datasets. In order to 
benchmark the proposed algorithms (such as the saliency extraction algorithm) with 
other existing algorithms, the following standard datasets are used: 
1. MSRA Salient Object Dataset [110] 
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2. MIT Saliency Dataset, [111] 
3. Image and Visual Representation Group IVRG Dataset [112] 
4. LI, Jian Dataset [113] [114]  
5. Web Object Saliency Database [115];  
6. Photos were collected by the author. 
This research dataset is constructed with the assistance of the above mentioned datasets. 
The selected images in the dataset are classified in four classes as follows:  
1- The first class (C1) contains images with a single large uniform object placed in 
the centre.  
2- The second class (C2) contains images with a single isolated object but not 
uniform nor in the centre.  
3- The third class (C3) contains images with multiple isolated salient objects and 
with fewer details in the background.  
4- The fourth class (C4) contains images with multiple objects with overlapping and 
with coarse background.  
It is clear that the difficulty of saliency detection increases with the classes, i.e. C4 
contains the most difficult images. The defined classes are constructed based on the 
saliency difficulty, where C1 presents the least complex saliency to detect while C4 
presents the highest level of difficulty. 
The selected dataset contains the datasets used in most of the saliency identification 
algorithms such as [116], [113], [117], [118], [119], [120], [121], [122], [123] and [124]. 
The ground truth data is constructed using two experiments. The first one is the manual 
ground truth data, which is obtained from the human’s labelling of the images. The 
second one is measured with eye-tracking data, in which the ground truth data is collected 
with eye-trackers.  
3.2.2 Image Retrieval Dataset 
The retrieval process was applied on the WANG dataset [125]. This  dataset was used by 
most of the image retrieval algorithms. WANG dataset is a subset of 1,000 images of the 
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Corel stock photo database, which are manually selected and classified into 10 classes 
with 100 images each. The images in each class are relevant to each other, but at the 
same time, present some similarity with images in other classes. This database is 
available online at: http://wang.ist.psu.edu/docs/related/ . However, WANG dataset 
suffers from a certain drawback, which is that it was organized to give a high retrieval 
rate as it contains many similar images. It is not feasible to test the proposed algorithm 
using this dataset. Figure 3-1 shows examples on the high retrieval rate of the WANG 
dataset using the histogram feature as a similarity measure. From this figure, it is clear 
that the retrieved images are very similar to the query image. This is because the dataset 
was designed to have 100 images from each class in 10 different classes. To make our 
experimental test more realistic a new dataset has been constructed containing different 
images with different contents yet with similar features. The traditional retrieval 
algorithm was tested against the new dataset and the results compared with the proposed 
algorithms 
 
 
Figure 3-1: High retrieval rate of WANG dataset. 
The new dataset considers the variation of the image contents and contains similar object 
in different background or different objects in similar background. Table 3-1 shows 
examples of the contents of the constructed dataset. From the table it is clear that the 
contents are different but the colour features contents are similar for each case. 
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Table 3-1: Different image contents with similar image features. 
Case Image 1 Image 2 Image 3 
1 
   
2 
   
 Saliency Ground Truth Data  
This Section presents a discussion about the ground truth data which is used in saliency 
algorithms evaluation and benchmarking. The ground truth data includes two categories; 
manually labelled salient regions and eye tracking data. The first category contains 
images that were labelled manually by people to highlight the salient regions, while the 
second category contains images that were labelled by eye tracking device.   Thus, we 
shall refer to the three types of data as follows: 
1- Manual Ground Truth Data (MGTD), which contains interest points that have 
been extracted manually by humans using a friendly used software designed as 
part of this work. The experiment description is given in the following section. 
2- Eye Tracking Ground Truth Data (ETGTD), which contains interest points that 
have been extracted using an eye tracker device. 
3- Computationally Extracted Data (CED), which contains interesting points that 
have been extracted using computational techniques such as the proposed 
algorithm results, as will be explained in the next chapter.  
3.3.1 Manual Ground Truth Data (MGTD) 
This type of data is useful as ground truth data to evaluate the computationally extracted 
salient regions. The data is collected manually by using the experiment that was designed 
for this purpose. The following is the description and the results of the experiment that 
we have been carried out to collect the manual data.  
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Manual Data Collection Experiment:  
In this experiment, software with friendly interfacing was designed and the participants 
were requested to intentionally mark the salient points in the image. 
Figure 3-2 (a) shows the interface of the software that was used in manual salient regions 
extraction. The participant uses the mouse to click on the regions he/she finds interesting; 
(b) shows the clicks that were done by a participant, and (c) shows the points after 
clustering. 
   
(a) (b) (c) 
Figure 3-2: Manual points extraction, (a) software interface, (b) points clicked by the user, 
(c) clustered points. 
In this experiment, images from different classes and with different sizes, levels of 
saliency, difficulty and nature were used. These images were displayed to the participant 
on a 14-inch HD screen. 34 participants participated in this experiment. The diversity of 
the participants was taken into account so as to get a realistic feedback. The charts in 
Figure 3-3 show the distribution of the participants based on their gender, age, 
nationality, and education level. This diversity is required to collect feedback that reflects 
different points of view. 
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(a) (b) 
  
(c) (d) 
Figure 3-3: The distribution of the participants based on (a) gender, (b) age, (c) nationality, 
and (d) education level. 
Since it is not possible to find an intersection between the sets of points provided by the 
participants because it is not possible for two participants to click on the same 
point (𝑥, 𝑦), we may consider the intersection of the surrounding region instead. Usually 
a region of size of 7 × 7 is a good choice to represent each point. This is because humans 
do not look at a single point and when they click on a point, they usually look at the 
surrounding small region. If we represent the surrounding region with a circle centred at 
the point specified by a user, then the average point can be extracted by averaging the 
centres of the intersected circles.  
Consider the centres of the intersected regions are given by the set 𝑃𝐼, which contains the 
points  𝑃𝑖(𝑥𝑖, 𝑦𝑖) where, i.e.  𝑃𝐼 = {𝑃𝑖  | 𝑖 = 1,2, … , 𝑘} then the result of the intersection, 
will be a point 𝑃 (𝑥, 𝑦) such that: 
𝑥 =
1
𝑘
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3.3.2 Eye Tracking Ground Truth Data (ETGTD) 
Eye trackers are widely used nowadays in different applications; these devices are used 
to collect the gaze points from the user. These gaze points can give an excellent 
impression of the interest of the user as a human can pay attention only to important 
(based on his point of view) parts of the scene.   In our research, the gazing data has been 
collected using an eye tracking device and OGAMA Version: 4.2.4470 software 
(available online at http://www.ogama.net) to convert the gaze points into spatial 
coordinates. The collected data, using OGAMA, contains much information, such as the 
user name, the fixation points, the gaze points, the fixation time, etc. as shown in 
Figure 3-4 (d). This data can be used to determine where the interest of the user lies by 
tracking his eyes’ gazing points, and also can be used to identify the important (salient) 
regions in an image by taking the average of the gaze data for several users.  
   
(a) (b) (c) 
 
(d) 
Figure 3-4: The data obtained from OGAMA, (a) the gazing points, (b) the fixation points, (c) the 
regions of interest, (d) the gazing raw data. 
The adjacent points can be connected together to form the region of interest as shown in 
Figure 3-4 (c). In this figure, the yellow circles represent the regions of interest based on 
the fixation points. The diameter of the circle depends on the number of fixation points 
and the time consumed at each point, the larger the number of fixation is, the larger the 
diameter of the circle is. 
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In this research, we shall use the gaze points obtained from the eye tracker to identify the 
user-oriented regions of interest. The data that will be used is the gaze points’ coordinates 
(𝑥, 𝑦) and the time consumed at that point 𝑡.  
For each image, there will be a set of interesting points that can be represented by the 
vector ?̂?. Each interesting point consists of two components; the coordinates and the 
corresponding time. This vector can be represented as follows: 
?̂? = [< 𝑝0, 𝑡0 > ⋯ < 𝑝𝑖, 𝑡𝑖 > … < 𝑝𝑛, 𝑡𝑛 >]𝑇  3-2 
where the ordered pair < 𝑝𝑖, 𝑡𝑖 > is the interesting point,  𝑝𝑖 = (𝑥𝑖, 𝑦𝑖) is the coordinate 
of the gaze point, and 𝑡𝑖 is the time consumed at that point. We shall refer to 𝑝𝑖 as the 
gaze point and to the ordered pair < 𝑝𝑖, 𝑡𝑖 > as the interesting point. The obtained points 
shall be clustered and used as ground truth data. 
Participants were selected to achieve a good diversity in age, gender, education level, 
and nationality. This diversity is required to have a realistic and general data. Figure 3-5 
shows the distribution of the participants based on their gender, age, nationality, and 
education level. The images were displayed on a 14-inch, HD LED screens with 
resolution of 1280 × 768.  
The images that were used in the test have been selected carefully to achieve diversity in 
nature and contents, although some images contained the same object in a different 
background or environment. 
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(a) (b) 
  
 (c) (d) 
Figure 3-5: The distribution of the participants based on (a) gender, (b) age, (c) nationality, 
(d) education level. 
 Benchmarking Data 
The proposed algorithms were benchmarked with the existing state-of-the-art algorithms 
to verify the importance of the developed algorithms. The benchmarking process has 
been performed in two ways; either by using the code provided by the authors or by using 
the results published by them. The main algorithms that we used in benchmarking are 
given below: 
1- Itti et al., (IT) [2], the code is available online at [126]. 
2- Ma and Zhang, (MZ) [117], the results are available online at [127]. 
3- Harel et al., (GB) [118], the results are available online at [127]. 
4- Hou and Zhang, (SR) [119], the results are available online at [127]. 
5- Achanta et al., (AC) [120], the results are available online at [127]. 
6- Achanta et al., (FT) [116], the code is available online at [128]. 
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7- Li et al., (HFT) [113], the code is available online at [129].  
8- Achanta and Susstrunk, (MSSS) [121], the code is available online at [130]. 
9- Fang et al., (CO) [124], the code is available online at [131]. 
 Saccade Points Extraction 
The second important set of points, which need to be extracted are the saccade points. 
Saccades, as defined earlier, are points along the eyes’ moving path upon which the user 
does not focus. In other words, any point that is not a gaze point is nominated to be a 
saccade point. The importance of extracting the saccades is to identify the regions that 
are not important to the user.  
Since any point on the path between two gaze points can be considered as a saccade 
point, it is possible to select the midpoint between any two salient points as a saccade 
point. This technique suffers from a certain limitation, which is the possibility of having 
a saccade point very close to a salient point or inside a region of interest (ROI). Therefore, 
this way of extracting the saccade points is not efficient; instead, one can extract the 
saccade points after clustering the salient points and forming the ROIs. The saccade 
points can then be extracted as the midpoints between two ROIs. Another refinement that 
can be used to improve the results is by thresholding the distance between the gaze points. 
If the distance between the salient points is small then there is a strong possibility of 
getting a saccade point inside a region of interest, so by filtering the saccade points based 
on the distance between each two salient points, one can avoid such problems. 
With these modifications, saccade points will be specified only inside the focusing 
region. In order to include regions outside the focusing region, we shall use the corners 
of the image as virtual salient points for this purpose only. Therefore, there should be 
two thresholding values to threshold the distance between the points as given below: 
𝑇𝑑𝑤 =  𝛾𝑊  
 𝑇𝑑ℎ =  𝛾𝐻 
0 < 𝛾 < 1 
3-3 
where Tdw is the threshold of the minimum horizontal distance between a saccade point 
and its nearest salient point, and Tdℎ is the threshold of the minimum vertical distance 
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between a saccade point and its nearest salient point. 𝑊 and 𝐻 are the width and height 
of the image, and γ ∈ R is a fraction tuning factor. 
Figure 3-6 shows the result of extracting the saccade points using the suggested 
technique. From the figure, it is clear that most of the saccade points fall in the 
unimportant regions except for two point which fall on the salient object because of the 
eye tracking data. 
 
Figure 3-6: Extracting the saccade points  𝜸 = 𝟎. 𝟓. 
 Conclusions 
In this chapter we have discussed different issues relating to data collection, such as, 
standard datasets used both in saliency extraction and in image identification algorithms. 
A discussion about the datasets has been presented and main pros and cons of the 
available datasets have been identified.  In addition, we have discussed the ground truth 
data and two methods for extracting ground truth salient points and regions have been 
designed and the results have been discussed. 
The main limitation of WANG standard dataset, which is used in image content 
identification, has been discussed and a dataset, which can give more reasonable results, 
has been constructed. 
Finally, as saccade points are important in regions of interest identification, a method to 
extract the saccade points from the salient points has been introduced and the necessary 
software has been designed and implemented.  
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Chapter 4 
Saliency Identification and 
Evaluation 
Chapter 4. Saliency Identification and Evaluation 
 Introduction 
The majority of traditional image retrieval systems recognize the image as a whole based 
on features like colour distribution, texture, and shape. Using these features may give 
inaccurate results since some pictures with different contents can have similar colour 
distribution or similar texture measures, as illustrated in Figure 4-1.  This figure shows 
two different images with similar colour distribution, and statistical measures. The 
histograms and statistical measures are not identical but they are close enough to mark 
the two images as similar. The same thing may happen with texture or shape recognition. 
Therefore, considering the image as a whole will certainly generate some irrelevant 
results.  
Recognition by component was used to overcome the aforementioned problem, which 
dramatically improved the results. Image segmentation which divides the image into a 
set of different, related regions (segments) is required with such techniques. Various 
image segmentation techniques have been proposed based on colour, borders, or texture. 
After the segmentation process, each segment will go through the recognition process, 
and finally, the descriptions of the segments are gathered to form the overall description 
of the image.  
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(a) (b) 
Figure 4-1: Two different images with similar colour distribution and statistical measures. 
Image segmentation techniques may divide the image based on the visual contents. As a 
result, the object itself may be divided into smaller chunks, causing identification to 
become more complex. In addition to the above problem, unimportant segments, like 
bush background for example, will also be considered. Figure 4-2 shows the result 
obtained from segmenting an image based on the colour features. 
  
(a) (b) 
Figure 4-2: Colour-based image segmentation (a) original image, and its reduced colour 
image, (b) segments obtained by applying colour based segmentation. 
There are many problems with the segmentation given above such as, it has partitioned 
the image to small parts, including the object itself. Also, it has produced some segments 
that are not important enough to be recognized, and finally there is some overlap between 
the object and its background. In order to overcome the abovementioned limitations, one 
should consider techniques that only highlight the important objects and keep the parts 
of each object connected together. Saliency-based segmentation can be used for this 
purpose, in which only salient regions or important regions are identified and described 
based on the saliency extraction technique.  
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 Salient Points and Regions Extraction 
Saliency identification and extraction is the process of extracting the most important 
(salient) regions from an image based on how abrupt they are as compared to other parts 
of the image. Many literatures divide salient point extraction techniques into various 
categories. The major categories are [26]: 
1. Bottom-Up Feature-Based Approaches (BUFB). 
2. Top-Down Knowledge-Based Methods (TDKB). 
3. Template Matching Methods (TM). 
4. Appearance-Based Methods (AB). 
5. Integration of Parts Detectors (IOP) 
In the first approach, BUFB, the technique aims at finding structural features that exist 
even when the pose, viewpoint, or lighting conditions vary and then use them in the 
detection procedure. TDKB aims to construct the knowledge first, then, search for 
interesting points according to the knowledge database. TM uses patterns of the objects 
and performs the correlation between the patterns and the input images to search for 
similar objects. AB uses templates to train the algorithm to identify objects of special 
importance. The IOP approach depends on dividing the object into smaller objects, 
detecting these parts and integrating them together to form the object of interest. 
Another broad classification of the salient point extraction techniques was proposed by 
Toet [36]. He classified the techniques as biologically-based, purely computational, or a 
combination of both.  
4.2.1 Wavelet-Based Techniques 
Wavelet is a multiresolution representation that expresses image variations, giving 
information about variations in the signal at different scales. It was used by several 
authors, who applied the principles of wavelet transform to extract the salient points such 
as [132], [133], [134], [135] and [136]. Loupias et al. suggested the use of the orthogonal 
Haar wavelet in extracting the salient points in an image [132]. They reasoned that a high 
wavelet coefficient at a coarse resolution corresponds to a region with high global 
variations. In their method, they find the variation at a lower level and track this variation 
to the original image size; this tracking is performed from one level to the upper one. 
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Song et al. proposed the use of wavelet to identify the salient points in a colour image; 
they converted the colour image into its three bands and calculated the wavelet for each 
band, from which the salient points can then be extracted [134].  
The use of wavelet may give good results in a non-homogeneous image, as in the 
cameraman example that was used in [132], while it is not efficient with images with 
homogeneous details or images with high texture nature. 
4.2.2 Location-Based Saliency 
The location of the object was a method adopted by many authors to extract the salient 
objects from an image. Kim et al. [25]  and Lou et al. [122] are examples of authors who 
use this approach. In both the aforementioned papers, the authors have used the central 
position and colour contrast as the features that give importance to the object. They also 
assumed that photographer always puts the important object in the middle of the image. 
This is not always correct, since salient object is not necessarily in the centre of the 
image. 
4.2.3 Background Suppression  
Davis & Sharma have suggested the use of borders in detecting humans in thermal 
images [137]. They assumed that different objects give off different radiation, and 
humans will give off higher thermal radiation than most objects. They reduced the 
background by extracting the regions of interest, then they located the objects’ 
boundaries, and finally they used a threshold value to divide the image into object and 
background. 
Zhang et al. present an object/background segmentation method that uses object 
templates to segment a new image and extract the points of interest in that image [138]. 
They propose the use of what they call ‘characteristics points’, which are the salient 
points in a template, and found a correspondence between these points and the salient 
points. This approach requires a pre-knowledge of the objects in the image.  
In the above approaches, it is clear that one would need a good knowledge of the nature 
of the image, and that these approaches are very much domain-oriented, best used in a 
search for a specific object or a person. In addition to the above challenges, one may note 
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that the algorithms use pre-defined objects to identify them. This is a significant 
limitation, since with time the object database will become very large indeed. 
4.2.4 Corner-Based Techniques  
Geometric features, such as corners, were also used to identify the points’ saliency. 
Corner detectors were originally designed for robotics and shape recognition because 
they are an excellent feature in that they remain constant with any scaling, shifting and 
rotation. Corners were first adopted as a measure of saliency by Schmid and Mohr as part 
of their effort to identify interest points locally [26] [139]. Several corner detectors can 
be used, such as Harris, Moravec and SUSAN. These detector are the most well-known 
approaches for extracting the corners from an image, more details are available in a wide 
range of resources such as [140] [141] [142]. There are some limitations associated with 
corner-based techniques; one is that they have difficulties with non-geometrical objects 
and another is their difficulty with textured images such as grass.  
Loupias et al. [132] have criticized the use of corner-based techniques and highlighted 
the limitations of using this method. The limitations they presented are first, important 
visual features are not necessarily going to be corners, and second, many corners may 
gather in a small region, like in the area of texture in an image. 
4.2.5 Feature Maps-Based Saliency 
Feature maps are the maps of features extracted from an image. The saliency of a point 
or a region is measured based on the combination of these maps. Low-level features such 
as colour, intensity, texture, and orientation are commonly used for this purpose.  
Early work in this field was done by Koch and Ullman [143] and Itti et al. [2]. Itti et al. 
developed a model to extract the regions of attention, which is considered one of the most 
popular models in its field. In their model, they used image hierarchy, i.e. different 
resolution levels of the image using a Gaussian pyramid. They used intensity, colour, and 
orientation features to distinguish the salient regions. The features were calculated by a 
set of centre surround operations. Forty-two feature maps were generated from these 
features; 6 for intensity, 12 for colour, and 24 for orientation. The saliency map is 
extracted by combining the above maps. Inhibition of return was used to prohibit the 
algorithm from considering the same salient object more than once.  
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The main drawback of this technique is that it uses so many feature maps (42). In addition 
to the use of the image pyramid, these two drawbacks may well affect the speed of the 
algorithm. The third significant drawback is that it extracts the interest regions 
sequentially, resulting in one region at each iteration using the winners-takes-all 
paradigm, which increases the computation time. In addition to the above drawbacks, 
there is another limitation related to our application, which is that the algorithm usually 
just focuses on one part of the object. 
4.2.6 Frequency Spectra-Based Saliency 
Frequency domain was used to extract the saliency of the objects in many literatures such 
as [144], [145], [113], [116], [146], and [147]. In such approaches, the authors considered 
that salient points are usually of high change in the frequency domain both in magnitude 
and in orientation. Bruce et al. [144] suggest the use of magnitude to extract the salient 
regions in an image. They divide the image into sub-images and use Fourier Transform 
to convert the sub-image to the frequency domain. After this, they calculate the 
magnitude of the image from the real and imaginary parts of the spectral image and 
consider the regions with high frequency as salient regions. In ref. [145], these authors 
also considered the magnitude of the spectral image to extract the saliency map. They 
considered that the image contains two parts, prior knowledge and innovation. The prior 
knowledge is the redundant information in the image and the innovation is the salient 
information. The saliency is extracted by taking the Fourier Transform for the image, 
extracting the log spectrum, then subtracting the redundant part, and finally converting it 
back to spatial domain to get the saliency map. The main limitation of such techniques 
is that they consider regions with high frequency as salient regions. Regions of high 
frequency are regions with high local changes such as edges, and edges are not 
necessarily salient regions.  
4.2.7 Colour-Based Saliency 
Colour-based saliency identification has received much attention, such as by [122], who 
considered colour and spatial information as measures of saliency. In their method, they 
gave the regions with less colour repetition in the image a higher saliency. In addition, 
they gave the region close to the centre a higher saliency value.  In [123], the authors 
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considered the colour and pattern as a measure of saliency. In [124], the authors used 
colour in addition to texture and intensity information to identify the saliency.  
It was noticed that most of the publications consider rarity of colour as a measure of 
saliency; additionally, in most of the proposed algorithms, the author uses other features 
such as location, texture, and intensity along with the colour information. 
 Evaluation of Saliency  
How good is the saliency extraction algorithm? Moreover, how suitable is it for the 
application at hand? For any developed algorithm, there should be a measure to evaluate 
how good it is, and how suitable for the application at hand, and one should answer these 
two questions carefully. First, we need to set up some rules to evaluate the saliency 
extraction algorithms. These rules should satisfy the idea of saliency and attention; also, 
they should consider the requirements of the application at hand. Not much effort has 
been made in this field, although there are many surveys which have tried to investigate 
the most state-of-the-art evaluation methods, such as [148], [36], [149], [150], [151] and 
[152]. Some of the literature evaluates the results qualitatively or visually, based on the 
observers’ points of view. This kind of evaluation is the easiest method and depends 
totally on the feedback collected from observers; there is no fixed measure in this method 
[153] [154]. Area Under the Curve (AUC) was used for this purpose, in which the 
saliency map is converted to a binary image and then the AUC is calculated and 
compared to the AUC extracted from the ground truth data [155] [149] [152] [156] [157]. 
Tatler supported the idea of empirical evaluation of the saliency since they were more 
interested in mimicking the natural behaviour of human eyes [30]. Precision and Recall 
is another method was used in many publications such as [158], [159], [116], [160] and 
[147] to evaluate the saliency algorithms. Correlation-based measures, in which the 
correlation between the saliency map generated by the saliency extraction algorithms and 
those generated by using fixation data, [152] [149] [161] [162] [163] [164] were also 
widely used. Some other techniques were proposed such as Least Square Index [152], 
String-Edit Distance [152], Earth Mover’s Distance [152] [155] [151] and Receiver 
Operating Characteristics [152] [156] [165]. 
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4.3.1 Previous Work 
Many methods were proposed to perform the evaluation process; in the following 
sections we shall discuss the state-of-the-art methods. 
1. Correlation-Based Measures 
Based on the idea that the linear correlation between two variables gives an impression 
about how similar the variables are, or how strong the relationship is between them, 
correlation measures were used to evaluate the saliency extraction algorithms. 
Correlation gives a single scalar value to describe the similarity between the variables. 
The Correlation Coefficient (CC) has a value falling in the range of [−1,1]. The higher 
the value of the absolute value of the coefficient, the better the linear relationship between 
the variable is [33] [149]. Masciocchi et al. have suggested the following equation to 
extract the value of CC [163].  
𝐶𝐶(𝑃,𝐻) =  
∑ ∑ 𝑃(𝑥, 𝑦)𝐻(𝑥, 𝑦)𝑦𝑥
√∑ ∑ 𝑃(𝑥, 𝑦)𝑦𝑥  √∑ ∑ 𝐻(𝑥, 𝑦)𝑦𝑥
 4-1 
where P(x, y) is the extracted points set and H(x, y) is the ground truth points set. 
2. Receiver Operating Characteristics (ROC) 
ROC was used by many publications, such as in [152] [156] [165]. Both maps, the ground 
truth and the extracted maps, need to be thresholded and binarised using different 
thresholding values. Two quantities are extracted from the above maps, which are, the 
true positive rate (TPR) and the false positive rate (FPR).  
Let 𝐻 ∈ {0,1} and 𝑃 ∈ {0,1} represent the ground-truth and the extracted binary maps 
after thresholding respectively, then TPR and FPR can be calculated as follows [149]: 
𝑇𝑃𝑅 =  
𝑁(𝐻 ∩ 𝑃)
𝑁(𝐻)
 
𝐹𝑃𝑅 = 
𝑁(𝑃) − 𝑁(𝐻 ∩ 𝑃)
𝑇(𝐻) − 𝑁(𝐻)
 
4-2 
where the operator 𝑁(. ) represents the number of ones and 𝑇(. ) represents the total 
number of elements. TPR and FPR  are calculated for different values of threshold, then 
the relation between them is plotted and the area under the curve is calculated. 
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The inherent limitation of ROC, however, is that it only depends on the ordering of the 
fixations (ordinality) and does not capture the metric amplitude differences [152]. 
Another limitation according to Judd et al. [151] and Zhao et al. [152]  is that, as long as 
the hit rates are high, the area under the ROC curve is always high regardless of the false 
alarm rate. While an ROC analysis is useful, it is insufficient to describe the spatial 
deviation of predicted saliency map from the actual ground truth map. If a predicted 
salient location is misplaced, but misplaced either close to or far away from the actual 
salient location, the performance should be different for each. 
3. The Kullback-Leibler Divergence (KLD) 
In contrast to the above techniques, which were for finding the similarity between the 
extracted and the ground truth maps, KLD computes the dissimilarity between 
probability density functions of the ground truth 𝐻 and extracted maps 𝑃. The KLD is 
given by the following equation [33]: 
𝐾𝐿(𝑝|ℎ) = ∑𝑝(𝑥)𝐿𝑜𝑔 (
𝑝(𝑥)
ℎ(𝑥)
)
𝑥
  4-3 
The value of KLD is very small whenever the probability density is close for both maps, 
and reaches zero if they are identical.  
4. Precision and Recall (PAR) 
Precision (positive predictive value) and recall (sensitivity) was used by many 
publications, such as [158], [159], [116], [160], and [147], to measure how close the 
extracted results from the ground-truth were.  
In the field of information retrieval, precision is the fraction of retrieved documents that 
are relevant to the search, while recall is the fraction of the documents relevant to the 
query that are successfully retrieved. These can be found using the following formula 
[166]: 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
|{𝑅𝑒𝑙𝑒𝑣𝑒𝑛𝑡 𝑅𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑} ∩ {𝑇𝑜𝑡𝑎𝑙 𝑅𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑}|
|{𝑇𝑜𝑡𝑎𝑙 𝑅𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑}|
 
𝑅𝑒𝑐𝑎𝑙𝑙 =  
|{𝑅𝑒𝑙𝑒𝑣𝑒𝑛𝑡 𝑅𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑} ∩ {𝑇𝑜𝑡𝑎𝑙 𝑅𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑}| 
|{𝑅𝑒𝑙𝑒𝑣𝑒𝑛𝑡 𝑅𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑}|
 
4-4 
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To make the precision and recall given in Eqn. 4-4 suitable for use in evaluating the 
saliency extraction algorithm, we shall use the modification as follows [122] [167]: 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
∑ 𝑃(𝑥, 𝑦).𝐻(𝑥, 𝑦)(𝑥,𝑦)
∑ 𝑃(𝑥, 𝑦)(𝑥,𝑦)
 
𝑅𝑒𝑐𝑎𝑙𝑙 =  
∑ 𝑃(𝑥, 𝑦).𝐻(𝑥, 𝑦)(𝑥,𝑦)
∑ 𝐻(𝑥, 𝑦)(𝑥,𝑦)
 
4-5 
where P(x, y) and H(x, y) are the extracted and ground truth maps respectively.  
F-Measure is used to evaluate the overall performance, and is defined as the weighted 
harmonic mean of precision and recall, and is given by [159] : 
𝐹 − 𝑀𝑒𝑎𝑠𝑢𝑟𝑒 =
(1 + 𝛽) × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙
𝛽 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 4-6 
Where β is a tuning factor, in ref. [159] it was set to 0.5, and 0.3 in ref. [167] to weight 
the precision with respect to recall.  
5. Earth Mover’s Distance (EMD)  
EMD was used in some publications, such as [152] [155] [151] [168] [169] [170]. This 
is based on the minimal cost that must be paid to transform one distribution into another, 
or in other words, it is the minimal cost that must be paid to transform one histogram into 
another [168]. 
6. Normalized Scanpath  
This technique was used by Zhao et al. [152] [171], which they used to evaluate saliency 
values at fixated locations. Scanpath is the eye movement from one fixation to another. 
These paths can be compared in different ways, such as vector-based metric. The 
vector-based metric measure was adopted because it considers the shape of the scanpath, 
the length of the scanpath, the direction of the scanpath saccades; the position of fixations 
and the duration of fixations.  
7. String-Edit Distance  (SED) 
SED is another well-known measure to evaluate the saliency. In this technique, the image 
is divided into grids and each grid will be given a letter; the sequence of the fixations at 
each region will be denoted by a letter. After this process, we shall get a string; adjacent 
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fixation points will give two successive similar letters. These similar letters are removed 
and then the string obtained from the computational extraction method is compared with 
the string obtained from empirical experiments. The number of differences between the 
two strings will represent the measure of how good the computational method is. The 
smaller this number is, the better the saliency method. The advantage of this method is 
that it retains the order of the fixations and is easy to calculate, while the main drawback 
is that it does not consider the fixation duration [152], [172] and the size of the grid 
should be specified reasonably. In addition, it was designed to be used only with scanpath 
extraction methods and it does not work with extracting the salient object. 
8. Info Contents  
Info Contents is another method which was introduced by Schmid et al. [173] to evaluate 
point detectors. This measure depends on the extracted features. It measures the 
distinctiveness of local features computed at extracted points. It is assumed that the 
higher the information content of extracted points, the better they are for indexing. The 
information content is computed as the entropy of local features’ distribution for a set of 
extracted points. 
4.3.2 Proposed Evaluation Measures 
In order to develop an evaluation technique that is suitable for the application at hand, 
one needs to first identify the main features, constraints, and requirements. Based on our 
application, the computational saliency extraction process is used to extract the salient 
objects in a scene, which means extracting the important regions from the image, from 
which the important objects are extracted. This process can be regarded as a segmentation 
process. Thus, the order of the salient points is not of great importance in our application 
at this stage.  
To evaluate the salient regions extraction process, we shall consider the extracted region 
rather than the salient points; this is because we are interested more in the objects located 
in a specific region. These objects will be identified in the identification phase. Measures 
such as the centroid of the region, density of points, area of the region, and importance 
of the region can be used to evaluate the salient regions extraction process.  
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To evaluate the obtained results, we shall compare them with the ground truth data 
obtained both from manual labelling and from eye-tracking data. The evaluation measure 
can be viewed as similarity or dissimilarity measures between the extracted data and the 
ground truth data. 
 Distance measures properties: 
Consider the Relation 𝐷(𝑋, 𝑌) which finds the distance between two sets of data 𝑋 and 
𝑌 which belong to the power set of the universal set 𝑈, then 𝐷(𝑋, 𝑌) can be defined as a 
relation from 𝑈2 to 𝑅 such that: 
1- ∀ (𝑋, 𝑌)  ∈ 𝑈2 ⋀𝑋 ≠ 𝑌 ,𝐷(𝑋, 𝑌) > 0  
2- ∀ 𝑋 ∈ 𝑈 , 𝐷(𝑋, 𝑋) = 0  
3- ∀ (𝑋, 𝑌)  ∈ 𝑈2 ⋀𝑋 ≠ 𝑌 ,𝐷(𝑋, 𝑌) =  𝐷( 𝑌, 𝑋)  
4- ∀ (𝑋, 𝑌)  ∈ 𝑈2, 𝑖𝑓 𝐷(𝑋, 𝑌) = 0 ⟺ 𝑋 = 𝑌 
 Similarity measures properties: 
Consider the Relation 𝑆(𝑋, 𝑌) which finds the similarity between two sets of data 𝑋 and 
𝑌 which belong to the power set of the universal set 𝑈, then 𝑆(𝑋, 𝑌) can be defined as a 
relation from 𝑈2 to 𝑅 such that: 
1- ∀ (𝑋, 𝑌)  ∈ 𝑈2 ⋀𝑋 ≠ 𝑌 , 𝑆(𝑋, 𝑌) < 𝑀 with M is an arbitrary large number and it 
is the maximum possible similarity measure. 
2- ∀ 𝑋 ∈ 𝑈 , 𝑆(𝑋, 𝑋) = 𝑀  
3- ∀ (𝑋, 𝑌)  ∈ 𝑈2 ⋀𝑋 ≠ 𝑌 , 𝑆(𝑋, 𝑌) =  𝑆( 𝑌, 𝑋)  
4- ∀ (𝑋, 𝑌)  ∈ 𝑈2, 𝑖𝑓 𝑆(𝑋, 𝑌) = 𝑀 ⟺ 𝑋 = 𝑌 
The process of comparing the similarity between the two sets can be achieved either by 
minimizing the distance measure or maximizing the similarity measures. 
𝑆(𝑥, 𝑦) = 1 −
𝐷(𝑥, 𝑦)
𝐷𝑚𝑎𝑥
 4-7 
where 𝐷max is the maximum possible distance between the vectors. 
In general, let 𝑃 be the extracted points set and 𝐻 as the ground truth data such that: 
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𝑃 = {𝑝𝑖 |𝑝𝑖 = (𝑥𝑖, 𝑦𝑖)  ∧   𝑖 = 1,2, … ,𝑁} 
𝐻 = {ℎ𝑖 | ℎ𝑖 = (𝑥𝑖, 𝑦𝑖)  ∧  𝑖 = 1,2, … ,𝑀} 
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It was noticed that it is not possible to compare the points individually, since it is not 
possible for two points to fall on the same x, y coordinates; accordingly, we may use the 
centroid of the data to compare the regions.   
 Single Centroid Distance (SCD) 
In single centroid distance (SCD), the centroids of the two saliency maps are calculated 
then compared. The distance between these two centroids represent the dissimilarity 
between the two maps. The centroid of the map can be extracted as the mathematical 
average of the salient points in the map and can be calculated as follows: 
𝐶𝑃𝑥 =
1
|𝑃|
∑𝑥𝑖
|𝑃|
𝑖=1
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𝐶𝑃𝑦 =
1
|𝑃|
∑𝑦𝑖
|𝑃|
𝑖=1
      
𝐶𝑃 = (𝐶𝑃𝑥 , 𝐶𝑃𝑦)   
𝐶𝐻𝑥 =
1
|𝐻|
∑𝑥𝑖
|𝐻|
𝑖=1
     
𝐶𝐻𝑦 =
1
|𝐻|
∑𝑦𝑖
|𝐻|
𝑖=1
      
𝐶𝐻 = (𝐶𝐻𝑥 , 𝐶𝐻𝑦) 
𝐷(𝑃,𝐻) = √(𝐶𝑃𝑥 − 𝐶𝐻𝑥)2 + (𝐶𝑃𝑦 − 𝐶𝐻𝑦)
2
 
where |P| and |H| are the cardinalities of the extracted and the ground truth salient points 
sets respectively, and CP and CH are the centroids of the extracted and ground truth data 
respectively and 𝐷(𝑃,𝐻) is the distance between the two centroids. 
Figure 4-3 shows an example of how to calculate the centroid of a set of points. In this 
Figure, (a) shows the computationally extracted salient points and (b) shows the same 
points after removing the background for clarity only. (c) shows the calculated centroid 
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from the set of points (the yellow filled circle), and (d) same as (c) after removing the 
background to illustrate the process in a clearer way. 
    
(a) (b) (c) (d) 
Figure 4-3: The extraction of the centroid from a set of points, (a) the points on the original 
image, (b) the same points on a white background, (c) the centroid, (the yellow circle), (d) 
the centroid and points on a white background. 
From this Figure 4-3, it is clear that there are more than one salient region, but with only 
one centroid. This centroid was calculated for all points, not for regions, which is one of 
the limitations of this method, hence, we shall improve it in the next Section. 
The comparison between two sets of points, such as salient points or gaze points, can be 
achieved using Equation 4-9. Figure 4-4 shows the result of comparing two sets of salient 
points. The first set was extracted using the local irregularity saliency extraction method, 
which will be discussed later, and the second set was obtained using manual labelling. In 
this figure, the yellow points are the automatically extracted salient points and the blue 
points are the salient points that were obtained using manual labelling. 
In this example, the distance between the two sets of points, automatically extracted and 
ground truth salient points, is very small (8.122) which means that the sets of points are 
very similar, in spite of the differences in the point distribution of the two sets. 
Another possible comparison to evaluate the salient point extraction technique is by 
comparing the extracted data with the one obtained from the eye-tracking device. 
Figure 4-5 shows the distance between the extracted data and the eye-tracking data. The 
distance between the two centroids was (30.1), which is also an acceptable value given 
that the maximum possible distance between the points is √𝑊2 + 𝐻2 where W and H 
are the width and the height of the image respectively. In our example the maximum 
distance is √3002 + 4002 = 500. 
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(a) (b) (c) 
  
(d) (e) 
Figure 4-4: Comparing two points sets, (a) automatically extracted points, (b) manually 
labelled points, (c) the distance between centroids, (d) the same distance in (c), (d) the 
distance between the centroid magnified. 
 
  
(a) (b) 
Figure 4-5: The distance between the centroid of the computationally extracted data and the 
eye-tracking data, (a) fixations obtained from the eye tracking data, (b) the distance between 
the centroids. 
 Region-Based Centroid Distance (RBCD) 
From the above discussion, it was obvious that the SCD compares all the points at the 
same time, which can be affected by the falsely detected salient points (FDSP). Here, we 
shall consider the distance of the centroid after clustering, i.e. after forming the regions 
of interest from the points of interest.  
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Let 𝑃𝑖 ⊆ 𝑃 be the set of adjacent points that can be grouped to form a region 𝑅𝑃𝑖 ⊆ 𝑅𝑃, 
where 𝑖 = 0,1, … ,𝑁𝑃, and 𝑁𝑃 is the number of the regions that were computationally 
extracted from the image. In the same way, we may define 𝑅𝐻𝑗 ⊆ 𝑅𝐻, where 𝑗 =
0,1, … ,𝑁𝐻, and 𝑁𝐻 is the number of the regions that were manually extracted from the 
image or those that correspond to the ground truth data.  
By considering the above assumptions, we shall obtain sets of centroids instead of a 
single centroid.  𝐶𝑃 and 𝐶𝐻. 𝐶𝑃 is the set of centroids corresponding to the regions 
computationally extracted with cardinality of 𝑁𝑃 = |𝐶𝑃|. 𝐶𝐻 represents the set of 
centroids corresponding to the ground truth regions with cardinality of 𝑁𝐻 = |𝐶𝐻|. 
The distance between the two sets of regions can then be found using the sum of the 
distances between the corresponding regions, i.e. 
𝐷(𝑃,𝐻) = ∑√(𝐶𝑃𝑥𝑖 − 𝐶𝐻𝑥𝑖)
2
+ (𝐶𝑃𝑦𝑖 − 𝐶𝐻𝑦𝑖)
2
𝑁𝑃
𝑖=1
  4-10 
Equation 4-10 is correct if and only if the number of regions in both ground truth and 
extracted sets is the same, which is not always the case. Instead, again, we may find the 
average centroid for each set and compute the distance between these two centroids. 
𝐶𝑃𝑥 =
1
𝑁𝑃
(∑𝐶𝑃𝑥𝑖
𝑁𝑃
𝑖=1
) , 𝐶𝑃𝑦 =
1
𝑁𝑃
(∑𝐶𝑃𝑦𝑖
𝑁𝑃
𝑖=1
) 
𝐶𝐻𝑥 =
1
𝑁𝐻
(∑𝐶𝐻𝑥𝑖
𝑁𝐻
𝑖=1
) , 𝐶𝐻𝑦 =
1
𝑁𝐻
(∑𝐶𝐻𝑦𝑖
𝑁𝐻
𝑖=1
) 
𝐷(𝑃,𝐻) = √(𝐶𝑃𝑥 − 𝐶𝐻𝑥)2 + (𝐶𝑃𝑦 − 𝐶𝐻𝑦)
2
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This method suffers from a certain limitation, which is that all regions have the same 
weight and their effect on the distance is the same, i.e. there is no difference between a 
small and a large region. Even regions with single points, which might be falsely 
detected, will have the same effect as the important regions.  
81 
 
 Weighted Region-Based Centroid Distance (WRBCD) 
To overcome the problem uncovered in the latter method, we shall refine the RBCD by 
considering the weighted average i.e. giving different weights to different regions. This 
weight is based on the importance of the region as given in the following equation 
𝐶𝑃𝑥 =
1
𝑁𝑃 ∑  𝑤𝑃𝑖
𝑁𝑃
𝑖=1
(∑ 𝑤𝑃𝑖  𝐶𝑃𝑥𝑖
𝑁𝑃
𝑖=1
)   
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𝐶𝑃𝑦 =
1
𝑁𝑃 ∑  𝑤𝑃𝑖
𝑁𝑃
𝑖=1
(∑ 𝑤𝑃𝑖  𝐶𝑃𝑦𝑖
𝑁𝑃
𝑖=1
) 
 
𝐶𝐻𝑥 =
1
𝑁𝐻 ∑  𝑤𝐻𝑖
𝑁𝐻
𝑖=1
(∑ 𝑤𝐻𝑖  𝐶𝐻𝑥𝑖
𝑁𝐻
𝑖=1
)   
𝐶𝐻𝑦 =
1
𝑁𝐻 ∑  𝑤𝐻𝑖
𝑁𝐻
𝑖=1
(∑ 𝑤𝐻𝑖𝐶𝐻𝑦𝑖
𝑁𝐻
𝑖=1
) 
where  𝑤𝑃𝑖 and  𝑤𝐻𝑖 are the weights corresponding to the regions 𝑅𝑃𝑖and  𝑅𝐻𝑖 
respectively. 
One possible measure for the importance of the regions is the density of points, in which 
the centroids are weighted based on the number of points that have participated in the 
calculation of that centroid. This suggestion may not be precise enough since in cases 
where the points on the boundaries specify the important region, in such cases, the 
density will not give any impression about the importance of the region. Thus, the area 
of the region can be used instead of the density, in which the area of the region is used to 
weight the average of the centroids as shown in Equation 4-13. 
Equation 4-13 suffers from the effect of a certain geometrical problem, that is, the effect 
of the weighting process will cause regions with small areas to be closer to the 
origin (0,0), (top-left corner in the case of image) which will drag the centroid to the 
centre as shown in Figure 4-6. In this figure, it is clear that in (a) the overall centroid is 
placed in the centre distance between the two regions in spite of the difference in the 
importance of the two regions based on the area of the region. (b) shows the effect of the 
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domination of the larger region in such a way that the other regions’ dimensions were 
considered close to the origin, thus the overall centroid was dragged closer to the origin. 
𝑎𝑖 = 𝒜(𝑅𝑖) 
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𝐶𝑃𝑥 =
1
𝑁𝑃 ∑  𝑎𝑃𝑖
𝑁𝑃
𝑖=1
(∑ 𝑎𝑃𝑖  𝐶𝑃𝑥𝑖
𝑁𝑃
𝑖=1
)   
𝐶𝑃𝑦 =
1
𝑁𝑃 ∑  𝑎𝑃𝑖
𝑁𝑃
𝑖=1
(∑  𝑎𝑃𝑖  𝐶𝑃𝑦𝑖
𝑁𝑃
𝑖=1
) 
𝐶𝐻𝑥 =
1
𝑁𝐻 ∑  𝑎𝐻𝑖
𝑁𝐻
𝑖=1
(∑  𝑎𝐻𝑖  𝐶𝐻𝑥𝑖
𝑁𝐻
𝑖=1
) 
𝐶𝐻𝑦 =
1
𝑁𝐻 ∑  𝑎𝐻𝑖
𝑁𝐻
𝑖=1
(∑ 𝑎𝐻𝑖𝐶𝐻𝑦𝑖
𝑁𝐻
𝑖=1
) 
Where 𝑎𝑖 is the area corresponding to region 𝑅𝑖 and 𝒜(. ) is a function to extract the area 
of the region.  
In order to overcome this problem, an equation can be derived geometrically to correct 
the effect mentioned above. In the derived equation, the distance between the two points 
(not the average) is calculated, then the midpoint between the two points will be 
weighted, i.e. first we find the weighted midpoint then we find the centroid. The derived 
equations are given below: 
𝑎𝑖 = 𝒜(𝑅𝑖) 
𝐶𝑃𝑥(𝑛 + 1) = 𝐶𝑃𝑥1(𝑛) −
𝐶𝑃𝑥1(𝑛) − 𝐶𝑃𝑥2(𝑛)
2
(1 −
𝑎𝑃1(𝑛) − 𝑎𝑃2(𝑛)
𝑎𝑃1(𝑛) + 𝑎𝑃2(𝑛)
) 
𝐶𝑃𝑦(𝑛 + 1) = 𝐶𝑃𝑦1(𝑛) −
𝐶𝑃𝑦1(𝑛) − 𝐶𝑃𝑦2(𝑛)
2
(1 −
𝑎𝑃1(𝑛) − 𝑎𝑃2(𝑛)
𝑎𝑃1(𝑛) + 𝑎𝑃2(𝑛)
) 
𝐶𝐻𝑥(𝑛 + 1) = 𝐶𝐻𝑥1(𝑛) −
𝐶𝐻𝑥1(𝑛) − 𝐶𝐻𝑥2(𝑛)
2
(1 −
𝑎𝐻1(𝑛) − 𝑎𝐻2(𝑛)
𝑎𝐻1(𝑛) + 𝑎𝐻2(𝑛)
) 
𝐶𝐻𝑦(𝑛 + 1) = 𝐶𝐻𝑦1(𝑛) −
𝐶𝐻𝑦1(𝑛) − 𝐶𝐻𝑦2(𝑛)
2
(1 −
𝑎𝐻1(𝑛) − 𝑎𝐻2(𝑛)
𝑎𝐻1(𝑛) + 𝑎𝐻2(𝑛)
) 
𝑎𝑃(𝑛 + 1) = 𝑎𝑃1(𝑛) + 𝑎𝑃2(𝑛) 
𝑎𝐻(𝑛 + 1) = 𝑎𝐻1(𝑛) + 𝑎𝐻2(𝑛) 
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where 𝐶𝑃𝑥1(𝑛), 𝐶𝑃𝑦1(𝑛) and 𝑎𝑃1(𝑛)are the 𝑥 and 𝑦 coordinates of the centroid and the 
corresponding area of the first computationally extracted region at iteration (𝑛). 
Similarly, 𝐶𝑃𝑥2(𝑛), 𝐶𝑃𝑦2(𝑛) and 𝑎𝑃2(𝑛) are the 𝑥 and 𝑦 coordinates of the centroid and 
the corresponding area of the second computationally extracted region at iteration (𝑛). 
The same definitions are applicable on the parameters of first and second ground truth 
regions 𝐶𝐻𝑥1(𝑛), 𝐶𝐻𝑦1(𝑛), 𝑎𝐻1(𝑛), 𝐶𝐻𝑥2(𝑛), 𝐶𝐻𝑦2(𝑛) and 𝑎𝐻2(𝑛).  
As the process is iterative, 𝑛 was used to indicate the iteration and takes values between 
0 and the number of distances among the regions ( |𝑅| − 1). Since we compare two 
regions in each iteration, then the first region shall take the index (1) and (2) is given to 
the second region. 
In the above equations, at  𝑛 = 0,  𝐶𝑃𝑥1(0) and 𝑎𝑃1(0) are the x-coordinate of the 
centroid and the area of the first region respectively  and 𝐶𝑃𝑥2(0) and 𝑎𝑃2(0) are the x-
coordinate of the centroid and the area of the second region respectively.  𝐶𝑃𝑥(𝑛 + 1) is 
the x-coordinate of the centroid of the resultant region which is obtained from the two 
regions centroids’ x-coordinates 𝐶𝑃𝑥1(𝑛) and 𝐶𝑃𝑥2(𝑛) with the corresponding areas 
𝑎𝑃1(𝑛) and 𝑎𝑃2(𝑛) respectively. The area corresponding to the resultant region 
(𝑎𝑃(𝑛 + 1)) is calculated by finding the sum of the tow areas 𝑎𝑃1(𝑛) and 𝑎𝑃2(𝑛). At the 
next iteration, 𝐶𝑃𝑥1(𝑛) takes the value of 𝐶𝑃𝑥(𝑛 + 1) and 𝑎𝑃1(𝑛) takes the value of 
𝑎𝑃(𝑛 + 1). The values of 𝐶𝑃𝑦(𝑛 + 1), 𝐶𝐻𝑥(𝑛 + 1), 𝐶𝐻𝑦(𝑛 + 1) and 𝑎𝐻1(𝑛) are 
calculated In the same way. The iterations are repeated until all regions are considered 
and only one centroid is obtained. 
Figure 4-6 (c) shows the result of applying equation (4-14), which shows that the centroid 
is very much closer to the large region centre than it is to the small region. 
   
(a) (b) (c) 
Figure 4-6: The effect of the weighting of the centroids on the overall centroid (a) without 
weighting, (b) with weighting, (c) weighted using equation 4-14 
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 Exclusive OR – Based Distance (XORD) 
Another possible measure is by taking the exclusive OR (XOR) between the two saliency 
maps. In this technique, the pixels in the salient regions are set to one, while others are 
set to zero. Pixel-wise XOR is applied between the two maps. Identical pixels will 
produce zero and different pixels will produce one. Two measures can be extracted from 
the XOR process; the similarity XOR measure (XORS) and the distance XOR measure 
(XORD): 
𝑋𝑂𝑅𝑆 = 
1
𝐻𝑊
∑ ∑(1 − [𝑝(𝑥, 𝑦)⨁ℎ(𝑥, 𝑦)])
𝑊
𝑥=0
𝐻
𝑦=0
 
𝑋𝑂𝑅𝐷 =  
1
𝐻𝑊
∑ ∑[𝑝(𝑥, 𝑦)⨁ℎ(𝑥, 𝑦)]
𝑊
𝑥=0
𝐻
𝑦=0
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where ℎ(, 𝑦) and  𝑝(𝑥, 𝑦) are the value of the ground truth map and the extracted map 
respectively and ⨁ is the exclusive OR operation. 
To prove that the XORD can be used as a distance measure we shall prove that the four 
distance measures properties given in Section 4.3.2.1 are satisfied as follows: 
1- 𝑋𝑂𝑅𝐷(𝑋, 𝑌) > 0  
From the definition of the XOR operation, the result of applying this operation is either 
one or zero, therefore, the distance measure cannot be less than 0 
2- 𝑋𝑂𝑅𝐷(𝑋, 𝑋) = 0  
Again, from XOR definition, similar bits shall give zero and different bits shall produce 
one, and since all bits in the sets are equal then the bitwise XOR shall produce all zeroes. 
3- 𝑋𝑂𝑅𝐷(𝑋, 𝑌) =  𝑋𝑂𝑅𝐷( 𝑌, 𝑋)  
Since the XOR operation is commutative, i.e. p(x, y)⨁h(x, y) = ℎ(𝑥, 𝑦)⨁𝑝(𝑥, 𝑦) then 
XORD is inherently commutative. 
4- 𝑖𝑓 𝑋𝑂𝑅𝐷(𝑋, 𝑌) = 0 ⟺ 𝑋 = 𝑌 
As all the bits shall produce zeroes, the bits in both sets are similar, which yields to 
having two similar sets i.e. equal. 
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Figure 4-7 shows an example on the application of the XORD. In this figure, (a) and (b) 
show the maps we want to compare, (c) and (d) the maps after binarisation, and (e) is the 
result of applying the XOR on the maps in (c) and (d). 
  
(a) (b) 
   
(c) (d) (e) 
Figure 4-7: Comparing two different regions using XORD, (a) first saliency map, (b) second 
saliency map, (c) binary saliency map of (a) , (d) binary saliency map of (b), (e) the result of 
applying the XOR between the two maps in (c) and (d). 
The effect of falsely detected salient points (FDSP) on the four measures given above, 
SCD, RBCD, WRBCD, and XORD has been studied and compared with the Precision 
(Prec), Recall (Rec) and F-Measure (FM) on different images and the following 
experiments were designed to study this effect. The first experiment was designed to 
study the effect of falsely detected regions with different sizes, while the second one was 
designed to study the effect of the distribution of the FDSP on the accuracy of the 
distance measure. The FDSP were added purposely and in well-studied positions.  
Experiment 1: Studying the effect of the quantity of the FDSP 
In this experiment, the effect of the size or density of FDSP has been studied to measure 
the accuracy of the distance measures. The points were added gradually to the original 
set of points in adjacent positions. The distances between the new set of points and the 
original one were measured using the four methods described above, in additional to the 
Prec, Rec and FM measures.  
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Figure 4-8 shows a sample of the FDSP in which different numbers of points were used 
to study their effect. In this figure, (a) shows the added points, while (b) shows the points 
after clustering and forming the salient regions. The images at the top left in both (a) and 
(b) are the ground truth image without any added FDSP. 
    
    
(a) 
    
    
(b) 
Figure 4-8: Sample of the falsely detected salient points that were used in the experiment, (a) 
points, (b) regions. 
The distances between the ground truth data, which is the one in the top left, and the 
sets of data that contain FDSP were calculated using the methods explained above.  
Table 4-1 gives the values of the distance with the increase in the number of FDSP. The 
number of FDSP is increased with the cases. Case 0 shows the result of comparing the 
image with itself without adding any points. 
To make the curves comparable, we shall find the normalised values for the distance by 
dividing all the distances in one method by the maximum value and then scaling it. Since 
Prec, Rec and FM, measures decrease with the increase of points as they are similarity 
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measures, then we have converted them into distance measures by subtracting them from 
100 after normalization. This is why we have used 100-Prec, 100-Rec and 100-FM. Table 
4-2 gives the results of the distances given in Table 4-1 after normalisation. 
Table 4-1: The values of the distance measures with the increase of the number of FDSP. 
Case SCD RBCD WRBCD XORD Prec Rec FM 
0 0 0 0 0 1 1 1 
1 2.5 65.3 65.3 1.185345 0.868734 0.9791 0.891949 
2 6.3 63.6 63.6 2.5 0.777782 1 0.819823 
3 9.1 61.5 61.5 3.922414 0.724227 0.9882 0.771811 
4 15.2 60 60 8.649425 0.711142 1 0.761932 
5 26.3 55.13 55.13 24.58333 0.617367 1 0.67716 
6 32.125 52.2 52.2 35.83333 0.554322 1 0.617869 
7 36.6 49.2 49.2 50.0431 0.487357 1 0.552748 
8 40.3 45 45 68.57759 0.416025 1 0.480822 
9 45.8 40.5 40.5 100.5172 0.332159 1 0.392677 
 
Table 4-2: The scaled normalised values of the distance measures with the increase of the 
number of FDSP. 
Case SCD RBCD WRBCD XORD 100-Prec 100-Rec 100-FM 
0 0 0 0 0 0 0 0 
1 4.347826 98.93939 2.363636 1.179245 19.59196 99.9 17.71326 
2 13.04348 96.36364 4.945455 2.487136 33.16686 0 29.53714 
3 19.56522 92.42424 7.636364 3.90223 41.1601 55.96 37.408 
4 33.04348 90.90909 16.18182 8.604917 43.11309 0 39.02749 
5 57.17391 83.33333 40.25455 24.45683 57.10945 0 52.9246 
6 69.56522 78.78788 54.54545 35.64894 66.5191 0 62.64441 
7 79.56522 74.24242 67.27273 49.78559 76.51389 0 73.31995 
8 87.6087 68.18182 81.81818 68.2247 87.16043 0 85.11109 
9 99.56522 61.36364 100 100 99.67778 0 99.56112 
Figure 4-9 shows the curves of the distance with the increase of the number of falsely 
detected salient points FDSP. From this figure, one can notice the following: 
1- In SCD the curve is changing slightly with respect to the change of points. In 
general, the measure is acceptable but more sensitive to FDSP. 
2- The RBCD curve is increased rapidly in the first few FDSP’s and then it starts 
decreasing with the increase of the FDSP’s, which gives a wrong impression 
about the distance between the ground truth data and the data that contains 
FDSPs. 
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3- The WRBCD curve increases with the increase in the number of the FDSP’s, and 
the increase is stable. This result is more stable than SCD. 
4- The XORD is less sensitive to FDSPs, so it is more accurate for use in evaluating 
saliency extraction techniques.  
5- The (100-Prec) measure increases with the increase of FDSP’s but form the graph 
it is clear that it is very sensitive to the change of FDSP’s. The same thing is 
applicable to (100-FM) measure as FM is derived from the Prec and Rec 
measures. 
6- The Rec measure did not sense the change in FDSP’s in a stable way in this 
experiment. This is because based on equation 4-5 the numerator of the equation 
is equal to the denominator as the results of performing the logical AND between 
the two images eliminates the effect of FDSPs and produces the ground truth 
image. 
 
Figure 4-9: The effect of the number (quantity) of the falsely detected salient points FDSP. 
Experiment 2: Studying the effect of the distribution of the FDSP  
In this experiment, the effect of the distribution of the FDSP’s has been studied to 
measure the accuracy of the distance measures. The points were added gradually in 
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different positions to the original set of points. The distances between the new set of 
points and the original one were measured using the methods described above.  
Figure 4-10 shows a sample of the FDSP ; different numbers of points were used to study 
their effect. In this figure, (a) shows the points distribution, while (b) shows the points 
after clustering and forming the salient regions. 
The distances between the ground truth data, which is the one in the top left, and the sets 
of data that contain FDSPs were calculated using the four methods explained above in 
additional to the Prec, Rec and FM.  Table 4-3 gives the values of the distances with the 
increase of the number of FDSPs and the change in their location. 
    
    
(a) 
    
    
(b) 
Figure 4-10: Sample of the falsely detected salient points that were used in the experiment 2, 
(a) points, (b) regions. 
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Table 4-3: The values of the distance measures with different points distribution of FDSPs. 
Case SCD RBCD WRBCD XORD Prec Rec FM 
0 0 0 0 0 1 1 1 
1 12.1 69.2 3 724 0.947886 1 0.959425 
2 16.2 86.1 4.1 1676 0.829534 1 0.863503 
3 17.8 88.7 5.7 2006 0.811282 1 0.848222 
4 24.6 93.3 8.7 2413 0.789735 1 0.830009 
5 29.7 96.4 9.98 2797 0.670319 1 0.725516 
6 33.15 89.4 12.1 3241 0.605925 1 0.666541 
7 36.3 80.3 13.8 3792 0.642749 0.988247 0.699156 
8 42.16 88.7 17.2 4269 0.719149 1 0.768989 
9 39.1 74.3 16.7 4732 0.548474 1 0.612271 
Again, the data in the above table should be normalised to make them comparable with 
each other. The normalised data is in Table 4-4. 
Table 4-4: The normalised values of the distance measures with different points distribution of 
FDSPs. 
Case SCD RBCD WRBCD XORD 100-Prec 100-Rec 100-FM 
0 0 0 0 0 0 0 0 
1 28.80952 72.08333 17.44186 14.25758 11.54233 0 10.46566 
2 38.57143 89.6875 23.83721 33.00512 37.75551 0 35.20696 
3 42.38095 92.39583 33.13953 39.50374 41.79808 0 39.14829 
4 58.57143 97.1875 50.5814 47.51871 46.57043 0 43.84605 
5 70.71429 100.4167 58.02326 55.08074 73.01909 0 70.79797 
6 78.92857 93.125 70.34884 63.82434 87.2812 0 86.0096 
7 86.42857 83.64583 80.23256 74.67507 79.12532 100 77.59711 
8 100.381 92.39583 100 84.06853 62.20396 0 59.58509 
9 93.09524 77.39583 98.23529 93.18629 100.00 0 100.00 
Figure 4-11 shows the graphs of the distance with the increase of the number of falsely 
detected salient points FDSPs and the distribution. 
From Table 4-4, and the curves in Figure 4-11, one can notice that RBDC, (100- Rec), 
(100-Prec) and (100-FM) are not stable. The distance should change with the change of 
the FDSPs but from the figure, in some cases, such as 7 and 9 in RBCD, 9 in SCD, and 
8 in (100-Prec) and (100-FM) the value of the distance was decreasing when it should be 
increasing. This is because all the regions have the same weight so when some regions 
are in the opposite position there is some kind of balancing so their effect is reduced. The 
WRBCD and XORD curves are better than the others. 
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Figure 4-11: The effect of the distribution of the falsely detected salient points FDSP. 
 Salient and Gaze Points Clustering  
This Section’s main concern is the salient and gaze clustering techniques, for which 
different clustering techniques have been developed and discussed. Clustering is an 
important part of most of the saliency extraction algorithms, especially in the algorithms 
that aim to extract salient regions from the image. In applications like identifying salient 
regions in an image, salient points need to be clustered to form the salient regions.  
 Blobs – Based Clustering (BBC) 
Part of the work in this Section was published in IEEE IACC 2014 [174]. The technique 
is based on merging the points to form a region, thus it is suitable for salient points and 
gaze points clustering. Based on the theory of human vision and image formation in 
human eyes, it is concluded that the human does not gaze at a point with x, y coordinates 
but gazes on the surrounding region instead [175] [176] [177], we shall develop a 
clustering technique to form a salient region from a set of salient points, or gaze points. 
In this technique, we shall define the cloud of points, which can be defined as the set of 
the adjacent points with a reasonable distance between them. 
The distance between the points, in both vertical and horizontal directions, should be 
considered in identifying the point neighbourhood. Therefore, there should be some 
threshold value 𝑇, which is used in this identification. 
ℂ = {𝑝𝑖| 𝐷(𝑝𝑖, 𝑝𝑗)  ≤ 𝑇, ∀ 𝑗 ≠ 𝑖} 4-16 
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where ℂ is the cloud that contains all points with distance 𝐷(𝑝𝑖, 𝑝𝑗) less than or equal to 
a given threshold  𝑇. 
Selecting the value of  𝑇 is a crucial issue, since it will affect the cloud size and hence 
the region size. The selection of this value could be relative to the size of the image. One 
possible way to find its value is by taking it as a ratio from the image dimensions (width 
W and height H). The Euclidian distance can be used as a measure for the distance 
between the two points, thus the distance can be calculated as follows: 
𝐷(𝑝𝑖, 𝑝𝑗) = √(𝑥𝑖 − 𝑥𝑗)2 + (𝑦𝑖 − 𝑦𝑗)2 
𝑝𝑖 = (𝑥𝑖, 𝑦𝑖)   ,   𝑝𝑗 = (𝑥𝑗 , 𝑦𝑗) 
4-17 
The threshold is calculated as follows: 
𝑇 =∝ √𝐻2 + 𝑊2   ,   0 <∝< 1  4-18 
where the tuning factor ∝ is a fraction and represents the ratio that finds the values of T. 
The filtering process needs to compare each point with all other points, which is a 
computationally costly process since it follows the combination rule as given below: 
𝑛𝐶𝑟 = 
𝑛!
(𝑛 − 𝑟)!  𝑟!
 4-19 
where 𝑛 is the number of the points and 𝑟 =  2, since each comparison shall be carried 
out between two points. If the number of gazing points is equal to 100, then the total 
number of comparisons will be (4950). 
Another challenge one may face in this method of comparison is that, if there is more 
than one cloud, the process will be even more complex since the points need to be 
grouped in different clouds and there should be an iterative process. To avoid such 
complexity we suggest the use of blobs extraction as given in the following discussion. 
The suggested algorithm utilizes the technique of blobs construction and extraction. In 
this technique, the points are replaced with a blob (a rectangle or a circle) centred at the 
given point. These blobs are grouped together to form the cloud which in its turn will be 
used to construct the region of interest. The size of the region of interest is varied, based 
on the selected distance between the points in the cloud. The blob size is specified as a 
ratio of the image dimensions.  
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ℎ𝑏 =  𝛽𝐻 
𝑤𝑏 = 𝛽𝑊 
 0 < 𝛽 < 1 
4-20 
where ℎ𝑏,𝑤𝑏 are the height and width of the blob respectively, and 𝛽 is the tuning factor. 
Figure 4-12 shows the result of applying the proposed technique with different values of 
β. In (b) it is clear that the points are isolated and there is a large number of interesting 
regions. In (c) the number of regions is reasonable and the overlapped blobs are with 
similar features. Finally, in (d) the size of the blob is very large and hence most of the 
points are overlapped which will result in a very small number of interesting regions. 
The case in (d) is useful in defining the focusing region, which can be defined as the 
region that contains all the regions of interest, or all the regions that the user gazes inside.  
  
(a) (b) 
  
(c) (d) 
Figure 4-12: The selection of the size of the blob, (a) points, (b)  𝜷 = 𝟎. 𝟎𝟐, (c) 𝜷 = 𝟎. 𝟏𝟎, 
(d) 𝜷 = 𝟎. 𝟐𝟎. 
Clouds are constructed by grouping the overlapped blobs. This grouping process uses 
boundary tracing to form the union of the blobs to form the cloud. The clouds are then 
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converted into interesting regions by drawing a regular shape (rectangle, polygon, or 
circle) which contains the cloud. The minimum and maximum values for each coordinate 
are extracted, and then these values are used to specify the surrounding shape. 
Figure 4-13 illustrates the process described above. As shown in this figure, the points 
are replaced with circles or ellipses as shown in (a). The overlapped circles are joined 
together to form the cloud as shown in (b). By tracing the boundaries of the cloud the 
extreme values (𝑋𝑚𝑖𝑛, 𝑋𝑚𝑎𝑥, 𝑌𝑚𝑖𝑛, and 𝑌𝑚𝑎𝑥) can be extracted as shown in (c). These 
points are used to specify the location and the dimensions of the surrounding shape which 
represents the interesting region. 
  
(a) (b) 
  
(c) (d) 
Figure 4-13: Union of overlapped blobs to form an interesting region, (a) overlapped blobs, 
(b) merging the blobs to form a region, (c) extracting the dimensions of the region, (d) the 
interesting region. 
The results of applying the above technique are given in Figure 4-14, which shows the 
results with different values of β, and the effect it has on the number and size of the 
regions of interest.  Both rectangles and circles have been used as blobs. From the figure, 
it is obvious that the value of β plays an important role in cloud size and regions of 
interest. In (a), β value was set to 0.02 which means that the dimensions of the blobs are 
2% of the image dimensions, i.e. (0.02 × 𝑊) × (0.02 × 𝐻). This value is very small 
and no overlaps among the points were detected. In (b) the value of β was set to 0.1, 
𝑿𝒎𝒊𝒏 𝑿𝒎𝒂𝒙 
𝒀𝒎𝒊𝒏 
𝒀𝒎𝒂𝒙 
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which has given better results, and larger clouds were constructed. In (c) the value of β 
has been selected to be relatively high resulting in clouds that are relatively large.  
Figure 4-15 shows an example of the application of the above technique upon real data 
collected from the eye tracker. In this figure, it is clear that the size of the regions of 
interest is very close to the size of the cloud. Subsequent selection of the value of β will 
affect the size of the interesting regions as well as the cloud sizes. 
   
   
(a) (b) (c) 
Figure 4-14: Converting gazing points to blobs and constructing clouds from the overlapped 
blobs, (a)  𝜷 = 𝟎. 𝟎𝟐, (b) 𝜷 = 𝟎. 𝟏𝟎, (c) 𝜷 = 𝟎. 𝟏𝟓. 
 Iterative Blobs-Based Clustering (IBBC) 
In this Section, a modified blob-based clustering technique is developed, in which the 
concepts of bottom-up, hierarchical, agglomerative techniques are considered. In this 
discussion, we shall use a circle to represent each point, although a rectangle or an ellipse 
can be used as well. In Section 4.5, the size of the blobs was constant and it was found 
from a ratio of the image height and width, which will also limit the process from being 
unsupervised since the user needs to identify the value of β.  
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(a) 
  
(b) 
  
(c) 
Figure 4-15: Converting gaze points to blobs, (a)  𝜷 = 𝟎. 𝟎𝟐, (b) 𝜷 = 𝟎. 𝟏𝟎, (c) 𝜷 = 𝟎. 𝟐𝟎. 
The blobs’ dimensions are changed with iterations, i.e. for a circle the radius at iteration 
𝑛 is increased by an increment 𝛿𝑟. The increment could be any integer value, based on 
the size of the image, however, for safety reasons we will select the increment as one. 
The radius and the area of the blob changes with iterations can be expressed as follows:  
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𝑟(𝑛 + 1) = 𝑟(𝑛) + 𝛿𝑟 
𝑟(𝑛) = 𝑟(0) + 𝑛𝛿𝑟 
𝑟(0) = 1 
𝑎(𝑛) = 2𝜋𝑟(𝑛) = 2𝜋𝑛𝛿𝑟 
4-21 
where, 𝑟(𝑛) is the radius at iteration 𝑛, 𝑟(0) is the radius at 𝑛 = 0, and 𝑎(𝑛) is the area 
of the blob at 𝑛. 
The number of clusters will start with 𝑁, i.e. at iteration 𝑛 = 0; the number of clusters is 
equal to the number of points. This number shall change with iteration, it will be reduced 
by half of the number of intersected regions since each two overlapping and intersected 
regions will produce a new single region. 
𝑁𝑐(𝑛) = 𝑁 − 𝑁∩(𝑛)/2 
𝑁𝑐(0) = 𝑁 
4-22 
where 𝑁𝑐(𝑛) is the number of clusters at iteration 𝑛 and 𝑁∩(𝑛) is the number of 
overlapped regions at iteration 𝑛. 
In addition, we shall define the cluster mean distance as the average of the distances 
inside clusters, i.e. the distances between the points in a particular cluster, as follows: 
𝜇𝑖(𝑛) =
1
(𝑁𝑖
𝑐(𝑛))
2  ∑ ∑ 𝐷(𝑝𝑗 , 𝑝𝑘)
𝑁𝑖
𝑐(𝑛)
𝑘=1
𝑁𝑖
𝑐(𝑛)
𝑗=1
 ;   𝑖 = 1,2, … ,𝑁𝑐(𝑛)  4-23 
where μi(n) is the mean of the distance inside the 𝑖
𝑡ℎ cluster at iteration 𝑛 and Ni
c(n) is 
the number of points in the 𝑖𝑡ℎ  cluster at iteration 𝑛. 
The standard deviation inside the cluster shall be calculated as follows: 
𝜎𝑖(𝑛) = √ 
1
(𝑁𝑖
𝑐(𝑛))
2  ∑ ∑ (𝐷(𝑝𝑗 , 𝑝𝑘) − 𝜇𝑖(𝑛))
2
𝑁𝑖
𝑐(𝑛)
𝑘=1
𝑁𝑖
𝑐(𝑛)
𝑗=1
    ;  𝑖 = 1,2, … ,𝑁𝑐(𝑛)  4-24 
We shall define 𝜇 
𝑐(𝑛) and 𝜎𝑐(𝑛) as the internal distance and internal standard deviation 
respectively, which are the average of the mean distances and standard deviation for all 
clusters at iteration 𝑛, and 𝜔𝑐(𝑛) is the normalized internal distances average as follows: 
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𝜇 
𝑐(𝑛) =
1
𝑁𝑐(𝑛)
 ∑ 𝜇𝑘(𝑛)
𝑁𝑐(𝑛)
𝑘=1
 4-25 
𝜎𝑐(𝑛) =
1
𝑁𝑐(𝑛)
 ∑ 𝜎𝑘(𝑛)
𝑁𝑐(𝑛)
𝑘=1
 4-26 
𝜔𝑐(𝑛) =
𝜇 
𝑐(𝑛)
𝜎𝑐(𝑛)
  4-27 
External distance and standard deviation can be defined as the statistical measures 
between the centroids of the clusters and can be calculated as follows: 
𝑥𝑖(𝑛) =
1
𝑁𝑖
𝑐(𝑛)
 ∑ 𝑥𝑗(𝑛)
𝑁𝑖
𝑐(𝑛)
𝑗=1
  ; 𝑖 = 1,2, … ,𝑁𝑐(𝑛)  
𝑦𝑖(𝑛) =
1
𝑁𝑖
𝑐(𝑛)
 ∑ 𝑦𝑗(𝑛)
𝑁𝑖
𝑐(𝑛)
𝑗=1
   ; 𝑖 = 1,2, … , 𝑁𝑐(𝑛) 
𝑝𝑖(𝑛) = (𝑥𝑖(𝑛), 𝑦𝑖(𝑛) ) 
𝜇 
𝑥(𝑛) =  
1
(𝑁𝑐(𝑛))
2  ∑ ∑ 𝐷 (𝑝𝑗(𝑛), 𝑝𝑘(𝑛))
𝑁𝑐(𝑛)
𝑘=1
𝑁𝑐(𝑛)
𝑗=1
 
𝜎𝑥(𝑛) = √ 
1
(𝑁𝑐(𝑛))
2  ∑ ∑ (𝐷 (𝑝𝑗(𝑛), 𝑝𝑘(𝑛)) − 𝜇 
𝑥(𝑛))
2
𝑁𝑐(𝑛)
𝑘=1
𝑁𝑐(𝑛)
𝑗=1
  
𝜔𝑥(𝑛) =
𝜇 
𝑥(𝑛)
𝜎𝑥(𝑛)
 
4-28 
where 𝑥𝑖(𝑛) and yi(n) are the average of the 𝑥 and 𝑦 coordinates of the cluster 𝑖 that 
form the point p𝑖(n). 𝜇 
𝑥(𝑛) and 𝜎𝑥(𝑛) are the external mean and standard deviation 
between the centroids of the clusters. 
It is clear that there is a direct relationship between the change in internal and external 
distances and standard deviations, and for every change in the internal measures, there 
should be a change in the external measures. This is because the process of merging 
points together will reduce the number of clusters and increase the number of points 
found in any one of the clusters. This change in the number of clusters and number of 
points in clusters will affect both internal and external statistical measures. It was noticed 
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that the value of  𝜔𝑐(𝑛) increases with iterations while the value of 𝜔𝑥(𝑛) decreases 
with iteration since the number and arrangement of the clusters’ centroids are changed; 
thus we shall define the difference between the two measures as follows: 
𝜀(𝑛) = |𝜔𝑐(𝑛) − 𝜔𝑥(𝑛)|  4-29 
In the case of no change in the clustering process, the change of 𝜀(𝑛) with respect to the 
iterations should be zero, i.e. ∆ε(n)/∆n = 0, This case will be considered as the stopping 
criterion. The results of applying the above technique are given in Figure 4-16. In this 
figure, different measures have been tested with respect to iteration and studied to find 
the best stopping criterion. In the same figure, (a) shows the points that need to be 
clustered, (b) shows the result after applying the proposed algorithm. (c) and (d) show 
the internal and external distance changes with iterations respectively. It is clear from 
these figures that the external distance is very much higher than the internal distance, so 
in order to keep internal and external distances within the same range, we have divided 
them on the internal and external standard deviation given in (e) and (f). 
The normalized internal distance 𝜔𝑐(𝑛) increases with iterations since the internal 
distance increases and the standard deviation change is smaller than the change of the 
distance since the variation of the points in clusters is not large. In contrast, the external 
distance varies inversely with the iteration since the change in standard deviation is large 
as compared to the change of the external distance, as shown in (g). In the same figure, 
the difference 𝜀(𝑛) starts decreasing from its large value until it reaches the minimum 
point and then it starts increasing again. When the change of 𝜀(𝑛) i.e. ∆𝜀(𝑛)/∆𝑛 , as 
shown in (h), becomes zero, that means that no further clustering can be achieved and 
we shall consider this case as the optimum case. 
The proposed technique has improved the extraction of the regions of interest based on 
interest points’ data in different ways; the obtained results are quite satisfactory and the 
extracted regions do indeed represent the most interesting regions.  
The main advantages of the proposed method are; it does not need to compare each point 
with all other points, since all points (blobs) will grow at the same time and they will be 
merged with the neighbouring points in a process similar to water drops merging. Thus, 
it needs fewer computation processes since during the growing process more than one 
point may get connected to clusters at the same time. The second important achievement 
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is that it does not need any human intervention, since the stopping criterion is 
automatically specified.  
The algorithm was applied on about 500 different points combinations. Some of the 
combinations were artificial, to simulate the cases that were not obtained by using the 
eye-tracking device.  Table 4-5 shows some of the points combinations and the results of 
applying the proposed algorithm. Table 4-6 shows the results of applying the proposed 
algorithm on real data. From the results listed in the two tables it is clear that there are 
some clusters with a small number of points and sometimes with only one point, which 
can easily be filtered since they might come from noise or task-free gazing.  
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(a) (b) 
  
(c) (d) 
  
(e) (f) 
 
 
(g) (h) 
Figure 4-16:  Changes of variables with iterations, (a) points to be clustered, (b) clustered 
points, (c) internal  distance, (d) external Distance, (e) internal standard deviation, (f) external 
standard deviation, (g) 𝝎𝒙(𝒏) 𝒗𝒔.𝝎𝒄(𝒏) 𝒂𝒏𝒅 𝜺(𝒏), (h) ∆𝜺(𝒏)/∆𝒏. 
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Table 4-5: Results of applying the proposed algorithm after removing the background for visual clarification.  
Points Clusters 𝝎𝒙(𝒏) 𝒗𝒔.𝝎𝒄(𝒏) 
𝒂𝒏𝒅 𝝎𝒙(𝒏) − 𝝎𝒄(𝒏) 
∆(𝝎𝒙(𝒏) − 𝝎𝒄(𝒏))
∆𝒏
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Table 4-6: Results of Applying the proposed algorithm. 
Gaze Points 
Extracted regions using 
the proposed technique 
Region approximation to 
ellipse 
information 
   
Image Size: 400 x 400 
Gaze Points: 27 
Increment 𝜹𝒓 = 2 
Iterations: 5 
Blob size: 18 pixel 
 
   
Image Size: 400 x 400 
Gaze Points: 92 
Increment 𝜹𝒓 = 2 
Iterations: 4 
Blob size: 16 pixel 
 
   
Image Size: 400 x 400 
Gaze Points: 46 
Increment 𝜹𝒓 = 2 
Iterations: 8 
Blob size: 24 pixel 
 
   
Image Size: 400 x 400 
Gaze Points: 41 
Increment 𝜹𝒓 = 2 
Iterations: 8 
Blob size: 24 pixel 
 
The above clustering algorithm is necessary to cluster gaze points or salient points to 
form interest regions. The gaze points can be obtained from eye trackers, while salient 
points can be obtained from saliency extraction algorithms. In the following Section, we 
shall discuss the proposed saliency extraction algorithm which utilizes the above 
clustering technique. 
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 Irregularity-Based Saliency Identification (IBSI) 
Parts of this section were published in Multimedia Applications and Tools Journal, 2014 
[178] and in IEEE ICCIC 2013 [179]. 
In the previous sections, we have furnished the necessary theory and proposed the 
algorithms necessary for developing the new saliency extraction algorithm that will be 
discussed in this Section. 
Based on the discussion in Section 4.2 above, one may notice some important problems 
need to be considered when thinking about developing a new saliency extraction 
technique. Some problems are due to the nature of the image, such as the effect of texture 
when extracting the salient regions using corners, and the high frequency regions in 
regions of less importance in the case of frequency. Another important problem, which 
is the pre-knowledge of the nature of the image and its contents before extracting the 
salient regions, should also be treated as well. One suggested solution for these 
limitations, which is part of our study, is to use the information that can be extracted from 
the image itself to recognize the importance of the objects in it. Properties, such as 
contrast, location and rarity have been used to highlight regions as salient regions as was 
discussed earlier. In rarity, we have argued that rarity of colour, texture, and other 
features does not necessarily mean that the regions with those rare features are the salient 
regions. The same thing is applicable to contrast: contrast alone cannot give an 
impression about the saliency of the object and it needs more features considered together 
with it to determine its saliency. In location-based techniques, we have discussed that 
salient objects do not need to be in the middle of the image. The same thing is true of 
other features.  
It was noticed that the salient region is one which is different from the surrounding 
environment, in structure, colour, and intensity. We shall refer to that as irregularity of 
the region. Irregular regions are the regions that are different from the surrounding 
background, such as a fine region in a coarse background or a region with a different 
structure as compared to the background. Hence, we shall consider the irregularity as the 
main measure of saliency.  
Irregularity can be defined as any irregular part or region in the image both locally and 
globally, in contrast to the frequency or texture. In the case of frequency, regions with 
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high variation, such as edges, are considered as high frequency regions, which in their 
turn are considered as salient regions. In our research, we shall argue that saliency is 
neither a local property nor a global property alone; one should consider the irregularity 
both locally and globally, therefore we shall define the salient region as follows:  
Definition: A region is said to be salient if its contents are irregular as compared to other 
regions in the image. 
The information in the image shall be divided into two parts, important and unimportant, 
in other words, salient regions and non-salient regions.  
𝐻(𝐼) = 𝐻(𝑅) + 𝐻(𝑆) 4-30 
 Where 𝐼 is the image, 𝐻(. ) is an information contents measure, 𝑅 is the regular or 
unimportant regions in the image, and 𝑆 is the salient or the important regions. Many 
possible measures can be used to measure the information contents of a dataset, such as 
entropy and statistical measures.   
By considering that the salient points occur randomly in an image, and based on the 
nature of the image, the pixels’ values can be treated as random variables. Therefore, we 
shall consider the statistical measures, such as expected value and variation measure, to 
measure the formality and saliency of a region in an image. If the expectation value is 
very close to the pixels’ values in the case of regular regions, and the variation measure 
value is small, then the measure of variation (irregularity) can be derived from these two 
measures. 
4.7.1 Statistical Measures as Descriptors 
Statistical measures are widely used in different applications and image analysis is one 
of these applications. The main advantages of using statistical measures in image 
processing techniques lie in the simplicity of the calculations and the fact that they do 
not get affected much by the variations of the image. Many statistical measures have 
been proposed and used, such as, mean, variance, standard deviation, skewness, etc. 
Expected Value 
The difference between the pixels’ values and the expected value (μ) in a specific region 
(𝑟) can be considered as a measure of variation, since it gives a low value in uniform 
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regions and a high value in non-uniform regions. Therefore, the first order variation 
measure (v𝑓) shall be considered as the first measure of irregularity and is given by: 
𝑣𝑓 = ∑ |ℐ(𝑥, 𝑦) − 𝜇|
𝑥,𝑦 ∈𝑟
  
𝜇 =
1
ℎ × 𝑤
∑ ∑  ℐ(𝑥, 𝑦)
𝑤
𝑥=1
ℎ
𝑦=1
 
4-31 
where ℐ(x, y) is the image intensity value at location (𝑥, 𝑦) and  ℎ and 𝑤 are the height 
and width of the region 𝑟 respectively. 
In the following discussion we shall prove that the expected value is changing with the 
irregularity of the image. We shall derive the relations and equations in the one-
dimensional space, and then the equations can be extended to be applicable for two 
dimensions.  
Let us assume that the pixel in the window is represented by: 
𝑝𝑖 = 𝑝𝑚 + 𝛿𝑖 , 𝑖 = 1,2, … . , 𝑁 4-32 
Where 𝑝𝑖 is the pixel value,  𝑝𝑚 is a reference value, in our case it is the minimum pixel 
value in the window, and 𝛿𝑖 is the difference between the pixel 𝑝𝑖 and the reference pixel 
value 𝑝𝑚. The mean can be calculated as: 
𝜇 =
1
𝑁
∑𝑝𝑖
𝑁
𝑖=1
 4-33 
By substituting the value of 𝑝𝑖, we shall get: 
𝜇 =
1
𝑁
∑(𝑝𝑚 + 𝛿𝑖)
𝑁
𝑖=1
 4-34 
𝜇 =
1
𝑁
∑𝑝𝑚
𝑁
𝑖=1
+
1
𝑁
∑𝛿𝑖
𝑁
𝑖=1
 4-35 
Since 𝑝𝑚 is a constant then ∑ 𝑝𝑚
𝑁
𝑖=1  is equal to 𝑁𝑝𝑚  
𝜇 =
1
𝑁
[𝑁𝑝𝑚 + ∑𝛿𝑖
𝑁
𝑖=1
] 4-36 
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𝜇 = 𝑝𝑚 +
1
𝑁
∑𝛿𝑖
𝑁
𝑖=1
 4-37 
The variation measure in Equation 4-31 then becomes: 
𝑣𝑓 =
1
𝑁
∑|𝑝𝑖 − 𝜇|
𝑁
𝑖=1
  
𝑣𝑓 =
1
𝑁
∑|𝑝𝑚 + 𝛿𝑖 − (𝑝𝑚 +
1
𝑁
∑𝛿𝑖
𝑁
𝑖=1
)|
𝑁
𝑖=1
 
𝑣𝑓 =
1
𝑁
∑|𝑝𝑚 + 𝛿𝑖 − 𝑝𝑚 −
1
𝑁
∑𝛿𝑖
𝑁
𝑖=1
|
𝑁
𝑖=1
 
𝑣𝑓 =
1
𝑁
∑|𝛿𝑖 −
1
𝑁
∑𝛿𝑖
𝑁
𝑖=1
|
𝑁
𝑖=1
 
4-38 
The value of the first order variation vf is very small in uniform regions as the difference 
between the pixels is small and it tends to be zero if the difference between these values 
is constant and equal. 
From Equation 4-38, it is obvious that if the difference between the pixels’ values is 
small, the value of the variation measure tends to be small; and if the difference is 
constant then the value of the variation measure shall reach zero, as given below: 
𝑣𝑓 =
1
𝑁
∑|𝛿𝑖 −
1
𝑁
∑𝛿𝑖
𝑁
𝑖=1
|
𝑁
𝑖=1
 
𝛿1 = 𝛿2 = ⋯ = 𝛿𝑁 = 𝛿 
𝑣𝑓 =
1
𝑁
∑|𝛿 −
1
𝑁
∑𝛿
𝑁
𝑖=1
|
𝑁
𝑖=1
 
𝑣𝑓 =
1
𝑁
∑|𝛿 −
1
𝑁
𝑁𝛿|
𝑁
𝑖=1
 
𝑣𝑓 =
1
𝑁
∑|𝛿 − 𝛿|
𝑁
𝑖=1
= 0 
4-39 
In contrast, if the value of δi is large then the variation measure value shall be very high. 
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The maximum possible value for the variation measure is equal to 
𝑀
2
 , where M is the 
maximum intensity value. This is because the maximum value of vf shall occur when the 
term |𝑝𝑖 − 𝜇| is large for all i, the maximum possible difference that can occur is between 
the maximum and minimum possible values. If we assume the minimum possible value 
is zero, (since we are talking about grey levels and no negative values are allowed) and 
the maximum value is M, then the maximum the difference could be is M. With this 
assumption, half of the values should be zeroes and half of them should be M; this leads 
to an average value of (𝑀 − 0)/2 as the average of the gray levels in the image.  
From the above discussion, one can observe that the maximum possible value for 𝑣𝑓  is 
equal to 𝑀/2 as given below: 
𝑣𝑓
∗ =
1
𝑁/2
∑|0 − 𝜇|
𝑁/2
𝑖=1
+ 
1
𝑁/2
∑ |𝑀 − 𝜇|
𝑁
𝑖=
𝑁
2+1
 
𝑣𝑓
∗ =
1
𝑁/2
∑|0 −
𝑀
2
|
𝑁/2
𝑖=1
+ 
1
𝑁/2
∑ |𝑀 −
𝑀
2
|
𝑁
𝑖=
𝑁
2+1
 
𝑣𝑓
∗ =
1
𝑁/2
∑|−
𝑀
2
|
𝑁/2
𝑖=1
+ 
1
𝑁/2
∑ |
𝑀
2
|
𝑁
𝑖=
𝑁
2+1
 
𝑣𝑓
∗ =
1
𝑁
∑|
𝑀
2
|
𝑁
𝑖=1
 
𝑣𝑓
∗ =
1
𝑁
(𝑁.
𝑀
2
) =
𝑀
2
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Deviation Measure 
Another possible measure, which can be extracted from the image to describe the 
variation in a region, is the standard deviation. The two dimensional discrete standard 
deviation can be calculated using the following equation: 
𝜎 = √
1
ℎ × 𝑤
∑ ∑(ℐ(𝑥, 𝑦) − 𝜇)2
𝑤
𝑥=1
ℎ
𝑦=1
 4-41 
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The value of the standard deviation in the regular region is very small and tends to be 
zero if the difference between the pixels’ values is constant and equal. Again, we shall 
show that this measure is very small when the region is smooth and with no big variation 
as follows: 
𝜎 = √
1
𝑁
∑[(𝑝𝑚 + 𝛿𝑖) − (𝑝𝑚 +
1
𝑁
∑𝛿𝑖
𝑁
𝑖=1
)]
2
 
𝑁
𝑖=1
2
 
𝜎 = √
1
𝑁
∑[𝛿𝑖 −
1
𝑁
∑𝛿𝑖
𝑁
𝑖=1
]
2
 
𝑁
𝑖=1
2
 
𝜎 = √
1
𝑁
∑[𝛿𝑖
2 − 2𝛿𝑖
1
𝑁
∑𝛿𝑖
𝑁
𝑖=1
+ (
1
𝑁
∑𝛿𝑖
𝑁
𝑖=1
)
2
] 
𝑁
𝑖=1
2
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Again, for smooth regions the differences between pixels’ values is very small and close 
or similar in values. To demonstrate, we shall assume the values are similar and equal to 
𝛿 , i.e. δ1 = δ2 = ⋯ = δN = δ, then the standard deviation value shall be as follows: 
𝜎 = √
1
𝑁
∑[𝛿2 − 2𝛿
1
𝑁
∑𝛿
𝑁
𝑖=1
+ (
1
𝑁
∑𝛿
𝑁
𝑖=1
)
2
] 
𝑁
𝑖=1
2
 
𝜎 = √
1
𝑁
∑[𝛿2 − 2𝛿
1
𝑁
𝑁𝛿 +
1
𝑁2
(𝑁𝛿)2] 
𝑁
𝑖=1
2
 
𝜎 = √
1
𝑁
∑[𝛿2 − 2𝛿2 + 𝛿2] 
𝑁
𝑖=1
2
= 0 
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The maximum possible value for the standard deviation is equal to 
𝑀
2
 , where M is the 
maximum intensity value. As discussed earlier, the maximum value shall occur when 
half of the pixels are zeroes and half of them are maximum possible intensity value (M).   
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𝜎∗ = √
1
𝑁/2
∑(0 − 𝜇)2
𝑁/2
𝑖=1
+ 
1
𝑁/2
∑ (𝑀 − 𝜇)2
𝑁
𝑖=
𝑁
2+1
 
𝜎∗ = √
1
𝑁/2
∑(
𝑀
2
)
2
𝑁/2
𝑖=1
+ 
1
𝑁/2
∑ (𝑀 −
𝑀
2
)
2𝑁
𝑖=
𝑁
2+1
 
𝜎∗ = √
1
𝑁
∑(
𝑀
2
)
2𝑁
𝑖=1
= √
1
𝑁
.𝑁. (
𝑀
2
)
2
=
𝑀
2
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The variation measure can then be extracted as a function of the mean, standard 
deviation, and the pixel value, i.e. 
𝑣 = 𝑓(ℐ(𝑥, 𝑦), 𝜇, 𝜎) 4-45 
One possible equation is by taking the product of the factors given above such that: 
𝑣 = |ℐ(𝑥, 𝑦) − 𝜇|. 𝜎 
𝑣∗ = (
M
2
)
2
 
𝑣𝑛𝑜𝑟𝑚 =
(|ℐ(𝑥, 𝑦) − 𝜇|. 𝜎)
(
M
2)
2  
4-46 
where 𝑣∗ is the maximum possible value for the irregularity measure and 𝑣𝑛𝑜𝑟𝑚 is the 
normalized variation measure. 
4.7.2 Local Saliency Identification (LSI) 
This section will discuss the irregularity in the image locally, for which the image shall 
be divided into sub-images (windows). The irregularity measure shall be applied to each 
window and then windows with a high irregularity measure shall be highlighted as salient 
regions while other windows will be marked as background. 
Let ℐ(𝑥, 𝑦) be the image intensity at position (𝑥, 𝑦), where 𝑥 =  1, 2, … . ,𝑊, 𝑦 =
 1,2, … , 𝐻. The image can be represented as a set of pixels 𝕀, which may be defined as: 
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𝕀 = {𝑝𝑥𝑦 | 𝑥, 𝑦 ∈ ℕ ∧ 𝑥 = 1,2, …𝑊 ∧ 𝑦 = 1,2, …𝐻} 
𝑝𝑥𝑦 =  ℐ(𝑥, 𝑦) 
4-47 
where pxy is the pixel’s value at location (𝑥, 𝑦) and ℕ is the set of natural numbers. 
The set ℙ𝕀 can be defined as power set of  𝕀  which contains all the subsets 𝕤 that can be 
extracted from the set 𝕀. The definition of ℙ𝕀 is given by the following formula: 
ℙ𝕀 = {𝕤| 𝕤 ⊆ 𝕀 }  4-48 
According to our application, the main constraint is that: all the elements in a given subset 
should belong to a connected region i.e. they should be in a given neighbouring area. 
The sub-image (window) is a subset of the image with elements that belong to the same 
region. The size of this sub-image is 𝑤 × ℎ and shall be denoted as region 𝕣𝑖𝑗. 
Considering that the regions are disjointed, they can be defined as follows: 
𝕣𝑖𝑗 = {𝑝𝑘𝑙 | 𝑝𝑘𝑙 ∈ 𝕀 ∧  𝑗 × 𝑤 < 𝑙 ≤ (𝑗 + 1)𝑤 ∧  𝑖 × ℎ < 𝑘 ≤ (𝑖 + 1)ℎ} 
ℝ = {𝕣𝑖𝑗 | 1 ≤ 𝑗 ≤
𝑊
𝑤  ∧  1 ≤ 𝑖 ≤
𝐻
ℎ}  
ℝ ⊆ ℙ𝕀 
4-49 
Assuming that there is no overlap between adjacent regions, the total number of regions 
is 
𝑊
𝑤
×
𝐻
ℎ
. In most cases there will be an overlap between the regions, and if we denote 
the overlapping value by 𝛿, then the total number of regions is 
𝑊
𝑤−
×
𝐻
ℎ−𝛿
.  
Furthermore, we shall define a new space, which is the description space, in which; each 
region 𝕣ij will go through features extractors to convert it into a set of measures. We shall 
define mapping 𝜓 from the regions space ℝ to the description space 𝔻 as given below: 
𝜓:   ℝ →  𝔻  4-50 
Where 𝔻 is the set of descriptions of the regions in ℝ and is given by: 
𝕕𝑖𝑗 = 𝜓(𝕣𝑖𝑗)   
𝔻 = {𝕕𝑖𝑗  | 1 ≤ 𝑗 ≤
𝑊
𝑤  ⋀ 1 ≤ 𝑖 ≤
𝐻
ℎ} 
4-51 
𝕕ij might be a single value or a set of values.  
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If we consider 𝜓(. ) as the variation or irregularity measure then it can be expressed as 
follows: 
𝕕𝑖𝑗 = 𝜓(𝕣𝑖𝑗) = 𝑓(𝑝𝑥𝑦, 𝜇𝑖𝑗, 𝜎𝑖𝑗)   
𝑣𝑖𝑗 = ∑ ∑|𝑝𝑥𝑦 − 𝜇𝑖𝑗|𝜎𝑖𝑗
𝑤
𝑥=1
ℎ
𝑦=1
;  ∀ 𝑝𝑥𝑦 ∈ 𝕣𝑖𝑗 
𝕕𝑖𝑗 = {𝑣𝑖𝑗} 
4-52 
Where  𝑣𝑖𝑗 is the measure of variation at region 𝕣ij, in this case 𝕕𝑖𝑗  shall be represented 
by one value which is  𝑣𝑖𝑗 . In order to make the values acceptable and comparable, we 
shall normalize the value of 𝕕𝑖𝑗 by dividing them by the maximum as follows: 
𝕕∗ = 𝑀𝑎𝑥(𝔻) 
𝕕𝑖𝑗
∗ =
𝕕𝑖𝑗
𝕕∗
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𝜇𝑖𝑗 and 𝜎𝑖𝑗 are the mean and standard deviation of the pixels in region 𝕣ij and are 
calculated as follows: 
𝜇𝑖𝑗 = ∑ ∑
1
ℎ × 𝑤
 ℐ(𝑥 + 𝑖, 𝑦 + 𝑗)
𝑤
2
𝑥=−
𝑤
2
ℎ
2
𝑦=−
ℎ
2
  
𝜎𝑖𝑗 = √
1
ℎ × 𝑤
∑ ∑ (ℐ(𝑥 + 𝑖, 𝑦 + 𝑗) − 𝜇𝑖𝑗)
2
𝑤
2
𝑥=−
𝑤
2
ℎ
2
𝑦=−
ℎ
2
2
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It is clear that the value of |ℐ(x, y) − μij |  will be higher in irregular regions than that for 
the uniform region since in the case of uniform regions, the values of the intensity in that 
region will be close to the value of the expected value (mean). In contrast, for a region 
with higher variation there is higher difference between the mean and the pixels’ values.  
Numerical Example 
In order to clarify the idea empirically we shall consider the following numerical 
example, showing two different regions, formal and irregular. In Figure 4-17, (a) and (b) 
show the pixels’ values for a regular region (R) and irregular or salient region (S) 
respectively. The mean was calculated for the two regions and the values were 𝜇𝑅 = 121 
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for a regular region in (a) and 𝜇𝑆 = 121 for an irregular region in (b). Although the values 
are the same, the differences from the pixels’ values are different as shown in (c) and (d).  
  1 2 3 4 5 
1 120 125 122 120 125 
2 125 120 121 119 118 
3 122 121 120 119 118 
4 121 122 121 120 119 
5 123 124 125 124 123 
 
  1 2 3 4 5 
1 120 200 210 150 180 
2 110 200 120 90 120 
3 120 80 120 100 20 
4 10 200 10 200 10 
5 120 150 100 140 150 
 
(a) (b) 
  1 2 3 4 5 
1 1 4 1 1 4 
2 4 1 0 2 3 
3 1 0 1 2 3 
4 0 1 0 1 2 
5 2 3 4 3 2 
 
  1 2 3 4 5 
1 1 79 89 29 59 
2 11 79 1 31 1 
3 1 41 1 21 101 
4 111 79 111 79 111 
5 1 29 21 19 29 
 
(c) (d) 
  1 2 3 4 5 
1 2.2 8.8 2.2 2.2 8.8 
2 8.8 2.2 0 4.4 6.6 
3 2.2 0 2.2 4.4 6.6 
4 0 2.2 0 2.2 4.4 
5 4.4 6.6 8.8 6.6 4.4 
 
  1 2 3 4 5 
1 60 4740 5340 1740 3540 
2 660 4740 60 1860 60 
3 60 2460 60 1260 6060 
4 6660 4740 6660 4740 6660 
5 60 1740 1260 1140 1740 
 
(e) (f) 
Figure 4-17: Numerical example on formal and irregular regions, (a) formal region, (b) 
irregular region, (c) difference from mean for (a), (d) difference from mean for (b), (e) 
|𝓘(𝒙, 𝒚) − 𝝁𝑹|  × 𝝈𝑹 of (a),  (f)  |𝓘(𝒙, 𝒚) − 𝝁𝑺|  × 𝝈𝑺 of (b). 
The standard deviation was calculated for both regions R and S and the values were: 
𝜎𝑅 = 2.2  and 𝜎𝑆 = 60, from which it is clear that the value is high for irregular regions 
and small for regular regions. The variation for both regions was calculated for (a) and 
(b) and the values were: 𝑣𝑅 = 101.2 and 𝑣𝑆 = 69235 . 
From the example, it is clear that the variation was very high for the irregular region and 
very small relatively for the formal region. The above example can be represented 
graphically by converting the region into a one-dimensional array and drawing the values 
against the index as shown in Figure 4-18. 
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(a) (b) 
  
(c) (d) 
Figure 4-18 one dimensional representation of (a) R, (b) S,  (c) R and S, (d)  1D 
|𝓘(𝒙, 𝒚) − 𝝁𝑹|  × 𝝈𝑹 of (a) and  |𝓘(𝒙, 𝒚) − 𝝁𝑺|  × 𝝈𝑺 of (b). 
Figure 4-19 shows the value of the original and intensity (grey) images, the mean image 
and the difference between the intensity image and the mean image. The Cartesian space 
representation shows that the values corresponding to the salient objects are higher than 
other values. 
114
116
118
120
122
124
126
1 3 5 7 9 11 13 15 17 19 21 23 25
V
al
u
e
Pixels
1D Representation for R
0
50
100
150
200
250
1 3 5 7 9 11 13 15 17 19 21 23 25
V
al
u
e
Pixels
1D Representation for S
0
50
100
150
200
250
1 3 5 7 9 11 13 15 17 19 21 23 25
V
al
u
e
pixels
1D R 1D S
0
1000
2000
3000
4000
5000
6000
7000
8000
1 3 5 7 9 11 13 15 17 19 21 23 25
V
ar
ia
ti
o
n
Pixels
1D R Var 1D S Var
115 
 
  
(a) (b) 
  
(c) (d) 
  
(e) (f) 
Figure 4-19: Image and space representation, (a) original image, (b) intensity image, (c) 
mean image, (d) Cartesian representation of the mean image, (e) difference between 
intensity and mean images, (f) Cartesian representation of the difference image.  
Figure 4-20 shows the results of applying the above-described method on an image. It is 
clear from the figure that the values corresponding to the salient objects have become 
even higher and more distinguishable. 
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(a) (b) 
  
(c) (d) 
Figure 4-20: The results of applying the irregularity measures on an image, (a) standard 
deviation image, (b) Cartesian representation of the standard deviation image, (c) variation 
values , (d) Cartesian representation for the variation.   
Figure 4-21 shows examples of applying the irregularity measures on images from the 
dataset with different sizes. The window size was selected 0.02𝑊 × 0.02𝐻  with 
overlapping of 0.01𝑊  horizontally and 0.1𝐻 vertically between the windows. 
 Window Size Selection 
The selection of the window (sub-image) size is an important issue since it dramatically 
affects the results. The size is very much an application-oriented issue, since different 
applications may need different window sizes. Most researchers select the window size 
manually based on the application at hand such as in [34].   
Kim et al. have suggested using a large window in the centre of the image [25]. They 
argue that the window should be large, located near the centre, and contain significant 
colour and texture characteristics. This selection was suitable for their application in 
which they suggest a method to extract the salient object from the centre of the image.  
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Figure 4-21: Examples of applying the irregularity on images to extract the salient object. 
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In their efforts to develop a template-based segmentation algorithm using salient points, 
Zhang et al. have used a window size of 16 × 16. The image size they used was 1024 ×
768.  In finding saliency in noisy images, Kim et al. used 7 × 7 local windows [157]. 
Banerjee and Kundu use 5 × 5 and 3 × 3 in their application of edge-based feature in 
CBIR [180]; also in CBIR, an 8 × 8 windows was used in localizing CBIR by Rahmani 
et al. [181]. Many other researchers have used different window sizes based on the 
application for which they need the windows 
In general, one can conclude that there is no certain limitation to the selection of the 
window size other than the application at hand. Small windows, such as 5 × 5 and 3 ×
3, shall highlight fine details and they are useful in applications such as edge detection, 
noise reduction, and image smoothing, while large size windows may be suitable for 
highlighting large details such as objects. Without any pre-knowledge of the nature of 
the objects, one cannot specify which size of window is the best to use. Thus, and based 
on the above discussion, one can select optimum window size based on the application, 
and the image size. In our case, selecting a small size window will highlight textured 
regions as salient regions, which is not the desired result, since we are trying to avoid 
regular textured regions.  
Although in most publications the reason behind using a specific sub-image size remains 
largely unclear, we have tried to find a suitable value for most of the image types that we 
are going to use. The images were selected for their good diversity in the nature of the 
objects in that image. Some images have large single objects, and some other images 
have multiple objects, both small and large. Texture was another feature we considered 
in our dataset collection for specifying the size of the sub-image empirically. Images with 
high, medium, and low texture have also been selected for testing.  
Different sub-image (window) sizes have been tested, with constant overlapping between 
the sub-images for each image. For every size the salient regions are extracted and 
compared with the manually extracted ground truth regions using the XORD method 
described above. The test was performed on images of different sizes and with different 
saliency difficulty levels. 
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The error for each sub-image size is calculated for each image and then the average of 
these error values is calculated and plotted against the window size to find the size 
corresponding to the minimum error.  
Figure 4-22 (a) shows the relation between the sub-image size and the distance measured 
using XORD, with overlapping between the windows with a value of one. From the 
figure, it is clear that the minimum distance was at 2% (0.02𝑊 × 0.02𝐻) , 2.5% 
(0.025𝑊 × 0.025𝐻)and 3% (0.03𝑊 × 0.03𝐻). Thus, the best selection for the window 
size should be at one of these values. Since the computation increases with the size of 
the window, then the best selection for the sub-image size is (0.02𝑊 × 0.02𝐻).  
The effect of overlapping between sub-images 
The overlapping between adjacent sub-images (windows) is another important issue 
which needs to be taken care of, since it affects the accuracy and the implementation 
time. Thus, another test was performed to measure this effect. In this test, the size of the 
window was set to a fixed value and the overlapping between the windows was set to 
different values, i.e. 𝛿𝑤 ∈ {1,2, … ,𝑤} and 𝛿ℎ ∈ {1,2, … , ℎ}, where 𝑤 and ℎ are the width 
and the height of the window respectively, and  𝛿𝑤 and  𝛿ℎ are the overlapping between 
the adjacent windows horizontally and vertically respectively. The same set of images 
that was used in the previous test is used here. 
The XORD was calculated to all the images in the dataset with fixed window size of 
(0.02𝑊 × 0.02𝐻) and different overlapping values. Figure 4-22 shows the relationship 
between the overlapping value and the XORD. From this figure the best value of the 
overlapping is at 0.01𝐻, 0.01 𝑊. When the overlapping value is 0.05𝐻, more details 
will be extracted or identified as interest points. If the overlapping between windows is 
large, then some details may be lost and some are not identified. Thus, and based on the 
curve given in Figure 4-22 (b), the best value for windows overlapping is at 50% of the 
window size itself, i.e. half of the window size is common between each adjacent 
window. 
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(a) (b) 
Figure 4-22: Average distance measured using XORD, (a) vs. sub-image size, (b) vs. 
overlapping. 
 Multiple Scales 
Some algorithms use hierarchical representation, which means extracting the saliency in 
different resolution levels, or different image scales, such as in [2], [132] [133] [134] 
[135] [136], [182], [120], [183] and others, while some other algorithms operate on one 
level, or single scale, such as in [153], [184], [185], [186], and others. 
In our research, we shall adopt single scale of the image to extract the salient points to 
avoid unnecessary calculations, by reducing the size of the image and then tracking the 
salient points in upper levels. In order to get more information on the sub-image we 
increase the window size and keep the image size fixed. 
 Unimportant Details Suppression and Thresholding 
The main proposition of pre-attention is that attention may be captured by salient pop-
out objects or regions; in this case, extracting the salient object means removing details 
of less importance. Based on the local descriptor there, regions are divided into different 
classes as given in the following equation: 
 ℝ =   ℝ𝐼 ∪ ℝ𝑈  4-55 
where ℝ𝐼 is the set of all important regions and ℝ𝑈 is the set of all unimportant regions. 
To separate these two regions, thresholding can be used, in which one should select a 
suitable threshold value to be used to isolate the important from the unimportant regions. 
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In thresholding, a suitable value should be extracted from the available data to isolate the 
important regions from the unimportant ones. This thresholding value should be selected 
carefully since it plays an important role in discriminating the important regions from the 
unimportant. Small thresholding values may lead to consideration of some unimportant 
regions as important and vice versa. Regions with description values larger than, or equal 
to, a predefined threshold value T, are considered as important regions and other regions 
will be considered as unimportant, as shown in the following equation: 
ℝ𝐼 = {𝕣𝑖𝑗 | 𝕕𝑖𝑗
∗  ≥ 𝑇} 
ℝ𝑈 = {𝕣𝑖𝑗 | 𝕕𝑖𝑗
∗  < 𝑇} 
4-56 
 The value of T can be derived from the available data in the description set. Many 
techniques can be used to extract the value of T. One possible technique is by the use of 
histogram thresholding as histogram gives good information about the distribution of the 
grey levels over pixels.  
Since most of the algorithms assume the input image is a dark object in a light 
background, or vice versa, thus the histogram is expected to have two peaks and one 
valley. The grey level corresponding to the valley, which represents the minimum point 
between the two peaks, is considered as the threshold value. This thresholding technique 
is known as bimodal histogram thresholding (BMHT).  
 Table 4-7 gives the normalized variation values distribution of the image given in 
Figure 4-20 (c). In this table, one can see that most of the values fall in the dark region, 
which represents the unimportant part of the image, while there are very fewer values in 
the lighter region or the important (salient) part of the image. This is an expected result 
as we predict the salient points or the salient regions will be less than the uniform regions. 
From the table one may notice that the valley of the histogram falls into the value of 70, 
which means this value can be used as the threshold.  
The main limitation of this technique is that the borders between the objects and the 
background have been assumed to be well-defined, which due to the varied nature of 
images is not always correct. The definition of the borders or the edges is not always 
crisply defined due to the uncertainty in the image which might be because of shadow or 
fading in the image. Therefore, Fuzzy principles should be applied here as shown below.  
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Table 4-7: The distribution of the normalized variation measures for the image given in 
Figure 4-20 (c) 
Bin 0 10 20 30 40 50 60 70 80 90 100 
Frequency 0 2334 40 10 5 3 2 1 3 0 3 
Fuzzy-Based thresholding techniques (FBT) 
Fuzzy-Based thresholding techniques have been used in various literatures. Cheng et al. 
[187] proposed using the c-partition entropy fuzzy to select the threshold value. 
Maximum entropy principle and fuzzy c-partition method have been used to select the 
threshold value(s) associated with the maximum entropy of the fuzzy c-partition. They 
assumed a fixed and known number of clusters and classified the pixels into these 
clusters. Entropic thresholding was also used by Wang et al. [188] also Tao, Tian, and 
Liu [189] and others. Yong,  Chongxun, &  Pan [190], and  Junwei et al. [191],  used c-
mean with fuzzy logic as a clustering algorithm in their papers published in 2004 and 
2007 respectively. Tizhoosh suggested the use of ultrafuzzy (fuzzy II) algorithms to find 
the threshold value, with which he improves the resultant clustered image [192]. Prasad 
et al. suggested a fast unsupervised thresholding algorithm based on π membership 
function [193]. In their method, Prasad et al. considered a fuzzy π –function to transform 
the fuzzy intensities into normally-distributed intensities. The intensities of an image are 
transformed to an interval [0, 1] by π-function in terms of a standard S-function. The 
values of the function represent the degrees of the closeness in terms of intensities. The 
function is, therefore, used to locate the intensities of object and background. The 
selection of a crossover point which is the arithmetic mean of the image could be viewed 
as an object-background classification problem.  
Fuzzy-Based Bimodal thresholding techniques (FBMT) 
Al-Azawi and Ibrahim have applied the principle of membership function of the fuzzy 
logic in the bimodal histogram thresholding technique [194]. The method was a 
modification to the bimodal thresholding technique. Figure 4-23 (a) shows the traditional 
bimodal thresholding technique, in which the value of T was selected as the grey level 
value corresponding to the valley of the histogram. The main problem with the method 
given in (a) is that it assumes that the borders between the object and its background are 
well-defined and crisp, which is not the case in real images.  (b) in the same figure shows 
the use of the Fuzzy membership function in extracting the value of T.   
123 
 
In the proposed thresholding technique, the histogram is represented by the set ℋ, which 
is given by: 
ℋ =  {𝑥𝑖  | 𝑖 = 0,1, … , 𝑛 − 1} 4-57 
where 𝑥i is the histogram value corresponding to the grey level 𝑖, and n is the number of 
grey levels in the image. 
As we want to extract the object from the background then the object can be defined as 
a subset from ℋ as follows: 
𝒪 = {< 𝑥, 𝜇𝑜(𝑥) >, 𝑥 ∈ ℋ } 
𝒪𝑇 = {𝑥𝑖 | 𝜇𝑜(𝑥) ≥ 𝑇} 
𝒪 ⊆ ℋ 
4-58 
where 𝒪 is the fuzzy set of grey levels for the object, 𝜇𝑜(𝑥) is the membership function 
which indicates how the grey level belongs to the object and  𝒪𝑇 is a crisp set that 
contains pixels belonging to the object. 
In the same way, we shall define the background fuzzy set as follows: 
ℬ = {< 𝑥, 𝜇ℬ(𝑥) >, 𝑥 ∈ ℋ } 
ℬ𝑇 = {𝑥𝑖 | 𝜇ℬ(𝑥) < 𝑇} 
ℬ ⊆ ℋ 
4-59 
where ℬ is the fuzzy set of grey levels for the background, 𝜇ℬ(𝑥) is the membership 
function which indicates how the grey level belongs to the background and ℬ𝑇is a crisp 
set that contains pixels belonging to the background. 
𝜇ℬ(𝑥) = 1 − 𝜇𝑜(𝑥)  4-60 
Both fuzzy sets are normal since the height of each of them is unity, i.e. ℎ(𝜇𝑜) =
ℎ(𝜇ℬ) = 1, where ℎ(. ) is the height of a fuzzy set, which is the largest membership value 
attained by any point. As the object might be a white region in a black background or 
vice versa, we shall use the white and black membership functions instead of object and 
background membership functions.  
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(a) 
 
(b) 
Figure 4-23: Bimodal thresholding technique, (a) normal technique, (b) the application of 
fuzzy membership function in this technique.  
Based on the discussion above, the two membership functions; 𝜇𝑏(𝑥) which measures 
how much the pixel is black, and 𝜇𝑤(𝑥) which measures the white membership value 
shall be used. Thus, the luminance space will be divided into two subsets B and W. 
According to this figure, the histogram is divided into three regions rather than two 
regions, as in crisp thresholding. One of the regions is the black region and the second 
one is the white region. The third region, which is the overlapping between the black and 
white regions, has been generated due to the uncertainty in image luminance values and 
it may represent fading or shadow.  The value of T can be found in different ways, such 
as, the intersection of the two lines of the membership functions, known as the crossover 
point, by calculating the entropy of the regions, and using CI techniques such as Genetic 
Algorithms and Neural Networks. The membership functions can be derived from the 
figure as follows: 
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𝜇𝑤(𝑥) = {
1                       𝑥 ≥ 𝑎
𝑥 − 𝑏
𝑎 − 𝑏
             𝑏 < 𝑥 < 𝑏
0                         𝑥 ≤ 𝑏
 4-61 
𝜇𝑏(𝑥) = {
1                              𝑥 ≤ 𝑏
 
𝑎 − 𝑥
𝑎 − 𝑏
               𝑎 < 𝑥 < 𝑏 
0                               𝑥 ≥ 𝑎
 4-62 
The crossover of the two membership functions is given by 𝑥∗ = 
𝑎+𝑏
2
. This value can be 
used as the threshold value T. 
By using the 𝛼-cut definitions, the following definition can be presented: 
Definition: The white region set 𝑅𝑤 is the set that contains all regions with grey level 
𝑥 ∈ 𝑊and 𝜇𝑤(𝑥) ≥ 𝛼𝑤 with  𝛼𝑤 = 𝜇𝑤(𝑇) and the set of the black regions 𝑅𝐵 is the set 
that contains all regions with grey level 𝑥 ∈ 𝐵 and 𝜇𝑏(𝑥) > 𝛼𝑏 with 𝛼𝑏 = 𝜇𝑏(𝑇). 
This theory can be modified to be used with saliency thresholding by considering two 
membership functions. Here we shall define the linguistics set L= {NS, LS, S, VS} that 
can be used to describe the level of saliency of the region based on the Fuzzy thresholding 
process. The ranges and the meaning of each linguistic variable are given in Table 4-8. 
Table 4-8: Fuzzy linguistic variables meanings and ranges. 
FLV Meaning Range 
NS Non Salient Regions 𝟎 ≤ 𝒙 <b 
LS Less Salient Regions 𝒃 ≤ 𝒙 < 𝑻 
S Salient Region 𝑻 ≤ 𝒙 < 𝑎 
VS Very Salient Regions 𝒂 ≤ 𝒙 ≤ 𝟏𝟎𝟎 
Empirical Example 
The following is an example of applying the above-described method on a sample image.  
The image is of size 400 × 400, thus windows size of 8 × 8 with step size of 4 has been 
selected. Figure 4-24 shows the results of applying the saliency enhancement technique 
on the image given in (a). The obtained image in (b) still needs to be thresholded to 
isolate the important regions from the unimportant ones.  
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(a) (b) 
Figure 4-24: The application of saliency enhancement, (a) original image, (b) the saliency 
enhanced image ISM. 
The values of the histogram of the ISM are given in the Table 4-9 which shows the bins, 
the frequency of occurrence (F), the log scaled frequency (LF), the normalized log scaled 
frequency (NLF) and the smoothed NLF (SNLF). 
Table 4-9: The distribution of the normalized variation measures for the image given in 
Figure 4-24 
Bin F LF NLF SNLF 
0 100 2 0.479501 0.545931 
5 678 2.83123 0.678789 0.570505 
10 203 2.307496 0.553224 0.551599 
15 58 1.763428 0.422783 0.447727 
20 34 1.531479 0.367173 0.39135 
25 40 1.60206 0.384095 0.35074 
30 18 1.255273 0.300952 0.304609 
35 9 0.954243 0.22878 0.224692 
40 4 0.60206 0.144344 0.162505 
45 3 0.477121 0.11439 0.124375 
50 3 0.477121 0.11439 0.11439 
55 3 0.477121 0.11439 0.148432 
60 8 0.90309 0.216516 0.186562 
65 9 0.954243 0.22878 0.196547 
70 4 0.60206 0.144344 0.17249 
75 4 0.60206 0.144344 0.13436 
80 3 0.477121 0.11439 0.13436 
85 4 0.60206 0.144344 0.110302 
90 2 0.30103 0.072172 0.072172 
95 1 0 0 0.024057 
100 1 0 0 0 
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Figure 4-25 shows the graphical representation for the histogram data given in the above 
table. The range of the data is very large and since we are interested more in which 
frequency is higher, we shall reduce the difference in range by drawing the histogram in 
Log scale.  
 
Figure 4-25: Fuzzy membership function representation of the histogram. 
Table 4-10 shows the threshold ranges. For salient regions extraction we shall consider 
the S and VS regions and supress the NS and LS regions.  
Table 4-10: The ranges of the salient regions. 
FLV Meaning Range 
NS Not Salient Regions 𝟎 ≤ 𝐱 < 𝟓 
LS Less Salient Regions 𝟓 ≤ 𝐱 < 𝟑𝟓 
S Salient Regions 𝟑𝟓 ≤ 𝐱 < 𝟔𝟓 
VS Very Salient Regions 𝟔𝟓 ≤ 𝐱 ≤ 𝟏𝟎𝟎 
By using the threshold values in Table 4-10, which were extracted from the histogram 
given in Figure 4-25, the results in Figure 4-26 were obtained. From the figure, (a) shows 
the non-salient regions (white) which are in the range of (0 to 5). It is clear that these 
regions contain most of the redundant information such as the sky and the snow.  (b) 
shows the less salient regions, (c) shows the salient regions and (d) shows the very salient 
regions.   
Since saliency is not crisp and fuzzy, as explained earlier, then the user can select the 
level of saliency he/she wants to use. Selecting very salient regions may result in 
highlighting only those parts of the objects that are very salient, or only areas where the 
values of irregularity measures are very high. On the other hand, if we select the non-
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salient regions, the unimportant details may be included in the resultant saliency map. 
Therefore, the best threshold choice is made by considering both salient and very salient 
regions. 
    
(a) (b) (c) (d) 
Figure 4-26:  Applying Fuzzy bimodal histogram thresholding, (a) NS region, (b) LS 
regions, (c) S regions, (d) VS regions. 
With the threshold obtained above, the results of applying the algorithm are as shown in 
Figure 4-27. 
  
(a) (b) 
Figure 4-27: Applying the thresholding technique on the saliency enhanced 
image, (a) important regions, (b) important object. 
In some images, the object itself may contain regular regions. This may cause the 
algorithm to highlight the borders of the object as shown in Figure 4-28. 
Figure 4-28 shows an example of an object containing a regular region inside. The 
obtained borders will form the salient region in the points-clustering and regions-forming 
phases. Figure 4-28 (b) and (c) show the process of points clustering and merging using 
the iterative blobs-based clustering technique (IBBC), which will be discussed later, and 
(d) shows the extracted objects.  
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(a) (b) (c) (d) 
Figure 4-28: Illustration of a case where there is a regular region inside the object, (a) 
irregularity map, (b) points clustering and merging using IBBC after 4 iterations, (c) same as 
(b) but when IBBC stops after 8 iterations, and (d) the extracted objects. 
In cases like the one described above, the algorithm may look like an edge detector while 
it is not, because edge detectors try to find thin edges and to cover all the objects in the 
image, while in irregularity maps we extract the salient and irregular regions only. 
Figure 4-29 shows the difference between the edge map obtained from popular edge 
detectors such as Canny and Sobel, and the map obtained from the local irregularity 
saliency extraction algorithm. Some other edge detectors were tested and it was found 
that they too were different from the local irregularity map for the same reasons as above. 
   
(a) (b) (c) 
 Figure 4-29: Comparison with edge detector, (a) irregularity map, (b) edge map obtained by 
Canny edge detector, (c) edge map obtained from Sobel edge detector. 
 Results  
This section contains the experimental results from applying the LSI algorithm 
Table 4-11 shows the results obtained from applying the LSI algorithm. This figure 
shows the main steps of the LSI. The class column gives the class of the image as it was 
classified in data collection. The saliency map shows the saliency maps obtained from 
the image after thresholding. The last two columns show the salient region obtained from 
clustering the points using the IBBC technique, and the salient object which is extracted 
by taking the borders of the blobs. 
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 Benchmarking 
The LSI algorithm was used to extract the salient regions, and the MSRA dataset has 
been used at this stage since it was adopted by most of the saliency identification 
algorithms. A comparison with different state-of-the-art saliency extraction techniques 
was carried out. The evaluation was performed by comparing the obtained saliency map 
with the ground truth (GT) maps. The similarity with the ground truth data was calculated 
for each image in the dataset and then the average was extracted for each algorithm and 
compared to other methods. 
Table 4-11: Experimental results obtained from LSI. 
# Class Image Saliency Map Salient Region Salient Object 
1 C2 
    
2 C2 
    
3 C2 
    
4 C2 
    
5 C3 
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Figure 4-30 (a) shows the F-Measures curves obtained from comparing the proposed 
method with IT [2], MZ [117], GB [118], SR [119], AC [120], FT [116], HFT [113], 
MSSS [121], and CO [124] [147]. The F-measure was calculated for each method using 
Equations (4-5) and (4-6).  
From the F-measure curves shown in Figure 4-35 (a), it is clear that the F-measure curve 
corresponding LSI is higher than other methods, which means that the results that we 
have obtained are quite satisfactory. The minimum curve is the one corresponding to Itti 
method; this is because Itti is more concerned with the sequence of extraction.  
Figure 4-30 (b) shows the benchmarking of LSI with other algorithms using the adopted 
evaluation measures. 
 
(a) 
 
(b) 
Figure 4-30: LSI benchmarking with state-of-the-art algorithms, (a) F-Measure, (b) different 
measures comparison. 
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The same comparison was performed on images from different classes and the obtained 
results are as follows: 
 
Figure 4-31: XORS measure for different saliency extraction methods and for different images 
classes. 
Figure 4-31 shows the XOR similarity XORS rather than distance XORD to show the 
efficiency of the proposed algorithm as compared to other algorithms. 
From Figure 4-31, it is clear that ISD is not the best algorithm when applied on C1, whilst 
it has given excellent results when applied on the other three classes, as discussed earlier. 
In addition, and for further illustration, a qualitative comparison has been performed with 
the aforementioned methods and is given in Table 4-12.  
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Table 4-12: Saliency maps obtained from different algorithms. 
# Class Image ITTI MZ GB SR AC FT HFT MSSS CO ISD GT 
1 C2 
            
2 C2 
            
3 C2 
            
4 C2 
            
5 C3 
            
6 C2 
            
7 C2 
            
8 C4 
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9 C2 
            
10 C2 
            
11 C2 
            
12 C2 
            
13 C3 
            
14 C4 
            
15 C2 
            
16 C3 
            
135 
 
4.7.3 Global Saliency Identification (GSI) 
By applying the irregularity principle on the entire image, it was possible to improve the 
saliency detection.  The resultant saliency enhanced image G(x, y) can be obtained from 
subtracting the mean of the image from every pixel and multiplying it by the standard 
deviation as shown below: 
𝐺(𝑥, 𝑦) =
|ℐ(𝑥, 𝑦) − 𝜇|  × 𝜎
𝑚𝑎𝑥
𝑥,𝑦
(𝐺(𝑥, 𝑦))
× 255 4-63 
In equation 4-63, every pixel value in G(x, y) is divided by the maximum value in order 
to normalize the values since different images have different ranges of values. 
The results of the global saliency enhancement are shown in Table 4-13 which shows the 
saliency enhanced images and their corresponding histogram. The reason behind 
extracting the histogram is to show the intensity distribution of the images. 
Thresholding 
From the histogram, it is clear that its dark values are very high as compared to the light 
values, and usually there is a peak within the dark region. In addition to that, there is a 
small peak in the light region, which represents the salient region. The histograms of the 
images given in the above table were smoothed, to overcome the useless ripples without 
affecting the general shape of the histogram.  
From Figure 4-32, it is clear that even after smoothing, the main shape of the histogram 
remains the same. The white region size of the histogram gives a good impression of the 
size of the salient region, hence, one can use this fact to find the value of the threshold 
that can be used to separate the important regions from the unimportant ones. In the 
histogram given in Figure 4-32, the value of the threshold was found using FBMT 
described above and it is equal to 135. The result of applying this threshold value on the 
corresponding image is given in Figure 4-33. 
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Table 4-13: Global Saliency Enhancement. 
Original Image Global Saliency  Histogram 
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(a) (b) 
Figure 4-32: Histogram Smoothing, (a) Original Histogram, (b) Smoothed histogram. 
 
   
(a) (b) (c) 
Figure 4-33: Global Salient Region Extraction, (a) original image, (b) saliency enhanced 
image, (c) the salient object after thresholding. 
Table 4-14 shows the result of the images in Table 4-13 after thresholding.  
 Table 4-14: Global saliency enhancement. 
Original Image 
       
Global 
Saliency 
Extraction 
       
Thresholded 
Image 
       
Table 4-15 shows a comparison between the results obtained from applying the saliency 
enhancement globally and locally. From the table it is obvious that the global 
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enhancement highlights the salient regions as a whole, while in local it is mostly the 
borders that are highlighted. In addition, the local enhancement highlights the salient 
regions in a better way, and the contrast between the salient regions and the background 
is discriminated in a better way.  
Table 4-15: A comparison between global and Local Saliency.  
Original 
Image 
       
Global 
Saliency 
Extraction 
       
Local 
Saliency 
Extraction 
       
4.7.4 Two Steps Saliency Identification (TSSI) 
In this Section, an integrated system which uses both saliency extraction techniques, LSI 
and GSI, is proposed. The general structure is given in Figure 4-34. 
 
Figure 4-34: TSSI application on an image. 
Image 
Local 
Saliency 
Global 
Saliency 
ANDing 
Segmentation 
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In TSSI, the image undergoes two saliency identification processes; LSI and GSI. In LSI, 
the saliency in the structure of the object is identified since it uses small sub-images or 
windows in calculating the variations. On the other hand, the GSI highlights the saliency 
of the objects in which the contrast in intensity is pronounced. The region is salient if it 
satisfies both local and global saliency criteria, which means, it should be salient locally 
and globally, thus we use ANDing operation between them. 
4.7.5 Improving the TSSI 
To improve the results obtained from TSSI, several refinements can be used; the 
following subsections include the main enhancements. 
 Falsely detected salient points filtering 
Although many thresholding techniques have been tested, and the adopted thresholding 
techniques have given the best results, still some falsely detected salient points (FDSP) 
may occur due to the texture or noise. These points may affect the results and cause 
incorrect regions extraction. Consequently, isolated points filtering is necessary to 
overcome this problem. A low pass filter can be used for this purpose but it will not work 
efficiently since we work with binary images. However, thresholding after low pass 
filtering will only augment the thresholding process, which we want to reduce to a 
minimum.  
The binary majority filter (BMF) can work well to solve the above problem since it will 
improve the resultant binary saliency image in two ways: firstly, it reduces the effect of 
FDSP by removing the single or minor points from the region under consideration, and 
secondly, it improves the object in the region by filling the holes in the region. In BMF, 
each pixel is replaced by zero or one based on the majority of the surrounding pixels’ 
values. Figure 4-35 shows a numerical example of the BMF. In this figure, the number 
of white pixels is 3, while the number of black pixels is 6, thus the centre pixel shall be 
replaced with black no matter if its original colour was white or black.  
1 0 0  1 0 0 
1 1 0  1 0 0 
0 0 0  0 0 0 
 
Figure 4-35:  Numerical example of applying BMF. 
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Figure 4-36 shows an example of applying the BMF on an image after applying the 
thresholding process. From this figureFigure 4-36, it is clear that the noise and the FDSP 
have been filtered and removed from the image. 
  
(a) (b) 
Figure 4-36:  Example of applying BMF on real image, (a) binary image with FDSP, (b) the 
resultant image after applying BMF. 
 Similar intensity problem 
One common problem with using the grey image (intensity) rather than colour image is 
that although it reduces the computation burden, there is inevitably some loss of 
information. The information is lost due to some different colours having the same 
intensity, since the intensity is calculated as the average of the three colour bands (red, 
green, and blue). For example, the colours 𝑐1 =  (100, 50,0) and 𝑐2 =  (0,0,75) shall 
have the same intensity since the average of both is the same which is 75. Therefore, the 
colour contrast may lack representation when using intensity.  
In order to overcome this problem, the irregularity enhancement process shall be applied 
on each colour band separately. This will highlight the irregularity in the colour so that 
the problem of having the same intensity value for different colours shall be overcome.  
Table 4-16 shows examples of such cases. In case 1, the intensity of the flower is with 
less irregularity than the shadow has, thus the shadow has been highlighted as the salient 
region. In case 2, the object and the background have close intensity values, therefore, 
the object could not be recognized using intensity, while it was possible to recognize it 
using colour. The same phenomenon is visible with the rest of the cases; so using colour 
instead of intensity can drastically improve the results. 
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 Table 4-16: The effect of colour contrast on improving the results. 
 Original image Intensity Image 
Saliency enhanced 
image using 
intensity 
Saliency enhanced 
image using colour 
1 
    
2 
    
3 
    
4 
    
 Object isolation improvement 
Another problem raised with TSSI is the problem of extracting or isolating the object 
from the background. This problem occurred because with GSI, not all the details of the 
objects are highlighted, hence some details might be considered as not salient. In 
addition, LSI produces regions with regular shapes such as rectangles or ellipses, while 
most of the objects have irregular shapes. 
Figure 4-37 shows an example of the above-mentioned limitation. The image in (a) in 
the figure was extracted using LSI. In this method, it is noticed that all the details of the 
object are maintained but the background is still part of the object. The remaining 
background affects the features measured in the recognition phase. In (b) in the same 
figure, the object was extracted using TSSI. From the figure, it is clear that most of the 
details have been removed but the general structure of the object was retained.  
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From the above discussion, it was noticed that both LSI and TSSI suffer from either an 
increase in unimportant details as in LSI, or from a loss of important information from 
the object as in TSSI.  
    
(a) (b) (c) (d) 
Figure 4-37:  Extracting the object from the image, (a) using the region extracted from LSI, 
(b) using TSSI, (c) mask, (d) using RTSSI. 
In order to overcome these limitations or at least reduce their effect, we shall improve 
the object extraction process by applying holes-filling and blobs-extraction algorithms. 
In the hole-filling process, if a small black region is surrounded by a white region, then 
it will be converted to white. The BMF has done part of this task by replacing some pixels 
with whatever is the majority value of the surrounding pixels. 
The second important improvement, by using the blobs extraction, is to extract the 
object’s boundaries and then fill the area using region-growing techniques. The mask 
shown in Figure 4-37 (c) was obtained using the blobs refinement. This mask is used to 
identify the object by ANDing the region with the mask. The obtained object after the 
ANDing process is given in (d). 
Figure 4-38 shows the results of applying the three methods discussed above. In this 
figure, ground truth (GT) image is given on the left, then TSSI, LSI, and the refined two-
step saliency identification RTSSI. The histogram mean and standard deviation measures 
were taken as examples to show the difference of the features when compared to GT.   
The distances from the GT image were calculated and it was noticed that the minimum 
distance was obtained with the RTSSI, which means the suggested refinements have 
improved the results. 
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 GT  TSSI LSI RTSSI 
Image 
    
mean 152 195 141 156 
Stdv. 91 98 81 92 
Distance 0 43.5 14.9 4.1 
Figure 4-38: Comparison of the three methods of salient objects extraction. 
The following graph shows a comparison among the three aforementioned methods of 
salient objects extraction for both the individual image and for a set of images. From the 
graphs it is clear that the minimum distance, and hence the best result, shall be obtained 
with RTSSI. 
 
Figure 4-39: The distance between different saliency identification methods and the ground 
truth data. 
4.7.6 Results  
In order to study the feasibility and the performance of the proposed algorithm, both 
qualitative and quantitative benchmarking has been performed, The Figure 4-40 shows 
the entire RTSSI algorithm processes block diagram step by step. In this figure, the image 
will go through two phases; local saliency extraction and global saliency extraction. In 
the local saliency extraction phase, the salient regions that contain the salient object are 
identified and cropped to remove all unimportant details. The results of this phase are a 
set of regions that contain a salient object. In the second phase, the global salient objects 
0
5
10
15
20
25
30
35
40
45
50
TSSI LSI RTSSI GT
D
is
ta
n
ce
Saliency Extraction Method
Individual Average
144 
 
are extracted, after which the falsely detected points are removed, and then the object 
mask is identified. The obtained masks are ANDed together to form the final mask which 
is used to extract the salient objects from the image. 
 
Figure 4-40: Stages and processes of the refined two stage saliency identification (RTSSI) 
block diagram. 
Figure 4-41 shows a detailed example for further illustration. 
It was noticed that the region containing the salient object in some cases is larger than 
the object itself. This is because of the irregular shape of the object. This may cause part 
of the background to be included with the object, which may affect the features of the 
Image 
Local Saliency Global Saliency 
Thresholding 
Local Masks 
formation 
BMF 
Blobs Formation 
Objects Cropping 
ANDing 
Results 
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object. In order to overcome this kind of problem, global saliency identification was 
integrated with LSI to form RTSSI. 
   
(a) (b) (c) 
   
(d) (e) (f) 
 
  
(g) (h) (i) 
Figure 4-41: Example of applying the RTSSI algorithm, (a) original image, (b) local saliency 
identification, (c) local masks, (d) global saliency enhancement, (e) binary saliency map after 
thresholding, (f) ANDing the masks in (c) and the binary image in (e),  (g) applying BMF, 
(h) extracting the masks, (i) the obtained objects. 
Table 4-17 shows the steps of object extraction using RTSSI. The table shows the original 
image, the Local Saliency Mask (LSM), the Global Saliency Mask (GSM), the Refined 
Saliency Mask (RSM) that was obtained from applying the RTSSI, and the extracted 
objects. 
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Table 4-17: Steps of applying RTSSI. 
image LSM GSM RSM Object 
   
  
     
     
   
  
   
  
     
     
     
   
  
     
     
Table 4-18 shows a qualitative comparison between FSM and RSM against the ground 
truth data GT. 
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Table 4-18: Qualitative comparison with the ground truth masks. 
image FSM RSM GT  image FSM RSM GT 
    
 
    
    
 
    
    
 
    
    
 
    
    
 
    
    
 
    
    
 
    
    
 
    
4.7.7 Benchmarking 
The efficiency of the proposed algorithm has been tested and measured against state-of-
the-art methods which are IT [2], MZ  [117], GB [118], SR [119], AC [120], FT [116], 
HFT [113], MSSS [121], and CO [124] [147]. Figure 4-42 graphically shows the 
qualitative comparison of the proposed method and the aforementioned methods. From 
the graph it is clear that the proposed algorithms produced better results. 
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(c) 
Figure 4-42: Quantitative comparison with different saliency extraction techniques, (a) F-
Measure curves, (b) Exclusive OR curves, (c) average measures comparison. 
 Neural Network Based Salient Points Clustering 
Artificial Neural Networks (ANNs) can be used for identifying the regions of interest 
and the unimportant regions using the data obtained either from the eye trackers or from 
the salient points extraction algorithms. The neural networks need to be trained first using 
a set of images, and then they can be used for identifications. The image is divided into 
sub-images and every sub-image will be identified using the trained neural network. 
Since both input and target output sets can be provided to the ANN, supervised learning 
techniques, such as back-propagation learning technique can be used to classify the 
salient and non-salient regions. Multilayer perceptron can be used for this purpose as it 
can separate the space into more complex decision regions than single layer; every layer 
is trained in the same training algorithm as single layer perceptron. The number of nodes 
in each layer is different from one layer to another. The input to the neural network will 
be the set of descriptions of the sub-images surrounding the salient and saccade points. 
Let us assume that the set of salient regions in the image is 𝑺, the set of non-salient 
regions is 𝑼, and the neutral regions be 𝑵 then the set of all regions 𝑷 is the union of 
these three sets  i.e. 
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𝑷 = 𝑺 ∪ 𝑼 ∪ 𝑵 
𝑛𝑝 = |𝑷|,  𝑛𝑠 = |𝑺|,  𝑛𝑢 = |𝑼|,  𝑛𝑛 = |𝑵| 
𝑛𝑝 =  𝑛𝑠 + 𝑛𝑢 + 𝑛𝑛 
𝑷 ⊂ 𝑰 
4-64 
where np, ns, 𝑛𝑛, and nu are the cardinalities of the sets 𝑷, 𝑺,𝑵 and 𝑼 respectively. 
Furthermore, we shall define a mapping 𝜓 from the set P to the set of real numbers. This 
mapping extracts the measures which shall be used in identifying the regions, i.e. 
𝜓:𝑷 → 𝑹𝑛 
𝑓 =  𝜓(𝑝), ∀ 𝑝 ∈ 𝑷 
4-65 
where n is the number of features in the features vector and f̂ is a vector of features that 
are extracted from the sub-image surrounding the points 𝑝. This vector of features will 
be used in training the neural network to identify the rest of the regions.  
 The training data for the neural network shall contain two different types of sample 
input; 
1. The vectors of features that are extracted from the region surrounding the interest 
points f̂ 𝑠. 
2. The vectors of features that are extracted from the region surrounding the 
unimportant points f̂𝑢. 
Since the training of such kinds of neural nets is supervised training, which means that 
we need to provide the network with both the input and desired output vectors, then the 
neural network will have only one output to specify the saliency level of the rest of the 
sub-images in 𝑵. The output vector ?̂? will have a real value between zero and one. During 
the training phase, it will be given one for the important regions and zero for the 
unimportant regions. 
For the purpose described above, we shall use the back propagation ANN with the 
following specifications: 
- The number of input nodes is equal to the number of features that are used in 
describing or identifying the sub-image. 
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- The number of nodes in the hidden layer is equal to one-half of the number of 
nodes in the input layer. This is a reasonable number to produce the required 
nonlinearity of the network. 
- The network will have one output to identify the saliency level. 
- The bipolar sigmoid function shall be used as an activation function.  
𝑔(𝑥) =
1 − 𝑒−𝛼𝑥
1 + 𝑒−𝛼𝑥
 4-66 
where α is a tuning factor that may affect the slope and the convergence of the function. 
Assigning a large value to α will result in a curve similar to that of the threshold function, 
while small values reduce the slope and make the curve slowly change from minimum 
to maximum. The optimal value should be in the range of unity; value such as 2  may 
increase the convergence speed and retains the nonlinearity property of the function. 
Bipolar sigmoid was selected instead of the sigmoid function to increase the range of the 
output values to between −1 and 1, while it is only between 0 and 1 in the regular 
sigmoid function. 
The features that have been used in this test are the average of the three colour bands, 
more about the features will be discussed in the identification section. 
Figure 4-43 shows the result of applying the neural network in identifying the important 
regions using the important points. As shown in the figure, the red circles represent the 
regions surrounding the important points and the blue circles represent the regions 
surrounding the extracted saccade points. The sub-images are sized  7 × 7. The neural 
network was trained using the set of regions given in Figure 4-43 (b) and then the trained 
neural network was used to identify all other sub-images with an overlapping of six pixels 
between them, as shown in (c) which also shows the map of the neural network output, 
and (d) which shows the identified important regions. 
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(a) (b) (c) (d) 
Figure 4-43: The application of neural network on salient regions extraction, (a) original 
image, (b) important points (red) and saccade points (blue), (c) saliency map, (d) the extracted 
objects. 
The same trained neural network can be used to extract the salient region in similar 
images as shown in Figure 4-44.  
Original Image Saliency Map Salient objects 
   
   
Figure 4-44: The application of the trained neural network on salient regions extraction on 
images similar to the image in Figure 4-43. 
This approach suffers from the disadvantage of the long computation time required in 
ANN training, because for each image the ANN has to be trained based on the fixations 
and saccades corresponding to that image. The main application for this method is in 
overcoming the problem that we have faced in the aforementioned irregularity 
approaches, which is, when the algorithms were applied on the images from class C1, 
the results were not quite satisfactory. This is because the images in C1 contain regular 
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large objects in the middle of the image. In such cases, the irregular part of the image is 
the small background and not the object. To overcome this problem we shall consider 
the points close to the centre of the image as the salient points and train the neural 
network to identify the rest of the object. 
 Conclusions 
In this chapter, the main existing approaches to extracting saliency have been reviewed 
and analysed. The merits and demerits of each approach have been studied in order to 
develop a new saliency identification algorithm. A novel saliency extraction algorithm 
has been developed which uses the irregularity in the regions as a measure of saliency. 
Both local and global saliency identification approaches have been developed, from 
which a two-stage saliency extraction algorithm has been built. All the saliency 
approaches have been tested against standard datasets.  In the local irregularity approach, 
a clustering algorithm was needed to cluster the salient points to form the salient regions; 
therefore, a clustering technique was proposed which is suitable for clustering salient and 
gaze points. In addition, ANNs have been tested and used to cluster the salient points and 
their efficiency and limitations were reviewed. Automatic fuzzy thresholding was 
another contribution presented in this chapter. In this approach, Fuzzy logic is used to 
isolate salient points from non-salient points. 
Lastly, saliency evaluation approaches were developed in this chapter. Most existing 
saliency evaluation approaches have been reviewed and studied and the new saliency 
approaches which have been developed are suitable for use with our application. 
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Chapter 5 
Saliency Based Image Contents 
Identification (SBICI) 
Chapter 5. Saliency Based Image Contents Identification 
(SBICI) 
 Introduction 
In this Chapter, we shall discuss the identification phase of the image contents based on 
the salient region. A Saliency-Based Image Contents Identification (SBICI) technique 
shall be developed and presented in this Chapter. This technique will be compared with 
the existing CBIR techniques. Several techniques will be discussed, and compared with 
the proposed algorithm. In addition, a background identification algorithm which utilizes 
the texture features and computational intelligence techniques has been developed. 
The algorithms were implemented using Microsoft Visual Studio C# as the programming 
language and Microsoft SQL server as the database server. The WANG image database 
has been used first in the tests since it was adopted by most of the CBIR techniques, and 
it is easier to benchmark the results. Thereafter, another image dataset was constructed 
containing images with more variation and diversity in their contents.   
In order to evaluate the efficiency of the retrieval algorithm we shall discuss most of the 
retrieving evaluation methods such as the precision and recall curves. In addition, an 
evaluation technique will be suggested, which will be considering not only how relevant 
the retrieved images are, but also their order of retrieval. 
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 Image Contents Identification  
Almost all traditional image contents identification techniques start with feature 
extraction. Features such as colour, shape and texture, can be used for this purpose. The 
features should be invariant with respect to the changes in the image.  As discussed 
above, some images need to be identified as a whole, while others are identified based 
on the contents of their regions. The basic image retrieval system is given in the diagram 
shown in Figure 5-1. 
 
Figure 5-1: CBIR basic diagram. 
In the diagram shown in Figure 5-1, the image undergoes a feature extraction process in 
which some measures are extracted from the image. These measures are compared with 
the features stored in the database and images corresponding to higher similarity 
measures will be selected as the relevant images. In either case, whether we are searching 
for an image as a whole or by parts, the image or the region will be converted to a set of 
measures. First, we shall define the region 𝑅 , which may cover only a part of the image, 
a few parts, or the entire image. The mapping 𝜓 is defined as a feature extractor that 
maps the image contents in 𝑅 into an array of measures or descriptors 𝐷,  
  𝐷 = 𝜓(𝑅) 5-1 
𝐷 is calculated for the query image and for the images in the database, then in order to 
find the matched images for the query image, these measures are compared, either by 
finding the maximum similarity or the minimum distance. 
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 Colour – Based CBIR 
Colour distribution is one of the most important features of the image and is widely used 
in different image applications. One of these applications is in image identifications. 
Some measures can be extracted from the pixel colour values and used for identifying 
the contents of the image. Statistical operations, such as mean, median, standard 
deviation, etc. can be used for this purpose. The information obtained from this method 
does not give sufficient information about the contents of the image; instead, a histogram 
can be used.  
Numerous algorithms have used the colour histogram feature in investigating the 
contents of an image.  The histogram features can be utilized to extract measures that can 
be used to compare images with each other. Histograms offer a good description of the 
contents of the image and are not affected much by the rotation, scaling, or transition of 
the image. However, they do suffer from a certain constraint in that they give no 
information about the spatial relationship between the pixels.  
There are several possible ways to compare the histograms of two images, i.e. find the 
similarity or dissimilarity between them, and, in general, these can be divided into two 
types: Bin-by-Bin Distance BBD and Cross-Bins Distance CBD. 
5.2.1 Bin-by-Bin Distance (BBD) 
Minkowski distances was used widely in many publications such as [195], [196] and 
others. It can be used to find the distance between two histograms bin by bin as given in 
the following equations:  
𝐻𝑄  = < ℎ𝑞0, ℎ𝑞1, … , ℎ𝑞𝑛−1 > 
5-2 
𝐻𝑃  = < ℎ𝑝0, ℎ𝑝2, … , ℎ𝑝𝑛−1 > 
𝐷(𝐻𝑄 , 𝐻𝑃) = √(ℎ𝑞0 − ℎ𝑝0)
𝑟
+ (ℎ𝑞1 − ℎ𝑝1)
𝑟
+ ⋯(ℎ𝑞𝑛−1 − ℎ𝑝𝑛−1)
𝑟𝑟
 
Where HQand HP are the histograms corresponding to the images Q and P respectively 
and 𝐷(. , . ) is the function used to find the distance between two vectors. 𝑟 is any integer 
value greater than 0. The Euclidean distance is a special case of the Minkowski distance 
where 𝑟 =  2. 
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Another well-known similarity measure is the intersection between the histograms 
(IBH), in which, if there is an intersection between them then having similarity between 
the images is possible. The simplest form of the intersection measure between two 
histograms is given below: 
𝑈(𝐻𝑄 , 𝐻𝑃) = ∑ 𝑀𝑖𝑛(ℎ𝑞𝑖, ℎ𝑝𝑖)
𝑛−1
𝑖=0
 5-3 
This measure is high if the intersection between the histograms is high, i.e. if the 
corresponding components in the two histograms are close to each other. In contrast to 
the BBD, which measure the dissimilarity between the histograms, IBH measures the 
similarity between them. IBH is very easy to calculate, but it is not accurate since it 
depends on the number of elements in a certain bin. Siggelkow suggested the normalized 
intersection in which he modified equation 5-3 to become as follows [197]: 
𝑈𝑛𝑜𝑟𝑚(𝐻𝑄 , 𝐻𝑃) =
1
𝑁𝑄
∑ 𝑀𝑖𝑛(𝑁𝑄 . ℎ𝑞𝑖 , 𝑁𝑃. ℎ𝑝𝑖)
𝑛−1
𝑖=0
 5-4 
where NQ and NP are the number of pixels in images Q and P respectively.  He suggested 
this normalization to overcome the problem that may occur due to the difference in the 
size between the images.   
Another measure, which uses the BBD principles, is the Kullback-Leibler divergence, 
which is calculated as follows: 
𝐾𝐿𝐷(𝐻𝑄, 𝐻𝑃) = ∑ ℎ𝑞𝑖 𝑙𝑜𝑔 (
ℎ𝑞𝑖
ℎ𝑝𝑖
) 
𝑛−1
𝑖=0
 5-5 
As per [197], this measure is not symmetric and is numerically unstable. 
Figure 5-2 shows the results obtained using the Minkowski distances between the query 
image and the images stored in the database. (a) This figure shows the query image for 
which similar images are being sought in the database, (b) shows the results obtained 
from comparing the red histogram. Similarly, (c), (d) and (e) show the results obtained 
from comparing green, blue, and grey histograms respectively. It is clear from the figure 
that the retrieval process is poor for many reasons, one of which is that it is very sensitive 
to the shift in the histogram, perhaps due to the change in lighting conditions. 
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(a) 
  
(b)  (c) 
  
(d) (e) 
Figure 5-2: Experimental results of CBIR based on histogram comparison using Minkowski 
distances between (b) red histogram, (c) green histogram, (d) blue histogram, and (e) grey 
histogram. 
  The average accuracy in the previous test was 48%, which is very low if we consider 
that the WANG database contains many images with similar colours and lighting 
conditions. This low accuracy is due to the low probability of having similar values in 
corresponding bins, even if the images are similar but not the same. Thus, a better and 
more robust measure is needed, one which can find the relationship between the 
histograms regardless of their shift or scale. Cross-bin is one of the better approaches for 
achieving this. 
5.2.2 Cross-Bin Distance (CBD) 
In BBD, the main drawback is when there is some shift in the histogram due to changing 
the lighting conditions or luminance. In such cases, this shift will give high distance or 
dissimilarity even when the images are similar. In order to overcome these kinds of 
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problems, CBD measure can be used. In contrast to BBD, CBD compares different bins 
rather than the corresponding bins only [197].  
Histogram statistical measures can be considered as one of the CBD measures since it 
finds some measures that can be extracted from the histogram as a whole. The main 
statistical measures are the mean, standard deviation, and skewness, which were 
discussed in section 2.6.1 and given equations 2-2, 2-3 and2-4. 
Since the results obtained from applying CBD are very close to each other – almost the 
same – we shall only discuss the results obtained from one of them. We shall consider 
the statistical measures in the test and compare the results with the results obtained from 
BBD. Mean and standard deviation for each band in addition to the intensity were used 
in the comparison. The features vector ℱ is given by: 
ℱ =< 𝜇𝑅 , 𝜇𝐵, 𝜇𝐺 , 𝜇𝐼 , 𝜎𝑅 , 𝜎𝐵, 𝜎𝐺 , 𝜎𝐼 >  5-6 
where: μR, μB, μG, and μI are the mean of the red, blue, green, and intensity histograms 
respectively and σR, σB, σG, σI, are the standard deviation of the red, blue, green, and 
intensity histograms respectively. 
The average precision of applying the CBD on the WANG database is better than that of 
BBD and in the range of 51%  but yet it is still not good enough. 
5.2.3 Global vs. Local Histogram 
Both types of colour histogram, Local Colour Histogram (LCH) and Global Colour 
Histogram (GCH), can be used in the identification process. In GCH, the colour 
distribution of the entire image is calculated and then compared to other images. In such 
case it is quite possible to have different images with similar GCH, thus, LCH can be 
used to give better results. In LCH, the image is divided into regions and the histogram 
is calculated for each region, and then the set of obtained histograms will be calculated 
with other images’ local histograms. The main issue with LCH is the specification of the 
size and location of the regions. Heidemann suggests the specification of such local 
regions be based on the Harris saliency map. In addition, he proposes the use of a global 
window with dimensions of 90% of the width and the height surrounding the centre of 
the image, assuming that most of the information is covered by this global window [198].  
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 Texture – Based CBIR 
Texture is used in CBIR to give information about the structure of the contents of an 
image. As different image contents may have a similar colour distribution, texture can be 
used to discriminate between these images. Many measures can be used to identify the 
texture of an object but the Moments of intensity and grey level co-occurrence matrices 
(GLCM) are mostly used in CBIR applications.  
GLCM are used to describe texture since they measure the relationship between the 
adjacent pixels displaced by a certain distance. For instance, let us define 𝑓𝑖𝑗  as the 
probability of occurrence of the intensity value 𝑖 at position (𝑥, 𝑦) and the adjacent pixel 
with intensity value 𝑗 at position (𝑥 + 𝛿𝑥, 𝑦 + 𝛿𝑦). The value of the displacement 𝛿 is an 
integer number larger than, or equal to, one. Usually GLCM are described in terms of 
displacement and angle, i.e. 𝐺𝐿𝐶𝑀 =  𝑓(𝑥, 𝑦, 𝛿, 𝜃), where 𝛿 is the displacement and 𝜃 
is the angle between the pixels. Usually 𝜃 takes standard values such as, 0, 90, 180, 270, 
and 360 degree. Instead of using the angle 𝜃 we can use two different displacements 𝛿𝑥 
and 𝛿𝑦. The GLCM (G) is then defined as follows: 
𝐺 =
[
 
 
 
 
𝑓00 𝑓01 ⋯ 𝑓0𝑁
𝑓10    
⋮    
𝑓1𝑁   𝑓𝑁𝑁]
 
 
 
 
 
𝑓𝑎𝑏 =
1
(𝐻 − 𝛿𝑦)(𝑊 − 𝛿𝑥)
∑ ∑ 𝑔(𝑎, 𝑏)
𝑊−𝛿𝑥
𝑗=1
𝐻−𝛿𝑦
𝑖=1
 
𝑔(𝑎, 𝑏) =  {
1       𝑖𝑓 𝐼(𝑥, 𝑦) = 𝑎  ⋀  𝐼(𝑥 + 𝛿𝑥, 𝑦 + 𝛿𝑦) = 𝑏
0        𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                                    
 
5-7 
where G is a GLCM with size of 𝑁 × 𝑁, and N is the number of grey levels in the image.  
Haralick et al. [199] suggested 14 features describing the two-dimensional probability 
density function  f, of these measures. Five measures are widely used in literatures, these 
measures are Angular Second Moment (ASM) (𝒜), Contrast (𝒞), Correlation ( ℭ ), 
Inverse Difference Moment (IDM) ( ℳ ) and Entropy ( ℰ ) as shown below [200]: 
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𝒜 = ∑ ∑ 𝑓𝑖𝑗 
2
𝑁−1
𝑗=0
𝑁−1
𝑖=0
 5-8 
𝒞 = ∑ ∑(𝑖 − 𝑗)2𝑓𝑖𝑗
𝑁−1
𝑗=0
𝑁−1
𝑖=0
 5-9 
ℭ = − ∑ ∑
(𝑖 − 𝜇𝑥)(𝑗 − 𝜇𝑦)
√𝜎𝑥𝜎𝑦
𝑁−1
𝑗=0
𝑁−1
𝑖=0
 𝑓𝑖𝑗  5-10 
ℳ = ∑ ∑
𝑓𝑖𝑗
1 + (𝑖 − 𝑗)2
𝑁−1
𝑗=0
𝑁−1
𝑖=0
 5-11 
ℰ = − ∑ ∑ 𝑓𝑖𝑗 𝑙𝑜𝑔 𝑓𝑖𝑗
𝑁−1
𝑗=0
𝑁−1
𝑖=0
 5-12 
Where 𝜇𝑥 and 𝜇𝑦 are the mean values; and 𝜎𝑥 and 𝜎𝑦 are the standard deviation values 
of the matrix and can be calculated as follows [201]: 
𝜇𝑥 = ∑ ∑ 𝑖 𝑓𝑖𝑗
𝑁−1
𝑗=0
𝑁−1
𝑖=0
 5-13 
𝜇𝑦 = ∑ ∑ 𝑗 𝑓𝑖𝑗
𝑁−1
𝑗=0
𝑁−1
𝑖=0
 5-14 
𝜎𝑥 = √∑ ∑(𝑖 − 𝜇𝑥)2 𝑓𝑖𝑗
𝑁−1
𝑗=0
𝑁−1
𝑖=0
 5-15 
𝜎𝑦 = √∑ ∑(𝑗 − 𝜇𝑦)
2
 𝑓𝑖𝑗
𝑁−1
𝑗=0
𝑁−1
𝑖=0
 5-16 
Tsaneva et al. [200] analysed these measures as shown in Table 5-1. 
Table 5-1: interpretation of GLCM [200]. 
Texture feature Interpretation 
ASM Increases with regularity of the texture 
Contrast Related to contrast of the texture. Also known as “Sum of squares variance” 
Correlation A statistic of texture 
IDM Related to contrast of the texture. Also known as “Homogeneity” 
Entropy Increases with irregularity of the texture 
 
162 
 
The results in Table 5-2 show the GLCM extracted from each image and the 
corresponding statistical measures that have been extracted from the GLCM. Because of 
the nature of images, the shape of the GLCM is expected to be concentrated in the 
adjacent colours. 
Table 5-2: Experimental Results of GLCM and the corresponding measures of images.  
image 
    
GLCM 
    
𝝁𝒙 100.1734 120.759 171.529 170.174 
𝝁𝒚 99.87 120.85 171.45 170.20 
𝝈𝒙 23.6 27.54 20.23 17.571 
𝝈𝒚 23.5 27.54 20.15 17.47 
𝓐 0.0004218 0.00045 0.0012 0.0010 
𝓒 151.76 167.08 115.17 40.56 
𝕮 -20.405 -24.511 -17.34 -16.363 
𝓜 0.1105 0.1587 0.222 0.233 
𝓔 3.4754 3.498 3.243 3.128 
The effect of symmetry  
Most of the algorithms suggest the use of symmetric GLCM which means that elements 
above the diagonal of the matrix are equal to the elements below the diagonal or in other 
words GLCM(𝑖, 𝑗)  =  GLCM(𝑗, 𝑖). After converting the GLCM to a symmetric matrix the 
result in Table 5-3 is obtained. From the results listed in this table, it is clear that there is 
not a big difference between the measures obtained for symmetric and asymmetric 
GLCMs. 
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Table 5-3: The result of GLCM and statistical measures of the symmetric GLCM. 
image CCM 𝝁𝒙 𝝁𝒚 𝝈𝒙 𝝈𝒚 𝓐 𝓒 𝕮 𝓜 𝓔 
 
 
Asymmetric 
1
0
0
.1
7
3
4
 
9
9
.8
7
 
2
3
.6
 
2
3
.5
 
0
.0
0
0
4
2
1
8
 
1
5
1
.7
6
 
-2
0
.4
0
5
 
0
.1
1
0
5
 
3
.4
7
5
4
 
 
Symmetric 
1
0
0
.0
2
2
0
 
1
0
0
.0
2
 
2
3
.6
1
7
 
2
3
.6
1
7
 
0
.0
0
0
3
7
 
1
5
1
.7
6
2
 
-2
0
.4
0
4
 
0
.1
1
0
5
 
3
.5
4
7
7
 
Using the GLCM in CBIR 
The GLSM can be used in identifying the contents of an image since it can recognize the 
regions with texture inside, like sky, cloud, grass, fabric, skin, etc. The algorithm was 
applied in identifying the texture images in a database. The Euclidean distance was used 
to find the distance between the texture features extracted from GLCM. 
𝐷(𝑝, 𝑞) = √∑(𝑝𝑖 − 𝑞𝑖)2
𝑛
𝑖=1
 5-17 
Figure 5-3 shows the results obtained by applying the above algorithm. From the figure, 
it is noted that the results are not very accurate since the differences between the GLCM 
measures are very large, as shown in Table 5-2 and Table 5-3. For example, the ASM is 
in the range of 10-3, the contrast range is a few hundred up to thousands, the correlation 
is in the range of tens, IDM in 10 -1 range, and the entropy is in the range of unity. This 
makes one or more of the features dominant and may eliminate the effect of other 
measures, thus, the results of the comparison may not be accurate. 
In order to overcome this problem, some kind of normalization is required. Some 
normalization processes may be achieved by dividing the features by the maximum value 
of all the 5 features. That is not applicable here since this may make small values even 
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smaller. The second common normalization is made by dividing the features by the sum 
of the measures, which is also not applicable for the same reason. In order to normalize 
the features one needs to find a common factor between each feature for one image with 
the same feature for all other images. To make the distance normalized we shall suggest 
the distance given in the following equation: 
𝐷(𝑞, 𝑑𝑖) =
1
√5
 [(1 −
𝑀𝑖𝑛(𝒜𝑑𝑖 , 𝒜𝑞  )
𝑀𝑎𝑥(𝒜𝑑𝑖 , 𝒜𝑞 )
)
2
+ (1 −
𝑀𝑖𝑛(𝒞𝑑𝑖 , 𝒞𝑞 )
𝑀𝑎𝑥(𝒞𝑑𝑖, 𝒞𝑞 )
)
2
+ (1 −
𝑀𝑖𝑛(ℭ𝑑𝑖 , ℭ𝑞  )
𝑀𝑎𝑥(ℭ𝑑𝑖 , ℭ𝑞 )
)
2
+ (1 −
𝑀𝑖𝑛(ℳ𝑑𝑖 ,ℳ𝑞  )
𝑀𝑎𝑥(ℳ𝑑𝑖 ,ℳ𝑞 )
)
2
+ (1 −
𝑀𝑖𝑛(ℰ𝑑𝑖 , ℰ𝑞)
𝑀𝑎𝑥(ℰ𝑑𝑖, ℰ𝑞)
)
2
 ]
1/2
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Where q is the query image and di is an image with index 𝑖 from the database images. 
In the above equation, the maximum value for the term  
𝑀𝑖𝑛(.)
𝑀𝑎𝑥(.)
 is one, and the minimum 
value for the same term is 0 when the difference is extremely high, thus the distance will 
be √5. Thus to make it unity we shall divide the above equation by √5. The general 
format for the above equation is as follows: 
𝐷(𝑝, 𝑞) = √
1
𝑁
∑(1 −
𝑀𝑖𝑛(𝑝𝑖, 𝑞𝑖)
𝑀𝑎𝑥(𝑝𝑖, 𝑞𝑖)
 )
2
 
𝑁
𝑖=1
 5-19 
 
  
(a) (b) 
Figure 5-3: Finding the match for the query image using the formula given in Equation 5-17, 
(a) grass texture query image, (b) cloud texture query image. 
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Figure 5-4 shows the result by the improved distance measure given in Equation 5-19.  
 
 
(a) (b) 
Figure 5-4: finding the matched for the query image using the formula given in Equation 5-19 , (a) 
grass texture query image, (b) cloud texture query image 
The above qualitative comparison showed that the results in the second case are better 
than those that were obtained in the first case. In order to make the comparison clearer, 
a quantitative comparison shall be performed in Table 5-4 using the weighted efficiency 
evaluation measure (WEEM) which is discussed in Section (5.6). 
Table 5-4: Quantitative comparison between the result obtained using equations 5-19 and 5-21. 
Case Figure Equation Average WEEM  
1 5-4 5-17 0.59 
2 5-5 5-19 0.7 
 Saliency Based Image Retrieval (SBIR) 
Figure 5-5 shows the basic diagram of the SBIR system. In this diagram, the image first 
goes through the saliency regions extraction process to produce a set of salient regions. 
For each salient region, the set of features is extracted using an appropriate feature 
extractor. Every region in the query image will be compared with all regions in the 
images in the database. Images with the best match of features will be retrieved as the 
relevant images. 
In SBIR system, the image shall be divided into two main categories; objects and 
backgrounds. The objects are extracted from the salient regions, and the backgrounds are 
extracted from the non-salient regions. Both parts are fed into the second stage, which is 
the identification process. Two different identification algorithms are used for this 
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purpose; the first one for identifying the objects and the second one for identifying the 
background. 
In the aforementioned system, we shall introduce a retrieval technique that utilizes the 
principle of saliency in image retrieval. In the proposed technique, only salient regions 
in the images are compared, which means that we are not going to match the entire image 
but only a few regions of it. This will give better results since in some cases, the 
unimportant regions might be dominant and the effect of the salient region will be very 
small. For example, consider the case in which one needs to search for a ball in a field 
using a colour histogram as the feature. In this case, the surrounding environment’s effect 
on the histogram is very much higher than that of the ball, thus the retrieved images will 
be more relevant to the green grass than to the ball.  
 
Figure 5-5: SBIR System. 
 The definitions of important and unimportant regions need to be identified first. 
Important regions are the regions that contain objects that need to be identified, while 
unimportant regions are the regions that contain unimportant details such as a 
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background. For example, if we consider saliency as the measure of importance, then 
regions with more salient points are more important than others with less salient points.  
Let us define ℝ as the set of regions that can be extracted from the image 𝕀, then 𝕊 will 
be the set of salient regions in that image and 𝕌 is the set of all non-salient regions. The 
Set 𝕊 is a subset from ℝ and the set ℝ contains both regions 𝕊 and 𝕌 i.e. ℝ = 𝕊 ∪ 𝕌.  
Let us further define 𝑠𝑖 as the salient region then 𝕊 = {𝑠𝑖| 𝑖 = 0,1, … ,𝑁}, where N is the 
number of salient regions in the image. For each image, the set of salient regions is 
extracted and matched with other regions in the images stored in the database.  
The main advantage of using Saliency-Based Image Contents Identification (SBICI) is 
that it focuses on the features from the objects rather than the background. As discussed 
before, we have considered that the information in a scene (𝑯) is divided into two parts; 
important (𝑯𝑰) and unimportant (𝑯𝑼). Important information is the information 
contained in the object (in the region of interest) while most of the unimportant 
information is in the background, thus 𝑯 =  𝑯𝑰 + 𝑯𝑼. The information contents can be 
extracted using the following function: 
𝑯 = 𝜓(𝑹) ,  
 𝑯𝑰 = 𝜓(𝑹𝑰),   
𝑯𝑼 = 𝜓(𝑹𝑼) 
5-20 
where 𝜓(. ) is the feature extractor, and 𝐑 is the region we want to extract the features 
from. The main problem here is that the feature extractor usually merges the features of 
the important and unimportant regions together to find the features of R, in other words 
without suitable segmentation H is not equal to the sum of the important and unimportant  
regions information, i.e.  
𝑯 = 𝑯𝑰 + 𝑯𝑼 + 𝑯𝑰∩𝑼 
𝜓(𝑹) = 𝜓(𝑹𝑰) + 𝜓(𝑹𝑼) + 𝜓(𝑹𝑰∩𝑼) 
5-21 
Figure 5-6 shows the information contents in both the object and in the background. It is 
clear from the figure that the information contents (the colour distribution in this case) 
of the background have more significance than the object. 
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Figure 5-6: Histogram for the bands of an image. 
Figure 5-7 illustrates the histogram components of the grey histogram. The figure shows 
the two components of the grey histogram of the image. From the figure, it is clear that 
the background component has higher values in each bin; this will give the background 
component more significance than the object component in the features or measure 
extraction. 
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Figure 5-7: Histogram components. 
For instance, let us assume that the colour values in an image are represented by the set 𝕀, 
which represents the universal set, such that: 
𝕀 = {𝑥𝑖 ∶ 1 ≤ 𝑖 ≤ 𝑊 × 𝐻}  5-22 
Where xi is the value of the pixel colour of the image considering that the image pixels 
are arranged to be a one-dimensional vector, using the following formula: 
𝑥𝑘 = 𝐼(𝑖, 𝑗)  
𝑘 = (𝑖 − 1) × 𝑊 + 𝑗 
5-23 
where 𝑊 and 𝐻 are the width and height of the image. 
The set of the pixels is divided into two components, object 𝕀𝑆 and background 𝕀B: 
𝕀 =  𝕀𝑆 ∪ 𝕀𝐵 
𝕀𝑆 = {𝑥𝑆𝑖} 
𝕀𝐵 = {𝑥𝐵𝑖} 
5-24 
Considering that the object is isolated from the background and the borders are well-
defined, i.e. 𝕀S ∩ 𝕀B = ∅, the cardinality of the universal set is equal to the sum of the 
cardinality of the two components, i.e. 
|𝕀| =  |𝕀𝑆| + |𝕀𝐵| + |𝕀𝑆 ∩ 𝕀𝐵| 
|𝕀𝑆 ∩ 𝕀𝐵| = 0 
|𝕀| =  |𝕀𝑆| + |𝕀𝐵| 
5-25 
Based on the definition of the histogram, we shall define the function 𝐻 (𝑥) as the 
number of occurrences of the variable 𝑥 as follows: 
𝐻(𝑥𝑖) =  𝑃(𝑥𝑖) 5-26 
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where P(xi) is the probability of occurrence of the bin xi. P(xi) contains the two 
components mentioned above i.e. 
𝐻(𝑥𝑖) = 𝐻𝐵(𝑥𝑖) + 𝐻𝑆(𝑥𝑖) + 𝐻𝑆𝐵(𝑥𝑖) 5-27 
where HB(xi) and HS(xi) are the probability of occurrence of the variable 𝑥𝑖 in the 
background and in the object regions respectively. HSB represents the common intensities 
or colours shared by the object and the background, i.e. the same colour being in both 
the object region and in the background. After isolating the two regions, the effect of 
HSBwill be removed. The histogram for the salient region is given by: 
𝐻𝑆(𝑥𝑖) = 𝐻(𝑥𝑖) − 𝐻𝐵(𝑥𝑖) ; ∀ 𝑥𝑖 ∈  𝕀𝑆  
𝐻𝑆(𝑥𝑖) = 0 ; ∀ 𝑥𝑖 ∈  𝕀𝐵 
5-28 
In the case of handling the information contents of the image as a whole, the features are 
extracted from the histogram of the entire image, and the expectation value of the 
histogram can be extracted as follows: 
𝐸(𝑥) = ∫ 𝑥.𝐻(𝑥) 𝑑𝑥
∞
−∞
 
𝐸(𝑥) = ∫ 𝑥. (𝐻𝐵(𝑥) + 𝐻𝑆(𝑥)) 𝑑𝑥
∞
−∞
 
𝐸(𝑥) = ∫ 𝑥.𝐻𝐵(𝑥) 𝑑𝑥 + ∫ 𝑥.𝐻𝑆(𝑥)
∞
−∞
 𝑑𝑥
∞
−∞
 
𝐸(𝑥) = 𝐸(𝑥 ∈ 𝕀𝐵) + 𝐸(𝑥 ∈ 𝕀𝑆) 
5-29 
Assuming that after extracting the salient object, the values of x ∈ 𝕀B are zero, then the 
expected value will be only for the object. This will dramatically improve the comparison 
process.  
 Distance Measures 
The distance measure between the query image histogram H𝑄(x) and the ith image in the 
database H𝑖
𝐷(x) is given by: 
𝐷 (𝐻𝑄(𝑥),𝐻𝑖
𝐷(𝑥)) = 𝐷 (𝐻𝐵
𝑄(𝑥), 𝐻𝐵
𝐷
𝑖
(𝑥)) + 𝐷 (𝐻𝑆
𝑄(𝑥),𝐻𝑆
𝐷
𝑖
(𝑥)) 5-30 
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By considering only the object in the identification and retrieval process, the background 
effect shall be considered to be zero, making the results very much more accurate than 
those obtained with inclusion of the background in the retrieval process. 
In the above discussion the image was considered to be crisp, which is not the actual case 
as we have ignored the common features between the objects and the background. These 
features are not only due to the incertitude of the borders, but also due to the nature of 
the colour and texture distribution between them both. Because of that, we need to 
consider fuzzy logic in defining the regions in the image as follows. 
Fuzzy-Distance Measure 
Due to the imprecise nature of the image, and since the comparison technique involves 
image segmentation, a fuzzy approach is suitable for use here. There are many reasons 
behind considering a fuzzy approach, of which some are: 
1- the uncertainty nature of the image, as discussed earlier; 
2- the borders between the object and the background are not well-defined;  
3- the homogeneity of the image which leads to difficulties in separating the objects 
information from the background information. 
We shall here define the image as the universal set ℐ, which contains three main parts, 
object 𝛼, background 𝛽, and the pixels that are common between the object and the 
background 𝛾. The definition of each membership function is given below: 
𝛼(𝑥): ℐ → [0,1] ∀𝑥 ∈  ℐ is the membership function which measures how the variable 𝑥 
is possessive to the object, 𝛽(𝑥): ℐ → [0,1] ∀𝑥 ∈  ℐ is the background membership 
function, and 𝛾(𝑥): ℐ → [0,1] ∀𝑥 ∈  ℐ is the common pixels membership function. Each 
membership function will produce a set that contains the corresponding elements and is 
a subset of the universal set ℐ i.e. we will have the sets 𝛼 ⊂ ℐ, 𝛽 ⊂ ℐ, and 𝛾 ⊂ ℐ. 
We shall define here the distance between the images 𝒟 as a fuzzy distance which is 
given below: 
𝒟(𝜈, 𝑢): 𝒫2 → 𝑅 5-31 
where 𝒫 is the power set of ℐ and ν, u ∈ 𝒫. 
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In order to consider the distance 𝒟(ν, u) as a metric it needs to satisfy the following 
criteria: 
1- reflexivity:  𝒟(ν, ν) = 0, ∀𝑣 ∈ 𝒫, 
2- separability: 𝒟(ν, u) = 0 ⇒  ν = u, ∀(ν, u) ∈ 𝒫2, 
3- symmetry: 𝒟(ν, υ) = 𝒟(u, ν), ∀(ν, u) ∈ 𝒫2, and 
4- triangular inequality 𝒟(ν, u) ≤ 𝒟(ν, ∂) + 𝒟(∂, u ), ∀(ν, u, ∂) ∈ 𝒫3. 
To make the comparison reasonable, we need to compare the features rather than the 
elements’ values, therefore we shall define the feature extractor 𝜓(. ):𝒫 → 𝑅𝑛, where 𝑛 
is the number of features extracted using the given feature extractor. 
The feature sets shall inherit the imprecision from the fuzzy sets that represent the regions 
given above. Therefore, applying the feature extractor on each set will produce a new 
fuzzy set which contains the features extracted from each region as given below: 
ℐ′ = 𝜓(ℐ) 
𝛼′ = 𝜓(𝛼) 
𝛽′ = 𝜓(𝛽) 
𝛾′ = 𝜓(𝛾) 
5-32 
Where ℐ′, α′, β′, and γ′ are fuzzy sets containing the features extracted respectively from 
ℐ,  α, β, and γ. 
In order to find the best match for the query image we shall use the three sets in the 
comparison process and find the minimum distance between these sets and the 
corresponding sets in the database images. If we consider the Minkowski distance as the 
metric measure, then the distance between two fuzzy sets is given by: 
𝒟(𝑝)(𝜈, 𝑢) = (∫ |𝑣(𝜏) − 𝑢(𝜏)|𝑝𝑑𝜏
𝑛
0
)
1/𝑝
 
𝒟(∞)(𝜈, 𝑢) = 𝑆𝑢𝑝𝜏|𝑣(𝜏) − 𝑢(𝜏)| 
5-33 
For discrete finite case, the above equation becomes: 
𝒟(𝑝)(𝜈, 𝑢) = (∑|𝑣(𝜏) − 𝑢(𝜏)|𝑝
𝑛
𝜏=1
)
1/𝑝
 5-34 
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𝒟(∞)(𝜈, 𝑢) = 𝑚𝑎𝑥
𝜏
|𝑣(𝜏) − 𝑢(𝜏)| 
In the above equation, one of the features may dominate others since the features might 
be in different ranges, thus it can be normalized to be as follows: 
𝒟(𝑝)(𝜈, 𝑢) = (∑
|𝑣(𝜏) − 𝑢(𝜏)|𝑝
|𝑣(𝜏) + 𝑢(𝜏)|𝑝
𝑛
𝜏=1
)
1/𝑝
 5-35 
In crisp case, the histogram is divided into two parts as shown in Figure 5-7, which is 
certainly not very accurate since the object contains some information from the 
background and vice versa, i.e. some of the object information shall be lost and included 
in the background, as illustrated in the following numerical example. 
Consider the small image shown in Figure 5-8, which represents a simple image with the 
object marked in red. In the same figure, (b) shows the histogram of the image and (c) 
shows the histogram of the region that contains the object. 
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(a) 
  
(b) (c) 
Figure 5-8: Example of simple image and its histogram, (a) image pixels’ values, (b) 
histogram for the entire image, (c) histogram of the region surrounding the object. 
0
5
10
15
20
25
30
35
0 10 20 30 40 50 60 70 80 90 100110120130140
Fr
eq
u
en
cy
Bins
0
2
4
6
8
10
12
14
16
0 10 20 30 40 50 60 70 80 90 100110120130140
Fr
eq
u
en
cy
Bins
174 
 
In the image given in Figure 5-8, it is clear that some pixels in the object have values 
similar to the background pixels and vice versa. Therefore, by cutting the histogram into 
two parts, one for the object and one for the background, the results will not be accurate 
as shown in Figure 5-9. 
  
(a) (b) 
Figure 5-9: Separating the histogram into (a) object histogram and (b) background histogram. 
In fact, the histograms corresponding to the object and background, which can be 
obtained by cutting the image itself, should be as follows: 
  
(a) (b) 
Figure 5-10: Actual histogram for (a) object and (b) background. 
From Figure 5-9 and Figure 5-10, it is clear that, although the histograms corresponding 
to object and background are similar to some extent they are not the same, and this can 
also be seen by comparing the statistical measures as given in Table 5-5. 
Table 5-5: Comparing the Histogram cut with the actual object cut. 
Case Entropy Mean Stdv. Skew 
Figure 5-9 
Hist. cut 
Object-1 0.328759039 2.6 5.590808784 2.21761407 
BG-1 0.138308224 5.466666667 11.39465205 1.728986056 
Figure 5-10 
Object cut 
Object-2 0.583693249 2.333333333 4.353433237 2.124782013 
BG-2 0.329328286 5.733333333 10.79329598 1.668257142 
Figure 5-11 visualize the difference in the measures in both cases mentioned above. 
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(a) (b) 
Figure 5-11: Comparing the measures of the histogram cut and object cut, (a) object, (b) 
background. 
Figure 5-12 shows the membership functions for both object and background.  
 
Figure 5-12: Object and background features membership functions. 
In the first case, with the histogram cut, we can use the 𝛼-cut to separate the object from 
the background, i.e.  
𝛼′ = ℐ′ 
𝑇  
𝛽′ = ℐ′ − 𝛼′ 
5-36 
where ℐ′ 
T  is the 𝛼-cut of the features set ℐ′ at threshold T. 
In the object cut, which is more accurate than the histogram cut, the features set can be 
extracted as follows: 
𝛼′ = ℱ(𝛼(𝑥). ℐ(𝑥)) 
𝛽′ = ℱ(𝛽(𝑥). ℐ(𝑥)) 
5-37 
In order to compare the contents of two different images, we shall use the features sets 
given in Eqn. 5-37. The similarity between two objects can be found by calculating the 
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minimum distance between the object feature sets in the query image, against other 
images in the database. 
Based on the discussion above, one can identify three possible ways of performing the 
retrieval process. The first one is by comparing the features extracted from the image as 
a whole; the second retrieval process uses the region of the identification process, and 
finally the use of the object only in the identification process. We shall refer to these 
three possible ways as: 
1-  Entire Image Identification (EII). 
2- Region-Based Image Identification (RBII).  
3- Object-Based Image Identification (OBII). 
In order to study the efficiency of the three aforementioned ways we shall carry out a 
comparison among them, first by calculating the dissimilarity between two images with 
same object but with different background and colour distribution and second, with 
images with different objects but with similar background. Table 5-6 shows the images 
that have been used in the comparison and the results obtained. 
Table 5-6: the distance between pair of image using EII, RBII, and OBII. 
Case Images (1) Images (2) EII RBII OBII 
1 
  
213 309 30 
2 
  
12 99 150 
Figure 5-13 shows the graph of the distances given in the above table. It is clear from 
this figure and Table 5-6 that in the first case, the two images are related to each other 
since both contain the same object, but the distance between them using EII is very large. 
This is because of the effect of the background of the object, thus, and based on the 
machine retrieving process, they will not be marked as similar. On the other hand, the 
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two images in the second case are different but the machine considered them as similar 
and the distance between them is small. By using RBII, the same results might be 
obtained but in the second case RBII considered the two images as being not very similar, 
as was the case with EII. 
 
Figure 5-13: Distance measures for the three possible cases, RBII, EII, and OBII 
When applying the OBII, the results were reasonable, since the images in case (1) are 
more similar than the images in case (2). This is clear from the distance between the 
images, and is because we have ignored the background and focused only on the objects 
in the images. 
 Evaluation of Image Retrieval Techniques 
To evaluate the results of the three ways of image retrieving, several evaluation measures 
can be used; one of them is the Precision and Recall Curves. These curves give good 
visual representation to the result obtained by extracting the values of precision and recall 
and drawing the relation between them. Figure 5-14 shows the precision-recall graphs, 
from which one can notice that the EII gave some irrelevant results due to the effect of 
the background, which dominate the features of the object itself. Similar results might be 
obtained from applying PRII but with less effect from the background. The best results 
are obtained by applying OBII in which only the object is compared. 
In order to make the evaluation more reasonable, we shall suggest a weighted efficiency 
evaluation measure (WEEM). In this method, the order of the retrieved images is 
considered in the evaluation process. In this evaluation measure, images retrieved first 
will have higher weight than the ones retrieved later. 
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(a) (b) 
Figure 5-14: Evaluation of the three retrieval ways, (a) Precision, (b) Recall.  
The efficiency evaluation measure (EEM) can be calculated by dividing the number of 
relevant retrieved images by the number of retrieved images, i.e. 
𝐸𝐸𝑀 =
𝑁𝑅𝑅
𝑁𝑇
 5-38 
where EEM is the efficiency evaluation measure, 𝑁𝑅𝑅 is the number of relative retrieved 
images, and 𝑁𝑇 is the number of retrieved images in the ideal case in which all the images 
retrieved are correct. By considering the order of the retrieved images, EEM is modified 
by adding weight to the number of retrieved images based on the retrieval order, i.e. 
𝑁𝑅𝑅 = ∑𝐾(𝑁 − 𝑖 + 1) 
𝑁
𝑖=1
 
𝐾 =  {
0           𝑓𝑜𝑟 𝑖𝑟𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑖𝑚𝑎𝑔𝑒𝑠
1          𝑓𝑜𝑟 𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑖𝑚𝑎𝑔𝑒𝑠    
 
𝑁𝑇 = ∑(𝑁 − 𝑖 + 1)
𝑁
𝑖=1
 
𝑊𝐸𝐸𝑀 =
∑ 𝐾(𝑁 − 𝑖 + 1) 𝑁𝑖=1
∑ (𝑁 − 𝑖 + 1)𝑁𝑖=1
 
5-39 
By applying the measure given above, the efficiency of the retrieval process is given in 
Figure 5-15. In this figure it is shown that OBII efficiency is far better than that of EII 
and RBII.  
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Figure 5-15: Retrieving evaluation using WEEM. 
 Object Identification Experimental Results 
The above system was tested against the new dataset which we constructed for this 
purpose and the obtained results were compared with those obtained using traditional 
techniques. The three cases, EII, RBII, and OBII, have been tested and compared.  
 Figure 5-16 shows the graphs of the precision, recall, and the WEEM measures. From 
the graphs, it is clear that the presence of the background affects the results drastically, 
thus the less background in the image, the better the retrieval efficiency is.  
Instead of retrieving images similar to the query image from the database, one could 
identify the object itself and tag it, and then we only need to search from images with a 
similar tag. For this reason, we have created a new database which contains images that 
were tagged by humans. These images were used as ground truth data to evaluate the 
efficiency of our algorithm. 
The image content tagging was applied on the constructed dataset: different objects have 
been defined and stored in a database. The algorithm receives an image from the user, 
extracts the salient objects from it, and then it tags the salient objects. Table 5-7 shows 
the results obtained from applying the aforementioned algorithm on a set of images 
containing 200 images with different objects. The low ratio of the correct tagging for the 
human is because the features of the human are changed due to different factors such as 
the clothes, while the similarity between the stop sign and the red flowers has reduced 
the accuracy a little. 
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(a) (b) 
  
(c) (d) 
Figure 5-16: Evaluation and comparison among EII, RBII, and OBI, (a) precision, (b) recall, 
(c) WEEM, (d) average measures. 
 
Table 5-7: The results of tagging the contents of the image. 
Object Cow Human 
Red 
Flower 
Yellow 
Flower 
Traffic 
Sign 
Brown 
Horse 
Average 
% Correct 95 87 90 93 90 89 90.67 
Table 5-8 shows a sample of the results obtained from applying the saliency-based image 
auto tagging. It is clear from the results that the background has been removed and only 
the salient objects have been extracted and tagged. The background will be identified in 
the background identification phase. In case (1), the white cow has been identified as 
human for many reasons; first, the object is very small and it contains part of the 
background, and second, ‘white cow’ is not defined in the object database, so the closest 
object to its features was ‘human’. 
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Table 5-8: Sample of the results obtained from applying the auto-tagging algorithm. 
Case Image Salient objects / tag 
1 
 
  
human Cow 
2 
 
  
Yellow Rose Yellow Rose 
3 
 
   
 
Human Human Human Ball 
 Background Identification 
Background identification is important and its importance is not very much less than that 
of object identification. For humans, if they want to describe a scene, the background is 
part of the description, such as a bird in the sky or a bird in a field, etc. The most important 
feature of background is its regularity. Usually backgrounds are of regular and repeated 
context: clouds, grass, brick walls, sands, etc. are examples of possible backgrounds. The 
regular and repetitious nature of the backgrounds are good reasons, in addition to others 
to be discussed soon, that make texture identification a perfect descriptor for background.  
Texture analysis was discussed in Section 5.3. In this Section, we shall discuss how to 
utilize texture analysis in background identification. In addition, we shall introduce an 
algorithm into the identification process using Artificial Neural Networks (ANNs) and 
GLCM. The main advantage of using ANNs is that they can be trained on one set of 
inputs and thereafter can be used to identify other inputs.  
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Supervised learning can be used in the training process since both input and output for 
the dataset are available. The main limitation of ANNs is the need to retrain them with 
every new input, i.e. they need to forget all that they learned and start learning again from 
zero. This limits the application of ANNs from identifying images of different natures. 
Thus, ANNs were not adopted in objects identification since with every new object they 
need to be retrained.  
5.8.1 Artificial Neural Network Based Background Identification 
ANNs have been adopted in many image processing applications and in pattern 
recognition due to their ability to be trained. Appendix B contains the necessary theory 
and background of the Neural Network.  
Different ANNs have been used in the field of image processing and identification. The 
following is a survey of the state-of-the-art research in the field of image processing and 
neural networks. Self-Organising Maps ANN was used by Laaksonen et al. (2001); they 
have used it in implementing the relevance feedback phase of their retrieval algorithm 
[202]. Hybrid Neural Networks were used in image classification which is used in the 
image retrieval process by Tsai et al. in 2003 [203]. Relevance feedback has been widely 
used in Neural Network-based image retrieval systems as in ref. [202], [204], [205], [206] 
and [207]. Many systems have utilized Radial Basis Function Network to improve the 
performance of Neural Networks in retrieving images [208], [207].  Lee & Yoo, (2001) 
introduced a Neural Network-Based CBIR system and a Human Computer Interaction 
approach to CBIR using the Radial Basis Function (RBF) network [208]. Nematipour et 
al. in 2011, proposed what they called Enhanced Radial Basis Function Network and 
Relevance Feedback to design an effective image retrieval mechanism in CBIR [207].  
Liu and Mio proposed in 2007 an algorithm that uses spectral histogram features to 
describe the spatial relationship among pixels as input to their neural network to organize 
images for CBIR [209]. A Neuro-Fuzzy approach was used with the 2-D wavelet 
Transform by Balamurugan and Anandhakumar in 2009 as a tool for clustering the 
images in CBIR techniques [210]. Cubic – Splines Neural Networks have been used to 
reduce the gap between high level concepts and low level visual features that are used in 
image retrieval [211] [212]. The application of multilayer neural networks was suggested 
by Rao et al.  in 2010 for automatic image retrieval [213].  
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From studying the published researches about the use of ANNs in image contents 
identification, one can note that most of the proposed algorithms were utilizing neural 
networks in identifying images that belong to similar domains. In other words, the ANN 
is useful in applications with images datasets that belong to the same domain such as 
medical, MRI, etc. Applications such as cloud identification and classification [214] 
[215], MRI [216] [217], tumour identification [218] [219] [220], rock identification 
[221], fabric defects identification [222], and other applications are examples of the use 
of ANN in image contents identification. In all the applications listed above, one may 
notice that the images dataset have relevance to each other i.e. they are from same 
domain.  
Using neural networks in image identification is not always feasible in all applications, 
several constraints should be considered when using them. First, it is not practical to use 
the entire image as an input to the ANN; in such cases, the number of inputs would be 
huge since the number of input nodes is equal to the number of pixels in the image. The 
second constraint is that they are not practical for identifying different images with no 
common features among them, although they are very useful in identifying images with 
common features, such as in tumour identification, pattern recognition, and face 
recognition since most of the images are with the same nature and having common 
features. Thus, Neural Networks are more suitable for matching than identification, e.g. 
searching for matched faces with different poses from the query face.  
Based on the above discussion, we shall use neural network in identifying the background 
since there are a limited number of backgrounds such as sky, cloudy sky, bricks wall, 
etc. The neural network will be trained to identify the backgrounds and return the class 
to which a background belongs. 
By studying the nature of backgrounds, it was noticed that the texture feature could work 
perfectly with them since most backgrounds are textured, such as grass or cloudy sky. 
The neural network will be trained using different texture samples and then it can be used 
for background identification tasks.  
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5.8.2 Background Identification Features 
Several features, such as, texture and colour, can be used in background identification. 
Colour alone cannot be used, since different backgrounds may produce similar 
histograms, and texture alone will not give enough description to identify the 
background, therefore both colour and texture features shall be used in this process.  
Colour features are widely used to describe the contents and the nature of images; the 
most well-known representation for colour features is the histogram which was discussed 
earlier. Since, different images may have similar histograms, such as, the sky and the sea, 
or tree leaves and grass, thus, texture can be used to solve such problems. When referring 
to the description of the image’s texture, one usually adopts texture’s statistical feature 
and structural feature, as well as the features based on frequency domain (spectral) [38], 
[65].  Although texture is not well-defined like the colour feature, it gives a good 
description for the contents in the image like cloud, trees, bricks, and fabric.  
Texture features can be obtained using the Gabor filter, wavelet transform, and local 
statistics measures.  Our main interest is in the statistical approach which includes many 
techniques, the most well-known ones are Moments of Intensity and Cooccurrence 
Matrix. The calculation of the moments of intensity is similar to colour histogram 
moments calculations. For colour histograms, the colour distribution is used while here, 
the intensity histogram is used.  
GLCMs , which were discussed in Sec 5.3, are used to describe the texture since they 
measure the relation between adjacent pixels displaced by a certain distance. Due to the 
symmetric nature of GLCMs it was noticed that the opposite angular displacements such 
as 0° and 180°  will produce transposed GLCMs, or more general 𝐺(𝑥, 𝑦, 𝛿, 𝜃) =
𝐺𝑇(𝑥, 𝑦, 𝛿, 𝜃 + 180°). Thus it is not feasible to calculate the GLCMs for all possible 
angles. Thus, angles such as 0°, 45°, 90°, 135° are sufficient to describe the texture. 
From the above discussion one can determine that for each texture image there are 
GLCM prints corresponding to that image. The shape and size of the GLCMs are varied 
with the variation of the texture brightness, coarseness, regularities and other features. In 
this work, we shall adopt two properties of the texture, coarseness and regularity, and the 
rest of the properties can be concluded from these properties. 
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Coarseness of texture 
It was noticed that the shape of the GLCMs is dependent upon the coarseness of the 
texture; this is because in the case of fine texture, the GLCMs extraction process will 
produce GLCMs with a clear spot. For instance, assume that we are calculating 
𝐺(𝑥, 𝑦, 𝛿𝑥, 0) which means only the horizontal relationship between the adjacent pixels 
shall be considered. For coarse texture, if the width of the textures is 𝑤, then if 𝛿𝑥 is less 
than 𝑤, the value of 𝑔 at some grey level 𝑎 with respect to itself will be higher, i.e. g(𝑎, 𝑎) 
will be higher than it is in the case of fine texture, in which the ratio of 
𝛿𝑥
𝑤
 is higher than 
that for coarse texture. In other words, the number of pixels at which 𝐼(𝑥, 𝑦) =
 𝐼(𝑥 + 𝛿𝑥, 𝑦 + 𝛿𝑦) is higher in coarse texture than in fine texture. Thus, the width of the 
GLCMs shall be considered as a measure of the coarseness of the texture.  
Table 5-9 shows examples of fine and coarse texture. From this table it is clear that the 
GLCM is concentrated in one region (spot) for fine texture, while its size is larger, and 
there are some values corresponding to the same grey values, for coarse texture. 
The location of the spot in the 2D GLCM or the centre in 1D GLCM has been affected 
by the brightness of the image, which may affect the result slightly. This problem can be 
overcome by shifting the centre to a fixed location. 
Table 5-9: The effect of coarseness on GLCM. 
 Texture 2D GLCM 1D GLCM 
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By testing the most commonly used measures given above, it was noticed that only few 
measures change in direct relation to the coarseness of the texture.   
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From Figure 5-17, it is clear that the contrast (𝒞), entropy (ℰ), 1D standard deviation 
(𝜎1𝐷), and the range (𝜌) are increased with the increase of the coarseness, while other 
measures change in an irregular way with the change of the coarseness. Therefore, we 
shall adopt the above four measures in identifying the coarseness of the texture. 
  
(a) (b) 
Figure 5-17: the variation of the statistical measures with respect to coarseness (a) Measures 
that change directly with coarseness, (b) measures that do not change directly with 
coarseness. 
Regularity and Irregularity of texture 
Regularity is another important property of texture that can affect the shape of the 
GLCM. Regularity measures the repetition of the texture in the image, e.g. grass is a 
regular texture, since the same texture is repeated continuously, whilst cloudy sky is 
irregular. The irregularity effect on the GLCMs is characterized by having more than one 
spot in the GLCM, one spot for each part, e.g. in the case of cloudy sky there are two 
spots; one for the blue part and one for the clouds. Thus, the GLCM shall be divided into 
more than one part i.e. G = G1 + G2 + ⋯ Gm. Where 𝐺𝑖 for 𝑖 = 1,2, . . 𝑚 are the GLCM 
corresponding to different parts of the texture, and each one will produce its own spot 
since they are calculated for a specific range of grey levels. Figure 5-18 shows the effect 
of irregularity on GLCMs; from the figure, it is obvious that there are two major peaks 
for the 1D GLCMs, one for the clouds and one for the blue background; and two spots 
in the 2D GLCM for the same reason. 
0
0.2
0.4
0.6
0.8
1
1.2
1 2 3 4 5 6 7
R
el
at
iv
e 
va
lu
e
Coarseness
Contrast
1D Stdv
Entropy
Range2
0
0.2
0.4
0.6
0.8
1
1.2
1 2 3 4 5 6 7
R
el
at
iv
e 
va
lu
e
Coarseness
1D mean
2D Mean
ASM
2D Stdv
correlation
IDM
187 
 
    
(a) (b) (c) (d) 
Figure 5-18: The effect of irregularity on the GLCM, (a) original image, (b) 1D GLCM 16 
grey levels, (c) 2D GLCM 16 grey levels, (d) 1D GLCM 256 grey levels. 
To measure the texture features we shall use different measures that can be extracted 
from 1D GLCMs, such as the mean 𝜇, standard deviation 𝜎, range 𝜌, number of peaks 
(tops) 𝜏, and average of the tops ∝. Each one of the measures is affected by the properties 
of the texture, e.g. the coarseness affects the range, and the regularity increases the 
number of peaks. As shown in Figure 5-19, only the range and the number of tops change 
with the increase in the irregularity of the texture, while all other measures change 
randomly and in irregular ways. 
  
(a) (b) 
Figure 5-19: The variation of the statistical measures with respect to regularity (a) measures 
that change directly with regularity, (b) measures that do not change directly with regularity. 
To test the GLCM as a measure of texture similarity, different numbers of grey levels 
such as 8, 16, 32 and 256 have been used, from which GLCM with sizes of 8 × 8,16 ×
16, 32 × 32 and 256 × 256 have been obtained. There should be some kind of 
optimization between the information in the image and the size of the GLCM. Selecting 
256 grey levels will result in having a very large GLCM (256 ×  256), which will give 
a vector of size of (65536). This means a neural network with more than six thousand 
input neurons if we want to use this vector as an input to an ANN. Selecting a lower 
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number of grey levels may degrade the information in the image, but it will reduce the 
number of inputs to the ANN. 
The use of 16 grey levels gave good results since the degradation in the texture is small 
and the produced GLCMs give sufficient description, as shown in Figure 5-20, which 
shows a comparison between 256 and 16 grey levels GLCMs.  
   
(a) (b) (c) 
  
(d) (e) 
  
(f) (g) 
  
(h) (i) 
Figure 5-20: GLCM, (a) original image, (b) 16 grey level GLCM, (c) 256 grey level GLCM, 
(d) 16 grey level 2-D GLCM histogram, (e) 256 grey level 2-D GLCM histogram, (f) 16 grey 
level 3-D GLCM contour, (g) 16 grey level 3-D GLCM contour, (h) 16 grey level 2-D GLCM 
histogram, (i) 256 grey level 2-D GLCM histogram. 
5.8.3 Neural-Fuzzy-Based Background Identification 
From the above discussion, one may notice that there is a major limitation with neural 
networks, which is their need to be retrained with every new image type, so they fail to 
be useful for general image recognition. However, they work perfectly with images of 
the same nature or which are related to the same domain such as medical, x-ray, MRI, 
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fingerprints, etc. The reason that they work well with such kinds of images is that they 
are usually used to identify abnormal cases in a set of similar images such as identifying 
the tumour in case of medical images. For example, a set of brain images maybe fed to 
the network and the network may then be requested to identify any abnormal cases.  This 
process is not suitable in the case of identifying the contents of different images with 
different natures. In the case of images with a different nature, one needs to train the 
neural network to identify some images, but if a new image needs to be identified then 
the new image must be added to the training images set and the network has to be 
retrained from the beginning.  
In order to overcome the abovementioned problem and to design an algorithm inspired 
by the human perception system, we shall consider using a bank of neural networks in 
addition to a Fuzzy interfacing system. The neural network will be used to identify the 
features of the images and not the images themselves. The proposed algorithm has been 
built upon the following assumptions,  
1- No frequent retraining for the NN should need to be performed, 
2- Identifying texture coarseness and regularity in addition to colour using NN,  
3- Using Fuzzy intelligence to combine the results obtained from the NN to decide 
the texture type.  
The role of the ANN in the proposed algorithm is to identify the background properties 
such as coarseness, regularity, and colour.  We shall use a bank of ANNs consisting of 
three ANNs; the first one is to identify the coarseness, the second is to identify the 
regularity and the last one is dedicated to identifying the colour. The inputs to the first 
two ANNs are the measures of the reduced 1D GLCMs. The idea of using the reduced 
GLCMs and not the original one is to reduce the complexity of calculating the measures 
of the input vectors.  The reduction in GLCM will not affect the result significantly since 
the GLCMs will maintain the correspondence with the texture.  
The input to the third NN is the colour components of the texture image. The Hue 
Saturation and Value (HSV) colour system is used in identifying the colour since it is 
analogous to HVS and Munsell Well. It is possible to obtain most of the Fuzzy Standard 
Colour (FSC) using HSV. In FSC, we aim at finding a way to describe the colour in a 
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way similar to a human’s description, which means, to give a possessive value for the 
colour, which might be represented by a Fuzzy membership function. For example, we 
may describe the colour as Reddish Brown, which means the brown membership value 
is higher than that for red, but there is still a value for red.  
Figure 5-21 shows the block diagram of the proposed algorithm. ANN1 is used to identify 
the coarseness, ANN2 is used to identify the regularity, and ANN3 is used to identify the 
colours. 
The FIS consists of the linguistic database which contains linguistic variables such as 
Colour= {Green, Brown, Blue, etc.}, Coarseness= {very fine, fine, course, very Coarse}, 
Regularity= {very regular, regular, irregular, very regular} and finally texture = {field 
grass, beach sand, desert, sky, cloudy sky, etc.}. In additional to the linguistic database, 
a rule base should be defined as well. Rules such as “IF the coarseness IS smooth and 
the Regularity IS very regular and The Colour IS light brown THEN the texture IS 
Desert Sand” can be used to identify the texture. 
The above algorithm has been applied on different sets of backgrounds with different 
textures. The standard colours that were used to train the neural network were obtained 
from different users feedbacks with different backgrounds. The standard colours set 
contained colours like red, brown, green, blue, yellow, white, black, orange, and grey. 
 
Figure 5-21: The proposed algorithm block diagram. 
The colour experimental results are shown in Figure 5-22, in which different colours 
have been labelled based on the Hue value with a constant saturation and value. 
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Figure 5-22: FSC vs. Hue, Saturation=0.5 and Value = 0.5. 
Some other FSC can be obtained by changing the values of the saturation and value. The 
names of the FSC along with the HSV values are used to train the neural network ANN3, 
and then this is used to identify other colours. ANN3 has a number of outputs equal to 
the number of FSC used. Thus the output corresponding to a specific colour is considered 
as the membership value for that colour, e.g. if the output of the red colour is 0.7 and that 
of the brown is 0.3, that means the colour is brownish red.  
In the same way, the output of ANN1 will give how coarse the texture is, e.g. if the output 
is 0.9 this means very coarse; 0.7 means coarse, and 0.2 means fine. In addition, ANN2 
gives how regular the texture is. The output of the neural networks then is used to define 
the type of the texture in FIS.  
To test the output of the ANNs, consider Table 5-10, in which different images have been 
tested. The coarseness ranges from (−1) smooth to (1) coarse. Any value between these 
two values is a measure of how coarse the image is. Similarly, the irregularity ranges 
from (−1) regular to (1) irregular. 
Table 5-10: Sample examples on the ANNs outputs. 
Image 
      
Av. Col. 
      
ANN o/p 0.98 Brown 0.99 Brown 0.95 Brown 0.93 Green 0.75 Green 0.87 Blue 
Coarseness -0.12 -0.85 0.71 0.20 0.039 -0.06 
Irregularity 0.21 -0.89 0.31 -0.20 0.82 0.67 
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 Background Identification Experimental Results 
The Neuro-Fuzzy system was used in this phase to identify the background, the ANNs 
details are given in Table 5-11. The table gives information such as the number of 
neurons and time elapsed training each ANN. 
Table 5-11: Neural Networks details. 
NN 
Number of Neurons in 
Training 
Images 
Epochs 
Elapsed 
Time 
(sec) 
Min 
Error input hidden output 
NN1 5 5 1 20 1300 0.2 0.099 
NN2 5 5 1 20 25000 2.3 0.099 
NN3 3 3 10 20 11300 2.5 0.099 
Table 5-12 shows an example of the results obtained from applying the proposed 
algorithm: 
Table 5-12: measures obtained from applying the proposed algorithm. 
# Image 𝝁 𝝈 𝝆 𝝉 ∝ Colour 
1 
 
104 23 151 1 1 
0.6 Green 
0.1 Brown 
2 
 
137 56 187 3 0.64 
0.9 Blue 
0.002 Green 
From Table 5-12 one can notice that in case 1, 𝝈 is smaller than that in case 2, which 
means that the first texture has higher coarseness than the second one. The value of 𝝆 in 
(1) is higher than that in (2) for the same reason. The number of peaks in (1) is 1 while 
in (2) is 3 which means that the first image is regular and the second one has less 
regularity. 
By using the trained neural networks and the FIS, the results  shown in Table 5-13 have 
been obtained. 
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Table 5-13: Results obtained from applying the proposed algorithm 
# Image Coarseness Regularity Colour 
1 
 
0.87 Coarse 0.78 Regular 
0.6 Green 
0.1 Brown 
2 
 
0.73 Fine 0.68 Irregular 
0.9 Blue 
0.002 Green 
Based on the results in the above table,  the description of the image in (1) will be a 
medium coarseness, green grass, and the image in (2) is day, blue, partially cloudy sky. 
The algorithm was tested using 250 different background images and the results are 
shown in Table 5-14. 
Table 5-14: The percentage of correct results. 
Colour Regularity Coarseness Class 
88% 84% 91% 85% 
It is noticed from the obtained results that the algorithm worked perfectly on backgrounds 
with textures such as grass, sand, trees leaves, sea, clouds, stones, and many others. The 
percentages of wrongly classified backgrounds were in fine clouds and in bricks. In the 
first case the fine clouds were similar to sea and in the case of bricks, the texture of the 
brick itself was considered and not the texture of the wall.  
Another important merit of the proposed algorithm is that, due to the use of Fuzzy 
intelligence, it is possible to have more than one class for the same image, for example 
the image shown in Table 5-15. 
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Table 5-15: A texture may belong to more than one class. 
Image Colour Coarseness Regularity Class 
 
0.99996 Brown 0.12 0.9 Sand 
 
0.99 Brown 0.98150 0.76 Gravel 
 
0.9933 Brown 0.44 0.78 
0.4 Coarse Sand  
0.6 Fine Gravel 
 Conclusions 
In this chapter, we have studied the main two features that are used as image similarity 
measures, which are the colour and texture features.  These features were used to support 
our efforts in identifying the image contents based on the salient regions or the object 
they contain. A saliency based image contents identification algorithm was developed 
which used the principle of region and object saliency to identify the contents of an 
image. The developed method was compared with traditional techniques and it was 
shown that the obtained results are more reasonable than those obtained from traditional 
techniques. 
A Neuro-Fuzzy Background Identification Algorithm has been developed as well. By 
studying the nature of the backgrounds, it was found that the texture and the colour 
feature could be used efficiently to recognize the background. Many features, and how 
they are affected by the coarseness and regularity of the background, have been studied.  
The proposed system has overcome the neural nets retraining problem by including a 
fuzzy interfacing system. 
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Chapter 6 
Discussion and Conclusions 
Chapter 6. Discussion and Conclusions  
 Introduction 
This Chapter presents the general conclusions and discussions based on the obtained 
results. It also summarizes and reviews the contents of each Chapter in the dissertation. 
As the results have been discussed in detail separately in the concerned Chapters, the 
discussion here shall be more general.  In addition, the general conclusions about the 
findings shall be derived in the second part of the Chapter. Finally, just as we presented 
the intended contributions in Chapter 1, the achieved contributions shall be discussed in 
detail here.  
 General Review 
In this section, a general review of the main topics discussed in the thesis shall be 
introduced. The thesis consists of six chapters and covered the theoretical and empirical 
parts of the work. In Chapter 1, a general introduction was presented and different 
problems with the available machine vision techniques were addressed. The main 
problem, the one which is the main concern of this thesis was identified. The motivations 
for this research have been discussed as well, in additional to the feasibility of some 
techniques such as computational intelligence. The intended solutions for the main 
problem were introduced in terms of intended contributions to the field of research. 
In Chapter 2, the main concern was to present the necessary theoretical background and 
review important techniques useful in deriving the proposed algorithms and theory. 
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Image processing, feature extraction, segmentation and clustering were presented in this 
chapter since they are utilized in different stages of the proposed algorithms 
development.  
In addition, computational intelligence techniques such as adaptive learning and fuzzy 
logic were discussed since they are important in developing an image identification 
system which is inspired by the human vision system. 
By studying the human vision system and the machine vision system, the main strengths 
of the human vision system have been identified. The utilization of these strengths in 
improving machine vision systems has been discussed. Human attention phases were 
discussed since they have been selected to be used in the improvement process. 
In Chapter 3, the data collection and analysis was presented, different datasets both for 
saliency identification and for image retrieving were presented and discussed in details. 
Some necessary algorithms for extracting ground truth data were presented as well and 
the obtained results were analysed. 
The main contributions of the dissertation were presented in Chapters 4, and 5. In Chapter 
4, saliency extraction techniques, as a representation of human attention, were analysed 
and discussed. By analysing the existing algorithms, most of their drawbacks and 
weaknesses were identified and therefore we were able to design a novel saliency 
extraction technique that utilises the principles of human attention. In the proposed 
technique, we have introduced irregularity as a new approach for saliency identification. 
Irregularity approach was built based on the fact that usually human vision is attracted 
by irregular regions, such as a ball in a playing field. Based on this definition, we have 
developed new saliency extraction algorithms, which utilize both local and global 
features of the regions to mark them as salient or non-salient. The necessary theory, 
measures and mathematical formation for the new approach were derived and new 
algorithms developed. The proposed algorithms were tested against most of the existing 
saliency extraction algorithms using various datasets and it was found that our saliency 
extraction algorithms give very satisfactory results as compared to existing methods and 
the ground truth data. 
Other techniques such as thresholding and filtering were needed in the proposed saliency 
extraction algorithms. Thresholding was studied thoroughly and a thresholding technique 
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proposed. The proposed technique uses the principles of bimodality of histogram to 
isolate the regions from each other and fuzzy logic to resolve the issue of incertitude of 
the image.  
In order to form salient regions from the salient points, we had to use clustering 
algorithms. Most of the existing clustering algorithms have been studied and summarised 
and a blob-based clustering algorithm developed. The developed clustering algorithm is 
suitable for clustering gaze points and salient points since it assumes the point to be a 
small region surrounding the point. This was also derived based on the nature of the 
human vision system, that is, the human does not look at a particular point but he looks 
at the surrounding small region instead. Based on this fact, blobs principles and region 
merging techniques have been utilized in the developed clustering technique. The 
algorithm is iterative and the blobs grow with iteration: every overlapped blobs are 
merged together to form a new larger blob.  
Finally, in this chapter, we have studied most of the existing saliency evaluation 
techniques, and suitable evaluation techniques have been developed which are useful 
with applications such as our application in this work. The evaluation technique 
considers the nature of the result needed to be compared with the ground truth data. Some 
techniques have considered the point distribution in the image and some others have 
considered the region instead of points. The pros and cons for each method have been 
studied and discussed.  
Image contents identification was the focus of Chapter 5, where most of the image 
identification techniques and similarity measures approaches have been analysed to 
develop an algorithms that can overcome the existing methods’ limitations. In this 
system, only the salient objects are identified and used in image contents description. 
Since the image by its nature is not crisp and contains some incertitude, both 
geometrically and spatially, then fuzzy logic has been considered in most of the 
comparison methods in this investigation. In object identification, we have considered 
fuzzy membership functions principles to form sets of features for the object and the 
background. In addition, background identification has been discussed as well and a 
neuro-fuzzy background identification system was proposed. The proposed system uses 
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the image description which can be extracted from the colour and texture features to 
describe the background and hence to identify it. 
Again, and in order to benchmark the proposed algorithm with other existing algorithms, 
most of the available retrieving evaluation methods were studied. The merits and 
demerits of each method were analysed and discussed. An algorithm for retrieval 
evaluation has been developed. This algorithm gives importance (rank) to the image 
based on the retrieval sequence, i.e. the image retrieved first will be ranked higher than 
the next image, and so on. 
 Academic Contributions 
In the following, we shall discuss the main contributions that the thesis has achieved: 
1- Saliency definition and extraction: Human attention has been reviewed and 
studied in order to utilize it in improving image contents identification. Human 
attention has been simulated in salient point extraction, which was used to 
highlight the important objects in the images. In this context, a new approach for 
saliency extraction has been suggested based on the irregularity of the regions 
with respect to the image. A region is considered as salient region when it is 
irregular in comparison to other regions. In addition, we have suggested a new 
measure, dependent upon the statistical measure, and the necessary theoretical 
derivations have been derived and proved. 
2- Gaze and salient points clustering: Clustering is another important challenge we 
need to handle as it is used to convert the salient points into salient regions. The 
proposed technique utilises the principle of image formation in human eyes and 
the blobs technique. The developed algorithm is fully automatic, which means it 
does not need any parameters to be specified, such as number of clusters or 
threshold value, as is required by other clustering techniques. Instead, we have 
defined a stopping criterion which can be used to terminate the clustering 
iterations.  
3- Automatic thresholding: Thresholding is an important factor in most of the image 
processing algorithms; therefore, it was a crucial issue to develop an automatic 
thresholding technique that can be used in different image processing algorithms. 
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A thresholding technique, which utilizes the fuzziness nature of the image and 
the bimodality of the histogram, was developed. The necessary theory of the 
proposed algorithm was derived, discussed and compared with other existing 
techniques. The basic idea of the proposed technique is to represent the histogram 
with two membership functions and divide the image into four regions rather than 
two. This approach has been applied to identify the salient and non-salient regions 
in the saliency map.  
4- Image Identification: In this work, we have introduced a competitive image 
contents identification algorithm that identifies the objects in the image as well 
as the background. Therefore, two identification algorithms have been developed, 
objects identification and background identification. The objects identification 
algorithm has been developed to identify the salient objects only and a Saliency 
Based Image Retrieval (SBIR) technique has been developed. The algorithm has 
used common features such as colour and texture to describe the salient object in 
an image. In addition, an image background identification algorithm has been 
developed which utilises the computational intelligence and colour-texture 
features in identifying the contents of an image. The problem of neural network 
retraining has been considered and solved by using a new neural-fuzzy structure.  
5- Evaluation: In order to evaluate the proposed algorithms, we have studied the 
available evaluation techniques, and in some cases, we had to develop evaluation 
algorithms suitable for the application at hand. Two evaluation techniques have 
been developed; the first one is for evaluating the saliency extraction results by 
comparing them with the available algorithms and with the ground truth data. 
Image retrieval evaluation is the second developed evaluation technique. It was 
noticed that most of the available evaluation methods do not consider the order 
of the retrieved data, and usually they find a percentage of correctly retrieved 
images to images in the database. In fact, the order of the retrieved images is 
important, thus we have given a weight to every retrieved image based on its 
order in the retrieval process e.g. the first image will get the highest weight then 
the next one will get the next highest, and so on. 
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 Conclusions 
This work aimed to design an Image retrieval system that is inspired by the human visual 
system to improve overall performance and to reduce the gap between the human and 
machine visual systems. It is well accepted that the human visual system evolved over 
millions of years to be perfect for scene interpreting and recognition. Therefore, using 
features from this vision system and applying them in a machine vision system shall 
drastically improve the results. 
In this work, we have investigated and reviewed most of the state-of-the-art techniques 
in different fields such as human attention, saliency extraction, CBIR, and image 
identification. The main concern of this work was to add some semantic capabilities to 
the machine vision techniques and to design an image retrieving system inspired by the 
human vision system, therefore the human vision system was studied and some of its 
functionalities simulated and implemented. In addition, algorithms’ automation was one 
of the concerns of this work as it was aimed to design fully automatic algorithms that do 
not need any human intervention or parameter settings; therefore, many algorithms have 
been developed to achieve this automation. 
The proposed algorithms were supported with the necessary theoretical concepts and 
mathematical modelling and proofs. In addition, they were applied on standard datasets 
and compared with other existing algorithms both qualitatively and quantitatively. The 
benchmarking and comparisons showed the feasibility of the proposed algorithms as 
discussed thoroughly in each chapter. In some cases, there was a need to adopt datasets 
other than the standard datasets, as they were too simple and did not give any impression 
about the efficiency of the algorithms. In such cases, we constructed new datasets and 
tested the existing algorithms against our dataset, as discussed in the image identification 
datasets. 
The importance of this work lies in developing a system than can label the objects in an 
image and describe the image based on these labels in additional to the background 
description. Furthermore, with this system, it is possible to search for an object in the 
images that are stored in a database even if they contain more than one object; this feature 
was not available in most of the visual search techniques without human intervention.  
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Identifying and labelling the salient objects only is another improvement that have 
speeded up the search process. In most of the existing SBIR systems, the authors use the 
saliency as another feature that can be used in matching the query image with other 
similar images, with different pose, for example. This way is useful in performing 
matching process rather than identification process and it is widely applicable in 
specialised applications such as fingerprints matching and satellite and urban imageries 
matching. In our approach, the saliency has been used to extract the important object in 
an image as a whole and isolate it from the background and then identify and label it. 
The knowledge database or the dictionary, which contains the features and labels 
corresponding to the objects, was needed to label the salient objects after extracting their 
features. This will convert the search process form features distance measure process into 
text search process. This conversion shall improve the search speed as it does not need 
any distance calculation with the features of the images in the image database, which is 
faster than traditional features comparison search. The knowledge database is very much 
smaller in size than the images database which is unlimited as the number increases with 
every new image. Hence, the search time complexity of the proposed algorithm is less 
than that for the traditional search algorithms as they both follow linear time complexity 
but the number of search process needed in the proposed algorithm is very much less 
than those required in the traditional search algorithms.  
In the case of background identification, the time complexity of the identification is 
constant as no search process is needed and background is identified directly by the 
system. However, the neural network training consumes time  for training, but the 
training process is needed only once. 
The saliency extraction algorithm showed competitive results in segmenting the image 
in a more reasonable way in contrast to traditional segmentation approaches which 
segment the image into small pieces. For example, in a colour-based traditional 
segmentation algorithm, the car might be divided into small parts as it contains different 
colours, while in our saliency extraction algorithm, we shall utilise the structure, the 
intensity, and location of the objects to form single object which can be identified as a 
whole. Although, extracting the salient objects may add extra calculation burden to the 
process, but it is performed only once for each new image. Given that after the auto-
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labelling shall be performed only on the knowledge database and no need to search for 
the entire image database. 
Another significant achievement in this work was that all the algorithms are fully 
automatic and does not need any manual parameters specification as in most of the 
existing techniques. For example, in most of the existing algorithms which are suitable 
for gaze points clustering, some parameters are needed to be specifies such as number of 
cluster or threshold values. In our approach, the clustering was fully automatic and did 
not need any parameters to be specified by the user. 
 Limitation and Further Possible Improvement 
This work opens new horizons for research in this field and is useful for researchers 
interested in presenting research that considers more than the classic image processing 
techniques. Various improvements and applications can be suggested in this field.  
The main limitation of the proposed saliency algorithm was it did not give high accuracy 
in the cases when the image contains large regular object and a small irregular 
background, this was solved previously in the existing approaches by considering the 
location of the object. They have considered that the salient object should be in the centre, 
which we have proved that it is not a reliable approach as some salient objects might be 
anywhere in the image. 
As it was discussed in different occasions, we need to use two databases in the search 
process, one for the objects, which we have referred to as object database (or dictionary), 
and one for the images which was referred to as image database. Although it was shown 
that the number of search process in our approach is less than that is needed for traditional 
approaches, but still, there is a possibility to improve the algorithm by using different 
search algorithms such as tree or binary search instead of the sequential search that we 
have adopted. Another improvement relating to the image database is possible. As the 
database might become very large, since the database grows with every new entry. Then 
big data principles can be applicable to improve the efficiency of the image retrieval 
process.  
As we have suggested, computation intelligence may be used in extracting the regions of 
interest from the salient points that were obtained from applying the saliency extraction 
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algorithm. The main limitation of this approach was that the neural networks need to be 
trained for each new image, so considering other artificial intelligence approaches can 
improve the performance.  Techniques such as the support vector machine (SVM) and 
Swarm-based neural networks could be utilised for this purpose. 
For testing reasons we have adopted texture and colour features only, though, other 
features such as shape features can be tested as well. In addition, the proposed system 
can be integrated with other image identification approaches and study the possible 
improvement. 
Even though it was shown that the object isolation has given very satisfactory results but 
still, there is some small parts from the background. The process of isolating the object 
in more accurate approach may improve the identification process.  
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