In this paper we demonstrate the use of Hive as a novel basis for creating multi-sensor vision systems. Hive is a framework in which reusable modules called drones are defined and connected together to create larger systems. Drones are simple to implement, perform a specific task and using the powerful interface of Hive can be combined to create sophisticated vision pipelines. We present a set of drones defined within Hive and a suite of applications built using these drones which utilize the input from multiple cameras and a variety of sensors.
INTRODUCTION
This paper presents Hive as a novel framework for rapidly developing vision applications. The Hive architecture and communication system was presented in (Afrah et al., 2008) , which demonstrated the advantages of a layered architecture and a flexible mediation mechanism. This paper first discusses the development of drones (dumb modules which perform a specific task) and then describes a suite of applications constructed by forming pipelines using the drones. The aim of this paper is to demonstrate that once a set of well-defined drones are implemented, vision application development is both simpler and more efficient.
Multi-sensor systems are of interest since they can exploit redundancy of data from a variety of sensing technologies to compensate for the shortcomings of a single sensor. In addition to potentially increasing the functionality and accuracy of a system, employing multiple sensors can also decrease the analysis complexities of single sensor applications (Luo et al., 2002) . The advantages offered by multi-sensor use are especially evident in vision systems where analysis complexity and accuracy of results often pose issues. Employing additional cameras and other complementary technologies leads to interesting and promising vision based applications.
The overhead of dealing with a diverse set of technologies, interfaces and protocols provided for the sensors in combination with the non-trivial and complex task of analysing images makes vision based multi-sensor application development quite challenging. There is a often a large effort required in setting up and using such networks; system developers are often faced with issues such as compatibility, communication, performance, etc. in order to build and prototype multi-sensor systems.
Hive is a component based platform for creating distributed vision systems. In addition Hive provides the necessary framework, standardization and abstraction required for developing sensor fusion networks in a simple and plug-in fashion using reusable modules (drones). We present an overview of Hive in Section 2, describe a set of drones (Section 3) and the applications built from them (Section 4). Results, presented in Section 5, demonstrate the example vision systems and the performance of their components.
There are not many other systems similar to Hive in the computer vision literature. OpenCV is a library which provides an extensive set of image processing routines while offering moderate support for image and data I/O (Bradski and Kaehler, 2008) . OpenCV attempts to provide methods for data access and processing through a function based interface, however it is mostly focused on implementing complex algorithms and does not address issues essential in multisensor networks such as control and data management.
YARP and Player are two widely used frameworks for sensor fusion in robotics (Metta et al., 2006; Gerkey et al., 2001 ). These platforms provide mechanisms for communication between different modules in a robot. YARP focuses on providing high level access to OS functionality, and while it addresses communication and uniform access for individual sensors, it does not provide external control and requires a custom YARP layer for each application. Hive is a generic system with drones that are connected by applications, giving greater flexibility and control over pipeline creation. Player provides a multi-threaded framework that facilitates communication between multiple devices. Player's architecture supports robotic based networks however it does not provide the flexibility and control requirements in creating diverse vision systems.
Various interfaces have been developed to access data from input devices, from OS specific examples such as DirectShow on Windows, Quicktime and Video4Linux (Schimek et al., 2008) , to cross-platform libraries such as OpenCV (Bradski and Kaehler, 2008) . These systems are generally limited to capturing data from devices physically connected to the machine the software runs on. One of our goals with Hive is to develop a generic camera framework so that data can be captured from a variety of devices and delivered to any machine on the network. This involves writing a hive drone for each capture API, which could be for a specific camera, a range of cameras (from the same manufacturer), or a particular platform (e.g. Quicktime). Once all these drones are created, it is possible to capture data with very little development effort on any platform.
HIVE
Hive is a middleware platform which abstracts system specifics and allows communication between arbitrary reusable modules called drones. The platform is based on a layered architecture that provides a plug-in interface over an event system and a transport layer that allow for distributed processing. The Hive architecture and framework is explained in detail in (Afrah et al., 2008) , while the following presents a brief overview of the important components.
Hive systems are built from drones: reusable modules which perform a specific task (e.g. capture images from a camera), and have well-defined inputs and outputs. Applications are the command-andcontrol centres for drones, configuring and connecting sets of drones into processing structures called swarms to perform a sequence of tasks. Applications can collate the output from drones to construct a larger more sophisticated system.
Applications may construct multiple swarms, either to distribute processing of a computationally intensive task or to perform various tasks simultaneously, and later combine the results. There may also be multiple applications using the same drones to receive and process information.
DRONES
Hive drones form the basis of vision systems, performing data capture and processing. Drones are created by registering functions as handlers for incoming data, and registering a main method which runs once per drone cycle. The expected type of input and output are also specified in the drone definition. The system specifics issues and communication methods are taken care of by Hive, making the construction of new drones a trivial task.
The following sections present an overview of the drones currently operational in our systems.
Data Capture
All vision algorithms work on input from sensors, from digital cameras to laser range scanners. Sensors are abstracted as drones in Hive, exposing their services across a network to other processing drones and applications. The data capture drones we currently have are as follows:
• AXIS Camera: Data is captured from an AXIS network camera over TCP/IP using the AXIS API (VAPIX, 2008) . The drone is executed from any computer with access to the network and retrieves the JPEG compressed image from the camera. The image is then sent to other Hive modules in either JPEG or decompressed format. Inputs: None Outputs: Colour image Configuration: Camera settings;
Output format (JPEG or raw)
• Image Sequence: When testing algorithms often the same sequence needs to be used for evaluation purposes, or the data for a particular application was pre-recorded. This drone loads an image sequence from disk and allows seamless switching of data sources, e.g. from a live camera to an image sequence stored on any computer on the network. The drone itself can load any image sequence stored on its local machine. The root name of the sequence and the frame rate to supply data are given as configuration parameters. 
Vision Algorithms
This section presents the algorithms wrapped as drones which are used by applications in Section 4.
• 
Visualization
Displaying images is a vital part of a vision system. The following describes a drone set up to display incoming images :
APPLICATIONS
In this section we introduce four applications demonstrating the power and flexibility of Hive. Given a base set of drones, system prototypes can be constructed quickly, and swarms can be dynamically connected to test different configurations.
Face Detection
Our first application is a real-time face detection system implemented using four of the Hive drones described above: the AXIS Camera; the Background Subtractor; the Face Detector; and the Live Video Viewer. The system operates in two ways: the first detects faces on the original camera images; the second performs face detection on a foreground extracted image. Results demonstrate the improvement in accuracy and performance by incorporating a background subtraction system, and the system itself shows the simplicity and flexibility of constructing applications in Hive.
Both methods of face detection use a 'dumb' application to connect the various drones together. The application is termed 'dumb' because it does not need to do any computation or result collation itself, as the drones perform all the processing.
The first method uses the application to connect an AXIS Camera to both the Face Detector and the Live Video Viewer, and then connects the Face Detector to the Live Video Viewer (as shown in Figure 1(a) ). Using Hive and the pre-defined drones, this amounts to under thirty lines of code (including configuration parameters). To obtain real-time performance the face detector is configured to be less accurate and faster, however this results in more false positives.
For the second system a background subtractor is inserted between the AXIS Camera and the Face Detector in order to reduce the number of false positives while maintaining real-time performance. This new system, shown in Figure 1(b) , removes identified faces from the background (such as photographs) as well as reducing the number of false positives. An evaluation of the face detection systems is presented in Section 5.1. The addition of the Background Subtractor drone to the system is simple and shows how systems can be enhanced or tested by inserting additional processes using Hive.
Quality of View Analysis
The next application extends the previous real-time Face Detection algorithm to create a system which analyses the quality of the given views in a multiple camera network. The quality evaluation is set to be the number of faces in each view, and the application automatically switches to the view with the most faces. This system could for example be used for home video podcasting in one-person shows: using multiple webcams the system will automatically change to the view the presenter is looking at.
The system connections are shown in Figure 2 : three AXIS Camera drones are each connected to a Background Subtractor drone which is in turn attached to a Face Detector drone. The cameras are also connected to the application to provide the images for the chosen view. As the feeds come in from the Face Detectors, the number of faces in each view is compared and the view with the most faces chosen, and its images are routed to the applications display. This example application shows how a sophisticated system can be built quickly using Hive from a set of base drones.
Results and an example of the system running are shown in Section 5.2.
Multiple Camera Calibration
Our next application is a multiple camera calibration tool using magnetic sensors to obtain the intrinsic and extrinsic camera parameters. There are various methods for computing camera calibration; we have developed a multiple camera calibration system based on the Tsai calibration method (Tsai, 1987) .
Using Hive we utilize the Colour Point Detector and the Fastrak drones. For this application we use a green marker on the Fastrak sensor to locate it in the image giving an image point to 3D point correspondence. To perform calibration, the marked sensor is moved around in the field of view of each camera to produce a data set which is then processed using the Tsai method to calculate the intrinsic and extrinsic parameters.
Figure 4(a) shows the interconnection of drones in the multi-camera calibration system. The application is connected to one Fastrak and three sets of the Colour Point Detector and AXIS Camera swarms. The application couples the 3D sensor position from the Fastrak drone with the 2D location of the colour point from the Colour Point Detector drone and runs the calibration routine. The resulting calibration parameters are written to disk for each camera. Figure 3 shows the annotated images for each camera. Note that extension to more cameras is trivial, requiring an additional swarm for each camera.
Augmented Reality
Insertion of virtual objects into a real scene has many applications in entertainment, virtual reality and human computer interaction. We have implemented a real-time augmented reality system using the Fastrak and multiple cameras that provide jitter-free virtual object insertion that is accurately represented in the different camera viewpoints. Figure 4(b) shows the interconnection of drones for this application. We use the multiple camera calibration application described above to calibrate the cameras to the Fastrak's coordinate system. The calibration data is used to construct a model of the cameras in OpenGL.
Given this model, a 3D object can be placed in the scene using the correct position and orientation supplied by the Fastrak sensor, and rendered in the image plane of the modelled camera. This rendering is superimposed on the actual camera feed to produce the images that contain the virtual object. Figure 5 shows the frames from the three cameras before and after the placement of the augmented reality object.
RESULTS
This section presents the results of the Face Detector and Quality of View Analysis applications described above. Results were generated on a 2.33GHz Intel Core2 Duo with 1GB RAM, with drones running on a single machine. 
Face Detection
The Face Detection application described in Section 4.1 uses three drones for the first system (direct face detection) and four for the second (including background subtraction). The results of the two systems are shown in Figure 6 , with and without background subtraction, and at two levels of accuracy. To obtain real-time performance the Face Detector is set to find faces with low accuracy, which increases the rate of false positives (shown in Figure 6(a) ). Attaching a Background Subtractor to the system removes large regions of the image (Figure 6(b) ) where false positives can appear, as well as removing static faces (such as photographs) from the scene. Figure 6 (c) shows the final result using the second system. The second row of images displays results for the system with the Face Detector in high accuracy mode.
The table in Figure 7 shows the results of the two systems running on a set of 200 frames in a cluttered scene, in both low and high accuracy modes. The fast mode (low accuracy) with background subtraction provides improvements in false positives and positive matches, with only a slight dip in processing speed. The background subtraction also removes the static faces in the scene.
The slow mode (high accuracy) actually had the most false positives but a higher rate of positive match. When combined with background subtraction it became the best overall system, with zero false positives, zero static faces and the highest rate of positive match. The background subtraction also increased the frame rate (since the search for faces did not need to work at multiple scales on background regions).
These results demonstrate the systems built using Hive are flexible and capable of performing in realtime. Figure 8 shows the results of the Quality of View Analysis application. The system was tested on three cameras converging on a single region, in a varied scene. Each row represents a snapshot in time from each of the three cameras. View switching occurs when a face is identified, shown as the red rectangle in the top-left, centre, and bottom-right images. The system operates in real-time, and is easily scalable us- ing Hive to support many more cameras.
Quality of View Analysis

Performance
The drones used in our system all perform at real-time rates, as shown in the table in Figure 9 . The Background Subtractor and Colour Point Detector have not been optimized and their frame rate could be improved. While the rate of the applications is shown at less than the camera rate, all applications display the camera images at close to 30Hz, and use the results of the other drones to update the system, which happens less frequently.
CONCLUSIONS
We have presented a novel method for creating sensor fusion networks using Hive. The systems consisted of multiple sensors, from input devices such as cameras and 3D trackers, to processing systems such as background subtraction and face detection. As proof of concept four applications were described, for face detection, quality of view analysis, multiple camera calibration from 3D sensor, and augmented reality in multiple cameras. The set of drones used to create these applications have been described, as well as the simple process of integrating new functionality as a drone. Results have demonstrated the flexible construction and the ability to prototype systems quickly using Hive, and the real-time performance achieved.
We have many other drones either implemented or under development, such as a Tri-Stereo Camera, Symbian OS and iPhone drones (for visualization on mobile phones, and the use of camera phones), Hand Tracker and Eye Tracker, to name a few.
Hive has been released for use by the vision and robotics communities, as well as a number of drone implementations. Visit: http://hct.ece.ubc.ca/research/Hive/ for details. 
