Abstract-This paper presents a new edge detection algorithm based on calculating the difference value of two clusters. An edge is defined as a boundary that separates two adjacent regions that are relatively homogenous. For each image pixel, a window is first defined by placing the pixel at the center, and this window is partitioned into two sub-regions respectively in four different directions. An appropriate function is then selected to estimate the difference between each pair of two adjacent regions and to calculate edge information in terms of edge strength and direction by maximizing the difference value. Finally, the non-maxima suppression is adopted to derive the output edge map. Experiments on a variety of noise contaminated images show that the new algorithm is more robust under noisy conditions. In addition, the proposed algorithm can also be applied to color or multi-spectral images.
I. INTRODUCTION
Edge detection is vitally important in computer vision, image understanding, and pattern recognition. A variety of approaches has been proposed for different applications. Among the earliest algorithms are gradientbased methods such as Sobel, Prewitt, Roberts, and Laplacian edge detectors. These operators utilize template masks to convolve with the image to detect edges based on the abrupt changes in the gray level [1] . However these methods are sensitive to noise in the image [2] . To suppress noise, spatial averaging may be combined with edge differentiation, for instance the Laplacian of Gaussian operator and the detection of zero crossings [3] .
One of the most robust edge detection algorithms is perhaps the Canny edge detector [4] . Based on three criteria Canny defined an optimal filter that can be efficiently approximated by the first derivative of a Gaussian function in the one dimensional case. Canny's filter was further extended to recursive filters [5] .
Edges can also be detected using statistical methods. Huang and Tseng [6] use a statistical analysis of the change-point problem based on the likelihood ratio test. It is however sensitive to noise and is computationally expensive. Kundu [7] presents an edge detector which classifies pixels according to the local statistical information. Hou and Koh [8] propose a statistical edge detection algorithm based on one-way experimental design and contrast test. However, their method is less computationally efficient than conventional detectors due to a multiple phase testing for edge detection. Lim [9] compares quantitatively two-sample tests for edge detection in noisy images.
Unlike edge detectors which suppress noise by lowpass filtering, Haralick [10] proposes to smooth noise by fitting data with a smooth function and the derivative is then obtained by differentiating the approximated function. A recursive procedure for efficiently computing cubic facet parameters has been developed recently [11] . In [12] , Allende introduces an effective method to extract edges for noise contaminated images. The method uses an agglomerative hierarchical cluster analysis technique to group pixels into clusters. Similarly, Kang [13] defines an objective function to obtain both edge strength and orientation. This algorithm can eliminate double edges, thick edges, and speckles to some extent. However, it is ineffective under noisy conditions, which will be shown in this paper.
Recently, based on the techniques that include geometry, statistics, wavelet, and neural theory, several new edge detectors have been derived ( [14 -20] ). These recent methods are usually claimed to perform better than the old ones, but are not frequently applied. Most common implementations still concern the early, simple methods except for some very specific situations. Consequently, simplicity has been one of the aims when developing this method [21] . Furthermore, it is noted that some methods mentioned above detect edges using only gray level images.
Following this trend, we propose a new edge detection method that uses both gray level and multi-spectral images. It is based on estimating the difference between two regions as a measure of edge information, including strength and orientation. Experiment results show that the proposed method is effective especially under noisy conditions. Because the orientation information of a point is retained, the NMS strategy can be used so that more accurate and thinner contours of the objects are extracted.
The remainder of this paper is organized as follows. Section 2 introduces the new edge detection method, which is the main contribution of this paper. Section 3 proposes a color edge detection method which is extended from the method proposed in Section 2. Furthermore, applications of the presented algorithm are given in Section 4. The performance is illustrated using a number of real images. Both grayscale and multispectral images are used for the experiments. Finally, conclusions are presented in Section 5.
II. EDGE DETECTION METHODOLOGY

A. Illustration of the method
In spite of our familiarity with the concept of an edge, there is no widely accepted rigorous definition for it [1] . Therefore, different edge detectors can produce edges in different forms of representation. One of the most general definitions is that an edge corresponds to pixel locations where intensity varies rapidly [22] . Edges may also be regarded as a set of points separating two adjacent homogeneous regions. Detection of edges therefore denotes the process of finding the boundary between them. It is assumed in this paper that the two regions on each side of the edge correspond to two different clusters. The difference of the two clusters determines the edge strength and direction of each edge pixel. Instead of locating intensity gradients, the edge detection problem is thus transformed into that of finding a feature to indicate the separability of two clusters. The idea is inspired by the entropic concept which was introduced by Teruhisa Shimada [23] for sea surface temperature fronts extraction.
Accordingly, an edge pixel has four possible directions. For notational simplicity we only describe the detection algorithm for vertically orientated edges under the ideal step edge condition. The algorithm can be easily extended to horizontal and diagonal orientations. Edge structures in 90º direction are depicted in Fig.1 . In order to find the two regions and to estimate their difference, four types of windows are selected with the pixel at the center that corresponds to four directions. Each window is then designed to make up two s includes all the white pixels, 1 s includes all the black pixels. The two sub-regions are more homogeneous than in the other directions and their distribution difference reaches the maximum (totally separable). It is noted that direction-1 is exactly the edge orientation. Therefore, an appropriate criterion may be used to estimate the difference of two clusters, and then the edge point can be located. According to the above, we can define an appropriate function to estimate the difference of two sub-regions and it reaches its maximum value when each sub-regions lies on either side of the edge. Then the maximum is taken as the final value to be assigned to each pixel. Pixels with high values become edge-point candidates. Performing the threshold processing step at each image point an edge map is then created.
Suppose the difference value of two clusters, 0 s and 1 s , is given by ) , (
Where f is the criterion function for estimating the difference between the two clusters. For image point 
Performing the same steps at each image point, edge strength and orientation map is thus created.
We can obtain the edge point information in terms of both the strength and orientation. The following NMS can be applied to both edge and direction maps to detect more accurate and thinner edges. In other words, a pixel is labeled as an edge point if one of the following four cases holds; otherwise it is labeled as a non-edge point.
Excluding the above four cases, the center pixel is not an edge point.
B. Selection of the Criterion and the
The proposed approach to edge detection is based on detecting the difference of two clusters. In pattern recognition, the difference is defined in terms of features' variability. Features such as variance, correlation, class separation, dimension reduction and statistical classification can all be applied in the method to achieve satisfactory results.
Here we assume a priori that the two regions are from different clusters. Thus the situation becomes a two-class problem. Moreover, a classifier may not be required since only two classes are considered. To illustrate, we select the class separation distance [24] . Setting one double subregion as class 0 s and the other 1 s , the separation distance is calculated as: Partitioning data confined within the filter window into two adjacent sub-regions for edge detection can be achieved using numerous methods. In fact, the two subregions may have random shapes and different sizes. Here we list two cases when the two sub-regions have the same size: The first case is that each region is distributed around the interest pixel, as show in Fig. 3 . This case is similar to the mask of Sobel and Prewitt; the second type is that each region is distributed along one direction, as shown in Fig.4 . It deserves to be mentioned that the second method can expand the mask size without increasing the amount of calculation.
C. Generation of the Edge Operator
According to the above analysis, the entire algorithm for edge detection can be summarized as follows:
(1) For each image point, a n m × neighborhood window is divided into two adjacent regions along four directions with one type mask (e.g. Fig.4 ).
(2) Select an appropriate criterion to compute four difference values of the two regions, Due to possible presence of noise, finding edges by differentiation is an ill-posed problem in a digital image. To remove noise, a direct approach is to suppress noise before differentiation by convolving the raw input image with a Gaussian function, which leads to the well-known LOG detector [25] . In this paper, each sub-region is regarded as a cluster, therefore all pixels are dealt with as part of an integrated object and the new method is very robust under noisy conditions as will be demonstrated. In [13] 
We can obtain four 3 × 3 masks for calculating the first derivatives in the vertical, horizontal, and two diagonals directions, respectively as show in Fig.6 .
Clearly, the effect of the algorithm is equal to applying conventional compass gradient detectors [26] .
III. EDGE DETECTION FOR MULTISPECTRAL OR COLOR IMAGES
The methodology is applicable not only on gray level images, but also on color or multispectral images. One solution for multi-band images is to apply such an operator on individual bands then combine all edge images to form a final result. Amalgamation of multiple edge maps can be conducted using the fusion rules (e.g., Rydberg and Borgefors [27] , Flan [28] ). Whereas pixels of multispectral nature are arranged in the image space and can be viewed in spectral space or in feature space [24] . In feature space, the ith pixel can be expressed as a vector ) ,... Therefore the difference functions are used again under vector conditions. Consequently, the same edge detection procedure described in Section 2 can be applied to multispectral or color images. Since the presented detector operates on vectors instead of raster bands, it does not need a fusion rule.
By applying Eq(5) and a RGB color model, the ith pixel can be expressed by a RGB color model ) , , (
. Therefore the difference function Equation (5) is replaced by Equation (6): 
IV. RESULTS AND DISCUSSIONS
A. Experiment Results
To demonstrate the efficiency of the proposed approach, we carried out computer experiments on both gray-level and multiple-band images. We select a few classes of standard images as shown in Fig. 7 . Lena and Couple are both figure images of the size 512 × 512 and the latter has an 8-bit gray level, and the former includes gray-level and color versions. The Ic is a textured artificial 8-bit image with the size of 256× 256. The pepper image is a natural image of a size 512 × 512. The multispectral remote sensing image is taken by the Quickbird Satellite over an agriculture area, which consists of 4 spectral bands: blue (450~520 nm), green (520~600nm), red (630~690nm), and near infrared (760~900 nm) and the image size is 350× 350. The new edge detector is compared with Sobel [29] , the LOG, the Prewitt [30] , and the Canny detector on noisy gray images. It is also compared with the method proposed in [13] which we named it MOF detector. The selection of its parameters is accomplished according to what was outlined in [13] . The new method use the class separation distance and choose the second type mask.
Additionally, the proposed method in Section 3 is compared with the multispectral edge detectors described in [27] , including Experiments 5 and 6. These multispectral edge detectors are proposed by Bakker [27] using conventional filtering techniques in combination with three distance measures, namely the Euclidean distance (ED), the spectrum intensity difference (ID). A brief discussion is given in the last subsection.
Most edge detection techniques utilize a post processing thresholding technique immediately after feature extraction to thin and extend edge contours (e.g. [31, 32] ). A practical way is to adjust the threshold such that the resulting edge images have the same percentage of pixels in gradient images that are classified as edge pixels. Unfortunately, there is no definite rule to determine the percentage for a real image. A common practice is to assume the percentage of edge pixels to be about 5-10% [33] for a normal image. In the present study, we set the percentage to 10%. The procedure described here is also applied for the implementation of other standard edge detectors, which are used for comparison in the present study.
B Noise Images
To assess the performance of the new algorithm under noisy environments, we consider a number of low grade images in this subsection. Fig. 8 presents these noisy images.
Experiment 1: First we consider the Lena image corrupted by the salt & pepper noise with the intensity of 0.05 as shown in Fig.8 (a) . Fig. 9(b) and (e) are the results after applying Sobel and MOF methods. One can easily tell that their edge maps are rough. While the edge map in Fig.9 (a) is clearer and much of the noise is removed. The other two edge maps obtained by the Canny detector are shown in Fig. 9 (c) with sigma=0 .6, the low threshold tlow=0.3, the high threshold thigh = 0.9 and (d) sigma=1.4, tlow=0.3, thigh = 0.9. Clearly, the effect of Canny detector relies on the Gaussian smoothing filter parameter σ . When σ is set to a small, sensible value, the resulting edge map contains considerable noisy spots and spurious contours (Fig. 9 (c) ); as the σ value increases to 1.5, the edge map is becoming clearer. However, as shown in Fig.9 (a) , it is obvious that the new detector can provide similar result as that of Canny detector in 9(d). Although it contains some isolated points compared with that of the Canny detector, its performance is still comparable to it, considering that the Canny detector has a smoothing and thinning stage. Whereas these isolated points can be easily removed by any speckle reduction method.
Experiment 2:
Next we consider the Couple image which is also corrupted with salt & pepper noise but with intensity=0.1. As shown in Fig.8 (b) , this denotes significant degradation of image quality. The edge map and result of the proposed method is shown in Fig. 10 (a) . Fig 10 (c) is the result of Canny operator with sigma=1.2, tlow=0.3, and thigh = 0.9. As can be seen from these edge maps, the impact of noise on these detectors is clearly visible: the Sobel and the MOF detector are ineffective under such a strong noise condition (see Fig.10 (b) and (d)) ; the edge map obtained by the Canny operator contains many small and spurious contours (see Fig.10 (c) . In contrast, the edges obtained by the present detector in the presence of severe noise are clearly perceivable, with many of the noise pulses removed and details have been preserved. It is noted that with the same size mask as of the Sobel, the new method can produce much better results. (Fig. 11(c) ), there still extracts the thick edge. It is observed that from the Fig. 11(a) the proposed method still obtains the best edge detection result among those edge detectors.
Experiment 4: The Pepper image is also corrupted with Gaussian noise (mean=0, intensity=0.01) and multiplicative noise (variance=0.05) as show in Fig.8 (d) . Fig.12 illustrates the resulting edge images detected from noisy environment, obtained by the present detector (12(a)), the Sobel (12(b)) and the Prewitt (12(c) ). The results obtained by the Sobel and the Prewitt contained many speckles, which can contaminate the actual edge points and blur the details. Comparatively, the good performance of the present detector resistant to noise is clearly: much of the noise removed and edge map is clearer as shown in Fig. 12 (a) .
C Multispectral Images
In this subsection, we will examine the performance of the new edge detectors upon multispectral images including color images in Experiment 5 and a remotely sensed image in Experiment 6.
Experiment 5: The edge map of the color Lena image obtained by the proposed method is shown in Fig. 13(a) ; by ID and ED methods are shown in 13(b) and (c) respectively. Comparing with 13(b) and (c), the propose method resolves some fine structures of the Lena image such as the nose feature. Furthermore, the edge map is thinner.
Experiment 6：Fig. 14 shows four edge maps of the QUICKBIRD image obtained by these detectors a: (a) the proposed method; (b) the ID method; and (c) the ED method. Comparing with 13 (b), the edge map detected by the ED method contained more edges as shown in 13(b). The proposed method obtains better results than that of ID and ED methods. Furthermore, both the methods, ID and ED, detected only one edge at the boundary of the crops as the red polygon is displayed. In fact, there exist two edges. In contrast, the new method can detect two edges exactly.
D Discussions
Earlier developments of edge detection algorithms usually depend on the model that characterizing discontinuity of grayscales. These simple methods are sensitive to noise [34] as illustrated by the preceding experiments. Much research has been carried out as an effort to detect edge structures under the presence of noise. One type of edge detectors employs smoothing before the difference operator is applied. Poggio et al. [35] use regularization techniques to derive a filter similar to a Gaussian filter for pre-smoothing the noisy image. The present method takes an ad hoc approach to deal with noise. The edge information defined according to region characteristics, all the pixels of each region are treated as components of an integrated object, thereby eliminating the randomness of noise and enabling the method efficient under noisy conditions. The Canny detector uses a Gaussian filter to smooth the image. Thus the Gaussian standard deviation σ determines the regularity and smoothness. Experiment 1
indicates that, when σ is small, the edge map contains numerous spurious edges. In contrast to the Canny detector, the present detector has no parameters. It is worth nothing that it can suppress noise very efficiently.
The new method has another merit, that is, the selection of mask and criterion is not exclusive. Therefore a series of edge operators can be obtained with various types of masks and criteria. This merit makes the present algorithm efficient for edge detection in a variety of practical applications. We have proved that it can provide superior results with the class separation distance and only a 3-by -3 pixel size mask. In fact, other types of mask and criterion can achieve similar results as well. Furthermore, this method can be extended to detect edges in multispectral and color images.
V. CONCLUSIONS
By assuming that an edge point is located at the boundary of two homogenous regions, a new edge detection algorithm is presented that is based on the difference estimation of the two regions. The proposed method not only measures the strength of an edge but also detects its direction. By applying the NMS strategy, more accurate and thinner contours of the objects are extracted. The performance of the proposed algorithm has been compared with many other methods, including the Sobel, LOG, and Canny detectors. Experiments on a variety of images show that it is consistent and reliable even when image quality is significantly degraded by noise. 
