Abstract-Broadband beamformers with small-size microphone arrays are known to be highly sensitive to microphone imperfections. A new method for the design of minimax broadband beamformers that are robust to microphone gain, phase, and position errors is proposed. In the method, the maximum variations in the microphone errors are used in formulating a convex optimization problem where the worst-case passband error is minimized under the constraint that the worst-case stopband error is below a prescribed level. To include the microphone imperfections in the optimization problem, we developed a suitable model that incorporates the variations due to the microphone errors and at the same time is efficient to compute. An important advantage of the proposed method is the availability of corresponding worst-case passband-and stopband-error bounds for the beamformer that has been designed; a second advantage is that it does not require the probability distributions of microphone errors. We then describe a two-phase method where the proposed method is used in the first phase to derive the passband and stopband error constraints for solving an optimization problem in the second phase where the white noise gain (WNG) of the beamformer is maximized. In our experiments, we compare beamformers designed using the proposed method, the two-phase method and a modified version of a competing method. Experimental results show that beamformers designed using the proposed method have much better performance than those of the modified competing method and comparable performance with those of the two-phase method; however, unlike the two-phase method, the proposed method provides the additional guarantee that the errors will always lie within the worst-case error bounds.
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I. INTRODUCTION

M
ICROPHONE arrays are widely used in speech communication applications such as hands-free telephony, hearing aids, speech recognition, and teleconferencing systems. A technique that is widely used with microphone arrays to enhance a speech signal from a preferred spatial direction is beamforming [1] . In general, the beamforming approach The author is with the Department of Electrical and Computer Engineering, University of Victoria, Victoria, BC V8W 3P6, Canada (e-mail: rnongpiu@ece. uvic.ca).
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can be fixed or adaptive, depending upon whether the spatial directivity pattern is fixed or varies adaptively on the basis of incoming data. Though adaptive beamforming performs better when the acoustic environment is time-varying, fixed beamforming are preferred in applications where the direction of the sound source is fixed, such as in in-car communication systems [2] or in hearing aids. In addition, fixed beamformers also have lower computational complexity and are easier to implement. In many beamformer applications, such as in-car communication systems, voice recognition systems, video conferencing systems, etc., there is often a need to ensure that the gain across the passband has little variation from unity while that in the stopband is always below a prescribed level. At the same time, a passband with good linear-phase characteristics is usually preferred to avoid any signal distortion. Consequently, for the design of such beamformers a straightforward approach is to formulate the optimization problem in terms of the minimax of the appropriate error functions.
In [3] - [8] , designs of broadband beamformers that are not constrained by the size of the array aperture or are based on the assumption of ideal or known microphone characteristics have been proposed. However, in certain applications such as in hearing aid and in-car communication systems there are physical constraints on the array aperture size such that the wavelength of the signal in the lower end of the frequency band is much longer than the maximum allowed aperture length. Consequently, as evident from earlier designs for superdirective narrowband arrays [9] - [13] , broadband beamformers designed for physically-compact applications can likewise become very sensitive to errors in array imperfections and therefore robustness constraints need to be incorporated in the design.
Several robust broadband beamformer designs have been proposed in recent years. In [14] , robustness is achieved by bounding the norm of the error matrices while in [15] - [18] , the white noise gain (WNG) is incorporated in the design; the use of the WNG constraint is not new and has been used in earlier beamformer designs to ensure robustness in superdirective beamformers [9] - [11] . Then in [20] - [23] , the statistics of the microphone characteristics are taken into account to derive broadband beamformers that are robust to microphone mismatches while in [24] the worst-case mean performance is optimized. However, a drawback with the methods in [14] - [24] is that there is no straightforward way of knowing the worst-case performance of the beamformer, since they are based on optimizing the mean performance. In [25] , a minimax approach that optimizes the worst-case performance of prescribed combinations of microphone gain and phase errors was proposed. The approach, however, becomes computationally very expensive as the number of combinations is increased, and is practically feasible only when gain errors are considered. In [19] , a method for designing near-field broadband beamformers that optimizes the worst-case performance was proposed. However, the method reported in [19] assumed beamformers with either gain and phase errors or position errors, but not all three errors simultaneously.
In this paper, we seek to remove the drawback in existing methods by developing a robust beamformer design method that is based on optimizing the worst-case performance. In the method, the maximum variations in the microphone errors, namely, gain, phase and position errors, are used in the formulation of a convex optimization problem where the worst-case passband error is minimized under the constraint that the worst-case stopband error is below a prescribed level. To include the microphone imperfections in the optimization, we developed a suitable model that incorporates the variations due to the microphone errors and is at the same time efficient to compute. An important advantage of the proposed method is the availability of corresponding worst-case passband and stopband error bounds for the beamformer that has been designed; a second advantage is that it does not require the probability distribution of microphone errors. We then describe a two-phase method where the proposed method is used in the first phase to derive the passband and stopband error constraints for solving an optimization problem in the second phase where the WNG of the beamformer is maximized. In our experiments, we compare beamformers designed using the proposed method, the two-phase method and a modified version of the method in [19] . Experimental results show that beamformers designed using the proposed method have much better performance than those of the modified competing method and comparable performance with those of the two-phase method; however, unlike the two-phase method, the proposed method provides the additional guarantee that the errors will always lie within the worst-case error bounds.
The paper is organized as follows. In Section II, we describe the filter-and-sum beamformer in far field and incorporate the microphone imperfections in the error formulations. Then in Section III, we use the error formulations from Section II to derive the optimization problem for the proposed design method. In addition, we also describe the two-phase method where the WNG is maximized. In Section IV, we describe an efficient method to compute the microphone-error-variation model while in Section V, performance comparisons between the proposed method, the two-phase method, and a modified competing method are carried out. Conclusions are drawn in Section VI.
II. FAR-FIELD BROADBAND BEAMFORMING
In this paper, we assume a far-field signal impinging on a linear microphone array that is realized as a filter-and-sum beamformer, as shown in Fig. 1 . The microphones are assumed to be omnidirectional and the filters are FIR. If is the number of microphones and is the length of each filter, the response of the filter-and-sum beamformer is given by (1) where (2) is the frequency in radians, is the direction of arrival, is the speed of sound in air, is the sampling frequency, is the distance of the th microphone from the origin, and is the th coefficient of th FIR filter. In matrix form, (1) can be expressed as (7) If is the desired steering angle of the beamformer, the WNG of the beamformer is given by [1] (8) where (9) (10) is an identity matrix, is the Kronecker product, and is the norm of vector .
A. Beamformer Response With Microphone Errors
Let us consider a beamformer where the microphones have gain, phase, and position errors. If , , and are the mean values of the gain, phase, and position of the th microphone and , , and their corresponding deviations, the response of the beamformer can be expressed as (11) where (12) and is the corresponding value of when is used in place of in (2) . From (12), it is apparent that will vary with and only if there is position error. In the complex plane, the variation of will correspond to a sector of an annulus as shown, for example, in Fig. 2 . To make the variations in amenable for optimization we approximate the variations by a circular model. More specifically, we find the minimum area circle that encloses in the complex plane, as denoted by the dashed lines in Fig. 2 . A representation of using such as circle is given by (13) where (14) ( 15) parameter corresponds to the center of the circle in the complex plane and matrix describes the variation of the errors within a circle of radius , given by (16) An efficient method for computing the parameters of the circular model, , is described in Section IV. Substituting (13) in (11) we get the beamformer response that is based on the circular model as (17) Assuming that the microphone error characteristics are the same for each element of the array, we can set and . Taking the absolute value of we get the inequality (18) As shown in Appendix A of [26] , the worst-case magnitude of the beamformer response can be expressed as
In a similar manner, if is the desired response of the beamformer, the worst-case error is given by (20) 
III. THE OPTIMIZATION PROBLEM
In this section, we use the worst-case error expressions derived in Section II-A to formulate a convex optimization problem for designing broadband beamformers that are robust to the sensor imperfections. We also describe a two-phase design method that maximizes the WNG in order to compare with the proposed design method.
A. Proposed Design Method
If is defined as the frequency band, and and as the passband and stopband angular regions, respectively, the optimization problem can be formulated by minimizing the worstcase passband error under the constraint that the worst-case stopband error is above a prescribed level; that is minimize subject to:
where , , and and is the upperbound of the maximum stopband error. Another parameter that is used interchangingly with is the lower-bound of the stopband attenuation and is defined as (22) For the circular model, the problem in (21) can be formulated as a convex optimization problem by introducing an auxiliary variable and using (19) and (20) for the stopband and passband errors, respectively: minimize subject to: (23) where (24) (25) is the desired response in the passband, and , and are the optimization variables. Note that if the desired response in the passband is linear phase with a prescribed group-delay of , we have (26) Furthermore, if are the optimal values of the problem in (23) , the upper bound of the maximum passband error, derived from the microphone error-variation model, for the corresponding beamformer is given by (27) 
B. Two-Phase Design Method
In this design method, we seek to maximize the WNG, , while using the maximum passband and stopband errors derived using the proposed method in Section III-A, as upper-bound constraints for the minimax problem. That is, maximize subject to: (28) where (29) (30) and is the resulting beamformer solution of the proposed design method in (23) .
The problem in (28) is, however, non-convex due to the nonconvex cost function. To maximize the WNG as a convex optimization problem, we use the knowledge that the numerator of the WNG in (8) is approximately unity and therefore seek to minimize only the denominator of (8), which is a convex expression. Consequently, using an auxiliary variable the problem in (28) can be formulated as a convex optimization problem given by minimize subject to:
(31) where and are optimization variables. The procedure for the two-phase method can be summarized as follows:
Phase 1: Solve the optimization problem in (23) . From the resulting beamformer solution, compute the passband and stopband error upper-bounds, given by (29) and (30), respectively.
Phase 2: Using the upper-bounds obtained in Phase 1, solve the optimization problem in (31) to obtain the beamformer.
Since the two-phase method requires two convex optimization problems to be solved it can therefore be considered to be twice the complexity of the proposed design method.
C. Special Case of Symmetric FIR Filters With Symmetric Microphone Array
If the beampattern is symmetric about in magnitude and phase, and the position of the array sensors are symmetric with respect to the array center such that (32) then the filters of the beamformer will satisfy the symmetry condition [15] (33)
Conversely, if the positions of the array sensors are symmetric with respect to the array center and condition (33) is satisfied, then the beampattern is always symmetric. Since (33) is an affine condition, it can therefore be incorporated in the convex optimization problem in (23) as an additional constraint. Note that the inclusion of the constraint in (33) eliminates possible solutions that do not exactly satisfy the symmetry conditions. In other words, it ensures that the beampattern is always symmetrical.
If the desired group delay is set to (34) then the beamformer is guaranteed to be perfectly linear phase if (32) and the condition
are satisfied, regardless of whether or not the beampattern is symmetric [15] . Note that incorporating the conditions (32) and (35) in the optimization problem when the desired group-delay, , is set to ensures that the beamformer is perfectly linear phase only when there are no microphone errors; if microphone errors are present, the beamformer will cease to have perfect linear phase.
IV. COMPUTING THE PARAMETERS OF THE MICROPHONE-ERROR-VARIATION MODEL
In this section, we describe an efficient methods to compute the parameters of the circular model. As mentioned in Section III, the errors due the gain, phase, and position of the th microphone manifest as a variation of that corresponds to a sector of an annulus in the complex plane. Since an annulus is clearly a non-convex set, it cannot be directly incorporated in a convex optimization problem. Therefore, to make it convex we form a convex hull of the annulus and model the hull using a minimum-area enclosing circle. Since the enclosing circle is required to be calculated for every sample of frequency and angle 1 , the computation should require low computational effort.
To simplify the computation of the minimum-area enclosing circle, we first rotate the convex hull, by say radians, so that it is symmetric about the x-axis (or real-axis) as shown in Fig. 3 . Then we find the minimum-area enclosing circle for the hull, and after that rotate the circle back to the original position of the hull by -. Parameter is obtained by taking the midpoint of the variation of the argument of in (12) , which turns out to be (36) as evident from Fig. 2. From Fig. 3 , the and coordinates for , , , , and are given by (37) where (38)
In our method, we assume that the angular measure of the arc in Fig. 3 is less than 180 degrees, or . From our numerous experiments, we find that this assumption is reasonable since a beamformer that does not satisfy the condition will have very large errors that will make it practically ineffective. Therefore from Fig. 3 Consequently, the computation of the coordinates and radius of the minimum-area circle that encloses the convex hull can be carried out using the following steps:
Step 1: Verify the condition in (49).
Step 2: If the condition in Step 1 is true, the coordinates and radius of the minimum area circle are given by eqns (41)-(43), respectively. 
V. EXPERIMENTAL RESULTS
In this section, we provide comparative experimental results between the proposed method, the two-phase method, and a modified version of the method in [19] . Though in most of the comparisons we set the group delay of the beamformer to , we also included some examples where the group delay is set to 0. Consequently, we have two design variants for the proposed method and the two-phase method:
Design Pr-A: This design corresponds to the proposed beamformer design method that is obtained by setting the prescribed group-delay to and solving the convex optimization problem in (23) while at the same time incorporating the linear-phase constraint in (35) and assuming that the condition in (32) is satisfied. For the symmetric case where , we also include the affine constraint in (33).
Design Pr-B: This design corresponds to the proposed beamformer design method that is obtained by setting the prescribed group-delay to 0 and solving the convex optimization problem in (23) . For the symmetric case where , we solve the optimization problem by including the additional affine constraint in (33).
Design Tp-A: This design corresponds to the two-phase beamformer design method that is obtained by setting the prescribed group-delay to and solving the convex optimization problem in (31) while at the same time incorporating the linear-phase constraint in (35) and assuming that the condition in (32) is satisfied. For the symmetric case where , we also include the affine constraint in (33). Design Tp-B: This design corresponds to the two-phase beamformer design method that is obtained by setting the prescribed group-delay to 0 and solving the convex optimization problem in (31). For the symmetric case where , we solve the optimization problem by including the additional affine constraint in (33).
To ensure a fair comparison with the proposed method, we modify the method in [19] by moving the source to infinity so that the beamformer becomes far-field and formulate the optimization problem by minimizing the worst-case passband error under the constraint that the worst-case stopband error is above a prescribed level, as in (21) . With these modifications, the modified method in [19] is given by Consequently, the modified method in [19] can be classified into two variants:
Design Cp-A: This design corresponds to the modified competing method in [19] that is obtained by setting the prescribed group-delay to and solving the convex optimization problem in (55) while at the same time incorporating the linear-phase constraint in (35) and assuming that the condition in (32) is satisfied. For the symmetric case where , we also include the affine constraint in (33).
Design Cp-B: This design corresponds to the modified competing method in [19] that is obtained by setting the prescribed group-delay to 0 and solving the convex optimization problem in (55). For the symmetric case where , we solve the optimization problem by including the additional affine constraint in (33).
In the experiments, we consider design examples where the beampatterns are symmetric and nonsymmetric about . For the symmetric case, the desired steering angle , which is used in (8) , is set to and for the nonsymmetric case to . The speed of sound, , is assumed to be 340 m/s while the sampling frequency, , is assumed to be 8 kHz. The parameters are evaluated by uniformly sampling the frequency and angular bands and setting the number of sampling points and along the two dimensions to each have a value of 120.
The beamformer performance is evaluated using the following parameters:
Maximum passband error: The maximum passband error is defined as (57) where is the desired beamformer response in the passband.
Maximum passband ripple: The parameter is defined as (58) where
Minimum stopband attenuation:
The minimum stopband attenuation is defined as the negative of the maximum stopband gain, given by (59) where To evaluate the beamformer performance due to the microphone errors, we randomly vary the gain, phase, and position of each of the microphones about their ideal values by , , and , respectively. Therefore, each trial is a random combination of the worst-case sensor variations about their ideal 
where , , and are the corresponding performance values in the th trial. In our simulations, we set the total number of trials, , to 100.
In Sections V-A to V-D, nine examples are provided to compare the performance of the proposed method with the competing methods. In Examples 1 and 2 we assume that the beamformers have gain/phase errors and position error, respectively, and compare designs Pr-A with Cp-A. Then in Examples 3 and 4, we consider beamformers that have gain, phase, and position errors and compare designs Pr-A with Tp-A. In Examples 5, 6, and 7 we again consider beamformers that have gain, phase, and position errors and compare designs Pr-A with Tp-A; we also compare designs Pr-B with Tp-B in Examples 5 and 6. In Examples 8 and 9, we assume beamformers that have gain error and phase error, respectively, and compare designs Pr-A with Cp-A.
A. Examples 1 and 2
In this subsection, we consider the design of beamformers where the passband group delay is set to . We compare their performance by observing the design that results in the smallest worst-case maximum-passband-error while ensuring that the worst-case minimum-stopband-attenuation is above the prescribed level of ; in addition, we also compare the maximum passband ripple . For the comparisons, we consider designs Pr-A and Cp-A.
Two beamformer design examples are chosen. In the first example, the beamformer is assumed to have gain and phase errors while in the second example it has position errors. The design specifications for the first and second examples are given in Table I . The comparison results for Examples 1 and 2 are summarized in Tables II and III, Tables II and III and Figs. 4 and 5, we observe that the proposed designs have much smaller worst-case passband error, passband ripple, and passband error upperbound than the competing designs; furthermore, the worstcase stopband attenuations of the proposed designs are much closer to the prescribed lower bound of 6 dB than the competing designs.
B. Examples 3 and 4
Here we consider the design of beamformers where the passband group delay is set to . In the first example, the beamformer is symmetric about while in the second example it is non-symmetric. The design specifications for Examples 3 and 4 are given in Table IV. The comparison results  for Examples 3 and 4 are summarized in Tables V and VI , respectively, and their corresponding beamformer response and beamformers derived using design Pr-A are certified with an upper-bound on the maximum passband error. This information can be quite useful to the designer when assessing the feasibility of a beamformer for a particular application.
C. Examples 5, 6, and 7
For Examples 5 and 6, we vary the design specification in Examples 3 and 4 by reducing the passband region and increasing the stopband attenuation. In addition, we also consider beamformers where the prescribed group delay is set to 0. Consequently, we have four design variants for comparison, namely, designs Pr-A, Pr-B, Tp-A, and Tp-B. For Example 7, we vary the design specification in Example 3 by changing the frequency band to [300-1500] Hz, increasing the distance between the sensors to 0.1 m, and reducing the passband region; for the comparison we consider designs Pr-A and Tp-A. The design specifications, results, and plots for the three examples are included in [26] . From the results and plots, we observe that though there are variations in the performance parameters between the designs, all four designs have comparable performances.
D. Examples 8 and 9
In Examples 8, the beamformers are assumed to have only gain errors, while in Example 9, only phase errors. For comparison, we consider design Pr-A with Cp-A. The design specifications, results, and plots for both the examples are included in [26] . As in Examples 1 and 2, it is apparent from the results and plots that the proposed designs have much smaller worst-case passband errors, passband ripples, and passband error upperbounds than the competing designs. In addition, the worst-case stopband attenuations of the proposed designs are also much smaller and closer to the prescribed lower bound than the competing designs.
The comparisons in Examples 1-9 above have shown that the proposed method yields beamformers with much better performance than the modified method in [19] and comparable performance with the two-phase method. There are two main reasons why the proposed method performs better than the method in [19] : (i) The norm bound of the sensor imperfections in [19, eqn. (7)] correspond to a vector of length where is the number of microphones and is the filter length. In our proposed method, the circular bound of the sensor imperfections in the complex plane corresponds to a norm bound of a vector of length 2. In general, as the dimension of the bounded vector decreases, the bound becomes tighter. (ii) For the scenario where the beamformer has position errors, the method in [19] computes the bound at all frequencies by considering the minimum wavelength of the frequency band. In our proposed method, the bound at a given frequency is computed by considering the wavelength at that frequency thereby significantly improving the tightness of the bound.
From Examples 3-7, it has been observed that for the proposed method and the two-phase method, the worst-case passband and stopband error values obtained from 100 random trials are not far off from the corresponding worst-case passband and stopband error bounds computed from the model. It should be noted that the microphone error-variation model that has been proposed is a convex approximation of the microphone-error variations, and, therefore, the worst-case performance parameters predicted by the model will be slightly on the conservative side. Therefore, to compensate for this slightly conservative estimate, a good rule of thumb that we can suggest when designing beamformers using the proposed method is to reduce the lower-bound of the minimum stopband attenuation by a certain value typically between 0.5 and 1.5 dB from the actual lower-bound that is desired.
We would also like to point out that unlike the proposed method, the two-phase method provides no theoretical guarantees that the beamformer that is obtained will always satisfy the worst-case passband and stopband error bounds as it is derived by maximizing the WNG; however, in all our experiments we observe that the two-phase method always yields beamformers that give comparable performance to beamformers derived using the proposed method and, in addition, always satisfies the worst-case error bounds of the proposed method.
The optimization problems in the examples were solved on a computer running an Intel Core i7-640LM processor using the SeDuMi optimization toolbox for MATLAB [27] . For the proposed method, the optimization problem takes anywhere between 10 to 40 minutes to compute.
VI. CONCLUSIONS
A new method for the design of minimax broadband beamformers that are robust to microphone gain, phase, and position errors has been proposed. In the method, the maximum variation in the microphone errors are used to formulate a convex optimization problem where the worst-case passband error is minimized under the constraint that the worst-case stopband error is below a prescribed level. To include the microphone imperfections in the optimization problem, a suitable model that incorporates the variations due to the microphone errors was developed, including an efficient method to compute the model. An important advantage of the proposed method is the availability of corresponding worst-case passband-and stopband-error bounds for the beamformer that has been designed; a second advantage is that it does not require the distribution of microphone errors. We then described a two-phase method where the proposed method is used in the first phase to derive the passband and stopband error constraints for solving an optimization problem in the second phase where the white noise gain (WNG) of the beamformer is maximized. In our experiments, we compared beamformers designed using the proposed method, the two-phase method and a modified version of a competing method. Experimental results showed that beamformers designed using the proposed method have much better performance than those of the modified competing method and comparable performance with those of the two-phase method; however, unlike two-phase method, the proposed method provides the additional guarantee that the errors will always lie within the worst-case error bounds. ACKNOWLEDGMENT I thank Dr. N. Ono, who coordinated the review, and the anonymous reviewers for their contributions to improving the quality of this paper.
