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ДОСТАТОЧНЫЕ УСЛОВИЯ НЕЛОКАЛЬНОЙ РАЗРЕШИМОСТИ СИСТЕМЫ
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СО СВОБОДНЫМИ ЧЛЕНАМИ
Рассмотрена задача Коши для системы двух квазилинейных уравнений первого порядка со сво-
бодными членами. Исследование разрешимости задачи Коши для системы двух квазилинейных
уравнений первого порядка со свободными членами в исходных координатах основано на методе
дополнительного аргумента. Сформулированы и доказаны теоремы о локальном и нелокальном су-
ществовании и единственности решений задачи Коши. Доказаны существование и единственность
локального решения задачи Коши для системы двух квазилинейных уравнений первого порядка со
свободными членами, которое имеет такую же гладкость по x, как и начальные функции задачи
Коши. Определены достаточные условия существования и единственности нелокального решения
задачи Коши для системы двух квазилинейных уравнений первого порядка со свободными членами,
продолженного конечным числом шагов из локального решения. Доказательство нелокальной разре-
шимости задачи Коши для системы двух квазилинейных уравнений первого порядка со свободными
членами опирается на глобальные оценки.
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Введение
Рассмотрим систему вида

∂u(t, x)
∂t
+ S1(u, v)
∂u(t, x)
∂x
= f1(t, x),
∂v(t, x)
∂t
+ S2(u, v)
∂v(t, x)
∂x
= f2(t, x),
(0.1)
где u(t, x), v(t, x) — неизвестные функции, f1(t, x), f2(t, x), S1, S2 — известные функции.
Для системы уравнений (0.1) определим начальные условия:
u(0, x) = ϕ1(x), v(0, x) = ϕ2(x). (0.2)
Задача (0.1), (0.2) определена на
ΩT = {(t, x) | 0 6 t 6 T, x ∈ (−∞,+∞), T > 0}.
В работе [1] изучена краевая задача с операторами М. Сайго для уравнения смешан-
ного типа с дробной производной. Уравнения и системы дифференциальных уравнений
в частных производных первого и второго порядка, в частности системы квазилинейных
и нелинейных дифференциальных уравнений в частных производных первого порядка, опи-
сывают различные задачи из физики и механики. Для систем квазилинейных и нелинейных
уравнений первого порядка нет достаточно полной теории, нет общих теорем существова-
ния и единственности решения задачи Коши, а также универсальных методов решения лю-
бых систем дифференциальных уравнений в частных производных первого порядка. Разра-
ботано несколько разных методов для исследования разрешимости систем квазилинейных
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и нелинейных дифференциальных уравнений в частных производных первого порядка. На-
пример, всем известный классический метод характеристик, метод Галёркина, метод пото-
ков. Как и любой метод, каждый из них имеет свои преимущества и свои недостатки. Нель-
зя выделить какой-либо метод, позволяющий решать любые дифференциальные уравнения
и системы в частных производных первого порядка. Каждый из известных методов хорошо
применим только к определенному классу уравнений и систем. Например, метод характери-
стик сложно применять для систем квазилинейных дифференциальных уравнений первого
порядка. В методе характеристик условием разрешимости в исходных координатах является
существование обратной функции для решения характеристического уравнения. Нахожде-
ние обратной функции в общем случае представляет собой непростую задачу [2–8].
Задача определения условий разрешимости в исходных координатах систем нелинейных
и квазилинейных уравнений в частных производных первого порядка эффективно решается
в рамках метода дополнительного аргумента [9–11]. Он не заменяет собой другие известные
методы, а дополняет их. Применение этого метода позволяет во многих случаях более эф-
фективно и конкретно определить условия разрешимости систем, интервал разрешимости
и избежать необходимости находить обратную функцию.
Впервые метод дополнительного аргумента был предложен академиком М.И. Имана-
лиевым. Одной из первых работ, содержащей предпосылки метода дополнительного ар-
гумента, была статья [9]. В работе [10] с помощью метода дополнительного аргумента
определены условия локальной разрешимости задачи Коши в исходных координатах для
системы двух квазилинейных уравнений первого порядка, при которых решение имеет
меньшую гладкость, чем начальные функции ϕ1(x), ϕ2(x), и указаны границы интерва-
ла разрешимости. В работе [11] описан метод дополнительного аргумента. В работе [12]
метод дополнительного аргумента применяется для изучения разрешимости обратной за-
дачи для квазилинейного дифференциального уравнения в частных производных первого
порядка. В работе [13] с помощью метода дополнительного аргумента изучена однозначная
разрешимость начальной задачи для одного квазилинейного интегро-дифференциального
уравнения в частных производных высшего порядка с вырожденным ядром.
В работах [14–22] рассмотрено применение метода дополнительного аргумента к ис-
следованию локальной и нелокальной разрешимости задачи Коши в исходных координатах
для некоторых систем нелинейных и квазилинейных уравнений первого порядка.
В работе [23] с помощью метода дополнительного аргумента определены достаточные
условия существования и единственности локального решения задачи Коши (0.1), (0.2), при
которых решение имеет такую же гладкость по x, как и начальные функции задачи Коши,
и достаточные условия нелокальной разрешимости задачи Коши (0.1), (0.2). В данной рабо-
те с помощью метода дополнительного аргумента определен еще один вариант достаточных
условий существования и единственности локального решения задачи Коши (0.1), (0.2), при
которых решение имеет такую же гладкость по x, как и начальные функции задачи Коши,
и вариант достаточных условий нелокальной разрешимости задачи Коши (0.1), (0.2). В дан-
ной работе добавлены подробности в доказательства. Рассмотрим отличие условий.
В работе [23] мы можем доказать существование и единственность локального решения
задачи Коши в исходных координатах, у которого гладкость по x не ниже, чем у начальных
функций задачи Коши (0.1), (0.2), если
∂S1
∂u
< 0,
∂S1
∂v
> 0,
∂S2
∂u
< 0,
∂S2
∂v
> 0 на ZK ,
ϕ′1(x) 6 0, ϕ
′
2(x) > 0 на R,
∂f1
∂x
6 0,
∂f2
∂x
> 0 на ΩT ,
где ZK = {(u, v) | u, v ∈ [−K,K]}, K = 2max
{
sup
R
∣∣∣ϕ(l)i
∣∣∣ | i = 1, 2, l = 0, 2
}
.
61
В работе [23] мы можем доказать существование и единственность нелокального реше-
ния задачи Коши (0.1), (0.2) в исходных координатах, если
∂S1
∂u
< 0,
∂S1
∂v
> 0,
∂S2
∂u
< 0,
∂S2
∂v
> 0 на ZK ,
ϕ′1(x) 6 0, ϕ
′
2(x) > 0 на R,
∂f1
∂x
6 0,
∂f2
∂x
> 0 на ΩT ,
где ZK = {(u, v) |u, v ∈ [−K,K]},
K = max
{
sup
R
∣∣∣ϕ(l)i
∣∣∣ | i = 1, 2, l = 0, 2
}
+ T max
{
sup
ΩT
|f1|, sup
ΩT
|f2|, sup
ΩT
∣∣∣∣∂f1∂x
∣∣∣∣, sup
ΩT
∣∣∣∣∂f2∂x
∣∣∣∣
}
.
В данной работе мы можем доказать существование и единственность локального решения
задачи Коши в исходных координатах, у которого гладкость по x не ниже, чем у начальных
функций задачи Коши (0.1), (0.2), если
∂S1
∂u
< 0,
∂S1
∂v
< 0,
∂S2
∂u
< 0,
∂S2
∂v
< 0 на ZK ,
ϕ′1(x) 6 0, ϕ
′
2(x) 6 0 на R,
∂f1
∂x
6 0,
∂f2
∂x
6 0 на ΩT ,
где ZK = {(u, v) |u, v ∈ [−K,K]} , K = 2max
{
sup
R
∣∣∣ϕ(l)i
∣∣∣ |i = 1, 2, l = 0, 2
}
.
В данной работе мы можем доказать существование и единственность нелокального
решения задачи Коши (0.1), (0.2) в исходных координатах, если
∂S1
∂u
< 0,
∂S1
∂v
< 0,
∂S2
∂u
< 0,
∂S2
∂v
< 0 на ZK ,
ϕ′1(x) 6 0, ϕ
′
2(x) 6 0 на R,
∂f1
∂x
6 0,
∂f2
∂x
6 0 на ΩT ,
где ZK = {(u, v) | u, v ∈ [−K,K]},
K = max
{
sup
R
∣∣∣ϕ(l)i
∣∣∣ | i = 1, 2, l = 0, 2
}
+ T max
{
sup
ΩT
|f1|, sup
ΩT
|f2|, sup
ΩT
∣∣∣∣∂f1∂x
∣∣∣∣, sup
ΩT
∣∣∣∣∂f2∂x
∣∣∣∣
}
.
В данной работе и в работе [23] приведены достаточные условия разрешимости, кото-
рые используются при доказательстве теорем, выводе оценок, глобальных оценок, на мно-
гих этапах доказательств. Нелокальная разрешимость возможна лишь при определенных
ограничениях на функции f1, f2, S1, S2, ϕ1, ϕ2. Для того чтобы вывести оценки, глобаль-
ные оценки, доказать существование и единственность локального решения задачи Коши
в исходных координатах, у которого гладкость по x не ниже, чем у начальных функций за-
дачи Коши (0.1), (0.2), вводятся ограничения на функции f1, f2, S1, S2, ϕ1, ϕ2. В работе [23]
и в данной работе ограничения на функции f1, f2, S1, S2, ϕ1, ϕ2 отличаются.
§ 1. Существование локального решения
В соответствии с методом дополнительного аргумента запишем для задачи (0.1), (0.2)
расширенную характеристическую систему [10, 11, 14–23]:
∂η1(s, t, x)
∂s
= S1(u(s, η1(s, t, x)), v(s, η1(s, t, x))),
∂η2(s, t, x)
∂s
= S2(u(s, η2(s, t, x)), v(s, η2(s, t, x))),
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∂u(s, η1(s, t, x))
∂s
= f1(s, η1(s, t, x)),
∂v(s, η2(s, t, x))
∂s
= f2(s, η2(s, t, x)),
u(0, η1(0, t, x)) = ϕ1(η1(0, t, x)), v(0, η2(0, t, x)) = ϕ2(η2(0, t, x)), ηi(t, t, x) = x, i = 1, 2.
Вводим новые неизвестные функции:
w1(s, t, x) = u(s, η1(s, t, x)), w2(s, t, x) = v(s, η2(s, t, x)),
w3(s, t, x) = v(s, η1(s, t, x)), w4(s, t, x) = u(s, η2(s, t, x)).
Тогда расширенная характеристическая система примет вид
∂η1(s, t, x)
∂s
= S1(w1(s, t, x), w3(s, t, x)), (1.1)
∂η2(s, t, x)
∂s
= S2(w4(s, t, x), w2(s, t, x)), (1.2)
∂w1(s, t, x)
∂s
= f1(s, η1(s, t, x)), (1.3)
∂w2(s, t, x)
∂s
= f2(s, η2(s, t, x)), (1.4)
w3(s, t, x) = w2(s, s, η1(s, t, x)), w4(s, t, x) = w1(s, s, η2(s, t, x)), (1.5)
w1(0, t, x) = ϕ1(η1(0, t, x)), w2(0, t, x) = ϕ2(η2(0, t, x)), ηi(t, t, x) = x, i = 1, 2. (1.6)
Неизвестные функции ηi, wj , i = 1, 2, j = 1, 4, зависят не только от t и x, но и от до-
полнительного аргумента s. Интегрируя уравнения (1.1)–(1.4) по аргументу s и учитывая
условия (1.5), (1.6), получим эквивалентную систему интегральных уравнений:
η1(s, t, x) = x−
∫ t
s
S1(w1(ν, t, x), w3(ν, t, x)) dν, (1.7)
η2(s, t, x) = x−
∫ t
s
S2(w4(ν, t, x), w2(ν, t, x)) dν, (1.8)
w1(s, t, x) = ϕ1(η1(0, t, x)) +
∫ s
0
f1(ν, η1(ν, t, x)) dν, (1.9)
w2(s, t, x) = ϕ2(η2(0, t, x)) +
∫ s
0
f2(ν, η2(ν, t, x)) dν, (1.10)
w3(s, t, x) = w2(s, s, η1(s, t, x)), w4(s, t, x) = w1(s, s, η2(s, t, x)). (1.11)
Подставим (1.7), (1.8) в (1.9)–(1.11), получим следующую систему:
w1(s, t, x) = ϕ1(x−
∫ t
0
S1(w1(ν, t, x), w3(ν, t, x)) dν) +
+
∫ s
0
f1(ν, x−
∫ t
ν
S1(w1(τ, t, x), w3(τ, t, x)) dτ) dν,
(1.12)
w2(s, t, x) = ϕ2(x−
∫ t
0
S2(w4(ν, t, x), w2(ν, t, x)) dν) +
+
∫ s
0
f2(ν, x−
∫ t
ν
S2(w4(τ, t, x), w2(τ, t, x)) dτ) dν,
(1.13)
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w3(s, t, x) = w2(s, s, x−
∫ t
s
S1(w1(ν, t, x), w3(ν, t, x)) dν), (1.14)
w4(s, t, x) = w1(s, s, x−
∫ t
s
S2(w4(ν, t, x), w2(ν, t, x)) dν), (1.15)
где w1, w2, w3, w4 — неизвестные функции.
Обозначим ΓT = {(s, t, x) | 0 6 s 6 t 6 T, x ∈ (−∞,+∞), T > 0},
Cϕ = max
{
sup
R
∣∣∣ϕ(l)i
∣∣∣ | i = 1, 2, l = 0, 2
}
,
Cf = max
{
sup
ΩT
|f1|, sup
ΩT
|f2|, sup
ΩT
∣∣∣∣∂f1∂x
∣∣∣∣, sup
ΩT
∣∣∣∣∂f2∂x
∣∣∣∣
}
,
ZK = {(u, v) | u, v ∈ [−K,K]}, где K — произвольно зафиксированное положительное чис-
ло,
l = max
{
sup
ZK
∣∣∣∣∂S1∂u
∣∣∣∣, sup
ZK
∣∣∣∣∂S1∂v
∣∣∣∣, sup
ZK
∣∣∣∣∂S2∂u
∣∣∣∣, sup
ZK
∣∣∣∣∂S2∂v
∣∣∣∣
}
,
‖U‖ = sup
ΓT
|U(s, t, x)|, ‖f‖ = sup
ΩT
|f(t, x)|,
C¯α1,α2,...,αn(Ω∗) — пространство функций, определенных, непрерывных и ограниченных вме-
сте со своими производными до порядка αm по m-му аргументу, m = 1, n, на неограничен-
ном подмножестве Ω∗ ⊂ Rn, n = 1, 2 . . . .
Справедлива следующая теорема, в которой сформулирован вариант достаточных усло-
вий существования и единственности локального решения задачи Коши (0.1), (0.2), при
которых решение u(t, x) = w1(t, t, x), v(t, x) = w2(t, t, x) имеет такую же гладкость по x,
как и начальные функции ϕ1(x), ϕ2(x).
Т е о р е м а 1.1. Пусть ϕ1, ϕ2 ∈ C¯2(R), f1, f2 ∈ C¯2,2(ΩT ), S1, S2 ∈ C¯2,2(ZK), где
T 6 min
( Cϕ
4Cf
,
3
40Cϕl
)
, K = 2Cϕ,
и выполняются условия
∂S1
∂u
< 0,
∂S1
∂v
< 0,
∂S2
∂u
< 0,
∂S2
∂v
< 0 на ZK ,
ϕ′1(x) 6 0, ϕ
′
2(x) 6 0 на R,
∂f1
∂x
6 0,
∂f2
∂x
6 0 на ΩT .
Тогда для любого T 6 min
(
Cϕ
4Cf
, 3
40Cϕl
)
задача Коши (0.1), (0.2) имеет единственное
решение u(t, x), v(t, x) ∈ C¯1,2(ΩT ), которое определяется из системы интегральных урав-
нений (1.12)–(1.15).
Теорема 1.1 следует из выполнения условий трех лемм.
Л е м м а 1.1. Если функции wj, j = 1, 4, удовлетворяют системе интегральных урав-
нений (1.12)–(1.15) и являются непрерывно дифференцируемыми и ограниченными вместе
со своими первыми производными, то функции
u(t, x) = w1(t, t, x), v(t, x) = w2(t, t, x)
будут решением задачи Коши (0.1), (0.2) на ΩT0 , T0 6 T , где T0 — константа, определяемая
через исходные данные.
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Лемма 1.1 составляет основу метода дополнительного аргумента. Лемма 1.1 доказыва-
ется аналогично утверждению из работ [10, 11, 15, 17, 18, 20, 21].
Л е м м а 1.2. При выполнении условий
ϕ1, ϕ2 ∈ C¯2(R), f1, f2 ∈ C¯2,2(ΩT ), S1, S2 ∈ C¯2,2(ZK), K = 2Cϕ
и
T 6 min
( Cϕ
4Cf
,
3
40Cϕl
)
(1.16)
система интегральных уравнений (1.12)–(1.15) имеет единственное решение:
wj ∈ C1,1,1(ΓT ), j = 1, 4.
Д о к а з а т е л ь с т в о. Доказательство этой леммы проводится по схеме, изложенной
в [10], и так же, как в статьях [10,17,18,20]. Поэтому приведем только его ключевые пункты.
Основная трудность состоит в том, что в системе (1.12)–(1.15) присутствует суперпозиция
неизвестных функций. Для преодоления этой трудности используется «двухуровневый» ал-
горитм последовательных приближений.
Нулевое приближение к решению системы интегральных уравнений (1.12)–(1.15) зада-
дим равенствами w10(s, t, x) = ϕ1(x), w20(s, t, x) = ϕ2(x), w30(s, t, x) = ϕ2(x), w40(s, t, x) =
= ϕ1(x).
Первое и последующие приближения системы уравнений (1.12)–(1.15) определим при
помощи рекуррентной последовательности систем уравнений (n = 1, 2, . . .):
w1n(s, t, x) = ϕ1(x−
t
∫
0
S1(w1n(ν, t, x), w3n(ν, t, x)) dν) +
+
s
∫
0
f1(ν, x−
t
∫
ν
S1(w1n(τ, t, x), w3n(τ, t, x)) dτ) dν,
(1.17)
w2n(s, t, x) = ϕ2(x−
t
∫
0
S2(w4n(ν, t, x), w2n(ν, t, x)) dν) +
+
s
∫
0
f2(ν, x−
t
∫
ν
S2(w4n(τ, t, x), w2n(τ, t, x)) dτ) dν,
(1.18)
w3n(s, t, x) = w2(n−1)(s, s, x−
t
∫
s
S1(w1n(ν, t, x), w3n(ν, t, x)) dν), (1.19)
w4n(s, t, x) = w1(n−1)(s, s, x−
t
∫
s
S2(w4n(ν, t, x), w2n(ν, t, x)) dν). (1.20)
Для системы уравнений (1.17)–(1.20) нулевое приближение определим равенствами
w0jn = wj(n−1), j = 1, 4.
Для системы уравнений (1.17)–(1.20) первое и все последующие приближения опреде-
лим на основе соотношений
wk+11n (s, t, x) = ϕ1(x−
t
∫
0
S1(w
k
1n(ν, t, x), w
k
3n(ν, t, x)) dν) +
+
s
∫
0
f1(ν, x−
t
∫
ν
S1(w
k
1n(τ, t, x), w
k
3n(τ, t, x)) dτ) dν,
(1.21)
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wk+12n (s, t, x) = ϕ2(x−
t
∫
0
S2(w
k
4n(ν, t, x), w
k
2n(ν, t, x)) dν) +
+
s
∫
0
f2(ν, x−
t
∫
ν
S2(w
k
4n(τ, t, x), w
k
2n(τ, t, x)) dτ) dν,
(1.22)
wk+13n (s, t, x) = w2(n−1)(s, s, x−
t
∫
s
S1(w
k
1n(ν, t, x), w
k
3n(ν, t, x)) dν), (1.23)
wk+14n (s, t, x) = w1(n−1)(s, s, x−
t
∫
s
S2(w
k
4n(ν, t, x), w
k
2n(ν, t, x)) dν). (1.24)
При выполнении условия
T 6 min
( Cϕ
2Cf
,
1
12Cϕl
)
(1.25)
справедливы оценки
∥∥wkjn∥∥ 6 2Cϕ, j = 1, 4.
При выполнении условия (1.25) последовательные приближения (1.21)–(1.24) сходятся
к непрерывному и ограниченному решению системы (1.17)–(1.20). Справедливы оценки
‖wjn‖ 6 2Cϕ, j = 1, 4.
Продифференцируем последовательные приближения (1.21)–(1.24) по x, получим
∂wk+11n
∂x
= ϕ′1(x−
t
∫
0
S1(w
k
1n, w
k
3n) dν)
(
1−
t
∫
0
(
∂S1
∂u
∂wk1n
∂x
+
∂S1
∂v
∂wk3n
∂x
)
dν
)
+
+
s
∫
0
∂f1
∂x
(
1−
t
∫
ν
(
∂S1
∂u
∂wk1n
∂x
+
∂S1
∂v
∂wk3
∂x
)
dτ
)
dν,
∂wk+12n
∂x
= ϕ′2(x−
t
∫
0
S2(w
k
4n, w
k
2n) dν)
(
1−
t
∫
0
(
∂S2
∂u
∂wk4n
∂x
+
∂S2
∂v
∂wk2n
∂x
)
dν
)
+
+
s
∫
0
∂f2
∂x
(
1−
t
∫
ν
(
∂S2
∂u
∂wk4n
∂x
+
∂S2
∂v
∂wk2n
∂x
)
dτ
)
dν,
∂wk+13n
∂x
=
∂w2(n−1)
∂x
·
(
1−
t
∫
s
(
∂S1
∂u
∂wk1n
∂x
+
∂S1
∂v
∂wk3n
∂x
)
dν
)
,
∂wk+14n
∂x
=
∂w1(n−1)
∂x
·
(
1−
t
∫
s
(
∂S2
∂u
∂wk4n
∂x
+
∂S2
∂v
∂wk2n
∂x
)
dν
)
.
При выполнении условия (1.25) справедливы оценки
∥∥∥∥∂w
k
1n
∂x
∥∥∥∥ 6 4Cϕ,
∥∥∥∥∂w
k
2n
∂x
∥∥∥∥ 6 4Cϕ,
∥∥∥∥∂w
k
3n
∂x
∥∥∥∥ 6 8Cϕ,
∥∥∥∥∂w
k
4n
∂x
∥∥∥∥ 6 8Cϕ.
Продифференцируем последовательные приближения (1.17)–(1.20) по x, получим
∂w1n
∂x
= ϕ′1(x−
t
∫
0
S1(w1n, w3n) dν)
(
1−
t
∫
0
(
∂S1
∂u
∂w1n
∂x
+
∂S1
∂v
∂w3n
∂x
)
dν
)
+
+
s
∫
0
∂f1
∂x
(
1−
t
∫
ν
(
∂S1
∂u
∂w1n
∂x
+
∂S1
∂v
∂w3n
∂x
)
dτ
)
dν,
(1.26)
∂w2n
∂x
= ϕ′2(x−
t
∫
0
S2(w4n, w2n) dν)
(
1−
t
∫
0
(
∂S2
∂u
∂w4n
∂x
+
∂S2
∂v
∂w2n
∂x
)
dν
)
+
+
s
∫
0
∂f2
∂x
(
1−
t
∫
ν
(
∂S2
∂u
∂w4n
∂x
+
∂S2
∂v
∂w2n
∂x
)
dτ
)
dν,
(1.27)
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∂w3n
∂x
=
∂w2(n−1)
∂x
·
(
1−
t
∫
s
(
∂S1
∂u
∂w1n
∂x
+
∂S1
∂v
∂w3n
∂x
)
dν
)
, (1.28)
∂w4n
∂x
=
∂w1(n−1)
∂x
·
(
1−
t
∫
s
(
∂S2
∂u
∂w4n
∂x
+
∂S2
∂v
∂w2n
∂x
)
dν
)
. (1.29)
При выполнении условия (1.25) последовательные приближения
∂wk1n
∂x
,
∂wk2n
∂x
,
∂wk3n
∂x
,
∂wk4n
∂x
сходятся к
∂w1n
∂x
,
∂w2n
∂x
,
∂w3n
∂x
,
∂w4n
∂x
при k →∞, справедливы оценки
∥∥∥∥∂w1n∂x
∥∥∥∥ 6 4Cϕ,
∥∥∥∥∂w2n∂x
∥∥∥∥ 6 4Cϕ,
∥∥∥∥∂w3n∂x
∥∥∥∥ 6 8Cϕ,
∥∥∥∥∂w4n∂x
∥∥∥∥ 6 8Cϕ.
При выполнении условия (1.16) последовательные приближения (1.17)–(1.20) сходятся
к непрерывному и ограниченному решению системы (1.12)–(1.15), у которого существуют
непрерывные и ограниченные производные
∂wj
∂x
, j = 1, 4. Справедливы оценки
‖wj‖ 6 2Cϕ, j = 1, 4,
∥∥∥∥∂w1∂x
∥∥∥∥ 6 4Cϕ,
∥∥∥∥∂w2∂x
∥∥∥∥ 6 4Cϕ,
∥∥∥∥∂w3∂x
∥∥∥∥ 6 8Cϕ,
∥∥∥∥∂w4∂x
∥∥∥∥ 6 8Cϕ.
Аналогично доказывается, что wj , j = 1, 4, имеют непрерывные и ограниченные произ-
водные по переменной t на ΓT . Единственность решения доказывается так же, как в ста-
тье [10]. 
Введем условия
∂S1
∂u
< 0,
∂S1
∂v
< 0,
∂S2
∂u
< 0,
∂S2
∂v
< 0 на ZK ,
ϕ′1(x) 6 0, ϕ
′
2(x) 6 0 на R,
∂f1
∂x
6 0,
∂f2
∂x
6 0 на ΩT .
(1.30)
Л е м м а 1.3. Пусть ϕ1, ϕ2 ∈ C¯2(R), f1, f2 ∈ C¯2,2(ΩT ), S1, S2 ∈ C¯2,2(ZK), K = 2Cϕ,
тогда при выполнении условий (1.16), (1.30) функции wj, j = 1, 4, представляющие собой
решение системы уравнений (1.12)–(1.15), имеют непрерывные и ограниченные производ-
ные
∂2wj
∂x2
,
∂2wj
∂x∂t
, j = 1, 4, на ΓT , где T 6 min
( Cϕ
4Cf
,
3
40Cϕl
)
.
Д о к а з а т е л ь с т в о. Дважды продифференцируем последовательные приближения
(1.17)–(1.20) по x. Обозначим ωnj =
∂2wjn
∂x2
, j = 1, 4, получим систему уравнений
ωn1 (s, t, x) = −ϕ′1(x−
t
∫
0
S1(w1n, w3n) dν)
t
∫
0
(
∂S1
∂u
ωn1 (ν, t, x) +
∂S1
∂v
ωn3 (ν, t, x)
)
dν −
−
s
∫
0
∂f1
∂x
t
∫
ν
(
∂S1
∂u
ωn1 (τ, t, x) +
∂S1
∂v
ωn3 (τ, t, x)
)
dτdν +G1
(
s, t, x, w1n, w3n,
∂w1n
∂x
,
∂w3n
∂x
)
,
ωn2 (s, t, x) = −ϕ′2(x−
t
∫
0
S2(w4n, w2n) dν)
t
∫
0
(
∂S2
∂u
ωn4 (ν, t, x) +
∂S2
∂v
ωn2 (ν, t, x)
)
dν −
−
s
∫
0
∂f2
∂x
t
∫
ν
(
∂S2
∂u
ωn4 (τ, t, x) +
∂S2
∂v
ωn2 (τ, t, x)
)
dτdν +G2
(
s, t, x, w2n, w4n,
∂w2n
∂x
,
∂w4n
∂x
)
,
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ωn3 (s, t, x) = ω
n−1
2 ·
(
1−
t
∫
s
(
∂S1
∂u
∂w1n
∂x
+
∂S1
∂v
∂w3n
∂x
)
dν
)2
−
− ∂w2(n−1)
∂x
t
∫
s
(
∂S1
∂u
ωn1 (ν, t, x) +
∂S1
∂v
ωn3 (ν, t, x)
)
dν +G3
(
s, t, x, w1n, w3n,
∂w1n
∂x
,
∂w3n
∂x
)
,
ωn4 (s, t, x) = ω
n−1
1 ·
(
1−
t
∫
s
(
∂S2
∂u
∂w4n
∂x
+
∂S2
∂v
∂w2n
∂x
)
dν
)2
−
− ∂w1(n−1)
∂x
t
∫
s
(
∂S2
∂u
ωn4 (ν, t, x) +
∂S2
∂v
ωn2 (ν, t, x)
)
dν +G4
(
s, t, x, w2n, w4n,
∂w2n
∂x
,
∂w4n
∂x
)
,
где Gj , j = 1, 2, 3, 4, — известные функции.
При выполнении условия (1.16) с учетом установленных выше оценок ‖wjn‖ 6 2Cϕ,
j = 1, 4, получаем
|
t
∫
s
S1(w1n, w3n) dν| 6 SKT, |
t
∫
s
S2(w4n, w2n) dν| 6 SKT,
SK = max
{
sup
ZK
|S1|, sup
ZK
|S2|
}
, K = 2Cϕ.
Зафиксируем точку x0 ∈ R. Рассмотрим множество
Ωx0 = {x |x0 − SKT 6 x 6 x0 + SKT}, K = 2Cϕ.
Возьмем x1, x2 ∈ Ωx0 .
Докажем, что при выполнении условий (1.16), (1.30) справедливы неравенства
|η1n (s, t, x1)− η1n (s, t, x2) | 6 |x1 − x2|, (1.31)
|η2n (s, t, x1)− η2n (s, t, x2) | 6 |x1 − x2|, (1.32)
где
η1n(s, t, x) = x−
t
∫
s
S1(w1n(ν, t, x), w3n(ν, t, x)) dν,
η2n(s, t, x) = x−
t
∫
s
S2(w4n(ν, t, x), w2n(ν, t, x)) dν.
Предположим, что
∂w1(n−1)
∂x
6 0,
∂w2(n−1)
∂x
6 0. (1.33)
При выполнении условия (1.16) с учетом установленных оценок
∥∥∥∥∂w1n∂x
∥∥∥∥ 6 4Cϕ,
∥∥∥∥∂w2n∂x
∥∥∥∥ 6 4Cϕ,
∥∥∥∥∂w3n∂x
∥∥∥∥ 6 8Cϕ,
∥∥∥∥∂w4n∂x
∥∥∥∥ 6 8Cϕ
установлено, что для всех n ∈ N на ΓT справедливы неравенства
1−
t
∫
s
(
∂S1
∂u
∂w1n
∂x
+
∂S1
∂v
∂w3n
∂x
)
dν > 0, 1−
t
∫
s
(
∂S2
∂u
∂w4n
∂x
+
∂S2
∂v
∂w2n
∂x
)
dν > 0. (1.34)
Из (1.28), (1.29), (1.33), (1.34) следует, что
∂w3n
∂x
6 0,
∂w4n
∂x
6 0.
Из (1.26), (1.27) при выполнении условий (1.30) с учетом неравенств (1.34), получаем
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∂w1n
∂x
6 0,
∂w2n
∂x
6 0.
Так как
∂w1n
∂x
6 0,
∂w2n
∂x
6 0, ∂w3n
∂x
6 0,
∂w4n
∂x
6 0, то
1−
t
∫
s
(
∂S1
∂u
∂w1n
∂x
+
∂S1
∂v
∂w3n
∂x
)
dν 6 1, 1−
t
∫
s
(
∂S2
∂u
∂w4n
∂x
+
∂S2
∂v
∂w2n
∂x
)
dν 6 1. (1.35)
В силу неравенств (1.34) и (1.35), по теореме о конечных приращениях получаем, что
справедливы неравенства (1.31), (1.32).
Так же, как в [17,18,20,23], установлена равностепенная непрерывность функций ωn1 , ω
n
2
по x при x ∈ Ωx0 , из которой следует равностепенная непрерывность функций ωn1 , ωn2 по x
в выбранной, произвольной точке x0 ∈ R.
Рассмотрим систему уравнений
ω˜n1 = −ϕ′1(x−
t
∫
0
S1(w1, w3) dν)
t
∫
0
(
∂S1
∂u
ω˜n1 +
∂S1
∂v
ω˜n3
)
dν −
−
s
∫
0
∂f1
∂x
t
∫
ν
(
∂S1
∂u
ω˜n1 +
∂S1
∂v
ω˜n3
)
dτ dν +G1
(
s, t, x, w1, w3,
∂w1
∂x
,
∂w3
∂x
)
,
ω˜n2 = −ϕ′2(x−
t
∫
0
S2(w4, w2) dν)
t
∫
0
(
∂S2
∂u
ω˜n4 +
∂S2
∂v
ω˜n2
)
dν −
−
s
∫
0
∂f2
∂x
t
∫
ν
(
∂S2
∂u
ω˜n4 +
∂S2
∂v
ω˜n2
)
dτ dν +G2
(
s, t, x, w2, w4,
∂w2
∂x
,
∂w4
∂x
)
,
ω˜n3 = ω˜
n−1
2 ·
(
1−
t
∫
s
(
∂S1
∂u
∂w1
∂x
+
∂S1
∂v
∂w3
∂x
)
dν
)2
− ∂w2
∂x
t
∫
s
(
∂S1
∂u
ω˜n1 +
∂S1
∂v
ω˜n3
)
dν +
+G3
(
s, t, x, w1, w3,
∂w1
∂x
,
∂w3
∂x
)
,
ω˜n4 = ω˜
n−1
1 ·
(
1−
t
∫
s
(
∂S2
∂u
∂w4
∂x
+
∂S2
∂v
∂w2
∂x
)
dν
)2
−
− ∂w1
∂x
t
∫
s
(
∂S2
∂u
ω˜n4 +
∂S2
∂v
ω˜n2
)
dν +G4
(
s, t, x, w2, w4,
∂w2
∂x
,
∂w4
∂x
)
,
где Gj , j = 1, 2, 3, 4, — известные функции.
При выполнении условий (1.16), (1.30) доказано, что ω˜nj → ω˜j, j = 1, 4. При выполнении
условий (1.16), (1.30) доказано, что справедливы оценки
‖ω˜1‖ 6 2Cϕ, ‖ω˜2‖ 6 2Cϕ, ‖ω˜3‖ 6 4Cϕ, ‖ω˜4‖ 6 4Cϕ.
Покажем, что при выполнении условий (1.16), (1.30) последовательные приближения ωnj
сходятся к функциям ω˜j , j = 1, 4, при n→∞ на ΓT .
При выполнении условий (1.16), (1.30) в любой точке x0 ∈ R:
|ωn1 − ω˜1| 6 |Rn1 |+ (Cf lt2 + Cϕlt)(‖ωn1 − ω˜1‖+ ‖ωn3 − ω˜3‖),
‖ωn3 − ω˜3‖ 6 |Rn2 |+
∣∣ωn−12 − ω˜2∣∣+ 4Cϕlt(‖ωn1 − ω˜1‖+ ‖ωn3 − ω˜3‖),
где Rn1 , R
n
2 — известные величины. Установлено, что при выполнении условия (1.16) спра-
ведливы неравенства
|ωn1 − ω˜1| 6 |Rn1 |+ 0.1(‖ωn1 − ω˜1‖+ ‖ωn3 − ω˜3‖),
‖ωn3 − ω˜3‖ 6 |Rn2 |+
∣∣ωn−12 − ω˜2∣∣+ 0.3(‖ωn1 − ω˜1‖+ ‖ωn3 − ω˜3‖),
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где Rn1 , R
n
2 — известные величины.
Пользуясь равномерной и равностепенной непрерывностью, а также ограниченностью
всех функций, входящих в Rn1 , R
n
2 , в частности равностепенной непрерывностью функ-
ций ωn1 , ω
n
2 по x при x ∈ Ωx0 , для любого сколько угодно малого числа ε можно подобрать
такой номер N, что при n > N
|Rn1 | < ε, |Rn2 | < ε.
Следовательно, при n > N
|ωn1 − ω˜1| 6 ε+ 0.1(‖ωn1 − ω˜1‖+ ‖ωn3 − ω˜3‖),
‖ωn3 − ω˜3‖ 6 ε+
∣∣ωn−12 − ω˜2∣∣+ 0.3(‖ωn1 − ω˜1‖+ ‖ωn3 − ω˜3‖).
Значит, при n > N
‖ωn1 − ω˜1‖ 6
10
9
ε+
1
9
‖ωn3 − ω˜3‖,
‖ωn3 − ω˜3‖ 6
10
7
ε+
10
7
∥∥ωn−12 − ω˜2∥∥+ 37 ‖ωn1 − ω˜1‖.
Получаем при n > N
‖ωn1 − ω˜1‖ 6
10
9
ε+
1
9
‖ωn3 − ω˜3‖ 6
10
9
ε+
1
9
(
10
7
ε+
10
7
∥∥ωn−12 − ω˜2∥∥+ 37 ‖ωn1 − ω˜1‖
)
,
‖ωn1 − ω˜1‖ 6
80
63
ε+
10
63
∥∥ωn−12 − ω˜2∥∥+ 121 ‖ωn1 − ω˜1‖, (1.36)
‖ωn1 − ω˜1‖ 6
4
3
ε+
1
6
∥∥ωn−12 − ω˜2∥∥.
Аналогично: при n > N
‖ωn2 − ω˜2‖ 6
4
3
ε+
1
6
∥∥ωn−11 − ω˜1∥∥. (1.37)
Сложим неравенства (1.36), (1.37), получим при n > N
‖ωn1 − ω˜1‖+ ‖ωn2 − ω˜2‖ 6
8
3
ε+
1
6
(
∥∥ωn−12 − ω˜2∥∥+ ∥∥ωn−11 − ω˜1∥∥).
С помощью метода математической индукции установлено, что справедливо неравенство
∥∥ωN+k1 − ω˜1∥∥+ ∥∥ωN+k2 − ω˜2∥∥ 6
(
1
6
)k
(
∥∥ωN1 − ω˜1∥∥+ ∥∥ωN2 − ω˜2∥∥) + 165 ε.
Следовательно, ωN+k1 → ω˜1, ωN+k2 → ω˜2 при N →∞, k →∞. Отсюда следует, что ωn3 → ω˜3,
ωn4 → ω˜4 при n→∞.
Так как ωnj =
∂2wjn
∂x2
, j = 1, 4, то при выполнении условий (1.16), (1.30)
∂2wjn
∂x2
→ ∂
2wj
∂x2
=
= ω˜j , где функции
∂2wj
∂x2
, j = 1, 4, непрерывные и ограниченные на ΓT .
Далее установлено, что при выполнении условий (1.16), (1.30) существуют непрерывные
и ограниченные производные
∂2wj
∂x∂t
, j = 1, 4, на ΓT . 
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§ 2. Существование нелокального решения
Т е о р е м а 2.1. Пусть
ϕ1, ϕ2 ∈ C¯2(R), f1, f2 ∈ C¯2,2(ΩT ), S1, S2 ∈ C¯2,2(ZK), K = Cϕ + TCf
и выполняются условия (1.30). Тогда для любого T > 0 задача Коши (0.1), (0.2) имеет
единственное решение u(t, x), v(t, x) ∈ C¯1,2(ΩT ), которое определяется из системы инте-
гральных уравнений (1.12)–(1.15).
Д о к а з а т е л ь с т в о. Для доказательства существования нелокального решения зада-
чи Коши (0.1), (0.2) и вывода для него глобальных оценок надо дополнить систему (1.7)–
(1.11) двумя уравнениями. Продифференцируем систему уравнений (0.1) по x.
Обозначим p(t, x) =
∂u
∂x
, q(t, x) =
∂v
∂x
, получим


∂p
∂t
+ S1(u, v)
∂p
∂x
= −∂S1
∂u
p2 − ∂S1
∂v
pq +
∂f1
∂x
,
∂q
∂t
+ S2(u, v)
∂q
∂x
= −∂S2
∂v
q2 − ∂S2
∂u
pq +
∂f2
∂x
,
p(0, x) = ϕ′1(x), q(0, x) = ϕ
′
2(x).
Добавим к системе уравнений (1.7)–(1.11) два уравнения:


∂γ1(s, t, x)
∂s
= −∂S1
∂u
γ21(s, t, x)−
∂S1
∂v
γ1(s, t, x)γ2(s, s, η1) +
∂f1
∂x
,
∂γ2(s, t, x)
∂s
= −∂S2
∂v
γ22(s, t, x)−
∂S2
∂u
γ1(s, s, η2)γ2(s, t, x) +
∂f2
∂x
,
(2.1)
с начальными условиями
γ1(0, t, x) = ϕ
′
1(η1), γ2(0, t, x) = ϕ
′
2(η2).
Перепишем систему уравнений (2.1) в следующем виде:


γ1 (s, t, x) = ϕ
′
1(η1) +
s
∫
0
[−∂S1
∂u
γ21(ν, t, x)−
∂S1
∂v
γ1(ν, t, x)γ2(ν, ν, η1) +
∂f1
∂x
] dν,
γ2(s, t, x) = ϕ
′
2(η2) +
s
∫
0
[−∂S2
∂v
γ22(ν, t, x)−
∂S2
∂u
γ2(ν, t, x)γ1(ν, ν, η2) +
∂f2
∂x
] dν.
(2.2)
Так же как в [15, 17, 18, 20, 21, 23], доказывается существование непрерывно дифферен-
цируемого решения задачи (2.2). Следовательно,
γ1(t, t, x) = p(t, x) =
∂u
∂x
, γ2(t, t, x) = q(t, x) =
∂v
∂x
.
Из (1.7)–(1.11) следуют оценки
‖wi‖ 6 Cϕ + TCf , i = 1, 2.
Так как u(t, x) = w1(t, t, x), v(t, x) = w2(t, t, x), то при всех t и x на ΩT справедливы оценки
‖u‖ 6 Cϕ + TCf , ‖v‖ 6 Cϕ + TCf . (2.3)
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Далее, из (2.1) имеем


γ1(s, t, x) = ϕ
′
1(η1) exp(−
s
∫
0
(
∂S1
∂u
γ1(ν, t, x) +
∂S1
∂v
γ2(ν, ν, η1)
)
dν) +
+
s
∫
0
∂f1
∂x
exp(−
s
∫
τ
(
∂S1
∂u
γ1(ν, t, x) +
∂S1
∂v
γ2(ν, ν, η1)
)
dν) dτ,
γ2(s, t, x) = ϕ
′
2(η2) exp(−
s
∫
0
(
∂S2
∂u
γ1(ν, ν, η2) +
∂S2
∂v
γ2(ν, t, x)
)
dν) +
+
s
∫
0
∂f2
∂x
exp(−
s
∫
τ
(
∂S2
∂u
γ1(ν, ν, η2) +
∂S2
∂v
γ2(ν, t, x)
)
dν) dτ.
(2.4)
Из (2.4) при выполнении условий
∂S1
∂u
< 0,
∂S1
∂v
< 0,
∂S2
∂u
< 0,
∂S2
∂v
< 0 на ZK ,
ϕ′1(x) 6 0, ϕ
′
2(x) 6 0 на R,
∂f1
∂x
6 0,
∂f2
∂x
6 0 на ΩT ,
получаем, что γ1 6 0, γ2 6 0 на ΓT , значит, ‖γi‖ 6 Cϕ + TCf , i = 1, 2. Так как
γ1(t, t, x) =
∂u
∂x
, γ2(t, t, x) =
∂v
∂x
,
то при всех t и x на ΩT справедливы оценки∥∥∥∥∂u∂x
∥∥∥∥ 6 Cϕ + TCf ,
∥∥∥∥∂v∂x
∥∥∥∥ 6 Cϕ + TCf . (2.5)
Так же как в [15, 17], установлено, что при всех t и x на ΩT справедливы оценки∣∣∣∣∂
2u
∂x2
∣∣∣∣ 6 E11 ch
(
t
√
C12C21
)
+
E21C12 + C13√
C12C21
sh
(
t
√
C12C21
)
+ C12C23t
2, (2.6)
∣∣∣∣∂
2v
∂x2
∣∣∣∣ 6 E21 ch
(
t
√
C12C21
)
+
E11C21 + C23√
C12C21
sh
(
t
√
C12C21
)
+ C21C13t
2, (2.7)
где E11, E21, C12, C13, C21, C23 — постоянные, которые определяются через исходные дан-
ные.
Полученные глобальные оценки для u, v,
∂u
∂x
,
∂v
∂x
,
∂2u
∂x2
,
∂2v
∂x2
((2.3), (2.5)–(2.7)) дают
возможность продолжить решение на любой заданный промежуток [0, T ].
Возьмем в качестве начальных значений u(T0, x), v(T0, x), используя теорему 1.1, про-
длим решение на некоторый промежуток [T0, T1], а затем возьмем в качестве началь-
ных значений u(T1, x), v(T1, x), используя теорему 1.1, продлим решение на промежуток
[T1, T2]. В частности, начальные значения
u(Tk, x), v(Tk, x) ∈ C¯2(R), |u(Tk, x)| 6 Cϕ + TCf , |v(Tk, x)| 6 Cϕ + TCf ;∣∣∣∣∂u∂x(Tk, x)
∣∣∣∣ 6 Cϕ + TCf ,
∣∣∣∣∂v∂x(Tk, x)
∣∣∣∣ 6 Cϕ + TCf .
Для вторых производных справедливы оценки (2.6), (2.7), где в качестве t можно
взять T . В результате за конечное число шагов решение может быть продлено на любой
заданный промежуток [0, T ].
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Единственность решения доказывается применением аналогичных оценок, которые поз-
волили установить сходимость последовательных приближений. 
Пример. Рассмотрим задачу Коши для системы вида


∂u(t, x)
∂t
+
1
eu+v + 1
∂u(t, x)
∂x
= 2t+
1
2x + 2
,
∂v(t, x)
∂t
+ arctg(−3u− v)∂v(t, x)
∂x
= t2 +
1
3x + 3
,
(2.8)
где u(t, x), v(t, x) — неизвестные функции с начальными условиями
u(0, x) = ϕ1(x) = 2− 7 arctg x, v(0, x) = ϕ2(x) = 1
ex + 4
. (2.9)
Задача (2.8), (2.9) определена на
ΩT = {(t, x) | 0 6 t 6 T, x ∈ (−∞,+∞), T > 0}.
Здесь
f1(t, x) = 2t+
1
2x + 2
, f2(t, x) = t
2 +
1
3x + 3
,
S1(u, v) =
1
eu+v + 1
, S2(u, v) = arctg(−3u− v),
∂f1
∂x
= − 2
xln2
(2x + 2)2
,
∂f2
∂x
= − 3
xln3
(3x + 3)2
,
ϕ′1(x) = −
7
1 + x2
, ϕ′2(x) = −
ex
(ex + 4)2
,
ϕ′′1(x) =
14x
(1 + x2)2
, ϕ′′2(x) =
e2x − 4ex
(ex + 4)3
,
Cϕ = max
{
sup
R
∣∣∣ϕ(l)i
∣∣∣ | i = 1, 2, l = 0, 2
}
= 2 +
7pi
2
,
Cf = max
{
sup
ΩT
|f1|, sup
ΩT
|f2|, sup
ΩT
∣∣∣∣∂f1∂x
∣∣∣∣, sup
ΩT
∣∣∣∣∂f2∂x
∣∣∣∣
}
= max
{
2T +
1
2
, T 2 +
1
3
}
.
Так как
ϕ1, ϕ2 ∈ C¯2(R), f1, f2 ∈ C¯2,2(ΩT ), S1, S2 ∈ C¯2,2(ZK), K = Cϕ + TCf ,
∂S1
∂u
= − e
u+v
(eu+v + 1)2
< 0,
∂S1
∂v
= − e
u+v
(eu+v + 1)2
< 0,
∂S2
∂u
= − 3
1 + (3u+ v)2
< 0,
∂S2
∂v
= − 1
1 + (3u+ v)2
< 0 на ZK ,
∂f1
∂x
= − 2
xln2
(2x + 2)2
< 0,
∂f2
∂x
= − 3
xln3
(3x + 3)2
< 0 на ΩT ,
ϕ′1(x) = −
7
1 + x2
< 0, ϕ′2(x) = −
ex
(ex + 4)2
< 0 на R,
то по теореме 2.1 задача Коши (2.8), (2.9) имеет единственное решение:
u(t, x), v(t, x) ∈ C¯1,2(ΩT ).
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We consider a Cauchy problem for a system of two quasilinear equations of the first order with constant
terms. The study of the solvability of the Cauchy problem for a system of two quasilinear equations of
the first order with constant terms in the original coordinates is based on the method of an additional
argument. Theorems on the local and nonlocal existence and uniqueness of solutions to the Cauchy
problem are formulated and proved. We prove the existence and uniqueness of the local solution of the
Cauchy problem for a system of two quasilinear equations of the first order with constant terms, which
has the same smoothness with respect to x as the initial functions of the Cauchy problem. Sufficient
conditions for the existence and uniqueness of a nonlocal solution of the Cauchy problem for a system
of two quasilinear equations of the first order with constant terms are found; this solution is continued
by a finite number of steps from the local solution. The proof of the nonlocal solvability of the Cauchy
problem for a system of two quasilinear equations of the first order with constant terms relies on global
estimates.
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