INTRODUCTION
The class of nonlinear programming algorithms known as methods of feasible directions, or as modified methods of centers, is quite large.
All the algorithms in this class apply to discrete optimal control problems (see [9] ), but only three or four of these can be extended for the .v solution of continuous optimal control problems. In this paper we shall review three of the most promising methods of feasible directions for optimal control: an extension of the Frank-Wolfe method [5] , which is a .'.
composite of algorithms proposed by Demyanov [4] , Levitin and Polyak [7] , ;• Barnes [2] and Armijo [1] , a dual method of feasible directions devised by Pironneau and Polak [8] , and a Zoutendijk method [13] .
From the point of view of feasible directions algorithms, continuous ;. ., optimal control problems must be divided into four categories: (i) fixed time problems with fixed initial state, free terminal state, and simple .
constraints on the control; (ii) fixed time problems with inequality con-:
straints on both the initial and the terminal, state and no control con-/ straints, (iii) free time problems with inequality constraints on the . ' .
• ' • initial and terminal states and simple constraints on the control, and finallyj (iv) fixed time problems with inequality state space constraints .
and constraints on the control.
.We shall show that the above mentioned extension of the Frank-Wolfe method can be used for solving problems in category (i), that the PironneauPolak method can be used for solving problems in category (ii), and that the Zoutendijk method can be used for solving discretized problems in category (iv). The Pironneau-Polak method can also be used for solving problems in category (iii). However, this requires a messy modification of the method, based on a Valentine type transformation. The interested reader will find the details of this in [10] ..
THE. NONLINEAR PROGRAMMING ALGORITHMS
The. three nonlinear programming algorithms, which are going to adapt for the solution of optimal control problems, were originally intended to solve problems of the form . where the f ^ : "H -»• lR , j = 0, 1, ..., m, are continuously differentiable.
We begin with a modification of the Frank-Wolfe method [5] , which can be used only when the set
is convex. The modification of the Frank-Wolfe algorithm below combines a direction finding subroutine proposed by Levitin and Polyak [5] and by -.-.-..'• Barnes [2] , with an efficient step length subroutine due to Armijo [1] .
Such "hybrids" are quite common in nonlinear .programming. Step 0: Select a continuous, symmetric, positive semi-definite nxn 2 matrix D(z), an a ^ (0,1) and a g £ (0,1).
(Try a =0.5, 3 = 0.7). .
Step 1; Compute a starting point z G R, as explained in (2.7), below, and set i = 0.
Step Step 3: If d (z ± \ = 0, stop; else, compute the smallest integer
Step 4: Set z = z ± +6 d(z ± ).
Step 5: Set i = i+1 and go to Step 2. A starting point (yn>y n ) for solving (2.7) is obtained by taking y_ to be a good guess and then setting y fi = max f-* (y_) . When the set {zlf-'(z) j < 0, j = 1, 2, ..., m} is not empty, after a finite number of iterations, the algorithm will construct a (y.,y.) such that f (y.) £ 0, j = 1, 2, 0 ..., m, at which point we set z^ = y.. This is so since the optimal y is strictly negative. n For the sake of saving.space and so as to exhibit their common features, we state .the -following two algorithms as one, with a parameter p.
When p = 1, the algorithm becomes a composite using the Zoutendijk Procedure 1 [13] direction finding subroutine and the Armijo step size subroutine [1] . When p = 2, the algorithm becomes the Pironneau-Polak modified method of centers [8] . These-two algorithms differ both in their direction finding and step length subroutines. Both of these algorithms require that the set Q = {z)f-'(z) < 0, j = 1, 2, ..., m} be non empty, otherwise they jam up. Convexity of fi is not required. Step 1; Compute a z n £ fi by applying (2.8) to (2.7), and set i = 0,
Step 2: Set J(z i ,e) = I( Zi ,e) U {0} (2.10) and go to
Step 3p (p = 1 or 2) .
Step 31 12) and go to Step 4.
Step 4: If <j> (z.,e) <_ -ye^, go to Step 6p; else go to Step 5.
Step 5: If e £ e', stop; else, set e = 3e and go to Step 2.
Step 61: Compute the smallest integer k(z.,e) >^ 0 such that . Step 7; Set z = z + X3 d(z ,e).
Step 8 Then we define f°: ,u) = (V f(C,u), V f(C,u)(-)) = (-p n (t C,u), We solve (4.1) by means of the Pontryagin Maximum Principle [11] and denote the optimal control for (4.1) by 6u.(')-Next, we must compute k(u ± ) V the step size 3 as given by (2.5), which in this case becomes, because of (3.1) and (3.12),
Note that in solving (4.1) we have also computed V f (£ ,u.
since the adjoint equations for (4.1) coincide with (3.13), (3.14).
The next control u ..,(•) is then computed according to u 1 
1 ° k(u ± ) Note that^ to compute the step size 3 , we may have to integrate the system (3.2) (with £ = £ ) several times, once for each trial value of k >_ 0 which we wish to test for the condition in (4.2).
Problem P2 and the Pironneau-Polak Algorithm (2.8), with p -• 2.
Next, let us turn to problem P2 for which we now adapt algorithm (2.8) with p = 2. For this purpose, we must find a way for solving (2.12), with the gradients and scalar products as defined in Section 3. This task is made easy by the fact that (2.12) has a convenient dual (see [8] ), so that 4>(z.,e) and d(z.,e) can also be computed by solving the dual quadratic (ii) (step 2 of (2.8)) We construct the index sets I(z.,e) and J(z. s e) (iii) We calculate the gradients VfJ'^,0, j e j^.e), according to (3.12)-(3.l7 r ) (iv) We compute the coefficients of the quadratic form in (4.5).
(v) (step 32 of (2.8)) We solve (4.5) (the dual of (2.12)) by a method such as Wolfe's [12] 
^u.)),j = 1,2,.. ,m_}-X3 cx<f>(z.,e) 5 ^* k(z i ,e) k(z jL ,e) (viii) (Step 7) We set C JA1 = ^,.+X3 6|^ , u^, = u ± + X3 fiu ± .
and continue, with i+1 replacing i in.al-l--expressions.
Problem P3 and the Zoutendijk type Algorithm (2.8) with p = 1.
Apart from the cumbersome evaluation of functions and derivatives, formulas for which were given in the preceding section, the application of algo- h(x(t),u(t),t) > ), <Su > <. 0 for all <$u e u (U = 1R S for P2).
We can now summarize the convergence properties of the algorithms (2.3) and (2.8) with respect to the problems PI, P2 and P3. We find that these are slightly better than a direct extension of theorems (2.6) and 
CONCLUSION
We have shown that certain methods of feasible directions can be extended for use in optimal control. It is to be remembered that in using methods of feasible directions in optimal control, the major cost is in the many integrations required per iteration. This cost can be reduced substantially by integrating coarsely when far from a solution and by refining the precision of integration adaptively as a solution is approached. The reader will find details of procedures for doing this-in Appendix^A~, -lx õ f [9] , and in [9 1 ], which deals specifically with the Pironneau-Polak method. .
