Abstract. The sample average approximation approach to solving stochastic programs induces a sampling error, caused by replacing an expectation by a sample average, as well as an optimization error due to approximating the solution of the resulting sample average problem. We obtain estimators of an optimal solution and the optimal value of the original stochastic program after executing a finite number of iterations of an optimization algorithm applied to the sample average problem. We examine the convergence rate of the estimators as the computing budget tends to infinity, and characterize the allocation policies that maximize the convergence rate in the case of sublinear, linear, and superlinear convergence regimes for the optimization algorithm.
Introduction
Sample average approximation (SAA) is a frequently used approach to solving stochastic programs where an expectation of a random function in the objective function is replaced by a sample average obtained by Monte Carlo sampling. The approach is appealing due to its simplicity and the fact that a large number of standard optimization algorithms are often available to optimize the resulting sample average problem. It is well known that under relatively mild assumptions global and local minimizers and the corresponding objective function values almost surely tend to the corresponding points and values of the stochastic program as the sample size increases to infinity. The asymptotic distribution of minimizers, minimum values, and related quantities for the sample average problem are also known under additional assumptions; see [11] and references therein for early results along these lines and, for example, [34, 31] for recent advances. Chapter 5 of [32] provides a comprehensive presentation of results.
In view of the prevalence of uncertainty in planning problems, stochastic programs are formulated and solved by the SAA approach in a broad range of applications such as stochastic vehicle allocation and routing [23, 33, 22] , electric power system planning [23, 22] , telecommunication network design [23, 22] , financial planning [30, 1, 34] , inventory control [34] , mixed logit estimation models [4] , search theory [31] , and engineering design [29, 31] .
A main difficulty with the approach concerns the selection of an appropriate sample size. At one end, a large sample size provides small discrepancy in some sense between the stochastic program and the sample average problem, but results in a high computational cost as objective function and (sub)gradient evaluations in the sample average problem involve the averaging of a large number of quantities. At the other end, a small sample size is computationally inexpensive as the objective function and (sub)gradient evaluations in the sample average problem can be computed quickly, but yields poor accuracy as the sample average only coarsely approximates the expectation. It is usually difficult to select a sample size that balances accuracy and computational cost without extensive trial and error. This paper examines different policies for sample-size selection given a particular computing budget.
The issue of sample-size selection arises in most applications of the SAA approach. In this paper, however, we focus on stochastic programs where the corresponding sample average problems are solvable by a deterministic optimization algorithm with known rate of convergence such as in the case of subgradient, gradient, and Newtonian methods. This situation includes, for example, two-stage stochastic programs with continuous first-stage variables and a convex recourse function [17] , conditional value-at-risk models [30, 34] , and programs with convex smooth random functions. We do not deal with integer restrictions, which usually imply that the sample average problem is solvable in finite time, and random functions whose evaluation, or that of its subgradient, gradient, and Hessian (when needed), is difficult due to an unknown probability distribution or other complications. We also do not deal with chance constraints, i.e., situations where the feasible region is given in terms of random functions; see for example Chapter 4 of [32] . We observe that there are several other approaches to solving stochastic programs (see for example [12, 16, 15, 19, 2, 3, 18, 26, 24] ).
However, this paper deals with the SAA approach exclusively.
There appears to be only a few studies dealing with the issue of determining a computationally efficient sample size within the SAA approach. Sections 5.3.1 and 5.3.2 of [32] provide estimates of the required sample size to guarantee that a set of near-optimal solutions of the sample average problem is contained in a set of near-optimal solutions of the stochastic program with a given confidence. While these results provide useful insights about the complexity of solving the stochastic program, the sample-size estimates are typically too conservative for practical use. The authors of [6] efficiently estimate the quality of a given sequence of candidate solutions by Monte Carlo sampling using heuristically derived rules for selecting sample sizes, but do not deal with the sample size needed to generate the candidate solutions.
In the context of a variable SAA approach, where not only one, but a sequence of sample average problems are solved with increasing sample size, [28] constructs open-loop sample-size control policies using a discrete-time optimal control model. That study deals with linearly convergent optimization algorithms and cannot guarantee that the sample-size selections are optimal in some sense. However, the resulting sample-size control policies appear to lead to substantial computational savings over alternative selections.
The recent paper [27] also deals with a variable SAA approach. It defines classes of "optimal sample sizes" that best balance, in some asymptotic sense, the sampling error due to the difference between the stochastic program and the sample average problem with the optimization error caused by approximate solution of the sample average problems by an optimization algorithm. If the rate of convergence of the optimization algorithm is high, the optimization error will be small relative to that generated by an optimization algorithm with slower rate for a given computing budget. The paper [27] gives specific guidance regarding the selection of sample sizes tailored to optimization algorithms with sublinear, linear, and superlinear rate of convergence.
The simulation and simulation optimization literature (see [8] for a review) deals with how to optimally allocate effort across different tasks within the simulation given a specific computing budget. The allocation may be between exploration of different designs and estimation of objective function values at specific designs as in global optimization [10, 14] , between estimation of different random variables nested by conditioning [21] , or between estimation of different expected system performances in ranking and selection [9] . These studies typically define an optimal allocation as one that makes the estimator mean-squared error vanish at the fastest possible rate as the computing budget tends to infinity.
The present paper is related to these studies from the simulation and simulation optimization literature, and in particular the recent paper [27] . As in [27] , we consider optimization algorithms with sublinear, linear, and superlinear rate of convergence for the solution of the sample average problem. However, we adopt more specific assumptions regarding these rates than in [27] and consider errors in objective function values instead of solutions, which allow us to avoid the potentially restrictive assumption about uniqueness of optimal solutions. Our assumptions are satisfied by standard optimization algorithms such as many subgradient, gradient, and Newtonian methods when applied to convex problems and allow us to develop refined results regarding the effect of various sample-size selection policies. For algorithms with a sublinear rate of convergence with optimization error of order n −p , where n is the number of iterations, we examine the effect of the parameter p > 0. For linear algorithms with optimization error of order θ n , we study the influence of the rate of convergence coefficient θ ∈ (0, 1). For superlinear algorithms with optimization error of order θ ψ n , the focus is on the power ψ > 1 and also the secondary effect due to θ > 0. We determine the rate of convergence of the SAA approach as the computing budget tends to infinity, accounting for both sampling and optimization errors. Specifically, we consider the distance between the solution obtained after a finite number of iterations of an optimization algorithm as applied to a sample average problem with a finite sample size and the optimal solutions of the original stochastic program as measured by the objective function of that program. This distance provides a measure of the quality of the obtained solution. We also consider the objective function value obtained in the sample average problem after the finite number of iterations and view it as an estimator of the optimal value of the original stochastic program. Such an estimator is of interest, when the goal is to determine an optimality gap for an incumbent solution; see for example [5] . We examine the convergence rates of the distance and the estimator as the computing budget tends to infinity. To our knowledge, there has been no systematic study of these quantities, their convergence rates, and the influence of various sample-size selection policies on the rates. We determine optimal policies in a sense described below that lead to rates of convergence of order c −ν for 0 < ν < 1/2, (c/ log c) −1/2 , and (c/ log log c) −1/2 as the computing budget c tends to infinity for sublinear, linear, and superlinear optimization algorithms, respectively. We observe that all the rates are slower than the canonical rate c −1/2 of sampling procedures as the iterations carried out in the optimization stage need to grow to ensure an optimization error that is sufficiently small relative to the sampling error. In the linear and superlinear cases, we also determine policies that are robust to parameter misspecification. The paper is organized as follows. The next section presents the stochastic program, the associated sample average problem, as well as underlying assumptions. Sections 3 to 5 consider the cases with sublinear, linear, and superlinear rate of convergence of the optimization algorithm, respectively. Section 6 presents numerical examples illustrating the sample-size selection policies.
Problem Statement and Assumptions
We consider a probability space (Ω, F, IP), with Ω ⊂ IR k , a nonempty compact subset
, and the function f : X → IR defined by
where IE denotes the expectation with respect to IP and
function. The following assumption, which ensures that f (·) is well-defined and finite valued as well as other properties, is used throughout the paper.
Assumption 1 We assume that
for all x, x ′ ∈ X and almost every ω ∈ Ω.
In view of Theorems 7.43 and 7.44 in [32] , f (·) is well-defined, finite-valued, and Lipschitz continuous on X. We observe that weaker assumptions suffice for these properties to hold; see [32] , pp. 368-369. However, in this paper we utilize a central limit theorem and therefore adopt these light-tail assumptions from the beginning for simplicity of presentation. We consider the stochastic program
which from the continuity of f (·) and compactness of X has a finite optimal value denoted by f * . We denote the set of optimal solutions of P by X * .
In general, f (x) cannot be computed exactly, and we approximate it using a sample average. We let Ω = Ω × Ω × ... be the sample space corresponding to an infinite sequence of sample points and let IP be the probability distribution on Ω generated by IP under independent sampling. We denote subelements of ω ∈ Ω by ω j ∈ Ω, j = 1, 2, ..., i.e., ω =
Various sample sizes give rise to a family of approximations of P. Let {P m (ω)} m∈II N be this family, where, for any m ∈ II N, the sample average problem P m (ω) is defined by
Under Assumption 1 (and also under weaker assumptions), f m (·, ω) is Lipschitz continuous on X for almost every ω ∈ Ω. Hence, P m (ω) has a finite optimal value for almost every ω ∈ Ω, which we denote by f * m (ω). The SAA approach consists of selecting a sample size m, generating a sample ω, and then approximately solving P m (ω) using an appropriate optimization algorithm. (In practice, this process may be repeated several times, possibly with variable sample size, to facilitate validation analysis of the obtained solutions and to reduce the overall computing time; see for example Section 5.6 in [32] . However, in this paper, we focus on a single replication.) A finite sample size induces a sampling error f * m (ω) − f * , which typically is nonzero. However, as the sample size m → ∞, the sampling error vanishes almost surely (see for example Theorems 5.3 and 7.48 in [32] ) and the rate of decay can be quantified as the following proposition states, where {N (0, σ 2 (x))|x ∈ X * } stands for a collection of zero-mean normal random variables with variance σ 2 (x) = V ar[F (x, ω)] and covariance structure identical to that of F (x, ω) (see [32] , section 5.1.2), and ⇒ for weak convergence.
Proposition 1 If Assumption 1 holds, then
as m → ∞.
Proof:
The result follows directly from Theorem 5.7 in [32] as Assumption 1 implies the assumption of that theorem. While the sampling error relates to the difference between optimal objective function values in sample average problem and the original stochastic program, a finite sample size also induces a pointwise sampling error f m (x, ω)−f (x), where x may depend on ω. However, the pointwise sampling error vanishes uniformly on X as the next result shows.
Proposition 2 If Assumption 1 holds, then
Then by application of Proposition 1 to the problems min x∈X g m (x, ω) and min x∈X g(x) instead of to min x∈X f m (x, ω) and min x∈X f (x), we obtain that
where X * g = arg min x∈X g(x). The first result then follows by observing that g(x) = 0 for all x ∈ X and, hence, X * g = X, and that V ar(G(x, ω)) = σ 2 (x).
}, and the normal distribution is symmetric, we deduce from Proposition 1 that
The second result then follows by similar arguments as those of the first part. Unless P m (ω) possesses a special structure such as in the case of linear or quadratic programs, it cannot be solved in finite computing time. Hence, the SAA approach is also associated with an optimization error. Given a deterministic optimization algorithm, let A n m (x, ω) be the solution obtained after n ∈ II N iterations of that optimization algorithm, starting from x ∈ X, as applied to P m (ω). We assume that A n m (x, ω) is a random vector for any n, m ∈ II N and x ∈ X, with A
. If the optimization algorithm converges to a globally optimal solution of P m (ω), then the optimization error vanishes as n → ∞. However, the rate with which it vanishes depends on the rate of convergence of the optimization algorithm.
In this paper, we examine the trade-off between sampling and optimization errors in We observe that the focus on unbounded sequences for both n(c) and m(c) is not restrictive in our context as we are interested in situations where an infinite number of iterations and sample size are required to ensure that both the optimization and sampling errors vanish.
Of course, in practice, one needs to deal with finite numbers, but this paper focuses solely on asymptotics. To keep the notation simple, we often we drop the (c) from m(c) and n(c).
The specifics of the trade-off between sampling and optimization errors depends on the computational effort needed to carry out n iterations of the optimization algorithm as a function of m. We adopt the following assumption.
Assumption 2
For any n, m ∈ II N, x ∈ X, and ω ∈ Ω, the computational effort to obtain
Assumption 2 is reasonable in many contexts as each function, (sub)gradient, and Hessian evaluation of the optimization algorithm when applied to P m (ω) requires the summation of m quantities. Hence, the effort per iteration would be proportional to m. This linear growth in m has also been observed empirically; see, e.g., p. 204 in [32] . Assuming that each iteration involves approximately the same number of operations, which is the case for single-point algorithms such as the subgradient, steepest descent, and Newton's methods, the computational effort to carry out n iterations would be proportional to nm. We omit the consideration of other work functions as the analysis would essentially be the same. We observe that we could replace nm by γnm, where γ is a constant, in Assumption 2. However, this simply amounts to a rescaling of the computing budget and has no influence on the We use the following standard ordering notation in the remainder of the paper. A sequence of random variables
is bounded by a finite constant for a positive sequence {α n } n∈II N , and o(α n ) if |ξ n |/α n → 0. We also write ξ n ≃ α n if ξ n /α n tends to a finite constant as n → ∞.
Sublinearly Convergent Optimization Algorithm
Suppose that the deterministic optimization algorithm used to solve P m (ω) converges sublinearly as stated in the next assumption.
Assumption 3 There exists a p > 0 and a family of measurable functions
for all x ∈ X, n, m ∈ II N, and almost every ω ∈ Ω.
Several standard algorithms satisfy Assumption 3 when P m (ω) is convex. For example, the subgradient method satisfies Assumption 3 with p = 1/2 and
where C(ω) is as in Assumption 1 and D X = max x,x ′ ∈X ∥x−x ′ ∥; see [25] , pp. 142-143. When
is Lipschitz continuously differentiable, Nesterov's optimal gradient method satisfies Assumption 3 with p = 2 and K m (ω) proportional to the product of the average Lipschitz
X ; see p. 77 of [25] .
Assumption 3 and the optimality of f *
for every n, m ∈ II N, x ∈ X, and almost every ω ∈ Ω. This suggests that a good allocation policy should balance the sampling error f * m (ω) − f * and the pointwise sampling error
, which contribute to both bounds in (1) and decays at rate m −1/2 , and the bias term K m (ω)/n p due to the optimization. More precisely, and focusing on the upper bound in (1), we find that since under Assumption 2 increasing n and m are equally computationally costly, we would like to select an asymptotically admissible allocation policy
Of course, if we focus on the lower bound in (1), then the whole computing budget is best allocated towards sampling. The different conclusions originate from the range of rates possible for the optimization algorithm under Assumption 3. If the optimization algorithm converges faster than the worst-case guarantee in Assumption 3, a distinct possibility in practice, the balancing m(c)
result in "over-optimization." We discuss this situation precisely in the next theorem.
In the following, we often write n and m instead of n(c) and m(c), respectively, when the meaning is clear from the context. Then, the following hold with β(α) = min{(1 − α)/2, αp}:
Proof. Let r(c) = c β(α) . In view of Eq. (1),
for all c ∈ II N and almost every ω ∈ Ω. Since the policy is asymptotically admissible, 
Then, by a converging together argument (p. 27 of [7] ),
and
as c → ∞, and hence,
for almost every ω ∈ Ω. In view of the above asymptotic distributions, for any ϵ > 0 there exists a constant C > 0 such that
for all sufficiently large c. Therefore,
for c sufficiently large. This completes the proof of (2). We next consider (3). Analogously to (1) and (5), we obtain that
for all c ∈ II N and almost every ω ∈ Ω. Hence,
for almost every ω ∈ Ω. Following a similar argument as that leading to (2), we reach (3). We now consider part (ii).
and, consequently, using another converging together argument,
as c → ∞. Since both the upper and lower bounds in (6) tend to the same limit, we obtain part (ii).
The rate function c β(α) is maximized at α = 1/(2p + 1). Hence, Part (i) of Theorem a lower bound on the deterministic optimization algorithm convergence rate, we cannot eliminate the possibility of even better rates. Such rates can occur if the sampling, pointwise sampling, and optimization errors somehow cancel each other out, or if the deterministic optimization algorithm converges at a rate faster than n −p . 
Linearly Convergent Optimization Algorithm
Suppose that the deterministic optimization algorithm used to solve P m (ω) converges linearly with a rate of convergence coefficient independent of ω and m as stated in the next assumption.
Assumption 4
There exists a θ ∈ (0, 1) such that
Assumption 4 is satisfied by many gradient methods such as the steepest descent method and projected gradient method when applied to P m (ω) under the assumption that F (·, ω) is strongly convex and twice continuously differentiable for almost every ω ∈ Ω and that X is convex. Moreover, the requirement in Assumption 4 that the rate of convergence coefficient θ holds "uniformly" for almost every ω ∈ Ω follows when the largest and smallest eigenvalue of the Hessian of F (·, ω) are bounded from above and below, respectively, with bounds independent of ω. The requirement of a twice continuously differentiable random function excludes at first sight two-stage stochastic programs with recourse [17] , conditional Value-atRisk minimization problems [30] , inventory control problems [34] , complex engineering design problems [29] , and similar problems involving a nonsmooth random function. However, these nonsmooth functions can sometimes be approximated with high accuracy by smooth functions [1, 34, 31] . Hence, the results of this section as well as the next one, dealing with superlinearly convergent optimization algorithms, may also be applicable in such contexts.
For nonconvex problems, algorithms may progress at the rate stipulated by Assumption 4 near a strict local minimizer. Hence, the recommended allocation policies below merit consideration also in the nonconvex case. In view of Assumption 4, it follows by induction that
for every n, m ∈ II N and almost every ω ∈ Ω. As in the sublinear case, a judicious approach to ensure that f m (A 
Proof. Since the policy is asymptotically admissible, mn/c → 1, and also m → ∞, as c → ∞. This fact and the Central Limit Theorem imply that m
1/2 (f m (x, ω) − f (x)) ⇒ N (0, σ 2 (x)), as c → ∞. Proposition 1 results in m 1/2 (f * m (ω) − f * ) ⇒ inf y∈X * N (0, σ 2 (y)), as c → ∞.
First we consider part (i) and let r(c) = (c/(a log c))
1/2 , with a ≥ (2 log(1/θ)) −1 . By the assumption on a, r(c)θ n = r(c)e (n−a log c) log θ e a log c log θ = ( 1 a log c
as c → ∞. Following the same argument as in the sublinear case yields the first result. Using a converging together argument (p. 27 of [7] ), we find that
as c → ∞. In view of Eq. (11), part (i) follows.
Second, we consider (ii) and let r(c) = c a log(θ −1 ) , with 0 < a < (2 log(1/θ)) −1 . Then, r(c)θ n = r(c)e (n−a log c) log θ e a log c log θ = e (n−a log c) log θ → 1,
as c → ∞. Also,
( n − a log c a log c + 1
as c → ∞. Consequently, r(c)θ n m 1/2 → 0, as c → ∞. By a converging together argument,
as c → ∞. From Eq. (11),
for almost every ω ∈ Ω. Consequently, r(c)(
In view of Theorem 2, we see that if a ≥ (2 log(1/θ)) −1 , then f m (A n m (x, ω), ω) tends to f * at a rate (c/ log c) −1/2 , which is slower than the canonical rate c −1/2 in the case of sampling only; see Proposition 1. Hence (log c) 1/2 can be viewed as the cost of optimization.
We note that the best choice of a is (2 log(1/θ)) −1 and that the convergence rate worsens significantly when a < (2 log(1/θ)) −1 . Specifically, for a = δ(2 log(1/θ)) −1 , with δ ∈ (0, 1), the rate is c −δ/2 , which is slower than (c/ log c) −1/2 for all c sufficiently large. As in the sublinear optimization case, these rates are optimal when all the information available to the analyst is Assumption 4. Often the rate of convergence coefficient θ of the optimization algorithm is theoretically known, as in the case of the steepest descent and projected gradient methods with Armijo step size rule (see Section 6), and/or it can be accurately estimated from preliminary calculations using the optimization algorithm; see [28] . If the theoretical value of θ is excessively conservative relative to the actual progress made by the algorithm or preliminary calculations are impractical or unreliable, then it may be problematic to use the best allocation policy recommended by Theorem 2, i.e., selecting
and n(c)m(c)/c → 1, as c → ∞. A slight underestimation
of θ would result in substantially slower rate as indicated by part (ii) of that theorem. In such a situation, it may be prudent to select a more conservative allocation policy that satisfies n(c) ≃ c ν for 0 < ν < 1, which guarantees the same convergence rate regardless of the value of θ; this is the same approach followed in a different context in [21] . The rate is worse than the optimal one of Theorem 2, but better than what can occur with a poor estimate of θ. This conservative asymptotic admissible allocation policy is discussed in the next proposition.
Proposition 3 Suppose that Assumptions 1, 2, and 4 hold, x ∈ X, {(n(c), m(c))} c∈II N is an asymptotically admissible allocation policy, and n(c)/c
ν → a > 0, with 0 < ν < 1, as c → ∞.
Then, as c → ∞, c
and c
Proof. Let r(c)
and r(c)θ
as c → ∞. From these results it follows that
as c → ∞. Also, Proposition 1, Eq. (18), and a converging together argument show that
Proposition 1, the Central Limit Theorem, Eqs. (18)- (20), and a converging together argument show that
as c → ∞. From this point on the proof resembles that of Theorem 2, and we omit the details.
The allocation policy Proposition 3 deliberately "oversolves" the sample average problem by selecting the optimization effort n overly large. Hence, the sampling error becomes dominant. Part (ii) of Theorem 2 characterizes the convergence rate slowdown when the optimization problem is "undersolved".
Superlinearly Convergent Optimization Algorithm
In this section, we assume that the optimization algorithm used to solve P m (ω) is superlinearly convergent as defined by the next assumption.
Assumption 5
There exists a θ ∈ (0, ∞) and a ψ ∈ (1, ∞) such that
for all x ∈ X, m, n ∈ II N, and almost every ω ∈ Ω. Assumption 5 holds for Newton's method with ψ = 2 when applied to P m (ω) with F (·, ω) being strongly convex and twice Lipschitz continuously differentiable for almost every ω ∈ Ω, the starting point x ∈ X is sufficiently close to the global minimizer of P m (ω), and if the Hessian of F (·, ω) and its Lipschitz constant are bounded in some sense as ω ranges over Ω. Cases with ψ ∈ (1, 2) arise for example in Newtonian methods with infrequent Hessian updates.
For any ω ∈ Ω, it follows by induction from Assumption 5 that
When knowledge about the optimization algorithm convergence rate is limited to Assumption 5, in order to guarantee the fastest possible convergence rate we equalize the sampling error rate (of order m −1/2 ) with the optimization error decay rate (of order (
ψ n as long as the element within parentheses is smaller than 1). Equalizing these rates suggests an allocation policy with n(c) ≃ log log c. The formal result is stated next, where
when x is sufficiently close to the optimal solution).
Theorem 3 Suppose that Assumptions 1, 2, and 5 hold, x ∈ X, {(n(c), m(c))} c∈II N is an asymptotically admissible allocation policy, and that n(c)−a log log c = O((log c)
−a log ψ ), with 
( c a log log c
(ii) If a < 1/ log ψ or if a = 1/ log ψ and κ(x) < 1/2, then
Proof. Let x ∈ X be such that θ 1/(ψ−1) (f (x) − f * ) < 1. For any r : II N → IR + , we define
With a view towards (22) and (24), we obtain from (21) and (26),
Likewise, with (23) and (25) in mind, (21) and
By the Mean Value Theorem, exp((a log log c−n) log ψ) = 1+((a log log c−n) log ψ) exp(ξ c ),
where ξ c lies between (a log log c − n) log ψ and 0. By assumption, sup c {ξ c } < ∞, so that exp((a log log c − n)
= exp((a log log c − n) log ψ) exp(−a log ψ log log c) log r(c)
We first consider part (i), where a > 1/ log ψ or a = 1/ log ψ and κ(x) ≥ 1/2. Let
as c → ∞. Hence, Proposition 1 and a converging together argument show that
as c → ∞, while Proposition 2 leads to
as c → ∞.
By Eqs. (27) , (28), (31), (32) and (33), as well as a sandwich argument, the proof of part (i) will be complete once we show that (
From Eq. (29) it follows that log r(c)
We observe that log r(c) 
The fact that ϵ ψ −n → 1 as c → ∞ and a converging together argument then lead to If a = 1/ log ψ we get from (36) that
log log log c log c
Hence, if κ(x) > 1/2 we get via a converging together argument that the r.h.s. of Eq. (34) converges to 0. When κ(x) = 1/2, we need to treat the ϵ ψ −n term more carefully. Proceeding as in Eq. (29) we get that log ϵ ψ −n = log(ϵ/ log c) + O((log c) −2 ). Hence, Eqs. (29) and (38) yield log
log log log c log c This completes the proof of part of (i).
Next we consider part (ii), where a < 1/ log ψ or a = 1/ log ψ and κ(x) < 1/2, and
a log log c c
as c → ∞. Thus, the analogues of Eqs. (31) - (33) are
all as c → ∞. Also, since exp 
Also, an argument similar to the one leading to Eq. (29), we find that for any ϵ > 0
Hence, there is a finite ϵ such that for all c sufficiently large, b 3 (c) < ϵ ψ −n , meaning that
We observe from Theorem 3 that a should be selected as 1/ log ψ to obtain the most favorable coefficient in the rate expression, assuming that the initial solution x ∈ X is sufficiently close to the optimal solution of P. In this case, the convergence rate is essentially the canonical c −1/2 , only slightly reduced with a log log c term. Hence, in the case of a superlinearly convergent optimization algorithm, the cost of optimization is essentially neg- 
and ( c a log c
Proof. We follow the proof of Theorem 3 up to Eq. (28), with r(c) = (c/a log c) 1/2 . The analog of (29) is log r(c) 
If follows (cf., Eq. (37) and its discussion) that
The take away of Proposition 4 is that by moderately undersampling we can guarantee a convergence rate of order (log c/c) 1/2 , which compares favorably with case (ii) and is slightly worse than that of case (i) of Theorem 3. Also, we achieve the convergence rate of case (i) of Theorem 2, without the performance degradation that follows from taking the parameter a too low.
Numerical Examples
We illustrate the above results using three problem instances. We solve the first problem instance, which arises in the optimization of an investment portfolio, using the sublinearly convergent subgradient method to illustrate the results of Section 3. The second and third problem instances are artificially constructed and we solve them using the linearly convergent steepest descent method, to illustrate Section 4, and the quadratically convergent Newton's method, which relates to Section 5, respectively. We describe the problem instances and the corresponding numerical results in turn, with Subsections 6.1, 6.2, and 6.3 illustrating the sublinear, linear, and superlinear cases, respectively. We implement the problem instances and optimization algorithms in Matlab Version 7.9 and run the calculations on a laptop computer with 2.26 GHz processor, 3.5 GB RAM, and Windows XP operating system. We 
2 are similar, but not reported here.
Subgradient Method
The first problem instance is taken from [20] This results in the random function (see [20, 30] )
where
, with x d ∈ IR being an auxiliary decision variable, and t ∈ (0, 1) is a probability level. The feasible region
We use d = 101 and t = 0.9. The random function in Eq. (46) is not continuously differentiable everywhere for IP-almost every ω ∈ Ω. However, the function possesses a subdifferential and we consequently use the subgradient method with fixed step size (n + 1)
where n is the number of iterations. This step size is optimal in the sense of Nesterov; see [25] , pp. 142-143. As stated in Section 3, the subgradient method satisfies Assumption 3 with p = 1/2 and
Of course, as pointed out in [20] , this problem instance can be reformulated as a conic-quadratic programming problem and solved directly without the use of sampling. Hence, this is a convenient test instance as we are able to compute f * = −0.352604 (rounded to six digits) using cvx [13] . We use the initial solution We see that the slopes of the lines in Figure 1 for the policies n(c) = ac 1/2 are a little better than −1/2, which is the rate of convergence predicted in Theorem 1 for p = 1/2. While the rate of convergence in Theorem 1 is independent of a, we do observe some sensitivity to a numerically. We find that the MSE initially decreases as a decreases until a = 1. As a becomes less than one, the picture is less clear and there appears to be little benefit from reducing a further. An examination of the proof of Theorem 1 shows that such behavior can be expected, as the O p (1) term depends on a. The suboptimal policy n(c) = ac 1/3 is in view of Figure 1 the poorest choice. 
Steepest Descent Method
The second problem instance uses The random function in this problem instance is continuously differentiable for all ω ∈ Ω and we adopt the steepest descent method with Armijo step size rule as the optimization algorithm. This algorithm has at least a linear rate of convergence with rate of convergence coefficient θ = 1 − 4λ min α(1 − α)β/λ max , where α, β ∈ (0, 1) are Armijo step size parameters. We use α = 0.5 and β = 0.8. Moreover, λ min and λ max are lower and upper bounds on the smallest and largest eigenvalues, respectively, of ∇ 2 f (x) on IR d . In this problem instance, Figure 2 marked with circles have slope near −1, i.e., the MSE decays with rate of order c −1 , which is close to that predicted in Theorem 2. We see that the MSE decreases similarly for smaller a = 1 and 2. For a = 0.5 there are appears to be a deterioration of the rate for large c. These empirical results are in approximate agreement with the asymptotic results of Theorem 2, which predict an improving rate of decay for decreasing a for a ≥ (2 log(1/θ)) −1 , and a worsening of the rate for a < (2 log(1/θ)) −1 . In view of the above value of θ, (2 log(1/θ)) −1 = 0.86.
In the case of the alternative policy n(c) = c ν (see Proposition 3), we see from the lines marked with squares in Figure 2 that the rate of decay of the MSE improves as ν decreases.
However, the rate remains worse than the ones obtained using the policy n(c) = a log c. These observations are consistent with the asymptotic results of Proposition 3 and Theorem 2: The policy n(c) = c ν improves as ν tends to zero, but remains inferior to the policy n(c) = a log c, with a sufficiently large. However, as this alternative policy is independent of θ, it may be easier to use in practice.
Newton's Method
We illustrate Theorem 3 by applying Newton's method with Armijo step size to the problem instance
with data as in the previous subsection. On this problem instance, Newton's method has quadratic rate of convergence and satisfies Assumption 5, with ψ = 2 and some θ ∈ (0, ∞), when the initial solution x ∈ IR d is sufficiently close to the global minimizer of P m (ω). We use the same parameters in Armijo step size rule and initial solution as in the previous subsection. Figure 3 presents similar results as in Figures 1 and 2 and considers the policy n(c) = a log log c, with a = 3, 2, 1.4, and 1. For a = 3, we obtain n(c) between 6 and 9 and m(c) between 166 and 11,111,000. We again see that the slopes of the lines are close to −1 initially, which is as predicted by Theorem 3. We see that the MSE is similar for a between 3 to 1.4. When a = 1, the MSE worsens. These empirical results are aligned with the asymptotic results of Theorem 3, which stipulate an improving rate of decay for decreasing a for a > 1/ log ψ. The quadratic convergence of Newton's method implies that ψ = 2 and consequently that the critical value 1/ log ψ is approximately 1.4. Moreover, Theorem 3 predicts a worsening rate of decay for a < 1/ log ψ as observed empirically.
Comparing Figures 1, 2 , and 3, we see that the MSE decreases and the rate of decay of the MSE increases as faster optimization algorithms are utilized. The improvement is most significant when moving from a sublinearly to a linearly convergent optimization algorithm. These results are reasonable as a faster optimization algorithm allows for fewer iterations and a larger sample size as compared to a slower optimization algorithm. The improvement is only slight when moving from a linearly to a superlinearly convergent optimization algorithm as it only allows a decrease in number of iterations from a value proportional to log c to a value proportional to log log c. 
Conclusions
In this paper we characterize optimal computing budget allocation policies in the sample average approximation approach for solving stochastic programs. We find that in the case of a sublinearly convergent optimization algorithm for solving the sample average problem with rate of convergence of order n −p , where n is the number of iterations and p is an algorithm specific parameter, the best achievable convergence rate is of order c −p/(2p+1) . In the case of a linearly convergent optimization algorithm with rate of convergence of order θ n for some parameter θ ∈ (0, 1), the best overall convergence rate is of order (c/ log c) −1/2 .
For a superlinearly convergent optimization algorithm with rate of convergence of order θ ψ n , where θ > 0 and ψ ∈ (0, ∞), the best convergence rate is of order (c/ log log c) −1/2 .
These rates are only obtained using particular policies for the selection of sample sizes and number of optimization iterations as identified in the paper. The policies depend on p in the sublinear case, on θ in the linear case, and on θ and ψ in the superlinear case. Other policies for sample size and number of iteration selection may result in substantially worse rates of decay as quantified in the paper. These results provide a detailed insight into the challenging task of computing budget allocation within the sample average approximation approach and may spur further research into the development of efficient sampling-based algorithms for stochastic optimization.
