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ABSTRACT
Comparative Genomics Using the Colored de Bruijn Graph
Cole A. Lyman
Department of Computer Science, BYU
Master of Science
Comparing genomes in a computationally efficient manner is a difficult problem.
Methods that provide the highest resolution are too inefficient and methods that are efficient
are too low resolution. In this thesis, we show that the Colored de Bruijn Graph (CdBG) is
a suitable method for comparing genomes because it is efficient while maintaining a useful
amount of resolution. To illustrate the usefulness of the CdBG, the phylogenetic tree for
12 species in the Drosophila genus is reconstructed using pseudo-homologous regions of the
genome contained in the CdBG.
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Chapter 1
Background

1.1

Introduction

Comparative Genomics (CG) is an area of Bioinformatics that compares genomic features
of organisms. CG has broad ranging applications in biomedical research from identifying
the genetic cause of disease to comparing the genetic differences between species. Moreover,
one can use CG to uncover how bacteria develop antibiotic resistance in a similar manner
to identifying the genetic cause of disease. The work presented here illustrates how the
applicability of the Colored de Bruijn Graph (CdBG) data structure [33] to phylogenetic tree
reconstruction.
The motivation behind this work is the need for computationally efficient methods
to compare genomes. Current methods to compare genomes are either low resolution or
computationally inefficient, see Figure 1.1. For example, kmer based methods [17, 49] split
each genome into substrings called kmers which are each substring of length k found in
the genome. While these methods are extremely efficient, they can lack the ability to draw
actionable insights from the data because kmers can occur in multiple loci of a genome.
Hence the low resolution of kmer based methods makes it difficult to uncover which (or all)
of the loci contribute to the signal provided by the method.
On the other hand, Multiple Sequence Alignment (MSA) is a high resolution genome
comparison method that is intractable for even the smallest whole genomes. MSA will provide
a direct nucleotide-to-nucleotide comparison of all sequences, thus making it high resolution.
However, this high resolution comes at a cost, it is a NP-Complete problem [63].

1

High Efficiency
Kmer Based
Methods
Colored de Bruijn
Graph Methods

Low Resolution

High Resolution

Multiple Sequence
Alignment
Morphological
Features

Low Efficiency

Figure 1.1: The relative efficiency and resolution of whole genome comparison methods along
with “Morphological Features” for reference. The higher (lower) a method is the more (less)
efficient it is; likewise, the more right (left) a method is the higher (lower) resolution the
method can provide.
Additionally, while morphological features are not a whole genome comparison method,
it is shown in Figure 1.1 as an example of a method with low efficiency and resolution.
Morphological features must be hand curated, thus making them quite inefficient. Furthermore,
they are limited to the physical characteristics of an organism which are a much lower resolution
than even the lowest resolution kmer based methods.
Finally, the CdBG methods are more efficient than MSA and have higher resolution
than the kmer based methods. The CdBG can be constructed in O(n) time complexity where
n is the total length of all the genomes and can direct researchers back towards the original
genomic sequence so that actionable insights may be provided.

2

This work shows that the CdBG is an alternative genome comparison method that
can be efficient, while maintaining resolution. One should note that even though the nodes of
the CdBG are kmers, we consider it to be more robust than the other kmer based methods
due to the genomic information that the graph structure contains. Furthermore, in Chapter 5
we provide modifications to the CdBG definition to lower the number of false edges in the
graph, thus increasing the fidelity of the information in the graph structure.

1.1.1

Outline

This work begins with “Whole Genome Phylogenetic Tree Reconstruction using Colored de
Bruijn Graphs” (see Chapter 2), which was published at the 2017 IEEE 17th International
Conference on Bioinformatics and Bioengineering (BIBE) [43]. It describes the reconstruction of the Drosophila phylogenetic tree (identifying the evolutionary relationship between
Drosophila species) using bubble structures of the CdBG. Chapter 2 indicates that phylogenetic signal is present in the CdBG, and that bubbles can be viewed as pseudo-homologous
regions.
The work continues with “Genome Polymorphism Detection Through Relaxed de
Bruijn Graph Construction” (see Chapter 3), which was also published at 2017 IEEE 17th
International Conference on Bioinformatics and Bioengineering (BIBE) [20]. It demonstrates
that the CdBG has the potential to detect complex structural variants, thereby providing
preliminary evidence that using the CdBG for GWAS could be advantageous over traditional
GWAS methods that only use single nucleotide polymorphism data.
Next, “Kcollections: A Fast and Efficient Library for K-mers” (see Chapter 4) is
published in the 2020 19th IEEE International Workshop on High Performance Computational Biology (HiCOMB). It presents a parallel implementation of the Bloom Filter Trie
algorithm [30] that is essential for storing kmers in an efficient manner. The Kcollections
package also provides Python bindings for the C++ implementation, making it not only

3

highly efficient, but also easy to use. Kcollections is integral to the Polygraph implementation
described in the next chapter (Chapter 5).
“The Polygraph: A Data Structure for Genome Alignment and Variation Detection”
(see Chapter 5), was published at the 2019 11th International Conference on Bioinformatics
and Computational Biology (BiCOB) [21]. It is an extension of the Relaxed de Bruijn Graph
work [20] and allows for a cleaner topology compared to the CdBG. It also maintains higher
fidelity to the original genomic sequence by anchoring nodes that are shared among a subset
of genomes, but unique (occur only once) with each genome (see Equation 5.3).

4

Chapter 2
Whole Genome Phylogenetic Tree Reconstruction using Colored de Bruijn
Graphs

This chapter was published in the 2017 IEEE 17th International Conference on
Bioinformatics and Bioengineering (BIBE) [43].

Abstract
We present kleuren, a novel assembly-free method to reconstruct phylogenetic trees using
the Colored de Bruijn Graph. kleuren works by constructing the Colored de Bruijn Graph
and then traversing it, finding bubble structures in the graph that provide phylogenetic
signal. The bubbles are then aligned and concatenated to form a supermatrix, from which a
phylogenetic tree is inferred. We introduce the algorithms that kleuren uses to accomplish
this task, and show its performance on reconstructing the phylogenetic tree of 12 Drosophila
species. kleuren reconstructed the established phylogenetic tree accurately and is a viable
tool for phylogenetic tree reconstruction using whole genome sequences. Software package
available at: https://github.com/Colelyman/kleuren.

5

2.1

Introduction

Whole genome sequences are readily available and affordable like never before [59] due
to the advent of high-throughput Next Generation Sequencing (NGS) which has provided
researchers with vast amounts of genomic sequencing data that has transformed the landscape
of understanding of genomes. The field of phylogenetics, which discovers the evolutionary
relationship between taxa, has been no exception to this transformation. Phylogenetics has
responded to the copious amounts of high throughput data with novel alignment-free and
assembly-free methods [17, 53] that are better suited [7] to handle the large amounts of data
more efficiently than the traditional alignment-based phylogenetic methods. The traditional
approach to phylogenetic tree reconstruction requires a homology search throughout the
genomes of the taxa, a Multiple Sequence Alignment (MSA) of the homologs, and a tree
construction from the resulting matrix. Each of these steps can be computationally expensive
and may introduce many unnecessary assumptions that can be avoided by using an alignmentfree and assembly-free method.
Alignment-free and assembly-free methods [6, 8, 27, 64] don’t come without their
disadvantages, one of which being that many of these methods abstract away the source of the
phylogenetic signal to a method akin to shared kmer-counting. We propose an assembly-free
whole genome phylogenetic tree reconstruction method using the Colored de Bruijn Graph
(CdBG) [33], a data structure that is commonly used for detecting variation and comparing
genomes.
The CdBG is similar to a traditional de Bruijn Graph (dBG) in that the substrings of
a certain length, referred to as kmers, of a sequence represent the vertices of the dBG and an
edge exists between two vertices if the suffix of the first vertex is the prefix of the second
vertex. The CdBG differs from the traditional dBG in that each vertex is associated to an
unique color (or set of colors) which could be a differing sample, species, or taxon.
We introduce the kleuren (Dutch for ”colors” in tribute of Nicolaas Govert de Bruijn,
the de Bruijn graph’s namesake) software package which implements our methods. kleuren
6

works by finding bubble regions [33, 52] of the CdBG, which are where one or more colors
diverge at a node, which act as pseudo-homologous regions between the taxa. The sequence
for each taxon in each bubble is then extracted and a MSA is performed, then the MSA’s
from each bubble are concatenated to form a supermatrix in which a phylogenetic tree of
evolution is constructed.

2.2
2.2.1

Methods
Definitions

Given the alphabet Σ = {A, C, G, T } which are nucleotide codes, let a dBG G, be defined
as G = (V, E) where V = {v1 , v2 , . . . , vi , . . . , vs } is the set of vertices and where vi is the ith
unique sequence of length k of G and where E = {e1 , e2 , . . . , ei , . . . , et } is the set of edges and
where ei = (vi , vi+1 ) is an edge connecting two vertices such that the sequence of vi and vi+1
overlap by (k−1) characters. Let a CdBG, CG, be defined as CG = {G1 , G2 , . . . , Gi , . . . , Gu }
for u taxa where Gi = (Vi , Ei ) is the dBG of the ith taxon. We refer to each G ∈ CG as a
distinct color or taxon.
Furthermore, let a path, P = (v1 , . . . , vw ) in Gi be defined as a sequence of vertices
from Vi such that for all subsequences (vj , vj+1 ) of P , the edge (vj , vj+1 ) ∈ Ei . Let a bubble,
B, in CG be defined as B = {P1 , . . . , Pz } such that each P ∈ B is associated with one or
more colors, that the first and last vertices of ∀P ∈ B are identical, and that 2 ≤ z ≤ u (see
Figure 2.1).
Finally, let K be defined as K = {V1 ∪ V2 ∪ . . . ∪ Vi ∪ . . . ∪ Vu } where Vi is the vertices
(or the unique kmers) of the ith dBG, Gi .
2.2.2

Software Architecture

We use the dbgfm software package [10] to construct and represent the dBG’s of the individual
taxa. kleuren provides an interface to interact with the individual dBG’s to create a CdBG,

7

A. Bubble in a Colored de Bruijn Graph
Color 1
Color 2
Color 3

Path: ACTGTG
Path: ACTAGGTG
Path: ACTAGTG

B. Paths in the Bubble of Each Color
Figure 2.1: A. An example of a bubble in a Colored de Bruijn Graph with 3 colors (i.e. 3
taxa), and where k = 3. The colors of the vertices represent the following: gray- all colors
contain the vertex, purple- Color 2 and Color 3 contain the vertex, yellow- Color 1 contains
the vertex, red- Color 2 contains the vertex, and blue- Color 3 contains the vertex. In this
example ACT is the startVertex and GTG is the endVertex which are both contained in all
of the colors. B. The extended paths of each color between the startVertex and endVertex.

8

where each taxon is considered a color. The dbgfm package uses the FM-Index [18], as a
space efficient representation of the dBG.

2.2.3

kleuren Algorithms

Overall Algorithm
Algorithm 1 kleuren Algorithm
1:
2:
3:
4:
5:
6:
7:
8:
9:
10:
11:
12:
13:
14:
15:
16:
17:
18:
19:

function kleuren(K, CG)
bubbles ← [ ]
. bubbles is initialized to an empty list
for each k ∈ K do
if k is in c or more colors of CG then
endV ertex ← findEndVertex(k, CG)
for each color ∈ CG do
path ← extendPath(k, endV ertex, color)
add path to bubble
end for
append bubble to bubbles
end if
end for
alignments ← [ ]
for each bubble ∈ bubbles do
alignment ← multiple sequence alignment of each path in bubble
append alignment to alignments
end for
supermatrix ← concatenation of alignments
end function
kleuren works by iterating over the superset of vertices, K, and discovering vertices

that could form a bubble. A vertex, s, could form a bubble if s is present in c or more colors of
CG, where c is set by the user as a command line parameter. Note that the lower that c is,
the more potential bubbles that may be found, but kleuren will take longer to run because
more vertices will be considered as the starting vertex of a bubble. Let s be considered as
the starting vertex of the bubble, b; then the end vertex, e, of b is found (see Section 2.2.3).
After the end vertex is found, the path, p, between s and e is found for each color in CG (see
Section 2.2.3). This process is repeated until each vertex in K has been either considered as
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a starting vertex of a bubble, or has been visited while extending the path between a starting
and ending vertex.

Finding the End Vertex
Algorithm 2 Find End Vertex Function
1:
2:
3:
4:
5:
6:
7:
8:
9:
10:
11:
12:

function findEndVertex(startV ertex, CG)
endV ertex ← “ ”
. endV ertex is initialized to an empty string
neighbors ← getNeighbors(startV ertex)
while !isEmpty(neighbors) and isEmpty(endV ertex) do
for each neighbor ∈ neighbors do
if k is in c or more colors of CG then
endV ertex ← neighbor
end if
end for
end while
return endV ertex
end function
The end vertex is found by traversing the path from the startV ertex until a vertex is

found that is in at least c colors. The endV ertex is then used in the function to extend the
path (see Section 2.2.3).

Extending the Path
The main functions that discover the sequences found in a bubble are the Extend the Path
Functions (see Section 2.2.3). To extend the path between the startV ertex and endV ertex
we use a recursive function that traverses the dBG for a color in which every possible path
between the startV ertex and endV ertex is explored up to the maxDepth (provided as a
command line parameter by the user). The maxDepth parameter allows the user to specify
how thorough kleuren will search for a bubble; the higher the maxDepth the more bubbles
that kleuren will potentially find, but the longer kleuren will take because at each depth
there are exponentially more potential paths to traverse.
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Algorithm 3 Extend the Path Functions
1:
2:
3:
4:
5:
6:
7:
8:
9:
10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:
21:
22:
23:
24:
25:
26:
27:
28:
29:
30:
31:

function extendPath(startV ertex, endV ertex, color, maxDepth)
path ← “ ”
visited ← {}
. visited is initialized to the empty set
if recursivePath(startV ertex, endV ertex, path, color, visited, 0, maxDepth) then
return path
end if
end function
function recursivePath(currentV ertex, endV ertex, path, color, visited, depth, maxDepth)
add currentV ertex to visited
if depth >= maxDepth then
return f alse
end if
if currentKmer == endKmer then
return true
end if
neighbors ← neighbors(currentV ertex, color)
for each neighbor ∈ neighbors do
if neighbor is in visited then
continue
end if
oldP ath ← path
append suffix of currentKmer to path
depth ← depth + 1
if !recursivePath(neighbor, endV ertex, path, color, visited, depth, maxDepth)
then
path ← oldP ath
else
return true
end if
end for
end function
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2.2.4

Data Acquisition

To measure the effectiveness of our method we used 12 Drosophila species, obtained from
FlyBase [24]. We chose this group of species because there is a thoroughly researched and
established phylogenetic tree [26].

2.2.5

Tree Construction and Parameters

We used the DSK software package [55] to count the kmers present in all of the Drosophila
species. To find the bubbles, we used the following parameters: k = 17 (kmer size of 17)
and c = 12 (all colors in the CG were required to contain a vertex in order to search for
a bubble starting at that vertex) and ran 32 instances of kleuren concurrently for 4 days
to find 3, 277 bubbles. When all of the bubbles in the CdBG had been identified, we used
MAFFT [34] to perform a MSA for each sequence in every bubble that kleuren identified
(see Figure 2.2 A.). Then each MSA was concatenated to form a supermatrix (see Figure 2.2
B.) using Biopython [11]. The phylogenetic tree was then inferred from the supermatrix by
Maximum Likelihood using IQ-TREE [47] (see Figure 2.2 C.).
Once the tree was constructed, we used the ETE 3 software package [32] to compare
the tree to the established one and Phylo.io [58] to visualize the trees.

2.2.6

Bubble Assumptions

Our method is based on the assumption that bubbles are representative of homologous regions
of the taxa genomes. We propose that this assumption is reliable because it has been shown
that dBG’s are a suitable method to align sequences [45, 46, 54], and by identifying the
bubbles in the CdBG we find the sections of the graph that contain the most phylogenetic
signal.
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Color 1 Path: ACT--GTG
Color 2 Path: ACTAGGTG
Color 3 Path: ACTA-GTG
A. Multiple Sequence Alignment of the Sequences in Bubble (Figure 2.1)
Color 1
Color 2
Color 3

Path: ACT--GTGATT-A...
Path: ACTAGGTGATTC-...
Path: ACTA-GTGATTCA...

B. Supermatrix of Multiple Sequence Alignments concatenated
Color 3
Color 2
Color 1
C. Phylogenetic Tree
Figure 2.2: A. The Multiple Sequence Alignment (MSA) of the sequences from the bubble
presented in Figure 2.1. B. The MSA’s from each bubble are concatenated into a supermatrix,
from which a phylogenetic tree is constructed. C. The resulting tree from the supermatrix
inferred by Maximum Likelihood.
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Figure 2.3: The phylogenetic tree of 12 Drosophila species constructed using kleuren. This
tree resulted from using a kmer size of 17 and required all species to contain a vertex in order
for the algorithm to search for a bubble starting at that vertex; and this tree is consistent
with the established tree for these 12 species.
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2.3

Results

kleuren constructed a tree (see Figure 2.3) consistent with the established tree found in [26]
(the Robinson-Foulds distance [56] between the two trees is 0). Even though we ran many
concurrent instances of kleuren for multiple days (see Section 2.2.5), not all of the kmers in
K were explored for potential bubbles; meaning that many more bubbles could be found in
this CdBG which would only make the phylogeny more concrete.
Before this final successful run, there were a number of unsuccessful attempts made
to construct the tree. Initial attempts were unsuccessful because K (the super-set of kmers)
that kleuren uses to find bubbles was semi-sorted (segments of the file were sorted, but all
of the kmers in the file were not in lexicographic order) so the vertices that kleuren used
to search for bubbles were skewed towards vertices that were lexicographically first. We
remedied this issue by shuffling the order of the kmer file so that there was no lexicographic
bias towards the bubbles that kleuren finds.
A previous attempt resulted in a tree that had a 0.44 normalized Robinson-Fould’s
distance from the established tree occurred because there were too few bubbles, and therefore
there was not enough phylogenetic signal for the correct tree to be constructed. To find
more bubbles, we split up the kmer file into parts so that multiple instances of kleuren
could find bubbles concurrently. We also discovered that there was a high frequency of
adenines (A) (a frequency around 40% in comparison to the other nucleotides) in the final
supermatrix that could skew the final tree because nucleotides have differing mutation rates.
We thought this bias towards A was due to the fact that in the recursiveP ath function (see
Algorithm 3) the neighbors may be sorted, so the function would traverse the neighbor that
started with an A before traversing the other neighbors (see Algorithm 3, line: 18). Similar
to the previous sorting problem, we shuffled the order of the neighbors so that the first
neighbor that was traversed would not always be lexicographically first. Despite this change,
the final supermatrix that produced the true tree still had a bias towards A (see Section 2.5).
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2.4

Conclusion

We introduced a novel method of constructing accurate phylogenetic trees using a CdBG. Our
method, kleuren, uses whole genome sequences to construct a CdBG representation, then it
traverses the CdBG to discover bubble structures which become the basis for phylogenetic
signal between taxa and eventually produces a phylogenetic tree.
As the NGS era progresses, whole genome sequences are becoming more prevalent
for more non-model organisms, in which phylogenies of these organisms have never been
constructed. kleuren is a viable method to relatively quickly and accurately construct the
phylogenies for these newly sequenced organisms.

2.5

Future Work

We plan to optimize kleuren so that it can find more bubbles in a shorter amount of time.
We will do this by replacing the underlying data structure for how the CdBG is represented.
dbgfm, the current method used to represent the dBG in kleuren, sacrifices time efficiency
for memory efficiency by storing the FM-Index entirely on disk, thus slowing down queries
into the dBG. When kleuren runs faster, more bubbles will be found, and more phylogenetic
signal will be present so that a more accurate tree can be constructed.
We also plan to investigate the reasons for the high abundance of A’s in the supermatrix
(see Section 2.3) further, and balance the frequency of nucleotides in the supermatrix.
Furthermore, we would like to look into how kleuren performs when the CdBG is
constructed using read sequencing data rather than assembled genomes.
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Chapter 3
Genome Polymorphism Detection Through Relaxed de Bruijn Graph
Construction

This chapter was published in the 2017 IEEE 17th International Conference on
Bioinformatics and Bioengineering (BIBE) [20].

Abstract
Comparing genomes to identify polymorphisms is a difficult task, especially beyond single
nucleotide polymorphisms. Polymorphism detection is important in disease association
studies as well as in phylogenetic tree reconstruction. We present a method for identifying
polymorphisms in genomes by using a modified version de Bruijn graphs, data structures
widely used in genome assembly from Next-Generation Sequencing. Using our method,
we are able to identify polymorphisms that exist within a genome as well as well as see
graph structures that form in the de Bruijn graph for particular types of polymorphisms
(translocations, etc.).
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3.1

Introduction

Detecting polymorphisms in the genome is an important task for an individual specimen
(disease association studies) and for a species as whole (phylogenetic tree reconstruction).
Whether it be identifying single nucleotide polymorphisms (SNPs) in an individual compared
to a reference genome or comparing different species, identifying polymorphic differences
is a difficult task. Methods, however, are usually extremely conservative and only identify
simple variation (SNPs, insertions, deletions) leaving more complex variation (translocations,
inversions) unexamined.
Genomic variation such as translocations and inversions have been shown to cause
many human diseases. Translocations have been shown to be the cause of several different
types of cancer, such as Burkitt’s lymphoma [29] and acute promyelocytic leukemia [9]. They
have also been shown to be associated with schizophrenia [16]. Studying and identifying
different types of genomic polymorphisms could have impact on two very important fields in
biology: genome wide association studies as well as phylogenetic tree reconstruction.

3.1.1

Genome Wide Association Studies

Commonly, in genome wide association studies (GWAS), next-generation sequence (NGS)
reads are mapped to a reference genome. Differences, commonly SNPs and indels, are then
identified from the read mapping results. This method has helped identify and associate
many mutations with different diseases.
Read mapping, however, is a difficult task. More than 10% of reads were unmapped
when mapping 12.2 million reads to the human genome using the popular Burrows-Wheeler
Aligner [37]. Some of the reads will be left unmapped due to errors generated during
sequencing. Other reads are left unmapped for unknown reasons. It may be that some
unmapped reads vary significantly from the reference genome making read mapping difficult.
Mapped reads represent reads that are similar enough to the reference genome to be
mapped with a given set of parameters. Unmapped reads may contain more interesting and
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novel biological information than mapped reads because these reads diverge enough from the
reference genome to remain unmapped. Harnessing unmapped reads enables more thorough
analysis of how individuals within a species differ and how genomic rearrangements may
affect phenotypes.

3.1.2

Phylogenetic Tree Reconstruction

Phylogenetic tree reconstruction is often completed through comparing homologous gene
sequences in a group of species of interest. Identification of homologous genes is a difficult
task and is often a conservative process, allowing for only gene sequences that are very similar
to be clustered together [19]. This approach is limited because it only allows for comparing
gene sequences instead of comparing whole genomes [39]. Comparing the entire genome
of one species to another is valuable to see if genomic rearrangements or other structural
variations occurred to the genome. Accounting for these genomic variations may serve as a
future phylogenetic signal in future phylogenetic tree reconstruction.

3.2

Methods

Our method for utilizing unmapped reads and to compare whole genomes is to construct a
relaxed de Bruijn graph that allows for more complex genomic variation to be observable.

3.2.1

Standard de Bruijn Graph

A standard de Bruijn graph is a graph structure that represents the genome of an organism.
de Bruijn graphs are usually representative of a single species and are commonly used for
genome assembly [37, 42]. Beyond genome assembly, they have also been found to increase
the percent mapped reads when mapping reads to a de Bruijn graph versus contigs [41].
In a de Bruijn graph, each node represents a unique kmer. Edges in the graph represent
kmer overlaps. The graph is usually constructed from NGS reads where reads are broken
into kmers and used to populate the graph (see Figure 3.1).
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Figure 3.1: The construction of a standard de Bruijn Graph. A) The original sequence. B)
sequence broken into kmers (k =4) showing kmer overlap. C) A de Bruijn graph with edges
formed from overlapping kmers.
3.2.2

Relaxed de Bruijn Graph

Our relaxed de Bruijn graph differs from a standard de Bruijn Graph is two major ways:
1. The graph contains sequence information for multiple species
2. Kmers can occur multiple times in the graph
By relaxing these constraints on the de Bruijn graph, we are able to identify interesting
genomic variation in a tractable amount of time and space. Conceptually, this method can
be thought of as merging two separate de Bruijn graphs by exploiting uniquely occurring
kmers in one sequence as anchor points to merge the graphs.

Graph Construction
Our graph construction algorithm is outlined in Algorithm 4, also see Figure 3.2 for a visual
representation of the graph construction process. After graph construction, we simplify the
graph by collapsing neighboring nodes in a graph where that path through the nodes is
unambiguous to form unitigs.
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Algorithm 4 Initial relaxed de Bruijn graph construction.
1:
2:
3:

4:
5:
6:
7:
8:
9:
10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:
21:

procedure Construct(seq, k)
Input: DNA sequence seq, kmer length k
Output: kmer counts occs,
index counter curidx,
relaxed de Bruijn graph g
kmer-index reverse lookup table rlookup
occs ← occurrences of each kmer
curidx ← 0
g ← an empty graph
for each kmer kmer in seq do
l ← prefix of kmer
lidx ← curidx
curidx ← curidx + 1
occs[l] ← occrs[l] + 1
rlookup[l] ← lidx
r ← suffix of kmer
ridx ← curidx
curidx ← curidx + 1
occs[r] ← occrs[r] + 1
rlookup[r] ← ridx
g.addedge(lidx, ridx)
end for
return occs, curidx, g
end procedure
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Algorithm 5 Appending new sequences after initial graph construction.
1:
2:

3:
4:
5:
6:
7:
8:
9:
10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:

procedure Append(g, occs, curidx, seq, k, rlookup)
Input: initialized relaxed de Bruijn graph g
kmer occurrence counter occs
index counter curidx
DNA sequence seq
kmer length k
kmer-index reverse lookup table rlookup
for each kmer kmer in seq do
l ← prefix of kmer
if occs[l ] == 1 then
lidx ← rlookup[l]
else
lidx ← curidx
curidx ← curidx + 1
end if
r ← suffix of kmer
if occs[r ] == 1 then
lidx ← rlookup[r]
else
ridx ← curidx
curidx ← curidx + 1
end if
g.addedge(lidx, ridx)
end for
end procedure
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Figure 3.2: Construction method for our relaxed de Bruijn Graph for two reference genome
sequences. A and D are two different sequences. B and E represent the sequence broken
into kmers and the graph node IDs assigned to each kmer. C is the initial relaxed de Bruijn
graph containing only A. Blue nodes are unique kmers and red nodes are non-unique kmers
occurring in sequence A. F is the resulting relaxed de Bruijn graph once kmers from sequence
D are added. Green nodes and edges are new nodes or edges that were added to the graph.
See Algorithm 4 for construction of C and Algorithm 5 for F.
Implementation
The NetworkX python package [25] was used for storing and manipulating de Bruijn graphs,
Gephi [4] and Graphviz [22] were used for graph visualization.

3.3

Results and Discussion

3.3.1

Mapping Synthetic Reads

We created a synthetic genome (6930 base pairs) from and inserted the following polymorphisms:
1. Mutation (position 200)
2. Insertion (position 300, 9 base pairs long)
3. Inversion (position 400, 75 base pairs long)
4. Translocation (position 1000, 50 base pairs long originating from position 600)
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Figure 3.3: Graph structure formed from a synthetic genome and synthetically generated
reads after node simplification to unitigs. Graph was constructed using k = 31. Blue nodes
are sequence from the reference genome and green are sequences from synthetically generated
NGS reads. Node 7191 contains a point mutation, node 7187 contains an insertion, node
7188 contains an inversion and the structure that forms from nodes 7185, 7189, and 7190
represent a translocation.
150 base pair reads were simulated using ART Illumina [31] at 10x coverage using
default settings with no errors and only in the forward direction. We generated a relaxed de
Bruijn graph from the original 6930 bps reference sequence and these reads using k = 31.
The generated graph after unitig simplification can be seen in Figure 3.3.
In the simplified graph, the mutation, insertion and inversion form simple bubble
structures (graph structure where a node has multiple outgoing edges to other nodes that
later merge as incoming edges into another node) in the graph while the translocation forms
a much more complex structure. In these very ideal conditions (all kmers in the reference
sequence are unique, reads with no errors), the generated graph shows structures that could
be used to generated a phylogenetic signal or for phenotype association with additional
generated graphs from other individuals.

3.3.2

Comparing Real Whole Genomes

We compared two real Escherichia coli (strain K12) genomes that are very similar. We used
E. coli K12/MG1655 (U00096.3) and K12/W3110 (NC 007779.1).
Using k = 1001, we generated a relaxed de Bruijn graph shown in Figure 3.4. Even
with the extremely large k, there are still repeated kmers in the graph. Cycles caused by
the repeated kmers can be seen in the graph. The graph constructed from real data where
repeats occur is much more convoluted compared to the synthetic graph.
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Figure 3.4: Relaxed de Bruijn graph for two E. coli genomes (MG1655 and W3110) using
k = 1001. Many graph structures appear beyond simple bubbles. Additional methods are
needed for characterization of complex graph structures that form.
3.4

Conclusion and Future Work

In this work, we have presented a method for constructing a unified, relaxed de Bruijn graph
that contains more than one sequence source. The relaxed de Bruijn graph enables identification of graph structures that may be used as a signal for phylogenetic tree reconstruction or
for use in association studies for phenotypes.
In the future, we plan to augment our algorithm in several ways: to be sensitive to
sequencing errors as well as sequenced reads from the reverse direction, be resilient to repeat
kmers, remove uninformative bubbles that form from the graph construction process, and
identify complex graph structures that form.
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Chapter 4
Kcollections: A Fast and Efficient Library for K-mers

This chapter is published in the 19th IEEE International Workshop on High Performance Computational Biology (HiCOMB).

Abstract
K-mers form the backbone of many bioinformatic algorithms. They are, however, difficult to
store and use efficiently because the number of k-mers increases exponentially as k increases.
Many algorithms exist for compressed storage of k-mers but suffer from slow insert times
or are probabilistic resulting in false-positive k-mers. Furthermore, k-mer libraries usually
specialize in associating specific values with k-mers such as a color in colored de Bruijn Graphs
or k-mer count. We present kcollections1 , a compressed and parallel data structure designed
for k-mers generated from whole, assembled genomes. Kcollections is available for C++ and
provides set- and map-like structures as well as a k-mer counting data structure all of which
utilize parallel operations designed using a MapReduce paradigm. Additionally, we provide
basic Python bindings for rapid prototyping. Kcollections makes developing bioinformatic
algorithms simpler by abstracting away the tedious task of storing k-mers.

1

https://github.com/masakistan/kcollections
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4.1

Introduction

One of the most basic and ubiquitous concepts in bioinformatics are k-mers: sub-strings of
length k generated from a DNA sequence. K-mers are the basis of many key bioinformatic
algorithms in genome assembly [5, 35, 40], read mapping [36, 38] and phylogenetic analysis [23,
60]. Despite their widespread use, data structures for storing k-mers can be slow, probabilistic,
memory inefficient or restricted to specific use cases.
Current methods that exist for storing k-mers include the Bloom Filter Trie (BFT) [30],
Split Sequence Bloom Trees (SSBT) [61] and Mantis [51]. These algorithms have shortcomings
that make them difficult to use in the general case.
The BFT is an exact and efficient k-mer store. Insertion operations are slow and has
implementation limitations (k must be a multiple of 9). BFT querying is not thread-safe [1].
The SSBT is fast and has low-memory consumption but is a probabilistic structure
resulting in false-positive k-mers at rates as high as 57-67% [51]. Additionally, SSBT stores
k-mers in a compressed structure that cannot be iterated over to retrieve the k-mers, only
explicit k-mer querying is possible.
Mantis is designed for storing k-mers from short-reads. It is reliant on the k-mer
counting program Squeakr [50] which requires FASTQ files as input. Squeakr was designed
for short-reads and is unable to process longer sequences such as PacBio reads and assembled
genomes. Genome assemblies are becoming more prevalent with cheaper and newer sequencing
technology makes bioinformatic methods that are designed for chromosome length sequences
necessary.
All previously mentioned algorithms can be used to pair “colors” with k-mers. Colors
indicate which genomes a k-mer is present in amongst a set of genomes. The BFT can also
pair a 2-bit flag to a k-mer. Beyond these cases, no other data can be paired with k-mers.
We introduce kcollections, a library for efficiently storing and accessing k-mers for
genomic analysis. It is memory efficient by compressing k-mers into a trie data structure.
Speedup is attained by multi-threading k-mer insertions, serialized k-mer caching when adding
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whole sequences, and thread-safe querying operations. Insertion and reading operations are
separated into distinct phases during use. Kcollections has no dependency on k-mer counting
pre-processing of input sequences. Additionally, the data structure is generalized for pairing
arbitrarily sized k-mers with arbitrary data types. To the authors knowledge, there is no
general purpose library that provides exact k-mer indexing that can be paired with values
that is fast, flexible, and memory efficient. We implement kcollections with a C++ API as
well as Python bindings. The Python bindings provide drop-in replacements for dict (Kdict),
set (Kset) and Counter (Kcounter).

4.2

Methods

Inspired by the Bloom Filter Trie [30], kcollections stores k-mers in a burst trie data
structure [28]. It does not use Bloom Filters and adds multi-threaded insert and thread-safe
access operations. The methods section proceeds as follows: k-mer serialization, the contents
of a vertex in the trie, the insertion operation, how the insertion operation is parallelized
and, lastly, the parallel merging function for map/dictionary values.

4.2.1

K-mer Serialization and Caching

K-mers are bit-packed, a single base is represented by 2 bits. Each base is mapped as follows
A:00, C:01, G:10, T:11. An entire k-mer is stored in an array of 8-bit unsigned integers
allowing for 4 bases to be stored in each uint8 t. Bit arrays are populated from right-to-left
resulting in the right-most 2 bits corresponding to the left-most base in the k-mer. K-mers
are sorted quickly by casting their serialized form to an integer or using memcmp. A sorted
list of serialized k-mers is not the same as a lexicographic sorting of the k-mers in nucleotide
base-space. See Figure 4.1 for an example of k-mer serialization.
Kcollections can insert single k-mers or entire sequences that it breaks up into k-mers.
When inserting a sequence, previously serialized k-mers are cached for faster insertions.
Caching is achieved by retaining the last k − 1 bases in the previously serialized k-mer by
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Figure 4.1: K-mer serialization packs each base into 2-bits. The left-most base in a k-mer is
stored in the right-most position when serialized. Sorting serialized k-mers is done using C’s
memcmp function resulting in a non-lexicographic sorting in nucleotide base-space.
performing a right bit-shift by 2. The current nucleotide base is serialized and inserted into
the appropriate position via logical or. Because k-mers are stored in arrays of 8-bit uints, the
right-shift operation to remove the first base of a k-mer requires storing the first 2 bits of
each uint8 t and inserting them to the end of any preceding uint8 t in the k-mer array. To
reduce the number of bit-shifts and carryover values, we cast the k-mer to a 64-bit uint array.

4.2.2

Vertices

Vertices in the trie each contain an uncompressed container of k-mers, a child vertex array
and a child vertex presence array. All vertices except leaves represent a 4 nucleotide segment
of DNA that is a prefix for all its children. A 4 base prefix was chosen because k-mers are
stored in 8-bit uint arrays. Leaf nodes represent k mod 4 bases.

Uncompressed Container
As k-mers are inserted, they are initially stored in the root vertex in an “uncompressed
container” which is a sorted list of serialized k-mers. K-mers are sorted using the C memcmp
function. This results in a k-mer sorting that is fast. Once a sufficient number of k-mers
have been inserted into the uncompressed container it bursts. When a container in a vertex
bursts, child vertices are added to that vertex. K-mers in the uncompressed container with
the same 4-base prefix are inserted into the same child vertex. When a new child vertex
is created, the child vertex presence array is updated. An index into the array is found by
casting the serialized 4-base prefix to an unsigned integer and setting the presence array
at that position to 1. This results in an emptied uncompressed container and compressing
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(a) The original child vertex presence array.

(b) The 224 bit shifted
array.

(c) The child vertex
array.

Figure 4.2: Finding the child vertex that represents a given 4-mer by calculating the hamming
weight of the child vertex presence array. The child vertex for k-mer AAGA is found by
serializing the k-mer 00100000. Next, the serialized value is cast to an int (32 in this case)
and is used as an index into the population array. The count of 1’ss that precedes this
index (cells highlighted in orange) correspond to the index into the child vertices array for
this k-mer. This count is determined by left-shifting the child vertex presence array (a) by
256 − 32 = 224 bits to produce (b). The hamming weight in the shifted array is found by
counting the 1s left in the array. In this case 9 1s correspond to the correct index in the child
vertex array (c).
k-mers that share prefixes into child vertices. After bursting, K-mers are inserted into the
uncompressed container unless the input shares a 4-base prefix of one of the child vertices.
In that case, we traverse to the child vertex and repeat the process of determining where
to insert the k-mer either in the vertex’s uncompressed container or to a child vertex. See
Figure 4.3 for an example.

Child Vertex Array
A list of child vertices sorted by the child’s prefix is maintained in each vertex. A vertex has
a maximum of 256 child vertices which represent the unique 4-mers. If the child vertex array
is not fully populated we compress it by removing any vacancies that exist. We calculate the
hamming distance of the child vertex presence array to determine what 4-mer a particular
child vertex represents. See Figure 4.2 for identifying a child vertex given a 4-mer prefix.
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Child Vertex Presence Array
The child vertex presence array is stored as a 256-bit unsigned int provided by the uint256 t
library [2]. In order to determine which child represents a 4-mer in the child vertices array
the 4-mer is serialized and cast as an integer index into the presence array. The hamming
weight or population count is then calculated for all bits that precede this index and indicates
the index in the child vertex array that corresponds to that 4-mer. If the found index equals
the length of the child vertex array there is no child vertex that represents the given 4-mer.

4.2.3

Parallel Insertion

Kcollections is a multi-threaded application and performs k-mer insertion using a MapReduce
scheme. Kcollections partitions the underlying trie so that a single partition serves a specified
ranges of k-mers ensuring no race conditions. Incoming k-mers are serialized, sorted and
mapped to the appropriate thread/partition. Once all k-mers are inserted, the threads are
joined together and the partitions for each respective thread are reduced into one. The
number of partitions/threads must be a power of 2.

Partitioning the Trie and Sorting K-mers
Race conditions occur when multiple threads read or write to the same part of the data
structure. We solve this by partitioning the trie, assigning each thread to only store k-mers
that have a 4-mer prefix that falls within a certain range. The size of each partition is
determined by 256/nthreads. For example, if nthreads = 4, the number of partitions is 4
and each partition covers 64 prefixes. Thread 0 is assigned all prefixes that fall between 0
and 63 when the 4-mer prefix of the serialized k-mer is cast as an unsigned int. The same
pattern follows for the other threads.
Sorting and mapping k-mers can be an expensive operation. We overcome this by
taking the 8-bit/4-mer prefix of a serialized k-mer, bit shifting it s bits and casting the
resulting value as an unsigned integer i where i corresponds to the correct thread id. We
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Figure 4.3: Fast k-mer sorting. Given t = 4 threads, the number of bits to shift is s = 6. The
appropriate consumer thread is determined quickly by shifting the first 4-mer prefix of the
k-mer s bits and casting it as an unsigned integer i which corresponds to the appropriate
consumer thread.
determine the number of bits to shift s

s = 8 − log2 (t)

(4.1)

where t is the number of threads such that

{t = 2x | x ∈ Z, 0 ≤ x ≤ 8}

(4.2)

This is a fast operation because the k-mers are already serialized and bit shifting and casting
are very cheap compared to string comparisons. As an example of how k-mers are sorted and
sent to the appropriate thread refer to Figure 4.3.

Partition Work Queues/Buffers
Mapped k-mers are stored in a series of buffers assigned to specific partitions. There are j
buffers for each of the w partitions. Each buffer holds c k-mers to be inserted. In practice, we
found good performance with j = 10 and c = 500. A buffer is filled completely by mapping c
k-mers to it and then signaling to the partition that buffer is ready for storing.

Reducing Partitions
Once all k-mers have been inserted, the different partitions must be reduced together for
querying and other operations. Each partition acts as a self-contained kcollections structure for
k-mers of a certain prefix range. We merge these different structures together by taking each
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(a)

(b)

Figure 4.4: After insertion, all consumer threads are merged together. (a) shows child vertex
presence arrays for each thread highlighting the 4-mer prefixes that each thread handles.
Consumer thread joining concatenates these arrays together using logical or and storing the
result in the producer thread. (b) Child vertex arrays are concatenated together as well.
Different colors indicate which thread a k-mer prefix was originally assigned to.
of the child vertex arrays and concatenating them together in sorted order. The concatenated
list is set as the child vertex array of the root vertex of the reduced data structure. The child
vertex presence array of the root vertex aroot is updated as well

aroot =

t
_

ai

(4.3)

i=1

where t is the number of consumer threads defined in Equation 4.2. See Figure 4.4 for an
example.

4.2.4

Merging Map/Dictionary Values

When a k-mer is present multiple times with different paired values during insertion of
a sequence (not a single k-mer) in a map/dictionary it is unclear which value should be
stored. This occurs when creating a dictionary that stores the position each k-mer occurs at.
Kcollections allows for a merging function to be specified that indicates how different values
for the same k-mer should be reconciled.
The merging function is flexible and allows any operation to merge the previously
stored and new values. If no merge function is provided, the old value is replaced with the
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def merge ( p r e v v a l u e , new value ) :
p r e v v a l u e . append ( new value [ 0 ] )
return p r e v v a l u e
Listing 4.1: Merging function example in Python that stores the position of each k-mer
occurrence in a list. prev value and new value are both lists that initially hold a single
genomic position. As the same k-mer is inserted, the positions accumulate.

int& merge ( int& prevVal , int& newVal ) {
prevVal += newVal ;
return prevVal ;
}
Listing 4.2: Merging function example in C++ for k-mer counting. The map is instantiated
to store ints as values. When k-mers are inserted they are all inserted with a value of 1. As
the same k-mer is inserted, the values are summed together resulting in k-mer counting.

new value. We provide on example in Python (Listing 4.1) and in C++ (Listing 4.2) and
with additional examples in our documentation.

4.3

Results and Discussion

We compare the kcollections Kdict module to other algorithms in memory consumption,
run-time and correctness when querying. We test against the CPython 3.7.1 built-in set,
SSBT and the BFT paired with jellyfish [44] for k-mer counting. The Python set is included
because it is a general purpose data structure that is useful in algorithm development and
which kcollections seeks to supplant for k-mer storing. We were unable to test against Mantis
due to its pre-processing dependency Squeakr’s inability to process human chromosome length
sequences.
Testing was done by indexing the human reference genome GRCh38 with k = 27.
Querying was tested using 20 million 27-mers: 10 million that do not exist in the human
genome and 10 million that do. We used 16 threads in all cases where multi-threading was
available using a machine with an Intel Xeon E5-2650 v4 @2.20GHz and 256 GB RAM
running Ubuntu Linux 16.04.
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Program

Subprogram

SSBT

SSBT
SSBT
SSBT
SSBT
total

hashes
count
build
compress

BFT
Python Set
kcollections

Elapsed Wall Clock
Time (hh:mm:ss)
00:00:00
00:30:21
00:00:00
00:01:05
00:31:26
03:53:38
02:00:56 (22:20:24)
00:27:11

Maximum RAM
Used (GB)
0.009
30.144
0.009
1.855
30.144
16.281
261.527
24.105

Threads
1
16
1
1
1
1
16

Table 4.1: Time and memory usage for indexing the human genome. The BFT requires k-mer
generation in a pre-process step, we use jellyfish and include those results. Both the build
time and overall running time are provided for the Python set due to the large disparity
between them.

Program
BFT
Python Set
SSBT
kcollections

Elapsed Wall Clock
Time (mm:ss)
01:25
01:00
11:17
01:29

Maximum RAM
Used (GB)
16.166
261.676
5.396
22.840

Table 4.2: Time and memory usage for 20M queries against the human reference genome.
10M k-mers that exist and 10M that do not exist in the index.
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4.3.1

Memory Usage

In overall memory usage for building the data structure, BFT uses the least memory at 16GB
(see Table 4.1). Kcollections next with 24GB. SSBT must be generated in many steps like
the BFT with k-mer counting also being the step that requires more memory (30GB). The
Python set memory usage results are prohibitively high (over 256GB), maxing out RAM
and requiring swap space for a relatively small size k makes it impossible to use on most
computers.
For querying memory usage, SSBT had the best performance using only 5GB (see
Table 4.2) While this memory usage is much lower than the other data structures it comes
at the cost of correctness that none of the other algorithms suffer from. The BFT (16GB)
is superior to kcollections (24GB) while the Python set again requires a huge amount of
memory that makes it infeasible to use in most situations.

4.3.2

Run-time

Kcolletions has the fastest indexing time at 00:27:11 (hh:mm:ss) as can be seen in Table 4.1.
SSBT is just slightly slower while BFT takes more than 4 hours to finish. We make note
that the Python set takes 02:00:56 to insert all k-mers and creates a very large object. This
object causes the overall script run-time to be tremendous (22:20:24) because of an issue
Python has with deallocating large objects [12].
All querying was done in serial and with results in Table 4.2. The Python set is the
fastest finishing in 1 minute. BFT and kcollections are comparable at 01:25 and 01:29
(mm:ss), respectively. SSBT takes the most time at 11:17.
4.3.3

Correctness

The Python set, BFT and kcollections are all correct for the 20 million queries. Because the
SSBT is an inexact compression method it results in a false-positive rate of 55.53% which
corroborates findings by Pandey et al. [51]. As expected, SSBT reported no false-negatives.
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The existence of a false-positive rate this high makes the SSBT unusable in some situations
and can greatly outweigh its low-memory advantage during querying.

4.4

Conclusion

In this article, we presented kcollections, a library of data structures for fast, efficient
and general purpose k-mer-based algorithm development. These data structures can be
constructed quickly using large DNA sequences with sizes up to whole, assembled genomes
or sets of reads. It is flexible because it is not constrained to specific k-mer sizes and it is
user friendly because it does not require any pre-processing by other programs. Kcollections
is more generalized than other algorithms because it can pair arbitrary data with k-mers
instead of only color information or a 2-bit flag. This makes kcollections preferable in general
algorithm development when other types of information need to be associated with k-mers.
Though it does not perform best in every measure, its overall performance makes it an ideal
choice.
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Chapter 5
The Polygraph: A Data Structure for Genome Alignment and Variation
Detection

This chapter was published in the 2019 11th International Conference on Bioinformatics
and Computational Biology (BiCOB) [21].

Abstract
Comparing whole genomes and finding variation is an important and difficult bioinformatic
task. We present the Polygraph, a data structure for reference-free, multiple whole genome
alignment that can be used to identify genomic structural variation. This data structure
is built from assembled genomes and preserves the genomic structure from the assembly.
It avoids the “hairball” graph structure that can occur in other graph methods such as de
Bruijn graphs. The Polygraph can easily be visualized and be used for identification of
structural variants. We apply the Polygraph to Escherichia coli and Saccharomyces cerevisiae
for finding Structural Variants.
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5.1

Introduction

Sequence alignment is one of the most basic tools in bioinformatics. Algorithms for sequence
comparison, however, are often limited to short sequences and cannot be applied to whole
genome sequences due to computational complexity. Aligning only short sequences captures
small, local mutations that occur while leaving large-scale mutations undetected. Complete
and accurate whole genome alignment is necessary for understanding evolutionary histories
of related organisms.
The genome of an organism can evolve in many ways. Small, local mutations include
insertions and deletions (indels) and point substitutions. Large-scale genomic modifications
include structural variants (SVs) such as large (> 50 base pair) indels, inversions, duplications
and rearrangements such as translocations. As genomes diverge evolutionarily, genomic
regions that are ancestrally linked are called homologous. Genome alignment attempts to
identify homologous regions amongst a set of genomes.
Previous work in the area of genome alignment has been limited to pairwise alignment
or limited to core-genome identification. Methods such as progressiveMauve and Mugsy rely
on all-versus-all progressive alignments when applied to many genomes [3, 13]. Methods
such as the Harvest Suite rely on core-genome alignment which is a subset of the genome
alignment [62]. Core-genome alignment seeks to find orthologous sequences conserved in all
aligned genomes. This process is limiting because an all-or-nothing approach does not allow
for relationships that exist between subsets of genomes to appear.
Current algorithms usually align using genome anchoring heuristics based on substring
seeds. progressiveMauve and Mugsy are both reference-free genome alignment algorithms
that use seed anchors [3, 13]. progressiveMauve relies on local multiple alignments (LMAs)
which are maximal unique matches (MUMs) [14] that allow for mismatches and occur in
multiple genomes. Mugsy first performs pairwise genome alignment using nucmer [15]. The
Harvest Suite’s Parsnp aligns genomes by identifying MUMs using a compressed suffix graph
and is designed specifically for microbial genomes. Parsnp does not identify SVs, instead
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focusing only on identifying core-genome regions. Mugsy and progressiveMauve tend to be
conservative in their alignments and miss SVs by preferring a consistent global alignment.
In this work, we present a method for positional homology multiple genome alignment [13] that extends our previous work [20]. Genome alignment is made possible by a
graph data structure called the Polygraph (PG) which can house multiple genomes and is
constructed in a reference-free manner. This data structure contains vertices where homologous regions of genomes are collapsed and edges can show shared recombination events
amongst subsets of genomes. Storing multiple genomes in this format facilitates the discovery
genomic features useful in comparative genomic analyses.
We demonstrate the efficacy of genome alignments produced by the PG in detecting
inversions, translocations and indels. First, we align two yeast (Saccharomyces cerevisiae)
genomes to verify previously annotated SVs [48] are identified by the PG. We compare these
results to Mugsy, Mauve and the Harvest Suite’s Parsnp module. We then compute the
PG for 5 Escherichia coli and demonstrate how it can be used to identify conserved regions
amongst subsets of genomes. The Polygraph provides a method for storing multiple genomes
as a graph that allows for the discovery of structural variants.

5.2

Methodology

Initially, the Polygraph is a data structure that represents a rough alignment of multiple
genomes. All input genomes are anchored together into vertices of the graph by identifying
regions of the genome that are assumed homologous. Merging homologous sequence together
into vertices makes accessing homologous regions amongst genomes very easy. Initially,
homology is identified by using a special set of k-mers (shared-unique k-mers). We call this
initial alignment rough because only regions we are highly-confident are homologous are
merged together. Forming the initial Polygraph provides additional context for genomic
sequence and further informs if we can collapse other regions of the input genomes together
further simplifying the graph. Through this process, a graph is formed that contains different
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structures that can represent different types of polymorphisms. Particulars of the Polygraph
are detailed below.
5.2.1

Preliminaries

A Polygraph P = (V, E, k) is a simple (no parallel edges), directed graph with vertices V and
edges E with parameter k the k-mer size used during construction for a set of genomes G.
A vertex v ∈ V represents homologous sequence from multiple genomes or sequence from a
single genome by storing genomic coordinates as well as sequence orientation. The maximum
in- and out-degree of a vertex v is n, the number of genomes present in the graph. A vertex
is merged if more than one genome is present in it otherwise it is unmerged. We use the
following helper functions:
1. genomesP resent(v) returns the set of genomes present in vertex v
2. startP os(v, H) returns a vector of start positions for genomes H present in v
3. endP os(v, H) returns a vector of end positions for genomes H present in v
4. merged(H) returns true if all vertices in H are merged vertices
5. unmerged(H) returns true if all vertices in V are unmerged vertices
6. isChild(v, u) returns true if u is an immediate successor vertex to v and v 6= u
7. children(v) returns the {u | u ∈ V, isChild(v, u)}
8. grandChildren(v) returns {u | u, o ∈ V, isChild(v, o), isChild(o, u), u 6= v}
9. isP arent(v, u) returns true if u is an immediate predecessor to v and v 6= u
10. parents(v) returns {u | u ∈ V, isP arent(v, u)}
11. count(s, H) returns the frequency of k-mer s in genome H
12. occ(s, H) = max count(s, h)
h∈H

13. sharedU niqueCount(v, H) counts the number of shared-unique k-mers that make up
the sequence represented in vertex v for genome H
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The set of edges E is defined as

E = {(u, v) | u, v ∈ V, u 6= v, connected(u, v)}

connected(u, v) =





T rue





(5.1)

H ⊆ genomesP resent(u) ∩ genomesP resent(v),

endP os(u, H) − startP os(v, H) − 1 = k






F alse otherwise

(5.2)

An edge represents the path that one or more genomes takes through the graph. For
convenience in traversing the graph, we store identifiers for each genome that traverses an
edge in an array.

5.2.2

Shared-Unique k-mers

The first step in Polygraph construction is identifying shared-unique k-mers. Shared-unique
k-mers are k-mers that occur only once within a subset of two or more of the input genomes.
Shared-unique k-mers are assumed to be homologous. The set of shared-unique k-mers S is

S = {s | occ(s, H) = 1, H ⊆ G, cardinality(H) ≥ 2}

(5.3)

For example, given three genomes A, B and C, a k-mer x that occurs once in A and
once in B but multiple times in C would be considered shared-unique for the genomes A and
B but not C. K-mers that are not shared-unique are called common.
Shared-unique k-mers are similar to the maximal unique matches (MUMs) [14] but are
not constrained by having to appear in all species, a shared-unique k-mer may exist in any
subset of species. This is powerful because instead of all-or-nothing relationships amongst
genomes any sub-grouping is permissible. Genomes are then collapsed together using the
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shared-unique k-mers as anchor points. The graph is simplified by merging non-branching
paths together to form unitigs.

5.2.3

Bubble Removal

We simplify the graph by identifying and collapsing bubble structures in the graph. Bubbles
in the Polygraph represent regions in genomes where polymorphisms such as single nucleotide
variants (SNVs) and insertions and deletions (indels) have occurred. They also occur where
there is no sequence divergence due to k-mers not meeting shared-unique properties for
merging. Bubbles do not represent polymorphisms such as translocations and inversions.
Thus, removing bubbles preserves translocations and inversions as graph structures. SNVs
and indels can still be recovered by aligning the sequences that a vertex represents. Removing
bubbles contracts successor vertices into a predecessor which results in a vertex that may no
longer represent the same amount of sequence for each genome present.
A bubble b in the Polygraph consists of a start vertex start, and end vertex end and
set of middle nodes M . The set of bubbles B is
B = {b |end ∈ grandChildren(start),
(5.4)
M = children(start) ∩ parents(end)}
To collapse a bubble b, all sequence from vertices in M are absorbed into start. All
vertices in M are removed from a graph start and end are connected by a new edge. The
vertex start may now contain sequences of heterogeneous lengths. After bubbles are collapsed,
unitiging is performed to compress the graph.

5.2.4

Removing Weak Vertices

After merging genomes together using shared-unique k-mers and removing bubbles, we further
simplify the graph by removing weak vertices. Weak vertices, are merged vertices which
may have been randomly merged due to genomes sharing shared-unique k-mers that are not
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(a) Three input genomes

(b) The genomes split into k-mers represented
as a graph

(c) The genomes merged together at sharedunique k-mers

(d) Unitigs formed in the graph with one of the three bubbles highlighted

(e) After bubble removal

(f) Unitiging after bubble removal

(g) Reflowing the highlighted region of the graph

Figure 5.1: The Polygraph built for three input genomes. Each vertex contains sequence
positions (start:end) ordered from genome 0 (top) to 2 (bottom). A −1 entry means a
genome is not present in a vertex. Colored vertices indicate where sequence is made entirely
of shared-unique k-mers with different colors45
indicating which genomes are present.

actually homologous. We calculate vertex support to identify weak vertices in the graph.
Support for vertex v where H is the set of all genomes present in v is calculated by

support(v) = min sharedU niqueCount(v, h)
h∈H

(5.5)

Weak vertices are removed by creating a new vertex for each genome in H and creating the
appropriate edges.

5.2.5

Reflowing

The Polygraph attempts to maximize the amount of homologous sequence contained within
merged vertices. To further identify homologous sequence that may not have been found
through the initial search for shared-unique k-mers and bubble collapsing, we reflow the
Polygraph. Reflowing attempts to move sequence that is contained in common vertices and
have as much of it “flow” into a neighboring merged vertex to increase identified homologous
sequence. In practice, we accomplish this by generating separate Polygraphs for subgraphs of
the original PG replacing the subgraph with the newly generated PG. This process identifies
more homologous sequences because an increased number of shared-unique k-mers will be
found when only considering the genomic sequence found in the subgraph.
The set of subgraphs, R, suitable for reflowing are identified by a single merged vertex
m and set of unmerged vertices N such that

R = {(m, N ) | merged({m}), unmerged(N ), neighbors(m, N )}

neighbors(m, N ) =




T rue

(5.6)

N ⊆ children(m) ∪ parents(m)
(5.7)



F alse otherwise
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Each subgraph r ∈ R is then sent through the PG algorithm producing a new subgraph.
Vertices in r are replaced by the newly created subgraph.

5.3

Results

The Polygraph, Mugsy and progressiveMauve were tested on three data sets. First, two yeast
Saccharomyces cerevisiae strains: EC1118 Genoscope 2009 and the reference genome S288C
were used to see if annotated SVs could be identified. Next, we applied the polygraph to
five Escherichia coli genomes and visualized the alignment to demonstrate the PG aligning
multiple genomes.
In all cases, we formed a Polygraph for genomes using k = 90 and the minimum
unitig support for weak vertex removal was set to 540 base pairs (bps). For the yeast data
set, PG construction took 26m30s on an Intel Xeon E5-2650v4 @2.20GHz. Mugsy’s and
progressiveMauve’s runtimes were fast at 1m02s and 2m05s, respectively, but both failed to
identify verified SVs that the PG found. We examine three notable structural variations
discovered by Novo et al. in chromosomes VI, XIV and XV [48].

5.3.1

Yeast Structural Variants

Novo et al. have documented several structural variations that occur between EC1118 and
the reference [48]. They make special note of three large-scale rearrangements that occur
in chromosomes VI, XIV and XV. Genomes were downloaded from yeastgenome.org. We
apply the Polygraph, Mugsy and progressiveMauve to these genomes to identify structural
variants. We also attempted to use Parsnp even though it is designed specifically for microbial
genomes but were not able to produce comparable results to the other algorithms when
applied to a eukaryotic genome.
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(a) Polygraph

(b) progressiveMauve

Figure 5.2: (a) The Polygraph identifies an inverted translocation from chromosome VIII
highlighted in red and an inversion in magenta that (b) progressiveMauve does not identify.
Visualized using Muave Viewer.
Chromosome VI
Novo et al. identified three SVs in EC1118 chromosome VI. First, a 38 kilobase (kb) novel
insertion in the left arm telomere. Second, a 12kb translocation from chromosome VIII
situated between the 38kb novel insertion and the left telomere. Lastly, a 23kb deletion in
the left arm with 5kb of the deletion translocated to chromosome X.
Using the Polygraph we were able to successfully identify the 38kb insertion and 12kb
translocation. Specifically, we found the 38kb insertion to be 38,836bps and located at
EC1118:VI (FN393068.1) 0-38,836. The 12kb translocation was a bit shorter at 11,046bps
originating from Ref:VIII 53,9634-55,6754 and inserted into EC1118:VI (FN393068.1)
38,747-49,793 and was visualized in Figure 5.2a using Mauve Viewer with MAFFT [34] to
produce gapped alignments. A graph visualization of the graph component that contains
this SV can be seen in Figure 5.3. Both progressiveMauve and Mugsy capture the large 38kb
insertion but both miss the 12kb translocation (progressiveMauve shown in Figure 5.2b).
The 23kb Ref:VI deletion with 5kb translocation into EC1118:X was not found by the
Polygraph, progressiveMauve or Mugsy. The PG did find a 5kb translocation from Ref:XIV
in EC1118:X at the location the 5kb Ref:VI translocation should be. The 5kb transloca48

Figure 5.3: A portion of the Polygraph for yeast chromosome VI. Vertices store genomic
coordinates as well as orientation of sequences. Edges of the graph contain a list of all
genomes that traverse that edge to facilitate graph traversal algorithms. Coordinates with
−1 indicate a genome is not present.

Figure 5.4: Mapping of the three genes from Ref:VI (YFL059W, YFL060C and YFL061W) on the
top row and Ref:XIV (YNL333W, YNL334C and YNL335W) on the bottom in IGV [57].
tion came from Ref:XIV 9,739-14,941 and was inserted into EC1118:X (FN393076.1) at
18,6768-19,1969. Neither Mugsy nor progressiveMauve identified this translocation.
We investigated the translocation further by mapping all gene sequences from the
reference to EC1118 with BWA [37]. In the 5kb region where the translocation occurred, we
found that there were six genes that mapped: three from Ref:VI and three from Ref:XIV
forming three putative homologous gene parings that map to the same position in EC1118:X
(Figure 5.4). All six mapped genes had only a handful of polymorphisms compared to the
EC1118 sequence.
We then compared the 5kb regions from the genomes through multiple sequence
alignment (MSA). They were extracted from:
• EC1118:X 186,768-191,969
• Ref:VI 7,829-13,038
• Ref:XIV 9,739-14,941
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MSA was computed using MAFFT [34]. The most notable difference revealed through the
MSA was a three base homopolymer thymine deletion in EC1118:X and Ref:XIV. In total,
there were five base positions indicating that the Ref:XIV region is more similar to EC1118:X
than Ref:VI is.
While this finding contradicts Novo et al.’s statement that the translocation originates
from chromosome VI we find sufficient evidence that further investigation on the origins of
the translocation is warranted. Additionally, this analysis would not be possible using Mugsy
or progressiveMauve as they did not identify it.

Chromosome XIV
This SV is a 17kb novel insertion into Ref:XIV. We found an 18.6kb insertion from EC1118:XIV
(FN393084.1) 0-18,654 at the expected location Ref:XIV 558,235. Both progressiveMauve
(18,656bps) and Mugsy (18,133bps) identify this insertion as well.

Chromosome XV
This SV is a 65kb replacement of the last 9.7kb in the right arm of Ref:XV. We identified this insertion from EC1118:XV (FN394216.1) 1,045,161-1,110,477 replacing Ref:XV
(NC 001147) 1,081,537-1,091,291.
progressiveMauve misidentifies the 9.7kb deletion as a 18.5kb deletion and finds a
6.7kb translocation from Ref:XVI 14,105-18,180 into EC1118:XV 1,036,531-1,040,665
(FN394216.1).
Mugsy identifies the 65kb insertion but misidentifies the 9.7kb deletion. Where the
9.7kb deletion should be, it finds 8 translocations from chromosomes V (FN393065.1), VI
(FN393069.1), XII (FN393079.1), XIII (FN393081.1).
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Figure 5.5: Multiple genome alignment of five E. coli genomes with three different homologous
regions highlighted in red, magenta and cyan in the Mauve Viewer.
5.3.2

Multiple Genome Alignment

The Polygraph can also be used to align, compare and visualize multiple genomes. We aligned
five Escherichia coli genomes and have visualized the alignment in Figure 5.5. Visualization is
a convenient feature because conserved regions can be easily identified as well as heterozygous
regions which is useful for identifying potential sites for phylogenetic analysis.

5.4

Discussion

The Polygraph is able to identify numerous structural variants between the two yeast genomes
beyond what Novo et al. as well as progressiveMauve and Mugsy were able to identify.
Additionally, the resulting graph is small and traversal algorithms can easily be applied.
Visual inspection of the PG is simple with yeast-sized genomes and is also human-decipherable.
Deeper analysis is easily accomplished as precise genomic coordinates are displayed for each
vertex in the graph indicating putative homologous regions.
Of the three structural variants that were indicated by Novo et al., we were able to
identify two without caveat with better results compared to Mugsy and progressiveMauve.
The main drawback to this fine-grained analysis is runtime. The Polygraph takes significantly
more time to run compared to the other software packages. Because the PG is a new algorithm
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that employs some parallelism there are still many areas where our code efficiency could be
increased.

5.5

Conclusion

In this work we have demonstrated the utility of the Polygraph, a new data structure designed
for whole genome comparison and analysis. We have demonstrated the construction and
refinement algorithms that can simplify a graph representing two genomes enough to be
human-understandable when visualized. We also demonstrated the utility of the Polygraph
by applying it to the yeast genome for identifying SVs. We also demonstrated results of the
PG when applied to more than two genomes. While superior results are observed, runtime is
much longer than similar packages and requires additional work.
Our results show that the Polygraph is a viable data structure for comparing genomes.
New methods for leveraging new data are necessary, especially as sequencing technology
improves and genome assemblies for individuals become prevalent. Using the Polygraph,
structural variants can be found, visualized and analyzed easily. As the Polygraph is extended
to handle more genomes it can be used for whole genome phylogenetic tree reconstruction as
well as identify complex genomic variations for disease association studies.
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