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Introduction

Homotopic or continuation techniques are a customary means for supplying
initial approximations for iterative processes. In [P92], [P01, Section 6.9],
[P01a], and [PKRK04], these techniques were studied for iterative inversion
of general and structured matrices M. The algorithms in these papers rely on
Newton’s iteration and have superlinear local convergence. For a structured
input matrix M, it is usually desired to obtain a closer initial approximation to its inverse to counter the potentially negative eﬀect on convergence
caused by the compression of the approximate inverses updated in the iterative process. For Toeplitz input matrices M and a certain class of initial
approximate inverses X0 , however, this eﬀect is frequently positive, that is,
the compression yields autocorrection of the approximations, according to
the extensive experiments reported in [P01, Table 6.21].
Unfortunately, the initial approximate inverses X0 computed in [P01],
[P01a], and [PKRK04] are not in the latter class. Furthermore, they do not
support the convergence acceleration via scaling proposed in [PS91]. This
means that we lose our chance to achieve the autocorrection as well as the
acceleration by means of scaling.
In our present paper we modify our homotopic processes to supply the
initial inverses X0 free of these deﬁciencies. Our algorithm extends the algorithms in [PS92], [PZDH95]. In these papers a Toeplitz-like matrix T is
factorized as the product T0T1 · · · Th where Ti are Toeplitz-like matrices and
any number h and any condition
hnumbers cond2(Ti ), i = 0, 1, . . . , h, can be
selected such that cond2(T ) = i=0 cond2 (Ti). This enables accelerated inversion of the matrix T based on the application of the Conjugate Gradient
algorithm to the factors Ti rather than to their product T . Now we view the
inversion of such factors as a homotopic process of the inversion of the matrix
T , observe that the approximate inverses of T0, . . . , Th are readily available,
and apply Newton’s iteration to invert all or some of them.
Our approach can be extended to various other classes of structured matrices.
We begin with an extensive background section and then present and
analyze our approach in Sections 2–7.
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1.1

Background on Iterative Matrix Inversion
Newton’s iteration for general matrix inversion

Consider Newton’s iteration for matrix inversion
Xi+1 = Xi (2I − MXi ), i = 0, 1, . . . .

(1.1)

It squares the residuals I − Xi M and I − MXi in every step and is strongly
stable numerically.
Hereafter, except for Theorems 4.1 and 5.1, let us assume that M is an
n × n Hermitian (or real symmetric) and positive deﬁnite matrix with the
eigenvalues λ1 , . . . , λn such that
λ+ ≥ λ1 ≥ λ2 ≥ · · · ≥ λn ≥ λ− > 0

(1.2)

(see Section 7 on the extensions of our study). Let us follow [PS91] to the
end of this subsection. Choose
X0 = I/||M||F

(1.3)

and write
κ2 = cond2 (M) = λ1 /λn ,
Ri = I − Xi M = I − MXi = R2i−1 = R20 , i = 0, 1, . . . .
i

Deduce that

||R0 ||2 ≤ 1 − 1/(n1/2 κ2)

and, consequently,

||Ri ||2 < e−g

for e = 2.7182812 . . ., any positive g, and every i ≥ 1 + ln(n1/2κ2 ) + log2 g.
We need roughly by twice fewer Newton’s steps if we modify the choice
(1.3) and iteration (1.1) to have
Ri = C2i (γM + δI)/C2i (δ), i = 0, 1, . . . .
Here
γ = 2/(λ1 − λn ), δ = −(λ1 + λn )/(λ1 − λn ),

(1.4)

and Ch (y) denotes the h-th degree Chebyshev polynomial cos(h arccos y).
We arrive at this modiﬁcation by choosing
X1 = (8/σ)(−M + (λ1 + λn )I), σ = 4λ1 λn + (λ1 + λn )2 ,

(1.5)
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Xi+1 = αi+1 Xi (2I − MXi ),

(1.6)

αi+1 = (1 + βi+1 )/βi+1 , βi+1 = C2i+1 (δ) = 2βi2 − 1

(1.7)

for i = 0, 1, . . . ; δ in (1.4), and
β0 = −

λi + λn
.
λi − λn

(1.8)

Practically, one may apply the power or (better) Lanczos method to compute a close upper bound λ+ on λ1 and then apply the same method to the
matrix λ+ I − M to compute λn such that 0 ≤ λn − λn ≤ λ1 for a small 
deﬁned by the computer precision. By substituting λ+ for λ1 and λn for λn in
equations (1.4)–(1.8), we change the residual norms ||Ri ||2 by ρi () = O();
for quite a few ﬁrst iterates the changes are not signiﬁcant and little aﬀect
the convergence.

1.2

The Toeplitz and Toeplitz-like cases

For the general matrices M, Newton’s steps (1.1)–(1.3) and (1.5)–(1.8) are
quite expensive; each of them uses 2n3 + O(n2 ) ﬂops. This situation dramatically changes where M has structure of Toeplitz type or, as we say, is
a T oeplitz-like matrix. By this we mean that M is given with its displacement generator (G, H) of length r = O(1) where G and H are n× r matrices,
GH T = L(M) for a ﬁxed displacement operator L associated with Toeplitz
structure, and some ﬁxed bilinear expressions deﬁne M via G and H. We
ﬁx the Sylvester type operator L = ∇Z1 ,Z−1 L(M) = Z1 M − MZ−1 , where Z1
and Z−1 are the unit circulant and skew-circulant shift matrices, respectively,
and we write


0
f
 ...

1

Zf =  .

.
.. .. 

1 0
for any real or complex scalar f. We have L− (M −1 ) = Z−1 M −1 − M −1 Z1 =
−(M −1 G)H T M −1 . For Toeplitz matrices M, we have rank L(M) ≤ 2.
Our choice of the operator L can be modiﬁed (e.g., by replacing Z1 by
Ze and Z−1 by Zf for any pair of real or complex e and f such that e = f or
by using the Stein type operators M −→ M − Ze MZfT , ef = 1, instead of
L = ∇Z1,Z−1 ), but hereafter we stay with our operators L and L− (above) and
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we say “L-generator”, “L-length”, “L− -generator”, and “L− -length”, thus
replacing the word “displacement” by “L-” or “L− -”. We refer the reader to
[P01, Chapters 1 and 4] and the bibliography therein on the deﬁnitions and
basic properties of Toeplitz-like matrices and displacements.
In particular, we need the fact that for Xi+1 in (1.1)–(1.3) or (1.5)–(1.8)
an L− -generator of length of at most r + 2ri can be computed by using
O((r + ri )2n log n) ﬂops provided an L− -generator for Xi of length ri and an
L-generator for M of length r are available. (The length r can be tripled
if ri = r.) Furthermore, for any pair of scalars α and β, we immediately
obtain an L− -generator of length of at most r + 1 for the matrix αI + βM, in
particular for X1 in (1.5). (This length bound decreases to 2 if M is a Toeplitz
matrix.) Therefore, the ﬁrst Newton’s steps (1.1)–(1.3) or (1.5)–(1.8) can be
performed by using O(n log n) ﬂops if r = O(1).

1.3

The eﬀects of compressing the displacements

The computed L− -generators of Xi may have their length tripled in every
Newton’s step, thus implying rapid increase of the number of ﬂops per step.
To save ﬂops, we apply Newton’s step (1.1) with Xi compressed into a matrix
Yi which lies nearby and has a shorter L− -generator (e.g., of length of at most
r, 2r, or 3r). Three distinct compression techniques can be found in [P01,
Chapter 6], [PRW02], [PVWC04]. In all cases, the transition to Yi does
not destroy the approximation to M −1 , and the number of ﬂops used for
the compression is dominated by the cost of performing steps (1.1)–(1.3) or
(1.5)–(1.8). On the negative side, all these techniques
a) generally destroy the power of scaling (1.5)–(1.8) and
b) may increase the residual norm ||Ri ||2 by some factor f > 1.
Recall that Ri+1 = R2i under (1.1). Therefore, with the compression we
have ||Ri+1 || ≤ f 2 ||Ri ||22. Consequently
||Ri+k ||2 ≤ θ2 ||Ri ||2
k

provided θ ≥ f 2 ||Ri ||2, ||Ri ||2 ≤ θ/f 2 . The convergence is implied if θ < 1,
||R0||2 < 1/f 2 ; the smaller ||R0 ||2 and θ, the faster convergence.
Hereafter, let b+ denote a value such that Newton’s steps (1.1) with a
selected policy of compression rapidly converge provided
||R0||2 ≤ 1/b+ .

(1.9)
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We have f = O(||M||2 n κ2) according to the estimates in [P01, Chapter
6], [PRW02], and [PW03], which extend the earlier works [P92], [P93], and
[PBRZ99]. Therefore, rapid convergence of steps (1.1) with compression can
be ensured already if (1.9) holds for some b+ in O((||M||2 nκ2 )2). Extensive
experiments with Toeplitz matrices M and X0 in (1.3) have been performed
in the City University of New York by M. Kunin. He assumed the compression policy via truncation of a ﬁxed number of the smallest singular values
of the displacement with no scaling [P01, Chapter 6]. According to these
experiments, the latter worst case bound is overly pessimistic; in particular
rapid convergence was maintained quite steadily for b+ = 1.1 . Moreover, for
about 25% of the input matrices M, the compression implied convergence
for b+ equal to or even slightly smaller than 1 (see [P01, Table 6.21]). This
phenomenon is called autocorrection in compression in [CPWa], [PKRK04].

1.4

Linearly convergent preprocessing

To yield a crude initial approximation X0 , we approximate an L− -generator
(G− , H− ) for M −1 where
MG− = −G, M T H− = H,

(1.10)

L(M) = ∇Z1 ,Z−1 (M) = GH T , L− (M −1 ) = ∇Z−1 ,Z1 (M −1 ) = G− H−T . We may
apply any iterative process for solving linear systems with the coeﬃcient
matrices M and M T . A simple process for a linear system Mx = g is given
by
x0 = 0, r0 = g,
∆i = xi+1 − xi = X0 ri , ri+1 = ri − M(xi+1 − xi),
i = 0, 1, . . . , s,

(1.11)

x ≈ xs = Σsi=0 ∆i .
These equations imply linear convergence to x:
xs − x = R0 (xs−1 − x) = Rs0 (x0 − x),
||xs − x||2 ≤ ||R0 ||s2||x0 − x||2.
To ensure bound (1.9) for b+ of the order of (||M||2 nκ2 )2 , we choose s of the
order of log(||M||2 nκ2 ); this also enables us to exclude the error propagation
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in the transition from an approximate solution of the system of equations
(1.10) to an approximate inverse of M [PW03].
Alternatively we may apply the (preconditioned) congugate gradient algorithm to yield an approximate solution to (1.10) provided that M is well
conditioned. Hereafter we use the abbreviation “CG” for “(preconditioned)
congugate gradient.” In s CG steps, the
M-norm of the initial error vector
√
κ2 −1 s
x − x1 decreases by the factor of 2( √κ2 +1 ) (see [GL96, Theorem 10.2.6])
1/2

where M-norm of a vector v is (vT Mv) .
One may continue using the CG algorithm or process (1.11) to improve
the approximation to M −1 beyond (1.9). The convergence is linear (that
is, slower than with (1.1)) but no compression is involved (which avoids a
potential source of problems).

1.5

The homotopic (continuation) approach

For ill conditioned input matrices M, the residual norms ||R0||2 for X0 in (1.3)
and ||R1||2 for X1 in (1.5) are close to 1; decreasing them, say below 1/e,
e = 2.718281828 . . ., takes many Newton’s steps, even with scaling. The computed L− -generators of the approximations Xi become long, and Newton’s
steps involve many ﬂops. To avoid this problem, homotopic (continuation)
techniques were proposed in [P92] and further studied in [P01a], [P01, Section 6.9], and [PKRK04]. In this approach the inversion of a given matrix M
is replaced by the inversion of a sequence of matrices M0 , M1 , . . . , Ml+1 = M.
Here M0 is readily invertible (e.g., M0 = M + aI for a larger scalar a and
the identity matrix I), Mk = M + ak M0 , k = 1, 2, . . . , with ak decreasing
to 0 as k grows, and we invert each Mk by applying Newton’s iteration with
−1
. This enables us to ensure the initial
the initial approximation X0 = Mk−1
residual norm of at most 1/b (for any ﬁxed b > 1) for each of the l + 2 matrix
inversions in the homotopic process and simultaneously the upper bound of
log(1 + bκ+
2 )/ log(1 + 1/(b − 1)) on the number l + 1 of homotopic steps
λ+
+
[PKRK04]. Here κ+
2 = λn for a ﬁxed λ ≥ λ1 (cf. (1.2)). We can see that
the closer b to 1, the fewer homotopic steps are needed but the larger initial
residual norms must be handled.
To a certain disadvantage of this approach in [P01, Section 6.9] and
−1
in the
[PKRK04], the latter choice of the initial approximate inverses Mk−1
k-th homotopic step is distinct from (1.3) and does not support autocorrection in compression. Moreover, this choice does not allow us to apply
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the techniques of the initialization and scaling from [PS91] (see (1.3), (1.5)–
(1.8)), which save about 50% of Newton’s steps. Another deﬁciency of the
algorithm in [PKRK04] is that we must invert matrices Mk whose condition
numbers can be almost as large as κ2 = cond2(M). This does not welcome
using the CG algorithm.

2

Our Approach (the Basic Idea) and the Organization of the Rest of the Paper

Let us modify the homotopic process to counter the latter deﬁciencies. As
in [PKRK04], we ﬁrst invert M0 = M + aI for a larger a = a0, but then,
instead of the matrices M1 , M2 , . . . , Ml+1 , we recursively invert the matrices P0 , P1 , . . . , Pl−1 , and ﬁnally Nl = Ml−1 M where Pk = Mk+1 Mk−1 for
all k, Ml = Pl−1 · · ·P0 M0 . This technique is similar to the preconditioning
techniques in [PS92], [PZDH95]. Bounds on the ratios ak /ak+1 imply some
bounds on the condition numbers of the matrices Pk and consequently on the
number of the CG steps for the inversion of these matrices. For the alternative inversion with Newton’s iteration we may use the identity matrix I as
the initial approximate inverse. The initial residual norm ||R0|| = ||I − P̃k ||
can be bounded in terms of the ratio ak /ak+1 , and in Corollary 5.4 we estimate the overall computational cost of the inversion of M based on this
approach.
We organize the rest of our paper as follows. In the next section we relate
our homotopic process to scaling and compression in Newton’s interation. In
Section 4, we describe our generic algorithm for general input matrices. In
Section 5, we ﬁrst express the spectra of the auxiliary matrices via the extremal eigenvalues of M and the auxiliary parameters a0, . . . , al; then, in the
symmetric positive deﬁnite and Toeplitz–like case, we estimate their residual norms and condition numbers as well as the overall number of Newton’s
steps. In Section 6, we estimate the length of the displacement generators of
the auxiliary matrices. In Section 7, we discuss some extensions and modiﬁcations and estimate from below the overall number of homotopic steps.

9

3

Two-Stage Initialization of Newton’s Iteration

The initial bounds (1.9) for R0 = I − Pk and suﬃciently large b+ enable rapid
inversion of the auxiliary matrices Pk with Newton’s iteration. Achieving
(1.9) could require too many homotopic steps, but we may apply a twostage adaptive approach. We ﬁrst ﬁx b ≤ b+ , write a = a0 , and select the
parameters l, a0, a1, . . . , al−1 to ensure that
||I − Pk ||2 ≤ 1/b

(3.1)

for k = 0, 1, . . . , l − 1 (see Corollary 5.3). The respective values of l, a0,
a1, . . ., al−1 can be computed adaptively, which is particularly attractive for
computing l and a few ai with the largest i. Our explicit estimates in the next
sections give us an alternative and may also serve as the initial landmarks in
the adaptive computations.
For the transition from the norm bound (3.1) to the bound (1.9) for
R0 = I − Pk , we may use scaled Newton’s steps (1.5)–(1.8). According to
[PS91], N(b, b+ ) ≈ log4(logb b+ ) such steps are suﬃcient. Alternatively, we
may seek transition to (1.9) by using unscaled Newton’s iteration, hoping
to achieve a speed up due to the autocorrection in compression. Another
alternative is to apply linearly convergent processes such as (1.11) or the CG
algorithm.

4

The Basic Theorem and the Generic Algorithm

We begin with the case of a general matrix M and a generalized homotopic
process, and we impose further restrictions in the next sections.
Theorem 4.1. Let M and S be a pair
 of n-by-n matrices. Let a = a0 = 0,
bk > 1, and ak+1 = ak (1−1/bk ) = a kj=0 (1−1/bj ) be scalars for k = 0, 1, . . ..
Write Mk = M + ak S, Pk = I − ak S(bk Mk )−1 , k = 0, 1, . . .. Suppose that the
matrices Mk are nonsingular for all k. Then we have
a) Mk+1 = Pk Mk = Pk Pk−1 · · · P0 M0 ,
b) M = Pk−1 · · · P0 M0Nk where Nk = Mk−1 M, and
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c) I − Nk = ak Mk−1 S
for k = 0, 1, . . ..
Theorem 4.1 enables us to compute recursively the matrices M0 , M0−1 ,
−1
Pk , Pk−1 , Mk+1 , Mk+1
, for k = 0, 1, . . . , l − 1 and a ﬁxed l, and Nl = Ml−1 M.
Then if M is nonsingular, we compute the inverses Nl−1 and
M −1 = Nl−1 Ml−1 = Nl−1 M0−1 P0−1 · · · Pl−1 .
This is our generic algorithm. Besides the inversion, the latter factorization and the one in Theorem 4.1b may have other applications, e.g., to
computing det M.

5

Residual Norms, Condition Numbers, and
the Overall Number of Newton’s Steps

The upper estimates for the complexity of the inversion of the matrices M0 ,
P0 , . . ., Pl−1 , and Nl depend on the initial residual norm if we use Newton’s
iteration and on the condition number of these matrices if we apply the CG
algorithm. Let us estimate the latter quantities.
Theorem 5.1. Let M have the spectrum Λ(M) = {λ1 , . . . , λn } and let S = I.
Then under the assumptions of Theorem 4.1, we have
a = a0 ,
Λ(I − M0 /a) = {−λs /a}ns=1 ,
n
Λ(I − Pk ) = {(ak /bk )/(ak + λs )}s=1 , ak+1 = ak (1 − 1/bk ),
k = 0, 1, . . . , l − 1,
Λ(I − Nl ) = {al /(λs + al )}ns=1 .
Corollary 5.2. Under the assumptions of Theorem 5.1, let M be a Hermitian (or real symmetric) and positive deﬁnite matrix and let
λ+ ≥ λ1 ≥ λ2 ≥ · · · ≥ λn ≥ λ− > 0,
a = a0 > 0, bk > 1, ak+1 = ak (1 − 1/bk ), k = 0, 1, . . . .
Then
a) the matrices M0 , M0/a − I, Pk , I − Pk for k = 0, 1, . . . , l − 1, Nl and
I − Nl are Hermitian (or real symmetric) and positive deﬁnite,
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b) ||I − M0 /a||2 ≤ λ1 /a ≤ λ+ /a, ||I − Pk ||2 < 1/bk , k = 0, 1, . . . , l − 1,
||I − Nl ||2 ≤ 1/(1 + λn /al ) ≤ 1/(1 + λ− /al ),
c) cond2 (M0 ) = 1 +
cond2 (Pk ) =

λ1 −λn
a+λn

< 1 + λ1 /a ≤ 1 + λ+ /a,

1−(ak /bk )/(ak +λ1 )
1−(ak /bk )/(ak+λn )

< 1/(1 − 1/bk ) = ak /ak+1 ,
k = 0, 1, . . . , l − 1,

cond2 (Nl ) =

1−al /(λ1 +al )
1−al /(λn+al )

< 1 + al/λn ≤ 1 + al /λ− .

By relying on Corollary 5.2b, let us estimate the overall complexity of
the inversion of a matrix M where we apply Newton’s iteration to invert the
matrices M0 , P0 , . . ., Pl−1 , and Nl .
Corollary 5.3. For a scalar b > 1, write κ+ = λ+ /λ− , a = λ+ b, l = l(b) =
1 + log((b − 1)bκ+ )/ log(1 + 1/(b − 1)) , bk = b, k = 0, 1, . . . , l − 1. Then
none of the residual norms in Corollary 5.2b exceeds 1/b.
Corollary 5.4. Under the asssumptions of Corollary 5.3, N+ (M) = (l +
1)N(b, b+ ) Newton’s steps (1.5)–(1.8) and N(M) = (l + 1)N(b+ ) Newton’s
steps (1.1)–(1.3) with compression are suﬃcient to invert M provided
N(b, b+ ) ≈ log4(logb b+ ), Newton’s steps (1.5)–(1.8) are suﬃcient to reach
the norm bound (1.9) provided we initially have the bound (3.1), whereas
N(b+ ) Newton’s steps (1.1)–(1.3) with compression are suﬃcient for the convergence where the initial residual norm is 1/b+ or less. In particular,
l+1
l+1
l+1
l+1

=
≤
≤
≤

O(log(κ+ /ν)/ log(ν + 1))
2 + log2 κ+
2 + log11(0.1κ+ )
2 + log10d+1 (10−d κ+ )

for
for
for
for

ν = 1/(b+ − 1),
b+ = 2,
b+ = 1.1,
b+ = 1 + 10−d and any real d.

Corollary 5.4 supplies some upper bounds on the number of Newton’s
steps and guides us in choosing the parameters a, l, b0, . . . , bl−1. These bounds
and guidance should be revised for practical computations because of the
helpful eﬀect of the autocorrection in compression. Further correction is in
order if one chooses to invert all or some of the factors M0 , P0 , . . ., Pl−1 ,
and Nl by applying the CG algorithm. The relevant upper estimates for
the complexity of the latter approach and the guidance for the choice of
the parameters may rely on Corollary 5.2c or can be extracted from [PS92],
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[PZDH95]. (These upper estimates should be revised if the convergence of the
CG algorithm is accelerated with preconditioning.) The following equation
is basic for the study along this line:
cond2(M) = cond2 (M0 ) cond2(Nl )

l−1


cond2 (Pk ).

k=0

This equation holds for any matrix S in Theorem 4.1 (not only for S = I)
and implies the following lower bound on the number l of homotopic steps:
l + 1 > logκ cond2 (M)
for every κ exceeding the condition numbers of the matrices M0 , P0 , . . ., Pl−1 ,
and Nl .

6

Some Bounds on the Length of Displacement Generators

Corollary 5.4 shows substantial eﬀect of decreasing the ratio (b − 1)/(b+ − 1)
on decreasing the number of homotopic steps. The limiting factor, however,
is the resulting increase of the L− -length of the approximants Xi in the
process (1.5)–(1.8). The next simple theorem (immediately implied by the
basic results in [P01, Chapter 1]) bounds the length of the displacement
generators of the auxiliary matrices in our homotopic process.
Theorem 6.1. Under the assumptions of Theorem 5.1, let M be a Toeplitzlike matrix given with its L-generator of length r for the Sylvester type operator L = ∇Z1 ,Z−1 . Then L- and L− -generators for the matrices Mk and Pk
for k = 0, 1, . . . , having length of at most r + 1 and r + 2, respectively, can
be computed in O(r2 n log n) ﬂops. If M is a Toeplitz matrix, then Mk and
Pk have displacement ranks of at most 2 and 3, respectively, and O(n log n)
ﬂops are suﬃcient to compute the displacement generators of the minimal
length 2 or 3 for these matrices.
Remark 6.2. If S = cI for a scalar c, the displacement rank and length
bounds of Theorem 6.1 generally grow; e.g., for S = cI − M and a nonzero
scalar c, the displacement rank of Pk may grow to r + 4; moreover, for this S
computing Pk requires an extra matrix multiplicaton of S by Mk−1 for every
k. These drawbacks overweigh the advantage of the immediate inversion of
the matrix M0 = cI.
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7

Modiﬁcations and Extensions

Our factorization/homotopy approach reduces the inversion of a Toeplitz-like
matrices to the inversion of any number l of its Toeplitz-like factors. With
the growth of l these factors become progressively better conditioned, and
their closer approximate inverses become available. This gives us an option of
eﬀective inversion of the factors with both the CG and Newton’s algorithms
as well as other algorithms such as the generalized Schur and the MBA
algorithms [KS95], [P01, Chapter 5]. Further theoretical and experimental
study should provide some guidance for the choice among all these options
as well as for the parameters a, l, b0 , . . ., bl−1. Surely, the inversion algorithm
does not have to be invariant for all factors. We have speciﬁed our algorithms
in the case where the input matrix is Hermitian (or real symmetric), positive
deﬁnite, and Toeplitz-like. The extension to Hankel-like and Toeplitz +
Hankel-like matrices is immediate [P01]. For the extension to the structures
of other types (such as Cauchy-Pick’s and Vandermonde’s), one may consider
the general method of displacement tranformation [P90] or the more direct
approaches in [P01, Section 6.9] and [PKRK04, Section 10], covering also
Hermitian (or real symmetric) indeﬁnite and nonHermitian (unsymmetric)
inputs.
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