In this article, several types of hybrid forecasting models are suggested. In particular, hybrid models using the generalized additive model (GAM) are newly suggested as an alternative to those using neural networks (NN). The prediction performances of various hybrid and non-hybrid models are evaluated using simulated time series data. Five different types of seasonal time series data related to an additive or multiplicative trend are generated over different levels of noise, and applied to the forecasting evaluation. For the simulated data with only seasonality, the autoregressive (AR) model and the hybrid AR-AR model performed equivalently very well. On the other hand, if the time series data employed a trend, the SARIMA model and some hybrid SARIMA models equivalently outperformed the others. In the comparison of GAMs and NNs, regarding the seasonal additive trend data, the SARIMA-GAM evenly performed well across the full range of noise variation, whereas the SARIMA-NN showed good performance only when the noise level was trivial.
Introduction
Recently, data are exponentially increased with the emergence of various types of information channels like Social Networking Services. As the data storage techniques are developed, high capacity data or big data analysis becomes available. Some meaningful implications are often derived from the big data analysis. In particular, versatile time series type big data are cumulated in numerous institutions. In this study, we consider five different types of time series data simulation, and try to find appropriate forecasting models regarding each type of simulated time series data.
If some real time series data have a similar pattern with one of these five simulated time series data, we may consider applying the recommended models from the simulation results.
There have been many attempts to model seasonal and trend time series data. In terms of modeling the patterns of the underlying time series, two types of approach, namely linear and nonlinear, can be categorized. Firstly, a type of linear model known as the seasonal autoregressive integrated moving average (SARIMA) was proposed by Box and Jenkins (1976) , and this has been commonly applied over the past several decades. After this, nonlinear models such as neural networks (NN or NNs) have received considerable attention due to their ability to capture nonlinear patterns in the underlying series (Adya and Collopy, 1998; Bodyanskiy and Popov, 2006; Freitas and Rodrigues, 2006; Barbounis and Teocharis, 2007; Celik and Karatepe, 2007) .
On the other hand, hybrid modeling approaches combining linear and nonlinear models have been proposed to utilize the merits of both types of model. Tseng et al. (2002) Recently, a nonparametric additive model has been widely applied in nonlinear time series data forecasting (Prada-Sánchez and FebreroBande, 1997; Dominici et al., 2002; Berg, 2007) .
Since in this model the response variable is allowed to have many types of distribution (e.g.
Normal, Poisson, Logistic), it tends to be referred to as a generalized additive model (GAM).
GAMs differ from linear models in that they are capable of adjusting for the nonlinear confounding effects of seasonality and trend. Moreover, GAMs are unlike NNs in that they do not require data preprocessing approaches. Nelson et al. (1999) argue that the forecasting error of NNs can be reduced via detrending or deseasonalization. However, many researchers have recognized the difficulty in distinguishing seasonality from non-seasonal components and in modeling trend patterns (Nelson and Plosser, 1982; Ittig, 1997) . Unless the trend or seasonality is specified correctly, preprocessing may not guarantee better prediction results. Due to these strengths of GAMs over NNs and linear models, hybrid models employing a GAM are newly suggested for forecasting seasonal and trend time series da-ta in this article.
Several types of seasonal time series data with additive or multiplicative trends are generated over different levels of noise, which are then applied to an evaluation of forecasting accuracy, comparing between the suggested hybrid models and the other competing models. For the simulated data with only seasonality without any trend, the AR model and the hybrid AR-AR model equivalently performed very well, whereas the SARIMA model and the SARIMA related hybrid models showed poor performances. On the other hand, when using a time series data set employing a linear or a quadratic trend, the SARIMA model and some of its hybrid models both outperformed the other competitors. In the comparison between GAMs and NNs, both the SARIMA-GAM and SARIMA-NN hybrid models tended to show very good prediction performances for the multiplicative trend models. Regarding the additive trend model, the SARIMA-GAM performed well for the full range of noise variation, whereas the SARIMA-NN showed good performance only when the noise level was trivial.
The remainder of this article is arranged as follows. Section 2 briefly defines the mathematical concepts of the linear, nonlinear and hybrid models. Likewise, the newly proposed hybrid models using the GAM are introduced. The design of the simulation studies is explained in Section 3. A summary of the simulation analysis results is also reported in bulletin form. Some concluding remarks are given in Section 4.
Forecasting Models
In this article, two linear models (AR and SARIMA) and two nonlinear models (NN and GAM) are compared and evaluated for various seasonal and trend time series data. Furthermore, a total of 16 hybrid models combining these four models will be also examined. In the following sub-sections, the concepts and mathematical expressions of the linear, nonlinear and the hybrid models are briefly explained. The new hybrid models using GAMs are also introduced.
Linear models
The SARIMA model (Box and Jenkins, 1976 ) is a popular linear forecasting scheme for 
where   is the  th weight and  is the order (or the number of lags). This model is often expressed as .
Estimation and prediction will be carried out using the functions in the package of R program.
Under the Normal distribution assumption on the error term, the parameters of the SARIMA model can be estimated using maximum likelihood methods. The Akaike information criterion (AIC) has been applied to the model selection in this study. Regarding the AR model, the 'Yule-Walker' estimation method has been applied using a function in R program, which is the default method.
More detailed explanations on the utilized R program functions are given in subsection 3.2.
Nonlinear Models
Among various types of NNs models, the model of three-layer perceptron NN is employed in this study, which has been widely applied in empirical studies (e.g., Adya and Collopy, 1998) .
The model is given by the equation The performance of an NN model is known to depend on several components, including the number of lags, hidden layers and hidden nodes, and its activation function (Hansen et al., 1999) .
In this paper, the number of hidden layers is set to be one and the logistic function is applied as the activation function, which is given by        . Regarding the other two components, the number of lags and hidden nodes will be selected for a given data set for better prediction performance via the AIC criterion.
Another competing nonlinear model considered in this study is the GAM. Since it was initially proposed by Hastie and Tibshirani (1986) , it has been widely applied to numerous fields, including time series data forecasting (Dominici et al., 2002) . The popularity of GAMs in the area of time series forecasting is due to their flexibility, in that they allow for nonparametric adjustments for the nonlinear confounding effects of seasonality and trend. GAMs also require no assumption of relationships between variables, unlike the other linear alternatives. Furthermore, data preprocessing approaches such as detrending or deseasonalization are not necessary in GAMs, unlike in NNs.
The GAM for time series forecasting is mathematically expressed by the equation
where   is a constant;   ⋅ is the  th additive function weight;  is the number of lags;   is the  th error term, and   for all  are uncorrelated.
The function   ⋅ can be fitted using parametric or non-parametric methods, which provides a potentially better fit to data than do the other methods due to its strength of capturing both the linear and nonlinear patterns of underlying processes. In this study, the spline function is applied for   ⋅. For further details about the additive functions in GAMs, refer to Hastie and Tibshirani (1986) and Wood (2006) . The AIC will be again employed for model selection.
Hybrid Models
Recently, hybrid models combining the 
where      is the fitted value from ARIMA model;      is an estimates via NN model, where residuals from ARIMA fits are used as inputs of NN. The linear model fit is first applied, and the nonlinear model fit follows. Tseng, et al. (2002) and Zhang (2003) empirically showed that applying the linear and nonlinear models in sequence can improve the forecasting performance.
The suggested hybrid models in this paper are similar to those in the previous methods, but are also novel in some aspects. First, we initially suggest applying a GAM as the nonlinear model,
as an alternative to the NNs. Second, the order in which the linear model and nonlinear model are applied can be switched. For example, the GAM can be estimated first, and its residuals can be used to fit the model. The notation 'GAM-AR' will be employed in this case. Finally, we also allow applying linear models together or nonlinear models together. For example, the GAM is estimated first, and its residuals are then used to fit another GAM; for this case, the notation 'GAM-GAM' will be used.
The suggested GAM related hybrid models can be expressed as follows. Therefore, a total of seven models (GAM-AR,
SARIMA-GAM, NN-GAM) will be considered. 
Simulation Analysis
The forecasting performance for the four pure models (AR, SARIMA, NNs and GAM) and the 16 hybrid models are compared and evaluated via simulation data in this section. Time series data are generated via combining the three important components of seasonality, trend, and irregularity.
The specific data generating process (DGP) and simulation analysis results are explained below.
Data Generating Process and Prediction
Various types of seasonal and trend time series data are generated using the following five The root mean square error (RMSE) statistic using the out-of-sample data set is computed to evaluate the forecasting performance of the models in this study. The RMSE is a popularly applied standard prediction performance measure and can be written as
where    is the predicted point for actual point   and  is the number of predicted points. In this study,   .
We need to note that there has been a data preprocessing in our analysis. If there are seasonal variations, they tend to be removed from the original time series before forecasting in the literature. So, we first estimate the seasonal effect from each DGP using the function 'decompose' in R program. Then the estimated seasonal effects are deleted from the original time series. Lastly, the estimated effects are scaled back for forecasting.
Results
Regarding the optimal model selection, va- The maximum numbers of hidden nodes for the NN models are set to be 32, which is considered an appropriate level for NN models with the maximum of five inputs. We could observe that the prediction on AR and AR-AR are same in DGP 1. Note that residuals from AR fits are used as inputs of another AR in AR-AR. Since DGP 1 consists of only seasonality without any trend, if the first AR is appropriately fitted, the residuals may be left as random error term without any dependence structure. In this case, there will be no significant lag term in the second AR fits, and of which prediction results may be same as those of pure AR. In contrast, the SARIMA-AR ranked bottom.
The SARIMA-NN also showed good performance under small variation of noises, but its performance worsened as the variation became larger.
These results appear to indicate that the GAM is 41.1674(20) <Table 3> For DGP 5, the forecasting results in <Table 5> were very similar to those for DGP 3. The SARIMA model performed relatively well. The SARIMA-type hybrid models, that is, the hybrid models in which the SARIMA was estimated first, performed better than did the other hybrid models.
We could not find a model that conclusively outperformed all the other models based on the outputs in Tables 1 to 5 . However, we could find some important results, which are summarized as follows.
• For the data with only seasonality without any trend, the AR, AR-AR, and NN-AR showed relatively better performances than did the other competing models. In contrast, the SARIMA and SARIMA related hybrid models showed poor performances.
• If a linear trend is additively employed with seasonality, the SARIMA model tended to outperform many other competitors. The hybrid models SARIMA-SARIMA, SARIMA-GAM, and AR-SARIMA also showed relatively good performances.
• When the linear trend and seasonality are multiplicatively related, the SARIMA, SARIMA-AR, SARIMA-SARIMA, SARIMA-NN, SARIMA-GAM showed parallel good performances. Note that the SARIMA is estimated first in these hybrid models.
• Prediction performances for the case of a quadratic trend were very similar to those for the case of a linear trend.
• In the comparison of GAMs and NNs, both the hybrid models SARIMA-GAM and SARIMA-NN tended to be in parallel, showing very good prediction performances for the multiplicative trend models.
• Regarding data of the additive trend model, the SARIMA-GAM performed well for the full range of noise variation, whereas the SARIMA-NN provided a good performance only when the noise level was trivial.
Conclusions
This paper suggests novel hybrid forecasting models using GAMs as an alternative to those using NNs. Versatile hybrid prediction models combining four non-hybrid models (AR, SARIMA, GAM, and NN) are also suggested. The prediction performances of the suggested hybrid models were compared with those of the non-hybrid models via simulation studies. Data are simulated using five different types of seasonality and trend with various levels of noise.
Our study was restricted to only finite cases of simulation, but some important results were nevertheless obtained. According to the simulation analysis results, the prediction performances between models seem to depend on the type of time series data. In particular, for the data set with only seasonality, the AR (a non-hybrid model) and AR-AR (a hybrid model) models equivalently outperformed many other competing models. On the other hand, once the time series data included any trend, the SARIMA and some SARIMA related hybrid models performed well. The SARIMA-GAM seemed to be better than did the SARIMA-NN for the time series data with an additive trend, given that the former showed overall good prediction performances for the full range of noise levels, whereas the latter did so only under small levels of noise.
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