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APPROXIMATE GENERALIZED INVERSES WITH ITERATIVE REFINEMENT
FOR -ACCURATE PRECONDITIONING OF SINGULAR SYSTEMS
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Abstract. We introduce a new class of preconditioners to enable flexible GMRES to find a least-squares so-
lution, and potentially the pseudoinverse solution, of large-scale sparse, asymmetric, singular, and potentially in-
consistent systems. We develop the preconditioners based on a new observation that generalized inverses (i.e.,
Ag ∈ {G | AGA = A}) enable the preconditioned Krylov subspaces (KSP) to converge in a single step. We then
compute an approximate generalized inverse (AGI) efficiently using a hybrid incomplete factorization (HIF), which
combines multilevel incomplete LU with rank-revealing QR on its final Schur complement. We define the criteria
of -accuracy and stability of AGI to guarantee the convergence of preconditioned GMRES for consistent systems.
For inconsistent systems, we fortify HIF with iterative refinement to obtain HIFIR, which effectively mitigates the
potential breakdowns of KSP and allows accurate computations of the null space vectors. By combining the two
techniques, we then obtain a new solver, called PIPIT, for obtaining the pseudoinverse solutions for systems with
low-dimensional null spaces. We demonstrate the robustness of HIF and HIFIR and show that they improve both
accuracy and efficiency of the prior state of the art by orders of magnitude for systems with up to a million unknowns.
Key words. rank-deficient least squares; pseudoinverse solution; generalized inverses; flexible Krylov sub-
spaces; hybrid incomplete factorization; iterative refinement; variable preconditions
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1. Introduction. We consider the problem of finding an accurate and stable solution of
a potentially inconsistent linear system,
(1.1) Ax ≈ b,
where A ∈ Rn×n\{0} is asymmetric and potentially singular, b ∈ Rn, and x ∈ Rn. In
general, (1.1) is inconsistent (aka incompatible) in that
∥∥b−AA+b∥∥  mach ‖b‖, where
A+ denotes the Moore–Penrose pseudoinverse of A and mach denotes the machine epsilon
of a given floating-point system. Furthermore,Amay be structurally singular, in that its cor-
responding bipartite graph may not have a full match between its rows and columns. Math-
ematically, (1.1) can be posed as a rank-deficient least squares (RDLS) problem, for which
the pseudoinverse solution minimizes the 2-norm among the least-squares solutions, i.e.,
(1.2) xPI = arg min
x
‖x‖2 subject to minx ‖Ax− b‖2 .
For relatively small or moderate-sized systems, the pseudoinverse solution can be obtained
using the singular value decomposition (SVD) [38], i.e.,A = UΣV T , so that
(1.3) xPI =
∑
{i|σimach}
(
uTi b/σi
)
vi +O(mach).
Alternatively, a least-squares (or LS) solution xLS can be obtained using truncated QR with
column pivoting (TQRCP) [38] (aka rank-revealing QR or RRQR [21]), i.e., AP = QR,
where the diagonal entries ofR are nonnegative and are in descending order. Then,
(1.4) xLS = P 1:rR−11:r,1:r (Q1:r)
T
b+O(mach),
where r denotes the (numerical) rank of R. If the (right) null space of A is known a priori,
then xLS can then be converted to xPI by projecting off its null-space component.
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2 X. JIAO AND Q. CHEN
In this work, we focus on effective preconditioners for Krylov-subspace-type methods
for finding an LS solution, and potentially the pseudoinverse solution, of large-scale, sparse,
asymmetric singular systems. Such systems often arise from partial differential equations
(PDEs) and other applications. A is often range asymmetric, i.e., R(A) 6= R(AT ), which
is much more challenging than range-symmetric systems [17]. Direct solvers (such as sparse
SVD [5] or SuiteSparseQR [25]) are prohibitively expensive computationally for large-scale
systems with millions of unknowns. Iterative methods (such as LSQR [55], LSMR [34],
and variants of GMRES [41, 51, 52]) and their preconditioned counterparts (such as with RIF
[8, 9] or incomplete QR [47, 61, 43]) are representative of state of the art; however, significant
challenges remain open in terms of robustness and efficiency [39].
To develop effective preconditioners, we first generalize the theory of optimal precondi-
tioners for nonsingular systems to singular systems. In particular, we show that a generalized
inverse of A (i.e., Ag ∈ {G | AGA = A}) constitute the family of optimal precondition-
ers that enable a right-preconditioned KSP to converge to a (weighted) least-squares solution
in one iteration. Based on this optimality condition, we propose a hybrid incomplete fac-
torization (HIF) preconditioner, which combines a multilevel incomplete LU factorization
with a rank-revealing QR factorization on the final Schur complement. We show that with
sufficiently small dropping thresholds, HIF guarantees the convergence of preconditioned
GMRES for consistent systems, even when the index of the matrix is greater than 1 (i.e.,
N (A) ∩ R(A) 6= {0}). For inconsistent systems, we fortify HIF with iterative refinement
to obtain HIFIR (pronounced as hi-fur) as a variable preconditioner for flexible GMRES
(FGMRES) [62]. HIFIR provides a memory-efficient approach to improve the accuracy of
HIF; more importantly, it mitigates the potential breakdowns of HIF-preconditioned GMRES
for inconsistent systems. We demonstrate the robustness and efficiency of HIFIR on three
important subclasses of singular systems: (nearly) consistent systems, computation of null-
space vectors, and the pseudoinverse solution of systems with a low-dimensional null space.
The remainder of the paper is organized as follows. In Section 2, we review some theoret-
ical analysis of GMRES and some state-of-the-art methods for RDLS systems. In Section 3,
we derive the optimality conditions for right-preconditioning KSP methods. In Section 4, we
introduce HIF for preconditioning GMRES and prove its convergence for consistent asym-
metric systems. In Section 5, we introduce HIFIR as a variable preconditioner for FGMRES
and demonstrate its robustness and efficiency in computing the null spaces of asymmetric
matrices. In Section 6, we present an application of the proposed techniques to compute the
pseudoinverse solution of some inconsistent systems from partial differential equations with
up to a million unknowns. Section 7 concludes the paper with some discussions.
2. Flexible KSP and related methods. We define some notation of KSP and its flexible
variants, summarize some previous theoretical analysis of preconditioned KSP, and review
some existing methods for RDLS systems.
2.1. Flexible Krylov subspaces with variable preconditioning. Given a matrix A ∈
Rn×n and a vector v ∈ Rn, the kth Krylov subspace (KSP) associated withA and v is
(2.1) Kk(A,v) = span{v,Av, . . . ,Akv}.
To introduce preconditioning, let us first consider the simpler case where A is nonsingular.
A right-preconditioned KSP method with a fixed nonsingular preconditionerM solves
(2.2) AM−1y = b,
by finding a series of least-squares solutions yk in Kk(AM−1,v), where v is typically b.
The approximate solution to the original equation is then xk = M−1yk. Ideally, M
−1
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should be an accurate and stable approximation to A−1, so that AM−1 ≈ AA−1 = I .
More generally, A and M may be singular. Let G denote a right preconditioning operator
(RPO) such thatGy generalizesM−1y. Then,
(2.3) AGy ≈ b.
The ideal choice of G for singular systems is less apparent than that for nonsingular sys-
tems, and we will address this issue in Section 3. In general, the RPO may not be a matrix
(e.g., multigrid preconditioners [16, 72]) and may vary from iteration to iteration [62]. For
generality, let Gk denote the kth RPO.
DEFINITION 2.1. Given a matrix A ∈ Rn×n, an initial vector v ∈ Rn, and variable
preconditioners Gk = [G1,G2, . . . ,Gk], the kth flexible Krylov subspace (FKSP) associated
withA, v, and Gk is
(2.4) Kk(A,v,Gk) = span{v,AG1(v), . . . ,AGk(AGk−1 ◦ · · · ◦AG1(v))}.
The flexible Krylov matrix, denoted byKk, is composed of the basis vectors in (2.4).
By settingGk = [M−1, . . . ,M−1] in FKSP, we obtain the right-preconditioned KSP for
nonsingular systems. AssumingKk has full rank, letQk denote the orthonormal basis ofKk
obtained from its QR factorization through a (generalized) Arnoldi process [62]. The flexible
GMRES [62] finds yk so that Qkyk is the LS solution of (1.1) projected onto Kk+1, and
then xk = Qkyk [63, Section 9.4]. Note that Definition 2.1 is specifically for FGMRES. For
other flexible inner-outer KSP methods [66], it requires adaptation before it can be applied. It
may also be generalized to left (or split) preconditioners. However, left preconditioning may
severely distort the residual and, in turn, lead to early termination or false stagnation [37].
2.2. Breakdown conditions of preconditioned and flexible KSP. From the theoretical
point of view, the convergence of KSP without preconditioning or with fixed preconditioners
is well understood [17, 18, 41, 60, 63]. In the following, we summarize two theorems on
KSP with fixed preconditioners, which are generalizations of some well-known results on
unpreconditioned KSP [17, 18], as well as a generalization of a theorem on flexible KSP [63,
Proposition 9.3] to singular systems. These results will provide the theoretical foundation for
the proposed preconditioner and solver in later sections.
For consistent systems, GMRES with a fixed preconditioner is guaranteed to converge
if AG has index 1. Recall that the index of A, idx(A), is the smallest number k such that
N (Ak+1) = N (Ak), or the maximum dimension of the Jordan blocks associated with the
zero eigenvalues ofA. Furthermore, idx(A) = 1 if and only if N (A) ∩R(A) = {0}.
THEOREM 2.2. If (1.1) is consistent and AG has index 1, then GMRES with RPO G
does not breakdown until finding a least-squares solution xLS of (1.1) for all b ∈ R(A) and
x0 ∈ Rn if and only if R(A) = R(AG). Furthermore, xLS is the pseudoinverse solution of
(1.1) ifR(G) = R(AT ).
Proof. For the unpreconditioned GMRES, the theorem is equivalent to Theorem 2.6 in
[17]. For preconditioned GMRES, the breakdown-free property follows from applying [17,
Theorem 2.6] to the preconditioned KSP. It is easy to show that at convergence, xLS = Gy∗
is an LS solution iff R(A) = R(AG) ([41, Theorem 3.1]). Finally, if R(G) = R(AT ),
then xLS ⊥ N (A), so xLS is the pseudoinverse solution.
For unpreconditioned KSP, Theorem 2.2 is mathematically equivalent to an earlier result of
Freund and Hochbruck [35, Theorem 2.6], as noted by Brown and Walker in [17]. Without
preconditioning, the assumption of index-1 matrices is overly restrictive. For non-index-1
4 X. JIAO AND Q. CHEN
matrices, GMRES may converge to a Drazin-inverse solution [65], which is not invariant
under row or column permutation ofA. Since the continuum solutions of PDEs are indepen-
dent of the ordering of equations, we consider a Drazin-inverse solution to be unsatisfactory
for non-index-1 matrices. Since the index may vary under permutation due to the potential
rotation of the null space, it may also vary under preconditioning. Hence, the practical value
of Theorem 2.2 is that it suggests a viable path of solving general consistent systems by
converting a non-index-1 matrix to an index-1 matrix through preconditioning.
For inconsistent systems, however, KSP with a fixed preconditioner has some fundamen-
tal difficulties, due to the following theorem.
THEOREM 2.3. GMRES with RPO G does not breakdown until finding a least-squares
solution xLS of (1.1) for all b ∈ Rn and x0 ∈ Rn if and only if AG is range symmetric and
R(A) = R(AG). Furthermore, xLS is the pseudoinverse solution ifR(G) = R(AT ).
Proof. For unpreconditioned GMRES, the theorem is equivalent to the well-known result
due to Brown and Walker [17, Theorem 2.4]. With G as the right preconditioner, Theorem
2.4 of [17] implies that the preconditioned KSP finds an LS solution y∗ of the preconditioned
system iff AG is range symmetric. x∗ = Gy∗ is an LS solution of the original system iff
R(A) = R(AG). The last part follows the same argument as for Theorem 2.2.
Theorem 2.3 implies that KSP methods with a fixed preconditioner cannot be robust for all
b ∈ Rn. In practice, preconditioned GMRES often breaks down for some systems before
reaching the desired precision (e.g., near machine precision [60]). Theorem 2.2 can be viewed
as a reinterpretation of the analysis of AB-GMRES in [41], where B is analogous to G in
Theorem 2.3. Hayami et al. [41] analyzed the convergence conditions onB based onAT . In
this work, we derive the optimality conditions onG based on generalized inverses ofA.
The challenge associated with KSP with fixed preconditioner can be resolved by the
flexible KSP with a variable preconditioner, due to the following theorem.
THEOREM 2.4. If FGMRES with variable preconditioners G = [G1,G2, . . . ] does not
breakdown for a specific b ∈ Rn and x0 ∈ Rn until step r + 1, where r = rank(A), it finds
a least-squares solution of (1.1) ifR(A) = ∑ri=1R(AGi).
Proof. For unpreconditioned GMRES, the theorem is equivalent to [18, Themreom 2.2].
For flexible GMRES, R(AGi) ⊆ R(A). Hence, if the FKSP Kk(A, b,Gk) does not break
down until step r + 1, then Kr =
∑r
i=1R(AGi) + {b} = R(A) + {b}. Therefore, yr ∈
arg miny ‖b−AQry‖2 iff xr = Qryr ∈ arg minx ‖b−Ax‖2.
Theorem 2.4 generalizes Proposition 9.3 in [63] on FGMRES for nonsingular systems. For
unpreconditioned GMRES, the theorem is equivalent to the result of Calvetti et al. [18, The-
orem 2.2]. However, [18, Theorem 2.2] had limited practical value, since the no-breakdown
assumption is invalid if idx(A) > 1. From a practical viewpoint, Theorem 2.4 indicates
a fundamental advantage of variable preconditioning over fixed preconditioning: As long
as R(AGi) can continue introducing a new component into the range space until step k =
rank(A), then FGMRES would never breakdown, even if R(AGi) 6= R(A) in some steps.
The new components could be introduced, for example, via random perturbations (such as
in BFGMRES [60]) or inner iterations (similar to the original FGMRES for nonsingular sys-
tems [62] and its variants in AB-GMRES for singular systems [52]). In Section 5, we will
introduce HIF with iterative refinement as a variable preconditioner.
The preceding analysis assumed exact arithmetic. It is well known that with floating-
point arithmetic, the asymptotic convergence rate of GMRES (and other KSP methods) for
diagonalizable nonsingular systems depends on the ratio of the extreme eigenvalues and the
conditioning of the eigenvectors of A [63]. If A is nearly symmetric and positive definite,
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the number of iterations is O(√κ(A)); however, if A is indefinite, it may require up to
O(κ(A)) iterations [7, Section 9.2]. These analyses can be generalized to KSP with a fixed
preconditioner (see, e.g., [52]), using the following notion of the condition number.
DEFINITION 2.5. Given a potentially singular matrix A ∈ Rn×n, the 2-norm condition
number of A is the ratio between the largest and the smallest nonzero singular values of A,
i.e., κ2(A) = σ1(A)/σr(A), where r = rank(A).
The asymptotic convergence analysis for GMRES assumes unlimited dimensions of the
KSP. Due to limited memory resources, restarted GMRES (or FGMRES) is typically used for
large-scale systems. Restart can lead to complications, such as stagnation [63]. Our goal in
this work is to develop near-optimal preconditioners, so that restarted FGMRES can converge
quickly, even for systems with millions of unknowns.
2.3. Review of related iterative methods and preconditioners. Iterative methods and
preconditioners for RDLS systems have received significant attention in recent years [24, 34,
39, 41, 53]. We review a few related methods in increasing generality. We will also briefly
analyze them based on the theory summarized in Section 2.2.
Symmetric singular systems. MINRES [54] can solve symmetric indefinite systems,
including singular but consistent systems. For inconsistent symmetric systems, Choi et al.
introduced MINRES-QLP [24], which incrementally estimates the extreme singular values
and their corresponding singular vectors of the Hessenberg matrix to detect ill-conditioning
and filter out the null-space component. Preconditioning for MINRES-type methods is subtle
because symmetric preconditioning alters the range in general, and in turn, leads to a dif-
ferent weighted-least-squares (WLS) solution for inconsistent systems. Although symmetric
preconditioning may be posed as right preconditioning, such as in [68], a true LS solution
still cannot be obtained for inconsistent systems [68, Proposition 1].
Asymmetric singular systems. For nearly singular systems, Brown and Walker [10]
proposed to terminate GMRES when ill-conditioning is detected by monitoring the condition
number of the Krylov matrix K. By taking advantage of its QR factorization, the condition
number can be estimated efficiently in an incremental fashion [10]. However, this strategy
is not robust enough to achieve near machine precision (see [60, Example 4.1]). In [18],
Calvetti et al. proposed to improve the conditioning of the KSP by using K(A,Ab) in place
of K(A, b), and they referred to the approach as RRGMRES. For range-symmetric systems,
RRGMRES is guaranteed to converge to the pseudoinverse solution. For range-asymmetry
systems, however, RRGMRES does not appear to have significant advantages over GMRES
in terms of convergence [53]. In [60], Reichel and Ye introduced BFGMRES to alleviate
potential breakdowns of GMRES by randomly perturbing the KSP when ill-conditioning is
detected. Although such a perturbation is technically not preconditioning, Theorem 2.4 can
be applied to analyze BFGMRES and explain its improved resistance to breakdown.
General rank-deficient least squares systems. The analysis in Section 2.2 applies to
structurally singular systems, so they also apply to m × n RDLS systems. However, an
iterative solver may potentially take advantage of m < n or m > n for the so-called under-
determined or over-determined cases, respectively, especially if A has full rank. Examples
include AB- and BA-GMRES in [41], which established a general framework with fixed pre-
conditioners. Hayami et al. [41] developed a preconditioner based on robust incomplete
factorization (RIF) of Benzi and Tu˚ma [8, 9]. They showed that RIF-preconditioned BA-
and AB-GMRES significantly outperformed preconditioned LSQR for some full-rank sys-
tems. However, RIF cannot guarantee range symmetry of the preconditioned system, so The-
orem 2.3 implies that RIF-preconditioned AB- or BA-GMRES cannot be robust for general
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systems if high precision of the solution is required.
To achieve robustness in AB- and BA-GMRES, it appears that the most practical choice
for B is AT [39, 52]. With such a choice, the Krylov subspaces in AB- and BA-GMRES
without preconditioning are essentiallyKk(AAT , b) andKk(ATA,AT b), respectively. The
latter KSP is the same as those used in CGLS [11] (also known as CGNR [63] or CGN [71]),
LSQR [55], and LSMR [34]. Mathematically, these methods are equivalent to applying the
conjugate gradient method [42] or MINRES to the normal equation, and they can all compute
the pseudoinverse solution. Unfortunately,ATA (orAAT ) squares the condition number of
A and, in turn, may square the number of iterations in the worst case.
The preconditioning of CGLS-type methods has attracted significant attention. Example
preconditioners include incomplete QR (IQR) [61, 43], RIF [9, 8], and inner iterations based
on SSOR [51, 52]. Like RIF and IQR, our proposed HIF preconditioner is also based on
incomplete factorization. However, HIF preconditions A using an approximate generalized
inverse in FGMRES, which avoids squaring the condition numbers in the first place.
3. Optimality and near-optimality conditions of preconditioners. In this section, we
analyze the conditions for right-preconditioned GMRES to converge rapidly to an LS solu-
tion, ideally in just one iteration. From Section 2.2, an intuitive choice of such an optimal
preconditioner is G = A+, which enables GMRES to converge to a pseudoinverse solution
in one iteration. However, A+ is not the unique optimal preconditioner. For example, if
G = P 1:rR
−1
1:r,1:r (Q1:r)
T as in (1.4), then AG = AA+, even though G 6= A+. It is
desirable to identify the complete class of (near) optimal preconditioners.
3.1. Preliminary: generalized inverses. The pseudoinverseA+, introduced by Moore
in his monumental work in 1920 [50], is a particular case of generalized inverses ofA [58].
DEFINITION 3.1. [58, Definitions 2.2] Given a potentially singularA ∈ Rn×n,Ag is a
generalized inverse ofA if and only ifAAgA = A.
As an example, for A =
[
I E
0
]
, Ag =
[
I F
C
]
is a generalized inverse of A for any
F andC with compatible dimensions. Ag is referred to as a {1}-inverse by some authors [6]
in that it enforces only the first of the four Penrose conditions [56]. An alternative definition
ofAg (e.g., [58, Definitions 2.3]∗) is given by the following lemma.
LEMMA 3.2. Ag is a generalized inverse of A if and only if AAg is idempotent (i.e.,
(AAg)
2
= AAg) andR(AAg) = R(A), orAgA is idempotent and N (AgA) = N (A).
Proof. We only prove the second part, since it differs from [58, Definitions 2.3], and
it is easy to adapt the argument to prove the first part. If AAgA = A, then (AgA)2 =
Ag (AAgA) = AgA. Furthermore, N (A) = N (AAgA) ⊇ N (AgA) ⊇ N (A), so
N (AgA) = N (A). Conversely, if AgA is idempotent, AT (Ag)T u = u for all u ∈
R
(
AT (Ag)
T
)
. Under the condition of N (AgA) = N (A), R(AT (Ag)T ) = R(AT ).
Hence,AT (Ag)T ATv = ATv for all v ∈ Rn and, in turn,AAgA = A.
By definition, both AA+ and AAg are projectors. However, AA+ is an orthogonal projec-
tor, butAAg is oblique in general. Continuing the earlier example,AAg =
[
I F +EC
0
]
,
which is an oblique projection. The following properties will also turn out to be useful.
∗The first part of Lemma 3.2 is equivalent to the first part of Definition 2.3 in [58]. However, the second
part of [58, Definitions 2.3] should have read N (AgA) = N (A) instead of R(AgA) = R(A). In general,
R(AgA) 6= R(A); otherwise,N (AgA) = N (A) would have impliedR(A)∩N (A) = {0}, or idx(A) = 1.
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LEMMA 3.3. If Ag is a generalized inverse of A, then R(Ag) ∩ N (A) = {0} and
R(A) ∩N (Ag) = {0} .
Proof. If there were v ∈ R(Ag) ∩ N (A)\{0}, then rank(AAg) < rank(A), which
contradictsR(AAg) = R(A). The proof forR(A) ∩N (Ag) = {0} is similar.
PROPOSITION 3.4. IfAg is a generalized inverse ofA ∈ Rn×n, thenAAg is diagonal-
izable, and its eigenvalues are all zeros and ones. In other words, there exists a nonsingular
matrixX ∈ Rn×n, such thatAAg = X
[
I
0
]
X−1.
Proof. AAg is idempotent due to Lemma 3.2, so its eigenvalues are ones and zeros. The
invariant subspaces associated with them are R(AAg) = R(A) and N (AAg) = N (A),
respectively, which are complementary due to Lemma 3.3. Hence,AAg is diagonalizable.
PROPOSITION 3.5. IfAg is a generalized inverse ofA ∈ Rn×n, then (Ag)T is a gener-
alized inverse ofAT .
Proof. AT (Ag)T AT = (AAgA)T = AT .
3.2. Optimality condition for consistent systems. For consistent systems, the gener-
alized inverses constitute the family of optimal preconditioners in exact arithmetic.
THEOREM 3.6. GivenA ∈ Rn×n and a generalized inverseAg , then GMRES with RPO
Ag converges to a least-squares solution xLS of (1.1) after one iteration for all b ∈ R(A)
and x0 ∈ Rn. Conversely, if GMRES with RPO G converges to a least-squares solution in
one iteration for all b ∈ R(A) and x0 ∈ Rn, thenG is a generalized inverse ofA.
Proof. Since AAg is idempotent, idx(A) = 1. From Theorem 2.2, the preconditioned
GMRES converges to an LS solution for all b ∈ R(A) and x0 ∈ Rn. Furthermore, since
AAgA = A, K(AAg, b) becomes invariant after one iteration. Hence, the preconditioned
GMRES terminates in one iteration. Conversely, if GMRES with RPO G converges in one
step for all b ∈ R(A) and x0 ∈ Rn, AG must be idempotent. Furthermore, the solution
is always an LS solution iff R(AG) = R(A) [41, Theorem 3.1]. From Lemma 3.2, G is a
generalized inverse ofA.
In Theorem 3.6, the LS solution xLS is equal toAgb, which is a generalized-inverse solution
of (1.1) with b ∈ R(A). However, xLS is not the pseudoinverse solution unless xLS ∈
R(AT ), which is satisfied ifR(Ag) = R(AT ) and x0 ∈ R(AT ).
Note that we assumed exact arithmetic in the above. With rounding errors, κ(AAg)
would determine the convergence rate. Note that κ(AAg) = σ1(AAg)/σr(AAg), which
may be arbitrarily large even though σ1(AAg) is idempotent. For Ag to be an “optimal”
RPO in practice, κ(AAg) must be bounded for stability, which reduces to the boundedness
of κ(X) in Proposition 3.4.
3.3. Near-optimality conditions for inconsistent systems. If the system is inconsis-
tent, i.e., b ∈ Rn×n\R(A), according to Theorem 2.3, GMRES withAg as the right precon-
ditioner may not converge to an LS solution for some b ∈ Rn\R(A). Instead, it converges
to a weighted-least-squares (WLS) solution, as shown by the following theorem.
THEOREM 3.7. GivenA ∈ Rn×n and a generalized inverseAg , then GMRES with RPO
Ag converges to a WLS solution x∗ of (1.1) after one iteration for all b ∈ Rn and x0 ∈ Rn,
and x∗ is a least-squares solution if R
(
(Ag)T
)
= R(A). Conversely, if the KSP with RPO
G is invariant in one step for all b ∈ Rn and x0 ∈ Rn, thenG is a generalized inverse ofA.
Proof. We focus on the forward direction, since the proof of the converse direction fol-
lows that of Theorem 3.6. Since AAgA = A, K(AAg, b) becomes invariant after one
8 X. JIAO AND Q. CHEN
iteration. Hence, the preconditioned GMRES terminates in one iteration, and the solution y∗
is the LS solution of
(3.1) QT1Aq0y∗ ≈ QT1 b =
[‖b‖
qT1 b
]
,
whereQ1 is composed of columns
q0 = b/ ‖b‖ ,(3.2)
q1 = v/ ‖v‖ with v =
(
I − q0qT0
)
AAgb.(3.3)
Hence, x∗ = q0y∗ is the LS solution of
(3.4) QT1Ax∗ ≈ QT1 b,
or equivalently, a WLS solution that minimizes a semi-norm, namely,
(3.5) ‖Ax∗ − b‖Q1QT1 =
√
(Ax∗ − b)T Q1QT1 (Ax∗ − b).
IfR(A) = R ((Ag)T ), then
(3.6) R(AAg) = R(A) = R ((Ag)T ) = R((Ag)TAT) = R((AAg)T) .
From Theorem 2.3, x∗ is an LS solution. The second part follows the proof of Theorem 3.6.
Since AAg is idempotent, R(AAg) = R
(
(AAg)
T
)
in (3.6) implies that AAg is an or-
thogonal projector. In this case, Agb is an LS solution [58, Theorem 3.1]. If idx(Ag) = 1,
then the LS solution inR(Ag) is unique, and x∗ = Agb.
In Theorem 3.7, if R ((Ag)T ) 6= R(A), then GMRES suffered from a hard breakdown
after one iteration from the viewpoint of a true LS solution. The severity of this breakdown
depends on how closeAAg is from an orthogonal projector or how well-conditionedAAg is.
If κ(AAg) ≈ 1, then GMRES withG = Ag may produce a fairly accurate approximation to
the LS solution after one iteration. However, this solution can no longer be improved with the
same preconditioner, so a variable preconditioner is needed, as we will address in Section 5.
3.4. -accurate approximate generalized inverses. It is impractical to compute an ex-
act generalized inverse, so an approximation is needed. The following definition establishes
a criterion for an accurate and stable approximation to a generalized inverse.
DEFINITION 3.8. GivenA ∈ Rn×n,G is an -accurate approximate generalized inverse
(AGI) if there existsX ∈ Rn×n such that
(3.7)
∥∥∥∥X−1 (AG)X − [I 0
]∥∥∥∥ =  < 1.
A class of RPO is -accurate if  tends to 0 as its control parameters are tightened. G is a
stable AGI if κ(X) ≤ C for some bounded C > 1.
In (3.7),X arises from a specific eigenvalue decompositionAAg = X
[
I
0
]
X−1 for
a generalized inverse Ag . Given an -accurate preconditioner, if κ(X) ≈ 1, then κ(AG) .
(1 + )/(1 − ). Hence, assuming κ(X) ≈ 1, the smaller  is, the better the preconditioner
is. Note that for left preconditioning, one would need to changeAG toGA in (3.7).
The following theorem shows that -accurate preconditioners guarantee the convergence
of preconditioned GMRES for consistent systems in exact arithmetic.
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THEOREM 3.9. GMRES with an -accurate RPO G of A converges to a least-squares
solution of (1.1) in exact arithmetic for all b ∈ R(A) and x0 ∈ Rn.
Proof. For any w = X−1v ∈ R(A), forX in (3.7),
‖w‖ = ∥∥X−1AAgXw∥∥
≤ ∥∥X−1AGXw∥∥+ ∥∥X−1 (AG−AAg)Xw∥∥
≤ ∥∥X−1AGXw∥∥+  ‖w‖ .
By definition,  < 1, so X−1AGXw = X−1AGv 6= 0. Hence, R(A) ⊆ R(AG), which
impliesR(A) = R(AG) sinceR(AG) ⊆ R(A).
Furthermore, (3.7) implies that idx(AG) = 1 (and equivalently, R(A) ∩ N (AG) =
{0}); otherwise, ∃w = X−1v ∈ R(A) ∩N (AG)\{0} such that
‖w‖ = ∥∥X−1AAgXw∥∥ ≤ ‖AGw‖+ ∥∥X−1 (AG−AAg)X∥∥ ‖w‖ < ‖w‖ ,
which is a contradiction. Due to Theorem 2.2, the preconditioned GMRES converges.
In floating-point arithmetic, Theorem 3.9 can be extended to -accurate and stable AGIs. Note
that Theorem 3.9 is not a necessary condition for convergence. For example, AT is not an
AGI but AB-GMRES converges if one uses AT as B [41]. However, Theorem 3.9 provides
us the guideline for designing nearly optimal preconditioners for consistent systems, which
we will address next.
4. Hybrid incomplete factorization for consistent systems. In this section, we intro-
duce an efficient and robust preconditioner for consistent asymmetric systems. We start by
reviewing HILUCSI for nonsingular systems [22] and showing that it is unstable for singular
systems. We then introduce HIF by overcoming the instabilities in HILUCSI.
4.1. Preliminary: HILUCSI for nonsingular systems. HILUCSI stands for Hierarchi-
cal Incomplete LU-Crout with Scalability and Inverse-based droppings. Similar to ILUPACK
[14], HILUCSI computes a multilevel incomplete LU (MLILU) factorization, which is a gen-
eral algebraic framework for building block preconditioners. More precisely, let A be the
input coefficient matrix. A two-level ILU reads
(4.1) WP TAQΩ =
[
B F
E C
]
≈ M˜ =
[
B˜ F˜
E˜ C
]
=
[
LB 0
LE I
] [
D 0
0 S
] [
UB UF
0 I
]
,
where B ≈ B˜ = LBDUB corresponds to an incomplete factorization of the leading block,
and S = C − LEDUF is the Schur complement. P and Q correspond to row and column
permutation matrices, and W and Ω are row and column scaling diagonal matrices, respec-
tively. These permutation and scaling matrices are side-products of some preprocessing steps
(such as using equilibration [29] and reordering [2]) and dynamic pivoting strategies. For the
two-level ILU in (4.1), PW−1M˜Ω−1QT provides a preconditioner of A. Given a block
vector u =
[
u1
u2
]
, where u1 and u2 corresponds to B˜ and C, respectively,
(4.2) M˜
−1
u =
[
B˜
−1
u1
0
]
+
[
−B˜−1F˜
I
]
S−1(u2 − E˜B˜−1u1).
By factorizing the Schur complement S recursively, we then obtain an m-level ILU and a
corresponding multilevel preconditioner, namely,
(4.3) M = P 1W−11 L1 · · ·PmW−1m Lm︸ ︷︷ ︸
L
[
Dm 0
0 Sm
]
UmΩ
−1
m Q
T
m · · ·U1Ω−11 QT1︸ ︷︷ ︸
U
,
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where the final Schur complement Sm is factorized using a complete LU factorization with
pivoting, under the assumption that the dimension of Sm is small enough.
The multilevel framework above is shared by HILUCSI [22], ILUPACK [14], and ILU++
[49], etc. However, the multilevel structures are obtained using different strategies for dif-
ferent methods. HILUCSI constructs the levels using two deferring strategies at each level:
First, after applying equilibration (in particular, using MC64 [29]), a row and its correspond-
ing column are statically deferred to the next level if its diagonal entry is zero (or close to
machine precision). Second, during factorization at the kth level, if a diagonal entry causes
ill-conditioned triangular (i.e., Lk and Uk) or diagonal (i.e., Dk) factors, then we defer the
row and its corresponding column dynamically to the next level. For efficiency, HILUCSI
introduced a scalability-oriented dropping strategy as the primary, to achieve near-linear time
complexity. To achieve robustness, it also employs some well-known techniques, includ-
ing the Crout version of ILU factorization [48], inverse-based dropping [15], fill-reduction
reordering [2], etc. For additional technical details on HILUCSI, we refer readers to [22].
Remark 4.1. The notion of -accuracy applies to HILUCSI for nonsingular systems by
consideringAg = A−1. To see this, given anM in (4.3), letM∗ and L∗ be the correspond-
ing matrices in (4.3) without dropping but with the same permutation and scaling factors as
for M . Then AA−1 = AM∗ = L∗IL−1∗ , and M is -accurate with respect to A
g = A−1
and X = L∗. HILUCSI ensures the well-conditioning of L through static and dynamic de-
ferring, so L∗ is expected to be well-conditioned if the perturbations from the droppings are
sufficiently small. If the Schur complement Sm is reasonably conditioned so that rounding
errors do not dominate, Theorem 3.9 guarantees the convergence of HILUCSI-preconditioned
GMRES for nonsingular systems with sufficiently small droppings.
4.2. Insufficiency of HILUCSI for singular systems. Even though HILUCSI is robust
for nonsingular systems, it may fail for singular systems [22]. The following proposition will
help identify the potential causes of failures.
PROPOSITION 4.2. In the m-level ILU in (4.3), if Sm is factorized using LU factoriza-
tion with pivoting, the classical 2-norm condition number ofM is bounded by
(4.4) κ(M) ≤ κ
([
Dm 0
0 Sm
])∏
k
(κ(Lk)κ(Uk))
∏
k
(κ(W k)κ(Ωk)) .
Proof. The inequality follows from the submultiplicative property of the 2-norm.
In (4.4), κ
([
Dm 0
0 Sm
])
= max{‖Dm‖, ‖Sm‖}max{‖D−1m ‖, ‖S−1m ‖}. If the condition
numbers of all the triangular factors are bounded and the magnitudes of all the entries in
Dm are close to 1, then unbounded κ(M) implies unbounded κ(Sm). In this case, the LU
factorization of Sm may blow up. In general, if A is singular and dropping is minimal,
then M ≈ A, and κ(M) ≈ ∞. In this case, κ(Sm) may remain unbounded in HILUCSI,
especially if dim(N (A)) 1.
From (4.4), it is also evident that the preconditioner may be unstable if the scaling factors
W k and Ωk are unbounded. In HILUCSI, we obtain the scaling factors using MC64 [29],
which computes a maximum weighted matching on the bipartite graph (R,C,E), where R,
C, and E correspond the rows, columns, and nonzeros of A, respectively. Such a matching
does not exist for structurally singular systems [30], so the scaling factors are ill-defined.
As a result, the scaling factors may be susceptible to perturbation for “nearly” structurally
singular systems. In our experiments, the scaling factors from MC64 can be abnormally large
( 1/machine) or small ( 1/machine) for some singular systems, especially on the Schur
complements for singular systems.
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4.3. Hybridizing multilevel ILU and RRQR. To develop a stable -accurate precon-
ditioner, we hybridize HILUCSI with RRQR. In particular, we apply QRCP on the Schur
complement Sm in (4.3) to obtain
(4.5) SmP = Q
[
R1 R2
0
]
,
where R1 ∈ Rr×r has a bounded condition number. Let Sgm = PˆR−11 Qˆ
T
, where Pˆ and Qˆ
are composed of the first r columns of P andQ, respectively. Let the RPO be
(4.6) G = U−1
[
D−1m
Sgm
]
L−1,
where L and U are the same as those in (4.3). We refer to this new preconditioner as hybrid
incomplete factorization (HIF). The following lemma shows that if there is no dropping in
LU, HIF enables optimal convergence of GMRES.
LEMMA 4.3. If no dropping is applied in the ILU portion of HIF, then G in (4.6) is a
generalized inverse ofA.
Proof. By construction,
(4.7) AG = L
[
Dm
Sm
]
UU−1
[
D−1m
Sgm
]
L−1 = L
[
I
SmS
g
m
]
L−1.
Hence, the eigenvalues of AG have the same multiplicities as those in
[
I
SmS
g
m
]
, where
Sm = Q
[
R1 R2
0
]
P T and Sgm = PˆR
−1
1 Qˆ
T
= P
[
R−11 0
0
]
QT . Then,
(4.8) SmSgm = Q
[
R1 R2
0
] [
R−11 0
0
]
QT = Q
[
I
0
]
QT = QˆQˆ
T
,
and
(4.9) AGA = L
[
I
QˆQˆ
T
]
L−1L
[
Dm
Sm
]
U = L
[
Dm
QˆQˆ
T
Sm
]
U = A.
Therefore,G is a generalized inverse ofA.
In practice, dropping is required for efficiency. For G to be -accurate with dropping, all the
factors must be stable. To this end, we impose additional safeguards on the scaling factors
from MC64 for singular systems. In particular, we consider the scaling factors of a row and
its corresponding column to be unstable if their ratios with the maximum entries in the row
and column deviate too much from unity (e.g., beyond the range of 0.01 and 100). After
identifying the unstable factors, we defer their corresponding rows and columns along with
the zero diagonals during static pivoting. In terms of the Schur complement Sm, we switch
to use QRCP if Sm is small enough or static deferring defers virtually all rows and columns.
We assert the following convergence property of GMRES with HIF.
COROLLARY 4.4. With sufficiently small droppings in HIF, G in (4.6) is an -accurate
AGI, and GMRES with RPOG does not breakdown before finding a least-squares solution of
(1.1) for all b ∈ R(A) and x0 ∈ Rn in exact arithmetic.
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TABLE 4.1
Example results of HILUCSI and HIF preconditioned GMRES(30) for consistent systems, with fill-in ratio α =
10 and droptol σ = 10−4. d(N ) denotes the dimension of the null space. invextr1 is shorthand for invextr1_new.
The best results are in bold. For coater2, truncated QRCP could only achieve roughly
√
mach, so the result with
HIF was competitive. GMRES(30)+HILUCSI stagnated for shyy161 with a relative residual close to 1.
case ID
matrix info Sm in HIF ‖r‖/‖b‖
n nnz d(N ) n d(N ) HILUCSI HIF
coater2 9.540 207,308 ≈ 114 3,411 106 NaN 1.9e-07
bcsstk35 30,237 1,450,163 6 1,004 0 2.1e-10 7.1e-12
invextr1 30,412 1,793,881 ≈2,910 3,273 0 2.3e-16 3.6e-16
shyy161 76,480 329,762 & 50 9,394 48 1 − 4.6e-10 1.1e-13
Proof. Let Ag be the generalized inverse of A with the same permutation and scaling
factors asG, and letAAg = X
[
I
0
]
X−1, whereX = L
[
I
Qm
]
in (4.9). Then,
∥∥∥∥X−1AGX − [I 0
]∥∥∥∥ = ∥∥X−1 (AG−AAg)X∥∥ ≤ κ(X)‖A‖‖G−Ag‖,(4.10)
which is bounded by 1 for sufficiently small droppings because all the components in HIF
have a bounded condition number. Convergence then follows from Theorem 3.9.
In floating-point arithmetic, κ(X) must be bounded. This is achieved in HILUCSI by bound-
ing the condition number of its triangular factors. In terms of the implementation, we use
QRCP in LAPACK and use a post-processing step to truncate the right-most columns to re-
solve ill-conditioning. We estimate κ(R1:k,1:k) incrementally using the subroutine dlaic1 in
LAPACK, which is based on Bischof’s algorithm [10], and use −2/3mach , which is approximately
1010 in double precision, as the upper bound on the 2-norm condition number ofR1:k,1:k.
As a verification of the above analysis, Table 4.1 compares HILUCSI and HIF as the
right preconditioner in GMRES(30) for four consistent systems from the SuiteSparse Matrix
Collection (aka the UFL Matrix Collection) [26]. We list the dimensions of the numerical
null spaces. Although coater2 is small, it is challenging due to structural singularity (with 64
empty rows) and ill-conditioning. For shyy161, the original system is consistent, so we used
its RHS directly; for the others, the RHS is either missing or inconsistent, so we constructed
b as the row sums of A (i.e., b = A1). We used double precision for all the computa-
tions. Without dropping in HIF, the relative residual of GMRES was less than 10−11 for
well-conditioned systems, which confirms that HIF is -accurate. We then enabled dropping
in the MLILU portion, and Table 4.1 reports the statistics of the final Schur complement Sm
and the GMRES iterations as well as the relative residual. For shyy161, for which Sm is
singular, GMRES with HIF reached about 10−13, but GMRES with HILUCSI stagnated with
a relative residual close to 1 after 30 iterations. It is also worth noting that even though Sm is
nonsingular for bcsstk35, HIF still improved the precision of the solution over HILUCSI by
a factor of 30 due to the better stability of QRCP over LU factorization. As a reference, Fig-
ures 4.1 and 4.2 compare the convergence history of these preconditioned GMRES with that
of unpreconditioned GMRES for bcsstk35 and shyy161 up to 1,000 iterations, respectively.
Without preconditioning, GMRES(30) converged slowly and reached a relative residual of
around 10−5 after 1,000 iterations, comparable to that of GMRES+HIF after one iteration.
5. HIF with iterative refinement for inconsistent systems. Iterative refinement is a
well-known technique in direct solvers for ill-conditioned systems [3, 19, 38, 67]. In this
section, we use it with HIF to construct variable preconditioners for inconsistent systems.
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FIGURE 4.1. Comparison of convergence history
of GMRES(30) for bcsstk35.
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FIGURE 4.2. Comparison of convergence history
of GMRES(30) for shyy161.
5.1. Iterative refinement on approximate generalized inverses. Given an approxi-
mate generalized inverse, i.e., G ≈ Ag , starting from x0 ∈ Rn, we refine the solution
iteratively by obtaining xj for j = 1, 2, . . . as
rj−1 = b−Axj−1(5.1)
xj = Grj−1 + xj−1.(5.2)
This process can be interpreted as a fixed-point iteration, i.e.,
(5.3) xj = G(b−Axj−1) + xj−1 = (I −GA)xj−1 +Gb.
We refer to the process as HIF with iterative refinement, or HIFIR.
Remark 5.1. Fixed-point iterations are often referred to as stationary iterative methods.
Some classical methods for singular systems include Karcmarz’s relaxation for consistent
systems [44] and Tanabe’s extension for inconsistent systems [69] (see also [57]). Stationary
iterations typically have a splittingA = M−N (orATA = M−N if applied to the normal
equation [31]), whereM may vary from iteration to iteration. WhenG is nonsingular, HIFIR
is a stationary iteration with M = G−1. When G is singular, in general HIFIR is not a
stationary iteration with a simple splitting.
HIFIR converges for all x0 ∈ Rn if and only if the spectral radius of its iteration ma-
trix, i.e., ρ(I − GA), is less than 1. If A is singular, then AG has a zero eigenvalue and
ρ(I −GA) = 1, so HIFIR does not converge in general. In particular, if x0 has a nonzero
component in N (AG)\R(G) ⊇ N (G)\R(G)\{0}, which holds if idx(G) > 1, then this
component does not diminish during the iterative refinement. Nevertheless, HIFIR converges
for some cases. For completeness, we present an analysis in Appendix A. The convergence
conditions in Propositions A.1 and A.2 are quite restrictive. In addition, ifG is extremely ill-
conditioned, then the spectral radius may be greater than 1, so HIFIR would diverge instead
of converging. Hence, the iterative refinement is not a satisfactory solver by itself for singular
systems. In the following, we shift our attention to its use as variable preconditioners.
5.2. HIFIR as variable preconditioners. In the context of FKSP, HIFIR has some po-
tential advantages. First, it is easy to see that with up to s steps of iterative refinement,
the flexible KSP may contain components from K(A,Gib) for 0 ≤ i ≤ s, of which
Ks(G, b) is a subspace.† If G = Ag , then R(G) ∩ N (A) = {0} due to Lemma 3.3,
and R(G) 6= R(A) in general. If G is close to Ag , the same is likely to hold. Hence,
†A similar observation was made by Arioli et al. for symmetric indefinite [4] and ill-conditioned systems [3] .
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Ks(G, b) can potentially introduce missing components in R(AT )\K(AG, b) and realize
the benefit of Theorem 2.4 to overcome hard breakdowns. Second, HIFIR may improve
the accuracy of the preconditioner with a similar effect as tightening the dropping thresh-
olds in HIF, without increasing memory usage. To see this, consider a nonsingular sys-
tem. An -accurate preconditioner guarantees the convergence of iterative refinement be-
cause ρ(I −GA) = ρ(X−1AGX − I) ≤ ∥∥X−1AGX − I∥∥ < 1 forX in Definition 3.8.
Hence, with a sufficiently large number of iterations in HIFIR, the KSP would converge in
just one iteration for nonsingular systems. However, too many refinement steps may slow
down convergence, and due to Proposition A.2, they may even lead to a wrong solution for
singular systems if AAg is asymmetric. This phenomenon is analogous to the “over-solve”
of the inner iterations in inexact Newton’s methods [73], so we also refer to it as over-solve.
In terms of implementation, given the last vector q from the generalized Arnoldi process
in restarted FGMRES, HIFIR solves for Axj ≈ q iteratively starting with x0 = 0, and
the process repeats until ‖rk‖ / ‖r0‖ 6∈ [βL, βU ] or j = maxiter. Here, the β values guard
against excessive over-solve for converging and diverging cases, respectively. In practice, we
found that βL = 0.2 and βU = 100 work reasonably well. For maxiter, we start with 16 and
double it iteratively after each restart.
Remark 5.2. The combination of iterative refinement and GMRES has been explored
previously, including the earlier works of Arioli et al. on using FGMRES with iterative re-
finement [3, 4], and the more recent works of Carson and Higham on GMRES-IR [19, 20].
Our work differs from those in that we use iterative refinement to precondition singular sys-
tems instead of solving ill-conditioned nonsingular systems, and we utilize hybrid incomplete
factorization instead of complete LU (or LDLT [4]) with mixed-precision arithmetic.
5.3. Computation of null-space vectors. As an application of HIFIR, we solve the
problem of finding the null space of a matrix A to near machine precision. This problem is
essential in the context of finding an eigenvector (or a singular vector) from a given eigenvalue
(or a singular value) [23, Section 5], which is fundamental in mathematics and physics [27]. It
will also enable us to compute the pseudoinverse solutions for systems with low-dimensional
null spaces in Section 6. This problem is challenging due to potential ill-conditioning when
there are near-mach eigenvalues or when the angles between the left and right null spaces are
large, as implications of the perturbation theory of eigenvectors [38, Section 7.2].
To compute the basis vectors of the null space, we solve a series of inconsistent systems
using preconditioned FGMRES. Specifically, at the ith step, we solve the least squares system
(5.4) yi = arg min
y
∥∥∥A˜y − bi∥∥∥ where A˜ = AG,
using FGMRES; we will address how to choose bi momentarily. Let V i−1 be composed of
the computed basis vectors up to the (i− 1)st iteration, starting from V 0 = ∅. Then,
(5.5) xi = (I − V i−1V Ti−1)Gyi
is a new basis vector of N (A), and we append vi = xi/ ‖xi‖ to V i−1 to obtain V i. The
process repeats until the null-space residual (or NS residual)Avi+1 has a large 1-norm (i.e.,
‖Avi+1‖1  mach ‖A‖1 ‖vi+1‖1), and then i is the dimension of N (A).
For the above procedure to achieve machine precision, the most critical parts are the
choices ofG and bi. In terms ofG, we use HIFIR with QRCP without truncation for the final
Schur complement (to avoid division by zero, it suffices to replace any zero diagonal rkk inR
from QRCP with machr11). Disabling truncation may sound counterintuitive, because it leads
to an ill-conditioned HIF, both HIFIR and FGMRES may diverge. Due to submultiplicity of
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norms, unbounded ‖yi‖ and bounded
∥∥∥A˜yi∥∥∥ imply that yi is approximately inN (A˜) and xi
is approximately in N (A). Hence, our goal is indeed to make FGMRES diverge as quickly
as possible. As long as A˜ is nonsingular, the more ill-conditioned A˜ is, the smaller ‖Avi‖
tends to be. In terms of bi, we start with a set of orthonormal random vectors {qi}. For each
qi, if the final Schur complement in HIF is well conditioned (e.g., κ(Sm) < 10
10), we apply
HIFIR with a large βU (βU = 108) on qi to obtain bi; otherwise, we set bi = qi.
The above process is highly nonlinear, so we content ourselves with a heuristic justi-
fication instead of a rigorous proof: Suppose G and A are nonsingular and AG is nearly
symmetric. If ‖xj‖  ‖b‖ in (5.3), HIFIR is analogous to power iterations on I − GA.
Hence, applying HIFIR on qi makes the solution vector approximately parallel to a dominant
eigenvector of GA, or a least-dominant eigenvector of A−1G−1. If G ≈ A−1, qi is ap-
proximately in a numerical null space of A, so the FKSP would be nearly parallel to N (A),
and the computed null-space vector will be less “noisy” than using a random bi. However, if
HIF is numerically singular, then the FKSP would converge rapidly for a random bi, so we
do not apply iterative refinement on qi to avoid over-solve. Furthermore, by building bi from
orthogonal vectors {qi}, we avoid nearly parallel FKSPs for different null-space vectors, so
that the orthogonalization step in (5.5) is less sensitive to rounding errors.
In terms of implementation, we note three details. First, we need to introduce new stop-
ping criteria in FGMRES. In particular, we terminate FGMRES when Axk has reached the
desired threshold, or Axk has stagnated after ‖Axk‖ is small enough (e.g., ‖Axk‖1 <
10−11 ‖A‖1 ‖xk‖1). Note that Axk is not a side product in FGMRES and must be com-
puted explicitly. For efficiency, we monitor the Hessenberg matrix (i.e., Hk) in the Arnoldi
process as we do for Sm in HIF, and we compute Axk only if Sm is numerically singu-
lar or Hk is ill-conditioned (e.g., κ(Hk) > 106). Second, we change the Gram-Schmidt
orthogonalization in the Arnoldi process to use Householder QR as described in [63, Algo-
rithm 6.10], since the loss of orthogonality from Gram-Schmidt can prevent the solution from
reaching machine precision. Third, for the same reason, we use Householder QR to reduce
the sensitivity to rounding errors in (5.5).
5.4. Numerical comparison of null-space computations. To assess the accuracy and
efficiency of HIFIR, we compare it with sparse SVD [5] as implemented in the svds function
in MATLAB [70] as well as RIF-preconditioned LSMR [34, 9]. The logic of computing null
spaces using LSMR+RIF follows that of MLSQRnull [23, Section 5.3.3]: GivenR from RIF
such that ATA ≈ RTR and a random b that is orthogonal to the previously computed LNS
vectors, b−AxLS is a new LNS vector ofA, where xLS = R−1yPI with yPI ≈
(
AR−1
)+
b.
We used the suggested control parameters for LSMR to achieve the maximal precision of xLS.
For RIF, we used the FORTRAN implementation of its implicit left-looking algorithm [64]
with drop tolerance 0.1, as recommended in [39].
We first compared the algorithms for problems with a one-dimensional null space. To
this end, we used the MATLAB function gallery(’neumann’, n) to construct three systems
with n =642, 2562, and 10242, which correspond to the finite-difference discretization of
the 2D Poisson equation with Neumann boundary conditions on uniform grids with such
sizes, respectively. The right null space (RNS) is known a priori in that it corresponds to a
constant mode, but the left null space (LNS) is unknown. Nevertheless, we computed both
LNS and RNS in our tests. For HIFIR the LNS is computed by applying the algorithm on
AT with GT as the preconditioner. Note that LSMR requires two different precondition-
ers for LNS and RNS, since ATA 6= AAT in general. For svds, we used the command
[u,s,v]=svds(A,1,’smallest’) to compute the smallest singular value and both of its corre-
sponding singular vectors in a single step. We conducted our comparison using a single core
on a system with 2.1GHz Intel Xeon E7-8870 v3 CPUs and 3TB of RAM.
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TABLE 5.1
Example results of computing null spaces. v denotes a unit-length null-space vector. Relative residuals are in
2-norm, and the unit is machine epsilon (i.e., mach ≈ 2.22e− 16). The best results are in bold.
case ID n
‖Av‖/‖A‖ (mach) runtime (s)
FGMRES LSMR
svds
FGMRES+HIFIR LSMR+RIF
svds
+HIFIR +RIF fac. sol. fac. sol.
small-RNS
642
0.33 7.95 5.44
0.07
0.096 0.13 0.46
0.43
small-LNS 0.35 8.97 4.37 0.091 0.13 0.58
mid-RNS
2562
0.38 54.3 9.92
0.89
2.61 3.34 41
26.59
mid-LNS 0.36 51.6 8.36 2.39 3.46 40
large-RNS
10242
0.65 1.2e3 23.2
11.6
182 236 9.8e3
5.4e3
large-LNS 0.54 775 52.7 167 236 9.8e3
Table 5.1 summarizes the relative null-space residuals as well as the runtimes of the
methods. In terms of accuracy, our proposed approach, namely FGMRES+HIFIR, consis-
tently achieved machine precision, while both LSMR+RIF and svds suffered from severe
loss of precision as the problem sizes increased. As a result, for the 10242 cases, our ap-
proach was about two to three orders of magnitude more accurate than svds and LSMR,
respectively. Our approach was also one to two orders faster than the prior state of the art,
and its computational cost also grew at a much slower pace. Its accuracy and efficiency are
because 1) HIFIR is effective at preconditioning singular matrices, and 2) FGMRES does
not square the condition number (unlike LSMR). In terms of memory, HIFIR used 107MB
and 1.4GB for the medium and large Neumann systems, respectively, which were roughly
proportional to the input sizes. In contrast, RIF used 110MB and 0.6GB for the two systems,
which grew sublinearly and hence limited its effectiveness for large systems, whereas svds
used 5.4GB and 208GB for the two cases, respectively.
To gain more insights, we compared unpreconditioned GMRES(30), GMRES(30) with
HIF, FGMRES(30) with HIFIR, unpreconditioned LSMR, and LSMR with RIF. We started
with the same initial vectors for GMRES and FGMRES, and we limit the number of itera-
tions of LSMR to 104 as in [39]. Figures 5.1 and 5.2 show the convergence history of these
methods for mid-LNS and large-LNS, respectively. In the figures, the x-axis corresponds to
the number of matrix-vector products, which is equal to the total number of inner iterations
for HIFIR and is equal to two times the number of iteration for LSMR. Note that the x-axis
is in logarithmic scales because FGMRES+HIFIR would have been invisible if the linear
scale were used. It can be seen that unpreconditioned GMRES stagnated at about 10−5 for
both cases. GMRES+HIF reached machine precision for mid-LNS after some bumps due
to restart, but it stagnated at about 10−8 for large-LNS. FGMRES+HIFIR achieved machine
precision consistently, at the cost of more matrix-vector products than GMRES+HIF to reach
lower precision (10−8). In terms of LSMR, RIF accelerated it by about an order of magnitude,
but LSMR+RIF could not reach 10−8 for large-LNS after 104 iterations.
To assess the accuracy and efficiency of the methods for multi-dimensional null spaces,
we computed 20 null-space vectors of invextr1 and shyy161. Table 5.2 reports the null-space
residuals of the first, tenth, and twentieth null-space vectors, as well as the runtimes. For
FMGRES+HIFIR, the preprocessing and post-processing times to obtain {bi} and to orthog-
onalize {vi} accounted for less than 1% of the total times, so we omitted them. For invextr1,
LSMR+RIF produced a null-space residual of about 0.02 for all the null-space vectors, so
we considered it as a failure;‡ compared to svds, FMGRES+HIFIR was about 10 to 104
‡Unpreconditioned LSMR also failed for invextr1 by producing a null-space residual > 10−5 after 104 itera-
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FIGURE 5.1. Comparison of convergence history
for mid-LNS in 2-norm.
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LSMR
LSMR+RIF
GMRES(30)
GMRES(30)+HIF
FGMRES(30)+HIFIR
FIGURE 5.2. Comparison of convergence history
for large-LNS in 2-norm.
TABLE 5.2
Example results of computing multi-dimensional null-space vectors. The vi denote the ith unit-length null-
space vector. LSMR and svds failed for invextr1 and shyy161, respectively. The best results are in bold.
case ID
‖Avi‖/‖A‖ (mach) runtime (s)
FGMRES LSMR
svds
FGMRES+HIFIR LSMR+RIF
svds
+HIFIR +RIF (fac.+sol.) (fac.+sol.)
invextr1 v1 1.75e-15 - 1.65e-11
29.2+147 - 255invextr1 v10 1.29e-13 - 1.61e-11
invextr1 v20 1.36e-12 - 1.61e-11
shyy161 v1 3.31e-20 3.01e-09 7.92e-19
233+6.2 3.33+1.1e3 -shyy161 v10 3.67e-15 3.43e-09 -
shyy161 v20 4.63e-14 6.79e-09 -
times more accurate and about 30% faster. For shyy161, svds produced a relative residual
of about 0.2 starting from the third smallest singular value with a warning message about ill-
conditioning, so we also consider it as a failure; compared to LSMR+RIF, FMGRES+HIFIR
was more accurate by a factor of 105 and was faster by a factor of five.
6. Applications to pseudoinverse solutions of PDEs. FGMRES+HIFIR as described
in Section 5.3 cannot solve inconsistent systems accurately because the solution would, in
general, converge (or diverge) to a null-space vector of A. We now describe an algorithm
for computing the pseudoinverse solution by combining the techniques in Sections 4 and 5,
especially for large-scale singular systems from well-posed PDE discretizations in 3D.
6.1. Properties and assumptions of motivating applications. Singular systems often
arise from PDEs, such as the Poisson equation with periodic or Neumann boundary condi-
tions [46, 13], incompressible Navier-Stokes (INS) equations with “do-nothing” boundary
conditions on pressure [32], quasi-electrostatic problems with divergence-free fields [59],
or mechanical systems invariant of translation and rotation [28]. We assume the numerical
discretization is well-posed so that the null space of the coefficient matrix is only due to un-
constrained modes in the continuum solution of the PDEs, and the dimension of the null space
is a small constant (between one and six for the preceding examples), independently of the
number of the unknowns. Furthermore, the right null-space (RNS) vectors of the coefficient
matrices may be known a priori from the properties of the continuum PDEs. For example, in
the case of INS equations, the null space corresponds to the constant mode in pressure [32].
tions.
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However, the left null-space (LNS) vectors are unknown in general if the system is range
asymmetric, where asymmetry may be due to non-self-adjoint differential operators (such
as advection-diffusion equations [33]), non-Galerkin methods (such as finite differences [46]
and their generalizations [74]), or some sophisticated boundary treatments (such as some
boundary conditions in INS [40]).
As a motivating application, consider the advection-diffusion (AD) equation over Ω ⊂
R3 with Neumann boundary conditions on piecewise smooth ∂Ω, i.e.,
−∆u+ v ·∇u = f in Ω,(6.1)
∇u · n = g on ∂Ω,(6.2)
where u is the unknown, v is a divergence-free velocity field, f is a source term, n is the unit
outward surface normal, and g is out-flux. Since the differential operator is not self-adjoint,
a consistent discretization typically leads to a range-asymmetric algebraic equation, of which
the RNS corresponds to the constant mode (i.e., N (A) = span{1}). However, the LNS is
unknown a priori due to range asymmetry. We are interested in obtaining the pseudoinverse
solution, which corresponds to the least-squares solution with a zero constant mode.
As a second application, consider the 3D linear elasticity problem over Ω ⊂ R3 with
pure Neumann boundary condition on piecewise smooth ∂Ω, i.e.,
−∇ · σ(u) = f in Ω,(6.3)
σ(u) · n = h on ∂Ω,(6.4)
where u is the body displacements, σ = µ
(
∇u+ (∇u)T
)
+ λ (∇ · u) I is the stress
tensor with Lamé constants µ and λ, f is the body force, and h is the surface traction. The
continuum formulation has a six-dimensional null space, which corresponds to the degrees
of freedom in rigid-body motion. The PDE is typically discretized using Galerkin finite
element method (FEM). In this case, the coefficient matrix (i.e., the stiffness matrix) A is
symmetric and positive semi-definite, and its null space is also six-dimensional. Assuming
the integration is exact and the numbering convention of A is known, then N (A) can be
derived from the geometry [45, Lemma 2]. For generality, we consider the null space to
be unknown a priori and directly solve the inconsistent system to obtain the pseudoinverse
solution, which corresponds to the LS solution free of rigid-body motion.
6.2. Pseudoinverse solution via preconditioned iterative method. To obtain the pseu-
doinverse solutions, we propose a solver called PIPIT, which stands for PseudoInverse solver
via Preconditioned ITerations. The algorithm proceeds as follows:
1. compute orthonormal basis vectors ofN (AT ) iteratively using FGMERS-HIFIR on
AT as described in Section 5.3, and store the vectors in U ;
2. solveAxLS = (I −UUT )b using GMRES+HIF as described in Section 4;
3. compute xPI = (I−V V T )xLS, where V is composed of orthonormal basis vectors
of N (A).
In step 3, V is known a priori for the advection-diffusion equation and V = U for linear
elasticity; more generally, V can be computed using FGMERS-HIFIR onA.
This three-step algorithm is remarkably simple, in that it essentially converts the incon-
sistent system into a consistent system in the first two steps, and then convert an LS solution
from step 2 to the pseudoinverse solution in step 3. Its logic is the same as using a rank-
revealing QR to compute a pseudoinverse solution of a rank-deficient least-squares system
with known N (A) (e.g., due to range symmetry). However, PIPIT does not compute the QR
on the full matrix, and it can still work ifN (A) is unknown andN (A) 6= N (AT ). It is worth
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noting that in [17], Brown and Walker also suggested converting an inconsistent system into a
consistent system if possible. However, such a strategy had not been practical for large-scale
sparse systems due to a lack of efficient algorithms to computeN (AT ). Hence, the principal
enabler of PIPIT is FGMERS-HIFIR. It is worth noting that the incomplete factorization is
often one of the most expensive parts of PIPIT for 3D problems. A key feature of PIPIT is
that steps 1 and 2 reuse the same HIF ofA, except that step 2 applies truncation to theQ and
R factors of Sm, but step 1 does not. If V needs to be computed explicitly in step 3, it would
also reuse the same HIF.
Comparison with other iterative pseudoinverse solvers. In [12], Björck and Elfving
described two algorithms for finding the pseudoinverse solution of inconsistent systems. Both
algorithms started by applying a CGLS-type method to obtain xLS for inconsistent systems,
and then they applied different CGLS-type methods to solve AxPI = AxLS [12, Algorithm
6.1] and AxLS−PI = 0 [12, Algorithm 6.2], respectively. Unpreconditioned LSQR [55] and
LSMR [34] can solve for the pseudoinsverse solution of inconsistent systems in a single pass;
however, if a preconditioner is used, these methods only produce a least-squares solution,
unless they also employ a second-step analogous to that described by Björck and Elfving. An
advantage of these CGLS-type methods is that they are independent of the dimension of the
null space, although they tend to converge slowly due to squaring the condition number. In
contrast, PIPIT does not square the condition number, but it assumes a low-dimensional null
space for efficiency. In [13], Bochev and Lehoucq used the augmented Lagrangian method
to solve singular systems from Galerkin methods for the Poisson equation with Neumann
boundary conditions. Their formulation required a priori knowledge about the null spaces.
Also, the critical issue of preconditioning was not considered in [13].
6.3. Numerical comparison of pseudoinverse solutions. To assess the effectiveness
of PIPIT, we solve the two 3D PDEs as described in Section 6.1 using tetrahedral meshes.
For the AD equation, we used v = [1, 1, 1]T and exact solution u∗ = exyz over a unit sphere
centered at the origin. We generated tetrahedral meshes using Gmsh [36] and discretized
the PDE using the generalized finite difference method (GFDM) [74]. Figure 6.1 shows a
cut-off of a coarse mesh and its solution in the yz-plane. For linear elasticity, we used a
similar setting as Example 2 in [45]: The domain Ω is obtained by rotating the box B =[− 14 , 14] × [− 12 , 12] × [− 18 , 18] around the x-, y-, and z-axes by angles pi/2, pi/4, and pi/5
in that order, followed by a translation of [0.1, 0.2, 0.3]T , i.e., Ω = QB + [0.1, 0.2, 0.3]T in
matrix notation, where
(6.5) Q =
cos pi5 − sin pi5sin pi5 cos pi5
1
sin pi4 cos pi41
cos pi4 − sin pi4
1 cos pi2 − sin pi2
sin pi2 cos
pi
2
 .
We manufactured the body force and surface traction as f = −∇ ·σ(u∗) and h = σ(u∗) ·n,
respectively, where µ = 384 and λ = 577 in σ and u∗ = 14 (sin
pi
4x, z
3,−y). In [45], Kuchta
et al. projected off the analytical null-space components from f and h. Since PIPIT solves
inconsistent systems directly, such a sophisticated preprocessing is not needed in our setting.
We implemented the linear FEM discretization of the problem in FEniCS [1]. Figure 6.2
shows a coarse mesh and the warped geometry with 4× the computed displacements.
To study how the problem sizes affect the accuracy of the solution, for each PDE we gen-
erated three matrices, of which the sizes are summarized in Table 6.1. As points of reference,
we compare our solutions with those of unpreconditioned LSMR and HIF-preconditioned
GMRES. For the latter, we terminate GMRES when the Hessenberg matrix is moderately
ill-conditioned (κ(Hk) ≥ √mach) and the residual has stagnated. We refer to this adaptive
strategy as maximal-precision Brown-Walker (or MPBW in short), in that its idea is similar to
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FIGURE 6.1. Example solution of the advection-
diffusion equation with coarse tetrahedral mesh.
FIGURE 6.2. Example coarse mesh and deformed
geometry with exaggerated displacements.
TABLE 6.1
Example results of pseudoinverse solutions for inconsistent systems. AD stands for advection-diffusion, and
LE stands for linear elasticity. The best results are in bold; ’-’ indicates ineligibility of xLSMR for comparison.
case ID
matrix info ‖ATr‖/‖AT b‖ ‖xPIPIT‖/
n nnz PIPIT LSMR MPBW ‖xLSMR‖ − 1
AD-coarse 9,807 640,238 4.90e-15 2.60e-14 8.21e-02 2.9e-15
AD-mid 66,877 3,954,678 4.21e-15 1.08e-13 2.50e-04 -6.0e-15
AD-fine 612,309 33,223,067 1.32e-14 1.84e-07 4.63e-05 -
LE-coarse 15,147 610,929 1.04e-11 6.32e-07 3.38e-06 -
LE-mid 109,395 4,652,505 1.24e-13 6.37e-06 5.42e-07 -
LE-fine 1,081,188 47,392,074 1.53e-11 2.09e-05 5.83e-08 -
that of Brown and Walker [17], except that it achieves the maximal precision of GMRES. We
limited the numbers of iterations of (F)GMRES and LSMR to 500 and 104, respectively. We
measured the relative residual based on the normal equation (i.e., ‖ATr‖2/‖AT b‖2). When
LSMR produced a sufficiently accurate residual (in particular <
√
mach), we report the dif-
ference of the norm of the solution vectors from PIPIT and LSMR. As evident in Table 6.1,
PIPIT significantly improved the residuals while minimizing ‖x‖ to near machine precision.
MPBW did not reach
√
mach for any of the test cases. More importantly, even when the
relative residuals were at 10−5, we observed that ‖xMPBW‖ was about 109 times larger than
‖xPIPIT‖. Hence, even though preconditioned GMRES may produce an approximate LS so-
lution when applying some variants of Brown-Walker stopping strategy, the LS solution is
unacceptable from the application’s point of view. We do not compare runtimes since unpre-
conditioned LSMR converges slowly; see Tables 5.1 for an indirect timing comparison of the
core component of PIPIT with RIF-preconditioned LSMR.
7. Conclusions. In this work, we introduced a new class of variable preconditioners,
called HIFIR, for preconditioning asymmetric singular systems. The core component of HI-
FIR is a hybrid incomplete factorization or HIF, which combines a multilevel ILU (MLILU)
with rank-revealing QR on the final Schur complement. We derived HIFIR by establishing
the observations that 1) the generalized inverses are optimal preconditioners for consistent
systems, 2) HIF is an -accurate approximation to generalized inverses, and 3) iterative refine-
ment on HIF effectively mitigates potential breakdowns of Krylov subspaces for inconsistent
systems. Using HIF and HIFIR, we solved three important subclasses of singular systems.
First, we applied HIF in restarted GMRES to find least-squares solutions of consistent sys-
tems, which significantly improved the accuracy and robustness of MLILU-preconditioned
GMRES. Second, we applied HIFIR in the context of restarted FGMRES to compute null-
space vectors of singular systems. Compared to the prior state of the art (including sparse
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SVD and RIF-preconditioned LSMR), our proposed approach improved accuracy by orders
of magnitude, while being significantly faster. Third, by combining the two techniques, we
introduced PIPIT for finding the pseudoinverse solutions of singular systems from PDEs with
low-dimensional null spaces. PIPIT improved the accuracy by orders of magnitude compared
to other alternatives. Since our proposed methods work for structurally singular systems
(e.g., coater2 in Table 4.1), they can also be applied to solve rank-deficient rectangular least
squares systems with m ≈ n. However, a limitation of this work is that PIPIT is not efficient
for solving systems with high-dimensional null spaces, at least in a sequential setting. An-
other limitation is that the final Schur complement in the present form of HIF may be quite
large for some systems. We plan to address these issues in the future.
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Appendix A. Convergence of iterative refinement. We analyze the convergence prop-
erties of iterative refinement over approximate generalized inverse.
PROPOSITION A.1. If idx(A) = 1 and R(G) = R(A), then the iterative refinement
converges for all b ∈ R(A) and x0 ∈ R(A) if and only if ρ
(
QT (I −GA)Q
)
< 1, where
Q is composed of an orthonormal basis ofR(A).
Proof. Under the assumption of R(G) = R(A) and x0 ∈ R(A), xj ∈ R(A) for all
j ≥ 0. Since idx(A) = 1, there exists an LS solution x∗ in R(A) such that Ax∗ = b (see
Theorem 2.2). Then, xj+1−x∗ = (I−GA)xj+Gb−x∗ = (I−GA)xj+GAx∗−x∗ =
(I − GA)(xj − x∗). Let xj − x∗ = Qrj . Then, Qrj+1 = (I − GA)Qrj = · · · =
(I − GA)jQr0 and ‖xj+1 − x∗‖ = ‖Qrj+1‖ = ‖rj+1‖ ≤
∥∥∥QT (I −GA)jQ∥∥∥ ‖r0‖ ,
where
∥∥∥QT (I −GA)jQ∥∥∥ tends to 0 as j increases iff ρ(QT (I −GA)Q) < 1.
To understand what solution the iterative refinement converges to, we consider the extreme
case whereG is a generalized inverseAg .
PROPOSITION A.2. Suppose the iterative refinement converges and G is a generalized
inverse of A. The converged solution is a least-squares solution of Ax = AGb. It is a
least-squares solution of (1.1) for all b ∈ Rn if and only ifAG is an orthogonal projector.
Proof. Suppose the iterative refinement converges. At convergence, x∗ = xj+1 = xj
and Grj = G(b −Ax∗) = 0. Hence, AGAx∗ = AGb, where AGA = A if G = Ag .
Therefore, Ax∗ = AGb. and x∗ is an LS solution iff rj = (I −AG) b is orthogonal to
R(A) = R(AG), which holds for all b ∈ Rn iffAG is an orthogonal projector.
