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The first ground wireless packet switching radio network, named the ALOHA 
network, was implemented in the early 1970s at University of Hawaii. The most 
distinct features of a packet radio network are: 1) the absence of physical connec­
tions between users, 2) the sharing of a common transmission medium, and 3) the 
broadcasting capability of each user. Today, the packet radio network technology 
is widely used in a variety of civilian as well as military applications. 
The throughput of a packet radio network is defined as the percentage of time 
the channel carries good packets. It is largely determined by the channel access 
method, the signal propagation characteristics, and the capture effect at a receiver. 
In this dissertation, we present two packet radio network models under the Slotted 
ALOHA channel access method and a capture model which is based on the relative 
strength of signal powers of the desired packet and the interfering packets. 
The first model is a single-hop network with a central station and finite number 
of users randomly distributed in a limited area. All the users communicate with 
each other through the central station, which is within one hop distance of all 
users. Given a density distribution function for the distance of a user, we show 
that there is an optimal transmission probabiUty which maximizes the throughput 
of the network. Also, under a light traffic load, the throughput of a remote user is 
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relatively insensitive to its distance from the station. 
The second model is a multi-hop network where a user is equipped with a 
directional antenna and not every user can directly communicate with every other 
else. As a result, a user communicates with another user either directly in a single 
hop or through some intermediate users in multiple hops. The location of all users 
is modeled by a two-dimensional Poisson process with an average of A users per 
unit area. By balancing the transmission probability and the antenna beam width, 
we show that the maximum hop-by-hop progress of a packet can be achieved when 
the transmitter and the receiver are separated by an optimal distance. 
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1 INTRODUCTION 
The first wireless packet switching radio network in the data communication 
field was introduced in the early 1970s at the University of Hawaii [1,2]. The 
original system, named the ALOHANET, was designed to allow the shared access 
of a central computer located at the main campus of University of Hawaii by remote 
terminals scattered over near-by islands. As a result, the ALOHANET system was 
a single-hop system where all terminals are within radio line-of-sight and within 
transmission range of the central computer. 
Later on, the work done in Hawaii led to the development of a multi-hop packet 
radio network, called PRNET, to include repeaters to widen the geographical cov­
erage beyond the limited transmission range of a radio unit. PRNET was developed 
under the sponsorship of the U.S. Advanced Research Project Agency [3]. PRNET 
extended the capability of a packet radio network by permitting direct communi­
cations among mobile users over wide geographical areas, coexistence with existing 
users of the same frequency band, protection against roultipath effects, protection 
against jamming, ease of deployment and reconfigurability. Today, the packet radio 
technology begins to gain its popularity not only in military applications but also 
in civilian applications. 
A packet radio network differs from a traditional wired network in the absence 
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of a physical connection between two communicating parties, the sharing of a com­
mon radio channel among ail users, the higher degree of connectivity among all 
users and the packet broadcasting capability of each user. In addition, the network 
can support a large number of active and inactive users and the capacity of the 
radio channel can be efficiently allocated to users which have a high communication 
demand [4]. With appropriate equipment and signaling techniques, the packet radio 
network can even support communications between mobile users when they are on 
the move. 
In this dissertation, our interests will be in the performance of a packet radio 
network with a capture effect which is based on the signal strength of a packet and 
the signal strength of all the other interfering packets. When two or more packets 
are transmitted at about the same time, some of the packets will be overlapped, 
referred to as a collision, in the channel. The result of a collision usually prevents a 
packet from been successively received at its desired destination. The capture effect, 
by definition, is the capability of a receiver to receive one of the overlapping packets 
when a collision occurs in the channel. Since the capture effect allows a successful 
reception of a packet which could otherwise be destroyed during a collision, the 
performance of a network with capture is usually better than that of a network 
without capture. 
In Chapter 2, we present an overview on the operational concerns of a packet 
radio network including the type of devices in the network, the hearing characteris­
tics of the shared radio channel, the organization of network control functions, the 
packet routing strategies, the acknowledgement schemes, and the channel access 
methods of the network. 
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In Chapter 3 we introduce a performance model for a single-hop packet radio 
network where there is a central station and a number of randomly distributed 
users in a limited area. We show that, given a density function for the distribution 
of the users, there exists an optimal transmission probability which maximizes the 
throughput of the network. Furthermore, we show that when the network has a 
light traffic load, the throughput of a user is relatively insensitive to its distance 
from the central station. 
In Chapter 4 we present another performance model for a multi-hop packet 
radio network where a user in the network is equipped with a directional transmit­
ting antenna which transmits more effectively in some directions than others. The 
distribution of all the users is modeled by a two dimensional Poisson point process 
characterized by the average number of users within a unit area. Since not all the 
users can directly communicate with others, a packet might be forwarded several 
times by intermediate receivers before reaching its final destination. By balancing 
the transmission probability, antenna beam width and user density, we show that 
the maximum hop-by-hop progress of a packet can be achieved when the receiver 
and transmitter are separated by an optimal distance. Finally, Chapter 5 concludes 
our discussion. 
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2 OPERATIONS OF PACKET RADIO NETWORKS 
Compared to the conventional wired communication networks, the packet radio 
networks have the following attractive properties. First of all, there is no need to 
solve the complex topological design problem. The network can be installed very 
quickly without regard to physical connections between pairs of users. The instal­
lation cost is reasonably low and the cost of long range communication is relatively 
insensitive to the distance between users compared to those a wired network. The 
communication services can be easily extended to a wide geographical area con­
taining a large number of active and inactive users. Since there are no physical 
connections, users can move freely within the network. With appropriate signaling 
technique, communication services can be maintained without interruption during 
the time when a user is moving. Also, the network is very flexible in adapting 
new users without too many constraints imposed by hardware considerations. Fi­
nally, the broadcasting capability on the shared medium makes it easier to share 
information across the network. 
On the other hand, the packet radio network also encounters a number of 
difficulties. The network is susceptible to interference from sources not only outside 
but also inside the network. The interferences outside the network include all sorts 
of electromagnetic noises such as the ignition discharge of an automobile or heavy 
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machinery and hostile jamming commonly seen in a military application. The 
interferences inside the network are caused by the competitions in accessing the 
shared channel by all users. Worse yet, the ground environment is not an ideal one 
for the propagation of radio waves. The signal path could become unstable due to 
weather conditions, terrain variations and man-made obstacles. Finally, the radio 
spectrum is a scarce resource in most parts of the world and regulatory control in 
the assignment of available frequency bands in a local area also limits the number 
of channels and the capacity of the network. 
In the following sections we describe some of the operational considerations 
of a packet radio network. The discussions here are not meant to be exhaustive. 
For a basic understanding of the packet radio network, the work by Kahn et al. [3] 
provides a very good reference. 
2.1 Network Devices 
In a packet radio network, there are basically three types of devices [5]. These 
devices are: 
1. terminals, 
2. stations, and 
3. repeaters. 
2.1.1 Terminals 
A terminal is a device which functions as the interface between a user and the 
rest of the communication network. It is both the source and destination of network 
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data traffic. A user may be referred to as a human operator, a process running in 
a computer, or a collection of data processing devices. Therefore, a terminal can 
be as simple as an alphanumeric display equipment or as powerful as a central 
computer. In some applications such as remote data acquisition, a terminal may be 
an automatic sensor unattended by a human operator. 
2.1.2 Stations 
A station is a device which is responsible for the command and control functions 
related to the management of the entire network. Depending upon the control 
organization of the network, there may be zero, one or more stations in the network. 
A station is usually equipped with more data processing capabilities and storage 
spaces than a terminal. It can initialize the operation of the network from a cold 
start, provide routing assistance to a terminal, monitor the connectivity of the 
network, interface with other networks and coordinate with other stations in the 
network. In addition, a station can support other functions such as downloading of 
programs into remote terminals over the radio channel and debugging application 
software hosted in a remote terminal. 
Because of its complex functions, a station usually requires the computation 
power of a minicomputer. For examples, the central station of the ALOHANET 
was implemented on an HP 1200 minicomputer [2], called the "MENEHUNE" (a 
Hawaiian name for Interface Message Processor (IMP)), which functions much the 
same way as an ARPANET IMP [6], and the station in the Packet Radio Network 
was implemented on a PDP-11 minicomputer [7]. 
However, due to recent advances in microprocessor and VLSI technologies, 
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much of a station's function can now be integrated into a smaller system. As a 
result, the needs for a dedicated and powerful station are decreasing, especially in 
a network with a distributed control organization. In such cases, there will be no 
designated station in the network and the control functions will be shared by all 
the participating terminals. Consequently, more computing power is expected from 
a terminal. 
2.1.3 Repeaters 
A repeater is used to extend the communication coverage of the network to 
a large area. It can temporarily store an incoming packet and retransmit it later 
toward another repeater which is closer to the final destination of the packet. The 
routing information regarding the choice of the next repeater is usually obtained 
from the station. Since a repeater usually has a limited number of buffers, only a 
certain number of transient packets can be accepted by a repeater at a time. When 
multiple channels are used (such as in the ALOHANET), a repeater may have to 
convert signals received from one channel to another channel before retransmitting. 
Because a packet takes more than one transmission before reaching at its final 
destination, a network containing repeaters is said to have a multihop topology. 
Generally speaking, each of the above three types of devices is composed of two 
major functional units, a radio unit and a digital unit, connected to a host system 
(see Figure 2.1). The radio unit is an analog subsystem. It performs all the signal 
processing tasks to convert digital bit stream into a continuous radio waveform 
and transmit it on the shared radio channel. Conversely, it converts radio signals 
















Figure 2.1: A basic packet radio unit 
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The digital unit is a microprocessor-based digital subsystem. It controls the 
operation of the radio unit, performs the necessary data processing tasks and serves 
as the interface between a user and the packet radio network. In [3] and [8], Kahn 
et al. and Fralick et al. discussed some of the design issues for a radio and digital 
unit of a general packet radio device. In the following sections, we will refer to 
all these devices as Packet Radio Units (PRUs) unless it is necessary to explicitly 
distinguish the role of the device. 
2.2 Hearing Characteristics 
In a packet radio network, the selection of the operating radio frequency is 
limited by both the multipath spreading effect and the propagation path loss (ab­
sorption) effect of the signal. The multipath spreading effect has a strong influence 
for low frequency signals in the lower portion of the high frequency (HF) band. The 
propagation path loss effect has a strong influence for high frequency signals in the 
upper portion of the super high frequency (SHF) band. 
As a result, the practical operating frequency of a packet radio network is 
between 30 MHz and 30 GHz. It covers the upper portion of the very high frequency 
(VHF) band from 30 MHz to 300 MHz, the whole ultra-high frequency (UHF) band 
from 300 MHz to 3 GHz and the lower portion of the SHF band from 3 GHz to 30 
GHz. For example, the radio frequency used by the ALOHANET is 407.350 MHz 
for inbound traffic (from terminals to the central computer) and 413.475 MHz for 
outbound traffic (from the central computer to terminals); and the frequency used 
by the PRNET is between 1710 MHz and 1850 MHz. 
The propagation of radio wave in these frequency bands is usually character­
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ized by a "line-o£-sight" (LOS) path. The hearing characteristics of a packet radio 
n e t w o r k  c a n  b e  r e p r e s e n t e d ,  i n  g e n e r a l ,  b y  a n  i V  x  i V  h e a r i n g  m a t r i x  H  =  { h j ^ j }  
such that each entry in the matrix is: 
1, if j hears z 
^ij = * 
0, otherwise 
where N is the total number of PRUs and the definition of hearing is based on 
whether a packet transmitted by PRU i can be successfully received by PRU j. 
From the topological viewpoint, the network corresponds to a graph where a node 
represents a PRU and each non-zero entry h^j of the hearing matrix H represents 
a direct link from PRU i to PRU j. 
Depending on the the relative position of the PRUs, the transmission power 
of each PRU and the electromagnetic environment, the hearing characteristic of 
a packet radio network can be configured as either a single-hop or a multi-hop 
network. In a single-hop network, all PRUs are located within radio line-of-sight 
and transmission range with respect to each other. In terms of network topology, 
the single-hop network corresponds to a fully connected graph where each node is 
directly connected to all other nodes and all entries of the hearing matrix are one. 
A packet transmitted by a PRU in a single-hop network can be heard by all other 
PRUs. The status of the shared channel (i.e., busy or idle) has a global meaning 
and it is generally easier for all the PRUs to keep the same consistent view about 
the status of the shared medium. 
When the radio LOS path can not be maintained by each pair of source and 
destination terminals, the network becomes a multi-hop network. In a multi-hop 
network, a user's packet may have to be relayed by other PRUs several times before 
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reaching its final destination. A PRU is not only a source or destination for origi­
nating or terminating traffic but also a relay for transient traffic. In an area where 
the regional density of the terminal is too low to carry out the store-and-forward 
operation, special purpose repeaters have to be added into the network. These re­
peaters have the same radio unit as a terminal but a different digital unit since a 
repeater does not have to interface with other user devices. 
2.3 Network Organization and Routing 
Depending on how the network control functions are assigned to the PRUs, a 
packet radio network can be operated in one of the following three modes: 
1. Single station mode, 
2. Stationless mode, and 
3. Multiple station mode. 
The basic control function performed by every PRU is to monitor the status 
of the radio links at that PRU. A operating PRU broadcasts a special "Radio-on 
Packet" (ROP) periodically to all its neighbors in order to announce its existence. 
A ROP also carries the current status information of all radio links incident at 
the PRU. The status information of a link can be such measures as the estimated 
average round trip delay between the PRU and its neighbors or the percentage of 
packets that were received correctly since the last ROP. 
Each PRU in the network maintains a local connectivity table. When a ROP 
is received at a PRU, the PRU determines the local radio connectivity using the 
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link status information in the ROP and stores the information in its own loccil 
connectivity table. The local connectivity table, therefore, constitutes the basic 
elements in building up the global network control function. 
2.3.1 Single station mode 
The single station mode corresponds to a centralized control organization. A 
PRU is designated as a station which is the master controller of the network. The 
station performs the control functions of a network such as link status monitoring, 
directory service, route setup and distribution, and other global coordination [7]. 
Each PRU periodically sends a summary of its own local connectivity table to the 
station. The station uses these tables to calculate the connectivity of the entire 
network. Therefore, the station is the only one which has the complete information 
about the network. When a new PRU wants to join the network, it will send a 
request to the station and wait for its permission. In the case when a PRU leaves 
the network (willingly or unwillingly), the station will note its absence and update 
the list of active PRUs kept by the station. 
Another important task of the station is to manage the route establishment 
between a PRU and the station as well as between two PRUs. Using the sum­
mary report provided by each PRU, the station is able to figure out the overall 
connectivity of the network and an optimal route, called the homing route, to itself 
from every PRU under its control. The station distributes these homing routes to 
every PRU. For a point-to-point routing, a PRU sends a route finding request to 
the station via the homing route before the start of the data transfer. The station 
responds to the route finding request and calculates a route based on the current 
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connectivity of the network. It then deposits the routing information to either all 
the intermediate PRUs along the route or just the sending (or receiving) PRU only. 
In the first case, the route is established by the station while in the second case, 
the sender (or receiver) is responsible for setting up the specified route by pushing 
a route setup packet through all the intermediate PRUs along the given route. 
The advantages of the centralized organization is the relatively simple design 
of an ordinary PRU. The processing and storage capabilities at each PRU can be 
greatly reduced. Only the station needs to do the route calculation functions. The 
disadvantages is that the station becomes the most vulnerable node in the network. 
The failure of the station could lead to a catastrophic failure of the entire network. 
Also, as the number of PRU increases there might not be sufficient processing power, 
storage space, or bandwidth at the station. Control packets sent from a remote 
terminal to the station might suffer an increasing delay due to the large number of 
hops. Futhermore, the PRUs near the station might experience an unusually high 
amount of traffic due to the funneling of control traffic. 
2.3.2 Stationless mode 
In contrast to the single station mode, the network could also operate without 
the control of a station in a stationless mode. The network control functions under 
stationless mode are distributed among all network participants. All PRUs share 
the same control responsibility and operate autonomously. Each PRU must be able 
to maintain and update routing and directory information. Thus, more processing 
power and storage space are required at each PRU under the stationless mode. 
Traffic routing can assume either one of two methods: broadcast routing or point-
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to-point routing. 
For broadcast routing, every packet carries an identification field which can 
uniquely identify the packet. A packet also carries the identification of the source 
and the destination PRUs. The packet is broadcasted by the source PRU over the 
shared channel to all its neighbors. A list of packet identifiers which contains the 
identifications of the most recently received packets is kept at the PRU. When 
a packet is received, its unique identifier is compared with those stored in the 
list. The packet will be discarded if a match is found, meaning that the newly 
received packet is a duplicate. Otherwise, the PRU will accept the packet and 
update its local identifier list. Next, the PRU compares the destination field of the 
packet with its own identification to see whether the packet is for itself. If yes, 
the packet will be removed from the network and delivered to the user attached 
to the PRU. Otherwise, the PRU will rebroadcast the packet to its neighbors. 
Eventually, a packet ripples through the network and reaches its final destination. 
Although broadcasting is a very robust method in distributing data among a group 
of receivers, it is obviously not an economical method for two-party communications 
in terms of the resources consumed. 
The amount of superfluous traffic in the broadcasting routing method can be 
reduced by using a hand-over counter in each packet. The hand-over counter is 
initialized to some constant by the source PRU and decremented each time by one 
at an intermediate PRU before the packet is rebroadcasted. A packet with a zero 
count will simply be dropped by all PRUs even though the final destination of the 
packet is not reached yet. Under such circumstance, an end-to-end confirmation 
scheme is necessary if a reliable and guaranteed delivery is required. 
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In the point-to-point routing, a route is established in two phases. The first 
phase is the route finding phase which is initiated by the source PRU and propagated 
outward. The second phase is the route setup phase initiated by the destination 
PRU and propagated along the reverse direction of the route finding phase. The 
flow of actual data traffic will not be started unless the above two phases terminate 
successfully. 
The routing finding phase is triggered by the broadcasting of a route finding 
packet (RFP) from the source PRU. Initially, the RFP carries the identification of 
the source and destination PRU, a route quality index (initialized to zero by the 
source PRU) and a sequence number (used to ensure its uniqueness). A hand-over 
counter could also be included as an option. When a RFP is successfully received 
at an intermediate PRU, the PRU inserts its identifier into the packet and updates 
the estimated route quality index from the source PRU upto itself, based on the 
contents of the local connectivity table stored at that PRU. When a RFP reaches 
the desired destination, a complete route is already contained in the packet in the 
form of a sequence of PRU identifiers. Since multiple copies of a RFP may travel 
along different routes to the destination PRU, the estimated route quality index in 
the arrived RFPs can be used by the destination PRU to select the most desirable 
route. 
Once a candidate route is determined, the destination PRU will start the route 
setup phase by sending a route setup packet (RSP) along the reverse direction of 
the selected route. The RSP carries an unique route number deduced from the 
identifications of the source and destination PRU. As the RSP travels backward to 
the source PRU, each intermediate PRU along the route will store the route number 
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as well as the identifiers of its immediate predecessor and successor in the routing 
table. The route setup phase terminates when the RSP arrives at the source PRU. 
In case of an unsuccessful route finding operation (i.e., the source PRU is unable to 
receive a RSP after a time-out period following the route finding phase), the same 
procedure described above will be initiated again by the source PRU until either a 
route is found or the source PRU gives up. 
2.3.3 Multiple station mode 
The multiple station mode is a compromise between the single station mode 
and the stationless mode based on the tradeoffs between network performances and 
physical operating constraints. In the multiple station mode, the control functions 
of the network are jointly shared by all stations. The network is divided into several 
control domains with one station in each domain. Each station gains the control of 
participating PRUs by attempting to assign labels to them similar to the assignment 
of homing routes in the single station mode. 
A PRU can be labeled by several stations in the multiple station mode. Two 
stations are known as neighbors if they both label a common PRU. The labeling 
relationship between a PRU and a station can last for only a limited period of time. 
A station has to relabel all the PRUs under its control in order to discover the 
absence of old PRUs and the presence of new PRUs as well as any connectivity 
changes among the PRUs. 
In order to avoid channel overloading and congestion, a station can only label a 
limited number of PRUs. Usually the stations are spread out evenly within the area 
coverage of the network so that no station can label all the PRUs and a PRU can 
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be labeled by at least one station. From the viewpoint of network management, the 
control function of a multiple station network is hierarchically distributed, whereas 
the control function of a single station network is centralized and the control function 
of a stationless network is fully distributed. 
In most networks, the role of a station is pre-assigned by network administra­
tors, such as in PRNET, during initialization. In some networks, the station status 
is determined through a distributed algorithm, for example the Linked Cluster Al­
gorithm in [9,10], so that a terminal can be promoted as a station. A network with 
this property is known as a self-organizing network. The self-organizing property 
can improve the robustness of the control functions of a network in which all the 
PRUs move frequently and the network is operated in a hostile electromagnetic 
environment such as in the military application. 
Routing in a multiple station network takes a hierarchical scheme. The basic 
concept is to maintain exact routing information regarding PRUs in the same control 
domain and only loose information regarding PRUs in other domains. Various 
schemes have been studied in the past [11,12,13,14]. The common objective is to 
reduce the storage requirement, in terms of the routing table space, at each PRU 
and to speed up the dissemination of connectivity change information. If the source 
and destination are both in the same control domain, the routing procedure is the 
same as that in the single station mode. Otherwise, the station has to collaborate 
with its neighbors to find a good route. 
For inter-domain routing, each PRU participates in two parallel procedures to 
update the routing information currently held at the PRU. One procedure updates 
the routing information to PRUs within its own control domain. The identifications 
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of the neighboring domains and the boundary PRUs through which the neighbor­
ing domains are reached are collected in the procedure. The result of this update 
procedure is a local routing table (LRT) which provides intra-domain routing infor­
mation. 
The second procedure updates the routing information to all other control 
domains. All stations in the original network are treated as nodes of a virtual 
point-to-point network. A virtual link in the virtual network is defined between two 
stations only if they jointly label a common PRU or there are direct radio contacts 
between members of the two corresponding control domains. All the stations co­
operate in monitoring and maintaining the connectivity of the virtual network by 
building up a global routing table (GRT). The entries in the GRT are the stations 
and their neighbors. The station then deposits the GRT to each PRU under its 
jurisdiction. 
When an inter-domain routing is initiated, a PRU examines its GRT to discover 
the next station and the boundary PRU adjacent to the control domain of the 
identified station along the route towards the final destination. It then examines 
its LRT to determine the neighboring PRU towards the boundary PRU and sends 
the packet to the neighboring PRU identified from the LRT. When a PRU receives 
a packet, its checks to see whether the destination PRU is within its own control 
domain. It not, the PRU will examine the GRT and LRT and repeat the above 
process to move the packet one step closer to its final destination. Otherwise, the 
packet will be treated as an intra-domain packet and routed accordingly. 
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2.4 Capture Effect 
Capture effect is the ability of the receiver to successfully receive only one 
packet in the presence of multiple packets overlapped in time at the receiver. In the 
theory of FM reception, capture effect allows a receiver to lock on to the received 
signals with the strongest power level in the presence of other lower power signals 
[15]. This type of capture is called the FM capture or power capture. 
The earliest study on the effect of power capture for a multi-access broadcast 
network was done by Roberts [16]. He assumed that the strongest signal can be 
correctly received if its power level is at least a times larger than the power of 
the second strongest signal. The parameter is called the capture ratio. Assuming 
that all the transmitters use the same transmission power and the received power 
decreases monotonically with increasing distance, the effect of power capture can 
also be described in terms of the distance from a transmitter to the receiver. That 
is, a receiver can correctly receive a packet from a transmitter located at a distance 
r from the receiver only if there are no other simultaneous transmissions within a 
distance of ar (1 < a < oo) from the receiver. 
The case of a = 1 is called perfect capture when the signal from the nearest 
transmitter is always received correctly. If a = oo the system is said to have no 
capture at all, since any other simultaneous transmission, no matter how far or 
close it is, prevents the chance of a successful reception. In [17], Metzner created 
a capture environment by separating all users into two groups, one transmits at 
a high power and the other at a low power. He demonstrated that the maximum 
throughput under the slotted ALOHA protocol can be increased from 0.368 to 0.53. 
A second kind of capture effect is made possible by the spread spectrum sig-
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nailing techniques. A receiver is able to synchronize with and lock on to the mod­
ulation pattern of one packet and reject other overlapping packets as noise. For 
packets with different modulation patterns, there will be no correlation between 
them. The receiver can lock on to the packet which arrived first. If the two packets 
use the same modulation pattern, the correlation between them is very high. The 
receiver can still capture one of them if the preamble portions of these two packets 
do not overlap at the receiver. Therefore, the spread spectrum techniques reduce 
the length of the vulnerable period, called the capture interval [3], at the begin­
ning of each packet during which the packet is susceptible to collisions with other 
packets. 
Under the spread spectrum capture effect, perfect capture is the ability of an 
idle receiver to correctly receive the first arriving packet even if subsequent packets 
arrive within an infinitesimal delay, i.e., the capture interval is infinitely small. In 
a way, the spread spectrum capture effect allows a receiver to capture a packet 
whereas the power capture effect allows a packet to capture the channel. In both 
cases, the capture effect can increase the maximum throughput of the channel by 
enabling a receiver to correctly receive what was a collided packet when there was 
no capture effect. 
2.5 Acknowledgement Mechanism 
An acknowledgement is a piece of feedback information sent from the receiver 
to the transmitter regarding whether previous transmissions were successful. In 
order to prevent from losing of data, a copy of the transmitted packet will be kept 
by the source PRU. It will not be deleted unless the source PRU is ascertained that 
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the packet has been received without error. The transmitting PRU will retransmit 
the packet if 
1. no acknowledgement is received within a time-out period after the transmis­
sion, or 
2. a negative acknowledgement is received. 
The above retransmission process is repeated until either a positive acknowledge­
ment is received or some other criterion, such as the maximum number of retrans­
mission attempts, is met. 
Generally, the acknowledgement in a packet radio network can take either an 
explicit form or an implicit form. For an explicit acknowledgement, a receiving PRU 
sends a special ACK or HACK packet or inserts the acknowledgement in a packet trav­
elling in the reverse direction. If a special acknowledgement packet is used, it may 
be transmitted on a different channel or on the same channel as the message packet. 
This type of explicit acknowledgement is called the positive acknowledgement. 
Alternatively, the acknowledgement can also have an implicit form, called echo 
acknowledgement, using the broadcasting capability of the radio channel. At an 
intermediate PRU, the rebroadcasting of the same packet at a later time to a down­
stream PRU serves as an acknowledgement to the previous up-stream PRU. Except 
for the last hop of the route, where a positive acknowledgement is still needed, echo 
acknowledgements do not consume additional bandwidth of the channel. 
The above two acknowledgement schemes are typical examples of hop-by-hop 
(HBH) acknowledgements. Some network protocols require another type of ac­
knowledgement called the end-to-end (ETE) acknowledgements. Under the ETE 
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rule, the final destination of a data packet will, in addition to the explicit acknowl­
edgement to its immediate up-stream PRU, send an explicit ACK packet back to 
the originator of the data packet. Thus, the ETE acknowledgement can be used 
when a user needs a guaranteed delivery. 
The ETE acknowledgement could also be implemented without the HBH ac­
knowledgement in the middle of the route. Under such circumstance, intermediate 
PRUs neither store nor acknowledge any transient packet. They simply broadcast 
the packet without any concern of whether the packet can be received by the next 
PRU along the route. It is the originating PRU's responsibility to keep track of 
which packet is successfully received. Therefore, only the originating PRU will save 
a copy of the packet for the purpose of retransmission and only the final destination 
PRU of the packet will acknowledge the correct reception of the packet. 
2.6 Random Access Methods 
A major challenge for the control of a packet radio network is the ability for the 
network to adapt quickly to the changing user profile and to optimize the network 
performance at the same time. As a result, the robustness of the control function 
of the network is an extremely important issue. Generally speaking, all the con­
trol functions are geared towards the management and maintenance aspects of a 
communication network. These control functions include network initialization and 
reconfiguration, message routing, congestion control, flow control, channel access 
control, naming and addressing, and so on. 
Among these control functions, the channel access control has a special influ­
ence on the overall performance of the network because it affects not only the user 
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data traffic but also the network control traffic. As a result, it often plays a limiting 
factor on the maximum achievable performance of the network. 
When a PRU broadcasts its packet, all the near-by PRUs can receive the same 
broadcasting, no matter to whom the broadcasting was intended. If two or more 
PRUs in a close vicinity decided to broadcast at the same time, portions of their 
broadcasting will be overlapped, known as a collision, in the shared channel. A col­
lision usually causes destructive interferences which prevent the packets from being 
successfully received. If some of the PRUs were smart enough to temporarily with­
hold their transmissions, the probability of a successful reception in that local area 
could have been increased. Therefore, an efficient channel access control mechanism 
is needed to regulate both the user data traffic and the network control traffic so 
that the maximum available bandwidth of the channel can be fairly allocated among 
all the users. 
For broadcast-type networks, four types of channel access methods were iden­
tified by Tobagi [18] in a recent study. They are the fixed assignment method, the 
random access method, the centralized and distributed reservation method, and the 
hybrid adaptive method. Collectively, these methods are known as the multiaccess 
methods. Choosing which method to use in not an easy task because each method 
has its own advantages; nevertheless, no one can outperform others in every aspect 
of the operating environment. 
For example, the fixed assignment technique can achieve a very high level of 
channel throughput under heavy traffic condition. Unfortunately, studies showed 
that a user's demand for the communication bandwidth is usually bi-modal [19]. 
That is, there are periods of time when a user's demand for communication is very 
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low and period of time when such demand is very high. The ratio between the peak 
demand and the average demand can be as high as 2000 [20]. A similar traffic profile 
was also observed by Shoch and Hupp [21] on a local area network with over 120 
units attached. During the periods of low demand, the packet inter-arrival time is 
usually much greater than the actual packet transmission time. Under such bursty 
input traffic, the channel utilization for the fixed assignment technique is very poor 
because the channel is allocated but not fully utilized during the periods of low 
demand. 
On the other hand, the random access technique is very effective for bursty 
traffic and the whole channel can be assigned to a single user when such needs 
arise. Also, the number of users supported by random access techniques can be 
adjusted easily. No or very little coordination among all the users is necessary in 
gaining the use of the channel. A packet which was transmitted but not successfully 
received, due to a collision with other packets, has to be retransmitted. As a result, 
under heavy traffic condition, the penalties paid for packet collisions far exceed the 
advantages gained from the simplicity in the access control method. 
The demand assign techniques can be efficient if a user's demand is in the form 
of a continuous stream. But for bursty traffic the delay is long and the overhead is 
high because explicit reservations are required before actual data transfer. 
In a typical dynamic environment using packet radio network, the random 
access techniques are perhaps more favorable than other techniques. The conjecture 
can be justified if one looks at the operating environment in which the packet 
radio network is mostly likely to be operated. In addition to the common system 
requirements reported in [3] and [22], a packet radio network should be able to meet 
25 
the following requirements as well. 
First of all, there is a constantly changing user community due to user motion. 
A user can become inactive for an extended period of time duration motion and 
reappear as an active user at a new location. The connectivity between all the active 
users also changes constantly with time. Secondly, the location of all users may 
cover a large geographical area. The distance between the source and destination of 
the traffic may exceed the communication range of a single radio unit. Therefore, 
it is possible that not all the radio units can directly communicate with all the 
other radio units. Thirdly, the radio units may be deployed in an isolated area and 
operated without an operator. Thus, simplicity is an important issue for both the 
hardware equipment and the channel access software. Fourthly, the channel access 
control should be distributed among all users such that the break down of some 
units will not damage the whole network. 
In the class of random access techniques, there are two families of protocols. 
In one family of protocols, a user does not sense the current status of the shared 
channel before transmission, such as the the ALOHA protocol [1] and the Code 
Division Multiple Access (CDMA) protocol [3]. In the other family of protocols, a 
user is required to sense the channel before transmission, such as the Carrier Sense 
Multiple Access (CSMA) protocol [23,24,25], the Carrier Sense Multiple Access 
with Collision Detection (CSMA/CD) protocol [26] and the Busy Tone Multiple 
Access (BTMA) protocol [25]. Variations of these two families of protocols are 
further characterized by the allowable time at which a packet can be transmitted, 
the actions taken by a user after sensing the channel and whether or not a user 
monitors the channel during transmission of its packet. 
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2.6.1 The ALOHA Protocols 
The ALOHA protocol is the simplest one among all the random access proto­
cols. It was first used in the single-hop ALOHA system [1]. A user in the network 
transmits a packet whenever it is ready (see Figure 2.2), A packet can be success­
fully received if all the other users remain silent throughout the entire transmission 
time of the packet. Otherwise, the entire packet or a portion of the packet will 
be collided in the channel with packets from other users. The result of a collision 
usually destroys all the packets involved and all of them have to be retransmitted. 
Since a successfully received packet is always acknowledged by the receiver, the 
sender of the packet detects a collision only after a time-out period during which 
no acknowledgement was received. To avoid the possibility of successive collisions 
during retransmission, each user of the collided packets schedules its retransmission 
into the future by a random amount of time. Usually the retransmission delay is 
sufficiently larger than the transmission time of a packet such that the merging of 
the newly generated packets and the retransmitted packets looks as if they were the 
outcomes of a single scheduling process. 
As a variation of the basic mode, the Slotted ALOHA (or S-ALOHA) [16,20,27] 
divides the time into intervals of equal length. Each interval is called a slot. The 
length of a slot is chosen to be the same as the transmission period of a packet, 
assuming that all packets are of the same length, plus the maximum end-to-end 
propagation time of a packet. The start of all transmissions have to be synchro­
nized at the beginning of a slot boundary (see the dashed, box in Figure 2.2). A 
packet arriving at a user during the middle of a slot can only be transmitted at the 





















Figure 2.2: Operations of the ALOHA protocol 
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The retransmission delay of the S-ALOHA protocol usually falls into one of the 
following two common methods. In the first method, the retransmission delay is 
geometrically distributed among the next K slots after the collision detection time­
out period. The user retransmits the packet with a fixed probability p in each of 
the following K slots. In the second method, the retransmission delay is uniformly 
distributed in the next K slots; that is, the packet is transmitted in any of the next 
K  s l o t s  w i t h  a  p r o b a b i l i t y  l / K .  
Since the retransmitted packets act as positive feedback on the offered load to 
the channel, an inappropriate selection of the retransmission delay may cause the 
channel to drift, under a small variation of the input traffic rate, to a point where 
the average number of retransmissions for each packet is very high and the effective 
channel throughput is very low [4,28,29]. Under such circumstance, the channel 
will be saturated by the repeatedly retransmitted packets and no throughput can 
be delivered by the network. 
Studies showed that the slotted network outperforms the un-slotted network 
because a packet is overlapped with other packets either in full length or not at all 
in the slotted network. The vulnerable period of a packet, in a slotted network, is 
reduced and the probability of a successful tranmission is increased compared to that 
of the un-slotted network. Nevertheless, the percentage of successfully transmitted 
packets is still low because each user starts its transmission without regarding to 
the current status of the channel. As a result, the maximum achievable channel 
throughput is only 18% for the pure ALOHA protocol [1] and 36% for the S-ALOHA 
protocol [16]. 
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2.6.2 The CDMA protocol 
The Code Division Multiple Access (CDMA) protocol [3] also belongs to the 
family of protocols which does not sense the channel before transmitting. It uses 
the spread spectrum signaling technique to modulate the carrier such that multiple 
non-interfering transmissions are possible in the same area. The basic concept of 
the spread spectrum signaling is to transmit signals which are orthogonal in both 
time and frequency domain. In the event of a collision, the overlapped signals can 
still be separated by a receiver with the help of a correlation or matching filter. As 
an example, the Time Division Multiple Access (TDMA) and Frequency Division 
Multiple Access (FDMA) of the fixed assignment techniques can be thought of 
as CDMA protocols where the signal waveforms are orthogonal in the time and 
frequency domain, respectively. 
Each PRU in the network is assigned a unique code sequence which is used to 
demodulate the received signal and recover the information carried by the signal. 
A PRU wants to transmit to another PRU must use the code sequence, known 
as the receiver-directed code, assigned to that PRU. At each PRU, a matching 
filter or correlator is responsible for examining the received signal. Once a packet 
modulated by the special code sequence is identified, the receiving PRU will lock 
on to the packet and ignore other overlapping transmissions. 
Two commonly used modulation techniques are the direct sequence pseudo-
noise (FN) modulation and the frequency hopping (FH) modulation [3]. In the PN 
modulation, each data bit of the packet is modulated by a sequence of n binary 
"chips" produced by a pseudo-random signal generator. The PN modulated packet 
is then converted to an analog signal suitable for transmission. By assigning differ­
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ent PN chip patterns to different PRUs, mutually non-interfering transmission can 
be achieved. For the FH modulation, the frequency of the carrier signal changes 
pseudo-randomly among n predetermined frequencies over time. Similar to the PN 
modulation, the orthogonal codes can be generated by assigning different hopping 
patterns at different PRUs. 
The ability of a PRU to selectively decode the modulation pattern of a packet 
depends on the signal-to-noise ratio of the packet. It also depends on the relative 
time of arrival of two signals with the same pattern at the receiving PRU. In order 
to simplify the problem, the signal-to-noise ratio is usually converted to a threshold 
on the maximum number of simultaneous transmissions (L) in the channel. When 
the threshold is exceeded, the receiver loses its ability to decode the signals due to 
a high error probability at the matching filter. In the case of L = 1, the CDMA 
protocol is equivalent to the ALOHA protocol. 
The CDMA protocol can also be slotted, similar to the ALOHA protocol. Since 
the total number of transmissions is fixed during a slot, a transmission under the 
slotted CDMA protocols can be completed without error if the number of simul­
taneous transmissions is less than L. For the unslotted case, a packet enters the 
channel at any time just like the ALOHA protocol. A successful transmission is 
possible only if the total number of transmissions in the channel is less than L 
when a packet arrives and throughout the entire transmission period of the packet. 
Table 2.1 shows the maximum achievable throughput under slotted and unslotted 
CDMA for different system capacities [30] where the throughput is the probability 
that a packet can be successfully transmitted. Also in Table 2.1, the third column 
shows the improvement of slotted operation over the unslotted operation. 
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Table 2.1: Majdmum throughput for CDMA protocols 
System Capacity Maximum Throughput Percentage 
( L )  (unslotted) (slotted) improvement 
1 0.18 0.36 100% 
9 0.42 0.57 36% 
35 0.60 0.71 18% 
2.6.3 The CSMA Protocols 
The Carrier Sense Multiple Access (CSMA) protocols, on the other hand, re­
duce the chances of collisions by requiring each user listening to the channel before 
transmission. This "listen-before-talk" concept is feasible only when the propaga­
tion time of a packet is very short compared to the transmission time of the packet. 
Otherwise, the channel status information obtained from the listening operation 
will be too old to be useful. The probability of a collision can be greatly reduced if 
all the users agree to withhold their transmissions when the channel is sensed busy. 
Variations of the basic CSMA protocols are characterized by the possible actions of 
a user after the channel is sensed busy. These variations includes: the nonpersistent 
CSMA and the p-persistent CSMA. Also, each of these variations can be slotted or 
non-slotted. 
A PRU becomes ready when it has a packet ready for transmission. The ready 
packet can be a newly arrived packet or a previously collided packet. For the slotted 
operations, the channel time is divided into slots of equal length. The length of a 
slot is the maximum end-to-end propagation delay of a packet in the network. If 
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a ready packet arrives at a PRU in the middle of a slot, the PRU will sense the 
channel at the beginning of the next slot. The packet is transmitted only if the 
channel is sensed idle. 
For the nonpersistent CSMA, a ready PRU takes the following actions after 
sensing the channel (see Figure 2.3). 
1. If the channel is sensed idle, the PRU transmits the packet; or 
2. If the channel is sensed busy, the packet is scheduled for retransmission at a 
later time after a backoff delay which is chosen from some distribution. After 
the delay, the channel is sensed again and the algorithm is repeated. 
For the persistent CSMA protocol, a ready PRU persists on transmission even 
though the channel is busy. Instead of rescheduling the packet at a future time, the 
PRU will keep monitoring the channel until the current transmission is terminated. 
At that time, the packet will be transmitted with some probability p, which give rises 
the name, p-persistent, of the protocol. The reason for introducing this probabilistic 
parameter is to reduce the chances of collisions. 
Consider the case where more than one PRU has a packet to send during the 
last busy period. All these PRUs will wait since the channel is sensed busy. If 
they all decided to transmit at the end of the current busy period, all the packets 
accumulated during the busy period will certainly collide with each other. If some 
of them were willing to wait for addition time (i.e., not to transmit right after the 
end of the busy period), the collision might be avoided. 
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Figure 2.4: Operation of p-persistent CSMA protocol 
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1. If the channel is sensed busy, then the PRU keeps on sensing the channel until 
it becomes idle and then operates as next step. 
2. If the channel is sensed idle, the PRU transmits the packet with probability p 
or, with probability (1 — p), the PRU waits for additional time, which is the 
end-to-end propagation delay of the signal in the medium, and repeats the 
algorithm. 
It was shown that the l-persistent CSMA has a better throughput performance 
when the overall offered traffic rate is low. On the other hand, the non-persistent 
CSMA has the highest throughput under a high offered traffic rate. For the p-
persistent CSMA with 0 < p < 1, the throughput-offered load performance is 
between that of the l-persistent and non-persistent CSMA [24], as expected. 
A very important parameter for the CSMA-type protocols, denoted as a, 
propagation delay of a packet a = ; ; 
transmission time of a packet 
is the ratio between the propagation delay and packet transmission time of a packet. 
For networks with a large value of a such as satellite networks, carrier sense can not 
improve the throughput performance. When the value of a approaches unity the 
maximum channel throughput of the CSMA-type protocols degrades so badly that 
it even falls under that of the ALOHA protocol [24]. The lesson to be learned here is 
that using obsolete channel status information is worse than using no information, 
i.e., the ALOHA method, at all. 
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2.6.4 The BTMA protocol 
In [25], the problem of hidden terminais in the CSMA-type protocols was raised 
by Tobagi and Kleinrock. They provided the Busy Tone Multiple Access (BTMA) 
solution to the problem. Two PRUs are hidden from each other if they can not 
communicate directly with each other. The problem arises when they both want to 
transmit to a third common PRU. The carrier sense function fails to provide the 
correct channel status information for the two transmitting PRUs because none of 
them can hear the other's transmission. As a result, a collision will be observed at 
the common receiving PRU. 
In the network with busy tone, the channel is divided into two: the message 
channel and the busy tone channel. There is also a central station which is within 
the hearing range of all the terminals. A terminal, however, is not in direct radio 
contact with all the other terminals. When a transmission is initiated in the message 
channel by any terminal, the channel status will be sensed busy by the station. The 
station then puts out a busy tone signal on the busy tone channel. The busy tone 
channel thus provides valuable status information about the message channel to 
every terminal. Any terminal who wants to transmit in the message channel is 
required to sense the busy tone channel first. If the busy tone signal is present the 
terminal should reschedule its transmission. Otherwise (the busy tone signal is not 
present which means the message channel is idle), the terminal can transmit its 
packet according the specific CSMA protocol being used. 
For a network without the central station, a PRU simply emits the busy tone 
signal when a transmission is observed in the message channel. All PRUs within 
two hops of the transmitting PRU will reschedule their transmissions because of the 
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busy tone. PRUs outside the two-hop distance will not be affected because they can 
not hear either the busy tone signal or the message signal. The advantage of using 
a busy tone is therefore to reduce the potential collisions in the local area and, at 
the same time, allow multiple simultaneous transmissions taking place in a distant 
area. 
2.6.5 The CSMA/CD protocol 
The Carrier Sense Multiple Access with Collision Detection (CSMA/CD) pro­
tocol [31] provides an even higher channel utilization than the CSMA protocol by 
imposing the "listen-while-talk" policy. However, because of its stringent require­
ment on the relative short propagation delay compared to the packet transmission 
time, the CSMA/CD protocol is used more often in a bus-type Local Area Network 
(LAN) environment, such as the Ethernet [26], than in a radio network. In fact, due 
to its superior performance, the CSMA/CD protocol has recently been considered 
by the IEEE 802 Committee as one of the standard protocols for LANs [32]. 
In terms of channel usage, the pure CSMA protocol is inefficient because the 
shared channel becomes unusable for the entire duration of the packet transmission 
time when two packets collide. Since the packet transmission time is usually longer 
than the end-to-end propagation delay, the wasted amount of time can be significant. 
If a terminal listens to the channel while transmitting, the event of a collision can be 
detected quickly by comparing the signal received from the medium and the signal 
just transmitted by the terminal. In the event of a collision all terminals involved 
in the collision should abort their current transmissions immediately so that a new 
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Figure 2.5: Operations of the CSMA/CD protocol 
39 
As an option to the CSMA/CD protocol, all terminals involved in the collision, 
which are the only ones capable of telling whether there is a collision, can send a 
jamming signal on the channel such that the rest of terminals can be informed of the 
collision. Since the CSMA/CD protocol uses the same carrier sensing strategies as 
the CSMA protocol, the same variations, including nonslotted or slotted and non-
persistent or p-persistent, are also applicable to the CSMA/CD protocol. Figure 2.5 
illustrates the flow diagram of the CSMA/CD protocol. Note that the carrier sense 
box is the same as that found in the previous CSMA flow diagrams (Figures 2.3 
and 2.4). The delay box is used to synchronize the transmission at the beginning 
of the next slot for the slotted version. The wait for acknowledgement box for the 
CSMA diagram is no longer needed and is replaced by the collision detection box. 
More detailed descriptions and performance analysis of the CSMA family protocols 
can be found in [33]. 
2.7 Channel Performance Measures 
In evaluating the channel performance under various access protocols, two mea­
sures are commonly used. They are the average packet delay and the channel 
throughput. Other measures such as the fairness and robustness of the channel ac­
cess method and the ability to adapt to varying traffic rates have been considered, 
too. 
The average packet delay is defined as the average elapsed time between the 
arrival of a packet at the originating PRU and the successful reception of the packet 
at its destination PRU. It includes the packet transmission time, propagation time, 
and average retransmission delay, if any. 
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In general, throughput is defined as the average amount of data traffic, mea­
sured in bits per second, passing through a given point of a network. Since data 
may be corrupted during transmission, throughput includes only those error-free 
data. When the network is operating in its steady state, the input data rate and 
output data rate are the same. Therefore, throughput of a steady state network 
can be measured as the average number of bits per second either entering or leaving 
the network. 
For broadcasting networks like radio and local area networks, there is only one 
single channel shared by all users. Although data traffic may enter or leave the 
network at many locations, from the view point of the entire network, there is, 
however, only one stream of data traffic which is the combined traffic carried by the 
shared channel. If we observe the activities in the channel, we will find that there 
are alternating busy periods and idle periods with random length. The channel is 
busy when there is at least one packet propagating in the channel. The idle period 
is when there is no packet in the channel. The concatenation of a busy period 
followed by an idle period is called a channel cycle. Depending on the number of 
packets offered to the channel and the channel access method currently used, a busy 
period may or may not result in a successful packet transmission. 
Therefore, throughput for such networks can be measured as the fraction of 
time the channel carries error-free data. In a network where the channel time is 
slotted and transmission is allowed only at the beginning of a slot, the above defini­
tion of throughput is equivalent to the probability that a transmission is successfully 
received without errors by the intended receiver in a time slot. 
The maximum achievable throughput of the channel under various channel 
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Table 2.2: Channel capacity of Random Access Protocols 
Protocols Channel Capacity 
pure ALOHA 0.184 
slotted ALOHA 0.368 
1-persistent CSMA 0.529 
slotted 1-persistent CSMA 0.531 
0.1-persistent CSMA 0.791 
non-persistent CSMA 0.815 
0.03-persistent CSMA 0.827 
slotted non-persistent CSMA 0.857 
perfect scheduling 1.000 
input rates is called the channel capacity. The channel input rate includes both the 
newly arrived packets and the retransmitted packets due to previous unsuccessful 
transmissions. Table 2.2 shows some of the well known results [24] of channel 
capacities under different random access protocols as well as a perfect scheduling 
protocol. The results shown in Table 2.2 were obtained based on the single-hop 
model where every PRU is within line-of-sight and transmission range of the other 
PRUs. The resulting topology of the network corresponds to a fully connected 
graph where each node is directly connected to all other nodes in the network. 
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3 SINGLE-HOP PACKET RADIO NETWORKS 
3.1 Introduction 
Recently, increased interests in the applications of packet switching radio net­
works have pointed out a way to provide secure and survivable communications in 
a highly dynamic environment. The primary feature of a packet radio network is 
the mobility of each radio unit. As a consequence, the topology and, hence, the 
connectivity between users change over time. The ability of the network to provide 
satisfactory services to its users becomes a challenge to network designers. Packet 
radio networks, unlike traditional wired networks, have two distinct properties: the 
packet broadcasting property and the medium (channel) sharing property. In addi­
tion, the absence of a physical connection between two users makes the packet radio 
network suitable to provide services in a large area in which users move frequently 
and the density of user in an area changes constantly. 
In this chapter, we discuss the throughput of a single-hop packet radio network 
which has a finite number of randomly distributed mobile users in a large area. An 
example of this type of network is the Combat Net Radio (CNR) in the military 
command and control system [34] where a number of 2 to 50 radio transceivers, each 
one controlled by a microprocessor, share a single narrow band channel to carry the 
battlefield data communication traffic over a limited geographic area. 
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Another example is the Cellular Mobile Phone System [35] which has drawn 
the attention of many researchers during the past decade [36,37,38]. In the cellular 
mobile phone system, the entire service area is divided into several autonomous 
geographical zones, or cells, with a control station located at the center of each 
zone. All the control stations are stationary while users of the system are allowed 
to move freely within a cell or from one cell to another. Communications between 
control stations are through a ground cable network which has a fixed topology and 
serves as the backbone of the radio network. Users in the same cell communicate 
with each other through the central control station. Communications between users 
in different cells will be routed through the backbone network. When a user starts 
a call in one cell and then moves to another cell, a mechanism for hand-off control 
will be needed between the two control stations involved. 
For analyzing the performance of the network, we propose a network model with 
a single stationary station and a number of randomly distributed mobile terminals. 
The location of a terminal is specified in terms of the distance distribution of the 
terminal with respect to the station. All terminals communicate with the station 
using the S-ALOHA protocol [16]. The power level of a packet is assumed to 
decrease monotonically as the distance travelled by the packet increases. When two 
or more terminals transmit in the same time slot, a terminal captures the channel if 
the power level of its packet at the station is sufficiently larger than the sum of power 
of other packets. As a result, terminals near the station will have better chances to 
capture the channel and therefore have higher throughput. It is our interest here 
to examine the variation of throughput as a function of distance and other capture 
parameters in order to estimate the maximum throughput of the network as well 
44 
as the optimal boundary of the service area of the network. 
In Section 3.2, we describe in more detail the network model in terms of user 
distribution, channel access method, channel propagation characteristic and the 
capture effect. The methods used to analyze network throughput are discussed in 
Section 3.3. Then, we will apply the analytical results to two example networks 
with different distance distributions in Section 3.4. 
3.2 The Single-hop Network Model 
3.2.1 User distribution 
We assume that each user in the network is equipped with a packet radio 
terminal which can be moved as a user travels within the service area of the network. 
We therefore use both the words "terminal" and "user" interchangeably to refer to 
a network participant. All the traffic are directed toward the stationary central 
station which, upon successful reception of a packet, will retransmit the packets 
to their intended destinations on a separate channel. The topology of the radio 
network is similar to that of a star network except that the actual location and 
orientation of a terminal, with respect to the central station, can be varied due to 
the motion of a user. 
Assume that the central station is located at the origin of the polar coordinate 
and let R and 0 be the distance and angle, respectively, of a terminal measured from 
the central station. Since a user is allowed to move, both R and 0 can be modeled 
as random numbers with some probability distribution functions. Furthermore, the 
random variable 0 is assumed to be uniformly distributed in the interval [0, 27r], 
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since a user is equally likely to be in any direction. As for the distribution of R, 
denoted as FJ^{R) = PT{R < r-}, we will leave it unspecified at this moment and 
will study its influence on the performance of the network later in this chapter. 
3.2.2 Channel access method 
We assume that the network operates on two separate channels: an inbound 
channel and an outbound channel. The inbound channel is a multi-access channel 
which is shared by all the terminals and carries data traffic from terminals to the 
station. The outbound channel is a dedicated channel which is used solely by 
the station to rebroadcast data packets, which were successfully received from the 
inbound channel, to all terminals. Therefore, the behavior of the outbound channel 
depends on that of the inbound channel. As a result, we will focus our attentions on 
the activities on the inbound channel and calculate the network performance based 
on that channel. 
The time in the inbound channel is assumed to be slotted and the multi-access 
method used in the inbound channel is the Slotted ALOHA [16]. The size of the 
time slot is equivalent to the time required to transmit a fixed size packet plus the 
maximum propagation time of a packet from a terminal to the station. 
We assume that each terminal transmits a packet with probability p at the be­
ginning of every slot independent of other terminals. In other words, the combined 
traffic, including the newly generated packets and the rescheduled ones, forms an in­
finite queue of packets at each terminal [39] and the head of the queue is transmitted 
in each slot with probability p. This assumption is equivalent to the heavy traffic 
assumption commonly seen in the literature on the ALOHA-type network with 1/p 
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corresponding to the input traffic rate (packets per second) of a user [40,41]. 
3.2.3 Propagation characteristics of the channel 
We assume that all the packets are transmitted with the same power level but 
are received at the station at different power levels due to attenuation and fading of 
signals in the channel. Also, we assume that the transmission antenna of a terminal 
and the receiving antenna of the station are equally effective in all directions. In 
other words, the transmission and receiving profile of an antenna is assumed to have 
an isotropic pattern and the antenna is said to be omnidirectional [42]. Therefore, 
the received signal power level at the station is assumed to be independent of the 
direction of the transmitting terminal. 
The relationship between the received signal power and the distance between a 
transmitter and a receiver is assumed to follow an inverse power law. Theoretically, 
in free space (i.e., vacuum) the received signal power is proportional to the inverse 
of the square of the distance between a transmitter and a receiver. In general, the 
received power depends on the transmitting power Py, the gain characteristics 
of the two antennas, the impedance loading at the receiver, the polarization of the 
receiving antenna with respect to the incoming signal and the alignment between 
the two antennas. For a pair of matched antennas, and PJ< has the following 
relationship [43]: 
where A is the wave length of the carrier signal, r is the distance between the two 




On the ground environment, an electromagnetic signal propagating in the at­
mosphere attenuates more severely with increasing distance than in the free space. 
The attenuation is due to both the diffraction and the multi-path fading phenom­
ena of the radio signal. Although different frequency components have different 
attenuation factors, the variation of signal strength due to frequency variation is, 
nevertheless, much less than that due to terrain variation on the ground [3]. In 
[44, Chapter 2], Rendink showed that the received power over a smooth ground 
surface can be modeled as: 
Pg = fyGrCg (3-2) 
with hj! and being the height of the transmitting and receiving antennas. 
For areas with an irregular surface, the received power varies with the 
distance in a general form as: 
P^ = 6r-°, a>2 (3.3) 
where h is related to the transmitting power and the processing gain of an antenna, 
and a is a parameter determined by the electromagnetic environment. In the free 
space, we have an ideal propagation model with a = 2. On the ground, the value of 
a ranges from 2 to 5 with a higher value in urban and suburban areas and a lower 
value in natural terrain [3,45,46]. 
3.2.4 Capture effect 
In any time slot, the station under the Slotted ALOHA protocol is exposed 
to a random number of transmissions from all terminals. From the view point of 
the station, capture effect is its ability to lock onto a particular packet and treat 
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other packets as noises when two or more packets were transmitted in the same time 
slot. The event when more than one packet is transmitted in the same time slot 
is known as a collision because all the packets involved will overlap each other in 
time at the station. From the viewpoint of a terminal, capture effect is the ability 
of a terminal to capture the shared channel in the presence of other competing 
terminals. Depending on the capture capability of the station, one or none of the 
packets involved in a collision can be correctly received. 
We assume that the channel itself is free of errors. The only source of errors 
is due to a collision of packets in the channel. In the presence of a collision, the 
total signal power received at the station is the sum of power of each individual 
packet. The total received power therefore depends on the number of simultaneous 
transmissions, the distances of all transmitting terminals to the station, and the 
propagation characteristics of the signal in the channel. 
We assume that a packet from a terminal can be successfully received only if 
the signal power of the packet, measured at the station, is at least c times greater 
than the sum of the others. Suppose that there are n packets transmitted in a given 
slot. Let f jg be the signal power of the i-th packet at the station. Then, a packet, 
for example the fc-th packet, can be captured by the station if 
> c X f; c> 1 (3.4) 
i=l 
i^k 
Since all the packets which are not captured by the station are treated as noise, 
the constant c represents the minimum signal-to-noise power ratio required by the 
station. When the signal-to-noise power ratio of a packet is less than c, the packet 
can not be received correctly due to the high error probability in the detection 
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process at the station [47]. 
It can be shown that the above capture model allows at most one packet to be 
captured by the station. Also, if a capture does occur, the packet to be captured is 
the one whose signal power at the station is the strongest one. We will establish the 
proofs by assuming n simultaneous transmissions are scheduled at the same time 
slot. Let 
f jg = the received signal power of the z-th packet 
Assume that both packets j and k satisfy the capture condition in Equation 3.4, 
i.e., 
n 
Yn = ^2 — total power received at the station due to n transmissions 
i=l  




4 + 4 < (3.6) 
Since c > 1, Equation 3.5 becomes 
which can be further reduced to 
Summing the above two expressions, we get 
4 + 4  >  
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which clearly violates the assumption in Equation 3.6. Therefore, we conclude that 
at most one packet can be captured by the station in any time slot. 
Next, assume that packet k is the only one satisfying the capture condition in 
Equation 3.4. Since the signal-to-noise power ratio c is greater than one and each 
individual signal power is a positive quantity (Pj^ > 0), we have 
4 > '{Vn-Ph) 
> (Yn-P^) 
= Pr + PR + '-' + P^^ +P^^ + --- + PR (3.7) 
From Equation 3.7, it follows immediately that > Pj^ for all i, i ^ k, i.e., the 
packet captured by the station is the one with the strongest signal power at the 
station. 
3.3 Mathematical Formulation 
3.3.1 Distribution of the received signal power 
For the propagation model described in Section 3.2.3, the received signal power 
Pjl is related to the distance r between a terminal and the station by: 
Pj^ = hr a>2 (3.8) 
In urban and suburban areas where a packet ratio network is most likely to be 
operated, a typical value for a is 4 according to Binder et al. [2]. In a network where 
all terminals transmit with the same power and use the same type of antenna, b 
can be taken as a constant. Without loss of generality, we can define a normalized 
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received power x as 
such that 
X = (?) a (&9) 
where rg is the distance of a transmitting terminal which yields a unit amount of 
normalized signal power at the station. 
Since the distance of a user to the station can be modeled as a random variable, 
the normalized power received at the station from a user can also be modeled as a 
random variable. Assume that all the users move independently and they all have 
the same distribution for their distances to the station. Then, the normalized re­
ceived power for all the users will also be independently and identically distributed. 
Let R and X be the random variables representing the distance and normalized re­
ceived power, then the corresponding cumulative distribution functions, denoted as 
F^(r) and and probability density functions, denoted as and 
are: 
From Equation 3.9, the probability density functions for R and X are related to 
= Pr{i2 < r} 
^Xi^) - < z} 
and 
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each other by (see, for example, Ross [48]): 
dr /x(®) = X 
For a = 4, we get 
dx (3.10) 
(3.11) 
Let be the total signal power at the station due to k simultaneous trans­
missions. Then 3^, the sum of k independently and identically distributed random 
variables, is also a random variable. The distribution function for can be found 
by convolution [49] as: 
+ ^ 2 + < x} 
' 1, if fc = 0 
Fy(®) ®-Pjf (®) <S> • • • <Si-Fjjf (®), if fc > 1 (3.12) 
W ' 
k times 
where the symbol (g) stands for the convolution operation defined as: 
foo 
if <B> 5)(®) = Jg /(® - u)g(u) du (3.13) 
For the ease of notation, we will use F®^{x) to represent the fc-fold convolution of 
Fj^{x) with itself in Equation 3.12. 
3.3.2 Throughput of a terminal at distance r 
From a terminal's point of view, end-to-end throughput, or throughput in short, 
is the amount of traffic transmitted by the terminal and received at its intended 
destination without errors per unit time. It was assumed in Section 3.2.2 that all 
terminals transmit their packets toward the central station on the shared inbound 
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channel and the station forwards a successfully received packet to the final desti­
nation on a separate outbound error-free channel. As a result, throughput of a 
terminal can be viewed as the success probability of the terminal to transmit a 
packet to the station over the inbound channel in a time slot. 
Consider a terminal T located at a distance r from the station. Let S{r,k) 
be the conditional probability that a packet transmitted by T can be successfully 
received at the station given that there are totally k simultaneous transmissions in 
a single time slot; i.e., 
S(r, k) = Pr{successful transmission from r |  k simultaneous transmissions} 
Since a packet can be successfully received only when the capture condition in 
Equation 3.4 is satisfied, the conditional probability S{r, k) becomes: 
with Xj being the power level of a packet, measured at the station, which was 
transmitted by terminal i. Substituting for the sum of (fc — 1) random signal 
powers, Equation 3.14 becomes 
k 





From Equation 3.12, the above equation reduces to: 
^(r,*:) = Pr{yj^_l < xq} = Fy^_^(a:o) = (316) 
where 
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is the sum of signal powers at the receiving station strong enough to cause destruc­
tive interference to the packet under consideration. 
Un-conditioning on the number of simultaneous transmissions k, the probability 
5(r) that a packet transmitted from distance r can be successfully received is: 
M 
6'(r) = ^ S{r,k) X Pr{t simultaneous transmissions} (3.17) 
6=1 
where M is the total number of terminals in the network. Since a terminal transmits 
independently of others with a probability p at the beginning of a slot, the total 
number of transmissions in a slot, therefore, follows a geometric distribution. The 
probability that exactly k simultaneously transmissions in a slot is: 
Pr{fc simultaneous transmissions} = ^ ^ ^  p^(l — p)^~^ (3.18) 
Finally, substituting Equations 3.16 and 3.18 into Equation 3.17, the success prob­
ability S{r), i.e., the throughput of a terminal located at r is: 
f(r) = - (3.19) 
3.3.3 Throughput of the network 
Since the distance of a terminal is distributed with a density of /^^(r), the 
average throughput of a terminal is the throughput S{r) weighted by the distance 
distribution as: 
S — average throughput of a terminal 
fOO J fOO Q Sir)fji{r)dr 
= I, l( " ) r [i (?)') * 
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It was proved in Section 3.2.4 that at most one packet meets the capture condition 
in a time slot. As a result, the throughput of the network, or the throughput of the 
shared inbound channel, in a time slot is the throughput of a terminal in the same 
slot. Therefore, the weighted average S in Equation 3.20 is the throughput of the 
network. 
In summary, given a distance distribution function F^(r) of a mobile user and 
a propagation model for the radio signal in the channel as in Equation 3.9, the 
distribution of the received signal power at the station can be calculated. From the 
distribution of the signal power and the capture model of the central receiver, the 
throughput of the network can be evaluated by using Equations 3.19 and 3.20. 
3.4 Applications 
In this section, we will apply the analytical results in Section 3.3 to estimate the 
throughput of two single hop packet radio networks. These two examples correspond 
to two networks where the distance distribution of a user, Fj^{r), results in: 
1. a quasi-const ant traffic density within a unit circle, and 
2. a bell-shaped traffic density peaked at some distance. 
3.4.1 Example 1: Quasi-constant traffic density 
For the first example, the distance R has the following distribution functions: 
(see Figure 3.1): 






2 2.5 0 0.5 1.5 3 1 
Distance, r 
Figure 3.1: Distance distribution functions. (The solid and dotted curves 
correspond to the two density functions in Equations 3.21 and 
3.30 for the networks in Example 1 and 2, respectively.) 
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= Jq fRi^) dt = erf r2 j (3.22) 
where erf (x) is the error function known as: 
erf (r) = f e ^ dt 
^ ^ y/ïr Jo 
The mass of the distribution of R in the interval (r, r + dr) is /^(r) dr which 
corresponds to the mass of the distribution inside a belt of radius r and width dr. 
As a result, the mass density, mass per unit area, of the distribution at r is: 
If a terminal transmits a packet with a fixed probability in each slot, then the traffic 
density of the network at a distance r, i.e., the traffic generated by all terminals 
within a unit area located at a distance r from the central station, is proportional to 
m[r). As seen from Figure 3.2, the mass density m{r) is almost constant within the 
unit circle and falls off rapidly outside the unit circle. Therefore, the distribution 
of R yields an almost constant traffic density inside the unit circle. This type of 
traffic density can be applied to the Cellular Mobile Phone System [38] with each 
cell corresponding to a unit circle. 
From Equations 3.9 and 3.11, the probability density function /jf (®) (see Fig­











0 0.5 2 2.5 1 1.5 3 
Distance, r 
Figure 3.2: Mass distribution functions. (The solid and dotted curves cor­
respond to the two density functions in Equations 3.23 and 
3.32 for the two networks in Example 1 and 2, respectively.) 
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where rg is the distance of a terminal from which a transmission will yield a unit 
amount of normalized power at the station and erfc (r) is the complementary error 
function defined as erfc(œ) = 1 — erf(a:). 
For the distribution function of the sum of power of n random signals, 
we will calculate the convolution (Equation 3.13) indirectly through Laplace trans­
form. By definition, the Laplace transform of a piecewise continuous real-valued 
function h{x) of the real variable r (0 < r < oo) is: 
roo 
C [^(ï)] = g(s) = Jq e ^^h{x) dx 
0 
It was shown in [50] that the following two functions constitute a valid Laplace 
transform pair: 
k _ 3/2 exp -• exp(-6\/â) (3.26) 2\/ïf \ 4® 
With k — ^y/^rQ, the Laplace transform of /^(®) becomes: 
^[/A'(®)] = Gxp 
Since convolution in the œ-domain corresponds to multiplication in the s-domain, 
the Laplace transform of f®^{x) is: 
jci/flx)! = exp -• Vs 
n 
= exp — tiy/rri nA 
Using the inverse transform in Equation 3.26 with k = ^n-s/îrrQ, the n-fold convo­
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Normalized power, x 
Figure 3.3: Normalized power distribution functions. (The solid and dot­
ted curves correspond to the two density functions in Equa­
tions 3.24 and 3.33 for the two networks in Example 1 and 2, 
respectively.) 
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Then, the cumulative distribution function for the sum of power of n random signals 
is: 




the above integration reduces to: 
roo 2 _y2 
with b = _ nr^ fW 
4 \  X 
= erfc "•^'O 
4 y X (3.27) 







k=l )(?)''»-{k -\)y/cTZ 2 P) M—k (3.28) 





erfc (I (3.29) 
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In Figure 3.4 and the subsequent figures, the throughput is plotted for a network 
with M = 15 users and c = 2. It is shown that the throughput of a terminal, 
under different transmission probabilities, decreases steadily as its distance from 
the station increases from r- = 0 to about r = 1.5. Beyond r = 1.5, the throughput 
is kept at a relatively constant level, independent of the distance. In addition, under 
a low transmission probability, the constant throughput of a terminal has a higher 
value than that under a high transmission probability. Given the capture model as 
we described before, one might expect that the throughput of a terminal will become 
diminishingly small when the terminal moves far away from the station. As we've 
seen from Figure 3.4, the above expectation is correct only when the transmission 
probability is high. 
For a small transmission probability, the shared channel is lightly loaded. The 
balance between the average number of simultaneous transmissions in a slot and 
the sum of their signal strength at the station results in a constant throughput for 
terminals at a larger distance. For example in Figure 3.4, there are, on the average, 
1.5 packets transmitted in a single slot when the transmission probability is 0.1. 
The resulting throughput for a remote terminal is about 0.345. 
Figure 3.5 shows the variations in throughput for terminals located at four 
different places, corresponding to r = 0.5, 0.8, 1.0, and 1.2, when the transmis­
sion probability is changed from zero to one. It is clear that terminals near the 
station have higher throughput than terminals away from the station. However, 
the throughput decreases rapidly, even for terminals near the station, when the 
transmission probability approaches one. The reason is the large amount of traffic 






0 0.5 2 1 1.5 2.5 3 
Distance from the station, r 
Figure 3.4: Throughput vs. distance in Example 1. (The four curves cor­
respond to Pi = 0.1, p2 = 0.2, P3 = 0.3, and p^ = 0.4, respec­
tively.) 
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decreases the probability of a successful transmission. 
For the network as a whole, Figure 3.6 shows that, as the transmission prob­
ability is increased from zero to one, the throughput increases initially, reaches its 
maximum value of Smax = 0.487 at p* = 0.088, and then decreases after that. The 
value p* is the optimal transmission probability which maximizes the throughput. 
Compared to the maximum throughput of 0.36 for an S-ALOHA network with­
out capture, the capture effect in our model has an improvement of 35.3% in the 
maximum throughput. 
When the total number of users is increased from M = 15 in Figure 3.6 to 
M = 50 in Figure 3.7, similar variations in throughput are obtained. The difference 
between these two figures is that the maximum throughput of Smax = 0.477 for 
the latter occurs at a smaller transmission probability of p* = 0.027. In Figure 3.8, 
we show the variations of Smax and p* with respect to the number of users M. 
It is seen that Smax is relatively insensitive to M for Af > 5. The products 
of p* and M for M = 1, 2, ..., 50 are averaged at 1.32, which means that the 
network achieves its best throughput performance when there are, on the average, 
1.32 packets transmitted in a single slot. 
3.4.2 Example 2: Bell-shaped traffic density 
For the second example, the distance of each user in the network has the 
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Transmission probability, p 
Figure 3.5: Throughput vs. transmission probability in Example 1. (The 
four curves correspond to ri = 0.5, rj = 0.8, = 1.0, and 





0.2 0.6 0.8 0 0.4 1 
Transmission probability, p 
Figure 3.6: Average throughput for M = 15 in Example 1. (The maximum 
throughput Smax — 0.487 occurs at an optimal transmission 
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Transmission probability, p 
Figure 3.7: Average throughput for M = 50 in Example 1. (The maximum 
throughput Smax = 0.477 occurs at an optimal transmission 







50 35 40 45 25 30 20 
Number of users, M 
Figure 3.8: Optimal throughput performance under different number of 
users in Example 1. (For each M, tmax is the maximum 
throughput achieved under the optimal transmission probabil­
ity Pnax- The products of M and p^ax for each M are averaged 
at 1.32.) 
69 
As before, the quantity rg is the distance from which a transmission by a terminal 
will yield a unit amount of normalized power at the station. It can be shown that 
the peak of the density function is located at tq. Also, similar to the previous 
example, the mass density of the distribution at a distance r is (see Figure 3.2 on 
page 58): 
Since the traffic density at r is proportional to m(r), this particular distribution 
results in a bell-shaped density function as seen in Figure 3.2. 
The probability density and cumulative distribution function for the normalized 
signal power at the station are (see Figure 3.3 on page 60): 
(3.32) 
fxM = (3.33) 
(3.34) Fx(x) = 1 _ e-5«/4 
The Laplace transform of /jf (aj) is: 
For the density function of the sum of power of n signals, /^^(z), its Laplace 
transform is: 
£ [/|' '(®)] = [9{x)f = (5 + 0 
Using the inverse relation of the following transformation pair 
we have 
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It follows that the cumulative distribution of the sum of power of n signals is: 
fr(«) = f/rw'" 
dt (3.35) (n-1)! 
The above integration can be simplified by repeatedly using the following identity 
equation: 
r dt = + -  Tt Jo a a Jo 
As a result, Equation 3.35 becomes 
5\n 1 
0 
^ \4/ (n-1)! (5/4)" j=o("-l-i)!(5/4)-?'^ 
= I c-5a;/4^^ (5a;/4)"^ •? ^ 
y::b (" ' i)' (3.36) 
Finally the throughput 6'2(r) of a terminal at r in this example is (see Figures 3.9 
and 3.10): 
M 
p\l-p)M-k -5r4/4cr4 (5r^/4c/)^-J-2 
j=0 (& --J - 2)! 
(3.37) 
And, the average throughput S2 of the network is (see Figure 3.11) 
roo 
^2 = /q 
1_ -5r^/4cr4 (5r^/4c/)^-;-2 
j=0 ~ J ~ 2)! 




It is interesting to see in Figure 3.9 that a terminal can be in one of the two 
throughput states determined by its distance from the station. For a terminal with 
a distance less than 0.5, the throughput is maintained at an almost constant high 
level. For a terminal with a distance greater then 1.0, the throughput drops to a 
lower level. Similar to what we have explained in the previous example, the low 
throughput state is a result of the combination of the average number of simulta­
neous transmissions and the signal strength of each packet at the station. 
The existence of the high throughput state can be explained from the distance 
distribution of the terminal. In Figure 3.1 (on page 56), we saw that there is a 
depletion region corresponding to the area enclosed by a small circle with a radius 
of 0.6 centered at the station. A terminal has a very small probability to be found 
in that depletion region. However, once a terminal is in the depletion region, a 
packet transmitted from the terminal will be received by the station with a very 
high power level, due to the inverse power propagation law. As a result, the packet 
will have a good chance of being captured by the station. Therefore, a terminal in 
the depletion region has a very high throughout. 
The two throughput levels in Figure 3.9 depend on the transmission probabil­
ity, too. The value of the high throughput level is larger for higher transmission 
probabilities. On the contrary, the value of the low throughput level is larger for 
lower transmission probabilities. For a terminal in the depletion region, its signal 
can dominate the shared channel. As a result, the throughput of the terminal is 
higher if the terminal transmits more frequently. Outside the depletion region, the 
throughput is higher for lower transmission probabilities because a lower transmis­
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Figure 3.9; Throughput vs. distance in Example 2. (The four curves cor­
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Figure 3.10: Throughput vs. transmission probability in Example 2. (The 
four curves correspond to = 0.5, r2 = 0.8, = 1.0, and 
r4 = 1.2, respectively.) 
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interference power at the station. 
For the average throughput in Figure 3.11, we again have a hill-climbing curve 
similar to that in Figure 3.6. The maximum throughput of Smax = 0.4539 was set 
by an optimal transmission probability of p* = 0.081. The throughput is reduced 
significantly to less than 10% of its maximum value when p is greater than 0.37. 
Compared to the previous example where the throughput is reduced to 10% of its 
maximum value for p > 0.72, the performance of the second network is inferior to 
that of the first network under a high traffic volume. 
Finally the variations of the maximum throughput and optimal transmission 
probability with respect to the number of users in the second network are plotted 
in Figure 3.12. The products of M and p* for M = 1, 2, ..., 50 are averaged at 
1.216, which again shows that the second network is inferior to the first network 
under a heavy traffic. 
3.5 Summary 
In this chapter, we have studied the throughput performance of a single-hop 
packet radio network under the slotted ALOHA channel access method and a cap­
ture model which depends on the signal strength of all packets transmitted in a 
time slot. All the terminals were assumed to have the same transmission probabil­
ity p in a time slot. The distance between a terminal and the station was modeled 
as a random number with a known probability distribution function. The signal 
strength of a packet was assumed to decrease monotonically with the distance it 
travelled in an inverse power law. 
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Figure 3.11: Average throughput for M = 15 in Example 2. (The maximum 
throughput Smax = 0.4539 occurs at an optimal transmission 
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Figure 3.12: Optimal throughput performance under different number of 
users in Example 2. (For each M, tmax is the maximum 
throughput achieved under the optimal transmission probabil­
ity Pmax- The products of M and Pmax for each M are averaged 
at 1.216.) 
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the received signal strength at the station. Then, under the capture model, the 
throughput, defined as the probability of a successful transmission in a time slot, was 
calculated for two example networks with different distance distribution functions. 
The first example modeled a network similar to the cell-structured Cellular Mobile 
Phone System. The second example modeled a network with a depletion circle 
around the station and a bell-shaped density function for users outside the depletion 
circle. 
It was shown that both networks have an ALOHA-style throughput perfor­
mance when the transmission probabiUty is changed from zero to one. The use of 
a distance distribution function is suitable to model a network with mobile users. 
The capture effect actually improved the maximum achievable throughput by al­
lowing a packet of sufficient signal strength to capture the channel, when there are 
more than one transmissions in the same time slot. The maximum throughput is 
relatively insensitive to the number of users in a moderately-sized network with up 
to 50 users and is achieved when there are, on the average, 1.2 to 1.3 transmissions 
in a single time slot. 
We have to point out that the analytical results obtained in Section 3.4 were 
based on a proper choice of parameters and the distribution function. For an arbi­
trary distance distribution, the A-fold convolution integral in Equation 3.12 quickly 
becomes intractable when k is greater than 3. Under such cases, we can use the 
Monte Carlo method to simulate the position of all the users and their activities in a 
time slot. For all the packets received at the station, we can determine which packet 
has enough signal strength to meet the capture requirement and hence whether there 
is a successful transmission in the time slot. 
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4 MULTI-HOP PACKET RADIO NETWORKS 
4.1 Introduction 
In this chapter, our interests will be focused on the throughput and one-hop 
progress of a multi-hop packet radio network with randomly distributed users. In 
a multi-hop packet radio network, not all the terminals can communicate directly 
with all the other terminals. Terminals at different locations may have different 
views about current status (busy or idle) of the channel. It is possible to have 
successful simultaneous transmissions for terminals separated by at least two times 
the effective transmission range of the terminais. The normalized throughput of 
the network, defined as the average number of successful transmissions per unit 
time, could have a value greater than one. A more useful definition of throughput 
will be the average number of successful transmissions per unit time achieved by a 
single terminal. Equivalently, the throughput of a terminal can be defined as the 
probability of having a successful transmission during a time slot in a time-slotted 
network. 
The expected one-hop progress [51] is the distance travelled by a successfully 
transmitted packet toward its final destination. The one-hop progress is an im­
portant performance measure because a packet in a multi-hop network normally 
requires several s tore- and- forward operations by intermediate PRUs before reach­
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ing its final destination. If the expected one-hop progress can be maximized, the 
number of store-and-forward operations, and hence the delay of a packet, can be 
reduced. 
Generally speaking, a long range transmission using a high transmission power 
is desired because it can move the packet closer to its destination in one hop. In 
addition, a long range transmission increases the probabihty of finding an interme­
diate receiver due to its large area coverage compared to the smaller area coverage 
under a short range transmission. Unfortunately, since the channel is shared by all 
users, a high transmission power causes stronger interference to near-by users over 
a larger area. As a result, the probability of a successful reception for other users in 
the near-by area will be reduced. It is expected that there is a compromise between 
the user density in the area and the transmission power so that both the optimal 
local throughput and one-hop progress can be achieved. 
In Section 4.2, we review some of the network models used by other researchers. 
Section 4.3 sets up our model for randomly distributed users and the channel propa­
gation characteristics. Section 4.4 discusses the conditions and the probabilities for 
a successful transmission based on locally available information about the channel. 
Finally, Section 4.5 discusses some of the results for the throughput and one-hop 
progress of a terminal under different system parameters. 
4.2 Review of Previous Models 
A network model with randomly distributed packet radio units (PRUs) was first 
discussed by Kleinrock and Silvester [51] for an ALOHA system. They assumed that 
each PRU has a fixed transmission range, jR, which is the same for all PRUs in the 
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network. The transmission pattern of a PRU is assumed to be omnidirectional such 
that the reception area of a transmitter is the area enclosed by a circle of radius R 
centered at the transmitter. When a PRU transmits, all PRUs located inside the 
reception area can receive the same signal, irrespective of their exact distances to 
the transmitter. 
The sources and destinations of user traffic are assumed to be homogeneously 
distributed over the plane (i.e., the direction of the final destination of a packet 
is uniformly distributed in angle). The only source of error is due to collisions 
with other packets in the channel. They concluded that in order to maximize 
the expected one-hop progress for each PRU, the transmission range R should be 
adjusted such that there are only six PRUs, referred to as the magic number m [51], 
in the reception area of a transmitter. 
The same model was later extended by Takagi and Kleinrock [52] to study 
performance of the ALOHA system with capture, the CSMA system and systems 
with inhomogeneously distributed terminals. They concluded that the magic num­
ber is 8 rather than 6. Also, they showed that, in the multi-hop environment, the 
expected progress of a CSMA system (with zero propagation delay) is only 16% 
better than that of an ALOHA system without capture. Compared to the signif­
icant improvement of CSMA over ALOHA in the single-hop environment [4], this 
limited improvement in the multi-hop environment is due to the large number of 
hidden terminals^ whose behaviors are unknown to the transmitting PRU. 
Chang and Chang [53] modified the above model to incorporate directional 
^PRUs which can not hear each other in one transmission hop are mutually 
hidden from each other [25]. 
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antennas for the transmitters such that only those PRUs located within the effective 
coverage of the transmitting antenna can receive the signal. They showed that the 
expected one-hop progress can be boosted upto 108% when the beam width of 
the directional antenna is decreased from 27r to tt. Using the point-to-destination 
(PTD) routing strategy where the transmitter always points toward the direction of 
the final destination, they further showed that there exists an optimal transmission 
beam width which results in an optimal throughput under the CSMA system. 
Hou and Li [54] examined the throughput and one-hop progress under three 
different transmission strategies. They are the Most Forward with fixed Radius 
(MFR), Nearest with Forward Progress (NFP) and Most Forward with Variable Ra­
dius (MVR). The MFR strategy, basically the same as the one used by Kleinrock 
and Silvester in [51], is geared towards the reduction of the number of hops by trans­
mitting a packet to a neighbor with the largest forward progress in the direction of 
the fined destination. For the NFP strategy, a PRU always transmits to the nearest 
neighbor in the direction of the final destination in order to reduce its interference 
imposed on near-by PRUs. The MVR strategy uses a variable transmission radius 
which is just enough to reach the farthest neighbor within the maximum possible 
transmission range of the PRU. Their results showed that the magic number is 8 
for the NFP strategy and 6 for both MVR and MFR strategies. They also showed 
that the NFP strategy can maintain a stable performance while the MFR and MVR 
strategies have poor performances in a densely populated area. 
Sousa and Silvester applied the spread spectrum signaling techniques [55] to 
study the performance of a multi-hop network. With orthogonal codes (or receiver 
directed codes), multiple successful transmissions are possible in a local area within 
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a time slot. A receiver operating in the spread spectrum mode has the capability 
to choose a signal intended for it and reject other coexisting signals as noise. Once 
the signal from a particular packet is identified, the receiver can synchronize and 
lock on to the signal throughout the entire duration of the packet. Sousa and 
Silvester concluded that under heavy traffic assumption and the inverse fourth power 
propagation law, the optimal one-hop progress can be achieved by transmitting 
to a receiver such that there are approximately 1.3\/^ neighbors closer to the 
transmitter than the receiver. The parameter K is called the effective capacity of the 
system which can be interpreted as the effective maximum number of simultaneous 
successful transmissions allowed by the system in a local area. 
Broostyn and Kershenbaum [56] approached the problem from a different angle. 
They assumed the network has a fixed hearing matrix and there exists a predefined 
routing plan so that the point-to-point traffic load of the network can be calculated 
in advance, from the input traffic requirement of all users. The channel access 
method considered was CSMA. They separated the network into a set of busy 
nodes and a set of idle nodes. The system state is represented by the set of busy 
nodes. All nodes in the busy set are mutually strange to each other, i.e., they can 
not hear each other directly and, therefore, they all can transmit in a given slot 
under the CSMA method. By enumerating all the possible busy sets (a problem 
similar to finding all the independent vertex sets in the graph theory [57]), the 
overall throughput of the network can be calculated. Since the results depend on 
the actual hearing matrix and routing scheme of the network, the method can not 
be applied generally to networks with randomly distributed PRUs. 
Subsequent refinements of Broostyn's method extended the analysis for net­
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works with a general distribution of packet length and a complex topology [58,59,60]. 
In [61], Brazio and Tobagi extended the method by using the Markov Chain to 
study the existence of a product form solution. In a more recent development [62], 
Broostyn et al. discussed the computation complexity of the method for a realisti­
cally sized network. 
4.3 Multi-hop Network Model 
4.3.1 User distribution 
Due to the mobility of each user in a packet radio network, the topology of 
the network and the connectivity between users can not be accurately predicted 
in advance. One way to describe the topology of such a network is to specify 
statistically the spreading of users in the service area of the network. We assume 
that all the packet radio units (PRUs) are randomly located in the field with the 
properties that 
1. The number of PRUs in any region of area A follows a Poisson distribution 
with an average of A users per unit area. 
2. The number of PRUs in nonoverlapping regions are independent with respect 
to each other. 
The above specification is known as the two-dimensional Poisson point process. The 
probability, of finding exactly K PRUs in a region of area A is given by: 
(4.1) 
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It can be shown that if R is the distance between two nearest PRUs, then R is 
a random variable and the probability that R is greater than some value r, i.e., 
Pr(jR > r), is the probability that there are no PRUs in the area enclosed by a 
circle of radius r. As a result, the cumulative distribution function for R is: 
Pr(i2 < r) = 1 — F T { R  > r) 
= 1 — Pr(no PRUs in the area irr^) 
= 1 - (4:2) 
Furthermore, the expected distance between two closest PRUs is 
= ^ (4.3) 
The expected distance will be used later as the unit measure for the one-hop progress 
of a packet on its way toward its destination. 
4.3.2 Propagation characteristics of the channel 
Assume each PRU in the network is equipped with a receiving antenna which 
is equally effectively for signals coming in from all directions. The transmitting 
antenna, however, has a property of radiating more effectively in some direction 
than others. For such a directional antenna, most of the radiated energy will be 
confined in the main lobe of its radiation pattern. Let /3 denote the width of 
the main lobe, called the beam width, of the radiation pattern. Then, an antenna 
with /3 = 27r corresponds to an omnidirectional antenna having isotropic radiation 
pattern [42]. 
The purpose of using a directional transmitting antenna is to minimize the 
potential interferences upon near-by PRUs. When a PRU transmits only those 
85 
Direction of antenna, a 





Figure 4.1: Hearing area of a directional antenna 
PRUs which are covered by the main lobe of the radiation pattern can receive the 
signal. As shown in Figure 4.1, only those PRUs within the sector of width 0 
r a d i a n s  c a n  r e c e i v e  t h e  s i g n a l  t r a n s m i t t e d  b y  t h e  P R U  l o c a t e d  a t  X .  
Similar to the relationship described in the previous chapter, the relationship 
between the received and transmitted signal strength is assumed to follow an inverse 
power of the distance between the transmitter and the receiver. That is, the received 
signal strength / and the distance r has the following relationship: 
f{r,a) = br~°', a>2 (4.4) 
where b is related to the transmitting power and the gain characteristics and a is a 
parameter depending on the electromagnetic environment between the transmitter 
and receiver. 
For a directional antenna with a beam width of f3 radians, the signal strength 
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received at a receiving PRU located at (r, 0 )  is 
6 r - «  i { { a - / 3 / 2 ) < 0  < ( a + / 3 / 2 )  
f i r , e , a )  (4.5) 
0 otherwise 
where (r, 9) is the polar coordinates of the receiving PRU, a is the direction of the 
center of the main lobe of the transmitting PRU (see Figure 4.1). 
4.3.3 Channel access method and capture eSect 
For the slotted ALOHA channel access method, we assume the slot size equals 
the transmission time of a fixed length packet and all the transmitters use the 
same transmission power, e.g., the value of b is the same for all transmitters. Each 
transmitter in the network is assumed to transmit with a probability p in a given 
slot and the direction of the destination PRU is assumed to be uniformly distributed 
over the interval [0,27r]. In other words, we assume that the source and destination 
PRUs are homogeneously distributed in the region. 
In a given slot, a PRU is exposed to a random amount of signal power which is 
the sum of power of all signals received at that PRU, no matter whether these signals 
were addressed to the PRU or not. Let's focus our attention on a packet called the 
"tagged packet". The tagged packet can be successfully received if the ratio between 
the interference power and the signal power at the receiver is less than a threshold 
value, K. The interference power is the sum of signal power of all packets, excluding 
the tagged packet, at the receiver. When the threshold is exceeded, the packet can 
not be received correctly due to the high error probability in the detection process 
at the receiver [47]. The parameter K is called the system gain. In other words, the 
receiver has the capability to lock onto the tagged packet and treat signals of other 
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packets as noises. This locking capability plays an important role in the operation 
of the spread spectrum system. The case of if = 0 corresponds to a system with no 
capture capability; that is, all the packets involved in a collision will be destroyed. 
4.4 Requirements for a Successful Transmission 
Since the network traffic is assumed to be homogeneously distributed among 
all the PRUs, the local throughput will be the same for every PRU in the network. 
Assume that a PRU can both transmit and receive, but not in the same time slot. 
Let X be the transmitter and Y be the intended receiver. A tagged packet from X 
can be successfully received at Y if all the following five conditions are met: 
1. X transmits in the given time slot. 
2. Y does not transmit in the same time slot. 
3. Y is within the hearing area of X as in Figure 4.1. 
4. Among all the receivable signals at Y, the packet from X is chosen for further 
processing by Y. 
5. The ratio of the interference power to the signal power of the tagged packet 
at Y is less than the threshold ratio. 
Let S be the local throughput at X, then S is the probability of a successful 
transmission from X to Y in a single slot, denoted as Pr(^ => Y). Since all PRUs 
are located randomly and operated independently with respect to each other, the 
probability Pr(X => Y) will be the product of the probabilities of the above five 
events. Note that from the above definitions, it is possible to have a successful 
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reception at a receiver when the distance between the transmitter and the receiver 
is arbitrarily large. However, such cases are very unlikely because the signal strength 
of the tagged packet will be arbitrarily small, due to the inverse power propagation 
law of the signal, while there will be a sizable amount of interference power due to 
transmissions from near-by neighbors. 
4.4.1 Calculation of the Locking Probability 
The probability of the first and second event are just p and (1 — p), respec­
tively. The probability of the third event is /9/27r since the angular position of Y is 
uniformly distributed in [0,27r]. For the last two events, we will make the following 
observations for the fourth event and leave the discussions for the fifth event to 
Section 4.4.2. 
First of all, we assume that there are n PRUs in the area and m of them are 
transmitting to Y. Since each packet has the same opportunity to be chosen by 
Y, the probability that the packet form X is chosen by Y is just 1/m. Secondly, 
under the heavy traffic assumption mentioned earlier, a PRU transmits its packet 
to any other PRU with an equal chance. The probability that a particular packet is 
receivable at Y is p^/27r(n — 1), where p is the probability that the PRU transmits 
in the slot, l/(n — 1) is the probability that Y is the desired receiver of the packet, 
and 0/2? is the probability that Y is within the hearing area of the transmitting 
PRU. Finally conditioning on m, the number of transmitting PRUs, the probability 
of the fourth event, denoted by Tn, is 
27r(n — 1) 
p/5 n—\—m (4.6) 
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Note that n  is the total number of PRUs in the area and the summation in Equa­
tion 4.6 goes up to (n — 1) because Y can not both transmit and receive in a single 
slot. 
Substituting a = p/3/27r(n —1) and 6 = 1 —p/3/27r(n —1) for the ease of notation, 




m=l m  
n — 1 
m  
n — 1 (4.7) 
/ 
where the last term of Equation 4.7 was obtained by separating the last term of 
Equation 4.6 from the rest of the summation. Using the identity 
m  
n  —  2  
m  —  1  









+ E % 
771=1 m  
n  — 2 
771 — 1 
n  —  2  
m  
71—1 (4.8) 
The second term on the right hand side of Equation 4.8, after some minor adjust­
ments, becomes 
71 — 2 / 
» E 
771=1 m  
71 — 2 \ 
771 
^771^71-2-771 ^ J (4.9) 
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The first term of Equation 4.8 can be simplified by adding two components 
and corresponding to m = 0 and m = n — 1, respectively, to the summation 
and using the identity 
^ 71-2 ^ 
m — 1 
m 
ri — 1 
n — 1 
m 
The resuit becomes 
1 











^771^71-1-771 _ (,71-1 _ ^71-1 
(a+6)"' 1=1 
71 — 1 (4.10) 
where the definition of a -i- 6 = 1 was used in the last line of the above equation. 
Substituting Equations 4.9 and 4.10 into Equation 4.8, we get the following simple 
recursive relation 
^ ' (4.11) Tn = b T^_i + ^ (1-6^-1). 71 — 1 
Note that Tn is the probability that the packet from X is chosen by Y for 
reception when there are n PRUs in the region. If the number of PRUs in the region 
is very large, then T^—i can be approximated by Tn which yields the following 
equations: 
Tn^bTn + -(1-6"-^), 





Also, from previous definitions of a  and b ,  the limiting behavior of ^ when n 
grows large is 
(4.14) 
Finally, using Equations 4.13 and 4.14 and a  =  p/3/27r(n — 1), the probability that 
a packet from X is chosen by Y for reception is given by 
4.4.2 Calculation of the Interference Power 
Next, we will look at the interference power at Y and the probability of the fifth 
event mentioned at the beginning of Section 4.4. The exact value of the interference 
power is difficult to find due to the unknown number of packets transmitted in the 
slot and the random distances from the transmitters to the receiver. Instead, we 
will examine the statistical distribution of the interference power at a receiver. Let 
ly be the interference power experienced by Y which is located at {r,6), then ly 
is a continuous random variable which can be written as 
where the summation is over all the potential transmitter in the region 5, is the 
probability that the i-th PRU transmits in a slot, / is the signal power received by Y 
due to a transmitter located at (r%, #;), and is the direction of the antenna of the 
i-th transmitter. Under previous assumptions, we have Pi — p for ail transmitters 
and aj is uniformly distributed in [0,27r]. 
r„ = (1 -
PP 
(4.15) 
iy{T,e,s)= Y, Pi (4.16) 
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The problem of calculating the total interference power is analogous to the 
problem of finding the light intensity at a star due to the light emitted from all the 
stars in the three dimensional space [63]. The method used in [63] is to find the 
Laplace transform of the light intensity at the star, conditioned on the number of 
the stars in the space. A similar concept can be used here to find the statistics of 
the interference power using the probability characteristic function of the random 
variable /y. 
Let be the probability characteristic function of the random variable 
then, by definition, 
= E (4.17) 
where E[X] is the expected value of the random variable X. Once <^/^(w) is found, 
the probability density function of ly, denoted as fjy, can be found as the real 
part of the inverse Fourier transform of the characteristic function [64], i.e., 
//y(®) = Re 1^^ (4.18) 
Without loss of generality, we assume that Y is located at the origin of the coordinate 
as in Figure 4.2 and omit the subscript Y for subsequent derivations since the result 
will be the same for every PRU due to homogeneous spreading of PRUs in the region. 
Equation 4.17 can not be calculated directly without the knowledge of /j. 
Instead, we will evaluate Equation 4.17 conditioned on the number of PRUs in the 
region. Let X{A) be the number of PRUs in a region of area A, I{A,K) be the 
interference power experienced by the PRU located at the origin, and k be the 
number of PRUs in the region. Then, Equation 4.17 can be rewritten as 
<Af(w) = E[e«^^(^'^)|%(^) = k] • Pr{%(A) = k} (4.19) 
k=0 
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Heanng area Xi'. Interferer 
Y: Receiver 
Figure 4.2: Total interference at a receiver 
where 
Pr{JC(/l) = k} = 
is the probability density of a Poisson distribution. It can be shown that if X(A) is 
a  t w o  d i m e n s i o n a l  P o i s s o n  p r o c e s s  a n d  u n d e r  t h e  c o n d i t i o n  t h a t  t h e r e  a r e  e x a c t l y  k  
events in the region, then these events are independently and uniformly distributed 
in the region [63]. Therefore the conditional expectation becomes 
= ib] = (4.20) 
When fc = 1 the interference power is just 
I { A , l )  = p  f { r i , e ^ , a i )  
If we let ^ = A • = 1], then 
= dai ^ds (4.21) 
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where the double integration is over the entire area of the region S, h[a^) = 1/2# is 
the density function of the uniformly distributed random variable , and 11A is the 
density function for the uniformly distributed PRUs. Substituting Equations 4.20 
and 4.21 into Equation 4.19 yields 
&=0 ^ ^ 
_ AA f m'' 
- jiSA 
= .A(V-A) 
Since A = Jfg da, the exponent in Equation 4.22 becomes 
The inner integration in Equation 4.23 is over all the possible directions of the 
transmitting antenna. Since the transmitting antenna has a beam width of /3 ra­
dians, the signal transmitted by a PRU located at the angular position of 9^ will 
be received by the PRU at the origin only if the transmitting antenna is pointed 
within radians of the direction of the receiver. 
Therefore, using the inverse power propagation law for the received signal, the 
inner integration reduces to 
r27r 2 ^ iu}pf{ri,9i,ai) ^ £_ gtwp6rr° ^ 
Jo 27r ^ 27r 2% 
where the first and second terms account for the situations when the receiver is 




exponent back into Equation 4.22, the probability characteristic function turns into 
4.M = exp{A //^ ^ ° - l] is} 
= C JT [é ° - a] 
= exp|A/3^°° -1^ dr^ (4.24) 
Integrating Equation 4.24 by parts with u = — 1 and dv = rdr, the final 
result of is 
<jfj{u)) = exp ^-^I3\{bpu;)f^ g-i7r/x/2 - /i)| (4.25) 
where ii = 2/a and r(z) is the Gamma function defined as 
T{x) = 
From Equation 4.18, the probability density function of the interference power 
is the inverse Fourier transform of 0/(w) as 
flix) = Re Ji jf ^/(") du 
= Re [i e-:W2 exp {-pwP e"'"'''/^ | rfa.] (4.26) 
where 




the above equation can be simplified to 
with 
c = 
Expanding the second term within the integration by a power series and exchanging 
the order of summation and integration, we get 





^ ^ r(fe/x + l)/  P —ikTrd—n) 
TTX kl \xf^J 
K=0 
(4.28) 
Using the identity = cos# + isin^, the real part of the right hand side of 






p = -(W/îArii-^x) 
and the parameters a, b and (3 are those defined in Equation 4.5 for the function of 
the received signal strength. Finally, the probability, P/(^), that the interference 
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power at a PRU is greater than a threshold value (^) can be found by integrating 
Recall that the local throughput, 5, is the probability that a transmission from 
X can be successfully received by Y and depends on the probabilities of the five 
events described in Section 4.4 on page 87. The probability of the first and second 
events correspond to the probability that X transmits and Y does not transmit in 
the same slot which are p and (1 — p), respectively. The third one corresponds to 
the event that Y is located within the hearing area of X. It has a probability of 
/3/27r since the angular position of Y is uniformly distributed in the interval [0,27r]. 
The probability of the fourth event, i.e., a packet from X is locked on by Y for 
further processing, is found in Equation 4.15 as Tn- Finally, the probability of the 
fifth event is (1 — where Pj{^) is the probability that the interfering power 
is greater than the threshold ^ and is given in Equation 4.30. 
Assume that all the five events are independent to each other, the local through­
put at X is 
f j { x )  as 
Pj(^) = Pr{interference power is greater then |} 
(4.30) 
4.5 Throughput and One-hop Progress 
s = P { i - p ) i : : T n l l - P m  
(4.31) 
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=  ( l - p ) ( l - e - P ^ / 2 ^ )  
X (4.32) 
Equation 4.32 is not a useful expression for local throughput due to the infinite 
number of terms in the summation. A more compact form can be obtained, however, 
if we narrow down some of the parameters in the model. 
As we mentioned before, the path loss of a radio signal propagating in the 
ground environment increases with the distance between the transmitter and the 
receiver. The signal strength at a receiver decreases monotonically with increasing 
distance in the form of 
/(r) = 6r-* 
The exponent a is in the range between 2 (in the free space) and about 4 (on the 
ground) depending upon the geographic variations and other man-made objects in 
the area. In [2], a wave propagation model with a = 4 was reported to have a good 
match between the model and a field experiment in an urban area where the packet 
radio network is most likely to be operated. The same exponent was also reported 
and adopted by other researchers [45,46,65,66]. 
The multiplicative constant b depends on the transmitting power and the char­
acteristics of receiving antennas in the network. In a homogeneous network where 
all the PRUs transmit with the same signal power and use antennas with the same 
characteristics, we can assume that the combined effects of these two factors results 
in a normalized constant 6 = 1 for all PRUs. Thus, the parameters in Equation 4.29 
become 
6 = 1 
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a = 4 
2 1 
^ ~ a~ 2 
P  =  \ ( b p ) f ^ ( 3 X T { l  -  m )  =  
and the probability density function associated with the interference power becomes 
= h  Êg { j î )  
Separating all the terms in the summation into 4 groups corresponding to & = An, 
k = An 1, k = 4n + 2 and k = 4n + 3 for n = 0,1,2,..the above equation can 
be simplified to 
= \^z-3/2exp (4.34) 
Also, the probability that the interference power is greater than the threshold ^ is 
too 
Plii) = fi{x)dx 
zyTT 
=  e r f ( ^ )  ( 4 . 3 , )  
where erf(œ) is the error function associated with the standardized normal proba­
bility function [67] defined as 
2  r x  _ j 2  
erf(x) = —j= I e dt 
Let R be the distance between the transmitter and the receiver, then, for a 
successful reception of the tagged packet, the interference power at the receiver 
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must not exceed the threshold determined by the system gain, K, i.e., 
interference power < K x R~^ = ^  
Substituting ^ into Equation 4.35, the probability of interference becomes 
Finally, substituting Equation 4.36 into Equation 4.31, the local throughput from 
X to Y is 
s = (1 - P)(l - (l - -t ) (4.37) 
Another important performance measure is the one-hop progress of a packet, 
denoted as Z. By definition, the one-hop progress of a packet is the expected dis­
tance travelled by a successfully transmitted packet in a single hop toward a receiver 
located at a distance R away from the transmitter. Given that the probability of a 
successful transmission is 5, the one-hop progress is: 
Z = R X S 
= (4.38) 
where erfc(z) is the complementary error function defined as erfc(x) = 1 — erf(x). 
From Equation 4.3 we know that RQ = 1/2\/A is the expected distance between 
two nearest neighbors in a network with a population density of A. We will use iZg 
as the unit measure for length such that a meaningful comparison can be made for 
networks with different population densities. As a result, the normalized one-hop 
progress, denoted as Zn, becomes 
Zn = 2\/Xz = d(l-p)(l- e-P^/2^) erfc (4.39) 
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where d  =  2 y / X R  is the normalized distance between the transmitter and the re­
ceiver. 
In Figures 4.3(a)-(c), Zn is plotted against d under different choices of trans­
mission probabilities. The value of the system capacity K is arbitrarily chosen as 
K = 100 for these figures. In each figure, the influence of antenna beam width on 
the packet progress is also shown for four different values; they are (3 = ^,7r, ^  
and 2%, with /3 = 27r corresponds to an omnidirectional antenna which was used in 
[51,52,54]. The true value for the one-hop progress is not important in these figures 
because it can be scaled by different choices of the scaling factors in the model. 
Instead, we are more interested in the relative variations as a result of the changes 
of the parameters. 
It is clear that in Figure 4.3 there is an optimal distance of the receiver toward 
which a packet can make the most progress. For a long transmission, for example 
d > 7, the expected progress drops off very quickly as the distance is increased. It is 
because of the diminishing signal power receivable at the receiver after the signal has 
travelled a long distance while the local interference power at the receiver remains 
unaffected by the distance between the transmitter and the receiver. 
The antenna beam width affects the packet progress differently for long range 
and short range transmissions. For a long range transmission, a narrow beam 
antenna results in a larger progress than that of a wide beam antenna. The reason 
is because a wide beam antenna covers a larger area and more receivers than a 
narrow beam antenna. A packet leaving for a distant receiver can be interfered by 
more transmitters and the total interference power experienced at the receiver is 
larger for a wide beam antenna than that of a narrow beam antenna. Therefore, 
102 
beta = 90 
beta = 180 
beta = 270 
beta = 360 
0.3 • 
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Normalized distance (d) 
(a) Medium transmission probability, p = 0.45. 
Figure 4.3: Normalized progress vs. normalized distance. (The distance is 
normalized with respect to the expected distance between two 
nearest neighbors. The four curves correspond to four different 
transmitter beam widths for /3 = 90°, 180°, 270° and 360°.) 
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(b) Low transmission probability, p = 0.15. 
Figure 4.3: (continued) 
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(c) High transmission probability, p = 0.85. 
Figure 4.3: (continued) 
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the probability that the packet is free from interference is small and so does the 
expected one-hop progress using wide beam antennas. 
On the other hand, for a short range transmission upto about d = 2.66 in 
Figure 4.3(a), the wide beam antenna has a better progress than a narrow beam 
antenna. The reason is because the chances of finding a receiver within the chosen 
distance is larger for a wide beam antenna and the interference power is not a serious 
threat to a packet transmitted to a near-by receiver due to the ratio property of 
the capture effect. For a medium range transmission, the effects of antenna beam 
width and interference power interact with each other and there is no dominant 
factor like we have seen for short and long range transmissions. 
The transmission probability used by each PRU in a slot for Figure 4.3(a) was 
p = 0.45, which corresponds to a moderate level of traffic loading on the network. 
Similar behaviors on the trade-off between receiver distance and antenna beam 
width can also be observed for either a high traffic rate or a low traffic rate. These 
results are shown in Figures 4.3(b) and (c) with p = 0.85 and 0.15, respectively. 
Figures 4.4(a)-(c) show the impacts of transmission probability on the progress 
of a packet. The curves in Figure 4.4 are smoother than those in Figure 4.3, meaning 
that the optimal transmission probability maximizing the one-hop progress is not as 
obvious as that found in the previous figures. Furthermore, the optimal probability 
also depends on the beam width of the antenna. 
Intuitively, a large p values increases the number of active transmitters and the 
interference in the network. A packet is less likely to be locked on by a PRU because 
the intended receiving PRU might also be busy transmitting most of the time. Even 
if the receiving PRU was not transmitting when the tagged packet arrives, a higher 
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(a). Omnidirectional antenna, 0 — 360°. 
Figure 4.4: Normalized progress vs. transmission probability. (The four 
curves correspond to receivers at a distance of 1, 2, 4, and 8 
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(b) Medium beam width antenna, /3 = 180°. 
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(c) Narrow beam width antenna, /3 = 90°. 
Figure 4.4: (continued) 
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traffic load in the channel also means that the tagged packet has to compete with 
more packets for the service of the receiver. Since, by assumption, the receiver picks 
any packet with equal probability, the probability for a successful reception for the 
tagged packet is reduced when the traffic loading is increased. 
The one-hop progress can be boosted by increasing the transmission probability 
when the traffic rate is low (i.e., p is small). The network capacity is under-utilized 
when the overall input traffic rate is low. Under such condition, an increase of input 
traffic rate increases the utilization and, thus, the throughput of the network. From 
the definition of one-hop progress in Equation 4.38, an increase in throughput leads 
to an increase in one-hop progress. As shown in Figures 4.4(b) and (c), the progress 
for a long distance transmission (corresponding to = 8) reaches it maximum 
value earlier than that of a short distance transmission for reasons described in the 
previous sections. 
In Figures 4.5(a)-(c), the effects of antenna beam width are shown for packets 
headed toward different distances under three transmission probabilities. For short 
distance packets, the progress increases almost linearly with increasing antenna 
beam width because the probability of finding a receiver at the chosen direction 
increases linearly with the beam width while the interference has little effects on 
packets transmitted to a near-by receiver. When the transmission distance is in­
creased, the weak signal power and the larger number of contending packets at a 
receiver reduce the achievable progress for wide beam antennas. 
The results in Figure 4.5 reveals that a wide beam antenna is better for short 
and medium range transmissions while a narrow beam antenna is better for long 
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(a) Medium transmission probability, p = 0.45. 
Figure 4.5: Normalized progress vs. antenna beam width. (The four curves 
correspond to receivers at a distance of 1, 2, 4, and 8 times the 
expected distance between two nearest neighbors.) 
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Figure 4.5; (continued) 
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can avoid most of the interference problem, it is useful only when the positions 
of all PRUs are known by every user in the network such that the transmitter 
can always point its transmission toward the exact direction of the receiver. In 
such cases, a packet radio network losses its broadcast capability and behaves more 
like a wired network with point-to-point connections between pairs of users. In a 
dynamic environment where each PRU moves freely, a spot beam antenna will not 
help very much as seen from Figures 4.5(a)-(c) because the probability that the 
intended receiver is within the hearing area of the transmitter is very slim. 
4.6 Summary 
In this chapter, we have discussed the one-hop progress of a packet in a multi-
hop network under different combinations of receiver distances, transmitter antenna 
beam widths, and transmission probabilities. The users of the network were dis­
tributed in the service area according to a two-dimensional Poisson point process 
specified by the average number of users per unit area. The packet progress was 
measured using the expected distance between two nearest neighbors in the network 
as a unit. The propagation of a signal is assumed to be governed by an inverse power 
propagation law within the beam width coverage of the transmitter. A packet can 
be captured by a receiver if the receiver is not transmitting and the signal strength 
of the packet at the receiver is sufficiently larger than an interference threshold set 
by the gain of the receiver. 
We showed that for a given antenna beam width and transmission probability, 
there is an optimal value for the distance of the receiver which yields the largest 
progress of a packet. When the antenna beam width is allowed to change, the value 
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of the maximum progress will be larger if the antenna has a wider beam width, but 
the optimal distance which maximizes the progress of the packet will be reduced. 
For a packet transmitted to a receiver at a fixed distance, increasing the trans­
mission probability will increase the packet progress. However, beyond a threshold 
value, further increase in the transmission probability will curtail the achievable 
progress of the packet. This threshold probability decreases when the distance of 
the receiver increases. Also, the rate of decrease is larger for a wide beam antenna 
compared to that of a narrow beam antenna. 
Finally, under a fixed transmission probability, there is an optimal antenna 
beam width which maximizes the packet progress for a long range transmission, 
but not for a short range transmission. For a short range transmission, the progress 
of a packet increases steadily when we increase the antenna beam width. For a long 
range transmission, the packet progress decreases when the antenna beam width is 
increased beyond the optimal beam width. As a result, a wide beam antenna is 
better for a short range transmission while a narrow beam antenna is better for a 
long range transmission. 
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5 CONCLUSIONS AND FUTURE WORK 
5.1 Conclusions 
The application of packet switching technology on a radio network has attracted 
the attentions of many researchers since the inception of the ALOHA system in the 
early 1970s. Today, PRNET [3] still remains to be the only system with all the 
enhanced features and most of the operation experiences remains in the military 
applications [34,68]. A packet radio network can be used as a stand-alone network 
to interconnect both stationary and mobile users. It can also be used as a transient 
network to provide connections between other wire-based packet switched networks. 
In contrast to a traditional wire-based network, the use of a single radio channel 
shared by all contending users permits a packet radio network to achieve a more 
efficient utilization of communications bandwidth, a higher degree of connectivity 
among all users, and a higher degree of flexibility in network organization and 
deployment. 
In this dissertation, we achieved our goals by first describing the operation 
of a general packet radio network in the types of various network devices, the 
propagation characteristics of the shared radio channel, the organization of network 
control functions, the packet routing methods, the channel access methods and 
the acknowledgement schemes. We then presented two models to evaluate the 
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performance of a single-hop and a multi-hop packet radio network with randomly 
distributed users. Both models assumed the slotted ALOHA channel access method 
and a capture effect which depends on the signal strength of all packets detectable at 
a receiver. In addition, both models used an inverse power law for the relationship 
between the received signal strength of a packet and the distance it travelled. 
For the single-hop model, we used a probability distribution function to char­
acterize the changing distance, due to motion, of a mobile user from the stationary 
central station. We concluded that the maximum throughput of the network is 
insensitive to the number of users in a moderate sized network with upto 50 users. 
The maximum throughput was achieved when there are, on the average, a total 
of 1.2 to 1.3 packets transmitted by all users in a single time slot. The capture 
capability of the network improved the maximum throughput by 35% compared to 
the theoretical limit of a slotted ALOHA network without capture. 
For the multi-hop model, the randomly distributed user population was mod­
eled by a two dimensional Poisson point process characterized by the average num­
ber of users per unit area. A user in the network was assumed to have a directional 
transmitting antenna such that only those users which are under the coverage of the 
transmission beam width can hear the transmission. We used the one-hop progress 
of a packet as the performance measure of the network, whereas the one-hop progress 
was measured in the unit of the expected distance between two closest neighbors. 
We concluded that there is a maximum value for the one-hop progress when the 
transmission probability, antenna beam width, and the user density is allowed to 
change. 
For a transmission toward a particular receiver, the optimal transmission prob­
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ability, which maximize the one-hop progress, is larger when the distance of the 
receiver is shorter. In addition, there is also an optimal antenna beam width which 
maximizes the packet progress for a long range transmission, but not so for a short 
range transmission. As a result, a wide beam antenna is better for a short range 
transmission while a narrow beam antenna is better for a long range transmission. 
For the extreme case, the radio link under a very narrow beam antenna behaves like 
a wire link and the network losses its multi-access and broadcast characteristics. 
5.2 Future Work 
The influence of different packet routing methods on the network throughput 
was not dealt with in this dissertation. In addition, all users of the network were 
assumed to have the same traffic profile, which might be questionable in a real world 
network. For the future work, the author suggests that these factors be considered as 
well. Furthermore, the two models proposed in this dissertation might be extended 
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