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Chapitre 1
Introduction
L
es proble`mes de planification de personnel, du fait de leur complexite´ et de l’inte´reˆt qu’ils suscitent
au sein des milieux hospitalier comme industriel ont e´te´ beaucoup e´tudie´s. De`s lors qu’une structure
est organise´e, la capacite´ de placer les bonnes personnes au bon moment devient cruciale pour satisfaire
les besoins d’un service, d’une e´cole ou d’une entreprise. A` l’heure ou` les effectifs dans les hoˆpitaux sont
de plus en plus restreints, construire de manie`re optimise´e les emplois du temps de travail du personnel
est un enjeu majeur pour assurer la qualite´ des soins. Pour une entreprise, dans un monde de plus en
plus concurrentiel, utiliser au mieux ses ressources de personnel, donne un avantage certain a` celle-ci. On
citera notamment la planification du personnel navigant dans les compagnies ae´riennes qui, du fait des
re`gles nombreuses et he´te´roge`nes de la profession, constitue un proble`me extreˆmement complique´.
1.1 Objectifs
Si de nombreuses solutions logicielles existent pour la planification de personnel, la plupart sont base´es
sur des mode`les fige´s, correspondant a` une application donne´e. L’approche que nous souhaitons de´velopper
dans cette the`se est de se rapprocher au plus du graal de la programmation par contraintes, c’est-a`-dire
d’exprimer un proble`me de manie`re simple et de ne pas intervenir dans le processus de re´solution. Pour
ce faire nous proposons de de´velopper un framework inte´grant a` la fois des techniques de mode´lisation
automatise´es de re`gles de se´quencement complexes, mais aussi des algorithmes efficaces de filtrage pour ces
re`gles, e´le´ment essentiel du paradigme des contraintes. Ainsi, la re´solution d’un proble`me de planification
de personnel pourra eˆtre vu comme l’expression d’un ensemble de primitives de haut niveau.
1.2 Me´thodologie de l’approche
Ce document couvre aussi bien les aspects de mode´lisation syste´matique des re`gles de se´quencement
sous forme d’automates que la mise en œuvre d’algorithmes de filtrage. Il est organise´ au travers des trois
parties suivantes :
Cadre ge´ne´ral. La premie`re partie est consacre´e a` la mise en place du cadre de notre e´tude. Nous rap-
pellerons tout d’abord les e´le´ments ne´cessaires a` la compre´hension de deux domaines : la programmation
par contraintes et la the´orie des langages. Nous discuterons ensuite des travaux existants liant ces deux
domaines.
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Mode´lisation automatique et filtrage de re`gles de se´quencement. La seconde partie rassemblera
quant a` elle dans un premier temps nos contributions relatives a` la mode´lisation automatique de re`gles
de se´quencement a` l’aide de la the´orie des langages. Le caracte`re expressif et compact des automates
sera utilise´ pour mode´liser des re`gles de se´quencement complexes. L’ide´e est de conside´rer une re`gle
de se´quencement comme un langage. Un se´quencement valide par rapport a` cette re`gle est alors un
mot dudit langage. Les travaux existants proposent de´ja` de mode´liser des re`gles de se´quencement a`
l’aide de grammaires rationnelles voire hors contextes. A` chacune de ces grammaires correspond un
type d’automate. Nous proposons d’e´tendre ces champs en mode´lisant a` l’aide d’automates ponde´re´s et
multi-ponde´re´s. Cette extension nous permettra de mode´liser des re`gles plus complexes de manie`re plus
compacte. Ensuite, nous discuterons de l’opportunite´ d’agre´ger diffe´rentes re`gles qu’offre la stabilite´ des
langages rationnels. Nous proposerons un algorithme permettant de re´aliser l’intersection de deux re`gles
repre´sente´es par des automates ponde´re´s. Afin d’inte´grer ces automates dans un mode`le de programmation
par contraintes, nous proposerons enfin un nouvel algorithme de filtrage base´ sur la relaxation lagrangienne
pour une contrainte a` automate multi-ponde´re´ : multicost-regular. La contrainte assure que les valeurs
prises par une se´quence de variables forment un mot accepte´ par un automate multi-ponde´re´. Nous
proposons e´galement une version souple de cette contrainte permettant de pe´naliser les violations d’une
re`gle qui serait mode´lise´e par un tel automate : soft-multicost-regular.
Mise en œuvre pour la planification de personnel. Dans la troisie`me partie nous pre´senterons
l’application principale de nos travaux : la planification de personnel. Nous proposerons par la suite un
mode`le base´ sur les contraintes multicost-regular et soft-multicost-regular pour la re´solution des
proble`mes de planification de personnel. Nous de´taillerons nos diffe´rentes approches pour ame´liorer la
re´solution : nous discuterons de l’opportunite´ de relaˆcher les contraintes de couverture afin de re´soudre
le proble`me a` l’aide de la relaxation lagrangienne. Nous proposerons e´galement d’utiliser la structure des
contraintes multicost-regular et soft-multicost-regular pour guider des heuristiques de recherche
de´die´es a` ces proble´matiques. Enfin, nous de´taillerons les expe´rimentations que nous avons faites pour
mettre a` l’e´preuve notre framework sur les instances ASAP et NRP10.
1.3 Diffusion scientifique
Les diffe´rents travaux pre´sente´s dans ce document ont fait l’objet de diverses publications liste´es
ci-dessous.
Confe´rence internationale avec comite´ de lecture
[1] Julien Menana and Sophie Demassey. Sequencing and Counting with the multicost-regular
constraint. 6th International Conference on Integration of AI and OR Techniques in Constraint
Programming for Combinatorial Optimization Problems (CPAIOR’09). Volume 5547 of Lecture
Notes in Computer Science., Pittsburgh, USA, Springer-Verlag (May 2009) 178-192.
[2] Julien Menana and Sophie Demassey. Weighted Automata, Constraint Programming and Large
Neighborhood Search for the PATAT 2010 - NRP Competition. Practice and Theory of Automated
Timetabling, NRC 2010, Belfast, Northern Ireland (August 2010).
Confe´rence nationale avec comite´ de lecture
[3] Julien Menana, Sophie Demassey and Narendra Jussien. Relaxation lagrangienne pour le filtrage
d’une contrainte-automate a` couˆts multiples. 10e`me confe´rence de la Socie´te´ Franc¸aise de Recherche
Ope´rationnelle et d’Aide a` la De´cision (ROADEF 2009), Nancy (Fe´vrier 2009).
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[4] Julien Menana, Sophie Demassey and Narendra Jussien. Se´quencer et compter avec la contrainte
multicost-regular. 5e`me Journe´es Francophones de Programmation par contraintes (JFPC 2009),
Orle´ans (Juin 2009).
Rapport de recherche
[5] Julien Menana and Sophie Demassey. Mode´lisation et optimisation des pre´fe´rences en planification
de personnel. Technical Report 11-01-INFO, E´cole des Mines de Nantes.
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Chapitre 2
Introduction a` la programmation par
contraintes
Constraint Programming represents one of the closest approaches computer science has yet
made to the Holy Grail of programming : the user states the problem, the computer solves it.
(E. Freuder)
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L
a re´solution de proble`mes de planification de personnel que nous allons traiter dans cette the`se fait
appel a` la programmation par contraintes. Si les algorithmes que nous de´velopperons sont complexes,
les principes de base de la programmation par contraintes sont tre`s abordables. Nous allons de´crire dans
ce chapitre les concepts de contrainte, filtrage, propagation et recherche de solution. Ces concepts et les
notations associe´es seront utilise´s dans la suite de cette the`se.
2.1 Re´seau de contraintes
Un proble`me en programmation par contraintes, se mode´lise par un re´seau de contraintes. Il se carac-
te´rise par un ensemble de variables, un ensemble de domaines et un ensemble de contraintes. A` chaque
variable est associe´ un domaine. Un domaine est un ensemble de valeurs pouvant eˆtre affecte´es a` la variable
associe´e. Une variable est dite instancie´e lorsque son domaine est re´duit a` une seule valeur. Une instan-
ciation est un ensemble de variables instancie´es. Une contrainte est une relation sur un sous-ensemble de
variables. Elle de´finit une ou plusieurs proprie´te´s que l’instanciation simultane´e des variables doit satis-
faire. Chaque contrainte est donc en soi un sous-proble`me sur le sous-ensemble de ces variables support.
Il existe divers types de contraintes, des plus simples, telle la relation binaire d’e´galite´, aux beaucoup
plus complexes, telle la contrainte tree [15] qui mode´lise le partitionnement d’un graphe en arbres. Une
solution d’un re´seau de contraintes est une instanciation de toutes les variables satisfaisant la conjonction
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de toutes les contraintes. De´cider de l’existence d’une solution est en ge´ne´ral un proble`me NP-Complet.
Le proble`me de satisfaction de contraintes (CSP) ou` l’on cherche a` exhiber une solution, si elle existe, ou
a` prouver l’irre´alisabilite´ sinon, est un proble`me NP-Difficile.
Plus formellement, en reprenant la de´finition de Bessie`re [83, 20], un re´seau de contraintes N est de´fini
par :
• un ensemble fini de variables entie`res X = (x1, . . . , xn) ;
• un domaine pour X , c’est a` dire un ensemble D = D(x1)×D(x2)× . . .×D(xn), tel que le domaine
de chaque variable xi, D(xi) ⊂ Z ;
• un ensemble de contraintes C = {c1, . . . , ce}, chacune portant sur un sous-ensemble X (cj) de variable
X .
2.2 Algorithme backtrack
La recherche d’une solution peut se faire a` l’aide d’algorithmes base´s sur l’algorithme backtrack [50].
Les variables du proble`me sont instancie´es dans un ordre donne´ jusqu’a` ce qu’une (ou e´ventuellement plu-
sieurs) contrainte ne soit plus satisfaite. On revient alors sur le dernier choix d’instanciation (backtrack)
et on teste une autre valeur pour la variable courante. Si toutes les valeurs du domaine de cette variable
ont e´te´ teste´es, sans succe`s, on re´alise un backtrack sur la variable pre´ce´dant la variable courante. Ce
processus est re´pe´te´ jusqu’a` ce que, soit une instanciation comple`te satisfaisant toutes les contraintes soit
trouve´e, soit un backtrack est re´alise´ a` la racine de l’arbre de recherche. Si tout l’arbre de recherche est
parcouru sans succe`s, le proble`me n’a pas de solution.
L’exemple suivant illustre la recherche d’une solution avec l’algorithme backtrack :
Exemple 1 (backtrack) Conside´rons le re´seau de contraintes suivant :
• soient x1, x2 et x3 trois variables de domaines D1 = D2 = D3 = {1, 2, 3} ;
• les contraintes C1 = [x1 6= x2] et C2 = [x2 = x3] sont pose´es.
Nous supposons que les variables sont instancie´es dans l’ordre x1, x2 puis x3 en choisissant la plus
petite valeur des domaines en premier. L’arbre de recherche parcouru avec l’algorithme backtrack est
illustre´ figure 2.1.
2.3 Filtrage
L’exemple de la figure 2.1 montre les lacunes de l’algorithme backtrack. Pour re´duire la taille de l’arbre
de recherche en de´tectant au plus toˆt l’irre´alisabilite´, une me´thode de de´duction est associe´e a` chaque
contrainte : il s’agit de son algorithme de filtrage. Un tel algorithme identifie et supprime les valeurs des
domaines des variables implique´es dans la contrainte qui n’entrent dans aucune solution de la contrainte.
Supprimer ces valeurs permet d’e´viter de parcourir des branches de l’arbre qui ne peuvent aboutir a` une
solution. On parle de re´duire l’espace de recherche. En programmation par contraintes, re´duire l’espace
de recherche a` l’aide d’algorithmes de filtrage efficaces est une condition ne´cessaire a` la re´solution de
proble`mes complexes.
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x1 = 1
x2 = 1 x2 = 2
x3 = 1
C1 viole´e
C2 viole´e
x3 = 2
Solution : {(x1, 1), (x2, 2), (x3, 3)}
Figure 2.1 – Arbre de recherche construit par backtrack
Reprenons l’exemple de la section 2.2. Une fois pose´ x1 = 1, l’algorithme de filtrage de la contrainte
C1 peut retirer la valeur 1 du domaine de x2. En effet, la contrainte impose x1 6= x2 et x1 = 1, par
conse´quent, x2 6= 1. Cette de´duction permet de ne pas tenter le choix x2 = 1. Ainsi, la premie`re valeur
choisie par l’algorithme pour x2 sera 2. x2 = 2 e´tant pose´, nous pouvons ici directement de´duire la valeur
de x3. L’algorithme de filtrage de la contrainte C2 maintient l’e´galite´ entre les domaines de x2 et x3. x2
e´tant instancie´e, x3 le devient automatiquement. Nous avons ainsi trouve´ une solution a` ce petit proble`me
en explorant uniquement deux nœuds dans l’arbre de recherche contre cinq sans algorithme de filtrage.
Si sur cet exemple le nombre de nœuds n’est pas critique, il le devient vite lorsque la taille des proble`mes
augmente. A` noter que l’algorithme de filtrage engendre un couˆt supple´mentaire en temps de calcul a`
chaque nœud de l’arbre. Il est donc important de mettre en balance la re´duction de l’espace de recherche
par le filtrage d’une contrainte et la complexite´ temporelle de cet algorithme.
2.4 Propagation de contraintes
Lorsque le domaine d’une variable est re´duit, il faut re´e´tudier l’ensemble des contraintes dans lesquelles
la variable est implique´e. En effet, une modification d’un domaine pour une contrainte peut entraˆıner
d’autres de´ductions de la part des algorithmes de filtrage d’autres contraintes. L’exemple suivant illustre
ce me´canisme de propagation.
Exemple 2 (Propagation) Prenons le proble`me de satisfaction de contraintes suivant :
• soient x1, x2 et x3 trois variables de domaines D1 = D2 = D3 = {1, 2, 3, 4} ;
• on pose les contraintes C1 = [x1 < x2] et C2 = [x2 < x3].
x2 e´tant strictement supe´rieure a` x1, x2 ne peut pas prendre la valeur 1. De manie`re syme´trique x1 ne
peut eˆtre instancie´e a` 4. L’algorithme de filtrage de C1 permet de de´duire la re´duction des domaines
suivants :
D1 = {1, 2, 3}, et D2 = {2, 3, 4}.
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Si l’algorithme de filtrage de C2 est applique´ a` la suite, alors il de´duit les re´ductions supple´mentaires :
D2 = {2, 3}, et D3 = {3, 4}.
Le filtrage de C2 ayant provoque´ un nouveau changement dans le domaine de x2, il se peut alors qu’ap-
pliquer le filtrage de C1 permette de nouvelles de´ductions. En l’occurrence, celui-ci de´duit maintenant :
D1 = {1, 2}.
La propagation de contraintes consiste donc a` appliquer les algorithmes de filtrage des contraintes
dont les variables ont vu leur domaine re´duit, a` tour de roˆle, jusqu’a` ce que plus aucune re´duction ne soit
faite. On dit alors que le point fixe de la propagation est atteint.
2.5 Nature des contraintes
Les contraintes, dans leur prime de´finition, permettent de couvrir de nombreux aspects de mo-
de´lisation. Il existe en re´alite´ diffe´rents types de contraintes que nous caracte´risons brie`vement ici.
Tout d’abord une contrainte peut eˆtre exprime´e en extension comme l’ensemble explicite de ses so-
lutions, sous forme d’un ensemble de n-uplets autorise´s. Le plus ge´ne´ralement, une contrainte est de´-
finie en intention, de manie`re implicite. Par exemple, la contrainte c1(x1, x2) = [x1 6= x2] est de´-
finie en intention : elle repre´sente l’ensemble des couples de Z2 de valeurs diffe´rentes. La contrainte
en intention c2(x1, x2) = {(1, 2), (1, 3), (2, 1), (2, 3), (3, 1), (3, 2)} est e´quivalente a` c1 sur le domaine
D = {1, 2, 3}x{1, 2, 3}. Les contraintes en intention permettent de traduire des relations difficiles a` expli-
citer, soit par le nombre de solutions trop important, soit parce que trouver une solution de la contrainte
est difficile en soit.
L’arite´ d’une contrainte est le nombre de variables qu’elle implique. Une contrainte d’arite´ 2 est dite
binaire. Une contrainte globale est une contrainte d’arite´ arbitraire de´finie par une formule. L’exemple
de contrainte globale le plus courant est la contrainte alldifferent [79]. alldifferent(x1, . . . , xn) ≡∧
i6=j [xi 6= xj ]. L’inte´reˆt des contraintes globales est double. Elles apportent d’une part un gain en
terme d’expressivite´. En effet, une contrainte e´tant un sous proble`me que l’on est capable d’identifier, il
est souvent plus aise´ de l’exprimer a` l’aide de primitives plus globales. Par exemple, il est plus simple
d’exprimer pour un ensemble de variables qu’elles doivent eˆtre diffe´rentes deux a` deux que d’exprimer
toutes les paires de variables pour poser des contraintes binaires. D’autre part, l’aspect global de ces
contraintes permet de re´aliser plus de de´ductions par filtrage. Ainsi la contrainte alldifferent permet
de faire plus de filtrage qu’une conjonction de contraintes neq.
Exemple 3 Regardons les de´ductions faites par propagation des contraintes sur le re´seau suivant :
• soient x1, x2 et x3, trois variables de domaines D(x1) = D(x2) = {1, 2} et D(x3) = {1, 2, 3} ;
• et soient les contraintes c1 = [x1 6= x2], c2 = [x1 6= x3] et c3 = [x2 6= x3].
Comme pour l’exemple pre´ce´dent, nous appliquons les algorithmes de filtrage des contraintes jusqu’a`
l’obtention d’un point fixe. Or pour ce re´seau, aucune de´duction ne peut eˆtre faite. En effet, pour chaque
variable, toute valeur de son domaine peut eˆtre e´tendue a` une solution pour chaque contrainte dans laquelle
elle est implique´e.
Posons maintenant, a` la place de la conjonction de diffe´rence, la contrainte alldifferent(x1, x2, x3).
L’algorithme de filtrage de cette contrainte globale propose´ par Re´gin [79] construit le graphe bipartite ou`
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chaque areˆte repre´sente une affectation possible pour une variable (figure 2.2). Ces couplages de cardinalite´
3 dans ce graphe correspondent exactement aux solutions de la contrainte (en rouge sur le sche´ma). Par
la suite, tous les arcs n’appartenant pas au couplage sont inverse´s. Ainsi tout arc n’appartenant ni au
couplage, ni a` aucune composante fortement connexe (en bleu dans le graphe) peut eˆtre supprime´.
Pour plus d’information a` ce sujet, nous vous invitons a` consulter l’article de Re´gin sur alldifferent
[79], ainsi que le livre de Berge sur la the´orie des graphes [16].
x1
x2
x3
1
2
3
Figure 2.2 – Graphe bipartite pour la contrainte alldifferent
Appliquer l’algorithme de filtrage de la contrainte globale alldifferent permet ainsi de de´duire que
x3 ne peut prendre les valeurs 1 et 2, d’ou` x3 = 3.
Une mode´lisation de proble`mes a` l’aide de contraintes globales permet donc plus de filtrage et par
conse´quent, le plus souvent, une re´solution plus rapide.
L’algorithme de la contrainte alldifferent permet d’atteindre ce que l’on appelle la cohe´rence d’arc
(AC). Ce terme indique le niveau de filtrage de la contrainte.
De´finition 1 (Cohe´rence d’arc [20]) Soit un re´seau N = (X ,D, C), une contrainte c ∈ C et une
variable xi ∈ X (C)
• Une valeur vi ∈ D(xi) est cohe´rente par rapport a` c dans D si et seulement si il existe un n-uplet
autorise´ contenant la valeur vi pour la variable xi. Ce n-uplet est appele´ support du couple (xi, vi)
dans c.
• Une contrainte c est dite arc-cohe´rente si et seulement si, toutes les valeurs des domaines des
variables de c sont cohe´rentes par rapport a` c.
En d’autres termes, une contrainte ayant un algorithme de filtrage faisant la cohe´rence d’arc suppri-
mera toute valeur d’un domaine qui ne peut eˆtre e´tendue a` une solution.
Nous invitons le lecteur souhaitant en savoir plus sur les diffe´rentes cohe´rences a` lire le rapport
technique sur la propagation de contraintes de Bessie`re [20].
Un catalogue de contraintes globales [12] re´fe´rence et de´crit, a` l’heure actuelle, plus de 300 contraintes
globales.
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2.6 Heuristiques de branchement
La construction de l’arbre de recherche repose sur l’ordre de choix des variables et des valeurs d’ins-
tanciation. Dans l’exemple 2.2, les variables sont se´lectionne´es par ordre lexicographique. L’efficacite´ de
la re´solution ne de´pend pas uniquement de la qualite´ du filtrage et de la propagation. Les strate´gies de
se´lection de la prochaine variable ou de la prochaine valeur a` choisir jouent un roˆle important.
Il est souvent utile, parfois ne´cessaire, de de´finir des strate´gies de recherche spe´cifiques au proble`me
que l’on traite afin d’ame´liorer la recherche de solutions. Cependant, il existe des strate´gies ge´ne´riques
qui s’appliquent a` tous les proble`mes. Une des plus usite´es consiste a` se´lectionner la variable de plus petit
domaine [52]. Des heuristiques ge´ne´riques plus sophistique´es ont fait leur apparition telle l’heuristique
ordonnant dynamiquement les variables en fonction du nombre de contraintes dans lesquelles elles sont
implique´es [27]. Des heuristiques utilisant le ratio entre degre´ de la variable et taille des domaines ont
montre´ d’excellents re´sultats [19]. Enfin les dernie`res heuristiques ge´ne´rales apparues utilisent la notion
d’impact, mesure de la performance d’une affectation donne´e [76].
2.7 Conclusion
La programmation par contraintes est donc un cadre qui fournit des outils de mode´lisation et de
re´solution de proble`mes combinatoires. Un proble`me se mode´lise au moyen de variables avec leur domaine,
et de contraintes, relations logiques entre les variables. La recherche de solutions est effectue´e a` l’aide
de l’algorithme backtrack, ame´liore´ de la propagation des contraintes. Pour un proble`me donne´, il existe
toujours diffe´rents mode`les possibles pour une application donne´e, en terme de variables, de contraintes
et de strate´gies de recherche. L’efficacite´ de la re´solution de´pend largement du mode`le choisi. Ainsi,
mode´liser un proble`me ne´cessite deux phases importantes :
• exprimer le proble`me a` l’aide d’un bon mode`le ;
• utiliser des algorithmes de filtrage efficaces.
L’utilisation de contraintes globales est indique´e pour mode´liser et re´soudre des proble`mes complexes.
Construire un mode`le a` base de contraintes globales offre une approche plus naturelle de la mode´lisation.
En revanche, construire les structures de donne´es utilise´es par ces contraintes n’est pas toujours simple :
par exemple, la contrainte tree, introduite au de´but de ce chapitre, ne´cessite un graphe [15].
Si la programmation par contraintes permet de de´crire des proble`mes combinatoires complexes graˆce
aux primitives de haut niveau que sont les contraintes globales, nous conside´rons que la mode´lisation a`
l’aide d’automates est une e´tape supple´mentaire vers la cre´ation d’un outil ge´ne´rique et de haut niveau
pour la re´solution de proble`mes. Les concepts de la the´orie des langages et des automates seront ainsi
introduits au chapitre suivant.
Chapitre 3
Langages et automates
Tous les moyens de l’esprit sont enferme´s dans le langage ; et qui n’a point re´fle´chi sur le
langage n’a point re´fle´chi du tout. (Alain, dans Propos sur l’e´ducation, 1932)
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ous nous inte´resserons dans ce chapitre a` la the´orie des langages et des automates. Ce formalisme,
introduit par Noam Chomsky [37, 38] permet d’exprimer de manie`re ge´ne´rative des ensembles. Nous
allons d’abord de´tailler ce qu’est une grammaire formelle. Puis nous nous inte´resserons plus particulie`-
rement aux grammaires rationnelles. Une des proprie´te´s de ces grammaires est de ge´ne´rer des langages
reconnaissables par des automates finis. Nous rappellerons les concepts de base des automates finis. Enfin
nous terminerons par une introduction aux automates ponde´re´s que nous utiliserons intense´ment dans les
prochains chapitres. L’essentiel des de´finitions pre´sentes dans ce chapitre sont issues des livres Introduc-
tion to Automata Theory, Languages, and Computation d’Hopcroft, Motwani et Ullman [53], et E´lement
de the´orie des automates de Jacques Sakarovitch [84].
3.1 Grammaires formelles
Les grammaires formelles ou grammaires ge´ne´ratives sont issues des travaux de Chomsky [37] en lin-
guistique. L’objectif de Chomsky e´tait de rendre compte des structures inne´es de la faculte´ du langage.
Aujourd’hui, les grammaires formelles sont toujours utilise´es dans des domaines aussi varie´s que le trai-
tement du langage naturel, la conception d’interpre`tes et compilateurs, l’analyse de programmes ou la
conception d’ordonnanceurs.
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Nous nous inte´resserons dans cette section d’abord au formalisme utilise´ par les grammaires formelles,
puis nous pre´senterons la hie´rarchie de Chomsky permettant de caracte´riser diffe´rents niveaux de gram-
maires selon leur expressivite´.
3.1.1 Vocabulaire
Les grammaires formelles sont utilise´es pour de´finir et ge´ne´rer des langages.
De´finition 2 (Alphabet) Un alphabet est un ensemble fini ou non de symboles. Par exemple, {a, b, . . . , z}
est l’alphabet de la langue anglaise.
De´finition 3 (Mot) Un mot m sur un alphabet Σ est une se´quence finie de symboles issus de Σ.
De´finition 4 (Langage) Un langage est un ensemble de mots forme´s par des se´quences de symboles
issus d’un alphabet.
De´finition 5 (Fermeture de Kleene) La fermeture de Kleene, est l’ope´rateur unaire qui, applique´ a`
un ensemble V , forme le langage V ∗.
• Si V est un alphabet (i.e. un ensemble de symboles), alors V ∗ est l’ensemble des mots sur V , le mot
vide ǫ inclus.
• Si V est un langage (i.e. un ensemble de mots), alors V ∗ est le plus petit langage qui le contienne,
qui contienne ǫ et qui soit stable par concate´nation.
Cet ope´rateur permet, e´tant donne´ un ensemble de mots ou de symboles, de cre´er de nouveaux mots
par concate´nation des primitives fournies par l’ensemble de de´part. Il permet par exemple d’indiquer
qu’un motif doit pouvoir se re´pe´ter.
3.1.2 Formalisme des grammaires
Une grammaire formelle de´crit la manie`re de ge´ne´rer des mots appartenant a` un langage.
Voici la de´finition formelle des grammaires ge´ne´ratives propose´e par Noam Chomsky [37, 38] :
De´finition 6 (Grammaire) Une grammaire G est un n-uplet (N,Σ, P, S) ou` :
• N est un ensemble fini de symboles non terminaux (qui n’apparaissent pas dans les mots) ;
• Σ est un ensemble fini de symboles terminaux (qui constituent les mots) ;
• un ensemble fini P , de re`gles de production. Une re`gle de production, note´e S1 → S2 associe
l’e´le´ment S1 ∈ (Σ ∪N)∗N(Σ ∪N)∗ a` un e´le´ment S2 ∈ (Σ ∪N)∗ ;
• un symbole S ∈ N , symbole de de´part.
De´finition 7 (De´rivation) Soit une grammaire G = (N,Σ, P, S). On appelle de´rivation le fait d’appli-
quer une re`gle de production au symbole de de´part ou a` un mot du langage. Pour tout a, b ∈ (Σ∪N)∗ On
notera aS1b⇒G aS2b si et seulement si la re`gle S1 → S2 est dans P . On notera aS1b⇒∗G aSnb s’il existe
une chaˆıne de re`gles dans P permettant de transformer S1 en Sn (S1 → S2, S2 → S3, . . . , Sn−1 → Sn).
Exemple 4 Nous de´finissons ici la grammaire G = (N,Σ, P, S) permettant de construire les mots de la
forme anbn pour n ∈ N (an signifie n re´pe´tition de a, e.g. a3 = aaa). On pose :
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• N = {S} ;
• Σ = {a, b} ;
• P = {S → aSb, S → ǫ}.
Ainsi, pour construire le mot aaabbb a` partir de la grammaire G, nous de´rivons trois fois le symbole
non-terminal S a` l’aide de la premie`re re`gle de production et une fois a` l’aide de la seconde. Ce qui
donne :
• S ⇒G aSb (re`gle 1) ;
• aSb⇒G aaSbb (re`gle 1) ;
• aaSbb⇒G aaaSbbb (re`gle 1) ;
• aaaSbbb⇒G aaaǫbbb = aaabbb (re`gle 2).
Selon les caracte´ristiques de l’ensemble de re`gles de production P , il existe une hie´rarchisation des
grammaires formelles, connue sous le nom de hie´rarchie de Chomsky.
3.1.3 Hie´rarchie de Chomsky
La hie´rarchie de Chomsky permet de caracte´riser les grammaires en fonction de la forme de leurs
re`gles de production. Celles-ci refle`tent l’expressivite´ de la grammaire.
De´finition 8 (Proble`me du mot) Soit une grammaire G = (N,Σ, P, S) et un mot m ∈ Σ∗. Le pro-
ble`me du mot consiste a` de´cider si le mot m appartient ou non au langage LG de´fini par la grammaire
G.
La de´cidabilite´ et la complexite´ du proble`me du mot pour un langage de´pendent du type de la
grammaire qui a ge´ne´re´ ce langage. On diffe´renciera principalement quatre types de grammaires :
• Grammaires de type 0 : elles incluent toutes les grammaires formelles. Le proble`me du mot sur
cette classe de grammaire est inde´cidable.
• Grammaires de type 1 : appele´es e´galement grammaires contextuelles, ces grammaires ont des
re`gles de la forme aSb → ayb ou` S est un symbole non-terminal, a, b et y des chaˆınes compo-
se´es de symboles terminaux et non-terminaux. y ne peut pas eˆtre la chaˆıne vide. Le proble`me de
l’appartenance d’un mot est ici de´cidable mais PSPACE-complet [56].
• Grammaires de type 2 : autrement appele´es grammaires non-contextuelles, les re`gles de pro-
duction sont de la forme S → y ou` S est un symbole non-terminal et y une chaˆıne compose´e de
symboles de tous types. Le proble`me du mot est re´solu en temps polynomial en fonction de la taille
du mot d’entre´e.
• Grammaires de type 3 : ou grammaires rationnelles. Elles ge´ne`rent les langages rationnels.
Les re`gles sont limite´es a` un symbole non terminal dans la partie gauche de la re`gle et, dans la
partie droite, a` une chaˆıne de symboles terminaux suivis ou pre´ce´de´s d’un symbole non-terminal.
Le proble`me du mot se fait en temps line´aire par rapport a` la taille du mot.
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Notons que chaque type de grammaire est inclus dans le type pre´ce´dent.
Chacune de ces classes de grammaire posse`de une machine ou un automate e´quivalent. Ainsi, les
langages ge´ne´re´s par les grammaires formelles sont reconnus par une machine de Turing [91]. C’est-a`-dire
que pour tout mot d’un langage ge´ne´re´ par une grammaire de type 0, il existe une machine de Turing
qui acceptera le mot en temps fini. Le proble`me du mot n’est pas de´cidable car il est possible que la
machine de Turing ne re´ponde jamais si le mot n’appartient pas au langage. Les langages de´crits par les
grammaires de type 1 sont reconnus par une machine de Turing dont la taille du ruban est borne´e par
un facteur de la taille du mot a` reconnaˆıtre.
Les langages de´finis par des grammaires de type 2 ou 3 sont reconnus par des machines particulie`res :
les automates a` piles pour les premie`res et les automates finis pour les secondes. Cette dernie`re classe
d’automates sera le sujet principal de notre e´tude.
Le tableau 3.1 re´sume les diffe´rents types de grammaires.
Type Machine ou automate associe´ Complexite´ du proble`me du mot
Toutes formelles Machine de Turing Inde´cidable
Contextuelle Machine de Turing a` ruban borne´ PSPACE-Complet
Non-contextuelle Automate a` piles O(n3)
Rationnelle Automate fini O(n)
Table 3.1 – Grammaires et automates associe´s
Pour des raisons de complexite´, nous ne parlerons maintenant que des grammaires de types 2 et 3. En
effet, nous souhaitons utiliser la puissance de la the´orie des langages pour mode´liser des re`gles issues des
proble`mes de planification de personnel. Kadioglu et Sellmann [56] ont discute´ l’utilisation de grammaires
pour la mode´lisation de proble`mes de se´quencement et ont montre´ qu’il e´tait tre`s difficile et inutile de
mode´liser des proble`mes a` l’aide de grammaires plus complexes que les non-contextuelles.
3.2 Automates finis
Il existe une e´quivalence entre les grammaires et certaines classes d’automates. Un automate est un
mode`le abstrait de machine qui lit des se´quences de symboles. L’ensemble des se´quences lues par un
automate est le langage reconnu par cet automate. Le the´ore`me de Kleene [58] montre ainsi que les
grammaires rationnelles engendrent des langages reconnus par des automates finis. Les grammaires non
contextuelles ge´ne`rent des langages reconnus par des automates a` piles.
Mais qu’est-ce qu’un automate ? Une premie`re de´finition est donne´e par Sakarovitch [84] : « Un
automate est un graphe, oriente´ et e´tiquete´ par les lettres d’un alphabet, et dans lequel deux sous-
ensembles de sommets ont e´te´ distingue´s. »
Nous distinguerons dans cette section trois types d’automates : les automates finis simples, les expres-
sions rationnelles et les automates ponde´re´s.
3.2.1 Automates finis simples
De´finition 9 (Automate fini) Un automate fini A est un quintuplet (Q,Σ, E, I, T ) ou` :
• Q est un ensemble non vide, appele´ ensemble des e´tats de A ;
• Σ est un ensemble non vide, appele´ l’alphabet de A ;
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• I et T sont deux sous-ensembles de Q ; I est l’ensemble des e´tats initiaux et T est l’ensemble des
e´tats finals de A ;
• E est un sous-ensemble de Q× Σ×Q, appele´ ensemble des transitions de A.
De´finition 10 (Chemin dans un automate fini) Un chemin π dans un automate fini est une suite
de transitions e1 e2 ek en ∈ E∗ conse´cutives. C’est-a`-dire, pour tout i ∈ [[1, n − 1]], l’e´tat final de la
transition ei est l’e´tat initial de la transition ei+1. Pour toute transition e ∈ E, on notera :
• orig(e), l’e´tat initial de la transition ;
• dest(e), l’e´tat final de la transition ;
• symb(e), le symbole porte´ par la transition.
De´finition 11 (Reconnaissance d’un mot par un automate) Un mot m sur l’alphabet Σ est re-
connu par un automate A = (Q,Σ, E, I, T ), s’il existe un chemin de I vers T tel que la se´quence des
e´tiquettes des arcs du chemin forme le mot. On dit e´galement que l’automate accepte le mot m.
L’ensemble des mots reconnus par un automate forme le langage reconnu par cet automate.
Exemple 5 Soit l’automate A = (Q,Σ, E, I, T ) de´fini de la manie`re suivante :
• Q = {q0, q1, q2} ;
• Σ = {a, b} ;
• E = {(q0, a, q1), (q1, a, q2), (q2, a, q2)(q2, b, q2)} ;
• I = {q0} ;
• T = {q2}.
Cet automate accepte tous les mots forme´s par les symboles a et b pre´fixe´s par le mot aa. La figure 3.1
pre´sente l’automate sous la forme d’un graphe.
q0 q1
aa q2
a, b
Figure 3.1 – Automate repre´sentant le langage des mots pre´fixe´s par aa
Les automates finis sont re´partis en deux classes, les automates finis de´terministes (AFD) et les
automates finis non-de´terministes (AFN). La diffe´rence est dans l’impossibilite´ pour un AFD d’avoir,
depuis un e´tat, plus d’une transition e´tiquete´e par un meˆme symbole. De plus, l’ensemble des e´tats
initiaux doit eˆtre compose´ d’un seul e´tat. Nous pouvons donc de´finir un AFD de la manie`re suivante :
De´finition 12 (Automate fini de´terministe) Un automate fini de´terministe AD est un automate fini
ou` :
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• I est compose´ d’un e´tat unique i ;
• il n’existe pas deux transitions de meˆme valeur issues d’un meˆme e´tat.
Dans le cas d’un AFD, l’ensemble des transitions de l’automate peut eˆtre de´fini comme une fonction
de transition δ : Mδ ⊂ Q × Σ → Q avec δ(qi, α) = qj ⇐⇒ (qi, α, qj) ∈ E. Notons que la fonction
n’est pas force´ment de´finie pour tous les e´tats et pour tous les symboles si Mδ ( Q × Σ. On parle alors
d’automate incomplet. Un automate incomplet peut eˆtre comple´te´ en ajoutant un e´tat non final et toutes
les transitions manquantes vers cet e´tat. L’automate figure 3.1 remplit toutes les conditions pour eˆtre un
automate fini de´terministe.
Un automate fini non de´terministe peut au contraire eˆtre « dans plusieurs e´tats a` la fois ». L’e´tat
initial n’est plus force´ment unique puisque l’on peut cependant toujours fusionner tous les e´tats initiaux
dans un AFN.
Exemple 6 Un exemple courant ou` il est facile d’e´crire un AFN est lorsque nous souhaitons reconnaˆıtre
un ensemble de mots dont on ne connaˆıt que le suffixe. Soit l’automate AN de´fini par :
• Q = {q0, q1, q2} ;
• Σ = {0, 1} ;
• E = {(q0, 0, q0), (q0, 1, q0), (q0, 0, q1), (q1, 1, q2)} ;
• s = q0 ;
• T = {q2}.
L’existence des transitions (q0, 0, q0) et (q0, 0, q1) nous montre que cet automate est non de´terministe.
La construction de cet automate figure 3.2 permet plus facilement de saisir le langage qu’il de´finit. Ainsi,
ne seront accepte´s que les nombres binaires se terminant par 01.
q0
0, 1
0 q1
1 q2
Figure 3.2 – AFN repre´sentant le langage des nombres binaires finissant par 01
La question le´gitime qui vient apre`s l’exemple 6 est la suivante : Existe-il un AFD e´quivalent, c’est-
a`-dire qui reconnait les nombres binaires suffixe´s par 01 ? Regardons l’automate de´fini dans l’exemple
7.
Exemple 7 Soit AD l’automate de´fini par :
• Q = {q0, q1, q2} ;
• Σ = {0, 1} ;
• E = {(q0, 0, q1), (q0, 1, q0), (q1, 0, q1), (q1, 1, q2), (q2, 0, q1), (q2, 1, q0)} ;
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• s = q0 ;
• T = {q2}.
Cet automate est de´terministe. Pour arriver sur l’e´tat q2, seul e´tat final, le mot lu par l’automate doit
se terminer par 01, ce qui de´crit exactement le langage de l’exemple 6. La figure 3.3 illustre l’automate
de´crit ici.
q0
q1
q20
0
0
1
1
1
Figure 3.3 – AFD repre´sentant le langage des nombres binaires finissant par 01
Il existe un processus de de´terminisation qui transforme un AFN en AFD acceptant le meˆme langage.
Nous reviendrons dans le chapitre 6 sur l’algorithme re´alisant cette transformation. Le langage de´fini
dans les exemples 6 et 7 montre qu’il existe des langages ou` il est plus facile de construire un AFN qu’un
AFD. Hopcroft et .al [53] postulent qu’en pratique un AFD construit a` partir d’un AFN aura environ le
meˆme nombre d’e´tats. Cependant, il arrive que le plus petit AFD construit a` partir d’un AFN contienne
jusqu’a` 2|Q| e´tats. La preuve de l’e´quivalence entre AFD et AFN se fait par une me´thode constructive ou`
les e´tats accessibles depuis un meˆme e´tat par une transition de meˆme e´tiquette sont regroupe´s.
3.2.2 Expressions rationnelles
Quittons un instant le monde de la description de langages sous forme de machine. Les expressions
rationnelles sont une description alge´brique des langages rationnels. Appele´es autrement motifs, elles
de´crivent de fait des ensembles de mots. L’utilisation couramment faite de cet outil est de de´crire de
manie`re concise des ensembles, sans avoir a` lister tous les e´le´ments de cet ensemble. Elles ont le meˆme
pouvoir expressif que les grammaires rationnelles. Une expression rationnelle est compose´e de constantes
et d’ope´rateurs caracte´risant des ensembles de mots et les ope´rations associe´es a` ces mots.
De´finition 13 (Expression rationnelle) Soit Σ un alphabet, une expression rationnelle est compose´e
des constantes :
• ∅, l’ensemble vide ;
• σ, le mot vide ;
• a ∈ Σ un caracte`re.
Et des ope´rations :
• concate´nation, soit un ensemble R et un ensemble S, RS repre´sente l’ensemble des concate´nations
des mots de R et S. Par exemple R = {ab, c} et S : {d, ef}, RS = {abd, abef, cd, cef} ;
• alternation, e´tant donne´ un ensemble R et un ensemble S, R|S est l’ensemble des mots de R et
de S. Par exemple, pour les meˆmes R et S, R|S = {ab, c, d, ef} ;
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• e´toile de Kleene, soit R un ensemble, R∗ de´note l’ensemble construit en re´pe´tant ze´ro (ou plus)
fois les mots de R.
Exemple 8 Mode´liser le langage des nombres binaires finissant par 01 se fait de la manie`re suivante a`
l’aide des expressions rationnelles :
• repre´senter un nombre binaire : (0|1)∗. Cette expression repre´sente une se´quence de 0 ou de 1
re´pe´te´e ze´ro fois ou plus ;
• repre´senter le suffixe obligatoire : 01 ;
• l’expression rationnelle repre´sentant le langage des nombres binaires finissant par 01 se fait par
concate´nation des expressions pre´ce´dentes : (0|1)∗01.
L’exemple 8 illustre la simplicite´ d’utilisation des expressions rationnelles. L’expression (0|1)∗01 repre´-
sente le meˆme langage que les automates figures 3.2 et 3.3, mais de manie`re plus compacte. Les automates
finis de´terministes, les automates finis non de´terministes et les expressions rationnelles (er) de´crivent tous
les trois des langages rationnels. L’e´quivalence entre ces trois repre´sentations est de´montre´e notamment
dans le chapitre 3 de Introduction to Automata Theory, Languages and Computation [53]. Elle est re´su-
me´e par le diagramme suivant figure 3.4 qui montre les transformations possibles entre les expressions
rationnelles et les diffe´rents automates finis1.
ǫ−AFN
ER AFD
AFN
Figure 3.4 – Diagramme illustrant les e´quivalences entre les 4 notations possibles des langages rationnels.
3.2.3 Automates finis ponde´re´s
Les automates finis, comme les expressions rationnelles, permettent de mode´liser des langages ration-
nels. Afin de mode´liser des langages plus complexes, dans le sens plus haut dans la hie´rarchie de Chomsky,
il existe d’autres formes de grammaires, repre´sente´es par d’autres types d’automates ou de machines. Il
existe e´galement une extension des automates finis ou` les transitions sont associe´es a` un poids. Un mot
du langage est alors une se´quence de symboles et de poids.
Nous introduisons ici les automates ponde´re´s qui de´crivent une classe de langage strictement supe´rieure
aux langages rationnels [60, 84].
La de´finition formelle d’un automate ponde´re´ propose´e par Kuich et Salomaa [60] est base´e sur la
notion de semi-anneau.
1Les ǫ-AFN sont une forme d’AFN posse´dant des transitions dites spontane´es : facultatives et ne consommant pas de
symbole. Nous n’utilisons pas directement ces automates.
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De´finition 14 (Automate ponde´re´) Un automate ponde´re´ est un quintuplet (Q,Σ, E, I, T ), similaire
a` un automate fini ou` E, l’ensemble des transitions, est un sous-ensemble de Q× Σ×Q×K tel que :
• (K,⊕,⊗) est un semi-anneau ;
• pour tout triplet (q, σ, q′) ∈ Q×Σ×Q, il existe un et un seul e´le´ment k ∈ K tel que (q, σ, q′, k) ∈ E.
De´finition 15 (Fonction de poids) La fonction de poids est l’application w qui associe a` toute paire
(q, σ) ∈ Q× Σ un e´le´ment k ∈ K.
De´finition 16 (Poids d’un chemin) Soit un chemin π = e1e2 . . . en, le poids du chemin w(π) dans
l’automate ponde´re´ A = (Q,Σ, E, I, T ) dans le semi-anneau (K,⊕,⊗), et le ⊗-produit des poids de toutes
les transitions. On note :
w(π) = w(orig(e1), symb(e1)) ⊗ w(orig(e2), symb(e2))⊗ . . .⊗ w(orig(en), symb(en)).
De´finition 17 (Poids d’un mot) Le poids d’un mot m pour un automate ponde´re´ A dans le semi-
anneau (K,⊕,⊗) est la ⊕-somme de tous les poids des chemins correspondant a` m dans l’automate. On
note :
w(m) =
⊕
π∈Π(m)
w(π).
Notons que si l’automate est de´terministe, alors il n’existera qu’un seul chemin pour un mot donne´, alors
la premie`re ope´ration du semi-anneau ne sera jamais utilise´e et le poids d’un mot m sera exactement le
poids de son unique chemin.
L’acceptation d’un mot par un automate ponde´re´ se fait par deux crite`res :
• Le mot est-il dans le langage de´fini par l’automate fini simple (i.e. un chemin de I vers T ) ?
• Le poids du mot a-t-il une valeur donne´e ?
Concernant la valeur admissible d’un mot, on de´finit souvent un sous-ensemble J ∈ K, valeurs du
poids pour lesquelles un mot est admissible. Ainsi, un mot m est accepte´ dans un automate ponde´re´ A
dans le semi-anneau (K,⊕,⊗) si et seulement si :
• m ∈ L(A) ;
• w(m) ∈ J.
Exemple 9 (Un automate ponde´re´ comptant une se´quence) Soit le semi-anneau (N,min,+) et
l’automate A = (Q,Σ, E, I, T ) avec :
• Q = {q0, q1, q2} ;
• Σ = {0, 1} ;
• E = {(q0, 1, q1, 0), (q0, 0, q2, 0), (q1, 1, q1, 0), (q1, 0, q2, 0), (q2, 0, q2, 0), (q2, 1, q0, 1)} ;
• I = {q0} ;
• T = {q0}.
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Figure 3.5 – Automate comptant les occurrences du motif 01
Cet automate est pre´sente´ figure 3.5. Tel quel, il accepte tous les mots de Σ∗ suffixe´s par 01 et compte le
nombre de fois ou` le motif 01 apparaˆıt dans un mot. Si on pose J = ({2, 3, 4},min,+) ⊂ (N,min,+), alors
l’automate ponde´re´ figure 3.5 accepte tous les mots de Σ∗ suffixe´s par 01 et tel que ce motif apparaisse
entre 2 et 4 fois inclus.
Pour en savoir plus sur les automates ponde´re´s, nous invitons le lecteur a` se tourner vers l’ouvrage
Handbook of weighted Automata de Droste et al. [45] ou a` lire le chapitre consacre´ aux K-automates du
livre E´le´ments de the´orie des automates de Jacques Sakarovitch [84]. Mohri et al. [68] pre´sentent une
application des automates ponde´re´s dans le cadre de la reconnaissance vocale. Jiang et al. [55] quant a`
eux utilisent les automates ponde´re´s pour la compression d’images. Ils utilisent un semi-anneau et un
automate pour associer chaque se´quence reconnaissable a` un nombre unique.
3.3 Conclusion
Nous avons pre´sente´ dans ce chapitre une petite partie de la the´orie des langages et des automates. Afin
d’introduire les langages rationnels et leurs repre´sentations sous forme d’automates finis ou d’expressions
rationnelles, nous avons introduit les grammaires formelles pre´sente´es originellement par Chomsky. Dans le
prochain chapitre, nous vous pre´senterons les origines et les utilisations des automates en programmation
par contraintes de la litte´rature.
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ans les chapitres pre´ce´dents, nous avons introduit la programmation par contraintes et les langages
formels. Dans ce chapitre, nous de´crirons le lien qui existe entre ces deux disciplines. Nous pre´sente-
rons l’origine de l’utilisation des automates en programmation par contraintes jusqu’aux derniers travaux
sur le sujet. Les contraintes connexes aux contraintes automates seront e´galement pre´sente´es.
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4.1 Origines
L’origine de l’utilisation des automates en programmation par contraintes est multiple. Une des pre-
mie`res apparitions de l’utilisation d’automates dans un syste`me de contraintes est propose´e par Schulz
et al. [85]. Dans le cadre de la reconnaissance de phrases dans des corpus de grande taille, ils proposent
d’utiliser la structure compacte des automates pour repre´senter des structures grammaticales complexes.
Ils utilisent ensuite la propagation de contraintes pour s’assurer de certaines proprie´te´s morphologiques.
Si la combinaison des automates et des contraintes est pre´sente dans cet article, il n’apparaˆıt pas
encore de contrainte automate a` proprement parler. Le cheminement vers un algorithme de filtrage pour
une contrainte portant sur une se´quence de variables, se devant de respecter un motif donne´, s’est fait
au travers d’applications de planification de personnel. Ces dernie`res ont conduit Pesant a` de´velopper la
contrainte stretch [71], puis la contrainte pattern [23].
4.1.1 Contrainte stretch
La contrainte stretch introduite en 2001 par Pesant [71], propose de restreindre le nombre d’appa-
ritions conse´cutives d’une valeur dans une se´quence de variables X = x0, x2, . . . , xn−1.
De´finition 18 (Stretch) Une sous-se´quence xi, xi+1 mod n, . . . , xi+p mod n est appele´e stretch, ou suc-
cession en franc¸ais, d’e´tendue p + 1 lorsque xi = xi+1 mod n = . . . = xi+p mod n mais xi−1 mod n 6= xi
et xi+p mod n 6= xi+p+1 mod n.
De´finition 19 (Pattern) Dans le cadre de la contrainte stretch, un pattern de´signe deux successions
d’activite´s de types diffe´rents (e.g. A,A,A,B,B sera repre´sente´ par le pattern AB).
De´finition 20 (Contrainte stretch) Soient X = x0, x2, . . . , xn−1 une se´quence de variables, D un
ensemble de m valeurs prises dans les domaines de X, λ et λ deux vecteurs d’entiers de taille m, et P
un ensemble de patterns. Pour tout xi on notera spanxi l’e´tendue du stretch contenant xi. La contrainte
stretch(X,λ, λ, P ) assure que
∀i ∈ [[0, n− 1]], spanxi ∈ [[λxi , λxi ]]
sous la condition que tout pattern de X appartiennent a` P .
Dans son article, Pesant pre´cise que les patterns autorise´s P sont utilise´s pour ame´liorer le filtrage,
mais qu’ils ne sont pas assure´s par la contrainte. Afin de re´pondre a` ce proble`me, la contrainte pattern a
e´te´ de´veloppe´e. Par ailleurs, Pesant propose une version de stretch base´e sur la contrainte regular [73]
4.1.2 Contrainte pattern
De´finition 21 (k-pattern) On appellera un k-pattern une se´quence de k e´le´ments telle que deux e´le´-
ments successifs ne prennent pas la meˆme valeur.
La contrainte pattern est de´crite dans l’article de Bourdais et al. [23] comme l’une des primitives du
syste`me Hibiscus pour la planification de personnel hospitalier. Elle assure que tous les k-patterns d’une
se´quence appartiennent a` un ensemble donne´ de k-patterns autorise´s.
De´finition 22 (Contrainte pattern) Soient X = x1, x2, . . . , xn une se´quence de variables prenant ses
valeurs dans D = d1, d2, . . . , dm, et De = di1, di2, . . . , dil la suite des valeurs prises par les stretchs
successifs de X (e.g. si X = A,A,B,B,B,A,C,C, la se´quence De vaut A,B,A,C).
Soit P un ensemble de k-patterns. La contrainte pattern(X,P ) est satisfaite, si et seulement si, toutes
les sous-se´quences de k e´le´ments dans De sont dans P.
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4.2 Contrainte automate
Dans la continuite´ de ces travaux, les contraintes automates ont e´te´ de´veloppe´es pour prendre en
compte des motifs de se´quencement, autorise´s ou interdits, plus complexes.
Comme nous l’avons vu dans le chapitre 3, les automates permettent de repre´senter des ensembles
de mots, un mot e´tant compose´ d’une succession de symboles. En programmation par contraintes, la
de´finition d’une contrainte, en intention ou en extension permet de de´finir un ensemble de solutions,
chaque solution e´tant un ensemble de valeurs prises par les variables, satisfaisant la contrainte.
Par exemple, la contrainte x1 6= x2 repre´sente toutes les paires de valeurs prises dans d1 × d2 tel que
x1 6= x2.
Ainsi, si l’on conside`re les symboles d’un alphabet comme les valeurs du domaine de variables et si
l’on ordonne les variables, alors un mot sur l’alphabet correspond a` une instantiation des variables. En
conse´quence, un automate sur l’alphabet de´finit un ensemble d’instantiations acceptables, de manie`re
compacte.
4.2.1 De´finition
De´finition 23 (Contrainte automate) Soient une se´quence de variables X = (x1, . . . , xn) de do-
maines d1, . . . , dn et un automate A. Une contrainte automate sur A assure que tout mot forme´ par
la se´quence de valeurs (v1, . . . , vn) ∈ (d1 × . . .× dn) est accepte´ par A.
Cette contrainte a e´te´ introduite par Pesant [73] sous le nom de regular(X,A), e´tant donne´ un auto-
mate fini de´terministe A = (Q,Σ,∆, {s}, A). Par de´finition, les solutions de regular(X,A) correspondent
une a` une aux chemins de n arcs connectant s a` un sommet dans A dans le multigraphe oriente´ A. Soit
δi ∈ ∆ l’ensemble des transitions qui correspondent au i-e`me arc d’un tel chemin, alors une valeur pour
xi est cohe´rente si et seulement si δi contient une transition e´tiquete´e par cette valeur.
4.2.2 Algorithmes de filtrage
Incidemment, Pesant [73] et Beldiceanu et al [14] ont introduit deux approches orthogonales pour
assurer la Cohe´rence d’Arc Ge´ne´ralise´e (CAG) de la contrainte regular (voir la figure 4.1). L’approche
propose´e par Pesant [73] est de de´velopper A comme un AFD acyclique An qui accepte uniquement
les mots de longueur n. Par construction, An est un multigraphe a` n + 1 couches avec l’e´tat s dans la
couche 0 (la source), les e´tats finals A dans la couche n (les puits), et ou` l’ensemble des arcs d’une couche
quelconque i co¨ıncide avec δi. Une premie`re recherche e´tendue permet de maintenir la cohe´rence entre An
et les domaines des variables en retirant les arcs dans δi dont les e´tiquettes ne sont pas dans le domaine
de xi, puis en retirant les nœuds et arcs qui ne sont connecte´s ni a` une source ni a` un puits.
Dans Beldiceanu et al [14], une contrainte regular est de´compose´e en n contraintes ternaires de´finies
en extension et mode´lisant les ensembles δ1, δ2, . . . , δn. La de´composition introduit des variables d’e´tat
q0 ∈ {s}, q1, . . . , qn−1 ∈ Q, qn ∈ A et des contraintes ternaires de transition (qi−1, xi, qi) ∈ δi. Le re´seau
des contraintes de transition e´tant Berge-acyclique, appliquer une consistance d’arc sur la de´composition
permet d’atteindre la CAG sur regular. Soit l’AFD de´crit ci-dessus applique´ a`X ∈ {a, b}×{a}×{a, b}×{b}.
L’automate de´ploye´ de regular est pre´sente´ a` gauche et le mode`le de´compose´ sur la droite du sche´ma.
Les transitions en pointille´ sont filtre´es dans les deux mode`les.
Dans la premie`re approche, un algorithme spe´cifique est de´fini pour maintenir l’ensemble des chemins
supports, tandis que la seconde approche permet de laisser le solveur propager les contraintes de transition.
Ces deux approches de filtrage sont orthogonales mais, selon l’ordre de propagation du second mode`le,
elles peuvent proce´der de manie`re rigoureusement identique.
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mode`le de´compose´ :
(q0, x1, q1) ∈ {(s, a, s), (s, b, 1)},
(q1, x2, q2) ∈ {(s, a, s), (1, a, 1)},
(q2, x3, q3) ∈ {(s, a, s), (1, b, s),////////////////////(s, b, 1), (1, a, 1)},
(q3, x4, q4) ∈ {(s, b, 1),/////////(1, b, s)}.
Figure 4.1 – Automate de´ploye´ et mode`le de´compose´ pour l’auto interdisant un nombre pair de b
Assumons, sans perte de ge´ne´ralite´, que Σ est l’union de domaines variables, alors l’exe´cution initiale
de l’algorithme de Pesant pour la construction de An est re´alise´e en O(n|∆|) en temps et en espace (avec
∆ ≤ |Q||Σ| si A est un AFD). Le filtrage incre´mental proce`de par un parcours avant/arrie`re de An et
posse`de cette meˆme complexite´ de pire cas. En re´alite´, la complexite´ de l’algorithme de´pend plus de la
taille ∆n| de l’automate de´ploye´ An que de la taille |∆| de l’automate spe´cifie´ A. Notons par exemple que
lorsque l’automate spe´cifie´ A accepte uniquement des mots de taille n alors il est de´ja` de´ploye´ (A = An)
et la premie`re exe´cution de l’algorithme est en O(|∆|). En pratique, de meˆme que dans nos tests, An peut
meˆme eˆtre nettement plus petit que A. Cela signifie que de nombreux e´tats finals dans A ne peuvent pas
eˆtre atteints en exactement n transitions. Le filtrage s’effectue alors en O(|∆n|) avec ici |∆n| ≪ n|∆|.
4.3 Extension des contraintes automates
L’introduction des contraintes sur les langages rationnels a ouvert la voie a` deux extensions notables.
La premie`re extension conside`re des automates a` transitions ponde´re´es afin d’associer un couˆt a` chaque
se´quence accepte´e. La seconde extension conside`re des langages de plus haut niveau tels que de´finis par
des grammaires hors-contexte (voir e.g. [56]).
4.3.1 Automates ponde´re´s
La premie`re extension de la contrainte regular fait directement suite aux travaux de Pesant. Demassey
et al. [43] ont de´veloppe´ la contrainte cost-regular portant sur un automate associe´ a` une matrice de
couˆts d’affectation, de´finissant un couˆt a` chaque transition de l’automate. Dans le chapitre 3, nous avons
introduit la notion d’automate ponde´re´. La contrainte cost-regular est de´finie sur une se´quence de
variables, une variable de couˆt, et un automate ponde´re´ sur le semi-anneau (R,min,+).
De´finition 24 (cost-regular) Soit A = (Q,Σ, E, I, T ) un automate ponde´re´ dans le semi-anneau
(R,min,+). Soit X une se´quence de variables entie`res et z une variable de borne a` valeurs dans R.
La contrainte cost-regular(z,X,A) est satisfaite, si et seulement si le mot m forme´ par les valeurs
prises par les variables de X, est accepte´ par l’automate et si le poids w(m) de m est e´gal a` z.
Le filtrage de la contrainte cost-regular est base´ sur le filtrage par chemin de regular ainsi que sur
la notion de plus petit et plus grand chemin dans l’automate de´ploye´ An. Une dernie`re couche n+ 1 est
ajoute´e a` An avec un seul e´tat puits t. Pour tout e´tat q de la couche n, un arc (q, σ, t, 0) est ajoute´. Soit
s l’e´tat initial tel que I = {s}. Soit pcc(q, q′) = minπ∈A(q,q′)w(π) le plus court chemin entre les e´tats q et
q′. Soit pgc(q, q′) = maxπ∈A(q,q′)w(π) le plus grand chemin entre les e´tats q et q
′.
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Un arc (q, σ, q′, c) dans ce graphe est alors valide (il appartient a` un chemin solution de la contrainte)
si et seulement si :
pcc(s, q) + c+ pcc(q′, t) ≤ z
et
pgc(s, q) + c+ pgc(q′, t) ≥ z.
4.3.2 Relaxation de regular
Paralle`lement a` ces travaux, van Hoeve et al. [94] proposent de relaˆcher la contrainte regular en
conside´rant les variations d’un mot accepte´ par un automate. Ils de´finissent la contrainte soft-regular
de la manie`re suivante :
De´finition 25 (soft-regular) Soit A = (Q,Σ, δ, {s}, T ) un AFD et X une se´quence de variables en-
tie`res. Soit z une variable entie`re a` valeurs dans N qui repre´sente le couˆt de violation de la contrainte.
Soit d : Σ∗ × Σ∗ → N une distance entre deux mots.
La contrainte soft-regular(z,X,A, d) est satisfaite si et seulement si :
min
σ∈L(A)
{d(X, σ)} ≥ z.
Dans l’article, deux distances entre les mots sont conside´re´es : la distance de Hamming et la distance
d’e´dition. Ces deux distances permettent de mesurer, respectivement, le nombre de symboles distincts
entre deux mots, et le nombre minimal d’insertions, de suppressions et de substitutions ne´cessaires pour
obtenir un mot a` partir d’un autre.
Le filtrage de la contrainte soft-regular est base´ sur l’ajout d’arcs sur le graphe An. Ces arcs ajoute´s
repre´sentent les valeurs qui ne correspondent pas au langage de l’automate et ajoutent la possibilite´ de
re´aliser des insertions en autorisant les transitions entre les e´tats d’une meˆme couche. Les suppressions
sont quant a` elles ge´re´es comme des ǫ-transitions. En distribuant les couˆts sur ces nouveaux arcs, van
Hoeve et al. montrent que l’algorithme de filtrage de cost-regular atteint la cohe´rence d’arc ge´ne´ralise´e
sur X par rapport a` la borne supe´rieure de z.
Re´cemment, Me´tivier et al. [65] ont propose´ d’utiliser la contrainte cost-regular pour mode´liser la
violation de l’utilisation de se´quences interdites par l’automate en rajoutant explicitement ces se´quences
dans l’automate et en affectant un couˆt a` la dernie`re transition de cette se´quence. Dans leur article, les
auteurs proposent e´galement une variante de la contrainte regular (resp. cost-regular) : regularCount
(resp. cost-regularCount) qui permet de combiner une contrainte regular (reps. cost-regular) avec
une contrainte atleast/atmost.
4.3.3 Grammaires hors contexte
Au vu de l’apport en terme de mode´lisation et de re´solution des contraintes sur les langages rationnels,
une ge´ne´ralisation naturelle est l’utilisation de grammaire de type 2 dans la hie´rarchie de Chomsky.
Sellmann [86] a montre´ qu’il n’e´tait pas possible au-dela` du type 2 de proposer un propagateur permettant
de faire la CAG en temps polynomial. En effet le proble`me du mot, c’est-a`-dire de´cider de l’appartenance
d’un mot donne´ a` un langage donne´, est de´cidable mais PSPACE-complet pour les grammaires de type
1 dites contextuelles.
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4.4 Travaux connexes
4.4.1 Contraintes among et sequence
Une re`gle de se´quencement particulie`re, limitant le nombre d’occurrences de certaines valeurs, est
fre´quente dans de nombreux proble`mes, de planification et d’ordonnancement notamment. Elle se traduit
au moyen de la contrainte among ou bien, de manie`re glissante, par la contrainte sequence.
La contrainte among est apparue sous le nom de between dans CHIP [13]. L’algorithme de Bessie`re
et al. [18] e´tablit la cohe´rence d’arc ge´ne´ralise´e.
De´finition 26 (Contrainte among) Soient X = (x1, x2, . . . , xn) une se´quence de variables, S un en-
semble de valeurs prises dans les domaines de X. Soient min et max deux constantes telles que 0 ≤
min ≤ max ≤ n.
among(X,S,min,max) = {(d1, . . . , dn) | ∀i ∈ [[1, n]] di ∈ D(xi) et min ≤ |{i ∈ [[1, n]] | di ∈ S}| ≤ max}
La contrainte sequence, introduite par Beldiceanu et Contejean [13] peut eˆtre vue comme un ensemble
de contraintes among imbrique´es de manie`re glissante. Elle permet d’imposer la contrainte among sur
chaque sous-se´quence de variables d’une longueur donne´e.
De´finition 27 (Contrainte sequence) Soient X = (x1, x2, . . . , xn) une se´quence de variables et S un
ensemble de valeurs prises dans les domaines de X. Soient q ∈ [[1, n]], min et max deux constantes telles
que 0 ≤ min ≤ max ≤ n.
sequence(X,S, q,min,max) =
n−q+1∧
i=1
among(Xiq , S,min,max), avec Xiq = xi, . . . , xi+q−1.
Re´gin et Puget [78], ainsi que Beldiceanu et Carlsson [10], ont propose´ un algorithme pour le filtrage de
cette contrainte. Aucun de ces algorithmes ne re´alise la cohe´rence d’arc ge´ne´ralise´e. Plus re´cemment, van
Hoeve et al. [93] ont introduit un algorithme polynomial (O(n3)) atteignant la cohe´rence d’arc ge´ne´ralise´e.
Du point de vue de la mode´lisation, la contrainte sequence est utilise´e notamment dans le cadre
du car sequencing ou` l’on cherche a` planifier la production de voitures posse´dant diffe´rentes options
sous des contraintes de capacite´ du type : « m voitures peuvent avoir l’option o toutes les n voitures »
avec m ≤ n. Pour la planification de personnel, elle permet de mode´liser des re`gles courantes limitant
l’apparition d’activite´s ou de groupes d’activite´s par pe´riode glissante. On peut par exemple imposer
la re`gle « au maximum 2 quarts de nuit par pe´riode glissante de 7 jours » en posant la contrainte
sequence(X, {N}, 7, 0, 2).
Dans leur article, van Hoeve et al. [93] proposent une reformulation de la contrainte sequence en un
automate fini de´terministe. Cette reformulation permet d’atteindre la cohe´rence d’arc mais peut conduire
a` un automate de grande taille. La taille de l’automate dans le pire des cas est de l’ordre de O(n2q). Les
auteurs pre´cisent que dans la plupart des cas pratiques q << n ce qui rend la reformulation exploitable.
Suite a` ces travaux, Brand et al. [26] ont propose´ un algorithme de complexite´ O(n2log(n)) re´alisant
la cohe´rence d’arc ge´ne´ralise´e en encodant la contrainte sequence sous forme d’un proble`me en variables
binaires et en de´composant le proble`me sous-jacent en de multiples ine´galite´s.
Maher et al. [62] ont, quant a` eux, propose´ un algorithme de cohe´rence d’arc ge´ne´ralise´e pour la
contrainte sequence en O(n2), ame´liorant la performance de Brand et al. d’un facteur O(log(n)). Le
filtrage repose sur l’utilisation d’algorithmes de flots. La diffe´rence majeure avec d’autres contraintes
globales base´es sur les flots est dans la repre´sentation des valeurs des domaines comme un couˆt sur les
arcs plutoˆt qu’une capacite´.
4.5. Applications 29
4.4.2 Contrainte slide
Au-dela` de sequence, la contrainte regular permet de mode´liser n’importe quelle contrainte glissante.
Re´cemment, Bessie`re et al. [21] ont introduit la meta-contrainte slide. Dans sa forme la plus ge´ne´rale,
slide prend comme arguments une matrice de variables Y de taille n× p et une contrainte C d’arite´ pk
avec k ≤ n. slide(Y,C) est satisfaite si et seulement si C(y1i+1, . . . , y
p
i+1, . . . , y
1
i+k, . . . , y
p
i+k) est satisfaite
pour tout 0 ≤ i ≤ n− k.
En utilisant la de´composition propose´e en re´fe´rence [14], regular(X,A) peut eˆtre reformule´e comme
slide([Q,X ], C∆), avecQ la se´quence de variables d’e´tat et C∆ la contrainte de transitionC∆(q, x, q
′, x′) ≡
(q, x, q′) ∈ ∆. Inversement [21], une contrainte slide peut eˆtre reformule´e comme une contrainte regular
mais cela ne´cessite d’e´nume´rer tous les n-uplets valides de C. Cette reformulation peut cependant s’ave´rer
utile dans le cadre de la planification (notamment en car sequencing) pour mode´liser une contrainte de
cardinalite´ glissante : la contrainte sequence.
4.4.3 Line´arisation de la contrainte
Comme le sugge`rent les sections pre´ce´dentes, de nombreux travaux ont e´te´ effectue´s autour des auto-
mates en programmation par contraintes. La contrainte regular a e´galement inspire´ des travaux dans la
discipline connexe de la programmation line´aire en nombres entiers.
Dans leurs travaux, Coˆte´ et al. [40] proposent une transformation de la contrainte regular en un
programme line´aire en nombres entiers. Rappelons que la condition ne´cessaire et suffisante d’existence
d’une solution dans un proble`me mode´lise´ a` l’aide de la contrainte regular est l’existence d’un chemin
dans le graphe de´ploye´.
Coˆte´ et al. reprennent ce meˆme graphe et montrent que la contrainte regular est satisfaite, si et
seulement si une unite´ de flot peut circuler entre l’e´tat initial du graphe et l’un de ses e´tats finals.
L’extension de leur mode`le pour une contrainte de type cost-regular est alors triviale puisqu’il s’agit
d’ajouter de simples e´quations line´aires.
4.5 Applications
Les contraintes que nous avons pre´sente´es dans ce chapitre trouvent leurs applications dans de nom-
breux domaines. Trois en particulier font un usage intensif de ce type de contraintes :
• la reformulation automatique de contraintes globales ;
• la propagation de contraintes en extension ;
• la mode´lisation de re`gles de se´quencement.
4.5.1 Reformulation automatique de contraintes globales
Les contraintes globales offrent de nombreux avantages quant a` la mode´lisation de proble`mes. Cepen-
dant le de´veloppement des algorithmes de filtrage et leur inte´gration au sein d’un solveur de contraintes
repre´sentent un effort non ne´gligeable. Beldiceanu et al. [14] ont propose´ de de´finir pour un grand nombre
de contraintes l’automate permettant de ve´rifier si une solution satisfait la contrainte. En utilisant ces
automates, ils proposent de de´river un algorithme de filtrage base´ sur la de´composition pre´sente´e section
4.2. La liste des contraintes pouvant eˆtre mode´lise´es a` l’aide d’un automate se trouve dans le catalogue
de contraintes globales [12].
30 4. Automates en programmation par contraintes
4.5.2 Propagation de contraintes en extension
Dans leur article Richaud et al. [81] proposent d’utiliser un automate pour encoder un ensemble de
n-uplets interdits appele´s « nogood ». L’ide´e est de construire l’automate acceptant tous ces n-uplets et
d’utiliser l’ope´ration de comple´mentaire pour obtenir l’automate interdisant cet ensemble. L’algorithme
de la contrainte regular est alors utilise´ pour propager les proprie´te´s apporte´es par ces n-uplets interdits.
De la meˆme manie`re, une contrainte en extension est de´finie par un ensemble de n-uplets autorise´s. La
contrainte regular peut alors eˆtre utilise´e avec l’automate repre´sentant le langage acceptant tous les n-
uplets de la contrainte. Les re´sultats pre´sente´s par Richaud et al. sont tre`s encourageants car l’utilisation
de regular permet d’obtenir la cohe´rence d’arc ge´ne´ralise´e. Concernant l’enregistrement de « nogood »,
les re´sultats nuance´s sont dus a` la modification dynamique de l’automate ; les « nogood » e´tant ajoute´s
au fur et a` mesure de la re´solution.
4.5.3 Mode´lisation des re`gles de se´quencement
Lors de la re´solution de proble`mes de planification de personnel, des re`gles me´tiers, des contraintes sur
l’horaire ou la fre´quence par exemple sont utilise´es. Ces notions de´finissent ce que nous appelons des re`gles
de se´quencement. Au sein d’une se´quence d’activite´s donne´es, une re`gle de se´quencement peut donner une
information sur la fac¸on de placer ces activite´s dans la se´quence. On pourra par exemple e´tablir une re`gle
imposant un ordre d’apparition des activite´s (e.g. l’activite´ A doit apparaitre avant l’activite´ B) ou bien
des re`gles d’interdiction ou d’obligation d’apparition d’une ou plusieurs activite´s (e.g. A et B ne doivent
pas apparaˆıtre). Enfin, des contraintes temporelles peuvent eˆtre ajoute´es a` une re`gle de se´quencement :
une re`gle donne´e ne sera valable par exemple qu’a` partir du temps t ou entre les pe´riodes p1 et p2.
La mode´lisation des re`gles de se´quencement sera pre´sente´e plus en de´tail a` travers une hie´rarchisation
et de nombreux exemples dans la seconde partie de cette the`se.
4.6 Conclusion
Dans ce chapitre, nous avons pre´sente´ les applications possibles des automates en programmation par
contraintes pour la re´solution de proble`mes complexes. Cette pre´sentation s’est appuye´e sur les contraintes
automates de´veloppe´es et utilise´es notamment dans les travaux de Gilles Pesant et Nicolas Beldiceanu.
Lorsque l’on conc¸oit un logiciel d’aide a` la de´cision, la mode´lisation du proble`me que l’on cherche a`
re´soudre est une e´tape critique et difficile. Les outils que nous avons pre´sente´s dans la premie`re partie de
cette the`se, les automates et les expressions rationnelles, vont nous permettre de re´pondre au proble`me de
la mode´lisation en deuxie`me partie de cette the`se. Nous verrons e´galement dans la dernie`re partie de cette
the`se qu’ils sont un support important pour la re´solution des proble`mes de planification de personnel.
Deuxie`me partie
De la mode´lisation au filtrage de
re`gles de se´quencement
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Chapitre 5
Mode´lisation syste´matique de re`gles
de se´quencement
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5.1 Introduction
Dans ce chapitre, nous nous inte´ressons a` la mode´lisation mathe´matique de re`gles de se´quencement.
La proble´matique que nous souhaitons re´soudre est simple : comment mode´liser, de manie`re com-
pacte et exploitable, des re`gles de se´quencement complexes, apparaissant dans divers proble`mes telle la
planification de personnel ?
Notre approche se base sur la the´orie des langages. En conside´rant qu’un e´le´ment d’une se´quence est
un symbole, alors cette se´quence forme un mot dans un langage qu’il reste a` de´terminer. Sans re`gle de
se´quencement, une se´quence d’activite´s prise dans un ensemble fini peut se voir comme l’ensemble des
mots ge´ne´re´s par l’alphabet des activite´s (i.e. toutes les activite´s possibles).
Plus formellement, soit Σ, l’ensemble des activite´s. Alors l’ensemble des se´quences d’activite´s est re-
pre´sente´ par le langage Σ∗. Une re`gle de se´quencement viendra restreindre cet ensemble de manie`re a`
de´crire uniquement l’ensemble des se´quences autorise´es.
Conside´rons maintenant l’ensemble des se´quences admissibles pour des re`gles de se´quencement don-
ne´es. Cet ensemble peut eˆtre vu comme un ensemble de mots formant un langage. La proble´matique
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revient alors a` repre´senter, de manie`re compacte, ce langage. Or, comme nous l’avons vu au chapitre 3,
certaines classes de langages peuvent eˆtre repre´sente´es par diffe´rents types d’automates (i.e. automates
simples, automates ponde´re´s).
Ainsi, nous proposons dans ce chapitre de de´tailler pour un grand nombre de re`gles de se´quencement,
la mode´lisation sous forme d’e´quations simples ou d’automates. De plus, afin d’automatiser cette mo-
de´lisation, nous proposons e´galement les algorithmes permettant de construire de manie`re syste´matique
les automates. Les nombreux exemples illustrant les re`gles de se´quencement sont issus pour la plupart
des proble`mes de planification de personnel qui seront aborde´s dans un prochain chapitre. Il est a` noter
ne´anmoins que l’utilisation d’automates pour mode´liser des re`gles de se´quencement peut eˆtre applique´e
dans bien d’autres cadres.
Dans un premier temps nous nous inte´resserons aux re`gles de se´quencement impose´es a` une se´quence,
puis dans un second temps nous de´crirons les proce´de´s utilise´s pour mode´liser des re`gles de se´quencement
souples.
5.2 Re`gles de se´quencement obligatoires
De´finition 28 (Re`gle de se´quencement) Nous appellerons re`gle de se´quencement toute information,
re`gle ou contrainte qui modifie les activite´s autorise´es pour une se´quence donne´e. Une se´quence d’activite´s
a ∈ A de longueur n sera repre´sente´e par une suite de variables S1, S2, . . . , Sn qui prennent leurs valeurs
dans A.
Au cours de nos travaux, nous avons rencontre´ diffe´rents types de re`gles. Afin de ge´ne´rer automati-
quement les automates, compteurs ou coupes dans les domaines ne´cessaires a` la mode´lisation comple`te
d’un proble`me formule´ sous formes de contraintes, nous avons construit trois cate´gories de re`gles portant
sur :
• les activite´s ;
• les stretch d’activite´s ;
• les motifs d’activite´s.
De cette hie´rarchie, nous pouvons extraire trois cate´gories : la re`gle est-elle interdite, est-elle obligatoire
ou son nombre d’occurrences est-il limite´ ? Dans le premier cas, il s’agira par exemple de forcer une
activite´ donne´e a` une date pre´cise. Pour un motif d’activite´s d’occurrence limite´e, il s’agira de ve´rifier
que le nombre d’apparitions d’un motif de´fini par une expression rationnelle apparaˆıt au moins et au plus
un nombre donne´ de fois.
Chacune de ces re`gles peut eˆtre applicable a` date fixe, ou n’importe quand au cours de la se´quence
que l’on cherche a` planifier. Pour chacune de ces re`gles, nous proposons un objet mathe´matique pour la
repre´senter : une e´galite´ ou une ine´galite´, une expression rationnelle (ou son automate e´quivalent) ou un
automate ponde´re´.
Le tableau suivant re´sume les diffe´rentes combinaisons de re`gles que nous traitons dans cette the`se
ainsi que la mode´lisation sous forme d’e´quations simples (= pour e´galite´, 6= pour ine´galite´) ou sous forme
d’expression rationnelle (er) et/ou d’un compteur (cpt) lorsqu’il s’agit d’un automate ponde´re´.
5.2.1 Activite´s
Les re`gles qui interdisent, ou forcent une activite´ a` eˆtre effectue´e, sont tre`s simples a` mode´liser. Dans
le cas d’une date fixe, il suffit de modifier la variable correspondant a` la pe´riode et l’employe´ concerne´ a`
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date fixe pe´riode
obligatoire interdit obligatoire interdit occ. limite
activite´ = 6= er ou cpt cpt ou 6= cpt
stretch er er er er er + cpt
motif er er er er er + cpt
Table 5.1 – Tableau re´capitulatif de la hie´rarchie des re`gles de se´quencement obligatoires
l’aide d’une contrainte unaire d’e´galite´ (=). Ainsi, pour forcer l’activite´ a au temps t dans une se´quence,
on pose :
St = a.
De manie`re syme´trique, pour interdire cette meˆme activite´ en meˆme temps, on posera l’ine´galite´ :
Set 6= a.
Ces deux e´quations auront pour effet de modifier les domaines des variables concerne´es.
Notre premier exemple portera sur une re`gle apparaissant dans la grande distribution ou` un salarie´
doit eˆtre pre´sent obligatoirement le samedi et jamais le dimanche. Soit un employe´ e dont on doit planifier
un horaire pour une pe´riode de sept jours repre´sentant une semaine : ses activite´s possibles sont R pour
repos,M pour matin et S pour soir. Un repos est impose´ le dimanche, mais interdit le samedi. Cette re`gle
est pre´sente dans les grands magasins ouverts le samedi, jour ou` tous les salarie´s doivent eˆtre pre´sents et
ferme´s le dimanche. On pose alors :
Se5 6= R
et
Se6 = R.
Les domaines deviennent respectivement {M,S} et {R}.
Les re`gles concernant une activite´ deviennent plus complexes lorsqu’elles agissent non plus a` une date
fixe mais sur une pe´riode (i.e. une suite de dates fixes). Une activite´ a obligatoire sur la pe´riode de temps
T = [[tb, te]] peut se traduire par la re`gle « au moins un a sur cette pe´riode ». Si un automate peut remplir
cette fonction, en forc¸ant tout chemin valide dans l’automate a` passer par une transition a, cette solution
n’est pas satisfaisante pour plusieurs raisons. Tout d’abord, la pe´riode concerne´e, comprise entre tb et te
ne correspond pas force´ment a` toute la pe´riode. Construire un automate sur une sous-pe´riode est possible
(nous utiliserons d’ailleurs cette technique pour d’autres types de re`gles) mais complexe par rapport a`
la re`gle demande´e. Ensuite, si l’on conside`re un automate repre´sentant cette unique re`gle sur toute une
pe´riode de sept jours, l’automate construit aura au minimum le double d’e´tats de par le caracte`re flottant
de la re`gle. L’activite´ a pouvant apparaˆıtre n’importe quand durant la pe´riode, il faut, a` chaque e´tat ou`
une transition a est possible, dupliquer la fin de l’automate pour diffe´rencier le cas ou` l’activite´ a a e´te´
effectue´e ou non.
Sur une pe´riode de sept jours avec cette unique re`gle, l’automate ne posse`de que deux e´tats, mais
associe´ a` d’autres re`gles cela complexifie l’automate de manie`re inutile. L’exemple suivant 5.1 reprend les
meˆmes activite´s M,S et R.
L’expression rationnelle correspondante a` partir de laquelle nous avons construit l’automate signifie
que l’on peut faire n’importe quelle activite´ autre qu’un repos, mais qu’un repos est ne´cessaire pour eˆtre
une chaˆıne valide. Il faut lire : matin ou soir ze´ro fois ou plus, suivi d’un repos, suivi de n’importe quelle
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0
R,S
M
1 R
S
M
Figure 5.1 – Automate repre´sentant la re`gle « au moins un repos durant la pe´riode »
activite´ ze´ro fois ou plus :
(M |S) ∗R(M |S|R) ∗ .
Modifions par exemple la re`gle de manie`re a` ce qu’elle s’applique uniquement sur la pe´riode T ∈ [[3, 6]].
Nous sommes alors oblige´s d’expliciter chaque transition de manie`re a` ce qu’elle corresponde a` une pe´riode
donne´e. L’expression rationnelle associe´e a` notre re`gle devient alors :
(M |S|R){2}(M |S) ∗R(M |S|R) ∗ (M |S|R).
Il faut ici lire, n’importe quelle activite´ deux fois, puis la re`gle e´dicte´e pre´ce´demment, puis pour la dernie`re
pe´riode n’importe quelle activite´ a` nouveau. La taille de la se´quence de variables e´tant 7, cela impose
bien, sur la pe´riode T ∈ [[3, 6]], qu’au moins un repos soit effectue´. L’automate correspondant est construit
a` partir de cette expression figure 5.2.
0
R,S
M
1
S
M
4R R,S
M
2 R,S
M
3 R,S
M
Figure 5.2 – Automate repre´sentant la re`gle « au moins un repos durant la pe´riode T ∈ [[3, 6]] »
L’alternative a` ces automates qui mode´lisent une re`gle somme toute assez simple est d’utiliser un
compteur. Nous rajoutons alors a` notre mode`le une variable compteur yr, ou` r est l’indice du compteur.
Le domaine de cette variable de´pend de la re`gle. Si l’on reprend notre exemple et que l’on souhaite qu’il
y ait au moins un repos dans un horaire de 7 jours, il faut d’abord poser yr = [1, 7]. Nous ajoutons aussi
un couˆt d’affectation ctar qui indique le couˆt d’affectation pour chaque temps t d’une activite´ a pour le
compteur r. Il suffit alors de poser les couˆts suivants :
∀t ∈ [[1, 7]], ctRr = 1
et
∀t ∈ [[1, 7]], ∀a ∈ A/{R}, ctar = 0.
Ainsi, a` chaque fois qu’une transition portant un repos est utilise´e dans la semaine (pe´riode de 1 a` 7),
un couˆt de 1 est attribue´ au compteur r. Un mot sera accepte´ dans cet automate si et seulement si sa
lecture dans l’automate termine sur un e´tat final et le compteur est compris entre 1 et 7.
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L’automate ponde´re´ figure 5.3 repre´sente la re`gle « au moins un repos sur la pe´riode T ∈ [[1, 7]] ». La
dernie`re transition menant vers le domaine de la variable compteur indique la condition sur cette variable
pour que le mot soit accepte´ par l’automate.
Remarque : cet automate n’est pas minimal car un seul e´tat suffirait. Nous avons volontairement
impose´ la taille minimale de la se´quence a` 1 pour plus de lisibilite´.
0
R[1]
M[0],S[0]
1 R[1]
M[0],S[0] y = [[1, 7]]
Figure 5.3 – Automate ponde´re´ repre´sentant la re`gle « au moins un repos durant la pe´riode T ∈ [[1, 7]] »
Si comme pre´ce´demment nous souhaitons imposer cette re`gle uniquement sur la pe´riode T ∈ [[3, 6]],
il faudra alors expliciter les diffe´rents e´tats, afin de ne ponde´rer les transitions correspondant a` un repos
que lorsqu’elles appartiennent a` la pe´riode donne´e. Afin de le faire, nous devons de´ployer l’automate sur
la pe´riode de 7 jours. L’automate ponde´re´ que nous obtenons est pre´sente´ figure 5.4.
0 1
M[0],S[0]
R[0]
2M[0],S[0]
R[0]
3M[0],S[0]
R[1]
4M[0],S[0]
R[1]
5
R[1]
M[0],S[0]6
M[0],S[0]
R[1]7
M[0],S[0]
R[0]
y = [[1, 4]]
Figure 5.4 – Automate ponde´re´ repre´sentant la re`gle « au moins un repos durant la pe´riode T = [[3, 6]] »
Le cas ou` une activite´ est interdite est ici plus simple puisqu’il suffit de supprimer pour la pe´riode
donne´e les valeurs des domaines des variables St. Comme pre´ce´demment, l’usage d’une ine´galite´ sur les
variables concerne´es interdira l’utilisation de l’activite´ sur cette pe´riode. On pourrait e´galement ajouter
un compteur de repos sur la pe´riode et forcer la variable compteur yr a` ze´ro. Ne´anmoins, cela ne´cessite
l’ajout d’une dimension de couˆt qui bien que transparente en terme de complexite´ provoque un surplus
de calcul inutile ici.
La dernie`re contrainte que nous souhaitons pouvoir imposer sur une ou un ensemble d’activite´s, est
son occurrence au sein d’une pe´riode donne´e. Pour un horaire de deux semaines compose´ de nuits, de
jours et de repos, nous pourrions par exemple souhaiter que la premie`re semaine, seulement deux journe´es
soient travaille´es au maximum, tandis que la seconde semaine, cinq journe´es travaille´es soient ne´cessaires.
La solution que nous proposons a` ce type de re`gle est d’utiliser encore une fois des compteurs. Nous
avons besoin d’un compteur par pe´riode contrainte. Comme pre´ce´demment, nous cre´ons un premier
compteur y1 = [0, 2] qui limitera les activite´s travaille´es (nuit ou jour) a` deux la premie`re semaine. De
la meˆme fac¸on, un deuxie`me compteur y2 = [5, 7] bornera le nombre d’activite´s travaille´es la deuxie`me
semaine.
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Il reste alors a` placer les couˆts sur les transitions de l’automate ponde´re´. Notons qu’ici chaque transition
portera un vecteur de couˆt et non plus un couˆt unique. Nous cre´ons donc ici un automate multi-ponde´re´.
Pour construire l’automate sans compteur nous utilisons l’expression rationnelle suivante qui explicite les
14 jours de la se´quence que l’on souhaite construire :
(J |N |R){14}.
La matrice des couˆts d’affectation ctar se remplit alors ainsi :
∀t ∈ [[1, 7]], ctar =
{
1 si a ∈ {J,N} et r = 1
0 sinon
∀t ∈ [[8, 14]], ctar =
{
1 si a ∈ {J,N} et r = 2
0 sinon
La transformation de cette expression rationnelle et de sa matrice de couˆts donne l’automate multi-
ponde´re´ en figure 5.5.
0
1J[1,0],N[1,0]
R[0,0]
2
J[1,0],N[1,0]
R[0,0]
3
J[1,0],N[1,0]
R[0,0]
4
J[1,0],N[1,0]
R[0,0]5
R[0,0]
J[1,0],N[1,0]6
J[1,0],N[1,0]
R[0,0]
7
J[1,0],N[1,0]
R[0,0]
8
J[0,1],N[0,1]
R[0,0]
9
J[0,1],N[0,1]
R[0,0] 10
J[0,1],N[0,1]
R[0,0]
11
J[0,1],N[0,1]
R[0,0]
12
J[0,1],N[0,1]
R[0,0]13
J[0,1],N[0,1]
R[0,0]
14 J[0,1],N[0,1]
R[0,0]
y1 = [[0, 2]]
y2 = [[5, 7]]
Figure 5.5 – Automate multi-ponde´re´ repre´sentant les re`gles « au plus deux jours travaille´s la premie`re
semaine » et « au moins 5 jours travaille´s la deuxie`me semaine »
Nous venons de faire une liste exhaustive des diffe´rents types de re`gles concernant les activite´s que
nous avons rencontre´es au cours de cette the`se. Si certaines re`gles, telles les obligations ou interdictions
a` date fixe, sont tre`s simples a` mode´liser automatiquement a` l’aide d’e´galite´s ou d’ine´galite´s, controˆler le
nombre d’occurrences d’une activite´ est une proble´matique diffe´rente. L’inte´grer dans un automate sans
compteur ne´cessitera d’augmenter parfois conside´rablement la taille de l’automate. Les exemples que
nous avons donne´s n’illustrent pas comple`tement l’inte´reˆt d’utiliser un compteur, puisque les automates
ne portent aucune autre re`gle. Dans les cas re´els, que nous pre´senterons plus tard, nous ajouterons des
compteurs a` des automates repre´sentant des re`gles plus complexes, tels les motifs d’activite´s impose´s. Or,
l’intersection d’un automate, tel que celui pre´sente´ figure 5.2, de taille n = 5, avec un automate repre´-
sentant un motif de taille n′ peut produire un automate de taille n′ × n. Avec de nombreuses activite´s a`
compter et de nombreux motifs a` imposer, la taille de l’automate deviendra tre`s vite critique.
En conclusion, de`s lors que compter, une ou un ensemble d’activite´s est ne´cessaire, l’utilisation d’un
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compteur associe´ a` un automate, repre´sentant a` minima une autre re`gle concernant un motif obligatoire,
est pre´conise´e. Plus l’automate comportera des re`gles complexes sur les motifs, plus l’utilisation d’un
compteur sera pertinente.
Le tableau 5.2 re´capitule la mode´lisation que nous utilisons pour mode´liser automatiquement des
re`gles concernant les activite´s d’un horaire a` planifier.
activite´ mode´lisation retenue Contraintes utilise´es pour re´solution
Date fixe
obligatoire modification de domaine = ou 6=
interdite modification de domaine 6=
Pe´riode
obligatoire ajout d’un compteur automate (multi-)ponde´re´
interdite modification de domaine 6=
a` occurrence limite´e ajout d’un compteur automate (multi-)ponde´re´
Table 5.2 – Tableau re´capitulatif des mode`les et contraintes pour les re`gles d’activite´s
5.2.2 Succession d’activite´s
Dans la section 5.2.1, nous avons pre´sente´ un ensemble de re`gles portant sur une ou un ensemble
d’activite´s. Ici, nous nous inte´ressons a` la mode´lisation de se´quences d’activite´s de meˆme type. Une
activite´ a ∈ A doit eˆtre suivie par un certain nombre de cette meˆme activite´. Cette re`gle se ge´ne´ralise a`
un ensemble d’activite´s de meˆme type. La pre´sence de ce type de re`gles est par exemple naturelle dans les
proble`mes de planification de personnel : il est en effet courant de demander a` un employe´ de travailler
au moins trois nuits conse´cutives ou au moins cinq jours conse´cutifs. Cette re`gle apparaˆıt souvent dans
les usines pratiquant les 3× 8 par exemple. Comme pour la section sur les activite´s, cette re`gle peut eˆtre
impose´e a` date fixe ou sur une pe´riode. De meˆme, on peut envisager de la rendre obligatoire ou interdite
sur un certain nombre, fixe´ a` l’avance, de quarts. Finalement, nous verrons que ce nombre de quarts peut
devenir variable. On cherchera alors a` maintenir le nombre d’occurrences conse´cutives d’une activite´.
Re`gle de conse´cutivite´. « Une matine´e le deuxie`me jour est suivie de deux autres matine´es »
Cette re`gle impose que si l’on travaille le matin le deuxie`me jour de l’horaire, il faut alors travailler
le matin encore deux jours de plus, c’est-a`-dire le troisie`me et le quatrie`me jour de l’horaire. Nous
mode´liserons cette re`gle a` l’aide d’un automate, explicitant les activite´s disponibles le deuxie`me jour.
Si une matine´e est effectue´e le deuxie`me jour, la transition la repre´sentant doit mener a` une succession
de matine´es.
L’expression rationnelle suivante mode´lise cette re`gle. Nous utiliserons ici encoreM pour de´signer une
matine´e, S pour une soire´e et R pour un repos :
(M |S|R)(MMM |((S|R)(M |S|R)(M |S|R)))(M |S|R) ∗ .
Il faut lire ici, n’importe quelle activite´, suivie de :
• soit trois matine´es ;
• soit toute activite´ sauf une matine´e puis n’importe quelle activite´.
L’automate minimal e´quivalent est pre´sente´ figure 5.6. La diffe´renciation entre la se´quence matine´e et les
autres se´quences le deuxie`me jour se fait a` partir de l’e´tat 1.
Le contraire d’obliger une succession d’activite´s d’une longueur donne´e a` une date fixe est d’interdire
l’apparition d’une telle se´quence. Le principe de construction de l’automate est de cette manie`re identique
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Figure 5.6 – Automate repre´sentant la re`gle « une matine´e le deuxie`me jour est suivie de deux autres
matine´es »
a` l’obligation d’avoir une succession. Nous diffe´rencions donc les activite´s dont nous souhaitons controˆler
la se´rie. Prenons par exemple la re`gle « deux repos conse´cutifs au maximum le premier jour ». De`s le
de´but de la se´quence que l’on souhaite caracte´riser nous diffe´rencions le cas ou` deux repos apparaissent.
Au sein d’une expression rationnelle, cela se traduit par deux repos R successifs RR. Apre`s deux repos,
une activite´ travaille´e est donc obligatoire, la se´quence devient donc RR(M |S) pour deux repos suivis
d’un matin ou d’un soir. Il faut maintenant ajouter les deux autres cas possibles, c’est-a`-dire lorsque l’un
des deux premiers jours n’est pas un repos. Dans ce cas, la re`gle ne s’applique pas. On e´crit donc, un jour
travaille´ suivi de n’importe quelle activite´ (JlN)(J |N |R) ou un repos suivi d’un jour travaille´ R(J |N).
L’expression rationnelle de´crivant la re`gle est donc :
((M |S)|(RR(M |S))|(R(M |S)))(M |S|R) ∗ .
Figure 5.7, l’automate fini de´terministe issu de cette expression rationnelle illustre les diffe´rents choix
possibles de`s l’e´tat 0. Ne´anmoins, la construction d’un tel automate n’est pas satisfaisante. En effet, nous
nous sommes contente´s d’e´nume´rer les diffe´rents cas possibles de manie`re logique a` partir de la re`gle. Or,
dans une optique de construction automatique cela n’est pas re´alisable simplement. De plus, si l’exemple
e´nonce´ ne propose que trois alternatives, ce nombre peut augmenter rapidement sur des se´quences plus
grandes avec des activite´s en plus grand nombre.
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Figure 5.7 – Automate repre´sentant la re`gle « deux repos conse´cutifs au maximum le premier jour »
(me´thode 1)
L’alternative de construction que nous proposons est donc d’utiliser la ne´gation dans l’expression
rationnelle. Cette dernie`re devient alors :
∼ (RRR+ (M |S|R)∗).
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Cette expression se traduit par « il est interdit d’avoir trois repos, ou plus, suivis de n’importe quelle acti-
vite´ ». Une fois compile´e, l’expression rationnelle produit l’automate figure 5.8. Comme ils sont construits
automatiquement a` partir des expressions rationnelles, les automates figures 5.7 et 5.8 n’ont pas la meˆme
forme. Ils ont cependant les meˆmes e´tats et les meˆmes transitions : ils sont e´quivalents.
3
R,S
M0
S
M
1
R
S
M
2
R M
S
Figure 5.8 – Automate repre´sentant la re`gle « deux repos conse´cutifs au maximum le premier jour »
(me´thode 2)
Toujours autour d’une date fixe, nous pouvons e´galement imposer qu’une succession d’une meˆme
activite´ ait une taille comprise entre deux bornes fixes. Soit une activite´ a ∈ A. Imposer une succession de
a de longueur n ∈ [[l, u]] se fait a` l’aide d’un automate de la meˆme manie`re que pour imposer ou limiter la
longueur de la succession. La seule diffe´rence est qu’a` la place d’un e´tat attestant que la re`gle est ve´rifie´e
et qu’une autre activite´ est autorise´e, il y a aura ici un ensemble d’e´tats. Si un de ces e´tats est atteint, cela
signifie que l’on a effectue´ une succession de a de longueur n ∈ [[l, u]]. Nous pouvons donc ge´ne´raliser les
deux cas pre´ce´dents a` l’aide de cette construction. L’automate figure 5.9 repre´sente cette ge´ne´ralisation.
Dans cet automate, toute transition a est suivie d’au moins l − 1 transition a afin de respecter la borne
infe´rieure de longueur de la succession. Il existera ensuite u− l autres transitions autorisant de reprendre
une autre activite´ (e´tats en rouge). La re`gle est, par souci de concision, impose´e ici au jour 0.
0
l × a
l 2
∼ a, a
l + i < u a
a
u
∼ a
∼ a
∼ a
∼ a
Figure 5.9 – Automate bornant la taille d’une succession d’activite´s au jour 0
Cet automate est simple a` construire automatiquement a` partir de la donne´e des activite´s et de
la longueur demande´e pour la succession d’activite´s. Il en est tout autre pour l’expression rationnelle
associe´e qui, quant a` elle, se doit d’expliciter comment arriver a` chaque e´tat rouge (l, (l + i < u) et u).
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C’est pourquoi, dans le cas de re`gles concernant la taille obligatoire de successions d’activite´s, nous
cre´ons directement l’automate, sans passer par l’expression rationnelle e´quivalente. Pour cela, nous avons
e´crit un algorithme automatisant la cre´ation d’un automate bornant la taille de successions d’activite´s.
L’algorithme 1 explicite d’abord les transitions jusqu’a` la pe´riode t ou` la re`gle s’applique puis diffe´rencie
les cas :
• l’activite´ appartient a` l’ensemble d’activite´s de la succession ;
• l’activite´ n’appartient pas a` cet ensemble.
Dans le premier cas, il faut cre´er autant d’e´tats que la valeur de la borne u. En reliant ces e´tats avec
des transitions a, on s’assure d’avoir une succession de a de taille maximum u. Tous les e´tats accessibles
depuis la pe´riode t en l transitions ou plus doivent eˆtre connecte´s a` un e´tat final par une transition ∼ a
(tout sauf a). Dans le deuxie`me cas, la re`gle ne s’applique pas, on peut donc faire toute activite´ a` partir
de l’e´tat suivant.
Entre´es: Une activite´ a, des bornes l et u de la longueur de la succession d’activite´s, le jour t ou`
la re`gle s’applique
Sorties: Un automate acceptant uniquement les successions d’activite´s de longueur n ∈ [[l, u]]
pour tous les i ∈ [[0, t]] faire
Cre´er un nouvel e´tat qi
fin
pour tous les i ∈ [[0, t− 1]] faire
Ajouter la transition qi
∼a
−−→ qi+1;
Ajouter la transition qi
a
−→ qi+1;
fin
pour tous les i ∈ [[1, u]] faire
Cre´er un nouvel e´tat final qt+i;
Ajouter la transition qt+i−1
a
−→ qt+i;
fin
Cre´er un nouvel e´tat final qe;
pour tous les i ∈ [[t+ l, t+ u]] faire
Ajouter la transition qi
∼a
−−→ qe;
fin
Ajouter la transition qt
∼a
−−→ qe;
Algorithm 1: Cre´ation d’un automate pour les re`gles de successions
Nous pouvons illustrer ce cas ge´ne´ral en imposant que, dans un ensemble d’activite´s jour, nuit et
repos {J,N,R}, entre deux et quatre jours travaille´s successivement soient obligatoires si l’on travaille
le deuxie`me jour. La construction de l’automate se fait alors a` l’aide de l’algorithme 1. Le re´sultat est
donne´ figure 5.10.
Il est le´gitime de se demander comment transformer ces re`gles lorsqu’elles sont ge´ne´ralise´es a` toute
la se´quence. On pourrait na¨ıvement de´composer a` chaque e´tat, les transitions, de manie`re a` expliciter la
re`gle a` chaque fois. Si le principe est correct en soit, lorsque nous traiterons des re`gles plus complexes, dans
des automates de´ja` construits, et donc plus lourds, cela implique qu’il faudra a` chaque e´tat, dupliquer
l’automate.
Nous proposons donc de cre´er un automate repre´sentant uniquement la re`gle, de manie`re a` ce qu’un
e´tat particulier soit conside´re´ comme entrant pour la re`gle. Ainsi, si la succession d’activite´s conside´re´e
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Figure 5.10 – Automate repre´sentant la re`gle « deux et quatre jours travaille´s successivement sont
obligatoires si l’on travaille le deuxie`me jour. »
commence par l’activite´ a ∈ A, toutes les transitions marque´es par une autre activite´ doivent arriver a`
un meˆme e´tat. De cet e´tat la re`gle peut commencer a` eˆtre lue si une activite´ a est utilise´e.
L’automate figure 5.11 repre´sente la forme ge´ne´rale d’une succession d’activite´s a ayant pour longueur
n ∈ [[l, u]] sur toute la pe´riode.
0
l × a
l
l + i < u
a
a
u∼ a
∼ a
∼ a
∼ a
Figure 5.11 – Automate repre´sentant la forme ge´ne´rale d’une re`gle de successions d’activite´s sur toute
une pe´riode
La construction automatique de cet automate se fait a` l’aide de l’algorithme 2 qui reprend le principe
de celui de´crit pre´ce´demment.
Nous pouvons maintenant automatiser l’obligation ou l’interdiction d’avoir des successions d’activite´s
lors d’un horaire, que ce soit a` une date fixe ou pendant une pe´riode de´termine´e.
Une re`gle qui peut apparaˆıtre e´galement est de compter le nombre de ces successions pendant un
horaire. Ce type de re`gle apparaˆıt lorsque l’on planifie un employe´ sur de plus longues pe´riodes, par
exemple un mois. Au cours de ce mois, l’employeur peut souhaiter qu’une personne travaille uniquement
par pe´riodes conse´cutives. Ainsi dans certaines casernes, les pompiers doivent travailler deux ou trois
jours conse´cutifs quatre fois par mois.
Pour compter le nombre de successions d’activite´s apparaissant dans un horaire nous utiliserons un
automate ponde´re´ afin d’une part, d’assurer la re`gle sur le nombre de jours conse´cutifs de l’activite´ choisie,
et d’autre part, pour compter le nombre de fois ou` une telle succession apparaˆıt.
Pour ce faire, nous transformons l’automate ge´ne´ral figure 5.11 en un automate ponde´re´ en y inte´grant
des couˆts. Tout arc sortant de la se´quence se voit attribuer un couˆt de 1, 0 pour tous les autres arcs.
Ainsi, a` chaque fois qu’un arc ayant pour couˆt 1 est emprunte´, cela veut dire qu’une succession d’activite´s
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Entre´es: Une activite´ a, des bornes l et u de la longueur de la succession
Sorties: Un automate acceptant les successions d’activite´s de longueur n ∈ [[l, u]] au cours de
l’horaire
pour tous les i ∈ [[0, u]] faire
Cre´er un nouvel e´tat final qi
fin
pour tous les i ∈ [[0, u− 1]] faire
Ajouter la transition qi
a
−→ qi+1;
fin
pour tous les i ∈ [[l, u]] faire
Ajouter la transition qi
∼a
−−→ q0;
fin
Ajouter la transition q0
∼a
−−→ q0;
Algorithm 2: Cre´ation d’un automate pour les successions d’activite´s
a vient d’eˆtre effectue´e. Le couˆt sur cet arc permet d’ajouter a` une variable compteur y le passage par la
succession. La variable de compteur y = [[s, S]] est ajoute´e de manie`re a` borner le nombre de successions
entre s et S. L’automate figure 5.12 repre´sente un automate ponde´re´ imposant des successions d’activite´s
de longueur n ∈ [[l, u]].
0
l× a[0]
∼ a[0]
l
l + i < u a[0]
a[0]
u
∼ a[1]
∼ a[1]
∼ a[1]
y = [[s, S]]
Figure 5.12 – Automate ponde´re´ de successions d’activite´s
L’algorithme 3 utilise´ pour cre´er ce type d’automate est peu diffe´rent de celui de´veloppe´ pour les
automates d’obligation ou d’interdiction (algorithme 3 de successions d’activite´s). Il est en effet suffisant
d’ajouter les couˆts de 1 lors de la construction des transitions ∼ a vers l’e´tat initial.
5.2.3 Motifs d’activite´s
Nous pouvons de´sormais ge´ne´rer automatiquement des expressions rationnelles ou des automates,
pour repre´senter des re`gles d’interdiction, d’obligation ou de comptage portant sur des activite´s ou des
successions d’activite´s. La ge´ne´ralisation de ces techniques, comme annonce´ dans l’introduction de cette
section consiste a` faire la meˆme chose pour des motifs d’activite´s. Nous entendons par motif d’activite´s
toute succession d’activite´s ou d’ensemble d’activite´s qui peuvent eˆtre repre´sente´es par une expression
rationnelle (ou son automate e´quivalent).
Cette ge´ne´ralisation est importante puisqu’elle permet de mode´liser des re`gles plus complexes appa-
raissant dans les proble`mes de planification de personnel. Si cette ge´ne´ralisation permet e´galement de
mode´liser les re`gles concernant les activite´s et les successions d’activite´s, les mode`les d’automates servant
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Entre´es: Une activite´ a, des bornes l et u de la longueur de la succession, les bornes s et S du
nombre de successions
Sorties: Un automate acceptant les successions d’activite´s de longueur n ∈ [[l, u]] entre s et S fois,
une variable compteur y
pour tous les i ∈ [[0, u]] faire
Cre´er un nouvel e´tat final qi
fin
pour tous les i ∈ [[0, u− 1]] faire
Ajouter la transition qi
a
−→ qi+1 de couˆt 0;
fin
Cre´er une nouvelle variable y = [[s, S]];
pour tous les i ∈ [[l, u]] faire
Ajouter la transition qi
∼a
−−→ q0 de couˆt 1;
fin
Ajouter la transition q0
∼a
−−→ q0 de couˆt 0;
Algorithm 3: Cre´ation d’un automate pour compter les successions d’activite´s
a` mode´liser des re`gles sur les activite´s ou les successions d’activite´s ne sont pas a` jeter pour autant. En
effet, les processus de mode´lisations propose´s, offriront lors de la re´solution des mode`les plus efficaces.
Ainsi, lorsque l’on diffe´rencie les re`gles sur les activite´s et sur les successions d’activite´s par exemple,
cela permet d’utiliser un compteur pour savoir combien de fois une activite´ donne´e apparaˆıt. Si nous
les mode´lisions avec un automate comptant les successions d’activite´s de taille 1, nous dupliquerions un
grand nombre d’e´tats. L’automate final repre´senterait donc les meˆmes ensembles de solutions mais serait
plus gros, donc plus lent a` traiter par le solveur.
Forcer l’apparition d’un motif a` date fixe. L’apparition d’un motif obligatoire est une re`gle qui
peut apparaˆıtre dans le cadre de la production par exemple. En effet, en raison d’une commande ou
d’une activite´ spe´ciale, un enchaˆınement de taˆches pourrait devoir eˆtre effectue´ a` une date pre´cise. Forcer
un motif peut paraˆıtre simple si l’on suppose que ce motif n’est constitue´ que de successions d’activite´s
uniques et pre´de´termine´es. Or, il arrive souvent que pour un meˆme proce´de´, plusieurs me´thodes soient
possibles. Dans ce cas, le motif repre´sentant la re´alisation comple`te d’un proce´de´ s’exprime de manie`re
plus complexe. Ainsi, choisir la bonne succession d’activite´s pour optimiser l’horaire ne peut se faire a
priori. Dans d’autres contextes plus souples, il se peut que l’on veuille laisser une certaine liberte´ dans le
choix des activite´s avec des passages obligatoires.
La puissance des expressions rationnelles nous permet encore une fois de mode´liser ce genre de
contraintes. Supposons que nous voulions imposer qu’a` la deuxie`me pe´riode de la journe´e, apre`s re´ception
de pie`ces a` usiner, un ouvrier soit contraint d’effectuer ces diffe´rentes taˆches : (D)e´coupage et (P)einture
suivies de (S)oudure puis (M)ontage. Enfin les pie`ces sont (E)ntrepose´es ou (T)rie´es ou e(X)pe´die´es.
L’ensemble d’activite´s que nous posse´dons est donc de´crit par l’ensemble ({D,P, S,M,E, T,X,A}), ou` A
indique une « autre » activite´. L’expression rationnelle exprimant cette succession d’activite´s est simple
a` construire :
(DP |PD)SM(E|TX).
Soit de´coupe puis peinture ou peinture puis de´coupe, suivi de soudure et montage, suivi de l’entre-
posage ou du tri avant expe´dition. Comme pour les re`gles sur les activite´s et les successions d’activite´s,
pour de´placer la re`gle a` la pe´riode de´sire´e il suffit de rajouter au de´but de l’expression que l’on autorise
a` faire n’importe quelle activite´ k fois ou` k est la pe´riode ou` la re`gle s’applique. Ici nous voulons faire ces
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activite´s la deuxie`me pe´riode. Posons σ = D|P |S|M |E|T |X |A. On e´crit donc :
(σ){2}(DP |PD)SM(E|TX).
La re`gle ne stipulant plus rien pour la suite de la journe´e, on autorise n’importe quelle activite´.
L’expression rationnelle repre´sentant notre re`gle de construction est donc :
(σ){2}(DP |PD)SM(E|TX)σ ∗ .
La figure 5.13 est l’automate issu de cette expression.
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Figure 5.13 – Automate repre´sentant une re`gle de construction de chaˆssis automobile
Pour re´sumer, nous pouvons mode´liser l’obligation de voir apparaˆıtre un motif complexe a` une date
fixe´e d’une manie`re simple. Il faut ne´anmoins que le motif a` mode´liser soit exprimable sous forme d’un
automate fini ou d’une expression rationnelle. Soitm un tel motif, k la date a` laquelle la re`gle s’applique et
σ =
⋃
a∈A a, l’union de l’ensemble des activite´s, alors l’expression rationnelle suivante de´crit comple`tement
la re`gle qui impose l’apparition du motif m a` la ke`me pe´riode de l’horaire :
σ{k}mσ ∗ .
Cette expression, une fois transforme´e en automate, pourra eˆtre combine´e a` d’autres re`gles comme
pour tous les automates que nous utilisons.
Interdire un motif. Interdire un motif a` une date donne´e, est, lorsque l’on sait comment le rendre
obligatoire, trivial. Prenons par exemple le cas du travail en fin de semaine. Une re`gle qui est apparue
souvent dans les proble`mes de planification de personnel concerne les cre´neaux du vendredi, samedi et
dimanche. Elle stipule qu’il ne peut y avoir ni repos, ni cre´neau de travail le matin avant un week-
end choˆme´. Si l’on conside`re les activite´s travaille´es {(M)atin, (S)oir, (N)uit} ainsi que le (R)epos, nous
souhaitons donc interdire, a` partir du vendredi les motifs RRR etMRR. Un horaire d’une semaine suivant
cette re`gle aura donc 4 journe´es non contraintes suivies de motifs n’e´tant ni RRR ni MRR. En reprenant
le symbole σ repre´sentant la disjonction de toutes les activite´s, on peut e´crire l’expression rationnelle
suivante :
σ{4} ∼ (RRR|MRR).
Cette expression est-elle correcte pour de´crire comple`tement un horaire d’une semaine respectant
l’interdiction de motif sur la fin de semaine ? Dans ce cas particulier, elle le sera. En effet, nous pouvons
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constater que les 4 premiers jours ne sont pas contraints, puis nous construisons le comple´mentaire de
l’expression (R|M)RR. Nous nous heurtons ici a` un proble`me concernant la taille du comple´mentaire.
En effet, les motifs RR et RRRR appartiennent au comple´mentaire de notre expression et, concate´ne´s
a` σ{4}, ils pourraient former un motif interdit. Ceci n’arrivera pas dans ce cas pre´cis, car la re`gle se
situe en fin d’horaire. Les mots accepte´s repre´sentant un horaire valide ont une taille de 7, les 4 premiers
cre´neaux e´tant de´finis, l’expression ∼ (RRR|MRR) aura force´ment une taille 3. Si cela ne pose pas
de difficulte´ a` la re´solution du proble`me que l’on mode´lise, on ne peut trouver satisfaisant de ne pas
mode´liser comple`tement la re`gle a` travers cette expression. On pourrait par exemple imaginer que le
mode`le automate que nous construisons soit utilise´ dans un cadre ne prenant pas en compte la taille de
l’horaire. Le mode`le serait alors errone´. De plus, si la re`gle e´tait valide les mardi, mercredi et jeudi, la
contrainte sur la taille de la re`gle pourrait eˆtre viole´e du fait de l’incertitude potentielle de la suite de
l’expression. Par exemple, σ ∼ (RRR|MRR)σ∗ n’imposerait pas de taille au comple´mentaire de la re`gle
qui serait alors mal mode´lise´e. Nous devons pour se faire introduire un nouvel ope´rateur pour de´finir le
comple´mentaire d’un motif pour une taille donne´e.
De´finition 29 (Comple´mentaire de taille k) Soit m une expression rationnelle dans un alphabet Σ,
on appellera comple´mentaire de taille k, l’ensemble des mots de taille k appartenant au comple´mentaire
de m dans Σ∗. Le comple´mentaire de taille k du motif m sera note´ : ∼k m.
Le calcul du comple´mentaire de taille k d’un motif m se fait a` l’aide de l’ope´ration d’intersection et
de comple´ment :
∼k m =∼ m ∩ σ{k}.
Cette ope´ration e´tant maintenant de´finie, on peut maintenant exprimer de manie`re correcte l’inter-
diction d’apparition d’un motif d’une taille donne´e dans un horaire. Dans notre exemple, l’expression
rationnelle de´crivant la re`gle,« ni matin ni repos avant un week-end choˆme´ » devient par conse´quent :
σ{4} ∼3 (RRR|MRR).
La figure 5.14 repre´sente l’automate construit a` partir de cette expression.
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Figure 5.14 – Automate repre´sentant la re`gle « ni matin ni repos avant un week-end choˆme´ »
Si cet automate est correct, la me´thode de construction automatique nous limite a` l’interdiction de
motifs d’une taille donne´e a` l’avance. Or, nous voudrions pouvoir imposer l’interdiction de motifs plus
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complexes. A` date fixe, interdire un motif rationnelle revient en fait a` dire qu’a` partir de cette date, aucun
mot pre´fixe´ par ledit motif ne peut eˆtre forme´. Or, repre´senter l’ensemble des mots pre´fixe´s par un motif
m, connaissant l’ensemble des symboles autorise´s σ, se fait par simple concate´nation. Ainsi l’ensemble
des mots commenc¸ant par le motif m s’e´crit :
mσ ∗ .
Le comple´mentaire de cette expression repre´sente donc l’ensemble des mots non pre´fixe´s par le motif m.
Finalement, interdire l’apparition du motifm a` la date k s’e´crit de manie`re ge´ne´rale a` l’aide de l’expression
rationnelle suivante :
σ{k} ∼ (mσ∗).
En reprenant l’exemple de la re`gle « ni matin ni repos avant un week-end choˆme´ », le motif interdit
est RRR|MRR, l’expression rationnelle permettant de construire l’automate d’apre`s la formule ge´ne´rale
est donc :
σ{4} ∼ ((MRR|RRR)σ∗).
L’automate figure 5.15 est la transformation de cette expression en automate. Pourquoi est-il diffe´rent
de l’automate figure 5.14 ? Simplement parce que pour palier aux lacunes de notre premie`re proposition
de mode´lisation automatique, nous proposions de limiter la taille de la sous-expression concerne´e par
la re`gle afin d’empeˆcher l’apparition de motif interdit. Cela nous obligeait a` expliciter les 7 jours de
l’horaire conside´re´. L’intersection de l’automate figure 5.15 avec l’automate acceptant tous les mots de
taille 7 produit l’automate figure 5.16 en tous points similaires au pre´ce´dent figure 5.14. Cette dernie`re
mode´lisation offre donc un double avantage :
• une ge´ne´ralisation a` tout type de motif rationnel ;
• des automates plus petits donc plus efficaces lors des ope´rations de regroupement de re`gles (inter-
section, comple´ment, union).
Motif obligatoire sans date. Dans ce paragraphe, nous nous inte´ressons a` la mode´lisation de re`gles
imposant l’apparition d’un motif au cours de l’horaire, sans pre´ciser la date d’apparition. Ce type de re`gle
apparaˆıt notamment lorsqu’une taˆche, compose´e d’une succession d’activite´s, doit eˆtre effectue´e dans une
journe´e par exemple. Au cours d’une semaine de cours a` l’universite´, on souhaite qu’un et un seul cours
magistral d’informatique soit suivi dans cette meˆme semaine d’un cre´neau de TD (travaux dirige´s) ou
d’un cre´neau de TP (travaux pratiques). Si l’on note M un cours magistral, D un TD, P un TP et
σ′ = σ/{M,D,P} la disjonction de l’ensemble des activite´s disponibles aux e´tudiants n’appartenant pas
aux trois premie`re cate´gories, alors le motif mode´lisant la succession d’un cours magistral et d’un TP ou
d’un TD est :
Mσ′ ∗ (D|P ).
Le σ′∗ indique que la succession cours magistral, travaux dirige´s ou pratiques n’est pas force´ment im-
me´diate. Maintenant, pour placer cette succession d’activite´s scolaires dans le planning d’une semaine,
il suffit d’encadrer l’expression pre´ce´dente par des σ′ pour indiquer que l’on peut faire d’autres activite´s
avant et apre`s :
σ′ ∗Mσ′ ∗ (D|P )σ′ ∗ .
Nous produisons donc, pour cette re`gle d’apparition du motif « cours magistral suivi d’un TP ou d’un
TD dans la semaine », l’automate figure 5.17.
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Figure 5.15 – Automate repre´sentant la re`gle « ni matin ni repos avant un week-end choˆme´ »
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Figure 5.16 – Automate repre´sentant la re`gle « ni matin ni repos avant un week-end choˆme´ » dans un
horaire de taille 7
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Figure 5.17 – Automate repre´sentant la re`gle « un CM est suivi dans la semaine d’un TD ou d’un TP »
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Cet exemple illustre bien la me´thode que nous proposons pour construire un automate repre´sentant
une re`gle de se´quencement dans laquelle un motif rationnel est impose´. Pour imposer l’apparition d’un
motif m, nous construisons simplement l’expression rationnelle σ ∗mσ∗. Ainsi l’horaire forme´ contiendra
force´ment le motif m. Notons que cette formulation ne pre´sume pas du nombre d’apparitions du motif
m. Nous imposons uniquement qu’il apparaisse au moins une fois. Une force des expressions rationnelles
est leur capacite´ d’assemblage par les ope´rations de concate´nation d’intersection et d’union. Ainsi, nous
avons utilise´ cette capacite´ dans notre exemple pour re´duire simplement le proble`me de voir apparaˆıtre
des activite´s dans un ordre donne´ mais sans contrainte sur l’imme´diatete´ de la succession. En effet, dans
notre exemple, le cours magistral et les travaux dirige´s ou pratiques ont un ordre d’apparition pre´cis
mais il n’est pas demande´ (et d’ailleurs de´conseille´) d’enchaˆıner ces activite´s. Ainsi, le motif M(D|P ) ne
repre´senterait pas correctement la re`gle. Ajouter entre le cours magistral et les TD/TP la possibilite´ de
faire d’autres activite´s s’est fait naturellement en ajoutant σ′ au milieu de l’expression rationnelle. Or,
de par cette flexibilite´ et de la fermeture des langages rationnelles par la concate´nation, Mσ′(D|P ) est
aussi un motif rationnel. L’apparition de ce motif dans un horaire re´pond donc e´galement au cadre des
motifs obligatoires.
L’automate figure 5.18 repre´sente l’automate ge´ne´ral pour les re`gles ou` un motif m doit apparaˆıtre
au cours de l’horaire que l’on cherche a` construire.
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Figure 5.18 – Automate repre´sentant l’obligation de voir le motif m apparaˆıtre au cours d’un horaire
Succession de motifs. Nous savons de´sormais comment imposer un motif donne´, et meˆme, en jouant
sur la flexibilite´ des expressions rationnelles, faire en sorte qu’un motif suivi d’un second motif soit force´
d’apparaˆıtre. Ne´anmoins, mode´liser ce type de re`gle graˆce a` l’expressivite´ des langages rationnels ne suffit
pas toujours. Prenons par exemple, dans le cadre de la planification d’infirmie`res, la contrainte « un repos
est obligatoire apre`s deux nuits ». Cette dernie`re sera exprime´e simplement par l’infirmie`re en chef et
avec un peu de formation, on pourra lui demander de l’exprimer sous forme d’une suite d’activite´s. Il
faut encore une fois de´finir un symbole pour chaque activite´. Ici les activite´s sont jour J , nuit N et repos
R. Exprimer la re`gle ci-dessus revient donc a` poser l’expression rationnelle suivante :
NNR.
Cette expression rationnelle n’exprime bien entendu que la possibilite´ de faire un repos apre`s deux nuits.
Elle doit eˆtre comple´te´e pour repre´senter l’ensemble des horaires valides pour cette re`gle. En effet, on
peut traduire la re`gle par « si deux nuits sont faites alors elles sont suivies par un repos » ce qui implique
que d’autres motifs peuvent apparaˆıtre durant l’horaire. Pour ce faire, il faut expliciter les cas autorise´s,
c’est-a`-dire ne violant pas la re`gle. Les se´quences autorise´es sont une succession de jours ou de nuits J |R
ou une nuit suivie d’un jour ou d’un repos N(J |R) ou alors notre re`gle deux nuits puis un repos NNR.
Ainsi, l’expression rationnelle de´finissant la re`gle peut eˆtre construite comme une combinaison de ces
se´quences :
((J |R)|(N(J |R))|(NNR)) ∗ .
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Si l’expression rationnelle peut apparaˆıtre un peu obscure, l’automate e´quivalent figure 5.19 de´rive´ a`
partir de cette expression est plus explicite.
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Figure 5.19 – Automate repre´sentant la re`gle « un repos est obligatoire apre`s deux nuits »
Il est possible de construire une telle expression rationnelle « a` la main ». Ne´anmoins sous cette forme,
il est de´licat de la ge´ne´rer automatiquement. En effet, il faut pouvoir expliciter quelles sont les se´quences
autorise´es, c’est-a`-dire qui ne correspondent pas a` la re`gle. De ce fait, il devient plus facile de travailler
avec la forme ne´gative de la re`gle. Si l’on reprend notre exemple la re`gle devient « il est interdit d’avoir
autre chose qu’un repos apre`s deux nuits ». Il est donc suffisant de connaˆıtre l’ensemble des activite´s qui
ne sont pas un repos. Ici, il s’agit d’un jour ou d’une nuit. Ainsi, un horaire valide respectant cette re`gle
est une succession d’activite´s qui ne forme pas « nuit-nuit-nuit » ou « nuit-nuit-jour ». Du point de vue
de l’expression rationnelle on souhaite donc interdire NNJ et NNN . Ce qui se traduit par NN(J |N).
Concernant l’horaire, il s’agit donc d’interdire toute se´quence ou` cette expression apparaˆıtrait. Il est
donc interdit d’avoir n’importe quelle activite´ suivie de la se´quence NN(J |N) suivie de n’importe quelle
activite´. L’expression rationnelle de´crivant la re`gle « un repos est obligatoire apre`s deux nuits » est donc
la ne´gation de cette se´quence :
∼ ((J |N |R) ∗ (NN(J |N))(J |N |R)∗).
Il suffit donc de connaˆıtre l’ensemble des activite´s pour construire cette expression automatiquement.
L’ensemble des se´quences autorise´es est de´duit automatiquement par l’ope´ration sur l’automate consistant
a` trouver le comple´mentaire du langage qu’il de´finit.
La figure 5.20 pre´sente l’automate construit a` partir de l’expression rationnelle ne´gative. Il est en tout
point identique a` celui pre´sentant la forme positive de l’expression rationnelle figure 5.19. Le placement
des e´tats diffe`re car la ge´ne´ration automatique de l’automate ne produit pas toujours le meˆme placement
des e´tats.
De manie`re syste´matique, on comprend alors qu’il suffit, pour forcer un motif exprime´ par une ex-
pression rationnelle, de bien comprendre sa structure. En effet, une erreur commune lorsque l’on exprime
une re`gle a` l’aide d’expressions rationnelles est de ne pas saisir la notion de pre´ce´dence d’un motif par
rapport a` l’autre. Lorsque nous e´crivons NNR est un motif obligatoire, nous indiquons que si le motif
NN apparaˆıt alors il est imme´diatement suivi par un repos. Cela ne veut en aucun cas dire que le
motif NNR doit apparaˆıtre dans l’horaire de l’employe´.
Ce constat nous ame`ne a` la ge´ne´ralisation suivante : Soit une expression rationnelle m qui, si elle
est pre´sente, doit eˆtre imme´diatement suivie par un autre motif m′. Comment construire l’automate
repre´sentant cette re`gle (i.e. si m est rencontre´ alors m′, et sinon n’importe quelle se´quence) ? Dans cette
ge´ne´ralisation, il faut bien faire attention. Construire l’expression m(∼ m′) ne repre´sente pas un motif
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Figure 5.20 – Automate repre´sentant la re`gle « un repos est obligatoire apre`s deux nuits » par construc-
tion automatique
interdit. En effet, si l’on pose m′ = R alors RRJ ∈ (∼ m′). Pourtant la concate´nation de m et ∼ m′
ne devrait pas former de motif valide. Ainsi, un motif valide est en fait la concate´nation de m et de m′
suivi d’autres activite´s. Ce que nous voulons interdire est donc l’apparition de m suivi d’un motif qui ne
commence pas par m′. Si l’on note σ n’importe quel symbole appartenant a` l’alphabet (i.e. l’ensemble
des activite´s) alors l’ensemble des mots qui ne commencent pas par le motif m′ s’exprime a` l’aide de
l’expression rationnelle ∼ (m′σ∗). Il ne reste plus qu’a` concate´ner cette expression avec la repre´sentation
des mots se terminant par le motif m, soit σ ∗m. Ainsi, par l’ope´ration du comple´mentaire, nous pouvons
construire l’expression rationnelle forc¸ant le motif m′ a` suivre imme´diatement le motif m s’il apparaˆıt :
∼ (σ ∗m ∼ (m′σ∗)).
Cette construction d’expression rationnelle peut s’automatiser sous la forme d’un algorithme qui, a`
partir d’une re`gle de ce type, construit dans un premier temps les expressions rationnelles associe´es, puis
l’automate repre´sentant la re`gle. L’algorithme 4 re´alise cette ope´ration.
Entre´es: A L’ensemble des activite´s, m→ m′ le motif obligatoire
Sorties: Πre`gle, un automate forc¸ant le motif si le pre´fixe apparaˆıt
σ ←
⋃
a∈A a;
Πσ ← A(σ∗);
Πm ← A(m);
Πm′ ← A(m′);
Πσm ← Πσ ·Πm;
Πm′σ ← Πm′ · Πσ;
Πre`gle ←∼ (Πσm· ∼ Πm′σ);
Algorithm 4: Cre´ation automatique d’un automate de re`gle du type m→ m′
Compter un motif rationnel. Ce paragraphe pre´sente un des plus inte´ressants challenges de cette
the`se. En effet, au cours de notre e´tude sur les proble`mes de planification de personnel, nous avons souvent
rencontre´ des re`gles imposant qu’une se´quence d’activite´s apparaisse un nombre de fois fixe ou non au
cours de l’horaire a` planifier. Dans le cadre hospitalier, certaines successions d’horaires sont tole´re´es un
certain nombre de fois uniquement. Par exemple, le fait pour une infirmie`re de travailler le soir puis le
matin ne peut eˆtre fait que deux fois par mois. Comment mode´liser cette re`gle ? Sur une petite re`gle
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posse´dant une limite faible (2), nous pourrions tre`s bien mode´liser cela par un automate. Le principe
serait le suivant : a` chaque fois que le motif SM est rencontre´, changer d’e´tat. Au bout de deux fois,
interdire le motif SM . Cet exemple est illustre´ figure 5.21.
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Figure 5.21 – Automate repre´sentant la re`gle « pas plus de deux fois le motif soir-matin »
Que peut-on apprendre d’un tel exemple ? L’intuition, apporte´e par cet exemple, est que compter un
motif rationnel a` l’aide d’un automate fini de´terministe simple, peut se re´ve´ler tre`s couˆteux en nombre
d’e´tats. Ici, nous devons ge´rer une re`gle de taille 2 et le nombre d’occurrences maximum de ce motif est
de 2 e´galement. Bien que ces tailles soient petites, nous obtenons un automate comportant 6 e´tats et 23
transitions. Cette automate est encore de taille raisonnable. Ne´anmoins, si notre proble`me comporte un
grand nombre de re`gles de ce type, l’intersection de toutes ces re`gles produira un automate de plus en
plus gros. De plus, la construction de ce type d’automate n’est ni flexible, ni automatisable facilement.
Il faut en effet eˆtre capable de de´terminer a` quelle partie du motif nous sommes pour de´crire chaque
transition, car meˆme si l’on sort du motif que l’on souhaite compter, il n’est pas impossible que les ac-
tivite´s forment a` nouveau le de´but de ce motif. Il faut donc eˆtre capable de rediriger les transitions vers
les e´tats correspondant a` ce motif partiel. Cela se re´alise sans trop de difficulte´, manuellement pour des
motifs simples. De`s lors que le motif devient complique´, il est quasiment impossible de construire un tel
automate a` la main sans erreur. De plus, l’automatisation devient complexe, il faut expliciter tous les cas
possibles avant de minimiser l’automate le cas e´che´ant.
Devant une automatisation complexe donnant des re´sultats peu satisfaisants, les automates ponde´re´s
semblent eˆtre ici une solution a` la mode´lisation de re`gles comptant des motifs d’activite´s. En effet, ils
permettent d’e´viter que la complexite´ de l’automate soit de´pendante de la borne du compteur. Ainsi, un
automate comptant un motif d’activite´s aura la meˆme taille quel que soit le nombre d’occurrences que
l’on souhaite obtenir. Malheureusement, la construction automatique de ces automates n’est de prime
abord pas plus simple que pour un automate classique. Il faut en effet trouver un moyen d’ajouter un
couˆt de 1 a` chaque fois que le motif est effectue´. Intuitivement, il suffirait de porter un couˆt de 1 a` la
dernie`re transition du motif que l’on souhaite compter. Or, cela n’est pas trivial puisqu’une transition
n’est identifie´e que par le symbole qu’elle porte et ne pre´sume pas des transitions l’ayant pre´ce´de´e. Com-
ment alors eˆtre suˆr qu’une transition donne´e correspond bien a` la dernie`re e´tape d’un motif ? Supposons
que nous voulions compter le motif rationnel m. Il nous faudrait d’abord eˆtre capable de le reconnaˆıtre
dans un automate. Il existe pour reconnaˆıtre des motifs dans du texte des algorithmes tre`s efficaces tel
l’algorithme d’Aho-Corasick [2]. Cependant nous avons tente´ sans succe`s d’adapter cette technique a` un
automate qui peut eˆtre vu comme un ensemble de textes. Nous avons alors tente´ une approche construc-
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tive. E´tant donne´ ce motif, pouvons-nous construire un automate ponde´re´ directement ? Encore une fois
la re´ponse nous vient des expressions rationnelles et consiste en une astuce simple et efficace. Si nous ne
pouvons pas caracte´riser ce qui pre´ce`de une transition, nous pouvons par contre connaˆıtre la transition
suivante tre`s facilement. L’ide´e est donc de modifier le motif m de manie`re a` pouvoir identifier de manie`re
certaine la ou les dernie`res transitions du motif. Soit Σ l’alphabet, comprenant tous les symboles pos-
sibles permettant de former un mot. L’e´quivalent en terme de planification serait l’ensemble des activite´s
disponibles pour former un horaire. Soit α un symbole n’appartenant pas a` l’alphabet : α /∈ Σ et m′ = α∗
l’expression rationnelle signifiant 0 ou plus α. Si α appartenait a` l’alphabet alors il suffirait d’appliquer la
formule que nous avons de´veloppe´e pour les successions de motifs : si m apparaˆıt, alors il doit eˆtre suivi
par le motif m′. Or, α n’appartenant pas a` Σ, l’ope´ration de comple´mentaire applique´e deux fois dans
l’algorithme 4 ferait disparaˆıtre le symbole α. Il nous faut donc penser a` une autre approche permettant
de garder la symbolique d’α.
Nous cherchons a` construire un automate, acceptant tous les mots forme´s par les symboles d’un
alphabet Σ ainsi que le motif m′ de manie`re explicite. Les mots construits seraient donc forme´s d’une
succession de n’importe quel symbole de l’alphabet, suivi du motif m′ ze´ro fois ou plus. En notant σ la
disjonction des symboles de Σ, nous pouvons en de´duire l’expression rationnelle suivante :
(σ ∗ (mα∗)∗)∗ (5.1)
Cette expression re´sume parfaitement ce que nous souhaitions exprimer puisque si le motif m est
rencontre´, une fois ou plus, il sera suivi du motif α∗.
Reprenons l’exemple ou` l’on souhaite compter le nombre de fois que le motif SM apparaˆıt. Nous
posons m = SM et σ =M |N |R|S. Regardons le re´sultat de l’automate produit par l’expression 5.1 sur la
figure 5.22. Conforme´ment a` ce que nous attendions, si une transition marque´e α est emprunte´e, alors le
motif SM a force´ment e´te´ lu par l’automate. Par conse´quent, toutes les transitions ayant pour destination
un e´tat qui serait l’origine d’une transition marque´e α correspondent a` la fin du motif que l’on souhaite
reconnaˆıtre. Ainsi, attribuer un couˆt de 1 a` ces transitions permet de construire un automate ponde´re´
comptant le nombre d’occurrences d’un motif.
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M,N,R
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N,R S
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S M
Figure 5.22 – Automate permettant de reconnaˆıtre le motif SM
La construction de notre automate ponde´re´ n’est pas pour autant termine´e. Il faut en effet retirer les
transitions α qui ne correspondent a` aucune activite´. Puisque nous avons concate´ne´ le motif α∗ et non
α seul, la transition peut eˆtre retire´e sans incidence sur la signification de l’automate. Ceci est duˆ a` la
signification de la fermeture de Kleene, ici : α apparaˆıt ze´ro fois ou plus. Supprimer les transitions marque´es
α revient donc a` imposer que le symbole α apparaisse ze´ro fois. Il suffit donc d’ajouter un compteur associe´
aux couˆts ajoute´s aux transitions menant a` α pour obtenir un automate ponde´re´ repre´sentant la re`gle
« pas plus de deux fois le motif soir-matin ». Comme pre´ce´demment, nous ajoutons une variable y = [[0, 2]]
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associe´e a` l’automate ponde´re´ que nous ge´ne´rons. Le re´sultat de ces transformations est montre´ figure
5.23.
0 2
1
y = [[0, 2]]
α
M,N,R
M,N,R
N,R
S
S
S M [1]
Figure 5.23 – Automate a` compteur pour le motif SM
L’algorithme 5 permet d’automatiser la cre´ation d’un automate ponde´re´ afin d’imposer des re`gles de
comptage sur des motifs rationnels.
Entre´es: A l’ensemble des activite´s, m le motif obligatoire a` compter, l et u les bornes du nombre
d’occurrence de m
Sorties: Πm, un automate ponde´re´ pour le motif m
σ ←
⋃
a∈A // Construire l’union des symboles;
Πm ← A((σ ∗ (mσ∗)∗)∗) // Construire l’automate a` partir de la formule 5.1;
pour tous les e´tats q ∈ Πm faire
si la transition t = δ(q, α) existe alors
Ajouter un couˆt de 1 pour la dimension r a` toutes les transitions entrant q;
Supprimer la transition t;
fin
fin
Cre´er la variable yr = [[l, u]] associe´e aux couˆts de dimension r dans l’automate;
Algorithm 5: Cre´ation automatique d’un automate pour compter les occurrences du motif m
5.3 Re`gles de se´quencement souples
Les me´thodes de mode´lisation automatique que nous proposons permettent de repre´senter un grand
nombre de re`gles de se´quencement. Cependant, les nombreuses re`gles me´tiers rencontre´es ne sont pas
aussi strictes que celles que nous avons de´crites.
De´finition 30 (Re`gle de se´quencement souple) Une re`gle de se´quencement est dite souple si elle
peut eˆtre ignore´e ou pe´nalise´e. Une re`gle de se´quencement souple est associe´e a` un couˆt caracte´risant
l’importance de la violation.
De la meˆme manie`re que pour les re`gles de se´quencement simples, nous caracte´risons les diffe´rentes
re`gles de se´quencement souples et nous proposons une me´thode de mode´lisation automatique de ces re`gles.
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5.3.1 Activite´s
Les re`gles souples concernant une activite´ au cours d’une se´quence sont similaires a` celles rencontre´es
pre´ce´demment. On distinguera trois types de re`gles :
• interdire une activite´ ;
• forcer une activite´ ;
• compter une activite´.
Chacune de ces re`gles pourra eˆtre effective a` une date donne´e ou sur toute une pe´riode.
Interdire une activite´ pendant la se´quence. Dans le cas ou` l’interdiction d’une activite´ est obliga-
toire, nous avons vu qu’il e´tait suffisant d’exprimer une ine´galite´ entre la variable repre´sentant l’activite´
effectue´e au temps t et la valeur correspondant a` l’activite´. Ici, nous souhaitons interdire une activite´ de
manie`re souple. C’est-a`-dire que son apparition n’entraˆıne pas l’invalidite´ de la se´quence construite mais
une pe´nalite´ a` quantifier.
Afin d’e´valuer la pe´nalite´, il nous faut d’abord connaˆıtre le nombre de fois ou` l’activite´ interdite
apparait. L’utilisation d’un automate ponde´re´ permet de compter ce nombre d’apparitions. Les automates
et algorithmes pre´sente´s section 5.2.1 qui permettent de limiter ou d’imposer le nombre d’occurrences
d’une activite´ peuvent eˆtre utilise´s pour compter le nombre d’apparitions en supprimant les bornes de la
variable compteur associe´e. Par la suite, il suffit de lier la variable compteur a` une variable de couˆt pour
pe´naliser l’apparition de l’activite´ interdite.
0
a[1]
σ − {a}[0]
y = [[0,+∞]]
Figure 5.24 – Automate comptant l’activite´ a
Notons que dans le cas particulier de l’interdiction d’une activite´, l’utilisation d’un automate est
quelque peu abusive. Si cette repre´sentation indique clairement que l’on va compter le nombre d’appa-
ritions d’une activite´ a, l’absence de limite sur cette apparition la rend quelque peu lourde. En effet, il
suffirait d’associer un couˆt a` l’affectation de toute variable a` la valeur a pour obtenir le meˆme re´sultat.
Cependant, la mode´lisation sous forme d’automate autorise toujours, au-dela` du caracte`re « parlant »
de cette mode´lisation, de regrouper cette re`gle avec d’autres plus complexes. Cet avantage sera par ailleurs
e´tudie´ dans le prochain chapitre.
Interdire une activite´ sur une pe´riode donne´e [[t1, t2]]. Lorsque nous souhaitions interdire l’ap-
parition d’une activite´ a sur une pe´riode, la me´thode consistait a` retirer la possibilite´ d’affecter a aux
variables correspondantes. Ici, nous souhaitons que cette re`gle soit souple, il ne faut donc pas retirer la
possibilite´ d’effectuer l’activite´ a.
La solution consiste donc a` compter le nombre d’apparitions de l’activite´ a sur la pe´riode souhaite´e.
Nous proposons deux me´thodes :
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• On associe un couˆt a` l’affectation de chaque variable correspondant a` la pe´riode ou` la re`gle s’ap-
plique.
• On construit un automate ponde´re´ tel celui figure 5.24 en associant la matrice de couˆt d’affectation
suivante :
∀t ∈ [[0, T ]], ctw =
{
1 si w = a et t ∈ [[t1, t2]]
0 sinon
Le couˆt de 1 permet de compter le nombre d’occurrences de l’activite´ a dans l’horaire. Cette me´thode
permet des pe´nalisations plus complexes comme par exemple un couˆt de 1 si a apparaˆıt une seule fois, 10
sinon. Notons que ce type de pe´nalisation est tre`s pre´sent dans les proble`mes de planification de personnel
ou` certaines re`gles expriment des pe´nalisations plus importantes plus l’activite´ apparait.
5.3.2 Succession d’activite´s
Que ce soit pour une activite´ simple ou une succession d’activite´s, la proble´matique des re`gles souples
reste la meˆme. Il faut pouvoir compter le nombre de fois ou` la re`gle n’est pas respecte´e. Dans le cadre des
successions d’activite´s, nous avons propose´ l’automate permettant de compter le nombre de successions
de longueur n = [[l, u]] d’un meˆme ensemble d’activite´s. L’algorithme 3 produisant cet automate figure
5.12 reste valable dans le cas de contraintes souples. Afin de pe´naliser l’apparition d’une succession d’ac-
tivite´s de longueur n = [[l, u]], il est suffisant de lier la variable compteur y de l’automate figure 5.12 a`
une variable de couˆt z pe´nalisant les occurrences de la succession.
Ce proble`me, ramene´ a` une date fixe, peut eˆtre interpre´te´ de deux manie`res diffe´rentes :
• pe´naliser une succession d’activite´s commenc¸ant a` la date t ;
• pe´naliser une succession d’activite´s qui se termine a` une date ou pe´riode donne´e.
Dans le premier cas, il faut de´placer l’e´tat initial de l’automate en permettant toute activite´ jusqu’au
temps t. Les transitions sortantes quant a` elles, pe´nalise´es par un couˆt de 1, rejoignent un e´tat terminal
comme sur l’automate figure 5.9.
Dans le second cas, il suffit de modifier la matrice de couˆt d’affectation de manie`re a` ne pas pe´naliser
les arcs sortants de la succession d’activite´s pendant la pe´riode. Comme la matrice d’affectation est
de´pendante de la date, ce changement est trivial.
Utiliser ces me´thodes permet d’e´luder le cas ou` l’on pe´nalise les successions d’activite´s en fonction
de leur apparition et non de leur taille. Or, il semble inte´ressant de pouvoir pe´naliser une succession
d’activite´s en fonction de sa longueur.
Il ne s’agit plus de compter l’apparition d’une se´quence. Nous n’utiliserons donc plus de variable
compteur, mais directement une variable de couˆt permettant de connaˆıtre directement le couˆt du chemin
construit.
Supposons que nous voulions pe´naliser les successions de l’activite´ a a` partir d’une longueur l jusqu’a`
une longueur u de manie`re a` ce que chaque fois que la longueur de la succession augmente on double le
couˆt de la se´quence. Ainsi, une succession de longueur l couˆtera 1, l + 2 4, l + 4 16. . . . Pour ge´ne´raliser,
nous utiliserons une fonction f(n) qui, a` la longueur de la succession d’activite´s n, associe son couˆt. Dans
le cas ou` la pe´nalisation double a` chaque re´pe´tition, nous posons :
∀n ∈ [[0, T ]], fn =
{
2n−l si n ∈ [[l, u]]
0 sinon
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L’automate se construit a` l’aide d’une simple modification de l’algorithme 3, ou` l’on remplace l’affec-
tation du couˆt de 1 par f(i) (Algorithme 6).
Entre´es: Une activite´ a, des bornes l et u de la longueur de la succession, une fonction f : N→ N
Sorties: Un automate pe´nalisant les successions d’activite´s de longueur n ∈ [[l, u]], une variable de
couˆt z repre´sentant cette pe´nalite´.
pour tous les i ∈ [[0, u]] faire
Cre´er un nouvel e´tat final qi
fin
pour tous les i ∈ [[0, u− 1]] faire
Ajouter la transition qi
a
−→ qi+1 de couˆt 0;
fin
Cre´er une nouvelle variable z = [[0,+∞]];
pour tous les i ∈ [[l, u]] faire
Ajouter la transition qi
∼a
−−→ q0 de couˆt f(i);
fin
Ajouter la transition q0
∼a
−−→ q0 de couˆt 0;
Algorithm 6: Cre´ation d’un automate pe´nalisant les successions d’activite´s au-dela` d’une certaine
taille
0
l× a[0]
∼ a[0]
l
∼ a[f(l)]
l + i < u a[0]
a[0]
∼ a[f(l + i)]
u
∼ a[f(u)]
z = [[0,+∞]]
Figure 5.25 – Automate pe´nalisant les successions de l’activite´ a en fonction de la longueur
De la meˆme manie`re que pre´ce´demment, rendre cette re`gle ope´rante uniquement a` une date ou pe´riode
fixe´e est possible, soit en de´calant le de´but de la re`gle en forc¸ant toute activite´ jusqu’a` la date souhaite´e,
soit en modifiant la fonction f de manie`re a` affecter un couˆt diffe´rent a` la pe´riode recherche´e.
5.3.3 Motifs d’activite´s
Dans la section 5.2, nous avons introduit diffe´rentes me´thodes et algorithmes pour construire des
automates mode´lisant des re`gles varie´es portant sur des activite´ simples, des successions d’activite´s et
finalement des motifs rationnels d’activite´s. Ce dernier type nous a amene´ a` de´velopper une me´thode
automatise´e pour compter le nombre d’apparitions d’un motif donne´.
Or, rendre souple une re`gle concernant l’apparition d’un motif consiste a` pe´naliser l’apparition de ce
motif. L’algorithme 5 permet de construire un automate comptant le nombre d’apparitions. Associer une
variable de pe´nalisation a` la variable compteur de l’automate ponde´re´ permet donc de rendre souple les
re`gles d’apparitions de motifs.
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5.4 Conclusion
Dans ce chapitre, nous avons montre´ qu’un grand nombre de re`gles de se´quencement peuvent eˆtre
mode´lise´es a` l’aide d’automates. Nous avons montre´ le caracte`re expressif et compact des automates
pour mode´liser des re`gles de se´quencement complexes dans le cadre de proble`mes de planification. Les
automates finis, ponde´re´s ou non, offrent donc des outils tre`s puissants de mode´lisation de ces re`gles.
Un autre avantage, que nous n’avons pas encore explore´, est la fermeture de ces automates devant des
ope´rations usuelles, telles la concate´nation, l’union ou l’intersection. Ce sera l’objet du chapitre suivant
qui illustrera l’application de ces ope´rations lorsque nous posse´dons plusieurs re`gles de se´quencement a`
traiter.
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D
ans le chapitre pre´ce´dent, nous avons montre´ que les automates finis, ponde´re´s ou non, sont des
outils tre`s puissants pour mode´liser des re`gles parfois complexes de se´quencement dans le cadre
des proble`mes de planification. Inte´ressons-nous maintenant a` la fermeture de ces automates devant des
ope´rations usuelles telles la concate´nation, l’union ou l’intersection. Dans ce chapitre, nous nous attache-
rons tout d’abord a` montrer l’inte´reˆt de ces proprie´te´s, puis nous rappellerons de manie`re exhaustive les
ope´rations pour lesquelles un langage rationnel est ferme´. Nous de´crirons ces ope´rations de manie`re algo-
rithmique. Enfin nous pre´senterons un algorithme d’intersection pour les automates ponde´re´s permettant
de rester dans le cadre des langages rationnels.
6.1 Inte´reˆt
Un grand nombre de re`gles de se´quencement peuvent eˆtre mode´lise´es a` l’aide d’automates. Lorsque
nous mode´liserons un proble`me de planification de personnel, nous cre´erons ces automates a` l’aide des
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algorithmes fournis au chapitre 5. Chaque automate repre´sente pour chaque re`gle l’ensemble des se´quences
autorise´es par la re`gle. Cette information est tre`s importante. Ne´anmoins, lorsque nous posse´dons plusieurs
re`gles, ne peut-on pas faire plus de de´ductions ? La re´ponse que nous avons choisie repose sur la proprie´te´
des langages rationnels a` rester rationnels lorsque l’on applique sur eux des ope´rations de comple´ment,
d’intersection, d’union ou de concate´nation. Nous de´taillerons ces ope´rations dans la section suivante 6.2.
Les grammaires supe´rieures aux grammaires rationnelles, les grammaires non contextuelles ne posse`dent
pas de telles proprie´te´s. De notre point de vue, cela rend tre`s de´licat la mode´lisation de re`gles a` l’aide
de ce type de grammaires. Il faut en effet, d’une part eˆtre capable d’e´crire des re`gles de production de la
grammaire et ce de manie`re parfois re´cursive, et d’autre part il faut, si l’on souhaite agre´ger des re`gles,
re´e´crire comple`tement la grammaire sans garantie que le re´sultat soit une grammaire non contextuelle
[53].
6.1.1 Un premier exemple
Un des de´fis propose´s dans les proble`mes de planification de personnel est l’he´te´roge´ne´ite´ des re`gles
pre´sentes. Non seulement de par leur forme, mais de par leur origine, les re`gles peuvent, par exemple,
provenir d’une contrainte du code du travail, tout comme de la politique particulie`re a` l’organisation
concerne´e. Supposons qu’une premie`re re`gle r1 indique qu’une se´quence de travaux, choisis parmi les
activite´s (N)uit, (J)our, (R)epos, impose de commencer, soit par une se´quence de trois nuits, soit par une
se´quence de trois repos.
L’expression rationnelle consacre´e pour cette re`gle peut se construire en suivant les me´thodes de
ge´ne´ration d’automates pre´sente´es chapitre 5.
Nous obtenons en gardant la meˆme se´mantique que pre´ce´demment (i.e. σ = J |N |R) :
(RRR|NNN)σ ∗ .
Nous pouvons construire l’automate fini de´terministe e´quivalent figure 6.1.
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σ
Figure 6.1 – Automate repre´sentant la re`gle r1 « trois repos ou trois nuits en de´but d’horaire »
De la meˆme manie`re, construisons la re`gle r2 imposant soit trois jours, soit trois nuits en de´but
d’horaire. La construction de l’expression rationnelle (JJJ |NNN)σ∗ et de l’automate associe´ figure 6.2
se fait de manie`re identique que pre´ce´demment.
Nous avons maintenant dans notre ensemble de re`gles, r1 et r2 que nous souhaitons imposer. De
manie`re naturelle, sur cet exemple, on comprend qu’imposer ces deux re`gles en meˆme temps revient a`
imposer le fait d’avoir trois nuits en de´but d’horaire, soit l’expression rationnelle suivante :
NNNσ ∗ .
L’automate figure 6.3 est e´quivalent a` cette expression rationnelle.
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Figure 6.2 – Automate repre´sentant la re`gle r2 « trois jours ou trois nuits en de´but d’horaire »
0 1 2 3NNN
σ
Figure 6.3 – Automate repre´sentant la conjonction des re`gles r1 et r2 « trois nuits en de´but d’horaire »
Nous pouvons donc remplacer les deux automates figures 6.1 et 6.2 comportant chacun 6 e´tats, par
l’automate figure 6.3 comportant 4 e´tats. Cet exemple illustre bien l’inte´reˆt d’agre´ger les re`gles. Si cette
simplification, dans le cadre de re`gles aussi simples, est triviale, elle peut devenir plus complexe lorsque
nous traiterons des re`gles comportant des se´quencements issus d’expressions rationnelles plus compli-
que´es. Comment alors ge´ne´rer automatiquement l’agre´gation de deux re`gles ? L’alge`bre de la the´orie des
automates nous permet de re´pondre a` cette question. Lorsque nous souhaitons imposer la re`gle r1 et la
re`gle r2, nous imposons en fait la re`gle
r1 et 2 = r1 ∧ r2.
Or, dans la the´orie des automates, l’ope´rateur ∧ est l’intersection d’automates. La pre´sentation des
algorithmes usuels des automates section 6.2 de´montrera que l’intersection des automates repre´sentant
les re`gles r1 et r2 produit exactement l’automate r1 et 2.
6.1.2 Un exemple plus complexe
Soit un ensemble de re`gles portant sur l’horaire d’un employe´ issu de l’e´nonce´ suivant : « au moins
deux nuits pendant l’horaire ou au moins trois jours mais la premie`re re`gle ne doit pas s’appliquer. »
Nous pouvons identifier deux re`gles dans cet e´nonce´ :
• r1 : au moins deux nuits ;
• r2 : au moins trois jours.
Mode´lisons ces re`gles sous forme d’expressions rationnelles puis d’automates (figures 6.4 et 6.5) :
r1 ≡ (σ − {N})
∗N(σ − {N})∗Nσ∗;
r2 ≡ (σ − {J})
∗J(σ − {J})∗J(σ − {J})∗Jσ∗.
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1 20
σσ − {N} σ − {N}
N N
Figure 6.4 – Automate repre´sentant la re`gle r1 « au moins deux nuits pendant l’horaire »
0 1 2 3
σ − {J}σ − {J}σ − {J}
JJJ
σ
Figure 6.5 – Automate repre´sentant la re`gle r2 « au moins trois jours pendant l’horaire »
La difficulte´ ici consiste a` interdire la re`gle qui n’est pas applique´e. En effet, si l’on utilise r2, alors
l’e´nonce´ dit qu’on ne peut pas avoir r1. Mais si l’on utilise r1, malgre´ l’absence de pre´cision, on ne peut
pas utiliser r2, car dans le cas contraire cela nous interdirait par de´finition r1 ce qui entre en contradiction
avec l’utilisation de r1. L’e´nonce´ correct s’exprime donc comme la disjonction exclusive des re`gles r1 et
r2 :
r1 ⊕ r2.
Nous ne savons pas construire cette expression a` proprement parler. Cependant, la logique boole´enne
nous donne la formule suivante :
r1 ⊕ r2 ≡ (r1∧ ∼ r2) ∨ (∼ r1 ∧ r2).
La construction des expressions rationnelles ∼ r1 et ∼ r2 n’est pas triviale, cependant la construction
du comple´mentaire d’un automate l’est. Il suffit pour un automate complet1 d’inverser les e´tats finals et
non-finals.
Concernant la re`gle ∼ r1 l’automate e´quivalent se construit donc en reprenant l’automate figure 6.4 et
en inversant les e´tats finals. On obtient l’automate figure 6.6 en retirant les transitions menant uniquement
a` des e´tats non-finals.
0 1N
σ − {N}σ − {N}
Figure 6.6 – Automate repre´sentant l’oppose´ de la re`gle r1
1on rappellera qu’un automate complet est un automate dont tous les e´tats ont une transition sortante pour chaque
symbole de l’alphabet
6.1. Inte´reˆt 65
De fac¸on similaire, nous pouvons construire l’automate repre´sentant la re`gle ∼ r2 figure 6.7.
20 1
σ − {J}σ − {J} σ − {J}
JJ
Figure 6.7 – Automate repre´sentant l’oppose´ de la re`gle r2
Comme pour l’exemple section 6.1.1, nous pouvons maintenant construire l’automate repre´sentant la
conjonction de la re`gle r2 repre´sente´ par l’automate figure 6.5 et la re`gle ∼ r1 e´quivalente a` l’automate
figure 6.6. A l’aide de l’ope´ration d’intersection on obtient l’automate figure 6.8. Cet automate est encore
suffisamment simple pour remarquer qu’un e´tat final n’est accessible qu’apre`s au moins trois transitions
marque´es par un jour (J) et au plus une transition marque´e par une nuit (N).
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Figure 6.8 – Automate repre´sentant l’intersection de la re`gle ∼ r1 et r2
De la meˆme manie`re, nous construisons l’automate repre´sentant l’expression ∼ r2∧ r1. Le re´sultat est
pre´sente´ figure 6.9.
Nous avons pu mode´liser a` l’aide d’automates les expressions ∼ r1 ∧ r2 et r1∧ ∼ r2. Pour terminer
la transformation de l’e´nonce´ « au moins deux nuits pendant l’horaire ou au moins trois jours mais la
premie`re re`gle ne doit pas s’appliquer », il faut exprimer la disjonction de ces deux expressions. Nous
allons pour cela utiliser l’ope´ration d’union des automates. L’automate figure 6.10 repre´sente l’union des
automates figures 6.8 et 6.9.
Pour construire un automate repre´sentant une re`gle complexe, nous avons utilise´ les ope´rations sur
les automates suivantes :
• intersection ;
• complementaire ;
• union ;
• de´terminisation ;
66 6. Agre´gation de re`gles de se´quencement
7
84
5
2
0
1
3
6
}
J
J
J
J
J
J
σ − {J}
σ − {J}
σ − {J}
R
R
R
R
R
R
N
N
N
N
N
N
Figure 6.9 – Automate repre´sentant l’intersection de la re`gle ∼ r2 et r1
• minimisation.
Ces ope´rations sont pre´sentes dans la majorite´ des bibliothe`ques permettant de manipuler des auto-
mates. L’inte´reˆt d’utiliser ces ope´rations apparaˆıt clairement au travers des deux exemples que nous avons
propose´s. Tout d’abord, cela permet parfois d’obtenir un automate plus petit repre´sentant un ensemble
de re`gles. Mais cela permet e´galement de repre´senter des re`gles plus complexes en les construisant a` l’aide
d’un mode`le de´compose´. Pourquoi cela fonctionne ? Contrairement aux grammaires de niveau supe´rieur,
les langages rationnels ont la proprie´te´ d’eˆtre stables lorsque l’on applique sur eux un ensemble d’ope´ra-
tions. Nous de´crivons dans la section suivante les diffe´rentes ope´rations usuelles existantes, ainsi que les
algorithmes et leurs complexite´s.
6.2 Ope´rations usuelles sur les automates finis
Lorsque nous avons fait le choix de nous inte´resser a` la mode´lisation des proble`mes de planification
de personnel a` l’aide des grammaires formelles, nous avons cherche´ a` trouver l’e´quilibre entre la puis-
sance de mode´lisation et la facilite´ de mode´lisation. Si une grammaire non-contextuelle peut mode´liser
des re`gles plus complexes, nous avons conside´re´, que demander a` un ope´rationnel d’e´crire des re`gles
de production d’une telle grammaire n’e´tait pas envisageable. Au contraire, dans le chapitre pre´ce´dent,
nous avons montre´ qu’a` partir de primitives simples, nous pouvions a` l’aide des grammaires rationnelles,
mode´liser automatiquement un grand nombre de re`gles pre´sentes dans les proble`mes de planification de
personnel. Au-dela` de l’aspect fonctionnel, ce choix s’est fait en fonction de la souplesse qu’apporte les
grammaires rationnelles. Nous pouvons, en effet, tre`s simplement ajouter des re`gles, ou simplement les
interdire, car l’intersection, l’union, la concate´nation ou le comple´ment d’un langage rationnel est un lan-
gage rationnel. Au contraire, pour les grammaires d’ordre supe´rieur cette proprie´te´ n’est pas garantie [53].
Alors que dans nos applications nous allons utiliser toutes ces ope´rations, nous allons dans cette section
les de´crire et les illustrer.
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Figure 6.10 – Automate repre´sentant l’union des automates figures 6.8 et 6.9 soit r1 ⊕ r2
6.2.1 Comple´ment
L’ope´ration de comple´ment pour un langage rationnel donne´ L consiste a` construire le langage ∼ L,
ensemble des mots n’appartenant pas a` L dans le meˆme alphabet. On e´crit :
∼ L = Σ∗ − L.
Autrement dit,
∼ L = {m ∈ Σ∗ | m /∈ L}.
Nous avons de´crit pour l’exemple de la section 6.1.2 la construction d’un tel comple´ment. Elle se fait
en inversant les e´tats finals et non-finals si l’automate est complet et de´terministe. Il faut sinon rajouter
les transitions manquantes.
Soit A = (Q,Σ, E, I, T ) un automate fini, l’algorithme 7 construit l’automate comple´mentaire.
L’ope´ration de comple´ment s’effectue donc dans le pire des cas, si l’on suppose que l’on peut ve´rifier
l’existence d’un membre de E en O(1), en O(|Q| × |Σ|).
Montrons maintenant que le langage reconnu par l’automate comple´mentaire de A est un langage
rationnel.
The´ore`me 1 (Comple´mentaire d’un langage rationnel) Si L est un langage rationnel d’alphabet
Σ, alors ∼ L = Σ∗ − L est e´galement un langage rationnel
Preuve. Soit L = L(A) pour un afd A = (Q,Σ, E, I, T ). Soit ∼ L = L(B) ou` B = (Q,Σ, E, I,Q − T )
c’est-a`-dire le meˆme automate que A en inversant les e´tats finals. Ainsi un mot m est dans L(B) si et
seulement si il existe un ensemble de transitions Em inE menant de l’e´tat initial a` un e´tat de Q− T . Si
tel est le cas, alors m n’est pas dans L(A). 
Notons que calculer le comple´mentaire d’un automate fini non de´terministe n’est pas trivial. Il faut
pour cela le transformer en un automate fini de´terministe.
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Entre´es: Un automate A = (Q,Σ, E, I, T )
Sorties: Un automate A′ =∼ A acceptant uniquement l’ensemble des mots refuse´s par A
T ′ ← Q− T ;
Q′ ← Q;
E′ ← E;
si A n’est pas complet alors
Soit un nouvel e´tat qt;
Cre´er un e´tat final qt;
Q′ ← Q′ ∪ {qt};
T ′ ← T ′ ∪ {qt};
pour tous les q ∈ Q′, σ ∈ Σ faire
si ∄ q′ | (q, σ, q′) ∈ E′ alors
E′ ← E′ ∪ {(q, σ, qt)};
fin
fin
fin
retourner A′ = (Q′,Σ, E′, I, T ′)
Algorithm 7: Cre´ation du comple´mentaire d’un automate fini de´terministe
6.2.2 Concate´nation
La concate´nation de deux langages rationnels L1 et L2 consiste a` former l’ensemble des mots m forme´s
par concate´nation des mots m1 ∈ L1 et des mots m2 ∈ L2. Plus formellement,
Lconcat = {m1 ·m2 | m1 ∈ L1 et m2 ∈ L2}
The´ore`me 2 (Concate´nation de langages rationnels) Si L1 et L2 sont des langages rationnels,
alors Lconcat = L1 · L2 est un langage rationnel.
Preuve. Nous allons construire l’automate re´sultant de la concate´nation de deux automates finis.
Soient A1 = (Q1,Σ1, E1, I1, T1) et A2 = (Q2,Σ2, E2, I2, T2) deux automates finis. On suppose Q1 et Q2
disjoints2. On pose I1 = {i1} et I2 = {i2}.
A1 · A2 = (Q1 ∪Q2,Σ1 ∪ Σ2, E, I1, T ) ou`
• E = E1 ∪ E2 ∪ {(q1, σ, q2) | q1 ∈ T1 et (i2, σ, q2) ∈ E2} ;
• T = T1 ∪ T2 si i2 ∈ T2, sinon T = T2.
Supposons qu’il existe deux mots m1 ∈ L1 et m2 ∈ L2, par de´finition de l’automate A1 · A2. Lire
le mot m1 me`ne a` un e´tat q ∈ T1 puisque E1 ⊂ E, puis toujours par construction, {(q1, σ, q2) | q1 ∈
T1 et (i2, σ, q2) ∈ E2} ⊂ E. Or, puisque m2 ∈ L2, le premier symbole de ce mot me`ne force´ment a` un
e´tat q2 depuis q. La suite du mot me`ne a` un e´tat final de T2 et T2 ⊆ T . Par conse´quent, la concate´nation
des mots m1 ∈ L1 et m2 ∈ L2 est accepte´e par l’automate A1 · A2.
Supposons maintenant que l’un des deux mots ne soit pas dans l’un de ces deux langages. En suivant les
ensembles de transitions, nous ne pourrons atteindre un e´tat final. La concate´nation de ces deux mots ne
pourra donc pas eˆtre accepte´e par l’automate A1 · A2. Cet automate accepte donc exactement les mots
forme´s par la concate´nation des langages L1 et L2. 
2Sinon, il suffit de renume´roter les e´tats de Q2.
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L’algorithme 8 re´alisant la concate´nation se fait donc pour un AFD en O(|T1| × |Σ2|) puisqu’il suffit
de dupliquer les transitions partant de i2, soit |Σ2| depuis chaque e´tat de T1. Pour un AFN, il est de
l’ordre du nombre de transitions sortant de i2 et du nombre d’e´tats dans T1.
Entre´es: Deux automates A1 = (Q1,Σ1, E1, I1, T1) et A2 = (Q2,Σ2, E2, I2, T2)
Sorties: Un automate A = A1 · A2 acceptant la concate´nation des langages L(A1) et L(A2)
Q← Q1 ∪Q2 ;
Σ← Σ1 ∪ Σ2;
E ← E1 ∪ E2;
pour tous les q ∈ T1, σ ∈ Σ2 faire
si ∃q2 ∈ Q2 | (i2, σ, q2) ∈ E2 alors
E ← E ∪ (q, σ, q2);
fin
fin
T ← T2;
si i2 ∈ T2 alors
T ← T ∪ T1;
fin
retourner A = (Q,Σ, E, I1, T )
Algorithm 8: Cre´ation d’un automate repre´sentant la concate´nation de deux langages rationnels L(A1)
et L(A2)
6.2.3 Union
L’union de deux langages rationnels L1 et L2 est le langage L qui accepte les mots de L1 et ceux de
L2 :
L = L1 ∪ L2 = {m ∈ (Σ1 ∪ Σ2)
∗ | m ∈ L1 ou m ∈ L2}.
The´ore`me 3 (Union de langages rationnels) Si L1 et L2 sont deux langages rationnels, alors L =
L1 ∪ L2 est un langage rationnel.
Preuve. La preuve de cette proprie´te´ est base´e sur un algorithme qui construit un automate reconnaissant
L(A1) ∪ L(A2), e´tant donne´s les deux automates A1 = (Q1,Σ1, E1, I1, T1) et A2 = (Q2,Σ2, E2, I2, T2).
Soit un nouvel e´tat i. On pose I = {i}.
A1∪A2 = (Q1∪Q2∪I,Σ1∪Σ2, E, I, T1∪T2), avecE = E1∪E2∪{(i, σ, q)|∃(i1, σ, q) ∈ E1 ou (i2, σ, q) ∈ E2}
La preuve que ce nouvel automate repre´sente bien l’union d’A1 et A2 se fait de la meˆme manie`re que
pour la concate´nation. 
L’algorithme 9 de´crit la construction de l’union de deux automates.
Notons que cet algorithme produit un automate fini non de´terministe si les deux automates posse`dent
deux transitions marque´es par le meˆme symbole au de´part de leurs e´tats initiaux respectifs. L’algorithme
produit un automate posse´dant |Q1| + |Q2| e´tats. Sa complexite´ temporelle se porte uniquement sur la
copie des transitions sortant des e´tats initiaux, c’est-a`-dire O(|Ei1 |+ |Ei2 |.
6.2.4 Intersection
Nous avons pre´ce´demment utilise´ l’intersection de deux langages rationnels pour mode´liser sous forme
d’automate deux re`gles de se´quencement. Dans un proble`me de planification de personnel, chaque employe´
est soumis a` un ensemble de re`gles. La plupart du temps ces re`gles doivent eˆtre toutes respecte´es. Si un
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Entre´es: Deux automates A1 = (Q1,Σ1, E1, I1, T1) et A2 = (Q2,Σ2, E2, I2, T2)
Sorties: Un automate A = A1 ∪A2 acceptant l’union des langages rationnels L(A1) et L(A2)
Soit i un nouvel e´tat ;
I ← {i};
Q← Q1 ∪Q2 ∪ I;
T ← T1 ∪ T2 ;
E ← E1 ∪ E2;
Σ← Σ1 ∪ Σ2;
Soit Ei1 ⊂ E1 l’ensemble des transitions sortant de l’e´tat i1;
Soit Ei2 ⊂ E2 l’ensemble des transitions sortant de l’e´tat i2;
pour tous les (j, σ, q) ∈ Ei1 ∪ Ei2 faire
E ← E ∪ (i, σ, q);
fin
retourner A = (Q,Σ, E, I, T )
Algorithm 9: Cre´ation d’un automate repre´sentant l’union de deux langages rationnels L(A1) et L(A2)
automate repre´sente une re`gle, l’intersection de tous les automates repre´sente la conjonction de ces re`gles.
C’est pourquoi l’intersection est l’ope´ration que nous utilisons le plus.
L’intersection de deux langages rationnels L1 et L2 est le langage L qui accepte les mots communs a`
L1 et L2.
L = L1 ∩ L2 = {m ∈ (Σ1 ∩ Σ2)
∗ | m ∈ L1 et m ∈ L2}
The´ore`me 4 (Intersection de langages rationnels) Si L1 et L2 sont deux langages rationnels, alors
L = L1 ∩ L2 est un langage rationnel.
Preuve. La preuve de ce the´ore`me se fait encore une fois par construction d’un automate acceptant les
mots qui apparaissent dans les deux langages. Soient A1 = (Q1,Σ1, E1, I1, T1) et A2 = (Q2,Σ2, E2, I2, T2)
deux automates finis. Nous proposons de construire l’automate A = (Q,Σ, E, I, T ) = A1 ∩ A2.
L’alphabet Σ est l’intersection des alphabets des automates d’origine, puisqu’un mot compose´ avec un
symbole appartenant uniquement a` un des alphabets ne pourra pas eˆtre accepte´ par l’autre automate. Les
e´tats Q de ce nouvel automate sont constitue´s de toutes les paires d’e´tats (q1, q2) de l’ensemble Q1×Q2.
Une transition ((q1, q2), σ, (r1, r2)) est dans E si et seulement si (q1, σ, r1) ∈ E1 et (q2, σ, r2) ∈ E2.
I = I1 × I2 et T = T1 × T2.
Supposons que les deux automates soient complets. Soit un mot m appartenant au langage L1(A1) mais
pas au langage L2(A2).
Alors, lire le mot dans l’automate A2 me`ne a` un e´tat q /∈ T2. Par construction, lire ce mot dans A ne
peut mener a` un e´tat final puisque T = T1 × T2.
Au contraire, si le mot appartient aux deux langages, alors il existe un ensemble de transitions pour
chaque automate menant a` un e´tat final. De par la construction de l’automate, ces transitions existent
dans l’automate A. 
L’algorithme 10 reproduit ce sche´ma. Sa complexite´ de´pend du nombre d’e´tats dans les automates
dont on fait l’intersection ; mais aussi du nombre de transitions. L’ope´ration Q← Q1×Q2 cre´ant tous les
couples d’e´tats a pour complexite´ O(|Q1| × |Q2|). La cre´ation des autres ensembles d’e´tats, strictement
inclus dans Q1×Q2 est donc domine´e par cette ope´ration. La cre´ation de l’ensemble des transitions n’est
pas force´ment domine´e par la cre´ation des e´tats puisqu’il peut y avoir plus de transitions que d’e´tats. Or,
dans l’algorithme que nous pre´sentons, nous parcourons au moins |E1| transitions3. Par conse´quent, la
complexite´ de l’intersection de deux automates finis est O(|Q1| × |Q2|+ |E1|).
3Si |E2| < |E1|, il suffit d’inverser les transitions.
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Entre´es: Deux automates A1 = (Q1,Σ1, E1, I1, T1) et A2 = (Q2,Σ2, E2, I2, T2)
Sorties: Un automate A = A1 ∩A2 acceptant l’intersection des langages rationnels L(A1) et
L(A2)
I ← I1 × I2;
Q← Q1 ×Q2;
T ← T1 × T2 ;
E ← ∅;
Σ← Σ1 ∩ Σ2;
pour tous les (q, σ, q′) ∈ E1 faire
si (q, σ, q′) ∈ E2 alors
E ← E ∪ (q, σ, q′);
fin
fin
retourner A = (Q,Σ, E, I, T )
Algorithm 10: Cre´ation d’un automate repre´sentant l’intersection de deux langages rationnels L(A1)
et L(A2)
6.2.5 De´terminisation
Un des aspects importants de la the´orie des automates finis est la possibilite´ de transformer tout AFN
en un AFD. Cette ope´ration s’appelle la de´terminisation. Elle est ne´cessaire dans de nombreux cas notam-
ment pour le calcul du comple´mentaire d’un langage rationnel. En effet, l’algorithme pre´sente´ section 6.2.2
ne fonctionne que sur les AFD. L’algorithme des parties de Rabin-Scott permet de transformer un AFN
en AFD. Comme explique´ dans le livre d’Hopcroft et al. [53], la complexite´ au pire cas est de O(2n) mais
il est pre´cise´ que la plupart des langages rationnels de´finis sous forme d’un AFN n’engendre pas un AFD
de taille exponentielle. Au cours de nos travaux, nous n’avons jamais rencontre´ un tel cas. Cependant, les
algorithmes de mode´lisation automatique que nous avons pre´sente´s chapitre 5 utilisent intensivement la
de´terminisation. Il existe donc certainement des re`gles de se´quencement qui provoqueraient une explosion
de ces algorithmes.
6.2.6 Minimisation
La minimisation consiste a` construire un AFD de taille minimale pour un langage rationnel donne´.
Les algorithmes de minimisation existants ne fonctionnent que sur des AFD. En effet, Hopcroft et al. [53]
ont montre´ qu’il e´tait impossible de trouver un algorithme polynomial pour la minimisation des AFN.
Ainsi, lorsque nous parlons de minimiser un AFN, cela implique au pre´alable la de´terminisation de cet
automate.
Il existe trois algorithmes pour la minimisation :
• algorithme de Moore, de complexite´ O(n2|Σ|) mais ayant pour complexite´ moyenne O(n log n) ;
• algorithme d’Hopcroft, de complexite´ O(n log n) ;
• algorithme de Brzozowski, de complexite´ O(2n) base´ sur l’algorithme des parties.
Dans la suite de cette the`se nous utiliserons toujours l’algorithme d’Hopcroft lorsque nous parlerons
de minimisation. Ce choix a e´te´ re´alise´ lorsque nous testions la ge´ne´ration automatique de re`gles de
se´quencement. L’imple´mentation de l’algorithme d’Hopcroft nous a toujours donne´ les meilleurs re´sultats
en temps de calcul.
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6.2.7 Intersection ou union ?
Comme nous l’avons vu dans les sections pre´ce´dentes, nous pouvons re´aliser l’intersection, l’union
d’automates, ainsi que calculer le comple´mentaire d’un automate, pour un alphabet donne´. Dans le cadre
des proble`mes de planification de personnel, nous allons, la plupart du temps, re´aliser l’intersection de
nombreux automates afin d’agre´ger un maximum de re`gles. Nous avons vu dans le premier exemple de
ce chapitre, que l’intersection peut re´duire la taille de l’automate. Malheureusement cet argument ne
s’applique pas dans la majorite´ des cas pratiques, ou` l’intersection oblige a` expliciter de nombreuses tran-
sitions qui, par exemple, e´taient repre´sente´es par une boucle dans l’un des automates.
L’inte´reˆt d’agre´ger les re`gles en un seul automate est en re´alite´ tout autre. Nous allons, en programma-
tion par contraintes, eˆtre capable de faire des de´ductions a` partir des automates mode´lisant ces re`gles. On
comprend intuitivement qu’un automate agre´geant plusieurs re`gles permettra de faire plus de de´ductions,
et donc de re´duire l’espace de recherche. Le premier exemple du chapitre, illustre, au-dela` du proble`me
de la taille, le pouvoir de l’intersection. En effet, si nous devions ge´ne´rer un planning pour une personne
sujette a` ces deux re`gles, en regardant individuellement les automates, nous n’aurions pu faire aucune
de´duction. Une fois les re`gles agre´ge´es, nous pouvons eˆtre certains que cet employe´ devra faire trois nuits
en de´but d’horaire.
L’ope´ration d’intersection n’est malheureusement pas gratuite, puisqu’elle produit pour deux auto-
mates dont les ensembles d’e´tats seraient Q1 et Q2, |Q1| × |Q2| nouveaux e´tats. Supposons maintenant
que nous fassions l’intersection de 10 automates, posse´dant chacun 10 e´tats. En appliquant l’algorithme
d’intersection successivement aux automates, nous obtiendrions un automate, avant minimisation, pos-
se´dant 1010 = 10000000000 e´tats. On comprend bien que nous ne serions pas en mesure de traiter un tel
automate. Pourtant, l’intuition nous dit qu’il y a quelque chose de fortement illogique dans cet e´tat. L’in-
tersection de deux langages produit syste´matiquement un langage acceptant moins de mots que chacun
des langages d’origine. Formellement, on e´crit :
L = L1 ∩ L2 =⇒ (L ⊆ L1) ∧ (L ⊆ L2).
Si rien ne dit qu’un plus petit langage, dans le sens contenant moins de mots, doit avoir moins d’e´tats, il
paraˆıt e´trange que l’automate explose autant en taille. Si cela peut arriver en the´orie, en pratique, apre`s
minimisation, l’intersection produit des automates drastiquement plus petits que ce que pre´voit la the´orie.
Une premie`re solution a` ce proble`me consiste a` utiliser la minimisation apre`s chaque intersection. Cela
permet de re´aliser l’intersection avec un automate que l’on sait minimal. Ne´anmoins, l’ordre dans lequel
nous re´alisons les intersections peut avoir un grand impact. La solution que nous pre´conisons est d’utiliser
l’ope´ration d’union plutoˆt que l’intersection. Comme nous l’avons vu section 6.2.3, la complexite´ de cet
algorithme de´pend uniquement du nombre de transitions sortant des e´tats initiaux. Ainsi, l’union de nos
10 automates produira un automate ayant environ 100 e´tats. Bien suˆr, l’automate ne sera probablement
pas de´terministe. La question que l’on se pose maintenant est comment passer de l’intersection a` l’union.
Rappelons-nous que nos automates repre´sentent des langages, donc des ensembles de mots. Les ope´rations
d’union, de concate´nation, d’intersection ou de comple´mentaire fonctionnent pour les automates finis. Or,
nous savons que pour deux ensembles munis de telles ope´rations, on a :
A ∩B = A ∪B.
De plus, nous rappelons que calculer le comple´mentaire d’un automate est quasiment gratuit. Nous
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pensons donc que calculer le comple´mentaire de l’union des comple´mentaires sera une ope´ration moins
couˆteuse que l’intersection simple des automates. Le lecteur consciencieux se posera la question suivante :
et le de´terminisme dans tout cela ? La question est le´gitime puisque lorsque nous minimiserons l’automate
final re´sultant de l’union des comple´mentaires, l’algorithme de minimisation aura une complexite´ the´orique
qui de´pendra e´galement de la de´terminisation. Or, cette ope´ration peut produire 2|Q| e´tats. Cependant,
nous pouvons montrer que la minimisation d’un automate fini non de´terministe issu de l’union de deux
automates finis de´terministes A1 et A2 cre´era au maximum |Q1| × |Q2| e´tats.
Lemme 1 La minimisation d’un automate fini non deterministe A = (Q,Σ, E, I, T ) issu de l’union de
deux automate finis de´terministes, A1 = (Q1,Σ1, E1, I1, T1) et A2 = (Q2,Σ2, E2, I2, T2), produira un
automate dont le nombre d’e´tats est borne´ par |Q1| × |Q2|.
Preuve. La preuve de ce lemme re´sulte dans l’unicite´ de la forme minimale d’un automate fini de´termi-
niste. Ainsi, nous savons que dans le pire des cas, l’intersection de A1 et A2 produira un automate de
taille |Q1| × |Q2| qui sera minimal. Or, en reprenant notre notation sur les comple´mentaires, on obtient
A1 ∩ A2 =∼ (∼ A1∪ ∼ A2).
Par conse´quent, l’ope´ration de comple´mentaire ne changeant pas le nombre d’e´tats, la minimisation du
terme droit de l’ope´ration produira un automate dont le nombre d’e´tats sera au plus |Q1| × |Q2|. 
Ce que montre le lemme 1, est que dans le pire des cas, nous n’e´chapperons pas aux 1010 e´tats lors de
l’intersection de nos 10 automates. Mais nous avons pu observer qu’en pratique, cela permet de limiter
la cre´ation d’e´tats interme´diaires inutiles.
6.3 Intersection d’automates multi-ponde´re´s
Nous avons, dans la section pre´ce´dente 6.2, rappele´ les ope´rations usuelles autorise´es et bien de´finies
pour les automates finis, repre´sentant des langages rationnels. Ainsi, a` travers deux exemples, nous avons
montre´ l’utilisation de ces ope´rations pour agre´ger des re`gles de se´quencement telles que celles de´finies
dans le chapitre 5. Cela permet de mode´liser un ensemble de re`gles, lie´es par des connecteurs logiques
(ou,et,non) a` l’aide d’un seul automate.
Afin de mode´liser des re`gles de se´quencement portant sur le nombre d’apparitions de certains motifs,
nous avons introduit la notion d’automates ponde´re´s. Associe´s a` une variable compteur, ces automates
permettent d’ajouter une contrainte sur la somme des transitions utilise´es afin qu’un mot soit accepte´.
Pour agre´ger ces re`gles, nous devons de´finir une nouvelle ope´ration sur les automates ponde´re´s. L’inter-
section permet de construire un automate acceptant l’intersection des langages de´finis par ces automates
ponde´re´s.
De´finition 31 Soit deux automates finis de´terministes multi-ponde´re´s, A1 = (Q1,Σ1, E1, I1, T1) dans le
semi-anneau (Zr1 ,min,+) et A2 = (Q2,Σ2, E2, I2, T2) dans le semi-anneau (Zr2 ,min,+). L’intersection
A1 ∩ A2 produit un automate A1∩2 dans le semi-anneau (Zr1+r2 ,min,+) tel que tout chemin dans cet
automate existe dans A1 et A2, et a pour poids la concate´nation des poids originaux.
L’algorithme 11 permet de re´aliser l’intersection de deux automates multi-ponde´re´s. Il repose sur un
marquage des transitions posse´dant un poids de´pendant de l’e´tat d’origine de la transition. Le marquage
est effectue´ ainsi : si une transition posse`de une dimension de poids non nulle pour un symbole donne´ et si
ce poids de´pend de l’e´tat d’origine de la transition, alors on ajoute une nouvelle transition non ponde´re´e,
mais par un symbole pris dans un ensemble autre que l’alphabet d’origine. On stocke l’information
permettant de retrouver la dimension et la valeur du poids a` partir du symbole. L’algorithme 12 permet
de re´aliser le marquage.
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Une fois le marquage des deux automates effectue´s, nous re´alisons une intersection des deux automates.
L’ide´e est de re´aliser une intersection classique en traitant a` part les transitions marque´es. En effet, si
deux symboles de deux transitions marque´es repre´sentent le meˆme symbole original, nous ajoutons ces
deux transitions a` l’automate. Une intersection classique aurait supprime´ les transitions puisqu’elles n’ont
pas le meˆme symbole. L’algorithme 13 re´alise cette ope´ration.
Enfin, nous minimisons l’automate re´sultant et nous remplac¸ons dans les transitions les symboles
marque´s par leur valeur originale tout en ajoutant a` la transition la dimension de poids repre´sente´ par
le marquage. Si le symbole marque´ vient du second automate A2, nous de´calons la dimension du poids
du nombre de dimension r1 de A1. Les poids de´pendant uniquement des symboles dans les automates
originaux sont finalement replace´s en utilisant le meˆme de´calage. C’est le sujet de l’algorithme 14.
Entre´es: Deux automates multi-ponde´re´s A1 et A2
Sorties: Un automate A intersection de A1 et A2
Σ′ ← {marqueurs};
M1 ← marque(A1,Σ′);
M2 ← marque(A1,Σ′);
M ← intersectionMarque(M1,M2);
minimiser M ;
A ← restaurer(M);
retourner A
Algorithm 11: Intersection d’automates mutli-ponde´re´s
Entre´es: Un automate multi-ponde´re´ A = (Q,Σ, E, I, T ) et un alphabet Σ′|∀σ′ ∈ Σ′, σ′ /∈ Σ
Sorties: Un automate M marque´
M = (Qm,Σ ∪ Σ′, Em, Im, Tm)← A sans les ponde´rations;
pour tous les e = (q, σ, q′, k) ∈ E faire
si ∃q ∈ Q,w(q, σ, δ(q, σ)) 6= k alors
pour tous les dimensions de poids w ∈ k faire
Em ← Em − {e} + {(q,marqueursuivant(Σ
′), q′)};
fin
fin
fin
retourner M
Algorithm 12: Marque : algorithme de marquage d’un automate multi-ponde´re´
6.4 Conclusion
Dans le cadre des proble`mes de planification de personnel, nous avons, dans le chapitre 5, propose´ une
me´thode syste´matique de mode´lisation des re`gles de se´quencement sous forme d’automates simples ou
ponde´re´s. Afin d’unifier tous ces types de re`gles, nous avons pre´sente´ dans ce chapitre, l’utilisation que
nous faisons des ope´rations usuelles sur les automates. De plus, afin de comple´ter ces ope´rations, nous
avons de´fini l’intersection pour les automates ponde´re´s dans un semi-anneau particulier. Lorsque toutes
les re`gles ont e´te´ agre´ge´es, l’automate re´sultant est un automate ponde´re´, posse´dant plusieurs poids sur
chaque transition. Nous parlerons alors d’automates multi-ponde´re´s.
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Entre´es: Deux automates marque´s M1 = (Q1,Σ, E1, I1, T1) et M2 = (Q2,Σ, E2, I2, T2)
Sorties: Un automate M = (Q,Σ ∪ Σ′, E, I, T ) marque´, intersection de M1 etM2
pour tous les (q1, q2) ∈ Q1 ×Q2 faire
Q← Q ∪ {(q1, q2)};
si q1 ∈ I1 et q2 ∈ I2 alors
I ← (q1, q2);
fin
si q1 ∈ T1 et q2 ∈ T2 alors
T ← T ∪ (q1, q2);
fin
fin
pour tous les (q1, q2) ∈ Q faire
Qs1 ← ∅;
pour tous les transitions e2 = (q2, σ2, q
′
2) sortants de q2 faire
Qs1 ← Q
s
1 ∪ δ(q1, σ2);
Σ′′ ← ∅;
pour tous les transitions e1 = (q1, σ1, q
′
1) sortants de q1 faire
si σ1 et σ2 ont le meˆme symbole original alors
Qs1 ← Q
s
1 ∪ {δ(q1, σ1)};
Σ′′ ← Σ′′ ∪ {σ1};
fin
fin
pour tous les e´tats q′1 ∈ Q
s
1 faire
E ← E ∪ {((q1, q2), σ2, (q′1, q
′
2))};
pour tous les les symboles σ′′ ∈ Σ′′ faire
E ← E ∪ {((q1, q2), σ′′, (q′1, q
′
2))};
fin
fin
fin
fin
retourner M
Algorithm 13: Intersection d’automates marque´s
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Entre´es: Un automate marque´ M = (Qm,Σ ∪ Σ′, Em, Im, Tm)
Sorties: Un automate multi-ponde´re´ A = (Q,Σ, E, I, T )
Q← Qm;
I ← Im;
T ← Tm;
pour tous les transitions e = (q, σm, q
′) ∈ Em faire
si σm ∈ Σ′ alors
σ ← symbole original de σm;
r ← dimension originale du poids repre´sente´ par σm;
w ← poids original repre´sente´ par σl;
si σm originaire de A2 alors
r ← r + r1;
fin
si (q, σ, q′, k) ∈ E alors
k[r] = w;
fin
si (q, σ, q′, k) /∈ E alors
soit k un vecteur de dimension r1 + r2;
k[r] = w;
E ← E ∪ (q, σ, q′, k);
fin
fin
fin
retourner A
Algorithm 14: Restaurer : remet les ponde´rations sur les transitions d’un automate marque´
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D
ans les chapitres pre´ce´dents, nous avons pre´sente´ des algorithmes pour mode´liser automatiquement
des re`gles de se´quencements issues de proble`mes de planification de personnel sous forme d’auto-
mates finis et d’automates finis ponde´re´s. Afin de mode´liser des ensembles de re`gles nous avons pre´sente´
les ope´rations usuelles pour des automates finis. Nous avons e´galement introduit un algorithme permet-
tant l’intersection d’automates ponde´re´s, afin de construire un automate multi-ponde´re´, repre´sentant
exactement l’ensemble des re`gles mode´lise´es par les automates d’entre´e.
Pour filtrer ces ensembles de re`gles deux approches s’offrent a` nous. La premie`re consiste a` traiter
inde´pendamment les re`gles non agre´ge´es, a` l’aide des contrainte regular et cost-regular. Ne´anmoins,
la quantite´ de de´ductions, que peut faire une conjonction de telles contraintes, est limite´e pour deux
raisons :
• l’absence des informations de´duites lors de l’agre´gation des re`gles ;
• la non prise en compte du lien qui existe entre les diffe´rents couˆts.
Dans ce chapitre, nous proposons, pour traiter ce proble`me, un nouvel algorithme de filtrage pour une
contrainte automate multi-ponde´re´e : multicost-regular [64]. Nous montrerons que cette contrainte
permet de faire des de´ductions plus importantes qu’une simple conjonction de cost-regular ou qu’une
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conjonction de regular et global-cardinality. La contrainte soft-multicost-regular sera par la
suite de´finie, afin de ge´rer les fonctions de pe´nalisation des contraintes automates souples. Enfin, ces
contraintes seront teste´es et compare´es aux contraintes existantes.
7.1 multicost-regular
La contrainte multicost-regular fournit un algorithme de filtrage pour un automate multi-ponde´re´.
Ses parame`tres sont les suivants :
• X = {x0, . . . , xn−1}, une se´quence de n variable entie`res ;
• Z = {z0, . . . , zr}, un vecteur de r + 1 variables de bornes ;
• Π un automate multi-ponde´re´ dans le semi-anneau (Nr+1,min,+).
La contrainte multicost-regular est satisfaite, si et seulement si :
X ∈ L(Π) (7.1)
Z = w(X) (7.2)
ou` w(X) est le poids du mot forme´ par les valeurs de X .
Afin de faciliter la de´finition de la contrainte et de son algorithme de filtrage, nous conside´rerons Π
comme un simple automate fini auquel nous associons une matrice de couˆts d’affectation c. Ainsi, une
transition e ∈ E ⊂ (Q × Σ×Q × Nr+1) = (qi, σ, qj , N) sera de´compose´e en une transition e = (qi, σ, qj)
et la valeur de cσqi sera N .
Cette formulation permet de plus de spe´cifier un vecteur de couˆt diffe´rent pour une transition selon
sa position dans le graphe support Πn. Il suffit pour cela de rajouter une dimension a` c.
De part sa se´mantique et son algorithme de filtrage, la contrainte multicost-regular pre´sente deux
avantages majeurs :
• elle permet de mode´liser de manie`re simple et concise un large panel de sous-proble`mes que l’on
retrouve notamment dans les proble`mes de planification de personnel ;
• elle dispose d’un algorithme de filtrage efficace permettant de re´aliser plus de filtrage que la conjonc-
tion des sous-contraintes mode´lise´es par multicost-regular.
Dans cette section, nous expliciterons le proble`me sous-jacent a` la contrainte : les proble`mes de plus
court/long chemin sous contraintes de ressources. Nous expliquerons ensuite notre choix du filtrage base´
sur la relaxation lagrangienne, ainsi que son implantation dans le solveur de contraintes CHOCO. Nous
conclurons la section par un ensemble d’e´valuations des performances et des pouvoirs de mode´lisation de
la contrainte multicost-regular.
7.1.1 RCSPP
La condition d’acceptation d’un mot par un automate multi-ponde´re´ est multiple :
• le mot forme´ par la se´quence des valeurs prises par les variables doit appartenir au langage de
l’automate fini simple ;
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• la somme de chaque vecteur de couˆts d’affectation des valeurs doit eˆtre comprise entre deux vecteurs
de bornes.
Si pour la contrainte cost-regular le proble`me sous-jacent est un plus court (resp. long) chemin dans
le graphe support, le proble`me sous-jacent a` la contrainte multicost-regular est un proble`me de plus
court (resp. long) chemin sous contraintes de ressources (RCSPP, resp. RCLPP).
Le RCSPP (resp. RCLPP) a pour but de trouver le plus court (resp. plus long) chemin entre une
source et un puits dans un graphe oriente´ multi-value´, de telle sorte que les quantite´s de ressources ac-
cumule´es sur les arcs ne de´passent pas certaines limites. Meˆme pour des graphes acycliques, ce proble`me
est connu pour eˆtre NP-difficile [51].
Deux approches sont le plus souvent utilise´es pour re´soudre le RCSPP : la programmation dynamique
et la relaxation lagrangienne. Les me´thodes base´es sur la programmation dynamique e´tendent les algo-
rithmes usuels de plus court chemin par enregistrement des couˆts sur chaque dimension a` chaque nœud
du graphe. De meˆme que dans cost-regular, cela peut eˆtre adapte´ pour le filtrage en convertissant
ces e´tiquettes de couˆts en vecteurs de couˆts mais la me´moire ne´cessaire pour l’algorithme serait trop
importante car les principes de backtrack et de propagation utilise´s en programmation par contraintes
interdisent la suppression d’e´tiquettes par domination forte (i.e. tous les couˆts d’une e´tiquette a` un nœud
sont plus grands que d’autres).
La premie`re version imple´mente´e de multicost-regular utilisait ne´anmoins ce principe et ne donnait
plus de re´sultat a` partir de 10 nœuds et 4 dimensions de couˆts.
Nous avons par conse´quent investigue´ l’approche par relaxation lagrangienne, qui peut aussi eˆtre
adapte´e au filtrage par l’algorithme cost-regular sans augmenter de manie`re drastique les besoins en
me´moire.
La formulation mathe´matique de la contrainte nous permet d’identifier plus clairement le proble`me
sous-jacent a` une contrainte multicost-regular.
Relaxation lagrangienne du RCSPP. On conside`re un graphe oriente´ G = (V,E) muni d’un nœud
source s et d’un nœud puits t, et un ensemble de ressources R1, ...,RR. Pour tout 1 ≤ r ≤ R, zr (resp.
zr) de´note la consommation maximum (resp. minimum1) de la ressource R∇ sur un chemin de s a` t dans
G, et crij est la consommation de la ressource R∇ sur tout arc (i, j) ∈ E. Le RCSPP se mode´lise par le
programme line´aire en nombres binaires suivant :
min
∑
(i,j)∈E
cijxij s.t. (7.3)
z
r ≤
∑
(i,j)∈E
c
r
ijxij ≤ zr ∀r ∈ [1..R] (7.4)
∑
j∈V
xij −
∑
j∈V
xji =


1 if i = s,
−1 if i = t,
0 otherwise.
∀i ∈ V (7.5)
xij ∈ {0, 1} ∀(i, j) ∈ E. (7.6)
Dans ce mode`le, une variable de de´cision xij indique si l’arc (i, j) appartient a` un chemin solution. Les
contraintes (7.4) sont les contraintes de ressources et les contraintes (7.5) sont les contraintes de chemin.
Le principe de la relaxation lagrangienne repose sur le transfert de contraintes dites difficiles dans la
fonction objectif ou` elles sont ajoute´es avec un couˆt de violation u ≥ 0 appele´ multiplicateur lagrangien.
1Dans la de´finition originale du RCSPP, il n’y a pas de borne infe´rieure sur la capacite´ : zr
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Le programme line´aire re´sultant, appele´ sous-proble`me lagrangien de parame`tre u, est une relaxation du
proble`me original. Re´soudre le dual lagrangien consiste a` trouver les multiplicateurs u ≥ 0 qui fournissent
la meilleure relaxation, c’est-a`-dire la plus grande borne infe´rieure possible.
Les contraintes difficiles du RCSPP sont les 2R contraintes de ressources (7.4). En effet, la suppression
de ces contraintes produit un proble`me de plus court chemin qui se re´sout en temps polynomial. Soit P
l’ensemble des solutions x ∈ {0, 1}E satisfaisant les contraintes (7.5) : P est l’ensemble des chemins de s
a` t dans G. Le sous-proble`me lagrangien de parame`tre u = (u−, u+) ∈ R2R+ s’e´crit :
SP (u) : f(u) = min
x∈P
cx+
R∑
r=1
ur+(c
rx− zr)−
R∑
r=1
ur−(c
rx− zr).
Une solution optimale xu pour SP (u) correspond ainsi a` tout plus court chemin dans le graphe G(u) =
(V,E, c(u)) de´fini par :
c(u) = c+
R∑
r=1
(ur+ − u
r
−)c
r (7.7)
et son couˆt est e´gal a` :
f(u) = c(u)xu + κu, (7.8)
avec κu =
n∑
r=1
(ur−z
r − ur+z
r).
Re´soudre le dual lagrangien. Le dual lagrangien consiste a` trouver la meilleure borne infe´rieure
f(u), c’est-a`-dire a` maximiser la fonction concave line´aire par morceaux f :
LD : fLD = max
u∈R2R
+
f(u). (7.9)
Plusieurs algorithmes permettent de re´soudre le dual lagrangien. Nous nous sommes inte´resse´s ici a`
l’algorithme du sous-gradient [88] pour sa simplicite´ d’utilisation et parce qu’il ne ne´cessite pas l’utilisation
d’un solveur line´aire.
L’algorithme du sous-gradient re´sout de manie`re ite´rative, pour diffe´rentes valeurs de u, le sous-
proble`me SP (u). A` chaque ite´ration, le vecteur u est mis a` jour suivant la direction d’un super-gradient
Γ de f avec un pas de longueur µ : up+1 = max{up + µpΓ(up), 0}.
Il existe plusieurs manie`res de choisir la longueur de pas afin de garantir la convergence vers fLD de
l’algorithme du sous-gradient (voir par exemple [24]).
Notre imple´mentation repose sur une longueur de pas standard µp = µ0ǫ
p avec µ0 et ǫ < 1 choisis
« suffisamment» grands (nous avons choisi empiriquement µ0 = 10 et ǫ = 0.8). Le super-gradient Γ(u)
est calcule´ a` partir de la solution optimale xu ∈ P retourne´e par la re´solution de SP (u) : Γ(u) =
((crxu − zr)r∈[1..R], (z
r − crxu)r∈[1..R]).
7.1.2 Filtrage de multicost-regular base´ sur la relaxation lagrangienne
Sellmann [87] a e´tabli le principe de l’utilisation de la relaxation lagrangienne d’un programme line´aire
pour filtrer des contraintes d’optimisation. Nous appliquons ce principe au RCSPP/RCLPP pour le filtrage
de multicost-regular. L’algorithme re´sultant est un simple proce´de´ ite´ratif dans lequel le filtrage est
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pris en charge par cost-regular dans Πn pour diffe´rentes fonctions de couˆts agre´ge´es. Ainsi, comme
montre´ dans [87], si une valeur est inconsistante dans au moins un des sous-proble`mes lagrangiens, alors
elle l’est e´galement pour le proble`me original. C’est la cle´ du filtrage par relaxation lagrangienne.
The´ore`me 5 (i) Soit P un programme line´aire de valeur minimale f∗ ≤ +∞, soit z ≤ +∞ une borne
supe´rieure de f∗, et soit SP (u) un sous-proble`me lagrangien de P de valeur minimale f(u) ≤ +∞. Si
f(u) > z alors f∗ > z.
(ii) Soit x une variable de P et v une valeur de son domaine. Soit Px=v (resp. SP (u)x=v) la restriction
de P (resp. SP (u)) a` l’ensemble des solutions telles que x = v, et soit f∗x=v ≤ +∞ (resp. f(u)x=v ≤ +∞)
sa valeur minimale. Si f(u)x=v > z alors f
∗
x=v > z.
Preuve. La proposition (i) du the´ore`me 5 est triviale car, SP (u) e´tant une relaxation de P , f(u) ≤ f∗.
La proposition (ii) se de´duit de (i) et le fait d’ajouter une contrainte x = v a` P puis d’appliquer une
relaxation lagrangienne ou d’appliquer la relaxation lagrangienne a` P puis ajouter la contrainte x = v
produit la meˆme formulation. 
On e´tablit la relation entre une instance de multicost-regular(X,Z,Π, c), avec |Z| = R+1, et deux
instances du RCSPP et du RCLPP comme suit : on se´lectionne une variable de couˆt, par exemple z0,
et on cre´e R ressources, une par variable de couˆts restante. Le graphe conside´re´ est G = (Πn, c
0). Une
solution re´alisable du RCSPP (resp. RCLPP) est un chemin dans Πn depuis la source (dans la couche 0)
vers un puits (dans la couche n) dont la consommation pour chaque ressource 1 ≤ r ≤ R est au moins zr
et au plus zr. De plus, nous voulons limiter par une borne supe´rieure z0 la valeur minimale du RCSPP
(resp. une borne infe´rieure z0 la valeur maximale du RCLPP). Les arcs de Πn co¨ıncident avec les variables
binaires du mode`le line´aire de ces deux instances.
Inte´ressons-nous a` un sous-proble`me lagrangien SP (u) du RCSPP (l’approche est syme´trique pour
le RCLPP). Une le´ge`re modification de l’algorithme de cost-regular permet de re´soudre SP (u), mais
aussi de filtrer des arcs de Πn selon le the´ore`me 5 et de mettre a` jour la borne infe´rieure z
0. L’algorithme
conside`re d’abord c0(u), de´fini par l’e´quation (7.7), comme valuation du graphe Πn. Puis, il calcule pour
chaque nœud (i, q), le plus court chemin k−iq depuis la couche 0 et le plus court chemin k
+
iq vers la couche
n. On obtient la valeur optimale f(u) = k+0s + κu. Comme il s’agit d’une borne infe´rieure pour z
0, on
peut e´ventuellement mettre a` jour y0 = max{f(u), z0}. Les arcs sont ensuite a` nouveau parcourus, afin
de filtrer tout arc ((i − 1, q), a, (i, q′)) ∈ δi tel que k
−
(i−1)q + c
0(u)ia + k
+
iq′ > z
0 − κu.
L’algorithme de filtrage complet de multicost-regular proce`de comme suit : u est initialise´ a` 0.
L’algorithme du sous-gradient guide le choix des sous-proble`mes lagrangiens auxquels est applique´ l’al-
gorithme de filtrage de´crit ci-dessus. Dans nos expe´rimentations, le nombre d’ite´rations de l’algorithme
du sous-gradient est limite´ a` 20 (il termine le plus souvent en 5 ou 6 ite´rations). On re´sout d’abord le
proble`me de minimisation (RCSPP) puis celui de maximisation (RCLPP). Enfin, l’algorithme original
de cost-regular est utilise´ sur chaque variable de couˆts de manie`re inde´pendante afin de re´duire leurs
bornes (il peut e´galement filtrer certains arcs, meˆme si cela n’est jamais arrive´ au cours de nos tests).
7.1.3 E´valuations
Pour e´valuer l’efficacite´ du filtrage de la contrainte multicost-regular nous avons utilise´ les instances
du proble`me de planification benchmark introduit par Demassey et al [43]. Nous rappelons que les re`gles
de cette instance sont issues d’un proble`me re´el de planification d’horaire d’un magasin de vente au de´tail.
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Mode´lisation
Une journe´e de 24 heures est de´coupe´e en 96 pe´riodes de 15 minutes. Nous diffe´rencions les activite´s
travaille´esW = A,B,C, . . . d’activite´s spe´ciales (P une pause, O le repos au de´but et a` la fin de la journe´e
et L le repas). On note S =W ∪ {P,O, L}.
Les re`gles s’appliquant sur le planning d’une journe´e pour une personne sont les suivantes :
1. La journe´e hors repos O dure entre 3 et 8 heures ;
2. Si une activite´ w ∈W est effectue´e, alors elle dure au moins 1 heure ;
3. Une pause ou un repas est obligatoire apre`s une activite´ travaille´e ;
4. Au maximum un repas et deux pauses par jour ;
5. Une pause dure au maximum 15 minutes ;
6. Le repos se situe en de´but ou en fin de journe´e ;
7. Une pause est obligatoire par jour.
Afin de mesurer uniquement la performance de la contrainte, nous n’avons re´solu le proble`me que pour
un employe´. Ce proble`me ne pouvant alors eˆtre mode´lise´ qu’a` l’aide d’une seule contrainte multicost-
regular. Les re`gles 2, 3, 5 et 6 sont mode´lise´es a` l’aide d’un automate fini Πs. Les autres seront mode´lise´es
a` l’aide de compteurs d’activite´s dans la contrainte multicost-regular.
Mode`le base´ sur multicost-regular :
• X une se´quence de 96 variables a` valeurs dans S ;
• Πs l’automate fini repre´sentant les re`gles 2, 3, 5 et 6
• z0 une variable de borne de domaine N+ ;
• z1 une variable de borne de domaine [[0, 4]] ;
• z2 une variable de borne de domaine [[1, 2]] ;
• z3 une variable de borne de domaine [[12, 32]] ;
• C une matrice de couˆt d’affectation de dimension |S| × 4.
La variable z0 repre´sente le couˆt d’une solution. z1 sera le compteur associe´ aux repas, z2 le compteur
associe´ aux pauses et z3 le compteur d’activite´s travaille´es.
La matrice C est alors de´finie ainsi :
∀s ∈ S, ∀r ∈ [[0, 3]], Csr =


rand() si r = 0,
1 si s = L et r = 1,
1 si s = P et r = 2,
1 si s ∈W et r = 3,
0 sinon.
La seule contrainte utilise´e est alors multicost-regular(X,Z,Πs, C).
Nous ge´ne´rons ale´atoirement des couˆts d’affectation et nous faisons varier le nombre d’activite´s re´ali-
sables afin de mesurer le passage a` l’e´chelle de la contrainte lorsque la taille de l’automate augmente. Pour
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Figure 7.1 – Automate repre´sentant l’ensemble des re`gles de se´quencement pour 4 activite´s
chaque taille d’automate, nous avons ge´ne´re´ 20 matrices de couˆts d’affectation des activite´s diffe´rentes.
La figure 7.1 montre l’automate construit pour 4 activite´s (A,B,C,D).
Les re´sultats obtenus sont compare´s tout d’abord avec un mode`le similaire base´ sur des conjonctions
de contraintes cost-regular. Ici, pour chaque dimension de couˆt r, nous construisons une contrainte
cost-regular(X,Πs, Cr).
Les dimensions de couˆts 1 a` 3 permettent de compter le nombre d’occurrences de certaines valeurs.
Ainsi nous pouvons e´galement comparer notre mode`le multicost-regular avec une conjonction des
contraintes cost-regular et global-cardinality. La contrainte cost-regular est pose´e sur la premie`re
dimension d’indice 0. Nous introduisons une nouvelle se´quence de variables Y de domaines {L, P,O, T }.
Ces variables sont lie´es a` X de la manie`re suivante :
∀i ∈ [[1, |X |]], yi =
{
xi si xi ∈ {L, P,O},
3 sinon.
Ainsi lie´es par cette contrainte, les variables Y permettent de connaˆıtre le nombre de quarts travaille´s
en comptant le nombre de variables ayant pour valeur 3.
Nous posons ensuite la contrainte global-cardinality(Y, [0, 1, 64, 12], [4, 2, 84, 32]) qui va s’assurer
que le nombre d’apparitions de L sera compris entre 0 et 4, P entre 1 et 2, O entre 64 et 84 (entre 16 et
21 heures de repos) et T entre 12 et 32.
Notons que du point de vue de la mode´lisation, le mode`le multicost-regular est plus direct et e´vite
le besoin de contraintes de channelling.
Re´sultats
Les re´sultats de nos expe´rimentations sont pre´sente´s dans le tableau 7.1. Nous avons compare´ les
mode`les avec des automates de taille croissante, pour une activite´, l’automate posse`de 11 e´tats et 15
transitions, tandis que pour 50 activite´s il y a 207 e´tats et 505 transitions. Le temps de re´solution
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maximal pour une instance a e´te´ fixe´ arbitrairement a` 10 minutes. Les heuristiques de choix de valeurs
et variables sont les heuristiques par de´faut du solveur de contraintes CHOCO.
On remarque que dans tous les cas, le mode`le multicost-regular produit des re´sultats optimaux
plus rapidement et surtout en un nombre de nœuds de 6 a` 700 fois plus petit. Cela montre que le filtrage
base´ sur la relaxation lagrangienne dans multicost-regular est plus efficace qu’une conjonction de
contraintes cost-regular ou d’une cost-regular et d’une global-cardinality.
Toutes les instances sont re´solues dans un temps moyen infe´rieur a` 5 secondes pour le mode`le
multicost-regular. Si le temps augmente le´ge`rement lorsque la taille de l’automate augmente, le nombre
de nœuds ne´cessaires a` la re´solution reste stable. Au contraire, pour les deux autres mode`les, le nombre
de nœuds augmente de manie`re dramatique lorsque la taille de l’automate augmente. Cela impacte gran-
dement le temps de re´solution qui de´passe rapidement la limite des 10 minutes a` partir de 15 activite´s.
Par curiosite´, nous avons re´solu entie`rement une instance de 50 activite´s avec le mode`le base´ sur une
conjonction de cost-regular. La preuve de l’optimalite´ a e´te´ obtenue en 5 heures.
Graˆce au filtrage efficace de multicost-regular, le temps entre la de´couverte de la meilleure solution
et de la preuve d’optimalite´ est tre`s faible. Par opposition, on remarque que meˆme si la meilleure solution a
e´te´ trouve´e relativement rapidement lorsque l’on utilise les autres mode`les, la preuve d’optimalite´ ne´cessite
un temps beaucoup plus grand. Ceci est une nouvelle preuve du filtrage supe´rieur de multicost-regular.
Mode`le CCR Mode`le MCR
n re´solus preuve(s) meilleure(s) #nœuds re´solus preuve(s) meilleure(s) #nœuds
1 100% 1.2 1.0 3654 100% 0.0 0.0 41
2 100% 2.1 0.9 1563 100% 0.1 0.1 68
4 100% 13.9 8.8 6401 100% 0.2 0.1 67
8 100% 101.7 49.8 19637 100% 0.3 0.2 52
10 100% 297.2 167.8 44530 100% 0.4 0.4 63
15 50% 353.6 135.2 28699 100% 0.8 0.7 63
20 10% 144.3 10.0 7256 100% 1.2 1.0 64
30 10% 396.8 67.6 12219 100% 1.8 1.5 62
50 0% 100% 5.0 4.8 65
Mode`le CR + GCC Mode`le MCR
n re´solus preuve(s) meilleure(s) #nœuds re´solus preuve(s) meilleure(s) #nœuds
1 100% 0.3 0.2 225 100% 0.0 0.0 41
2 100% 0.6 0.3 393 100% 0.1 0.1 68
4 100% 2.9 2.3 1199 100% 0.2 0.1 67
8 100% 17.9 13.2 3597 100% 0.3 0.2 52
10 100% 50.0 47.7 7615 100% 0.4 0.4 63
15 100% 58.1 47.1 6233 100% 0.8 0.7 63
20 100% 58.1 44.0 4577 100% 1.2 1.0 64
30 80% 153.1 127.4 6080 100% 1.8 1.5 62
50 40% 460.0 65.6 6747 100% 5.0 4.8 65
Table 7.1 – Comparaison du mode`le multicost-regular aux mode`les usuels
7.2 Soft-multicost-regular
La contrainte globale multicost-regular permet de mode´liser des re`gles de se´quencement complexes
a` l’aide d’un automate multi-ponde´re´. Nous venons de voir a` travers le dernier exemple section 7.1.3 qu’elle
offre un filtrage beaucoup plus efficace qu’une conjonction de cost-regular ou d’une cost-regular avec
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une global-cardinality. Ne´anmoins l’objectif e´tant de re´soudre des proble`mes de planification de per-
sonnel, il faut noter qu’une grande partie de ces derniers sont sur-contraints. Nous proposons pour cela
une adaptation de la contrainte globale multicost-regular. La contrainte soft-multicost-regular
permet de pe´naliser la violation des variables compteurs de multicost-regular.
La signature de la contrainte est la suivante : soft-multicost-regular(X,Y, Z, v, P,Π) ou` :
• X = {x0, . . . , xn−1} est une se´quence de variables entie`res ;
• Y = {y0, . . . , yr} est un ensemble de variables de bornes, e´quivalent aux compteurs dans multicost-
regular ;
• Z = {z0, . . . , zr} est un ensemble de variables de couˆts de violation ;
• v une variable de borne repre´sentant le couˆt de violation global de la contrainte ;
• P = {p0, . . . , pr} un ensemble de fonctions de violation liant Y et Z ;
• Π un automate multi-ponde´re´ dans le semi-anneau (Nr,min,+).
La contrainte soft-multicost-regular(X,Y, Z, v, P,Π) est satisfaite si et seulement si :
X ∈ L(Π) (7.10)
v =
∑
r
zr (7.11)
zr = pr(yr) ∀r (7.12)
Y = w(X) (7.13)
ou` w(X) est le poids du mot forme´ par les valeurs de X .
7.2.1 Mode´liser les couˆts de violation.
Avant de parler du filtrage d’une telle contrainte, inte´ressons-nous a` ce qu’apporte soft-multicost-
regular pour mode´liser les couˆts de violation. Une me´thode consiste a` donner des bornes plus larges
aux variables compteurs yr tout en pe´nalisant l’utilisation des valeurs au-dela` des bornes pre´fe´rentielles.
Cette pe´nalisation est mode´lise´e a` l’aide d’une variable de couˆts zr et d’une table de paires autorise´es
de´finissant en extension une fonction pr de violation. Cette fonction de´finit la relation suivante :
∀r, zr = pr(yr).
Par exemple, conside´rons la re`gle indiquant que le motif NN doit apparaˆıtre entre 1 et 2 fois. Si cette
re`gle est obligatoire, la de´finition d’une variable compteur yr ∈ [1, 2] ainsi que l’inte´gration de l’automate
de´finissant ce motif dans la multicost-regular sont suffisantes. Supposons maintenant que le nombre
d’apparitions de ce motif puisse eˆtre viole´ et que le couˆt de violation pour chaque de´viation augmente de
manie`re quadratique (pr(yr) = cr.y
2
r) avec, par exemple, un couˆt de 10 pour une de´viation aux bornes
de 1 (12 ∗ 10), de 40 pour une de´viation de 2 (22 ∗ 10), etc. Il suffit alors d’e´tendre les bornes de yr de
0 au nombre maximum de fois que le motif peut apparaˆıtre jusqu’a` l’horizon du planning. Une table de
relation entre zr et yr est alors calcule´e a` partir de la fonction de violation. Pour un horizon de planning
de 6 jours, le motif NN peut apparaˆıtre entre 0 et 5 fois. Le tableau 7.2 pre´sente la liste des paires
autorise´es entre zr et yr.
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yr 0 1 2 3 4 5
zr 10 0 0 10 40 90
Table 7.2 – Paires autorise´es entre une variable compteur yr et son couˆt de violation zr
Avec cette mode´lisation, nous pouvons de´finir des fonctions de couˆts de violation non line´aires et
associer un couˆt de violation z a` chaque multicost-regular comprenant un ensemble S de compteurs
souples, de´fini par v =
∑
r∈S zr.
7.2.2 Filtrage du couˆt de violation global.
L’efficacite´ de la contrainte multicost-regular repose sur l’agre´gation des diffe´rentes dimensions
de couˆts et compteurs au sein d’un algorithme de filtrage base´ sur la relaxation lagrangienne [64]. La
mode´lisation des couˆts de violation propose´e ci-dessus, exte´rieure a` la contrainte, ne permet pas d’utiliser
la structure de graphe sous-jacente a` multicost-regular pour calculer de bonnes bornes pour la variable
de couˆt global v. Nous proposons donc d’adapter la multicost-regular a` ce cas : soft-multicost-
regular inte`gre la variable v dans la contrainte afin de calculer de meilleures bornes. Rappelons que le
filtrage de multicost-regular s’effectue sur le graphe acyclique Πn = G(Q,E), qui est l’automate Π
acceptant uniquement les mots de longueur n.
7.2.3 Filtrage pour soft-multicost-regular
Nous allons tenter de re´aliser un filtrage par relaxation lagrangienne pour la contrainte soft-multicost-
regular. Pour faciliter l’e´criture mathe´matique de la relaxation lagrangienne, nous introduisons les no-
tations suivantes :
• {cer}er est le couˆt d’utilisation de l’arc e ∈ Πn pour un compteur r issu de l’automate multi-ponde´re´
Π ;
• (δxe )e∈E ∈ {0, 1}
E le vecteur d’incidence associe´ au chemin X dans Πn ;
• Γ l’ensemble des chemins dans Πn.
La cohe´rence des contraintes (7.11) et (7.12) est maintenue par des contraintes de somme et de table.
Ces dernie`res sont inte´gre´es au filtrage de la soft-multicost-regular de manie`re a` e´viter les pertes de
performances dues aux me´canismes internes du solveur.
Calculer les bornes de v au sein de soft-multicost-regular revient a` re´soudre les proble`mes sui-
vants :
v = min
∑
r
pr(yr)
s.t. yr =
∑
(e)∈Πn
cerδ
x
e ∀r
δxe ∈ Γ
7.2. Soft-multicost-regular 87
et
v = max
∑
r
pr(yr)
s.t. yr =
∑
(e)∈Πn
cerδ
x
e ∀r.
δxe ∈ Γ
Par souci de concision, nous ne conside´rons maintenant que le calcul de z, le calcul de z e´tant syme´-
trique. Ce proble`me d’optimisation sous-jacent a` la soft-multicost-regular posse`de la meˆme structure
que celui pre´sente´ dans la multicost-regular. Le filtrage base´ sur la relaxation lagrangienne s’adapte
de telle fac¸on qu’un nouveau sous-proble`me lagrangien est de´fini pour tout λ ∈ Rr :
SP (λ) : g(λ) =min
∑
r
pr(yr)− λryr
+ min
δxe∈Γ
∑
e∈Πn
δxe
∑
r
λrcer
Pour tout vecteur λ, re´soudre SP (λ) revient a` re´soudre r + 1 proble`mes inde´pendants.
Pour tout r on cherchera yr ∈ Z+ qui minimise gˆr(λ) = pr(yr)− λryr.
La mesure de pe´nalite´ pr n’e´tant pas force´ment monotone, il faut calculer gˆr(λ) pour toutes les valeurs
yr. yr e´tant un compteur d’occurrences cela ne concernera jamais plus que quelques dizaines de valeurs
en pratique. Notons que, plus l’on connaˆıtra les proprie´te´s de pr, plus on pourra optimiser ce calcul.
On cherche e´galement a` minimiser ∑
e∈Πn
δxe
∑
r
λrcer .
Il s’agit ici de trouver le plus court chemin dans le graphe Πn dont le poids des arcs e est
∑
r λrcer.
Re´soudre le dual lagrangien, revient a` trouver le vecteur λ∗ qui maximise g. Cela peut eˆtre fait en
utilisant une imple´mentation de la me´thode du sous-gradient telle celle de´crite dans [64].
Cette modification de l’algorithme de la multicost-regular permet donc d’agre´ger les couˆts de
violation et d’affectation en un compteur global tout en fournissant des bornes de bonne qualite´ a` ce
compteur. Au sein d’un proble`me de conception d’horaires, l’usage de cette variable est double : acce´der
rapidement a` une bonne estimation du couˆt de violation global pour un employe´ et eˆtre capable d’imposer
une borne sur ce couˆt de violation.
Notons ne´anmoins que lorsqu’une fonction de pe´nalisation n’est pas convexe, l’algorithme du sous-
gradient ne converge plus force´ment. Cela signifie que nous ne trouverons pas force´ment les meilleures
bornes pour v. Cependant, chaque sous-proble`me e´tant une relaxation, les valeurs qu’il permet de filtrer
sont valides dans le proble`me maˆıtre et les bornes de v peuvent eˆtre e´galement ame´liore´es. Le filtrage
restera tout de meˆme meilleur avec des fonctions de pe´nalisation convexes.
7.2.4 E´valuations
Afin d’e´valuer la contrainte soft-multicost-regular nous avons e´tabli le protocole suivant : pour
chaque instance de la section 7.1.3 re´solue pour e´valuer multicost-regular, nous avons impose´ que la
variable de couˆt soit infe´rieure a` l’optimale trouve´e. A ce stade, il n’y a pas de solution. Nous relaˆchons
alors les contraintes concernant les activite´s et les pauses. Plutoˆt qu’une ou deux pauses par jour, nous
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autorisons entre 0 et 4 pauses par jour. De meˆme, nous autorisons entre 2 et 10 heures de travail par
jour plutoˆt qu’entre 3 et 8. Nous choisissons de pe´naliser par un couˆt de 10 chaque quart d’heure en plus
ou en moins ajoute´ aux bornes initiales. Ainsi, travailler 10 heures dans une journe´e ajoutera un couˆt de
2 ∗ 4 ∗ 10 = 80. L’objectif du proble`me devient alors de minimiser le couˆt de violation global.
Nous proposons deux mode`les pour re´soudre ce proble`me, l’un base´ sur la contrainte multicost-
regular et l’autre sur soft-multicost-regular.
Base commune
• X une se´quence de 96 variables a` valeurs dans S ;
• Πs l’automate fini repre´sentant les re`gles 2, 3, 5 et 6 ;
• y0 une variable de borne de domaine N+ ;
• y1 une variable de borne de domaine [[0, 4]] ;
• y2 une variable de borne de domaine [[0, 4]] ;
• y3 une variable de borne de domaine [[8, 40]]
• z2 une variable entie`re de domaine {0, 10, 20} ;
• z3 une variable entie`re de domaine {0, 10, 20, 30, 40, 50, 60, 70, 80} ;
• v une variable de borne de domaine [[0, 100]] ;
• C une matrice de couˆt d’affectation de dimension |S| × 4.
La variable y0 repre´sente le couˆt d’une solution tandis que les variables y1, y2 et y3 repre´sentent les
compteurs associe´s aux repas, pauses et activite´s travaille´es. z2 et z3 sont les variables de violations des
re`gles sur le nombre de pauses et d’activite´s travaille´es. v est la variable de violation totale. X , Πs et C
sont de´finis de la meˆme manie`re que pour le proble`me de la section 7.1.3.
Mode`le base´ sur multicost-regular
Pour mode´liser la violation de la contrainte, nous devons lier les variables compteurs y2 et y3 aux
variables de violation z2 et z3.
Nous utilisons pour cela deux contraintes en extension de´finissant l’ensemble des couples autorise´s.
Pour feasPairAC(y2, z2), la liste des couples autorise´s est la suivante : {(0, 10), (1, 0), (2, 0), (3, 10), (4, 20)}.
Si une solution comporte 4 pauses, alors la variable z2 vaudra 20. La liste des couples autorise´s pour la
contrainte feasPairAC(y3, z3) est construite de la meˆme manie`re.
Afin de connaˆıtre la violation globale d’une solution, nous posons v = z2 + z3.
Finalement la contrainte multicost-regular(X,Y,Πs, C) est ajoute´e pour mode´liser les contraintes
de se´quencement de´finies par l’automate et maintenir les compteurs Y .
Mode`le base´ sur soft-multicost-regular
Contrairement au mode`le pre´ce´dent, les contraintes liant les variables compteurs et de violation sont
inte´gre´es a` la contrainte soft-multicost-regular. Cependant, il faut de´finir les fonctions de pe´nalisation
les liant.
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Soit p : N5 → N tel que
p(minP,minV,maxP,maxV, val) =


(minP − val) ∗minV si val < minP,
(val −maxP ) ∗maxV si val > maxP,
0 sinon.
ou` minP (resp. maxP ) de´signe la borne infe´rieure (resp. supe´rieure) pre´fe´rentielle et minV (resp.
maxV ) le couˆt de violation pour chaque de´viation de la borne infe´rieure (resp. supe´rieure) pre´fe´rentielle.
Pour re´soudre le proble`me il suffit alors de poser la contrainte soft-multicost-regular(X,Y, Z, v, P,Πs, C),
avec P = [p(1, 10, 2, 10, y2); p(12, 10, 32, 10, y3)].
Pour les deux mode`les, il suffit alors d’utiliser le solveur de contraintes pour minimiser la variable v.
Re´sultats
Nous avons re´alise´ cette comparaison sur les meˆmes instances que pre´ce´demment en suivant le protocole
de´fini en de´but de section. Nous ne nous sommes inte´resse´s qu’aux plus grandes instances avec 20, 30 et
50 activite´s.
Les re´sultats pre´sente´s dans le tableau 7.3 ne produisent pas le re´sultat attendu. En effet, si les
temps de calculs sont comparables, voire un peu meilleurs avec le mode`le base´ sur la contrainte soft-
multicost-regular, le nombre de nœuds pour trouver la violation minimale est supe´rieur. L’analyse de
l’algorithme de filtrage nous a montre´ que les sous-proble`mes lagrangiens ge´ne´re´s par la soft-multicost-
regular sont de moins bonne qualite´ (i.e. ils permettent moins de filtrage) que ceux ge´ne´re´s pas la
contrainte multicost-regular. L’impact positif de soft-multicost-regular sur le temps est en re´alite´
duˆ a` l’absence de me´canisme de communication entre les diffe´rentes contraintes, puisqu’elles sont toutes
inte´gre´es dans le second mode`le. D’autres expe´rimentations sur des proble`mes plus complexes tels ceux
traite´s au chapitre 10 nous ont permis de faire les meˆmes conclusions. Ne´anmoins, il faut noter que l’apport
en terme de mode´lisation de la contrainte soft-multicost-regular n’est pas ne´gligeable puisqu’elle
permet d’inte´grer facilement des fonctions de pe´nalisation complexe au sein d’une contrainte automate
multi-ponde´re´e. La forme de ces fonctions de pe´nalisation influenc¸ant la ge´ne´ration des sous-proble`mes
lagrangiens, nous pensons pouvoir ame´liorer encore le filtrage de cette contrainte.
Mode`le MCR Mode`le SMCR
n preuve (s) #nœuds preuve (s) #nœuds
20 1.4 43 1.4 44
30 2.6 51 2.2 63
50 6.1 50 6.3 62
Table 7.3 – Comparaison des mode`les multicost-regular et soft-multicost-regular
7.3 Conclusion
Lorsque l’on conc¸oit un logiciel d’aide a` la de´cision, la mode´lisation du proble`me que l’on cherche a`
re´soudre est une e´tape critique et difficile. C’est pourquoi, nous nous sommes attache´s, dans la deuxie`me
partie de cette the`se, a` proposer des techniques de mode´lisation automatique pour un grand nombre de
re`gles de se´quencement, et avons propose´ des algorithmes efficaces pour re´soudre ces mode`les.
Pour chaque automate repre´sentant une re`gle de se´quencement, on peut associer une contrainte re-
gular ou cost-regular. Ne´anmoins, la quantite´ de de´ductions que peut faire une conjonction de telles
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contraintes est limite´e. Par conse´quent, nous avons, pour traiter ce proble`me, introduit un nouvel algo-
rithme de filtrage pour une contrainte automate multi-ponde´re´e : multicost-regular [64]. Nous avons
montre´ que cette contrainte permet de faire des de´ductions plus importantes qu’une simple conjonction
de cost-regular ou qu’une conjonction de regular et global-cardinality. Enfin, la contrainte soft-
multicost-regular a e´te´ introduite afin de ge´rer les fonctions de pe´nalisations des contraintes automates
souples.
Fort de ce bagage the´orique, nous allons maintenant, dans la dernie`re partie de cette the`se, nous
rapprocher de la re´solution de proble`mes de planification de personnel (PSP). Nous y pre´senterons ce
qu’est un PSP, ainsi que les techniques usuelles en programmation par contraintes pour les re´soudre.
Enfin, une e´valuation des ame´liorations propose´es dans cette the`se, y sera pre´sente´e.
Troisie`me partie
Proble`mes de planification de
personnel : Mode´lisation et
Re´solution
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L
es proble`mes de planification de personnel (PSP), du fait de leur complexite´ et de l’inte´reˆt qu’ils
suscitent au sein des milieux hospitaliers comme industriels ont e´te´ beaucoup e´tudie´s en Recherche
Ope´rationnelle et en Intelligence Artificielle. Les PSP connus e´galement sous le nom de «Nurse Rostering
Problems (NRP) » (proble`mes de planification d’infirmie`res) consistent a` ge´ne´rer un planning associant
une taˆche ou un quart de travail (par exemple, chirurgie ou quart du matin), a` chaque pe´riode de
temps, un ensemble de taˆches, de pe´riodes ou d’e´quipes (e´quipe du matin, chirurgie, entrepoˆt, . . . ), a`
du personnel caracte´rise´ par une fonction, des qualifications et sujet a` des re´gulations parfois complexes
de leurs horaires. La plupart des PSP sont NP-complets [57] et l’he´te´roge´ne´ite´ des re`gles concernant le
personnel en font des proble`mes particulie`rement difficiles a` mode´liser et a` re´soudre. Dans ce chapitre,
nous pre´senterons ce qu’est un PSP et les techniques usuelles en programmation par contraintes pour les
re´soudre.
8.1 Introduction
De`s lors qu’une structure est organise´e, la capacite´ de placer les bonnes personnes au bon moment
devient cruciale pour satisfaire les besoins d’un service, d’une e´cole ou d’une entreprise. On de´finit les
proble`mes de planification de personnel comme le proce´de´ consistant a` construire de manie`re optimise´e
les emplois du temps de travail du personnel. Ce proble`me, fortement e´tudie´ ces dernie`res anne´es [47]
demande ge´ne´ralement d’affecter du personnel suffisamment qualifie´ a` diffe´rents services dans le temps,
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tout en respectant des re`gles me´tiers, re´sultant des conventions de travail, des lois ou de la spe´cificite´
d’un poste. La plupart des approches propose´es jusqu’alors en Recherche Ope´rationnelle et en Intelligence
Artificielle se concentrent sur l’efficacite´ de la re´solution et n’abordent pas, ou peu, les proble`mes de mo-
de´lisation. En effet, les approches de Recherche Ope´rationnelle se pre´sentent souvent sous la forme d’une
technique de re´solution, de´die´e a` une instance de proble`me unique. Il existe ne´anmoins des approches
ou` la flexibilite´ du mode`le, outre l’efficacite´ de la me´thode de re´solution, est mise en avant : dans leur
article, Artigues et al. [4] proposent une me´thode hybride base´e sur de la programmation line´aire en
nombres entiers (PLNE) et de la programmation par contraintes pour mode´liser et re´soudre un proble`me
de planification de production, lie´ a` un proble`me de planification de personnel. Plus ge´ne´ralement, la
contrainte regular, de´veloppe´e par Pesant [73] et qui permet de repre´senter des se´quencements a` l’aide
d’automates finis, a beaucoup facilite´ la mode´lisation des re`gles de travail, de manie`re flexible.
Dans ce chapitre, nous de´finirons dans un premier temps ce qu’est un proble`me de planification de
personnel, puis nous parlerons des approches existantes dans les domaines connexes a` la programmation
par contraintes. Enfin, nous pre´senterons les me´thodes de mode´lisation et de re´solution existantes en
programmation par contraintes.
8.2 Terminologie
Comme nous l’avons indique´ dans l’introduction de ce chapitre, la planification de personnel consiste
a` attribuer a` chaque employe´, une e´quipe ou un cre´neau pendant lequel il doit travailler. Cependant,
plusieurs approches existent, et toutes ne conside`rent pas par exemple un employe´ de la meˆme manie`re.
Dans cette section nous de´finissons les termes que nous emploierons par la suite, en rappelant comment
ils sont utilise´s dans la litte´rature.
8.2.1 Personnel
Dans la litte´rature des proble`mes de planification de personnel, il existe en re´alite´ deux types de
proble`mes [97, 9]. Le premier consiste a` trouver le nombre de personnes a` employer selon les pre´visions
d’une demande sur une pe´riode. Il faut de´terminer les compe´tences ne´cessaires pour certaines taˆches et
calculer la longueur et le de´but des pe´riodes de travail, de manie`re a` re´pondre a` des profils particuliers de
demande. Il s’agit des proble`mes dits de « staffing ». Ils ressemblent beaucoup a` ce qui se fait dans le cadre
des proble`mes d’ordonnancement ou` un ensemble de taˆches doivent eˆtre positionne´es sur un ensemble de
machines, de manie`re a` re´duire le temps global, pour exe´cuter toutes les taˆches. Le type de proble`mes
auxquels nous nous inte´resserons est un proble`me d’affectation. Il consiste a` ge´ne´rer les emplois du temps
du personnel, c’est-a`-dire a` savoir pour chaque employe´, si il travaille ou non a` une pe´riode donne´e. S’il
travaille, il faut de´terminer a` quelle e´quipe il appartient tout en respectant des contraintes de couverture
sur chaque pe´riode et des contraintes me´tiers pour chaque employe´. Pour re´sumer, les premiers proble`mes
consistent a` de´terminer le nombre ne´cessaire d’employe´s pour re´aliser un ensemble de taˆches, la` ou` les
proble`mes d’affectation pour le personnel consistent a` de´terminer les activite´s d’un employe´, que ce soient
des taˆches, du repos ou meˆme le de´jeuner.
Repre´sentations. Pour mode´liser ces derniers proble`mes, il faut eˆtre capable de mode´liser les em-
ploye´s. Deux approches existent : historiquement, les PSP e´taient formule´s sous forme de proble`mes de
« staffing » et de ce fait, on cherchait a` trouver le nombre d’employe´s ne´cessaires. Ainsi dans ces mode`les
les employe´s sont anonymes et n’ont pas de caracte´ristiques spe´cifiques. Des approches plus oriente´es
« personnel » utilisent dans un premier temps des employe´s anonymes. Dans leur article, Warner et
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Prawda [98] proposent une me´thode ou` un ensemble de se´quences ou motifs possibles sont ge´ne´re´s pour
un service entier. Ils proposent par la suite d’affecter a` chacun de ces motifs un employe´. Cette me´thode
ne prend pas en compte les spe´cificite´s des employe´s. Ozkarahan et Bailey [69] proposent une me´thode
proche dans le sens ou` ils ge´ne`rent un ensemble de motifs d’activite´s re´alisables (i.e. qui respectent les
re`gles le´gales et les contraintes me´tiers). C’est ensuite aux infirmie`res de de´cider quelle se´quence elles
pre´fe`rent re´aliser.
Plus re´cemment, les personnels ont e´te´ mode´lise´s de manie`re individuelle dans les syste`mes de pla-
nification. Cela permet notamment, de prendre en compte les pre´fe´rences et contraintes spe´cifiques des
employe´s. De plus, cette approche permet de conside´rer les compe´tences individuellement et ainsi mode´li-
ser plus fide`lement les besoins d’un service. Par exemple, il existe souvent dans les hoˆpitaux des chirurgiens
seuls aptes a` pratiquer certaines ope´rations. D’un point de vue humain, la communaute´ de la planification
de personnel s’est e´galement rendu compte assez toˆt, que la personnalisation des emplois du temps est
une condition ne´cessaire a` l’acceptation d’un logiciel de planification [90]. Ainsi, la plupart des logiciels
de planification commerciaux, tels ANROM [95], INTERDIP [1] et ORBIS Dienstplan [66], proposent un
syste`me de compte individuel ou` chaque infirmie`re peut entrer ses pre´fe´rences et ses contraintes.
Compe´tences. Choisir du personnel qualifie´ pour une activite´ donne´e est une des contraintes les plus
importantes lorsqu’il s’agit de se´lectionner un employe´ [101, 102]. Il existe de nombreuses fac¸ons de
caracte´riser les employe´s. La plupart du temps, il s’agit avant tout de connaˆıtre les compe´tences, les
qualifications et l’expe´rience de chacun. Plusieurs cas de figure apparaˆıtront dans les proble`mes que nous
traiterons :
• les employe´s ont tous la meˆme qualification ;
• il existe des groupes de personnes de qualification identique ;
• les employe´s ont plusieurs compe´tences et qualifications qui leur sont propres.
Selon le cas de figure, le mode`le que nous utiliserons e´voluera pour tenir compte des qualifications. Il
s’agira la plupart du temps de nouvelles contraintes a` ajouter au mode`le. Certaines activite´s ne´cessiteront
alors une ou plusieurs compe´tences particulie`res empeˆchant son affectation a` certains employe´s. D’un autre
coˆte´, certaines taˆches ne ne´cessitant pas de qualification particulie`re seront plus couˆteuses, si elles sont
effectue´es par du personnel qualifie´, par exemple un chirurgien gardant un malade.
8.2.2 Pe´riodes de travail
Il existe une grande varie´te´ de proble`mes de planification de personnel, chacun prenant en compte les
spe´cificite´s de l’entreprise ou de l’organisation concerne´e. C’est pourquoi il existe de nombreuses fac¸ons
de repre´senter un planning. Les proble`mes de mode´lisation sont ine´vitables, car issus de l’e´quilibre que
l’on cherche a` trouver entre la pre´cision et la complexite´ de la re´solution. La repre´sentation usuelle d’un
planning est similaire a` ce qui se fait lorsqu’il est re´alise´ a` la main. On repre´sente un planning par une
matrice a` deux dimensions dans laquelle chaque ligne repre´sente le planning d’une seule personne. Les
colonnes repre´sentent la division du temps que l’on souhaite : une colonne peut repre´senter une journe´e,
une pe´riode de travail, ou dans certaines applications une activite´.
Lorsque l’on parle de planification automatise´e, Cheang et al. [35] re´ferencent trois « vues » :
• la vue personne-jour qui est la repre´sentation naturelle de la planification « a` la main » une grille en
deux dimensions ou` chaque case repre´sente l’activite´ associe´e a` une personne le jour ou la pe´riode
indique´e dans la colonne ;
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• la vue personne-temps ou` chaque variable repre´sente l’affectation d’une pe´riode de temps a` une
personne ;
• la vue personne-motif ou` l’on affecte a` une personne une se´quence d’activite´s comple`te.
La premie`re « vue » personne-jour est la plus usite´e dans la litte´rature de la planification de person-
nel [82, 99, 54, 67]. La deuxie`me vue, moins utilise´e apparaˆıt essentiellement dans les proble`mes ou` la
planification se fait en fonction de taˆches a` exe´cuter [92] ou dans le domaine des transports [34, 89]. La
vue personne-motif offre l’avantage de restreindre e´norme´ment l’espace de recherche, il faut ne´anmoins
ge´ne´rer les « motifs » autorise´s avant de les affecter aux personnes. Il n’y a alors aucune garantie qu’une
solution sera trouve´e et il est tre`s difficile de mode´liser les pre´fe´rences en utilisant cette vue [30, 44, 63].
S’il est de´licat de dire quelle vue est la meilleure en raison de la nature des proble`mes conside´re´s, nous
pouvons ne´anmoins dire a` ce niveau que la vue personne-motif n’offrira pas la souplesse ne´cessaire que
nous cherchons pour mode´liser un grand nombre de proble`mes. Par ailleurs, nous verrons par la suite que
la vue personne-temps s’adapte mal a` la programmation par contraintes.
Autour de ces mode´lisations, nous pouvons de´finir diffe´rents types de pe´riodes de travail :
• les pe´riodes « on/off ». Un employe´ est soit au travail soit en repos. Cela correspond a` un mode`le
ou` il n’y a qu’une seule activite´ [31] ;
• les pe´riodes de travail fixe´es. Les journe´es de travail sont divise´es en diffe´rentes pe´riodes. Par exemple
dans la plupart des hoˆpitaux, chaque journe´e est compose´e de trois pe´riodes : matin, soir et nuit ;
• les pe´riodes de travail variables. Les journe´es de travail sont e´galement divise´es, mais les dates de
de´but et de fin de chaque pe´riode ne sont pas fixe´es. Ce genre de proble`mes est re´fe´rence´ notamment
dans l’article de Bailey et Field [7] ;
• les mode`les d’affectations de taˆches sont quant a` eux utilise´s pour les proble`mes de planification ou`
les compe´tences et qualifications sont de´finies pour tous les employe´s [49, 100]
Dans le cadre de nos travaux, nous nous inte´resserons exclusivement aux pe´riodes de travail fixe´es, et
donc par implication aux pe´riodes « on/off ». La principale raison est que ce mode`le se fond parfaitement
dans le paradigme de la programmation par contraintes. Par ailleurs, les instances que nous avons traite´es
ne pre´sentent pas d’autres types de pe´riodes.
Taille des plannings. Il est e´vident que plus un planning est long, plus sa ge´ne´ration est complique´e.
Les premie`res me´thodes d’automatisation de la planification e´taient de ce fait souvent limite´es a` quelques
jours. Dans les anne´es 70, Warner et Prawda [98] ont ge´ne´re´ des plannings sur un horizon de quatre
jours. Cependant, il existait de´ja` des approches ou` le planning e´tait cyclique, c’est-a`-dire qu’il se re´pe´tait
inde´finiment, on pouvait donc e´tendre ces quatre jours [25]. La plupart des approches non cycliques
s’attaquent a` des proble`mes dont l’horizon est situe´ entre une [32, 6] et six semaines [8, 97]. Certains sont
meˆme alle´s jusqu’a` planifier un service hospitalier pour un an [22]. D’un point de vue pratique, la plupart
des demandes de planning se font pour un mois, soit quatre semaines.
8.2.3 Contraintes
Nous l’avons bien compris, la difficulte´ de la ge´ne´ration de plannings, de´pend non seulement de
l’horizon de planning et du nombre de personnes, mais aussi des contraintes qui sont impose´es. La difficulte´
repose d’une part sur l’he´te´roge´ne´ite´ des contraintes rencontre´es et d’autre part sur le caracte`re souvent
conflictuel de ces contraintes. Dans cette section, nous de´crivons les contraintes rencontre´es pour les
proble`mes de planification de personnel, d’un point de vue ope´rationnel.
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Couverture. Du point de vue du management, la principale exigence est de s’assurer qu’il y aura
assez de personnels pour couvrir les diffe´rentes demandes. De´finir les contraintes de couvertures pour
un proble`me de planification de personnel implique donc que l’on connaisse le besoin en personnels et
compe´tences pour chaque pe´riode de temps. De´finir cette demande est un proble`me en soit, il faut par
exemple connaˆıtre le nombre de malades pour de´terminer le nombre d’infirmie`res ne´cessaires. Nous consi-
de´rerons toujours que la demande est fixe´e a` l’avance, les me´thodes permettant de construire la demande
en fonction de donne´es historiques est un proble`me que nous ne traitons pas dans cette the`se.
Les contraintes de couverture, connaissant la demande, sont de´finies d’une des manie`res suivantes :
• couverture minimale : le nombre minimum de personnel pour effectuer une ope´ration, ou ayant
une qualification donne´e.
• couverture ide´ale : le nombre de personnel qu’il faut pour une activite´ donne´e, dans ce cas il
peut y avoir parfois plus ou moins de personnes, avec des surcouˆts associe´s.
• couverture maximale : le nombre maximum de personnes que l’on peut affecter a` une activite´.
Cette contrainte est rarement explicite, car dans la plupart des proble`mes de planification, on
cherchera a` minimiser le couˆt du planning, or avoir plus de personnels affecte´s a` une taˆche que
ne´cessaire, est tre`s couˆteux.
Re`gles de travail. Nous appellerons « re`gle de travail », toute contrainte portant sur un employe´. Il
en existe un grand nombre, voici les principales :
• horaires travaille´s : il s’agit d’un nombre d’heures minimal ou maximal qu’un employe´ doit
effectuer au cours d’une pe´riode donne´e. Cette contrainte peut s’appliquer aussi bien sur une pe´riode
de quelques jours que sur toute la pe´riode de planification. Ce type de contraintes est tre`s courant
car la plupart des contrats de travail stipulent le nombre d’heures hebdomadaires.
• repos obligatoires : le nombre minimum d’heures de repos entre certaines activite´s ou entre deux
pe´riodes de travail.
• travail conse´cutif : le nombre minimum/maximum de jours ou d’activite´s conse´cutifs qui doivent
eˆtre faits avant de pouvoir eˆtre au repos. Dans le cadre hospitalier il s’agit souvent de limiter le
nombre de quarts de nuit conse´cutifs effectue´s.
• motif d’activite´s : les motifs d’activite´s permettent de mode´liser des se´quences d’activite´s in-
terdites ou obligatoires. Il arrive meˆme que le nombre d’occurrences d’un motif soit limite´ [28, 39].
Ce type de contraintes permet une grande souplesse, car la de´finition d’un motif est tre`s large.
Dans cette the`se, elle sera notre principal inte´reˆt puisque nous verrons que les motifs rationnels,
e´ventuellement munis de compteurs, permettent de mode´liser pratiquement toute re`gle de travail.
• week-end conse´cutifs : cette contrainte permet de limiter le nombre maximum de week-end tra-
vaille´s conse´cutivement. Certains proble`mes obligent les deux jours du week-end a` eˆtre soit choˆme´s,
soit travaille´s [17, 28, 31].
Il existe encore de nombreux types de contraintes concernant les re`gles de travail. Nous citerons le cas
ou` les vacances doivent eˆtre planifie´es [29], ou les cas ou` l’historique des mois pre´ce´dents doit eˆtre pris en
compte [28, 59]. Comme indique´, nous nous concentrerons essentiellement sur la mode´lisation des motifs
d’activite´s, puisque ce type de contraintes, si mode´lise´ a` l’aide d’un outil puissant, permet de repre´senter
un grand nombre de ces re`gles de travail.
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Pre´fe´rences. Me´nager le moral de ses « troupes » est un principe important en management. En effet,
avoir du personnel peu motive´ au sein d’une organisation a souvent des conse´quences dramatiques. Dans
le cadre hospitalier, cela se reporte, par exemple, sur la qualite´ des soins. Dans l’industrie, les de´lais et les
cadences sont plus difficiles a` tenir. Un planning ge´ne´re´ qui ne prendrait pas en compte les pre´fe´rences
des employe´s provoquerait, au-dela` des risques me´tiers, un rejet du logiciel de planification.
Les demandes e´manant d’employe´s de´sireux de ne pas travailler un jour donne´, ou pre´fe´rant faire une
activite´ particulie`re certains jours sont tre`s pre´sentes dans la litte´rature. Les me´thodes de prise en compte
de ces pre´fe´rences sont diverses, mais toutes mettent en avant l’e´quite´ des solutions [3, 48].
Les requeˆtes portent, la plupart du temps, sur des jours de repos ponctuels. Il peut s’agir parfois de
motifs d’activite´s qu’une personne ne souhaite pas faire. Dans son syste`me de mode´lisation, Warner [97]
propose un questionnaire ou` les infirmie`res ont la possibilite´ de ponde´rer certaines caracte´ristiques du
planning, comme la possibilite´ d’avoir un seul jour de repos conse´cutif ou d’avoir des pe´riodes de travail
plus longues, compense´es par de plus longs repos. Chaque infirmie`re disposait de 50 jetons permettant de
de´finir ce qui leur convenait le moins. Vanden Berghe [95] quant a` lui propose dans sa the`se un contrat
unique par infirmie`re leur permettant de de´finir tre`s finement les pre´fe´rences sur un grand nombre de
motifs d’activite´s.
Contraintes dures VS. contraintes souples. Que ce soit autour des proble`mes de planification
de personnel, ou n’importe quel autre proble`me traite´ en Recherche Ope´rationnelle ou en Intelligence
Artificielle, les contraintes sont souvent exprime´es comme e´tant dures ou souples. Les contraintes dures
sont les contraintes qui doivent impe´rativement eˆtre satisfaites, on dit alors que l’emploi du temps est
re´alisable. Les contraintes souples sont par opposition plus flexibles et autorisent qu’on les ignore. On
peut ainsi e´valuer la qualite´ d’un horaire ge´ne´re´ tout d’abord par la re´alisabilite´, a` travers les contraintes
dures, et par le nombre de contraintes souples viole´es. L’ajout de poids sur les contraintes permet de
mode´liser le degre´ d’importance des re`gles qu’elles repre´sentent.
La plupart des contraintes de couverture sont conside´re´es comme e´tant dures, notamment les contraintes
de couverture minimale. Cependant, elles peuvent dans certains cas eˆtre conside´re´es comme souples
lorsque l’on autorise, notamment, a` avoir plus de personnel pour une activite´ et que l’on veut prendre
en compte le couˆt de cette surcharge. De la meˆme manie`re, les re`gles de travail peuvent eˆtre soit dures,
notamment lorsqu’il s’agit de re`gles le´gales, telles la dure´e de travail, ou souples, lorsque l’on conside`re
par exemple, qu’un motif d’activite´s est fatigant, donc peu conseille´. Enfin, les re`gles de pre´fe´rences sont
bien e´videmment toujours conside´re´es comme souples. La re´alisibilite´ e´tant parfois meˆme impossible, sans
la prise en compte des pre´fe´rences.
Objectif. La plupart des proble`mes de planification de personnel sont des proble`mes d’optimisation.
La fonction objectif est utilise´e pour e´valuer la qualite´ de l’horaire ge´ne´re´ [35]. Les premie`res me´thodes de
re´solution base´es sur la programmation line´aire avaient pour objectif de minimiser de manie`re optimale
une fonction objectif souvent complexe. Ces fonctions e´tant de´finies de manie`re complexe pour chaque
proble`me, la souplesse d’une telle approche est pratiquement nulle et il faut reconstruire tout un pro-
gramme pour traiter un autre proble`me. De la meˆme fac¸on, les approches heuristiques privile´gient les
solutions du type un programme pour un proble`me.
Les approches a` base de meta-heuristiques et de programmation par contraintes ont permis une
approche plus flexible, en conside´rant une fonction objectif qui agre`ge les diffe´rents couˆts et les pe´nalite´s
associe´s a` la violation des contraintes.
Les diffe´rents types d’objectifs que l’on rencontre dans la litte´rature sont les suivants :
• minimiser le nombre d’employe´s [5, 46] ;
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• minimiser le couˆt des employe´s : par exemple e´viter d’utiliser des employe´s sur-qualifie´s [66] ;
• minimiser la violation des contraintes souples a` l’aide de fonction de pe´nalisation [28, 97].
8.3 Approches de re´solution en programmation par contraintes
Dans cette section, nous de´crirons uniquement les approches de programmation par contraintes pour
re´soudre des proble`mes de planification de personnel. Nous invitons le lecteur qui souhaiterait en savoir
plus sur les techniques de re´solution des PSP a` consulter la bibliographie re´alise´e en 2004 par Ernst et
al. [47]. Tre`s comple`te, elle comporte pre`s de 700 re´fe´rences.
Comme le montre cette bibliographie, les proble`mes de planification de personnel ont e´te´ tre`s e´tu-
die´s et traite´s a` l’aide d’approches tre`s diffe´rentes. La programmation par contraintes a notamment e´te´
applique´e a` ce type de proble`mes. Avec INTERDIP [1], Abdennadher et Schenker proposent un sys-
te`me semi-automatise´ de planification de personnel dans le cadre hospitalier. Cheng et al. [36] quant a`
eux inte`grent des mode`les redondants pour ame´liorer la ge´ne´ration de l’emploi du temps de la semaine,
d’infirmie`res d’un hoˆpital de Hong-Kong. Dans ce meˆme cadre, Darmoni et al. [42] ont conc¸u Horoplan,
un logiciel assistant a` la cre´ation d’emplois du temps pour les hoˆpitaux, utilisant la programmation par
contraintes, pour de´tecter les conflits et proposer des solutions valides.
Ces trois syste`mes utilisent la programmation par contraintes pour la recherche de solutions. Certaines
re`gles de filtrage complexes, spe´cifiques aux domaines traite´s ont e´te´ inte´gre´es dans ces syste`mes, mais
l’utilisation de contraintes globales reste limite´e.
Dans Hibiscus [23] Bourdais et al. utilisent un ensemble de contraintes pour de´finir un ensemble de
primitives capables de mode´liser des re`gles complexes. On notera notamment l’utilisation des contraintes
stretch et pattern de´crites au chapitre 4.
Ces nouvelles contraintes globales, amenant des possibilite´s de mode´lisation, sous forme de primitives
pour la formulation des proble`mes de planification de personnel ont permis de re´soudre des proble`mes de
plus en plus complexes. Ne´anmoins, l’arrive´e de la contrainte regular par Pesant [73] en 2004, permettant
de contraindre une se´quence de variables a` respecter un langage rationnel, a permis de mode´liser des
re`gles de se´quencement encore plus complexes. A` l’aide de cette nouvelle primitive, Laporte et Pesant
ont propose´ un syste`me ge´ne´rique de re´solution de PSP [61]. Dans leur article, ils proposent un grand
nombre de types de re`gles pouvant eˆtre mode´lise´s de manie`re triviale a` l’aide de leur syste`me.
L’e´volution directe de regular est la contrainte cost-regular introduite par Demassey et al. [43].
Une hybridation de cette contrainte avec de la ge´ne´ration de colonnes leur a permis de re´soudre des
instances issues d’un magasin de vente au de´tail et d’une grande banque.
L’extension des contraintes automates aux grammaires hors contextes [75, 56, 86] a permis a` Kadio-
glu et Sellmann d’obtenir d’excellents re´sultats sur les instances pre´sente´es dans l’article de Demassey
et al. Ne´anmoins il faut noter la difficulte´ de mode´lisation qu’implique l’utilisation des grammaires hors
contextes qui, contrairement aux expressions rationnelles, demandent une maˆıtrise importante de la the´o-
rie des langages.
Quimper et Rousseau [74] pre´sentent une approche de recherche a` voisinage large pour re´soudre ce
meˆme proble`me. Ils utilisent a` la fois grammaires et automates pour mode´liser le proble`me. L’approche
ge´ne`re un ensemble ale´atoire de quarts de travail. Chaque quart est ensuite ame´liore´ en e´valuant pour
chaque activite´ affecte´e le gain ou la perte de son remplacement par une autre activite´. Un algorithme de
programmation dynamique est ensuite utilise´ pour trouver le quart qui minimise le couˆt global. Lorsqu’un
minimum local est atteint, de nouveaux quarts sont ge´ne´re´s pour tenter d’abaisser ce minimum.
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Coˆte´ et al. [40, 41] ont introduit une me´thode de line´arisation des contraintes regular et context-
free grammar. Ils ont ainsi cre´e´ deux mode`les pour re´soudre les instances de Demassey et al. L’un base´
sur la line´arisation de regular, MIP regular, et l’autre base´ sur la contrainte sur les grammaires hors
contextes, MIP grammar. Les re´sultats obtenus avec MIP regular sont du meˆme ordre que ceux obtenus
dans les travaux pre´ce´dents, mais l’utilisation de MIP grammar, bien qu’offrant un pouvoir de mode´lisa-
tion en the´orie plus grand, n’apporte pas des re´sultats satisfaisants sur ce type d’instances.
D’autres types de proble`mes, incluant notamment des re`gles de travail souples, ont e´te´ traite´s a` l’aide
de la programmation par contraintes. La librairie en ligne du groupe ASAP [70] contient un grand nombre
d’instances re´elles de proble`mes de planification de personnel. Me´tivier et al. [65] se sont attaque´s a` cer-
taines de ces instances a` l’aide d’un mode`le contraintes base´ sur leurs contraintes regular-count et
cost-regular-count. Les automates utilise´s pour mode´liser les re`gles de se´quencement sont construits
manuellement. L’utilisation de ces contraintes permet de compter le nombre d’occurrences d’activite´s ou
de motifs d’activite´s tout en maintenant la cohe´rence d’arc ge´ne´ralise´e pour chaque re`gle. L’inconve´nient
de cette me´thode est dans la taille de l’automate puisque le nombre d’e´tats des automates construits
de´pend de la valeur des compteurs utilise´s. La recherche de solution est ame´liore´e grandement par l’uti-
lisation de me´thodes de voisinage complexes : VNS, LNS et LDS.
Tous les travaux que nous venons de pre´senter proposent des techniques pour mode´liser et re´soudre
efficacement des proble`mes de planification de personnel en programmation par contraintes. Ne´anmoins,
lorsqu’il s’agit d’algorithmes de filtrage, chacun s’attache a` l’ame´liorer pour une personne a` planifier. Re´gin
et Gomes ont montre´ que lorsqu’un proble`me contient une matrice de contraintes global-cardinality
[77], il est possible de faire plus de filtrage qu’en les conside´rant inde´pendamment. Or, lorsque l’on traite
un proble`me de planification de personnel, il arrive souvent que plusieurs employe´s soient lie´s par les
meˆmes re`gles. On peut conside´rer le mode`le pour un tel proble`me comme une matrice ou` le planning de
chaque employe´ est repre´sente´ sur une ligne et la distribution des activite´s pour chaque pe´riode de temps
sur une colonne.
Dans cet esprit, Beldiceanu et al. [11] proposent de de´duire automatiquement des conditions ne´cessaires
pour les variables de cardinalite´ pre´sentes sur les colonnes de la matrice (permettant par exemple de borner
le nombre d’occurrences d’une activite´ a` un temps donne´) a` partir des proprie´te´s des mots que peuvent
former les automates sur les lignes de la matrice. Ces techniques, dites de double-comptage, ont e´te´
applique´es aux instances artificielles de la NSPLib [96], associant des re`gles de travail dures avec des couˆts
d’affectation, permettant de re´duire conside´rablement le nombre de backtracks et le temps de recherche
sur de nombreuses instances. Elles ont e´galement permis de re´soudre certaines instances inaccessibles
avec un mode`le classique. Cette technique trouve ses limites lorsque chaque employe´ posse`de son propre
ensemble de re`gles. De plus, comme dans l’approche de Me´tivier et al., l’inte´gration des contraintes de
cardinalite´ directement dans la topologie de l’automate provoque une explosion de la taille de ce dernier.
8.4 Conclusion
Dans ce chapitre, nous avons tout d’abord pre´sente´ l’origine et les objectifs associe´s aux proble`mes
de planification de personnel. Ils consistent a` ge´ne´rer un planning associant un ensemble de taˆches, de
pe´riodes ou d’e´quipes (e´quipe du matin, chirurgie, entrepoˆt, . . . ), a` du personnel caracte´rise´ par une
fonction, des qualifications, et sujet a` des re´gulations parfois complexes de leurs horaires.
Dans un second temps, nous nous sommes inte´resse´s aux techniques usuelles en programmation par
contraintes pour les re´soudre. Pour re´sumer l’inte´reˆt de la programmation par contraintes dans ce cadre,
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nous citerons Pesant. Dans son article Constraint-based rostering [72], re´sumant les avance´s de la program-
mation par contraintes comme outil de re´solution des proble`mes de planification, il conclut en indiquant
que la programmation par contraintes est plus que jamais adapte´e a` la re´solution de ce type de proble`mes
graˆce a` l’expressivite´ qu’apportent les contraintes globales et notamment les contraintes automates.
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L
e chapitre pre´ce´dent pre´sentait une rapide typologie des proble`mes de planification de personnel
(PSP), ainsi qu’un e´tat de l’art des approches de mode´lisation en programmation par contraintes
(PPC).
Ces travaux de´montrent l’inte´reˆt des contraintes automates pour mode´liser et combiner les re`gles de
travail dures les plus complexes, car ces dernie`res se traduisent le plus ge´ne´ralement par la reconnais-
sance (ou l’interdiction) de motifs rationnels, dans la se´quence d’activite´s d’un employe´. En revanche, la
relaxation de ces re`gles ne´cessite de compter les occurrences d’un motif dans la se´quence. L’expressivite´
d’un automate fini, et de la contrainte regular, n’y suffit plus alors, a` moins de conside´rer des automates
de taille e´ventuellement impratiquable [65, 11].
Dans le chapitre 5, nous avons montre´ comment les automates ponde´re´s permettaient la mode´lisation
de ces re`gles souples. Dans le chapitre 6, nous avons propose´ un algorithme permettant de combiner l’en-
semble de ces re`gles en un unique automate multi-ponde´re´. Enfin, dans le chapitre 7, nous avons introduit
les contraintes globales multicost-regular et soft-multicost-regular, permettant de traiter ce type
d’automates. Dans ce chapitre, nous montrons la mise en application de l’ensemble de ces techniques,
a` la mode´lisation et a` la re´solution de PSP sur-contraints, illustre´e par de riches exemples d’instances
de Nurse Rostering Problem conc¸ues pour la compe´tition PATAT 2010. Nous insistons sur l’aspect en-
tie`rement syste´matique de notre approche, depuis la lecture des instances au format XML jusqu’a` la
configuration du moteur de re´solution.
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type k nom se´mantique
R assign_request ensemble d’affectations interdites
S global_shift bornes min/max sur le nombre total de jours travaille´s
SC consecutive_shift bornes min/max sur la dure´e d’un stretch d’activite´ travaille´
FC consecutive_free bornes min/max sur la dure´e des repos
Pj pattern_j motif j interdit
SW worked_WE borne max sur le nombre de week-ends travaille´s (ie. au moins un jour
du week-end travaille´)
CW complete_WE week-end complet obligatoire (ie. tous les jours travaille´s, ou tous les
jours repos)
IW ident_WE week-end homoge`ne obligatoire (ie. une seule activite´ travaille´e permise)
NW night_before_WE activite´ N (nuit) interdite la veille d’un week-end non travaille´
WC consecutive_WE bornes min/max sur le nombre de week-ends travaille´s conse´cutifs
Table 9.1 – Les contraintes d’horaire des instances ASAP et PATAT’10.
9.1 Description du proble`me
Nous conside´rons ici un proble`me de conception d’horaires pour un ensemble d’employe´s E sur un
horizon de temps discretise´ T = [1, . . . , T ]. Il s’agit d’affecter a` chaque employe´ et a` chaque instant, une
activite´ prise dans un ensemble fini donne´ A. On distinguera une activite´ particulie`re de A, note´e R et
appele´e repos. Les autres activite´s a ∈ W = A \ {R} sont dites travaille´es ou quarts.
L’affectation est sujette a` deux cate´gories de contraintes : les contraintes de couverture, limitant
le nombre d’employe´s affecte´s a` une activite´ donne´e, a` un instant donne´ ; et les contraintes d’horaire,
restreignant les se´quencements d’activite´s possibles sur l’horizon de temps, pour un employe´ donne´.
Une contrainte de couverture est de´finie par deux entiers bat et bat de´signant les nombres d’employe´s
minimal et maximal requis pour une activite´ a ∈ A et un instant t ∈ T donne´s. On suppose :
0 ≤ bat ≤ bat ≤ |E|.
Les contraintes d’horaire sont de diffe´rents types, pre´de´finis, et propres a` chaque employe´. On note
{Ck, k ∈ Ke} l’ensemble des contraintes d’horaire auxquelles l’horaire d’un employe´ e ∈ E est soumis.
Les diffe´rents types de contraintes d’horaire conside´re´s sont re´pertorie´s dans la table 9.1.
En satisfaction, le proble`me de conception d’horaires consiste donc a` construire, pour chaque employe´
e ∈ E , une se´quence d’activite´s Xe = (Xe1, . . . , XeT ) ∈ AT telles que :
bat ≤ |e ∈ E , Xet = a| ≤ bat, ∀a ∈ A, t ∈ T
Xe satisfait C
k, ∀k ∈ Ke, e ∈ E .
Dans un contexte sur-contraint, toute contrainte d’horaire Ck est souple et associe´e a` une fonction de
pe´nalite´ fk : Z+ → Z+ mesurant le couˆt de violation de la contrainte pour toute affectation donne´e : le
couˆt de violation d’un horaire Xe sur une contrainte C
k est de´termine´ par fk(y(Xe, C
k)), ou` y(Xe, C
k)
est un indicateur du nombre de violations de Ck observe´es dans la se´quence Xe, tel que y(Xe, C
k) = 0 si
et seulement si Xe satisfait Ck. Le proble`me de conception d’horaires s’exprime alors comme un proble`me
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d’optimisation combinatoire :
(P ) :min
∑
e∈E
∑
k∈Ke
fk(Y ke ) (9.1)
s.t. bat ≤ |{e ∈ E , Xet = a}| ≤ bat, ∀a ∈ A, t ∈ T (9.2)
Y ke = y(Xe, C
k), ∀k ∈ Ke, e ∈ E (9.3)
Xet ∈ A ∀t, e ∈ E (9.4)
Y ke ∈ [0,+∞[ ∀k ∈ Ke, e ∈ E (9.5)
Nous proposons ici de mode´liser (P ) en un proble`me d’optimisation sous contraintes forme´, sur ce
meˆme encodage X des solutions, par une matrice de contraintes globales :
• pour chaque colonne t ∈ T , correspond aux contraintes (9.2) une unique contrainte global-
cardinality [80] ;
• pour chaque ligne e ∈ E , correspond aux contraintes (9.3) une unique contrainte multicost-
regular.
Avant de pre´senter ce mode`le et ses possibles ame´liorations, nous de´taillons le processus de construc-
tion d’une contrainte multicost-regular pour un employe´ e ∈ E donne´, a` partir de la spe´cification de
ces contraintes d’horaire.
9.2 Mode´lisation des contraintes d’horaire souples
9.2.1 Mode´lisation individuelle des contraintes et des violations
La de´finition du compteur et du couˆt de violation d’une contrainte horaire Ck par un horaire Xe
de´pend du type k de la contrainte. On note ici respectivement Y ke = y(Xe, C
k) et Zke = f
k(y(Xe, C
k))
ces valeurs. Elles sont de´finies comme suit :
La contrainte assign_request, note´e CR, est de´finie par une liste d’affectations souhaite´es et non
souhaite´es par l’employe´. Ce meˆme formalisme permet de mode´liser les souhaits autant que les
compe´tences d’un employe´. Chaque affectation Xet = a non souhaite´e, (t, a) ∈ [0, T ] × A, est
comptabilise´e par son degre´ de non-satisfaction nwRta ∈ Z+. Si au contraire, l’affectation Xet = a est
souhaite´e, alors le degre´ de satisfaction swRta ∈ Z+ est comptabilise´ sur les autres affections possibles
de la pe´riode. Ainsi, le degre´ de violation d’une affectation est de´fini par : wRta = nw
R
ta+
∑
b6=a sw
R
tb.
On note Y Re le compte total des affectations sur l’ensemble des pe´riodes. Le couˆt de violation associe´
a` cette contrainte est alors e´gal a` ce compte :
ZRe = Y
R
e , Y
R
e =
∑
t
wRtXet .
La contrainte global_shift, note´e CS , impose une borne minimale lSe et maximale u
S
e sur le nombre
d’activite´s travaille´es dans la se´quence Xe. Pour comptabiliser les violations de cette contrainte, on
de´nombre les activite´s travaille´es dans la se´quence Xe par Y
S
e =
∑
t w
S
tXet
, en de´finissant : wSta = 1
si a est une activite´ travaille´e, et wStR = 0 sinon. Si par exemple, la fonction de pe´nalite´ f
S est
line´aire, on associera le couˆt de violation :
ZSe = max(0, l
S
e − Y
S
e , Y
S
e − u
S
e ).
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Figure 9.1 – Exemples d’automates ponde´re´s avec A = {a,R}.
Chacune des autres contraintes Ck pre´sente´es ci-apre`s peut s’exprimer au moyen d’une expression
rationnelle et le compteur Y ke se calculer comme la longueur du chemin γ repre´sentant le mot Xe dans
un certain automate ponde´re´ (Πk, (wkt )t). γ est la se´quence des transitions (δ0, . . . , δT ) de Π
k, de´finie de
fac¸on re´cursive par :
• q0 est l’e´tat initial de Πk ;
• δt est la transition δk(qt, Xe(t), qt+1) de Πk depuis l’e´tat qt vers l’e´tat qt+1 e´tiquete´e Xe(t).
Y ke est alors de´fini comme la somme des couˆts des transitions de γ : Y
k
e =
∑
t w
k
t (δt). Par exemple :
La contrainte consecutive_shift, note´e CSC , impose une borne minimale lSCe et maximale u
SC
e sur
la longueur de tout stretch dans la se´quence Xe, un stretch e´tant une sous-se´quence maximale
d’activite´s travaille´es. Pour comptabiliser les violations de cette contrainte, on de´nombre par Y SCe ,
les ensembles de l e´le´ments dans la se´quence formant chaque stretch de longueur l < lSCe et les
ensembles des (uSCe − l) derniers e´le´ments dans chaque stretch de longueur l > u
SC
e . Ces diffe´rents
e´le´ments sont calculables au moyen d’un automate ponde´re´.
La figure 9.1 (A) pre´sente l’exemple d’un tel automate, sur une instance de´finie par A = {a,R},
lSCe = 3 et u
SC
e = 4. Cet automate posse`de cinq e´tats tous finals, dont un e´tat initial note´ 0. Les
couˆts wSCt (δ) des transitions δ sont tous nuls sauf pour certaines transitions δ, a` certains temps t :
(rouge) : ∀t, wSCt (δ) =


2 si δ = (1, R, 0)
1 si δ = (2, R, 0)
1 si δ = (4, R, 4)
et (bleu) : wSCT (δ) =
{
2 si δ = (0, a, 1)
1 si δ = (1, a, 2)
La transition δ = (4, R, 4) comptabilise chaque activite´ travaille´e en trop dans tout stretch de dure´e
strictement supe´rieure a` 4. Les autres transitions colore´es indiquent la fin d’un stretch de dure´e l
strictement infe´rieure a` 3 et sont pe´nalise´es par le couˆt 3−l . La pe´nalite´ sur les transitions bleues est
compte´e uniquement quand la transition est la dernie`re du chemin δT , et correspond au couˆt d’un
stretch terminal de dure´e insuffisante. Un exemple d’horaire Xe et le compteur-couˆt Y
SC
e = Z
SC
e
associe´ :
Xe = a a a a a a a R a R R a a a a R R R a a R R R R a
ySC = 8 = 1 1 1 2 1 2
La contrainte consecutive_rest, note´e CFC , de´termine une borne minimale lFCe et maximale u
FC
e
sur la dure´e des repos dans la se´quence Xe. Sa variante souple se construit de la meˆme manie`re
que celle de consecutive_shift, en inversant simplement les transitions e´tiquete´es par R et celles
e´tiquete´es par une activite´ travaille´e.
La figure 9.1 (B) pre´sente l’automate correspondant a` A = {a,R}, lFCe = 3 et u
SC
e = 4.
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Figure 9.2 – Exemples d’automates « motifs a` date fixes »
Les contraintes pattern, note´es CPj , interdisent l’apparition d’un motif quelconque πj dans la se´-
quence Xe. On distingue deux types d’interdiction : le motif est soit interdit de manie`re glissante
a` tout instant, soit interdit uniquement a` partir d’un jour dj donne´ de la semaine. Dans les deux
cas, on relaˆche cette interdiction et on mode´lise le nombre Y
Pj
e d’apparitions du motif au moyen
d’un automate ponde´re´. La figure 9.2 illustre cette construction pour deux motifs exemples sur un
proble`me a` 3 activite´s : A = {a, b, R}.
Pour l’automate (A) le motif aaba doit eˆtre reconnu le jeudi, le planning de´butant un lundi et
terminant un dimanche. Pour l’automate (B) le motif R(a|b)(a|b) doit eˆtre reconnu le vendredi, le
planning de´butant et terminant un samedi.
La transition rouge correspond a` la dernie`re valeur du motif et n’est accessible qu’apre`s avoir reconnu
le motif a` partir du jour donne´ dj . Les couˆts w
Pj
t (δ) sont nuls pour toute transition δ et temps t,
sauf w
Pj
t (δ) = 1 si δ est la transition rouge et t correspond au dernier jour du motif : (dj + lj)%7
avec lj la longueur du motif.
On notera que la construction n’est valide que si la longueur du motif est infe´rieure ou e´gale a` 7.
En revanche, elle est valide inde´pendamment des jours de de´but et de fin du planning : ces jours
de´finissent simplement les e´tats initial et finals de l’automate.
Dans le cas ou` le motif doit eˆtre reconnu de manie`re glissante, la construction de l’automate est
une adaptation de la mode´lisation de la contrainte slide en regular.
On notera que toutes les contraintes portant sur les week-ends se mode´lisent de manie`re identique
une fois exprime´ le motif interdit correspondant.
9.2.2 Agre´gation des contraintes souples
On construit ainsi, pour chaque contrainte souple Ck, excepte´es assign_request (k = R) et glo-
bal_shift (k = S), un automate ponde´re´ (Πk, (wkt )t). La contrainte cost-regular(Xe, Y
k
e , (Π
k, wkt )t)
peut alors eˆtre invoque´e pour mode´liser les contraintes simultane´es :
Xe ∈ L(Π
k) ∧ Y ke =
∑
t
wkt (δt) ∀e, ∀k,
sur les variables-horaires Xe et les variables-compteurs Y
k
e . Ce meˆme mode`le peut aussi eˆtre utilise´ pour
k ∈ {R,S} en prenant pour ΠR = ΠS l’automate complet a` un e´tat. Des variables-couˆts (Zke )k, sont
alors lie´es aux variables-compteurs par une contrainte de´finie en fonction du type de k. Le tableau 9.2
re´capitule, pour chaque type de contrainte k, l’expression du couˆt en fonction du compteur et la proprie´te´
des couˆts wkt (δ), qu’il de´pende du temps t ou de l’e´tat (initial) de la transition δ.
On note que pour les contraintes reconnaissant l’apparition d’un motif un certain jour de la semaine,
le couˆt w
Pj
t (δ) est inde´pendant du temps t. Cependant, par construction de l’automate, chaque transition
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k contrainte Zk temps-de´pendant wkt e´tat-de´pendant w
k
t
R assign_request Y R oui non
S global_shift max(0, lS − Y S , Y S − uS) non non
SC consecutive_shift Y SC oui oui
FC consecutive_free Y FC oui oui
Pj pattern_j Y
Pj non* oui
Table 9.2 – Synthe`se des proprie´te´s des couˆts sur diffe´rents types de contraintes.
de couˆt non nul n’est emprunte´e (et son couˆt compte´) que pour des temps t correspondant a` un jour de
la semaine donne´ : le dernier jour du motif.
Afin de maximiser le filtrage, nous proposons a` l’instar des motifs dans regular, d’agre´ger l’ensemble
de ces automates et couˆts en un unique automate ponde´re´ et d’assurer simultane´ment le filtrage de
l’ensemble des compteurs au moyen de la contrainte multicost-regular :
mcr(Xe, (Y
k
e )k, (Πe, (w
k
t )t,k)).
L’automate Πe est obtenu par intersections successives des automates Π
k
e d’apre`s l’algorithme pre´sente´
au chapitre 6.
Le mode`le PPC de conception d’horaires pour l’employe´ e s’e´crit :
(Pe)Ze =
∑
k
Zke (9.6)
mcr((Xet)t, (Y
k
e )k, (Πe, (w
k
e )k) (9.7)
relk(Y
k
e , Z
k
e ) ∀k (9.8)
Xet ∈ A ∀t (9.9)
Y ke ∈ [0, T ], Z
k
e ∈ [0,+∞[ ∀k (9.10)
Ze ∈ [0,+∞[ (9.11)
9.2.3 Minimisation du couˆt total de violations
Ici, la majorite´ des compteurs sont identiques aux couˆts de violation associe´s : Y k = Zk. A` de´faut
de la soft-mcr, nous proposons d’ame´liorer la qualite´ de la mcr en agre´geant tous ces compteurs en un,
le premier Y C = ZC . En effet, le premier compteur joue un roˆle particulier dans la propagation de la
contrainte et ce compteur fournit une borne infe´rieure du couˆt de violation total :
(P ∗e )minZe (9.12)
Ze = Z
C
e + Z
S
e (9.13)
Ze, Z
C
e ∈ [0,+∞[ (9.14)
((Xet)t, (Y
k
e )k, (Z
k
e )k) ∈ (Pe) (9.15)
Les couˆts associe´s au nouveau compteur Y C sont de´finis par :
wCt (δ) = w
R
t (δ) + w
SC
t (δ) + w
FC
t (δ) +
∑
j
w
Pj
t (δ), ∀t, ∀δ.
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Cette agre´gation a permis d’ame´liorer grandement les re´sultats, par un meilleur filtrage (on agre`ge les
contraintes mcr et ZC =
∑
k|Y k=Zk Z
k), et dans l’heuristique base´e sur le plus court chemin de la mcr
dans la 1e`re dimension, qui est plus proche du meilleur horaire pour l’employe´.
9.3 Mode`le d’optimisation sous contraintes du PSP
Ainsi, le proble`me de planification de personnel se formule par le mode`le d’optimisation sous contraintes
suivant :
(P ) : minZ (9.16)
s.t.Z =
∑
e
Ze (9.17)
gcc((Xet)e, (Uat)a∈A\{R}) ∀t (9.18)∑
e
Y Se =
∑
a
∑
t
Uat (9.19)
((Xet)t, Ze, Y
S
e ) ∈ (Pe) ∀e (9.20)
Z ∈ [0,+∞[ (9.21)
Uat ∈ [bat, bat] ∀a ∈ A \ {R}, ∀t (9.22)
La contrainte (9.19) est une contrainte redondante d’e´galite´ entre le nombre total de quarts a` couvrir
(
∑
a
∑
t Uat) et la somme du nombre de quarts couverts par chaque employe´ : ce nombre est donne´ par
la variable-compteur Y Se .
9.4 Strate´gies de recherche
Le proble`me sur-contraint (P ) est un pur proble`me d’optimisation : comme pratiquement toutes les
contraintes sont souples, il posse`de un espace de solutions re´alisables pratiquement e´gal a` l’espace de
recherche, et un espace des solutions optimales, en revanche, ne´gligeable en comparaison. Notre objectif
a donc e´te´ de parvenir a` une solution re´alisable de bon couˆt sans en garantir l’optimalite´. Nous nous
sommes rapidement oriente´s vers une recherche locale a` voisinage large ou Large Neighborhood Search
(LNS).
9.4.1 Large Neighborhood Search
A` partir d’un ensemble initial de solutions, calcule´ au moyen d’une recherche arborescente limite´e,
il s’agit de chercher dans un voisinage de chacune de ces solutions, des solutions ame´liorantes. Celles-ci
sont alors ajoute´es a` l’ensemble des solutions et le processus est re´ite´re´. Il se termine dans une limite
de temps fixe´e en retournant la meilleure la solution trouve´e. Le voisinage d’une solution est construit
en de´s-instanciant un sous-ensemble d’affectations de la solution courante. Il est explore´, comme dans la
re´solution initiale, au moyen d’une recherche arborescente limite´e.
L’imple´mentation d’une LNS peut donc se faire aise´ment au-dessus d’un algorithme de branch-and-
bound standard. Elle ne´cessite alors le de´veloppement de deux heuristiques particulie`res : l’heuristique de
branchement classique pour la descente arborescente, et l’heuristique de de´branchement pour la construc-
tion des voisinages.
Les heuristiques que nous avons retenues sont pre´sente´es ci-apre`s. Notons tout d’abord que la strate´gie
de recherche en ge´ne´ral a e´te´ parame´tre´e de manie`re empirique. L’analyse des re´sultats d’expe´rimentation
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nous a amene´ a` de´finir 3 objectifs de conception des heuristiques :
Alle´ger le filtrage des contraintes globales lourdes. Le mode`le (P ) est base´ sur une matrice
de contraintes globales de fortes complexite´s temporelles : global-cardinality et surtout multicost-
regular. Comme nous avons vu dans les expe´rimentations du chapitre 7, ce choix de mode´lisation s’ave`re
be´ne´fique en raison des fortes imbrications et interactions des re`gles e´le´mentaires du proble`me, qu’un
mode`le de´compose´ manque de voir en de´but de recherche. Malgre´ tout, il est ne´cessaire lors de l’utilisation
de contraintes lourdes de ce type, de tenter d’alle´ger leur exe´cution en cours de recherche, en exploitant
notamment l’incre´mentalite´ de l’algorithme a` chaque branchement. Ainsi, afin de neutraliser la complexite´
temporelle des contraintes multicost-regular et global-cardinality dans ce mode`le, nous avons
conc¸u des heuristiques de choix de variable proce´dant de proche en proche sur la dimension de temps.
Tout d’abord, dans la descente arborescente, l’heuristique de branchement affecte l’ensemble des em-
ploye´s pour un instant t donne´, fixant alors la contrainte global-cardinality correspondante, avant
de conside´rer l’instant suivant t + 1. La notion de se´quence, intrinse`que aux contraintes automates, fait
qu’une de´cision prise sur un instant t se propage au sein de multicost-regular de manie`re locale sur
les instants voisins t− 1 et t+ 1.
Cette proprie´te´ est e´galement exploite´e lors de la construction des voisinages, par l’heuristique de
de´branchement : celle-ci proce`de en de´s-instanciant l’ensemble des variables d’affectation associe´es a` une
pe´riode de temps continue. Ainsi, seules les global-cardinality correspondant aux instants relaˆche´s
doivent eˆtre relance´es, tandis que toutes les multicost-regular sont relaˆche´es, mais seulement de manie`re
locale sur la pe´riode. Cette approche s’est ave´re´e plus e´conomique que de relaˆcher inte´gralement les
multicost-regular d’un sous-ensemble d’employe´s donne´.
Exploiter les informations de couˆt internes aux contraintes d’optimisation. Dans un tel pro-
ble`me d’optimisation, ou` toute solution est re´alisable, il est obligatoire de diriger la recherche suivant
l’objectif de minimisation des couˆts. Des informations de couˆt sont justement ge´ne´ralement maintenues en
interne des contraintes globales d’optimisation, qui les utilisent lors de la back-propagation des variables de
couˆt vers les variables de de´cision. En l’occurrence, les contraintes cost-regular et multicost-regular
maintiennent les bornes des couˆts des chemins du graphe de´ploye´, autrement dit les couˆts des solutions
de l’automate. Une telle information avait e´te´ exploite´e dans l’heuristique de choix de valeur associe´e a`
cost-regular dans [43] : il s’agissait de se´lectionner la valeur d’une variable correspondant au chemin
de plus petit couˆt. Nous avons e´tendu ce re´sultat a` la contrainte “multi-objective” multicost-regular,
et e´galement e´tudie´ la notion de regret graˆce a` l’exploitation de l’information de couˆt des multicost-
regular par l’heuristique de choix de valeur, lors du branchement. La structure interne de graphe de la
contrainte automate renseigne en effet sur le(s) couˆt(s) d’affectation d’une valeur donne´e a` une variable
de la se´quence.
Diversifier la recherche. Par ailleurs, la forte densite´ des solutions et l’heuristique de branchement
oriente´e optimisation assurent que cette dernie`re se dirige rapidement vers une solution de bonne qualite´,
voire la meilleure solution dans son voisinage. Autrement dit, une telle heuristique semble se diriger
rapidement (en une descente) vers un optimum local, mais elle peut mettre alors un nombre de backtracks
non ne´gligeable a` s’e´chapper de cet optimum. L’inte´reˆt alors est de favoriser la diversification. Nous
proce´dons pour cela de deux manie`res :
• une politique de rede´marrage agressive dans la recherche arborescente (fre´quence d’environ 200
nœuds, avec croissance ge´ome´trique de 10%), compatible avec la strate´gie dynamique de choix de
variable : le premier jour conside´re´ par l’heuristique est incre´mente´ a` chaque restart ;
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• l’exploration d’un grand nombre de voisinages de tailles variables, nombre compense´ par une explo-
ration rapide de ces voisinages.
9.4.2 Heuristiques de branchement
Comme indique´ ci-dessus, notre heuristique de branchement proce`de “en colonnes” sur la matrice des
variables de de´cision X . Pour un instant t fixe´, il s’agit de choisir un employe´ e, tel que la variable
Xet ne soit pas encore instancie´e, et une activite´ a a` laquelle affecter cette variable. Ces choix sont
guide´s par les informations de couˆt calcule´es lors de la dernie`re propagation des multicost-regular et
portant, soit sur la solution (plus court chemin avec multiplicateurs) du meilleur sous-proble`me lagrangien
calcule´e dans l’algorithme de sous-gradient, soit sur la valeur (dans la premie`re dimension) des plus courts
chemins supports de chaque affectation. Plusieurs heuristiques ont ainsi e´te´ expe´rimente´es pour le choix
de l’employe´ e. Dans tous les cas, l’activite´ a associe´e a` l’employe´ choisi e est la valeur du t-e`me arc du
plus court chemin dans la contrainte multicost-regulare correspondante. En cas d’e´galite´, les activite´s
travaille´es sont privile´gie´es par rapport a` l’activite´ repos.
Couˆt lagrangien. L’exploitation de la meilleure solution lagrangienne (i.e. un chemin γλe dans l’auto-
mate en couches qui de´finit un certain horaire valide (Xλet)t) a e´te´ expe´rimente´e de quatre fac¸ons :
• Ze(λ) : choix de l’employe´ e dont la borne infe´rieure lagrangienne Ze(λ) (i.e. le couˆt avec multipli-
cateurs de γλe ) est minimale.
• ZCe,λ : choix de l’employe´ e dont le couˆt Z
C
e,λ de l’horaire (X
λ
et)t est minimal. Ce couˆt se calcule en
O(T ) par ZCe,λ =
∑
t w
C
e (X
λ
et).
• Ze,λ : choix de l’employe´ e dont le couˆt Ze,λ de l’horaire (X
λ
et)t est minimal. Ce couˆt se calcule en
O(T ) par Ze,λ = Z
C
e,λ +Z
S
e,λ avec Z
S
e,λ = max(0, l
S − Y Se,λ, Y
S
e,λ − u
s) et Y Se,λ =
∑
t w
S
e (X
λ
et). (Note :
il n’y a pas de couˆt ZSW dans la premie`re se´rie d’instances).
• Ze,λ − Ze : choix de l’employe´ e dont le « regret» Ze,λ − Ze est minimal.
Globalement, les premie`res solutions fournies par ces heuristiques base´es sur la meilleure solution
lagrangienne sont plutoˆt mauvaises. En effet, cette solution est tre`s arbitraire (peu/pas d’ite´rations du
sous-gradient, beaucoup de chemins minimaux dans un graphe, borne e´gale a` 0 pour la plupart des
employe´s) au de´but de la recherche et l’heuristique n’est donc pas guide´e.
Couˆt dans la premie`re dimension. Afin de contourner ce biais, nous pouvons exploiter une seconde
information maintenue dans la multicost-regular : l’ensemble des plus courts chemins dans la premie`re
dimension k = C. Plus exactement, multicost-regular maintient la valeur courante des plus courts
chemins a` chaque nœud du graphe, depuis la source ou jusqu’au puits, et selon chaque dimension. Cette
information est calcule´e a` chaque propagation de la contrainte, lorsque chaque compteur est propage´
individuellement. Elle permet de mieux approximer la notion de regret : regrete,(t,a) est la diffe´rence
Ze,(t,a)−Ze entre le plus petit couˆt Ze,(t,a) parmi toutes les solutions de (Pe) telles que Xet = a et le plus
petit couˆt Ze parmi toutes les solutions de (Pe). Nous proposons ici de calculer l’approximation suivante :
regretCe,(t,a) = Z
C
e,(t,a) − Z
C
e .
ZCe est la valeur minimale de la variable de couˆt Z
C
e , tandis que Z
C
e,(t,a) est calcule´e en parcourant les
arcs supports de (t, a) dans le graphe sous-jacent a` mcr, et en retenant la valeur du plus court chemin
passant par un de ces arcs.
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La strate´gie de choix de variable consiste alors a` se´lectionner, pour un jour donne´, l’employe´ e (et le
quart a dans le cas de la seconde strate´gie de choix de valeur) qui minimise regretC
e,(t,a).
choix de : e e, a ∈ A e, a ∈ A \ {R}
first Z best Z first Z best Z first Z best Z
Ze(λ) 112 86 141 92 104 83
ZCe,λ 111 86 141 92 104 83
Ze,λ 186 158 168 97 102 84
Ze,λ − Ze 155 99
regretC
e,(t,a) 76 70 76 69
Table 9.3 – Comparaison pour diffe´rentes heuristiques de choix de valeurs/variables de la premie`re et la
meilleure solutions trouve´es en 2 minutes sur l’instance PATAT/sprint02
Conclusion : Nous avons conserve´ le choix de variable (employe´) / valeur (activite´) base´ sur le crite`re
regret minimal regretC
e,(t,a). Nous l’avons encore ame´liore´ en tranchant les cas d’e´galite´ suivant la valeur
ZCe,(t,a) du plus court chemin passant par une transition (t, a), puis en cas d’e´galite´, suivant le nombre
d’affectations de quarts Y Se . Le choix du couple (e, a) s’effectue donc selon les crite`res successifs suivants :
regretCe,(t,a) >> Z
C
e,(t,a) >> Y
S
e . (9.23)
On note e´galement avoir obtenu un gain important, graˆce a` une diversification de la recherche, en
de´marrant le calcul du meilleur employe´, a` chaque appel, par l’employe´ suivant du dernier conside´re´,
plutoˆt que par l’employe´ 0.
9.4.3 Heuristiques de voisinage
Tout d’abord, pre´cisons que nous utilisons la meˆme heuristique de branchement dans la recherche
initiale et dans l’exploration de chaque voisinage. Concernant la construction des voisinages, diffe´rentes
strate´gies ont e´te´ propose´es dans la litte´rature des recherches locales pour les PSP. En dehors des mou-
vements purement ale´atoires, on retiendra l’e´change d’activite´s entre employe´s et l’e´change d’activite´s
entre pe´riodes. Dans le contexte de la recherche locale a` voisinage large, ces mouvements s’expriment par,
respectivement :
• se´lectionner un sous-ensemble d’employe´s et de´fixer leurs horaires respectifs ;
• se´lectionner un sous-ensemble de pe´riodes et de´fixer les affections de tous les employe´s sur ces
pe´riodes.
La premie`re approche est de´favorable a` notre mode`le car elle ne´cessite de repropager inte´gralement les
multicost-regular des employe´s se´lectionne´s. Meˆme pour deux employe´s, cette approche semble tre`s
couˆteuse. La seconde approche au contraire ne´cessite de repropager toutes les multicost-regular mais
seulement de manie`re partielle ; dans chaque contrainte, le graphe de´ploye´ des solutions est de´ja` bien re´duit
par les pre´-affectations de l’horaire. Par ailleurs, comme les re`gles de se´quencement s’appliquent, pour
la majorite´ d’entre elles, sur des pe´riodes de temps courtes, il n’est pas utile de relaˆcher simultane´ment
des pe´riodes de temps trop espace´es. Au contraire, les interactions sont fortes sur les pe´riodes de temps
contigues.
Ainsi, nous avons retenu le type de construction de voisinage suivant : un nombre p de pe´riodes est
choisi ale´atoirement puis applique´ a` une solution, en relaˆchant dans cette dernie`re l’ensemble des variables
Xet, e ∈ E , t ∈ [i, i+ p mod T ], ite´rativement pour tout i ∈ [0, T − 1[.
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9.5 Conclusion
Dans ce chapitre, nous avons montre´ comment les contraintes-automates d’optimisation multicost-
regular pouvaient eˆtre applique´es a` la mode´lisation et a` la re´solution de PSP type Nurse Rostering
Problems (NRP) sur-contraints. Nous avons devise´ d’une me´thode de re´solution incomple`te de type LNS
entie`rement automatisable, depuis la lecture de l’instance a` la sortie des solutions. Notre imple´mentation
est libre et open-source, et te´le´chargeable a` https://github.com/sofdem/chocoETP. Les parseurs pour
diffe´rents jeux de test sont disponibles : shoe, NSP, PATAT NRP, ASAP. Les re´sultats expe´rimentaux
sur les instances PATAT et ASAP sont pre´sente´s dans la section suivante.
Des ame´liorations sont e´videmment encore envisageables. Notamment, certaines instances ne peuvent
eˆtre re´solues efficacement si l’utilisateur ne pre´cise pas une borne supe´rieure suffisamment serre´e, ou la
limite maximale de pe´nalite´ a` partir de laquelle une contraire est conside´re´e dure. Dans les deux cas,
il s’agirait d’intensifier la recherche de bonnes premie`res solutions avant de lancer la recherche locale. Il
s’agirait par exemple, de brancher sur les couˆts de manie`re destructive pour activer la back-propagation au
plus toˆt. La limite de pe´nalite´ souple pourrait ainsi eˆtre, partant d’une valeur nulle (toutes les contraintes
sont dures) eˆtre progressivement incre´mente´e jusqu’a` ce qu’une solution re´alisable soit trouve´e.
Enfin, la me´thode pre´sente´e dans ce chapitre s’applique e´galement a` la variante de satisfaction du pro-
ble`me. Si elle n’est plus alors utilise´e pour comptabiliser les couˆts de violation, la contrainte multicost-
regular reste utile pour mode´liser les compteurs d’activite´s ou de motifs. Nous avons pre´sente´ cette
approche, e´quipe´e alors d’une autre heuristique de branchement, dans l’article [64].
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Chapitre 10
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ous avons dans les chapitres pre´ce´dents propose´ une me´thode de construction automatique d’au-
tomates ponde´re´s repre´sentant des re`gles de se´quencement, s’adaptant parfaitement au cadre des
proble`mes de planification de personnel. Puis, nous avons introduit un nouvel algorithme de filtrage pour
une contrainte automate multi-ponde´re´e agre´geant plusieurs automates ponde´re´s : multicost-regular.
Au chapitre 9, nous avons pre´sente´ le mode`le et les strate´gies de recherche adapte´es a` ces contributions.
Dans ce chapitre nous utilisons le cadre construit pour re´soudre divers proble`mes issus d’une part
de la compe´tition de planification d’infirmie`res NRP10 et d’autres part de la librairie de proble`mes de
planification ASAP [70].
10.1 Instances NRP10
Les instances NRP10 de la compe´tition de planification d’horaires pour infirmie`res sont issues d’une
session particulie`re de la confe´rence PATAT 2010. Elles utilisent un format XML pour de´crire un ensemble
de personnels, ainsi que les re`gles qui s’appliquent a` chacun d’entre eux. D’autres balises permettent de
de´finir les compe´tences et la demande de couverture pour chaque activite´ pour chaque pe´riode.
Les instances propose´es sont divise´es en trois cate´gories : sprint, medium, long. La diffe´rence majeure
entre chaque cate´gorie est le nombre d’employe´s a` planifier : respectivement 10, 30 et 50.
Il existe e´galement deux instances jouets appele´s toy1 et toy2.
10.1.1 Format d’instance
Les instances utilise´es sont de´crites au format XML. Le fichier permet de de´crire comple`tement la
pe´riode a` planifier, les activite´s autorise´es, les diffe´rents contrats de travail et leurs re`gles inhe´rentes, les
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employe´s associe´s a` un contrat de travail et le cas e´che´ant leurs compe´tences, les pre´fe´rences des employe´s
et la demande d’activite´s journalie`res.
La pe´riode de planification est de´finie par les deux balises suivantes :
<StartDate>2010-01-01</StartDate>
<EndDate>2010-01-28</EndDate>
Une activite´ posse`de diverses caracte´ristiques, la balise Skills indique notamment l’ensemble des
compe´tences requises par un employe´ pour effectuer cette activite´.
<Shift ID="E">
<StartTime>06:30:00</StartTime>
<EndTime>14:30:00</EndTime>
<Description>Early</Description>
<Skills>
<Skill>Nurse</Skill>
</Skills>
</Shift>
Le format permet de de´finir des motifs « Pattern » qui pourront par la suite eˆtre force´s ou interdits.
Le motif suivant LE repre´sente la succession d’une activite´ le soir « late » suivie d’une activite´ le matin
« early ».
<Pattern ID="3" weight="100">
<PatternEntries>
<PatternEntry index="0">
<ShiftType>L</ShiftType>
<Day>Any</Day>
</PatternEntry>
<PatternEntry index="1">
<ShiftType>E</ShiftType>
<Day>Any</Day>
</PatternEntry>
</PatternEntries>
</Pattern>
Des contrats sont par la suite de´finis : un contrat sera associe´ a` un employe´ et repre´sente l’ensemble des
re`gles auxquelles il est sujet. Le contrat suivant repre´sente l’ensemble des re`gles pour un employe´ a` plein
temps. Diverses re`gles sont repre´sente´es au sein de ce contrat. Nous avons associe´ a` chaque contrat une
contrainte multicost-regular. Chaque re`gle est ainsi traduite soit par un compteur d’activite´s souple,
soit par un automate. Les motifs interdits (balise « UnwantedPatterns ») sont quant a` eux mode´lise´s par
un ensemble d’automates dont l’union repre´sente l’ensemble des successions d’activite´s interdites.
<Contract ID="0">
<Description>fulltime</Description>
<SingleAssignmentPerDay weight="1">true</SingleAssignmentPerDay>
<MaxNumAssignments on="1" weight="3">20</MaxNumAssignments>
<MinNumAssignments on="1" weight="3">10</MinNumAssignments>
<MaxConsecutiveWorkingDays on="1" weight="4">5</MaxConsecutiveWorkingDays>
<MinConsecutiveWorkingDays on="1" weight="4">3</MinConsecutiveWorkingDays>
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<MaxConsecutiveFreeDays on="1" weight="7">4</MaxConsecutiveFreeDays>
<MinConsecutiveFreeDays on="1" weight="3">3</MinConsecutiveFreeDays>
<MaxConsecutiveWorkingWeekends on="1" weight="5">3</MaxConsecutiveWorkingWeekends>
<MinConsecutiveWorkingWeekends on="1" weight="5">2</MinConsecutiveWorkingWeekends>
<MaxWorkingWeekendsInFourWeeks on="0" weight="1">0</MaxWorkingWeekendsInFourWeeks>
<WeekendDefinition>SaturdaySunday</WeekendDefinition>
<CompleteWeekends weight="10">true</CompleteWeekends>
<IdenticalShiftTypesDuringWeekend weight="10">true</IdenticalShiftTypesDuringWeekend>
<NoNightShiftBeforeFreeWeekend weight="10">true</NoNightShiftBeforeFreeWeekend>
<AlternativeSkillCategory weight="10">true</AlternativeSkillCategory>
<UnwantedPatterns>
<Pattern>0</Pattern>
<Pattern>1</Pattern>
<Pattern>2</Pattern>
<Pattern>3</Pattern>
<Pattern>4</Pattern>
<Pattern>5</Pattern>
<Pattern>6</Pattern>
<Pattern>7</Pattern>
<Pattern>8</Pattern>
</UnwantedPatterns>
</Contract>
Comme indique´ pre´ce´demment, un employe´ posse`de un contrat et des compe´tences :
<Employee ID="1">
<ContractID>0</ContractID>
<Name>1</Name>
<Skills>
<Skill>Nurse</Skill>
<Skill>HeadNurse</Skill>
</Skills>
</Employee>
Les couvertures d’activite´s par pe´riode sont de´finies par jour de la semaine, en indiquant le nombre
d’activite´s demande´es. Dans l’exemple suivant, l’activite´ du matin doit eˆtre effectue´e par 7 personnes :
<DayOfWeekCover>
<Day>Wednesday</Day>
<Cover>
<Shift>E</Shift>
<Preferred>7</Preferred>
</Cover>
</DayOfWeekCover>
Finalement, des pre´fe´rences d’affectations propres a` chaque employe´ peuvent eˆtre formule´es toujours
a` l’aide de balises XML spe´cifiques.
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10.1.2 E´valuations
Le framework de´crit au chapitre 9 permet de parser ce type de fichier et de cre´er le mode`le contraintes
associe´ dans un format lisible par le solveur de contraintes CHOCO [33]. Les contraintes multicost-regular
et soft-multicost-regular ainsi que l’ensemble des heuristiques de recherches sont e´galement imple´-
mente´s dans CHOCO.
Lors de la compe´tition, les temps de re´solution e´taient borne´s selon le type d’instances : 8 secondes
pour les instances sprint, 10 minutes pour les instances me´dium et 10 heures pour les instances long. Les
re´sultats que nous pre´sentons ne respectent pas ces temps, notamment parce qu’ils sont tre`s pe´nalisants
pour notre approche pour les instances sprint. Nous avons ne´anmoins re´solu les instances en utilisant le
framework avec les parame`tres suivants :
• restart tous les 1000 nœuds ;
• croissance de la limite de facteur 1.1 par restart ;
• de´marrage du LNS apre`s 28 restarts ;
• relaxation de 2, 3, 5, 8 puis 15 colonnes conse´cutives ale´atoirement ;
• proble`me partiel arreˆte´ au bout de 200 backtracks.
La solution pour la plus grosse instance (long late 5) a ainsi e´te´ obtenue en moins de 5 minutes.
Les tableaux 10.1 pre´sentent les re´sultats obtenus. La colonne initiale indique le couˆt de violation
obtenu apre`s la recherche arborescente au bout de 28 restarts. La colonne LNS indique le score obtenu
apre`s la succession de LNS. Enfin la colonne ∆ indique la distance relative a` l’optimal.
Les re´sultats obtenus apre`s la recherche initiale sont de´ja` tre`s bons dans le cas ge´ne´ral. Ne´anmoins,
on constate que le LNS ame´liore grandement les re´sultats et les rapproches des solutions optimales.
Ce comportement s’explique par le caracte`re purement optimisation de ces instances. En effet, toutes
les contraintes e´tant souples, toutes affectations des variables de l’horaire forment une solution acceptable.
La qualite´ de la solution initiale est obtenue graˆce a` l’heuristique base´e sur les regrets qui exploite la
structure de graphe des contraintes multicost-regular.
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bench n initial LNS optimal ∆
sprint 1 70 59 56 5%
sprint 2 69 62 58 7%
sprint 3 63 60 51 15%
sprint 4 70 60 59 2%
sprint 5 67 63 58 8%
sprint 6 61 61 54 11%
sprint 7 66 61 56 8%
sprint 8 67 63 56 11%
sprint 9 66 60 55 8%
sprint 10 61 52 52 0%
sprint late 1 54 50 37 26%
sprint late 2 55 49 42 14%
sprint late 3 63 56 48 14%
sprint late 4 102 88 75 15%
sprint late 5 59 50 44 12%
sprint late 6 47 42 42 0%
sprint late 7 55 49 42 14%
sprint late 8 17 17 17 0%
sprint late 9 30 27 17 37%
sprint late 10 61 55 43 28%
bench n initial LNS optimal ∆
medium 1 256 242 240 1%
medium 2 253 240 240 0%
medium 3 246 236 236 0%
medium 4 249 243 237 2%
medium 5 327 309 303 2%
medium late 1 273 202 158 22%
medium late 2 32 27 18 33%
medium late 3 52 39 29 26%
medium late 4 73 60 35 42%
medium late 5 184 179 107 40%
bench n initial LNS optimal ∆
long 1 207 199 197 1%
long 2 237 220 219 0.5%
long 3 245 240 240 0%
long 4 311 310 303 2%
long 5 295 288 284 1%
long late 1 347 275 235 15%
long late 2 372 289 229 21%
long late 3 347 280 220 21%
long late 4 375 307 221 28%
long late 5 167 120 83 31%
Table 10.1 – Re´sultats des e´valuations sur les instances NRP10
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10.2 ASAP
Les instances ASAP [70] sont e´galement pre´sente´es dans un format XML tre`s proche de celui de
NRP10. La diffe´rence fondamentale re´side dans l’absence de re`gle spe´cifique dans les contrats. Toutes
les re`gles sont repre´sente´es sous forme de motifs dont le nombre d’apparitions est borne´. Ainsi pour
repre´senter la re`gle limitant le nombre de repos pour un employe´, la re`gle sera de´crite comme la limitation
de l’apparition du motif constitue´ d’une activite´ repos.
Si cette repre´sentation facilite la lecture du fichier d’instance, elle complique conside´rablement la
cre´ation d’un mode`le efficace. En effet, nous conside´rons pour les instances NRP10 qu’un motif sera
repre´sente´ par un automate, et si son nombre d’apparitions est limite´, par un automate ponde´re´. Or,
lorsqu’il s’agit de compter simplement une activite´, l’emploi d’un compteur simple est plus efficace que
l’agre´gation d’un automate ponde´re´ a` un seul e´tat. De plus l’automate repre´sentant les re`gles sur les fins
de semaines peut se construire de diverses manie`res. La repre´sentation de ces re`gles par un motif dans
les instances ASAP produit un automate non optimise´ (n’inte´grant pas de compteur). Afin de re´duire
l’impact de cette mode´lisation, nous avons ajoute´ a` notre parseur un filtre permettant d’identifier les
motifs e´tant en re´alite´ des compteurs simples ainsi qu’un ensemble de filtres permettant de reconnaˆıtre
des re`gles ge´ne´riques exprime´es sous forme de motifs.
Enfin sur certaines instances, de nouvelles re`gles sont apparues comme la limitation de la consomma-
tion de ressources temporelles. Nous ne sommes pas aujourd’hui capables de parser ces re`gles. Cependant,
la modularite´ de notre framework permettrait de les ajouter relativement rapidement.
Nous nous sommes tout d’abord attaque´s aux instances non sur-contraintes de la librairie. Afin de
les re´soudre nous avons branche´ sur la variable repre´sentant la violation du proble`me. Ainsi, lorsqu’elle
est fixe´e a` ze´ro, la back-propagation des contraintes multicost-regular permet de rendre « dures » les
contraintes du proble`me.
Mise a` part cette modification de la recherche, nous avons utilise´ le mode`le pre´sente´ au chapitre 9 tel
quel.
Notre mode`le trouve ainsi une solution optimale de couˆt 0 pour les instances ASAP pre´sente´es au
tableau 10.2. La colonne |E| × |T | indique les dimensions du proble`me en nombre d’employe´s et en jours
a` planifier.
Instance |E| × |T | Temps (s) #nœuds #backtracks Temps (s) (Me´t09)
Azaiez 13× 28 6.3 4006 5574 233
Sintef 24× 21 1.4 165 53 -
Millar-2S-1.1 8× 12 0.5 29 0 1
Millar-2S-1 8× 12 0.3 25 0 1
Ozkarahan 14× 7 0.2 24 5 1
Table 10.2 – Re´sultats de notre mode´lisation sur des instances ASAP
Ces premiers re´sultats nous indiquent que lorsque le couˆt de violation est fixe´, la re´solution est tre`s
rapide. Nous avons en effet des temps similaires, voire meilleurs aux temps de re´fe´rence donne´s avec la
librairie de proble`mes ASAP. Le nombre de backtrack montre que les 4 dernie`res instances sont en re´alite´
tre`s peu contraintes et que l’heuristique permet de construire presque directement une solution optimale.
Seule l’instance Azaiez provoque un nombre important de backtrack. Le solveur trouve en effet beaucoup
de solutions de couˆts supe´rieurs a` 200 avant de trouver l’optimal a` ze´ro apre`s 2 restarts.
Par la suite, nous nous sommes inte´resse´s aux instances sur-contraintes de la librairie de proble`mes.
Notre framework n’e´tant pas capable de lire les instances posse´dant des compteurs sur la charge de travail
provoque´e par une activite´, cela nous restreint au sous-ensemble d’instances pre´sente´es dans le tableau
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10.3. La difficulte´ a` trouver une premie`re solution de bonne qualite´ nous a oblige´ a` de´brancher le LNS de
la recherche de solution. Nous avons ne´anmoins laisse´ les restarts de manie`re a` ce que la colonne choisie
au de´part par l’heuristique soit incre´mente´e a` chaque restart modulo le nombre de jours a` planifier.
Pour trois de ces instances nous sommes en mesure de trouver l’emploi du temps ge´ne´rant une violation
optimale. Ne´anmoins, meˆme en laissant un temps conse´quent, la preuve d’optimalite´ n’est jamais re´alise´e
sur ces instances. Concernant les instances LLR et ORTEC01, nous obtenons en re´alite´ 330 pour LLR
et 295 pour ORTEC01. Nous avons ensuite lance´ la proce´dure LNS a` partir de ces solutions qui ont e´te´
ame´liore´es jusqu’a` obtenir les valeurs pre´sente´es dans le tableau 10.3.
Instance |E| × |T | Temps (s) Violations Optimal Violations & Temps (Me´t09)
GPost 8× 28 75 5 5 8 234
GPost-B 8× 28 625 3 3 -
LLR 27× 7 114 320 301 314 119
Valouxis 16× 28 4879 20 20 160 3780
ORTEC01 16× 31 2920 290 270 -
Table 10.3 – Re´sultats des instances sur-contraintes d’ASAP
10.3 A` propos de la taille de l’automate
Lors de la re´solution de ces instances, nous nous sommes pose´s la question de la taille des automates
que nous ge´ne´rions compte tenu du nombre important de re`gles qui sont agre´ge´es dans ces proble`mes.
La complexite´ de l’algorithme de filtrage de regular de´pend de la taille du graphe de´ploye´, e´gale dans
le pire des cas au produit du nombre de variables par la taille de l’automate. Si un tel algorithme peut
sembler inapplicable en the´orie sur des automates de trop grandes tailles, nos re´sultats expe´rimentaux
mettent deux choses en e´vidence. Tout d’abord, les ope´rations utilise´es pour construire automatiquement
un AFD a` partir de plusieurs re`gles tendent a` ge´ne´rer un automate de´ja` partiellement de´ploye´ (suite
aux intersections) et a` re´duire le nombre d’e´tats redondants dans les diffe´rentes couches (suite a` la
minimisation). Graˆce a` cela, le graphe de´ploye´ ge´ne´re´ pendant la premie`re phase d’initialisation de la
contrainte peut eˆtre largement plus petit que l’automate passe´ en parame`tre Π. Aussi, la seconde phase
d’initialisation re´duit conside´rablement encore le graphe de´ploye´ Πn car de nombreux e´tats finals ne
peuvent pas eˆtre atteints en exactement n transitions. Le tableau 10.4 donne le nombre de nœuds et d’arcs
dans les diffe´rents automates construits lors de la construction d’une contrainte multicost-regular pour
le proble`me GPost avec, dans l’ordre : la somme des tailles des AFD ge´ne´re´s pour chacune des re`gles, la
taille de l’AFD Π apre`s intersection et minimisation, l’AFD de´ploye´ apre`s les deux phases d’initialisation
de la contrainte (phase Avant, puis phase Arrie`re Πn).
Contrat Analyse
∑
AFD Π Avant Πn
Temps complet
#Nœuds 5782 682 411 230
# Arcs 40402 4768 1191 400
Temps partiel
#Nœuds 4401 385 791 421
# Arcs 30729 2689 2280 681
Table 10.4 – Illustration de la re´duction des graphes avant re´solution
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10.4 Conclusion
Nous avons re´alise´ dans ce chapitre des expe´rimentations sur des instances de proble`mes de plani-
fication de personnel issues des librairies NRP10 et ASAP. Ces librairies nous proposent des instances
de diffe´rentes tailles, parfois sur-contraintes et e´galement parfois mode´lise´es sous la forme de proble`mes
d’optimisation pures (pas de contraintes dures). Malgre´ ces diffe´rences de structures, le cadre de re´solu-
tion base´ sur la contrainte multicost-regular propose´ au chapitre 9 a permis de trouver d’excellentes
solutions a` toutes ces instances.
Si la preuve d’optimalite´ n’a e´te´ re´alise´e que pour les instances non sur-contraintes, les re´sultats
approchant les optimaux connus nous confirment que notre syste`me de re´solution est efficace tout en
conservant une ge´ne´ricite´ dans la cre´ation automatise´e du mode`le. Le cadre pre´sente´ est en effet capable
d’eˆtre autonome depuis la lecture du fichier d’instance jusqu’a` l’affichage d’une solution.
Ces expe´rimentations mettent par ailleurs en avant l’expressivite´ des automates et la capacite´ des
meta-contraintes-automates a` mode´liser des re`gles nombreuses et varie´es. Il est notamment plus facile de
modifier un automate ou de le cre´er de manie`re syste´matique que de multiplier les algorithmes de filtrage
pour les diverses contraintes. Les re´sultats obtenus lorsque la variable de violation est fixe´e montre que
la contrainte multicost-regular, graˆce a` l’agre´gation d’un ensemble de re`gles intrinse`quement lie´es,
permet un filtrage efficace.
Enfin, la qualite´ des solutions obtenues sur les proble`mes pures d’optimisation montre l’inte´reˆt de la
construction d’heuristiques s’appuyant sur la structure des contraintes. L’agre´gation de nombreuses re`gles
au sein d’une seule contrainte multicost-regular facilite par ailleurs ce travail.
Chapitre 11
Conclusion
L
’objectif de cette the`se e´tait de proposer un ensemble d’outils pour la mode´lisation et la re´solution
de proble`mes de planification de personnel. Nous avons volontairement limite´ notre e´tude applica-
tive aux proble`mes de planification d’infirmie`res, car ils offrent des re`gles me´tiers complexes, a` meˆme de
montrer la puissance de mode´lisation des automates.
Tout d’abord, nous avons montre´ qu’il e´tait possible de mode´liser sous forme d’automates ponde´re´s un
grand nombre de re`gles de se´quencement. Nous avons propose´, pour chaque type de re`gles, un algorithme
permettant d’automatiser la construction de l’automate. Nous avons propose´ un algorithme permettant
d’agre´ger les automates ponde´re´s, pour construire un automate multi-ponde´re´, repre´sentant le langage
des se´quencements autorise´s par l’ensemble des re`gles agre´ge´es.
Par la suite, nous avons de´veloppe´ les contraintes multicost-regular et soft-multicost-regular
offrant un filtrage efficace pour les contraintes multi-ponde´re´es. Ces contraintes permettent d’assurer
qu’une se´quence de variables, repre´sentant par exemple la succession d’activite´s d’une infirmie`re, respec-
tera ou pe´nalisera, pour la version souple, toutes les re`gles de se´quencement repre´sente´es par l’automate
multi-ponde´re´.
Graˆce a` ces contraintes, nous avons propose´ un mode`le complet en programmation par contraintes
pour re´soudre les proble`mes de planification de personnel. En nous appuyant sur le format XML propose´
par le groupe ASAP pour de´crire un proble`me de planification, nous avons de´veloppe´ un framework
capable de lire les diffe´rentes re`gles de se´quencement et de couverture, et de les traduire dans notre
mode`le de contraintes.
Afin d’ame´liorer la re´solution, nous avons propose´ plusieurs techniques, comme les heuristiques guide´es
par la structure de la contrainte multicost-regular et l’inte´gration de la recherche a` grand voisinage
(LNS). Nous avons e´galement essaye´ de relaˆcher les contraintes de couverture, a` l’aide d’une relaxation
lagrangienne. L’ide´e e´tait de calculer une borne infe´rieure a` la violation du proble`me, afin d’eˆtre capable
d’utiliser par la suite, la back-propagation des multicost-regular. Si l’approche imple´mente´e a donne´
des re´sultats excellents sur des petites instances, le comportement a e´te´ diffe´rent sur les instances ASAP.
Ceci est duˆ au fait que, malgre´ l’absence des contraintes de couvertures, trouver la solution optimale au
sein d’une multicost-regular reste un proble`me NP-difficile. Lorsque les couˆts sont modifie´s a` l’approche
de la borne infe´rieure, le proble`me devient extreˆmement difficile, et bien que l’optimal soit trouve´ tre`s
rapidement graˆce a` l’algorithme de filtrage de multicost-regular, la preuve d’optimalite´ prend un temps
trop important, pour permettre d’utiliser cette technique efficacement.
Le mode`le pur contraintes pre´sente´ au chapitre 9 a e´te´ par la suite e´prouve´ sur des instances issues
du monde re´el et de la compe´tition de planification d’infirmie`res NRP10. Les re´sultats obtenus, pre´sente´s
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chapitre 10, sont tre`s encourageants dans la mesure ou` nous nous comparons a` des me´thodes de´veloppe´es
spe´cifiquement pour chaque instance, la` ou` nous utilisons un cadre de mode´lisation et de re´solution
ge´ne´rique et automatise´. De plus, nous nous sommes attaque´s, notamment sur les instances NRP10,
a` des proble`mes d’optimisation purs, ou` la densite´ de solutions est tre`s importante. La puissance des
contraintes multicost-regular et soft-multicost-regular re´side, au dela` de l’aspect mode´lisation,
dans une capacite´ de filtrage accrue, par rapport a` un mode`le de´compose´. Or, dans le cadre de proble`mes
d’optimisation purs, il est fait usage uniquement de la back-propagation a` partir de la variable de couˆt
globale. De`s lors que cette variable est re´partie sur plusieurs contraintes de type multicost-regular, le
filtrage induit devient malheureusement anecdotique.
Nous obtenons cependant sur ces instances des re´sultats proches de l’optimal ce qui tend a` prouver
que l’heuristique s’appuyant sur la structure de multicost-regular propose des solutions de qualite´.
Nous n’avons pas fait de recherche sur les travaux autour des heuristiques s’appuyant sur les informations
fournies par les structures internes des contraintes, mais si le principe peut eˆtre ge´ne´rifie´, il serait un
atout important pour un solveur de contraintes.
Un aspect que nous n’avons pas aborde´, mais essentiel dans les re´sultats que nous avons obtenus, est
celui de l’implantation des contraintes multicost-regular et soft-multicost-regular. Nous traitons
en effet des automates et des graphes supports de grandes tailles. De plus, de nombreux parcours sont
effectue´s dans les graphes, pour calculer les diffe´rents plus courts chemins ne´cessaires au filtrage de nos
contraintes. Diffe´rentes versions de multicost-regular ont e´te´ implante´es dans CHOCO. Les principes
ge´ne´raux que nous en tirons sont les suivants :
Limiter au maximum l’utilisation du paradigme objet. Bien que l’implantation soit re´alise´e dans
le langage oriente´ objet java, les allocations de me´moires re´sultant de l’utilisation d’objets sont tre`s
couˆteuses, lorsqu’il s’agit de charger des graphes de grande taille. L’approche que nous avons retenue
est d’utiliser des structures minimalistes compose´es essentiellement d’entiers pour repre´senter les arcs et
les nœuds d’un graphe. L’existence d’un arc dans le graphe est ensuite repre´sente´ par un simple bit, ce
qui permet lors d’un retour arrie`re de le re´inse´rer dans le graphe a` moindre couˆt. Les structures dites
« backtrackables » sont e´galement couˆteuses non seulement en me´moire mais aussi pour les ope´rations
simples telle l’addition. La contrainte multicost-regular impose un maintien incre´mental des plus courts
et longs chemins, le long du graphe support. Il est ne´anmoins moins couˆteux de recalculer les valeurs a`
restaurer en cas de retour arrie`re plutoˆt que de les stocker au cours de la re´solution.
Ainsi notre implantation est stable en me´moire, c’est-a`-dire qu’apre`s l’initialisation du graphe support,
aucune me´moire n’est alloue´e dans la contrainte multicost-regular pendant la re´solution. Cela garantit
que si l’on est capable de charger le proble`me en me´moire, la re´solution n’engendrera pas de surcouˆt duˆ a`
la cre´ation de nouveaux objets. La me´moire consomme´e viendra uniquement de l’arbre de recherche des
solutions.
Au-dela` des outils que nous avons de´veloppe´s, nous offrons une re´flexion sur la puissance et les limites
des contraintes globales. Les contraintes multicost-regular et soft-multicost-regular re´solvent un
proble`me sous-jacent NP-difficile : le proble`me de plus court chemin sous contraintes de ressources.
L’utilisation de la relaxation lagrangienne pour re´aliser le filtrage de ces contraintes nous permet d’obtenir
de bons temps de calculs , mais ne permet pas de re´aliser un filtrage complet. Se pose alors la question
de la prochaine e´tape. Doit-on inte´grer un maximum de sous-proble`mes, fussent-ils NP-difficiles pour
enrichir le catalogue de´ja` tre`s complet de la programmation par contraintes ?
Au vu de la difficulte´ de de´veloppement et d’inte´gration de tels algorithmes, il faut eˆtre capable d’en
mesurer l’apport en terme de re´solution, mais aussi en terme de mode´lisation. La contrainte multicost-regular
est pour nous une re´ponse positive a` ces deux questions. Les re´sultats expe´rimentaux de la contrainte
soft-multicost-regular nous fournissent une indication de la limite que nous sommes capables d’at-
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teindre, en terme d’inte´gration au sein d’une contrainte globale.
De plus, de nombreux solveurs de contraintes permettent aujourd’hui d’acce´le´rer la recherche en paral-
le`lisant la recherche. Cette recherche acce´le´re´e donne un poids moins important aux algorithmes « intelli-
gents» de filtrage. Si lors de nos expe´rimentations nous avons montre´ qu’une contrainte multicost-regular
e´tait plus rapide et plus efficace qu’une conjonction de contraintes cost-regular, nous avons note´ que
le nombre de nœuds parcourus par seconde e´tait tre`s infe´rieur, du fait de l’importance des calculs ef-
fectue´s dans multicost-regular (la complexite´ algorithmique e´tant identique). L’algorithme de filtrage
de multicost-regular n’e´tant aujourd’hui pas parralle`lisable, il n’est pas dit qu’une recherche massive-
ment parralle`lise´e dans un mode`le de´compose´, ne sera pas a` l’avenir plus rapide. Bien suˆr le proble`me
e´tant NP-difficile, la puissance du filtrage restera toujours un argument, quelle que soit la puissance de
la machine.
Ce dernier constat indique qu’il faut aujourd’hui repenser les algorithmes de filtrage, et a fortiori les
syste`mes de contraintes, pour prendre en marche le train de la paralle`lisation. Nous avons par ailleurs
commence´ a` paralle`liser la recherche des plus courts chemins dans le graphe de la multicost-regular
avec des re´sultats tre`s prometteurs.
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Automates et programmation par contraintes
pour la planification de personnel
Julien Menana
Mots-cle´s : Automates, Planification de personnel, Programmation par contraintes, Relaxation lagran-
gienne, multicost-regular, soft-multicost-regular
De`s lors qu’une structure est organise´e, la capacite´ de placer les bonnes personnes au bon moment devient cruciale
pour satisfaire les besoins d’un service, d’une e´cole ou d’une entreprise. On de´finit les proble`mes de planification de
personnel comme le proce´de´ consistant a` construire de manie`re optimise´e les emplois du temps de travail du personnel.
La motivation de cette the`se est de proposer un moyen d’exprimer ces proble`mes de manie`re simple et automatique,
sans avoir a` intervenir ensuite dans le processus de re´solution. Pour cela, nous proposons de rassembler le pouvoir
de mode´lisation des automates avec la capacite´ de la programmation par contraintes a` re´soudre efficacement des
proble`mes complexes. Le caracte`re expressif des automates est ainsi utilise´ pour mode´liser des re`gles de se´quencement
complexes. Puis, afin d’inte´grer ces automates multi-ponde´re´s dans un mode`le de programmation par contraintes,
nous introduisons un nouvel algorithme de filtrage base´ sur la relaxation lagrangienne : multicost-regular. Nous
pre´sentons e´galement une version souple de cette contrainte permettant de pe´naliser les violations d’une re`gle mode´lise´e
par un tel automate : soft-multicost-regular. Le mode`le contraintes base´ sur ces contraintes est automatiquement
construit. Il est re´solu a` l’aide de la librairie de contraintes CHOCO et a e´te´ teste´ sur des instances re´alistes issues des
librairies ASAP et NRP10. La recherche de solution est ame´liore´e par l’utilisation d’heuristiques spe´cifiques base´es sur
les regrets et s’appuyant sur la structure des contraintes multicost-regular et soft-multicost-regular.
Automata and Constraint Programming for
Personnel Scheduling Problems
Julien Menana
Keywords : Automata, Personnel scheduling problems, Constraint programming, Lagrangian relaxa-
tion, multicost-regular, soft-multicost-regular
As soon as a structure is organized, the ability to put the right people at the right time is critical to satisfy the
need of a department, a school or a company. We define personnel scheduling problems as the process of building,
in an optimized manner, the personnel schedules. The aims of this thesis are to propose a mean to express those
problems in a simple and automatic way, avoiding the user to interact with the technical aspects of the resolution.
For that matter, we propose to mix the modeling power of automata with the efficiency and modularity of constraint
programming for complex problem solving. Thus, we use the expressiveness of the finite multi-valued automata to
model complex scheduling rules. Then, to make use of those built automata, we introduce a new filtering algorithm for
multi-valued finite automata based on Lagrangian relaxation : multicost-regular.We also introduce a soft version of
this constraint that has the ability to penalize violated rules defined by the automaton : soft-multicost-regular. The
constraint model is automatically built. It is solved using the constraint library CHOCO and the whole modeling-solving
process has been tested on realistic instances from ASAP and NRP10 libraries. The solution search is finally improved
using specialized regret-based heuristics using the structure of multicost-regular and soft-multicost-regular.
