To realize effective and rapid dynamic biometric identification with low computational complexity, a video-based facial texture program that extracts local binary patterns from three orthogonal planes in the frequency domain of the Gabor transform (GLBP-TOP) was proposed. Firstly, each normalized face was transformed by Gabor wavelet to get the enhanced Gabor magnitude map, and then the LBP-TOP operator was applied to the maps to extract video texture. Finally, weighted Chi square statistics based on the Fisher Criterion were used to realize the identification. The proposed algorithm was proved effective through the biometric experiments using the Honda/UCSD database, and was robust against changes of illumination and expressions.
Introduction
Biometric identification system receives extensive attention in both academic and industrial realms. A practical biometric system should have the specified recognition accuracy, speed, and specific environment. A number of biometric characteristics are in use in various applications, such as DNA, face [1] , fingerprint, voice, and iris. In the last decade, the use of biological signals like EEG and Brain Waves [2] has caught much attention. And now, multimodal biometric authentication systems [3] arise rapidly. Face recognition appears to offer several advantages over other biometric methods .The applications of facial recognition range from a static, controlled "mug-shot" verification to a dynamic recognition [1] . In order to create a successful facial recognition program, the construction of a facial model is given first priority, followed by the designation of a classifier.
Dynamic video-based facial recognition [4] has many advantages compared to identification based on static images, and three-dimensional facial models obtained from video sequences and highresolution images can improve recognition success. In a word, time and motion play a very important role in video-based facial recognition [5] .
There are two main ideas in current video-based facial recognition: Extract the most representative frame out of the video sequences, and then use traditional methods, including the geometrical feature approach [6] , model method, and statistical method, among others. The other current procedure is to regard the video as a collection of video frames, and using a 3D probabilistic model approach with the spatiotemporal data [7] , design a video texture description from the imagery [8] to improve the recognition rate. The focus of video-based face recognition is to make full utilization of the spatiotemporal information of the face to overcome such difficulties as low resolution, the large-scale range of changes in illumination, and posture changes, all with low computational complexity.
This article proposes a method for facial texture description and corresponding recognition based on local Gabor binary pattern from three orthogonal planes. This method aims to effectively express video-based facial texture and perform recognition with low computational complexity, based on video frame sets. By combining Gabor transform and LBP-TOP operator, this algorithm is able to extract video-based facial texture integrated features from multiple angles, thus exhibiting improved capacity of expressing feature histograms. In addition, the proposed algorithm demonstrates robustness against changes of illumination and expression, and strong discrimination ability.
Framework of the proposed algorithm
A novel video-based facial representation and recognition method is proposed in this paper. Figure  1 illustrates the framework of the proposed algorithm, and the strategy is as follows:
1. Normalize the face frames extracted from the video sequence by the coordinate of the eyes. According to Figure 1 , the proposed algorithm takes into account important feature information in the frequency, spatial, and time domains simultaneously. By using the GLBP-TOP histogram, not only can the video texture information be obtained, but also the statistical information of the local area. The histogram vector of each local area in a particular order is joined together to get overall texture information of the entire facial video sequence. This video-based facial recognition method proved to be quick and effective even with illumination and expression changes, and was realized with low computational complexity.
Video-based facial texture representation

Enhanced Gabor magnitude images
The Gabor wavelet [9] has good success in extracting target information from local spatial and frequency domains [10] .
The definition of the 2D Gabor wavelet is:
where ȣandȤ represent the orientation and scale of the Gabor kernel, z = (x, y) represent a pixel of the image. The Gabor feature of facial images can be obtained from the convolution of an image and the Gabor filter as:
where f(x, y) is the image to be transformed. The convolution result of the Gabor wavelet and the image is a complex response composed of real and imaginary components (filter coefficients). The amplitude is relatively stable, not rotated along with position, and reflects the energy spectrum of the image, so it is often represented as a facial feature. The amplitude is represented as:
where Re(G(x, y)) represents the real part , Im(G(x, y)) represents the imaginary part of the convolution result. Take m={0,1} and n={0,1,2,3} amplitude texture in two scale and four orientation, and try to enhance the feature of the Gabor magnitude texture as: 
Local binary patterns from three orthogonal planes
VLBP (Volume Local Binary Pattern) adds motion information to the original LBP [11] [12] [13] . It extracts the texture and motion features, and can be used for facial recognition in an image sequence. VLBP can be calculated as:
where I c corresponds to the gray value of the center pixel, I p refers to gray values of 3P+2 neighbors equally spaced pixels on a circle of radius R. These neighbors include not only the P neighbor pixels of the current frame, but also P+1 neighbor pixels of two frames whose time interval is L. Figure 2 illustrates the process of the LBP-TOP operator [14, 15] . A video sequence can be considered as a stack of XY planes whose center axis is the time axis T, but it ignores the fact that the image sequence can also be stacked by the XT plane with the center axis of Y axis, and stacked by the YT plane with the center of X axis. The XT and YT planes provide valuable information about the spatial and temporal transition. And the LBP-TOP operator extracts the cascading LBP features in the three orthogonal planes of XY, XT and YT, considering the change information of texture in these three directions. The motion and appearance information of the video sequences can be represented, which include spatial information (XY-LBP) and time-spatial domain information (XT-LBP and YT-LBP). The LBP-TOP operator can reduce the dimension of the histogram from 2 3P+2 to 3×2 P with respect to the VLBP operator when the P neighbor pixels are considered in one frame, greatly reducing the dimension of the histogram, and the computational complexity.
Video-based face recognition
Weighted Chi square statistics
Since GLBP-TOP is a sequence composed of multiple histograms, Chi square statistics can be used to measure the similarity between two sequences of histograms. Chi square statistics are calculated as:
where S and M represent two histograms, and L is the dimension of the histogram. Different weights should be given to different regions of the human face, reflecting the variations of each region, and having a positive impact on the recognition. According to the analysis above, the similarity calculation can be rewritten as:
where, w j is the weight of j-th block in the global feature.
Weights learned based on Fisher criterion
The main idea of the Fisher criterion is to learn the weights of each region based on keeping the within-class scatter as small as possible and between-class scatter as large as possible [16, 17] . For the C class problem, the similarities of the different samples from the same class form the within-class scatter, while the difference samples from different classes form the between-class scatter. Then the similarity mean and variance of the within-class can be calculated by Eqs. (8) and (9).
The within-class similarity mean is calculated as:
The within-class similarity variance is:
where N i represents the number of samples belonging to class i, and b is used to indicate the current block. Similarly, the mean and variance of the between-class similarity mean and variance can be calculated with Eqs. (10) and (11) . The between-class similarity mean can be found with:
The between-class similarity variance is calculated as:
And finally, the weight of block b can be calculated as: Figure 3 illustrates the results of the weights learned based on the Fisher criterion. Darker intensity means smaller weight and brighter intensity means larger weight. If the difference between the withinclass similarity mean and the between-class is large, and both the variances are small, then the block has a better ability to identify, and a corresponding relatively large weight should be assigned to this block, otherwise the weight should be small.
The experiment and analysis
The Honda/UCSD database [18] has been widely used in video-based facial recognition. In the Honda/UCSD database, the training set contains 20 videos of 20 people, and the test set contains 39 videos of 19 people. In addition, since the videos in the Honda/UCSD database were collected at different time periods, and the expression and illumination vary, the robustness of the proposed method against changes of illumination and expressions could be proved .The front facial images extracted from the video sequences were normalized to 183 pixels × 229 pixels. For this database, accuracy is the most intuitive criterion for the evaluation of the algorithm's performance.
When the length of the video sequence was 7 frames, the results of VLBP [14] , LBP-TOP [14] , Extend VLBP (EVLBP) [19] , Gabor filter-based VLBP (GVLBP), Gabor filter-based LBP-TOP (GLBP-TOP) and Weighted Gabor filter-based LBP-TOP (WGLBP-TOP) are presented in Table 1 and Figure 4 .
In LBP-TOP PXY, PXT, PYT, RX, RT, RY operator description, P XY , P XT , and P YT represented the number of neighboring pixels of the XY plane, the XT plane, and the YT plane, respectively, and R X , R T , and R Y represented the circle radius of neighbors in different planes. The classification was driven by the nearest neighbor classifier (1NN) based on Chi square statistics. And in WGLBP-TOP, the weighted Chi square statistics based on the Fisher Criterion were used in the matching phase.
Compared to the simple methods adopting just the VLBP or LBP-TOP facial representations, the proposed method is an effective video-based facial recognition. The faces in the tested videos were collected at different time periods. The comparison of the proposed algorithm with other algorithms is shown in Figure 4 , and it validates the effectiveness of the proposed method. In addition, the proposed method also demonstrated good robustness against changes of illumination and expressions. In the proposed algorithm, the size of the video frame sets had great influence on the recognition rate, as shown in Table 2 and Figure 5 . If more video frames were considered, a higher recognition rate was achieved, to a certain extent, although the time consumption increased.
The results above reveal that the longer the video sequence is, the better the results will be. This can be explained by the fact that the longer the video sequence is, the more probability of the system learning the facial dynamics of the individual. While the available information increased, the noise that influenced the recognition performance increased as well, and increased the time spent to acquire a match. Continuously increasing the video frame sets did not necessarily improve the recognition rate. However, the proposed method ensured a better recognition performance with low computational complexity.
Conclusion
A robust dynamic biometric identification algorithm from multiple views (moving images) using GLBP-TOP method was presented. It stood up well to light variations and expression changes, and other inconsistencies and interferences. The weighted learning algorithm based on the Fisher Criterion was also used in the matching and recognition phase to further improve the system's recognition performance. There is still room for improvement, including designating a more efficient classifier, but the proposed system showed advantages over current identifiers.
