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ABSTRACT
The distribution of dark matter in dwarf galaxies can have important implications on our under-
standing of galaxy formation as well as the particle physics properties of dark matter. However,
accurately characterizing the dark matter content of dwarf galaxies is challenging due to limited data
and complex dynamics that are difficult to accurately model. In this paper, we apply spherical Jeans
modeling to simulated stellar kinematic data of spherical, isotropic dwarf galaxies with the goal of
identifying the future observational directions that can improve the accuracy of the inferred dark
matter distributions in the Milky Way dwarf galaxies. We explore how the dark matter inference is
affected by the location and number of observed stars as well as the line-of-sight velocity measurement
errors. We use mock observation to demonstrate the difficulty in constraining the inner core/cusp of
the dark matter distribution with datasets of fewer than 10,000 stars. We also demonstrate the need
for additional measurements to make robust estimates of the expected dark matter annihilation signal
strength. For the purpose of deriving robust indirect detection constraints, we identify Ursa Major
II, Ursa Minor, and Draco as the systems that would most benefit from additional stars being observed.
1. INTRODUCTION
The standard ΛCDM model, consisting of the cosmo-
logical constant Λ and cold dark matter (CDM), has had
remarkable success at predicting physics on large scales,
e.g., the cosmic microwave background (Aghanim et al.
2018) and the large-scale distribution of matter in the
Universe (Tegmark & Zaldarriaga 2002, 2009; Hlozek
et al. 2012), but faces several small-scale challenges (Bul-
lock & Boylan-Kolchin 2017). Among these challenges is
the “core-cusp problem” (Flores & Primack 1994; Moore
1994)—ΛCDM predicts that, in the absence of baryonic
physics, dark matter (DM) halos universally follow a
Navarro-Frenk-White (NFW) density profile (Navarro
et al. 1997), which steeply rises as ρ ∝ r−1 towards
central regions. However, a number of measurements
of rotation curves and stellar dynamics have suggested
that the DM distribution in the centers of dwarf galaxies
may be more consistent with having a constant density
core (e.g., Flores & Primack 1994; Moore 1994; Salucci
& Burkert 2000; Swaters et al. 2003; Spekkens et al.
2005; Walter et al. 2008; Oh et al. 2011, 2015). In this
paper, we apply spherical Jeans modeling to individual
stars in simulated dwarf galaxies to characterize the ob-
servational regimes in which the method can robustly
distinguish a cored halo from a cuspy one.
If the DM halos of dwarf galaxies truly are cored,
one potential way to explain the apparent discrepancy is
through baryonic physics. During baryonic contraction,
the central density of a galaxy increases due to the in-
fall of dissipative baryons, deepening the potential well
and dragging DM into the central region, which leads to
the formation of a DM core—this happens primarily in
Milky Way-sized galaxies (Blumenthal et al. 1986). On
smaller scales, stellar feedback can lead to core forma-
tion due to the ejection of baryons (Navarro et al. 1996;
Read & Gilmore 2005; Mashchenko et al. 2006; Pontzen
& Governato 2012).
While there is qualitative agreement in the simulation
literature surrounding the formation of cores in dwarf
galaxy-sized DM halos, there is considerable scatter in
the quantitative results from various works. Recent
studies of hydrodynamic simulations have shown that
lower mass dwarfs (M∗ . 106M) have cuspy DM halos,
while efficient core formation from stellar feedback turns
on around M∗ ∼ 109M; for galaxies slightly more mas-
sive than the Milky Way, the DM halo reverts back to a
cuspy distribution (see, e.g. Di Cintio et al. 2014; Tollet
et al. 2016; Lazar et al. 2020). Read et al. (2016) cor-
related the presence of cores to an active stellar forma-
tion history in isolated simulated dwarf galaxies. Simi-
larly, simulations with a lower density threshold for star
formation, for example Auriga (Grand et al. 2017) and
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2APOSTLE (Sawala et al. 2016), find that cores do not
form at dwarf galaxy sizes (Bose et al. 2019). Core for-
mation thus depends on the baryonic feedback model,
and while present observations are inconsistent with low
star formation thresholds (Dutton et al. 2019; Ben´ıtez-
Llambay et al. 2019), reliable observational evidence for
cusps or cusps in dwarf galaxies has important impli-
cations for understanding stellar feedback and galaxy
formation.
A different approach to resolving the core-cusp prob-
lem is to modify the particle model of DM itself—for
example, models of self-interacting dark matter (SIDM)
notably predict the formation of central cores in the DM
density profiles of low-mass galaxies (Spergel & Stein-
hardt 2000). There has been extensive work in the lit-
erature studying halo formation in SIDM (e.g. Tulin &
Yu 2018; Fitts et al. 2019; Despali et al. 2019; Robles
et al. 2019). In addition to SIDM, other theories of
DM can also predict different halo properties from the
ΛCDM prediction, e.g., theories of dissipative DM have
been shown to lead to the formation of halos with in-
ner density profiles that are more steeply cusped than
NFW halos (Shen et al. 2020). The inner profiles of
dwarf galaxy DM halos can therefore encode informa-
tion about the particle physics that governs the DM.
Whether the Milky Way dwarf galaxies truly all reside
in cored or cuspy halos, or there is a large scatter in the
inner density profile shapes, there would be important
consequences for our understanding of the underlying
baryonic and DM physics. At present, there is a lack of
consensus in the dwarf galaxy literature on whether the
stellar data favors cuspy or cored DM distributions. One
specific example is the case of Sculptor, one of the more
extensively analyzed dwarf galaxies in the mass model-
ing literature. Sculptor has been observed to have two
chemo-dynamically distinct subpopulations of stars with
different half-light radii, which can be leveraged to con-
strain the DM density at two different radii. Battaglia
et al. (2008) applied separate Jeans analyses to the two
stellar components and found that either a cored halo
or an NFW halo were statistically consistent with their
data. Walker & Pen˜arrubia (2011) applied a mass esti-
mator to the data for the two components and concluded
that their analysis ruled out an NFW profile at & 99%
significance. Amorisco & Evans (2012) used a separable
distribution function method and found strong statisti-
cal preference for a cored DM profile, while Strigari et al.
(2017) found that with a more flexible distribution func-
tion model, the statistical preference went away and the
data was consistent with an NFW halo.
Aside from addressing the core-cusp problem, robustly
inferring the DM density distribution in dwarf galaxies is
also important in the context of DM indirect detection.
Indirect detection is the process in which DM annihilates
or decays into Standard Model (SM) particles, and the
resulting SM particles are subsequently detected. The
probability of detecting such a signal is maximized in re-
gions of the sky with high DM density, such as the cen-
ters of dwarf galaxies or the Milky Way Galactic Center
(GC). Indeed, an excess of ∼ GeV photons was detected
near the GC by the Fermi Large Area Telescope (At-
wood et al. 2009), which could be interpreted as a signal
of DM annihilation (e.g. Goodenough & Hooper 2009;
Daylan et al. 2016; Calore et al. 2015b; Ajello et al.
2016). However, DM analyses near the GC are compli-
cated by bright and complex astrophysical backgrounds,
and it is important to have complementary search tar-
gets, some of which have excluded or placed the DM
interpretation of the excess under tension (e.g., Acker-
mann et al. 2015; Albert et al. 2017; Lisanti et al. 2017a;
Chang et al. 2018; Calore et al. 2018; Hoof et al. 2018;
Di Mauro et al. 2019).
Some of the complementary targets studied in the
indirect detection literature have been the Milky Way
halo at high latitudes (Chang et al. 2018; Zechlin et al.
2018; Ackermann et al. 2012), galaxy groups (Lisanti
et al. 2017a,b), Andromeda (Di Mauro et al. 2019),
and stacked dwarf galaxies (e.g., Ackermann et al. 2011;
Geringer-Sameth & Koushiappas 2011; Ackermann et al.
2015; Albert et al. 2017; Calore et al. 2018; Hoof et al.
2018). In particular, dwarf galaxies are generally con-
sidered to be the most robust search targets within the
indirect detection literature, because they are expected
to have little astrophysical background emission (Gal-
lagher et al. 2003; Grcevich & Putman 2009).
In general, the expected signal flux from DM annihi-
lation is proportional to the so-called astrophysical J-
factor, which is defined as the integrals over the solid
angle Ω and along the line of sight s of the DM density
squared,
J =
∫
ds
∫
dΩ ρ2(s,Ω) , (1)
where ρ is the DM density. The robustness of any dwarf
galaxy-based indirect detection constraint on DM an-
nihilation is dependent on accurately estimating the J-
factors of the analyzed dwarf galaxies, and therefore de-
pendent on accurately inferring their DM density distri-
butions.
Finally, reliably reconstructing the total DM mass in
dwarf galaxies also has important scientific ramifica-
tions. As we demonstrate in this paper, this is related
to—but can be separate from—accurately inferring the
full DM density distribution, because while the den-
sity and enclosed mass distributions are directly related,
3there can be cases where the total mass is accurately es-
timated even if the shape of the density distribution is
not fully reconstructed. Obtaining accurate estimates
of the total DM mass in dwarf galaxies plays a key role
in determining the low-mass end of the stellar-to-halo
mass relation (SHMR) (see Wechsler & Tinker (2018)
for a review of the galaxy-halo connection). Studies on
simulations have found that galaxy formation is signif-
icantly suppressed in DM halos with virial mass below
∼ 108M (e.g., Read et al. 2017; Benitez-Llambay &
Frenk 2020), leading Behroozi et al. (2013); Garrison-
Kimmel et al. (2017) to propose scatter at the low-mass
end of the SHMR. A more accurate determination of
the DM halo mass in the smallest dwarf galaxies would
help empirically anchor the SHMR for the smallest sys-
tems, for which the uncertainty on the relation between
galaxies and their DM halos is the largest.
In this paper, we apply spherical Jeans modeling
(Jeans 1915; Binney 1980; Merritt 1985; Dejonghe &
Merritt 1992) to simulated dwarf galaxy kinematic
datasets, varying over properties of the mock observa-
tions such as the total number of observed stars, the
measurement error on line-of-sight velocities, as well as
the locations of the observed stars (e.g., whether they
are primarily in the central region of the dwarf or far-
ther out). We choose to focus on spherical isotropic
dwarf galaxies in equilibrium. By studying the limita-
tions of the Jeans analysis method even in this simplified
scenario, we are able to identify which observational ad-
vancements are more likely to make an impact on our
ability to accurately reconstruct the properties of dwarf
galaxy DM halos in the near future.
This paper is organized as follows. In Section 2,
we present details on the Jeans modeling method and
simulated datasets used in this study. In Section 3,
we explore the effects of the number of observed stars
(Sec. 3.1), the measurement errors of the line-of-sight
velocities (Sec. 3.2), and the locations of the observed
stars (Sec. 3.3) on the DM inference. Sec. 3.4 explores
the impact of degeneracies between model parameters.
Sec. 4 recasts our results into the context of J-factors for
indirect detection, where we emphasize the dependence
of the indirect detection results on the priors chosen in
the Jeans analysis and discuss recommendations for fu-
ture observations. We summarize our main conclusions
in Sec. 5.
2. METHODS
In this section, we describe the Jeans modeling proce-
dure we employ (Sec. 2.1), the models we use to param-
eterize the distributions of the DM (Sec. 2.2) and the
stars (Sec. 2.3), the specifics of the mock data we gen-
erate (Sec. 2.4), and the priors we assume for the model
parameters throughout our analysis (Sec. 2.5). We use
the public code StarSampler1 to generate our mock
data.
2.1. Jeans Modeling
We summarize the standard procedure for inferring
the velocity dispersion profile of the stars in a dwarf
galaxy from measurements of their line-of-sight veloc-
ities, following the derivations of Binney & Mamon
(1982); Binney & Tremaine (2008). We start with the
collisionless Boltzmann equation,
∂f
∂t
+ ~v
∂f
∂~x
− ∂Φ
∂~x
.
∂f
∂~v
= 0 , (2)
where f is the phase-space density of a stellar tracer
population, a function of the position ~x and velocity ~v
of each star, and Φ is the gravitational potential of the
dwarf galaxy. Multiplying Eq. (2) by velocity compo-
nent vj and integrating over all velocities, we have
∂
∂t
(νvj) +
∂
∂xi
(νvivj) + ν
∂Φ
∂xj
= 0 , (3)
where we have defined ν =
∫
d~v3f(~x,~v), the spatial
number density of the tracer stars. Assuming the sys-
tem is spherically symmetric and is in steady state (and
therefore the ∂/∂t term is negligible), we have
∂
∂r
(νσ2r) + ν
(
∂Φ
∂r
+
2σ2r − σ2θ − σ2φ
r
)
= 0 , (4)
where σ2i is the square of the i
th component of the ve-
locity dispersion, i.e., σ2i = 〈v2i 〉 − 〈vi〉2, for i ∈ {r, θ, φ}.
We can then define the velocity anisotropy,
β(r) = 1− σ
2
θ + σ
2
φ
2σ2r
, (5)
and explicitly write the potential as
Φ = −GM(< r)
r
, (6)
where G is the gravitational constant and M(< r) is the
enclosed mass within radius r. Plugging these quantities
back into Eq. (4), we end up with the following first-
order differential equation for νσ2r :
1
ν
[
∂
∂r
(νσ2r) +
2β(r)
r
(νσ2r)
]
= −GM(< r)
r2
. (7)
1 https://github.com/maoshenl/StarSampler
4The generic solution to Eq. (7) takes the form
ν(r)σ2r(r) =
1
g(r)
∫ ∞
r
GM(< r˜)ν(r˜)
r˜2
g(r˜)dr˜ , (8)
where the new function g(r) is defined as
g(r) = exp
(
2
∫
β(r)
r
dr
)
. (9)
The enclosed mass M(< r) in Eq. (8) can be related
to the overall density distribution by
M(< r) = 4pi
∫ r
0
ρ(s)s2ds , (10)
where, again, we have assumed spherical symmetry of
the system. While both the stars and DM contribute
to the mass density distribution, i.e., ρ = ρDM + ρstars,
we expect the density of DM to dominate, and there-
fore make the approximation ρ ≈ ρDM. This is a valid
approximation due to the large mass-to-light ratios of
dwarf galaxies, Mhalo/M∗ ≈ 102–105 (Garrison-Kimmel
et al. 2017).
In practice, typically only projected radii and line-
of-sight velocities are measured, and therefore Eq. (8)
needs to be projected along the line of sight. To do
so, we use the Abel transform, defined for a spherically-
symmetric function as
S(R) = 2
∫ +∞
R
s(r)rdr√
r2 −R2 , (11)
where s(r) is the function in three-dimensional spherical
coordinates, R is the projected radius, and S(R) is the
resulting projected function. Projecting Eq. (8) along
the line of sight leads to the equation (Binney & Mamon
1982; Mamon & Boue´ 2010)
σ2p(R)I(R) = 2
∫ ∞
R
(
1− β(r)R
2
r2
)
ν(r)σ2r(r)r√
r2 −R2 dr ,
(12)
where σp is the projected velocity dispersion profile and
I(R) is the projected number density distribution of the
tracer stars, given by
I(R) = 2
∫ ∞
R
ν(r)rdr√
r2 −R2 . (13)
Throughout the remainder of this paper, I(R) is referred
to as the surface brightness profile or light profile.
Using Eq. (12), we build a likelihood function to fit
the observed data and extract information on the dark
matter distribution. In the literature, the analysis has
been performed in either a binned (e.g., Strigari et al.
2007b; Charbonnier et al. 2011) or unbinned (e.g., Stri-
gari et al. 2008) fashion. In this work, we will focus on
the unbinned analysis. The unbinned Gaussian likeli-
hood function is given by (Strigari et al. 2008)
L =
Nstars∏
i=1
(2pi)−1/2√
σ2p(Ri) + ∆
2
vi
exp
[
−1
2
(
(vi − v)2
σ2p(Ri) + ∆
2
vi
)]
,
(14)
where v is the mean velocity for the population of tracer
stars, and for star i, vi is the measured line-of-sight ve-
locity, σp(Ri) is the intrinsic velocity dispersion at the
projected radius Ri, and ∆vi is the velocity measure-
ment error. In our analysis, we choose closed-form pa-
rameterizations for the stellar and dark matter distri-
butions, thereby reducing the number of integrals that
need to be performed when calculating the likelihood.
It is important to emphasize the interplay between the
intrinsic velocity dispersion and the measurement error
in Eq. (14)—if the measurement errors are subdominant
to the intrinsic velocity dispersion of the system, it is not
expected that improvements to the line-of-sight velocity
measurements would drastically improve the quality of
the fit. This will be further discussed in Sec. 3.2.
The degeneracy between the velocity anisotropy, β(r),
and the enclosed mass profile, M(< r), is a known
complication in Jeans modeling (e.g., Merrifield & Kent
1990; Wilkinson et al. 2002; Lokas & Mamon 2003;
De Lorenzi et al. 2009; Read & Steger 2017; Genina
et al. 2019). It can be seen from Eq. (12) that β(r)
and σ2r(r) are degenerate with each other, which, com-
bined with Eq. (8), implies that β(r) is degenerate with
M(< r). Unfortunately, β(r) can only be measured with
full 3D velocity information, which is not yet available
for the majority of the stars in dwarf galaxies. It is
therefore common in Jeans analyses to assume a para-
metric model for β(r) and fit for it in conjunction with
fitting for M(< r) (e.g., Mamon &  Lokas 2005; Mamon
et al. 2013; Geringer-Sameth et al. 2015a; Bonnivard
et al. 2015; Mashchenko 2015). The effect on dynamical
mass modeling estimates when the assumed β(r) model
does not match the true velocity anisotropy distribu-
tion has been studied in El-Badry et al. (2017). In this
work, we choose to focus entirely on isotropic datasets
and models in order to understand the limitations of the
Jeans modeling procedure even in the absence of addi-
tional complications due to velocity anisotropy, i.e., we
assume
β(r) = 0 . (15)
2.2. Dark Matter Profile
Using StarSampler, we generate the tracer stars in
a DM potential which follows the Hernquist/Zhao profile
5(Hernquist 1990; Zhao 1996)
ρZhaoDM (r) = ρ0
(
r
rs
)−γ [
1 +
(
r
rs
)α](γ−β)/α
, (16)
where α, β, γ are the slopes of the distribution, ρ0 is
the overall normalization of the density profile, and rs
is the scale radius—in particular, γ sets the asymptotic
inner slope of the distribution. This model has five free
parameters, which introduces too many degenerate de-
grees of freedom into the model to effectively constrain
the parameters (we discuss the role of degeneracies in
Sec. 3.4). We therefore simplify the DM profile by set-
ting α = 1 and β = 3, which reduces Eq. (16) to a
generalized Navarro-Frenk-White (gNFW) distribution
with inner slope parameter γ, defined as (Navarro et al.
1997)
ρgNFWDM (r) = ρ0
(
r
rs
)−γ (
1 +
r
rs
)−(3−γ)
. (17)
While we use the gNFW distribution to model the
DM profile in our fiducial analysis setup, we additionally
consider the special cases where the inner slope γ = 0
or 1. The case of γ = 1 corresponds to the standard,
cuspy Navarro-Frenk-White (NFW) profile
ρNFWDM (r) = ρ0
(
r
rs
)−1(
1 +
r
rs
)−2
, (18)
whereas the case of γ = 0 leads to a constant density
central core. We refer to this distribution as the cored
NFW (NFWc) distribution, given by
ρNFWcDM (r) = ρ0
(
1 +
r
rs
)−3
. (19)
The profiles defined by Eqs. (17)–(19) give rise to closed-
form enclosed mass distributions, which we list in Ap-
pendix A for reference.
2.3. Light Profile
Using StarSampler, we can model the stellar den-
sity distribution also as a Hernquist/Zhao profile
ν(r) = ρ∗
(
r
r∗
)−γ∗ [
1 +
(
r
r∗
)α∗](γ∗−β∗)/α∗
. (20)
In this paper, we generate stars following a Plummer
profile, which is a specific case of Eq. (20). For ease of
comparison across different samples, the stellar mocks
are all generated with the same level of “embeddedness”
in their respective DM halos by setting the scale radius
of the tracers, r∗, to be equal to the scale radius of the
DM distribution, rs.
Correspondingly, in our Jeans analysis, we model the
stellar density ν(r) as a 3d Plummer profile (Plummer
1911), defined as
ν(r) =
3L
4pia3
(
1 +
r2
a2
)−5/2
, (21)
where L is the total luminosity and a is scale length
of the distribution. Eq. (21) has the same form as
Eq. (20), with α∗ = 2, β∗ = 5, γ∗ = 0, r∗ = a, and
ρ∗ = 3M/(4pia3).2 The surface brightness profile (or
light profile), which is the projection of ν(r) along the
line of sight, is then given by the closed-form expression
I(R) =
L
pia2
(
1 +
R2
a2
)−2
. (22)
Because we have assumed the contribution of the stel-
lar tracers to the gravitational potential is negligible,
changing the value of L in Eqs. (21) and (22) does not
meaningfully affect the result of the Jeans modeling.
2.4. Mock Data
We generate datasets with four different sets of DM
halo parameters (summarized in Table 1). Our param-
eter choices span different halo masses and either an
inner cusp or inner core in the DM density profile while
maintaining approximately the same halo concentration.
Due to the large amount of scatter in the theoretical
predictions for the subhalo mass-concentration relation,
we choose not to focus on a specific mass-concentration
model; however, the concentrations of our simulated ha-
los are consistent with theoretical predictions in the lit-
erature for the relevant mass range (Pieri et al. 2011;
Sa´nchez-Conde & Prada 2014; Moline´ et al. 2017).
Parameter sets I and III correspond toM200 ∼ 109M
halos, while sets II and IV correspond to smaller halos
with mass M200 ∼ 107M. We emphasize that we have
chosen to study M200 ∼ 107M halos for demonstra-
tive purposes, to study how the effect of the measure-
ment error on the line-of-sight velocities impacts less
massive halos differently from more massive ones. We
have adopted a generalized definition of the halo con-
centration, c200 ≡ r200/rs, for all of the parameter sets
that we generate, where r200 is the radius within which
the average density is 200 times the critical density of
the Universe at redshift z = 0. The virial mass M200 is
subsequently defined as the enclosed mass at r200.
2 In practice, when we generate our samples, we follow the exam-
ples of StarSampler and Walker & Pen˜arrubia (2011) and set
γ∗ = 0.1 rather than γ∗ = 0 for ease of comparison. We do not
expect it to affect the results.
6ρ0 rs γ M200 c200 σp
[M/kpc3] [kpc] [M] [km/s]
Cusp I 6.4× 107 1 1 1.9× 109 25.8 14.6
II 6.4× 107 0.2 1 1.5× 107 25.8 2.9
Core III 6.4× 107 1 0 1.4× 109 23.6 9.5
IV 6.4× 107 0.2 0 1.1× 107 23.6 1.9
Table 1. DM halo parameters and properties of the datasets generated in this work. ρ0, rs, and γ are the true values of the
normalization, scale length, and inner slope input into Eq. (17). M200 is defined as the enclosed mass at r200, the radius within
which the average density is equal to 200 times the critical density of the Universe at redshift z = 0, derived from the true
density distribution. We adopt a generalized definition of the concentration c200 ≡ r200/rs for all of our parameter sets. σp is
the median line-of-sight velocity dispersion across all the datasets generated for each set of parameters (10 realizations each for
sample sizes of 20, 100, 1000, and 10,000 stars, resulting in a total of 40 datasets).
Parameter Prior
log10(a/kpc) [−3, 3]
log10(L/L) [−2, 5]
ln(ρ0/(M kpc−3)) [5, 30]
ln(rs/kpc) [−10, 10]
v/(km s−1) [−100, 100]
γ [−1, 5]
Table 2. Prior ranges for the stellar and DM parameters
used in our analysis. We implement uniform priors within
each of the listed prior ranges. The ranges listed here for
log10(a) and log10(L) are used in the initial light profile fit;
in the full Jeans scan, we set the prior ranges for log10(a) and
log10(L) to be the middle 95% containment range of the pos-
terior for each parameter from the initial fit (see Appendix C
for more discussion on the light profile fit).
For each set of DM parameters, we generate 10 real-
izations each of datasets with 20, 100, 1000, and 10,000
stars, respectively. The chosen sample sizes are meant
to provide comparison with current measurements of
ultrafaint dwarfs and classical dwarfs (see Table 5 for
comparison), as well as projections for how future mea-
surements might improve the quality of the DM infer-
ence. For our fiducial analyses, we assume a measure-
ment error of ∆v = 2 km/s on the line-of-sight veloc-
ity. This is comparable to the typical errors in current
measurements (see, e.g., references within Table 5). We
explore the effect of increasing or decreasing the mea-
surement error relative to our fiducial value of 2 km/s
in Sec. 3.2. We show representative distributions of the
projected and 3d galactocentric radii in our generated
stellar datasets in Figure B1 of the Appendix. Through-
out this paper, we will use R to denote the projected
radius and r to denote the 3d galactocentric radius.
2.5. Parameters and Priors
We perform our Jeans modeling procedure in two
stages. First, we perform a fit to only the positions
of the stars. We describe this light profile fitting proce-
dure in Appendix C. We do so because the light profile is
generally much better constrained than the stellar kine-
matics. We can then use the results from the initial fit
to set the prior range on the light profile parameters in
our full Jeans fit. We conservatively set the prior ranges
on the light profile parameters in the full scan to be the
middle 95% containment range of the posterior proba-
bility distributions output from the initial fit. In both
stages, we use the PyMultinest module (introduced in
Buchner et al. (2014)), which interfaces with the nested
sampling Monte Carlo library Multinest (Feroz et al.
2009), to sample the relevant likelihood.3
We summarize the priors for all of the parameters in
our model in Table 2. We choose a wide prior of [−1, 5]
for the parameter γ, which sets the inner slope of the
gNFW distribution. The lower edge is chosen to be at
−1 such that there is sufficient range for convergence at
γ = 0 while not allowing for larger negative values of γ,
which are unphysical. We note that values of γ ≥ 3 are
also unphysical, as they lead to divergent enclosed mass
at finite radius; we have verified that excluding these
values from our prior range has negligible effect on our
results (see Appendix D.1 for more detailed discussion
on varying priors).
In our fiducial model, there are a total of six free pa-
rameters: two for the light profile, three for the DM
density distribution parameterized as a gNFW profile,
and one for the mean stellar velocity. In our discussion
on characterizing the inner slope of the DM distribution,
we additionally perform fits assuming either an NFW or
cored NFW distribution, and compare the Bayesian ev-
idence between the two models—in these fits, there are
a total of five free parameters.
3 We use nlive = 100 live points in the nested sampling procedure
throughout this paper, but have verified that increasing to nlive =
1000 does not affect the results.
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the full reconstructed distributions in the top panels as well as the fractional (relative to truth) distributions in the bottom
panels. For each sample size, the solid line denotes the median (across our 10 independent realizations) of the median recovered
profiles, while the shaded band shows the median of the 68% containment regions, plotted from the innermost to outermost star
across all 10 datasets for that sample size. For the samples with fewer than 10,000 stars, we additionally extrapolate the median
68% containment regions over the full radial range, shown bracketed by each pair of dashed lines in the color corresponding
to the sample size. Across all sample sizes, the typical inferred density profile and enclosed mass profile are consistent within
uncertainty with the true distributions. Increasing the observed sample size reduces the uncertainty on the recovered profiles,
as expected.
3. RESULTS
We now apply the analysis pipeline described in Sec. 2
to the simulated stellar samples described in Sec. 2.4 and
summarized in Table 1. Our main figures of merit for
evaluating the success or limitations of our analyses are:
(i) the overall recovered DM density profile, (ii) the re-
covered enclosed DM mass, which we quantify as the
recovered virial mass M200, and (iii) the recovered in-
ner slope of the DM density profile, i.e., the parameter
γ in Eq. (17). Of the figures of merit, (i) has impor-
tant implications on the inferred astrophysical J-factors
(Eq. (1)) which are used in indirect DM searches, (ii)
is crucial for empirically probing the SHMR down to
low halo masses, while (iii) can shed light on the par-
ticle physics properties of the DM as well as baryonic
feedback and galaxy formation mechanisms.
We explore how several factors in the analysis influ-
ence the accuracy of the inferred DM profiles, focusing
primarily on the effects of variations on the specifics of
the analyzed datasets. In Sec. 3.1, we study how the
total number of observed stars influences the inferred
DM profile. In Sec. 3.2, we study the role of the line-of-
sight velocity measurement errors; we explore how the
magnitude of the error differently impacts the DM in-
ference in dwarf galaxies with different halo masses. In
Sec. 3.3, we study the effect of the locations of observed
stars on the inferred DM profile. In Sec. 3.4, we explore
how the presence of degeneracies between the DM pro-
file parameters affects the inference of the inner slope
γ.
3.1. Increase in Sample Size
Our first question of interest is how the number of ob-
served stars in a dwarf galaxy affects the DM inference.
In Figure 1, we show the inferred DM density profiles
ρ(r) and corresponding enclosed mass profiles M(r) for
parameter set I (which has γ = 1), for the four differ-
ent sample sizes—from lightest to darkest color, we plot
the results for 20, 100, 1000, and 10,000 stars. For a
given sample size, we run each of our 10 realizations
through the analysis pipeline and obtain the resulting
posterior density and enclosed mass profiles. Each solid
line in Fig. 1 shows the median across the 10 realiza-
tions of the median recovered profiles, while the shaded
band depicts the median of the 68% containment re-
gions across the realizations. The solid line and shaded
band for each sample size are plotted from the inner-
most to outermost star across the 10 generated datasets
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Figure 2. Same as Figure 1, except for parameter set III. For sample sizes of 20 and 100 stars, the inferred density distribution
is typically biased towards a steeper inner profile than the true distribution; however, the inferred virial mass is still consistent
with the true virial mass (values listed in Table E1). For sample sizes with 1000 and 10,000 stars, both the inferred density
distribution and enclosed mass profile are consistent within uncertainty with the true distributions across the measured radial
range.
for that sample size; outside of the data range for the
smaller samples, we extrapolate the results and outline
the 68% containment region with dashed lines in the
color corresponding to each sample size. The extrap-
olation down to smaller radii is particularly important
in understanding the implications for indirect detection,
which we discuss in Section 4. The vertical dashed gray
line indicates the projected half-light radius, R1/2, which
for a Plummer profile is equal to the scale radius a.
We find that, for all sample sizes in parameter set I
(γ = 1), the typical inferred density profile and enclosed
mass profile are consistent within uncertainty with the
true distributions over the full range of measured radii.
This can be seen from the fact that the dashed black
lines in the top panels of Figure 1, indicating the true
distributions, are contained within the bands for all of
the sample sizes, as well as the fact that all the bands
in the bottom panels overlap with the horizontal dashed
black line. Additionally, we find that increasing the ob-
served sample size reduces the uncertainty on the in-
ferred density and enclosed mass profiles, as is to be
expected. For all sample sizes and parameter sets, we
list the median across our 10 realizations of the median
and ±1σ values of the inferred virial mass, M200, in Ta-
ble E1.
We show the analogous results for parameter set III
(γ = 0) in Figure 2. In this case, for sample sizes of
20 stars and 100 stars, the inferred density distribu-
tion is typically biased towards a steeper inner profile
than the true distribution, which has an inner slope of
γ = 0, while for the datasets with 1000 and 10,000 stars,
the typical inferred density profiles are consistent with
the true distribution within uncertainty. Importantly,
across all of the sample sizes, we obtain an accurate
estimate for the total mass of the system, with the un-
certainties on the estimate reduced as the sample size
is increased (values listed in the fourth column of the
corresponding panel in Tab. E1).
This suggests that while the inferred density distribu-
tion may not always accurately represent the true un-
derlying distribution, the virial mass estimate remains
fairly robust. Namely, if the inferred density profile is
biased high in the inner region of the dwarf, (as seen in
the r . R1/2 region for the smaller samples from pa-
rameter set III), this is compensated for by the density
profile being biased low in the outer region. We note
that because the outer slope of the density profile is not
a free parameter in the fit, the outer profile is uniquely
determined by the scale radius and overall normaliza-
tion. Our likelihood (Eq. (14)) depends directly on the
enclosed mass distribution of the system rather than the
density distribution, and therefore it is not surprising
that the fit is successful at recovering the total mass of
the system even when it fails to accurately reproduce
the inner density profile.
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Figure 3. Posterior distributions for the inner slope γ. The top row corresponds to the scans shown in Fig. 1 (parameter set I),
while the bottom row corresponds to the scans shown in Fig. 2 (parameter set III). The lines(bands) show the median(middle
68%) in each γ bin across the 10 realizations. In both cases, the inner slope is generally poorly constrained for the smaller
samples, with the median posterior distribution only peaking near the true value of γ (vertical dashed line in each panel) for
the largest sample size of 10,000 stars. All panels in this figure share the same vertical scale.
Figs. 1–2 demonstrate that the inner regions of the in-
ferred DM density profiles can be biased and/or poorly
constrained, especially for the smaller datasets. We can
further assess how well the inner density profile is re-
covered by directly examining the posterior probability
distribution of the parameter in our model which sets the
asymptotic inner slope, γ. In the top row of Figure 3, we
show histograms of the posterior γ values corresponding
to the scans shown in Fig. 1 (parameter set I), i.e., for
a true inner slope of γ = 1. The lines(bands) show the
median(middle 68%) in each bin across the 10 realiza-
tions. The inner slope is generally poorly constrained
for the smaller samples, with the median posterior dis-
tribution only peaking around the true value of γ = 1
for the largest sample size of 10,000 stars—notably, even
in this case, there is typically non-negligible posterior
probability at γ = 0, so we would not be able to exclude
an incorrect inner slope value of 0 at high significance.
We also draw attention to the fact that, for the samples
with 100 and 1000 stars, although the posterior distribu-
tions are fairly flat and poorly constrained, the posterior
probability sharply drops off above γ ∼ 2. This is im-
portant because the enclosed mass for a gNFW profile
(Eq. (A1)) diverges at finite r for γ ≥ 3. For the most
statistics-limited samples containing only 20 stars, the
fit cannot fully exclude unphysical values of γ ≥ 3.
In the bottom row of Figure 3, we show the results
for parameter set III, which has a true inner slope of
γ = 0. The results are qualitatively similar: the poste-
rior distributions of γ tend to be poorly constrained for
the smaller sample sizes, and we are only able to recover
the true value of the inner slope for the 10,000-star sam-
ples. In this case, for the largest sample size, we would
be able to exclude an incorrect inner slope value of 1
at high significance. However, for datasets with . 1000
stars from both parameter sets—on par with the exist-
ing dwarf galaxy measurements—we cannot determine
whether the underlying halo has an inner slope of γ = 0
or γ = 1 in a statistically significant manner, consistent
with previous Jeans modeling-based results in the litera-
ture (e.g., Walker et al. 2009b; Read et al. 2018; Genina
et al. 2019). We further note that, for the smaller sam-
ple sizes, the fact that the posterior γ distributions are
unconstrained implies that the results are highly sensi-
tive to the choice of priors on γ, and we therefore choose
to present the full posterior distributions rather than to
quote recovered median values or quantiles.
A separate method for quantifying the ability of this
procedure to distinguish whether the underlying DM
distribution has an inner cusp (γ = 1) or core (γ = 0)
is to compare the statistical preference for a cuspy DM
model over a cored DM model, or vice versa. In par-
ticular, we analyze the same datasets as before, this
time fixing the value of γ in our model to either 1 or
0 in Eq. (17). The resulting models respectively corre-
spond to the standard NFW distribution (Eq. (18)) or
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the cored NFW distribution (Eq. (19)). We then calcu-
late the Bayes factor (BF) in preference for a model in
which γ is fixed to the true value for the given dataset,
relative to a model in which γ is fixed to the alternative
value, i.e.,
BF =
Pr(d|γ = γtrue)
Pr(d|γ = γalt.) . (23)
On the Jeffreys scale, as amended by Kass & Raftery
(1995), BF < 3.2 is “not worth more than a bare
mention,” BF ∈ [3.2, 10) provides substantial evidence,
BF ∈ [10, 100) provides strong evidence, and BF ≥ 100
provides decisive evidence.
In Table 3, we list for parameter set I the median and
±1σ (second column) as well as the minimum (third col-
umn) and maximum (fourth column) BF values in pref-
erence for the true value of γ = 1 across the 10 datasets.
For the smaller samples, the BF values are generally in-
determinate, which is consistent with the relatively un-
constrained posterior distributions shown in the top row
of Fig. 3. For a sample size of 10,000 stars, the median
BF is also indeterminate, although we find that there is
one realization for which there is decisive evidence, and
two realizations for which there is strong evidence, in fa-
vor of a model with a cusp. This is consistent with the
rightmost panel in the top row of Fig. 3, in which the
average posterior probability is non-negligible at γ = 0
and there is significant variation in the height of the
peak at γ ∼ 1 across realizations. Although there is sig-
nificant scatter in the BF values between realizations,
we emphasize that the BF in preference for the cored
model over the cuspy one is always less than 10—the
minimum benchmark for claiming statistically signifi-
cant preference for a cored DM profile—and therefore,
even in cases where we are unable to robustly identify
the presence of a cusp, we would not falsely claim the
presence of a core.
We list the analogous results for parameter set III in
Table 4. In this case, the median BF for a sample size
of 10,000 stars is decisively in favor of a model with a
core. This is also consistent with the posterior distri-
bution shown in the bottom rightmost panel of Fig. 3,
which is peaked at γ ∼ 0, sharply drops near γ ∼ 1,
and has relatively little spread across realizations. Im-
portantly, across all sample sizes and realizations for
parameter set I(III), for which the true DM profile is
cuspy(cored), the BF in preference for a cored(cuspy)
profile over a cuspy(cored) one is always less than 10.
This demonstrates that, even when we are unable to re-
cover statistical evidence for the true inner DM profile,
we would not erroneously claim evidence for the wrong
inner profile.
I. γ= 1, rs = 1kpc
nstars BF1,0 =
Pr(d|γ=1)
Pr(d|γ=0) min(BF1,0) max(BF1,0)
20 1.27+0.70−0.52 0.44 2.60
100 1.18+0.74−0.40 0.56 3.05
1000 1.77+1.57−0.96 0.67 6.19
10,000 2.02+54.45−1.52 0.22 225.70
Table 3. Values of the Bayes Factor (BF) from fitting pa-
rameter set I with a model assuming a cusp (γ = 1) relative
to a model assuming a core (γ = 0). The second column
lists the median and lower/upper 1σ, while the third(fourth)
column lists the minimum(maximum) BF value across the
10 datasets for each sample size. Of the 10,000-star samples,
two realizations have 10 ≤ BF1,0 < 100, providing strong
evidence, and one realization has BF1,0 ≥ 100, providing
decisive evidence in favor of a cusp over a core.
III. γ= 0, rs = 1kpc
nstars BF0,1 =
Pr(d|γ=0)
Pr(d|γ=1) min(BF0,1) max(BF0,1)
20 0.58+0.25−0.06 0.50 1.42
100 0.58+0.19−0.16 0.27 1.78
1000 0.96+2.83−0.60 0.17 6.78
10,000 256.74+837.48−235.60 2.98 46971.85
Table 4. Same as Table 3, but for parameter set III, in this
case comparing a model assuming a core (γ = 0) to a model
assuming a cusp (γ = 1). Of the 10,000-star samples, seven
realizations have BF0,1 ≥ 100, providing decisive evidence in
favor of a cored distribution over a cuspy one.
Thus far, we have demonstrated that, for datasets
with . 1000 measured stars—on par with the current
measurements—we can robustly recover the total en-
closed DM mass, but we cannot accurately reconstruct
the inner profile or constrain the inner slope of the DM
density distribution, even within our simplified frame-
work. We have also tested samples with 5000 stars and
found that the posterior γ distributions were typically
flat as well, demonstrating that in order to constrain γ
in our setup, a sample size of ∼ 10, 000 stars is truly
needed. In Section 3.4, we explore how degeneracies be-
tween DM model parameters contribute to the difficulty
of recovering γ. In Section 4, we investigate how the
limitations on being able to accurately reconstruct the
full density profile—which we emphasize is related to,
but separate from, the issue of constraining the poste-
rior distribution of γ—may affect the results of indirect
detection analyses.
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Figure 4. Fractional recovered density profiles (left panels) and enclosed mass profiles (right panels) for parameter set IV,
varying over the line-of-sight velocity measurement error ∆v as well as the sample size. For each sample size, the solid line
denotes the median (across our 10 independent realizations) of the median fractional recovered profiles, while the shaded band
shows the median of the 68% containment regions, plotted over the maximal radial range across all 10 datasets for that sample
size. For the samples with fewer than 10,000 stars, we additionally extrapolate the median 68% containment regions over the
full radial range, shown bracketed by each pair of dashed lines in the color corresponding to the sample size. Varying ∆v has
a particularly drastic effect on the smaller samples—for a sample size of 20 stars, a measurement error of ∆v = 2 km/s is
insufficient for recovering the DM density and enclosed mass profiles.
3.2. Velocity Uncertainties
Looking towards future measurements, it is important
to understand how increasingly precise measurements of
line-of-sight velocities might affect our ability to recon-
struct DM halo properties. To address this, we generate
simulated datasets assuming different values of measure-
ment error ∆v (uniform across all generated stars), and
repeat our analysis setting ∆vi = ∆v for all stars in
Eq. (14). We compare our fiducial results, which as-
sume a measurement error of ∆v = 2 km/s, to results
assuming a more conservative value of ∆v = 5 km/s,
as well as results in the limit of perfect measurements,
∆v = 0 km/s.4 If the intrinsic velocity dispersion of a
system is much larger than ∼ 5 km/s, we do not expect
varying ∆v in the range of 0–5 km/s to have a significant
effect on the analysis results. On the other hand, if the
4 These values are chosen for reasonable comparison to current
spectrographs such as Keck/DEIMOS (e.g. Simon & Geha 2007;
Martin et al. 2007), Magellan/IMACS (e.g. Simon et al. 2017; Li
et al. 2017; Simon et al. 2020), VLT/GIRAFFES+FLAMES (e.g.
Pasquini et al. 2002; Li et al. 2018), and APOGEE (e.g. Majewski
et al. 2017; Jo¨nsson et al. 2020).
intrinsic velocity dispersion is . 5 km/s, we expect the
results to be dependent on the value of ∆v, especially if
the sample size is small. For parameter sets I and III dis-
cussed in Section 3.1, the intrinsic velocity dispersion is
∼ 10–15 km/s. Parameter sets II and IV have the same
DM inner slope and concentration as parameter sets I
and III, respectively, but are approximately 100 times
less massive and have an intrinsic velocity dispersion of
∼ 2–3 km/s.
In Figure 4, we show the inferred fractional DM den-
sity and enclosed mass profiles for parameter set IV.5
From top to bottom, the rows correspond to ∆v =
0, 2, 5 km/s. The results are consistent with our intu-
ition: because the typical intrinsic velocity dispersion
for this set of systems is ∼ 2 km/s, a measurement er-
ror ∆v & 2 km/s has a drastic effect on the inferred
results, especially when combined with limited sample
size. A value of ∆v = 5 km/s results in an inferred virial
5 We choose to present parameter set IV here because it has the
smallest intrinsic velocity dispersion out of all of our parameter
sets, and therefore is most drastically affected by increasing ∆v.
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Figure 5. Posterior distributions for the inner slope γ, varying over the line-of-sight velocity measurement error ∆v as well as
the sample size, shown for parameter set IV. These posteriors correspond to the results shown in Fig. 4. The lines(bands) show
the median(middle 68%) in each γ bin across the 10 realizations. Varying ∆v has a drastic effect on the inference of γ in this
case; in contrast, for the more massive halo of parameter set III, varying the measurement error has negligible effect (Fig. B5).
All panels in this figure share the same vertical scale.
mass of M200 ∼ 0 for both the 20- and 100-star samples
(see Tab. E1). For the 20-star samples, even our fiducial
choice of ∆v = 2 km/s results in essentially no DM being
recovered. This can be understood as the measurement
error being large enough that the observed velocity dis-
persion can be statistically consistent with the complete
absence of DM.
For the larger sample sizes, with 1000 and 10,000 stars,
the Jeans analysis is able to recover the correct den-
sity profile even when the measurement errors are of the
same order as the dispersion of the system. This can
be attributed to the fact that with large enough statis-
tics, the analysis can distinguish the radially-dependent
velocity dispersion σp(R) from the radially-independent
measurement error. These results indicate that in order
to obtain accurate virial mass estimates for the dwarf
galaxies with fewer than ∼ 1000 observed stars (see
Tab. 5 for some examples of observed dwarf galaxies),
it is crucial that the measurement error on the line-of-
sight velocities be subdominant to the intrinsic velocity
dispersion.
For parameter set III, which has the same DM inner
slope and concentration as parameter set IV but is 100
times more massive, varying the measurement error has
negligible effect on the inferred DM halo properties as
expected (shown in Fig. B2 of the Appendix). The re-
sults for parameter sets I and II (which have γ = 1) are
qualitatively similar to the results for parameters sets
III and IV (which have γ = 0), although quantitatively
different due to slightly larger values of the intrinsic ve-
locity dispersion; we present those results in Figs. B3–
B4.
Similarly, ∆v affects the recovery of the inner slope
more for the less massive halos than for the more mas-
sive ones. Figure 5 shows the posterior γ distributions
corresponding to the scans shown in Fig. 4. As ∆v is
increased, γ becomes increasingly unconstrained for the
smaller sample sizes, whereas for the 10,000-star sam-
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ples, increasing ∆v appears to lead to a bias in the best-
fit value of γ. For the more massive halo with the same
inner slope (parameter set III), the posterior γ distri-
butions are mostly insensitive to these variations in the
measurement error (shown in Fig. B5). The correspond-
ing posterior γ distributions for parameter sets I and II
are shown in Figs. B6–B7, and are qualitatively similar
to the cases of parameter sets III and IV, respectively.
3.3. Location of stars
In this section, we explore how the DM inference de-
pends not only on how many stars are measured, but
also on where the observed stars are within the dwarf
galaxy. To study this effect, we start with our datasets of
initial size nstars and apply the following selection func-
tions, then repeat our analysis on the resulting datasets
(where R1/2 is the projected half-light radius):
• Inner stars analysis: keep only the stars in the
inner region, with projected radius R < R1/2.
• Outer stars analysis: keep only the stars in the
outer region, with projected radius R > R1/2.
To account for the ∼ 50% change in the number of
stars from implementing these selection functions, we
compare the results to “benchmark” results on datasets
with nstars/2 stars which are also generated from the
original nstars-star datasets, subsampled uniformly to
preserve the radial probability distribution of the orig-
inal dataset. In doing so, we can compare the results
for datasets that have approximately equal numbers
(∼ nstars/2) but distinct spatial distributions of stars.
As before, we generate 10 independent datasets for
each selection function. In Figure B8 of the Appendix,
we show the distributions of the projected radius R
as well as the 3d radius r for parameter set III with
nstars = 100 (which is qualitatively representative of
the distributions for all the parameter sets and sample
sizes), for the three different selection functions. We
note that, because we implement the selection func-
tion on the projected radius, and r ≥ R for all val-
ues of R, the R < R1/2 datasets extend slightly be-
yond a 3d radius of r = R1/2. We test the effect
of selection functions on datasets with initial sizes of
nstars = 100, 1000, and 10, 000 stars for each of the four
parameter sets. For the purpose of studying the effects
of spatial distributions in the cleanest setup, the studies
presented in this section have been performed assuming
∆v = 0 km/s.
In Figure 6, we show the recovered DM density and en-
closed mass profiles for the three different selection func-
tions, for a particularly demonstrative example. This
example is for parameter set IV, with an initial sample
size of nstars = 100 stars; after applying each of the selec-
tion functions, we end up with a selected sample size of
nselstars ∼ 50 stars. From lightest to darkest color, we show
the results for the benchmark, R < R1/2, and R > R1/2
datasets. Like before, the solid lines denote the me-
dian across the 10 realizations of the median recovered
profiles, while the shaded bands depict the median of
the 68% containment ranges across the realizations. For
ease of presentation, we choose in this case to show the
solid line and band for each selection function from the
median rmin to the median rmax across the realizations,
where rmin(rmax) is the galactocentric distance of the in-
nermost(outermost) star in each individual realization.
Beyond this range, we extrapolate the median 68% con-
tainment ranges, shown by each pair of dashed lines in
the color corresponding to the selection function.
As expected, when the measured stars are all in the
outer region of the dwarf, the DM profile is poorly
constrained at small radii compared to the benchmark
scenario. Conversely, when the measured stars are all
in the inner region of the dwarf, the DM profile is
poorly constrained at larger radii. Interestingly, for the
R < R1/2 samples in this example, the DM profile is
also typically less well-constrained at small radii; ad-
ditionally, the density profile is biased high at small
radii and low at large radii, to the extent that the to-
tal enclosed mass is also biased low (the recovered virial
mass is M200 ∼ 0.2+0.7−0.1×107M, while the true value is
M200 ∼ 1.1×107M). These biases, as well as the larger
uncertainties on the DM profile in both the inner and
outer regions, are present in spite of there being approx-
imately twice as many stars within the half-light radius
in the R < R1/2 datasets as in the benchmark datasets.
In this particular example, the posterior γ distribution
is unconstrained for all three selection functions due to
the small size of the dataset, so we do not recover a
corresponding bias in γ.
The specific behavior of the results for the R < R1/2
samples noted in this example is not generic to all the
variations we have tested—in particular, for the datasets
with larger selected sample size nselstars, the bias in the
DM density profile is less severe, and in some cases
the median 68% containment band on the inner den-
sity profile is slightly narrower than in the benchmark
case. This can be seen in Figure B9 of the Appendix,
which is the same as Fig. 6, except for an initial sample
size of nstars = 1000, i.e., for spatially selected datasets
of size nselstars ∼ 500.
We can quantitatively compare the performance of the
different selection functions, for different sample sizes
nselstars, by comparing the recovered virial mass estimates
as well as the recovered J-factors (discussed more in
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Figure 6. Inferred DM density profiles ρ(r) (left panels) and corresponding enclosed mass profiles M(r) (right panels) for
parameter set IV, starting with a sample size of nstars = 100 stars (resulting in selected samples of n
sel
stars ∼ 50 stars), with
spatial selection functions applied. From lightest to darkest color, the results are for the benchmark datasets, the datasets
keeping only stars with R < R1/2, and the datasets keeping only stars with R > R1/2. For each selection function, the solid line
denotes the median (across our 10 independent realizations) of the median recovered profiles, while the shaded band shows the
median of the 68% containment regions; these are plotted from the median rmin to the median rmax across the 10 realizations,
where rmin(rmax) is the galactocentric radius of the innermost(outermost) star. We additionally extrapolate the median 68%
containment regions over the full radial range of the benchmark samples, shown bracketed by each pair of dashed lines in the
color corresponding to the selection function. As expected, compared to the benchmark scenario, when the measured stars are
all in the outer region of the dwarf, the DM profile is poorly constrained at small radii. Conversely, when the measured stars
are all in the inner region of the dwarf, the DM profile is poorly constrained at larger radii. Moreover, the inner density profile
is also less well-constrained for the R < R1/2 case than for the benchmark scenario, suggesting that in order to constrain the
inner DM profile, it is important to have measured stars across the full radial distribution, and not only in the inner region.
Sec. 4), both detailed in Table E2. Across our four pa-
rameter sets, the results on spatial selection functions
are the following:
• Inner stars analysis (R < R1/2)
– For the smallest sample size nselstars ∼ 50, for
all parameter sets, the inferred virial mass is
systematically underestimated (inconsistent
with the true value within 1σ uncertainty for
three of the four parameter sets). This be-
comes less severe as the sample size is in-
creased, but across all four parameter sets
for the larger sample sizes nselstars ∼ 500 and
nselstars ∼ 5000, the uncertainty on the esti-
mated virial mass is consistently larger than
for either theR > R1/2 datasets or the bench-
mark case, demonstrating that to achieve an
accurate virial mass estimate, it is important
to have measurements of outer stars.
– The behavior of the posterior γ distribution
varies across different sample sizes and differ-
ent parameter sets—in some cases, the pos-
terior γ distribution is biased high when the
selection function is applied; in other cases,
it is unchanged from the posterior distribu-
tion in the benchmark case. In all cases,
the R < R1/2 selection function does not im-
prove the ability of the method to accurately
constrain γ, relative to the benchmark case.
Therefore, for the purpose of constraining γ,
additional stars need to be measured across
all radii.
– As we will discuss in Sec. 4, for the smallest
sample size nselstars ∼ 50, for all parameter sets,
the uncertainty on the J-factor estimate is
larger than in the benchmark case. For the
larger sample sizes, the uncertainty on the J-
factor estimate is comparable to or slightly
(O(0.1 dex)) smaller than in the benchmark
case.
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• Outer stars analysis (R > R1/2)
– For all parameter sets and all sample sizes
nselstars, the estimated virial mass is consistent
with the true value, and the uncertainty on
the virial mass estimate is comparable to or
slightly smaller than in the benchmark case,
demonstrating that having measurements of
inner stars is not crucial to the recovery of
the virial mass.
– For all parameter sets and all sample sizes
nselstars, the posterior γ distribution is com-
parable to (when the benchmark posterior
distribution is already unconstrained) or less
constrained than in the benchmark case.
– As we will discuss in Sec. 4, for all parame-
ter sets and all sample sizes nselstars, the uncer-
tainty on the J-factor estimate is compara-
ble to or larger than in the benchmark case,
indicating that having measurements of in-
ner stars is important for the purpose of con-
straining J-factors.
While theR > R1/2 datasets perform slightly better in
terms of the uncertainty on the recovered virial mass rel-
ative to the two other selection functions, the improve-
ment is marginal (see Table E2 for values). Therefore,
based on the overall performance at inferring the full
DM density profile and the inner slope γ, especially for
the smallest samples, we find that it is crucial to have
measurements of stars across the full radial distribution
of the dwarf galaxy. Doing so allows the fit to anchor the
DM distribution across the full radial range, and consis-
tently results in comparable or better performance at
accurately reconstructing both the inner and outer pro-
file of the DM distribution, relative to the cases when
the data consists purely of stars in either the inner or
outer region of the system.
3.4. Role of Degeneracies
One of the factors that limits the accurate recovery of
the inner slope of the DM density profile is degeneracy
between the different halo parameters—different com-
binations of the normalization ρ0, scale radius rs, and
inner slope γ can result in similar enclosed mass pro-
files, and therefore are equally valid descriptors of the
kinematic data. This is manifest in Figure 7, an exam-
ple triangle plot of the posterior halo parameters from
analyzing a single 10,000-star dataset. In this clean ex-
ample, the fit converges near the true values of ρ0, rs,
and γ, but there are clear degeneracies between each
of the pairs of parameters. Such degeneracies make it
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Figure 7. An example triangle plot of the posterior DM
parameters from a scan of a 10,000-star sample from param-
eter set I, with ∆v = 0 km/s. While the parameters are
converged about their true values (red lines), there are sig-
nificant degeneracies between pairs of parameters.
ln(ρ0) = 20.07
+2.20
−5.56
−3
0
3
6
ln
(r
s)
ln(rs) = −0.85+2.03−0.88
12 18 24 30
ln(ρ0)
0
1
2
3
γ
−3 0 3 6
ln(rs)
0 1 2 3
γ
γ = 0.74+1.10−1.15
Figure 8. An example triangle plot of the posterior DM
parameters from a scan of a 100-star sample from parame-
ter set I, with ∆v = 0 km/s. Compared to the posteriors
from the larger sample size shown in Figure 7, the parame-
ters are much more poorly constrained in this case (note the
wider axis ranges in this case compared to Fig. 7), and γ is
unconstrained at low values.
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Figure 9. Posterior γ distributions for 100-star samples from parameter sets I (top row) and III (bottom row), with ∆v = 2
km/s. The lines(bands) show the median(middle 68%) in each γ bin across the 10 realizations. We show the results for our
fiducial setup (first column), fixing ρ0 to its true value (second column), fixing rs to its true value (third column), or fixing both
ρ0 and rs to their respective true values (fourth column). Breaking the degeneracies between ρ0, rs, and γ by holding ρ0 and/or
rs fixed gives rise to improved constraining power on γ.
increasingly difficult to constrain the value of γ as the
sample size is decreased.
For comparison, Figure 8 shows an example triangle
plot of the posterior halo parameters from analyzing a
single 100-star dataset. Again, there are clear degen-
eracies between the pairs of parameters. In this case,
all of the DM parameters are more poorly constrained
(note the wider axis ranges compared to Fig. 7), and in
particular the posterior γ distribution is almost entirely
flat down to the lower edge of our prior range. We em-
phasize that our choice of parameterization for the DM
distribution is simpler than the Hernquist/Zhao param-
eterization widely employed in the literature (e.g., Bon-
nivard et al. 2015; Bonnivard et al. 2015; Ando et al.
2020), which has five parameters. Given the extra de-
grees of freedom in that model, the role of degeneracies
would present an even bigger challenge for constraining
the inner slope of the DM distribution, especially in the
case of statistics-limited datasets.
We can explicitly break the degeneracies in our halo
model by holding ρ0 or rs (or both) fixed to their true
values and examining the resulting posterior distribu-
tions for γ. We show the results for parameter set I(III),
for a sample size of 100 stars and ∆v = 2 km/s, in the
top(bottom) panel of Figure 9. Fixing ρ0 (second col-
umn) or fixing rs (third column) result in a posterior γ
distribution which is peaked near the true value of γ,
with slightly more constraining power in the case of fix-
ing ρ0. This makes sense intuitively because the inner
region of the DM distribution is directly sensitive to ρ0
and γ, whereas rs more directly influences the distribu-
tion at intermediate radii, and therefore breaking the
degeneracy between the former two parameters is more
effective at improving the constraint on γ. If we fix both
ρ0 and rs to their respective true values (fourth column),
we recover the true inner slope with high accuracy.
We have thus demonstrated that, even for our simpli-
fied mock datasets and three-parameter DM halo model,
the dimensionality of the problem is large enough that
constraining the inner slope of the DM density profile
for moderately sized stellar samples proves to be dif-
ficult. These challenges would be further exacerbated
when one takes into account velocity anisotropy, which is
difficult to accurately model and is also degenerate with
the mass profile (e.g., Merrifield & Kent 1990; Wilkin-
son et al. 2002; Lokas & Mamon 2003; De Lorenzi et al.
2009; Read & Steger 2017; Genina et al. 2019).
While it may not be well-motivated to hold DM halo
parameters fixed in an analysis on real data, one could
ameliorate the effect of parameter degeneracies by set-
ting model-informed priors on the halo parameters (Stri-
gari et al. 2007b; Ando et al. 2020)—for example, if one
were to assume a specific mass-concentration relation,
there would consequently be a specific relation between
the normalization ρ0 and scale radius rs, and the priors
for those parameters would no longer be independent of
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each other. Additionally, Hayashi et al. (2020) recently
demonstrated that non-spherical mass models can alle-
viate the effect of parameter degeneracies.
A separate approach to mitigating the effect of pa-
rameter degeneracies is to jointly analyze multiple dwarf
galaxies at once, under the assumption that the systems
share certain properties—in the simplest case, one could
assume that the systems all share the same value of γ.
We discuss the joint analysis approach in more detail
in Appendix D.2. We note that a thorough study of
the joint analysis method is computationally infeasible
within our current analysis framework, because the di-
mensionality of the model quickly grows with the num-
ber of jointly analyzed systems, to the degree that it
is highly inefficient to use traditional MCMC or nested
sampling methods to sample the posterior probability
distributions.
4. IMPLICATIONS FOR INDIRECT DETECTION
In this section, we cast the results of our study into the
context of indirect detection by calculating the inferred
J-factors for the tests discussed in Section 3, using the
public code CLUMPY (Charbonnier et al. 2012; Bon-
nivard et al. 2016; Hu¨tten et al. 2019) to the perform
the J-factor computations (as defined in Eq. (1)). We
examine the effects of sample size and line-of-sight ve-
locity measurement error (Sec. 4.1), choices of priors in
the Jeans analysis (Sec. 4.2), and spatial selection func-
tions (Sec. 4.3) on the inferred J-factors. In Sec. 4.4,
we discuss the implications of our findings on indirect
detection results and make recommendations for future
observations.
4.1. Sample Size and Measurement Error
First, we examine the effects of sample size and ve-
locity measurement error, ∆v, on the inferred J-factors.
In the left column of Figure 10, we show the inferred J-
factors for parameter sets I (top) and III (bottom), for
which M200 ∼ 109M, for the different sample sizes and
values of ∆v. For an individual scan, we evaluate the
J-factor for each set of posterior parameters, assuming
a distance of 50 kpc to the dwarf.6 Each data point in
Fig. 10 shows the median across our 10 realizations of
the median and middle 68% containment range for the
inferred values of log10[J(0.5
◦)/(GeV2 cm−5)]. Within
each cluster of three data points corresponding to a par-
ticular sample size, the blue circle, teal triangle, and
6 We have verified that qualitatively, our results on the J-factor
uncertainty are unchanged if we instead assume a distance of 100
kpc to the dwarf.
green square show the results for ∆v = 0, 2, 5 km/s,
respectively.
As expected, the uncertainties on the J-factor de-
crease as a function of increasing sample size. Addition-
ally, the J-factors are nearly independent of ∆v, which
is expected for parameter sets I and III (see Sec. 3.2 for
a discussion on the effects of ∆v). For parameter set
I, our estimates of the J-factor are on average consis-
tent with the true value for all sample sizes and values
of ∆v. For parameter set III, our estimates of the J-
factor are systematically biased high, although the me-
dian values are within a factor of 2 of the true values
for the 1000- and 10,000-star samples—this is consistent
with the inner density profiles being biased high for the
smaller samples, as shown in Fig. 2. The typical values
of the J-factor we recover for the different combinations
of parameter set, sample size, and ∆v are tabulated in
Table E1.
For parameter sets II and IV (shown in the top right
and bottom right panels of Fig. 10, respectively), the J-
factor estimates are highly sensitive to ∆v, in a manner
that is consistent with the results discussed in Sec. 3.2
(the corresponding fractional recovered density and en-
closed mass profiles are shown in Fig. B4 for parameter
set II and Fig. 4 for parameter set IV). In particular,
the data points that extend below the range of the right
panels correspond to the cases of larger ∆v where the re-
covered DM abundance is significantly underestimated.
4.2. Dependence on Priors
It is crucial to emphasize the dependence of the J-
factor inference on the priors assumed for the DM
halo parameters. The uncertainties on our inferred
J-factors are notably larger than values commonly
quoted in the literature for the data, such as the
ones found in Geringer-Sameth et al. (2015a), here-
after GS15, which were used to derive the constraints
on DM annihilation by the Fermi -LAT collaboration
in Albert et al. (2017), hereafter A17. The J-factors
from GS15 are listed in Table 5 for reference. For
example, Ursa Major II, which has a sample size of
20 stars, is quoted to have a ∼ ±0.5 uncertainty on
log10[J(0.5
◦)/(GeV2 cm−5)], whereas on average, the
uncertainties on log10[J(0.5
◦)/(GeV2 cm−5)] for our 20-
star samples span ∼ ±1–2 (when the values of ∆v are
sufficiently small for the DM to be recovered). This dis-
crepancy is especially surprising because GS15 models
the DM density distribution with the Hernquist/Zhao
profile, which has two additional slope parameters com-
pared to the gNFW model we use, and additionally
models the velocity anisotropy—a model with more free
parameters, combined with the added degeneracy be-
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Figure 10. J-factors as a function of the sample size and the measurement error on the line-of-sight velocities, ∆v, for parameter
sets I (top left), II (top right), III (bottom left), and IV (bottom right). We take the distance to the dwarf in each case to be
50 kpc and the angle of integration to be 0.5◦. The results for ∆v = 2 km/s in the top(bottom) left panel correspond to the
recovered DM profiles shown in Fig. 1(2). For each realization of a given sample size and value of ∆v, we build up a posterior
J-factor distribution by calculating the J-factor for every set of posterior parameters, from which we can calculate the median
and middle 68% containment range of log10[J(0.5
◦)/(GeV2 cm−5)] for that realization. Each data point shown here denotes
the median across the 10 realizations of the median log10[J(0.5
◦)/(GeV2 cm−5)], and each set of error bars brackets the median
across realizations of the 68% containment. The data points that extend below the range of the right panels correspond to the
cases discussed in Section 3.2, where the recovered DM abundance is significantly underestimated. The values of all plotted
J-factors are provided in Table E1.
tween the anisotropy and mass profiles, should give rise
to larger uncertainties on the inferred J-factors.
The primary source of this apparent discrepancy is
that in this work, we have assumed wider prior ranges on
the halo parameters than what was assumed in GS15—
in particular, the analysis in GS15 assumed a prior of
0 ≤ γ ≤ 1.2 on the inner DM slope. When we re-
peated our analysis assuming the same priors on ρ0,
rs, and γ as the ones used in GS15, the uncertain-
ties on our J-factors decreased significantly. In Fig-
ure 11, we show the median and middle 68% range
on log10[J(0.5
◦)/(GeV2 cm−5)] for each of our 10 dif-
ferent 20-star datasets from parameter set III (which is
representative of the results for all parameter sets), as-
suming either our fiducial setup (squares) or the priors
from GS15 (triangles). Implementing the GS15 priors
reduced the J-factor uncertainty in all 10 datasets, by
as much as a factor of ∼ 3 in certain cases.
GS15 additionally takes the best-fit Plummer radius
from the literature and fixes it in their fit. Analogously,
we have also repeated our analysis fixing our light-profile
parameters to their best-fit values while assuming the
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Figure 11. Comparing the J-factor results for each of the ten 20-star datasets in parameter set III: using our fiducial analysis
setup (dark purple squares), using the DM priors from Geringer-Sameth et al. (2015a) (medium purple triangles), and using the
priors on the normalization ρ0 and scale radius rs from Geringer-Sameth et al. (2015a) while setting the prior on the inner slope to
be γ ∈ [−1, 3] (light purple circles). This demonstrates that for these small sample sizes, the results are highly prior-dependent,
which is consistent with our findings that the DM profile and inner slope are poorly constrained for the datasets with limited
statistics. This additionally demonstrates that the remarkably small uncertainties on the J-factors from Geringer-Sameth et al.
(2015a) for the ultrafaint dwarfs may be driven by their narrow choice of prior on γ.
GS15 priors and found the results to be essentially un-
changed from the case of GS15 priors without fixing
light-profile parameters. Furthermore, GS15 truncates
the J-factor integration at rmax, the galactocentric dis-
tance of the outermost star. We have tested this pre-
scription as well, and found that it makes negligible dif-
ference to our values of the J-factor. This is expected,
because the J-factor within the inner 0.5◦ is dominated
by the most central regions of the DM halo, and is there-
fore insensitive to the outer truncation radius of the in-
tegration.
As an additional test, we set the priors on the nor-
malization ρ0 and scale radius rs for the DM profile to
the GS15 priors, but rather than using the GS15 prior
of γ ∈ [0, 1.2] on the inner slope, we assume a wider
prior range of γ ∈ [−1, 3], which is equivalent to our
fiducial prior range with the exclusion of the unphys-
ical values of γ > 3. This directly tests how a wider
prior range on γ affects the inferred J-factor. The re-
sults of this test are shown by the circles in Fig. 11,
and are similar to our fiducial results (squares), indi-
cating that the narrow prior range on γ is indeed what
primarily drives our fit to reproduce the small J-factor
uncertainties found in GS15. We have also verified that
implementing the GS15 priors (with and without fix-
ing the light profile parameters) on our 1000-star sam-
ples decreases the uncertainty on our estimated values of
log10[J(0.5
◦)/(GeV2 cm−5)] by a factor of ∼ 2, making
them broadly consistent with the uncertainties quoted
in GS15 for the classical dwarfs.
An important takeaway from this exercise is that the
J-factors inferred through the Jeans modeling proce-
dure, for the currently accessible stellar sample sizes,
depend sensitively on prior assumptions on γ, and there-
fore should be treated with caution. Motivated by the
prior-dependence of J-factor estimates from Jeans anal-
yses, a complementary method that has been proposed
in the literature is a frequentist approach to deriving J-
factors (Chiappo et al. 2017, 2019), which removes the
prior-dependence but also loses the ability to construct
full posterior probability distributions of the DM inner
slope.
4.3. Spatial Selection
We can revisit the discussion of spatial selection func-
tions detailed in Section 3.3, in the context of J-factors.
In Sec. 3.3, we found that if we implemented a selec-
tion function of R > R1/2, i.e., only included stars in
the outer regions of the system, the resulting inferred
DM density profile was more uncertain in the inner re-
gions of the dwarf than in the benchmark scenario. We
also found that if we implemented a selection function
of R < R1/2, i.e., only included stars in the inner re-
gions of the system, the inferred DM density profile was
more uncertain in the outer regions of the dwarf than in
the benchmark scenario. Furthermore, for the R < R1/2
datasets, we found that the inner profile could be biased
high, especially when the sample size was small. The
degree of such biases and increased uncertainties on the
DM density profile can be quantitatively captured by
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Each data point denotes the median across the 10 realiza-
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ment across the realizations. For the smallest samples, the
benchmark case consistently has smaller uncertainties than
either the R > R1/2 or R < R1/2 cases. For some of the
larger samples, the uncertainties are slightly reduced (O(0.1
dex) smaller) for R < R1/2 relative to the benchmark case.
Note the different y-axis scale for the bottom panel.
evaluating the J-factor. These results are shown in Fig-
ure 12 and detailed in Table E2.
Overall, we find that for the datasets with . 50 ob-
served stars (comparable to the current sample sizes of
ultrafaint dwarfs), observing more stars which are dis-
tributed across the full range of the radial distribution
would have the most potential to decrease the uncer-
tainty on estimates of the J-factors. This is demon-
strated in the bottom panel of Fig. 12, in which the
uncertainties on the J-factor are always smaller in the
benchmark case (green squares) than for either of the
other two cases (teal triangles and blue circles). For the
systems with hundreds or thousands of observed stars,
there is room for slight improvement on the accuracy
of inferred J-factors by measuring more stars in the in-
ner regions of the systems. This is demonstrated in the
top and middle panels of Fig. 12, in which the uncer-
tainties can be somewhat smaller (O(0.1 dex)) for the
R < R1/2 datasets (teal triangles) than for the bench-
mark datasets (green squares) or R > R1/2 datasets
(blue circles). As expected, the behavior of the recov-
ered J-factors is consistent with the ability of the Jeans
modeling to accurately recover the inner density profile
of the DM, as was discussed in Sec. 3.
4.4. Dwarfs in Need of More Measurements
Within the literature, there are two approaches to
dwarf galaxy indirect detection analyses—individual
dwarfs may be analyzed on their own (e.g., Essig et al.
2010; Baushev et al. 2012; Hooper & Linden 2015;
Achterberg et al. 2015; Geringer-Sameth et al. 2015b;
Zhao et al. 2018), or many systems may be stacked to ob-
tain a more competitive limit on DM annihilation (e.g.,
Ackermann et al. 2011; Geringer-Sameth & Koushiappas
2011; Ackermann et al. 2015; Albert et al. 2017; Calore
et al. 2018; Hoof et al. 2018). In both cases, achiev-
ing robust indirect detection results is dependent upon
accurately estimating the J-factors for the dwarfs that
dominate the limits. Table 5 lists the confirmed dwarf
galaxies used in the analysis from A17, in order of de-
creasing J-factor. We emphasize that while the dwarfs
that give rise to the strongest constraints on DM annihi-
lation are among those with the largest J-factors, having
a larger J-factor does not necessarily imply that the re-
sulting limit from a given dwarf will be stronger, due
to effects such as different levels of background contam-
ination in different regions of the sky. In the following
discussion, we will emphasize future observations which
are important for obtaining more accurate estimates of
the J-factors for the systems that dominate the A17 re-
sults.
As shown in Fig. 10 and detailed in Tab. E1, the typi-
cal uncertainty on log10[J(0.5
◦)/(GeV2 cm−5)] from our
analysis is ∼ ±1–2 for 20-star systems and ∼ ±0.5–1 for
100-star systems (excluding the cases of small intrinsic
dispersion and large ∆v where the fit drastically under-
estimates the abundance of DM), as opposed to ∼ ±0.5
and ∼ ±0.2, respectively, from GS15 (listed in Tab. 5).
We determined in Sec. 4.2 that this discrepancy may be
due to different prior choices on γ. To test the effect
of larger J-factor uncertainties on the resulting indirect
detection constraints on DM annihilation, we can use
the likelihood functions provided in A177 to derive lim-
its assuming different values of the J-factor uncertainty.
7 http://www-glast.stanford.edu/pub data/1203/
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Dwarf nstars log10 J(0.5
◦) Dispersion References
[GeV2 cm−5] [km/s]
Ursa Major II 20 19.42+0.44−0.42 5.6
+1.4
−1.4 Simon (2019)
Segue 1 70 19.36+0.32−0.35 3.7
+1.4
−1.1 Simon & Geha (2007)
Coma Berenices 59 19.02+0.37−0.41 4.6
+0.8
−0.8 Simon & Geha (2007)
Ursa Minor 313 18.93+0.27−0.19 9.5
+1.2
−1.2 Walker et al. (2009b)
Draco 292 18.84+0.12−0.13 9.1
+1.2
−1.2 Walker et al. (2009b)
Sculptor 1365 18.54+0.06−0.05 9.2
+1.1
−1.1 Walker et al. (2009a)
Bootes I 37 18.24+0.40−0.37 4.6
+0.8
−0.6 Koposov et al. (2011)
Leo II 126 17.97+0.20−0.18 7.4
+0.4
−0.4 Spencer et al. (2017)
Carina 774 17.87+0.10−0.09 6.6
+1.2
−1.2 Walker et al. (2009a)
Ursa Major I 39 17.87+0.56−0.33 7.0
+1.0
−1.0 Simon (2019)
Leo I 267 17.84+0.20−0.16 9.2
+0.4
−0.4 Mateo et al. (2008)
Fornax 2483 17.83+0.12−0.06 11.7
+0.9
−0.9 Walker et al. (2009a)
Canes Venatici II 25 17.65+0.45−0.43 4.6
+1.0
−1.0 Simon & Geha (2007)
Sextans 441 17.52+0.28−0.18 7.9
+1.3
−1.3 Walker et al. (2009a)
Canes Venatici I 214 17.43+0.37−0.28 7.6
+0.4
−0.4 Simon & Geha (2007)
Leo T 19 17.11+0.44−0.39 7.5
+1.6
−1.6 Simon & Geha (2007)
Hercules 30 16.86+0.74−0.68 5.1
+0.2
−0.2 Simon & Geha (2007)
Leo V 5 16.37+0.94−0.87 2.3
+3.2
−1.6 Collins et al. (2017)
Leo IV 18 16.32+1.06−1.69 3.3
+1.7
−1.7 Simon & Geha (2007)
Segue 2 25 16.21+1.06−0.98 < 2.2 Kirby et al. (2013)
Table 5. List of dwarf galaxies used in Albert et al. (2017) ordered by decreasing J-factor. The observed numbers of stars and
J-factors are compiled from Geringer-Sameth et al. (2015a). The dispersions are compiled from Simon (2019).
Similarly to A17, we use Eq. 3 of Ackermann et al.
(2015) to profile over the J-factor uncertainty.
The three dwarfs from A17 that provide the strongest
limits in the mass range relevant for the DM inter-
pretation of the Galactic Center Excess (GCE) are
Ursa Major II, Ursa Minor, and Draco. We first fo-
cus on Ursa Major II, which has a sample size of
20 stars. We find that increasing the uncertainty on
log10[J(0.5
◦)/(GeV2 cm−5)] from 0.4 (which was as-
sumed in the A17 analysis) to 1 weakens the limit by a
factor of ∼ 5–8 in the 10–100 GeV mass range for the bb
annihilation channel, resulting in a limit that no longer
excludes or is in tension with the regions of parame-
ter space consistent with the GCE from Gordon & Ma-
cias (2013); Daylan et al. (2016); Calore et al. (2015a);
Abazajian et al. (2014). Similarly, for Draco and Ursa
Minor (∼ 300 observed stars each), we find that increas-
ing the uncertainty on log10[J(0.5
◦)/(GeV2 cm−5)] from
their assumed values in A17 of 0.1 and 0.2, respectively,
to 0.5(1) weakens the limit by a factor of ∼ 2(10). We
note that a factor of ∼ 2 weakening of the strongest
dwarf limits is sufficient to significantly reduce the ten-
sion with the DM interpretation of the GCE.
This demonstrates that for the current observed sam-
ple sizes, the dwarf galaxy indirect detection limits can
be highly sensitive to the assumed priors for the inner
DM slope γ. In order to derive robust indirect detec-
tion constraints from the dwarf galaxies, it is crucial to
increase the number of observed stars in order to ob-
tain more robust estimates of their J-factors. In par-
ticular, we emphasize the importance of increasing the
sample sizes for Ursa Major II, Ursa Minor, and Draco,
which dominate the indirect detection limits. Our re-
sults in Secs. 3.3 and 4.3 suggest that measuring more
stars spanning the entire spatial extent of the galaxies
would be most effective at achieving more accurate esti-
mates of their J-factors (see bottom panel of Fig. 12). If
sample sizes are increased beyond & 500 stars, our find-
ings suggest that focusing on measuring more stars in
the inner regions of the dwarfs may provide additional
constraining power on their J-factors (see top two panels
of Fig. 12).
5. CONCLUSIONS
In this paper, we performed a systematic study of the
spherical Jeans analysis method in the context of in-
ferring the DM content in dwarf galaxies. We focused
on simulated data for spherical, isotropic systems, and
assessed the performance of the method at accurately
recovering the overall dark matter density profile, the
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virial mass, and the inner slope of the dark matter den-
sity profile. Our primary conclusions are the following:
• For parameter sets I and III, which describe
M200 ∼ 109M halos (intrinsic velocity dispersion
∼ 10–15 km/s) with inner density slopes of γ = 1
and γ = 0, respectively, we find that the virial
mass we recover is always consistent with the true
value, and is increasingly accurate as the sample
size is increased. However, the inner profile of the
DM density distribution is less well-constrained—
for samples with . 1000 stars, the posterior dis-
tributions on the inner slope γ are typically un-
constrained, and there is no statistical preference
for a cuspy or cored profile. We recover statisti-
cal evidence for the true (cuspy/cored) profile only
for samples with 10, 000 stars. For these param-
eter sets, the results are generally insensitive to
varying the measurement error of the line-of-sight
velocity, ∆v, over the range ∆v = 0–5 km/s.
• For parameter sets II and IV, which describe
M200 ∼ 107M halos with inner density slopes
of γ = 1 and γ = 0, respectively, we find that the
virial mass estimates depend sensitively on ∆v,
particularly for the samples with fewer stars. For
parameter set II (intrinsic velocity dispersion ∼ 3
km/s), the inferred virial mass for the 20- and 100-
star samples is consistent with zero when ∆v = 5
km/s. Similarly, for parameter set IV (intrinsic
velocity dispersion ∼ 2 km/s), the recovered virial
mass for the 20- and 100-star samples is consistent
with zero for the cases of ∆v = 2, 5 km/s. This is
rectified when the sample size is increased to 1000
or more stars.
• From our study of spatial selection functions, we
conclude based on the overall performance at infer-
ring the DM density profile, the inner slope γ, and
the virial mass, that it is crucial to have measure-
ments of stars across the full radial distribution of
the dwarf galaxy, especially for the smallest sam-
ples. Doing so allows the fit to anchor the DM dis-
tribution across the full radial range, and consis-
tently results in comparable or better performance
at accurately reconstructing both the inner and
outer profile of the DM distribution, relative to
the cases where the data consists purely of stars in
either the inner or outer region of the system. For
systems with . 50 observed stars, measuring more
stars across the full radial extent can reduce the
uncertainties on log10[J(0.5
◦)/(GeV2 cm−5)] by a
factor of ∼ 3 compared to measuring the same
number of stars only within the half-light radius.
• Degeneracy between the DM halo parameters in
our model makes it difficult to constrain the inner
slope, γ, especially when sample sizes are small.
We emphasize that this is separate from the issue
of the velocity anisotropy profile being degener-
ate with the enclosed mass profile. While datasets
with larger sample size can help resolve these pa-
rameter degeneracies, it is unfeasible to measure
upwards of 10,000 stars—the sample size required
for constraining γ—in the dwarf galaxies in the
near future. Instead, a potential method for in-
creasing the constraining power of Jeans analy-
ses on the core-cusp problem is to jointly fit to
many dwarf galaxies simultaneously. This is com-
putationally challenging to implement using stan-
dard MCMC or nested sampling techniques, so
a thorough study of joint fits requires the use of
other methods for approximating posterior distri-
butions.
• Cast in the context of indirect detection, we find
that for the 20-star samples across all parameter
sets (in the cases of sufficiently small ∆v for the
DM to be recovered), the median 1σ uncertainty
on log10[J(0.5
◦)/(GeV2 cm−5)] across our 10 re-
alizations is ∼ ±1–2, in contrast with the uncer-
tainties of ∼ ±0.5 quoted for some of the current
ultrafaint dwarf measurements (with ∼ 20 stars)
in GS15 (see Table 5), which were used to derive
the dwarf galaxy constraints on DM annihilation
in A17. We find that this discrepancy may be
driven by the more restrictive prior ranges for the
DM profile parameters in GS15—in particular the
prior range on the inner slope γ—and note that
the resulting indirect detection results should be
interpreted with this prior-dependence in mind.
In our study, we have focused on the case of spheri-
cal, isotropic systems with the goal of understanding the
limitations of Jean analyses even in the absence of chal-
lenges that are known to complicate studies that use this
method, such as background contamination (e.g., Bon-
nivard et al. 2016; Ichikawa et al. 2017, 2018; Horigome
et al. 2020), the effect of assuming equilibrium for sys-
tems which are not in equilibrium (El-Badry et al. 2017),
the assumption of sphericity for systems which are non-
spherical (Bonnivard et al. 2015; Klop et al. 2017),
the degeneracy between the enclosed mass and veloc-
ity anisotropy (e.g., Merrifield & Kent 1990; Wilkinson
et al. 2002; Lokas & Mamon 2003; De Lorenzi et al. 2009;
Read & Steger 2017; Genina et al. 2019), and the pres-
ence of potentially large fractions of binary stars in the
dwarf galaxies (e.g., McConnachie & Coˆte´ 2010; Minor
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et al. 2010; Geha et al. 2013; Spencer et al. 2017, 2018;
Minor et al. 2019).
With regard to the core-cusp problem, we have found
that even for the idealized systems we consider, and a
relatively simple three-parameter halo model, the Jeans
modeling method is severely limited in its ability to con-
strain the inner slope γ of the dark matter density pro-
file. A crucial reason behind this is that there are degen-
eracies between the three parameters that describe our
DM profiles. The fact that γ is difficult to pinpoint is
consistent with previous Jeans modeling results in the
literature (e.g., Walker et al. 2009b; Read et al. 2018;
Genina et al. 2019); we have additionally determined
that, in order to constrain γ within this framework, it
is necessary to measure ∼ 10, 000 stars within a single
dwarf galaxy, which is not practical within the near fu-
ture. We therefore need to search for alternative meth-
ods for addressing the core-cusp problem using Jeans
analysis methods.
While complementary mass modeling methods have
claimed preference for cores or cusps in the dwarf galax-
ies, important caveats when interpreting such results
have been identified in the literature. For example, while
many rotation curve analyses have shown preference for
cored DM distributions, studies have shown that system-
atic effects in rotation curve analyses can erroneously
bias the inferred DM distribution towards a centrally
cored profile (see, e.g., Rhee et al. 2004; Valenzuela et al.
2007; Pineda et al. 2017, and references within). It has
also been demonstrated in Kowalczyk et al. (2013); Gen-
ina et al. (2018) that results using mass estimator meth-
ods such as the ones proposed in Wolf et al. (2010);
Walker & Pen˜arrubia (2011) can depend sensitively on
the specific line of sight that is chosen, and can result,
for example, in predicting a cored profile when the true
halo is cuspy.
The parameter degeneracy that limits our ability to
reconstruct γ is a distinct from the well-known mass-
anisotropy degeneracy which plagues Jeans analyses, for
which a number of proposed solutions exist in the liter-
ature: using higher order moments of the velocity dis-
tribution (Merrifield & Kent 1990; Richardson & Fair-
bairn 2013, 2014; Read & Steger 2017; Genina et al.
2019) and incorporating proper motion measurements
of stars (Strigari et al. 2007a; Lazar & Bullock 2020)
are among the methods that have been demonstrated to
ameliorate the mass-anisotropy degeneracy. It is worth
exploring whether or not these methods would also lead
to improved constraints on the inner slope of the DM
density profile, the answer to which is not intuitively ob-
vious. Alvarez et al. (2020) recently used the framework
described in Read & Steger (2017), which parameterizes
the DM density profile as a multiply-broken power law
and employs higher order moments, to derive J-factors
for the classical dwarfs. They obtained J-factor esti-
mates which are consistent with the ones from GS15, but
with reduced uncertainties. Additionally, jointly fitting
to multiple dwarf galaxies at once is a potential method
for leveraging moderately-sized datasets to achieve bet-
ter constraints on γ. While we have not yet explored this
avenue systematically, due to computational challenges,
it is a promising direction for future work.
Finally, we have used our results to make recommen-
dations for future observations. For the purpose of
achieving more accurate, less prior-dependent J-factor
estimates for the systems that dominate the indirect de-
tection results presented in A17, we identify Ursa Major
II, Ursa Minor, and Draco as the dwarf galaxies that
would most benefit from more stars being measured.
Our preliminary analyses show that if we assume the
typical J-factor uncertainties that we find in our work,
the DM annihilation limits for these systems may be
weakened to the degree of significantly affecting their
implications on the DM interpretation of the GCE.
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APPENDIX
A. ENCLOSED MASS FUNCTIONS
We list here for reference the closed-form expressions for the enclosed mass functions corresponding to the density
profiles given by Eq. (17)–Eq. (19).
MgNFWDM (r) =
4pi
3− γ ρ0 r
3
(
r
rs
)−γ
2F1
(
3− γ, 3− γ; 4− γ;− r
rs
)
(A1)
MNFWDM (r) = 4piρ0 r
3
s
( −r
r + rs
+ log
(
1 +
r
rs
))
(A2)
MNFWcDM (r) = 4piρ0 r
3
s
[
−r(3r + rs)
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Figure B1. Distributions of the projected radii (left panel) and 3d galactocentric radii (right panel) in our mock datasets for
parameter set I. From top to bottom (lightest to darkest color), we show the distributions for sample sizes of 20, 100, 1000,
and 10,000 stars. For each histogram, the solid line denotes the median counts per radial bin and the band shows the 68%
containment across 10 realizations.
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Figure B2. Same as Figure 4, but for parameter set III.
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Figure B3. Same as Figure 4, but for parameter set I.
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Figure B4. Same as Figure 4, but for parameter set II.
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Figure B5. Same as Figure 5, but for parameter set III, with vertical scale adjusted for presentation. All panels in this figure
share the same vertical scale.
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Figure B6. Same as Figure 5, but for parameter set I, with vertical scale adjusted for presentation. All panels in this figure
share the same vertical scale.
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Figure B7. Same as Figure 5, but for parameter set II, with vertical scale adjusted for presentation. All panels in this figure
share the same vertical scale.
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Figure B8. Histograms of the projected radius R (left panel) and the 3d radius r (right panel) for parameter set III starting
with a sample size of nstars = 100 stars, resulting in selected samples of n
sel
stars ∼ 50 stars, for the three different spatial selection
functions. For each selection function, the line denotes the median counts per bin and the band shows the 68% containment
across 10 realizations. The recovered DM density and enclosed mass profiles corresponding to these datasets are shown in
Figure 6.
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Figure B9. Same as Figure 6, but starting with a sample size of nstars = 1000 stars, resulting in selected samples of n
sel
stars ∼ 500
stars. In this case, the bias on the density profile for the R < R1/2 case is less severe than in Fig. 6, and the uncertainty on the
inner density profile is smaller for the R < R1/2 case than for the benchmark case.
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C. LIGHT PROFILE FITTING PROCEDURE
We take a binned likelihood approach to fit the stellar light profile in the initial step of our analysis, modeling the
light profile as a projected Plummer profile (Eq. (22)). For a sample size of nstars, we bin the data in ∼ √nstars
logarithmically-spaced bins in the projected radius R. Because the measurement errors on the stellar positions are
small—largely driven by the uncertainties on the distance to the galaxy, given the accurate measurements on the
angular positions of stars on the sky—we take the uncertainty on the number of stars in each bin to be the Poisson
uncertainty corresponding to the mean number of stars in that bin. For a 100(1−α)% confidence level, the lower and
upper bound of the Poisson uncertainty are given by (Tanabashi et al. 2018)
µlo =
1
2
F−1χ2
(α
2
; 2nˆ
)
(C1)
µup =
1
2
F−1χ2
(
1− α
2
; 2(nˆ+ 1)
)
, (C2)
where F−1χ2 is the inverse of the χ
2 cumulative distribution function and nˆ is the mean number of counts. We then have
σlo = nˆ− µlo and σup = µup − nˆ, which need to be modeled in our likelihood. In order to account for the asymmetric
uncertainties that arise from this prescription, we use the following approximation to a Gaussian log-likelihood for nˆi
observed counts and ni(θ) predicted counts in the i
th bin, where θ are the model parameters (Barlow 2004):
lnL(nˆ|θ) = −1
2
∑
i
(nˆi − ni(θ))2
Vi − V ′i (nˆi − ni(θ))
, (C3)
where V = σloσup and V
′ = σup − σlo.
We find that this approximation works well for our purposes, and we can generally fit the light profile extremely
well. We note that in practice, it can be numerically easier to fit for the stellar surface density in each bin rather than
the star counts themselves, but the principles remain unchanged. We use the results of the light profile fit to set the
priors on the surface brightness parameters in our Jeans analysis—conservatively, we set the prior ranges of the surface
brightness parameters to be the middle 95% containment range on their posteriors from the light profile fit, similar
to the procedure in Read & Steger (2017). We show an example light profile fit for a 20-star sample in Figure C1
and a 1000-star sample in Figure C2. The fit results are generally in excellent agreement with the data, and become
increasingly well-constrained as the sample size is increased.
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Figure C1. An example light profile fit for a single 20-star sample. In the left panel, the data points in the show the binned
data, with error bars corresponding to the Poisson error for each bin; the blue line shows the median recovered profile, and the
blue bands show the middle 68 and 95% containment. The right panel shows the corresponding triangle plot on the light profile
parameters, with the true value of a indicated by the red lines. To convert the units of L from star counts to luminosity, we
have assumed that each star has luminosity L.
36
10−1 100 101
R [kpc]
10−3
10−2
10−1
100
101
102
103
Σ
(R
)
[c
ou
nt
s
·k
p
c−
2 ]
nstars = 1000
Plummer fit
Truth
Data
log10(L) = 3.01
+0.01
−0.01
2.
97
3.
00
3.
03
log10(L)
−0
.0
50
−0
.0
25
0.
00
0
0.
02
5
lo
g 1
0
(a
)
−0
.0
50
−0
.0
25
0.
00
0
0.
02
5
log10(a)
log10(a) = 0.00
+0.01
−0.01
Figure C2. Same as Figure C1, but for a 1000-star sample. Compared to the case of the 20-star sample, the light profile is
significantly better constrained (note the different axes scales on the triangle plot compared to Fig. C1).
D. PRIOR SELECTION AND JOINT ANALYSIS
D.1. Implementing Narrow Priors
In our fiducial analysis, we choose conservative priors on the DM halo parameters. Specifically, we impose a wide
prior of γ ∈ [−1, 5] due to the large theoretical uncertainty on the inner slopes of DM halos. While values of γ < 0 are
not physically-motivated, because they predict a density profile that dips down in the central region of the halo, we
choose the lower bound of −1 to allow γ the freedom to converge at 0—this would not be possible if the lower bound
on γ were set exactly at 0. The values of γ on the highest end are also unphysical, because for γ ≥ 3, the enclosed
mass (Eq. (A1)) diverges at finite radius. Based on the posterior γ distributions from our fiducial scans (Fig. 3), we
do not expect that assuming a prior range of γ ∈ [−1, 3] instead would qualitatively change our results, because the
posterior probability for values of γ ≥ 3 tend to be negligible.
Additionally, we have assumed a wide prior on the DM scale radius rs of ln(rs/kpc) ∈ [−10, 10] for the purpose of
being fully agnostic. However, we can follow the example of GS15 and set the more physically-motivated prior range
of on rs of 1 pc to 100 kpc, i.e., ln(rs/kpc) ∈ [ln(10−3), ln(102)] ∼ [−6.9, 4.6]. For reference, a commonly used value for
the NFW scale radius of the Milky Way DM halo is ∼ 20 kpc (e.g. Goodenough & Hooper 2009; Daylan et al. 2016;
Calore et al. 2015b; Ajello et al. 2016; Chang et al. 2018; Ackermann et al. 2012)—because we expect the dwarf galaxy
DM halos to have smaller scale radii than the Milky Way halo, the GS15 priors are still fairly conservative.
We explicitly verify that implementing a narrower choice of priors on γ and on rs does not qualitatively affect the
results of our study, focusing on the 20-star samples because the smallest samples are most sensitive to prior choices.
In Figure D1, we show the posterior γ distributions for the 20-star samples for parameter sets I (top row) and III
(bottom row). From left to right, the columns show the results for the fiducial priors, the narrow prior on rs and
fiducial prior on γ, and the narrow priors on both rs and γ. We assume fiducial priors on all other parameters and the
fiducial velocity error, ∆v = 2 km/s. The left column of Fig. D1 corresponds to the left column of Fig. 3 (for ease of
comparison between the different sets of priors, the vertical scale here is zoomed in compared to Fig. 3). While there
are slight quantitative changes, the key result—that the posterior γ distributions are unconstrained, and therefore
do not give rise to statistical evidence for a cusp or a core—remains unchanged. We show the analogous results for
parameter sets II and IV in Figure D2.
Similarly, we can examine the recovered density and enclosed mass profiles that result from the narrow prior choices
and compare them to our fiducial results. We show this comparison for the 20-star samples from parameter set I in
Figure D3. Qualitatively, we find that the recovered distributions are insensitive to the prior choices on rs and γ.
Quantitatively, the recovered virial mass is M200 ∼ 2.3+10.2−1.5 × 109M for the case of narrow prior on rs and fiducial
prior on γ and M200 ∼ 2.2+7.5−1.4 × 109M for the case of narrow priors on both rs and γ. For the fiducial analysis,
this value is M200 ∼ 2.1+6.7−1.3 × 109M. In each case, the recovered virial mass is consistent within uncertainty with
the true value of M200 ∼ 1.9 × 109M. Additionally, imposing narrow priors on rs and γ does not result in smaller
uncertainties on the inferred virial mass. We show the analogous results for parameter set III in Figure D4. The
results for parameter sets II and IV are qualitatively similar.
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Figure D1. Posterior γ distributions for the 20-star samples for parameter sets I (top row) and III (bottom row). From left to
right, the columns show the results for the fiducial priors, the narrow prior on rs and fiducial prior on γ, and the narrow priors
on both rs and γ.
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Figure D2. Same as Figure D1, but for parameter sets II (top row) and IV (bottom row).
For brevity, we only present selected representative results here. We have verified that, for our spatially selected
samples (see Section 3.3 for detailed discussion), the choice of narrow priors on rs and γ also results in qualitatively
unchanged results from the fiducial ones presented in the paper. We have found, however, that the narrow priors have
a regulating effect in our preliminary study of jointly analyzing multiple dwarfs simultaneously, relative to our fiducial
priors—we therefore employ the narrow priors in our discussion of the joint analysis in App. D.2.
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Figure D3. Inferred DM density profiles ρ(r) (left panels) and corresponding enclosed mass profiles M(r) (right panels) for
20-star samples parameter set I. From lightest to darkest color, we show the results for the fiducial priors, the narrow prior
on rs and fiducial prior on γ, and the narrow priors on both rs and γ. The recovered distributions are overall insensitive to
the prior choices on rs and γ. The recovered virial mass is M200 ∼ 2.3+10.2−1.5 × 109M for the case of narrow prior on rs and
fiducial prior on γ and M200 ∼ 2.2+7.5−1.4 × 109M for the case of narrow priors on both rs and γ. For the fiducial analysis, this
value is M200 ∼ 2.1+6.7−1.3 × 109M. In each case, the recovered virial mass is consistent within uncertainty with the true value of
M200 ∼ 1.9× 109M.
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γ = 0, rs = 1 kpc, M200 ≈ 1.4× 109 M¯, nstars = 20
Figure D4. Same as Figure D3, but for parameter set III. The recovered virial mass is M200 ∼ 0.7+2.0−0.4× 109M for the case of
narrow prior on rs and fiducial prior on γ and M200 ∼ 1.0+3.3−0.6 × 109M for the case of narrow priors on both rs and γ. For the
fiducial analysis, this value is M200 ∼ 0.7+2.3−0.4 × 109M. In each case, the recovered virial mass is consistent within uncertainty
with the true value of M200 ∼ 1.4× 109M.
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D.2. Joint Analysis
In lieu of obtaining much larger datasets (up to ∼ O(10, 000) stars) for the measured dwarf galaxies, one potential
way to gain more constraining power on the DM halo parameters using moderately-sized datasets is to jointly analyze
multiple dwarf galaxies at once. While it may not be feasible in the near future to increase the stellar sample sizes
within measured dwarf galaxies by orders of magnitude, with the advent of digital surveys, the number of discovered
dwarf galaxies has exploded over the past five years (see, e.g., Figure 1 of Simon 2019), and is expected to continue
to grow drastically in the era of future surveys such as the Vera C. Rubin Observatory (formerly known as LSST, see,
e.g., Table 1 of Hargis et al. 2014). We could therefore try to leverage a large number of measured dwarf galaxies,
even if within the individual systems the number of observed stars is small.
Within our analysis framework, we can in principle perform a joint analysis on Ndwarfs of our simulated dwarfs. For
simplicity, we assume all Ndwarfs systems are from the same parameter set and have the same number of stars, and
we analyze them simultaneously, under the prior assumption that they all share the same value of γ but are otherwise
independent. This simulates the scenario of having a group of similarly-sized dwarf galaxies for which one might expect
a priori, based on the specifics of the DM and baryonic feedback models, to have the same inner DM profile shape.
The joint likelihood is the product of Eq. (14) over each dwarf,
Ljoint =
Ndwarfs∏
j=1
Nstars∏
i=1
(2pi)−1/2√
σ2p,j(Rij) + ∆
2
vij
× exp
[
−1
2
(
(vij − vj)2
σ2p,j(Rij) + ∆
2
vij
)]
. (D1)
As in the case of the individual analyses, we model each dwarf with a Plummer light profile and gNFW DM distribution,
but fit for only one value of γ for all the dwarfs, i.e., γj = γ. The joint analysis model therefore has (Ndwarfs × 5 + 1)
free parameters.
We have tested this method by taking five 20-star samples from the same parameter set and maximizing their joint
likelihood. We note that for the results shown in this section, we have used the narrow priors on rs and γ described in
App. D.1 and assumed a velocity error of ∆v = 0 km/s for cleanliness. All other priors are the same as in our fiducial
setup. We choose to focus on the narrow priors because we have found that, for the cases we have tested, the joint
analysis results can be biased more often towards incorrect values of γ when using our fiducial priors.
In Figure D5, we show example results for parameter set I (for which γ = 1), with each row corresponding to a
different set of five jointly analyzed samples. In the first column, we show the results floating all 26 free parameters.
Within each panel, we show the posterior γ distributions resulting from the individual as well as the joint analyses—
the teal line(band) shows the median of the median(middle 68%) in each γ bin across the five individual scans, while
the red line shows the posterior γ distribution from the joint scan. While the posterior γ distribution from the joint
scan is more constrained and peaked near γ = 1, the posterior probability at γ = 0 tends to be non-negligible. The
degeneracy between the DM halo parameters still has a strong effect on these particular results, as demonstrated by
the fourth column, in which we fix ρ0 and rs to their respective true values for each of the five samples (i.e., we now
float a total of 16 parameters). In this case, the posterior distribution is narrowly peaked and the posterior probability
at γ = 0 is negligible in all cases (although depending on the specific set of samples, the location of the peak may be
shifted away from the true value of γ = 1). If we fix either ρ0 or rs individually, we find that the joint analysis can
accentuate biases that are present in the underlying samples (most clearly demonstrated by the middle two panels of
the bottom row).
In Figure D6, we show analogous example results for parameter set III (for which γ = 0). In this case, when
all 26 free parameters are floated, the posterior γ distributions from the joint analysis tend to also be peaked near
γ = 1. In the examples shown here, fixing ρ0 for all the samples in the joint analysis resolves this bias, resulting in
posterior γ distributions which are peaked near γ = 0 and better-constrained than the corresponding posteriors from
the individual scans. When both ρ0 and rs are fixed to their respective true values for each of the five samples, the
posterior distributions from the joint scans are peaked cleanly near γ = 0 in all three cases; however, the bias towards
γ = 1 is again present if we only fix rs.
Further detailed study is required in order to understand the source of the biases we see, and also to characterize
how the output of a joint analysis depends on factors such as the value of Ndwarfs, the sample size and measurement
precision in each dwarf, and the relaxation of the assumption that the dwarfs all share the same value of γ (for example,
by assuming a central value of γ and some scatter about it for the population of dwarfs being analyzed). However,
the dimensionality of the model quickly grows as Ndwarfs is increased, making a joint analysis difficult to efficiently
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Figure D5. Example results from jointly analyzing five 20-star samples from parameter set I, for which γ = 1. Each row
corresponds to a different set of five jointly analyzed samples. From left to right, we show the results for floating all free
parameters (26 free parameters), fixing ρ0 for each sample to the true value (21 free parameters), fixing rs for each sample to the
true value (21 free parameters), and fixing both ρ0 and rs for each sample to their respective true values (16 free parameters).
Within each panel, we show the posterior γ distributions resulting from the individual as well as the joint analyses—the teal
line(band) shows the median of the median(middle 68%) in each γ bin across the five individual scans, while the red line shows
the posterior γ distribution from the joint scan.
implement using standard MCMC or nested sampling techniques. In particular, the number of Multinest evaluations
required for convergence scales exponentially above ∼ 30 dimensions (Handley et al. 2015), making it computationally
infeasible to perform a detailed study using the analysis framework presented here. Nevertheless, our preliminary
results suggest that a joint analysis approach is a promising method for making the most of the data moving forward,
and deserves its own dedicated study. This would require the use of newer inference techniques which are designed to
approximate posterior distributions for high-dimensional likelihoods, such as stochastic variational inference (Hoffman
et al. 2012).
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Figure D6. Same as Figure D5 but for parameter set III, for which γ = 0.
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E. VIRIAL MASS AND J-FACTOR ESTIMATES
I. γ = 1, rs = 1kpc, M200 ≈ 1.9× 109M, log10
[
J(0.5◦)/(GeV2cm−5)
] ≈ 19.3
∆v = 0 km/s ∆v = 2 km/s ∆v = 5 km/s
nstars M200 [10
9M] log10[J(0.5
◦)] M200 [109M] log10[J(0.5
◦)] M200 [109M] log10[J(0.5
◦)]
20 3.0+22.0−2.1 19.6
+1.8
−1.1 2.1
+6.7
−1.3 19.9
+1.9
−1.1 1.6
+9.9
−1.1 19.9
+2.1
−1.3
100 1.5+1.2−0.5 19.8
+1.1
−0.5 1.3
+1.0
−0.5 19.7
+1.0
−0.5 1.4
+1.2
−0.6 19.8
+1.1
−0.6
1000 1.9+0.5−0.3 19.4
+0.4
−0.3 1.9
+0.6
−0.3 19.4
+0.4
−0.2 1.9
+0.6
−0.3 19.4
+0.4
−0.2
10,000 1.8+0.1−0.1 19.3
+0.2
−0.1 1.9
+0.1
−0.1 19.3
+0.2
−0.1 1.9
+0.2
−0.1 19.3
+0.2
−0.1
II. γ = 1, rs = 0.2 kpc, M200 ≈ 1.5× 107M, log10
[
J(0.5◦)/(GeV2cm−5)
] ≈ 17.3
∆v = 0 km/s ∆v = 2 km/s ∆v = 5 km/s
nstars M200 [10
7M] log10[J(0.5
◦)] M200 [107M] log10[J(0.5
◦)] M200 [107M] log10[J(0.5
◦)]
20 0.7+1.0−0.3 18.6
+1.3
−1.2 0.8
+8.5
−0.6 18.4
+1.6
−1.5 0.00001
+0.06
−0.00001 11.2
+5.6
−7.4
100 1.2+0.9−0.4 17.6
+0.7
−0.4 1.0
+1.4
−0.5 17.8
+1.2
−0.6 0.1
+0.3
−0.1 15.3
+3.5
−7.6
1000 1.5+0.3−0.2 17.4
+0.3
−0.2 1.3
+0.4
−0.3 17.4
+0.3
−0.2 0.9
+0.7
−0.4 18.0
+0.8
−0.5
10,000 1.6+0.1−0.1 17.4
+0.2
−0.1 1.4
+0.2
−0.1 17.4
+0.2
−0.1 1.4
+0.8
−0.3 17.6
+0.4
−0.2
III. γ = 0, rs = 1kpc, M200 ≈ 1.4× 109M, log10
[
J(0.5◦)/(GeV2cm−5)
] ≈ 17.9
∆v = 0 km/s ∆v = 2 km/s ∆v = 5 km/s
nstars M200 [10
9M] log10[J(0.5
◦)] M200 [109M] log10[J(0.5
◦)] M200 [109M] log10[J(0.5
◦)]
20 0.8+3.6−0.5 19.3
+2.1
−1.1 0.7
+2.3
−0.4 19.9
+2.2
−1.3 1.4
+16.5
−1.0 19.7
+2.5
−1.4
100 1.5+1.6−0.6 18.5
+0.6
−0.4 1.6
+1.8
−0.7 18.5
+0.6
−0.4 1.6
+2.3
−0.9 18.5
+0.7
−0.5
1000 1.6+0.4−0.3 18.2
+0.4
−0.2 1.5
+0.5
−0.2 18.2
+0.4
−0.2 1.4
+0.4
−0.2 18.2
+0.4
−0.2
10,000 1.4+0.1−0.1 18.0
+0.3
−0.1 1.5
+0.1
−0.1 18.0
+0.3
−0.1 1.5
+0.2
−0.1 18.0
+0.3
−0.1
IV. γ = 0, rs = 0.2 kpc, M200 ≈ 1.1× 107M, log10
[
J(0.5◦)/(GeV2cm−5)
] ≈ 16.3
∆v = 0 km/s ∆v = 2 km/s ∆v = 5 km/s
nstars M200 [10
7M] log10[J(0.5
◦)] M200 [107M] log10[J(0.5
◦)] M200 [107M] log10[J(0.5
◦)]
20 0.4+1.7−0.3 17.0
+1.2
−0.7 0.00004
+0.1
−0.00004 11.6
+4.8
−7.8 0.00004
+0.3
−0.00004 11.7
+5.3
−8.2
100 1.9+2.3−0.8 16.5
+0.3
−0.2 0.4
+1.7
−0.3 16.9
+1.2
−0.7 0.0001
+0.6
−0.0001 12.1
+4.7
−7.9
1000 1.4+0.3−0.2 16.4
+0.2
−0.1 1.5
+0.8
−0.4 16.5
+0.3
−0.2 0.6
+3.5
−0.6 16.3
+0.9
−3.4
10,000 1.1+0.08−0.06 16.5
+0.2
−0.2 1.2
+0.2
−0.1 16.5
+0.2
−0.2 1.9
+1.6
−0.9 16.5
+0.2
−0.2
Table E1. Inferred values of the virial mass M200 and J-factor for the different parameter sets, sample sizes, and values of ∆v.
The J-factors are in units of log10[J(0.5
◦)/(GeV2cm−5)]. Each entry in this table represents the median across 10 realizations
of the median and ±1σ values.
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I. γ = 1, rs = 1kpc, M200 ≈ 1.9× 109M, log10
[
J(0.5◦)/(GeV2cm−5)
] ≈ 19.3
Benchmark R < R1/2 R > R1/2
nselstars M200 [10
9M] log10[J(0.5
◦)] M200 [109M] log10[J(0.5
◦)] M200 [109M] log10[J(0.5
◦)]
∼ 50 1.2+1.2−0.5 19.8+1.3−0.8 0.4+0.7−0.2 21.2+2.3−2.1 1.2+0.7−0.4 22.1+2.5−1.7
∼ 500 2.0+0.7−0.5 19.5+0.5−0.3 1.6+3.0−0.6 19.6+0.5−0.4 1.7+0.5−0.4 19.8+1.0−0.5
∼ 5000 1.8+0.2−0.1 19.3+0.3−0.1 1.8+1.4−0.3 19.5+0.3−0.2 1.8+0.1−0.1 19.4+0.4−0.2
II. γ = 1, rs = 0.2 kpc, M200 ≈ 1.5× 107M, log10
[
J(0.5◦)/(GeV2cm−5)
] ≈ 17.3
Benchmark R < R1/2 R > R1/2
nselstars M200 [10
7M] log10[J(0.5
◦)] M200 [107M] log10[J(0.5
◦)] M200 [107M] log10[J(0.5
◦)]
∼ 50 1.0+1.7−0.5 18.1+1.1−0.7 0.5+1.5−0.2 18.3+1.4−1.5 0.8+0.6−0.2 19.4+1.7−1.3
∼ 500 1.4+0.5−0.3 17.4+0.3−0.2 1.9+6.8−0.9 17.5+0.3−0.2 1.4+0.4−0.3 17.6+0.7−0.4
∼ 5000 1.5+0.2−0.1 17.4+0.2−0.1 1.2+1.9−0.2 17.5+0.2−0.1 1.5+0.1−0.1 17.3+0.3−0.2
III. γ = 0, rs = 1kpc, M200 ≈ 1.4× 109M, log10
[
J(0.5◦)/(GeV2cm−5)
] ≈ 17.9
Benchmark R < R1/2 R > R1/2
nselstars M200 [10
9M] log10[J(0.5
◦)] M200 [109M] log10[J(0.5
◦)] M200 [109M] log10[J(0.5
◦)]
∼ 50 1.6+2.5−0.9 18.5+0.8−0.5 0.2+0.8−0.1 19.4+2.4−1.7 0.9+1.7−0.5 19.7+2.1−1.4
∼ 500 1.6+0.8−0.4 18.2+0.4−0.2 4.0+13.5−2.9 18.1+0.3−0.2 1.6+0.5−0.4 18.3+0.5−0.4
∼ 5000 1.5+0.2−0.1 18.1+0.3−0.1 3.6+8.3−2.3 18.1+0.2−0.1 1.5+0.2−0.1 18.2+0.4−0.2
IV. γ = 0, rs = 0.2 kpc, M200 ≈ 1.1× 107M, log10
[
J(0.5◦)/(GeV2cm−5)
] ≈ 16.3
Benchmark R < R1/2 R > R1/2
nselstars M200 [10
7M] log10[J(0.5
◦)] M200 [107M] log10[J(0.5
◦)] M200 [107M] log10[J(0.5
◦)]
∼ 50 1.6+3.2−0.9 16.7+0.5−0.3 0.2+0.7−0.1 17.4+1.6−1.4 0.9+1.0−0.4 17.2+1.3−0.7
∼ 500 1.2+0.4−0.2 16.4+0.3−0.1 2.1+6.8−1.3 16.6+0.2−0.1 1.4+0.4−0.3 16.5+0.4−0.2
∼ 5000 1.1+0.1−0.1 16.5+0.2−0.2 2.3+5.4−1.3 16.5+0.1−0.1 1.2+0.1−0.1 16.5+0.3−0.1
Table E2. Inferred values of the virial mass M200 and J-factor for the different parameter sets, selected sample sizes, and
spatial selection functions, with ∆v = 0 in all cases. The J-factors are in units of log10[J(0.5
◦)/(GeV2cm−5)]. Each entry in
this table represents the median across 10 realizations of the median and ±1σ values.
