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I. Introduction
IRCRAFT system identification is primarily concerned with providing a mathematical description for the aerodynamic forces and moments in terms of relevant measurable quantities such as control surface deflection, aircraft angular velocity, airspeed or Mach number, and orientation of the aircraft to the relative wind. Aerodynamic parameters quantify the functional dependence of the aerodynamic forces and moments on measurable quantities, when the mathematical model is parametric. 1 The parameter estimation process consists of finding values of unknown model parameters in an assumed model structure, based on noisy measurements. Estimation of aerodynamic parameters could easily be done by several methods; however, complicating issues arise when considering application to real systems. The first complication arises due to imperfect measurements of motion variables. In practical applications sensor errors are unavoidable. The second complication of real system is the presence of state/process noise. 2 The final complication of real system is the absence of exact mathematical model of the system under investigation. Most of the conventional methods assume that the system is correctly described by the dynamic model. Physical systems are seldom described exactly by dynamic models, so the question of modeling error arises. There is no comprehensive theory of modeling error available. Any modeling error is simply treated as state and/or measurement noise, in spite of the fact that the modeling error may be deterministic rather than random. The assumed noise statistics can then be adjusted to include the contribution of the modeling error. [1] [2] [3] In the past the most widely used parameter estimation methods have been the output error (OE) method, maximum likelihood (ML) method and Filter error method (FEM). [3] [4] [5] For more than three decades, maximum likelihood parameter estimators have been successfully applied for extraction of aircraft stability and control derivatives (parameters) from flight data. The application of ML estimators to flight data with either measurement noise or process noise has been accepted as a standard approach for parameter estimation. However, in presence of both measurement and process noise, the ML estimator might lead to convergence problems and other practical difficulties. [3] [4] [5] The Filter error method, [6] [7] [8] has been shown capable of handling flight data with measurement and process noise, and also its extension for nonlinear systems has been proposed and validated by Jategaonkar and Plaetschke. 9 The filter error method faces difficulties in extending it to multiple experiments treating process noise distribution matrix separately for each maneuver. Further, this method always yields a good match for the responses which do not necessarily guarantee correct postulation of the model. 3 It is for these reasons that the filter error method is used in practice for special cases only. Most of the practical problems in parameter estimations are dealt by output error or least squares methods.
The least square (LS) techniques, also called regression analysis, belong to a class of methods called the equation error method which does not require explicit postulation of flight dynamic model. Equation error method directly defines a cost function in terms of an input-output equation. The cost function is not based on probability theory. The linear least square technique is characterized by its mathematical simplicity. However, the performance and applicability of LS method is strongly influenced by the data quality, assumption made regarding the noise and availability of the necessary variables. Applications of least square technique do not require postulation of mathematical model of the system under investigation.
A
Recently neural network based methods have been proposed to estimate aerodynamic parameters from flight data. 10, 11 Such approach generates a model based entirely on the input/output measurements of the system without trying to model the internal physical mechanism of the system. Since we wish to estimate and validate such models using measured input/output data, the Artificial Neural Networks (ANNs) provide an alternative approach to model building. It is important to note that such an approach of model building for complex systems neither require postulation of mathematical model nor solving of equations of motion. More recently, many scientists and engineers have explored the potential of ANNs in diverse fields such as signal processing, pattern recognition, aircraft aerodynamic modeling, parameter estimation and control. 12 Artificial neural networks have been used in variety of applications because they are adaptive, they learn through examples and they can provide excellent function approximation. 12, 13 Artificial neural networks have been used to model aircraft dynamics where aircraft motion and control variables are mapped to predict the total aerodynamic coefficients. [14] [15] [16] In all these papers, the emphasis has been on aerodynamic modeling and estimation of aerodynamic coefficients using Feed Forward Neural Networks (FFNNs). Raisinghani, Ghosh et al. 10, 11 using FFNNs proposed two new methods namely the Delta and the Zero method for explicitly estimating aircraft parameters from flight data. The Delta method and the Zero method based on linear regression may apparently look similar. 3 However, the advantage of FFNNs in handling noise (having zero mean) in flight data to yield better and consistent estimates can not be ignored. Further, the neural based methods have the advantage of being able to use a true non-linear function as the working model for prediction.
Recently, an algorithm using FFNNs and Gauss-Newton optimization method to estimate aerodynamic parameters from flight data of aircraft has been proposed in Ref. 17 . The algorithm starts with establishing neural model using time histories of motion and control variables of aircraft in flight. Once this model is validated, it can be used to compute response for any arbitrary control input. However, the proposed neural model does not represent a generic flight dynamic model. The proposed neural model can only be used to predict time histories of motion variables at (k+1) th instant given the measured initial conditions corresponding to k th instant (where k=1 to n; n is the total no. of discrete data point). Similarly for computing time histories at (k+2) th instant, the neural model uses measured initial conditions corresponding to (k+1) th instant. For all practical purposes of parameter estimation, this approach helps in building flight dynamic model using measured input-output data and does not require any priori postulation of mathematical model or solving of equations of motion. Since the neural mapping uses measured motion variables, the performance and applicability of the proposed technique is also influenced by data quality. Special care needs to be taken in selecting tuning parameters, to avoid overtraining. Specially selection of number of iteration and number of neuron in hidden layer plays important role during NN modeling while handling flight data with noise. In general, it is not necessary that the larger, the number of training iterations, 3 is, the better the trained FFNN, because the network starts to fit the noise as well. For optimization using Gauss-Newton method, such trained neural model can conveniently be used to compute system state and responses, error cost function and response gradient. 17 This algorithm was applied on real flight data pertaining to flight of three different aircraft. Since the neural model has capability to model flight data having atmospheric turbulence, 3 attempt has been made to evaluate performance of the proposed algorithm in handling real flight data with atmospheric turbulence.
The verification of the identified model is a key step in the identification process to assess the predictive capabilities of the extracted model. Proof of match exercise has been carried out to validate the estimated model. It is a widely used approach which is based on the comparison of model prediction with the flight measurements. To this end, flight data omitted from the identification studies is selected to ensure that the model is not tuned to specific data record or input form. The effect of choice of magnitude and sign of the initial guess values of the parameters on the estimates has also been studied. Various test runs were carried out with different sets of initial guess values of the parameters. It was observed that the proposed algorithm has the capability of extracting the aerodynamic parameters accurately even if the initial guess values were substantially off (both in sign and magnitude) from nominal values of the aerodynamic parameters of the chosen aircraft.
II. Parameter Estimation Algorithm
The estimation process starts with conducting of experiments. Predecided maneuvers are executed to excite selected dynamics of the chosen aircraft. On board data acquisition system is activated to acquire the flight data. These sets of flight data are referred to as measured flight data. The measured flight data undergo data compatibility check and all the variables are transferred to center of gravity (cg) of the aircraft for further analysis.
Let the measured flight data at the k th instant contain the time histories of angle of attack ( ) 
Where the values of (2)- (4). ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
A typical FFNN structure for developing neural model to be used for parameter estimation is presented in Fig. 1 .
Once the input vector ( ) k U and the output vector ( ) 1 Z k + are constructed using flight data, the next task is to develop the neural model using FFNN (Fig. 1) . The neural network performance, that is its ability to accurately duplicate data used in training with adequate prediction capability, depends on the network tuning parameters. 12 The choice of tuning parameters depends on several factors, such as number of inputs and outputs, the amount of noise in data, and the complexity of the input-output subspace. Several guidelines to tune the FFNN are available in open literature. 12 Once neural model is created, it can be used for prediction of output variable ( )
For parameter estimation the input vector ( ) k U is reconstructed by keeping the same initial conditions
C k corresponding to identical control input used for generating flight data are modified as per the chosen aerodynamic model in the estimating algorithm. Let say, the chosen aerodynamic model for longitudinal parameter estimation be as given in Eqs. (8), (9) and (10) . 
The aim of the exercise is to estimate unknown parameter vector Θ consisting of aerodynamic parameters namely, 0 , and
as given in Eq. (11).
To start the estimation algorithm it is necessary to specify some suitable initial guess values of the unknown parameters vector Θ , consisting of non-dimensional parameters used for the description of aerodynamic model of ( ) ( ) ( ) ( ) ( ) ( ) ( )
The residual error ( ) E k and covariance matrix of the residual R are computed using Eqs. (13) and (14) . Next the value of ( ) E k and R are used to compute error cost function ( , ) J R Θ using Eq. (15).
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Finally, the Gauss-Newton method has been applied to update the parameter vector Θ by minimizing the error cost function ( , ) J R Θ through Eqs. (16) to (19).
1
, and
[ ]
The sensitivity matrix
is computed using approximate relation given by Eq. (19) .
The numerical values of Y pi (perturbed response) correspond to perturbed parameters Θ + ∆Θ represented in Eq.
(16) are obtained using already trained neural model. The estimation error covariance matrix P is function of model parameters Θ , the data points being analyzed and the covariance matrix of the residuals R. The expression to compute P is given in Eq. (20) .
The standard deviations of the parameter estimates are the square root of diagonal elements of the estimation error covariance matrix P which can be computed using Eq. (21). 
III. Flight Data of Different Aircrafts

A. Longitudinal Flight Data of HANSA-3 Aircraft
The final test of any scheme for parameter estimation must come from its successful demonstration on real flight data. A flight data base for identification studies was gathered from flight maneuvers with the test aircraft. 18 Typically, starting from trim flight conditions, the pilot applied control input in an attempt to excite the chosen dynamic modes. An onboard measurement system installed on the test aircraft provided measurements using dedicated sensors of a large number of signals such as aircraft motion variables, atmospheric conditions, control surface position etc. The measurements made in flight were recorded (sampling rate 50 Hz) onboard using suitable interface with standard laptop. The flight data had raw data for measured , , , , , , , , , , , , , , T was recorded using the standard cockpit outside air temperature (OAT) gauge. Two sets of flight data simulating short period longitudinal dynamics were generated at an altitude 2000 m. The cruise speed at which the perturbations were initiated was fixed at nearly 46 m/s.
The longitudinal flight data (FLT1) was generated using multi step elevator input ( ) max 7 deg e δ = having total duration of 3s only. Another flight data set (FLT2) was generated with two similar looking double pulse input having almost same magnitude. These two pulses although look similar but have opposite elevator deflections to excite the longitudinal dynamics. The flight data FLT1 and FLT2 are used for parameter estimation and proof-ofmatch exercise. Figure 2 typically presents flight data FLT1 for ready reference.
B. Lateral Directional Flight Data of ATTAS Aircraft
The effectiveness of the proposed method for estimation of lateral-directional aerodynamic parameters was investigated using real flight data supplied by DLR Germany for the ATTAS aircraft. 3 The flight data for the flight condition defined by a landing-flap condition f better estimation of overall lateral-directional parameters. 3, 7, 10 In view of the above, flight data FLT3 and FLT4 pertaining to lateral-directional dynamics were chosen for parameter estimation. The flight data FLT3 is presented in Fig. 3 . 
C. Flight Data of HFB-320: Longitudinal Mode with Atmospheric Turbulence
The proposed method was applied on flight data having process noise. Flight test results reported in Ref. 3 were used for this purpose. Flight tests were carried out using research aircraft HFB-320 to excide the longitudinal motion through a multi step elevator input.
IV. Parameter Estimation
The proposed method uses neural mapping for flight dynamic modeling and Gauss-Newton optimization technique for aerodynamic parameters updation during iteratively minimizing the error cost function. The proposed method is nomenclatured as Neural-Gauss-Newton (NGN) method for further reference. Five sets of flight data were processed using the NGN, FEM and LS methods. The subsequence section presents the results obtained using the above methods.
A. Parameter Estimated from Longitudinal Flight Data of HANSA-3 Aircraft using NGN, FEM, LS Method
The flight data FLT1 and FLT2 were generated by exciting the longitudinal dynamics of HANSA-3 test aircraft. The longitudinal short period dynamics was excited about a steady state trim at V = 46 m/s at a cruise altitude of 2000 m. Day and time of the experiment were carefully chosen to ensure fairly calm weather. The flight data acquired were preprocessed and reconstructed after carrying out exhaustive data compatibly check. Next, using these flight data, the input and output vectors for neural mapping were constructed. The input vector ( ) 
and e m C δ along with their Cramer-Rao bounds are presented in Table 1 . Column 2, 3 and 4 of Table 1 present the values of the estimated parameters obtained by applying NGN, FEM and LS method respectively on flight data FLT1. Similarly, column 5, 6 and 7 represent estimated parameters obtained by applying NGN, FEM and LS method on flight data FLT2. It could be seen in Table 1 that the values of the parameters obtained using the NGN method are in fairly close agreement with the values obtained using FEM and LS method. It may be mentioned here that despite the best effort of the pilot, it was not possible to generate flight data pertaining to 3-2-1-1 type elevator input excitation 3. This could possibly be one of the reasons for observed scatter in the estimated values of the weak derivatives namely e L C δ . Next, we carried out the method verification exercise using flight data. Both the flight data FLT1 and FLT2 were used for parameter estimation and FLT2 was used for verification using proof-of-match procedure. 3 In the first step, the estimated aerodynamic parameters obtained through flight data FLT1 were used in solving longitudinal equations of motion. 3 The flight responses were generated corresponding to initial conditions and elevator input used for given flight data FLT2. The flight responses computed using estimated parameters obtained using NGN, FEM and LS method are referred to as Est-NGN, Est-FEM and Est-LS respectively in the text. A comparison of the motion variables is obtained with the measured flight data FLT2 and has been presented in Fig. 4 . A fairly close match among the responses generated using NGN, FEM and LS estimates were observed in Fig. 4 . The applicability of the NGN method was also investigated using real flight data pertaining to lateral-directional dynamics of ATTAS aircraft. The flight data FLT3 is presented in Fig. 3 . The estimation of lateral-directional parameters in some sense was more involved as the flight data contained effects of two control inputs namely aileron, rudder and large number of parameters (as compared to longitudinal case) needed to be estimated. The aerodynamic model pertaining to lateral-directional dynamics was assumed to have the following form.
For lateral-directional case, the parameters vector Θ to be estimated is given in Eq. (25).
The input vector ( ) U k and ( ) 1 Z k + for lateral-directional case were constructed as given in Eqs. (26) and (27) respectively.
The flight determined values of ( ) ( ) ( ) 
Neural model representing the lateral-directional dynamics was arrived at using input vector Table 2 . It also lists the estimated values obtained using the maximum likelihood method, 20 and these estimated values of lateral-directional parameters are treated as reference values of the parameters of ATTAS aircraft. Further, estimates obtained after applying LS method are also presented in Table 2 . Fairly good matching between the estimated values of the parameters with the reference values, 20 validates the applicability of the NGN method in estimating lateral-directional aerodynamic parameters from flight data. The estimated parameters namely, , , 
C. Parameter Estimated from Longitudinal Flight Data of HFB-320 with Atmospheric Turbulence using NGN, FEM, LS Method
All the three methods were applied on typical flight data having moderate turbulence level. 3 The estimated values of the parameters along with Cramer-Rao bound are listed in Table 3 . It is observed that the estimates obtained using NGN method lies in close proximity with those obtained using FEM or LS method. 
V. Conclusions
A new method christened the Neural-Gauss-Newton (NGN) method has been proposed for estimating aircraft parameters from flight data using feed forward neural networks. The proposed method advantageously uses the universal function mapping characteristics of feed forward neural network and optimization capability of GaussNewton algorithm. The results obtained for real flight data pertaining to longitudinal and lateral-directional dynamics have shown the success and the potential of the proposed method. Since the proposed method does not require solving of equations of motion, it presents itself as straight forward method in which the FFNN is trained to capture the flight dynamic model of an aircraft, and the parameters along with Cramer-Rao bounds are estimated in
