[1] The decay timescale of mixed layer inertial amplitudes has been estimated from satellite tracked drifter trajectories from 1990 to 2004 as the e-folding timescale of the temporal correlation functions. The decay timescales increase with latitude in all basins except the North Atlantic. A beta dispersion model shows that dephasing leads to meridional variations of the decay timescale in the North Pacific and the Southern Ocean, but meridional variations of the buoyancy structure in the North Atlantic act to compensate the beta effect, leading to a lack of meridional variation of the decay timescale in that ocean.
Introduction
[2] The slab ocean model of mixed layer inertial motions as suggested by Pollard and Millard [1970] is represented by the following equation:
where Z is the complex horizontal velocity (u + iv) in a mixed layer of depth H and density r, t the wind stress (t x + it y ), f the Coriolis frequency, and r a Rayleigh damping coefficient. In many instances, this model has been able to explain observations of inertial motions. Table 1 briefly lists the inertial decay timescales reported in previous studies. A 4 day decay timescale is common. However, longer decay timescales have been observed in high latitudes of the North Pacific. In these previous results, a decay timescale r À1 of 2 $ 20 days was obtained by fitting the model to moored current meter data to parameterize processes which cause inertial motions to decay in the mixed layer.
[3] Most investigations have focused on the radiation of near-inertial waves (NIW) as the primary process for extracting energy from the mixed layer inertial motion, a process often called inertial pumping [Price, 1983] . Horizontal velocity gradients of the wave motion cause convergences and divergences that vertically displace the base of the mixed layer and generate the inertial pumping. Depending on the ocean density structure, the generated internal waves can have a continuous spectrum of vertical wave numbers. NIWs with low vertical wave number propagate downward more quickly [Gill, 1984; Garrett, 2001; Furuichi et al., 2008] . However, NIWs with high vertical wave number stay for longer times and result in high current shear, thus creating turbulence at the base of the mixed layer [Eriksen, 1991; Hebert and Moum, 1994] . Strictly speaking, both wave radiation and turbulent dissipation contribute to decay of inertial motions in the mixed layer. According to previous moored measurements, since the waves with long vertical scales carry most of the inertial wave energy [Gill, 1984; D'Asaro et al., 1995; Zervakis and Levine, 1995] , wave propagation plays the dominant role in near-inertial energy decay at the surface, especially when rapid decay occurs [Balmforth and Young, 1999] .
[4] There have been several theoretical approaches employed to estimate the decay timescale. Gill [1984] used a modal decomposition and indicated that interaction among the modes results in decay since each mode rotates at a slightly different frequency. Using the large horizontal length scales of the atmospheric forcing and modal structure, he estimated a near-inertial decay timescale to be longer than a year! Since this timescale is much longer than typically observed, attempts to obtain more realistic values have invoked several mechanisms which contribute to fast propagation of NIWs.
[5] D' Asaro [1989] and D'Asaro et al. [1995] showed that the beta effect temporally changes the meridional wave number initially imposed by wind forcing l = l o À bt and accelerates decay of the NIWs through the vertical group velocity Cg z = ÀN 
. Together with a realistic forcing scale estimated from the scale and translation speed of midlatitude storms, D'Asaro showed that the beta plane model produces a decay time for near-inertial motions comparable to observations in the northeast Pacific.
[6] Kunze [1985] derived a dispersion relation for the near-inertial waves propagating in geostrophic shear flow under the WKB approximation. He pointed out that any term in the dispersion relation, which has a spatial gradient can affect the spatial scale of the NIW and thus change its energy propagation speed. Van Meurs [1998] listed possible factors determining the decay timescale and especially focused on the effect of spatial gradients in the background vorticity, which changes the horizontal wave number of NIWs similar to beta dephasing. The rectifcation of the horizontal wave numbers can be decribed by an effective beta, b eff = b + r h z/2.
[7] Previous studies have been mostly concerned with searching for the factors controlling the decay of inertial motions. However, there have been few studies that attempt to integrate the factors affecting the spatial variation of the decay timescale, because appropriate observations and analysis methods to obtain the large-scale variability of the timescales were absent. In this study, we extract the decay timescale from satellite tracked drifter trajectory data and analyze its global scale distribution. In addition, an analytical model of the inertial decay timescale with beta dispersion is applied to the global ocean and compared with observations to understand the dynamics and identify the major factors controlling the distribution of decay timescale.
[8] In section 2, the data and methods for estimating the decay timescale of inertial motions will be introduced. Observations will be described in section 3. Then, a theoretical model is developed in section 4 and compared with the observations in section 5. Limitations of this analysis and its physical interpretation will be discussed in section 6.
Data

Satellite-Tracked Drifter Trajectories
[9] This study on inertial motion decay timescales requires observational data not only with continuous high temporal resolution to trace the evolution of mixed layer inertial motions, but also with a large scale global distribution. The most suitable data set for the analysis is satellitetracked drifter trajectories, which have both the temporal resolution to resolve inertial motions and global coverage. AOML (Atlantic Oceanographic and Meteorological Laboratory) provided all drifter trajectories whose drogue loss indicators were corrected for inaccurate drogue loss information. Only data that have drogues from 1990 to 2004 are used for the analysis. The occasional bad drifter locations from the data sets have been removed by the quality control method suggested by Hansen and Poulain [1996] , which is based on the drifter speed between consecutive locations.
[10] Inertial amplitudes are estimated from the drifter trajectories for this study. Park et al. [2004] suggested a method to estimate the inertial loops by fitting to short-term trajectories such as the surface trajectory of an Argo float. The size of an inertial loop directly corresponds to the inertial amplitude. The method assumes that the short-term trajectory can be decomposed into a rectilinear motion and an inertial-looping motion. Using a simple weighted fit it estimates the size of the looping motion. In order to use the method, a drifter trajectory is divided into short-term segments to obtain the temporal evolution of inertial amplitudes. All consecutive segments are distinct from each other by about 1 day in terms of the average time in each segment, which allows us to look at inertial amplitude variation with a 1 day resolution. Each segment was required to meet the following criteria: The length of each segment is determined by securing more than 5 fixes that extend longer than 70% of the local inertial period, but cannot be longer than 1.5 days in order to avoid too much overlap with a following segment. The criteria above are based on the error analysis of Park et al. [2004] which reports an uncertainty of inertial amplitudes of $3.4 cm/s for short surface tracks of Argo floats.
[11] This method has a couple of merits. One is that independent inertial amplitude estimates can be obtained even in a single trajectory. Once samples have uncorrelated errors, their correlation functions depend 'not on error statistics' but physical phenomenon. The other merit is that the method can minimize the problems of underestimating amplitudes. Complex demodulation may underestimate the amplitudes [Park et al., 2004] and smooth out the temporal change of the amplitude in the case of rapid damping because of the requirement to compute velocity vectors from consecutive pairs of fixes and the need for trajectory segments several inertial periods in length.
[12] An obvious drawback of the Park et al. [2004] method is the possibility of energy leakage from other frequency motions, such as mesoscale eddies and tidal currents even though several data criteria are applied to minimize the uncertainty. Fortunately, the method of estimating temporal correlation functions for the decay timescale may not be significantly contaminated by smaller signal-to-noise ratios where sub-or superinertial currents are stronger (details provided in section 3.4).
[13] Some areas are not considered in this study for various reasons. First, all drifter tracks between 15°S $ 15°N are removed because the inertial period in the tropics is too long to secure accurate inertial amplitudes from the trajectory segments. The samples near 30°(29°-31°) and higher than 60°are also removed to minimize the energy leakage from diurnal and semidiurnal tidal currents, although the latitude band has a possibility of NIW generation even at the sea surface by subharmonic resonance from semidiunal tidal motions [Nagasawa et al., 2000; MacKinnon and Winters, 2005; van Haren, 2007] . Since the samples with a time-independent velocity exceeding 50 cm/s are possibly contaminated by mesoscale eddies or meanders of geostrophic flow, they are excluded from the analysis. Finally, the samples obtained in marginal seas and coastal regions (shallower than 2000 m) which could affect the open ocean statistics are removed. Figure 1 shows the distribution of the inertial amplitude data from the satellite tracked drifter trajectories used in this study. Most of the samples are well distributed in space and are analyzed by ocean basins and latitude bands.
Other Data
[14] The analytical model used in this paper requires the global distribution of buoyancy structure and wind-forcing scale. The buoyancy structure has been obtained from temperature and salinity profile data from Argo floats for the period 2000 $ 2007. The data are available at www. argo.net. The wind-forcing scale has been estimated by using the NCEP-QuikSCAT merged wind product, which has temporal resolution of 6 h and spatial resolution of 0.5° [ Chin et al., 1998 ]. The details of the data treatment are described in section 4.2.
Estimation of the Decay Timescale
Basic Concept
[15] It is believed that most of inertial motions are generated by pulse-like wind forcing such as a storm or a moving front [Gill, 1984; Price, 1983] . The random timing of the wind forcings that generate inertial motions is presumed to be responsible for the intermittency of inertial motions [D'Asaro, 1985] . Also, it is well known that inertial motions are generated within a few hours, and decay within the mixed layer over a few days, much longer than the generation timescale [Pollard and Millard, 1970; Plueddemann and Farrar, 2006] . Therefore, a time series of inertial amplitudes may be determined by the combination of the random rapid increases and then relatively slow decreases. A typical inertial amplitude time series is shown by Levine and Zervakis [1995, Figure 1] .
[16] If the pulses of inertial motion in a time series have random timings and are not correlated with each other, the temporal correlations associated with the inertial generation timescale will be negligible in an autocorrelation function. So, only correlations related to the inertial motion decay are retained. Figure 2 shows two different length synthetic time series of inertial amplitude with the prescribed exponential decay pattern of equation 1 and random timings of inertial pulses. The autocorrelation of a short time series (Figure 2a ) is very different from the model decay function (Figure 2b) . However, the amplitude time series with sufficiently many inertial pulses to assure randomness ( Figure 2c ) provides an autocorrelation function quite similar to the expected decay function (Figure 2d ). Thus, in order to use this approach, we need time series of inertial amplitudes that are longer than a few years to accurately estimate decay timescales. A quantitative requirement for the data length will be given later.
Use of Drifter Data
[17] In order to estimate the decay timescale of inertial motions, inertial amplitude data obtained from drifters are utilized in this study. A method to estimate scales of motions from Lagrangian measurements was originally developed by Freeland et al. [1975] . They searched sample pairs with a preset time window and looked at the correlations of the sample pairs as a function of distance. In this paper, a similar approach is taken but we use a spatial window to estimate temporal correlation. A spatial window is assumed where the inertial amplitudes are highly correlated in space and can be considered as Eulerian samples. The other assumption is of homogeneity in the statistical behaviors of inertial amplitudes; such as uncorrelated errors of observation and uniform error variance in a prescribed area.
[18] All inertial amplitudes within a target area are searched to find pairs which meet the above criteria: the distances between any pair must be less than the preset spatial scale. Finally, the pairs with a similar time lag are grouped and used to calculate correlations at various time lags. Figure 3a presents an example of the temporal correlation function within the latitude band of 45 $ 60°N of the North Pacific in wintertime. Inertial amplitude pairs within 1 day are highly correlated in Figure 3b , whereas the correlation between pairs is lower for a time lag of 2 -3 days in Figure 3c and much lower for 9 -10 days lag in Figure 3d . Correlations for most inertial motions after 10 days become smaller than the noise level. Likewise, gathering all correlations according to time lag, we can construct a temporal correlation function ( Figure 3a ). The correlation function is fitted to an exponential function to get the e-folding timescale. The e-folding timescale is regarded as the decay timescale of the inertial motion in this paper. The exponential decay character of inertial motions is reflected in the pattern of the temporal correlation function (details in Appendix A).
Spatial Scales of Inertial Motions
[19] In order to determine the temporal scales of inertial motion by computing autocorrelations, the spatial scale must be prescribed so that inertial amplitudes at a certain time are spatially invariant. Similar to estimating the temporal correlation function, the spatial correlations may be obtained by assuming a temporal window. Ideally, the spatial window size becomes the spatial correlation scale of inertial amplitudes obtained at the same time (time lag is zero), but since simultaneous sample pairs are very rare, the tendencies of spatial correlations can be observed by changing the size of the time window.
[20] Figure 4 shows correlation scales obtained from the spatial correlation functions and their dependency on the time window in each ocean basin. Spatial correlation functions (not shown) are fitted to a Gaussian model and their e-folding scales are obtained as spatial correlation scales. The actual spatial scale of inertial amplitudes becomes l s / ffiffi ffi 2 p when the e-folding correlation scale is l s , assuming a Gaussian distribution of inertial amplitudes (details in Appendix A). The e-folding scale of the correlation functions becomes larger as the time windows gets smaller because a correlation function with a longer time window than the actual inertial temporal scale violates the assumption of a temporally invariant amplitude within the timescale (Figure 4a ).
[21] Figure 4b presents the spatial correlation scales of inertial amplitudes applying the time window of 4 days. Since the radial correlation scales range from 58 $ 230 km, corresponding to inertial amplitude scales of 42 $ 164 km, it can be assumed that the inertial amplitudes would be uniform within any spatial window less than 40 km. In addition, the smaller spatial window gives better results in the ideal case of unlimited samples. However, as the spatial window gets smaller, the number of samples available to compute the temporal correlation scale also becomes smaller. Therefore, in this paper, the spatial window is set to 40 km in order to secure more than 400 samples at each time lag (details about the requirements for samples are shown in the next section).
[22] The spatial correlation scale has some geographical variation as shown in Figure 4 . These length scales may be determined by the forcing scale, the intrinsic decay timescale, and the background flow field in each ocean basin. The subject of understanding their variability is beyond the scope of this study, though we do address the spatial variability of the decay timescale.
Error Dependence
[23] Synthetic trajectory data with rectilinear and inertial motion have been used to test the method of estimating the decay timescale. The decay coefficient for the inertial motion is prescribed as a constant. The magnitudes of rectilinear and inertial motions are randomly selected with ranges of 0 $ 50 cm/s and position data are sampled at 3 h intervals and with random Gaussian position error of 500 m [Park et al., 2004] . The inertial amplitudes obtained from the method of section 2.1 are used to compute the correlation scale. By changing the factors such as the signalto-noise ratio, the number of samples, and the number of inertial events, the decay timescales obtained from the estimated correlation function are compared with the preset decay timescale as a true value. These Monte Carlo simulations are repeated 400 times for each experiment and provide the root-mean-squared error (RMS) of the estimates.
[24] Figure 5 shows the dependency of the RMS error on the control factors. Once the number of samples is more than 400, it doesn't contribute to the accuracy of the estimates. Also, the estimation of the decay timescale shows little dependence on the signal-to-noise ratio above a value of 0.6. However, Figure 5b shows that the number of inertial events is the most important factor controlling the accuracy of the decay timescale estimation. With more than 200 events, we can obtain accurate estimates; the RMS error is 20% of the true magnitude. Since the number of tropical storms or disturbances passing by may be 20 $ 50 in a year [Visher, 1925] , and the synoptic weather patterns (3 $ 10 days) may be no more than 100 in a year, in order to secure more than 200 events, the length of the data for estimating the decay timescale should be a few years at least. Since most of moored data and individual drifter trajectory have a duration of less than a year, those data may not be suitable for estimating the decay timescale from traditional autocorrelation functions and Lagrangian timescales. By utilizing multiple drifter trajectories over 15 years, we find that it is possible to estimate the temporal correlation functions and the decay timescales more accurately. The requirement for several years of data limits the extent to which examination of seasonal variations in inertial decay timescale can occur.
Temporal Correlation Functions
[25] Figure 6 shows some examples of the temporal correlation functions (red lines) that are computed from the inertial amplitude pairs within zonal bands of the North Pacific and North Atlantic. The background shadings present probability density functions (PDFs) of correlation for each time lag estimated by the bootstrap method [Efron and Gong, 1983] . Those PDFs exhibit almost Gaussian distributions and the red lines are placed in the middle of the PDFs, which means that each correlation in a temporal correlation function is not severely dominated by large values and is representative of each PDF. Moreover, since the spreads of the PDFs are much smaller than the correlation changes against time lag, each correlation is accurate enough to pick up the temporal correlation function. All correlation functions are fitted to exponential functions and the error of the e-folding timescale has been estimated through the bootstrap method. The correlations are computed for time lags up to 40 days.
[26] A notable feature in Figure 6 is that all the correlation functions have exponential shapes. The functions also exhibit the existence of meridional and basin-wide variations in the decay timescale. The correlations with time lags of less than 4 days have larger values in high latitudes (50°-60°) than in low latitudes (20°-30°) of the North Pacific by about 20% implying that the inertial motions in the North Pacific can survive in the mixed layer at high latitudes for a longer time period. In the North Atlantic, the correlation function at time lags of less than 4 days in high latitudes (50°-60°) is much smaller than that in the high latitudes of the North Pacific. The smaller correlation may result from rapid propagation of NIWs in an ocean environment with deeper high-latitude mixed layer depths (details in section 5). Rapidly propagating NIWs can produce this small correlation at short separation times.
Meridional Distribution of Decay Timescales
[27] In order to compare the decay timescales from the previous studies listed in Table 1 , the North Pacific and North Atlantic are divided into three latitudinal regions in summer and winter; low latitude (15 $ 30°N), mid latitude (30 $ 45°N), and high latitude (45 $ 60°N). The temporal correlation functions corresponding to each region and each season are computed by using the inertial amplitude pairs. Figure 7 presents the e-folding times of the correlation functions from drifter observations with bar charts and the decay timescales used in the previous studies with star symbols. Even though the timescales from the previous studies are based on subjective fits to local current measurements with lengths of less than a few months, they are quite consistent with the drifter observations which are basin and climatological average values. Given the amount of data Table 1 which are derived from the previous studies (red denotes summer and blue denotes winter).
available, no finer temporal resolution than 6 month 'summer' and 'winter' seasons can be achieved at present.
[28] The Ocean Storm Experiment conducted extensive measurements in 1987 and found many new phenomena. D'Asaro et al. [1995] pointed out that the inertial decay timescale varied from 2 to 20 days, but was mainly more than 10 days at 50°N in the North Pacific. The interesting thing is, however, that the decay timescales in the whole North Atlantic and the low latitudes of the North Pacific are only around 4 days as shown from 9 moored observations. The basin-averaged drifter observations over 15 years also support the spatial dependency of the decay timescale shown in the previous studies (Table 1) .
[29] In an attempt to look at the detailed spatial distribution of the decay timescale in the global ocean, the e-folding timescales have been estimated over 5°zonal bands. The decay timescale seems to vary mainly with latitude by the dependency on f and the beta effect [D'Asaro, 1989] . Figure 8a presents the e-folding timescales of temporal correlation functions in each ocean basin. The decay timescales increase with latitude in the North Pacific, South Pacific, Indian and South Atlantic Oceans. The increasing trend is not linear but becomes steeper at higher latitudes, with the longest decay times in the North Pacific. The physical interpretation of this feature will be discussed in sections 5 and 6. The most interesting discovery is that there is no significant latitudinal dependence of the decay timescale in the North Atlantic. Compared with the other ocean basins, the mixed layer inertial motions in the North Atlantic seem to decay more quickly in high latitudes (45 $ 60°N). Figure 8b is obtained from a theoretical model result which will be revisited and discussed in the next section.
[30] What, then, are the factors controlling the large scale meridional variation of the inertial decay timescale? To address this question, the theoretical approaches of Young and Ben Jelloul [1997] and Moehlis and Smith [2001] are applied in section 4.
Theoretical Model
[31] Pollard and Millard [1970] modeled the decay of inertial currents with an arbitrary decay constant in their slab model. Many subsequent works have attempted to determine the detailed mechanisms of this decay. Possible candidates include nonlinear interactions, which transfer energy to other frequencies [Henyey et al., 1986] , turbulent dissipation [Hebert and Moum, 1994] , and downward radiation of NIW excited by inertial pumping into the interior of the ocean [Gill, 1984] . Most recent studies have pointed out that the decay timescales given by observations are comparable to the radiation timescale of downward propagation [van Meurs, 1998; Balmforth and Young, 1999] .
Decay Timescale From Linear Radiation Theory
[32] Young and Ben Jelloul [1997] formulate the NIW propagation behavior for interaction with a steady geostrophic flow on a beta plane. Their formulation does not require the vertical normal mode representation as done by Eriksen [1980 Eriksen [ , 1988 , Gill [1984] and Zervakis and Levine [1995] nor the spatial scale separation assumption, called the WKB approximation [Kunze, 1985] .
[33] In this paper, we introduce the evolution equation that determines the leading order NIW motion [Young and Ben Jelloul, 1997] to address the global distribution of decay timescale shown in the previous sections. The theoretical model in this paper follows the equations derived by Moehlis and Smith [2001] . They solved Young and Ben Jelloul's equation by assuming no background flow and a simplified vertical buoyancy structure.
[34] A NIW evolves according to Young and Ben Jelloul's equation
where = is a differential operation defined by 
[35] In case that the wave scale is O(100 km), which may be a typical forcing scale, by in the wave refraction term, the 4th term in (2), is larger than z/2 by an order of magnitude (not shown). However, there is a rectification effect due to the relative vorticity which may contribute to rapid decay of the NIWs. It will be discussed later.
[36] The buoyancy frequency profile for an infinitely deep ocean is taken to be
where e ( 1. The objectives of this section are focused not on the detailed vertical propagation structure but the propagation rate out of the mixed layer. Thus, it is reasonable to assume that the buoyancy frequency approaches zero in the mixed layer and is constant below the mixed layer.
[37] Initial conditions for the equation are
The initial inertial motion has a spatial scale imposed by the scale of the wind forcing. Since the zonal scale of wind forcing is usually larger than the meridional scale (up to a factor of two, not shown) and we want to remove zonal variability for simplicity of the equations, only the meridional structure of the initial inertial motion has been considered. Thus, the initial condition to solve the inertial motion equation is taken to be uniform in x; hence A will remain independent of x.
[38] The quantities are nondimensionalized by y* = y/Y, z* = 1 + z/H m , t* = Wt, N* = N/N 0 , (u*, v*) = (u, v)/U, and The star superscript is dropped for convenience in the following. With the nondimensionalization, the buoyancy frequency structure is
So the nondimensonalized form of (3) becomes
[39] The boundary condition of zero vertical velocity at the boundary is A z = 0 at z = À1 and z = 1, and the initial condition is A zz = N 2 (u + iv) at t = 0. By integrating A zz j t=0 with respect to z using the boundary condition for A z , we get the initial condition for A z as the following:
The algebra is quite similar to Moehlis and Smith [2001] , but we revisit some of the derivations for clarity in Appendix B. Since the solution for the mixed layer NIW is
where the complementary error function (erfc) is defined by erfc(x) 2 ffiffi
, the temporal evolution of the inertial amplitude in the mixed layer can be expressed as
[40] Figure 9 shows the graph of (11) against nondimensional initial wave number l o . The solution shape is not exactly exponential as the initial wave number goes to zero, but it comes to resemble an exponential at higher wave numbers. That is, the inertial amplitude decays quickly when the inertial wavelength is small. The open circles in Figure 9a present e-folding times of the solution fitted to an exponential function in order to obtain a representative timescale. Negative (positive) initial wave number denotes southward (northward) propagating waves. Northward propagating waves experience changing f and their intrinsic frequency gets closer to the local f, where the inertial wave can hardly propagate downward and stays at the surface longer. There is a dramatic transition of inertial amplitude evolution in the positive wave number cases where even a northward inertial wave could propagate downward very quickly and not feel any change of f before getting out of the mixed layer. Further investigation of this effect is beyond the scope of this paper.
[41] The dimensional e-folding time of inertial amplitude evolution becomes Figure 9b shows some examples of inertial amplitude evolution according to the initial wave numbers. In the case of infinitely large initial wave (zero wave number), the inertial amplitude decays like a one-sided Gaussian function but, as the wave number becomes higher, it rapidly decreases exponentially. Based on the scale estimation of the wind forcing in the next section, the initial wave number ranges from 0.5 $ 2.0 in Figure 9a so most inertial motions are expected to decay exponentially. Detailed discussion on this point will follow in section 6.
Background Information for the Theoretical Model 4.2.1. Buoyancy Structure
[42] The buoyancy structure and wind scale are necessary to estimate the decay timescale based on the theoretical model of (12). As mentioned in section 2, the large number of profiles obtained from Argo floats provides a global average map of the mixed layer depth (hereafter MLD) and the buoyancy frequency (N) at the base of the mixed layer. In this study, we adapted the optimal definition of MLD using a density-based criterion with DT = 0.8°C suggested by Kara et al. [2000] . The buoyancy frequency at the base of the mixed layer is chosen as the maximum value in the buoyancy frequency profile obtained from Argo floats which usually measure temperature and salinity at 5 -10 m intervals in the upper thermocline. Figure 10 shows the global distribution of the MLD, N, and the depth (Z N ) where the N is selected, averaged in 2°Â 2°bins from 2000 to 2007. The overall features of the MLD and Z N are very similar and the average difference is around 9 m. The tropical region 10°S $ 10°N has larger differences but this is of no consequence for this study. It shows that the MLDs are reasonably well defined. In this model, a vertically uniform buoyancy structure is assumed below the mixed layer.
Initial Wave Scale
[43] As for the initial wave number corresponding to the wind scale, 6 hourly QuikSCAT satellite wind data, highpass filtered at 72 h, have been used to estimate the wind scale driving mixed layer inertial motions. It is well known that the wind component rotating with the local inertial frequency most effectively generates surface inertial waves [Price, 1983] . To determine the wind scales we compute spatial correlations of the winds high-pass filtered in time. Since zonal correlation scales are usually around two times larger than meridional correlation scales, the wave scale change, which controls the vertical group velocity is dominated by the meridional structure. The correlation scale is not very sensitive to the time criteria for high pass filtering if the time is larger than the local inertial period and not larger than the timescale of synoptic wind (less than 10 days). [44] In order to check the scale estimated above, the slab ocean model has been run to generate inertial currents and compute the spatial scale of the simulated current. Since the correlation scale from the model result is highly dependent on the damping timescale due to the b effect, we prescribe the damping timescale to be 1 h for these tests. Most of the features and the magnitude of the scale are similar to the results from the band-pass filtered data within 30 km.
[45] Figure 11 presents the meridional scale of the wind associated with inertial motions. The meridional scale distributions of the zonal component and the wind speed resemble each other, which means that a wind with meridional Gaussian shape and the same direction is sufficient to drive inertial currents. However, the red patches in the difference map (Figure 11b) show that the scale of the wind speed is significantly larger than that of the zonal component. In the annual mean sense, these regions are where winds with meridionally opposite signs blow, such as storms that can generate inertial waves of short initial wavelength. The global map of the meridional wind-forcing scale estimated from 2000 to 2007 is presented in Figure 11c . The most striking feature is that the forcing scales increase with latitude up to 50°. Also there are some basin-scale differences at high latitudes (50 $ 60°); the scale in the North Atlantic is smaller than in the North Pacific and Southern Ocean by 50 $ 100 km. The intrinsic scale and translation speed of storms or fronts may be responsible for this feature.
Theoretical Model Result
[46] The data of the wind-forcing scale are resampled at the coarser grid of the MLD and N. Assuming that most of the wind generating inertial motions have Gaussian or pulse like shapes in space, the wind correlation scale may be converted to an initial wave number as l* o = l o Y = 2pY/4l c , where l c is the meridional correlation scale shown in Figure 11 . Since the e-folding scale of the Gaussian function (l c ) is a half- width of the correlated wind-forcing scale, inertial currents with spatially correlated scale of 2l c must be generated, which corresponds to a wavelength of 4l c . Once we get l o for an individual grid point, 8 in (12) is estimated using the solution shape shown in Figure 9b . All information is assembled for (12). The decay timescale from the model is computed in each grid.
[47] Figure 12 presents the global distribution of decay timescale simulated using the theoretical model together with the background information described above. Without any tuning of the model, we get decay timescales in the range of 2 $ 20 days comparable to the observations. The most striking features in the map of decay timescale are the characteristic increase with latitude and the differences between the North Pacific and North Atlantic at middle and high latitudes, which are believed to be significant considering the error range (Figure 12b ) developed from the background data scatter. Dominant factors controlling the spatial variations of the timescale will be determined in the next section. Additionally, there is a tendency for the timescales in the western part of each ocean basin to be slightly longer than those in the eastern part. Especially, the North Pacific has a clear zonal structure in timescales, with differences at midlatitude (30 $ 45°N) of around 3 days. Despite their statistical insignificance, shorter timescales in the western part of the basin are predicted by the model in the North and South Atlantic. This will also be discussed later.
Understanding the Model Results
Comparison of Observations
[48] Figure 8 displays the meridional distributions of decay timescales estimated from the drifter trajectories and computed from the model described in the previous section. As a whole, the meridional and basin-wide variations of the zonal averaged timescales from the model results in Figure 12 are consistent with the observations. The decay timescale simulated by the model also shows increases with latitude in all the ocean basins except the North Atlantic; timescales from 20 to 60°N in the North Atlantic have very different features from the other ocean basins, similar to the observations. The longest decay time is found at high latitudes in the North Pacific.
[49] However, the model results overestimate the observed timescales by around 50% on average. Especially large differences between model and observation appear at midlatitudes (30 $ 45°). All basins have almost invariant timescales in 20 $ 40°in the observations (Figure 8a ), but model results show a linear increase with latitude. Some missing physical processes in the theoretical model may be responsible for this difference such as wave rectification effects by background shear flows and turbulent mixing at the base of the mixed layer.
[50] Even though the large error bars in the observation and the model results prevent a detailed comparison, the model mimics the large spatial scale variation of the decay timescale. By decomposing the control factors such as l 0 , b, f o , H m , and N o from (12), the dependency of the spatial distribution on each factor can be investigated, which helps us to understand the global distribution of the actual decay timescale.
Comparison With Each Control Factor
[51] Solution (12) is normalized and taken as log values to separate the factors as follows:
and
where the superscript c means basin-averaged value in the North Pacific and
. By taking the log of the nondimensionalized factors, the spatial variation of hd M i can be expressed as a linear summation of hLi, hGi, and hBi which represent the forcing-scale effect, beta effect, and stratification effect, respectively. Figure 13 presents how much each factor contributes to the distribution of the simulated decay timescale. If each factor is positive, the factor contributes to make the decay time increase.
[52] The forcing-scale (hLi) effects make the decay timescale increase with latitude and slightly larger in the high latitude of the North Pacific, although the forcing-scale effect does not contribute much to basin-wide change of meridional distribution at latitudes higher than 30°. The buoyancy effect (hBi) is largely responsible for basin-basin differences of the decay timescale. In the North Atlantic (Figure 13b ), the meridional variation of the buoyancy effect term seems to compensate for the beta effect. Thus, the decay timescale in the North Atlantic hardly varies with latitude between 20°N and 60°N because of the unique meridional structure of the stratification. Also the positive effect of the buoyancy term around 50°N in the North Pacific (Figure 13a ) makes the decay timescale larger than in the South Pacific by about 40%.
[53] In order to understand the basin-basin differences in the buoyancy term, the buoyancy frequency and MLD are separated from the buoyancy effect (B). Similarly, the logged and normalized factors are utilized to compare with each other as follows: , and H m c = 110 m). Figure 14 shows the spatial distributions of hNi, hH m i, and hbi. By comparing the buoyancy frequency and the MLD in each ocean basin, the spatial distribution of the buoyancy effect term can be understood. Larger buoyancy and MLD make decay timescales shorter. Spatial variability of the stratification term (hbi) is smaller than that of the buoyancy frequency (hNi) and the MLD (hH m i) by a factor of two, implying that the spatial variation of the buoyancy frequency is compensated for the MLD in terms of the stratification term. Let's look at the high latitude (45 $ 60°) where only the large basin differences are exhibited, even though the North Pacific has a large buoyancy frequency which produces a rapid decay, its much shallower mixed layer makes the decay timescale longer. On the other hand, the MLD in the Southern Ocean is as deep as the North Atlantic, but the stratification below the mixed layer is weaker, compensating for the deep mixed layer. Thus, the decay timescale is longer than in the North Atlantic. The MLD in the North Atlantic is deep, but the buoyancy frequency is not small. Therefore, in the model results, buoyancy is responsible for the shortest decay timescale in the global ocean being found in the North Atlantic.
Discussion and Conclusions
[54] The temporal evolution of inertial motions is investigated by fitting satellite drifter trajectories over about a day to an inertial loop following Park et al. [2004] . The method enables us to obtain independent samples consecutively in time and to resolve the temporal evolution of inertial amplitudes. In this study, the decay timescales of inertial motion have been estimated by using temporal correlation functions of inertial amplitudes, providing the first estimates of the global distribution of the inertial decay timescale.
[55] Temporal correlation functions estimated from the drifter trajectory data are very close to exponential ( Figure 6 ). Moreover, the theoretical model solution with beta dispersion also shows a decay pattern of inertial amplitudes similar to an exponential shape when the initial wave number is large enough (in section 4.1).
[56] E-folding timescales have meridional and basin-wide variations, consistent with the model (Figure 8 ). According to the linear model, the spatial distribution of the inertial decay timescale results mainly from the downward propagation of inertial-internal waves controlled by environmental factors such as b, f o , H m , and N o . Since the initial wave in the model has a wavelength but its amplitude is spatially uniform, downward energy propagation is the only way to decay the mixed layer energy. Physically, the vertical group velocity of inertial waves can be expressed as
where (k, l) is the horizontal wave number and m the vertical wave number [Kunze, 1985] in the absence of shear in the background flow. From (16), the group velocity increases in low latitudes due to small f o so the decay timescale decreases. Likewise, a strong vertical density gradient (larger N o ) also makes the group velocity faster. D' Asaro [1989] and Zervakis and Levine [1995] pointed out that a gradient of planetary vorticity b makes an inertial wave refract by changing the meridional wave number l. The inertial wave number varies with bt like jlj = jl o À btj (mostly inertial waves propagate equatorward; the direction of decreasing Coriolis frequency). Thus, large b also reduces the inertial decay timescale by increasing the group velocity. As for MLD, a larger MLD can provide a favorable environment to generate inertial-internal waves Similarly, forcing-scale effect (red, hLi), Beta effect (green, hGi), and buoyancy effect (blue, hBi). The detailed definitions are given in equation (14).
of low vertical mode according to Zervakis and Levine [1995] . The combined effect of these factors through the physical processes mentioned above determines the decay rate of the mixed layer inertial motion in the model as shown in section 5.
[57] In this paper, it is assumed that the NIW initial meridional wave number l 0 should have negative sign which means most of NIWs are generated near the critical latitude (or the turning latitude) and propagate southward. Although this may be a reasonable assumption, if there is any northward propagating wave, it can stay longer at the base of the mixed layer. So, there is a possibility that the model results in this paper could underestimate the decay timescale. On the other hand, the initial zonal wave number is assumed to be zero in the model, but the wind forcing relevant to generating NIW has finite scales. This missing physics in the model would overestimate the decay timescale.
[58] The background flow field is the other factor which controls inertial-internal wave propagation but is not considered in the linear theoretical model. Weller [1982] proposed the possible effect of background flow divergence on the energy change in the mixed layer inertial motion. Kunze [1985] showed that the background shear flow modulates the local Coriolis frequency (approximately f eff = f 0 + by + z/2) and traps the near-inertial wave in anticyclonic shear flow regions, where it can be dissipated [Toole and Schmitt, 1987; Kunze et al., 1995] . This process could also change the spatial distribution of inertial energy. Additionally, van Meurs [1998] and Klein et al. [2004] pointed out that small-scale vorticity can play a role in the spatial heterogeneity of the surface inertial energy.
[59] Rectification effects on inertial wave numbers by spatial gradients in background shear flows may be one of the important factors responsible for the difference between the drifter observations and the model results. The western parts of North Pacific and North Atlantic have shorter decay timescales than the eastern part (not shown). The vorticity effect may be a plausible explanation for that, but it remains as a further study. In addition, Balmforth and Young [1999] suggested that a relative vorticity gradient may have a stronger effect on the high vertical modes. Since the modal spectrum is determined by the buoyancy structure [Eriksen, 1988; Zervakis and Levine, 1995] and by wave age (NIW energy of lower vertical mode rapidly escapes the mixed Figure 14 . Decomposition of the (a) buoyancy frequency (hNi), (b) mixed layer depth (hH m i), and (c) buoyancy factor (hbi). Here hbi is equal to the summation of hNi and hH m i. The detailed definitions are given in equation (26).
layer but higher mode stays longer since formation), the decay of NIWs in the mixed layer may be strongly affected by the background shear field under a particular buoyancy environment, such as shallow mixed layers where the contribution of higher modes becomes important.
[60] Finally we note that greater detail in the seasonal variations in the decay timescale of inertial waves would be of interest, since there are strong seasonal changes in upper ocean stratification. Only a 6 month division between summer and winter was done here because of data limitations. This topic will be best investigated when a longer time period of drifter observations is available for the analysis or when another method to estimate temporal variation of the decay timescale is developed. Similarly, our spatial analysis is limited to zonal averages in each basin. Longer drifter track data sets will enable finer resolution in decay times scale estimates using this method in the future.
Appendix A
[61] This appendix presents mathematical descriptions of spatial and temporal correlation models for this analysis, which can give us insight into the physical meaning of e-folding scales from the correlation models. [63] An exponential fit is used to define the timescale from the correlation function. Assuming that the inertial motion exponentially decays in time, we can formulate it as follows:
A1. Temporal Correlation Function
where A is an initial amplitude, l t decay timescale, and e random error. When the inertial amplitudes and their pairs are assumed to be sampled randomly; U i , U j (i, j = 1,. . ., N k ) with some error (e i , e j ), the covariance function
where a time separation d k = t i À t j . The term in {} of (A3) becomes similar to the variance of U i and U j (s(U i ) % s(U j )) when the time domain for subsampling is much larger than the time separation. Therefore, the correlation function, g(d k ) = cðd k Þ sðU i ÞsðU j Þ ¼ cðd k Þ s 2 has an exponential
:
where C is (c À U 2 )/s 2 .
A2. Spatial Correlation Function
[64] Introducing a simple function as in the previous section to estimate the spatial correlation scale, we assume that a spatial correlation function has a Gaussian spatial shape
where the l s is the spatial scale defined as e-folding scale of the Gaussian function. The random sampling of U i and U j gives the correlation function 
scholarship. Ray Schmitt acknowledges NSF grant OCE 84794900. This study was partly supported by ''A Study on the Monitoring of the Global Ocean Variability with ARGO Program'' in Meteorological Research Institute/KMA. We also thank two anonymous reviewers for their thoughtful comments and constructive suggestions.
