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Abstract 
The performance of DASH has been evaluated against powder X-ray diffraction data collected 
from 101 molecular crystal structures, representing the most comprehensive testing of a 
"structure determination from powder diffraction data" (SDPD) program carried out to date. 
These 101 structures cover a broad range of molecular complexities, from very simple (6 
degrees of freedom) to very challenging (49 degrees of freedom). 95 of the crystal structures 
could be solved with the current version of DASH, going some way to explaining why the 
parameterisation of its simulated annealing (SA) algorithm has not been altered since the 
launch of the program in 1999.  
This thesis explores optimisation of key DASH SA parameters using the program irace. The 
irace runs, comprising 255,000 individual DASH runs and requiring approximately 1300 CPU 
days of compute time, produced six sets of SA parameters which differed greatly from the 
DASH default parameters and which markedly improved the performance of DASH. Further 
evaluation of these six sets against all 101 compounds (a further 2874 of days of CPU time), 
allowed selection of one best-performing set, which delivered an order of magnitude 
improvement in the success rate with which crystal structures were solved. The adoption of 
these parameter values as the defaults in future releases of DASH is strongly recommended 
and is expected to broaden the range of molecular complexities to which the program can be 
applied. 
Three distinct approaches to further improving DASH performance, based on introducing prior 
conformational knowledge derived from the Cambridge Structural Database (CSD), have also 
been assesed. The findings show that inclusion of conformational knowledge brings significant 
additional gains in SDPD performance, and that existing implementations of these approaches 
in the DASH / CSD System are close to being ready for routine use.  
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Knowledge of the three-dimensional structure of crystalline materials is crucial to 
understanding their chemical, biological, and physical properties. Whilst numerous analytical 
techniques, including thermal and spectroscopic methods, can give valuable information about 
crystalline and amorphous materials, currently only X-ray diffraction techniques are capable 
of routinely, directly determining the three-dimensional structure of crystalline materials. 
Therefore, X-ray techniques are key tools used in areas such as chemistry, pharmacy, biology, 
material science, mineralogy, and physics. For example, in the pharmaceutical industry, 
knowledge and control of the drug and excipient properties are essential in bringing a drug to 
market.  
The preferred X-ray diffraction method for full crystal structure determination is single-crystal 
X-ray diffraction, which is considered the ‘gold standard’ if a suitably large (ca. 60 µm in all 
dimensions), high quality single-crystal (SX) of the molecule under study can be obtained. In 
the event that such a crystal cannot be easily grown, powder X-ray diffraction (PXRD) is, 
increasingly, a suitable alternative method. Of particular interest are active pharmaceutical 
ingredients (APIs) which are normally processed as polycrystalline powders and which can not 
only exist in multiple polymorphic forms but also as hydrates, solvates, salts and co-crystals. 
It is perhaps not surprising, therefore, that PXRD has been found to be the most frequently used 
analytical tool when studying pharmaceutical materials (Chieng et al., 2011). 
The versatility of PXRD is demonstrated by its use throughout the different stages of the drug 
manufacturing lifecycle (Brittain, 2001; Ivanisevic et al., 2010; Randall et al., 2010). Its 
importance as a ‘fingerprint’ with which to identify specific crystallographic phases is 
evidenced by its central role in high-throughput physical form screening and its use (either in 
diagrammatic form, or as a series of reflection positions) in patents designed to protect physical 
forms. These aspects have been reviewed comprehensively elsewhere (Florence, 2009; 
Lemmerer et al., 2011; Morissette et al., 2004). Nowadays, crystal structure determination 
from powder diffraction data (SDPD) can be considered as a routine, though not always 
straightforward, approach that has the advantage of dealing directly with a bulk polycrystalline 
sample, which may consist of multiple crystallographic phases. This is in contrast to single-
crystal diffraction, where a single crystal grown from a solution is not necessarily 
representative of the bulk material being handled in the pharmaceutical workflow. It is worth 
noting that the overall number of structures (not confined to pharmaceutical materials) solved 
using PXRD accounts for only a very small percentage of the total number of solved crystal 
structures; this is a direct consequence of the ease with which structures can be solved when 
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single crystals are available and when such crystals are available, they are always the first port 
of call. For those structures where single crystals cannot be obtained, SDPD has become a key 
tool for fully populating the crystallographic structural landscape. 
1.1 Solving crystal structures from powder diffraction data 
To fully characterise a crystal structure model, the direction, magnitude and phase angle for 
each reflection need to be established. Whilst the direction and amplitude can be relatively 
easily identified in a diffraction experiment - the former by establishing the Miller indices of 
diffracted beams and the latter based on their intensity - the relative phase is lost. In 
crystallography this is referred to as 'the phase problem' and for the vast majority of small 
molecule crystal structures it can be considered to be a solved problem, given accurate structure 
factors to atomic resolution. The foundations of the computational direct phasing methods 
approach to crystal structure determination, laid down in the 1950s and developed over the 
following decades, has led to computer programs which (when dealing with good quality SX 
lab-based diffraction data) can easily solve structures containing in excess of 150 atoms in the 
asymmetric unit. A significant factor in this success is the fact that modern diffractometers can 
collect SX data sets to near 100% completion to high (ca. 0.8 Å) resolution, providing typically 
thousands of reflections upon which the phasing process can operate.  
1.1.1 The intrinsic problems of PXRD 
The collapse of the three dimensions of single-crystal diffraction into the one dimension of a 
powder diffraction pattern is undoubtedly the major issue facing SDPD. As a consequence, 
accidental reflection overlap (i.e. the overlap of diffraction contributions from non-symmetry 
related reflections having very similar d-spacings) is observed, especially with increasing 
diffraction angle, and the number of reflections that can be observed as individual peaks in the 
PXRD pattern is significantly reduced. This issue leads to difficulties with the assignment of 
individual reflection intensities, a problem further compounded by the fact that well-
determined reflections frequently do not extend close to atomic resolution, due to a 
combination of factors such as the scattering (form) factor fall off, the temperature factor and 
the Lorentz-polarisation factor. Thus in a PXRD pattern obtained in the lab from a typical small 
molecule structure only a few hundred reflections will be observed (c.f. SX, a few thousand) 
and as such, conventional direct methods of structure determination do not perform well on 
such limited data. Strategies such as the use of variable count time (VCT) data collection and 
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low-temperature data collection can help (Madsen and Hill, 1994; Shankland et al., 1997), but 
are seldom sufficient to permit the application of conventional direct methods.  
Unique to the SDPD is also the occurrence of preferred orientation, where the packing of the 
crystallites in the polycrystalline sample is non-random, thus affecting the observed intensities 
in the diffraction pattern. Different approaches exist to address this issue, primarily the use of 
data collection in transmission capillary mode and the use of correction terms, such as the 
March-Dollase (Dollase, 1986) and spherical harmonics (Sitepu et al., 2005) corrections which 
are employed, if needed, during the structure solution and refinement stages (see 1.1.2 for the 
SDPD workflow).  
Overall, the SDPD process remains significantly more challenging than its single-crystal 
counterpart.  
1.1.2 The SDPD workflow 
The process of SDPD consists of a number of sequential steps, the success of each enabling 
the execution of each subsequent step and therefore the success of the entire crystal structure 
solution (Figure 1.1). This dependency exists from as early as sample collection: a sample 
containing impurities or that is poorly crystalline may prove impossible to solve. 
Given a well prepared sample, the work flow follows the steps given in Figure 1.1. The 
experienced crystallographer will make a decision about the appropriate method (shown in the 
Figure’s middle column) to be selected at each stage; these will be dependent on the complexity 
of the sample and the quality of the final result required. 
Many comprehensive reviews of SDPD methodologies have now been published (Cerny and 
Favre-Nicolin, 2007; Datta and Grant, 2004; David and Shankland, 2008; Harris, 2012; 
Tremayne, 2004) and in particular, the IUCr Monograph on Crystallography "Structure 
Determination from Powder Diffraction Data" (Shankland et al., 2002) provides a ‘powder 
sample to refined crystal structure’ view of the process. Hence, only the actual structure 
solution step and its associated methods will be further discussed here.  
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Figure 1.1. A flow chart of the SDPD process (left column); examples of the applied methodologies (middle 
column); and software where those have been applied (right column). 1 (Le Bail et al., 1988); 2 (Pawley, 1981); 
3 (Rietveld, 1969); 4 (Werner et al., 1985); 5 (Boultif and Louer, 1991); 6 (Visser, 1969); 7 (Neumann, 2003); 8 
(Coelho, 2003); 9 (Markvardsen et al., 2008); 10 (David et al., 2006); 11 (Altomare et al., 2011); 12 
(Rodriguez-Carvajal, 1993); 13 (Favre-Nicolin and Cerny, 2002); 14 (Pagola and Stephens, 2010); 15 (Engel et 
al., 1999); 16 (Putz et al., 1999); 17 (Feng and Dong, 2007); 18 (Feng et al., 2009); 19 (Larson and Von Dreele, 
1994); 20 (Spek, 2003); 21 (Bruno et al., 2004); 22 (Allen et al., 2004); 23 (IUCr, 2014) 
1.2 Methods for SDPD 
Early attempts to solve crystal structures from powder diffraction data were based on the 
conventional single-crystal approaches (such as Direct, Patterson and maximum entropy 
methods), adapted to address the information loss observed with powder X-ray diffraction 
(Debets, 1968; Zachariasen and Ellinger, 1963). 
Indexing and space group 
determination 
Data collection 
Crystal structure 
determination 
Integrated intensities 
extraction 
Crystal structure validation 
Crystal structure 
refinement 
Peak finding algorithms; 
Peak fitting algorithms; 
Pattern decomposition 
(Le Bail
1
 or Pawley
2
); 
Laboratory; 
Synchrotron; 
Neutron 
Direct-space or reciprocal 
space methods 
Le Bail or Pawley method 
Visual pattern overlay 
evaluation; Chemical and 
crystallographic sense; 
Solid state information 
Rietveld refinement
3 
TREOR
4
; DICVOL
5
; ITO
6
; X-
Cell
7
; TOPAS
8
; ExtSym
9 
Capillary transmission or 
reflection geometries 
DASH; TOPAS; PSSP
14
; FOX; 
EXPO; PowderSolve15; 
Endeavour16; GEST
17
; 
PeckCryst
18
; GSAS
19
; 
FullProf 
DASH
10
; TOPAS; EXPO
11
; 
FullProf
12
;FOX
13
  
PLATON
20
; Mogul
21
; 
enCIFer
22
; checkCIF
23 
TOPAS; DASH; EXPO; GSAS; 
FullProf 
6 
 
Additionally, trial-and-error approaches to crystal structure determination were developed. 
These approaches, however, require knowledge of the connectivity of the molecule in order to 
construct an initial model. A logical development of these trial-and-error methods, greatly 
enabled by advances in computing power, was the stochastic methods (typified by simulated 
annealing and genetic algorithms) that now predominate.  
A brief description of some of the widely used computational techniques is given below, whilst 
examples of their applications can be found in Table 1.2 of Section 1.5. 
1.2.1 Single-crystal structure solution methods adapted for powder 
diffraction data 
1.2.1.1 Conventional and modified direct methods  
Conventional direct methods of structure solution derive the crystal structure from an electron 
density map (assuming the use of X-rays), which is a Fourier transform of a set of phased 
structure factors (Equation 1.1). 
𝜌(𝑥𝑦𝑧) =  𝑉−1  ∑ ∑ ∑ |𝐹|𝑐𝑜𝑠{2𝜋(ℎ𝑥 + 𝑘𝑦 + 𝑙𝑧) − 𝜙ℎ𝑘𝑙}
𝑙𝑘ℎ
 Equation 1.1 
 
where 𝜌(𝑥𝑦𝑧) is the electron density; V is the volume of the unit cell; |𝐹| are the structure 
factors magnitude, h,k,l are the Miller indices and ϕhkl is the phase angle. 
 As a result, direct methods do not require prior knowledge of the connectivity of the structure; 
the structure is derived from the electron density. However, the success of the phasing process 
is greatly dependent upon the accuracy and resolution of the structure factors and, in general, 
it requires accurate structure factors collected to approximately atomic resolution (ca. 0.9Å). 
For typical molecular organic crystal structures with relatively large, low symmetry unit cells, 
accidental reflection overlap and the form-factor fall-off conspire to make this difficult to 
achieve. As such, the use of conventional direct methods is best suited for higher symmetry, 
strongly scattering samples such as inorganic and organometallic compounds. 
In order to achieve success with more complex powder diffraction problems, direct methods 
have been considerably modified, primarily by recycling any structural fragments obtained 
from phasing into the intensity extraction stage, in order to improve the accuracy of the 
extracted structure factors. Other algorithmic developments (e.g. related to the chemical 
interpretation of low-resolution density maps) have added to this, resulting in SDPD computer 
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programs that are capable of solving complex molecular organic crystal structures; see, for 
example, EXPO2011 (Altomare et al., 2011) which takes advantage of a resolution bias 
correction algorithm (RBM) and a weighted least-squares procedure (wLSQ). In the later 
version (EXPO2012), the COVMAP procedure (Altomare et al., 2012) was added to modify 
and improve the models provided by the direct method procedure. 
1.2.1.2 Patterson methods 
The Patterson function (Patterson, 1934), whilst a Fourier series, is calculated using the squared 
structure factors |Fhkl|
2, thus obviating the requirement for phase information. Patterson maps 
containing interatomic vectors rather than atomic position maps are used to achieve the crystal 
structure determination. These vectors are drawn between all atoms in the crystal structure, and 
their heights are proportional to the sum of the atomic numbers of the contributing atoms. As 
such, the highest peaks are those between the heaviest atoms in the structure, allowing the 
heavy atoms to be located precisely. It is therefore no surprise that Patterson methods are 
particularly well suited to dealing with structures containing heavy atoms. The main 
disadvantage is that the map contains N2 peaks, making interpretation difficult for structures of 
any reasonable complexity. Recently, a Patterson-function tangent formula was successfully 
used in combination with direct methods to solve the crystal structures of a number of organic 
compounds (Rius, 2011; Rius et al., 2011). 
1.2.1.3 Charge flipping 
Charge flipping (CF) is a relatively new (Oszlanyi and Suto, 2004) but very promising method 
of structure solution. It has been widely utilised in single-crystal structure determination and 
implemented in a number of single-crystal software suites. Unlike direct methods, the 
algorithm does not depend directly on atomicity (Oszlanyi and Suto, 2008) and further differs 
from traditional direct methods as it is not reliant on probabilistic phase relations.  
The process starts with the assignment of random phases to a set of experimental structure 
factor amplitudes, which is then subject to Fourier transform, generating an electron density 
map. Then, a positive density threshold is assigned and all points with density below this 
threshold are given a phase with an opposite sign. Fourier transform of this modified density 
yields a new set of structure factors whose phases are then combined with experimental 
amplitudes to generate new density map. This iterative cycle continues until such point as a 
likely crystal structure can be identified from the phased map. 
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The main advantage of this method is that no prior knowledge of the space group is required. 
The crystal structure solution is normally carried out in P1 symmetry, and the correct space 
group is derived at the end of the crystal structure solution. However, the CF algorithm still 
requires near atomic resolution, which once again is the limiting factor for its full utilisation 
with powder X-ray diffraction data. 
The charge flipping algorithms have been implemented in a range of software packages such 
as Superflip (Baerlocher et al., 2007), TOPAS (Coelho, 2003) and Jana2006 (Petricek et al., 
2014) and has been extensively utilised in the work of McCusker on zeolites (Pinar et al., 2011; 
Xie et al., 2011a; Xie et al., 2011b) More recently Jung et al (2014) have shown that organic 
compounds containing only light-atoms pose a challenge to the charge flipping algorithm (as 
implemented in Superflip), which performs well with inorganic compounds.  
1.2.1.4 Maximum entropy 
The combined maximum entropy/log-likelihood gain approach is another alternative to direct 
methods. It was first proposed by Bricogne (1984) for the structure solution from single crystal 
data, and later extended to powder diffraction data (Bricogne, 1991). The powder-specific 
method divides peaks into overlapping and non-overlapping sets, each of the group’s intensity 
are calculated and normalised to give initial structure factors. The origin is defined by fixing 
the phases of a number of non-overlapping origin-defining reflections. These reflections 
establish the initial basis set, which is then expanded in the structure solution process to form 
a “phasing tree” of possible basis sets. The phases of the reflections in each basis set are used 
as constraints in a subsequent entropy maximisation procedure. A likelihood function is used 
to evaluate the most probable basis set, which is then further expanded by the addition of yet 
more reflections. The process is terminated once sufficient structure factors have been phased 
to allow a good quality electron density map to be generated. 
The only program using this combined maximum entropy/log-likelihood gain algorithm is 
MICE (Gilmore and Bricogne, 1997), although other programs utilise maximum entropy in a 
different role e.g. RIETAN-2000 (Izumi, 2004). The RIETAN-2000 program was recently used 
to solve the structures of Ca1−x BixMn1−yVyO3−δ solid solutions where δ≤ x = y ≤ 0.08, from 
powder X-ray data (Huang et al., 2008). Another recent example is the crystal structure solution 
of the medium-sized pharmaceutical prednisolone succinate (Nishibori et al., 2008), which was 
achieved by combination of genetic algorithm and a maximum entropy approach. 
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1.2.2 Direct-space methods 
In the direct space approach, the position, orientation and conformation of a 3D structural 
model of the molecule to be determined is adjusted within the unit cell as derived from the 
PXRD data. The problem of finding the best agreement between the observed and calculated 
structure factors is that of locating the global minimum on an agreement factor (e.g. Rwp or 2) 
hypersurface, whose dimensionality equals the number of structural variables in the problem. 
Such hypersurfaces encompass a multitude of stationary points and locating the global 
minimum is a non-trivial exercise which requires the application of global optimisation (GO) 
algorithms. These methods require knowledge of the molecular connectivity, in order to create 
a 3D model of the molecule under study. 
 
Figure 1.2. A generic flowchart of GO methods implementation to SDPD. 
2D-molecular structure  
3D-molecular structure  Unit cell and  
space group 
Calculated powder pattern  
Observed powder 
pattern 
Goodness of fit met? 
Compare observed and 
calculated patterns  
Crystal structure 
Optimise model 
(position, orientation, 
conformation) 
Generate model with random 
position, orientation and 
conformation  
No 
Yes 
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Molecular models are easily constructed with software such as MarvinSketch (ChemAxon, 
2011), or ChemDraw (Cambridgesoft, 1985-2015). Cambridge Structural Database (CSD) 
deposited structures, closely related to the molecule under study, can also be an excellent 
source for a reliable starting models.  
Regardless of the way the starting model is generated, it is crucial to ensure its underlying 
molecular geometry is chemically sensible and follows well defined trends. This will maximise 
the chances of the GO algorithm reaching a successful solution, and significantly reduce the 
necessary work at the crystal structure refinement stage. The CSD, and particularly Mogul, can 
be employed to perform such validation. Quantum mechanical packages, such as MOPAC 
(Stewart, 1990), Firefly (Granovsky), QuantumEspresso (Paolo et al., 2009), Gaussian (Frisch 
et al., 2009) etc., can also be employed. It has to be mentioned that the calculation time with 
such packages increases very quickly with increased number of atoms and required accuracy 
of the model, but can be considered to be time well spent in order to optimise the chances of 
successful crystal structure solution.  
It should be apparent from the above flowchart that the key element is the model optimisation. 
There are a great many algorithms for performing this optimisation, ranging from simplistic / 
exhaustive (e.g. grid search) through to complex / stochastic / deterministic. The focus of this 
following section is on the two main approaches that have been most widely used in SDPD: 
simulated annealing (SA) and genetic algorithms (GA). Simulated annealing in the context of 
the DASH program is discussed in detail in Section 1.4. 
1.2.2.1 Simulated annealing  
The SA was first developed in the early 1980s (Kirkpatrick et al., 1983) (Cerny, 1985; Smith 
et al., 1983) and since has been extensively employed in optimising manufacturing design 
(Renzi et al., 2014; Sun and Huang, 2012; Yusup et al., 2012), the traveling salesman problem 
(Ye and Rui, 2013), multi-dimensional assignment problems (Clemons et al., 2004) and many 
other areas (Li and Liu, 2013; Mohagheghian et al., 2015; Moschakis and Karatza, 2015; Radu 
and Vintan, 2013; Rahimian et al., 2015). 
In the context of SDPD, SA was first introduced by Deem and Newsam (Treacy et al., 1989) 
for zeolites, and is currently the most widely used optimisation method (Shankland and David, 
2002). The process is efficient, easy to use, and it has relatively few variables, which can be 
set automatically.  
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The approach is an implementation of a Monte Carlo method, which is inspired by analogy to 
the physical annealing process1. In the structure solution stage, the crystallographic model is 
initially “melted”, allowing all possible positions, orientations and conformations of the 
molecule in the unit cell to be adopted. Slow lowering of temperature (T) follows, during which 
the system assumes its true crystal structure (equivalent to the global minimum).  
For the SA to work properly, an appropriately high starting temperature needs to be used to 
simulate the melting phase. However, unnecessary high values of T would require additional 
SA moves for the global minimum to be reached. Equally important is the rate at which the T 
is reduced, the “cooling rate”, as fast T reduction is likely to trap the algorithm in a local 
minimum (the equivalent of quenching), but a slow cooling may unnecessarily prolong the 
process of locating the global minimum. 
Different approaches to SA have been developed. By way of example the SA developed by 
Andreev and Bruce (1998) and that implemented in ENDEAVOUR (Putz et al., 1999), reduce 
the T at a pre-set rate, whilst in DASH (David et al., 1998), fluctuation of the cost function 
regulates the reduction of temperature, thus allowing a more in-depth exploration of regions of 
higher function value. 
Other programs based on the SA algorithm include, TOPAS (Coelho, 2003), FOX (Favre-
Nicolin and Cerny, 2002) and PowderSolve (Engel et al., 1999). Simulated annealing has now 
been also integrated in EXPO2011 (Altomare et al., 2011), which typically used only ab initio 
methods. 
Due to its ease of use and availability, many crystal structures have been solved with the use 
of SA (see Table 1.2). One of the example from the table worth noting is the chlorothiazide 
dimethylformamide (1/2) solvate (Fernandes et al., 2007), with 6 fragments in the asymmetric 
unit cell and a total of 42 optimisable parameters during the SA calculations, is still one of the 
most complex compounds of pharmaceutical interest solved from powder diffraction data to 
date. 
1.2.2.2 Genetic algorithm  
As with all evolutionary algorithms, the genetic algorithm (GA) is an optimisation algorithm 
with a biological basis. It is based on Darwinian Theory and inspired by naturally accruing 
                                                 
1 e.g. Melting of a metal and its subsequent slow cooling to an ordered state. 
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processes such as inheritance, mutation and natural selection. A recent review by Paszkowicz 
(2009) gives a detailed listing (with further references) of the GA application in material 
sciences, chemistry and physics of materials, including applications in crystallography. 
In the context of SDPD, GA is also widely used. Here the optimisable parameters are 
considered as chromosomes, the search for the structure solution is equivalent to a search for 
an individual with best fitness, and the cost function is related to the fitness of each individual.  
The algorithm starts with an initial population of molecules. Natural selection is employed to 
select the individuals with the best fitness and the genetic operations of crossover and mutation 
are performed, with the population evolving towards the point of global minimum. The 
algorithm is terminated if a pre-set value of the goodness-of-fit or the maximum number of 
generations is reached.  
Early applications of GA include the crystal structure determination of ortho-thymotic acid 
(Kariuki et al., 1997), ibuprofen (Shankland et al., 1998) and fluticasone propionate (Kariuki 
et al., 1999). More recently the work of Harris and co-workers applies the genetic algorithms 
to a range of organic molecules, including l-arginine (one of the few natural amino acids with 
previously undetermined crystal structure) (Courvoisier et al., 2012); another interesting 
example is the structure of hexaketocyclohexane octahydrate, characteristic with its unusually 
high density due to a large number of hydrogen bonding (16 hydrogen-bond donors and 14 
hydrogen-bond acceptors in the unit cell) (Lim et al., 2011). 
1.2.3 Other methods of SDPD 
A number of other computational methods, which have been applied to SDPD, but did not 
merit a detailed discussion, have been summarised in Table 1.1. 
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Table 1.1 Additional SDPD methods with an example of their application. HEWL = hen egg-white lysozyme 
Method Examples Reference 
Single-crystal type methods 
Direct method sum function XLENS (Rius, 1999) 
Anomalous scattering HEWL:cisplatin co-crystal (Tanley et al., 2012) 
Isomorphous replacement HEWL (Basso et al., 2010) 
Molecular replacement Clarithromicyn I (Noguchi et al., 2012) 
Direct-space methods 
Grid Search P-RISCON (Masciocchi et al., 1994) 
Parallel tempering FOX (Favre-Nicolin and Cerny, 2002) 
Particle swarm PeckCryst (Feng et al., 2009) 
Local minimisation Famotidine (Shankland and David, 2002) 
Simplex (Semi-global) DASH (David et al., 2006) 
Hybrid methods 
Hybrid Monte Carlo Capsaicin (Johnston et al., 2002) 
Hybrid big bang big crunch EXPO2013 (Altomare et al., 2013b) 
 
1.2.4 Summary of the SDPD methods 
In a very brief summary, the methods for crystal structure solution can be very broadly divided 
into two subsets: 1) reciprocal space methods, which do not require prior information of the 
structure under study, but are limited by the near Ångström-resolution data requirement; and 
2) direct space methods, for which the knowledge of the molecular connectivity is a 
prerequisite; which however, are not faced with the phase problem of the reciprocal space. 
Organic molecular crystals are an example of a challenging problem for the traditional direct 
method, which is well ‘suited’ to the nature of GO algorithms.  
1.3 Powder diffraction and crystal structural complexity 
The suitability or success of each of these methods described in the previous section is often 
judged in terms of the complexity of the molecules on which they can be brought to bear. As 
such it is important to discuss the different ways in which complexity is defined for SDPD. 
With most single-crystal-like methods the complexity of the structure under study is described 
by the number of non-hydrogen atoms in the asymmetric unit, as this is the number of atomic 
positions being determined during the crystal structure solution step. This description is 
certainly appropriate for DM-based methods of SDPD but is less suitable for GO-based 
methods, where the number of parameters being optimised is a more appropriate measure. The 
total number degrees of freedom (DoF) for a molecular crystal structure is the sum of the 
external DoF (3 positional and 3 orientational for each the independent fragment in the 
asymmetric unit) and the internal DoF (the number of flexible torsion angles for each 
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independent fragment in the asymmetric unit). Figure 1.3, which shows the molecular 
structures of tetracycline and verapamil, illustrates how these two complexity descriprtions can 
differ significantly depending upon the molecules under consideration. 
   
a)          b)  
Figure 1.3. The molecular structures of verapamil (a) and tetracycline (b). Internal DoF (torsion angles that are 
free to rotate) are indicated by an asterisk. Assuming that the ring conformations are known, the structure of 
tetracycline (32 non-H atoms) can be described by 6 external DoF plus 2 internal DoF whilst that of verapamil 
(33 non-H atoms) requires 6 external DoF plus 13 internal DoF. Thus, tetracycline is the much simpler problem 
to tackle using global optimisation as fewer variables need to be determined. 
1.4 SDPD and DASH 
DASH is a computer program for solving crystal structures from powder X-ray diffraction data, 
which is optimised to deal with molecular materials. The first use of the methodology 
implemented in DASH dates from 1998, with the SDPD of three previously unknown crystal 
structures from synchrotron PXRD data: capsaicin, thiothixene and promazine hydrochloride 
(David et al., 1998). All three structures were complex relative to other powder structures in 
the literature at that time. By way of example, approximately three quarters of the crystal 
structures deposited in the CSD at the time had fewer atoms in the asymmetric unit than 
thiothixene. DASH itself was released in 1999 and two key publications describe the program 
(David et al., 2006) and its range of applicability (Florence et al., 2005). The development of 
distributed computing versions of DASH has also been reported [MDASH, (Griffin et al., 
2009b); GDASH (Griffin et al., 2009a)].  
The workflow of DASH is similar to other programs employing GO algorithms. An overview 
is given in Figure 1.4 and the specific details relevant to this thesis are discussed below: 
* 
* * 
* * 
* * * 
* * 
* 
* 
* 
* 
* 
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Figure 1.4. A DASH specific workflow of Figure 1.2. 
By default DASH utilises DICVOL06 (or previous versions 91; 04; (Boultif and Louer, 1991,  
2004) for the indexing of the powder X-ray diffraction pattern. However, DASH can also 
interface to other indexing programs and in fact improve their performance by providing 
accurate peak positions. During the Pawley refinement, the unit cell, peak shape and 
background parameters, together with the reflection intensities are optimised in a least-squares 
procedure. The resulting optimised values are used as prerequisites for the space group 
determination and crystal structure solution steps. 
The Pawley fitting capability of DASH is used in two capacities. Firstly, a Pawley fit in a 
holosymmetric space group of the crystal structure under study (e.g. P2 for monoclinic cell, 
P222 for orthorhombic, P6 for hexagonal etc.) returns a set of extracted reflection intensities 
that are used by the ExtSym (Markvardsen et al., 2008) program in order to determine the 
extinction symbol of the crystal structure under study. The results are presented as a ranked list 
Experimental Powder 
Diffraction Data Indexing 
Space Group 
Determination 
Pawley refinement  
(with the correct space group ) 
Calculate 
2
 (Pawley) 
Molecular  
connectivity 
3D molecular 
model 
3D model in the 
unit cell  
Calculate powder diffraction 
pattern 
Compare the experimental and  
calculated patterns  
Calculate 
2
 (Profile) 
Agreement satisfactory? 

2
 (Profile)/
2
 (Pawley)? 
Crystal structure 
Adjust position, 
orientation and 
conformation 
No 
Yes 
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of log-probabilities of the extinction symbols belonging to the crystal system. The most 
probable space group corresponding to this extinction symbol is then selected by the user, 
taking into account factors such as observed space group frequencies and chirality.  
A second Pawley refinement is then performed in the chosen space group in order to return a 
set of reflection intensities against which the calculated intensities derived from the trial crystal 
structures can be quickly compared in order to assess their correctness; this is discussed further 
below. 
The goodness of fit of this Pawley refinement is given as a Pawley profile 2 (Equation 1.2) 
whose value serves two main purposes: a) as a measure of the best possible fit of the observed 
powder diffraction data when reflection intensities are allowed to refine as independent 
variables; and b) as a measure against which the profile 2 of the best structure returned by the 
simulated annealing stage can be compared. A crystal structure is considered to be worth 
examining carefully when it exhibits a favourable χ2 ratio, typically in the range between 2 to 
10, though the lower the better. 
 
𝜒2 =  
∑ 𝑤𝑖(𝑦𝑖(𝑜𝑏𝑠) − 𝑦𝑖(𝑐𝑎𝑙𝑐))
2
𝑖
𝑁 − 𝑃 + 𝐶
 Equation 1.2 
where N is the number of observations, P is the number of parameters and C is the number of 
constraints. 
As described above, global optimisation methods require the use of a 3D structural model 
whose parameters (position, orientation, and conformation) need to be determined in order to 
solve the crystal structure. For use in DASH, a 3D model of relative atomic coordinates is 
converted into the form of a Z-matrix, where the position of each atom is determined by the 
bond lengths, bond angles and torsion angles of the three preceding atoms. The 3D connectivity 
of the model is automatically detected and any flexible torsion angles are flagged as 
optimisable parameters (unless otherwise specified by the user). It is important that the input 
molecular model is as accurate as possible in terms of the core molecular geometry; the more 
accurate the model, the more likely it is that the crystal structure solution will be obtained. 
Generally, models obtained from (or derived from) the CSD or from high-level molecular 
modelling calculations are most suitable. These models can be compared to crystal structures 
in the CSD using Mogul, prior to their use within DASH. 
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The SA algorithm (as described in Section 1.2.2.1) implemented in DASH introduces a number 
of distinctive features: a novel cost function, an adaptive cooling rate and an efficient parameter 
space search. It is the combination of these features which facilitates the routine determination 
of complex structural problems.  
The SA has five user definable parameters which control its performance2: the starting 
temperature (T0), N1 and N2 (the values of which determine the number of steps made at each 
temperature), the cooling rate (CR) and the maximum number of SA moves allowed for each 
SA run. Currently, an automatic setting of T0 (T0 = 0) is used as the default. An algorithm 
determines a problem-specific value of T0, such that virtually all uphill moves are allowed at 
the outset of the SA, i.e. the structure is “melted”. This temperature is then reduced according 
to the cooling rate, which is discussed further below. 
The role of N1 and N2 can be illustrated with the use of the pseudo code in Figure 1.5 for the 
case of a simple hypothetical molecule with one rotatable torsion angle (a total of DoF=7). 
 
 
 
 
 
 
 
                                                 
2 For the purposes of this work, the DASH performance is defined by three terms - the success rate of crystal 
structure solution, the minimum number of SA steps required to achieve a correct crystal structure and the overall 
structure solution time. 
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1. x y z φ1 φ2 φ3  
2. Set an initial T, to allow all uphill moves to be 
accepted 
3. Sequentially 
    Adjust x; evaluate 2 
    Adjust y; evaluate 2 
    Adjust z; evaluate 2 
    Adjust φ1; evaluate 2         Repeat N1 times 
    Adjust φ2; evaluate 2 
    Adjust φ3; evaluate 2 
    Adjust ; evaluate 2 
4. Adjust the step length for each parameter 
5. Return to step 3; repeat N2 times 
6. Apply the cool rate to reduce T 
Figure 1.5. A pseudocode of the SA algorithm as implemented in DASH. This specific example has 
three positional variables (x, y and z), three orientational (φ1, φ2 and φ3) DoF and one torsion angle 
(τ).  
The SA algorithm begins by assigning random values of the seven optimisable parameters; and 
by automatically calculating the optimal initial temperature. Then, the agreement between the 
calculated and observed intensities (from the Pawley refinement) is evaluated with the use of 
the integrated intensities 2 (Equation 1.3).  
  
𝜒2 =  ∑ ∑ [(𝐼ℎ − 𝑐|𝐹ℎ|
2)(𝑉−1)ℎ𝑘(𝐼𝑘 − 𝑐|𝐹𝑘|
2)]
𝑘ℎ
 Equation 1.3 
where Ih and Ik are the extracted intensities from the Pawley refinement of the diffraction 
pattern, which have been corrected by the use of Lorentz-polarisation; Vhk is the covariance 
matrix from the Pawley refinement; c is a scale factor; and |Fk| and |Fh| are the structure factor 
magnitudes calculated from the trial structure.  
This cost function speeds up the figure of merit calculation (typically by two orders of 
magnitude) compared with algorithms which are based on the use of the whole profile (e.g. 
Harris et al.(1994) and Andreev and Bruce (1998)).  
The next step is to adjust one of the parameters and recalculate the 2. The new parameter value 
is accepted if a reduction in 2 is observed. If 2 increases, the likelihood of acceptance is 
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subject to a Boltzmann distribution. As a result of the Boltzmann condition, the chances of 
accepting an uphill move are higher at higher temperature: 
 
if i > j : accept  
if i <j:  accept only if r <  𝑒
(𝑖
2−𝑗
2 𝑇⁄ ) 
 
where i and j correspond to the starting and new sets of variables respectively; r is a random 
number between 0 and 1. 
The remaining parameters are adjusted in sequence a total of N1 times, followed by an 
adjustment of step length of each of the parameters (such that the 50:50 accept:reject ratio of 
solutions is maintained). The algorithm then returns to the parameter adjusting step (step 3 in 
Figure 1.5) and the sequence is repeated N2 times. Only then is the temperature reduced. 
Unlike most SA algorithms, the temperature reduction is not performed at a constant rate and 
follows the Equation 1.4. As a consequence, when broad 2 fluctuations are observed, the CR 
is reduced allowing these regions to be comprehensively explored. 
 
𝑇𝑛𝑒𝑥𝑡 =  
𝑇𝑐𝑢𝑟𝑟𝑒𝑛𝑡
1 + [𝑇𝑐𝑢𝑟𝑟𝑒𝑛𝑡𝐶𝑅/3(〈2 − 〈2〉〉2)1/2]
 Equation 1.4 
where CR is the cooling rate and (〈2 − 〈2〉〉2)1/2 is the mean-square deviation of the 2. 
The annealing terminates when N1×N2×DoF ≥ Max number of SA moves, or if a predefined 
profile 2 ratio has been reached. Normally, a simplex minimisation is applied at the end of the 
run (user configurable), but users may also manually invoke the simplex during the run to 
(possibly) speed up termination. It is important to remember that no single, finite, SA run is 
guaranteed to be able to locate the global minimum and so multiple SA runs are normally 
employed in order to improve the chances of success. 
Although DASH has been mainly developed as a program aimed at crystal structure solution, 
rather than Rietveld refinement, a rigid-body refinement is also implemented and can be 
applied to any of the solutions obtained from a series of SA runs. 
In summary, DASH provides “data to solution” functionality, which is effective and user-
friendly, and it has been successfully used for the crystal structure determination of a large 
number of industrially important molecules.  
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1.5 The current limits of PXRD 
A recent study of the data deposited in the CSD has shown that the organic structures solved 
from powder diffraction data constitute only approximately 0.5% of the total number of organic 
structures deposited (Cole et al., 2014). Despite this, similar trends are observed, between the 
single-crystal and powder crystal structures deposited, for a number of factors (Figure 1.6-
Figure 1.8). These include the relative increase of structures deposited since the 1990s and the 
mean structural complexity of the deposited crystal structures (both in terms of total number 
of atoms in the asymmetric unit and the DoF).  
By way of example, there were 26 crystal structures determined from powder diffraction data 
deposited in the year 2000; in 2009, there were 79, a 3-fold increase. The non-powder CSD 
depositions doubled over same time period. Furthermore, the complexity of organic structures 
solved from powder diffraction data is now, on average, comparable to that of structures 
determined by single-crystal diffraction (Figure 1.6 - Figure 1.8). 
The figures also show that despite some recent advances in the area of SDPD, there has been 
no significant increase in the mean structural complexity of solved structures since 2000. It is 
not unreasonable to conclude that the current limits of accessible structural complexity have 
been reached and as such, it is crucial to introduce new methods which will enhance the SDPD 
applicability. It is also possible that this 'flattening off' of structural complexity is merely a 
reflection of the compounds that are currently of interest to structural scientists. 
A representative collection of crystal structures, solved with PXRD, is presented in Table 1.2. 
The examples have been selected on the basis of pharmaceutical and historical interest. For 
comparison the number of non-hydrogen atoms in the asymmetric unit and the DoF are listed, 
together with information on the methods and programs used. The corresponding molecular 
structures are shown in Figure 1.9. 
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Figure 1.6. The number of molecular crystal structures deposited each year since 1990 in the CSD. The upper 
plot is derived from all structures whilst the lower plot is derived from only powder structures. Note that the plot 
is based on the November 2012 release of the CSD and, therefore, the final total for 2012 will be higher than the 
value plotted here.  
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Figure 1.7. The mean (blue diamond) and maximum (red square) of the total 
number of atoms (including hydrogen) in the asymmetric unit of molecular crystal 
structures deposited each year since 1990 in the CSD. The upper plot is derived 
from all structures; the middle plot shows an expanded view of the mean number 
of atoms for all structures; the lower plot is derived from only powder structures. 
 
Figure 1.8.The mean (blue diamond) and maximum (red square) total number of 
degrees of freedom in the asymmetric unit of molecular crystal structures 
deposited each year since 1990 in the CSD. The upper plot is derived from all 
structures; the middle plot shows an expanded view of the mean number of 
degrees of freedom for all structures; the lower plot is derived from only powder 
structures. 
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Table 1.2. A summary of SDPD crystal structures, selected on the basis of pharmaceutical and historical interest. The corresponding molecular structures are shown in Figure 
1.9. Natom = total number of atoms in the asymmetric unit; NnonH = total number on non-hydrogen atoms in the asymmetric unit; DoF = total number of degrees of freedom in 
the asymmetric unit. Key: CDE = cultural differential evolution; DM = direct methods; GA = genetic algorithm; GS = grid search; HBB–BC = hybrid big bang–big crunch; 
HMC = hybrid Monte Carlo; HY = hybrid methods; LE = Lamarckian evolution; LM = local minimization; MDM = modified direct methods; PM = Patterson methods; PS = 
particle swarm; PT = parallel tempering; SA = simulated annealing; SE = structure envelope 
Name 2D Z' Natom NnonH DoF Method Software Reference 
Salicylic acid a 1 16 10 7 GS P-RISCON (Masciocchi et al., 1994) 
Chlorothiazide b 1 23 17 7 DM MITHRIL94 (Shankland et al., 1997) 
Ibuprofen c 1 33 15 10 GA GAP (Shankland et al., 1998) 
L-glutamic acid d 1 19 10 10 LE - (Turner et al., 2000) 
Remacemide nitrate e 1 45 24 18 SA DASH (Markvardsen et al., 2002) 
Tri-β-peptide f 1 94 41 23 SE+SA Safe (Brenner et al., 2002) 
Capsaicin g 1 49 22 15 HMC - (Markvardsen et al., 2005) 
Baicalein h 1 30 20 7 CDE-GA - (Chong and Tremayne, 2006) 
Famotidine i 1 35 20 13 PM EXPO (Burla et al., 2007) 
Caffeine j 5 120 70 30 SA TOPAS (Lehmann and Stowasser, 2007) 
Captopril k 1 29 14 10 MDM EXPO (Altomare et al., 2007) 
Chlorothiazide b 1 23 17 7 DM SHELX (Fernandes et al., 2008) 
Cyheptamide  l 4 132 72 28 SA DASH (Florence et al., 2008) 
Tolbutamide m 1 36 18 13 PS PeckCryst (Feng et al., 2009) 
Tolbutamide m 1 36 18 13 GA GEST (Feng and Dong, 2007) 
Capsaicin g 1 49 22 15 LM - (Shankland et al., 2010) 
Nifedipine n 2 86 50 24 SA ReX (Bortolotti et al., 2011) 
L-arginine o 2 52 24 25 GA EAGER (Courvoisier et al., 2012) 
Amodiaquinium dichloride dihydrate p 1 57 29 30 MDM EXPO (Altomare et al., 2012) 
Vorinostat q 1 39 19 16 SA/PT FOX (Puigjaner et al., 2012) 
Amcinonide r 2 142 72 20 SA PSSP (Pagola and Stephens, 2012) 
Diphenhydramine hydrochloride s 1 42 20 15 LM TALP (Vallcorba et al., 2012) 
Verapamil hydrochloride t 1 73 34 22 HBB-BC EXPO (Altomare et al., 2013a) 
Zopiclone dihydrate u 1 50 29 16 HY EXPO (Altomare et al., 2013c) 
Prilocaine v 1 36 16 12 SA PowderSolve (Rietveld et al., 2013) 
.
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a)        b)          c)        d)         e)        f)  
g)        h)        i)         j)        k)  
l)   m)  n)  o)   p)  q)   
r)      s)           t)         u)         v)  
Figure 1.9. The molecular structures of the compounds listed in Table 1.2, obtained using MarvinSketch 'Name to Structure' (Chemaxon, 2011). 
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1.6 Enhancing SDPD 
The enhancement of the current SDPD is the main focus of this thesis and whilst some of the 
aspects given below are discussed in detail in Chapters 4 and 6 they are briefly introduced here. 
It is also worth noting that the methods discussed are specifically targeted at enhancing GO 
methods. 
1.6.1 Computational gains 
Increasing the sheer compute power is an obvious way of tackling any computational problem. 
To reach the global minimum, GO algorithms for example require multiple runs which are 
independent of each other and can be performed in parallel over multiple cores. For example, 
carrying out 50 SA runs (each performing 107 moves) of verapamil hydrochloride takes 
approximately 24 hours. Utilising the 4 cores which a standard desktop PC has [MDASH, 
(Griffin et al., 2009b)], the compute time can be reduced to 6 hours. Such calculation time 
gains can be particularly beneficial when faced with a very complex problem, which requires 
a large number of runs to maximise the chance of reaching the global minimum. Furthermore, 
with software such as GDASH (Griffin et al., 2009a) and FOX.Grid (Rohlíček et al., 2007) 
already in place (enabling the parallelisation/distribution of GO calculations), there is no reason 
why the possible gains should not be leveraged. 
Of course the job processing time reduces with the increase of cores and the use of grid 
networks, such as the GRIDMP at STFC Rutherford Appleton laboratory and the UK national 
supercomputing services (HECToR), would result in gains orders of magnitude greater.  
More recently, DASH was set-up to utilise cloud computing facilities [CDASH;(Spillman et 
al., 2015)], providing an alternative ‘pay-as-you-go’ approach to distributed SDPD.  
However, due to the exponential relationship between the problem hypersurface and the 
number of DoF, applying only sheer compute power has its limitations. Another approach 
would focus on a smarter use of methodologies (for example see 1.6.2); and furthermore, the 
combination of compute and methodological advances. There is no doubt however, that as the 
complexity of the structures being tackled from powder X-ray diffraction data increases, 
utilising parallelisation/distributed computing will become an integral part of the SDPD 
process. 
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1.6.2 Parameter tuning 
GO algorithms have a number of user defined parameters which control their performance. As 
a result, finding appropriate algorithmic parameter values is a challenge for all software 
developers. Whilst it is commonly recognised as essential to achieve good software 
performance, in practice many algorithms only utilise generic values. 
Very often, algorithm tuning is performed with well know mathematical functions such as the 
Griewank (1981), Rosenbrock (1960) and Rastrigin (1974). 
Examples of parameter tuning of SA include the work of Park and Kim (1998) and Frausto-
Solis et al. (2007), whilst GA tuning is comprehensively studied and reviewed by Eiben and 
co-workers (Eiben et al., 1999; Eiben et al., 2007; Eiben and Smit, 2011; Karafotias et al., 
2015) and others (Cao and Wu, 1999; Hoos, 2012; Huang et al., 2014; Niaki et al., 2014). 
Unsurprisingly, parameter tuning has been investigated more extensively for GA, due to the 
larger number of user definable parameters.  
To the best of the author’s knowledge, in the context of SDPD there are no reported examples 
of a SA parameter tuning, following the release of the SDPD software. DASH can be 
considered as a typical example, with its current default SA parameter values remaining 
unchanged since its first release. A partial reason for this is the general success DASH has 
delivered with small organic molecules. As such the SA parameter optimisation may be 
considered unnecessary. Due to the lack of further parameter investigation over the last decade 
however, it is indeed possible that there are SA parameter values which may improve the 
performance of DASH.  
1.6.3 Prior conformational knowledge 
As described above, GO methods already benefit from a vast amount of prior chemical 
information in the form of the molecular connectivity and well defined bond lengths and angles. 
Additionally, prior conformational knowledge can be utilised to confine the search space 
explored during the global optimisation, hence increasing the chances of crystal structure 
solution. A typical example can be given with the planar amide bond (R-C-N-R'), for which a 
value of 180⁰ can be confidently fixed, reducing the total DoF by one.  
Solid-state NMR derived information has been found to be easily incorporated into SDPD; 
with examples varying from incorporation of Z' information (Harper et al., 2005; Triponi et 
al., 2014), to measurements of interatomic distances and interactions (Maruyoshi et al., 2012; 
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Middleton et al., 2002; Triponi et al., 2014), and combining tensor information together with 
computational methods to exploit subtle differences of 35Cl environments (Hamaed et al., 
2008). 
The CSD system is another valuable tool for deriving prior conformational knowledge, the 
main advantage of which is that no additional experiments are required. Previously CSD 
derived conformational knowledge has been applied to individual examples, such as verapamil 
HCl (Florence et al., 2005; Florence et al., 2009), tetracaine hydrochloride (Nowell et al., 2002) 
and verapamil HCl, famotidine and capsaicin (Cole et al., 2014). Whilst these cases of 
exploiting additional conformational knowledge have shown it to be beneficial for SDPD, the 
method is not currently, routinely employed. This triggered an interest to carry out a 
comprehensive study of the benefits of prior conformational knowledge to the SDPD. A 
detailed discussion of the findings can be found in Chapter 6. 
1.7 Aims and objectives 
1.7.1 Aims  
The aim of this project is to significantly extend the current limits of structural complexity that 
are accessible to global-optimisation-based SDPD methods. Specifically, it aims to enhance 
the performance of the DASH software package by employing methods that, whilst DASH-
specific, are potentially transferrable to other GO methods.  
1.7.2 Objectives 
The key objectives are to: 
1. Design and implement a protocol for the assembly of a comprehensive dataset of 
powder X-ray diffraction data, collected from molecular crystals. 
2. Establish the current limits of applicability of DASH to crystal structure determination 
from powder X-ray diffraction data. 
3. Investigate tuning of simulated annealing control parameters as a way of optimising the 
performance of DASH.  
4. Investigate the effectiveness of different methods for the incorporation of prior 
conformational knowledge into DASH; specifically, the use of the Mogul-derived 
distributions and a novel conformer generator. 
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This chapter summarises the main materials (compounds, crystal structures, associated PXRD 
data sets and computers) and methods (crystallographic and statistical) used throughout this 
work. Methods related to individual experiments and the experiments themselves are discussed 
in the relevant chapters.  
2.1 Materials 
2.1.1 Data sets for previously solved crystal structures 
Powder diffraction data associated with one hundred and one, previously solved, crystal 
structures were assembled and divided into two sets: training (A1-A40) and test (B1-B61). A 
list of the structures, the codes by which they are referred to in this thesis, their CSD codes and 
their associated references is given in Table 2.1, whilst their corresponding molecular 
structures can be found in Figure 2.1. Further details on the selection and division criteria for 
these data sets are given in Chapter 3. 
2.1.2 Laboratory X-ray data collection 
Powder X-ray diffraction data for ritonavir (Sigma Aldrich, product code 91114, batch number 
094M4709V) and lisinopril dihydrate (Sigma Aldrich, product code L0702000, batch number 
2.0) were collected on a Bruker D8 Advance (Cu Kα1, λ= 1.54056 Å) diffractometer operating 
in capillary transmission mode. The diffractometer was equipped with a LynxEye detector. 
Monochromatic Cu Kα1 is achieved with the use of a curved Johansson type primary 
monochromator. Furthermore, an 8 mm detector aperture slit and a metal knife edge collimator 
were used to minimise air scattering. 
Both samples were used as received from Sigma-Aldrich, and the data collection was carried 
out at room temperature (ca. 293 K). Further details of the collection parameters are given in 
Table 2.2. 
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Table 2.1 Compound names and corresponding CSD reference codes of the 101 previously-solved crystal 
structures, together with the code names used throughout this thesis. 
Code Compound Name CSD refcode Reference 
A1 Alaptide KUTBEH (Rohlicek et al., 2010) 
A2 Hydrochlorothiazide HCSBTZ (Dupont and Dideberg, 1972) 
A3 Dapsone DAPSUO10 (Alleaume, 1967) 
A4 2-(Phenylsulfonyl)acetamide Not deposited (Florence et al., 2005) 
A5 Captopril MCPRPL (Fujinaga and James, 1980) 
A6 Methyl 4-[(4-aminophenyl)ethynyl]-benzoate Not deposited (Florence et al., 2005) 
A7 Zopiclone CUHNEY10 (Borea et al., 1987) 
A8 2-(4-Hydroxy-2-oxo-2,3-dihydro-1,3-benzothiazol-
7-yl) ethylammonium chloride 
BIFRAK (Florence et al., 2005) 
A9 Salbutamol BHHPHE (Beale and Stephens, 1972) 
A10 Dopamine hydrobromide QQQAEJ01 (Shankland et al., 1996) 
A11 Chlorpropamide BEDMIG (Koo et al., 1980) 
A12 Creatine monohydrate CREATH03 (Kato et al., 1979) 
A13 2,5-dioxopyrrolidin-1-yl 2-(benzoylsulfanyl) 
acetate 
OQUPOG (Rukiah and Al-Ktaifani, 2011) 
A14 α-Lactose monohydrate LACTOS10 (Fries et al., 1971) 
A15 Promazine hydrochloride PROMZC01 (David et al., 1998) 
A16 Tolbutamide ZZZPUS02 (Donaldson et al., 1981) 
A17 Carbamazepine dihydrate FEFNOT01 (Florence et al., 2005) 
A18 Pigment orange 36 (PO 36) HOYVOH (van de Streek et al., 2009) 
A19 (4'-(2-(p-Tosylamino)benzylideneamino)-2,3-
benzo-15-crown-5)-isothiocyanato-lithium 
RIFVEI (Dorokhov et al., 2007) 
A20 Famotidine FOGVIG03 (Florence et al., 2003) 
A21 Sotalol hydrochloride SOTALC (Gadret et al., 1976) 
A22 Glipizide SAXFED (Burley, 2005) 
A23 Diltiazem hydrochloride CEYHUJ01 (Kojicprodic et al., 1984) 
A24 Zopiclone dihydrate UCUVET (Shankland et al., 2001) 
A25 Capsaicin FABVAF01 (David et al., 1998) 
A26 Pigment yellow (PY 181 polymorph β) GITWUC (van de Streek et al., 2009) 
A27 Clarithromycin monohydrate LAQSON (Noguchi et al., 2012a) 
A28 Sodium 4-[(E)-(4-hydroxyphenyl)diazenyl] 
benzene sulfonate dihydrate 
YAYWUQ (Kennedy et al., 2001) 
A29 Indomethacin:nicotinamide 1:1 SESKUY (Majumder et al., 2013) 
A30 Carbamazepine:indomethacin 1:1 LEZKEI (Majumder et al., 2013) 
A31 2-[3-(2-Phenylethoxy)propyl sulfonyl] ethyl 
benzoate 
BIFREO (Florence et al., 2005) 
A32 S-Ibuprofen JEKNOC10 (Freer et al., 1993) 
A33 Ampicilline trihydrate AMPCIH01 (Burley et al., 2006) 
A34 Verapamil hydrochloride CURHOM (Carpy et al., 1985) 
A35 Amodiaquinium dichloride dihydrate SENJIF (Llinas et al., 2006) 
A36 Nifedipine (polymorph C) BICCIZ01 (Bortolotti et al., 2011) 
A37 N-(2-(4-Hydroxy-2-oxo-2,3-dihydro-1,3-
benzothiazol-7-yl)ethyl)-3-(2-(2-naphthalen-1-
ylethoxy) ethylsulfonyl) propylaminium benzoate 
PAHFIO (Johnston et al., 2004) 
A38 Carbamazepine (polymorph γ) CBMZPN13 (Fernandes et al., 2007c) 
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Code Compound Name CSD refcode Reference 
A39 Cyheptamide TEVSOD01 (Florence et al., 2008) 
A40 Ornidazole NETRUZ (Shin et al., 1995) 
B1 Tetraformaltrisazine UDALIV (Albov et al., 2006) 
B2 Decalin POVZUW (Eibl et al., 2009) 
B3 Pigment violet  QAMQOL (Schmidt et al., 2005) 
B4 N,N'-Bis[1-pyridin-4-yl-meth-(E)-
ylidene]hydrazine 
LIZCUS (Shanmuga Sundara Raj et al., 
2000) 
B5 β- Phenazepam BCHBZP01 (Sergeev et al., 2010) 
B6 2-Mercaptobenzoic acid ZZZLWW01 (Steiner, 2000) 
B7 Carbamazepine (polymorph β) CBMZPN10 (Himes et al., 1981) 
B8 Hydroflumethiazide EWUHAF (Florence et al., 2003) 
B9 Paracetamol (polymorph I) HXACAN07 (Nichols and Frampton, 1998) 
B10 Paracetamol (polymorph II) HXACAN08 (Nichols and Frampton, 1998) 
B11 Phenylacetic acid ZZZMLY01 (Hodgson and Asplund, 1991) 
B12 5-anilinomethylene-2,2-dimethyl-1,3-dioxane-4,6-
dione 
MENMOI01 (Smrcok et al., 2007) 
B13 2,2,2-Trifluoro-N-(1a,2,7,7a-
tetrahydronaphtho[2,3-b]oxiren-3-yl) acetamide 
FAFQAG (Rukiah and Assaad, 2010) 
B14 Ethyl 1',2',3',4',4a',5',6',7'-
octahydrodispiro[cyclohexane-1,2'-quinazoline-
4',1''-cyclohexane]-8'-carbodithioate 
RUJSOF (Avila et al., 2009) 
B15 5-amino-3-[4-(3-methoxyphenyl)piperazin-1-yl]-
1,2,3,4-tetrahydronaphthalen-2-ol 
CALJOQ (Assaad and Rukiah, 2011) 
B16 (Z)-3-Methyl-N-(7-nitroacridin-3-yl)-2,3-dihydro-
1,3-benzothiazol-2-imine  
CALDOK (Vallcorba et al., 2011) 
B17 trans-Dichlorobis(triphenylphosphine)nickel(II) CLTPNI03 (Brammer and Stevens, 1989) 
B18 Pamoic acid DEGDAV (Haynes et al., 2006) 
B19 4-(4’ -Dimethylaminostyryl)pyridine N-oxide IJEKAJ (Ivashevskaja et al., 2003) 
B20 2-(Benzoylsulfanyl)acetic acid OQUPIA (Rukiah and Al-Ktaifani, 2011) 
B21 bis(4'-(2-(p-Tosylamino)benzylideneamino)-2,3-
benzo-15-crown-5-N,N',O)-copper(ii) 
RIFVAE (Dorokhov et al., 2007) 
B22 trans-Di-isothiocyanato-bis(triphenylphosphine)-
nickel 
GEBZUI (Bamgboye and Sowerby, 
1986) 
B23 Methyl 4-[4-(dimethylamino)phenyl]ethynyl 
benzoate 
Not Deposited (Marder, 2004) 
B24 cis-Thiothixene THTHXN01 (David et al., 1998) 
B25 Tetracycline hydrochloride XAYCAB (Clegg and Teat, 2000) 
B26 Ezetimibe anhydrate  QUWYIR (Bruning et al., 2010) 
B27 4-(Phenyldiazenyl)naphthalen-1-amine 
hydrochloride 
QIJCAN (Yatsenko et al., 2001) 
B28 3-azabicyclo[3.3.1]nonane-2,4-dione (form 2) BOQQUT01 (Hulme et al., 2006) 
B29 1,4-Bis(2-phenethyloxyethanesulfonyl) piperazine BIFRIS (Florence et al., 2005) 
B30 3,5-Bis[(N,N-dimethylamino)methyl-eneamino]-1-
methyl-4-nitropyrazole 
WOCVUF (Chernyshev et al., 2000) 
 
B31 Telmisartan (polymorph A) XUYHOO01 (Dinnebier et al., 2000) 
B32 Telmisartan (polymorph B) XUYHOO (Dinnebier et al., 2000) 
B33 Clomipramine hydrochloride CIMPRA (Post and Horn, 1977) 
B34 Clarithromycin (polymorph I) NAVSUY02 (Noguchi et al., 2012b) 
B35 Pigment orange 62(PO 62) HOYVUN (van de Streek et al., 2009) 
B36 Pigment yellow (PY 151) HOYWAU (van de Streek et al., 2009) 
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Code Compound Name CSD refcode Reference 
B37 Pigment yellow (PY 154 polymorph α) HOYWEY (van de Streek et al., 2009) 
B38 Pigment yellow 194 (PY 194) HOYWIC (van de Streek et al., 2009) 
B39 2,4-dinitro-N-phenyl-6-(phenylazo)-benzamide IHESUJ (Chernyshev et al., 2002) 
B40 N-methyl-2,4-dinitro-N-phenyl-6-
(phenylazo)benzamide 
IHETEU (Chernyshev et al., 2002) 
B41 chlorothiazide N,N-dimethylformamide solvate WEJHAV (Fernandes et al., 2006) 
B42 Trihexyphenidyl hydrochloride KUZDIT (Maccaroni et al., 2010) 
B43 N-(2-methoxyphenyl)-2-(2-methoxyphenylazo)-
4,6-dinitrobenzamide 
IHETAQ (Chernyshev et al., 2002) 
B44 Nimustine hydrochloride WAWZAX (Beko et al., 2012) 
B45 (R)-1-phenylethylammonium (R)-2-phenylbutyrate 
(polymorph II) 
PBUPEA01 (Fernandes et al., 2007a) 
B46 (R)-1-phenylethylammonium (R)-2-phenylbutyrate 
(polymorph III) 
PBUPEA02 (Fernandes et al., 2007b) 
B47 Tetracaine hydrochloride XISVOK (Nowell et al., 2002) 
B48 α/β-lactose LAKKEO (Lefebvre et al., 2005) 
B49 N-(6-Phenylhexanoyl)glycyltryptophanamide FEFNOV (Bushmarinov et al., 2012) 
B50 Pigment yellow 183 (PY183 polymorph α) HOMMEC01 (Ivashevskaya et al., 2009) 
B51 Pigment yellow 191 (PY191 polymorph α) HOMMIG01 (Ivashevskaya et al., 2009) 
B52 Pigment yellow 191 (PY191 polymorph β) HOMMOM01 (Ivashevskaya et al., 2009) 
B53 Lisinopril dihydrate  GERWUX01 (Sorrenti et al., 2013) 
B54 Prednisolone succinate KIXDEB01 (Nishibori et al., 2008) 
B55 Cytenamide (polymorph II) TEVSOD01 (Florence et al., 2008) 
B56 Carvedilol dihydrogen phosphate propan-2-ol 
solvate 
PUJTOE (Chernyshev et al., 2010) 
B57 Ritonavir YIGPIO01 (Bauer et al., 2001) 
B58 Crystal Violet Anhydrous Not Deposited Shankland, Private 
communication 
B59 d-sorbitol GLUCIT03 (Rukiah et al., 2004) 
B60 Chlorothiazide N,N-dimethylformamide solvate NILSEH (Fernandes et al., 2007c) 
B61 1,2,3,-tris(nonadecanoyl)glycerol (polymorph β) MEZNAG (Helmholdt et al., 2002) 
 
 
 
Table 2.2 Summary of the PXRD data collection parameters used for Ritonavir and Lisinopril dihydrate. VCT 
refers to the use of the variable count time scheme. 
Compound Range 
(˚2θ) 
Step size 
(˚2θ) 
VCT ranges 
(˚2θ) 
Time per 
step 
(seconds) 
Total 
collection 
(hours) 
Capillary 
diameter  
(mm) 
Lisinopril 
dihydrate 
3-70.02 0.017 3.00-25.34 
25.340-47.68 
47.68- 70.02 
9 
18 
28 
20 0.5 
Ritonavir 4-70.43 0.017 4.00-23.00 
23.00- 41.99 
41.99 – 60.99 
60.99-70.43 
6 
8 
16 
32 
15 0.7 
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A19        A20            A21    A22    A23 
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Figure 2.1 Molecular structures of the 101 compounds listed in Table 2.1 
                              
 A24    A25    A26            A27     A28 
                      
A29    A30    A31        A32  A33   A34  
                                     
 A35    A36    A37       A38            A39  A40 
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Figure 2.1 Molecular structures of the 101 compounds listed in Table 2.1 (continued) 
        
        B1                       B2           B3                  B4     B5       
                                    
        B6             B7   B8        B9/B10  B11   B12    B13  
                                    
        B14     B15    B16          B17    B18 
Figure 2.1 Molecular structures of the 101 compounds listed in Table 2.1 (continued) 
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 B19  B20   B21          B22    B23   B24 
                                     
 B25     B26    B27    B28             B29 
                                  
 B30    B31/32    B33    B34    B35 
Figure 2.1 Molecular structures of the 101 compounds listed in Table 2.1 (continued) 
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 B36     B37    B38   B39        B40 
                                                
 B41             B42    B43     B44                   B45/46 
                      
 B47      B48     B49            B50 
Figure 2.1 Molecular structures of the 101 compounds listed in Table 2.1 (continued) 
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 B51          B52              B53        B54 
                                                    
B55           B56     B57     B58   B59 
      
       B60                       B61 
Figure 2.1 Molecular structures of the 101 compounds listed in Table 2.1 
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2.2 Methods 
2.2.1 Software 
The crystallographic software used throughout this work is summarised in Table 2.3. 
The Z-matrices used in the crystal structure solutions were automatically generated by DASH 
from previously deposited crystal structure coordinates in MOL2 or CIF format.  Unless 
otherwise  stated, all torsion angles, including double and triple bonds3, were allowed to rotate 
freely. This was implemented to ensure consistency in the  molecular  description as well as  to 
maximise the structural complexity of all crystal structures. Water molecules were modeled as 
a single oxygen atom and hence contribute as only 3 positional DoF. Similarly, hydrochlorides 
were represented by a single chlorine atom. 
The SA parameter optimisation was carried out with the computer program 'irace' 2.14.0 
(López-Ibáñez et al., 2011), which is freely downloadable from http://iridia.ulb.ac.be/irace/. 
'irace' is implemented as an R-package (Team, 2011), which  was obtained  from CRAN 
(Hornik, 2015) 
The default settings of the conformer generator  were used as supplied by CCDC, to ensure 
results were consistent with those obtainable by a general user. By default, an ensemble of up 
to 200 conformers was generated and ranked in order of likelihood as predicted by the program.   
Statistical analysis was carried out with Minitab 17.0 (Minitab, 2010). 
 
2.3 Hardware 
The work carried out during this project, including all DASH and 'irace' calculations, was 
performed on the computers that are summarised in Table 2.4.  
                                                 
3 The Z-matrix generator in DASH relies upon connectivity information present in the input structure in order to 
make decisions about which non-ring torsion angles in the molecule(s) are free to rotate.  As CIFs do not have 
such connectivity information, then double and triple bonds are erroneously included in the list of free torsions. In 
general, this leads to only a small increase in the number of parameters to be optimised by DASH and so no effort 
has been made to eliminate them.  Furthermore, in the case of double bonds, it obviates the need to check both cis 
and trans configurations. 
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Table 2.3 Summary of used crystallographic software 
Software Version Application Reference  
DASH  3.3.2 
3.2 
Indexing*  
Space group determination† 
Pawley refinement  
Structure solution  
 
(David et al., 2006) 
dash.x 3.3.2 
3.3.1 
Structure solution (under Linux) 
Irace calculations (under Linux) 
 
CCDC private communications  
MDASH 3.1 Structure solution (Griffin et al., 2009) 
Conformer Generator 0.9.3 Generation of likely conformers CCDC private communications 
TOPAS  4.2 Indexing  
Pawley refinement  
Rietveld refinement  
 
(Coelho, 2003) 
CSD** 
MarvinSketch 
5.36 
6.0.5 
Model building 
Model building 
(Allen, 2002) 
(ChemAxon, 2011) 
ConQuest 1.17 Structure mining of CSD (Bruno et al., 2002) 
Mercury 3.3 Structure visualisation (Macrae et al., 2008) 
Mogul  1.6 Structure verification  (Bruno et al., 2004) 
enCIFer 1.51  CIF verification (Allen et al., 2004) 
PLATON 1.51 Unit cell conversion (Spek, 2003) 
* Via interface to DICVOL91 (Boultif and Louer, 1991); †with ExtSym as implemented in DASH; ** This work 
considers the CSD a comprehensive database of all published molecular crystal structures. Structures in the Protein 
Databank (PDB) and Inorganic Crystal Structure Database (ICSD) were outside the scope of this work. 
 
Table 2.4 Hardware summary 
Computer 
Name 
CPU RAM Operating system 
PC1 Intel Core 2 Quad 
Q9400 (2.66GHz) 
4 GB Windows Enterprise 7 (64-bit) 
SR8 2 × Intel Xeon 
E5520 (2.270GHz) 
32 GB Windows Server 2008 R2 Datacenter (64-bit) 
NS 2 × Intel Xeon 
E5-2630 v2 (2.60GHz) 
16 GB Windows Professional 7 (64-bit) 
NS2 2 × Intel Xeon 
E5-2630  0 (2.30GHz) 
 
16 GB Windows 7 Enterprise (64-bit) 
Ubuntu 13.04 (32-bit) 
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3 The 101 data sets: selection criteria and 
baseline DASH performance 
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3.1 Introduction 
A study carried out by Florence et al. (2005) on 35 industrially relevant compounds concluded 
that crystal structures with greater than 20 DoF can be classed as 'complex' and were 
representative of the current limits of SDPD at the time (Figure 3.1). In contrast, crystal 
structures with up to 15 DoF solved easily, with good accuracy and reproducibility. For the 
examples with structural complexity of 15-20 DoF, a reduced but still reasonable success rate 
was characteristic. This conclusion remains in good agreement with the observations based on 
the CSD entries (Figures 1.7) and laid the foundation of the work carried out in this thesis. 
With an overall aim of increasing the complexity limits of SDPD, the crucial first step was to 
assemble a data set to serve three main purposes: 
1) to better populate the mid-range of structural complexity (15  DoF  20) shown in 
Figure 3.1, and to introduce crystal structures of up to 30 DoF; 
2) to establish baseline DASH performance against a wide variety of structures;  
3) to evaluate the efficiency of the enhanced approaches to SDPD outlined in section 1.7; 
 
Figure 3.1 A graph of the success rate (SR) vs DoF, based on the results published by Florence et al. (2005). The 
depth of shading of each point is proportional to the number of structures representative of a particular DoF. The 
simplicity of the crystal structures with less than 15 DoF is demonstrated by the high SR (approximately 100%), 
whilst the region between 15 and 20 DoF is characterised by reduced, but still acceptable, SRs. The one example 
with DoF greater than 20 shows significant reduction in its SR.  
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A data set size of 100 molecules was considered sufficiently large to facilitate a comprehensive 
and systematic study. Such a large sample size accommodated multiple representatives of each 
of the possible DoF, allowing to study the effect which single- and multi- component 
representatives of particular DoFs have on the crystal structure solution. 
Since the data for the 35 crystal structures used by Florence et al. were freely available from 
http://www.powderdata.net, they formed the base for the final data set (FDS). The remaining 
65 structures were assembled using in-house data and data associated with crystal structures 
published in International Union of Crystallography (IUCr) journals (see Table 2.1). IUCr 
publications were specifically targeted as being the most likely to include high-quality 
diffraction data / metadata4 along with published crystal structures.  
The selection criteria for the dataset assembly were: 
1. Small organic molecules were targeted5, as the class of compounds DASH is best suited to 
solving. 
2. Their crystal structures should previously have been solved from powder X-ray diffraction 
data. The importance of this was twofold: a) structures would be indicative of 
crystallographic and industrial interest and hence would accurately illustrate the up-to-date 
limits of SDPD; and b) the published structures could be used to validate the performance 
of DASH and to assess the quality of the solutions. 
3. The powder X-ray diffraction data should be available. Whilst, in principle, data from 
interesting compounds could be collected 'in-house' if necessary, this would have increased 
the work load significantly and there is no guarantee that the crystal form reported would 
be the crystal form purchased. 
The possibility of using simulated powder diffraction data was briefly considered, but 
rejected as being open to criticism on the basis that, no matter how carefully it is 
synthesised, it is not truly representative of real-world data. 
It is worth noting that whilst representatives with greater than 15 DoF were of particular interest 
(from the standpoint of expanding the complexity of crystal structures which can be solved 
from PXRD using DASH), the presence of structures of lower complexity was also essential. 
                                                 
4 Metadata are the useful data terms that are used to describe the raw diffraction data, such as wavelength, 
instrument geometry, sample preparation details, count times etc,  
5 ‘Small molecule’ is used here in the commonly-accepted crystallography sense i.e. not proteins 
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They were used to ensure that any changes made to the SA algorithm to improve performance 
at high complexity, did not compromise efficacy at relatively low complexity. Additionally, 
the less complex examples were required for the parameter tuning calculations, ensuring a 
sufficient number of runs were capable of reaching the global minima and hence improving the 
chances of successful SA parameter optimisation. 
In total, diffraction data associated with 101 crystal structures were successfully assembled. 
For the purpose of the SA parameter optimisation (Chapter 4), these were divided into two 
subsets – the 'training' and 'test' sets. The training set was a representative sample of 40 
structures which, in the parameter tuning experiments, were used to benchmark the 
performance of DASH and optimise its SA parameters. The remaining 61 structures comprised 
the test set, which was used to then independently validate these optimised SA parameters.  
3.2 Experimental 
3.2.1 Data set treatments 
A summary of the crystallographic information associated with each selected crystal structure 
is presented in Table 3.1. Each data set required a number of preparation steps, the first of 
which was the conversion of all powder diffraction data files into the same ".xye" format. The 
number of different formats used by authors depositing data with their crystal structures 
prevented routine file conversion using programmes such as PowDLL (Kourkoumelis, 2013) 
or Python scripts. Consequently, all files were manually prepared to ensure that no artefacts 
were inadvertently introduced into the data. 
Subsequently, the standard sequence of steps of crystal structure solution was followed (Figure 
1.1). First, the unit cell, space group and extracted integrated intensities (Pawley fit) were 
determined using DASH. Data sets for which these steps were unsuccessful were rejected. 
Whilst this could be considered to introduce some bias into the eventual data set used for this 
work, it is worth remembering that the work is focussed on improving the performance of 
DASH, as a representative of the simulated annealing approach to global optimisation. As such, 
data which present a challenge during the indexing or Pawley refinement stages, especially due 
to poor data quality, can be legitimately excluded.  
Prior to the crystal structure solution step, a rigid-body Rietveld refinement of the reported 
crystal structure was performed using DASH in order to establish the 'target' 2 value for the 
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simulated annealing i.e. a 2 value representative of the solved crystal structure. This value 
was used as a guide to help with the rapid identification of correct crystal structure solutions 
identified by DASH, and provided a useful guide for SA parameter optimisation. The key 
data associated with the 101 crystal structures are to be found in Appendix A, including the 
.xye data files “as received” and all relevant DASH files for the Pawley and SA steps. 
3.2.2 Crystal structure solution  
Initially, 50 SA runs were executed on all 101 structures, using the default DASH parameters 
(T0 = 0; N1 = 20; N2 = 25). Each run was set to perform 10
7 SA steps followed by a short 
simplex calculation. A 2 multiplier of 1 ensured the full number of SA steps was always 
carried out and the SA was not prematurely terminated. The starting molecular conformers 
were randomly generated and all of the torsion angles were allowed to rotate freely (from 0o to 
360o) during the SA calculations. Successful solutions were identified on the basis of their 2 
value and further confirmed by comparison of coordinates with the reference crystal structure. 
The four crystal structures for which no reference structures had been previously deposited 
(A4, A6, B23 and B58), were considered successfully solved when a favourable value of the 
χ2 ratio had been achieved6 (typically in the range from 2 to 10) and the crystal structure was 
found to make chemical and crystallographic sense.  
A March-Dollase correction (in the appropriate direction) was introduced in the SA step for 
some structures (Table 3.1), in order to take account of intensity distortions due to preferred 
orientation of the crystallites in the samples.  
For crystal structures which were not solved with the initial 50 SA runs, an additional 100 SA 
runs of 107 steps were performed. If a structure remained unsolved after this further set of runs, 
a final attempt at a crystal structure solution was performed with another 500 SA runs of 5107 
steps. In order to speed up these longer calculations, the 500 runs were performed using 
MDASH to spread the calculations over 10 CPU cores i.e. a batch size of 50 SA runs. Those 
structures which still remained unsolved were considered to have a 0% SR. 
For consistency and to facilitate comparison of success rates, the same values (315 and 159) of 
the random seeds in DASH were used throughout. The seeds for the batch 500 SA runs were 
automatically generated by DASH, starting from the default seed 315 and 159, and increased 
                                                 
6 
𝑅𝑎𝑡𝑖𝑜
2 =  
𝑃𝑟𝑜𝑓𝑖𝑙𝑒
2 
𝑃𝑎𝑤𝑙𝑒𝑦
2⁄  
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in increments of 50, i.e. the second set of 50 runs had the random seeds of 365 and 209, the 
third set 415 and 259 and so on. 
It is also important to note that, whilst deposited crystal structures were used as the starting 
point for Z-matrices for the majority of the DASH calculations, starting values of the flexible 
torsion angles were always randomised by DASH and so no advantage (other than the use of 
good quality bond lengths and bond angles) was conferred by this approach. Indeed, it 
represents the recommended approach in SDPD of using the most accurate starting model that 
is available.  
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Table 3.1 Crystallographic information of the FDS as previously reported.  = wavelength of radiation used in data collection; PO = preferred orientation direction. A-codes 
represent the training set and B-codes the test(validation) set. 
No Space Group a (Å) b (Å) c (Å) α (⁰) β (⁰) γ (⁰) Volume (Å3) Z’ 
Total 
DoF 
DoF 
Position 
DoF 
Orient 
DOF 
Torsion 
 (Å) PO 
A1 P 212121 21.14 7.22 6.15 90 90 90 938.41 1 6 3 3 0 0.79984  
A2 P 21 10.01 8.51 7.40 90 111.74 90 587.47 1 7 3 3 1 1.54056  
A3 P 212121 25.54 8.06 5.76 90 90 90 1190.64 1 8 3 3 2 1.54056  
A4 P 21/c 8.88 5.41 19.47 90 101.66 90 916.25 1 9 3 3 3 1.54056  
A5 P 212121 8.81 17.98 6.84 90 90 90 1083.37 1 10 3 3 4 1.54056  
A6 P 21 7.57 5.91 14.15 90 95.33 90 630.45 1 10 3 3 4 1.54056  
A7 P 212121 5.57 8.85 35.68 90 90 90 1758.13 1 10 3 3 4 0.8000  
A8 P 21/a 7.55 14.42 10.25 90 109.60 90 1051.59 1 11 6 3 2 1.54056  
A9 P b c a 21.65 8.80 14.56 90 90 90 2774.81 1 11 3 3 5 1.54056  
A10 P b c 21 10.67 11.48 7.94 90 90 90 972.28 1 11 6 3 2 1.54056  
A11 P 212121 9.07 5.22 26.60 90 90 90 1258.54 1 12 3 3 6 1.54056  
A12 P 21/c 12.51 5.05 12.19 90 108.90 90 728.36 1 12 6 3 3 1.54056  
A13 P 1̅ 6.52 8.53 12.92 84.33 80.58 69.19 661.22 1 12 3 3 6 1.54056  
A14 P 21 7.98 21.56 4.82 90 109.57 90 782.29 1 13 6 3 4 1.54056  
A15 P 21/c 11.81 11.49 13.43 90 111.72 90 1692.28 1 13 6 3 4 1.54056  
A16 P n a 21 20.22 7.83 9.09 90 90 90 1439.55 1 13 3 3 7 1.54056  
A17 C m c a 19.63 4.84 28.80 90 90 90 2738.11 0.5 13 9 3 2 1.54056  
A18 P 1̅ 8.65 9.12 11.38 74.72 81.60 88.98 856.78 1 14 3 3 8 0.5200  
A19 P 21/c 9.29 23.01 15.28 90 108.06 90 3106.11 1 14 3 3 8 1.54056  
A20 P 21/c 17.65 5.29 18.26 90 123.55 90 1421.84 1 15 3 3 9 1.54056  
A21 C 2/c 15.35 13.48 15.30 90 91.45 90 3164.83 1 15 6 3 6 0.85075  
A22 P 1̅ 9.15 24.29 5.18 93.12 101.15 83.48 1121.18 1 16 3 3 10 1.7900  
A23 P 212121 12.83 13.06 13.83 90 102.68 90 2262.19 1 16 6 3 7 1.54056  
A24 P 21/c 16.37 7.03 17.18 90 108.62 90 1874.61 1 16 9 3 4 1.54056  
A25 P 21/c 12.22 14.79 9.47 90 93.98 90 1707.74 1 17 3 3 11 1.54056  
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No Space Group a (Å) b (Å) c (Å) α (⁰) β (⁰) γ (⁰) Volume (Å3) Z’ 
Total 
DoF 
DoF 
Position 
DoF 
Orient 
DOF 
Torsion 
 (Å) PO 
A26 P 21/c 22.55 4.96 21.28 90 109.45 90 2246.15 1 17 3 3 11 1.54056  
A27 P 212121 15.7 18.88 15.03 90 90 90 4454.53 1 17 6 3 8 1.30000  
A28 P b c n 14.38 5.81 32.89 90 90 90 2750.03 1 18 12 3 3 1.54056  
A29 P 21/c 17.20 5.02 27.38 90 97.31 90 2342.68 1 18 6 6 6 1.54056  
A30 P 21/c 10.24 29.15 10.21 90 106.64 90 2921.62 1 18 6 6 6 1.54056  
A31 P 21/n 5.07 37.85 9.64 90 97.86 90 1833.22 1 18 3 3 12 1.54056  
A32 P 21 12.46 8.03 13.54 90 112.89 90 1248.93 2 20 6 6 8 1.54056  
A33 P 212121 15.52 18.93 6.67 90 90 90 1960.60 1 20 12 3 5 0.70030  
A34 P 1̅ 7.09 10.59 19.20 100.10 93.73 101.55 1382.06 1 22 6 3 13 1.54056  
A35 P 21/c 7.84 26.99 10.81 90 92.96 90 2283.7 1 24 15 3 6 1.79000  
A36 P 1̅ 9.864 13.89 14.29 61.23 79.83 81.78 1685.37 2 24 6 6 12 0.50000  
A37 P 1̅ 7.63 13.67 15.81 84.39 87.47 75.71 1589.52 1 25 6 6 13 1.54056  
A38 P 1̅ 5.186 20.58 22.24 84.19 87.98 85.11 2351.44 4 28 12 12 4 0.51561  
A39 P 1̅ 5.649 19.56 22.07 84.22 88.41 83.60 2411.72 4 28 12 12 4 1.54056  
A40 P 1̅ 13.60 14.05 8.913 71.59 78.73 64.86 1460.09 3 30 9 9 12 0.65278  
B1 P 21/n 6.32 4.86 11.33 90 92.04 90 348.32 0.5 6 3 3 0 1.54056  
B2 P 21/n 7.81 10.47 5.26 90 90.99 90 430.32 0.5 6 3 3 0 0.69400  
B3 P 1̅ 4.28 8.31 14.09 107.23 93.53 97.17 471.94 0.5 6 3 3 0 1.54056  
B4 P 21/c 3.85 11.02 12.73 90 92.31 90 539.88 0.5 7 3 3 1 1.54056  
B5 P 21/c 14.80 11.68 8.48 90 93.68 90 1461.84 1 7 3 3 1 1.54056  
B6 P 21/c 12.83 13.06 13.83 90 100.48 90 687.72 1 7 3 3 1 1.54056  
B7 P 21/n 7.54 11.16 13.91 90 92.86 90 1168.30 1 7 3 3 1 1.54056  
B8 P 21 7.52 8.62 9.74 90 110.36 90 592.15 1 8 3 3 2 1.54056  
B9 P 21/n 7.09 9.23 11.62 90 97.82 90 753.94 1 8 3 3 2 1.54056  
B10 P b c a 17.17 11.78 7.21 90 90 90 1458.02 1 8 3 3 2 1.54056 [001] 
B11 P 21/c 10.20 4.96 14.44 90 99.17 90 720.67 1 8 3 3 2 1.54056  
B12 P 1̅ 10.60 11.60 5.50 97.88 103.89 71.46 621.43 1 9 3 3 3 1.79000 [121] 
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No Space Group a (Å) b (Å) c (Å) α (⁰) β (⁰) γ (⁰) Volume (Å3) Z’ 
Total 
DoF 
DoF 
Position 
DoF 
Orient 
DOF 
Torsion 
 (Å) PO 
B13 P 21/c 8.06 8.81 16 90 99.45 90 1120.66 1 9 3 3 3 1.54060  
B14 P 21/n 21.74 10.06 9.45 90 99.96 90 2034.72 1 9 3 3 3 0.80098  
B15 P 21/c 12.62 8.91 17.27 90 102.85 90 1894.18 1 9 3 3 3 1.54060 [100] 
B16 P b c a 36.63 12.51 7.58 90 90 90 3470.96 1 9 3 3 3 1.54059  
B17 P 21/c 11.58 8.09 17.22 90 107.20 90 1541.82 0.5 10 3 3 4 1.54056  
B18 C 2/c 19.73 4.79 19.25 90 108.96 90 1720.51 0.5 10 3 3 4 1.79000  
B19 P 21/n 26.82 7.76 6.08 90 94.03 90 1261.82 1 10 3 3 4 1.54056  
B20 P 21/n 13.39 5.14 14.66 90 112.65 90 931.81 1 10 3 3 4 1.54060  
B21 P 21/c 19.04 17.43 17.42 90 113.82 90 5287.66 1 10 3 3 4 0.51966 [100] 
B22 P 1̅ 7.94 10.46 11.47 111.08 74.56 92.25 855.04 0.5 11 3 3 5 1.54056  
B23 P n a 21 6.12 7.47 32.99 90 90 90 1507.84 1 11 3 3 5 1.54056  
B24 P 21 10.15 8.70 13.69 90 110.65 90 1130.59 1 11 3 3 5 1.54056 [010] 
B25 P 212121 10.93 12.72 15.71 90 90 90 2183.29 1 11 6 3 2 0.69200  
B26 P 212121 5.95 15.89 21.38 90 90 90 2019.69 1 12 3 3 6 1.54060  
B27 P 21/c 7.43 13.31 14.03 90 95.32 90 1379.94 1 12 6 3 3 1.54056  
B28 P 21/c 7.67 10.55 18.89 90 95.58 90 1521.00 2 12 6 6 0 1.54056  
B29 P 21/a 13.23 5.11 19.66 90 107.67 90 1267.06 0.5 13 3 3 7 1.54056  
B30 P 1̅ 9.58 9.97 7.60 106.11 95.12 78.22 682.40 1 13 3 3 7 1.54056 [511] 
B31 P 21/c 18.78 18.10 8.01 90 97.06 90 2701.25 1 13 3 3 7 1.14981  
B32 P 21/a 16.06 13.09 13.32 90 99.40 90 2764.21 1 13 3 3 7 1.14981  
B33 P 21/c 15.51 8.61 14.03 90 96.69 90 1859.40 1 13 6 3 4 1.54056  
B34 P 212121 14.45 34.69 8.711 90 90 90 4367.52 1 14 3 3 8 1.30000 [010] 
B35 P 1̅ 7.27 10.32 12.18 96.46 95.87 109.85 843.78 1 14 3 3 8 1.54056 [100] 
B36 P 1̅ 5.13 9.23 17.41 95.86 95.51 91.80 815.42 1 14 3 3 8 1.54056 [100] 
B37 P 21/c 14.58 8.54 13.78 90 96.07 90 1707.63 1 14 3 3 8 1.54056 [010] 
B38 P 21/c 14.72 5.99 20.79 90 114.82 90 1662.32 1 14 3 3 8 1.54056  
B39 P 21 11.72 6.83 11.05 90 94.38 90 881.67 1 14 3 3 8 1.54056 [010] 
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No Space Group a (Å) b (Å) c (Å) α (⁰) β (⁰) γ (⁰) Volume (Å3) Z’ 
Total 
DoF 
DoF 
Position 
DoF 
Orient 
DOF 
Torsion 
 (Å) PO 
B40 P 21/c 8.68 18.56 12.10 90 90.38 90 1948.06 1 14 3 3 8 1.54056 [100] 
B41 P 1̅ 7.98 8.88 11.10 86.69 75.08 73.20 728.41 1 14 6 6 2 1.54056  
B42 P 212121 30.03 11.23 5.89 90 90 90 1987.09 1 14 6 3 5 1.54056 [100] 
B43 P 212121 22.79 13.02 6.920 90 90 90 2052.85 1 16 6 3 7 1.54056 [001] 
B44 P 21/c 5.25 12.24 21.41 90 93.24 90 1374.05 1 16 6 3 7 1.54056  
B45 P 212121 6.06 16.78 16.89 90 90 90 1717.80 1 16 6 6 4 1.54056  
B46 P 21 11.88 5.98 13.08 90 113.51 90 851.42 1 16 6 6 4 1.54056  
B47 P 1̅ 7.40 8.57 13.69 106.21 90.85 98.78 822.26 1 18 6 3 9 1.00045 [001] 
B48 P 1 7.63 19.66 5.06 95.65 105.43 81.00 721.01 2 20 6 6 8 1.54056  
B49 P 212121 35.94 12.92 5.00 90 90 90 2319.37 1 20 3 3 14 1.54056 [100] 
B50 P 1̅ 5.69 10.59 18.53 73.32 87.84 76.13 1037.86 0.5 21 12 3 6 1.54056  
B51 P 1̅ 5.69 10.61 18.56 72.83 88.27 76.42 1039.37 0.5 21 12 3 6 1.54056  
B52 P 1̅ 6.01 10.82 18.09 85.68 86.39 75.78 1136.55 1 24 15 3 6 0.64980  
B53 P 21 14.55 5.90 14.24 90 112.83 90 1124.84 1 25 9 3 13 1.54056  
B54 I 2 21.03 9.11 24.38 90 98.34 90 4622.43 2 26 6 6 14 1.00140  
B55 P 1̅ 5.65 19.56 22.07 84.22 88.41 83.60 2411.72 4 28 12 12 4 1.54056  
B56 P 1̅ 11.55 16.65 7.86 95.40 94.64 71.25 1424.06 1 28 9 9 10 1.54059 [001] 
B57 P 212121 13.44 50.29 27.06 90 103.15 90 1872.12 1 28 3 3 22 1.54056  
B58 P 21/c 9.55 22.29 22.07 90 93.75 90 4686.28 2 30 12 6 12 0.79977  
B59 P 212121 24.30 20.57 4.87 90 90 90 2433.30 3 33 9 9 15 0.49957  
B60 P 21/c 12.36 8.56 37.30 90 92.88 90 3942.30 2 42 18 18 6 1.54056  
B61 P 1̅ 11.67 56.51 5.43 73.06 100.02 120.08 301.82 1 49 3 3 43 0.85005  
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3.3 Results – the baseline DASH performance 
A summary of the results from all SA runs as described in the experimental section, including 
information on the Pawley fit, is given in Table 3.2 and Table 3.3. 
It is worth noting that not all solutions reported have the same 2 values. Whilst there is only 
one 2 value corresponding to the global minimum, there is a range of 2 values which 
correspond to crystal structures which are so close to the true crystal structure, that they were 
legitimately considered successful (i.e. could easily be refined to the published model). By way 
of an example, the nitropyrazole (B30) returned a best profile 2 of 10.49, but solutions with 
values of up to 15.21 were considered successful (Figure 3.2). 
 
a)  
b)  
Figure 3.2 The crystal structure overlay of the CSD deposited crystal structure (in green) and a) the best DASH 
solution (2 = 10.49); and b) the DASH solution with 2 = 15.21. The overlay of only one of the fifteen 
molecules is presented for simplicity. Hydrogen atoms have been omitted. The RMSD values achieved with the 
‘crystal packing similarity’ feature in Mogul, are 0.065 Å and 0.115Å, respectively, which gave the confidence 
to consider (b) as a successful DASH solution.  
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Table 3.2 A summary of the Pawley refinement details and baseline DASH performance against the FDS based 
on the 50 and 100 SA runs (1107 moves). † indicates cases where 100 SA runs were required 
No Total  
DoF 
Resolution 
(Å) 
No. of 
Reflections 
Pawley 2 Best 
Profile 2 
2 ratio Success 
Rate (%) 
RMSD 
(Å) 
A1 6 1.17 389 13.85 28.41 2.05 100 0.034 
A2 7 1.75 136 3.88 9.35 2.41 100 0.024 
A3 8 1.57 214 3.68 6.27 1.70 100 0.021 
A4 9 1.83 153 8.45 32.67 3.87 100 NA 
A5 10 1.66 168 3.26 8.41 2.58 100 0.029 
A6 10 2.03 96 3.41 9.10 2.67 100 NA 
A7 10 2.10 143 1.99 3.18 1.60 48 0.032 
A8 11 1.75 208 2.63 4.77 1.81 100 0.037 
A9 11 1.76 263 4.40 30.09 6.84 100 0.083 
A10 11 1.82 103 8.20 62.01 7.56 100 0.119 
A11 12 1.86 148 8.52 23.92 2.81 100 0.0541 
A12 12 1.52 219 5.57 22.92 4.11 100 0.059 
A13 12 2.20 124 4.21 35.89 8.52 78 0.155 
A14 13 1.85 140 3.21 18.51 5.77 96 0.066 
A15 13 1.77 318 3.48 10.57 3.04 100 0.120 
A16 13 1.54 228 8.89 22.91 2.58 42 0.147 
A17 13 2.08 164 12.16 95.34 7.84 100 0.141 
A18 14 2.29 148 3.40 13.44 3.95 4 0.645 
A19 14 1.86 499 0.56 2.75 4.91 14 0.104 
A20 15 1.86 228 5.25 11.44 2.18 34 0.095 
A21 15 2.13 174 2.01 4.40 2.19 56 0.022 
A22 16 3.18 72 2.71 11.23 4.14 28 0.085 
A23 16 2.19 161 5.23 14.35 2.74 54 0.087 
A24 16 1.81 336 3.70 12.79 3.46 50 0.136 
A25 17 1.76 338 7.87 38.05† 4.83 2† 0.266 
A26 17 2.62 126 2.14 15.29† 7.14 1† 0.099 
A27 17 2.00 369 3.39 23.70 6.99 78 0.053 
A28 18 1.63 341 3.81 18.04 4.73 8 0.139 
A29 18 2.37 182 2.41 12.51 5.19 60 0.045 
A30 18 2.31 252 0.81 10.65 13.15 34 0.376 
A31 19 1.97 262 4.07 11.37 2.79 16 0.081 
A32 20 1.68 320 3.63 9.47 2.61 18 0.048 
A33 20 1.99 180 29.09 144.57 4.97 14 0.127 
A34 22 1.76 518 4.04 10.90 2.70 4 0.087 
A35 24 2.65 123 2.68 8.25 3.08 14 0.126 
A36 24 3.13 111 3.44 5.89 1.71 46 0.180 
A37 26 1.80 567 0.34 4.86 14.29 0 NA 
A38 28 2.80 218 3.47 7.81 2.25 98 0.118 
A39 28 2.92 195 7.93 107.29† 13.53 1† 0.263 
A40 30 2.04 362 11.32 207.38† 18.32 0† NA 
B1 6 1.67 76 6.48 15.02 2.32 92 0.070 
B2 6 1.41 165 0.50 4.37 8.74 100 0.067 
B3 6 3.64 19 1.45 2.67 1.84 100 0.281 
B4 7 1.68 120 4.56 9.02 1.98 100 0.031 
B5 7 2.60 87 4.37 36.07 8.25 100 0.117 
B6 7 1.44 243 2.76 5.28 1.91 100 0.031 
B7 7 1.64 276 3.74 9.16 2.45 100 0.011 
B8 8 1.98 94 5.15 16.4 3.18 100 0.098 
B9 8 1.44 267 3.48 8.62 2.48 100 0.123 
B10 8 1.52 223 5.87 18.4 3.13 100 0.130 
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No Total  
DoF 
Resolution 
(Å) 
No. of 
Reflections 
Pawley 2 Best 
Profile 2 
2 ratio Success 
Rate (%) 
RMSD 
(Å) 
B11 8 1.62 173 11.00 26.03 2.37 100 0.083 
B12 9 1.74 245 6.47 19.65 18.05 96 0.118 
B13 9 1.52 331 2.01 67.14 33.40 100 0.109 
B14 9 1.86 327 5.75 12.27 2.13 100 0.012 
B15 9 2.13 204 6.93 20.78 3.00 66 0.045 
B16 9 2.49 113 4.34 13.03 3.00 100 0.042 
B17 10 1.80 288 5.61 14.20 2.53 100 0.079 
B18 10 1.82 154 1.11 2.13 1.92 70 0.102 
B19 10 2.055 148 1.70 3.92 2.31 100 0.188 
B20 10 2.25 87 8.60 46.94 5.46 100 0.264 
B21 10 2.03 280 0.47 0.84 1.79 44 0.331 
B22 11 1.90 264 5.45 12.62 2.32 100 0.057 
B23 11 2.04 98 1.60 3.64 2.28 98 NA 
B24 11 1.86 214 4.44 19.69 4.43 96 0.217 
B25 11 2.01 188 4.62 17.83 3.86 100 0.075 
B26 12 2.24 133 1.43 3.18 2.22 84 0.014 
B27 12 1.97 188 5.77 10.34 1.79 44 0.026 
B28 12 2.17 156 1.07 3.93 3.67 100 0.075 
B29 13 1.83 220 7.99 16.87 2.11 92 0.171 
B30 13 2.06 165 4.89 10.49 2.15 64 0.065 
B31 13 2.22 260 1.49 3.15 2.11 58 0.160 
B32 13 2.60 160 4.88 10.69 2.19 100 0.142 
B33 13 1.85 306 5.18 16.55 3.19 100 0.067 
B34 14 1.90 427 28.99 47.97 1.65 50 0.052 
B35 14 2.64 95 5.57 13.25 2.38 14 0.182 
B36 14 2.40 123 4.79 24.17 5.05 4 0.060 
B37 14 2.13 184 2.83 7.05 2.49 12 0.039 
B38 14 2.66 93 2.43 15.26 6.28 36 0.233 
B39 14 2.17 111 87.65 149.48 1.71 4 0.175 
B40 14 2.24 184 63.03 124.28 1.97 8 0.126 
B41 14 2.16 150 1.00 2.24 2.24 98 0.765 
B42 14 2.52 100 229.92 1252.69 5.45 20 0.280 
B43 16 2.22 135 55.26 220.77 4.00 12 0.158 
B44 16 1.76 256 2.00 13.05 6.53 8 0.103 
B45 16 1.55 311 8.58 13.81 1.61 14 0.079 
B46 16 1.55 289 3.16 5.61 1.78 4 0.068 
B47 18 2.53 103 27.61 61.01 2.21 14 0.017 
B48 20 2.39 110 9.20 36.09† 3.92 4† 0.130 
B49 20 1.86 260  52.10 373.79† 7.17 0† NA 
B50 21 2.87 88 1.25 60.04† 48.03 0† NA 
B51 21 2.59 121 4.04 37.71† 9.33 1† 0.197 
B52 24 2.03 280 1.09 7.36† 6.75 0† NA 
B53 25 1.75 237 3.51 13.50 3.85 2 0.077 
B54 26 2.32 230 0.04 0.27† 6.75 0† NA 
B55 28 2.92 196 3.79 25.29 6.67 4 0.081 
B56 28 2.71 148 43.42 381.91† 8.80 0† NA 
B57 28 2.17 257  4.69 221.32† 47.18 0† NA 
B58 30 2.62 276 9.09 29.26 3.22 78 NA 
B59 33 1.67 358 16.74 523.34† 31.26 0† NA 
B60 42 2.45 280 1.77 26.75† 13.53 0† NA 
B61 49 2.64 332 22.52 602.88† 18.32 0† NA 
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Table 3.3 A summary of the Pawley refinement details and baseline DASH performance against the FDS based on 
the 500 SA runs (5107 moves). 
No Total 
DoF 
Resolution No 
Reflections 
Pawley 2 Best 
Profile 2 
2 ratio Success 
Rate (%) 
RMSD 
(Å) 
A37 26 1.80 567 0.34 4.86 14.29 0 NA 
A40 30 2.04 362 11.32 74.18 6.55 0.2 0.296 
B49 20 1.86 260 52.10 366.32 7.03 0 NA 
B50 21 2.87 88 1.25 15.24 12.19 0.2 0.488 
B52 24 2.03 280 1.09 1.88 1.72 9.4 0.082 
B54 26 2.32 230 0.04 0.09 2.25 2 0.013 
B56 28 2.71 148 43.42 210.68 4.85 0 NA 
B57 28 2.17 257 4.69 170.71 36.40 0 NA 
B59 33 1.67 358 16.74 266.84 15.94 0 NA 
B60 42 2.45 280 1.77 5.94 3.36 0.4 0.498 
B61 49 2.64 332 22.52 509.73 22.63 0 NA 
 
3.4 Discussion 
3.4.1 Dataset analysis 
The distribution of structures within the FDS, with regard to space group and DoF, was 
compared to that of small organic powder crystal structures (deposited at the CSD), to 
demonstrate that it was truly representative of the current PXRD landscape.  
3.4.1.1 Space Group trends 
It is well established that 80% of molecular organic compounds crystallise in one of the 
following five space groups: P21/c, P 1̅, P212121, P21 and C2/c (Brock and Dunitz, 1994; 
Srinivasan, 1991). The FDS is broadly representative of the space group distribution in the 
CSD. Table 3.4 and Figure 3.3 show a good agreement between the population of space groups 
of organic structures in the CSD determined by PXRD and that in the FDS. 
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Table 3.4 Distribution of space groups within the FDS and the CSD. *the named space group or equivalent 
Space Group* No. of structures 
in FDS 
No. of organic powder 
structures in CSD 
% of structures 
in FDS 
% of organic powder 
structures in CSD 
P 21/c 40 355 39.6 35.8 
P 1̅ 23 185 22.8 18.6 
P 212121 16 146 15.8 14.7 
P 21 10 100 9.9 10.1 
P b c a 3 63 3.0 6.4 
P n a 21 2 33 2.0 3.3 
C 2/c 2 41 2.0 4.1 
P 1 1 22 1.0 2.2 
P b c 21 1 20 1.0 2.0 
I 2 1 13 1.0 1.3 
P b c n 1 7 1.0 0.7 
C m c a 1 7 1.0 0.7 
 
 
 
Figure 3.3 A comparison of the relative space group distribution between the FDS (red) and the CSD (blue) 
3.4.1.2 DoF trends 
With increasing DoF, a pseudo-exponential decay of the number of crystal structures solved 
from powder data is observed. The distribution of the structural complexity within the FDS 
differed, with just over 50% of the structures having DoF  14, in order to satisfy the aim of 
improving performance in this upper range of structural complexity (Figure 3.4).  
During the search for relevant crystal structures and their associated diffraction data, it was 
observed that the majority of IUCr published crystal structures (solved from powder data) had 
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fewer than 15 DoF. Unsurprisingly, this appeared to be the general trend in the CSD, with 
approximately 70 % of the deposited organic powder crystal structures having up to 15 DoF 
and only just over 6% of the structures possessing more than 30 DoF. Examination of those 
6% revealed these structures to be 'unusual' (e.g. peptides, glycerols, acylglycerols, etc.), falling 
outside the range of interest of this work and therefore not eligible for inclusion in the FDS. 
However, for completeness, a single example of this complexity type was added: the 1,2,3,-
tris(nonadecanoyl)glycerol (polymorph β) (B61), with the expectation that this would be an 
example of an intractable crystal structure. It is worth noting that whilst this example was 
previously solved from powder data, the starting conformation was derived from the crystal 
structure of -1,2,3-tris(octodecanoyl)glycerol (van Langevelde et al., 2001; Van Langevelde 
et al., 2000) and the addition of a CH3 group at the end of each chain. Thus the problem was 
reduced to one of just finding the position and orientation of the molecule in the unit cell and 
was (as reported) only a 6 DoF problem rather than the 49 DoF problem considered here. 
3.4.1.3 Additional remarks 
The resolution (minimum d-spacing) of the powder data and the number of reflections used in 
the Pawley refinement are two fundamental factors expected to influence both the SR and the 
quality of the DASH solution. 
Large variations of those factors were observed within the FDS, with B3 having the lowest 
resolution (only 3.64 Å) and lowest number of reflections (only 19). The powder X-ray 
diffraction data of B3 (Figure 3.5), which was deposited by Schmidt et al. (2005), exhibits very 
broad peaks and was only collected to 34˚ 2θ (resolution 2.6 Å) as its main purpose was to 
serve as a reference for crystal structure prediction calculations. It is important to note that the 
DASH runs were performed using the data to only 3.64 Å because of an inability to obtain a 
satisfactory Pawley fit to any higher resolution using DASH. Whilst not usually a significant 
restriction on the ability of DASH to deal with a powder dataset, it is undoubtedly a limitation 
in some cases and reflects a need for some improvements in the core least-squares fitting 
routines in the program. 
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Figure 3.4 The distribution of crystal structures plotted as a function of their DoF. The upper plot is based on the 
organic powder crystal structures in the CSD; the middle plot corresponds to the distribution within the FDS; and 
the lower plot is and overlay of the upper and middle graphs, represented as their relative distributions. 
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Figure 3.5 The powder X-ray diffraction data of B3. 
 
Due to the simplicity of B3 (only 6 DoF), its observed SR was high, but the quality of the 
solutions was affected, resulting in a best RMSD value of 0.281 Å. The low solution quality 
is clearly demonstrated in Figure 3.6 where the solved structure is visibly an offset from the 
true solution. However, this DASH solution was considered to be successful as the offset 
could be addressed by Rietveld refinement. 
 
 
Figure 3.6 Overlay of the best DASH solution of B3 and the CSD deposited crystal structure (in green; CSD 
reference code QAMQOL). The initially minor positional shift of the molecule progressively worsens with the 
application of the symmetry operations. The overlay of only four molecules (rather than the default 15) is 
presented for clarity. Hydrogen atoms have been omitted. 
On the other hand, A1 had the highest resolution of 1.17 Å and A34 the highest number of 
reflections (518). A1 also provided a high success rate (100%), due to the simplicity of the 
crystal structure. However, in this case the quality of the structure solution is also very good, 
with an RMSD of only 0.034 Å for the 15 molecules overlay. 
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Shankland et al. (2002) noted that in the case of famotidine, good quality solutions could 
normally be found when the data resolution was better than 2.5 Å and none of the results 
obtained in this work with the FDS contradict this finding. It is clear from equation 1.3 that the 
structure factor calculation time will increase linearly with the number of reflections to be 
calculated. Whilst it may therefore be tempting to reduce the number of reflections in order to 
speed up the evaluation of each trial crystal structure, it is recommended that the above 2.5 Å 
resolution 'rule' is adhered to. 
3.4.2 Baseline DASH performance 
A graphical representation of the baseline SR obtained using DASH with its SA control 
parameters set to their default values is shown in Figure 3.7. The better population of the SR 
vs DoF landscape shows that the three complexity groups established by Florence7 et al. are 
still very relevant. However, the addition of a further, fourth group can be considered, resulting 
in the following categories:  
1) simple crystal structures with DoF < 14 
2) moderately complex crystal structures, with 14  DoF  20 
3) complex crystal structures, with 21  DoF  30 
 4) intractable crystal structures with DoF > 30.  
It is of course true that these groups remain only a broad description of crystal structure 
complexity and as such exceptions will be observed; e.g. apparently simple structures that 
prove difficult to solve or complex structures that solve more easily than expected. 
 
                                                 
7 Florence et al. divided crystal structures into: 1) simple with DoF <15; 2) moderate 15  DoF  20; and 3) 
complex with DoF >20 
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Figure 3.7 Graphical representation of the baseline DASH success rate as a function of the total degrees of freedom 
(SA parameters used: T0=0; CR = 0.02; N1=20; and N2=25). Again, the depth of shading of each point is 
proportional to the number of structures representative of a particular DoF. 
 
Importantly, the results reported here for the baseline DASH performance against the original 
35 structures studied by Florence et al., were very close to those reported in the original 
publication. In particular, for the simple crystal structures practically identical frequencies of 
success were observed. With compounds of higher complexity, small differences in the 
reported SRs are observed and these differences can be attributed to three main factors:  
1) Only 20 SA runs were carried out by Florence et al. for each compound. In this work, up to 
100 SA runs were employed. As a larger number of runs is more likely to obtain a better 
estimate of the true SA success rate, the results of this work can be taken to be more accurate 
in this regard.  
2) Whilst reasonable efforts were made to closely replicate the 'conditions' employed by 
Florence et al., minor differences in the Pawley fitting results (such as the number of the 
reflections, the unit cell parameters, the final profile 2) change the nature of the hypersurface 
being explored by the SA. 
3) Finally, subjective and objective differences in the criteria used to decide whether or not a 
structure solution has truly been obtained also play a role. A particular example of this is found 
for A16: 
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Florence et al; Pawley 2=7.67, reported successful 2 up to 72.45  
This work: Pawley 2=8.89, successful 2 up to 24.2  
In general, the criteria used in this work can be considered to be more stringent, reflecting our 
ability to assess the agreement between a putative solution and its target (using Mercury's 
structure overlay feature) and the ease with which verification Rietveld refinements can be 
carried out. 
3.4.2.1 Simple crystal structures, DoF <14 
Each DoF in this group of structural complexity has an average SR close to 100%. As the group 
with the most representatives (exactly 50 crystal structures), the conclusion that simple crystal 
structures solve easily and with a good reproducibility can be considered to be a reliable one. 
All of the structure solutions obtained were in excellent agreement with the reference crystal 
structures. Furthermore, these solutions were found with considerably fewer SA moves than 
the maximum 107 allowed (results not shown8) and so the 107 SA moves can be considered 
more than sufficient to maintain a high SR for this complexity group. In practice, when the 
objective is simply to solve the crystal structure, 107 moves can be considered excessive and 5 
x 106 is much more appropriate. 
One significant change from the work of Florence et al. is the appearance of simple examples 
with significantly reduced SRs. A number of the FDS compounds reported here (e.g. A7, A16, 
B21 and B27), exhibit markedly lower SRs of between 40% and 50%.  
In the case of A7, the SR reduction can be rationalised in terms of a strong tendency for the SA 
to get trapped in a specific local minimum that happens to bear a reasonable resemblance to 
the true crystal structure (see Figure 3.8). For A16, B21 and B27 (all of which have acceptable 
resolution [1.54-2.1Å] and number of reflections [143-280]) it must also be the case that there 
are local minima from which the SA has trouble escaping, though these minima do not have 
any obvious structural correlation with the correct crystal structure. 
 
                                                 
8 DASH allows one to 'visualise' the progress of an SA run by outputting the best 2 against the number of SA 
moves. By plotting 2 against the number of moves for multiple SA runs, one can clearly see the point at which a 
valid solution is normally obtained (i.e. close to Pawley 2) and so obtain a better estimate of the number of SA 
moves actually needed to solve the structure. 
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a)   b)  
Figure 3.8 The crystal structure conformation of A7: a) the best DASH solution, 2 = 3.18; and b) the next best 
solution, representing a local minimum, 2 = 19.16. The formation of a pseudo-7-membered ring9 is observed in 
(b) due to the rotation of the N6-C19-O3-C22 torsion angle. Judged by the number of occurrences of (b) in the 
final DASH results (close to 50%) this local minimum proves difficult to escape from. The hydrogen atoms have 
been omitted for clarity. 
3.4.2.2 Crystal structures of moderate complexity, 14  DoF  20 
A number of compounds were selected for this complexity group in pursuit of a well-defined 
trend in the SR reduction with respect to complexity. Compounds with 14–16 DoF were of 
particular interest, as the results reported by Florence et al. showed a SR drop between 14 and 
15 DoF.  
With the larger number of representatives in this complexity group, it is fair to say that there is 
no clear trend in the SR reduction. Indeed, large variations of SR are observed, with a maximum 
SR of 98% (B41, 14 DoF) and a minimum SR of 0% (B49, 20 DoF) following the initial set of 
100 SA runs, 1 107 SA moves.  
The feature that differentiates this group from the previously reported group of moderate 
complexity is the fact that it starts at 14 DoF (c.f. 15 in the work of Florence et al.) and it shows 
clearly that there is a sharp drop in SR above 13 DoF. Only 1 of the 11 compounds with DoF 
= 14 exhibits a SR > 60%, compared with the 7 out of 9 structures with DoF = 13. The trend 
can also be illustrated by considering the average SR for each DoF (Table 3.5).  
 
                                                 
9 From DASH’s stand point, there is no bond formation; rather the atoms are close enough for the formation of a 
chemical bond. More importantly, the N6-C19-O3-C22 torsion is still allowed to rotate during the optimisation, 
providing that the SA can escape this particular local minimum.  
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Table 3.5 The Average SR of each DoF between 6 and 20. Note that the results are based on the DASH 
calculations of up to 100SA runs. 
DoF 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 
Number of 
representatives 
4 5 5 6 8 7 6 9 11 2 7 3 4 1 4 
Average 
SR (%) 
98 100 100 94 83 99 84 84 25 48 27 26 31 16 13 
 
Overall, moderately complex crystal structures have a lower, but reasonable SR, with a group 
average of approximately 26%.  
The quality of the solutions, when compared to the reference structures, remains high. An 
apparent exception worth noting is the compound B41, for which the RMSD value is 0.765 Å. 
Although such a high RMSD value would normally indicate a very poor correspondence with 
the deposited structure, close inspection of the 15 molecule overlay (Figure 3.9) shows that the 
high RMSD is due to only one incorrect torsion angle (C4-C8-S2-N2) in the best DASH solution. 
The electron density is still satisfied as the local minimum is merely a 120° rotation of C4-C8-
S2-N2 from being correct; the 'swapping' of nitrogen and oxygen atom types has only a 
negligible effect upon the SA 2. Such rotational errors are not uncommon in SDPD of 
molecules with SO2NH2 groups and can usually be identified (and corrected) by carefully 
considering hydrogen bonding in the packed crystal structure.  
 
Figure 3.9 The crystal structure overlay of the best DASH solution for B41and its reference (the carbon atoms of 
which have been are given in purple for ease of comparison). 
3.4.2.3 Complex crystal structures, 21  DoF  30 
As previously indicated, the DoF given as boundaries for the various complexity groups are 
not rigid; rather they are broad guides, and this is clear with this complexity group. Whilst the 
lower boundary can be defined relatively easily due to the reduction in the average SR from 
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13% to 0.5%, for DoF 20 and 21 respectively (Table 3.6), the upper boundary is hard to define 
due to the number of crystal structures which remained unsolved after the 500 SA runs (see 
below). 
Data resolution / number of reflections needs to be taken into account when discussing the low 
SR of the compounds of 21 DoF. For example, low SRs for B50 (2.87 Å, 88 reflections), and 
B51 (2.59 Å, 121 reflections) are to be expected. 
Again, there is no clear trend in the relationship between SR and DoF in this group. Overall, 
SRs are low and A38 (DoF 28, SR 98%) and B58 (DoF 30, SR 78%) are clear outliers. 
Unfortunately, there is no clear explanation for why compounds of such complexity exhibited 
these high SRs.  
Table 3.6 The Average SR of each DoF between 20 and 30. Note that the results are based on the DASH 
calculations of up to 100SA runs. 
DoF 20 21 22 24 25 26 28 30 33 42 49 
Number of 
representatives 
4 2 1 3 1 2 5 2 1 1 1 
Average 
SR (%) 
13 0.5 2 30 0 3 20 39 0 0 0 
 
The challenge presented by the compounds in this group is demonstrated by the need to perform 
500 SA runs for 8 of the 19 compounds in order to find any solutions. Of those 8 compounds, 
4 remained unsolved and further two gave a SR of only 0.2% , i.e. 1 in 500 runs was successful 
in reaching the crystal structure. For the remaining 2 crystal structures (of the 8), the extended 
number of SA step proved advantageous, and they achieved SRs of 2% and above.  
Overall, the observed SR is very low and the reproducibility is poor, i.e. it is not unusual for 
the DASH solutions to have notable differences in their 2 values. Taking A34 as an example, 
the best DASH solution has a 2 of 11, whilst the 2 of the second best solution is 35. When 
the two solutions are overlaid, it becomes apparent that the position and orientation of the 
molecules in the unit cells are identical and the 2 difference is a result of the rotation of a 
single torsion angle (Figure 3.10). As such, the second top solution was considered refinable 
and therefore counted as successful.  
Regardless of the low SR, the quality of the solutions, in general, remains high, as is 
demonstrated by the good RMSD values for 15 molecule overlays in Mercury (Table 3.2 and 
Table 3.3) 
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Figure 3.10 An overlay of the first (green) and second DASH solutions of A34 (verapamil HCl). For clarity only 
the overlay of one verapamil molecule from each crystal structure has been shown. The hydrogen atoms have 
been omitted for the same reason. 
3.4.2.4 'Intractable' crystal structures, DoF > 30 
This complexity group comprises only three representatives. This is largely a reflection of the 
fact that very few structures of this complexity are solved by powder diffraction. Nevertheless, 
such structures are of particular interest, as they fall into the range of structural complexity to 
which SPDP aspires.  
None of the three compounds solved with the initial 100 SA runs, and when 500 runs were 
performed, only B60 reached a solution. The SR for B60, even with the extended number of 
SA moves (increased from 1107 to 5107) is less than one percent. Unsurprisingly, the best 
solution for B60 exhibited an incorrect SO2NH2 group rotation, as previously described for 
B41 (Figure 3.11), resulting in a poor RMSD even though the structure was largely correct. 
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Figure 3.11 The crystal structure overlay of the best DASH solution for B60 and its reference (the carbon atoms 
of which have been are given in purple for ease of comparison). 
When the composition of the DoF for these three compounds is considered (Table 3.7), it is 
notable that B60 has the fewest torsional DoF and the most positional / orientational DoF (a 
result of the six fragments in the asymmetric unit cell). This, combined with the fact that B60 
solved, might suggest that the SA is more successful in cases where the majority of DoF are 
positional and orientational, rather than torsional. The validity of this supposition is 
investigated and further discussed below (Section 3.4.2.5, the statistical analysis). 
Table 3.7 DoF composition of the intractable compounds. AU = asymmetric unit cell. 
No. Z’ No. fragments 
in AU 
DoFtotal DoFpositional DoForientational DoFtorsional Solved 
(500 SA runs) 
B59 3 3 33 9 9 15 No 
B60 2 6 42 18 18 6 Yes 
B61 1 1 49 3 3 43 No 
 
Unsurprisingly, B61 (43 optimisable torsion angles) failed to solve. Further analysis on the 
predicted minimum of SA runs required to achieve a solution for B61 (with no additional 
conformational information, in the form of constraints) is presented in Section 3.4.2.5. 
3.4.2.5 Statistical analysis of the baseline DASH performance 
The relatively simplistic categorisation of structural complexity outlined above is undoubtedly 
a useful guide as to the likely 'degree of difficulty' to be encountered during a structure 
determination. However, with 100 data sets, the possibility of a more statistically sound 
characterisation arises, which may allow better predictions to be made. 
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It is obvious from the approximate 's-shape' of the 'Success versus DoF' curve for the baseline 
DASH performance that simple linear regression is not appropriate. Consultation with 
statisticians10 about the problem led to an analysis based on the empirical log-of-the-odds 
(ELO) transform. The ELO, as described by Cox and Snell (1989), takes the form given in 
equation 3.1 
𝐸𝐿𝑂 = 𝑙𝑛 (
𝑟𝑖 + 0.5
𝑛𝑖 − 𝑟𝑖 + 0.5
) Equation 3.1 
 
where i is the subject (i.e. each of the individual compounds of the FDS), ni is the maximum 
value of the sample (in this case the SR, i.e. 100%) and ri is the error associated with it (i.e. the 
actual SR value). As such, Equation 3.1 can be re-written as Equation 3.2. 
𝐸𝐿𝑂 = 𝑙𝑛 (
𝑆𝑅𝑖 + 0.5
100 − 𝑆𝑅𝑖 + 0.5
) Equation 3.2 
 
Initially, the ELO analysis was calculated based on the total DoF of the FDS’s compounds in 
order to determine if there is any evidence of DoFtotal influencing the resulting DASH 
performance in a predictable manner. The fit, performed using MINITAB, returned an R2 of 
53.73 and a p-value of 0 for the DoFtotal, showing them to be a statistically significant factor in 
determining success rate.  
𝐸𝐿𝑂 = 𝑙𝑛((𝑆𝑅 + 0.5) (100 − 𝑆𝑅 + 0.5⁄ )) = 6.565 − 0.375 × 𝐷𝑜𝐹𝑡𝑜𝑡𝑎𝑙  Equation 3.3 
 
Put simply, it can be concluded that the ELO transform of the SR reduces by 0.375 for each 
increase in DoFtotal. 
Using Equation 3.3, it is possible to calculate the likely success rate for any given problem 
based on its DoFtotal. Taking A34 (DoFtotal = 22) as an example, the predicted SR is given by  
𝑒(6.565−0.375×22) = 0.1854 = (𝑆𝑅𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 + 0.5) (100 − 𝑆𝑅𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 + 0.5)⁄  
𝑆𝑅𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 = 0.1854  
100
1 + 0.854
 ≈ 16% 
                                                 
10 Statistical Advisory Service, Applied Statistics at the University of Reading 
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The actual SR for A34 is 4%. Following the same procedure, the predicted SR was calculated 
for all compounds of the FDS and the results are illustrated in Figure 3.12. The calculated fit 
is clearly over-optimistic but nevertheless models the general trend in success rate drop off. 
 
Figure 3.12 The ELO model based on the total DoF (solid green line). The observed SRs are shown in blue with 
increasing opacity with increased number of examples. 
 
A more accurate model was sought, which took into account the various contributions to the 
DoFtotal. Regression analysis of the ELO transform versus all of these components indicated 
that the orientational DoF of the problem have no significant impact on the observed SRs 
(Table 3.8) and so can be safely ignored in the subsequent analyses. It is important to note, 
however, that this conclusion is based only on the structures in the FDS, which do not exhibit 
large variations in their DoForientation
11. 
Table 3.8 Regression analysis of the ELO vs. positional, orientational and torsional DoF. 
Term F-value p-value 
Regression 39.81 0 
Positional DoF 16.14 0 
Torsional DoF 77.76 0 
Orientational DoF 1.69 0.197 
 
                                                 
11 Single atom counterions (such as chloride) contribute only DoFpositional; equally the water molecules were 
represented as single oxygen atoms and as such contribute only DoFpositional. 
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Nevertheless, a final ELO transform was calculated taking into account only the positional and 
torsional DoF, resulting in the relationship given in Equation 3.4 (R2 = 55.18).  
𝐸𝐿𝑂 = 𝑙𝑛((𝑆𝑅 + 0.5) (100 − 𝑆𝑅 + 0.5⁄ ))
= 6.01 − 0.4756 ×  𝐷𝑜𝐹𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝑎𝑙 − 0.4425 ×  𝐷𝑜𝐹𝑡𝑜𝑟𝑠𝑖𝑜𝑛𝑎𝑙 
Equation 3.4 
 
 
The equation shows that increasing positional and torsional DoFs has a comparable effect on 
the reduction of SR.  
Recalculating the SR of A34 based on this final ELO model of the positional and torsional 
DoF, a more accurate prediction of 6% SR is achieved. This prediction is in excellent 
agreement with the observed 4%SR and demonstrated the better fit of the final ELO model 
Figure 3.13 
 
 
Figure 3.13 The ELO model based on the positional and torsional DoF (red). The observed SRs are given in 
blue. The depth of shading of each point is proportional to the number structures representative of a particular 
DoF 
  
Additionally, this final description of the ELO provided the flexibility necessary to describe 
variation in SR for compounds with the same total DoF, but DoFpositional  DoFpositional and / or 
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DoFtorsional  DoFtorsional. For example, there are 4 compounds with a total of 18 DoF, but 
different numbers of the positional and torsional DoF (Table 3.9). 
Table 3.9 SR information of the crystal structures with 18 DoF. 
Data Set No DoF total DoF positional DoF torsional SRexperimental SRcalculated 
A28 18 12 3 22 26 
A29 18 6 6 60 62 
A30 18 6 6 34 62 
B47 18 6 9 14 30 
 
The variations in the predicted SR values, in the table, clearly demonstrated the difference 
between the two models, as the ELO based on the total DoF, would predict the same SR for all 
the entries in Table 3.9.  
It may be argued that whilst A28 and A29 show excellent agreement between the experimental 
and predicted SRs, A30 and B47 do not. Regardless of the large difference between the 
predicted and experimental SR for B47, the model correctly predicts that the higher torsional 
DoF of A28 (when compared to A29 and A30) would lead to a significant reduction of the SR, 
and can be considered an adequate guideline to the required number of SA runs. 
The more intriguing observation, however, is the comparison between A29 and A30 as they 
have the same distribution of DoF and (coincidentally) exhibit the same space group (P21/c). 
The data were collected on the same diffractometer and in terms of peak widths, they are very 
similar. They have both been Pawley fitted to approximately the same resolution and the only 
obvious difference is the number of reflections fitted, a function of the different unit cell sizes. 
As such, in theory, it is expected that both crystal structures would generate comparable SR (as 
predicted by the model). In practice however, their SRs are markedly different and illustrate 
the difficulties in predicting a-priori success rates for particular problems.  
For comparison, an overlay of the calculated SR based on the two models and the experimental 
baseline results is given in Figure 3.14.
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Figure 3.14 An overlay of the observed (blue), and predicted SRs. The SR predicted base on the regression model of the total DoF is given in solid green line, while the predicted 
SR based on the regression model with both the DoFposition and DoFtorsional is presented in red. 
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The limitations of the ELO analysis presented here include that (a) it is based on the FDS, as 
discussed above; (b) it is based on DASH using 50 SA runs, with 107 SA moves and so may 
not be valid for significantly different numbers of runs / moves. That said, the calculated SR 
of 0.5% for B60, based on the above model, is in very good agreement with the practically 
determined SA of 0.4%, even though this SR was based on the 500 SA runs. 
Applying the ELO calculation to compound B61 (DoFtorsion = 43) predicts a SR of only 
0.494  10-4, equating to ca. 1 solution in every 20243 SA runs. For this particular structure, 
this number of runs would need around 2548 days of CPU time (ca. 212 days on 12 cores) to 
execute. Checking the validity of this prediction will therefore need to wait until such time as 
increased computational resources become available. 
Regardless of whether the ELO transform was calculated against the DoFtotal or against the 
DoFpositional and DoFtorsional, the predicted SR drop to below 1% for crystal structures with DoF 
> 30, is consistent with the start of the 'intractable' crystal structure classification used in this 
work. 
3.5 Conclusions 
The work described in this chapter represents the most comprehensive testing of an SDPD 
program carried out to date. EXPO has been tested against a sizeable number of datasets [28 
in(Altomare et al., 2008b); 30 in (Altomare et al., 2006); 32 in (Altomare et al., 2008a)], but 
nothing as comprehensive and focussed on molecular crystal structures as this work. The 
results give a comprehensive overview of the current DASH capabilities and limitations. 94% 
of the crystal structures were solved, and only 10% required the use of 500 DASH runs. The 
fact that only 6 structures remained unsolved by DASH (running on defaults) goes some way 
to explaining why no effort has been made to date to improve its performance by parameter 
tuning.  
Whilst the ELO was found to give a useful description of the influence of structural complexity 
upon success rate, there are a number of clear outliers on the SR versus DoF graphs; A7 and 
B21 for the simple crystal structures, and A38 and B38 for the complex crystal structures. 
Insights into the reasons for such outliers could possibly be obtained by using the local 
minimisation approach outlined by Shankland et al., (2010) which allows one to characterise 
the 2 agreement hypersurface in terms of the number of stationary points present and the 
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frequency with which they are encountered. This approach has the advantage that data 
resolution and number of reflections are automatically taken into account. 
Regardless of the outliers, the following strong recommendations can be made for the future 
use of DASH, based on the results obtained using the current default SA parameters (i.e. T0 = 
0; Cool = 0.02; N1 = 20; N2 = 25): 
1) For simple crystal structures (DoF < 14), 50 SA runs each performing 5106 SA moves 
are sufficient to ensure a high level of certainty that the crystal structure has been 
determined. 
2) Moderately complex examples (14  DoF  20) require 100 SA runs, each consisting 
of 107 SA moves. 
3) 100 SA runs of 107 SA moves is also the recommended start point for dealing with 
complex compounds (21  DoF  30). In the event that this does not lead to a solution, 
either 100 or 500 SA runs (depending upon the available computing power) of 5107 
SA moves should be employed 
4) 500 SA runs of 5107 SA moves is the absolute minimum for 'intractable' crystal 
structures with DoF > 30 
Finally, it should be noted that the programme of work reported in this chapter alone required 
a total of 474 days of CPU time.  
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4 Optimisation of DASH using irace 
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4.1 Introduction 
Following the establishment of the baseline DASH performance, the next objective was the 
optimisation of the SA control parameters, with the aim of improving the performance of 
DASH. It was hypothesised that there is a set of SA parameters which will significantly 
improve the SR and as such lead to the reduction in the ELO coefficients of both the torsional 
and positional DoF (as given in Chapter 3). Additionally, the optimised parameters would be 
expected to have a positive impact on the number of steps required to reach a solution, and as 
such would lead to reductions in the calculation times. 
Finding appropriate control parameter values is a challenge for all algorithm (and by extension, 
software) developers. Whilst the importance of achieving good performance is well recognised, 
it is not always clear how much effort has been placed into parameter tuning. The SA 
parameters of DASH, for example, have remained at fixed values since its first release and the 
performance of DASH, as a function of SA parameter variation, has never been fully 
investigated. Shankland and co-workers (Shankland et al., 2002) reported some results on 
DASH performance when varying the initial SA temperature (T0) and the cooling rate (CR). 
The results, obtained through testing against a single famotidine data set, showed that the 
automatic temperature setting routine in DASH was highly effective and that setting the CR 
value too high (0.3 c.f. default value of 0.02) resulted in a drop in SR by a factor of two. 
However, variation of the parameters N1 and N2, which control the way in which SA moves 
are allocated, was not investigated. Hence, it is conceivable that default SA parameter values 
in DASH (CR=0.02, N1=20, N2=25) are far from optimal, especially when applied to problems 
of significantly greater complexity than famotidine. 
Parameter values may be optimised manually but such manual parameterisation could 
conceivably lead to poor results due to human bias, unless performed very carefully. A simple 
example of this (relevant to DASH) would be the bias introduced by the prior work on 
famotidine and the effect of CR; it is unlikely that any of the researchers involved in that work 
would go on to explore high values of CR, because of the expectation that it will lead to 
decreased success rates due to quenching. Thus, despite the fact that their experiments were 
limited to a single data set and did not vary N1 and N2, could conceivably affect the effect of 
CR upon success rate. 
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Automatic tuning algorithms ("tuners") on the other hand, can implement the optimisation 
using approaches which do not require the parameter space to be explored exhaustively and 
alleviate the problems associated with the human bias in parameter variation.  
The design and application of tuners is a dynamic area of research, facilitated by the rapid 
development of computer technologies. Examples include the work of Eiben and Smith (2012) 
on tuning evolutionary algorithms, use of SA for the optimisation of mapping on network chips 
(Yang et al., 2012), mixed integer programming (Hutter et al., 2010), and general-purpose 
optimisation algorithms (Balaprakash et al., 2007). 
The program irace (López-Ibáñez et al., 2011), implementing the iterated racing procedure (as 
introduced by Balaprakash et al.), was used to carry out the SA parameter optimisation of 
DASH discussed in this chapter. Generally, the main purpose of irace is to find the most 
appropriate parameter values of an optimisation algorithm (such as the SA algorithm in 
DASH), given a set of instances typical of that optimisation problem. It has been shown to be 
most suited for the tuning of metaheuristics (general-purpose optimisation algorithms) of 
which a characteristic is their relatively large number of configurable parameters of different 
types, such as the ordered, continuous, categorical and integer. Example can be given with the 
'theorem prover' SPEAR (Babić and Hutter, 2008), the ant colony optimisation algorithms 
applied to the symmetric traveling salesman problem (ACOTS) software package (Stützle, 
2002) and the framework of multi-objective ant colony optimisation (MOACO) package 
(Lopez-Ibanez and Stutzle, 2012), which with their 26, 11 and 16 configurable parameters 
respectively were used to evaluate the performance of irace (Pérez Cáceres et al., 2014). 
Additional applications of irace include the configuration of MOACO (López-Ibáñez and 
Stützle, 2010), the optimisation of an ant colony algorithms in the area of steel production 
(Fernandez et al., 2015) and the optimisation of state-of-the-art automatic design of robot 
swarms, achieving the first such method to outperform a human designer (Francesca et al., 
2015).  
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4.1.1 The irace package 
Table 4.1 gives definitions for a number of irace related terms used thought this chapter  
Table 4.1 Definitions the used irace related terms. 
irace term Symbol Definition 
Parameter space X The range of parameter values explored during the optimisation 
Tuning instance i A representative of the particular optimisable problem (e.g. crystal structures) 
Training Set  n/a A set of instances used in irace to benchmark the performance of DASH 
Test Set  n/a A set of instances unseen by irace, used to evaluate the irace results  
Configuration j A set of the parameter values (e.g.CR = 0.02; N1 = 20; N2 = 25) 
Elite configuration elite The best performing configuration, output at the end of an iteration  
Experiment n/a An implementation of the algorithm with a specific configuration 
Tuning budget B The maximum number of experiments performed 
 
irace is an offline parameter tuner with two clearly defined stages: 1) tuning and 2) evaluation.  
The initial tuning stage consists of three phases:  
1) Sampling new configurations (i.e. sets of parameters) according to a particular distribution 
(e.g. normal distribution or discrete); 
2) Selection of the best configurations by means of racing;  
3) Updating the sampling distribution in order to bias future iterations towards optimal 
configurations.  
The steps of the tuning stage are repeated until a termination criterion is met - in the case of 
the current work, this is when the set budget of DASH runs is reached.  
The evaluation stage does not involve irace. Rather, it consists of evaluating the performance 
of each of the elite configurations suggested by irace against a set of instances which were not 
included in the tuning stage. 
A representation of the workflow of SA parameter tuning is given in Figure 4.1. In the figure, 
the irace 'box' represents the work carried out during the tuning stage. Once all cycles of the 
tuning are complete, the final elite configurations are output and carried over to the evaluation, 
which is performed independently of irace. 
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Figure 4.1 The SA parameters tuning workflow 
4.1.1.1 The irace input 
The required irace inputs as illustrated in Figure 4.1 are: 1) a list of optimisable parameters 
with their associated parameter space; 2) a set of instances against which the optimisation is 
performed; and 3) a cost function and additional parameter values.  
For the explicit values of the parameter space and the irace configuration, used with the SA 
parameter optimisation, see section 4.2.1.  
4.1.1.2 The iteration 
Each repeat of the tuning stage (with its 3 phases) is known as an iteration. The number of 
iterations performed during an irace run depends upon the number of optimisable parameters, 
and is calculated using Equation 4.1. Similarly, the budget of each iteration is dependent on the 
total budget and the number of iterations performed (Equation 4.2). 
 
𝑁𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠 = 2 +  𝑙𝑜𝑔2𝑁
𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠 
 
Equation 4.1 
 
𝐵𝑗 =  (𝐵 − 𝐵𝑢𝑠𝑒𝑑) (𝑁𝑖𝑡𝑒𝑟 − 𝑗 + 1)⁄  
 
Equation 4.2 
 
Parameter Space 
      CR: 0 - CR
max
  
N1: 0 - 100 
N2: 0 - 100  
  
Instance 
Training Set 
  
Irace Configuration 
Budget 
Cost Function 
Etc.  
  
irace  
Elite configurations  
Best Performing  
Configurations  
Evaluate    
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Once the required inputs are in place, the first iteration starts with the uniform sampling of the 
parameter space and the generation of a set of parameter configurations [; e.g. configuration 
1 (CR = 0.20; N1 = 6; N2 =11); configuration 2 (CR = 0.22; N1 = 5; N2 =25) … configuration 
n (CR = 0.28; N1 = 40; N2 =31)]. Then the race is performed by following the steps given in 
Table 4.2. 
Table 4.2 The steps performed during a single irace iteration. 
irace steps The DASH equivalent of the irace steps 
1. Evaluate each candidate configuration on the 
first instance 
 
Perform and evaluate DASH runs against instance 1, looping 
over the set of parameter configurations (configurations j = 1 
to n) 
2. Continue the evaluation on subsequent 
instances until the number of instances 
reaches the predefined value of TFirst 
 
Using the same set of configurations (1 to n), perform and 
evaluate DASH runs on these (TFirst-1) instances 
3. Perform statistical test on the evaluated 
configurations to determine statistically poor 
performing configurations, if any 
Check cost function values to determine which 
configurations resulted in the poorest DASH performance; 
for example configuration1 
4. Discard poor performing configurations Discard configuration 1 
5. Run the next instance with the surviving 
configurations 
 
Run the next instance with configurations 2 to n 
6. Perform the statistical test every TEach number 
of instances; TEach is predefined 
 
If TEach = 1, perform statistical test after each instance 
7. Continue until the budget left is insufficient to 
test all remaining configurations on another 
instance (Bj < Nj
Surviving) 
 
Continue until the number of remaining configurations 
(Nj
Surviving) is higher than the budget allowed number of 
DASH runs 
8. Rank the surviving configurations based on 
their cost function value 
 
Rank the surviving configurations based on their cost 
function value 
9. Ouput Elite (three by default) 
 
Elite configurations 
Configuration 6 (CR = 0.16; N1 = 23; N2 = 62) 
Configuration 29 (CR = 0.15; N1 = 21; N2 = 46) 
Configuration 2 (CR = 0.22; N1 = 5; N2 = 25) 
 
All subsequent iterations start with the generation of new candidate configurations based upon 
the elite configurations from the previous iteration. 
It is worth noting that the number of candidate configurations generated at the start of an 
iteration reduces with the increasing number of iterations (Equation 4.3) ensuring more 
evaluations per configuration are performed in the later iterations.  
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𝑗 =  𝐵𝑗 (𝜇 + min(5, 𝑗))⁄  
 
Equation 4.3 
 
where  is a user defined parameter, allowing control over the ratio between the budget and 
the number of configurations. 
When the total budget is exhausted, irace terminates. The top three ranked configurations are 
then output is an analogous fashion to step 9 in Table 4.2. These are the SA parameter 
configurations which are then evaluated against the unseen DASH instances (the test set). 
4.2 Experimental 
4.2.1 The irace calculations 
4.2.1.1 Configuring irace 
The used configurational settings of irace are summarised in Table 4.3. 
Table 4.3. The irace configuration 
Iterated racing parameter irace configuration option irace/ DASH value 
B maxExperiments Varied (see Table 4.4) 
C (Cost function) hookRun 100   𝑝𝑟𝑜𝑓𝑖𝑙𝑒
2 
𝑡𝑎𝑟𝑔𝑒𝑡
2⁄  
 mu 5 
TFirst firstTest 10 
TEach eachTest 1 
Statistical test testType F-test 
 
4.2.1.2 irace runs 
A total of 14 irace calculations were performed, a summary of which is presented in Table 4.4. 
In all of the runs the optimisable parameters were CR, N1 and N2. The CR was varied from 0 
to CRmax as a real number, while N1 and N2 values varied between 0 and 100 as integers. Note 
that runs with identical irace settings and budgets (e.g. runs 1 and 2, 3 and 4 etc.) result in 
different elite configurations, as they have different starting configurations explored, which are 
tested on different instances, with the use of random SA seed values. 
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Table 4.4 An outline of the irace runs performed. The results from irace runs can be found in Tables 4.6 and 4.7. 
Run 
Number 
Budget CRmax Molecules used Subset 
1 2500 0.2 A1 - A40  
2 2500 0.2 A1 - A40  
3 5000 0.2 A1 - A40  
4 5000 0.2 A1 - A40  
5 10000 0.2 A1 - A40  
6 10000 0.2 A1 - A40  
7 20000 0.2 A1 - A40  
8 20000 0.2 A1 - A40  
9 30000 0.2 A1 - A40  
10 30000 0.2 A1 - A40  
11 30000 0.3 A18 - A40 Complex 
12 30000 0.3 A18 - A40 Complex 
13 30000 0.3 A18 - A40 Complex 
14 30000 0.3 A18 - A40 Complex 
 
Each irace run consisted of three iterations (in accordance with Equation 4.1), with the 
exception of runs 12 and 14, where the residual budget from the first three iterations was carried 
over to perform a fourth iteration.  
4.2.2 Evaluation 
With 42 elite configurations to address, it was clear from the outset that there were insufficient 
computational resources to be able to evaluate each configuration against all of the 60 
compounds of the test set. Consequently, strategies were adopted to try and reduce the number 
of required runs to manageable values. Firstly, a custom test set ('the evaluation set', comprising 
examples from the original test set and some representatives of the training set12) was 
constructed and is shown in Table 4.5. Secondly, attempts were made to identify single 
configurations that represented a group of configurations e.g. 0.25/34/45 and 0.24/32/41 might 
be considered to be effectively the same and so only one need be evaluated. In practice, such 
grouping was found to be not successful and instead it was decided that for each irace run, the 
highest ranked elite configuration should be tested. The only exception was when the highest 
ranked configuration of an irace run had already been tested from a previous run. In such cases 
(runs 1 and 8; 2 and 6), the second ranked configuration was evaluated. 
                                                 
12 Whilst this is not normal practice, it was felt to be important in order to act as 'controls' i.e. to cover the 
possibility that improvements in SR were observed for the training set examples but not for test set examples. 
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Table 4.5 A summary of the 14 compounds comprising the Evaluation set. The SRs indicated with (*) are a 
result of the 100 SA runs, whilst the rest are based on 50 SA runs. 
No Compound Name 
Total 
DoF 
DoFpos DoFrot DoFtor SRdefault 
A20 Famotidine 15 3 3 9 34 
A25 Capsaicin 17 3 3 11 2* 
A28 
Sodium4-[(E)-(4-hydroxyphenyl) diazenyl] benzene 
sulfonate dihydrate 
18 12 3 3 8 
A29 Indomethacin:nicotinamide 18 6 6 6 60 
A30 Carbamazepine:indomethacin 18 6 6 6 34 
A32 S-Ibuprofen 20 6 6 8 18 
A34 Verapamil Hydrochloride 22 6 3 13 4 
A38 γ-Carbamazepine 28 12 12 4 98 
B34 Clarithromycin (I) 14 3 3 8 50 
B44 Nimustine hydrochloride 16 6 3 7 8 
B47 Tetracaine hydrochloride 18 6 3 9 14 
B48 α/β-lactose 20 6 6 8 4* 
B52 β-Pigment yellow 191  21 12 3 6 0* 
B55 Cytenamide 28 12 12 4 4 
 
Following on from the results of these evaluation experiments, all of the elite configurations of 
runs 11-14 were evaluated against the evaluation set. (See Table 4.9 for the results) 
Finally, 19 semi-arbitrary configurations were constructed from the best performing 
configurations and evaluated against the evaluation set (see section 4.4.3 for more details on 
reasoning and Table 4.10 for results).  
4.3 Results 
4.3.1 irace results 
The elite configurations from the 14 irace runs are summarised in Tables 4.6 and 4.7. 
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Table 4.6 Summary of the elite SA parameters configurations, as a result of the irace calculations, as outlined in 
Table 4.4 (runs 1-10). (*) indicates the configuration tested. 
Run No Budget (SA runs) 
Best SA  
configurations 
(CR; N1; N2) 
CPU time  
(days) 
1 2500 
0.19; 44; 13 (*) 
22 0.19; 68; 10 
0.19; 49; 15 
2 2500 
0.17; 21; 40 (*) 
13 0.16; 17; 38 
0.16; 40; 25 
3 5000 
0.18; 41; 28 (*) 
34 0.2; 22; 39 
0.2; 28; 27 
4 5000 
0.2; 26; 29 (*) 
27 0.18; 29; 19 
0.18; 64; 8 
5 10000 
0.18; 13; 58 (*) 
40 0.17; 32; 20 
0.17; 14; 45 
6 10000 
0.19; 21; 40 
45 0.17; 7; 68 (*) 
0.18; 9; 57 
7 20000 
0.16; 18; 38 (*) 
130 0.2; 27; 28 
0.19; 26; 28 
8 20000 
0.19; 44; 14 
148 0.18; 11; 64 (*) 
0.18; 41; 11 
9 30000 
0.2; 19; 37 (*) 
172 0.19; 30; 19 
0.2; 23; 36 
10 30000 
0.2; 34; 21 (*) 
168 0.17; 37; 25 
0.2; 40; 23 
Total CPU time of 799 days. 
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Table 4.7 Summary of the SA parameters elite configurations, as a result of the irace calculations, as outlined in 
Table 4.4 (runs 10-14). (*) indicates the configuration tested. 
Run No Budget (SA runs) 
Best Sets of  
SA parameters 
CR; N1; N2 
CPU time  
(days) 
11 30000 
0.27; 59; 50 (*) 
93 0.25; 31; 56 (*) 
0.28; 63; 51 (*) 
12 30000 
0.25; 75; 29 (*) 
115 0.27; 70; 25 (*) 
0.26; 74; 23 (*) 
13 30000 
0.25; 46; 62 (*) 
199 0.3; 35; 69 (*) 
0.29; 38; 57 (*) 
14 30000 
0.24; 18; 84 (*) 
109 0.21; 16; 85 (*) 
0.21; 19; 91 (*) 
Total CPU time of 516 days. 
 
4.3.2 Configuration evaluation  
The results from the evaluation experiments as outlined in section 4.2.2 are presented here. 
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Table 4.8 The evaluation of the highest ranked elite configurations of the irace runs 1-10. The SRs achieved with the default SA parameters are marked with green, whilst the 
best performing configuration is highlighted in light blue. * indicates the reported SR is a result of the 100 SA runs. 
 SR (%) 
SA parameters 
CR; N1; N2 
A20 A25 A28 A29 A30 A32 A34 A38 B34 B44 B47 B48 B52 B55 
0.02; 20; 25 34 2* 8 60 34 18 4 98 50 8 14 4* 0* 4 
0.19; 44; 13 24 8 22 44 12 16 0 58 62 2 10 4 0 60 
0.17; 21; 40 32 6 26 58 22 22 10 66 72 4 30 8 2 60 
0.18; 41; 28 54 14 20 76 30 30 14 62 80 10 18 2 0 58 
0.20; 26; 29 34 2 28 40 16 22 10 54 50 6 24 14 0 46 
0.18; 13; 58 28 2 14 18 12 20 8 56 50 4 8 4 2 68 
0.17; 7; 68 20 4 16 30 10 34 10 36 38 6 30 2 2 38 
0.16; 18; 38 28 6 14 42 12 28 10 58 52 6 20 6 0 28 
0.18; 11; 64 36 4 14 52 8 0 6 64 60 4 2 10 0 36 
0.20; 19; 37 34 2 24 40 14 0 10 44 56 10 2 6 2 38 
0.20; 34; 21 26 6 6 0 46 2 4 58 42 4 20 8 2 44 
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Table 4.9 The evaluation of the elite configurations of the irace runs 11-14. The SRs achieved with the default SA parameters are marked with green, whilst the best 
performing configuration is highlighted in light blue. * indicates the reported SR is a result of the 100 SA runs. 
 SR (%) 
SA parameters 
CR; N1; N2 
A20 A25 A28 A29 A30 A32 A34 A38 B34 B44 B47 B48 B52 B55 
0.02; 20; 25 34 2* 8 60 34 18 4 98 50 8 14 4* 0* 4 
0.27; 59; 50 66 14 24 80 26 0 18 90 94 30 52 6 6 78 
0.25; 31; 56 58 8 18 78 34 34 14 90 88 12 52 2 8 66 
0.28; 63; 51 84 14 20 84 46 0 40 84 98 30 58 10 12 96 
0.25; 75; 29 62 26 26 80 36 36 22 96 92 18 48 6 4 82 
0.27; 70; 25 52 6 28 60 14 38 12 84 88 12 36 14 0 88 
0.26; 74; 23 44 2 24 72 22 40 10 16 90 14 52 14 4 84 
0.25; 46; 62 72 26 30 82 26 48 24 98 96 26 62 8 16 90 
0.30; 35; 69 48 10 32 76 36 48 20 20 88 16 62 12 4 54 
0.29; 38; 57 68 8 24 64 28 0 24 70 90 26 64 10 10 86 
0.24; 18; 84 52 2 20 66 20 28 12 56 82 10 44 16 6 74 
0.21; 16; 85 44 8 20 66 72 32 20 60 86 14 50 4 10 70 
0.21; 19; 91 58 10 32 82 86 32 20 16 96 22 50 6 0 86 
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Table 4.10 The evaluation of the additional, semi-arbitrary test configurations. † indicates manual T0=13(T0 = 0 caused failure with A38), see section 4.4.3.3 for more details. 
The SRs achieved with the default SA parameters are marked with green, whilst the best performing configuration is highlighted in light blue. * indicates the reported SR is a 
result of the 100 SA runs. 
 SR(%) 
SA parameters 
CR; N1; N2 
A20 A25 A28 A29 A30 A32 A34 A38 B34 B44 B47 B48 B52 B55 
0.02; 20; 25 34 2* 8 60 34 18 4 98 50 8 14 4* 0* 4 
0.27; 73; 56 88 24 40 96 56 54 36 100† 100 48 54 12 18 90 
0.27; 63; 51 78 14 26 88 38 32 20 96† 100 16 68 10 14 98 
0.27; 60; 63 66 10 32 94 41 48 26 100† 96 36 64 4 8 96 
0.27; 73; 61 92 12 44 90 50 42 34 100† 100 52 64 8 18 64 
0.27; 73; 51 90 18 32 92 36 56 44 100† 98 26 58 14 10 96 
0.27; 73; 41 72 12 40 92 44 44 30 96† 96 32 64 8 8 90 
0.27; 59; 63 74 16 24 96 38 56 22 98† 100 28 56 8 12 96 
0.27; 53; 61 54 10 26 74 22 62 26 98† 100 34 64 8 6 0 
0.27; 53; 51 64 10 44 86 28 42 22 96† 96 32 38 4 10 90 
0.27; 49; 40 62 10 26 76 22 41 22 80† 94 18 50 10 10 82 
0.27; 20; 73 44 6 28 66 16 26 12 58 84 6 40 10 10 70 
0.27; 73; 20 50 6 20 64 24 28 20 48 88 14 54 10 8 76 
0.25;31; 66 58 6 28 82 26 44 24 90† 100 14 58 14 4 98 
0.25; 31; 76 78 18 20 84 28 44 22 96† 92 24 26 74 6 90 
0.25; 31; 86 68 16 20 86 40 26 18 96† 98 20 54 8 8 90 
0.27; 35; 86 82 16 44 94 32 46 22 98† 98 32 62 4 12 96 
0.19; 20; 73 62 4 22 86 40 34 22 82 90 10 38 10 4 78 
0.19; 73; 20 54 4 34 74 16 38 10 82 90 14 44 8 6 2 
0.19; 25; 63 50 6 20 64 24 28 20 48 88 14 54 10 8 76 
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4.4 Discussion 
A number of important considerations were made in the initial steps of the irace setup, in order 
to prepare the required inputs: 
1) Training set homogeneity: The division of the FDS into the training and test sets was 
originally implemented to satisfy irace's need for two sets of instances – one which is used 
during the parameter optimisation and the other for the purpose of evaluating irace's 
suggested elite configurations.  
The 40 crystal structures of the training set (A1-A40) (see Chapter 2) were selected as being 
representative of crystal structures in the FDS and more broadly, of problems likely to be 
tackled with DASH. As such, this training set consisted of compounds of all the complexity 
groups (DoF varied between 6 and 40). 
Here, the question of the set’s homogeneity emerged. The homogeneity of the training 
instances has previously been recognised as an important factor governing the quality of 
the tuning outcome (Pérez et al., 2013; Schneider and Hoos, 2012). To paraphrase the 
results of these studies, it may not be possible to produce a single set of optimised 
parameters that performs well with the full range of complexities presented in the training 
set. In order to account for this possibility, whilst initial irace runs (run 1-10) were carried 
out on the full heterogeneous training set, the subsequent irace runs (runs 11-14) were 
carried out on a subset of 'complex structures' excised from the full training set.    
 
2) Which SA parameters should be optimised? DASH has very few parameters which 
determine its performance. These are the starting temperature (T0), the cooling rate (CR), 
and N1 and N2, the product of which governs the number of steps performed at each 
temperature, before the cooling step is applied. 
Currently a value of '0' is used for T0, which tells DASH to automatically determine an 
optimal value of this parameter for the specific example at hand. This is achieved by 
performing a short preliminary SA run during which the deviation of 2 at different 
temperatures is explored. The temperature above which no significant variations in the 2 
values are observed is selected as initial. Whilst manual setting of T0 is feasible, a low 
initial value is likely to prevent the SA escaping local minima and a high T0 value will 
simply result in wasted SA moves. Given that automatic setting of T0 is done on a sound 
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scientific basis, it was decided not to include T0 as an optimisable parameter in the irace 
calculations. The remaining parameters, CR, N1 and N2 were selected for optimisation. 
Here an important consideration was the size of the explored parameter space. Large 
parameter ranges require a large irace budget to ensure completeness, i.e. a thorough 
investigation is carried out; however conservative ranges may result in missed 
opportunities. In this work, the parameter ranges were set pragmatically, recognising that 
they needed to accommodate significant changes from the default DASH parameters but 
also acknowledging the computational requirements of spanning large areas of parameter 
space (specific values Section 4.2.1.2). 
3) The cost function. This was defined as in Equation 4.4 given below, where the target 2 
value, was representative of the solved crystal structure. 
100   
𝑝𝑟𝑜𝑓𝑖𝑙𝑒
2 
𝑡𝑎𝑟𝑔𝑒𝑡
2⁄  Equation 4.4 
  
In order to correctly establish the target value, a rigid-body Rietveld refinement of the 
previously deposited crystal structure was performed with DASH. The 2 value of the 
refinement was assumed to be the lowest achievable during the SA and as such was chosen 
as the target. 
4) The budget. There was some uncertainty as to whether irace runs of large numbers of 
DASH calculations would give superior results to their small budget counterparts. 
Calculations with large budgets (e.g. 30,000 DASH runs) were generally expected to give 
better results, due to the larger number of evaluations carried out. Ultimately, to take 
account of the stochastic nature of irace, and to explore all options, irace runs of varying 
budgets were performed (see Table 4.4). 
 
Table 4.11 presents a summary of the steps carried out during the irace optimisation and the 
rationale behind them. Further details of each step are discussed below. 
 
 
 
102 
 
Table 4.11 A summary of the work carried out in this chapter. Unless otherwise stated, all evaluation steps were 
performed over the Evaluation set summarised in Table 4.5. 
Step Experiment Rationale Outcome Outcome  
1 Perform 10 irace runs  
(runs 1-10,Table 4.4) 
Seek optimal SA 
configuration/s 
10 sets of 3 elite 
configurations of the SA 
parameters  
Table 
4.6 
2 Evaluate the configurations 
resulting from step 1, by 
grouping them  
Fast evaluation of the quality of 
the elite configuration of step 1 
No significant SR 
improvements.   
The grouping evaluation 
method was recognised to 
be inappropriate. 
Not 
shown 
3 Evaluate the configurations 
resulting from step 1, by 
testing the highest ranked 
elite configurations of each 
irace run (1-10) 
Fast evaluation of the quality of 
the elite configuration of step 1 
No significant  
improvements in the SR is 
observed  
Table 
4.8 
4 Perform further 4 irace runs 
(runs 11-14, Table 4.4) 
Explore new SA parameter 
configurations 
4 sets of 3 elite 
configurations of the SA 
parameters 
Table 
4.7 
5 Evaluate the configurations 
of step 4, by testing the best 
ranked elite configurations of 
each irace run (11-14) 
Fast evaluation of the quality of 
the new elite configuration 
Good overall improvements 
in the SR observed.  
Table 
4.9 
 
6 Evaluate the remaining elite 
configurations of irace runs 
11-14  
Explore all elite configurations 
of irace runs 11-14 
Excellent improvements 
with specific 
configurations;  
exception A32  
Table 
4.9 
7 Derive new configurations, 
based on best performing so 
far 
Explore the performance of 
A32 with new, potentially well 
performing, configurations  
New SA parameter 
configurations 
Table 
4.15 
8 Evaluate the configurations 
derived in step 7 over A32 
only 
Find configurations well 
performing with A32 
8 configurations, 
performing well with A32 
Table 
4.15 
9 Evaluate the best 
configurations of step 8 over 
the Evaluation set 
Evaluate the quality of the new 
configurations 
Excellent improvements 
with specific configurations 
Table 
4.10 
Table 
4.16 
10 Establish the best performing 
configurations 
Determine the optimal 
performing configurations 
Six well performing 
configurations  
Table 
4.17 
 
4.4.1 Runs 1-10 
The results from the irace runs 1-10 (Table 4.6) showed a CR typically at the higher end of the 
allowed maximum bound (CRmax = 0.2), and an average value of 0.19. Based on previous 
DASH successes with the default cooling rate of 0.02, such high CR values were somewhat 
surprising. Indeed, the expectation was that high values of CR would lead to ‘quenching’ 
during the SA, which was demonstrated by the simple test shown in Table 4.12. Nevertheless, 
the consistently high CR values in all elite configurations returned by runs 1-10 strongly 
suggested that the upper bound, CRmax, needed to be extended. 
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Table 4.12 Assessment of a test configuration devised from the combinations of aggressive and default SA 
parameter values. The baseline SR is shown in green. * indicates the reported SR is a result of the 100 SA runs. 
 SR (%) 
CR; N1; N2 A20 A25 A28 A29 A30 A32 A34 A38 B34 B44 B47 B48 B52 B55 
0.02; 20; 25 34 2* 8 60 34 18 4 98 50 8 14 4* 0* 4 
0.17; 20; 25 6 0 0 4 0 12 0 0 2 0 2 2 0 0 
 
Irrespective of budget, individual values of N1 and N2 varied markedly with no obvious trend. 
Initially, some attempt was made to group 'similar' elite configurations, in order to reduce the 
number of configurations that needed to be fully evaluated. The product N1N2 was used to 
group the configurations, as it is a direct determinant of the number of SA step performed at 
each temperature level. However, the evaluation of the six group representative configurations 
created showed poor results throughout, with little or no increase in the observed SR across the 
evaluation set. Following the advice of Manuel López-Ibáñez, and returning to the original idea 
of avoiding human bias, the configuration evaluation process proceeded using only the exact 
configurations suggested by irace. In order to manage computational requirements, only the 
first configuration (i.e. the highest ranked) from each irace run was initially tested, unless 
otherwise indicated. 
From the 10 tested SA parameter configurations, the best overall improvement was given by 
the configuration 0.18/41/28 (highlighted in blue, Table 4.8). However, it was notable that 
whilst some compounds (e.g. A20, A28, A34, and B55) saw increased SR, others (A30, A38 
and B47) saw decreases and B52 remained unsolved. This indicated that this best configuration 
was far from optimal and that further irace calculations were needed. The possibility that the 
training set displayed excessive heterogeneity was considered to be a likely factor contributing 
to the relative failure of runs 1-10. 
4.4.2 Runs 11-14 
To address the limitations exposed by runs 1-10, runs 11-14 utilised CRmax = 0.3; and a training 
set with greater homogeneity i.e. only the compounds (A18-A40) with DoF > 13 were used.  
The assessment of the best-ranked elite configurations against the evaluation set presented a 
much more encouraging set of results (see Table 4.13). Significantly, the CR was greater than 
0.2 for all the elite configurations but comfortably less than the 0.3 upper limit. The 0.25/46/62 
configuration stands out, increasing the SR by factor of at least two for 10 out of the 14 
compounds. A38 retained its high SR of 98%, and only A30 displayed a small reduction in SR 
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from 34% to 26%. Given the success of the best-ranked configurations, the remaining elite 
configurations for irace runs 11-14 were also evaluated (Table 4.14) 
Table 4.13 Evaluation results of the first elite configurations of irace runs 11-14. The highest achieved SRs are 
highlighted in dark blue, the second highest in light blue and the rest of the improved SRs are marked in grey. * 
indicates the reported SR is a result of the 100 SA runs. 
 SR (%) 
CR; N1; N2 A20 A25 A28 A29 A30 A32 A34 A38 B34 B44 B47 B48 B52 B55 
0.02; 20; 25 34 2* 8 60 34 18 4 98 50 8 14 4* 0* 4 
0.27; 59; 50 66 14 24 80 26 0 18 90 94 30 52 6 6 78 
0.25; 75; 29 62 26 26 80 36 36 22 96 92 18 48 6 4 82 
0.25; 46; 62 72 26 30 82 26 48 24 98 96 26 62 8 16 90 
0.24; 18; 84 52 2 20 66 20 28 12 56 82 10 44 16 6 74 
 
Table 4.14 Evaluation results of all elite configurations of irace runs 11-14. The highest achieved SRs are 
highlighted in dark blue, the second highest in light blue and the rest of the improved SR are marked in grey. 
Please note that the results presented here are identical to those of Table 4.9, but with a different colour coding. 
 SR (%) 
CR; N1; N2 A20 A25 A28 A29 A30 A32 A34 A38 B34 B44 B47 B48 B52 B55 
0.02; 20; 25 34 2* 8 60 34 18 4 98 50 8 14 4* 0* 4 
0.27; 59; 50 66 14 24 80 26 0 18 90 94 30 52 6 6 78 
0.25; 31; 56 58 8 18 78 34 34 14 90 88 12 52 2 8 66 
0.28; 63; 51 84 14 20 84 46 0 40 84 98 30 58 10 12 96 
0.25; 75; 29 62 26 26 80 36 36 22 96 92 18 48 6 4 82 
0.27; 70; 25 52 6 28 60 14 38 12 84 88 12 36 14 0 88 
0.26; 74; 23 44 2 24 72 22 40 10 16 90 14 52 14 4 84 
0.25; 46; 62 72 26 30 82 26 48 24 98 96 26 62 8 16 90 
0.30; 35; 69 48 10 32 76 36 48 20 20 88 16 62 12 4 54 
0.29; 38; 57 68 8 24 64 28 0 24 70 90 26 64 10 10 86 
0.24; 18; 84 52 2 20 66 20 28 12 56 82 10 44 16 6 74 
0.21; 16; 85 44 8 20 66 72 32 20 60 86 14 50 4 10 70 
0.21; 19; 91 58 10 32 82 86 32 20 16 96 22 50 6 0 86 
 
Two configurations stand out: one is the previous best performing configuration of 0.25/46/62 
and the other is 0.28/63/51, which was the third ranked configuration of run 11. The former 
has the best overall performance, whilst the latter displays the largest number of individual 
gains but also a conspicuous failure - compound A32. Attempts were then made to retain the 
high SRs of 0.28/63/51 whilst eliminating the problem of A32. 
4.4.3 Additional calculations 
4.4.3.1 Compound A32 - Ibuprofen  
A series of semi–arbitrary test configurations were established based on combinations of the 
CR, N1 and N2 values from the elite configurations of runs 11-14. These were first tested on 
A32 alone and configurations with SR above 40% were then assessed over the evaluation set 
(Table 4.15). 
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Table 4.15 Evaluation of additional test configurations. 
 Test SA parameter configurations 
 
0.27 
73;56 
0.27 
73;61 
0.27; 
73;41 
0.27 
63;51 
0.27 
65;59 
0.27; 
63;61 
0.27 
79;14 
0.27 
56;54 
0.27 
53;61 
0.27 
50;59 
0.27 
59;63 
0.27 
60;63 
0.27 
73;51 
SR 
(%) 
54 42 44 32 0 0 24 38 62 2 56 48 56 
 
Notably, use of 0.27/63/51 (a seemingly trivial change from 0.28/63/51) resulted in SR increase 
from 0% to 32%. Whilst a positive change, it may be indicative of the unpredictability of SR 
change as a function of SA parameters. Although this configuration did not quite reach the pre-
set criterion of 40% SR, it was nevertheless carried forward as one of the eight configurations 
selected for further assessment over the whole evaluation set. 
4.4.3.2 Evaluation of the additional runs 
In addition to the eight configurations derived based on the Ibuprofen testing, a further 11 new 
SA parameter configurations were devised to promote the exploration of the previously 
observed values of CR, N1 and N2. Their generation was performed in a random manner, and 
had the sole purpose of exploring for a trend of how the SR changes as a result of the variation 
of the three SA parameters. The assessment of these 19 configurations against the Evaluation 
set is summarised in Table 4.10, whilst the colour coded results and some statistical values, are 
presented in Table 4.16. 
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Table 4.16 Evaluation results of the additional test configurations. The highest achieved SRs are highlighted in dark blue, whilst the second highest are in light blue, and the 
rest of the improved SR are marked in grey. † indicates manual T0=13( T0 = 0 caused failure with A38). ‘Average All’ = the SR average of the 14 evaluation compounds; 
‘Average A’ = the SR average of the training set compounds (A20- A38); ‘Average B’ = the SR average of the test set compounds (B34- B55). The selected 5 configurations 
are highlighted in orange. 
 SR (%) Statistical Analysis 
CR; N1; N2 A20 A25 A28 A29 A30 A32 A34 A38 B34 B44 B47 B48 B52 B55 Average 
All 
Average 
A 
Average 
B 
Median 
0.02; 20; 25 34 2* 8 60 34 18 4 98 50 8 14 4* 0* 4 24.1 ±28.5 32.3 ±39.9 13.3 ±18.6 11 
0.27; 73; 56 88 24 40 96 56 54 36 100† 100 48 54 12 18 90 58.3 ±31.3 61.8 ±29.2 53.7 ±36.1 54 
0.27; 63; 51 78 14 26 88 38 32 20 96† 100 16 68 10 14 98 49.9 ±31.3 49.0 ±33.2 51.0 ±42.8 35 
0.27; 60; 63 66 10 32 94 41 48 26 100† 96 36 64 4 8 96 51.5 ±34.8 52.1 ±32.1 50.7 ±41.2 44.5 
0.27; 73; 61 92 12 44 90 50 42 34 100† 100 52 64 8 18 64 55.0 ±31.6 58.0 ±27.8 51.0 ±33.7 51 
0.27; 73; 51 90 18 32 92 36 56 44 100† 98 26 58 14 10 96 55.0 ±34.1 58.5 ±29.2 50.3 ±39.9 50 
0.27; 73; 41 72 12 40 92 44 44 30 96† 96 32 64 8 8 90 52.0 ±32.9 53.8 ±28.6 49.7 ±39.4 44 
0.27; 59; 63 74 16 24 96 38 56 22 98† 100 28 56 8 12 96 51.7 ±35.2 53.0 ±34.3 50.0 ±40.9 47 
0.27; 53; 61 54 10 26 74 22 62 26 98† 100 34 64 8 6 0 41.7 ±33.7 46.5 ±31.5 35.3 ±39.7 30 
0.27; 53; 51 64 10 44 86 28 42 22 96† 96 32 38 4 10 90 47.3 ±33.3 49.0 ±30.7 45.0 ±39.4 40 
0.27; 49; 40 62 10 26 76 22 41 22 80† 94 18 50 10 10 82 43.1 ±30.5 42.4 ±26.9 44.0 ±37.3 33.5 
0.27; 20; 73 44 6 28 66 16 26 12 58 84 6 40 10 10 70 34.0 ±26.5 32.0 ±22.4 36.7 ±33.8 27 
0.27; 73; 20 50 6 20 64 24 28 20 48 88 14 54 10 8 76 36.4 ±26.8 32.5 ±18.0 41.7 ±35.7 26 
0.25; 31; 66 58 6 28 82 26 44 24 90† 100 14 58 14 4 98 46.1 ±34.8 44.8 ±29.6 48.0 ±43.7 36 
0.25; 31; 76 78 18 20 84 28 44 22 96† 92 24 26 74 6 90 50.1 ±33.3 48.8 ±33.1 52.0 ±37.7 36 
0.25; 31; 86 68 16 20 86 40 26 18 96† 98 20 54 8 8 90 46.3 ±34.7 46.3 ±34.6 46.3 ±40.7 33 
0.25; 35; 86 82 16 44 94 32 46 22 98† 98 32 62 4 12 96 52.7 ±35.0 54.3 ±32.2 50.7 ±41.1 45 
0.19; 20; 73 62 4 22 86 40 34 22 82 90 10 38 10 4 78 41.6 ±32.0 44.0 ±29.0 38.3 ±37.5 36 
0.19; 73; 20 54 4 34 74 16 38 10 82 90 14 44 8 6 2 34.0 ±30.7 39.0 ±29.7 27.3 ±34.2 25 
0.19; 25; 63 50 6 20 64 24 28 20 48 88 14 54 10 8 76 36.4 ±26.8 32.5 ±18.0 41.7 ±35.7 26 
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The highlighting of the highest SRs identifies the 5 best-performing configurations: 0.27/73/56, 
0.27/60/63, 0.27/73/51, 0.27/59/63 and 0.25/35/85. As expected for so few compounds 
possessing such wide structural diversity, the average SRs possessed very high standard 
deviations and did not provide additional insights beyond those obtained “by eye”. 
Configuration 0.29/59/63 was not included as part of the best-performing set, although its 
exclusion was marginal. 
As such the 5 best-performing SA parameter configurations, together with configuration 
0.25/46/62 (identified in Table 4.10 as the best performing in runs 11-14) were selected as the 
best performing overall and their performance is summarised in Table 4.17. It is these six 
configurations that were then tested against the FDS (see Chapter 5). 
 
Table 4.17 Summary of the best performing SA parameter configurations and their average SR. Average All = 
the average based on the SR of all 14 evaluation compounds; average A = the average based on the SRs of the 
training set representative compounds (A20-A38); and average B = the average based on the SRs of the test set 
representative compounds (B34-B55). †The reported SR was achieved with a manually set T0 value of 13. * 
indicates the default SR achieved with 100 SA runs. ‡ The average values are reported with no standard 
deviations due to their irrelevance (as discussed above). 
Compound SR (%) 
0.02; 
20; 25 
0.27; 
73; 56 
0.27; 
60; 63 
0.27; 
73; 61 
0.27; 
73; 51 
0.25; 
46; 62 
0.25; 
35; 86 
A20 34 88 66 92 90 72 82 
A25 2* 24 10 12 18 26 16 
A28 8 40 32 44 32 30 44 
A29 60 96 94 90 92 82 94 
A30 34 56 41 51 36 26 32 
A32 18 54 48 42 56 48 46 
A34 4 36 26 34 44 24 22 
A38 98 100† 100† 100 100† 98 98† 
B34 50 100 96 100 98 96 98 
B44 8 48 36 52 26 26 32 
B47 14 54 64 64 58 62 62 
B48 4* 12 4 8 14 8 4 
B52 0* 18 8 18 10 16 12 
B55 4 90 96 64 96 90 96 
Average‡ All 24.1 58.3 51.5 55.1 55.0 50.3 52.7 
Average‡ A  32.3 61.8 52.1 58.1 58.5 50.8 54.3 
Average‡ B  13.3 53.7 50.7 51.0 50.3 49.7 50.7 
Median 11 54 44.5 51 50 39 45 
 
4.4.3.3 The γ-carbamazepine exception  
The evaluation of a number of test configurations (derived from irace and/or further manually 
generated) against A38 (γ-carbamazepine) resulted in a success rate of zero. Originally, this 
was attributed to poor performance of the chosen SA parameters. On closer inspection 
108 
 
however, it was noticed that the DASH runs were terminating with very short calculation times. 
For example, the use of both 0.27/60/63 and 0.27/73/56 gave DASH runs that completed in 
just over 2 hours, while the baseline DASH calculations took 17 hours. This abnormality 
prompted further investigations of the problematic configurations and the issue was finally 
traced to an array overflow error in the SA code. This overflow caused T0 to be set (literally) 
to a value of zero, leading to immediate termination of the SA algorithm (i.e. no SA moves 
performed) and invocation of the terminal simplex, which was solely responsible for the DASH 
output 2 value. 
For these cases, a manually set value, T0 = 13, was used instead of the default. SR values 
achieved in such manner are denoted by † in the relevant tables. The T0 value of 13 was selected 
as appropriate for γ-carbamazepine based on observations from the baseline SA runs. 
Since the discovery of the γ-carbamazepine exception, this error has been found with a small 
number of other compounds which do not fall into the scope of this thesis. From these 
examples, it was concluded that the issue is related to the high number of atoms in the 
asymmetric unit, and the crystal symmetry. The SA code has now been patched by CCDC, 
though a more detailed fix remains to be made. The new SA code was tested to ensure it gives 
results comparable with the T0 = 13 DASH runs (see Table 4.18)  
Table 4.18 Comparison between the results the current DASH algorithm and the adjusted DASH algorithm for 
the purpose of A38. 
 DASHoriginal SR (%) DASHadjusted SR (%) 
 0.27; 73; 56 0.27; 60; 63 0.27; 73; 56 0.27; 60; 63 
A34 (Verapamil) 36 26 34 36 
A38 (γ-carbamazepine) 100† 100† 100 98 
† SR achieved with T0 manually set to 13 
4.5 Conclusions 
The irace runs have returned a set of six SA parameter configurations which show significant 
gains in performance (with respect to DASH default SA settings) over the fourteen compounds 
of the evaluation set. These configurations are henceforth referred to as the "aggressive" SA 
parameters sets, or the "aggressive" configurations. The general applicability of these settings 
to the full data set is addressed in Chapter 5. It seems unlikely that any of the selected 
configurations would have been 'chosen' without the use of irace, particularly in light of the 
high CR which features in all six configurations.  
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Multiple linear regression was also employed to try and establish a correlation between the SR 
of a specific compound and the values of the SA parameters, but none could be found.  
Inevitably the work in this chapter has involved some compromises in experimental design in 
order to limit computational requirements. Despite this, the irace calculations alone utilised 
225,000 DASH run requiring approximately 1315 CPU days. Thus whilst it is quite possible 
that better performing configurations may have been identified by more extensive/additional 
irace runs, it can be confidently concluded that the results obtained here are the best attainable 
given the available computing power and time.  
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5.1 Introduction 
This chapter evaluates the performance of DASH with the six aggressive SA parameter 
configurations determined using the irace runs described in Chapter 5. Different performance 
characteristics were considered, with the success rate of crystal structure solution being the 
primary selection criterion. The CPU time required to reach a solution and the accuracy of the 
final crystal structure solutions was also considered, with the overall aim of identifying the best 
performing, general purpose, configuration for future implementation in DASH.  
5.2 Experimental 
The six aggressive SA parameter configurations (CR/N1/N2 = 0.27/73/56, 0.27/73/61, 
0.27/73/51, 0.27/60/63, 0.25/35/86 and 0.25/46/62) were tested against all molecules in the 
FDS. The DASH runs performed using each configuration mirrored the DASH baseline 
calculations, i.e. initially 50 SA runs of 107 steps were performed for all molecules, followed 
by 100 SA runs of 107 steps for the unsuccessful examples. Finally 500 SA runs of 5107 steps 
were carried out for the required compounds.  
To further facilitate the direct comparison of the results, all DASH runs were performed in 
identical manner to those of the baseline, i.e. identical molecular models were used for the 
generation of z-matrices, all torsion angles were freely rotatable (from 0o to 360o) during the 
SA calculations, the same random seeds values were used and a value of one was selected for 
the 2 multiplier to ensure all SA moves are executed. As such, any observed changes in SR 
are a consequence of the SA parameter configuration13. 
To accelerate the identification of successful solutions, the highest 2 value deemed to be 
successful for the baseline runs was used as a guideline. For example, a 2 upper limit of 35 
for compound A34 meant that when evaluating the results of the aggressive parameter runs, all 
DASH solutions of 2 up to 35 were automatically accepted as successful; any solutions with 
2 slightly greater than 35 were examined against the reference crystal structure. 
5.3 Results 
Table 5.1 and Table 5.2 summarise the results achieved with the six aggressive configurations. 
The colour coding of the SR results used in Chapter 4 was found to be particularly helpful in 
                                                 
13 Bearing in mind the stochastic nature of the SA.  
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identifying the best performing configurations, and as such was also applied to the results 
reported here. 
Table 5.1 A summary of the SRs achieved with the six aggressive SA parameter configurations, against the 
FDS, based on the 50 and 100 SA runs. * indicates the SR achieved with 100 SA runs. † indicates SRs achieved 
with T0 manually set to 13 (as discussed in Section 4.4.3.2). 
No 
Default 
DASH 
0.27; 
73;56 
0.27; 
73;61 
0.27; 
73;51 
0.27;  
60; 63 
0.25; 
 35; 86 
0.25;  
46; 62 
A1 100 100 100 100 100 100 100 
A2 100 100 100 100 100 100 100 
A3 100 100 100 100 100 100 100 
A4 100 100 100 100 100 100 100 
A5 100 100 100 100 100 100 100 
A6 100 100 100 100 100 100 100 
A7 48 78 78 70 62 58 74 
A8 100 100 100 100 100 100 100 
A9 100 100 100 100 100 100 98 
A10 100 100 100 100 100 100 100 
A11 100 100 100 100 100 100 100 
A12 100 100 100 100 100 100 100 
A13 78 98 98 96 94 94 92 
A14 96 100 100 100 100 100 100 
A15 100 100 100 100 100 100 100 
A16 42 74 96 82 86 82 90 
A17 100 100 100 100 100 100 100 
A18 4 6 8 4 2 6 2 
A19 14 12 10 14 14 12 24 
A20 34 88 92 90 66 82 72 
A21 56 78 98 92 86 74 78 
A22 28 74 86 70 62 64 52 
A23 54 92 88 70 72 82 76 
A24 50 84 92 78 80 86 80 
A25 2* 24 12 18 10 16 26 
A26 1* 10 6 12 4 12 2 
A27 78 96 98 100 98 100 98 
A28 8 40 44 32 32 44 30 
A29 60 96 90 92 94 94 82 
A30 34 56 50 36 41 32 26 
A31 16 20 28 18 16 22 20 
A32 18 54 42 56 48 46 48 
A33 14 40 32 60 52 38 38 
A34 4 36 34 44 26 22 24 
A35 14 48 36 24 44 20 12 
A36 46 72 76 68 66 62 62 
A37 0* 1* 0* 1* 0* 0* 1* 
A38 98 100† 100† 100† 100† 98† 98 
A39 1* 4 2 4 2 2 2 
A40 0* 4 2 2 2 2 0 
B1 92 100 100 100 100 100 100 
B2 100 100 100 100 100 100 100 
B3 100 100 100 100 100 100 100 
B4 100 100 100 100 100 100 100 
B5 100 100 100 100 100 100 100 
B6 100 100 100 100 100 100 100 
B7 100 100 100 100 100 100 100 
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No 
Default 
DASH 
0.27; 
73;56 
0.27; 
73;61 
0.27; 
73;51 
0.27;  
60; 63 
0.25; 
 35; 86 
0.25;  
46; 62 
B8 100 100 100 100 100 100 100 
B9 100 100 100 100 100 100 100 
B10 100 100 100 100 100 100 100 
B11 100 100 100 100 100 100 100 
B12 96 100 78 100 78 96 100 
B13 100 100 100 100 100 100 100 
B14 100 100 100 100 100 100 100 
B15 66 98 96 86 86 88 78 
B16 100 100 100 100 100 100 100 
B17 100 100 100 100 100 100 100 
B18 70 100 98 98 96 94 92 
B19 100 100 100 100 92 100 100 
B20 100 100 100 100 100 100 100 
B21 44 60 74 84 56 52 56 
B22 100 100 100 100 100 100 100 
B23 98 100 100 100 100 100 100 
B24 96 98 98 96 98 100 98 
B25 100 100 100 100 100 100 100 
B26 84 98 98 100 96 90 90 
B27 44 78 82 66 74 78 70 
B28 100 100 100 100 100 100 100 
B29 92 100 100 100 100 100 100 
B30 64 98 96 92 100 88 90 
B31 58 50 74 66 66 54 54 
B32 100 100 100 100 100 100 100 
B33 100 100 100 100 100 100 100 
B34 50 100 100 98 96 98 96 
B35 14 48 54 44 40 30 48 
B36 4 12 6 12 4 6 6 
B37 12 30 38 22 16 26 20 
B38 36 76 60 56 66 70 60 
B39 4 14 24 22 12 14 14 
B40 8 26 18 26 30 18 16 
B41 98 100 100 98 100 100 98 
B42 20 44 56 42 46 34 34 
B43 12 32 28 16 22 22 32 
B44 8 48 52 26 36 32 26 
B45 14 54 40 52 68 48 56 
B46 4 70 60 50 60 58 50 
B47 14 54 64 58 64 62 62 
B48 4* 12 8 14 4 4 8 
B49 0* 1* 0* 0* 0* 0* 0* 
B50 0* 0* 0* 1* 2 1* 0* 
B51 1* 6 6 20 10 14 10 
B52 0* 18 18 10 8 12 16 
B53 2 22 38 44 46 36 26 
B54 0* 1* 14 2 2 8 2 
B55 4 90 64 96 96 96 90 
B56 0* 0* 0* 0* 0* 0* 0* 
B57 0* 0* 0* 0* 0* 0* 0* 
B58 78 100 96 100 100 100 96 
B59 0* 0* 0* 0* 0* 0* 0* 
B60 0* 1* 0* 1 1* 6 1* 
B61 0* 0* 0* 0* 0* 0* 0* 
 
115 
 
Table 5.2 A summary of the SRs achieved with the six aggressive SA parameter configurations, against the 
FDS, based on the 500 SA runs. The SR given in brackets are based on the 100 SA runs as given in Table 5.2. 
IF FDS = improvement factor calculated against the FDS; IF DoF≥14= improvement factor based on 
compounds with DoF≥14. The IFs have been calculated based on the results given in both Table 5.1 and 5.2. 
Note the cases which were not solved with the default DASH parameters (i.e. 0% SR), but have been solved 
with one or more of the aggressive parameter settings; their best improvement factor is technically infinite, but 
here has been capped at 100; when SR achieved with different number of SA moves were compared, the IF was 
calculated based on the number of SA steps required to reach a solution.. 
No 
Default 
DASH 
0.27; 
73;56 
0.27; 
73;61 
0.27; 
73;51 
0.27;  
60; 63 
0.25; 
 35; 86 
0.25;  
46; 62 
A37 0 (1) 1.6 (1) 0.8 0.4 (1) 
A40 0.2 (4) (2) (2) (2) (2) 0.2 
B49 0 (1) 0.6 0 0.4 0.4 0.2 
B50 0.2 0.4 0.6 (1) (2) (1) 0.2 
B52 9.4 (18) (18) (10) (8) (12) (16) 
B54 2 (1) (14) (2) (2) (8) (2) 
B56 0 0 0 0 0 0 0 
B57 0 0.4 0 0.2 0.4 0 0 
B59 0 0.2 0.4 0.2 0.2 0.6 0 
B60 0.4 (1) 3.4 (1) (1) (6) (1) 
B61 0 0 0 0 0 0 0 
IF FDS n/a 7.44 6.13 6.34 7.26 6.87 4.22 
IF DoF≥14 n/a 13.67 11.05 11.47 13.32 12.54 7.30 
 
5.4 Discussion 
The various criteria used in assessing DASH performance discussed below in order to establish 
the best performing SA parameters configuration and its improvement factor. 
5.4.1 Success rate improvements 
All six configurations showed an excellent overall SR improvement, demonstrated by their 
improvement factors. It is important to note than when considering the FDS, structures which 
had a SR of 100% under baseline conditions were also included in improvement factor 
calculations, even though no improvement was possible, thus reducing the overall average 
value. When only compounds with DoF > 14 are considered, the average improvement factor 
nearly doubles for all configurations. These latter values are considered to be more relevant 
measure of the improvement gain, especially given the aims of the thesis. It should, of course, 
be remembered that this average can be considered to be somewhat skewed by the inclusion of 
the (capped) factor of 100 improvement assigned to those structures that solved under 
aggressive settings whilst failing to solve under defaults. 
An alternative way of looking at the results is to consider the average SR (rather than 
improvement factor) of each subset of the FDS, calculated for all six configurations (Table 
5.3). Presenting the improvements in this way avoids the issue of calculating a SR 
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‘improvement’ when the baseline SR is zero.  That said, it lessens the scientific significance of 
a transition from zero SR (i.e. no solution) to a non-zero SR (i.e. a solved crystal structure).  It 
is also notable that the improvements observed over the training and test sets are very similar, 
providing reassurance that the performance of the configurations is not biased toward instances 
used during the optimisation i.e. training set.  
Table 5.3 The average SR of the structural complexity groups. The values given have been based on the SRs 
achieved with up to the 100 SA runs. Please note that the average SRs were calculated by omitting all entries of 
100% success. † The standard deviations have been omitted as were found to be irrelevant (as discusses in 
Chapter 4). 
Configuration Sum of SRs Median SR Average†  
 FDS (%) 
SR Average †  
Training Set (%) 
SR Average†  
Test Set (%) 
Default 5589 58 32.67 33.26 32.28 
0.27; 73;56 6924 96 51.82 53.04 50.98 
0.27; 73;61 6936 96 52.00 53.5 50.95 
0.27; 73;51 6831 98 50.46 51.18 49.95 
0.27; 60; 63 6730 86 50.44 48.54 51.78 
0.25; 35; 86 6677 88 48.19 47.93 48.38 
0.25; 46; 62 6602 90 48.56 50.25 47.38 
 
Of particular interest are all compounds which, during the baseline calculations, required 500 
SA runs in order to solve i.e. A40, B50, B52, B54 and B60. All of these returned a solution 
within the first 100 SA runs with the aggressive configurations, a remarkable improvement in 
performance. Furthermore, four of the six previously unsolved compounds (A37, B49, B57 
and B59) now returned a solution, with only B56 and B61 remaining unsolved.  
A close inspection of the best aggressive DASH solution for B56 (profile 2 value of 126 vs. 
Pawley 2 = 43) shows that it is actually a potential solution. The crystal structure overlay 
(performed with Mercury) confirms that the correct positions of all of the fragments have been 
found (Figure 5.1); the orientation of the carvedilol molecule is also accurate, and its adopted 
conformation is close to the reference one, apart from the flipped Bz-O-Me end group. For the 
purpose of this work however, the solution was considered not to meet the strict solution 
criteria and was classified as a failure. Nevertheless, the best solution is undoubtedly a 
significant improvement on the best baseline solution (profile 2 = 210) which did not display 
any chemical sense (Figure 5.2). 
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Figure 5.1 Overlay of the best aggressive DASH solution and the reference crystal structure (green) 
 
Figure 5.2 The best baseline DASH solution of B56. 
The crystal structure of B61 still remains unsolved. Its chances of successful crystal structure 
solution are further discussed in Section 5.4.4. 
Considering the results of Table 5.3, two configurations 0.27/73/56 and 0.27/73/61 were 
selected as best performing. Their improvements, however, were very similar and did not allow 
one to be chosen as best performing. As such, the number of highest SRs achieved oved the 
FDS of the two configurations were taken into account (highlighted in Table 5.1 and Table 5.2; 
summarised in Table 5.4) and the 0.27/73/56 SA parameter set was selected for future DASH 
usage. 
Table 5.4 A summary of the performance improvements of the 0.27; 73; 56 and 0.27; 73; 61 configuration. 1st, 
2nd and 3rd denote the rank of SR improvement, whist the ‘Total’ gives the value of improvements observed (the 
sum of top 3 ranked). 
0.27; 73; 56 0.27; 73; 61 
1st 2nd 3rd Total Reduced 1st 2nd 3rd Total Reduced 
27 16 12 55 2 27 15 4 46 2 
 
118 
 
The number of instances where a small reduction in the SR was observed with the aggressive 
parameters was considered insignificant (e.g. A19 default SR = 12, aggressive SR = 10; B31 
default SR = 58, aggressive SR = 50). 
5.4.2 Gains in calculation times 
In an industrial context, the time taken to achieve a crystal structure solution is important; a 
quick solution will allow further developments that are based on the 3D crystal structure to 
take place. Thus far, the increase in SR has been used as the primary measure of the improved 
DASH performance, but here we consider the reduction of overall calculation times and the 
way in which this is achieved.  
1) Total number of SA runs required. The increased SR achieved with the aggressive 
parameters inevitably implies that fewer SA runs are needed in order to return sufficient 
successful solutions to conclude that the crystal structure has been solved. This reduces the 
required CPU time for crystal structure determination. Obvious examples include A25, 
A26, A39, B48 and B51, for which 100 SA runs were needed with the default DASH 
settings, and only 50 SA runs with the aggressive configurations. Even with compounds 
solvable within the initial 50 SA runs on defaults, improvements are still seen with the 
aggressive parameters (e.g. B44-B47, Table 5.5). 
Table 5.5 Default and aggressive SRs achieved for compounds B44-B47.  
No Default 
DASH 
0.27; 
73;56 
0.27; 
73;61 
B44 8 48 52 
B45 14 54 40 
B46 4 70 60 
B47 14 54 64 
 
Taking B44 as an example, the number of runs needed to guarantee a likely structure 
solution is reduced by a factor of five. 
2) The number of SA steps. A number of complex crystal structures, such as the 
aforementioned A40, B52, B54, and B60, have seen a significant reduction in the number 
of steps required to achieve a solution. Taking ornidazole (A40) as an example, a solution 
on defaults was only achieved when 5107 steps were employed. In contrast, with the 
aggressive parameters, 1107 SA steps proved sufficient. The combination of this reduction 
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and the decreased number of SA runs cuts the solution time from 29 days to only 14 hours 
of CPU time.  
3) The number of steps required to reach a pre-defined 2 value (the 2 multiplier). Thus 
far, all DASH calculations have been carried out with the 2 multiplier set to 1, ensuring 
that all of the set number of SA moves are always performed. In practice, setting this 
multiplier to a higher value (e.g. 3-5) can further reduce the calculation times, by engaging 
a simplex minimisation when 2SA  Multiplier  2Pawley. As employing the aggressive 
settings means that lower values of 2SA are more likely to be achieved earlier (as a direct 
result of the high cooling rate) then one might expect this to lead to substantial gains in 
time. This hypothesis was tested for a 2 multiplier of 5 using both default and aggressive 
settings against three test structures.  
Table 5.6 Calculation times for B45-B47 as a function of the 2 multiplier = 5. 
 Default 
SR (%) 
Default DASH 
CPU time 
Aggressive 
SR (%) 
Aggressive DASH 
CPU time 
B45 14 4hrs 50 mins 54 3 hrs 24 min 
B46 4 4hrs 31 mins 70 3 hrs 18 min 
B47 14 2hrs 14 mins 54 1 hr 22 mins 
 
Clearly the improved SRs are maintained and gains in speed are realised. 
5.4.3 Crystal structure solution accuracy 
The accuracy of the crystal structure solution is another factor of importance. As expected, 
with the aggressive settings the best DASH solutions retained their good agreement with the 
reference structures and a small number of structures saw an improvement in the accuracy. In 
the case of B60, a reduction in profile 2 from 5.94 to 5.35 resulted in improvement in the 
RMSD value from 0.498 Å to 0.225 Å. An even more pronounced improvement was observed 
for A40 where the reduction in the profile 2 from 74 to 30 manifested itself in a significantly 
better overlay with the reference crystal structure (RMSD reduction from 0.296 Å to 0.075 Å) 
(Figure 5.3). 
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a)   b)  
Figure 5.3 Crystal stucture overlay of the reference A40 crystal ctructure (in green) and: a) the best baseline DASH 
solution (Default RMSD = 0.296 Å); b) the best aggressive DASH solution (Aggressive RMSD = 0.075 Å). For 
clarity only one ot the three ornidazole molecules are shown, which is representative of the GoF for all three 
molecules in the assymetric unit cell. Hydrogen atoms have been omitted.  
B56, discussed in Section 5.4.1 can also be considered here, as the accuracy of the best 
aggressive DASH solution is markedly superior to the best baseline DASH solution, as clearly 
demonstrated by Figure 5.1 and Figure 5.2.  
5.4.4 Statistical Analysis 
An ELO analysis was performed for the 0.27/73/56 configuration, following the same approach 
used in the baseline DASH analysis. 
First the ELO calculations were performed against the total DoF, resulting in the correlation 
given in Equation 5.1 and Figure 5.4 (R2 factor of 51.7). 
 
𝐸𝐿𝑂 = 𝑙𝑛((𝑆𝑅 + 0.5) (100 − 𝑆𝑅 + 0.5⁄ )) = 7.013 − 0.329 × 𝐷𝑜𝐹𝑡𝑜𝑡𝑎𝑙 Equation 5.1  
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Figure 5.4 The aggressive ELO model based on the total DoF (solid green line). The observed aggressive SRs are 
shown in blue with increasing opacity with increased number of examples. 
The model, just as with the one of the baseline DASH performance, overestimates the actual 
SRs, but nevertheless describes the general trend in SR reduction. A comparison of the ELO 
models of the default and aggressive DASH parameters, based on the total DoF, clearly 
demonstrates the ‘shift’ in SRs (Figure 5.5). Especially worth nothing, is that based on this 
model, the SR achieved with the aggressive settings is expected to fall below 1% only after 35 
DoF. Of course, this model is only a general description of the SR trend and better estimates 
were expected with the more flexible ELO model, which take into account the different 
components of the DoF. 
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Figure 5.5 Comparison of the default (purple) and aggressive (orange) ELO models based on the total DoF. 
The ELO analysis carried out against all three components of the DoF showed, as expected, 
the orientational DoF to be insignificant in the description of the SR model (Table 5.7) and as 
such these were excluded in the final ELO calculations. 
Table 5.7 Regression analysis of the aggressive ELO vs. positional, orientational and torsional DoF. 
Term F-value p-value 
Regression 39.86 0 
Positional DoF 12.94 0 
Torsional DoF 87.18 0 
Orientational DoF 1.01 0.317 
 
Finally, the ELO model of the SR change as a function of the number of positional and torsional 
DoF is described by Equation 5.2 and its calculated SR pattern is illustrated in Figure 5.6 (R2 
factor of 54.75). 
𝐸𝐿𝑂 = 𝑙𝑛((𝑆𝑅 + 0.5) (100 − 𝑆𝑅 + 0.5⁄ ) 
= 6.471 − 0.3706 ×  𝐷𝑜𝐹𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝑎𝑙 − 0.4148 ×  𝐷𝑜𝐹𝑡𝑜𝑟𝑠𝑖𝑜𝑛𝑎𝑙 
 
Equation 5.2 
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Figure 5.6 The aggressive ELO model based on the positional and torsional DoF (red). The observed SRs are 
given in blue. The depth of shading of each point is proportional to the number structures representative of a 
particular DoF. 
Again, comparison of the baseline and aggressive DASH parameter models demonstrates the 
‘shift’ in SR performance (Figure 5.7). Of particular interest is the data-point corresponding to 
28 DoF (shown in box in Figure 5.7), with a predicted SR of approximately 60%. When all 
compounds of 28 DoF are considered (Table 5.8), it can be seen that the aggressive ELO model 
does a better job of accounting for the unexpectedly high SRs observed for A38 and B55. 
Interestingly, it also reflects the increased difficulty encountered when solving problems that 
involve larger numbers of torsion angle. 
0
10
20
30
40
50
60
70
80
90
100
0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40 42 44 46 48 50
S
u
cc
es
s 
R
a
te
 (
%
)
DoF
124 
 
 
Figure 5.7 Comparison of the default (purple) and aggressive (orange) ELO models based on the positional and 
torsional DoF. The depth of shading of each point is proportional to the number structures representative of the 
particular DoF. 
 
Table 5.8 Calculated and experimental SRs of the compounds with 28 DoF. The SRs denoted with * are a result 
of the 500 SA runs. 
Data Set No DoF total DoF positional DoF torsional SRaggressive 
experimental 
SRaggressive 
calculated 
A38 28 12 4 100 59 
A39 28 12 4 4 59 
B55 28 12 4 90 59 
B56 28 9 10 0 * 27 
B57 28 3 22 0.4 * 2 
 
The large difference between the predicted and observed SR of A38 and A39 is also notable; 
it is not obvious why such a remarkable difference in their SR would be observed for two 
'identical' problems in terms of their parameterisation. Similar to A29 and A30 (discussed in 
Chapter 3), both A38 and A39 crystallise in the same space group (P1̅), were Pawley-fitted to 
the comparable resolution (minimum d-spacing) and had a similar number of extracted 
intensities. The only obvious difference is that the data of A38 were collected with synchrotron 
radiation (λ=0.51561Å), which whilst beneficial (particularly the improvements in angular 
resolution), is unlikely to be the only factor able to account for such a difference in SR.  
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Revisiting the crystal structure of B61, which still remained unsolved, the ELO model predicted 
that the chance of success with the best aggressive configuration are increased by a factor of 
almost 10, though this still equates to 330 days of CPU time for this particular problem. Whilst 
this is a significant reduction relative to the predictions for the default SA settings, it was not 
possible to check this prediction in the time-frame of this work. 
5.5 Conclusions 
Significant overall improvements in SR were observed with the six selected SA parameters 
configurations; two sets (0.27/73/56 and 0.27/73/61) were particularly effective and one 
(0.27/73/56) was selected for future use in DASH, due to its best overall improvement in SR. 
The solution of four previously intractable crystal structures (A37, B49, B57 and B59) was 
also achieved with the selected 0.27/73/56 configuration.  
The significance of these results lies in the fact that this remarkable improvement in 
performance has been achieved merely by adjusting the SA control parameter values, with no 
changes to the underlying SA algorithm. The contribution of irace (López-Ibáñez et al., 2011) 
in deriving the aggressive SA parameter configurations cannot be underestimated. It is highly 
unlikely that a set of control parameters which included such a high cooling rate would have 
been considered for the manual selection. Importantly, the selected aggressive configuration 
(and in fact any of the six aggressive configurations) can be utilised immediately by manually 
entering the appropriate parameter values in DASH (in the ‘SA options’ window). Options of 
its integration in the core SA code are also currently being considered by the CCDC14. 
 
5.6 References 
 
López-Ibáñez M, Dubois-Lacoste J, Stützle T and Birattari M (2011) The irace package, Iterated Race 
for Automatic Algorithm Configuration. Université libre de Bruxelles, IRIDIA, 
TR/IRIDIA/2011-004, Belgium, http://iridia.ulb.ac.be/irace/, Oct 2015 
 
                                                 
14 The CCDC is the current distributor and developer of the DASH software. 
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6 Exploiting prior conformational knowledge 
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6.1 Introduction 
Global optimisation (GO) based methods of crystal structure determination use a significant 
amount of prior chemical knowledge explicitly; Well-defined bond lengths and angles are 
typically held rigid in global optimisation and so the method incorporates prior knowledge 
implicitly. Furthermore, certain parts of molecules (for example cyclic assemblies) are often 
treated as rigid. Typically, however, rotatable bonds are allowed to flex, thus conformational 
space is treated as a continuum rather than a sequence of isolated conformations. However, the 
conformation of the molecule (as defined by the variable torsion) is rarely utilised15, regardless 
of its availability, and as such each of these torsion angles is allowed to vary freely in the range 
of 0° - 360°. 
The use of prior conformational knowledge as constraints during the crystal structure solution 
process has been previously recognised (as discussed in Chapter 1) and has found particular 
utility in macromolecular crystallography. For example, a protein molecule from a known 
crystal structure is often used as a starting point for the crystal structure refinement of a distinct, 
but closely related structure [see for example Scapin (2013) and DiMaio et al. (2011) and 
references therein]. However, in the area of small molecule crystallography, and in particular 
SDPD, conformational information has not been routinely employed, despite the fact that some 
work has demonstrated that it can be beneficial (CCDC; Cole et al., 2014; Florence et al., 2005; 
Middleton et al., 2002). Generally, however, this evidence base is not strong, consisting of 
isolated examples and lacking quantitative assessment of any gains that are to be achieved. 
With increasingly more complex crystal structures being of academic and commercial interest, 
it is therefore timely to re-visit the potential of exploiting conformational knowledge in a more 
systematic and wide-ranging study, to see if it can build upon the improvements reported in 
Chapter 5. 
Of particular interest is the easily accessible16 conformational information obtainable from 
the ca. 750,000 crystal structures deposited in the Cambridge Structural Database (CSD). All 
the tools necessary to search, retrieve and analyse the structures from which relevant 
molecular geometry information is derived are provided with the Cambridge Structural 
Database System (CSDS). This information is potentially exploitable by any SDPD software 
that can incorporate it. In the specific case of DASH, each of the variable torsion angles can 
                                                 
15 Usually except double and triple bonds. However, in this work all bonds were allowed to rotate freely 
16 In the sense that there is no need to perform additional practical experiments e.g. SS-NMR 
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be described in four ways prior to invoking the SA process:  
a) a torsion angle is fully flexible (i.e. allowed to vary in the range 0° - 360°) 
b) the torsion angle is allowed to vary in the range 0° - 360°, but sampling of the angular 
space is somehow biased 
c) a torsion angle is varied only within a confined, user-specified 17 range 
d) an explicit single value for a torsion angle can be entered  
If the exact values of all variable torsion angles are known in advance, then the problem of 
solving the crystal structure is reduced to one of only finding the position and orientation of 
the molecule in the unit cell, a computationally much simpler problem. The exact conformation 
of the molecule under study is, however, rarely known in advance and the less restrictive 
options (b) and (c) are more suitable for introducing prior conformational knowledge. Methods 
of utilising the CSD-derived information in this way are provided by the Mogul and Mogul 
distribution bias (MDB) approaches, both of which have already been implemented in DASH 
and distributed as part of the CSD system package. The differences between these two 
approaches, and a further novel approach to introducing conformational knowledge, are 
discussed below. 
6.1.1 Mogul and Mogul distribution bias (MDB) 
Mogul is a knowledge-based library of molecular geometries derived from the CSD. It derives 
information on intramolecular geometric patterns from CSD entries and displays the results as 
histograms with a figure of merit and additional statistics. Taking the C6-C5-O2-C20 torsion 
angle of verapamil HCl as an example, the Mogul distribution (based on ca. 11,100 CSD 
deposited crystal structures) shows that this angle is most likely to adopt a value in the range 
0˚ and 20˚ (populated by ca. 10,500 of the entries) (Figure 6.1). 
                                                 
17  Either manually or automatically introduced 
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Figure 6.1 The Mogul-derived distribution of the C6-C5-O2-C20 torsion angle based on the CSD entries.  
The information contained in the distribution can be utilised in two ways within DASH: 
1) Mogul. During the SA, the most likely torsion angle ranges from a series of discrete 
constraints. For example, in the case of the C6-C5-O2-C20 torsion angle of verapamil HCl, 
only values in the ranges of 0˚ to +20˚ and -20˚ to 0˚ are permitted18 (Figure 6.2). Such a 
reduction in search space of one torsion angle is not expected to have a notable impact on 
the overall SR of verapamil HCl, but if similar Mogul-derived restrictions are applied 
across all of the 14 variable torsions in the molecule, the total search space remaining is 
closer to that occupied by only 5 freely rotating torsion angles. This approach has been 
shown to result in a notable improvement of the SR (CCDC; Florence et al., 2005). 
                                                 
18 Note that for this particular example, the two ranges are adjacent and so effectively form a single range spanning 
-20° to +20°, restricting the methyl group to be either 20° above or below the plane of the benzene ring 
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Figure 6.2. The modal ranges of constraint/s as applied by Mogul. Here the user has the option to change the 
values of the ranges. 
 
2) MDB. MDB is a complementary method of exploiting the Mogul-derived conformational 
information. Here, the Mogul distribution obtained for a torsion angle is used to bias the 
SA sampling towards torsion angle values that lie within that probability distribution. The 
feature which clearly distinguishes MDB from the Mogul approach is that here the 
sampling is more continuous than discrete. During the SA, the full 0° - 360° range is still 
sampled, but the probability of a value being selected is scaled according to its frequency 
of observation in the Mogul distribution. Considering again the C6-C5-O2-C20 torsion angle, 
the MDB is applied in the following form: 
4.6355  MDB  -180  180  18  8072 2245 446 113 34 18 9 10 10 9 15 18 28 15 14 16 14 14 
where the initial torsion angle value is given first, followed by the instruction to use MDB, the 
minimum and maximum angular values, the number of bins in the histogram and finally the 
number of observations in the bin. Therefore during the SA calculation, the probability of 
sampling a torsion angle value in the first bin is approximately 576 times higher than that of 
sampling a value in the last bin.  
 
The two approaches therefore introduce the same underlying information in subtly different 
ways, resulting in the different exploration of 2 space during the SA. Importantly, the DASH-
Mogul interface is already in place, allowing a rapid and straightforward transfer of the Mogul-
derived conformational data into DASH. (Figure 6.3). The use of MDB is fully automated, 
whilst Mogul permits some user intervention. 
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Figure 6.3 The 'parameter bounds' window of DASH. Mogul constraints are applied as modal distributions for 
each of the torsion angles, with the use of the “Modal” option. 
 
6.1.2 Likely conformers as constrained starting models 
The generation of likely 3D conformers plays an important role in the area of drug design 
(Davies and Richards, 2002; Good et al., 2001; Murray and Cato, 1999; Musafia and 
Senderowitz, 2010) and as such numerous conformer generation packages have been 
developed, including VConf (Chang and Gilson, 2003), Confab (O'Boyle et al., 2011), 
OMEGA (Hawkins and Nicholls, 2012), and Frog (Leite et al., 2007).  Each adopts a distinct 
approach to conformer generation, and many attempt to identify low-energy conformers as 
those most likely to be observed in nature.  
In this work, a CSD-based conformer generator (0.9.3) was employed to output an ensemble 
of likely conformers based on observed crystal structures, rather than on energy. The conformer 
generator has been developed at the CCDC and is becoming part of the academic CSD system 
(November 2015 release). The process starts with a 3D representation of the molecule (Figure 
6.4), the bond lengths and angles of which are optionally optimised against likely values taken 
from Mogul using gradient-based minimisation. The molecule is then split into a number of 
components connected by rotatable bonds, and a CSD distribution derived for each. 
Conformers are generated based on these CSD distributions, and the final set of n conformers 
is filtered down using a clustering algorithm which eliminates similar conformations with 
respect to their distance matrix RMSD. By default, up to 200 conformers are generated, with 
the option for this value to be defined by the user. 
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Figure 6.4 Conformer generator (0.9.3) workflow (CCDC, 2015) 
Following the generation of the likely conformers, each one is used as a semi-rigid19 starting 
model in the SA. A representation of the work-flow created to utilise these conformers is given 
in Figure 6.5. If one assumes that the conformation of a given conformer is close to that 
observed in the crystal structure to be solved, a successful solution should be attainable with a 
short number (relative to the normal fully flexible model) of SA runs each of which performs 
a fraction of the 107 SA moves usually employed. As such, this approach is expected to result 
in gains in calculation time, rather than increase in the SR, which constituted the primary 
measure of improvement in previous chapters.  
 
 
 
                                                 
19 The definition of 'semi-rigid' is that each torsion angle is constrained during the SA to lie ±x° from its conformer 
value, where x is a small value e.g. 20.  This is discussed further in Section 6.1.2. 
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Figure 6.5 The use of likely conformers as constrained starting models to solve crystal structures from powder 
diffraction data with DASH. (*) denotes that constrains were applied during the SA. 
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6.2 Experimental 
6.2.1 Mogul and MDB 
Compounds with a default SR lower than 60% were selected for the evaluation of Mogul and 
MDB. Following the methodology used with the baseline and aggressive DASH calculations, 
50 and 100 SA runs of 1  107 moves were initially performed, followed by 500 SA runs of 5 
 107 moves with compounds for which no successful solution was observed in the initial 100 
SA runs.  The 2 multiplier was set to one, and the values of the random seeds were selected 
as described for the baseline DASH runs (Chapter 3). The option to change any torsion ranges 
derived by Mogul was not used.  
6.2.2 Likely conformers as constrained starting models 
Ten compounds were selected for the evaluation of this approach: 4 representatives of crystal 
structures which display very low SRs with 50 and 100 SA runs (A25, A34, B53 and B54); and 
the 6 compounds for which a solution was not reached with the default SA parameters (Table 
6.1).  
200 conformers were generated for each of the 10 compounds, with the use of the CSD 
Conformer Generator 0.9.3, using its default settings. The input ".mol2" files required were 
generated from the reference crystal structures with the use of Mogul. 
The execution of the DASH runs, of each conformer ensemble, was facilitated by a command-
line driven python script – FDASH (Spillman, 2014). FDASH starts by dividing the ensemble 
of 200 into individual conformers, which are converted into z-matrices with the use of the 
makezmatrix.exe program supplied as part of DASH. A DASH batch file (dbf) is then created 
for each of the z-matrices, with a user defined number of SA runs and moves (see Table 6.1 for 
the number of SA runs/steps per conformer). 
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Table 6.1 FDASH runs performed with the selected 10 compounds. 
No SA runs per 
conformer 
SA 
moves 
A25 
2 5105 
3 3105 
5 5105 
A34 
2 5105 
3 3105 
5 5105 
B53 2 5105 
 5 5105 
 5 5106 
B49 2 5106 
B54 2 5106 
A37 5 8106 
B56 5 8106 
B57 5 8106 
B59 5 8106 
B61 5 8106 
 
All of the above DASH runs were performed with a ±20º allowed angular range around each 
conformer torsion angle value, a 2 multiplier of 1 and the usual simplex calculation at the end 
of each SA run. The ‘fine control of torsion angle tolerance’ option in FDASH, which allows 
different angular ranges to be input for individual torsion angles, was not used. Additional 
fragments of the asymmetric unit cell (e.g. counter-ions and solvates) were treated in the same 
way as in normal DASH runs. 
6.3 Results 
6.3.1 Mogul and MDB 
The results of the 50 and 100 SA runs are given in Table 6.2, whilst Table 6.3 summarises the 
outcomes of the 500 SA runs. Both tables also include information on the accuracy of the 
Mogul-derived information. Of the 453 variable torsion angles present in the molecules 
studied;  
(a) 309 were constrained to ranges that spanned the values observed in the reference crystal 
structures 
(b) 49 were constrained to ranges which did not span the values observed in the reference 
crystal structures.  
(c) 95 could not be constrained based on CSD observations (see Section 6.1.2 for further 
discussion).  
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Table 6.2 Mogul and MDB results based on the 50 and 100 SA runs using default and aggressive parameters. SRs denoted § are a result of MDB constraints based on 7 CSD 
entries, rather than the usual 10, due to insufficient CSD entries. † denotes the SR achieved with 100 SA runs. Ncorrect= number of torsions where observed torsion angle 
values are within the constrained range; Nincorrect= number of torsions where observed torsion angle values are outside the constrained range; Nno_recom= number of torsions for 
which no recommendation was made. Nfilter = number of torsion angles filtered by Mogul. Note that the average improvement factor does not include the Table 6.3 values. 
The improvement factor for aggressive versus default settings (13.7) was discussed in Chapter 5.  
No DoFTotal DoFtorsion Ncorrect Nincorrect Nno_recom Nfilter Default 
SR(%) 
MogulDefault 
SR(%) 
MDBDefault 
SR(%) 
Aggressive 
SR(%) 
MogulAggressive 
SR(%) 
MDBAggressive 
SR(%) 
A7 10 4 3 0 1 0 48 86 100 78 98 100 
A16 13 7 2 2 0 3 42 76 60 74 92 94 
A18 14 8 7 0 0 1 4 20 30 6 24 32 
A19 14 8 4 0 2 2 14 36 68 12 18 44 
A20 15 9 6 0 3 0 34 68 70 88 92 88 
A21 15 6 5 1 0 0 56 72 52 78 96 86 
A22 16 10 8 2 0 0 28 74 82 74 94 98 
A23 16 7 6 0 1 0 54 84 78 92 98 94 
A24 16 4 2 1 1 0 50 30 26 84 44 48 
A25 17 11 7 1 2 1 2† 4 12 24 4 6 
A26 17 11 8 2 0 1 1† 8 4 10 30 2 
A28 18 3 2 0 1 0 8 36 28 40 54 48 
A30 18 6 4 0 1 1 34 20 18 56 56 20 
A31 18 12 6 0 3 3 16 6 6 20 16 12 
A32 20 8 8 0 0 0 18 38 48 54 74 70 
A33 20 5 3 1 1 0 14 24 44 40 62 84 
A34 22 14 12 1 1 0 4 26 18 36 60 28 
A35 24 6 0 1 1 4 14 2 14 48 16 70 
A36 24 12 5 5 2 0 46 56 82 72 80 98 
A37 25 13 7 0 3 3 0 0 1† 1† 0† 0† 
A39 28 4 1 3 0 0 1† 2† 0† 4 2† 4 
A40 30 12 12 0 0 0 0† 0† 0† 4 0† 0† 
B21 10 4 0 0 2 2 44 90 76§ 60 96 96§ 
B27 12 3 3 0 0 0 44 92 88 78 100 100 
B31 13 7 3 1 3 0 58 92 92 50 98 96 
B34 14 8 6 0 2 0 50 72 94 100 100 100 
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No DoFTotal DoFtorsion Ncorrect Nincorrect Nno_recom Nfilter Default 
SR(%) 
MogulDefault 
SR(%) 
MDBDefault 
SR(%) 
Aggressive 
SR(%) 
MogulAggressive 
SR(%) 
MDBAggressive 
SR(%) 
B35 14 8 8 0 0 0 14 100 92 48 100 100 
B36 14 8 7 0 0 1 4 30 44 12 84 44 
B37 14 8 7 0 0 1 12 100 96 30 100 100 
B38 14 8 7 0 0 1 36 100 98 76 100 100 
B39 14 8 7 0 1 0 4 94 68 14 98 96 
B40 14 8 7 0 1 0 8 100 90 26 100 96 
B42 14 5 1 2 2 0 20 2 6 44 42 6 
B43 16 7 4 2 1 0 12 1† 22 32 92 86 
B44 16 7 1 0 2 4 8 46 32 48 56 66 
B45 16 4 3 1 0 0 14 4 8 54 56 46 
B46 16 4 3 1 0 0 4 12 16 70 80 60 
B47 18 9 5 1 3 0 14 42 46 54 94 98 
B48 20 8 5 3 0 0 4† 2 4 12 4 10 
B49 20 14 11 1 2 0 0† 1 2 1† 1† 14 
B50 21 6 3 1 1 1 0† 4 4 0† 10 8 
B51 21 6 3 1 1 1 1† 62 18 6 86 78 
B52 24 6 4 0 1 1 0 28 14 18 68 56 
B53 25 13 7 2 0 4 2 0† 8 22 0† 46 
B54 26 14 7 1 0 6 0 1 4 1† 4 8 
B55 28 4 0 4 0 0 4 6 4 90 78 90 
B56 28 10 2 3 0 5 0† 0† 0† 0† 0† 0† 
B57 28 22 19 2 1 0 0 0† 0† 0† 0† 1† 
B59 33 15 15 0 0 0 0 0† 0† 0† 0† 0† 
B60 42 6 6 0 0 0 0 0† 0† 1† 0† 0† 
B61 49 43 37 3 3 0 0 0† 0† 0† 0† 0† 
Average improvement factor  8.4 9.3  6.6 6.2 
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Table 6.3 Mogul and MDB results based on the 500 SA runs using default and aggressive parameters. SRs in brackets are a result of up to 100 SA runs as given in Table 6.2 
No DoFTotal DoFtorsion Ncorrect Nincorrect Nno_recom Nfilter Default 
SR(%) 
MogulDefault 
SR(%) 
MDBDefault 
SR(%) 
Aggressive 
SR(%) 
MogulAggressive 
SR(%) 
MDBAggressive 
SR(%) 
A37 25 13 7 0 3 3 0 0 NR NR 0 0.4 
A39 28 4 1 3 0 0 (1) (2) 1.6 (4) (2) (4) 
A40 30 12 12 0 0 0 0.2 0 0 (4) 0.2 0.4 
B56 28 10 2 3 0 5 0 0 0 0 0.8 0.4 
B57 28 22 19 2 1 0 0 0 0 0.4 0 (1) 
B59 33 15 15 0 0 0 0 0 0.4 0.4 1.2 2 
B60 42 6 6 0 0 0 0.4 0.6 0.8 (1) 4.6 5 
B61 49 43 37 3 3 0 0 0 0 0 0 0 
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6.3.2 Likely conformers 
The results from the FDASH runs are summarised in Tables 6.4 and 6.5.  
Table 6.4 Results of the conformer ensembles evaluation for compounds requiring up to 100 SA runs (with the 
use of default SA parameters)  
No SA runs per 
conformer 
SA 
moves 
SA Steps 
ratio 
SRdefault 
(%) 
N 
solutions 
(default) 
SRaggressive 
(%) 
N solutions 
(aggressive) 
A25 
2 5105 2.5 2† 0 24 0 
3 3105 2.8  0  1 
5 5105 1.0  1  2 
A34 
2 5105 2.5 4 3 36 2 
3 3105 2.8  1  1 
5 5105 1.0  2  4 
B53 2 5105 2.5 2 0 22 0 
 5 5105 1.0  0  0 
 5 5106 0.1  0  0 
 
Table 6.5 Results of the conformer ensembles evaluation for compounds requiring 500 SA runs (with the use of 
default SA parameters) 
No SA runs per 
conformer 
SA 
moves 
SA Steps 
ratio 
SRdefault 
(%) 
N 
solutions 
(default) 
SRaggressive 
(%) 
N solutions 
(aggressive) 
B49 2 5106 12.5 0 2 1† 2 
B54 2 5106 12.5 2 6 1† 25 
A37 5 8106 3.1 0 0 1† 0 
B56 5 8106 3.1 0 1 0 2 
B57 5 8106 3.1 0 0 0.4 0 
B59 5 8106 3.1 0 1 0.2 4 
B61 5 8106 3.1 0 0 0 0 
 
6.4 Discussion 
There are several ways in which conformational information can be utilised in a crystal 
structure determination and here we distinguish been its use "in-process" and its use "a priori". 
In the a priori scenario, a molecule is folded to a particular conformation that remains (largely) 
unchanged throughout a structure determination run. For the in-process scenario, the 
conformational information is used actively during the structure determination run, to influence 
or restrict the conformations adopted. 
A variety of ways exists for determining a likely conformation a priori. For example, a 
SS-NMR experiment may return intramolecular distances for use as constraints; the CSD can 
be mined for an observed conformation in the solid state; computational chemistry programs 
can return the global energy minimum for a molecule (or more likely, a large number of 
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structures that lies close to the lowest energy calculated). Alternatively, conformations 
generated during ("in process") a structure determination run can be continually assessed by a 
number of criteria such as detection of bad intra/intermolecular contacts, isolated molecule 
energy value and lattice energy. The use of energy as a discriminator during structure 
determination is attractive, and is based on the observation that molecules in crystal structures 
generally occupy low-lying areas of the potential energy landscape. However, its use poses two 
problems. Firstly, the rapid evaluation of the energy of a molecule necessitates the use of force 
fields, which may not be sufficiently accurate (or well parameterised) for the problem at hand. 
Higher level calculations can provide much greater accuracy, but at a too severe computational 
cost. Secondly, the energetic contribution and the diffraction contribution to the overall cost 
function (e.g. 2 + P.E.) need to be balanced, even though they are on completely different 
scales. Solutions to this problem have been proposed and implemented in an SDPD context 
(Putz, 2001; Putz et al., 1999) but are not, as yet, widely adopted.  
The advantage of using conformational information derived from the CSD is that it is based on 
structures observed in the solid state and can be cast in the form of probability distributions 
that can be used to influence the values of parameters during a run. Crucially, it does not require 
modification of the cost function beyond the currently employed, diffraction-based, 2 value. 
The work carried out in this chapter focusses on two "in process" approaches and one a priori 
approach that use CSD-derived conformational information. 
6.4.1 Mogul and MDB – ‘in-process’ biasing 
Considerable improvements in SR were observed when the Mogul and MDB approaches 
outlined above were employed. These gains were obtained regardless of whether the default 
DASH SA parameters or the aggressive settings were used. Interestingly, the use of constraints 
that did not include some of torsion angle values seen in the crystal structure did not necessarily 
preclude obtaining a solution; the simplex minimisation employed at the end of the SA does 
not take into account the Mogul constraints. For example, with structure A36, 5 of the 12 
torsion constraints did not encompass the reference structure values, yet an increase in the SR 
with both the default and aggressive setting of DASH (and both Mogul and MDB) was still 
seen. Unsurprisingly, MDB deals better with such cases than Mogul; a MDB distribution does 
not explicitly preclude a parameter taking an 'unlikely' value (c.f. Mogul, where strict bounds 
are applied that cannot be circumvented during the SA, only in the simplex).  
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Due to the numerous factors that influence the packing of a crystal structure, it is inevitable 
that there will be torsion angle values seen in 'new' crystal structures that are not represented 
in the CSD. Despite the fact that there are in excess of 750,000 crystal structures in the CSD, 
some torsion angles are only found in a very small number of structures and so their influence 
on an MDB distribution, or Mogul-derived ranges, is minimal. The torsion angles noted as ‘no 
recommendation’ in Table 6.2 are cases where the torsion angle of interest is either poorly 
represented in the CSD where the torsion angle distribution is nearly uniform. Such cases 
(around 10% of the total torsion angles of this work) are treated as fully flexible by DASH. In 
the case of B57, the complex molecule was reported (Bauer et al., 2001) to have an unexpected 
conformation as a result of a strong hydrogen bonding network (Figure 6.6). It therefore comes 
as no surprise that the use of conformational information did not allow DASH to solve the 
structure on default SA settings. However, a solution was obtained with the aggressive DASH 
setting, with both MBD and Mogul, although the latter required 500 SA runs.  
 
 
Figure 6.6 Hydrogen bond network of Ritonavir (form II). 
 
Another important factor which must be taken into consideration is the torsion angle definition 
in the z-matrices. If, for example, the input z-matrix contains a torsion angle that is defined 
using at least one hydrogen atom, then no distribution is generated20 and potential Mogul/MDB 
information is lost. Taking B56 (one of the two remaining unsolved compounds even when the 
aggressive SA parameters were utilised) as an example, 5 of the 10 torsion angles are described 
                                                 
20 The angle is 'filtered', on the basis that H-atom positions are often fixed, assumed or otherwise unreliable 
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in the z-matrix (as automatically generated by z-matrix.exe) with the use of a hydrogen atom 
and as such are ineligible for inclusion the Mogul/MDB distributions. This represents a 
considerable loss of information, which can be addressed in the future either by the introduction 
of an option to permit the use filtered results, or by changes to the z-matrix generator, to 
minimise the use of H-atoms in torsion angle definitions. Despite this loss, two successful 
solutions were still found with 500 SA runs using MDB. 
The reduction in the SR for a small number of additional compounds (e.g. B42 and B43 with 
the default settings and A40, A37 and B60 with the aggressive DASH settings) must be 
addressed. In the cases of A40 and B60, the DoF are largely positional and orientation (18 out 
of 30 for A40, 36 out of 42 for B60) and as such they are not heavily influenced by the 
introduction of the conformational information. Interestingly, even when the correct 
conformation of A40 is used as input to the SA calculations, DASH fails (on defaults) to solve 
the structure within 50 SA runs, indicating the extent of the positional/orientational challenge 
for this particular structure. 
Regardless of the above noted limitations, the benefits of employing both Mogul and MDB 
(with both the default and aggressive DASH settings) are evident in their average improvement 
factors. Considering that both methods are already implemented in DASH, it is perhaps 
surprising that these methods are, as yet, not routinely utilised.  
Finally, it is worth noting that previously a success rate of 2% was reported A34 using with 
MDB (Cole et al., 2014) as only 1 of 50 SA runs reached the global minimum (2 = 11). 
Subsequent analysis has shown that seven other DASH solutions with higher 2 values can 
actually be considered successful, leading to a much higher SR (Figure 6.7). 
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Figure 6.7 An overlay of the A34 reference crystal structure (CURHOM; in green) and a DASH solution of 2 of 
57. Only 5 of the molecules (including the Cl ions) are presented for simplicity. Hydrogen atoms have been 
omitted. 
6.4.2 Likely conformers as constrained starting models – ‘a priori’ 
approach to introducing conformational information 
The results observed with the use of likely conformers as starting models are a direct reflection 
of the ‘accuracy’ of the generated conformers. The closer the configuration of a conformer is 
to that seen in the reference crystal structure, the more likely it is to reach a successful DASH 
solution with a minimum number of SA runs and moves, and as such yield the largest 
reductions in CPU time. This suggests that in the ensembles of conformers pertaining to the 
structures that solved in DASH (A25, A34, B49, B54, B56 and B59), there is at least one 
conformer which exhibits good agreement with the reference structure. Equally, for those 
structures that did not solve (A37, B57, B53 and B61) it suggests the ensembles did not contain 
conformers in sufficiently good agreement with the reference structures. This is confirmed by 
the findings in Table 6.6 and Figure 6.8. 
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Table 6.6 Evaluation of the accuracy of the conformer ensembles against the reference crystal structures of the 
10 selected compounds. Best RMSD = the RMSD value of the generated conformer which adopts the closes 
conformation to the reference crystal structure. Conformer rank = the ranking of this ‘best’ conformer, as output 
by the conformer generator. † The second best conformer for B56 (4th ranked) has a comparable RMSD of 0.69. 
(*) The best conformers of A25 and B49 exhibit relatively large variations on all torsions (hence the relatively 
high RMSD values), but the variations are generally within the ±20º torsional flexibility allowed in the 
FDASH calculations.  
Molecules Solved? Best RMSD (Å) 
Respective 
Conformer rank 
Accuracy 
A25 Y 0.95 164 Adequate (*) 
A34 Y 0.79 162 Adequate 
A37 N 2.03 105 Poor 
B49 Y 1.07 126 Adequate (*) 
B53 N 1.31 131 Poor 
B54 Y 0.52 21 Adequate 
B56 Y 0.65 99† Very Good 
B57 N 2.10 192 Poor 
B59 Y 0.13 7 Adequate  
B61 N 6.24 4 Poor 
 
It is important to note that the RMSD is not the most appropriate metric for this approach; a 
metric based on comparison of torsion angle values would be more suitable, but was precluded 
for time reasons. Nevertheless, it gives some sense of the fact that structures where the 
conformation is close to that observed are more likely to lead to successful solutions. 
Additionally, it should be noted that in many cases multiple conformers led to successful 
solutions. For example, B54 returned 25 successful solutions derived from 15 of the 200 
starting models. 
  
145 
 
       
Figure 6.8 Overlays of the reference crystal structures (in green) and the best conformer of: a) B56; b) A25; c) 
B53 and d) B61 (as in Table 6.6).   
a) b) 
c) 
d) 
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All compounds with an RMSD around 1 Å or less result in a successful solution with both 
default and aggressive SA settings. For compounds with an RMSD >> 1 Å, the structures were 
intractable given the torsional flexibility and number of SA runs/moves allowed. Although the 
values of both of these factors could be increased in attempt to achieve successful solutions, 
the resulting increase in calculation time would defeat the purpose of this approach. 
In the case of B56, two of the generated conformers are close to the reference conformation. 
This is reflected by the fact that the lowest 2 value of 85 improves upon previous values 
obtained from all the DASH runs on B56 in this work. Additionally the conformations of the 
three C19 chains of B61 are correct in the best ranked conformer (i.e. conformer 1), but due to 
the poor values generated for the three 'basal' torsions that control their orientations, the overall 
RMSD is very poor. The same three incorrect values for these vital torsions are seen in all of 
the 200 conformers of B61 (and in fact with MDB/Mogul); as a result this compound remains 
unsolved when using prior information. 
Beside the accuracy of the input conformation, two additional factors have a significant impact 
on the chances of success of the FDASH runs: 
1) The torsional angle flexibility allowed during the SA. 
2) The total number of SA steps performed with for each conformer (given by the number of 
SA runs  the number of SA steps) 
In order to gain an insight into what would be appropriate values for both of the above settings, 
a number of DASH runs were performed for each on the 10 compounds. First, the reference 
crystal structure conformation was used as a rigid body starting model (RB; i.e. all torsion 
angles were fixed at their reference values during the SA) for 50 SA runs, each of 107 moves, 
to represent a 'best case' scenario. Secondly, the same model was allowed torsional flexibility 
of ±10, ±20, and ±30 degrees around each of the torsion angles. For all of these runs, the facility 
within DASH that allows one to output the 2 as a function of number of SA moves was 
enabled.  The resulting "2 vs. moves" plots (see Appendix B) were visually compared to their 
fully flexible (FF) counterparts in order to establish a torsional flexibility value that would 
allow sufficient flexibility for a reasonably accurate starting conformer to improve, whilst 
approximating the performance of the RB calculations (Table 6.7).  
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Table 6.7 Results of the preliminary DASH runs. All of the presented SRs are a result of 50 SA runs, each 
performing 1107 SA moves. DEF = DASH runs with the default SA parameter values, AGG = DASH runs 
with the aggressive SA parameter values. FF = fully flexible; RB = rigid body 
 SR (%) 
 RB ±10˚ ±20˚ ±30˚ FF 
No DEF AGG DEF AGG DEF AGG DEF AGG DEF AGG 
A25 100 100 96 100 96 100 90 98 2 24 
A34 100 100 100 100 100 100 100 100 4 36 
A37 98 100 80 98 76 100 66 82 0 0 
B49 100 100 100 100 100 100 100 100 0 0 
B53 100 100 100 100 100 100 100 100 2 22 
B54 24 40 28 28 22 44 0 34 0 0 
B56 2 14 6 14 0 4 0 2 0 0 
B57 100 100 100 100 100 100 100 100 0 0 
B59 26 32 6 32 12 28 0 4 0 0 
B61 4 12 4 20 8 4 1 0 0 0 
 
In all cases, the use of ±10˚ led to results practically identical with those obtained with the rigid 
body. As expected, with more flexibility, the SR was reduced and the number of moves 
required to achieve a solution increased. Nevertheless, even with ±30˚ (i.e. a total space of 60˚ 
around each of the flexible torsions) the results proved advantageous relative to the fully 
flexible DASH calculations. Based on these results, a value of ±20˚ was chosen as having the 
best balance between flexibility and performance for subsequent use. However, one cannot 
ignore the decrease in SR observed with complex/intractable examples, even when a RB 
starting model is used, indicating the need for a larger number of SA runs per conformer at this 
level of complexity. For example, B56 solved only once in 50 default SA runs when the RB 
model was used, which goes some way to explaining why the compound was intractable when 
no prior conformational information was employed. 
In order to establish the 'optimal' number of SA steps (given by the number of SA runs  the 
number of SA steps) to be allowed when assessing conformers, the plots in Appendix B were 
examined to establish the lowest number of SA moves required to reach a solution. 
Unsurprisingly, the results demonstrated that this number of steps varies depending on the 
complexity of the problem. As such there was no one optimal value of SA steps which could 
be used for all of the 10 compounds during the evaluation of this approach. In the case of A34, 
the value of 12.5105 moves was arrived at taking into consideration the fact that a speed gain 
of at least two (over the default performance of DASH) is required. 
An important assumption in the use of the conformer approach is that for crystal structures with 
Z > 1, (such as B54 and B59) the same starting conformer is used for each independent 
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molecule. This proved to be a valid approach for B54 and B59, and based on the observation 
that independent molecules in the asymmetric unit generally adopt quite similar conformations 
(Cruz-Cabeza and Bernstein, 2014; Weng et al., 2008), it should be of general applicability.  
Whilst only a small sample (10) of structures was used in the conformer work, the fact that 
these structures are at the current limits of SDPD means that the six out of ten successes 
achieved is a good indicator of the potential of this approach.  
6.4.3 Statistical analysis 
Following the procedure established with the baseline and aggressive DASH calculations, ELO 
analysis of the results from the 4 combinations of Mogul and MDB used (i.e. with the default 
and aggressive parameters) was performed (Tables 6.8 and 6.9; Figure 6.9). One instantly 
recognisable difference from the results obtained with previous ELO analysis is the higher 
significance of orientational DoF in describing the data (all p values are much lower than the 
value of 0.197 returned by the ELO model of default DASH against the FDS). This may be 
attributable to an increased representation of larger numbers of orientational DoF in the 51 
molecule subset and / or the influence of conformational bias reducing the impact of torsional 
DoF.  
Table 6.8 Regression analysis of the default Mogul and MDB ELO models vs. positional, orientational and 
torsional DoF. 
Method MogulDefault MBDDefault 
Term F-value p-value F-value p-value 
Regression 11.91 0.000 15.07 0.000 
Positional DoF 9.00 0.004 9.94 0.003 
Torsional DoF 17.82 0.000 20.43 0.000 
Orientational DoF 3.54 0.066 6.21 0.016 
  
Table 6.9 Regression analysis of the aggressive Mogul and MDB ELO models vs. positional, orientational and 
torsional DoF. 
Method Mogulaggressive MBDaggressive 
Term F-value p-value F-value p-value 
Regression 15.87 0.000 12.27 0.000 
Positional DoF 7.64 0.008 3.44 0.070 
Torsional DoF 29.94 0.000 21.91 0.000 
Orientational DoF 5.20 0.027 6.70 0.013 
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a)
b)  
c)  
d)  
Figure 6.9 ELO models based on the results form a) MogulDefault; b) MDBDefault; c) MogulAggressive; and d) 
MDBAggressive. In all figures the observed SR are given in red, the calculated SRs based on the total DoF are 
shown in green and the calculated SRs based on the appropriate components of the DoF are shown in blue 
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As expected, the aggressive settings continue to significantly outperform the DASH defaults 
and the performance of Mogul and MDB is nearly identical (Figure 6.10)  
 
Figure 6.10 An overlay of the four Mogul/MDB ELO models based on the results from the 51 tested compounds  
 
Direct comparison of the 4 ELO models in Figure 6.9 with their "no conformational 
information" counterparts is inappropriate due to the different number of data points involved. 
In order to facilitate a direct comparison an assumption was made that the compounds not 
tested with Mogul/MBD would at least retain their SR values when Mogul/MBD are applied. 
The comparison plot below (Figure 6.11) is based on this assumption. It shows clearly the 
(almost equal) benefit of inclusion of Mogul or MDB information in the structure determination 
process, whether DASH is running on defaults or with the aggressive settings. Interestingly, it 
also shows that use of the aggressive settings alone still outperforms DASH on defaults when 
used with Mogul or MDB input. 
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Figure 6.11An overlay of all ELO models based on the total DoF (calculated against the results of the FDS). Please note that whilst the ELO models which take into account 
the different components of the DoF are considered a better description of the results, their overlay is difficult to interpret and as such the models based on the total DoF are 
shown. An expanded 6-38 DoF-scale has been used to facilitate comparison of the distributions.  
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Whilst the use ELO models has its limitations (as noted in previous chapters), it nevertheless 
presents a more statistically sound basis for comparison of the performance of the six distinct 
case scenarios (i.e. the combinations of default/ aggressive and Mogul/MDB) than the various 
averages reported in Tables 4.16 and 5.3. 
6.5 Conclusions 
The work described in this chapter presents a comprehensive study of the effects which 
including prior conformational knowledge has on SDPD. In particular, the results from MDB 
and Mogul provide strong evidence that prior conformational information derived from the 
CSD should be routinely employed when faced with complex problems where the conventional 
DASH approach has not succeeded. One may actually argue more strongly that the use of 
conformational information should be the default in DASH; the necessary tools are already in 
place and the fully automated MDB option is particularly attractive.  
There remains, however, work to be done. In particular, the z-matrix definition issue needs to 
be addressed; the impact of chirality in describing the model and the use rotomer information 
can also be evaluated. Additionally, it is far from clear that the current SA implementation is 
the best one in which to integrate prior information. It is entirely possible that CSD-derived 
conformational information may be harnessed more effectively by other GO-based methods, 
such as other simulated annealing implementations, or genetic algorithms.  
In the case of the generated ensembles of conformers, there was no obvious relationship 
between success and the rank of the conformer that achieved that success. If a link were to be 
established, this would allow fewer conformers to be run, improving the performance gains 
still further. 
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7 General conclusions 
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This work has focussed on improving the performance of a global optimisation approach to 
solving molecular organic crystal structures from X-ray powder diffraction data. An initial 
survey (Shankland et al., 2013) showed that SDPD was very effective in terms of the structural 
complexity of problems which could be successfully solved in this way. However, the general 
trends noted do not capture the difficulties associated with solving structures at the higher end 
of the complexity scale. In general, as structural complexity (in terms of degrees of freedom to 
be optimised) increases, so does the number of global optimisation runs needed to deliver a 
reasonable chance of locating the global minimum. This, combined with the increasing number 
of function evaluations required for each run, means that the time taken to (possibly) obtain a 
solution can become a significant deterrent to even embarking on an attempt. 
The work described in this thesis has made significant inroads into the above problem, with 
conclusions validated by testing on more than 100 molecular crystal structures. By tuning the 
parameters of DASH's simulated annealing algorithm, an approximately ten-fold increase in 
the success rate (defined as the number of times the global minimum, or points very close to it, 
is located, relative to the number of runs performed) was obtained. At the upper end of the 
complexity scale, this enabled solutions to be achieved for previously refractory structures. 
Exploiting CSD-derived conformational knowledge as part of the SDPD process also resulted 
in improvements in success rate and was also particularly effective at the upper end of the 
complexity scale. Importantly, these two distinct approaches are complementary and their 
combination yields still further gains. There is sufficient evidence to suggest that the adoption 
of the so-called 'aggressive parameter settings' (CR=0.27, N1=73, N2=56) should be 
immediately adopted by all DASH users and become the default setting in the next release of 
DASH. Furthermore, the work has shown that the existing DASH implementation for 
leveraging CSD-derived conformational information is both effective and largely automatic, 
and that with some changes to the z-matrix definition routine, it is also a strong candidate for 
adoption as a default setting in DASH. The work performed using conformers as input is 
extremely promising, given that it was applied to some of the most complex problems, but 
needs to be investigated on many more compounds before strong recommendations can be 
made about its general applicability. 
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Computing power has proven to be a vital component in this work, not only enabling irace to 
formulate its parameter recommendations, but also enabling adequate number of DASH runs21 
to be performed on a sufficient number crystal structures in order to draw valid conclusions 
about performance improvements. Regardless of its limitations (as discussed in Chapters 3 and 
5), the ELO analysis captured the general improvement trends and allowed ranking of the 
various approaches based on their performance; MDB+aggressive was identified as best 
performing, followed by Mogul+aggressive. The use of the aggressive parameters alone 
outperformed both MDB+default and Mogul+default.  
It remains difficult to simply look at a 2D chemical sketch of a structure and conclude from 
that alone whether its 3D crystal structure can be solved by SDPD - there are too many other 
factors to consider. Nevertheless, looking at the structures dealt with during this work, one can 
feel now more confident in not 'ruling out' complex structures at that stage. A better 
understanding of the distribution of stationary points on the 2 agreement hypersurface as a 
function of structural complexity is needed before one can explain why some structures with a 
certain number of degrees of freedom present significantly greater challenges than others with 
the same number of degrees of freedom.  
When presented with the task of solving an unknown crystal structure using DASH, the 
following recommendations can be made: 
1. Regardless of apparent or probable structural complexity, the best possible PXRD data 
should be collected. In the majority of cases, laboratory-based PXRD will be sufficient but the 
variable count time scheme should always be employed. 
2. The best possible 3D input model should be constructed. If a model can be obtained from an 
existing good-quality crystal structure (e.g. a polymorph of the compound of interest) it should 
be used. Mogul geometry checks should always be applied prior to use. 
3. Time spent obtaining the best possible Pawley fit to data is time well spent. The Pawley 2 
value is the benchmark against which the SA 2 is compared in determining how close to the 
global minimum the current best structure is. As such, it should be well determined. 
                                                 
21 The MDASH utility, which enables multiple copies of DASH to be executed simultaneously on multi-core 
CPUs, was extensively used in this work. The use of MDASH is strongly recommended on any CPU with 
multiple physical cores. 
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4. In the structure solution stage, the optimised values of the simulated annealing (CR=0.27, 
N1=73, N2=56) should be assigned. Depending on the complexity of crystal structure under 
study the following recommendations can be made: 
a) For compounds with DoF <14, 50 SA runs each performing 5106 SA moves are 
sufficient to ensure a high level of certainty that the crystal structure will be determined. 
b) Compounds with 14  DoF  20) require 50 SA runs, each consisting of 1107 SA moves 
to ensure a high level of certainty that the crystal structure will be determined. The use of 
Mogul or MBD is likely to be beneficial, but is not considered to be strictly necessary with 
the suggested number of SA runs/steps. 
c) If the structure has 21  DoF  27, 50 to 100 SA runs, each consisting of 5107 SA 
moves are sufficient to ensure a high level of certainty that the crystal structure will be 
determined, if used in combination with MDB/Mogul constraints. 
d) For crystal structures with DoF greater than 27, the recommended start point is 500 SA 
runs of 5107 SA moves in combination with MDB constraints. The use of likely 
conformers as constrained starting models is also suitable for this level of complexity. 
However, due to the currently incomplete evaluation of the method, it is recommended only 
if the aforementioned 500 SA runs have not reached a successful crystal structure solution. 
A ±20º torsional flexibility is considered appropriate for conformers generated from 
variety of sources (i.e it is not only applicable to CSD-generated conformer ensembles). 
Furthermore, 5 SA runs per conformer, each of 8106 SA moves should be sufficient to 
reach a solution, if a conformer closely resembling the adopted crystal structure 
conformation is present in the ensemble. Alternatively, 10 preliminary SA runs of 5107 
moves can be performed in order to evaluate the change of 2 observed as a function of the 
number of SA moves. The point at which no further changes in the 2 value are seen can 
be used as a guide to the number of SA moves to be employed with this approach of 
introducing prior conformational knowledge. 
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