High-quality seismic data imaging plays an important role in the lithological interpretation of subsurface structures. However, high-quality imaging remains a challenging task. Based on the linear inversion theory of reflected wave equations, this paper proposes reflected wave least squares reverse time migration with angle illumination compensation to better balance the amplitude of seismic imaging. We use the reflected wave migration equation to unify forward and backward propagation, which helps to obtain an image with correct phase and symmetric waveform. Under the assumption that the spectrum of seismic wavefield remains unchanged, the Poynting vector method is used to efficiently calculate the propagation direction of seismic waveform and seismic illumination in the angle domain. During iteration, angle-domain illumination is used as a preconditioner to compensate for the amplitude of the iterated gradient terms based on the angle value. In this manner, we can enhance the imaging energy of steeply inclined structures. To improve the stability of linear inversion, the spatial derivative of the image is used as a regularized constraint term. Numerical tests show that the proposed method can suppress imaging noise as well as improve resolution and amplitude fidelity of the images. Furthermore, the inversed result can be used to estimate underground reflectivity, which is important for the further development of seismic inversion technology.
Introduction
With the increasing complexity of seismic exploration, seismic migration has also become correspondingly more challenging. The imaging results are expected to provide physical properties for accurate lithologic interpretation. Reverse time migration (RTM) is recognized as one of the best migration methods, as it propagates the seismic wavefield with two-way wave equation. However, conventional migration method, including RTM, adopts the adjoint operator of forward modeling, instead of the inverse operator, to backward propagate recorded data. This may decrease the resolution and amplitude fidelity of the image. Least squares migration (LSM) is an advancement over conventional migration. It tries to estimate the optimal reflectivity by minimizing the residuals between observed and simulated data in the least squares sense. Different from full waveform inversion (FWI), LSM can be regarded as a pseudo-inverse or a linear inverse method, which greatly reduces the difficulty of solving nonlinear problems. It attempts to eliminate false images, suppress high-wavenumber noise (Yuan et al. 2019 ) and improve fidelity and resolution of the imaging. Finally, a high-quality imaging result is obtained for estimating reflectivity.
Since the time/spatial-domain waveform inversion theory was proposed by Tarantola (1984) , least squares migration had developed from least squares Kirchhoff migration (Duquet 1996; Fomel et al. 2002) to least squares one-way wave migration (Kühl and Sacchi 2003; Kaplan et al. 2010; Zhou et al. 2014 ) and recently to least squares reverse time migration (LSRTM) (Zhang et al. 2014a; Yao and Jakubowicz 2016; Qu et al. 2017) . In terms of realization, least squares migration based on the scattering wave equation and reflected wave equation has been developed. The scattering wave equation LSM aims to represent the velocity disturbance of the subsurface structures. While the reflected wave equation LSM aims to describe the properties of reflectivity. Theoretical analysis unveils that there is a i difference between the two methods. Scattering wave equation LSM is only accurate for weak scattering (Yao et al. 2018) . Reflected wave equation LSM can obtain the reflectivity and provide symmetric images, whose waveform is similar to the wavelet. Zhang et al. (2014b) gave the reflectivity definition in the angle domain. Yao and Wu (2015) obtained the zero-phase reflectivity model by LSRTM. Chen and Zhou (2016) proposed RTM and LSRTM based on the reflected wave equation.
Currently, efficiency and accuracy are the key research directions in LSRTM. Adding regularization terms to the objective function is one of the most effective methods to accelerate iterative convergence. Wang and Sacchi (2006) , Herrmann and Li (2012) , Aldawood et al. (2014) and Wu et al. (2016) improved the spatial resolution of the images by adding sparse constraint terms to the least squares resolution. Xue et al. (2014) suggested an orthopedic regularization operator to suppress migration artifacts and crosstalk noise. Wu and Bai (2018) apply a novel incoherent dictionary learning algorithm for regularizing the least squares inversion in seismic imaging.
Taking the approximation of the Hessian matrix as a preconditioner of LSM is another effective method to accelerate iterative convergence and improve imaging resolution. A simplified Hessian matrix is usually applied to improve the iterative convergence rate. Plessix and Mulder (2004) proposed four approximate solutions of the Hessian matrix. Yu et al. (2006) proposed a Hessian inverse method based on the v(z) medium. Tang (2009) applied phase coding for the rapid calculation of the Hessian matrix. Among these methods, the Hessian diagonal matrix, which is related to the energy distribution of source-receiver wavefield, is the primary approach used to compensate for images' amplitude. However, it is difficult to obtain a good imaging result using this source-receiver illumination compensation for abnormal high-speed structure.
Illumination compensation in the angle domain is considered to be a more accurate method. Wu et al. (2003) proposed an imaging amplitude correction factor depending on angle and proved that amplitude correction in angle domain can eliminate the influence of acquisition system (Xie et al. 2005; Luo and Xie 2017) . The extraction of the propagated angle is an important subject in angle-domain illumination calculation. Here are the main methods of angle decomposition: the local slant stack method (Xie and Wu 2002) , Gabor-Daubechies wavelet method (GDF), local exponential frameworks wavelet decomposition method (LEF), local scattering angle method (Luo and Wu 2018) and Poynting vector decomposition method. Xie and Yang (2008) proposed an illumination calculation method on the basis of local slowness decomposition in the time domain. Yan and Xie (2016) proposed efficient calculation of the angle-domain illumination by using the Poynting vector.
Based on past research and under the direction of seismic reflected wave linear inversion theory, this paper puts forward the reflected wave LSRTM with angle illumination compensation. Firstly, with the reflected wave migration equation, we unify the definite condition of forward and backward propagation as initial value, so that the migration image has the correct phase information. Then, we use the Poynting vector method to compensate for the iterative gradient of LSRTM based on angle illumination. During iteration, the spatial derivative of imaging results is used as a regularization constraint to improve the stability of the inversion.
Methodology and theory

Propagation and imaging of reflected wavefield
This paper mainly considers the scalar wave equation for seismic wave propagation and imaging. Reflected wave propagation includes the propagation of the incident wavefield; the incident wave interacts with reflection interface and produces a reflected wave which is recorded by the receiver. It can be expressed by Green's function in the frequency domain (Chen and Zhou 2018): where d r is the primary reflected wave, G( , s , ) is the frequency Green's function from source's location s to target's location , G( , g , ) is the frequency Green's function from target's location to receiver's location g , m( ) is the reflectivity function, c( ) is the velocity model, s 0 ( ) is the integral range of reflector and f ( ) is the wavelet in frequency domain. As such, the linear forward kernel function L 1 can be expressed as:
Seismic migration back-propagates the observed data to the reflector and applies imaging condition to obtain the reflected image. Conventional migration replaces the inverse operator with its adjoint operator to reduce the difficulty of inversion and stabilize the solution (Berkhout 1997) ; it can be expressed as:
where ′ is the imaging location, d( g , s ; ) is the observed record and * is the adjoint operator. In fact, adjoint propagation of migration only reconstructs the backward-propagated wavefield d , which can be expressed as (Bleistein et al. 2001) :
where P g g , , is the backward-propagated receiver wavefield in the frequency domain. It means that the observed record is used to reconstruct the backward-propagated wavefield in a reverse time sequence. Combined with the Rayleigh-II integral formula (Berkhout 2012) , the observed record can be used as a dipole source term to reconstruct the backward reflected wavefield. In the time domain, the dipole source term can be expressed as the time derivative of the observed record at receiver locations. Using this, the forward-propagated source wavefield and backwardpropagated receiver wavefield can be expressed as (Chen and Zhou 2016): where P s ( s , , t) is the forward-propagated wavefield,∇ 2 is the Laplace operator and ∇ 2 − 1 c( ) 2 2 t 2 is the propagation operator with Green's function as the integral kernel. Equation (5) unifies forward propagation and backward propagation as an initial condition of wavefield propagation. Based on this, the observed seismic data are used as a dipole source for the inverse extrapolation of the backward wavefield. Therefore, the backward propagation is similar to the forward propagation. The reflected RTM of formula (3) is consistent with the wavefield propagation law and meets the "time-consistent imaging theory" proposed by Claerbout (1992) . Its imaging results possess correct phase information.
LSRTM with regularization constraint
It is noted that the conventional migration method is not a rigorous inversion operation from Eq. (3). Limited by seismic frequency band, observed aperture, sparse/incomplete (3)
(5)
data or seismic data with noise, the imaging result of Eq. (3) becomes an underdetermined problem and the resulting image may contain high-wavenumber noise. Therefore, it is difficult to obtain true reflectivity of the subsurface structure. Least squares migration with stable regularization constraint aims to improve inversion stability by adding a constraint term to the objective function. The LSM objective function based on the Tikhonov regularization is expressed as follows (Xue et al. 2014): where d is the recorded data, is the regularized parameter which mainly controls the contribution of regularization to the objective function and A is the Tikhonov regularization matrix. In this paper, the first-order spatial derivative of the imaging results is used as a constraint term. The expressions of the stable penalty function in the horizontal and vertical directions are, respectively, given as (Yao and Wu 2015) :
where F h and F v are the first-order spatial derivatives of image m( ) in horizontal and vertical directions, respectively. These are likely to smooth the imaging results in specific direction. Therefore, we can highlight effective signals and reduce noise in the imaging results. Its least squares iterative solution is:
where is the iterative step length, H is the Hessian matrix and k is the iterative number. First-order Taylor expansion can be used to calculate the optimal iterative step (Birgin et al . 2000): where is a small value and g is the gradient term of the objective function in Eq. (8): From Eq. (8), Hessian matrix H mathematically represents the second derivative of the objective function with respect to the model parameters (Plessix and Mulder 2004) 
The Hessian matrix, also known as resolution function, embraces observational system information, such as source wavelet, shot-receiver Green's function and spatial distribution range of the shot/receiver. Least squares migration aims to eliminate the effect of the Hessian matrix by iterative method and realizes the reverse propagation of the backward wavefield.
LSRTM with angle illumination compensation
Using an approximation of the Hessian matrix as the iterative preconditioner is an effective method to improve the convergence rate of LSRTM. A diagonal Hessian matrix, or the total illumination energy of the observation system, is usually devoted to approximate Hessian matrix. However, when high-speed rock masses are present in the subsurface structure, it is difficult to compensate for the imaging amplitude under the high-speed body by using the total illumination method. Angle-domain illumination can compensate for different inclined structures with different energies, so as to better balance the imaging amplitude. Compared with the total illumination method, angle illumination has higher precision.
LSRTM with angle illumination can be expressed as:
where g k , d is the iterative image in angle domain, which is named as common dip image (CDI). ADR is the acquisition dip response with the expression as follows (Xie et al. 2006) :
where d is the dip angle and r is the reflected angel. ADR represents the underground illumination distribution in dip angle domain. In 2D case, dip angle d , reflected angle r , incident angle s and scattered angle g satisfy Snell's law (Yan and Xie 2016):
(11)
The Poynting vector method can determine the direction of wavefield propagation at a certain time or spatial location. We use the Poynting vector method to calculate incident angle s and scattered angle g (Yoon et al. 2011): where P is the wavefield and ∇P is its spatial gradient. The maximum amplitude at each point is used to calculate the corresponding Poynting vector, so as to obtain the wavefield propagation angle. Thereafter, we can create the Hessian expression with respect to the incident and scattered angles:
where G( , s , s , ) and G( , g , g , ) are the Green's functions related to the incident angle and scattered angle, respectively. Here, regularization parameter is omitted for simplification.
Given a broadband seismic source function, such as Ricker wavelet, and with the use of the Poynting vector method, the incident wavefield P s , s , s , t can be decomposed into a superposition of local beams:
The average mean square amplitude in Eq. (17) within a short time interval T can be calculated as follows:
Assuming that the spectrum of a broadband source wavefield remains unchanged during propagation, the Green's function in angle domain is calculated as:
Thus, the calculation of the Green's function in angle domain can be converted into the average mean square amplitude of seismic wavefield (Yan and Xie, 2016) . Similarly, Green's function G , g , g , G * , g , g , can be calculated by scattered wavefield P g , g , g , t . Hence, Eq. (16) changes to:
This equation represents the local illumination matrix (LIM) for the acquisition system. The ADR, which is related to the dip angle of the formation, can be obtained by coordinate transformation with the use of formula (14).
The CDI is calculated after stacking the images. In 2D case, CDI can be expressed as (Yan et al. 2014) :
where g k d , is the gradient term in wavenumber domain and W( d , ) is the Gaussian function:
where a and c are constants and is the angle of a point in the local wavenumber domain. The imaging results of the angular component d at any point can be obtained using the Gaussian function. As a preconditional operator of LSRTM, angle illumination compensates for the amplitude of the iterative images in terms of acquisition and formation dip angle. Therefore, we can balance the overall amplitude of the image, as well as improve the iterative convergence rate and imaging accuracy to obtain high-fidelity, high-resolution and high-quality results.
Numerical testing
To verify the angle-domain LSRTM with reflected wave equation proposed above, we select the cavity layer model and complex salt model with synthetic seismic data for numerical tests.
Cavity layer model test
A cavity layer model test is used to verify the importance of the regularization term for the stability of LSRTM. The model is 6.0 × 2.5 km, and the grid spacing is 10 m. The smoothed velocity model is adopted as the initial velocity model. There are 50 shots with 301 receivers in each shot. The shot space is 80 m, and the receiver spacing is 10 m. A Ricker wavelet with a 20 Hz dominant frequency is used
× G * ( , s , s , )G( , g , g , )G * ( , g , g , ) =
1
as the source wavelet. The two-way wave equation is used to simulate seismic data, and the record length is 3 s. The velocity distribution of the model is presented in Fig. 1 . Figure 2a -c shows the conventional RTM result, the LSRTM result after ten iterations and the LSRTM result with regularization constraints after ten iterations, respectively. From the imaging result, it can be seen that RTM with the twoway wave equation has better adaptability to the steep velocity model and the imaging in the vertical parts is clear. Owing to the sparse shot distribution, there is an obvious false arc-shape confusion in the shallow part of conventional RTM image. It has more high-wavenumber components than theoretical imaging results (Fig. 3a) , as evidenced by the spectrum in Fig. 3b .
The imaging quality of LSRTM is significantly improved compared with the RTM result ( Fig. 2a, b) . Iterative LSRTM can suppress shallow arc noise, effectively remove highwavenumber noise, balance imaging amplitude and improve imaging resolution. The LSRTM spectrum in Fig. 3c also shows that the high-wavenumber noise is suppressed, and the imaging spectrum is closer to the theoretical spectrum.
LSRTM with regularization constraints (Fig. 2c) can further eliminate false imaging and improve quality. Its spatial derivative of the imaging result is taken as a constraint term in LSRTM. Figure 2d shows the vertical derivative term of the migration result. From this result, it can be observed that the vertical spatial constraint term is similar to smoothing the image in the vertical direction. It highlights the construction information in the horizontal direction (Fig. 3d ). Highwavenumber noise is further suppressed in comparison with LSRTM without regularization (Fig. 3c) , and the spectrum is closer to theoretical spectrum. Thus, the imaging result of LSRTM with regularization further approximates to the theoretical reflectivity model, which can be used as the estimation of underground reflectivity. Figure 4a shows the recorded seismic data at 2.5 km, Fig. 4b shows the corresponding demigration data with RTM imaging result and Fig. 4c shows the corresponding demigration data with LSRTM imaging result. We can see that LSRTM result is close to the real reflectivity as its demigration data are more similar to the observed data. Some weakly reflected waves of deep reflector are not apparent in RTM demigration data, but are evident in LSRTM demigration data. Even though LSRTM aims to fit the observed data by improving the fidelity of the image result, demigration data can never be the same as the observed data. This is because the recorded seismic data are generated through nonlinear acoustic wave simulation, while demigration is a linear simulation method that involves solving formula (1). Thus, demigration data cannot completely match the recorded data and residual data can never reduce to zero.
From the cavity layer model test result, we verify that in the case of sparse seismic data, LSRTM with regularization constraints can effectively suppress high-wavenumber imaging noise and improve imaging quality.
Salt model test
The precision imaging of low-velocity structures under a salt body is always challenging in migration. Herein, we used the SEG-EAGE salt model to test the effectiveness of angle illumination LSRTM. The employed velocity model (Fig. 5 ) had a size of 15.6 km in the horizontal direction and 3.6 km in the vertical direction, while the grid spacing equaled 12 m. Blast was performed from one side with a total of 338 shots, whose shot interval is 48 m and receiver interval is 24 m. The seismic record was simulated using the finite difference method with a 20 Hz dominant frequency wavelet and a 6.5 s record length. Figure 6a shows the conventional RTM result. There is almost no imaging information under the high-speed salt structure. From the total illumination result (Fig. 6b ), a dark area can be observed in the subsalt structure, and the illumination energy is weak in the steep-dip structure, making it difficult to improve the imaging amplitude of subsalt structure. To realize illumination in angle domain, firstly the stacked imaging was decomposed into 36 CDI imaging with 5° angle interval. Figure 6c , e shows the CDI imaging results for the − 15° and 15° incident angles, respectively, and Fig. 6d, f shows their corresponding 1 3 ADR illumination. The energy of CDI image is strong in the direction where the ADR illumination is strong. Therefore, angle illumination can better compensate for different inclination structures with different energies. This helps to better balance the imaging amplitude of any geological body. After stacking all the illumination-compensated results angle by angle, we gain the final angle illumination-compensated image (Fig. 7b ). Compared with total illumination-compensated RTM result (Fig. 7a) , illumination-compensated RTM image in angle domain has a more balanced amplitude. The imaging energy along the salt body is more balanced from top to bottom. Furthermore, it has better imaging ability for low-steep structures under a salt body and the imaging noise under the bottom of the salt body is relatively small.
We combine the advantages of angle illumination compensation and LSRTM method to realize reflected wave LSRTM with angle illumination compensation. Its inversed imaging result is shown in Fig. 8c . We also test the teniteration LSRTM with total illumination compensation and without any illumination compensation (Fig. 8a, b ). Comparing the three imaging results, we find that after ten iterations, LSRTM without illumination compensation can improve the balance of the imaging amplitude. This is because LSRTM tries to iteratively approximate the real Hessian matrix. Angle-domain illumination is a higher precision approximation of the Hessian matrix, and therefore with the same number of iterations, angle illumination-compensated LSRTM can converge faster and result in higher imaging quality.
Comparing angle illumination-compensated LSRTM and total illumination-compensated LSRTM (Fig. 8b, c) , it can be seen that angle illumination compensates for different energies to the image in terms of the dip angle information of the stratum. This will significantly improve the imaging quality of the reflector under the high-speed salt body, especially for steep-dip structures. Furthermore, angle illumination-compensated LSRTM can effectively suppress low-frequency artifacts. As such, LSRTM with angle illumination compensation has higher imaging quality.
Conclusions
Based on the linear inversion theory of the reflected seismic wave equation, this paper proposes reflected wave LSRTM with angle-domain illumination compensation. By using the migration imaging formula of the reflected wave equation, the forward and backward wavefields of reverse time migration are unified as initial value conditions during wavefield propagation. Thus, the imaging result has accurate waveform information. The spatial derivative of the image is used as a regularization constraint term of LSRTM to suppress the high-wavenumber illusion caused by the sparse sampling interval. As a preconditioned operator of LSRTM, angle illumination compensates for the gradient term of the objective function. The Poynting vector is used to calculate the spreading angle of the wavefield. Under the assumption that the spectrum of the seismic wavefield remains unchanged, we efficiently calculate the ADR of the substructure. A Gaussian Fig. 8 The inversion results: a LSRTM without illumination compensation, b LSRTM with total illumination compensation and c LSRTM with angle illumination compensation function is adopted to decompose the imaging result into CDI in the wavenumber domain. Thus, the gradient term of LSRTM can be compensated in the angle domain.
Numerical test results show that LSRTM with angledomain illumination can improve the imaging amplitude of steep-dip structure. Compensating images with different energies in terms of acquisition and formation's angle can suppress imaging noise and improve quality and iterative convergence speed. Finally, we can obtain high-fidelity, high-resolution and high-quality imaging results, which offer a more accurate estimation of rock reflectivity.
Calculation cost is the main problem of the method proposed in this paper, and we already used MPI parallel computing to improve efficiency. But restricted by computing costs, we only consider two-dimensional LSRTM realization. In the future, we plan to realize LSRTM imaging in 3D complex structures and improve the computational efficiency. As LSRTM with angle illumination compensation can offer angle gathering information to Amplitude Variation with Angle (AVA) analysis, the inversion method based on angle-domain common-image gathering is a promising research direction.
