Abstract-Cross-modal retrieval is such a challenging topic that traditional global representations would fail to bridge the semantic gap between images and texts to a satisfactory level. Using local features from images and words from documents directly can be more robust for the scenario with large intraclass variations and small interclass discrepancies. In this paper, we propose a novel unsupervised binary coding algorithm called binary set embedding (BSE) to obtain meaningful hash codes for local features from the image domain and words from text domain. Understanding image features with the word vectors learned from the human language instead of the provided documents from data sets, BSE can map samples into a common Hamming space effectively and efficiently where each sample is represented by the sets of local feature descriptors from image and text domains. In particular, BSE explores relationship among local features in both feature level and image (text) level, which can balance the sensitivity of each other. Furthermore, a recursive orthogonalization procedure is applied to reduce the redundancy of codes. Extensive experiments demonstrate the superior performance of BSE compared with state-of-the-art cross-modal hashing methods using either image or text queries.
I. INTRODUCTION

I
N THE current multimedia era, an image always appears with a description of text content on public knowledge websites such as the Wikipedia or photo sharing/social media websites such as Flickr and Facebook. Due to the diversity of the query and the multiple modalities of input, the multimedia similarity search is becoming a critical problem and a ubiquitous searching method on the Internet [1] - [5] . Nonetheless, the traditional nearest neighbor search (NN-search) in information retrieval is neither scalable nor efficient when facing the explosion of multimedia data. To conquer this problem, binary code representations [6] - [9] , or hashing methods [10] - [18] , provide a fast search mechanism through the bit XOR operation and the time complexity of similarity search is simply O(1) if all the binary codes are stored. In addition, a more discriminative representation could be acquired if the algorithm sufficiently learns the intrinsic structure and the semantic information of multimedia data. In order to generate effective but compact hash codes, many learning systems have been involved in hashing methods. Most of them obtain the hash function through mining the data structure and solving an optimization problem associated with the objective function. For instance, Spectral hashing (SpH) [18] learns compact binary codes by employing the balanced and uncorrelated constraints into the learning phase. Evolutionary compact embedding [19] combines genetic programming with the boosting scheme to generate high-quality binary codes for large-scale data classification tasks. Furthermore, Semantic hashing [20] was proposed to learn hash codes based on the deep neural network.
Since locality sensitive hashing [10] introduced the idea of preserving the similarity in the original data, a number of cross-modal hashing schemes have been proposed to discover the relationship among different modalities of multimedia data. Cross-modality similarity search hashing (CMSSH) [21] embeds incommensurable data into a common metric space by a boosting algorithm. With extended SpH [18] , Kumar and Udupa [11] proposed cross-view hashing (CVH) to generate binary codes for each modality via canonical correlation analysis (CCA). Multimodal latent binary embedding (MLBE) [22] is another cross-modal hashing method considering both the intermodal and intramodal similarity via a probabilistic model. To learn the hash function with good generalization, co-regularized hashing [13] was proposed to project data far from zero. Zhu et al. [23] proposed a linear method for multimedia search to reduce the computational complexity. Recently, intermedia hashing (IMH) [15] was proposed to explore the correlations among different modalities and learn hashing functions by a linear regression model. Instead of learning codes for each specific view, both composite hashing with multiple information sources (CHMISs) [14] and collective matrix factorization hashing (CMFH) [16] learn unified hash codes for each sample.
Notwithstanding the successful results achieved by the methods aforementioned, the lack of incorporating the visual features with the corresponding linguistic understanding makes them uncompetitive for the challenging cross-modal tasks. A major drawback is the use of global histogram-based representations, which would bring the quantization error during the codebook construction and lose the structure of local features and words. The document-oriented representations, such as latent Dirichlet allocation (LDA) [24] , need to be retrained when the text is modified, a new paragraph is added to the data set or a new data set is built. This operation largely increases the computational complexity and the aforementioned crossmodality algorithms are also required to be implemented again. In addition, single-vector representations cannot comprehensively and precisely characterize the samples, which have multiple tags or topics and the scenario with large intraclass variations and small interclass discrepancies.
In this paper, we aim to exploit the semantic connection between images and their corresponding documents in lowlevel features, either visual or textual, i.e., local features. The local feature descriptors for images, such as SIFT [25] and even deep features [26] , have been well studied. The construction of local features for texts can be done by the word vector techniques [27] - [29] in natural language processing, which have been shown the superiority in machine translation. Once the learning phase for local features is completed, the coding function is fixed for any new sample (imagetext pair) since each word has been assigned a unique hash code. Apparently, one of the requirements for our algorithm is that the cross-modal links based on local features need to be established. However, it is impossible and unrealistic to build a one-to-one correspondence between local feature points from different modalities. Therefore, we consider the relationship between the sets composed of local features from image and text domains. Taking the image-text pair of a car as an example, two SIFT features are close to each other if they are visually similar and two word vectors are close to each other if they are semantically similar. Meanwhile, the crossmodal algorithm must also connect the local feature set of the image "car" and the word vector set of the corresponding description of the car for semantic understanding of images.
To address the above problem, we propose a novel crossmodal hashing scheme called binary set embedding (BSE), which is shown in Fig. 1 . Due to the different distributions of image and text data, BSE learns two orthogonal projections and projects local features (image or text) into a common lowdimensional Hamming space. In this way, for each sample, the image features and the corresponding linguistic features are encoded to similar hash codes by BSE. In the meantime, we also take the geometric structures of each modality into account for preserving the intramodal similarity. Given a local feature, its source information, i.e., the image (text) from which it is extracted, is also provided. Consequently, relationships in two layers: element-to-element and set-to-set which are equivalent to the structures of data points and images (texts) represented by local feature sets, respectively, are simultaneously preserved in the lower-dimensional Hamming space. It is worthwhile to highlight the several properties of the proposed approach.
1) This paper associates images with semantic information in a fundamental level. The binary codes learned from local image features are semantically more robust than the word-frequency histogram. 2) BSE assigns a binary code for each local feature. The encoding of local features reduces the sparsity of the final hash table and improves the usage of hash codes, which enables hash codes to achieve competitive performance with a short length. 3) Last but not least, the local features for the text domain, i.e., word vectors, are independent of any specific data sets and can be trained offline, which makes BSE more universal in realistic applications. The rest of this paper is organized as follows. The BSE algorithm is proposed in Section II with an orthogonal constraint in Section II-E. In Section III, we introduce a voting scheme for indexing, as the traditional indexing method is not suitable for local features. Experimental results are shown in Section IV. Finally, we conclude this paper in Section V.
II. BINARY SET EMBEDDING
In this section, we introduce our BSE algorithm. We first describe the intramodal and intermodal structures and then associate them into one objective function. With the orthogonality constraint, BSE outputs the orthogonal projections for each modality.
A. Notations and Problem Statement
Since our task is the similarity search between the image domain and the text domain, we consider s image-text sample pairs S 1 , . . . , S s containing the local feature sets from the image and text domains. For the i th sample pair S i , we denote its local feature sets in the image and text domains by 
It is noticeable that during the code learning stage, we use {−1, +1} to encode local features and employ centralized data
In the indexing phase, we use {0, 1} to represent codes for hash lookup.
B. Intramodal Relationship
For the unsupervised analysis based on local feature descriptors, we are given not only the local features themselves, but also their source information, i.e., the sample from which they are extracted. We first discuss the connection between local features and the connection between images for the image domain. Then, we have the similar objective functions for the text domain.
1) Element-to-Element Structure: We hope that the pairwise structure of local features in the original space could be preserved in the lower-dimensional Hamming space. Without class information, we employ the K -means clustering on X to divide the set P 1 = {(i, j )|x i , x j ∈ X} into two categories, i.e., positive pairs and negative pairs. Specifically, we divide X into K clusters by the K -means clustering and define the pairwise label for (x i , x j ) as follows:
, if x i and x j are in the same cluster −1, otherwise.
Moreover, we also expect that, for a positive pair, the effect on the objective function will increase when their distance decreases, and for a negative pair, conversely, its importance will be reduced when the paired features are closer to each other. Then, by Gaussian function, we assign the following weight for each pair with parameter σ:
where · is the L 2 -norm. It is easy to find that W X i j ∈ (0, 1) and satisfies our requirement. Hence, preserving the featureto-feature structure in the image domain is to maximize
Similarly, for the text domain, we also have the following objective function to be maximized:
where P 2 is the pair set for the text domain, and W Y i j and Y i j are the pairwise weights and the pairwise labels in the text domain, respectively.
2) Set-to-Set Structure:
The set-to-set structure can be regarded as a higher-level connection among local features to balance the sensitivity of the clustering information in the above element-to-element structure. This structure is constructed on the samples when each of them is represented by a set of local features. For image i , X i represents its local feature set {x i1 , . . . , x in i }. We use the image-to-image (I2I) distance derived from [30] to measure the set-to-set distance from image i to image j , which can be regarded as an approximation of the Kullback-Leibler divergence and is defined as
where NN j (x) is the nearest neighbor of local feature x in image j . Since generally
as the I2I distance between image i and image j . By Gaussian function, we can define the following I2I similarity with the smooth parameter σ X :
Although the number of local features in one image is much smaller than N, the NN-search for all images is still time-consuming. We hope to use the cluster information in the above element-to-element section for the reduction of complexity. We denote the clusters of the K-means on X by C 1 , . . . , C K . Without the loss of generality, supposing the local features of image j are in C 1 , . . . , C K 1 and the order of distances from corresponding centroids to x ∈ X i is from the nearest to the farthest, the range of NN-search in X j is reduced to (
· is the ceiling function. This reduction of range is based on the assumption that the centroid of the cluster where the true nearest neighbor locates is also close to x. In fact, it holds when K → N. After the reduction of the searching range, the average complexity is reduced from O(N 2 ) to O(N K 1+δ ) and we only need to compute the distances from x to the cluster centroids, which has been done in the K -means.
After applying the encoding algorithm, the I2I distance in Hamming space becomeŝ
Therefore, to preserve the I2I structure of the original image domain by giving the penalty S X i j to the mapped distanceD X i j , a reasonable objective function is to minimize
Likewise, preserving the set-to-set structure in the text domain is to minimize the following similar objective function:
whereD Y i j and S Y i j are the encoded set-to-set distance and the set-to-set similarity in the text domain, respectively.
C. Intermodal Relationship
Local features in the image domain and the text domain have different distributions. For precise retrieval, we need to encode the local features from similar samples to close hash codes no matter they are in the image domain or the text domain. Without class information, we are only concerned about the relationship between the image local features and the text local features from the same sample.
For each sample pair S i , the local feature set from the image domain and the local feature set from the text domain are denoted by X i and Y i , respectively, i = 1, . . . , s. Generally speaking, it is impossible to construct a one-to-one correspondence between X i and Y i ; even a nearest neighbor relationship in the Hamming space cannot be built since the correspondence between visual features and semantic information is unknown by the algorithm. Then, using the I2I distance to measure the connection between X i and Y i is not applicable. Therefore, we minimize the distance of all the local feature pairs in the set {(x, y)|x ∈ X i , y ∈ Y i } for the i th image-text pair in the Hamming space. In other words, our goal for the intermodal relationship is to maximize the following sum of the inner products:
D. Objective Function and Optimization 1) Spectral Relaxation: First, let us transform (2), (3), (7), (8) , and (9) to the functions on 1 and 2 . Motivated by [18] and [31] , we relax the discrete sign function to a realvalued continuous function by using its signed magnitude, i.e., sgn(x) ≈ x. In this way, the objective function in the element-to-element part of the image domain, i.e., (2) becomes
where
In addition, for the I2I distance, we make a statistical approximation on the computation of projected I2I distances due to the large amount of local features. That is, we exchange the operation of NN-search and H 1 (·) for all x ∈ X i during the optimization, i.e., 2 . In fact, the pairwise structure has been preserved in the objective function (2), which ensures the correctness of the exchange operation. Then, we have the following projected distanced i j in the optimization:
If we denote
then the objective function in the set-to-set part of the image domain, i.e., (7) can be written as
Certainly, for the text domain, we also have the similar trace form
And for the intermodal relationship, (9) is simply relaxed to
Without the loss of generality, we let the objective dimension (code length) d = 1, i.e., 1 and 2 are column vectors. Furthermore, we place the intramodal relationship and the intermodal relationship at equally important positions. Therefore, combining the above functions on 1 and 2 and the norm constraint 1 = 2 = 1, we have our final optimization problem arg max
where λ is the parameter for balancing the effect of the element-to-element and set-to-set structures. 
where α and β are the Lagrangian coefficients. To find the optimal solution, we let the derivatives of L with respect to 1 and 2 be zeros to obtain
Multiplying T 1 and T 2 on the left-hand-side of the above equations, respectively, we have
Then, we only need to find the maximum α. From (16) and (17), we also have
By transforming the above equations to the form of block matrix, we have
As a result, to find the optimal solution of (15) is equivalent to solve the generalized eigen-decomposition problem (19) .
E. Orthogonality Constraint
Until now we have only computed the projection vector for the first dimension. It is noticeable that our objective function (15) is similar to the CCA. However, the relative orthogonality constraints in CCA cannot reflect realistic intention for our scheme. In this section, we use the orthogonalization method in [32] to compute the remaining vectors successively and make them mutually orthogonal by using the matrix composed by previous output vectors. Previous works [33] , [34] have highlighted the benefits of orthogonality constraints, for instance, avoidance of overfitting and redundancy in representing the subspace. With this orthogonalization procedure, we can realize our whole algorithm.
Suppose 
If we project all the local features in the image and text domains onto the subspaces span(a 1 , . . . , a p ) ⊥ and span(b 1 , . . . , b p ) ⊥ , respectively, then the optimization process will be in these two subspaces and the output vectors will satisfy the orthogonal constraints. In fact, we only need to solve the linear equations T 1 Z = 0 and T 2 Z = 0 with the unknown variable Z to obtain the orthonormal basis span(a 1 , . . . , a p ) ⊥ and span(b 1 , . . . , b p ) ⊥ , respectively, which is commonly used in linear algebra. With the basis P 1 and P 2 , the projections are simply as follows: . . . , N, j = 1 
y. In this case, we need to update all the matrices related to the local feature data
Now, we can repeat the eigen-decomposition procedure described in the above optimization section and output the optimal solutions a p+1 ∈ R D 1 − p and b p+1 ∈ R D 2 − p . Finally, we recover a p+1 and b p+1 to the vectors in R D 1 and R D 2 by updating a p+1 ← P 1 a p+1 and b p+1 ← P 2 b p+1 , respectively. We summarize BSE in Algorithm 1.
III. VOTING SCHEME FOR LOCAL FEATURE INDEXING
Having obtained the projection matrices 1 and 2 , we can easily embed the training local features into binary hash codes by (1) . For the query local featuresx andŷ, their hash codes are obtained by number (at least 3M for a large-scale database) of local features. To accomplish the local feature-based visual retrieval, in this paper, we introduce a fast voting scheme for local feature indexing [35] . We first build the Hamming lookup table (also known as. the hashing table) for all the hash codes from the image and text domains. Given a query, we can find the bucket of corresponding hash codes in near constant time O (1) , and return all the data in the bucket as the retrieved results whether they are in the image and text domains. After construction of the Hamming lookup table over the training set, we store the corresponding indices for all the hash codes of local features. In this way, for a text query Q, we search the hash code H (q i ) for each local feature q k ∈ Q in the query Q = {q 1 , . . . , q m } over the Hamming lookup table within Hamming radius r and return the possible images' indices. It is noteworthy that the same bucket in the Hamming lookup table may store the indices from different images. Therefore, we vote and accumulate the times of each image's index appearing in relevant buckets and then rank them in a decreasing order. Specifically, we assign a vector v = (v 1 , . . . , v n ) ∈ R n for the query with the subscripts corresponding to the indices of the images in the gallery. Then, we update v i ← v i + 1 if there exists a local feature from sample i , which is within Hamming radius r in one Hamming lookup. The final retrieved samples are returned according to the descending order of (v 1 , . . . , v n ) . And for the image query, retrieval for the text results is performed by the same voting procedure. We summarize the above voting scheme in Algorithm 2.
IV. EXPERIMENTS
In this section, we evaluate the proposed BSE method on two public data sets: the Wiki data set and the NUS-WIDE data set for cross-modal retrieval tasks. The relevant results show that our BSE significantly outperforms several state-ofthe-art methods.
A. Data Sets
The Wiki data set [36] collects samples from Wikipedia "featured articles," containing 2866 image-text pairs in ten semantic classes. For each image, a set of 128-d SIFT [25] local features are extracted around salient points. For each text, we utilize the novel word-to-vector technique [27] to extract the 200-d semantic word vectors trained from the first billion characters from Wikipedia 1 for each word. Following the setting in the original paper [36] , we take 2173 image-text pairs as the training set and the remaining 693 image-text pairs as the query set.
The NUS-WIDE data set [37] contains around 270 000 Web images associated with 81 ground truth concept classes. As in [38] , we only use the most frequent 21 concept classes, each of which has abundant relevant images ranging from 5000 to 30 000. Unlike other data sets, each image in the NUS-WIDE data set is assigned with multiple semantic labels (tags). In this paper, two images belong to the same class, only if they share at least one common tag. Similarly, each image or text sample is represented by a set of SIFT features or a set of word vectors, respectively, as in the Wiki data set. We further sample randomly 100 images from each of the selected 21 tags to form a query set of 2100 images with the rest serving as the training set, since some of the remaining 60 tags contain too few images for the retrieval task.
B. Compared Methods and Experimental Settings
In our experiments, since few works focus on the local feature representation-based hashing scheme for cross-modal retrieval, we can only systematically compare the proposed BSE method with six prevailing global hashing methods for cross-modal retrieval tasks: CVH [11] , MLBE [22] , IMH [15] , CMSSH [21] , CHMIS [14] , CMFH [16] , and QCH [39] . For fair comparison, all the methods are implemented on the same SIFT features and word vectors in the image and text domains, respectively. Specifically, for the global methods, we use the vector of locally aggregated descriptors 2 (VLAD) [40] to embed sets of SIFT/word vectors from each image/text into an integrated representation. For CVH, IMH, CMSSH, and CMFH, the view-specific hashing codes can be learned while CHMIS is a cross-view fusion method, which learns integrated hash codes. We implement CVH, IMH ourselves and utilize the public codes of MLBE, CMSSH, CHMIS, CMFH, and QCH to calculate the results. All the parameters in compared methods are strictly selected according to their original publications.
For BSE, the parameter K for K -means is chosen from one of {100, 200, . . . , 1000} via tenfold cross validation on the training data and the best performed value of K is selected. Furthermore, the balancing parameter λ is also selected from one of {0.05, 0.1, . . . , 0.5}, which yields the best performance by tenfold cross validation on the training set. δ for the NN-search is always fixed at 0.5 and the Hamming radius r is equal to 3. For the query phase, we use the voting scheme introduced in Section III to retrieve the neighbors of the query. We further report the mean average precision (MAP) of the top 50 retrieved images/documents for both of the data sets. It is defined as
where |Q| is the size of the query set and P(i j) indicates the precision of the top j retrieved texts (images) of the i th image (text). In addition, all the methods are evaluated on six different lengths of codes {16, 32, 48, 64, 80, 96}. The selection of training and test samples is repeated five times for all the data sets and the compared methods, and we report the averages as the final results.
C. Results and Discussion
In this section, we will show the compared results of BSE and other methods, the parameter sensitivity analysis and the training size sensitivity analysis, respectively. Table I shows the MAP on both Wiki and NUS-WIDE data sets. Since we focus on the cross-modal retrieval task, we show the corresponding results on two aspects, respectively: image query versus text database (I2T) and text query versus image database (T2I). From the table, we can observe that the MAP of a text query is generally higher than that of an image query. The reason is that the text can better describe the semantic meaning of the image-text pairs than the image. Given an image query, since it only describes the low-level visual information, it is difficult to find semantically similar texts for it accurately.
From Table I , it is easy to discover that the searching accuracies from CVH, IMH, and MLBE are always fluctuant with the increase of the code length. Specifically, in terms of IMH and MLBE, the best performances are usually achieved with small bits (i.e., 16 and 32 b, respectively) for both I2T and T2I on two data sets. For CVH, the highest results constantly appear with 16 b on the Wiki data set, while the best results are obtained with 96 b on the NUS-WIDE data set. Besides, we can also find that with the code length increasing, the results calculated by CMSSH, CHMIS, and CMFH are getting higher on both data sets. In particular, CHMIS always achieves better performance than CMSSH for I2T search, but obtains lower accuracies than CMSSH for T2I search. Since CHMIS is regarded as a cross-view fusion method, it cannot directly compute the separated codes for the image and text domains, respectively. Thus, the same integrated codes are used for I2T and T2I and give the same performance on these two domains. Different from all the above conventional methods, our proposed BSE method successfully considers the relationship between local features on inter/intra data structures and completes retrieval via the local hash-based feature-indexing scheme. The related results demonstrate that our BSE can achieve significantly better performance than CVH, IMH, MLBE, CMSSH, CHMIS, and QCH for both I2T and T2I on Wiki and NUS-WIDE data sets and even outperforms the recent CMFH method. It is noticeable that CMFH's results are slightly lower than the results in the original paper [16] . The reason is the use of word vectors, which can be trained offline and independent of any specific data set unlike the provided data set-oriented LDA representation. In addition, we used 21 most frequent classes of the NUS-WIDE data set, which is larger than the ten largest concepts used in their paper. Beyond those, the precisionrecall curves with the code length of 32 are also shown in Figs. 2 and 3 . By measuring the area under curve, it can be obviously observed that BSE consistently performs better than other state-of-the-art methods. Moreover, the computational complexity for the test phase with the 48-b codes on the Wiki and NUS-WIDE data sets is in Table II. To make   TABLE III   MAP COMPARISON WITH STATE-OF-THE-ART CROSS-MODAL METRIC  LEARNING METHODS ON BOTH DATA SETS our method more convincing, Table III gives a comparison between the proposed BSE and other cross-modal metric learning methods which also map multiple modalities into a shared space. In particular, we use VLAD to construct global representations for images and texts as mentioned earlier and then CCA and supervised CCA (SCCA) [39] are utilized to learn the real-valued low-dimensional data for cross-modal retrieval.
D. Parameter Sensitivity
In this section, we illustrate the sensitivity of two parameters: the number of clusters K and the balance parameter λ, on the Wiki and NUS-WIDE data sets with different bit lengths. We report the best results for a fixed parameter with varying other parameters in Fig. 4 . As we can see from the figure, the results on two data sets at all different code lengths have the similar tendency. For the parameter K , we can observe that a small value of K (K = 300) in the K -means works better for the Wiki data set with all bit lengths, since it is a relatively small data set containing only 2173 image-text data with ten semantic classes for training. While for the NUS-WIDE data set, the best value of K always tends to be large (K = 900) for both I2T and T2I search. Furthermore, from the whole perspective, the tendency of the accuracies on NUS-WIDE with the change of K goes stably, which indicates that our final results are not sensitive to the choice of K . In Fig. 4 , we also demonstrate the sensitivity of the balance parameter λ. It is discovered that with the increase of λ, the search results always rapidly grow and then slightly drop down with all bit lengths. The best results are usually achieved when λ = 1 on both Wiki and NUS-WIDE data sets. However, the final accuracies are more sensitive on the NUS-WIDE data set when λ takes various values compared with those on the Wiki data set. The comparison has shown the fact that we can reduce the range near the best point in the future tuning of parameters, i.e., the range for tuning K is proportional to the training size and the range for tuning λ is around 1. In addition, we evaluate the effectiveness of element-to-element structure preserving and set-to-set structure preserving in (15) on both data sets, respectively. From Table IV , we can observe that only preserving element-to-element structure (i.e., λ = 0) or set-to-set structure (i.e., λ = +∞) individually cannot achieve the best performance. To further explore the advantages of the orthogonality constraint in (15) , the results of BSE without orthogonal projection learning in Section II-E are also included in Table IV , where the learning procedure is similar to CCA.
E. Training Size Sensitivity
For the training phase, although we always fix the number of the training samples as mentioned in Section IV-A, the number of constructed local feature pairs for element-toelement preserving can be varied. Theoretically, more local pairs used in the training phase will lead to better results. If there exists N local features, the maximum number of pairs can be N 2 . However, N for large data sets can be over a million. It is infeasible to utilize all the local pairs in training due to the computational costs. Thus, in our experiments, we randomly select a subset of the pairs, which contains 30% positive pairs and 70% negative pairs, similar to [41] , during the training phase. Table V shows the corresponding results by varying the number of pairs. Obviously, the proposed BSE can achieve significantly better results when the pair number equals 8 × 10 4 and 1.6 × 10 6 on two data sets with the total numbers of local feature pairs 4 × 10 11 and 1 × 10 13 , 
F. Generalization
In this experiment, we train the hash functions of different methods on the combination of the Wiki and NUS-WIDE data sets. Since the local features from the image and text domains that we used, i.e., SIFT and word vectors, are irrelevant to any specific data set, we can unite the features of the Wiki and NUS-WIDE data sets together to form a larger data set. For the global methods, we still use the above VLAD representations. As shown in Table VI , the results of almost every method are between the corresponding ones of the Wiki and NUS-WIDE data sets in Table I . Generally, the text-to-image results on the combined data set are better than the ones on the Wiki data set since more sufficient semantic information for images can be learned in the larger data set. In contrast, the image-totext results on the combined data set are lower than the ones on the NUS-WIDE data set for the reason that the images in NUS-WIDE are only with several tags rather than documents and the retrieval results are possibly the words in Wiki. In addition, our method has significantly outperformed the other state-of-the-art cross-modality hashing methods and improved the text-to-image MAP compared with the results on both data sets. In this paper, a novel cross-modal hashing scheme called BSE has been presented. Aiming for a general representation that is independent of any data set, we have employed local feature descriptors for both image and text modalities. BSE associates the local feature set of images with the semantic information of the corresponding documents and embeds them into a common Hamming space. Due to the nature of local features, BSE simultaneously preserves the element-toelement and set-to-set structures, which are correspondent to the data points and the source information of local features, respectively, in the intramodel relationship. Extensive results have shown that BSE outperforms the state-of-the-art methods in terms of cross-modal retrieval tasks. Our future work aims to generalize our approach to carry out the cross-modal task for data from multiple modalities.
