ABSTRACT
INTRODUCTION
This paper describes past developments, ongoing work, and a vision of future topics for a research area with a relatively short history -the application and exploitation of nonlinear dynamic behavior in micro-and nanoelectromechanical systems * Address all correspondence to this author.
(MEMS/NEMS). In the 1950s, Richard Feynman presented a prescient paper entitled,"There's Plenty of Room at the Bottom" (reprinted in [1] ), and a follow-up paper "Infinitesimal Machinery" (reprinted in [2] ), in which he outlined a vision for building very small devices that had the potential to revolutionize a wide range of technologies. These ideas lay essentially dormant for many years, awaiting the means of manufacturing mechanical devices on very small scales. The first notable progress in the area of microresonators was the work of Nathanson and coworkers on resonant gate transistors [3, 4] . The driving force that made the fabrication of such devices possible came from the electronics industry, specifically the production of miniaturized integrated circuits (ICs). In 1982, Kurt Peterson described the next step in the development towards MEMS with his provocative paper, "Silicon as a Mechanical Material" [5] , in which it was demonstrated how one could use IC manufacturing techniques to build small mechanical devices with movable components. The field has accelerated rapidly since that time, and the community is well on its way to at least partially fulfilling Feynman's vision of miniature machines. Applications abound and are having an impact in a wide variety of fields including communications, sensing, basic physics, and biotechnology.
Another research area that has seen a similar growth in interest and applications over the past few decades is nonlinear dynamics. While the history of this field dates to Newton's solution of the two-body problem and Poincare's classical work on celestial mechanics (described from a modern point of view by Holmes [6] ), the field accelerated significantly in the 1980s, building on a number of developments from the 1960s, including Lorenz's discovery of chaos in a simple model for convective fluid flow [7] and Smale's work on the topology underlying chaos (recounted in [8] ). The technology that drove this field was the wide availability of computers, which brought to life the mathematical ideas from dynamical systems. This has produced a thriving community which spans mathematics, physics, engineering, operations research, and biology.
This paper focuses on a class of problems that lie at the intersection of the two topical areas detailed above. Thus, of the various types of MEMS and NEMS, those of interest here utilize a resonant mode of operation and exhibit nonlinear behavior, either intentionally or otherwise (Note that detailed reviews of linear micro/nanoresonators can be found in [9] [10] [11] ). Such devices are used in a wide variety of applications, including sensing, signal processing, switching, and timing. Many of these applications are driven by the recognition that some purelyelectrical components can be advantageously replaced by electromechanical analogs. The benefits of such an approach include smaller size, lower damping, and improved performance metrics. These devices also offer the desirable feature of being easily integrated with solid-state circuits, thus enabling the development of IC chips with integrated mechanical and electrical functionality. It is important to note that the transition to electromechanical components requires that analysts and designers deal with dynamic behavior resulting from classical forces acting on the mechanical components, as well as multi-physics interactions, many of which do not have counterparts in purely-electrical or macroscale mechanical systems. Accordingly, the vast experience developed for the analysis and design of electrical circuits and (independently) for mechanical structures are not, in themselves, sufficient for understanding the behavior of resonant micro/nanosystems. This has, in turn, opened a new realm of system design. Some of the unique aspects of MEMS/NEMS present difficulties for device realization, but they also can be exploited to achieve some interesting device designs. From a nonlinear dynamics point of view, MEMS/NEMS offer greater flexibility in terms of designing for specific types of nonlinear behavior, and thus provide fertile ground for designs that actively exploit the rich behavior of nonlinear systems.
Given that the field of interest is relatively new, this work provides a quite thorough overview of previous and ongoing research, and includes a quite comprehensive review of the literature. 1 However, one area that falls under the umbrella of nonlinear dynamics in MEMS/NEMS, which is covered only briefly here is atomic force microscopy (AFM) and other forms of probe-based microscopy which utilize micro/nanoresonators. These technologies, which typically use individual or uncoupled arrays of microbeams to characterize the surface properties of materials, often using a vibratory mode of operation, are commercially available and widely used in industry, yet also remain the subject of interesting research investigations. Accordingly, this line of work is deserving of an independent review, such as that provided by Garcia and Perez or Raman, et al., which detail the modeling and analysis of nonlinear effects in atomic force microscopes (AFMs) [12, 13] .
It should be noted that a recent review by Lifshitz and Cross [14] covers some of the same ground as this paper. Specifically, the work includes a detailed description of the modeling and analysis of the near-resonant behavior of isolated and coupled micro/nanoresonators with quadratic and cubic nonlinearities. In contrast, the aim of the present work is to provide an engineering perspective of nonlinear micro/nanoresonators and a more comprehensive summary of the current literature, albeit with markedly less analytical detail.
The paper is organized into the following sections: the basics of modeling, the phenomenon of pull-in, systems with direct excitation, systems with parametric excitation, systems with combined direct and parametric excitation, self-excited systems, vibro-impact systems, single-element systems with a few degrees of freedom, and coupled resonator arrays. The focus in all but the latter two sections is on systems that are accurately described by single-degree-of-freedom (SDOF) models. The work closes with some thoughts about the potential for further progress in this field and some areas of research that will become increasingly important as the area advances.
concluding that domain methods provide better results, provided that the basis functions are judiciously selected. The books of Senturia [41] , Pelesko and Bernstein [42] , Lobontiu [43] , and Cleland [44] also provide systematic views of MEMS/NEMS modeling from first principles.
The present discussion specifically focuses on simple lumped-mass models for uncoupled resonators, from which one can build models of systems with additional degrees-of-freedom, such as coupled resonator arrays. The reader should keep in mind, however, that these models are typically the result of a more detailed modeling approach, which begins with partial differential equations or finite element models and subsequently employs model reduction techniques. When using lumped-mass models for experimental work, as opposed to designing for mass production, the dynamics involve only a few degrees of freedom and it is often sufficient to build a device and carry out some form of system identification in order to determine pertinent parameters, such as frequencies, quality factors, and nonlinear characteristics, that describe the behavior of the device.
The small scales involved here give rise to effects that are insignificant at the macroscale, and this is the most interesting aspect of modeling these systems. A particularly important class of forces are those arising from electrostatic effects. If two elements of a system experience a voltage difference between them, attractive Coulomb forces arise. The simplest model for this effect is to consider a parallel-plate capacitor with gap g, which generates an attractive force between the plates of the form
where ε is the permittivity of the space, A is the area of the electrodes, and V is the voltage difference between the plates (this simple expression ignores fringe field effects). It is important to note that F e will, for any non-zero voltage, possess a DC term. Furthermore, if the voltage is composed of DC and AC terms,
then F e is composed of a DC component as well as harmonic components with frequencies ω and 2ω. In fact, the DC component of the electrostatic force depends on V AC as well as V DC . These facts have some interesting consequences on the behavior of systems as one sweeps through the excitation parameters V AC and ω. This form also allows for tuning of the excitation, through independent manipulation of V DC and V AC . Perhaps the simplest nonlinear model for a micro/nanoelectromechanical system can be developed by considering a two-plate capacitor with one plate mechanically fixed and the other, of mass m, flexibly suspended such that it can move relative to the fixed plate. Ignoring gravity, let y denote the inertially-measured displacement of the movable element such that y = 0 is the equilibrium of the system for zero voltage, that is, for V = 0 (F e = 0). Also, let g o denote the gap corresponding to y = 0. In this case the equation of motion for the suspended mass m can be expressed as
where F m (y) = −F m (−y) is the (assumed symmetric) conservative mechanical restoring force provided by the suspension, F d accounts for dissipative effects [with F d (y, 0) = 0], and F a accounts for time-dependent, externally-applied excitations. In the case of no external excitation (F a = 0) and no AC voltage (V AC = 0), the equilibrium position is given by solving
that is, by balancing the mechanical and electrostatic forces that result from the DC voltage. At this stage one can already uncover some interesting nonlinear behavior related to this equilibrium condition, namely, the pull-in instability, which will be considered in a subsequent section. In terms of dynamics, one can develop a generic model that captures much of the important nonlinear behavior by defining the local coordinate x = y−ȳ, and expanding the equation of motion out to cubic order in x and its derivatives, resulting in,
where γ is a coefficient which accounts for the permittivity of the surrounding medium and the area of the electrodes, k 1 and k 3 are linear and cubic nonlinear mechanical stiffness coefficients, and c 1 and c 3 are linear and nonlinear damping terms used to capture important dissipative effects [14] . Note that the form of the voltage excitation renders a number of interesting effects. First, it generates both direct and parametric excitations, and, in particular, leads to a parametric excitation that acts on the entire restoring force, including its linear and nonlinear components. In fact, when one drives the system near resonance, that is, when ω is close to the natural frequency, there also exists parametric driving terms at 2ω, which are capable of inducing parametric instabilities. Therefore, one cannot apply a resonant excitation to such a system without at least the possibility of these additional resonant interactions. In addition, the AC voltage leads to shifts in the time-invariant linear and nonlinear coefficients, since cos 2 (ωt) = 1 2 [1 + cos(2ωt)] results in a DC term. This implies that the linear natural frequency and the strength of the nonlinearities (which cause shifts in the frequencies of oscillation) both depend on the amplitude of the excitation. This does not occur in most macroscale mechanical systems, wherein one can view the excitation to be applied to a system with a fixed natural frequency and nonlinearity.
In some cases it is desirable to have a simpler form for the excitation. Accordingly, one can utilize a voltage of the form V (t) = V o 1 + α cos(ωt) with |α| ≤ 1, which renders a single frequency AC component of amplitude αV 2 o and frequency ω, in addition to the DC component V 2 o (see, for example, [45] ). In this case the AC voltage (captured by the parameter α) has only an ω harmonic, but the other effects described above are present. The key to this excitation is that one can independently drive the system into primary or parametric resonance, without interference. If one drives the system with ω near the natural frequency, direct excitation is achieved (in this case the parametric terms are non-resonant). Similarly, by driving ω near twice the natural frequency parametric resonance is obtained (here the direct excitation term is non-resonant).
A particularly important embodiment of electrostatic effects occurs in comb drives. These components use arrays of fingers, as shown in Fig. 1 , to allow for an effectively large area over which voltage differences can act. In the more common case of interdigitated comb fingers, shown in Fig. 1a , two sets of combs move relative to one another in such a manner that the change in area generates a change in capacitance, which results in an electrostatic force of the form
where b is a coefficient that depends on the permittivity of the space, the geometric particulars of the combs, and the number of comb fingers, g is the gap between adjacent fingers, and V is the voltage applied across the fingers. This arrangement is used to induce direct excitation forces which act along the longitudinal axes of the comb fingers. This arrangement can also be used to capacitively sense the motion of a given device. Another, less traditional, arrangement exists in non-interdigitated comb drives (shown in Fig. 1b) . Here the combs move perpendicular to the finger axes, and the forces are generated by fringe field effects.
The most interesting feature of this arrangement is that when the fingers are aligned directly across from one another, or evenly staggered, zero net force is generated. If this configuration corresponds to the mechanical static equilibrium of the device, forces arise only when the symmetry of the finger alignment is broken. A general form for the force in this situation, in terms of the dis- placement x from the symmetric alignment position, is
where V is the voltage across the combs and f (x) describes the displacement-dependent nature of the force, which depends on a number of geometric factors [46] . Note that in the symmetric cases f (0) = 0, and that if there are a large number of fingers (such that end effects are essentially negligible), f (x) is essentially periodic, that is, f (x + s) = f (x), where s is the spacing between fingers. Locally near the equilibrium position, the electrostatic force can be linearly or nonlinearly hardening or softening [46] . Note that this arrangement is a convenient way to generate parametric excitation in MEMS, and is utilized extensively in the works described in the later section on ParametricallyExcited Systems. It should also be noted that though one generally restricts the movement of non-interdigitated devices such that x << s, interesting dynamics, including chaos, can arise for larger motions [47] . In summary, comb drives lead to equations of motion of the general form given above in Eq. (5), albeit with different forms for the coefficients. Perhaps the most important aspect of these components is that one can design them to produce desired linear and nonlinear forces, and, in fact, tune these forces by adjusting the amplitude of DC and AC excitation voltages [46, 48] , or even the comb-finger geometry [49] . The particular details of Eq. (5) are not as important as its general form, which is encountered in a number of situations involving electrostatic, and in some cases piezoelectric or electromagnetic, actuation. For example, it is found in the modeling of electrostatically-actuated torsional devices, which are mounted by mechanical supports with torsional flexibility and actuated by placing electrodes away from the axis of rotation, thereby generating driving torques. Likewise, these effects arise in multidegree-of-freedom systems, in which the voltage differences between adjacent resonators produce coupling effects. With this in mind, the essential features of the systems of interest are those of lightly-damped nonlinear resonators (or a set of coupled resonators) which are subjected to periodic excitations, either direct, parametric, or combined in nature. Arguably the most unique feature of these systems is the manner in which the excitation and parameter coefficients are intertwined, and the fact that one can use a variety of actuators to tune devices and achieve complex, yet tailored, dynamic behaviors.
Before closing this section on modeling, it is worth mentioning some of the other types of forces that arise at small scales, and are thus not important in macroscale resonators. The first of these are the van der Waals forces, which arise from atomic-level interactions. These forces are very weak except at close distances (approximately 1-10 nm), and become increasingly attractive at shorter interaction lengths. At very close distances, however, these forces become repulsive, since electron orbitals cannot overlap. This effect is very strong at extremely close interaction distances, and in fact, becomes essentially unbounded near contact (to avoid penetration). These combined attraction and repulsion effects, which are particularly important in probe-based microscopy applications, are conveniently modeled by Lennard-Jones potentials, which capture the qualitative nature of the interactions. Another small-scale force, which is entirely non-classical and is very strong at scales of ∼10 nm, is the Casimir-Polder force [50, 51] . This is a purely quantum effect and arises from zero-point fluctuations of the quantum field of the empty space between two uncharged conductors separated by a distance g. This is an attractive force that scales like g −4 for simple geometries. Basic notions from harmonically-forced nonlinear oscillations were instrumental in providing some of the first experimental evidence of these forces [50] .
PULL-IN
The competition between elastic restoring forces and attractive electrostatic or van der Waals forces acting on a mechanical structure leads to a situation in which an instability can occur, essentially a form of buckling. In fact, the most commonly used model to demonstrate nonlinear behavior in MEMS is a mass suspended by a linear spring with a DC voltage applied between the mass and a fixed electrode. For small voltages there exists two stable static equilibrium for this system, one near the purely-mechanical equilibrium and another associated with contact, which have an additional unstable equilibrium in-between. As the DC voltage is increased (or, for example, the zero-voltage gap between electrodes is decreased) the original, non-trivial stable equilibrium and the unstable equilibrium move towards one another. At a critical voltage these two equilibria coalesce in a saddle-node bifurcation, leaving only the stable contact equilibrium, and so-called "jump to contact" occurs. This overall behavior is referred to as "pull-in". Likewise, the critical saddlenode point is known as the "pull-in instability". As a rule of thumb, if the mechanical spring is linear, this instability will occur if the system experiences an amplitude of about 1/3 of the initial zero voltage gap [52] . A number of studies have considered the effects of more complicated geometries and flexibility in the mechanical structure. See, for example, the works of Krylov et al. [53] [54] [55] [56] .
Of interest here is the dynamic version of pull-in. Specifically, it is of interest to know how a system behaves near the pull-in instability described above. The simplest model is for a SDOF system of the type described above, whose global dynamics can be described by a relatively simple phase plane. In the bistable situation it has a classic form with two stable equilibria and a saddle point, and the basins of attraction for the stable equilibria are separated by the stable manifold of the saddle point (one of the stable equilibria is at a boundary in the phase plane, imposed by the constraint of the fixed electrode, but this does not alter the qualitative picture). As the parameter is varied a saddle-node bifurcations occurs in which the saddle point coalesces with the stable equilibrium at a critical value of the DC voltage. This model for the dynamics is well understood, and can also be derived for continuous systems with distributed electrostatic forces, so long as the mechanical system response is dominated by a single mode [57] . A systematic investigation of this situation, involving experimentation and comparison with a mathematical model for a microbeam, is described by Krylov and Maimon [58] . They consider a three-mode beam model with an attached lumped mass, and also include the effects of nonlinear squeeze film damping, which plays an important role in the dynamics near the instability point. They consider the system response to step inputs starting from the non-contact equilibrium, and examine condition that lead to jump to contact. Experimental measurements of this transient behavior are remarkably well described by the model. Krylov [59] has also demonstrated that Lyapunov exponents provide a reliable indicator of the beam response for these systems, indicating whether or not jump to contact will occur. Such results are of practical importance in applications such as switches, where the instability is repeatedly encountered. Krylov et al. [60] have also carried out a systematic analytical and experimental investigation of systems which experience both buckling and electrostatic instability, and have examined the interplay between these effects.
More subtle is the situation when periodic excitation is added to the system. In this case the situation is ripe for complicated dynamics, including fractal basin boundaries and chaos, as is known to occur when periodic excitation is imposed on systems with multiple equilibria [61] . Ashab and co-workers were the first to consider this problem from a modern dynamical systems point of view [62] [63] [64] . The authors used a global analysis approach, including Melnikov's method, to address the problem of chaos and fractal basin boundaries between the non-contact and contact steady-states in a system where the attractive force is van der Waals. Similarly, Luo and Wang [65] considered global dynamics in electrostatically-actuated systems with periodically time-varying capacitance. Lenci and Rega [66] have shown that one can manipulate the appearance of fractal basin boundaries, and thus the subsequent appearance of chaos, by judiciously adding higher harmonic components to the excitation. A number of analytical studies have been carried out that make use of the amplitudes of steady-state responses in relation to the pullin response amplitude in order to develop approximate dynamic pull-in threshold criteria [67] [68] [69] . Some studies have shown that one can actually drive these systems with combined AC and DC voltage amplitudes V DC + V AC that exceed the pull-in value of V DC , which implies a type of dynamic stabilization against pullin. For example, Ai and Pelesko [70] have carried out a detailed mathematical analysis of the existence of periodic responses for a simple SDOF model with parallel-plate capacitive actuation, including the limiting cases of damping dominated (for which inertia is ignored) and zero damping. They mathematically prove that in the zero damping case there exist frequency values for which the AC amplitude can exceed the DC pull-in value without experiencing the instability. Fargas-Marques et al. [52] have experimentally demonstrated this effect and offer another analytical predictive approach using energy methods. Likewise, Krylov and collaborators have demonstrated stabilization against pull-in using parametric excitation [71] .
SYSTEMS WITH DIRECT EXCITATION: PRIMARY RES-ONANCE
Of the numerous investigations of nonlinearity in micro/nanoelectromechanical resonators, the earliest, and certainly most prevalent, are those focusing on systems with Duffing, or Duffing-like, characteristics (note that the term is used in its loosest sense here in an attempt to accommodate systems with asymmetric potential functions), which arise from Taylor Series expansions of elastic restoring forces and/or electrostatic, electromagnetic, or piezoelectric effects. The present section summarizes the various research investigations of these systems when they are subjected to direct (as opposed to parametric) excitation, and the primary resonance is excited. These works begin with largely-observational studies published in the late-1980s and early-1990s, and then continue with the more mature analytical and experimental investigations of the late-1990s and 2000s. The section concludes with a review of directly-excited nanoscale resonators, a brief discussion of application-specific literature, and an overview of recent efforts emphasizing dynamic transitions between bistable states.
To the best of the authors' knowledge, the earliest report of nonlinearity in a resonant microsystem appeared in the 1987 work of Andres, Foulds, and Tudor [72] . In this effort, the authors utilized a silicon microbeam, driven by an adjacent piezoelectric element, to recover a frequency response with distinct hardening characteristics. Though not explicitly detailed within the work, the observed nonlinearity appears to arise from large-amplitude effects, induced by driving the resonator with a hard excitation in a low-pressure environment (Q = 21, 000). Subsequent to the publication of Andres et al.'s work, a number of research papers reported observations of nonlinear frequency responses, attributable to Duffing-like effects, in alternative contexts. Ikeda, Tilmans, and their respective collaborators, for example, reported hardening responses in resonant strain gauges undergoing large elastic deformations [73] [74] [75] . Likewise, Nguyen, Legtenberg, Bourouina, Piekarski, and their respective collaborators, noted hardening responses in electrostatically-actuated, and subsequently electromagneticallyand piezoelectrically-actuated, devices [76] [77] [78] [79] [80] . These latter works are of particular note, as they drew attention to the fact that nonlinearities in resonant microsystems can arise from multiple sources. Specifically, the authors noted the potential for interplay between nonlinearities arising from mechanical mechanisms, which are often hardening in the first mode, and transduction effects, which are often softening. This observation provided an important research framework for the efforts that would follow.
Building upon the works detailed above, Ayela and Fournier [81] reported in 1998 what is believed to be the first microresonator frequency response with softening characteristics. Though there appears to be some discrepancy regarding the source of the softening response, the authors stated that it arose from mechanical sources. In 2000, Camon and Larnaudie [82] observed softening response characteristics in an electrostatically-actuated micromirror excited by a comparatively-large actuation voltage. Though not directly addressed in the paper, the softening nature of the recovered response was almost certainly due to the dominance of softening electrostatic nonlinearities, especially in light of the large angles of deflection that were reported.
In 2002, Abdel-Rahman, Nayfeh, and Younis presented the first of several early, purely-theoretical works detailing the nonlinear behavior of electrostatically-actuated microbeams [83] [84] [85] [86] [87] . These works, which approached microsystems analysis from a classical dynamical systems perspective, emphasized the development, and subsequent reduction, of robust, distributedparameter models, incorporating both mechanical and electrostatic nonlinear effects. The authors subsequently utilized these models in conjunction with multiple-scales and numerical analyses in order to identify the various nonlinear behaviors that could be recovered with a capacitively-driven microbeam. These nonlinear behaviors included not only the classical, hysteretic responses associated with direct excitations applied in the presence of Duffing-like nonlinearities, but also super-and sub-harmonic resonances, internal resonances, and limit cycles.
From 2002 onward, analytical and experimental investigations of directly-excited microresonators flourished. Amongst the various analytical and experimental efforts focusing on electrostatically-actuated systems, for example, were: (i) the 2004 effort of Kaajakari et al. [88] , which examined the nonlinear response of silicon, bulk acoustic wave (BAW) resonators, demonstrating that these systems, in comparison to their flexural counterparts, had appreciably-higher energy storage capabilities; (ii) the 2005 work of Jeong and Ha [89] , which developed a predictive model for the linear displacement limits of comb-driven resonant actuators; (iii) the 2007 and 2008 efforts of Agarwal et al. [90, 91] , which detailed the modeling, analysis, and optimization of double-ended-tuning-fork resonators simultaneously actuated by two, variable-gap electrostatic forces; and finally, (iv) the 2008 investigation of Shao et al. [92] , which thoroughly detailed the nonlinear response of free-free microbeam resonators.
Apart from the aforementioned investigations of electrostatically-actuated microresonators, a number of works addressed Duffing-like behaviors that arise in directly-excited piezoelectrically-actuated devices. Foremost amongst these are the works of Li, Dick, Mahmoodi, and their respective collaborators [93] [94] [95] [96] . The first of these [94] , by Li et al., detailed the modeling and analysis of the clamped-clamped, piezoelectrically-actuated microstructure previously described in [80] . In this work the authors utilized composite beam theory to develop a distributed parameter representation of their nonlinear system. This model was subsequently reduced to a lumped-mass analog, and used to characterize the free and forced responses of the device in its post-buckled configuration. The work of Dick et al. [93] extended this effort, demonstrating that parametric identification techniques could be used to extrapolate pertinent model parameters, which, in turn, facilitated predictive design. The later works of Mahmoodi et al. [95, 96] detailed the nonlinear characteristics of a silicon microcantilever actuated by a ZnO patch. In these works the authors utilized the constitutive relationships of the piezoelectric material and Euler-Bernoulli beam theory to develop a distributed-parameter representation of their system. This model was subsequently reduced, using Galerkin methods, and experimentally validated through the use of a Veeco DMASP probe, such as that shown in Fig. 2 . Somewhat surprisingly, the acquired analytical and experimental frequency responses depicted a distinct softening nonlinearity, which softened further with increasing voltage. This was attributed to the dominance of material nonlinearities.
As nanofabrication techniques matured, there was a re-birth of largely-observational reports of Duffing-like nonlinearities, this time in directly-excited nanosystems. In 1999, for example Evoy et al. reported the existence of hardening frequency response characteristics in nanofabricated paddle resonators [97] . This would be followed by subsequent reports of hardening responses in suspended, electrostatically-actuated carbon nanotube resonators [98] , magnetomotively-excited SiC resonators [99] , platinum and silicon nanowires [100, 101] , and electrostaticallyactuated nanobeams [102, 103] , an example of which is shown in Fig. 3 . A key distinction between these reports and earlier reports of Duffing-like behaviors at the microscale was that the nonlinear responses arising in nanoresonators appeared to be en- 
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demic to the devices. This was rectified by the work Postma et al. [104] in 2005, which demonstrated that many nanoscale resonators exhibit a severely-diminished dynamic range, and, thus, when driven above the thermomechanical noise floor, can transition into a nonlinear response regime rather quickly.
While the majority of studies detailed above approached the investigation of nonlinear behaviors from a largely applicationindependent perspective, a number of works over the past decade have addressed these nonlinear behaviors within the context of very specific applications. Amongst these various works are efforts focusing on electromechanical signal processing, signal amplification, resonant mass sensing, and magnetic field detection, as briefly highlighted below.
One of the earliest efforts emphasizing electromechanical signal processing in a directly-excited system with Duffing-like nonlinearities is that of Erbe and collaborators from 2000 [105] . In this work, the authors reported the ability to mechanically mix two direct excitation signals with a magnetomotively-driven nanoresonator. Specifically, the authors demonstrated that by driving the nanomechanical resonator with two hard excitation signals, one slightly detuned in frequency from the other, they could recover a mechanical output with distinct, tunable sidebands. In 2005 and 2006, Alastalo and Kaajakari investigated the impact of electrostatic and mechanical nonlinearities on capacitively-coupled filters [106, 107] . The first of these efforts utilized a lumped-mass model of the electrostatically-actuated system to characterize the filter's third-order intermodulation and intercept points. The latter effort built upon this work, incorporating out-of-band distortion mechanisms and developing a closed-form expression for the filter's signal-to-interference ratio. Building upon the success of prior nonlinear electromechanical signal processing efforts, Koskenvuori and Tittonen recently reported the development of a micromechanical downconverter [108] . This work demonstrated, for the first time, that amplitude-modulated signals in the GHz frequency range could be converted into MHz-range signals through the use of a doubleended-tuning-fork resonator. As noted in [109] , these positive results could potentially stimulate the development of MEMSbased radios.
Apart from the investigations of directly-excited micro/nanoresonators detailed above, a series of works by Almog and collaborators have investigated the potential of Duffing-like nonlinearities in signal amplification and noise squeezing applications [110, 111] . The first of these works, which appeared in 2006, utilized signal mixing techniques, similar to those described above in relation to the work of Erbe et al. [105] , to realize a signal amplifier capable of yielding high intermodulation gains. In particular, the authors demonstrated that by exciting an electrostatically-actuated microresonator with two direct excitation signals -a weak carrier signal and an intense pump, driven in the proximity of the system's saddle-node bifurcation -amplifier gains approaching 15 dB could be recovered. The latter work, appearing in 2007, adopted similar methods, in conjunction with a homodyne detection scheme, to realize phasesensitive signal amplification and noise squeezing in a nanomechanical resonator. Similar principles to those utilized in this latter work were also proposed for use in resonant mass sensing applications by Buks and Yurke in 2006 [112] .
Though application-specific investigations of nonlinear, directly-excited micro/nanoresonators with Duffing-like nonlinearities have primarily emphasized signal amplification and signal processing applications, a handful of works, in addition to the work of Buks and Yurke detailed above, have highlighted alternative uses. The 2005 work of Greywall [113] , for example, proposed the development of a sensitive magnetometer based on a Duffing-like resonator embedded in an oscillator circuit. This device utilized magnetic-field-induced changes in damping to alter the resonant amplitude of a current-carrying, clamped-clamped beam. This approach resulted in a sensor design theoretically capable of detecting ppm changes in the Earth's magnetic field. It should be noted that a recent effort by Choi et al. proposed a similar technical approach [114] . The recent work of Liu et al. examined the impact of Duffing-like nonlinearities in an alternative context, namely MEMS microphones. In this effort, the authors detailed the lumped-mass modeling, analysis, and experimental validation of a dual-backplate system. Particular emphasis was placed on system identification, within the paper, as a well-defined system model was deemed essential to future closed-loop, force-feedback studies. Another novel use of primary resonance in nonlinear systems is the work of Chan et al. [50] , which used nonlinear resonance measurements of a microscale torsional resonator to verify the existence of the Casimir force, a purely-quantum effect.
Though the notion of nonlinear tuning in micro/nanoscale resonators can be traced to the works of Adams et al. [46] , amongst others, a series of works have recently re-visited the issue within the context of directly-excited resonators. The works of Agarwal et al. [115, 116] , for example, detailed how, with proper tuning and the effective cancelation of nonlinearity, at least to first order, improved power handling characteristics could be recovered. Specifically, the authors demonstrated how second-order and third-order electrostatic effects could be leveraged against third-order mechanical hardening nonlinearities to 'straighten' the nonlinear backbone. Similar results are detailed in the recent work of Shao et al. [117] . Kozinsky and collaborators subsequently extended the approach to the nanoscale in their investigation of fixed-fixed nanoresonator actuated through magnetomotive and electrostatic effects [118] . In this work the authors demonstrated the feasibility of bi-directional linear frequency tuning and nonlinear reduction. The latter method proved highly-advantageous to dynamic range enhancement, with the authors reporting more than 6 dB of dynamic range improvement in their initial work.
Despite the present section's emphasis on conventional, hysteretic behaviors, it is important to note that a number of research efforts have identified or predicted the occurrence of morecomplex dynamical behaviors, including chaos, in directlyexcited micro/nanoresonators with Duffing-like nonlinearities. In 2002, for example, Scheible and collaborators noted the existence of chaos in a 'clapper' nanoresonator -a free-free beam resonator suspended by intermediate point -excited through magnetomotive and electrostatic effects [119] . Specifically, the authors demonstrated, through experiment, that in applications like signal mixing, where multiple frequencies are present, there is some degree of likelihood for the emergence of chaos, principally arising through the Ruelle-Takens route. This observation would be further addressed by Gottlieb et al. [120] in 2007. In contrast to the works of Scheible and Gottlieb, Liu and collaborators in 2004 predicted, using simulation, the emergence of chaos in closed-loop, electrostatically-actuated microcantilevers through period-doubling routes [121] . Similar results were reported in the analytical investigations of De and Aluru [122, 123] . In 2008, Park et al. [124] noted the potential for chaos control in micro/nanoscale systems. Specifically, the authors demonstrated, through simulation, that by adopting an appropriate feedback rule chaotic solution trajectories could be effectively converted into periodic responses. This was shown to not only increase the operating range of the electrostatically-actuated microresonator of interest, but also increase its effective power output.
While the bulk of efforts described above emphasize steadystate behaviors, transient responses are of distinct interest, as well. The utility of transitional behaviors in resonant micro/nanosystems was first addressed by Aldridge and Cleland in 2005 [125] . In this work, the authors demonstrated that noiseinduced transitions between bistable states in a nanomechanical, Duffing resonator could be used to extrapolate the system's resonant frequency and cubic nonlinearity with a degree of accuracy unobtainable in a linear system. This, as the authors noted, facilitates highly-sensitive parametric sensing. Building upon Aldridge and Cleland's work, Stambaugh and Chan characterized noise-activated switching in a torsional micromechanical resonator with softening characteristics [126, 127] . Though the premise of these latter works were quite similar to their predecessor, it should be noted that an alternative activation energy scaling was reported. The latter works' conclusions were recently confirmed in the work of Kozinsky and collaborators [128] , which provided experimentally-measured basins of attraction in the bistable region.
While [129] . In this work the authors applied a square-wave modulation signal to a clampedclamped nanobeam driven near resonance to induce dynamic transitions between the resonator's bistable states. The binary nature of the resulting time response was viewed as an ideal platform for primitive memory elements. Subsequent investigations furthered this work by addressing the temperature-dependence of the dynamic switching event, as well as phase-modulationinduced switching [130, 131] . In 2006, Chan and Stambaugh, applied their previous investigations of noise-induced switching to micromechanical mixing, demonstrating that can be used to facilitate frequency down-conversion [132] . Almog and collaborators extended this approach for signal amplification purposes [133] .
PARAMETRICALLY-EXCITED SYSTEMS
Systems which experience time-varying parameters are said to be parametrically excited. This form of forcing arises in many macroscale systems, the prototype being the simple pendulum with vertical base excitation. Of interest here are MEMS/NEMS with periodic parametric excitation. This arises very naturally in the devices of interest, as one can see from an examination of the prototypical model developed in the preceding section on Modeling, in which time-varying voltages provide both direct and parametric excitation. The most basic model for this class of systems is the linear Mathieu equation,
which is a simple oscillator with a time-varying stiffness term. The Mathieu equation has been widely studied, and governs the forced motion of a swing, the stability of ships, Faraday surface wave patterns on water, and the behavior of parametric amplifiers based on electronic or superconducting devices. A linear stability analysis predicts that parametric resonances occur at drive frequencies that satisfy ω = 2ω 0 /n where ω 0 is the system's natural frequency and n is an integer greater than or equal to unity [134] . When instability occurs, the steady-state response is governed by nonlinear effects, such as those described in the section on Modeling. It is worth noting that damping does not have a strong effect on the resulting steady-state amplitude, in contrast with the resonant response of directly-forced linear systems.
In macroscopic systems only the first instability region (n = 1) is typically observed, due to the levels of damping and the exponential narrowing of the regions with increasing n. However, in microsystems, the internal damping in resonators is small (when compared with macroscale systems), and the aerodynamics damping is rather predictable (and can be made very small by operating in vacuum). This leads to a condition wherein the parametric resonance effects are significantly more visible, and can be utilized in many applications. In 1997, Turner et al. [45] verified the existence of five such instability regions in a microelectromechanical torsional oscillator. This oscillator, which is shown in Fig. 5 , was an electrostatically-driven torsional device developed for data storage applications. An out-of-plane fringing field actuator gave this device its unique properties, wherein the electrostatic torque is non-zero only for non-zero angles of rotation. Following this initial demonstration at the microscale, this phenomena was seen in other torsional microresonators [135, 136] , resonant microscanners [137] [138] [139] [140] , piezoelectricallyactuated micro/nanoresonators [141, 142] , laser-heated nanoresonators [143] , and nanowires [144] [145] [146] .
Nonlinearity (from mechanical and/or electrostatic sources) proves to significantly impact key aspects of the behavior of parametrically-resonant micro/nanosystems. croresonators [147] [148] [149] . By designing a device which had fringing field actuators for both tuning and excitation, they were able to independently tune the linear and nonlinear stiffness coefficients of their device, thereby changing the shape of the instability region. Through this tuning, the device performance could be quantitatively and qualitatively adjusted merely by manipulating the amplitudes of the AC and DC excitation signals. This proved to be essential in expanding the application space of parametrically-excited micro/nanoresonators. Napoli and collaborators extended this result to include resonant microbeams, and verified the existence of nonlinear parametric instabilities in capacitively-actuated cantilevers [150, 151] . As detailed in later sections, the combined excitation of electrostatically-actuated microbeams has been studied more recently by Zhang and Meng [152, 153] .
The accurate modeling of parametrically-excited micro/nanoresonators is essential to the effective design of devices with practical application. Rhoads, DeMartini, and collaborators [48, 69, 155, 156] improved on prior modeling efforts, and more comprehensively analyzed parametrically-excited microresonators, in order to determine the achievable parameter space, effectively explaining in greater detail previously obtained results [157] . Building upon this result, Rhoads et al. created a filter utilizing two coupled MEMS devices [149, 158] . One was tuned to be hardening, one was tuned to be softening, and when combined they created a bandpass filter. Although the frequencies were relatively low, as the devices were large, the stage was set for the later creation of logic elements using nonlinear tunable MEMS oscillators [48] . In addition, Rhoads et al. analyzed a model in which the parametric excitation acted on both linear and nonlinear stiffness terms in order to explain certain unique response characteristics, including the mixed hardening/softening behavior shown in Fig. 6 [154] .
In parametric resonance the boundary between stability and instability is extremely sharp, and leads to a very dramatic jump in amplitude on the subcritical side of the parametric resonance zone (the frequency step in the original Turner result is 0.001 Hz [45] ). In addition, in an unstable region, the amplitude achieved is determined not by the damping, as in a directly-forced linear oscillator, but by the nonlinearity in the system. Therefore, parametrically-forced systems are capable of significant amplitudes while operating in the unstable region. By tracking this stability boundary in parameter space, a very precise sensing mechanism can be exploited. This has been used with varying degrees of success in mass sensing, non-contact atomic force microscopy, and microgyroscopes.
The parametrically-forced mass sensor was the first microsensor to demonstrate the benefits of such a mechanism. Early attempts at parametric resonance-based mass sensing were completed by Zhang et al. [148, 159] . The sensitivity of this phenomena compares favorably to linear micro-oscillators, showing itself to be ∼1-2 orders of magnitude more sensitive in air operation. In this work, Zhang and collaborators detected humidity changes by measuring the mass of condensed water on a planar device. This device utilized a fringing-field, in-plane actuator of the type described in Adams et al. [46, 160] . This was followed up with a nanoscale investigation by Yu and collaborators [144] , who considered mass-loaded nanowires. Furthering the work of Zhang et al. [161] , Requa and Turner [162, 163] built a selfsensing mass sensor based on parametric resonance (see Fig. 7 ). This sensor was much smaller and more sensitive, and utilized Lorentz force sensing and actuation. Noise imposes limits on the resolution of these sensors, as described by Cleland [164] , and as experimentally investigated by Requa and Turner [165] . Transitions to chaos are also possible in parametrically-excited nonlinear systems, and this was investigated in a MEMS resonator by DeMartini et al., both experimentally and by using Melnikov analysis on a system model [47] . This effort built upon the earlier work of Wang and collaborators [166] .
Parametric resonance has also been applied to the design of microscale gyroscopes. The resonant Coriolis force sensor has been long-studied for rate measurement and inertial tracking (see, for example, [168] ). Contrary to accelerometers, though, the Coriolis rate sensor requires at least two degrees of freedom. In its most straightforward application, the Coriolis force generated by external rotation couples two perpendicular modes, one for drive and the other for sensing. Ideally, in order to achieve full amplification the two modes are tuned to the same resonance frequency. However, in practice this is very difficult to achieve, and significant amplification gains are lost. Oropeza-Ramos et al. [169, 170] utilized the broadband response of parametric resonance to achieve robust amplification in a Coriolis force sensor (see Fig. 8 ). The sensor operation is similar to the linear types of rate sensor in that it is a single mass, electrostatically-driven in one axis, and electrostatically-sensed along a perpendicular axis. Here, however, the device is driven into its first parametric instability. This band of excitation is typically broader than a high-Q resonance mode, and is limited in amplitude only by nonlinearity. This allows for full sense mode amplification, even in the presence of fabrication-induced irregularities. The device can be driven at the frequency producing the maximum sense direction amplification, without the need for tuning. Although this early device was not optimized, the proof of concept is compelling. Subsequent analytical studies by Miller et al. using perturbation techniques have shown that these nonlinear devices can be tuned to achieve nearly-linear sense response in the rotation rate [171, 172] .
The discussion above focuses on steady-state behavior resulting from harmonic, deterministic excitation. However, investigations of transient types of excitation, including frequency sweeps and noise, and combinations of these, are also of interest. The work of Requa and Turner [165] considers the effects of frequency sweep rates on the response of a parametrically-excited microbeam. Here there is a tradeoff, since faster sweeps lead to better sensor performance (in terms of response time), but pay a price in terms of precision, since the ability to precisely locate a subharmonic instability depends on this rate. Noise can also play an important role in these system. Chan and Stambaugh [173, 174] have carried out an analytical and experimental study of noise-induced switching between different steady-states in parametrically-excited microsystems. The effects of noise and sweep rates and their interplay, will be an increasingly important consideration as devices are reduced in scale.
SYSTEMS WITH COMBINED EXCITATIONS
Though the majority of micro-and nanoresonators independently utilize direct or parametric excitation, a number of resonant micro/nanosystems exploit the excitations simultaneously, using the combined result to render beneficial response characteristics. While there exists a fairly large number of combined excitation studies in the MEMS/NEMS literature, the vast majority of works published to date can be classified into two distinct groups: (i) efforts focusing on parametric amplification, and (ii) efforts focusing on nonlinear phenomena induced through combined excitations, which arise from Taylor Series expansions of electrostatic or electromagnetic forces. The current section details literature from each of these groups, placing particular emphasis on works that exploit dynamical phenomena that arise solely in the presence of a combined excitation. Works that exhibit combined excitation, yet appear to utilize direct or parametric phenomena independently, have been included in alternate sections.
The most prevalent investigations of combined excitation at the micro/nanoscale are those emphasizing low-noise parametric amplification -the process of amplifying a harmonic, external drive signal through the use of a parametric pump. While macroscale investigations of this linear phenomenon first appeared in the literature nearly fifty years ago [175] [176] [177] , microscale implementations have garnered attention only since the early-1990s. In their now-seminal effort of 1991 [178] , Rugar and Grütter demonstrated that the resonant response of a microcantilever, base-excited by a piezoelectric bimorph actuator, could be amplified by pumping the system with a parallel-plate electrostatic drive. In this work, the author's specifically utilized the degenerate form of parametric amplification -a phasedependent variant, wherein the parametric pump is locked at twice the frequency of the resonant, direct excitation signal -to drive the system's resonant amplitude to approximately twenty times its unpumped state. This was achieved by exciting the system with a constant-amplitude harmonic signal and introducing a parametric excitation that was very near, but above, the Arnold tongue (i.e., the wedge of instability) associated with the onset of parametric resonance. By exploiting the phase-dependent nature of the degenerate amplifier's gain, the authors demonstrated that resonant amplitude reduction, subsequently termed parametric attenuation, could be readily obtained, as well.
In subsequent years, a number of works would build upon Rugar and Grütter's efforts by examining the feasibility of both degenerate and non-degenerate (where the parametric pump is locked at a frequency distinct from twice that of the external signal) parametric amplification in torsional microresonators [135, 157] , optically-excited micromechanical oscillators [143] , micro ring gyroscopes [179, 180] , MEMS diaphragms [181] , micromechanical mixers [182, 182] , and resonant micro/nanobeams [183, 184, [184] [185] [186] . Of particular note amongst these latter efforts is the work of Olkhovets and collaborators, which demonstrated experimental gains in excess of 40 dB in a non-degenerate parametric amplifier based on two electrostatically-coupled torsional microresonators [136] , and the work of Roukes and collaborators, which demonstrated experimental gains in excess of 65 dB in a degenerate amplifier based on a stiffness-modulated, fixed-fixed nanobeam [184] .
Though the works noted above considered parametric amplification from a largely linear perspective, recent efforts have considered the effects of nonlinearity on parametric amplifiers [14, 187] . These largely analytical efforts were motivated by the discrepancies between analytically-predicted and experimentallyrecovered gains reported in many of the works cited above. In an attempt to address these gain deficits, each of the efforts appended geometric nonlinearities to conventional, linear parametric amplifier models and quantified the resulting impact on amplifier gain. Not surprisingly, the works concluded that nonlinearity not only severely limits the gain of a parametric amplifier, but also renders frequency-response behaviors that are appreciable more complicated than those predicted by linear theory, due largely to the possible co-existence of resonances.
While the majority of works on combined excitations in MEMS and NEMS emphasize linear, parametric amplification, a handful of works have considered various nonlinear behaviors that arise in the presence of combined excitations resulting from a Taylor Series expansion of an electromagnetic or variable-gap, electrostatic force. The work of Zhang and Meng [152, 153] , for example, considers the nonlinear response of an electrostaticallyactuated microcantilever, driven by a combined excitation, operating in the presence of quadratic and cubic electrostatic nonlinearities and squeeze-film damping. This effort adopts harmonic balance methods, in addition to numerical techniques, in an attempt to identify regions of periodic, quasiperiodic, and chaotic response. Other notable efforts include those of Abdel-Rahman et al. (see, for example, [86] ), which for the sake of categorization have been detailed above.
SELF-EXCITED SYSTEMS
As with macroscale systems, a number of MEMS/NEMS can experience self-excited oscillations. These are typically oscillatory system responses generated by an instability of an otherwise stable equilibrium, specifically, from a Hopf bifurcation. Such systems require an energy source coupled to an oscillator, with classical examples including aeroelastic flutter and wheel shimmy. In MEMS/NEMS applications self-excited behavior has been observed in optically-heated mechanical resonators, systems that emit particles, and systems that utilize feedback to generate limit-cycle behaviors.
Thermally-excited resonators have been considered in a number of studies by Zehnder and co-workers [188] [189] [190] [191] , in which a continuous wave (CW) laser provides a thermal input, which is coupled to the vibratory response of the heated element by thermoelastic effects. A particularly attractive feature of these systems is that one can add a small pump input to them, in the form of base excitation provided by a piezoelectric element, at either the main resonance frequency ω n , or, by thermally modulating the stiffness, at 2ω n . Doing so causes entrainment, that is, self-sustained oscillations, over a much wider bandwidth (by factors up to 400) than can be achieved using direct excitation [191] . These devices have potential for high-frequency signal processing and communications applications. The instability arises from the interaction of the disk with a continuous power laser, in which the absorbed and reflected components of the laser are modulated by the deflection of the disk via interferometric effects induced by the laser beam reflecting between the vibrating structure and a substrate. It is observed that there is a critical laser power above which the self-oscillations ensue, and small harmonic pump signals are added at frequencies near ω n , using base excitation, which provides direct resonant forcing, or near 2ω n , by thermally modulated the stiffness using a second laser. In both cases the response locks onto, or entrains, the input signal, resulting in a periodic output at the pump frequency over a relatively wide range of frequencies. Detailed numerical simulations of the model introduced in [191] demonstrate that it is sufficient to capture the experimentally-observed entrainment behavior [192] . Aubin et al. [188] consider in detail the mathematical model introduced in [191] , compare it with experimental results, and also provide a number of references on prior work on optically self-excited microbeams. Their model, which focuses only on the self-excited behavior (and not the entrainment problem) includes a SDOF nonlinear oscillator and a first-order ODE for the thermal dynamics, which are coupled by the fact that the stiffness of the resonator depends on the temperature via thermoelastic effects, and the amount of power imparted to the structure from the laser depends on the displacement of the mechanical resonator through interferometric effects, as described above. This third-order, thermomechanical system has a number of parameters that are estimated using first principles and used to predict the onset of self-excited oscillations via a Hopf bifurcation. Good qualitative agreement is found between the theory and experiments, and for some cases the laser power threshold for self-excited responses can be accurately predicted. Pandey et al. [189] carry out a detailed perturbation analysis of a model that includes the direct base excitation and parametric excitation via thermal stiffness variation. The results show the underlying resonance structures that lead to the experimentally observed behavior for both the direct and parametric excitation. Sahai and Zehnder [190] carry out an analysis of entrainment and synchronization for a pair of coupled dome resonators, showing conditions for excitation and mistuning under which synchronous entrainment will occur.
Self-excited resonance behavior can be generated by providing destabilizing feedback that generates limit-cycle behavior. This has been carried out for a variety of MEMS, mostly in the area of sensors. An example of such a device is that described in Sung et al. [193, 194] who designed, fabricated, and tested a navigation-grade MEMS accelerometer using such an approach. In this system a self-excited oscillator is used to precisely track shifts in the accelerometer resonance frequency that arise from accelerations. A describing function approach is used to design a nonlinear feedback loop that results in good performance in terms of sensitivity and robustness. Similarly, a resonant chemical sensor based on a feedback-induced self-sustained resonator is described by Bedair and Fedder [195] . A patch on a cantilever beam is functionalized for the absorption of certain chemical gases so that its resonance frequency changes due to the added mass of the cantilever in the presence of the target chemical. Feedback circuitry is employed to generate a self-sustained oscillation, and changes in the frequency of this oscillation are successfully used for chemical detection.
Self-excited oscillations in a microresonator by alpha particle emission has been proposed and analyzed by Feng et al. [196] . The idea is to use particle emission to provide a type of follower force, akin to a fluid jet emitted from a pipe, although it is admitted in the paper that it would be difficult to experimentally achieve the forces required to generate self-oscillations.
In closing this section it should be noted that the term "selfexcited" is not consistently used to designate limit-cycle behavior in the MEMS/NEMS literature, and sometimes refers simply to periodically-driven resonators.
VIBRO-IMPACT SYSTEMS
Vibro-impact problems arise in mechanical systems in which components make intermittent contact with one another. This type of interaction leads to a very severe nonlinear (hardening) behavior that is commonly characterized using models in which different smooth equations are valid in separate regions of the system's state space, and specific rules apply when the system response crosses the regional boundaries (for example, the Newtonian impact law). This field has been the subject of intense study in recent years, under the label "non-smooth systems", which are covered extensively in the recent monograph by di Bernardo et al. [197] . The area has a long history of investigation in mechanical engineering and mechanics, with applications in machinery dynamics and structural vibrations. The unique features of these systems are that they can undergo changes in system response that have no analogies in smooth system models.
These include discontinuity-induced bifurcations that arise when responses interact in a particular manner with the boundaries that separate distinct regions of the system phase space [197] . Microscale systems have provided additional applications of this class of systems, most prominently in switching, positioning, and tapping-mode atomic force microscopy. 2 Of interest here are applications of micro-and nanoscale systems subjected to periodic excitation that can experience impacts. It is well known that such systems can experience a wide range of behavior, including all of the standard phenomena of nonlinear systems, plus the rich possibilities of non-smooth systems. Attention is focused here on positioning systems, switches, and bouncing mirrors.
Certain micro-and nanoscale positioning devices make use of impacts between two components, generally a driver and a slider, using impacts of the driver on the slider in order to overcome friction and nudge the slider (or the entire actuator) along. The use of small impact velocities allows for precise step-wise positioning of the slider along a single direction, and can do so over relatively large accumulated displacements. Such a device was fabricated on the microscale and tested by Mita [198] , and it achieved incremental position resolution of ∼10 nm. In such systems the driver is a resonator with nonlinearities due to impacts (and possibly other effects), and the overall system is conveniently modeled by two lumped masses. Such a model was considered by Zhao and collaborators [199] [200] [201] , who carried out a detailed analysis of the vibro-impact dynamics. They determined the influence of various system and input parameters using bifurcation analysis of a non-smooth system model. It was found that a wide range of dynamic behavior is possible, much of which, for example, chaos, is not suitable for precision positioning. It should be noted that this micro-positioning device is just one of many that have been developed, but it is one that has been examined with an eye towards understanding its nonlinear behavior in a systematic manner. The reader is referred to Zhao et al. [199] for a more thorough background on micropositioning systems that utilize impacts. Studies such as those of Zhao and co-workers should help guide future designs of vibroimpact positioning devices by allowing for systematic investigations of how system and excitation parameters influence performance. It is important to note that the dynamics must be studied using nonlinear methods, since impact dynamics are inherently nonlinear, and that brute-force simulation studies by themselves may not be sufficient, since these models can experience subtle transitions that are unique to non-smooth systems.
Switches form an important element in many IC devices, so it is natural to consider the use of micromechanical switches to replace their electrical counterparts. Mechanical vibroimpacting microswitches are a promising technology for which an understanding of nonlinear dynamics may play an important role. These elements are essentially oscillators that experience impacts in order to make electrical contact. They possess all of the rich dynamic features of macroscale vibro-impact systems, as well as all of the attendant difficulties. The main benefit of these systems, in terms of nonlinear behavior, is that one can control the bandwidth of the response by simply varying the input voltage amplitude. This can be imagined by considering an oscillator whose amplitude is limited on either side by rigid stops placed symmetrically about the equilibrium. When subjected to harmonic excitation, the frequency response can be roughly viewed as a usual linear resonance, except with an upper limit imposed by the mechanical stops that limit the amplitude. As one raises the forcing amplitude, the frequency range over which impacts must occur becomes wider, roughly in a symmetric manner centered at the resonance frequency. The width of this band can be estimated by a simple calculation using linear frequency response analysis, as follows. For a normalized frequency response of the form
where Q is the quality factor, setting f |x| = a, where f is the force amplitude and a is the limiting amplitude, solving for the resulting frequencies at which this amplitude condition is met, and taking the difference provides the bandwidth. By assuming Q >> 1 and a >> 1 the bandwidth is found to be approximated by the simple expression f ω n /a. Thus, it is seen that one can control the bandwidth by simply varying the force amplitude f , so long as impacts are maintained. Of course, impacts are a severely hardening nonlinearity, which leads to impacting steady-state motions that occur above the resonance, even coexisting with the smaller amplitude non-resonant response in this frequency range. It is also well known that the response of these systems can experience various bifurcations leading to subharmonic responses and chaos [202, 203] . However, near the main resonance the system is well behaved, undergoing motions that impact both stops in a symmetric manner. Two basic types of micro-vibro-impact switches have been considered to date, one is the type described above, in which the oscillator experiences impacts on both sides of equilibrium, and the other has its amplitude restricted on only one side. Ngyuen et al. [204] describe a centrally supported disk resonator that oscillates in plane, resonantly forced by squeezing the disk with electrodes placed on opposing sides of the device, say at 0 and 180 degrees. From Poisson effects the resonator "breathes" in such a manner that it simultaneously impacts electrical contacts placed at 90 and 270 degrees. Since the motion is dominated by the first in-plane mode (it has two such modes, and one is strongly preferred by the excitation), it behaves essentially like the SDOF impact oscillator described above. It is experimentally observed that the bandwidth indeed increases as the force levels are increased and the system experiences impacting responses further above the resonance than predicted by simply limiting the linear response. It should be noted that impacts generate high frequency vibrations that may interfere with the switch operation, so there is a tradeoff between increasing the bandwidth and minimizing these contaminating vibrations. In general, the transfer of energy to higher modes at impact can be included as part of an effective coefficient of restitution in the single mode model, since these vibrations typically are of small amplitude and dissipate relatively quickly. Zhang et al. [205] also considered two micro-switch systems, one in the form of a lumped mass moving in plane and striking a bumper, and the other a cantilever microbeam striking a substrate. In these systems a piecewise nonlinear model was employed, which showed some softening at amplitudes below the impact threshold. This generated frequency response curves that first bent slightly to lower frequencies as amplitudes were increased, and then experienced the drastic hardening due to impacts. Overall, the study showed that a simple SDOF model for these systems was quite adequate to capture the behavior near the main resonance. A different class of applications is that of using impacts to tailor the harmonics of a system response to meet specific needs. An application of this is for video display technology, in which an oscillating mirror is used to scan a video signal. In order to generate a clean signal this scan should be of constant velocity in both directions of its motion during oscillation, resulting in a triangle wave. Bucher et al. [206] describe a clever multidegree-of-freedom system based on linear behavior to achieve such a response in a microsystem. In contrast, Krylov and Barnes [207] have described an electrostatically-actuated tilting mirror that experiences a bouncing mode of operation that generates a triangular-wave response. Their model includes nonlinear effects from both electrostatic actuation and the rebound of the mirror against the bumpers, and is used to outline a systematic design and analysis of the desired nonlinear response.
SINGLE-ELEMENT SYSTEMS WITH MULTIPLE DE-GREES OF FREEDOM
While most scientific investigations of uncoupled, micro/nanoresonators treat the devices as SDOF systems, a number of recent works have demonstrated that the behavior of some micro/nanosystems, such as resonant micromirrors and suspended carbon nanotube (CNT) resonators, cannot be adequately captured with a SDOF modeling approach [208] [209] [210] [211] . Rather, these studies suggest that multi-degree-of-freedom (MDOF) models are required to accurately capture the salient features of these representative systems' response. The present section details the investigations of the MDOF systems alluded to above, as well as the recent efforts of Vyas et al., which suggest that internal resonances arising in uncoupled, MDOF devices may prove beneficial in signal mixing and resonant mass sensing [212, 213] . Note that other investigations of systems of this type, including those related to pull-in and parametrically-excited gyroscopes, for example, have been included in previous sections.
Amongst the various investigations of single-element nonlinear MDOF micro/nanoresonators, are a series of works fo- cusing on the behavior of torsional micromirrors. The first of these, by Zhao et al. [211] , details the coupled bending/torsional dynamics of an electrostatically-actuated device. In this work, the authors employ lumped-mass modeling, simulation methods, and finite element techniques, to demonstrate that nonlinearity and modal coupling result in a number of distinct dynamic behaviors, which cannot be captured with a linear and/or SDOF model. Recently, Daqaq, with collaborators, expanded upon this work [209, 210] , by developing a distributed-parameter representation of the 2-DOF micromirror, reducing this model to a refined, lumped-mass analog, and characterizing the result through the use of multiple-scales analyses. This analytical approach revealed that, over certain voltage excitation ranges, the electrostatically-actuated micromirror was capable of exhibiting hysteresis, quasiperiodic response, and 2:1 internal resonance, all of which can be detrimental to device performance. Another investigation of single-element MDOF micro/nanoresonators that has drawn recent interest is that of Conley et al., which focuses on the dynamics of suspended nanotube and nanowire resonators, an example of which is shown in Fig. 9 [208] . This work demonstrates that nanotubes and nanowires, much like their macroscale counterparts (i.e. strings or cables), feature no preferred plane of oscillation, and as such, in the presence of nonlinearity, are capable of exhibiting rather rich, planar and non-planar dynamic responses. Perhaps the most intriguing of these responses is a whirling motion, which arises, even at fairly low excitation voltages, through a bifurcation on the resonator's backbone curve. Since the transition to this non-planar response is accompanied by a significant reduction in current modulation, the authors note that it, and other planar to non-planar response transitions, may have significant utility in switching and sensing applications.
Unlike the works detailed above, which emphasize largelyinadvertent MDOF behaviors, the works of Vyas et al. focus on the modeling, analysis, and design of microresonators with intentional MDOF responses [212, 213] . Specifically, these works detail the development of T-shaped microresonators, whose first two modes are tailored, such that they interact through a 1:2 internal resonance. A sample of such a device is given in Fig. 10 . This arrangement proves beneficial, because by directly exciting the higher-frequency flexural mode of their resonator, the authors can autoparametrically-excite its lower-frequency counterpart. Since the autoparametric-excitation of this lower-frequency mode is a threshold phenomenon, similar to that seen in the section on Parametrically-Excited Systems, the authors can exploit the transitions across this threshold as a tunable switching event. This, as demonstrated in [161] , facilitates highly-selective mass sensing. Furthermore, since the nonlinear excitation of the lower-frequency mode yields an output signal at half the frequency of the excitation, the authors, in essence, have realized a frequency divider or signal mixer.
ARRAYS OF COUPLED MICRO/NANORESONATORS
Though SDOF micro/nanoresonator implementations have historically garnered the most research attention, arrays of coupled resonators have elicited some level of interest since the early-1990s. While the bulk of investigations in this area have focused on linear device implementations, a number of recent works have demonstrated the potential of coupled systems utilizing nonlinear, resonant subsystems and/or nonlinear coupling. The present section first reviews those research efforts related to coupled linear systems in an attempt to provide some useful background and context. The focus then shifts to recent investigations of coupled, nonlinear systems, utilizing dynamic phe-nomena ranging from synchronization to vibration localization, which have built upon the aforementioned linear efforts.
In 1992, Lin et al. presented what is believed to be the first use of coupled microresonators in their seminal work on bandpass signal filters [214] . The premise of this work was to utilize chains of planar, comb-driven resonators, coupled through common elastic flexures, to mimic the behavior of LC ladder filters and early mechanical analogs [215] . Specifically, the authors exploited weakly-coupled micromechanical resonators to recover frequency response functions with narrow, well-defined, multi-resonance passbands. This approach proved to be an immediate success, as it allowed access to relatively-high center frequencies, without compromising effective quality (Q)-factor and stopband rejection metrics. In subsequent years, Nguyen and others would build upon the success of this initial work by developing a variety of new devices incorporating alternative resonator geometries [216] [217] [218] [219] [220] [221] [222] [223] [224] , alternative coupling mechanisms [225] [226] [227] [228] [229] , higher-dimensional arrays [230] [231] [232] [233] , and frequency-mistuned subsystems [230] . While these works unequivocally advanced MEMS-based filter technology, as well as a number of parallel applications, including increased bandwidth inertial sensors [234, 235] , few, if any, utilized novel dynamical phenomena.
Of particular note amongst the references included above is the work of Judge et al. [230] . This work highlighted the impact of structural impurity (mistuning) and its relationship to classical vibration localization -a mechanical analog of Anderson localization [236] that results in the spatial confinement of energy in coupled systems with structural impurity (mistuning) -and the electromechanical filter design problem. By adopting a relatively broad research perspective, the work effectively bridged the research gap that existed between filter designers from the electrical engineering and mechanical engineering communities.
In recent years vibration localization has also been utilized to render improved sensitivity and inherent signal processing in elastically-coupled linear arrays. For example, in 2005, Spletzer et al. demonstrated that localized eigenmodes arising in arrays of elastically-coupled microbeams could be exploited for highly-sensitive mass detection [237] [238] [239] . Specifically, the work showed that structural impurities (frequency mistunings) induced through resonator-analyte interactions could be identified, with high selectivity, by examining distortions in the system's vibratory modes. In 2006, the authors of the present work adopted a slightly different approach by utilizing localized eigenmodes to reduce the input/output order of an elastically-coupled microcantilever array [240] [241] [242] [243] . This was achieved by attaching a number of frequency-mistuned microbeams to a common shuttle mass, tailoring the resulting system's response to ensure kinetic energy was largely confined to a single microbeam near each of the sensor's resonances, and tracking the composite system's behavior using solely the response of the shuttle resonator. The net result was the first MEMS-based single-input, singleoutput (SISO) sensor capable of uniquely identifying multiple analytes within a gaseous mixture.
Another linear research effort of note is that of Bucher et al. from 2004 [206] , which is quite distinct from its counterparts due to clever use of Fourier decomposition and structural optimization. This work specifically focused on the development of a resonant micromirror capable of triangular-wave scanning. Given the non-standard nature of this output, the authors spectrally decomposed the desired triangular waveform into its Fourier components. With these pertinent frequencies identified, the authors proceeded to reconstruct a lumped mass representation of the multi-degree-of-freedom system using inverse methods. Continuous system models, tolerant to manufacturing imperfections, were then extrapolated from the lumped-mass representation using structural optimization, and the resulting system was fabricated and tested. Not surprisingly, given the robustness of the analytical approach, excellent correlation between the desired triangular output and the near-resonant, experimental waveform was obtained.
Aside from the aforementioned investigations of sensors, filters, and micromirrors, a number of efforts have considered the response of coupled microsystems in a more generic setting. The recent works of Porfiri and Zhu et al., for example, adopt a traditional dynamical system's perspective and characterize the linear behavior of identical microbeam resonators coupled through electrostatic interactions [244, 245] . Porfiri's work specifically focuses on the derivation of closed-form representations of the coupled system's resonant frequencies and mode shapes. Zhu et al.'s work considers the impact of boundary conditions on the system's collective response. Along similar lines, the recent works of Gaidarzhy et al. have examined chains of nanomechanical resonators coupled to a common elastic backbone [246, 247] . These efforts, much like those noted above, adopt analytical and numerical methods to recover modal behaviors, but do so without placing particular emphasis on a target application.
Though linear resonator arrays offer distinct utility, arrays of nonlinear micro/nanoresonators have drawn increasing research interest as MEMS/NEMS technologies have matured. While numerous research efforts fall within the broad scope of this topic, most, if not all, of the current literature on nonlinear micro/nanoresonator arrays can be categorized into three distinct groups: (i) works focusing on nonlinear extensions of the linear array technologies detailed above; (ii) works focusing on nonlinear arrays which exhibit intrinsic localized modes (ILMs), or so-called discrete breathers; and (iii) works focusing on arrays of nonlinear resonators, which synchronize during the course of operation. Each of these categories is considered below.
To date, the traditional nonlinear dynamics community's contribution to nonlinear micro/nanoresonator array research has primarily been through the modeling and analysis of nonlinear variants of the linear array technologies detailed above. For example, the works of Hammad et al. [248] [249] [250] [251] detail the development of refined nonlinear models for electrostatically-actuated, elastically-coupled filters similar in design to those originally proposed by Bannon et al. in 1996 [223] . These largelytheoretical works utilize multi-physics, continuous-system mod- eling, model reduction, and perturbation analysis in an attempt to more accurately characterize pertinent filter metrics, pull-in behavior, and the effects that manufacturing imperfections have on a representative system's dynamic response.
Though elastically-coupled devices have been the traditional focus of nonlinear micro/nanoresonantor array research, a number of recent efforts have considered the behavior of comparatively-large arrays of microbeams coupled through electrostatic interactions. While these works could be seen as natural extensions of the investigations of Pourkamali, Zhu, Profiri, and their collaborators [226, 227, 244, 245] , many, in actuality, predate these linear efforts. Representative amongst the nonlinear investigations of electrostatically-coupled micro/nanoresonator arrays are work of Napoli et al. [253] , which examines the response of parametrically-excited microcantilevers coupled through both elastic and electrostatic interactions, and the collective efforts of Buks, Roukes, Lifshitz, and Cross [14, 252, 254, 255] . The earliest paper in the latter series of works is an experimental endeavor by Buks and Roukes examining the collective behavior of a 67-element array of electrostatically-actuated, doubly-clamped gold microbeams, driven near the principal parametric resonance (see Fig. 11 ) [252] . In this work, the authors utilize the microbeam array as a diffraction grating, and integrate it with an optical fiber light source and a photo diode detector to recover real-time representations of the system's modal behavior under varying drive conditions. While some of the relatively-complex behaviors reported in this work are left unexplained, a series of subsequent works by Lifshitz and Cross have addressed the observed collective response using both analytical and numerical techniques [14, 254, 255] . In [255] , for example, Lifshitz and Cross propose a nonlinear model for the microbeam array incorporating Duffing-like elastic nonlinearities, in addition to linear electrostatic and nonlinear dissipative coupling. The authors then utilize this model, in conjunction with secular perturbation methods, to characterize the behavior of representative, two-and three-degree-of-freedom systems. Not surprisingly, relatively-rich frequency response behaviors are shown to arise in even these comparatively-small arrays. The high dimension of Buks and Roukes' 67-element array is prohibitive to analytical investigation, but a purely-numerical investigation in [255] nicely captures the mean response of this system. These authors subsequently continued their work in Bromberg et al in 2006 [254] , by approaching the 67-element array problem from its continuous limit and transforming the spatially-discrete system considered in [255] into a spatially-continuous analog. This approach facilitated bifurcation analysis in the proximity of the parametric resonance, and, in turn, opened the problem to predictive system design.
Relevant to the efforts noted above are the recent works of Zhu et al. and Gutschmidt and Gottlieb [256] [257] [258] [259] . The first of these efforts, by Zhu et al., extends the work of Lifshitz and Cross to incorporate the nonlinear, parametric interactions that arise from higher-order approximations of the electrostatic force. More specifically, the authors employ harmonic balance methods, in conjunction with numerical approaches, to characterize the behavior of a three-resonator system wherein the outer resonators are fixed (in essence, the system represents a variant of that considered in [69] ). These results are subsequently used to show that the inclusion of nonlinear electrostatic effects renders higher-order sub-harmonic parametric resonances, which cannot be captured with models incorporating only linear, electrostatic coupling. Along similar lines, the works of Gutschmidt and Gottlieb extend the efforts of Lifshitz and Cross by adopting a spatiotemporal modeling approach which captures a broader range of excitation inputs [259] . These refined models are subsequently used in conjunction with multiple time scale perturbation methods and numerical continuation techniques to classify the various internal and combinational resonances that arise in two-and three-element arrays of electrostatically-coupled microbeams [257, 258] . These results capture a wider range of dynamic behavior, although corroboration with experimental results remains incomplete.
A second category of literature emphasizing nonlinear behaviors which arise in coupled micro/nanoresonator arrays is that focused on intrinsic localized modes (ILMs) or so-called discrete breathers (DBs) -analogs of classical localized modes which arise in the presence of strong nonlinearity, rather than structural impurity (mistuning) [260] [261] [262] [263] [264] [265] [266] [267] [268] [269] . While the investigation of ILMs dates to the earlier analyses of discrete lattice vibration, ILMs were first reported to occur within microresonator arrays by Sato et al. in 2003 [267] . In this defining effort, the authors concluded that energy could be spatially confined in periodic arrays of identical microresonators, provided a strong mechanical nonlinearity and an appropriate drive mechanism were present. To verify this, the authors fabricated a spatially-periodic, 248-element array of alternating length, silicon nitride cantilevers, which were strongly coupled through a common elastic overhang. This coupled system was then driven at the base using a PZT element, and the resulting system response was recorded using a one-dimensional CCD camera. By driving the system at a frequency slightly below the maximum frequency of the array's 'optic' band and subsequently chirping the drive to a slightly higher frequency, the authors were able to observe a number of interesting dynamical phenomena [264, 265, 267] . First, the authors noted, throughout the duration of the chirp, the formation of multiple localized modes, well dispersed across the array at seemingly random locations. These ILMs were observed to 'hop' around the array, interacting with one another throughout the interval of transient excitation. This validated, in part, previous investigations of ILMs, which emphasized the independence of intrinsic energy localization and structural impurity. As the excitation reached a constant frequency state, those ILMs vibrating at the frequency of the excitation signal were observed to persist, while those oscillating at alternative frequencies decayed. The persistent modes would remain dominant until the excitation was terminated, whereafter the localized oscillations became 'unpinnned', 'hopped' to various sites within the array interacting constructively and destructively with their counterparts, and subsequently decayed.
Following the success of their initial work, Sato and coworkers proceeded to investigate various extensions of their ILM research. Notable milestones from these latter works include: (i) the realization of ILMs in microbeam arrays with softening nonlinearities (acquired through electrostatic tuning) [266] ; (ii) a demonstration of ILMs within the acoustic spectrum -a feat previously deemed to be improbable due to the influence of higherfrequency spectral components on localized responses [268] ; and (iii) the manipulation of ILMs through the use of opticallyinduced impurity [266] . Of these works, the last is of particular note, as it demonstrated the ability to manipulate the location of energy confinement within a spatially-periodic array through the use of local, laser heating. Specifically, the work demonstrated that reducing the linear natural frequency of a single resonator near an existing ILM results in ILM repulsion, if the system is operating in a hardening response regime, and ILM attraction, if the system is operating in a softening response regime. Such spatial control opens doors to a number of micro/nanoscale targeted energy transfer applications.
Apart from the works of Sato et al., detailed above, there have been a number of ILM-related research efforts that have approached the topic from alternative perspectives. Maniadis and Flach, for example, utilized nonlinear invariant manifold theories to predict the optimal operating conditions for ILM emergence, and to predict that ILMs can be induced through paths other than frequency modulation [263] . A recent effort by Chen, et al. extended this further by demonstrating that ILMs can be induced through chaos [260] . Within the traditional nonlinear dynamics community, recent works by Dick et al. have addressed the existence of ILMs using the theory of nonlinear normal modes [261, 262] . This analytical approach, in comparison to those employed in prior works, facilitates the derivation of analytical expressions for ILM amplitude profiles, which should prove invaluable in future design efforts.
The final, well-defined class of literature emphasizing nonlinear behaviors which arise in coupled micro/nanoresonator arrays is that concerned with the synchronization of coupled resonators. While macroscale investigations of this phenomenon date to Huygen's mid-1600s observations of weakly-coupled pendulum clocks, investigations of synchronicity in microsystems date only to the early-2000s [270, 271] . Earliest amongst the various works on MEMS/NEMS synchronization is Hoppensteadt and Izhikevich's speculative effort of 2001 [270] , which proposed the use of globally-coupled, limit-cycle oscillators as the functional backbone of MEMS-based neurocomputers. This work highlighted the distinct parallels between microelectromechanical resonators driven via positive feedback loops, phaselocked loops (PLLs), and lasers, and utilized theory the authors had previously developed for the latter two systems to convey the potential of MEMS-based autocorrelative associative memories. Cross and collaborators, building upon their earlier efforts related to coupled micro/nanosystems, would further this work, by considering, in appreciable depth, the synchronization of globally-coupled, limit-cycle oscillators with distributed frequencies [272, 273] . The latter efforts' emphasis on frequency mistunings is of particular note, as it addressed a common concern associated with micro/nanoresonator technologies -the potentially debilitating effects of process-induced variations.
While the works referenced above adopted a largely deviceindependent approach to micro/nanoscale synchronization research, two recent efforts have approached the problem with specific devices in mind. The first of these [190] , by Sahai and Zehnder, considers the synchronization of elastically-and electrothermally-coupled, self-excited dome oscillators similar to those previously detailed in [274] . In this work, the authors utilized numerical methods to investigate the various operating conditions that result in the synchronization and entrainment of a representative two-resonator system. The second effort [275] , by Shim et al., potentially represents the first experimental demonstration of synchronization in a micro/nanomechanical array. In this work, the authors utilize a two-element array of elasticallycoupled, magnetomotively-excited resonators to show some degree of frequency locking. While the acquired results are promising, their interpretation has been debated within the nonlinear dynamics community.
CONCLUSION
With this review the authors have attempted to provide a thorough, yet brief, account of the history and literature to date in the area of nonlinear dynamics in micro/nanoresonators. The exploitation of nonlinearity has significant potential for improving the performance of some devices, but thoughtful modeling and analysis must be carried out in order to achieve such designs. This is especially true in applications involving dynamic behavior, where nonlinearity can lead to interesting results -or wreak havoc, if one is not careful. It is still a challenge to convince device builders to consider designs based on nonlinear behavior, since the goal for many decades has been to steer clear of nonlinearity. However, this trend is changing, and there are several devices based on nonlinear dynamic behavior under development that have real promise of reaching fruition.
Progress in this field is taking place on two broad, not unrelated, fronts. Engineering-oriented research is being carried out with specific targeted applications in mind, such as mass sensors, rate gyros, filters, etc. In this area one can use existing fabrication techniques and basic knowledge of nonlinear dynamics to design devices that have desired nonlinear behavior. Nonlinear design is crucial here, but one still must face all the considerations inherent in device design, such as fabrication tolerances, robustness, reliability, etc. Also working in this area are nonlinear dynamicists, who have found a number of interesting problems to consider, and this has led to a number of studies in which the goal is simply to understand the dynamics of nonlinear models for these devices. The other front is more physics-oriented and is geared towards fundamental experimental research. One example of such work is that of mesoscale vibration systems, that is, systems that exhibit quantum effects even though they can be modeled as continua. A typical illustration of such an effect would be to measure quantum energy levels in a nanobeam. Of course, this requires that one isolates the beam as much as possible from the environment thermally, mechanically, and electronically (although, of course, one must couple the beam to something in order to make measurements). The driving force behind these developments is the desire for devices that have unprecedented sensitivities, for example, for the detection of gravity waves. This is a very active area of research in physics, and the reader is referred to the review of Blencowe [276] for more information.
As devices become smaller, and yet are required to operate in ambient environments, the effects of noise will become an increasingly important consideration. There are several sources of noise, and these will limit the ultimate resolution of nanoscale sensors [277] . There is also growing interest in so-called "bifurcation amplifiers" that make use of nonlinear response branch jumping, as described at the end of the section on directly-excited systems, for targeted types of detection, and it is interesting to note that these systems actually require noise to function effectively. Likewise, the non-stationary effects of controlled parameter variations, for example, frequency sweeps used in sensors, is of interest, since sensor response specifications will depend on the determination of reliable sweep rates. This general topic has received considerable attention in the nonlinear vibrations and physics communities under various subject names, including "passage through resonance" and "non-stationary oscillations", and it has now found a new set of applications. The combination of these effects, namely nonlinearity, noise, and parameter sweeps, is a class of challenging, fundamental problems that will play an important role in the development of MEMS/NEMS resonators. It is encouraging that people working on these topics are talking to one another and collaborating. This approach, which brings together device engineers, physicists, and nonlinear dynamicists, will become increasingly important as devices shrink to the nanoscale and beyond.
