I. INTRODUCTION

A. Adaptive Control Under Unknown Sign of High-Frequency Gain
D
ESIGN of adaptive control algorithms for stabilization of systems with unknown control directions, i.e., with the unknown sign of the high-frequency gain, is a difficult problem, in whose presence certainty equivalence adaptive controllers fail due to the loss of stabilizability of the parameter estimates as the estimate of the high-frequency gain goes through zero. This problem was introduced by Morse, the first solution was presented by Nussbaum [1] , a refined, simplified, and generalized solution was presented by Mudgett and Morse, and further extensions have appeared in hundreds of subsequent papers on adaptive control that emphasize this exceptional and distinctive challenge in adaptive control.
In a departure from the model-based Nussbaum-MorseMudgett approach, in this paper we present an algorithm for adaptive stabilization and output reference tracking of unstable systems with unknown control directions via the the extremum seeking (ES) method. 
B. Extremum Seeking
ES is a closed-loop scheme for finding and maintaining the extremum value of a unknown input/output map. The original motivation for this method is optimization of steady states in stable control systems [2] - [5] . Although ES control was an active research topic in the 1950's and 1960's, the lack of rigorous theoretical foundation lead to a decline in interest for this subject and its complete disappearance from the research arena by the mid1960s. In 2000 Krstic with his co-workers revived this topic by introducing theoretical tools for the study of convergence of ES algorithms, along with the first stability proof in the presence of general plant dynamics based on a combination of the averaging and singular perturbation theorems [6] - [8] . This work created renewed interest in ES control and sparked a large number of interesting results (see for example the survey paper [9] ).
C. ES for Unstable Plants
Because the theme of our work is output reference tracking and adaptive stabilization of uncertain and unstable systems with unknown control directions, in this paper we forgo a review of ES contributions for steady state input/output maps for stable plants. We only comment on results related to the problem of stabilization of unstable systems via ES.
A first application of the ES concept to unstable plants was presented in [10] . A further extension of this result is given in [11] . In [12] the authors consider an ES based model reference adaptive control algorithm. In the case of the unknown control direction, and partial knowledge of system parameters, it is shown that the output tracking error converges globally to an O(1/ω) proximity of the origin, where ω is the frequency of the perturbation signal. In [13] a finite-time horizon ES based optimal control problem is considered for unknown and unstable discrete-time systems. It is shown that the resulting control sequence minimizes the cost function which is quadratic in the system output and input signals. The considered cost function converges locally exponentially to an O(||a 2 ||) neighborhood of its optimal value, where 'a' is the vector whose elements are amplitudes of the perturbation signals.
The effort that is the most closely related to our present work is [15] . Building on the connection between ES, Lyapunov functions, and Lie bracket averaging developed in [14] , the authors of [15] present the first systematic design of ES controllers for unstable and time-varying plants. The authors assume that the control direction is unknown and is allowed to persistently change sign. The presented approach guarantees semi-global exponential practical stability. The choice of a high-gain feedback parameter requires a priori knowledge of lower and upper bounds on mean-square values of system parameters. Although the aforementioned method lacks perfect regulation to the origin, in comparison to [1] it is robust to external disturbances and sign changes of the high-frequency gain.
D. Contributions of This Paper
In this paper we solve the problem of stabilization and output reference tracking for unstable discrete-time systems with unknown control directions. The proposed algorithm is based on the concept of ES. We employ a uniformly bounded m.d.s as a probing signal. It is proved that with probability one [or (a.s)] the input/output signals remain bounded, the tracking error converges to zero, and the parameter estimates converge toward the unknown true values. Consistency of the parameter estimates demonstrates that it is possible to perform identification of open-loop unstable plants in case of the unknown sign and magnitude of the high-frequency gain. The obtained results are global in the sense that they are valid for all initial conditions. The results apply to minimum phase systems and do not require a priori knowledge about the system parameters. This paper is generalization of the results presented in [16] where the authors analyze the special case of a scalar system and a minimum variance regulator (zero reference trajectory). The method of analysis and arguments exploited in [16] cannot be used to extend the obtained results to the case of a reference tracking and general order systems.
E. Notation
R
N denotes the set of N -dimensional vectors with real entries; the superscript T denotes the transpose of a matrix; λ min (A) is the minimum eigenvalue of the matrix A; if a square matrix A is positive definite, we write A > 0 where 0 is the zero matrix of same dimension as A; I denotes the identity matrix whose dimension is determined by the context; ||x|| denotes the Euclidean norm of vector x.
II. PROBLEM STATEMENT
Consider the following discrete-time single-input singleoutput system
where t = 0, 1, 2, . . . , is the discrete time index, {u(t)} and {y(t)} are input and output sequences, respectively, while q
represents the unit delay operator. Polynomials A(q −1 ) and B(q −1 ) are defined by The task is to design control law so that the output y(t) tracks the known reference signal y * (t). As is customary in discrete-time adaptive control literature, we assume that {y * (t)} is known one step ahead, i.e., the sample y * (t + 1) is available to a designer at the time instant t. The reference {y * (t)} can be a deterministic or stochastic sequence.
To define the control signal u(t) it is instructive to write system (1) in the form
where
and
From (3) it is obvious that the control law u(t) = −θ T ϕ(t) yields e(t + 1) = 0, ∀t ≥ N, provided that (1) represents a minimum phase system. In the case of an unknown parameter vector θ, the standard design approach in adaptive control theory is to replace the previous control law with u(t) = −θ(t) T ϕ(t) whereθ(t) is an estimate of θ recursively obtained by a RLS or gradient type algorithm [17] . Inspired by the ES approach, we propose the following certainty-equivalent adaptive controller:
where p(t) is the perturbation (or probing) signal, and the parameter estimateθ(t) is generated by the following algorithm:
with
where e is the Euler's number. In (8) and (9), μ > 0, 0 < ε 1 < 1, and w(t + 1) ∈ R 2N +1 is the demodulation signal. The sequence {w(t)}, t ≥ 0 is a random process. All random signals are defined on the underlying probability space (Ω, F, P).
The probing signal p(t) ∈ R 2N +1 in (7) is defined by
while w(t + 1) and ε 1 are the same as in (8) . Since r(0) > e we have g(t) ≤ 1, ∀t ≥ 0. The following is the motivation for the above algorithm. The objective is to devise an adaptive process to generate parameter estimatesθ(t) so that the cost function J(θ) = E(e(t + 1)
2 )
is minimized without using the gradient of J(θ). Theθ(t) can be tuned by an ES closed loop scheme shown in Fig. 1 , where q is the forward shift operator (qθ(t) =θ(t + 1)), while p(t) is the perturbation signal whose role is to endow the control law (7) with a probing effect. In Fig. 1 the signal d(t) creates a demodulation effect, and it is given by d(t) = μw(t + 1)/h(t), where μ, w(t), and h(t) are the same as in (8) . If in Fig. 1 the unknown expectation E(e(t + 1) 2 ) is "approximated" with the instantaneous (sample) observation e(t + 1)
2 , we obtain the stochastic approximation (SA) type algorithm given by (8) .
Remark 1: The global stability analysis presented in Section IV reveals that the guideline for selecting ε 1 and r(t) in (8)- (13) is that the gain sequences h(t) and g(t) satisfy (a.s):
The condition (i) is necessary for the tracking error e(t) to converge to zero whenθ(t) → θ, which is hinted by eq. (20) . Requirements (ii) and (iii) resemble Dvoretzky's stochastic approximation conditions [19] , and essentially state that r(t) (see (11) ) should grow sufficiently slow so that (ii) holds, and at the same time sufficiently fast so that (iii) holds. It will be shown that h(t) and g(t) given by (9) and (13), together with certain conditions on the system (1), the reference signal y * (t), and the probing/demodulation sequence {w(t)}, provide convergence of the error e(t) to zero (a.s).
The following is assumed about the system (1), the reference signal y * (t), and the sequence {w(t)}. Assumption A1: (Minimum phase system). Polynomial B(q) has zeros strictly outside the unit disc.
Assumption A2:
s.) with respect to an increasing sequence of σ-algebras
is F t -measurable, and E(w i (t + 1)|F t ) = 0, (a.s.), ∀t ≥ 0. It is assumed that the elements of the vector w(t) are mutually independent processes. In addition the following hold (a.s.) for i = 1, . . . , 2N + 1:
1)
2) {w i (t)} and reference {y * (t)} are uniformly bounded by a finite number D 0 , i.e.,
s.). (17)
Comments about the assumptions: 1) Assumption A2 is formulated for the case when y * (t) is a random signal, and states that {w(t)} and {y * (t)} are stochastically uncorrelated sequences. If y * (t) is a deterministic signal then the σ-algebras F t are generated by {w (0), . . . , w(t)}, and the uniform boundedness of y * (t) by a constant D 0 holds in a deterministic sense. We should point out that the description of {w(t)} by Assumption A2 represents a probabilistic model for a "white noise" process, in our case a uniformly bounded "white noise" sequence. Let us remark that uniform boundedness of w(t) is not a restrictive condition. The signal w(t) is selected by the designer, and uniform boundedness makes practical sense. 2) Assumption A1 is fairly standard condition in adaptive control theory. Assumption A3 states that the reference signal should have a spectral distribution function that is nonzero at least at 2N + 1 points, and the transfer operator B(q −1 )/A(q −1 ) should be irreducible. Excitation conditions similar to (17) have been used in adaptive control theory [18] . In this paper we prove the following main result. Theorem 1: Let Assumptions A1-A3 hold. Then algorithm (7)- (11) provides
where e(t + 1) andθ(t) are defined by (4) and (21), respectively. The proof of this theorem is given in Section IV. The equation of the closed loop system is obtained by substituting (7) in (3),
We prove in Section IV that e(t + 1) → 0 as t → ∞, by showing that x(t) → 0 and g(t) → 0, as t → ∞. Actually g(t) → 0 (as t → ∞) is a direct consequence of Assumption A3. Observe that (17) implies
for all vectors η ∈ R 2N +1 satisfying ||η|| = 1. If we select η T = [0, . . . , 0, 1], then (17) and (22) imply that there exists t 0 < ∞ so that ∀t ≥ t 0 , and some δ 2 
Because by (5), ||ϕ(t)|| 2 ≥ y * (t + 1) 2 , relation (23) and definition (11) yield
Thus from (13) we have
which is the requirement (i) discussed in Remark 1.
Remark 2:
Observe that the setup of the recursion (8) does not require the knowledge of the gradient of E(e(t + 1)
2 ) or the gradient of e(t + 1)
2 . On the other hand it can be easily seen that the "averaged" scheme resembles a gradient type process. After substituting (20) in (8), and then taking the conditional expectation, one can obtain 
III. TECHNICAL RESULTS
In our analysis we rely on the following two lemmas. Lemma 2: Suppose Assumption A2 (part 2) holds. Then 1)
where (6) and (15), respectively. 2)
The proof is given in the Appendix. Note that by using (1) and (4) the signal vector ϕ(t) (see (5)) can be decomposed as
where ϕ * (t) is defined by (16) and ϕ e (t) T = e(t), . . . , e(t − N + 1);
The next lemma states that if the mean-square error t i=0 e(i) 2 /t is small, the excitation property of ϕ * (t) (see (17) ) translates into the excitation of ϕ(t). Define
r e (t) = r e (t − 1) + e(t) 2 , r e (0) > 1,
where ϕ(t) and e(t) are given by (4) and (5). Lemma 3: Let Assumptions A1 and A3 hold. Then on every subsequence {t k }, k ≥ 0 where
the following holds:
where δ 1 is the same as in (17) . Proof: Note that by (29)
where η is any vector satisfying ||η|| = 1.
for some positive constants K 1 and K 2 . The role of K 2 is to capture the effect of nonzero initial conditions. Then from (33), (35), (36) and Assumption A3 it follows that:
which implies (34).
IV. GLOBAL CONVERGENCE ANALYSIS
In this section we examine the dynamics of (8) and the evolution of estimatesθ(t, ω), t ≥ 1 for a fixed ω ∈ Ω where ω is a sample point of the sample space Ω. Throughout this section we use positive constants c i , i = 1, 2, . . . , to denote certain upper bounds whose specific values are unimportant. The constants c i , i ≥ 1 are independent of time index t and may depend on ω ∈ Ω. Following the standard notation in stochastic adaptive control literature and for the sake of notational simplicity, the dependence on ω will be dropped and instead ofθ(t, ω) and c i (ω) we simply writeθ(t) and c i .
In this section it is proved that (a.s.) the parameter estimation error (see (21) )θ(t) → 0 and the tracking error (see (4) ) e(t + 1) → 0, as t → ∞. The above claim is global in the sense that it holds for all initial conditionsθ(0), ϕ(0), e(0), and w(0).
A. Convergence of the Sequence {||θ(t)||}
We first state and prove the following result. 
where r(t) andθ(t) are defined by (11) and (21), respectively. The finite variablev =v(ω) is a function of ω ∈ Ω. Proof: Subtracting θ from both sides of (8), and squaring the resulting equation, we obtain
Substitution of e(t + 1) from (20) in the second term on the RHS of (40) yields
The next step is to calculate the conditional expectation E(·|F t ) of the second term on the RHS of (41). By virtue of the fact thatθ(t), h(t), x(t), ϕ(t), and g(t) are F t -measurable variables, Assumption A2 implies
h(t) x(t)g(t)w(t + 1) T ϕ(t) F t = g(t)x(t) h(t)θ (t) T [E(w(t + 1)w(t + 1)
where x(t) is defined by (21) . Similarly we can conclude that
(45) Following is the justification for the last equation. The LHS of (45) contains terms of the form E(f ij k (t)w i (t + 1)w j (t +
variable dependent of g(t), h(t) and the elements ofθ(t) and ϕ(t).
This expectation is equal to zero (a.s.) based on the fact that the elements of the vector w(t) are mutually independent m.d.s. (see Assumption A2). Hence, substituting (13) in (44), and then using (43)-(45) in (41) we derive
H(t)r(t)(log r(t))
where we took into account that h(t) is defined by (9) . Because {w(t)} is a (a.s.) bounded sequence, by Lemma 2 (see (28) and (42) 
)). This imposes a constraint on the choice of g(t) and h(t) in (9)-(13) (see condition (iii) in Remark 1).
Next we show (39). From (5) and (11) it follows that:
On the other hand by using the fact that by (38) {θ(t)} is (a.s.) bounded sequence, from (7) and (15) we have
Similarly, from (3), (4), and (48) one can ascertain that for some positive constants c 3 
B. Proof of Theorem 1
We are now equipped to prove the main result of this paper, Theorem 1. The proof is divided into three parts.
Part 2: Prove that (50) implies that there exists a subsequence
where x(t) is defined by (21) . Part 3: Use Lemma 3 to show that on {t k },θ(t k ) → 0 as k → ∞, (a.s.). Then (18) follows from the fact that {||θ(t)||} is a convergent sequence (see (38)).
Proof of Part 1: Observe that from (13), (15) , and (20) one can derive
s.). (54)
By using this inequality in the second term on the RHS of (46) we obtain
H(t)r(t)(log r(t)) (3+ε 1 )/4 + α(t) + E(β(t + 1)|F t ), (a.s.).
where β(t) is defined by (42), and
H(t)r(t)(log r(t))
By exploiting monotonicity of H(t) and r(t) (see (10) and (11)), from (51), (55), and (57) it follows that:
From (11) and (57) it can be easily shown that
Then using (59) in the third term on the RHS of (58) gives
where we used the fact that by (10) and (38), H(t) ≤ c 9 < ∞, (a.s.), ∀t ≥ 0. Let
After taking the expectation of both sides of (60), one can derive
At this point we should notice that the third term on the RHS of (62) is summable, i.e., from (10), (11), (56), and similarly as in (A.3) (see the Appendix) it follows that:
for ε 2 > 0 and 0 < c 10 < ∞. At the same time it is not difficult to see that (15) , (28), and (42) imply ∞ t=1 β(t + 1) < ∞, (a.s.). Hence, summing up both sides of (62) from t = 1 to t = n yields ∀n ≥ 1
where we used the fact that 
W (t)(r(t) − r(t − 1)) r(t)r(t − 1)(log r(t))
(65) In the following, the dependence of W on ω will be dropped for convenience. By virtue of (39) and (24) it follows that log r(t) ≤ log c 1 + log r(t − 1) ≤ c 11 log r(t − 1), c 11 < ∞. Then using again (39) in (65) we obtain (50). Although subsequent developments do not exploit this assertion, it should be noted that (62) implies that {E(V (t))} is a convergent sequence. This follows from the fact that the 2nd term on the RHS of (62) is nonpositive ∀t ≥ 0, and the 3rd and 4th terms are infinitely summable.
Proof of Part 2:
We now show that (52) and (53) hold. We employ contradiction by assuming that W (t) ≥ r(t − 1)/(log r(t − 1)) (1−ε 1 )/4 , ∀t ≥ 1, where ε 1 is the same as in (9) and (13), ε 1 < 1. Then from (50) it follows that (a.s.):
which contradicts the fact that by (24) , r(n) → ∞ as n → ∞, (a.s.). Hence there exists a subsequence {t k }, k ≥ 0, such that
On the other hand by (29) we have
Note that, by Assumption A1,
is a stable operator. Then from (15), (11), (30), and (32) it follows that there exists 0 < c 12 , c 13 < ∞ such that ∀t ≥ 0:
Because by (32) and (51) where c 12 , c 13 , and c 14 may depend on ω ∈ Ω. Because log r(t k − 1) → ∞ as k → ∞, (a.s.) (see (24) ), the above relation implies lim k →∞ r e (t k )/t k = 0, (a.s.), which together with (32) proves (52).
Let us now prove (53). By virtue of (15), (30), and (68), from (20) one can derive
where we used the fact that by Assumption A1, A(z −1 )/B(z −1 ) is a stable transfer function. The role of positive constant c 20 in (71) is to capture the effect of initial conditions. Because g(t) → 0 as t → ∞, (a.s.) (see (25) ), Stoltz's theorem ( [22] , p. 85) implies lim t→∞ (a.s.) . Thus (53) follows from (52) and (71).
Proof of Part 3:
It is not difficult to see that from (8) and (31) we can derive
H(t)r(t)(log r(t))
where x(t) =θ(t) T ϕ(t). Backward iteration in the previous relation yields
Observe that from (32), (52), and (69), on the sequence
where we used the fact that by (11) r(t) in (69) is equal to r(t)
Then by (53) and the CauchySchwarz inequality, one can obtain
Also note that (11) and (31) imply ||Q(t)|| /r(t) ≤ c 21 < ∞. Then from (52) and (74) it follows that:
(76) Hence, from (73), (75), and (76) we can derive
Because from (52) and Lemma 3, Remark 3: At this point let us recall that in Remark 1 we stated three constraints related to the choice of g(t) and h(t) in (9)- (13) . Condition (ii) can be verified as follows. Because {H(t)} is a bounded sequence, (see (10) and (38)), and by (13) g(t) ≥ 1/(log r(t))
(1−ε 1 )/2 , from (9), (11), and (39), one can
for some positive constant c 29 . Since ||ϕ(t)|| 2 = r(t) − r(t − 1) (see (11) ), similarly as in (66) we have log log r(n) − log log r(0) ≤ n t=1 ||ϕ(t)|| 2 /r(t − 1) log r(t − 1), where from by (24) it follows that both sides in (78) diverge. This condition has been exploited in (66) to create a useful contradiction toward proving (52) and (53). Constraint (iii) from Remark 1 is equivalent to (28) (see (9)), and it has been used in the analysis from (62) to (65).
Remark 4: (Case of y * (t) = 0, ∀t ≥ 0.) It is well known in adaptive control theory that when y * (t) = 0, ∀t ≥ 0, the signal vector ϕ(t) (see (16) and (29)) will not satisfy the excitation condition and, consequently, (18) will not hold. We can still show that in this case 
Obviously (79) implies e(t + 1) → 0 as t → ∞ (a.s.). We now prove the above assertions. Observe that from (55) we have
Because ∞ t=1 (α(t) + β(t + 1)) < ∞ (a.s.) (see the analysis after (62)), from (81) we can derive 
where we used the fact that by (10) and (38), H(t) ≤ c 30 < ∞ (a.s.), where c 30 may depend on the sample path ω ∈ Ω. Note that when y * (t) = 0, (29) gives ϕ(t) = ϕ e (t), from which it follows that, for some 0 < c 31 < ∞,
with r(t) and r e (t) being defined by (11) and (32) 
Since by Assumption A2, {w(k)} is (a.s.) a bounded sequence, (79) implies that the second term on the right-hand side of (85) is an absolutely convergent series, i.e.,
(86) Hence, (85) yields lim t→∞θ (t) =θ (a.s.), whereθ =θ(ω) depends on the sample point ω ∈ Ω.
V. SIMULATION EXAMPLE
Consider the following discrete time system y(t + 1) − 2.3y(t) + 0.5y(t − 1) = − 2u(t) + 0.8u(t − 1),
The open loop system is unstable. The perturbation sequence {w(t)} is taken to be uniformly distributed with zero mean value and the variance σ 2 w = 0.5. In (8)- (13) we set μ = 1.5, ε 1 = 0.15, and r(0) = 150. The reference signal y * (t) is a square wave with period T = 100 samples, and the amplitude |y * (t)| = 7. In this case the parameter vector θ (see (6) ) is given by θ T = [1.15, 0.25, −0.4, 0.5]. Fig. 2 depicts the output y(t + 1) . Fig. 3 shows that the parameter estimates converge toward their true values. The sample mean-squared error mse(t) := t k =0 e(k + 1)
2 /t (with e(t) defined by (4)) is shown in Fig. 4 . The transient behavior of the algorithm can be affected by adjusting the values of parameters μ and ε 1 in (8) and (9), respectively, and the variance of the probing signal σ 2 w . As it is the case in general with all stochastic approximation (SA) type processes, analytical evaluation of the rate of convergence of the algorithm (8) is not a simple task, and it is beyond the scope of this paper. We can still gain some sense of how certain parameters affect the rate of convergence by examining (46). The 2nd term on the RHS of (46) represents the "restoring force" responsible for the algorithm convergence. Obviously, the larger the parameters μ and σ 2 w , the larger is the restoring force. Similarly if ε 1 is smaller the restoring force is larger. On the other hand it is well known that if in SA based adaptive control methods, the 2nd term on the RHS of (46) is larger, the tracking error e(t + 1) exhibits larger transients. The rate of convergence of approximations {θ(t)} generated by (8) is a future research topic.
VI. CONCLUSION
This paper presented an ES based SA type algorithm for stabilization and reference tracking of unstable systems with unknown control directions. Assuming that the reference signal is persistently exciting, it is proved that with probability one the parameter estimation errorθ(t) and the tracking error e(t + 1), converge to zero, while the input and output signals remain bounded. The obtained results also show that it is possible to perform identification of open-loop unstable systems with unknown control directions. The above results apply to minimum phase systems.
The results presented in this paper have certain threads in common with [15] , where the authors achieved semiglobal exponential practical stability. Here we achieve perfect tracking and parameter convergence. Reference [15] uses an additive perturbation in the control signal. In our case the perturbation sequence is additive to the parameter estimates, thus entering the input signal in the multiplicative fashion.
Other researchers have also used stochastic perturbations for ES control problems, see, for example, [23] - [25] . There, the authors employ an advanced form of stochastic averaging. Such tools are local at present. The analysis in our paper makes use of (i) statistical averaging performed by the usual operators of conditional and unconditional expectations, and (ii) martingale convergence theorem [20, p. 848] , and a probabilistic version of the monotone convergence theorem [21, p. 104 ]. Compared to [24] , [25] we are solving a different problem. In [24] , [25] the authors consider the problem of finding the extremum of an output of a stable nonlinear plant. We considered the problem of adaptive stabilization of an open-loop unstable linear system with an unknown control direction.
Future research topics include extending the obtained results to non-minimum phase systems, as well as exploring the robustness with respect to modeling errors and external disturbances. where we used the fact that by Assumption A1 (see (15) ) {w(t)} is an (a.s.) bounded sequence. Note that by (10), (11) and (13) for ε 1 > 0. Thus the lemma is proved.
