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Abstract: A symmetrizable basic iterative method u (“+l) = Gu(“) + k can be greatly accelerated by Chebyshev 
acceleration. This method requires estimates of the extreme eigenvalues m(G) and M(G) of the iteration matrix G. 
An adaptive procedure for finding the eigenvalues was introduced by Hageman and Young (1981). We describe a 
scheme of using contours to test the effectiveness of this adaptive Chebyshev acceleration procedure. We conclude that 
the adaptive process is not sensitive to the starting estimate unless it is very close to M(G). Moreover, the adaptive 
procedure takes at most 35% more work than the optimal nonadaptive procedure. 
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1. Introduction 
Let us consider the linear system 
Au=b W) 
where A is a given real N x N matrix and b is a given N X 1 column vector. Given a nonsingular 
matrix Q, we define a basic iterative method by, see Young [3], 
U(n+l) = Gu(“) + k 
0 4 
where 
i 
G=I- Q-‘A, 
k = Q-lb. 
(1.3) 
We assume that the basic iterative method is symmetrizable, i.e., I - G is similar to a symmetric 
positive definite (SPD) matrix. 
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It is well known, see e.g., Hageman and Young [l], that the convergence of the basic iterative 
method (1.2) can be greatly speeded up by the use of Chebyshev acceleration provided it is 
symmetrizable. However, estimates of m(G) and M(G), the smallest and largest eigenvalues of 
G, respectively, are required. An adaptive procedure for finding these eigenvalues is described by 
Hageman and Young [l]. The purpose of this paper is to describe a scheme for testing the 
effectiveness of the adaptive Chebyshev acceleration procedure. Thus, we seek to determine how 
much “overhead” is required when we use the adaptive process. 
For the sake of simplicity, let us consider the case where I - G is SPD. Thus the eigenvalues 
of G are real and less than unity. We remark that our method and analysis can easily be 
extended to include the general symmetrizable case. 
We describe an adaptive Chebyshev acceleration procedure in Section 2. In Section 3 we 
describe the construction of contours which can be used to measure the effectiveness of the 
adaptive Chebyshev process. Numerical results are given in Section 4. These results give upper 
bounds to the number of iterations needed for convergence for the cases considered. 
2. Adaptive Chebyshev acceleration 
In this section, we consider Chebyshev acceleration for a symmetrizable iterative method. For 
an arbitrary initial guess u(O), we define 
u(“+~)=P~+~{~(Gu(~)+~) + (1 -y)u’“‘} + (1 - P~+~)u(“-‘) (2.1) 
where 
2 
‘= 2-M(G)-m(G) 
and 
P n+l = 
i 
;; - :fql, 
(1 - +a’P,>-‘, 
Here, 
M(G) -m(G) 
IT= 
- 2-M(G)-m(G)’ 
(2.2) 
n = 0, 
n = 1, (2.3) 
n> 1. 
(2.4) 
where M(G) and m(G) are the largest and smallest eigenvalues of G, respectively. 
In general, the quantities M(G) and m(G) are not known in advance. Therefore, one must use 
the estimated values M, and mE for M(G) and m(G), respectively. Thus (2.2)-(2.4) should be 
replaced by the following formulas. 
2 
‘= 2-ME-mE’ 
(2.5) 
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and 
n+l = ;; - +o;)-l, 
i 
n = 0, 
P n=l 
(1-$J;p,)l, ns: 
where 
ME-mE (JE = 
2-ME-m,’ 
It can be shown that the error vector, gcfl) = U(~) - U, satisfies 
,z!?‘(~) = P,,,(G) E(O) 
where U is the true solution of (l.l), 
e&) = Tl 
2x-ME-m, 
ME-m, 
(2-6) 
(2.7) 
(2.8) 
(2.9) 
and T,(w) is the Chebyshev polynomial of degree ~1. That is, 
T,(w)=$[(w+\i’w’-l)“+(w+&z-“1 
=+[(w-Lzi)n+(w-Dz-n] 
I 
cosh(n cash-‘w) when w > 1, = 
cos(n cos-lw) when -l<wwl. (2.10) 
We note that T,(w) is an even function of w for n even and an odd function of w for n odd. For 
details of proof of (2.8), see Hageman and Young [l]. 
For the iterate u(~), the pseudoresidual vector 8’“’ is defined by 
6’“’ = Gu(“) + k _ U(“) = (G _ 1) g(n). (2.11) 
Since I - G is nonsingular, we have 
,$‘(“) = (G _ 1))‘&‘“‘_ (2.12) 
By (2.8), we get 
a’“‘= &(G)6(‘), (2.13) 
where P,,Jx) is defined as in (2.9). 
We remark that it is easy to show that L?cn+l) and 6(“+ ‘) satisfy three-term recurrence 
relation. Thus, by (2.1) we have 
&J(n+l) = pntl[yGb(“)+ (1 - +P)] + (1 - p,+l)B’“-“, (2.14) 
and 
#n+l) = pn+l [ yG6’“’ + (1 - v)S(“‘] + (1 - p,+,)6(“-‘). (2.15) 
Suppose pl, p2,. . . 
P,,,(G) is given by 
, pN are the eigenvalues of G. The actual spectral radius, S(P,_,(G)), of 
S(P,,E(G)) = im;a& I cl,Eh) I* (2.16) 
. . 
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However, since complete eigenvalue of G seldom known, is more to 
consider virtual spectral g( P&( which is by 
%,,(G)) max 
m(G)<x=zM(G) 
I el,Eb) I- (2.17) 
Since I - G is symmetric, P,(G) is also symmetric. By (2.13) we have 
II a’“’ II = II E,,(G)a”’ II G II P,,,(G) II II S(O) II
= S(C,,(G)) II Go) II G @‘n,,(G)) II Go) II. (2.18) 
In order to simplify the discussion, we make the following two sets of assumptions: 
Case I. mE < m(G), M(G) < 1, and mE < M, < 1. 
Case II. mE = --ME, Im(G)]<M(G)<l,O<M,<l. 
As shown in Hageman and Young [l], for either Case I or Case II, we have 
Wn,EW) 
= f’,.,(M(G)), if ME G M(G), 
G p,,E(MEL if M,>M(G). 
Furthermore, 
=--- if M,<M(G), 
RP,,E(G)) 
2r”j2 
<- 
1 +r” 
if M,>M(G), 
(2.19) 
(2.20) 
where 
l-/X ~ l-iill--(o,/o*)2 
(2.21) 
and 
ME-m, 
UE= 
ue _ =4(G) - ME - mE 
2-ME-mE’ - 2-ME-m, . 
(2.22) 
We remark that for Case II, mE = -ME, and we have un = M, and CI * = M(G). Thus 
(2.21)-(2.22) are given by 
l-/W 
r= 
1+/m 
and i= 1 - Jl - (MJM(G)J2 
1 + {l - (ME/M(G))’ . 
(2.23) 
In the adaptive Chebyshev acceleration procedure which we consider one starts with crude 
initial estimates mE and ME, for m(G) and M(G), respectively. However, the estimate M, for 
M(G) is by far the most important. We simplify our parameter estimation procedure to that of 
determining only M(G). Moreover, we assume a lower bound _m is known with m < m(G). Thus, 
in Case I, we take mE = 111 and mE is never changed, and we concentrate on M, < M(G). For 
CaseIIweassumethat Im(G)I<M(G),thatm,=-M,andthatO<M,<l. 
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Our strategy is to improve the estimate M, of M(G) whenever a certain test is met. After M, 
is changed, the Chebyshev process is restarted. Thus, if s denotes the iteration number when the 
parameter was last changed (initially s = 0), then by (2.13) we have, at the n th iteration, 
a(“) = P,,,(G)6’“’ (2.24) 
where p = n - s. Moreover, if the current estimate M, for M(G) satisfies M, > M(G), then by 
(2.18) and (2.20) we have 
B = ]] 8(n) ]I/]] #“‘]I < g( P,,,(G)) < 2rp’2/(1 + r”) (2.25) 
where r is given by (2.21). Conversely, if (2.25) is not satisfied, i.e., 
B = )I 6’“’ II/ )I 8(‘) )I > 2rp’2/(1 + rP), (2.26) 
we can conclude that M, must be less than M(G). It would thus be reasonable to make our 
estimate M, larger. Anytime we choose M,, we start the Chebyshev acceleration over again. In 
the limiting case in which M, is changed after each iteration, we would always use pi = 1 in 
(2.1). Thus, we would be carrying out the basic iterative method with extrapolation but without 
Chebyshev acceleration. Moreover, if M, is changed too often, the optimum asymptotic 
convergence rate will never be achieved. To avoid this problem, we introduce a damping factor, 
F, to prevent M, being changed too frequently. Our modified change test for M, is 
B _ 11 ““‘II > 
II 6’“’ II 
(2.27) 
It has been found experimentally that values of F in the range [0.7, 0.851 are effective; see 
Hageman and Young [l]. For most of our numerical experiments we let F = 0.75. 
Once we have decided to change M,, a new value of M, is determined by solving the 
Chebyshev equation 
B= s =f&(M(G)) = +$ 
i 
2ip/2 
1 + ip 
(2.28) 
where r and i are given by (2.21). The solution ML of the Chebyshev equation (2.28) is given by 
M,+m,+(2-ME-m,) 
(i&)(x+ $11 
(2.29) 
where 
X= [t( QA + \le:m)(l + r’,]‘“, 
QA = II 8’“’ II /II @’ II 7 Qr = 2rp’2/(1 + +‘) 
and where r is given by (2.21). Moreover, it has been proved by Hageman and Young [l], that 
the solution ML satisfies 
M, < M;,( M(G). (2.30) 
Figure 1 gives an example of the position of the new estimate. In this figure, B = I( 6(“) II/II tSco) II 
and ML is the solution of the Chebyshev equation corresponding to Case I. 
Another procedure for obtaining a new estimate is by the use of the Rayleigh quotient. We let 
R, = (6(i) Ga”‘)/( a(‘) 
I 7 3 
A”‘) 3 i=O, 1,2 )... . (2.31) 
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ho, E(X) 
Fig. 1. Behavior of P,,,,(x) when M, < M(G). M, = 0.789, mE = - 3.0, oE = 0.90, r = 0.39. (This figure appeared in 
Hageman and Young [l] and is being reproduced with permission of Academic Press.) 
For each i we have 
m(G) <R; < M(G); (2.32) 
therefore, we may let 
M[= max{R;}. 
i 
(2.33) 
The new estimate is given by 
MrW = max{ ML, ML}. (2.34) 
The use of the Rayleigh quotient may give a better estimate of M(G). On the other hand, the 
use of (2.31) requires some extra operations. In our discussion here we will, for simplicity, use 
(2.29) instead of (2.34) as the new estimate in our numerical experiments. 
3. Contours 
It is reasonable to ask how effective the adaptive procedure is. We seek to describe a 
procedure for finding the maximum number of iterations which could be required to solve a 
given problem, given the starting value of M, and given the size of the initial error. The 
procedure which we have developed is based on the use of contours as explained below. 
Let us deal with Case II first. This is the case where 1 m(G) 1 < M(G) and where we let 
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mE= --ME. We define a function I$( x, y; n), for any x, y in [0, 11 such that x d y and for any 
nonnegative integer n, as follows: 
if n = 0, 
ifx=Oand n>O, 
ifO<x=y and n>O, 
ifO<x<yand n>O, 
where 
(3.1) 
l- Jl -x2 
r= 
1+J1_xz’ 
and 
(3.2) 
(3.3) 
If we let x = M, and y = M(G), by (2.20) and (2.23) we can show that (3.1)-(3.3) implies 
+( M,, M(G); n) = S( P,,,(G)), if 0 < M, < M(G) and n > 0. We remark that if M, = 0, then 
r = 0, and the change test (2.27) is satisfied immediately after one iteration. Moreover, since 
P,,,(G) = G, we have +(O, M(G); 1) = M(G) = $P,,,(G)). Thus, for Case II where 0 < M, < 
M(G), it is always true that 
ll~‘“‘ll/ll~‘“‘ll d($,dG)) =++‘Gr M(G); P>- (3.4) 
Next, we discuss Case I which assumes a number _m is known such that 111 < m(G). We also 
assume that m < M, < M(G) < 1. We define the function 4 by 
if n=O, 
ifx=m and n>O, 
if m<x=yand n>O, 
Zr”/2 2j?“/2 ! I l+r" l+i”’ if m<x<yand n>O. 
Here r~<x<y<l and 
(3.5) 
(3.6) 
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and 
x-m - 2y-x-m 
Ox’ 2-x-m’ aY= 2_x_m. (3.7) 
Thus we have s( P,,,(G)) = +(M,, M(G); n) if _m < M, < M(G). For the case ME = m, we will 
have r = 0 and the change test (2.27) is satisfied after one iteration. Therefore, M, = 3 will be 
used for one iteration only. Moreover, by (2.9) 
fb(M(G)) = 
M(G) -m 
1 _ m = +(m, M(G); 1). - (3.8) 
Hence, we can get the same relation as (3.4) for Case II. That is 
II ~(n)ll/ll~(S)II G g&,,(G)) =+%, M(G); P> 
for z<ME<M(G)<l. 
(3.9) 
Finally, we consider the exact stopping test 
K,= I’ (3.10) 
where 5 is an error tolerance, usually 10p6. Since the exact solution ii is unknown, in most cases, 
we must use an upper bound for K,, determined as follows. By our assumption that I - G is 
SPD, and by (2.12) we have 
I)#“) 11 = ([(G-I)-%“‘I[ < I@-G)-‘11 ~~6’“‘~~ 
= S((I- G)-') )IS’“‘II = 1_;(G) ll~‘“‘ll. 
Also, since 8(O) = (G - I)&“’ we have 
)I 8(O) II < (I G - 11) I( .8(O) 11 = 6( I - G) (I G(O) II 
= (I- m(G)) [I&‘(o) II. 
By (3.11) and (3.12) we get an upper bound for K, 
K = 11 gcn) 11 < 1 - m(G) 11 S’“’ II )I d?(O) 11 
E II ii II 1 -M(G) l)~3(~)ll 11~11 .
Let us suppose that u (‘) = 0 Then S(O) = k and the convergence is achieved if . 
1 - m(G) II 8’“’ II II t#O) II < l 
l-M(G) l)S(‘)~l Il~ll . 
(3.11) 
(3.13) 
(3.14) 
For our numerical experiments, in Case I we have Z such that 3. < m(G), while in Case II we 
have I m(G) ( G M(G), Therefore, if m(G) is not given, our stopping test is 
1-m ll~‘“‘ll IWO)II &{ 
l-M(G) ~~8’“‘~~ Il~ll 
forCase 9 
K,< 
l+M(G) ll@“ll IVco’ II << forCaseII. 
1 -M(G) 118(~)11 Il~ll 
(3.15) 
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We will simulate the adaptive Chebyshev acceleration by estimating an upper bound of 
11 S(“) II/ (1 a(‘) 11. The process is assumed to have converged if 
for Case I,. 
for Case II. 
(3.16) 
Suppose M, (l) has been used for n, iterations where MA” < M(G). Then by (3.4) or (3.9) we 
have 
II~(“l)II/Il~(o)II < g(P,,,(G)) =+(J@, M(G); nl). (3.17) 
At this step, if the change test (2.27) is satisfied, and we must have 
II S’“1’ II /II iYO) II > +( MC’, M&l’; nl) F. (3.18) 
A new estimate Mi2), of the largest eigenvalue is computed by (2.29) which is the solution of the 
Chebyshev equation (2.28), thus 
1) f!P,) ~~/~~ s(O) II = +( Mki’, Mi2’; ?zi). (3.19) 
From (3.18) and (3.19), it is true that 
+4Z’, @‘; nJP<+(M~), Mh2’; nl). (3.20) 
We remark that if Rayleigh quotients are also considered in computing a new estimate, then 
j@’ = M”“” 
E in (2.34) and 
II S’“~‘~~/~~ S(O) II = +( Mf’, ML; nl) < +( MP’, Mi2’; n,), (3.21) 
since +(x, y; n) is an increasing function of y if x and n are fixed. Thus (3.20) holds again. 
In general, suppose at the n th step, we have used M$’ for n, iterations, ML*’ for n2 
iterations,. . . , and finally Mg’ for n, iterations. Here 
n=n,+n,+ *.* +n,. (3.22) 
Let k, = 0 and kj = n, + n2 + . - - +TZ,_~ = k,_, + n,_*, for i = 2, 3 ,..., t. Then, by (3.18) and 
(3.19), we have 
I)6(k~+n,)l)/llS(kl)ll >$(Mc’, MC’; ni),, i=l,2,...,t-1, (3.23) 
and 
II 6 (k~+n~)ll/(lS(k~)ll =t#a(M$‘, Mg+“; n,), i=l,2,...,t-1. (3.24) 
Thus 
(3.25) 
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Next, we look for a bound on 11 6(n) [l/II ackl) II. However, we must have 
II Scn-l) II/11 ackr) 11 < +( Mg’, Mz’; n, - l)F. (3.26) 
Otherwise, we would have changed the parameter Mg) at the (n - l)st iteration instead of using 
Mg) for n, iterations. Moreover, by (3.9), it is always true that 
II ~cn’II/II S(kf)II G $(@“, M(G); n,), (3.27) 
and 
(16(“-1)jl//16(kr)II <+(M~‘, M(G); n, - 1). 
Combining (3.26)-(3.28) we have 
(3.28) 
fin 
i 
II #n-1) II II P’ II 
ll PJ ll ’ ll cvkJ ll 1 
G min(+(M~‘, ~42’; n, - l)F, +(Mg’, M(G); n,)). 
Since +(x, y; n) is a decreasing function of n, we have 
+( M:‘, M(G); n,) < +( Mt’, M(G); n, - 1). 
(3.29) 
Therefore, the iteration procedure will converge at the nth step if the condition 
)] u Inin + Mg), Mg); n, - l)f, +( A@), M(G); n,)} G x 
is satisfied, where x is given by (3.16). 
We remark that for the cases where Rayleigh quotients are considered, 
given by 
II 6’“’ II 
II Go) II 
< I+#+fp, Mg+“; n; 
[ 
t-1 
i=l )I II Gfl) II 11 SCk,) II . 
(3.30) 
the equation (3.25) is 
(3.31) 
Thus, it is still true that (3.30) implies the convergence of the adaptive procedure. 
We now seek to construct contours in the (x, y)-plane for n = 1, 2,. . . . If (x, y) is on the 
n-contour and if one starts the adaptive Chebyshev iterative process with A.@) = x and with u(O), 
where II u (‘) - U II < 10eY 11 U II then the condition 
II 6(n) II /II fVO) 1) < xlOY (3.32) 
is satisfied in at most n iterations. This implies that the convergence condition II U(~) - ii II/ 11 ii II 
< 3 will be achieved in at most n iterations. 
For example, since the point (x, y,) is on the 2-contour in Fig. 2, convergence will be achieved 
in at most 2 iterations using the adaptive Chebyshev process with MA” = x and with U(O) chosen 
so that I( u (O) - ii 11 < 10-y’ 11 u Il. 
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( N=l 
y --+ N=2 
/--J--+;y,x 
4 
Fig. 2. Graph of contours. 
More precisely, for a fixed number n we consider any t-partition of n where t < n. If 
{q, n2,..-, n, } is a t-partition of n, then 
n,+n,+ **a +n,=n. (3.33) 
Let us assume the corresponding estimates are xi, x2,. . . , x, where x = xi < x2 < * . . < x, < 
M(G). By (3.23) and (3.24), we have 
+(xi, xi; ni)S+(xi, xi+i; n,), i= 1, 2 ,..., t - 1. (3.34) 
By (3.30), we compute the value y which is the smallest value such that 
[ 
I-l 
n+(x;, Xi+l; ni) mm( +(x,, XC; “r-1)1;, +(x,3 M(G); n,)) <x*10’- (3.35) 
i=l 1 
We try to seek for all these contours n(x, y), for n = 1, 2,. _ _ , until the convergence is 
achieved for each x. That is, until all y < 0 for all x. Thus if y < 0 at the nth contour, by (3.31) 
we have I] a(“) ]] /I] S(O) (1 < x and the stopping test (3.16) is satisfied. 
To construct these contours, we assume a set of values of x in [m, M(G)] for Case I, or in 
[0, M(G)] for Case II, say xi < x2 < . . - < x, = M(G) < 1. For each xi, we compute the values 
of vj( n) such that (3.34) and (3.35) are satisfied. 
Let us start with the O-contour, since 
I] 8(O) ]I /I] S(O) I] = 1 < x * 10YJO’. 
We have 
r;(O)= -logx, i=l,2 ,..., s (3.36) 
which is the starting line. 
Next, the line of l-contour is given by assuming we start with M, = xi and do one iteration. 
Then we have 
](6(‘)]]/]]S(‘)]] <F@,(G)) =+(x;, M(G); l)<x.lOy~“‘. 
Therefore, the l-contour is given by 
y,(l) = -log x + log $I(x;, M(G); 1). (3.37) 
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Suppose we are given 0, 1, _ _ . , n contours, we find the points (x, r) on the (n + l)-contour as 
follows. In one case, we may assume using ME = xi and iterate for n + 1 iterations without 
changing any parameter. That is, t = 1 and n, = n + 1 in (3.33). Thus by (3.35), we have, 
min( +(xi, xi; n)F, 4(x;, M(G); n + 1)) <x. 10X(“+‘). 
That is, 
y,(n + 1) > -log x+ min{ F-log @(xi, xi; n), log @(xi, M(G); n + 1)). (3.38) 
In the other case, xi can be used for n* iterations where n * < n + 1, and changed into another 
estimate x,. That is, t 2 2 and n, = n* in (3.33). Therefore, for any n* < n + 1, we consider all 
the possibilities of using xi for n * iterations without changing the parameter, and then changing 
to xj after n* iterations. First of all, by the change test (3.18), it is necessary that 
II 6 
(II*-1) 
11,/11 8(o)jl < +(xiT xj; ‘* - ‘)” (3.39) 
and 
llS(~*)Jl/lJS(“)Il >q5(x,, x;; n*)“. 
Moreover, the new estimate xj is a solution of 
11 P*)ll/ll &(O)lI = +(x;, XI; n*>. 
the Chebyshev equation; thus 
(3.40) 
(3.41) 
In addition to (3.39), if we continued using xi on the (n* - 1)st iteration, we would have 
11 a(,*) 11/116(“*-i) II +$(x;, M(G); 1). (3.42) 
Thus, by (3.39) and (3.42), 
11 @*)(I = I( S(n*-i)11 . )I 6’“*‘/1 
II S(O) II II a(O) II II 6 (n*-l) ll 
<$(Xi, xi; n* - l)“*+(Xi> M(G); 1). (3.43) 
Combining (3.40), (3.41) and (3.43) together, we conclude that if 5j is a new estimate for the 
adaptive Chebyshev process, then the index j belongs to the following set 
J,,*=(j > iJc#B(Xi, x,; n*)F<+(xi, x/; n*) 
<+(x,3 x;; n* - l)F+;, M(G); 1)). (344) 
We remark that if we also consider the maximum of the Rayleigh quotients, see (2.33), in 
computing the new estimates, then (3.41) does not hold. We have 
11 6’“*‘)1/)1 8(o)ll < +(XiY xj; n*) (3.45) 
where xi is the next new estimate. Therefore we cannot conclude that the last inequality in (3.44) 
holds. This will require that our search set be larger then J,*. 
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Furthermore, after using xi for n* iterations and then changing to xj, the procedure is 
equivalent to starting with xj as an estimate and performing n + 1 - n* iterations. Hence, 
(I Gn+l) (I = 11 a’“*’ 11 116(“+1) 1  
II Go) II II lvO) II 1) a’“*” II 
< $3(x;, xi; n*) * x. 10yJ(n+l-n*) 
foralljEJ,,.Hereyj(n+1-n*)isthevalueofyatxjon(n+1 
the value of y at xi on the (n + l)-contour satisfies 
(3.46) 
n *)-contour. We require 
$(Xi, x,; n*). x. l()y,w--n*) < x. loYl’“+“. 
Thus, 
(3.47) 
(3.48) J$(n + 1) >rj(n + 1 -n*) + log @(Xi, x,; n*), 
foralln*<n+landalljEJ,,. In summary, the (n + l)-contour is determined by 
y,(n+l)=max{y,*, CT}, (3.49) 
where 
and 
y; = -log x+ min{ F log @(xi, xi; n), +(xi, M(G); n + l)}, (3.50) 
c:=l<nl<n(y,(n+l-n*)+log+(x;, xi; n*,}. (3.51) 
TE J”l 
Here, J,* is given by (3.44). We remark that if one uses Rayleigh quotients in computing a new 
estimate, we only can infer that j lies in a set which is larger than J,*. This makes cy larger, so 
(3.51) gives a smaller upper bound. This complication is the reason we considered using the 
solution of the Chebyshev equation only as our new estimate in the adaptive procedure. 
We note that if xi = m in Case I or x1 = 0 in Case II, such an estimate can be used for one 
iteration only. Therefore, in determining yi( n + 1) by (3.49), we let y: = - cc and CT is 
determined by considering n * = lonly.Then, J1={j~xl<xi~M(G)} wherex,=minCaseI 
or xi = 0 in Case II. On the other hand, if x, = M(G) then J,* = C#I for all n *. Then we let 
c*= -_co s 
We will evaluate n( xi, y,), for i = 1, 2, _ _ . , s, and for each contour n = 1, 2,. . . until the 
process converges, that is, until yj < 0 for each xi. 
4. Numerical results 
In this section we describe some of our numerical 
Chebyshev process. All the numerical experiments 
University of Texas System. 
studies on the effectiveness of the adaptive 
were run on the CRAY X-MP/24 of the 
Let us use the notation a( b)c( d)e to denote the distribution of eigenvalue estimates. It means 
that the estimates are equally spaced in [a, c] with mesh size b and then equally spaced in [c, e] 
with mesh size d. Hence, the notation a(b) c denotes (c - a)/b + 1 eigenvalue estimates equally 
spaced in the range [a, c]. 
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The 7Ccontour 
0.284381 
0.284381 
0.052326 
- 0.256715 
0.284381 
0.284381 
0.027250 
- 2.489583 
Table 1 
Values of n(x, y) from n = 74 to 77 for the Experiment 1 
0.284381 0.284381 0.284381 0.284381 
0.251959 0.166487 0.160961 0.103590 
0.048171 - 0.065424 - 0.077570 - 0.136581 
The 75-contour 
0.155049 
0.155049 
- 0.058271 
- 0.367311 
The 76-contour 
0.041368 
0.041368 
- 0.168867 
- 0.477908 
The 77-contour 
b - 0.070336 
- 0.070336 
- 0.279464 
- 0.588504 
0.155049 
0.155049 
- 0.083347 
- 2.629876 
0.041368 
0.041368 
- 0.193943 
- 2.770169 
- 0.070336 
- 0.070336 
- 0.304540 
- 2.910462 
0.155049 0.155049 0.155049 0.155049 
0.138278 0.054161 0.049704 - 0.010126 = 
- 0.084188 - 0.176020 - 0.188166 - 0.239462 
0.041368 0.041368 0.041368 0.041368 
0.026574 - 0.059311 - 0.063768 - 0.122423 
- 0.220264 - 0.286617 - 0.298763 - 0.342328 
- 0.070336 - 0.070336 - 0.070336 - 0.070336 
- 0.084582 - 0.177906 -0.187918 - 0.234127 
- 0.341067 - 0.397213 - 0.409359 - 0.445184 
a Equation (4.1) is satisfied. 
b The convergence achieved at the 77th iteration when started with Mg’ = 0, see (4.2). 
’ The convergence achieved at the 75th iteration, when started with Mg) = 0.91. 
For our test problem 1, we assume that ( m(G) ] < M(G) and that the Case II strategy is used. 
We list some of our important numerical experiments in the following. 
Experiment 1. M(G)= 0.95, x = 0(0.1)0.9(0.005)0.95, N= 20. 
We assumed 20 eigenvalue estimates in the range [0, 0.951, where M(G) = 0.95. We list some 
of the values of n( X, y ) in Table 1. The values listed here are those of y corresponding to the 
estimates x = 0(0.1)0.9(0.005)0.95 on the 74-77 contours. For example, the first number, 
0.284381, in Table 1, denotes y = 0.284381 corresponds to x = 0, where n = 74. That is, 
n(0, 0.284381) = 74. This means, if one started with an estimate of MA’) = 0 and carried out 74 
iterations, then 
]I 8(74) ]I / ]I S(O) I] < x . lOo.284381 = 1.924780~. (4.1) 
Here, 
1 -M(G) 
‘= l+M(G+* 
In this experiment, we have M(G) = 0.95 and l= 10P6; therefore, x = 0.25641 X 10e7. Thus, we 
have 1) S(74) I] /I] 8(O) 1) < 0.493533 x 10w7. The size of pseudo-residual after 74 iterations has been 
reduced by a factor of 0.493533 X 10P7. 
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Fig. 3. Graph of contours n( x, y), where n = 5k + 1 until the last contour n = 77, for Experiment 1. 
We also can see that, in Table 1, the value on 77-contour at x = 0 is - 0.070336. Then, 
11 a(77) 11 /I1 8(O) 11 < x . 10-“.070336 = 0.850480~ < x. (4.2) 
Thus, we can say that the process will definitely have converged by 77 iterations, if one started 
with ML’) = 0. Similarly we can find out that the process will converge within 75 iterations when 
ML” = 0.91, 0.915, 0.92 ‘or 0.925, while if MA” > 0.93, it will converge even earlier. 
In Fig. 3 we show a graph of these contours from n = 1 until convergence. It tells us that when 
the starting estimate, A4 k), of the adaptive Chebyshev acceleration is not very close to M(G), the 
rate of convergence is not influenced very much. Therefore, we emphasize the part near M(G), 
and draw a graph of these contours with abscissa - log(1 - x) in Fig. 4. This amplifies the 
changes near M(G). 
We remark that we used S = lop6 in Experiment 1; thus y < 0 and the process converged. 
From (3.32), if l= 10e4, it is equivalent to regarding y = 2 as the line of convergence. Similarly, 
5 = 10e2 will imply that y = 4 is the line of convergence. Thus, n(0, 1.940526) = 59 means the 
process will converge by 59 iterations whenever one starts with ML’) = 0 and uses { = lo-4 as 
error tolerance. 
We define an effectiveness ratio 
ER(x, S) = n(x, S)/n(M(G), S) (4.3) 
which is the ratio of the number of iterations taken when starting with Mh’) =x versus the 
number of iterations taken for the optimal nonadaptive Chebyshev process, i.e., M, = M(G), for 
a certain tolerance S_ This ratio tells us how much extra work is required for starting with an 
estimate x. We also define 
ER(l) = max ER(x, l) 
X (4.4) 
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Fig. 4. Graph of contours for Experiment 1, n = 5k + 1 with - log(1 - X) versus y. 
which is an index of the most possible extra work can be needed for some {. 
We refer to [l] and compute the “theoretical” number of iterations, n(TNA), as the smallest 
integer n such that 
2r”‘2/(1 + 7”) < x, (4.5) 
where 
Thus, the theoretical number of iterations, n(TNA), may be closely approximated by 
n (TNA) A - i0g( x/2)/ - lo&. (4.7) 
For Experiment 1, we have n(TNA) = 57 if S = 10e6; n(TNA) = 42, if [ = 10P4; and n(TNA) = 
28 when { = 10P2. These all agree with the numbers we obtained from our contour experiments, 
see Table 2 when ME = M(G). 
According to the property of the adaptive Chebyshev procedures, it is always true that 
Mdl” < M(‘+‘) < M(G). Therefore, at each point xi, the values of y are influenced by those at the 
point x s&h that x > xi_ Moreover, from both Fig. 2 and Table 2, we know that a starting point 
in the range [0, 0.91 does not affect the rate of convergence much. Thus, we focus our study on 
estimates in the range [0.9, 0.951 in the following two experiments. 
Experiment 2. M(G) = 0.95, x = 0.9(0.001)0.95, N = 51. 
The results of this experiment are given in Fig. 5 and Table 3. 
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Table 2 
The number of iterations taken to converge, n(x, l), and the effectiveness ratio, ER(x, {), for Experiment 1 
X 0 0.5 0.9 0.92 0.94 0.945 0.95 
d n ER n ER n ER n ER n ER n ER n 
10-a 39 1.39 39 1.39 39 1.39 38 1.36 34 1.21 37 1.32 28 
10-4 59 1.40 59 1.40 58 1.38 58 1.38 53 1.26 54 1.29 42 
10-6 77 1.35 77 1.35 76 1.33 75 1.32 73 1.28 72 1.26 57 
Experiment 3. M(G)= 0.95, x = 0.94(0.0001)0.95, N = 101. 
This experiment has considered the eigenvalue estimates spaced as close together as 10e4. We 
can consider this as “almost” the limiting case. The results are given in Fig. 6 and Table 4. 
For Test Problem 1, we combine the results given in Tables 2, 3, and 4. We can find out that 
0 
0 
,_ 
07 
5 
00 
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gai II*1 
I 
00 n=11 
8 
%. 90 
1 1 I I 
0.92 
1 I 
0.91 0.93 0.94 0.95 0.96 
ESTIMATES 
Fig. 5. Contours for n = 5k + 1 until n = 77 of Experiment 2. 
Table 3 
The number of iterations taken to converge, n(x, 0, and the effectiveness ratio, ER(x, p), for Experiment 2 
X 0.9 0.92 0.94 0.945 0.95 
z ” ER n ER n ER n ER n 
10-2 39 1.39 38 1.36 36 1.29 37 1.32 28 
10-4 58 1.38 58 1.38 53 1.26 54 1.29 42 
10-6 77 1.35 76 1.33 73 1.28 72 1.26 57 
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Fig. 6. Contours for n = 5k + 1 until 74-contour of the Experiment 3. 
ER(0.094, {) and ER(0.945, c) are nondecreasing functions of N. That is, the more eigenvalue 
estimates in [x, M(G)], the larger the number ER(x, 5) is. We have, for Test Problem 1, 
ER(10w2) = 1.39, ER(10w4) = 1.40, and ER(10m6) = 1.35. Thus, the adaptive Chebyshev acceler- 
ation procedure will take at most 39% extra work if c = 10m2, at most 40% extra work if 
5 = 10-4, and at most 35% extra work if [ = 10m6. 
Moreover, from the value ER(x, c) we can find out that the rate of convergence is not very 
sensitive to the starting estimate. A more effective method will require this starting estimate must 
be very close to M(G). For example, by Table 4, even if M, (l) = 0 94, it takes 30% extra work . 
than the optimal nonadaptive Chebyshev procedure. On the other hand, if M&l) = 0.948, it takes 
only 18% extra work. 
We remark that the sensitivity of the rate of convergence to the estimated eigenvalues was 
measured, in Hageman and Young [l], by the following formula: 
S(K) = [%&z(G))] -‘/[%(K(G))] -’ 
~ @+\le-1 ifM,<M(G), 
i < l/& if M,>M(G), 
(4.8) 
Table 4 
The number of iterations taken to converge, n(x, Z), and the effectiveness ratio, ER(x, S), for Experiment 3 
X 0.94 0.945 0.948 0.95 
c n ER n ER n ER n 
10-z 36 1.29 37 1.32 32 1.14 28 
10-4 53 1.26 55 1.31 49 1.17 42 
10-6 74 1.30 73 1.28 67 1.18 57 
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Table 5 
Worst case for Experiment 1 when starting with M&l) = 0 (note that -, + n2 + . . + n, = 77) 
i M2’ n, 
1 0 1 
2 0.8 2 
3 0.905 3 
4 0.925 15 
5 0.935 13 
6 0.945 40 
7 0.95 3 
where 
0 = (1 - M&(1 - M(G)). (4.9) 
Here we assumed 1 - M(G) and 1 - M, are both small. Therefore, for Test Problem 1, we have 
S(0.94) = 1.54, S(0.945) = 1.37, and S(0.948) = 1.22. Comparing S(x) with ER(x, [) in Table 4, 
we can see that the techniques of constructing contours can give us a sharper estimate than that 
given by (4.8). Moreover, ER( x, {) considered the factor of [ while S(x) does not depend on 5. 
Another interesting study of these contours is worth mentioning. For a given distribution of 
eigenvalue estimates, one can trace the worst case which could possibly occur by using these 
contours. Starting with a certain estimate, one can find out the route where estimates have 
changed. We want to trace the route taking the largest number of iterations to converge. The 
results of our trace for Experiment 1 are listed in Table 5. 
Next, we study the case where M(G) is closer to 1. Thus, our next test problem assumed 
M(G) = 0.99 in Case II. 
Experiment 4. M(G) = 0.99, x = 0(0.1)0.9(0.005)0.99, N = 28. 
The graph of this experiment is given in Fig. 7. There are 160 contours for the “worst” case, 
while the optimal nonadaptive Chebyshev takes 140 iterations only. Thus ER(10p6) = 1.14, it 
takes 14% extra work for the adaptive procedure. This number is small since we did not take too 
many estimates in the range considered. 
Experiment 5. M(G) = 0.99, x = 0.94(0.001)0.99, N = 51. 
The graph is given in Fig. 8, and the ratio ER(10p6) = 189/140 = 1.35. 
Comparing the Experiment 4 with Experiment 5, one can find out that the more estimates we 
assumed, the more it is possible to reach a bad case. Therefore, for the case of M(G) = 0.99, to 
see whether 189 contours is the limiting case or not, one can increase the number of estimates in 
[0.94, 0.991. We remark that the computation of CT in (3.51) is very very time consuming if one 
computed +( xi, xi; n *) again and again. Therefore, we try to store all the previous +( xi, xj; n *), 
since this will save tremendous amount of computing time. But the problem becomes very 
storage consuming. For example, if one took 100 estimates for the case M(G) = 0.99, then 
computing the 200-contour would require the values of +( xi, x;; n *) for 1 < n * < 200, and 
1 < i <j < 100. Therefore, we would have to store more than 1 million values of +(x,, xi; n *) in 
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Fig. 7. Contours for Experiment 4, n = 5k + 1 until 160-contour. 
order to compute the 200-contour. The problem of memory overflow is encountered. This limited 
the number of experiments which could be run. 
Our Test Problem 3 assumed Case II with M(G) = 0.999. 
Experiment 6. M(G) = 0.999, x = 0(0.1)0.9(0.005)0.99(0.001)0.999, N = 37. 
-41 ‘2.00 I 3.20 3.60 I 4.00 I 4.40 I 4.80 5.20 _) 
-LOG( 1-x) 
Fig. 8. Contours for Experiment 5, n = 5k + 1 until 189-contour. 
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Fig. 9. Contours for Experiment 6, n = 10k + 1 until the 517-contour. 
The graph is given in Fig. 9, and the ratio ER(10p6) = 517/495 = 1.04. 
Experiment 7. M(G) = 0.999, x = 0.97(0.001)0.998(0.0001)0.999, N = 39. 
The graph is given in Fig. 10 and the ratio ER(10p6) = 666/495 = 1.35. 
Our Test Problem 4 assumes M(G) = 0.95 in Case I. We take N equally spaced eigenvalue 
cy; 
‘3. 
I I 1 I 
20 4.00 4.80 5.60 6.40 7.20 8.00 
-LOG( 1 -X) 
Fig. 10. Contours for Experiment 7, n = 50k + 1 until 666-contour. 
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Table 6 
Values of effectiveness ratio for M(G) = 0.95 in Case I 
Experiment m(G) range of estimates N no. of contours ER(10-6) 
8 0 [O, 0.951 11 41 1.05 
9 - 0.95 [ - 0.95, 0.951 11 59 1.04 
10 -10 [ - 10, 0.951 11 149 1.01 
11 -10 [0.9, 0.951 11 198 1.34 
12 -10 [0.9, 0.951 51 199 1.34 
13 -50 [ - 50,0.95] 11 344 1.01 
14 -50 [ - 50, 0.951 100 350 a 1.39 a 
a Program was stopped after 350 contours, thus we computed ER(10-3.5) instead of ER(10m6). 
estimates in some range to construct the contours and evaluate ER(c). The results of Experi- 
ments 8 through 14 are listed in Table 6. 
From Table 6 we know that the ratio ER is small since the number of eigenvalue estimates is 
small. We need to increase the number of eigenvalue estimates to simulate the adaptive 
Chebyshev acceleration procedure. From Experiments 10 and 11, we can see that ER jumps from 
1.01 to 1.34. In Experiment 12, although we increase the number of eigenvalue estimates from 
N = 11 to N = 51, ER value does not change much. It shows that we are approaching the limiting 
case already. The Experiment 14 has 100 eigenvalue estimates, it requires a large amount of 
storage, thus we stopped our program after 350-contour. Therefore, ER(10P6) was not evaluated. 
We have ER(lO-*) = 277/196 = 1.413, ER(10P3) = 326/232 = 1.405, and ER(10-3.5) = 
350/251 = 1.39. We expect this ratio will decrease to 1.35 when l= 10e6. 
5. Conclusions 
In this research we developed a scheme of using contours to test the effectiveness of the 
adaptive Chebyshev acceleration procedure. From the numerical experiments we ran, we con- 
clude that use of the adaptive process takes at most 35% more iterations than the optimal 
nonadaptive procedure. Moreover, the adaptive process is not sensitive to the starting value 
unless it is very close to M(G). We also remark that the number of iterations taken in our 
program is an upper limit for the adaptive Chebyshev acceleration procedure, since we consid- 
ered the possible worst case at all times and we used an upper bound on K, as our stopping test. 
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