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L’objet de la Thèse est d’établir les fondements théoriques d’une politique de sécurité, puis de 
les mobiliser dans le cas particulier du risque de criminalité. Pour cela, nous donnons d’abord 
un statut économique à la sécurité, en la concevant comme une capabilité, au sens de Sen, et 
en la soumettant à une axiomatique.    
 
Nous  construisons  ensuite  une  « fonction  de  demande »  de  sécurité,  qui  comprend  deux 
composantes : l'une est fondée sur des évaluations institutionnelles ; l'autre sur l’évaluation du 
risque par les agents, que nous modélisons dans le cadre de travail initié par Kahneman et 
Tversky.    
 
Dans le cas du risque de criminalité, dont nous analysons d’abord l’évolution historique, une 
« fonction  d’offre »  de  sécurité  est  ensuite  construite,  fondée  sur  un  modèle  d’allocation 
temporelle  entre  activité  légale  et  illégale.  Ainsi,  nous  pouvons  confronter,  d’abord  de 
manière  théorique,  les  fonctions  d’offre  et  de  demande  obtenues.  Puis,  une  application 
numérique est menée, permettant de proposer une allocation des ressources publiques entre 
deux  formes  de  dépenses  destinées  aux  Zones  Urbaines  Sensibles :  les  dépenses 
d’enseignement, d’une part ; les dépenses policières, d’autre part. 
 
 
Mots  clés :  Sécurité,  bien  collectif,  Economie  du  bien-être,  risque,  crimes  et  criminels, 
politique publique. 





“Economic foundations for a politics of security : The case of crime” 
 
 
This  thesis  aims  at  laying  down  the  theoric  foundations  for  a  politics  of  security  and  at 
applying them to the case of crime. For that goal the concept of security will be granted an 
economic status as a capability according to Sen, for which an axiomatic is proposed.  
 
From this work, a security « demand curve » will be shaped. It will rely on two components : 
public institutions estimations, and private individual request for security, for which a model 
is proposed up from the Kahneman and Tversky Prospect Theory.  
 
Then, the case of crime will be focused on. After a historical overview, a security « supply 
curve » will be drawn, based on a time allocation model between legal and illegal activities. 
At that stage, the security “demand” et “supply” curves will be crossed and some theorical 
conclusions will be drawn. Secondly a practical application will be led to evaluate how to 
allocate  public  resources  -  teaching  and  policing  programs  -  in  the  poorer  neighborhoods 
named “Zones Urbaines Sensibles” according to the French definition.  
 
 
Keywords : Security, public good, Welfare economics, risk, crime, public policy.  
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Depuis près d’une décennie, les baromètres classant les enjeux prioritaires pour les français 
font toujours apparaître « la sécurité » dans les cinq premières places. A la veille de l’élection 
présidentielle de 2002, cette préoccupation prit même la première place. Si le terme n’est pas 
précisé, chacun sait que le souci est ici celui de la sécurité face aux actes de délinquance, qui 
se  sont  faits  plus  nombreux  ces  dernières  décennies.  Malgré  les  profondes  difficultés  à 
disposer  de  statistiques  fiables,  la  France  et  plus  généralement  les  pays  occidentaux 
développés avaient connu une longue période de pacification des mœurs qui s’origine au cœur 
du Siècle des Lumières, se constate de façon patente dès le 19
ème siècle, et se poursuit jusqu’à 
la moitié du 20
ème siècle. Cependant, dans la seconde moitié du 20
ème siècle, un renversement 
de tendance s’observe, d’abord pour les actes de prédation, puis une croissance de la violence 
s’opère à partir de la fin des années 1980
1. Certes, la France ne diffère guère de ses voisins en 
la matière et les taux de criminalité restent en deçà de ceux qui prévalaient au cours des 
siècles passés. Par ailleurs, la comparaison avec certains pays émergeants n’ayant pas encore 
réalisé  de  « transition  criminelle »,  c’est-à-dire  n’ayant  pas  bénéficié  d’un  mouvement  de 
pacification des mœurs, tend à relativiser le phénomène observé. Il n’en demeure pas moins 
que la perception du risque criminel, et par là même les attentes de sécurité de la part de la 
population, sont très fortes.  
 
Cela n’est guère surprenant puisque le double mouvement observé accrédite la thèse d’une 
« déception  des  anticipations » :  la  population  ayant  vécu  une  très  longue  phase  de 
pacification des mœurs a été rendue d’autant plus sensible à la criminalité – en particulier 
sous  sa  forme  violence  -  que  celle-ci  semblait  progressivement  sortir  des  modes  de  vie 
dominants  et  que  la  prise  en  compte  de  l’importance  de  la  vie  humaine  ne  cessait 
d’augmenter. Comment, dans ce contexte historique, appréhender la sécurité face aux actes de 
délinquance ? 
 
En  réalité,  un  détour  par  la  sémantique  s’impose  si  l’on  veut  démêler  les  confrontations 
portées par ce mot qui s’applique à d’autres formes de risques que la criminalité. La tâche 
n’est  pas  aisée :  Simon  Dalby  présente  la  sécurité  comme  un  concept  essentiellement 
                                                 
1 En réalité, il semble que le niveau général de la délinquance s’est stabilisé et a amorcé une légère décrue depuis 
2003, à l’exception des actes de violence contre les personnes. Néanmoins, il demeure vérifié qu’une croissance 
de  la  criminalité  durant  quelques  décennies,  suivant  une  pacification  des  mœurs  séculaire,  a  provoqué  une 
perception aigue des phénomènes analysés de la part de la population.     15 
contesté
2. Cette expression, empruntée à la linguistique, signifie que la définition de cette 
notion  est  l'objet  de  contestations  et  revêt  plusieurs  significations,  qui  ne  sont  pas 
nécessairement  liées  à  la  définition  conventionnelle,  mais  sont  tributaires  de  conceptions 
politiques ou idéologiques. On se rend compte que ce terme comprend en fait deux facettes : 
l’une  est  fondée  sur  la  réalité ;  l’autre,  sur  le  sentiment.  En  effet,  le  dictionnaire  de 
l’Académie française en donne la définition suivante : « Confiance, tranquillité d'esprit qui 
résulte de l'opinion, bien ou mal fondée, qu'on n'a pas à craindre de danger. Il signifie, par 
extension, Tranquillité, absence de danger ». Il y a donc bien une confrontation entre deux 
acceptions, même si le sentiment semble avoir la primeur. Le retour à la langue latine nous 
confirme que la racine est commune, le terme Securus renvoyant à la fois à un fait objectif et 
une  perception.  Bien  évidemment,  l’origine  étymologique  commune  montre  l’interférence 
entre ces deux vocables, et il n’est plus aujourd’hui possible de projeter l’acception du terme 
« sécurité » sur des faits entièrement objectifs. La sécurité sera donc composée dans ce qui 
suit de deux facettes : d’une part, la sûreté objective ; de l’autre, le sentiment d’être en sûreté 
vis-à-vis du danger.    
 
C’est donc un fait : la sécurité imprègne fortement les discours politiques. L’objet auquel on 
l’applique  devient  bien  souvent  ligne  de  partage  des  eaux.  Tour  à  tour  sécurité  face  à  la 
criminalité, face aux blessures de la vie ou à la perte d’emploi, elle fait les beaux jours des 
pensées  les  plus  variées  politiquement,  sans  que  les  débats  qu’elle  suscite  -  souvent 
passionnés et tributaires d’une conception idéologique - ne reposent que rarement sur des 
fondements économiques. Pourtant, la mise en place des actions de lutte contre l’insécurité – 
en  particulier  dans  le  cas  de  la  criminalité  -  fait  partie  intégrante  de  la  recherche  d’une 
allocation optimale des ressources. Dans la suite de ce travail, nous appellerons « politique de 
sécurité » l’allocation des ressources par la puissance publique ayant une incidence sur le 
niveau d’insécurité, en considérant qu’elle résulte d’un unique centre décisionnaire. Le sujet 
de cette Thèse consiste à construire les fondements théoriques d’une politique de sécurité, 
puis à les mobiliser dans le cas particulier du risque de criminalité. Cette introduction présente 
les  motivations  et  l’intérêt  d’une  telle  étude,  le  cadre  théorique  choisi  ainsi  que  les  
méthodologies et le cheminement que nous suivrons.  
 
                                                 
2 Cf. Dalby (1997).   16 
Pourquoi fonder une politique de sécurité sur la théorie économique ?  
 
 
Est-il raisonnable de consacrer une Thèse d’Economie aux fondements d’une politique de 
sécurité, en particulier dans le cas du risque de criminalité ? Un premier examen nous en 
dissuade.  D’abord,  parce  que  l’essentiel  des  débats  de  ce  côté  de  l’Atlantique  tendent  à 
accréditer l’idée qu’une politique de sécurité résulte avant tout d’arbitrages politiques ou, plus 
généralement, d’un choix de société. Ensuite, parce que la littérature existant sur l’économie 
du crime outre Atlantique semble nous autoriser à privilégier d’autres sujets d’études, quitte à 
« surfer » sur Internet si l’on veut fonder une politique de sécurité sur la théorie économique.    
 
Les économistes ont-ils quelque chose à dire sur la sécurité dans le cas du risque de 
criminalité ?  
 
 
Est-il  possible  de  concevoir  des  modèles  économiques  à  même  de rendre  compte  du  fait 
criminel ? Cette question fait souvent l’objet d’un clivage entre les économistes et les autres 
analystes de la sécurité. Les remises en cause sont nombreuses. En réalité, deux niveaux de 
critiques apparaissent face à ce type d’approche. Le premier a trait au bien fondé de faire 
usage  de  la  science  économique  pour  appréhender  le  fait  criminel.  Dans  cette  vision, 
l’économie du crime ne serait qu’un prétexte pour l’Ecole de Chicago à accroître sa notoriété 
et  le  nombre  de  ses  docteurs.  Le  second  niveau  de  critique  s’attaque  à  la  fiabilité  des 
méthodes, à la fois théorique et empiriques, généralement utilisées en matière d’économie du 
crime. Cet aspect sera considéré plus tard, à la faveur du déroulé de nos travaux, au fur et à 
mesure que les méthodes utilisées seront présentées et justifiées. Attachons-nous au premier 
niveau de critique.  
 
Certes, l’usage des modèles dont font œuvre les économistes du crime constitue un apport 
relativement récent, mais les motifs qui la sous tendent sont beaucoup plus anciens. C’est en 
effet  seulement  avec  Gary  Becker,  en  1968,  que  de  tels  modèles voient le jour dans une 
approche souvent qualifiée de néoclassique 
3. Ces travaux s’inscrivent dans une perspective 
                                                 
3 Une analyse plus précise de ces modèles sera menée lorsque nous nous attacherons au cas particulier du risque 
de criminalité. Ils sont généralement utilisés afin de montrer comment le crime répond à un ensemble de facteurs   17 
visant  à  montrer  que  l’économie  pouvait  être  un  instrument  d’analyse  pertinent  pour 
comprendre des sujets apparemment éloignés de ses préoccupations originelles, tels que la 
sexualité, le mariage, l’éducation, le divorce, le crime, le fait d’aller à la messe ou d’avorter 
4. 
De  nombreuses  critiques  dénoncèrent  alors  la  construction  d’un  « empire »  par  les 
économistes, avec une approche qui n’apportait rien de plus au sujet que ce qui existait déjà. 
Cette manière d’appréhender le fait criminel était-elle réellement neuve ?  
 
En réalité, les travaux de Beccaria qui, dès le 18
ème siècle, se fait le porteur d’un message sur 
la modération des peines ; ceux de Bentham, qui lia de manière étroite l’utilitarisme avec 
l’analyse criminelle, reposent sur les mêmes préceptes théoriques. Par ailleurs, ils partagent 
conceptuellement des modes de réflexion très proches de ce que nous appelons aujourd’hui 
l’économie du bien-être et du choix social ainsi que l’économie des incitations. L’approche 
qui sera l’une des facettes de nos recherches n’est donc pas une invention dont l’esprit serait à 
dater des dernières décennies. Retenons également que ces éléments furent déjà soumis à de 
virulentes critiques au moment où ils entrèrent dans le débat intellectuel sur le crime. C’est à 
la racine de ces critiques qu’il faut remonter.  
 
Contrairement  aux  approches  sociologiques  ou  criminologiques,  l’essence  de  ces  travaux 
repose sur l’hypothèse d’un calcul rationnel de la part du criminel potentiel et, en particulier, 
sur la fiction des anticipations rationnelles. Les premiers travaux participant au courant de 
l’économie  qui  nous  occupe  nous  éloignent  d’une  prise  en  compte  de  la  subjectivité  de 
l’agent, ce dernier étant caractérisé par des préférences ou cherchant à atteindre un objectif 
donné en respectant les contraintes auxquelles il fait face. Par exemple, suivre sans précaution 
l’approche de l’école de Chicago revient à considérer que tous les individus effectuent le 
même calcul, mettant en œuvre la même fonction d’utilité tout au long de leur vie, et ce quels 
que soient leur passé et leurs choix précédents. Cela remet en cause à la fois la subjectivité de 
chaque  agent  et  son  évolution  au  cours  du  temps.  Par  exemple,  on  sait  que  le  choix  de 
commettre un crime – ou un délit – pour la première fois est un moment très particulier dans 
une « carrière criminelle ». Or, l’analyse économique est restée jusqu’à présent très éloignée 
de la prise en compte de cet aspect dynamique.      
 
                                                                                                                                                         
économiques ou démographiques, ainsi qu’à une variété de politiques publiques visant à modifier les incitations 
aux activités légales ou illégales pour les individus.  
4 Cf. Radnitzky et Bernholz (1987).    18 
On le voit : les critiques ne sont pas injustifiées. Si l’on y regarde de plus près, on s’aperçoit 
malgré tout qu’elles peuvent très largement s’adresser aux nombreux autres sujets auxquels 
s’intéresse la science économique. Elles portent ainsi bien souvent en creux une interrogation 
sur la pertinence même de l’analyse économique. Or, si l’approche économique ne vise à 
l’exhaustivité  ni  en  matière  d’explication  du  fait  criminel,  ni  dans  les  fondements  d’une 
politique de sécurité, nous savons que cette dernière consiste en une allocation des ressources 
publiques. C’est en ce sens qu’il nous apparaît légitime de fonder une politique de sécurité sur 
la théorie économique.  
 
Les économistes n’ont-ils pas déjà tout dit sur le sujet ?  
 
 
A  la  lecture  des  principaux  travaux  portant  sur  l’économie  du  crime,  trois  éléments  clés 
transparaissent. D’abord, on se rend compte que la prise en compte de l’aspect dynamique de 
la  « carrière  criminelle »  ou  la  subjectivité  de  l’agent,  qu’il  s’agisse  des  criminels  ou  des 
victimes potentiels, constituent des points peu traités. Or, il est essentiel de prendre en compte 
une  rationalité  élargie,  mettant  l’agent  à  distance  de  l’homo  economicus  traditionnel.  Par 
ailleurs, la dynamique nous apparaît être un élément fondamental dans les choix du criminel 
potentiel. S’il s’agit de premiers crimes, par exemple, ils pourront être considérés comme des 
actes  s’apparentant  à  des  « investissements »,  c’est-à-dire  procurant  une  rémunération  et 
comportant des risques différents des crimes pouvant être commis par la suite, cela dans le but 
d’apprentissage des techniques et des opportunités criminelles. De même, pour les criminels 
plus  anciens,  le  fait  d’avoir  déjà  subi  ou  non  une  condamnation  –  et  une  stigmatisation 
associée – influence de façon nette les choix à venir.  
 
Ensuite, on constate que la manière dont les économistes traitent généralement ce sujet reste 
relativement  parcellaire,  dans  la  mesure  où  leurs  travaux  s’attachent  principalement  à 
déterminer les variables gouvernant le niveau de criminalité (c’est-à-dire le choix de l’activité 
légale ou illégale) ou à déterminer le coût du crime. Peu de chercheurs mettent en face ces 
deux éléments dans une approche globale visant à déterminer les fondements théoriques d’une 
politique de lutte contre la criminalité correspondant à une allocation optimale des ressources.  
   19 
Enfin, nous pensons qu’il serait intéressant de fonder de manière théorique une politique de 
sécurité face au risque en nous plaçant dans un cadre général dont la lutte contre la criminalité 
ne serait qu’un exemple. Certes, la spécification de l’objet auquel s’applique le concept de 
sécurité est une étape nécessaire à la mise en place d’actions dans la pratique. Néanmoins, il 
est possible de trouver des fondements théoriques communs à ces différentes politiques. Nos 
travaux apportent des résultats dans la prise en compte des trois éléments qui viennent d’être 
évoqués.  
 
Partant du principe qu’une politique de sécurité doit reposer sur des fondements théoriques, 
nous utilisons la théorie économique pour construire ces derniers dans un cadre général. Ils 
reposeront sur la confrontation d’une « fonction d’offre » et d’une « fonction de demande » de 
sécurité dont l’intersection détermine une politique de sécurité efficiente. En réalité, notre 
réflexion se situera à deux niveaux. La première question concerne l’allocation des ressources 
entre  plusieurs dépenses de sécurité (qui peuvent être considérées comme des facteurs de 
production),  à  budget  constant.  La  seconde  question  concerne  le  niveau  des  dépenses 
consacrées à la sécurité. Elle est déterminée par la confrontation entre une « fonction d’offre » 
et  une  « fonction  de  demande ».  Comme  le  souligne  Stiglitz,  « La  courbe  de  demande 
individuelle  pour  les  biens  publics  peut  être  construite  de  la  même  manière  que  celle 
concernant les biens privés. Bien évidemment, ce ne sont pas les individus qui achètent les 
biens publics. Cependant, on peut leur demander combien ils demanderaient de bien public en 
plus  s’ils  avaient  à  payer,  pour  chaque  unité  supplémentaire,  un  montant  donné.  Cette 
question n’est pas complètement hypothétique, dans la mesure où les impôts augmentent en 
même  temps  que  les  dépenses  publiques »
5.  La  réponse  à  cette  seconde  question  exige 
néanmoins, en toute rigueur, de véritablement connaître les préférences des agents, sur ce bien 
comme  sur  les  autres  biens,  ce  qui  est  difficile.  Par  ailleurs,  comme  le  niveau  global 
d’imposition varie faiblement, on peut légitimement penser que le niveau total des dépenses 
de sécurité ne peut être modifié que si d’autres types de dépenses publiques sont également 
modifiés.  Néanmoins,  dans  le  cadre  de  notre  analyse,  les  dépenses  de  sécurité  qui  seront 
envisagées pourront être considérées comme faibles au regard du budget public, ce qui nous 
permettra de nous attacher à leur niveau sans étudier les autres formes de dépenses publiques.  
 
                                                 
5 Cf. Stiglitz (1988), p.133.    20 
Bien  sûr, ce cadre d’analyse ne nous garantit pas que la politique publique effectivement 
menée  corresponde  au  point  d’intersection  entre  offre  et  demande,  comme  le  rappelle 
Stiglitz : « Alors qu’un équilibre de marché s’établit à l’intersection des fonctions d’offre et 
de demande, il n’y a pas de raison pour que l’offre d’équilibre du bien public corresponde à 
l’intersection des fonctions de demande et d’offre que nous avons construites. Nous savons 
seulement  que  si  c’est  le  cas,  le  niveau  de  production  de  bien  public  est  efficient.  Les 
décisions  sur  le  niveau  de  production  d’un  bien  public  sont  prises  publiquement,  par  les 
gouvernements, et non par les individus. Ainsi, le fait que la production se situe à ce niveau 
dépend de la nature du processus politique »
6. Buchanan (1968) le souligne également : « Les 
décisions  portant  sur  l’offre  et  la  demande  de  biens  publics  sont  prises  à  travers  des 
institutions politiques, et non des marchés »
7. Le propos de cette Thèse ne porte pas sur ce 
processus politique, et nous considérerons que le gouvernement est bienveillant et souhaite 
répondre à la demande de sécurité, sans pour autant concevoir de mécanisme de compétition. 
Tiebout  suggère  que  les  individus  peuvent  choisir  là  où  ils  vivent,  ce  qui  pourrait  nous 
permettre  de  parler  de  « quasi-marché »,  dans  un  contexte  de  compétition  entre  les 
collectivités.  Nous  ferons  ici  l’hypothèse  que  les  individus  n’arbitrent  pas  entre  les 
collectivités. Il s’agira donc de déterminer un niveau de dépenses de sécurité efficient, dans le 
sens que lui donne Stiglitz, correspondant à l’intersection entre une fonction d’offre et une 
fonction de demande de sécurité. Les deux niveaux de réflexions que nous venons d’évoquer 
seront ensuite mobilisés dans la seconde partie de cette Thèse, afin de dessiner une allocation 
optimale  des  ressources  publiques  dans  le  cas  particulier  de  la  lutte  contre  le  risque  de 
criminalité. Avant cela, il importe de comprendre pourquoi et comment bâtir les fonctions 
d’offre et de demande.  
  
 
                                                 
6 Cf. Stiglitz (1988), p.137.  
7 Cf. Buchanan (1968), §5.1.10.    21 
Quels fondements économiques pour une politique de sécurité applicable au 
risque de criminalité ?  
 
 
Une politique de sécurité résultant de la confrontation entre une « fonction d’offre » et 
une « fonction de demande » de sécurité ?  
  
       
Les premiers travaux économiques portant sur le crime s’attachent à analyser comment, dans 
un  environnement  donné,  un  agent  économique  se  meut  entre  activité  légale  et  activité 
illégale. Généralement, le choix de cet individu – supposé rationnel – est rapporté à l’idée 
d’une « offre criminelle » (Crime supply, chez Gary Becker), ce qui dresse une analogie – à 
priori choquante – avec les marchés de biens ou services privés. Or, il ne semble pas à priori 
légitime de comprendre le fait criminel et les politiques qui y répondent en se fondant sur une 
telle analogie, et ce pour deux raisons essentielles.  
 
Tout d’abord, parce qu’il n’y a pas, à proprement parler, de « demande de crime » de la part 
d’individus ou d’une population dans son ensemble hormis, de façon marginale, de la part de 
criminels  pour  lesquels  le  crime  d’autres  individus  constitue  une  forme  de  « matière 
première ».  Ensuite,  parce  qu’il  n’y  aurait  pas  d’échange  volontaire,  marchand  et 
mutuellement avantageux entre les porteurs de l’offre et de la demande. Il nous semble qu’il 
est effectivement difficile, dans le cadre d’une approche confrontant offre et demande, de 
considérer le crime comme objet d’un échange dont les parties prenantes seraient les criminels 
et les victimes. Nous choisissons alors de modifier le cadre de travail par rapport à cette vision 
des choses. Si nous voulons déterminer une politique de sécurité en adoptant cette approche, il 
nous faut alors répondre aux deux questions suivantes : 
 
-  Sur quel objet faire porter la confrontation entre offre et demande ? Autrement dit, 
quel est le bien échangé ou produit ?    
-  Quels sont les agents porteurs de l’offre et de la demande ?  
 
Nous définissons d’abord un bien public produit par la puissance publique – la lutte contre 
l’insécurité  ou,  par  abus  de  langage,  la  sécurité.  Il  est  alors  possible  dans  ce  cadre  de   22 
construire  une  « fonction  d’offre »  et  une  « fonction  de  demande »  se  rapportant  au  bien 
public que constitue la sécurité « de manière analogue à la construction des fonctions d’offre 
et de demande pour les biens privés »
8. « L’offre de sécurité » est portée par la puissance 
publique,  représentée  par  un  unique  centre  décisionnaire  qui,  par  les  incitations  mises  en 
œuvre (politiques dites de la « carotte » ou du « bâton »), modifie le niveau des différentes 
formes de crimes et délits. Ainsi, en allouant des ressources, la puissance publique modifie le 
système  d’incitations  dans  lequel  se  meut  le  criminel  potentiel,  et  par  conséquent,  les 
probabilités d’occurrence des crimes et délits. A partir de cette « fonction de production » de 
sécurité, il est possible d’en déduire une « fonction d’offre » de sécurité. Nous verrons que la 
« demande de sécurité » est portée à la fois par les individus, conçus comme des victimes 
potentielles, et par les institutions. Il importe alors de définir un même espace géométrique 
dans  lequel  nous  pourrons  construire  les  deux  fonctions  qui  nous  importent.  Nous  le 
présentons d’abord dans un contexte général visant à fonder une politique de sécurité, avant 
d’aborder plus spécifiquement le cas du risque de criminalité.  
 
Comment construire les fonctions « d’offre » et de « demande » de sécurité ?          
     
 
Si les fonctions de « demande » et « d’offre » de sécurité – ou de lutte contre l’insécurité – se 
coupent en un point, celui-ci détermine un niveau de production de sécurité efficient. Dans ce 
contexte,  la  quantité  de  bien  produite  doit  permettre  d’égaler  la  disponibilité  marginale  à 
payer  de  la  collectivité  et  le  coût  marginal  de  ce  bien
9.  Comment  alors  appréhender  et 
quantifier  la  quantité  de  bien  produite  lorsqu’il  s’agit  de  sécurité ?  Comment  mettre  en 
relation,  par  une  « fonction  de  demande »,  une  disponibilité  marginale  à  payer  et  une 
quantité ? Comment mettre en relation, par une « fonction d’offre », un coût marginal et une 
quantité ?  
 
En  réalité,  la  sécurité  n’est  pas  un  bien  classique.  Dans  le  cadre  de  cette  Thèse,  si  nous 
considérons un risque donné, la quantité mise en abscisse de notre espace géométrique sera la 
probabilité d’occurrence de ce risque. Nous verrons, dans le cas du risque de criminalité, 
comment il est possible de généraliser ce cadre de travail afin de tenir compte de plusieurs 
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formes d’insécurité en même temps. Il est également possible de placer en ordonnée de ce 
même  espace  la  disponibilité  marginale  à  payer  de  la  collectivité  pour  la  baisse  de  cette 
probabilité  (« fonction  de  demande »)  et  le  coût  marginal  de  production  pour  cette  même 
baisse (« fonction d’offre »). Deux questions sont essentielles. La première question est celle 
de l’allocation optimale des ressources publiques entre les facteurs de production de sécurité. 
La seconde est celle du niveau de production efficient du « bien public sécurité », obtenu en 
égalant  disponibilité  marginale  à  payer  et  coût  marginal  pour  la  baisse  de  la  probabilité 
d’occurrence. S’il est possible de trouver un point d’intersection entre ces deux courbes, celui-
ci détermine, une fois que la question de l’allocation est résolue, une « politique de sécurité » 
efficiente. Le graphique ci-dessous fournit une représentation de cette idée, dans le cas où les 





Figure 1 : Fonctions d’offre et de demande de sécurité 
 
 
On se rend bien compte ici que la sécurité n’est pas un bien classique, dans la mesure où 
augmenter la quantité de ce bien revient à se déplacer vers la gauche sur l’axe des abscisses. 
Dans  ces  travaux,  la  situation  de  « sécurité  totale »  correspondra  à  un  point  de  référence 
caractérisé par une probabilité d’occurrence d’un risque donné égale à zéro, et c’est la lutte 
contre l’insécurité qui constituera à proprement parler le bien public produit par la puissance 
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publique. Certes, nous pourrions définir un « indice de sécurité » qui nous permettrait de nous 
ramener au cas rassurant d’un bien classique, mais ce serait au prix d’une perte de généralité 
par rapport à l’indicateur que représente la probabilité d’occurrence.    
 
La  « fonction  d’offre »  de  sécurité  est  vraisemblablement  décroissante  dans  le  repère 
considéré.  En  effet,  alors  que  la  probabilité  d’occurrence  du  risque  diminue,  la  sécurité 
augmente. Or, il est légitime de penser à priori que la production de sécurité comporte des 
rendements décroissants. Ce qui est schématisé par l’adage « le risque zéro n’existe pas » 
trouve  une  illustration  dans  le  cas  du  risque  de  criminalité,  dans  la  mesure  où  vouloir 
supprimer le crime nécessiterait de mettre un agent public derrière chaque citoyen, avec des 
coûts marginaux tendant vers l’infini quand la probabilité d’occurrence tend vers zéro.   
 
On pourrait également intuitivement penser que la fonction de demande est croissante dans ce 
même repère. En effet, il est classique en microéconomie de voir la disponibilité marginale à 
payer diminuer à mesure que la quantité disponible d’un bien augmente. Il devrait, en toute 
logique, en être de même pour la sécurité : si celle-ci augmente (la probabilité d’occurrence 
baissant), la disponibilité marginale à payer de la collectivité devrait baisser, induisant une 
allure croissante pour la courbe de demande. On constatera à la faveur des chapitres suivants 
que  ce  n’est  pas  le  cas.  Par  ailleurs,  nous  verrons  comment  cette  approche  peut  être 
généralisée dans un cadre multidimensionnel permettant d’appréhender la criminalité, celle-ci 
comportant  plusieurs  classes  de  risques  très  différentes,  non  réductibles  à  une  unique 
probabilité d’occurrence.  
 
Ainsi, nous pouvons constater qu’il est possible de concevoir un même espace géométrique 
dans  lequel  nous  définissons  une  « offre »,  à  partir  d’une  fonction  de  production,  et  une 
« demande » du bien public que constitue la sécurité. La construction de ces deux fonctions 
constitue la trame de cette Thèse : elle sera d’abord axiomatique, puis théorique, conçue dans 
le cadre d’un risque quelconque. Enfin, en examinant, plus particulièrement le cas du risque 
de  criminalité,  nous  adopterons  une  méthode  historique  puis  empirique,  permettant  de 
spécifier numériquement les fonctions d’offre et de demande afin de proposer une application 
numérique des fondements établis.     




Nous l’avons vu : la sécurité ne peut être considérée comme un bien public classique. Dès 
lors, la construction des fonctions de demande et d’offre sur lesquelles nous nous appuierons 
repose sur une démarche qui ne peut répondre à une méthodologie classique et uniforme. Il 
nous faudra d’abord donner un véritable statut économique à la notion de sécurité, permettant 
de cerner l’information à incorporer dans la fonction de demande. Notre démarche sera alors 
axiomatique :  en  considérant  la  sécurité  comme  une  capabilité,  nous  élargirons  les 
fondements posés par Amartya Sen à un univers incertain, afin de mieux cerner les différentes 
facettes de la capabilité sécurité.   
 
Notre démarche sera également théorique, dans la mesure où nous souhaitons comprendre et 
modéliser la demande ainsi que l’offre de sécurité. Nous nous attacherons en particulier à 
analyser l’apport des différents modèles permettant d’appréhender l’évaluation subjective du 
risque par les agents, avant de proposer notre propre cadre de travail. Par ailleurs, un modèle 
dynamique d’allocation temporelle entre activité légale et illégale appuiera la construction 
d’une fonction de production de sécurité, à partir de laquelle, en allouant les dépenses de 
sécurité  de  manière  optimale,  nous  déduirons  une  fonction  d’offre  propre  au  risque  de 
criminalité. Nous pourrons alors confronter de manière théorique les deux fonctions obtenues 
afin de caractériser une politique de sécurité efficiente.   
 
Le début de la seconde partie de cette Thèse sera dédié à l’historique des phénomènes de 
criminalité. Même si ce travail n’est pas spécifiquement constitutif d’une Thèse en Sciences 
Economiques, il permettra de légitimer notre intérêt pour le fait criminel en effectuant une 
plongée  dans  la  réalité  du  vécu  et  des  comportements,  qu’il  s’agisse  des  agents  ou  des 
institutions. Nous pourrons ainsi ancrer notre raisonnement théorique, portant sur la réalité 
actuelle, dans un contexte historique, mettant ainsi en lumière les raisons d’une demande de 
sécurité élevée de la part de la population.  
 
Notre démarche sera empirique enfin, à la faveur du dernier chapitre dont le propos est de 
proposer une application numérique portant sur l’allocation des ressources publiques dans le 
cas du risque de criminalité. D’abord, notre analyse s’attachera à la fonction de demande, dont 
nous  déterminerons  numériquement  les  coefficients.  Puis,  en  ayant  recours  à  une  analyse   26 
économétrique  en  données  de  panel  comprenant  13  pays  de  l’Union  Européenne,  nous 
pourrons donner les valeurs des coefficients de la fonction de production dont nous déduirons 
ceux de la fonction d’offre. Ces deux mouvements nous permettront alors de formuler des 
résultats  chiffrés,  caractérisant  ainsi  une  « politique  de  sécurité »  fondée  sur  la  théorie 
économique.  
 
Plan de la Thèse 
 
 
Le  déroulé  de  cette  Thèse  a  pour  but  de  répondre  à  notre  problématique :  proposer  des 
fondements théoriques pour une politique de sécurité et les mobiliser afin de dessiner une 
allocation  optimale  des  ressources  dans  le  cas  particulier  de  la  lutte  contre  le  risque  de 
criminalité. Après avoir montré qu’il était possible de concevoir un équilibre offre / demande 
de sécurité, entre la puissance publique et les individus, permettant de définir une politique de 
sécurité efficiente, nous proposons une construction de ces fonctions.  
 
Tout d’abord, les « fonctions de demande » : nous démontrons, dans le premier chapitre, que 
la sécurité est une capabilité dont l’insécurité constitue la privation. Ce vocable est défini à 
partir  de  ce  qu’Amartya  Sen  appelle  espace  des  capabilités,  c’est-à-dire  l’ensemble  des 
moyens dont dispose un individu pour mener une vie valorisable 
10. Prise individuellement, 
une capabilité désigne une dimension de cet espace. On peut en donner quelques exemples : 
la santé, l’éducation, la nutrition, la « possibilité d’apparaître en public sans avoir honte »… 
Nous  élaborerons  alors,  pour  mieux  cerner  ce  qu’est  la  sécurité,  une  axiomatique  de  la 
capabilité sécurité en univers incertain à partir de l’axiomatique proposée par Sen. Celle-ci 
nous permettra de mettre en évidence deux facettes dans la sécurité : l’une est fondée sur les 
occurrences réelles du risque ; l’autre correspond à une perte de liberté due à la possibilité de 
cette occurrence. Dès lors, la seule évaluation institutionnelle ne suffit pas à appréhender ces 
deux facettes, et il apparaît nécessaire de considérer deux évaluations distinctes qui fondent 
deux « fonctions de demande » : l’une dite « objective » ; l’autre « subjective ».  
 
Si la première fonction peut reposer sur une évaluation institutionnelle, la seconde est fondée 
sur  une  évaluation  du  risque  par  les  agents.  Cette  seconde  mesure  est  modélisée  dans  le 
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chapitre 2 en nous appuyant sur le cadre de travail de la Prospect Theory initié par Kahneman 
et Tversky, qui ouvrent des horizons nouveaux dans la compréhension du comportement des 
agents face au risque
11. Nous apporterons alors un éclairage original à ce type de modèle dans 
le cas d’une imperfection informationnelle sur la probabilité d’occurrence du risque.  
 
Le chapitre 3 nous permettra de confronter les deux « fonctions de demande » de sécurité 
obtenues  à  une  fonction  d’offre  théorique.  Pour  cela,  nous  établirons  d’abord  un  critère 
d’agrégation interpersonnelle, permettant de passer du niveau individuel au niveau collectif, 
qui  tiendra  compte  de  la  distribution  des  risques  au  sein  de  la  population.  Deux  formes 
d’hétérogénéité  seront  considérées :  d’une  part,  une  hétérogénéité  des  agents  portant  sur 
l’exposition réelle au risque ; de l’autre, une hétérogénéité des croyances sur cette exposition. 
Il en résulte la construction de deux « fonctions de demande » collectives de sécurité, chacune 
permettant de caractériser de manière différente la « capabilité sécurité ». La fonction sur 
laquelle nous nous appuierons par la suite sera en fait une combinaison des deux fonctions 
établies. Nous préciserons alors dans ce même chapitre les conditions sous lesquelles il est 
possible de trouver un point d’intersection entre la « fonction d’offre » et la « fonction de 
demande » caractérisant un système stable.  
 
La seconde partie de la Thèse mobilise les fondements théoriques que nous avons vus pour le 
cas particulier du risque de criminalité, particulièrement intéressant de notre point de vue, 
dans  la  mesure  où  l’on  observe  un  décollement  patent  entre  les  deux  « fonctions  de 
demande » mises en lumière. En effet, on constate historiquement à la faveur du chapitre 4 
que la « déception des anticipations » en matière de sécurité face au crime, observée après une 
pacification  séculaire  des  mœurs,  a  rendu  les  citoyens  particulièrement  sensibles  à  la 
potentialité  de  tels  événements.  Dès  lors,  le  versant  « subjectif »  de  la  « fonction de 
demande » est appelé à jouer un rôle majeur dans la détermination d’une politique de sécurité.    
 
La  construction  de  la  « fonction  d’offre »  de  sécurité  –  spécifique  au  cas  du  risque  de 
criminalité – sera obtenue en nous fondant sur un modèle d’allocation temporelle des agents 
entre  activité  légale  et  illégale,  répondant  aux  incitations  mises en place par la puissance 
publique et comprenant trois périodes. Deux types de politiques seront considérées dans le 
chapitre 5 : les politiques dites « de la carotte », incitant les agents à l’activité légale ; celles 
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« du  bâton »,  visant  à  augmenter  les  risques  liés  à  l’activité  illégale.  Nous  déterminerons 
alors, d’abord de manière qualitative, la « fonction de production » de sécurité face au risque 
de criminalité, qui met en relation une allocation des ressources donnée avec les probabilités 
d’occurrence des différentes formes de crimes et délits. En allouant les ressources de manière 
optimale entre les « facteurs de production », nous en déduirons une « fonction d’offre », que 
nous confronterons à la fonction de demande déjà établie, ce qui nous permettra de déterminer 
un niveau efficient de sécurité. Par la suite, nous examinerons plus particulièrement le cas de 
différents  « chocs  d’offre »  ou  « chocs  de  demande ».  Enfin,  nous  généraliserons  notre 
approche  à  un  cadre  multidimensionnel,  c’est-à-dire  permettant  de  rendre  compte 
simultanément de plusieurs risques.   
 
Cette généralisation nous permettra d’effectuer une analyse empirique de « l’offre » et de la 
« demande »  de  sécurité  dans  le  cas  du  risque  de  criminalité,  avant  de  proposer  une 
application  numérique  des  fondements  établis.  Pour  cela,  nous  nous  fonderons,  dans  le 
chapitre 6, sur 7 crimes et délits distingués par les statistiques américaines. Cette analyse 
visera  d’abord  à  déterminer  les  coefficients  numériques  des  deux  composantes  de  la 
« fonction de demande ». L’une repose sur des études quantitatives de type institutionnel ; 
l’autre  sur  des  enquêtes  menées  auprès  des  ménages  américains.  Nous  pourrons  alors 
connaître les paramètres nécessaires pour achever la construction établie de manière théorique 
dans la première partie de la Thèse. Puis, nous analyserons empiriquement la « fonction de 
production »  de  sécurité.  Pour  cela,  nous  aurons  recours  à  une  analyse  économétrique  en 
données de panel, comprenant 13 pays de l’Union Européenne au cours de la période 1990-
2003,  et  qui  aura  deux  objets :  valider  empiriquement  les  éléments  que  notre  modèle 
d’allocation  temporelle  a  permis  de  montrer ;  déterminer  les  élasticités  entre  chacune  des 
dépenses envisagées et les probabilités d’occurrence des crimes et délits étudiés. Ces éléments 
nous  permettront  alors  de  proposer  une  application  numérique  portant  sur  le  niveau  et 
l’allocation de deux types de dépenses publiques : d’une part, des dépenses portant sur les 
forces de l’ordre dans les Zones Urbaines Sensibles ; d’autre part, des dépenses portant sur les 
enseignants  dans  les  classes  des  écoles  situées  en  Zones  d’Education  Prioritaire.  Cette 
application numérique – dont les limites sont certaines - nous apportera un éclairage nouveau 
sur les politiques destinées aux banlieues à travers l’exemple du risque de criminalité. Le 
dernier chapitre conclut cette Thèse en discutant des limites de nos travaux et des perspectives 
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I.A.  Introduction : La sécurité : un mot qui chante plus qu’il ne parle ?  
 
 
Nous avons, à la faveur de l’introduction générale, construit un même espace géométrique 
dans lequel peuvent s’inscrire une fonction d’offre et une fonction de demande de sécurité. 
Deux questions sont essentielles : celle de l’allocation des ressources entre les dépenses de 
sécurité envisagées ; celle du niveau de sécurité correspond à l’intersection entre les fonctions 
d’offre et de demande. Nous avons donc défini un bien échangé, la lutte contre l’insécurité, 
ainsi  qu’une  quantité,  la  probabilité  d’occurrence  d’un  risque  donné.  Dans  cet  espace 
géométrique,  la  fonction  de  demande  est  construite  en  se  fondant  sur  la  disponibilité 
marginale à payer de la collectivité pour la baisse de cette probabilité, alors que la fonction 
d’offre s’appuie sur le coût marginal de production pour cette même baisse. Pour tracer la 
fonction de demande, il est donc nécessaire de connaître la disponibilité marginale à payer de 
la collectivité pour la baisse de la probabilité d’occurrence d’un risque donné. Cela suppose 
d’associer, à chaque probabilité d’occurrence de ce risque, un équivalent monétaire pour la 
collectivité. Cela n’est possible que si nous comprenons véritablement comment la sécurité 
imprime sa marque sur l’économie. Or, ce n’est pas chose simple : si l’on y regarde de plus 
près, la notion de sécurité semble pouvoir s’immiscer partout dans la théorie économique, 
sans  que  celle-ci  ne  lui  consacre  véritablement  un  intérêt  en  tant  que  telle.  Il  est  alors 
indispensable de mener une réflexion liminaire sur le statut de l’information à utiliser dans la 
suite de notre travail.   
 
Simon Dalby présente la sécurité comme un concept essentiellement contesté
12, scandé en 
réalité  par  deux  types  d’oppositions.  Tout  d’abord,  entre  la  réalité  et  le  sentiment.  Nous 
verrons d’ailleurs, par la suite, comment ces deux éléments seront appelés à constituer deux 
facettes de la sécurité donnant lieu à deux mesures, c’est-à-dire deux fonctions de demande de 
sécurité.  Si  la  racine  latine  est  commune,  Jean  Delumeau  nous  montre  qu’il  y  a  bientôt 
décollement entre les deux acceptions : le mot «sécurité » fait apparition en France aux 15
ème 
et 16
ème siècles, comme persuasion que l’on est en sûreté (il appartient donc au domaine de la 
subjectivité).  Dans  d’autres  langues,  il  signifie  aussi  force  d’âme,  absence  de  souci  et 
espérance (en italien ou en castillan, par exemple). Si la sûreté appartient à la réalité des faits, 
la sécurité est, elle, de l’ordre du sentiment éprouvé. L’évolution de la langue française nous 
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conforte dans ce jugement. Disparu du dictionnaire – sous cette acception – depuis le 16
ème 
siècle, le mot « cure » signifiait le « souci amoureux ». Le « sé » privatif conduisait, d’une 
façon générale à une acception du terme sécurité comme absence de souci, c'est-à-dire comme 
absence de crainte, à tort ou à raison. Bien évidemment, l’origine étymologique commune 
montre l’interférence entre ces deux vocables, avant que le mot sûreté ne suffise plus à rendre 
compte  des  états  d’âme.  En  réalité,  il  n’est  pas  possible  de projeter l’acception du terme 
« sécurité » sur des faits entièrement objectifs. Elle comprend deux aspects : sûreté objective 
et sentiment que l’on est en sûreté vis-à-vis du danger. La véritable question consiste donc à 
savoir si la seconde facette, qui représente une dimension subjective de la sécurité, doit avoir 
droit de cité ou si, au contraire, il n’importe de considérer que la dimension objective de la 
sécurité, à savoir la sûreté proprement dite.    
 
La  seconde  opposition  est  la  suivante :  le  terme  de  sécurité signifie à la fois libération à 
l’égard du danger et moyen de le limiter
13. En effet, la peur appelle des contre-mesures : 
contrôler ce qui est à l’origine de ce sentiment constitue un impératif de toute politique de 
sécurité.  Ainsi,  tout  en  nous  apprenant  de  quoi  il  faut  avoir  peur,  la  sécurité  cherche 
également à proscrire, parfois à sanctionner ou punir : en bref, à mettre en danger ce qui nous 
menace. Cette double signification de la sécurité n’est pas nouvelle dans les habitudes : dès 
l’Antiquité,  la  figure  duale  de  Poseïdon  s’imposait,  à  la  fois  comme  dieu  de  la  mer,  qui 
sécurisait et stabilisait, et comme dieu vengeur, par qui arrivait un tremblement de terre. Elle 
n’est pas neuve non plus dans son étymologie : le grec « asphaleia », qui signifie sécurité, 
certitude et sûreté, est le dérivé privatif de « sphallo », qui signifie faire trébucher, se tromper 
ou  tomber.  Cette  double  signification  ne  relève  pas  uniquement  de  la  mythologie  et 
correspond à la fois au résultat et aux moyens utilisés pour l’atteindre. Pour Halpérin, on peut 
voir apparaître, se superposant avec la dualité antique, une double acception de la sécurité : 
active, en tant qu’elle relève de politiques ou de mesures de sécurité ; passive, en tant que 
sentiment bien ou mal fondé que l’on est en sûreté. Aujourd’hui encore, l'Oxford English 
Dictionnary, attribue au terme deux types de significations. L’une, centrée sur le fait d'être ou 
non en sécurité, la seconde ayant trait aux moyens d’en établir les conditions. Nous verrons 
plus  loin  que  cette  deuxième  forme  de  séparation  recouvre  une  distinction  entre  offre  et 
demande  de  sécurité.  D’un côté, l’analyse que les agents font d’une situation de mise en 
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danger (demande de sécurité) ; de l’autre, la mobilisation de moyens pour y répondre (offre de 
sécurité).   
 
Il  semble  donc  bien  y  avoir,  des  points  de  vue  étymologique  et  sémantique,  une  double 
scansion autour du terme « sécurité ». D’une part, entre l’objectif et le subjectif ; de l’autre 
entre  la  manière  d’appréhender  un  bien  et  la  mise  en  place  de  facteurs  destinés  à  sa 
production.  La  deuxième  forme  d’opposition  recouvrira  la  confrontation  entre  offre  et 
demande de sécurité que nous mènerons plus bas. D’abord, dans un cadre général, puis, dans 
un  second  temps,  dans  le  cas  plus  particulier  du  risque  de  criminalité.  Avant  cela,  nous 
souhaitons  nous  attacher  à  la  première  forme  d’opposition,  en  examinant  le  statut  de 
l’information à incorporer dans la fonction de demande de sécurité. On comprend bien qu’elle 
contient  à  la  fois  une  réalité  et  un  sentiment,  mais  nous  devons  aller  plus  loin  que  cette 
première impression. Pour cela, il nous faut examiner comment la sécurité peut exercer une 
marque  forte  –  bien  que  peu  traitée  –  sur  l’économie.  Alors,  nous  montrerons  qu’il  est 
nécessaire de distinguer deux fonctions de demande distinctes, correspondant à deux facettes 
de la sécurité.   
 
Pour  ce  faire,  nous  avons  choisi  de  traiter  cette  question  en  nous  déplaçant d’une notion 
restrictive – négative, pourrait-on dire – de la sécurité, vers une acception plus large, donnant 
à la sécurité une valeur pour elle-même. En effet, la sécurité est d’abord une protection contre 
les  aléas,  permettant  d’éviter  une  perte  à  partir  d’une  situation  initiale  donnée.  Nous 
brosserons  alors  les  modes  de  réponse  à  cette  demande  en  soulignant  leur  évolution 
historique, à la fois du point de vue qualitatif et quantitatif. Mais, cette constatation n’est pas 
suffisante  pour  cerner  la  sécurité,  dans  la  mesure  où  cette  dernière  modifie  en  réalité  la 
situation initiale précédemment évoquée en permettant des choix qui n’auraient pu être fait 
dans une situation de sécurité dégradée. Du point de vue de l’économiste, on pourra donc dire 
que la sécurité constitue un moteur de la croissance économique. Dans cette acception encore, 
la sécurité ne reste qu’un moyen en vue d’autre chose, non une fin. Or, nous verrons avec Sen 
qu’elle  constitue  également  une  forme  de  liberté,  ayant  une  valeur  en  elle-même  ;  une 
capabilité permettant de mettre en œuvre ce que l’économiste indien appelle un « projet de 
vie valorisable ».  
 
Dès lors, deux facettes apparaissent, comme le montre la troisième partie du chapitre : d’une 
part, la modification des états véritables correspondant à une perte en cas d’occurrence du   33 
risque (modification des modes de fonctionnement, selon la terminologie de Sen) ; d’autre 
part, la perte de liberté correspondant à la possibilité d’occurrence du risque (modification de 
l’espace  des  capabilités,  selon  cette  même  terminologie,  même  si  les  modes  de 
fonctionnement ne sont pas modifiés). Nous élaborerons alors, pour mieux cerner ce qu’est la 
sécurité,  une  axiomatique  de  la  capabilité  sécurité  en  univers  incertain.  Enfin,  nous 
montrerons  qu’il  est  nécessaire  de  considérer  deux  fonctions  de  demande,  si  l’on  veut 
véritablement  appréhender  les  deux  facettes  de  cette  capabilité.  En  effet,  l’équivalent 
monétaire fondé sur les seuls faits observés ne permet pas de rendre compte de la perte de 
liberté correspondant à la possibilité d’occurrence. En revanche, l’évaluation du risque par les 
agents, formulée ex ante, permet de rendre compte des deux facettes de la capabilité sécurité, 
même  si  elle  est  soumise  à  des  biais.  Aucune  de  ces  deux  mesures  n’étant  pleinement 
satisfaisante pour appréhender la sécurité, nous considérerons les informations apportées par 
l’une comme par l’autre.     
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I.B.  La Sécurité comme protection 
 
 
Une première acception de la sécurité - restrictive – est fondée sur la quête d’une protection 
de l’existant. Elle est fondatrice des politiques de sécurité et de leur évolution au cours du 
temps.  Appréhender  les  différentes  facettes  de  la  sécurité,  comprendre  les  éléments  qui 
rendent les individus plus ou moins sensibles aux différents risques qui se dressent devant 
eux, ne peut se faire sans examiner dans quel registre – terrestre ou divin, et sur quels objets – 
protection spirituelle, matérielle ou physique, la demande de sécurité s’est exprimée. Cela 
nous conduit également à analyser dans quel registre les puissances religieuses, politiques ou 
économiques  ont  tenté  d’y  répondre.  Deux  éléments  clés  apparaissent :  d’abord,  une 
laïcisation et une individualisation des attentes de sécurité comme des moyens de sécurisation. 
Puis, au sein de la sphère laïque, une évolution quantitative nette des moyens de sécurisation, 
conduisant de l’Etat minimaliste à l’Etat providence.  
  
 
I.B.1.  Laïcisation et individualisation : une évolution qualitative des attentes et des 
moyens de protection.  
 
 
La demande de sécurité a toujours été forte, mais, elle ne s’est pas toujours portée sur les 
mêmes objets et ne s’est pas toujours exprimée de la même façon. Sa transformation sera 
qualitative avant d’être quantitative, profondément liée à la compréhension des événements 
vécus.  L’examen  des  attitudes  face  à  la  peur,  des  moyens  de  sécurisation,  au  cours  des 
derniers siècles, nous permet de repérer comment ont pu changer les comportements depuis la 
fin du Moyen Age et quelles sont leurs particularités aujourd’hui.   
 
La première transformation est d’abord une laïcisation, qui prend sa source à la Renaissance, 
avant de se poursuivre avec les Lumières et la Modernité. Au cours de cette période, les 
dangers terrestres, en tant que phénomènes inexplicables tendent à diminuer. D’autre part, on 
sait  mieux  s’en  prémunir,  avec  la  naissance  des  mécanismes  assuranciels  ou  le  fabuleux 
développement des sciences et des techniques. Au fur et à mesure que cette baisse se fait 
sentir, les dangers encore existants n’en deviennent que plus saillants et l’on se focalise sur   35 
ces  derniers  au  lieu  de  se  tourner  vers  un  dieu  vengeur  qui  devient  de  plus  en  plus 
hypothétique.  La  baisse  des  problèmes  terrestres  est  donc  positivement  liée  à  une 
augmentation de l’exigence de sécurité physique et matérielle, cette dernière ayant elle-même 
pour  conséquence  de  provoquer  une  diminution  de  ces  problèmes.  Par  ailleurs,  cette 
transformation  est  aussi  une  individualisation  des  peurs  et  des  exigences  de  sécurité :  le 
danger n’est plus perçu comme pesant sur la cité, mais bien sur l’individu, qui ose assumer sa 
peur. Car, il faut bien garder en mémoire que dans l’ancien temps, l’exaltation du courage, 
opposé à la peur et à la lâcheté, empêchait un dialogue clair entre les civilisations et la peur. 
Comme Delpierre
14 le rappelle, il y avait une honte profonde associée à la peur. Virgile le 
souligne  d’une  autre  manière  dans  ces  lignes :  « la  peur  est  caractéristique  d’une  basse 
naissance »
15. Une telle idéologie a longtemps marqué les esprits avant que n’apparaisse une 
démocratisation de la crainte assumée. C’est l’établissement de ce dialogue avec la peur qui 
nous intéressera, permettant de montrer plus clairement qu’il y a bien eu une double évolution 
historique de la demande de sécurité. 
 
Bien sûr, on décèle également des permanences au cours de cette histoire. D’abord, comme le 
souligne l’historien Jean Delumeau, dans son ouvrage La peur en occident
16, le mélange de la 
violence  des  sentiments  et  d’une  grande  confusion  dans  les  notions  utilisées.  Ensuite,  il 
apparaît  comme  une  constante  historique,  que  les  peurs,  même  celles  semblant  les  plus 
irrationnelles, comportent un substrat de fondement et ne peuvent se cristalliser qu’autour 
d’un danger réel. Enfin, dernière constante, une mise à distance, en cas de danger, entre le 
« nous » et l’altérité, qui devient emblématique et porteuse de catastrophe.  
 
Montrer la laïcisation de la demande de sécurité nous invite à revenir à la période charnière de 
la sortie du Moyen Age pour mieux comprendre ce processus. A cette époque encore, le divin 
était à la fois puissance explicative des événements terrestres, peur de l’enfer et moyen de 
sécurisation. C’était donc le prisme par excellence du dialogue entre les peurs et les guérisons. 
En effet, les peurs ont longtemps oscillé entre craintes métaphysiques et terrestres. D’un côté, 
les dangers physiques occasionnés par les grandes épidémies, par exemple ; de l’autre, la peur 
d’être damné et envoyé en enfer. Finalement, il s’agissait quasiment toujours de peurs qui 
pouvaient se ramener à la présence d’un dieu courroucé qui serait devenu vengeur : même les 
                                                 
14 Cf. Delpierre (1974). 
15 Cf. Virgile, IV, 13.  
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angoisses les plus matérielles trouvent leur dénouement, positif ou non, dans une décision 
venant du Très-Haut. On verra plus loin que c’est là une différence majeure avec les craintes 
actuelles et les processus, fondés sur notre rationalité, qui leur répondent et qui, se concentrant 
sur le physique et le matériel, proposent des règlements qualifiés de « rationnels ».  
 
I.B.1.a.  Des craintes qui trouvent réponse dans le divin 
 
Au premier rang des craintes ancestrales figurent les maladies, catastrophes naturelles, ainsi 
que  des  événements  vus  comme  des  fatalités  nées  du  monde  des  hommes,  comme  les 
séditions, révoltes et guerres. D’abord, la peste, ombre inquiétante et méconnue, qui cristallise 
les  angoisses  collectives :  de  violentes  épidémies  frappèrent  l’Europe  entre  1348 et 1720, 
celle qui sévit de 1348 à 1351 étant probablement responsable de la disparition du tiers de la 
population européenne. De nombreuses analogies sont établies avec l’enfer : Boccace
17 ou 
Defoe
18 y voient un gigantesque embrasement qui dévore la ville de ses flammes, comme le 
furent  les  villes  maudites  de  la  Bible.  La  soudaineté  du  mal  fait  également  penser  à  un 
incendie qui surgirait tout à coup. Effectivement, la réalité de l’épidémie était souvent niée 
jusqu’à  la  dernière  extrémité ;  l’évidence  était  refusée  ce  qui  permettait  une  propagation 
encore plus rapide du fléau, et lorsque l’on ne pouvait plus refuser l’évidence, la panique 
devenait insurmontable. Alors, au sein de cet effroi, il était nécessaire de trouver un principe 
explicatif du mal, de reconstituer une certaine cohérence. C’est là, dans la méconnaissance 
des réalités de la contamination que le recours à l’explication d’un dieu vengeur apparaissait. 
La divinité accomplissait son geste par l’entremise d’un air corrompu et des pestiférés eux-
mêmes, qui devenaient les envoyés sur la terre de la vengeance. Dès lors, il fallait repérer les 
coupables et Manzoni nous raconte comment ces derniers étaient exécutés pour le seul motif 
de porter la contagion
19. 
 
Si  les  épidémies  constituent  de  bons  exemples  de  réalités  naturelles,  profondément 
meurtrières et inexplicables, d’autres types de catastrophes peuvent être invoqués, mettant 
aussi en avant des explications que l’on pourrait qualifier aujourd’hui d’irrationnelles. C’est le 
cas, par exemple, des tremblements de terre, comme celui qui dévasta Lisbonne en 1755. 
                                                 
17 Cf. Boccace (1353). 
18 Cf. Defoe (1722). 
19 Cf. Manzoni (1842).    37 
Voltaire nous raconte comment, là encore, le divin fut mis en avant pour justifier « un bel 
autodafé »
20, et comment des « suppôts du diable » furent activement punis. 
 
Plus étonnant sans doute, des faits humains sont traités de la même façon, à l’image des 
guerres, des révoltes ou des séditions. La possibilité d’une révolte qui viendrait détruire une 
cité pouvait être comparée à un ouragan ou un tremblement de terre arrivant inopinément. En 
effet, les processus de construction des conflits étaient très opaques. Souvent nés d’une peur 
plus ou moins justifiée – la peur de la faim en est un exemple
21, de la fête qui se transforme en 
émeute
22, de « mythes qui font l’histoire réelle », pour reprendre les mots de François Furet
23, 
ils apparaissaient comme des dangers dont rien ne laissait prévoir la survenance. Le monde 
n’est pas sûr, du fait de la nature ou des hommes, et si deux phénomènes aussi différents que 
les catastrophes naturelles ou les révoltes sont mis sur un pied d’égalité, c’est parce que la 
puissance explicative est la même, à savoir le divin.  
 
On le voit dans Le péché et la peur
24 : la civilisation occidentale de la sortie du Moyen Age 
est  animée  par  une  vision  du  monde  à  la  fois  macabre  et  structurée  par  la  peur.  La 
Renaissance n’est pas très différente de ce point de vue. On ne peut la comprendre comme le 
temps de l’optimisme : l’âge d’or y est regretté autant qu’attendu. C’est, en quelque sorte une 
bataille entre optimisme et pessimisme, entre néo platonisme et augustinisme. D’un côté, Pic 
de la Mirandole
25 ou Marsile Ficin
26 entrevoient la possibilité d’un monde meilleur, de l’autre, 
Erasme
27  ou  Marot  chantent  l’amour  du  siècle  antique :  « Or  est  perdu  ce  qu’amour 
ordonnoit : rien que pleurs fainctz, rien que changes on n’oit.
 28 » La nature de l’homme est 
généralement décrite comme perverse et mauvaise. Pour Starobinski, la Renaissance est l’âge 
d’or de la mélancolie 
29. Or, la mélancolie est la représentation du mal sur terre, à la fois parce 
qu’elle est un mal en elle-même, et parce qu’elle répond aux malheurs suscités par le péché. 
Cette époque nous permet précisément de comprendre comment le mouvement qui est allé des 
malheurs du monde vers Dieu (comme entité explicative), puis de Dieu vers la représentation 
                                                 
20 Cf. Voltaire (1759).  
21 Cf. Braudel (1979). 
22 Cf. Ozouf (1976). 
23 Cf. Furet et Richet (1999).  
24 Cf. Delumeau (1983).  
25 Cf. Pic de la Mirandole (1486).  
26 Cf. Ficin (1482).   
27 Cf. Erasme (1515). 
28 Cf. Marot (1951). 
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du mal sur terre, a pu se structurer. Ce qui est au centre de la réflexion n’est pas la puissance 
divine en elle-même, mais le comportement de l’homme, pécheur, par rapport à cette force 
divine.  
 
Dès lors, nos malheurs ne sont que les conséquences de nos propres fautes. Plus, ils anticipent 
des malheurs plus grands encore dans l’au-delà. C’est par le concept de jugement dernier que 
l’attente  de  Dieu  est  devenue  objet  de  crainte  à  l’échelle  des  sociétés  occidentales. 
L’évangéliste Matthieu (22,14) nous prévient : « Beaucoup sont appelés mais peu sont élus. » 
Agrippa  d’Aubigné  se  fait  l’écho  de  cette  conscience  malheureuse :  « Mes  transgressions 
effroyables  m’espouvantent…grondent  à  mes  oreilles,  la  nuict  sifflent  comme  serpens,  se 
presentent sans cesse à mes yeux comme un spectre effroyable et avec lui la laide image de la 
mort : le pis est que ce ne sont pas de vaines fumees de songe, mais vifs tableaux de mes 
actions.
30 » Il y a donc, là encore, dialogue permanent entre le terrestre et le divin : nous 
craignons  la  mort  parce  que  Dieu  nous  a  donné  des  signes  terrestres  de  courroux,  et  ces 
craintes sont justifiées du fait précisément de notre comportement terrestre.  
 
La Renaissance est née sous les auspices d’un temps de grande peur entre les années 1348 et 
1660, au cours duquel se sont produites l’essentiel des épidémies de peste, la guerre de cent 
ans,  l’avancée  des  turcs,  le grand schisme, la décadence de la papauté, avant la Réforme 
Catholique et la rupture Protestante. Il fallait alors tenter d’expliquer ce qui pouvait être à 
l’origine de tels événements. Ceux-ci, de par leur importance, annonçaient nécessairement 
une rupture majeure due à une volonté divine. Et cette rupture pouvait augurer le meilleur ou 
le pire, en quelque sorte, l’enfer ou le paradis pour l’ensemble de la civilisation, la fin du 
monde ou une félicité suprême. Le sentiment ressenti est double : à la fois de la culpabilité et 
de  la  crainte  pour  l’au-delà.  Ces  deux  dimensions  se  répondent  bien  sûr  l’une  à  l’autre, 
conduisant au double système des aveux et de la confession : il est toujours indispensable 
d’avoir une faute à confesser, de se sentir coupable. Ainsi, dans un contexte où les peurs 
terrestres  mettent  l’accent  sur  le  rôle  central  de  l’individu  face  à  Dieu  et  face  au  péché, 
sécuriser impliquera le recours à l’intervention divine. 
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I.B.1.b. Une sécurisation par le divin 
 
Cet appel à Dieu passe, pour Bourdaloue, par un prêche dont la peur constitue l’armature : 
« Prêcher l’enfer à la cour, c’est un devoir du ministère évangélique.
31 » Mais, pour que ce 
prêche soit efficace, la peur ne doit pas rester seule dans l’esprit. Elle doit se mêler à l’espoir 
et au réconfort dont bénéficie celui qui a la foi. Peur et réconfort sont donc au fondement du 
processus chrétien de sécurisation, qu’il s’agisse de son versant catholique ou protestant. John 
Donne nous dira effectivement que, si les mortels se rappellent de leurs fins dernières : « la 
peur les empêchera de pécher. Qu’ils se rappellent aussi tous les bienfaits que Dieu leur a déjà 
accordés, alors l’amour aussi les empêchera de pécher.
32 » Sécuriser son existence et l’au-delà 
passe donc, jusqu’à l’époque des Lumières, par la transcendance d’une relation de peur de 
Dieu en une relation d’amour. C’est ce versant que permettent les bénédictions et processions.  
 
Nous le savons : les protections matérielles contre les maladies, les catastrophes naturelles ou 
les  violences  sont  restées  faibles  jusqu’à  une  époque  récente  (progrès  de  la  médecine, 
connaissances scientifiques, mise en place de la maréchaussée…). Dès lors, la protection était 
céleste et omniprésente dans la vie des populations. De ce point de vue, la bénédiction devient 
essentielle, tout au long des différentes phases de la vie. En revanche, lorsque les menaces se 
font pressantes, les bénédictions se transforment en conjurations, souvent demandées par une 
communauté  à  l’Eglise.  Celle-ci  devait  répondre,  en  proposant  une  panoplie  de  rites,  au 
sentiment populaire tout en prenant soin de canaliser les besoins. Le rôle de la religion est ici 
ambivalent, dans la mesure où elle peut contribuer à diffuser des peurs (afin de rendre les 
populations redevables) tout en gardant une maîtrise sur leurs expressions afin de ne pas être 
débordée.  La  procession  –  type  particulier  de  bénédiction  –  constitue  un  exemple  de  cet 
exercice.  A  date  fixe  ou  en  réponse  à  un  danger  précis,  elle  participe  de  cette  recherche 
d’équilibre.  
 
Les rites processionnels étaient en effet profondément ancrés en Occident entre le 14
ème siècle 
et  la  révolution  française.  Spectacles  festifs
33  autant  qu’éléments  de  liturgie,  ces  grandes 
assemblées  obéissaient  aux  spécificités  économiques  et  géographiques  des  régions 
concernées. Même dans les cas où elles étaient organisées en toute hâte, un certain ordre 
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devait  impérativement  être  conservé,  une  maîtrise  de  l’espace  et  du  temps.  L’enjeu  était 
d’assurer la persistance – ou la sauvegarde – de la sûreté comme du sentiment de sécurité. Le 
respect des hiérarchies et du contrôle social marquait d’une manière visible, immédiatement 
accessible,  la  solidité  de  la  structure  communautaire
34.  Jusqu’au  siècle  des  Lumières,  la 
demande ne faiblît pas, soudant également des communautés autour de Saints dont le « rayon 
géographique d’action » pouvait être variable
35, et dont la protection était attendue. Et puis, 
peu à peu, au fur et à mesure de l’avancement de la Renaissance, de la connaissance, s’est 
accompli un retour au terrestre, une laïcisation des attentes de sécurité.  
 
I.B.1.c. Un retour au terrestre 
 
De toute évidence, l’avènement du protestantisme constitue l’un des premiers pas vers ce 
retour au terrestre, une rupture
36. La doctrine de la justification par la foi participe de cette 
rupture protestante : certes, nous sommes tous pécheurs, mais la foi en Dieu permet de nous 
« justifier ». Une telle évolution ne s’est bien évidemment pas faite en un jour, et déjà on peut 
se rendre compte que le système des indulgences participait de cette évolution. Souvenons-
nous, avec Hannah Arendt 
37, que la « Bonne Nouvelle » des Evangiles a plutôt conduit à une 
peur de la mort qu’à une augmentation de la joie. De même, comme le montre Ariès
38, la 
crainte du jugement dernier l’a bien souvent emporté sur la confiance de la résurrection. Le 
purgatoire également, inventé pour rassurer les pécheurs ordinaires
39, devint rapidement un 
enfer provisoire, cachot des pires souffrances. C’est donc en contrepoids de ces nouvelles 
angoisses que s’est établi le système des indulgences
40. Et ce système, par l’intercession des 
messes, très nombreuses aux 17
ème et 18
ème siècles, organisées à la demande des individus, 
parvint quelque peu à rassurer les fidèles. Mais, plus généralement, au delà de ce système, il y 
eut, au cours de la Renaissance, une multiplication des réponses rassurantes sur l’au-delà, 
précédant l’avènement du protestantisme.  
 
Puis, les catastrophes ici-bas, se firent un peu plus rares, la compréhension qu’on en avait 
devenant en même temps de plus en plus fine. Un décollement s’opère alors entre le terrestre 
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et le divin. Si les peurs ne sont plus du même type, les moyens d’assurer la sécurité évolueront 
nécessairement aussi. L’évolution, à l’époque des Lumières, vers l’idée qu’il était impossible 
d’avoir un Dieu cruel se confondit avec un recul global de l’insécurité ici-bas autant que des 
craintes  dans  l’au-delà.  C’est  en  effet  parce  que  les  réalités  étaient  mieux  comprises  et 
appréhendées  que  le  recours  à  la  colère  divine  en  tant  qu’explication  devenait  moins 
nécessaire. Les sciences ont ainsi permis d’agir sur certains des événements que l’on subissait 
jusque  là  sans  pouvoir  s’en  prémunir.  Comment  l’oublier :  la  diminution  des  craintes 
spirituelles  a  été  en  partie  provoquée  par  l’avènement  de  la  physique  newtonienne,  dans 
laquelle la terre n’est plus le centre de l’univers ?  
 
Certes,  l’évangéliste  Matthieu,  lu  par  Saint  Jérôme,  avait  dans  l’esprit  l’image  d’un  dieu 
« terrible ». Mais Leibniz, qui fut, entre autres pour cela, raillé par Voltaire – « tout va pour le 
mieux dans le meilleur des mondes » pour ce cher Candide – récuse cette image
41. Pic de la 
Mirandole  aussi  refusa  l’idée  d’un  enfer  éternel,  croyant  que  toutes  les  âmes  finissaient 
régénérées
42. Il y avait bien un mécanisme de dialogue et de renforcement entre une sécurité 
ici-bas grandissante – on savait expliquer les phénomènes – et une plus grande confiance dans 
l’au-delà. Hobbes refuse également tout châtiment venant de Dieu qui ne serait pas instructif. 
Nous sommes bien ici dans une dialectique de l’apprentissage, par les sciences certes, mais 
aussi vis-à-vis de la puissance divine.  
 
Pour les philosophes des Lumières, l’existence de Dieu est liée à sa bonté, incompatible avec 
l’idée de l’enfer. Rappelons nous des paroles de Rousseau à propos de Madame de Warens, 
dans Les confessions : « Je m'étais figuré une vieille dévote bien rechignée : la bonne dame de 
M. de Pontverre ne pouvait être autre chose à mon avis. Je vois un visage pétri de grâces, de 
beaux  yeux  bleus  pleins  de  douceur,  un  teint  éblouissant,  le  contour  d'une  gorge 
enchanteresse. Rien n'échappa au rapide coup d'œil du jeune prosélyte: car je devins à l'instant 
le sien, sûr qu'une religion prêchée par de tels missionnaires ne pouvait manquer de mener en 
paradis. »
43. La religion prend alors, dans cette description, les traits de la grâce, qui préfigure 
celle accordée par un dieu aimant. Corrélativement, comme Dieu devenait « plus aimant », le 
rôle du divin dans la vie terrestre s’estompa. Evidemment, cette nouvelle bienveillance ne 
pouvait contenter les moindres aspects de notre vie quotidienne. Pour la vie ultérieure, chacun 
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pouvait compter sur l’amour de Dieu, mais pour celle qui était devant nous, il nous fallait 
désormais compter sur nous-mêmes.  
 
Lorsque les altérations à l’intégrité physique ou matérielle étaient choses courantes, que des 
maladies peu connues faisaient des ravages, accompagnant rixes, violences et catastrophes 
naturelles
44,  la  fatalité  était  inévitable,  et  l’on  se  tournait  vers  l’au-delà.  Mais,  selon  un 
mouvement continu, les conditions de vie s’améliorent
45 : les Lumières offrent la possibilité 
de penser à une vie terrestre plus dégagée de la crainte des coups du sort. Pour la santé, la 
création et le développement des hôpitaux répondent à ce qui devient un impératif de soins
46, 
la population devenant de plus en plus attentive à cet élément. L’homme semble avoir acquis 
une  grandeur  ne  passant  plus  seulement  par  la  vie  éternelle,  mais  également  par  la  vie 
charnelle et terrestre. Le droit de propriété, affirmé vigoureusement dans la Déclaration des 
droits  de  l’homme  et  du  citoyen,  participe  de  ce  mouvement  de  sécurisation  ici-bas.  La 
création de la maréchaussée, qui précède de beaucoup celle de la police, l’éclairage urbain 
47, 




On pourrait penser que l’amélioration de la sûreté dans les domaines physiques et matériels 
ôterait ces préoccupations de l’esprit des gens. Mais il n’en est rien, bien au contraire ! La 
tendance soulignée ne fit pas disparaître les peurs et encore moins le besoin de sécurité qui 
s’exprimait  jadis  par  l’intermédiaire  du  prisme  divin 
49.  Notre  exigence  de  sécurité  s’est 
transformée d’une manière très intéressante : plus les risques pesants sur l’intégrité physique 
et  matérielle  des  individus  ce  sont  atténués,  plus  l’intérêt  que  ceux-ci  leur  portaient  était 
grand. Osons une analogie : Tocqueville
50, en analysant le fonctionnement des individus dans 
une  démocratie,  nous  décrit  un  mécanisme  similaire  dans  son  principe.  Pour  lui,  le 
mouvement vers une égalitarisation des conditions entre les hommes est inéluctable et n’est 
d’ailleurs  pas  sans  poser  de  problème  pour  le  régime  démocratique  et  la  représentation. 
Pourquoi ? En grande partie parce qu’une différence de condition apparaît à celui qui est 
défavorisé d’autant plus odieuse qu’elle s’affaiblit. Chacun n’a alors de cesse, dans une quête 
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46 Cf. Imbert (1982). 
47 Cf. de France (1904).  
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asymptotique, de réduire la distance entre lui et ceux qui sont au dessus de lui. Il en est un peu 
de même en ce qui concerne le sentiment de sécurité face à un risque : plus ce dernier se fait 
ténu, plus son occurrence nous semble odieuse. C’est précisément ce que l’on a observé pour 
ce qui est des risques portant atteinte à l’intégrité physique ou matérielle. Nous verrons plus 
loin, en confrontant cette donnée sur les attentes de sécurité avec l’évolution historique du 
risque de criminalité, comment elle peut contribuer à expliquer la prégnance des attentes en 
matière de lutte contre l’insécurité face au crime.  
 
Par  ailleurs,  cette  évolution  coexiste  et  s’articule  avec  l’apparition  d’une  conscience 
individuelle  qui  trouve  déjà  ses  prémisses  à  la  Renaissance où  l’on  observait  déjà,  par 
exemple,  un  déplacement  d’une  crainte  de  damnation  collective  vers  la  damnation 
individuelle. La perception du danger devenait alors de plus en plus personnelle. On verra par 
la suite que cette perception est très différenciée parmi les agents. Nous avons, dès lors, un 
double mouvement : d’une part, le déplacement des anciennes craintes vers des objets liés au 
physique  ou  matériel  –  ce  que  nous  appelons  une  laïcisation  de  la  demande  de  sécurité, 
d’autre part, une individualisation de ces craintes. Soulignons le : il ne s’agit pas ici d’une 
évolution quantitative de la demande de sécurité, mais bien d’un glissement qualitatif sur les 
objets des craintes. 
 
Dans ce contexte, les éléments de sécurisation sont également devenus plus terrestres et plus 
individuels. L’Etat et les assurances constituent les deux éléments centraux des réponses aux 
transformations des attentes, dont nous verrons les apports et les évolutions plus loin. La 
puissance  divine  était  à  la  fois  intervention  dans nos vies et assurance pour l’au-delà, en 
même temps puissance et assurance spirituelles. Avec le « désenchantement du monde », ces 
deux  modes  d’intervention  se  sont  scindés pour  s’appliquer  ici  bas  :  d’un  côté  l’Etat,  la 
puissance publique, de l’autre les assurances offrant une protection en cas de coup dur. Dans 
ces deux cadres, la scientificité remplaçait l’explication divine, le matériel remplaçait l’au-
delà  et  le  caractère  proprement  individuel  remplaçait  la  charité  religieuse.  On  voit 
l’importance de ce rôle, en particulier avec Locke pour lequel, au milieu d’autres actions 
visant à garantir la justice sociale, celle de l’Etat est essentielle dans la garantie de sécurité 
offerte  aux  populations 
51.  Une  telle  affirmation  trouvera  un  accomplissement  dans  la 
Constitution de 1791, montrant une volonté de garantir les droits de propriété mais aussi, plus 
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globalement, d’« assurer les droits de l’humanité ». On passait ainsi, en peu de temps, d’une 
protection de l’Eglise à une protection de l’Etat. On souhaite dès lors organiser l’espace et le 
temps, calculer et quantifier ce que l’on fait
52. Devant les dangers qui se présentaient, il était 
nécessaire d’évaluer le risque et d’établir une sorte de « prix du péril ». 
 
Tous ces processus participaient d’une « laïcisation » de la demande et de l’offre de sécurité, 
que  cette  dernière  soit  publique  (l’Etat)  ou  privée  (les  assurances).  La  laïcisation  et 
l’individualisation sont donc les traits marquants de l’évolution du besoin de sécurité et des 
réponses qui y furent apportées. Nous verrons plus loin que ces traits contribuent à mettre un 
accent plus marqué sur certains types de risques – le risque de criminalité, par exemple – dans 
ce qu’attendent et craignent les agents, mais il ne faut pas en rester là. Des transformations 
plus récentes, en particulier dans les modes publics d’intervention, doivent être discernées et 
ne sont pas sans rapport avec les traits que l’on vient de mettre en évidence. En effet, les 
processus d’individualisation des demandes et de développement des assurances, censés aller 
de pair avec une marchandisation de la protection, se sont accompagnés de contrepoids. Au 
sein de l’action étatique, un espace de « démarchandisation » s’est fait jour, puis étendu, à 
travers  la  notion  d’Etat  providence  qui  prit  progressivement  la  place  des  solidarités 
traditionnelles. Voyons-en la genèse ainsi que la manière dont les contours se sont modifiés 
au fil des ans.   
 
 
I.B.2.  De l’Etat minimaliste à l’Etat Providence : une évolution quantitative des attentes 
et des moyens de protection 
 
 
L’organisation de la société sous la forme d’un Etat répond au départ à l’impératif d’offrir une 
sécurité contre la mort violente. Pour Hobbes, l’Etat a, avant tout, pour but de nous protéger 
contre le danger que représente l’autre
53. L’exigence de stabilité politique résulte également 
de cette crainte hobbesienne. Cette forme restreinte de sécurité trouve une forte résonance 
chez les tenants classiques de l’Etat minimaliste. Pour Smith, par exemple, l’Etat étouffe les 
échanges  compétitifs  et  stratifie les  classes  sociales.  La  croissance  ou  l’émancipation  ne 
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peuvent reposer que sur le marché. La puissance publique doit se borner à assurer la stabilité 
macroéconomique et garantir le respect des lois, de la propriété et du territoire.  
 
Ce dernier point est important pour les classiques. En effet, souvenons-nous que l’Economie 
politique fut forgée en temps de guerre. La guerre de sept ans, pour Smith, qui vient juste de 
se terminer lorsqu’il écrit La richesse des nations ; les guerres napoléoniennes, pour l’Essai 
de Malthus ; la fin de ces périodes troublées pour les Principes de Ricardo. Cette dimension 
intervient en filigrane de tous leurs travaux. Si Smith évoquait « L’art de la guerre…le plus 
noble  des  arts »,  rejoignant  en  cela  Nassau  Senior,  voyant  la  sécurité  comme  « le  plus 
important de tous les services. »
54, c’est en l’envisageant sous l’angle proprement économique 
des engagements financiers du souverain.  
 
Or, pour Smith, les modalités sont sans cesse plus exigeantes. En effet, comme il le rappelle, 
« dans les républiques de la Grèce et de la Rome antiques pendant tout le temps de leur 
existence,  et  sous  les  gouvernements  féodaux  pendant  un  temps  considérable  après  leur 
établissement, le métier de soldat n’était pas un métier distinct, séparé, qui aurait constitué 
l’occupation  principale  ou  unique  d’une  catégorie  particulière  de  citoyens. »
55  Avec 
l’évolution des sociétés, les dépenses militaires deviennent spécifiques. La division du travail, 
l’idée d’avantages comparatifs, comme le dira Ricardo, fait son chemin : « ceux qui partent en 
guerre ne peuvent absolument pas subvenir à leurs propres besoins pour deux raisons, à savoir 
le progrès de l’artisanat et de l’industrie et le perfectionnement de l’art de la guerre. […] La 
division du travail est donc aussi nécessaire au progrès de cet art qu’à celui de tout autre »
56  
 
En  toute  logique,  une  nation  devrait,  à  mesure  qu’elle  s’enrichit,  avoir  moins  intérêt  aux 
guerres  d’extension,  mais,  dans  ce  même  mouvement,  elle  excite  les  convoitises  de  ses 
voisins  et  doit  se  défendre.  Pour  éviter  l’invasion,  une  défense  militaire  crédible  est 
nécessaire. « Seule, une armée permanente bien organisée permet à un pays civilisé de se 
défendre ; de même, seule une telle armée permet à un pays barbare de se civiliser très vite et 
de façon satisfaisante. Une armée permanente impose avec une force irrésistible la loi du 
souverain  dans  les  provinces  les  plus  reculées  de  l’empire  et  maintient dans une certaine 
mesure  un  gouvernement  régulier  dans  des  pays  qui  ne  pourraient  pas  autrement  en 
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accepter. »
57  Assurer  la  sécurité  extérieure  a  donc  une  incidence  positive  sur  la  sécurité 
intérieure, qui pousse à la civilisation et permet à l’économie de se développer. Nous verrons 
plus  en  détail  ce  type  de  mécanisme  à  la  faveur  de  la  deuxième  section.  Attachons-nous 
d’abord à ce que Smith entend par « sécurité intérieure ».  
 
Une  seconde  nécessité  étatique est  effectivement  soulignée  :  « Le  deuxième  devoir  du 
souverain, celui de protéger autant que possible chaque membre de la société de l’injustice ou 
de  l’oppression  de  tous  les  autres  membres,  c’est-à-dire  le  devoir  d’organiser  une 
administration rigoureuse de la justice, requiert, comme le premier, des dépenses d’ampleur 
très différente aux divers âges de la société. »
58 Là encore, les engagements économiques du 
souverain sont essentiels ; des moyens doivent être insufflés dans l’organisation de la sécurité 
intérieure  et  dans  la  justice,  cette  dernière  étant  séparée  des  autres  pouvoirs.  Comme  le 
souligne déjà Smith, « C’est de l’administration impartiale de la justice que dépend la liberté 
de tout individu, à savoir le sentiment qu’il a de sa propre sécurité. ». On reviendra, dans la 
troisième  section  de  ce  chapitre,  sur  l’essence  du  lien  ici  établi  entre  sécurité  et  liberté. 
Relevons seulement le rôle central que les classiques assignent à la puissance publique pour 
garantir la sécurité. Il s’agit, certes, encore d’un Etat « minimaliste», mais son rôle comme 
garant de la sécurité est déjà posé ; il ne cessera de s’étendre pour mener à ce que l’on a 
coutume d’appeler l’Etat Providence.  
 
I.B.2.a. Etat providence : un essai de définition  
 
Ce que recouvre l’expression « Etat Providence » n’est pas simple à cerner. Son étymologie 
semble désigner une manne gérée par la puissance publique, mais qui apparaîtrait au citoyen 
comme tombée du ciel. Il y a derrière cela une connotation péjorative, puisque la puissance 
publique ne peut se substituer à la Providence. Cette expression fut employée pour la première 
fois en 1864 par le député Emile Ollivier, afin de stigmatiser la solidarité nationale organisée 
par l'État qui venait à remplir, du fait du développement économique et de l'évolution des 
rapports sociaux, une fonction de régulateur social de plus en plus importante.  
 
L’Etat Providence peut être cerné en première approche par son but : assurer un bien-être 
minimum à ses citoyens. Plusieurs types d’éléments viennent compléter cette définition. Pour 
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Therborn  (1983),  les  actions  d’une  telle  administration  sont  en  priorité  orientées  vers  les 
ménages.  Titmuss  (1958)  préfère  définir  un  continuum  de  prestations  « plus  ou  moins 
providentielles »
59 qu’un Etat Providence monolithique. Une autre approche, plus théorique, 
vise à construire un idéal-type de l’Etat providence que l’on confronterait ensuite de manière 
empirique aux réalités observées (Day 1978, Myles 1984 ou Barr 2001). En particulier, Barr 
(2001), fonde sa construction sur trois objectifs : l’efficience (qu’elle soit micro ou macro 
économique), l’équité et la faisabilité administrative
60. Nous proposons une autre approche, 
s’appuyant sur la fiction du « voile d’ignorance » proposée par Rawls
 61.  
 
Dans cette fiction, chacun d’entre nous connaît le fonctionnement du monde, mais nul ne sait 
quelle y sera sa place. Elle vise au départ à fonder une discussion sur le bien-être collectif 
sans que notre position particulière n’affecte nos conceptions du bien : nous ne défendons pas 
une position, mais oeuvrons pour ce qui nous semble être un optimum collectif. L’idée de 
voile  d’ignorance  est  selon  nous  centrale  pour  définir  l’Etat  providence.  Il  apparaît  alors 
comme un contrat d’assurance passé entre des agents averses au risque, derrière le « voile 
d’ignorance ». Ex ante, il est conclu sous forme actuarielle, puisque aucune différence entre 
les agents n’a encore émergé. Bien évidemment, après déchirement du voile, le « contrat » 
n’est  plus actuariel ex post, mais il protège chacun contre les aléas que sa position lui a 
conféré. Cette vision, certes idéal-typique, de l’Etat providence fournit néanmoins les bases de 
compréhension de mécanismes qui, peu à peu, sont entrés dans les modes de fonctionnement 
des Etats développés.  
 
I.B.2.b. Genèse de l’Etat providence 
 
L’évolution  qui  a  donné  naissance  à  l’Etat  providence  est  assez  rapide,  concentrée  pour 
l’essentiel sur un siècle ; entre les fins des 19
ème et 20
ème siècles, les prémices remontant à la 
révolution française. En effet, la Constitution de 1791 passait d’une charité confessionnelle à 
une doctrine de l’assistance garantie, gérée et alimentée par l’Etat dans le but d’ « assurer les 
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Mais, il ne s’agit que de prémices, l'État se limitant longtemps à un rôle d'assistance : jusqu'au 
début du 20
ème siècle, la bienfaisance publique a remplacé la charité de l'Eglise chrétienne, 
tout en demeurant réservée aux personnes dans l'incapacité de travailler (enfants, vieillards et 
infirmes). La protection des travailleurs repose avant tout sur la prévoyance individuelle ou la 
protection  collective  d'initiative  privée  (mutuelles  de  salariés,  institutions  patronales…). 
Pourtant,  les  libéraux  craignent  une  évolution  à  l’américaine :  déjà  en  1830,  Tocqueville 
ironise sur la question : « Cet État se veut si bienveillant envers ses citoyens qu'il entend se 
substituer à eux dans l'organisation de leur propre vie. Ira-t-il jusqu'à les empêcher de vivre 
pour  mieux  les  protéger  d'eux-mêmes ?  […]  Le  plus  grand  soin  d’un  bon  gouvernement 
devrait  être  d’habituer  peu  à  peu les peuples à se passer de lui »
63. Est-ce à dire que les 
libéraux  refusaient  tout  mécanisme  de  protection  sociale ?  Bien  évidemment  non :  la 
démarchandisation  des  biens  publics  a  précisément  été  voulue  par  les  libéraux,  mais  elle 
reposait  sur  deux  idées.  D’une  part,  la  notion  d’éligibilité  des prestations, qui ne doivent 
s’appliquer qu’aux indigents dont la participation au processus de production est impossible ; 
de l’autre, une action conjuguée de la charité et de l’assurance, en accord avec les principes 
libéraux de l’assurance sociale d’entreprise.  
 
Cette théorie peut parfois rejoindre les approches systémiques et structuralistes. Pour Wagner 
(1883) et Marshall (1920), un certain niveau de développement économique est nécessaire 
pour  que  les  ressources  soient  dérivées  d’un  usage  productif  (les  investissements) vers la 
production de bien-être. Comme pour les libéraux, le fardeau de la redistribution ne peut être 
supporté par l’Etat qu’à partir d’un certain seuil de développement. Les analyses marxistes 
structuralistes iront plus loin encore en voyant l’Etat providence comme le produit inévitable 
du mode de production capitaliste. Si les approches sont opposées sur bien des points, le 
nouveau mode de production, fondé sur l’accumulation, est alors la condition nécessaire de 
l’Etat providence. En effet, après la transformation des modes de production au cœur de la 
révolution industrielle, le développement de cette forme d’Etat a été rapide.  
 
Le rôle de l’école allemande est très important dans cette construction. D’abord sous son 
aspect  le  plus  conservateur,  notamment  avec  List,  Wagner  et  Schmoller,  qui  cherchent  à 
garantir le bien-être social dans un système d’inspiration patriarcale. Ensuite, et surtout, avec 
les lois sociales votées par Bismarck (1883), qui sortent de l’aspect corporatiste, en instituant, 
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pour les ouvriers à bas salaire, une assurance maladie obligatoire. D’autres mesures font partie 
de ce Sozialstaat, visant à prévenir l’extension du socialisme : l’assurance contre les accidents 
du travail (1884) ou l'assurance invalidité et vieillesse (1889) participent de ce processus. 
Initialement destinées aux ouvriers dont le salaire était bas, ces assurances sociales ont été 
progressivement étendues aux autres catégories professionnelles, tout en restant soumises à 
des conditions de ressources. L’extension aux autres pays industrialisés a été relativement 
rapide : la Grande Bretagne, la France et les Etats-Unis auront effectivement tous voté des lois 
sociales avant la première guerre mondiale. En France, cette évolution se manifeste par la loi 
sur la réparation des accidents du travail (1898), puis par la loi sur les assurances sociales 
(1930)  qui  prévoit  une  couverture  des  risques  vieillesse,  maladie,  maternité,  décès  et 
invalidité. Dans le même temps, aux États-Unis, le président Roosevelt fait adopter en 1935 le 
« Social security act », prévoyant notamment l'instauration d'un système de pension pour les 
travailleurs âgés de plus de 65 ans. Au fil du temps, il y a bien une évolution d’ampleur et un 
changement de nature des dépenses publiques. 
 
Le  « moment  keynésien »  n’est  pas,  à  proprement  parler,  un  acte  fondateur,  même  s’il 
représente  une  rupture  conceptuelle.  En  effet,  il  ne  s’agit  plus  seulement  de  protéger  les 
démunis,  mais  bien  la  société  « contre  elle-même »,  la  pénurie  de consommation pouvant 
amplifier les crises. Beveridge prend appui sur cette idée et souhaite séparer le revenu de 
l’emploi des revenus versés aux chômeurs : au-delà de la protection des plus faibles, le but est 
aussi d’assurer une dépense minimale pour faire fonctionner l’économie
64. Pour Beveridge, 
cette dépense minimale ne peut être assurée que par la puissance publique, s’offrant à tous et 
financée par l’impôt, à travers un système qui soit à la fois :  
 
-  Généralisé : chacun, par sa seule appartenance à la société, doit avoir le droit de voir 
ses besoins minimaux garantis par la solidarité nationale ; 
-   Unifié : une seule cotisation est nécessaire pour accéder aux différentes prestations ; 
-  Uniforme : les prestations sociales sont les mêmes pour tous ; 
-  Centralisé : le système est géré par un organisme public unique ; 
-  Global : le système regroupe l'ensemble des aides et des assurances. 
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Le système français de Sécurité sociale, initié par le juriste Pierre Laroque en 1945, s'inspire 
largement de ces conceptions, en conservant la logique d'un système assurantiel, financé par 
les cotisations des travailleurs. Celui préconisé par Beveridge sera également mis en œuvre en 
Angleterre la fin de la seconde guerre mondiale.  
 
Il  y  a  donc,  à  partir  de  la  fin  du  19
ème,  et  jusqu’à  la  fin  du  20
ème siècle, une montée en 
puissance  de  l’Etat  providence  qui  se  caractérise  de  deux  manières :  d’une    part,  une 
augmentation  globale  de  la  part  des  dépenses  publiques  dans  le  PIB ;  de  l’autre  un  net 
accroissement, au sein de ces dépenses, de la part des dépenses dites sociales. Voyons, de 
manière chiffrée, pour l’Allemagne, la France et le Royaume-Uni, l’évolution de ces dépenses 




Année  1881  1910  1925  1930  1938  1950  1960  1970  1980 
Dépenses 
publique (en 
% du PIB) 
6.7  12.1  30.3  43.1  48.2  41.8  32.0 
 (43.8)
65 
37.6  46.9 
Source : André et Delorme (1983). 
 
Tableau 1 : Evolution des dépenses publiques en Allemagne (en % du PIB) 
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France 
 
Année  1872  1912  1920  1930  1938  1950  1960  1970  1980 
Dépenses 
publiques (en 
% du PIB) 
11.0  12.8  32.8  21.9  26.5  41.1  38.6 
(46.4)
66 
40.1  48.3 
Source : André et Delorme (1983).  
 




Année  1900  1920  1938  1950  1960  1970  1980 
Dépenses 
publiques (en 
% du PIB) 
10.3  20.1  28.9  28.9  32.6  39.3  44.6 
Source : André et Delorme (1983). 
 
Tableau 3 : Evolution des dépenses publiques au Royaume-Uni (en % du PIB) 
 
  
On constate à l’évidence, même si des particularités nationales s’expriment, une évolution 
nette  à  la  croissance  pour  l’ensemble  de  ces  pays :  le  mouvement  de  transformation  est 
évident et présente une certaine continuité au cours du siècle examiné. Cette observation peut 
s’ajouter à l’examen de la part des dépenses sociales au sein des dépenses publiques, en nette 
augmentation au cours de ce même siècle.   
 
                                                 
66 Ancienne base   52 
Allemagne  
 




7.7  22.6  67.1  70.5  -  65.6  50.0  65.5  68.9 
Source : André et Delorme (1983).  
 








4.7  14.2  7.8  13.9  15.9  28.6  31.2  37.2  45.2 
Source : André et Delorme (1983). 
 








18.0  25.9  37.6  46.1  55.0  60.1 
Source : André et Delorme (1983). 
 
Tableau 6 : Evolution des dépenses sociales en France (en % des dépenses publiques) 
 
 
A grand trait, la part des dépenses sociales double une première fois avant la seconde guerre 
mondiale, pour quasiment doubler à nouveau au lendemain de cette dernière, atteignant des 
proportions comprises entre 45 et 70% des dépenses publiques. Cette transition est le fait 
d’une  conception  sans  cesse  élargie  de  la  sécurité,  qui  n’est  plus  seulement  « sécurité 
nationale », mais devient « sécurisation des existences ». En effet, cette augmentation de la   53 
part  des  dépenses  sociales  est  à  rapprocher  d’une  baisse  de  la  part  des  dépenses  dites 
« politiques »,  ces  dernières  s’attachant  principalement  à  la  sécurité  extérieure  (armée)  et 
intérieure  (police).  Comment  expliquer  ce  double  mouvement  d’augmentation  globale  des 
dépenses publiques et cette transition vers les dépenses sociales ?  
 
Cette évolution a d’abord été permise par le développement de la fiscalité, outil puissant de 
l’économie et devenue l’apanage de l’économiste et du technicien. Si les guerres ont habitué 
les populations à voir augmenter les taux d’imposition à des niveaux d’où ils ne baisseront 
plus,  la  paix  a  permis  l’augmentation  des  dépenses  sociales.  Mais,  c’est  également  un 
mécanisme de renchérissement de l’offre et de la demande de sécurité que l’on peut observer. 
Par ce processus cyclique, la sphère de sécurisation ne cessa, du moins pendant longtemps, de 
s’élargir comme une évolution naturelle. Cependant, si cette extension est une constante dans 
les pays développés, les philosophies qui sous-tendent les différents Etats providence ne sont 
pas pour autant toujours identiques. De même, les évolutions observées au cours des deux 
dernières décennies ne coïncident pas nécessairement.   
 
I.B.2.c. Une convergence des Etats Providence ?  
 
Examinons d’abord les différents modes de protection des individus. Ils nous permettront de 
mieux comprendre comment la manière dont un pays protège les individus affecte la demande 
de sécurité des agents ; comment l’évaluation du risque par ces agents peut être liée à la 
société dans laquelle ils sont insérés. Dans son ouvrage Les trois mondes de l’Etat providence, 
Esping-Andersen
67 distingue trois types d’Etats Providence, en lien avec les visions du « bien-
être  collectif »  des  différentes  sociétés.  D’abord,  une  version  libérale,  dans  laquelle  les 
transferts sont modestes et ciblés vers les plus démunis (le Royaume-Uni ou les Etats-Unis en 
constitueraient des exemples). Ensuite, une version née d’un fort corporatisme, qui conjugue 
un octroi de droits assez fort avec une stratification des statuts (ce serait le cas de la France ou 
de l’Allemagne). Enfin, un groupe dans lequel la démarchandisation des droits joue à plein, 
efface en grande partie les statuts, avec des prestations nettement moins ciblées, s’adressant 
également  aux  classes  moyennes.  Cette  forme  d’Etat  providence  intègre  le  plein  emploi 
comme partie prenante de ses responsabilités (les pays scandinaves se rapprocheraient le plus 
de  cet  idéal-type).  Esping-Andersen  tente  de  classer  les  Etats  providence  autour  de  deux 
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critères,  l’éligibilité  et  le  poids  des  prestations,  afin  d’en  inférer  un  degré  de 




Degré de « démarchandisation » des Etats 
Providence (en 1980) 
Pays   Score  
Australie  13.0 
Etats-Unis  13.8 
Nouvelle-Zélande  17.1 
Canada  22.0 
Irlande  23.3 
Royaume-Uni  23.4 
Italie  24.1 
Japon  27.1 
France  27.5 
Allemagne  27.7 
Finlande  29.2 
Suisse   29.8 
Autriche  31.1 
Belgique  32.4 
Pays-Bas  32.4 
Danemark  38.1 
Norvège  38.3 
Suède  39.1 
  Source : Esping Andersen (1990).  
 
Tableau 7 : Degré de « démarchandisation » des Etats Providence 
 
 
Il  est  difficile  de  porter  un  jugement  sur  un  tel  classement  qui  tente  de  réduire  à  une 
dimension le degré de protection – le volume de la sphère de sécurisation – de différents 
Etats.  Il  serait  sans  doute  préférable  d’introduire  un  aspect  multidimensionnel  dans  cette 
comparaison.  Cependant,  une  telle  distinction  entre  les  pays  développés  nous  permet  de 
                                                 
68 Pour les modalités précises de ce classement, voir Esping-Andersen (1990), p.73.    55 
garder  en  mémoire  un  point  majeur :  l’Etat  providence  n’est  pas  seulement  la  résultante 
automatique de l’industrialisation des pays développés. Il est également lié à leur histoire, à la 
leur culture et à leur mode de développement. En particulier, on a pu se rendre compte que les 
dernières décennies n’ont pas connu le même rythme d’expansion pour l’Etat Providence. Le 
fardeau  déjà  lourd  des  prélèvements  empêche  les  Etats  providence  de  tirer  la  demande 
exclusivement par l’augmentation des dépenses publiques et par la « commande » de services 
publics
69.  Les  dépenses  publiques  –  et  particulièrement  leur  volet  social  -  sont  donc 
contraintes  d’évoluer  au  rythme  lent  de  la  croissance  économique,  faisant  souvent  l’objet 
d’arbitrages délicats. On le voit sur le tableau ci-dessous, mettant en évidence une stagnation, 
voire une baisse, du niveau de dépenses publiques en part du PIB, à compter de la seconde 
moitié  des  années  90  en  ce  qui  concerne  les  trois  pays  dont  nous  avions  pu  observé 
l’explosion de ces mêmes dépenses.  
 
  1990  1991  1992  1993  1994  1995  1996  1997  1998  1999  2000  2001  2002  2003  2004  2005 
Allemagne  45,4  46,3  47,2  48,2  47,9  54,8  49,3  48,4  48  48,1  45,1  47,6  48,1  48,5  47,1  46,9 
France  49,5  50,6  51,9  54,9  54,2  54,4  54,5  54,1  52,7  52,6  51,6  51,6  52,6  53,4  53,2  53,7 
Royaume-Uni  41,8  43,4  45,5  45,6  45  44,5  42,9  41,3  40,2  39,6  39,8  40,7  41,8  42,9  43,3  44,5 
Source : Eurostat 
 
Tableau 8 : Evolution récente des dépenses publiques (en % du PIB) 
 
 
Si l’on examine l’évolution des dépenses plus spécifiquement sociales au sein de l’ensemble 
des dépenses publiques, on se rend compte d’une relative convergence entre ces trois pays. 
On pourrait donc penser que cette convergence existe entre tous les pays développés – tout du 
moins les pays les plus industrialisés de l’Union Européenne – du point de vue des dépenses 
consacrées à la sécurisation des existences, favorisée en cela par l’orthodoxie budgétaire vis-
à-vis du recours à l’emprunt.  
 
  1990  1991  1992  1993  1994  1995  1996  1997  1998  1999  2000  2001  2002  2003  2004  2005 
Allemagne  55,9  55,5  57,6  57,9  58,0  51,5  59,4  59,7  60,0  60,7  65,0  61,8  62,4  62,5  62,8  62,7 
France  55,2  55,1  55,3  55,4  55,7  55,7  56,1  56,2  57,1  56,8  57,2  57,4  57,8  57,9  58,8  58,7 
Royaume-Uni  54,5  59,0  61,1  63,2  63,3  62,9  64,8  66,1  66,4  66,2  67,6  67,1  62,7  61,1  60,7  60,2 
Source : Eurostat 
 
Tableau 9 : Evolution récente des dépenses sociales (en % des dépenses publiques) 
                                                 
69 Voir notamment Blanchard et al. (1986).    56 
 
 
On a donc vu ici, dans un contexte de laïcisation et d’individualisation des demandes de 
sécurité, la naissance et la prospérité de l’Etat Providence dans les pays développés qui purent 
mobiliser  des  ressources  pour  protéger  les  individus,  mais  dire  que  le  développement 
économique fut nécessaire à l’émergence et à l’expansion d’une « sphère de sécurisation » ne 
permet  de  cerner  qu’une  seule  facette  du  rapport  entre  croissance  et  sécurité.  En  réalité, 
l’augmentation quantitative des mécanismes de protection est elle-même au fondement de 
l’innovation et, par là même, de la croissance.  
   57 
I.C.  La sécurité, moteur de la croissance économique 
 
 
Il  apparaît  certes  curieux  de  concevoir  un  rapport  de  nécessité  entre  l’innovation  –  qui 
suppose de prendre des risques – et la sécurité. Pourtant, il est possible de réconcilier ces deux 
notions, qui ont pour même origine l’inconnu. En son sein, coexistent à la fois une peur – qui 
suscite une demande de protection – et les plus folles espérances – à l’origine du processus 
d’innovation.  C’est  effectivement  au  cours  des  mêmes  époques que ces deux faces d’une 
même réalité ont été les plus fortes, lorsque l’inconnu – dans l’espace ou le temps – a le plus 
marqué les esprits. Sous la forme de ce qui est lointain pour la première dimension, sous celle 
de  la  nouveauté  ou  du  passé  pour  la  seconde,  les  deux  dimensions  s’interpénétrant 
fréquemment. Par exemple, la mort, « inconnu temporel », était souvent figurée sous les traits 
d’un départ sur les flots, inconnu « spatial » par excellence
70. Les Lusiades de Camoëns nous 
racontent magnifiquement les rites qui étaient associés à tout départ exploratoire en mer 
71. 
Voisinaient alors la peur de la mort et les plus folles espérances attirant les hommes hors de 
leurs frontières. Crainte et attirance étaient tout à la fois suscitées par les flots, image parfaite 
de l’inconnu, comme le montre l’historien Jacques Le Goff
72. En réalité, esprits de protection 
et d’innovation se sont de tout temps mêlés étroitement dans le comportement humain.     
 
 




Pareto,  dans  son  Traité  de  sociologie  générale,  nous  offre  une  structure  conceptuelle 
permettant de mieux comprendre la coexistence de ces deux facettes. Son but est de fonder en 
raison certaines actions humaines jugées, à priori, non logiques. Il distingue pour cela ce qu’il 
appelle  « résidus »  et  « dérivations »,  les  premiers  correspondant  à  la  manifestation  de 
sentiments  humains :  « Il  faut  prendre  garde  à  ne  pas  confondre  les  résidus  avec  les 
sentiments ni avec les instincts auxquels ils correspondent. Les résidus sont la manifestation 
                                                 
70 Cf. Bachelard (1993). 
71 Cf. Camoëns (1572).  
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de ces sentiments et de ces instincts.»
73 Voyons comment le double esprit de protection et 
d’innovation est présent dans les résidus repérés par Pareto.  
 
Six  classes  de  résidus  sont  repérées :  1)  l’instinct  des  combinaisons  2)  la  persistance  des 
agrégats 3) le besoin de manifester ses sentiments par des actes extérieurs 4) le besoin de 
sociabilité 5) la préservation de l’intégrité individuelle 6) la sexualité. A travers ces éléments 
d’analyse,  Pareto  veut  bâtir une théorie de l’action individuelle, certes sociologique, mais 
ayant des répercussions sur l’économie et la politique. Pour l’objet qui nous occupe, le rapport 
entre  les  classes  1  et  2  est  déterminant.  La  première  est  clairement  orientée  vers  le 
changement et l’innovation ; la seconde vers la préservation de l’existant, en confrontation 
avec la première. Cette cohabitation scande nombre de coutumes, comme il le montre dans 
son  Cours  d’économie  politique,  à  travers  la  double  idée  de  « survivance »  et  de 
« revivance » : « Le costume des prêtres catholiques, celui des juges anglais, un très grand 
nombre de cérémonies, de jeux…, sont des survivances ; et ce sont toutes des choses qui n’ont 
aucune influence sur la concurrence, soit guerrière, soit économique des peuples. Parfois un 
usage se perd, et apparaît ensuite de nouveau. Il y a alors revivance. » 
74. Cette disparition 
d’une coutume ensuite retrouvée illustre véritablement la cohabitation des deux tendances 
mises en exergue par Pareto.  
 
Demande de sécurité et besoin de changement sont donc des traits qui coexistent en l’esprit 
humain, mais ces deux éléments agissent comme compléments, non comme substituts. Pour 
que le besoin de changement et l’innovation s’affirment, les hommes doivent se sentir en 
sécurité. Dès lors, parce que les progrès mêmes d’une économie sont fondés sur un ressenti, 
une confiance, la sécurité est l’un des ingrédients majeurs du développement économique. 
Shackle ne nous disait-il pas : « dans le domaine des sciences naturelles, ce qui est pensé est 
construit sur ce qui est vu, alors qu’en économie, ce qui est vu est construit sur ce qui est 
pensé. » 
75? Cela signifie, en ce qui concerne notre sujet, que rien de tangible ne peut se 
construire  si  les  pensées  n’anticipent  une  viabilité  de  l’édifice.  En  effet,  la  croissance  au 
niveau  macroéconomique  repose  sur  le  sentiment  de  sécurité  des  agents  au  niveau 
microéconomique, comme nous allons le voir.  
 
                                                 
73 Cf. Pareto (1916).  
74 Cf. Pareto (1896-1897), p. 43.  
75 Cf. Shackle (1972), p. 66.    59 
Indépendamment du rôle de chacun, plusieurs éléments tendent à assurer ce sentiment de 
sécurité.  Au  niveau  de  l’Etat,  certes,  en  assurant  la  garantie  d’une  protection  contre  la 
destruction, une stabilité des institutions et des investissements, la puissance publique, en 
même temps qu’elle assoit son autorité, créé un climat de confiance parmi les agents. Mais, 
l’Etat  n’est  pas  le  seul  garant  du  sentiment  de  sécurité.  Les  assurances  ont  également 
contribué à l’émergence de nouveaux modèles de croissance en apportant une plus grande 
sécurité aux individus et aux entreprises.   
 
   
I.C.2.  Protection des individus et innovation, deux facteurs complémentaires au cœur 
de la croissance 
 
 
Pour Solow (1956), Cass (1965) ou Koopmans (1965), le taux de croissance de l’économie est 
négativement corrélé avec la richesse. Ainsi, le PIB par habitant serait appelé à converger 
entre les pays
76. Or, à l’évidence, aucune corrélation significative n’est vérifiée en ce sens. 
Lucas  (1988),  puis  Romer  (1990)  ou  Rebelo  (1990),  ont  contribué  à  lever  ce  paradoxe, 
soulignant  que  les  rendements  du  capital  n’étaient  pas  nécessairement  décroissants.  Les 
théories de la croissance endogènes, à la suite des travaux de Schumpeter, ont permis de 
mettre en évidence le rôle central du capital humain dans l’innovation et la croissance avec 
des  modèles  incluant  le  capital  humain  dans  le  processus  d’innovation.  Les  modèles 
d’innovation  horizontale  (1998)  ou  verticale  (1992),  mis  au  point  par  Aghion  et  Howitt 
soulignent encore cette prégnance de l’innovation dans les théories de la croissance et la clé 
que constitue le capital humain dans l’innovation. Barro et Sala-i-Martin (1995) valident ces 
hypothèses en examinant empiriquement les différentiels de croissance entre les pays. Dans 
cette optique, les pays qui ont un stock de capital humain initial plus élevé introduisent de 
nouveaux biens de manière plus rapide et tendent à croître plus rapidement.   
 
L’accumulation de capital humain n’est pas un phénomène aisé à comprendre puisqu’il repose 
à  la  fois  sur  une  architecture  collective  et  sur  des  comportement  individuels.  Mais,  nous 
voyons que ce processus ne peut s’accomplir dans un espace baigné par l’insécurité. Certes, 
l’Economie du risque est encore dans une période de relative jeunesse, et les échecs de  la 
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théorie  paradigmatique  de  Von  Neuman  et  Morgenstern
77  dans  la  modélisation  du 
comportement des agents face au risque ont remis en cause nombre de déductions avancées à 
l’occasion  de  cette  théorie.  Néanmoins,  il  apparaît  que,  de  façon  quasiment  générale,  les 
individus  sont  averses  au  risque  et  réticents  à  s’engager  dans  des  projets  inconnus.  Les 
nouvelles théories du risque confortent cette idée
78. Ces recherches tentent d’approcher au 
plus près le lien intime entre économie et psychologie à travers le comportement des agents 
face  au  risque.  Elles  ont  indéniablement  comme  point  commun  de  mettre  en  évidence  la 
propension des individus à vouloir réduire la part d’incertitude lorsqu’ils s’engagent dans un 
projet dont l’issue n’est pas complètement connue.  
 
Le besoin de sécurité est primordial et peut s’exprimer selon plusieurs canaux. A travers le 
processus de formation des probabilités subjectives d’abord, qui n’obéit pas toujours – loin 
s’en faut – à une démarche purement rationnelle et tend à accorder une place prééminente aux 
événements négatifs
79. A travers la confiance en soi également, qui améliore sensiblement les 
performances des agents
80. Mais, ce rôle central de la sécurité de l’agent a des impacts au 
niveau  collectif.  Par  exemple,  Bernardo  et  Welch
81  montrent  que  la  présence  d’agents 
extrêmement  confiants  au  sein  d’une  population  permet  de  compenser  les  comportements 
moutonniers  et  d’améliorer  le  sort  de  la  collectivité.  On  voit  donc  émerger  un  lien  entre 
l’individuel et le collectif : la sécurité de chacun n’est pas seulement bénéfique pour lui, mais 
le devient également pour mettre en mouvement une collectivité, susciter l’innovation et, par 
voie de conséquence, la croissance économique.  
 
On  voit  alors  s’opérer  un  lien  entre  la sécurité comme bien privé et comme bien public. 
Susciter  la  confiance  de  chacun  permet  l’accumulation  du  capital  humain,  nécessaire  à 
l’innovation  et  à  la  croissance.  La  collectivité  cherche  donc  à  garantir  une  sécurité 
individuelle minimum, à travers l’Etat mais aussi les assurances comme nous le verrons. Si la 
puissance publique participe à la confiance de chacun, c’est en partie grâce au développement 
de l’Etat Providence, comme nous l’avons vu. C’est aussi – et d’abord – en garantissant la 
                                                 
77 Cf. Von Neuman et Morgenstern (1944).  
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79 On peut notamment citer les travaux de Wright et Ayton (1994), ou de Kahneman et Tversky (1974).  
80 Cf. Compte et Postlewaite.  
81 Cf. Bernardo et Welch (2001).    61 
sécurité  et  la  stabilité  de  l’édifice  public  qui,  en  affirmant  sa  propre  puissance,  sécurise 
chaque agent et lui permet d’entreprendre au service de la croissance.  
 
 




I.C.3.a. Protection contre la destruction 
 
Alors que l’agriculture constituait le principal moyen de subsistance, la sécurité se confondait 
avec l’image du patriarche. Avec Hésiode, dans les Travaux et jours, au 8
ème siècle avant 
notre ère, on comprenait déjà les impératifs de tranquillité sur lesquels reposait l’existence 
agraire.  L’Odyssée  d’Homère  poétise  cette  image  de  la  sérénité  au  sein  d’une  économie 
fervente de paix et de tranquillité, qu’elle s’exprime dans les champs ou au sein même de la 
cité. Cette combinaison de la paix et de la prospérité, indissolublement liées, marque, comme 
un fil d’Ariane la littérature occidentale de Platon, à travers le Critias, à la Shangri-la de 
Hilton,  en  passant  par  l’Utopie  de  Thomas  More.  Mais,  ces  préoccupations  ne  sont  pas 
l’apanage de l’Occident. Dans le Secretum Secretorum, document de conseil à Alexandre le 
Grand sur la gestion de l’empire, dérivé d’un document original arabe du 8
ème siècle de notre 
ère, la question de la sécurité est centrale, dans la mesure où elle permet à la fois d’étendre la 
prospérité des riches et des pauvres. Cette importance de la sécurité, comme moteur de la 
croissance,  de  la  pérennité  de  l’économie,  a  donc  transcendé  à  la  fois  les  époques  et  les 
cultures. C’est dans le comportement de la population, dans son évolution, qu’il faut d’abord 
chercher le rôle de la sécurité sur la croissance.   
 




-  La capacité biologique de reproduction de l’homme suit une progression géométrique, 
alors que les produits alimentaires ne suivent qu’une progression arithmétique.  
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-  L’expansion de la population se heurte à 2 obstacles : préventifs (vice ou contrainte 
morale) ou destructifs (guerre ou misère).  
-  La limitation de l’offre des moyens de subsistance constitue l’obstacle dernier à la 
capacité de reproduction, et par conséquent le mobile principal de la limitation des 
naissances.  
 
La  crainte  de  ne  pas  subvenir  aux  besoins  alimentaires  fondamentaux  est  à  l’origine  des 
guerres, celles-ci « raccourcissant la durée naturelle de la vie humaine »
83, répondant ainsi aux 
craintes des populations d’échouer dans la misère. Dès lors, l’assistance aux plus démunis 
irait  contre  le  mouvement  naturel  d’une  misère  assurant  la  réduction  de  ses  causes.  Les 
craintes doivent susciter des guerres qui permettent elles-mêmes d’y répondre tout en limitant 
l’expansion de la population, seul moyen d’assurer la prospérité. Plus tard, d’autres travaux 
ont  permis  de  comprendre  qu’associer  richesse  et  limitation  de  la  population  n’était  pas 
véritablement pertinent. Comme le montrent Solow et de Swan, la croissance économique est 
à la fois déterminée par l'intensité du progrès technique et par l'accroissement de la population 
active
84. Néanmoins, en montrant le lien entre la sécurité, dans sa facette objective – obstacle 
destructif – comme subjective – obstacle préventif, et l’évolution de la population, Malthus 
livre une analyse éclairant le lien entre sécurité et croissance, même s’il va à l’encontre des 
conclusions désormais admises.  
 
Ricardo, en acceptant les fondements de la théorie malthusienne de la population et de la 
rente, souligne en revanche les effets néfastes de la guerre, notamment durant les périodes de 
transition
85. Le marché de l’emploi met alors du temps à s’adapter à un nouveau régime, ce 
qui  affecte  négativement  la  croissance  d’un  pays.  A  la  fin  d’une  guerre,  une  partie de la 
population,  partie  faire  la  guerre  devient  redondante  et,  par  ses  effets  sur  le  reste  de  la 
population, par la compétition occasionnée pour l’emploi, diminue les salaires et détériore les 
conditions  de  vie
86.  Ainsi,  la  sécurité  d’un  territoire  en  paix  et  le  développement  de  la 
population  sont  des  éléments  centraux  dans  le  développement  d’un  pays.  En  assurant  sa 
propre  sûreté,  l’Etat  met  en  place  un  environnement  propice  à  l’entreprise individuelle, à 
l’innovation, au cœur de la croissance. Mais la protection de l’Etat est plus que la protection 
contre la destruction : elle est aussi protection des institutions et garantie de leur stabilité.   
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I.C.3.b. Protection des institutions 
 
Selon Rostow, les problèmes de sécurité sont particulièrement saillants pour les nations en 
développement, qui doivent franchir des étapes successives dans la course à la prospérité : 
partant d’une société traditionnelle, les pays doivent remplir les conditions préalables à un 
décollage de l’économie, avant de s’y engager, d’arriver à l’âge de maturité et finalement 
devenir partie prenante dans la société de consommation de masse. Dans cette classification, 
la sécurité de l’Etat – au sens territorial – précède la transformation économique.  
 
Cependant, la sécurité territoriale n’est pas suffisante : elle doit aussi s’accompagner d’une 
stabilité politique de l’Etat. Comme Barro l’a montré, croissance et stabilité politique sont 
positivement corrélées. Deux variables sont utilisées pour quantifier la stabilité politique : le 
nombre  de  révolutions  et  de  coups  d’état  par  an,  d’une  part ;  le  nombre  d’assassinats 
politiques, de l’autre. Il effectue une étude économétrique pour 98 pays, sur la période 1960-
1985, mettant en évidence le fait que ces deux éléments influencent négativement les droits de 
propriété, et par voie de conséquence, le niveau d’investissement et le taux de croissance de 
l’économie
87.  De  même,  Levine  et  Renelt  (1992),  montrent  que  les  indices  d’instabilité 
politique, tels que les révolutions et les coups d’état sont négativement corrélés avec le niveau 
d’investissement.  Or,  parmi  les  investissements  analysés,  c’est  l’investissement  en  capital 
humain  –  déterminant  dans  la  croissance  –  qui  pâtit  le  plus  de  l’instabilité  nationale. 
Evidemment, cette corrélation ne signe pas un lien de causalité unique : on peut effectivement 
penser que de faibles perspectives de développement et de croissance provoquent à leur tour 
une instabilité politique, mais il est plus légitime encore de penser que l’instabilité politique 
nuit à la croissance.   
 
Enfin, la stabilité du cadre institutionnel et législatif est en lien direct avec les performances 
économiques :  des  règles  claires,  prévisibles,  stables  et  contraignantes  encouragent  les 
investissements et l’innovation
88. En particulier, lorsque les rendements des investissements 
ne sont pas décroissants, les risques ne seront assumés par les investisseurs que si le cadre 
institutionnel offre des garanties de stabilité, correspondant le plus souvent à une sécurisation 
des investissements, tant publics que privés. Voyons plus spécifiquement, à travers l’exemple 
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de la corruption, comment l’absence de règles justes, qui conduit en réalité à une absence de 
sécurité pour les investissements publics comme privés, grève le développement des pays 
concernés.  
 
I.C.3.c. Protection des investissements : l’exemple de la corruption comme frein à la 
croissance  
 
La corruption constitue un exemple d’insécurité. En réalité, on peut la définir,  avec Shleifer 
et  Vishny  (1993),  comme la  vente  par  des  officiels  gouvernementaux,  d’une  propriété 
gouvernementale pour un gain personnel
89.  On peut parler d’insécurité, d’abord en tant que 
négation du droit. Ensuite, parce que les investissements peuvent être soumis, en sus de coûts 
supplémentaires,  à  des  aléas  arbitraires  qui  signifient  une  absence  de  sécurité  pour  leurs 
capitaux. Enfin, parce que la corruption conduit le plus souvent à des déficiences majeures 
dans  la  sécurisation  des  existences  du  fait  de  la  faiblesse  de  l’appareil  d’Etat  et  d’une 
mauvaise allocation des ressources publiques.  
 
Il  y  a  quatre  décennies,  Leff  (1964)  et  Huntington  (1968)  lançaient  un  débat  -  qui  fut 
passionné  -  sur  la  corruption,  en  affirmant  qu’elle  permettait  de  stimuler  l’économie, 
fournissant une incitation aux personnes corrompues. Au contraire, beaucoup affirmaient que 
cette  incitation  était  fictive,  puisque  les  agents  corrompus  abaissaient  ex  ante  leurs 
performances afin d’imposer des rémunérations supplémentaires. Aujourd’hui, le sujet ne fait 
plus  débat :  la  réalité  est  clairement  inverse.  Mauro  (1995)  utilise  les  données  sur  la 
corruption fournies par Business International sur la période 1960-1985. On se rend compte 
que  l’efficacité  bureaucratique  (indicative  de  l’absence  de  corruption)  est  positivement 
corrélée de façon très significative avec la production de richesses. On peut alors chercher par 
quels canaux la corruption handicape l’économie.  
 
Le premier élément qui peut être évoqué est celui d’une taxe qui se surajoute aux coûts des 
projets mis en œuvre et dissuade les investisseurs, car diminuant le taux de rentabilité du 
capital. On peut voir, à ce propos les travaux de De Long et Summers (1991), en ce qui 
concerne notamment les investissements d’équipement. Il semble que l’on peut évaluer cette 
taxe additionnelle à environ 15% en moyenne dans le cas d’un pays corrompu, selon Kaufman 
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(1997)  et  Klitgaard  (1998).  Le  second  élément  est  celui  de  l’incertitude,  plus  élevée  car 
soumise  aux  aléas  des  bons  vouloirs  de  l’administration  et  qui  dissuade,  elle  aussi, 
l’investissement en accroissant la prime de risque. En effet, la particularité de la corruption est 
d’être fondée sur le secret, qui engage des efforts pour être entretenu. Pour cela, un secteur 
d’investissement ou un partenaire doit être favorisé, ce qui conduit à une évidente distorsion 
des choix économiques, qui deviennent ainsi non optimaux. Dès lors, une faible sécurité des 
droits de propriété, des profits et des licences, peut drastiquement réduire les incitations et 
opportunités à investir, innover et acquérir des technologies étrangères. Les deux paramètres 
mis en évidence ont des impacts profondément délétères sur le niveau d’investissement. Selon 
Mauro  (1995),  toutes  choses  égales  par  ailleurs,  un  pays  corrompu  attire  5%  de  moins 
d’investissements qu’un pays qui ne l’est pas. North met donc l’accent sur la nécessité d’un 
système  judiciaire  efficace  afin  de  faire  respecter  les  contrats
90,  mais  l’ampleur  des 
investissements privés n’est pas le seul canal permettant de prendre en compte la corruption : 
la nature et l’ampleur des dépenses publiques en est également modifiée. 
 
L’éducation est de toute évidence le parent pauvre des régimes corrompus, ce qui empêche 
une accumulation suffisante du capital humain. Or, on l’a vu, cette dernière est au cœur de 
l’explication  des  différences  de  croissance.  Plus,  cette  distorsion  est  encore  amplifiée  par 
l’absence d’innovation – quand bien même le capital humain le permettrait – qui, elle aussi 
n’est pas « optimale » pour la préservation du secret. Il semble donc que ces distorsions sont 
au moins aussi destructrices pour la croissance que la faiblesse générale des incitations à 
investir. Enfin, l’affaiblissement des moyens d’action des pouvoirs publics est le plus souvent 
criant. Le budget reste, le plus souvent faible, l’investissement dans les services publics et 
« l’humain » dérisoires. Bien souvent, on s’aperçoit que la corruption accroît le coût d’entrée 
à nombre de services de base
91. La sécurité des existences est, par conséquent, extrêmement 
fragile dans ce type de pays, ce qui conduit, en retour à un faible investissement des agents 
dans le développement économique.  
 
La corruption a donc bien un impact négatif sur la croissance. Dès lors, nous comprenons que 
la relation essentielle entre sécurité et croissance prend plusieurs formes. D’abord, au niveau 
individuel, en permettant de concilier esprit d’innovation et esprit de protection – tous deux 
nécessaires  à  la  croissance,  notamment  par  l’Etat  Providence  dont  nous  avons  vu  plus 
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précisément la naissance et l’évolution ; également au niveau collectif, en garantissant une 
protection territoriale, une stabilité et une justice des institutions.  
 
Ainsi, en affirmant sa propre sécurité, l’Etat garantit la protection des individus, leur donnant 
les moyens d’investir et d’innover. Mais l’Etat ne fut pas le seul vecteur de sécurité pour les 
individus et les sociétés : l’émergence et le développement de mécanismes assuranciels est 
tout  autant  à  l’origine  de  la  transformation  des  modes  de  production  et  de  croissance 
recouvrant la naissance du capitalisme commercial.    
 
 
I.C.4.  L’assurance : un facteur indispensable au développement économique 
 
 
On l’a déjà dit et les historiens le soulignent : les assurances terrestres ont commencé à se 
développer quand l’importance des assurances spirituelles s’est mise à décroître. La naissance 
de l’assurance est donc liée à la modification de la relation de l’homme au malheur. Elle est 
vite  devenue  un  moteur  du  progrès  économique  et  social.  D’abord  en  tant  qu’agent 
économique permettant une forte accumulation du capital ; ensuite, parce qu’elle a favorisé la 
prise de risque.   
 
I.C.4.a. Naissance du capitalisme et développement de l’assurance : une troublante 
coïncidence  
 
La coïncidence entre le développement économique et l’assurance commence bien avant notre 
ère. Souvenons nous à quel point le code Hammourabi qui, 18 siècles avant Jésus Christ, 
mettait déjà au point des hypothèques afin de financer des épopées maritimes, a été essentiel 
au  développement  économique  de  Babylone.  Au  quatorzième  siècle  encore  (1310),  la 
chambre  d’assurance  de  Bruges  a  permis  de  financer  les  grands  échanges  commerciaux 
jalonnant les Flandres. Mais, ce sont sans doute les ruptures qui permettent le mieux de mettre 
en  évidence  la  corrélation  entre  le  développement  de  l’assurance  et  l’affirmation  du 
capitalisme. La Renaissance est parlante à cet égard. De l’émancipation spirituelle, sociale et 
économique est née une inquiétude très forte : la conquête de l’autonomie ne se fait qu’au prix 
d’un certain abandon de la sécurité. Le luthéranisme et le calvinisme ont été des réponses   67 
destinées à les surmonter, en s’inscrivant dans un contexte de recherche de repères terrestres. 
C’est, précisément, dans les pays marqués par ces religions que le capitalisme commercial 
s’est le plus tôt installé
92. Dès le 17
ème siècle, existaient en Angleterre et en Allemagne, des 
caisses  d’assistance  créées  par  des  propriétaires  pour  s’entraider  en  cas  d’incendie  des 
bâtiments. Or, en France, de tels mécanismes, sans doute plus proche de la charité que de 
l’assurance, n’ont existé que plus tard. 
 
Les ruptures théoriques – mathématiques, plus précisément – sont aussi importantes que les 
ruptures religieuses dans ce processus. En effet, le cœur du développement des assurances 
réside  dans  la  multiplication  féconde  des  travaux  sur  les  probabilités
93.  Les  statistiques 
permirent d’aborder le mécanisme assuranciel sous un jour totalement nouveau : ce n’était 
plus, à proprement parler, de l’aventure. Prenons l’exemple de l’assurance vie. Certes, des 
techniques empiriques existaient : les mêmes depuis le juriste romain Ulpien en 225 ! Mais les 
statistiques  sur  la  mort  des  individus,  sur  l’espérance  de  vie,  permirent  de  calculer  les 
modalités de cette forme d’assurance en fonction de l’âge des personnes concernées. Pascal, 
emblématique du « génie français »
94, avec son « pari » sur l’Homme permit l’utilisation des 
statistiques pour calculer les chances de gain – de perte, pour les assureurs – dans un jeu dont 
nous  connaissons  les  règles.  Dans  le  dernier  tiers  du  17
ème,  des  tables  fiables  sur  les 
espérances  de  vie  en  fonction  de  l’âge  permirent  la  diffusion  des  assurances  vie  avec  un 
versement de primes fixes et régulières. Leibniz suggéra, en 1678, la création d’une caisse 
d’assurance incendie, inondations, accidents et vie, premier principe de sécurité sociale. C’est 
l’époque  qui  vit  la  naissance  de  la  Lloyd’s  (1686)  ou  de  la  London  Assurance  (1720). 
Désormais, l’assureur fait de moins en moins confiance à la bonne fortune et s’applique à 
déterminer mathématiquement les probabilités d’occurrence du risque. Là encore, les villes 
qui étaient les plus avancées dans ces travaux théoriques, qui ont pu mettre sur pied des 
mécanismes  assuranciels  efficaces,  sont  aussi  celles  qui  devinrent  les  villes  centres  de 
« l’économie  monde »,  pour  reprendre  le  mot  de  Fernand  Braudel,  ayant  permis  au 
capitalisme de prendre des risques d’une intensité et d’un caractère nouveaux, passant, dans 
une  certaine  mesure,  de  l’aventure  à  la  sécurité.  Au-delà  des  corrélations  historiques,  qui 
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laissent  assez  peu  place  au  doute,  il  est  nécessaire  de  s’interroger  sur  les  processus  par 
lesquels l’assurance a pu effectivement favoriser l’essor du capitalisme.  
 
I.C.4.b. L’assurance : un tremplin pour l’esprit d’entreprise.  
 
Henry Ford déclarait, à propos de New York : « Cette ville n’est pas la création des hommes 
mais celle des assureurs. Sans les assureurs, il n’y aurait pas de gratte-ciel car aucun ouvrier 
n’essaierait de travailler à une pareille hauteur, en risquant de faire une chute mortelle et de 
laisser  sa  famille  dans  la  misère.  Sans  les  assurances,  aucun  capitaliste  n’investirait  des 
millions pour construire pareils buildings qu’un simple mégot de cigarette peut réduire en 
cendres. ».  Derrière  cette  affirmation,  il  y  a  l’idée  que  les  entreprises  humaines  reposent, 
certes, sur une prise de risque, mais que celle-ci doit être limitée. Ce propos semble, à priori, 
en contradiction avec l’association souvent faite entre le risque et le profit. Si le risque est 
moteur  de  l’économie,  n’est-il  pas  incompatible  avec  l’assurance  qui  tend  à  le  réduire ? 
L’assurance, primordiale comme facteur de sécurité, est-elle finalement utile à la croissance ? 
Trois éléments de réponse peuvent être avancés.   
 
Il faut d’abord penser la société d’assurance en tant qu’institution financière. En effet, elle 
doit  constituer  un  patrimoine  en  rapport  avec  ses  engagements,  ce  qui  en  fait  une  force 
d’accumulation du capital et, par conséquent, de financement de l’économie. Pour Pagano 
(1993),  le  processus  d’accumulation  apparaît  comme  beaucoup  plus  efficace  lorsque  la 
performance des intermédiaires tels que les assureurs s’accroît. De même, la multiplicité de 
ces opérateurs permet aux investisseurs de diversifier leur portefeuille et d’investir dans des 
projets à profil de risque plus osé, avec de meilleurs rendements. Enfin, ces intermédiaires 
permettent un accroissement des liquidités, qui œuvre pour une croissance économique plus 
prononcée, en lissant le processus de financement de projets
95.  
 
Le second élément réside dans la transformation de la notion même de risque qui est permise 
par l’opération d’assurance. Par une mise en commun des risques, permettant d’assurer la 
sécurité,  l’opération  d’assurance  donne  une  impulsion  déterminante  à  la  formation  et  la 
conservation du capital, nécessaire à la croissance. D’abord, en faisant du risque un objet de 
connaissance.  Or,  la  peur  vient  souvent  de  ce  que  l’on  ne  connaît  pas.  Ensuite,  en 
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déchargeant, par le transfert, la firme d’une partie de ces risques, réduisant ainsi le caractère 
aléatoire  de  sa  pérennité.  Le  mécanisme  l’incite  également  à  réduire  ses  risques,  dans  la 
mesure où la prime versée est fonction de l’historique des sinistres ou du comportement de 
l’agent. On régularise ainsi des programmes d’investissements en permettant, notamment, de 
prévoir une durée d’amortissement plus longue du capital fixe, même si le coût de production 
est  accru.  Ne  pas s’assurer conduit à naviguer entre le provisionnement – plus lourd que 
l’assurance en général – et le pari.  
 
Le dernier point est l’orientation des investissements vers plus d’innovation. En effet, les 
investissements les plus innovants sont généralement les plus risqués, pouvant parfois susciter 
des risques extrêmes qui ne seraient pas pris en l’absence de mécanisme assuranciel. Sans 
assurance, les incitations à innover seraient bien évidemment plus faibles, dans la mesure où 
le profil de risque est plus aigu dans le cas des projets innovants. L’assurance permet donc un 
choix de projets que l’on doit nécessairement juger plus optimal à l’aune de la croissance. Il 
est donc évident que l’assurance, nécessaire à l’affirmation du capitalisme commercial, est 
encore essentielle à la croissance. Néanmoins, les études empiriques réalisées au sein des pays 
développés ne peuvent distinguer un « niveau optimal d’assurance », ni quantifier précisément 
son apport.   
 
I.C.4.c. Une quantification de l’apport de l’assurance délicate 
 
Des études empiriques ont été réalisées afin d’analyser les apports de l’assurance dans la 
croissance économique des pays développés (panel de données OCDE). Bien sûr, de telles 
études  sont  difficiles  à  mener,  puisque  le  lien  de  causalité  est  parfois  opaque.  Est-ce 
l’assurance qui favorise la croissance ou l’inverse 
96? On peut constater que le rôle joué par 
l’assurance dans les différents modes de croissance dépend profondément de la culture et des 
spécificités des pays concernés
97. Pour Fukuyama (1995), ces spécificités correspondent à des 
niveaux différenciés de confiance dans l’économie de ces différents pays : une distinction est 
faite alors entre des pays comme les Etats-Unis, le Royaume Uni, le Japon ou l’Allemagne 
(pays à haut niveau de confiance dans l’économie), et des pays comme la France ou l’Italie (à 
faible niveau de confiance dans l’économie). Proche de l’idée de spécificité culturelle des 
pays dans son rapport à l’assurance, on peut relever également l’impact de la régulation, qui 
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influence fortement son action sur l’économie. Par ailleurs, des externalités négatives, telles 
que l’aléa moral, peuvent être relevées, dans la mesure où cet élément altère la prise de risque 
de l’assuré
98. Il est donc difficile de quantifier précisément, en prenant cette seule variable, 
l’apport  de  l’assurance  dans  la  croissance.  En  revanche,  on  vérifie  que  tous  les  pays 
développés ont un système assuranciel solide et efficace. Mais, si l’on veut déterminer un 
« niveau optimal d’assurance », il faudrait rentrer dans l’intimité des processus de perception 
des  risques  qui  sont  à  l’œuvre  dans  chaque  pays  et  dépendent  de  données  culturelles. 
Logiquement, un tel niveau de transfert des risques ne serait sans doute pas le même aux 
Etats-Unis et en France, par exemple.  
 
Nous avons vu et tenté d’expliquer que le développement de l’assurance avait été essentiel 
dans l’affirmation du capitalisme commercial ; que l’assurance était aujourd’hui encore au 
cœur des choix économiques optimaux. Comme la puissance publique, elle est l’un des modes 
de sécurisation pour l’individu et la collectivité, nécessaire à l’innovation et à la croissance. 
Mais  l’on  peut  se  demander  si  la  protection,  nécessaire  jusqu’à  un  certain  stade,  permet 
indéfiniment  d’améliorer  les  performances  économiques  ou  si,  au  contraire,  il  existe  un 
optimum au-delà duquel la sécurité grève la croissance.    
 
 
I.C.5.  Sécurité et croissance : une relation monotone ? 
 
 
Comme  lors  de  son  baptême,  l’Etat  Providence  est  aujourd’hui  moqué  et  attaqué :  pour 
Lindbeck, il constitue un obstacle à l’efficacité économique et à la croissance en raison d’un 
manque de flexibilité et d’une concentration sur la sécurité des revenus et la redistribution, 
sans s’attacher aux incitations économiques 
99. Il y aurait donc un hiatus entre la libéralisation 
et, par conséquent, la restriction des interventions publiques des relations extérieures, et la 
densification  des  interventions  dans  le  domaine  intérieur.  Drèze  et  Malinvaud  soulignent 
l’importance de l’Etat providence mais en discernent trois défauts majeurs : des rigidités dans 
le marché du travail occasionnées par la protection des revenus, l’augmentation excessive de 
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la taille de l’Etat et la dette publique
100. En revanche, d’autres investigations, comme celles de 
Barro (1991) ou de Mankiw et al. (1992), réfutent de telles analyses qu’ils jugent simplistes. 
Plus généralement, les résultats des études en la matière sont hétérogènes : on trouve des 
corrélations positives, négatives ou non significatives entre la puissance de l’Etat Providence 
et la croissance. Plus, les mécanismes causaux semblent extrêmement difficiles à établir
101. 
Enfin, et surtout, le même niveau de dépenses publiques peut avoir des impacts totalement 
différents selon l’utilisation qui en est faite. Pour Atkinson, il est donc fondamentalement 
nécessaire  d’ouvrir  la  boite  noire  théorique  si  l’on  veut  fournir  une  réponse à  notre 
interrogation : « Comprendre l’impact de l’Etat providence est une gageure pour la théorie 
économique et pas seulement pour des économètres. »
102.  
 
Dès  lors,  si  nous  avons  vu  que  la  sécurité,  sous  ses  multiples  facettes,  était  nécessaire  à 
l’investissement et à la croissance, rien n’autorise à penser que la relation soit pour autant 
mathématiquement monotone. Néanmoins, il n’y a pas de développement économique dans 
un contexte où chaque engagement – financier ou humain – peut être voué à l’échec par un 
coup du sort. En ce sens, il est effectivement possible de voir la sécurité comme un moteur de 
la croissance économique. Mais, dans cette acception qui met en avant le rôle de la sécurité 
non seulement comme protection, mais comme force motrice, la sécurité n’est qu’un moyen 
en vue d’autre chose, non une fin. Nous allons voir à présent qu’elle constitue également une 
forme de liberté, ayant une valeur en elle-même. Pour cela, nous nous placerons en amont de 
l’occurrence  du  risque.  Certes,  le  danger  peut  modifier  les  réalisations  des  agents  en  cas 
d’occurrence, mais nous verrons également qu’il constitue une privation de liberté, même s’il 
n’y a pas d’occurrence.      
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I.D.  La sécurité : une forme de liberté valorisable économiquement 
 
 
Considérer  la  sécurité  comme  ayant  une  valeur  en  elle-même,  indépendamment  de 
l’occurrence du risque lui-même revient ne plus la voir exclusivement comme un outil en vue 
d’autre chose qui serait matériel. Cela repose sur une hypothèse forte : la possibilité d’intégrer 
dans l’économie des objets immatériels dont la quantification monétaire est souvent malaisée. 
Cette  manière  de  voir  les  choses  ne  s’imposa  pas  facilement  en  Sciences  Economiques. 
Voyons-en la genèse.  
 
 
I.D.1.  Ouvrir l’économie à des objets immatériels : un débat ancien 
 
 
Souvenons-nous de Malthus qui, dans ses Principes d’économie politique, prend la défense 
des  physiocrates  en  donnant  une  définition  très  restrictive  de  la  richesse.  Pour  lui,  la 
quantification est indispensable, et aucune discussion sur l’accroissement relatif de la richesse 
chez  les  différentes  nations  ne  pouvait  être  abordée  sans  un  moyen  d’évaluer  cet 
accroissement 
103.  Cela  conduit  à  une  position  selon  laquelle  l’économiste  ne  doit  pas 
chercher  la  « vraie »  définition  de  la  richesse,  une  sorte  de  « bonheur  global  brut »,  qui 
rendrait la quantification insoluble et les résultats impossibles. Il n’est donc pas permis, dans 
l’économie malthusienne, de s’intéresser à autre chose que le matériel.  
 
Il en est de même pour Pareto, qui effectue dans ses deux ouvrages économiques majeurs 
104 
une  distinction  entre  utilité  et  ophélimité.  Cette  distinction  vise  précisément  à  exclure  du 
champ de l’étude économique ce qui n’appartient pas à la satisfaction proprement matérielle, 
des besoins. L’utilité correspond à une soumission au calcul du goût des hommes : « Si une 
chose  satisfait  aux  besoins  ou  aux  désirs  de  l’homme,  on  disait  qu’elle  avait  une  valeur 
d’usage, une utilité»
105. Pour lui, cette notion est équivoque, et il souhaite la remplacer par le 
terme  d’ophélimité,  s’appliquant  exclusivement  au  matériel.  Ainsi,  l’utilité  serait  d’ordre 
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sociologique, concernant tous les types de satisfaction au-delà de l’économie, et ne donnant 
pas lieu à une méthode rigoureuse à même de rendre compte des phénomènes : « Nous avons 
bien  quelques  notions  sur  l’utilité  de  l’individu,  mais  nos  connaissances  sur  l’utilité  de 
l’espèce sont des plus imparfaites. Pourtant chaque jour on fait de nouveaux progrès en cette 
matière,  et  le  temps  n’est  peut-être  pas  éloigné  où  la  science  de  l’utilité  aura,  comme  la 
science  de  l’ophélimité,  une  base  sûre  et  une  méthode  rigoureuse »
106  Deux  éléments 
apparaissent dans cette phrase.  
 
D’abord, il considère que les paramètres entachés du sceau de la subjectivité génèrent des 
problèmes « insolubles dans l’état actuel de la science »
  107, et appartenant au domaine de 
l’abstraction . Cependant, il montre également son espérance que l’on puisse arriver un jour à 
un critère de jugement supérieur, à un juge de paix, à l’aune duquel juger des alternatives en 
tenant  compte  de  paramètres  jusque  là  considérés  subjectifs :  l’économie  n’attend  qu’une 
analyse  plus  fine  de  l’utilité,  plus  large  que  l’ophélimité.  La  véritable  question  que  pose 
Pareto,  et  à laquelle il répond par la négative, est la suivante : est-il raisonnable d’ouvrir 
aujourd’hui  la  boîte  noire  du  sujet  et  de  s’éloigner  d’une  prise  en  compte  exclusivement 
matérielle des attentes individuelles ou collectives ? 
 
Pendant de nombreuses années suivant les travaux de Pareto, l’enrichissement d’une fonction 
d’utilité ou d’un critère de bien-être incluant l’immatériel n’a pas été véritablement abordé. 
Encore aujourd’hui, la comptabilité nationale repose sur la vision marchande qui prévalait 
alors. D’un point de vue théorique, il fallut attendre les travaux d’Arrow avant d’avoir une 
vision enrichie de l’Economie. En effet, en amont du théorème d’impossibilité, il considérait 
essentiel  d’intégrer  de  nouveaux  critères  pour  évaluer  les  préférences  individuelles.  Il 
distingue alors l’ordre individuel fondé seulement sur des goûts de celui fondé également sur 
des valeurs. Dans le second, la seule consommation matérielle ne suffit plus à décrire les 
préférences des agents. C’est, pour Arrow, ce critère de classement qu’il serait nécessaire 
d’incorporer à une théorie du bien-être conduisant à un optimum social
108. Comment alors 
prendre en compte les valeurs, si le mécanisme de marché ne prend en compte, comme le 
signale Arrow, que les préférences fondées sur les goûts ? Seule l’impulsion de la puissance 
publique peut permettre d’atteindre un équilibre fondé sur les valeurs. Cette distinction est 
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d’ailleurs  assez  analogue  à  celle  adoptée  par  Pigou
109,  qui  dissociait  l’impact  des  coûts 
sociaux et des coûts privés dans le processus de production. Mais, il fallut attendre encore 
avant que l’idée d’inclure une large palette d’indicateurs de bien-être commence à entrer dans 
les esprits.  
 
Dans cette évolution, les travaux d’Amartya Sen ont eu une importance considérable
110. Pour 
lui, l’économie comporte, une double tradition éthique et mécaniste
111. Dès lors, elle doit 
d’abord s’interroger sur des critères permettant de juger du bien-être collectif, nécessairement 
plus larges que ce qui est habituellement quantifié par les revenus. D’autres économistes, tels 
Haq (1995) ont progressé dans cette voie, contribuant ainsi à enrichir les indicateurs de bien-
être économique. Il est effectivement significatif de voir l’un des rapports du Programme des 
Nations Unies pour le Développement intitulé Du bien-être des nations. L’idée suivante y 
figure  désormais  en  bonne  place : les  biens  ne doivent pas être valorisés intrinsèquement, 
mais considérés comme les instruments de la réalisation de certaines potentialités telles que la 
santé,  la  connaissance,  l’estime  de  soi  et  l’aptitude  à  participer  activement  à la vie de la 
communauté
112.  Pour  certains  économistes,  la  sécurité  figure  même  explicitement  dans 
l’ensemble des critères à inclure dans le bien-être collectif. Par exemple, Osberg et Sharpe 
(2002), fondent un indice de bien-être incluant ce qu’ils appellent la « sécurité économique » : 
préservation de l’emploi, de la maladie ou de la pauvreté durant la vieillesse. Cet élément 
n’est pas monétaire, mais conçu comme incluant un phénomène psychologique – l’anxiété 
pour  le  futur  –  qui  a  son  autonomie  propre
113.  L’indice  ainsi  obtenu  chamboule  les 
classements de richesses habituellement fondés sur le seul PIB.  
 
En ce sens, un certain nombre de paramètres ont été peu à peu inclus dans des estimations du 
bien-être, valant pour eux-mêmes et non comme support à une activité productive. Il peut en 
être de même de la sécurité que nous n’avons pour l’instant pas examinée sous cet angle. 
Voyons plus précisément quels furent, au cours des dernières décennies, les principaux modes 
de  prise  en  compte  d’éléments  immatériels  dans  l’Economie  afin  de  concevoir  un  cadre 
méthodologique permettant de cerner la sécurité sous ses différentes facettes.  
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I.D.2.  La notion de « biens premiers » : un apport de la philosophie largement utilisé en 
économie du bien-être 
 
Les travaux de John Rawls
114 sont particulièrement connus et actuels en ce qu’ils ont pour but 
de  fonder  en  raison  les  principes  d’une  société  juste,  tout  en  partant  d’une  pluralité  des 
conceptions du bien. Ils trouvent en ce sens une consonance particulière dans le domaine de 
l’économie du bien-être. Le philosophe distingue deux types de biens : les biens premiers 
naturels, qui sont répartis de façon naturellement inégale ; les biens premiers sociaux, qui 
doivent  être  répartis  de  façon  égale. Il s’agit là de libertés de base : « Les biens premiers 
sociaux sont, pour les évoquer dans les grandes lignes, les droits, les libertés, les revenus et la 
santé. […] L’idée principale est que les biens d’une personne sont déterminés par ce qui 
constitue pour elle le plan de vie à long terme le plus rationnel dans le cadre de circonstances 
raisonnablement favorables »
115. Ces libertés forment ce qu’il appelle « les bases sociales du 
respect de soi ». A cela, s’ajoute l’importance des valeurs, comme nous l’avons vu. Mais, il va 
plus loin que cette seule affirmation, en prenant en compte dans les bases sociales du respect 
de soi, à la fois les droits et les libertés. Cette vision des choses a été critiquée, notamment par 
Walzer  dans  Spheres  of  Justice
116,  trouvant  les  propos  de  Rawls  réducteurs :  pour  lui,  la 
répartition des biens premiers sociaux doit toujours rester fonction de la nature de ces biens 
comme  des  individus  et  ne  pas  être  conçue  de  manière  générale.  Pourquoi,  malgré  cela, 
l’analyse de Rawls permet-elle de voir l’économie du bien-être sous un jour différent et nous 
fournit des pistes à même de cerner la sécurité plus complètement que nous ne l’avons fait ?  
 
En distinguant les biens premiers des autres formes de biens, il permet d’abord de séparer ce 
dont l’individu est responsable de ce dont il n’est pas responsable, ce qui fut largement utilisé 
en Economie du bien-être et du choix social
117. D’autre part, à l’intérieur même des biens 
premiers,  il  distingue  les  biens  premiers  naturels  (les  talents,  pourrait-on  dire)  des  biens 
premiers  sociaux  qui  doivent  être  répartis  de  façon  égale.  En  y  incluant  les  droits  et  les 
libertés, il nous permet de mieux comprendre le statut de la sécurité. D’abord, parce que 
l’existence d’une société bien ordonnée, régulée par une conception publique de la justice est, 
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selon  le  philosophe,  le  seul  moyen  de  permettre  le  bien-être  de  ses  membres :  « Chacun 
accepte  et  sait  que  les  autres  acceptent  les  mêmes  principes  de  justice,  et  les  institutions 
sociales de base satisfont et sont reconnues pour satisfaire ces principes»
118. Dans une société 
bien ordonnée, les individus acquièrent donc un sens de la justice ainsi que des sentiments 
moraux. En ce sens, l’absence de sécurité constitue une rupture dans ce lien fondamental. 
Ensuite, parce que la sécurité est, pour Rawls, l’une des pièces essentielles de ce qu’il appelle 
le respect de soi
119. Ce respect inclut à la fois le sentiment que la conception du bien d’un 
individu est valable, et la confiance dans les possibilités de suivre une voie en accord avec 
cette conception. L’absence de sécurité constitue une rupture dans ce sentiment et, par la 
même,  avec  ce  qui  est  présenté  comme  le  respect  de  soi.  Enfin,  parce  que  l’absence  de 
sécurité est avant tout une rupture qui empêche le déroulement de « plans de vie rationnels ».  
 
Dans le cadre de la conceptualisation offerte par Rawls, il est donc légitimement possible 
d’affirmer que la sécurité fait partie des biens premiers sociaux. Elle est l’une des formes de 
liberté permettant aux individus de mener à bien des plans de vie : si les droits et les libertés 
sont  pour  Rawls  des  biens  premiers  sociaux,  la  sécurité  doit  participer  de  cet  édifice.  Il 
importe  néanmoins  de  compléter  la  conceptualisation  rawlsienne  en  suivant  les  travaux 
d’Amartya  Sen.  En  effet,  Rawls  n’effectue  pas  de  lien  véritable  entre  les  biens  premiers 
sociaux  et  les  projets  de  vie  qu’ils  permettent ;  pas  de  lien  non  plus  entre  les  biens 
économiques et les biens premiers sociaux. L’économiste indien, en revanche, nous éclaire 
sur ces relations.  
 
 




Pour Amartya Sen, la véritable question n’est pas celle des revenus ou des biens, mais celle 
des droits et de la liberté de mener une vie valorisable. En cela, il se démarque notamment des 
utilitaristes,  pour  lesquels  ces  éléments  ne  constituent  que  des  moyens  pour  obtenir  autre 
chose
120.  Prenons  justement,  pour  l’illustrer, un exemple propre au fait criminel, que Sen 
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détaille à merveille. Un épicier, dont la réussite a suscité de nombreuses jalousies, se fait 
saccager sa boutique par une dizaine de jeunes désoeuvrés. Abordons la question en termes 
d’utilité : posons que son utilité est de 15, en temps normal, et de 10 s’il subit un tel assaut. 
Chacun des dix jeunes désoeuvrés a une utilité de 5, qui montera à 6 s’ils peuvent accomplir 
leur méfait. La maximisation de l’utilité totale conduirait la collectivité à ne pas intervenir en 
faveur de cet épicier. Et pourtant, il est intuitivement indispensable de le faire. Ce n’est qu’en 
introduisant le concept des droits de chaque agent dans un critère global de bien-être que l’on 
peut théoriquement empêcher un tel acte. En ce sens, le point de vue de Sen est de défendre 
les droits en ce qu’ils sont et non pour obtenir une production matérielle quelconque, comme 
le feraient les utilitaristes en utilisant un critère qui ne correspond pas à son idée de la justice. 
Dans cet exemple, et nous y reviendrons plus en détail par la suite, la sécurité constitue l’une 
des formes de liberté nécessaire à l’accomplissement d’un projet de vie valorisable. Elle a 
ainsi  un  caractère  à  la  fois  instrumental  et  intrinsèque.  Voyons  à  présent  l’architecture 
conceptuelle mobilisée par Sen, et sur laquelle nous nous fonderons pour donner un statut à la 
notion de sécurité.  
 
Sen appelle mode de fonctionnement « functioning », une réalisation faisant partie de la vie 
d’un individu. L’espace des modes de fonctionnement accessibles à une personne correspond 
en  fait  à  l’ensemble  des  réalisations  possibles  pour  cette  personne :  la  vie  que  mène  une 
personne  peut  être  considérée  comme  une  combinaison  de  modes  de  fonctionnement.  De 
même, il appelle espace des capabilités l’ensemble des moyens dont dispose un individu pour 
mener  la  vie  qu’il  entend.  Cet  espace  détermine,  par  conséquent,  l’espace  des  modes  de 
fonctionnement qui lui sont accessibles. Prise individuellement, une capabilité désigne une 
dimension de cet espace. On peut en donner quelques exemples : la santé, l’éducation, la 
nutrition,  la  « possibilité  d’apparaître  en  public  sans  avoir  honte »…C’est  ce  terme  de 
capabilité qui, pour Sen, représente le mieux l’idée qu’il se fait de la liberté et ce qui doit 
fonder les comparaisons en économie du bien être
121. Ainsi, du point de vue de Sen, ce qui 
fait sens n’est pas le revenu en tant que tel, mais bien plutôt les activités permises dans une 
existence. Le revenu – ou les biens - ne peut donc avoir de signification qu’en rapport avec 
des opportunités, parmi lesquelles les capabilités donnent la possibilité de choisir. Ce que Sen 
appelle espace des capabilités dépend à la fois des biens possédés par chacun, mais aussi des 
possibilités  de  convertir  ces  biens  en  réalisations  accomplies  (ou,  pour  reprendre  le 
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vocabulaire de Sen, en modes de fonctionnement). Comment est-il alors possible, dans cette 
construction, de lier les biens possédés et les réalisations accessibles (même si elles ne sont 
pas effectivement choisies) ?  
 
Le  point  de  départ  amont  est  constitué  par  les  biens  eux-mêmes,  qui  présentent  des 
caractéristiques. Ces caractéristiques peuvent alors être mobilisées pour donner accès à un 
ensemble de modes de fonctionnement (ou réalisations) accessibles. Rappelons que ce qui 
compte  dans  l’esprit  de  Sen  est  en  fait  l’ensemble  des  réalisations  rendues  accessibles 
(ensemble des opportunités ou Capabilités), et non pas le mode de fonctionnement qui sera 
choisi in fine par l’agent en fonction de ses goûts (c’est-à-dire en se fondant sur sa propre 
fonction d’utilité, éminemment subjective pour Sen). On peut illustrer cette chaîne en prenant 
l’exemple d’une bicyclette : « Bien sûr, c’est un bien. Il a différentes caractéristiques et nous 
pouvons nous concentrer sur l’une d’entre-elles, à savoir le transport. Posséder un vélo donne 
à une personne la possibilité de se déplacer en des lieux où elle n’aurait pas pu le faire sans 
bicyclette. Donc, la caractéristique de transport du vélo donne à la personne la capabilité de 
se déplacer. Cette capabilité donne à la personne une certaine utilité»
 122 . Il rajoute que c’est 
« la troisième catégorie – celle de la capabilité de se déplacer – qui est la plus proche de la 
notion de niveau de vie »
123. 
 
On peut alors schématiser les liens de la manière suivante : 
Biens ￿ Caractéristiques ￿ Capabilités ￿ Mode de fonctionnement  ￿ Utilité 
 
On peut alors se demander comment le critère des capabilités – ou, plus précisément, de 
l’espace des capabilités - peut être comparé aux autres critères adoptés pour mesurer le bien-
être (critères rawlsien ou utilitariste)
124.  
 
La  notion  de  capabilité  de  base  correspond  à  une  capacité  d’accomplir  certains  actes 
fondamentaux. Elle diffère en cela de l’éthique rawlsienne, dans la mesure où le concept de 
bien premier s’intéresse aux biens eux-mêmes et non aux effets de ces biens sur l’individu, 
comme le fait Sen. Au concept de justice distributive, Sen substitue un concept plus large 
fondé sur les « opportunités réelles » des individus. Mais, la coupure est plus nette encore 
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avec la conception utilitariste, qui part des effets des biens sur les individus, en raisonnant 
uniquement  à  partir  de  leurs  réactions  mentales,  que  ce  soit  à  travers  la  satisfaction 
(utilitarisme classique)
125 ou l’assouvissement des désirs (utilitarisme moderne)
126.  Pigou, par 
exemple, affirmait dans une posture classique : « il est raisonnable de supposer que la plupart 
des biens, essentiellement ceux de grande consommation, comme la nourriture ou les habits, 
sont voulus comme des moyens de satisfaction et seront, par conséquent, désirés avec une 
intensité  proportionnelle  à  la  satisfaction  que  l’on  attend  d’eux. »
127.  Ramsey  mettait,  en 
revanche, l’accent sur les désirs : « La théorie que je propose d’adopter est que l’on recherche 
les choses que l’on désire, pouvant être constitutives de notre plaisir ou de celui de quelqu’un 
d’autre, et que nous agissons en direction de leur réalisation. »
128 Dans un cas comme dans 
l’autre, on se réfère à des états mentaux, ce qui diverge de l’approche par les opportunités (ou 
capabilités) privilégiée par Sen. Si l’économiste indien reconnaît, dès le premier chapitre de 
son livre Ethique et Economie, que le versant subjectif ne peut être ignoré (il importe de 
prendre en compte la véritable satisfaction des individus dans la réalisation d’un projet de 
vie), il relève également l’écueil que cela comporte. En effet, la relativité face aux aspects 
contingents  de  la  vie  peut  rendre  considérablement  différent  un  même  bien  pour  deux 
personnes différentes, alors que les deux personnes ont chacune le droit de le posséder.  
 
En mettant l’accent sur les opportunités, Sen se rapproche du concept de « liberté réelle » 
élaboré par Marx. Du point de vue philosophique, on passe d’une vision utilitariste à une 
vision  aristotélicienne :  l’action  (ou  la  possibilité  d’action)  des  individus  est  au  centre  de 
l’analyse, au-delà de la seule satisfaction des désirs. Une telle conceptualisation est séduisante 
car elle nous permet de comprendre l’économie du bien-être et du choix social à travers le 
prisme de la liberté offerte aux individus. On peut alors légitimement se demander en quoi 
elle nous aide à cerner, plus complètement que nous ne l’avons fait, les différentes facettes de 
la sécurité. 
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I.D.3.a. La sécurité comprise comme Capabilité 
 
Déjà  pour  les  classiques,  la  sécurité  est  apparue  comme  une  forme  essentielle  de  liberté, 
valable non seulement dans le cadre d’un processus de production, mais aussi pour elle-même 
et ayant, de ce fait, une valeur économique. Pour Smith, ce point de vue est déjà sensible :   
« C’est de l’administration impartiale de la justice que dépend la liberté de tout individu, à 
savoir le sentiment qu’il a de sa propre sécurité »
129. Cependant, c’est surtout en dehors de la 
science économique que cette vision s’affirme. Montesquieu nous donne déjà cette définition 
de la liberté : « La liberté consiste dans la sécurité de chaque citoyen et dans la conscience 
qu’il en a »
130. La sécurité a donc assez tôt été comprise comme l’une des formes de liberté 
ayant, à ce titre, une valeur en elle-même. L’approche initiée par Sen permet-elle d’éclairer 
cette forme particulière de liberté ?  
 
Différentes écoles ont tenté d’élaborer une liste des capabilités. Dans ces approches, Erikson 
(1993) et Allardt (1993) – approche dite suédoise, Alkire et Black (1997), Nussbaum (1995, 
2000  et  2003),  ou  Robeyns  (2003),  on  ne  trouve  pas,  en  tant  que  telle,  la  sécurité.  Les 
éléments qui reviennent le plus souvent sont la mortalité, la santé, l’éducation, le logement, 
l’emploi ou les conditions de travail, les relations sociales, les loisirs. De même, de façon plus 
appliquée,  le  Programme  des  Nations  Unies  pour  le  Développement  intègre  de  nouveaux 
indices dans son indicateur de bien-être. Mais ceux-ci ont trait, le plus souvent, à la santé, 
l’éducation,  la  guerre  ou  la  protection  sociale.  La  sécurité  n’y  est  pas  intégrée  de  façon 
explicite. 
 
Pourtant, la sécurité peut être considérée comme une capabilité. D’un point de vue appliqué, 
en premier lieu : si la sécurité n’appartient pas aux catégories citées plus haut, elle figure dans 
tous les éléments discernés, de la protection contre la mort violente à la « sécurisation des 
existences ».  D’un  point  de  vue  théorique  ensuite :  souvenons-nous  que  l’espace  des 
capabilités est caractérisé par deux éléments : les biens, d’une part ; la capacité de l’individu à 
convertir les caractéristiques de ces biens en modes de fonctionnement, d’autre part. Or, la 
sécurité affecte à la fois les biens et les fonctions permettant une telle conversion. En ce sens, 
elle gouverne l’ensemble des modes de fonctionnement accessibles aux agents constitutif de 
l’espace des capabilités. Dès lors, il est possible de la considérer comme une capabilité, c’est-
                                                 
129 Cf. Smith (1776).  
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à-dire en reprenant notre définition, l’un des moyens dont dispose l’individu pour mener la vie 
qu’il entend. Il nous appartient à présent de modéliser cette dimension de la liberté réelle 
offerte aux agents, en nous appuyant en premier lieu sur l’axiomatisation proposée par Sen, 
puis en construisant notre propre axiomatique.  
 
 
I.D.4.  Modéliser la sécurité comme une capabilité  
 
 
Nous l’avons vu : la sécurité apparaît comme l’un des moyens nécessaires pour choisir une 
vie valorisable parmi un ensemble de modes de fonctionnement (c’est-à-dire de réalisations) 
possibles. Ainsi, c’est l’une des formes de liberté que Sen appelle capabilités. Elle a une 
double  influence  sur  les  biens,  d’une  part ;  la  capacité  de  l’individu  à  convertir  les 
caractéristiques de ces biens en modes de fonctionnement, d’autre part. Mais, cette capabilité 
est atypique dans la mesure où elle repose sur un univers incertain alors que l’axiomatique 
élaborée  par  Sen  est  conçue  en  univers  certain.  Néanmoins,  il  importe  d’exposer  la 
conceptualisation du prix Nobel d’économie avant de voir comment nous pouvons capitaliser 
dessus en univers incertain. Sur quoi repose-t-elle du point de vue formel ?   
 
I.D.4.a. L’apport d’Amartya Sen en univers certain  
 
Nous avons déjà vu qu’il n’était pas optimal, pour notre problématique, de se placer dans une 
vision  utilitariste.  Mais,  cette  médaille  a  son  revers.  Si  l’axiomatique  fondant  le  concept 
d’utilité permet une comparaison cardinale naturelle entre deux situations, la chose est moins 
aisée si l’on veut comparer deux espaces de capabilités, c’est-à-dire deux situations offrant 
des  perspectives  de  réalisations  (ou modes de fonctionnement) différentes. Voyons-le plus 
formellement en suivant les notations introduites par Amartya Sen.  




On appelle :  
 
i x , un vecteur de biens possédés par une personne i 
 
() . c , la fonction qui convertit ce vecteur de biens en un vecteur de caractéristiques. Cette 
fonction n’est pas nécessairement linéaire.  
 
() . i f , une fonction personnelle d’utilisation par la personne i des caractéristiques de ces biens. 
Cette fonction prend pour argument le vecteur des caractéristiques pour donner un vecteur des 
fonctionnements offerts à la personne i.  
 
i X , l’ensemble des biens, parmi lesquels la personne i peut choisir le vecteur de biens i x . 
 
i F ,  l’ensemble  des  fonctions  d’utilisation,  parmi  lesquelles  la  personne  i  peut  choisir  la 
fonction réellement utilisée () . i f .    
 
On  peut alors écrire le vecteur de fonctionnement réel d’une personne ayant choisi la fonction 
d’utilisation  () . i f  à partir du vecteur des biens  i x  : 
   
( ) ( ) i i i x c f b=  
 
bi est donc le mode de fonctionnement de la personne i, correspondant à une réalisation au 
cours de sa vie.  
 
On appelle  () . i h , la fonction de satisfaction qui prend pour argument un fonctionnement de la 
personne i et donne un niveau de bien-être de cette personne associé à cette réalisation. Le 
niveau de satisfaction occasionné par cette réalisation correspondant à la définition classique 
de l’utilité :  
 
                                                 
131 Les notations utilisées sont celles de Sen (1985).    83 
( ) ( ) ( ) i i i i x c f h u=  
 
Quelle lecture peut-on faire de cette architecture formelle ?  Le vecteur bi (qui correspond à 
un mode de fonctionnement) s’apparente à ce que l’on peut appeler l’étant, alors que l’utilité 
définie ci-dessus correspond à la satisfaction qui en est dégagée. Mais la satisfaction n’est pas 
la seule évaluation possible attachée à une réalisation. En effet, la satisfaction ne dit rien sur le 
bien-fondé  de  celle-ci ;  elle  rend  seulement  compte  de  la  sensation  éprouvée  lorsqu’elle 
s’accomplit.  On  voit  bien  ici  la  distinction  opérée  par  Sen  entre  la  notion  de  modes  de 
fonctionnement et celle d’utilité. Pour l’économiste, il est nécessaire de trouver un sens plus 
large,  non  utilitariste,  de  l’évaluation  d’un  mode  de  fonctionnement  et  qui  n’inclut  pas 
seulement la satisfaction. Il note alors vi cette évaluation, avec :  
 
( ) ( ) ( ) i i i i x c f v v=  
 
Cependant,  cette  démarche  n’est  pas  toujours  possible,  dans  la  mesure  où  l’on  n’a  pas 
toujours une ordination complète des alternatives permettant d’associer une valeur aux modes 
de fonctionnement étudiés. En revanche, il est possible d’effectuer un classement partiel de 
ces modes, correspondant à une extension de la vision précédente, que l’on retrouve dans le 
cas  où  l’ordination  est  complète.  En  suivant  Sen,  nous  définissons  deux  types  de 
comparaisons entre les modes de fonctionnement :  
 
-  R, qui signifie « au moins aussi bon que » 
-  P, qui signifie « strictement meilleur que » 
 
Nous n’avons jusque là pas parlé d’ensemble des réalisations accessibles à un individu, mais 
seulement  de  la  comparaison  de  réalisations  ponctuelles,  en  tâchant  de  leur  associer  une 
valeur ou de les confronter deux à deux. Or, l’espace des possibles qui s’offre aux agents a 
bien une valeur en tant que tel : c’est le sens des apports de Sen, qui met en exergue la notion 
de liberté positive face à un choix entre différents modes de fonctionnement. Ainsi, même si 
l’on offre des opportunités qui ne seront pas saisies in fine, elles ont tout de même une valeur 
que l’on doit prendre en compte. Prenons l’exemple de la sécurité face au crime : même si 
quelqu’un décide de rester chez lui, la possibilité de sortir sans craindre une agression est 
valorisable en elle-même. Il faut donc adopter une perspective plus large que celle de l’unique   84 
mode de fonctionnement choisi in fine.  C’est dans cet esprit que Sen a fondé son axiomatique, 
en s’attachant à ce qu’il appelle l’espace des capabilités. Pour cela, il procède en deux étapes.  
 
1) Pour un vecteur xi de biens mobilisés par la personne i, les modes de fonctionnement qui 
lui sont accessibles sont notés ( ) i i x P , avec :  
 
( ) ( ) ( ) ( ) , / ; . i i i i i i i i i P x F b b f c x f F   = = Î    
 
Cette première restriction est fondée sur les possibilités dont dispose l’agent i à convertir les 
caractéristiques des biens en des modes de fonctionnement. Par exemple, si un agent dispose 
d’une voiture mais qu’il n’a pas à sa disposition de véritable réseau routier, il ne pourra pas se 
déplacer correctement. Cette première étape permet déjà d’illustrer le fait que la liberté d’un 
individu ne se réduit pas aux biens dont il dispose, mais doit également tenir compte des 
possibilités qu’il a des les convertir en des réalisation concrètes.  
 
2) La seconde étape consiste à considérer également que les biens pouvant être utilisés par 
l’agent i appartiennent à un ensemble restreint. Pour reprendre l’exemple précédent, il ne 
servira à rien à un individu de disposer d’un réseau routier s’il n’a pas de quoi se payer une 
voiture.  Dans  ce  cas,  les  modes  de  fonctionnement  accessibles  à  la  personne  i,  dont 
l’ensemble des biens est réduit à Xi, sont notés  ( ) , i i i Q X F , avec :  
 
( ) ( ) ( ) ( ) , / ; . , i i i i i i i i i i i Q X F b b f c x f F x X   = = Î Î   
 
Cet ensemble représente véritablement la liberté qu’a une personne en termes de modes de 
fonctionnement étant donnés à la fois les fonctions de transformation dont il dispose Fi , et les 
biens qui peuvent lui être accessibles s’il le souhaite – ensemble noté Xi. C’est cet ensemble 
Qi qui peut être appelé espace des capabilités de la personne étant donnés ces paramètres. 
Cela  reflète  les  modes  de  fonctionnement  auxquels  cette  personne  a  accès.  Il  s’agit  donc 
d’évaluer – ou de comparer – les espaces de capabilités  entre eux. Voyons comment il est 
possible de mener à bien cet objectif.  
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Eléments d’évaluation et de comparaison entre espaces de capabilités 
 
Une première tentative peut consister à définir une classe de valeurs à partir des modes de 
fonctionnement. On notera cet ensemble de valeurs Vi, avec : 
 
( ) / ; i i i i i i i V v v v b b Q   = = Î   
 
Si l’on adopte un principe de jugement fondé sur la réalisation ayant la plus haute valeur, 
l’évaluation de la l’espace des capabilités  Qi devient alors :  
 
( ) ( ) ( ) ( ) * max i i i i
i i







Cependant,  cette  démarche  n’est  pas  toujours  possible,  comme  nous  l’avons  vu,  dans  la 
mesure où il souvent difficile d’effectuer une ordination complète des alternatives. Rappelons 
l’ordination partielle que propose Sen, fondée sur les modes de fonctionnement : 
-  R, qui veut dire « au moins aussi bon que » 
-  P, qui signifie « strictement meilleur que » 
 
Sen infère de ces comparaisons partielles des comparaisons sur les espaces de capabilités, qui 
sont également des relations partielles : 
 
-  R*, signifie « au moins aussi bon que », est définit comme suit :  
 
2 1 *Q R Q  Si et seulement si : 
1 * b Q $ Î , tel que  2 ' b Q " Î , alors :  * ' b Rb  
 
- P*, relation d’ordre asymétrique signifie « strictement meilleur que », est définit comme 
suit : 
 
2 1 *Q P Q  Si et seulement si : 
2 1 *Q R Q , Sans avoir 
1 2 *Q R Q   
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On peut tenter d’aller au-delà de l’ordination partielle R*, qui peut être incomplète, avec un 
système de scoring.  
 
Pour cela, nous définissons : 
 
( ) [ ] 2 2 , '/ ' : ( ') N b Q card b b Q bRb = Î Ø , où le signe Ø, placé devant ( ') bRb  signifie : « b n’est 
pas au moins aussi bon que b’ ». 
 
On peut alors définir N* comme suit :  
 
( ) ( ) ( ) 2
1







Cela  amène  Sen  à  proposer  un  premier  critère  de  comparaison  entre  les  espaces  de 
capabilités :   
 
2 1 *Q R Q   Si et seulement si  ( ) ( ) 1 2 2 1 , * , * Q Q N Q Q N £  
 
De même, ce critère est logiquement étendu dans le cas asymétrique de la manière suivante :  
 
2 1 *Q P Q  Si et seulement si 
2 1 *Q R Q , Sans avoir 
1 2 *Q R Q  .  
 
Selon ce système de scoring, l’espace de capabilités est jugé à l’aune d’une comparaison 
entre  les  modes  de  fonctionnement.  Si  un  mode  de  fonctionnement  n’est  jamais  dominé, 
l’espace de capabilités auquel il appartient sera considéré comme meilleur que celui auquel 
on  le  compare,  même  s’il  est  plus  restreint.  Nous  comprenons  bien  qu’émerge  ici  une 
véritable  difficulté  puisque  nous  n’accordons  aucune  valeur  à  la  liberté  de  choix  en  elle-
même. Or, nous voulons assigner une valeur propre à l’extension de l’ensemble du champ des 
possibles Qi, qui ne peut se réduire au mode de fonctionnement finalement choisi. Il faut donc 
aller plus loin si l’on veut en tenir compte. Et, l’on peut se demander comment il est possible 
de  rendre  compte  de  la  liberté  de  choix  qui  s’offre  parmi  un  ensemble  de  modes  de 
fonctionnement  (de  réalisations)  accessibles.  En  réalité,  deux  écueils  symétriques  sont  à 
éviter :    87 
 
-  d’une part, celui qui vise à ne juger un ensemble d’alternatives qu’à l’aune de son 
meilleur élément (ne pas tenir compte de la liberté). C’est ce que nous venons de voir. 
-  de  l’autre,  celui  qui  juge  la  liberté  offerte  par  un  ensemble  de  choix  à  l’aune  du 
nombre (ou du cardinal) des opportunités offertes (tenir compte de la liberté, mais sans 
la lier aux préférences des agents). Cette extrémité a conduit des économistes, s’ils 
valorisent  l’éventail  de  choix  comme  une  valeur  intrinsèque,  à  concevoir 
nécessairement l’ajout d’une opportunité – même désastreuse - comme accroissement 
de la liberté et, par conséquent, comme un phénomène valorisable en soi
132. De notre 
point  de  vue,  cette  approche  est  insuffisante  puisqu’elle  revient  à  décorréler 
complètement l’espace des capabilités de la qualité des modes de fonctionnement.  
 
En  suivant  Sen,  nous  considérons  que  la  liberté  de  choix  représentée  par  l’espace  des 
capabilités ne peut être analysée sans tenir compte des modes de fonctionnement eux-mêmes. 
Un lien doit être maintenu entre l’éventail de choix et la nature des choix qui s’offrent aux 
agents. Cela suppose de fonder une axiomatique sur le nombre des alternatives, mais aussi sur 
les préférences des individus face à ces alternatives. Voyons les axiomes posés par Sen avant 
de proposer une extension en univers incertain.   
 
Une axiomatique fondée sur les préférences des agents
133 
 
Sen  définit  des  relations  de  dominance  faible  et  de  dominance  forte  entre  espace  de 
capabilités, de la manière suivante :   
 
2 1 Q D Q w , si et seulement si :  
 







Î " ® $
=
Í $
b bRg Q b Q Q g et
Q card Q card
Q Q








On  dira,  dans  ce  cas,  que  1 Q   exerce  une  dominance  faible  sur  2 Q ,  pour  reprendre 
l’axiomatique de Sen (1991). 
                                                 
132 Cf. Suppes (1987).  
133 Les relations de dominance sont celles énoncées dans Sen (1991).      88 
 
On peut définir, de même, la dominance forte :  
 
2 1 Q D Q s , Si et seulement si 
2 1 Q D Q w  et  1' b Q " Î , alors :  ( ) bPg b   
 
Pour garder un lien entre l’éventail des choix et les préférences des agents, deux temps sont 
nécessaires : d’abord, on cherche un sous ensemble de modes de fonctionnement, compris 
dans le plus large des espaces de capabilités, et comportant le même nombre de modes que le 
second. Il est donc possible d’établir une bijection entre ce sous ensemble et le second espace 
de capabilités, permettant de comparer deux à deux les modes de fonctionnement. S’il est 
possible  de  trouver  un  sous  ensemble  et  une  bijection  tels  que  chacun  des  modes  de 
fonctionnement contenu dans le sous ensemble soit « au moins aussi bon » que celui auquel 
on le compare, alors le premier espace est « au moins aussi bon que » le second. On peut 
observer alors que les préférences entre les modes de fonctionnement sont toujours respectées. 
Par ailleurs, comme la comparaison s’est faite sur un sous ensemble, l’ensemble de départ 
contient forcément au moins autant d’éléments que le second ensemble. Nous avons bien un 
mode de comparaison fondé à la fois sur le nombre d’alternatives offertes aux agents et sur 
leurs préférences. Deux axiomes peuvent alors être posés :  
 
Axiome 1 - 
2 1 2 1 *Q R Q Q D Q w ⇒ , qui devient, sous sa forme stricte : 
 
Axiome 2 - 
2 1 2 1 *Q R Q Q D Q w ⇒  et, en plus 
2 1 2 1 *Q P Q Q D Q s ⇒  
 
Remarquons d’ores et déjà que cette condition est très contraignante et ne fait pas état des cas 
dans lesquels l’éventail de choix s’oppose aux préférences sur les modes de fonctionnement. 
L’ensemble supérieur – ou au moins équivalent – est celui qui a à la fois les plus larges 
possibilités  et  qui  contient  les  modes  de  fonctionnement  meilleurs  que  ceux  du  second 
ensemble. Voyons s’il existe une manière convaincante de relâcher ces contraintes. La piste la 
plus simple est alors de ne plus tenir compte des préférences des agents entre les modes de 
fonctionnement.  Cela  nous  conduirait,  dans  un  premier  temps  à  poser  les  deux  axiomes 
suivants :   
 
Axiome 3 - 
2 1 2 1 *Q R Q Q Q ⇒ Ê , qui devient, sous sa forme stricte   89 
 
Axiome 4 - 
2 1 2 1 *Q R Q Q Q ⇒ Ê  et , en plus, 
2 1 2 1 *Q P Q Q Q ⇒ É  
 
Ce type d’axiome est indépendant des préférences, mais est néanmoins très contraignant, dans 
la mesure où il exige que l’un des deux ensembles soit contenu dans l’autre. Il n’apporte donc 
rien par rapport aux deux axiomes précédents.  
 
Les axiomes qui suivent sont nettement moins contraignants, car fondés uniquement sur le 
nombre d’éléments contenus.  
 
Axiome 5 -  ( ) ( ) 2 1 2 1 *Q R Q Q card Q card ⇒ ³ , qui devient, sous sa forme stricte : 
 
Axiome 6 -  ( ) ( ) 2 1 2 1 *Q R Q Q card Q card ⇒ ³ , et, en plus  ( ) ( ) 2 1 2 1 *Q P Q Q card Q card ⇒ >  
 
Ce type d’axiome est effectivement peu contraignant, mais il revient à valoriser l’espace des 
capabilités uniquement en fonction du nombre d’alternatives possibles. Or, nous l’avons vu, 
ce n’est pas pertinent pour juger de la liberté des agents. Un exemple simple permet de s’en 
convaincre, en comparant les deux ensembles suivants proposés à un agent :  
 
Ensemble 1 : {perdre sa maison, perdre 500m€} 
Ensemble 2 : {gagner 500m€} 
 
Or,  en  se  fondant  sur  les  axiomes  5  et  6,  l’ensemble  1  domine  l’ensemble  2,  ce  qui  est 
aberrant.  Avec  Amartya  Se,  nous  ne  retiendrons  donc  pas  les  Axiomes  5  et  6,  mais  les 
axiomes 1 et 2.   
 
Amartya Sen, en posant les exigences d’une comparaison des espaces de capabilités offerts 
aux agents assigne une valeur à la liberté en elle-même sans pour autant la disjoindre des 
préférences individuelles. Afin de voir si cet apport est pertinent pour appréhender de façon 
axiomatique les différentes facettes de la sécurité, nous devrons examiner comment le cadre 
de travail élaboré par Sen peut être pensé dans un univers incertain. Auparavant, voyons s’il 
n’est  pas  possible  de  relâcher  quelque  peu  les  contraintes  fondant  les comparaisons entre 
espaces de capabilités.    90 
 
I.D.4.b. Comment relâcher les hypothèses de l’axiomatique Sen en univers certain ?   
 
On décide de rejeter, avec Sen, les axiomes qui sont indépendants des préférences des agents. 
L’axiome 1 est pertinent, si l’on se fonde sur ces hypothèses :  
 
Axiome 1 - 
2 1 2 1 *Q R Q Q D Q w ⇒ , avec :  
 
2 1 Q D Q w , si et seulement si :  
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En revanche, il nous semble possible de relâcher certaines contraintes pesant sur l’axiome 2 . 
En effet, de notre point de vue, la dominance stricte pour tous les modes de fonctionnement 
n’est  pas  nécessaire  pour  avoir  une  dominance  stricte  d’un  ensemble  sur  un  autre.  Nous 
pouvons l’assouplir de deux manières :  
 
-  d’une part, en parlant de dominance stricte, dès lors qu’il y a dominance faible et 
qu’au moins l’un des modes de fonctionnement de  1' Q  (pas nécessairement tous) est 
strictement meilleur que son image par g dans  2 Q .  
-  de l’autre, en parlant de dominance stricte, dès lors qu’il y a dominance faible et que 
l’éventail de choix offerts à l’agent dans  1 Q  est plus large que dans  2 Q  , sans pour 
autant que les choix supplémentaires ne soient tous dominés par un des modes de 
fonctionnement de  2 Q . Plus formellement, nous définissons la dominance forte de la 
manière suivante :  
 
2 1 ' Q D Q s , Si et seulement si :  
 





* ' : * *
* / ' , ' : ' *
b Q b Pg b
ou
b Q Q b Q b Pb
  $ Î
 
 
  $ Î " Î Ø  
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Nous en déduisons l’axiome 2’, fondé sur la nouvelle définition de la dominance stricte entre 
espaces de capabilités :  
 
Axiome 2’ : 
2 1 2 1 *Q R Q Q D Q w ⇒  et, en plus, 
2 1 2 1 * ' Q P Q Q D Q s ⇒  
 
Partant des axiomes posés par Sen, nous avons décidé d’en relâcher certaines des hypothèses, 
afin de rendre les comparaisons entre espaces des capabilités moins contraignantes du point 
de vue de la dominance stricte. Il n’en demeure pas moins que notre approche est encore 
fondée sur une situation de certitude. Il nous faut à présent inclure la situation de risque dans 
notre axiomatique afin d’appréhender la sécurité en tant que capabilité.   
 
I.D.4.c. La sécurité, une capabilité en univers incertain 
 
Le concept de capabilité, élaboré par Sen, se rapproche de la notion de liberté positive, c’est-
à-dire  d’une  forme  de  liberté  ne  valant  pas  seulement  pour  ce  qu’elle  permet  (vision 
instrumentale, fondée exclusivement sur les modes de fonctionnement atteints par les agents), 
mais aussi pour elle-même (vision intrinsèque, fondée sur l’ensemble des choix de modes de 
fonctionnement  à  travers  l’espace  des  capabilités).  Cet  espace  est  défini  comme  étant  la 
réunion  des  modes  de  fonctionnement  possibles  à  partir  d’un  ensemble  de  biens  et  de 
fonctions de transformation des caractéristiques de ces biens en réalisations concrètes. Dans le 
cas de la sécurité, nous nous placerons en amont de l’occurrence du risque, afin de montrer 
que la possibilité de cette occurrence affecte l’espace des capabilités, même si celle-ci n’a pas 
lieu. Rappelons la définition formelle de l’espace des capabilités pour une personne i :  
 




-  Fi  représente  l’ensemble  des  fonctions  de  transformation  des  caractéristiques  des 
biens en modes de fonctionnement 
-  Xi représente l’ensemble des biens disponibles pour la personne i 
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L’espace des capabilités de la personne i est donc entièrement caractérisé par les ensembles 
Fi  et  Xi.  Deux  approches  peuvent  nous  permettre  d’appréhender  la  sécurité  en  tant  que 
capabilité : l’une est fondée sur les ensembles de biens et de fonctions de transformation en 
situation d’incertitude ; l’autre, sur les modes de fonctionnement accessibles à l’agent dans 
cette situation.  
 
I.D.4.d. Une axiomatique de la capabilité sécurité fondée sur les fonctions de 
transformation 
 
A quoi correspond la perspective d’occurrence d’un aléa négatif sur l’ensemble des biens Xi, 
et des fonctions de transformation Fi ? Dans la suite de cette section, nous généralisons les 
concepts  élaborés  par  Sen  à  une  situation  d’incertitude  valable  pour  toute  personne  en 
enlevant  dans  les  notations  l’indice  individuel  i.  Comment  alors  définir  une  situation 
d’insécurité dans le contexte de l’axiomatique ainsi posée ?  
 
Rappelons  que  nous  avons  représenté  un  mode  de  fonctionnement  fondé  sur  la  fonction 
d’utilisation  ( ) . f  à partir du vecteur des biens  x sous la forme  ( ) ( ) b f c x = , correspondant à 
une réalisation. Souvenons-nous alors de l’exemple de la bicyclette donné par Sen : « Bien 
sûr, c’est un bien. Il a différentes caractéristiques et nous pouvons nous concentrer sur l’une 
d’entre-elles, à savoir le transport. Posséder un vélo donne à une personne la possibilité de se 
déplacer en des lieux où elle n’aurait pas pu le faire sans bicyclette. Donc, la caractéristique 
de  transport  du  vélo  donne  à  la  personne  la  capabilité  de  se  déplacer»
  134 .  Comment 
l’insécurité modifie-t-elle le niveau de vie d’une personne donnée, c’est-à-dire l’ensemble des 
réalisations qui lui sont accessibles en amont de l’occurrence du risque considéré ?  
 
En réalité, l’insécurité n’est pas privation du bien – la bicyclette, par exemple – dont dispose 
l’agent, dès lors que l’observation se fait ex ante : tant que l’aléa ne survient pas, il garde la 
possession de ce bien. L’espace X des biens accessibles n’est donc pas modifié. En revanche, 
les  possibilités  de  convertir  ces  biens  en  modes  de  fonctionnement  sont  modifiées  par  la 
situation de risque. Dès lors, certaines modalités de transformation des biens en modes de 
fonctionnement peuvent disparaître en cas d’occurrence du risque.  
 
                                                 
134 Cf. Sen (1983), p.160.   93 
Posons un espace des capabilités de référence  0 Q , caractérisé par l’ensemble de biens X et 
l’ensemble  des  fonctions  de  transformations 0 F .  Nous  supposerons  que  0 F   contient  k 
éléments. Cet espace est considéré comme parfaitement sécurisé. On le note :  
 
( ) 0 0 , Q X F = .  
 
Soit également :  
 
( ) ( ) ( ) 0 0 / ; . , Q b b f c x f F x X   = = Î Î   
 
 
Appelons  q ,  l’occurrence  d’un  aléa,  pouvant  intervenir  avec  une  probabilité  ( ) q p   ,  et 
examinons quel peut être son impact sur les biens et les fonctions de transformation.   q F , est 
le  nouvel  ensemble  des  fonctions  de  transformation  de  l’agent,  en  situation  de  risque.  Il 
permet d’écrire  Qq , caractérisé par l’ensemble de biens X et l’ensemble des fonctions de 
transformationsFq . On le note :  
 
( ) , Q X F q q =    
 
Soit également :  
 
( ) ( ) ( ) / ; . , Q b b f c x f F x X q q   = = Î Î   
 
Comment effectuer une comparaison entre ces deux espaces de capabilités ? L’ensemble des 
fonctions de transformationFq  se définit par une composante soumise au risque q ,  q r F , et 
une composante non soumise à ce même risque  q nr F . Il peut donc s’écrire :  
 
{ } q q q nr r F F F , = . 
 
Nous supposerons que  q r F  contient j éléments,  q nr F  ayant par conséquent k – j éléments.  
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Pour fixer la comparaison entre les ensembles  Fq  et  0 F  on distingue également au sein de 
0 F  les composantes qui seraient ou non soumises à l’aléa en situation d’incertitude :  
 
{ } 0 0 0 , nr r F F F =  
 
0 r F   correspond  donc  à  l’ensemble  des  fonctions  de  transformation  offertes  à  l’agent  en 
situation initiale, qui recouvre la composante risquée.  0 nr F , à l’ensemble des fonctions de 
transformation offertes à l’agent en situation initiale, qui recouvre la composante non risquée. 
 














Par ailleurs, nous savons que  0 r F  contient j éléments,  0 nr F  en contenant k – j. 
 
Ecrivons plus précisément les fonctions de transformation appartenant à chacun de ces deux 
ensembles :  
 
{ } 0 10 20 0 ( 1)0 0 , ,..., , ,..., j j k F f f f f f + =  
 




0 10 20 0





F f f f





De manière analogue, nous pouvons écrire :  
 
{ } 1 2 ( 1) , ,..., , ,..., j j k F f f f f f q q q q q q + = , soit, comme  0 nr nr F F q =  : 
 
{ } 1 2 ( 1)0 0 , ,..., , ,..., j j k F f f f f f q q q q + =  
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Il  s’agit  donc  de  comparer  { } 0 10 20 0 , ,..., r j F f f f =   et  { } 1 2 , ,..., r j F f f f q q q q = ,  c’est-à-dire  les 
fonctions de transformation initiales et ces mêmes fonctions de transformation soumises à une 
situation de risque. Précisons encore une fois que nous nous situons en amont du risque. Là 
encore,  l’exemple  de  la  bicyclette,  utilisé  par  Amartya  Sen  et  particulièrement  illustratif. 
Chacune des fonctions de transformation dont dispose l’agent constitue en réalité le passage 
de la caractéristique d’un bien au mode de fonctionnement qu’il permet. La présence d’un 
risque pesant sur l’individu modifie ex ante l’espace des fonctions de transformation qui lui 
est accessible, même s’il n’y a pas occurrence du risque ex post.  
 
En effet, si l’on prend une fonction de transformation  q f q , avec   { } 1 2 , ,..., q r j f F f f f q q q q q Î = , 
il existe une probabilité   ( ) q p  que l’aléa q survienne effectivement et que cette fonction ne 
permette  pas  de  transformer  les  caractéristiques  du  bien  considéré  en  un  mode  de 
fonctionnement qui lui était associé. Cela signifie que les modes de fonctionnement reposant 
sur  des  fonctions  de  transformation  soumises  au  risque  ne  sont  plus  accessibles  en  cas 
d’occurrence  du  risque  q.  Plus  formellement,  en  appelant  x  le  bien  représenté  par  une 
bicyclette, nous définissons un mode de fonctionnement  q b q  soumis au risque :  
 
( ) ( ) q q b f c x q q =  
 
De même, la fonction de transformation analogue  0 q f , non soumise à l’aléa  q permet de 
d’obtenir le mode de fonctionnement  q b  non soumis au risque, ce qui s’écrit :  
 
( ) ( ) 0 q q b f c x =  
 
Or, avec une probabilité  ( ) q p , ce mode de fonctionnement n’est plus permis, c’est-à-dire qu’il 
n’est  pas  possible  de  convertir  les  biens  en  un  mode  de  fonctionnement.  Pour  reprendre 
l’exemple  de  la  bicyclette,  il  devient  impossible  de  se  déplacer.  Avec  la  probabilité 
complémentaire, on retrouve  q b . Plus formellement, nous écrivons :   
 
( ) ( ) q q b f c x q q = = Æ , avec une probabilité  ( ) q p , et    96 
( ) ( ) q q q b f c x b q q = = , avec une probabilité  ( ) 1 p q -  
 
Pour  achever  de  définir  la  fonction  q f q ,  et  la  comparer  à  la  fonction  analogue  0 q f ,  non 
soumise à l’aléa q, posons la fonction  ( ) . o , définie de la manière suivante pour un x donné :  
 
( ) ( ) o c x = Æ.  
 
On peut alors écrire  q f q  sous une nouvelle forme :  
 
( ) . q f o q = , avec une probabilité  ( ) q p , ce qui rend inaccessibles les modes de fonctionnement 
soumis au risque. Avec la probabilité complémentaire, on a :   
0 q q f f q = , avec une probabilité  ( ) 1 p q -  
 
La  même  formalisation  est  possible  pour  toute  fonction  de  transformation 
{ } 1 2 , ,..., q r j f F f f f q q q q q Î = , c’est-à-dire soumise au risque q. C'est-à-dire,  
 
{ } 1 2 , ,..., q r j f F f f f q q q q q " Î = ,  
( ) . q f o q = , avec une probabilité  ( ) q p , et  
0 q q f f q = , avec une probabilité  ( ) 1 p q - .  
 
D’une manière plus agrégée, il est donc possible d’écrire  { } 1 2 , ,..., r j F f f f q q q q =  de la manière 
suivante :  
 
{ } , ,..., r F o o o q = , avec une probabilité  ( ) q p , et  
{ } 10 20 0 , ,..., r j F f f f q = , avec une probabilité  ( ) 1 p q - . 
 
Enfin,  nous  pouvons  réécrire    { } q q q nr r F F F , = sous  une  forme  détaillée.  Nous  avons  déjà 
distingué les fonctions de transformation soumises au risque de celles qui ne le sont pas :  
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{ } { } 1 2 ( 1) 1 2 ( 1)0 0 , ,..., , ,..., , ,..., , ,..., j j k j j k F f f f f f f f f f f q q q q q q q q q + + = = . Nous pouvons à présent 
écrire :  
 
{ } ( 1)0 0 0 , ,..., , ,..., j k F o o o f f F q + = Ì , avec une probabilité  ( ) q p , et  
{ } 10 20 0 ( 1)0 0 0 , ,..., , ,..., j j k F f f f f f F q + = = , avec une probabilité  ( ) 1 p q - .  
 
Soit, encore :  0 F F q Í , et avec  ( ) 0 p q ¹  :  0 F F q Ì .  
 
Pour  le  dire  autrement,  la  présence  d’un  aléa  réduit  l’ensemble  des  fonctions  de 
transformation  permettant  d’atteindre  des  modes  de  fonctionnement.  Il  en  résulte,  que 
l’espace des capabilités de l’agent en est probablement également restreint. Souvenons-nous 
que l’espace des capabilités d’une personne est entièrement caractérisé par les ensembles F et 
X. Plus formellement :  
 
( ) , Q X F q q =  et  
( ) 0 0 , Q X F =  
 
Mais, le travail que nous venons de faire n’est pas suffisant pour conclure. En effet, deux 
approches  permettent  d’appréhender  la  sécurité  en  tant  que  capabilité :  l’une,  que  nous 
venons de voir, est fondée sur les ensembles de biens et de fonctions de transformation en 
situation d’incertitude ; l’autre, sur les modes de fonctionnement accessibles à l’agent dans 
cette  situation.  Or,  l’axiomatique  de  comparaison  des  espaces  de  capabilités  dont  nous 
disposons est fondée sur les modes de fonctionnement. C’est donc seulement en fixant une 
axiomatique de la capabilité sécurité sur les modes de fonctionnement que nous pourrons 
effectuer une comparaison des capabilités en univers incertain.  
 
I.D.4.e. Une axiomatique de la capabilité sécurité fondée sur les modes de fonctionnement 
 
Nous nous plaçons, là encore, en amont de l’occurrence du risque considéré. Dans la section 
précédente,  nous  avons  noté  l’espace  des  capabilités  soumis  au  risque  sous  la  forme 
( ) , Q X F q q = . Nous savons qu’il est également possible de l’écrire comme suit :    98 
 
( ) ( ) ( ) / ; . , Q b b f c x f F x X q q   = = Î Î  , soit encore :  
{ } 1 2 ( 1) , ,..., , ,..., j j k Q b b b b b q q q q q q + = , avec  ( ) ( ) q q b f c x q q = , ce qui devient :  
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) { } 1 2 ( 1) , ,..., , ,..., j j k Q f c x f c x f c x f c x f c x q q q q q q + = , ou encore :  
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) { } 1 2 ( 1)0 0 , ,..., , ,..., j j k Q f c x f c x f c x f c x f c x q q q q + = , car  
{ } { } 1 2 ( 1) 1 2 ( 1)0 0 , ,..., , ,..., , ,..., , ,..., j j k j j k F f f f f f f f f f f q q q q q q q q q + + = = .  
 
Ainsi, en se fondant sur les modes de fonctionnement, Qq  s’écrit : 
  
{ } 1 2 ( 1) , ,..., , ,..., j j k Q b b b b b q q q q + = ,  avec  ( ) ( ) [ ] , 1,..., q q b f c x q j q q = Î   qui  peut  également 
s’écrire, pour  [ ] 1,..., q j Î :  
 
( ) ( ) q q b f c x q q = = Æ , avec une probabilité  ( ) q p , et  
( ) ( ) q q q b f c x b q q = = , avec une probabilité  ( ) 1 p q -  
 
De même, dans la section précédente, nous avons noté l’espace des capabilités non soumis au 
risque sous la forme  ( ) 0 0 , Q X F = .  Il est possible de l’écrire comme suit :  
 
( ) ( ) ( ) 0 0 / ; . , Q b b f c x f F x X   = = Î Î  , soit encore :  
{ } 0 1 2 ( 1) , ,..., , ,..., j j k Q b b b b b + = , avec  ( ) ( ) 0 q q b f c x = , pour tout q.  
 
Afin  de  mieux  comprendre  la  comparaison  entre  ces  espaces  de  capabilités,  illustrons 
l’axiomatique ainsi posée par un exemple ; celui déjà connu de la bicyclette. Supposons un 
agent qui a le choix entre deux modes de transports : l’un peut être risqué, le vélo ; l’autre non 
risqué, le métro par exemple. Supposons que la probabilité d’être accidenté en vélo soit égale 
à  ( ) p p q =   et,  pour  simplifier,  égale  à  0  dans  le  cas  du  métro.  Confrontons  alors  cette 
situation avec une situation de sécurité parfaite dans laquelle la probabilité d’accident est de 0 
quel que soit le mode de transport utilisé. On appellera :    99 
 
1 b , le mode de fonctionnement {mener à bien un déplacement en vélo} 
1 b q , le mode de fonctionnement {tenter de mener à bien un déplacement en vélo en univers 
risqué} 
2 b , le mode de fonctionnement {mener à bien un déplacement en métro} 
 
On peut donc dire que l’espace des capabilités, si le réseau routier n’est pas sûr, est défini par 
les modes de fonctionnement possibles suivants :  
 
{ } 1 2 ; Q b b q = , avec :  
 
1 b q = Æ, avec une probabilité  p , et  
1 1 b b q = , avec une probabilité 1 p -  
 
De même, pour l’ensemble parfaitement sécurisé : 
 
{ } 0 1 2 , Q b b =  
 
Nous cherchons à comparer ces deux espaces de capabilités ; c’est le sens de l’axiomatique 
en univers risqué que nous avons posée. A priori, il semblerait que l’insécurité du réseau 
routier n’a aucune influence sur l’existence de quelqu’un qui prend le métro : le mode de 
fonctionnement  2 b  est identique dans les deux cas. Néanmoins, en comparant les espaces de 
capabilités  au lieu de s’attacher aux seuls modes de fonctionnement, nous montrerons qu’il 
n’en est rien. Qualitativement, cela signifie que la liberté de pouvoir utiliser son vélo en toute 
sécurité est valorisable en soi :  
 
-  même si l’on choisit le métro (mode de fonctionnement  2 b ) 
-  même  si  l’on  choisit  le  vélo  et  qu’aucun  accident  ne  se  produit  (mode  de 
fonctionnement  1 b ). 
 
Or, ce sont bien les espaces de capabilités, qui correspondent aux véritables critères pertinents 
pour parler du niveau de vie, qu’il est pertinent de comparer. Souvenons-nous, comme l’a   100 
souligné Amartya Sen, que la véritable question en termes d’Economie du bien-être, est celle 
de la liberté de mener une vie valorisable. Dans cette optique, la sécurité constitue l’un des 
moyens dont dispose l’individu pour mener la vie qu’il entend, ne pouvant être comprise en 
éludant,  au-delà  des  faits  advenus,  la  liberté  de  choisir  un  mode  de  vie  dans  un  espace 
sécurisé. Pour le comprendre plus formellement, revenons aux expressions données pour les 
espaces de capabilités Qq  et  0 Q  :  
 
{ } 1 2 ( 1) , ,..., , ,..., j j k Q b b b b b q q q q + = , avec, pour  [ ] 1,..., q j Î :  
 
q b q = Æ, avec une probabilité  ( ) q p , et  
q q b b q = , avec une probabilité  ( ) 1 p q -  
 
De manière évidente, nous savons que  q q b Rb  et  q b PÆ. Comme il existe une probabilité non 
nulle  que  q b q  se  réduise  à  Æ,  nous  en  déduisons  que  le  mode  de  fonctionnement  q b   est 
strictement meilleur que  q b q . Pour reprendre l’ordination exposée par Sen :  q q b Pb q . 
 
Rappelons alors l’expression de l’espace des capabilités dans un univers sécurisé :  
 
{ } 0 1 2 ( 1) , ,..., , ,..., j j k Q b b b b b + =  
 
q b  étant identique à lui-même, on peut écrire :  q q b Rb .  
 
Que peut-on en déduire sur les espaces de capabilités Qq  et  0 Q  ?  
 
Nous définissons d’abord une bijection  ( ) . g  de  0 Q  vers Qq , de la manière suivante :  
 
( )
( ) [ ]







g b b q j
g Q Q
g b b q j k
q
q
 = Î  ® 
= Î +  
 
 
Comme  q q b Rb  et  q q b Pb q  , on peut alors écrire :  
   101 
( ) 0: q q q b Q b Rg b " Î  et, de plus :  
 
[ ] ( ) 0, 1,..., : q q q b Q q j b Pg b " Î Î .  
 
La condition suivante est ainsi acquise :  
 
0 q b Q $ Î  tel que  ( ) q q b Pg b  
 
Par ailleurs,  0 Q  est inclut dans lui-même et a le même nombre d’éléments que Qq . On peut 
donc écrire :  
 
( ) ( )





. : , : q q q
card Q card Q
Q Q




$ Í  
$ ® " Î    
 
 
La dominance faible de l’espace des capabilités  0 Q  sur  Qq  est donc acquise ( 0 w Q D Qq ), ce 
qui nous donne, d’après l’axiome 1  vu plus haut :  
 
0 * Q R Qq  :  l’espace  des  capabilités  sécurisé  est  « au  moins  aussi  bon »  que  l’espace  des 
capabilités soumis au risque.  
 
Par ailleurs, nous savons : 
 
0 q b Q $ Î  tel que  ( ) q q b Pg b .  
 
 Cela nous garantit également la dominance forte ( 0 's Q D Qq ). Dès lors, on peut en conclure, 
grâce à l’axiome 2’ vu plus haut et résultant d’une évolution de l’axiomatique de Sen :  
 
Résultat 1 :  0 * Q P Qq  . Cela signifie que l’espace des capabilités sécurisé est « strictement 
meilleur » que l’espace des capabilités soumis au risque en amont de l’occurrence du risque, 
c’est-à-dire même s’il n’y a pas d’occurrence.   
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Quel regard peut-on porter sur cette dominance stricte entre espaces de capabilités ? Quels 
éléments  nous  apporte-t-elle  sur  la  manière  d’appréhender  la  sécurité  dans  ses  multiples 
facettes ?  
 
I.D.5.  Quelle information incorporer dans la « demande de sécurité » ?  
 
 
Comme nous l’avons vu, la dominance stricte de l’espace sécurisé sur celui soumis au risque 
est une relation établie ex ante. Cela signifie qu’elle est en amont de deux actions :  
 
-  en amont du choix d’un mode de fonctionnement (risqué ou non) de la part de l’agent ; 
-  en amont de la réalisation de ce mode de fonctionnement (menée à bien ou non quand 
l’univers est risqué).  
 
Cette relation de dominance stricte est donc valable quel que soit le mode de fonctionnement 
choisi et, si un mode de fonctionnement risqué est choisi, que l’aléa survienne ou non. Si l’on 
reprend l’exemple du vélo, nous vérifions bien que la sécurité des cyclistes sur le réseau 
routier a bien une influence sur le « niveau de vie » de l’agent qui cherche à se déplacer :  
 
-  même s’il choisit le métro ; 
-  même s’il choisit le vélo et qu’aucun accident ne se produit. 
 
Un simple examen des modes de fonctionnement réalisés ex post ne permettrait d’établir une 
relation de dominance stricte que si l’individu choisit le vélo et qu’il a un accident. En effet,  
2 b  est identique dans les deux cas et  1 b q = Æ, seulement avec une probabilité  p . Néanmoins, 
en  comparant  les  espaces  de  capabilités    au  lieu  de  s’attacher  aux  seuls  modes  de 
fonctionnement, nous avons montré qu’il y avait bien une relation de dominance stricte en 
amont  des  processus  de  choix  et  de  réalisation  de  ces  modes.  De  manière  formelle  et 
générale : 
 
{ } 1 2 ( 1) , ,..., , ,..., j j k Q b b b b b q q q q + = , avec, pour  [ ] 1,..., q j Î :  
q b q = Æ, avec une probabilité  ( ) q p , et    103 
q q b b q = , avec une probabilité  ( ) 1 p q - , et pour  [ ] 1,..., q j k Î +  :  
q q b b q = .  
 
Il  n’existe  qu’un  seul  cas  pour  lequel  il  y  a  dominance  stricte  entre  les  modes  de 
fonctionnement  ex  post :  le  choix  d’un  mode  de  fonctionnement  risqué  et  la  survenance 
effective  de  l’aléa.  Pourtant,  il  est  possible  d’affirmer  ex  ante  la  dominance  stricte  d’un 
espace des capabilités sur l’autre :  
 
0 * Q P Qq  
 
Or, si les espaces de capabilités correspondent au critère pertinent pour parler du niveau de 
vie (la liberté de mener une vie valorisable), c’est eux qu’il faut comparer. Nous avons par 
ailleurs  examiné  le  cas  particulier  de  la  capabilité  sécurité  qui  affecte  l’espace  des 
capabilités ; elle constitue en ce sens l’un des moyens dont dispose l’individu pour mener la 
vie qu’il entend. Elle ne peut donc être comprise en éludant, au-delà des faits advenus, la 
liberté de choisir un mode de vie dans un espace sécurisé. Dès lors, deux aspects apparaissent 
essentiels  dans  la  sécurité :  les  événements  qui  adviennent  réellement  –  sous  la  forme 
d’occurrence de risques – et la liberté de choisir un mode de vie valorisable sans craindre le 
danger.  Quels  éléments  cela  nous  apporte-t-il  si  l’on  souhaite  appréhender  la  notion  de 
sécurité sous ses différentes facettes pour concevoir une « fonction de demande » de sécurité ?  
 
Nous avons, dans un premier temps, construit un espace géométrique dans lequel s’inscrivent 
une offre et une demande de sécurité. Rappelons que la probabilité d’occurrence d’un risque 
donné constitue la quantité mise en abscisse dans un diagramme offre-demande. Il est alors 
possible de placer en ordonnée de ce même diagramme la disponibilité marginale à payer de 
la collectivité pour la baisse de cette probabilité (fonction de demande) et le coût marginal de 
production pour cette même baisse (fonction d’offre). Le graphique rappelé ci-dessous illustre 
ces choix.  
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Pour  tracer  la  fonction  de  demande,  il  est  alors  nécessaire  de  quantifier  la  disponibilité 
marginale à payer de la collectivité pour la baisse de la probabilité d’occurrence d’un risque 
donné. Cela suppose d’associer, à chaque probabilité d’occurrence de ce risque, un équivalent 
monétaire pour la collectivité. C’est pour le connaître que nous avons examiné le rôle de la 
sécurité dans l’économie afin d’en discerner les différentes facettes. La réflexion que nous 
avons  menée  ici  portait  donc  sur  le  statut  de  l’information  à  incorporer  si  l’on  veut 
correctement appréhender la sécurité.  
 
Or, on constate que la comparaison des modes de fonctionnement n’est pas suffisante pour 
cerner l’insécurité, mais qu’il faut comparer les espaces de capabilités. Dès lors, deux aspects 
apparaissent essentiels : d’une part, les occurrences réelles de risques observées ex post (un 
accident de vélo, par exemple) ; de l’autre, la perte de liberté dans le choix d’un mode de vie 
valorisable alors même que l’aléa n’est pas encore survenu. En effet, pour reprendre notre 
exemple, l’absence de réseau routier sûr affecte bien sûr le niveau de vie des accidentés, mais 
également celui des cyclistes qui n’ont pas d’accident et celui des usagers du métro qui se 
voient privés d’une liberté. Comment rendre compte de ces différents aspects si l’on veut 
connaître  l’impact  de  l’insécurité  pour  la  collectivité ?  On  comprend  bien  que  les  seules 
statistiques  des  accidents  de  vélo  ne  permettent  pas  d’appréhender  l’insécurité  sous  ses 
différentes facettes : elles ne rendent pas compte de la privation de liberté due à l’insécurité. 
Un autre exemple, qui nous occupe très directement, permet de mieux se rendre compte du 
caractère parcellaire de l’information apportée par les statistiques d’occurrence d’un risque.  
  Disponibilité marginale à 
payer pour la baisse de la 
probabilité d’occurrence 
Coût marginal pour la 
baisse de la probabilité 
d’occurrence 
Probabilité 
d’occurrence   105 
 
Supposons  une  zone  géographique  particulièrement  touchée  par  la  criminalité ;  où  les 
agressions sont nombreuses. Deux possibilités (ou modes de fonctionnement) s’offrent aux 
habitants : rester chez eux le plus souvent possible ; sortir comme si de rien n’était (pour aller 
au cinéma, par exemple). Le premier mode de fonctionnement n’est pas soumis au risque ; le 
second l’est et peut conduire à une soirée sans encombre ou à une agression. Dès lors, les 
statistiques des agressions ne permettent pas de rendre compte complètement de l’insécurité. 
En effet, si chacun reste calfeutré chez soi, les statistiques seront très basses. Pourtant, la perte 
de liberté occasionnée par cette situation sera élevée. Seule une comparaison des espaces de 
capabilités permet d’en rendre compte, en amont du choix du mode de fonctionnement et de 
l’occurrence de l’aléa.  
 
On  se  rend  alors  bien  compte  que  la  seule  évaluation  objective  du  coût  des  événements 
observés ex post, détériorant des modes de fonctionnement n’est pas suffisante pour mesurer 
le coût de l’insécurité dans son ensemble. Ainsi, la fonction de demande de sécurité, qui 
correspond  à  une  fonction  liant  la  probabilité  d’occurrence  d’un  risque  et  la  disponibilité 
marginale à payer de la collectivité pour la baisse de cette probabilité, ne peut être fondée sur 
cette seule évaluation dite « objective ». Pour donner une mesure de l’insécurité dans son 
ensemble et en déduire la disponibilité marginale à payer de la collectivité pour sa baisse, une 
information sur les deux facettes de la capabilité sécurité (événements observés ex post et 
liberté dans le choix des modes de fonctionnement) doit être ajoutée à celle concernant le coût 
des faits observés ex post.  
 
Nous nous fonderons sur l’évaluation menée par les agents eux-mêmes. Certes, nous verrons 
qu’elle est largement empreinte de subjectivité, et c’est pour cela que nous aurons également 
recours aux évaluations institutionnelles. Néanmoins, c’est la seule mesure capable de rendre 
compte des deux facettes de la capabilité sécurité. Il y a donc bien une légitimité à considérer 
une seconde évaluation fondée sur les préférences des agents. Elle nous fournira un second 
équivalent monétaire – le premier étant fondé sur les statistiques des occurrences - associé à 
chaque probabilité d’occurrence du risque. Il sera alors possible de construire une seconde 
fonction de demande de sécurité, ce que nous ferons à la faveur du chapitre suivant. C’est 
seulement  avec  ces  deux  fonctions  de  demande  (l’une  dite  « objective »,  l’autre  dite 
« subjective ») qu’il nous sera possible d’appréhender la sécurité dans son ensemble, comme 
une forme essentielle de liberté.           106 
 
En effet, nous avons constaté, au cours de cette partie, qu’il était souhaitable d’avoir une 
conception de la sécurité qui ne se réduise pas à la préservation du danger. Cette vision des 
choses n’est pas nouvelle, à proprement parler. Pour Smith ou Montesquieu, elle est aussi, 
nous  l’avons  vu,  une  forme  de  liberté.  Plus  précisément,  en  mettant  l’accent  sur  les 
opportunités, Sen se rapproche du concept de « liberté réelle » élaboré par Marx, dépassant la 
seule vision instrumentale de la liberté. Il en est de même pour la sécurité, qui n’a pas pour 
seule  fonction  instrumentale  de  protéger  des  modes  de  fonctionnement,  mais  comporte 
également un versant intrinsèque. En ce sens, la sécurité est représentative des acceptions 
portées par la notion de liberté.     
 
 
I.D.6.  La sécurité aux confins des acceptions de la liberté  
 
 
Revenons à la polysémie que porte le terme de liberté, dont le statut a pu être pensé comme 
seulement instrumental ou également intrinsèque. Sur cette question, il y a autant d’écart entre 
Friedman et Buchanan, qu’entre les théoriciens socialistes que furent Lange, Lerner ou Marx. 
Pour  Friedman,  la  liberté  doit  être  défendue  pour  ce  qu’il  appelle  « la  fécondité  de  la 
liberté »
135, c’est-à-dire les possibilités de production qu’elle offre. Buchanan est partisan, au 
contraire, d’une défense non instrumentale de la liberté, comme il le souligne, dans Liberty, 
market and the state, en présentant un cas non instrumental en faveur d’une priorité donnée 
aux  libertés  et  aux  droits  démocratiques
136.  Cette  vision  intrinsèque  était  déjà  celle  de 




Le même clivage existe chez les théoriciens socialistes de l’économie. Pour Lange et Lerner, 
la liberté permet de conduire à une meilleure allocation des biens
138. Au contraire, pour Marx, 
la  finalité  est  de  « libérer  la  société »,  pour  « qu’il  me  soit  possible  de  faire  une  chose 
aujourd’hui et une autre demain, de chasser le matin, pêcher l’après midi, garder du bétail en 
                                                 
135 Cf. Friedman (1980), p.3. 
136 Cf. Buchanan (1986), p.250. 
137 Cf. Tocqueville (1836), p.217.  
138 Cf. Lange (1936) ou Lerner (1944).    107 
soirée  et  critiquer  après  le  dîner,  comme  je  l’entends,  sans  pour  autant  devenir  chasseur, 
pêcheur,  berger  ou  critique. »
139.  La  défense  de  la  liberté  est,  là  encore,  profondément 
intrinsèque, « exactement la question de mon être », selon les mots de Sartre dans L’être et le 
néant.  
 
Certes,  l’économie  traditionnelle  pense  plus  fréquemment  la  liberté  à  travers  un  prisme 
instrumental, et les alternatives ne valent souvent que par les conséquences auxquelles elles 
aboutissent
140. Cependant, il y a, comme le souligne John Hicks, un côté qui a été oublié dans 
la tradition classique : « l’idée que la liberté économique conduisait à l’efficacité économique 
n’était qu’un apport secondaire ». Si le 19
ème a retenu essentiellement cette approche, « l’autre 
face du problème, qui a été, en son temps, le plus important, a été largement oubliée »
141. En 
ce sens, on ne peut dire que les classiques avaient une vision exclusivement instrumentale de 
la liberté et, bien en amont dans l’histoire de la pensée, la vision intrinsèque transparaissait 
déjà dans l’Ethique à Nicomaque d’Aristote.  
 
Notre démarche s’inscrira dans cette double acception pour ce qui est de la sécurité. Certes, la 
liberté  qu’offre  la  sécurité est instrumentale, puisque le risque peut affecter les modes de 
fonctionnement des individus. Mais, elle n’est pas uniquement cela : elle doit aussi être vue 
comme forme intrinsèque de liberté. En considérant à la fois la sécurité comme protection des 
modes de fonctionnement et comme liberté de choix parmi ces modes, en la voyant comme 
une capabilité, nous lui conférons une double acception, instrumentale et intrinsèque. Cela 
suppose un regard objectif posé ex post sur les faits modifiant les modes de fonctionnement, 
ainsi  qu’une  prise  en  compte  de  l’évaluation  ex  ante  par  les  agents,  seuls  à  même 
d’appréhender la liberté de choix parmi ces modes.    
 
                                                 
139 Cf. Marx et Engels (1845-46), p.22.  
140 Cf. Sen (1988), p.271. 
141 Cf. Hicks (1981), p.138.   108 
I.E.  Conclusion : la nécessité de considérer deux « fonctions de demande » 
de sécurité distinctes 
 
 
La  sécurité  reste  un  domaine  assez  peu  traité  en  tant  que  tel  dans  l’économie.  Plusieurs 
approches auraient été possibles dans le cadre de notre analyse. Par exemple, nous aurions pu 
construire notre problématique sur un classement des différents types de dangers auxquels 
sont soumis les agents. La multiplicité des types de risques encourus nous dissuade d’une telle 
approche. Elle manquerait notre objet, qui consiste à connaître les canaux par lesquels la 
sécurité  imprime  sa  marque  à  l’économie  afin  de  construire  une  fonction  de  demande  de 
sécurité prenant en compte ses différents aspects.   
 
Nous avons choisi de balayer les modes d’action de la sécurité sur l’économie en allant de 
l’acception  la  plus  « négative »,  la  plus  proche  du  danger,  vers  une  acception  plus 
« positive », qui fait de la sécurité une valeur ayant une autonomie propre. La sécurité est 
effectivement  d’abord  une protection contre le danger. Nous avons donc cherché, dans la 
première partie à analyser ces modes de protection : comment la demande de protection a-t-
elle  évolué ?  Comment  y  a-t-on  répondu ?  Comment  le  domaine  de  protection  s’est-il 
progressivement  étendu  pour  aller  d’une  sécurité  « minimaliste »  à  la  « sécurisation  des 
existences »  portée  par  l’Etat  providence ?  Mais,  il  n’y  avait  pas,  dans  cette  recherche 
« d’externalités » de la sécurité sur des phénomènes autres que la protection contre le risque. 
Or, il est clair que la sécurité a des effets économiques plus profonds que la simple protection. 
Comme nous l’avons souligné dans la deuxième partie, elle constitue aussi un moteur de la 
croissance économique. La coïncidence entre le développement de l’assurance et l’affirmation 
du capitalisme, l’incapacité des pays privés de sécurité, souvent grevés par la corruption, à se 
développer, en sont autant de preuves historiques. Mais, la sécurité est plus qu’un simple 
moyen en vue d’une fin qui la dépasse. En tant que liberté, elle a une valeur intrinsèque. Dans 
la troisième partie, nous avons mis l’accent sur cet aspect qui nous a conduit à la considérer 
comme une capabilité, c’est-à-dire un moyen de choisir un mode de vie valorisable. Nous 
sommes  alors  partis  de  l’axiomatique  de  Sen,  correspondant  à  un  univers  certain,  pour  y 
inclure la notion de risque.  
 
Dès  lors,  deux  facettes  apparaissent :  d’une  part,  la  modification  des  états  véritables 
correspondant  à  une  perte  en  cas  d’occurrence  du  risque  (modification  des modes  de   109 
fonctionnement, selon la terminologie de Sen) ; d’autre part, la perte de liberté correspondant 
à la possibilité d’occurrence du risque (modification de l’espace des capabilités, selon cette 
même  terminologie).  Nous  avons  alors  montré  que  cette  seconde  facette  ne  peut  être 
appréhendée en se fondant sur les seules statistiques des faits advenus.   
 
Rappelons notre propos. Nous avons, à la faveur du chapitre précédent, construit un espace 
géométrique dans lequel s’inscrivent une offre et une demande de sécurité. La probabilité 
d’occurrence d’un risque donné a été définie comme une quantité, et placée en abscisse dans 
ce diagramme offre-demande. Nous plaçons en ordonnée la disponibilité marginale à payer de 
la collectivité pour la baisse de cette probabilité (fonction de demande) et le coût marginal de 
production  pour  cette  même  baisse  (fonction  d’offre).  Or,  évaluer  cette  disponibilité 
marginale  suppose  d’associer,  à  chaque  probabilité  d’occurrence  du  risque,  un  équivalent 
monétaire pour la collectivité. C’est pour le connaître qu’il nous a été nécessaire de réfléchir 
au statut de la sécurité.  
 
Nous avons alors montré que la seule évaluation objective du coût des événements observés 
ex  post,  détériorant  des  modes  de  fonctionnement  n’est  pas  suffisante  pour  appréhender 
l’insécurité dans son ensemble. Ainsi, la fonction de demande de sécurité que nous souhaitons 
construire ne peut être fondée sur cette seule évaluation objective. Une information sur les 
deux facettes de la capabilité sécurité (événements observés ex post et liberté dans le choix 
des modes de fonctionnement) doit être ajoutée à celle concernant les faits observés ex post.  
 
Cela  suppose  de  recourir  à  une  évaluation  ex  ante,  qui  sera  celle  des agents eux-mêmes. 
Certes, nous verrons qu’elle est largement empreinte de subjectivité, et c’est précisément pour 
cela que nous utiliserons également les évaluations institutionnelles. Néanmoins, c’est la seule 
mesure capable de rendre compte des deux facettes que nous avons mises en évidence, parce 
qu’en évaluant le risque, les agents tiennent compte de la perte de liberté essentielle portée par 
l’insécurité. C’est en partie pour cela que les deux évaluations diffèrent. Il y a donc bien une 
légitimité à considérer une seconde évaluation fondée sur les préférences des agents. Ainsi, 
nous disposerons de deux fonctions de demande de sécurité, dont les fondements seront bâtis 
dans  le  chapitre  2.  C’est  seulement  avec  ces  deux  fonctions  de  demande  qu’il  nous  sera 
possible d’appréhender la sécurité dans son ensemble, en tant que capabilité. 
 



















II.  Demande de sécurité : construction des 
« fonctions de demande » individuelles 
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II.A.  Introduction   
 
 
Après  avoir  construit  un  espace  géométrique  dans  lequel  s’inscrivent  une  offre  et  une 
demande de sécurité, le chapitre précédent nous a permis de donner un statut économique à 
cette  notion.  Nous  avons  ainsi  montré  qu’il  était  possible  de  la  considérer  comme  une 
capabilité  comprenant  deux  facettes :  d’une  part,  la  modification  des  états  véritables 
correspondant  à  une  perte  en  cas  d’occurrence  du  risque  (modification  des modes  de 
fonctionnement, selon la terminologie de Sen) ; d’autre part, la perte de liberté correspondant 
à la possibilité d’occurrence du risque (modification de l’espace des capabilités, selon cette 
même terminologie). Or, cette seconde facette ne peut être appréhendée en se fondant sur les 
seules statistiques des faits advenus. En effet, la seule évaluation objective de l’équivalent 
monétaire  des  événements  observés,  détériorant  des  modes  de  fonctionnement  n’est  pas 
suffisante  pour  mesurer  le  coût  de  l’insécurité  dans  son  ensemble.  Ainsi,  la  fonction  de 
demande de sécurité ne peut être fondée sur cette seule évaluation objective. 
 
Pour  construire  la  fonction  de  demande  de  sécurité,  il  nous  faut  évaluer  la  disponibilité 
marginale  de  la  collectivité  à  payer,  ce  qui  suppose  d’associer,  à  chaque  probabilité 
d’occurrence du risque, un équivalent monétaire collectif. C’est pour le connaître qu’il nous a 
été nécessaire de réfléchir au statut de la sécurité. Cela a permis de montrer que nous devons 
tenir compte de deux formes d’information : une évaluation institutionnelle, mais aussi une 
évaluation du risque par les agents, seule à même de prendre en compte la perte de liberté 
provoquée par la possibilité d’occurrence du risque. Ces deux évaluations donneront lieu à 
deux  équivalents  monétaires,  constitutifs  de  deux  fonctions  de  demande  de  sécurité  nous 
permettant de cerner cette capabilité. 
 
La première fonction de demande est fondée sur l’équivalent monétaire des faits observés. 
Pour la construire, nous aurons recours à l’observation du nombre d’événements réalisés ainsi 
qu’à des études institutionnelles nous fournissant une évaluation monétaire des conséquences 
de l’aléa dans le cadre de risques spécifiques. Nous donnerons une dimension numérique de 
cette  fonction  dans  le  cadre  de  la  seconde  partie  de  nos  travaux,  mais  il  s’avère  que  la 
construction de cette première fonction n’est pas la plus délicate du point de vue théorique. La 
seconde fonction de demande repose sur l’évaluation ex ante par les agents d’un équivalent   112 
monétaire correspondant au risque considéré. Pour cela, il nous faut mieux comprendre le 
comportement  des  agents  face  au  risque.  Certaines  théories  nous  ouvrent  des  horizons 
nouveaux dans ce domaine, en particulier le courant économique de la Prospect Theory initié 
par Kahneman et Tversky. C’est dans ce cadre que nous modéliserons l’évaluation du risque 
par  les  agents  en  apportant  un  éclairage  nouveau  dans  le  cas  d’une  imperfection 
informationnelle  sur  la  probabilité  d’occurrence  du  risque.  Cette  seconde  mesure  nous 
permettra, au niveau individuel, d’accéder à une seconde fonction de demande de sécurité. La 
première fonction ne rend compte que d’une dimension de ce qu’est une capabilité, à savoir 
les modes de fonctionnement effectivement vécus. La seconde prend également en compte, à 
travers l’évaluation ex ante du risque par les agents, la liberté de choisir un mode de vie sans 
craindre le danger. Le présent chapitre vise à poser les fondements théoriques individuels de 
la construction de ces deux fonctions. Evoquons brièvement les éléments qui constitueront le 
troisième chapitre.   
 
Afin de les confronter à une fonction d’offre de sécurité, et répondre aux deux questions que 
nous nous posons – l’allocation et le niveau des dépenses de sécurité - il nous faudra achever 
de  construire  les  deux  fonctions  de  demande  en  passant  du  niveau  individuel  au  niveau 
collectif.  Cela  suppose,  nous  l’avons  vu,  de  connaître  la  disponibilité  marginale  de  la 
collectivité à payer pour la baisse unitaire de la probabilité d’occurrence d’un risque. Les deux 
fonctions de demande reposeront alors sur deux d’équivalents monétaires collectifs, obtenus 
par une agrégation interpersonnelle des mesures déterminées dans un premier temps au niveau 
individuel. Pour effectuer cette dernière, nous considèrerons la distribution des revenus et des 
impôts comme donnée, et nous tiendrons compte de la distribution des risques au sein de la 
population.  Certes,  il  existe  de  nombreuses  manières  de  la  faire,  avec  des  implications 
différentes en termes de redistribution par la production de biens publics. Néanmoins, nous 
proposerons un critère permettant de passer du niveau individuel au niveau collectif, et qui ne 
résultera pas exactement d’une sommation, car nous tiendrons compte de l’hétérogénéité des 
agents dans la distribution des risques.  
 
En  réalité,  deux  formes  d’hétérogénéité  seront  considérées :  une  hétérogénéité  des 
probabilités  d’occurrence  (nous  supposerons  deux  populations  soumises  à  des  niveaux  de 
risque différents) ; une hétérogénéité des croyances concernant ces probabilités (deux sous 
populations  sont  représentées,  appréhendant  les  probabilités  d’occurrence  de  manières 
différentes). Cette hétérogénéité des croyances est fondamentale en microéconomie. Comme   113 
le  souligne  Arrow,  « l’une  des  choses  que  la  microéconomie  nous  enseigne  est  que  les 
individus ne sont pas identiques. Ils sont hétérogènes, et l’hétérogénéité la plus importante est 
certainement l’hétérogénéité des croyances » 
142. Elle est plus déterminante encore lorsqu’il 
s’agit de comprendre les comportements face aux risques. Il nous faut examiner comment 
tenir compte de cette double hétérogénéité dans l’agrégation interpersonnelle permettant de 
passer du niveau individuel au niveau collectif.   
 
Le propos sera d’abord d’examiner les principales théories dont nous disposons en la matière. 
Nous montrerons ainsi qu’il est impossible, dans le cadre de notre problématique, de nous 
fonder  sur  un  critère  d’agrégation  ordinal,  et  nous  aurons  recours  à  des  comparaisons 
interpersonnelles cardinales. Certes, comme nous le dit Sen, l’agrégation au niveau collectif 
ne peut se passer de jugements de valeur, ceux-ci devant être explicités : « la perception du 
bien-être national dépend des jugements de valeur utilisés afin de conceptualiser le bien-être 
agrégé d’une nation. Ces jugements ne sont pas souvent suffisamment mis en lumière et il y a 
un besoin de clarification»
143. Un détour par l’Histoire de la théorie économique du choix 
social nous aidera d’abord à clarifier les choix que nous effectuerons. On verra alors que le 
cheminement de cette Histoire est jonché de profondes remises en cause, de changements de 
paradigme,  notamment  avec  le  théorème  d’impossibilité  de  Arrow  qui  constitua  une 
injonction à la clarification.   
 
Nous choisirons alors de dépasser ce résultat en effectuant des comparaisons interpersonnelles 
cardinales afin de proposer et de justifier notre propre critère d’agrégation collective, celui-ci 
faisant  appel  à  l’indice  de  Theil.  Ainsi,  nous  disposerons  de  deux  fonctions  de  demande 
collectives de sécurité qu’il nous sera possible de confronter avec une fonction d’offre de 
sécurité, afin d’achever la première partie de nos travaux.  
 
Le présent chapitre constitue le premier des deux mouvements que nous venons d’annoncer : 
la construction des fonctions de demande au niveau individuel. Il suppose, en particulier, de 
nous attacher à l’évaluation du risque par les agents. Deux éléments apparaissent au cœur de 
ce  processus  d’évaluation :  d’une  part,  un  enrichissement  de  l’information  dont  nous 
disposons sur la sécurité, dans la mesure où les agents – à la différence des institutions – 
tiennent compte de la perte de liberté portée par l’insécurité à travers leur mode d’évaluation 
                                                 
142 Cf. Arrow (2004), p.301.   
143 Cf. Sen (1998), p. 390.    114 
du  risque ;  d’autre  part,  des  biais  individuels,  dus  notamment  à  l’imperfection 
informationnelle, qui limitent la portée de cette évaluation comme fondatrice d’une politique 
publique. De notre point de vue, ces éléments doivent tous deux être considérés : il apparaît 
en  réalité  difficile  de  nous  ramener  à  un  effet  pur  dès  lors  que  la  subjectivité  de  l’agent 
constitue  leur  racine  commune.  C’est  justement  parce  que  les  deux  effets  doivent  être 
considérés que l’approche subjective présente des avantages comme des inconvénients. Dès 
lors, nous sommes amenés à garder les deux modes d’évaluation du risque que nous avons 
discernés : le mode institutionnel, d’une part ; le mode subjectif, d’autre part.     
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II.B.  Comment établir les deux « fonctions de demande » de sécurité ?  
 
 
Nous l’avons vu : deux éléments doivent être distingués dans la compréhension du risque. Les 
événements observés ex post, qui modifient les modes de fonctionnement des agents ; d’autre 
part, la modification de l’espace des capabilités dont ne permettent pas de rendre compte ces 
seuls  événements.  Pour  cela,  nous  aurons  recours  à  une  fonction  de  demande  issue  de 
l’évaluation faite par les agents eux-mêmes. Comprendre leur comportement face au risque 
n’est  pas  chose  simple  et  nous  verrons  par  la  suite  que  la  théorie  paradigmatique  de 
l’espérance  d’utilité  (EU),  initiée  par  Von  Neumann  et  Morgenstern  ne  le  permet  pas  de 
manière  fidèle.  La  question  que  nous  nous  posons  est  en  réalité  une  question  de  mesure 
puisqu’il s’agit d’associer, à une probabilité d’occurrence d’un risque donné, deux équivalents 
monétaires pour la collectivité (l’un, purement objectif mais ne témoignant que d’une facette 
de la sécurité ; l’autre, également subjectif).  
 
L’approche pluraliste de Sen, que nous avons complétée en univers incertain, ne fournit pas 
pour autant une évaluation ; moins encore une quantification. La majorité des tentatives visant 
à  rendre  plus  opérationnelle  cette  approche  est  fondée  sur  des  types  de  capabilités  assez 
simples : la comparaison des performances des élèves
144, le degré d’autonomie des femmes
145, 
le marché du travail
146 ou encore, plus généralement, les questions de développement
147. Or, 
on le sait, certaines des capabilités sont plus faciles à mesurer que d’autres : « Toutes les 
capabilités ne se prêtent pas à l’exercice avec la même facilité et les tentatives de soumettre 
chacune d’entre elles à un système de mesure aboutissent parfois à plus de confusion que de 
clarté. »
148.  Pour  cette  raison,  dans  le  cadre  de  notre  approche  et  afin  de  construire  une 
demande  de  sécurité,  nous  utiliserons  deux  instruments  de  mesure :  l’un,  fondé  sur  les 
événements objectivement observés ; l’autre sur l’évaluation subjective des agents.  
 
                                                 
144 Cf. Klasen (2001).  
145 Cf. Nussbaum (2001), Alkire (2002), Robeyns (2003).  
146 Cf. Burchardt (2002).  
147 Cf. Dasgupta (1993).  
148 Cf. Sen (2000), p.89.    116 
 
II.B.1. Une demande « objective » fondée sur les événements observés ex post 
 
La  première  mesure  a  trait  à  la  modification  des  modes  de  fonctionnement  réellement 
observée. Supposons un risque q  survenant avec une probabilité  ( ) p q  (notée p dans la suite 
de ce chapitre).  q  est une application de l’ensemble des états de la nature S, muni d’une 
mesure  de  probabilité,  vers  un  ensemble  de  conséquences  noté  z .  Cette  application 
appartient donc à l’ensemble des applications de S vers z , noté Q .  
 
Souvenons-nous que l’on avait noté l’espace des capabilités dans un univers sécurisé de la 
manière suivante :  
 
{ } 0 1 2 ( 1) , ,..., , ,..., j j k Q b b b b b + = , et l’espace des capabilités soumis au risque q  :  
 
{ } 1 2 ( 1) , ,..., , ,..., j j k Q b b b b b q q q q + = , avec, pour  [ ] 1,..., q j Î :  
 
q b q = Æ, avec une probabilité  ( ) q p , et  
q q b b q = , avec une probabilité  ( ) 1 p q -  
 
Mesurer le coût du risque q  pour la collectivité suppose, pour chaque agent, de mesurer la 
perte effectivement observée ex post. Si celui-ci n’a pas choisi un mode de fonctionnement 
soumis au risque, alors le coût objectif est nul. S’il choisit un mode de fonctionnement  q b q  
soumis au risque, alors nous devons confronter la valeur du mode de fonctionnement observé 
ex post avec celle du mode de fonctionnement non soumis au risque. Nous savons que Sen 
avait  défini  une  fonction  de  valorisation  des  modes  de  fonctionnement  en  écrivant 
( ) ( ) ( ) ( ) i i i i i i v v f c x v b = =   .  Cette  fonction  nous  sert  alors  à  comparer  les  modes  de 
fonctionnement risqués avec ceux dans un univers sécurisé. Pour   [ ] 1,..., q j Î  :  
 
( ) ( ) q q q v b v > Æ  
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Dans la pratique, l’écart de valorisation entre ces modes de fonctionnement est quantifié en 
cherchant, pour l’aléa q , un équivalent monétaire  q c  vérifiant la relation suivante :  
 
( ) ( ) / q q q v b c v q = Æ  , où 
 
/ q b cq   représente  le  mode  de  fonctionnement  q b ,  dans  un  contexte  parfaitement  sécurisé, 
amputé du coût monétaire  q c . Ce coût rendra donc compte de l’écart de valorisation des 
modes  de  fonctionnement  entre  une  situation  parfaitement  sécurisée  et  une  situation  dans 
laquelle il y a occurrence de l’aléa q , privant ainsi l’agent de la réalisation effective de ce 
mode de fonctionnement. Cette valorisation ne sera pas fondée sur l’évaluation des agents, 
mais sur des mesures plus institutionnelles. Cela peut se faire de manière assez simple pour 
les enjeux financiers, de manière plus complexe en ce qui concerne les dommages physiques 
ou psychologiques. Néanmoins, pour cette première mesure, nous privilégierons les mesures 
qui ne passent pas par le prisme de l’évaluation subjective des agents, mais par celle des 
institutions.  Pour  en  avoir  une  quantification,  il  nous  faudra  considérer  des  risques 
particuliers, ce que nous ferons dans le cadre de la criminalité à la faveur de la seconde partie 
de cette Thèse. L’équivalent monétaire observé ex post pour un agent soumis au risque avec 
une probabilité p peut donc s’écrire, avec un signe négatif (il s’agit d’une perte) :  
 
cq - , avec une probabilité p ;  
0, avec une probabilité 1 – p.  
 
Pour accéder à un équivalent monétaire collectif fondant la première des deux fonctions de 
demande  de  sécurité,  plusieurs  éléments  sont  nécessaires :  d’abord,  connaître  l’équivalent 
monétaire  q c   correspondant  à  l’occurrence  du  risque  q  ;  ensuite,  savoir  avec  quelle 
probabilité  chacun  des  agents  composant  la  collectivité  est  soumis  à  cet  aléa  (nous 
considérerons  en  pratique  deux  populations  touchées  de  manière  différente,  c’est-à-dire 
connaissant des nombres de sinistres différents). Enfin, à partir du critère d’agrégation que 
nous bâtirons, établir un équivalent monétaire collectif des sinistres observés ex post au sein 
des  différentes  populations.  Intéressons-nous  à  présent  à  la  seconde  mesure,  fondée  sur 
l’évaluation du risque par les agents eux-mêmes.  
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II.B.2. Une demande « subjective » fondée sur l’évaluation du risque par les agents 
 
 
La  seconde  mesure  tient  compte  de  la  perte  de  liberté  correspondant  à  la  possibilité 
d’occurrence du risque. Ici, c’est plus largement la modification de l’espace des capabilités en 
univers incertain que l’on cherche à cerner. Bien évidemment, notre mode de mesure sera 
subjectif et ne vaut qu’en ce qu’il permet de compléter la première mesure en fondant une 
seconde fonction de demande de sécurité.  
 
Nous supposerons toujours par la suite qu’il existe deux populations touchées différemment 
par le risque q . Mais, il importe avant d’analyser le comportement de chaque agent face à un 
risque  pouvant  survenir  avec  une  probabilité  p.  En  nous  fondant  sur  les  observations 
précédentes,  nous  supposerons  que  les  conséquences  de  l’occurrence  de  cet  aléa  se 
caractérisent  par  un  équivalent  monétaire  q c .  L’agent  est  donc  confronté,  à  partir  de  la 
situation initiale, à l’espace des conséquences suivant, associé à q  :  
 
cq - , avec une probabilité p ;  
0, avec une probabilité 1 – p.  
 
D’une manière générale, lorsque cela est nécessaire, nous pourrons noter les conséquences 
possibles de la manière suivante :  
 
C Cq = , avec une probabilité p ;  
0 C C = , avec une probabilité 1 – p. 
 
Le premier enjeu de ce chapitre est donc de trouver une fonction de valorisation V rendant 
compte du comportement de l’agent face au risque. Comme dans le cadre de la théorie de 
l’espérance d’utilité, cela suppose d’associer à q  un nombre  ( ) V q , tel que si q  est préféré au 
sens large à  ' q , alors  ( ) ( ) ' V V q q ³ .  
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Plus formellement, si q ÎQ, ensemble des applications de S vers z , nous supposerons que 
chaque  agent  a  une  relation  de  préférence  large  Q ³   sur  Q .  Alors,  nous  cherchons  une 
fonction de valorisation  : V Q ® ℝ, telle que  ( ) ( ) ' ' V V q q q q Q ³ Û ³ .  
 
Par la suite, nous pourrons trouver un équivalent monétaire individuel  ' c q  représentatif de  
l’évaluation par l’agent, et vérifiant :  
 
( ) ( ) ' V V c q q = -  
 
Trouver  une fonction représentative du comportement des agents face au risque n’est pas 
chose simple : nous l’avons dit, et nous le verrons plus précisément ci-dessous, les théories du 
risque classiques ne parviennent pas véritablement à rendre compte du comportement face au 
risque,  de  ce  que  l’on  a  souvent  coutume  d’appeler  « perception  du  risque ».  Nous 
n’adopterons pas ce vocable qui laisse penser que les agents sont défaillants et incapables de 
comprendre ce à quoi ils sont confrontés. Ce n’est pas notre vision des choses : rappelons que 
l’évaluation du risque par les agents est bien la seule qui permet de rendre compte de la 
seconde facette de la capabilité sécurité : la liberté de choix parmi un ensemble de modes de 
fonctionnement, sans craindre le danger. Bien sûr, ce mode d’évaluation est subjectif, et devra 
être  combiné  avec  la  première  mesure,  institutionnelle  et  statistique,  mais  il  demeure 
nécessaire.  Quels  sont  alors  les  outils  théoriques  qui  peuvent  nous  permettre  d’évaluer la 
manière dont les aléas sont évalués ? Pour plusieurs raisons, répondre à cette question n’est 
pas une mince gageure.   
 
Tout d’abord – et paradoxalement – parce que la notion de risque a acquis une place centrale 
et très politisée dans les débats économiques et sociaux. Nouvelle logique de segmentation de 
la société pour certains penseurs comme Ulrich Beck
149, elle peut en devenir difficile à penser 
sereinement. Ensuite, nous le verrons, parce que la « mort de la théorie du risque » a laissé un 
grand vide. En effet, si le paradigme de l’Espérance d’Utilité, dont nous verrons la naissance 
historique, les fondements et les remises en question, n’était pas à même de rendre compte du 
comportement  des  agents,  il  n’y  a  pas  eu  jusqu’à  présent  de  véritable  théorie  de 
remplacement,  à  même  de  le  cerner.  Même  si  plusieurs  représentations  alternatives  ont 
                                                 
149 Cf. Beck (2001). 
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émergé récemment avec succès (nous mobiliserons d’ailleurs l’une d’entre elles), il nous faut 
comprendre que nous n’aurons plus de théorie du risque « clé en main ». Ayant recours au 
cadre de la Prospect Theory initié par Kahneman et Tversky, nous le compléterons dans un 
cadre  d’imperfection  informationnelle.  Deux  éléments  sont  alors  pris  en  compte  dans  la 
modélisation du comportement individuel face au risque : d’une part, un enrichissement de 
l’information dont nous disposons sur la sécurité, les agents tenant compte de la perte de 
liberté portée par l’insécurité à travers leur mode d’évaluation du risque ; d’autre part, des 
biais  individuels,  dus  notamment  à  l’imperfection  informationnelle.  C’est  pour  cela  que 
l’approche fondée sur l’évaluation des agents ne pourra constituer à elle seule, même si elle 
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II.C.  Perspectives théoriques pour construire la fonction de demande 
« subjective » 
 
 
Notre  propos  est  ici  de  comprendre  comment  il  est  possible  de  rendre  compte  du 
comportement des agents face au risque à travers une fonction d’évaluation du même type que 
celle construite dans la théorie EU. Cette dernière date de la fin des années 40 ; elle constitue 
déjà l’aboutissement de nombreux travaux, qui ont évolué à mesure que le risque marquait 
sans cesse plus nos sociétés, appelant des interrogations théoriques renouvelées. 
 
 
II.C.1. L’émergence du risque dans les débats sociétaux  
 
 
Nous l’avons vu : la demande de sécurité a existé de tout temps, mais ses modes d’expression 
ainsi que les réponses apportées se sont profondément modifiés au cours des siècles. Une 
laïcisation,  une  individualisation  des  attentes,  se  sont  faites  jour,  ce  qui  a  conduit  les 
populations à accorder de plus en plus d’importance aux dangers mettant en péril l’intégrité 
physique et matérielle. La notion de risque a remplacé celle de péril divin, devenant ainsi un 
sujet prêtant aux débats théoriques comme aux clivages politiques. Ulrich Beck en théorise le 
caractère central. Dans La société du risque, la répartition des risques a remplacé celle des 
richesses comme logique de segmentation de la société. C’est donc une inégalité devant les 
contingences de la vie qui constituerait désormais le facteur de ségrégation entre les classes 
avantagées  et  celles  qui  ne  le  sont  pas.  Pour  le  sociologue,  il  y  a  une  ligne  de  fracture 
profonde – plus profonde que celle correspondant à la répartition des richesses – entre les 
populations qui doivent craindre les multiples dangers provenant tant de la nature que de la 
société et celles qui peuvent – à bon droit – se sentir plus en sécurité. La ségrégation fondée 
sur des points positifs – la quantité de biens possédés – aurait fait place à une ségrégation 
fondée sur des points négatifs – la quantité de risque encourue. Bien évidemment, ces deux 
types de ségrégation ne sont pas entièrement disjoints. Par exemple, les quartiers des grandes 
villes les plus proches des usines potentiellement dangereuses (classées Seveso) sont, le plus 
souvent, des quartiers populaires. Autre exemple : les quartiers jugés les plus dangereux du 
point de vue de la criminalité sont, le plus souvent, des quartiers dans lesquels les habitants   122 
sont  déjà  dans  un  certain  désarroi  social.  Cet  argument  fait  souvent  «  mouche » dans les 
milieux populaires : les pauvres ne volent plus aux riches, mais à ceux qui sont déjà pauvres.  
 
Si la technologie a permis de réduire les risques naturels, tel n’est pas le cas des dangers 
d’origine humaine, dont la régulation est politiquement plus sensible 
150. La difficulté à définir 
le risque, à la fois fait objectif et évaluation subjective renforce la sensibilité du sujet. Comme 
nous le disent Yates et Stone (1992), « si nous lisons dix articles ou livres différents sur le 
risque, nous ne devons pas être surpris de voir le risque décrit de dix façons différentes »
151. 
Certes, nous comprenons intuitivement qu’il y ait des risques qui sont acceptables et d’autres 
qui ne le sont pas mais, là encore, une définition rigoureuse des risques dits « acceptables »
152 
dépend du mode d’évaluation choisi.  
 
Slovic (1994) le montre précisément : alors que les individus, dans les sociétés industrialisées 
ont  des  existences  de  plus  en  plus  sûres,  ils  sont  de  plus  en  plus  sensibles  au  risque  et 
s’estiment de plus en plus vulnérables. Le seuil d’acceptabilité s’est donc abaissé, comme 
nous  le  verrons  de  manière  flagrante  pour  le  risque  de  criminalité.  Cela  conforte  notre 
approche consistant à séparer les fonctions de demande de sécurité, en distinguant les aspects 
purement objectifs de l’évaluation par les agents. Attardons-nous donc à cet objet curieux 
constitué par l’évaluation du risque par les agents. Voyons comment les théories du risque se 
sont construites et ont évolué. Au départ, et pendant des siècles, sous l’emprise du paradigme 
de l’homo economicus,  elles avaient pour but de cerner à la fois les faits et le comportement. 
Même sous cette forme, les avancées théoriques sont récentes, phénomène surprenant quand 
nous pensons que les dangers ont existé de tout temps. C’est seulement il y deux ou trois 
décennies, à la suite d’échecs dans la volonté de comprendre de la même manière deux entités 
distinctes, qu’il y eut décollement théorique entre ces dernières. Examinons brièvement la 
genèse des théories dominantes avant d’aborder les modèles alternatifs et de les compléter par 
nos propres recherches.  
 
                                                 
150 Cf. Shubik (1991).  
151 Cf. Yates et Stone (1992).  
152 Cf. Fischhoff et al (1981).  
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Si  l’analyse  du  risque  constitue  aujourd’hui  un  préalable  conceptuel  et  méthodologique  à 
toute réflexion approfondie dans le domaine de l’assurance, de la stratégie d’entreprise, ou des 
politiques publiques, elle a pourtant longtemps été ignorée des penseurs. En réalité, elle ne 
s’est imposée comme nécessaire que lorsque les exigences de sécurité se laïcisaient dans un 
mouvement  de  rationalisation  et de retour au terrestre. C’est en réalité le jeu qui a été – 
tardivement - le premier fil conducteur conduisant à une approche scientifique de la notion de 
risque à travers les travaux de Pascal et Fermat sur les probabilités au 17
ème siècle. Toutes les 
cultures ont été joueuses. Pour la mythologie grecque, la création de l’univers est même issue 
d’une partie de dés entre Zeus, gagnant du plus beau lot – le ciel, Poséidon, qui récupéra la 
mer, et le malheureux Hadès, qui devint le gardien des enfers. Mais l’on ne théorisa pas le jeu. 
Certes, les grecs n’avaient pas de véritable système numérique, ce qui rendait la question 
délicate,  mais  le  réel  obstacle  est  sans  doute  ailleurs :  leur  philosophie  distinguait 
radicalement  le  vrai  et  la  vraisemblance  (eikos),  apparence  de  vérité.  Pour  Aristote,  les 
philosophes doivent s’en tenir au vrai, uniquement accessible par cheminement logique. Ce 
n’est pas pour autant, bien sûr, que les contingences furent ignorées par les grecs. L’oracle 
avait un véritable rôle dans leur civilisation. Mais il y avait une nette séparation entre les 
exigences  des  différents  domaines  intellectuels.  Ce  qui  n’était  pas  prouvable  par  un 
raisonnement  logique  ne  pouvait  prétendre  à  une  recherche  scientifique.  Le  risque, 
caractéristique par excellence d’une vérité non actualisée, ne pouvait prétendre à cet intérêt. 
Même si des questions soulevées par Aristote ne trouvèrent réponse que par la théorie des 
probabilités 
153, il n’y eut pas à l’époque grecque de conceptualisation et de modélisation de 
l’aléa :  la  mathématique  du  hasard  dû  attendre  la  Renaissance
154.  Il  en  fut  de  même  à 
l’avènement  du  christianisme,  pour  lequel  le  hasard  n’a  pas  de  place :  les  intentions 
supérieures nous sont occultées, sans pour autant être des aléas. La religion musulmane n’a 
pas été plus prolixe en la matière. Bien sûr, l’abstraction apportée par les chiffres arabes fut 
un pas important vers l’évolution mathématique, mais cette abstraction ne conduisit pas à la 
                                                 
153 Voir, en particulier, la réflexion suivante du philosophe : « Il est difficile de réussir de façon répétée, ou dans 
de nombreux domaines ; ainsi, il est impossible d’obtenir dix mille fois la même combinaison aux dés, alors 
qu’il n’est pas très compliqué d’y arriver à une ou deux reprises ». 
154 Cf. Hacking (2002).    124 
mesure des contingences. C’est bien à la Renaissance qu’émergea véritablement la notion de 
risque et, ce qui en est le noyau dur, le concept de probabilité.  
 
Si les probabilités sont filles de la Renaissance, essentiellement du 17
ème siècle, une période 
de  maturation  fut  néanmoins  nécessaire.  Bien  sûr,  l’histoire  du  jeu  a  apporté  une 
compréhension intuitive de ces phénomènes, mais les apports majeurs de la transition sont à 
replacer  au  16
ème  siècle.  D’abord,  avec  les  travaux  du  franciscain  Luca  Pacioli  sur  la 
comptabilité en partie double, accomplis à l’orée du siècle. Ensuite, avec la publication par 
Cardan de Liber de Ludo Aleae (Le livre des jeux de hasard), qui constitue une première 
tentative  d’évaluation  scientifique  du  risque,  nécessaire  à  sa  régulation,  même  si  les 
probabilités ne sont pas encore là. Enfin, un autre événement est important, car il participe – 
même s’il appartient à la première moitié du 17
ème siècle – à cette période charnière. Il s’agit 
de la publication par Thomas Gataker (1619) de l’ouvrage Nature and the use of lots dans 
lequel les jeux de hasard ne sont plus représentés comme résolus par intervention divine, mais 
bien par indétermination de la nature. On peut dire, en quelque sorte, que l’apport de Gataker 
fut  essentiel  pour  surmonter  l’obstacle  théorique  de  l’interprétation  chrétienne  du  destin, 
favorisant l’émergence de la probabilité.  
 
Le  17
ème  siècle  connut  une  immense  effervescence :  Huygens,  Newton,  Pascal,  Fermat, 
Leibniz…Le premier de ces grands ouvrages, publié par Huygens, lu et annoté par Newton, 
date de 1657, et place les probabilités ainsi que le critère d’espérance au centre des enjeux. 
Fermat, Pascal mêlèrent intimement dans leurs travaux, la morale et le jeu, ce qui n’était pas 
concevable jusque là. Pour Pascal, les joueurs sont des abstractions subordonnées aux lois 
mathématiques  dont  découle  la  théorie  de  la  probabilité.  Mais,  ces  lois  mathématiques 
n’excluent bien évidemment pas la morale. Prenons l’exemple du pari des  Pensées : Si Dieu 
est, nous perdons infiniment à ne pas mener une vie pieuse. S’il n’est pas, nous ne perdons 
rien  à  la  mener.  C’est  donc  la  mathématique  qui  formalise  ici  la  morale.  Ce  pari  est  la 
première contribution véritable à la théorie de la décision
155. C’est également l’époque de la 
Logique de Port-Royal, que Nicole et le grand Arnauld publièrent en 1662. Il y est question 
de  morale,  certes.  Mais  on  y  décèle  déjà  la  distinction  entre  les  notions  de  probabilité  – 
fréquence – et d’intensité, distinction qui est aujourd’hui au fondement même de la gestion du 
risque et de l’assurance : « la peur du mal se doit d’être proportionnelle non seulement à sa 
                                                 
155 Cf. Hacking (2002).    125 
gravité, mais aussi à sa probabilité. »
156. La perspective ouverte par Leibniz est également très 
intéressante. Le juridique est au centre de ses préoccupations dans l’ouvrage publié en 1665. 
Curiosité fort intéressante puisque l’on choisira dans nos travaux de s’intéresser au risque 
criminel : le domaine judiciaire a été pionnier dans les objets de recherche qui donnèrent 
naissance aux théories du risque. C’est en effet aux verdicts que Leibniz tente d’appliquer les 
innovations conceptuelles récentes. Il mesure les degrés de preuve et de rectitude juridique 
avec une échelle de 0 à 1, qu’il appelle probabilité. La probabilité est alors définie comme 
rapport entre cas également « possibles ».  
 
Ces  travaux  connurent  une  mise  en  pratique  rapide,  que  ce  soit  dans  le  commerce  ou  la 
gestion des villes et des Etats. Dès 1671, Hudde et de Witt établissent des tables de mortalité 
pour calculer le juste prix des rentes. Puis, les villes hollandaises mettent en place les premiers 
calculs d’actuariat, suivis par l’Angleterre au début du siècle suivant. Dès la fin du 17
ème 
siècle, John Graunt chercha à déterminer la probabilité de mort dans la ville de Londres en cas 
d’épidémie de peste, transformant la notion de probabilité en outil de gestion : le but était 
d’évaluer les forces restantes à la fin du fléau pour prévoir des plans de reconstruction.  
 
Dans la sphère privée également, l’usage de la probabilité permit le développement rapide de 
l’assurance. Certes, ses origines sont anciennes, avec le code Hammourabi mis en place 18 
siècles  avant  notre  ère  et  encadrant  des  hypothèques  destinées  à  financer  les  épopées 
maritimes,  mais  elle  ne reposait sur aucune prévision véritable. Les statistiques permirent 
d’aborder le mécanisme assuranciel sous un jour totalement nouveau, qui fit s’éloigner le 
terme « d’aventure ». Si les premières compagnies officielles ne virent le jour qu’au 18
ème 
siècle, les techniques et leur perfectionnement les précédèrent. Ainsi, dès la fin du 17
ème, de 
plus en plus de choses s’assuraient, même ce qui nous paraîtrait absurde aujourd’hui, à une 
époque où l’assurance est pourtant si prégnante dans nos habitudes. Quelques exemples : mort 
de ses chevaux, décès du à l’absorption de gin, absence d’hymen de sa promise…  
 
Le choix d’assurance est souvent un choix libre, ce qui renvoie à la question de l’évaluation 
du risque par les agents. Si les uns s’assurent alors que les autres ne le jugent pas utile, ce 
n’est  pas  nécessairement  parce  que  les  contingences  auxquelles  ils  sont  soumis  sont 
différentes.  Cela  peut  être  également  parce  qu’ils  n’ont  pas  les  mêmes  croyances.  A 
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l’académie des sciences de Saint Pétersbourg, Daniel Bernoulli transforme la spiritualité de la 
Logique – souvenons-nous qu’elle distinguait gravité et fréquence – et fonde un nouveau type 
de discours sur le risque : « La valeur d’un article dépend moins de son prix que de l’utilité 
qu’il rapporte »
157. Il s’intéresse en particulier au joueur et à ses motivations : ce que l’on 
appellera plus tard « fonction d’utilité » n’est pas identique pour tous les individus.   
 
Dans les années qui suivirent, les avancées majeures en matière de compréhension du risque 
ont été empiriques plus que théoriques, en bâtissant un lien formel de convergence, d’abord, 
avec les travaux de Jacob Bernoulli, et le premier théorème de la valeur limite, puis, par les 
observations de Moivre de la loi binomiale dans ses deux ouvrages De mensura sortis (1711), 
et Doctrine of chances (1718). Un ordre impressionnant apparaît à partir de tirages empiriques 
indépendants, la fascination venant sans doute de la condition d’indépendance : en quelque 
sorte, le chaos est nécessaire pour pouvoir observer l’ordre. Enfin, en appliquant les outils 
théoriques dont on disposait à un nombre considérables de sujets.  
 
Gauss,  après  s’être  intéressé  aux  grands  nombres  et  à  l’échantillonnage,  applique  dans 
Theoria Motus (1809) la théorie des probabilités à la description des corps célestes. Il effectue 
également    des  mesures  géodésiques,  faisant  ainsi  de  la  géographie  à  partir  de  quelques 
échantillons. Dans ce sujet comme dans l’autre, en accord avec la loi des grands nombres, la 
multiplication  des  expériences  fait  converger  théorie  et  observations  empiriques.  Francis 
Galton est également illustratif de cette période, avec des interrogations confinant à l’intime et 
–  dira-t-on  plus  tard  –  à  l’eugénisme :  comment  les  talents  se  transmettent-ils  dans  les 
familles ? Comment identifier les « natures supérieures » 
158? Les recherches empiriques, les 
lois formulées sur les populations, se multiplient. Quételet, dès la première moitié du 19
ème 
siècle recoupe une foule de données : la natalité, la mortalité, l’alcoolisme, la folie, le crime, 
le  suicide…Son  Homme  moyen
159  devient  l’expression  personnifiée  d’un  individu  qui 
correspondrait à une moyenne selon tous les facteurs d’observations. Cet homme ne peut bien 
sûr  exister,  il  est  fictif,  puisque  nous  nous  distinguons tous de la moyenne par au moins 
quelques paramètres. Mais cette mise en exergue souligne encore, près de deux siècles après 
les premières découvertes, la volonté d’une époque de faire rentrer chaque objet d’observation 
– l’Homme en premier – dans une formalisation statistique et quantitative. Pour Galton, « Les 
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hommes éminents s’élèvent au-dessus de la médiocrité autant que les idiots s’abaissent sous 
elle »
160 : on peut alors voir une loi normale centrée sur la médiocrité…Cette connaissance 
statistique  apparaît  comme  un  instrument  de  pouvoir :  si  l’on  connaît  les  hommes,  leurs 
moteurs, on sait les gouverner. Or, c’est bien là que commence à s’effectuer un glissement 
entre le point de vue de l’expert et celui de l’agent. En effet, connaître le moteur d’un individu 
suppose d’appréhender ses motifs de satisfaction qui sont nécessairement subjectifs. Nous ne 
sommes donc plus dans la seule évaluation institutionnelle, mais également dans la prise en 
compte du point de vue de l’agent.  
 
Jeremy  Bentham  éclaire,  en  effet,  le  processus  d’évaluation  d’un  nouveau  jour  dans  son 
Introduction aux principes de la morale et de la législation (1789), définissant l’utilité de la 
manière suivante : « Cette propriété en tout objet qui tend à produire du profit, de l’avantage, 
du  plaisir,  du  bien,  de  la  félicité  […]  quand  sa  tendance  à  augmenter  le  bonheur  de  la 
communauté l’emporte sur la possibilité d’y nuire en rien. »
161. Jevons, plus tard, reprendra 
ces théories dans sa Théorie de l’économie politique (1871), en affirmant que la valeur dépend 
uniquement  de  l’utilité 
162,  en  d’autres  termes  de  la  satisfaction  et  de  la  subjectivité  des 
individus. Ces apports théoriques fondent l’approche « utilitariste » de la gestion du bonheur 
des individus et des risques. Les applications sont nombreuses et la première d’entre elles a 
trait  au  risque  de  criminalité :  dès  1764,  soit  un  quart  de  siècle  avant  la  théorisation  de 
Bentham, Cesare Beccaria plaçait, par son Traité des délits et des peines 
163, la maximisation 
du  bien-être  collectif  au  centre  des  interrogations  sur  l’usage  de  la  punition.  C’est  à  une 
véritable  économie  de  la  peine  qu’il  se  livrait  alors.  Cette  modélisation  des  ressorts  de 
l’humain reposant sur un engouement sans borne pour la science se poursuivit tout au long du 
19
ème siècle, dans une forme de quête asymptotique réduisant le risque et l’incertitude : pour 
Henri Poincaré par exemple, un esprit infiniment puissant aurait pu tout prévoir depuis le 
commencement des temps
 164.  
 
Une profonde remise en cause de la science succéda à cet engouement. Certes, il s’agissait 
toujours de déterminer l’enchaînement des causes, mais une clarification devait être effectuée 
entre les objets de connaissance. Cela conduira notamment Knight à faire une distinction entre 
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le risque (probabilisable) et l’incertain (non probabilisable) 
165. Dans son ouvrage Risque, 
incertitude  et  profit,  le  pessimisme  scientifique  semble  de  rigueur,  chaque  cas  étant  si 
particulier que l’économiste ne veut en inférer une valeur de probabilité réelle 
166. Keynes, 
dans le Traité des probabilités, critique également la possibilité d’évaluer une probabilité par 
la  simple  observation  des  fréquences  passées.  En  cela,  il  va  à  l’encontre  des  glorieux 
précurseurs que furent Gauss, Laplace, Pascal ou Quételet, en méprisant la « la loi des gros 
nombres ».  Plus  fondamentalement,  il  repère  les  failles  dans  un  mouvement  qui  vise  à 
superposer l’évaluation du statisticien et celle de l’agent : la seconde est alors essentielle dans 
la mesure où la perception des probabilités dépend de notre jugement
167. En 1936,  il va plus 
loin, en affirmant que la plupart de nos décisions résultent d’intuitions animales et non de la 
moyenne d’avantages pondérée par leurs probabilités 
168. Bien évidemment, le terrain de la 
rationalité mathématique ne doit pas être abandonné par les institutions, mais il ne faudrait pas 
penser que le jugement des experts est celui de tous.  
 
La  compréhension  du  comportement  humain  est  précisément  la  gageure  de  John  Von 
Neumann  et  Oskar  Morgenstern  à  l’origine  de  la  théorie  de  l’espérance  d’utilité
169,  qui 
bouleversa les théories du risque et constitue, encore aujourd’hui, un point de référence pour 
la  compréhension  et  la  gestion  des  aléas.  Comme  le  souligne  Etner  (2000),  « Il  fut  alors 
convenu que chacun maximisait une espérance d’utilité à la façon de Bernouilli, ce qui permit 
d’analyser  des  domaines  comme  l’assurance,  la  finance,  l’économie  du  travail  et  d’autres 
encore »
170. Nous verrons en détail par la suite que cette théorie repose sur une fonction de 
représentation  des  préférences  convaincante,  laissant  à  la  fois  une  place  à  l’avancée 
scientifique – probabiliser les événements de mieux en mieux – et à la subjectivité humaine – 
les utilités correspondant aux différentes issues sont propres à chaque individu.  
 
Plus tard, Savage (1954) étendra cette théorie en gommant la distinction faire par Keynes et 
Knight  entre  le  risque  et  l’incertitude,  associant  aux  secondes  situations  des  probabilités 
subjectives. On dispose ainsi d’un nouvel horizon conceptuel. Mais, en considérant, dans la 
même mesure ce qui est censé demeurer de l’ordre du scientifique – la connaissance des 
probabilités – et ce qui reste propre à la subjectivité humaine – l’évaluation des conséquences 
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en  jeu,  on  fait  disparaître  la  distinction  essentielle  entre  l’évaluation  des  événements 
réellement observés et celle qui en est faite par les agents, cette dernière gouvernant leur 
comportement. Dès lors, cette nouvelle théorie ne parvint pas à véritablement nous renseigner 
sur ces deux éléments.  
 
Néanmoins, nous le verrons plus en détail, c’est à partir de ce cadre – contre ce cadre, parfois 
- que l’essentiel des théories récentes sur le risque se sont construites. Il fut à l’origine de 
nombreuses applications, que ce soit dans le domaine de l’Economie ou de la Finance. Harry 
Markowitz, dans son article fondateur, Sélection de portefeuille, quantifie le risque selon le 
même type de méthode que le modèle d’espérance d’utilité quantifie les préférences
171. Mais, 
là encore, le consensus n’est pas établi et l’adéquation entre la représentation dominante et le 
comportement  réel  des  agents  fait  question,  conduisant  au  courant  dit  de  la  « finance 
comportementale »
172.  Les  modèles  alternatifs  visant  à  cerner  le  comportement des agents 
face au risque ont foisonné ces dernières décennies. En particulier, David Kahneman et Amos 
Tversky construiront leur Prospect Theory en se fondant sur le postulat selon lequel l’individu 
est plus sensible aux stimuli négatifs que positifs
 173. Ces réflexions ont donné, et donneront 
de plus en plus, lieu à des multiples applications que ce soit dans la sphère publique ou privée. 
Nous en proposerons dans la suite de ce travail. Pour l’instant, examinons auparavant le rôle 
important joué par le critère EU dans l’appréhension du comportement des agents face au 
risque, constitutif de la seconde fonction de demande de sécurité. Retraçons ses fondements et 
ses échecs.      
 
 




Après  les  temps  de  relative  ignorance  vis-à-vis  du  risque,  tout  au  moins  comme  objet 
mathématique et économique, le foisonnement intellectuel a été, au cours des derniers siècles, 
particulièrement intense. La théorie de l’espérance d’utilité, axiomatisée par Von Neumann et 
Morgenstern est restée relativement longtemps un socle pour la théorie du risque. Dans une 
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certaine  mesure,  elle  l’est  encore  aujourd’hui,  et  constitue  une  base  de  réflexion 
fondamentale,  notamment  dans  le  domaine  de  l’assurance.  Mais  elle  ne  semble  pas 
pleinement  satisfaisante.  Pour  rappeler  formellement  notre  problématique,  nous  cherchons 
une fonction de valorisation  : V Q ® ℝ, rendant compte du comportement de l’agent face au 
risque, telle que si q ÎQ, alors :  ( ) ( ) ' ' V V q q q q Q ³ Û ³ .  
 
Nous verrons que le paradigme de l’Espérance d’Utilité (EU) ne parvient pas véritablement à 
rendre compte des préférences des agents. Pour autant, la question de la représentation de 
l’évaluation  du  risque,  reste  encore  largement  ouverte,  puisque  rien  ne  l’a  véritablement 
remplacée.  
 
II.C.3.a. Une théorie « miracle », mais contestable  
 
Nous considérons toujours l’aléa étudié comme une application :  :S q z ® . L’ensemble des 
états de la nature est muni d’une loi de probabilité considérée également connue par l’agent 
dont  on  cherche  à  appréhender  le  comportement.  Nous  avons  vu  que  les  préférences  de 
l’agent étaient représentées de manière large par la relation suivante :  Q ³  sur  Q , la relation 
de  préférence  stricte  étant  notée  Q ≻ .  Plusieurs  conditions  fondent  le  théorème  de  Von 
Neumann et Morgenstern (VNM) :   
 
 Axiome 1 : La relation de préférence  Q ³ , définie sur  Q , est un préordre total. Cela signifie 
que c’est une relation réflexive, transitive et complète 
174.  
 
Par ailleurs, il est possible d’analyser une situation de risque dans le cadre ouvert par VNM 
comme  une  loi  de  probabilité  à  support  fini  dans  z ,  associant  à  ces  conséquences  des 
probabilités  (version  discrète)  ou  densités  de  probabilités  (version  continue).  Il  est  alors 
possible d’associer à un risque q  une loi de probabilité notée P.   
 
La  relation  de  préférence  Q ³ ,  définie  sur  Q ,  induit  donc  sur  l’ensemble  des  lois  de 
probabilités à support fini dans z  - nous noterons cet ensemble L- une relation de préférence 
que  nous  noterons  L ³ ,  la  relation  de  préférence  stricte  étant  notée  L ≻   et  la  relation 
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d’indifférence  L ∼ . Le théorème de VNM sera alors formulé en travaillant sur  L muni de la 
relation de préférence  L ³ , permettant de comparer des lois de probabilités entre elles. En plus 
de  l’hypothèse  de  préordre  total,  le  modèle  EU  de  VNM  est  fondé  sur  un  axiome  de 
continuité et un axiome d’indépendance.  Pour comprendre ce que cela signifie, définissons le 
mixage des lois de probabilités.  
 
Pour  [ ] 0,1 lÎ  et  , P QÎL , on appelle  l -mixage des lois P et Q, la loi  ( ) . 1 . R P Q l l = Å - . 
Cela signifie que, pour tout sous ensemble A des états de la nature :  
 
( ) ( ) ( ) ( ) . 1 . R A P A Q A l l = Å -  
 
Il est alors possible de définir les axiomes de continuité et d’indépendance :  
 
Axiome de Continuité : Pour tout P,Q,R de L, il existe  [ [ , 0,1 l mÎ  tels que : 
( ) ( ) . 1 . . 1 . P R Q P R l l m m L L Å - Å - ≻ ≻   
 
Axiome d’indépendance : Pour tout P,Q,R de L, et tout ] ] 0,1 lÎ  : 
( ) ( ) . 1 . . 1 . P Q P R Q R l l l l L L ³ Û Å - ³ Å - . 
 
Il est alors possible de représenter les préférences  L ³  sur L (ce qui équivaut à représenter les 
préférences  Q ³  sur Q ) de la manière suivante :  
 
Théorème de VNM : Si L, muni de  L ³  satisfait aux axiomes de préordre total, de continuité 
et d’indépendance, alors il existe une fonction d’utilité U, représentant les préférences  L ³ , 
avec. Pour P loi de probabilité, cette fonction s’écrit de la manière suivante : 
 
- Dans le cas discret, en appelant  i x  chacune des conséquences possibles, de probabilité  i p  :  






U P p u x
=
=∑ , avec u application de  z  dans  ℝ , continue, croissante et définie à une 
transformation affine près.  
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- Dans le cas continu, en supposant P à support borné dans ℝ , et en appelant  f sa fonction de 
densité, la fonction d’utilité s’écrit :  




Ce théorème permet ainsi, de donner une représentation cardinale des préférences des agents 
sur les lois de probabilité, ce qui signifiait une représentation cardinale des préférences en 
situation de risque. Plus formellement, on obtenait, en notant  P la loi de probabilité associée à 
un risque q  ; P’ la loi associée à un risque  ' q :  
 
( ) ( ) ' ' ' P P U P U P q q Q L ³ Û ³ Û ³  ou, par abus de notation :  
( ) ( ) ' ' ' P P U U q q q q Q L ³ Û ³ Û ³  
 
Quelle est l’expression de cette fonction d’évaluation dans le cadre de notre problématique 
comportant  deux  conséquences  possibles :  Cq ,  avec  une  probabilité  p, et 0 C ,  avec  une 
probabilité 1 – p ? On peut écrire, s’il y a deux conséquences possibles :  
 
( ) ( ) ( ) ( ) 0 . 1 . U pu C p u C q q = + - , avec :  
( ) ( ) 0 u C u C q £  
 
En réalité, on se rend bien compte en observant la « pureté » du formalisme ici mis en œuvre, 
que les auteurs formulaient ici une théorie séduisante, permettant de déduire des résultats 
intéressants à partir de quelques axiomes portant sur les préférences et répondant, plus de 
deux siècles après sa formulation, au paradoxe de Saint-Pétersbourg de Bernoulli. Plusieurs 
particularités de cette approche sont à souligner.  
 
Ce modèle présente d’abord la caractéristique de séparer le traitement des gains – ou des 
pertes – de celui des probabilités, afin de se concentrer sur l’attitude des individus à l’égard du 
risque. La fonction U a donc un double rôle : 
  
-  elle exprime l’attitude du décideur vis-à-vis du risque  
-  elle exprime la satisfaction – ou l’insatisfaction - des résultats dans le certain 
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Il y a donc à la fois une place pour la subjectivité, à travers l’attitude face aux montants en jeu 
et l’appréciation des probabilités - si celles-ci ne sont pas parfaitement connues, et une place 
pour un développement scientifique de l’évaluation des risques, à travers notre connaissance 
des probabilités. Autre particularité, ce modèle de représentation repose sur une axiomatique 
assez simple et intuitive, ce qui est plutôt réconfortant pour le passage de la théorie à la 
pratique. Cependant, nous verrons que cette simplicité de l’axiomatique sera à l’origine de la 
plupart des remises en cause de la théorie, les hypothèses sous-jacentes n’étant pas toujours 
vérifiées (en particulier l’axiome d’indépendance). Relevons, sans rentrer dans les détails, que 
cette théorie gomme une autre distinction importante en économie entre l’aversion faible
175 et 
l’aversion forte
176 pour le risque. Enfin, une dernière particularité consiste à pouvoir assez 
facilement  gommer  la  distinction  entre  des  situations  de  « risque »  (les  probabilités  sont 
connues,  comme  au Loto) et des situations « d’incertitudes » (les probabilités ne sont pas 
connues, tout du moins de manière complète, comme pour un pari sportif).  
 
En effet, dans un contexte d’incertitude, la théorie de l’espérance subjective d’utilité repose 
sur des croyances représentables par des probabilités sur l’espace des états du monde
177. Sous 
l’hypothèse d’axiomes assez simples et intuitifs que nous ne présenterons pas ici, Savage 
montre  qu’il  est  possible  de  définir  une  mesure  de  probabilité  cohérente  –  et  propre  à 
l’évaluation personnelle de l’agent - servant de fondement à une espérance d’utilité 
178. Une 
fois les croyances et les utilités identifiées, la théorie permet d’évaluer une décision en en 
calculant  l’espérance  « subjective »  d’utilité,  effaçant  ainsi  la  frontière  conceptuelle  entre 
risque et incertain, tracée par Knight et Keynes. L’ensemble de ces opérations, séduisantes et 
pratiques, fut-il pour autant satisfaisant ?  
 
Peu après l’émergence de ce modèle, des critiques apparurent assez vite, notamment par des 
expériences dans lesquelles les sujets révèlent des comportements en contradiction avec les 
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modèles prédictifs, que ce soit en univers risqué 
179 ou incertain 
180. D’abord, en construisant 
un  couple  d’alternatives  pour  lequel  les  sujets  violent  l’axiome  d’indépendance,  Allais 
fragilise les fondements théoriques du modèle de VNM. Ensuite, on peut comprendre avec 
l’expérience d’Ellsberg que le risque et l’incertain n’ont en fait pas le même statut pour les 
agents, l’environnement incertain présentant une structure très particulière. Toujours du point 
de vue descriptif, on peut vérifier que les agents s’assurent souvent totalement alors que la 
prime est chargée. Or, le modèle EU ne conduit à une assurance totale que dans les cas de 
prime actuarielle, ce qui souligne les difficultés de ce modèle à cerner le comportement des 
agents face au risque 
181. En plus de ces violations expérimentales, le modèle EU a soulevé 
également  plusieurs  difficultés  théoriques.  D’abord,  dans  l’interprétation  de  la  fonction 
d’utilité qui a, nous l’avons vu, un double rôle, représentant à la fois l’attitude de l’agent face 
au risque et face aux événements certains. Or, un même individu peut à la fois avoir une 
utilité marginale très décroissante (il n’est pas beaucoup plus satisfait avec 100k€ qu’avec 
50k€) et être peu averse au risque (il place son épargne dans les produits dérivés et pratique 
l’alpinisme). Le modèle de VNM ne permet pas de rendre compte de cette distinction. Il ne 
permet pas non plus de distinguer l’aversion faible de l’aversion forte pour le risque. Plus 
généralement, de nombreuses notions d’aversion pour le risque sont écrasées par ce type de 
modèle qui manque de flexibilité 
182.  
 
Le  modèle  d’espérance  d’utilité,  comme  son  extension  en  environnement  incertain  – 
l’espérance  subjective  d’utilité  -  sont  donc  confrontés  à  des  démentis  descriptifs  comme 
théoriques 
183. Les comportements des agents économiques ne se conforment pas toujours – 
loin s’en faut – à ce qui est prédit par la théorie. Comment expliquer de tels écarts ? Comment 
en tenir compte si l’on veut proposer des modèles alternatifs ? Répondre à une telle question 
nécessite de revenir au processus d’évaluation et de décision. Les différentes théories, plus ou 
moins convaincantes, élaborées pour rendre compte de ce processus se fondent en réalité sur 
un état psychologique attendu de l’agent. Mais, quelles sont les hypothèses qui sous tendent 
une  appréhension  adéquate  de  cet  état ?  La  gageure  est  à  la  fois  théorique  et  pratique, 
puisqu’il nous faut cerner de façon un peu plus précise ce que l’on entend psychologiquement 
lorsque l’on fait état de l’évaluation du risque par les agents. Nous verrons alors que tous les 
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181 Cf. Mossin (1968).  
182 Cf. Chateauneuf, Cohen et Meilijson (1997).  
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obstacles observés au cours des dernières décennies interrogent à la fois la psychologie et 
l’environnement de l’agent. Il est donc nécessaire d’ouvrir la boite noire de ses processus 
mentaux si l’on veut comprendre son mode d’évaluation du risque.   
 
II.C.3.b. Les principaux obstacles à la compréhension de l’évaluation du risque par les 
agents : cognition et émotion 
 
La construction du risque par chaque agent est une opération complexe mettant en jeu des 
facteurs liés à l'environnement social comme à l’histoire personnelle. L’évaluation du risque 
par chaque individu est donc fondée sur une alchimie complexe entre son fonctionnement 
personnel  et  l’environnement  dans  lequel  il  est  plongé.  Cette  vision  des  choses  n’est  pas 
nouvelle à proprement parler. Déjà, à la fin du 19
ème siècle, Jevons puis Edgeworth voulaient 
fonder le calcul économique sur des lois psychologiques, s’inspirant en cela des travaux des 
allemands Fechner et Wundt. Deux sphères mentales traditionnellement distinguées scandent 
les  modes  d’évaluation  et  de  décision  individuels :  la  cognition  et  l’émotion.  Ces  deux 
éléments sont générateurs de biais dans la théorie dominante, ce qui ne signifie pas pour 
autant des erreurs de la part des agents. L’émotion ressentie face à un risque est par exemple 
tout à fait significative de la perte de liberté correspondant à la possibilité de son occurrence, 
que  ne  peut  appréhender  une  vision  purement  « objective ».  Il  nous  faut  donc  analyser  à 
travers ce double prisme ce qui fait sens dans l’évaluation individuelle du risque. C’est à cette 
seule condition qu’il nous sera possible de proposer des modèles alternatifs.     
 
L’enjeu cognitif dans l’évaluation du risque par les agents 
 
Le  premier  aspect  qui  fonde  l’évaluation  est  la  connaissance  –  ou  la  croyance  –  sur  les 
probabilités et les valeurs des états du monde possibles. Mais, dans un cadre incertain, la 
manière d’accéder à ces deux éléments n’est pas donnée d’avance. Les agents forment des 
croyances  sans  avoir  toujours  pour  autant  d’information  précise  sur  les  objets  de  ces 
croyances. Pour cela, les individus comptent sur un nombre réduit de principes heuristiques 
qui  réduisent  l’ampleur  de  la  tâche  cognitive  à  des  opérations  de  jugement  plus  simples. 
Kahneman et Tversky (1974) en relèvent trois grands types.   
  
-  Heuristique de représentativité. Lorsqu’un agent doit analyser une situation de risque, il le 
fait souvent en la rattachant à un ensemble de situations connues antérieurement et lui   136 
paraissant similaires. Ainsi, les jugements peuvent souvent se fonder sur des stéréotypes. 
Signalons-en quelques conséquences : une relative insensibilité aux probabilités à priori 
au profit des observations empiriques, un échantillon d’observation réduit, une confusion 
entre les probabilités à un niveau local et celles à un niveau global, une illusion de validité 
forte, pour citer les principales 
184.  
-  Heuristique de disponibilité. L’évaluation du risque se fait à partir des informations qui 
nous  viennent  le  plus  facilement  à  l’esprit,  c’est-à-dire  les  plus  médiatisées,  les  plus 
saillantes ou les plus récentes. En effet, seul un petit nombre de risques est sélectionné par 
l’agent comme pouvant réellement advenir. Le raisonnement devient même, bien souvent, 
binaire,  se  formulant  sous  les  deux  formes  possibles  opposées :  ça  va  m’arriver 
nécessairement / ça ne peut pas m’arriver
185. Les experts eux-mêmes évoquent rarement 
plus  d'une  ou  deux  options
186,  même  si  un  temps  important  de  réflexion  est  ensuite 
consacré  à  l'analyse  de  ces  options.  La  « contenance »  de  notre  mémoire  active  étant 
limitée,  nous  ne  pensons  pas  à  tous  les  risques  avec  la  même  intensité.  Dès  lors,  les 
signaux que nous recevons influencent notre appréhension des événements possibles. Il 
est  alors  difficile  d’imaginer  de  nouvelles  possibilités  concernant  le  déroulement  de 
sinistres non survenus jusque là ou passablement oubliés. De façon très intéressante, cela 
conduit également à une illusion de corrélation entre des événements observés à la même 
période par le passé, même s’il n’y a aucune causalité
187.  
-  Heuristique  d’ancrage.  L’estimation  du  risque  se  fait  alors  en  partant  d’un  événement 
antérieur  –  portant  le  nom  « d’ancre »,  pris  comme  point  de  référence  et  ajusté  pour 
représenter la situation actuelle. Or, dans la réalité, le besoin d’ajustement est souvent 
minimisé par les agents, ce qui conduit à biaiser le jugement final dans le sens de la réalité 
antérieure
188. Ces trois heuristiques sont le plus souvent fort utiles économiquement au 
niveau  individuel,  permettant  à  l’agent  de  s’épargner  un  lourd  travail  de  recherche 
d’information,  mais  conduisent  à  des  erreurs  systématiques  et  prévisibles.  Quelques 
exemples en témoignent.     
 
Une expérience intéressante, menée par Tversky et Koehler, a montré que le fait de lister les 
modalités possibles d’occurrence d’un risque conduit souvent à le surestimer. Il s’opère donc 
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un processus de focalisation sur certains risques plus « documentés » que les autres
189. Au 
contraire, les hypothèses exclues du champ attentionnel sont sous estimées. Les auteurs on 
demandé à un panel d’individus de prédire des probabilités sur les causes de mortalité. Deux 
groupes ont été distingués. Deux questions différentes peuvent être posées aux membres du 
second groupe : « Quelle est la probabilité de mourir de mort naturelle ? » ou « Quelle est la 
probabilité de mourir de mort non naturelle ? ». On s’aperçoit que les morts non naturelles 
sont surestimées et que la somme des probabilités est inférieure à l’unité. Pour les membres 
du  premier  groupe,  les  questions  sont  posées  pour  chacune  des  causes  de  mortalité,  sans 
demander  aux  volontaires  de  faire  le  total  des  prédictions  faites  par  les  différents  sous 
groupes.  On  trouve  alors  une  surestimation  plus  marquée  encore  des  causes  de  mort  non 
naturelles et une somme des probabilités supérieure à l’unité (voir ci-dessous).  
  
Probabilité estimée de mourir de la 
manière suivante 
Groupe I (spécifié)  Groupe II (non 
spécifié) 
Réalité 
Cœur  22  -  34 
Cancer  18  -  23 
Autres formes de mort naturelle  33  -  35 
Total des morts naturelles  73  58  92 
Accident  32  -  5 
Homicide  10  -  1 
Autres formes de mort non naturelle  11  -  2 
Total des morts non naturelles  53  32  8 
Total général  126  90  100 
Source : Tversky et Koehler (1994).  
 




Plusieurs  éléments  permettent  ici  de  confirmer  expérimentalement  l’heuristique    de 
disponibilité.  D’abord,  on  se  rend  compte  que  les  causes  de  mort  non  naturelle  sont  très 
largement surestimées car elles sont le plus souvent saillantes à l’esprit. Par exemple, le risque 
d’homicide est amplifié d’un facteur 10 par rapport à la réalité du fait de la médiatisation 
comme du potentiel émotionnel qui permet de garder l’image de la mort par homicide vivace 
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à l’esprit. Ensuite, on se rend compte que la spécification des types de morts naturelles ou non 
augmente à chaque fois l’estimation des probabilités d’occurrence. Lister les causes permet de 
réactiver la mémoire et de rendre une possibilité oubliée disponible à l’esprit. On pourrait 
ainsi  dire  que  la  modification  de  l’information  induit  une  modification  de  la  « carte 
cognitive »
190 des risques auxquels les agents se sentent exposés.   
 
Cette heuristique de disponibilité, à présent bien documentée, montre que l’agent forme ses 
croyances sur les différents risques auxquels il fait face en se fondant sur l’information dont il 
dispose à un coût souvent modique. Or, l’environnement dans lequel il est plongé est vecteur 
d’information. Dès lors, des croyances fausses peuvent se propager et créer une irrationalité 
collective. Comprenons bien ici que chaque agent peut avoir un comportement rationnel et 
optimal individuellement. Sa rationalité doit effectivement être jugée à l’aune de la manière 
dont les agents forment leurs croyances dans un monde où l’information sur le risque est 
limitée  et  coûteuse
191.  Comme  le  montrent  Hakes  et  Viscusi  (1997),  le  processus 
d’apprentissage est différent selon le niveau de risque : plus le risque est de niveau élevé, plus 
il  est  avantageux  d’obtenir  de  l’information  sur  ce  dernier.  Mais,  dans  tous  les  cas, 
l’apprentissage,  qu’il  résulte  ou  non  d’un  investissement  important,  repose  sur  les  autres, 
c’est-à-dire sur des interactions sociales. Or, comme nous le confirme Hirshleifer, apprendre 
en observant les autres peut expliquer à la fois la conformité et la fragilité des comportements 
humains
192.  Le  paradoxe  est  là :  c’est  un  comportement  efficace  individuellement,  mais 
inefficace  collectivement.  Ce  phénomène  a  été  assez  largement  étudié  sous  le  nom  de 
« cascade informationnelle »
193 . Dans le cas de l’évaluation du risque par les agents, il est 
alors possible de parler de « cascades de disponibilité »
 194. Nous utiliserons, plus loin dans ce 
chapitre, cette notion et les théories auxquelles elle a donné lieu, afin de fonder notre propre 
modélisation de l’évaluation du risque par les agents.  
 
Devant de telles déformations, il peut sembler avantageux de diffuser de l’information, afin de 
permettre aux agents de moins dépendre de leur environnement social pour l’évaluation d’un 
risque.  Cependant,  l’information  peut  présenter  un  coût  auquel  tous  ne  veulent  pas 
nécessairement  participer.  Il  faut  aussi  que  l’information  soit  formatée  d’une  manière  qui 
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permette  une  utilisation  « pratique »  pour  tous  du  point  de  vue  décisionnel.  Par  ailleurs, 
l’information ne présente une quelconque valeur que si l’agent a la possibilité de modifier sa 
décision en fonction de celle-ci 
195. En réalité, il y a bien souvent plus d’effets amplificateurs 
que d’effets régulateurs en ce qui concerne les imperfections informationnelles 
196. Dès lors, 
l’incidence des ces imperfections sur l’évaluation individuelle des risques peut conduire à 
augmenter la différence avec le risque des experts, ce qui conduira dans notre cas, à une nette 
séparation entre les deux fonctions de demande de sécurité comme nous le verrons par la 
suite. Nous avons examiné ici les obstacles cognitifs – tant d’un point de vue individuel que 
collectif - à l’appréhension des modes d’évaluation du risque par les agents. Il nous faut à 
présent signaler le rôle fondamental de l’émotion dans le comportement des individus et des 
groupes  face  à  l’aléa,  celle-ci  impactant  largement  les  paramètres  des  modèles  que  nous 
utiliserons plus loin.  
 
L’enjeu de l’émotion dans l’évaluation du risque par les agents 
 
Il est certes difficile d’établir une frontière entre cognition et émotion. Si après Descartes, il 
était  logique  de  penser  l’âme  et  la  raison  en  conflit  permanent,  les  travaux  des 
neurobiologistes ont permis de montrer que l’émotion jouait un rôle majeur dans la prise de 
décision rationnelle
197. Plus, il a été montré que des personnes souffrant de lésions affectant 
les  zones  cérébrales  liées  à  l’émotion  avaient  des  problèmes  dans  la  prise  de  décision 
rationnelle
198. Par ailleurs, l’émotion – face au feu, par exemple, ou au bruit – peut constituer 
un signal permettant de se mettre à l’abri du danger. Finalement, nous ne savons pas encore 
véritablement comment se combinent dans le cerveau les fonctions cognitives et affectives. 
Néanmoins, il est à présent bien connu que l’émotion est déterminante dans l’évaluation d’un 
risque et qu’elle peut, même si elle constitue un élément utile dans la décision, provoquer 
également des biais dommageables dans les réponses à l’aléa.  
 
Un risque qui frappe l’imagination et suscite l’émotion de celui qui l’évalue est donc bien vite 
jugé préoccupant. On assiste bien souvent à une stigmatisation de certains risques plutôt que 
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d’autres dans le cadre d’une émotion collective
199. Prenons l’exemple des risques mortels : le 
décès brutal est toujours considéré avec plus de peur par rapport aux morts naturelles, pour la 
raison évidente que le premier frappe l’imagination et suscite une vague d’émotion. Le terme 
« d’affect » est aussi fréquemment utilisé pour décrire ce phénomène. Il traduit l'interaction 
entre le système émotionnel et la représentation que nous nous faisons des risques. Une série 
de travaux menés par l'équipe de Paul Slovic montre que l'affect est un facteur essentiel dans 
l'évaluation  des  risques  et  des  bénéfices,  donc  un  déterminant  majeur  des  fonctions  de 
valorisation et de pondération
200. Par exemple, on constate empiriquement que les hommes 
sont en moyenne moins sensibles au risque que les femmes : pour la quasi-totalité des sources 
de  danger,  la  gent  masculine  juge  les  probabilités  d’occurrence  plus  faibles  et  les 
conséquences moins dramatiques
201. Le rôle de l’émotion dans l’évaluation du risque par les 
agents se vérifie également d’une manière très nette lorsque l’on compare les comportements 
face à des risques subis ou au contraire des risques choisis.  
 
Risque choisi ou risque subi : une différence dans l’évaluation 
 
Le  sentiment  de  contrôle  que  les  agents  ont  sur  les  risques  auxquels  ils  font  face  est 
déterminant dans l’évaluation qu’ils peuvent formuler. En effet, il n’est pas surprenant de 
constater, dans le cadre analytique que nous avons adopté, que les populations sont bien plus 
sensibles à un risque, toutes choses égales par ailleurs, si elles ont l’impression de ne pas être 
parties prenantes dans sa compréhension et sa régulation. Cette distinction recouvre le plus 
souvent celle entre risques choisi et risque subi. Une telle différence n’est pas surprenante, en 
réalité. Souvenons-nous en effet des deux facettes de la capabilité sécurité : si la première est 
fondée  uniquement  sur  les  événements  observés,  la  seconde  permet  de  cerner la perte de 
liberté correspondant à la possibilité d’occurrence du risque. Or, il est légitime de considérer 
sa liberté amputée dès lors que le risque n’est pas choisi mais subi.   
 
Ce  phénomène  est  à  présent  bien  documenté  sur  des  exemples  précis.  On  peut  se rendre 
compte  empiriquement  que  la  crainte  des  risques  dans  le  domaine  du  nucléaire  est  sans 
commune  mesure  avec  celle  concernant  les  risques  domestiques,  pourtant  largement 
meurtriers.  L’un  est  choisi,  l’autre  non.  Par  ailleurs,  les  réactions  nucléaires sont souvent 
méconnues  par  la  population  du  point  de  vue  scientifique,  considérées  comme  l’apanage 
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d’experts  dissimulateurs,  la  dissimulation  étant  d’autant  plus  aisée  que  la  contamination 
radioactive est d’abord insidieuse et non visible. Nous avons donc là l’archétype d’un risque 
subi  et  souterrain,  fortement  craint.  Choisir  de  prendre  un  risque  ou  le  subir  est  donc 
déterminant dans l’évaluation que les agents formulent sur cet aléa. Plus généralement, les 
émotions interviennent largement dans un tel processus. Il nous faudra en tenir compte dans 
les  modèles  d’évaluation  que  nous  proposerons,  à  travers  un  choix  des  paramètres 
correspondant  à  l’intensité  de  ces  émotions.  Ces  éléments,  nous  l’avons  vu,  remettent  en 
cause le paradigme de  l’espérance d’utilité. Les pistes théoriques permettant de surmonter les 
difficultés  à  la  fois  théoriques  et  descriptives  sont  nombreuses.  Elles  ont  toutes  pour 
caractéristique d’interroger le profil psychologique du décideur. Nous pouvons d’ores et déjà 
constater  qu’il  sera  nécessaire  de  tenir  compte  des  facteurs  cognitifs  et  émotionnels  pour 
cerner comment se fait l’évaluation de la seconde facette de la « capabilité sécurité », à savoir 
la liberté de choisir un mode de vie sans craindre le danger. Pour ces raisons, nous fonderons 
nos  modèles  d’évaluation  en  tenant  compte  des  éléments  mentionnés,  au  cœur  du 
comportement  individuel  face  au  risque.  Nous  voyons  d’ores  et  déjà  deux  éléments  déjà 
soulignés apparaître lorsque l’on s’intéresse au comportement des agents face au risque : une 
déformation par rapport aux experts, dont il faut tenir compte pour appréhender la seconde 
facette de la capabilité sécurité, d’une part ; une déformation par biais cognitif, qui limite la 
portée de ce critère, d’autre part.  
 
Examinons brièvement, avant de proposer notre propre vision de la question, quelques pistes 
non exhaustives de compréhension du comportement des agents face au risque. Sur quelles 
hypothèses reposent-elles ? Quels en sont les apports théoriques et pratiques ?   
 
 




Les éléments que nous donnons ici ne suivent pas nécessairement un ordre chronologique, 
mais plutôt un cheminement logique dans le cheminement du savoir sur le risque. D’abord, 
pour ce qui est de la connaissance du chercheur, en allant de l’expérimentation pratique à la 
connaissance théorique. Puis, pour ce qui est de l’évaluation des agents : les premiers modèles   142 
ne  reposent  pas  nécessairement  sur  une  connaissance  des  probabilités  d’occurrence ;  les 




Dans le paradigme classique, la rationalité des agents est représentée par la règle d’utilité 
espérée. Les premières remises en cause de cette théorie sont assez naturellement nées de 
l’expérience 
202: la théorie dominante ne parvenait pas à rendre compte des comportements 
réellement  observés.  Certes,  les  agents  peuvent  être  irrationnels,  mais  les  réalisations  en 
laboratoire  montrèrent  qu’entre  65  et  80%  des  individus  testés  révèlent  une  rationalité 
différente  de  celle  prédite  par  le  modèle.  Dès  lors,  si  nous  ne  voulons  pas  faire  de 
l’« économie en chaise longue », pour reprendre le mot de H.A. Simon 
203, avec le risque de 
se tromper lourdement sur ce que l’on souhaite appréhender, il est nécessaire d’aller vers 
d’autres  modèles  théoriques.  Pour  cela,  l’expérimentation  est  fondatrice.  En  effet,  si  la 
recherche sur le risque a longtemps consisté à partir d’axiomes et d’hypothèses pour fonder 
une théorie empiriquement plus ou moins vérifiable, tel n’est majoritairement plus le cas. En 
particulier, les travaux de Kahneman et Tversky partent d’observations expérimentales pour 
aller vers la théorie. L’expérience est donc bien souvent première en ce domaine. Elle peut 
répondre à trois types de motivations : 
 
-  Trouver des expériences remettant en cause des modèles admis jusque là. Cette motivation 
a notamment été essentielle dans les années qui suivirent l’élaboration du modèle EU.  
-  Construire des modèles alternatifs à partir d’observations empiriques 
-  Mener une observation systématique sans prétendre à formuler des modèles théoriques, 
mais en trouvant une structure commune aux différents types de comportements.   
 
Cette troisième voie fut celle suivie par Marschak et Machina pour déterminer la structure de 
risque à laquelle font face les agents dans les différentes situations rencontrées. Le protocole 
proposé  consiste  à observer empiriquement le comportement des individus à travers leurs 
courbes d’indifférence. En dessinant ces courbes (normalement des droites, si le paradigme de 
l’espérance d’utilité est vérifié – mais il ne l’est jamais), on peut comprendre quelle est la 
structure de risque caractérisant l’agent dans une situation risquée donnée, correspondant à 
                                                 
202 Cf. Allais (1953) et Ellsberg (1961), pour les premiers.  
203 Cf. Simon (1986).    143 
une zone du triangle 
204. De tels travaux se trouvent dans la lignée de l’école comportementale   
(Edwards 1954, 1961, puis Newman 1982), qui ne se place plus dans le cadre d’une étude 
formelle,  mais  cherche  une  détermination  de  fonctions  cognitives  in  situ.  L’approche 
expérimentale nous sera indispensable si l’on veut, tout du moins dans le cas d’un aléa précis, 
valider les hypothèses théoriques que nous formulerons. Nous aurons donc recours, dans la 
suite de ces travaux, à des observations empiriques permettant de confronter nos pistes à des 
mesures effectives pour certains types de risques. Mais, nous devons pousser plus loin notre 
interrogation théorique afin de voir quels sont aujourd’hui les modèles à même de constituer 
des  alternatives  au  critère  de  l’espérance  d’utilité.  D’abord,  ceux  pour  lesquels  la 
connaissance des probabilités d’occurrence n’est pas nécessaire, puis ceux reposant sur une 
connaissance (même biaisée) de ces dernières.      
 
II.C.4.b. Le modèle multi-prior 
  
Souvenons-nous à quels obstacles se heurtait le critère de l’espérance d’utilité : d’abord la 
vérification très hypothétique de l’axiome d’indépendance ; ensuite, la difficulté à concevoir 
dans une même structure (grâce aux probabilités subjectives) les particularités des univers 
risqué  et  incertain.  Le  modèle  dit  « multi-prior »  fait  à  la  fois  l’économie  de  l’axiome 
d’indépendance et des probabilités subjectives pour évaluer le comportement de l’individu 
face à l’aléa
205. Dans ce modèle, sous l’hypothèse de satisfaction de quelques axiomes, l’agent 
évalue le risque en se fondant sur l’hypothèse la plus défavorable. Pour cela, les auteurs se 
placent dans le contexte d’un ensemble de conséquences à support fini et cherchent à formuler 
une évaluation en univers incertain
206.  Formellement, posons deux axiomes :  
 
Axiome d’indépendance certaine : Pour tout P,Q, de L, R loi constante et tout ] [ 0,1 lÎ  : 
( ) ( ) . 1 . . 1 . P Q P R Q R l l l l L L ⇒ Å - Å - ≻ ≻ . 
 
Cet axiome est plus faible que l’axiome d’indépendance vu plus haut, puisqu’il ne s’applique 
que si l’on rajoute une « loi constante ». Le second axiome important est celui d’aversion 
                                                 
204 Cf. Marschak et Machina (1982).  
205 Cf. Gilboa et Schmeidler (1989). 
206 Précisons que, dans sa version initiale, le modèle ici présenté est fondé sur les décisions des agents, et non sur 
une attitude qui serait « passive » face au risque. Il permet néanmoins de rendre compte d’un mode d’évaluation 
lui-même indépendant des actes accomplis.   144 
pour l’incertitude, concept précisément absent des fondements de la théorie des probabilités 
subjectives de Savage (1954).  
 
Axiome d’aversion pour l’incertitude : Pour tout P et Q de L, et tout ] [ 0,1 lÎ  : 
. (1 ). P Q P Q P l l L L ⇒ Å - ³ ∼  
 
Sous ces deux axiomes, celui de préordre total, de continuité et de monotonie, il existe un 
ensemble de mesure de probabilité R fermé et convexe et une fonction d’utilité u tels que : 
 
min ( ) min ( )
p p P Q u P dp u Q dp L
ÎR ÎR ³ Û ³ ∫ ∫ ,  la  fonction  u  étant  unique  à  une  transformation 
affine près.  
 
Concrètement, cela signifie que l’agent juge deux situations d’incertitude d’une manière très 
pessimiste. Si l’agent a un ensemble de croyances à priori (d’où le terme « multi-prior »), il 
calcule  l’espérance  d’utilité  pour  toutes  les  probabilités  possibles  et  choisit  le  résultat 
minimum. Nous avons bien là l’illustration d’une grande aversion à l’incertitude. S’il doit agir 
face à un risque, le décideur choisira l’action qui minimise les catastrophes.  
 
Pour rappeler formellement notre problématique, nous cherchons une fonction de valorisation 
: V Q ® ℝ, rendant compte du comportement de l’agent face au risque, telle que si q ÎQ, 
alors :  ( ) ( ) ' ' V V q q q q Q ³ Û ³ . En notant  P la loi de probabilité associée à un risque q  ; P’ 
la loi associée à un risque  ' q , le modèle multi-prior nous donne :  
 
' ' min ( ) min ( ')
p p P P u P dp u P dp q q Q L
ÎR ÎR ³ Û ³ Û ³ ∫ ∫  
 
Plusieurs raisons rendent ce type de théorie de peu d’utilité dans le cadre de notre approche. 
D’abord, parce qu’elle est toujours fondée sur les plus pessimistes des croyances, ce qui biaise 
fortement le processus d’évaluation. En effet, nous étudierons des risques pour lesquels les 
issues peuvent être dramatiques. Dès lors, les ensembles de croyances à priori peuvent tout à 
fait contenir des perspectives dramatiques. Ainsi, cette forme de modélisation reviendrait à 
focaliser l’agent sur le pire, ce qui ne peut fonder économiquement une véritable politique de 
sécurité. Ensuite, cette forme de compréhension de l’incertain ne dit rien sur la manière dont   145 
sont élaborées les croyances, que celles-ci prennent la forme de probabilités ou non. Nous ne 
fonderons donc pas nos travaux sur ce type de théorie.  
 
D’autres approches ont été présentées pour les cas où l’agent connaît l’intervalle formé par 
deux valeurs  ' p  et  '' p , à l’intérieur duquel se trouve la probabilité véritable p (on parle de 
probabilités imprécises).  On prend alors en compte ces deux probabilités pour formuler un 
critère d’évaluation 
207. Sous l’hypothèse de quelques axiomes portant sur la distribution des 
probabilités, il est possible de rendre compte des préférences des agents par une fonction 
d’utilité et un indice de pessimisme – optimisme reflétant l’attitude individuelle vis-à-vis de 
l’ambiguïté. Dans le cadre d’un risque q  ayant une probabilité p imprécise d’occurrence, il 
est possible d’écrire en sachant que  ( ) ( ) 0 u C u C q £  :  
 
( ) ( ) ( ) ( ) ( ) 0 1 . ' . '' . 1 1 . ' . '' . U p p u C p p u C q q a a a a     = - + + - - -      en rappelant :  
 
( ) ( ) ' ' ' P P U U q q q q Q L ³ Û ³ Û ³  
 
On dira que le paramètre a  correspond à l’indice de pessimisme – optimisme de Arrow et 
Hurwicz 
208. S’il est nul, alors la probabilité associée au sinistre vaut  ' p , c’est-à-dire que 
l’agent considère qu’elle prend la borne inférieure de l’intervalle ; s’il est égal à 1, cette même 
probabilité vaut  '' p  , borne supérieure de l’intervalle. 
 
La formulation proposée ici correspond assez bien à l’intuition du comportement des agents 
face à l’aléa. Bien souvent en effet, ceux-ci sont confrontés à des risques dont ils ne savent 
pas évaluer les probabilités d’occurrence tout en en ayant une idée plus ou moins précise. Les 
heuristiques soulignées par Kahneman et Tversky constituent des moyens faciles d’accéder à 
ces probabilités imprécises, même si elles sont source de biais 
209. Fonder une modélisation 
sur  un  intervalle  de  probabilités  est  donc  cohérent  pour  cerner  la  réalité  de  l’évaluation 
individuelle.  Sous  l’angle  de  la  mise  en  pratique  néanmoins,  plusieurs  éléments  posent 
question pour la détermination des paramètres. Rappelons que notre propos est de savoir, à 
partir d’une probabilité p – considérée comme connue par les experts – et d’un équivalent 
                                                 
207 Cf. Jaffray (1989).  
208 Cf. Arrow et Hurwicz (1972).  
209 Cf. Kahneman et Tversky (1974).    146 
monétaire  « institutionnel »  cq ,  comment  les  agent  forment  une  évaluation  du  risque  q  
auquel ils font face. Dans le cadre du modèle proposé, il semble très difficile dans la pratique 
de déterminer l’indice de pessimisme – optimisme des individus ainsi que l’intervalle estimé 
de probabilité par ces derniers. Nous mobiliserons néanmoins dans la suite de ce travail la 
notion de probabilités imprécises, sans fonder pour autant notre analyse sur ces modèles. 
Avant  cela,  voyons  le  type  d’approche  que  nous  privilégierons  par  la  suite  pour  cerner 
l’évaluation du risque par les agents avant d’apporter un éclairage supplémentaire en présence 
d’imperfection informationnelle.    
 
II.C.4.c. Le tournant de la Prospect Theory 
 
Ce que l’on appelle Prospect Theory, concept initié par Kahneman et Tversky, constitue un 
pas  important  dans  les  tentatives  de  compréhension  du  comportement  des  agents  face  au 
risque
210. Par son apport théorique, d’abord, comme nous le verrons. Aussi, parce qu’elle 
résulte d’un changement de paradigme déterminant dans l’approche du risque. Au lieu de 
partir  d’une  logique  axiomatique  fondant  des  théorèmes  qu’il  s’agirait  de  vérifier 
empiriquement  par  la  suite,  le  cheminement  se  fait  de  l’observation  vers  les  lois  de 
comportements. Elle consiste en une double transformation : des probabilités d’occurrence 
des différents événements, d’abord ; des conséquences vécues, qu’il s’agisse des pertes ou des 
gains,  d’autre  part.  Ces  conséquences  sont  déterminées  à  partir  d’un  point  de  référence 
correspondant à la situation initiale. Les trois éléments clés sont les suivants :  
 
-  Des conséquences définies par déviation par rapport à la situation initiale 
-  Une fonction de valeur concave pour les gains et convexe pour les pertes, dont la pente est 
plus grande pour les pertes que pour les gains 
-  Une transformation non linéaire de l’échelle de probabilité, qui surévalue les événements 
faiblement probables et sous évalue les événements plus probables  
 
La construction de cette théorie est fondée sur plusieurs observations, largement confirmées 
expérimentalement et remettant en cause le modèle standard. Une théorie alternative devait 
alors relever le défi des comportements réellement observés dans un univers risqué. Quelles 
sont ces observations ?  
                                                 
210 Cf. Kahneman et Tversky (1979).    147 
 
Un  effet  de  cadrage :  Les  théories  classiques  du  choix  rationnel  considèrent  que  des 
formulations équivalentes doivent conduire aux mêmes préférences 
211. Or, ce n’est pas le 
cas : le cadrage des options (notamment en termes de pertes ou de gains) a inexorablement 
une influence sur les préférences 
212. Cet élément est très lié à la prise en compte d’un point de 
référence à partir duquel l’agent juge les différentes alternatives ; il est primordial dans la 
construction  de  la  Prospect  Theory 
213.  On  peut  penser  aujourd’hui,  à  la  lumière  de  la 
neurobiologie,  que  les  transmetteurs  chimiques  pour  les  sentiments  de  récompense  (la 
dopamine, vraisemblablement) et de pénalisation (la sérotonine) sont distincts 
214. On pourrait 
d’ailleurs  dire  plus  généralement  que  le  point  de  référence  est  indispensable  dans  tout 
jugement, même sensitif : la température d’un objet, par exemple, est évalué par nos sens 
grâce à sa confrontation avec celle du corps humain. 
 
Des préférences non linéaires : Le modèle standard prédit que l’utilité d’un prospect risqué 
est  une  combinaison  linéaire  des  probabilités  correspondant  aux  différentes  conséquences 
possibles. Il est à présent bien documenté que ce n’est pas le cas
215. 
 
L’importance  de  la  source  d’information :  Les  agents  présentent  une  aversion  à  la  fois  à 
l’incertitude et à l’ambiguïté 
216. Par ailleurs, certaines sources d’information sont suspectes, 
notamment si le sujet de risque est mal connu. C’est typiquement le cas en ce qui concerne le 
nucléaire.  
 
L’existence du goût pour le risque : Le modèle standard prédit une fonction de valorisation 
toujours concave correspondant à une aversion pour le risque. Or, le goût pour le risque peut 
exister pour une faible probabilité de gain (ce qui explique le succès de jeux comme le Loto) 
ou pour une forte probabilité de perte.  
 
                                                 
211 Cf. Arrow (1982).  
212 Cf. Tversky et Kahneman (1986).  
213  Cette  distinction  entre  comportements  dans  les  pertes  et  dans  les  gains  en  univers  risqué  n’est  pas 
exclusivement  un  apport  des  deux  chercheurs.  Déjà  en  1952,  s’interrogeant  sur  l’utilité  de  la  richesse, 
Markowitz effectuait cette séparation fondamentale.  
214 Cf. Changeux et Schmidt (2007).  
215 Mis à part les travaux fondateurs de Allais (1953), voir notamment Camerer et Ho (1991), pour une étude 
plus récente.  
216 Voir également Fellner (1965).    148 
Une aversion aux pertes : Il y a une réelle dissymétrie entre le comportement dans les pertes 
et dans les gains que ne permettent pas d’expliquer les effets de revenus ou la décroissance de 
l’aversion  au  risque.  Cela  apparaît  cohérent  avec  l’impact  des  effets  de  cadrage  et  le 
comportement présumé du cerveau dans ces deux cas. Voyons à présent plus précisément la 
formalisation de ce nouveau type de théorie du risque.  
 
Nous considérons toujours l’aléa étudié comme une application :  :S q z ® . L’ensemble des 
états de la nature est muni d’une loi de probabilité considérée également connue par l’agent 
dont on cherche à appréhender le comportement par une fonction de valorisation  : V Q ® ℝ, 
telle que si q ÎQ, alors :  ( ) ( ) ' ' V V q q q q Q ³ Û ³ . 
 
En associant le risque considéré à une loi de probabilité, la théorie classique de VNM calcule 
l'utilité  espérée  de  la  situation  dans  le  cas discret de la manière suivante, en appelant  i x  
chacune des conséquences possibles, de probabilité  i p  :  
 






U P p u x
=
=∑ , avec u application de  z  dans  ℝ , continue, croissante et définie à une 
transformation affine près. 
 
Kahneman et Tversky modifient cette approche en substituant à la fonction d'utilité classique 
une fonction de valorisation des pertes ou des gains notée v, et une fonction de transformation 
des probabilités aux probabilités objectives notée p
217. Dans le cadre de cette approche, nous 
obtenons la représentation suivante :  
 










Quelles  sont  les  propriétés  des  deux  fonctions  introduites ?  p(.)  n’est  pas  une  mesure  de 
probabilité, mais une fonction continue, croissante et généralement non linéaire vérifiant : 
( ) 0 0 p =  et  ( ) 1 1 p = . Expérimentalement, on se rend compte qu’elle est sous additive, soit : 
                                                 
217  L’introduction  d’une  fonction  de  transformation  des  probabilités  doit  également  aux  travaux  d’Edwards 
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( ) ( ) 1 1 p p p p + - < . Enfin, on observe que cette fonction surévalue les petites probabilités. 
Dans ce cas :  ( ) p p p > . 
  
La fonction v correspond à une valorisation des conséquences de la part de l’agent. Elle est 
concave dans la région des gains et convexe dans la région des pertes 
218, ce qui suppose 
auparavant  la  définition  d’un  point  de  référence  à  partir  duquel  on  peut  quantifier  les 
déviations. Ce point de référence correspond en fait à la situation initiale, avant que l’agent 
soit soumis au risque et vérifie :  ( ) 0 0 v = . Par ailleurs, la fonction v n'est pas symétrique, avec 
une pente plus prononcée dans les pertes que dans les gains. Typiquement, les deux fonctions 
présentées peuvent avoir les allures esquissées ci-dessous.  
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Source : Kahneman et Tversky (1979).  
 
Figure 2 : Fonctions de valorisation des conséquences et de transformation des probabilité 
 
 
La  formalisation  mise  en  place  par  Kahneman  et  Tversky  constitue  un  cadre  de  travail 
permettant d’appréhender les comportements humains face au risque en les considérant non 
pas comme des biais, ni comme des « curiosités », mais comme des éléments constitutifs du 
processus  d’appréciation  de  l’aléa.  Cette  théorie  présente  d’abord  l’avantage  de  conserver 
l’esprit  du  paradigme  de  l’espérance  d’utilité,  tout  en  relâchant  une  contrainte  forte, 
correspondant à l’idée d’espérance. L’attitude des individus n’est plus capturée par une seule 
fonction – l’utilité – mais par les deux fonctions v et  p  ce qui autorise une richesse des 
                                                 
218 Les auteurs nomment cette particularité, « effet de réflexion ».    150 
analyses qui n’était pas possible jusque là. La contrepartie de cette richesse est évidente : plus 
d’éléments sont à connaître si l’on veut mettre en pratique ce type de théorie. Du point de vue 
empirique,  plusieurs  comportements  trouvent  désormais  une  explication  sans  être  taxés 
d’irrationalité : par exemple, nous savons que les agents ont tendance à surestimer les faibles 
probabilités, ce qui conduit à la fois à une attraction pour l’assurance (le pire n’est jamais 
impossible) et à un goût pour le jeu (il est possible de gagner) 
219. Pour ces petites probabilités 
l’aversion au risque est alors bien différente selon que l’on est dans l’espace des gains ou dans 
celui des pertes. Ces travaux bénéficièrent dans les dernières décennies de nouveaux apports 
importants. D’abord, avec les modèles dits « non additifs », qui mirent en évidence certains 
problèmes  « techniques »  de  la  théorie 
220,  puis,  par  la  prise  en compte de cette nouvelle 
compréhension par les auteurs de la Prospect Theory eux-mêmes 
221. Voyons quelles furent 
les  dernières  évolutions  avant  de  construire  la  seconde  fonction  de  demande  de  sécurité 
fondée sur l’évaluation du risque par les agents.  
 
II.C.4.d. Modèles non additifs et évolution de la Prospect Theory 
 
Dans  les  développements  ultérieurs  au  tournant  que  nous  avons  vu,  plusieurs  auteurs  ont 
proposé  des  modèles  dits  « non  additifs »  ou  « dépendants  du  rang »  transformant  les 
probabilités cumulées plutôt que chacune d’entre elles 
222. Le but était à la fois de surmonter 
les faiblesses du modèle EU en le généralisant et de mobiliser l’idée de transformation des 
probabilités – ici les probabilités cumulées – introduite par Kahneman et Tversky.  
 
Souvenons-nous que l’une des faiblesses principales du modèle EU résidait dans l’axiome 
d’indépendance  dont  la  vérification  était  très  hypothétique.  Pour  le  modèle  présenté  ci-
dessous, il est remplacé par l’axiome de la chose sûre comonotone dans le risque. Enonçons-
le en gardant les notations utilisées précédemment pour les lois P et Q,  i x  et  i y  étant les 
conséquences respectives des états de la nature de probabilité  i p .  
 
                                                 
219 Voir également Slovic et al. (1977) ou Kunreuther et al. (1978).  
220  En  particulier  la  possibilité  du  viol  du  principe  de  dominance  stochastique  du  premier  ordre,  pourtant 
considéré comme un fondement essentiel de la rationalité. Pour cet aspect, voir notamment Cohen et Tallon 
(2000).  
221 Cf. Kahneman et Tversky (1992).  
222 La première version de ces modèles a été développées par Quiggin (1982). Yaari (1987), Segal (1987) et 
Chateauneuf (1999) en ont proposé des variantes ou des généralisations. Dans le contexte des inégalités de 
revenus, pour l’étude desquelles le corpus théorique est connexe à celui du risque, on peut noter l’axiomatique 
présentée par Weymark (1981).    151 
Axiome  de  la  chose  sûre  comonotone :  Supposons,  avec  les  notations  précédentes,  un 
classement par ordre croissant des conséquences :  1 ... ... k n x x x £ £ £ £  et  1 ... ... k n y y y £ £ £ £ , 
avec  0 0 k k x y =  pour un certain indice. Soient P’ et Q’ les loteries obtenues en remplaçant  0 k x  
par  0 'k x  dans les loteries P’ et Q’, gardant l’ordination de départ :  1 0 ... ' ... k n x x x £ £ £ £  et 
1 0 ... ' ... k n y x y £ £ £ £ .  Alors :  ' ' P Q P Q L L ³ Û ³ .  La  préservation  de  l’ordre  est  ici 
importante, ce qui n’est pas le cas de l’axiome d’indépendance : dans le cadre de l’expérience 
d’Allais soulignant les faiblesses du modèle EU, cette condition n’était pas vérifiée. 
 
Sous  cet  axiome  et  quelques  autres  que  nous  ne  développerons  pas  ici,  mais  largement 
communs  avec  ceux  appuyant  le  modèle  de  VNM,  il  est  possible  d’appréhender  le 
comportement  de  l’agent  face  au  risque  par  deux  fonctions  continues  et  croissantes.  La 
première,  u  est  une  fonction  d’utilité  de  type  classique.  La  seconde,  w  s’apparente  aux 
fonctions  p  déjà vues, mais s’appliquant aux probabilités cumulées et non aux probabilités 
seules. Elle est définie sur  [ ] 0,1 , à valeurs sur ce même segment. Par ailleurs,  ( ) 0 0 w =  et 
( ) 1 1 w = . Il est alors possible de définir une fonctionnelle V rendant compte de l’évaluation du 
risque par les agents, sous la forme :  
 
( ) ( ) ( ) ( )
1
1 1
( ) ( ) . .
n n n
j j i n n
i j i j i
V P w p w p u x w p u x
-
= = = +
 
= - +  
  ∑ ∑ ∑  
 
Quelques cas particuliers apparaissent : si, par exemple w est la fonction identité, alors nous 
revenons  au  critère  EU  classique.  Par  ailleurs, Yaari (1987) a développé un modèle dans 
lequel c’est la fonction d’utilité qui se réduit à l’identité, ce qui nous donne une formulation 
ayant le même nombre de degrés de liberté que le modèle de VNM (et donc le même nombre 
de paramètre à déterminer). Cette dernière semble donc plus aisée d’usage que le modèle 
général que nous avons vu.  
 
Quelle est l’expression de cette fonction d’évaluation dans le cadre de notre problématique 
comportant  deux  conséquences  possibles :  Cq ,  avec  une  probabilité  p, et  0 C ,  avec  une 
probabilité 1 – p ? Souvenons-nous que l’on souhaite établir une fonction V à même de rendre 
compte des préférences des agents. En associant P à un risque q  et P’ à un risque  ' q , nous 
cherchons formellement V telle que :    152 
 
( ) ( ) ' ' ' P P V P V P q q Q L ³ Û ³ Û ³  ou, par abus de notation :  
( ) ( ) ' ' ' P P V V q q q q Q L ³ Û ³ Û ³  
 
S’il n’y a que deux conséquences possibles, la formulation devient :  
 
( ) ( ) ( ) ( ) ( ) ( ) 0 1 1 . 1 . V P w w p u C w p u C q   = - - + -   , soit encore :  
( ) ( ) ( ) ( ) ( ) 0 1 1 . 1 . V P w p u C w p u C q   = - - + -    avec  
( ) ( ) 0 u C u C q £  
 
Capitalisant  sur  ces  travaux,  des  modèles  « non  additifs »  ont  été  formulés  en  univers 
incertain, se fondant sur des axiomes analogues et définissant la notion de capabilité sur des 
ensembles non probabilisés (univers incertain) 
223. On parle souvent de ces modèles sous le 
nom d’utilité « à la Choquet ». Nous ne rentrerons pas dans le détail de ces représentations 
dont  l’esprit  est  très  proche  du  modèle  de  Quiggin  (1982),  les  capacités  jouant  un  rôle 
analogue à celui de la fonction de transformation des probabilités cumulées .  
 
Dans une version ultérieure de la Prospect Theory, Kahneman et Tversky ont incorporé cette 
vision cumulative des probabilités tout en gardant les éléments clés de leur article précédent 
(comportement  différencié  dans les pertes et les gains, avec notamment une aversion aux 
pertes, fonctions de transformation des conséquences et des probabilités)
224. Par ailleurs, ils 
ont établi expérimentalement une typologie des fonctions de transformation des probabilités et 
des  conséquences.  Ils  formulent  ainsi  un  cadre  de  travail  unifié  permettant  de  traiter  les 
univers risqué comme incertain. Nous verrons plus spécifiquement le cas du risque en gardant 
en  mémoire  que  les  probabilités  sont  souvent  connues  de  manière  approximative  par  les 
agents. 
 
Supposons que les conséquences d’une loterie P puissent s’écrire sous la forme de résultats 
potentiels xi, auxquels sont associées des probabilités d'occurrence i p , il est alors possible 
d’ordonner les alternatives par ordre croissant. La particularité essentielle de cette approche 
                                                 
223 Voir notamment Schmeidler (1989).  
224 Cf. Kahneman et Tversky (1992). Pour une axiomatique détaillée de cette représentation, voir Wakker et 
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par  rapport  aux  modèles  classiques  « non  additifs »  consiste  en  une  distinction  des 
conséquences positives et négatives. Il est d’abord nécessaire de les classer, sans perte de 
généralité, du rang de –m  au rang n. La valeur que l’on cherche à évaluer est alors scindée en 
deux parties :  
 
( ) ( ) ( ) V P V P V P
+ - = + ,    P
+  et  P
-  correspondant  aux  lois  de  probabilités  portant  sur  les 
conséquences respectivement positives et négatives. On écrit alors :  
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En définissant les fonctions de pondération de la manière suivante :  
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= - ∑ ∑  pour  [ ] 1 ,...,0 i m Î - .  
 
Les deux fonctions  w
+ et  w
- sont strictement croissantes de l’intervalle unitaire vers lui-
même, ce qui signifie :  ( ) ( ) 0 0 0 w w
+ - = =  et  ( ) ( ) 1 1 1 w w
+ - = = . Si l’on veut comprendre de 
manière pratique comment cerner l’évaluation du risque par les agents, il est alors primordial 
de spécifier ces deux fonctions ainsi que la fonction de la valorisation des conséquences v.   
 
Kahneman et Tversky ont réalisé des expériences, en utilisant des équivalents monétaires, 
auprès d’étudiants de Berkeley et Stanford n’ayant pas d’expérience en théorie du risque. Ils 
vérifient  plusieurs  traits  essentiels  déjà  postulés  dans  la  première  version  de  la  Prospect 
Théory, en particulier le goût pour le risque pour les faibles probabilités de gain et l’aversion 
pour les faibles probabilités de perte. Ces expériences permettent d’accéder aux fonctions que 
l’on cherche à caractériser. Elles peuvent se mettre sous les formes suivantes, dès lors que   154 
l’espace des conséquences est représenté dans les réels (ce qui est le cas avec l’équivalent 
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Ainsi,  ce  type  de  modèle  permet  effectivement  de  rendre  compte  d’un  comportement 
différencié  dans  les  pertes  et  les  gains,  grâce  à  la  possibilité  d’en  calibrer  les  différents 
paramètres,  ce  qui  n’est  pas  possible  dans  le  cadre  d’un  « modèle  non  additif » standard. 
Certes,  l’estimation  quantitative  de  ce  mode  de  représentation  est  problématique,  et  les 
auteurs mettent avant tout l’accent sur les propriétés qualitatives et la typologie des fonctions 
utilisées. Cependant, à la faveur de leurs expériences, ils ont pu proposer des estimations 
moyennes des paramètres en jeu. En surmontant d’une barre les valeurs moyennes de ces 
paramètres, nous avons 
















Les valeurs trouvées confirment les traits essentiels observés qualitativement : une attitude 
différenciée dans les pertes et les gains, avec notamment une aversion aux pertes ( 1 l > ), une 
sensibilité aux conséquences décroissante avec leurs valeurs absolues ( 1 a b = < ). Enfin, et 
                                                 
225 Les quelques études empiriques effectuées jusqu’à présent sur les fonctions de transformation des probabilités 
donnent sensiblement les mêmes valeurs pour le paramètre g . Voir notamment Camerer et Ho (1991).   155 
c’est  essentiel,  une  amplification  des  probabilités  faibles  ( 1 g <   et  1 d < ).  Même  s’il  est 
évident que les paramètres ainsi évalués dépendent de chacun des agents (nous le verrons en 
détail dans la section suivante), ils confirment néanmoins des traits stables du comportement 
humain.  Par  exemple,  on  pourrait  penser  que  les  expériences  effectuées  avec  des  enjeux 
raisonnables ne rendent pas compte du comportement vis-à-vis de risques plus lourds. Pour 
répondre  à  cette  interrogation,  Kachelmeier  et  Shehata  (1991)  ont  mené  le  même  type 
d’expérience sur des élèves chinois en utilisant des enjeux plus lourds. Compte tenu du niveau 
de vie chinois, l’échelle des conséquences monétaires devenait très large, allant dans les gains 
jusqu’à trois fois le salaire mensuel moyen. Les grands traits de la représentation ci-dessus 
furent alors validés dans ce nouveau contexte 
226.  
 
C’est sur ce type de modèle (notés modèles KT par la suite) que nous nous fonderons pour 
accéder plus précisément à la seconde fonction de demande de sécurité, qui repose sur une 
évaluation du risque par les agents. En particulier, nous proposerons une approche permettant 
de  tenir  compte  de  l’imprécision  des  probabilités  ainsi  que  de  la  spécificité  des  risques 
étudiés.  Mais  l’on  peut  d’abord  se  demander  quelle  est  l’illustration  de  cette  fonction 
d’évaluation dans le cadre de notre problématique comportant deux conséquences possibles : 
Cq , avec une probabilité p, et 0 C , avec une probabilité 1 – p ? Souvenons-nous que l’on peut 
écrire, en associant P à un risque q  et P’ à un risque  ' q :  
 
( ) ( ) ' ' ' P P V P V P q q Q L ³ Û ³ Û ³  ou, par abus de notation :  
( ) ( ) ' ' ' P P V V q q q q Q L ³ Û ³ Û ³  
 
Par suite, nous pourrons trouver un équivalent monétaire  ' c q  issu de l’évaluation ex ante par 
l’agent, et vérifiant : 
 
( ) ( ) ' V V c q q = - . 
 
Nous sommes en réalité dans un cas pour lequel il n’y a que deux conséquences x possibles. 
La première,  Cq  correspond à un équivalent monétaire  cq - . La seconde,  0 C  correspond à 
l’état initial. Or, l’une des particularités essentielles de l’approche présentée est de comparer 
                                                 
226 Cf. Kachelmeier et Shehata (1991).    156 
toute conséquence au point de référence et de raisonner par variation : ici, cette variation est 
nulle s’il n’y a pas occurrence du risque q . La formulation devient : 
 
0 0 1 ( ) . (0) . (0) . ( ) V v v v cq q p p p
+ - -
- = + + - , avec  (0) 0 v = . De plus :  
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q q l - = - -  d’après les formulation données. Nous avons alors :  
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, ce qui signifie, si l’on veut trouver un équivalent certain  ' c q -  :  
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Cela permet d’en déduire l’équivalent monétaire  ' c q  fondé sur l’évaluation ex ante du risque 
par les agents, dès lors que l’on dispose de l’équivalent monétaire  cq  et de la probabilité p 
d’occurrence fondés sur l’observation institutionnelle ex post :  
 


















A partir de cet équivalent monétaire, il est possible de déterminer une fonction de demande de 
sécurité individuelle, construite à partir d’une évaluation du risque de la part des agents. En 
effet, rappelons qu’il est nécessaire de considérer deux types de fonctions de demande pour 
cerner la capabilité sécurité. Nous avons vu que l’espace des capabilités des agents est affecté 
même s’il n’y a pas occurrence du risque, la possibilité de cette occurrence constituant en 
elle-même une perte de liberté. Nous achèverons cette construction au niveau collectif après 
avoir  agrégé  les  équivalents  monétaires  calculés  à  partir  des  éléments  qui  précèdent.   157 
Néanmoins, nous pouvons déjà voir, dans un premier temps, quelle sera l’allure de ce second 
type de fonctions de demande de sécurité au niveau individuel.   
 
 
II.C.5. Construction de la demande « subjective » au niveau individuel 
 
 
Dans l’espace géométrique que nous avons construit, la probabilité d’occurrence du risque 
considéré est placée en abscisse, et la disponibilité marginale à payer pour la baisse de cette 
probabilité en ordonnée. Cela constitue la fonction de demande, qu’il nous faut connaître au 
niveau collectif, que ce soit pour son versant institutionnel ou celui fondé sur une évaluation 
par les agents eux-mêmes. Rappelons, comme nous l’avons déjà vu, qu’il est nécessaire de 
prendre en compte ces deux aspects. Formellement, il est possible de connaître l’allure de la 
seconde fonction de demande de sécurité au niveau individuel en différenciant l’équivalent 
monétaire  ' c q  par rapport à la probabilité d’occurrence p. La disponibilité marginale à payer 
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, qui s’écrit en développant :  
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Pour des petites probabilités, on peut voir :  
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≃ , ce qui permet encore d’écrire :  




























Cela signifie, même si ces paramètres peuvent être hétérogènes parmi les agents, que le ratio 
d




, est décroissante dans l’espace géométrique que nous avons construit , et ce pour chaque 
individu. 
 
Résultat 2 : La seconde fonction de demande, issue de l’évaluation subjective du risque par 
les agents, est décroissante dans l’espace géométrique que nous avons construit, ce qui nous 
confirme que la sécurité n’est pas un bien public « classique » : plus les agents disposent de ce 
bien, plus ils sont prêts à payer pour en avoir une unité supplémentaire.   
 
De  manière  logique,  sans  préjuger  du  mode  d’agrégation  interpersonnelle  que  nous 
retiendrons, cette disponibilité marginale à payer sera décroissante dans le même repère au 
niveau collectif. Il nous faut alors réviser le propos formulé à la faveur de l’introduction, 
fondé sur une allure croissante de la fonction de demande de sécurité, dont le graphique ci-
dessous fournit une représentation.   
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Figure 3 : Fonction de demande de sécurité « Subjective » (allure postulée) 
 
 
Cette représentation semblait intuitive, puisqu’il est classique en microéconomie de voir la 
disponibilité  marginale  à  payer  diminuer  à  mesure  que  la  quantité  disponible  d’un  bien 
augmente. Il devrait, en toute logique, en être de même pour la sécurité : si celle-ci augmente 
(la  probabilité  d’occurrence  baissant),  la  disponibilité  marginale  à  payer  devrait  baisser, 
induisant une allure croissante pour la courbe de demande. On constate qu’en réalité, ce n’est 
pas le cas. Traçons alors l’allure de la seconde fonction de demande de sécurité au niveau 
individuel, fondée sur une évaluation du risque par les agents en accord avec les modèles du 
type KT.  
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Figure 4 : Fonction de demande de sécurité « Subjective » (allure réelle) 
 
 
Nous verrons plus en détail dans le prochain chapitre comment confronter les deux fonctions 
de demande et la fonction d’offre de sécurité à un niveau collectif. Néanmoins, on peut déjà 
constater que cette révision des hypothèses modifie de façon essentielle la recherche d’un 
niveau  de  production  de  sécurité  efficient,  défini  par  l’intersection  entre  la  demande  et 
l’offre : pour la seconde fonction de demande, nous avons en effet une monotonie de même 
signe  que  pour  une  fonction  d’offre  de  type  classique.  Avant  de  le  comprendre  plus 
précisément, il nous faut auparavant passer du niveau individuel au niveau collectif.  
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II.D.  Exposition au risque et croyances : deux formes d’hétérogénéité à 
prendre en compte dans les « fonctions de demande » de sécurité 
 
 
L’agrégation  interpersonnelle  sera  déterminante  dans  la  mesure  où  les  probabilités 
d’occurrence  du  risque  comme  les  croyances  ne  sont  pas  également  distribuées  entre  les 
populations. Rappelons que nous bâtirons dans le prochain chapitre des fonctions de demande 
collectives obtenues par une agrégation interpersonnelle. Dans la mesure où nous souhaitons 
tenir compte de la distribution des risques au sein de la population dans la caractérisation 
d’une « politique de sécurité », il sera nécessaire d’appréhender l’hétérogénéité des agents. En 
réalité, deux formes d’hétérogénéité sont considérées dans le cadre de notre approche : une 
hétérogénéité des probabilités d’occurrence (nous supposerons deux populations soumises à 
des niveaux de risque différents, caractérisés par des probabilités d’occurrence  1 p  et  2 p , avec 
1 2 p p < ) ; une hétérogénéité des croyances concernant ces probabilités (deux sous populations 
sont  représentées,  déformant  les  probabilités  d’occurrence  de  manières  différentes). 
Concernant les probabilités, cette affirmation ne pose pas de véritables questions théoriques. 
En revanche, l’hétérogénéité des croyances est sans doute à la fois plus fondamentale et plus 
délicate à cerner 
227.    
 
Les valeurs qui sont données par Kahneman et Tversky correspondent en réalité à la moyenne 
d =0.69, pour les individus testés. Néanmoins, la valeur de ce paramètre dépend à la fois du 
domaine  de  risque  dans  lequel  on  se  place,  de  la  précision  des  connaissances  sur  les 
probabilités  et  du  profil  psychologique  des  agents  eux-mêmes.  On  peut  vérifier  que 
l’amplification  des  petites  probabilités  –  et  donc  la  forme  de  la  fonction  de  demande  de 
sécurité qui en résulte – varie avec ce paramètre (plus il est faible, plus l’amplification des 
petites probabilités est forte). Nous appréhenderons donc l’hétérogénéité des croyances en la 
fondant formellement sur l’hétérogénéité de ce paramètre. Cela appelle deux analyses.  
 
D’abord, il s’agira de connaître la valeur moyenne du « delta » pour un risque donné, qui n’est 
pas nécessairement la même que pour une autre forme de risque. Le calcul explicite sera 
accompli plus tard, car il nous faudra spécifier les dangers que nous prendrons en exemple 
(les différentes formes du risque de criminalité, en l’occurrence). Nous verrons alors que les 
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risques subis sont vécus plus dramatiquement que les risques choisis, en accord avec les traits 
psychologiques  de  l’agent  déjà  mis  en  évidence.  On  peut  donc  penser  que  les risques de 
criminalité  donnent  lieu  typiquement  à  une  valeur  faible  du  « delta »,  comme  nous  le 
vérifierons  de  manière  empirique.  Cet  élément  rend  compte  de  la  perte  de  liberté 
correspondant à la possibilité d’occurrence du risque, et correspond à un enrichissement de 
l’information dont nous disposons pour construire la demande de sécurité.   
 
Par  ailleurs,  pour  un  même  risque  et  une  même  probabilité  d’occurrence  au  sein  d’une 
population, les croyances seront différentes. En effet, contrairement au cadre expérimental de 
KT,  les  probabilités  ne  sont  pas  données  de  manière  précise  aux  agents.  Dès  lors,  nous 
sommes dans un cadre proche de celui analysé par Jaffray, dans lequel p peut prendre une 
valeur sur l’intervalle [ ] ', '' p p  
228. Nous considérerons alors qu’une part de la population voit 
la véritable probabilité p ; une autre part verra une probabilité supérieure dont nous rendrons 
compte  par  un  paramètre  d   plus  faible  que  sa  valeur  moyenne.  Cette  observation  est 
relativement intuitive. Comme le rappellent Kahneman et Tversky, l’évaluation du risque par 
les  agents  est  un  processus  contingent 
229.  Les  heuristiques  que  nous  avons  vues  sont 
commodes mais provoquent des biais dans l’estimation 
230. Ces biais ne sont pas létaux pour 
autant :  les  individus  peuvent  fort  bien  réussir  sans  acquérir  d’habileté  particulière  dans 
l’évaluation du risque. Il nous faut donc comprendre comment l’agent forme la probabilité sur 
laquelle il fonde son évaluation dans un contexte d’imperfection informationnelle 
231. Cet 
élément, qui constitue un biais, limite la portée de cette évaluation comme fondatrice d’une 
politique publique. De notre point de vue, ces éléments doivent tous deux être considérés, et il 
apparaît difficile de faire apparaître une effet pur. Pour cette raison, nous serons amenés à 
garder  les  deux  modes  d’évaluation  du  risque  que  nous  avons  discernés :  le  mode 
institutionnel, d’une part ; le mode subjectif, d’autre part.  
 
Nous proposons, dans la section suivante, une vision originale de modélisation des croyances 
qui  s’appuie  sur  les  cascades  informationnelles,  dans  un  contexte  d’imperfection 
informationnelle. Une cascade informationnelle est un phénomène dans lequel les individus 
en  viennent  à  ignorer  leur  propre  signal  en  reproduisant  le  comportement,  jugé  plus 
                                                 
228 Cf. Jaffray (1989).  
229 Cf. Kahneman et Tversky (1992).  
230 Cf. Kahneman et Tversky (1974).  
231 Voir également sur le sujet Hakes et Viscusi (1997).    163 
informatif, de ceux qui les entourent. Cet apport théorique n’a pas prétention à fournir une 
détermination quantitative « clé en main » du niveau de l’évaluation des risques par les agents 
– des estimations plus quantitatives suivront dans les prochains chapitres - mais, bien plutôt, à 




II.D.1. Modèle explicatif de l’hétérogénéité des croyances 
 
 
L’usage, par les individus, des probabilités d’occurrence concernant les différents événements 
auxquels la vie les confronte ne se superpose pas avec la réalité des statistiques. Plusieurs 
attitudes sont possibles face à cette réalité. Une position consiste à affirmer que les agents ne 
sont pas parfaitement rationnels : leurs écarts au modèle de l’homo economicus ne doivent 
pas être pris en compte dans la mesure où ils sont erratiques. En réalité, ce n’est pas le cas. 
Dans  un  cadre  d’imprécision  informationnelle,  les  agents  ont  tendance  à  amplifier  les 
probabilités 
232. Nous considérerons ici qu’une part des individus dispose de p, et qu’une autre 
partie  fonde  son  évaluation  du  risque  sur  la  probabilité  p p > ɶ .  Par  la  suite,  il  nous  sera 
possible d’appréhender cette nouvelle probabilité en adoptant une valeur du « delta » plus 
faible que sa valeur moyenne. Comment peut s’établir une telle hétérogénéité de croyances ? 
 
La  modélisation  que  nous  proposons  s’inspire  du  courant  économique  qui  étudie  les 
interactions  sociales.  Ce  courant,  très  fertile  actuellement,  permet  d’expliquer  un  certain 
nombre de comportements et de choix collectifs. Dans un cadre d’information imparfaite, les 
agents formulent des croyances successives au sein d’un réseau. Chacun d’entre eux reçoit un 
signal partiellement informatif sur l’état du monde et observe les croyances de ceux qui le 
précèdent. Les individus peuvent alors ignorer leur propre signal pour suivre les croyances 
d’autrui.  Ce  comportement,  qui  est  rationnel  au  niveau  individuel,  conduit  en  fait  à  une 
                                                 
232 Le rôle des réseaux sociaux dans l’évaluation du risque en présence d’imperfection informationnelle a été fort 
peu  traité.  Kuran  et  Sunstein  (1999)  mettent  l’accent  sur  l’heuristique  de  disponibilité  déjà  formulée  par 
Kahneman et Tversky (1974) : un risque est plus présent à l’esprit et, par là même, considéré comme plus 
plausible s’il est fréquemment abordé dans les discussions. Cet effet d’amplification sociale présente également 
une parenté avec les travaux de Moscovici et Zavalloni (1969) sur la « polarisation des groupes » : ils montrent 
que le processus de délibération sociale peut conduire les individus à radicaliser leur vision.     164 
destruction  d’information
233.  Voyons  formellement  comment  s’établissent  ces  cascades 
informationnelles.  D’abord  dans  un  cadre  général 
234,  puis  en  proposant  deux  types 
d’extensions. D’une part, en envisageant la possibilité, pour une même personne, de participer 
à  plusieurs  réseaux  sociaux,  c'est-à-dire  de  recouper  les  informations  fournies  par  leur 
environnement. D’autre part, en introduisant des agents ayant une confiance forte dans leur 
propre signal.   
 
Hypothèses de départ 
  
Nous  considérons  que  les  agents  reçoivent  un  signal,  partiellement  informatif,  sur  la 
probabilité  d’occurrence  p  du  risque  étudié.  La  probabilité  que  ce  signal  donne  la  bonne 
information  est  égale  à 
1
2
q ³ .  Il  donne  une  information  erronée  sur  la  probabilité 




q - £ .  Les  agents  formulent  successivement  des 
croyances  sur  la  probabilité  d’occurrence.  Celles-ci  peuvent  être  vraies  ou  fausses.  Par 
ailleurs, chacun observe toutes les croyances des individus placés avant lui dans le réseau, 
mais  pas  leurs  signaux.  De  ces  derniers,  il  ne  connaît  que  les  croyances.  C’est  ainsi  que 
peuvent  apparaître  des  comportements  moutonniers.  Par  exemple,  il  suffit  que  les  deux 
premiers adoptent la même croyance pour que tous les suivants l’adoptent également : on 
parle alors de cascade informationnelle. Examinons, après n individus, les probabilités qu’il 






Dans ce modèle simplifié, il n’y a possibilité de cascade nouvelle qu’après un nombre pair de 
protagonistes. En effet, chaque agent observant les croyances de tous ceux qui précèdent, il ne 
décidera d’ignorer son signal que s’il constate qu’avant lui, le nombre d’agents ayant choisi 
une croyance dépasse au moins de deux celui des agents ayant choisi l’autre. Si le nombre de 
prédécesseurs est impair, cette différence ne peut être paire. Si elle est égale à 1, il n’y a pas 
encore de cascade informationnelle : l’agent écoutera son signal. Si elle est supérieure ou 
                                                 
233 Voir, notamment, Bickchandani, Hirshleifer et Welch (1992) ; Banerjee (1992) ; Bernheim (1994).  
234 Ce cadre est inspiré du modèle de Bickchandani, Hirshleifer et Welch (1992), adapté à la problématique de 
l’évaluation du risque par les agents.    165 
égale à 3, la cascade n’est pas « nouvelle », l’agent précédant ayant déjà ignoré son propre 
signal.  
 
Pour qu’il n’y ait pas de cascade, il faut que le signal reçu par un agent soit contraire à celui 
reçu par l’agent qui le précède. Cela arrive, pour deux agents, avec une probabilité  ( ) q q - 1 . . 2 . 
Pour qu’il n’y ait pas de cascade après n agents, il faut que ce schéma se reproduise  2
n
 fois. 
La probabilité qu’il n’y ait pas de cascade après n agents (NC) est donc : 
 
( ) ( )2 1 . . 2
n
nc q q P - =   
 
On calcule également les probabilités que les cascades soient informatrices ou non sur la 
réalité du risque. La probabilité d’avoir une cascade correcte (CC) est obtenue en faisant la 
somme des probabilités qu’elle apparaisse après chacun des agents, et ce jusqu’à l’agent n. On 
peut l’écrire :   
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, ce qui donne finalement :  
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-  La  probabilité  d’avoir  une  cascade  incorrecte  (CI)  est  obtenue  en  faisant la somme des 
probabilités  qu’elle  apparaisse  après  chacun  des  agents,  et  ce  jusqu’à  l’agent  n.  On  peut 
l’écrire :  
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Si l’on ne considère que le cas dans lequel le nombre d’agents dans le réseau est très grand, 
nous observons nécessairement une cascade lors du passage à la limite car  ( ) 2. . 1 1 q q - < . 





























Supposons, à partir de ces probabilités théoriques, que la population observée comporte un 
grand  nombre  d’individus et de réseaux. Le nombre d’observations est alors supposé très 
grand. Dès lors, nous pouvons dire, d’après la loi des grands nombres, que la probabilité 
empirique converge vers la probabilité théorique. Si la taille du réseau est indépendante du 
type  de  cascade  adopté,  il  est  possible  d’affirmer  qu’une  proportion  q f   de  la  population 
évaluera correctement la probabilité d’occurrence p, alors qu’une proportion complémentaire 
1 q f -  évaluera de façon biaisée la probabilité d’occurrence sous la forme  p p > ɶ .  
 
On constate, évidemment, que ces proportions varient en fonction de q : plus le signal reçu a 
d’acuité,  plus  la  proportion  de  la  population  qui  évalue  correctement  la  probabilité 
d’occurrence  est  élevée.  Nous  pouvons  voir  sur  la  figure  ci-dessous comment varient ces 
proportions en fonction de l’acuité du signal. Nous observons que la proportion des bonnes 
cascades  est  toujours  supérieure  à  ½.  A  la  limite,  on  trouve  ½  quand  le  signal  n’est  pas 
informatif du tout (q=1/2). :  




















Nous avons ici examiné le cas dans lequel chaque individu appartient à un unique réseau, dont 
il tire des informations qui peuvent être vraies ou fausses, mais qui le conduisent de toute 
façon, lorsque le nombre d’agents devient très grand, à un comportement moutonnier dans 
l’évaluation de la probabilité d’occurrence du risque. Néanmoins, il peut être réducteur de 
considérer que chaque individu n’appartient qu’à un unique réseau, dont il suivrait à la lettre 
le  pouvoir  informatif.  Il  est  sans  doute  plus  adéquat  sociologiquement  de  considérer  que 
chaque agent participe à plusieurs réseaux dont il va confronter les informations. Dans la 
pratique, ces réseaux peuvent correspondre au cadre professionnel, aux amis, à la famille, aux 
voisins, aux partenaires de loisir…Bien évidemment, on peut dire que si tous les individus 
participent  à  plusieurs  réseaux,  il  deviendra  alors  très  difficile  d’observer  des  cascades 
informationnelles,  puisqu’à  chaque  étape,  tous  les  individus  observent  des  informations 
venant  de  plusieurs  sources,  ce  qui  casse  les  cascades.  Nous  ne  chercherons  donc  pas  à 
appliquer  cette  réflexion à l’ensemble de la population, mais plutôt, en faisant évoluer le 
modèle  de  Bickchandani,  Hirshleifer  et  Welch  (1992),  à  voir  comment se comportent les 
individus qui côtoient des univers variés.     
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Que se passe-t-il si un individu participe à plusieurs réseaux distincts ?   
 
On peut penser que les agents qui participent à plusieurs réseaux distincts n’appréhendent pas 
le  risque  de  la  même  manière  que  les  autres.  Par  exemple,  il  a  été  montré  que  le  mode 
d’insertion des agents dans les réseaux gouverne la perception du risque de criminalité. Les 
individus qui n’entretiennent des liens qu’avec un unique réseau fermé (qui comprend, dans le 
même cercle, les amis, la famille, les collègues, les loisirs…) ont une propension plus grande 
à surestimer ce risque. En revanche, l’ouverture des réseaux modifie la réaction par rapport au 
risque en acquérant plus d’information
235. C’est ce phénomène, observé empiriquement, que 
l’on cherche ici à comprendre un peu plus précisément.  
 
Considérons à présent qu’un même individu appartienne à plusieurs réseaux différents (disons 
n réseaux) : si nous admettons, là encore, que le nombre d’individus dans chaque réseau est 
très grand, il est possible d’affirmer qu’une cascade informationnelle survient dans tous les 
réseaux.  Par  suite,  logiquement,  l’agent  aura  plus  d’information  en  confrontant  les 
informations venant des différents réseaux auxquels il participe. S’il est rationnel, il formulera 
sa croyance en fonction de la majorité des cascades qu’il aura observées. S’il y a le même 
nombre de bonnes et de mauvaises cascades, l’individu suit son signal. Nous sommes donc 
dans un cas où les comportements peuvent être représentés à l’aide d’une loi binomiale de 
paramètres  q f  et n. Nous connaissons la probabilité que le nombre de cascades correctes soit 
égal à r. Elle s’écrit :  
 













s  .  
 
Nous  en  déduisons  d’abord  la  probabilité  pour  qu’un  individu  suive  son  signal  en  ayant 
observé autant de bonnes cascades que de mauvaises :  
 
-  si n est pair, elle vaut :  
 




















                                                 
235 Cf. Roché (1993).    169 
 
-  Si n est  impair, elle vaut 0.  
 
La probabilité que l’individu bénéficiant de plusieurs cascades appréhende correctement la 
probabilité p d’occurrence du risque s’écrit : 
 
- Si n est pair :  
 























-  si n est impair : 
 
























Là encore, il est possible d’obtenir la probabilité que l’individu se trompe et considère que la 
probabilité d’occurrence du risque est  p p > ɶ  par différence avec les probabilités précédentes. 
En notant h(q,n) cette fonction, on peut l’écrire formellement :   
 
- Si n est pair :  
 


















- ∑  
 
-  si n est impair : 
 


















- ∑  
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Regardons d’abord comment évolue la fonction g. Dans le cas, comme nous l’avons vu jusque 
là, où  q f  est supérieure à ½, la fonction tend vers 1 pour n grand. En effet, selon la loi des 
grands nombres, la probabilité empirique (la part des cascades correctes) converge vers la 
probabilité théorique (la probabilité qu’une cascade donnée soit correcte) quand le nombre 


























Ce qui permet de voir, en choisissant  
2
1
- q f < m
 
 
( ) 1 , ¾ ¾ ® ¾
+¥ ® n n q g  
 
Evidemment, cette fonction est croissante de q. Par ailleurs, nous voyons que participer à de 
nombreux réseaux donne plus d’information et permet à l’individu de se faire une meilleure 
idée de la réalité du risque. D’autres types d’agents présentent également des caractéristiques 
particulières par rapport aux cascades informationnelles. C’est ce que nous allons étudier, en 
nous écartant une nouvelle fois des préceptes classiques de l’étude économique des cascades 
informationnelles.  
 
Que  se  passe-t-il  si  une  proportion  non  nulle  des  agents  a  une  confiance  excessive  dans 
l’information ? 
 
Les personnes que l’on appelle ici « confiantes » sont des agents qui mettent plus de poids sur 
leur propre information qu’une rationalité instrumentale bayésienne ne le dicte. On vérifiera 
dans cette section que leur comportement, sous optimal au niveau individuel, peut permettre 
de  casser  les  cascades  et,  par  conséquent,  d’apporter  une  information  nouvelle  au  niveau   171 
collectif.  Ainsi,  une  proportion  non  nulle  de  ces  agents  peut  s’avérer  optimale  au  niveau 
collectif.  
 
De manière expérimentale, de tels comportements ont déjà été mis en évidence, notamment en 
laboratoire
236. En effet, il existe bien une proportion d’agents qui met plus de poids sur leur 
propre  information  que  sur  celle véhiculée par les autres agents. Plus formellement, nous 
considérons que la majorité des agents se comporte en accord avec le modèle que nous avons 
déjà posé. S’il n’y avait que ce type d’individus, à partir du moment où il y a cascade, il ne 
serait plus possible d’inférer le signal des agents, leur comportement étant indépendant de ce 
dernier.  En  revanche,  les  individus  « confiants »  sont  plus  sceptiques  à  propos  de 
l’information  externe  et  plus  enthousiastes  à  propos  de  l’information  interne ; leur propre 
information. Comment le comportement, individuel et collectif, en est-il modifié ? 
 
Nous  pouvons  dire,  formellement,  que  tout  se  passe  comme  si  les  agents  « confiants » 
croyaient – à tort – que la précision de leur signal est de  ' q q > . Nous avons vu dans le cas 
général qu’il suffisait que les deux premiers individus adoptent la même croyance pour que 
tous les suivants l’adoptent également. Dans ce nouveau cadre, k individus sont nécessaires 
(avec  2 k > ).  On montre que le paramètre k vérifie la relation suivante :  
 





k k k k
q q
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Ainsi, si l’information apportée par la cascade est suffisamment forte, même les individus 
confiants  suivent  le  comportement  dit  « moutonnier »  afin  d’appréhender  la  probabilité 
d’occurrence. On peut discerner deux cas extrêmes :  
 
-  Si  ' q q = , alors tous les individus se comportent de façon bayésienne, avec k=2.  
-  Si  ' 1 q = , alors l’état dit est dit « critique » et k = +¥.  
 
De  manière  générale,  la  règle  de  formulation  des  croyances  est  la  même  pour  tous  les 
individus. Ainsi, la présence d’agents confiants sur les intervalles ] ] , 2 k - -  et [ [ 2, k + +  permet 
                                                 
236 Cf. Anderson et Holt (1996).    172 
d’étendre  la  plage  sur  laquelle  il  n’y  a  pas  de  cascade,  ce  qui  limite  la  destruction 
d’information. En considérant, comme nous l’avons fait plus haut, que chacun des réseaux 
comporte un très grand nombre d’individus, nous pouvons montrer, en suivant Ross (1983), le 
résultat suivant 
237 :  
 
Pour n tendant vers l’infini, la probabilité d’avoir une cascade correcte, quelle que soit la 
proportion d’agents confiants dans leur information, peut s’écrire :   
 











De  la  même  manière,  la  probabilité  –  complémentaire  –  d’avoir  une  cascade  incorrecte 
s’écrit :  
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On peut voir ci-dessous comment évoluent ces proportions en fonctions des paramètres q 
(acuité  du  signal)  et  k  (degré  de  confiance  des  individus  dits  « confiants »  dans  leur 
information).  
 
                                                 
237 Cf. Ross (1983). La résolution de ce problème est similaire à celle de la ruine du joueur dans un contexte de 
























On s’est bien rendu compte ici que les individus confiants dans l’information permettaient de 
limiter le comportement « moutonnier » et l’inefficience collective dans la formulation des 
croyances. Bien évidemment, le degré de confiance est déterminant dans la capacité de ces 
agents à résister aux cascades. Néanmoins, lorsque les groupes d’individus sont très grands, 
même une très faible proportion de tels individus permet de formuler un jugement plus juste 
sur la probabilité d’occurrence d’un risque.  
 
La  modélisation  que  nous  avons  effectuée  tend  à  montrer  un  trait  d’inefficience  dans  le 
partage de l’information qui complète à la fois les travaux liés à l’évaluation du risque par les 
agents – à travers leur transformation subjective des probabilités analysée par Kahneman et 
Tversky – et ceux portant sur l’économie des interactions sociales. Nous sommes partis de ces 
travaux, afin de montrer quelques traits supplémentaires. Tout d’abord, en regardant le cas 
d’individus  singuliers,  se  fondant  sur  plusieurs  sources  d’information.  Ceux-ci  améliorent 
alors, en multipliant leurs réseaux sociaux, les possibilités d’accéder à la bonne information. 
Ensuite, en examinant l’impact de la présence d’agents confiants et pouvant « casser » les 
cascades classiques en apportant une information supplémentaire à la collectivité. Ce dernier   174 
élément  permet  d’augmenter  la  proportion  des  individus  qui  évaluent  correctement  la 
probabilité d’occurrence du risque.  
 
Bien évidemment, s’il nous permet de mieux comprendre comment se passe intimement le 
processus de transformation des probabilités, cet éclairage théorique ne nous apporte pas de 
quantification « clé en main » des parts respectives de la population qui évaluent correctement 
ou non la probabilité d’occurrence du risque. En effet, les éléments que nous utilisons ne sont 
pas  aisément  accessibles  (acuité  du  signal,  degré  de  confiance  des  agents  dits 
« confiants »…). De même, il apparaît difficile d’accéder directement à la valeur de  p p > ɶ . 
Plus précisément, nous rendrons compte de cette déformation en choisissant deux paramètres 
« delta »  différents  selon  les  agents.  En  effet,  nous  avons  vu  que  cet  élément  permet 
d’appréhender très directement la manière dont sont amplifiées les petites probabilités. Nous 
posons alors  1 d  et  2 d , vérifiant :  1 2 d d < . Il est alors possible de distinguer, au sein d’une 
même population soumise à une probabilité p d’occurrence du risque, deux sous populations :  
 
-  Une partie de la population – représentant une proportion f,  qui appréhende la probabilité 
d’occurrence correctement. Elle peut être caractérisée par le paramètre  2 d .  
-  Une  partie  de  la  population  –  représentant  une  proportion  1  –  f,  qui  appréhende  la 
probabilité  d’occurrence  de  façon  erronée.  Elle  peut  être  caractérisée par le paramètre 
1 2 d d < .   
 
Souvenons-nous des variations de l’équivalent monétaire évalué par les agents en fonction de 













Par ailleurs, nous savons que le ratio  d
b  est toujours inférieur à 1, ce qui signifie que la 




,  est  décroissante  dans 
l’espace géométrique que nous avons construit , et ce pour chaque individu. Cette section 
nous a par ailleurs permis de voir que certains agents amplifient la déformation des petites   175 
probabilités dans un contexte d’imprécision informationnelle. On peut alors en conclure que 
la courbure de la seconde fonction de demande de sécurité dépend de la population étudiée :  
 
-  Si celle-ci est caractérisée par un paramètre  2 d (proportion f de la population), la courbure 
de la fonction de demande subjective sera donnée par  2 d
b .  
-  Si elle est caractérisée par un paramètre  1 2 d d <  (proportion 1 – f  de la population), la 
courbure de la fonction de demande subjective sera donnée par  1 2 d d
b b < . Résumons 
alors comment construire nos fonctions de demande de sécurité.  
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II.E.  Traits saillants des « fonctions de demande » : retour sur la définition 
d’un niveau de sécurité efficient 
 
 
Afin de déterminer une politique de sécurité, nous nous sommes attachés à deux questions : 
celle de l’allocation optimale des ressouces entre les dépenses de sécurité, considérées comme 
des « facteurs de production » ; celle du niveau global des ressources consacrées à la sécurité. 
Nous pouvons ici nous intéresser à la seconde question, puisque le niveau efficient de sécurité 
est défini par l’intersection entre l’offre et la demande de sécurité. Nous nous sommes d’abord 
attachés à la demande. Nous avons alors vu qu’il était indispensable de prendre en compte 
deux types de fonctions. L’une est fondée sur les événements observé ; l’autre sur l’évaluation 
du risque par les agents. Deux formes d’hétérogénéité sont à prendre en compte.  
 
-  Une hétérogénéité portant sur les probabilités d’occurrence : de manière simplifiée, deux 
populations seront soumises à des probabilités d’occurrence différentes.  1 p  pour l’une ; 
2 p  pour l’autre, avec  1 2 p p < .  
-  Une  hétérogénéité  portant  sur  les  croyances  dans  un  cadre  d’imperfection 
informationnelle :  de  manière  simplifiée,  deux  sous  populations  sont  distinguées  à 
l’intérieur de chaque population, caractérisée par des « delta » différents :  1 d  pour l’une 
(dans une proportion 1 – f) ;  2 d  pour l’autre (dans une proportion f), avec  1 2 d d < . La 
première sous population amplifie donc les petites probabilités de manière plus importante 
encore que la seconde. Quelle est alors l’incidence de ces deux formes d’hétérogénéité sur 
la construction des deux fonctions de demande de sécurité ?  
 
La  première  fonction  de  demande  de  sécurité  a  trait  à  la  modification  des  modes  de 
fonctionnement  réellement  observée.  Supposons  un  risque  q .  En  connaître  l’équivalent 
monétaire suppose, pour chaque agent, de mesurer la perte effectivement observée ex post par 
un équivalent monétaire noté  q c  fondé sur des mesures institutionnelles. Pour cela, il nous 
faudra considérer des risques particuliers, ce que nous ferons dans le cadre de la criminalité à 
la faveur de la seconde partie de cette Thèse. L’équivalent monétaire correspondant au coût 
individuel observé ex post pour un agent soumis au risque avec une probabilité p peut donc 
s’écrire, avec un signe négatif (il s’agit d’une perte) :  
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cq - , avec une probabilité p ;  
0, avec une probabilité 1 – p.  
 
Comme nous considérons deux populations différenciées du point de vue de la probabilité 
d’occurrence, nous aurons donc :  
 
￿ Pour la première population :  
cq - , avec une probabilité  1 p  ; 
0, avec une probabilité  1 1 p - .  
 
￿ Pour la seconde population :  
cq - , avec une probabilité  2 p  ; 
0, avec une probabilité  2 1 p - .  
 
Pour  accéder  à  un  coût  collectif  fondant  la  première  des  deux  fonctions  de  demande  de 
sécurité, il nous faudra connaître, outre l’équivalent  q c , les probabilités d’occurrence  1 p  et 
2 p ,  ce  qui  nécessite  de  spécifier  les  risques  dont nous parlons. Enfin, à partir du critère 
d’agrégation que nous bâtirons, nous devrons établir un équivalent monétaire collectif des 
sinistres observés dont nous déduirons la première fonction de demande de sécurité.   
 
La seconde fonction de demande de sécurité est fondée sur l’évaluation du risque par les 
agents et tient compte de la privation de liberté de choisir un mode de vie sans crainte du 
danger, même s’il n’y a pas occurrence du risque. Ici, c’est plus largement de l’espace des 
capabilités en univers incertain que l’on cherche à rendre compte à partir d’une probabilité 
d’occurrence  p  et  d’un  équivalent  monétaire  q c .  En  nous  fondant  sur  une  fonction  de 
valorisation  V  inspirée  du  modèle  KT,  nous  avons  pu  trouver  un  équivalent  monétaire 
subjectif  ' c q  vérifiant :  
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Comme nous considérons deux sous populations différenciées dans leur appréhension des 
probabilités, nous aurons donc :  
 
￿ Pour la première sous population :  




















￿ Pour la seconde sous population :  
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, avec :  
 




Là  encore,  pour  accéder  à  un  équivalent  monétaire  collectif  fondant  la  seconde  des  deux 
fonctions  de  demande  de  sécurité,  il  nous  faudra  connaître,  outre  l’équivalent  q c ,  les 
probabilités d’occurrence et les paramètres « delta » de déformation de ces probabilités, ce qui 
nécessite de spécifier les risques dont nous parlons. Enfin, à partir du critère d’agrégation, 
nous établirons un équivalent monétaire collectif de l’évaluation du risque par les agents dont 
nous  déduirons  la  seconde  fonction  de  demande  de  sécurité.  Une  particularité  de  cette 
fonction est néanmoins d’ores et déjà visible.  
 











≃ . Par ailleurs :  
 
1 2 1 d d
b b < <  
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décroissante pour tous les agents dans l’espace géométrique que nous avons construit, comme 
le  montre  la  Figure  4.  De  manière  logique,  sans  préjuger  du  mode  d’agrégation 
interpersonnelle que nous retiendrons, cette disponibilité marginale à payer sera également 
décroissante au niveau collectif. Il nous faut alors réviser les hypothèses formulées dans le 
chapitre introductif. Nous pensions que la seconde fonction de demande de sécurité avait une 
allure croissante dans l’espace géométrique conçu, comme on peut le voir sur la Figure 3. En 
réalité, ce n’est pas le cas. Cette représentation, pourtant intuitive, ne parvient pas à rendre 
compte du comportement des agents face au risque, puisque la seconde fonction de demande 
de sécurité est en fait décroissante.   
 
Nous verrons plus en détail dans le prochain chapitre comment confronter les deux fonctions 
de demande et la fonction d’offre de sécurité au niveau collectif. Néanmoins, on peut déjà 
constater que cette révision des hypothèses modifie de façon essentielle la recherche d’un 
niveau de production de sécurité efficient défini par l’intersection entre la demande et l’offre : 
pour la seconde fonction de demande, nous avons en effet une monotonie de même signe que 
pour une fonction d’offre de type classique. Dès lors, nous montrerons qu’il existe des cas 
dans lesquels il n’est pas possible de déterminer un point d’intersection entre les fonctions 
d’offre et de demande de sécurité caractérisant un système stable.  
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II.F.  Conclusion 
 
 
Après  avoir  donné  un  statut  économique  à  la  notion  de  sécurité,  nous  nous  sommes  ici 
attachés à construire, d’abord au niveau indiviuel, les deux fonctions de demande nécessaires 
pour appréhender les deux facettes de cette capabilité. La première fonction de demande est 
fondée sur les faits réellement observés. Elle doit être complétée par une seconde fonction, 
qui repose sur l’évaluation du risque par les agents. L’essentiel de ce chapitre consistait à 
établir les modalités de cette évaluation. Nous avons alors choisi de la modéliser en nous 
inspirant du cadre de travail de la Prospect Theory initié par Kahneman et Tversky, auquel 
nous apportons un éclairage nouveau dans un contexte d’imperfection informationnelle. Cela 
nous a permis de déterminer ces fonctions de demande à un niveau individuel.  
 
Afin de confronter demande et offre de sécurité, il nous faut en achever la construction en 
passant du niveau individuel au niveau collectif. Pour cela, nous effectuerons une agrégation 
interpersonnelle  permettant  de  tenir  compte  des  deux  formes  d’hétérogénéité  mises  en 
évidence  dans  ce  chapitre :  une  hétérogénéité  des  probabilités  d’occurrence  (nous  avons 
supposé deux populations soumises à des niveaux de risque différents) ; une hétérogénéité des 
croyances concernant ces probabilités (deux sous populations sont distinguées, appréhendant 
les  probabilités  d’occurrence  de  manières  différentes).  Nous  avons  vu  que  cette  seconde 
forme d’hétérogénéité est déterminante lorsqu’il s’agit de comprendre les comportements face 
aux  risques.  L’agrégation  interpersonnelle  nous  permettra  alors  de  chercher  un  niveau  de 
sécurité efficient, correspondant à l’intersection entre les fonctions d’offre et de demande de 
sécurité. 
 
A  ce  stade  du  travail,  un  élément  est  déjà  frappant :  quel  que  soit  le  mode  d’agrégation 
collective que nous choisirons, il apparaît que la seconde fonction de demande de sécurité n’a 
pas une monotonie conforme à l’intuition de la microéconomie « classique ». Cette révision 
des  hypothèses modifie de façon substantielle la recherche d’un point d’intersection entre 
offre et demande de sécurité : comme nous le montrerons à la faveur du prochain chapitre, il 
n’est possible de déterminer un niveau de sécurité efficient, correspondant à l’intersection 














III. De la difficulté à déterminer une politique de 
sécurité efficiente   182 
III.A. Introduction  
 
 
Après  avoir  construit  un  espace  géométrique  dans  lequel  s’inscrivent  une  offre  et  une 
demande de sécurité, nous avons donné un statut économique à cette notion en enrichissant la 
base  informationnelle  des  critères  habituellement  utilisés  pour  parler  du  risque.  Dans  la 
définition de la « capabilité sécurité » (Chapitre 1), nous avons discerné deux facettes : d’une 
part, la modification des états véritables correspondant à une perte en cas d’occurrence du 
risque ; d’autre part, la perte de liberté correspondant à la possibilité d’occurrence du risque. 
La seconde facette ne peut être appréhendée qu’en se fondant sur une seconde fonction de 
demande  de  sécurité  résultant  de  l’évaluation  du  risque  par  les  agents.  Dans  l’espace 
géométrique que nous avons posé, il est alors nécessaire de confronter la fonction d’offre de 
sécurité à deux fonctions de demande. Par la suite, nous verrons comment celles-ci peuvent se 
combiner pour nous ramener à une seule fonction. Chacune d’elle s’obtient en mettant en 
relation la probabilité d’occurrence d’un risque donné et la disponibilité marginale à payer de 
la collectivité pour sa baisse. Cela suppose d’associer, à chaque probabilité un équivalent 
monétaire collectif.  
 
Deux types d’équivalents monétaires, correspondant à deux fonctions de demande de sécurité 
sont  distingués :  d’une  part,  l’équivalent  monétaire  fondé  sur  la  connaissance  du  nombre 
d’événements réalisés et l’évaluation institutionnelle des conséquences possibles de l’aléa. 
D’autre  part,  l’équivalent  monétaire  résultant  de  l’évaluation  par  les  agents  du  risque 
considéré.  Nous  avons  alors  modélisé  la  manière  dont  s’élabore  cette  évaluation  en  nous 
fondant  sur  le  cadre  de  travail  proposé  par  Kahneman  et  Tversky,  tout  en  apportant  un 
éclairage  nouveau  dans  le  cas  d’une  imperfection  informationnelle  sur  la  probabilité 
d’occurrence  du  risque  (Chapitre  2).  Cette  seconde  mesure  monétaire  nous  a  permis  de 
construire, au niveau individuel, la seconde fonction de demande de sécurité. D’ores et déjà, il 
apparaît que la seconde fonction de demande de sécurité n’a pas une monotonie conforme à 
l’intuition de la microéconomie « classique », ce qui modifie la recherche d’une politique de 
sécurité correspondant à l’intersection entre l’offre et la demande. 
 
Pour s’en rendre compte de manière plus précise, il est nécessaire d’achever la construction 
des deux fonctions de demande au niveau collectif. Pour cela, nous avons vu que deux formes   183 
d’hétérogénéité  devaient  être  considérées  si  l’on  veut  tenir  compte  de  la  distribution  des 
risques  au  sein  de  la  population :  une  hétérogénéité  des  probabilités  d’occurrence  (deux 
populations seront soumises à des probabilités d’occurrence différentes.  1 p  pour l’une ;  2 p  
pour l’autre, avec  1 2 p p < ) ; une hétérogénéité des croyances dans un cadre d’imperfection 
informationnelle (deux sous populations sont distinguées à l’intérieur de chaque population, 
caractérisées par des paramètres fondant les croyances qui sont différents :  1 d  pour l’une ;  2 d  
pour l’autre, avec  1 2 d d < . La première sous population amplifie alors les petites probabilités 
de manière plus importante que la seconde).  
 
Trois hypothèses sont ici formulées. Tout d’abord, nous considérerons que la collectivité n’a 
pas la capacité d’allouer les risques de manière optimale entre les différents agents, et donc 
que les inégalités dans la distribution des risques sont données. Par ailleurs, il n’existe pas de 
marché  permettant  de  compenser  l’hétérogénéité  de  l’exposition  au  risque  en  offrant  une 
compensation à ceux qui sont fortement exposés (processus de mutualisation ex ante) 
238. 
Enfin, nous ne prendrons pas en compte explicitement le processus de mutualisation ex post 
des  sinistres.  Comment,  dans  ce  contexte,  doit-on  tenir  compte  des  deux  formes 
d’hétérogénéité soulignées ?   
 
Nous verrons d’abord que les différentes modalités d’agrégation interpersonnelle ne diffèrent 
pas seulement du point de vue éthique, mais également du point de vue de leurs fondements 
informationnels
239.  Le  propos  sera  d’abord  d’examiner  les  principales  théories  dont  nous 
disposons, en soulignant que l’Histoire de la théorie du choix social est jonchée de remises en 
cause, de changements de paradigme, notamment avec le théorème d’impossibilité de Arrow. 
Nous montrerons ensuite qu’il est impossible, dans le cadre de notre problématique, de nous 
fonder sur une mesure ordinale des préférences. Nous aurons alors recours à une approche 
cardinale  et  à  des  comparaisons  interpersonnelles,  permettant  de  proposer  un  critère 
d’agrégation  collective  fondé  sur  l’indice  de  Theil  et  tenant  compte  des  inégalités 
d’exposition au risque. Bien sûr, ce critère, que nous justifierons, viendra s’ajouter à la longue 
liste des critères d’agrégation interpersonnelle existant déjà, mais il aura la particularité d’être 
propre à une situation de risque, non de revenus. Ainsi, nous disposerons de deux fonctions de 
demande  collectives  de  sécurité  que  nous  confronterons  avec  une  fonction  d’offre.  Nous 
                                                 
238 Si un tel marché était pris en compte, il serait possible de montrer que l’hétérogénéité dans la distribution des 
risques peut être ignorée. Voir, en particulier, Pratt et Zeckhauser (1993, 1996).  
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déterminerons  alors  les  conditions  sous  lesquelles  il  est  possible  de  définir  un  niveau  de 
production de sécurité efficient, c’est-à-dire correspondant à l’intersection entre l’offre et la 
demande de sécurité. Rappelons que cette interrogations ne constitue que l’un des deux points 
que  nous  aborderons  dans  cette  Thèse,  dans  la  mesure  où  nous  souhaitons  également 
déterminer une allocation optimale entre les différentes dépenses de sécurité.  
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III.B. L’agrégation interpersonnelle : une problématique philosophique 
avant d’être économique 
 
 
Très tôt, au sein de la philosophie morale et politique, le passage de l’individuel au collectif a 
fait question, mais c’est le siècle des Lumières qui donna véritablement une dimension à cette 
interrogation.  Pour  Rousseau,  la  volonté  générale,  issue  du  peuple,  est  ce  qui  l’amène  à 
s’autodéterminer  de  façon  démocratique :  elle  ne  s’élabore  pas  parmi  un  petit  nombre 
d’hommes éclairés mais dans le cœur uni de tous. Elle contrôle la société et la rectitude de ses 
mœurs, en même temps qu’elle légifère. Ce double rôle doit néanmoins être impulsé par le 
gouvernement,  comme  on  le  voit  dans  Les  confessions :  « J’avais  vu  que  tout  tenait 
radicalement à la politique, et que, de quelque façon qu’on s’y prit, aucun peuple ne serait que 
ce que la nature de son gouvernement le ferait être (…). »
 240 Ainsi, dès l’abord, le rôle de la 
puissance  publique  est  central  dans  l’élaboration  de  la  volonté  générale.  Pour  qu’une 
communauté se forme et légifère, il faut un acte constituant appelé contrat social. A la faveur 
de  ce  contrat,  formulé  par  une  volonté  libre  des  contractants,  « chacun  de  nous  met  en 
commun sa personne et toute sa puissance sous la suprême direction de la volonté générale ; 
et nous recevons en corps chaque membre comme partie indivisible du tout»
241.  
 
La difficulté à déterminer la volonté générale est posée d’emblée : « Il y a souvent bien de la 
différence entre la volonté de tous et la volonté générale ; celle-ci ne regarde qu’à l’intérêt 
commun, l’autre regarde à l’intérêt privé, et n’est qu’une somme de volontés particulières : 
mais  ôtez  de  ces  mêmes  volontés  les  plus  et  les  moins  qui  s’entre-détruisent,  reste  pour 
somme  des  différences  la  volonté  générale. »
242  Le  processus  par  lequel  on  passe  de 
l’individuel au collectif est donc complexe. Nous le verrons plus formellement dans le cadre 
d’une  formulation  propre  à  la  science  économique :  la  détermination  d’une  demande 
collective ne résulte pas d’une simple sommation des demandes individuelles si l’on veut 
fonder une « politique de sécurité » qui tienne compte de la distribution des risques au sein de 
la population. La difficulté soulevée est grande, à telle enseigne que Rousseau a ce propos 
lapidaire : « Pour découvrir les meilleures règles de société qui conviennent aux Nations, il 
faudrait une intelligence supérieure, qui vît toutes les passions des hommes et n’en éprouvât 
                                                 
240 Cf. Rousseau (1765-1770), Livre IX. 
241 Cf. Rousseau (1762), p.57.  
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aucune, (…) Il faudrait des Dieux pour donner des lois aux hommes.» 
243 Le point de départ 
de  la  formation  d’une  volonté  générale  est  bien  philosophique  avant  d’être  économique, 
consistant  à  savoir  comment  donner  des  lois  aux  hommes  en  partant  de  leurs  intérêts 
personnels. Si notre approche est proprement économique, il est néanmoins évident que les 
deux gageures ont une parenté. En réalité, si l’on ne veut pas trahir le parcours historique de la 
théorie du choix social, on peut distinguer deux débats qui se sont enracinés de façon assez 
différente : d’une part, un débat portant sur l’évaluation des méthodes de décision collectives ; 
de l’autre, l’élaboration de fondations logiques de l’économie du bien-être. Ces deux débats 
ont été, à l’origine, irrigués par deux sources relativement distinctes.  
  
 
III.B.1. Chercher une méthode de décision collective  
 
 
Dès lors que plusieurs individus sont impliqués dans une décision, l’élaboration de règles de 
décision  collectives  devient  une  question  théorique  passionnante.  Déjà,  la  Politique 
d’Aristote, Economie de Kautilya montrent la prégnance de cet enjeu dans la Grèce Antique, 
ou l’Inde. Prêter attention aux conséquences, pour chacun des membres d’une communauté, 
des décisions prises est au fondement même de l’organisation politique et économique de la 
cité. A telle enseigne que Schumpeter trouve le mot juste en parlant de « la sainte antiquité de 
l’économie du bien-être »
244. Samuelson fait également écho à cette tradition, dans le chapitre 
de son ouvrage Fondations de l’analyse économique portant sur l’économie du bien-être : 
« Naissant dans les écrits des philosophes, des théologiens, des pamphlétaires, des tribuns et 




Certes, il y a une différence entre les règles de décision et l’investigation théorique sur leur 
performance logique, qui n’est venue que plus tard. Cette seconde interrogation est née aux 
confins de la révolution française, sous l’impulsion de Condorcet (1785) et Borda (1781), 
alors que l’on cherchait, comme un pendant à l’esprit des Lumières, à rationaliser l’ordre 
social. Le premier étudia plus particulièrement le vote à la majorité, mettant en lumière ce que 
                                                 
243 Cf. Rousseau (1762), p.79. 
244 Cf. Schumpeter (1954), p.1069. 
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l’on appela paradoxe du vote ou paradoxe de Condorcet. En effet, si la relation de préférence 
notée ³ n’est pas transitive, le « cycle » suivant peut être observé :  
 
A C B A ³ ³ ³ ,  
 
Dans  une  telle  configuration,  il  devient  impossible  de  sélectionner  une  alternative  qui  se 
détache des autres comme « gagnante » au sens de Condorcet. Ces travaux ont connu des 
applications très pratiques, fondant les réflexions sur la constitution de 1792. On peut penser 
qu’ils étaient inspirés des réflexions de Borda, présentées à l’Académie des Sciences en 1770 
pour  être  publiés  en  1781.  Ce  dernier  fonde  son  processus  de  décision  collective  sur  un 
classement des alternatives par chaque votant, qui attribue un rang à chaque possibilité. La 
sommation de ces rangs détermine un score pour chaque alternative ce qui permet de les 
classer.  Ces  travaux  furent  à  la  base  du  système  de  vote  de  la  Constituante  jusqu’à  sa 
suppression  en  1800  par  Napoléon.  Ils  permettent  d’ores  et  déjà  d’interroger  la  base 
informationnelle  présidant  à  l’agrégation  des  préférences :  en  effet,  le  processus  de 
sommation des rangs ainsi mis en œuvre convertit un processus ordinal en une cardinalité 
fondée sur les rangs. Puis, il se fonde sur des comparaisons interpersonnelles pour en déduire 
un classement des alternatives.  
 
Plusieurs travaux ont enrichit ces apports majeurs : Laplace, d’abord, modifia quelque peu les 
règles d’agrégation des préférences, tout en restant dans le cadre d’une procédure de vote 
fondée sur le rang
246. Au cours du 19
ème, Dodgson (plus connu sous le nom de Lewis Carroll) 
implémenta la procédure de Condorcet afin de lever l’hypothèque des cas pour lesquels il n’y 
a pas de « gagnant de Condorcet ». Duncan Black (1948), trouva une condition suffisante à la 
détermination d’un gagnant de Condorcet, connue sous le nom de « théorème de possibilité ». 
Le second type de débat, distinct du premier, a porté sur les fondements logiques de ce que 
l’on a appelé « l’économie du bien-être ».   
 
                                                 
246 Cf. Laplace (1812).    188 
 
III.B.2. Chercher des fondements à l’économie du bien-être  
 
 
Là encore, l’esprit des Lumières fut fécond, avec d’abord les travaux de Jeremy Bentham 
(1789), un contemporain de Condorcet et Borda. Ses interrogations partent du droit et de la 
jurisprudence et sont fondées sur le Principe de la satisfaction la plus large. Le critère ultime 
de jugement de ce que l’on appellera l’utilitarisme est en réalité « la plus grande satisfaction 
pour le plus grand nombre »
247. Le législateur doit faire en sorte que chaque personne soit 
incitée à agir de manière à apporter la plus grande satisfaction à l’ensemble des personnes 
appartenant  à  l’entité  analysée.  Dans  cette  veine  naquirent  les  travaux  de  Mill,  Marshall, 
Edgeworth, Sidgwick, puis Pigou au début du 20
ème siècle, même si ce dernier s’éloigne de la 
pureté des préceptes utilitaristes, notamment en ce qui concerne la justification des droits. 
 
A la fin des années 30, de violentes critiques apparurent contre ce qui était appelé la « vieille 
économie  du  bien-être ».  Robbins  est  au  cœur  de  cette  attaque  en  niant  toute  possibilité 
d’objectivité aux comparaisons interpersonnelles
248. Dès lors, on revenait de plus en plus à se 
placer  sur  la  même  base  informationnelle  que  les  théories  de  la  décision  collective  de 
Condorcet, ce qui est étonnant à la lumière des débuts très différents des deux faces de la 
théorie du choix social. Comment, dans ce cas, répondre aux remises en causes de l’époque ? 
Sur  quelle  base  informationnelle  fonder  l’économie  du  bien-être  et  du  choix  social ?  Ces 
questions  sont  cruciales  si  l’on  veut,  à  partir  d’une  connaissance  individuelle,  achever  la 





                                                 
247 Cf. Bentham (1789).  
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III.C. La construction de l’économie du bien-être : une destruction créatrice 
 
 
III.C.1. Les premières fonctions de bien-être social 
 
 
Les remises en causes que nous venons de voir ont réduit les exigences informationnelles de 
l’économie du bien être, se rapprochant de celles, plus ténues, émises par Pareto au tournant 
du siècle dernier. Parmi les premiers, celui-ci remit en cause les fondements des comparaisons 
interpersonnelles. Dans ses Cours d’économie politique sur la production, il établit : « Pour 
une classe d’individus, il existe certaines valeurs des coefficients de fabrication lesquelles 
procurent des quantités telles de bien économiques, que si on les distribue convenablement, 
chaque individu appartenant à la classe considérée, obtiendra le maximum d’ophélimité » 
249. 
La véritable question porte sur le sens que Pareto donne au terme « convenablement ». Or, 
pour lui, il apparaît inconcevable de comparer des ophélimités au niveau interpersonnel. Il 
expose plus précisément son point de vue dans son Manuel d’économie politique : « L’utilité 
de l’individu et l’utilité de l’espèce sont des quantités hétérogènes qui se prêtent mal à une 
comparaison »
250.  De  manière  plus  imagée,  « supposons  une  collectivité  constituée par un 
loup et par un agneau ; le bonheur du loup consiste à manger l’agneau, celui de l’agneau à ne 
pas être mangé. Comment rendre cette collectivité heureuse ? »
251 
 
Pareto, en imposant des conditions strictes aux comparaisons d’états, établit un classement qui 
reste partiel, caractérisé par le concept « d’optimum de Pareto ». Deux types d’approches ont 
émergé à la fin des années 30, suite aux critiques évoquées. Leurs points de départ restent 
parétiens, même si les auteurs cherchaient à aller plus loin que le critère du sociologue.  
 
1) Les critères formulés par Kaldor (1939) et développés par Hicks (1939, 1940) et Scitovsky 
(1941, 1942). Ils sont fondés sur un argument dit de « compensation », consistant à concevoir 
la possibilité de paiements compensatoires entre les gagnants et les perdants d’un changement 
de politique économique. Un état domine l’autre s’il n’existe pas de redistribution à partir de 
                                                 
249 Cf. Pareto (1896), § 727.  
250 Cf. Pareto (1909), § 30.  
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ce dernier permettant à chaque individu d’être au moins aussi satisfait que dans le premier 
état. Ce type de critère présente deux difficultés : d’abord, on peut montrer que les relations 
de préférence ainsi établies ne sont pas nécessairement transitives. Ensuite, et de façon plus 
profonde, l’idée de compensation potentielle est problématique : soit cette compensation est 
réalisée et l’on se ramène au cadre de travail de Pareto ; soit elle ne l’est pas et le bien-être 
potentiel entrevu reste purement fictif.  
 
2)  L’introduction  d’une  fonction  de  bien-être  social  par  Bergson  (1938)  puis  Samuelson 
(1947).  Cette  fonction  a  pour  but  d’établir  une  nette  séparation  entre  ce  qui  appartient  à 
l’éthique et ce qui appartient à l’économie du bien-être. Amartya Sen définit le concept de 
fonction de bien-être social de la manière suivante : « Les fonctions de bien-être social sont 
des cartes déterminant l’ordination sociale d’un ensemble d’alternatives à l’aide d’une liste 
complète  d’indicateurs  numériques  individuels  qui  ne  sont  pas  nécessairement  interprétés 
comme des fonctions d’utilité »
252. Cette vision des fonctions de bien-être social est aussi 
défendue par Mongin et d’Aspremont (1998). C’est sur cette notion de « carte » que nous 
allons nous appuyer.  
 
Ce que Sen appelle « indicateurs numériques individuels » fait question : il peut s’agir d’une 
mesure cardinale, comme dans la tradition de Bentham et Sidgwick, ou d’une conception 
ordinale. Les travaux de Bergson consistent à établir une fonction collective dépendant des 
« utilités individuelles – notées  i U  »
253. Cette fonction est notée W, définie de la manière 
suivante :  
 
[ ] 1 2 , ,..., n W W U U U =  
 
La fonction W ne correspond pas nécessairement à une somme des utilités, mais constitue une 
représentation de l’attitude vis-à-vis de la notion de bien-être social. Les travaux de Bergson 
sont fondés sur un caractère ordinal des fonctions d’utilité, et il n’est pas question ici de 
comparaisons interpersonnelles. En revanche, l’auteur recherche une procédure qui, à tout 
ensemble d’ordinations individuelles, fait correspondre une ordination collective. C’est à la 
recherche  de  cette  procédure  que  le  théorème  d’impossibilité  de  Arrow  fournira  quelques 
                                                 
252 Cf. Sen (1970).  
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années plus tard une réponse
254. En réalité, deux approches assez différentes peuvent être 
suivies en termes de fonctions de bien-être social ; elles correspondent à deux visions assez 
différentes de ce qu’est le choix social.   
 
La première perspective est individualiste et rend compte pleinement de la souveraineté du 
consommateur. C’est l’approche de Bergson puis Samuelson, dans laquelle le critère collectif 
est issu directement des utilités individuelles. Nous en avons vu l’expression formelle :  
 
[ ] 1 2 , ,..., n W W U U U =  
 
Certes, nous avons vu à la faveur du chapitre précédent que le paradigme du modèle EU 
faisait  véritablement  question  en  univers  risqué.  Ainsi,  nous  avons  choisi  d’appréhender 
l’évaluation du risque par les agents, dans une perspective individualiste, en nous plaçant dans 
le cadre de la Prospect Theory. Pour un risque donné, noté q , nous avons trouvé une fonction 
de valorisation notée  ( ) V q , définie à partir d’un point de référence complètement sécurisé. Si 
l’on  suppose  encore  n  individus  dans  la  collectivité,  l’approche  individualiste  est  très 
analogue  au  cas  précédent.  En  remplaçant  les  fonctions  d’utilité  par  les  fonctions  de 
valorisation, nous serions ramenés à chercher une fonction W, définie formellement comme 
suit :  
 
( ) ( ) ( ) ( ) 1 2 , ,..., n W W V V V q q q q   =    
 
La seconde perspective est holiste : à partir de données objectives, un observateur impartial 
détermine  une  fonction  de  bien-être  collectif.  En  notant  i r   un  vecteur  de  caractéristiques 
correspondant à l’individu i , la fonction de bien-être social établie par l’observateur ne passe 
pas par le prisme de la satisfaction des individus eux-mêmes. Elle est ainsi définie comme 
suit :   
 
[ ] 1 2 , ,..., n W W r r r =  
 
                                                 
254  K. Arrow, Choix collectif et préférences individuelles, Calmann-Levy, 1974 (1
ère ed. 1951, Wiley, NY) 
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Dans le cas d’agents soumis à un même risque q , chacun des vecteurs  i r  dépend en même 
temps du risque lui-même et des caractéristiques propres de ces individus. Nous pouvons 
alors utiliser la notation suivante :  
 
( ) ( ) ( ) ( ) 1 2 , ,..., n W W r r r q q q q   =   
 
D’après  les  éléments  mis  en  avant  dans  les  chapitres  précédents,  significatifs  de  notre 
compréhension des deux facettes de la capabilité sécurité, notre approche sera-t-elle de nature 
individualiste  ou  holiste ?  Pour  y  répondre,  examinons  le  statut  du  vecteur  i r   que  nous 
utilisons.  
 
Il s’agit en réalité des deux équivalents monétaires, cq  et  ' c q , constitutifs des deux fonctions 
de  demande  et  correspondant,  pour  chaque  individu,  aux  deux  facettes,  « objective »  et 
« subjective » de la capabilité sécurité. Pour l’écrire autrement, la fonction W recherchée peut 
se mettre sous la forme suivante :  
 
( ) ( ) ( ) ( ) 1 1 2 2 , ' , , ' ,..., , ' n n W W c c c c c c q q q q q q q   =     
 
Cela signifie d’abord que notre perspective est clairement de type cardinal, les équivalents 
monétaires ayant cette propriété. Ensuite, il apparaît que cette approche est à la fois holiste et 
individualiste :  l’agrégation  collective  de  la  première  forme  –  objective  –  d’équivalent 
monétaire fondera la première fonction de demande de sécurité ; elle ne passe pas par le 
prisme  de  la  satisfaction  des  agents eux-mêmes et constituera par là même une approche 
holiste de l’économie du bien-être. L’agrégation collective de la seconde forme – subjective – 
d’équivalent monétaire fondera la seconde fonction de demande de sécurité ; elle passe par le 
prisme de la satisfaction des agents eux-mêmes et constitue donc une approche individualiste 
de l’économie du bien-être. En effet, en appréhendant l’évaluation du risque par les agents 
dans le cadre de la Prospect Theory, à l’aide de la fonction  ( ) V q , nous tenons bien compte de 
leur conception individuelle du risque.  
 
Plus précisément, nous avons choisi de construire deux fonctions de demande de sécurité pour 
cerner au mieux la capabilité sécurité. Dès lors, la procédure d’agrégation collective que nous   193 
proposerons devra nous donner deux indicateurs de bien-être – l’un objectif, l’autre subjectif, 
notés comme suit :    
 
( ) [ ] 1 2 , ,..., n W W c c c q q q q = , et  
( ) [ ] 1 2 ' ' ' , ' ,..., 'n W W c c c q q q q =  
 
Nous chercherons alors à tenir compte à la fois de la somme de ces équivalents monétaires et 
de leur distribution au sein de la population exposée au risque. Après avoir ainsi situé notre 
tâche  à  partir  des  premiers  travaux  en  économie  du  bien-être  et  du  choix  social,  voyons 
l’apport décisif de Kenneth Arrow, dont le livre Social Choice and individual values exerça 




III.C.2. Le choc provoqué par le théorème d’impossibilité de Arrow 
 
 
Il  faut  attendre  les  travaux  de  Kenneth  Arrow  pour  avoir  une  axiomatique  complète  et 
convaincante du problème soulevé par l’agrégation de critères individuels en un critère de 
bien-être ou, tout au moins, de préférence collective qui puisse fonder un choix social. En 
posant quelques conditions relativement intuitives sur les préférences individuelles, Arrow 
démontre qu’il devient impossible de déduire une relation de préférence collective cohérente 
portant sur les états réalisables d’une économie à partir des préférences de chacun des agents. 
Pour cela, il se place dans le cadre très général d’une ordination individuelle des états sans 
cardinalité ou comparaison interpersonnelle 
256. Sa méthode analytique lui permet de traiter 
tous  les  schémas  concevables  de  vote  dans  un  même  cadre  conceptuel  unifié.  Comme  le 
souligne  Suzumura,  « Contrastant  avec  la  fonction  de  bien-être  social  de  Bergson  et 
Samuelson,  Arrow  était  convaincu  que  le  processus  par  lequel  la  valeur  sociale  était 
représentée par une fonction de bien-être devait également constituer l’objet d’un examen 
logique »
257.  Il  était  alors  nécessaire  que  ce  processus  respecte  des  hypothèses  jugées 
                                                 
255 Cf. Arrow (1951).  
256 Voir également, sur ce cadre de travail, Black (1958), Inada (1969) ou Sen et Pattanaik (1970).  
257 Cf. Suzumura (2002), p. 11.   194 
minimales. Pour cela, il construit un cadre englobant la fonction de bien-être social posée par 
Bergson. Voyons brièvement ces hypothèses de travail.  
 
Prenons  n  agents  ayant  chacun  un  ordre  de  préférences  i R .  On  cherche  une  relation  de 
préférences sociales R s’exprimant à partir des préférences individuelles sous la forme : 
 
( ) 1,..., n R f R R =  
 
On  cherche  à  spécifier  les  correspondances  entre  les  préférences  individuelles  et  les 
préférences sociales. Pour cela, Arrow impose un certain nombre de conditions sous la forme 
d’axiomes qu’il juge raisonnable qu’un choix social satisfasse.  
 
Transitivité  et  complétude :  les  préférences  sociales  sont  transitives  et  complètes.  Cette 
condition reflète la rationalité collective.   
 
Indépendance  vis-à-vis  des  alternatives  extérieures :  le  choix  entre  deux  alternatives  ne 
dépend que des préférences individuelles entre ces alternatives. Cette condition reflète une 
efficience informationnelle minimale.  
 
Principe faible de Pareto : si chaque agent préfère le même état du monde à un autre, cet état 
est préférable socialement. Cette condition reflète le respect de l’unanimité en démocratie.  
 
Domaine non restreint : la fonction de bien-être social f est définie sur toutes les préférences 
possibles  i R  sur l’ensemble des états du monde. Cette condition reflète la liberté totale de 
former des préférences.  
 
Choix non dictatorial : l’ordination sociale ne s’accorde pas toujours avec les préférences de 
chaque individu. Cette condition reflète l’absence de « dictateur » dans la société.  
 
Théorème d’impossibilité : au-delà de deux alternatives possibles, il n’y a pas de fonction de 
bien-être social f(.) satisfaisant les 5 axiomes énoncés.   
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Ce résultat, bien que pessimiste au premier abord, a été un premier mouvement de départ pour 
une rationalisation de la théorie du choix social. Les débats actuels ont tous trait, dans une 
certaine mesure, à la recherche des moyens de le « contourner ». En réalité, Arrow ne nie pas 
la possibilité d’établir une fonction de bien-être social à la Bergson-Samuelson, mais plutôt 
l’existence d’une règle qui l’associerait à tout profil de préférences individuelles. Les travaux 
qui  suivirent  la  démonstration  de  ce  théorème  ont  majoritairement  consisté  à  affaiblir  les 
axiomes posés.    
 
 
III.C.3. Comment échapper au pessimisme ambiant ?  
 
 
Les travaux de Sen ont contribué à clarifier les conditions permettant l’agrégation des valeurs 
individuelles  en  des  décisions  collectives,  tout  en  faisant  en  sorte  que  celles-ci  soient  en 
cohérence avec la sphère des droits de l’individu. La question à laquelle il a tenté de répondre 
concernait  la  possibilité de trouver un moyen d’agréger les préférences, qui soit à la fois 
équitable et solide théoriquement. Son apport essentiel n’a pas consisté à proposer un critère 
d’agrégation « clé en main », mais plutôt d’établir les conditions sous lesquelles les différents 
modes  d’agrégation  peuvent  fonctionner.  Pour  cela,  il  est  nécessaire  d’enrichir  la  base 
informationnelle afin que la fonction de préférence sociale repose sur des valeurs cardinales 
ou des comparaisons interpersonnelles. Ces deux voies sont explorées, notamment dans son 
ouvrage Collective choice and social welfare
258, mais également dans de nombreux articles 
qui nourrissent encore à la fois une littérature économique très formalisée mathématiquement 
et des travaux philosophiques
259.   
 
III.C.3.a. Les grandes voies ouvertes par l’affaiblissement des axiomes de Arrow  
  
Affaiblissement de l’hypothèse de transitivité 
 
Plusieurs  travaux  ce  sont  attachés  à  affaiblir  l’hypothèse  de  transitivité  des  préférences, 
notamment en remplaçant cette condition par un axiome de « quasi transitivité » de portée 
                                                 
258 Cf. Sen (1970).  
259 On peut citer, parmi de nombreux autres Rawls (1971), Nozick (1974) ou Dworkin (1978).    196 
plus  limitée.  Gibbard  notamment,  part  d’une  solution  dite  « dictatoriale »
260  et  cherche  à 
comprendre si le remplacement de la transitivité par la quasi transitivité permet de trouver une 
solution respectant l’ensemble des axiomes. Sans rentrer dans les détails de la démonstration, 
on se rend compte que même si de telles solutions existent, elles reposent toutes sur un « droit 
de  veto »  de  la  part  de  quelques  agents 
261.  On  se  retrouverait  alors  dans  un  système  dit 
« oligarchique », c’est-à-dire dans lequel un groupe de personnes a un droit de veto sur la 
décision collective. Certes, l’oligarchie est moins dommageable que la dictature en termes de 
choix sociaux, mais il n’en reste pas moins que le pas en avant réalisé n’est pas complètement 
convaincant.  On  peut  tenter  d’aller  plus  loin  encore  dans  l’affaiblissement  des  conditions 
exigées par Arrow en remplaçant le critère de transitivité par l’acyclicité, moins exigeant que 
la quasi transitivité. Cela ne bouleverse pas non plus l’obstacle du « choix non dictatorial » 
posé  par  Arrow  puisque  nous  restons  dans  un  système  oligarchique  avec  existence  d’un 
pouvoir de veto
262. D’autres tentatives ont été formulées, visant en particulier à s’affranchir 
des  conditions  dites  «  de  Condorcet »,  mais  les  résultats  ne  modifient  pas  véritablement 
l’esprit des contraintes imposées dans la démonstration du théorème d’impossibilité. Il nous 
faut donc aller plus loin dans la remise en cause des axiomes proposés si l’on souhaite établir 
une fonction de bien-être social ayant des propriétés satisfaisantes. Cela peut se penser en 
recherchant des solutions sur un domaine restreint de préférences individuelles, c’est-à-dire en 
affaiblissant, là encore, l’une des hypothèses posées par Arrow.   
 
Restriction du domaine de définition des préférences 
 
Toute restriction du domaine des préférences correspond à un mode de spécification de celles-
ci.  La  première  approche  consiste  à  mettre  à  l’écart  les  préférences  dont  les  propriétés 
algébriques  ou  géométriques  ne  respectent  pas  certaines  hypothèses.  Le  second  mode  de 
spécification consiste à enrichir le contenu informationnel. Là encore, le cadre de travail peut 
évoluer dans deux directions : par des fonctions de bien-être de type cardinal, d’une part ; en 
adoptant des fonctions comparables du point de vue interpersonnel, de l’autre. Voyons-le plus 
précisément.  
 
                                                 
260 C’est-à-dire ne respectant pas l’axiome de « choix non dictatorial » énoncé plus haut.  
261 Voir Sen (1970) pour une discussion plus approfondie de ce point.  
262 Cf. Mas-Colell et Sonnenschein (1972).    197 
Dans le cadre de la première approche, il est possible de définir des « préférences à maximum 
unique »
263. Dans ce cadre, si le nombre d’individus est impair, la règle de la majorité est une 
fonction de bien-être social donnant une relation d’ordre transitive 
264. Par ailleurs, on peut 
démontrer que si l’on enlève l’hypothèse d’un nombre impair d’agents, la fonction de bien-
être social issue de la règle de la majorité n’est plus transitive – l’une des exigences posées 
par Arrow (1951) – mais quasi transitive
265. D’autres travaux ont fondé la restriction des 
préférences sur le nombre d’agents impliqués dans les décisions
266. Par ailleurs, il est possible 
de trouver des ordres sociaux à partir de préférences strictes 
267 ou dans un cadre plus large de 
théorie des jeux 
268.  
 
Malgré tout, ces travaux conduisent le plus souvent à une restriction forte sur l’espace des 
solutions. Plus, cette forme de restriction des préférences reste un peu, comme le souligne 
Sen,  un  « aveu  de  défaite »
269.  Pour  Gibbard,  « l’utilité  quantitative  a  été  expurgée  de  la 
théorie du choix rationnel et remplacée par des ordinations de préférences qui ne peuvent être 
ajoutées  entre  elles»
270.  Il  y  aurait  donc  là  une  erreur  de  paradigme.  En  excluant  tout 
enrichissement  cardinal  et  toute  comparaison  interpersonnelle,  nous  sommes  en  présence 
d’une  vision  très  générale,  à  l’aide  de  laquelle  il  est  à  la  fois  malaisé  de  concevoir  une 
allocation des ressources et de tenir compte des inégalités. Il semble clair, dans le contexte 
clarifié par Arrow puis Sen, que nous devons enrichir la base informationnelle fondant notre 
agrégation  interpersonnelle.  Pour  cela,  nous  nous  placerons  dans  une  optique  cardinale  à 
partir de laquelle nous pourrons effectuer des comparaisons interpersonnelles. Cette approche 
consiste  également  en une restriction du domaine de définition des préférences, mais elle 
s’appuie  sur  un  « enrichissement »  du  contenu  informationnel  et  non  sur  un 
« appauvrissement » de l’espace des solutions.  
 
                                                 
263 Cf. Black (1948). On appelle « préférences à maximum unique » les relations de préférence dont le graphe sur 
l’ensemble des états du monde est soit monotone soit croissant puis décroissant à partir d’un optimum unique. 
264 Cf. Sen (1966), A possibility theorem on majority decisions.  
265 Cf. Sen (1969).  
266 Voir notamment Grandmont (1978).  
267 Cf. Maskin (1976), puis Kalai et Muller (1977). 
268 Cf. Salles (1975).  
269 Cf. Sen (1976).  
270 Cf. Gibbard (1986), p.166.   198 
III.C.3.b. Une approche cardinale permettant des comparaisons interpersonnelles  
 
Les réflexions fondées sur les comparaisons interpersonnelles de type cardinal proviennent 
essentiellement des travaux « utilitaristes »
271. Or, nous ne sommes pas à proprement parler 
dans le cadre d’une vision utilitariste au niveau individuel. Le paradoxe de ce choix n’est 
qu’apparent :  en  réalité,  nombre  d’économistes  réfutent  l’utilitarisme  au  niveau  individuel 
mais intègrent ses considérations – du moins au sens large – pour ce qui est de l’agrégation 
collective. Ce sera également notre approche. En effet, le théorème d’impossibilité correspond 
à des préférences ordinales ne permettant pas de comparabilité interpersonnelle. Formuler un 
jugement  économique  apparaît  bien  malaisé  si  cette  base  informationnelle  n’est  pas 
enrichie.Voyons alors rapidement, en les illustrant, les cadres informationnels qui s’offraient à 
nous  avant  de  préciser  notre  propre  critère  d’agrégation  collective  des  deux  équivalents 
monétaires. 
 
Bases informationnelles des critères d’agrégation collective 
 
Le rôle essentiel de Sen a été de poser l’axiomatique permettant d’effectuer des choix entre 
deux pensées extrêmes 
272 : du point de vue utilitariste, les préférences sont cardinales et il est 
possible  de  parvenir  à  des  préférences  sociales  complètes  par  des  comparaisons 
interpersonnelles.  Un  autre  point  de  vue  consiste  à considérer que les représentations des 
préférences peuvent se déduire les une des autres à partir de n’importe quelle transformation 
croissante. Dès lors, seul le point de vue ordinal est crédible, et il est impossible d’effectuer 
des  comparaisons  interpersonnelles.  Les  préférences  sociales  sont  alors  nécessairement 
incomplètes. Cinq contextes informationnels peuvent en fait être distingués.   
 
Un cadre ordinal ne permettant pas les comparaisons interpersonnelles :  
 
Ce cadre de travail est celui – très général – construit par Arrow. Sans revenir dans les détails 
sur le théorème d’impossibilité, on montre que les préférences sociales qu’il induit ne sont pas 
complètes. En particulier, il ne permet pas de comparer deux états de manière plus fine que le 
critère de Pareto. La courbe des optimums de Pareto, tracée dans le diagramme d’Edgeworth 
devient ainsi une courbe d’indifférence, ce qui laisse à l’écart toute considération portant sur 
                                                 
271 Cf. Sen (1979).  
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les inégalités de distribution des biens et, dans notre contexte, sur les inégalités d’exposition 
au danger. Nous ne travaillerons donc pas dans ce cadre informationnel.  
 
Un cadre cardinal ne permettant pas les comparaisons interpersonnelles :   
 
Si l’on se fonde sur une représentation cardinale des préférences des agents, sans pour autant 
permettre les comparaisons interpersonnelles, le même type d’observations peut être formulé. 
En particulier, sur cette nouvelle base informationnelle, le théorème d’impossibilité de Arrow 
est encore valable 
273. Nash parvient néanmoins à formuler une solution au « problème de 
marchandage » en se fondant sur ce cadre. Sa formule consiste à maximiser le produit des 
différences de tous les participants avec un état de statu quo correspondant à un échec des 
négociations :  
 
Formellement, pour n individus, notons x les états du monde, q l’état de statu quo, et V une 
fonction de valorisation de type cardinal. Alors, le critère de Nash s’écrit :   
 
( ) ( ) ( ) ( )
1 1
n n
i i i i
i i
x y V x V q V y V q
= =
    ³ Û - ³ -     Õ Õ  
 
Ce type d’agrégation présente un parallèle évident avec les solutions établies par l’économiste 
dans  le  domaine  de  la  théorie  des  jeux.  La  véritable  question  réside  dans  la  présence  de 
l’alternative de statu quo, dont la position dépend de l’échelle de valeur de chaque personne. 
Ainsi,  la  fonction  de  bien-être  social  établie  ne  dépend  pas  seulement  des  préférences 
individuelles portées sur les états x et y. Par ailleurs, ce cadre ne permet pas de formuler de 
jugement sur la distribution entre les agents, dans la mesure où les préférences individuelles 
ne  sont  pas  comparables.  Il  nous  semble  bien  indispensable d’effectuer des comparaisons 
interpersonnelles  pour  résoudre  les  questions  d’allocations  des  ressources  que  nous  nous 
posons.   
 
Un cadre ordinal permettant les comparaisons interpersonnelles
274 : 
 
                                                 
273 Cf. Sen (1970), théorème 8.2. 
274 Ce cadre de travail fut initié autant par des philosophes que par des économistes. Voir, en particulier, les 
contributions pionnières de Suppes (1966), Sen (1970) ou Rawls (1958, 1971).   200 
En se fondant sur cette base informationnelle, il devient possible de formuler des jugements 
prenant en compte la distribution entre les agents. En revanche, les gains et les pertes ne 
peuvent réellement être appréhendés hors de toute cardinalité. Le critère de Rawls, dit du 
« maximin » en constitue la première illustration : selon ce critère, un état du monde est jugé 
meilleur qu’un autre si et seulement si la personne la moins bien dotée dans le premier état est 
mieux dotée que la personne la moins bien dotée dans le second 
275.  
 
Pour établir une classification des états, les comparaisons peuvent être de type qualitatif, la clé 
résidant  dans  la  connaissance  de  l’agent  désavantagé.  Ainsi,  la  richesse  informationnelle 
requise est moins grande que dans le cadre cardinal : « A partir du moment où l’on peut 
identifier l’homme représentatif le moins avantagé, seuls des jugements ordinaux de bien-être 
sont requis. […] Alors que des comparaisons interpersonnelles qualitatives sont faites pour 
trouver  la  position  la  plus  basse,  pour  le  reste,  les  jugements  d’un  homme  représentatif 
suffisent  »
276.  Même  si  ce  critère  est  intellectuellement  séduisant,  il  peut  apparaître 
« extrémiste », puisqu’il consiste à s’attacher uniquement au sort de la personne la moins bien 
dotée. Les résultats auxquels conduit cette méthode, dans le cadre de notre problématique, 
seraient surprenants et malvenus. En effet, nous souhaitons appréhender l’hétérogénéité des 
agents face au risque pour construire des fonctions de demande collectives de sécurité. Dès 
lors, mettre l’accent sur l’individu le moins bien doté  - tant en termes d’exposition que de 
croyance – ferait « exploser » toute évaluation de la demande de sécurité collective et rendrait 
vain tout calcul d’allocation des ressources de lutte contre l’insécurité.  
 
Un cadre cardinal permettant les comparaisons interpersonnelles de différences : 
 
L’approche  interpersonnelle  de  type  « utilitariste »  repose  sur  un  cadre  informationnel 
cardinal  permettant  les  comparaisons  des  différences  dans  l’expression  individuelle  des 
préférences, sans qu’il soit nécessaire de concevoir une comparaison de leurs niveaux 
277. En 
effet,  en  utilisant  les  mêmes  notations  que  précédemment,  il  est  possible  d’écrire 
formellement dans ce cadre :  
 
                                                 
275 Cf. Rawls (1971).  
276 Cf. Rawls (1971), §15.  
277 Cf. Harsanyi (1955). Voir également Sen (1970) et Pattanaik (1971).    201 





xRy V x V y
= =
Û ³ ∑ ∑  
 
Si l’on ajoute une constante personnelle à chaque fonction de valorisation des préférences 
individuelles, le niveau de la fonction de bien-être social est modifié – comme peut l’être la 
classification issue du critère de Rawls, mais la classification de type utilitariste est inchangée. 
Là encore, il est difficile de formuler des jugements sur la distribution sans comparer les 
niveaux  individuels  des  fonctions  de  valorisation.  Par  ailleurs,  il  semble  difficilement 
justifiable de comparer les différences entre des valeurs sans être capable d’appréhender leurs 
niveaux respectifs 
278.    
 
Un cadre cardinal permettant les comparaisons interpersonnelles de niveaux : 
 
Il n’est pas réellement exigeant, du point de vue de l’information requise, d’aller plus avant 
que le cadre précédent, et de se fonder sur des comparaisons interpersonnelles en niveau des 
valeurs  individuelles.  A  cette  condition  le  spectre  des  critères  d’agrégation  s’élargit 
considérablement – en fait, tous les exemples donnés plus haut sont possibles. Par ailleurs, 
c’est  à  cette  seule  condition  que  nous  pouvons  bâtir  un  critère  d’agrégation  collective 
pondéré par la position de chaque agent. 
 
Formellement,  sans  s’attacher  au  cas  particulier  des  risques  pesant  sur  les  agents,  nous 
considérons un état du monde noté de la manière suivante, correspondant à une distribution 
entre n individus :  
 
( ) 1 2 , ,..., n x x x x =  
 
Nous souhaitons alors trouver une fonction de bien-être social W sous la forme suivante : 
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Les coefficients  ( ) i f x  correspondent alors aux poids que l’évaluateur met sur chacune des 
valeurs  individuelles  notées  ( ) i V x .  Ils  dépendent  du  vecteur  x  qui  permet  de  prendre  en 
compte la distribution entre les agents. Sans perte de généralité, il est également possible 
d’écrire cette forme de la manière suivante :  
 










En effet, pour chaque vecteur x , une vecteur différent f  peut être choisi si cela est nécessaire. 
En particulier, cette écriture n’implique pas de séparabilité additive puisque les  i f  sont des 
fonctions de x et non des seuls  i x . Enfin, nous constatons effectivement que le degré de 
généralité  du  critère  d’agrégation  ici  présenté  ne  peut  être  atteint  avec  des  comparaisons 
interpersonnelles fondées sur des différences ; il est nécessaire de supposer des comparaisons 
en niveaux 
279.   
 
C’est sous cette forme que nous recherchons un critère d’agrégation collective permettant 
d’achever  la  construction  de nos deux fonctions de demande de sécurité. Pour cela, nous 
partirons des équivalents monétaires déjà établis dans le chapitre précédent (objectif, pour la 
première des deux fonctions ; subjectif, pour la seconde). Notre critère tiendra alors compte 
d’une double hétérogénéité entre les agents (sur l’exposition au risque et sur les croyances). Il 
devra pour cela être fondé à la fois sur l’ensemble des faits observés et sur leur distribution au 
sein de la population.  
 
La  gageure  n’est  pas  mince :  comme  le  souligne  Harsanyi,  plus  la  complexité  sociale, 
psychologique  et  culturelle  est  grande,  plus  les  problèmes  posés  en  ce  qui  concerne  la 
comparaison interpersonnelle des valeurs individuelles le sont eux-mêmes 
280. En admettant 
des  comparaisons  interpersonnelles  en  niveau  sur  les  représentations  cardinales  des 
préférences, il nous faut accepter l’existence d’un observateur éthique impartial permettant de 
passer de l’individuel au collectif. Une remarque s’impose d’emblée : quand l’éventail des 
choix de critères admissibles s’élargit, il en est de même de l’éventail des critiques pouvant 
leur être adressées. Pour forcer le trait, on pourrait affirmer, après Harsanyi, qu’il y a autant 
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de  critères  d’agrégation  collective  que  de  citoyens :  « Le  bien-être  social  ne  peut  être  vu 
comme une quantité objective, la même pour tous par nécessité. Bien plutôt, chaque individu 
est  supposé  avoir  une  fonction  de  bien-être  social  propre,  exprimant  ses  propres  valeurs 
individuelles – de la même manière que chaque individu a sa propre fonction de bien-être 
individuel exprimant ses propres goûts personnels »
281.  
 
Dans ce contexte, peut survenir un conflit entre les observateurs éthiques impartiaux, ce qui 
nous renvoie, si l’on veut formuler un choix social, à la question de la décision collective et, 
par là même, au résultat d’impossibilité établi par Arrow. Il ne saurait donc y avoir de critère 
d’agrégation qui soit réellement exempt de critique. Dans ce contexte, notre propos visera à 
proposer un critère en soulignant sa légitimité. Nous nous appuierons ensuite sur ce dernier 
afin de fonder une politique de sécurité prenant en compte la distribution des risques au sein 
de  la  population.  Si  ce  choix  n’est  pas  –  bien  évidemment  -  le  seul  possible,  nous  en 
expliciterons  ci-après  les  fondements  en  nous  attachant  plus  particulièrement  à  deux 
questions :  
 
-  Comment combiner une interrogation sur l’égalité et la responsabilité des agents
282 ?  
-  Quels  sont  les  indices  les  mieux  à  même  de rendre compte des inégalités dans le 
processus d’agrégation que nous voulons bâtir ?  
 
                                                 
281 Cf. Harsanyi (1955), p.53. 
282 Voir, notamment, les travaux de Marc Fleurbaey (1998), sur le sujet.    204 
III.D. Notre critère d’agrégation collective 
 
 
Rappelons notre problématique : nous disposons de deux fonctions de demande de sécurité 
établies  au  niveau  individuel.  La  première  est  fondée  sur  une  observation  des  sinistres 
réalisés ; la seconde sur une évaluation du risque par les agents. Nous souhaitons tenir compte 
de deux formes d’hétérogénéité : l’une portant sur la réalité de l’exposition au risque (une 
population encourt le risque q  avec une probabilité  1 p , l’autre avec une probabilité  2 p ) ; la 
seconde  hétérogénéité  porte  sur  les  croyances  (à  l’intérieur  des  deux  populations 
précédemment  discernées,  deux  sous  populations  « transforment  les  probabilités »  en  se 
fondant respectivement sur des paramètres  1 d  et  2 d ). Passer du niveau individuel au niveau 
collectif suppose d’abord d’agréger les équivalents monétaires (notés  cq  et  ' c q ), dont sont 
issues les fonctions de demande individuelles établies lors du précédent chapitre, afin de tenir 
compte de la distribution des risques au sein de la population. Comme nous l’avons vu, nous 
chercherons donc deux fonctions pouvant s’exprimer de la manière suivante :      
 
( ) [ ] 1 2 , ,..., n W W c c c q q q q = , et  
( ) [ ] 1 2 ' ' ' , ' ,..., 'n W W c c c q q q q = . Pour cela, nous utiliserons la forme générique déjà vue :  






W x f x x
=
=∑  . Nous aurons alors deux fonctions permettant respectivement d’établir 
des équivalents monétaires collectifs objectifs et subjectifs :  
 






W f c c q q q
=
=∑  , et  
( ) ( )
1








Etablir un critère d’agrégation interpersonnel justifiable, consiste à trouver des fonctions  i f  et 
'i f  qui tiennent compte de la distribution des profils de risque. Pour cela, il est nécessaire de 
préciser les conditions que devra respecter notre critère d’agrégation.  
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III.D.1. Sur quels principes fonder les comparaisons interpersonnelles ?  
 
 
III.D.1.a. Comment combiner une interrogation sur l’égalité et la responsabilité des 
agents ? 
 
Cette question est essentielle dès lors que l’on s’intéresse à la justice distributive. Certes, ce 
type de problématique a essentiellement été traité du point de vue de la distribution des biens 
et non du point de vue des risques 
283. Néanmoins, plusieurs éléments peuvent être gardés en 
mémoire.  
 
Nous avons vu, dans le domaine de l’Economie du bien-être et du choix social, que les modes 
de caractérisation de l’optimum social étaient variés. A titre d’exemple, Rawls met l’accent 
sur l’égalité des ressources 
284; Sen sur l’égalité des opportunités 
285. Les notions de biens 
premiers ou de modes de fonctionnement sont alors façonnées pour étayer des critères de 
jugements éthiques. Un point apparaît néanmoins relativement transverse dans ses réflexions : 
une volonté de séparer ce dont l’agent est responsable et ce dont il n’est pas responsable en ce 
qui concerne son propre sort. En suivant la formalisation de Fleurbaey (1998), on peut noter 
i s  ce « sort » pour l’agent i ( i s  peut être un mode de fonctionnement au sens de Sen, par 
exemple), et le scinder en deux éléments :  
 
( ) ˆ , i i i s s s = , avec :  
 
i s , représentant la composante de son sort dont n’est pas responsable l’agent, 
ˆi s , représentant la composante de son sort dont est responsable l’agent.  
 
Il existe un assez large consensus pour justifier les inégalités sur la base de la composante 
dont est responsable l’agent. En revanche, la société doit être averse aux inégalités fondées 
sur la composante dont il n’est pas responsable. Certes, les critères de compensation peuvent 
                                                 
283  Voir,  en  particulier,  les  travaux  de  Rawls  (1971),  Dworkin  (1981),  Arneson  (1990), Cohen (1989), Sen 
(1992). Les apports théoriques sur cette notion sont pluri disciplinaires, issus à la fois de l’Economie du choix 
social et de la Philosophie morale et politique.  
284 C’est également le cas des philosophes Dworkin et Van Parijs.  
285 Voir également, pour ce choix, Arneson ou Cohen.    206 
différer entre les économistes ou entre les philosophes, mais le point précédent est considéré 
comme relativement solide et justifiable 
286. En quoi cette approche s’articule-t-elle avec notre 
problématique ?  
 
Pour le comprendre, il nous faut revenir aux sources des deux hétérogénéités que nous avions 
distinguées. La première concerne la réalité de l’exposition au risque. Or, nous considérons 
que  les  probabilités  d’occurrence  du  risque  sont  exogènes  pour  les  agents :  en  première 
approximation, ils n’en sont pas responsables
287. Il apparaît donc justifiable de construire un 
critère  rendant  compte  de  l’aversion  de  la  société  face  à  cette  inégalité  d’exposition.  La 
seconde hétérogénéité concerne les croyances des agents (à travers le paramètre « delta » de 
déformation des probabilités). On peut ici considérer que les agents sont responsables de leurs 
croyances.  De  notre  point  de  vue,  il  n’est  alors  plus  justifiable  de  penser  un  observateur 
impartial  averse  à  l’inégalité  des  croyances  sur  les  probabilités  d’occurrence.  Le  critère 
d’agrégation que nous bâtirons pour les deux équivalents monétaires sera donc fondé sur une 
aversion aux inégalités d’exposition au risque mais pas sur une aversion aux inégalités de 
croyance.  Cela  signifiera  que  la  demande  collective  de  sécurité  ne  résulte  pas  d’une 
sommation simple des demandes individuelles. 
 
Par ailleurs, nous considérons que la distribution des revenus et des taxes est déjà donnée, en 
amont de notre interrogation sur celle des risques. Le cadre de travail que nous adoptons est 
donc uniquement modifié afin de prendre en compte la distribution des risques au sein de la 
population. Si la puissance publique juge que les inégalités sont fortes en ce domaine, elle 
peut y consacrer plus de ressources que la somme des disponibilités marginales à payer. Cela 
est  uniquement  possible  dans  la  mesure  où  les  ressources  allouées  à  cette  politique  sont 
faibles au regard du budget public dans son ensemble, comme nous le verrons à la faveur de 
l’application numérique. 
 
                                                 
286 Ce consensus ouvre l’épineuse question du déterminisme de chacun. Comment discerner, en effet, ce qui 
appartient  à  la  responsabilité  de  l’agent  et  ce  qui  lui  est  extérieur ?  Cette  vaste  question  n’est  pas  neuve : 
jansénistes et catholiques s’affrontaient déjà sur la prédestination ou la liberté humaine à être frappée par la grâce 
divine. Encore aujourd’hui, elle apparaît comme un leitmotiv dans les théories actuelles de l’équité. 
287 On pourrait contester cette vision des faits, dans la mesure où les inégalités dans l’exposition au risque sont 
liées au prix de l’immobilier. Ainsi, on peut considérer qu’un résident payant moins cher son logement a une part 
de  responsabilité  dans  son  exposition  au  risque.  En  réalité,  il  est  difficile  d’émettre  ce  jugement  aussi 
brutalement, dans la mesure où la contrainte budgétaire des agents empêche souvent un choix véritable.    207 
III.D.1.b. Quels sont les indices les mieux à même de rendre compte des inégalités face au 
risque observées ?    
 
A travers les deux fonctions d’agrégation interpersonnelle W et W’, nous cherchons donc à 
tenir compte à la fois de la somme des équivalents monétaires et de leur distribution au sein de 
la population exposée au risque. Nous aurons ainsi deux mesures cardinales à même de rendre 
compte des équivalents monétaiers collectifs « objectifs » et « subjectifs » liés à un risque. Par 
ailleurs, nous avons vu plus haut qu’il est justifiable que le critère d’agrégation soit fondé sur 
une aversion de la collectivité aux inégalités d’exposition au risque mais pas sur une aversion 
aux  inégalités  de  croyance.  A  présent  que  les  principaux  préceptes  étayant  le  passage  du 
niveau individuel au niveau collectif sont connus il nous faut combiner les informations sur la 
somme et sur les inégalités. Les indices permettant d’appréhender les inégalités et le bien-être 
social sont donc très liés. Inversement, si l’on dispose d’une fonction de bien-être social qui a 
pour  argument  la  liste  des mesures individuelles, il est possible de lui associer un indice 
d’inégalité 
288. Ce dernier acquiert donc une justification en étant rattaché à une fonction ayant 
des propriétés bien définies. Il importe alors d’utiliser les indices d’inégalité les mieux étayés 
par  la  théorie  économique.  Quels  sont les apports théoriques mobilisables pour en rendre 
compte ?    
 
Pigou (1912), puis Dalton (1920) se sont attachés très tôt à la question des inégalités en les 
mesurant d’abord par la distance entre la distribution observée et la distribution qui serait 
égalitaire. Le cadre de travail fondant cette interrogation s’est profondément modifié au fil de 
l’histoire de la pensée économique. Trois critères classiques d’agrégation – chacun étant lié à 
une mesure des inégalités - peuvent être brièvement évoqués avant de présenter l’indice de 
Theil sur lequel nous nous appuierons. Rappelons que nous cherchons un critère d’agrégation 
sous la forme générique déjà vue :  
 






W x f x x
=
=∑  .  
 
Le type de critère utilisé fondera alors deux fonctions permettant respectivement d’établir des 
équivalents monétaires collectifs objectifs et subjectifs.    
 
                                                 
288 Cf. Kolm (1968) et Atkinson (1970).    208 
Le critère le plus connu est dû à Harsanyi. Il repose sur la fiction d’un individu placé derrière 
un voile d’ignorance et se comporterait comme s’il était confronté à une loterie équiprobable. 
Si cet agent est neutre au risque, il est logique de poser :  
 
1
, i f i
n
= "  
 
On se rend bien compte que ce critère ne tient pas compte des inégalités dans la distribution 
des risques entre les populations. Inversement, Rawls représente ce même individu devant une 
loterie. Mais, il le considère extrêmement averse au risque, minimisant les « dégâts » dans le 
pire des cas. Si l’on classe les agents du mieux doté au moins bien doté, le critère suivant est 












On se rend compte cette fois-ci que ce critère tient compte de la distribution, mais pas de la 
somme des équivalents monétaires. Ainsi, aucun de ces deux critères ne peut nous permettre 
de cerner à la fois la somme des équivalents monétaires et leur distribution entre les deux 
populations.  
 
Un critère d’agrégation averse aux inégalités, consiste à mettre plus de poids sur les individus 
qui  sont  plus  exposés  au  risque.  La  prise  en  compte  de  la  distribution  des  équivalents 
monétaires  peut  d’abord  se  faire  en se fondant sur les « rangs » d’agents qui auraient été 
classés  au  préalable.  C’est  le  cas  des  coefficients  de  Gini  dont  nous  ne  verrons  pas  ici 
explicitement  l’axiomatique 
289.  Cependant,  si  cette  manière  d’appréhender  les  inégalités 
respecte les deux conditions données ci-dessus, elle n’est pas sans poser plusieurs questions.  
 
D’abord, on peut montrer mathématiquement que les coefficients de Gini pour un découpage 
ne sont pas décomposables sur l’espace des coefficients de Gini pour un découpage plus fin. 
Par exemple, il n’y a pas de décomposition du coefficient de Gini des Etats-Unis à partir de la 
base  formée  par  les  coefficients  de  Gini  des  différents  états.  Ensuite,  le  calcul  de  ces 
coefficients  dépend  de  la  granularité  du  découpage  des  différentes  populations  et  non 
                                                 
289 Pour une analyse spécifique de ce type de critère, voir Sen (1974) ou Bourguignon (1979).    209 
seulement du phénomène étudié. Enfin, et c’est sans doute là le point essentiel, la prise en 
compte de la distribution ne dépend que du rang de l’agent ou de la population concernée. Or, 
il peut y avoir de grands écarts entre deux populations consécutives. En s’attachant à mesurer 
la  pauvreté,  Sen  avait  déjà  mis  en  lumière  cette  question.  En  effet,  mesurer  la  part  des 
individus en dessous d’un seuil de pauvreté nous donne une vision nécessairement partielle, 
ne  donnant  pas  d’indication  sur  la  sévérité  de  ce  phénomène 
290.  C’est  pour  cela  que 
l’ économiste a introduit un critère qui apprécie la sévérité de la chute dans la pauvreté et la 
quantifie.  De  la  même  manière  pour  ce  qui  est  du  risque,  nous  devons  tenir  compte  des 
valeurs elles-mêmes et non seulement de leurs places respectives les unes par rapport aux 
autres. Pour ces raisons, nous ne fonderons pas notre critère d’agrégation sur les coefficients 
de Gini. Voyons quelle sera notre base informationnelle pour mesurer les inégalités dans la 
distribution des risques.  
 
Le  coefficient  de  Theil  participe  des  théories  de l’entropie. Ces dernières, construites par 
analogie avec la mesure de la grandeur physique permettent d’appréhender la dispersion des 
situations, généralement au sein d’une zone géographique. Dans le domaine de l’économie du 
bien-être,  il  mesure  les  inégalités  en  utilisant  des  éléments  cardinaux  (et  non  seulement 
ordinaux  comme  les  coefficients  de  Gini).  Donnons-en  la  définition  avec  les  termes 























, où l’on appelle  
 
i x  la valeur moyenne de  i x  sur l’ensemble des individus ou des populations. On se rend 
compte que ce coefficient varie entre 0 et  ( ) ln n  ; il est croissant avec les inégalités. Cet 
indice  présente  des  propriétés  qui  nous  seront  utiles  pour  construire  notre  critère 
d’agrégation ; il a été largement justifié par la théorie économique, même s’il ne saurait y 
avoir de règle univoque pour la sélection d’une mesure d’inégalités.  
 
                                                 
290 Cf. Sen (1976).  
291 Cf. Theil (1967).    210 
D’abord, il apparaît que l’indice de Theil est la seule mesure des inégalités qui est à la fois 
différentiable, symétrique entre les populations, homogène de degré zéro en toutes les valeurs 
individuelles  et  pouvant  être  décomposée  de  manière  additive  entre  les  différentes  sous 
populations 
292.  Même  si  l’on  sait  que  certains  indices  n’ayant  pas  cette  propriété  de 
décomposition peuvent être intéressants 
293, il est indéniable qu’elle est conforme à l’intuition 
et présente une plus grande simplicité d’utilisation. C’est sur cette mesure des inégalités que 
nous fonderons notre critère d’agrégation collective permettant d’établir deux fonctions de 
demande collectives de sécurité.    
 
 
III.D.2. Construction du critère d’agrégation collective 
 
 
Rappelons notre problématique : deux populations sont exposées à un risque mais avec des 
probabilités  d’occurrence  1 p   et  2 p   différentes.  Par  ailleurs,  à  l’intérieur  d’une  même 
population,  deux  sous  populations  sont  caractérisées  par  des  croyances  différentes, 
représentées  par  des  paramètres  1 d   et  2 d   de  déformation  des  probabilités.  Le  critère 
d’agrégation que nous bâtirons pour les deux équivalents monétaires doit être fondé sur une 
aversion aux inégalités d’exposition au risque mais pas sur une aversion aux inégalités de 
croyance. C’est donc le processus d’agrégation entre les deux populations distinguées qui fait 
question. Enfin, nous ne tenons pas compte des inégalités dans le coût de la régulation en 
supposant que la distribution des taxes et revenus a été fixée en amont de ce processus. Le 
critère  d’agrégation  collective  que  nous  proposons  est  à  la  fois  fondé  sur  la  somme  des 
équivalents monétaires et sur leur distribution au sein des deux populations que nous avons 
distinguées. A ce stade de la détermination des fonctions de demande, nous cherchons encore 
une fonction d’évaluation sociale sous la forme générale :  
 






W x f x x
=
=∑ .  
 
                                                 
292 Cf. Bourguignon (1979). Une généralisation de ce théorème a été menée par Foster (1983).   
293 Voir les indices analysés dans Gadjos (2000).    211 
Les mesures  i x  correspondent à des équivalents monétaires individuels que nous préciserons 
dans la section suivante, et pour lesquels nous cherchons des poids  i f . Par ailleurs, les poids 
respectifs pour chaque agent – ou chaque population - respecteront les axiomes ci-dessous, 
qui reflètent des jugements de valeur sur la distribution des risques au sein des populations 
concernées.  
 
Axiome  d’anonymat :  Dans  la  fonction  W,  le  poids  i f   affectant  l’équivalent  monétaire 
supporté par chaque agent – ou chaque population - ne dépend que de sa part dans la somme 
des équivalents monétaires. Cet élément est donc indépendant de la personne ou du groupe 












  ∑  
 
Axiome  d’équité :  Le  poids  i f   varie  de  manière  croissante  avec  l’équivalent  monétaire 
supporté  par  chacun.  Par  ailleurs,  sa  dérivée  est  inversement  proportionnelle  à  ce  même 
équivalent. Il est effectivement logique, dans le cadre d’une agrégation averse aux inégalités, 
de mettre plus de poids sur les individus les moins bien dotés, c'est-à-dire exposés au risque le 
plus important. Cet élément correspond au principe d’équité minimale posé par Sen (1973). 
Par ailleurs, il est relativement intuitif que le poids marginal soit décroissant en fonction des 
équivalents  monétaires  supportés  si  l’on  ne  veut  pas  une  « explosion »  de  l’équivalent 











Axiome d’équidistribution : Si les équivalents monétaires sont distribués de façon homogène 
(absence d’inégalités face au risque), l’équivalent monétaire collectif est égal à la somme des 
équivalents monétaires individuels. Formellement, si :  
 
[ ] , 1, i i x x i n = " Î , alors :  
( ) [ ] 1, 1, i f x i n = " Î  
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, d’après l’axiome de progressivité. Il est donc possible d’en déduire :  
 
( ) ( ) ln i i i f s a s = + , le paramètre a étant une constante. Enfin, d’après l’axiome d’échelle, en 
prenant  i i x x = , nous pouvons établir la valeur de ce paramètre : 
 
( ) 1 1 i i f s a = = = .  On  peut  alors  réécrire  la  fonction  d’évaluation  sociale  de  la  manière 
suivante : 
 
( ) ( )
1 1






W x f x x x
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Nous pouvons donc écrire le résultat suivant :  
 
Résultat  3 :  Sous  les  axiomes  d’anonymat,  d’équité  et  d’équidistribution,  il  est  possible 
d’écrire  une  fonction  d’évaluation  sociale  s’appliquant  aux  équivalents  monétaires 







=∑ , alors  ( ) ( ) . 1 W x X T = + , T 
désignant l’indice de Theil.  
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Etant  données  les  propriétés  de  décomposition  de  l’indice  de  Theil,  il  est  possible  de 
généraliser ce critère d’agrégation dans les cas pour lesquels nous devrions tenir compte des 
inégalités entre sous populations. Nous avons vu précédemment que ce n’est pas le cas dans le 
cadre  de  notre  approche :  ici,  seules  les  inégalités  entre  les  deux  populations  distinguées 
(probabilités d’occurrence du risque différentes) font question.  
 
Nous avons ainsi formalisé une fonction d’évaluation sociale permettant de passer du niveau 
individuel au niveau collectif en tenant compte des inégalités de deux populations face au 
risque.  Cela  va  nous  permettre  d’achever  la  construction  des  deux  fonctions  de  demande 
collective de sécurité. La première est fondée sur l’équivalent monétaire collectif  ( ) W q , qui 
s’appuie sur les équivalents individuels objectifs  i c q  ; la seconde sur l’équivalent monétaire 
collectif  ( ) ' W q , qui s’appuie sur les équivalents individuels subjectifs  'i c q . A la faveur de la 
prochaine section, nous spécifierons ces deux équivalents monétaires avant d’en déduire les 
disponibilités  marginales  à  payer  de  la  collectivité  pour  la  baisse  de  la  probabilité 
d’occurrence  du  risque.  Nous  pourrons  alors  voir  quels  sont  les  traits  saillants  des  deux 
fonctions de demande collective de sécurité qui en résultent et les confronter à une fonction 
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III.E. Détermination d’une politique de sécurité efficiente 
 
 
Après  avoir  construit  un  espace  géométrique  dans  lequel  s’inscrivent  une  offre  et  deux 
fonctions  de  demande  de  sécurité,  nous  en  avons  spécifié  les  fondements  à  un  niveau 
individuel. Les confronter à la fonction d’offre suppose le passage à un niveau collectif. Pour 
cela,  deux  formes  d’hétérogénéité  ont  été  considérées :  une  hétérogénéité  des  probabilités 
d’occurrence (deux populations seront soumises à des probabilités d’occurrence différentes. 
1 p  pour l’une ;  2 p  pour l’autre, avec  1 2 p p < ) ; une hétérogénéité des croyances dans un 
cadre d’imperfection informationnelle (deux sous populations sont distinguées à l’intérieur de 
chaque population, caractérisées par des paramètres fondant les croyances qui sont différents : 
1 d  pour l’une ;  2 d  pour l’autre, avec  1 2 d d < . La première sous population amplifie alors les 
petites  probabilités  de  manière  plus  importante  que  la  seconde).  Nous  avons  formulé  un 
critère d’agrégation interpersonnelle qui est averse aux inégalités sur l’exposition réelle au 
risque mais ne prend pas en compte les inégalités portant sur les croyances qui demeurent de 
la  responsabilité  de  chacun  des  agents.  Voyons  les  équivalents  monétaires  collectifs  qui 
fonderont nos deux fonctions de demande de sécurité, d’abord, puis nous en déduirons la 
forme des fonctions de demande collectives qui en résultent.  
 
 
III.E.1. Une construction explicite des deux fonctions de demande collectives de sécurité 
 
 
Nous adopterons les quelques notations suivantes dans la suite de ce travail :  
 
-  n est le nombre d’agents dans la population totale étudiée supposée de grande taille. 
-  Celle-ci peut être scindée en deux populations d’effectifs  1 n  et  2 n  qui sont également 
de  grande  taille.  Les  probabilités  d’occurrence  pour  ces  deux  populations  sont 
respectivement notées  1 p  et  2 p  , avec toujours  1 2 p p < .  
-  Les deux probabilités se déduisent homothétiquement de la probabilité de référence p. 
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-  La  probabilité  p  apparaît  comme  une  probabilité  moyenne : 
( ) ( ) ( ) 1 2 1 1 2 2 1 2 . . . . . 1 . 1 . n p n n p n p n p n n p a g   = + = + = - + +   .  Cela  suppose  la  relation 
suivante :  1 2 . . n n a g = .  
-  Chacune des deux populations peut être scindée en deux sous populations d’effectifs 
respectifs 
1
1 n  et 
2
1 n   (pour la première population) et 
1
2 n  et 
2
2 n  (pour la seconde 
population).  Les  paramètres  « delta »  de  déformation  des  probabilités  sont 
respectivement  1 d   (pour  les  sous  populations 
1
1 n   et 
1
2 n )  et  2 d   (pour  les  sous 
populations 
2
1 n  et 
2
2 n ). La différence entre ces paramètres traduit une imperfection 
informationnelle  que  nous  avions  modélisée  au  cours  du  chapitre  précédent. 










-  L’équivalent monétaire cq  correspondant à l’équivalent monétaire objectif observé est 
issu d’études institutionnelles. Pour en avoir une formulation réellement quantitative, 
il est nécessaire de spécifier les risques auxquels nous souhaitons nous attacher. C’est 
ce que nous ferons à la faveur de la seconde partie de cet ouvrage.  
-  L’équivalent monétaire  ' c q  correspondant à l’équivalent monétaire subjectif évalué 
par les agents eux-mêmes est issu des résultats que nous avons établis lors du chapitre 
2.  Il  peut  se  mettre  sous  la  forme  suivante : 













d d d b
=
+ -
.  Dans  cette 
section, la probabilité notée p ainsi que le paramètre noté d  pourront prendre chacun, 
comme  nous  venons  de  le  voir,  deux  valeurs  distinctes.  Avec  ces  notations, 
déterminons  à  présent  les  deux  équivalents  monétaires  collectifs  dont  nous  avons 
besoin pour construire les deux fonctions de demande collective de sécurité.  
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III.E.1.a. Détermination de la disponibilité marginale à payer de la collectivité 
 
 
Nous savons que la première fonction de demande de sécurité a trait à la modification des 
modes de fonctionnement réellement observée. Pour un risque q , nous avons les équivalents 
monétaires suivants, qu’il conviendra par la suite de faire précéder du signe moins :  
 
￿ Pour la première population (d’effectif  1 n ) :  
cq , avec une probabilité  ( ) 1 1 . p p a = -  ; 
0, avec une probabilité  1 1 p - .  
 










=∑ . Comme la population concernée est considérée de grande taille, nous pouvons en 
déduire en nous fondant sur la loi des grands nombres :  
 
( ) 1 1 1 1 . . 1 . . . C n p c n pc q q a = = -  
 
￿ Pour la seconde population (d’effectif  2 n ) :  
cq , avec une probabilité  ( ) 2 1 . p p g = +  ; 
0, avec une probabilité  2 1 p - .  
 










= ∑ . Comme la population concernée est considérée de grande taille, nous pouvons 
en déduire en nous fondant sur la loi des grands nombres :  
 
( ) 2 2 2 2 . . 1 . . . C n p c n pc q q g = = +  
 
Pour formuler l’équivalent monétaire collectif correspondant aux coûts objectifs, nous avons 
recours à la formule d’agrégation interpersonnelle donnée sous la forme :    217 
 
( ) ( )
1 1






W x f x x x
x = =
    = = +    
    ∑ ∑  
Si  nous  nous  attachons  à  un  risque  en  particulier,  il  est  alors  possible 
d’écrire  ( ) [ ] 1 2 , ,..., n W W c c c q q q q =  sous la forme d’un équivalent monétaire collectif : 
 
( ) ( )
1 2
1 2 . 1 ln . 1 . . . 1 ln . 1 . .
p p
C n pc n pc
p p
q q a g
       
= + - + + +        
       
, soit encore :  
 
( ) ( ) ( ) ( )
1 2
1 1 2 2
1 2
. . .ln . .ln .
. . . 1 . 1 .ln 1 . 1 .ln 1
p p






q a a g g
     
= + +      
     
  = + - - + + +    
 
 
Nous savons que la seconde fonction de demande de sécurité est fondée sur l’évaluation du 
risque par les agents et tient compte de la privation de liberté de choisir un mode de vie sans 
crainte  du  danger,  c’est-à-dire  de  la  modification  de  l’espace  des  capabilités,  dans  la 
terminologie de Sen, même s’il n’y a pas occurrence du risque. En nous fondant sur une 
fonction de valorisation V inspirée du modèle KT, nous avons pu trouver des équivalents 
monétaires subjectif  ' c q  vérifiant :  
 
A l’intérieur de la première population (d’effectif  1 n ) :  
 
￿ Pour la première sous population (d’effectif 
1
1 n ) :  






















￿ Pour la seconde sous population (d’effectif 
2
1 n ) :  
 

















d d d b
=
+ -
, avec :    218 
 
1 2
1 1 ' ' c c q q > , la première sous population amplifiant plus encore les petites probabilités que la 
seconde. Par ailleurs, comme notre critère d’agrégation interpersonnelle n’est pas averse aux 
inégalités de croyance, nous pouvons écrire (en enlevant le paramètre q  dès lors qu’un seul 
risque est pris en compte) : 
 
 
( ) ( ) ( ) ( )
1
1 2
1 2 1 2 1 2
1 1 2 2
1 1 1 1 1 1
1
1 2
1 1 1 1
1 1 1
. .
1 1 1 1






C c n c n c
n p n p
C c










= +  
 




Soit encore, en exprimant la probabilité  1 p  de cette population en fonction de la probabilité 
moyenne p :  
 
( )
( ) ( ) ( ) ( )
( )
( ) ( ) ( ) ( )
1 2





. . 1 . . 1
' .
. 1 1 . 1 . 1 1 . 1
n p n p
C c




d d d d d b d b
a a
a a a a
 
      - -       = +
 
          - + - - - + - -          
 
 
A l’intérieur de la seconde population (d’effectif  2 n ) :  
 
￿ Pour la première sous population (d’effectif 
1
2 n ) :  






















￿ Pour la seconde sous population (d’effectif 
2
2 n ) :  
 

















d d d b
=
+ -
, avec :  
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1 2
2 2 ' ' c c q q > , la première sous population amplifiant plus encore les petites probabilités que la 
seconde. Par ailleurs, comme notre critère d’agrégation interpersonnelle n’est pas averse aux 
inégalités de croyance, nous pouvons écrire (en enlevant le paramètre q  dès lors qu’un seul 
risque est pris en compte) : 
 
( ) ( ) ( ) ( )
1
1 2
1 2 1 2 1 2
1 1 2 2
2 2 2 2 2 2
1
1 2
2 2 2 2
2 1 1
. .
2 2 2 2






C c n c n c
n p n p
C c











= +  
 




Soit encore, en exprimant la probabilité  2 p  de cette population en fonction de la probabilité 
moyenne p :  
 
( )
( ) ( ) ( ) ( )
( )
( ) ( ) ( ) ( )
1 2





. . 1 . . 1
' .
. 1 1 . 1 . 1 1 . 1
n p n p
C c




d d d d d b d b
g g
g g g g
 
      + +       = +
 
          + + - + + + - +          
 
 
Pour formuler l’équivalent monétaire collectif correspondant aux coûts subjectifs, nous avons 
recours à la formule d’agrégation interpersonnelle donnée sous la forme :  
 
( ) ( )
1 1






W x f x x x
x = =
    = = +    
    ∑ ∑  
Si  nous  nous  attachons  à  un  risque  en  particulier,  il  est  alors  possible 










        = + + +        
       
, en notant  ' C  la valeur moyenne des équivalents 
monétaires des deux populations concernées par le risque.  
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Nous disposons donc à présent de deux équivalents monétaires collectifs qui nous permettent 
de déterminer les deux fonctions de demande collectives de sécurité.   
 
III.E.1.b. Représentation géométrique des deux fonctions de demande dans l’espace 
géométrique considéré 
 
Dans l’espace géométrique que nous avons construit, la probabilité d’occurrence du risque 
considéré est placée en abscisse, et la disponibilité marginale à payer de la collectivité pour la 
baisse  de  cette  probabilité  en  ordonnée.  Elle  comprend  deux  versants :  l’un  « objectif », 
l’autre  subjectif.  Formellement,  nous  pourrons  alors  connaître  les  allures  de  ces  deux 
fonctions de demande dans l’espace que nous avons caractérisé. Pour cela, nous  différencions 
les équivalents monétaires C et C’ par rapport à la probabilité d’occurrence p. 
 
Construction de la première fonction de demande collective de sécurité :  
 
Nous savons que l’équivalent monétaire correspondant aux coûts objectifs observés ex post 
peut s’écrire :  
 
( ) ( ) ( ) ( )
1 2




q a a g g   = + - - + + +    
 
 
La disponibilité marginale à payer pour la baisse de p s’écrit (il s’agit en fait d’un équivalent 
monétaire  qui  constitue  un  coût  pour  la  collectivité,  et  d’une  baisse  de  la  probabilité 





















= . Quelle en est alors l’expression pour les aspects objectifs ?  
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Nous pouvons, dans ce cas, écrire de manière évidente
294 :  
 
( ) ( ) ( ) ( )
1 2




q a a g g   = = + - - + + +    
.  
 
Nous tracerons plus bas l’allure de cette première fonction de demande collective de sécurité. 
On  peut  néanmoins  se  rendre  compte,  sous  les  hypothèses  ici  formulées,  qu’elle  sera 
constante  dans  l’espace  géométrique  que  nous  avions  caractérisé,  puisque  la  disponibilité 
marginale à payer de la collectivité ne dépend pas de la probabilité d’occurrence p. Voyons à 
présent ce qu’il en est de la seconde fonction de demande de sécurité.  
 
Construction de la seconde fonction de demande collective de sécurité :  
 
Nous savons que l’équivalent monétaire correspondant aux équivalents monétaires subjectifs 










        = + + +        
       
 
 







= .  
 
Différencions alors l’équivalent monétaire C’. Pour cela, revenons à l’écriture des équivalents 
monétaires pour les deux populations :   
  
1 1 2 2
1 1 1 1 1 ' . ' . ' C n c n c = +  et 
                                                 
294 Nous faisons ici deux hypothèses. D’abord, nous considérons que la taille des deux populations ne varie pas 
avec la probabilité d’occurrence. Cela signifie, d’un point de vue pratique, que les agents ne changent pas de 
zone en fonction de la probabilité moyenne. En toute rigueur, ce pourrait être le cas si des membres de la 
seconde population se fixent un seuil pour  ( ) 2 1 . p p g = + , au-delà duquel ils décident de déménager pour 
habiter dans la première zone au sein de laquelle la probabilité n’a pas atteint un tel seuil. Nous ne prendrons pas 
en compte cette possibilité dans le cadre de notre travail. Ensuite, nous considérons que les coefficients a et g , 
qui rendent compte des inégalités d’exposition au risque ne sont pas modifiés par les variations de la probabilité 
d’occurrence. Les deux probabilités distinguées varient homothétiquement avec la probabilité moyenne.     222 
1 1 2 2
2 2 2 2 2 ' . ' . ' C n c n c = + , ce qui donne l’expression suivante pour C’ :  
 
1 2 1 1 2 2 1 1 2 2
1 1 1 1 2 2 2 2
' '
' 1 ln . . ' . ' 1 ln . . ' . '
' '
C C
C n c n c n c n c
C C
            = + + + + +                    
 
 
Les inégalités n’étant pas affectées par les variations de la probabilité moyenne d’occurrence, 
il est possible de différencier C’ de la manière suivante :  
 
1 2 1 1 2 2 1 1 2 2
1 1 1 1 2 2 2 2
' '
' 1 ln . . ' . ' 1 ln . . ' . '
' '
C C
dC n dc n dc n dc n dc
C C
            = + + + + +                    
  
 
Par ailleurs, nous avons vu (Chapitre 2) que la différenciation des équivalents monétaires 














= =  :  
 
1 1 2 1 2 1 2 2 1 1 2 2 1 1 2 2
1 1 1 1 2 2 2 2
1 2
1 1 2 2 1 1 2 2
1 1 1 1
' '
' 1 ln . . . ' . ' . 1 ln . . . ' . . ' .
' '
' '
' 1 ln . . . ' . ' 1 ln
' '
C dp C dp
dC n c n c n c n c
C p C p
C C
dC n c n c
C C
d d d d
b b b b
d d
b b
            + + + + +                        
          + + + +          
         
≃
≃
1 2 1 1 2 2
2 2 2 2
1 1 2 2 1 2 1 1 1 1 2 2 2 2
1 1 2 2 1 1 2 2
. . . ' . . ' .
' ' ' '
' . . ' . 1 ln . ' . 1 ln . . ' . 1 ln . ' . 1 ln .
' ' ' '
dp
n c n c
p
C C C C dp
dC n c n c n c n c





   
+    
   
                      + + + + + + +                      





Comme  pour  la  formulation  de  la  seconde  fonction  de  demande  de  sécurité  au  niveau 
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Rappelons les valeurs moyennes trouvées expérimentalement dans le modèle KT du deuxième 










Cela signifie, même si ces paramètres peuvent être hétérogènes, que le ratio  d
b  est toujours 
inférieur  à  1.  De  plus,  l’imperfection  informationnelle  que  nous  avons  modélisée  lors  du 
chapitre précédent constitue un motif de déformation supplémentaire des petites probabilités. 
En réalité, une part de la population est caractérisée par un paramètre d  nettement plus faible 
que la valeur moyenne donnée par Kahneman et Tversky (1992) à la faveur d’expériences 
dans lesquelles ces probabilités d’occurrence étaient fournies aux agents.  
 







l’équation complexe ci-dessus (nous aurons besoin de spécifier le risque vis-à-vis duquel nous 












décroissante dans l’espace géométrique que nous avons construit. Cette propriété essentielle 
se vérifie au niveau collectif comme au niveau individuel. Nous pouvons donc énoncer le 
résultat suivant :  
 
Résultat 4 : La seconde fonction de demande collective, issue de l’évaluation subjective du 
risque,  est  décroissante  dans  l’espace  géométrique  que  nous  avons  construit,  ce  qui  nous 





dC dp dp dp




Î <  
 
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Voyons alors comment peuvent se tracer les deux fonctions de demande collective de sécurité 
dans l’espace géométrique précisé.  
 
Tracé des fonctions de demande collective de sécurité : 
 
Dans l’espace géométrique que nous avons construit, la probabilité d’occurrence du risque 
considéré est placée en abscisse, et la disponibilité marginale à payer de la collectivité pour la 
baisse de cette probabilité en ordonnée.  
 
Première fonction de demande de sécurité 
 
Nous venons de voir précédemment qu’il est possible d’écrire :  
 
( ) ( ) ( ) ( )
1 2




q a a g g   = = + - - + + +    
,  qui  est  en  réalité  une 
constante. La forme de la première fonction de demande collective de sécurité sera alors la 
suivante :  
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Seconde fonction de demande de sécurité 
 
Il est possible d’encadrer la différentielle conduisant à la seconde fonction de demande. Cela 














Si nous voulons avoir une valeur quantitative précise de ce coefficient de variation, il est 
nécessaire de connaître les parts respectives de la population qui déforment de manière plus 
ou moins importante les probabilités d’occurrence. Nous verrons cet aspect plus précisément 
lorsque nous nous attacherons à des risques en particulier. Néanmoins on peut appréhender les 
comportements aux bornes de cette expression : 
 
-  Si  l’essentiel  de  la  population  déforme  très  fortement  les  petites  probabilités 









-  Si  l’essentiel  de  la  population  déforme  moins  fortement  les  petites  probabilités 










De manière évidente, on comprend que la courbure de cette seconde fonction de demande sera 





est faible. De manière pratique, pour les 


















< , la disponibilité marginale à payer pour une baisse de p est 
décroissante  dans  l’espace  géométrique  que  nous  avons  construit.  Comme  à  l’échelle 
individuelle, il nous faut réviser les hypothèses formulées dans le chapitre introductif. Nous 
pensions  que  la  seconde  fonction  de  demande  de  sécurité  avait  une  forme  « classique » 
croissante dans le repère choisi (Cf. Figure 3). On constate qu’en réalité, ce n’est pas le cas. 
Comme nous l’avions déjà prévu à la faveur du deuxième chapitre, l’allure de la seconde   226 
fonction de demande de sécurité au niveau collectif, fondée sur une évaluation ex ante du 
risque par les agents est décroissante dans l’espace géométrique que nous avons conçu :  
 
 
Figure 8 : Représentation géométrique de la demande collective de sécurité (versant 
« subjectif ») 
 
 
Cette  révision  des  hypothèses  modifie  de  façon  essentielle  la  recherche  d’un  niveau  de 
sécurité efficient, défini par l’intersection d’une offre et d’une demande de sécurité, puisque 
notre cas ne se conforme pas à l’intuition de la microéconomie « classique ». En effet, la 
fonction de demande dite « subjective » a la même monotonie qu’une fonction d’offre de type 
classique. Il peut donc exister des cas où la composante subjective ne coupe pas la fonction 
d’offre. Il peut également exister des cas dans lesquels l’intersection ne correspond pas à un 
système  stable.  Dès  lors,  nous  verrons  qu’il  est  possible  de  définir  un  niveau  de  sécurité 
efficient en se fondant sur ce cadre de travail sous certaines conditions : celles-ci porteront sur 
le  poids  accordé  au  versant  subjectif  dans  la  demande  globale,  qui  correspondra  à  une 
combinaison des deux fonctions de demande de sécurité établies. Pour cela, il nous faut à 
présent  confronter  nos  deux  fonctions  de  demande  avec  une  fonction  d’offre  de  sécurité. 
Certes, nous prendrons des fonctions d’offre de sécurité de type classique : en effet, il apparaît 
impossible  de  les  connaître  réellement  sans  avoir  spécifié  les  risques  que  nous  étudions. 
Néanmoins, cela nous permettra de mettre en lumière les difficultés à concevoir une politique 
de  sécurité  résultant  de  la  confrontation  entre  offre  et  demande  de  sécurité  si  certaines 
conditions,  que  nous  expliciterons,  ne  sont  pas  vérifiées. Rappelons que la réflexion plus 
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particulièrement menée ici ne porte que sur la détermination d’un niveau de sécurité efficient, 
sous les hypothèses déjà vues dans l’introduction. Nous reviendrons à la seconde question – 
celle de l’allocation optimale entre les dépenses - plus spécifiquement dans le cas du risque de 
criminalité, même si nous donnons déjà les conditions d’optimalité s’y rapportant dans la 
section suivante.   
 
 
III.E.2. Sous quelles conditions déterminer une « politique de sécurité » efficiente ?    
 
 
La puissance publique, en mettant en place une politique de sécurité, alloue des ressources 
entre différentes dépenses de sécurité. Nous avons vu, à la faveur de l’introduction, qu’il était 
possible de concevoir un niveau efficient de sécurité  résultant d’une confrontation entre offre 
et demande de sécurité.  
 
La probabilité d’occurrence d’un risque donné constitue la quantité mise en abscisse dans un 
diagramme offre-demande. Il est alors possible de placer en ordonnée de ce même diagramme 
la  disponibilité  marginale  à  payer  de  la  collectivité  pour  la  baisse  de  cette  probabilité 
(fonction de demande) et le coût marginal de production pour cette même baisse (fonction 
d’offre), ce dernier étant déterminé à partir de la « fonction de production de sécurité ». S’il 
est possible de trouver un point d’intersection entre ces deux courbes, celui-ci détermine à la 
fois  une  quantité  optimale  de  sécurité  (qui  correspond  à  une  probabilité  d’occurrence  du 
risque) et le niveau total des ressources publiques allouées aux dépenses de sécurité. Pour 
confronter  les  deux  fonctions  de  demande  collective  vues  jusqu’à  présent  et  la  fonction 
d’offre de sécurité, il est nécessaire de connaître cette dernière, à partir de la fonction de 
production. D’abord de manière très générale puis, lorsque nous aurons spécifié la classe de 
risque qui constituera notre exemple d’application, en construisant véritablement une fonction 
liant  des  facteurs  de  production  –  que  nous  caractériserons  –  et  une  –  ou  plusieurs  – 
probabilité d’occurrence. Restons, à ce stade, dans le cadre d’une formulation générale de la 
fonction d’offre. On peut alors formellement écrire la fonction de production de sécurité sous 
la forme suivante :  
 
( ) 1 2 , ,..., k p h D D D = , où :   228 
 
-  p représente la probabilité d’occurrence déjà vue ; 
-  Les  i D  représentent les ressources allouées par la puissance publique dans le cadre de 







=∑ , la somme de ces dépenses.  
 












Cette relation correspond à une utilisation optimale des facteurs de production. Elle constitue 
le premier de nos deux niveaux de réflexion, et sera examinée plus précisément lorsque nous 
aurons véritablement spécifié la forme de la fonction de production de sécurité. Par ailleurs, le 








Nous verrons alors les cas à distinguer selon que  ℂ prend la valeur C (première fonction de 
demande), C’ (seconde fonction de demande), ou une combinaison de ces deux éléments.  
 
Cette seconde relation correspond à l’intersection entre les fonctions d’offre et de demande de 
sécurité, sous les hypothèses que nous avons formulées dans l’introduction. Elle permet de 
déterminer un niveau de production de sécurité efficient. Le premier membre représente la 
disponibilité  marginale  à  payer  de  la  collectivité  pour  la  baisse  de  p ;  le  second,  le  coût 
marginal nécessaire à cette réduction.  
 
En réalité, comme le souligne Stiglitz (1988), « Alors qu’un équilibre de marché s’établit à 
l’intersection des fonctions d’offre et de demande, nous n’avons donné aucune explication de 
la raison pour laquelle l’offre d’équilibre du bien public devrait correspondre à l’intersection 
des fonctions de demande et d’offre que nous avons construites. Nous savons seulement que 
si c’est le cas, le niveau de production de bien public est efficient. Les décisions sur le niveau 
de production d’un bien public sont prises publiquement, par les gouvernements, et non par   229 
les individus. Ainsi, le fait que la production se situe à ce niveau dépend de la nature du 
processus politique »
295. Le propos de ce travail n’est pas de nous interroger sur la nature de 
ce processus
296. Nous considérerons alors un gouvernement bienveillant, souhaitant répondre 
à  la  demande  de  sécurité,  et  ayant  la  possibilité  d’atteindre  le  niveau  de  dépenses 
correspondant à la situation d’efficience – considéré comme faible au regard du budget public 
- sans nous occuper des autres formes de dépenses gouvernementales. Afin d’énoncer les 
conditions  sous  lesquelles  la  détermination  d’une  telle  politique  est  possible,  nous  allons 
maintenant présenter trois formes différentes de fonctions d’offre « classique ». Pour la clarté 
de l’explication, et sans perte de généralité, nous ne considérerons qu’une seule dépense notée 
D.  Cependant,  la  question  de  l’allocation  optimale  des  ressources  entre  les  différentes 
dépenses  de  sécurité  sera  traitée  plus  précisément  lorsque  nous  construirons  la  fonction 
d’offre à partir de la fonction de production de sécurité.  
 
A  ce  niveau,  comme  on  s’intéresse  pour  l’instant  exclusivement  au  niveau  de  sécurité 
efficient, il est possible d’écrire :  
 
( ) p h D = . De manière logique, on aura toujours  0
dp
dD
< . Par ailleurs, nous définissons les 
rendements de la manière intuitive suivante :  
 





<  ; 





=  ;  





> .  
 
Ces définitions apparaissent très intuitives, dans la mesure où l’augmentation de la sécurité 
comme bien public correspond, en réalité, à une baisse de la probabilité d’occurrence d’un 
risque  donné.  Examinons  quelques  cas  particuliers  de  fonctions  d’offre,  même  s’il  est 
évidemment plus vraisemblable que la fonction de production de sécurité soit à rendements 
                                                 
295 Cf. Stiglitz (1988), p.137.  
296 On pourra notamment voir sur le sujet Stiglitz (1988) ou Buchanan (1968).    230 






=  en ce qui 
concerne la fonction de demande de sécurité subjective.  
 
Cas de rendements croissants 
 
Nous nous plaçons ici dans le cas d’une fonction d’offre s’écrivant sous la forme générale :  
 
( )
2 . p h D A B D = = - .  
 
Avec les conditions suivantes :  




< , afin d’avoir des 
























On  se  rend  compte  que  cette fonction est croissante dans l’espace géométrique que nous 
avions caractérisé. La confrontation entre la fonction d’offre et les deux fonctions de demande 
peut être exprimée par le tracé suivant :  
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Figure 9 : Confrontation entre la fonction d’offre et les fonctions de demande de sécurité (cas 1) 
 
 
Plusieurs remarques s’imposent. D’abord, on se rend compte que la courbe d’offre de sécurité 
coupe chacune des demandes en des points correspondant respectivement à des probabilités 
d’occurrence  * p (pour la fonction de demande dite « objective ») et  '* p  (pour la fonction de 
demande  dite  « subjective »),  avec  '* * p p < ,  ce  qui  signifie,  dans  l’exemple  représenté 
graphiquement, que la formulation de la demande subjective conduit à un niveau d’offre de 
bien public plus élevé que la demande subjective.  
 
Le point principal est le suivant : quelle que soit la fonction de demande qui fonde la politique 
de  sécurité  que  l’on  souhaite  mettre  en  œuvre,  on  se  rend  compte  que  pour  * p p <  
(respectivement  '* p ), la fonction de demande est au dessus de la fonction d’offre, alors que 
nous sommes dans un cadre plus sécurisé que celui atteint à l’optimum. L’inverse se vérifie 
pour  * p p >  (respectivement  '* p ). Nous en déduisons que le système ainsi caractérisé est 
instable, et qu’il ne peut fonder une politique de sécurité efficiente. En effet, même si nous ne 
nous occupons pas du processus politique qui détermine effectivement le niveau des dépenses 
de sécurité, il apparaît clair qu’il n’est pas possible d’avoir toujours une fonction de demande 
située au dessus de la fonction d’offre alors que la sécurité augmente indéfiniment. Il ne sera 
donc pas possible de concevoir une politique de sécurité sous ces hypothèses. Voyons ce qu’il 
en est si l’on considère le cas plus vraisemblable d’une fonction de production à rendements 
décroissants.    
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Cas de rendements décroissants (1) 
 
Nous nous plaçons ici dans le cas d’une fonction d’offre s’écrivant sous la forme générale :  
 
( ) . p h D AD
r - = = .  
 
Avec les conditions suivantes :  
, 0 A r >  . Par ailleurs, on se place dans les cas où 
1
D A
r > , afin d’avoir des probabilités 
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On se rend compte que cette fonction est décroissante dans l’espace géométrique que nous 






=   en  ce  qui  concerne  la  seconde  fonction  de  demande  de  sécurité.  La 
confrontation  entre  la  fonction  d’offre  et  les  deux  fonctions  de  demande  peut  alors  être 
exprimée par le tracé suivant, dans un cadre où la pente de la seconde fonction de demande 
est plus faible (en valeur absolue) que la pente de la fonction d’offre :  
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Figure 10 : Confrontation entre la fonction d’offre et les fonctions de demande de sécurité (cas 2) 
 
 
Plusieurs remarques s’imposent. D’abord, on se rend compte que la courbe d’offre de sécurité 
coupe chacune des demandes en des points correspondant respectivement à des probabilités 
d’occurrence  * p (pour la fonction de demande dite « objective ») et  '* p  (pour la fonction de 
demande  dite  « subjective »),  avec  '* * p p < ,  ce  qui  signifie,  dans  l’exemple  présenté 
graphiquement, que la formulation de la demande subjective conduit à un niveau d’offre de 
sécurité plus élevé que la demande objective.  
 
Contrairement au cas dans lequel les rendements étaient croissants, on peut observer le point 
suivant : quelle que soit la fonction de demande qui fonde la politique de sécurité que l’on 
souhaite  mettre  en  œuvre,  on  se  rend  compte  que  pour  * p p <   (respectivement  '* p ),  la 
fonction de demande est en dessous de la fonction d’offre, alors que nous sommes dans un 
cadre  plus  sécurisé  que  celui  atteint  à  l’optimum.  L’inverse  se  vérifie  pour  * p p >  
(respectivement  '* p ). Nous en déduisons que le système ainsi caractérisé est stable, et qu’il 
peut fonder une politique de sécurité efficiente. Voyons ce qu’il en est si l’on considère un 
autre type de fonction de production à rendements décroissants.   
 
Cas de rendements décroissants (2) 
 
Nous nous plaçons ici dans le cas d’une fonction d’offre s’écrivant sous la forme générale :  
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( ) ( )
1,1
p h D A BD = = - .  
 
Avec les conditions suivantes :  




< ,  afin  d’avoir  des 








Il est alors possible d’écrire :  
 
1










- - ≃ .  
 
On se rend compte que cette fonction est décroissante dans l’espace géométrique que nous 
avions caractérisé. Par ailleurs, rappelons qu’à titre d’exemple, nous nous sommes placés dans 






=  en ce qui concerne la seconde fonction de demande de sécurité. La 
confrontation  entre  la  fonction  d’offre  et  les  deux  fonctions  de  demande  peut  alors  être 
exprimée par le tracé suivant, dans un cadre où la pente de la seconde fonction de demande 
est plus grande (en valeur absolue) que la pente de la fonction d’offre :  
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Figure 11 : Confrontation entre la fonction d’offre et les fonctions de demande de sécurité (cas 3) 
 
 
Plusieurs remarques s’imposent. D’abord, on se rend compte que la courbe d’offre de sécurité 
coupe chacune des demandes en des points correspondant respectivement à des probabilités 
d’occurrence  * p (pour la fonction de demande dite « objective ») et  '* p  (pour la fonction de 
demande  dite  « subjective »),  avec  '* * p p < ,  ce  qui  signifie,  dans  l’exemple  présenté 
graphiquement, que la formulation de la demande subjective conduit à un niveau d’offre de 
sécurité plus élevé que la demande objective.  
 
Le  point  essentiel  est  alors  le  suivant :  la  stabilité  du  système  dépend  de  la  fonction  de 
demande sur laquelle on fonde la politique de sécurité que l’on souhaite mettre en œuvre. En 
effet, pour ce qui est de la demande dite « objective », on se rend compte que pour  * p p < , 
alors la fonction de demande est en dessous de la fonction d’offre, alors que nous sommes 
dans un cadre plus sécurisé que celui atteint à l’optimum. L’inverse se vérifie pour  * p p > . 
Nous  en  déduisons  que  le  système  ainsi  caractérisé  est  stable,  et  qu’il  peut  fonder  une 
politique de sécurité efficiente.  
 
En revanche, pour ce qui est de la demande dite « subjective », on se rend compte que pour 
'* p p < , la fonction de demande est au dessus de la fonction d’offre, alors que nous sommes 
pourtant dans un cadre plus sécurisé que celui atteint à l’optimum. L’inverse se vérifie pour 
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'* p p > . Nous en déduisons que le système ainsi caractérisé est instable, et qu’il ne peut 
fonder une politique de sécurité efficiente. 
 
D’une manière plus générale, nous constatons que la prise en compte des deux fonctions de 
demande de sécurité nous donne des résultats très hétérogènes :  
 
-  Si la fonction de production de sécurité est à rendements croissants – ce qui n’est 
intuitivement pas le cas le plus probable, alors les deux points d’intersection trouvés 
(correspondant à des probabilités d’occurrence  * p , pour la fonction de demande dite 
« objective », et  '* p , pour la fonction de demande dite « subjective »), correspondent 
à des systèmes instables et ne peuvent fonder une politique de sécurité efficiente.  
-  Si la fonction de production de sécurité est à rendements décroissants – ce qui est le 
cas le plus probable, alors les deux points d’intersection trouvés (correspondant à des 
probabilités d’occurrence  * p , pour la fonction de demande dite « objective », et  '* p , 
pour la fonction de demande dite « subjective »), ont des comportements différents : le 
premier correspond à un système stable ; le second ne correspond à un système stable 
que si la pente de la seconde fonction de demande est plus faible (en valeur absolue) 
que  la  pente  de  la  fonction  d’offre.  Dans  le  cas  contraire,  le  point  d’intersection 
déterminé par la seconde fonction de demande correspondra à un système instable.   
 
Le statut de l’information à incorporer dans la fonction de demande doit alors être précisé si 
nous voulons véritablement fonder une politique de sécurité sur une confrontation entre offre 
et demande de sécurité. Nous avons d’abord vu que la fonction de demande objective ne 
permettait  pas  de  rendre  compte  de  la  complexité  de  la  capabilité  sécurité.  Dès  lors,  il 
apparaissait  nécessaire  de  construire  une  seconde  fonction  de  demande qui s’appuyait sur 
l’évaluation du risque par les agents afin d’enrichir l’information dont nous disposions.  
 
Le propos était alors d’établir une fonction de demande qui soit une combinaison des deux 
fonctions  distinguées.  Nous  savons  qu’il  est  impossible  de  déterminer  une  politique  de 
sécurité  efficiente,  caractérisée  par  l’intersection  entre offre et demande de sécurité si le 
système n’est pas stable. Cette situation correspond graphiquement à une pente de la fonction  
de demande plus grande (en valeur absolue) que la pente de la fonction d’offre. Ainsi, nous   237 
pouvons  écrire  une  fonction  de  demande  comme  combinaison  des  deux  fonctions 












Le paramètre a représente le poids mis sur la fonction de demande dite « objective ». Nous 
pouvons alors énoncer le résultat suivant : 
 
Résultat  5 :  La  mise  en  œuvre  d’une  « politique  de  sécurité »  efficiente,  caractérisée  par 
l’intersection  entre  une  fonction  d’offre  et  une  fonction  de  demande  est  possible  si  le 
paramètre a vérifie l’une des deux conditions suivantes :  
 
-  Si la pente de la fonction de demande subjective de sécurité est inférieure (en valeur 
absolue) à celle de la fonction d’offre de sécurité, tout a de [ ] 0,1  convient ;  
-  Si la pente de la fonction de demande subjective de sécurité est supérieure (en valeur 
absolue) à celle de la fonction d’offre de sécurité, alors  0 a a > , où  0 a  est tel que les 
pentes des fonctions d’offre et de demande de sécurité sont égales en valeur absolue.  
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III.F.   Conclusion 
 
 
Les premiers pas de ce travail consistaient à concevoir un même espace géométrique dans 
lequel ont été définies une offre et une demande de sécurité. En réalité, deux niveaux de 
réflexions  doivent  être  considérés.  D’abord  celui  de  l’allocation  des  ressources  entre  les 
dépenses  de  sécurité  (considérées  comme  des  facteurs  de  production).  Ensuite,  celui  du 
niveau efficient de sécurité , correspondant à l’intersection entre les fonctions d’offre et de 
demande de sécurité. C’est principalement ici à cette seconde question que nous nous sommes 
attachés.  Si  les  fonctions  de  demande  et  d’offre  se  coupent  en  un  point,  l’intersection 
caractérise  une  politique  de  sécurité  efficiente.  Nous  nous  sommes  d’abord  attachés  à  la 
construction de la fonction de demande. Après avoir examiné la place de la sécurité dans 
l’économie, son statut, afin de mettre en lumière ses différentes facettes, nous avons montré la 
nécessité de confronter la fonction d’offre de sécurité à deux fonctions de demande. L’une est 
fondée sur la connaissance du nombre d’événements réalisés et l’évaluation institutionnelle 
des conséquences possibles du risque considéré. L’autre résulte de l’évaluation par les agents 
de ce risque. Dans le chapitre précédent, nous avons alors modélisé la manière dont s’élabore 
cette évaluation en nous fondant sur le cadre de travail proposé par Kahneman et Tversky, 
tout en apportant un éclairage nouveau dans le cas d’une imperfection informationnelle sur la 
probabilité d’occurrence du risque. Nous disposions alors de deux fonctions de demande de 
sécurité individuelles.   
 
Dans ce chapitre, nous avons d’abord achevé la construction des deux fonctions de demande 
de sécurité en passant du niveau individuel au niveau collectif. Pour cela, nous avons tenu 
compte  de  deux  formes  d’hétérogénéité,  afin  de  construire  des  « fonctions  de  demande » 
permettant  de  rendre  compte  de  la distribution des risques au sein de la population : une 
hétérogénéité des probabilités d’occurrence du risque et une hétérogénéité des croyances dans 
un  cadre  d’imperfection  informationnelle.  Cela  supposait  de  bâtir  un  critère  d’agrégation 
interpersonnelle. Nous avons alors eu recours à une approche cardinale et à des comparaisons 
interpersonnelles  qui  nous  ont  permis  de  proposer  et  de  justifier  un  critère  d’agrégation 
collective reposant sur l’indice de Theil. Nous disposions à ce stade de deux fonctions de 
demande collectives de sécurité que nous avons confrontées à plusieurs types de fonctions 
d’offre. Le statut de l’information à incorporer dans la fonction de demande, combinaison des   239 
deux  fonctions  distinguées,  a  ainsi  pu  être  précisé.  Sous  des  conditions  que  nous  avons 
énoncées, il est possible de déterminer une politique de sécurité efficiente. 
 
Si l’on veut à présent donner une dimension pratique et quantitative à notre travail, il est 
nécessaire  de  s’attacher  à  une  classe  de  risque  en  particulier.  Le  risque  de  criminalité 
constituera notre exemple d’application. Nous montrerons d’abord historiquement qu’il s’agit 
effectivement d’un bon candidat pour mettre en application les travaux théoriques que nous 
avons menés, dans la mesure où les versants « objectifs » et « subjectifs » de la demande de 
sécurité diffèrent fortement du fait du mode de perception de ce type de risque. Puis, nous 
spécifierons, d’abord de manière théorique, la fonction d’offre de sécurité, que nous avons 
due laisser sous une forme générale à ce stade de nos travaux. Enfin, nous déterminerons 
numériquement les coefficients des fonctions d’offre et de demande de sécurité dans le cadre 
de  cette  classe  de  risque,  afin  de  proposer  une  application  numérique  portant  sur  deux 
dépenses de sécurité dans le cas du risque de criminalité. 
 













IV. Un exemple de politique de sécurité : le cas du 
risque de criminalité 




Les premiers pas de ce travail consistaient à concevoir un même espace géométrique dans 
lequel ont été définies des fonctions d’offre et de demande de sécurité. Deux niveaux de 
réflexion étaient considérés : d’abord, l’allocation de la dépense globale de sécurité entre les 
différents types de dépense. Ensuite, la question du niveau de sécurité efficient, c’est-à-dire 
correspondant à l’intersection des fonctions d’offre et de demande de sécurité. Après avoir 
examiné la place de la sécurité dans l’économie, afin de mettre en lumière ses différentes 
facettes,  nous  avons  montré la nécessité de tenir compte de deux fonctions de demande : 
l’une, fondée sur une évaluation institutionnelle ; l’autre, sur une évaluation du risque par les 
agents. Ces fonctions de demande, d’abord établies au niveau individuel en se fondant sur le 
cadre  de  travail  proposé  par  Kahneman  et  Tversky,  ont  ensuite  été  agrégées  au  niveau 
collectif  en  prenant  en  compte  une  double  hétérogénéité :  la  première  portant  sur  les 
probabilités  d’occurrence  du  risque ;  la  seconde  sur  les  croyances,  dans  un  cadre 
d’imperfection  informationnelle.  Pour  cela,  nous  avons  bâti  un  critère  d’agrégation 
interpersonnelle reposant sur l’indice de Theil. En disposant de deux fonctions de demande 
collectives de sécurité, nous avons ainsi pu préciser le statut de l’information à incorporer 
dans la recherche d’une allocation des ressources publiques. Nous avons alors montré qu’il 
n’était possible de définir une politique de sécurité efficiente que sous certaines conditions qui 
ont été explicitées.  
 
La seconde partie de la Thèse mobilise les fondements théoriques que nous avons vus pour le 
cas  particulier  du  risque  de  criminalité.  Nous  avons  déjà  montré  à  la  faveur  du  chapitre 
introductif qu’il était possible de concevoir des modèles économiques rendant compte de ces 
phénomènes. Certes, les remises en cause sont nombreuses, ayant trait au bien fondé de la 
science économique pour appréhender ces faits, à la pertinence conceptuelle de fonder une 
politique  de  sécurité  sur  une  analogie  avec  les  marchés  ou  à  la  fiabilité  des  méthodes 
théoriques  et  empiriques.  Néanmoins,  au-delà  de  l’approche  néo  classique  relativement 
récente,  les  motivations  qui  sous  tendent  une  telle  approche  sont  ancrées  dans  l’histoire 
économique et politique
297. Celle-ci nous est apparue justifiable dès lors que l’on prend en 
compte  –  comme  nous  l’avons  fait  plus  haut  –  une  rationalité  élargie,  mettant  l’agent  à 
                                                 
297 Voir notamment les travaux de Beccaria et Bentham.  
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distance de l’homo economicus traditionnel. Ainsi, l’approche économique, bien que souvent 
décriée, constitue une rationalité explicative justifiable et déterminante si l’on veut fonder une 
politique de sécurité – c’est-à-dire une allocation des ressources – sur la théorie. Enfin, nous 
avons  montré  qu’il  était  possible  de  penser  ces  fondements  théoriques  à  partir  d’une 
confrontation entre des fonctions d’offre et de demande de sécurité. Néanmoins, prouver que 
le risque de criminalité est un exemple possible d’application ne rend pas pour autant ce 
domaine à la fois intéressant et illustratif des fondements que nous avons mis en place. Il est 
alors primordial de justifier notre intérêt pour ce sujet au regard de l’histoire des phénomènes 
examinés.  
 
Nous verrons alors qu’après une pacification des mœurs séculaire, les actes de criminalité se 
sont faits plus nombreux depuis les années 1960. Les phénomènes de violence, en particulier, 
ont  augmenté  plus  tardivement  que  les  autres  formes  de  malveillance,  mais  peinent  à 
décroître. L’attente de la population sur ce thème est donc très forte. Or, les débats sur ce 
sujet, souvent passionnés et tributaires d’une conception politique ou idéologique, reposent 
rarement sur des fondements économiques. Pourtant, la mise en place des actions de lutte 
contre  la  criminalité  fait  partie  intégrante  de  la  recherche  d’une  allocation  optimale  des 
ressources et la théorie économique devient un cadre de travail incontournable si l’on veut 
traiter de cette question.  
 
Par ailleurs, cet exemple est très illustratif des aspects théoriques que nous avons soulignés 
jusque là. Rappelons que la recherche d’une politique de sécurité s’appuie sur deux fonctions 
de demande, l’une étant objective, l’autre de nature subjective et gouvernée par une très forte 
composante  psychologique.  Nous  montrerons  d’abord  dans  cette  partie,  par  une  analyse 
historique, que la « déception des anticipations » en matière de sécurité face au crime a rendu 
les citoyens particulièrement sensibles à la potentialité de ces événements subis. Dès lors, 
l’évaluation faite par les agents diffère fortement de celle des experts et les représentations 
géométriques des deux fonctions de demande seront très différentes. Ainsi, les conditions 
sous  lesquelles  il  est  véritablement  possible  de  déterminer  une  politique  de  sécurité 
caractérisée  par  l’intersection  entre  offre  et  demande  deviennent  plus  contraignantes.  Cet 
exemple d’application est donc à la fois passionnant et illustratif des aspects théoriques que 
nous avions soulignés, comme le montrera le présent chapitre.  
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Après ce premier chapitre – historique – nous construirons une fonction d’offre de sécurité, à 
partir  d’une  fonction  de  production  spécifique  au  cas  du  risque  de  criminalité.  Elle  sera 
obtenue en nous fondant sur un modèle d’allocation temporelle des agents entre activité légale 
et illégale, répondant aux incitations mises en place par la puissance publique. Deux types de 
politiques  seront  considérés :  les  politiques  dites  « de  la  carotte »,  incitant  les  agents  à 
l’activité  légale ;  celles  dites  « du  bâton »,  visant  à  augmenter  les  risques  liés  à  l’activité 
illégale. Nous traiterons alors la question de l’allocation optimale des ressources publiques 
entre ces « facteurs de production » de sécurité, avant de confronter de manière théorique 
offre et demande de sécurité, afin de déterminer un niveau de sécurité (et donc un niveau de 
dépenses) efficient. Enfin, le dernier mouvement de cette partie consistera à proposer une 
application numérique aux fondements posés en amont.  
 
Le  premier  mouvement  de  cette  partie  est  donc  historique.  Il  souligne  l’intérêt  de  la 
criminalité comme sujet d’étude. Pour cela, il importe de préciser le périmètre des actes sur 
lesquels  nous  nous  appuierons.  Les  statistiques  officielles  du  Ministère  de  l’Intérieur 
distinguent quatre grandes catégories de crimes et délits : les vols (en incluant le recel), les 
infractions économiques et financières, les crimes et délits contre les personnes et les autres 
infractions (incluant les infractions à la législation sur les produits stupéfiants). Nous nous 
attacherons uniquement dans cette partie aux vols et aux crimes et délits contre les personnes. 
En effet, définir une demande de sécurité suppose de distinguer des victimes potentielles qui 
soient porteuses de cette demande et subissant l’insécurité. Or, il est extrêmement difficile de 
discerner de tels agents pour les autres formes de délinquance, comme par exemple pour le 
cas du trafic de stupéfiants : quelle est la principale victime de l’usage des stupéfiants en 
dehors du délinquant lui-même ?  
 
Nous avons donc cherché à comprendre comment ont évolué les phénomènes de prédation et 
de  violence  au  cours  des  derniers  siècles.  Un  accent  tout  particulier  est  mis  sur  le  profil 
historique des actes de violence, qui constitue le véritable noyau du sentiment d’insécurité. 
Cette analyse comporte plusieurs mouvements, qui visent à démontrer qu’il y a lieu de croire 
à  une  « déception  des  anticipations »  en  matière  d’évolution  de  la  criminalité.  Bien 
évidemment,  il  importe  de  rester  modeste  sur  la  précision  informative  des  statistiques 
officielles de la criminalité qui ne sont pas, nous le verrons en détail, exemptes de défauts. 
Néanmoins,  les  tendances  essentielles  à  notre  compréhension  transcendent  les  erreurs 
statistiques. De façon saillante, on discernera dans un premier temps un long mouvement de   244 
pacification des mœurs, ces dernières devenant peu à peu – dès le Siècle des Lumières et, 
surtout à partir du 19
ème siècle – de moins en moins violentes, en France comme dans la 
majorité des pays occidentaux aujourd’hui développés. Ce mouvement sera expliqué à la fois 
par  une  modification  de  l’agressivité  et  une  croissance  des  institutions  de  socialisation. 
Ensuite,  nous  mettrons  en  évidence  un  renversement  de  tendance,  relativement  récent  à 
l’échelle  macro  historique,  mais  néanmoins  robuste,  puisqu’il  s’étend  sur  quelques 
décennies
298. Ce renversement, qui n’est pas propre à la France, sera mis en perspective d’un 
double  point  de  vue  géographique  et  temporel.  On  pourra  alors  justifier  le  terme  de 
« déception  des  anticipations »  pour  la  criminalité,  dans  la  mesure  où  la  population,  qui 
attendait une décroissance « éternelle » de ces faits, a plutôt été confrontée récemment à leur 
recrudescence. 
      
                                                 
298 En réalité, il semble que le niveau général de la délinquance s’est stabilisé et a amorcé une légère décrue 
depuis 2003, à l’exception des actes de violence contre les personnes. Néanmoins, l’essentiel de ce chapitre tend 
à montrer comment une croissance de la criminalité durant quelques décennies, suivant une pacification des 
mœurs séculaire, a provoqué une « déception des anticipations » de la part de la population.     245 
IV.B. Questions soulevées par les statistiques criminelles 
 
 
Avant d’examiner l’évolution du fait criminel, il nous faut d’abord discerner les limites de 
notre exercice. Il est effectivement particulièrement délicat de connaître avec précision l’état 
de la criminalité. Cette remarque, évidente pour les temps anciens et pour un certain nombre 
de pays, est plus difficile à admettre en ce qui concerne la France d’aujourd’hui. Certes, la 
comparaison de la fiabilité des statistiques est flatteuse si l’on examine les cas occidentaux et 
ceux de pays émergeants. Par exemple, seulement 38% des homicides commis en Colombie 
donnent lieu à investigation ce qui n’est fort heureusement pas le cas en France, malgré de 
nombreuses  failles  que  nous  allons  détailler.  Voyons  donc  plus  précisément  dans  quelle 
mesure les difficultés à rendre compte du fait criminel ont diminué à mesure que l’appareil 
d’Etat s’est perfectionné, même si elles restent indéniables.  
 
 




Il est possible, grâce aux statistiques judiciaires des tribunaux français, d’avoir une vision 
d’ensemble de la criminalité de ces deux derniers siècles. En revanche, les évaluations sont 
nettement  plus  délicates  si  l’on  souhaite  effectuer  des  recherches  pour  les  siècles  qui 
précèdent.  Plusieurs  raisons  l’expliquent.  Le  premier  motif  tient  aux  centres  d’intérêt  des 
historiens :  comme  on  peut  le  noter  :  « les  rois,  les  barons,  les    évêques,  les  grandes 
corporations n’ont pas manqué d’historiens ; mais les pauvres, les opprimés n’en ont point 
trouvé. »
299. Et c’est un peu là que réside l’un des nœuds du problème : la criminalité est 
principalement, mis à part les faits qui défrayèrent les chroniques de palais, affaire de pauvres 
hères  que  peu  d’historiens  examinèrent  en  temps  réel.  Bien  évidemment,  les  choses  ont 
changé,  l’attrait  des  milieux  populaires  s’est  fait  plus  fort ;  certes,  l’historien  trouve  à  sa 
disposition  les  séries  de  la  documentation  judiciaire,  les  enquêtes  collectives  sont  ainsi 
possibles 
300. Mais ces milieux n’ont pas eu leurs propres chroniqueurs, n’ont pas produit 
d’archives  eux-mêmes.  Dès  lors,  le  retour  en  arrière  est  difficile  puisque  les  historiens 
                                                 
299 Cf. Francisque-Michel (1847), p.9.  
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n’avaient  que  des  faits  bruts  soumis  à  caution  du  point  de  vue  de  la  fiabilité  et  de  la 
représentativité statistique. Il y eut donc un grand vide, fort difficile à combler.  
 
Ensuite, il est évident que l’efficacité des recherches policières – détection et investigation, de 
l’enregistrement statistique également, est sans commune mesure avec celle dont nous avons 
l’habitude aujourd’hui. Par ailleurs, gardons à l’esprit que les institutions de la justice ne 
permettent  de  suivre  les  activités  des  cours  d’assises  et des tribunaux correctionnels qu’à 
partir  de  1831.  Le  18
ème  siècle  n'est  pas  celui  des  cours  d’assises  et  des  tribunaux 
correctionnels,  mais  combine  plutôt  « Grand  criminel »  et  « Petit  criminel »,  qui  ne  se 
superposent pas avec les institutions qui suivront. Dès lors, nous n’avons pas d’homogénéité 
possible entre données judiciaires au fil du temps. Comme nous le dit Petrovitch, en analysant 
plus particulièrement la criminalité à Paris, « il est inadéquat d’appliquer telles quelles les 
méthodes de la criminologie contemporaine aux archives dont nous disposons pour le Paris du 
18
ème siècle. »
301. Cette procédure est d’autant plus inadéquate que les séries statistiques dont 
nous disposons pour ces époques ont été reconstruites à posteriori. Geremek le confirme : 
« La  recherche  de  courbes  continues  de  la  criminalité  promet  beaucoup  moins  que  la 
recherche des ordres de grandeur et des relations internes. L’image des variations du poids des 
différents délits (ou bien de l’intensité de leur poursuite) est un apport plus riche et plus solide 
que certains coefficients rigoureux de la statistique criminelle»
302 .  
 
Enfin,  illustrant  tout  à  fait  le  propos  de  Geremek,  un  véritable  glissement  des  objets  de 
poursuite s’opère au fil du temps. Cette évolution est caractéristique d’une modification des 
mentalités que nous analyserons plus loin. On se rend compte que nombre de faits n’étaient 
pas poursuivis au 17
ème siècle, car le plus souvent non détectés. En revanche, ils deviennent 
prépondérants au siècle suivant. Inversement, des actes qui étaient alors punis deviennent tout 
à fait secondaire au 18
ème siècle. Voyons-le plus précisément en examinant l’objet des procès 
instruits en Languedoc. 
                                                 
301 Cf. Petrovitch (1971), p.257. 
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17è siècle (1600-1715)  Motif  18è siècle (1730-1789) 
18  Dettes   3 
4  Impôts  1 
20  Droits seigneuriaux  7 
21  Contrats  15 
28  Brutalités  45 
8  Injures  12 
6  Viols, gravidation  12 
Source : Abbiateci (1972).  
 
Tableau 11 : Répartition des causes de procès par objet aux 17ème et 18ème siècles en Languedoc 
 
 
On le constate : les motifs de poursuite ont évolué d’une manière significative entre les deux 
siècles, les chiffres observés rendant plus nettement compte de l’importance accordée par les 
autorités  aux  faits  commis  que  de  la  variation  des  faits  eux-mêmes.  Dès  lors,  ces 
déplacements  des  centres  d’intérêts  de  la  justice  introduisent  un  biais  fondamental  dans 
l’appréhension des phénomènes : par exemple, les brutalités n’étaient sans doute pas moindres 
au 17
ème siècle, mais elles ne focalisaient pas l’attention des juges.  
 
Précisément,  ce  biais  nous  apprend  quelque  chose  du point de vue de la pacification des 
mœurs analysée plus en détail par la suite. En effet, entre le 17
ème et le 18
ème siècle, nous 
assistons  visiblement  à  l’émergence  de  l’idée  d’une  « intégrité  de  la  personne ».  En 
poursuivant de plus en plus, à partir du 18
ème siècle, les actes qui portent atteinte à cette 
intégrité, on agit sur la pacification des mœurs par l’intermédiaire de la justice. Nous verrons 
plus  bas  que  ce  mouvement  de  la  justice  constitue  l’un  des  moyens  au  service  de  la 
« pacification des mœurs ».  
 
Si l’on regarde les statistiques des tribunaux du 18
ème siècle, (par exemple, celui du Chatelet), 
on se rend compte que le nombre de mises en accusation est inférieur à ce qu’il était durant   248 
les 19
ème et 20
ème siècles. Cela ne signifie pas que les mœurs aient été plus douces au siècle 
des Lumières – nous verrons plutôt, au contraire, un mouvement global de pacification des 
mœurs  –  mais  plutôt  que  le  personnel  policier  et  judiciaire  est  devenu  de  plus  en  plus 
performant.  Comme  le  soulignera  plus  tard  Davidovitch,  « la  machinerie  policière  et 
judiciaire n’est équipée que pour absorber et traiter à fond un certain nombre d’affaires :  tout 




Nous l’avons vu, les faits de violence ont longtemps été connus de façon très partielle, pour 
des  raisons  d’efficacité,  mais  aussi  de  mœurs  qui  s’accommodaient  de  tels  actes.  Les 
règlements de compte d’honneur, par exemple, étaient fréquents, et ne conduisaient pas les 
victimes – souvent coupables également – à porter plainte. Cette ignorance, renforcée par le 
peu  de  cas  des  historiens  pour  la  question,  accroît  la  difficulté  d’une  véritable  mise  en 
perspective chronologique de ces faits.  
 
Il ne faut pas considérer pour autant que la mise en place récente de statistiques policières 
centralisées nous mette désormais à l’abri de toute erreur dans l’appréhension du phénomène. 
Certes,  l’amélioration  est  de  taille,  mais  certains  éléments  limitatifs  restent  propres  aux 
statistiques  criminelles 
304.  En  particulier,  l’attitude  des  victimes,  qui  décident  ou  non  de 
porter plainte, le comportement des forces policières, leur politique de comptabilisation des 
crimes  et  délits,  la  législation  et  la  politique  publique  menée  induisent  des  biais  dans  la 
mesure du fait criminel. Il ne s’agit pas ici, évidemment, d’une remise en cause qui laisserait 
vierge  de  tout  soupçon  les  statistiques  dans  d’autres  domaines,  mais  le  risque  criminel 
présente, de ce point de vue, des difficultés particulières.  
 
 
IV.B.2. Des statistiques encore faillibles aujourd’hui 
 
 
Nous le savons, les questions de définition, interprétation et exactitude sont redondantes pour 
chaque objet de la mesure statistique. La pertinence du chiffre brut est sans cesse interrogée. 
Par exemple, les nomenclatures d’activités et de produits, pierres angulaires des statistiques 
                                                 
303 Cf Davidovitch (1961), p.44. 
304 Cf. Walker (1983).    249 
de l’INSEE, peuvent être profondément questionnées lorsqu’il s’agit de rendre compte avec la 
meilleure fidélité possible des tendances économiques de la nation 
305. Mais, dans le cas de la 
statistique criminelle, la production de chiffres fait tout particulièrement question.  
 
A  titre  d’exemple,  dès  1982  le  bulletin  statistique  du  ministère  de  l’intérieur  britannique 
prévenait que la hausse observée de la criminalité n’était peut-être pas aussi prononcée qu’elle 
le semblait de prime abord 
306, et pouvait reposer sur un taux d’enregistrement accru des 
plaintes par les forces policières. Paradoxalement, on peut même penser que si la police est 
très active, elle enregistre plus de délits. Cet exemple de biais induit par les procédures en 
vigueur n’est pas le seul, loin s’en faut. Faut-il pour autant ignorer l’outil statistique dans le 
domaine criminel ? Ce serait bien évidemment aller trop loin.  
 
Gardons à l’esprit que l’apport des statistiques criminelles, malgré leurs limites, est tout à fait 
essentiel. Cournot, déjà, avait vu cette perspective dans son Mémoire sur les applications du 
calcul des chances à la statistique judiciaire. Il nous dit que « l’on y puiserait un jour une 
foule  de  documents  précieux  pour  le  perfectionnement  de  la  législation  et  l’étude  de  la 
société, sous les rapports moraux et civils »
307. Tarde nous le confirme dans La criminalité 
comparée, en désignant également comme indispensable cette « photographie numérique de 
notre état social. »
308. Mais le recours aux statistiques criminelles – l’engouement pour ces 
statistiques  –  est  à  rechercher  sans  doute  encore  plus  loin  dans  l’histoire,  à  l’époque  où 
émergea la notion de probabilité et de risque. Les recherches historiques et statistiques sur la 
criminalité trouvèrent leurs premières impulsions dans la criminologie moderne qui se voulait 
scientifique et probabiliste. Quételet, dont nous avons vu le rôle dans le développement des 
domaines d’application des probabilités, soutenait que la criminalité, vue comme phénomène 




Si  l’on  veut  fonder  une  politique  de  sécurité  sur  la  théorie  économique,  il  est  nécessaire 
d’aller au-delà d’une vision individuelle de la criminalité et d’adopter une mesure permettant 
d’appuyer nos travaux. Nous savons que les statistiques de la délinquance sont au cœur du 
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306 Voir Home Office Statistical Bulletin (1982).  
307 Cf. Cournot (1838).  
308 Cf. Tarde (1890), p.63. 
309 Cf. Bonger (1938).    250 
débat public ; que les controverses qu’elles suscitent sont multiples. Or, « aucune statistique 
ne peut prétendre à l’exhaustivité », comme le souligne le rapport de l’Observatoire National 
de  la  Délinquance  (OND)
310.  Dès  lors,  il  serait  souhaitable  de  multiplier  les  sources 
complémentaires  afin  de  cerner  la  criminalité  sous  ses  multiples  aspects  et  rendre  les 
jugements plus solides lorsque les sources convergent. Ce travail a notamment été entrepris 
dans le cadre d’un partenariat entre l’INSEE et l’OND dont nous donnerons les premiers 
résultats plus bas. Néanmoins, le principal indicateur français dont nous disposons – tant pour 
les phénomènes de prédation que de violences – est l’état 4001 communiqué par le Ministère 
de l’Intérieur sous une forme homogène depuis 1972. Il rend compte à la fois des plaintes 
déposées par les victimes et des faits constatés directement par les services répressifs. Le 
chiffre total qu’il donne n’est pas exploitable en tant que tel du fait de sa construction. Nous 
verrons alors plus loin qu’il est indispensable d’extraire de ces données statistiques plusieurs 
indicateurs statistiques comme le fait l’OND
311.  
 
Néanmoins,  malgré  cet  effort,  les  statistiques  de  la  criminalité  sont  marquées  par  des 
lacunes
312. Pour en comprendre un peu mieux les ressorts, voyons plus précisément les limites 
de l’utilisation – comme panacée – de cet outil. Quelques grands traits induisent une distance 
entre la réalité des faits et leur représentation officielle. On peut les distinguer selon trois 
familles principales : ceux qui tiennent à la propension du public à déposer plainte ; ceux qui 
tiennent aux méthodes policières ; ceux qui résultent de la politique judiciaire en vigueur, 
enfin. Nous nous plaçons, rappelons-le, dans une perspective contemporaine et occidentale, en 
gardant à l’esprit que l’évaluation est plus difficile encore pour d’autres époques ou d’autres 
contrées.          
 
Comportement du public  
 
 
L’impact du comportement du public sur la fiabilité des chiffres vient essentiellement de la 
propension à déposer plainte en cas de victimation. Dans de nombreux cas, les faits échappent 
à la connaissance policière alors que la loi est enfreinte. Les raisons sont innombrables. Citons 
les principales :  
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-  Personne,  au  sein  de  la  société,  hormis  le  criminel  lui-même,  n’est  informé  de  l’acte 
commis (fraude, certains meurtres sans cadavre…). 
-  Il n’y a pas de victime directe. C’est, en particulier, le cas du trafic de drogues. 
-  La victime craint des représailles de la part du délinquant. 
-  La victime ne veut pas être sous les projecteurs médiatiques. 
-  La victime ne souhaite pas coopérer avec la police. C’est le cas, notamment, si elle a 
commis,  elle-même,  un  acte  répréhensible.  Mais  d’autres  raisons  peuvent  exister :  par 
exemple, des communautés immigrées peuvent hésiter à entamer de telles procédures 
313, 
par méconnaissance de leurs droits, de la marche à suivre, de la langue ou parce qu’elles 
ont le sentiment que les forces policières ne les voient pas d’un bon œil.  
-  La  victime  ne  souhaite  pas  porter  préjudice  à  son  agresseur,  en  particulier  si  elle  le 
connaît. 
-   La victime pense que la puissance publique ne pourra rien pour améliorer son sort.  
-   L’expérience  de  victimation  est  minimisée  (en  particulier  si  les  mêmes  faits  se 
reproduisent fréquemment).  
 
En revanche, certains éléments accroissent la propension à porter plainte. Il peut s’agir de 
campagnes d’information ou, plus généralement, d’une sensibilisation de la société à des faits 
inacceptables : le viol, la violence conjugale, en sont des exemples très parlants. En effet, les 
chiffres officiels font état d’une multiplication par 10 du nombre de viols en 30 ans (période 
1972-2002), alors qu’il est impensable que la réalité des faits se soit amplifiée dans cette 
proportion. Il semble ici évident que la propension à porter plainte s’est fort heureusement 
accrue  durant  cette  période.  Il  devient  alors  difficile  de  distinguer  évolution  des  faits  et 
changements dans la mentalité des victimes. Autre exemple : l’obligation de déposer plainte 
pour être indemnisé contre le vol. On peut alors se rendre compte que le développement de 
l’assurance contre le vol, durant les années 1970, a indéniablement conduit à déclarer plus 
systématiquement de tels faits. 
 
Du  point  de  vue  dynamique,  on  constate  que  certaines  forces  jouent  dans  le  sens  d’un 
accroissement du taux de report (campagnes d’information et de sensibilisation, assurance…), 
alors que d’autres tendent à affaiblir ce même taux (par exemple, la baisse flagrante du taux 
d’élucidation, qui réduit l’incitation à faire connaître l’acte de délinquance). Au final, le bilan 
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est assez difficile à établir et il est souvent malaisé de faire la part des choses entre l’évolution 
du phénomène lui-même et l’évolution de la propension du public à en faire état aux forces 
policières. Quelques chiffres récents tendent  à montrer que le problème n’est pas anodin. Une 
enquête de victimation menée au Royaume-Uni évalue le taux de plainte à seulement 39% 
314. 
Nous verrons plus bas, dans le cadre d’une étude française, que l’acuité statistique n’est sans 
doute pas plus grande de ce côté de la Manche. Nous devons donc garder en tête que le 
comportement de la population induit un biais dans l’outil statistique. Cependant, il serait 
erroné de penser que ce qui passe à travers le prisme des institutions ne doit être soumis à 
aucun  questionnement.  En  effet,  les  institutions  policière  et  judiciaire  sont  également 
génératrices de biais non négligeables dans la production statistique.  
 
Comportement de l’institution policière 
  
La collecte des données par le Ministère de l’Intérieur se fait par une transmission périodique 
des faits des unités décentralisées vers le Ministère. Ces chiffres sont accompagnés d’une 
description des actes commis et intégrés à la classification appelée « Etat 4001 ». Nous avons 
vu que c’est ce dernier qui constitue le fondement des statistiques officielles. Néanmoins, des 
biais apparaissent au niveau de la qualification de l’acte, du recueil d’information et de son 
report.   
 
En réalité, la qualification de l’acte peut rester, dans une certaine mesure, à la discrétion de 
l’officier  de  police  qui  recueille  la  plainte 
315.  Dans  le  décompte  des  faits,  même  si  les 
procédures  sont  spécifiées  le  plus  clairement  possible,  une  marge  de  manœuvre  subsiste 
encore. Plus, la qualification de l’acte exige parfois des informations dont la police ne dispose 
pas si les affaires ne sont pas élucidées. Par exemple, la distinction entre le « vol » et le 
« cambriolage » réside dans l’appartenance ou non de l’auteur de l’acte aux lieux qui ont fait 
l’objet  de  la  prédation.  Par  conséquent,  on  ne  peut  toujours  appréhender  s’il  y  a  vol  ou 
cambriolage si l’on ne connaît pas le responsable des faits. De même, s’il n’y a pas de témoin, 
on ne sait pas discerner le « vol simple » du  « vol en réunion ». La distinction entre « vol », 
« vol avec violence » et « racket » est également bien souvent malaisée et laisse une forte 
marge d’appréciation aux forces policières.  
 
                                                 
314 Cf. Sims et Myhill (2001).  
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Le recueil d’information constitue également une source de doute. Par exemple, certains faits 
ne  sont  connus  de  la  puissance  publique  uniquement  parce  qu’elle  en  prend  elle-même 
connaissance. C’est le cas, par exemple, du trafic de drogue. Dès lors, l’activité policière, par 
l’intermédiaire de l’intensité de ses patrouilles ou des effectifs déployés, a une influence non 
négligeable sur les statistiques de la criminalité. Par ailleurs, alors même que l’information a 
pénétré  au  sein  de  l’institution  policière,  de  nombreux  faits  ne  figurent  pas  dans  les 
statistiques  du  ministère  de  l’intérieur :  entre  la  « main  courante »,  correspondant  à  la 
déclaration de la victime et « l’état 4001 », une déperdition s’opère 
316.  
 
Enfin, après élucidation d’une affaire de délinquance, il reste à l’appréciation de la police de 
transmettre  ou  non  le  dossier  au  parquet.  Il  peut  donc  y  avoir  poursuite  ou  simplement 
avertissement par le tribunal de police. Chaque commissariat n’observe pas exactement le 
même comportement en la matière, l’usage des « avertissements » restant en grande partie à la 
discrétion des forces policières, et ce de façon décentralisée. C’est la raison pour laquelle, le 
conseil d’orientation de l’OND préconisait en 2005 un enregistrement « sans  équivoque de 
toutes  les  plaintes »  et  une  transmission  au  parquet  de  toutes  les  procédures  « sans 
intervention partiale »
317. Après avoir constaté que le fonctionnement même des forces de 
police nous empêche de concevoir les statistiques comme des données brutes, indépendantes 
de la configuration et des choix policiers, il reste encore à examiner le comportement de 
l’institution judiciaire. Celui-ci peut également infléchir les données disponibles.   
 
Comportement de l’institution judiciaire 
 
Le biais essentiel réside dans la qualification et la gravité prêtées aux faits. L’estimation de 
celles-ci peut s’effectuer directement à partir de la qualification policière ou se fonder sur une 
appréciation  propre  du  tribunal.  Là  encore,  une  mesure  purement  objective  de  la  réalité 
semble utopique. En effet, il semble que les pratiques de condamnation varient sensiblement 
d’un tribunal à l’autre. Bien évidemment, les comportements répréhensibles varient également 
d’un territoire à l’autre, et il est réconfortant de penser que la différence entre les niveaux de 
condamnations  portés  provient  uniquement  de  cette  variable.  Mais  c’est,  en  réalité,  peu 
probable. L’Angleterre est pionnière dans les études de ce type. Il a ainsi été démontré que les 
taux de sentences d’emprisonnement immédiat, appliquées par 30 cours de justice, s’étalaient 
                                                 
316 Cf. Burrows et al. (2000).  
317 Cf. OND (2005).    254 
entre 3,1% et 19,1%  des cas jugés 
318. Ces différences reposent en fait sur une différence des 
qualifications. Il y a donc une forte complexité du processus judiciaire qui n’est pas rendue 
par les statistiques des tribunaux, encore moins par ceux du ministère de l’intérieur. Bien 
évidemment, les statistiques judiciaires sont à même de donner une bonne vision d’ensemble 
d’une telle politique, mais restent néanmoins des outils à manier avec précaution 
319. L’OND 
préconise en particulier d’améliorer la « traçabilité » des plaintes en mettant mieux en rapport 
la criminalité constatée par les services et les réponses apportées par les parquets 
320.  
 
Enfin, en dehors des tribunaux eux-mêmes, des obstacles résident dans la politique judiciaire, 
notamment en fonction de la législation. C’est un problème véritable si nous souhaitons avoir 
une vision dynamique de la criminalité indépendante du biais statistique. Les changements de 
législation peuvent accroître la difficulté éprouvée à observer les grandes tendances du fait 
criminel 
321.  Ces  interrogations  sont  loin  d’être  récentes :  dès  la  fin  du  19
ème  siècle,  les 
criminologues  mettent  déjà  en  lumière  l’influence  des  changements  de  législation  sur  la 
mesure des phénomènes étudiés. Bournet, dans son ouvrage la criminalité en France et en 
Italie, prend même les modifications de la législation comme principale variable explicative 
des changements dans les faits criminels 
322. Les changements de législation sont en définitive 
des changements de l’instrument de mesure. Comment alors disposer de séries homogènes sur 
une longue durée 
323?  
 
Nous  nous  sommes  aperçu  que  les  statistiques  criminelles  rendaient  compte  de  manière 
imparfaite du nombre d’atteintes à la loi, de leur nature précise, de leur gravité ainsi que du 
nombre  et  des  caractéristiques  de  ceux  qui  les  commettent.  Pour  les  criminologues,  les 
statistiques  criminelles  officielles  sont « socialement construites »
324 , c’est-à-dire reposant 
sur la manière dont une société définit les crimes, les détecte, et en fait état. Notre propos 
n’est alors pas de savoir comment opérer une « déconstruction » sociale de ces données, mais 
bien plutôt d’apprécier dans quelle mesure les biais induits par les constructions que nous 
avons devant nous sont des obstacles à nos travaux.   
 
                                                 
318 Cf. Tarling (1979).  
319 Cf. Bottoms (1981).  
320 Cf. OND (2005). 
321 Cf. Walker (1981).  
322 Cf. Bournet (1884).  
323 Cf. Povey et Prime (1999).  
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IV.B.3. Quel usage des statistiques criminelles ? 
 
En définitive, la véritable question conditionnant l’utilisation des statistiques officielles réside 
dans la manière dont s’établissent les biais évoqués plus haut. En particulier, varient-ils selon 
une marche au hasard ou de manière systématique ? Dans la première hypothèse, il n’y a pas 
de biais systématique dans les modèles économiques. Cette hypothèse est tout à fait crédible 
et assumée par de nombreux chercheurs 
325. D’autres, au contraire, estiment que le taux de 
report des crimes et délits est influencé par des paramètres systématiques qui peuvent aussi 
gouverner le taux réel de criminalité. Par exemple, des chercheurs soulignent que le taux de 
chômage  dans  une  zone  géographique  est  à  la  fois  positivement  corrélé  aux  vols  et 
négativement corrélé à la propension des victimes à porter plainte. Il devient alors difficile de 
cerner l’évolution réelle des faits. Cette analyse est confirmée par l’expérience, comme on 
peut  le  voir  sur  l’exemple  Britannique
326.  Deux  biais  sont  ici  quantifiés :  d’une  part,  le 
pourcentage des actes vécus déclarés à la police ; de l’autre, le pourcentage des actes déclarés 
effectivement enregistrés.  
 
Source MacDonald (2002) 
 
Tableau 12 : Pourcentage des actes de délinquance déclarés à la police en Grande Bretagne 
 
Source : MacDonald (2002).  
 
Tableau 13 : Pourcentage des actes effectivement enregistrés parmi les actes déclarés à la police 
 
                                                 
325 Cf. Pudney et al. (2000).  
326 Cf. MacDonald (2000, 2002).  
1981 1983 1987 1991 1993 1995 1997 1999
Vandalisme  22,2 22 23,7 27 26,5 29 26,3 30,7
Cambriolage  66,2 67,8 62,8 73 67,8 66,4 64,4 62,2
Vol de véhicule  40,8 43,1 46,4 55,9 53,1 51,2 47,1 50,3
Agression 25,1 30,5 32,5 25,5 23,1 34,3 31,2 29
Vol   46,5 39 43,9 47,2 48,3 56,6 56,8 30,8
Violence domestique 19,6 13,3 46,3 23,4 23 29,9 26,4 31,3
Agression agravée  37,8 41,6 44,9 47,2 45 59,6 55,3 32,7
Ensemble  36 38,7 41,1 49,4 47,1 46,4 44,3 44,5
1981 1983 1987 1991 1993 1995 1997 1999
Vandalisme  33 37 44 56 51 46 58 53
Cambriolage  70 70 65 62 60 55 49 57
Vol de véhicule  91 75 71 65 60 55 62 63
Vol  24 35 38 47 44 33 30 59
Coups et blessures 41 37 48 52 42 51 63 50
Ensemble  62 59 59 60 55 50 54 57  256 
 
En réalité, il semble que les variations de ces taux, toujours différentes selon les différents 
actes commis, soient assez erratiques. Ainsi, le biais imposé ne semble pas être systématique, 
mais plutôt résulter d’une marche « au hasard » avec laquelle nous devons composer. Dès 
lors,  le  chercheur  doit-il  prendre en compte un biais systématique dans ses calculs ou au 
contraire ignorer les faiblesses statistiques soulignées ? Si nous ne nous fondons pas sur les 
statistiques officielles, quel indicateur pourrions-nous considérer ?  
 
Une  enquête  de  victimation  a  été  menée  en  2007  à  une  échelle  représentative  au  niveau 
français  par  l’INSEE  en  partenariat  avec  l’OND
327.  Cette  étude  appelée  « cadre  de  vie  et 
sécurité » porte sur plus de 17 000 ménages. Elle consiste à interroger des personnes sur les 
atteintes qu’elles ont pu subir au cours d’une période spécifiée. L’apport sur la connaissance 
des phénomènes de vols et de violences est important, même si des paramètres subjectifs sur 
la nature des violences encourues peuvent exister. En fondant les enquêtes sur les années 2005 
et 2006, il apparaît que les statistiques données sont très différentes des statistiques officielles.  
 
Le nombre de vols est ainsi estimé à près de 5 Millions pour la seule année 2006 (4 876 000), 
le taux de plainte ne dépassant pas 36,8%. Un bref calcul conduit à environ 1,8 Millions de 
faits ce qui est effectivement très proche des statistiques officielles (environ 2 Millions de 
faits relevés dans l’état 4001). On pourrait alors discerner parmi ces faits près de 300 000 vols 
avec violence (289 000), le taux de plainte s’élevant à 48,9%. Là encore, le chiffre obtenu est 
proche des statistiques officielles (environ 130 000 faits relevés dans l’état 4001).  
 
L’écart semble être plus significatif encore pour les phénomènes de violence. 1,6 Millions de 
coups et blessures seraient relevés pour les années 2005 et 2006, avec un taux de plainte de 
l’ordre de 20% si l’on inclut les violences à l’extérieur et à l’intérieur du ménage. Ce calcul 
conduit à un chiffre proche des statistiques officielles (environ 315 000 phénomènes relevés 
sur ces deux années). Le taux de plainte est encore plus faible pour ce qui est des violences 
sexuelles (que ce soit à l’intérieur ou à l’extérieur du ménage) : il ne dépasserait pas 8,5%, ce 
qui donne près de 500 000 victimations (473 000) pour seulement 46 000 faits officiellement 
relevés  sur  ces  deux  années  (en  comptabilisant  à  la  fois  les  viols  et  les  autres  formes 
d’agressions sexuelles).   
                                                 
327 Cf. OND (2007).    257 
 
Il semble donc y avoir un très grand écart entre les faits officiellement relevés par les services 
de police et de gendarmerie et ceux vécus par les agents. Cet écart questionne les statistiques 
du  Ministère  de  l’Intérieur  et  plaide  pour  une  approche  comportant  plusieurs  sources. 
Néanmoins,  si  les  études  menées  nourrissent  significativement  notre  compréhension  de  la 
criminalité, elles restent encore très parcellaires dans le temps et l’espace. Or, notre propos est 
ici  d’appréhender  l’évolution  chronologique  du  fait  criminel  et  de  la  replacer  dans  une 
perspective internationale. Il semble très difficile de mobiliser la seconde source que nous 
venons de voir pour un tel enjeu. Par conséquent, nous ferons le choix, pour les tendances 
marquantes que nous mettrons en évidence, de nous fonder sur les statistiques officielles sans 
prendre  en  compte  les  biais  systématiques  qui  pourraient  les  affecter.  Dès  lors,  nous 
étudierons dans une perspective macro historique les tendances lourdes de l’évolution de la 
criminalité  dans  les  pays  occidentaux.  Celles-ci  dépassent  les  biais  statistiques  que  nous 
venons d’évoquer. En revanche, dans le cas de variations plus volatiles et moins ancrées dans 
le temps, nous ne pourrons faire l’économie d’une interrogation sur la fiabilité des statistiques 
qui s’offrent à nous. En d’autres termes, une baisse séculaire de la criminalité ne peut se 
traiter de la même façon que les variations annuelles de ce phénomène.  
 
Par ailleurs, nous tenterons de comparer la réalité criminelle dans l’espace. Cela nous sera 
nécessaire, en particulier dans les chapitres suivants, pour mener une analyse empirique de la 
fonction  d’offre  de  sécurité.  Nous  ne  pouvons  ignorer  que  l’on  se  heurte,  là  encore,  à 
l’obstacle de la comparabilité des données entre pays. Néanmoins des études transversales 
assez crédibles ont été réalisées pour des actes précis dans différents pays. En particulier, on 
peut  signaler  les  avancées  très  nettes  réalisées  dans  le  cadre  European  Sourcebook,  qui 
permet,  du  moins  sur  une  période  récente  (1990-2003),  de  faire  des  comparaisons 
relativement fiables entre les pays occidentaux 
328. Nous verrons plus loin dans cette partie 
comment il nous a été possible de tirer partie de cet apport significatif pour notre analyse 
empirique.  Ainsi,  nous  utilisons  les  statistiques  officielles  en  restant  conscients  de  leurs 
faiblesses,  anciennes  mais  aussi  contemporaines,  qui  fragilisent  la  mise  en  perspective 
historique. Néanmoins, les grands traits que nous mettrons en évidence transcendent de telles 
interrogations, même si ces dernières sont légitimes.   
                                                 
328 Il nous semble que ce n’est pas le cas du United Nations Crime and Justice Information Network (UNCJIN), 
pour  lequel  des  enquêtes  ont  été  effectuées  sans  s’attacher  suffisamment  aux  spécificités  statistiques  des 
différents pays. Cette source est donc entachée de biais très importants.    258 
     
IV.C. Une pacification constatée  
 
 
Rappelons  que  la  thèse  soutenue  dans  cette  partie  met  en  évidence  la  succession  d’un 
mouvement  séculaire  de  pacification  des  mœurs  suivi  d’un  renversement  au  cours  des 
dernières décennies dans la plupart des pays occidentaux développés. Ce double mouvement a 
conduit à une « déception des anticipations » de la part de la population, rendue d’autant plus 
sensible aux phénomènes étudiés que ceux-ci ont connu dans le passé une longue période de 
décroissance. Nous privilégions, dans la perspective historique, un examen plus particulier 
des  actes  de  violence  qui  constituent  les  principaux  générateurs  de  la  peur  et  de  la 
préoccupation citoyenne, provoquant une forte divergence des deux fonctions de demande 
étudiées jusqu’à présent d’un point de vue théorique.  
 
Certes, la violence a toujours exercé une fascination sur l’homme, mais l’on ne peut ignorer, 
au niveau macro historique, que ses conduites se sont globalement apaisées depuis l’évolution 
de l’espèce. La violence a longtemps été partout, dans la nature comme dans l’homme : voir 
l’assassinat d’Abel par Caïn ou le martyr de Jésus qui, respectivement, ouvre et ferme les 
deux Testaments. « Primate agressif », selon l’expression du naturaliste Lorenz 
329, l’homme 
s’est  longtemps  battu  pour  conserver  son  territoire  de  chasse.  Nos  ancêtres,  comme  le 
montrent  les  peintures  rupestres  et  tombales,  étaient  violents.  Le  culte  de  la  domination 
physique était très présent. La violence remplaçait la plupart du temps le dialogue. La torture 
a été courante, et même institutionnalisée sous l’inquisition. Au cours du Moyen Age, les 
données dont nous disposons en Angleterre montrent une violence inouïe des chevaliers, des 
brigands, mais aussi des paysans, qui marque tous les rapports sociaux. La vie humaine étant 
fragile, elle n’est pas très respectée. Les campagnes sont bien moins sûres que les villes et 
l’on y tue beaucoup. On meurt souvent de ses blessures, fait qui a plus trait à l’évolution de la 
médecine  qu’au  comportement  des  populations  mais  qui  aura,  on  le  verra,  une  influence 
notable sur la pacification des mœurs. L’Etat, le clergé, la noblesse, sont très violents. La 
violence n’est donc pas, au regard de l’histoire, l’apanage du hors-la-loi.  
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Au regard de cette description, que dire de l’évolution constatée historiquement ? Constate-t-
on un mouvement régulier de pacification des mœurs, au fur et à mesure qu’une contrée se 
familiarise avec la civilisation, ou, plutôt, des variations non monotones du niveau de violence 
et de crime ? L’hypothèse dominante est bien celle d’une lente pacification des mœurs, tout 
du moins, pour le phénomène qui nous occupe, depuis l’époque moderne. C’est cette dernière 
que l’on va désormais retracer, à travers ses traits généraux, mais aussi en allant un peu plus 
dans l’intimité des actes commis.   
 
 
IV.C.1. Une acceptation tacite de la violence  
 
 
Ce qui nous frappe, dès l’abord, est sans doute la place omniprésente de la violence dans ce 
que l’existence humaine a de plus quotidien. Ce trait est d’autant plus étonnant, à priori, dans 
les  régions  où  le  rayonnement  d’une  civilisation  coexiste  avec  les  actes  les  plus  cruels. 
L’exemple  de  l’Italie  est  significatif,  alors  même  que  cette  région  était  d’une  vivacité 
intellectuelle inégalée durant la Renaissance, ne préjugeant en rien, comme les voyageurs et 
les historiens ont pu le montrer, de la grande violence qui peut y régner 
330.  
 
De même, dans la statistique criminelle d’Anvers, au cours de la seconde moitié du 14
ème, 
même alors qu’elle n’est qu’une agglomération de taille secondaire, la violence occupe la 
première place : bagarres sanglantes, blessures, meurtres, arrivent avant les vols. Une étude 
sur  la  vie  quotidienne  de  la  ville  de  Gand,  au  bas  Moyen  Age,  révèle  que,  là  encore,  la 
violence  est  générale,  même  au  sein  de  l’élite  urbaine 
331.  Cependant,  si  la  brutalité  est 
généralisée, elle n’est pas vue comme l’élément emblématique de la criminalité de ce temps. 
Si aujourd’hui, la violence et la mort nous angoissent, tel n’est pas le cas au Moyen Age 
332.  
 
Effectivement, le Moyen Age vit la mort comme un épisode de la vie. Ce n’est alors pas la 
violence qui choque et représente le « crime » par excellence, mais bien plutôt le vol. A cette 
époque, « le vol est non seulement le crime par excellence, mais aussi, et surtout, le révélateur 
                                                 
330 Cf. Martines (1972). 
331 Cf. Nicholas (1970).  
332 Philippe Ariès, dans son Essai sur l’histoire de la mort en occident du Moyen Age à nos jours, nous montre 
excellemment le glissement qui s’est opéré dans nos mentalités et nos réactions face à la mort ; comment nous 
sommes passés d’une vision de la mort comme « apprivoisée » à une mort « interdite ».     260 
le plus significatif de processus de désocialisation »
333. C’est précisément cette désocialisation 
qui suscite l’angoisse. On le voit au travers des traitements réservés aux vagabonds : ne pas 
être  dans  une  trame  sociale  apparaît  comme  une  atteinte  à  la  société  toute  entière.  Si  la 
violence, même punie – parfois sévèrement – n’est pas infamante socialement, il en est tout 
autrement du vol, qui suscite haine et mépris. La lutte est régulière, souvent sans pitié, comme 
nous le rappelle Fawtier, dans son Histoire des institutions françaises au Moyen Age
334. La 
peine de mort, le plus fréquemment le gibet, venait souvent punir de tels méfaits, d’autant 
plus s’ils étaient commis par de pauvres hères.  
 
C’est à la fin du Moyen Age que la méfiance commença à s’orienter plus particulièrement sur 
les bas étages de la hiérarchie sociale. Au moment où les seigneurs semblent guerroyer moins 
fréquemment, la figure de « l’autre » est de moins en moins représentée géographiquement et 
de plus en plus socialement. L’opinion publique comme la justice ont des soupçons de plus en 
plus lourds sur les mendiants et les vagabonds. On les rend ainsi responsables d’un grand 
nombre de crimes, méfaits et meurtres 
335. Mais l’arbitraire ne pourrait tout expliquer, comme 
le montrent les archives. Dans la plupart des cas, les criminels sont des employés, des salariés 
agricoles, des arrivants de fraîche date de la campagne :  bien souvent, des personnes qui 
n’étaient  pas  stabilisées  dans  l’organisation  sociale  légale.  Il  y  a  donc  bien  une  frontière 
sociale, comme le souligne Geremek : « En simplifiant, on peut dire que les recherches sur la 
criminalité font apparaître une sorte de ‘frontière sociale’, de frange de la société organisée, 
où  le  travail  s’entremêle  avec  le  crime.  Le  passage  vers  la  marginalité  s’opère  selon  un 
dégradé de couleurs ; il n’y a pas de barrières figées entre la société et ses marges, entre les 
groupes et les individus qui observent les normes établies et ceux qui les violent »
336. 
 
A  la  fin  du  Moyen  Age,  on  passe  d’une  vision  du  vagabondage  comme  caractéristique 
péjorative – presque risible, vers quelque chose de suspect, puis de coupable, devenant un 
délit en soi. Dès le 14
ème siècle, des ordonnances traitent le vagabondage, le refus de travailler, 
comme des crimes qu’il importe de réprimer. Au 15
ème siècle, des actes de loi viennent encore 
renforcer  de  tels  dispositifs 
337.  Prenons  quelques  exemples  en  Europe.  D’abord,  c’est 
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l’Angleterre, qui fit preuve de sévérité à l’encontre des vagabonds 
338, puis la France, par des 
procédures d’expulsion de quelques grandes villes. En revanche, en Castille, l’ordonnance de 
Jean 1
er, en 1387, autorisait les particuliers à arrêter les vagabonds pour les employer pendant 
un  mois,  sans  la  moindre  obligation  de  leur  verser  un  salaire 
339 .  On  entrait  dans  une 
dialectique visant à punir le mal par l’image qui lui était directement opposée : le refus du 
travail ne pouvait être rééduqué que par le travail. On voit bien que l’angoisse ne repose pas, 
en ces temps, sur une crainte de la violence, mais sur une désocialisation des individus ainsi 
que sur le vol qui peut en constituer une résultante. La violence, elle, n’est pas combattue car 
elle ne constitue pas un phénomène socialement discriminant – à l’inverse du vol. Elle se 
maintient donc à un niveau très élevé.   
 
A  la  fin  du  14
ème siècle et durant le 15
ème, la législation française enrichit son attirail de 
mesures : c’était désormais les travaux forcés 
340, puis les galères pour les récalcitrants 
341. Le 
16
ème  siècle  verra  une  évolution,  avec  l’utilisation  du  travail  forcé  des  vagabonds  dans 
l’industrie 
342. Là encore, l’Angleterre mettait au point des procédures encore plus sévères que 
les autres pays européens : c’est le statut établi au nom d’Edouard VI, en 1547, qui fut sans 
doute le plus dur. Chaque homme qui restait pendant au moins trois jours sans travail devait 
être considéré comme vagabond, la lettre V lui étant alors tatouée sur la peau avant de le 
livrer pour servitude à son dénonciateur ou à sa ville d’origine. Toute tentative de soustraction 
à ce traitement était punie sans pitié : l’esclavage perpétuel à la première tentative de fuite ; la 
mort à la seconde 
343. 
 
Dans les consciences, le vagabond est bien celui que Vexliard décrit comme un individu sans 
attaches  sociales  « qui  subsiste  sans  utiliser,  d’une  façon  constante,  les  mécanismes 
fonctionnels  reconnus  de  la  société  globale  dont  il  fait  partie »
344.  La  sévérité  était  donc 
nécessaire, mais pas encore pour la violence qui prospérait. Comme les outils de savoir et 
d’investigation manquaient, il était considéré comme nettement moins grave de se tromper en 
punissant un vagabond paisible, vivant de mendicité, que de laisser passer à travers les mailles 
d’un filet trop lâche un véritable bandit. Pourtant, à bien scruter l’histoire, ces deux catégories 
                                                 
338 Cf Putnam (1908).  
339 Cf. De Soto (1545).  
340 Cf. Geremek (1970), p.219.  
341 Cf. Clément (1886).  
342 Cf. Geremek (1974), p.348.  
343 Cf. Davies (1966).  
344 Cf. Vexliard (1957), p.97.   262 
sont véritablement différenciées. Le mendiant citadin devenait rarement le bandit que l’on 
rencontrait  sur  les  grands  chemins.  C’était  affaire  de  lieux  géographiques,  de  capacité 
d’échapper  à  la  répression  des  autorités,  de  capacité  à  s’introduire  dans  les  failles  de  la 
puissance publique, de jouer sur les rivalités de pouvoir aux marges des zones d’influence, de 
profiter d’une expérience ancienne de la guerre lorsque l’on était soldat sans engagement
345. 
Robin  des  bois  oeuvrait  dans  les  campagnes,  et  il  n’y  a  point  là  de  mythe innocent : les 
campagnes constituaient à la fois un vivier de recrutement et de tranquillité pour ces groupes, 
cachés, habiles et violents. Pour la puissance publique, le choix n’était cependant pas celui du 
discernement : à la ville où à la campagne, dès qu’un groupe, même extrêmement limité, se 
formait, l’inquiétude conduisait à la répression. Plus généralement, tout groupe à la marge de 
la  société  se  devait  d’être  contrôlé.  Bien  sûr,  les vagabonds, les anciens criminels – s’ils 
avaient pu sauver leur vie – étaient particulièrement en ligne de mire. Ils n’étaient pas les 
seuls :  les  juifs,  les  lépreux,  les  filles  de  joie,  furent  obligés  de  porter  des  « signes 
d’infamie »
346.  De  multiples  sources  provoquaient  l’exclusion  d’individus  ou  de  groupes 
appelés « les autres » : la religion, la santé, la morale…
347. 
 
Si la criminalité est crainte comme « désocialisation », il ne serait pas véritablement juste de 
s’en tenir là. Ce n’est pas un refus de rentrer dans l’organisation de la société qui fait peur, 
mais bien la perspective d’une autre forme d’organisation de la société, d’un autre ordre. Car 
la criminalité est bien pourvoyeuse d’une certaine forme d’ordre. La prison ou la taverne, sont 
des lieux structurants pour cette « autre » organisation de la société. Cette dernière est autant 
le lieu du loisir, de la vacance de l’esprit pieux, du jeu, que celui de la préparation méthodique 
d’un  « mauvais  coup ».  Pour  la  religion,  elle  devient  une  sorte  de  temple,  de  « nef  de  la 
contre-Eglise »
348. La taverne n’est donc pas seulement un lieu de désordre, mais elle stabilise 
l’existence criminelle, en établissant des liens internes au milieu ou avec de nouveaux entrants 
dans le milieu. Elle représente une sorte «d’anti-société »
349. Il fallait donc aller y débusquer 
ceux qui n’étaient pas conforme à l’ordre établi.   
 
                                                 
345 Voir, à propos de la tradition du brigandage, de sa genèse et de ses ressorts, Braudel (1966), Delumeau (1957) 
ou Hobsbawm (1972).  
346 Cf. Robert (1888).  
347 Voir les travaux de Michel Foucault sur les marges. En particulier, Les anormaux, cours prononcé au Collège 
de France en 1975.   
348 Cf. Toussaert (1963), p.389.  
349 Cf. Geremek (1974), p.344.   263 
C’est pour cela que les sociétés européennes du Moyen Age et même de l’Ancien Régime, 
firent la chasse aux vagabonds, particulièrement dans ces lieux de rassemblement. Mais, en 
chassant le vagabond, qu’il soit paisible ou voleur, ce ne sont pas les actes de violence qui 
sont combattus. Comme nous l’avons vu, l’opinion s’accommodait mieux que de nos jours de 
la mort et de la violence. En ne combattant que très modérément cette forme de criminalité, 
on  l’encourageait.  Du  fait  de  la  justice,  mais  aussi  parce  que  l’affirmation  de  l’intégrité 
physique des individus était faible : on hésitait moins avant de commettre un homicide. Il 
faudra  attendre  plusieurs  siècles  avant  que  la  justice  et  la  valorisation  de  la  vie  humaine 
n’incitent à la lutte contre les actes de violence ; à la pacification des mœurs. Les mœurs de 
l’Ancien Régime sont encore extrêmement brutales, et les grandes institutions commencent à 
peine à se mettre en place. La véritable évolution ne commencera à porter ses fruits qu’à partir 
du Siècle des Lumières pour être affirmée avec sans cesse plus de force au 19
ème siècle puis 
dans la première moitié du 20
ème. Voyons plus précisément cette transition, impulsée par le 
Siècle des Lumières.   
 
 
IV.C.2. Le Siècle des Lumières et ses conséquences sur les actes de violence 
 
 
Avec le Siècle des Lumières, on se situe au tournant d’une prise de conscience de « l’intégrité 
humaine ». Ce virage ne s’est pas opéré brutalement pour autant. Si les motifs de procès 
évoluent, si la puissance des forces policières s’accroît, on constate que l’évolution ne peut 
être que progressive. Par exemple, les crimes les plus atroces sont absents ou peu représentés 
dans  les  statistiques,  « comme  s’il  y  avait  un  parti  pris  tacite  de  les  considérer  comme 
négligeables et de détourner d’eux l’attention encombrante du public. Les délits contre les 
biens,  eux,  sont  massivement  présents  (…)  Il  semble  que  dans  un  monde  où  les  élites 
dirigeantes s’attachent à des valeurs désacralisées et rationnelles, les propriétés – qui sont à la 
fois des biens et des valeurs – concentrent sur elles le respect qu’on retire au surnaturel. »
350.  
 
Mais, peu à peu, une chasse à la violence, d’abord motivée quand le motif de cette violence 
est le vol, s’instaure et fait reculer les agissements les plus odieux, comme nous le verrons 
plus  en  détail  en  étudiant  les  mécanismes  explicatifs  de  la  pacification  des  moeurs.  Un 
                                                 
350 Cf. Petrovitch (1971), p.258.    264 
mouvement général s’amorce : une baisse globale de la violence qui se poursuivra longtemps. 
Les effets visibles de cette évolution n’apparaissent qu’un peu plus tard, au 19
ème siècle, alors 
que l’organisation des moyens d’investigation s’améliore. Paradoxalement, on pense alors que 
le danger s’accroît, tout particulièrement dans les villes comme Paris, et que celui-ci vient 
avec les Classes laborieuses 
351 . En réalité, l’écart est réellement bien minime entre la Seine 
(1.41 meurtres pour 100 000 habitants) et les départements environnants (1.25, pour l’Aube, 
l’Eure et Loire, la Marne, la Seine et Marne, la Seine et Oise et l’Yonne). Par ailleurs, ce taux 
est sans doute plus faible qu’il ne l’a jamais été. Le 19
ème siècle est donc bien celui de la 
pacification « visible », malgré l’opinion dominante à cette époque.  
 
En revanche, le Paris de la période 1890-1913 est relativement plus dangereux, avec un taux 
d’homicides parisien qui représente le double de celui observé en moyenne en province. Du 
fait de l’exode des malfaiteurs ruraux (on déverse le trop plein à Paris où il est facile de se 
dissimuler), de l’étourdissement et de la fête, le Paris de 1900 est sans doute plus violent que 
celui du 19
ème siècle. Cette augmentation n’est pas vraie à l’échelle du pays : il n’y a donc pas 
accroissement de la violence en France, mais focalisation dans la ville centre. Tarde, auteur au 
cœur de l’époque, le souligne : « la criminalité violente se localise, se réfugie dans les bas-
fonds des villes, cale infecte du vaisseau négrier de notre civilisation, sous-sol étranger au 
reste du bâtiment (…) Les villes deviennent les exutoires criminels des champs. Elles les 
écument  moralement  pendant  que  intellectuellement,  elles  les  écrèment »
352.  On  peut  le 
constater en examinant l’évolution du taux de traduction en assises pour 1000 habitants, sur la 
période  1831-1971,  qui  rend  compte  des  actes  de  violence  les  plus  graves  à  l’échelle 
nationale.  
 
                                                 
351 Cf. Chevalier (1958).  
352 Cf. Tarde (1890), p.183.    265 
Source : Activité des cours d’assises, établie par le CESDIP.  
 




En réalité, deux remarques doivent être formulées. D’abord, on se rend compte que la fièvre 
parisienne de la fin du 19è siècle n’est pas significative à l’échelle nationale. Par ailleurs, elle 
ne l’est pas non plus à l’échelle macro historique. Le mouvement est clair et décroissant sur la 
période étudiée. En revanche, il apparaît difficile d’avoir une vision fine de la réalité des 
violences à travers cet unique indicateur qui rend compte de plusieurs formes de crimes.  Il est 
donc nécessaire, si l’on souhaite avoir une vision correcte du processus évolutif de la violence 
sur les deux derniers siècles, d’examiner un peu plus précisément le devenir de ses différentes 




Souvenons nous du mouvement dessiné par Ariès dans son Histoire de la mort en Occident, 
de l’évolution progressive d’une vision de la mort comme fin naturelle et sereine de la vie 
vers  une  conception  qui  suscite  l’effroi.  Qu’elle  soit  naturelle  ou  provoquée  par  un  tiers, 
accidentelle ou volontaire, la mort suscite, à mesure que la vie devient moins fragile, une 
Evolution du taux d'accusation en assises (pour 1000 habitants) 
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angoisse  sans  cesse  croissante.  C’est  cette  angoisse  qui  a  contribué  à  rendre  la  vie  plus 
précieuse et mieux protégée après le Siècle des Lumières.  
 
En examinant les taux d’accusation de meurtre sur l’essentiel des deux derniers siècles, on 
vérifie  les  principaux  traits  de  ce  que  nous  avions  déjà  relevé.  Considérons  que  les 
performances des méthodes d’investigation n’affectent quasiment pas les statistiques de mise 
en accusation. On vérifie alors que le profil français est quasiment stable entre la fin du 19
ème 
et  le  début  du  20
ème  siècle,  période  « encadrée »  par  deux  longues  phases  de  pacification 
(1825-1870 et 1913-1960). De même, on peut vérifier que l’écart entre Paris et le reste du 
pays, relativement faible jusqu’en 1880, s’accentue durant la période de fin de siècle et au 
cours du début du 20























France  1.37  1.19  1.17  0.92  0.79  0.96  1.04  0.97  1.13  1.06 
Paris  1.77  1.42  1.44  0.94  0.85  1.03  1.70  1.98  2.14  1.55 
Source : Chesnais (1981). 
 
 
Tableau 14 : Evolution du taux d’accusation pour meurtre en France et à Paris (pour 100 000 
habitants) 
 
Plus  généralement,  la  tendance,  du  point  de  vue  macro  historique,  est  bien  celle  d’une 
pacification si l’on s’intéresse aux homicides, ce qui renforce la thèse émise au départ. En est-




Le viol présente une évolution tout à fait particulière que l’on ne peut comprendre à la seule 
analyse  des  chiffres.  Il  semble  que  la  fréquence  des  viols  ait  baissé  en  France  durant 
quasiment un siècle (entre 1880 et les années 60), avant d’exploser au cours des deux ou trois 
dernières  décennies. Mais, nous devons garder en mémoire qu’il est difficile de faire des 
comparaisons, puisque le viol est défini de manière très restrictive par le code pénal : certains 
actes  qui  y  ressemblent  sont  souvent  qualifiés  d’attentat  aux  mœurs.  Ajoutons  que  le 
comportement du public, sa propension à porter plainte, qui constitue un biais important dans   267 
la fiabilité des chiffres, s’est ici profondément modifié au cours du temps. La statistique des 
viols est donc un outil à utiliser avec d’infinies précautions.  
 
Cette difficulté à exploiter les données n’est pas compensée, à la différence des homicides, 
par de nombreux travaux : il est en effet impossible d’en trouver trace dans les travaux de 
criminologie ou dans les multiples analyses portant sur la violence. Prenons, par exemple, les 
travaux du comité présidé par Alain Peyrefitte en 1977, Réponses à la violence 
353,  ou leurs 
homologues – bien qu’antérieurs – américains, Violence in America 
354 : il n’est nullement fait 
référence à ce type de violence. Dès lors, il semble difficile de connaître avec précision les 
statistiques de phénomènes si peu étudiés. Il semble y avoir une sorte de désintérêt originel 
pour ce type de violence. Ce désintérêt à une incidence évidente sur l’importance accordée par 
la justice à des actes si peu connus : elle les enregistre, certes, mais a du mal à les qualifier 
355. 
Tentons néanmoins de démêler l’écheveau, et d’en dresser un historique. Celui-ci, du fait des 
données  extrêmement  parcellaires,  ne  pourra  être  que  succinct  et  fondé  sur  une  période 
récente.   
 
En France, avant une pacification des mœurs tardive, le taux de viols atteint des records sous 
le second Empire, avec la révolution industrielle et la venue de jeunes ruraux seuls, déracinés 
et en manque sexuel. Dès 1840, la croissance commence à être très forte, pour les raisons 
évoquées, et la décroissance ne s’amorcera qu’à partir des années 1880. Nous pouvons lire ci-
dessous les taux d’accusation de viols durant plus d’un siècle et demi. 
 
Années  1825-1830 1831-1840 1841-1850 1851-1860 1861-1870 1871-1880 1881-1890 1891-1900 1901-1910 
Taux de mises en 
accusation pour 
100 000 femmes 
1.7  2.0  3.2  4.7  4.8  4.8  3.7  3.0  2.1 
Source : Chesnais (1981).  
 
Tableau 15 : Evolution du taux d’accusation pour viol en France (pour 100 000 femmes) 
 
 
                                                 
353 Cf. Peyrefitte (1977).  
354 Cf. Graham et Gurr (1969).  
355 Cf. Fargier (1976).  
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On constate bien une pacification à l’échelle des siècles, malgré une poussée de fièvre à la fin 
du 19
ème siècle, et le très fort renversement des dernières décennies que l’on évoquera plus 
tard. Comme l’exprime, en 1860, le garde des Sceaux, à l’occasion des Comptes de la justice : 
« Cet accroissement déplorable du nombre de crimes contre les mœurs, que nous verrons plus 
loin se produire également dans le nombre des délits de même nature est, sans nul doute, la 
conséquence des développements de notre industrie et de l’agglomération, qu’elle amène dans 
les ateliers, d’ouvriers des deux sexes et de tout âge en contact permanent. ». Cette forme de 
violence s’essouffle vite à partir de 1880, lorsque les migrations urbaines deviennent mixtes, 
ce qui supprime les ghettos sexuels. Comme le souligne Corbin dans Les filles de noce, « à la 
période de désarroi et d’illégalisme sexuel lié à l’abandon de la famille rurale, succède une 
période d’adaptation »
356. Enfin, la prostitution de cabaret s’étend et canalise les pulsions tout 
en propageant des maladies vénériennes, autre angoisse pour la stabilité de la société. 
 
Les coups et blessures 
 
Pour les coups et blessures, le cheminement est encore différent de celui des homicides et des 
viols  et  l’on  a  parfois  du  mal  à  arbitrer  entre  la  réalité  des  chiffres  et  l’évolution  de  la 
qualification. Par exemple, la loi de 13 Mai 1863 transforme en délits les faits de coups et 
blessures ayant entraîné un arrêt de travail de moins de vingt jours, ce qui n’était pas le cas 
auparavant. Il semble, malgré tout, que la baisse de ces phénomènes soit plus récente que 
celle concernant les homicides et les viols. L’ivresse en est sans doute l’une des premières 
responsables. La loi du 17 Juillet 1880, qui libéralise le commerce des boissons, fait exploser 
l’ivresse publique : en 10 ans, la consommation d’alcool pur par adulte passe de 23.3 à 32.6 
litres. En 1901, il y a, en France, 464 000 débits de boissons 
357. Ainsi, la socialisation devient 
de plus en plus celle des troquets, avec les rixes qui peuvent en résulter.  
 
Seules les guerres ont été à même de mettre un frein à cette consommation. En France, la 
consommation atteint un pic en 1930 pour ensuite chuter de façon régulière. Il en est de même 




                                                 
356 Cf. Corbin (1978), p.278. 





















Nombre  13656  15100  17521  16892  21862  22832  28370  34800  34906  24104 
 Source : Chesnais (1981).  
 
Tableau 16 : Nombre annuel moyen de prévenus pour coups et blessures 
 
 
On  constate  effectivement  que  l’évolution  constatée  pour  les  coups  et  blessures  est  plus 
chaotique que dans le cas des homicides et des viols. Cependant, la croissance, notamment 
dans  la  seconde  moitié  du  19
ème  siècle,  doit  être  modérée  par  la  prise  en  compte  d’une 
croissance de la population, de l’amélioration des moyens de détection et de l’évolution de la 
qualification.  La  décroissance  de  ces  phénomènes  se  fait  véritablement  sentir  à partir des 
années 30, ce qui est plus récent que pour les faits mentionnés plus haut.  
 
De  manière  générale,  si  les  coups  et  blessures  ont  augmenté  au  cours  du  19
ème  siècle,  il 
semble bien que la grande violence, que l’on peut appréhender à travers l’activité des cours 
d’assises,  n’a  jamais  cessé  de  baisser  jusqu’aux  dernières  décennies.  L’hypothèse  de 
pacification en est-elle pour autant justifiée ?    
 
Débats sur la violence :  pacification ou non ?  
 
Les arguments sur la question de la pacification des moeurs sont souvent divergents et les 
statistiques n’ont pas toujours une précision suffisante pour trancher les questions soulevées, 
notamment lorsque la qualification des actes évolue. Pour Tarde, par exemple, si la visibilité 
des  crimes  dans  les  statistiques  a  diminué,  celle  des  délits  aurait  augmenté  de  façon 
importante 
358. Le double mouvement – diminution des crimes, augmentation des délits – ne 
serait donc pas dû à un adoucissement des hommes, mais à une attitude judiciaire visant à 
correctionnaliser les crimes peu graves. De cette façon, « transformés de la sorte en affaires 
correctionnelles, les faits criminels sont frappés plus sûrement de peines moindres… » 
359 . 
On aurait donc une volonté de punir moins lourdement, mais plus sûrement. Cette attitude 
                                                 
358 Cf. Tarde (1890).  
359 Cf. Tarde (1890), p.65.     270 
s’inscrira plus tard dans un débat très fécond  - on le verra par la suite, notamment après les 
travaux de Gary Becker 
360.  
 
Pour Tarde, il n’y a pas changement véritable, mais transvasement des crimes vers les délits : 
par exemple, les vols qualifiés ou attentats à la pudeur contre les adultes, quittent la colonne 
des  crimes  en  même  temps  qu’ils  remplissent  et  étoffent  celle  des  délits.  Pour  lui,  la 
diminution essentielle des crimes se fait sur ceux qui peuvent être correctionnalisés, et non 
pas sur les autres, qui constituent un noyau incompressible sinon croissant : « La diminution 
de la grande criminalité a donc porté principalement sur les crimes contre les propriétés. C’est 
le contraire qui aurait eu lieu si cette diminution eût été autre chose qu’un escamotage. »
361. Il 
en conclut que « le nombre des crimes, comme celui des délits, mais seulement dans une 
mesure moindre, a subi une augmentation »
362 au cours de la seconde moitié du 19
ème siècle. 
Cela, à première vue, remet en question la thèse fondamentale d’une pacification séculaire des 
mœurs. Néanmoins, les statistiques judiciaires ne semblent pas confirmer ce point de vue, 
puisque l’augmentation des assignations en tribunal correctionnel est, certes visible, mais peu 
importante comme nous l’avons constaté sur le graphique ci-dessus.  
 
Pour Tarde, il y a bien une maîtrise des passions au fil du temps, mais elle engendre un 
développement de la cupidité, non une « pacification des mœurs ». Ainsi, « la cupidité paraît 
avoir grandi en même temps que la fortune publique. De 1826 à 1830, elle était treize fois sur 
cent  le  mobile  déterminant  des  crimes  d’assassinat,  de  meurtre,  d’empoisonnement  et 
d’incendie.  Cette  proportion  s’est  élevée  par  degrés  à  20  pour  100  en  1856-60,  puis  est 
redescendue  à  17  en  1871-75,  pour  se  relever  en  1876-80  et  atteindre  22  pour  cent.  A 
l’inverse, l’amour, qui était treize fois sur cent, il y a cinquante ans, le mobile des mêmes 
crimes,  ne  l’est  plus  que  8  fois  sur  100.  Evidemment,  l’amour  a  baissé  où  la  cupidité  a 
monté »
363.  Pour  Tarde,  la  maîtrise  des  passions  ne  civilise  pas  l’humanité :  on  assassine 
autant – voire plus, mais pour de nouvelles raisons. Là encore, les statistiques criminelles 
tendent à démentir cette vision des faits.  
 
Pour Le Roy Ladurie, l’apparition du suffrage censitaire a modifié de manière notable notre 
structure  émotionnelle,  en  liant  de  manière  croissante  pouvoir  économique  et  pouvoir 
                                                 
360 Cf. Becker (1968).  
361 Cf. Tarde (1890), p.67.   
362 Cf. Tarde (1890), p.69.  
363 Cf. Tarde (1890), p.72.    271 
politique
364. Alors que la propriété devient le fondement de l’organisation sociale et du droit 
politique,  la  criminalité  émotive  régresse  au  profit  de  la  criminalité  rationnelle 
d’appropriation. C’est donc, de plus en plus et de façon irréversible, la propriété qui retient 
l’attention à la fois du criminel potentiel et du juge. Les historiens sont donc d’accord : les 
passions se sont domestiquées au fil du temps. En revanche, il y a divergence quant au fait de 
savoir si la violence de la société a baissé ou non. Même si nous ne pouvons prétendre avoir 
toutes les informations nécessaires pour trancher un tel débat, les indices que nous avons 
construits en nous fondant sur les statistiques des tribunaux semblent démontrer une assez 
nette pacification des mœurs. Certes, un biais juridique, lié à la qualification des actes, peut 
être invoqué. Il est d’ailleurs sans doute réel. Mais il semble qu’il modère plus qu’il ne remet 
véritablement  en  question  l’hypothèse  d’une  pacification  des  mœurs.  Cette  évolution, que 
nous  avons  brièvement  retracée  au  niveau  français,  mérite  d’être  mise  en  perspective :  il 
apparaît  alors  que  si  des  différences  notables  existent  entre  les  régions,  celles-ci  se  sont 
largement  estompées  au  fil  du  temps  dans  le  cadre  d’un  mouvement  assez  général  de 
pacification des mœurs.        
 
 
IV.C.3. Des particularismes régionaux…qui s’estompent  
 
 
Nous verrons plus bas, à la faveur de l’analyse des mouvements explicatifs de la pacification 
des mœurs, que l’histoire culturelle des peuples est déterminante dans les actes de criminalités 
observés.  Avant  la  fluidification  –  très  récente  –  des  mouvements  de  populations,  des 
informations et des biens culturels, il n’est absolument pas choquant de constater que les 
comportements criminels, gouvernés par des mœurs plus généraux, dépendent fortement des 
régions observées.  
 
On constate d’abord de grandes différences entre les pays du Nord et du Sud, mais aussi entre 
les  différentes  régions  à  l’intérieur  d’un  même  pays.  Par  exemple,  le  taux  d’homicide  a 
longtemps  été  beaucoup  plus  élevé  au  Sud  qu’au  Nord  de  la  France.  Le  contraste  est 
également très marqué en Italie ou en Allemagne. Les vieux centres urbains sont aussi moins 
touchés que les nouvelles villes nées de la ruralité. Aux Etats-Unis, la différence est très 
grande entre le Nord et le Sud, dans lequel le lynchage a longtemps été un moyen expéditif de 
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se faire justice. Curieusement, ces différences ne sont pas très anciennes. Nous constatons, en 
réalité, un mouvement de divergence puis de convergence des comportements analysés selon 
le prisme de la violence.  
 
Comme nous l’explique Geremek 
365, les grands processus qui gouvernent la criminalité à la 
sortie du Moyen Age sont à peu près les mêmes au sein de l’Europe. Les motivations, les 
modalités, à la fois du côté criminel et de celui de l’autorité, se ressemblent lorsque l’on 
examine les cas de la France, de l’Espagne, de l’Angleterre, de la Bohême ou de la Pologne. 
Ce n’est que plus tard que les divergences vont s’opérer, avec le siècle des Lumières et la 
naissance du capitalisme industriel. D’un côté, les mœurs se pacifient en même temps que les 
sanctions deviennent moins cruelles. De l’autre, la dépendance paysanne perdure et précipite 
souvent les individus vers les marges de la société. La convergence ne s’est opérée que plus 
tard,  bien  après  l’ouvrage  du  Siècle  des  Lumières.  Quelques  exemples  permettent  de 




Outre Manche, la domestication des violences s’est accomplie assez tôt, mais le Moyen Age 
anglais fut particulièrement violent, comme le montrent les travaux de Given 
366. Les taux 
d’homicide sont dix fois plus élevés dans cette Angleterre moyenâgeuse que dans le pays 
d’aujourd’hui.  Une  ville  comme  Oxford  enregistre  jusqu’à  110  meurtres  pour  100  000 
habitants, ce qui fait penser aux chiffres connus dans certaines villes de la Colombie actuelle. 
Cependant, le recul de la violence a été très précoce, précédant même l’introduction d’une 
police efficace. Depuis l’école, est inculquée une culture de responsabilité et d’horreur de la 
barbarie.  Dans  le  même  mouvement,  l’Angleterre  recherche  une  précision  sans  cesse 
croissante de ses statistiques criminelles, avec la publication, dès 1857, de séries homogènes.  
 
Il semble que la pacification des mœurs soit intervenue en Angleterre plus tôt qu’en France. 
Si l’on examine les statistiques criminelles anglaises, on se rend compte que, sur la plage 
temporelle 1857-1920, la « loi statistique des causes accidentelles », proposée en 1848 par le 
belge  Quételet  peut  s’appliquer.  Elle  est  énoncée  comme  suit :  « parmi  les  ‘ensembles 
organisés’, tous les éléments varient autour d’un état moyen, et les variations, provenant de 
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causes accidentelles, sont régulées avec une telle harmonie, une telle précision, que l’on peut 
les classer de façon numérique, par ordre de magnitude, et à l’intérieur de leurs bornes »
367. 
Or, lorsque l’on regarde les statistiques des faits criminels connus en Angleterre sur la période 
étudiée 
368 , on constate que ces affirmations sont vérifiées. Il y a bien un état médian, avec 
deux bornes, supérieure et inférieure, qui correspondent à une variation d’environ 20% par 
rapport à cet état, ce qui est faible.  
 
Deux  éléments  peuvent  donc  être  mis  en  lumière :  d’abord,  on  constate  que  les  chiffres 
donnés sont très bas, et ce malgré la création d’un appareil statistique et d’une couverture 
policière efficaces, éléments qui ont tendance, du moins dans un premier temps, à accroître le 
niveau apparent de criminalité. On observe, par ailleurs, une grande stabilité historique. Alors 
que  la  France  se  caractérise  par  de  fortes  variations  au  niveau  micro  historique  et  une 
tendance générale à la baisse du point de vue macro historique, l’Angleterre de cette époque 
présente un profil relativement constant. Cela nous amène à penser que le régime anglais est 
déjà stabilisé, contrairement à bien des pays européens, notamment latins ou méditerranéens. 
Certains  en  vinrent  même  à  parler  de  « miracle  anglais »
369.  Ces  observations  sont 
intéressantes pour l’ensemble de l’Europe, ayant conduit à échafauder nombre de théories sur 
cette « transition criminelle » et, plus généralement, sur le fait criminel en tant que tel. Nous 




Les peuples méditerranéens ont, d’après les voyageurs et les historiens, gardé assez longtemps 
des mœurs violentes. L’Italie était reine des paradoxes avec, durant les mêmes années, une 
culture qui faisait du pays entier un musée, coexistant avec des étendues de campagne dans 
lesquelles la vie humaine ne valait pas cher. Burckhardt, pourtant admiratif de la Renaissance 
italienne, n’hésite pas à affirmer dans son Cicerone : « Au quinzième siècle, dans certaines 
régions  de  l’Italie,  où  ne  pénétrait  pas  la  culture,  les  gens  de  la  campagne  tuaient 
régulièrement tout étranger qui tombait entre leurs mains. Cette coutume existait notamment 
dans les parties reculées du Royaume de Naples »
370.  
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Plus tard encore, Naples, en sombrant dans l’anarchie à partir du milieu du 19
ème siècle, fut la 
ville  qui  battit  les  records  de  criminalité  violente  jusqu’à  la  formation  de  l’Etat  italien. 
Comme le signale Bournet, dans son ouvrage sur La criminalité à Naples, 4300 crimes de 
sang furent commis dans la seule Province de Naples durant l’année 1861, soit un taux de plus 
de soixante pour mille 
371. La Maffia, d’origine politique et autonomiste devint peu à peu une 
gigantesque corporation du crime. Ce n’est qu’au tournant du siècle que l’on pourra se rendre 
compte réellement d’une amélioration notable du point de vue du niveau de violence. A telle 
enseigne  que  Tarde  trouvait  justifiable  d’opposer,  à  la  fin  du  19
ème  siècle,  peuples 
méditerranéens et contrées « civilisées » dans une mise en accusation plus large que la seule 
Italie : « Les pays de vendetta, la Corse et l’Italie méridionale, peuvent être considérés à cet 
égard comme des îlots de barbarie survivante au milieu de notre civilisation, quoique de plus 
en plus envahis par sa marée ascendante ; or, par le chiffre extrêmement supérieur de leur 
criminalité vindicative et sanguinaire, autant que par le chiffre extrêmement inférieur de leur 




Le particularisme de l’Italie vient du fait que la baisse de son taux de criminalité, à la fin du 
19
ème siècle ne s’expliqua pas seulement pas une civilisation des mœurs. Effectivement, par 
une forte émigration, il y eut une exportation de la violence, notamment dans le midi de la 
France ou aux Etats-Unis. Des immigrés du Sud de l’Italie arrivaient, souvent analphabètes, 
faisant de la criminalité l’un de leurs moyens privilégiés d’élévation sociale. Leurs enfants 
allèrent ensuite à l’école et s’élevèrent culturellement. Cette organisation d’italiens, mise en 
place aux Etats-Unis ne fut pas découverte aisément du fait de l’omerta qui régnait, même sur 
le continent américain. Les résultats en Italie furent visibles assez rapidement. En 1880, la 
cours d’appel de Naples a sept fois moins de crimes de sang à juger, alors que la population a 
cru de plus de 20% durant les vingt années précédemment écoulées : le taux a donc été divisé 
par plus de 8 en 20 ans. Cette tendance s’observe pour l’ensemble de l’Italie au cours de cette 
même période, due à l’action conjuguée de la pacification des mœurs et de l’émigration : le 
taux d’homicide passe alors de 15 à 2 pour 100 000 habitants.  
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Il importe de distinguer dans cette évolution l’hétérogénéité des faits de violence à l’échelle 
de la botte italienne. Le contraste est saisissant entre le Nord – individualiste et industriel – et 
le  Sud  –  communautaire  et  paysan :  le  Nord,  comme  les  villes  françaises,  connaît  une 
évolution rapide de la criminalité violente vers la délinquance d’appropriation. Le Sud, un peu 
à la manière de nos campagnes, reste avec un fort niveau de crimes de sang (même s’il y a 




Aux Etats-Unis, la violence a nécessairement une place ambivalente, dans une contrée ou la 
condamnation morale et puritaine de la violence voisine avec le mythe du héros au revolver. 
Comme le soulignent plusieurs criminologues, « l’arme est l’œuvre d’art, le bijou, la source 
du pouvoir et un symbole de virilité. Rien ne mérite plus de respect »
373. Alors que le tiers des 
homicides français est commis à l’aide d’une arme à feu, cette part s’élève à deux tiers aux 
Etats-Unis. L’arrivée de vagues successives de migrants s’ajouta à ce contexte « culturel » : 
en  particulier,  l’émergence  de  « familles »  mafieuses  issues  du  Mezzogiorno  renforça  un 
temps la prééminence de la violence dans la société américaine. Mais, l’arrivée des migrants 
de l’Italie n’a pas été nécessaire pour que les Etats-Unis connaissent des bouffées de violence.  
 
La  fin  du  19
ème siècle fut particulièrement sanglante, la criminalité violente s’enflammant 
dans les grandes villes après la fin de la guerre de sécession. Par exemple, les mouvements 
sociaux, moins fréquents que dans les pays européens, se sont souvent caractérisés par une 
grande violence, à l’image de la grève des chemins de fer de 1877 et de ses centaines de 
morts. Malgré ces éléments, on a pu constater aux Etats-Unis, dans une mesure moindre qu’en 
Europe Occidentale, un mouvement de pacification des mœurs, avant un renversement de 
conjoncture dans la seconde moitié du 20
ème siècle. 
 
Les pays du froid 
 
Signalons,  puisque  notre  propos  est  d’effectuer  une  rapide  comparaison  occidentale  des 
mouvements de pacification des mœurs, le cas quelque peu particulier des pays européens de 
grand froid. A titre anecdotique, Quételet avait formulé au 19
ème siècle une « loi thermique » - 
l’une des premières lois de la criminologie - qui stipulait que les climats chauds se prêtent 
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particulièrement bien aux crimes de sang. Le finlandais Verkkö fut l’un des premiers à la 
remettre  en  question  à  travers  l’exemple  de  son  pays :  en  1930,  le  taux  de  mortalité  par 
homicide était de plus de 10 pour 100 000 habitants en Finlande, alors qu’il n’était plus que 
de 3 en Italie et d’environ 1 dans les pays comme le France, plus bas encore en Angleterre (de 
l’ordre  de  0.5).  Cet  élément  s’explique  sans  doute  par  la  consommation,  parfois  effrénée 
d’alcool, qui donne lieu à des pugilats sanglants. Des pays comme la Pologne, la Roumanie, la 
Lituanie  ou  la  Russie,  confirment,  dans  une  mesure  moindre,  une  telle  explication. 
Néanmoins,  ces  éléments  ne  remettent  pas  en  cause,  là  encore,  l’observation  tendancielle 
d’une  pacification  des  mœurs.  Même  si  les  particularismes  régionaux  se  sont  longtemps 
exprimés – et s’expriment encore - du point de vue des actes de violence, leur baisse séculaire 
et  la  relative  convergence  des  taux  observés  parmi  les  pays  occidentaux  constituent  des 
tendances statistiquement robustes.      
 
Mécanismes de la convergence 
 
Nous verrons plus précisément par la suite les mécanismes générateurs de la pacification des 
mœurs.  Il  est  en  revanche  souvent  difficile  de  comprendre  comment  ces  mécanismes  se 
diffusent  entre  les  peuples,  avec  des  écarts  temporels  si  faibles  au  regard  des  périodes 
analysées.  
 
Les mélanges entre les peuples sont essentiels dans cette diffusion des mœurs, comme le 
souligne Tarde :  « Une société en progrès doit multiplier ses rapports extérieurs, renouveler, 
grossir par des afflux incessants, parfois incohérents, son bagage de découvertes qui suscitent 
les systèmes et les programmes les plus inconciliables et engendrent un trouble extraordinaire 
des consciences : d’où une poussée momentanée de délits. Les délits sont en quelque sorte les 
éruptions cutanées du corps social : (…) ils révèlent l’introduction, par le contact avec les 
voisins, d’idées et de besoins étrangers en contradiction partielle avec les idées et les besoins 
nationaux. »
374.  Par  ailleurs,  on  constate  souvent  que  les  régions  les  plus  ouvertes  aux 
influences  extérieures  sont  également  les  plus  agitées.  Mais,  il  s’agit  généralement  d’un 
moment  nécessaire  dans  le  partage  des  idées ;  moment  qui  précède  une  croissance  de  la 
civilisation. Si l’on accepte une telle hypothèse, on comprend alors mieux pourquoi les phases 
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de pacification observées ne peuvent être linéaires au niveau micro historique et ne coïncident 
pas toujours parfaitement entre les différents pays.  
 
L’organisation que nous adoptons ici s’adapte au cas de la France : une lente pacification des 
mœurs suivie d’une hausse de la criminalité depuis quelques décennies. Nous verrons plus 
tard qu'il est toujours difficile de dater ce retournement. Par exemple, en France, la hausse de 
la prédation a précédé celle de la violence (respectivement observées dans les années 60 et 
80). De même, comme les mouvements de pacification, les renversements de tendance ne 
coïncident pas toujours. Certains pays peuvent être encore dans une phase de pacification 
alors que d’autres subissent un regain de violence. C’est le cas de l’Angleterre, qui  précède la 
France, dans les deux mouvements qui structurent notre analyse.  
 
Alors que le taux de mortalité par homicide baissait de 1,9 à 1,2 en Italie, entre les années 50 
et 70, l’évolution était inverse en Angleterre où ce même taux passait de 0,5 à 1,0. Dans le 
même  temps,  ces  taux  étaient  stables  en  France  comme  en  Allemagne 
375.  En  réalité,  de 
puissants  mécanismes  de  diffusion  entraînent  fréquemment  une  convergence  des 
comportements criminels. Le cas des Etats-Unis est sans doute un peu particulier dans la 
mesure  où  la  pacification  des  mœurs  n’y  a  jamais  été  aussi  franche  qu’en  Europe.  Bien 
évidemment, la convergence entre les contrées n’est pas immédiate : nous le constatons pour 
ce  qui  est  du  mouvement  de  pacification  des  mœurs  comme  dans  le  cas  plus  récent  de 
l’augmentation des actes de criminalité.  
 
Les différences de temporalité sont néanmoins minimes le plus souvent. Le trait saillant de 
l’analyse  réside  plutôt  ici  dans  la  confirmation  d’une  convergence  de  la  plupart  des  pays 
occidentaux développés dans un mouvement de pacification des mœurs, prenant sa source 
dans le  Siècle des Lumières et devenant véritablement visible au cours du 19
ème siècle. Cette 
évolution,  qui  coexiste  avec  une  prise  en  compte  plus  grande  de  l’importance  de  la  vie 
humaine, a rendu les populations d’autant plus sensibles à la violence que celle-ci se faisait 
plus rare. Le renversement de tendance que l’on analysera plus en détail par la suite, récent à 
l’échelle macro historique mais significatif, en sera perçu d’une manière d’autant plus forte 
par les populations qu’il a été précédé de cette pacification. Avant de prolonger la chronologie 
criminelle  pour  examiner  les  faits  récents,  il  importe  de  s’arrêter  sur  le  mouvement  de 
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réduction des actes de violence que nous venons de décrire, afin d’en dégager les causes et les 
ressorts, à la fois liés aux mœurs des populations et aux institutions qui les socialisent. 
 
    279 
IV.D. Mécanismes explicatifs de la pacification des mœurs  
 
 
L’évolution dynamique du fait criminel permet de mieux comprendre comment s’élabore la 
seconde fonction de demande de sécurité pour cette classe de risques. En effet, la société est 
d’autant plus sensible à ces phénomènes qu’ils ont longtemps décru, en particulier pour ce qui 
est de la violence. Une première phase, prenant corps durant des siècles, met effectivement en 
évidence  une  baisse  des  phénomènes  étudiés  au  niveau  « macro  historique ».  Bien 
évidemment,  ce  mouvement  n’a  pas  été  linéaire  et  a  subi  de  nombreux  soubresauts  qui 
participent eux mêmes de la tendance générale. Avant de s’interroger sur le renversement 
intervenu dans les dernières décennies, il est important de cerner ce qui fut à l’origine d’une 
telle  décroissance.  Comment, à partir d’une société fondée sur l’agressivité et l’excès, un 
glissement a-t-il pu s’opérer ? En réalité, le mouvement qui attire notre attention provient de 
la  concordance  de  deux  forces  motrices  qui  dialoguent  et  se  complètent.  D’une part, une 
modification de l’agressivité, qui prit progressivement une importance moins grande dans la 
société  ;  de  l’autre,  un  ensemble  d’institutions  conduisant  à  une  socialisation  croissante 
d’individus de plus en plus contrôlés. Ces deux mécanismes se sont complétés et prolongés 




IV.D.1. Une modification de l’agressivité  
 
 
L’Angleterre constitue un fil conducteur assez pertinent pour nous permettre de comprendre 
comment l’agressivité peut décroître, alors même que des institutions de surveillance ne se 
sont  pas  encore  mises  en  place.  C’est  la  première  des  deux  forces  motrices.  En  effet,  la 
violence a reculé, dans ce pays, avant même l’introduction d’une police efficace. Alors que la 
maréchaussée  française  a vu le jour en 1720, la police anglaise fut quasiment inexistante 
jusqu’au milieu du 19
ème siècle. Et pourtant, la criminalité avait commencé à baisser dans des 
proportions drastiques bien avant cette période. Comment l’expliquer ? Si nous regardons de 
plus près, nous nous apercevons que la culture d’outre-Manche a eu très tôt en horreur la 
violence comme le brigandage. Parfois même, les criminels, à plus forte raison les meurtriers,   280 
se faisaient justice eux-mêmes dans un mouvement de dégoût pour leur geste passé. Ce trait 
historique, précoce en Angleterre, s’inscrit dans un mouvement plus général de décroissance 
de l’agressivité, particulièrement marquant dans les pays développés. Bien évidemment, ce 
mouvement n’a pas touché toutes les contrées européennes en même temps, et le poids de la 
culture locale ou, plus précisément, le rôle que la culture locale faisait jouer à la force, est 
explicatif d’une diffusion progressive de telles habitudes.   
 
Néanmoins, à travers l’évolution du phénomène d’agressivité que brosse Norbert Elias dans 
La  civilisation  des  moeurs
376,  on  peut  distinguer  une  tendance  globale  de  maîtrise  des 
émotions  et  des  pulsions.  Ce  mécanisme  a,  pour  le  sociologue,  une  certaine  unité  dans 
l’espace. Effectivement, nous constatons empiriquement que les différences constatées au sein 
des  nations  sont  faibles  au  regard  de  l’évolution  temporelle.  Mettons  en  évidence 
l’infléchissement de la décharge agressive au cours des derniers siècles. 
 
IV.D.1.a. Une structure émotionnelle fondée sur l’excès  
 
Avant la Renaissance, la lutte faisait partie de la vie et structurait la société. Même si l’argent 
ou la religion pouvaient déjà modérer les pulsions, l’insécurité réelle était incomparable avec 
celle  d’aujourd’hui,  même  dans  les  pays  qui  sont  les  plus  touchés  par  la  violence.  Le 
médiéviste    Luchaire  nous  confirme   que  pour  la  société  d’alors,  la  guerre  était  l’état 
normal
377. Et c’est ce mélange entre la guerre et la paix qui maintient ce climat de violence. 
Prenons l’exemple des chevaliers : ceux-ci faisaient partie de la classe dirigeante et vivaient, 
dès  leur  prime  jeunesse,  dans  un  culte  de  la  force  permanent  et  normal  (guerroyer  ou 
organiser des joutes constituaient des passe-temps usuels). Dès lors, le souci de la mort n’était 
pas à l’ordre du jour, plus encore pour les élites que pour les modestes. Ce mépris de la mort 
trouvait  aussi  son  aliment  dans  les  perspectives  de  pillages,  tortures  ou  viols  que  les 
combattants  faisaient  subir  à  leurs  victimes  avant  de  les  tuer.  Il  n’était  effectivement  pas 
souvent intéressant de maintenir en vie de telles charges. Alors, dans la lutte, la vie n’avait pas 
grand prix et il n’était pas si grave de la mettre en jeu. Même pour les bourgeois, la montée du 
tiers Etat dans la vie publique, bien avant notre révolution, fut prétexte à de nombreuses luttes 
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Durant  l’époque  médiévale,  et  même  encore  au  début  de  la  Renaissance,  les  moindres 
problèmes se résolvaient souvent dans le sang, pour peu que les esprits s’échauffent avec 
suffisamment de vigueur. On s’en rend compte et Lagrange, dans La civilité à l’épreuve
379, 
nous le rappelle : cette vision des processus de règlement du conflit n’était pas le propre d’une 
classe  en  particulier.  La  violence  n’était  pas  stigmatisée,  comme  cela  peut  être  le  cas 
aujourd’hui. Les mœurs étaient naturellement rudes, et quiconque pouvait sortir une dague ou 
un couteau afin de trancher le nœud gordien de la justice, sans être inquiété par l’autorité 
publique. De tels conflits s’inscrivaient à l’intérieur d’une sociabilité de groupe dont tous 
respectaient les règles et connaissaient les dangers. La perte de la vie peut ainsi être comprise 
comme une continuation des relations sociales communes. Comme Muchembled l’a souligné, 
« beaucoup  d’homicides  ne  sont  que  des  dérapages,  voire  des  continuations  brutales  des 
relations sociales ordinaires »
380. L’exemple du duel est riche d’enseignements pour mieux 
comprendre l’évolution que les sociétés modernes ont vécue.  
 
L’exemple du duel  
 
Anciennement, on jugeait de l’honneur selon la force des armes. On avait ainsi la conviction 
quasi  religieuse  que  celui  qui  gagnait  avait  raison  dans  la  querelle  qui  l’opposait  à  son 
adversaire.  On  vénérait  ceux  qui  réussissaient  dans  les  duels.  Ces  oppositions  durèrent 
jusqu’au 19
ème siècle (228 duels suivis de mort ont été dénombrés en France entre 1826 et 
1834), bien qu’interdites par l’édit de Richelieu en 1626, mais profitant d’un vide juridique. 
Bien qu’interdit, le duel n’a longtemps pas figuré dans le code pénal. On peinait à donner la 
qualification d’homicides à de tels actes, même si la répression pouvait être terrible. Nulle 
période n’a connu pareille intensité dans le domaine des duels que le début du règne de Louis 
XIII : malgré l’édit de Richelieu, il y aura eu plus de trente mille victimes en trente ans, sous 
le règne de ce souverain. Une affirmation justifie la persistance de ce comportement : « l’épée 
tient lieu de savoir et de culture » 
381.  
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379 Cf. Lagrange (1995).  
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Ce n’est que peu à peu que l’évolution s’insinua dans les esprits, sans doute majoritairement 
au 18
ème siècle. On peut alors voir comment la modification de l’agressivité et le rôle des 
institutions de socialisation ont pu se renforcer mutuellement. Peu après la proclamation de 
l’édit de Richelieu, le 17
ème siècle avait commencé à voir des esprits éclairés, en avance sur 
l’évolution des mœurs, décrier cet affrontement. La Bruyère en fait partie, lorsqu’il souligne 
que « le duel a attaché de l’honneur et de la gloire à une action folle et extravagante. » Ce 
n’est,  en  revanche,  pas  le  message  du  Cid  (1636),  dans  lequel  Rodrigue  venge  son  père, 
accomplit son devoir et se fait aimer de Chimène. Ce 17
ème siècle est donc le siècle de la prise 
de conscience où voisinent les arguments des deux bords. Certes, des souverains s’étaient déjà 
opposés à ces pratiques par le passé, tels Saint Louis, mais sans que cela n’eut grand effet. Les 
esprits durent mûrir encore pour accoutumer les protagonistes à une interdiction.  
 
Avec  Louis  XIV,  on  peut  dire  que  ce  temps  était  arrivé, même si la noblesse et l’armée 
conservèrent  cette  tradition  quelque  temps  encore  :  « Mis  à  part  un  secteur  archaïque  et 
provincial,  où  le  maintiennent  des  hommes  d’âge  plus  mûr…mis  à  part  aussi  l’univers 
mondain de la cour, le duel n’a plus vie que dans l’armée, il est passe-temps de militaire »
382. 
Durant le 18
ème siècle, des gentilshommes perpétuèrent cette tradition en confiant, dès le plus 
jeune âge, leurs fils à des maîtres d’armes qui officiaient souvent dans des écoles publiques au 
sein des académies royales : le roi interdisait alors en même temps qu’il les abritait, de telles 
pratiques. L’Eglise avait également une attitude ambivalente : d’un côté, elle devait se tenir au 
commandement « Tu ne tueras point ». A l’autre bout de la chaîne, elle s’accommode du culte 
du  duel,  l’utilise  lorsque  des  membres  aristocratiques  du  haut  clergé  se  battent,  ou  le 
cautionne  lorsque  les  combattants  viennent  prier  et  chercher  l’absolution  avant  une 
confrontation.     
 
C’est sans doute en Angleterre et en Suisse que le duel fut le plus rare et qu’on en vint à bout 
la plus facilement. Peu de pays échappent totalement à cette habitude, comme le montrent les 
Notes sur le duel à l’étranger
383. Dans l’Europe nordique, il disparut essentiellement durant la 
seconde moitié du 19
ème, sous l’impulsion de lois d’une très grande sévérité : le code pénal 
suédois de 1864 punit de six à dix ans de travaux forcés tout duel suivi de mort et emprisonne 
les témoins. Pour l’Italie, l’Allemagne, l’Espagne et la Russie, la situation est toute autre, et 
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les duels perdurèrent jusqu’en 1920 dans la botte 
384. En Russie, c’est durant les premières 
décennies du 19




Quels sont alors les facteurs favorisant le duel ? Peut-on les lier à d’autres types de violence 
ou à des faits criminels ? Remarquons que cette habitude, issue des invasions venant des 
forêts du Nord de l’Europe, a été d’autant plus ancrée dans les contrées où la démocratie s’est 
établie avec peine. En réalité, la survivance du duel malgré l’interdiction témoigne de l’excès 
émotionnel des temps jadis. Au contraire, son extinction progressive est illustrative d’une 
pacification, certes chaotique, des mœurs. Cette évolution est tout à fait représentative d’une 
modification plus générale de l’agressivité. Elle se superpose donc assez fidèlement avec une 
baisse des faits criminels les plus violents. A partir d’une structure émotionnelle fondée de 
manière générale sur l’excès (tout du moins de notre point de vue), voyons comment les 
mœurs ont pu évolué au cours des siècles.  
 
Une culture de l’excès   
  
Les faits que nous venons d’évoquer paraissent paradoxaux, dans une société où les fièvres 
amicales, les engouements de camaraderie, étaient si grands. Que la bonhomie des visages 
tranche avec les statistiques – sans appel – de violence et de brigandage ! Pourtant, ces deux 
facettes  que  l’Histoire  nous  donne  à  lire  ne  sont  que  les  différents  aspects  d’une  même 
structure émotionnelle fondée sur des excès que nous ne connaissons plus. Passer de l’amitié 
la plus appuyée à un combat sans merci était chose aisée pour peu qu’une plaisanterie ne 
dérape. C’est donc une structure émotive de l’excès qui façonne les rapports des individus. 
Comme le note Cockburn, dans le cas de l’Angleterre, les homicides n’étaient pas calculés : 
« ils  se  produisaient  au  cours  de  confrontations  soudaines  et  non  préméditées  (…)  Les 
querelles fatales trouvaient leur origine dans tous les contextes : au travail, autour d’un verre, 
au jeu. » 
386. On pourrait penser que la croyance en un Dieu omniscient et vengeur était à 
même de calmer les esprits. Il n’en est rien : incertaine et peu soucieuse de l’avenir, la vie de 
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romanciers russes (1967).   
386 Cf. Cockburn (1979), p.58-59.    284 
l’homme  médiéval  est  fondée  sur  des  conditions  affectives  très  différentes  de  celles  qui 
prévalent aujourd’hui. 
 
On constate, notamment lors des périodes historiques troublées, que cette dualité des excès 
peut s’observer, d’une manière parfois plus marquée encore, au sein des foules. Taine nous 
fournit un nombre incalculable d’exemples dans ses Origines de la France contemporaine. 
Par exemple, celui d’une bande de révolutionnaires, prête à massacrer un prétendu accapareur 
et qui, tout d’un coup, l’adore « et le force à boire et à danser avec elle autour de l’arbre de la 
Liberté où, un moment auparavant, ils allaient le pendre »
387. Nous le voyons également à 
l’époque de la Commune, décrite dans les souvenirs de Ludovic Halévy : une femme, jeune et 
belle, est soumise à la vindicte de la foule de Versailles, chacun voulant sa tête. Un vieux 
monsieur tente d’apaiser les consciences, ce qui lui vaut d’être, à son tour menacé. « Mais, 
une voix perçante s’élève, une voie drôlette et gaie de gamin de Paris : « faut pas lui faire de 
mal, c’est sa demoiselle à ce monsieur ! » Alors, brusquement, grand éclat de rire, autour du 
vieux monsieur. Il est sauvé…La foule avait passé, presque dans le même instant, de la plus 
sérieuse colère à la plus franche gaieté »
388. Pour Tarde, qui tente, dans L’opinion et la foule, 
de dresser une « pathologie comparée des foules », ce fait n’est pas surprenant : « Ainsi est 
fait  l’esprit  collectif :  les  images  s’y  succèdent,  incohérentes,  superposées,  ou  juxtaposées 
sans lien, comme dans le cerveau de l’homme endormi ou hypnotisé, et chacune à son tour y 
envahit le champ total de l’attention. »
389. Si l’individu a souvent des modes de réactions 
faisant preuve d’une grande violence, la foule peut avoir tendance à accentuer ce trait. De 
plus, si la vie ne pèse pas lourd, on hésite moins à la mettre en danger pour soi-même ou les 
autres. Le lot des populations médiévales est donc celui de l’excès et de l’agressivité avant 
que ne s’opère un glissement vers une maîtrise des émotions à mesure que la vie devenait plus 
précieuse.  
 
IV.D.1.b. Vers une maîtrise de l’agressivité   
 
Certes,  la  sortie  du  Moyen  Age  entraîne  de  nouvelles  peurs,  mais  progressivement,  les 
espaces de décharge émotionnelle agressive se font de plus en plus rares. On constate de plus 
en plus que l’usage de la violence se déplace vers les mandataires de l’Etat qui s’en servent 
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pour le compte de la société. On peut dire que l’Etat a ainsi acquis, peu à peu, le « monopole 
de  la  violence  légitime »,  pour  reprendre  les  mots  de  Max  Weber
390.  Par  ailleurs,  le 
déchaînement  est  banni  même  lorsque la violence est « légitime » : les guerres se veulent 
« propres », c’est-à-dire fondées sur la neutralisation de l’ennemi en limitant les pertes au 
« minimum  acceptable ».  Visiblement,  on  le  constate  avec  Elias,  cette  transformation  de 
l’agressivité  prend  place  dans  un  phénomène  beaucoup  plus  large de civilisation, d’abord 
appuyé par des traités de savoir-vivre à destination des classes supérieures, avant de s’étendre 
aux autres couches de la population.  
 
Cependant,  cette  œuvre  de  civilisation  portée  par  les  institutions  est  elle-même  l’écho  de 
raisons plus structurelles expliquant la maîtrise des émotions et de la force. Comme nous le 
dit Sébastian Roché, « Il ne faut pas croire que les gouvernants imposent la ‘civilisation des 
mœurs’ sans trouver d’appui dans le corps social et dans la sensibilité d’une époque. »
391. 
Deux raisons essentielles ont en effet gouverné l’évolution vers la maîtrise des émotions et de 
la force. La première réside dans le fait que la vie apparaisse comme de  moins en moins 
fragile et soumise aux aléas du sort. Les dangers naturels inexplicables et insolubles se faisant 
de  plus  en  plus  rare,  le  poids  accordé  à  la  vie  s’accrut.  L’évolution  de  la  connaissance 
scientifique et de la médecine sont, bien évidemment, à l’origine de ce mouvement. Il en 
résulta une profonde révolution démographique, avec une baisse de la mortalité, en particulier 
infantile. Le vie humaine en devint nettement plus valorisée. L’homme hésita donc de plus en 
plus  à  mettre  en  danger  sa  vie  ou  sa  santé  pour  un  motif  véniel.  Là  encore,  ce  trait 
psychologique mua en une tendance sociale puisqu’une telle prudence trouvait une oreille 
attentive  auprès  des  gouvernants.  Le  processus  se  fit  donc  cyclique,  puisque  les 
atermoiements de la population face à la violence modifièrent le comportement des autorités 
et, par là même, à travers lois et châtiments, celui des populations. L’exemple du duel, dont 
l’arrêt fut tardif, est tout à fait représentatif de ce dialogue.   
 
La  seconde  raison,  sans  doute  plus  tardive,  réside  dans  la  transformation  des  modes  de 
production. Au fur et à mesure que la force devint moins essentielle pour les individus et les 
entreprises,  dans  les  différents  domaines  d’activité  faisant  la  puissance  de  l’économie,  la 
société  s’éloigna  du  culte  de  la  puissance  physique.  En  cela,  le  mythe  Nietzschéen  du 
surhomme est déjà teinté de mélancolie : le développement des techniques, bien avant les 
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révolutions industrielles, nous avait déjà éloigné de l’homme créant ou produisant dans la 
sueur et le sang. La culture morale ne voyait alors plus la force et la brutalité comme les 
pendants de la prospérité. Là encore, la puissance publique ou privée fut attentive à cette 
évolution et la renforça : les usines devaient tourner et, pour cela, il fallait sans cesse plus 
civiliser les mœurs de la population.  
 
Nous le voyons : qu’il s’agisse d’un prix nouveau accordé à la vie, ou d’une transformation 
des modes de production reléguant au second plan le culte de la force, le corps social se 
transforma  pour  évoluer  très  progressivement  vers  des  attentes  plus  paisibles.  Cet 
infléchissement  fut  perçu  par  les  autorités  qui  décidèrent  d’infléchir  en  conséquence  leur 
politique  dans  une  volonté  de  civilisation  des  mœurs.  Dans  cette  optique,  les  grandes 
institutions furent transformées, avec sans cesse moins de violence, mais une volonté toujours 
plus  grande  de  socialiser  les  populations.  Dès  lors,  ces  deux  forces  motrices  –  mœurs  et 
institutions – ne cessèrent de dialoguer, se renforçant mutuellement pour pacifier les mœurs. 
Ce sont désormais ces institutions de socialisation que nous allons examiner.  
 
 
IV.D.2. Les institutions de socialisation 
  
 
Avant d’examiner comment fonctionnent et se transforment les institutions de socialisation, il 
est nécessaire de s’interroger sur leur origine, c’est à dire sur les raisons qui ont œuvré à leur 
naissance.  Il  est  alors  possible  de  distinguer  deux  grands  motifs,  difficilement 
compréhensibles si on les dissocie du mouvement de pacification déjà évoqué.  
 
IV.D.2.a. Pourquoi la naissance de ces institutions ? 
 
Tout d’abord, nous avons vu qu’un dialogue s’établissait entre les mœurs populaires et les 
institutions, les premières et les secondes s’influençant mutuellement. A mesure que, sous la 
double impulsion des modes de vie et des modes de production, les mœurs populaires tendent 
à se polir, les institutions deviennent de plus en plus socialisantes et renforcent se processus. 
La première raison est donc une modification initiale des comportements, d’abord de l’élite,   287 
puis du peuple : en cela, elle est très liée à ce qui précède, construisant ainsi une forme de 
cycle de la pacification.     
 
La  seconde  raison  est  profondément  liée  au  développement  croissant  des  cités  et  aux 
conséquences qu’il entraîne. La ville, souvent perçue comme un monstre anarchique, fait peur 
à  ceux  qui  y  habitent  autant  qu’aux  classes  dirigeantes.  Dans  ce  contexte,  l’exigence  de 
sécurisation ne cessa de s’amplifier avec le mouvement d’urbanisation lié aux révolutions 
industrielles.  Finalement,  une  socialisation  frénétique  s’opère  comme  réponse  aux 
préoccupations citoyennes. La ville apparaît donc à la fois comme cause de la peur et comme 
moteur d’une réponse à ce sentiment ; elle suscite la crainte et donne les éléments pour y faire 
face.  
 
L’urbanisation a effectivement produit un grand nombre d’indigents au milieu des cités, et 
ceux-ci  font  peur  aux  habitants.  La  naissance  d’un  prolétariat  industriel  aurait  favorisé  la 
corruption  des  individus.  Cette  évolution  annonce  Les  fleurs  du  mal,  de  Baudelaire :  on 
recherche la beauté dans la fange et le sang de la ville puisque telles sont ses conditions. Mais 
la  beauté  n’est  pas,  loin  s’en  faut,  ce qui apparaît de prime abord. Les situations de vie, 
difficiles, ainsi que la forte proportion d’hommes seuls favorisent le développement de la 
criminalité mais aussi, très vite, celui des moyens pour y faire face. Un archétype du voleur et 
de l’assassin émerge : il faut le socialiser sans plus attendre. Michel Foucault le souligne 
magnifiquement dans Surveiller et punir
392 : au tournant du 18
ème et du 19
ème, la prison et la 
loi  ne  s’imposent  pas  à  tous  pareillement.  Les  différentes  classes  sociales  ne  sont  pas 
considérées  comme  des  catégories  professionnelles,  mais  plutôt  comme  des  « races » 
d’individus  produisant  des  victimes  ou  des  criminels,  ces  deux  « races »  n’ayant  rien  en 
commun.  
 
Bien sûr, les routes de l’époque médiévale étaient aussi remplies de brigands, mais il n’y avait 
de danger que lors des grands voyages dont les aléas étaient connus. Avec l’urbanisation, le 
danger est à la porte de chacun. Il faut ici bien comprendre la particularité du vagabond des 
villes : il n’est pas proche socialement de ses éventuelles victimes comme l’étaient par le 
passé les protagonistes des rixes ; mais il n’en est pas éloigné géographiquement, comme 
l’étaient les bandits de grands chemins. Avec le criminel qui surgit des villes, c’est à la fois la 
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méconnaissance et la proximité qui se font jour. Cela se fond dans un sentiment que tout peut 
arriver sur le pas de la porte. La maxime « C’est arrivé près de chez vous » correspond bien à 
la  nouvelle  réalité  de  l’angoisse,  renforcée  par  les  journaux  de  faits  divers.  Cette  peur 
contribua  donc  à  accroître,  durant  l’industrialisation,  la  volonté de socialiser, par la force 
éventuellement, des villes devenues tentaculaires.  
 
IV.D.2.b. Fonctionnement et évolution des institutions 
 
Les institutions de socialisation répondaient à un besoin, celui de protéger et de rassurer dans 
un contexte de pacification des mœurs et d’importance croissante accordée à la vie humaine. 
Au départ très violentes elles-mêmes, elles se sont renforcées en même temps qu’elles se 
pacifiaient  pour  socialiser  les  populations  et  compléter  le  mouvement  naturel  de 
transformation des mœurs. Le comportement de l’autorité a donc évolué, à partir d’une grande 
violence, vers des modes de répression – de gestion, pourrait-on dire – plus doux, mais aussi 
plus efficaces. Dans un premier temps, devant la faiblesse de l’autorité, on compensait la 
modicité de la probabilité d’être condamné par l’intensité de la sanction. Bien évidemment, de 
tels  châtiments  avaient  également  valeur  d’exemple  et  de  placebo  face  au  sentiment 
d’insécurité. Comme le souligne Geremek, « on peut constater que la faiblesse de l’appareil 
policier fut à l’origine du caractère exemplaire et spectaculaire du châtiment qui, par la terreur 
et la répression, voulait répondre à la peur du vol et, par l’effroyable exemple, remédier aux 
faiblesses de la surveillance ou de la prévention. »
393. L’exemple des châtiments et de la peine 
de mort est effectivement un excellent fil conducteur pour démontrer comment les institutions 
sont parvenues à pacifier les mœurs, en même temps qu’elles se pacifiaient elles-mêmes.   
 
L’exemple de la peine de mort : du supplice à l’abolition 
 
Il y a encore deux siècles, la peine de mort était universelle. Plus, elle fut longtemps appliquée 
avec cruauté et une grande imagination dans les moyens. La décapitation n’est généralisée en 
France  qu’en  1790.  Même  si  les  militaires  ont  été  assez  tôt  fusillés,  la  torture  précédait 
souvent la mort. L’exécution du parricide Damiens, en 1757, est rappelée tout au long de la 
littérature ; le supplice du corps semble insoutenable : « mené et conduit dans un tombereau, 
nu, en chemise, tenant une torche de cire ardente du poids de deux livres (…) tenaillé aux 
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mamelles, bras cuisses et gras des jambes, sa main droite tenant en icelle le couteau dont il a 
commis le dit parricide, brûlée de feu de soufre, et sur les endroits où il sera tenaillé, jeté du 
plomb fondu, de l’huile bouillante, de la poix résine brûlante, de la cire et soufre fondus et 
ensuite son corps tiré et démembré à quatre chevaux et ses membres et corps consumés au 
feu, réduits en cendres et ses cendres jetées au vent. »
394. Les institutions se servent donc du 
supplice du corps, à la fois pour punir et pour exalter la souffrance, tentant ainsi de reproduire 
celle de la victime. Les mêmes objets sont utilisés : une sorte de crime sacrificiel se doit de 
laver le crime initial. 
 
Malgré la violence exercée contre le corps, le supplice ne doit pas être considéré comme 
irrationnel.  Il  était  bien  plutôt  l’objet  d’une  gradation  rationnelle,  obéissant  déjà  à  une 
mathématique des peines. C’est « une technique et il ne doit pas être assimilé à l’extrémité 
d’une rage sans loi. »
395. Les modalités d’exécution sont nombreuses, et les souffrances sont 
infligées en proportion du caractère plus ou moins ignoble du crime puni, comme s’il y avait 
un « code juridique de la douleur ». Le supplice doit être marquant sur le corps du condamné, 
et éclatant vis-à-vis du public, pour la honte de l’assassin en même temps que pour montrer 
l’exemple et affirmer le pouvoir de l’autorité.  
 
C’est effectivement un événement qui attire les foules et les enthousiasme, comme une sorte 
de pèlerinage savamment organisé. Camus et Koestler vont plus loin en affirmant que « le 
châtiment suprême a toujours été une peine religieuse, infligée au nom du roi, représentant de 
Dieu sur terre. »
396. Bien évidemment, on y fait des affaires, on y discute, on y fraternise, on y 
boit, ce qui provoque souvent grabuge, parfois pugilats, meurtres et – de fait – nouvelles 
exécutions en perspective. Les auteurs nous le rappellent : « les jours de pendaison furent 
pendant le 18
ème siècle et la première moitié du 19
ème siècle, l’équivalent des fêtes nationales 
en plus fréquent »
397. Jusqu’à cent mille spectateurs s’y rassemblent rassasiant une soif de 
sociabilité comme de morbidité.    
 
L’exécution constitue également une forme de manifestation du pouvoir. Il s’agit bien du 
droit de glaive, de ce pouvoir absolu de vie ou de mort dont il est parlé dans le droit romain 
sous  le  nom  de  merum  imperium,  droit  en  vertu  duquel  le  prince  fait  exécuter  sa  loi  en 
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ordonnant  la  punition  du  crime
398.  Laver  un  tel  affront,  restaure  la  souveraineté  mise  en 
difficulté par le crime. Dans ce bras de fer, le roi est compris à la fois comme gardien de la 
cohésion nationale et comme le responsable de la lutte, de la guerre contre le crime 
399. En ce 
sens, l’expression « crime de lèse majesté » n’est pas neutre, soulignant que le crime lésait le 
pouvoir. Le pouvoir devait alors rétablir son droit par une opération quasi mécanique sur les 
corps. C’est précisément à travers une évolution de la vision par le pouvoir de son exercice 
que vont d’abord se transformer les modalités des sanctions punitives.  
 
En effet, l’événement constitué par une exécution se retournait parfois contre le pouvoir lui-
même.  Le  criminel  pouvait  être  pris  en  sympathie  par  la  foule  ou  le  bourreau  pris  en 
antipathie et molesté. Rappelons-nous de cette scène, décrite à propos d’une exécution sise en 
Avignon au 18
ème siècle, au cours de laquelle le bourreau fut poursuivi par la foule et tué, 
alors que le condamné était délivré et gracié par l’archevêque et la justice : « ce que le peuple 
voyant qu’il le faisait trop souffrir (…) ému de compassion pour le patient et de fureur contre 
le bourreau (…) l’on rompit la potence et le peuple mit en pièces l’échelle du bourreau (…) 
quant  au  patient :  l’archevêque  lui  accorda  sa  grâce,  le  fit  transporter  à  l’hôpital,  et 
recommanda aux officiers d’en prendre un soin tout particulier. »
400. Le comportement du 
public était donc une inconnue. La foule pouvait bafouer plus encore l’autorité royale qu’elle 
ne l’avait été par le crime.  
 
La lutte du criminel lui-même pouvait également nuire au pouvoir établi. En effet, à la faveur 
d’un  « discours  d’échafaud »,  le  condamné  devait  avouer  honteusement  son  crime  avant 
d’être exécuté. On pouvait entendre des discours du type : « j’ai commandé une bande de 
voleurs et voici pourquoi je suis ici. Redites cela à vos enfants et que ceci au moins leur serve 
d’exemple. »
401. Cependant, dans un certain nombre de cas, n’ayant plus peur de rien,  il 
profitait de l’occasion qui lui était donnée pour déverser sa haine de la société devant la foule. 
                                                 
398 Cf. Muyart de Vouglans (1780).  
399 Signalons que cette dialectique est encore dans les esprits. Le 8 Avril 2004, a été soumise au parlement une 
proposition de loi visant à rétablir la peine de mort pour les actes de terrorisme (proposition n°1521). Cette 
proposition était fondée sur le présupposé qu’il fallait comprendre le terrorisme comme acte de guerre contre 
lequel les états se devaient de répondre. Elle signalait, par ailleurs, la marge laissée libre par le protocole n
o 6 
additionnel à la Convention européenne de sauvegarde des droits de l'homme et des libertés fondamentales ratifié 
par notre pays en février 1986. Celui-ci abolit la peine de mort en temps de paix, tout en autorisant les Etats 
signataires de la Convention à maintenir ce châtiment « pour des actes commis en temps de guerre ou de danger 
imminent de guerre». Crime, terrorisme : nous constatons bien, encore aujourd’hui, que les justifications du 
châtiment suprême n’ont cessé de reposer sur des rhétoriques guerrières, le souverain s’instaurant comme le 
garant du pouvoir de l’Etat ; lorsqu’il condamnait, mais aussi quand il graciait.    
400 Cf. Duhamel (1890), p.5-6.  
401 Cf. Corre (1896), p.257.    291 
Le criminel en sortait parfois glorifié, ce qui remit assez vite en cause de telles pratiques, 
jouant à contre courant de la volonté d’affirmation de l’autorité. Même sans ces discours, la 
dialectique de lutte des consciences, théorisée plus tard par Hegel – la reconnaissance est 
acquise par la conscience qui tient le moins à la vie – pouvait tourner au profit de celui qui 
perdait la vie mais détenait une forte autorité, aucun prix ne pouvant être accordé à sa vie. 
Pour ces raisons, comme le montre Foucault, « à la fin du 18
ème siècle, début du 19
ème, malgré 
quelques grands flamboiements, la sombre fête punitive est en train de s’éteindre. »
402. Le 
pilori  est  supprimé  en  1789,  la  « marque »  en  1832,  « l’exposition »  en  1848.  Ces 
transformations augurent une pacification des châtiments, même si la peine de mort demeure. 
La guillotine est caractéristique de cette évolution, puisque le contact entre la justice et le 
corps  ne  dure  qu’un  instant
403.  Cette  évolution  peut  être  approximativement  datée  de  la 
révolution : en France, apprend-on dans La grande encyclopédie, pendant tout le cours du 
Moyen Age et presque jusqu’à le Révolution, les principaux modes d’exécution capitale usités 
furent la décapitation par la hache ou l’épée pour les nobles, la potence pour les roturiers, le 
bûcher pour les hérétiques ou les sorciers... Par ailleurs, on commence à exécuter de moins en 
moins  en  public  et  de  plus  en  plus  en  pleine  nuit  ou  à  l’aube,  à  l’abri  des  regards.  Le 
mouvement vers l’abolition sera encore long.   
 
Certes, dès l'Antiquité, puis aux époques médiévales en Occident, les condamnés à mort se 
voient quelquefois offrir une chance de payer pour leur faute, sans que ce soit de leur vie. 
Malgré  tout,  ce  n'est  qu'au  18
ème  siècle  que  l'on  assiste  à  une remise en cause de grande 
amplitude, par des philosophes et des humanistes, du principe même de la peine capitale. Le 
traité publié en 1764 par le marquis Cesare de Beccaria constitue un élément majeur de cette 
argumentation. Dans Des délits et des peines, ce juriste de 26 ans dénonce la peine de mort, 
en premier lieu parce qu'elle signifie « la fin du contrat social », mais également parce qu’elle 
n’est pas efficace : « Si je prouve que cette peine n'est ni utile, ni nécessaire, alors j'aurai fait 
triompher la cause de l'humanité » 
404, écrit-il. Son traité connaît un énorme succès et suscite 
des commentaires passionnés des grands esprits du siècle des Lumières, de Voltaire et Diderot 
à Condorcet.  
 
                                                 
402 Cf. Foucault (1975), p.15.  
403 Ce point de vue a été remis en cause par des études neurologiques démontrant que la conscience humaine 
perdurait durant un espace de temps suffisant pour que l’individu se rende compte de sa décapitation.  
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Certes, la peine de mort ne sera pas supprimée, mais le Siècle des Lumières aura tout de 
même une influence forte sur « l’économie des peines ». La chancellerie, dès 1789, fait la 
requête que les peines soient modérées et proportionnées aux délits, et que celle de mort ne 
soit  plus  décernée  que  contre  les  assassins
405.  Cette  évolution  coexistera  avec  une  baisse 
tendancielle des actes de violence. Il y a donc bien un double mouvement de pacification des 
mœurs, le pôle de la justice et celui de la criminalité se nourrissant mutuellement baissant tous 
deux en violence. La technologie de la punition se faisant plus douce, cela a une influence sur 
la criminalité elle-même. Bien évidemment, de telles évolutions ne vont pas au même rythme 
dans toutes les zones géographiques, mais on assiste néanmoins à une relative convergence, 
comme on l’a vu dans le cas de la criminalité elle-même. La convergence de la pacification 
des mœurs recouvre celle de la pacification des institutions.   
 
Bien évidemment, on peut noter des différences dans l’application de la loi, mais il apparaît 
globalement que le niveau d’application de la peine de mort baisse à mesure que les pays se 
développent économiquement. En France, un mouvement de déclin s’amorce dans les deux 
premiers tiers du 19
ème, suivi d’une stagnation jusqu’au milieu du 20
ème siècle à partir duquel 
elle tend à quasiment disparaître jusqu’à l’abolition de 1981. Née essentiellement du siècle 
des  Lumières,  prolongée  avec  Hugo,  la  lutte  pour  l’abolition  de  la  peine  de  mort  a 
paradoxalement été victorieuse assez tard en France. Dans le monde Occidental, ce sont les 
pays  du  Nord  qui  y  mirent  fin  les  premiers,  avec  souvent  quelques  années  –  quelques 
décennies – entre l’abolition de fait et l’abolition en droit. La Finlande, en 1826, les Pays-Bas, 
en 1850, la Belgique en 1863, furent les véritables précurseurs. Des pays plus au Sud les 
suivirent, tels le Portugal en 1867, ou l’Italie en 1890 – qui la rétablit sous Mussolini. Les 
autres pays du Nord de l’Europe y mirent fin en 1905 pour la Norvège, 1921 pour la Suède, et 
1933  pour  le  Danemark.  C’est  après  la  seconde  guerre  mondiale  que  l’Allemagne  et 
l’Angleterre  supprimèrent  cette  forme  de  châtiment  (respectivement  en  1949  et  1969). 
Curieusement,  la  France,  avec  pourtant un taux d’homicides historiquement bas, repoussa 
cette échéance à 1981.      
 
Nous  le  voyons :  l’évolution  de  la  peine  de  mort,  puis  sa  suppression,  participent  du 
mouvement  général  de  pacification  des  mœurs  en  même  temps  qu’elles  l’alimentent.  La 
pacification des institutions constitue donc bien un point essentiel dans la dynamique que 
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nous avons observée. Cet exemple mérite d’être complété, dans la mesure où la peine de mort 
n’est qu’un élément d’un dispositif plus général. A mesure que les peines s’adoucissent, c’est 
la  multiplication  des  institutions  qui  apparaît.  Elles  aussi  ont  chacune  un  rôle  dans  la 
pacification des mœurs.  
 
Institutions de socialisation : un dispositif panoptique   
 
Un ensemble d’institutions contribue, en réalité, à la domestication des pulsions. La discipline 
remplace  le  supplice.  La  prison,  l’armée,  l’usine  ou  l’école  contribuent  à  cet  édifice, 
caractérisé  par  un  quadrillage  à  la  fois  spatial  et  temporel.  La  hiérarchie  et  le  culte  des 
examens contribuent à ce contrôle. Voyons un peu plus précisément comment s’établit cette 
construction  sociale :  quelques  personnages,  quelques  métiers  les  illustrent  tout 
particulièrement.   
 
Le soldat est l’un des représentants essentiels de la pacification des pulsions. Il fait la guerre, 
se doit d’être digne, mais ne tue qu’à bon escient, sans haine. Par ailleurs, l’armée comme 
organisme vivant, est en elle-même, une forme de discipline qui s’exerce sur ses membres et 
ceux qui lui sont extérieurs. Bien évidemment, la surveillance des casernes est prévue à cet 
effet : les premiers campements de soldats sont disposés afin que chacun des hommes puisse 
être surveillé par un soldat plus gradé que lui. Pour Foucault, « le camp a été à l’art peu 
avouable des surveillances ce que la chambre noire fut à la grande science de l’optique. »
406.  
 
L’armée n’est pas la seule a être ainsi organisée. Les usines sont également caractérisées par 
une répartition « militaire » des tâches qui forge la discipline et par une organisation spatiale, 
dans laquelle le rang et la place occupée par chacun détermine son rôle. Certes, l’ordre établi 
sur le papier n’était pas toujours respecté, les premières usines étant très violentes, comme 
nous le rappelle Sorel, dans ses Réflexions sur la violence : « Jadis, existaient des habitudes 
d’une très grande brutalité dans les usines, et surtout dans celles où il fallait employer des 
hommes d’une force supérieure auxquels on donnait le nom de « grosses culottes »…De nos 
jours, les machines ont supprimé leur prestige. »
407. Jusque vers 1840, les bagarres y sont 
fréquentes, clivant les groupes de régions ou de rites différents. La mise en place d’un emploi 
du temps, qui encadre le comportement de chacun, laissant des marges réduites, a contribué à 
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pacifier ce lieu. De la même façon, une mathématique des relations sociales et du lien entre 
l’homme et l’objet qu’il manipule est élaborée, au service d’une organisation cohérente. Par 
cette  seule  organisation,  l’individu  est  pacifié.  Une  surveillance  extrêmement  ferme  et 
méthodique accentue ce mécanisme : le contremaître – ouvrier expérimenté ayant donné des 
preuves de socialisation réussie - devient le symbole de la discipline dans l’usine.  
 
L’école  constitue  également  une  institution  de  socialisation  qui  contribua  fortement  au 
mouvement  de  pacification  des  mœurs.  Une  classe  en  rang,  deux  par  deux,  s’apparente 
quelque peu à une armée en herbe organisée en formation. La formation des esprits, leur 
civilisation  et  le  contrôle  de  l’activité,  ont  pris  peu  à  peu  une  place  essentielle  dans 
l’organisation des activités. La punition scolaire est illustrative de l’évolution des châtiments 
en général : si l’on punit moins sévèrement que dans les temps jadis, tout écart à la règle est 
sanctionné de façon graduelle. Les châtiments corporels participent de cette économie des 
peines. Sans commune mesure avec ceux infligés par la passé aux criminels, ils sont à la fois 
mineurs et imposés très tôt, alors qu’il est encore temps de corriger les mauvais éléments.      
 
Foucault  va  jusqu’à  décrire  la  société  de  l’époque  industrielle  comme  un  gigantesque 
mécanisme  panoptique  dans  lequel  tous  peuvent  être  vus  et  surveillés  incessamment  de 
manière  pacifique :  nul  besoin  de  toucher  les  corps  si  on  les  voit.  Lorsque  les  appareils 
policier  et  judiciaire  étaient  peu  efficients,  il  importait  de  frapper  fort.  A  mesure  que  les 
mœurs se pacifiaient naturellement et que l’appareil d’Etat s’organisait, une telle violence 
n’était plus nécessaire. Voyons rapidement l’évolution historique de ces deux institutions.  
 
La police  
 
L’histoire du maintien de l’ordre est avant tout histoire de soubresauts, comme on le voit dans 
l’ouvrage de Stead, The police of France 
408. Dès les premiers empereurs mérovingiens, des 
mesures furent prises afin de faire respecter l’autorité du roi. Cette tâche fut d’abord déléguée 
aux  Comtes,  contrôlés  par  des  Missi  dominici,  s’assurant  que  la  noblesse  décentralisée 
oeuvrait dans le sens de la préservation de l’autorité royale. La nomination par Henry 1
er du 
premier prévôt de Paris en 1032, complété par les baillis à partir de 1190, participaient déjà 
d’une volonté d’organiser police et justice de façon cohérente
409.  
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Peu à peu, les institutions monarchiques se renforcèrent entre les 14
ème et 16
ème siècles, avec 
des remises à plat des fonctions antérieures, toujours dans le but d’asseoir de la façon la plus 
stable  possible  l’autorité  royale 
410.  Aux  16
ème  et  17
ème  siècles,  c’est  essentiellement  une 
spécialisation  et  une  densification  de  ces  forces  que  l’on  constate,  notamment  avec  la 
distinction de la maréchaussée en 1536, qui deviendra la gendarmerie, sensée s’occuper de 
façon privilégiée des crimes de grand chemin. Une densification également, avec l’institution 
des intendants en Province et la création, en 1674, du Lieutenant général de police dans la 
ville  de  Paris.  L’ordonnance  criminelle  édictée  par  Colbert  en  1670  a  joué  dans  cette 
évolution un rôle majeur. Tout au long du 18
ème siècle, des améliorations sont apportées à 
cette  organisation  et  l’on  peut  dire  que  la  police  est  relativement  performante  (par 
comparaison avec d’autres pays européens) à l’aube de la révolution
411.  
 
Après  la  révolution,  une  nouvelle  organisation  voit  le  jour,  avec  des  pouvoirs  nouveaux 
confiés aux municipalités et l’organisation des citoyens en gardes nationaux dans toute la 
France
412.  Des  districts  sont  crées  pour  veiller  à  la  mise  en  application  de  la  loi 
révolutionnaire ; la maréchaussée devient la gendarmerie nationale 
413 . Le Directoire amplifie 
cette transformation, notamment avec le premier code des délits et des peines (1795), qui 
distingue la police administrative de la police judiciaire, distinction qui conduira, un an plus 
tard, au ministère de la police générale. La création par Bonaparte des préfets de police sur 
tout le territoire participe également d’une volonté de centraliser le maintien de l’autorité, que 
ne remettra pas en cause la Restauration 
414.  
 
Certes,  la  police,  la  gendarmerie  évoluèrent  encore  au  fil  du  temps.  D’une  part,  par  une 
extension  progressive  de  la  police  d’Etat.  De  l’autre,  par  une  spécialisation  sans  cesse 
croissante des effectifs : on peut citer la surveillance des chemins de fer (1855), le contre 
espionnage  et  la  surveillance  du  territoire  (1899),  la  police  criminelle,  qui  s’organise  de 
manière internationale en 1923, la police aérienne (1929), les Compagnies Républicaines de 
Sécurité (1944), la brigade des stupéfiants (1953), la répression du banditisme, dédiée aux 
actes de grande criminalité organisée (1973). La liste n’est pas plus exhaustive qu’elle n’est 
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définitive. Malgré ces évolutions, la trame reste la même ; après l’œuvre de l’Ancien Régime, 
de la Révolution et de Napoléon, on se dirigeait vers une police contemporaine qui joua un 
rôle important, parmi d’autres institutions de socialisation, dans le processus de pacification 
des mœurs. On constate, là encore, que cette chronologie recouvre l’évolution des faits que 
nous avons constatée précédemment : une décroissance de la violence au 19
ème siècle, prenant 
sa source dès le Siècle des Lumières. Alors que l’efficacité pour surveiller, appréhender et 
punir grandissait, les sanctions elles-mêmes n’avaient plus l’exigence de cette démonstration 
de force propre à l’Ancien Régime. Peu à peu, c’est la prison qui remplaça les supplices les 
plus terribles.  
 
La prison   
 
Il fut effectivement de moins en moins nécessaire d’infliger des peines atroces. Une meilleure 
maîtrise  des  individus  rendait  le  pouvoir  plus  doux.  Nécessaire  à  l’organisation  du  corps 
social, le système pénitencier s’inscrit dans la nouvelle économie des peines et du contrôle 
issue des traditions utilitaristes de Beccaria puis Bentham. Il ne s’agit plus de punir et de 
meurtrir, mais bien de connaître ces individus qui inquiètent. La cruauté du châtiment fait 
progressivement place au contrôle et à la surveillance des condamnés. Tout particulièrement 
au 18
ème siècle, le caractère infamant des sanctions est peu à peu levé dans un contexte de 
pacification  des  mœurs.  Il  faut  garder  à  l’esprit  que  cette  vision  des  choses  et  sa 
matérialisation dans les codes sous la forme de la prison n’est pas aussi récente qu’on pourrait 
le penser : on avait appris à encadrer, classer ou corriger les individus, avant que la prison ne 
devienne la peine par excellence. La prison apparaît vite, selon le mot de Rossi, comme la 
« peine des sociétés civilisées. »
415. En ce sens, elle complète un dispositif de socialisation et 
de pacification des mœurs en se fixant pour but de transformer les individus. Baltard les 
comprend  comme  des  « institutions  complètes  et  austères »
416,  qui  isolent  le  criminel,  le 
remettent au travail et lui font passer toute une série d’examens, de vérifications, avant qu’il 
ne puisse réintégrer le reste de la société. La prison est donc déterminante dans le processus 
de développement des institutions de socialisation, de leur pacification et du rôle qu’elles ont 
joué dans les faits observés plus haut, renforçant un mouvement naturel de modification de 
l’agressivité tout en s’appuyant dessus.      
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IV.D.2.c. Pacification des institutions et pacification par les institutions  
 
Hobbes et Locke nous permettent de mieux comprendre le rôle du politique et des institutions 
dans la pacification des mœurs. Pour Hobbes, la peur de la mort violente est la cause première 
de la politique . « Le premier fondement du droit de la nature est que chacun conserve autant 
qu'il peut ses membres et sa vie. [...] Il a le droit d'user de tous les moyens et de faire toutes 
les choses sans lesquelles il ne pourrait pas les conserver. Mais comme l'homme est animé par 
le  désir  perpétuel  d'acquérir  pouvoir  après  pouvoir,  désir  qui  ne  cesse  qu'à  la  mort,  [...] 
l'homme est un loup pour l'homme. 
417 ». Dans l'état de nature, la rivalité des hommes est 
marquée par la peur de la mort violente et précipite la guerre de tous contre tous. Entre deux 
maux, la peur et la sujétion, les hommes choisissent le moindre : la sujétion.  Dès lors, la 
puissance publique a pour mission, grâce au monopole de la violence légitime qui lui est 
conféré, de protéger la vie des citoyens. C’est pour cette raison que les individus se groupent 
et entretiennent une armée et une police qui pacifient les mœurs.  
 
Locke  ajoutera  à  cela  l’impératif  de  prospérité  qui  doit  être  assurée  au  peuple  par  les 
gouvernants :  « L'Etat  est  une  société  d'hommes  constituée  à  seule  fin  de conserver et de 
promouvoir leurs biens civils. J'appelle biens civils la vie, la liberté, l'intégrité du corps et la 
protection contre la douleur, la possession de biens extérieurs tels que les terres, l'argent, les 
meubles, etc » 
418. Cet impératif trouve son accomplissement dans le travail, à la base duquel 
on retrouve les collèges et les ateliers, essentiels également dans le mécanisme de civilisation 
et de normalisation. L’individu donc a été progressivement socialisé grâce à un ensemble 
d’institutions  apportant  des  réponses  à  des  attentes  de  deux  types.  D’une  part,  la  valeur 
croissante accordée à la vie ; d’autre part, la recherche de sécurité dans le contexte tourmenté 
de l’urbanisation.  
 
Le double mouvement, à la fois culturel et institutionnel, que nous avons mis en évidence a eu 
des  effets  remarquables  sur  la  pacification  des  mœurs  dans  les  pays  occidentaux.  La 
modification de l’agressivité, due à la fois à une prise en compte de l’importance de la vie 
humaine, héritage des Lumières, et à l’affaiblissement de l’importance de la force dans le 
processus de production, a provoqué une quête de pacification. Dès lors, les institutions ont pu 
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prendre le relais de ces aspirations en devenant plus douces et en socialisant les individus. Il y 
eut alors un dialogue et un renforcement constant entre les mœurs et les institutions.  
 
Ce changement n’a pas pour seule conséquence la baisse de la violence. Les phénomènes de 
prédation furent également en décroissance jusqu’à une période récente, si on les ramène à 
leur nombre moyen par habitant. Comme le souligne Lagrange, la différence de moment entre 
violences et vols va s’estomper à la fin du 19
ème siècle. Longtemps, les vols ont correspondu à 
des  moments  de  pénurie  s’opposant  aux  phases  de  fort  développement  économique,  de 
« ripaille », dans lesquelles s’exprimait la violence. De plus en plus, les vols n’ont plus été 
ancrés dans le besoin. Dès lors, il apparut comme une constante européenne que les cycles de 
vols et de violence tendaient à se coordonner, les uns comme les autres baissant à l’approche 
puis au cours du 20
ème siècle.  
 
Certes, on peut remarquer que l’évolution vers une plus grande quiétude ne touche pas toutes 
les régions occidentales en même temps. Par exemple, en Corse ou en Italie, la criminalité 
restera assez longtemps à des niveaux élevés : on peut y voir là l’expression d’une certaine 
vision de l’honneur et de la liberté. Des villes comme Naples présentent même très longtemps 
des niveaux de violence extrêmement élevés. Le mécanisme de dialogue, ici esquissé, entre 
les coutumes populaires et les institutions, s’installe bien évidemment de façon différenciée 
dans le temps en fonction de la culture préexistante 
419. Cependant, même si cette pacification 
ne s’opère pas toujours instantanément, elle constitue tout de même une tendance lourde dans 
les  contrées  occidentales.  Nous  avons  tenté  ici  de  mettre  en  exergue  les  mécanismes 
explicatifs  de  cette  tendance  séculaire  qui  se  poursuivit  dans  l’hexagone  jusque  dans  les 
années 1960.  
 
Cette interrogation est de toute première importance : d’abord pour comprendre les causes du 
retournement de tendance que nous allons à présent évoquer. Surtout, pour appréhender l’état 
d’esprit de la population face à une nouvelle donne criminelle. Comme nous l’avons vu, la 
seconde fonction de demande de sécurité se construit de manière éminemment subjective. Or, 
quand le crime diminue dans une société, le niveau d’acceptation face à ce type de risques 
baisse également. On peut légitimement penser que les agents seront d’autant plus sensibles à 
ces faits qu’ils anticipaient une disparition progressive de la violence : on parlera alors de 
                                                 
419 Voir, à ce propos, Chesnais (1981).    299 
« déception  des  anticipations ».  Celle-ci  aura  un  impact  déterminant  sur  la  forme  de  la 
seconde fonction de demande de sécurité. Voyons à présent plus en détail dans quelle mesure 
s’est opéré un renversement dans la dynamique des faits criminels.  
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IV.E. Un renversement au cours des dernières décennies 
 
 
Il nous importe ici de décrire historiquement comment s’est transformée la criminalité depuis 
le début des années 60, afin de mettre en évidence un renversement assez net au cours de ces 
décennies. D’abord, avec l’augmentation des phénomènes de prédation ; puis, avec celle des 
violences contre les personnes. Là encore, nous mettons plus particulièrement l’accent sur ce 
second aspect, qui gouverne plus sûrement que la criminalité d’appropriation la manière dont 
s’élabore la seconde fonction de demande de sécurité. Nous tenterons de mettre en lumière 
dans  le  prochain  chapitre  les  facteurs  déterminants  de  ce  renversement,  à  travers  la 
construction d’une fonction d’offre de sécurité propre au risque de criminalité. Dès lors, la 
section suivante est conçue de manière exclusivement factuelle, et nous ne nous attacherons 
pas ici à expliquer les phénomènes observés.       
 
Rappelons d’abord que la criminalité, en particulier sous sa forme violente, a drastiquement 
diminué jusqu’au milieu du 20
ème siècle. Cette pacification des mœurs, dont nous avons vu les 
forces motrices, s’est arrêtée au début des années 1950 aux Etats-Unis ; dix ou quinze ans plus 
tard  en  Europe.  Les  populations  exigeaient  alors  de  plus  en  plus  de  sécurité  physique  et 
matérielle. Un mouvement de décroissance durable des phénomènes était anticipé. Pourtant, 
de  l’autre  côté  de  l’Atlantique,  un  renversement  commence  à  se  produire :  d’abord  une 
criminalité fondée sur la prédation, puis de plus en plus violente. En Europe, ce mouvement 
est un peu plus tardif. Si l’on prend l’exemple de la France, c’est dans les années 1960 et 1970 
que  la  délinquance  commence  à  croître.  D’abord,  par  des  actes  d’appropriation  visant  à 
profiter des fruits de la croissance exposés au regard de tous. Puis, les atteintes contre les 
personnes, commencent à véritablement augmenter à la fin des années 1980.  
 
Lorsque  l’on  observe  les  variations  temporelles  des  actes  de  prédation  ou  de  violence, 
l’enchaînement  décroissance  –  croissance  apparaît  de  façon  saillante.  L’historien  de  la 
violence Ted Gurr propose, dans son ouvrage Violence in America une courbe en forme de U 
distendue (distended U-shaped curve) pour illustrer ce phénomène, en prenant des données 
entre 1830 et 1970 pour trois villes (Londres, Stockholm et Sydney) 
420. Robert Lane nous 
parle quant à lui de courbe en J inversé, ce qui tendrait à signifier graphiquement que le 
                                                 
420 Cf. Gurr (1989), p.22.   301 
retournement  récent  ne  conduit  pas  à  des  chiffres  d’un  ampleur  comparable  à  ceux  qui 
précédaient le mouvement de pacification des mœurs. 
 
Aujourd’hui,  il  semble  qu’une  certaine  stabilisation  soit  opérée  en  ce  qui  concerne  les 
phénomènes de prédation. Pour ce qui est de la violence contre les personnes, certains faits 
continuent à augmenter dramatiquement, d’autres semblant stabilisés, même si nous n’avons 
pas le recul nécessaire pour être affirmatifs. Comme nous l’avons fait plus haut, rappelons 
qu’il serait préférable d’utiliser plusieurs sources statistiques pour mesurer véritablement les 
phénomènes étudiés. Dans, la pratique, si nous voulons avoir des données homogènes et sur 
longue période, ce vœu reste souvent pieux. Néanmoins, les statistiques officielles (état 4001, 
en France) nous permettront de discerner des tendances lourdes confirmées par les quelques 
éléments statistiques alternatifs dont nous disposons.   
 
 
IV.E.1. Une augmentation décennale des actes de criminalité en France 
 
 
Plusieurs  mouvements  doivent  être  distingués  dans  l’appréhension  de  l’évolution  du 
phénomène criminel. Nous verrons plus précisément que le renversement observé comprend 
lui-même  deux  grandes  phases.  D’abord,  une  croissance  des  actes  de  prédation,  d’une 
criminalité de la ruse mobilisant assez peu l’usage de la violence. Puis, au cours des années 
1980, particulièrement à la fin de la décennie, une croissance indéniable des actes de violence. 
 
IV.E.1.a. Une réalité difficile à admettre 
 
La prise de conscience de l’augmentation des faits a suivi les deux phases de croissance de la 
prédation  puis  de  la  violence,  malgré  un  léger  retard.  Il  a  d’abord  fallu  du  temps  pour 
comprendre  l’augmentation  de  la  criminalité  de  prédation ;  du  temps  également  pour 
apercevoir la mutation et l’amplification des actes de violence. Au début des années 1980, 
beaucoup d’ouvrages privilégient une lecture de l’insécurité comme mythe ou arme pour le 
pouvoir 
421. En même temps, des études tout à fait documentées sont réalisées, privilégiant la 
                                                 
421 Voir notamment Coing et Meunier (1980) ou Ackermann, Dulong et Jeudy (1983).    302 
violence comme prisme d’observation 
422. Or, le renversement dans la pacification des mœurs, 
qui vit croître les actes de violence, n’a pas encore véritablement commencé à cette période. 
Le  message  –  frappé  au  sceau  du  bon  sens  -  apparaissait  clairement :  « la  criminalité  de 
prédation  a  augmenté,  mais  pas  les  violences ».  Ces  paroles  ne  se  vérifièrent 
malheureusement pas longtemps. 
 
La seconde phase, plus violente, date de la fin des années 1980, et il fallut environ dix ans 
pour  en  prendre  conscience.  Cette  prise  de  conscience  fut  d’autant  plus  forte  que  le 
phénomène avait longtemps été nié : bien souvent, dans le cas d’une exposition à un nouveau 
risque,  la  volonté  de  refuser  la  réalité,  cède  brutalement  la  place  à  l’affolement  le  plus 
extrême.  
 
IV.E.1.b. Une croissance générale de la délinquance au cours des dernières décennies 
 
L’état  statistique  4001  du  Ministère  de  l’Intérieur  permet  de  suivre  les  chiffres  de  la 
délinquance de façon relativement homogène depuis 1972. On peut lire sur le graphique ci-
dessous une croissance rapide des crimes et délits durant les années 1970 et le début des 
années  1980.  Depuis  une  vingtaine  d’années,  l’état  général  des  faits  criminels  semble  à 
première vue assez stable, constitué de périodes de faible baisse puis de hausse modérée.  
                                                 
422 Voir notamment Jean-Claude Chesnais (1981).    303 
 




















































































Source : Ministère de l’Intérieur.  
 
Figure 13 : Evolution du nombre de crimes et délits en France depuis 1972 
 
 
Cependant, cette tendance générale recouvre des réalités très différentes. En effet, l’indicateur 
ainsi constitué tient compte de formes extrêmement diverses de délinquance. Nous l’avons 
vu :  quatre  éléments  sont  considérés  (les  vols  -  en  incluant  le  recel,  les  infractions 
économiques et financières, les crimes et délits contre les personnes et les autres infractions - 
incluant les infractions à la législation sur les produits stupéfiants). Or, l’évolution de ces 
grandes catégories ne saurait être commune. Dans la mesure où notre approche s’attache aux 
vols et aux phénomènes de violence, il importe de distinguer les comportements respectifs de 
ces deux éléments.  
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Source : Ministère de l’Intérieur.  
 
Figure 14 : Evolution du nombre de phénomènes de prédation en France depuis 1963 
 
 
Nous constatons ici que l’évolution des phénomènes de vols est très proche, dans son allure, 
de  celle  des  crimes  et  délits  dans  son  ensemble.  Cela  n’est  guère  surprenant  puisqu’ils 
constituent  près  de  60%  des  crimes  et  délits  constatés  par  les  services  de  police  et  de 
gendarmerie. La courbe « globale » est donc largement déterminée par ces faits. Il est donc 
indispensable, si l’on veut appréhender la dynamique du fait criminel dans sa diversité, de 
faire une distinction entre les deux éléments qui nous intéressent, à savoir les vols et les 
crimes et délits contre les personnes. Le graphique ci-dessous permet de voir l’évolution de 
ces derniers.     
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Source : Ministère de l’Intérieur.  
 
Figure 15 : Evolution du nombre de crimes et délits contre les personnes en France depuis 1963 
 
 
On  se  rend  compte  que  les  prédations  et  la  violence  ont  connu  un  décalage  dans  leur 
mécanisme de croissance respectifs : jusqu’au début des années 1980 pour les premières ; à 
partir de la fin de ces années pour les suivantes, qui sont en augmentation rapide depuis près 
de 20 ans. Or, le nombre des violences contre les personnes représentant environ 10% des 
crimes et délits, cette évolution inquiétante ne se voit qu’assez peu dans les chiffres globaux, 
mais  joue  un  rôle  central  dans  l’évaluation  du  risque  par  les  agents,  au  fondement  de  la 
seconde  fonction  de  demande  de  sécurité.  Examinons  plus  particulièrement  ce  pan  de  la 
criminalité.  
 
IV.E.1.c. Le cas de la violence 
 
Précisons  que  nous  resterons,  dans  le  reste  de  cette  partie,  essentiellement  factuel,  en 
cherchant  à  distinguer  les  différentes  formes  d’expression  de  la  violence,  en  France  ou  à 
l’étranger.  Pour  cela,  nous  prendrons  en  compte  quatre  formes  d’actes :  les  homicides, 
auxquels nous associerons les tentatives d’homicide, les viols, les coups et blessures et, enfin, 
les  vols  avec  violence.  Cette  séparation  gouvernera  notre  représentation  du  cas  français 
comme des points de comparaison étrangers. En France, comme nous pouvons le constater ci-
dessous, toutes les formes de violence, mis à part les homicides, ont connu une progression   306 
spectaculaire  depuis  la  fin  des  années  1980,  même  si  les  viols  et  les  vols  avec  violence 
semblent s’être stabilisés très récemment. Il apparaît en effet que les phénomènes de violence 
non crapuleuse constituent l’un des points noirs majeurs de l’évolution criminelle actuelle, ce 
qui  ne  lasse  pas  d’interroger  la  puissance  publique  sur  les  fondements  de  cette  violence 























































































Source : Ministère de l’Intérieur.  





















































































Source : Ministère de l’Intérieur.  
Figure 17 : Evolution du nombre de viols et homicides en France depuis 1972 
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Au  delà  des  chiffres  bruts,  il  est  intéressant  de  souligner  quelques  traits  marquants  du 
développement récent de la violence.    
 
 
IV.E.2. Quelques traits généraux de ce renversement  
 
 
IV.E.2.a. Une mise en cause croissante des mineurs 
 
Il est important, tout d’abord, de souligner une croissance, récente mais stabilisée, de la part 
des  mineurs  mis  en  cause  dans  les  actes  de  délinquance.  La  proportion  atteint  désormais 
environ 20%, mais est plus forte encore pour la délinquance de voie publique (35%) et les 
vols avec violence (50%). De plus, cette part s’élève à plus de 30% dans les départements dits 
« sensibles » (la Seine-Saint-Denis, par exemple). Cela n’est guère surprenant dans la mesure 
où les jeunes mis en cause ne sont généralement plus scolarisés dans des établissements de 
l’Education Nationale, nombre d’entre eux étant incapable de lire, écrire ou compter (30%). 
Or, c’est au cœur de ces quartiers que l’on rencontre le plus de jeunes personnes en dehors du 
système scolaire. Le taux d’échec y est élevé, le taux de chômage également, empêchant un 
désengorgement des partants de l’école par le marché du travail. Soulignons enfin que ces 
mineurs peuvent être très jeunes : un sur deux a moins de 16 ans, certains moins de 10 ans.  
 
IV.E.2.b. Un phénomène essentiellement urbain qui tend à la propagation 
 
Un autre trait essentiel du renversement récent dans l’évolution de la violence réside dans son 
caractère urbain, même si le phénomène tend à s’étendre. On constate en effet que les régions 
où figurent les plus grandes villes ont une criminalité forte. Cette vision nécessite bien une 
approche régionale, permettant d’inclure la banlieue : les agglomérations étant le plus souvent 
structurées selon un modèle centre – périphérie, les violences urbaines se situent souvent à la 
périphérie. Malgré tout, cette approche est rarement suffisante et il est souvent nécessaire de 
descendre au niveau des villes de banlieues elles-mêmes, voire des quartiers pour comprendre 
l’hétérogénéité spatiale de l’insécurité. Lorsque l’on regarde à nouveau les faits selon cette 
représentation, deux tendances récentes peuvent être mises en lumière : une propagation du   308 
fait criminel et de la violence en dehors des villes, d’une part ; une divergence des zones 
géographiques à une échelle de plus en plus fine, d’autre part.   
 
Des villes d’importance grande ou moyenne de province ont connu ces dernières années une 
recrudescence de la criminalité : Nice, Cannes, Strasbourg, qui s’est plusieurs années de suite 
illustrée par des incendies de véhicule en grande quantité lors de fêtes de fin d’année, en 
constituent des exemples. La SNCF a également enregistré, à la fin des années 90, une forte 
augmentation des comportements de violence contre les voyageurs, ce qui illustre bien l’idée 
de  propagation.  De  manière  plus  intéressante  encore,  on  observe  également  une  grande 
hétérogénéité géographique dans l’exposition au risque, même à une échelle très fine.    
 
IV.E.2.c. Une violence d’archipel 
 
Nous avions montré, à la faveur de notre analyse de la pacification des mœurs, qu’il y avait 
une relative convergence des taux de criminalité entre les pays occidentaux. Les pays du Sud, 
réputés  plus  violents,  se  sont  progressivement  mis  au  diapason  des  autres.  Cette  analyse, 
malgré le renversement observé, est encore d’actualité. Nous devons cependant la compléter 
si  l’on  souhaite  rendre  compte  de  la  réalité  présente.  Effectivement,  il  semble  que  la 
convergence des nations, cache une véritable divergence des territoires du point de vue de la 
criminalité.  
 
Ce  type  de  mécanisme  est  bien  connu  en  économie.  La  baisse  des  inégalités  entre  pays 
masque  souvent  une  croissance  des  inégalités  à  l’intérieur  de  ceux-ci.  Les  territoires 
divergent, comme le montre Pierre Veltz :  la modification des modes de production a conduit 
à une ségrégation que l’on ne peut constater en dehors d’un maillage fin 
423. Il existe des îlots 
de  productivité,  de  niveau  d’emploi  et  d’innovation  élevés,  qui  coexistent,  de  façon  très 
proche, avec des poches sinistrées. Dans le domaine de la criminalité, on pourrait parler de la 
même manière d’une « violence d’archipel », dans le sens où il est impossible de constater ces 
divergences  sans  un  maillage  très  fin.  C’est  souvent  à  l’intérieur  même  des  villes  que 
s’observent des différences très importantes. On peut se demander si l’évolution significative 
observée  pour  la  criminalité  française  est  propre  à  notre  pays  ou  si  elle  est  au  contraire 
largement partagée en Occident. La France est-elle plus criminogène que ses voisins ? Les 
                                                 
423 Cf. Veltz (2000). 
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éléments  qui  suivent  permettent  d’apporter  des  réponses  à  cette  question,  même  s’il  est 
souvent difficile d’effectuer des comparaisons entre des pays dont les cultures policières et 
judiciaires sont différentes.  
 
 
IV.E.3. La criminalité française est-elle à l’image de celle de ses voisins ?  
 
 
IV.E.3.a. Comparaisons européennes 
 
Les  chiffres  qui  sont  donnés  plus  bas  permettent  de  se  faire  une  idée  du  fait  criminel  à 
l’échelle européenne. Les 15 pays faisant partie de l’Union Européenne dès 1995 ont été pris 
en compte grâce aux données fournies par European Sourcebook. Il apparaît que la France est 
sensiblement dans la moyenne des autres pays que nous avons considérés. En particulier, si 
les homicides sont très peu nombreux, le taux de vols avec violence est au contraire plus élevé 
que la moyenne européenne. De manière plus générale, on constate qu’il ne semble pas y 
avoir de classement immuable faisant apparaître des pays très criminels alors que d’autres 
seraient totalement préservés par ce phénomène. Au contraire, le classement de chacun des 
pays dépend des faits étudiés. Le Danemark, par exemple, se caractérise par une criminalité 
d’appropriation  élevée  et  une  violence  plus  faible  que  la  moyenne  européenne.  Nous 
reviendrons empiriquement dans le cadre des prochains chapitres sur les déterminants de la 
délinquance.    310 
 
























































































































































Source : European Sourcebook, 2006.  
 
Figure 18 : Taux de vols dans 15 pays de l’Union Européenne en 2003 (pour 100 000 habitants) 
 
 























































































































































Source : European Sourcebook, 2006.  
 
Figure 19 : Taux d’homicides dans 15 pays de l’Union Européenne en 2003 (pour 100 000 
habitants) 
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Source : European Sourcebook, 2006. 
 
Figure 20 : Taux de viols dans 15 pays de l’Union Européenne en 2003 (pour 100 000 habitants) 
 
 























































































































































Source : European Sourcebook, 2006. 
 
Figure 21 : Taux de coups et blessures dans 15 pays de l’Union Européenne en 2003 (pour 100 
000 habitants) 
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Source : European Sourcebook, 2006.  
  
Figure 22 : Taux de vols avec violence dans 15 pays de l’Union Européenne en 2003 (pour 100 
000 habitants) 
 
IV.E.3.b. Le cas des Etats-Unis  
 
Le cas des Etats-Unis a longtemps été plus angoissant que celui de la majeure partie des pays 
d’Europe. Cette explosion de la criminalité se doublait d’une explosion des inégalités face au 
crime  et  à  la  violence,  qui  était  intra  raciale  plus  qu’interraciale.  Cependant,  l’évolution 
dynamique  récente,  tant  pour  les  phénomènes  de  prédation  que  de  violence modifie cette 
analyse, comme on peut le voir sur les graphiques ci-dessous.  
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Source : Uniform Crime Report, FBI, 2007.  
 
























































Source : Uniform Crime Report, FBI, 2007. 
 
Figure 24 : Evolution des crimes et délits contre les personnes aux Etats-Unis depuis 1987 (taux 
pour 100 000 habitants) 
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Par exemple, les taux d’homicides – ou tentatives – ont atteint un taux de 10 pour 100 000 
habitants au début des années 1990. Il est aujourd’hui à peine supérieur à 5 (près de 4 en 
France). La baisse du taux des viols est également significative, passant de 43 à environ 30 


















































































Source : Uniform Crime Report, FBI, 2007. 
 




L’évolution est également encourageante pour les coups et blessures et les vols avec violence 
(les taux pour 100 000 habitants passant respectivement de 450 à 300 – 220 pour la France – 
et de 270 à 150 – 210 pour la France). On peut le voir ci-après.  


















































































Source : Uniform Crime Report, FBI, 2007. 
 
Figure 26 : Evolutions des coups et blessures et vols avec violence aux Etats-Unis depuis 1987 
(taux pour 100 000 habitants) 
 
 
Il semble donc bien y avoir une différence de temporalité entre les Etats-Unis et l’Europe, qui 
obscurcit les analyses comparatives entre ces deux pays. En effet, dès les années 1960, alors 
que la France commence seulement à connaître une augmentation des actes de prédation, les 
Etats-Unis enregistrent déjà une montée de la violence, qui atteindra un pic au début des 
années 1990 pour ensuite décroître, même si elle est toujours globalement élevée par rapport 
aux pays européens. De manière plus générale, les constats que nous avons faits en replaçant 
la France dans le concert des Nations développées nous amènent à relativiser – dans une 
certaine  mesure  –  le  problème  du  regain  de  la  violence  dans  notre  pays,  qui  subit  une 
évolution  similaire  à  d’autres  pays  européens,  plus  tardive  que  celle  observée  outre 
Atlantique. L’examen de zones géographiques émergentes, qui n’ont pas toujours connu la 
période  de  « pacification  des  mœurs »  décrite  dans  les  paragraphes  précédents,  tend  à 
relativiser plus encore le renversement observé dans nos contrées. Le cas de certains pays 
d’Amérique latine est particulièrement illustratif.  
 
IV.E.3.c. Un  exemple de zone émergeante particulièrement violente : l’Amérique latine       
 
L’Amérique latine est touchée de plein fouet par des actes souvent imputables – mais pas 
uniquement - à l’économie de la drogue ou aux disparités suscitées par le développement   316 
économique  de  certaines  régions.  On  peut  ainsi  fréquemment  voir  coexister,  à  quelques 
mètres, les immeubles les plus luxueux et les favellas les plus insalubres : c’est le cas dans 
certaines grandes villes brésiliennes (Rio de Janeiro, Sao Paulo), mais le Brésil ne détient pas 
l’exclusivité de ce phénomène. Les chiffres de la violence apparaissent souvent hallucinants 
dans certains de ces pays. Prenons l’exemple de la Colombie : le taux d’homicides déclarés y 
est environ vingt fois plus élevé qu’en France alors que moins de 40% d’entre eux donnent 
lieu à des investigations. On peut voir, à titre d’exemple, l’évolution des taux d’homicides 
pour quelques pays sur la période 1995-2000.  
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Source : Camara et Salama, 2003.  
 
Figure 27 : Evolution des homicides pour quelques pays d’Amérique Latine sur la période 1995-
2000 (taux pour 100 000 habitants) 
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Quelques points sont à noter lorsque l’on regarde ce graphique. Tout d’abord, on constate que 
les taux d’homicides tendent tous à croître, à l’exception de la Bolivie, sur la période 1995-
2000. Le second trait important réside dans l’hétérogénéité des taux entre les pays, sans aucun 
doute supérieure à celle que l’on a pu relever à l’occasion de la comparaison européenne 
précédente. Ils sont très élevés en Colombie et en Bolivie, importants au Brésil, au Venezuela 
et  en  Equateur,  moyens  en  Uruguay  et  Paraguay
424  ,  faibles  au  Chili,  au  Pérou  et  en 
Argentine. Enfin, dernier point, l’évolution même de ces taux est différente selon les pays. Par 
exemple,  ils  augmentent  fortement  en  Argentine  et  au  Venezuela  mais  baissent 
considérablement en Bolivie et légèrement dans le cas du Paraguay. Retenons que la tendance 
générale est tout de même à la hausse. Enfin, lorsque l’on s’intéresse aux pays pris un à un, on 
constate une hétérogénéité très élevée des taux dans chaque pays selon les villes ou bien les 
quartiers  des  grandes  villes
425 .  On  retrouve,  après  avoir  souligné  des  divergences  de 
comportement, une évolution vers la « violence d’archipel » propre aux pays occidentaux.  
 
Ici,  la  violence  ne  suit  pas  le  cours  de  pacification  des  mœurs  analysé  par  Norbert  Elias 
lorsqu’il affirmait que « la stabilité particulière des mécanismes d’autocontrainte psychique 
[…]  est  étroitement  liée  à  la  monopolisation  de  la  contrainte  physique  et  à  la  solidité 
croissante des organes sociaux centraux » 
426. Si les pays dits « développés » occidentaux ont 
évolué  de  façon  séculaire  sous  l’impulsion  de  l’acquisition  par  l’autorité  publique  d’un 
« monopole de la violence légitime », il est évident qu’il n’en a pas été de même pour nombre 
de sociétés d’Amérique latine. Cela n’est guère surprenant alors que la puissance publique n’a 
souvent pas le « monopole de la contrainte physique » et que les « organes sociaux centraux » 
sont  défaillants.  Ainsi,  certaines  régions  sombrent  dans  une  violence  inouïe  avant  même 
d’avoir connu une période de relative tranquillité. 
 
 
IV.E.4. Un renversement à relativiser   
 
 
                                                 
424 L’Uruguay ainsi que le Paraguay ne sont pas ici représentés. Retenons que le taux d’homicide pour l’Uruguay 
passe de 2,54 (pour 100 000 habitants) en 1995 à 6,67 en 2000. Pour le Paraguay ce taux passe de 16,08 à 11,57 
entre 1995 et 2000. 
425 Pour le Brésil, voir Chadarevian (2003) 
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Nous  avons  vu,  à  la  faveur  de  ce  chapitre,  que  la  criminalité,  et  tout  particulièrement  la 
violence, qui avait baissé de façon séculaire jusqu’à la moitié du 20
ème siècle, a augmenté dans 
des proportions non négligeables depuis quelques décennies. Cette augmentation a fait suite à 
une multiplication des actes de prédation qui  prend origine dès les années 1960 en France. Le 
renversement ainsi observé justifie la croissance des inquiétudes citoyennes. Néanmoins, il est 
important de replacer ce mouvement dans un triple contexte : géographique, historique, mais 
aussi de le comparer avec d’autres causes d’altération de l’intégrité physique.   
 
Du  point  de  vue  géographique,  tout  d’abord :  nous  constatons  que  les  problématiques 
examinées ne sont pas propres à un pays, mais plutôt transverses à l’ensemble européen des 
pays développés. Une comparaison avec les Etats-Unis souligne que la gravité du phénomène 
est souvent moins prégnante sur notre rive de l’Atlantique, même si l’évolution dynamique 
américaine est actuellement plus encourageante que la nôtre. Enfin, l’examen rapide du cas de 
régions  émergeantes  accentue  encore  la  modération  qu’il  est  nécessaire  de  donner  à 
l’inquiétude. Nombre de ces pays n’ont pas encore connu de mouvement de pacification des 
mœurs et sont, par conséquent, dans un marasme de violence que nous ne vivons pas.  
 
Une seconde remarque nous conduit à relativiser le mouvement d’augmentation criminelle 
examiné dans ce chapitre. Si le taux de violence contre les personnes a augmenté rapidement, 
la  France,  comme  l’ensemble  de  l’Europe,  n’est  absolument  pas  redevenue  l’égale  de  ce 
qu’elle était voici quelques siècles. Souvenons-nous que le nombre d’accusés dans nos cours 
d’assises atteignit était de près de 9 000 en 1847, contre environ 3 000 ces dernières années, la 
population  du  pays  ayant  triplé  dans  l’intervalle.  Enfin,  puisque  la  violence  met  en  péril 
l’intégrité physique, il est intéressant de comparer ces faits avec d’autres formes de risques 
l’affectant également. De toute évidence, la probabilité de perdre son intégrité physique par la 
violence  d’autrui  reste  très  faible,  au  regard  des  risques  d’accident  ou  de  maladie
427. 
Néanmoins, ce mouvement de renversement, même limité, fait apparaître une « déception des 
anticipations » de la part de la population. Il en résulte une sensibilité accrue à ce type de 
risque,  qui  constitue  l’exemple  que  nous  avons  choisi  pour  mettre  en  application  les 
fondements économiques d’une politique de sécurité posés dans la première partie.  
 
                                                 




Historiquement, malgré les profondes difficultés à disposer de statistiques fiables, nous avons 
pu montrer que la France et, plus généralement , les pays occidentaux développés ont connu 
une  longue  période  de  pacification  des  mœurs  qui    prend  origine  au  cœur  du  Siècle  des 
Lumières, se constate de façon patente dès le 19
ème siècle, et se poursuit jusqu’à la moitié du 
20
ème  siècle.  Elle  s’explique  à  la  fois  par  une  tendance  naturelle  à  la  modification  de 
l’agressivité, due à la prise en compte du prix de la vie humaine et au déclin de la force dans 
le  processus  de  production,  et  par  l’avènement,  le  développement  et  la  pacification 
d’institutions de socialisation de plus en plus efficaces.  
 
Cependant, dans la seconde moitié du 20
ème siècle, un renversement de tendance s’observe et 
une croissance de la violence s’opère à partir de la fin des années 1980. Certes, la France ne 
diffère  guère  de  ses  voisins  en  la  matière  et  les  taux  restent  très  en  deçà  de  ceux  qui 
prévalaient  au  cours  des  siècles  passés.  Par  ailleurs,  la  comparaison  avec  certains  pays 
émergeants  n’ayant  pas  encore  réalisé  de  « transition  criminelle », c’est-à-dire n’ayant pas 
bénéficié  d’un  mouvement  de  pacification  des  mœurs,  tend  à  relativiser  le  phénomène 
observé. Il n’en demeure pas moins que la perception du risque criminel par la population est 
très forte. Notre analyse historique fonde alors en raison le choix du risque de criminalité 
comme exemple d’application des fondements posés dans la première partie de cette Thèse. 
 
En  effet,  le  double  mouvement  observé  accrédite  la  thèse  d’une  « déception  des 
anticipations » : la population ayant vécu une très longue phase de pacification des mœurs a 
été rendue d’autant plus sensible à la criminalité – en particulier sous sa forme violence - que 
celle-ci semblait progressivement sortir des modes de vie dominants, et que la prise en compte 
de l’importance de la vie humaine ne cessait d’augmenter. Dès lors, l’évaluation du risque par 
les agents, sur laquelle est bâtie notre seconde fonction de demande de sécurité, diffèrera 
nettement de l’évaluation institutionnelle dont est issue la première fonction, ce qui constitue 
une intérêt fort de ce sujet d’application.  
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V.A.  Introduction 
 
 
Après avoir conçu un même espace géométrique dans lequel ont été définies des fonctions 
d’offre  et  de  demande  de  sécurité,  nous  avons  spécifié  la  nature  des  deux  fonctions  de 
demande qu’il était nécessaire de prendre en compte, d’abord au niveau individuel, puis au 
niveau collectif. Nous avons alors montré qu’il n’était possible de déterminer une politique de 
sécurité issue d’une confrontation entre offre et demande qu’à certaines conditions portant sur 
le poids que l’on accorde à la demande dite « subjective » : nous les avons déterminées. La 
seconde partie de la Thèse mobilise les fondements théoriques que nous avons vus pour le cas 
particulier du risque de criminalité. Au-delà de l’approche néo-classique relativement récente, 
les motivations qui sous tendent une telle approche sont ancrées dans l’histoire économique et 
politique, justifiables dès lors qu’on prend en compte une rationalité élargie, et non le seul 
homo economicus traditionnel. Le présent chapitre a pour but de construire la fonction de 
production de sécurité, dont nous pourrons déduire la fonction d’offre dans le cas du risque de 
criminalité.  Cela nous permettra de répondre à nos deux interrogations portant sur le niveau 
et l’allocation des ressources publiques entre les dépenses de sécurité.  
 
Pour  cela,  il  est  d’abord  nécessaire  de  comprendre  comment  s’élabore  la  « production  de 
sécurité »  face  au  crime.  En  réalité,  l’allocation  des  ressources  détermine  un  système 
d’incitations dans lequel se meut le criminel potentiel en allouant son temps entre activité 
légale et illégale. Nous ferons l’hypothèse que ces deux types d’activités sont substituables et 
non  complémentaires.  Deux  types  de  politiques  de  sécurité  pour  l’exemple  du  risque  de 
criminalité  seront  considérés :  les  politiques  dites  « de  la  carotte »,  incitant  les  agents  à 
l’activité  légale ;  celles  dites  « du  bâton »,  visant  à  augmenter  les  risques  liés  à  l’activité 
illégale. 
 
D’abord, après avoir examiné la littérature économique visant à rationaliser l’acte criminel, 
nous proposons un modèle dynamique d’allocation temporelle entre activité légale et illégale, 
mettant  en  évidence  le  rôle  de  plusieurs  formes  d’incitations  dans  lesquelles  se  meut  le 
criminel  potentiel.  La  puissance  publique  peut  allouer  des  ressources  afin  de  modifier  ce   322 
système d’incitations et, par conséquent, les probabilités d’occurrence des différentes formes 
de crimes et délits. Ainsi, pour les faits de délinquance sur lesquels nous souhaitons nous 
appuyer,  il  est  possible  d’associer  une  probabilité  d’occurrence  à  chaque  allocation  des 
dépenses de lutte contre l’insécurité. Dès lors, à partir de cette « fonction de production » de 
sécurité,  il  est  possible  d’en  déduire,  de  manière  théorique,  une  « fonction  d’offre »  de 
sécurité,  en  allouant  de  manière  optimale  les  dépenses  de  sécurité  entre  les  différents 
« facteurs de production » : cela constitue le premier niveau de notre réflexion. Ensuite, nous 
confronterons, de manière théorique d’abord, la fonction d’offre à la fonction de demande 
obtenue.  L’intersection  des  fonctions  d’offre  et  de  demande  caractérise  une  politique  de 
sécurité efficiente 
428. Nous pourrons alors mettre en évidence, dans l’espace géométrique que 
nous  avons  conçu,  des  « chocs  d’offre »  et  des  « chocs  de  demande ».  Enfin,  nous 
généraliserons  notre  approche  à  un  cadre  multidimensionnel,  qui caractérise l’exemple du 
risque de criminalité.   
 
A partir de ces éléments, une application numérique sera menée dans le dernier chapitre en 
nous fondant sur 7 crimes et délits distingués par les statistiques américaines. D’abord, en 
déterminant les coefficient de la fonction de demande. Pour cela, nous nous fonderons sur 
deux éléments : des études quantitatives de type institutionnel (versant objectif) ; des enquêtes 
menées  auprès  des  ménages  américains  (versant  subjectif).  Puis,  nous  préciserons  les 
coefficients de la fonction de production dont on déduit la fonction d’offre, en ayant recours à 
une analyse économétrique en données de panel, comprenant 13 pays de l’Union Européenne 
au  cours  de  la  période  1990-2003.  Ces  éléments  nous  permettront  alors  de  proposer  une 
application  numérique  portant  sur  le  niveau  et  l’allocation  de  deux  types  de  dépenses  de 
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V.B.  Quelle rationalisation économique de l’acte criminel ?  
 
 
Etudier sous un angle économique la décision de commettre – ou non – un crime est une 
entreprise  fortement  décriée,  comme  nous  l’avons  vu  dans  le  chapitre  introductif. Les 
critiques sont nombreuses, et nous avons déjà apporté des justifications de cette approche 
visant  à  fonder  une  allocation  des  ressources  de  lutte  contre  l’insécurité  sur  la  théorie 
économique. En réalité, comme nous l’avons précisé, la rationalisation économique de l’acte 
criminel  n’est  pas  nouvelle,  et  cette  approche  doit  avant  tout  être  comprise  comme  une 
relecture  et  une  formalisation  de  pensées  remontant  au  18
ème  siècle,  dont  Beccaria  puis 
Bentham furent les pionniers.  
 
Les travaux de Becker (1968), puis Ehrlich (1973), s’inscrivirent dans une brûlante actualité 
correspondant  à  une  recrudescence  indéniable  des  actes  de  délinquance  outre  Atlantique. 
Ainsi, ils donnèrent un nouvel élan au courant initié au 18
ème siècle, par une formalisation 
économique poussée visant à fonder la régulation du crime par la puissance publique. Dès 
lors,  résoudre  la  question  de  l’allocation  optimale  des  ressources  exigeait  d’analyser  en 
fonction de quelles incitations le criminel potentiel prend ou non la décision de commettre un 
acte illégal.  
 
L’approche de Becker consiste à penser l’allocation des ressources de telle manière que le 
coût  du  crime  soit  le  plus  faible  pour  la  société
429.  La  construction  du  raisonnement  est 
constituée de plusieurs étapes. D’abord, en considérant le coût, pour la société, d’un niveau de 
criminalité donné. Une fonction de production de la criminalité, de type généra1, est ensuite 
construite,  permettant  d’associer  à  des  dépenses  publiques  de  sécurité  (appréhension  des 
criminels et mise en place de punitions), un niveau de criminalité. Il reste enfin à prendre en 
compte dans les coûts pour la collectivité, les dépenses publiques de sécurité. Au final, si l’on 
tient compte du coût des dommages et des mesures, nous disposons d’une fonction de coût 
qu’il  est  possible  de  minimiser  par  une  allocation  idoine  des  dépenses  publiques.  Les 
conditions d’optimalité, sont alors dérivées par rapport à deux variables : la probabilité de 
condamnation et l’intensité de la sanction.  
 
                                                 
429 Cf. Becker (1968).    324 
Ehrlich  aborde  la  question  sous  l’angle  du  temps  alloué  à  l’activité  illégale  par  un  agent 
économique. Celui-ci peut – mais ce n’est pas toujours le cas -  consacrer tout son temps à 
l’activité légale ou à l’activité illégale 
430. Ce modèle rend mieux compte que celui de Becker 
de la porosité, souvent observée dans les faits, entre activité légale et illégale. Il est fondé sur 
une analogie avec les modèles standards dans lesquels l’agent alloue son temps entre travail et 
loisir. Par ailleurs, il prend en compte les revenus tirés d’une activité légale, ce qui permet 
d’enrichir  les  déterminants  du  crime  en  s’attachant  à  des  variables  telles  que  le  taux  de 
chômage  ou  le  salaire  moyen.  De  manière  plus  ou  moins  significative,  il  vérifie 
empiriquement une augmentation de la criminalité avec le taux de chômage et les inégalités.  
 
Les  deux  travaux  fondateurs  que  nous  avons  vus  ont  donné  lieu  à  des  développements 
importants  outre  Atlantique,  mais  à  peu  d’études  en  France.  Pour  construire  la  fonction 
d’offre de sécurité face au risque de criminalité, nous souhaitons nous placer dans le courant 
de  l’Economie  du  crime  en  apportant  des  éclairages  nouveaux  que  nous  validerons 
empiriquement.  Il  importe,  avant  cela,  de  mettre  en  lumière  les  principaux  apports  de  ce 
courant à la compréhension des déterminants de l’activité criminelle. En réalité, ils peuvent 
être regroupés en deux catégories essentielles : la première catégorie de travaux s’attache à 
étudier les effets des opportunités légales sur la propension à devenir délinquant ; la seconde 
met l’accent sur les risques et les coûts liés au choix de l’activité illégale. On peut ajouter à 
ces  deux  ensembles  –  fondés  sur  des  incitations  économiques  individuelles  –  une 
compréhension du fait criminel à partir des interactions sociales. Nous évoquerons brièvement 
ce dernier aspect sans pour autant l’inclure dans le cadre de notre modèle.   
 
 
V.B.1. L’impact des opportunités légales sur la criminalité 
 
 
La majorité des résultats économiques reposant sur le rôle des opportunités légales ont trait au 
marché  du  travail.  De  nombreuses  études,  suivant  Ehrlich,  ont  porté  sur  le  lien  entre  le 
fonctionnement de ce marché – à travers le chômage ou les rémunérations - et le niveau de 
criminalité. D’abord, par des modèles théoriques, mettant en lumière le processus d’arbitrage 
du  criminel  potentiel.  Des  travaux  empiriques  ont  analysé  les  relations  entre  les  taux  de 
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criminalité et leurs déterminants potentiels à travers le temps et l’espace – éventuellement à 
l’aide d’effets fixes pour isoler certains paramètres. Résumons les points essentiels présentés à 
travers la littérature.   
 
V.B.1.a. Le rôle du chômage 
 
Les travaux les plus anciens sur la relation entre le marché du travail et la criminalité portent 
sur l’influence du chômage. En règle générale, on constate que les taux les plus élevés de 
chômage coïncident avec des taux de criminalité également plus élevés, même si l’élasticité 
entre ces deux variables ne fait pas consensus
431. Cette relation s’est affinée au cours des 
années 1990. Par exemple, Gould et al. (1998) ont étudié 582 comtés au cours des années 
1980. Ils ont pu confirmer que le lien établi était robuste et qu’une augmentation de 1% du 
taux de chômage conduisait à une augmentation de 2,2% des crimes et délits contre les biens. 
Levitt (1995, 1996, 1997) vérifie également qu’il y a bien un rapport de causalité entre ces 
deux éléments, même s’il est plus ténu pour les actes de violence.  
 
Fougère et al. confirment, à partir de données départementales françaises, que le chômage est 
l’un des déterminants principaux du niveau de criminalité. Après avoir testé empiriquement le 
rôle de cette variable sans distinction des populations concernées, ils démontrent que c’est 
essentiellement le chômage des jeunes (15-24 ans) qui fait question 
432. En effet, le niveau de 
chômage  en  tant  que  tel  ne  semble  pas  être  réellement  pertinent,  dans  la  mesure  où  son 
augmentation fait baisser le revenu légal des victimes potentielles, c'est-à-dire les possibilités 
de prédation. Par une étude économétrique en données de panel, ils soulignent le caractère 
explicatif du chômage des jeunes, notamment pour les atteintes aux biens. Dans le cadre de 
notre  modèle  et  de  la  spécification  économétrique,  nous  mettrons  également  en  exergue 
l’influence du chômage des jeunes sur la criminalité en Europe. Considérer les opportunités 
légales  suppose  également  de  s’attacher  aux  rémunérations,  notamment  les  plus  basses, 
sachant que le choix criminel est généralement celui d’agents moins formés et s’orientant vers 
des carrières légales moins prolixes financièrement.  
 
V.B.1.b. Le rôle des salaires et des inégalités de revenu 
 
                                                 
431 Cf. Freeman (1999).  
432 Cf. Fougère, Kramarz et Pouget (2004).    326 
Gould  et  al.  (1998)  ont  montré  que  la  baisse  de  ces  salaires  pour  les  non  diplômés  du 
secondaire s’accompagnait d’une augmentation des différentes formes de criminalité, même si 
le fait est plus marqué pour les actes de prédation
433. Suivant un modèle du même type que 
celui d’Ehrlich (1973), Machin et Meghir, en se fondant sur une analyse des comtés anglais et 
gallois sur la période 1975-1996 et en isolant les variations dans la composition de l’emploi, 
montrent également que ce résultat est robuste 
434. Ils confirment, en ce sens, les modèles de 
Grogger 
435 ou de Fagan et Freeman 
436 fondés sur une allocation temporelle entre activités 
légales et illégales.  
 
Le rôle des salaires peut également être analysé à travers le prisme des inégalités de revenus. 
En effet, on peut légitimement penser que les revenus du crime croissent avec les revenus des 
plus riches, ceux-ci ayant à priori plus de biens à même de contenter les délinquants. Si les 
revenus associés à l’activité légale des plus pauvres se tarissent, alors l’incitation à se servir 
chez autrui augmente en même temps que les inégalités. En toute logique, il est possible que 
cette relation ne soit pas vérifiée si l’augmentation des revenus des plus aisés leur permet 
d’adopter des mesures de précaution drastiques qu’ils n’auraient pu se payer autrement. Par 
ailleurs, on peut concevoir une augmentation des inégalités associée à une augmentation de 
tous les revenus réels. Dans ce cas, l’impact sur le crime serait ambigu. Néanmoins, on vérifie 
dans la pratique que l’augmentation des inégalités est liée de manière robuste à celle des actes 
de criminalité contre les biens et les personnes
437.  
 
Cette double influence est à priori surprenante : il est aisé de concevoir une causalité entre 
inégalités et prédation, comme nous venons de le voir, mais il n’en est pas de même pour les 
phénomènes de violence. Pourtant Merton, puis Shaw et McKay, ont montré très tôt que les 
inégalités dans les revenus sont générateurs de tensions, de désorganisations sociales et, par 
conséquent, de faits criminels violents
438. Les premières vérifications empiriques sur le sujet 
datent  du  début  des  années  1980
439.  Kelly  applique  plus  tard  ce  prisme  explicatif  des 
inégalités à la fois aux revenus et à l’éducation montrant, là encore, que ces deux formes 
                                                 
433 Cf. Gould, Weinberg et Mustard (1998).  
434 Cf. Machin et Meghir (2000).  
435 Cf. Grogger (1998). 
436 Cf. Fagan et Freeman (1997).  
437 Cf. Chiricos (1987), Freeman (1994), ainsi que Land et al. (1990) pour ce qui est du taux d’homicide.  
438 Cf. Merton (1938), Shaw et McKay (1942).  
439 Cf. Blau et Blau (1982).    327 
d’inégalités, mesurées par des coefficients de Gini, ont un impact positif sur le niveau de 
violence aux Etats-Unis 
440.  
 
Ce type d’études – réalisées essentiellement à un niveau empirique plutôt que théorique – 
s’est étendu géographiquement ces dernières années, aboutissant généralement à des résultats 
satisfaisants. Fajnzylber et al. se sont fondés, pour la période 1970-1994, sur les homicides 
volontaires commis dans 45 pays et les vols avec violence commis dans 34 pays. Ils montrent 
sans ambiguïté que les inégalités exercent un impact positif significatif sur de tels actes 
441. 
On pourrait sans doute reprocher à cette étude le manque d’homogénéité dans les données 
correspondant à des pays dont les appareils statistiques sont très différents (les différences 
entre pays émergeants sont, de ce point de vue, beaucoup plus criantes qu’à l’intérieur de 
l’Europe). Néanmoins, les grands traits discernés sont cohérents avec ce qui a été analysé aux 
Etats-Unis, et ces éléments ne sont pas intuitivement surprenants. Voyons à présent, après 
nous être attachés aux incitations que rencontre le criminel potentiel, à la manière dont celles-
ci peuvent être maniées par la puissance publique dans le cadre des politiques de prévention.   
 
V.B.1.c. Politiques publiques visant à améliorer les opportunités légales 
 
De nombreux travaux ont d’abord trait à la structure familiale. Comme le montrent Glaeser et 
Sacerdote,  le  taux  de  familles  monoparentales  constitue  une  déterminant  essentiel  des 
différences de criminalité entre les villes américaines
442. Par ailleurs, un débat très clivant fait 
actuellement rage entre les économistes du crime outre Atlantique : il porte sur le rôle de la 
légalisation  de  l’avortement  dans  la  baisse  récente  du  taux  de  criminalité
443.  L’idée  sous 
jacente repose sur le fait que l’avortement est une possibilité s’offrant avant tout à des femmes 
qui ne disposaient pas, au moment de leur grossesse, des ressources – matérielles ou humaines 
-  nécessaires  à  l’éducation  d’un  enfant.  Légaliser  cette  possibilité,  la  rendant  ainsi  moins 
dangereuse pour la santé des femmes et plus répandue, diminuerait le nombre de naissances 
non désirées, plus propices aux difficultés d’éducation et, par suite, au choix de la criminalité. 
Comme  on  pouvait  le  prévoir,  les  auteurs  de  cette  théorie  ont  eu  le  pénible  privilège  de 
s’attirer à la fois les foudres des conservateurs et de la gauche. Les premiers n’admirent pas 
qu’on légitime ainsi l’avortement, qui plus est en faisant appel à l’un des ressorts puissants de 
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leur discours – la sécurité ; les seconds virent dans cette théorie des relents eugénistes, ne 
justifiant pas l’avortement en tant que tel, mais parce qu’il permettait d’éliminer de futurs 
enfants  à  problème  (pour  caricaturer,  souvent  pauvres  et  afro-américains).  Cette  causalité 
théorique semble néanmoins trouver une validation empirique, comme le montrent Donohue 
et Levitt (2001), Reyes (2002) ou Anindya Sen (2002) sur des données canadiennes.  
 
En 1996 et 1997, l’Université du Maryland a entrepris une étude très complète portant sur les 
programmes de prévention du crime, ceux-ci comprenant des actions destinées aux très jeunes 
enfants, à leurs parents, la mise en place de stages en entreprise ou les stratégies policières de 
prévention. Il apparaît que les programmes ponctuels, à faible coût (visites de prisons par les 
enfants  pour  les  dissuader  de  fréquenter  un  tel  lieu,  par  exemple)  portaient  de  manière 
générale assez peu leurs fruits. En revanche, les programmes menés à plus long terme (visite 
auprès des parents pour les jeunes en difficulté, aide aux devoirs…) semblent nettement plus 
prometteurs bien que plus dispendieux 
444. Par ailleurs, plusieurs études ont été effectuées afin 
de mesurer l’impact de programmes – le Perry School Program est sans doute le plus connu -
visant à compenser les déficiences parentales lors de l’éducation des touts petits 
445.  Comme 
le souligne Donohue, on sait que 6% de la population commet plus de 50% des crimes 
446. 
Dès lors, le ciblage des programmes d’éducation apparaît comme une priorité, et l’on peut 
montrer que si ce dernier est correctement effectué, les programmes d’éducation sont souvent 
plus efficaces que l’augmentation du taux d’incarcération
447. Ils peuvent alors être menés à 
des âges différents.   
 
Freeman (1996) a montré, en se fondant sur les prisonniers américains, que plus des deux tiers 
des personnes incarcérées n’étaient pas diplômés du secondaire. Par ailleurs, et de façon plus 
théorique, Lochner développe un modèle endogène d’accumulation du capital humain dans 
lequel l’agent décide de travailler légalement, illégalement ou de se former
448. Il montre à la 
fois  une corrélation entre le niveau des salaires, l’incitation publique à la formation et le 
niveau de criminalité. La spécification économétrique choisie permet de quantifier le gain dû 
à l’obtention d’un diplôme du secondaire : près de 7.000$ seraient économisés par la société 
du seul fait de la baisse de la criminalité. Cette étude conforte celle de Greenwood et al. 
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(1994), qui examinent quatre grands types de programmes : aider les parents dont les enfants 
sont agressifs à l’école ; faire entrer des éducateurs dans les foyers ; superviser les mineurs 
délinquants pour les faire rentrer dans le droit chemin ; aider les jeunes défavorisés à acquérir 
un diplôme du secondaire par des moyens financiers ou d’autres incitations. Ils trouvent que 
c’est ce dernier type d’incitation qui présente – de très loin – la meilleure efficacité (en termes 
de baisse de la criminalité) pour une même somme investie
449. Au-delà de la crédibilité de 
leurs résultats, ces travaux présentent l’intérêt majeur de penser la question de la régulation du 
crime  en  termes  d’allocation  des  ressources  et  non  plus  en  s’attachant  à vérifier l’impact 
d’une seule politique, isolée du système général d’incitations. C’est en nous fondant sur ce 
type d’ambition que nous construirons notre fonction d’offre de sécurité et la confronterons 
aux fonctions de demande établies plus tôt.  
 
Rappelons que deux grands types de politiques fondent l’offre de sécurité. D’une part, les 
« politiques  de  la  carotte »  dont  nous  venons  de  cerner  les  principaux  éléments,  et  qui 
s’attachent à la prévention du crime ; de l’autre, les « politiques du bâton », qui s’attachent à 
la dissuasion et la répression du crime. Deux éléments sont essentiels dans ce versant du 
système d’incitation mis en place par la puissance publique : la probabilité d’être appréhendé, 
d’une part ; l’intensité de la sanction, d’autre part. Sur ces points également, de nombreuses 
études ont été effectuées au cours des dernières décennies. 
 
 
V.B.2. Risques et coûts de l’activité illégale : l’impact des sanctions 
 
 
Analyses sociologiques et politiques conduisent souvent à un clivage entre « politiques de la 
carotte » et « politiques du bâton ». Ce dernier n’est pas récent : dès la fin du 19
ème siècle, le 
sociologue Durkheim émettait des réserves sur l’utilité réelle de la punition, considérant son 
impact douteux et, dans le meilleur des cas, modeste
450. Dans quelle mesure l’augmentation 
de la sanction espérée modifie la décision de s’engager dans le secteur illégal ? L’analyse 
économique,  étayée  récemment  par  l’apport  empirique  de  l’économétrie,  permettent 
d’apporter  des  éléments  supplémentaires  à  ce  débat.  A  grands  traits,  si  les  économistes 
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affirment  que  les  incitations  jouent  un  rôle  essentiel  dans  le  comportement  criminel, 
sociologues et criminologues sont beaucoup plus réticents à l’admettre.   
 
Il  faut,  en  réalité,  distinguer  deux  éléments  dans  la  punition.  D’abord son effet dissuasif, 
pouvant être identifié par tous, y compris le criminel potentiel, si l’on se fonde sur l’hypothèse 
d’un  calcul  rationnel  de  l’agent.  Ensuite,  notamment  pour  les  peines  d’emprisonnement, 
l’effet visant à écarter les criminels avérés de la société, les empêchant ainsi de rééditer leurs 
agissements.  Nous  devons  d’abord  nous  interroger  sur  les  apports  respectifs  de  ces  deux 
fonctions.  
 
V.B.2.a. L’emprisonnement : incapacité à commettre de nouveaux crimes ou dissuasion ? 
 
Souvenons-nous que le modèle économique formulé par Becker est fondé sur la dissuasion : 
le  criminel  potentiel,  libre  de  ses  mouvements,  arbitre  entre  activité  légale  et  illégale  en 
fonction des risques que comporte l’activité illégale et des rémunérations respectives des deux 
activités. Il peut être néanmoins important de comprendre, au-delà de ces modèles fondés sur 
la décision, si l’impact de la peine sur la production de sécurité est uniquement dû à l’effet 
dissuasif ou s’il provient également d’un éloignement mécanique du « marché de l’activité 
illégale ». Le débat sur cette question est animé.   
 
L’étude de Zedlewski se fonde exclusivement sur la seconde hypothèse. Il établit les actes qui 
auraient  été  commis  – en moyenne - par le délinquant durant le temps passé derrière les 
barreaux  s’il  avait  été  en  liberté.  Le  bénéfice  de  l’incarcération  est  alors  facilement 
identifiable
451. Freeman s’oppose totalement à cette approche. Pour lui, la rémunération de 
l’activité criminelle est elle-même soumise à un marché. Si de nombreux criminels sont sous 
les verrous, alors ceux qui restent prospèreront. Il doit en résulter de nouveaux entrants sur le 
marché illégal, venant remplacer ceux qui sont derrière les barreaux. Ainsi, à l’équilibre, le 




Levitt tente d’apporter une réponse plus empirique à cette controverse. Sa méthode est fondée 
sur  l’observation  des  périodes  qui  suivent  les  changements  de  législation  sur  les  peines 
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appliquées  aux  différentes  formes  de  délinquance.  Supposons  qu’un  comté  se  mette 
brûtalement  à  réprimer  plus  durement  les  vols  de  véhicules  à  moteur.  Si  l’on  privilégie 
l’hypothèse  dissuasive,  il  y  aura une substitution des vols de véhicules à moteur vers les 
cambriolages, par exemple. En revanche, l’hypothèse d’éloignement du marché de l’activité 
illégale conduira à une baisse de ces deux formes de crimes 
453. A la lumière des données, on 
vérifie  que  l’hypothèse  de  dissuasion  est  largement  dominante.  Plus,  si  l’on  regarde  les 
niveaux de criminalité immédiatement conséquents à une augmentation de la sévérité pour 
tous les crimes, le jugement apparaît conforté. En effet, l’augmentation de la sévérité accroît 
la  dimension  dissuasive.  En  revanche,  juste  après  le  changement  de  législation, 
l’emprisonnement  des  condamnés  n’a  aucun  impact,  dans  la  mesure  où  les  peines 
supplémentaires  s’ajoutent  à  une  sanction  existant  déjà.  Il  ne  doit  donc  pas  y  avoir  de 
différence sur ce plan là jusqu’à ce que les sanctions originelles expirent. Or, Levitt montre 
que  l’on  peut  distinguer  une  baisse  de  la  criminalité  immédiatement  conséquente  à 
l’augmentation de la sévérité, ce qui permet de vérifier l’importance de la dissuasion.  
 
Enfin, une dernière méthode utilisée consiste à se fonder sur les punitions respectivement 
appliquées aux mineurs et aux adultes 
454. Une baisse brûtale de l’implication criminelle est 
particulièrement observable lors du passage à l’âge adulte, ce qui confirme l’hypothèse de la 
dissuasion  par  la  sévérité  de  la  sanction.  Dans  les  raisonnements  menés  ci-après,  nous 
suivrons Freeman et Levitt, en mettant l’accent de manière privilégiée sur l’aspect dissuasif 
de la sanction et non sur l’éloignement du “marché de l’activité illégale”. Voyons alors les 
paramètres incitatifs sur lesquels fonder un modèle de dissuasion de l’activité criminelle. 
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V.B.2.b. Impact de la probabilité d’être appréhendé et condamné 
 
Traditionnellement,  les  modèles  s’appuyant  sur  le  processus  de  décision  de  l’agent, 
contiennent deux éléments permettant d’appréhender le risque de l’activité criminelle. D’une 
part, la probabilité d’appréhension et de condamnation ; de l’autre, la sévérité de la sanction. 
Le premier de ces deux éléments est profondément lié au rôle de la police. Rappelons que 
notre questionnement de départ a trait à l’allocation des ressources publiques. On peut dès lors 
se demander dans quelle mesure l’augmentation du nombre de policiers est un outil efficace 
pour  augmenter  la  probabilité  d’appréhension  et  dissuader  les  agents  de  choisir  l’activité 
criminelle. Les nombreuses études menées outre Atlantique se sont attachées à déterminer 
l’impact  de  la  probabilité  d’arrestation  ou  du  nombre  de  policiers ;  deux  moyens 
d’appréhender  la  même  réalité  du  point  de  vue  du  criminel
455.  On  se  heurte  assez  vite 
néanmoins à une question sur le lien de causalité entre l’évolution des forces et celle de la 
délinquance. S’il y a une corrélation positive entre le nombre de policiers et le nombre de 
crimes, est-ce à dire que les forces de l’ordre aggravent le problème 
456? Bien évidemment, 
non, dans la mesure où leur augmentation peut elle-même répondre à une recrudescence de 
criminalité. La même interrogation peut d’ailleurs se faire jour lorsque l’on examine l’impact 
d’une augmentation de la sévérité 
457.  
 
L’idée  de  Levitt  pour  pallier  cette  difficulté  consiste  à  choisir  une  variable  instrumentale 
affectant  les  forces  de  police  sans  modifier  directement  les  préférences  des  agents  pour 
l’activité légale ou illégale. Il examine alors tout particulièrement les périodes électorales, 
qu’il s’agisse des maires ou des gouverneurs, qui provoquent une augmentation exogène des 
forces de l’ordre d’environ 2% du fait de la préoccupation citoyenne
458. Sur la période 1970-
1992, il trouve alors une élasticité significative sur les actes de prédation comme de violence.  
Certes, il est difficile de déduire de ces élasticités des recommandations sur la base d’une 
étude coût / bénéfice (imprécision sur l’élasticité, mauvaise connaissance des coûts sociaux, 
autres activités policières que lutte contre le crime…). Néanmoins, l’économiste trouve une 
économie – en termes de dommages criminels – de l’ordre de 200m$ par an et par policier 
supplémentaire. Marvell et Moody (1996) tentent de corriger ce même biais en prenant des 
données  de  très  haute  fréquence  pour  les  effectifs  de  police  en  arguant  du  fait  qu’il  est 
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difficile de modifier très rapidement le nombre de policiers quand le crime varie. Ainsi, en 
éliminant cette forme de biais d’endogénéité, ils vérifient une relation de causalité négative 
entre les effectifs de police et le niveau de criminalité. 
 
Corman et Mocan ont poussé plus loin cette idée en se fondant sur un étude empirique new-
yorkaise  visant  à  accréditer  la  théorie  des  « fenêtres  cassées »  popularisée  par  le  Maire 
Rudolph Giuliani. Celle-ci, formulée une décennie auparavant par Wilson et Kelling, issus des 
sciences  politiques,  met  en  lumière  le  point  suivant :  une  fenêtre  cassée  et  non  réparée 
constitue un signal que personne ne s’intéresse au quartier. Dès lors, il ne coûte rien d’en 
casser une autre. En revanche, l’attention de la communauté à un lieu constitue une barrière 
forte  pour  ceux  qui  voudraient  l’envahir  criminellement.  Remplacer  ce  qui  a  été  détruit, 
augmenter les patrouilles de police, permet de donner une impression d’ordre, qui renforce les 
mécanismes de contrôle informel par la communauté elle-même. Dans le cadre de cette vision 
des faits, la police protège la communauté en même temps qu’elle protège les individus 
459. 
Pour cela, il est à la fois nécessaire d’augmenter le nombre de patrouilles et les arrestations 
pour des délits mineurs.  
 
Corman  et  Mocan  ont  tenté  de  vérifier  empiriquement  cette  approche  en  prenant  comme 
variable le nombre d’arrestations pour délit mineurs. Cette étude, fortement critiquée, tend à 
montrer que les différentes formes de criminalité baissent lorsque les arrestations pour ce type 
de  délits  augmentent.  Ils  en  déduisent  qu’une  allocation  des  ressources  optimale  devrait 
effectivement  viser  à  augmenter  le  nombre  de  policiers  afin  d’accroître  ce  type 
d’arrestations
460. Ce conseil apparaît crédible dès lors que l’élasticité du crime par rapport au 
nombre de policiers est suffisamment élevée pour qu’un euro marginalement dépensé réduise 
le coût du crime dans une proportion supérieure. D’après les estimations dont nous disposons 
sur ces élasticités, il semblerait que ce soit le cas outre Atlantique
461. Nous verrons dans le 
prochain chapitre s’il en est de même en France.  
 
D’autres  études  –  essentiellement  outre  Atlantique  –  ont  tenté  d’approfondir  le  lien  entre 
probabilité  d’appréhension  et  niveau  de  criminalité.  Si  l’on  prend  l’exemple  des  grandes 
villes, on se rend compte que, toutes choses égales par ailleurs, elles sont plus criminogènes 
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que les villes de taille plus réduite. Pour Glaeser et Sacerdote, une part de cette différence 
peut être expliquée par une probabilité plus faible d’être appréhendé (selon eux, explicative 
d’environ 20% de la variance entre les zones géographiques étudiées) 
462. Cette idée semble se 
confirmer  en  France,  où  l’on  peut  constater  des  écarts  pour  le  nombre  de  policiers  par 
habitant. En particulier, de nombreuses villes des petite et grande couronnes ont moins de 
policiers par habitant que Paris alors que les taux de criminalité y sont plus élevés.  
 
Enfin,  un  autre  versant  de  l’Economie  du  crime  s’intéresse  au  développement  des 
technologies policières, qui constitue un progrès technique à même de modifier la fonction 
d’offre de sécurité. C’est le cas, par exemple, de l’extension de la base ADN au sein de la 
population, afin de résoudre plus aisément crimes et délits tout en faisant connaître largement 
– à des fins de dissuasion – ces nouvelles possibilités
463. Nous verrons plus bas comment 
interpréter  ces  « chocs  d’offre »  dans  l’espace  géométrique de confrontation entre offre et 
demande de sécurité.  
 
V.B.2.c. Impact de la sévérité de la sanction 
 
Plusieurs travaux portent également sur l’impact de la sanction et du type de sanction sur le 
niveau agrégé de criminalité. Le premier type correspond à une sanction qui présente un coût 
pour  la  collectivité  (c’est  le  cas  de  la  prison,  par  exemple).  Nous  verrons  les  réflexions 
auxquelles il a donné lieu. Un autre type de sanction, également fondé par l’analyse de Gary 
Becker,  consiste  à  concevoir  un  système  d’amende  payée  par  le  criminel.  En  ce  cas,  la 
punition  ne  constitue  pas  un  coût  supplémentaire pour la collectivité, mais un gain. Pour 
Polinsky et Shavell, la solution optimale consiste alors à faire payer au contrevenant l’amende 
maximale dont il peut s’acquitter 
464. En revanche, comme le montre Garoupa, il peut être 
avantageux, si le criminel est averse au risque, d’appliquer une amende inférieure à ce niveau 
465. Les deux systèmes de sanction ainsi évoqués peuvent paraître très différents : l’un consiste 
– du point de vue financier - en une compensation de la collectivité ; l’autre en une dépense 
permettant de dissuader du passage à l’acte criminel. Ces deux aspects peuvent, dans la réalité 
des faits, être combinés, si l’on décide de faire travailler les prisonniers à un salaire inférieur à 
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ce qu’ils rapportent à la collectivité. Voyons quel éclairage a été apporté par la littérature sur 
le premier type de sanction.  
 
Comme  pour  le  cas des forces policières, des biais peuvent affecter l’appréhension d’une 
relation  de  causalité  entre  l’intensité  de  la  sanction  et  le  crime :  par  exemple,  une 
augmentation de la population carcérale peut être expliquée par une augmentation des actes de 
délinquance graves et non par une sévérité accrue. Ainsi, il est difficile de mettre en lumière 
l’impact  des  décisions  d’incarcération  sur  le  crime  si  le  second  détermine  largement  les 
premières. Levitt (1995) exploite le fait que la surpopulation carcérale a conduit les autorités à 
relâcher  des  détenus  plus  tôt  que  prévu,  ce  qui  correspond  en  réalité  à  une  modification 
exogène de la sévérité. Il semble alors montrer que cette baisse de la sanction provoque – du 
moins  à  court  terme  –  une  augmentation  du  fait  criminel
466.  Cependant,  l’étude  de  la 
dissuasion sur une seule période n’est pas suffisante, comme nous le verrons plus précisément 
à la faveur de notre modélisation. En effet, un accroissement de la sanction – notamment par 
l’intermédiaire de l’emprisonnement – crée à terme une baisse de l’employabilité provenant 
d’une obsolescence du capital humain ou d’un mécanisme de stigmatisation
467. Plus, les coûts 
de cette stigmatisation (chômage plus probable, salaire plus faible…) peuvent même excéder 
les coûts de la sanction à proprement parler
468. Ainsi, sauf à penser que l’incarcération sera 
très longue, libérant les agents alors qu’ils sont vieux et inoffensifs, l’impact de la prison sur 
la criminalité semble incertain dès lors que l’on observe plusieurs périodes
469.  
 
Un  autre  argument  tend  à  fragiliser  ces  conclusions.  En  effet,  si  l’on  appréhende  le 
comportement du criminel dans une optique dynamique, on se rend compte que celui-ci est 
très sensible au temps dont il dispose pour profiter des fruits de son larcin. Quelle que soit la 
probabilité p d’être appréhendé pour un crime, nous savons que la probabilité de ne jamais 
l’être diminue et tend vers 0 à mesure que le nombre de crimes commis augmente, et ce 
d’autant  plus  vite  que  p  est  grand.  Or,  comme  tout  un  chacun,  le  criminel  potentiel  est 
caractérisé par une préférence pour le présent et un taux d’actualisation non nul. Dans ce cas, 
plus le nombre de crimes et délits commis avant la sanction est grand, plus le poids de celle-ci 
est amoindri. Cet élément modifie de manière conséquente les résultats obtenus par Becker, 
l’argument essentiel de la dissuasion devenant la probabilité d’appréhension. 
                                                 
466 Cf. Levitt (1995).  
467 Cf. Rasmusen (1996).  
468 Voir notamment Waldfogel (1994) ou Lott (1992).  
469 Voir, notamment, Freeman (1992) ou Furuya (2002).    336 
 
Enfin,  même  si  l’on  parvient  à  établir  un  lien  de  causalité  solide  entre  la  sévérité  de  la 
sanction et le niveau de criminalité, cela ne prouve pas pour autant qu’il est bon de continuer 
à construire des prisons. En effet, il semblerait – aux Etats-Unis, du moins – que l’élasticité 
marginale  est  relativement  faible  et  que  l’entretien  d’un  détenu  marginal  supplémentaire 
coûterait  plus  cher  qu’il  ne  rapporterait  en  termes  de  baisse  de  la  criminalité
470.  Nous 
vérifierons  empiriquement  dans  le  prochain  chapitre  ce  qu’il  en  est  en  France.  Jusqu’à 
présent, nous nous sommes attachés à cerner l’influence de paramètres assez classiques sur la 
décision  des  agents  de  s’orienter  vers  le  marché  légal  ou  illégal.  D’un  côté,  les  gains 
provenant des deux types d’activité – salaire ou « butin » ; de l’autre les risques pris par le 
criminel de se faire appréhender et de se voir infliger une sanction. Le décideur était alors à 
même  de  dresser  un  bilan  de  type  coût  /  avantage  et  d’en  inférer  un  comportement 
optimisateur  rationnel.  Pourtant,  d’autres  facteurs  fournissent  de  nouveaux  éléments  à  la 




V.B.3. L’impact des interactions sociales sur la criminalité 
 
 
On se rend compte empiriquement que le crime est très concentré, à la fois géographiquement 
et  socialement.  Il  semble  difficile  d’expliquer  une  telle  concentration  avec  des  arguments 
portant uniquement sur un mécanisme d’incitations économiques. Glaeser et al. partent, dans 
un article célèbre, d’une constatation : la variance – importante – du crime dans l’espace ne 
peut  être  expliquée  exclusivement  par  une  analyse  rationnelle  de  type  coût  bénéfice 
permettant d’arbitrer entre le marché des activités légales et celui des activités illégales 
471. 
Cette variance s’observe entre les villes américaines comme entre les différents quartiers de 
chacune de ces villes. Ils bâtissent alors un modèle fondant partiellement l’utilité dégagée par 
les agents sur les actions observées des autres agents, ce qui permet de justifier un mimétisme 
dans les comportements adoptés : pour le même profil de gain associé au crime, un individu 
est  plus  propice  à  passer  à  l’acte  si  son  entourage  est  lui-même  impliqué.  En  retour,  sa 
                                                 
470 Cf. Donohue (2005).  
471 Cf. Glaeser, Sacerdote et Scheinkman (1996).    337 
décision affecte celle dudit entourage, ce qui conduit à un équilibre collectif expliquant une 
telle  concentration  spatiale.  En  se  fondant  sur  un  argument  « d’efficience  collective », 
Sampson et al. (1997) parviennent au même type de résultat 
472. L’une des conséquences de 
cette approche, dans sa version dynamique, est le rôle déterminant joué par les « conditions 
initiales » dans l’établissement d’un équilibre de criminalité
473. On retrouve bien ici l’intuition 
de  la  théorie  des  « fenêtres  cassées » :  un  délit  mineur  qui  n’appelle  pas  de  réparation 
constitue l’une des conditions initiales à même de conduire vers un équilibre de criminalité 
très défavorable.   
 
Sah  utilise  également  le  rôle  des  interactions  sociales  comme  élément  gouvernant  les 
comportements  criminels.  Selon  lui,  les  informations  portées  par  le  groupe  peuvent  être 
essentielles dans la prise de décision en cas d’incertitude. Cela peut être le cas par exemple 
des attitudes policières et judiciaires, mal connues. Si un message de confiance (une faible 
probabilité  de  se  faire  appréhender,  par  exemple)  s’installe  à  l’intérieur  d’un  groupe,  les 
comportements – un peu à la manière des cascades informationnelles – deviennent de plus en 
plus  similaires
474.  Ces  anticipations,  peuvent  d’ailleurs  s’avérer  auto  réalisatrices :  s’ils 
pensent  que  la  probabilité  d’être  appréhendé  est  faible,  beaucoup  de  criminels  potentiels 
passeront à l’acte, ce qui rendra plus difficile la tâche des policiers – en nombre fixe sur une 
échelle de temps ponctuelle, et abaissera cette probabilité.  
 
 
Connaître les déterminants du comportement criminel, et par là même, les facteurs de l’offre 
de sécurité n’est pas chose aisée, comme nous l’avons vu. En laissant de côté les phénomènes 
liés  aux  interactions  sociales,  il  est  possible  de  distinguer  les  facteurs  participant  de  la 
prévention et ceux participant de la dissuasion ainsi que de la répression. En réalité, il apparaît 
que le criminel potentiel réagit à un système d’incitations individuelles dans lequel plusieurs 
éléments semblent jouer un rôle déterminant : par exemple, le taux de chômage, le niveau des 
bas salaires, la probabilité d’être appréhendé, et la sévérité de la sanction pour un même crime 
ou  délit.  Pour  partie,  ces  variables  peuvent  être  modifiées  par  l’allocation  des  ressources 
publiques  entre  plusieurs  types  de  dépenses  (dépenses  d’éducation,  dépenses  policières, 
dépenses  pénitentiaires,  etc.).  Dès  lors,  nous  souhaitons  préciser  de  manière  théorique 
                                                 
472 Cf. Sampson et al. (1997).  
473 Cf. Grogger et Sonstelie (1996).  
474 Cf. Sah (1991).    338 
comment se comporte le criminel potentiel à travers ce système d’incitations, ce qui nous 
permettra de bâtir une fonction d’offre de sécurité face au crime et de la confronter avec les 
fonctions  de  demande  déjà  établies.  Au  cours  du  prochain  chapitre,  nous  vérifierons 
empiriquement que les traits mis en lumière par notre modèle sont bien vérifiés, puis nous 
proposerons une application numérique portant sur l’allocation de deux dépenses de sécurité.     339 




V.C.1. Modèle de décision du criminel potentiel 
 
 
Comme nous l’avons montré, il n’est pas suffisant d’examiner le comportement du criminel 
potentiel  sur  une  seule  période.  En  effet,  la  dynamique  est  primordiale  pour  analyser  les 
incitations  mises  en  œuvre  par  la  puissance  publique.  A  cet  effet,  nous  construisons  un 
modèle à trois périodes, correspondant à trois phases déterminantes : la période où l’individu 
est mineur et consacre généralement ses activités légales aux études ; la jeunesse ; l’âge plus 
mûr à partir duquel l’agent a déjà pu être l’objet de condamnations conséquentes. Au cours de 
chacune  de  ces  périodes,  l’agent  choisit  d’allouer  son  temps  entre  les  activités  légales  et 
illégales.  
 
-  Entre  une  activité  de  formation,  permettant  d’accroître  son  capital  humain,  et  une 
activité criminelle, au cours de la première période.  
-  Entre une activité de travail, et une activité criminelle au cours de la deuxième et de la 
troisième période.  
 
L’agent représentatif souhaite maximiser son revenu sur les trois périodes, obtenu sur deux 
marchés indépendants : l’un pour les activités légales ; l’autre pour les activités illégales. Les 
agents, en allouant du temps, arbitrent donc entre ces deux marchés en fonction des incitations 
qui leur sont offertes. Leur choix peut être modifié à chaque changement de période. Plusieurs 
hypothèses doivent être faites.  
 
D’abord, nous considérerons comme Ehrlich (1973) que les activités légales et illégales sont 
substituables  et  non  complémentaires.  Il  s’agit  bien  évidemment  d’une  hypothèse 
simplificatrice par rapport à la réalité, dans la mesure où les gains illégaux peuvent apparaître 
en dehors comme à l’intérieur du cadre de travail légal.  
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Ensuite,  nous  supposerons  que le criminel potentiel est neutre au risque. A la faveur des 
chapitres précédents, nous nous sommes intéressés à la demande de sécurité, issue tant des 
événements réellement advenus que des préférences des agents. Dès lors, le comportement 
des victimes potentielles face au risque constituait un élément central de notre réflexion. Dans 
le  cadre  de  ce  modèle,  nous  ne  prenons  pas explicitement en compte cet aspect pour les 
criminels eux-mêmes 
475. Néanmoins, dans le cadre des modèles que nous avions évoqués 
pour bâtir la seconde fonction de demande de sécurité, il est possible de tenir compte de 
l’aversion  au  risque  du  criminel  potentiel  par  une  déformation  de  la  probabilité  d’être 
appréhendé après un crime ou délit donné. 
 
Enfin, un autre élément méritant d’être évoqué est celui du rapport au temps. Souvenons-nous 
des  mots  de  Faust  lorsqu’il  pactise  avec  le  diable  « Que  m’importe  demain  si  je  souffre 
aujourd’hui ! » Il y a, en réalité, un peu de cela dans l’attitude criminelle, qui permet d’obtenir 
des gains rapides, souvent immédiatement visibles, soupesés avec une sanction qu’il n’est pas 
possible d’observer à l’instant de la décision. Or, certains individus ont un taux d’actualisation 
plus fort que d’autres, ce qui peut expliquer une plus grande propension à choisir l’activité 





Plusieurs éléments apparaissent essentiels pour la construction du système d’incitation dans 
lequel se meut le criminel potentiel. Nous appellerons alors :  
 
-  s le revenu obtenu par l’agent par unité de temps consacrée à l’activité légale  
-  e, la fraction de ce revenu obtenue s’il est au chômage 
-  c p , la probabilité d’être en situation de chômage. 
-   f, l’intensité de la sanction infligée à un criminel, par unité de temps consacré au 
crime. Il semble en effet cohérent d’affirmer que la sanction sera d’autant plus lourde 
(même si tous ces crimes ne sont pas connus par la justice) que l’implication dans les 
activités illégales est importante. 
                                                 
475 Concernant la perception du risque d’être appréhendé en enfreignant la loi, voir notamment Dionne, Fluet et 
Desjardins (2007), qui étudient de manière empirique l’influence de la perception d’être arrêté pour mauvaise 
conduite au volant.    341 
-  p , la probabilité d’être appréhendé par unité de temps consacré aux activités illégales. 
Il  est,  là  encore,  cohérent  de  dire  que  cette  probabilité  est  d’autant  plus  forte que 
l’implication dans le crime est élevée.  
-  I, la productivité associée à l’activité criminelle, autrement dit, le revenu retiré par 
unité de temps consacrée  à l’activité illégale 
-  x , le coût psychologique associé à une unité de temps dédié à l’activité criminelle. En 
toute  extrémité,  il  est  possible  de  considérer  que  l’activité  criminelle  procure  une 
sensation de plaisir, correspondant formellement au cas  0 x < . Comprendre les coûts – 
ou les gains – psychologiques associés à l’activité criminelle est à la fois passionnant 
et considérablement difficile. Tuer, voler, ne sont pas des actes psychologiquement 
neutres. Un goût de l’interdit, de la violence, ou au contraire, un coût à supporter, sont 
des éléments que l’on ne peut ignorer et qui doivent faire partie – nous le verrons à la 
faveur de notre modèle – des facteurs de décision de l’agent. Le « plaisir du crime » a 
déjà été plusieurs fois documenté de manière économique 
476. Au contraire, certains 
actes plongent leurs auteurs dans une vie intérieure atroce 
477. Des facteurs extérieurs 
agissent  sur  ces  coûts  ou  ces  gains  psychologiques.  Freeman  est  ainsi  parvenu  à 
montrer sur quelques villes américaines que le fait d’assister à l’office avait un impact 
sur  le  niveau  de  criminalité  observé 
478.  Nous  nous  livrerons  plus  loin  à  une 
vérification  empirique du même type.  
-      1 2 3 , , t t t  correspondent aux temps respectivement alloués à l’activité illégale durant les 
trois  périodes  distinguées.  Par  souci  de  simplicité  dans  les  notations,  nous  avons 
normalisé  la durée de chacune de ces périodes à l’unité. Par différence, les temps 
respectivement  alloués  aux  activités  légales  durant  ces  trois  périodes  sont  donc 
1 2 3 1 ,1 ,1 t t t - - - .  
 
Voyons  à  présent  les  modalités  de  l’arbitrage  d’un  agent  donné  entre  les  marchés 
correspondant aux activités légales et illégales. Nous serons amenés, pour chacune des trois 
périodes étudiées, à définir quelques notations supplémentaires.   
 
Première période 
                                                 
476 Cf. Witte et Tauchen (1994).  
477 Souvenons-nous de Raskolnikov, le personnage de Crime et châtiment, en proie aux hallucinations les plus 
sombres après un meurtre commis plus par défi philosophique que par intérêt financier.   
478 Cf. Freeman (1986).    342 
 
Au cours de cette première période, nous considérons que l’agent ne peut avoir d’activité 
légale rémunérée. Il partage ainsi son temps entre un investissement en capital humain et une 
activité illégale, rémunérée mais risquée. Pour un temps  1 t  dédié au crime – soit un temps 
1 1 t -   consacré  à l’investissement dans le capital humain – la valeur dégagée en première 
période peut s’écrire, pour un individu neutre vis-à-vis du risque :  
 
( ) ( )
2




En deuxième période, l’individu peut, cette fois, exercer une activité légale rémunérée. Il ne 
touche qu’une fraction de ce revenu s’il est en situation de chômage. La probabilité d’être 
dans  cette  situation  est  alors  déterminante  dans  le  choix  de  l’allocation  temporelle  entre 
activités légale et illégale. Dans le cadre de notre modèle, l’investissement dans le capital 
humain au cours de la première période va, précisément, influencer cette probabilité. Nous 
considérerons en effet, qu’elle peut s’écrire :  
 
( ) ( ) 1 0 1 . 1 c c p p t p t k = = - -  
 
Cela signifie que l’investissement en capital humain effectué au cours de la première période 
affecte les revenus de la deuxième période par le biais de la probabilité de chômage. Plus le 
temps passé à développer son capital humain – par opposition au choix d’une activité illégale 
–  est  important,  plus  la  probabilité  de  chômage  en  deuxième  période  est  réduite.  Le 
coefficient  k  correspond alors à la productivité de l’investissement dans le capital humain. 
Dans le cadre de ce modèle, il est donc possible d’expliquer le chômage des jeunes à l’aide de 
deux paramètres,  0 p  et  k . Si nous raisonnons ici en nous fondant sur le cas d’un agent 
représentatif, il faut néanmoins garder à l’esprit que ces deux paramètres peuvent être très 
hétérogènes  entre  les  individus,  sans  pour  autant  que  les  résultats  qualitatifs  que  nous 
établirons plus bas ne soient modifiés. Dans la mesure où la puissance publique peut agir sur 
chacune de ces deux variables, nous verrons comment elles participent de la construction 
d’une fonction d’offre de sécurité face au crime.   
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En deuxième période, l’agent possède alors deux sources de revenus possibles : les revenus 
légaux, correspondant à un revenu horaire touché pour chaque unité de temps consacrée à 
l’activité légale ; les revenus illégaux correspondant aux activités criminelles et amputés à la 
fois d’une mesure du risque d’être sanctionné et des coûts psychologiques. Si, dans le cas de 
chômage, une fraction e du revenu est versée à l’agent, il est possible d’écrire que la valeur 
dégagée en deuxième période pour un individu neutre au risque est de la forme 
479:  
 
( ) ( ) ( ) ( ) ( ) ( )
2




On  considère  d’abord  que  le  développement  du  capital  humain  au  cours  de  la  première 
période n’a plus d’influence sur la probabilité de chômage en troisième période. L’idée sous 
jacente est celle selon laquelle le degré de diplôme influence essentiellement l’employabilité 
des jeunes, mais nettement moins celle des personnes plus âgées. Le passé exerce néanmoins 
une action sur cette dernière période examinée par le prisme suivant : un individu ayant été 
condamné à une sanction pénale suffisamment lourde (typiquement une peine de prison) est 
stigmatisé sur le marché légal. Dès lors, il aura une probabilité de chômage plus importante 
qu’un individu ne supportant pas cette stigmatisation.  
 
La probabilité de chômage en troisième période peut donc prendre deux valeurs :  
 
-  ' c p , si l’individu n’a jamais été condamné 
-  ' c p s + ,  si  l’individu  a  été  condamné  à  une  peine  provoquant  une  stigmatisation  sur  le 
marché du travail. Nous avons vu en effet, en suivant Rasmusen (1996), que la condamnation 
– notamment pénale – provoquait une stigmatisation sur le marché du travail dont les coûts 
peuvent excéder ceux de la sanction elle-même (moindre productivité escomptée, confiance 
accordée par l’employeur plus faible…)
480. Nous verrons plus bas à quelle logique obéit ce 
paramètre de stigmatisation, et notamment dans quelle mesure il est lié à la sévérité de la 
sanction.  
                                                 
479 Nous ne prendrons pas en compte ici le développement du capital humain dans l’industrie du crime. Ainsi, le 
bénéfice marginal et la probabilité d’appréhension marginale ne sont pas affectés par le temps consacré au crime 
en première période. En toute rigueur nous devrions également modéliser cette formation particulière de capital 
humain.   
480 Voir Rasmusen (1996) pour une exposition précise et détaillée des mécanismes de la stigmatisation.    344 
 
La valeur dégagée par un individu allouant, en troisième période, un temps  3 t  à l’activité 
illégale, peut donc s’écrire, dans l’hypothèse d’une neutralité à l’égard du risque
481 :  
 
-  ( ) ( ) ( ) ( )
2
3 3 3 3 . 1 . 1 ' . ' . . . nc c c V t s t p e p I t f t x p = - - + + - - ,  dans  le  cas  d’un  individu  jamais 
condamné à une sanction le stigmatisant sur le marché légal ; 
-  ( ) ( ) ( )( ) ( ) ( )
2
3 3 3 3 . 1 . 1 1 ' . . . c c V t s t e p I t f t s x p = - - - + + - - ,  dans  le  cas  d’un  individu 
condamné, au cours de la deuxième période, à une sanction le stigmatisant sur le marché 
légal.  
 
V.C.2. Résolution du programme d’optimisation 
 
 
Dans le cas d’un agent rationnel et neutre au risque, cherchant à maximiser son revenu sur les 
trois périodes (sans préférence pour le présent)
482, le programme d’optimisation consistera à 
choisir  1 2 3 , , t t t  correspondant aux temps respectivement alloués à l’activité illégale durant les 
trois périodes. Il nous faut donc résoudre ce programme d’optimisation, en partant d’abord de 




Durant  la  troisième  période,  l’individu  schématisé  est  d’âge  mûr  et  peut  déjà  avoir  été 
condamné à des sanctions assez lourdes. Il faut alors considérer deux situations possibles, 
conduisant à deux comportements d’optimisation différents :  
 
-  Si l’agent n’a pas été condamné lourdement au cours de la deuxième période, il doit 
maximiser ses revenus en se fondant sur une probabilité  'c p  d’être au chômage. Il 
                                                 
481 Nous supposons ici que la probabilité marginale d’être appréhendé pour le criminel déjà condamné est la 
même que pour celui qui ne l’a pas été. En toute rigueur, elles peuvent différer pour plusieurs raisons. D’abord, 
parce que le criminel a acquis un « savoir faire » au cours du temps, qui devrait le rendre plus habile à échapper 
aux forces de l’ordre. D’un autre côté, les forces policières et judiciaires gardent les traces (ADN, habitudes 
criminelles…) des personnes auxquelles elles ont eu affaire ce qui devrait permettre de rendre les investigations 
plus efficaces. L’impact combiné de ces deux éléments antagonistes est à priori ambigu, et nous considérons en 
première approximation que la probabilité marginale d’appréhension n’est pas modifiée par les condamnations 
antérieures.   
482 Nous avons déjà vu que cet élément constitue une hypothèse forte.    345 
choisit donc d’allouer son temps entre les marchés légaux et illégaux de manière à 
maximiser :  ( ) ( ) ( ) ( )
2
3 3 3 3 . 1 . 1 ' . ' . . . nc c c V t s t p e p I t f t x p = - - + + - - .  
 
La condition de premier ordre nous donne alors une unique solution intérieure :  
 
( ) ( ) ( )
3










- - - -
=  pour  ( ) ( ) ( ) 0 . 1 '. 1 2. . c I s p e f x p < - - - - <  
 
Si cette dernière condition n’est pas vérifiée, nous obtenons une solution en coin :  
 
-  3 * 0 nc t =  si ( ) ( ) ( ) . 1 '. 1 0 c I s p e x - - - - <   
-  3 * 1 nc t =  si ( ) ( ) ( ) . 1 '. 1 2. . c I s p e f x p - - - - >  
 
Les deux derniers cas correspondent aux cas limites dans lesquels le temps est exclusivement 
consacré au marché légal ou au marché illégal. Dans ces cas, les incitations conduisent à une 
rémunération relative très faible ou forte des activités illégales. On peut alors écrire la valeur 
obtenue en espérance après maximisation des revenus, dans les trois cas possibles :  
 
-  ( ) ( ) ( ) ( )
2
3 3 3 3 * . 1 * . 1 ' . ' . * . . * nc nc nc c c nc nc V t s t p e p I t f t x p = - - + + - -  , dans le cas d’une solution 
intérieure, soit encore :   
 
( )
( ) ( ) ( )
( ) ( )
2
3
. 1 '. 1




I s p e




  - - - -   = + - -  
 
-  ( ) ( ) ( ) 3 * . 1 '. 1 nc nc c V t s p e = - -  si  3 * 0 nc t =  
 
-  ( ) ( ) 3 * . nc nc V t I f x p = - -  si  3 * 1 nc t =  
 
 
-  Si l’agent a été condamné à une lourde peine au cours de la deuxième période, il doit 
maximiser ses revenus en se fondant sur une probabilité  ' c p s +  d’être au chômage et   346 
de voir sa rémunération « légale » amputée. Il choisit donc d’allouer son temps entre 
les  marchés  légaux  et  illégaux  de  manière  à  maximiser :  
( ) ( ) ( ) ( ) ( ) ( )
2
3 3 3 3 . 1 . 1 1 . ' . . . c c V t s t e p I t f t s x p = - - - + + - - .  
 
La condition de premier ordre nous donne alors une unique solution intérieure :  
 
( ) ( ) ( ) ( )
3










- - - - +
=  pour  ( ) ( ) ( ) ( ) 0 . 1 1 . ' 2. . c I s e p f x s p < - - - - + <  
 
Si cette dernière condition n’est pas vérifiée, nous obtenons une solution en coin :  
 
-  3 * 0 c t =  si ( ) ( ) ( ) ( ) . 1 1 . ' 0 c I s e p x s - - - - + <   
-  3 * 1 c t =  si ( ) ( ) ( ) ( ) . 1 1 . ' 2. . c I s e p f x s p - - - - + >  
 
On peut alors écrire la valeur obtenue en espérance après maximisation des revenus, dans les 
trois cas possibles :  
 
-  ( ) ( ) ( ) ( ) ( ) ( )
2
3 3 3 3 * . 1 * . 1 1 . ' . * . . * c c c c c c V t s t e p I t f t s x p = - - - + + - -   ,  dans  le  cas  d’une 
solution intérieure, soit encore :  
 
( )
( ) ( ) ( ) ( )
( ) ( ) ( )
2
3
. 1 1 . '




I s e p





  - - - - +   = + - - +  
 
-  ( ) ( ) ( ) ( ) 3 * . 1 1 . ' c c c V t s e p s = - - + , si  3 * 0 c t =  
 
-  ( ) ( ) 3 * . c c V t I f x p = - - , si  3 * 1 c t =  
 
En  comparant  les  deux  situations  distinguées,  il  apparaît  de  manière  triviale  que  la 
stigmatisation  modifie  les  comportements  dans  le  sens  d’un  goût  plus  marqué  pour  les 
activités illégales. C’est tout à fait logique, dans la mesure où les individus stigmatisés ont une 
espérance de gain légal plus faible, ce qui rend de manière relative le crime plus attractif.     347 
 
Par ailleurs, dans le cas d’une stigmatisation, on peut calculer :  
 
( ) ( ) 3 * . 1
0
2. .










En deuxième période, l’agent étudié cherche à maximiser ses revenus sur les deux périodes lui 
restant  à  vivre.  Il  va  donc  choisir  le  temps  2 t   permettant  de  maximiser  la  fonctionnelle 
suivante : 
 
( ) ( ) ( ) ( ) 2 2 3 2 3 1 . * . . * nc nc c c V t t V t t V t p p + - + , qui peut également s’écrire :  
 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
2
2 1 1 2 2 2 3 2 3 . 1 . 1 . . . . 1 . . * . . * c c nc nc c c s t p t e p t I t f t t V t t V t x p p p - - + + - - + - +  
 
Précisons le point de méthode suivant : la détermination finale de l’allocation temporelle de 
deuxième période ne pourra se faire qu’après celle de première période, qui sera elle-même 
calculée à partir de  ( ) 2* V t . De manière pratique, nous établissons les solutions de deuxième 
période  en  prenant  comme  paramètre  le  comportement  de  première  période  à  travers 
l’expression  de  la  probabilité  d’être  au  chômage,  notée  ( ) ( ) 1 0 1 . 1 c p t p t k = - - .  Puis,  nous 
résolvons le problème d’optimisation de première période en vérifiant si la solution postulée 
pour la deuxième période est bien optimale.   
 
Précisons donc le comportement de deuxième période, en exprimant la condition de premier 
ordre. Celle-ci nous donne une unique solution intérieure :  
 
( ) ( ) ( ) ( ) ( ) ( ) ( ) 1 1 3 3
2
. 1 . . * *
*
2. .





- - - + + -
=  pour :  
( ) ( ) ( ) ( ) ( ) ( ) ( ) 1 1 3 3 0 . 1 . . * * 2. . c c c c nc nc I s p t e p t V t V t f x p p < - - - + + - <  
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Si cette dernière condition n’est pas vérifiée, nous obtenons une solution en coin :  
 
-  2* 0 t =  si ( ) ( ) ( ) ( ) ( ) ( ) ( ) 1 1 3 3 . 1 . . * * 0 c c c c nc nc I s p t e p t V t V t x p - - - + + - <   
-  2* 1 t =  si ( ) ( ) ( ) ( ) ( ) ( ) ( ) 1 1 3 3 . 1 . . * * 2. . c c c c nc nc I s p t e p t V t V t f x p p - - - + + - >  
 
On peut alors écrire l’espérance de gain obtenue pour les deux périodes restant. Elle s’écrit : 
( ) ( ) ( ) ( ) 2 2 3 2 3 * 1 . * . . * nc nc c c V t t V t t V t p p + - + . Trois cas sont alors possibles.   
 
Dans le cas d’une solution intérieure, nous avons : 
 
( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
2
1 1 3 3
1 1 3
. 1 . . * *
. 1 . *
4. .
c c nc nc
nc nc
I s p t a p t V t V t




  - - - + + -   + - + +
 
Autrement, cette espérance de valeur peut s’exprimer de la manière suivante :  
 
-  ( ) ( ) ( ) ( ) 1 1 3 . 1 . * c c nc nc s p t e p t V t - + + , si  2* 0 t =  
 
-  ( ) ( ) ( ) ( ) 3 3 . 1 . * . * nc nc c c I f V t V t x p p p - - + - + , si  2* 1 t = .  
 
Si l’on examine – comme en troisième période – le rôle de la stigmatisation, on se rend 
compte cette fois-ci qu’elle constitue, en deuxième période, une incitation à l’activité légale. 
En effet, on remarque que, pour tout  0 s >  ,  ( ) ( ) 3 3 * * c c nc nc V t V t £ . Les résultats suivants en 
découlent :  
 
-  La  proportion  d’agents  pour  lesquels  2* 0 t =   est  supérieure  dans  le  cas  avec 
stigmatisation que dans le cas correspondant à l’absence de stigmatisation.  
-  La  proportion  des  agents  pour  lesquels  2* 1 t =   est  inférieure  dans  le  cas  avec 
stigmatisation que dans le cas correspondant à l’absence de stigmatisation.  
-  Dans le cas d’une solution intérieure,  2* t  est inférieur dans le cas avec stigmatisation 
que dans le cas correspondant à l’absence de stigmatisation. 
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Par ailleurs, dans le cas d’une stigmatisation, on peut calculer :  
 
( ) ( ) ( ) 3 2 * * 1
2.







( ) ( ) ( ) ( ) ( ) ( )
2
3 3 3 3 * . 1 * . 1 1 . ' . * . . * c c c c c c V t s t e p I t f t s x p = - - - + + - - , ce qui donne :  
 
( ) ( ) ( ) 2 3 * . 1 * . 1
0
2.





  pour  3 * 1 c t < , et vaut 0 si  3 * 1 c t = .  
 
On se rend compte que la stigmatisation (provoquée, par exemple, par une peine de prison) a 
des effets dissuasifs au cours de la deuxième période. Anticipant une position défavorable sur 
le marché du travail en troisième période en cas de condamnation, l’agent en tient compte dès 
la deuxième période en arbitrant en faveur du marché légal. On voit bien que les effets au 
niveau macroéconomique de la stigmatisation sont ambigus, dans la mesure où elle œuvre 
dans le sens du marché légal en deuxième période et du marché illégal en troisième période. 




En  première  période,  l’agent  représentatif  cherche  à  maximiser  ses  revenus  sur  les  trois 
périodes étudiées. Il va donc choisir le temps  1 t  permettant de maximiser la fonctionnelle 
suivante : 
 
( ) ( ) ( ) ( ) ( ) 1 2 2 3 2 3 * 1 . * * . *. * nc nc c c V t V t t V t t V t p p + + - + , qui peut également s’écrire :  
  
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
2 2
1 1 2 1 1 2 2 2 3 2 3 . . . . 1 * . 1 . . * . . * 1 . * . * . *. * c c nc nc c c I t f t s t p t e p t I t f t t V t t V t x p x p p p - - + - - + + - - + - +
 
En rappelant que les solutions du programme d’optimisation de deuxième période ont été 
trouvées en gardant comme paramètre le comportement de première période, il est nécessaire 
d’envisager trois cas possibles pour connaître le comportement de première période. Ceux-ci 
nous donnent les conditions de premier ordre suivantes :  
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-    si  ( ) ( ) ( ) ( ) ( ) ( ) ( ) 1 1 3 3 . 1 . . * * 0 c c c c nc nc I s p t e p t V t V t x p - - - + + - <     (cela  revient  à  2* 0 t = ), 
alors l’agent cherche, en première période, à maximiser la fonctionnelle suivante :  
 
( ) ( ) ( ) ( ) ( )
2
1 1 1 1 3 . . . . 1 . * c c nc nc I t f t s p t e p t V t x p - - + - + + , 
avec  ( ) ( ) 1 0 1 . 1 c p t p t k = - - .  
 
La condition de premier ordre nous donne alors une unique solution intérieure :  
 











=  pour  ( ) ( ) 0 . . 1 2. . I s e f x k p < - - - <  
 
Si cette dernière condition n’est pas vérifiée, nous obtenons une solution en coin :  
 
-  1* 0 t =  si ( ) ( ) . . 1 0 I s e x k - - - <   
-  1* 1 t =  si ( ) ( ) . . 1 2. . I s e f x k p - - - >  
 
Après  avoir  résolu  l’équation  précédente  et  trouvé  un  1* t   hypothétique,  il  est  ensuite 
nécessaire de vérifier si la condition postulée au départ est bien valide, c’est-à-dire : 
 
( ) ( ) ( ) ( ) ( ) ( ) ( ) 1 1 3 3 . 1 * . * . * * 0 c c c c nc nc I s p t e p t V t V t x p - - - + + - <   (autrement dit, la condition 
sous laquelle  2* 0 t = ). Cette vérification se voit aisément dans le cas où  1* 0 t = , mais elle 
dépend des valeurs relatives des paramètres que nous avons posés pour ce qui est des deux 
autres cas.   
 
-  si ( ) ( ) ( ) ( ) ( ) ( ) ( ) 1 1 3 3 . 1 . . * * 2. . c c c c nc nc I s p t e p t V t V t f x p p - - - + + - >   (cela revient à  2* 1 t = ), 
alors l’agent cherche, en première période, à maximiser la fonctionnelle suivante :  
 
( ) ( ) ( ) ( ) ( )
2
1 1 3 3 . . . . 1 . * . * nc nc c c I t f t I f V t V t x p x p p p - - + - - + - +  
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La condition de premier ordre nous donne alors une unique solution en coin. En effet, comme 
nous  savons  que  ( ) ( ) ( ) ( ) ( ) ( ) ( ) 1 1 3 3 . 1 . . * * 2. . c c c c nc nc I s p t e p t V t V t f x p p - - - + + - > ,  on  en 
déduit facilement que  ( ) 2. . I f x p - > , d’où découle le résultat de première période suivant : 
1* 1 t = .  
 
Ce résultat est intuitivement assez logique : si l’agent anticipe une « carrière exclusivement 
consacrée  au  crime »,  il  n’a  pas  lieu  de  choisir  une  amélioration  du  capital  humain  en 
première période. Il s’attache plutôt à maximiser ses revenus provenant de l’activité illégale 
dès  la  première  période.  Après  avoir  résolu  l’équation  précédente  et  trouvé  un  1* t  
hypothétique, il est nécessaire de vérifier que la condition postulée au départ est bien valide, 
c’est-à-dire : 
 
( ) ( ) ( ) ( ) ( ) ( ) ( ) 1 1 3 3 . 1 * . * . * * 2. . c c c c nc nc I s p t e p t V t V t f x p p - - - + + - >   (autrement  dit,  la 
condition sous laquelle  2* 1 t = ). En réalité, la vérification de cette relation dépend des valeurs 
relatives des paramètres que nous avons posés. Si aucun couple  ( ) 1 2 *, * t t  n’a pu être trouvé 
dans le cadre des deux premiers cas analysés ( 2* 0 t =  ou  2* 1 t = ), alors nous recherchons un 
équilibre dans lequel  2* t  n’est pas situé au  bord. Voyons ce dernier cas.  
 
-  Si  ( ) ( ) ( ) ( ) ( ) ( ) ( ) 1 1 3 3 0 . 1 . . * * 2. . c c c c nc nc I s p t e p t V t V t f x p p < - - - + + - < ,  alors  l’agent 
cherche à maximiser en première période la fonctionnelle suivante : 
 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
2 2
1 1 2 1 1 2 2 2 3 2 3 . . . . 1 * . 1 . . * . . * 1 . * . * . *. * c c nc nc c c I t f t s t p t e p t I t f t t V t t V t x p x p p p - - + - - + + - - + - +
 
Cette dernière peut alors s’écrire, en connaissant les valeurs intérieures de  2* t  :  
              
( )
( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
2
1 1 3 3
2
1 1 1 1 3
. 1 . . * *
. . . . 1 . *
4. .
c c c c nc nc
c c nc nc
I s p t e p t V t V t





  - - - + + -   - - + + - + +
  
 
La condition de premier ordre nous donne une unique solution intérieure : 
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( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
( )
0 3 3
1 2 2 2
. 1 1 . . * *



















  - - - - - + -




 pour :  
( ) ( )
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
2 2 2
0 3 3 . 1 1 . . * * . . 1
0 . . 1 . 1 2. .
2. . 2. .
c c nc nc I s e p V t V t s e
I s e f
f f
x k p k
x k p
p p
  - - - - - + - -




Si cette dernière condition n’est pas vérifiée, nous obtenons une solution en coin :  
 
-  1* 0 t =  si : ( ) ( )
( ) ( ) ( ) ( ) ( ) ( ) ( ) 0 3 3 . 1 1 . . * *
. . 1 . 1 0
2. .






  - - - - - + -
- - - - <    
 
 
-  1* 1 t =  si :  
 
( ) ( )
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
2 2 2
0 3 3 .1 1 . . * * . .1
. .1 . 1 2. .
2. . 2. .
c c nc nc I s e p V t V t s e
I s e f
f f
x k p k
x k p
p p
  - - - - - + - -




Si aucune des valeurs de  2* t  postulées au bord ne permet de trouver une solution cohérente 
pour  1* t , le troisième cas, correspondant à des solutions intérieures vérifie nécessairement la 
condition  de  cohérence  requise.  Ayant ainsi achevé la détermination du comportement de 
première période en trouvant  1* t , il est possible d’en déduire le comportement de deuxième 
période caractérisé par  2* t  : 
 
( ) ( ) ( ) ( ) ( ) ( ) ( ) 1 1 3 3
2
. 1 * . * . * *
*
2. .





- - - + + -
=  pour :  
( ) ( ) ( ) ( ) ( ) ( ) ( ) 1 1 3 3 0 . 1 * . * . * * 2. . c c c c nc nc I s p t e p t V t V t f x p p < - - - + + - <  
 
Si cette dernière condition n’est pas vérifiée, nous obtenons une solution en coin :  
 
-  2* 0 t =  si ( ) ( ) ( ) ( ) ( ) ( ) ( ) 1 1 3 3 . 1 * . * . * * 0 c c c c nc nc I s p t e p t V t V t x p - - - + + - <   
-  2* 1 t =  si ( ) ( ) ( ) ( ) ( ) ( ) ( ) 1 1 3 3 . 1 * . * . * * 2. . c c c c nc nc I s p t e p t V t V t f x p p - - - + + - >    353 
 
Rappelons,  par  ailleurs  que  nous  avons  déjà  établi  les  valeurs  de  3* t   dans  les  deux  cas 
distingués  pour  notre  modèle.  Ainsi,  nous  avons  calculé  les  temps  alloués  à  l’activité 
criminelle pour les trois périodes correspondant au modèle, résultant d’un arbitrage de l’agent 
entre les marchés légaux et illégaux. Il nous faut à présent examiner les rôles joués par les 
différents paramètres en gardant, de manière privilégiée, à l’esprit les éléments de la fonction 
d’offre de sécurité sur lesquels la puissance publique peut jouer.  
 
 
V.C.3. Implications du modèle – analyse et discussion  
 
 
Rappelons que nous souhaitons analyser l’influence de plusieurs paramètres déterminants sur 
le niveau de criminalité. Par suite, nous spécifierons empiriquement la fonction d’offre de 
sécurité. L’efficience des facteurs de production qui la constituent est directement déterminée 
par le comportement du criminel potentiel qui se meut dans un système d’incitations gouverné 
pour partie par la puissance publique, et alloue son temps sur les marchés légaux et illégaux. 
Nous avons choisi de représenter le cas d’un agent représentatif fictif, sans tenir compte à ce 
niveau  des  facteurs  d’hétérogénéité  très  prégnants  entre  les  agents  (niveau  de  salaire, 
productivité  de l’investissement dans le capital humain…). Ces éléments seront introduits 
dans le cadre de futures recherches, mais ils ne modifient pas les traits saillants que nous 
mettrons ici en lumière. A partir de l’agent représentatif envisagé, nous examinons comment 
se comporte le temps illégal total au cours d’une vie. Il peut s’exprimer, avec les notations ci-
dessus :  
 
( ) 1 2 2 3 2 3 * * * . * * 1 . * . * c nc T t t t t t t p p = + + + -  
 
Même si cette durée est hétérogène entre les agents, sa dépendance avec les paramètres posés 
plus haut nous renseigne sur le sens de variation du niveau agrégé de criminalité avec ces 
mêmes paramètres. Parmi ceux-ci, certains peuvent être modifiés par la politique de sécurité 
menée  par  la  puissance  publique,  alors  que  d’autres  sont  exogènes.  Voyons-le  plus 
précisément.  
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Déterminants exogènes de l’activité criminelle 
 
Nous avons appelé I, la productivité associée à l’activité criminelle, autrement dit, le revenu 
retiré  par  unité  de  temps  consacrée  à  l’activité  illégale.  Il  est  cohérent  de  constater  que 
l’augmentation de ce paramètre va de pair avec une croissance de la criminalité. En effet, sans 











































Au niveau de la puissance publique, il est difficile de jouer sur cette productivité criminelle et 
ce  paramètre  sera  considéré  comme  exogène.  Néanmoins,  nous  l’analyserons  plus 
précisément dans le cadre de l’espace géométrique de confrontation entre offre et demande de 
sécurité. On s’intéressera en particulier aux « chocs d’offre » constitués par une modification 
exogène de I. Ce phénomène peut notamment être observé dans le cas d’une réorganisation de 
« l’industrie  du  crime »  (la  structuration  d’une  Mafia,  par  exemple),  qui  modifie  les 
rendements propres à l’activité illégale. 
 
 De  manière  inverse,  nous  avons  appelé  x , le coût psychologique associé à une unité de 
temps  dédiée  à  l’activité  criminelle  (avec  la  possibilité  extrême  du  cas  0 x < ,  si  l’agent 
éprouve un plaisir à commettre une activité interdite, un goût du risque, ou un appétit pour la 
violence). Il est cohérent de constater que l’augmentation de ce paramètre va de pair avec une 











































Là encore, il est difficile pour la puissance publique de modifier ce coût psychologique que 
nous considérons exogène. Nous utiliserons néanmoins indirectement ce paramètre comme 
variable  de  contrôle  à  la  faveur  de  notre  analyse  empirique  européenne.  En  effet,  on 
constatera, toutes choses égales par ailleurs, l’impact de l’ancrage religieux sur le niveau de 
criminalité. On peut penser que l’hypothèse d’un coût moral, croissant avec la pratique de la 
religion n’est pas à exclure.  
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Enfin, nous avons appelé s, le revenu horaire correspondant à une unité de temps dédiée à 
l’activité légale. Il est cohérent de constater que l’augmentation de ce paramètre va de pair 
avec une décroissance de la criminalité











































Au niveau de la puissance publique, nous ne considérerons pas cet élément comme participant 
de la fonction de production de sécurité, même si l’augmentation du SMIC ou de la prime 
pour l’emploi (dans le cas français) peuvent avoir une influence sur ce paramètre. Enfin, on 
constate que la fraction e du revenu horaire, versée en situation de chômage a une incidence 
négative sur le niveau de criminalité dans la mesure où l’espérance de gain d’une activité 
légale est croissante de cette fraction.  
 
Déterminants endogènes de l’activité criminelle 
 
Les probabilités  0 p  et  ' c p  correspondent aux probabilités de chômage « fondamentales » des  
deuxième et troisième périodes. On vérifie aisément qu’elles ont une influence positive sur le 
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483 Cet aspect est notamment confirmé par les travaux de Gould, Weinberg et Mustard (1998) et de Machin et 
Meghir (2000), qui montrent, à la faveur d’analyse sur des données de panel en Angleterre et Pays de Galle, que 
les salaires versés aux travailleurs non qualifiés ont un pouvoir explicatif sensible sur le niveau de délinquance.     356 
 
En effet, on peut vérifier que l’allocation du temps à la criminalité en première et deuxième 
période  dépend  positivement  de  la  différence  ( ) ( ) 3 3 * * c c nc nc V t V t - .  Cette  expression  – 
négative – correspond à l’effet dissuasif de la stigmatisation sur le marché du travail dans le 
cas où l’agent est appréhendé en deuxième période. Plus elle est grande en valeur absolue, 
plus l’effet est prononcé. Or, on peut vérifier la relation suivante :  
 
( ) ( ) 3 3 * *
0
'
c c nc nc
c
V t V t
p




Cela  signifie,  en  d’autres  termes,  que  si la probabilité de chômage fondamentale est déjà 
élevée  pour  quelqu’un  ne  souffrant  pas  de  stigmatisation,  l’effet  dissuasif  d’une  pénalité 
infligée sur le marché du travail en troisième période s’affaiblit. Le temps alloué au crime sur 
les deux premières périodes est alors croissant de la probabilité  ' c p . Sur les trois périodes, 











L’impact  des  deux  probabilités  de  chômage  dites  « fondamentales »  est  donc  déterminant 
dans le niveau agrégé de criminalité. On peut considérer qu’elles sont endogènes – du moins, 
dans une certaine mesure. Il y a cependant un autre élément sur lequel l’action de la puissance 
publique  est  déterminant :  il  s’agit  du  paramètre  k ,  correspondant  à  la  productivité  de 
l’investissement dans le capital humain. Nous considérons en effet que l’investissement en 
capital humain effectué au cours de la première période affecte les revenus de la deuxième 
période par le biais de la probabilité de chômage. Plus le temps passé à développer son capital 
humain – par opposition au choix d’une activité illégale – est important, plus la probabilité de 
chômage en deuxième période est réduite. Cette propriété est d’autant plus accentuée que le 
paramètre considéré est grand. Or, l’investissement de la puissance publique dans l’éducation 
est  à  même  de  l’augmenter,  incitant  les  agents  à  l’activité  légale.  Il  participe  ainsi  des 
politiques de prévention de la criminalité.  
 
On doit alors s’attendre à ce que l’arbitrage de deuxième période entre marchés légal et illégal 
incite, pour un même temps  1* t  consacré à l’activité illégale en première période, à se porter 
préférentiellement vers l’activité légale lorsque le paramètre k  croît et que la probabilité de   357 
chômage  ( ) 1* c p t   décroît.  Par  ailleurs,  anticipant  cet  arbitrage,  l’agent  allouera  moins  de 
temps à la criminalité en première période s’il sait que le capital humain qu’il accumule en 
première période par l’activité légale est important. On vérifie bien par le calcul, à la faveur 



























Le second levier majeur de la puissance publique du point de vue de l’offre de sécurité réside 
dans la dissuasion et la répression de l’activité illégale. Nous avons appelé p , la probabilité 
d’être  appréhendé  par  unité  de  temps  consacrée  aux  activités  illégales.  Il  est  cohérent  de 
constater  que  l’augmentation  de  ce  paramètre  va  de  pair  avec  une  décroissance  de  la 











































L’un des leviers majeurs de la puissance publique du point de vue de l’offre de sécurité réside 
donc  dans  sa  capacité  à  appréhender  et  condamner,  de  manière  plus  ou  moins  sûre,  les 
criminels. L’investissement de la puissance publique dans les forces de police participe de 
cette offre, en tant que dissuasion de l’activité illégale. Par ailleurs, nous analyserons plus 
précisément, dans le cadre de l’espace géométrique de confrontation entre offre et demande 
de sécurité, le rôle d’un développement des technologies policières, qui constitue un progrès 
technique à même de modifier la fonction d’offre de sécurité. C’est le cas, nous l’avons vu, de 
l’extension de la base ADN au sein de la population, afin de résoudre plus aisément crimes et 
délits : on parlera ici de « chocs d’offre », qui modifient l’équilibre de marché issu d’une 
confrontation des fonctions d’offre et de demande de sécurité. 
 
Le second versant de la politique de dissuasion et de répression réside dans le niveau de la 
sanction infligée à un criminel par unité de temps consacrée au crime. Nous l’avons noté f. Il 
est à priori cohérent de vérifier que l’augmentation de ce paramètre va de pair avec une 
décroissance  de  la  criminalité.  En  effet,  en  s’en  tenant  aux  informations  données  jusqu’à 
présent, on devrait constater :  










































L’un des leviers majeurs de la puissance publique du point de vue de l’offre de sécurité réside 
précisément dans le type de sanction infligé aux criminels, dès lors qu’ils sont appréhendés et 
condamnés. Ce facteur de production a un coût consistant par exemple dans la construction, 
l’entretien et la capital humain nécessaire au fonctionnement des prisons. Un élément doit 
néanmoins être pris en compte à ce stade de notre analyse.  
 
En effet, il existe un lien fondamental entre la sévérité des sanctions adoptées et la mise en 
place du processus de stigmatisation sur le marché du travail. D’abord, parce qu’une peine de 
prison significative conduit, si le futur employeur obtient cette information, à une méfiance 
concernant la productivité de la personne condamnée
484. Ensuite, parce que l’emprisonnement 
n’a pas permis à la personne condamnée d’investir dans le capital humain, ce qui affecte, sa 
capacité à trouver un emploi à la sortie de prison, même si l’employeur potentiel ne détient 
pas une telle information. On peut donc considérer que le paramètre  s , dont nous avons 
examiné l’influence est positivement lié à l’intensité de la sanction  f, et le noter à présent 
( ) f s . Dès lors, l’impact de la sévérité de la sanction elle-même est plus ambigu, comme 
nous le voyons ci-après.   
 
Souvenons-nous  en  effet  que  la  stigmatisation  modifie les comportements de la troisième 
période dans le sens d’un goût plus marqué pour les activités illégales si l’agent représentatif a 
déjà été condamné à une sanction lourde. C’est tout à fait logique, dans la mesure où les 
individus stigmatisés ont une espérance de gain légal plus faible, ce qui rend de manière 



















En revanche, le processus de stigmatisation a des effets dissuasifs au cours de la deuxième 
période. Anticipant une position défavorable sur le marché du travail en troisième période en 
                                                 
484 Voir, notamment, les explications données par Rasmusen (1996) sur la comparaison entre les productivités 
attendues par l’employeur devant une personne condamnée ou non condamnée.    359 
cas de condamnation, l’agent en tient compte dès la deuxième période en arbitrant en faveur 




















Cette formulation apparaît très intuitive : si la peur de la stigmatisation dissuade du crime 
pour ceux qui ne sont pas encore tombés véritablement dans les mailles de la justice, le même 
mécanisme renforce le condamné dans une posture criminelle en cas de difficulté à trouver un 
emploi, lors de sa sortie de détention, par exemple. Le taux de « récidive » est ainsi augmenté 
par le processus de stigmatisation sur le marché du travail au cours de la troisième période. 
Les effets de ce paramètre au niveau macroéconomique sont alors ambigus, dans la mesure où 
il œuvre dans le sens du marché légal en première et deuxième périodes, mais dans le sens du 
marché illégal en troisième période, pour les agents déjà condamnés.  
 
Cet élément rend plus délicate une conclusion sur l’impact de la sévérité de la sanction sur le 
niveau agrégé de criminalité. En effet, on peut dire que  ( ) f s  est intuitivement croissante, car 
une sanction plus lourde est toujours plus stigmatisante sur le marché de l’activité légale. Dès 

























, les résultats sont ambigus pour la troisième période.   
 








,  il  n’est  pas  possible  –  sans  donner  une  estimation 
numérique des paramètres exposés – de connaître le signe de 











Résumons ce qu’a permis de montrer la construction de ce modèle :  
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Résultat 6 :  
 
-  Le chômage des jeunes a un impact positif sur le niveau de criminalité. Dès lors, une 
politique visant à augmenter la productivité de l’investissement dans le capital humain 









-  La probabilité d’être appréhendé après un  crime ou délit a un effet négatif sur le 
niveau de criminalité. Dès lors, une politique visant à augmenter les effectifs policiers 









-  La sévérité de la sanction a deux effets opposés sur le niveau de criminalité : d’un 
côté, les individus non condamnés sont dissuadés par celle-ci ; de l’autre, les individus 
condamnés sont stigmatisés sur le marché de l’activité légale. Ces deux effets opposés 
montrent qu’il n’est pas possible de dire, à un stade théorique, si une augmentation de 
la sévérité de la sanction fait baisser ou augmenter les phénomènes de délinquance.   
 
Voyons à partir de ces éléments comment il est possible de construire, de manière théorique, 
une  fonction  de  production  de  sécurité,  dont  sera  déduite  la  fonction  d’offre  que  nous 
confronterons à la fonction de demande dont nous disposons.    
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V.D.  Construction théorique d’une politique de sécurité efficiente  
 
 
V.D.1. Une confrontation entre offre et demande de sécurité 
 
 
Le dernier chapitre consistera à mettre en œuvre une application numérique concernant le 
niveau et l’allocation de dépenses de sécurité dans le cas du risque de criminalité. A cette fin, 
nous  vérifierons  d’abord,  empiriquement  l’influence  des  éléments  mis  en  lumière  sans 
ambiguïté  dans  la  section  précédente.  Par  ailleurs,  il  nous  faudra  vérifier  si  le  rôle  de  la 
sévérité de la sanction, qui reste ambigu au niveau théorique, est réellement significatif. La 
seconde étape consistera, comme chacun des éléments mis en lumière peut être modifié par la 
puissance publique, à déterminer les élasticités entre les dépenses allouées par la puissance 
publique  pour  la  lutte  contre  l’insécurité  et  les  différentes  formes  de  crimes  et délits. En 
réalité, trois éléments peuvent être considérés à priori dans la fonction d’offre de sécurité.   
 
D’abord,  l’investissement  dans  les  dépenses  d’enseignement,  que  nous  noterons  1 D ,  qui 
améliore la productivité de l’investissement dans le capital humain acquis de manière légale et 
diminue la probabilité pour les jeunes d’être au chômage. De manière générale, il est possible 
d’écrire le paramètre k  sous la forme suivante, en gardant une formulation générale, même si 
toutes les dépenses discernées n’ont pas un impact sur ce paramètre
485 :  
 
( ) 1 2 , ,..., k g D D D k k = ,  gk  étant une fonction croissante. C’est, en particulier l’influence de la 
dépense d’enseignement notée  1 D  qui nous importera.  
 
La deuxième forme de dépense analysée est l’investissement dans les dépenses policières ou, 
plus généralement, portant sur les forces de l’ordre, notées  2 D  qui permet d’augmenter la 
probabilité  d’être  appréhendé  et  condamné  après  un  acte  de  délinquance.  De  manière 
générale,  il  est  possible  d’écrire  le  paramètre  p   sous  la  forme  suivante,  en  gardant  la 
formulation générale de la fonction d’offre, même si toutes les dépenses discernées n’ont pas 
un impact sur ce paramètre :  
                                                 
485 Voir notamment Heckman (2000).    362 
 
( ) 1 2 , ,..., k g D D D p p = ,  gp  étant une fonction croissante. C’est, en particulier l’influence des 
dépenses policières, notées  2 D  qui nous importera. 
 
Enfin, un troisième type de dépense de sécurité sera testé – les dépenses pénitentiaires - s’il 
s’avère que la sévérité de la sanction, notée f, a un impact significatif sur les niveaux des 
différentes formes de criminalité, ce qui n’est pas avéré au niveau théorique. De manière 
générale,  il  est  possible  d’écrire  le  paramètre  f  sous  la  forme  suivante,  en  gardant  la 
formulation générale de la fonction d’offre, même si toutes les dépenses discernées n’ont pas 
un impact sur ce paramètre :  
 
( ) 1 2 , ,..., f k f g D D D = ,  f g  étant une fonction croissante. C’est, en particulier l’influence des 
dépenses pénitentiaires qui nous importera.  
 
De manière théorique, les éléments précédents permettent de mettre en relation les dépenses 
de sécurité et la probabilité d’occurrence d’un crime ou délit donné. Cette probabilité apparaît 
comme la forme agrégée des temps individuels  * T , établis pour les trois périodes successives 
de l’agent représentatif. De manière générale, en considérant k dépenses de sécurité, on peut 
écrire cette probabilité d’occurrence sous la forme d’une fonction de production :  
 
( ) 1 2 , ,..., k p h D D D =  
 
Les  i D  représentent les ressources allouées par la puissance publique dans le cadre de sa 







=∑ , la somme de ces dépenses. 
 
Nous pouvons alors formuler de manière théorique les réponses aux deux interrogations qui 
étaient les nôtres.  
 
La première portait sur l’allocation des ressources publiques entre les différents « facteurs de 
production »  que  constituent  les  dépenses  de  sécurité.  Les  conditions  d’optimalité  dans 
l’allocation des dépenses de sécurité peuvent s’écrire de la manière suivante :  











Cette relation correspond à une utilisation optimale des facteurs de production. Par ailleurs, en 
considérant la fonction de demande que nous avions établie au cours du chapitre 3, nous 
savons  que  le  niveau  des  ressources  allouées  à  la  lutte  contre  l’insécurité  doit  vérifier  la 
relation suivante, qui correspond à l’intersection entre les fonctions d’offre et de demande de 








Le premier membre représente la disponibilité marginale à payer de la collectivité pour la 
baisse  de  p ;  le  second,  le  coût  marginal  nécessaire  à  cette  réduction.  Cette  condition 
correspond graphiquement à l’intersection entre les courbes d’offre et de demande de sécurité. 
L’équivalent  monétaire  agrégé  ℂ  correspond  à  une  combinaison  de  l’équivalent  dit 
« objectif » C, fondant la première fonction de demande, et de l’équivalent dit « subjectif » 
C’,  fondant la seconde fonction de demande. Dans ce qui suit, nous nous fonderons toujours 
sur la fonction de demande établie, de manière théorique, dans le chapitre 3.   
 
Le statut de l’information à incorporer dans la fonction de demande, c'est-à-dire les modalités 
de la combinaison entre versants objectif et subjectif, a été précisé à la fin du chapitre 3. 












Le paramètre a représente le poids mis sur la fonction de demande dite « objective », et doit 
vérifier des conditions que nous avons explicitées à la fin de la première partie de nos travaux.  
 
Sous ces conditions, il est possible de déterminer une politique de sécurité efficiente, c’est-à-
dire correspondant à l’intersection entre une offre et une demande de sécurité. De manière 
géométrique, la confrontation entre offre et demande de sécurité prend la forme suivante :  
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Figure 28 : Confrontation entre l’offre et la demande de sécurité dans le cas d’un système 
« stable » 
 
 
L’espace géométrique que nous avons construit a permis de formuler des conditions sous 
lesquelles  il  est  possible  de  déterminer  une  politique  de  sécurité  efficiente.  Il  permet 
également  –  notamment  pour  le  fait  criminel  –  de  proposer  une  lecture  originale  de 
modifications notables dans l’élaboration de l’offre et de la demande de sécurité. Dans la 
section  suivante,  nous  pourrons  ainsi  examiner  un  « choc  de  demande »  et  deux  « chocs 
d’offre » de sécurité, en considérant la fonction de demande établie dans le troisième chapitre.  
 




Nous  supposerons  ici  que  la  question  de  l’allocation  des  ressources  entre  les  différentes 
dépenses est connue, et nous nous intéressons plus précisément à la détermination d’un niveau 
de sécurité efficient, correspondant à l’intersection entre offre et demande de sécurité. Nous 
nous plaçons ici dans le cas d’une fonction de production à rendements décroissants s’écrivant 
sous  une  forme  générale  choisie  à  titre  d’illustration,  et  permettant  d’offrir  une  nouvelle 
lecture du fait criminel. Sans perte de généralité pour les éléments abordés qualitativement 
dans cette section, nous l’écrirons sous la forme classique suivante :  
 
Fonction  de demande de 
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( ) . p h D AD
r - = = .  
 
Avec les conditions suivantes :  
 
, 0 A r >  . Par ailleurs, on se place dans les cas où 
1
D A
r > , afin d’avoir des probabilités 
d’occurrence du crime comprises entre 0 et 1. On peut alors vérifier que les rendements sont 
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Par  ailleurs,  nous  écrivons  la  fonction  de  demande  agrégée  incluant  ses  dimensions 
« objectives »  et  « subjectives »  sous  la  forme  suivante,  en  supposant  que  le  paramètre  a 
permet la détermination d’une politique de sécurité à partir de la confrontation d’une fonction 












Examinons, dans ce cadre de travail quelques chocs de demande et d’offre de sécurité face au 
risque de criminalité.  
 
V.D.2.a. Choc de demande de sécurité : une baisse du niveau d’acceptation de la 
criminalité par la société 
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C’est un phénomène bien documenté historiquement : quand la criminalité baisse de manière 
prolongée, le niveau d’acceptation de ces phénomènes par la société diminue en même temps. 
C’est notamment ce que nous avons vu historiquement en mettant en lumière une « déception 
des anticipations » de la population en matière d’évolution du fait criminel. Cet élément se 
retrouve dans la modélisation de la fonction de demande que nous avions choisie, à travers 
deux  paramètres.  D’abord,  à  travers  les  équivalents  monétaires  institutionnels,  que  nous 
avions notés cq  - pour un risque q - et dont nous fournirons des estimations numériques dans 
le prochain chapitre pour le cas particulier du risque de criminalité. En effet, si le public 
devient de plus en plus sensible à certains faits – par exemple la perte d’une vie humaine, il y 
a  fort  à  parier  que  les  évaluations  institutionnelles,  même  si  elles  ne  se  focalisent  pas 
exclusivement sur l’opinion publique, évoluent également. Ensuite, à travers le paramètre de 
déformation des probabilités par les populations, que nous avions noté d , et qui est fortement 
gouverné par le ressenti émotionnel face à un aléa donné. Comme nous l’avons déjà vu, cette 
déformation est d’autant plus accentuée que le risque est subi – c’est-à-dire non choisi – et 
qu’il marque l’imaginaire individuel et collectif.  
 
Dès lors, une baisse du niveau d’acceptation de la criminalité par la société conduit à une 
modification  de  l’allure  de  la  fonction  de  demande  de  sécurité  à  travers  deux  éléments : 
d’abord, une augmentation de  cq , qui produit une translation des fonctions « objective » et 
« subjective » de demande vers le haut et, par conséquent, une translation de la fonction de 
demande globale. Ensuite, à travers une diminution du paramètre d , qui accentue la pente de 
la fonction de demande « subjective » et par là même celle de la demande globale. On peut 
voir ces deux manifestations du « choc de demande » sur le graphique ci-dessous :  
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Figure 29 : « Choc de demande » de sécurité 
 
 
La fonction de demande obtenue après le choc est translatée vers le haut en même temps 
qu’elle a pivoté, avec une pente supérieure à la première fonction de demande. L’impact sur 
une politique de sécurité efficiente, résultant de la confrontation de cette nouvelle fonction de 
demande  avec  la  fonction  d’offre est visible sur le graphique : on se rend compte que la 
probabilité d’occurrence du risque est plus faible et que les dépenses de sécurité engagées 
sont plus élevées que dans la configuration initiale. Cette observation d’un « choc », considéré 
comme exogène, illustre parfaitement le fait que la sensibilité de la population à un risque 
particulier peut déplacer de manière notable la politique menée. Cette sensibilité peut elle-
même être modifiée de manière très rapide, en fonction de l’actualité par exemple. Examinons 
à présent deux types de chocs – opposés – sur la fonction d’offre de sécurité.  
 
V.D.2.b. Choc d’offre « positif » de sécurité : un progrès technique dans l’offre de sécurité 
 
 
Nous  avons  vu  de  manière  littérale  que  le  développement  de  technologies  policières 
nouvelles, telles que l’extension de bases ADN, constituait un progrès technique à même de 
faciliter les recherches et l’appréhension de criminels. Il en résulte que cela augmente, pour 
un même crime ou délit commis, la probabilité d’être pris et condamné. Analytiquement, on 
peut  comprendre  cette  évolution  comme  un  « choc  d’offre  positif »  sur  la  fonction  de 
production, caractérisé par une baisse du paramètre noté A.  
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Fonction  de demande de 
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Nous avons désormais :  
 
( ) ' '. p h D A D
r - = = , avec  ' A A < .  
 
Avec les conditions suivantes qui sont toujours vérifiées :  
', 0 A r >  . Par ailleurs, on se place dans les cas où 
1
' D A
r > , afin d’avoir des probabilités 
d’occurrence  du  crime  comprises  entre  0  et 1. Ainsi, la fonction d’offre est désormais la 



















Graphiquement, elle se situe au dessous de la fonction d’offre initiale. On peut voir cette 
manifestation du « choc d’offre » sur le graphique ci-dessous : 
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La fonction d’offre obtenue après le choc est translatée vers le bas. L’impact sur la politique 
de sécurité résultant de la confrontation de cette nouvelle fonction d’offre avec la fonction de 
demande est visible sur le graphique : on se rend compte que la probabilité d’occurrence du 
risque est plus faible que dans la configuration initiale. Il serait très intéressant, dans le cadre 
d’une future recherche, de rendre endogène le type de « progrès technique » que nous avons 
observé.  Les  recherches  menées  –  afin  de  développer  les  bases  ADN,  par  exemple  – 
constitueraient  alors  un  facteur  de  progrès  technique,  participant  alors  elles-mêmes  d’une 
allocation des ressources publiques. Examinons à présent le second type de choc d’offre – 
« négatif », celui-ci – sur la fonction d’offre de sécurité. 
 
V.D.2.c. Choc d’offre « négatif » de sécurité : une réorganisation de « l’industrie du 
crime » 
 
Nous nous sommes intéressés, dans le cadre de notre modèle, au processus de production de 
la sécurité par la puissance publique, sans analyser explicitement comment le crime lui-même 
était produit. Ainsi, nous avons considéré que le criminel potentiel se meut dans un système 
d’incitations en considérant que I, la productivité associée à l’activité criminelle, c’est-à-dire 
le  revenu  retiré  par  unité  de  temps  consacrée  à l’activité illégale, était exogène. Nous ne 
souhaitons pas rendre compte explicitement de la manière dont s’établit ce paramètre. En 
réalité, il est intimement lié à la forme d’organisation de la criminalité elle-même, qui ne 
constitue pas le sujet central de ce travail. Néanmoins, il nous semble important d’analyser, à 
la lumière du corpus théorique élaboré, ce que signifie une modification exogène – pour la 
puissance publique – de ce paramètre.  
 
Supposons qu’un grand nombre de criminels coexiste. Ils se trouvent alors en situation de 
concurrence – plus ou moins parfaite – sur le marché de l’activité illégale. Cette concurrence 
conduit à une productivité I assez faible. L’organisation de la criminalité sous la forme d’une 
Maffia  structurée  et  organisée, avec ses codes de conduites, ses réseaux et ses tribunaux, 
modifie cette productivité. Par ailleurs, l’élimination de groupes concurrents établit une forme 
de monopole, ou d’oligopole, si plusieurs Maffia coexistent
486.  
 
                                                 
486 On peut d’ailleurs analyser les luttes maffieuses sous l’angle d’une baisse du pouvoir de monopole et, par là 
même, de la productivité associée à l’activité criminelle.    370 
Il  en  résulte  que  cela  augmente,  pour  un  même  crime  ou  délit  commis,  la  productivité  I 
associée à l’activité criminelle. Dès lors, chaque individu, qui arbitre entre activité légale et 
illégale, consacrera plus de temps – toutes choses égales par ailleurs – à cette dernière, dans le 
cadre  de  l’organisation  qui  lui  garantit  une  productivité  élevée.  Ainsi,  pour  les  mêmes 
dépenses de sécurité, la probabilité d’occurrence des différents crimes et délits augmentera. 
Analytiquement, on peut comprendre cette évolution comme un « choc d’offre négatif » sur la 
fonction de production de sécurité, caractérisé par une augmentation du paramètre noté A.  
 
Nous avons désormais :  
 
( ) '' ''. p h D A D
r - = = , avec  '' A A > .  
 
Avec les conditions suivantes qui sont toujours vérifiées :  
'', 0 A r >  . Par ailleurs, on se place dans les cas où 
1
'' D A
r > , afin d’avoir des probabilités 
d’occurrence  du  crime  comprises  entre  0  et 1. Ainsi, la fonction d’offre est désormais la 



















Graphiquement,  elle  se  situe  au  dessus  de  la  fonction  d’offre  initiale.  On  peut  voir  cette 
manifestation du « choc d’offre » sur le graphique ci-dessous : 
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Figure 31 : Choc « négatif » dans l’offre de sécurité 
 
 
La fonction d’offre obtenue après le choc est translatée vers le haut. L’impact sur la politique 
de sécurité résultant de la confrontation de cette nouvelle fonction d’offre avec la fonction de 
demande est visible sur le graphique : on se rend compte que la probabilité d’occurrence du 
risque est plus élevée que dans la configuration initiale. Le « choc d’offre » négatif est, là 




Après avoir établi de manière théorique les deux fonctions de demande de sécurité que nous 
avons combinées en une unique fonction, nous nous sommes attachés à déterminer, toujours 
de  manière  théorique,  la  fonction  d’offre  de  sécurité  dans  le  cas  particulier  du  risque  de 
criminalité. Elle est déduite de la fonction de production de sécurité, une fois que l’on a 
répondu à la question de l’allocation entre les différentes dépenses (ou facteurs de production 
du bien public que constitue la sécurité). Il nous a alors été possible de confronter, dans un 
même  espace  géométrique,  offre  et  demande  de  sécurité,  afin  de  définir  une  politique  de 
sécurité efficiente. Cette approche, fondée sur la théorie économique, appréhende également 
avec un œil nouveau des modifications essentielle, sous l’angle de « chocs » d’offre et de 
demande.   
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Le dernier chapitre consistera à mettre en œuvre une application numérique permettant de 
déterminer le niveau et l’allocation de dépenses de sécurité. A cette fin, nous considérerons 7 
crimes et délits, correspondant à la segmentation américaine des faits de criminalité. En effet, 
l’analyse du cas particulier de la criminalité ne peut se traiter à l’aide d’un unique indice 
composite, comme nous l’avons mis en évidence dans le chapitre historique : les phénomènes 
de violence et de prédation – pour prendre de grandes catégories – ont des caractéristiques 
extrêmement différentes, tant du point de vue de la demande de sécurité que de sa production. 
Mener une application numérique se fondant sur les apports théoriques que nous avons bâtis 
nous impose donc de nous placer dans un cadre multidimensionnel. Nous ne l’avions pas mis 
en exergue jusque là, dans la mesure où la confrontation de l’offre et de la demande n’est 
véritablement  parlante  que  sur  le  plan  de  la  feuille.  Néanmoins,  le  passage  au  cadre 
multidimensionnel, qui ne fait pas de difficulté théorique, est nécessaire si l’on veut analyser 
correctement le fait criminel et proposer une application numérique. Voyons comment notre 
cadre de travail peut être modifié pour le permettre.  
 
 
V.D.3. Généralisation des fondements théoriques établis à un cadre multidimensionnel 
 
 
Rappelons  brièvement  le  cadre  de  travail  unidimensionnel  établi  précédemment.  Pour  un 
unique risque q , ayant une probabilité d’occurrence p, on écrivait d’abord une fonction de 




, qui représente la disponibilité marginale à payer de la collectivité 
pour  la  baisse  de  p.  ℂ  correspond  à  une  combinaison  de  l’équivalent  dit  « objectif »  C, 
fondant la première fonction de demande, et de l’équivalent dit « subjectif » C’,  fondant la 
seconde fonction de demande.  
 
Par ailleurs, on écrivait la probabilité d’occurrence p sous la forme suivante, qui correspond à 
celle d’une fonction de production :  
 
( ) 1 2 , ,..., k p h D D D =  
   373 
Les  i D  représentent les ressources allouées par la puissance publique dans le cadre de sa 







=∑ , la somme de ces dépenses.  
 
La condition d’optimalité dans l’allocation des dépenses de sécurité pouvait s’écrire de la 












Cette relation correspond à une utilisation optimale des facteurs de production. Elle permet de 
déterminer une fonction d’offre que nous pouvons confronter à la demande de sécurité.  
 
Par ailleurs, le niveau des ressources allouées à la lutte contre l’insécurité doit vérifier la 








Comment ce cadre de travail est-il modifié si l’on considère corrélativement plusieurs variétés 
(nous en prendrons un nombre m) de faits criminels ?  
 
En réalité, pour chacun des m faits criminels j, s’exprime un équivalent monétaire global, noté 
j ℂ . C’est ce dernier qui fonde la disponibilité marginale de la collectivité à payer pour la 
réduction de chaque fait criminel, autrement dit la demande de sécurité. Comme pour le cas 
d’un seul risque, il est caractérisé par trois éléments essentiels : la probabilité d’occurrence 
j p  ; le coût institutionnel du crime ou délit considéré noté  j cq , et les paramètres  1j d  et  2 j d  
rendant compte des modes de l’évaluation individuelle du risque j ex ante par les agents. On 
peut  alors  déduire  par  sommation  un  équivalent  monétaire  ℂ,  constitutif  de  la  demande 






=∑ ℂ ℂ .  
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Par ailleurs, il est possible de mettre en relation chacune des probabilité d’occurrence avec les 
dépenses de sécurité que nous avions distinguées, sous la forme suivante, qui correspond à 
celle d’une fonction de production :  
 
1 1 1 2
2 2 1 2
1 2
( , ,..., )








p h D D D
p h D D D
p h D D D
=  





    =  
 
 
Dans  ce  nouveau  cadre  de  travail  multidimensionnel,  la  condition  d’optimalité  dans 











Cette relation correspond à une utilisation optimale des facteurs de production, chacun de ces 
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Cela nous permet de déterminer une fonction d’offre et de la confronter à la fonction de 
demande de sécurité.  
 
Par ailleurs, le niveau des ressources allouées à la lutte contre l’insécurité doit vérifier la 
relation suivante, qui achève la détermination d’une politique de sécurité efficiente :  
 
d dD = - ℂ .  
 
Le  dernier  chapitre  consistera  à  mettre  en  œuvre  une  application  numérique  de  ces 
fondements théoriques. A cette fin, nous considérerons 7 crimes et délits, correspondant à la 
segmentation américaine des faits de criminalité.    375 
 
Il sera alors nécessaire, pour chacun d’entre eux, de déterminer numériquement l’équivalent 
monétaire j ℂ , constitutif de la demande. Cela suppose de connaître plusieurs éléments :  la 
probabilité d’occurrence  j p  ; le coût institutionnel du crime ou délit considéré noté  j cq , et les 
paramètres  1j d  et  2 j d  rendant compte des modes de l’évaluation individuelle du risque j  par 
les  agents.  C’est  ce  que  nous  ferons,  en  nous  fondant  sur  trois  types  de  données :  les 
statistiques officielles de la délinquance produites par le Ministère de l’Intérieur ; des études 
institutionnelles permettant d’associer à chacun des crimes et délits un équivalent monétaire ; 
enfin,  des  études  auprès  des  ménages  permettant  d’évaluer  la  manière  dont  les  agents 
« déforment » les petites probabilités.  
 
Il sera également nécessaire de donner une formulation numérique à la fonction d’offre de 
sécurité, en déterminant d’abord la fonction de production. Pour cela, nous aurons recours à 
une analyse économétrique en données de panel, comprenant 13 pays de l’Union Européenne 
au  cours  de  la  période  1990-2003.  Cette  analyse  aura  deux  objets :  d’abord,  valider 
empiriquement les éléments que notre modèle d’allocation temporelle a permis de montrer. 
Ensuite, à partir des élasticités trouvées, de donner un caractère numérique à notre fonction de 
production. La résolution de la première question, portant sur l’allocation des ressources entre 
les différents facteurs de production, nous permet d’en déduire la fonction d’offre de sécurité. 
A partir de celle-ci que nous confrontons à la demande, il est possible de déterminer un niveau 
de  production  de  sécurité  qui  soit  efficient.  Ainsi,  nous  proposerons  une  application 
numérique portant sur le niveau et l’allocation des dépenses de sécurité face au crime. A cette 
fin, nous choisirons deux types de dépenses :  des dépenses policières, notamment dans les 
Zones Urbaines Sensibles (ZUS) ; des dépenses d’enseignement, notamment dans les Zones 
d’Education Prioritaires (ZEP).    376 
V.E.  Conclusion 
 
 
La première partie de ce travail a consisté à bâtir les fondements théoriques d’une politique de 
sécurité en comprenant cette dernière de manière générale. Nous avons alors conçu un même 
espace  géométrique  dans  lequel  ont  été  définies  des  fonctions  d’offre  et  de  demande  de 
sécurité,  puis  nous  avons  spécifié  la  nature  des  deux  fonctions  de  demande  qu’il  était 
nécessaire de prendre en compte, d’abord au niveau individuel, puis au niveau collectif. Sous 
certaines  conditions  que  nous  avons  déterminées,  il  était  alors  possible  de  concevoir  une 
politique  de  sécurité  efficiente  résultant  d’une  confrontation  entre  offre  et  demande  de 
sécurité.  
 
La seconde partie de la Thèse mobilise les fondements théoriques que nous avons vus pour le 
cas particulier du risque de criminalité. Pour cela, il était d’abord nécessaire de comprendre 
comment  s’élabore  la  « production  de  sécurité »  face  au  crime.  A  cette  fin,  nous  avons 
proposé un modèle dynamique d’allocation temporelle entre activité légale et illégale. Il nous 
a  permis  de  mettre  en  lumière  le  rôle  d’éléments  clés dans  la production de sécurité, qui 
dépendent du niveau et de l’allocation des dépenses de sécurité par la puissance publique. 
Ainsi,  nous  pouvons  construire  une  fonction  d’offre  de  sécurité  dans  le  cas  du  risque  de 
criminalité, en déterminant une allocation optimale des ressources entre les différents facteurs 
de production. Par la suite, nous avons confronté cette dernière à la fonction de demande, en 
mettant notamment en évidence des « chocs d’offre » et un « choc de demande ». Enfin, nous 
avons généralisé notre approche à un cadre multidimensionnel permettant de rendre compte 
simultanément  de  plusieurs  risques,  le  risque  de  criminalité  étant  caractérisé  par  la 
coexistence de plusieurs formes de danger.    
 
A  partir  des  éléments  distingués,  une  application  numérique  sera  menée  dans  le  dernier 
chapitre en nous fondant sur 7 crimes et délits distingués par les statistiques américaines. Elle 
concernera d’abord la fonction de demande. Pour cela, une analyse empirique de ses deux 
versants sera menée. L’une repose sur des études quantitatives de type institutionnel ; l’autre 
sur des enquêtes menées auprès des ménages américains. Puis, nous nous attacherons à la 
fonction de production, qui permet de déterminer l’offre de sécurité, en ayant recours à une 
analyse économétrique en données de panel, comprenant 13 pays de l’Union Européenne au   377 
cours de la période 1990-2003, et qui aura deux objets : valider empiriquement les éléments 
que notre modèle d’allocation temporelle a permis de montrer ; déterminer les élasticités entre 
chacune des dépenses envisagées et les probabilités d’occurrence des crimes et délits étudiés. 
Enfin, Ces éléments nous permettront de proposer une application numérique portant sur le 
niveau et l’allocation de deux types de dépenses publiques : des dépenses policières, d’une 
part ; des dépenses d’enseignement, d’autre part.   
 














VI. La politique de sécurité dans les Zones Urbaines 
Sensibles : une application numérique 
 




Rappelons que nous souhaitons, dans cette partie, mobiliser les fondements théoriques que 
nous avons bâtis à la faveur de la première partie, en nous attachant au cas particulier du 
risque de criminalité, qui illustre parfaitement les éléments mis en lumière jusqu’à présent. 
Pour  cela,  plusieurs  étapes  étaient  nécessaires.  D’abord,  nous  avons  proposé  un  modèle 
dynamique d’allocation temporelle entre activité légale et illégale, mettant en évidence le rôle 
de plusieurs formes d’incitations, que nous avions alors définies, dans lesquelles se meut le 
criminel  potentiel.  La  puissance  publique  peut  allouer  des  ressources  afin  de  modifier  ce 
système d’incitations et, par conséquent, les probabilités d’occurrence des différentes formes 
de crimes et délits. Ainsi, pour les faits de délinquance sur lesquels nous souhaitons nous 
appuyer,  il  est  possible  d’associer  une  probabilité  d’occurrence  à  chaque  allocation  des 
dépenses de lutte contre l’insécurité. Dès lors, à partir de cette « fonction de production » de 
sécurité,  il  est  possible  d’en  déduire,  de  manière  théorique,  une  « fonction  d’offre »  de 
sécurité en concevant une allocation optimale des ressources entre les différents facteurs de 
production.   
 
Par  ailleurs,  nous  disposons  d’une  « fonction  de  demande »  de  sécurité,  résultant  de  la 
combinaison  de  deux  fonctions :  l’une  objective,  issue  de  l’évaluation  institutionnelle  du 
risque ; l’autre subjective, issue de l’évaluation du risque par les agents. Cette fonction de 
demande prend également en compte, à travers le critère d’agrégation interpersonnelle que 
nous avons bâti, la distribution des risques au sein de la population. Ainsi, à chacune des 
probabilités d’occurrence des différentes formes de crimes et délits, peut être associée une 
disponibilité marginale de la collectivité à payer pour la baisse de cette probabilité.    
 
L’intersection des fonctions d’offre et de demande caractérise un niveau de production de 
sécurité efficient 
487. En réalité, si la puissance publique effectue cette allocation de ressources 
à budget constant, le niveau total de dépenses de sécurité ne peut être modifié que si d’autres 
types  de  dépenses  sont  également  modifiés.  Néanmoins,  dans  le  cadre  de  l’application 
numérique que nous menons dans ce chapitre, les dépenses de sécurité qui seront envisagées 
pourront être considérées comme faibles au regard du budget public. Ainsi, nous pourrons 
                                                 
487 Cf. Stiglitz (1988).    380 
nous attacher à la fois à leur niveau et à leur allocation sans nous occuper des autres formes 
de  dépenses  publiques.  Précisons  quelle  est  la  démarche  conduisant  à  proposer  cette 
application numérique.  
 
Nous nous appuyons sur 7 crimes et délits distingués par les statistiques américaines. Tout 
d’abord,  nous  déterminons  les  coefficients  de  la  fonction  de  demande  de  sécurité,  qui 
comprend deux composantes. La composante dite « objective » sera explicitée grâce à des 
études  quantitatives  de  type  institutionnel.  La  composante  dite  « subjective »,  grâce  à  des 
enquêtes  menées  auprès  des  ménages  américains.  Nous  pourrons  alors  connaître 
numériquement  les  paramètres  nécessaires  pour  achever  la  construction  de  la  fonction  de 
demande établie de manière théorique dans la première partie de la Thèse. Bien évidemment, 
cet  exercice  est  soumis  à  des  limites  importantes,  qui  nous  obligent  à  considérer  avec 
prudence  les  résultats  qui  seront  établis.  D’abord,  parce  que  la  connaissance  des  faits  de 
criminalité repose sur des statistiques officielles qui sont faillibles, comme nous l’avons vu 
dans le chapitre 4. Par ailleurs, la « monétarisation » de l’espace des conséquences apparaît 
délicate  dès  qu’il  s’agit  de  mettre  un  montant  sur  des  phénomènes  qui  affectent  la  santé 
physique  et  psychologique  des  victimes.  Enfin,  parce  que  les  rares  éléments  dont  nous 
disposons pour connaître numériquement les préférences des agents en termes d’exposition au 
risque de criminalité sont clairement perfectibles.   
 
Dans un deuxième temps, nous déterminons les coefficients de la fonction de production de 
sécurité. Pour cela, nous aurons recours à une analyse économétrique en données de panel, 
comprenant 13 pays de l’Union Européenne au cours de la période 1990-2003, et qui aura 
deux objets : valider empiriquement les éléments que notre modèle d’allocation temporelle a 
permis de montrer ; déterminer les élasticités entre chacune des dépenses envisagées et les 
probabilités d’occurrence des crimes et délits étudiés. Là encore, la fiabilité des données dont 
nous  disposons  nous  invite  à  la  prudence.  En  effet,  l’analyse  menée  repose  sur  une 
comparaison des données européennes concernant les faits de criminalité dans un contexte de 
relative hétérogénéité des appareils statistiques. Certes, le cadre du « European Sourcebook » 
constitue  un  pas  en avant vers une meilleure comparabilité entre pays, mais nous devons 
garder à l’esprit que celle-ci reste partielle. Dès lors, la marge d’erreur qui en résulte, en 
même  temps  que  les  approximations  qui  caractérisent  toute  spécification  économétrique, 
fragilisent les résultats obtenus, même s’ils restent cohérents avec la littérature existant sur le 
sujet.    381 
 
Les deux étapes énoncées ci-dessus nous permettront de proposer une application numérique 
portant sur le niveau et l’allocation de deux types de dépenses publiques : d’une part, des 
dépenses policières ; d’autre part, des dépenses d’enseignement permettant de diminuer le 
nombre d’enfants par classe. Nous nous attacherons plus particulièrement au cas des Zones 
Urbaines  Sensibles.  Même  si  les  limites  que  nous  venons  de  préciser  nous  invitent  à 
considérer avec beaucoup de prudence les résultats proposés, ceux-ci contribueront à apporter 
un éclairage nouveau sur les politiques destinées aux banlieues à travers l’exemple du risque 
de criminalité.   
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VI.B. Détermination des coefficients de la fonction de demande de sécurité 
 
 
La  « fonction  de  demande »  composite  que  nous  avons  construite  correspond  à  la 
combinaison  de  deux  fonctions  respectivement  objective  et  subjective.  Rappelons  leurs 
expressions  ainsi  que  celles  des  équivalents  monétaires  qui  les  fondent.  En  réalité,  nous 
considérons  deux  populations  caractérisées  par  des  expositions  au  risque  de  criminalité 
différentes. A l’intérieur de chacune d’elles, deux sous populations sont distinguées, formant 
des croyances différentes sur les probabilités d’occurrence des formes de crimes et délits que 
nous analysons. Pour connaître les coefficients de la fonction de demande, plusieurs éléments 
doivent être déterminés : les probabilités d’occurrence des différentes formes de crimes et 
délits ; les équivalents monétaires correspondant à leurs conséquences respectives ; enfin, les 
les paramètres de déformation des probabilités par les agents.  
 
La  première  « fonction  de  demande »  de  sécurité  est  « objective ».  Pour  un  risque  q , 
rappelons que les équivalents monétaires peuvent s’écrire de la manière suivante :  
 
Pour la première population (d’effectif  1 n ) :   
 
( ) 1 1 1 1 . . 1 . . . C n p c n pc q q a = = -  
 
Pour la seconde population (d’effectif  2 n ) :  
 
( ) 2 2 2 2 . . 1 . . . C n p c n pc q q g = = +  
 
En nous fondant sur le critère d’agrégation interpersonnelle construit à la faveur du chapitre 3, 
nous obtenons l’équivalent monétaire collectif suivant :  
 
( ) ( ) ( ) ( )
1 2




q a a g g   = + - - + + +    
 
 
Ce mode d’agrégation interpersonnelle permet, nous l’avons vu, de modifier la « fonction de 
demande » obtenue classiquement par sommation, afin de tenir compte de la distribution de   383 
l’exposition au risque au sein de la population. Nous obtenons alors la « fonction de demande 
objective » suivante :  
 
( ) ( ) ( ) ( )
1 2




q a a g g   = = + - - + + +    
 
 
La seconde « fonction de demande » de sécurité est fondée sur l’évaluation du risque par les 
agents. Elle est « subjective » En suivant le chapitre 3, l’équivalent monétaire correspondant à 
la première population peut s’écrire de la manière suivante :  
 
( )
( ) ( ) ( ) ( )
( )
( ) ( ) ( ) ( )
1 2





. . 1 . . 1
' .
. 1 1 . 1 . 1 1 . 1
n p n p
C c




d d d d d b d b
a a
a a a a
 
      - -       = +
 
          - + - - - + - -          
 
 
Pour la seconde population, nous avons :  
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        = + + +        
       
, en notant  ' C  la valeur moyenne des équivalents 
monétaires des deux populations concernées par le risque.  
 
Là encore, nous nous sommes fondés sur un mode d’agrégation interpersonnelle permettant 
de modifier la « fonction de demande » obtenue classiquement par sommation, afin de tenir 
compte de la distribution de l’exposition au risque au sein de la population. Cela nous donne 
la « fonction de demande subjective » suivante :   
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Enfin, nous avons écrit la fonction de demande composite correspondant à une combinaison 












Rappelons que le paramètre a représente le poids affectant la « fonction de demande » dite 
« objective ». Nous avons déterminé dans le troisième chapitre les conditions, portant sur ce 
paramètre, nécessaires à l’existence d’un point d’intersection entre « offre » et « demande » 
de sécurité, correspondant à un système stable.  
 
En réalité, dans le cadre de notre application numérique, il nous faut considérer un cadre 
multidimensionnel  que  nous  avons  spécifié  dans  le  chapitre  5.  Pour  chacun  des  m  faits 
criminels j, s’exprime une probabilité j p  et un équivalent monétaire global, noté  j ℂ , dont on 






=∑ ℂ ℂ .  
 
Caractériser la fonction de demande dans le cadre multidimensionnel du risque de criminalité 







Pour cela, nous distinguerons d’abord deux populations (de tailles connues) affectées par des 
probabilités d’occurrence différentes. A partir de ce contexte, nous déterminerons plusieurs 
éléments, que nous avons mis en lumière dans les chapitres 2 et 3 de la première partie : la 
probabilité d’occurrence moyenne pour le crime j, notée j p  ; le coût institutionnel du crime ou 
délit  considéré  noté  j cq ,  et  les  paramètres  1j d   et  2 j d   rendant  compte  des  modes  de 
l’évaluation individuelle du risque j par les agents. C’est cette évaluation numérique que nous 
menons plus bas pour chacun des deux pans de la fonction de demande de sécurité. L’analyse   385 
empirique du versant objectif de la fonction de demande constituera la première étape de 
notre raisonnement.  
 
 
VI.B.1. Coefficients de la demande « objective » 
 
 
Le cas des Zones Urbaines Sensibles (ZUS) nous permet d’illustrer la distinction entre les 
agents que nous avions effectuée précédemment. En effet, l’exposition aux différentes facettes 
du risque de criminalité y est sensiblement différente que dans les autres zones géographiques 
françaises.  
 




Nous savons que les inégalités s’inscrivent dans l’espace et, plus précisément dans l’espace de 
la ville. Il en est de même de l’inégalité face au fait criminel. La ségrégation urbaine a déjà été 
étudiée sous l’angle de l’analyse économique (économie géographique et urbaine, économie 
du marché du travail, économie de l’éducation, économie du bien-être,…économie du crime). 
Elle trouve en France une traduction à travers la définition des Zones Urbaines Sensibles 
(ZUS). L’article 2 de la loi du 14 Novembre 1996 relative à la mise en œuvre du pacte de 
relance pour la ville les définit comme suit : « Les ZUS sont caractérisées par la présence de 
grands  ensembles  ou  de  quartiers  d’habitat  dégradé  et  par  un  déséquilibre  accentué  entre 
l’habitat et l’emploi. Elles comprennent les Zones de Revitalisation Urbaine (ZRU), qui sont 
confrontées  à  des  difficultés  particulières,  appréciées  en  fonction  de  leur  situation  dans 
l’agglomération,  de  leurs  caractéristiques  économiques  et  commerciales  et  d’un  indice 
synthétique  tenant  compte  du  nombre  d’habitants  du  quartier,  du  taux  de  chômage, de la 
proportion de jeunes de moins de 25 ans, de la proportion de personnes sorties du système 
scolaire sans diplôme et du potentiel fiscal des communes intéressées. »
489 Des décrets ont 
ensuite dressé la liste de ces ZUS
490. Sans rentrer dans une analyse détaillée des mécanismes 
                                                 
488  Pour  appréhender  plus  précisément  la  question  de  la  polarisation  spatiale,  on  peut  se  référer à Fitoussi, 
Laurent et Maurice (2004).  
489 Cf. Loi du 14 Novembre 1996, article 2.  
490 Cf. Décret n°96-1156, du 26 Décembre 1996.    386 
qui régissent l’évolution de ces quartiers, voyons quelques chiffres qui nous serviront à fonder 
notre application numérique. 
 
-  Les ZUS regroupent 8% de la population nationale 
-  62% des résidants sont en HLM (22% pour la moyenne nationale) 
-  Le taux de chômage des jeunes actifs (- de 25 ans) est de 40% (20% pour la moyenne 
nationale) sur un total d’environ 300 000 jeunes actifs.  
 
Nous analyserons plus spécifiquement deux points pour ces quartiers. D’abord, le niveau de 
criminalité  à  l’intérieur  de  ces  zones :  il  s’avère  que  le  nombre  de  crimes  et  délits  par 
habitants y est 1,6 fois plus élevé qu’au niveau national
491. Nous prendrons alors, pour notre 




















Ensuite, l’une des deux politiques considérées dans le cadre de notre application numérique 
portera sur le nombre d’élèves par classe, notamment dans les Zones d’Education Prioritaires 
(ZEP). Celles-ci, créées par la loi Savary de 1981, ont pour objectif de « contribuer à corriger 
les inégalités sociales par le renforcement sélectif de l’action éducative dans les zones et les 
milieux sociaux où le taux d’échec est le plus élevé ». L’analyse de cette variable sera menée 
plus spécifiquement dans le cadre de l’étude de la fonction d’offre. Retenons pour le moment 
que celles-ci coïncident à peu de chose près avec les ZUS, 95,5% des 1,8M d’élèves de ZUS 
se retrouvant en ZEP
492. Il nous faut à présent connaître les probabilités d’occurrence des 
crimes et délits retenus pour les deux populations distinguées.  
 
                                                 
491 Cf. Observatoire National des Zones Urbaines Sensibles (2005).   
492 Cf. Fitoussi, Laurent, Maurice (2004), p.42.    387 
VI.B.1.b. Probabilités d’occurrence des 7 crimes et délits étudiés 
 
Nous avons vu plus haut les raisons qui nous ont poussés à choisir le périmètre suivant pour 
l’analyse  du  fait  criminel.  Les  7  faits  de  délinquance  retenus  correspondent  aux éléments 
essentiels constituant les phénomènes de prédation et de violence contre les personnes. Les 
statistiques officielles du Ministère de l’Intérieur fournissent les données criminelles suivantes 
pour l’année 2006 :  
 
Type de criminalité  Nombre 
Homicides  879 
Viol  9 784 
Coups et blessures  164 541 
Vols avec violence  127 190 
Vols liés aux véhicules à moteur  744 245 
Cambriolage ou vol par la ruse  346 044 
Vols simples  822 856 
Source : Ministère de l’Intérieur 
Tableau 17 : Nombre des différents crimes et délits en France en 2006 
 
Etant  donnée  la  population  française,  que  nous  considérerons  de  60  Millions,  cela  nous 
conduit à prendre en compte les probabilités d’occurrence moyennes suivantes :  
 
Type de criminalité  Probabilité d’occurrence moyenne 
Homicides  1,47.E-05 
Viol  1,63.E-04 
Coups et blessures  2,74.E-03 
Vols avec violence  2,12.E-03 
Vols liés aux véhicules à moteur  1,24.E-02 
Cambriolage ou vol par la ruse  5,77.E-03 
Vols simples  1,37.E-02 
Source : Ministère de l’Intérieur 
Tableau 18 : Probabilité moyenne d’être victime des différents crimes et délits en France en 2006 
   388 
Par une homothétie, il est alors possible d’inférer de cette probabilité nationale moyenne, les 
probabilités  d’occurrence  correspondant  aux  deux  populations  distinguées
493.  Pour  la 
population la plus exposée (d’effectif 4.800.000), nous avons les probabilités suivantes :  
 
Type de criminalité  Probabilité d’occurrence 
Homicides  2,34.E-05 
Viol  2,61.E-04 
Coups et blessures  4,39.E-03 
Vols avec violence  3,39.E-03 
Vols liés aux véhicules à moteur  1,98.E-02 
Cambriolage ou vol par la ruse  9,23.E-03 
Vols simples  2,19.E-02 
Source : Ministère de l’Intérieur 
Tableau 19 : Probabilité moyenne d’être victime des différents crimes et délits en France en 2006 
(ZUS) 
 
Pour  la  population  la  moins  exposée  (d’effectif  55.200.000),  nous  avons  les  probabilités 
suivantes :  
Type de criminalité  Probabilité d’occurrence 
Homicides  1,39.E-05 
Viol  1,55.E-04 
Coups et blessures  2,61.E-03 
Vols avec violence  2,01.E-03 
Vols liés aux véhicules à moteur  1,18.E-02 
Cambriolage ou vol par la ruse  5,48.E-03 
Vols simples  1,30.E-02 
Source : Ministère de l’Intérieur 
Tableau 20 : Probabilité moyenne d’être victime des différents crimes et délits en France en 2006 
(hors ZUS) 
 
                                                 
493 Une quantification plus fine encore supposerait de distinguer les inégalités de victimation en fonction des 
différentes formes de crimes et délits considérés. On peut effectivement penser que la surexposition au crime 
dans les ZUS dépend de la forme de criminalité que l’on examine. A ce stade, nous considérons néanmoins un 
ratio indépendant du type de fait étudié.     389 
 
Afin de donner une expression numérique au versant objectif de la fonction de demande de 
sécurité,  il  est  nécessaire  de  mettre  des  équivalents  monétaires  sur  les  conséquences  des 
différentes  formes  de  délinquanec.  Si  cette  gageure  est  relativement  simple  pour  les 
phénomènes de prédation, il n’en est pas de même pour les violences contre les personnes. 
 
VI.B.1.c. Equivalents monétaires des crimes et délits étudiés 
 
Il est ici nécessaire de préciser, dans un premier temps, le périmètre sur lequel nous nous 
fondons  pour  évaluer  les  coûts  dits  « institutionnels »  des  crimes  et  délits  étudiés.  La 
principale question porte alors sur la prise en compte des gains procurés au criminel. Certes, 
Levitt  nous  signale  dans  un  article  fondateur  que  la  criminalité  comporte  des  aspects 
redistributifs qui se matérialisent par une consommation – tout du moins partielle – du butin 
après une criminalité d’appropriation
494. Evidemment, pour des raisons incitatives ou morales, 
la société peut avoir intérêt à empêcher ces transferts. Par exemple, on peut penser qu’une 
redistribution forcée des richesses a un coût supplémentaire pour la victime, comme nous le 
verrons plus loin. Par ailleurs, la perspective d’être dépossédé peut constituer un obstacle au 
processus d’accumulation du capital. Nous n’en rendrons pas compte explicitement, même si 
cet élément apparaît à travers la perte de liberté de mener une vie valorisable sans craindre le 
danger, que nous appréhendons par la « fonction de demande » de sécurité dite « subjective ».  
 
L’optique consistant à considérer la criminalité d’appropriation comme un transfert était déjà 
celle de Becker, dans son article fondateur 
495. Ainsi, dans l’évaluation des « coûts du crime » 
qu’il  propose,  l’économiste  se  fonde  sur  la  différence  entre  le  coût  pour  les  victimes  – 
dépenses  de  régulation  comprises  –  et  le  gain  des  criminels.  Un  autre  élément  mérite 
cependant d’être pris en compte si l’on souhaite s’attacher aux pertes pour la société. En effet, 
le temps consacré par le criminel à l’activité illégale le détourne d’une activité productive 
légale et prive la société de richesse. En toute logique, les « derniers instants » consacrés au 
crime  par  le  « dernier  criminel »  doivent  lui  rapporter  autant  que  l’activité  légale.  Bien 
évidemment,  il  est  difficile  d’évaluer  de  manière  précise  le  fruit  global  de  cette  activité 
productive : si le salaire total rémunérant un tel travail légal doit logiquement être inférieur au 
butin  total  des  crimes  et  délits  commis  –  condition  d’un  choix  rationnel  conduisant  à 
                                                 
494 Cf. Levitt (1995).  
495 Cf. Becker (1968).    390 
consacrer du temps à l’activité illégale – ce n’est pas nécessairement le cas de la production 
totale, qui peut être supérieure ou inférieure au profit retiré d’une activité illégale. En effet, la 
production légale d’un individu profite également à d’autres agents ainsi qu’à la puissance 
publique,  à  travers  les  taxes  et  impôts.  Par  ailleurs,  nul  ne  peut  savoir  si  la  personne 
considérée  serait  effectivement  investie  dans  une  activité  productive  ou  en  situation  de 
chômage. Ainsi, en considérant que la valeur productive perdue par le choix de l’activité 
illégale est égale au gain procuré au criminel par cette activité, nous formulons une première 
approximation  qui  nous  conduit  à  prendre  uniquement en compte les pertes infligées aux 
victimes.     
 
Une  seconde  optique  nous  amène  au  même  mode  de  calcul.  Elle  vise  à  s’attacher 
exclusivement aux coûts externes, c’est-à-dire aux coûts induits par un agent sur un autre 
agent. C’est cette vision des choses qui correspond le mieux à l’approche qui est la nôtre pour 
ce qui est du versant subjectif de la « fonction de demande » de sécurité, bâtie à partir de 
l’évaluation  du  danger  par  les  agents.  Là  encore,  seules  les  pertes  infligées  aux  victimes 
doivent être prises en compte. Ainsi, pour associer des équivalents monétaires aux différentes 
formes de crimes et délits considérées, nous ne prendrons pas en compte les gains procurés au 
criminel.  Voyons  alors  dans  quelle  mesure  il  est  possible  de  déterminer  ces  équivalents 
monétaires, en mettant l’accent sur la difficulté à appréhender sous cet angle les violences et, 
en particulier, la privation d’une vie humaine. C’est l’espace des conséquences, que nous 
avions noté z , dans le deuxième chapitre, qu’il s’agit ici de spécifier monétairement.   
 
Quel coût pour la perte d’une vie humaine ?  
 
 
L’un  des  dilemmes  éthiques  fondamentaux  pour  la  régulation  des  risques  réside  dans 
l’appréciation de la vie humaine. Est-il acceptable de mettre un prix sur celle-ci ? Répondre à 
cette question exige de distinguer deux problématiques distinctes. André Malraux nous disait 
dans Les conquérants, « Une vie ne vaut rien, mais rien ne vaut une vie. »
496 Telle affirmation 
est respectée dans la pratique. En effet, il n’y a aucune limitation à la mobilisation de moyens 
pour sauver une vie en danger. On peut ainsi dire, dans cette perspective, que la « valeur de la 
vie »  est  illimitée.  Le  propos  est  plutôt  ici  de  mettre  une  valeur  monétaire  sur  une  «  vie 
                                                 
496 Cf. Malraux (1928). 
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humaine statistique », ce qui est tout à fait différent de la valeur d’une vie particulière. Cette 
valeur statistique correspond en fait au consentement à payer pour éviter le risque d’un décès 
prématuré pour un individu anonyme. Cela parait encore brutal à première vue.  
 
Néanmoins,  mettre  de  l’argent  dans  des  politiques  de  sécurité  repose  sur  une  décision 
collective qui peut faire appel, tout du moins implicitement, au coût des phénomènes que l’on 
permet ainsi d’éviter. Certes, le simple arbitrage entre des projets de sécurité ne nous oblige 
pas  à  passer  par  une  estimation  du  coût  statistique  de  la  vie  humaine.  En  effet,  il  serait 
possible  de  les  estimer  en  fonction  des  coûts  moyens  nécessaires  pour  épargner  une  vie 
statistique  et  de  choisir  les  projets  qui  ont  le  meilleur  « rendement »,  selon  une  logique 
ordinale, sans pour autant mettre de valeur statistique sur la vie humaine.  
 
Cependant,  toutes  les  dépenses  publiques  ne  sont  pas  nécessairement  pourvoyeuses  de 
sécurité. Il faut donc parfois choisir entre une utilisation « sécuritaire » des fonds publics et 
d’autres types de dépenses. C’est dans cette perspective que l’on doit comprendre la nécessité 
de connaître la valeur d’une vie statistique. Intuitivement, lorsqu’il est possible d’épargner de 
nombreuses vies pour un coût ridicule, le sujet ne fait pas discussion. Ce n’est pourtant pas 
toujours le cas. Par exemple, la construction (dispendieuse) d’un tronçon autoroutier a des 
conséquences positives en termes de gain de temps, mais aussi du point de vue de la sécurité 
et des vies épargnées. Un tel calcul peut donc intervenir si l’on sait mettre un prix sur ces vies 
statistiques, pour peu que l’on se soit munis d’indicateurs relativement fiables en termes de 
nombre de vies épargnées. Les problématiques sont tout à fait comparables en ce qui concerne 
le risque de criminalité. Réduire à zéro le nombre d’homicides aurait un coût immense, vidant 
les  caisses  de  l’Etat  et  ruinant  ses  moyens  d’action.  Une  politique  de  sécurité  doit  donc 
prendre en compte l’estimation du prix statistique de la vie humaine. Voyons brièvement les 
techniques utilisées et les résultats obtenus. 
 
La première catégorie est celle des évaluations institutionnelles élaborées par les Etats ou 
différents  secteurs  économiques  comme,  par  exemple,  les  compagnies  d’assurance  ou  les 
compagnies  aériennes.  Ces  évaluations  institutionnelles  correspondent  à  un  point  de  vue 
extérieur à la personne humaine, celle-ci étant considérée essentiellement comme un agent 
économique.  La  seconde  catégorie  d’évaluations  repose  sur  le  consentement  à payer pour 
améliorer  une  situation  de  risque.  C’est  l’individu  qui  va  déterminer,  en  fonction  de  son 
budget et de ses préférences, combien il est prêt à payer pour une baisse de ses probabilités de   392 
décès.  Cette  méthode  peut  elle-même  reposer  sur  des  préférences  déclarées, à travers des 
questions directes, ou des préférences révélées (prix hédonistes), fondées sur l’analyse d’un 
marché  existant :  les  biens  les  plus  chers  sont  ceux  qui  permettent  la  meilleure  sécurité 
(différentiel de salaire entre emplois risqués et moins risqués, prix des voitures en fonction de 
l’équipement sécuritaire…).     
 
Les méthodes dites du « capital humain »  
 
La plus utilisée de ces méthodes est celle des pertes productives. Dans l’approche standard, la 
contribution productive est représentée par les revenus de l’individu au moment ou il perd la 
vie. Ainsi, la valeur à un instant donné est égale à la somme actualisée des revenus espérés 
durant le reste de vie – ce qui rend le choix du taux d’actualisation de première importance. 
Le  second  grand  type  d’évaluations  institutionnelles  est celui de la disponibilité sociale à 
payer  que  l’on  peut  considérer  comme  une  estimation  sociale  consensuelle.  Voyons  de 
manière plus détaillée la première méthode.  
 
Les premiers textes qui font référence à cette méthode remontent au 19è siècle
497. Mais, il faut 
attendre la fin des années 60 aux Etats-Unis, la fin des années 70 en France, pour voir les 
premières évaluations destinées à gouverner les politiques publiques
498. Si, dans l’approche 
standard,  l’agrégat utilisé est la valeur actualisée de la production perdue, de nombreuses 
variantes tentent d’estimer de façon un peu différente la perte sociale engendrée par un décès 
prématuré. Par exemple, Weisbrod propose comme indicateur les revenus espérés nets de la 
consommation de l’individu
499. On peut également utiliser comme valeur prise en compte le 
PNB par habitant, caractéristique de l’apport individuel à la richesse de la nation, ou encore la 
perte nette en termes de consommation
500.  
 
En France, cette méthode a essentiellement été employée dans le cadre de la sécurité routière 
afin de voir l’influence de différents types de mesures censées épargner des vies et évaluer des 
projets de transports
501. Ce travail, réactualisé par le Commissariat Général au Plan, conduit à 
une valeur statistique pour une vie humaine qui serait aujourd’hui proche de 1,2 Millions 
d’Euros. La méthode développée par l’INRETS, dite des « années de vie sauvegardées » est 
                                                 
497 Cf. Farr (1876).  
498 Cf. Rice (1967), Le Net (1979).  
499 Cf. Weisbrod (1971).  
500 Cf. Sommer et alii (1999).  
501 Cf. Abraham et Thedie (1960).    393 
un peu différente, dans la mesure où elle tente de prendre en compte la valorisation du bien 
être d’un individu lorsque sa vie est sauvegardée. Néanmoins, les valeurs trouvées sont tout à 
fait du même ordre que celles obtenues par la méthode précédente.  
 
Le  type  de  méthodes  que  nous  venons  de  décrire  a  pour  avantage une relative simplicité 
conceptuelle (la perte d’une vie humaine a essentiellement des conséquences productives et 
matérielles)  ainsi  qu’une  transparence  assez  forte  des  calculs  effectués.  La  proximité  des 
résultats des deux études précédentes fait montre d’une relative stabilité au niveau national. 
Cependant,  elle  présente  des  inconvénients  majeurs,  qui  ont  conduit  au  développement 
d’autres formes de procédures de calcul de la valeur de la vie humaine statistique. En effet, 
ces méthodes ne prennent pas en compte les paramètres immatériels tels que la douleur ou la 
peine, ainsi que la perte de plaisir d’une personne qui a abandonné la vie trop tôt. Voyons à 
présent les méthodes fondées sur les préférences individuelles.   
 
Les méthodes fondées sur les préférences individuelles 
 
Cette deuxième grande catégorie d’estimations résulte de consultations directes ou indirectes 
du  public.  On  distingue  alors  deux  approches  distinctes :  d’une  part  les  méthodes  dans 
lesquelles un niveau de risque n’est pas véritablement établi pour les populations, mais où 
l’analyse d’un marché existant peut permettre de quantifier une valeur statistique implicite de 
la vie humaine (préférences révélées). De l’autre, celles où les agents choisissent directement, 
en réponse à un questionnaire, les alternatives qui leur semblent les meilleures. Il en résulte 
une valeur de la vie humaine statistique, calculée à partir des réponses des sondés (préférences 
déclarées).  
 
1) La méthode des prix hédonistes (préférences révélées) 
 
Les approches les plus fréquentes
502 sont fondées sur le marché du travail. Le but est de 
régresser le salaire sur un certain nombre de variables, en incluant le risque de perte de vie. Si 
le coefficient est significatif, cela signifie qu’il existe bien un arbitrage entre le salaire et ce 
risque. Cette donnée peut même parfois être prise en compte explicitement (de façon plus ou 
moins réelle) par une « prime de risque », qui figure sur la feuille de paye du salarié (c’est, par 
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exemple, le cas des forces de l’ordre). Bien évidemment, ces études reposent sur l’hypothèse 
que les employés aient une connaissance non biaisée des probabilités de perte de vie, ce qui 
constitue une exigence assez forte. Il faut également que le marché du travail soit considéré 
comme un marché parfait, c’est-à-dire que les individus puissent changer de travail sans coût, 
ce qui est irréaliste. Dans le cas contraire, ces coûts induisent un biais qui peut tendre à la fois 
à la sous estimation du coût inféré (si les agents restent dans un emploi risqué avec une faible 
prime de risque) ou à sa surestimation (si les agents restent dans un emploi non risqué alors 
que la prime de risque est très élevée).  
 
Les régressions effectuées permettent de mettre en évidence des valeurs implicites de la vie 
humaine autour de 5 Millions d’Euros, avec des sources de variation importantes. D’abord, 
parce que le niveau de probabilité choisi pour effectuer les régressions a une influence non 
négligeable sur le résultat obtenu. Ensuite, parce que le marché analysé – c’est-à-dire le type 
de risque auquel font face les agents – est déterminant. Ainsi, d’autres marchés – extérieurs au 
travail – ont été analysés. Par exemple, Atkinson et Halvorsen (1990) ont montré que les 
acheteurs d’automobile tenaient compte de la sécurité en payant plus cher pour une meilleure 
sûreté. On peut citer, également, les études de Blomquist
503, concernant le choix de l’achat 
d’un véhicule avec ceintures de sécurité, ou celles de Dardis
504, fondées sur la relation entre le 
prix d’achat et l’efficacité des détecteurs de fumée. Là encore, les résultats observés sont très 
variables,  avec  une  moyenne  d’environ  5  Millions  d’Euros.  Voyons  à  présent  les 
quantifications opérées à partir de questions posées directement aux individus.  
 
2) La méthode d’évaluation contingente (préférences déclarées) 
 
Même si cette méthode n’est pas fondée sur l’observation d’un marché existant, elle s’appuie 
néanmoins implicitement sur l’existence d’un marché hypothétique du risque, sur lequel les 
agents font des offres pour diminuer leur risque de mortalité. C’est ce que l’on appelle le 
« consentement à payer – CAP », ou, en langue anglaise « Willingness to pay – WTP ». Cette 
méthode  permet  d’interroger  des  personnes  représentant  un  panel  représentatif  de  la 
population,  contrairement  aux  préférences  révélées,  qui  se  concentraient  souvent  sur  les 
populations  sujettes  aux  métiers  les  plus  risqués.  Néanmoins,  il  est  souvent  nécessaire 
d’effectuer ces études dans un contexte précisé, notamment dans le secteur de la sécurité des 
                                                 
503 Cf. Blomquist (1979).  
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transports, du travail ou de l’énergie
505. Plusieurs biais sont encore à l’œuvre. D’abord, ce que 
l’on  a  coutume  d’appeler  le  « biais  d’inclusion »
506,  correspondant  à  une  invariance  des 
réponses en fonction de la baisse des probabilités de décès : comme le montrent Desaigues et 
Rabl (1995), le CAP augmente avec le nombre de vies sauvées, mais à un taux décroissant. 
Généralement,  les  auteurs  s’appuient  sur  des  risques  de  faible  probabilité,  de  l’ordre  de 
grandeur de celle correspondant à la perte de vie du fait d’un acte criminel. Un autre biais, mis 
en évidence par Hanemann
507, consiste en  une création de valeur par le processus même de 
l’enquête.  Ce  type  de  phénomène  s’apparente  à  celui  bien  connu  des  physiciens :  toute 
tentative visant à observer un système en perturbe les paramètres. Même si les personnes 
interrogées  n’ont  pas  de  valeur  définie  pour  le  type  de  risque  étudié,  elles  peuvent 
l’échafauder à partir du moment où la question leur est posée. Malgré ces difficultés, les 
valeurs implicites trouvées pour quantifier le coût statistique d’une vie humaine sont assez 
proches de celles issues de la méthode précédente. Il semble donc bien y avoir une certaine 
cohérence entre, d’une part, les méthodes institutionnelles fondées sur le capital humain et, de 
l’autre,  les  méthodes  reposant  sur  les  préférences  des  agents.  Les  unes  permettent  de 
quantifier  un  risque  statistique,  privilégiant  l’angle  financier.  Les  autres  se  fondent  sur  la 
subjectivité de l’agent et conduisent à des valeurs implicites plus élevées.  
 
A priori, on ne peut dire qu’une méthode est plus adaptée que l’autre à notre problématique. 
En  réalité,  elles  recouvrent  deux  acceptions  de  l’évaluation  des  risques  que  nous  avons 
discernées tout au long de ce travail : l’évaluation par les experts, d’une part ; l’évaluation par 
les  agents,  d’autre  part.  D’après  les  fondements  théoriques  que  nous  avons  posés,  et  qui 
reposent sur un processus de déformation des probabilités par les agents, il est donc légitime 
qu’elles ne donnent pas les mêmes résultats en termes d’équivalent monétaire certain comme 
en  termes de coût statistique d’une vie humaine. Ainsi, la différence d’ordre de grandeur 
observée ici entre le risque évalué par les experts, fondé sur les modes de fonctionnement, et 
le risque évalué par les agents, prenant aussi en compte la seconde facette de la « capabilité 
sécurité », peut être expliquée dans le cadre de travail proposé par Kahneman et Tversky se 
fondant sur un processus de déformation des probabilités par les agents.  
 
                                                 
505 Voir notamment les études de Gerking et al. (1988), Viscusi et al. (1991), Desaigues et Rabl (1995) ou du 
projet ExternE, financé par la Commission Européenne (1995, 1998).  
506 Cf. Hammit (1999), Graham et al. (1999) ou Krupnick et al. (2000).  
507 Cf. Hanemann (1994).    396 
Dès lors, pour accéder au second versant de la demande de sécurité, nous aurons recours au 
cadre de travail que nous avons posé précédemment. Nous n’avons alors besoin que du coût 
statistique  d’une  vie  humaine  dans  son  acception  institutionnelle  –  détermination  de 
l’équivalent monétaire  cq , à partir duquel nous inférerons, à travers notre propre modèle, 
l’équivalent monétaire subjectif  ' c q . Les études institutionnelles semblent converger vers une 
estimation statistique d’environ 1 Million d’Euros, pour la perte d’une vie humaine, dans un 
cadre  de  travail  très  général.  Il  nous faut à présent mobiliser d’autres études si l’on veut 
s’attacher  au  cas  particulier  du  risque  de  criminalité.  Quels  sont  les  éléments  dont  nous 
disposons en la matière ?      
 
De rares études françaises
508 
 
Nous  avons  vu  précédemment  les  difficultés  à  placer  sur  un  même  plan  –  monétaire,  en 
l’occurrence – les atteintes contre les biens matériels et celles contre l’intégrité de la personne. 
Même  si  cette  dernière  catégorie  est  très  hétérogène,  on  comprend  bien  que  le  dilemme 
éthique fondamental est lié à la vie humaine. Pour le dire autrement, si l’on a accepté de 
quantifier financièrement la perte d’une vie humaine, on pourra en faire de même pour les 
autres  formes  d’atteintes.  Nous  venons  de  voir  que  les  études  françaises  se  fondent 
généralement  sur  un  équivalent  monétaire  d’environ  1  Million  d’Euros.  Nous  verrons  ci-
dessous  que  des  études  américaines  ont  permis  d’apporter  un  éclairage  nouveau  sur  cette 
question, qui modifie ce paramètre. 
 
Pour le cas des coups et blessures, il est souvent difficile d’effectuer un arbitrage entre blessés 
légers et blessés graves, dans la mesure où la gravité des blessures ne peut s’exprimer qu’avec 
le seul indicateur de l’Interruption Temporaire de Travail (ITT). Or, l’on ne considère, en 
principe, les coups et blessures volontaires comme des délits que si l’ITT est supérieure à huit 
jours. Dans le cas contraire, il s’agit de contraventions. Palle et Godefroy ont tenté de repérer 
la part des blessés dits « graves » parmi les victimes de coups et blessures. Ils parviennent à 
une proportion de l’ordre de 15%. Par suite, une quantification monétaire des coûts associés à 
ces deux catégories de blessures est menée par analogie avec les blessés sur la route.  
 
                                                 
508 On peut citer néanmoins les études menées par le CESDIP. Voir, notamment, Palle et Godefroy (2000).    397 
Pour ce qui est des vols, l’appréciation du préjudice matériel est tributaire de données sur les 
dommages  subis  par  les  victimes.  La  police  et  la  gendarmerie  ne  collectent  pas 
systématiquement ces données : lorsqu’elles le font, c’est en priorité en ce qui concerne les 
vols à main armée. La principale source d’information nous vient alors des remboursements 
effectuées  par  les  compagnies  d’assurance.  C’est  évidemment  partiel  du  fait  de  la  sous 
assurance et d’une foule de petits délits qui ne sont pas couverts par les assurances (les vols à 
l’arrachée, pour la plupart d’entre eux). Par ce prisme, ce sont donc les cambriolages ainsi que 
les  vols  de  véhicules  à  moteur  qui  sont  le  plus  facilement  connus,  à  travers  les  données 
recoupées de l’APSAD, pour les compagnies d’assurance, et du GEMA, pour les mutuelles. 
Ainsi, les informations que nous avons pu recueillir permettent de formuler l’approximation 
suivante pour les équivalents monétaires des différents faits criminels :  
 
Type de criminalité  Coût statistique moyen par acte déclaré 
Homicides  1M€ 
Coups et blessures graves (15%)  100 000€ 
Coups et blessures légers  (85%)  20 000€ 
Vols à main armée  7 000€ 
Vols liés aux véhicules à moteur  2 000€ 
Cambriolage  800€ 
Source : Palle et Godefroy (2000).  
 
Tableau 21 : Equivalents monétaires moyens des différents crimes et délits (études françaises) 
 
 
Les chiffres fournis ici apparaissent insuffisants pour notre propos. D’abord, pour ce qui est 
des  actes  de  prédation,  parce  qu’ils  ne  concernent  que  les  données  correspondant  aux 
remboursements assuranciels, ce qui couvre seulement une partie du préjudice du fait de la 
sous  assurance,  de  la  non  assurance  ou  du  remboursement  nécessairement  partiel  des 
dommages. Par ailleurs, un certain nombre de faits ne sont pas quantifiés – les viols, par 
exemple. Il nous faut donc compléter ces études par d’autres analyses, réalisées notamment 
aux Etats-Unis. Nous pourrons alors tenter de discerner un vecteur des coûts institutionnels 
correspondant aux différents faits criminels.  
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Des études américaines plus complètes 
 
Les études américaines en matière de coût de la criminalité font montre d’un recul temporel 
plus grand que les études dont nous disposons en Europe. Une histoire de près d’un siècle 
d’études et de quantifications fonde une relative avance dans les procédures adoptées. Comme 
le souligne Gray, les premières estimations outre atlantique remontent à une étude financée 
par le gouvernement central en 1901
509. On se rendit compte des difficultés de l’exercice, 
mais également de l’importance de continuer de telles recherches afin de fonder en raison une 
véritable régulation du crime
510.   
 
Les études se sont multipliées, mais la tendance à inclure des éléments plus large que la seule 
perte productive est malgré tout relativement récente. Les valeurs avancées par Klaus, par 
exemple,  en  1994,  n’étaient  que  de  834$  pour  un  cambriolage  et 555$ pour un vol avec 
violence. Un crime moyen était construit, ayant un coût « institutionnel » d’environ 530$
511. 
Cela conduisait, dans une période de forte criminalité américaine, à un coût total pour les 
Etats-Unis de l’ordre de 17,6 Milliards de Dollars, soit environ 0,3 point de PIB. Les études 




De nouvelles études ont été menées peu après cette période. On pense notamment aux calculs 
effectués  par  Cohen,  Miller  et  Wiersema  (1996),  à  propos  de  la  majorité  des  formes  de 
crimes. Trois pistes sont dessinées pour évaluer les coûts d’une manière plus complète que ce 
qui avait été accompli auparavant. Pour les atteintes aux biens, les auteurs se fondent sur les 
pertes monétaires. Les atteintes à la personne qui ne conduisent pas à la mort sont estimées 
par  l’analyse  des  dédommagements  alloués  par  les  tribunaux  en  tant  que  dommages  et 
intérêts. L’évaluation statistique de perte d’une vie humaine est fondée sur les estimations que 
nous avons vues précédemment. Cependant, l’apport principal de ces travaux réside dans la 
distinction entre les coûts « tangibles » et les coûts « intangibles ». Les premiers comportent 
tous les éléments fondés sur des sommes monétaires, tels que les coûts médicaux, les pertes 
de propriété matérielle, les pertes de salaire…Les seconds ne sont pas fondés sur des marchés 
                                                 
509 Cf. Gray (1979).  
510 On peut voir notamment les travaux de Martin et Bradley (1964) discutant de l’importance d’identifier et de 
quantifier les coûts du crime.  
511 Cf. Klaus (1994).  
512 Cf. Irwin et Austin (1994).    399 
publics ou privés et concernent plus particulièrement les souffrances ainsi que la perte de 
qualité de vie. Néanmoins, ils ne doivent pas être confondus avec l’acception subjective que 
nous avions distinguée plus haut, fondée sur une évaluation du risque par les agents : il s’agit 
bien d’éléments monétaires objectifs qui participent de l’équivalent noté cq .   
 
Les coûts tangibles, qui apparaissent les plus propices à une évaluation monétaire, ne sont pas 
pour autant faciles à déterminer. La quantification des dépenses réelles occasionnées par la 
victimation doit en effet comporter plusieurs aspects qui ne sont pas toujours accessibles. On 
peut penser, par exemple, aux frais de recours à un psychologue, difficile à appréhender et 
souvent  différés  dans  le  temps.  On  peut  suivre  aisément  les  psychologues  Burt  et  Katz 
lorsqu’ils affirment que « durant les semaines et les mois suivant un viol, la victime adopte 
des changements coûteux dans son style de vie : migrer vers un meilleur quartier, acheter des 
systèmes  de  sécurité  performants,  éviter  des  situations  de  travail  perçues  comme 
dangereuses »
513.  Macmillan  souligne  un  autre  élément  qu’il  est  encore  plus  difficile 
d’appréhender en comparant les réussites scolaires ainsi que les salaires de femmes victimes 
d’un  viol  avec  un  groupe  témoin :  il  vérifie  bien  une  baisse  notable  due  au  traumatisme 
psychologique  induit
514.  Comptabiliser,  sous  la  forme  d’équivalents  monétaires,  les  coûts 
tangibles de la criminalité, sous leurs différentes formes, n’est donc pas une mince gageure, 
même si de nouvelles perspectives permettant d’appréhender plus finement les mécanismes de 
paiements réels ont été ouvertes.  
 
D’un autre côté, ont été pris en compte les coûts dits « intangibles », c’est-à-dire ne faisant 
pas l’objet immédiat d’une monétarisation. Les auteurs de ces recherches se sont notamment 
appuyés  sur  les  verdicts  des  jurés
515.  Ces  études  sont  assez  récentes  car  il  fut  longtemps 
difficile,  même  aux  Etats-Unis,  de  se  procurer  des  données  sur  les  procès  permettant  de 
dégager  des  dommages  et  intérêts  dans  le  cas  de  comportements  criminels.  Par  ailleurs, 
l’opération calculatoire est souvent délicate car il faut exclure les dommages et intérêts de 
type punitif, qui s’ajoutent à la peine elle-même, pour se concentrer sur les dommages et 
intérêts ayant vocation à assurer une compensation. Néanmoins, les éléments que nous venons 
d’aborder  permettent  de  donner  des  valeurs  concordantes  correspondant,  pour  les  coûts 
                                                 
513 Cf. Burt et Katz (1985), p.330.  
514 Cf. Macmillan (2000).  
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tangibles  et  intangibles,  aux  différentes  formes  de  criminalité
516.  Les  chiffres  donnés  ci-
dessous  ont  été  établis  en  Dollars de l’année 1993, que nous transposerons à la situation 
française actuelle.  
 
Type de criminalité  Coûts tangibles  Coûts intangibles  Total 
Homicides   1M$  2M$  3M$ 
Viols  10 000$  90 000$  100 000$ 
Coups et blessures  5 000$  20 000$  25 000$ 
Vols avec violence  2 000$  6 000$  8 000$ 
Vols liés aux véhicules à moteur  1 000$  3 000$  4 000$ 
Cambriolage ou vol par la ruse  1 000$  1 000$  2 000$ 
Vols simples  400$  -  400$ 
Source : Miller, Cohen et Wiersema (1996).  
 
Tableau 22 : Equivalents monétaires moyens des différents crimes et délits (études américaines) 
 
 
Nous observons, pour les actes les plus graves, liés aux atteintes physiques, que les coûts 
intangibles  constituent  l’essentiel  du  coût  total.  On  les  retrouve,  en  effet,  de  manière 
prépondérante pour l’essentiel des « coûts du crime », exceptés les cambriolages et, surtout, 
les vols simples. Ce trait se matérialise par un ratio coûts tangibles / coûts intangibles pouvant 
varier  fortement  avec  le  crime  considéré :  dans  le  cas  du  viol,  par  exemple,  les  coûts 
intangibles sont 15 fois plus grands que les coûts tangibles. Ce rapport n’est que de 2 dans les 
cas  de  l’homicide,  ce  qui  peut  paraître  paradoxal  étant  donné  la  tendance  globale  d’une 
croissance du ratio avec la gravité du crime. En réalité, le paradoxe n’est qu’apparent, dans la 
mesure  où  la  perte  de  vie  conduit  à  une  perte  de  production  pour  la  société  directement 
quantifiable par un coût monétaire : il est donc logique d’avoir, dans ce cas, un coût tangible 
élevé.   
 
Des agrégations collectives ont été réalisées sur la base de ces résultats. Les auteurs trouvent 
des montants de l’ordre de  450Mds$
517 pour les coûts globaux de la criminalité aux Etats-
                                                 
516 Les chiffres donnés ici sont issus de Cohen, Miller et Wiersema (1996).  
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Unis, durant l’année 1996. Même s’il y a deux ans d’écart, on constate évidemment une très 
grande différence avec les travaux réalisés par Klaus ou Irwin et Austin en 1994 (conduisant à 
des chiffres entre 17.6Mds$ et 19Mds$). Ces différences proviennent de la prise en compte 
des coûts de manière beaucoup plus large, en particulier en ce qui concerne les coûts dits 
« intangibles ».  
 
Nous l’avons vu : les coûts ainsi évalués ne sont pas fondés sur une évaluation subjective du 
crime, mais sur des décisions de compensation ex post tenant compte de la perte de qualité de 
vie de la part des victimes. Les souffrances occasionnées participent bien de la dégradation 
des modes de fonctionnement réels. Pour cette raison, les coûts intangibles calculés à l’aide 
d’une  méthodologie  fiable  seront  intégrés  dans  l’évaluation  « institutionnelle »  dont  nous 
avons  besoin.  Pour  cela,  une  homothétie  doit  être  effectuée, afin de ramener les résultats 
américains à la réalité française actuelle.  
 
Les sources Eurostat nous donnent en série longue le Produit Intérieur Brut par habitant dans 
les différentes monnaies nationales. Cet indicateur nous semble être le plus adapté si l’on veut 
véritablement  appréhender le coût institutionnel du crime comme une privation monétaire 
mise en rapport avec la richesse financière des agents. Le PIB par habitant était alors de 25 
600$ aux Etats-Unis en 1993, et de 27 800€ en France en 2006 : les chiffres sont donc très 
proches, ce qui nous amène, en première approximation, à considérer les mêmes valeurs dans 
les deux pays à des époques et dans des monnaies différentes. 
 
Afin de donner une dimension quantitative à la première fonction de demande de sécurité 
dans le cas du risque de criminalité, nous avons suivi trois étapes : la première consistait à  
distinguer  deux  populations  distinctes  soumises  à  des  expositions  différenciées  car, 
précisément,  les  habitants  des  Zones  Urbaines  Sensibles  sont  soumis  à  des  probabilités 
d’occurrence  spécifiques  dans  le  cas  du  risque  de  criminalité ;  la  seconde  à  connaître  les 
probabilités d’occurrence des 7 crimes et délits distingués. Enfin, nous nous sommes fondés 
sur  des  études  institutionnelles  (principalement  américaines)  pour  estimer  les  coûts 
correspondants à ces actes de prédation ou de violences. Nous disposons à présent de tous les 
éléments nécessaires à la connaissance du premier versant de la fonction de demande.     402 
VI.B.1.d. Calcul des coefficients de la demande « objective » 
 
 
Rappelons,  comme  nous  l’avions  noté  au  chapitre  3,  que  l’équivalent  monétaire  collectif 
correspondant  à  l’évaluation  dite  « objective »  d’un  risque  noté  q   peut  s’écrire,  avec  les 
notations utilisées précédemment, sous la forme :  
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On en déduit la « fonction de demande » dite « objective », correspondant à la disponibilité 
marginale de la collectivité à payer pour la baisse de la probabilité d’occurrence d’un crime 
ou délit particulier. Rappelons que cette dernière a été modifiée par rapport à une « fonction 
de demande classique » pour ce qui concerne le bien public auquel nous nous intéressons (la 
lutte contre l’insécurité), afin de tenir compte de la distribution du risque de criminalité au 
sein de la population. La fonction recherchée a donc la forme suivante :  
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Dans le cas qui est le nôtre, 7 crimes et délits sont considérés. Nous pouvons alors noter, pour 
chacun d’eux, indicé par j :  
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,  ce  qui  donne  la  fonction  de 
demande suivante :  
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Avec les éléments dont nous disposons, il est possible de dresser le tableau de valeurs ci-
dessous :  
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Homicides   2,68.E+09  1,83.E+14 
Viols  9,93.E+08  6,09.E+12 
Coups et blessures  4,18.E+09  1,52.E+12 
Vols avec violence  1,03.E+09  4,87.E+11 
Vols liés aux véhicules à moteur  3,02.E+09  2,44.E+11 
Cambriolage ou vol par la ruse  7,03.E+08  1,22.E+11 
Vols simples  3,34.E+08  2,44.E+10 
Equivalent monétaire « objectif » 
total 
1,29.E+10   
 
 
Tableau 23 : Composantes de la fonction de demande « objective » de sécurité 
 
 
Ce tableau nous permet de nous appuyer sur une première « fonction de demande » que nous 
avons appelée « demande objective de sécurité ». Elle est fondée sur un équivalent monétaire 
comprenant associé aux 7 crimes et délits considérés. Dans le cas de la France, pour l’année 
2006,  compte  tenu  des  probabilités  d’occurrence  et  de  leur  répartition  au  sein  de  la 
population, ce coût peut être chiffré à 12,9 Milliards d’Euros, ce qui correspond à environ 0,7 
point de PIB. Il nous faut à présent considérer la seconde « fonction de demande » de sécurité, 
fondée  sur  l’évaluation  du  risque  par  les  agents  eux-mêmes, et lui donner également une 
dimension numérique. On peut penser que cette évaluation sera plus élevée que celle résultant 
des évaluations institutionnelles que nous venons d’analyser.  
 
 
VI.B.2. Coefficients de la demande « subjective » 
 
 
Le travail que nous avons effectué précédemment nous a permis de mettre à jour plusieurs 
éléments essentiels dans la détermination de la demande issue de l’évaluation par les agents :   404 
distinction de deux populations, connaissance des probabilités d’occurrence et détermination 
d’équivalents monétaires correspondant aux 7 formes de crimes et délits étudiés. En revanche, 
le paramètre noté d , qui permet d’appréhender la déformation des probabilités par les agents 
reste encore à quantifier. Pour cela, il nous est nécessaire de nous appuyer sur des études 
menées auprès des agents eux-mêmes, permettant d’appréhender leur comportement face au 
risque de criminalité.   
 
VI.B.2.a. Une grande difficulté à révéler les préférences des agents en matière de 
criminalité 
 
Plusieurs approches ont été utilisées jusqu’à présent afin d’évaluer l’estimation des différentes 
formes  du  risque  de  criminalité  par  les  agents.  L’une  des  premières  a  consisté  à  utiliser 
l’évolution du prix de l’immobilier et d’utiliser le différentiel entre les zones d’habitat chères 
et les zones moins chères pour mettre un prix implicite sur la tranquillité des individus. Ce 
différentiel peut en effet être compris, du moins en partie, comme le prix que les agents sont 
prêts à payer pour être plus en sécurité 
518. Des résultats mettant en exergue un rôle plus 
important de la criminalité dans le prix des logements sont apparus dès le début des années 
1990. Par exemple, Clark et Cosgrove, montrent, en utilisant un modèle hédonique à plusieurs 
villes,  pour  des  personnes  à  fort  niveau  d’éducation,  qu’une  augmentation  de  10%  de  la 
sécurité conduit à une augmentation de 1,3% des loyers
519.  
 
Comme le souligne Cohen, ces études peuvent être affinées si l’on pondère les indices de 
criminalité par une estimation quantitative portant sur le caractère plus ou moins sérieux des 
différents crimes. Cette technique a été utilisée par Lynch et Rasmussen pour comprendre 
plus finement l’impact du crime sur la valeur des habitations. Ils ont pour cela utilisé des 
données portant sur la ville de Jacksonville en Floride. Les résultats trouvés ne sont guère 
significatifs  pour  des  quartiers  relativement  tranquilles,  mais  l’on  constate  que  le  prix  du 
logement décroît de manière drastique dans les zones à fort niveau de criminalité. Il semble 
donc y avoir un effet seuil
520, c’est-à-dire une discontinuité dans l’impact du crime sur la 
valeur des habitations. Ces éléments sont cohérents avec les travaux mettant en relief des 
                                                 
518 Cf. Thaler (1978). On peut citer, notamment, les études de Hellman et Naroff (1979), ou de Rizzo (1979) sur 
les districts de Boston et de Chicago. 
519 Cf. Clark et Cosgrove (1990).  
520 Cf. Lynch et Rasmussen (2001).    405 
phénomènes de contagion dans le choix du lieu de résidence
521. Néanmoins, on constate qu’il 
est difficile de fonder une évaluation du coût du crime par les agents sur des préférences 
révélées  telles  que  le  prix  de  l’habitat,  et  les  montants  annoncés  ne  semblent  pas  être 
véritablement  cohérents  avec  ceux  issus  d’autres  méthodes.  Dans  le  cadre  de  notre 
problématique, nous aurons plutôt recours à la méthode des préférences déclarées qu’à celle, 
vue ici, des préférences révélées.  
 
Cette  méthode  consiste  à  demander  explicitement  aux  agents  combien  ils  sont  prêts  à 
dépenser pour réduire le risque des différents types de criminalité d’un pourcentage donné. A 
partir  de  ces  études  et  de  tous  les  éléments  objectifs  connus,  nous  pourrons  expliciter 
l’équivalent monétaire que nous avions noté  ' c q  à partir de la formule issue de notre cadre de 
travail :   
 


















Evidemment, tous les individus ne déformant pas les probabilités de la même manière, il 
semble logique de trouver une distribution autour d’une valeur moyenne pour le paramètre d . 
Voyons cela plus précisément.  
 
VI.B.2.b. Combien les agents sont-ils prêts à payer faire baisser la criminalité 
522 ? 
 
Deux éléments doivent ici être déterminés : d’abord, la valeur moyenne du paramètre qui nous 
occupe ; ensuite, les valeurs qu’il peut prendre au sein des deux sous populations distinguées, 
ces dernières formulant des croyances différentes. Rappelons que, dans le cadre d’expériences 
en laboratoire, Kahneman et Tversky avaient formulé une valeur moyenne de 0,69 pour ce 
paramètre.  Le  cas  du  crime  est  néanmoins  particulier,  et  il  est  possible  que  les  valeurs 
trouvées diffèrent de celle-ci. Néanmoins, il nous faudra être extrêmement prudent avec ces 
éléments  numériques.  D’abord,  parce  que  les  enquêtes  auprès  des  agents  eux-mêmes, 
permettant une étude quantitative de leur évaluation du risque, sont fort peu nombreuses et 
                                                 
521 Voir, notamment, Akerlof (1997), Crane (1991), ou Glaeser et al (1996).  
522 Cf. US Department of Justice (2002). On peut citer également l’étude de Ludwig et Cook (2001), portant sur 
l’estimation des bénéfices de réduction de la violence armée.    406 
parcellaires,  ne  concernant  que  quelques  crimes  et  délits.  Ensuite,  parce  que  le  processus 
d’enquête  est  amplement  sujet  à  caution.  Enfin,  parce  que  les  biais  que  nous  avons  déjà 
énoncés pour les préférences déclarées (notamment le processus de création de valeur par le 
fait que la question soit posée) sont évidemment à l’œuvre dans le cas particulier des faits de 
criminalité. Dès lors, il nous semblera erroné d’avancer des valeurs moyennes de  d  trop 
éloignées de celles apparaissant dans l’étude de Kahneman et Tversky.    
 
Nous  nous  fondons  sur  une  étude  américaine  récente  demandant  aux  agents  combien  ils 
étaient  prêts  à  payer  pour  réduire  un  risque  criminel  donné  d’un  certain  pourcentage  (en 
l’occurrence 10%). On connaît ainsi la disposition à payer (DAP) pour diminuer l’occurrence 
du risque de  criminalité. Les études réalisées reposent sur des questions posées à un panel 
représentatif de ménages américains. Pour cela, les enquêteurs leur posent des questions à 
réponse binaire correspondant à différents montants. Afin d’éviter un biais lié à la question 
initiale,  les  enquêteurs  tirent  aléatoirement  le  premier  montant  proposé  aux  individus  et 
proposent les autres montants en s’appuyant sur la première réponse. Si la première réponse 
donnée est « non, je ne suis pas disposé à payer cette somme », le second montant proposé est 
amputé de 25$ par rapport au premier. Dans le cas contraire, les enquêteurs rajoutent 25$ pour 
la deuxième question. Les montants moyens que les agents sont prêts à payer pour obtenir une 
baisse de 10% du fait évoqué sont les suivants :  
 
Type de criminalité  Vols à main armée
523  Coups et blessures  Viols  Homicides 
Disponibilité moyenne à payer 
(en $ de l'année 2000)  150  140  200  220 
Source : Bureau of Justice Statistics (2002).  
  
Tableau 24 : Disponibilité moyenne à payer pour la réduction de 10% de quelques crimes et délits 
 
 
Ces  –  rares  –  données  empiriques  doivent  nous  permettre  de  connaître  les  paramètres  de 
déformation des probabilités d’occurrence pour les différents agents. Il est ainsi possible – 
sous l’hypothèse que les agents américains se comportent, vis-à-vis du risque de criminalité, 
d’une manière similaire aux français, d’en inférer les paramètres qui nous manquaient.  
 
                                                 
523 Les vols à main armée constituent des cas particuliers de vols avec violence. L’étude de Cohen, Miller et 
Wiersema (1996) en donne une évaluation quantitative de 20 000 Dollars de 1993.    407 
Pour cela, il importe d’abord d’actualiser les coûts institutionnels donnés pour l’année 1993, 
en les transposant pour l’année 2000. Pour cela, nous nous fondons sur l’évolution du PIB par 
habitant des Etats-Unis, multiplié par 1,35 en 7 ans (passant de 25 600$ à 34 800$). Nous 
trouvons alors, pour les 4 crimes et délits qui fondent cette étude :  
 
Type de criminalité  En $ de 1993  En $ de 2000 
Homicides   3M  4,05M 
Viols  100 000  135 000 
Coups et blessures  25 000  34 000 
Vols à main armée  20 000  27 000 
 
 
A partir de ces éléments, nous pouvons inférer des réponses données par les ménages, une 
évaluation implicite de leur évaluation, que nous avions notée  ' c q . Par ailleurs, les chiffres de 
la criminalité aux Etats-Unis pour l’année 2000 nous sont connus, à travers le Uniform Crime 
Report, que nous avions déjà utilisé à la faveur du quatrième chapitre. Le nombre de ménages 
américains étant de 103 Millions cette même année, nous disposons de tous les éléments 
nécessaires  à  une  détermination  du  paramètre  delta  moyen.  Le  calcul  en  est  détaillé  ci-
dessous.  
 
   Vol à main armée  Coups et blessures  Viol  Homicide 
Evaluation institutionnelle  27 000  34 000  135 000  4 050 000 
Nombre de crimes et délits  399 940  1 778 360  545 470  15 530 
Probabilité qu'un ménage soit touché  3,88E-03  1,73E-02  5,30E-03  1,51E-04 
Evaluation implicite par les agents  1500  1400  2000  2200 
Probabilité Déformée  7,86E-02  6,04E-02  2,46E-02  1,34E-03 
delta moyen  0,42  0,67  0,7  0,75 
 
Tableau  25 :  Paramètres  moyens  de  déformation  des  probabilités  d’occurrence  pour  quelques 
crimes et délits 
 
 
Ces premiers chiffres, vis-à-vis desquels nous devons être très prudents, confirment l’ordre de 
grandeur trouvé par les expériences menées par Kahneman et Tversky en laboratoire, avec des 
montants monétaires peu importants. La moyenne des quatre paramètres trouvés est de 0,64, 
ce qui est proche de 0,69 (moins de 10% d’écart). Dans la suite de ce travail, pour spécifier   408 
numériquement la seconde « fonction de demande » de sécurité, nous nous fonderons sur une 
valeur moyenne pour le paramètre delta de 0,65. Signalons que cette valeur, bien que proche, 
est légèrement inférieure à celle trouvée à l’issue de l’expérience menée par Kahneman et 
Tverksy avec des enjeux directement monétaires. La différence peut venir de la spécificité du 
risque  de  criminalité.  En  effet,  nous  avons  vu  dans  le  chapitre  4  que  le  phénomène  de 
« déception  des  anticipations »  observé  historiquement  (une  baisse  séculaire  des  actes  de 
délinquance – en particulier pour la violence – suivie d’une recrudescence assez récente) était 
à même de rendre les agents particulièrement sensibles à cette classe de risques. Même si 
nous  avons  pas  étudié  de  façon  formelle  la  manière  dont  s’élabore  les  comportements 
individuels  face  à  différents  types  de  dangers,  l’hétérogénéité  de  ces  comportements,  il 
apparaît  logique  que  la  sensibilité  attendue  des  agents  face  au  risque  de  criminalité 
transparaisse dans la valeur numérique du paramètre d .    
 
Par ailleurs, on a pu se rendre compte d’une manière théorique – et l’étude ci-dessus menée 
par le Département de Justice des Etats-Unis le confirme – que les agents ont des propensions 
différentes à déformer les petites probabilités. Dès lors, en accord avec notre cadre de travail 
théorique, nous choisissons deux paramètres,  1 d  et  2 d , avec  1 2 d d < , permettant de rendre 
compte de cette diversité. Même s’il importe de rester prudent avec cette méthodologie, ces 
paramètres ne doivent pas être trop éloignés de la valeur moyenne fixée à 0,65. En effet, de 
faibles écarts sur ce paramètre conduisent à des écarts sur les déformations qui peuvent être 
importants. Par ailleurs, les expériences de Camerer et Ho (1991) nous confirment que les 
valeurs  trouvées  ne  s’éloignent  pas  de  plus  de  0,05  de  celles  fournies  par  Kahneman  et 
Tversky  (1992).  Nous  choisirons  alors  les valeurs suivantes pour les deux paramètres, en 
considérant  que  les  populations  fondant  leur  évaluation  sur  ceux-ci  forment  deux  parts 










   
 
Il faut bien être conscient des limites imposées par l’exercice quantitatif que nous menons. 
Les enquêtes portant sur la déclaration quantitative des préférences en matière de risques sont 
peu nombreuses ; plus rares encore dans le cadre de l’évaluation des différentes formes de 
risque  criminel.  Néanmoins,  cela  nous  permet  de  donner  un  ordre  de  grandeur  cohérent 
permettant  de  fournir  une  expression  numérique  de  ce  que  nous  appelons  « fonction  de   409 
demande subjective » de sécurité. Nous disposons à présent de tous les éléments nécessaires à 
la connaissance du second versant de la fonction de demande.   
 
VI.B.2.c. Calcul des coefficients de la demande « subjective »  
 
Rappelons  que  l’équivalent  monétaire  collectif  correspondant  à  l’évaluation  dite 
« subjective »  par  les  agents  d’un risque noté  q  peut s’écrire, avec les notations utilisées 
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monétaires des deux populations concernées par le risque.  
 
Nous nous fondons sur les expressions suivantes pour les deux populations :  
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Cela  nous  donne  l’expression  de  la  « fonction  de  demande  subjective ».  Là  encore,  cette 
dernière  a  été  modifiée  par  rapport  à  une  « fonction  de  demande classique »  pour  ce  qui 
concerne le bien public auquel nous nous intéressons (la lutte contre l’insécurité), afin de tenir 
compte de la distribution du risque de criminalité au sein de la population. Elle prend donc la 
forme suivante :   
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1 1 2 2 1 1 2 2
' ' ' '
' . . ' . 1 ln . ' . 1 ln . . ' . 1 ln . ' . 1 ln .
' ' ' '
C C C C dp
dC n c n c n c n c
C C C C p
d d
b b
                      + + + + + + +                      
                       
≃
   410 
 












, ce qui nous donne une représentation géométrique décroissante de la 
« fonction de demande subjective », dans l’espace que nous avons bâti.  
 
Dans le cas qui est le nôtre, 7 crimes et délits sont considérés. Avec les éléments dont nous 
disposons, il est possible de dresser le tableau de valeurs ci-dessous :  
 







Homicides   1,01.E+11  4,84.E+15 
Viols  1,83.E+10  7,98.E+13 
Coups et blessures  3,35.E+10  8,76.E+12 
Vols avec violence  8,96.E+09  3,02.E+12 
Vols liés aux véhicules à moteur  1,48.E+10  8,62.E+11 
Cambriolage ou vol par la ruse  4,51.E+09  5,62.E+11 
Vols simples  1,64.E+09  8,63.E+10 
Equivalent monétaire 
« subjectif » total 
1,83.E+11   
 
Tableau 26 : Composantes de la fonction de demande « subjective » de sécurité 
 
 
Ce tableau nous permet de nous appuyer sur une seconde « fonction de demande » que nous 
avons appelée « demande subjective de sécurité ». Elle est fondée sur un équivalent monétaire 
« subjectif » comprenant les 7 crimes et délits considérés. Il est à noter que, contrairement au 
cas de la « fonction de demande objective », la valeur de la dérivée partielle de l’équivalent 
monétaire par rapport à la probabilité d’occurrence de chacun des crimes et délits dépend de 
la probabilité elle-même, comme on peut le voir dans l’expression ci-dessus. Dès lors, les 
valeurs  données  dans  le  tableau  ci-dessus  sont  des  valeurs  locales,  valables  autour  de  la 
situation de risque actuelle. Dans le cas de la France, pour l’année 2006, compte tenu des   411 
éléments  numériques  dont  nous  disposons,  l’équivalent  monétaire  subjectif  total  peut  être 
chiffré à 183 Milliards d’Euros, ce qui correspond à environ 10 points de PIB et près de 15 
fois la valeur trouvée pour le versant objectif.  
 
Bien évidemment, cette seconde « fonction de demande » ne peut fonder à elle seule une 
politique de sécurité. D’abord, d’un point de vue pratique, parce que les montants en jeu 
apparaissent immenses : il n’est pas possible, dans ce contexte, de satisfaire la demande de 
sécurité formulée par les agents sans mettre en péril le budget national. Par ailleurs, si le poids 
mis sur la « fonction de demande subjective » dépasse un seuil donné, nous avons déjà vu de 
manière théorique qu’il existe des cas pour lesquels il n’y a pas de point d’intersection entre 
l’offre et la demande de sécurité, et qui corresponde à un système stable. Il nous faut donc 
considérer une combinaison de ces deux fonctions.  
 
 
VI.B.3. Coefficients de la demande composite de sécurité  
 
 
Rappelons que nous avions écrit une « fonction de demande », résultant de la combinaison 
des  deux  fonctions  précédemment  analysées.  C’est  sur  cette  dernière  que  nous  fondons 
l’application numérique qui achève ce travail. Elle peut s’écrire formellement de la manière 










,  où  le  paramètre  a  représente  le  poids  mis  sur  la  fonction  de 
demande « objective ».  
 
L’équivalent  monétaire  sur  lequel  est  fondée  cette  fonction  s’exprimait  alors sous  la 
forme : ( ) . 1 . ' aC a C = + - ℂ .  
 
En réalité, pour chacun des m faits criminels j, s’exprime une probabilité j p  et un équivalent 
monétaire global, noté  j ℂ , dont on déduit par sommation l’équivalent monétaire  ℂ. Nous 
choisirons une relation d’agrégation entre les deux versants de la demande qui sera la même 
pour tous les crimes et délits considérés. Dès lors, nous écrirons :  ( ) . 1 . ' j j j aC a C = + - ℂ .    412 
 
Nous pourrons alors caractériser la « fonction de demande » dans le cadre multidimensionnel 






point de vue numérique, nous obtenons les valeurs suivantes pour les équivalents monétaires 
agrégés notés  j ℂ  en fonction des valeurs prises par le paramètre a.  
 
 
Valeurs de a  0  0,1  0,2  0,3  0,4  0,5  0,6  0,7  0,8  0,9  1 
                       
Homicides  1,01E+11  9,09E+10  8,11E+10  7,13E+10  6,15E+10  5,17E+10  4,19E+10  3,21E+10  2,23E+10  1,25E+10  2,68E+09 
Viols  1,83E+10  1,66E+10  1,49E+10  1,31E+10  1,14E+10  9,67E+09  7,94E+09  6,20E+09  4,46E+09  2,73E+09  9,93E+08 
Coups et blessures  3,35E+10  3,06E+10  2,76E+10  2,47E+10  2,18E+10  1,88E+10  1,59E+10  1,30E+10  1,00E+10  7,11E+09  4,18E+09 
Vols avec violence  8,96E+09  8,16E+09  7,37E+09  6,58E+09  5,79E+09  5,00E+09  4,20E+09  3,41E+09  2,62E+09  1,83E+09  1,03E+09 
Vols liés aux 
véhicules à moteur  1,48E+10  1,36E+10  1,25E+10  1,13E+10  1,01E+10  8,93E+09  7,75E+09  6,56E+09  5,38E+09  4,20E+09  3,02E+09 
Cambriolages ou 
vols par la ruse  4,51E+09  4,13E+09  3,75E+09  3,37E+09  2,99E+09  2,61E+09  2,23E+09  1,84E+09  1,46E+09  1,08E+09  7,03E+08 
Vols simples  1,64E+09  1,51E+09  1,38E+09  1,25E+09  1,12E+09  9,88E+08  8,57E+08  7,26E+08  5,96E+08  4,65E+08  3,34E+08 
                       
Equivalent 
monétaire total  1,83E+11  1,66E+11  1,49E+11  1,32E+11  1,15E+11  9,77E+10  8,08E+10  6,38E+10  4,69E+10  2,99E+10  1,29E+10 
 
Tableau 27 : Equivalents monétaires des différents crimes et délits pour quelques valeurs de a 
 





  en  fonction  des 
valeurs prises par le paramètre a. Rappelons que ces éléments sont calculés localement, c'est-
à-dire au voisinage des probabilités d’occurrence actuellement observées en France.  
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Valeurs de a  0  0,1  0,2  0,3  0,4  0,5  0,6  0,7  0,8  0,9  1 
                       
Homicides  4,84E+15  4,37E+15  3,91E+15  3,44E+15  2,98E+15  2,51E+15  2,04E+15  1,58E+15  1,11E+15  6,48E+14  1,83E+14 
Viols  7,98E+13  7,24E+13  6,50E+13  5,77E+13  5,03E+13  4,29E+13  3,56E+13  2,82E+13  2,08E+13  1,35E+13  6,09E+12 
Coups et blessures  8,76E+12  8,03E+12  7,31E+12  6,59E+12  5,86E+12  5,14E+12  4,42E+12  3,69E+12  2,97E+12  2,25E+12  1,52E+12 
Vols avec violence  3,02E+12  2,77E+12  2,52E+12  2,26E+12  2,01E+12  1,76E+12  1,50E+12  1,25E+12  9,95E+11  7,41E+11  4,87E+11 
Vols liés aux 
véhicules à moteur  8,62E+11  8,00E+11  7,38E+11  6,76E+11  6,15E+11  5,53E+11  4,91E+11  4,29E+11  3,67E+11  3,05E+11  2,44E+11 
Cambriolages ou 
vols par la ruse  5,62E+11  5,18E+11  4,74E+11  4,30E+11  3,86E+11  3,42E+11  2,98E+11  2,54E+11  2,10E+11  1,66E+11  1,22E+11 
Vols simples  8,63E+10  8,01E+10  7,39E+10  6,77E+10  6,15E+10  5,53E+10  4,91E+10  4,29E+10  3,68E+10  3,06E+10  2,44E+10 
 
Tableau 28 : Composantes de la fonction de demande « composite » pour quelques valeurs de a 
 
 
Les éléments ci-dessus permettent de spécifier numériquement la « fonction de demande » sur 
laquelle nous nous appuierons. Il nous reste à présent à donner une expression numérique de 
la « fonction de production » de sécurité, dont nous pouvons déduire la fonction d’offre par 
une  allocation  optimale  des  dépenses  de  sécurité  entre  les  différents  « facteurs  de 
production ».  Pour  cela,  nous  avons  recours  à  une  analyse  économétrique  en  données  de 
panel, comprenant 13 pays de l’Union Européenne au cours de la période 1990-2003. Celle-ci 
a deux objets : valider empiriquement les éléments que notre modèle d’allocation temporelle a 
permis de montrer ; déterminer les élasticités entre chacune des dépenses envisagées et les 
probabilités d’occurrence des crimes et délits étudiés. Ces éléments nous permettront, dans 
une  dernière  section,  de  proposer  une  application  numérique  portant  sur  le  niveau  et 
l’allocation de deux types de dépenses de sécurité : l’une de type préventif ; l’autre de type 
dissuasif et répressif.  
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Le modèle dynamique d’allocation temporelle entre activité légale et illégale, que nous avons 
proposé dans le chapitre précédent, met en évidence le rôle de plusieurs formes d’incitations 
dans  lesquelles  se  meut  le  criminel  potentiel.  La  puissance  publique  peut  allouer  des 
ressources  afin  de  modifier  ce  système  d’incitations  et,  par  conséquent,  les  probabilités 
d’occurrence des différentes formes de crimes et délits. Ainsi, pour les faits de délinquance 
sur  lesquels  nous  souhaitons  nous  appuyer,  il  est  possible  d’associer  une  probabilité 
d’occurrence à chaque allocation des dépenses de lutte contre l’insécurité. C’est à partir de 
cette  « fonction  de  production »  de  sécurité,  qu’il  est  possible  de  déduire  une  « fonction 
d’offre ».  
 
La première étape de la caractérisation numérique que nous souhaitons mener consiste alors à 
vérifier empiriquement les éléments mis en lumière sans ambiguïté dans le chapitre précédent. 
Par ailleurs, le rôle de la sévérité de la sanction restait ambigu au niveau théorique, et il 
importe de savoir si son impact sur les différentes formes de crimes et délits est réellement 
significatif. La seconde étape consiste, comme chacun des éléments mis en lumière peut être 
modifié par la puissance publique, à déterminer les élasticités entre les dépenses allouées par 
la puissance publique pour la lutte contre l’insécurité et les différentes formes de crimes et 
délits. Les trois canaux d’action des dépenses publiques envisagés sont les suivants :  
 
D’abord, l’investissement dans les dépenses d’enseignement, qui améliore la productivité de 
l’investissement dans le capital humain acquis de manière légale et diminue la probabilité 
pour  les  jeunes  d’être  au  chômage.  L’investissement  de  la  puissance  publique  dans 
l’éducation  n’est  pas  le  seul  moyen  d’augmenter  cette  productivité  :  les  politiques  du 
logement peuvent également avoir un impact sur la capacité des enfants à faire leurs devoirs 
et à progresser scolairement. Par ailleurs, l’Etat n’est pas le seul centre décisionnaire à même 
de  mener  ce  type  de  politique.  Les  mairies,  par  exemple,  disposent  de  leviers  d’action 
permettant d’améliorer l’accumulation de capital humain par les plus jeunes enfants (crèches, 
activités extra scolaire, aide aux enfants en difficulté…).  
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La deuxième forme de dépense analysée est l’investissement dans les dépenses policières, 
ou  plus  généralement,  portant  sur  les  forces  de  l’ordre,  qui  permet  d’augmenter  la 
probabilité  d’être  appréhendé  et  condamné  après  un  acte  de  délinquance.    Là  encore, 
l’investissement de la puissance publique dans les forces de l’ordre n’est pas le seul moyen 
d’augmenter cette probabilité : les techniques policières, l’implication des citoyens dans la 
sécurité des quartiers, peuvent également avoir un impact sur celle-ci. Par ailleurs, l’Etat n’est 
pas  le  seul  centre  décisionnaire  à  même  de  mener  ce  type  de  politique.  Les  mairies,  par 
exemple, disposent de leviers d’action, notamment avec l’exemple des polices municipales.  
 
Enfin, un troisième type de dépense de sécurité sera testé (les dépenses pénitentiaires) s’il 
s’avère que la sévérité de la sanction a un impact significatif sur les niveaux des différentes 
formes de criminalité, ce qui n’est pas avéré au niveau théorique.  
 
A partir de ces éléments, nous pourrons alors établir une « fonction de production de lutte 
contre  l’insécurité »,  mettant  en  relation  chacune  des  probabilité  d’occurrence  avec  les 
dépenses de sécurité que nous avions distinguées, sous la forme suivante :  
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VI.C.1. Régression économétrique en données de panel pour les crimes et délits étudiés   
 
 
Cette section a pour ambition de valider empiriquement l’impact des éléments distingués plus 
haut sur les 7 crimes et délits que nous avons considérés jusque là. Pour cela, nous nous 
sommes  appuyés  sur  13  pays  de  l’Union  Européenne  au  cours  de  la  période 1990-2003 : 
Allemagne, Autriche, Belgique, Danemark, Espagne, Finlande, France, Grèce, Italie, Pays-
Bas, Portugal, Royaume-Uni et Suède. Même si ce panel est de taille réduite, nous pourrons   416 
vérifier que la spécification économétrique choisie nous donne des élasticités très proches de 
celles proposées habituellement par la littérature.  
 
VI.C.1.a. Quelles sont nos données ?  
 
Les  données  criminelles  nous  sont  fournies  par  deux  sources  essentielles.  D’une  part,  le 
« European Sourcebook », regroupant, sous l’égide des Pays-Bas, les données relatives à la 
criminalité  dans  une  trentaine  de  pays  européens.  Par  ailleurs,  lorsque  certaines  données 
s’avéraient  manquantes,  nous  nous  sommes  fondés  sur  les  chiffres  fournis  par  les  pays 
individuellement
524. Bien évidemment, la question de la comparabilité des données est très 
épineuse. De multiples différences sont à même de biaiser nos données, qu’il s’agisse de la 
propension des victimes à faire part des faits aux autorités, du mode d’enregistrement policier 
ou encore de la qualification judiciaire. Néanmoins, une certaine tendance à la convergence, 
tant  dans  les  définitions  que  dans  les  pratiques  et  les  procédures,  tend  à  se  faire  jour  en 
Europe. C’est le propos de la création du référencement appelé « European Sourcebook », qui 
corrige un certain nombre de biais statistiques correspondant aux différents pays. Par ailleurs, 
signalons  que  l’institut  Eurostat  travaille  actuellement  à  une  centralisation  encore  plus 
accomplie des données, qui nous permettra, dans le cadre de futurs travaux, d’effectuer des 
comparaisons plus fines entre pays européens.   
 
VI.C.1.b. Spécification de la régression et variables de contrôle 
 
Nos analyses dérivent de l’équation suivante : 
 
( ) ( ) ( ) ( ) 1 2 3 log log log log ijt ij j it j it j it j ijt n cj poc prcv a b b b e = + + + + + 4 it β X ,  
 
En réalité, nous effectuons sept régressions linéaires, chacune correspondant à un crime ou 
délit prenant l’indice j. Pour chacune de ces activités illégales, il s’agit de déterminer les 
coefficients de régression  1j b ,  2 j b ,  3 j b . ( )ijt n  représente le taux de criminalité pour 100 000 
habitants correspondant au crime j, dans le pays i, à l’année t ; ( )it cj , le taux de chômage des 
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jeunes de 18 à 24 ans dans le pays i  et l’année t ; ( )it poc , le nombre de policiers par crime 
ou délit enregistrés, constituant un bon indicateur de la probabilité d’être appréhendé après 
avoir commis un crime ou un délit. ( )it prcv  correspond au nombre de personnes en détention 
divisé  par  le  nombre  de  condamnations  pour  actes  de  violence,  ce  qui  constitue  un  bon 
indicateur  de  la  sévérité  d’un  système  judiciaire
525.  La  source  utilisée  pour  les  taux  de 
criminalité, le nombre de policiers, le nombre de personnes en détention et le nombre de 
condamnations pour actes de violence est celle correspondant au « European Sourcebook ». 
Les chiffres sont donnés en annexe.    
 
it X , représente le vecteur constitué des logarithmes des variables de contrôle et  4k β  le vecteur 
des coefficients qui leur sont associés à l’issue de la régression. Enfin,  ijt e  désigne le résidu 
de la régression. Nous avons utilisé sept variables de contrôles pouvant, de notre point de vue, 
avoir une influence sur le niveau de criminalité à une période et dans une zone données. Ces 
éléments  nous  sont  donnés,  sauf  précision  contraire,  par  la  base  de  données  européenne 
Eurostat, et les chiffres associés figurent en annexe :   
 
-  Le PIB par habitant ; 
-  La part des jeunes entre 15 et 24 ans dans la population ; 
-  La part de la population urbaine ; 
-  Un indicateur de la pratique de la religion (on a pris la part des mariages religieux 
dans l’ensemble des mariages) ; 
-  Le coefficient de Gini permettant d’apprécier les inégalités ; 
-  La part d’enfants élevés dans des familles monoparentales ;  
-  Un  indicateur  de  la  consommation  d’alcool (on  a  pris  le taux de mortalité dû aux 
troubles mentaux provoqués par l’alcoolisme) ; 
 
Enfin, nous avons pris en compte, pour chaque crime ou délit, dans cette régression des effets 
fixes géographiques que l’on note  ij a . En effet, l’une des sources principales des erreurs de 
mesures consiste dans le sous enregistrement des crimes et délits dans les statistiques. Ce 
terme d’erreur peut être erratique, mais il est également tout à fait crédible qu’il dépende 
fortement des Etats. Le problème a été étudié dans la littérature. Pour Ehrlich (1996), cette 
erreur  est  proportionnelle  au  taux  de  criminalité  ce  qui  peut  être  gelé  en  choisissant  une 
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spécification en logarithme. Néanmoins, cette hypothèse est discutable et l’on peut penser que 
les procédures d’enregistrement, propres à chaque pays, biaisent encore de manière constante 
nos  résultats.  La  prise  en  compte  d’effets  fixes  géographiques  nous  permet  d’éliminer  ce 
biais
526. En revanche, nous devrons ici faire l’approximation que le biais est constant entre 
chaque pays et qu’il n’y a pas de modification rapide des règles de « comptabilité criminelle » 
au sein de chacun des Etats. Voyons alors les résultats obtenus.  
 
VI.C.1.c. Résultats de la régression 
 
Les  tableaux  présentés  ci-dessous  présentent  les  résultats  obtenus  par  les  moindres  carrés 
ordinaires à l’aide du logiciel d’économétrie eviews. D’après les discussions fondées sur notre 
modèle théorique, les coefficients  1j b  devraient être positifs, les coefficients  2 j b  négatifs. En 
revanche, même si l’intensité de la sanction doit être considérée comme dissuasive pour le 
choix d’une activité illégale, le signe de  3 j b  fait l’objet d’une ambiguïté. 
      
Homicides 
 
Variable  Coefficient  Prob.   
        
LOG(CHJ?)**  0.193355  0.0004 
LOG(POC?)**  -0.480040  0.0000 
LOG(PRCV?)  -0.108112  0.1672 
LOG(PI?)**  0.333484  0.0573 
LOG(JE?)**  0.716987  0.0178 
LOG(U?)**  -3.715897  0.0018 
LOG(REL?)  -0.214235  0.3212 
LOG(GI?)  0.031947  0.9045 
LOG(M?)  0.014523  0.9067 
LOG(AL?)**  -0.111786  0.0260 
        
R2  0.929930    
R2 Ajusté  0.920235    
Note : ** indique une significativité à 10%. Les effets fixes par pays figurent dans les régressions, mais n’ont pas 
été mentionnés dans ce tableau.  
 
Tableau 29 : Coefficients de la régression économétrique pour les homicides 
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Viols 
 
Variable  Coefficient  Prob.   
        
LOG(CHJ?)**  0.099921  0.0952 
LOG(POC?)  0.124564  0.2796 
LOG(PRCV?)  0.071438  0.4160 
LOG(PI?)  0.314485  0.1102 
LOG(JE?)  0.111022  0.7420 
LOG(U?)**  -5.597999  0.0000 
LOG(REL?)**  -1.698267  0.0000 
LOG(GI?)  -0.147060  0.6235 
LOG(M?)**  0.237840  0.0892 
LOG(AL?)  0.031253  0.5770 
        
R2  0.940402    
R2 Ajusté  0.932156    
Note : ** indique une significativité à 10%. Les effets fixes par pays figurent dans les régressions, mais n’ont pas 
été mentionnés dans ce tableau. 
 
Tableau 30 : Coefficients de la régression économétrique pour les viols 
 
Coups et blessures 
 
Variable  Coefficient  Prob.   
        
LOG(CHJ?)  0.016375  0.5372 
LOG(POC?)  0.123284  0.1690 
LOG(PRCV?)**  -0.299194  0.0000 
LOG(PI?)**  0.749564  0.0000 
LOG(JE?)  0.041816  0.7804 
LOG(U?)**  2.104490  0.0004 
LOG(REL?)**  -0.395220  0.0003 
LOG(GI?)**  -0.337779  0.0121 
LOG(M?)**  0.174935  0.0053 
LOG(AL?)  -0.034753  0.1643 
        
R2  0.994663    
R2 Ajusté  0.993925    
Note : ** indique une significativité à 10%. Les effets fixes par pays figurent dans les régressions, mais n’ont pas 
été mentionnés dans ce tableau. 
 
Tableau 31 : Coefficients de la régression économétrique pour les coups et blessures 
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Vols avec violence 
 
Variable  Coefficient  Prob.   
        
LOG(CHJ?)  -0.076265  0.1725 
LOG(POC?)**  -0.232857  0.0316 
LOG(PRCV?)  -0.019587  0.8113 
LOG(PI?)**  0.428318  0.0205 
LOG(JE?)**  -0.559623  0.0773 
LOG(U?)  0.846954  0.4928 
LOG(REL?)**  -0.607089  0.0081 
LOG(GI?)  0.117628  0.6745 
LOG(M?)  0.094094  0.4704 
LOG(AL?)**  -0.156973  0.0031 
        
R2  0.957920    
R2 Ajusté  0.952097    
Note : ** indique une significativité à 10%. Les effets fixes par pays figurent dans les régressions, mais n’ont pas 
été mentionnés dans ce tableau. 
 
Tableau 32 : Coefficients de la régression économétrique pour les vols avec violence 
 
Vols de véhicules à moteur  
 
Variable  Coefficient  Prob.   
        
LOG(CHJ?)**  0.200403  0.0001 
LOG(POC?)**  -0.700488  0.0000 
LOG(PRCV?)  0.074941  0.3105 
LOG(PI?)**  0.704437  0.0000 
LOG(JE?)**  0.739980  0.0098 
LOG(U?)**  3.455801  0.0022 
LOG(REL?)**  1.566853  0.0000 
LOG(GI?)  -0.244714  0.3319 
LOG(M?)**  -0.503512  0.0000 
LOG(AL?)**  -0.180578  0.0002 
        
R2  0.961846    
R2 Ajusté  0.956567    
Note : ** indique une significativité à 10%. Les effets fixes par pays figurent dans les régressions, mais n’ont pas 
été mentionnés dans ce tableau. 
 
Tableau 33 : Coefficients de la régression économétrique pour les vols de véhicules à moteur 
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Cambriolages 
 
Variable  Coefficient  Prob.   
        
LOG(CHJ?)  -0.032247  0.4982 
LOG(POC?)**  -0.540755  0.0000 
LOG(PRCV?)**  0.210484  0.0030 
LOG(PI?)**  -1.189861  0.0000 
LOG(JE?)**  -1.156244  0.0000 
LOG(U?)**  2.962811  0.0055 
LOG(REL?)  -0.256699  0.1858 
LOG(GI?)**  -0.562291  0.0197 
LOG(M?)  -0.131161  0.2392 
LOG(AL?)**  -0.117876  0.0091 
        
R2  0.964983    
R2 Ajusté  0.960138    
Note : ** indique une significativité à 10%. Les effets fixes par pays figurent dans les régressions, mais n’ont pas 
été mentionnés dans ce tableau. 
 




Variable  Coefficient  Prob.   
        
LOG(CHJ?)**  0.053064  0.0509 
LOG(POC?)**  -0.683420  0.0000 
LOG(PRCV?)  0.044086  0.2634 
LOG(PI?)  0.093099  0.2980 
LOG(JE?)**  0.315395  0.0399 
LOG(U?)  0.565208  0.3532 
LOG(REL?)  -0.069580  0.5179 
LOG(GI?)**  -0.317665  0.0170 
LOG(M?)**  -0.215581  0.0007 
LOG(AL?)**  0.032081  0.0281 
        
R2  0.988669    
R2 Ajusté  0.987101    
Note : ** indique une significativité à 10%. Les effets fixes par pays figurent dans les régressions, mais n’ont pas 
été mentionnés dans ce tableau. 
 
Tableau 35 : Coefficients de la régression économétrique pour les vols simples 
 
   422 
VI.C.1.d. Interprétation et discussion   
 
Comme  le  prédisait  le  modèle  théorique  d’allocation  temporelle,  les  tables  montrent 
majoritairement des coefficients significativement positifs pour le chômage des jeunes, et ce 
pour quatre des sept crimes et délits analysés. En se fondant sur ce modèle, une augmentation 
de  1%  de  ce  paramètre  conduit  à  une  augmentation  de  0.19%  des  homicides,  une 
augmentation  de  0.10%  des  viols,  de  0.20%  des  vols  de  véhicules  à  moteur  et  à  une 
augmentation de 0.05% des vols simples. Ces observations sont cohérentes avec la plupart des 
études  empiriques  réalisées  en  France  (Fougère,  Kramarz  et  Pouget,  2004)  ou  – 
majoritairement – à l’étranger. Freeman et Rogers (1999) trouvent une élasticité par rapport à 
un point de chômage des jeunes de l’ordre de 1,5% 
527. Ce dernier valant environ 10% outre 
Atlantique, on obtiendra dans notre cas des valeurs de l’ordre de 0,15%. Gould, Weinberg et 




Certes, les études proposées montrent majoritairement une incidence de ce paramètre sur les 
actes de prédation ; moins pour les faits de violence censés être moins explicables par un 
calcul rationnel du criminel. Cependant, les théories dites de la « désorganisation sociale » 
rendent  cette  influence  explicable.  En  effet,  le  chômage  des  jeunes  constitue  l’une  des 
principales  sources  de  désorganisation  de  la  société,  cette  dernière  étant  indéniablement 
génératrice de violence. Les chiffres que nous trouvons étant du même ordre de grandeur que 
ceux fournis par la littérature, nous nous fonderons par la suite sur les élasticités trouvées pour 
mener nos calculs.   
 
Les tables montrent également des coefficients significativement négatifs pour le nombre de 
policiers par crimes ou délits enregistrés, et ce pour cinq des sept crimes et délits analysés. En 
se fondant sur ce modèle, une augmentation de 1% de ce paramètre conduit à une baisse de 
0.48%  des  homicides,  de  0.23%  des  vols  avec  violence,  à  une  baisse  de  0.54%  des 
cambriolages, de 0.70% des vols de véhicules à moteur et à une baisse de 0.68% des vols 
simples.  Là  encore,  ces  éléments  sont  cohérents  avec  ce  qui  existe  par  ailleurs  dans  la 
littérature. Marvell et Moody (1996) trouvent une élasticité de l’ordre de – 0,3 pour ce qui est 
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des  forces  de  police 
529;  Corman  et  Mocan  (2000),  trouvent  également  des  élasticités 
significativement négatives, variables selon les crimes et délits considérés, avec une valeur 
moyenne  de  –  0,45
530.  Levitt  (1997),  en  utilisant  les  périodes  d’élections,  propices  à  une 
augmentation exogène des forces de police, s’affranchit du biais d’endogénéité, et trouve une 
élasticité  moyenne  d’environ  –  0,79
531.  Même  si  l’on  choisit,  à  titre  conservatoire,  une 
élasticité de – 0,3, il y a bien une convergence des études permettant de montrer l’impact 
décisif de cette variable. Les chiffres que nous trouvons étant du même ordre de grandeur que 
ceux fournis par la littérature, nous nous fonderons par la suite sur les élasticités trouvées pour 
mener nos calculs. 
 
En  revanche,  l’indicateur  de  sévérité  utilisé  présente  des  résultats  nettement  moins 
convaincants, dans la mesure où peu des coefficients sont significatifs, certains étant même 
positifs. On observe, en effet, pour une augmentation de 1% de cet indice, une baisse de 
0.30% des coups et blessures, mais une augmentation de 0.21% des cambriolages. Ce résultat 
pourrait sembler contredire la théorie classique de la dissuasion, telle qu’elle est présentée 
dans l’essentiel de la littérature. Néanmoins, le modèle dynamique d’allocation temporelle 
que nous avons construit à la faveur du chapitre précédent nous permet de mieux comprendre 
la modicité des résultats trouvés. En effet, si la sévérité de la sanction est dissuasive avant la 
condamnation,  elle  peut  conduire,  pour  les  personnes  déjà  condamnées,  à  renforcer  les 
trajectoires criminelles du fait d’une stigmatisation sur le marché de l’activité légale. Cela ne 
doit pas nécessairement nous pousser à évacuer toute nécessité de l’emprisonnement mais, 
autour des points correspondant aux pays étudiés, il ne semble pas nécessairement pertinent 
d’aller vers des sanctions plus lourdes. Dans l’application numérique que nous proposons, 
nous ne choisirons donc pas de mettre l’accent sur la sévérité de la sanction pour améliorer la 
sécurité de la population.   
 
Enfin, même si cela ne constituera pas l’objet de notre application numérique portant sur 
l’allocation des ressources publiques, il est intéressant de constater que la religion a un impact 
négatif sur la majeure partie des phénomènes de violence contre les personnes (viols, coups et 
blessures, vols avec violence). En revanche, ce phénomène n’est pas à l’œuvre pour les actes 
de prédation. On peut penser que la pratique de la religion conduit à une augmentation des 
                                                 
529 Cf. Marvell et Moody (1996).  
530 Cf. Corman et Mocan (2000).  
531 Cf. Levitt (1997).    424 
coûts moraux (que nous avions représentés dans notre modèle théorique) pour ce qui est des 
actes  de  violences.  Il  semble  donc,  même  si  des  affirmations  sérieuses  en  la  matière 
nécessiteraient d’autres travaux, que la religion éloigne les habitants des actes de violence, 
déplaçant l’appropriation de son caractère violent (vols avec violence) vers une prédation plus 
astucieuse (cambriolages et vols de véhicules à moteur).   
 
Notre application numérique reposera donc sur deux éléments que nous venons de valider 
empiriquement : le chômage des jeunes, d’une part ; les forces de police, d’autre part. Pour 
chacun des 7 crimes et délits distingués, les élasticités sur lesquelles nous fonderons notre 
application numérique sont rappelées ci-dessous :  
 








/ j chj x  
Homicides  -0,48  0,19 
Viols  0  0,10 
Coups et blessures  0  0 
Vols avec violence  -0,23  0 
Vols liés aux véhicules à moteur   -0,70  0,20 
Cambriolages  -0,54  0 
Vols simples  -0,68  0,05 
 
Tableau 36 : Elasticités des variables significatives pour les différents crimes et délits 
 
 
La seconde étape consiste à mettre en relation ces paramètres avec des dépenses publiques. 
Nous  privilégierons  donc  deux  éléments :  le  chômage  des  jeunes,  que  peut  modifier 
l’investissement dans les dépenses d’éducation à travers la productivité de l’investissement 
dans  le  capital  humain  légal ; les dépenses de police. Nous pourrons alors déterminer les 
élasticités entre ces formes de dépenses et les probabilités d’occurrence des crimes et délits 
étudiés.  
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VI.C.2. Production de sécurité : l’exemple de deux dépenses 
 
 
Nous allons examiner ici l’impact de deux types de dépenses publiques qui ont – directement 
ou indirectement – une influence notable sur le niveau des différents actes de criminalité. 
L’une portera sur les dépenses d’éducation ; l’autre sur les dépenses policières. Dans les deux 
cas, nous nous attacherons au cas particulier des Zones Urbaines Sensibles (ZUS), ce qui nous 
permettra  de  formuler  une  lecture  nouvelle  des  plans  proposés  pour  les  banlieues.  Deux 
questions  seront  traitées :  celle  de  l’allocation  des  dépenses  de  sécurité  entre  ces  deux 
dépenses ; celle du niveau des ressources publiques allouées aux dépenses de sécurité sous 
l’hypothèse que celles-ci sont faibles par rapport au budget de l’Etat.   
 
Rappelons  que  les  Zones  Urbaines  Sensibles,  qui  correspondent  à  environ  8%  de  la 
population nationale, se caractérisent par une taux de criminalité qui vaut 1,6 fois celui de la 
moyenne nationale, ce qui représente environ 13% de la criminalité nationale. Par ailleurs, le 
chômage des jeunes actifs (- de 25 ans) est de 40% (20% pour la moyenne nationale) sur un 
total d’environ 300 000 jeunes actifs. Enfin, les forces de l’ordre (police ou gendarmerie) 
s’élèvent à environ 20 000 agents. Les éléments de discours du dernier « plan banlieues » 
proposé constituerons un guide pour l’analyse d’une allocation des dépenses publiques de 
sécurité. Si le sujet de ce travail n’est pas de juger les dernières propositions formulées au 
cours  de  l’année,  les  éléments qu’il contient sont tout à fait significatifs des propositions 
formulées ces dernières décennies pour casser le phénomène de « polarisation du crime » dans 
certaines zones. En ce sens, ils peuvent nous être d’une aide précieuse pour formuler une 
application numérique portant à la fois sur des dépenses de prévention et des dépenses de 




La  présentation  du  plan  évoqué  marquait,  pour  « apporter  des  réponses  aux  attentes 
prioritaires des habitants des banlieues », l’importance accordée à la sécurité, précisant que 
«la délinquance est au premier rang des problèmes ressentis par les habitants des ZUS ». Le 
premier élément qui constituera notre guide consiste à augmenter les forces de police et de 
gendarmerie pour protéger les quartiers. A la création d’un dispositif « d’unités territoriales de 
                                                 
532 Les citations sont issues du dossier de presse « Une nouvelle politique pour les banlieues », 8 Février 2008.     426 
quartier » - police de terrain – et de « compagnies de sécurisation spécialisées », s’ajoutera un 
renforcement en policiers de certains département déficitaires. Ainsi, « ce sont en trois ans 4 
000 policiers qui s’ajouteront à ceux déjà chargés de la sécurité des banlieues ». Ces annonces 
correspondent en réalité à une augmentation d’environ 20% des forces de l’ordre chargées 
d’assurer la sécurité des banlieues. Elles s’inscrivent dans l’analyse du rôle des forces de 
l’ordre que nous avons déjà menée.   
 
Le second élément a trait à l’éducation et au chômage des jeunes. Plusieurs mesures sont 
évoquées, notamment la création d’entreprises dans les Zones Urbaines Sensibles, un contrat 
d’autonomie, des expériences de « busing », consistant à déplacer de jeunes élèves pour leur 
permettre d’accéder à un environnement scolaire plus favorable. Par ailleurs, la mise en place 
d’internats « d’excellence », celle d’une école « de la deuxième chance », participent d’une 
volonté d’intégration scolaire et professionnelle pour les jeunes issus de ces quartiers. Un 
autre aspect de ce discours a retenu plus spécifiquement notre attention : il porte sur les Zones 
d’Education  Prioritaire  (ZEP),  qui  recouvrent  à  peu  de  choses  près  les  ZUS.  La  volonté 
affichée  est  de  mettre  fin  à  la  politique  d’éducation  prioritaire  qui  n’aurait  « pas réussi à 
réduire le retard scolaire des établissements dans les quartiers sensibles ». Plus, les élèves 
n’ayant pu y échapper auraient « moins de chance de recevoir une bonne formation », du fait 
d’une  « ghettoïsation »  de  ces  établissements.  Il  semble  que  ces  derniers  pâtissent  d’une 
mauvaise  réputation  emmenant  les  parents  disposant  des  ressources  nécessaires  à  un 
comportement de fuite.  
 
Précisons encore une fois que cette Thèse ne porte pas sur la politique d’éducation, ce qui 
nous dissuade de formuler un avis imprudent sur le bilan des Zones d’Education Prioritaires. 
Néanmoins, il nous semble déraisonnable de penser que le processus de ghettoïsation évident 
qui est dénoncé ici est l’œuvre de la politique d’éducation prioritaire elle-même. Est-il besoin 
de voir le label « ZEP » associé à un établissement pour savoir si l’environnement scolaire 
qu’il apporte est favorable ou non. Dès lors, pour évaluer l’impact de la politique d’éducation 
prioritaire – en particulier la taille des classes – sur les inégalités scolaires, il est nécessaire de 
raisonner en faisant une comparaison « toutes choses égales par ailleurs ». Il faudrait donc 
analyser  l’évolution  de  deux  établissements  identiques  au  départ,  l’un  bénéficiant  de  la 
politique d’éducation prioritaire, alors que l’autre n’en bénéficie pas. C’est bien évidemment 
chose impossible. Dès lors, en nous fondant sur des études existantes, nous nous poserons la   427 
question de l’impact d’une des mesures représentatives de cette politique : la réduction de la 
taille des classes, notamment à l’école primaire. 
 
Il nous semble préférable d’analyser l’impact de ce type d’intervention, plutôt que de nous 
attacher à d’autres mesures plus tardives dans le processus de formation du capital humain des 
élèves  (les  écoles  de  la  deuxième  chance,  par  exemple).  En  effet,  il  est  à  présent  bien 
documenté  que  ce  sont  souvent  les  actions  les  plus  précoces  qui  présentent  les  meilleurs 
résultats. Sans revenir sur l’impact des programmes intervenants en amont de la scolarisation, 
sur le crime notamment, comme le Perry School Program, on sait que la formation du capital 
humain est un processus dynamique : l’apprentissage suscite l’apprentissage. Pour Heckman 
(2000), les sociétés n’investissent pas assez dans la formation de capital chez les plus jeunes, 
et trop chez les plus âgés de faible qualification. Il évalue ainsi un « taux de rendement » de 
l’investissement  dans  le  capital  humain  décroissant  avec  l’âge,  et  ce  pour  deux  raisons 
principales : les plus jeunes ont un horizon plus étendu permettant de retrouver les fruits de 
cet investissement ; l’apprentissage au plus jeune âge rend plus apte à se former par la suite
533. 
Dans  l’optique  de  ces  travaux,  il  propose  une  réallocation  des  dépenses  des  programmes 
destinés aux personnes les moins formées vers les plus jeunes, ce qui va à l’encontre du plan 
actuel pour les banlieues. Bien évidemment, cela ne signifie pas que des formations destinées 
à des élèves plus âgés ayant connu un échec scolaire soient mauvaises en soi, mais il est 
probable  que  les  résultats  obtenus  par  des  politiques  volontaristes  pour  les  plus  jeunes 
présentent des résultats plus significatifs. Après avoir distingué quelques éléments de discours 
saillants  dans  les  propositions  constituant  une  nouvelle  politique  pour  les  banlieues,  nous 
tenterons d’analyser l’impact de deux dépenses publiques sur la criminalité les différentes 
formes de crimes et délits. Ainsi, notre « fonction de production » de sécurité s’appuiera sur 
deux dépenses ayant une incidence sur l’insécurité :  
 
-  Les dépenses d’enseignement dans les Zones d’Education Prioritaires ; 
-  Les dépenses policières dans les Zones Urbaines Sensibles.  
 
Cela nous permettra de voir, pour différentes pondérations des versants objectifs et subjectifs 
de la « demande de sécurité », si la mesure d’augmentation des forces de l’ordre améliore le 
bien-être collectif, et s’il est souhaitable de la compléter par une augmentation du nombre 
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d’enseignants en ZEP. Par suite, nous examinerons l’évolution nécessaire de ces deux formes 
de dépenses pour atteindre une politique de sécurité correspondant à un optimum social au 
sens de Pareto.  
 
VI.C.2.a. Dépenses d’enseignement dans les Zones d’Education Prioritaire 
 
Il apparaît très difficile d’évaluer l’impact de la taille des classes sur la réussite des élèves. 
L’endogénéité est le principal biais que l’on peut observer. En effet, dans la plupart des pays, 
notamment en France, les effectifs sont généralement plus réduits dans les écoles socialement 
défavorisées. Dès lors, comme cet effort supplémentaire n’est pas suffisant pour résorber les 
handicaps initiaux, la corrélation entre les deux variables est souvent négative. Ce biais peut 
être atténué en utilisant des variables de contrôle socio culturelles, mais ce n’est pas suffisant. 
Thomas Piketty dépasse ces difficultés en exploitant les discontinuités liées au franchissement 
des seuils d’ouverture et de fermeture des classes pour estimer l’impact d’une réduction de la 
taille des classes sur la réussite. Ces discontinuités sont importantes car elles constituent des 
variations exogènes, liées au hasard de la démographie locale
534.  
 
Pour mener cette étude, il utilise les données du « panel primaire 1997 », permettant de suivre 
la scolarité complète d’un échantillon national représentatif entrant au CP à la rentrée 1997. Il 
montre alors que la baisse d’un élève par classe dans les établissements situés en ZEP permet 
de réduire les inégalités de résultat aux tests de CE2 de 8,5%. Des études complémentaires, 
effectuées pour les élèves des collèges et des lycées, et se fondant sur les notes au brevet ainsi 
qu’au baccalauréat montrent également un impact significatif de cette variable. Cet ensemble 
de travaux va dans le même sens que ceux réalisés par Angrist et Lavy (1999), montrant 
l’impact très significatif de la taille des classes sur la réussite scolaire
535. Cet élément semble 
vérifier la position de Heckman selon laquelle le « taux de rendement » de l’investissement 
dans le capital humain est décroissant avec l’âge et que des inégalités installées sont plus 
difficiles à corriger par la suite.  
 
Il est très intéressant de tenter de calculer le rendement d’un tel investissement, à travers 
l’obtention  de  meilleurs  diplômes,  de  meilleurs  salaires  et  une  plus  faible  probabilité  de 
chômage  (sans  oublier  les  objectifs  de  l’éducation  nationale  qui  ne  tiennent  pas  à  la 
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productivité des personnes concernées). Cet exercice repose néanmoins sur des hypothèses 
assez  incertaines  et  nous  ne  nous  y  adonnerons  qu’avec  précaution  pour  donner  une 
illustration numérique de ce que peut être une politique de sécurité fondée - en partie - sur 
l’éducation.  L’hypothèse  formulée  est  celle  selon  laquelle  une  réduction  des  inégalités  de 
résultats scolaires de 8,5% sur toute la scolarité primaire et secondaire se traduit par une 
réduction des inégalités entre les taux de chômage de 8,5% également. Elle est incertaine et 
sera maniée dans ce qui suit avec précaution.  
 
A titre d’illustration numérique, nous savons que le taux de chômage des jeunes est d’environ 
40% dans les Zones Urbaines Sensibles, alors qu’il représente 20% au niveau national. Selon 
notre hypothèse, la baisse d’un élève par classe en ZEP au cours de toute la scolarité primaire 
et secondaire conduirait à une baisse du taux de chômage de 1,7% dans les ZUS (soit environ 
6 000 chômeurs en moins et une baisse du chômage d’environ 4,5% par rapport au taux initial 
dans ces zones géographiques), ce qui provoque l’impact que l’on a déjà étudié sur le niveau 
des crimes et délits. Quel est le coût d’une telle mesure ? Quelques données supplémentaires 
sont nécessaires pour répondre à cette question.  
 
Nous savons que le nombre d’élèves par classe est d’environ 22 pour les écoles primaires, 24 
pour  les  collèges  et  28  pour  les  lycées  dans  les  Zones  d’Education  Prioritaires.  Le  corps 
enseignant dans ces zones est d’environ 45 000 en primaire, 37 000 en collège et 2 500 en 
lycée général et technologique (peu de lycées figurent en ZEP). La baisse d’un élève par 
classe dans chacune des classes de primaire et de secondaire dans ces zones nécessite une 
augmentation  de  3  500  enseignants,  ce  qui  signifie  un  budget  additionnel  d’environ  140 
Millions d’Euros.  
 
Nous devons à présent déterminer les variations des probabilités d’occurrence des différents 
crimes  et  délits  que  cette  mesure  entraîne.  Pour  cela,  nous  avons  recours  aux  élasticités 
déterminées  plus  haut  entre  ces  faits  de  délinquance  et  le  chômage  des  jeunes.  Nous  les 
noterons  / j chj x . Localement, pour une baisse de 4,5% du taux de chômage à partir du taux 
initial,  nous  avons,  pour  un  crime  ou  délit  indicé  par  j,  la  relation  suivante  de  variation 
marginale de la probabilité  j p  :  
 
/ .0,045. j j chj j dp p x = -    430 
 
Cette relation nous donne, pour une baisse d’un élève par classe dans les zones de ZEP, les 
variations marginales pour les probabilités d’occurrence dans ces zones. Par ailleurs, comme 
la  criminalité  y  représente  13%  des  faits  nationaux,  nous  pouvons  également  écrire  les 
variations  nationales  qui  s’y  rapportent. Enfin, nous pouvons en déduire les variations de 
probabilité associées à un Euro supplémentaire dépensé dans le domaine de l’enseignement en 
ZEP :  
 











Homicides  0,19  -1,25.E-07  -1,63.E-08  -1,16.E-16 
Viols  0,1  -7,34.E-07  -9,54.E-08  -6,81.E-16 
Coups et blessures  0  0  0  0 
Vols avec violence  0  0  0  0 
Vols liés aux véhicules à moteur   0,2  -1,12.E-04  -1,45.E-05  -1,04.E-13 
Cambriolages  0  0  0  0 
Vols simples  0,05  -3,09.E-05  -4,01.E-06  -2,87.E-14 
 
Tableau 37 : Fonction de production de sécurité : dépenses d’enseignement 
 
 
La tableau ci-dessus nous permet de quantifier l’impact marginal du premier type de dépenses 
publiques que nous avons examiné, permettant – en augmentant le nombre d’enseignants – de 
faire diminuer le nombre d’élèves par classes, à la fois en primaire et en secondaire, dans les 
Zones d’Education Prioritaire. Bien évidemment, la baisse du nombre de chômeurs n’a pas 
seulement une incidence sur la criminalité, mais celle-ci, souvent omise des études sur « le 
coût du chômage » doit s’ajouter à ce que coûte un chômeur supplémentaire à la collectivité. 
Nous verrons plus spécifiquement ce point dans la section suivante qui portera sur la question 
de  l’allocation  optimale  des  ressources. Voyons à présent l’impact marginal des dépenses 
policières dans les Zones Urbaines Sensibles.  
 
VI.C.2.b. Dépenses policières dans les  Zones Urbaines Sensibles 
 
Nous savons que les forces de l’ordre s’élèvent à environ 20 000 membres dans les zones 
urbaines sensibles, ce qui correspond (pour un coût unitaire d’environ 50 000 Euros) à un 
investissement annuel d’un Milliard d’Euros. Nous devons à présent déterminer les variations 
marginales des probabilités d’occurrence des différents crimes et délits qu’entraîne un Euro   431 
supplémentaire  dépensé  pour  augmenter  ces  forces.  Pour  cela,  nous  avons  recours  aux 
élasticités déterminées plus haut entre ces faits de délinquance et les forces de police. Nous 
les noterons  / j po x . Localement, nous avons, pour un crime ou délit indicé par j, la relation 











x =  
 
Par  ailleurs,  comme  la  criminalité  y  représente  13%  des  faits  nationaux,  nous  pouvons 
également écrire les variations nationales qui s’y rapportent. Enfin, nous pouvons en déduire 
les variations de probabilité associées à un Euro supplémentaire dépensé pour l’augmentation 
des forces de l’ordre dans les ZUS :  
 
 















Homicides  -0,48  -7,03.E-15  -9,14.E-16 
Viols  0  0  0 
Coups et blessures  0  0  0 
Vols avec violence  -0,23  -4,88.E-13  -6,34.E-14 
Vols liés aux véhicules à moteur   -0,70  -8,68.E-12  -1,13.E-12 
Cambriolages  -0,54  -3,11.E-12  -4,05.E-13 
Vols simples  -0,68  -9,33.E-12  -1,21.E-12 
 
Tableau 38 : Fonction de production de sécurité : dépenses policières 
 
 
La tableau ci-dessus nous permet de quantifier l’impact marginal du second type de dépenses 
publiques que nous avons examiné, permettant – en augmentant le nombre d’agents des forces 
de  l’ordre  –  d’augmenter  la  probabilité  d’être  appréhendé  après avoir commis un acte de 
délinquance dans les Zones Urbaines Sensibles. 
 
Nous avons ainsi bâti une « fonction d’offre » de sécurité face au risque de criminalité en 
nous appuyant sur deux variables. Bien évidemment, ce travail reste partiel, dans la mesure où 
le nombre de variables constitutives d’une telle fonction d’offre est important. Néanmoins, en   432 
prenant deux types de dépenses publiques, nous pouvons nous attacher à l’allocation ainsi 
qu’au niveau des dépenses publiques consacrées à la lutte contre l’insécurité.    433 
 
VI.D.  Politique de sécurité dans les Zones Urbaines Sensibles : une 




Nous souhaitons ici répondre numériquement à deux questions que nous nous posons, et qui 
gouvernent  la  mise  en  place  d’une  politique  de  sécurité.  Elles  portent  respectivement  sur 
l’allocation des ressources entre différents facteurs de production (ou dépenses publiques), et 
sur le niveau des dépenses que l’on doit consacrer à une politique de sécurité.  
 
Rappelons la « fonction de demande » de sécurité que nous avions obtenue en fonction du 
coefficient  de  pondération  du  versant  dit  « objectif ».  Elle  était  fondée  sur  un  équivalent 
monétaire global ℂ, qui détermine une disponibilité marginale de la collectivité à payer pour 





 . Le tableau suivant rappelle les 
valeurs de celle-ci, localement, c'est-à-dire autour de la situation de risque actuelle.  
  
 
Valeurs de a  0  0,1  0,2  0,3  0,4  0,5  0,6  0,7  0,8  0,9  1 
                       
Homicides  4,84E+15  4,37E+15  3,91E+15  3,44E+15  2,98E+15  2,51E+15  2,04E+15  1,58E+15  1,11E+15  6,48E+14  1,83E+14 
Viols  7,98E+13  7,24E+13  6,50E+13  5,77E+13  5,03E+13  4,29E+13  3,56E+13  2,82E+13  2,08E+13  1,35E+13  6,09E+12 
Coups et blessures  8,76E+12  8,03E+12  7,31E+12  6,59E+12  5,86E+12  5,14E+12  4,42E+12  3,69E+12  2,97E+12  2,25E+12  1,52E+12 
Vols avec violence  3,02E+12  2,77E+12  2,52E+12  2,26E+12  2,01E+12  1,76E+12  1,50E+12  1,25E+12  9,95E+11  7,41E+11  4,87E+11 
Vols liés aux 
véhicules à moteur  8,62E+11  8,00E+11  7,38E+11  6,76E+11  6,15E+11  5,53E+11  4,91E+11  4,29E+11  3,67E+11  3,05E+11  2,44E+11 
Cambriolages ou 
vols par la ruse  5,62E+11  5,18E+11  4,74E+11  4,30E+11  3,86E+11  3,42E+11  2,98E+11  2,54E+11  2,10E+11  1,66E+11  1,22E+11 
Vols simples  8,63E+10  8,01E+10  7,39E+10  6,77E+10  6,15E+10  5,53E+10  4,91E+10  4,29E+10  3,68E+10  3,06E+10  2,44E+10 
 
 
Rappelons  par  ailleurs  (chapitre  5),  que  dans  un  cadre  de  travail  multidimensionnel, 
comprenant  plusieurs  formes  de  dépenses  et  plusieurs  formes  de  risques,  la  condition 
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Cette relation détermine une utilisation optimale des facteurs de production, permettant de 
construire une fonction d’offre de sécurité.  
 
En confrontant cette dernière avec la fonction de demande, on peut écrire la condition sous 
laquelle  le  niveau  des  ressources  allouées  à  la  lutte  contre  l’insécurité  est  efficient  de  la 
manière suivante :  
 
d dD = - ℂ .  
 
Cette dernière relation achève de déterminer une politique de sécurité. Voyons alors quel est 
le niveau et l’allocation des dépenses de sécurité que nous obtenons dans le cadre de notre 
exemple.  
 
Dépenses d’enseignement dans les Zones d’Education Prioritaire 
 
 
En indiçant par 1 les dépenses d’enseignement, pour les sections primaire et secondaire des 





 grâce à 
l’expression suivante dont nous avons à présent les paramètres :  
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Nous avons alors les valeurs suivantes :    435 
 
Valeurs de a  0  0,1  0,2  0,3  0,4  0,5  0,6  0,7  0,8  0,9  1 
Homicides  -0,563  -0,509  -0,454  -0,400  -0,346  -0,292  -0,238  -0,184  -0,130  -0,075  -0,021 
Viols  -0,054  -0,049  -0,044  -0,039  -0,034  -0,029  -0,024  -0,019  -0,014  -0,009  -0,004 
Coups et blessures                       
Vols avec violence                       
Vols liées aux 
véhicules à moteur  -0,089  -0,083  -0,077  -0,070  -0,064  -0,057  -0,051  -0,044  -0,038  -0,032  -0,025 
Cambriolages                       






-0,709  -0,643  -0,577  -0,512  -0,446  -0,380  -0,314  -0,249  -0,183  -0,117  -0,051 
 
Tableau 39 : Synthèse (dépenses d’enseignement) 
 
 
Cependant, notre analyse n’est pas complète, puisque le gain que retire la société d’avoir 
moins de chômeurs ne se résume pas à l’aspect criminel, même si ce dernier est souvent 
ignoré.  Rappelons  d’abord  que  cette  mesure  conduirait  à  une  baisse  d’environ  6 000  des 
jeunes chômeurs dans les Zones Urbaines Sensibles. Par ailleurs, nous savons que la charge, 
pour la puissance publique, de chaque chômeur est proche de 30 000 Euros, si l’on compte à 
la  fois  le  versant  « passif »  et  « actif »  de  ces  dépenses.  Cette  mesure  est  en  fait  assez 
conservatoire, car la personne concernée pourrait – si elle était productive – rapporter plus 






 :  
  






-1,99  -1,93  -1,86  -1,80  -1,73  -1,67  -1,60  -1,53  -1,47  -1,40  -1,34 
 
Tableau 40 : Synthèse (dépenses d’enseignement – 2) 
   436 
Dépenses policières dans les Zones Urbaines Sensibles 
 
 
En indiçant par 2 les dépenses policières dans les Zones Urbaines Sensibles, nous pouvons 





 grâce à l’expression suivante dont nous avons à présent 
les paramètres :  
 
1 2
2 1 2 2 2 2 2 1
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Nous avons alors les valeurs suivantes :  
 
Valeurs de a  0  0,1  0,2  0,3  0,4  0,5  0,6  0,7  0,8  0,9  1 
Homicides  -4,42  -4,00  -3,57  -3,15  -2,72  -2,29  -1,87  -1,44  -1,02  -0,59  -0,17 
Viols                       
Coups et blessures                       
Vols avec violence  -0,19  -0,18  -0,16  -0,14  -0,13  -0,11  -0,10  -0,08  -0,06  -0,05  -0,03 
Vols liés aux 
véhicules à moteur  -0,97  -0,90  -0,83  -0,76  -0,69  -0,62  -0,55  -0,48  -0,41  -0,34  -0,28 
Cambriolages  -0,23  -0,21  -0,19  -0,17  -0,16  -0,14  -0,12  -0,10  -0,08  -0,07  -0,05 






-5,92  -5,38  -4,85  -4,31  -3,77  -3,24  -2,70  -2,16  -1,63  -1,09  -0,55 
 
Tableau 42 : Synthèse (dépenses policières) 
  
 
Niveau et allocation des deux dépenses étudiées    
 
Il nous faut à présent répondre aux deux questions que nous nous posons concernant le niveau 
et l’allocation des dépenses de sécurité dans les Zones Urbaines Sensibles. Dans ce qui suit, 
nous choisirons une valeur de a égale à 0,8. Dès lors, le poids – limité –accordé au versant 
subjectif de la « fonction de demande » de sécurité permet d’obtenir un point d’intersection 
entre  les  fonctions  d’offre  et  de  demande,  correspondant  à  un  système  stable.  Plusieurs 
résultats peuvent être énoncés.  
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Rappelons d’abord la double condition correspondant à la fois à l’optimalité dans l’allocation 
des ressources et à l’efficience dans le niveau de dépenses publiques consacrées à la sécurité. 











Quels sont les résultats numériques que l’on peut énoncer ?  
 
Un premier examen tendrait à démontrer que les dépenses d’enseignement dans les ZEP ne 
doivent pas, à partir de la situation actuelle, être augmentées – et ce quel que soit le poids 
attribué au versant subjectif de la fonction de demande. Cependant, si l’on tient compte du fait 
que la réduction du chômage des jeunes apporte bien autre chose que la réduction des actes de 
criminalité,  une  augmentation  des  dépenses  apparaît  souhaitable,  à  partir  de  la  situation 
actuelle. A titre d’illustration, engager 140 Millions d’Euros pour abaisser d’un élève la taille 
des classes de primaire et de secondaire en ZEP rapporterait entre 187 et 279 Millions d’Euros 
à la collectivité. 
 
Concernant  les  forces  de  l’ordre,  on  se  rend  compte  qu’il  est  souhaitable,  à  partir  de  la 
situation actuelle, d’augmenter les forces de l’ordre dans les Zones Urbaines Sensibles si et 
seulement si le poids affectant le versant subjectif de la demande dépasse 0,08 (ce qui signifie 
0,92 a < ). A titre d’illustration, engager 200 Millions d’Euros pour augmenter de près de 
20% les forces de l’ordre dans les ZUS (ce qui signifie 4 000 agents en plus) rapporterait entre 
110 et 1 184 Millions d’Euros à la collectivité. Cette dépense est souhaitable uniquement si 
0,92 a < . Etant donné que nous avons pris une valeur de a égale à 0,8, l’augmentation des 
dépenses de police dans les Zones Urbaines Sensibles apparaît également souhaitable dans la 
situation actuelle.  
 
Il nous reste à présent à satisfaire la double condition d’optimalité suivante, afin d’achever de 
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Nous savons par ailleurs que le coût unitaire d’un agent sur le terrain est évalué à environ 50 
000 Euros et celui d’un enseignant à environ 40 000 Euros. Ces valeurs ainsi que ce qui 












Les dépenses d’enseignement représentent 70% des deux formes de dépenses étudiées, alors 
que  les  dépenses  policières  représentent  30%.  En  termes  de  personnel,  le  nombre 
d’enseignants  en  Zone  d’Education  Prioritaire  serait  d’environ  113  000  (contre  85  000 
actuellement) ; celui des forces de l’ordre d’environ 38 000 (contre 20 000 actuellement). 
Cela  suppose  des  augmentations  respectives  de  33%  des  enseignants  dans  les  Zones 
d’Education  Prioritaire  et  de  90%  des  agents  des  forces  de  l’ordre  dans  Zones  Urbaines 
Sensibles. Nous pouvons à présent formuler une réponse aux deux questions que nous nous 
sommes posées sur le niveau et l’allocation des dépenses de sécurité, sous la forme de trois 
résultats.  
 
Résultat  7 :  La  dépense  consistant  à  augmenter  les  forces  de  l’ordre  dans  les  ZUS  est 








.   
 
Résultat  8 :  Cette  dépense  devrait  être  complétée  par  une  augmentation  du  nombre 








 .  
 
Résultat 9 : 70% des dépenses publiques de sécurité consacrées aux Zones Urbaines Sensibles 
devraient  être  allouées  aux  dépenses  d’enseignement ;  30%  de  ces  mêmes  dépenses  étant 
allouées aux dépenses policières. En termes de niveau des ressources publiques consacrées à 
cette  politique  de  sécurité,  nous  observons  que  la  somme  des  deux  dépenses  distinguées 
devrait passer de 4,4Mds€ à 6,4Mds€, ce qui suppose une augmentation d’environ 45%. Ce 
second élément peut être formulé sans considérer les autres formes de dépenses publiques car 
les  deux  dépenses  envisagées  restent  faibles  par  comparaison  avec  le  budget  total  de  la 
puissance publique.  
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Les  résultats  qui  précèdent  doivent  être  considérés  avec  prudence.  D’abord,  du  fait  du 
caractère partiel des données dont nous disposons pour les fonctions de demande de sécurité. 
Ensuite, du fait de la difficulté à établir précisément les élasticités se rapportant à la fonction 
d’offre de sécurité face au risque de criminalité. En particulier, nous avons tenté l’exercice 
d’une  extrapolation  des  résultats  de  jeunes  élèves  dans  le  temps,  afin  d’en  inférer  des 
conséquences sur le taux de chômage futur. Enfin, s’ils caractérisent une politique de sécurité 
par une allocation de deux types de dépenses, pour un espace géographique donné, il semble 
impossible de concevoir une fonction d’offre qui intégrerait tous les leviers d’action de la 
puissance publique sur les actes de délinquance.  
 
Néanmoins,  l’analyse  de  ces  deux  formes  de  politiques  conduit  à  des  résultats  qui 
apparaissent  cohérents.  Par  exemple,  pour  le  cas  des  forces  de  police,  ils  rejoignent  les 
travaux de Donohue (2005), pour qui une augmentation de 75% du nombre de policiers à 
l’échelle des Etats-Unis serait économiquement optimale
536. Nos travaux s’inscrivant dans le 
cadre d’un espace géographique clairement défini (les Zones Urbaines Sensibles), nous ne 
formulerons  pas  de  résultat  numérique  concernant  l’échelle  nationale.  Il  nous  semble 
cependant  qu’une  augmentation  de  cette  ampleur  ne  serait  pas  souhaitable  dans  le  cas 
français.   
 
                                                 




La  première  partie  de  cette  Thèse  consistait  à  concevoir  les  fondements  théoriques  d’une 
politique de sécurité, en construisant dans un même espace géométrique une « offre » et une 
« demande » de sécurité. Notre réflexion était alors de deux ordres : déterminer une allocation 
optimale des ressources entre les différentes dépenses de sécurité (ou facteurs de production), 
d’une part ; déterminer le niveau de production efficient de sécurité, résultant de l’intersection 
entre l’offre et la demande. La seconde partie visait à mobiliser ces fondements dans le cas 
particulier  du  risque  de  criminalité.  Pour  cela,  nous  avons  précisé  les  coefficients  des 
fonctions que nous avions bâties, puis nous avons proposé une application numérique portant 
sur les dépenses de sécurité dans les Zones Urbaines Sensibles.   
 
Nous nous sommes appuyés sur 7 crimes et délits distingués par les statistiques américaines. 
Cela  nous  a  permis  de  calculer  les  coefficients  des  deux  composantes  de  la  fonction  de 
demande  qui  s’y  rapportaient,  à  l’aide  d’études  quantitatives  de  type  institutionnel et 
d’enquêtes  menées  auprès  des  ménages  américains.  Puis,  nous  nous  sommes  attachés  au 
calcul  des  coefficients  de  la  fonction  de  production,  en  ayant  recours  à  une  analyse 
économétrique en données de panel, comprenant 13 pays de l’Union Européenne au cours de 
la période 1990-2003. En nous fondant sur ces éléments, nous avons proposé une application 
numérique portant sur le niveau et l’allocation de deux types de dépenses : d’une part, les 
dépenses  policières  dans  les  Zones  Urbaines  Sensibles ;  d’autre  part,  les  dépenses 
d’enseignement pour les écoles situées en Zone d’Education Prioritaire. Il nous semblait en 
effet intéressant d’analyser ces deux types de mesures, caractéristiques des politiques menées 
à destination des banlieues depuis des décennies, à travers l’exemple du risque de criminalité.  
 
Nous  avons  alors  montré,  sous  certaines  conditions  que  nous  avons  précisées,  que 
l’augmentation des effectifs de police dans les Zones Urbaines Sensibles était pertinente, mais 
qu’il était néanmoins souhaitable de compléter les mesures proposées par une augmentation 
du nombre d’enseignants en Zones d’Education Prioritaire, afin d’abaisser le nombre d’élèves 
par classe dans ces zones, et favoriser l’investissement précoce dans le capital humain. Enfin, 
nous  avons  calculé  l’allocation  et  le  niveau  de  ces  deux  formes  de  dépenses.  Même  s’il 
importe de rester prudent sur les résultats formulés en raison des limites que nous avons pu   441 
expliciter,  il  apparaît  que  70%  des  dépenses  de  sécurité  allouées  aux  Zones  Urbaines 
Sensibles devraient être consacrés à l’enseignement ; 30% aux dépenses policières. En termes 
de niveau de ressources consacrées à ces deux dépenses, il serait souhaitable de passer de 
4,4Mds€ à 6,4Mds€, ce qui signifie une augmentation d’environ 45%.  
 


















Conclusion générale    443 
 
 
Cette  Thèse,  visant  à  fonder  une  politique  de  sécurité  sur  la  théorie  économique,  puis  à 
mobiliser  ces  fondements  dans  le  cas  particulier  du  risque  de  criminalité,  nous  a  permis 
d’établir plusieurs résultats originaux, à la fois du point de vue théorique et empirique. Elle ne 
constitue  cependant  en  rien  un  aboutissement,  invitant  à  prolonger  ces  recherches  pour 
approfondir  notre  compréhension  des  sujets  abordés.  Rappelons  brièvement  les  résultats 
obtenus  avant  d’examiner  les  limites  auxquelles  ces  travaux  ont  été  confrontés  et  les 
perspectives ouvertes.  
 
Principaux résultats obtenus 
 
 
Cinq  apports  constituent  les  éléments  principaux  de  nos  travaux.  Le  premier  résultat 
consistait à concevoir un même espace géométrique dans lequel nous pouvions construire une 
« fonction d’offre » et une « fonction de demande » de sécurité de manière analogue avec des 
fonctions correspondant aux biens privés. Cela nous a amené à définir un bien public produit 
par la puissance publique – la lutte contre l’insécurité ou, par abus de langage, la sécurité – 
ainsi qu’une quantité – la probabilité d’occurrence d’un risque donné. En ordonnée de cet 
espace géométrique, figurent à la fois la disponibilité marginale à payer de la collectivité pour 
la baisse de cette probabilité (constitutive de la « fonction de demande ») et le coût marginal 
de production pour cette même baisse (constitutif de la « fonction d’offre »). L’intersection de 
ces deux courbes correspond à un niveau efficient de ressources publiques consacrées à la 
sécurité. Par ailleurs, un second niveau de réflexion porte sur l’allocation optimale de ces 
ressources entre les différentes dépenses de sécurité.    
 
Le  deuxième  résultat  met  en  évidence  le  fait  qu’il  est  indispensable  de  considérer  deux 
« fonctions de demande » si l’on veut véritablement appréhender la notion de sécurité. Celle-
ci, qui reste assez peu traitée en tant que telle dans la théorie économique, peut en réalité être 
considérée comme une capabilité au sens de Sen. Nous sommes alors partis de l’axiomatique 
proposée par cet économiste dans un univers certain, pour y inclure la notion de risque. Dès 
lors,  deux  facettes  apparaissent :  d’une  part,  la  modification  des  états  véritables, 
correspondant à une perte en cas d’occurrence du risque ; d’autre part, la perte de liberté   444 
correspondant à la possibilité d’occurrence du risque. Or, cette seconde facette ne peut être 
appréhendée en se fondant sur les seules statistiques des faits advenus. Ainsi, une réflexion 
sur le statut de l’information à même de caractériser la sécurité a démontré que l’évaluation 
institutionnelle des événements observés devait être complétée par une seconde évaluation, 
fondée sur les préférences des agents eux-mêmes, seule à même de rendre compte des deux 
facettes de cette capabilité. Ces deux évaluations seront constitutives de deux « fonctions de 
demande » de sécurité. L’une sera dite « objective » ; l’autre « subjective ».  
 
Le  troisième  résultat  réside  précisément  dans  la  construction  de ces deux « fonctions de 
demande » de sécurité. L’évaluation fondée sur les préférences des agents est modélisée en 
nous inspirant du cadre de travail de la Prospect Theory auquel avons apporté un éclairage 
nouveau dans un contexte d’imperfection informationnelle. On en déduit une « fonction de 
demande »  dite  « subjective »,  qui  ne  correspond  pas  à  un  bien  classique,  puisque  sa 
monotonie n’est pas conforme à l’intuition de la microéconomie : plus il y a de sécurité, plus 
les agents sont prêts à payer pour faire baisser le niveau de risque. Cette révision de nos 
hypothèses de départ nous a donc imposé de préciser le statut de l’information à incorporer 
dans la « fonction de demande », combinaison des deux fonctions distinguées, si l’on souhaite 
effectivement déterminer une politique de sécurité efficiente.  
 
Le  quatrième  résultat  est  spécifique  au  risque  de  criminalité.  Il  réside  d’abord  dans  la 
construction  d’une  « fonction  d’offre »  de  sécurité  fondée  sur  un  modèle  dynamique 
d’allocation temporelle entre activité légale et illégale, comprenant des variables qui n’étaient 
pas  utilisées  jusque  là  dans  le  domaine  de  l’économie  du  crime.  Nous  avons  alors  pu  la 
confronter à la « fonction de demande » déjà établie, avant de généraliser notre approche à un 
cadre multidimensionnel permettant de rendre compte simultanément de plusieurs risques. 
Cela nous a permis de mettre en évidence des « chocs d’offre » ainsi que des « chocs de 
demande », permettant d’appréhender de manière intéressante des modifications considérées 
comme  exogènes  (une  modification  brutale  de  la  sensibilité  de  la  population  face  à  la 
délinquance ou une réorganisation de l’industrie du crime, par exemple).  
 
Le cinquième résultat consiste à proposer une application numérique portant sur le niveau et 
l’allocation de deux formes de dépenses publiques : d’une part, les dépenses d’enseignement 
dans les Zones d’Education Prioritaires (ZEP) ; d’autre part, les dépenses policières dans les 
Zones Urbaines Sensibles (ZUS). Cette tentative d’estimation numérique tend à montrer que   445 
les propositions faites à l’occasion du dernier « plan banlieue », consistant à augmenter les 
forces  de  l’ordre  dans  les  ZUS,  pourraient  avantageusement  être  complétées  par  une 
augmentation du nombre d’enseignants en ZEP, permettant d’abaisser le nombre d’élèves par 
classe  dans  ces  zones,  et  favoriser  l’investissement  précoce  dans  le  capital  humain.  S’il 
importe de rester prudent sur les chiffres avancés, il semble souhaitable d’augmenter de plus 
de 30% le nombre d’enseignants dans les Zones d’Education Prioritaire (le nombre moyen 
d’élèves par classe passant de 22 à 17 pour l’exemple du primaire), et de près de 90% les 
forces de l’ordre dans les Zones Urbaines Sensibles. Cela signifie que le montant global des 
deux  dépenses  analysées  passerait  de  4,4  à  6,4  Milliards  d’Euros,  les  dépenses 
d’enseignement représentant 70% de ce budget et les dépenses policières 30%. 
 
Limites et perspectives  
 
 
Nos  travaux  présentent  plusieurs  limites,  ouvrant  des  perspectives  pour  des  recherches 
futures. Elles sont à la fois théoriques et empiriques.  
 
Des limites apparaissent tout d’abord dans la construction de la « fonction de demande » de 
sécurité, en particulier dans sa dimension dite « subjective ». En effet, nous avons choisi de 
modéliser l’évaluation du risque par les agents en nous fondant sur le cadre de travail initié 
par  Kahneman  et  Tversky  et  en  y  apportant  un  éclairage  dans  un  cadre  d’imperfection 
informationnelle.  Néanmoins,  l’étude  du  comportement  de  l’agent  dans  le  risque  –  et,  à 
fortiori dans l’incertain - ne se prête pas aisément à un passage du descriptif au normatif, le 
processus  d’évaluation  par  les  individus  étant  contingent.  Des  choix  doivent  donc  être 
effectués. Si nous avons modélisé l’hétérogénéité des croyances des agents pour un risque 
donné, dans un cadre d’imperfection informationnelle, nous ne nous sommes pas attachés à 
modéliser ce qui conduit à une hétérogénéité des modes de perception pour différentes classes 
de risques. Pourquoi, par exemple, le risque de criminalité donne-t-il lieu à une perception 
plus aigue que le risque de maladies cardiovasculaires ? Une réflexion théorique sur la bonne 
façon de modéliser cette hétérogénéité reste encore à poursuivre.  De notre point de vue, cette 
réflexion pourrait accorder une place importante à l’historique des occurrences des risques 
considérés.  Par  exemple,  nous  avons  souligné  dans  le  chapitre  4  que  le  phénomène  de 
« déception des anticipations » observé dans le cas de la criminalité, avait rendu les agents   446 
particulièrement sensibles à cette classe de risques. Il pourrait être intéressant, dans le cadre 
de  futures  recherches,  de  tenter  de  systématiser  ce  type  d’information  afin  de  mettre  en 
relation la dynamique d’un danger donné et ses modes de perception.  
 
La construction de l’offre de sécurité dans le cas du risque de criminalité, menée à la faveur 
du  chapitre  5,  est  également  limitée  par  une  hypothèse  notable.  En  effet,  nous  avons 
considéré, comme Ehrlich (1973), que les activités légales et illégales étaient substituables. 
Or,  en  réalité,  les  opportunités  de  gains  illégales  peuvent  apparaître  en  dehors  comme  à 
l’intérieur  d’un  cadre  de  travail  légal.  C’est  le  cas  évident  de  l’abus  de  bien  social,  par 
exemple. Certes, les 7 formes de crimes et délits sur lesquelles nous nous sommes appuyés ne 
sont pas nécessairement conditionnées par un travail légal. Néanmoins, nous devons garder à 
l’esprit  que  l’hypothèse  simplificatrice  que  nous  avons  posée  est  porteuse  d’une  perte  de 
généralité.  De  futures  recherches  pourraient  s’attacher  à  généraliser  le  cadre  de  travail 
dynamique que nous avons posé.  
 
Enfin,  des  limites  empiriques  importantes  nous  obligent  à  considérer  avec  prudence  les 
résultats numériques établis dans le sixième chapitre, qui présente un caractère exploratoire. 
Nous devons d’abord prendre en compte les limites portant sur la « fonction de demande » de 
sécurité, en particulier dans son versant subjectif. En effet, dans l’état actuel des données 
disponibles, nous appuyons notre spécification numérique sur des enquêtes réalisées par le 
Bureau of Justice Statistics auprès des ménages américains. Les éléments qui en ressortent 
sont clairement perfectibles, à telle enseigne que toute conclusion définitive formulée à partir 
de ces estimations serait éminemment fragile. Certes, les enquêtes menées à l’initiative de 
l’Observatoire National de la Délinquance (OND) constituent une initiative allant dans le sens 
d’une meilleure compréhension des modes de perception du risque de criminalité. Cependant, 
il serait intéressant d’aller au-delà de ces pratiques d’enquêtes relativement qualitatives si 
nous voulons inférer, à partir des réponses obtenues, des résultats numériques portant sur 
l’évaluation du risque de criminalité par les agents.   
 
Des limites portent également sur la spécification numérique de l’offre de sécurité. En effet, si 
la constitution de données sur la criminalité au niveau européen, dans le cadre de l’expérience 
« European Sourcebook », constitue un pas en avant vers une meilleure comparabilité entre 
pays,  nous  devons  garder  à  l’esprit  que  cette  dernière  reste  partielle.  Dès  lors,  la  marge 
d’erreur  qui  en  résulte,  en  même  temps  que  les  approximations  qui  caractérisent  toute   447 
spécification économétrique, nous obligent à considérer avec prudence les élasticités de la 
« fonction de production » que nous avons déterminées, même si elles restent cohérentes avec 
la littérature existant sur le sujet. Les travaux menés par l’institut statistique européen Eurostat 
ont pour but d’améliorer encore la comparabilité des données sur le crime et les systèmes 
judiciaires dans les pays de l’Union Européenne. Une autre solution consisterait à s’attacher 
uniquement à des données françaises en choisissant un maillage très fin visant à régresser les 
taux de criminalité à une échelle locale en fonction des tribunaux et des circonscriptions de 
sécurité  publique  relatifs  à  une  zone  donnée.  C’est  en  soi  un  programme  de  travail  très 
ambitieux, mais à même d’améliorer notre connaissance des déterminants de la criminalité.  
 
Au-delà de ces perspectives de recherche, qui peuvent prendre corps dans le cas du risque de 
criminalité, cette Thèse a été le point de rencontre de deux courants théoriques (l’économie du 
risque ; l’économie du bien-être et du choix social) dont les interrogations dépassent le cadre 
de notre exemple d’application et nous suggèrent deux pistes de recherche supplémentaires. 
Tout d’abord, il nous semble souhaitable de mobiliser les fondements théoriques que nous 
avons établis à la faveur de la première partie pour d’autres exemples d’application. Le risque 
de perte d’emploi, par exemple, semble marqué par une perception très aigue de la part des 
agents,  à  la  fois  produit  de  notre  histoire,  des  modes  de  protection  des  emplois  ou  des 
individus et des développements les plus récents de la division internationale du travail. Il 
serait passionnant d’analyser le comportement individuel face à ce type de risque à la lumière 
des outils forgés ici, afin de fonder véritablement la sécurisation des parcours professionnels 
sur la théorie économique.  
 
Un autre sujet de recherche future consisterait à proposer des éléments permettant d’établir un 
Indice de Développement Humain (IDH) incluant la situation de risque. En effet, le premier 
chapitre nous a montré que la sécurité pouvait légitimement être appréhendée comme une 
capabilité,  ce  qui  a  justifié  notre  choix  de  deux  « fonctions  de  demande »  afin  de rendre 
compte de sa spécificité. Cependant, nous n’avons pas analysé selon quelles modalités elle 
pouvait être inclue de manière à la fois globale et opérationnelle dans ce que Sen appelle 
l’espace des capabilités, qui correspond à l’ensemble des moyens dont dispose un individu 
pour  mener  une  vie  valorisable.  Les  tentatives  menées  depuis  plusieurs  années  par  le 
Programme  des  Nations  Unies  pour  le  Développement  (PNUD)  ont  pour  but  de  rendre 
opérationnel l’apport théorique de l’économiste indien à travers la construction d’un Indice de 
Développement Humain permettant d’apprécier la situation économique d’un pays de manière   448 
plus complète que le Produit Intérieur Brut. La constitution d’une Commission, confiée à 
Joseph Stiglitz et Amartya Sen par le Président de la République, s’inscrit également dans 
cette perspective. De notre point de vue, la sécurité pourrait constituer l’une des dimensions à 
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Capabilité « capability »  (espace  des  capabilités):  On  appelle  espace  des  capabilités 
l’ensemble des moyens dont dispose un individu pour mener un projet de vie valorisable. Cet 
espace  détermine,  par  conséquent,  les  opportunités  qui  lui  sont  accessibles.  Prise 
individuellement, une capabilité désigne une dimension de cet espace. On peut en donner 
quelques exemples : la santé, l’éducation, la nutrition, la « possibilité d’apparaître en public 
sans avoir honte ». La sécurité constitue, dans notre approche, une capabilité.  
 
Cambriolage : Action consistant à accéder à une partie fermée d’un bâtiment ou d’autres 
locaux, par la force ou la ruse, avec l’intention de voler un ou plusieurs biens.  
 
Coups  et  blessures :  Action  consistant  à  infliger  intentionnellement  à  autrui  une  blessure 
physique.  
 
Enseignants dans les Zones d’Education Prioritaires (ZEP) : Nous prenons ici en compte le 
nombre  d’enseignants  devant  des  classes  dans  le  primaire  et  le  secondaire.  Le  corps 
enseignant dans ces zones est d’environ 45 000 en primaire, 37 000 en collège et 2 500 en 
lycées général et technologique (peu de lycées figurent en ZEP). 
 
Fonction de demande de sécurité (de lutte contre l’insécurité) : Fonction associant, pour un 
risque donné, à une probabilité d’occurrence de ce risque, la disponibilité marginale à payer 
de la collectivité pour la baisse de cette probabilité. 
 
Fonction  d’offre  de  sécurité  (de  lutte  contre  l’insécurité)  :  Fonction  associant,  pour  un 
risque donné, à une probabilité d’occurrence de ce risque, le coût marginal à payer par la 
collectivité pour la baisse de cette probabilité.   
 
Fonction de production de sécurité (de lutte contre l’insécurité) : Fonction associant, pour 
un risque donné, à une allocation des ressources publiques, une probabilité d’occurrence de ce 
risque.   486 
 
Forces de police : La notion de police, comme celle de sécurité intérieure, ne revêt pas les 
mêmes significations dans les Etats membres de l’Union Européenne. Les chiffres utilisés 
correspondent donc à des situations parfois dissemblables. Au niveau européen, les données 
fournies  par  European  Sourcebook  sont  fondées  sur  une  définition  excluant  la  police  des 
douanes, la police financière, militaire, les services secrets, les réservistes, les écoles de police 
ainsi que les tribunaux de police. Dans le cas français, les effectifs de la police nationale, de la 
gendarmerie ainsi que des polices municipales sont pris en compte.   
 
Homicide : Action consistant à tuer intentionnellement autrui.  
 
Insécurité :  L’insécurité  comprend  deux  facettes.  La  première  est  caractérisée  par  les 
occurrences  réellement  observées  des  différentes  formes  de  risques.  La  seconde,  est 
caractérisée par la perte de liberté correspondant à la possibilité de ces occurrences. 
 
Mode de fonctionnement « functioning » (espace des modes de fonctionnement) : Concept 
utilisé par Amartya Sen pour désigner une réalisation faisant partie de la vie d’un individu. 
L’espace des modes de fonctionnement accessibles à une personne correspond à la liberté qu’a 
cette personne de mener un projet de vie valorisable.  
 
Politique de sécurité : Ensemble des actions mises en place par la puissance publique ayant 
une  incidence  sur  le  niveau  d’insécurité  et  correspondant  à  une  allocation  des  ressources 
publiques. Nous considérerons que ces actions résultent d’un unique centre décisionnaire.  
 
Sécurité :  La  sécurité  est  généralement  définie  de  deux  manières :  comme  la  situation 
correspondant à l’absence de danger, d’une part ; comme la situation de quelqu’un qui se sent 
à l’abri du danger, de l’autre. Dans ces travaux, elle correspondra à un point de référence 
caractérisé par une probabilité d’occurrence d’un risque donné égale à zéro. 
 
Viol :  Action  consistant  à  avoir  un  rapport  sexuel  avec  pénétration  avec  autrui, contre sa 
volonté.  
 
Vol simple : Action consistant à priver autrui de la propriété d’un bien, avec intention de le 
garder, sans faire usage de la force.    487 
 
Vol  de  véhicule  à  moteur :  Action  consistant  à  priver  autrui  de  la  propriété  d’un  bien 
possédant un moteur, à l’exclusion du recel de véhicules volés.  
 
Vol  avec  violence :  Action  consistant  à  voler  autrui  en  faisant  usage  de  la  force  ou  en 
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Homicides (pour 100 000 habitants) 
 
 
   Allemagne  Autriche  Belgique  Danemark  Espagne  Finlande  France  Grèce  Italie  Pays-Bas  Portugal 
Royaume-
Uni  Suède 
1990  3,8  2,5  2,5  4,3  2,5  8,6  4,8  2  6,7  14,8  6,3  3,5  7,5 
1991  3,4  2,7  2,6  5  2,4  8,9  5  2,2  7,4  15,3  6  4,3  8 
1992  4,1  2,8  2,7  4,6  2,3  9,1  5,1  2,5  5,9  18,8  5,8  4,6  8,4 
1993  5,2  2,4  2,9  4,8  2,5  9  5,3  2,4  5  22,5  5,7  4,6  8,7 
1994  4,6  2,6  3,2  4,9  2,7  10,5  5,2  2,5  4,8  19,1  5,6  4,4  9,5 
1995  5,5  2,3  3,9  3,9  2,5  10,2  5,1  2,7  5  19,3  5,6  3,8  9,5 
1996  5  2,3  4,3  4,3  2,5  10,1  4,7  3  4,7  19  5,2  3,9  9,5 
1997  4,6  2,1  5,1  5,2  2,3  9,6  4,1  3,3  4,6  17  5  4  9,5 
1998  4,2  2,2  5,4  3,9  2,7  8,8  4  3,3  4,5  15  4,7  4  9,6 
1999  3,8  2,1  5,3  4,1  2,8  8,9  3,7  2,9  4,3  13  4,1  4,2  9,8 
2000  3,8  2,1  6,5  4,1  3  9,9  4  2,7  4  10,9  3,4  4,2  9,9 
2001  3,5  2,1  7,2  3,7  3,1  10,7  4,2  2,6  3,8  11  4  4,7  10 
2002  3,5  2,1  7,7  3,9  3,2  10,2  4,3  2,2  3,9  11,2  4,3  4,6  10,3 
2003  3,4  1,8  8,4  4,1  3,2  9,2  3,9  2,3  3,9  11,4  4,6  4,6  10,3 
Source : European Sourcebook.  




Viols ( pour 100 000 habitants) 
 
 
   Allemagne  Autriche  Belgique  Danemark  Espagne  Finlande  France  Grèce  Italie  Pays-Bas  Portugal 
Royaume-
Uni  Suède 
1990  8,1  7,6  6,1  9,5  4,6  8,6  8,1  1,9  2,2  8,9  4,5  6,7  16,5 
1991  8,3  7,1  6,6  10,3  5  8,5  8,9  2,4  2,3  8,9  4,6  7,8  17 
1992  8,8  7,8  7,2  10,8  4,1  8,3  9,3  2,7  2,4  8,9  4,8  8,1  19,5 
1993  8,9  7,5  7,7  9,6  4  8,2  9,7  2,6  2,5  9,8  4,9  8,8  24,7 
1994  8,5  7,6  8,3  9,2  4,1  8,6  11,3  2,5  2,5  10  5  9,7  20,6 
1995  8,6  10,7  11,3  8,4  4,3  8,7  12,6  2,2  2,7  9,1  5,4  9,7  19,3 
1996  8,6  10,5  12,5  7,4  3,7  8,9  12,3  1,7  2,8  9,2  5  11,1  18,2 
1997  9,1  10,8  17,1  8,2  3,7  9,1  14,1  2,1  3  9,9  5,5  12,7  19,1 
1998  9,6  12  17,2  7,9  3,7  9,5  13,4  2  3,2  10,4  4  14,5  22,2 
1999  9,2  12,2  18  9  3,2  10  13,6  2,3  3,3  11,2  3,8  15,7  23,7 
2000  9,1  14,3  24  9,3  3,5  11,2  14,4  2,2  4  10,4  3,8  15,7  22,8 
2001  10  14  25  9  4  9  16  2  4  11  3  18  23 
2002  10  15  28  9  5  11  17  2  4  11  4  20  24 
2003  11  15  26  9  4  11  17  2  5  10  4  22  29 
Source : European Sourcebook.  




Coups et blessures (pour 100 000 habitants) 
 
 
   Allemagne  Autriche  Belgique  Danemark  Espagne  Finlande  France  Grèce  Italie  Pays-Bas  Portugal 
Royaume-
Uni  Suède 
1990  313  385  400  150  27  414  86  65  34  150  284  593  535 
1991  291  397  420  156  26  406  93  67  35  147  294  605  540 
1992  318  428  434  169  26  408  97  66  37  157  305  626  562 
1993  335  408  449  180  26  418  98  67  37  161  316  626  584 
1994  341  408  467  190  26  430  109  72  37  181  325  653  611 
1995  370  403  480  165  27  434  122  65  38  181  348  644  616 
1996  389  388  499  163  30  479  129  62  41  193  355  688  607 
1997  406  386  541  165  36  483  140  63  44  241  372  714  622 
1998  428  386  549  160  45  498  148  66  47  242  410  776  641 
1999  449  398  547  169  46  508  162  66  52  268  408  877  676 
2000  464  400  574  183  43  538  181  68  50  278  433  894  663 
2001  486  367  565  188  42  528  195  69  53  304  451  970  665 
2002  517  388  597  192  47  540  209  71  50  326  494  1017  688 
2003  546  412  624  202  61  555  224  73  53  330  533  1143  727 








   Allemagne  Autriche  Belgique  Danemark  Espagne  Finlande  France  Grèce  Italie  Pays-Bas  Portugal 
Royaume-
Uni  Suède 
1990  56  30  80  42  276  53  106  11  65  80  103  74  70 
1991  61  30  88  47  283  53  116  12  69  86  115  93  72 
1992  70  35  97  45  168  44  122  15  55  102  118  106  72 
1993  76  31  105  43  154  40  125  14  55  107  121  113  70 
1994  71  30  118  39  187  42  127  12  53  104  145  114  61 
1995  78  26  123  39  220  43  128  15  50  102  145  128  65 
1996  83  26  129  43  249  41  136  14  55  97  130  138  66 
1997  85  25  164  48  261  39  138  19  57  91  139  116  75 
1998  79  28  192  49  262  41  144  21  66  92  124  123  76 
1999  75  28  212  52  252  44  162  19  68  111  160  152  97 
2000  72  37  253  59  234  50  187  16  117  117  171  169  101 
2001  69  35  258  60  261  42  225  18  115  132  179  185  96 
2002  71  45  266  60  255  41  222  20  118  133  189  194  100 
2003  73  54  248  59  222  39  208  22  122  127  189  179  96 
Source : European Sourcebook.  








   Allemagne  Autriche  Belgique  Danemark  Espagne  Finlande  France  Grèce  Italie  Pays-Bas  Portugal 
Royaume-
Uni  Suède 
1990  169  118  280  831  349  366  764  68  552  333  140  930  1036 
1991  197  110  302  833  327  443  834  84  646  399  138  1095  972 
1992  297  115  321  860  292  472  880  82  572  441  142  1109  907 
1993  341  107  348  890  276  416  879  93  547  469  157  1113  846 
1994  335  101  357  879  256  414  836  98  532  500  185  1013  754 
1995  322  93  373  882  253  387  780  121  537  461  175  942  796 
1996  276  86  341  977  291  396  760  118  559  401  201  910  809 
1997  232  87  376  808  335  429  717  157  525  239  228  739  889 
1998  198  86  411  733  346  513  712  159  538  238  269  725  863 
1999  171  86  446  662  348  574  675  162  512  239  281  698  882 
2000  155  130  481  604  337  511  681  156  423  241  263  631  842 
2001  148  103  437  550  368  436  702  165  408  218  252  614  820 
2002  141  99  386  541  359  446  638  180  401  219  290  585  844 
2003  133  126  318  466  311  421  546  188  382  215  286  525  749 
Source : European Sourcebook.  
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   Allemagne  Autriche  Belgique  Danemark  Espagne  Finlande  France  Grèce  Italie  Pays-Bas  Portugal 
Royaume-
Uni  Suède 
1990  618  708  1050  2380  454  1432  687  265  371  2645  416  1945  1800 
1991  632  694  1167  2335  436  1820  730  309  363  2778  443  2333  1807 
1992  814  774  1229  2377  393  1927  780  303  341  3123  468  2553  1798 
1993  884  705  1388  2342  395  1938  813  315  338  3272  481  2540  1785 
1994  842  674  1530  2043  360  1940  810  325  349  3238  557  2325  1609 
1995  838  1066  1853  2035  561  1109  745  403  373  3058  507  2262  1615 
1996  797  1065  1774  2085  592  1016  747  405  405  2851  506  2111  1638 
1997  751  1042  1613  2110  576  985  700  416  413  3122  509  1783  1662 
1998  700  1007  1528  1923  612  977  678  407  429  3102  481  1724  1557 
1999  626  942  1283  1897  600  931  631  346  407  3038  488  1637  1452 
2000  565  1077  980  1867  562  881  630  300  368  3127  471  1507  1471 
2001  544  1027  985  1774  540  767  698  301  318  3233  422  1584  1319 
2002  538  1195  1010  1920  555  707  722  300  264  3278  431  1596  1348 
2003  530  1490  1089  1872  576  674  677  293  252  2958  448  1456  1368 
Source : European Sourcebook.  
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   Allemagne  Autriche  Belgique  Danemark  Espagne  Finlande  France  Grèce  Italie  Pays-Bas  Portugal 
Royaume-
Uni  Suède 
1990  4256  2904  2100  4323  1415  3648  3903  431  2828  5519  1258  6507  7581 
1991  4060  2869  2188  4254  1458  3762  4133  502  2999  5639  1272  7598  7428 
1992  4887  2961  2424  5112  1423  3897  4377  489  2602  6079  1300  7931  7366 
1993  5113  2758  2518  5301  1512  3956  4395  520  2409  6098  1344  7699  7949 
1994  4749  2723  2723  5318  1559  3792  4252  548  2343  6179  1476  7119  7377 
1995  4713  2591  3257  5390  1555  3590  3937  706  2352  5684  1403  6827  7693 
1996  4485  2620  3144  5418  1601  3455  3797  721  2451  5197  1417  6848  7799 
1997  4311  2644  3520  5559  1575  4110  3657  799  2440  5250  1410  5759  8260 
1998  4052  2621  3737  5328  1629  4294  3713  802  2570  5193  1511  5786  8049 
1999  3814  2651  3743  5339  1638  4396  3621  695  2572  5340  1616  5755  7958 
2000  3627  3199  4521  5499  1592  4218  3722  629  2369  5403  1634  5462  7831 
2001  3612  3177  4466  5174  1799  3850  3947  623  2253  5530  1573  5757  7363 
2002  3752  3788  4556  5405  1830  3867  3899  631  2253  5649  1675  5915  7569 
2003  3677  4263  4171  5323  1664  3812  3681  642  2290  5290  1717  5558  7360 
Source : European Sourcebook.  
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Taux de chômage des 18-24 ans (en pourcentage des jeunes actifs) 
 
 
  Allemagne  Autriche  Belgique  Danemark  Espagne  Finlande  France  Grèce  Italie  Pays-Bas  Portugal  Royaume-
Uni 
Suède 
1990  4,5  3,8  14,6  10,5  29,8  9,3  19,1  21,5  26,9  8,1  10,7  10,4  4,4 
1991  5,2  5  14,2  10,7  28,7  16,3  20,9  22,7  25,5  7,8  9,4  13,9  7,6 
1992  6,2  5,5  15,4  11,7  31,9  26,4  23  25,2  26,7  8,1  10,4  16,3  13,2 
1993  15  6,3  20,7  12,8  40,4  33,6  27,1  26,8  30,1  10,6  12,8  17,5  22 
1994  15,6  5,7  23,2  10,2  42,3  34  28,6  27,7  29,1  10,9  15  16,4  22 
1995  14,9  5,6  22,9  9,6  39,7  29,7  27  28,5  30,3  11,4  16,5  15,3  19,1 
1996  15,6  6,3  22,1  9,7  39,2  28  28,5  31  30,4  11,1  16,7  14,9  20,5 
1997  16,2  6,7  22  7,7  36,4  25,2  28,4  30,8  30,2  9,1  15,1  13,7  20,6 
1998  15  6,4  22,1  7,3  33,1  23,5  25,6  30,1  29,9  7,6  10,7  13,1  16,1 
1999  12,7  5,4  21,1  9,1  27,3  21,4  23,4  31,9  28,7  6,8  9,1  12,7  12,3 
2000  10,6  5,3  16,7  6,2  24,3  21,4  20,1  29,2  27  5,7  8,8  12,2  10,5 
2001  12,8  5,8  16,8  8,3  23,2  19,8  19,4  28,2  24,1  4,5  9,4  11,9  10,9 
2002  14,2  6,7  17,7  7,4  24,2  21  20  26,8  23,1  5  11,6  12,1  11,9 
2003  14,7  8,1  21,8  9,2  24,6  21,8  21,1  26,8  23,7  6,3  14,4  12,3  13,4 
Source : Eurostat 




Nombre de policiers par crime ou délits commis 
 
 
   Allemagne  Autriche 
Belgique  Danemark  Espagne  Finlande  France  Grèce  Italie  Pays-Bas  Portugal  Royaume-
Uni 
Suède 
1990  0,0527296  0,0868812  0,0837034  0,0324298  0,1242039  0,0404708  0,0591844  0,4787297  0,1176501  0,0269693  0,1894385  0,0238588  0,0253485 
1991  0,0555905  0,0890554  0,0792966  0,0314124  0,1229605  0,0366075  0,0548996  0,4148784  0,110634  0,0263413  0,1848103  0,0206201  0,0258207 
1992  0,045164  0,0858081  0,0744203  0,0277441  0,1342922  0,0348834  0,0510334  0,4259529  0,1269604  0,0241699  0,1809182  0,0198578  0,0263675 
1993  0,0436191  0,0940556  0,0705599  0,0266807  0,1299852  0,0344868  0,0501186  0,4063116  0,1370267  0,0238675  0,1757491  0,0206536  0,025028 
1994  0,046921  0,0940145  0,0658792  0,0271127  0,1294471  0,034955  0,0520283  0,3896226  0,1433174  0,0239466  0,1593419  0,0226017  0,0270061 
1995  0,0478288  0,0765744  0,0576936  0,0224092  0,1193381  0,0272309  0,0588163  0,3285421  0,1453376  0,0261709  0,1676323  0,02376  0,0185874 
1996  0,050963  0,0783744  0,0603001  0,0217299  0,113029  0,0279319  0,065879  0,3381898  0,1506324  0,0288576  0,1672266  0,0239963  0,0172655 
1997  0,0541501  0,0776764  0,0577275  0,021371  0,1118681  0,025228  0,0698298  0,3076607  0,1505765  0,0285399  0,1667604  0,0281561  0,0163826 
1998  0,0564817  0,0799092  0,0554382  0,0229134  0,1075714  0,0241275  0,0705787  0,3150038  0,14572  0,0289011  0,1619289  0,0279705  0,0164916 
1999  0,0582751  0,0803535  0,0580401  0,0232412  0,1076125  0,0237952  0,0738379  0,3580266  0,1503344  0,0290459  0,1573846  0,0276839  0,0164887 
2000  0,0596417  0,0679096  0,0536589  0,0237071  0,1117318  0,025084  0,0730708  0,4105972  0,1634183  0,0230753  0,1604458  0,0289074  0,0165437 
2001  0,0609543  0,0740725  0,0541286  0,0246175  0,1024162  0,0280008  0,0680813  0,4133491  0,1737036  0,0236254  0,1615811  0,0283596  0,0174825 
2002  0,0602086  0,0616402  0,0529873  0,0233676  0,1014996  0,0284586  0,0686359  0,4037473  0,1793852  0,0236829  0,1493214  0,028291  0,0170079 
2003  0,0619295  0,0512434  0,0542841  0,0241963  0,1105167  0,0287981  0,0722433  0,4017017  0,180186  0,0253875  0,1423812  0,0308295  0,0176027 
Source : European Sourcebook.  
 






Nombre de prisonniers incarcérés pour une condamnation pour actes de violence contre les personnes 
 
 
   Allemagne  Autriche 
Belgique  Danemark  Espagne  Finlande  France  Grèce  Italie  Pays-Bas  Portugal  Royaume-
Uni 
Suède 
1990  1,4539007  0,6069578  1,2890625  0,6098742  3,7444934  0,3225806  0,9903382  1,1627907  3,6538462  0,8333333  2,0714286  0,7131537  0,627027 
1991  1,4031972  0,571241  0,9463722  0,5898618  4,2790698  0,3593839  1,0011919  1,6013072  2,9946524  0,8440367  2,2841226  0,8048994  0,5801688 
1992  1,4134276  0,5692109  1,4489796  0,5674979  3,6440678  0,3455609  0,9438202  1,84375  4,040404  0,9638554  1,9135802  0,8516484  0,6542056 
1993  1,3822526  0,5975049  1,0925645  0,5306428  4,7520661  0,3526735  0,9652076  1,4912281  4,0825688  1,045082  2,3566879  0,9164149  0,6116775 
1994  1,3430421  0,616836  0,7701422  0,441447  4,4725738  0,346651  1,056338  2,4652778  4,109589  0,921273  2,3271889  1,0093652  0,6066176 
1995  1,2848297  0,6320542  0,998632  0,4876274  4,6484375  0,3597561  1,0827251  1,5954416  3,6888889  1,116208  2,5995807  0,713246  0,6092254 
1996  1,2322946  0,7183673  1,2017804  0,4862745  4,3359375  0,3297328  1,0800971  1,6774194  3,5123967  1,242515  2,8286853  0,7514045  0,6594488 
1997  1,171875  0,8017621  1,2518629  0,7317073  4,9321267  0,3114187  0,959651  1,7391304  3,3846154  1,1559889  2,9032258  0,7712418  0,6296692 
1998  1,152019  0,835629  1,1705202  0,7027027  4,7659574  0,3033981  0,877551  2,4028269  3,1272727  1,1338798  2,8294574  0,7607362  0,5958292 
1999  1,1395349  0,9299896  1,2594841  0,7247899  4,453125  0,2873563  0,8374384  2,6007326  3,4200743  1,0493827  2,3616236  0,7443563  0,6124498 
2000  1,1047836  1,155914  1,1506849  0,6550665  4,0647482  0,3143894  0,77  2,9571984  3,4782609  1,005988  1,7590028  0,7587065  0,6231454 
2001  1,0822999  1,2390671  1,1318242  0,5719733  4,2238267  0,2805516  0,814433  3,2911392  3,4736842  1,0470588  1,7142857  0,7753358  0,6762295 
2002  0,9722222  1,2824011  1,2268188  0,610687  4,0836013  0,3325062  0,9594883  3,2520325  3,4385965  1,0375276  1,8257261  0,7718696  0,7142857 
2003  1,0143443  1,2307692  1,2044818  0,5887522  3,3333333  0,3  1,1059908  3,2270916  3,3333333  0,9765625  1,7520216  0,7646095  0,7575758 
Source : European Sourcebook.  
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Produit intérieur brut par habitant (en Euros) 
 
 
  Allemagne  Autriche  Belgique  Danemark  Espagne  Finlande  France  Grèce  Italie  Pays-Bas  Portugal  Royaume-
Uni 
Suède 
1990  18000  17100  16000  16200  12000  16400  15800  10100  16000  15900  10000  14600  16700 
1991  17600  18400  17100  17200  12500  16000  16700  10800  17000  17000  10500  15100  17200 
1992  18400  19200  17800  18000  12900  15700  17500  11100  17600  17600  11000  15600  17400 
1993  18200  19200  17700  18100  12900  15500  17400  11000  17600  17700  10800  16000  17200 
1994  19000  20000  18500  19400  13400  16200  18000  11400  18300  18500  11100  17000  18200 
1995  18500  19500  18700  19100  13500  16100  17600  10900  18100  18400  11600  16700  18100 
1996  19200  20600  19200  20200  14200  16900  18400  11400  18800  19400  12200  17800  18900 
1997  19900  21200  20100  21300  14900  18700  19500  12100  19500  20800  13100  19100  19700 
1998  20500  22000  20800  22100  15900  20100  20400  12600  20500  21800  14000  20000  20400 
1999  21400  23500  21700  23800  17400  21200  21400  13300  21400  23100  15100  21000  22200 
2000  22500  25300  23500  25400  18600  23000  22800  14600  22800  25000  16200  22500  23900 
2001  22900  25400  24400  26000  19400  24100  23700  15300  23300  26500  16600  23600  24000 
2002  23400  25800  25300  26100  20500  24700  24100  16600  23700  27000  17100  25000  24500 
2003  23500  26200  25700  26300  21200  24500  24300  17600  23400  27200  15800  25400  25200 
Source : Eurostat.  
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  Allemagne  Autriche  Belgique  Danemark  Espagne  Finlande  France  Grèce  Italie  Pays-Bas  Portugal  Royaume-
Uni 
Suède 
1990  14,1  15,3  14,2  15  16,9  13,2  15,2  15,1  15,9  15,9  16,2  14,9  13,8 
1991  13,4  14,9  13,8  14,7  16,9  12,9  14,9  15,2  15,6  15,4  16,3  14,5  13,6 
1992  12,8  14,4  13,5  14,3  16,9  12,8  14,6  15,1  15,4  14,9  16,4  14  13,2 
1993  12,3  13,9  13,2  13,9  16,8  12,6  14,3  15,1  15,1  14,5  16,3  13,5  12,9 
1994  11,8  13,3  13  13,7  16,7  12,4  14,1  15,1  14,7  14  16,2  13,1  12,6 
1995  11,4  12,8  12,8  13,5  16,5  12,4  13,8  15  14,2  13,4  16,1  12,8  12,4 
1996  11,2  12,5  12,7  13,2  16,3  12,4  13,7  15  13,7  12,9  15,9  12,6  12,3 
1997  11  12,2  12,5  12,8  16  12,4  13,5  14,9  13,3  12,5  15,7  12,3  12,1 
1998  11  12,1  12,3  12,4  15,7  12,5  13,3  14,7  12,8  12,2  15,4  12,2  11,9 
1999  11,1  12  12,2  12  15,3  12,7  13,1  14,6  12,4  12  15,1  12,1  11,7 
2000  11,1  11,9  12,1  11,7  14,8  12,8  13  14,5  11,9  11,9  14,7  12,1  11,6 
2001  11,3  11,9  12,1  11,3  14,3  12,7  13  14,3  11,5  11,8  14,3  12,2  11,5 
2002  11,4  12  12,1  11,1  13,7  12,6  13  13,8  11,1  11,9  13,8  12,4  11,6 
2003  11,5  12,1  12,1  11,1  13,2  12,5  13  13,3  10,8  11,9  13,4  12,6  11,7 
Source : Eurostat.  
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  Allemagne  Autriche  Belgique  Danemark  Espagne  Finlande  France  Grèce  Italie  Pays-Bas  Portugal  Royaume-
Uni 
Suède 
1990  85,3  65,8  96,4  84,8  75,4  61,4  74,1  58,8  66,7  60  46,7  86,3  83,1 
1991  85,5  65,8  96,5  84,8  75,5  61,4  74,3  58,8  66,7  60,4  47,5  87,2  83,1 
1992  85,8  65,8  96,5  84,8  75,6  61,4  74,4  58,9  66,8  60,8  48,2  87,8  83,1 
1993  86  65,8  96,6  84,9  75,7  61,4  74,6  59  66,8  61,1  48,9  88,3  83,1 
1994  86,3  65,8  96,7  84,9  75,8  61,4  74,7  59,1  66,9  61,4  49,7  88,7  83,1 
1995  86,5  65,8  96,8  84,9  75,9  61,4  74,9  59,2  66,9  61,8  50,4  89,1  83,2 
1996  86,7  65,8  96,8  84,9  76  61,3  75,1  59,4  66,9  62,3  50,4  89,5  83,2 
1997  86,9  65,8  96,9  84,9  76,1  61,3  75,2  59,6  67  62,8  50,4  89,9  83,2 
1998  87,1  65,8  96,9  85  76,2  61,2  75,4  59,8  67,1  63,3  50,4  90,3  83,2 
1999  87,3  65,8  97  85,1  76,3  61,2  75,5  59,9  67,1  63,8  50,4  90,7  83,2 
2000  87,5  65,8  97,1  85,1  76,3  61,1  75,7  60,1  67,2  64,3  50,3  91  83,3 
2001  87,7  65,8  97,1  85,2  76,4  61,1  75,9  60,1  67,2  64,8  51,3  91,3  83,3 
2002  87,9  65,8  97,2  85,3  76,5  61,1  76,1  60,2  67,3  65,3  52,3  91,5  83,3 
2003  88,1  65,8  97,2  85,4  76,5  61  76,3  60,3  67,3  65,8  53,3  91,8  83,3 
Source : Eurostat.    502
 
 




  Allemagne  Autriche  Belgique  Danemark  Espagne  Finlande  France  Grèce  Italie  Pays-Bas  Portugal  Royaume-
Uni 
Suède 
1990  45  57  62  54  81  78  52  90  83  22  73  53  64 
1991  44  55,6  60,4  54,2  80,2  78  51,2  89,8  82,4  21,2  72,2  51,4  64,6 
1992  43  54,2  58,8  54,4  79,4  78  50,4  89,6  81,8  20,4  71,4  49,8  65,2 
1993  42  52,8  57,2  54,6  78,6  78  49,6  89,4  81,2  19,6  70,6  48,2  65,8 
1994  41  51,4  55,6  54,8  77,8  78  48,8  89,2  80,6  18,8  69,8  46,6  66,4 
1995  40  50  54  55  77  78  48  89  80  18  69  45  67 
1996  38,2  48  52,6  53,4  76,6  76,6  46,4  88,6  79,2  17,4  68,4  43,6  67 
1997  36,4  46  51,2  51,8  76,2  75,2  44,8  88,2  78,4  16,8  67,8  42,2  67 
1998  34,6  44  49,8  50,2  75,8  73,8  43,2  87,8  77,6  16,2  67,2  40,8  67 
1999  32,8  42  48,4  48,6  75,4  72,4  41,6  87,4  76,8  15,6  66,6  39,4  67 
2000  31  40  47  47  75  71  40  87  76  15  66  38  67 
2001  30  39  45  45  74  69  39  87  75  15  66  37  66 
2002  29  37  44  44  74  68  38  86  75  14  65  36  66 
2003  28  36  42  42  73  67  37  85  74  14  64,5  35  65 
Source : Eurostat.  
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Coefficients de Gini 
 
 
  Allemagne  Autriche  Belgique  Danemark  Espagne  Finlande  France  Grèce  Italie  Pays-Bas  Portugal  Royaume-
Uni 
Suède 
1990  26  25  27  19  37  21  27  38  34  28  39  31  21 
1991  30  25  28  20  35  22  28  37  33  28  39  32  22 
1992  29  26  29  20  36  23  28  36  32  29  38  31  22 
1993  28  27  28  19  35  22  29  37  33  28  38  32  21 
1994  29  26  28  21  34  21  28  36  32  28  37  33  21 
1995  29  27  29  20  34  22  29  35  33  29  37  32  22 
1996  27  26  28  20  34  22  29  34  32  29  36  32  21 
1997  25  25  27  20  35  22  29  35  31  26  36  30  21 
1998  25  24  27  21  34  22  28  35  31  25  37  32  21 
1999  25  26  29  21  33  24  29  34  30  26  36  32  22 
2000  25  24  30  22  32  24  28  33  29  29  36  32  23 
2001  25  24  28  22  33  27  27  33  29  27  37  35  24 
2002  29  25  28  23  31  26  27  34  29  27  36  35  23 
2003  28  27  28  25  31  26  27  35  28  27  36  34  23 
Source : Eurostat.  
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  Allemagne  Autriche  Belgique  Danemark  Espagne  Finlande  France  Grèce  Italie  Pays-Bas  Portugal  Royaume-
Uni 
Suède 
1990  7  9,5  10  9  3  11  7,5  4  4  8  4  17  11 
1991  7,5  9,4  10  9  3  11  7,8  4  4  8,1  4  17  12 
1992  8  9,3  10  9  3  11  8  4  4  8,3  4  17  13 
1993  8,5  9,1  10  9  3  11  8,2  4  4  8,5  4  17  14 
1994  9  8,8  10  9  3  11  8,4  4  4  8,6  4  17  16 
1995  9,4  8,6  10  9  3  11  8,6  4  4  8,8  4  17  17 
1996  9,7  8,3  10  9  3  11  8,8  4  4  8,9  4  17  18 
1997  10  8  10  10  3  12  9  4  4  9  4  17  19 
1998  9  8  10  9  2  11  9  4  4  8  4  17  21 
1999  8  8  9  10  3  9  9  3  4  10  4  17  22 
2000  8  9  10  8  3  9  9  3  4  10  4  18  21 
2001  8  8  9  6  3  9  9  4  4  11  4  17  22 
2002  8  8  9  8  3  9  9  4  4  11  4  17  22 
2003  8  8  9  8  3  9  9  4  4  11  4  17  23 
Source : Eurostat.  
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  Allemagne  Autriche  Belgique  Danemark  Espagne  Finlande  France  Grèce  Italie  Pays-Bas  Portugal  Royaume-
Uni 
Suède 
1990  7,3  2  2,2  3  0,7  1,7  4,2  0,3  0,4  1,4  0,6  0,5  3,7 
1991  7,2  2,1  2,5  3,5  0,7  1,8  4,3  0,3  0,4  1,5  0,6  0,6  3,7 
1992  7,1  2,3  2,4  3,9  0,7  1,9  4,4  0,3  0,4  1,3  0,6  0,6  3,7 
1993  7  2,5  2,3  4,2  0,7  2  4,3  0,3  0,4  1,2  0,6  0,6  3,7 
1994  6,9  2,7  2,5  4,4  0,8  2,3  4,5  0,3  0,6  1,1  0,6  0,6  3,8 
1995  6,5  3,2  1,8  4,1  0,7  2,4  4,1  0,4  0,5  1,1  0,7  0,7  3,4 
1996  6,5  3,6  2,2  5,2  0,7  4,1  4  0,5  0,3  1,2  0,7  0,8  3 
1997  6,5  3,3  1,9  4,6  0,6  4  3,8  0,3  0,3  1,2  0,6  1  5 
1998  6,3  3,4  2  5,5  0,6  5,7  4,2  0,1  0,3  1,4  0,6  1,1  5,2 
1999  6,1  3,2  2,1  8,8  0,8  6  4,5  0,1  0,3  1,5  0,6  1,1  4,9 
2000  5,4  3,3  2,2  8,1  0,6  5,2  4,7  0,1  0,3  1,6  0,5  1,1  4,5 
2001  4,9  3,7  2  8,6  0,8  4,5  5  0,1  0,3  2  0,8  1,2  3,2 
2002  5  3,2  2,1  8,5  0,6  4  5  0,2  0,3  1,4  1,4  1,2  3,5 
2003  5  4  2,3  8,5  0,7  4,1  5  0,1  0,4  1,1  1  1,2  3,8 
Source : Eurostat.  
 
 
 