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Abstract: To assess the continuous performance of a wind turbine, accurate power curve modeling is essential. Various 
statistical methods have been used to fit power curves to performance measurements; these are broadly classified into 
parametric and nonparametric methods.  
In this paper, three advanced nonparametric approaches, namely: Gaussian Process; Random Forest; and Support vector 
machine are assessed for wind turbine power curve modeling. The modeled power curves are constructed using historical 
wind turbine SCADA data obtained from operational three bladed pitch regulated wind turbines. The modeled power curve 
fitting performance is compared using suitable performance error metrics so as to identify the most accurate approach. It is 
found that a power curve based on a Gaussian Process has the highest fitting accuracy, whereas the Support vector machine 
approach gives sufficiently accurate results, but within a restricted wind speed range. Power curves based on a Gaussian 
Process or Support vector machine provide smooth and continuous curves, whereas power curves based on the Random 
forest technique are neither smooth nor continuous. This paper highlights the strengths and weaknesses of the proposed 
nonparametric techniques for the purpose of constructing a robust fault detection algorithm for wind turbines based on 
power curves. 
 
Nomenclature  
CIs                       -  Confidence intervals 
COE                     - Cost Of Energy 
RF                        -   Random Forest 
GP                        - Gaussian Process 
SVM                    - Support Vector Machine 
SVR                     - Support Vector Regression 
SVC                     - Support Vector Classification 
K                          - The general covariance matrix ୗ୉                      - Squared exponential covariance function 
MAE                    - Mean absolute error 
MSE                    - Mean square error 
MAPE                 - Mean absolute percentage error 
RMSE                 - Root Mean Square Error ܴଶ                       - Coefficient of determination 
SCADA              - Supervisory control and data acquisition 
WTs                    - Wind Turbines 
 
 
1. Introduction 
Unexpected failures of wind turbine (WT) 
components, in particular, the rotor, gearbox, and generator, 
make operation and maintenance (O&M) more expensive and 
can add significantly to the overall Cost Of Energy (COE). 
)XUWKHUPRUHRIIVKRUHZLQGIDUP¶V2	0cost is higher due 
to transportation and logistics issues, and thus there is a 
pressing need to reduce the O&M cost by employing 
continuous condition monitoring and using predictive, and 
proactive maintenance strategies. Predictive maintenance can 
be useful in identifying failures at an early stage and 
preventing catastrophic damage. Bently and Hatch [1], define 
condition monitoring as the process of monitoring the 
condition of a machine through measurement of parameters 
such as vibration or temperature in such way that a significant 
change is indicative of a developing failure.  Such methods 
are well described in [2-3].  
Supervisory control and data acquisition (SCADA) 
based condition monitoring is considered to be financially 
savvy since the required information is accessible at no 
additional cost, see [4,5]. Reflecting this advantage, a number 
of SCADA based condition monitoring approaches have 
recently been proposed: vibration for rotor blades [6,7]; 
advanced signal processing for gearboxes [8,9] or bearings 
[10]; and for others, see [5,11]. Among the various proposed 
SCADA based models, the wind turbine power curve is 
widely used since it reflects the turbine behavior which is 
helpful for fault diagnosis and condition monitoring. 
Power production is the key consideration when 
assessing a potential site for wind farm development. The 
power output of a wind turbine is estimated from the power 
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curve and wind speed profile for the site in question, and also 
from the site air density as this affects the wind power 
generation. The predicted long-term gross annual mean 
power output at a target site is calculated with the help of a 
WT power curve. Moreover, power curve models can be 
useful in forecasting and capacity factor estimation purposes. 
Numerous techniques have been introduced in the past to 
model WT power curves and these techniques generally 
divided into parametric and nonparametric. Parametric 
models are generally based on mathematical models that are 
often constructed from a family of functions with a number 
of variables that are fitted to correspond to the particular wind 
turbine. Widely used parametric approaches are segmented 
linear models [12], polynomial regression [13], [14], and 
models based on probabilistic distributions such as four- or 
five parameter logistic distributions [15], [16].  In contrast to 
the parametric approach, nonparametric approaches do not 
enforce any pre-specified condition, and thus, the estimated 
power curve is as close as possible to the measured data 
subject to the smoothness of the fit. Because of this, 
nonparametric models are able to model power curve 
accurately over a wide range. Several studies have been 
conducted to develop an accurate power curve for 
performance evaluation and these methods include a copula 
power curve model [17], cubic spline interpolation [18], 
support vector machine [20], neural networks [21,22], and 
data-driven methods (e.g., Gaussian Process [19], Random 
Forest [23], and the k-nearest neighbor clustering [24]). A 
comprehensive review of the existing WT power curve 
monitoring techniques can be found in [16]. 
Gaussian Process models are used extensively in the 
literature [25,26] for a wide range of modelling applications; 
however, they have not much been used to explored issues 
related to wind turbines. Support vector machine (SVM) is 
another nonparametric method that has been introduced for 
wind turbine power curve modeling [27,28]. However, both 
methods suffer from a number of practical issues such the 
cubic inversion issue associated with larger data sets. Finally, 
the RF model is another nonparametric approach used to 
construct power curves. Unlike most of the nonparametric 
approaches, the RF does not need to be tuned or optimized, 
and it incorporates the prediction of several weak predictors 
[29]. As the name suggests, it is used to create a forest in some 
way and make it random while maintaining the direct 
relationship among the number of trees in the forest. Usually, 
a large number of trees indicates a more accurate result. It is 
worth noting that RF and decision tree techniques are not the 
same because with a RF random samples are used to obtain 
the root node and splitting the feature nodes, in contrast to 
decision trees [30]. These advanced nonparametric models 
are flexible and easy to implement, and computationally 
straightforward to implement. 
2. Scientific contribution  
 As has already been mentioned, power curve model accuracy 
varies with the techniques and the particular data set used, and 
hence there is no one technique that performs best in all cases 
of observations obtained from different wind turbines. It is 
therefore essential to investigate the performance of different 
nonparametric techniques for power curve modeling to 
evaluate which technique is more accurate for a given dataset. 
Advanced nonparametric models such as the GP, SVM and 
RF are gaining popularity because of their low computational 
cost and high accuracy. The direct comparison between these 
models can be useful in identifying the method that is more 
robust and computationally feasible. This paper aims to fill 
this gap.  
The paper presents the implementation of three 
advanced nonparametric algorithms (GP, SVM, and RF) for 
modeling of wind turbine power curves, and their accuracy 
has been compared using error performance metrics 
(RMSE,ܴଶ, MAE). Comparison of the methods is made to 
identify the best approach taking into account the 
computational cost and required processing power. The 
SCADA dataset obtained from modern pitch regulated wind 
turbines is used to train and validate the performance of the 
proposed nonparametric models. The outcomes should be 
useful in constructing power curve based fault detection 
algorithms, where accuracy is paramount, for the purpose of 
condition monitoring. A framework for modeling wind 
turbine power curves and its performance comparisons is 
presented in Figure 1 and described as follows. The SCADA 
data extracted from operational wind turbines which is then 
filtered and air density corrected. After this, datasets are 
divided into training and validation; training data points are 
used to train the models and validation data points are used to 
validate the performance of models. Performance Error 
metrics, residuals analysis and uncertainty analysis, are used 
to compare the performance of the models and based on this 
comparison, best approach for Wind Turbine power curve 
modeling is being suggested. 
 
 
Figure 1: A framework of the advanced nonparametric Wind 
Turbine Power Curve models for performance comparison 
3. Wind Turbine Power Curve Modeling  
The wind turbine power curve describes the nonlinear 
relationship between the WT power and hub height wind 
speed and is shown in Figure 2. Primarily it is used to capture 
the wind turbine performance. The electrical power output of 
the turbine is not only correlated with wind speed but also 
responds to turbulence intensity, wind direction, vertical and 
horizontal shear, atmospheric stability, drive train 
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temperature, yaw error and so on [31]. An accurate power 
curve is not only used to improve performance assessments 
but can play a significant role in identifying different wind 
turbine fault types. Usually, an individual WT has unique 
power curve depending to the operating conditions for which 
it has been designed (e.g., wind speed range) and actively 
used for continuous monitoring the performance of a wind 
turbine by differentiating between a normal and an abnormal 
state [31]. The WT power curve follows the sigmoid shape 
and any changes in its characteristic shape likely to indicate 
abnormal operation due to a fault. The wind speed between 
the cut-in and the cut-out speed ranges are considered 
significant because this operational region presents a 
significant opportunity to optimize the wind turbine power 
generation process. The theoretical power obtained from a 
wind turbine is given by, 
             ܲ ൌ  ?Ǥ ?ɏ୮O?ɉǡ ȾO?ଷ                                (1)  
ZKHUHȡLVDLUGHQVLW\O?݇݃ ݉ଷ ? O?, A is swept area (݉ଶ) , ܥ௣ is 
the power coefficient of the wind turbine and ݒ is the hub 
height wind speed O?݉ ݏ݁ܿ ? O?. The power coefficient is a 
function of tip speed ratio O?ߣO? and pitch angleO?ȾO?. In addition 
to these two parameters, the power output of a WT affected 
by flow conditions, in particular, terrain, wind shear, 
turbulence intensity and air density [31].   
 
Figure 2: Measured power curve of an industrial wind turbine 
 
Air Density Correction 
The IEC standard (61400-12-1) [32], recommend air 
density correction for accurate power curve measurement. 
The IEC standards suggest two approaches for air density 
correction based on whether the turbine is a pitch or stall 
regulated. In this paper, SCADA datasets are from a pitch-
regulated  and hence corrected wind speed ஼ܸ  is calculated 
using equations (2) and (3) as shown below, 
    ɏ ൌ  ?Ǥ ? ? ? O?ଶ଼଼Ǥଵହ୘ O? O?୆ଵ଴ଵଷǤଷO?                               (2) 
  and,  େ ൌ  ୑ O?஡ଵǤଶଶହO?I?I?                                                 (3) 
where ஼ܸ and ெܸ are the corrected and measured wind speed 
in m/sec and the corrected air density is calculated by 
equation (7) where B is atmospheric pressure in mbar, and T 
the temperature in Kelvin in which 10-minute average values 
obtained from SCADA data are used. The corrected wind 
speed ( ஼ܸ  ) from equation (3) is then used to calculate the 
power curve, normally by binning. The air density ߩ is related 
to temperature by the gas law ɏ ൌ ୮O?ୖǤ୘O? ; where p is absolute 
atmospheric pressure,    the gas constant and   is the 
environmental temperature in Kelvin. The air density 
computed by using the gas law where air pressure and 
temperature measured from sonic anemometer at hub height. 
It is worth to note that because of the significant impact of 
temperature on air density, air density correction is 
sometimes referred to as temperature correction.  
4. SCADA data source and pre-processing  
Original Supervisory Control and Data Acquisition 
(SCADA) based condition monitoring is a cost-effective 
approach which gathers the information provided by sensors 
without any extra cost. The wind turbine SCADA system has 
more than 120 parameters such as the power output, hub 
height wind speed, ambient pressure, wind direction, 
vibrations, digital control signals and ambient temperatures; 
comes with minimum, maximum, average and standard 
deviation values. These SCADA dataset essential in 
identifying early warning of failures and improving the 
performance of WTs. Despite such advantageous; unexpected 
sensor malfunction makes SCADA datasets erroneous and if 
such error allowed then affect the model accuracy. Therefore, 
it is necessary to filter the SCADA data in order to minimize 
these errors before doing further analysis. The steps described 
in [33] for example; timestamp mismatches, negative power 
values, out of range values, abnormal wind speed, and turbine 
power curtailment considered to remove confusing data. 
However, it should be noted that despite these adopted 
methodologies, SCADA data is not entirely free from error 
but minimize its impact significantly.  Figure 3 is filtered, and 
air density corrected WT power curve. 
  
Figure 3: Preprocessed and air density corrected power 
curve 
To analyze the performance of WTs, the SCADA data of 2.3 
MW Siemens collected at a wind farm located in Scotland, 
UK has been used. SCADA contains 13,250 data point that 
EHJLQQLQJ ZLWK WLPH VWDPS µµ  $0¶¶ DQG
ending at time VWDPSµµ30¶¶DQGLVVDPSOHG
at 10-minute average. These measured data points became 
3960 data points after pre-processing (Table 1) and will be 
used for power curve modeling based on advanced  
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nonparametric approaches in upcoming sections. In total, 
13,250 SCADA data points were collected from 1st October 
2012 to 31st December 2012 which are divided using 10 - fold 
cross validation into training and validation datasets with a 
ratio of 70% and 30%. The training datasets would be used to 
train the models while validation datasets would be used to 
assess the performance of the models. 
5. Wind Turbine Power Curve modelling  
In this section, the algorithmic procedure of the 
proposed advanced nonparametric power curve modelling 
approaches is explained in detail. The three advanced 
nonparametric models, namely; Gaussian Process (GP), 
Support vector machine (SVM), and Random Forest (RF) 
were used to construct the power curve of a WT. Out of these 
three approach, GP and SVM are powerful kernel-based 
methods while RF technique is based on a regression tree. 
research papers submitted to the IET Research Journals 
should conform to the IET Research Journals Length Policy 
[2]. The length guidelines include the abstract, references and 
appendices but do not include figure captions, equations, or 
table content. 
5.1 Power Curve model based on GP 
Gaussian Process (GP) model is a nonparametric, 
nonlinear approach for accurate function approximation in 
high-dimensional space. GP models are very flexible, and its 
brief explanation can be found in [34]. Here, a brief 
description of GP for WTs power curve provided. GP models 
entirely specified by its mean function and covariance 
functions,    
 O?O? 
൫ɊO?O?ǡ O?ǡ N?O?൯                                                    (4) 
where the mean function ɊO?O? and the covariance function O?ǡ N?O? are defined by, 
            ɊO?O?ൌ ȁO?O?ȁ                                                        (5)  
      O?ǡ N?O?ൌ K?൫O?O?െ ɊO?O?൯൫O?N?O?െ ɊO?N?O?൯                       (6) 
The GP models accuracy depends on its covariance function 
or kernels (a positive-definite function) and is describes the 
similarity between two points. The mean function ɊO?O?for 
the simplicity often taken as zero because preferable to center 
observed output to have a zero mean although it can be 
arbitrarily selected. The covariance function is the heart of 
GP model and generally divided into stationary and 
nonstationary functions and are explained briefly in [34]. The 
most widely used covariance function is squared exponential 
function is a stationary function and would be used in this 
paper as it is more suitable in expressing the nonlinear 
relationship of wind speed and power output of a wind turbine 
and is mathematically expressed as,       
       ୗ୉O?ǡ N?O?ൌ ɐ୤ଶ ൬െ ൫୶ି୶N?൯I?ଶ୪I? ൰                              (7) 
The squared exponential covariance function O?ୗ୉O? is a 
stationary covariance that calculates the covariance between 
any two points and is a function of Euclidean distance. The 
wind turbines SCADA datasets come with noise and 
measurement error which eventually will affect the GP model 
accuracy. Hence it is advisable to add a noise term added 
along with covariance function to minimize the impact of 
these errors and equation (7) further modified to, 
 ୗ୉O?ǡ N?O?ൌ ɐ୤ଶ ൬െ ൫୶ି୶N?൯I?ଶ୪I? ൰ ൅ ɐ୬ଶɁO?ǡ ԢO?                 (8) 
where ɐ୤ଶ  and   are defined as the hyper-parameters. ɐ୤ଶ 
describe the signal variance and  is a characteristic length 
scale which signifies how quickly the covariance decreases 
with the distance between points.   
To estimate the power curve of a WT for given 
SCADA datasets involves finding the most appropriate 
parameters and it is generally achieved by maximum log 
marginal likelihood or posterior estimation. Let us assume 
that we have a training set E? of   observations, E? ൌO?୧ǡ ୧O?୧ୀଵ୬ . where  an input vector of D and y is a scalar 
output. The whole input datasets is represented by a E? ൈ  
matrix since we have   cases of   and with target values 
collected in a vector  , can be written as E? ൌO?ǡ O?. 
Therefore, the function O?୧O? used to transform the input 
vector ୧ to the targeted value ୧ using,  
                           ୧ ൌ O?୧O?൅ Ԗ୧                                        (9) 
where Ԗ୧ is Gaussian noise with zero mean and variance ɐ୬ଶ  
such that Ԗ୧ ൌ O? ǡ ɐ୬ଶO?. The targeted value   is a linear 
combination of Gaussian variables and hence is itself 
Gaussian [35]. To gather the information about an uncertain 
parameter, prior distribution used which can be either 
uninformative or informative. The obtain prior with 
probability distributions of new data points used to calculate 
the posterior distribution. The prior on  becomes: 
               ȁȁ ൌ ȁ ൅Ԗȁ ൌ  ?                                             (10) 
             ȁȁ ൌ ȁǤ ȁ ൅ ɐ୬ଶ                                       (11) 
The given training dataset O?ǡ O? used to train the GP model 
in order to make an estimation of the targeted variable , for 
given new input כ. The distribution of with new input can be 
mathematically expressed as: 
 
Table 1 SCADA data description 
Start timestamp End timestamp Measured 
data 
Filtered data Training data Validation data 
10/2012 00:00 AM 31/12/2012 23:50 PM 13250 3960 2500 1460 
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        O?כO?  ? ൬ ?ǡ ൤O?ǡ O?൅ ɐ୬ଶ O?ǡ כO?O?כǡ O? O?כǡ כO?൨൰                         (12) 
 O?ǡ כO?ൌ O?O?כǡ ଵO?O?כǡ ଶO?O?כǡ ଷO?ǥ ǥ ǥ O?כǡ ୬O?O?୘  is WKHFRYDULDQFH¶VEHWZHHQWHVWDQGWUDLQLQJGDWDSRLQWVLQWKH
form of column vector and denoted by ככ and, O?כǡ כO? is 
the auto covariance function of the testing data points. It 
should be noted that the noise variance ɐ୬ଶ  has been added to 
the diagonal of covariance of Ɋ in order to get the covariance 
for . The estimated output as per joint Gaussian distribution 
is given by, 
         כ ൌ כ୘O? ൅ ɐ୬ଶO?ିଵ                                            (13) 
      ܸܽݎO?݂כO?ൌ ݇O?ݔכǡ ݔכO?െ ்݇כ O?ܭ ൅ ߪ௡ଶܫO?ିଵ݇ככ                    (14) 
The obtained mean כ and variance O?כO?  are the estimated 
values and its associated variance respectively. It should be 
noted that the calculated mean כ is the continuous merger of 
the output  while posterior variance O?כO? is a function of כ , hence it will be inversely proportional to the distance 
between test and training data points.  Using the SCADA data 
of Table 1 power curve is estimated (in MATLAB) using the 
equations (13) and (14) and is shown in Figure 4. The figure 
4 suggest that GP power curve is smooth and continuous and, 
able to estimate measured power curve accurately.  
 
Figure 4: Gaussian Process power curve 
It is worth noting, the posterior computation in Gaussian 
Process regression is a trivial matter but suffers from two 
issues. The first is that computation mean and variance of 
equation (13) and (14) requires a matrix inversion and thus 
has asymptotic complexity called cubic inversion O?O?ଷ 
where  is the number of data points. The computational cost 
increases rapidly with  that it becomes challenging to fit GP 
models. The last issue is that  if  becomes large,  then the 
computation of the  ൈ  matrix becomes problematic and 
leads to GP model inaccuracy. These two limitation makes 
GP less attractive.  However, techniques based on state-space 
[36,37] proposed to solve this issue but these methods require 
high processing power. Hence striking the balance between 
the data points is the key for constructing an effective GP 
algorithm for the purpose of fault detection. 
       5.2 Power Curve model based on SVM 
The Support vector machine (SVM) is a 
nonparametric, machine learning technique which follows the 
principle of structural risk minimization and widely used in 
solving a problem related to classification (called support 
vector classification) and regression (called support vector 
regression). SVM based on statistical learning theory and Ref. 
[38,39] provide a detailed explanation of SVM. A so-called 
dual support vector regression (SVR) algorithm used 
where the inner product of predictors replaced by its 
corresponding element from the Gram matrix to build a 
power curve model. The Gram matrix is an n-by-n matrix 
which contains elements; ݃௜௝ ൌ ܩ൫ݔ௜ ǡ ݔ௝൯ ,where ݔ௜ ǡ ݔ௝   are 
the training SCADA data points. Using nonnegative 
multipliers, the lagrangian function of the primal function 
constructed. This Lagrange dual formulation complements 
the nonlinear system and hence taken into this study. A 
nonlinear SVR calculates the optimal function f (x) in the 
transformed predictor space where the SVR search for the 
coefficient that minimizes the Lagrangian function using the 
dual formula [38], O?ȽO?ൌ  ?Ǥ ? ?  ? O?Ƚ୧ െ Ƚ୧כO?൫Ƚ୨ െ Ƚ୨כ൯୒୨ୀଵ୒୧ୀଵ 
൫୧ǡ ୨൯ ൅ɂ  ? O?Ƚ୧ ൅ Ƚ୧כO?୒୧ୀଵ െ  ? ୧O?Ƚ୧ െ Ƚ୧כO?୒୧ୀଵ                                (15) 
Under the following constraints: 
            
 ? O?ߙ௡ െ ߙ௡כ O?ே௡ୀଵ ൌ  ? ;                  
            ׊݊ ׷  ? ൑ ߙ௡ ൑ ܥ ; 
            ׊ ׷  ? ൑ Ƚ୬כ ൑ . 
The function ݂O?ݔO? used to construct the SVR model for WT 
power curve and mathematically written as, 
    O?O?ൌ  ? O?Ƚ୬ െ Ƚ୬כ O?୒୬ୀଵ 
O?୬ǡ O?൅                    (16) 
This specific SVR called ߝ - SVR due to its scarcity 
UHSUHVHQWDWLRQFDSDELOLW\>@7KHİ-insensitive loss function 
is used to build the objective function of the ߝ- SVR.  
The Karush-Kuhn-Tucker (KKT) conditions play an 
important role in dealing with constrained optimization and 
using KKT conditions, [38] of the quadratic programming in 
which only a certain number of the coefficients O?ߙ௡ െ ߙ௡כ O? 
will assume nonzero values. The datasets with nonzero 
coefficients, having approximation errors equal to or larger 
than ߝ, are referred to as support vectors. Other samples are 
deemed to be ߝ ±insensitive are not support vectors and play 
no role in the model. Generally, the larger ߝ , the fewer the 
number of support vectors and the sparser the representation 
of the solutions. The KKT complementarity conditions are 
optimization constraints required to obtain optimal solutions 
and for nonlinear SVM regression these conditions are: ׊ ׷  Ƚ୬൫ɂ ൅ Ɍ୬ െ ୬ ൅ O?୬O?൯ ൌ  ?  ; ׊ ׷  Ƚ୬൫ɂ ൅ Ɍ୬כ ൅ ୬ െ O?୬O?൯ ൌ  ? ; ׊ ׷  Ɍ୬O? െ Ƚ୬O?ൌ  ? ; 
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׊ ׷  Ɍ୬כ O? െ Ƚ୬כ O?ൌ  ? ; 
The trade-off between the model complexity (flatness) and 
the degree to which larger deviations tolerated in the 
optimization formulation is indicated 
by, [38], whereas controls the width of the  ߝ  -insensitive 
zone and affects the number of support vectors. 
 The Gaussian kernel is also popularly known by 
radial basis function (RBF) kernel because it makes 
computation faster and involves computations in higher 
dimensional space. In this research, the Gaussian kernel is 
used model SVR based power curve and mathematically 
expressed as, 
    ݇O?ݔǡ ݔN?O?ൌ ݁ݔ݌O?െߛԡݔ െ ݔN?ԡଶO?                         (17) 
where ߛ is the kernel scale for given points ݔ and ݔN?.   
The training and validation SCADA dataset of Table 1 were 
used to train and test the SVR power curve model, and the 
result is shown in Figure 5. The SVR based power curve is 
continuous and accurately predicts the measured power curve. 
However, at above-rated wind speed, the SVR power curve 
accuracy deteriorates because of the limited number of data 
points in that wind speed region. This is because the accuracy 
of the SVR model depends critically upon the quantity and 
quality of the data. Furthermore, the SVR model suffers from 
the cubic inversion issue like GP models (see section 5.1). In 
short, the main drawback was in the lack of control of the 
number of data points used by the SVR algorithm, leading to 
a heavy computational load in the case of a large number of 
training data points. 
     
         Figure 5: Support Vector Regression based power curve 
5.2 Power Curve model based on RF 
The Random Forest (RF) is a nonparametric, 
ensemble learning approach that uses a large number of 
individual, unpruned decision trees and merges together to 
get a more accurate and stable estimation. The systematic and 
detailed explanation of RF can be found in [23,30]. Here, a 
brief description of RF would be provided. The RF is a 
collection of collection of Classification and Regression 
Trees (CARTs) in which CART splits the input space 
recursively, according to a predefined split criterion, to small 
rectangular regions and then fits a simple model, commonly 
a constant value, in each one of them, and this can be 
demonstrated by tree diagram, see Figure 6. 
,Q5)HQVHPEOHOHDUQLQJDSSURDFKDJURXSRIµZHDN
OHDUQHUV¶XVHGWRJHWKHUWRIRUPDµVWURQJOHDUQHU¶WRLPSURYH
the performance. RF uses decision tree in which each tree is 
constructed from a bootstrap sample from the original dataset 
with an objective to increase diversity between members of 
the ensemble by restricting classifiers to work on different 
random subsets of the full feature space [42]. In the RF 
approach, ݇  bootstrap sampled randomly and then a 
regression tree fit on each sample. After that, average values 
of ݇ regression tree are taken in order to make an estimation. 
 
Figure 6: Example tree diagram from classification and 
regression tree (CART) analysis, [41] 
In this paper, RF algorithm as per [43], used to estimate 
power curve of a WT where bootstrap samples are generated 
similar to bagging algorithm. The bootstrap aggregation 
produces non-correlated trees through different training 
samples which gives immunity to noise. But, instead of using 
all training data to fit the tree, only random predictor variables 
are used at each split. Splitting the decision improve the RF 
accuracy such that the reduction in the residual sum of 
squares is maximized [44]. Here, SCADA datasets divided 
into a training and validation datasets (Table 1) at the first 
node, all variables and values are considered and after the 
split, further variable and splitting condition is selected and 
this repeated again. While doing this, same variable can be 
selected consecutively and hence this splitting technique 
called recursive binary splitting.  To find the optimal values , 
randomly selected predictor (݇௧௥) can vary. It should be noted 
that RF tried to search for the best split among the ݇௧௥ 
selected features and this selection is uniform. The randomly 
selected predictor (݇௧௥) is same for all prediction trees and it 
is recommended to be the square root or one third of the 
features number ݇ as:  ݇௧௥ ൌ  ?݇   or,  ݇௧௥ ൌ ௞ଷ. After that RF 
algorithm is similar to the CART where by minimizing the 
cost function, best split is obtained and repeat the procedure 
until full development of all trees. RF models are very good 
at capturing the nonlinear relationship between features and 
the target and in minimizing the overfitting issue. The out-of-
bag error (OOBE) and the measure of variable importance 
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(VI) are the two main important properties of RF models, see 
[23]. The spatial 10-minute average training SCADA datasets 
(Table 1) are used to estimate the power curve based on RF 
and is shown in Figure 7. Figure 7 suggest that the RF based 
power curve is accurately following measured power curve 
variance but neither it is continuous or smooth. It is worth to 
note that, the RF power curve is predictive model, not a 
descriptive model and hence it does not give description of 
the relationship among the predictors. Moreover, confusing 
data makes RF inaccurate and confusing, hence it is desirable 
to select appropriate and error free predictors that affect the 
target variable. 
 
Figure 7: Random Forest based power curve  
6. Performance comparison  
The advanced nonparametric models discussed in 
Section 5 are used for comparative analysis in order to find 
out which of the proposed advanced nonparametric models is 
appropriate to represent power curves accurately and what are 
advantageous and disadvantageous of proposed advanced 
nonparametric models. The residual analysis, performance 
error metrics are used for comparative studies of proposed 
models. The advanced nonparametric models result presented 
in Section 5 were compared in Figure 8 together with the 
measured power curve. The GP based power curve is 
relatively more accurate and have continuous and smooth 
fitting which closely following the expected variance at all 
wind speed range while RF based power curve is neither 
continuous nor smooth because it is built on CART theory 
[23,30] but closely matching the measured power curve. The 
performance of power curve based on SVM deteriorates after 
rated wind speed because of the unavailability of reasonable 
numbers of SCADA data points as shown in Figure 8. Figure 
9 shows the estimated power values in the time series of 
proposed advanced nonparametric models. 
 
Figure 8: Comparative analysis of nonparametric models 
Figure 9:  Comparative analysis of nonparametric models in 
terms of time series 
 6.1 Using Performance error metrics 
The Random Forest (RF) There are several statistical 
performance metrics that can be used to measure performance 
of the estimated power curves such as the root-mean-squared 
error (RMSE), normalized mean absolute percentage error 
(NMAPE), symmetric mean absolute percentage error 
(sMAPE), the mean absolute error (MAE), and the coefficient 
of determination (R2), [47]. In this paper, we use three 
goodness-of-fit indicators, namely the mean absolute error 
(MAE), the root mean squared error (RMSE), and coefficient 
of determination O?ܴଶO? to evaluate the goodness-of-fit 
statistics of the advanced nonparametric power curve models 
which are mathematically expressed as, 
                   ൌ   ? ୟୠୱ൫ଡ଼I?N?ିଡ଼I?൯I?I?I?I? ୬                            (19) 
                  ൌ  ට ? ൫ଡ଼I?N?ିଡ଼I?൯I?I?I?I?I?୬                           (20) 
                     ଶ ൌ  ? െୗୗ୉୘ୗୗ                                              (21) 
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where ܺN?  are the predicated values for ݊  different 
predictions, and ܺ are the measured values. SSE is the sum of 
squared errors and TSS, is the total sum of squares.   
The RMSE is the square root of the mean of the 
squared difference between the measured and predicted 
values of power. The MAE is the mean of the absolute values 
of the differences between the measured and predicted values 
of power. The coefficient of determination (ܴଶ), describes 
how close the data are to the fitted nonparametric models and 
is calculated as the square of the correlation between 
estimated output and measured values using equation (21). 
The RMSE, MAE and ܴଶ values of the discussed algorithms 
have been tabulated in table 2 (see appendix). The lower 
values of RMSE or MAE suggest better estimation of power 
curve while a higher value of R2 indicates a better 
coincidence of observed and estimated results. Based on these 
three performance metrics, GP algorithm rank 1 and gives the 
most accurate power curve while RF based power curve ranks 
3 and relatively gives inaccurate power curve. 
6.1 Using models Residuals Analysis 
                  The GP, RF, and SVM models are data-driven, 
nonlinear techniques whose residual distribution needs to be 
analyzed. Residuals is the difference between measured value 
and estimated values and can be useful in identifying the 
deviation between the data and the regression model which 
widely used to measure the variability in the response 
variable. The frequency distribution of the calculated 
residuals of advanced nonparametric models is shown in 
Figure 10 together with a fitted Gaussian distribution and 
found that distribution of GP residuals is close to Gaussian as 
compare to other nonparametric models. 
 
Figure 10: Comparative studies of histogram fitting of 
nonparametric models 
6.1 Using models Uncertainty 
The Random Forest Wind turbine power curve vastly 
used by wind industries to identify the failures that cause the 
turbine to underperform and do preventive maintenance in 
order to prevent downtime and catastrophic stage. 
Uncertainty analysis is significant for constructing robust 
fault detection algorithm based on WT power curve. The GP 
estimate confidence intervals (CIs) along with the mean 
function which makes uncertainty analysis is simple and 
straightforward. The GP CIs is calculated by the standard 
deviation of the variance of the estimated function (equation 
14) using equation (18), 
                           ൌ כ േ  ?ඥO?כO?                             (18) 
The equation (18) conclude that GP CIs is the pointwise mean 
plus and minus two times the standard deviation for given 
input data points and it corresponds to 95% confidence region 
which defines the significance level of 0.05 for the calculated 
prior and posterior respectively. The േ of the CIs used to 
represent the upper and lower confidence interval of the GP 
model respectively. The data points lie outside these CIs 
likely to suggest turbine underperformance and hence vital 
for fault detection algorithms based on the GP model. 
However, in the case of RF and SVM models, uncertainty 
analysis is complicated due to the extra mathematical 
challenges associated with it. Some authors proposed 
techniques to calculate the confidence intervals for Random 
Forest [45] and SVM [46] models but that requires high 
power processing, and computational cost and consequently 
makes the O&M cost higher. 
7. Conclusions 
          The performance of WT can be described by power 
curve, and therefore, accurate modeling of the power curve is 
HVVHQWLDO IRU DVVHVVPHQW DQG PRQLWRULQJ RI WKH WXUELQH¶V
performance, energy warranty formulations, power 
forecasting, as well as sizing the storage capacity for wind 
power integration. The advanced nonparametric models (GP, 
SVM, and RF) for estimating WT power curves based on 
SCADA datasets obtained from operational WTs are 
presented in this paper. GP and SVM are kernel methods 
while RF is a regression tree method inspired by CART 
principle. The Computational results have demonstrated that 
the GP has highest fitting accuracy, and able to reflect the 
dynamic properties of a power curve whose distribution 
function is close to the Gaussian distribution. Furthermore, 
the accuracy of each method is evaluated by the performance 
error metrics (RMSE, MAE and ܴଶ) and based on that GP 
model ranks 1(see Table 2). The accuracy of SVM model 
suffers at above rated wind speed because of unavailability of 
a reasonable number of SCADA data points while with same 
SCADA data points, GP perform better across all wind speed 
range (including above rated wind speed). The uncertainty 
analysis in GP model is done by confidence intervals which 
is simple and straightforward which makes fault detection GP 
algorithm robust and free from further complex mathematical 
calculations unlike RF and SVM methods where the 
uncertainty analysis leads to extra mathematical 
computations and cost. This makes both RF and SVM are less 
attractive for WT condition monitoring activities from 
economic as well as technical point of view.  
The future work is to use these proposed model to 
construct WT fault detection algorithms and find out which 
model is effective in identifying failures without any false 
positives. 
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APPENDIX  
 
 
 
Table 2 Evolution of nonparametric models using performance metrics  
MODELS RMSE E?G? MAE RANK 
GP 62.690 0.990 39.806 1 
SVM             65.086 0.989 46.226 2 
RF 65.444 0.989 42.568 3 
