For a graph G, let f (G) denote the maximum number of edges in a bipartite subgraph of G. For an integer m ≥ 1 and for a set H of graphs, let f (m, H) denote the minimum possible cardinality of f (G), as G ranges over all graphs on m edges that contain no member of H as a subgraph. In particular, for a given graph H, we simply write f for some positive constant c(r) and all m. For any fixed integer s ≥ 2, we also study the function f (m, H) for H = {K 2,s , C 5 } and H = {C 4 , C 5 , . . . , C r−1 }, both of which improve the results of Alon et al.
Introduction
All graphs considered here are finite, undirected and have no loops and no parallel edges, unless otherwise specified. All logarithms in this paper are with the natural base e. For a graph G, let f (G) denote the maximum number of edges in a cut of G, that is, the maximum number of edges in a bipartite subgraph of G. For an integer m, let f (m) denote the minimum value of f (G), as G ranges over all graphs with m edges. Thus, f (m) is the largest integer f such that any graph with m edges contains a bipartite subgraph with at least f edges.
It is easy to show that f (m) ≥ m/2 by considering a random bipartition of a graph with m edges. Edwards [10, 11] proved that for every m f (m) ≥ m 2 + 1 4 2m 1) and noticed that this is tight when m = k 2 for odd integers k. For more information on f (m) and some related topics, we refer the reader to [1, 3, 5, 6, 8, 14, 15, 16, 21, 26, 27, 28] . For survey articles, see [7, 23] .
Suppose that H is a set of graphs. Let f (m, H) denote the minimum possible cardinality of f (G), as G ranges over all graphs on m edges that contain no member of H. In particular, for a given graph H, we simply write f (m, H) for f (m, H) when H = {H}. It is noted (see, e.g., [2] ) that for every fixed graph H there exist positive constants = (H) and c = c(H) such that f (m, H) ≥ m/2 + cm 1/2+ for all m. However, the problem of estimating the error term more precisely is not easy, even for relatively simple graphs H. For example, let r ≥ 4 be an integer and let H be the cycle C r−1 . The case r = 4 has been studied extensively. After a series of papers by various researchers [12, 22, 24] , Alon [1] proved that f (m, C 3 ) = m/2 + Θ(m 4/5 ) for all m. For general r ≥ 4, Alon et al. [4] proposed the following conjecture. for all m. This is tight, up to the value of c(r), for all r ≥ 4.
The authors confirmed (1.2) for all odd r > 4. In this paper, we consider the conjecture for every even integer r > 4 and establish the following theorem. for all m.
Alon et al. [4] also studied the function f (m, H) when H is the complete bipartite graph K 2,s . It is proved that, for every s ≥ 2, there is a positive constant c(s) such that
for all m, and this is tight up to the value of c(s). Now, we consider the function f (m, H) for H = {K 2,s , C 5 }, which improves the above lower bound as follows.
Theorem 1.3. For each s ≥ 2, let G be a {K 2,s , C 5 }-free graph with m edges. Then there exists a positive constant c(s) such that
for all m.
Moreover, Alon et al. [2] considered the function f (m, H) for H = {C 3 , . . . , C r−1 }, and proved that
for all m. In the following, we allow the occurence of triangles and get a stronger result. Theorem 1.4. Let r > 4 be a fixed even integer and H r = {C 4 , . . . , C r−1 }. Then there exists a positive constant c(r) such that
2 Maximum cuts of C 2k+1 -free graphs
In this section, we give a proof of Theorem 1.2. The goal is to prove that the chromatic number of a C 2k+1 -free graph is relatively small, since graphs with small chromatic number must have large bipartite subgraphs.
For a graph G, let χ(G) and α(G) denote the chromatic number and independence number of G, respectively. We need the following lemma, whose easy proof can be found in [1] (see also [2, 12, 21] ).
Lemma 2.1. Let G be a graph with m edges and chromatic number at most χ. Then
To find an upper bound on the chromatic number of a C 2k+1 -free graph, we require a lemma of Jensen and Toft [17] (see also [18] ), which is a general lemma on monotone properties. Note that a graph property is called monotone if it holds for all subgraphs of a graph which has this property, i.e., is preserved under deletion of edges and vertices. 
In order to bound χ(G) by Lemma 2.2, we need bound α(G) of a C 2k+1 -free graph G in terms of |V (G)|. The following well-known Turán's lower bound (see, e.g., [25] ) and another two lemmas from [19] and [20] will be used to bound α(G). Lemma 2.3 (Turán's Lower Bound). Let G be a graph on n vertices with average degree at most d. Then
Lemma 2.4 (Li et al. [19] ). Let G be a graph on n vertices with average degree at most d.
If the average degree of the subgraph induced by the neighborhood of any vertex is at most a, then
where
Lemma 2.5 (Li and Zang [20] ). For a fixed integer k ≥ 2, let G be a C 2k+1 -free graph with degree sequence
Next, we shall also use the following upper bound, proved by Erdős and Gallai [13] , on the maximum number of edges in P t -free graphs, where P t stands for a simple path with t vertices.
Lemma 2.6 (Erdős and Gallai [13] ). Let G be a P t+1 -free graph with n vertices. Then G contains at most (t − 1)n/2 edges.
Finally, we give a simple inequality, which is used frequently in our proofs of the following several theorems. We omit the proof details.
Lemma 2.7. For any real number x > 0, we have
and that the function g(x) = log x/x is monotonically increasing over the interval (0, e] and decreasing over the interval (e, ∞).
Having finished all the necessary preparations, we are ready to give lower bounds of the independence number of a C 2k+1 -free graph.
Theorem 2.8. For any fixed integer k ≥ 2, let G = (V, E) be a C 2k+1 -free graph on n vertices with average degree at most d. Then
Proof. First, we prove that
This together with Lemma 2.3 implies that
Case 2. d > e 2 (2k − 1). It follows from inequality (2.1) that 2k − 1 ≥ 1 + log(2k − 1). This together with d > e 2 (2k − 1) yields that
which gives that
Since G is C 2k+1 -free, the subgraph induced by the neighborhood of any vertex of G is P 2k -free. By Lemma 2.6, the average degree of any P 2k -free graph is at most 2(k − 1). It follows from Lemma 2.4 and inequality (2.2) that
as desired. Now, we show that
If |S| ≥ 2n/5, then, by Lemma 2.5, we have
Suppose that |S| < 2n/5. Consider the graph H induced by V \S. Clearly, the number of vertices contained in H is at least 3n/5, and the average degree d(H) of H is at most (n log k n) 1/(k+1) . If d(H) ≤ e, then the desired result follows immediately from Lemma 2.3. Otherwise, by the preceding result, we obtain
where the last inequality holds because the function g(x) = log x/x is monotonically decreasing over the interval [e, (n log k n) 1/(k+1) ] by Lemma 2.7. This completes the proof of Theorem 2.8.
With the help of Lemma 2.2 and Theorem 2.8, we establish the following theorem, which plays a key role in our proof of Theorem 1.2. The approach we take is an extension of that by Poljak and Tuza [22] . Theorem 2.9. For any fixed integer k ≥ 2, let G be a C 2k+1 -free graph with m > 1 edges. Then
Proof. Let G be a C 2k+1 -free graph on n vertices with m > 1 edges. If G is bipartite, then χ(G) = 2 and the claim follows. Suppose that χ(G) ≥ 3. Without loss of generality, we may assume that G is vertex-critical. Note that each vertex-critical graph has minimal degree at least χ(G) − 1. It follows that the minimal degree of G is at least 2. Thus, we have m ≥ n. Now, we end the proof by showing the following series of claims.
This is trivial for n < e 2 as χ(G) ≤ n < e 2 , hence we may assume that n ≥ e 2 . For x ≥ e 2 , define the functions
Clearly, γ(x) ≥ 1/2 for x ≥ e 2 , and γ(x), ψ(x) are positive continuous and nondecreasing. By Theorem 2.8, we have α(G) ≥ ψ(n). Thus, Lemma 2.2 gives that
This completes the proof of Claim 1.
For convenience, we define
Otherwise, assume that n ≤ n * . By Lemma 2.7, we know the function g(x) = x/ log x is monotonically increasing over the interval (e, ∞) and log x ≥ e log log x for each x > 1. Note that m > 1 (which implies n ≥ 3 > e). It follows from Claim 1 that
Thus, we get the desired result and complete the proof of Claim 2.
Now, we construct a graph sequence G = {G i } i≥0 according to the following procedure, which we will call the G algorithm. Set i = 0, G 0 = G and n 0 = |V (G 0 )|. Repeat the following steps until n i ≤ n * .
• Choose S i to be a maximum independent set of G i .
•
Let +1 be the length of the resulting sequence G. By the G algorithm, we immediately have n ≤ n * and that G can be colored by at most χ(G ) + colors. Clearly, we may assume that G is vertex-critical. Thus, by Claim 1, for n ≥ 3, we have
Note that χ(G ) clearly satisfies the above inequality for n ≤ 2. In the following, we aim to bound the value of .
Firstly, we give a lower bound of |S i |. Let t = n n * . It follows from Claim 2 that t ≥ 2. Let I = {0, 1, . . . , − 1} and J = {2, 3, . . . , t}. Note that n i > n * ≥ n/t for each i ∈ I by the G algorithm and the definition of t. Let v 1 , . . . , v n0 be a labelling of the vertices of G 0 such that S i = {v p : n i+1 < p ≤ n i } for each i ∈ I. Denote S the union of S i for all i ∈ I. Thus, for each j ∈ J, we can define
and I j = i ∈ I : n i > n j .
Note that S\S −1 ⊆ ∪ j∈J V j ⊆ S and I 2 ⊆ I 3 ⊆ . . . ⊆ I t . Therefore, for each x ∈ V j , there exists an i ∈ I j such that x ∈ S i . In addition, we have
Let d i denote the average degree of G i for each i ∈ I. Clearly, for each i ∈ I j , we
Recall that the function g(x) = log x/x is decreasing over the interval (e, ∞). By Theorem 2.8, we have
Otherwise, d i ≤ e. It follows from Lemma 2.3 that
, which together with the fact that x ≥ log x implies the required result as well. This completes the proof of Claim 3.
Then, for each x ∈ S i and i ∈ I, define w(x) = |S i | −1 . Therefore, for each x ∈ S i and i ∈ I j , it follows from Claim 3 that
By the definition of w(x) and the above inequality, we immediately have
The last inequality follows from (2.4) and the fact j ≥ 2.
Finally, we give the following upper bound of .
By the definition of n * , we have
It follows that max{m/n, n/n * } > m 1 2(k+2) , and then max log m n , log n n * >
Suppose that n/n * < m/n. Note that t − 1 < n/n * by the definition of t. Then, we delete the first term of the denominator of (2.5) and obtain
where the last inequality follows from (2.6) and (2.7); as desired. Otherwise, n/n * ≥ m/n. Recall that t − 1 < n/n * ≤ t. It follows that
Deleting the second term of the denominator in (2.5), we have
Again, the last inequality follows from (2.6) and (2.7). This completes the proof of Claim 4.
Now, it follows from (2.3) and Claim 4 that
Thus, we get the desired result and complete the proof of Theorem 2.9.
We are now in a position to establish Theorem 1.2.
Proof of Theorem 1.2. Let r > 4 be a fixed integer and let G be a C r−1 -free graph with m edges. The desired result follows immediately for m = 1. Suppose that m > 1. Set r − 1 = 2k + 1 and c(r) = 1/(8r 3 ). By Theorem 2.9, we have
This together with Lemma 2.1 yields that
Thus, we complete the proof of Theorem 1.2.
Maximum cuts of H-free graphs
In this section, we obtain lower bounds on the size of the maximum cuts of H-free graphs. Let G = (V, E) be a graph. For a subset U ⊂ V , denote E(U ) the set of edges of G spanned by U . We need the following simple lemma from [1, 4, 8] .
Lemma 3.1. Let G = (V, E) be a graph with m edges. Suppose that U ⊂ V and let G be the induced subgraph of G on U . If G has m edges, then
Next, we need another result from [4] , which provides a very useful lower bound on the size of a maximum cut in an H-free graph for a certain class of graphs H. 
A graph is r-degenerate if every one of its subgraphs contains a vertex of degree at most r. We need the following easy and well-known fact. See, e.g., [1, 2, 4] for a proof. Lemma 3.3. Let H be an r-degenerate graph on h vertices. Then there is an ordering v 1 , . . . , v h of the vertices of H such that for every 1 ≤ i ≤ h the vertex v i has at most r neighbours v j with j < i.
Finally, we shall also use the following lower bound in extremal set theory, proved by Corrádi [9] , on the size of a set Q from which we can draw N subsets of size at least q such that any two of them share at most λ elements.
Lemma 3.4 (Corrádi [9] ). Let Q 1 , . . . , Q N be N sets with |Q i | ≥ q for each i = 1, . . . , N , and let Q be their union. If
Having finished all the necessary preparations, we are ready to give proofs of Theorems 1.3 and 1.4. Our proofs combine combinatorial and probabilistic techniques, including extensions of ideas that appear in [1, 2, 4] .
Proof of Theorem 1.3. For each s ≥ 2, let G = (V, E) be a {K 2,s , C 5 }-free graph on n vertices with m edges. Define = 4sm 2/7 . The proof proceeds by considering two possible cases depending on the existence of dense subgraphs in G. 
Now, we check the condition of Lemma 3.2. For each v ∈ V , let N (v) be the neighborhood of v in G and N d (v) be any subset of cardinality d of N (v) .
where δ = δ( ) is a constant, as required.
Case 2. There exists a subset Q of q vertices of G such that the induced subgraph G[Q] has minimum degree at least . Now, we prove that Q contains a subset Q such that the induced subgraph G[Q ] spans at least q /4 edges and is 3t-colorable for t = 4sq/ 2 . For fixed x ∈ Q, denote by S(x) the set of vertices in Q which are at distance exactly 2 from x and denote by s x the size of S(x). We bound s x by Lemma 3.4.
For each x ∈ Q, let N Q (x) be the neighborhood of
By Lemma 3.4, we obtain
This completes the proof of Claim 5.
Let T be a random subset of Q obtained by picking uniformly at random, with repetitions, t vertices of Q. Let Q be the set of all vertices x in Q such that S(x) ∩ T = ∅ and let G[Q ] be the induced subgraph of G on Q . By the definition of Q , for each x ∈ Q, we have
where the second inequality follows from Claim 5, and the last inequality holds by noting that t ≥ 4sq/ 2 . Thus, for each edge xy ∈ E(Q), we obtain
By linearity of expectation, and noting that |E(Q)| ≥ q /2, we have
Hence, there exists a set T of at most t vertices so that the corresponding graph G[Q ] has at least q /4 edges. Thus, we complete the proof of Claim 6.
Fix such sets T and Q , let G = G[Q ] and T = {u 1 , . . . , u t }, where 1 ≤ t ≤ t. Now we show G is 3t-colorable. Define a coloring c of G in t colors by coloring each vertex x ∈ Q with the smallest index of a vertex from T which belongs to S(x). For each 1 ≤ i ≤ t , let H i be the subgraph of G induced by the vertices of Q with color i.
For each u i ∈ T and v ∈ N (u i ), let H v i be the subgraph induced by the neighbors of v with color i in G . By the above definition and the fact that G is C 5 -free, we have the following properties: Note that H i is induced by the union of V (H v i ) over all v ∈ N (u i ). This together with the above three properties implies that H i is P 4 -free, i.e., 3-colorable. Thus, we complete the proof of Claim 7.
By the definition of c and Claim 7, we conclude that G is 3t-colorable. According to Lemma 2.1, it follows that
The second inequality follows from Claim 6, and the third inequality holds because q ≥ s x ≥ 2 /(2s) by Claim 5. The above inequality together with Lemma 3.1 gives that
Therefore, the desired result follows immediately from Cases 1 and 2 by setting c(s) = min{ Proof of Theorem 1.4. Let G be an H r -free graph on n vertices with m edges. Define = 2m 2/(r+1) and proceed as before, by considering two possible cases.
Case 1. G contains no subgraph with minimum degree at least 2 . In this case, we proceed as in the previous proof. Similarly, the induced subgraph of G on any set of common neighbors of a vertex can span only a linear number of edges, as it contains no copy of C 4 . Thus, we can apply, again, Lemma 3.2 and conclude, as in the proof of Theorem 1.3, that
where δ = δ( ) is also a constant, as needed.
Case 2. There exists a subset Q of q vertices of G such that the induced subgraph G[Q] has minimum degree at least 2 . Here, too, we prove that there exists Q ⊂ Q such that the induced subgraph G[Q ] spans at least q /2 edges and is 2t-colorable for t = q/ k . Let r = 2k + 2. Denote by S k (x) the set of vertices in Q which are at distance exactly k from x and denote by s x the size of S k (x). Since the minimal degree of G[Q] is at least 2 and G[Q] contains no cycle of length from 4 to 2k + 1, it can easily be seen that
Let T be a random subset of Q obtained by picking, with repetitions, t vertices of Q, each chosen randomly with uniform probability. This together with the fact s x ≥ 2 k yields that the probability that S k (x) ∩ T is empty is at most An argument similar to the one used in the proof of Claim 6, the details of which we omit, shows that there exists a set T of at most t vertices so that the corresponding graph G[Q ] has at least q /2 edges. Fix such sets T and Q . Now, we define a coloring c of G and the induced subgraphs H i of G for 1 ≤ i ≤ |T | as in the proof of Theorem 1.3. The second inequality follows from the fact |E(Q )| ≥ q /2, and the third inequality holds because q ≥ s x ≥ 2 k . Taking Lemma 3.1 into consideration, we obtain 
