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Abstract
In this article one will develop a so-called hyperboloidal foliation method, which is an en-
ergy method based on a foliation of space-time into hyperboloidal hypersurfaces. This method
permits to treat the wave equations and the Klein-Gordon equations in the same framework
so that one can apply it to the coupled systems of wave and Klein-Gordon equations. As
an application, one will establish the global-in-time existence of small amplitude solution to
the coupled wave and Klei-Gordon equations with quadratic nonlinearity in four space-time
dimensions under certain conditions. Compared with those introduced by S. Katayama, the
conditions imposed in this article permit to include some important nonlinear terms. All of
these suggests that this method may be a more natural way of regarding the wave operator.
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1 Introduction
One will consider Cauchy problems associated to a class of coupled nonlinear wave and Klein-
Gordon equations. The following is a prototype:
(1.1)

u = N(∂u, ∂u) +Q1(∂u, ∂v) +Q2(∂v, ∂v),
v + v = Q3(∂u, ∂u) +Q4(∂u, ∂v) +Q5(∂v, ∂v),
u(B + 1, x) = εu0, v(B + 1, x) = εv0,
∂tu(B + 1, x) = εu1, ∂tv(B + 1, x) = εv1.
Here ui and vi are regular functions supported on disc |x| ≤ B. N(·, ·) is a standard null quadratic
form and Qi(·, ·) are arbitrary quadratic forms.
The method introduced in this article is a type of commuting vector field approach. With this
techniques s. Klainerman has firstly established the global-in-time existence of regular solution to
nonlinear wave equations with null condition. (see [4] details). The idea of this method also works
when dealing with the nonlinear Klein-Gordon equations with quadratic nonlinearity (see [5] for
details). But when one attempts to try this idea on coupled system of wave and Klein-Gordon
equations, one will face some difficulties. The main difficulty is that, one of the conformal Killing
vector field of the wave equation, the scaling vector field S := t∂t+ r∂r is not a conformal Killing
vector field of Klein-Gordon equation, so that S can not be used any longer. One may call this
“the difficulty of S”.
In [3], S. Katayama has established the global-in-time existence of regular solution to (1.1).
To overcome “the difficulty of S”, Katayama has used an other version of Sobolev type estimate
for replacing the classical Klainerman-Sobolev inequality, and an technical L∞ − L∞ estimates.
The main result of this article (see section 3) will improve part of the result of [3]. The method
is not a generalization of the techniques introduced in [3] but a new type of energy method based on
a foliation of space-time into hyperboloidal hypersurfaces. As far as the author is concerned, this
foliation first appears in [2], where L. Ho¨rmander has developed an “alternative energy method”
for dealing the global existence of quasilinear Klein-Gordon equation. His observation is as follows.
Consider the following Cauchy problem associated to the linear Klein-Gordon equation in Rn+1
(1.2)
{
u+ a2u = f,
u(B + 1, x) = u0, ut(B + 1, x) = u1,
where u0, u1 are regular functions supported on {(B + 1, x) : |x| ≤ B} and f is also a regular
function supported on
Λ′ := {(t, x) : |x| ≤ t− 1},
with a,B > 0 two fixed positive constants. By the Huygens’ principle, the regular solution of (1.2)
is supported in
Λ′ ∩ {t ≥ B + 1}.
One denotes by:
HT := {(t, x) : t2 − x2 = T 2, t > 0}
and
GB+1 = Λ
′ ∩ {(t, x) :
√
t2 − x2 ≥ B + 1},
one can develop a hyperboloidal foliation of GB+1, which is
G2B = HT × [B + 1, ∞).
Then, taking ∂tu as multiplier, the standard procedure of energy estimate leads one to the following
energy inequality
Em(T, u)
1/2 ≤ Em(B + 1, u)1/2 +
∫ T
B+1
ds
(∫
HT
f2
)1/2
,
2
where
Em(T, u) :=
∫
HT
3∑
i=1
(
(xi/t)∂tu+ ∂iu
)2
+ ((T/t)∂tu)
2 + (a/2)u2 dx.
Then, Ho¨rmander has developed a Sobolev type estimate, see the lemma 7.6.1 of [2]. Combined
with the energy estimate, he has managed to establish the decay estimate:
sup
HT
tn/2|u| ≤
∑
|I|≤m0
Em(HT , Z
Iu)1/2 ≤ Em(HB+1, ZIu)1/2 +
∫ T
B+1
ds
(∫
Hs
ZIf2
)1/2
,
where m0 is the smallest integer bigger the n/2.
But in the proof of [2], it seems that the only used term of the energy Em(HT , u) is the last
term u2. The first two terms seem to be omitted, at least when doing decay estimates. The new
observation in this article is that the first two terms of the energy can also be used for estimating
some important derivatives of the solution. This leads one to the possibility of applying this
method on the case where a = 0, which is the wave equation, so that the wave equations and
the Klein-Gordon equations can be treated in the same framework. This is the key of dealing the
coupled wave and Klein-Gordon equations, and one may call it hyperboloidal foliation method.
Here is the structure of this article. In section 2, one will introduce the basic theory of
hyperboloidal foliation method including the energy estimates, the estimates on commutators and
the decay estimates. For the convenience of proof, a new frame, the so-called “one frame” will be
introduced to replace the classical “null frame”. The main result will be stated in section 3. In
this article one will not cite any technical result. All tools used will be established in section 2.
2 Preliminaries
2.1 Notation
First, one makes the following important conventions of index. The Latin index a, b, c denote one
of the positive integers 1, 2, 3. The Greek index α, β, γ denote one of the integers 0, 1, 2, 3. The
Einstein’s summation will be used. But to avoid possible confusion, the dummy index will be
printed in red.
One denotes by HT the hyperboloid {(t, x) : t2 − |x|2 = T 2, t > 0} with its hyperbolic radius
equals to T . Λ′ denotes the cone {(t, x) : |x| ≤ t − 1}. One denotes by GTB+1 the region {(t, x) :
B + 1 ≤ t2 − x2 ≤ T 2}. Notice that in the region Λ′ ∩ {|x| ≤ t/2}, t ≤ 2
√
3
3 T .
One introduces the following vector fields:
Ha := x
a∂t + t∂a,
∂a := t
−1Ha =
(
xa/t
)
∂t + ∂a.
One sets Z a family of vector fields consists of Zα, where
Zα := ∂α,
and
Z3+a := Ha.
One notices that for any Z, Z ′ ∈ Z ,
(2.1) [Z,Z ′] ∈ Z ,
which means Z forms a Lie algebra. For a general multi-index I, denote by ZI a |I| − th order
derivatives
ZI := ZI1 · · ·ZI|I| .
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2.2 Energy estimates
One considers the following differential system:
(2.2)
{
wi +G
jαβ
i ∂αβwj +Di
2wi = Fi,
wi|HB+1 = wi0, ∂twi|HB+1 = wi1.
Here Gjαβi and Fi are regular functions supported in Λ
′. wi0, wi1 are regular functions supported
on HB+1 ∩ Λ′. To guarantee the hyperbolicity, one supposes that
(2.3) Gjαβi = G
iαβ
j , G
jαβ
i = G
jβα
i .
Di are constants. Di = 0 with 1 ≤ i ≤ j0 and Di > σ > 0 when j0 + 1 ≤ i ≤ j0 + k0 =: n0.
One introduces the following “standard” energy on hyperboloid HT :
(2.4)
Em(T, wi) :=
∫
HT
(
|∂twi|2 +
∑
a
|∂awi|2 + (2xa/t)∂twi∂awi + 2(Diu)2
)
dx,
=
∫
HT
2(Diwi)
2 +
∑
a
|∂awi|2 +
(
(T/t)∂twi
)2
dx,
=
∫
HT
2(Diwi)
2 +
∑
a
(
(T/t)∂awi
)2
+
∑
a
(
(r/t)∂awi + ω
a∂twi
)2
dx.
And the “curved” energy associated to the principal part of (2.2):
(2.5) EG(s, wi) := Em(s, wi) + 2
∫
Hs
(
∂twi∂βwjG
jαβ
i
) · (1,−xa/t)dx− ∫
Hs
(
∂αwi∂βwjG
jαβ
i
)
dx,
here the second term on the right-hand-side is the Euclidian inner product of the vector(
∂twi∂βwjG
jαβ
i
)
α
and the vector (1,−xa/t).
Remark 2.1. From the structure of the strand energy on hyperboloid, one sees that the L2 norm
of ∂aw and (T/s)∂αw are controlled directly. These are (relatively) good derivatives. In general
they enjoy better decay than ∂αw. Notice that∑
a
ωa
(
(r/t)∂a + ω
a∂t
)
w = t−1Sw.
So the derivative t−1S is also good. But in this article it will not be used.
Then in general the following result holds:
Lemma 2.2 (Energy estimates). Let {wi} be regular solution of (2.2). If the following estimates
hold:
(2.6)
∑
i
Em(s, wi) ≤ 3
∑
i
EG(s, wi),
(2.7)
∣∣∣∣ ∫
Hs
s
t
(
∂αG
jαβ
i ∂twi∂βwj −
1
2
∂tG
jαβ
i ∂αwi∂βwj
)
dx
∣∣∣∣ ≤M(s)Em(s, wi)1/2,
(2.8)
(∫
Hs
∣∣Fi∣∣2dx)1/2ds ≤ Li(s).
Then the following energy estimate hold:(∑
i
Em(s, wi)
)1/2
≤
(∑
i
Em(B + 1, wi)
)1/2
+
√
3
∫ s
B+1
∑
i
Li(τ) +
√
n0M(τ)dτ.
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Remark 2.3. In general the initial data is imposed on a plan rather than on a hyperboloid. But
in Appendix A one will see that Em(B+1, wi) is controlled by the H
1(R3) norm of the initial data
given on {B + 1} × R3.
Proof. Under the assumptions (2.3), taking ∂twi as multiplier, the standard energy estimate pro-
cedure gives∑
i
(
1
2
∂t
∑
α
(
∂αwi
)2
+
∑
a
∂a
(
∂awi∂twi
)
+ ∂α
(
Gjαβi ∂twi∂βwj
)− 1
2
∂t
(
Gjαβi ∂αwi∂βwj
))
=
∑
i
∂twiFi +
∑
i
(
∂αG
jαβ
i ∂twi∂βwj −
1
2
∂tG
jαβ
i ∂αwi∂βwj
)
.
Then integrate in the region GsB+1 and use the Stokes formulae,
1
2
∑
i
(
EG(s, wi)− EG(B + 1, wi)
)
=
∫
Gs
B+1
∂twiFidx+
∑
i
∫
Gs
B+1
∂αG
jαβ
i ∂twi∂βwj −
1
2
∂tG
jαβ
i ∂αwi∂βwj dx,
=
∫ s
B+1
(τ/t)dτ
∫
Hτ
∂twiFidx+
∑
i
∫ s
B+1
(τ/t)dτ
∫
Hτ
∂αG
jαβ
i ∂twi∂βwj −
1
2
∂tG
jαβ
i ∂αwi∂βwj dx,
which leads to
d
ds
∑
i
EG(s, wi) = 2
∑
i
∫
Hs
(s/t)∂αG
jαβ
i ∂twi∂βwj − (s/2t)∂tGjαβi ∂αwi∂βwj dx
+ 2
∫
Hs
(s/t)∂twiFidx.
So one gets (∑
i
EG(s, wi)
)1/2
d
ds
(∑
i
EG(s, wi)
)1/2
≤
∑
i
(∫
Hs
∣∣Fi∣∣2dx)1/2Em(s, wi)1/2 +M(s)∑
i
Em(s, wi)
1/2
≤
√
3
(∑
i
∫
Hs
∣∣Fi∣∣2dx)1/2(∑
i
EG(s, wi)
)1/2
+
√
3M(s)
∑
i
EG(s, wi)
1/2
≤
√
3
∑
i
Li(s)
(∑
i
EG(s, wi)
)1/2
+
√
3n0M(s)
(∑
i
EG(s, wi)
)1/2
which leads to
d
ds
(∑
i
EG(s, wi)
)1/2
≤
√
3
∑
i
Li(s) +
√
3n0M(s)
By integrating on the interval [B + 1, s], the lemma is proved.
2.3 Commutators
In this subsection one will establish the very important results of commutators. Firstly, because
Zα are Killing vector fields of , the following commutative relations hold:
[∂α, ] = 0, [Ha, ] = 0.
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The commutative relations between Ha and ∂b are
(2.9) Ha∂b = ∂bHa − x
b
t
∂a.
The commutative relations between ∂β and Ha are:
(2.10)
Ha∂b = ∂bHa − δab ∂t,
Ha∂t = ∂tHa − ∂a.
The commutative relations between Hj and (T/t)∂α are
(2.11)
Ha
(
T
t
∂tu
)
= −T
t
(
∂au+
xa
t
∂tu
)
+
T
t
∂t(Hau),
Ha
(
T
t
∂bu
)
= −T
t
(
δab ∂tu+
xa
t
∂bu
)
+
T
t
∂t(Hau).
The commutative relations between ∂α and ∂a are:
(2.12)
∂b∂a = ∂a∂b + δ
a
b t
−1∂t,
∂t∂a = ∂a∂t − t−1x
a
t
∂t.
The commutative relations between ∂α and (T/t)∂a are:
(2.13)
∂t
(
(T/t)∂α
)
= (T/t)∂α∂t − t−1(T/t)∂α,
∂a
(
(T/t)∂α
)
= (T/t)∂α∂a −
(
xa/T 2
)
(T/t)∂α.
One also needs the following commutative relations between Ha and ∂α∂β :
(2.14)
Ha∂b∂c = ∂b∂cHa − δba∂t∂c − δca∂t∂b,
Ha∂t∂b = ∂t∂bHa − ∂t∂b − δba∂tt,
Ha∂tt = ∂ttHa − 2∂tt.
In general, one has the following estimates:
Lemma 2.4. For any regular function u supported in Λ′, the following estimates hold
(2.15)
∣∣ZI((T/t)∂αu)∣∣ ≤ ∣∣(T/t)∂αZIu∣∣+ C(n, |I|) ∑
β,|J|<|I|
∣∣(T/t)∂βZJu∣∣,
∣∣(T/t)ZI∂αu∣∣ ≤ ∣∣(T/t)∂αZIu∣∣+ C(n, |I|) ∑
β,|J|<|I|
∣∣(T/t)∂βZJu∣∣,
(2.16)
∣∣ZI∂au∣∣ ≤ ∣∣∂aZIu∣∣+ C(n, |I|) ∑
b,|J|<|I|
∣∣∂bZJu∣∣+ C(n, |I|) ∑
β,|J|<|I|
∣∣(T/t)∂βZJu∣∣.
(2.17)
∣∣ZI∂αβu∣∣ ≤ ∣∣∂αβZIu∣∣+ C(n, |I|) ∑
γ,γ′
|J|<|I|
∣∣∂γγ′ZJu∣∣.
(2.18)
∣∣[ZI , ∂a∂β ]u∣∣+ ∣∣[ZI , ∂α∂b]u∣∣ ≤ C(n, I) ∑
a,β
|J|≤|I|−1
∣∣∂a∂βZJu∣∣+C(n, |I|)t−1 ∑
α,β
|J≤|I|−1
|∂αβZJu|
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Proof. To prove (2.15), one needs the following identities:
(2.19)
Hb
(
xa/t
)
= −(xa/t)(xb/t)+ δab ,
∂t
(
xa/t
)
= −t−1(xa/t),
∂b
(
xa/t
)
= t−1δab ,
Hb
(
t−1
)
= −t−1(xb/t),
∂t
(
t−1
)
= −t−1t−1.
Notice that in the cone Λ′, xa/t and t−1 are bounded functions. Now one claims that:
(2.20)
ZI(T/t)∂au = (T/t)∂aZ
Iu+A(I, a)α
(
T/t
)
∂αZ
Ju+B(I, a)αa
(
xa/t
)
∂αZ
Ju
+
∑
m≤|J|
C(I, a)αmt
−m(T/t)∂αZJu,
where A(I, a)α, B(I, a)αa and C(I, a)
α
m are constants depending on I, a, α,m. When |I| = 1, by
(2.11) and (2.13),
Zi(T/t)∂au = A(i, a)
α
(
T/t
)
∂αu+B(i, a)
α
a
(
xa/t
)
∂αu+ C(i, a)
α
1 t
−1(T/t)∂αu,
where i = 0, 1, · · · 7. Suppose that (2.20) holds for all multi-index |I ′| ≤ N , Then for any multi-
index |I| = N + 1,
ZI(T/t)∂au
= ZI1ZI
′
(T/t)∂au
= ZI1
(
(T/t)∂aZ
Iu+A(I, a)α
(
T/t
)
∂αZ
Ju+B(I, a)αa
(
xa/t
)
∂αZ
Ju
)
+ ZI1
( ∑
m≤|J|
C(I, a)αmt
−m(T/t)∂αZJu),
here I1 represents the first component of I. Then by (2.19), One concludes that (2.20) holds for
any |I| ≤ N + 1. Then by induction on concludes that the first estimate in (2.15) holds.
The rest part of the lemma is proved in the same way. One omits the details.
2.4 Frames and Null conditions
In this part one will introduce a so-called “one frame”, denoted by {∂α}. This one frame will take
the place of the classical “null frame”. Define
∂0 := ∂t, ∂a := ∂a.
The transition matrix between one frame and the natural frame is
∂α = Φ
β
α∂β
where
Φ :=

1 0 0 0
x1/t 1 0 0
x2/t 0 1 0
x3/t 0 0 1
 .
Its inverse is
Ψ :=

1 0 0 0
−x1/t 1 0 0
−x2/t 0 1 0
−x3/t 0 0 1
 ,
so that
∂α = Ψ
β
α∂β .
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Remark 2.5. One notices that compared with the classical null frame, the norm of the only “bad”
direction ∂0 is 1, while the only “bad” direction L in the null frame is a null vector. That is the
reason why one calls it “one-frame”. The advantage of this one frame, compared with the classical
null frame is that the components of the transition matrix are always regular in the cone Λ′.
One may write a two tensor T under one frame or under the natural frame:
T = Tαβ∂α∂β = T
αβ∂α∂β ,
where Tαβ represent its components under one frame. In general one has the following estimates:
Lemma 2.6. For general two tensor T, in the region Λ′∣∣ZITαβ∣∣ ≤ ∑
α′,β′
|I′|≤|I|
∣∣ZI′Tα′β′∣∣
Proof. One notices that in Λ′,
∣∣∂αΦγβ∣∣ ≤ 1. The proof is just a calculation.
Any two-order differential operator Tαβ∂α∂β , can also be written under this one-frame.
(2.21) Tαβ∂α∂βu = T
αβ∂α∂βu− Tαβ
(
∂αΦ
β′
β
)
∂β′u.
Especially for the wave operator, one has the following expression:
u = mαβ∂α∂βu−mαβ
(
∂αΦ
β′
β
)
∂β′u,
Simple calculation gives m00 = T 2/t2, so one gets the following important identity:
(2.22) (T/t)2∂0∂0u = u−m0a∂0∂au−ma0∂a∂0u−mab∂abu+mαβ
(
∂αΦ
β′
β
)
∂β′u,
here m0a = xa/t, mab = δba and ∣∣∂αΦβ′β ∣∣ ≤ Ct, in Λ′.
So one concludes by the following lemma
Lemma 2.7. Let u be a regular function supported in Λ′. Then
(T/t)2
∣∣∂0∂0u∣∣ ≤ ∣∣u∣∣+ 2∑
a,β
∣∣∂a∂βu∣∣+ Ct−1∑
β
∣∣∂βu∣∣.
Proof. This is a direct result of (2.22) and (2.12),
Now a version of the classical null conditions will be introduced. A quadratic form Tαβξαξβ is
said to satisfy the null conditions if for any ξ ∈ R4 such that
ξ0ξ0 −
∑
a
ξaξa = 0,
then
Tαβξαξβ = 0.
Similarly, a cubic form Aαβγξαξβξγ is said to verify the null conditions if
Aαβγξαξβξγ = 0.
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Lemma 2.8. Suppose that Tαβξαξβ is a quadratic form which satisfies the null conditions. If∣∣Tαβ∣∣ ≤ K, then for any multi-index, the following estimate holds in the cone Λ′:∣∣ZIT 00∣∣ ≤ CK(T/t)2.
Similarly, if a cubic form Aαβγξαξβξγ who verifies the null conditions and
∣∣Aαβγ∣∣ ≤ K, then in
the cone Λ′, ∣∣ZIA000∣∣ ≤ CK(T/t)2.
Proof. One defines ωa = ω
a := xa/|x| and ω0 = −ω0 := −1.1 Then
ω0ω0 −
∑
a
ωaωa = 0.
Let χ(·) be a C∞ function defined on (0,+∞), χ(x) = 0 when x ≤ 1/3 and χ(x) = 1 when
x ≥ 1/2. Now consider the component T 00,
T 00 = TαβΨ0αΨ
0
β
= TαβΨ0αΨ
0
β − χ(r/t)Tαβωαωβ
= Tαβ
(
Ψ0αΨ
0
β − χ(r/t)ωαωβ
)
.
Taking into account the fact that when r ≥ t/3, ZJωa ≤ C and Ha(r/t) = ωa(T/t)2. One has,
when r ≥ t/2,
ZIT 00 = ZI
(
−
∑
a
T a0ωa
r − t
t
+
∑
a,b
T abωaωb
r2 − t2
t2
)
≤ CK(T 2/t2).
When r ≤ t/2, by simple calculation, one has:∣∣ZIT 00∣∣ ≤ CK.
But because in Λ′ ∩ {r ≤ t/2}, t2 ≤ 2
√
3
3 T
2, one concludes that∣∣ZIT 00∣∣ ≤ CK(T/t)2.
The proof of the result on cubic forms is similar. One omits the details.
2.5 Decay estimates
To turn the L2 type energy estimates into the L∞ type estimates, one needs the following Sobolev
inequality, which is introduced as lemma 7.6.1 of [2].
Lemma 2.9 (Sobolev-type estimate on hyperboloid). Let p(n) be the smallest integer > n/2. Any
C∞ function defined on R1+n satisfies
(2.23) sup
HT
tn|u(t, x)|2 ≤ C(n)
∑
I≤|p(n)|
||ZIu||2L2(HT )
where C(n) > 0 is a constant depending only on dimension n.
Combine this Lemma with the lemma of commutators 2.4, one gets the following results
1Arising the index by Minkowski metric.
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Lemma 2.10. Let u be a regular function supported in Λ′. Then the following estimates holds
sup
HT
∣∣t(n−2)/2T−1∂αu∣∣2 ≤ ∑
|I|≤p(n)
Em(T, Z
Iu),
sup
HT
∣∣tn/2∂au∣∣2 ≤ ∑
|I|≤p(n)
Em(T, Z
Iu),
sup
HT
∣∣Diu∣∣2 ≤ ∑
|I|≤p(n)
Em(T, Z
Iu).
Proof. One recalls the equation (2.4). Then it is a trivial result by lemma 2.4.
Now let us consider the homogeneous linear wave equation
w = 0, w|HB+1 = w0, ∂tw|HB+1 = w1.
where wi are regular functions supported on HB+1 ∩ Λ′. By energy estimate lemma 2.2, the
associated energy Em(s, Z
Iw) is conserved. Then by estimates of commutators 2.4 and the sobolev
lemma 2.9, one gets ∣∣∂aw∣∣ ≤ C(n)t−n/2, ∣∣∂αw∣∣ ≤ C(n)t−n/2+1T−1.
This is exactly the classical result. But one notices that neither the explicit expression of the
solution nor the scaling vector field S = r∂r + t∂t is used.
Now one will turn to the energy and decay estimates of the some “good” second-order deriva-
tives, which are the derivatives such as ∂a∂αu. As we will see, these derivatives have better decay
than that of ∂αu or even ∂au. In general one has
Lemma 2.11. Let u be a regular function supported in the region Λ′. The following estimates
hold:
sup
HT
∣∣tn/2T∂a∂αu∣∣2 + sup
HT
∣∣tn/2T∂α∂au∣∣2 ≤ C(n) ∑
|I|≤p(n)+1
Em(T, Z
Iu),
∫
HT
∣∣T∂a∂αu∣∣2dx+ ∫
HT
∣∣T∂α∂au∣∣2dx ≤ C ∑
|I|≤1
Em(T, Z
Iu).
Proof. Notice that
∂a = ∂a = t
−1Ha,
one gets
|∂a∂αu| ≤ t−1|Ha∂u|.
Then by lemma (2.10) one gets the first estimate. The second is a trivial result of the expression
(2.4).
Remark 2.12. The energy estimates and decay estimates of ∂0∂0u will consult the wave equation
it-self. Roughly saying, by lemma 2.7. From here one can see that for wave equation, all the
second-order derivatives do enjoy better decay compared with the gradient of the solution.
At the end of this section, one gives the decay and energy estimates of the solution it-self.
Lemma 2.13. Let u be a regular function supported in the cone Λ′. Then for any multi-index
|I| ≥ 1,
(2.24)
∫
Hs
∣∣t−1ZIu∣∣2dx ≤ C ∑
|J|≤|I|−1
Em(s, Z
Ju).
For any multi-index J , if
∑
|I|≤|J|+p(n)Em(s, Z
Iu)1/2 ≤ C′T ε for an ε ≥ 0, then
(2.25)
∣∣ZJu∣∣ ≤ CC′t−n/2T 1+ε.
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Proof. (2.24) is proved as follows. When the operator ZI contains one factor ∂α, by lemma 2.4
and (2.10), ∫
Hs
∣∣(s/t)ZIu∣∣2dx ≤ C ∑
|J|≤|I|−1
Em(s, Z
Ju).
When all of the factor of ZI are Ha, notice that t
−1Ha = ∂a, by (2.4)∫
Hs
∣∣t−1ZIu∣∣2dx = ∫
Hs
∣∣∂aZI′u∣∣2dx ≤ C ∑
|J|≤|I|−1
Em(s, Z
Ju).
When
∑
|I|≤|J|+p(n)Em(s, Z
Iu)1/2 is bounded by C′T ε, by lemma 2.10, in the cone Λ′,
|∂ru| ≤ C(n)t−(n−1−ε)/2(t− r)−(1−ε)/2.
then the proof of (2.25) is a integration along the radical direction.
3 Main result
One will consider the Cauchy problem associated to the following coupled wave and Klein-Gordon
equations with quadratic nonlinearity:
(3.1)
{
wi +G
jαβ
i (w, ∂w)∂αβwj +D
2
iwi = Fi(w, ∂w),
wi(B + 1, x) = εwi0, wi(B + 1, x) = εwi1.
Here 1 ≤ i ≤ n0. Di are constants. Di = 0 for 1 ≤ i ≤ j0 and Di > 0 for j0 + 1 ≤ i ≤ n0.
For the convenience of proof, one makes the following conventions of index. The Latin index
i, j, k, l denote one of the integer 1, 2, 3, · · · , n0. the Latin index with a circumflex accent on it
such as iˆ, jˆ, kˆ, lˆ denote one of the integer 1, 2, 3, ·, j0. The Latin index with a hacek on it such as
iˇ, jˇ, kˇ, lˇ denote one of the integer j0 + 1, j0 + 2, · · · , n0.
Gjαβi (·, ·) and Fi(·, ·) are regular functions such that:
Gjαβi (w, ∂w) = A
jαβγk
i ∂γwk +B
jαβk
i wk.
Fi(w, ∂w) = P
αβjk
i ∂αwj∂βwk +Q
αjk
i wk∂αwj +R
jk
i wjwk.
Here Ajαβγki , B
jαβk
i , P
αβjk
i , Q
αjk
i , R
jk
i are constants with absolute value bounded by K. One
impose the following null conditions
(3.2) Ajˆαβγkˆ
iˆ
ξαξβξγ = B
jˆαβkˆ
iˆ
ξαξβ = P
αβjˆkˆ
iˆ
ξαξβ = 0, for any ξ0ξ0 −
∑
a
ξaξa = 0.
One also supposes that
(3.3) Bjˇαβkˆi = Q
αjkˆ
i = R
jkˆ
i = R
jˆk
i = 0.
The initial data wi0 and wi1 are supposed to be (C
∞) regular functions supported on the disc
{|x| ≤ B + 1}.
Now one is ready to state the main theorem.
Theorem 3.1. Suppose (3.2) and (3.3) hold. Then there exists an ε0 > 0 such that for any
0 ≤ ε ≤ ε0, (3.1) has a unique global-in-time regular solution. In this case, the hyperbolic energy
associated to the wave components is conserved.∑
iˆ,|I|≤3
Em(s, Z
Iuiˆ)
1/2 ≤ C(ε0).
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Remark 3.2. One improvement is that in [3], the system is not allowed to contain the term
∂uiˆ∂t∂tujˆ and uiˆ∂
2ujˆ In this article this restriction is relaxed. One only demand classical null
conditions on these terms.
The most important improvement is that in the proof one will used nothing technical but only
the tools one has prepared in section 2.
Remark 3.3. This theorem also holds in the case where wi0 and wi1 are not C
∞ (but still
compactly supported). This is by a standard procedure of approximation. In general one only
demand that wi0, wi1 ∈ H4. That is because following proof consults only the derivatives of
solution of order ≤ 4. This is also an improvement compared with [3], where the proof consults at
least the 19th-order derivatives.
Remark 3.4. When n0 = j0, the theorem reduced to the classical result of global existence of
regular solution to quasilinear wave equation with null conditions, see [2] for example. One can
check that with out the Klein-Gordon components vi, the following proof becomes very short and
trivial which is simpler than the classical one. Furthermore, the energy Em(s, Z
I∗uiˆ) is conserved.
This means the global solution is not only a “small amplitude solution” but also “small energy
solution”.
4 Proof of main result
4.1 Structure of the proof
The proof is a standard boot-strap argument deviled into five parts. In the first part one supposes
that in an interval [0, T ∗] the energy Em(s, ZI
∗
wi) is bounded for 0 ≤ s ≤ T ∗. By lemma 2.10,
lemma 2.11 and lemma 2.13, one gets the decay estimates of wj , ∂wj and ∂∂wj . In part two with
the those decay estimates, the L2 norm of some source terms will be controlled. In part three
one gives the L2 and decay estimates of the only “bad” second-order derivative ∂0∂0w. In part
four, equipped with the result of part three one will give the L2 estimates of the rest source terms.
Then with all of these preparation, one will finally establish the main result in the last part.
4.2 Part one – Energy assumption
Suppose that on a interval [B + 1, T ∗], the following energy assumptions hold with 0 < δ < 1/6:
(4.1)
Em(s, Z
I∗vjˇ)
1/2 ≤ C1εsδ, for j0 + 1 ≤ jˇ ≤ n0, 0 ≤ |I∗| ≤ 4,
Em(s, Z
I∗uiˆ)
1/2 ≤ C1εsδ, for 1 ≤ iˆ ≤ j0, |I∗| = 4,
Em(s, Z
Iuiˆ)
1/2 ≤ C1ε, for 1 ≤ iˆ ≤ j0, |I| ≤ 3.
By theorem A.1, for any C1ε, one can choose ε
′ small enough such that∑
i
|I∗|≤4
Em(B + 1, Z
I∗wi)
1/2 < C1ε,
so that by continuity, T ∗ > B + 1.
From (4.1) and lemma 2.4, the following L2 estimates hold on [B + 1, T ∗]:
(4.2)
∑
iˆ,α
|I|≤3
(∫
Hs
∣∣(s/t)ZI∂αuiˆ∣∣2dx)1/2 + ∑
iˆ,a
|I|≤3
(∫
Hs
∣∣ZI∂auiˆ∣∣2dx)1/2 ≤ CC1ε,
∑
iˆ,α
|I∗|≤4
(∫
Hs
∣∣(s/t)ZI∗∂αwi∣∣2dx)1/2 + ∑
iˆ,a
|I∗|≤4
(∫
Hs
∣∣ZI∗∂awiˆ∣∣2dx)1/2 ≤ CC1εsδ,
∑
jˇ
|I∗|≤4
(∫
Hs
∣∣ZI∗vjˇ ∣∣2dx)1/2 ≤ CC1εsδ.
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By lemma 2.11, one also has the following L2 estimates:
(4.3)
∑
a,β
iˆ,|I|≤2
(∫
Hs
∣∣sZI∂a∂βuiˆ∣∣2dx)1/2 + ∑
a,β
iˆ,|I|≤2
(∫
Hs
∣∣sZI∂β∂auiˆ∣∣2dx)1/2 ≤ CC1ε,
∑
a,β
iˆ,|I|≤3
(∫
Hs
∣∣sZI∂a∂βuiˆ∣∣2dx)1/2 + ∑
a,β
iˆ,|I|≤3
(∫
Hs
∣∣sZI∂β∂auiˆ∣∣2dx)1/2 ≤ CC1εsδ.
The following decay estimates come from lemma 2.10. For |J∗| ≤ 2 and |J | ≤ 1,
(4.4)
sup
Hs
(∣∣st1/2∂αZJ∗wj∣∣)+ sup
Hs
(∣∣t3/2∣∣∂aZJ∗wj∣∣+ t3/2∣∣ZJ∗vkˇ∣∣) ≤ CC1εsδ,
sup
Hs
(∣∣st1/2∂αZJukˆ∣∣)+ sup
Hs
(∣∣t3/2∣∣∂aZJhkˆ∣∣) ≤ CC1ε
The following decay estimates will be more often used in the proof. The first inequality is due to
(4.4) and lemma 2.10. The second is due to (4.4) and 2.15. The last one is due to (2.18).
(4.5)
sup
Hs
∣∣st1/2ZJ∂αujˆ∣∣+ sup
Hs
∣∣t3/2ZJ∂aujˆ∣∣ ≤ CC1ε,
sup
Hs
(∣∣st1/2ZJ∗∂αvkˇ∣∣)+ sup
Hs
(∣∣t3/2∣∣ZJ∗∂avkˇ∣∣+ t3/2∣∣ZJ∗vkˇ∣∣) ≤ CC1εsδ,
sup
Hs
∣∣st3/2∂a∂βZJujˆ∣∣+ sup
Hs
∣∣st3/2∂α∂bZJujˆ∣∣ ≤ CC1εsδ,
sup
Hs
∣∣st3/2∂a∂βujˆ∣∣+ sup
Hs
∣∣st3/2∂α∂bujˆ∣∣ ≤ CC1εs,
4.3 Part two – L2 estimates
In this step one will give L2 type estimates of some quadratic terms which are components of the
source terms. In general one has the following L2 estimates.
Lemma 4.1. Let {wj} be regular solution of (3.1). Suppose that (4.5), (4.2) and (4.2) hold. Let
A3 be any of the following terms:
vkˇvjˇ , vkˇ∂αwj , ∂αvjˇ∂βwk, ∂aujˆ∂βukˆ.
Then for any |I| ≤ 3, (∫
Hs
∣∣ZIA3∣∣2dx)1/2 ≤ C(C1ε)2s−3/2+2δ.
Furthermore, if Γ(t, x) is a regular function such that for any multi-index J , the following estimate
holds in Λ′: ∣∣ZJΓ∣∣ ≤ C(J)(s/t),
then for any |I| ≤ 4, (∫
Hs
∣∣ZI(Γ∂0uiˆ∂0ujˆ)∣∣2dx)2 ≤ C(C1ε)2s−3/2+2δ.
Especially, for any |I| ≤ 3, (∫
Hs
∣∣ZIFiˆ∣∣2dx)1/2 ≤ C(C1ε)2s−3/2+2δ,
13
Proof. One begins with the estimates on A3. The proof is mainly a substitution of (4.2), (4.3)
and (4.5) into the corresponding expressions. Notice that when a product of derivatives ZI acts
on a product of two factor, there is always one factor derived less than |I|/2 times which may
be controlled by (4.5). Then the L2 norm of the hole product can be controlled by (4.2) or (4.3)
when |I|/2 ≥ p(3). One writs the proof on ∂αvjˇ∂βwk and ∂auiˆ∂βujˆ in detail and omits the others.
Suppose that |I| ≤ 3.(∫
Hs
∣∣ZI(∂αvjˇ∂βwk)∣∣2dx)1/2
≤
∑
|I1|≤2
I1+I2=I
(∫
Hs
∣∣ZI1∂αvjˇZI2∂βwk∣∣2dx)1/2 + (∫
Hs
∣∣ZI∂αvjˇ∂βwk∣∣2dx)1/2
≤
∑
|I1|≤2
I1+I2=I
(∫
Hs
∣∣CC1εt−3/2sδ(t/s)∣∣2 · ∣∣(s/t)ZI2∂βwk∣∣2dx)1/2
+
(∫
Hs
∣∣ZI∂αvjˇ∣∣2 · ∣∣CC1εt−1/2s−1+δ∣∣2dx)1/2
≤
∑
|I2|≤3
C(C1ε)s
−3/2+δ
(∫
Hs
∣∣(s/t)ZI2∂βwk∣∣2dx)1/2 + C(C1ε)s−3/2+δ(∫
Hs
∣∣ZI∂γvjˇ∣∣2dx)1/2
≤ C(C1ε)2s−3/2+2δ.(∫
Hs
∣∣ZI(∂auiˆ∂βujˆ)∣∣2dx)1/2
≤
∑
|I1|≤2
I1+I2=I
(∫
Hs
∣∣ZI1∂auiˆZI2∂βujˆ∣∣2dx)1/2 + (∫
Hs
∣∣ZI∂auiˆ∂βujˆ∣∣2dx)1/2
≤
∑
|I1|≤2
I1+I2=I
(∫
Hs
∣∣CC1εt−3/2sδ∣∣2 · (t/s)2∣∣(s/t)ZI2∂βujˆ∣∣2dx)1/2
+ CC1εs
−3/2
(∫
Hs
∣∣ZI∂auiˆ∣∣2dx)1/2
≤
∑
|I1|≤2
I1+I2=I
(∫
Hs
∣∣CC1εt−1/2s−1+δ∣∣2 · ∣∣(s/t)ZI2∂βujˆ∣∣2dx)1/2 + C(C1ε)2s−3/2
≤ CC1εs−3/2+δ
∑
|I2|≤|I|
(∫
Hs
∣∣(s/t)ZI2∂βujˆ∣∣2dx)1/2 + C(C1ε)2s−3/2
≤ C(C1ε)2s−3/2+δ.
Now one turns to the estimates of Γ∂0uiˆ∂0ujˆ . This quadratic forms is composed purely by
the “bad” derivative ∂0. But with the additional decay provided by Γ, the L
2 estimates are still
trivial:
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(∫
Hs
∣∣ZI(Γ∂0uiˆ∂0ujˆ)∣∣2dx)1/2
≤
∑
|I1|≤2
I1+I2+I3=I
(∫
Hs
∣∣ZI3ΓZI1∂0uiˆZI2∂0ujˆ∣∣2dx)1/2
+
(∫
Hs
∣∣ΓZI∂0uiˆ∂0ujˆ∣∣2dx)1/2
≤ C
∑
|I1|≤2
I1+I2+I3=I
(∫
Hs
∣∣CC1εt−1/2s−1+δ∣∣2∣∣(s/t)ZI2∂0ujˆ∣∣2dx)1/2
+ C
(∫
Hs
∣∣CC1εt−1/2s−1∣∣2∣∣(s/t)ZI∂0uiˆ∣∣2dx)1/2
≤ C(C1ε)2s−3/2+δ.
The estimate on ZIFiˆ will consult the L
2 estimates proved. By definition,
Fiˆ = P
αβjˆkˆ
iˆ
∂αujˆ∂βukˆ
+ Pαβjˇkˆ
iˆ
∂αujˇ∂βukˆ + P
αβjˆkˇ
iˆ
∂αujˆ∂βukˇ + P
αβjˇkˇ
iˆ
∂αujˇ∂βukˇ +Q
αjkˇ
iˆ
vkˇ∂αuj +R
jˇkˇ
iˆ
vjˇvkˇ.
The first term can be written under one-frame:
Pαβjˆkˆ
iˆ
∂αujˆ∂βukˆ = P
αβjˆkˆ
iˆ
∂αujˆ∂βukˆ
= P 00jˆkˆ
iˆ
∂0ujˆ∂0ukˆ + P
a0jˆkˆ
iˆ
∂aujˆ∂0ukˆ + P
0bjˆkˆ
iˆ
∂0ujˆ∂bukˆ + P
abjˆkˆ
iˆ
∂aujˆ∂bukˆ.
By the null conditions (3.2) and lemma 2.8,∣∣ZI(P 00jˆkˆ
iˆ
)∣∣ ≤ C(I)(s/t)2 ≤ C(I)(s/t).
So (∫
Hs
∣∣ZI(P 00jˆkˆ
iˆ
∂0ujˆ∂0ukˆ
)∣∣2dx)1/2 ≤ C(C1ε)2s−3/2+2δ.
The rest terms of Fiˆ have been already estimated by the estimates on A3 terms. This completes
the proof.
Define
G˜jˆαβi ∂αβujˆ := G
jˆαβ
i ∂αβujˆ −Bjˆαβkˆi ukˆ∂αβujˆ
and
G˜jαβi ∂αβwj := G˜
jˆαβ
i ∂αβujˆ +G
jˇαβ
i ∂αβvjˇ .
This is the “good” part of G
Lemma 4.2. Let {wi} be regular solution of (3.1). Suppose that (4.5), (4.2) and (4.3) hold. Then
for any |I| ≤ 3, (∫
Hs
∣∣[G˜jαβ
iˆ
∂α∂β , Z
I ]wj
∣∣2dx)1/2 ≤ C(C1ε)2s−3/2+2δ.
Proof. Notice the following decomposition:
(4.6) [G˜jαβ
iˆ
∂α∂β , Z
I ]wj = [G˜
jˆαβ
iˆ
∂α∂β , Z
I ]ujˆ + [G
jˇαβ
iˆ
∂α∂β , Z
I ]vjˇ .
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The second term is decomposed as following:
(4.7) [Gjˇαβ
iˆ
∂α∂β , Z
I ]vjˇ =
∑
|I1|≥1
I1+I2=I
ZI1Gjˇαβ
iˆ
ZI2∂α∂βvjˇ +G
jˇαβ
iˆ
[∂α∂β , Z
I ]vjˇ
Recall that
|ZJGjαβ
iˆ
| ≤ C(J)K
∑
k,γ
∣∣ZJ∂γwk∣∣.
The L2 norm of the first term in right-hand-side of (4.7) can be estimated as follows:
(4.8)
∑
|I1|≥1
I1+I2=I
∫
Hs
(∣∣ZI1Gjˇαβ
iˆ
ZI2∂α∂βvjˇ
∣∣2dx)1/2
≤
∑
|I1|=1
I1+I2=I
+
∑
|I1|≥2
I1+I2=I
(∫
Hs
∣∣ZI1Gjˇαβ
iˆ
ZI2∂α∂βvjˇ
∣∣2dx)1/2
≤
∑
α,β,jˇ,|I1|=1
I1+I2=I
(∫
Hs
∣∣CC1εt−1/2s−1 · ZI2∂α∂βvjˇ∣∣2dx)1/2
+
∑
α,β,jˇ,|I2|≥2
I1+I2=I
(∫
Hs
∣∣K(s/t)ZI1∂αwj · (t/s)CC1εt−3/2sδ∣∣2dx)1/2
≤ C(C1ε)2s−3/2+2δ.
The second term in right-hand-side of (4.7) is estimated as follows. One notices that in the cone
Λ′ ∣∣[∂α∂β, ZI ]vjˇ∣∣ ≤ C ∑
α,β,
|J|≤|I|
∣∣∂α′∂β′ZJvjˇ∣∣.
So (∫
Hs
∣∣Gjˇαβ
iˆ
[∂α∂β , Z
I ]vjˇ
∣∣2dx)1/2 ≤ C ∑
j,α,β,γ
|J|≤4
(∫
Hs
∣∣K∂γwj∂α′∂β′ZJvjˇ∣∣2dx)1/2
≤ KC(C1ε)2s−3/2+2δ.
The first term in right hand side of (4.6) is decomposed as follows:
[G˜jˆαβi ∂α∂β , Z
I ]ujˆ = [A
jˆαβγkˆ
i ∂γukˆ∂α∂β , Z
I ]ujˆ + [B
jˆαβkˇ
i vkˇ∂α∂β , Z
I ]ujˆ + [A
jˆαβγkˇ
i ∂γvkˆ∂α∂β , Z
I ]ujˆ
The last two terms are finite linear combinations of ZI1vjˇZ
I2∂α∂βukˆ and Z
I1∂γvjˇZ
I2∂α∂βukˆ with
I1+ I2 = I and |I1| ≥ 1. As in (4.8), their L2 norms on Hs can be estimated by C(C1ε)2s−3/2+2δ.
The first term can be written under one-frame:
(4.9) [Ajˆαβγkˆi ∂γukˆ∂α∂β , Z
I ]ujˆ = [A
jˆαβγkˆ
i ∂γukˆ∂α∂β, Z
I ]ujˆ + [A
jˆαβγkˆ
i ∂γukˆ(∂αΦ
β′
β )∂β′ , Z
I ]ujˆ
Recall that by null conditions (3.2) and lemma 2.8, one has∣∣ZIAjˆ000γkˆi ∣∣ ≤ C(I)(s/t)2.
The first term can be controlled as follows:∣∣[Ajˆαβγkˆi ∂γukˆ∂α∂β , ZI ]ujˆ∣∣
≤
∣∣[Ajˆ000kˆi ∂0ukˆ∂0∂0, ZI ]ujˆ∣∣
+
∣∣[Ajˆaβγkˆi ∂γukˆ∂a∂β , ZI ]ujˆ∣∣+ ∣∣[Ajˆαbγkˆi ∂γukˆ∂α∂b, ZI ]ujˆ∣∣+ ∣∣[Ajˆαβckˆi ∂cukˆ∂a∂β , ZI ]ujˆ∣∣.
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Then as in (4.8), its L2 norm on Hs is controlled by C(C1ε)
2s−3/2+2δ.
To estimate the L2 norm on Hs of the last term in right-hand-side of (4.9), one recalls that
from definition,
∣∣ZI∂αΦβ′β ∣∣ ≤ Ct−1. Taking this into consideration and run the same method of
(4.8) one sees that its L2 norm on Hs is also controlled by C(C1ε)
2s−5/2+δ. Then finally the
lemma is proved when taking the assumption δ < 1/6 into account.
Lemma 4.3. Let {wj} be regular solution of (3.1). Suppose that (4.5), (4.2) and (4.2) hold. Let
A4 be any of the following terms:
vkˇvjˇ , vkˇ∂αwj , ∂αwj∂βwk.
Then for any |I∗| ≤ 4, (∫
Hs
∣∣ZI∗A4∣∣2dx)1/2 ≤ C(C1ε)2s−1+δ.
Especially, for any |I∗| ≤ 4,(∫
Hs
∣∣ZI∗Fi∣∣)1/2 ≤ C(C1ε)2s−1+δ.
Proof. The L2 estimates of the terms A4 are nearly the same of those in the proof of lemma 4.1.
One will only prove the case where A4 = ∂αwj∂βwk. To estimate the term consulting ∂αvjˇ∂βukˆ(∫
Hs
∣∣ZI∗(∂αvjˇ∂βukˆ)∣∣2dx)1/2
≤
∑
|I∗
1
|≤2
I∗
1
+I∗
2
=I∗
(∫
Hs
∣∣ZI∗1 ∂αvjˇZI∗2 ∂βukˆ∣∣2dx)1/2 + ∑
|I∗
2
|≤1
I∗
1
+I∗
2
=I∗
(∫
Hs
∣∣ZI∗1 ∂αvjˇZI∗2 ∂βukˆ∣∣2dx)1/2
≤ CC1ε
∑
|I∗
1
|≤2
I∗
1
+I∗
2
=I∗
(∫
Hs
∣∣t−3/2sδ(t/s)∣∣2 · ∣∣(s/t)ZI∗2 ∂βukˆ∣∣2dx)1/2
+ CC1ε
∑
|I∗
2
|≤1
I∗
1
+I∗
2
=I∗
(∫
Hs
∣∣(s/t)ZI∗1 ∂αvjˇ ∣∣2(t/s)2 · ∣∣t−1/2s−1∣∣2dx)1/2
≤ C(C1ε)2(s−3/2+2δ + s−1+δ).
The terms ∂αujˆ∂βukˆ are estimated as follows:
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(∫
Hs
∣∣ZI∗(∂αujˆ∂βukˆ)∣∣2dx)1/2
≤
∑
|I∗
1
|≤1
I∗
1
+I∗
2
=I∗
(∫
Hs
∣∣ZI∗1 ∂αujˆZI∗2 ∂βukˆ∣∣2dx)1/2 + ∑
|I∗
2
|≤1
I∗
1
+I∗
2
=I∗
(∫
Hs
∣∣ZI∗1 ∂αujˆZI∗2 ∂βukˆ∣∣2dx)1/2
+
∑
|I∗
2
|=2
I∗
1
+I∗
2
=I∗
(∫
Hs
∣∣ZI∗1 ∂αujˆZI∗2 ∂βukˆ∣∣2dx)1/2
≤
∑
|I∗
1
|≤1
I∗
1
+I∗
2
=I∗
(∫
Hs
∣∣CC1εt−1/2s−1∣∣2 · (t/s)2∣∣(s/t)ZI∗2 ∂βukˆ∣∣2dx)1/2
+
∑
|I∗
2
|≤1
I∗
1
+I∗
2
=I∗
(∫
Hs
∣∣(s/t)ZI∗1 ∂αujˆ∣∣2(t/s)2 · ∣∣CC1εt−1/2s−1∣∣2dx)1/2
+
∑
|I∗
1
|=2
I∗
1
+I∗
2
=I∗
(∫
Hs
∣∣(s/t)ZI∗1 ∂αujˆ∣∣2(t/s)2 · ∣∣CC1εt−1/2s−1+δ∣∣2dx)1/2
≤ C(C1ε)2s−1+δ.
The terms ∂αvjˇ∂βvkˇ are estimated as follows:(∫
Hs
∣∣ZI∗(∂αvjˇ∂βvkˇ)∣∣2dx)1/2
≤
∑
|I∗
1
|≤2
I∗
1
+I∗
2
=I∗
(∫
Hs
∣∣ZI∗1 ∂αvjˇZI∗2 ∂βvkˇ∣∣2dx)1/2 + ∑
|I∗
2
|≤1
I∗
1
+I∗
2
=I∗
(∫
Hs
∣∣ZI∗1 ∂αvjˇZI∗2 ∂βvkˇ∣∣2dx)1/2
≤
∑
|I∗
1
|≤2
I∗
1
+I∗
2
=I∗
(∫
Hs
∣∣CC1εt−3/2sδ∣∣2 · (t/s)2∣∣(s/t)ZI∗2 ∂βvkˆ∣∣2dx)1/2
+
∑
|I∗
2
|≤1
I∗
1
+I∗
2
=I∗
(∫
Hs
∣∣(s/t)ZI∗1 ∂αujˆ∣∣2(t/s)2 · ∣∣CC1εt−3/2sδ∣∣2dx)1/2
≤ C(C1ε)2s−3/2+2δ ≤ C(C1ε)2s−1+δ.
One notices that Fi is a finite linear combination of ∂αwj∂βwk, vjˇ∂αwk and vjˇvkˇ. By the
estimates just proved, the last estimate on ZIFi is trivial.
Lemma 4.4. Let {wj} be regular solution of (3.1). Suppose that (4.2), (4.3) and (4.5) hold.
Then for any |I∗| ≤ 4,(∫
Hs
∣∣[G˜jαβi ∂α∂β , ZI∗ ]wj∣∣2dx)1/2 ≤ C(C1ε)2s−1+δ.
Proof. The proof is exactly the same to that of lemma 4.2. The only thing one should pay attention
to is that when |I∗| = 3 the decay estimates and L2 estimates on ZI∗∂α∂βvjˇ provided by (4.5)
and (4.2) is not as good as in the case where |I∗| ≤ 2 which is the case in the proof of lemma 4.2.
So here one has only a decay rate as s−1+δ.
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4.4 Part three – Energy and decay estimates of “bad” derivatives
In this part one will give the energy and decay estimates of “bad” second-order derivatives, which
are the terms ∂0∂0Z
Iujˆ. The following result is an expression of ∂0∂0Z
Iuiˆ given by other “good”
terms, which is an algebraic transform of (3.1).
Lemma 4.5. Let {wi} be solution of (3.1), then for any multi-index I the following identity holds
(4.10)
(s/t)2
(
∂0∂0Z
Iuiˆ + (t/s)
2ukˆB
jˆ00kˆ
iˆ
∂0∂0Z
Iujˆ
)
= ZIFiˆ − ZI
(
G˜jαβ
iˆ
∂αβwj
)
+ [Bjˆ00kˆ
iˆ
ukˆ∂00, Z
I ]ujˆ
− ZI(Bjˆabkˆ
iˆ
ukˆ∂abujˆ +B
jˆa0kˆ
iˆ
ukˆ∂a0ujˆ +B
jˆ0bkˆ
iˆ
ukˆ∂0bujˆ
)
− (mab∂abZIuiˆ +ma0∂a0ZIuiˆ +m0b∂0bZIuiˆ)
+ ZI
(
Bjˆαβkˆ
iˆ
ukˆ(∂αΦ
β′
β )∂β′ujˆ
)
+mαβ(∂αΦ
β′
β )∂β′Z
Iuiˆ
=: Riˆ.
Furthermore, there exists a universal constant C∗ such that when |uiˆ| ≤ K−1C∗ ≤ 1, the following
estimate holds
(4.11)
∣∣(s/t)2∂00ZIuiˆ∣∣ ≤ Cmax
iˆ
|Riˆ|,
where C is a universal constant
Proof. One can write (3.1) under the following form:
uiˆ +B
jˆαβkˆ
iˆ
ukˆ∂αβujˆ = Fiˆ − G˜jαβiˆ ∂αβwj .
Then write the term Bjˆαβkˆ
iˆ
ukˆ∂αβujˆ under one frame, by (2.21),
uiˆ +B
jˆαβkˆ
iˆ
ukˆ∂αβujˆ = Fiˆ − G˜jαβiˆ ∂αβwj +B
jˆαβkˆ
iˆ
ukˆ(∂αΦ
β′
β )∂β′ujˆ.
Then derive it with respect to an arbitrary product ZI :
ZIuiˆ +B
jˆ00jˆ
iˆ
ukˆ∂00Z
Iujˆ
= −ZI(Bjˆabjˆ
iˆ
ukˆ∂abujˆ +B
jˆa0jˆ
iˆ
ukˆ∂a0ujˆ +B
jˆ0ajˆ
iˆ
ukˆ∂0aujˆ
)
+ ZIFiˆ − ZI
(
G˜jαβ
iˆ
(
∂αβwj
)
+ ZI
(
Bjˆαβkˆ
iˆ
ukˆ(∂αΦ
β′
β )∂β′ujˆ
)
+ [Bjˆ00kˆ
iˆ
ukˆ∂00, Z
I ]ujˆ .
By (2.22), one gets (4.10).
Consider the linear algebraic equations given by (4.10),
(s/t)2∂00Z
Iuiˆ +
(
(t/s)2Bjˆ00kˆ
iˆ
ukˆ
)(
(s/t)2∂00Z
Iujˆ
)
= Riˆ.
By lemma 2.8 and (4.5), ∣∣(t/s)2Bjˆ00kˆ
iˆ
ukˆ
∣∣ ≤ CKmax
kˆ
|ukˆ|,
where C is a universal constant. When CKmaxkˆ |ukˆ| ≤ 1/2, that is maxkˆ |uiˆ| ≤ (2KC)−1, by
basic linear algebra, one has the following estimates:∣∣(s/t)2∂00ZIuiˆ∣∣ ≤ Cmax
iˆ
|Riˆ|,
where C∗ is also a universal constant.
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Remark 4.6. In the expression of R, the first term is a linear term while the rest are quadratic
terms. The linear part are composed by the “good” second-order derivatives so that one can deduce
from here a better decay of (s/t)2∂0∂0Z
Iuiˆ.
Now one turns to the decay estimate of ∂0∂0Z
Iu.
Lemma 4.7. Let {wi} a regular solution of (3.1). Suppose that (4.5) and (4.2) hold with C1ε ≤ 1.
Then for any |J | ≤ 1, ∣∣(s/t)2∂0∂0ZJujˆ∣∣ ≤ C(K + 1)C1εt−3/2s−1+2δ,
and ∣∣(s/t)2ZJ∂0∂0ujˆ∣∣ ≤ C(K + 1)C1εt−3/2s−1+2δ.
Proof. Take the notation of in lemma 4.5. The proof is mainly a L∞ estimate of Riˆ.
One notices that ZJFiˆ is a finite linear combination of ∂wi∂wj , vkˇ∂wj and vkˇvjˇ . By (4.5), one
easily gets∣∣ZJFiˆ∣∣ ≤ C(C1ε)2(t−1s−2+2δ + t−2s−1+2δ + t−3s2δ) ≤ CK(C1ε)2t−1s−2+2δ.
Similarly, G˜jαβ
iˆ
∂αβwj is a finite linear combination of vkˇ∂αβwj and ∂γwj∂αβwk. By (4.5)∣∣ZJ(G˜jαβ
iˆ
∂αβwj
)∣∣ ≤ CK(C1ε)2(t−2s−1+2δ + t−1s−2+2δ) ≤ CK(C1ε)2t−1s−2+2δ.
By lemma 2.6
∣∣ZJBjˆαβkˆ
iˆ
∣∣ ≤ CK. Then by the last inequality of (4.5), one has,∣∣ZI(Bjˆaβkˆ
iˆ
ukˆ∂aβujˆ
)∣∣+ ∣∣ZI(B jˆαbkˆ
iˆ
ukˆ∂αbujˆ
)∣∣ ≤ CK(C1ε)2t−3sδ.
Similarly, ∣∣maβ∂aβZIuiˆ∣∣ + ∣∣mαb∂αbZIuiˆ∣∣ ≤ CC1εt−3/2s−1+δ.
One also notices that
∣∣ZJ∂α(Φβ′β )∣∣ ≤ Ct−1. Then∣∣ZJ(Bjˆαβkˆ
iˆ
ukˆ
(
∂αΦ
β′
β
)
∂β′ujˆ
)∣∣ ≤ CKC1εt−3sδ.
Similarly, ∣∣mαβ(∂αΦβ′β )∂β′ZJuiˆ∣∣ ≤ CC1εt−3/2s−1.
Now one will consider the term [B jˆ00kˆ
iˆ
ukˆ, Z
J ]ujˆ. In general one has the following decomposi-
tion,
[B jˆ00kˆ
iˆ
ukˆ, Z
J ]ujˆ =
∑
J1+J2=J
|J2|≤|J|−1
ZJ1
(
B jˆ00kˆ
iˆ
ukˆ
)
ZJ2∂00ukˆ +B
jˆ00kˆ
iˆ
ukˆ[∂00, Z
J ]ujˆ
By (4.5) and lemma 2.8,∣∣∣∣ ∑
J1+J2=J
|J2|≤|J|−1
ZJ1
(
Bjˆ00kˆ
iˆ
ukˆ
)
ZJ2∂00ukˆ
∣∣∣∣ ≤ (Ks2t−2) · (CC1εt−3/2s) · ∑
kˆ
|J′|≤|J|−1
|∂αβZJ
′
ukˆ|.
Similarly by (2.17) the second term can by bounded as follows∣∣Bjˆ00kˆ
iˆ
ukˆ[∂00, Z
J ]ujˆ
∣∣ ≤ (Ks2t−2) · (CC1εt−3/2s) · ∑
kˆ
|J′|≤|J|−1
∣∣∂αβZJ′ukˆ∣∣
Notice that in the cone Λ′
(4.12)
∣∣∂αβuiˆ∣∣ ≤∑
α,β
∣∣∂αβuiˆ∣∣,
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by (4.5), one has∣∣[Bjˆ00kˆ
iˆ
ukˆ, Z
J ]ujˆ
∣∣ ≤ CK(C1ε)2t−3/2s−1+2δ + CKC1εt−1/2 · (s/t)2 ∑
kˆ
|J|≤|I|−1
∣∣∂00ZJukˆ∣∣.
One concludes by∣∣(s/t)2∂00ZIuiˆ∣∣ ≤ C(K + 1)C1εt−3/2s−1+2δ + CKC1εt−1/2 · (s/t)2 ∑
kˆ
|J|≤|I|−1
∣∣∂00ZJukˆ∣∣,
when |J | = 0, the last term in right-hand-side disappears. Then by induction, the first inequality
is proved.
For the second inequality, one observes that it is a trivial result of the first inequality, (4.12)
and (2.17).
At the end of this section, one will give the L2 estimates of the “bad” derivatives.
Lemma 4.8. Let {wi} be solution of (3.1) and suppose that (4.2), (4.5) hold. Then for any
|I| ≤ 2 the following estimates hold with C1ε ≤ 1.(∫
Hs
∣∣s3t−2∂00ZIuiˆ∣∣2dx)1/2 ≤ C(K + 1)C1ε,
for any |I∗| ≤ 3 (∫
Hs
∣∣s3t−2∂00ZI∗uiˆ∣∣2dx)1/2 ≤ C(K + 1)C1εsδ.
Proof. Similar to that of lemma 4.7, the proof is mainly a L2 estimate of Riˆ. Lemma 4.1 (lemma
4.3) gives the L2 estimate of ZIFiˆ (respectively Z
I∗Fiˆ ).
G˜jαβ
iˆ
∂α∂βwj can be decomposed as follows:
G˜jαβ
iˆ
∂α∂βwj = A
jˆαβγkˆ
iˆ
∂γukˆ∂α∂βujˆ +A
jˆαβγkˇ
iˆ
∂γvkˇ∂α∂βujˆ +B
jˆαβkˇ
iˆ
vkˇ∂α∂βujˆ +G
jˇαβ
iˆ
∂α∂βvjˇ .
The last three terms are finite linear combinations of vjˇ∂α∂βwj , ∂αwj∂β∂γvjˇ and ∂αvjˇ∂β∂γwj .
When |I∗| ≤ 3,
(4.13)
(∫
Hs
∣∣ZI∗(vjˇ∂α∂βwj)∣∣2)1/2
≤
∑
|I∗
1
|≤2
I∗
1
+I∗
2
=I∗
(∫
Hs
∣∣ZI∗1 vjˇZI∗2 ∂α∂βwj)∣∣2)1/2 + (∫
Hs
∣∣ZI∗vjˇ∂α∂βwj∣∣2)1/2
≤ CKC1εs−3/2+δ
(∫
Hs
∣∣(s/t)ZI∗2 ∂α∂βwj∣∣2)1/2 + CKC1εs−3/2+δ(∫
Hs
∣∣ZI∗vjˇ∣∣2)1/2
≤ CK(C1ε)2s−3/2.
Similarly,(∫
Hs
∣∣ZI∗(∂αwj∂β∂γvjˇ)∣∣2)1/2 + (∫
Hs
∣∣ZI∗(∂αvjˇ∂β∂γwj)∣∣2dx)1/2 ≤ CK(C1ε)2s−3/2.
Of course, when |I| ≤ 2,(∫
Hs
∣∣ZI(vjˇ∂α∂β∂γwj)∣∣2dx)1/2 + (∫
Hs
∣∣ZI(∂αvjˇ∂βwj)∣∣2dx)1/2
+
(∫
Hs
∣∣ZI(∂αwj∂β∂γvjˇ)∣∣2dx)1/2 ≤ C(C1ε)2s−3/2+2δ,
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The term Ajˆαβγkˆ
iˆ
∂γukˆ∂α∂βujˆ can be written under one-frame:
Ajˆαβγkˆ
iˆ
∂γukˆ∂α∂βujˆ = A
jˆαβγkˆ
iˆ
∂γukˆ∂α∂βujˆ −Ajˆαβγkˆiˆ ∂γukˆ(∂αΦ
β′
β )∂β′ujˆ
Recall that for any multi-index J ,
∣∣ZJ∂αΦβ′β ∣∣ ≤ C(J)t−1 and ∣∣ZJAjˆαβγkˆiˆ ∣∣ ≤ C(J)K. One has for
|I∗| ≤ 3, (∫
Hs
∣∣ZI∗(Ajˆαβγkˆ
iˆ
∂γukˆ(∂αΦ
β′
β )∂β′ujˆ
)∣∣2dx)1/2 ≤ CK(C1ε)2s−3/2.
Take the null conditions (3.2) into consideration, for any multi-index I,∣∣ZI(Ajˆ000kˆ
iˆ
)∣∣ ≤ C(I)(s/t)2.
Then,∣∣ZI(Ajˆαβγkˆ
iˆ
∂γukˆ∂α∂βujˆ
)∣∣
≤
∑
kˆ,jˆ
I1+I2+I3=I
∣∣ZI3Ajˆ000kˆ
iˆ
∣∣∣∣ZI1∂0ukˆ∣∣∣∣ZI2∂0∂0ujˆ∣∣+ ∑
kˆ,jˆ,a,β,γ
I1+I2+I3=I
∣∣ZI3Ajˆaβγkˆ
iˆ
∣∣∣∣ZI1∂γukˆ∣∣∣∣ZI2∂a∂βujˆ∣∣
+
∑
kˆ,jˆ,α,β,c
I1+I2+I3=I
∣∣ZI3Ajˆαβckˆ
iˆ
∣∣∣∣ZI1∂cukˆ∣∣∣∣ZI2∂α∂βujˆ∣∣+ ∑
kˆ,jˆ,α,b,γ
I1+I2+I3=I
∣∣ZI3Ajˆαbγkˆ
iˆ
∣∣∣∣ZI1∂γukˆ∣∣∣∣ZI2∂α∂bujˆ∣∣
≤ CK
∑
kˆ,jˆ
I1+I2+I3=I
(s/t)2
∣∣ZI1∂0ukˆ∣∣∣∣ZI2∂0∂0ujˆ∣∣+ CK ∑
kˆ,jˆ,a,β,γ
I1+I2+I3=I
∣∣ZI1∂γukˆ∣∣∣∣ZI2∂a∂βujˆ∣∣
+ CK
∑
kˆ,jˆ,α,β,c
I1+I2+I3=I
∣∣ZI1∂cukˆ∣∣∣∣ZI2∂α∂βujˆ∣∣+ CK ∑
kˆ,jˆ,α,b,γ
I1+I2+I3=I
∣∣ZI1∂γukˆ∣∣∣∣ZI2∂α∂bujˆ∣∣
=:M0 +M1 +M2 +M3.
By the same argument of (4.14), one has
3∑
k=0
(∫
Hs
∣∣Mk∣∣2dx)1/2 ≤ C(C1ε)2s−3/2+2δ, when|I| ≤ 2,
and
3∑
k=0
(∫
Hs
∣∣Mk∣∣2dx)1/2 ≤ C(C1ε)2s−1+δ, when|I| ≤ 3.
So one concludes by(∫
Hs
∣∣ZI∗(G˜jαβ
iˆ
∂αβwj
)∣∣2dx)1/2 ≤ KC(C1ε)2s−1+δ, for|I∗| ≤ 3
and (∫
Hs
∣∣ZI(G˜jαβ
iˆ
∂αβwj
)∣∣2dx)1/2 ≤ KC(C1ε)2s−3/2+2δ, for|I| ≤ 2.
Recall that
∣∣ZJ∂αΦβ′β ∣∣ ≤ Ct−1 and ∣∣ZJBjˆαβkˆiˆ ∣∣ ≤ K. One has for |I∗| ≤ 3.(∫
Hs
∣∣ZI∗(Bjˆαβkˆ
iˆ
ukˆ∂αΦ
β′
β ∂β′ujˆ
)∣∣2dx)1/2 ≤ C(C1ε)2s−3/2.
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Similarly, for |I∗| ≤ 3, (∫
Hs
∣∣mαβ(∂αΦβ′β )∂β′ZI∗uiˆ∣∣2dx) ≤ CC1εs−1+δ
and for |I| ≤ 2 (∫
Hs
∣∣mαβ(∂αΦβ′β )∂β′ZIuiˆ∣∣2dx) ≤ CC1εs−1.
Now one turns to the term [B jˆ00kˆ
iˆ
ukˆ∂αβ, Z
I ]ujˆ . Recall the following decomposition
(4.14) [B jˆ00kˆ
iˆ
ukˆ, Z
I ]ujˆ =
∑
I1+I2=I
|I2|≤|I|−1
ZI1
(
Bjˆ00kˆ
iˆ
ukˆ
)
ZI2∂00ujˆ +B
jˆ00kˆ
iˆ
ukˆ[∂00, Z
I ]ujˆ
Notice that ∣∣[∂00, ZI ]ujˆ∣∣ ≤ C ∑
α,β
|J|≤|I|−1
|∂αβZJujˆ| ≤ C
∑
α,β
|J|≤|I|−1
|∂αβZJujˆ |
≤ C
∑
|J|≤|I|−1
|∂00ZJujˆ |+ C
∑
a,β
|J|≤|I|−1
|∂aβZJujˆ |,
The first term in right-hand-side of (4.14) is estimated as follows: when |I| ≤ 3,
∑
I1+I2=I
|I2|≤|I|−1
(∫
Hs
∣∣ZI1(Bjˆ00kˆ
iˆ
ukˆ
)
ZI2∂00ujˆ
∣∣2dx)1/2
≤
∑
I1+I2=I
|I2|≤|I|−1
(∫
Hs
∣∣ZI1(B jˆ00kˆ
iˆ
ukˆ
)
∂00Z
I2ujˆ
∣∣2dx)1/2
+
∑
I1+I2=I
|I2|≤|I|−1,a,β
(∫
Hs
∣∣ZI1(B jˆ00kˆ
iˆ
ukˆ
)
∂aβZ
I2ujˆ
∣∣2dx)1/2
For the first term:
∑
I1+I2=I
|I2|≤|I|−1
(∫
Hs
∣∣ZI1(Bjˆ00kˆ
iˆ
ukˆ
)
∂00Z
I2ujˆ
∣∣2dx)1/2
≤
∑
I1+I2=I
|I1|=1
+
∑
I1+I2=I
|I2|≤1
(∫
Hs
∣∣ZI1(Bjˆ00kˆ
iˆ
ukˆ
)
∂00Z
I2ujˆ
∣∣2dx)1/2
≤
∑
I1+I2=I
jˆ,|I1|=1
(∫
Hs
∣∣CKC1εt−3/2 · s(s/t)2∂00ZI2ujˆ∣∣2dx)1/2
+
∑
I1+I2=I
kˆ,|I2|≤1
(∫
Hs
∣∣CKC1εt−3/2s−1+2δZI1ukˆ∣∣2dx)1/2
≤ CK(C1ε)2s−3/2+2δ + CKC1εs−3/2
∑
jˆ
|J|≤|I|−1
(∫
Hs
∣∣s3t−2∂00ZJujˆ∣∣)1/2.
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The second term in right-had-side of (4.14) is estimated as follows: when |I| ≤ 3,(∫
Hs
∣∣Bjˆ00kˆ
iˆ
ukˆ[∂00, Z
I ]ujˆ
∣∣2dx)1/2
≤ CKC1ε
∑
a,β,jˆ
|J|≤|I|−1
(∫
Hs
t−3
∣∣s∂aβZJujˆ∣∣2dx)1/2 + CKC1εs−3/2 ∑
kˆ
|J|≤|I|−1
(∫
Hs
|s3t−2∂00ZJukˆ|2dx
)1/2
≤ CKC1εs−3/2
∑
jˆ
|J|≤|I|
E(s, ZJujˆ)
1/2 + CKC1εs
−3/2 ∑
kˆ
|J|≤|I|−1
(∫
Hs
|s3t−2∂00ZJukˆ|2dx
)1/2
≤ CK(C1ε)2s−3/2+δ + CKC1εs−3/2
∑
kˆ
|J|≤|I|−1
(∫
Hs
|s3t−2∂00ZJukˆ|2dx
)1/2
To estimate the only linear terms,
mab∂abZ
Iuiˆ +m
a0∂a0Z
Iuiˆ +m
0a∂0aZ
Iuiˆ
one notice that they are “good derivatives”. By using directly the last inequality of (4.5), one has
when |I| ≤ 2, (∫
Hs
∣∣maβ∂aβZIuiˆ∣∣2dx)1/2 ≤ CC1εs−1.
When |I∗| ≤ 3, (∫
Hs
∣∣maβ∂aβZI∗uiˆ∣∣2dx)1/2 ≤ CC1εs−1+δ.
So finally one gets, when |I| ≤ 2(∫
Hs
∣∣s2t−2∂00ZIuiˆ∣∣2dx)1/2
≤ max
jˆ
||Rjˆ ||L2(Hs)
≤ CK(C1ε)2s−3/2+2δ + CC1εs−1 + CKC1εs−3/2
∑
α,β,kˆ
|J|≤|I|−1
(∫
Hs
|s3t−2∂00ukˆ|2dx
)1/2
.
By induction, one gets the desired result. The case where |I∗| ≤ 3 can be proved similarly, one
omits the details.
4.5 Part four – Estimates of other source terms
Lemma 4.9. Let {wi} be regular solution of (3.1). Suppose that (4.2) and (4.5), then for any
|I∗| ≤ 4, the following estimate holds:(∫
Hs
∣∣[Gjαβi ∂α∂β , ZI∗ ]wj∣∣2dx)1/2 ≤ C(C1ε)2Ks−1+δ.
For any |I| ≤ 3 the following estimate holds:(∫
Hs
∣∣[Gjαβ
iˆ
∂α∂β , Z
I ]wj
∣∣2dx)1/2 ≤ C(C1ε)2Ks−3/2+2δ.
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Proof. By definition,
[Gjαβi ∂α∂β , Z
I∗ ]wj = [G˜
jαβ
i ∂α∂β , Z
I∗ ]wj + [B
jˆαβ
i ∂α∂β, Z
I∗ ]ujˆ
The first component is controlled by lemma 4.4. The second term is estimated similarly. First one
rewrite it under one-frame.
(4.15) [Bjˆαβkˆi ukˆ∂α∂β , Z
I∗ ]ujˆ = [B
jˆαβkˆ
i ukˆ∂α∂β, Z
I∗ ]ujˆ + [B
jˆαβkˆ
i ukˆ(∂αΦ
β′
β )∂β′ , Z
I∗ ]ujˆ
One recalls that ∣∣ZI∂αΦβα∣∣ ≤ Ct−1.
With this additional decay, as in the proof of lemma 4.2, the L2 norm of the second term in
right-hand-side of (4.15) on Hs is bounded by C(C1ε)
2s−3/2+δ.
One notices that Bjαβkˆi ξαξβ is a null form so following the lemma 2.8 one has∣∣ZIBj00kˆi ∣∣ ≤ C(I)(s/t)2,
Then exactly as in the proof of lemma 4.2 and take the estimates given by lemma 4.7 and lemma
4.8 into consideration, the L2 norm of the first term in right-hand-side of (4.15) on Hs is bounded
by C(C1ε)
2s−3/2+δ.
The proof of the second estimate is the same. One omits the details.
Lemma 4.10. Suppose (4.5) and (4.2) hold, then for any |I∗| ≤ 4 the following estimates is true:
(4.16)
∣∣∣∣ ∫
Hs
s
t
((
∂αG
jαβ
i
)
∂tZ
I∗wi∂βZ
I∗wj − 1
2
(
∂tG
jαβ
i
)
∂αZ
I∗wi∂βZ
I∗wj
)
dx
∣∣∣∣
≤ CC1εs−1+δEm(s, ZI
∗
wi)
1/2.
Proof. The proof is mainly a substitution of (4.5) and (4.2). One writes the estimate of∣∣∣∣ ∫
Hs
(s/t)
(
∂αG
jαβ
i
)
∂tZ
I∗wi∂βZ
I∗wjdx
∣∣∣∣
in detail and omits the rest part. First one notices that∣∣∂αGjαβi ∣∣ ≤ C∑
j
|∂αwj |+ C
∑
j,β
|∂α∂βwj | ≤ C(C1ε)2t−1/2s−1.
Substitute this into the expression,∣∣∣∣ ∫
Hs
(s/t)
(
∂αG
jαβ
i
)
∂tZ
I∗wi∂βZ
I∗wjdx
∣∣∣∣
≤
∣∣∣∣ ∫
Hs
(
(t/s)∂αG
jαβ
i
)
(s/t)∂tZ
I∗wi(s/t)∂βZ
I∗wjdx
∣∣∣∣
≤
∑
j,β
∫
Hs
C(C1ε)t
1/2s−2
∣∣(s/t)∂tZI∗wi(s/t)∂βZI∗wj∣∣dx
≤ C(C1ε)2s−1
∑
j,β
∫
Hs
∣∣(s/t)∂tZI∗wi(s/t)∂βZI∗wj∣∣dx
≤ C(C1ε)2s−1
∑
j,β
(∫
Hs
∣∣(s/t)∂βZI∗wj∣∣2dx)1/2 ·(∫
Hs
∣∣(s/t)∂tZI∗wi∣∣2dx)1/2
≤ C(C1ε)2s−1+δ
(∫
Hs
∣∣(s/t)∂tZI∗wi∣∣2dx)1/2
≤ C(C1ε)2s−1+δEm(s, ZI
∗
wi)
1/2.
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Lemma 4.11. Suppose (4.5) and (4.2) hold, then for any |I| ≤ 3 the following estimates is true:
(4.17)
∣∣∣∣ ∫
Hs
s
t
((
∂αG
jαβ
iˆ
)
∂tZ
Iuiˆ∂βZ
Iwj − 1
2
(
∂tG
jαβ
iˆ
)
∂αZ
I∗uiˆ∂βZ
I∗wj
)
dx
∣∣∣∣
≤ CC1εs−3/2+2δEm(s, ZI
∗
uiˆ)
1/2.
Proof. Again one will only write the estimate on
(
∂αG
jαβ
iˆ
)
∂tZ
Iuiˆ∂βZ
Iwj in detail. By definition,
(4.18)
(
∂αG
jαβ
iˆ
)
∂tZ
Iuiˆ∂βZ
Iwj =
(
∂αG
jˇαβ
iˆ
)
∂tZ
Iuiˆ∂βZ
Ivjˇ +
(
∂αG
jˆαβ
iˆ
)
∂tZ
Iuiˆ∂βZ
Iujˆ .
The second term in right-hand-side is decomposed again as follows:(
∂αG
jˆαβ
iˆ
)
∂tZ
Iuiˆ∂βZ
Iujˆ =∂α
(
Ajˆαβkˇ
iˆ
∂γvkˇ +B
jˆαβkˇ
iˆ
vkˇ
)
∂tZ
Iuiˆ∂βZ
Iujˆ(4.19)
+∂α
(
Ajˆαβkˆ
iˆ
∂γukˆ +B
jˆαβkˆ
iˆ
ukˆ
)
∂tZ
Iuiˆ∂βZ
Iujˆ.
The estimates of the first term in right-hand-side of (4.18) and the first term in right-hand-side
of (4.19) is simpler.∣∣∣∣ ∫
Hs
(s/t)
(
∂αG
jˇαβ
iˆ
)
∂tZ
Iuiˆ∂βZ
Ivjˇdx
∣∣∣∣
≤
∣∣∣∣ ∫
Hs
CKC1εt
−1/2s−1(s/t)∂tZIuiˆ∂βZ
Ivjˇdx
∣∣∣∣
≤ CKC1εs−3/2
∑
β,jˇ
(∫
Hs
∣∣(s/t)∂tZIuiˆ∣∣2dx)1/2 ·(∫
Hs
∣∣∂βZIvjˇ∣∣2dx)1/2
≤ CK(C1ε)2s−3/2+2δ
(∫
Hs
∣∣(s/t)∂tZIuiˆ∣∣2dx)1/2
≤ CK(C1ε)2s−3/2+2δEm(s, ZIuiˆ)1/2.∣∣∣∣ ∫
Hs
(s/t)∂α
(
Ajˆαβkˇ
iˆ
∂γvkˇ +B
jˆαβkˇ
iˆ
vkˇ
)
∂tZ
Iuiˆ∂βZ
Iujˆdx
∣∣∣∣
≤
∑
β,jˆ
|
∫
Hs
KCC1εt
−3/2+2δ(t/s) · (s/t)∂tZIuiˆ(s/t)∂βZIujˆdx
∣∣∣∣
≤
∑
β,jˆ
∫
Hs
KCC1εt
−1/2+2δs−1 ·
∣∣(s/t)∂tZIuiˆ(s/t)∂βZIujˆ∣∣dx
≤ C(C1ε)2s−3/2+2δ
(∫
Hs
∣∣(s/t)∂tZIuiˆ∣∣2dx)1/2
≤ C(C1ε)2s−3/2+2δEm(s, ZIuiˆ)1/2.
To estimate the last term of (4.19), one needs the null condition (3.2). First, one writes this
term under one-frame:
(4.20)
∂α
(
Ajˆαβkˆ
iˆ
∂γukˆ +B
jˆαβkˆ
iˆ
ukˆ
)
∂tZ
Iuiˆ∂βZ
Iujˆ
= ∂α
(
Ajˆαβkˆ
iˆ
∂γukˆ +B
jˆαβkˆ
iˆ
ukˆ
)
∂tZ
Iuiˆ∂βZ
Iujˆ
+ ∂α′
(
Φα
′
α Φ
β′
β
)(
Ajˆαβkˆ
iˆ
∂γukˆ +B
jˆαβkˆ
iˆ
ukˆ
)
∂tZ
Iuiˆ∂β′Z
Iujˆ.
Taking into account the fact that
∣∣∂γ(Φα′α Φβ′β )∣∣ ≤ Ct−1 as in the proof of lemma 4.2, one can
easily proof that∣∣∣∣ ∫
Hs
(s/t)∂α′
(
Φα
′
α Φ
β′
β
)(
Ajˆαβkˆ
iˆ
∂γukˆ +B
jˆαβkˆ
iˆ
ukˆ
)
∂tZ
Iuiˆ∂β′Z
Iujˆdx
∣∣∣∣
≤ C(C1ε)2s−3/2Em(s, ZIuiˆ)1/2.
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Now the most difficult term, the first term in right-hand-side of (4.20) will be considered.
∂α
(
Ajˆαβγkˆ
iˆ
∂γukˆ +B
jˆαβkˆ
iˆ
ukˆ
) · ∂tZIuiˆ∂βZIujˆ
= ∂0
(
Ajˆ000kˆ
iˆ
∂0ukˆ∂0Z
Iujˆ + B
jˆ00kˆ
iˆ
ukˆ∂0Z
Iujˆ∂tuiˆ
) · ∂tZIuiˆ
+ ∂0
(
Ajˆ0b0kˆ
iˆ
∂0ukˆ∂bZ
Iujˆ + A
jˆ00ckˆ
iˆ
∂cukˆ∂bZ
Iujˆ +A
jˆ0bckˆ
iˆ
∂cukˆ∂bZ
Iujˆ
) · ∂tZIuiˆ
+ ∂0
(
Bjˆ0bkˆ
iˆ
ukˆ∂bZ
Iujˆ∂tuiˆ
) · ∂tZIuiˆ
+ ∂a
(
Ajˆaβγkˆ
iˆ
∂γukˆ +B
jˆaβkˆ
iˆ
ukˆ
)
∂tZ
Iuiˆ∂βZ
Iujˆ
:= ∂0
(
Ajˆ000kˆ
iˆ
∂0ukˆ∂0Z
Iujˆ +B
jˆ00kˆ
iˆ
ukˆ∂0Z
Iujˆ∂tuiˆ
) · ∂tZIuiˆ +N · ∂tZIuiˆ.
Notice that N is a linear combination of
Γ∂a∂βuiˆ∂γZ
Iujˆ∂tukˆ, Γ∂α∂buiˆ∂γZ
Iujˆ∂tukˆ, Γ∂α∂βuiˆ∂cZ
Iujˆ∂tukˆ, Γ∂βuiˆ∂a∂γZ
Iujˆ∂tukˆ,
Γ∂a∂βuiˆ∂γZ
Iujˆ∂tukˆ, Γ∂α∂buiˆ∂γZ
Iujˆ∂tukˆ and Γ∂α∂βuiˆ∂cZ
Iujˆ∂tukˆ with Γ a function bounded by
CK. By (4.5) and (4.3), one sees easily that∣∣∣∣ ∫
Hs
(s/t)N · ∂tZIuiˆdx
∣∣∣∣ ≤ C(C1ε)2s−3/2+2δEm(s, ZIuiˆ)1/2.
Taking into account the null condition (3.2), one has by lemma 2.8:∣∣Ajˆ000kˆ
iˆ
∣∣+ ∣∣B jˆ00kˆ
iˆ
∣∣ ≤ C(s/t)2.
Then by lemma 4.7 and lemma 4.8, one can show that∣∣∣∣ ∫
Hs
(s/t)∂0
(
Ajˆ000kˆ
iˆ
∂0ukˆ∂0Z
Iujˆ+B
jˆ00kˆ
iˆ
ukˆ∂0Z
Iujˆ∂tuiˆ
)·∂tZIuiˆ∣∣∣∣ ≤ C(C1ε)2s−3/2+δEm(s, ZIuiˆ)1/2.
So finally the desired result is proved.
4.6 Last Part – Bootstrap argument
First one verifies (2.6) by the following lemma:
Lemma 4.12. Suppose (4.5) holds with KC1ε small enough. Then following estimate holds∑
i
Eg(s, Z
Iwi) ≤ 3
∑
i
Em(s, Z
Iwi).
Proof. One notice that ∑
i,j,α,β
∣∣Gjαβi ∣∣ ≤ CK∑
i
(|∂wi|+ |wi|).
Then by simple calculation
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∑
i
∣∣EG(s, wi)− Em(s, wi)∣∣
=
∣∣∣∣2 ∫
Hs
(
∂twi∂βwjG
jαβ
i
) · (1,−xa/t)dx− ∫
Hs
(
∂αwi∂βwjG
jαβ
i
)
dx
∣∣∣∣
≤ 2
∫
Hs
( ∑
i,j,α,β
∣∣Gjαβi ∣∣) · (∑
α,k
|∂αwk|2
)
dx
≤ 2CK
∫
Hs
∑
i
(|∂wi|+ |wi|) · (∑
α,k
|∂αwk|2
)
dx
≤ 2CKC1ε
∫
Hs
(
t−3/2sδ + t−1/2s−1 + t−3/2s
)
(t/s)2 ·
(∑
α,k
|(s/t)∂αwk|2
)
dx
= 2CKC1ε
∫
Hs
(
t1/2s−2+δ + t3/2s−3 + t1/2s−1
) ·(∑
α,k
|(s/t)∂αwk|2
)
dx
≤ CKC1ε
∑
i
Em(s, wi).
Here one takes CKC1ε ≤ 2/3 with C a universal constant, then the lemma is proved.
With all those preparations above, one is now ready to prove the main theorem.
Proof of theorem 3.1. Suppose that {wi} is the unique regular local-in-time solution of (3.1). Let
C1, ε be positive constants. Suppose that [B + 1, T
∗] is the largest interval containing B + 1 on
which (4.1) holds for any B + 1 ≤ s ≤ T ∗. As one discussed in section 4.1, there always exists an
ε′ such that, when E∗G(B + 1, Z
I∗wj)
1/2 ≤ ε′, EG(B + 1, ZI∗wj)1/2 ≤ (1/4)C1ε. So by continuity
T ∗ > 0 when ε′ sufficiently small.
Also, if T ∗ < +∞, then when s = T ∗, at lest one of the three inequalities of (4.1) will be
replaced by a equality. That is as least on of the following equations holds:
(4.21)
Em(T
∗, ZI
∗
vjˇ)
1/2 = C1εs
δ, for j0 + 1 ≤ jˇ ≤ n0, 0 ≤ |I∗| ≤ 4,
Em(T
∗, ZI
∗
uiˆ)
1/2 = C1εs
δ, for 1 ≤ iˆ ≤ j0, |I∗| = 4,
Em(T
∗, ZIuiˆ)
1/2 = C1ε, for 1 ≤ iˆ ≤ j0, |I| ≤ 3.
One derives the equation (3.1) with respect to ZI
∗
with |I∗| ≤ 4:
ZI
∗
wi +G
jαβ
i ∂α∂βZ
I∗wj +D
2
iwi = [G
jαβ
i ∂α∂β , Z
I∗ ]wj + Z
I∗Fi.
By energy lemma 2.2 and lemma 4.12, using the notation of lemma 2.2, when |I∗| ≤ 4,(∑
i
Em(s, Z
I∗wi)
)1/2
≤
(∑
i
Em(B + 1, Z
I∗wi)
)1/2
+
∫ s
B+1
√
3
∑
i
Li(τ) +
√
3n0M(τ)dτ.
By lemma 4.3 and 4.4, ∑
i
Li(s) +M(s) ≤ C(C1ε)2s−1+δ
with C a universal constant. Then(∑
i
Em(s, Z
I∗wi)
)1/2
≤ Cn0(C1ε)2δ−1sδ + (1/4)C1ε.
When ε ≤ δ4C1Cn0 , (∑
i
Em(s, Z
I∗wi)
)1/2
≤ (1/2)C1εsδ,
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which leads to
Em(s, Z
I∗wi) ≤ (1/2)C1εsδ.
Similarly, one derives 3.1 with respect to ZI with |I| ≤ 3:
ZIuiˆ +G
jαβ
iˆ
∂αβwj = [G
jαβ
iˆ
∂α∂β , Z
I ]wj + Z
IFiˆ.
Also by lemma 2.2,(∑
i
Em(s, Z
Iwi)
)1/2
≤
(∑
i
Em(B + 1, Z
Iwi)
)1/2
+
∫ s
B+1
√
3
∑
i
Li(τ) +
√
3n0M(τ)dτ.
By lemma 4.1, lemma 4.9 and lemma 4.11∑
i
Li(s) +M(s) ≤ C(C1ε)2s−3/2+δ.
When ε ≤ 1−4δ4C1Cn0 ,
Em(s, Z
Iwi)
1/2 ≤ (1/2)C1ε.
When taking ε ≤ min{ δ4C1Cn0 , 1−4δ4C1Cn0 } 2 , non of the equality of (4.21) holds. This contradiction
leads to the desired result.
A Local existence for small initial data
One will establish the following local-in-time existence result for small initial data. The interest is
to control the energy on hyperboloid HB+1 by the energy on plan {t = 0}. Consider the Cauchy
problem in Rn+1:
(A.1)
{
gαβi (w, ∂w)∂αβwi +D
2
iwi = Fi(w, ∂w),
wi(B + 1, x) = ε
′wi0, ∂twi(B + 1, x) = ε
′wi1.
Here
gi(w, ∂w) = m
αβ +Aαβγji ∂γwj +B
αβjwj ,
Fi(w, ∂w) = P
αβjk
i ∂αwj∂βwk +Q
αjk
i ∂αwjwk +R
jk
i wjwk.
These Aαβγji , B
αβj , Pαβjki , Q
αjk
i , R
jk
i are constants. (wi0, wi1) ∈ Hs+1 × Hs functions and sup-
ported on the disc {|x| ≤ B}. In general the following local-in-time existence holds
Theorem A.1. For any integer s ≥ 2p(n)− 1, there exists a time interval [0, T (ε′)] on which the
cauchy problem (A.1) has an unique solution in sense of distribution wi(t, x). Further more
wi(t, x) ∈ C([0, T (ε′)], Hs+1) ∩ C1([0, T (ε′)], Hs),
and when ε′ sufficiently small,
T (ε′) ≥ C(Aε′)−1/2
where A is a constant depending only on wi0 and wi1. Let Eg(T,wi) be the hyperbolic energy
defined in the section 2.2. For any ε, C1 > 0, there exists an ε
′ such that∑
i
Eg(B + 1, wi) ≤ C1ε.
2Also, taking C1ε < 1 small enough such that lemma 4.5 and lemma 4.12 hold.
29
Proof. The proof is just a classical iteration procedure. One will not give the details but the key
steps. One defines the standard energy associated to a curved metric g
E∗g (s, wi) :=
∫
Rn
(
g00(∂tu)
2 − gij∂iu∂ju
)
dx.
One takes the following iteration procedure:
(A.2)
{
gαβi (w
k, ∂wk)∂αβw
k+1
i = F (w
k, ∂wk),
wk+1i (0, x) = ε
′wi0, ∂tw
k+1
i (0, x) = ε
′wi0,
and take w0i as the solution of the following linear Cauchy problem:{
wi = 0,
wi(0, x) = ε
′wi0, ∂twi(0, x) = ε
′wi1.
Suppose that for any |I| ≤ 2p(n)− 1,
(A.3)
ε′A ≥ e · E∗g (B + 1, ∂Iwki )1/2,
ε′A ≥ E∗g (t, ∂Iwki )1/2.
Taking the size of the support of the solution wki (t, ·) into consideration, by Sobolev’s inequality,
for any |J | ≤ p(n)− 1,
(A.4) |∂Jwki |(t, x) ≤ C(t+B + 1)ε′A.
Now one wants to get the energy estimate on ∂Iwk+1i . By the same method used in [6], one gets
E∗g (t, ∂
Iwk+1i )
1/2 ≤ Eg(t, ∂Iwk+1i ) exp
(
CAε′
∫ t
B+1
(τ + B + 1)dτ
)
≤ e−1ε′A exp
(
CAε′
∫ t
B+1
(τ +B + 1)dτ
)
When √
CAε′ ≤ (B + 1)−1
and
t ≤ 1
3
(CAε′)−1/2,
one gets that
E∗g (t, ∂
Iwk+1i )
1/2 ≤ ε′A.
Then by an standard method presented in the proof of theorem ... of [6],
lim
k→∞
wki = wi
is the unique solution of (A.1), and wi ∈ C([0, T (ε′)], Hs+1)∩C1[0, T (ε′)], Hs). Here one can take
T (ε′) = C(Aε)−1/2
To estimate Eg(B + 1, Z
Iwi), one takes ∂twi as the multiplier and by the standard procedure
of energy estimate,
Eg(B + 1, Z
Iwi)− E∗g (B + 1, ZIwi) =
∫
V (B)
(
ZIFi(w, ∂w)∂twi − [ZI , gαβ∂αβ ]wi · ∂twi
)
dx
+
∫
V (B)
(
∂αg
αβ∂twi∂βwi − 1
2
∂tg
αβ∂αwi∂βwi
)
dx,
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where V (B) := {(t, x) : t ≥ B+1, t2− |x|2 ≤ B+1}∩Λ′. When Aε′ ≤ (B+1)−2, thanks to (A.4)
and (A.3), the right hand side can be controlled by CAε′. Then one gets
Eg(B + 1, Z
Iwi) ≤ CAε′.
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