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Abstract
Baur and Marsh computed the determinant of a matrix assembled from the cluster variables in a
cluster algebra of type A. In this article we wish to describe two variations. On the one hand, we
compute determinants of matrices assembled from the squares of the cluster variables in Baur–Marsh’s
matrix. One such determinant admits an interpretation as a Cayley–Menger determinant. On the other
hand, we wish to present a formula for the determinant of a matrix of cluster variables in a cluster
algebra of type D. This cluster algebra is associated with a marked oriented surface. As in Baur–Marsh’s
setup the matrix is indexed by the marked points of the surface and an entry is given by the cluster
variable corresponding to an arc between two marked points. Our formula asserts that the determinant
may again be written as a product of cluster variables.
1 Introduction
Cluster theory is a newish and active mathematical domain with connections to various branches of
mathematics such as root systems, geometry, and algebraic combinatorics. It was initiated by Sergey
Fomin and Andrei Zelevinsky in a seminal treatise [9], and we will give a short introduction to cluster
theory in Section 2.
An illustrative example is the cluster algebra A(An) (for some positive integer n) which admits several
equivalent descriptions. First, it may be seen as a finite dynamical system of tuples of Laurent polynomials
attached to a finite root system of type An. Second, Fomin–Shapiro–Thurston [7] give a geometric
description of the cluster algebra A(An) in terms of an (n + 3)-gon with vertices 0, 1, . . . , n + 2. Here
the cluster variables xij = xji ∈ A(An) are parametrized by two different indices i, j ∈ {0, 1, . . . , n+ 2}
and the relations among the cluster variables are analogues of Ptolemy’s relation for quadrilaterals. The
relations state that xik · xjl = xij · xkl + xjk · xil whenever i < j < k < l. Third, from the perspective
of algebraic combinatorics we consider a 2× (n+3) matrix X assembled from 2(n+3) formal variables.
Then the cluster variables xij with i < j can be realized as the 2× 2 minors of X supported on columns
i and j. In this context the above relations among the cluster variables are known as Plu¨cker relations.
Karin Baur and Robert Marsh [3] proved the following theorem which shall be the starting point of
this paper. It is presented in more detail as Theorem 3.3 in Section 3.
Theorem 1.1 (Baur–Marsh). Let BM be the symmetric (n+3)× (n+3) matrix with entries BMij =
xij ∈ A(An) (where we interpret the diagonal entries xii as zero). The determinant satisfies the relation:
det(BM) = −(−2)n+1 · x0,1 · x1,2 · x2,3 · . . . · xn+1,n+2 · xn+2,0.
The purpose of this note is to discuss some related determinants. In the first instance we keep the
ground ring A(An), and vary the construction of the matrix in analogy with a determinant named after
Arthur Cayley and Karl Menger:
Theorem 1.2 (Cayley–Menger cluster matrix of type A). Let PM be the symmetric (n+ 3)× (n+ 3)
matrix with entries PMij = x
2
ij ∈ A(An). Moreover, let e = (1, 1, . . . , 1)
T ∈ Zn+3 be the column vector
of all ones. We refer to the symmetric (n+ 4)× (n+ 4) matrix
CM =
(
PM e
eT 0
)
.
with entries in A(An) as the Cayley–Menger cluster matrix of type An. If n ≥ 2, then the matrix CM
and its principal submatrix PM satisfy the relation det(PM) = det(CM) = 0.
This work was supported by EPSRC grant EP/N005457/1.
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The theorem is presented in more detail as Theorem 3.4 in Section 3. For a proof we will fix a vertex
r and substitute x˜ij = xij/(xri · xrj) for all indices i, j different from r. In this way we transform the
exchange relations into linear equations of the form x˜ij + x˜jk = x˜ik for all indices i, j, k such that r, i, j, k
are pairwise different and lie on the boundary of the polygon in this order. These relations will allow us
to write the matrix as a linear combination of rank 1 matrices.
Now let us describe a result for the cluster algebra A(Dn) attached to a finite root system of type
Dn. It can be modelled geometrically by an n-gon Σ with vertices 1, . . . , n together with a puncture
0 in its interior. Here the cluster variables are indexed by tagged arcs, and for two different marked
points i, j ∈ {0, 1, . . . , n} there are exactly two tagged arcs between i and j. Let i, j ≥ 1 be marked
points on the boundary. Suppose that the two (necessarily plain tagged) arcs α = im(a) and β = im(b)
between i and j are realized by curves a, b : [0, 1] → Σ with a(0) = b(1) = i and a(1) = b(0) = j such
that the concatenation a ∗ b is a positively oriented loop around i. Then we denote the cluster variable
xα ∈ A(Dn) by xij and the cluster variable xβ ∈ A(Dn) by xji. Moreover, we denote by x0i ∈ A(Dn)
the cluster variable associated with the plain tagged arc between 0 and i and by xi0 ∈ A(Dn) the cluster
variable associated with the notched tagged arc between 0 and i.
Theorem 1.3 (Generalized Baur–Marsh matrix of type D). Let M be the symmetric (n+ 1)× (n+ 1)
matrix with entries Mij = xij ∈ A(Dn) (where we interpret the diagonal entries xii as zero). Then the
determinant obeys the relation:
det(M) = (−1)n ·
n∏
i=1
x0i · xi0.
The theorem is presented in more detail as Theorem 3.6 in Section 3. We give an elementary proof
by performing row operations. Note that we may interpret the factor xi0 · x0i on the right hand side of
the theorem as the lambda length of the loop around the puncture 0 with endpoint i.
2 Surface cluster algebras
2.1 Introduction to Fomin–Zelevinsky cluster algebras
Cluster algebra theory started in 2002 with a seminal article by Fomin and Zelevinsky [9]. By construction
the cluster algebra is a Z-algebra defined by generators and relations. Let us recall the main steps in the
construction of the generators and relations. First of all, we fix a natural number n which is called the
rank of the cluster algebra. The distinguished generators of a cluster algebra are called cluster variables,
and certain tuples x = (x1, x2, . . . , xn) of cluster variables of cardinality n are called clusters. Moreover,
every cluster x is endowed with a skew-symmetric (or more generally a skew-symmetrizable) integer n×n
matrix B = (bij)1≤i,j≤n which is called exchange matrix. In this case, the pair (x,B) is called a seed. An
essential notion is the mutation of seeds. Here, a mutation of a seed (x, B) at an index k ∈ {1, 2, . . . , n}
is a seed µk(x,B) = (x
′, B′) such that the new cluster x′ = (x1, . . . , xk−1, x
′
k, xk+1, . . . , xn) is obtained
from the old cluster x by replacing the cluster variable xk with another cluster variable x
′
k. Both cluster
variables are associated with each other by an exchange relation of the form
xk · x
′
k =
∏
1≤i≤n
bik>0
xbiki +
∏
1≤j≤n
bjk<0
x
−bjk
j
where the exponents are the entries in the corresponding column of the matrix B. Moreover, there is a
combinatorial rule relating the exchange matrices B and B′. In this presentation we forego the definition
of mutation of exchange matrices. Nevertheless let us remark that the construction is made in such a
way that every mutation µk is an involution, i. e. the equation (µk ◦ µk)(x, B) = (x, B) holds for all
seeds (x, B) and all indices k. In the above situation we also write B′ = µk(B). Given an initial seed
(x,B), the cluster algebra A(x, B) ⊆ Q(x1, x2, . . . , xn) is defined to be the subalgebra generated by all
cluster variables that belong to seeds generated from (x, B) by sequences of mutations. In this situation
the field Q(x1, x2, . . . , xn) of rational functions in the initial cluster variables is called the ambient field
of the cluster algebra A(x, B). Sometimes we freeze a subset of indices F ⊆ {1, 2, . . . , n} and only allow
mutations at non-frozen indices in I = {1, 2, . . . , n}\F . In this case it is enough to keep track of the
submatrix of the exchange matrix on rows {1, 2, . . . , n} and columns I .
A main theorem about cluster algebras is Fomin–Zelevinsky’s Laurent phenomenon [9], which asserts
that every cluster variable in a cluster algebra A(x, B) can be written as a Laurent polynomial in the
cluster variables x1, x2, . . . , xn of the initial cluster x. Another main theorem is Fomin–Zelevinsky’s
classification [10] of cluster algebras with finitely many cluster variables by finite type root systems. If a
cluster algebra A(x, B) admits only finitely many cluster variables, then the non-initial cluster variables
are in bijection with the positive roots in a finite root system. More precisely, by the Laurent phenomenon
every non-initial cluster variable may be written as P (x1, x2, . . . , xn)/(x
a1
1 ·x
a2
2 ·. . .·x
an
n ) with a polynomial
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P ∈ Z[x1, x2, . . . , xn] and natural numbers a1, a2, . . . , an. The bijection assigns to this cluster variable
the positive root a1α1+a2α2+ . . .+anαn where α1, α2, . . . , αn are the simple roots in the corresponding
root system. Recall that there are seven different types of finite root systems called A,B,C,D, E, F,G.
In this language cluster algebras of type A,D or E arise from skew-symmetric exchange matrices whereas
cluster algebras of type B,C, F or G arise from skew-symmetrizable but not skew-symmetric exchange
matrices. A third main theorem is Felikson–Shapiro–Tumarkin’s classification [7] of cluster algebras with
finitely many exchange matrices.
Cluster algebra structures appear in representation theory, topology, geometry and number theory.
For example, in the context of representation theory of Lie algebras Lusztig’s canonical bases often carry
cluster algebra structures. Canonical bases were one of the motivating examples to introduce the formal-
ism of cluster algebras. Another important instance of cluster algebras arises in the context of geometry
and topology. Building on work of Gekhtman–Shapiro–Vainshtein [11], Fock–Goncharov [5, 6] and Pen-
ner [13], Fomin–Shapiro–Thurston [7, 8] constructed cluster algebra structures from marked oriented
surfaces. Surface cluster algebras are interesting for many reasons, for example due to their prominent
role in Felikson–Shapiro–Tumarkin’s classification of cluster algebras with finitely many exchange matri-
ces. Here, the mutation class of an exchange matrix attached to a surface is always mutation-finite and
so is every 2 × 2 exchange matrix. The classification implies that aside from these there are only eight
mutation-finite skew-symmetric, connected exchange matrices up to mutation-equivalence.
2.2 Marked oriented surfaces and their arcs and triangulations
In the next sections we review Fomin–Shapiro–Thurston’s construction of cluster algebras from surfaces
[7, 8]. Let Σ be a connected oriented surface, possibly with boundary. Up to homeomorphism we may
assume that Σ ∼= Σg,b is a connected closed surface Σg of genus g with b disks removed. A particular
case of interest is the surface Σ = Σ0,1, where Σ ∼= D is homeomorphic to a disk. Let M ⊆ Σ be a
finite nonempty set of points in the closure of Σ such that every boundary component of Σ contains at
least one point in M . The elements in M are called marked points, marked points in the interior of Σ
are called punctures, and the pair (Σ,M) is called a marked oriented surface. When Σ = Σ0,1 ∼= D is a
disk and the number of marked points on the boundary |M ∩ ∂Σ| = n, we call the pair (Σ,M) an n-gon.
Moreover, we refer to the special cases n = 1, 2, 3, 4 as monogon, digon, triangle and quadrilateral. To
avoid technical difficulties we impose the following conditions:
(a) If Σ = Σ0,0 is a sphere, then M contains at least 4 punctures.
(b) If (Σ,M) is a monogon, then M contains at least 2 punctures.
(c) If (Σ,M) is a digon or a triangle, then M contains at least 1 puncture.
The following definitions are crucial:
Definition 2.1 (Arcs). The image α = im(a) of a curve a : [0, 1] → Σ is called an arc in (Σ,M) if the
following conditions hold:
(a) The map a restricts to an injective map a|(0,1) : (0, 1)→ Σ\M .
(b) The endpoints a(0) and a(1) lie in M .
(c) The arc α does not cut out an unpunctured monogon or an unpunctured digon.
Definition 2.2 (Properties of arcs). An arc α = im(a) is called a loop if the endpoints a(0) = a(1)
coincide. Two arcs α and β are called isotopic if α = im(a) and β = im(b) for some curves a, b that are
homotopic to each other in Σ\M relative to the endpoints a(0) = b(0) and a(1) = b(1). An arc α = im(a)
is called a boundary arc if it is isotopic to an arc in ∂Σ. Otherwise it is called an inner arc. We say that
two arcs α, β are non-crossing if α is isotopic to some arc α′ and β is isotopic to some arc β′ such that
α′ and β′ do not intersect except possibly at endpoints. They are called crossing otherwise.
Often we do not distinguish between isotopic arcs.
Definition 2.3 (Triangulations). A triangulation T of the marked oriented surface (Σ,M) is a maximal
collection of pairwise non-isotopic arcs with disjoint interiors. The connected components of the com-
plement Σ\
⋃
α∈T {α} are called triangles of T . A triangle bounded by only two distinct sides as in the
left hand side of Figure 1 is called self-folded. In this situation we call the arc α with endpoints 0, 1 the
radius of the self-folded triangle.
Every triangulation T may be written as the union T = T i ∪T b of the set of inner arcs of T and the
set of boundary arcs of T . Note that every triangulation contains all boundary arcs.
2.3 Exchange matrices associated with triangulated surfaces
Let T be a triangulation of a marked oriented surface (Σ,M). If α ∈ T is neither the radius of a self-
folded triangle nor a boundary arc, then up to isotopy there are exactly two arcs that can be appended
to T \{α} to form a triangulation, namely α itself and another arc α′ not isotopic to α.
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••
0
1
α
η
•
•
0
1
⊲⊳
α
η
•
•
•
1
0
2
αβ
γ
δ
η
Figure 1: A self-folded triangle with a plain tagged arc (left), a self-folded triangle with a
notched tagged arc (middle), and arcs in a punctured digon (right)
Definition 2.4 (Flips of triangulations). In the above situation we say that the arc α is flippable and
we define the flip of the triangulation T at the flippable arc α to be Fα(T ) = (T \{α}) ∪ {α
′}.
Definition 2.5 (Exchange matrices of triangulations). For every not self-folded triangle ∆ in the com-
plement Σ\
⋃
α∈T {α} we construct a skew-symmetric matrix B
∆ = (b∆α,β) indexed by T ×T . The entries
of B∆ are zero except for b∆γ,δ = b
∆
δ,ǫ = b
∆
ǫ,γ = 1 and b
∆
δ,γ = b
∆
ǫ,δ = b
∆
γ,ǫ = −1, where γ, δ and ǫ are the
three elements in T obtained by parsing the positive orientation of the boundary ∂∆ in this order. We
define BT to be the submatrix indexed by T × T i of the matrix
∑
B∆ where the sum runs over all not
self-folded triangles ∆ ∈ Σ\
⋃
α∈T {α}.
Note that the submatrix of BT indexed by T i × T i is skew-symmetric. Hence BT is an exchange
matrix in the sense of Fomin–Zelevinsky. A crucial observation asserts that if T ′ = Fα(T ) is the flip of T
at a flippable arc α, then the matrix BT
′
agrees with the mutated exchange matrix µα(B
T ). To extend
the notion of a flip to radii, Fomin–Shapiro–Thurston introduced a tagging of arcs:
Definition 2.6 (Tagged arcs). A tagged arc (α, t) is an ordinary arc α = im(a) together with a tagging
t of the endpoints a(0) and a(1) as plain or notched such that the following conditions hold:
(a) A marked point on the boundary ∂Σ receives only plain labels.
(b) If α is a loop, then its endpoint receives the same label on both sides: t(a(0)) = t(a(1)).
(c) The arc does not cut out a monogon with exactly one puncture.
To every ordinary arc α we associate a tagged arc τ (α) in the following way: Since (Σ,M) is not
a sphere with 1, 2 or 3 punctures, an arc α cuts out at most one monogon with exactly one puncture.
Firstly, if α does not cut out a monogon with exactly one puncture, then τ (α) is equal to α with both
endpoints tagged plain. Secondly, if a loop α around a marked point 0 does cut out a monogon with
exactly one puncture 1, then τ (α) is equal to the radius of the corresponding self-folded triangle where
0 is tagged plain and 1 is tagged notched. For this reason we often we omit the tagging t and write α
instead of (α, t) for brevity. Moreover, we identify tagged arcs whenever the underlying ordinary arcs are
isotopic and the common endpoints receive the same labels.
Definition 2.7 (Compatibility of tagged arcs and tagged triangulations). (a) Two tagged arcs α and
β are called compatible if the following conditions hold:
(i) The underlying ordinary arcs of α and β are non-crossing.
(ii) If the underlying ordinary arcs of α and β are not isotopic and have an endpoint P in common,
then P receives the same label from α and β.
(iii) If the underlying ordinary arcs of α and β are isotopic, then at least one endpoint receives the
same label from both α and β.
(b) A tagged triangulation of the marked oriented surface (Σ,M) is a maximal collection of pairwise
non-isotopic and compatible tagged arcs.
It can be shown that all tagged triangulations of (Σ,M) have the same cardinality and contain all
the (necessarily plain-tagged) boundary arcs. Moreover, if a tagged inner α ∈ T is contained in a tagged
triangulation, then there is a unique tagged arc α′ different from α which can be appended to T \{α} to
form a tagged triangulation. We define the flip of T at α as Fα(T ) = (T \{α}) ∪ {α
′}.
Example 2.8 (Once punctured triangle). Let us consider a triangle with one puncture 0 and three
marked points 1, 2, 3 on the boundary. We can embed the surface in R2 and orient it counterclockwise.
The left hand side of Figure 2 displays a triangulation of (Σ,M) with inner arcs α, β, γ and boundary
arcs δ, ǫ, ̥. The triangulation admits three triangles ∆1 = (023), ∆2 = (031) and ∆3 = (012) none of
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• •
•
•
0
1
2
3
α
β
γ
δ
ǫ
̥
• •
•
•
0
1
2
3
α′
β
γ
δ
ǫ
̥
Figure 2: Two triangulations of a marked oriented surface
which is self-folded. Parsing the boundary ∂∆1 in counterclockwise order yields the cycle β → δ → γ → β
so that b∆1β,δ = b
∆1
δ,γ = b
∆1
γ,β = 1 and b
∆1
δ,β = b
∆1
γ,δ = b
∆1
β,γ = −1. We obtain
BT =

0 0 0
0 0 −1
0 1 0
0 −1 1
0 0 0
0 0 0
+

0 0 1
0 0 0
−1 0 0
0 0 0
1 0 −1
0 0 0
+

0 −1 0
1 0 0
0 0 0
0 0 0
0 0 0
−1 1 0
 =

0 −1 1
1 0 −1
−1 1 0
0 −1 1
1 0 −1
−1 1 0

The flip of T at arc α produces a plain-tagged arc α′ with endpoints 2 and 3 which is shown on the right
hand side of Figure 2.
2.4 Seeds of surface cluster algebras
With the marked oriented surface (Σ,M) Fomin–Shapiro–Thurston associate a cluster algebra A(Σ,M).
Here, the cluster variables are in bijection with the tagged arcs of (Σ,M). In particular, with every tagged
arc α we associate a cluster variable xα ∈ A(Σ,M). We say that the tuple x = (xα1 , xα2 , . . . , xαn) of
cluster variables forms a cluster if the corresponding tagged arcs α1, α2, . . . , αn form a tagged triangula-
tion T of (Σ,M). We complete x by the exchange matrix BT to obtain a seed (x,BT ). A fundamental
observation asserts that mutations in A(Σ,M) are induced by flips Fα(T ) = (T \{α}) ∪ {α
′} of tagged
triangulations T at tagged inner arcs α. In particular, the exchange relation attached to the above flip
is the polynomial relation
xα · xα′ =
∏
β∈T
bT
α,β
>0
x
bTα,β
β +
∏
γ∈T
bTα,γ<0
x
−bTα,γ
γ . (1)
In this article we are mainly interested in cluster algebras attached to the following two marked
oriented surfaces which are also shown in Figure 3:
Example 2.9. (a) (Cluster algebra of type A) In the first case we pick a natural number n ≥ 0
and consider the disk Σ = D with a set M ⊆ ∂D of n + 3 pairwise different points on the
boundary. We may realize (Σ,M) as an (n + 3)-gon in R2, and we label the marked points in
this order by the natural numbers 0, 1, . . . , n + 2. Then every arc is isotopic to a line segment
(ij) connecting two different points i, j ∈ M , and such an arc has to be tagged plain at both
endpoints. A possible triangulation consists of the boundary arcs together with the diagonals (0j)
with j ∈ {2, 3, . . . , n+ 1}. The corresponding cluster algebra A(Σ,M) contains only finitely many
cluster variables because the marked oriented surface contains only finitely many tagged arcs. In
fact, the cluster algebra is of type An and for this reason we will denote it by A(An). For an arc
α = (ij) we sometimes write xij or xi,j instead of xα. Note that the elements xij attached to
boundary arcs (i, j) ∈ {(r, r + 1) : 0 ≤ r ≤ n + 2} ∪ {(0, n + 3)} are frozen variables whereas the
elements xij attached to flippable inner arcs (i, j) are cluster variables.
(b) (Cluster algebra of type D) The second case of interest is the disk Σ = D with one puncture 0 and
n marked points 1, 2, . . . , n on ∂D. We orient the surface counterclockwise as a subset of R2 and
we assume that 1, 2, . . . , n lie on ∂D in this order. Note that for two points i, j ∈ ∂D there are
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01
2
3 4
5
x05
x01
x12
x23
x34
x45
x02
x03 x04
12
3
0
4 5
6
x61
x12
x23
x34
x45
x56
x62x02
x03
x35 x05
x06
Figure 3: Seeds of two surface cluster algebras associated with a hexagon
up to isotopy two arcs between i and j, and both arcs have to be tagged plain at both endpoints.
If the two arcs are given as the images α = im(a) and β = im(b) of two curves a, b : [0, 1] → Σ
such that a(0) = b(1) = i, a(1) = b(0) = j and the concatenation a ∗ b is a positively oriented loop
around the marked point i, then we abbreviate α = (ij) and β = (ji). For any point j ∈ ∂M there
is only one ordinary arc from 0 to j up to isotopy. The arc can be tagged at the puncture 0 in
two ways. In this case we denote by (0j) the plain tagged arc between 0 and j, and by (j0) the
notched tagged arc between 0 and j. A possible tagged triangulation consists of the boundary arcs
together with the plain tagged arcs (0j) connecting 0 with the vertices j ∈ {1, 2, . . . , n}. As in the
previous example the marked oriented surface admits only finitely many tagged arcs. Hence the
cluster algebra admits only finitely many cluster variables. In fact, it is a cluster algebra of type
Dn and we will denote by A(Dn) in the following sections. For a tagged arc α = (ij) we sometimes
write xij or xi,j instead of xα. As before, boundary arcs correspond to frozen variables whereas
flippable inner arcs correspond to mutable cluster variables.
The exchange relation (1) has an interesting geometric meaning. Suppose that the ordinary arcs α, β,
γ and δ form a quadrilateral with no marked points in the interior. We denote the two diagonal arcs inside
the quadrilateral by ǫ and ̥. Then the exchange relation reads xαxγ + xβxδ = xǫx̥. We may view this
relation as an analogue of Ptolemy’s theorem from Euclidean geometry: if four points A,B,C,D ∈ R2
lie on a circle in this order, then the Euclidean distances obey the relation |AB| · |CD|+ |BC| · |DA| =
|AC| · |BD|. Note that in the cluster algebra less relations hold than in Euclidean geometry. For example,
in the above situation we have |AC|/|BD| = (|BC| · |CD| + |DA| · |AB|)/(|AB| · |BC| + |CD| · |DA|),
but the corresponding cluster variables do not satisfy a similar relation.
Fomin–Thurston [8] give the cluster variables a geometric interpretation in terms of Penner’s lambda
lengths from Teichmu¨ller theory. Recall that the Teichmu¨ller space T (Σ,M) is the set of isotopy classes
of complete hyperbolic metrics of finite area on Σ\M with geodesic boundary on ∂Σ\M . Here we say
that two hyperbolic metrics are isotopic if we can obtain one metric from the other by a diffeomorphism
of Σ that fixes M and is homotopic to the identity. Suppose that m ∈ T (Σ,M) is such a hyperbolic
metric. Then every arc is isotopic to a unique geodesic. This geodesic may have infinite hyperbolic length
if its endpoints belong to M . In contrast, Penner’s lambda lengths assign to every arc between marked
points i, j ∈M a finite length, using the notion of horocycles. Here, a horocyle h around a marked point
i (with respect to the hyperbolic metric m) is a curve which is perpendicular to every geodesic ending
in i. Note that a horocycle is a closed curve and it is determined by its center i and its hyperbolic
length l(h). A decoration of a hyperbolic metric m ∈ T (Σ,M) is a collection of horocycles h = (hi)i∈M
around the marked points i ∈M . The decorated Teichmu¨ller space T˜ (Σ,M) is the set of all pairs (m,h)
where m is an isotopy class of a hyperbolic structure m ∈ T (Σ,M) and h a decoration. Suppose that
(m,h) ∈ T˜ (Σ,M) is such a decorated metric. An arc between two marked points i, j ∈ M is isotopic
to a unique geodesic γ (with respect to m). Let us denote the intersection of γ with the horocycle hi
by i′ and the intersection of γ with the horocycle hj by j
′. Moreover, we denote by l(γ) the signed
hyperbolic length of the curve from i′ to j′ along γ, with a positive sign if hi and hj do not intersect
and a negative sign otherwise. The lambda length of γ (with respect to the decorated metric) is defined
as λγ = exp(l(γ)/2).
Lambda lengths satisfy many remarkable properties. A fundamental theorem of Fomin and Thurston
asserts that for any choice of a decorated metric the lambda lengths λγ ∈ R attached to the plain tagged
arcs γ satisfy the same relations as the corresponding cluster variables xγ ∈ A(Σ,M). For example,
suppose that the ordinary arcs α, β, γ and δ form a quadrilateral whose vertices are marked points in M
such that there are no marked points in the interior of the quadrilateral. Then the lambda lengths obey
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the Ptolemy relation λαλγ + λβλδ = λǫλ̥ where ǫ and ̥ are the diagonal arcs inside the quadrilateral.
In the light of the above considerations we may identify the cluster variable xγ attached to a plain tagged
arc with the function T˜ (Σ,M) → R induced by the lambda length of γ. To model tagged arcs, let us
fix a decorated metric (m,h) ∈ T˜ (Σ,M). For every i ∈ M let us call the horocycle hi around i with
l(hi) · l(hi) = 1 the conjugated horocycle. Suppose that the arc γ is tagged notched at one endpoint i (or
at both endpoints i, j). Then we define the lambda length of γ with respect to (m,h) to be the lambda
length of γ with respect to the decorated metric (m,h′) where the decoration h′ is obtained from h
by replacing hi with hi (and also hj with hj). As before, the lambda lengths λγ ∈ R satisfy the same
relations as the corresponding cluster variables xγ ∈ A(Σ,M). Thus we may identify the cluster variable
xγ attached to a tagged arc γ with the function T˜ (Σ,M)→ R induced by the lambda length of γ.
The following relations will become useful later:
Remark 2.10 (Properties of lambda lengths). (a) Let η be the loop with endpoint 0 around a self-
folded triangle with unique puncture 1, compare the left and middle part of Figure 1. Moreover, let
α be the plain tagged arc between 0 and 1 and α the notched tagged arc between 0 and 1. In this
situation we have λη = l(h1) · λ
2
α = l(h1) · λ
2
α, see Fomin–Thurston [8, Proposition 7.9 and Proof
of Proposition 7.10]. This relation has interesting consequences. On the one hand we can conclude
that 1 = l(h1) · l(h1) = λ
2
η/(λ
2
α · λ
2
a) so that λη = λα · λα, see [8, Proposition 7.10 and Lemma 8.2].
On the other hand, we can conclude that λ2α/λ
2
α = l(h1)/l(h1) = l(h1)
2 so that the quotient λα/λα
is equal to the hyperbolic length of the horocycle h1.
(b) As in the right side of Figure 1 we consider a digon with vertices 1, 2 and edges α, β. We assume
that the digon contains exactly one puncture 0. We denote by γ the plain tagged arc from 0 to 1,
by δ the plain tagged arc from 0 to 2, and by η the loop around 0 with endpoint 1. A result of
Fomin–Thurston [8, Corollary 7.7] asserts that λδ · λη = λγ · (λα + λβ). Note that a similar result
holds true for the loop around 0 with endpoint 2.
3 Determinantal identities
3.1 Determinantal identities for Euclidean distance matrices
Let k,m ≥ 0 be natural numbers and suppose that P0, P1, . . . , Pk are situated arbitrarily in R
m (or
in a general metric space). For two indices i, j ∈ {0, 1, . . . , k} we denote by dij = |PiPj | ∈ R
≥0 the
Euclidean distance between Pi and Pj . The objective of distance geometry is to reconstruct as much
information about the configuration of the points P0, P1, . . . , Pk as possible when all the mutual distances
dij are given. Distance geometry has many applications, for example in GPS navigation. As it turns
out, determinants epitomize many properties.
Example 3.1 (Cayley–Menger determinants). (a) Let P0, P1, P2 be points in R
2. We abbreviate a =
|P0P1|, b = |P1P2| and c = |P2P0|. By Heron’s formula the determinant
D =
∣∣∣∣∣∣∣∣
0 a2 c2 1
a2 0 b2 1
c2 b2 0 1
1 1 1 0
∣∣∣∣∣∣∣∣ = −(a+ b+ c)(a+ b− c)(a− b+ c)(−a+ b+ c)
is equal to −16A2 where A is the area of the triangle ∆P0P1P2. Especially P0, P1 and P2 are
collinear if and only if D = 0. More generally, let P0, P1, . . . , Pk be points in R
k. Cayley and
Menger consider the (k + 2)× (k + 2) matrix
CM =

0 d201 d
2
02 d
2
03 · · · d
2
0k 1
d201 0 d
2
12 d
2
13 · · · d
2
1k 1
d202 d
2
12 0 d
2
23 · · · d
2
2k 1
d203 d
2
13 d
2
23 0 · · · d
2
3k 1
...
...
...
...
. . .
...
...
d20k d
2
1k d
2
2k d
2
3k · · · 0 1
1 1 1 1 · · · 1 0

.
Cayley’s theorem asserts that P0, P1, . . . , Pk lie in a common hyperplane if and only if det(CM) = 0.
(b) Suppose that k ≥ 3 and that the points P0, P1, . . . , Pk lie in R
k−1. Let us remove the last row and
the last column of the previous matrix. In other words we consider the (k + 1)× (k + 1) principal
minor CMI,I of the Cayley–Menger matrix supported on the index set I = {0, 1, 2, . . . , k}. A
folklore theorem asserts that P0, P1, . . . , Pk lie on a common sphere or in a common hyperplane if
and only if CMI,I = 0, see for example Pak [12, Exercise 34.5].
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3.2 Determinantal identities for surface cluster algebras of type A
Let n ≥ 1 be a natural number. In this section we consider the cluster algebra A(An) from Example 2.9.
As it turns out, several determinants are incarnations of cluster variables in A(An).
Remark 3.2 (Descriptions of cluster variables as determinants). (a) As an algebra A(An) is isomor-
phic to the homogeneous coordinate ring of the Grassmannian variety Gr2(Q
n+3) of 2-dimensional
subspaces of a (n+ 3)-dimensional vector space. An element in U ∈ Gr2(Q
n+3) is uniquely deter-
mined by its Plu¨cker coordinates i. e. the 2× 2 minors of a 2× (n+3) matrix whose rows span the
subspace U . Such a Plu¨cker coordinate Pij is given by a choice of two columns i, j ∈ {0, 1, . . . , n+2}.
The exchange relations among the frozen and cluster variables xij are the same as the Plu¨cker re-
lations among the coordinates Pij .
(b) Let T be the star-shaped triangulation T = T b ∪ {(i, n + 2) : 1 ≤ i ≤ n} of (Σ,M). There is an
explicit description of the Laurent expansions of the cluster variables with respect to the initial
seed (x, BT ) attached to T . To simplify notation let us denote by x′i = xi−1,i+1 the cluster variable
obtained by mutating (x,BT ) at the index (i, n + 2) ∈ T , or equivalently by flipping T at the
arc (i, n + 2). Then we may write the non-initial cluster variables as determinants of tridiagonal
matrices as follows. We claim that for all indices i, j with 1 ≤ i ≤ j ≤ n we have
xi−1,j+1 =M ·
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
x′i xi+1,i+2 0 0 · · · 0 0
xi−1,i x
′
i+1 xi+2,i+3 0 · · · 0 0
0 xi,i+1 x
′
i+2 xi+3,i+4 · · · 0 0
0 0 xi+1,i+2 x
′
i+3 · · · 0 0
...
...
...
...
. . .
...
...
0 0 0 0 · · · x′j−1 xj,j+1
0 0 0 0 · · · xj−2,j−1 x
′
j
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(2)
where indices are read modulo n+3 and M = xi,i+1 ·xi+1,i+2 · . . . ·xj−1,j is a monomial. Note that
the entries on the main diagonal are cluster variables, the entries on first diagonal below and above
the main diagonal are frozen variables and all other entries are zero. We can prove this claim by
mathematical induction on j for every fixed i. The statement is true for j = i by construction and
easy to verify for j = i+ 1 using the Ptolemy relation x′i · x
′
i+1 − xi−1,i · xi+1,i+2 = xi−1,i+2 · xi,i+1
for the quadrilateral with vertices i− 1, i, i+ 1, i+ 2. The induction step follows from the Ptolemy
relation xi−1,j+1 · xj−1,j = xi−1,j · xj−1,j+1 − xi−1,j−1 · xj,j+1 for the quadrilateral with vertices
i− 1, j − 1, j, j + 1 in combination with the Laplace expansion of the determinant.
Equation (2) illustrates Fomin–Zelevinskys Laurent phenomenon: Every cluster variable x′i belongs
to the ring Z[x±1] by definition, hence an expansion of the determinant allows us to write every
xi−1,j+1 as an element in the Laurent polynomial ring Z[x
±1] of the initial cluster. Moreover, it
visualizes the inclusion xi−1,j+1 ∈ Z[xm, x
′
m : 1 ≤ m ≤ n], compare Berenstein–Fomin–Zelevinsky’s
equality of cluster algebra and lower bound [2, Theorem 1.18].
Baur–Marsh’s [3] main result concerns the symmetric (n + 3) × (n + 3) matrix BM with entries in
A(An) for which BMi,j = xi,j holds for all marked points i, j ∈M . Here we interpret xi,i as zero (because
the loop around i is contractible). Note that Baur and Marsh write the equation in a slightly different
form. The different sign in their formula is due to the usage of minors instead of cluster variables.
Theorem 3.3 (Baur–Marsh). The equality
det(BM) = −(−2)n+1 · x0,1 · x1,2 · x2,3 · . . . · xn+1,n+2 · xn+2,0
holds true.
Motivated by the two determinants in Euclidean geometry from Remark 3.1 we consider two variations
of Baur–Marsh’s determinant. We call the symmetric (n+ 4) × (n+ 4) matrix CM with entries
CMi,j =

0, if i = j;
x2i,j , if i 6= j and 0 ≤ i, j ≤ n+ 2;
1, if i 6= j and (i=n+3 or j=n+3);
in the ring A(An) the Cayley–Menger cluster matrix of type A. We are also interested in minors of CM .
Note that if we pick the index set I = {0, 1, 2, . . . , n+ 2}, then the principal submatrix PM = CM |I×I
is the equal to the Hadamard product of the Baur–Marsh matrix with itself. That is, both matrices are
indexed by the same set I and for all indices i, j ∈ I we have PMi,j = BM
2
i,j . Some authors use the
term entrywise product instead of Hadamard product.
Theorem 3.4 (Cayley–Menger cluster matrix of type A). (a) If I, J ⊆ {0, 1, . . . , n + 2} are subsets
of cardinality |I | = |J | = k ≥ 4, then the minor of the Caley–Menger cluster matrix of type A
supported on the index set I, J obeys the equation CMI,J = PMI,J = 0.
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(b) If n ≥ 2, then the equation det(CM) = 0 holds true. Especially, the matrix CM is singular i. e. it
does not admit an inverse matrix.
Proof. (a) It is enough to prove the statement for k = 4. Assume that I, J ⊆ {0, 1, . . . , n+ 2} are two
subsets of cardinality k = 4. For every n′ > n there is an inclusion ιn,n′ : A(An) →֒ A(An′) of rings,
and we may view CM as a matrix with entries in A(An′). The map ιn,n′ is in fact an injective
rooted cluster morphism, compare Assem–Dupont–Schiffler [1, Definition 2.2 and Example in the
beginning of Section 4.1]. Hence we may assume that there is an index r ∈ {0, 1, . . . , n+2}\(I ∪J)
without loss of generality.
Let F be the ambient field of the cluster algebra A(An). For all indices i, j ∈ {0, 1, . . . , n+ 2}\{r}
we put x˜ij = xij/(xri · xrj) ∈ F . The Ptolemy relation implies that x˜ij + x˜jk = x˜ik whenever
i, j, k ∈ {0, 1, . . . , n+ 2}\{r} are pairwise different indices such that r, i, j, k lie on the boundary of
Σ in this order. The relation is also true if i = j or j = k. Let us put s = r + 1. The previous
relation yields x˜ij = ±(x˜is−x˜sj) for all i ∈ I and j ∈ J . Especially we have x˜
2
ij = x˜
2
is−2x˜isx˜sj+x˜
2
sj
for all i ∈ I and j ∈ J .
Let P˜MI,J be the 4×4 matrix indexed by I×J with entries P˜M ij = x˜
2
ij for all i ∈ I and j ∈ J . Let
us introduce the column vectors vI = (x˜is)i∈I and wI = (x˜
2
is)i∈I and the row vectors vJ = (x˜sj)j∈J
and wJ = (x˜
2
sj)j∈J . Then P˜MI,J is a F-linear combination of the 4 × 4 matrices wI · (1, 1, 1, 1),
vI · vJ , and (1, 1, 1, 1)
T · wJ of rank 1. We conclude that
det(PMI,J ) =
(∏
i∈I
xri
)2
·
(∏
j∈J
xrj
)2
· det(P˜MI,J ) = 0.
(b) The second statement follows from the first by the following observation. If A is any (n+3)×(n+3)
matrix and u is a (column) vector of size n+ 3 and λ is a scalar, then∣∣∣∣ A uuT λ
∣∣∣∣ = λ · det(A)− uT · adj(A) · u
where adj(A) is the adjoint matrix of A. In our case we have λ = 0 and adj(A) = adj(PM) = 0,
since up to sign the entries in adj(PM) are (n+2)× (n+2) minors of PM . All of them vanish by
part (a) because n ≥ 2.
3.3 Determinantal identities for surface cluster algebras of type D
Let n ≥ 4 be a natural number and consider the cluster algebra A(Dn) from Example 2.9 attached to
a polygon with vertex set {1, 2, . . . , n} with one puncture 0 in its interior. The generalized Baur–Marsh
matrix of type D is the (n + 1) × (n + 1) matrix M with entries in A(Dn) for which Mi,j = xi,j holds
for all marked points i, j ∈ {0, 1, . . . , n}. As before we interpret xii as zero (because the loop around i
is contractible). Note that M is not symmetric because the cluster variables xi,j 6= xj,i are attached to
two different arcs between i and j whenever i, j ≥ 1 are different indices.
Remark 2.10, which summarizes some properties about lambda lengths Fomin and Thurston estab-
lished in their work, leads to the following conclusions:
Proposition 3.5 (Properties of cluster variables). Let i, j ∈ {1, 2, . . . , n} be two different indices corre-
sponding to marked points on the boundary of Σ. The entries of the generalized Baur–Marsh matrix of
type D obey the relations
xij + xji = xi0 · x0j = x0i · xj0
inside the cluster algebra A(Dn).
Proof. Inside the ambient field Q(x1, x2, . . . , xn) of A(Dn) the identity xi0/x0i = xj0/x0j holds, because
by Remark 2.10 (a) the quotients of the corresponding lambda lengths are both equal to the hyperbolic
length of the conjugated horocycle around the puncture 0. Especially, the relation xi0x0j = x0ixj0 holds
inside the cluster algebra A(Dn).
Note that the product xi0 · x0i corresponds to the lambda length of the loop around the puncture 0
with endpoint i by virtue of Remark 2.10 (a). From part (b) of the same remark we conclude that the
relation x0i · (xij + xji) = x0j · xi0 · x0i holds. It follows that xij + xji = xi0 · x0j because the cluster
algebra A(Dn) does not contain zero divisors.
Theorem 3.6 (Generalized Baur–Marsh matrix of type D). The equality
det(M) = (−1)n ·
n∏
i=1
x0i · xi0
holds true inside the cluster algebra A(Dn).
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Proof. Let us denote the rows of the matrix by r0, r1, . . . , rn. For every index i ∈ {2, 3, . . . , n} we perform
a row operation which replaces row ri with the linear combination r˜i = x01 · ri + x1i · r0 − x0i · r1. This
row operation changes the determinant by the factor x01. We can compute the entries of r˜i explicitly:
(i) The entry (r˜i)0 = x01 · xi0 + 0− x0i · x10 = 0 vanishes due to Proposition 3.5.
(ii) The same proposition implies (r˜i)1 = x01 · xi1 + x1i · x01 − 0 = x01 · (xi1 + x1i) = x
2
01 · xi0.
(iii) We claim that (r˜i)j = x01 ·x0i ·xj0 whenever j ∈ {2, 3, . . . , i− 1}. To verify the claim, note that we
have (r˜i)j = x01 ·xij+x1i ·x0j−x0i ·x1j by construction. The Ptolemy relation for the quadrilateral
with vertices 0, 1, j, i implies x1i ·x0j−x0ix1j = x01 ·xji so that we obtain (r˜i)j = x01 ·xij+x01 ·xji.
Now the claim follows from Proposition 3.5.
(iv) The entry (r˜i)i = 0 + x1i · x0i − x01 · x1i = 0 vanishes by construction.
(v) The entry (r˜i)j = x01 · xij + x0j · x1i − x0i · x1j = 0 vanishes whenever j ∈ {i+ 1, i+ 2, . . . , n} due
to the Ptolemy relation for the quadrilateral with vertices 0, 1, i, j.
We denote by M˜ the resulting matrix obtained after performing all these row operations. In other
words, M˜ is the matrix with rows r0, r1, r˜2, . . . , r˜n. The matrix M˜ is sparse. The only non-zero entry in
row 2 is r˜21, the only non-zero entries row 3 are r˜32 and r˜31, and the only non-zero entries in row n are
r˜n,n−1, r˜n,n−2, . . . , r˜n,1. Together with the above considerations we can conclude that
(−1)n · det(M˜) = −M˜01,0n ·
n∏
i=2
r˜i,i−1 = (x1,0 · x0,n) ·
n∏
i=2
(x0,1 · x0,i · xi−1,0) = (x0,1)
n−1 ·
n∏
i=1
(x0,i · xi,0) ,
where M˜01,0n = −x1,0 · x0,n = −x0,1 · xn,0 is the minor supported on rows 0, 1 and columns 0, n.
As noted above we have det(M˜) = (x0,1)
n−1 · det(M). Hence the theorem follows by cancelling the
factor (x0,1)
n−1 ∈ A(Dn), which is possible because the cluster algebra A(Dn) does not contain zero
divisors.
Note that we may interpret the factor xi0 · x0i on the right hand side of the theorem as the lambda
length of the loop around the puncture 0 with endpoint i.
It would be interesting to find a framework that combines Baur–Marsh’s and our setup and admits
generalizations to other surface cluster algebras.
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