The performance of search operators varies across the different stages of the search/optimisation process of Evolutionary Algorithms (EA). In general, a single search operator may not do well in all these stages when dealing with different optimization and search problems. To mitigate this, adaptive search operator schemes have been introduced. The idea is that when a search operator hits a difficult patch (under-performs) in the search space, the EA scheme "reacts" to that by potentially calling upon a different search operator. Hence, several multiple-search operator schemes have been proposed and employed within EA. In this paper, a Hybrid Adaptive Evolutionary Algorithm Based on Decomposition (HAEA/D) that employs four different crossover operators is suggested. Its performance has been evaluated on the well-known IEEE CEC'09 test instances. HAEA/D has generated promising results which compare well against several well-known algorithms including MOEA/D, on a number of metrics such as the Inverted Generational Distance (IGD), the hyper-volume, the Gamma and Delta functions. These results are included and discussed in this paper.
Introduction
The performance of search operators varies across the different stages of the search/optimisation process of Evolutionary Algorithms (EA). In general, it is difficult for a single search operator to do well in all stages of EAs when dealing with various optimization and search problems. To mitigate this, adaptive search operator schemes have been introduced. The idea is that when a search operator hits a difficult patch (under-performs) in the search space, the EA scheme "reacts" to it by potentially calling upon a different search operator. Hence, several multiple-search operator schemes have been proposed and employed within EAs. Note that this approach is different from the Multiple Algorithms Single Formulation (MASF) approach advocated in [54] . In [54] , algorithms which do not perform well may eventually die out completely when the resources allocated to them are exhausted and not replenished. Here, operators remain alive throughout the search process. Although the approach put forward here is innovative, it is not entirely
Problem Definition and Background Literature
Multi-objective optimization (MOO) is concerned with problems involving more than one objective function that need to be optimized simultaneously subject to a set of constraints or bounds. MOO problems can be discrete, continuous or both. They arise in various applications including in air traffic routing, the design of telephone networks, electrical and hydraulic applications, cable TV and computer systems, road networks and other. Continuous optimization is widely used in mechanical design, chemical engineering, economics, finance, agriculture and the food industry, to name a few, [57, 35, 8, 1, 6] .
A generic minimization multi-objective optimization problem (MOP) can be formally defined as follows:
where Ω is the decision variable space, x = (x 1 , x 2 , . . . , x n )
T is a decision variable vector with x i , i = 1, . . . , n, their decision variables, F(x) : Ω → R m involves m ≥ 2 real valued conflicting objective functions and R m is the objective space.
If Ω is a closed and connected region in R n and all the objective functions are continuous in x then problem (1) will be continuous. Furthermore, if m = 1, then problem (1) is a single objective problem (SOP).
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Wali Khan Mashwani / --00 (2017) 1-26 3 A solution u = (u 1 , u 2 , . . . , u n ) ∈ Ω is said to be Pareto optimal if there does not exist any other solution v = (v 1 , v 2 , . . . , v n ) ∈ Ω for which f j (u) ≤ f j (v), ∀ j = 1, . . . , m and for at least index k, f k (u) < f k (v) . An objective vector is said to be Pareto optimal if the corresponding decision vector is also Pareto optimal. All Pareto optimal solutions in the decision space of a MOP form a Pareto set (PS) and their corresponding image in the objective space is called a Pareto Front (PF). This idea of Pareto optimality was first proposed by Francis Ysidro Edgeworth in 1881 and has later been generalized by Vilfredo Pareto, [11, 7] .
Multiobjective Evolutionary Algorithms (MOEAs) are well-established stochastic techniques for solving various MOP test suites and MOPs arising in real-world applications. They use a number of intrinsic evolutionary operators (variation and selection operators) to evolve their populations and do not rely on derivative information related to the objective functions of the MOPs.
The first MOEA known as "Vector Evaluated Genetic Algorithm (VEGA)" was developed in a seminal work of David Schaffer, [56, 55] . VEGA divides the population into m sub-populations, each of which evolves toward a single objective. The main advantages of VEGA is low time complexity because it does not calculate the dominance level of individuals in its populations. After the appearance of VEGA, a wide range of MOEAs have been developed that mostly follow the mechanisms introduced by David Goldberg such as the non-dominance concept and diversity-preserving techniques, [19] . These algorithms, most of the time, provide Pareto optimal solutions in a single simulation run for a variety of problems including those to be found in test suites of MOPs. Of course, the no free lunch (NFL) theorem, [68, 31] , holds here.
In general, MOEAs can be divided into three main categories based on fitness assignment strategies; they are the Pareto dominance based MOEAs (e.g., [9, 13, 78, 77, 51, 21] ), the Decomposition based MOEAs (e.g., [22, 33, 73, 38, 42, 44, 24, 25, 26] ), and the Indicator based algorithms (e.g., [80, 5, 23, 3, 2, 14] ). Pareto dominance MOEAs use explicitly the Pareto dominance concept in order to determine the reproduction probability of each individual of its population. Unfortunately, the time complexity of most existing Pareto dominance based MOEAs is not attractive. Because of that they are not suitable for dealing with many objective optimization problems (MOPs) and especially real-world problems [30, 36, 69, 52] . Indicator based MOEAs often incorporate hyper-volume in their selection process in order to evolve their population during the course of optimization. This is computationally very expensive when solving practical problems and problems in test suites with many conflicting objective functions. Both aforementioned categories [47] do not associate their solution populations with any particular scalar optimization problem and solve the given problem directly unlike the MOEAs based on decomposition (MOEA/D), [72] .
In the simple MOEA/D, [72] , two different paradigms, namely calassical mathematical programming and evolutionary computing have been coupled to address fitness assignment and diversity maintenance issues that cause difficulties for non-decomposition based MOEAs. It decomposes the problem of approximating the PF into N different single objective optimization subproblems and then optimizes all of them at the same time with the help of a generic EA. A neighborhood relationship among these subproblems is one of its key features which is defined using the distances between their weight vectors. This neighbouring procedure among the subproblems can speed up the search process of MOEA/D, [72] by exchanging information between problems. It keeps one solution in memory that cannot be the best solution found so far for its subproblems and updates it if the new solution produced is better.
In [33] , an enhanced version of MOEA/D [72] is developed in which the Simulated Binary Crossover (SBX) [27] has been replaced with Differential Evolution (DE) [53] . This gave MOEA/D-DE, [33] . The purpose of this replacement is to produce a solution while inducing two different neighbourhoods, one with each child solution. One of these solutions is then allowed to replace a very small number of old solutions. In [73] , resources are allocated dynamically to each sub-problem as used in the MOEA/D paradigm. In [29, 42, 28, 46, 73] , the impact of multiple search operators coupled to a self-adaptive scheme has been studied. It has then been tested on instances designed for the special session on MOEA competition at the Congress of Evolutionary Computing of 2009 (CEC'09), [74] . In [40, 44] , DE and PSO [16] have been used simultaneously within the framework of MOEA/D, [72] . This variant was then applied to five standard ZDT test problems [79] as well as the CEC'09 test instances [74] . In [39, 37, 43, 45] , MOEA/D [72] and NSGA-II [13] , two different MOEA approaches have been used synergetically at population and generation levels. These two algorithms have also been used in [48] to solve hard multiobjective optimization problems. Fuzzy Dominance (FD) concepts have been introduced in [50] to further improve the algorithmic behavior of the MOEA/D paradigm. The effect of the combined use of neighbourhood sizes with a self-adaptive strategy has been investigated in [75] . For more details please refer to [38, 41, 76] . M a n u s c r i p t [49] , to transform the given MOP into N scalar optimization sub-problems with fixed N weight vectors and then optimizes all N sub-problems simultaneously. The suggested algorithm incorporates multiple search operators based on an adaptive operator selection (AOS) method and decides which operator should be applied to evolve their population of solutions; for further details, please refer to Algorithm 3. The suggested AOS performs mainly two tasks: the selection of operators and the allocation of awards to them based on their solutions' fitness improvement. Furthermore, HAEA/D defines the neighbouring relationships among the N sub-problems using minimum Euclidean distances between the N weighted vectors/coefficients of the TAF.
Let λ 1 , . . . , λ N be a set of N weight vectors and z * j = min{ f j (x)|x ∈ Ω} be the reference point. We use the Tchebycheff Aggregation Function [49] to transform the approximated PF of problem (1) into N scalar optimization subproblems whose j th subproblem is as follows:
Algorithm 3, the main part of the HAEA/D framework, allocates resources to q = 4 crossover operators at population generation level. The first part, ζ × p k t , in the above suggested adaptive model ensures that all crossovers are active in the process of population evolution. This is because the best crossover is not necessarily going to perform best at all stages of the optimization process. Therefore, the proposed adaptive methodology does not allow any weak crossover to be inactive due to the concept of no free lunch (NFL) theorem [31] . In other words, no single operator can always perform better within any MOEA framework while dealing with complicated problems like CEC'09 test instances [74] , or weakness may be only temporary. The proposed AOS method mainly makes use of valuable information found in both previous and current populations of solutions when allocating resources to the crossovers involved.
The search process uses π i , the utility of subproblem i, to measure the improvement that has been due to x i in reducing the objective of this subproblem i; this is defined as
(0.95 + 0.05
If gen is a multiple of 50, then compute Λ i , the relative decrease of the objective for each subproblem i. In each generation, HAEA/D selects a set of solutions from the current population based on their utilities as outlined in Algorithm 2. As in MOEA/D [33, 73] , each i th offspring solution of HAEA/D is restricted to replace at most n r solutions in its T -neighbouring solutions based their scalar objective function values. Further, we have employed the polynomial mutation as defined in Equation (3) after the use of each crossover in our HAEA/D to mutate the resulting new solution with the rate of probability p m .
where l k and u k are the lower and upper bound of the the k th decision variable, respectively.
otherwise. Algorithm 1 HAEA/D: Hybrid Adaptive EA Based on Decomposition.
◃ Generate initial population P uniformly and randomly. Here a is the lower and b is the upper limit of the decision space of the given MOP. Divide population P into P 1 , P 2 , . . . , P q based on P t ; 19: for i ∈ I = {P 1 , P 2 , . . . , P q } do 20 :
22: Pick a solution x j from P;
Remove x j from P;
Φ(c) ← Λ; 10: end if 11: end while 12: ∇(i, 2) ← ∑ Φ and save it with tag number assigned to each crossover. 13 :
Update utility π i of each subproblem i. 
, return to Algorithm 1.
Test Problems and Indicator Functions
Due to the flurry of MOEAs recently developed, their performances are measured on different MOP test suites, some related to real-world applications, while most were generated for testing purposes. Several such test suites comprising unconstrained (but bound constrained) as well as constrained problems have been presented in special sessions at events such as the CEC 09. This particular one provides performance assessment guidelines and code in web-sites such as http://dces.essex.ac.uk/staff/qzhang/moeacompetition09.htm. Table 1 records the statistics of the ten unconstrained CEC'09 test instances [74] used in our experiments.
Parameter Settings
The following parameter values have been used in our experiments.
• N = 600 for 2-objective test instances;
• N = 1000 for 3-objective test instances;
• T = 0.1N are closest weight vectors;
• n r = 0.01N is the maximum number of solutions replaced by each new solution;
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9 is the probability with regard to selecting P;
• η = 20 and p m = 1/n in the polynomial mutation operator;
• The maximum number of function evaluations is 300, 000;
Weight Vector Selection
A set of N weight vectors, W, is generated according to the following procedure [73]:
1. Uniformly randomly generate 5, 000 weight vectors to form set W 1 . Set W is initialised with weight vectors (1, 0, . . . , 0, 0), (0, 1, . . . , 0, 0), . . . , (0, 0, . . . , 0, 1); 2. Find the weight vector in set W 1 with the largest distance to set W; include it in set W and remove it from set W 1 . 3. If |W| = N, stop and return it. Else, go to 2.
Performance Indicators
Two main goals must be kept in sight when dealing with MOP. They are:
1. the convergence towards the Pareto-optimal front, 2. the uniformity and good distribution of the set of multiple solutions that cover the true PF of the problem in hand [11] .
Several performance metrics found in the specialized literature on evolutionary computing (EC) [65, 13, 11, 81] are used to rank algorithms in terms of performance. They are the inverted generational distance (IGD), [81, 74] , the relative HYPer-volume (HYP), [65, 11] , the Gamma (Γ) and Delta (∆) indicators, [11, 13] ; they are commonly used in several comparative analyses of a variety of algorithms. These performance indicators can only be used if the reference set of the problem at hand is known in advance or is available with the test suites. In this paper, we have used the following performance indicators.
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The Inverted Generational Distance (IGD)
Let P * be a set of uniformly distributed points along the PF. Let A be an approximate set of the PF, the average distance from P * to A is defined as [74] :
is the minimum Euclidean distance between v and the points in A. If P * is large enough to represent the PF very well, then D(A, P) could measure both the diversity and convergence of A in a sense. The closer the IGD metric values, the better the approximation set is. We have used P * = 500 in our experiments to tackle 2-objective test instances and P * = 1000 to solve 3-objective problems.
The Relative Hyper-volume Indicator (HYP)
HYP is mathematically expressed as
where HV denotes the hyper-volume of the approximate set A of P * and it is calculated as follows, [65, 66] :
where i ∈ A and z i is the i th hypercube constructed with respect to reference point W and the solution i as the diagonal corners of the hypercube. The closer the value of HYP to zero, the closer the approximate set of solutions to the true Pareto-optimal set.
The Gamma (Γ) Performance Indicator
To use the Γ metric [13] , we generate P * = 500 uniformly spaced solutions from the true Pareto optimal front in the objective space of the problem at hand to calculate the Γ metric values. Then, we compute the minimum Euclidean distance of each individual solution belonging to the approximated set of solutions denoted by A between P * the Pareto-optimal solutions. The average of these distances represents the Γ metric values. In practice, if the Γ metric value is close to zero, the approximate set will converge well to the true Pareto front. This metric measures the extent of convergence to a known set of Pareto-optimal solutions. However, it fails to provide complete information about the spread in the obtained solutions. For this reason, we use another metric denoted ∆ which is explained below.
The Delta (∆) Performance Indicator
∆ is a metric function calculated as follows, [13] .
where d f and d I are the Euclidean distances of the extreme and the boundary solutions belonging to the approximate set of the optimal solutions set and d denotes the average of all Euclidean distances d i between consecutive solutions in the final approximate set of optimal solutions provided by a particular algorithm.
Experimental Results: Discussion
The experiments have been carried out on the following computing platform and parameter values.
• Operating system: Windows XP Professional;
• Programming language: Matlab;
• CPU: Core 2 Quad 2.4 GHz;
• RAM: 4 GB DDR2 1066 MHz; 8
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• Execution: 30 times each algorithm with different random seeds;
In our experimental investigation, first we have embedded some crossover operators, namely, CMX [61, 62] , ADE [53] , PCX [12] , and TM [17] , one by one in MOEA/D, [73] Table 2 and Table 3 . The 1 st column in each of these tables shows the minimum (Min), the 2 nd the maximum (Max), the 3 rd the mean, and the 4 th column shows the standard deviation (Std) of IGDmetric values. From these tables one can conclude that HAEA/D has found a better approximate set of solutions with minimum average IGD-values compared to the other algorithms on most CEC'09 test instances, [74] .
The last columns of Tables 2 and 3, indicate that the experimental results obtained with all algorithms for instances UF5 and UF6 are not good due to the fact that the objective function profiles of these problems are very complicated; small perturbations in the data have a big effect on the populations of solutions generated by these algorithms and cause them to be dominated and/or get stuck in the local basins of attraction of some solutions. Note also that HAEA/D does not allow evolved solutions to replace all T neighbouring solutions as in the original MOEA/D, [72] . The mating restriction in HAEA/D, a type of elitism, which prevents promising solutions from taking part in the process of evolution, may have a drawback. However, mating restriction strategies are quite useful in that they improve the time complexity of algorithms. Table 4 shows the IGD-metric values produced by A) MTS, [60] , B) GDE3, [32] , C) DECMOSA-SQP, [70] , algorithms to cope with UF1-UF10 test instances. Among all these algorithms, MTS has handled both UF1 and UF6 with minimum IGD-values over 30 independent runs as compared to GDE3, DECMOSA-SQP, HAEA/D and four other different versions of MOEA/D [73] considered in this paper. Table 5 presents the values of the relative hypervolume (HYP) in the 1 st row, Γ in the 2 nd and ∆ in the 3 rd , for each of UF1 to UF10, respectively. The average IGD-metric values are plotted against the number of generations in Figure 7 . This figure shows that HAEA/D has solved most problems with minimum average IGD-metric value as compared to most of the algorithms considered here.
Statistical Significance Analysis of the HAEA/D
In order to have statistically sound conclusions, we conducted the Wilcoxons rank sum tests at 0.05 significance level aim at establishing significance differences between the suggested algorithm and the rest of the state-of-the-art MOEAs considered. In this regard, the IGD-metric values of the suggested algorithm are used along with the other 9
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Sensitivity of Population Size N and Neighbourhood Size T in HAEA/D
The neighbourhood size T is one of the most important parameters in HAEA/D. Its setting is based on population size N as in MOEA/D [72, 73, 33] . It is, therefore, important to study its impact when different population sizes N are used in the HAEA/D framework. The last columns of Tables 6 and 7 provide the different values of N and T used to obtain the recorded IGD-metric values corresponding to the solutions returned by HAEA/D on CEC'09 test instances. Note that all other parameters are as explained in Section 4.1 when the algorithm is run 30 times independently over each CEC'09 test problem [74] . In general, as clearly shown in Figure 11 , the performance of the suggested algorithm gets better with large size populations and high neighbourhood sizes. The implementation of the Adaptive Operators Selection (AOS) within Pareto dominance-based MOEAs is tedious and complex compared to implementing decomposition-based MOEA. The latter are more flexible and suitable as a framework in which to deploy multiple search operators. This is because improvements in the search are easier to measure by virtue of the basic concept of decomposability which allows to convert the given MOP into N scalar subproblems. In this paper, therefore, we have studied the effect of the use of multiple search operators in adaptive and ensemble manner. In carried out experiment, we found that no single operator dominates the whole search process of the HAEA/D when applied to CEC'09 test instance [74] . Figure 12 demonstrates the effect of the use of multiple search operators in adaptive and ensemble manner. It can be seen in these figures that no single operator dominates the whole search process of the HAEA/D when applied to CEC'09 test instance [74] . Decomposition-based approaches convert the problem of approximating the PF into N scalar optimization problems (SOPs). These SOPs require different amounts of computational resources. Figure 13 shows how the suggested HAEA/D algorithm allocates resources to each of the N subproblems based on the measured improvement made by each solution in reducing the single objective function values.
Conclusion
Adaptive operator selection procedures employ multiple genetic operators and local search optimizers within an evolutionary algorithm framework to find the most suitable search operator for the given problems. A trial-and-error approach for MOEAs is unlikely to work. Engaging simultaneously various genetic operators not only improves the performance of the base line algorithm but also saves on the time that is necessary to find the operators that perform best in the different stages of the optimization process. This paper proposes a hybrid adaptive evolutionary algorithm based on decomposition which employs multiple search operators in an MOEA/D framework based on a self-adaptive scheme. The proposed methodology allocates a population of solutions dynamically to each crossover operator based on their respective performances, to create new solutions. The overall performance of HAEA/D has been evaluated on 23 M a n u s c r i p t HAEA/D has performed better on most CEC09 test instances in terms of proximity and diversity. These results suggest, therefore, that using adaptive genetic operators may be a good idea in other contexts. And using multiple solution approaches simultaneously as in the Multiple Algorithms Single Formulation paradigm or MAFS of [54] is worthwhile particularly when problem instances are new and the choice of appropriate algorithms for the given problems is not straightforward. Further investigation and testing is therefore warranted. In future, we also intend to test the performance of our suggested algorithm on dynamic multi-objective benchmarks developed for the sessions of the IEEE CEC'14 and IEEE CEC'15.
We also intend to investigative the algorithmic performance of our proposal on single objective constrained optimization problems. The basic idea is to convert a single objective constrained problem into a MOPs by treating the violation of constraints as an extra objective function.
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