In part one of this paper [4] , we develop and analyze a numerical method to solve a probabilistic inverse sensitivity analysis problem for a given map assuming that the map in question can be evaluated exactly. In this paper, we treat the situation in which the output of the map is determined implicitly and is difficult and/or expensive to evaluate, e.g requiring the solution of a differential equation, and hence the output of the map is approximated numerically. The main goal is an a posteriori error estimate that can be used to evaluate the accuracy of the computed distribution solving the inverse problem taking into account all sources of statistical and numerical deterministic errors. We present a general analysis for the method and then apply the analysis to the case of a map determined by the solution of an initial value problem.
1. Introduction. In part one of this paper [4] , we develop and analyze a numerical method to solve a probabilistic inverse sensitivity analysis problem: Given a specified variation and/or uncertainty in the output of a smooth map, determine variations in the input data and/or parameters that produce the observed uncertainty. We formulate this inverse problem using the Law of Total Probability after assuming that the inputs and outputs are random variables. In [4] , we analyze the new method assuming that the map in question can be evaluated exactly. However, we are particularly interested in situations in which the output of the map is determined implicitly and is difficult and/or expensive to evaluate, e.g requiring the solution of a differential equation. In this case, the output of the map will be approximated numerically. In this paper, we carry out an analysis of the effects of numerical error on the computed inverse distribution. As a consequence of the analysis, we prove that the numerical error of the approximate parameter density computed from the algorithm for solving the inverse problem converges to zero as the discretization (both statistical and deterministic) converge to zero. But, our main goal is the derivation of an a posteriori error estimate that can be used to evaluate the accuracy of the computed distribution solving the inverse problem, taking into account all sources of statistical and numerical deterministic errors.
The inverse problem.
The problem we study in [4] is a direct inversion of the forward stochastic sensitivity problem for a deterministic model. We consider an operator q(λ) that maps values in a parameter (and data) space Λ to an output space D. We assume there is a parameter distance measure µ Λ on Λ that is used to distinguish the distance between points in Λ. We assume that µ Λ is absolutely continuous with respect to the Lebesgue measure, the volume V of Λ is finite, and µ Λ is normalized to be a probability measure on Λ.
The deterministic model can be expressed in terms of a likelihood function L(q | λ) of the output q values given the input parameter values λ, where L(q | λ) = δ(q −q(λ)) is the unit mass distribution at q = q(λ). If we specify a density σ Λ (λ) on the parameter space Λ, then the Law of Total Probability implies
(1.1)
The stochastic inverse sensitivity analysis problem that we study is the inversion of the integral equation (1.1). Namely, we assume that an observed probability density, ρ D (q(λ)) is given on the output value q(λ) and we seek to compute the corresponding parameter density σ Λ (λ) that yields ρ D (q(λ)) via (1.1).
Sources of error.
In [4] , we present a computational measure theoretic algorithm to represent the solution of the inverse problem (1.1) as a simple function σ Λ,M (λ) with respect to a partition {b i } M i=1 of Λ. In [4] , we analyze the convergence of approximate representation to the true representation σ Λ,M (λ) on a given partition
. In practice, there are two types of error that arise in the approximation of the representation σ Λ,M (λ). Statistical error is introduced if finite sampling of the observed probability density ρ D (q(λ)) is used in the main algorithm. This type of error shows up on the left-hand side of (1.1). Finite sampling of the distribution of random variable q(λ) is used in order to "pass" the distribution through the piecewise-linear response surfaceq(λ) constructed as part of the solving the inverse problem. Given an analytic, easy to evaluate distribution function for q(λ), we need not perform any sampling.
The second type of error arises when we use numerical approximations in the evaluation of the map q, e.g. as happens if q involves solving a differential equation. This means that we use approximate values of q and its gradient to form the approximate representationq(λ) ≈q(λ). This source of error shows up in the evaluation of the likelihood function in (1.1).
2. General error analysis for the approximation algorithm. Recall the main result from [4] ; Theorem 2.1. Given a measurable set A ⊂ Λ, we can approximate P (A) using a simple function representation of σ Λ (λ) that only requires calculations of volumes in Λ.
The constructive proof yields the computational Algorithm 1 in [4] that generates a probability P (b i ) for each cell b i in a partition {b i } M i=1 of Λ. This gives a representation of the parameter density by the simple function
To simplify notation, we drop the hat on the piecewise-linear representationq(λ) of q(λ) produced by the algorithm.
2.1. Analysis of statistical error. We begin by examining the effect of finite sampling in the evaluation of ρ D (q). We conduct an a posteriori analysis similar to that used for nonparametric density estimation for elliptic problems with randomly perturbed diffusion coefficients in [14] .
Let F q (t) denote the probability distribution function of q(λ). To simplify the presentation, we assume b i is contained in a region of contours A i induced by the simple function approximation to ρ D (q). If no sampling is used to evaluate ρ D (q) or F q (t), then the algorithm yields
, then we alter (2.2) to sum over the regions of induced contours A j such that b i ∩ A j = ∅.) We let F (t) denote the probability distribution on Λ that represents (2.1), where t ∈ R d , and
Here the inequality, λ ≤ t, is considered component-wise. Using (2.2) in (2.3) gives
We use a sample distribution function for F q (t) computed from a finite collection of error free sample values {Q 1 , . . . , Q N },
This leads to an approximation of F N (t) ≈ F (t) defined
The error in the distribution is bounded by
Using standard statistical arguments [14] , there is a constant C > 0 such that for any > 0,
with probability greater than 1 − . It is possible to prove other forms of this bound [14] . Using (2.6) in (2.5) yields for any > 0,
with probability greater than 1 − .
Analysis of deterministic error.
We now consider the use of an approximationq(λ) ≈ q(λ) and we estimate the effect on the computed value of σ Λ,M (λ). We assume that there is an a priori error bound or a posteriori error estimate for the error inq(λ). More precisely, the piecewise linear function q is defined on the partition {B i } of Λ, where q(λ) = q(µ i ) + ∇q(µ i )(λ − µ i ) on B i and µ i is a chosen value in B i , andq(λ) =q(µ i ) + ∇q(µ i )(λ − µ i ) on B i . Hence the error has the form
Hence, we require estimates or bounds for the errors in bothq(µ i ) and ∇q(µ i ) respectively. The derivation of the a priori bound or a posteriori error estimate is specific to a particular map q. Below, we derive the necessary estimates for nonlinear ordinary differential equations. Similar results hold for elliptic problems [3] . The use of an approximation for q leads to an error in computation of F (t) given in (2.4). We define the approximate sample distribution functionF N (t) as
We calculate probabilities using (2.9) and seek to determine the error F (t) −F N (t). We decompose the error to get
where I is bounded in (2.7). For II, we assume a bound or estimate E i for the error inq(b i ) on each cell b i . For convenience, we choose the fine partition {b i } so that for each 1 ≤ i ≤ M , b i ⊂ B j for some 1 ≤ j ≤ M . Thus, for all cells b i ⊂ B j for a fixed j, there is the same deterministic error term associated withq(b i ). We let E j , 1 ≤ j ≤ M , denote the deterministic error associated with eachq(b i ) for all b i ⊂ B j . Using an analogous argument as in [14] ,
,
, and m i = min q(b i ). Using (2.6) for the first two terms on the right-hand side of the inequality we have that for any > 0
with probability greater than 1 − . Assuming Lipschitz continuity of the distribution F q with constant L, for any > 0,
with probability greater than 1 − . This gives Theorem 2.2. There exists constant C such that for any > 0,
with probability greater than 1 − . If no sampling is used to evaluate ρ D (q) or F q (t), then
Note thatF (t) is the distribution calculated using exact values of ρ D (q), but approximate values of q.
3. Application to nonlinear ordinary differential equations. We apply the general error analysis to a finite dimensional map q defined implicitly by the solution to a differential equation that depends on a finite number of parameters in the model. We consider the initial value problem ẏ = f (y; λ 1 ), t > 0,
where y ∈ R n , f : R n+p → R n is smooth, and λ = (λ 1 , λ 0 ) ∈ Λ ⊂ R d (d = p + n) are the parameters. We solve (3.1) to calculate a linear functional of the solution, or a quantity of interest,
We assume that the solution y of (3.1) depends (implicitly) on parameters λ in a smooth way and denote solutions of (3.1) as y λ and the quantity of interest as q(λ) to emphasize the implicit dependence of the quantity of interest on the parameters. The smooth dependence of solutions to (3.1) on parameters λ implies the dependence of the quantity of interest on λ is also smooth.
3.1. Construction of the piecewise-linear representation. Computing the gradient information is problematic for a differential equation. We use an adjoint equation and variational analysis to do this implicitly. We solve the initial value problem at a reference parameter value µ = (µ 1 , µ 0 ) ,
where (y µ , µ) is a reference point. We define the exact adjoint problem,
The following theorem [26] relates the value of q(λ) to q(µ) for λ near µ. Theorem 3.1. If f (y; λ) is twice continuously differentiable with respect to both y and λ and Lipschitz continuous in both y and λ, then the quantity of interest is Fréchet differentiable at (y µ , µ) with derivative ∇q(µ) :
Additionally,
In the absence of numerical error,
for λ close to µ. The global piecewise-linear approximation on the partition
of Λ, is constructed by using the local linearization on each cell B i to obtain
where µ i is the reference parameter value chosen in cell B i .
Discretization.
The a posteriori error estimate uses a variational analysis after introducing an adjoint problem. The variational analysis makes it natural to write the discretization method in the finite element framework. This is not restrictive as most common finite difference schemes can be written as a finite element method with a particular choice of quadrature for evaluating integrals.
A finite element method is based on the variational formulation of the differential equation. For the differential equation,
the problem is to find
(We use g instead of f because there are several problems that have to be solved below.)
We compute a solution on the interval [0, T ], and we discretize the interval 0 = t 0 < t 1 < · · · < t N = T with time intervals I j = (t j−1 , t j ) and time steps k j = t j −t j−1 .
The finite element method produces a piecewise polynomial approximation. We use P q (I j ) to denote the space of polynomials of degree q and less on time interval I j and define the space of piecewise polynomials,
We consider the discontinuous Galerkin (dGq) finite element method that produces an approximate solution X ∈ V (q) [9] . Since X may be discontinuous at time nodes, we define X
The approximation is computed interval by interval. We set X 0 = x 0 . Then we compute X ∈ P q (t j−1 , t j ) successively for j = 1, 2, . . . , N satisfying
If g(x, t) ≡ g(x) and q = 0, the dG0 approximation matches the backward Euler approximation at the time nodes. In general, we may obtain various difference schemes, e.g. the subdiagonal Pade schemes, by employing quadrature to evaluate the integrals in (3.11) [19, 28] . There is also a continuous Galerkin (cG) approximation that produces yet other classes of approximations [10] . We carry out the analysis below for the dG scheme assuming the integrals in (3.11) are computed exactly. The extension to handle quadrature and the cG method is straightforward [13] .
3.3. The effect of using an approximate solution on the piecewise-linear representation. The main interest is in treating the effects of using a numerical approximation Y µ in the linearization of the forward problem used to construct an adjoint. We define the approximate adjoint using (3.4) with "perturbed" operator
We assume f (y; λ) is twice continuously differentiable with respect to both y and λ, so that standard convergence results for Y µ imply that over some (short) time interval
where · V and · U are the L 2 ([0, T ]) norm of some appropriate matrix and vector norms of the arguments, respectively.
Letq(λ) denote the approximate quantity of interest calculated using (3.6) with Y µ and Φ in place of y µ and φ,
with error q(λ) −q(λ). Taking the difference of (3.7) and (3.14) gives
Term I is a linear functional of the error y µ − Y µ and it can be estimated using standard a posteriori analysis techniques as described below. Term II measures the effect of using Y µ and Φ on the sensitivity of q(λ) to changes in the initial conditions. Term III measures the effect of using Y µ and Φ on the sensitivity of q(λ) to changes in model parameters.
The terms II and III depend linearly on the vector λ − µ. The analysis below produces estimates that also depend on this vector linearly so that the error estimates for these terms are also linear functions of this vector. Thus, following the analysis described below for p linearly independent vectors λ − µ, we obtain a set of error estimates such that the error defined by II and III for any vector λ − µ can be written as a linear combination from this set of error estimates.
Convergence and order of accuracy.
We can use straightforward a priori error analysis on (3.15) to show that |q(λ) −q(λ)| converges at the same order as the dGq method over a short time period under the assumption that f is twice continuously differentiable.
3.5. Estimate of the error in a quantity of interest. We compute an a posteriori error estimate using variational analysis and adjoint problems [10, 9, 7, 8, 13, 28, 6] . We begin by recalling the a posteriori estimate of error in a quantity of interest. Let X denote the dGq approximation to (3.9) and let e = x − X, where x solves (3.9) exactly. We linearize around X in the sense of perturbing the operator to arrive at the adjoint problem
where g (x, X) = 1 0 g (sx + (1 − s)X, t) ds. For simplicity, we use g for g (x, X) below. If ψ 1 (t) ≡ 0, then the quantity of interest is (e(T ), ψ 2 ). If ψ 2 = 0, then the quantity of interest is T 0 (e(t), ψ 1 (t)) dt. Assume ψ 1 (t) ≡ 0 in (3.16). Take the inner product of the adjoint problem with e and integrate from 0 to T to obtain
We decompose (3.17) into a sum of integral equations over each time interval in the discretization and integrate by parts over each interval to get
Since e = x − X might be discontinuous at the boundaries of each interval, we expand the first term on the right hand side of (3.18) to 19) with ϑ n−1 = ϑ(t n−1 ). Substitution of (3.19) into (3.18) and re-arranging the terms yields (e(T ), ϑ(T )) = (e(0),
Substituting e = x − X and usingẋ − g(x) = 0, gives (e(T ), ϑ(T )) = (e(0),
Similarly, if ψ 2 = 0 and ψ 1 (t) is nonzero for some t ∈ (0, T ), we obtain
We summarize as the following Details and implementation. Often Galerkin orthogonality is used to introduce a projection of the adjoint solution into the approximation space, which has the effect of "localizing" the error contributions from each time step. Also, the analysis may be altered [28] to account for the use of quadrature formulas in the computation of the approximation. This provides a way to apply the analysis to many common finite difference schemes [28] .
Note that (3.20) is a computable estimate of the error provided that we can compute the adjoint solution ϑ. The first issue is that we cannot use g (x, X) in practice since this requires the unknown solution x. Typically, we use g (x, X) ≈ g (X, X) = g (X). The effect of this approximation on the computation of ϑ can be analyzed, e.g. [11] . The error depends on the accuracy of X, so typical short time error bounds can be proved. The second issue is that in practice we solve the adjoint problem using a numerical method, typically using a higher order method than used for the forward solution.
The consequence is that in practice we compute a numerical adjoint solution. We can alter the analysis below to take into the account the error in the numerical solution, but this significantly complicates the presentation of the results while generally being a relatively small issue. So we do not present this.
3.6. Estimating term II. We first observe that this term is a linear functional of the error arising from solving the exact adjoint with the approximate adjoint. We adapt the a posteriori analysis to estimate the error of this approximation. We define the adjoint to the approximate adjoint as
This gives 
Substituting (3.23) into (3.22) and using (3.12), we have
We show that the second term on the right-hand side of the last equation is higherorder and estimate the first term on the right-hand side. If f (y; λ) is three-times continuously differentiable, then we use Taylor's theorem to get
where J denotes the n × n identity matrix and the vector operator denoted vec is a map from R l×m → R lm defined by stacking the columns (in order) of a matrix to form a column vector. We let
The first term on the right-hand side is a linear functional of the error y µ − Y µ and can be estimated by Theorem 3.2.
We now show that the second term is higher-order. Let η = φ − Φ, then
If Y µ is sufficiently close to y µ over [0, T ], then 27) where (t) is a perturbation matrix satisfying (t) ≤ C y µ − Y µ , for some C > 0 and all t ∈ [0, T ]. Substituting (3.27) into (3.26) gives,
Let Σ(t) denote the fundamental matrix of (3.29), then
This implies that
Here, · U is interpreted as before to mean the L 2 ([0, T ]) norm of a given vector norm of the argument, and C > 0 is some constant that bounds the product of sup t∈[0,T ] Σ(t) , sup t∈[0,T ] Σ(t) −1 , and sup t∈[0,T ] Φ(t) . Thus, by Lipschitz continuity of the first derivatives of f (y; λ) and (3.29),
Estimating term III.
Add and subtract D λ f (Y µ ; µ 1 )(λ 1 − µ 1 ), φ and write III = IIIa + IIIb, where
and estimate IIIa and IIIb.
Estimating term IIIa. Add and subtract (D λ f (y µ ; µ 1 ) −D λ f (Y µ ; µ 1 ))(λ 1 − µ 1 ), Φ and write IIIa = IIIaa + IIIab, where
We show that IIIaa is higher-order. We know that φ − Φ ≤ C y µ − Y µ U for some constant C > 0, therefore
for some constant C > 0.
Again assuming that f (y; λ) is three-times continuously differentiable, then
We substitute this estimate into IIIab so that
We let
Thus, we have represented IIIab as a linear functional of the error in y µ − Y µ , which can be estimated by Theorem 3.2.
Estimating term IIIb. We let
Thus, IIIb is a linear functional of the error in the adjoint solutions φ − Φ. We apply Theorem 3.2. We again define an adjoint to the approximate adjoint as
We perform a standard variational argument to obtain
Using (3.26)-(3.28) in the right-hand side above, we have
The two terms on the right-hand side are analagous to (3.24) and (3.25) . The second term on the right-hand side has already been proven to be higher-order. Therefore, the second term is neglected in the estimate. The first term is estimated similarly to how (3.24) was estimated. We definẽ
and the first term is approximated by
which is a linear functional of the error of y µ − Y µ , and is estimable by Theorem 3.2. This completes the proof of Theorem 3.3.
3.8. Summarizing the effect of deterministic error. We summarize the estimates on q(λ) −q(λ) in a theorem that presents the steps required to compute the a posteriori estimate in the form of an algorithm. 
Solve (3.12) with data given by the above vectors and use Theorem 3.2 to compute the standard error representations given by
Let w denote the solutions to the adjoint to the approximate adjoint problem 
The error q(λ) −q(λ) is given by
where e u is the computable error estimate given by
This theorem provides a means of computing the E i required in Theorem 2.2. Set E i = max λ∈Bi e u . For convex polygonal cells B i , computation of E i is straightforward since e u is a linear function of λ, so the maximum occurs on the boundary.
Examples.
We present numerical examples that highlight certain aspects of the analysis. The numerical solution and error estimates are computed using GAASP [16] . We use a first-order discontinuous Galerkin (dG1) method for the forward solve, and a second-order continuous Galerkin (cG2) method for all of the adjoint solves. We use the adaptive time step capability in GAASP and terminate time step refinement once the error estimate corrects the estimated gradient by less than 10%.
Example 1.
The first example is a coupled linear system with four parameters,
The adjoint problem is
Computing the true errors requires knowledge of the exact φ. To this end, we choose ψ(t) = (ψ 1 , ψ 2 ) and φ(T ) = (φ 1,T , φ 2,T ) so that φ(t) = (t, 1) .
In this linear example, II = 0. We report the error estimates for term III. We take µ = (2, 2, 2, 2) , so y µ = √ 1 + t cos(t 2 ), √ 1 + t sin(t 2 ) . We consider both T = 3 and T = 10. We plot the forward solutions y µ and Y µ for T = 3 with two different time steps in Fig. 4.1 . Table 4 .1 shows the error estimate results for T = 3. Since the computed error estimates tend to be accurate, we can often compute a corrected gradient by adding the error estimate to the computed (estimated) gradient. We see improvement in the corrected gradient by comparing the fourth and last columns of Tables 4.1. At T = 3, Y µ is a good approximation of y µ at the coarse time step of 0.2 as seen in Fig. 4.1 , so the second derivative calculations involving Y µ used in the error estimates produce accurate error estimates beginning at this time step.
We plot the forward solutions y µ and Y µ for T = 10 with four different time steps in Fig. 4.2-4 .3. The oscillations of y µ increase in magnitude and with higher frequency as time increases. As seen in Table 4 .2, when the error estimate is of the same order magnitude as the estimated gradient, the estimate cannot be used to correct the gradient. 2 , where C is chosen so φ(T ) = 1. Since (4.3) is nonlinear, we report the error estimates for both terms II and III.
We show results for both T = 3.9 and T = 10. We plot the forward solutions y µ and Y µ and adjoint solutions φ and Φ for T = 3. [19, 21] and use the linear approximation for the quantity of interest constructed in the calculations of Example 4.2 for T = 10 with a step size of 0.02. This implies that E = 6.94 and using just one reference point we have that max q(b i ) − min q(b i ) is approximately 1357.91. Assume the output is uniformly distributed so that L = 0.0007364, which is found by considering the output distribution on [min q(b i ), max q(b i )]. This gives the bound on F (t) −F (t) as 6.94. This is exactly the numerical error. This should be the case for this particular example and checks the consistency of the above analysis. A uniformly distributed output has a uniformly distributed input since this is a 1-1 linear map. The only error comes from the numerical error in this case, and is reflected in the result.
5. An error indicator for the accuracy of the generalized linear contours. We show in [4] that the generalized linear contours defining the approximate set-valued inverse to (1.1) converge pointwise to the generalized contours as the "size" of the largest cell, B i , decreases to zero. It is useful to have an "indicator" to guide a choice of cells {B i }.
Let B i and B j denote cells used in (3.8) such that i = j and the cells share a boundary. Consider a generalized contour, denoted q −1 (q), that is connected across the boundary of these cells. The generalized linear contour,q −1 (q), is typically discontinuous across such a boundary, i.e. on B i and B j for almost every λ ∈ ∂B i ∩ ∂B j . The generalized linear contours are simply the level sets ofq(λ) and (5.1) gives the discontinuity ofq(λ) at each λ ∈ ∂B i ∩ ∂B j , which is a measure of the smoothness of the piecewise-linear representationq(λ). We define,
{D ij : λ ∈ ∂B i ∩ ∂B j = 0} , which is computable and cheap to obtain since (5.1) is a linear function, and if the B i are polygonal geometric objects, then only a finite number of points need be calculated in order to determine the extreme values of (5.1) for λ ∈ ∂B i ∩ ∂B j . The result in [4] shows that the generalized linear contours converge pointwise to the generalized contours, hence D → 0. We claim that D is reasonable indicator of the possible size of the error q −1 (q) −q −1 (q) for sufficiently small cells {B i }.
For nonlinear ordinary differential equations, we have
where C is a constant depending on ∇q(µ i ). Replacing i with j in the above equation gives an expression for the error in cell B j . Therefore, q −1 (q) −q −1 (q) ≤ C( R 2 (y λ , y µi ; λ 1 , µ i,1 ) + R 2 (y λ , y µj ; λ 1 , µ j,1 ) ). Since D has the same bound, we consider it a measure of the error in the approximation of generalized contours.
The calculation of D is an a priori measure, computed before solving the inverse problem as described in [4] . This measure allows us to determine if (3.8) is sufficient for use in solving the inverse problem.
