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ZEROS OF A BINOMIAL COMBINATION OF CHEBYSHEV POLYNOMIALS
SUMMER AL HAMDANI AND KHANG TRAN
Abstract. For 0 < α < 1, we study the zeros of the sequence of polynomials {Pm(z)}∞m=0
generated by the reciprocal of (1− t)α(1−2zt+ t2), expanded as a power series in t. Equivalently,
this sequence is obtained from a linear combination of Chebyshev polynomials whose coefficients
have a binomial form. We show that the number of zeros of Pm(z) outside the interval (−1, 1) is
bounded by a constant independent of m.
1. Introduction
The sequences of Chebyshev polynomials of the first and second kinds, generated respectively by
∞∑
m=0
Tm(z)t
m =
1− tz
1− 2tz + t2
and
∞∑
m=0
Um(z)t
m =
1
1− 2tz + t2 ,
are two important sequences of orthogonal polynomials in mathematics. This orthogonality implies
that the zeros of all polynomials in these sequences lie on the support of the weight function which
is the real interval (−1, 1). For each n ∈ N, the sum of the first n Chebyshev polynomials of the
first kind connects with the famous Dirichlet kernel, Dn(θ), by
Dn(θ) =
1
2pi
(
2
n∑
m=0
Tm(z)− 1
)
=
sin((n+ 1/2)θ)
2pi sin(θ/2)
where z = cos θ. One can use this relation to show that the zeros of the partial sum
∑n
m=0 Tm(z)
still lie on the interval (−1, 1). With a similar identity, we can show that the same conclusion holds
for the partial sum of Chebyshev polynomials of the second kind, Vn(z) =
∑n
m=0 Um(z). For a
study of the distribution of zeros of the sum of a more general sequence of polynomials satisfying
a three-term recurrence, see [9]. The generating for this sequence of partial sums {Vm(z)}∞m=0 is
given by
∞∑
n=0
Vn(z)t
n =
∞∑
n=0
n∑
m=0
Um(z)t
n
=
∞∑
m=0
Um(z)t
m
∞∑
n=m
tn−m
=
1
(1− t)(1− 2tz + t2) .(1.1)
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Figure 1.1. Zeros of P50(z) for α = 3
We can look at the sequence of partial sums of Vm(z) (i.e. the sequence {
∑n
m=0 Vm(z)}∞n=0) or
more generally if we iterate the sequence of partial sums α times then the generating function of
the resulting sequence, denoted by {Pm(z)}∞m=0, is
∞∑
m=0
Pm(z)t
m =
1
(1− t)α(1− 2tz + t2) .
However the zeros of polynomials Pm(z) in this sequence for α ∈ N may not lie on the interval
(−1, 1) (see Figure 1.1). Surprisingly, the zeros of Pm(z) are more likely to lie on this interval when
0 < α < 1. The main goal of this paper is to prove the theorem below.
Theorem 1. For 0 < α < 1, α ∈ R, let {Pm(z)}∞m=0 be the sequence of polynomials generated by
∞∑
m=0
Pm(z)t
m =
1
(1− t)α(1− 2zt+ t2) .
There is a constant C (independent of m) such that the number of zeros of Pm(z) outside (−1, 1)
is at most C for all m ∈ N.
One can apply a procedure similar to (1.1) to write Pm(z) as the following binomial combination
of Chebyshev polynomials of the second kind.
(1.2) Pm(z) =
m∑
k=0
(
α+m− k − 1
m− k
)
Uk(z).
Although we do not work with such binomial combination of Chebyshev polynomials of the first,
the method in this paper should work for that combination. We focus on binomial combinations
since binomial coefficients play an important role in the research program on stability preserving
linear operators on circular domains initiated by Po´lya and Schur and completed by J. Borcea and
P. Bra¨nde´n [1]. For a study of zeros of other linear combinations of Chebyshev polynomials, see [5].
The locations of zeros of polynomials strongly relate to the discriminants and resultants of those
polynomials. Given that the discriminants and resultants of Chebyshev polynomials are known (see
[3, 4, 6]), there have been various studies extending these concepts to various linear combinations
of Chebshev polynomials (for example, see [2, 8]).
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Figure 2.1. The contour γ
2. The Cauchy integral formula and a proof of the theorem
We start our proof by defining the function z(θ) = cos θ on the interval θ ∈ (0, pi) and note that,
for each θ ∈ (0, pi), the two zeros in t of 1 + 2z(θ)t + t2 are e±iθ. With the Cauchy differentiation
formula and the principal cut for (1− t)α, we conclude that for each θ ∈ (0, pi)
Pm(z(θ)) =
1
2pii
‰
|t|=δ
dt
(1− t)α(1− 2z(θ)t+ t2)tm+1
=
1
2pii
‰
|t|=δ
dt
(1− t)α(t− eiθ)(t− e−iθ)tm+1(2.1)
for some small δ > 0. For each large R and small , let γ be the counterclockwise loop formed by
the union of CR (a portion of the circle radius large R), and a small semicircle C with center 1
and radius , and the two line segments l1 and l2 (see Figure 2.1).
We note that for each θ ∈ (0, pi)
∣∣∣∣ˆ
CR
dt
(1− t)α(t− eiθ)(t− e−iθ)tm+1
∣∣∣∣
≤
ˆ
CR
|dt|
(R− 1)α(R− 1)(R− 1)Rm+1
→0
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as R→∞ and ∣∣∣∣ˆ
C
dt
(1− t)α(t− eiθ)(t− e−iθ)tm+1
∣∣∣∣
≤
ˆ 3pi/2
pi/2
dφ
α|1 + eiφ − eiθ||1 + eiφ − e−iθ||1 + eiφ|m+1
→0
as → 0 since α < 1.
With the paramatrization t = 1 + x+ i for l1, we note that for each m and θ the function in x
(2.2)
1
(1− t)α(t− eiθ)(t− e−iθ)tm+1
converges pointwise to
1
xαe−ipiα(1 + x− eiθ)(1 + x− e−iθ)(1 + x)m+1
on x ∈ (0,∞) as R→∞ and → 0. With the note that
|1 + x− eiθ||1 + x− e−iθ| = (1 + x)2 − 2 cos θ(1 + x) + 1
is an increasing function in x on (0,∞), we conclude
|1 + x− eiθ||1 + x− e−iθ| ≥ 2− 2 cos θ.
Consequently, we can dominate (2.2) by
1
|1− t|α|t− eiθ||t− e−iθ||t|m+1 ≤
1
xα(2− 2 cos θ)(1 + x)m+1
where the right side is integrable on (0,∞) since 0 < α < 1. Thus by the dominated convergence
theorem, we conclude that as R→∞ and → 0ˆ
l1
dt
(1− t)α(t− eiθ)(t− e−iθ)tm+1 →
ˆ ∞
0
dx
xαe−ipiα(1 + x− eiθ)(1 + x− e−iθ)(1 + x)m+1
and similarly for l2ˆ
l2
dt
(1− t)α(t− eiθ)(1− e−iθ)tm+1 → −
ˆ ∞
0
dx
xαeipiα(1 + x− eiθ)(1 + x− e−iθ)(1 + x)m+1 .
Let f(t, θ) be the integrand of (2.1) and note that as a function in t, this function has three poles
at 0 and e±iθ. From
1
2pii
ˆ
CR
f(t, θ)dt+
1
2pii
ˆ
C
f(t, θ)dt+
1
2pii
ˆ
l1
f(t, θ)dt+
1
2pii
ˆ
l2
f(t, θ)dt
=Pm(z(θ)) +
‰
|t−eiθ|=δ
f(t, θ)dt+
‰
|t−e−iθ|=δ
f(t, θ)dt,
we let we let R→∞ and → 0 to obtain
Pm(z(θ)) =
1
pi
=
ˆ ∞
0
dx
xαe−ipiα(1 + x− eiθ)(1 + x− e−iθ)(1 + x)m+1
− 1
2pii
‰
|t−e−iθ|=δ
f(t, θ)dt− 1
2pii
‰
|t−eiθ|=δ
f(t, θ)dt.(2.3)
ZEROS OF A BINOMIAL COMBINATION OF CHEBYSHEV POLYNOMIALS 5
Since e±iθ are two simple poles of f(t, θ), the Cauchy integral formula gives
− 1
2pii
‰
|t−e−iθ|=δ
f(t, θ)dt− 1
2pii
‰
|t−eiθ|=δ
f(t, θ)dt
=− 1
(1− e−iθ)α(e−iθ − eiθ)e−i(m+1)θ −
1
(1− eiθ)α(eiθ − e−iθ)ei(m+1)θ .
After forming a common denominator and applying (1 − e−iθ)(1 + eiθ) = 2 − 2 cos θ, the last
expression becomes (
1− eiθ)α ei(m+1)θ − (1− e−iθ)α e−i(m+1)θ
2i sin θ(2− 2 cos θ)α .
With the identities
(1− eiθ)αei(m+1)θ = (e−iθ/2 − eiθ/2)αei(m+1)θ+iαθ/2
= 2α sinα(θ/2)ei(m+1)θ+iαθ/2−iαpi/2
and
(1− e−iθ)αe−i(m+1)θ = (eiθ/2 − e−iθ/2)αe−i(m+1)θ−iαθ/2
= 2α sinα(θ/2)e−i(m+1)θ−iαθ/2+iαpi/2,
we write this expression as
sinα(θ/2)
sin θ(1− cos θ)α sin
(
(m+ 1)θ +
α(θ − pi)
2
)
.
We plug this quantity to the last two terms of the right side of (2.3) and conclude for θ ∈ (0, pi)
Pm(z(θ)) =
1
pi
=
ˆ ∞
0
dx
xαe−ipiα((1 + x)2 − 2(1 + x) cos θ + 1)(1 + x)m+1
+
sinα(θ/2)
sin θ(1− cos θ)α sin
(
(m+ 1)θ +
α(θ − pi)
2
)
.(2.4)
In the next section, we will prove the key lemma below.
Lemma 2. There are constants K and M such that
(2.5)
1
pi
ˆ ∞
0
dx
xα((1 + x)2 − 2(1 + x) cos θ + 1)(1 + x)m+1 <
sinα(θ/2)
sin θ(1− cos θ)α
for all θ ∈ (K/m, pi) and all m ≥M .
Assume the lemma above, we now provide a proof of Theorem 1. Consider all the angles θh ∈
(K/m, pi) such that
sin
(
(m+ 1)θh +
α(θh − pi)
2
)
= ±1.
That is
θh =
hpi + (α+ 1)pi/2
m+ 1 + α/2
.
The condition θh ∈ (K/m, pi) implies
K
m
<
hpi + (α+ 1)pi/2
m+ 1 + α/2
< pi
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or equivalently
(2.6)
m+ 1 + α/2
mpi
K − α+ 1
2
< h < m+
1
2
.
Lemma 2 and (2.4) imply that for all m ≥M , the sign of Pm(z(θh)) is the same as the sign of
sin
(
(m+ 1)θh +
α(θh − pi)
2
)
which is (−1)h. By the Intermediate Value Theorem, for each h the interval (θh, θh+1) contains at
least a zero of Pm(z(θ)). From (2.6), we conclude that there is constant C1 such that Pm(z(θ)) has
at least m−C1 zeros in θ on (K/m, pi) for m ≥M and each of these zeros gives a zero of Pm(z) on
(−1, 1) by the map z(θ) = cos θ. Let C = max(C1,M). Since the degree of Pm(z) is m by (1.2),
the number of zeros of Pm(z) outside (−1, 1) is at most C for all m ∈ N.
3. Proof of Lemma 2
In this section, we will prove Lemma 2. With the substitution 1 + x = eu, we write the integral
on the left of (2.5) as
1
pi
ˆ ∞
0
dx
xα(1 + x)m+1((1 + x)2 − 2(1 + x) cos θ + 1) =
1
pi
ˆ ∞
0
e−mudu
(eu − 1)α(e2u − 2eu cos θ + 1)
=
1
pi
ˆ ∞
0
e−(m+α)udu
(1− e−u)α(e2u − 2eu cos θ + 1)
=
1
pi
ˆ ∞
0
e−(m+α)uu−αg(u)du,
where
(3.1) g(u) =
f(u)
e2u − 2eu cos θ + 1 and f(u) =
(
u
1− e−u
)α
.
Note that if θ is fixed, one can apply Watson’s lemma to find an asymptotic formula (nonuniform
in θ) for the integral above. Since the range of θ of interest in Lemma 2 depends on m, we cannot
apply Watson’s lemma directly. The book [7] provides many uniform asymptotic formulas for
various other important integrals. Here we apply an elementary approach based on the proof of
Watson’s lemma to prove Lemma 2.
To proceed, we split the integral above as
(3.2)
1
pi
ˆ 1/√m
0
e−(m+α)uu−αg(u)du+
1
pi
ˆ ∞
1/
√
m
e−(m+α)uu−αg(u)du.
Note that e2u − 2eu cos θ + 1 is a decreasing function in u on (0,∞) and consequently
e2u − 2eu cos θ + 1 ≥ 2− 2 cos θ
 θ2.
With this inequality and f(u) = O(uα) (the Big-Oh constant here and throughout the paper is
independent of θ), we obtain the following bound for the second integral of (3.2)
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∣∣∣∣∣ 1pi
ˆ ∞
1/
√
m
e−(m+α)uu−αg(u)du
∣∣∣∣∣ = O
(
1
θ2
ˆ ∞
1/
√
m
e−(m+α)udu
)
= O
(
e−
√
m
mθ2
)
.(3.3)
Next we will bound the first integral of (3.2). With the note that
lim
u→0
f(u) = lim
u→0
(
u
1− e−u
)α
= 1
we can define
(3.4) g(0) := lim
u→0
g(u) =
1
2− 2 cos θ
and conclude g(u) = g(0) + g′(v)u for some v ∈ (0, u) where from (3.1)
g′(v) =
(e2v − 2ev cos θ + 1)f ′(v)− f(v)(2e2v − 2ev cos θ)
(e2v − 2ev cos θ + 1)2
≤ (e
2v − 2ev cos θ + 1)f ′(v)
(e2u − 2eu cos θ + 1)2
=
f ′(v)
e2v − 2ev cos θ + 1 .
From the definition of f in (3.1), we have
f ′(u) = α
(
u
1− e−u
)α−1
1− e−u(1 + u)
(1− e−u)2 .
The identity above implies
lim
u→0
f ′(u) =
α
2
and lim
u→∞ f
′(u) = 0,
from which we conclude f ′(u) is bounded on (0,∞) and consequently
g′(v) = O
(
1
e2v − 2ev cos θ + 1
)
= O
(
1
θ2
)
.
Together with (3.4), we conclude for 0 < u < 1/
√
m
g(u) = g(0) + g′(v)u 1
θ2
We apply this bound of g(u) to the first integral of (3.2) and obtain∣∣∣∣∣
ˆ 1/√m
0
e−(m+α)uu−αg(u)du
∣∣∣∣∣ 1θ2
ˆ 1/√m
0
e−(m+α)uu−αdu.
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With substitution (m+ α)u→ u, the right side becomes
1
θ2(m+ α)1−α
ˆ (m+α)/√m
0
e−uu−αdu
Γ(1− α)− Γ(1− α, (m+ α)/
√
m)
θ2m1−α
where
Γ(s) :=
ˆ ∞
0
ts−1e−tdt and Γ(s, x) :=
ˆ ∞
x
ts−1e−tdt
are the gamma and the upper incomplete gamma functions. With the asymptotic formula for large
x ∈ R+ and fixed a /∈ Z
Γ(a, x) ∼ xa−1e−x
∞∑
n=0
Γ(a)
Γ(a− n)x
−n,
we obtain the following bound
(3.5)
∣∣∣∣∣
ˆ 1/√m
0
e−(m+α)uu−αg(u)du
∣∣∣∣∣ = O
(
1
θ2m1−α
)
.
In summary, from (3.2), (3.3), and (3.5), we have an upper bound for the left side of Lemma 2
given by
(3.6)
1
pi
ˆ ∞
0
dx
xα((1 + x)2 − 2(1 + x) cos θ + 1)(1 + x)m+1 
1
θ2m1−α
.
To find a lower bound of the right side of this lemma, we note that
lim
θ→0
sin θ(1− cos θ)α
sinα(θ/2)
.
1
θ1+α
= 1
and
lim
θ→pi
sin θ(1− cos θ)α
sinα(θ/2)
.
1
θ1+α
= 0.
Thus the function
sin θ(1− cos θ)α
sinα(θ/2)
.
1
θ1+α
is bounded on (0, pi) and consequently
(3.7)
sinα(θ/2)
sin θ(1− cos θ)α 
1
θ1+α
.
By dividing each side of (3.6) by that of (3.7), we conclude that
(3.8)
sin θ(1− cos θ)α
sinα(θ/2)
.
1
pi
ˆ ∞
0
dx
xα((1 + x)2 − 2(1 + x) cos θ + 1)(1 + x)m+1
is at most a constant multiple of
1
(mθ)1−α
.
Thus there are constants K and M such that (3.8) is less than 1 for all θ ∈ (K/m, pi) and m ≥M
and we complete the proof of Lemma 2.
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