Expectile models are derived using asymmetric least squares. A simple formula relates the expectile to the expectation of exceedances beyond the expectile. We use this as the basis for estimating expected shortfall. It has been proposed that the θ quantile be estimated by the expectile for which the proportion of observations below the expectile is θ. In this way, an expectile can be used to estimate value at risk. Using expectiles has the appeal of avoiding distributional assumptions. For univariate modelling, we introduce conditional autoregressive expectiles (CARE). Empirical results for the new approach are competitive with established benchmarks methods.
Value at risk (VaR) measures the maximum potential loss of a given portfolio over a prescribed holding period at a given confidence level, which is typically chosen to be 1% or 5%. Therefore, assessing VaR amounts to estimating tail quantiles of the conditional distribution of a series of financial returns.
Although VaR has become the standard measure of financial market risk, it has been criticised for reporting only a quantile, and thus disregarding outcomes beyond the quantile. In addition, VaR is not a subadditive risk measure. This property concerns the idea that the total risk on a portfolio should not be greater than the sum of the risks of the constituent parts of the portfolio (see Artzner, Delbain, Eber, and Heath, 1999; Acerbi and Tasche, 2002) . Expected shortfall (ES) is a risk measure that overcomes these weaknesses, and that is becoming increasingly widely used. ES is defined as the conditional expectation of the return given that it exceeds the VaR (see Yamai and Yoshiba, 2002) .
A recent development in the VaR literature is the conditional autoregressive value at risk (CAViaR) class of models (see Engle and Manganelli, 2004) . This approach to VaR estimation has strong appeal in that it provides a modelling framework and does not rely on distributional assumptions. However, the focus is solely on VaR estimation, and it is not clear how to estimate the corresponding ES.
In this paper, we present a new modelling approach, which also avoids distributional assumptions, and which delivers estimates for both VaR and ES. The approach involves the use of asymmetric least squares (ALS) regression, which is the least squares analogue of quantile regression. The solution of an ALS regression is known as an expectile. This name was given by Newey and Powell (1987) who note that the ALS solution is determined by the properties of the expectation of exceedances beyond the solution. We use this as the basis for estimating ES. It has been shown that there exists a one-to-one mapping from expectiles to quantiles. In view of this, Efron (1991) proposes that the θ quantile be estimated by the expectile for which the proportion of in-sample observations lying below the expectile is θ. This idea can be used to enable VaR estimation from expectiles.
As the basis for conditional VaR and ES modelling, we introduce a new class of univariate expectile models: conditional autoregressive expectiles (CARE). Therefore, this paper can be viewed as developing, for conditional ES modelling, the analogue of the conditional VaR models provided by CAViaR.
In Section 1, we briefly review the literature on VaR and ES estimation. Section 2 describes how expectiles can be used to estimate VaR and ES, and Section 3 introduces the new class of expectile models.
Section 4 uses stock indices to illustrate implementation of the new approach, and to evaluate its accuracy.
Section 5 provides a summary and concluding comments. Manganelli and Engle (2004) divide VaR methods into three categories: parametric, semiparametric and nonparametric. Parametric approaches involve a parameterisation of the behaviour of prices.
A Review of Methods for Estimating VaR and Expected Shortfall
Conditional quantiles are estimated using a conditional volatility forecast with an assumption for the shape of the distribution. GARCH models are very often used to forecast the volatility (see Poon and Granger 2003) .
The distribution is typically chosen to be Gaussian or the Student-t distribution, and for these choices it is straightforward to calculate the ES.
Included in the semiparametric VaR category are methods based on extreme value theory (EVT) or quantile regression. The straightforward application of EVT is hampered by the heteroskedasticity present in series of financial returns. To overcome this, Diebold, Schuermann, and Stroughair (2000) and McNeil and Frey (2000) propose that the peaks over threshold EVT method be applied to residuals standardised by GARCH conditional volatility estimates. Using the derived exceedance distribution, the approach delivers an analytical formula for the ES (see McNeil, Frey and Embrechts, 2005, p. 283) .
A recent proposal using quantile regression is the class of conditional autoregressive value at risk (CAViaR) models introduced by Engle and Manganelli (2004) . Three of Engle and Manganelli's CAViaR models are presented in expressions (1) to (3). CAViaR models have similar structures to GARCH models, with the Asymmetric Slope model designed specifically to model the asymmetric leverage effect, which is the tendency for volatility to be greater following a negative return than a positive return of equal size.
Symmetric Absolute Value CAViaR:
Asymmetric Slope CAViaR: .
Q t (θ) is the θ quantile conditional upon Ψ t-1 , the information set up to time t-1; the β i are parameters; I(x) is the indicator function; and (x) + = max(x,0) and (x) -= -min(x,0). Note that we are modelling here a residual term, y t , defined as y t =r t -E(r t |Ψ t-1 ), where r t is the return and E(r t |Ψ t-1 ) is the conditional expectation, which is often assumed to be zero or a constant. Expression (4) presents a CAViaR model proposed by Kuester, Mittnik and Paolella (2006) , which aims to model autocorrelation in the conditional mean of the returns series. The autocorrelation is captured by the parameter α 1 .
Indirect ARGARCH CAViaR: 
CAViaR model parameters are estimated using the quantile regression minimisation in the following expression, which was introduced by Koenker and Bassett (1978) :
where y t is the target variable; β is a vector of parameters in the model for Q t (θ). Although CAViaR models provide an attractive means of estimating the conditional quantile, by their very nature they provide only a model for the quantile, and it is not clear how to calculate the corresponding ES.
The most widely used nonparametric VaR method is historical simulation, which requires no distributional assumptions and estimates the VaR as the quantile of the empirical distribution of historical returns from a moving window of the most recent periods. For this approach, the ES can be estimated as the mean of the returns, in the moving window, that exceed the VaR estimate. A difficulty with the historical simulation method is the choice of how many past periods to include in the moving window. Including too few observations will lead to large sampling error, while using too many will result in estimates that are slow to react to changes in the true distribution. This issue and the strong appeal in giving more weight to more recent observations prompted Taylor (2006) to propose exponentially weighted quantile regression, which amounts to simple exponential smoothing of the cumulative distribution function (cdf). For this method, ES estimation can be performed using the cost function of the exponentially weighted quantile regression.
Expectiles

Expectiles and ALS Regression
Before introducing expectiles, it is useful first to appreciate that the population θ quantile of a random variable y is the parameter m that minimises the function regression, which is the least squares analogue of quantile regression. The ALS minimisation is presented in expression (6). It was originally proposed by Aigner, Amemiya and Poirier (1976) , and is considered further by Newey and Powell (1987) . Note that for τ=0.5 expression (6) 
Using Expectiles to Estimate VaR
In this paper, we use expectiles as estimators of quantiles. This was first proposed by Efron (1991) who was attracted by the computational simplicity of ALS relative to quantile regression. The proposal involves using, as an estimator of the θ quantile, the expectile for which the proportion of in-sample observations lying below the expectile is θ. This is based on the fact that, for each τ expectile, there is a corresponding θ quantile, though τ is typically not equal to θ. The existence of a one-to-one mapping from expectiles to quantiles is supported by the theoretical work of Jones (1994), Abdous and Remillard (1995) and Yao and Tong (1996) . Empirical support for Efron's proposal is provided by Sin and Granger (1999) and Granger and Sin (2000) , using macroeconomic data and absolute financial returns, respectively. Newey and Powell (1987) provide insight into the result of the ALS minimisation in expression (6) by considering the case where the expectile is a scalar parameter. 
Using Expectiles to Estimate ES
This is a rearrangement of Newey and Powell's expression (2.7). They explain that the expression indicates that the solution μ(τ) is determined by the properties of the expectation of the random variable y conditional on y exceeding μ(τ). This suggests a link between expectiles and ES. Expression (7) can be rewritten as
where F is the cdf of y. This expression provides a formula for the ES of the quantile that coincides with the τ expectile. Referring to this as the θ quantile, we can write F(μ(τ))=θ. and rewrite the expression as
With y t defined, as in Section 1, to be a zero mean residual term, this simplifies to the following:
This expression relates the ES associated with the θ quantile of a zero-mean distribution and the τ expectile that coincides with that quantile. The expression is for ES in the lower tail of the distribution. The expression for the upper tail of the distribution is produced by replacing τ and θ with (1-τ) and (1-θ), respectively.
Although expressions (8) and (9) are for the case where the expectile is a scalar parameter, similar expressions are satisfied by an expectile that is conditional on an information set up to period t-1. This conditional expectile, μ t (τ), satisfies the following expression for the conditional ES:
( )
As we explained in Section 2.2, we follow Efron's proposal of using a conditional model for the τ expectile to estimate the θ quantile. Expressions (10) and (11) serve as a simple way to calculate the ES associated with this estimate. Considering expression (11), note that it is intuitively reasonable that, over time, for a given value of θ, the conditional ES is proportional to the conditional quantile model μ t (τ).
Indeed, this is also the case with some other widely used models for financial returns, such as when a conditional volatility model is used with a Gaussian or Student-t distribution. Although regressors could be included in the expectile models, VaR and ES are usually estimated using univariate models. This implies a need for univariate expectile models. In the next section, we present a new class of such models.
Conditional Autoregressive Expectiles (CARE)
The structure of the CAViaR models in expressions (1)- (4) can be used for conditional autoregressive expectile (CARE) models. For example, the Symmetric Absolute Value CARE model is shown in expression (12).
The model parameters can be estimated using ALS with a similar non-linear optimisation routine to that used by Engle and Manganelli (2004) for CAViaR models. We describe this optimisation in more detail in Section 4.1. Using expression (10) or (11), it is straightforward to convert the CARE models into conditional autoregressive ES models. For example, substituting μ t (τ) from expression (11) into expression (12) delivers the following conditional ES model:
where γ 1 =β 1 , and, for i = 0 and 2, ( )
In Section 2.2, we explained that in this paper, we use expectiles as estimators of quantiles. More specifically, we use CARE to model a conditional θ quantile. The value of τ that we select for the CARE model is the value for which the proportion of in-sample observations lying below the conditional expectile model is θ. The success of the use of CARE models for VaR and ES estimation relies on θ being a close approximation of the conditional coverage of the model. We test this in the empirical study of Section 4.
The quantile or volatility forecast from another approach could be included as a regressor within the CARE models. This would enable a form of forecast combining. If confidence intervals are required for parameter estimates, or for VaR or ES predictions, we would suggest the use of a bootstrap resampling approach. In addition to CAViaR models, the quantile regression literature contains several other forms of autoregressive quantile models (e.g. Koenker and Zhao, 1996) . The structure of these models could also be considered for autoregressive expectile modelling.
Empirical Illustration and Evaluation of VaR and ES Estimation
In this section, we describe a study that compared the accuracy of the VaR and ES estimates from our new methods with those from established methods. The study considered day-ahead estimation of the 1%, 5%, 95% and 99% conditional VaR and ES. We chose these quantiles because they are widely considered in practice. Our focus on day-ahead estimation is consistent with the holding period considered for internal risk control by most financial firms.
We used the following stock indices: the French CAC40, the German DAX30, British FTSE100, Japanese Nikkei225 and the US S&P500. The sample period used in our study consisted of daily data, from 1 September 1997 to 2 May 2005. This period delivered 2000 log returns. As in the study of Kuester, Mittnik and Paolella (2006) , we used a moving window of 1000 observations to re-estimate repeatedly parameters for the various methods. Day-ahead post-sample VaR and ES estimates were produced from each method for the final 1000 days of each stock index series. We use these post-sample predictions as the basis of our comparison of methods. With the exception of the Indirect ARGARCH CAViaR and Indirect ARGARCH CARE models, we followed common practice by not estimating models for the conditional mean of each series (see Poon and Granger, 2003) . For each moving window, we subtracted from each return, r t , the mean, μ, of the 1000 in-sample returns. The quantile estimation methods were applied to the resultant residuals, y t = r t -μ.
In the next section, we present the methods considered in our study. Although there are many VaR estimation methods that we could have implemented as benchmark methods (see, for example, Kuester, Mittnik and Paolella, 2006) , we restricted ourselves to commonly used methods for which ES estimation is straightforward. All methods have been implemented in Gauss code, which is available on request.
Methods Used for Estimating VaR and ES
Benchmark Methods
We implemented the historical simulation method using moving windows of lengths 250, 500 and 1000 days. The VaR and ES estimates were produced from the method as described in Section 1.
We included the GARCH(1,1) model in our study. Our use of the (1,1) specification was based on the general popularity of this order for GARCH models. We also implemented the asymmetric GJRGARCH(1,1) model of Glosten, Jagannathan and Runkle (1993), but we found that it was outperformed by the standard symmetric GARCH model, and so in the remainder of this paper, we do not refer to GJRGARCH. We considered two versions of the GARCH(1,1) model. The first version, which we refer to as GARCH-t, used the Student-t distribution and the second version, which we term GARCH-SKEWt, used the generalized asymmetric t-distribution of Mittnik and Paolella (2000) that has density of the following form:
where d, v and ψ are positive parameters, and B(.,.) is the beta function.
Using the respective distributions, we optimised model parameters using maximum likelihood. We then used the distributions to produce parametric estimates of the conditional quantile and ES. 
and F beta (.,.,) is the cdf of a beta distribution, which is also known as the incomplete beta. In addition to the parametric estimates, for both GARCH versions, we also produced conditional quantile and ES estimates by applying the peaks over threshold EVT method to the standardised residuals (see Section 7.2.3, McNeil, Frey and Embrechts, 2005) . In this approach, we set the threshold as the 10% unconditional quantile for the lower tail, and as the 90% unconditional quantile for the upper tail. The GARCH-SKEWt model, in conjunction with this EVT approach, performed very well in terms of VaR estimation in the study of Kuester, Mittnik and Paolella (2006) .
CAViaR Models
We estimated the CAViaR models presented in Section 1 using a procedure similar to that described by Engle and Manganelli (2004) . For each model, we first generated 10 5 vectors of parameters from a uniform random number generator between 0 and 1, or between -1 and 0, depending on the appropriate sign of the parameter. For each of the vectors, we then evaluated the QR Sum, which we define as the summation in the quantile regression objective function presented in expression (5). The 10 vectors that produced the lowest values of the QR Sum were used as initial values in a quasi-Newton algorithm. The QR Sum was then calculated for each of the 10 resulting vectors, and the vector producing the lowest value of the QR Sum was chosen as the final parameter vector. Due to computational running times, it was impractical to implement this estimation procedure for each moving window in our study. However, this was not a significant issue because much of the procedure is aimed at deriving suitable initial values for the quasi-Newton algorithm. In our study, we implemented the full estimation procedure for the first moving window, and for each subsequent moving window we simply performed the quasi-Newton algorithm using as initial parameter vector the optimal vector from the previous moving window.
CARE Models
We implemented the Symmetric Absolute Value, Asymmetric Slope, Indirect GARCH and Indirect ARGARCH CARE models introduced in Section 3. As with the GARCH models, we found that the Asymmetric Slope CAViaR and CARE models were outperformed by the symmetric versions of the models, and so in the remainder of this paper, we do not consider further the asymmetric models. We estimated CARE model parameters using the same procedure as described in the previous section for the CAViaR models, except that the QR Sum was replaced by the ALS summation presented in expression (6).
As described in Section 2.2, we set, as estimator of the θ quantile, the τ expectile for which the proportion of in-sample observations lying below the expectile is θ. To find the optimal value of τ, we estimated models for different values of τ over a grid with step size of 0.0001. The final optimal value of τ was derived by linearly interpolating between grid values. We used just the first moving window of observations to optimise τ. The resulting τ values are reported in Table 1 . For a given θ quantile, the table
shows similar values of τ for the three different types of CARE model. The table shows that values of τ are more extreme than their corresponding values of θ, and this is consistent with Newey and Powell's (1987) results for the Gaussian distribution and Granger and Sin's (2000) results for the absolute value of financial returns. In Figure 1 , we present a similar plot to Newey and Powell's Figure 1 . Our figure plots the unconditional θ quantiles and unconditional τ expectiles against θ and τ, respectively. The figure shows that for the unconditional θ quantile and τ expectile to be identical, the value of τ has to be more extreme than the value of θ.
---------- Table 1 and Figure 1 ----------Due to the need to estimate the value of τ, the estimation of CARE models would appear to be more computationally demanding than CAViaR models. However, it is interesting to note that, even with this extra task, the computational running times for one full implementation of the CARE models for each series was less than for the CAViaR models. This is because the ALS minimisation is somewhat less challenging than the quantile regression minimisation. 
VaR Results
To evaluate the post-sample conditional quantile estimates, we use the hit percentage and dynamic quantile (DQ) test. The hit percentage assesses the percentage of observations falling below the estimator.
Ideally, for estimation of the conditional θ quantile, the percentage should be θ. We examined significant difference from this ideal using a test based on the binomial distribution. Engle and Manganelli's (2004) The results for the latter method are improved when EVT is applied to the standardised residuals. Of the CARE models, the Indirect GARCH model performed particularly well for both the 95% and 99% quantiles. Tables 6 and 7 report the DQ test p-values for the 95% and 99% quantiles, respectively. As in Tables   4 and 5 , the final column presents a count for the number of series for which the null is rejected at the 5% level. The DQ test results are poor for the historical simulation approach when based on either 1000 or 500 days in the moving window. As with the hit percentage results, the DQ results for the GARCH model, estimated using the Student-t distribution, were improved when EVT was used to construct the quantiles rather than simply using the Student-t distribution. The DQ test results in Tables 6 and 7 are a little disappointing for the GARCH model estimated using the skewed-t distribution. The tables show that the CAViaR and CARE models performed well for both the 95% and 99% quantiles. In Section 4.4, we summarise the VaR results for all four quantiles.
----------Tables 4 to 7 ----------
ES Results
To evaluate conditional ES estimation, we follow the approach of McNeil and Frey (2000) , which focuses on the discrepancy between an observation and the conditional ES estimate for only those periods for which the observation exceeds the conditional quantile estimate. McNeil and Frey note that these discrepancies, when standardised by the conditional volatility, should be i.i.d. with a mean of zero. In order to avoid distributional assumptions, they use a bootstrap test to test for zero mean (see page 224 of Efron and Tibshirani, 1993) . We were forced to adapt this test for use in our study because the CARE models do not involve the estimation of the conditional volatility. In our version of the test, instead of standardising with the volatility, we standardise using the conditional quantile estimate for each method. Manganelli and Engle (2004) also standardise using this estimator in their application of extreme value theory to standardised quantile residuals. In Tables 8 and 9 , we report p-values for the bootstrap test for the post-sample conditional 95% and 99% ES estimates. As with the earlier tables for VaR evaluation, the final columns in these tables present a count for the number of series for which the null is rejected at the 5% level. Interestingly, the ES results for the CARE models are very competitive with the other methods.
Unfortunately, testing whether the standardised discrepancies are i.i.d. is problematic due to the low number of discrepancies, and this is particularly so for 1% and 99% estimation. Indeed, McNeil and Frey do not perform a test for i.i.d. discrepancies. We tested for zero autocorrelation in each series of discrepancies corresponding to 5% and 95% estimation. For each of the methods, except historical simulation, we found that, when testing at the 5% level, the total number of rejections of the null hypothesis across these two quantiles and the five series was zero or one. For simplicity, we do not present these results in detail here.
----------Tables 8 to 10 ----------
Summary of VaR and ES Results
Table 10 is a summary, for all four quantiles, of the results for the two VaR tests and the ES test described in the previous two sections. The table presents the number of test rejections at the 5% significance level, as presented for the 95% and 99% quantiles in the final columns of Tables 4 to 9. As we used five indices in our study, for a given quantile, the maximum number of test rejections for any single test is five.
For simplicity, in Table 10 , we shall focus on the three columns labelled "Total", which contain the total number of rejections across the four quantiles.
The DQ test results suggest that it is inadvisable to use historical simulation regardless of the number of days used in the moving window. For the GARCH model estimated using a Student-t distribution, the results indicate that it is far preferable to construct VaR estimates using EVT than simply to use the Student-t distribution. By contrast with the results of Kuester, Mittnik and Paolella (2006) , in our study, VaR estimation was not improved by the use of EVT with the GARCH skewed-t distribution. Our results also differ from those of Kuester, Mittnik and Paolella in terms of the CAViaR models; the Indirect GARCH CAViaR model performs very well, and is not outperformed by the Indirect ARGARCH CAViaR model.
The fact that the CAViaR models are so competitive in terms of VaR estimation motivates consideration of models with similar characteristics that produce not only VaR estimates but also ES estimates. This is the motivation for CARE models. The columns corresponding to the two VaR tests indicate that each CARE model is slightly outperformed by its corresponding CAViaR model. This is not surprising, as the CAViaR models are estimated using quantile regression, while the CARE models are expectile approximations of quantile models. However, it is reassuring to see from the VaR results that the approximation is not poor.
Turning to the ES estimation results, there is not a substantial difference between the methods. There is a suggestion that the use of EVT is beneficial for the GARCH models, and that the GARCH model estimated using the skewed-t distribution is a good candidate for ES estimation. This last point compliments the findings of Kuester, Mittnik and Paolella (2006) who promote the use of the method in the context of VaR estimation. Although the ES estimation results do not indicate superior performance for the CARE models, it is interesting to see from the final column in Table 10 that the methods are competitive in this respect.
In the analysis reported so far, for all the methods except historical simulation we used a moving window of 1000 periods. We also considered windows of lengths 500 and 250 periods. In terms of VaR estimation, the accuracy of the various methods did not weaken when using the smaller window sizes. This was also the case for ES estimation, with the one exception being a reduction in accuracy when using a smaller window size for the approach based on the CARE models. As previously described, this approach requires, as estimator of the θ quantile, the τ expectile for which the proportion of in-sample observations lying below the expectile is θ. It seems that the smaller window size causes difficulty for the derivation of the optimal value of τ for a given θ quantile. This point was confirmed by the substantial improvement in the ES estimation accuracy from the CARE models that resulted when we reran the analysis with window size of 250 periods using the values of τ derived from the 1000 periods immediately prior to the first forecast origin.
(These values of τ were used in the initial analysis with moving window size of 1000 periods.)
Summary and Concluding Comments
In this paper, we have introduced a new approach to estimating conditional VaR and conditional ES using ALS regression. Following the suggestion of Efron (1991), we estimate the θ quantile by the expectile for which the proportion of in-sample observations lying below the expectile is θ. The main contribution of this paper is that we show that the corresponding ES estimator is a simple function of the expectile. Therefore, a conditional expectile estimator can be used as a conditional quantile estimator, and also, after a simple transformation, as a conditional ES estimator. A further contribution of the paper is the introduction of CARE, which is a new class of univariate expectile models inspired by Engle and Manganelli's CAViaR models. CARE models enable conditional autoregressive ES modelling. Our empirical study suggests that the CARE models are competitive in terms of both VaR and ES estimation. Unconditional θ quantiles and τ expectiles plotted against θ and τ, respectively, for the first moving window of 1000 daily FTSE100 daily stock index returns. Table 1 For a given θ quantile, optimal values of ALS parameter τ (×100) for the three CARE models, derived using the first moving window of 1000 days. 
