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Resumen
Este trabajo se desarrolla en el contexto
del proyecto de investigacio´n Sistemas Multi-
agentes en Ambientes Dina´micos: Planifica-
cio´n, Razonamiento y Tecnolog´ıas del Len-
guaje Natural. Espec´ıficamente, en la l´ınea
Planificacio´n, la tema´tica que se esta´ inves-
tigando es el desarrollo de una arquitectura
para agentes que soporte tanto control reac-
tivo como deliberativo, de forma tal que el
agente pueda actuar de manera competente
y efectiva en un ambiente real.
Uno de los objetivos de esta investigacio´n
es el intento de dotar a un agente inteligente
de ambas capacidades. Esto brindara´ la po-
sibilidad de elegir cua´l ser´ıa la mejor forma
de actuar frente un problema determinado.
Adema´s, otro de los resultados esperados
de nuestra investigacio´n es la implementa-
cio´n de un traductor del lenguaje PDDL (o
un subconjunto relevante de e´l) para la des-
cripcio´n de dominios de planificacio´n. Espe-
ramos que el framework de planificacio´n con-
tinua desarrollado en el contexto de nuestro
grupo de investigacio´n pueda aprovechar las
caracter´ısticas que ofrece PDDL. Esto permi-
tir´ıa una ra´pida aplicacio´n a cualquier pro-
blema definido en el lenguaje, y la posibili-
dad de comparar resultados de rendimiento
con otras soluciones al mismo problema.
Palabras Clave: Agentes Inteligen-
tes, Sistemas Multiagentes, Planifi-
cacio´n, Planificacio´n Continua.
Contexto
Este trabajo esta´ parcialmente financiado
por la Universidad Nacional del Comahue, en
el contexto del proyecto de investigacio´n Sis-
temas Multiagentes en Ambientes Dina´mi-
cos: Planificacio´n, Razonamiento y Tecno-
log´ıas del Lenguaje Natural. El proyecto de
investigacio´n tiene prevista una duracio´n de
tres an˜os, ha comenzado en enero del 2010 y
finaliza en diciembre de 2012.
1. Introduccio´n
La representacio´n de los problemas de pla-
nificacio´n (estados, teor´ıa de dominio o accio-
nes disponibles, metas, etc.) debe posibilitar
que los algoritmos de planificacio´n utilicen
eficientemente las ventajas de la estructura
lo´gica del problema. La clave es encontrar un
lenguaje que sea lo suficientemente expresivo
para describir una amplia variedad de pro-
blemas, pero tambie´n lo suficientemente aco-
tado para permitir que algoritmos eficientes
operen sobre ellos.
Uno de los primeros lenguajes de represen-
tacio´n y, seguramente, uno de los ma´s refe-
renciados en la literatura de Inteligencia Ar-
tificial ha sido STRIPS[2]. La representacio´n
STRIPS describe el estado inicial del mundo
mediante un conjunto completo de literales
ba´sicos (ground) y las metas son definidas co-
mo una conjuncio´n proposicional. La teor´ıa
de dominio, es decir, la descripcio´n formal de
las acciones disponibles para el agente, com-
pleta la descripcio´n del problema de planifi-
cacio´n.
En la representacio´n STRIPS, cada accio´n
es descripta por dos fo´rmulas: la fo´rmula de
precondicio´n y la de poscondicio´n. Ambas
esta´n constitu´ıdas por una conjuncio´n de li-
terales y definen una funcio´n de transicio´n de
un mundo a otro. Una accio´n puede ser eje-
cutada en cualquier mundo w que satisfaga
la fo´rmula de precondicio´n. El resultado de
ejecutar una accio´n en un mundo w es espe-
cificado tomando la descripcio´n de w, adicio-
nando cada literal de la poscondicio´n de la
accio´n y eliminando literales contradictorios.
STRIPS esta´ basado en la idea de que al-
gunas relaciones en el mundo no son afec-
tadas por la ejecucio´n de una accio´n. Estas
restricciones (entre varias otras como tiem-
po ato´mico, no existen eventos exo´genos, los
efectos de las acciones son determin´ısticos,
etc.) permiten trabajar con algoritmos de
planificacio´n ma´s simples y eficientes, pero
dificultan la descripcio´n de problemas ma´s
complejos o de problemas reales.
La necesidad de un lenguaje con un po-
der expresivo mucho mayor que los existen-
tes hasta el momento, impulso´, a fines de
los 90’s, el desarrollo del lenguaje de repre-
sentacio´n PDDL (Planning Domain Defini-
tion Language)[8]. En la actualidad, PDDL
es soportado por muchos planificadores y, al
igual que STRIPS, se basa en la suposicio´n de
mundo cerrado, permitiendo que la transfor-
macio´n de estados pueda ser calculada agre-
gando o eliminando literales de la descripcio´n
del estado de partida. PDDL intenta expre-
sar la “f´ısica” del dominio, es decir, cua´les
son los predicados, que´ acciones son posibles,
cua´l es la estructura de las acciones compues-
tas y cua´les son los efectos de las acciones.
El lenguaje esta´ factorizado en un conjun-
to de caracter´ısticas, llamadas requerimien-
tos, y cada dominio definido usando PDDL
debe declarar que´ requerimientos asume. El
requerimiento por defecto es STRIPS.
En la actualidad, PDDL es considerado el
standard de-facto de los lenguajes de repre-
sentacio´n y mucho desarrollo se esta´ aplican-
do sobre su especificacio´n a fin de alcanzar
nuevos objetivos tales como la comparacio´n
emp´ırica de la performance de los planifica-
dores y el desarrollo de un conjunto standard
de problemas en notaciones comparables.
Existen distintas implementaciones que
actu´an como traductores desde el lengua-
je PDDL hacia diferentes lenguajes destino.
Por ejemplo, en [17], se ha implementado un
traductor para SWI-Prolog utilizando DCG
(Definite Clause Grammar) y limitado a un
subconjunto de PDDL 3.0[3]. El subconjun-
to considerado para este traductor no incluye
algunas caracter´ısticas de PDDL tales como:
restricciones, precondiciones negativas y dis-
yuntivas, acciones con restricciones de dura-
cio´n, predicados derivados, preferencias, pre-
condiciones universales, precondiciones exis-
tenciales y efectos condicionales.
Un enfoque diferente es abordado en [16]
donde se considera una grama´tica ANTLR
(ANother Tool for Language Recognition)[13]
para un nuevo subconjunto de PDDL 3.0.
La grama´tica ha sido disen˜ada para gene-
rar un traductor PDDL hacia co´digo Java.
Posteriormente, en [18], se ha modificado
la grama´tica ANTLR original para generar
co´digo Python. Al igual que la anterior, am-
bas grama´ticas excluyen algunas caracter´ısti-
cas relevantes de PDDL.
Otra alternativa es provista por la librer´ıa
PDDL4J [14], desarrollada bajo licencia de
software libre CeCILL[1]. Esta librer´ıa Java
contiene un traductor para PDDL 3.0 y to-
das las clases necesarias para manipular sus
conceptos. El propo´sito de PDDL4J es faci-
litar la implementacio´n, en co´digo Java, de
planificadores basados en PDDL.
2. L´ıneas de Investigacio´n
y Desarrollo
El proyecto de investigacio´n Sistemas Mul-
tiagentes en Ambientes Dina´micos: Planifi-
cacio´n, Razonamiento y Tecnolog´ıas del Len-
guaje Natural tiene varios objetivos genera-
les. Por un lado, el de desarrollar conocimien-
to especializado en el a´rea de Inteligencia
Artificial Distribuida. Adema´s, se estudian
te´cnicas de representacio´n de conocimiento
y razonamiento, junto con me´todos de plani-
ficacio´n[4, 20] y tecnolog´ıas del lenguaje na-
tural aplicadas al desarrollo de sistemas mul-
tiagentes.
Espec´ıficamente, en la l´ınea Planificacio´n,
la tema´tica que se esta´ investigando es el
desarrollo de una arquitectura para agentes
que soporte tanto control reactivo como de-
liberativo, de forma tal que el agente pueda
actuar de manera competente y efectiva en
un ambiente real. Hanks y Firby [5] sugieren
tratar de alcanzar un sutil equilibrio de estas
dos estrategias: deliberacio´n y reaccio´n. La
primera implica tomar todas las decisiones
factibles en forma tan anticipada en el tiem-
po como sea posible. La segunda estrategia,
reaccio´n, consiste en demorar las decisiones
que se tomen tanto como se pueda, actuando
so´lo en el u´ltimo momento posible.
A simple vista, el primer enfoque parece
perfectamente razonable. Un agente que pue-
de pensar a futuro sera´ capaz de considerar
ma´s opciones y, por lo tanto, con previsio´n,
estar ma´s informado para decidir que´ accio´n
tomar. Por otra parte, ya que la informacio´n
sobre el futuro puede ser poco confiable y,
en muchas situaciones del mundo real, dif´ıcil
o incluso imposible de obtener, parece razo-
nable, tambie´n, la alternativa de actuar en
el u´ltimo momento. Es ma´s, ser´ıa razonable
que ninguna de las dos pol´ıticas, pensar bien
a futuro o actuar en el u´ltimo momento, se
ejecute con la exclusio´n de la otra.
Uno de los objetivos de esta investigacio´n
es el intento de dotar a un agente inteligente
de ambas capacidades. Esto brindara´ la po-
sibilidad de elegir cua´l ser´ıa la mejor forma
de actuar frente un problema determinado.
Las capacidades deliberativas se logran a
partir de la implementacio´n de un planifica-
dor novedoso, denominado planificacio´n con-
tinua [12], una de las alternativas para pla-
nificacio´n en ambientes reales planteadas en
[15]. En esta aproximacio´n, se presenta un
agente que persiste indefinidamente en un en-
torno, posiblemente cambiante y dina´mico.
Tal agente no se detiene al alcanzar un me-
ta determinada, sino que sigue ejecuta´ndose
en una serie de fases que se repiten e inclu-
yen la formulacio´n de metas, planificar y ac-
tuar. Para ganar eficiencia y tiempo de deli-
beracio´n, la arquitectura provee una librer´ıa
de planes predisen˜ados por el programador
del agente para que sean adaptados o repa-
rados, para aplicarlos a situaciones particu-
lares. Cada miembro de esta librer´ıa consiste
de un cuerpo y una condicio´n de invocacio´n,
indicando bajo que´ circunstancias se puede
aplicar este plan.
Asimismo, se tiene previsto que el disen˜o
del agente de esta investigacio´n tenga dos
modos de operacio´n: reactivo o planificador.
Con estos dos modos, ba´sicamente, se plan-
tea un subsistema de control con dos posibles
configuraciones. En la primera, el planifica-
dor tiene el control por defecto y so´lo cuando
no pueda resolver una determinada situacio´n,
le transmite el control al modo reactivo. En
la otra posible configuracio´n, el modo reacti-
vo esta´ a cargo y le pasa el control al modo
planificador en situaciones previamente iden-
tificadas por el disen˜ador del agente. Este
subsistema se implementa como un conjunto
de reglas de control. Estas reglas de control
permiten determinar cua´l de los modos de
operacio´n tendra´ el control del agente en de-
terminada situacio´n.
3. Resultados Obtenidos
y Esperados
La arquitectura de control basada en pla-
nificacio´n continua se encuentra en estado de
desarrollo. Algunos resultados de esta inves-
tigacio´n han sido publicados en [12, 9].
El caso de estudio en que ha sido aplicada
la arquitectura de control es el fu´tbol con ro-
bots. El control reactivo para este problema
se encuentra desarrollado bajo el nombre de
Rakiduam [6, 10].
Rakiduam es un equipo de fu´tbol de ro-
bots con licencia GNU (General Public Li-
cense) que ha participado en numerosas edi-
ciones del Campeonato Argentino de Fu´tbol
con Robots (CAFR) con resultados ma´s que
satisfactorios[7, 6, 11, 19].
La irrupcio´n de PDDL como standard
de lenguaje de representacio´n genera nuevos
desaf´ıos motivados en la necesidad de desa-
rrollar y/o extender herramientas que lo so-
porten y la ampliacio´n de su expresividad pa-
ra adecuarlo a los dominios de aplicacio´n des-
tino.
Uno de los resultados esperados de nues-
tra investigacio´n es la implementacio´n de un
traductor del lenguaje PDDL (o un subcon-
junto relevante de e´l) para la descripcio´n de
los dominios y de las acciones, de manera tal
que puedan ser manipuladas por el frame-
work de planificacio´n continua[12]. Es espe-
rable que el framework pueda aprovechar las
caracter´ısticas que ofrece PDDL. Esto permi-
tir´ıa una ra´pida aplicacio´n a cualquier pro-
blema definido en el lenguaje, y la posibili-
dad de comparar resultados de rendimiento
con otras soluciones al mismo problema.
4. Formacio´n de Recursos
Humanos
El actual proyecto de investigacio´n es una
continuacio´n de la l´ınea de investigacio´n
abierta en el proyecto anterior: Te´cnicas de
Inteligencia Computacional para el Disen˜o e
Implementacio´n de Sistemas Multiagentes.
A partir de las l´ıneas de trabajo plantea-
das en el actual proyecto de investigacio´n,
se tratara´ de dar inicio a, por lo menos, dos
nuevas tesis de Licenciatura en Ciencias de
la Computacio´n.
Adema´s, se espera el inicio de la consoli-
dacio´n como investigadores de los miembros
ma´s recientes del grupo.
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