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PAQUETS D’ARTHUR DES GROUPES CLASSIQUES ET UNITAIRES
par
Nicola´s Arancibia, Colette Moeglin & David Renard
Re´sume´. — Soit G = G(R) le groupe des points re´els d’un groupe alge´brique connexe re´ductif
quasi-de´ploye´ de´fini sur R. Supposons de plus que G soit un groupe classique (symplectique,
spe´cial orthogonal ou unitaire). Nous montrons que les paquets de repre´sentations irre´ductibles
unitaires et cohomologiques de´finies par Adams et Johnson en 1987 co¨ıncident avec ceux definis
plus re´cemment par J. Arthur dans son travail sur la classification du spectre automorphe discret
des groupes classiques (C.-P. Mok pour les groupes unitaires). Pour cela, nous calculons le transfert
endoscopique des distributions stables sur G supporte´es par ces paquets vers le groupe GLN tordu
en termes de modules standard et nous montrons qu’il est e´gal a` la trace tordue prescrite par Arthur.
Abstract. — Let G = G(R) be the group of real points of a quasi-split connected reductive
algebraic group defined over R. Assume furthermore that G is a classical group (symplectic, special
orthogonal or unitary). We show that the packets of irreducible unitary cohomological representa-
tions defined by Adams and Johnson in 1987 coincide with the ones defined recently by J. Arthur
in his work on the classification of the discrete automorphic spectrum of classical groups (C.-P.
Mok for unitary groups). For this, we compute the endoscopic transfer of the stable distributions
on G supported by these packets to twisted GLN in terms of standard modules and show that it
coincides with the twisted trace prescribed by Arthur.
1. Introduction
En [Art13], Arthur a donne´ une description des repre´sentations automorphes de carre´
inte´grable des groupes classiques quasi-de´ploye´s, le cas des groupes unitaires ayant e´te´ traite´
ensuite dans [Mok15]. Dans les deux cas cette description rame`ne la situation a` celle des
groupes ge´ne´raux line´aires, les groupes GLN sur un corps de nombres. Pour ces groupes
GLN , c’est le the´ore`me de multiplicite´ un fort qui est utilise´ en plus de la description des
repre´sentations automorphes de carre´ inte´grable : la situation en les places non ramifie´es pour
une repre´sentation automorphe induite de repre´sentations de carre´ inte´grable, de´termine la
situation en toutes les places. En [Art13] et ses ge´ne´ralisations, un the´ore`me du meˆme ordre
est de´montre´. Notons N la dimension de la repre´sentation naturelle du L-groupe du groupe
classique ou unitaire conside´re´, groupe que l’on note G ; ce groupe est suppose´ quasi-de´ploye´
et de´fini sur un corps de nombres que l’on ne nomme pas, car il n’apparaˆıt pas dans l’article.
Le the´ore`me de multiplicite´ un fort est presque vrai pour G, c’est-a`-dire que la situation aux
places non ramifie´es d’une repre´sentation automorphe de carre´ inte´grable de G de´termine
uniquement une repre´sentation automorphe de GLN , obtenue comme induite de repre´sentation
de carre´ inte´grable. Ceci est e´tabli via la stabilisation de la formule des traces tordue et la
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fonctorialite´ de Langlands en les places non ramifie´es. En les autres places, la repre´sentation
de GLN de´termine a` son tour une repre´sentation virtuelle de longueur finie, qu’il vaut mieux
voir comme une somme (avec a priori des multiplicite´s) de repre´sentations irre´ductibles. Le
re´sultat complet de´montre´ en [Art13] et [Mok15], nous dit quand un produit (restreint) en
toutes les places d’une de ces repre´sentations irre´ductibles est effectivement une repre´sentation
automorphe de carre´ inte´grable de G et avec quelle multiplicite´ elle intervient. Les multiplicite´s
se de´composent en deux types de facteurs : des multiplicite´s de nature globale, calcule´es
explicitement en [Art13] et [Mok15], et des multiplicite´s locales devant elles eˆtre calcule´es
par des proprie´te´s de transfert endoscopique. Ce qui n’apparaˆıt pas dans les travaux sus-cite´s
est la description explicite de ces repre´sentations irre´ductibles et de ces multiplicite´s locales
aux places ramifie´es. Le cas des places finies a e´te´ re´gle´ dans [Moe11], et en particulier en
ces places les multiplicite´s locales sont un. Dans cet article, nous nous inte´ressons aux places
archime´diennes.
Notons donc maintenant G un groupe classique quasi-de´ploye´ de´fini sur R, et G = G(R)
le groupe de ses points re´els. Supposons pour simplifier que G soit symplectique ou spe´cial
orthogonal, nous ferons quelques remarques sur le cas des groupes unitaires a` la fin de cette
introduction. Soit StdG :
LG→ GLN (C) la repre´sentation standard de son L-groupe. Soit ψG :
WR×SL2(R)→
LG un parame`tre d’Arthur (voir section 2.2), et notons ψ = StdG◦ψG, que l’on
peut voir comme un parame`tre d’Arthur pour le groupe GN := GLN (R). Comme nous l’avons
dit au de´but de cette introduction, le spectre automorphe discret est bien compris pourGLN , et
en particulier, on sait associer a` ψ une repre´sentation irre´ductible unitaire de GN , composante
locale d’une repre´sentation automorphe de carre´ inte´grable, et que nous notons Πψ (Section
3.2). Le parame`tre ψ provenant d’un parame`tre pour un groupe classique, la repre´sentation
Πψ est auto-duale, c’est-a`-dire qu’elle est stable sous l’action de l’automorphisme exte´rieur
θN de GLN (Section 5.1). Posons G
+
N = GN ⋊ 〈θN 〉 et G˜N := G
+
N \ GN . Ce dernier est un
espace tordu pour GN , et la repre´sentation Πψ admet des extensions comme repre´sentations
de l’espace tordu G˜N , deux d’entre-elles e´tant e´gales a` un multiple scalaire pre`s. Lorsqu’on fixe
une donne´e de Whittaker (Section 5.2) pour le groupe GN , on peut distinguer graˆce a` la the´orie
des fonctionnelles de Whittaker l’une de ces extensions, que l’on note Π+ψ . On note TrθN (Πψ) la
trace de Π+ψ , c’est une distribution sur G˜N .
D’autre part, Arthur de´finit dans [Art13] un paquet ΠψG attache´ au parame`tre ψG, c’est-a`-
dire un ensemble fini de repre´sentations unitaires irre´ductibles de G, ayant toute meˆme caracte`re
infinite´simal (facilement de´termine´ par ψG). Ce paquet est caracte´rise´ par le fait que certaines
distributions sur G, qui sont des combinaisons line´aires de caracte`res-distribution des membres
du paquet doivent ve´rifier des identite´s de transfert endoscopique. Il y a deux types de telles
identite´s. Les premie`res sont les identite´s endoscopiques ordinaires qui relient les combinaisons
line´aires mentionne´es ci-dessus a` d’autres, qui vivent sur un groupe endoscopique H (qui est un
produit de deux groupes classiques) deG, via la the´orie de Langlands-Shelstad. Les secondes sont
les identite´s endoscopiques tordues, ou` le groupe G et la repre´sentation standard StdG de son
L-groupe sont des donne´es endoscopiques elliptiques pour le groupe tordu (GN , θN ). Ce sont ces
identite´s qui sont cruciales dans ce travail. Le point de de´part est que le paquet d’Arthur ΠψG est
le support d’une distribution stablement invariante sur G, que nous notons ΘstΠψG
, et qui est donc
une certaine combinaison line´aire bien de´termine´e de caracte`res-distribution des repre´sentations
dans ΠψG . La the´orie de l’endoscopie tordue ([KS99],[She12], [Mez16]) transfe`re de telles
distributions stablement invariantes surG vers des distributions sur G˜N , invariantes sous l’action
par conjugaison de GN , par une application Trans
G˜N
G (transfert spectral). Cette application est
ici totalement de´termine´e, et pas seulement a` une constante multiplicative pre`s, et ceci graˆce a`
la donne´e de Whittaker qui a e´te´ fixe´e sur GN . L’identite´ endoscopique tordue, fondamentale
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pour nous, s’e´crit alors
(1.0.1) TransG˜NG (Θ
st
ΠψG
) = TrθN (Πψ).
Le proble`me, comme nous l’avons mentionne´, c’est que dans ces travaux d’Arthur, les membres
des paquets ΠψG ne sont pas identifie´s dans une classification connue, par exemple dans la
classification de Langlands. Il en est de meˆme de la forme exacte des combinaisons line´aires
des caracte`res-distributions forme´es a` partir de ce paquet et qui entrent dans les identite´s
endoscopiques. Or, pour un parame`tre d’Arthur ψG comme ci-dessus, d’autres constructions
de paquets ont e´te´ propose´s. Dans [ABV92], ceci est fait dans un cadre totalement ge´ne´ral
(c’est-a`-dire plus ge´ne´ral que les groupes classiques). Un paquet ΠABVψG y est de´fini, celui-ci
est le support d’une distribution stablement invariante Θst
ΠABVψG
et il est conjecture´ que cette
construction co¨ıncide dans les cas e´tudie´s avec celles de [Art13] . D’autre part, il est e´tabli
dans [ABV92] que les paquets qui y sont de´finis ve´rifient les identite´s endoscopiques ordinaires.
Ainsi, pour montrer la conjecture, il suffit d’e´tablir que ces derniers satisfont aussi a` l’identite´
endoscopique tordue (1.0.1), c’est-a`-dire que l’on peut remplacer le terme de gauche de cette
identite´ par TransG˜NG (Θ
st
ΠABVψG
). Les identite´s endoscopiques ordinaires ne jouent donc aucun roˆle
dans cet article et nous n’en dirons rien de plus. Notons au passage que les constructions de
[ABV92] utilisent des invariants ge´ome´triques sophistique´s des representations (les ≪ cycles
caracte´ristiques ≫), et que ceux-ci sont incalculables en pratique, ce qui fait que les membres
des paquets ΠABVψG ne sont pas identifie´s eux non plus dans une classification connue.
Pour un certain type de parame`tres d’Arthur ψG, auxquels nous allons nous re´fe´rer dans cette
article sous la de´nomination peut-eˆtre abusive de ≪ parame`tres d’Adams-Johnson ≫, une autre
construction avait e´te´ propose´ ante´rieurement a` [ABV92] par Adams et Johnson ([AJ87]). La
proprie´te´ fondamentale de ces parame`tres est que le caracte`re infinite´simal qui leur est associe´
est entier et re´gulier. La` encore, un paquet ΠAJψG est de´fini, et celui-ci est le support d’une
distribution stablement invariante Θst
ΠAJψG
. Cette fois, les membres du paquet sont bien identifie´s,
ce sont des repre´sentations cohomologiques unitaires, c’est-a`-dire des modules Aq(λ) de Vogan-
Zuckerman ([VZ84], voir [KV95] Chapter 5). Il a e´te´ ve´rifie´ par les auteurs de [ABV92] que
leur construction co¨ıncide avec celle de [AJ87]. Si les parame`tres d’Adams-Johnson ne sont
qu’un type particulier de parame`tre d’Arthur, ils jouent ne´anmoins un roˆle important dans tous
les proble`mes lie´s aux relations entre formes automorphes et cohomologie des varie´te´s.
Nous pouvons maintenant e´noncer le re´sultat principal de cet article :
The´ore`me 1.1. — Soit ψG un parame`tre d’Adams-Johnson du groupe classique G. Alors
(1.0.2) TransG˜NG (Θ
st
ΠAJψG
) = TrθN (Πψ).
En conse´quence, le paquet d’Arthur ΠψG est e´gal au paquet d’Adams-Johnson Π
AJ
ψG
.
Donnons maintenant quelques de´tails sur la fac¸on d’e´tablir ce re´sultat. L’ide´e est de passer
par le transfert spectral tempe´re´ e´tabli par Mezo ([Mez16]) et pre´cise´ dans l’appendice. Soit
φG : WR →
LG un parame`tre de Langlands. Pour les groupes re´els, Langlands ([Lan89]) a
de´fini le paquet correspondant ΠφG . Lorsque le paquet est tempe´re´, la somme des caracte`res-
distribution des membres du paquet est une distribution stablement invariante sur G. Ce n’est
plus vrai si le paquet n’est pas tempe´re´, mais dans ce cas, on de´finit le pseudo-paquet Π˜φG dont
les e´le´ments sont les repre´sentations standard, i.e. des induites paraboliques de repre´sentations
essentiellement tempe´re´es dont les e´le´ments de ΠφG sont les sous-repre´sentations de Langlands
(dans cet article, nous utilisons la version de la classification de Langlands en termes de sous-
repre´sentations des repre´sentations standard, et non de quotients comme il est le plus souvent
l’usage). Alors la somme des caracte`res-distribution des membres du pseudo-paquet Π˜φG est une
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distribution stablement invariante note´e Θ
Π˜φG
. Soit φ = StdG ◦ φG, parame`tre de Langlands
pour GN , et soit Π˜φ la repre´sentation standard θN -stable de GN qui lui est associe´e. Le re´sultat
de Mezo est alors que
(1.0.3) TransG˜NG (ΘΠ˜φG
) = TrθN (Π˜φ).
Mezo de´montre cette e´galite´ a` une constante multiplicative pre`s, et c’est cette ambigu¨ıte´ qui est
leve´e dans l’appendice. Dans leur article, Adams et Johnson ont aussi e´crit explicitement Θst
ΠAJψG
comme combinaison line´aire de ΘΠ˜φG
, ceci vient des re´solutions de Johnson pour les Aq(λ) de
[Joh84]. Disons que l’on a
(1.0.4) Θst
ΠAJψG
=
∑
φG
aφG Θ˜
st
φG
.
Les coefficients aφG sont en fait des signes et la somme est bien entendu a` support fini. Graˆce
au re´sultat de Mezo, le membre de gauche s’e´crit donc (toujours en posant φ = StdG ◦ φG)
(1.0.5) TransG˜NG (Θ
st
ΠAJψG
) =
∑
φG
aφG TrθN (Π˜φ),
et l’on est ramene´ a` de´montrer que
(1.0.6)
∑
φG
aφG TrθN (Π˜φ) = TrθN (Πψ).
Notre approche est de le faire par re´currence sur la longueur r d’une de´composition ψ =
⊕i=1,...,rψi du parame`tres ψ en ≪ parame`tres e´le´mentaires ≫. Le cas ou` r = 1, c’est-a`-dire que ψ
est e´le´mentaire, se se´pare en deux sous-cas disjoints. Le premier est celui ou` ψG est le parame`tre
d’Arthur d’un caracte`re quadratique de G. On montre par un argument global que le paquet
d’Arthur ΠψG est un singleton (Section 10.2). L’identite´ (1.0.2) est alors e´tablie par Arthur dans
[Art13], et (1.0.6) est alors une conse´quence qui nous servira dans l’e´tape de re´currence. Le
second cas e´le´mentaire est celui ou` ψ est le parame`tre d’une repre´sentation de Speh θN -stable
de GN , N pair. Il est traite´ dans la section 10.3, a` partir de la formule pour la trace tordue
d’une telle repre´sentation e´tablie dans la section 6. Pour obtenir cette formule, nous partons
du fait qu’une repre´sentation de Speh est un cas particulier de Aq(λ) de Vogan-Zuckerman, et
qu’elle admet donc une re´solution de Johnson par des modules standard, c’est-a`-dire que l’on a
un complexe exact de la forme
(1.0.7) 0→ Speh→ X0 → X1 → · · · → Xℓmax → 0
ou` les Xi sont des sommes directes de repre´sentations standard X(w), indexe´es par w ∈ SN/2,
et Xi est la somme des X(w) pour w ∈ SN/2 de longueur i (la longueur usuelle dans le groupe
syme´trique), et bien suˆr Speh = Πψ est une repre´sentation de Speh. Une telle re´solution im-
plique imme´diatement une formule pour le caracte`re-distribution de cette repre´sentation comme
somme alterne´e des caracte`re des Xi. Mais ici, ce n’est pas le caracte`re-distribution de Speh que
nous voulons calculer, mais sa trace tordue. Nous montrons, en suivant les argument de Johnson
que le complexe (1.0.7) de repre´sentations de GN peut eˆtre muni d’une structure de complexe de
repre´sentations du groupe G+N . Les repre´sentations standard θN -stables du complexe, les seules
qui vont contribuer a` la trace tordue, sont indexe´es par les involutions w du groupe SN/2.
Elles sont donc e´tendues au groupe G+N , cette extension e´tant l’une des deux possibles X(w)
±,
mais qui n’est pas ne´cessairement celle, disons X(w)+, de´termine´e par la donne´e de Whittaker.
Nous calculons alors par un argument combinatoire le signe par lequel l’extension de X(w), w
involution de SN/2, diffe`re de X(w)
+. Ceci nous donne la contribution de ce X(w) a` la trace
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tordue. Nous introduisons une fonction longueur sur l’ensemble IN/2 des involutions de SN/2,
appele´e θ-longueur et note´e ℓθ, et au final, la trace tordue de la Speh s’e´crit
(1.0.8) TrθN (Speh) =
∑
w∈IN/2
(−1)ℓθ(w)TrθN (X(w)).
Il reste donc a` comparer les termes extreˆmes de
(1.0.9)
∑
φG
aφG TrθN (Π˜φ) = TrθN (Πψ) = TrθN (Speh) =
∑
w∈IN/2
(−1)ℓθ(w)TrθN (X(w)).
Ceci se fait en exhibant une bijection entre l’ensemble des φG intervenant dans le terme de
gauche avec IN/2 et en ve´rifiant que si φG correspond a` w, alors X(w) = Π˜φ et (−1)
ℓθ(w) = aφG
(rappelons que d’apre`s Adams-Johnson aφG est bien un signe). Cette comparaison passe par les
repre´sentations des groupe unitaires U(b, c) avec b + c = N/2. Les repre´sentations de U(b, c)
sont relie´es a` celles de G par le foncteur d’induction cohomologique de Zuckerman, et a` celles de
GN par changement de base vers GLN/2(C) suivi d’une induction cohomologique de GLN/2(C)
vers GN .
Une fois de´montre´ le re´sultat principal pour les parame`tres e´le´mentaires, on passe a` la
de´monstration du cas ge´ne´ral par re´currence sur la longueur de la de´composition de ψ en pa-
rame`tres e´le´mentaires. Dans une telle de´composition, on a au plus un seul parame`tre e´le´mentaire
du premier type de´crit ci-dessus, et donc dans l’e´tape de re´currence, on suppose qu’on ajoute un
parame`tre e´le´mentaire ψ1 du second type (parame`tre d’une Speh) a` un parame`tre ψ
′. L’ide´e est
la suivante : de meˆme que le transfert endoscopique ordinaire commute a` l’induction parabolique,
le transfert endoscopique (spectral) tordu de G vers G˜N commute a` un certain foncteur d’induc-
tion, un peu de´licat a` de´crire exactement malheureusement, mais dont voici l’ingre´dient princi-
pal. Supposons que N = N1+N
′, avec N1 = 2n1, et soit Speh une repre´sentation de Speh θN1-
stable de GN1 . Soit M le sous-groupe de Levi standard de GN isomorphe a` GN1 ×GN ′ . Posons
θM = θN1 × θN ′ , que l’on voit comme un automorphisme d’ordre 2 de M , puis M
+ =M ⋊ 〈θM〉
et M˜ = M+ \M . On conside`re la cate´gorie des repre´sentations π+M de M˜ dont la restriction
πM a` M est de longueur finie, et telle que tous les sous-quotients irre´ductibles de πM sont
des produits tensoriels de la forme π1 ⊗ π
′, avec π1 une repre´sentation irre´ductible de GN1 ,
sous-repre´sentation de Langlands de l’une des repre´sentations X(w), w ∈ Sn1 , apparaissant
dans la re´solution de Johnson de Speh, et π′ une repre´sentation irre´ductible de GN ′ dont on
suppose seulement que le caracte`re infinite´simal λ′ est fixe´, et ve´rifie une certaine condition (cf.
hypothe`se (7.1.1), le parame`tre de la Speh doit eˆtre grand devant λ′, et cette condition va eˆtre
ve´rifie´e lorsqu’on part d’un parame`tre d’Adams-Johnson). On montre tout d’abord (lemme 7.3)
que si π1 et π
′ ve´rifient ces hypothe`se, alors IndGNP (π1⊗π
′) est irre´ductible, P e´tant ici le sous-
groupe parabolique standard de facteur de Levi M . Graˆce aux proprie´te´s fines des ope´rateurs
d’entrelacement (Section 7.4), on construit un foncteur d’induction IndG˜N
M˜
de cette cate´gorie de
repre´sentations de M˜ vers les repre´sentations de G˜N , ayant la proprie´te´ suivante : la donne´e
de Whittaker pour GN induit une donne´e de Whittaker pour M . Supposons que πM soit une
repre´sentation irre´ductible θM -stable deM dans la cate´gorie de´crite ci-dessus, et soit π
+
M exten-
sion a` M˜ distingue´e par la donne´e de Whittaker. Alors IndG˜N
M˜
(π+M ) est l’extension de Ind
GN
M (πM )
distingue´e par la donne´e de Whittaker. Ces re´sultats sont les plus techniques, mais aussi les plus
prometteurs de l’article, car on espe`re les re´utiliser dans un contexte plus ge´ne´ral que celui des
parame`tres d’Adams-Johnson, et ils faisaient partie de la the`se du premier auteur.
Pour le changement de base des groupes unitaires, les re´sultats analogues avaient e´te´ obtenus
par Johnson dans [Joh90], en s’appuyant sur le transfert tempe´re´ e´tabli par Clozel [Clo82]
dans ce cas (et dont le re´sultat de Mezo est une ge´ne´ralisation). Nous reprenons rapidement
notre de´marche pour montrer qu’elle s’adapte sans difficulte´ aux groupes unitaires (c’est meˆme
plus simple techniquement).
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De´crivons brie`vement le contenu de l’article. Les premie`res sections sont purement formelles,
elles servent a` rappeler les notations et re´sultats de la litte´rature essentiels a` la suite de l’article.
La section 2 concerne les parame`tres de Langlands et d’Arthur, et la classification de Langlands.
On y rappelle la de´finition des distributions stables attache´es aux parame`tres de Langlands
(lorsque le parame`tre n’est pas tempe´re´, on introduit les ≪ pseudo-paquets ≫, constitue´s de
repre´sentations induites a` partir de tempe´re´es). La section 3 pre´sente la classification du dual
admissible des groupes GLN (R). On y rappelle aussi la de´finition de la repre´sentation attache´e
a` un parame`tre d’Arthur (dans le cas de GLN , les paquets d’Arthur sont des singletons), le
cas basique e´tant celui des repre´sentations de Speh. La section 4 introduit la classification de
Beilinson-Bernstein pour les groupes unitaires. Comme nous l’avons explique´, ceci va nous per-
mettre de faire le lien entre les termes de gauche et de droite de (1.0.6). La section 5 concerne
les repre´sentations de l’espace tordu G˜N (ou de manie`re presque e´quivalente, du groupe G
+
N ) et
de leur normalisation a` l’aide des mode`les de Whittaker. Ceci permet de de´finir pre´cise´ment le
terme de droite de (1.0.2) (autrement seulement de´fini a` une constante multiplicative pre`s). La
section 6 est consacre´e au calcul de la trace tordue des repre´sentations de Speh auto-duales et
la section 7 au foncteur d’induction parabolique ≪ tordu ≫. La section 8 rappelle les re´sultats
d’Adams et Johnson dans un contexte ge´ne´ral, en rappelant en particulier la de´finition des pa-
quets ΠAJψG , de la combinaison line´aire stable des caracte`res-distributions Θ
st
ΠAJψG
et son expression
en terme de pseudo-paquets obtenue a` partir des re´solutions de Johnson. La section 9 introduit
les groupes classiques orthogonaux et symplectiques conside´re´s, leur repre´sentation standard,
l’application de transfert spectral TransG˜NG et de´taille la forme des parame`tres d’Adams-Johnson
pour ces groupes. La section 10 est consacre´e a` la de´monstration du re´sultat principal. La sec-
tion 11 adapte l’e´nonce´ du re´sultat principal et sa de´monstration aux groupes unitaires, en
parcourant rapidement les modifications superficielles a` effectuer. Enfin l’appendice pre´cise le
re´sultat de Mezo en levant l’ambigu¨ıte´ de celui-ci. Il pre´sente un inte´reˆt inde´pendant du reste
de l’article et le re´sultat est obtenu par des me´thodes globales.
Le re´sultat principal de cet article est utilise´ comme hypothe`se dans de nombreux travaux.
Citons en particulier [BMM16], [BMM], [CR15], [CL], [Kot90], [MS], [Ta¨ı]. (1)
Dans certains cas particuliers, le premier auteur avait de´ja` obtenu dans sa the`se le re´sultat
principal (sous l’hypothe`se que les repre´sentations de Speh vivent dans desGL2n(R) avec n ≤ 4).
Une partie des re´sultats de cet article sont issus -tels quels ou sous une forme ayant e´volue´e
avec le temps- de cette the`se du premier auteur [AR], en particulier dans le chapitre 7.
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2. Parame`tres de Langlands et d’Arthur
2.1. Parame`tres de Langlands et pseudo-paquets. — Nous renvoyons le lecteur a`
[Bor79] pour plus de de´tails sur les objets introduits dans cette section.
Soient G un groupe alge´brique re´ductif connexe de´fini sur R, Ĝ son dual de Langlands, et
LG = Ĝ⋊WR son L-groupe, ou` bien suˆr WR est le groupe de Weil de R.
Le groupe Ĝ agit par conjugaison sur l’ensemble des parame`tres de Langlands φ : WR →
LG,
et l’on note Φ(G) l’ensemble de ces classes de conjugaison. On note Φtemp(G) l’ensemble des
classes de conjugaison de parame`tres de Langlands d’image borne´e.
Le the´ore`me de classification de Langlands donne l’existence d’une partition de l’ensemble
Π(G) des classes d’e´quivalence de repre´sentations irre´ductibles du groupe G := G(R)
(2.1.1) Π(G) =
∐
φ∈Φ(G)
Πφ
en L-paquets (ou paquets de Langlands) Πφ. Le point essentiel est bien entendu les proprie´te´s de
cette partition. Donnons-en quelques unes. Tous les e´le´ments d’un paquet ont meˆme caracte`re
infinite´simal. Pour les repre´sentations tempe´re´es, on a
(2.1.2) Πtemp(G) =
∐
φ∈Φtemp(G)
Πφ.
Lorsque π est une repre´sentation de longueur finie de G, notons Θπ son caracte`re : c’est une
distribution invariante sur G. Pour tout φ ∈ Φtemp(G), notons
(2.1.3) ΘΠφ =
∑
π∈Πφ
Θπ.
C’est une distribution stablement invariante sur G. Pour ce qui concerne cette notion, nous
renvoyons par exemple a` [She79] et [Bou04]. Ceci n’est plus vrai pour un paquet non tempe´re´.
Soit φ ∈ Φ(G), non ne´cessairement tempe´re´. Toute repre´sentation π ∈ Πφ est obtenue dans la
classification de Langlands comme l’unique sous-repre´sentation irre´ductible d’une repre´sentation
standard I(π), induite parabolique d’une repre´sentation essentiellement tempe´re´e.
De´finition 2.1. — Soit φ ∈ Φ(G) un parame`tre de Langlands. Appelons ≪ pseudo-paquet ≫,
et notons Π˜φ, l’ensemble des I(π) pour π ∈ Πφ. Posons :
(2.1.4) Θ
Π˜φ
=
∑
π∈Πφ
ΘI(π).
Il est bien connu ([She79], [AJ87], Lemma 4.3) que Θ
Π˜φG
est une distribution stablement
invariante sur G. Remarquons que lorsque φ est tempe´re´, on a ΘΠφ = ΘΠ˜φ .
2.2. Parame`tres d’Arthur. — Les notations sont les meˆmes que dans la section pre´ce´dente.
De´finition 2.2. — Un parame`tre d’Arthur pour G est un morphisme de groupes continu
ψ : WR × SL2(C) −→
LG
tel que
(i) la restriction de ψ a` WR est un parame`tre de Langlands tempe´re´,
(ii) la restriction de ψ a` SL2(C) est alge´brique.
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Le groupe Ĝ agit par conjugaison sur l’ensemble des parame`tres d’Arthur, et l’on note Ψ(G)
l’ensemble de ces classes de conjugaison. On identifie Φtemp(G) a` l’ensemble des parame`tres
d’Arthur de restriction triviale a` SL2(C).
A tout parame`tre d’Arthur ψ, on associe un parame`tre de Langlands
(2.2.1) φψ : WR −→
LG, w 7→ ψ(w,
(
|w|
1
2 0
0 |w|−
1
2
)
),
ou` w 7→ |w| est le morphisme de groupe deWR dans R
×
+ de´fini de la manie`re suivante. Rappelons
que WR peut-eˆtre vu comme le groupe engendre´ par C
× et un e´le´ment j tel que j2 = −1 (cf.
[ABV92], Definition 5.2). On pose alors |j| = 1 et |z| = zz¯ si z ∈ C×.
Dans [Art84], [Art89c], J. Arthur conjecture (pour des groupes de´finis sur un corps local
F ) l’existence de paquets Πψ attache´s aux parame`tres ψ ∈ Ψ(G), devant posse´der certaines
proprie´te´s, e´nonce´es dans l’introduction.
Pour F archime´dien, Adams et Johnson ont propose´ pour une certaine classe de parame`tres ψ
(les ≪ parame`tres d’Adams-Johnson ≫, voir section 8) une de´finition de paquets ΠAJψ posse´dant
aussi un certain nombre des proprie´te´s requises, en particulier l’existence d’une distribution
stable Θst
ΠAJψ
explicite, et la compatibilite´ a` l’endoscopie standard. Comme il a e´te´ explique´ dans
l’introduction, J.Arthur pour les groupes classiques, puis C-P. Mok pour les groupes unitaires
ont donne´ une de´finition des paquets ayant toutes les proprie´te´s voulues, en les caracte´risant
par les identite´s endoscopiques standard (transfert spectral vers leurs groupes endoscopiques
standard) et par les identite´s endoscopiques tordues venant du fait que ces groupes peuvent
eˆtre vu comme faisant partie d’une donne´e endoscopique tordue d’un groupe ge´ne´ral line´aire.
Notre but dans cet article est de montrer que les paquets de´finis par Adams-Johnson et ceux
de´finis par Arthur et Mok co¨ıncident (pour un meˆme parame`tre, bien entendu) dans les cas
ou` ils sont tous deux de´finis. Pour cela, il suffit donc de montrer que les premiers satisfont les
identite´s endoscopiques tordues avec les groupes ge´ne´raux line´aires.
3. Le groupe GN = GLN (R) et ses repre´sentations
Dans cette section, nous introduisons des notations concernant le groupe ge´ne´ral line´aire et
ses repre´sentations. Soit N un entier positif. Notons GN le groupe ge´ne´ral line´aire GLN de´fini
sur le corps des re´els (avec la convention queG0 est le groupe trivial), GN = GLN (R) le groupe
de ses points re´els, et ĜN le groupe dual de Langlands (isomorphe a` GLN (C)).
Soit N1, . . . , Nr ∈ N
× tels que
r∑
i=1
Ni = N . Le sous-groupe M = MN1,...,Nr des matrices
diagonales par blocs de taille respective N1, . . . , Nr, isomorphe a` GN1 ×GN2 × ...×GNr est un
sous-groupe de Levi standard de GN , et le sous-groupe parabolique P = PN1,...,Nr contenant M
et le sous-groupe de Borel des matrices triangulaires supe´rieures est un sous-groupe parabolique
standard de radical unipotent N = NN1,...,Nr . Pour tout 1 ≤ i ≤ r, soit πi une repre´sentation de
GNi de longueur finie. Nous notons alors π1×π2×...×πr la repre´sentation obtenue par induction
parabolique (normalise´e) a` partir de la repre´sentation π1 ⊗ π2 ⊗ ... ⊗ πr de M relativement au
sous-groupe parabolique P .
Notons ν = νN le caracte`re g 7→ |det g| de GN . Pour toute repre´sentation π de GN et tout
s ∈ C, notons de manie`re abre´ge´ πνs le produit tensoriel π ⊗ νs .
Soit hd,N la sous-alge`bre de Lie des matrices diagonales de MN (C), identifie´e naturelle-
ment a` CN , et de meˆme pour son dual h∗d,N . Via l’isomorphisme d’Harish-Chandra, un ca-
racte`re infinite´simal pour GN est donne´ par un e´le´ment de h
∗
d,N et donc par un e´le´ment
λ = (λ1, . . . , λN ) ∈ C
N , ou` plutoˆt par une orbite de tels e´le´ments sous l’action du groupe
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de Weyl, ici identifie´ au groupe SN . Un tel caracte`re infinite´simal est entier si les λi − λj sont
entiers, et re´gulier si les λi sont distincts.
Nous allons maintenant rappeler la classification de Langlands de Π(GL) :=
∐
N∈NΠ(GN ) en
termes de repre´sentations irre´ductibles de G1 et G2. Par souci d’alle´ger un peu la terminologie,
nous appelons ≪ se´ries discre`tes unitaires ≫ ce que l’on devrait appeler ≪ se´ries discre`tes modulo
le centre ≫ et ≪ se´ries discre`tes ≫ les repre´sentations obtenues par produit tensoriel d’une se´rie
discre`te unitaire et d’un caracte`re.
Le groupe G1 = GL1(R) ≃ R
× est abe´lien, et ses repre´sentations irre´ductibles sont de la
forme
(3.0.2) γ(s, ǫ) : R× → C×, x 7→ |x|ssgn(x)ǫ, (s ∈ C), (ǫ ∈ {0, 1}).
Un tel caracte`re est unitaire si et seulement si s ∈ iR. En ge´ne´ral, posons
(3.0.3) e(γ(s, ǫ)) = ℜe(s).
Conside´rons deux caracte`res γ(si, ǫi), i = 1, 2 comme ci-dessus . La se´rie principale γ(s1, ǫ1) ×
γ(s2, ǫ2) de G2 est re´ductible si et seulement si s1 − s2 = n ∈ Z
× et ǫ1 + ǫ2 ≡ n + 1 mod 2 et
dans ce cas l’un des deux sous-quotient irre´ductible de celle-ci est une se´rie discre`te que l’on note
δ(s1, s2). Les e´quivalences entre ces se´ries discre`tes font l’on peut imposer n = s2 − s1 ∈ N
×. A
e´quivalence pre`s, les se´ries discre`tes de G2 sont donc les
(3.0.4) δ(s1, s2), s1, s2 ∈ C, s2 − s1 ∈ N
×.
Une telle se´rie discre`te est unitaire si et seulement si s1 + s2 ∈ iR. En ge´ne´ral, posons
(3.0.5) e(δ(s1, s2)) =
ℜe(s1 + s2)
2
.
Si τ est l’un des caracte`res γ(ǫ, s) ou bien l’une des se´ries discre`tes δ(s1, s2), on a
τ = νe(τ)τu,
ou` τu est de meˆme type que τ , mais unitaire.
De´finition 3.1. — Supposons que pour tout i = 1, . . . , l, on se donne une se´rie discre`te τi qui
est soit l’un des se´ries discre`tes (3.0.2) de GL1(R) ou bien l’une des se´ries discre`tes (3.0.4) de
GL2(R) On dit que τ = (τ1, . . . , τl) est e´crit dans un ordre standard si e(τ1) ≤ . . . ≤ e(τl) et
dans un ordre standard inverse si e(τ1) ≥ . . . ≥ e(τl).
Le the´ore`me de classification de Langlands s’e´nonce alors ainsi :
The´ore`me 3.2. — Soit τ = (τ1, . . . , τl) comme dans la de´finition ci-dessus, e´crit dans un ordre
standard, alors :
(i) La repre´sentation X(τ ) = τ1× . . .×τl posse`de une unique sous-repre´sentation irre´ductible
X¯(τ), apparaissant avec multiplicite´ un dans la suite de Jordan-Ho¨lder de X(τ ). Cette
repre´sentation X¯(τ ), est aussi l’unique quotient irre´ductible de la repre´sentation
X˜(τ) := τl × τl−1 × . . .× τ2 × τ1.
(ii) L’application τ 7→ X¯(τ) re´alise une bijection entre l’ensemble des ensembles avec multi-
plicite´s de se´ries discre`tes et Π(GL).
Les repre´sentations X(τ ), X˜(τ) sont appele´es repre´sentations standard.
Remarque 3.3. — Les repre´sentations X(τ ) et X¯(τ) ne de´pendent pas du choix d’un ordre
standard sur les τi (parmi tous les ordres standard possibles). Il en est de meˆme de X˜(τ ) et
de l’ordre standard inverse choisi pour l’e´crire. C’est un cas particulier d’un the´ore`me de B.
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Speh rappele´ plus loin (The´ore`me 7.4). Ceci nous permet d’adopter les notations suivantes : si
τ = (τ1, . . . , τl), on note
×i=1,...,r τi = τ1 × . . .× τl
et
×→i=1,...,r τi, ×
←
i=1,...,r τi
le produit des τi obtenu en les permutant pour les mettre dans un ordre standard et un ordre
standard inverse respectivement.
Remarque 3.4. — Le caracte`re infinite´simal de X¯(τ ) est donne´ par (λ1, . . . , λN ) si et seule-
ment si l’ensemble avec multiplicite´ {λ1, . . . , λN} est constitue´ des si pour les i tels que τi =
γ(si, ǫi) et des si,1, si,2 pour les i tels que τi = δ(si,1, si,2).
3.1. Classification de Langlands pour GLN (R) avec L-groupe. — Pour G = GLN , les
paquets de Langlands sont des singletons, et (2.1.1) constitue donc une classification de Π(GN ).
Ce fait nous autorise a` noter de la meˆme manie`re le paquet associe´ a` un parame`tre φ, et l’unique
repre´sentation qu’il contient : Πφ. Il en est de meˆme du pseudo-paquet Π˜φ attache´ a` φ.
Comme le L-groupe est ici un produit direct, LGN = ĜN×WR, on peut voir simplement un pa-
rame`tre de Langlands φ comme une repre´sentation de dimension N deWR. Cette repre´sentation
est comple`tement re´ductible. Les repre´sentations irre´ductibles deWR vont parame´trer les se´ries
discre`tes. Elles sont donc de dimension 1 ou 2. Rappelons tout ceci brie`vement.
Les repre´sentations irre´ductibles de WC ≃ C
× sont de dimension 1 puisque C× est abe´lien.
Elles sont parame´tre´es par les couples (s1, s2) ∈ C×C avec s1− s2 ∈ Z de la manie`re suivante :
(3.1.1) χs1,s2(z) = |z|
s1+s2
(
z
|z|
)s1−s2
= zs1 z¯s2
La repre´sentation χs1,s2 est unitaire si s1 + s2 ∈ iR.
Les repre´sentations irre´ductibles de WR sont facilement obtenues a` partir des χs,n par la
the´orie de Mackey. Posons
(3.1.2) V (s1, s2) = Ind
WR
C×
(χs1,s2).
Si s1−s2 6= 0, V (s1, s2) est une repre´sentation irre´ductible deWR. De plus V (s1, s2) ∼ V (s
′
1, s
′
2)
si et seulement si {s1, s2} = {s
′
1, s
′
2}.
Si s1−s2 = 0, V (s1, s2) est re´ductible. Notons respectivement Triv and sgn les caracte`res de
WR obtenus par rele`vement des caracte`res de WR/(WR)0 ≃ Z/2Z. Notons aussi | |
s le caracte`re
de WR donne´ explicitement sur les ge´ne´rateurs par z 7→ |z|
s, (z ∈ C×), j 7→ 1. Alors V (s, s) se
de´compose comme V (s, s) ≃ Triv ⊗ | |2s ⊕ sgn⊗ | |2s. Posons
(3.1.3) W (s, ǫ) =
{
Triv ⊗ | |s si ǫ = 0
sgn⊗ | |s si ǫ = 1
.
Proposition 3.5. — Les repre´sentations irre´ductibles de WR sont a` e´quivalence pre`s :
(i) les repre´sentations W (s, ǫ), s ∈ C, ǫ ∈ {0, 1}, de dimension 1,
(ii) les repre´sentations V (s1, s2), s1, s2 ∈ C, s2 − s1 ∈ N
×, de dimension 2.
Elles sont unitaires si et seulement si s ∈ iR (cas (i)) et s1 + s2 ∈ iR (cas (ii)).
Proposition 3.6. — Les se´ries discre`tes de G1 et G2 sont respectivement en bijection avec les
repre´sentations irre´ductibles de WR de dimension 1 et 2, cette correspondance e´tant
γs,ǫ ↔ W (s, ǫ), s ∈ C, ǫ ∈ {0, 1},
δ(s1, s2)↔ V (s1, s2), s1, s2 ∈ C, s2 − s1 ∈ N
×,
ou` γs,ǫ est de´fini en (3.0.2) et δ(s1, s2) est de´fini en (3.0.4).
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La bijection entre Π(GN ) et Φ(GN ) s’en de´duit alors de la manie`re suivante. Soit φ ∈ Φ(GN ),
conside´re´ comme une repre´sentation de dimension N deWR. Cette repre´sentation se de´compose
en une somme de repre´sentations irre´ductibles de WR, e´crivons ceci φ = ⊕
r
i=1φi avec chaque φi
e´quivalente a` l’une des repre´sentations de WR dans GL1(C) ou GL2(C) de´finies ci-dessus. No-
tons δi la se´rie discre`te correspondant a` φi. Le multi-ensemble de se´ries discre`tes {δi}i=1,...,r pa-
rame`tre une classe d’e´quivalence de repre´sentations irre´ductibles Πφ de GN d’apre`s le the´ore`me
3.2. Ceci de´finit la bijection voulue :
(3.1.4) Φ(GN ) −→ Π(GN ), φ 7→ Πφ.
3.2. Parame`tres et paquets d’Arthur pour GN . — Un parame`tre d’Arthur pour GN est
un morphisme continu : ψ : WR×SL2(C) −→
LGN = ĜN×WR ve´rifiant les proprie´te´s e´nonce´es
dans la de´finition 2.2. Comme pour les parame`tres de Langlands, le fait que le L-groupe de GN
soit un produit direct nous autorise a` conside´rer ψ comme un morphisme de WR×SL2(C) dans
ĜN = GLN (C), c’est-a`-dire comme une repre´sentation de dimension N de WR × SL2(C). La`
encore, comme pour les parame`tres de Langlands, une telle repre´sentation est comple`tement
re´ductible. Elle s’e´crit donc comme une somme directe
(3.2.1) ψ = ⊕i=1,...,rψi, ψi : WR × SL2(C)→ GLNi(C)
avec ψi irre´ductible et
∑r
i=1Ni = N . Les repre´sentations irre´ductibles deWR×SL2(C) sont des
produits tensoriels de repre´sentations irre´ductibles deWR avec des repre´sentations irre´ductibles
de SL2(C). Les repre´sentations irre´ductibles de WR ont e´te´ de´crites ci-dessus. Celles qui ap-
paraissent ici ont en plus la proprie´te´ d’eˆtre a` image borne´e, ce sont donc les repre´sentations
W (s, ǫ), s ∈ iR, ǫ ∈ {0, 1}, de dimension 1, et les repre´sentations V (s1, s2), s1 + s2 ∈ iR,
s2 − s1 ∈ N
×, de dimension 2. Les classes de repre´sentations irre´ductibles de SL2(C) sont
de´termine´es par leur dimension, et l’on note Rd un choix de repre´sentation irre´ductible de dimen-
sion d de SL2(C) (ou sa classe d’e´quivalence). Les repre´sentations irre´ductibles deWR×SL2(C)
qui nous inte´ressent sont donc a` e´quivalence pre`s
(3.2.2) W (s, ǫ)⊗Rn, V (s1, s2)⊗Rn, s2 − s1 ∈ N
×, ǫ ∈ {0, 1}, s, s1 + s2 ∈ iR.
Comme les paquets de Langlands, les paquets d’Arthur pour GN sont des singletons, et l’on
a donc Πψ = Πφψ , ceci de´signant a` la fois le paquet et l’unique repre´sentation qu’il contient.
Nous allons maintenant de´crire la repre´sentation Πψ associe´e a` un parame`tre d’Arthur ψ, en
commenc¸ant par les ψ irre´ductibles.
Notons Triv et sgn respectivement les caracte`res triviaux et sgn de R× = GL1(R), (bien que
les meˆmes notations de´signent aussi des caracte`res de WR, il n’y a pas de risque de confusion).
Si ε ∈ {Triv, sgn}, et si n ∈ N×, notons εn le caracte`re de Gn obtenu en composant ε et le
de´terminant det : Gn → R
×. On a alors
Si ψ =W (s, 0)⊗Rn, Πψ = Trivn ν
s = νs(3.2.3)
Si ψ =W (s, 1)⊗Rn, Πψ = sgnn ν
s(3.2.4)
Remarquons que ces repre´sentations sont des caracte`res unitaires de Gn, car on a pris s ∈ iR.
De´finition 3.7 (Repre´sentation de Speh). — Soit δ une se´rie discre`te unitaire de G2.
Conside´rons le module standard
(3.2.5) I(δ, n) = δν−
n−1
2 × δν−
n−3
2 × · · · × δν
n−1
2 ,
et notons Speh(δ, n) son unique sous-module irre´ductible. Si δ = δ(s1, s2), s2 − s1 ∈ N
× et
s1 + s2 ∈ iR, on peut re´e´crire ceci comme
(3.2.6) I (δ (s1, s2) , n) = ×
n
i=1δ
(
s1 −
n+ 1
2
+ i, s2 −
n+ 1
2
+ i
)
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On a alors,
(3.2.7) si ψ = V (s1, s2)⊗Rn, Πψ = Speh (δ (s1, s2) , n) .
Les repre´sentations Speh(δ, n) sont unitaires.
Nous venons donc de de´terminer Πψ lorsque ψ est irre´ductible. Pour le cas ge´ne´ral, nous
laissons au lecteur le soin de montrer que l’on a le re´sultat suivant.
Proposition 3.8. — Si ψ = ⊕i=1,...,rψi est une de´composition en irre´ductibles, alors
(3.2.8) Πψ = ×i Πψi .
Par de´finition, Πψ = Πφψ et l’exercice consiste a` montrer que le parame`tre de Langlands de
la repre´sentation irre´ductible ×i Πψi est bien φψ.
Remarque 3.9. — Un re´sultat de Vogan [Vog86] (voir aussi [Tad09] et [Bar03]) affirme que
cette repre´sentation est unitaire et irre´ductible, en particulier, elle ne de´pend pas de l’ordre
dans lequel on prend le produit.
4. Parame`tres de Beilinson-Bernstein pour U(p, q)
Dans cette section, G est le groupe unitaire U(p, q). Posons p+q = N . Fixons une involution
de Cartan τ de G, et soit K = Gτ le sous-groupe compact maximal de G correspondant. On a
K ≃ U(p)×U(q), et KC ≃ GLp(C)×GLq(C). Soit B la varie´te´ des drapeaux de g. Donnons un
parame´trage combinatoire deKC\B. Pour cela, notons IN l’ensemble des involutions du groupe
syme´trique SN et introduisons l’ensemble I
p,q,±
N dont les e´le´ments sont des couples (η, fη), ou`
η ∈ IN et fη est une application de l’ensemble des points fixes de η a` valeurs dans {±1} qui
ve´rifie, si l’on note m le nombre de 2-cycles dans la de´composition en cycle de η :
m+ |f−1η ({1})| = p, m+ |f
−1
η ({−1})| = q.
Adoptons une notation symbolique assez commode pour les e´le´ments de Ip,q,±N en e´crivant
par exemple :
η¯ = (+− 1 + 23−−312)
pour de´signer l’e´le´ment dont les points fixes (i) de l’involution sous-jacente η sont repe´re´s un
signe ± en position i, et bien entendu fη((i)) = ±. Les 2-cycles (ij) sont donne´s par les positions
i et j ou` apparaissent les meˆmes nombres, ici (3, 10), (5, 11) et (6, 9). L’e´le´ment donne´ ici est
dans I5,6,±11 . Par exemple, pour (p, q) = (2, 1), on a
I
2,1,±
3 = {(+ +−), (+−+), (− ++), (11+), (1 + 1), (+11)}.
Le the´ore`me 2.2.8 de [Yam97] donne une parame´trisation explicite de KC\B par I
p,q,±
N .
Notons
η¯ ∈ Ip,q,±N 7→ Qη¯ ∈ KC\B
cette bijection. L’ordre naturel sur KC\B induit par transport de structure un ordre sur I
p,q,±
N
qui est de´crit en partie dans la section 2.4 de [Yam97]. Seules certaines areˆtes du diagramme
de Hasse sont donne´es dans [Yam97], pour avoir la description comple`te de l’ordre, il faut
rajouter les areˆtes obtenues par la ≪ condition d’e´change ≫ (3) de [MT09]. On peut aussi
de´finir facilement une fonction longueur ℓI sur I
p,q,±
N qui va co¨ıncider avec la dimension des
orbites via la bijection. Pour cela, posons pour tout η¯ = (η, fη) ∈ I
p,q,±
N ,
ℓI(η¯) =
1
2
(p(p− 1) + q(q− 1)) +
∑
2-cycles (ij) de η,
i<j
(
(j − i)− |{2-cycles (kl) de η, k < i < l < j}|
)
.
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Nous pouvons maintenant de´crire plus pre´cise´ment l’ordre sur Ip,q,±N : il est gradue´ par la
fonction ℓI, et il suffit de donner la liste des couples d’e´le´ments (η¯, η¯
′) ∈ Ip,q,±N × I
p,q,±
N tels que
ℓI(η¯) = ℓI(η¯
′) + 1 et η¯ ≥ η¯′, c’est-a`-dire les areˆtes du diagramme de Hasse. On a une areˆte
lorsque l’e´criture symbolique de η¯′ est obtenue a` partir de celle pour η¯ soit en remplac¸ant 2
symboles conse´cutifs de la forme (aa), a ∈ N× (correspondant a` un un 2-cycle (i, i + 1)) par
(+−) ou (−+), soit en permutant deux symboles conse´cutifs qui ne sont pas tout deux des
signes (par exemple (1+ 1) et (+11)). (cf. [Yam97]), et il faut ensuite ajouter toutes les areˆtes
obtenues par la condition d’e´change (3) de [MT09].
Fixons maintenant une repre´sentation F de dimension finie de G = U(p, q). Notons ΠF (G)
l’ensemble des classes d’e´quivalence de repre´sentations irre´ductibles de G ayant meˆme ca-
racte`re infinite´simal que F . Les sous-groupes de Cartan de G = U(p, q) e´tant connexes, la
parame´trisation de Beilinson-Bernstein [BB81], voir aussi [Mil],[Vog83] Cor. 2.2 et [Vog81]
Chapter 6) nous donne une bijection
I
p,q,±
N ≃ KC\B ≃ ΠF (G).
Remarque 4.1. — Dans cette description, la partition de ΠF (G) en L-paquets est parti-
culie`rement simple : deux parame`tres η¯, η¯′ ∈ Ip,q,±N correspondent a` des repre´sentations dans le
meˆme L-paquet si et seulement si les involutions sous-jacentes η et η′ dans IN sont e´gales. Ceci
nous donne une parame´trisation de Φ(G) par IN . On voit dans ce cas que la longueur ne de´pend
pas des e´le´ments du paquet. Nous verrons plus loin que la longueur ℓI est relie´e a` la longueur
de Vogan, note´e dans cet article ℓV ([Vog83] et [Vog82]). La proprie´te´ mentionne´e ci-dessus
pour les paquets de Langlands est en fait une proprie´te´ ge´ne´rale de la longueur de Vogan.
5. L’espace tordu G˜N , le groupe non connexe G
+
N et leurs repre´sentations
5.1. L’espace tordu G˜N et ses repre´sentations. — On note τ : g 7→
tg−1 l’involution de
Cartan de GN . Soit JN ∈ GN la matrice antidiagonale


. . 1
. . −1
. 1
.
.
(−1)N−1 . . . .


On note θN : GN → GN l’automophisme de´fini par g 7→ JN (
tg−1)J−1N . C’est un auto-
morphisme inte´rieur a` l’involution de Cartan τ , mais qui a l’avantage de pre´server l’e´pinglage
standard.
Nous pouvons maintenant de´finir le produit semi-direct G+N = GN ⋊ 〈θN 〉. C’est un groupe
alge´brique re´ductif non connexe. L’automorphisme θN e´tant d’ordre 2, ce groupe compte deux
composantes connexes, et l’on note G˜N = GN ⋊ θN celle qui ne contient pas l’e´le´ment neutre.
On note G˜N l’ensemble des points re´els de G˜N . On obtient ainsi un espace tordu au sens
de Labesse [LW13]. Pour le lecteur inte´resse´, remarquons que la construction ci-dessus est
particulie`rement simple puisque l’espace tordu en question est l’ensemble des points re´els d’une
composante connexe d’un groupe alge´brique, comme c’est le cas d’ailleurs de tous les espaces
tordus pour lesquels on sait faire des choses inte´ressantes (par exemple, la stabilisation de la
formule des traces).
On appelle repre´sentation de l’espace tordu G˜N (ou pour faire bref repre´sentation tordue)
tout triplet (π˜, π, V ) ou` V est un C-espace vectoriel muni d’une repre´sentation π de GN et ou`
π˜ est une application π˜ : G˜N → GL(V ) tels que
(5.1.1) π˜(g1x˜g2) = π(g1)π˜(x˜)π(g2), (g1, g2 ∈ GN , x˜ ∈ G˜N ).
Si (π, V ) est une repre´sentation de GN , on note π
θN la repre´sentation de´finie par
(5.1.2) πθN (g) = π(θN (g)), (g ∈ GN ).
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Si (π, V ) est une repre´sentation de GN telle que π
θN est e´quivalente a` π, on dit que π est
θN -stable. Si (π, V ) est une repre´sentation unitaire irre´ductible, ou bien un module d’Harish-
Chandra irre´ductible, ceci est e´quivalent au fait que (π, V ) soit e´quivalente a` sa contragre´diente.
On dit alors aussi que π est auto-duale.
Si (π˜, π, V ) est une repre´sentation de l’espace tordu G˜N , il re´sulte de (5.1.1) que π˜(θN )
entrelace π et πθN . Si l’on est dans une situation ou` le lemme de Schur s’applique, par exemple
si π est une repre´sentation unitaire irre´ductible de GN , alors π˜(θN ) est en fait de´termine´ par
π a` un scalaire non nul pre`s. Re´ciproquement, si A est un ope´rateur d’entrelacement inversible
entre π et πθN , on peut, de´finir π˜ : G˜N → GL(V ) par π˜(gθN ) = π(g)A, g ∈ GN , et ceci fait de
(π˜, π, V ) une repre´sentation de l’espace tordu G˜N .
La de´finition de repre´sentation d’espace tordu s’adapte facilement aux modules de Harish-
Chandra, nous laissons au lecteur le soin de faire ce travail. Soit (π˜, π, V ) une repre´sentation
de l’espace tordu G˜N , telle que le caracte`re de π soit bien de´fini comme distribution sur GN
par la the´orie d’Harish-Chandra (par exemple, π est de longueur finie et admissible, a` valeurs
dans un espace topologique localement convexe raisonnable). On peut alors de´finir de fac¸on
analogue le caracte`re tordu de π˜. Tout d’abord, remarquons que G˜N est muni d’une mesure
invariante par les deux actions de GN : on transporte une mesure de Haar sur GN vers G˜N par
le diffe´omorphisme g 7→ gθN = g ⋊ θN . Ensuite, pour toute fonction test f ∈ H˜N = C
∞
c (G˜N ),
l’ope´rateur
π˜(f) =
∫
G˜N
f(y˜) π˜(y˜) dy
est un ope´rateur a` traces, et
(5.1.3) f ∈ H˜N 7→ Tr(π˜(f))
est une distribution sur G˜N , invariante par l’action adjointe de GN .
5.2. Normalisation des extensions a` G+N . — Soit (π˜, π, V ) une repre´sentation de l’espace
tordu G˜N , telle que π˜(θN )
2 = IdV . Alors on peut de´finir une repre´sentation π
+ du groupe
G+N dont la restriction a` GN est π en posant π
+(gθN ) = π(g)π˜(θN ). Par exemple, si (π, V )
est une repre´sentation a` laquelle s’applique le lemme de Schur (une repre´sentation irre´ductible
unitaire, ou un module d’Harish-Chandra irre´ductible), et que πθN est e´quivalente a` π, alors ce
lemme entraˆıne que l’on peut choisir l’ope´rateur d’entrelacement A re´alisant cette e´quivalence
de sorte que A2 = Id, et ainsi permettre de de´finir deux extensions (les seules possibles) a` G+N ,
disons π+ et π−, en posant respectivement π+(θN ) = A et π
+(θN ) = −A. Re´ciproquement, une
repre´sentation du groupe G+N de´finit naturellement une repre´sentation de l’espace tordu G˜N .
Ainsi, l’on voit que l’on dispose de trois notions tre`s proches :
Les repre´sentations (π, V ) de GN telles que π
θN est e´quivalente a` π.(5.2.1)
Les repre´sentations (π˜, π, V ) de l’espace tordu G˜N .(5.2.2)
Les repre´sentations (π+, V ) du groupe G+N .(5.2.3)
Il sera commode d’e´noncer certains re´sultats en terme de repre´sentations du groupe G+N . Par
exemple, si (π+, V ) est une telle repre´sentation avec A = π+(θN ) ∈ GL(V ), et si (π˜, π, V ) est
la repre´sentation de l’espace tordu associe´, on pose
(5.2.4) Tr(π+(f)) = Tr(π˜(f)) (f ∈ H˜N ).
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Ceci de´finit une distribution sur G˜N , invariante pour l’action par conjugaison de GN . On peut
exprimer π˜(f) en fonction de π := π+|GN et A par :
(5.2.5) π˜(f) =
∫
G˜N
f(y˜) π˜(y˜) dy =
∫
GN
f(gθ) π(g)A dg.
Remarquons que si la repre´sentation (π+, V ) de G+N est donne´e par une repre´sentation (π, V )
de GN et un ope´rateur d’entrelacement inversible A entre π et π
θN ve´rifiant A2 = IdV , et que
(π−, V ) est l’extension de π a` G+N obtenue en remplac¸ant A par −A, alors
(5.2.6) Tr(π+(f)) = −Tr(π−(f)), (f ∈ H˜N ).
Soit (π, V ) une repre´sentation irre´ductible de GN a` laquelle s’applique le lemme de Schur et
supposons que πθN est e´quivalente a` π. Nous allons expliquer comment imposer un choix entre
les deux extensions π± de π a` G+N , graˆce aux fonctionnelles de Whittaker.
On fixe une donne´e de Whittaker (Bd, χ) de GN de la manie`re suivante. On conside`re sur R
le caracte`re additif ψ : x 7→ exp 2iπx et l’on de´finit sur le radical unipotent Nd du sous-groupe
de Borel Bd des matrices triangulaires supe´rieures dans GN le caracte`re
χ : (nij) 7→ ψ(n12 + n23 + · · ·++nN−1,N ).
Soit (π, V ) une repre´sentation de GN dans un espace vectoriel topologique localement convexe
raisonnable (Hilbert, Banach, Fre´chet, limite inductive de Fre´chet, ...). Soit V∞ le sous-espace
des vecteurs C∞ de V et V ∗∞ son dual topologique. Une fonctionnelle de Whittaker sur (π, V )
est un e´le´ment Ω ∈ V ∗∞ telle que
(5.2.7) Ω(π(n)v) = χ(n)Ω(v), (v ∈ V∞), (n ∈ Nd).
Remarque 5.1. — Le sous-groupe unipotent Nd est stable par θN et χ(θN (n)) = χ(n) pour
tout n ∈ Nd.
Supposons tout d’abord (π, V ) tempe´re´e (en particulier unitaire) et irre´ductible. Alors, un
re´sultat de Shalika [Sha74] affirme que (π, V ) admet une fonctionnelle de Whittaker non nulle,
unique a` un scalaire non nul pre`s.
Soit P =MN un sous-groupe parabolique standard de GN de facteur de LeviM et de radical
unipotent N . La donne´e de Whittaker (Bd, χ) sur GN de´finit par restriction une donne´e de
Whittaker (BM , χM ) = (Bd ∩M,χ|M∩Nd) pour M . Il est clair que le re´sultat de Shalika s’e´tend
imme´diatement aux repre´sentations tempe´re´es de M , et meˆme a` celles qui sont essentiellement
tempe´re´es, c’est-a`-dire produit tensoriel d’une repre´sentation tempe´re´e avec une repre´sentation
de dimension un. Supposons plus ge´ne´ralement que (σ, V ) soit une repre´sentation de longueur
finie deM admettant une fonctionnelle deWhittaker non nulle ΩM (pour la donne´e deWhittaker
(BM , χM )). Rappelons comment de´finir une fonctionnelle de Whittaker non nulle sur Ind
GN
P (σ).
Pour ceci, nous suivons la discussion dans [Art13], p. 111, auquel nous renvoyons pour les
notations (usuelles) non introduites ici (voir aussi [Art89a]). Soit λ ∈ a∗M,C et σλ la torsion de
σ par le caracte`re de M de´fini par λ. On re´alise l’espace de la repre´sentation induite IndGNP (σ)
comme un espace de Hilbert HP (σ) de fonctions sur le sous-groupe compact maximal K = G
τ
N ,
cet espace restant le meˆme lorsque σ est remplace´e par σλ (c’est l’action de GN qui change). Si
h ∈ HP (σ), il faut poser
(5.2.8) hσ,λ(x) = σ(MP (x)) · h(KP (x))e
(λ+ρP )(HP (x)), (x ∈ GN )
pour obtenir un vecteur dans l’espace usuel de IndGNP (σλ). Soient w¯l et w¯
M
l les e´le´ments les plus
longs dans les groupes de Weyl de GN etM respectivement, posons w¯M = w¯lw¯
M
l ,M
′ = w¯M ·M
et soit P ′ =M ′N ′ le sous-groupe parabolique standard de GN de facteur de Levi standard M
′.
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Fixons un repre´sentant wM de w¯M dans GN (nous le ferons explicitement plus tard en (7.4.2)).
Pour tout h ∈ HP (σ), l’inte´grale de Whittaker
(5.2.9) Wh(h, σλ) =
∫
N ′
ΩM(hσ,λ(w
−1
M n
′)) χ(n′)−1 dn′, (h ∈ HP (σ))
converge absolument lorsque ℜe(λ) se trouve dans un certain coˆne et admet un prolongement
analytique comme fonction de λ ∈ a∗M,C a` a
∗
M,C tout entier ([Sha81] Prop. 3.2, voir aussi
[Sha10], lemma 3.6.8 et corollary 3.6.11) . La fonctionnelle
(5.2.10) Ω : h ∈ HP (σ) 7→Wh(h, σ)
est alors une fonctionnelle de Whittaker non nulle pour IndGNP (σ). Remarquons que ces
de´finitions de´pendent du choix de wM .
Lorsque la fonctionnelle de Whittaker ΩM est unique a` une constante multiplicative pre`s, il est
explique´ dans [Sha10] que l’induite IndGNP (σ) admet a` un scalaire pre`s une unique fonctionnelle
de Whittaker, qui est donc celle note´e Ω de´finie ci-dessus. En particulier, les repre´sentations
standard admettent une fonctionnelle de Whittaker non nulle, unique a` un scalaire non nul pre`s.
Soit (π, V ) une repre´sentation irre´ductible θN -stable de GN . On fixe une extension π
+ de π a`
G+N de la manie`re suivante. Soit (ρ,W ) la repre´sentation standard d’unique sous-repre´sentation
irre´ductible (π, V ). Comme nous l’avons remarque´ plus haut, la repre´sentation standard (ρ,W )
admet une unique droite de fonctionnelles de Whittaker. Fixons l’une d’elle, Ω, non nulle, mais
remarquons que ce choix n’a aucune incidence sur ce qui suit. Il de´coule des the´ore`mes de
classification que ρ est aussi θN -stable. Soit A un ope´rateur d’entrelacement non nul entre ρ et
ρθN . En tenant compte de la remarque 5.1, on calcule pour tout v ∈ V∞ et tout n ∈ Nd,
Ω ◦ A(ρ(n)v) = Ω(ρθN (n)A(v)) = Ω(ρ(θN (n))A(v)) = χ(n) Ω ◦ A(v),
ce qui montre que Ω◦A est aussi une fonctionnelle de Whittaker non nulle pour (ρ, V ). Il existe
donc c ∈ C× tel que Ω ◦ A = cΩ. Posons ρ+(θN ) = c
−1A. On a alors Ω = Ω ◦ ρ+(θN ) et
ρ+(θN )
2 = IdW , ce qui fait que l’on de´finit ainsi une extension ρ
+ de ρ a` G+N .
L’ope´rateur d’entrelacement A fixe´ comme ci-dessus pre´serve l’unique sous-repre´sentation
irre´ductible π, et de´finit ainsi une extension de π a` G+N . Celle-ci ne de´pend pas des choix faits
pour la construire (autres que celui de la donne´e de Whittaker). On note encore π+ = (π˜, π, V )
la repre´sentation de l’espace tordu G˜N donne´e par π
+.
De´finition 5.2. — Soit (π, V ) une repre´sentation irre´ductible θN -stable de GN . L’extension
π+ de π a`G+N ou a` G˜N construite ci-dessus sera appele´e extension canonique, ou encore extension
de´termine´e par la donne´e de Whittaker.
Remarque 5.3. — Ceci n’est pas la fac¸on dont proce`de Arthur dans [Art13], p. 63-64, pour
de´finir les extensions canoniques, mais les deux de´finitions sont en fait e´quivalentes. Pour ve´rifier
cette assertion, remarquons que celle-ci est tautologique pour les repre´sentations tempe´re´es.
Graˆce aux proprie´te´s d’analyticite´ de la normalisation d’Arthur ([Art13], p. 64) et a` celles des
fonctionnelles de Whittaker obtenues par prolongement analytique de l’inte´grale (5.2.9), il suffit
de ve´rifier l’assertion dans le domaine de convergence, domaine dans lequel un calcul direct
permet de conclure.
De´finition 5.4. — Soit π une repre´sentation auto-duale de GN et soit π
+ son extension a` G+N
ou a` G˜N de´termine´e par la donne´e de Whittaker. On pose alors
TrθN (π(f)) = Tr(π
+(f)) (f ∈ H˜N ).
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6. Trace tordue des repre´sentations de Speh autoduales
6.1. Re´solution de la repre´sentation triviale de GLn(C). — On adopte dans cette
section les notations sur les repre´sentations des groupes complexes de [BV85], applique´es au
groupeGLn(C). On note ρ la demi-somme des racines deGLn(C) et pour tout w ∈ Sn (identifie´
au groupe de Weyl de GLn(C)), on conside`re la se´rie principale X(ρ,−wρ). Si w = 1, cette
se´rie principale est tempe´re´e et si w = w0, l’e´le´ment de plus grande longueur de SN , cette se´rie
principale a pour unique sous-module irre´ductible la repre´sentation triviale Trivn. En ge´ne´ral,
pour tout w ∈ Sn, X(ρ,−wρ) a pour unique sous-module irre´ductible une repre´sentation que
l’on note X¯(ρ,−wρ).
On note θ l’automorphisme de GLn(C) conjugue´ par Jn (cf.section 5.1) de l’automorphisme
g 7→ tg−1. On remarque que l’image par θ de X(ρ,−wρ) est la se´rie principale X(ρ,−w−1ρ).
On munit le groupe de Coxeter Sn de son ordre de Bruhat ≤B et de sa longueur usuelle ℓS.
Lorsqu’il n’y a pas de risque de confusion avec une autre longueur, ce qui est le cas dans ce
paragraphe, nous la notons simplement ℓ. Pour tout w,w′ ∈ Sn tel que ℓ(w) = ℓ(w
′) + 1 et
w′ ≤B w, il existe un morphisme surjectif de X(ρ,−wρ) sur X(ρ,−w
′ρ), unique a` un scalaire
pre`s. L’existence d’un tel morphisme surjectif est un exercice facile dans GL(2,C). L’unicite´ a`
un scalaire pre`s vient de ce que X(ρ,−w′ρ) a un unique sous-module irre´ductible qui intervient
avec multiplicite´ un dans X(ρ,−wρ), c’est une proprie´te´ des polynoˆmes de Kazhdan-Lusztig.
Notons fw,w′ un tel morphisme et posons fw,w′ = 0 si la condition sur les longueurs est ve´rifie´e
mais pas celle sur l’ordre.
Pour i = 0, . . . , ℓ(w0), on noteXi := ⊕w|ℓ(w)=iX(ρ,−wρ). Se donner pour tout i ∈ 1, . . . , ℓ(w0)
un morphisme φi de Xi dans Xi−1, revient bien e´videmment a` se donner une famille de mor-
phismes (fw,w′){(w,w′)|ℓ(w)=i, ℓ(w′)=i−1} et re´ciproquement.
Le re´sultat suivant est un cas particulier de ceux de [Joh84].
Proposition 6.1. — (i) Il existe des choix de fw,w′ comme ci-dessus de sorte que la suite
d’applications :
(6.1.1) 0→ Trivn → X(ρ,−w0ρ)→ · · · → Xi
φi
−→ Xi−1 → · · · → X(ρ,−ρ)→ 0
soit un complexe exact.
(ii) On peut fixer la famille des fw,w′ de sorte que pour tout w ∈ Sn, il existe un morphisme
θ¯-invariant Aθ¯w de X(ρ,−wρ) dans X(ρ,−w
−1ρ) ve´rifiant, quels que soient w,w′ avec ℓ(w′) =
ℓ(w)− 1, Aθ¯w ◦ A
θ¯
w−1 = 1 et A
θ¯
w′ ◦ fw−1,w′ ◦ A
θ¯
w = fw,w′−1 .
De´monstration. Le (i) est duˆ a` Johnson dans un cadre beaucoup plus ge´ne´ral. Donnons
le point cle´ de la de´monstration qui permet d’obtenir aussi (ii). Johnson construit induc-
tivement (ici en faisant de´croˆıtre l’indice) les applications fw,w′. Supposons que les appli-
cations sont construites jusqu’a` φi+1 : Xi+1 → Xi, alors Johnson montre que pour tout
w′ ∈ Sn de longueur i − 1, X¯(ρ,−w
′ρ) intervient avec multiplicite´ un dans le conoyau
Yi = Xi/φi+1(Xi+1) et que dimHomGLn(C)(Yi,X(ρ,−w
′ρ)) = 1. Soit fi,w′ un morphisme non
nul dans HomGLn(C)(Yi,X(ρ,−w
′ρ)). En sommant sur les w′, on obtient un morphisme de Xi
dans Xi−1 qui convient. On a donc une totale liberte´ sur les choix de fi,w′. Avec cela on obtient
aussi facilement (ii).
6.2. Re´solution de Johnson de Speh
(
δ
(
−p2 ,
p
2
)
, n
)
. — Soit p, n ∈ N× tels que p > n− 1
et soit Speh
(
δ
(
−p2 ,
p
2
)
, n
)
la repre´sentation de Speh de GN = G2n = GL2n(R) de la de´finition
3.7. Il se trouve que cette repre´sentation est un Aq(λ) de Vogan-Zuckerman (voir par exemple
[KV95], p. 330 pour une de´finition de ces repre´sentations). En effet, il existe une sous-alge`bre
parabolique complexe τ -stable q = l ⊕ u de M2n(C) telle que le sous-groupe de Levi L associe´
soit la copie de GLn(C) naturellement contenue dans GL2n(R). Le caracte`re λ de L = GLn(C)
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que l’on induit cohomologiquement est µp,n : g 7→ (det g)
p−n. Le caracte`re infinite´simal de
Speh
(
δ
(
−p2 ,
p
2
)
, n
)
est donne´ par
(6.2.1)
(
−p− (n− 1)
2
,
−p− (n− 3)
2
, . . . ,
−p+ (n− 1)
2
,
p− (n− 1)
2
,
p− (n− 3)
2
, . . . ,
p+ (n− 1)
2
)
et la condition p > n− 1 assure que ce caracte`re infinite´simal est bien entier et re´gulier.
On obtient une re´solution de Johnson de Speh
(
δ
(
−p2 ,
p
2
)
, n
)
de la manie`re suivante : on
tensorise par µp,n la re´solution de la repre´sentation triviale de GLn(C) de la section 6.1. Avec
les notations de cette section, les modules standards apparaissant dans cette re´solution sont donc
les X(ρ,−wρ) ⊗ µp,n, w ∈ Sn. Comme dans [Joh84], on induit ensuite cohomologiquement de
GLn(C) a`GL2n(R) ces modules, pour obtenir des modules standard que nous notonsX(ww0) =
X(ww0, n, p) qui fournissent les termes d’une re´solution de Speh
(
δ
(
−p2 ,
p
2
)
, n
)
. Remarquons
que nous avons inverse´ l’ordre de l’indexation sur le groupe Sn en multipliant par l’e´le´ment le
plus long w0. En utilisant la comparaison entre la classification des repre´sentations irre´ductible
≪ a` la Langlands ≫ et la classification ≪ a` la Vogan-Zuckerman ≫(cf. [Vog81] Chapter 6 ou
[KV95], Chapter 11) on calcule que le module standard X(w) = X(w,n, p) deGL2n(R) indexe´
par w dans cette re´solution peut-eˆtre de´crit d’une autre manie`re, comme induite parabolique
ordinaire d’une repre´sentation essentiellement de carre´ inte´grable modulo le centre, a` savoir
(6.2.2) X(w) = X(w,n, p) = ×ni=1δ
(
−p− (n− 1)
2
+ (i− 1),
p− (n− 1)
2
+ (w(i) − 1)
)
.
La re´solution de Johnson s’e´crit alors
(6.2.3) 0→ Speh
(
δ
(
−
p
2
,
p
2
)
, n
)
→ X0 → X1 → · · · → Xn(n−1)
2
→ 0
ou` X0 = X(1) et plus ge´ne´ralement Xi est la somme des X(s), s ∈ Sn avec ℓ(s) = ℓS(s) = i. Re-
marquons que le module standard X(1) avait e´te´ note´ I
(
δ
(
−p2 ,
p
2
)
, n
)
en (3.2.6). La re´solution
de Johnson induit une identite´ de repre´sentations virtuelles dans le groupe de Grothendieck :
(6.2.4) [Speh
(
δ
(
−
p
2
,
p
2
)
, n
)
] =
∑
s∈Sn
(−1)ℓS(s)[X(s)].
ce qui donne en prenant le caracte`re une identite´ de distributions
(6.2.5) Θ
Speh(δ(− p2 ,
p
2),n)
=
∑
s∈SN
(−1)ℓS(s)ΘX(s).
Dans cet article, ce ne sont pas les identite´s (6.2.4) et (6.2.5), qui nous sont utiles, mais leurs
analogues qui donnent la trace tordue de Speh
(
δ
(
−p2 ,
p
2
)
, n
)
et que nous e´tablissons dans la
section suivante.
6.3. Trace tordue de Speh
(
δ
(
−p2 ,
p
2
)
, n
)
. — Nous voudrions maintenant obtenir une for-
mule analogue a` (6.2.5), mais pour la trace tordue TrθN
(
Speh
(
δ
(
−p2 ,
p
2
))
, n
)
. Pour cela, in-
troduisons la de´finition suivante :
De´finition 6.2. — Notons In l’ensemble des involutions de Sn. Soit w ∈ In. On de´finit la
θ-longueur de w en posant :
ℓθ(w) =
ℓ(w)
2
+
|i ∈ [1, n];w(i) > i|
2
.
C’est le nombre d’orbites pour l’action de θ dans l’ensemble Ew des couples forme´s de deux
caracte`res de la forme z 7→ zi/zw(i); i ∈ [1, n], ces couples e´tant indexe´s par les (i, j) ∈ [1, n]2
ve´rifiant i < j; et w(i) > w(j). Evidemment |Ew| = ℓ(w). Cette θ-longueur a aussi e´te´ introduite
et e´tudie´e dans [Inc04], via la remarque suivante.
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Remarque 6.3. — Nous avons de´ja` rencontre´ cette fonction longueur dans la section 4. En
effet,
(6.3.1) ℓI(η) = ℓθ(η) +
1
2
(p(p− 1) + q(q − 1)),
ou` ici, la longueur du terme de gauche est celle de´finie sur In dans la section 4. La ve´rification
de cette e´galite´ est un exercice combinatoire un peu fastidieux, pour lequel la lecture de [Inc04]
nous a e´te´ d’une aide pre´cieuse. On peut s’en servir pour de´montrer le re´sultat de la section
10.3. Mais comme nous donnerons aussi un autre argument qui permet d’e´viter d’utiliser cette
e´galite´ (et meˆme qui la de´montre), nous le laissons au lecteur.
On rappelle que chaque module standard X(w), pour w une involution, est muni d’une action
de θ = θN . Cette action est celle qui laisse invariante toute fonctionnelle de Whittaker.
The´ore`me 6.4. — La trace tordue (cf. De´finition 5.4) de Speh
(
δ
(
−p2 ,
p
2
)
, n
)
est donne´e par
(6.3.2) TrθN
(
Speh
(
δ
(
−
p
2
,
p
2
)
, n
))
=
∑
w∈In
(−1)ℓθ(w)TrθN (X(w)) .
De´monstration. On note ici simplement ℓ = ℓS la longueur usuelle dans le groupe syme´trique.
Le complexe (6.2.3) qui re´sout Speh
(
δ
(
−p2 ,
p
2
)
, n
)
, est muni d’une action de θ = θN . Il est
tre`s vraisemblable que cette action est l’image fonctorielle de celle de θ¯ de la proposition 6.1,
mais plutoˆt que de ve´rifier cela, il est plus simple de reprendre l’argument donne´ dans cette
proposition pour ajuster les choix des fw,w′. Les morphismes dans la re´solution (6.2.3) sont
obtenus comme somme de morphismes fw,w′ : X(w)→ X(w
′) ou` ici ℓw′ = ℓ(w) + 1. Rappelons
que nous avons renverse´ l’indexation entre (6.1.1) et (6.2.3) en multipliant par w0, mais a` ce
changement d’indice pre`s, les fw,w′ sont les images par le foncteur d’induction cohomologique
des fw,w′ de (6.1.1). On obtient pour tout w ∈ Sn un morphisme Aθ(w) de X(w) dans X(w
−1).
Si w n’est pas une involution, X(w)⊕X(w−1) est θ-stable, mais la contribution a` la trace tordue
est nulle. Pour tout w ∈ In, on note alors TrAθ(X(w)) la trace tordue de X(w) pour l’action
de θ donne´e par l’ope´rateur Aθ(w). On impose comme cela est loisible, quitte a` multiplier tous
les choix de Aθ par −1, que l’action de Aθ(1), pour w = 1 est l’action de θ normalise´e par le
mode`le de Whittaker. On obtient alors imme´diatement que l’injection de la repre´sentation de
Speh dans X(1) est θ-invariante et que l’on a :
(6.3.3) TrθN
(
Speh
(
δ
(
−
p
2
,
p
2
)
, n
))
=
∑
w∈In
(−1)ℓ(w)TrAθ (X(w)) .
Pour de´montrer le the´ore`me, il suffit de voir que Aθ sur X(w) (pour w une involution) diffe`re
de l’action de θ normalise´e par les mode`les de Whittaker par le signe (−1)ℓθ(w)−ℓ(w). C’est ce
que nous allons voir maintenant, en commenc¸ant par un lemme technique.
Lemme 6.5. — Soit w ∈ In une involution qui n’est pas l’identite´. Alors l’un des deux cas
suivant a lieu (non exclusivement) ;
(i) soit il existe une involution, w′ ∈ In telle que ℓ(w
′) = ℓ(w) − 1 et w′ < w et ℓθ(w
′) =
ℓθ(w)− 1 ;
(ii) soit il existe w′ ∈ In et s ∈ Sn tels que ℓ(w
′) = ℓ(s) − 1 = ℓ(w) − 2, w < s < w′ et
ℓθ(w
′) = ℓθ(w)− 1.
De´monstration. On peut tre`s bien de´montrer ce lemme en exhibant w′, s pour tout w. Mais un
re´fe´re´ nous en a donne´ une preuve e´le´gante.
Soit X un sous-ensemble de {1, . . . , n − 1} tel que si i ∈ X alors i + 1 /∈ X . A X on associe
une involution qui est le produit des involutions e´changeant i et i+1 pour tout i ∈ X . On note
σX cette involution. Soit w une involution, alors il existe un sous-ensemble X tel que w soit
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conjugue´ dans Sn de σX . Et on ve´rifie, par exemple par re´currence sur n que l’on peut e´crire
w = τ−1σX τ ou` τ ∈ Sn avec les longueurs qui s’ajoutent, c’est-a`-dire
(6.3.4) ℓ(w) = 2ℓ(τ) + ℓ(σX ).
Les θ-longueur sont tre`s faciles a` calculer : soit y une involution. On note Inv(y) l’ensemble
des couples (i, j) tels que 1 ≤ i < j ≤ n tels que y(i) > y(j) et Exc(y) l’ensemble des couples
(i, y(i)) tel que i < y(i). Alors ℓθ(y) =
|Inv(y)|+|Exc(y)|
2 . En revenant a` (6.3.4), on trouve que
ℓθ(w) = ℓ(τ) + |X |.
Supposons que τ soit l’identite´, on fixe alors i ∈ X car par hypothe`se X n’est pas vide. On
note X ′ l’ensemble X prive´ de i et w′ = σX ′ re´pond a` (i).
Supposons maintenant que τ ne soit pas l’identite´. On fixe une syme´trie e´le´mentaire, τ0 tel
que τ ′ := τ0τ < τ et on pose w
′ = (τ ′)−1σX τ
′ et s = τ−1σX τ
′. Ces deux e´le´ments de Sn
re´pondent a` (ii).
En multipliant par l’e´le´ment le plus long w0, on obtient
Corollaire 6.6. — Soit w ∈ In une involution qui n’est pas l’e´le´ment le plus long w0. Alors
l’un des deux cas suivant a lieu (non exclusivement) ;
(i) soit il existe une involution, w′ ∈ In telle que ℓ(w
′) = ℓ(w) + 1 et w′ > w et ℓθ(w
′) =
ℓθ(w) + 1 ;
(ii) soit il existe w′ ∈ In et s ∈ Sn tels que ℓ(w
′) = ℓ(s) + 1 = ℓ(w) + 2, w′ > s > w et
ℓθ(w
′) = ℓθ(w) + 1.
Remarque 6.7. — Plac¸ons nous dans le cas de (ii) en fixant w′. Alors s et s−1 sont les seuls
e´le´ments s′ ve´rifiant w < s′ < w′ et en particulier l’exactitude du complexe (6.2.3) entraˆıne que
fs,w′ ◦ fw,s + fs−1,w′ ◦ fw,s−1 = 0.
Pour tout w ∈ In, notons θ(w) l’action de θ sur X(w) normalise´ par les mode`les de Whit-
taker. Nous avons vu ci-dessus qu’il suffisait de montrer le re´sultat suivant pour terminer la
de´monstration du the´ore`me 6.4.
Lemme 6.8. — Pour tout w ∈ In, on a Aθ(w) = (−1)
ℓθ(w)−ℓ(w)θ(w).
De´monstration. Soit ǫ0 le signe tel que Aθ(w0) = ǫ0θ(w0), ou` w0 est l’e´le´ment de plus grande
longueur de Sn. On montre que Aθ(w) = ǫ0(−1)
ℓθ(w0)−ℓ(w0)(−1)ℓθ(w)−ℓ(w)θ(w) par re´currence
descendante sur la longueur de w. Ceci est donc vrai par construction pour l’e´le´ment w = w0. On
fixe w ∈ In qui n’est pas w0 et on lui applique le corollaire 6.6. Plac¸ons nous dans le cas (i) de ce
lemme. On fixe w′ comme dans (i) et on remarque que fw,w′ permet de remonter une fonction-
nelle de Whittaker Ωw′ surX(w
′) en une fonctionnelle de Whittaker Ωw = Ωw′ ◦fw,w′ surX(w
′).
Remarquons que les morphismes fw′,w sont surjectifs. C’est une proprie´te´ he´rite´e des morphismes
de la re´solution (6.1.1) pour lesquels cela avait e´te´ note´. Notons σ(w) le signe que l’on cherche
a` calculer ; par hypothe`se de re´currence, on a σ(w′) := ǫ0(−1)
ℓθ(w0)−ℓ(w0)(−1)ℓθ(w
′)−ℓ(w′). On a
donc
Ωw ◦ Aθ(w) = Ωw′ ◦ fw,w′ ◦Aθ(w) = Ωw′ ◦Aθ(w
′) ◦ fw,w′ = σ(w
′)Ωw′ ◦ fw,w′ = σ(w
′)Ωw.
On en de´duit σ(w) = σ(w′). Or ℓθ(w) = ℓθ(w
′)− 1 et ℓ(w) = ℓ(w′)− 1 et on obtient l’assertion
cherche´e.
Plac¸ons nous dans le cas (ii) en fixant w′ et s et en reprenant les notations σ(w), σ(w′). On
a ℓ(w′) = ℓ(w) + 2 et ℓθ(w
′) = ℓθ(w) + 1. On cherche donc a` montrer que σ(w) = −σ(w
′).
On fixe encore une fonctionnelle de Whittaker Ωw′ sur X(w
′) et on note Ωw la fonctionnelle de
Whittaker telle que Ωw = Ωw′ ◦ fs,w′ ◦ fw,s. On a alors :
Ωw ◦ Aθ(w) = Ωw′ ◦ fs,w′ ◦ fw,s ◦ Aθ(w) = Ωw′ ◦ Aθ(w
′) ◦ fs−1,w′ ◦ fw,s−1.
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Ici on utilise la remarque de 6.7 pour remplacer fs−1,w′ ◦ fw,s−1 par −fs,w′ ◦ fw,s, et l’on obtient
Ωw ◦ Aθ(w) = −Ωw′ ◦Aθ(w
′) ◦ fs,w′ ◦ fw,s = −σ(w
′)Ωw.
C’est bien le changement de signe cherche´. On calcule ǫ0 sur l’identite´ 1 de Sn : par construc-
tion σ(1) = 1. Ainsi ǫ0 = (−1)
ℓθ(1)−ℓ(1)(−1)ℓθ(w0)−ℓ(w0) = (−1)ℓθ(w0)−ℓ(w0) et ceci termine la
de´monstration du lemme, et donc du the´ore`me.
Remarque 6.9. — Nous aurons besoin plus loin de pousser les e´galite´s (6.2.5) et (6.3.2) au
cas ou` p = n − 1. Le caracte`re infinite´simal de Speh
(
δ
(
−p2 ,
p
2
)
, p+ 1
)
n’est plus re´gulier (0
apparaˆıt avec une multiplicite´ 2) dans le caracte`re infinite´simal. Par continuation cohe´rente (cf.
[Vog81], Chapter 7), (6.2.5) et (6.3.2) restent valides, avec la convention
δ(0, 0) = Triv× sgn.
7. Induction parabolique tordue
Le but de cette section est de de´finir un foncteur d’induction parabolique ≪ tordu ≫ d’un
sous-espace de Levi tordu M˜ vers l’espace tordu G˜N . Nous commenc¸ons par fixer des notations
pour tout le reste de cette section.
7.1. Notations. — Soient a un entier au moins e´gal a` 1, N1 = 2a et conside´rons la
repre´sentation Speh(δ
(
−p2 ,
p
2
)
, a) de GLN1(R). Soit N
′ un autre entier au moins e´gal a` 1, et
soit λ′ = (λ′1, . . . , λ
′
N ′) ∈ C
N ′ . On fait dans la suite l’hypothe`se suivante :
(7.1.1)
p− (a− 1)
2
> |λ′i|, (1 ≤ i ≤ N
′).
Soit M le sous-groupe de Levi standard de GLN (R) isomorphe a` GLN1(R) ×GLN ′(R) et
soit P =MN le sous-groupe parabolique standard de facteur de Levi M .
En (6.2.2), nous avons de´fini des modules standard X(w) = X(w, a, p), w ∈ Sa, qui entrent
dans la re´solution de Johnson de Speh(δ
(
−p2 ,
p
2
)
, a). Ces modules standard sont en position de
Langlands et admettent un unique sous-module irre´ductible que nous notons X¯(w).
De´finition 7.1. — Soit E l’ensemble des repre´sentations irre´ductibles πM = π1 ⊗ π
′ de M
telles que
(i) π1 est une repre´sentation irre´ductible de GLN1(R) parmi les X¯(w), w ∈ Sa (ce sont les
repre´sentations irre´ductibles de meˆme caracte`re infinite´simal que Speh(δ
(
−p2 ,
p
2
)
, a) dont
le parame`tre dans le G-ordre de Bruhat (cf. [Vog83], [Vog82]) est infe´rieur ou e´gal a` celui
de Speh(δ
(
−p2 ,
p
2
)
, a)).
(ii) π′ est une repre´sentation irre´ductible de GLN ′(R) de caracte`re infinite´simal λ
′.
Remarque 7.2. — Les proprie´te´s du G-ordre de Bruhat impliquent imme´diatement que l’en-
semble E posse`de la proprie´te´ suivante : si πM = π1⊗π
′ est dans E , et si XπM est le module stan-
dard dont πM est l’unique sous-module irre´ductible, alors tous les sous-quotients irre´ductibles
de XπM sont dans E .
7.2. Un re´sultat d’irre´ductibilite´ d’induite. — Le re´sultat d’irre´ductibilite´ suivant est
crucial pour la suite.
Lemme 7.3. — Pour toute repre´sentation πM ∈ E , Ind
GLN (R)
P (πM ) est irre´ductible.
De´monstration. On re´alise l’induite comme quotient d’un module standard dont les exposants
sont dans la chambre de Weyl positive et comme sous-module d’un module standard dont les
exposants sont dans la chambre de Weyl ne´gative, ces deux modules standard ayant meˆme sous-
quotient de Langlands. Cela force l’induite a` eˆtre ce sous-quotient de Langlands et a fortiori
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a` eˆtre irre´ductible. Donnons une ide´e de la de´monstration, les de´tails se trouvent dans [AR],
Lemme 3.1.2 ou dans la version pre´liminaire de cet article [ARMR] Lemme 10.6.
La repre´sentation π1 = X¯(w) est donc l’unique sous-repre´sentation irre´ductible du mo-
dule standard X(w). Notons I ′ le module standard de GLN ′(R) dont π
′ est un sous-module
irre´ductible et I le module standard de GLN (R) dont les exposants sont dans la chambre de
Weyl ne´gative et dont le caracte`re est celui de l’induite X(w)×I ′ (les repre´sentations X(w)×I ′
et I sont des induites a` partir de la meˆme repre´sentation du sous-groupe de Levi M , mais pour
I, on induit d’un sous-groupe parabolique qui n’est pas P , mais celui qui met les exposants de
X(w) × I ′ dans un ordre standard). Par des ope´rations e´le´mentaires dans GL3(R) et GL4(R),
on fait des e´changes de facteurs pour ramener cette induite a` I et on ve´rifie a` chaque fois que
ces e´changes sont des isomorphismes. On proce`de ensuite de meˆme avec le parabolique qui met
les exposants de X(w) × I ′ dans un ordre standard inverse. Ainsi la de´monstration repose in
fine sur le re´sultat suivant duˆ a` B. Speh ([Spe82]).
The´ore`me 7.4. — Pour i = 1, 2, ηi de´signe soit Triv soit sgn, c’est-a`-dire une repre´sentation
de G1 = GL1(R), auquel cas on pose ni = 1, soit une se´rie discre`te δi = δ
(
−pi2 ,
pi
2
)
de
G2 = GL2(R), auquel cas on pose ni = 2. Alors la repre´sentation
η1ν
t1 × η2ν
t2 , ti ∈ C, i = 1, 2,
de Gn1+n2 = GLn1+n2(R) est re´ductible si et seulement si t1− t2 ∈ R et si l’on est dans un des
cas suivant :
(i) n1 = n2 = 1, η1 = η2, t1 − t2 ∈ 2Z+ 1.
(ii) n1 = n2 = 1, η1 6= η2, t1 − t2 ∈ 2Z
×.
(iii) ni = 2, nj = 1, {i, j} = {1, 2}, t1 − t2 ∈ Z, −
pi
2 + |t1 − t2| ∈ N
×.
(iv) n1 = n2 = 2, t1 − t2 ∈ Z, −
|p1−p2|
2 + |t1 − t2| ∈ N
×.
En particulier, si p′ et p′′ sont des demi-entiers, une induite de la forme δ(−p′′, p′)× τ , ou` τ
est une repre´sentation irre´ductible de GLb(R) avec b = 1 ou 2, est irre´ductible si le caracte`re
infinite´simal de τ est de la forme (m) ou (m′,m) avec m et m′ des demi-entiers ve´rifiant :
(7.2.1) p′ ≥ m ≥ m′ ≥ −p′′.
C’est ce crite`re qui sert dans les e´changes de facteurs mentionne´s ci-dessus, et plus
pre´cise´ment, on l’applique avec p′ ≥ p/2 − (a − 1)/2 et −p′′ ≤ −p/2 + (a − 1)/2, l’hypothe`se
(7.1.1) garantissant que l’on a bien (7.2.1).
Notons la conse´quence suivante du lemme 7.3.
Corollaire 7.5. — Soient X(w), w ∈ Sn une des repre´sentations standard de GLN1(R)
de´finie en (6.2.2) et X ′ un module standard de GLN ′ de caracte`re infinite´simal λ
′. Conside´rons
X(w) ×X ′.
Cette repre´sentation n’est pas une repre´sentation standard a priori car les facteurs ne sont pas
force´ment dans un ordre standard. Les arguments de la de´monstration du lemme 7.3 montrent
que l’on peut permuter les facteurs dans l’induite pour l’amener dans un ordre standard. Elle
admet donc un unique sous-module irre´ductible.
7.3. Morphismes entre repre´sentations standards. — Nous allons introduire les
repre´sentations standard de GN ′ de caracte`re infinite´simal λ
′ et maximales pour le G-ordre de
Bruhat (cf. [Vog83], [Vog82]). Ce sont des se´ries principales. On suppose que λ′ = (λ′1, . . . , λ
′
N ′)
est donne´ dans un ordre standard, c’est-a`-dire que (ℜe(λ′i))i est une suite croissante.
De´finition 7.6. — Soit ε′ = (ε′1, . . . , ε
′
N ′) ∈ {Triv, sgn}
N ′ . Posons alors
(7.3.1) I(ε′, λ′) = ε′1ν
λ′1 × ε′2ν
λ′2 × · · · × ε′N ′ν
λ′
N′ .
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C’est une repre´sentation standard de GN ′ . Posons aussi
(7.3.2) I
ε′
M = X(1) ⊗ I(ε
′, λ′)
Remarque 7.7. — Soit π un sous-quotient irre´ductible de I
ε′
M et soit Xπ le module standard
dont π est l’unique sous-module irre´ductible. Il de´coule de la remarque 7.2 que tous les sous-
quotients irre´ductibles de Xπ sont dans E .
Lemme 7.8. — Soit πM = π1 ⊗ π
′ ∈ E . Soit XM le module standard de M dont πM est
l’unique sous-module irre´ductible. C’est un produit tensoriel des modules standard X1 de GN1
et X ′ de GN ′ dont π1 et π
′ sont les uniques sous-module irre´ductibles.
Alors il existe un morphisme surjectif (de repre´sentations de GN1)
h1 : X(1) −→ X1,
et il existe ε′ = (ε′1, . . . , ε
′
N ′) ∈ {Triv, sgn}
N ′ et un morphisme surjectif (de repre´sentations de
GN ′)
h′ : I(ε′, λ′) −→ X ′.
De´monstration. Le premier point de´coule imme´diatement par une re´currence sur la longueur
du fait que si w,w′ sont dans Sa avec w <B w
′ et ℓ(w) = ℓ(w′) − 1, alors le morphisme fw,w′
entrant dans la re´solution (6.2.3) est surjectif. Pour le second, on raisonne par re´currence sur
N ′. Il n’y a rien a montrer si N ′ = 1, et si N ′ = 2 ou N ′ = 3 l’assertion du lemme est facile
a` ve´rifier car la structure des repre´sentations standard est totalement connue dans ces petits
rangs. On suppose donc N ′ ≥ 4 et le re´sultat e´tabli pour N ′′ < N ′. On e´crit
(7.3.3) X ′ = σ × ρ
ou` σ est une se´rie discre`te de Gd, d = 1 ou 2 et ρ une repre´sentation standard de GN ′−d.
Rappelons que la condition pour que X ′ soit une repre´sentation standard admettant une unique
sous-repre´sentation irre´ductible est que ce soit une induite de se´ries discre`tes e´crites dans un
ordre standard. Or, avec les notation de la de´finition 3.1, e(ενλ) = ℜe(λ) et e(δ(α1, α2)) =
ℜe
(
α1+α2
2
)
. Si d = 1 ceci implique que la repre´sentation σ est de la forme ε′1ν
λ′1 . Si d = 2,
alors ne´cessairement dans l’e´criture de X ′ en produit de se´ries discre`tes dans l’ordre standard
inverse, il apparaˆıt une se´rie discre`te de la forme δ(λ′1, λ
′
s) (avec en particulier ℜe(λ
′
s) > ℜe(λ
′
1))
et a` gauche de celle-ci dans le produit uniquement des se´ries discre`tes δ(λ′j , λ
′
k) pour j < k ∈
{2, . . . , s− 1} avec ℜe
(
λ′j+λ
′
k
2
)
≤ ℜe
(
λ′1+λ
′
s
2
)
. Or, d’apre`s le the´ore`me 7.4, on a alors
δ(λ′j , λ
′
k)× δ(λ
′
1, λ
′
s) = δ(λ
′
1, λ
′
s)× δ(λ
′
j , λ
′
k)
car les deux membres sont des repre´sentations irre´ductibles. On peut donc supposer que l’on a
σ = δ(λ′1, λ
′
s) dans (7.3.3).
Dans le cas d = 1, on conclut en appliquant l’hypothe`se de re´currence a` ρ : il existe des
caracte`res ε′i ∈ {Triv, sgn}, i = 2, . . . , N
′, tels que l’on ait un morphisme surjectif
ε′2ν
λ2 × · · · × ε′N ′ν
λN′ ։ ρ
et l’on en de´duit par fonctorialite´ de l’induction parabolique un morphisme surjectif
ε′1ν
λ1 × · · · × ε′N ′ν
λN′ ։ σ × ρ = X ′.
Si σ = δ(λ′1, λ
′
s) pour un s ∈ {2, . . . , N
′}, on applique encore l’hypothe`se de re´currence a` ρ :
il existe des caracte`res εi ∈ {Triv, sgn}, i ∈ {2, . . . , N
′} \ {s}, tels que l’on ait un morphisme
surjectif
ε′2ν
λ′2 × · · · × ε′s−1ν
λ′s−1 × ε′s+1ν
λ′s+1 × · · · × ε′N ′ν
λN′ ։ ρ.
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Par fonctorialite´ de l’induction parabolique, on a un morphisme surjectif
δ(λ′1, λ
′
s)× ε
′
2ν
λ′2 × · · · × ε′s−1ν
λ′s−1 × ε′s+1ν
λ′s+1 × · · · × ε′N ′ν
λ′
N′ ։ σ × ρ = X ′.
Si s = 2, comme il existe ε′1, ε
′
2 ∈ {Triv, sgn} et un morphisme surjectif
ε′1ν
λ′1 × ε′2ν
λ′2 ։ δ(λ′1, λ
′
2),
on en de´duit imme´diatement l’assertion. Supposons donc s ≥ 3. Si ℜe(λ′s) = ℜe(λ
′
2), alors
ℜe(λ′i) = ℜe(λ
′
2) pour tout i ∈ {2, . . . , s} et l’on est ramene´ au cas pre´ce´dent graˆce au the´ore`me
7.4. Si ℜe(λ′2) < ℜe(λ
′
s), il existe ε
′
1 ∈ {Triv, sgn} et un morphisme surjectif
ε′1ν
λ′1 × δ(λ′2, λ
′
s)։ δ(λ
′
1, λ
′
s)× ε
′
2ν
λ′2
(c’est une situation dans GL3(R)). On a donc un morphisme surjectif
ε′1ν
λ′1 × δ(λ′2, λ
′
s)× ε
′
3ν
λ′3 × · · · × ε′s−1ν
λ′s−1 × ε′s+1ν
λ′s+1 × · · · × ε′N ′ν
λ′
N′ ։ X ′.
On applique encore une fois l’hypothe`se de re´currence a` δ(λ′2, λ
′
s) × ε
′
3ν
λ′3 × · · · × ε′s−1ν
λ′s−1 ×
ǫ′s+1ν
λ′s+1 × · · · × ε′N ′ν
λ′
N′ pour conclure.
7.4. Ope´rateurs d’entrelacement. — De´finissons l’automorphisme involutif θM par la for-
mule
(7.4.1) m =
(
g1
g′
)
7→ θM (m) =
(
θN1(g1)
θN ′(g
′)
)
.
Posons JM =
(
JN1
JN ′
)
. On a alors θM (m) = JM (
tm−1)J−1M . Posons aussi
(7.4.2) wM = JNJ
−1
M .
Soient P ′ le sous-groupe parabolique standard de facteur de Levi wM ·M ·w
−1
M et N
′ son radical
unipotent. On de´finit, pour tout s = (s1, s
′) ∈ C2, le caracte`re χs de M par la formule
χs(m) = |det(g1)|
s1 × |det(g′)|s
′
lorsque m ∈M est comme en (7.4.1).
Soit πM une repre´sentation de M (disons de longueur finie). On de´finit l’ope´rateur d’entre-
lacement
(7.4.3) M(s,wM , πM ) : Ind
GN
P (πM ⊗ χs) −→ Ind
GN
P ′ (wM · (πM ⊗ χs))
comme fonction me´romorphe de s par prolongement analytique d’une formule inte´grale ([KS71],
[KS80],[Sch71], voir aussi [Art89a], §1). Plus pre´cise´ment, on conside`re une autre re´alisation
de IndGNP (πM ⊗ χs), ou` l’espace de la repre´sentation est un espace de fonctions HP (πM ) sur
le compact maximal GτN de GN , cet espace ayant l’avantage de ne pas de´pendre de s (c’est
l’action de GN qui en de´pend). Si f ∈ HP (πM ), soit fs la fonction de Ind
GN
P (πM ⊗ χs) qui
lui correspond par l’isomorphisme (donne´ en (5.2.8) avec des notations le´ge`rement diffe´rentes)
entre HP (πM ) et Ind
GN
P (πM ⊗ χs). On pose alors
(7.4.4)
(
M(s,wM , πM )(fs)
)
(g) =
∫
N ′
fs(w
−1
M n
′g) dn′.
Cette inte´grale converge absolument dans un certain coˆne de CN et est analytique en s dans ce
coˆne. Elle admet un prolongement me´romorphe a` CN .
Remarquons que M(s,wM , πM ) de´pend du choix de l’e´le´ment wM fait ci-dessus et pas seule-
ment de sa classe dans NG(M)/M .
Posons NM,∅ = M ∩ Nd, NM ′,∅ = M
′ ∩ Nd. La donne´e de Whittaker (Bd, χ) pour GN
de´finit par restriction des donne´es de Whittaker (Bd ∩M,χNM,∅) et (Bd ∩M
′, χNM′,∅). On a
w−1M ·NM ′,∅ = NM,∅ et wM · χNM,∅ = χNM′,∅ .
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Nous avons introduit en (7.3.2) les repre´sentations standard I
ε′
M de M , ε
′ ∈ {Triv, sgn}N
′
.
Pour un tel ε′, fixons Ω
ε′
M une fonctionnelle de Whittaker non nulle sur I
ε′
M . On ve´rifie facilement
que Ω
ε′
M est aussi une fonctionnelle de Whittaker pour I
ε′
M ⊗ χs ainsi que pour wM · (I
ε′
M ⊗ χs).
La formule inte´grale (5.2.9), ou plutoˆt son prolongement analytique, de´finit (cf. 5.2.10) des
fonctionnelles de Whittaker non nulles sur IndGNP (I
ε′
M ⊗ χs) et Ind
GN
P ′ (wM · (I
ε′
M ⊗χs)) que nous
notons respectivement Ωε
′
(s) et Ω′ε
′
(s).
La proposition suivante utilise de manie`re cruciale les re´sultats de F. Shahidi [Sha81].
Proposition 7.9. — (i) Il existe une fonction me´romorphe s 7→ r(s) telle que pour tout ε′ ∈
{Triv, sgn}Nr , l’ope´rateur d’entrelacement :
(7.4.5) N(s,wM , I
ε′
M ) = r(s)
−1M(s,wM , I
ε′
M )
soit holomorphe et inversible au point s = 0 et ve´rifie
(7.4.6) Ωε
′
(s) = Ω′
ε′
(s) ◦N(s,wM , I
ε′
M ).
(ii) Pour toute repre´sentation de longueur finie πM de M dont tous les sous-quotients
irre´ductibles sont dans E , l’ope´rateur
(7.4.7) N(s,wM , πM ) = r(s)
−1M(s,wM , πM )
est alors holomorphe et inversible au point s = 0. (Remarquons que le facteur r ne de´pend pas
de πM .)
(iii) Si de plus πM est standard et si ΩM est une fonctionnelle de Whittaker non nulle sur
πM , alors Ind
GN
P (πM ⊗χs) et Ind
GN
P ′ (wM · (πM ⊗χs)) admettent des fonctionnelles de Whittaker
non nulles Ω(s) et Ω′(s) fixe´es comme ci-dessus (prolongement analytique (5.2.10) de la formule
inte´grale (5.2.9)) et
(7.4.8) Ω(s) = Ω′(s) ◦N(s,wM , πM ).
De´monstration. Commenc¸ons par montrer (i). Posons pour tout ε′ = (ε′1, . . . , ε
′
N ′) ∈
{Triv, sgn}N
′
et pour tout i = 1, . . . , a,
δ
ε′
1,k = δ1,k = δ
(
−p− (a− 1)
2
+ (k − 1),
p− (a− 1)
2
+ (k − 1)
)
.
Posons aussi pour tout ε′ = (ε′1, . . . , ε
′
N ′) ∈ {Triv, sgn}
N ′ et pour tout j = 1, . . . , N ′,
δ2,j = ν
λ′j , δ
ε′
2,j = ε
′
jν
λ′j .
Soit w¯M l’e´le´ment de groupe de Weyl WG dont wM est un repre´sentant et e´crivons
w¯M = τ¯j1 , . . . , τ¯jℓ
comme produit de longueur minimale de ge´ne´rateurs deWG (ce groupe est isomorphe a`SN et τ¯k
correspond a` la transposition (k, k+1) par cet isomorphisme. Soient τj1 , . . . , τjℓ des repre´sentants
des τ¯i dans G, de sorte que wM = τj1 . . . τjℓ. On a alors une factorisation de l’ope´rateur d’en-
trelacement
(7.4.9) M(s,wM , I
ε′
M ) : X(1)ν
s1 × I(ε′, λ′)νs
′
−→ I(ε′, λ′)νs
′
×X(1)νs1
en produit d’ope´rateurs d’entrelacement correspondant aux τjk . En effet, nous avons :
X(1)ε
′
:= X(1) = ×i=1,...,a δ
ε′
1,i, I(ε
′, λ′) = ×j=1,...,N ′ δ
ε′
2,j .
Conside´rons un produit des δ
ε′
i,i′ν
si dans un ordre quelconque. Lorsque deux couples (j, j′), (k, k′)
dans ce produit sont tels que δ
ε′
j,j′ν
sj apparaˆıt imme´diatement a` gauche de δ
ε′
k,k′ν
sk , disons en
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position m et m+ 1, notons encore M
ε′
j,j′,k,k′(τm, s) l’ope´rateur d’entrelacement e´changeant ces
deux facteurs par
(7.4.10) δ
ε′
j,j′ν
sj × δ
ε′
k,k′ν
sk −→ δ
ε′
k,k′ν
sk × δ
ε′
j,j′ν
sj
et agissant trivialement sur les autres. Ainsi M(s,wM , I
ε′
M ) peut s’e´crire comme composition
d’ope´rateurs M
ε′
j,j′,k,k′(τm, s) avec j = 1 et k = 2. Soit r
ε′
j,j′,k,k′(s) la fonction me´romorphe
introduite par F. Shahidi dans [Sha81], §3.1 comme facteur les ope´rateurs M
ε′
j,j′,k,k′(τm, s), et
posons
N
ε′
j,j′,k,k′(τm, s) = r
ε′
j,j′,k,k′(s)
−1M
ε′
j,j′,k,k′(τm, s).
Comme δ
ε′
j,j′ × δ
ε′
k,k′ ≃ δ
ε′
k,k′ × δ
ε′
j,j′ est irre´ductible, N
ε′
j,j′,k,k′(τm, s) est holomorphe et bijectif en
s = 0. D’autre part, et c’est crucial, remarquons que les fonctions r
ε′
j,j′,k,k′(s) ne de´pendent pas
de ε′. C’est clair si j = k = 1, et si j = 1 et k = 2 on a :
δ
ε′
1,j′ν
s1 × δ
ε′
2,k′ν
s2 = δ
(
−p− (a+ 1)
2
+ j′,
p− (a+ 1)
2
+ j′
)
νs1 × ε′k′ν
λk′νs2
= ε′k′
(
δ
(
−p− (a+ 1)
2
+ j′,
p− (a+ 1)
2
+ j′
)
νs1 × νλk′νs2
)
= ε′k′
(
δ1,j′ν
s1 × δ2,k′ν
s2
)
.
Ceci est imme´diat car pour tout ε ∈ {Triv, sgn} et toutes repre´sentations ρ1, ρ2 de Ga et Gb
respectivement, εa+b(ρ1 × ρ2) = (εaρ1) × (εbρ2) et si δ est une se´rie discre`te de G2, εδ = δ.
L’ope´rateur d’entrelacement (7.4.10) dans ce cas devient un ope´rateur
ε′k′
(
δ1,j′ν
s1 × δ2,k′ν
s2
)
−→ ε′k′
(
δ2,k′ν
s2 × δ1,j′ν
s1
)
donne´ par prolongement analytique d’une expression inte´grale qui ne de´pend pas de ε′k′ .
Le facteur r
ε′
j,j′,k,k′(s) n’en de´pend donc pas non plus, et nous le notons simplement
rj,j′,k,k′(s). Le facteur r(s) est alors de´fini comme le produit correspondant des rj,j′,k,k′(s)
et N(s,wM , I
ε′
M ) = r(s)
−1M(s,wM , I
ε′
M ) est le produit des N
ε′
j,j′,k,k′(τm, s). L’ope´rateur d’entre-
lacement N(s,wM , I
ε′
M ) est holomorphe et inversible au point s = 0 car les N
ε′
j,j′,k,k′(τm, s) le
sont, et la proprie´te´ (7.4.6) est imme´diate puisque la normalisation choisie est celle de Shahidi
(cf. [Sha81], §3.1 ) et que les ope´rateurs de Shahidi ve´rifient la proprie´te´ voulue de factorisation
(§3.2 de [Sha81]). Ceci termine la de´monstration du (i).
Montrons maintenant que l’on a (ii) pour une repre´sentation πM ∈ E irre´ductible. Comme
l’e´le´ment wM ne joue plus de roˆle important dans ce qui suit, notons simplement N(s, I
ε′
M ) pour
N(s,wM , I
ε′
M ). D’apre`s le lemme 7.8, il existe des sous-modules V1 et V2 de I
ε′
M tels que
V1/V2 ≃ πM .
On note I
ε′
M |Vi
la restriction de I
ε′
M a` Vi, i = 1, 2.
On a un diagramme commutatif
IndGNP (I
ε′
M |V1
⊗ χs)
N(s,I
ε′
M|V1
)
//
 _

IndGNP ′ (wM · (I
ε′
M |V1
⊗ χs))
 _

IndGNP (I
ε′
M ⊗ χs)
N(s,I
ε′
M )
// IndGNP ′ (wM · (I
ε′
M ⊗ χs))
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ou` les fle`ches verticales sont les inclusions e´videntes. Comme N(s, I
ε′
M ) est holomorphe et inver-
sible en s = 0, il en est de meˆme de N(s, I
ε′
M |V1
).
De meˆme, on a un diagramme commutatif
0

0

IndGNP (I
ε′
M |V2
⊗ χs)
N(s,I
ε′
M|V2
)
//
 _

IndGNP ′ (wM · (I
ε′
M |V2
⊗ χs))
 _

IndGNP (I
ε′
M |V1
⊗ χs)
N(s,I
ε′
M|V1
)
//

IndGNP ′ (wM · (I
ε′
M |V1
⊗ χs))

IndGNP (πM ⊗ χs)

N(s,πM)
// IndGNP ′ (wM · (πM ⊗ χs))

0 0
,
les colonnes e´tant exactes. Il en de´coule imme´diatement que N(s, I
ε′
M |V2
) et N(s, πM ) sont holo-
morphes en s = 0, le premier e´tant aussi inversible et le second surjectif. Si v ∈ ker(N(0, πM )),
relevons v en un e´le´ment w ∈ IndGNP (I
ε′
M |V1
). L’e´le´ment N(0, I
ε′
M |V1
)(w) se projette sur l’e´le´ment
nul de IndGNP ′ (wM · πM ) et est donc dans l’image de Ind
GN
P ′ (wM · (I
ε′
M |V2
)). L’e´le´ment w est
donc dans l’image de IndGNP (I
ε′
M |V2
), et ainsi v = 0, ce qui montre que N(0, πM ) est injectif. La
premie`re assertion du (ii) est donc de´montre´e pour πM irre´ductible.
Passons au cas ge´ne´ral. Supposons que N(s, πM ) ait un poˆle en s = 0. Choisissons une
fonction holomorphe s 7→ l(s) telle que l(0) = 0 et s 7→ l(s)N(s, πM ) soit holomorphe non nul
en s = 0. Soit V un sous-module irre´ductible non nul de
IndGNP (πM )/ ker
[(
l(s)N(s, πM )
)
s=0
]
.
Comme tout sous-quotient de πM est dans E , il existe un π
′
M ∈ E tel que V ≃ Ind
GN
P (π
′
M ).
L’ope´rateur l(s)N(s, π′M ) est holomorphe et non nul en s = 0 par de´finition de l et de V .
D’autre part, nous avons montre´ ci-dessus que N(s, π′M ) est holomorphe en s = 0. On obtient
alors
(
l(s)N(s, π′M )
)
s=0
= 0 ce qui constitue une contradiction. L’ope´rateur N(s, πM ) est donc
holomorphe en s = 0.
Supposons ker[N(0, πM )] non nul, et soit V un sous-module irre´ductible de ker[N(0, πM )]. Il
existe π′M ∈ E tel que V ≃ Ind
GN
P (π
′
M ). Nous avons montre´ ci-dessus que l’ope´rateur N(s, π
′
M )
est holomorphe et inversible en s = 0. Ceci est manifestement incompatible avec le fait que
N(0, πM ) soit nul sur V . Ceci montre que N(0, πM ) est injectif. On montre de meˆme que
N(0, πM ) est surjectif en conside´rant un quotient irre´ductible V de coker[N(0, πM )] . Ceci
termine de montrer (ii)
Il reste a` montrer le dernier point (iii) concernant les fonctionnelles de Whittaker. Soit
πM = π1 ⊗ π
′ ∈ E . Soit XM le module standard de M dont πM est l’unique sous-module
irre´ductible. C’est un produit tensoriel des modules standardX1 deGLN1(R) et X
′ deGLN ′(R)
dont les π1 et π
′ sont les uniques sous-module irre´ductibles. Rappelons les morphismes surjectifs
h1 et h
′ du lemme 7.8. Notons hM (s) : (X(1) ⊗ I(ε
′, λ′))⊗χs −→ XM⊗χs le morphisme surjectif
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(de repre´sentations de M) obtenu par produit tensoriel de h1 et h
′ et
h(s) = IndGNP=MN(hM (s)) : Ind
GN
P=MN
((
X(1) ⊗ I(ε′, λ′)
)
⊗ χs
)
−→ IndGNP=MN (XM ⊗ χs)
le morphisme de repre´sentations de GN obtenu par le foncteur d’induction. On a aussi un
morphisme obtenu de manie`re analogue :
hwM (s) : Ind
GN
P ′ (wM · (
(
X(1) ⊗ I(ε′, λ′)
)
⊗ χs)) −→ Ind
GN
P ′ (wM · (XM ⊗ χs)).
Soient ΩM une fonctionnelle de Whittaker non nulle sur XM . Soient Ω(s) et Ω
′(s) les fonc-
tionnelles de Whittaker sur IndGNP=MN (XM ⊗ χs) et Ind
GN
P ′ (wM · (XM ⊗ χs)) respectivement
obtenues par (5.2.9) et (5.2.10). En composant respectivement par h(s) et hwM (s), on obtient
des fonctionnelles de Whittaker non nulles sur IndGNP=MN((X(1) ⊗ I(ε
′, λ′))⊗χs) et Ind
GN
P ′ (wM ·
((X(1) ⊗ I(ε′, λ′)) ⊗ χs)). Notons-les ω(s) et ω
′(s). Les fonctionnelles de Whittaker ω(s) et
ω′(s) sont obtenues par (5.2.9) et (5.2.10) a` partir de la fonctionnelle de Whittaker f 7→
ΩM ([g 7→ hM (f(g))]) sur X(1) ⊗ I(ε
′, λ′).
Conside´rons le diagramme suivant :
IndGNP=MN
(
(X(1) ⊗ I(ε′, λ′))⊗ χs
) N(s,(X(1)⊗I(ε′,λ′)))
//
h(s)

IndGNP ′ (wM · ((X(1)⊗ I(ε
′, λ′))⊗ χs))
hwM (s)

IndGNP=MN (XM ⊗ χs)
N(s,XM )
// IndGNP ′ (wM · (XM ⊗ χs))
Nous laissons au lecteur le soin de ve´rifier que ce diagramme est commutatif.
On a vu que ω(s) = ω′(s) ◦ N(s, (X(1) ⊗ I(ε′, λ′))). On a donc comme ω = Ω ◦ h et ω′ =
Ω′ ◦ hwM ,
Ω(s) ◦ h(s) = Ω′(s) ◦ hwM (s) ◦N(s,
(
X(1) ⊗ I(ε′, λ′)
)
)
= Ω′(s) ◦N(s,XM ) ◦ h(s)
et comme h(s) est surjective, on a bien Ω(s) = Ω′(s)◦N(s,XM ). Ceci termine la de´monstration
de la proposition.
7.5. Induction. — Notre but est maintenant de construire un foncteur d’induction I˜nd
G˜N
M˜ .
La cate´gorie de de´part de ce foncteur est celle des repre´sentations (π˜M , πM ) de l’espace tordu
M˜ =M⋊θM telles que πM soit de longueur finie et ait tous ses sous-quotients irre´ductibles dans
E . La cate´gorie d’arrive´e est celle des repre´sentations de l’espace tordu G˜N . Remarquons que le
fait que πM soit θM -stable impose des conditions sur le caracte`re infinite´simal λ
′ de GLN ′(R) :
celui-ci doit eˆtre stable par changement de signe de toutes ses coordonne´es, ce que l’on suppose
de´sormais.
Soit (π˜M , πM ) une telle repre´sentation de l’espace tordu M˜ =M⋉θM . Posons AθM = π˜(θM ),
que l’on peut voir comme un ope´rateur d’entrelacement
AθM : πM → π
θM
M .
Soit A le morphisme obtenu en appliquant le foncteur d’induction parabolique IndGNP=MN :
A = IndGNP=MN(AθM ) : Ind
GN
P=MN(πM ) −→ Ind
GN
P=MN (π
θM
M ).
On a aussi un ope´rateur d’entrelacement
ϑ : IndGNP ′ (π
θN
M ) ≃ Ind
GN
P ′ (wM · (π
θM
M )) −→
(
IndGNP (πM )
)θN
, f 7→ f ◦ θN .
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On obtient par composition un morphisme AθN :
(7.5.1)
IndGNP (πM )
A
// IndGNP=MN (π
θM
M )
N(0,π
θM
M )
// IndGNP ′ (wM · (π
θM
M ))
ϑ
//
(
IndGNP (πM )
)θN
.
De´finissons alors (π˜, π) = I˜nd
G˜N
M˜ (π˜M , πM ) par
(7.5.2) π = IndGNP (πM ), π˜(θN ) = AθN
Si ϕ est un morphisme entre (π˜M , πM ) et (π˜
′
M , π
′
M ), on a le morphisme
IndGNP (ϕ) : π = Ind
GN
P (πM ) −→ π
′ = IndGNP (π
′
M ),
et il faut voir qu’il entrelace aussi les actions de AθN = π˜(θN ) et A
′
θN
= π˜′(θN ), c’est-a`-dire que
le diagramme
(7.5.3)
IndGNP (πM )
A
//
Ind
GN
P (ϕ)

IndGNP=MN (π
θM
M )
N(0,π
θM
M )
//

IndGNP ′ (wM · (π
θM
M ))
ϑ
//

(
IndGNP (πM )
)θN
Ind
GN
P (ϕ)

IndGNP (π
′
M )
A
// IndGNP=MN (π
′
M
θM )
N(0,π′M
θM )
// IndGNP ′ (wM · (π
′
M
θM ))
ϑ
//
(
IndGNP (π
′
M )
)θN
commute.
Commenc¸ons par le carre´ de gauche. La fle`che verticale a` droite de celui-ci est encore IndGNP (ϕ)
car ϕ est aussi un ope´rateur d’entrelacement entre πθMM et π
′
M
θM . Les ope´rateurs A sont obtenus
par composition a` gauche par AθM , les ope´rateurs Ind
GN
P (ϕ) par composition a` gauche par
ϕ et la commutativite´ du diagramme vient donc du fait que AθM et ϕ commutent. Passons
ensuite au carre´ central. La fle`che verticale de droite est cette fois IndGMP ′ (ϕ). Il est e´quivalent
de ve´rifier la commutativite´ du diagramme ou` l’on remplace πθMM et π
′
M
θM par πM et π
′
M . On
ve´rifie la commutativite´ par unicite´ du prolongement analytique et calcul direct avec les formules
inte´grales dans le domaine de convergence : soit f ∈ IndGNP=MN(πM ). On a alors
(7.5.4)
(
M(s, πM )(fs)
)
(g) =
∫
N ′
fs(w
−1
M n
′g) dn′
et
(7.5.5)
(
IndGNP ′ (ϕ)
(
M(s, πM )(fs)
))
(g) = ϕ
(∫
N ′
fs(w
−1
M n
′g) dn′
)
.
D’autre part
(7.5.6)
(
IndGNP (ϕ)(fs)
)
(g) = ϕ(fs(g))
et
(7.5.7)
(
M(s, π′M )
(
IndGNP (ϕ)
(
fs
) ))
(g) =
∫
N ′
ϕ(fs(w
−1
M n
′g)) dn′
La commutativite´ du diagramme vient de l’e´galite´ des membres de droite de (7.5.5) et (7.5.7),
e´vidente par line´arite´ de l’inte´grale, que l’on multiplie par le facteur r(s) et que l’on e´value en
s = 0,
Enfin, pour le carre´ de droite, on fait de meˆme : soit f ∈ IndGNP ′ (wM · (π
θM
M )). On a alors
(7.5.8) (ϑ(f)) (g) = f(θN (g))
et
(7.5.9)
(
IndGNP (ϕ)
(
ϑ(f)
))
(g) = ϕ (f(θN (g))) .
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D’autre part
(7.5.10)
(
IndGNP ′ (ϕ)(f)
)
(g) = ϕ(f(g))
et
(7.5.11)
(
ϑ
(
IndGNP ′ (ϕ) (f)
))
(g) = ϕ(f(θN (g))).
Ceci termine la de´monstration de la commutativite´ du diagramme.
Remarque 7.10. — Il de´coule de l’exactitude du foncteur IndGNP que le foncteur I˜nd
G˜N
M˜ est
lui aussi exact.
Lemme 7.11. — Soient XM un module standard θM -stable de M dont tous les sous-quotients
irre´ductibles sont dans E et ΩM une fonctionnelle de Whittaker non nulle sur XM . Soit
AθM : XM → X
θM
M un ope´rateur d’entrelacement permettant de de´finir la repre´sentation
tordue (X˜M ,XM ) de M˜ . Supposons que AθM soit tel que ΩM = ΩM ◦ AθM . Formons
(π˜, π) = I˜nd
G˜N
M˜ (X˜M ,XM ) comme ci dessus, avec π˜(θN ) = AθN . Soit Ω la fonctionnelle de
Whittaker sur IndGNP=MN (XM ) obtenue par (5.2.9) et (5.2.10). Alors Ω = Ω ◦AθN .
Par unicite´ a` un scalaire pre`s des fonctionnelles de Whittaker sur le module standard XM ,
on voit que quitte a` multiplier AθM par un scalaire non nul, on peut toujours effectivement
supposer que ΩM = ΩM ◦ AθM .
De´monstration. La fonctionnelle de Whittaker ΩM est aussi une fonctionnelle de Whittaker pour
XθMM , a` partir de laquelle on obtient des fonctionnelles de Whittaker ΩθM et Ω
′
θM
par (5.2.9) et
(5.2.10) sur IndGNP (X
θM
M ) et Ind
GN
P ′ (wM · (X
θM
M )) respectivement. D’apre`s la proposition 7.9
ΩθM = Ω
′
θM
◦N(0,XθMM ).
On montre facilement que ΩθM ◦ A = Ω et Ω ◦ ϑ = Ω
′
θM
, d’ou`
Ω = ΩθM ◦ A = Ω ◦ ϑ ◦N(0,X
θM
M ) ◦ A = Ω ◦ AθN .
Lemme 7.12. — Si πM ∈ E (en particulier πM est irre´ductible) est θM -stable, et si AθM est
l’ope´rateur d’entrelacement permettant de construire l’extension canonique π+M de πM a` M
+
comme dans la section 5.2, alors AθN est l’ope´rateur d’entrelacement permettant de construire
l’extension canonique IndGNP (πM )
+ de IndGNP (πM ) a` G
+
N .
De´monstration. Soit XM le module standard de M admettant πM comme sous-module
irre´ductible. C’est un produit tensoriel X1 ⊗ X
′ de modules standard respectivement de
GLN1(R) et GLN ′(R). Le corollaire 7.5 nous dit que Ind
GN
P (XM ) est isomorphe a` une
repre´sentation standard X de GN . Notons L : Ind
GN
P (XM )→ X cet isomorphisme. Le module
X e´tant un module standard θN -stable, il est muni de l’ope´rateur d’entrelacement canonique AX
de´fini dans la section 5.2. L’ope´rateur d’entrelacement AθN : Ind
GN
P (XM ) →
(
IndGNP (XM )
)θN
est celui du lemme pre´ce´dent. Il s’agit alors de montrer la commutativite´ du diagramme :
IndGNP (πM )
//
AθN

IndGNP (XM )
L
//
AθN

X
AX
(
IndGNP (πM )
)θN
//
(
IndGNP (XM )
)θN L
// XθN
ce que nous laissons au lecteur.
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8. Paquets d’Adams-Johnson
8.1. Parame`tres d’Adams-Johnson. — Nous redonnons dans cette section des e´le´ments
concernant les parame`tres d’Arthur conside´re´s par Adams et Johnson [AJ87]. Nous renvoyons
aux expose´s d’Arthur [Art89c], Kottwitz [Kot90] et Ta¨ıbi [Ta¨ı]. Soit G un groupe algebrique
connexe re´ductif de´fini sur R et que l’on suppose quasi-de´ploye´. Les parame`tres d’Adams-
Johnson sont les parame`tres d’Arthur
ψ : WR × SL2(C) −→
LG
ve´rifiant des conditions que nous ne redonnons pas ici ; nous nous contentons d’en donner cer-
taines conse´quences, la plus importante e´tant que le caracte`re infinite´simal de G qui leur est
associe´ est celui d’une repre´sentation irre´ductible de dimension finie F , en particulier, il est
entier et re´gulier.
Fixons un e´pinglage spl
Ĝ
= (B,T , {Xα}) de Ĝ et supposons que le L-groupe
LG est construit
via cet e´pinglage, c’est-a`-dire que l’on suppose que l’action deWR sur Ĝ pre´serve splĜ. Si ψ est
un parame`tre d’Adams-Johnson pour G, alors il existe un sous-groupe de levi L de Ĝ contenant
T (c’est le centralisateur de ψ(C×)), un sous-groupe alge´brique connexe re´ductif L∗ de G de´fini
sur R dont le dual de Langlands est L, et un plongement de L-groupes
ιL,G :
LL −→ LG
tels que ψ se factorise via ce plongement par un parame`tre d’Arthur ψL de L∗, c’est-a`-dire
ψ = ιL,G ◦ ψL. On suppose que le L-groupe
LL est lui aussi construit via l’e´pinglage splL =
(B ∩ L,T , {Xα}). D’autre part, ce ψL est le parame`tre d’Arthur d’un caracte`re unitaire, c’est-
a`-dire qu’il est obtenu a` partir d’un morphisme SL2(C) → L principal et d’un e´le´ment de
H1(WR, Z(L)). Nous en dirons plus dans la section suivante sur ce sous-groupe L∗, ainsi que
sur ses formes inte´rieures L lorsque nous de´crirons les paquets d’Adams-Johnson.
Le parame`tre d’Adams-Johnson ψ de´termine aussi un sous-groupe parabolique Q = LU de
Ĝ, dont L est facteur de Levi de Q.
8.2. Paquets d’Adams-Johnson. — De´crivons maintenant le paquet ΠAJψ attache´ par
Adams et Johnson a` un parame`tre ψ comme dans la section pre´ce´dente. Fixons une paire
de Borel (B,T) de G ou` T est un tore maximal de´fini sur R et maximalement anisotrope.
Soient ΣB l’ensemble des racines simples du syste`me de racines positives R
+
B = R(T,B) et
ΣB l’ensemble des racines simples du syste`me de racines positives R
+
B = R(T ,B). On a un
isomorphisme canonique entre les donne´es radicielles base´es
(X∗(T),ΣB,X∗(T),ΣBˇ ) et (X∗(T ),ΣBˇ ,X
∗(T ),ΣB)
et l’on peut associer au sous-groupe parabolique Q = LU un sous-groupe parabolique Q = LU
de G contenant T.
Notons L le sous-groupe de G ainsi de´fini. Il est de´fini sur R et l’on note L le groupe de ses
points re´els. Conside´rons l’ensemble SQ des classes de conjugaison (sous G) de couples (Q,L)
ou` Q est un sous-groupe parabolique de G et L est un sous-groupe de Levi de´fini sur R obtenus
de cette fac¸on. Adams et Johnson de´montrent que parmi ces classes de conjugaison, l’une au
moins (Q∗,L∗) est telle que L∗ est quasi-de´ploye´. C’est ce L∗ que nous avons introduit dans la
section pre´ce´dente.
L’ensemble SB des classes de conjugaison de couples (B,T), peut eˆtre identifie´ a`
W (G,T )\W (G,T) en choisissant un point de base. La surjection naturelle de SB vers SQ
identifie alors ce dernier avec
W (G,T )\W (G,T)τ /W (L,T).
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(Voir la section 10 de [AJ87] pour expliquer l’apparition du τ lorsqu’on ne suppose pas que le
rang de G est e´gal au au rang de K et qui correspond a` la condition que L soit de´fini sur R.)
Remarquons que cet ensemble s’identifie aussi naturellement avec ker[H1(R,L)→ H1(R,G)].
Pour une classe (Q,L) fixe´e dans SQ, on a un isomorphisme canonique L ≃ L̂. Pour toute
autre classe (Q′,L′) dans SQ, il existe un unique e´le´ment g ∈ G(C)/L(C) tel que g · (Q,L) =
(Q′,L′) (action par conjugaison), qui donne un isomorphisme canonique entre L-groupes LL′ ≃
LL. L’isomorphisme L̂ ≃ L s’e´tend en un L-plongement
(8.2.1) ιL,G :
LL→ LG
de´ja` introduit dans la section pre´ce´dente et qui factorise le parame`tre ψ en ψ = ιL,G ◦ ψL. De
plus ψL de´termine une repre´sentation unitaire de dimension 1 de L, que nous notons λψ,Q,L.
En appliquant le foncteur d’induction cohomologique de Vogan-Zuckerman (voir par exemple
[KV95]), Adams et Johnson de´finissent une repre´sentation
(8.2.2) πψ,Q,L = R
i
q(λψ,Q,L)
de G, ou` q est l’age`bre de Lie de Q et i est la dimension de la partie compacte du radical
unipotent U de Q, aussi donne´ par la formule
1
2
(dimG− dimL)− (q(G) − q(L)).
La de´finition de q est donne´e ci-dessous. On sait d’apre`s Vogan (voir [KV95], Chapter 9) que
cette repre´sentation est unitaire.
Remarque 8.1. — Si (Q,L) ∈ SQ est tel que L est quasi-de´ploye´, alors le parame`tre de
Langlands de λψ,Q,L est φψQ,L (cf. (2.2.1)) et celui de πψ,Q,L est φψ = ιL,G ◦ φψQ,L . L’ensemble
des πψ,Q,L avec (Q,L) ∈ SQ tel que L est quasi-de´ploye´ est le paquet de Langlands de G attache´
a` φψ.
Nous pouvons maintenant de´finir le paquet d’Adams-Johnson de parame`tre ψ.
De´finition 8.2. — Le paquet d’adams-Johnson de parame`tre ψ est, avec les notations qui
pre´ce`dent :
ΠAJψ = {πψ,Q,L | (Q,L) ∈ SQ}.
L’une des conditions devant eˆtre ve´rifie´e par les paquets conjecturaux d’Arthur est que ceux-
ci doivent eˆtre le support d’une distribution stable. Adams et Johnson montrent que tel est le
cas pour les paquets qu’ils de´finissent. Enonc¸ons ceci de manie`re pre´cise. Nous avons besoin de
la de´finition suivante.
De´finition 8.3. — SoitG un groupe alge´brique connexe re´ductif de´fini sur R. Soit cG0 la moitie´
de la dimension de la partie de´ploye´e d’un sous-groupe de Cartan fondamental de G, et posons
(8.2.3) q(G) =
1
2
(dimG− dimK)− cG0 .
C’est un entier, et dans le cas ou` les rang de G et de K sont e´gaux (autrement dit, G est forme
inte´rieure d’une forme compacte), q(G) = 12(dimG − dimK). Si G
∗ est une forme inte´rieure
quasi-de´ploye´e de G, e(G) = (−1)q(G
∗)−q(G) est le signe de Kottwitz de G.
Posons alors
(8.2.4) [ΠAJψ ]
st :=
∑
(Q,L)∈SQ
e(L) [πψ,Q,L], Θ
st
ΠAJψ
:=
∑
(Q,L)∈SQ
e(L)Θπψ,Q,L .
La premie`re expression est une repre´sentation virtuelle et la seconde est son caracte`re.
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The´ore`me 8.4. — ([AJ87], Thm. 2.13) Soit ψ un parame`tre d’Adams-Johnson pour G, et
ΠAJψ le paquet associe´. La distribution Θ
st
ΠAJψ
est stable.
Adams et Johnson ([AJ87], Thm. 2.21) montrent aussi que les paquets ΠAJψ ve´rifient bien
les identite´s endoscopiques (non tordues) attendues.
8.3. Formule des caracte`res stables pour les paquets d’Adams-Johnson. — Nous
expliquons dans ce paragraphe comment Adams et Johnson expriment la repre´sentation virtuelle
stable (8.2.4) en terme de repre´sentations virtuelles stables associe´e aux pseudo-paquets de
Langlands. On reprend les notations de la section 8.2 : ψ est un parame`tre d’Adams-Johnson
pour G et
ΠAJψ = {πψ,Q,L | (Q,L) ∈ SQ}.
est le paquet d’Adams-Johnson qui lui est associe´. Le caracte`re infinite´simal de ces repre´sentations
est celui d’une repre´sentation de dimension finie F de G.
Dans [Joh84], Johnson montre qu’il existe des re´solutions des repre´sentations πψ,Q,L consti-
tuant les paquets d’Adams-Johnson par des repre´sentations standards. Les re´solutions des
repre´sentations de Speh en (6.2.3) en sont un exemple. Ces re´solutions donnent des e´galite´s
de repre´sentations virtuelles de la forme
[πψ,Q,L] =
∑
γ∈P(Q,L)
(−1)ℓV (πψ,Q,L)−ℓV (γ)[X(γ)].
Ici P(Q,L) est l’ensemble des parame`tres des modules standard apparaissant dans la re´solution
de Johnson de πψ,Q,L (cf. [Joh84]). Ces modules standard sont donne´s explicitement dans le
Theorem 8.2 de [AJ87]. Le signe est donne´ par la longueur de Vogan ℓV ([Vog83], [Vog82]),
et l’on a alors lV (πψ,Q,L) = q(L).
On tire de ceci l’e´galite´ de repre´sentations virtuelles
[ΠAJψ ]
st =
∑
(Q,L)∈SQ
e(L)[πψ,Q,L] =
∑
(Q,L)∈SQ
e(L)
∑
γ∈P(Q,L)
(−1)ℓV (πψ,Q,L)−ℓV (γ)[X(γ)]
= (−1)q(L
∗)
∑
(Q,L)∈SQ
∑
γ∈P(Q,L)
(−1)ℓV (γ)[X(γ)].(8.3.1)
Il est de´montre´ dans [AJ87] que tous les L intervenant dans le somme sont dans la meˆme classe
de forme inte´rieures. Notons L∗ une forme quasi-de´ploye´e. On a utilise´ e(L) = (−1)q(L)−q(L
∗)
pour faire sortir la constante (−1)q(L
∗).
Conside´rons un module standard X intervenant dans la re´solution de Johnson de l’un des
πψ,Q,L, disons de πψ,Q1,L1 , (Q1,L1) ∈ SQ. Soit X
′ un module standard appartenant au meˆme
pseudo-paquet que X (cf. De´finition 2.1). Alors d’apre`s [AJ87], Lemma 8.8 il existe un unique
(Q,L) ∈ SQ tel que X
′ apparaisse dans la re´solution de Johnson de πψ,Q,L.
Une proprie´te´ bien connue des pseudo-paquets (voir [Vog82], ou [AdC09]) est que la lon-
gueur de deux e´le´ments du meˆme pseudo-paquet est la meˆme. De la discussion ci-dessus et de
(8.3.1) on tire
[ΠAJψ ]
st = (−1)q(L
∗)
∑
φ∈Φ(ψ)
(−1)ℓV (φ)[Xφ](8.3.2)
ou` Φ(ψ) est l’ensemble des parame`tres de Langlands des modules standard intervenant dans la
re´solution de l’un des πψ,Q,L, ℓV (φ) la longueur d’un de ses e´le´ments et [Xφ] :=
∑
X∈Π˜φ
[X].
Si l’on re´e´crit ceci comme une identite´ de distributions, on obtient
(8.3.3) Θst
ΠAJψ
= (−1)q(L
∗)
∑
φ∈Φ(ψ)
(−1)ℓV (φ)ΘΠ˜φ ,
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ou` toutes les distributions sur G intervenant dans cette e´quation sont stables.
Remarque 8.5. — Supposons G quasi-de´ploye´. On sait alors qu’il existe (Q∗,L∗) ∈ SQ tel
que L∗ soit aussi quasi-de´ploye´. Il de´coule alors de la discussion ci-dessus, de la remarque 8.1
et de la description explicite des modules standard intervenant dans les re´solutions des πψ,Q,L
que la distribution stable Θst
ΠAJψ
est obtenue en stabilisant l’e´criture en modules standard de la
somme des repre´sentations dans le paquet de Langlands parame´tre´ par φψ.
9. Groupes classiques et endoscopie tordue
9.1. Les groupes classiques. — Les ≪ groupes classiques ≫ que nous conside´rons sont ceux
qui apparaissent dans les donne´es endoscopiques elliptiques simples des G˜N selon la terminologie
d’Arthur cf. [Art13], §I.2. Le plus commode est encore d’en faire la liste, et de fixer quelques
notations pour pouvoir s’y re´fe´rer facilement. Pour n ∈ N×, on conside`re les groupes de rang n
suivants :
A. Le groupe symplectique Sp(2n,R).
C’est un groupe de´ploye´. Son dual de Langlands est SO(2n + 1,C) et son L-groupe est le
produit direct SO(2n + 1,C)×WR.
B. Le groupe spe´cial orthogonal impair SO(n, n+ 1).
C’est un groupe de´ploye´. Son dual de Langlands est Sp(2n,C) et son L-groupe est le
produit direct Sp(2n,C)×WR.
C. Le groupe spe´cial orthogonal pair SO(n, n).
C’est un groupe de´ploye´. Son dual de Langlands est SO(2n,C) et son L-groupe est le
produit direct SO(2n,C)×WR.
D. Le groupe spe´cial orthogonal pair SO(n− 1, n+ 1).
C’est un groupe quasi-de´ploye´. Son dual de Langlands est SO(2n,C) et son L-groupe est
le produit semi-direct SO(2n,C)⋊WR.
Pour chacun de ces groupes, on dispose d’une repre´sentation naturelle du L-groupe dans un
ĜLN :
(9.1.1) StdG :
LG −→ GLN (C)
Dans le cas A, elle est donne´e l’inclusion de SO(2n + 1,C) dans GL2n+1(C), dans le cas B,
de l’inclusion de Sp(2n,C) dans GL2n(C), dans le cas C, de l’inclusion de SO(2n,C) dans
GL2n(C). Le cas D, est plus de´licat car le groupe e´tant non de´ploye´, le L-groupe est un produit
semi-direct non trivial SO(2n,C) ⋊ WR. Mais l’action de WR sur SO(2n,C) est donne´e par
l’action d’un e´le´ment de O(2n,C), de sorte que l’on a un morphisme
LSO(n− 1, n + 1) = SO(2n,C)⋊WR → O(2n,C),
et la composition avec l’inclusion de O(2n,C) dans GL2n(C) nous donne la repre´sentation
voulue. On a donc N = 2n dans les cas B, C, D, et N = 2n + 1 dans les cas A.
Fixons G comme ci-dessus. La donne´e de (G,StdG) est celle d’une donne´e endoscopique
tordue elliptique pour (GN , θN ). Nous renvoyons le lecteur a` [KS99] et [Art13] pour tout ce
qui concerne la the´orie de l’endoscopie tordue. Rappelons seulement que dans une telle situation,
Kottwitz et Shelstad de´finissent un facteur de transfert, permettant de de´finir une application
Transgeo (≪ transfert ge´ome´trique ≫) entre l’espace des inte´grales orbitales sur G˜N et l’espace
des inte´grales inte´grales orbitales stables sur G. Ceci est de´montre´ par D. Shelstad dans [She12].
Ce facteur de transfert n’est de´fini a priori qu’a` une constante multiplicative pre`s, mais le choix
de la donne´e de Whittaker sur GN (cf. section 5.2) permet de fixer cette constante ([KS99],
section 5.3), ce que nous supposons fait dans la suite.
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Par dualite´, ce transfert d’inte´grales orbitales de´finit une application entre espaces de distri-
bution invariantes :
(9.1.2) TransG˜NG : Dist(G)
st −→ Dist(G˜N )
GN ,
l’espace de de´part e´tant celui des distributions stables sur G et l’espace d’arrive´e celui des
distributions sur G˜N , invariantes sous l’action adjointe de GN .
Soit ψG ∈ Ψ(G) un parame`tre d’Arthur pour le groupe G. Posons ψ = StdG ◦ ψG. C’est
un parame`tre d’Arthur (auto-dual) pour le groupe GN . Soit Πψ la repre´sentation irre´ductible
autoduale deGN associe´e a` ce parame`tre (cf. proposition 3.2.8). Rappelons qu’a` un tel parame`tre
ψG, Arthur a associe´ dans [Art13] un paquet ΠψG de repre´sentations unitaires de G caracte´rise´
par les identite´s endoscopiques usuelles et l’identite´ endoscopique tordue que nous allons de´crire,
reliant le paquet ΠψG a` la repre´sentation Πψ de GN . Tout d’abord, un tel paquet est le support
d’une distribution stable sur G, c’est-a`-dire qu’il existe une combinaison linaire (a` coefficients
dans Z) des caracte`res des repre´sentations dans ΠψG , de´crite explicitement par Arthur, disons
ΘstΠψG
=
∑
π∈ΠψG
aπ Θπ
qui est une distribution stable. Cette distribution se transfe`re donc par l’application (9.1.2) en
une distribution Trans(ΘΠψG ). L’identite´ endoscopique est alors
(9.1.3) TransG˜NG (Θ
st
ΠψG
) = TrθN (Πψ)
le membre de droite e´tant la trace tordue (cf. De´finition 5.4), normalise´e par la donne´e de
Whittaker.
Lorsque le parame`tre ψG est trivial sur le facteur SL2(C), le paquet ΠψG est un paquet de
Langlands tempe´re´, la distribution est simplement la somme des caracte`res Θπ, π ∈ ΠψG , et
l’identite´ (9.1.3) est alors de´montre´e par P. Mezo [Mez16], a` un facteur multiplicatif pre`s. Nous
de´montrons dans l’annexe A qu’en fait l’identite´ (9.1.3) est valide, autrement dit que le facteur
multiplicatif restant a` de´terminer dans Mezo est 1. Soit φG un parame`tre de Langlands pour G.
Le re´sultat de Mezo, pre´cise´ dans l’annexe A, et le fait que le transfert endoscopique commute
a` l’induction entraˆıne le re´sultat suivant pour les pseudo-paquets (cf. De´finition 2.1).
Proposition 9.1. — Posons φ = StdG ◦ φG. On a alors
Trans(Θ
Π˜φG
) = TrθN (Π˜φ).
9.2. Parame`tres et paquets d’Adams-Johnson des groupes classiques. — Soit G l’un
des groupes classiques de rang n de la section 9.1 et comme dans cette section, soient
ψG : WR × SL2(C) −→
LG
un parame`tre d’Arthur pour G, ψ = StdG ◦ ψG et Πψ la repre´sentation auto-duale de GN
attache´e au parame`tre d’Arthur ψ.
On suppose maintenant de plus que ψG est un parame`tre d’Adams-Johnson. On reprend les
notations de la section 8.2 pour les objets attache´s au parame`tre ψG et celle de la section 3.2
pour les objets attache´s a` ψ. On explicite ceux-ci pour chaque famille de groupes classiques de
9.1.
Quitte a` remplacer ψG par un parame`tre e´quivalent, on peut supposer que le centralisateur
L de ψG(C
×) dans Ĝ est de la forme :
(9.2.1) L ≃ L1 × · · · × Lr
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ou` pour tout i = 1, . . . , r − 1, Li ≃ GL(ni,C), ni ∈ N
× et suivant les cas :
Lr ≃

SO(2nr + 1,C) (cas A),
Sp(2nr,C) (cas B),
SO(2nr,C) (cas C et D),
avec nr ∈ N (le cas nr = 0 est une possibilite´ parfaitement loisible, auquel cas Lr = {1} que
l’on peut omettre dans (9.2.1)). On a d’autre part
r∑
i=1
ni = n.
Soit (Q,L) repre´sentant une classe dans SQ (cf. section 8.2). On laisse au lecteur ve´rifier que
l’on a alors un isomorphisme
L ≃ L1 × · · · × Lr
ou` pour tout i = 1, . . . , r − 1, Li = U(bi, ci), avec bi + ci = ni et suivant les cas :
A. Lr = Sp(2nr,R),
B. Lr = SO(br, cr) avec br + cr = 2nr + 1,
r−1∑
i=1
2bi + br = n,
r−1∑
i=1
2ci + cr = n+ 1,
C. Lr = SO(br, cr), avec br + cr = 2nr,
r−1∑
i=1
2bi + br = n,
r−1∑
i=1
2ci + cr = n,
D. Lr = SO(br, cr), avec br + cr = 2nr,
r−1∑
i=1
2bi + br = n− 1,
r−1∑
i=1
2ci + cr = n+ 1.
Le parame`tre ψ se de´compose comme en (3.2.1) en somme de parame`tres ≪ presque
irre´ductibles ≫ ψ = ⊕i=1,...,rψi, ou` pour i = 1, . . . , r − 1,
ψi ≃ V
(
−
pi
2
,
pi
2
)
⊗Rni :WR × SL2(C) −→ ĜNi ,
Πψi = Speh(δi, ni)
avec δi = δ
(
−pi2 ,
pi
2
)
, pi + ni impair dans les cas A, C, D, pair dans le cas B. Pour i = r, on a
suivant les cas :
A. Nr = 2nr + 1, ψr = ǫ⊗RNr , ǫ = Triv ou sgn,
B. Nr = 2nr, ψr = ǫ⊗RNr , ǫ = Triv ou sgn,
C et D. Nr = 2nr, ψr = ǫ ⊗ RNr−1 ⊕ ǫ, ǫ = Triv ou sgn ou ψr = ǫ1 ⊗ RNr−1 ⊕ ǫ2,
(ǫ1, ǫ2) = (Triv, sgn) ou (sgn,Triv).
Comme on le voit, les ψi sont irre´ductibles sauf ψr dans les cas C et D. Nous dirons que
ψ = ⊕i=1,...,rψi est une de´composition en parame`tres e´le´mentaires.
Remarque 9.2. — Dans le cas A, les ψi, i = 1, . . . , r, sont a` valeurs dans SO(2ni,C) si ni est
pair, mais seulement dans O(2ni,C) si ni est impair. On a donc ψr = ǫ⊗RNr avec ǫ = Triv si
le nombre des i dans {1, . . . , r − 1} avec ni impair est pair, et ǫ = sgn s’il est impair.
Dans le cas B, tous les ψi se factorisent par le groupe Sp(2ni,C). Pour i = r, si ǫ = Triv,
ψr se factorise par le parame`tre de la repre´sentation triviale de SO(br, cr), si ǫ = sgn, ψr se
factorise par le parame`tre du caracte`re valant −1 sur la composante connexe non triviale de
SO(br, cr).
Dans les cas C et D, les ψi se factorisent par le groupe SO(2ni,C) si ni est pair et par le
groupeO(2ni,C) si ni est impair. Pour i = r, dans le cas C, si le nombre des i dans {1, . . . , r−1}
avec ni impair est pair, alors ψr = ǫ⊗ RNr−1 ⊕ ǫ, ǫ = {Triv, sgn} et si ce nombre est impair,
alors ψr = ǫ1 ⊗ RNr−1 ⊕ ǫ2, avec (ǫ1, ǫ2) = (Triv, sgn) ou (sgn,Triv). Pour i = r, dans le cas
D, c’est l’oppose´ du cas C.
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Le parame`tre ψr = ǫ ⊗ RNr−1 ⊕ ǫ se factorise par le parame`tre de la repre´sentation triviale
de SO(br, cr) si ǫ = Triv, et si ǫ = sgn, ψr se factorise par le parame`tre du caracte`re valant
−1 sur la composante connexe non triviale de SO(br, cr).
Le parame`tre ψr = ǫ1 ⊗ RNr−1 ⊕ ǫ2, avec (ǫ1, ǫ2) = (Triv, sgn), ψr se factorise par le
parame`tre de la repre´sentation triviale de SO(br, cr), et si (ǫ1, ǫ2) = (sgn,Triv), ψr se factorise
par le parame`tre du caracte`re valant −1 sur la composante connexe non triviale de SO(br, cr).
La repre´sentation irre´ductible Πψr de GNr associe´e au parame`tre ψr est
(9.2.2)
Πψr =
{
εNr si ψG,r = ǫ⊗RNr , ǫ ∈ {Triv, sgn}, (cas A, B)
ε1,Nr−1 × ε2 si ψG,r = ǫ1 ⊗RNr−1 ⊕ ǫ2 ǫ1, ǫ2 ∈ {Triv, sgn} (cas C, D) .
10. De´monstration du re´sultat principal
10.1. Enonce´. — Soit G l’un des groupes classiques de la section 9.1 et StG :
LG → ĜN
la repre´sentation standard de son L-groupe. Soit ψG : WR × SL2(C) →
LG un parame`tre
d’Adams-Johnson (cf. section 9.2) pourG et ΠAJψG le paquet d’Adams-Johnson qui lui est associe´
(cf. De´finition 8.2). Notons ψ = StG◦ψG : c’est un parame`tre d’Arthur de GN , auquel est associe´
une repre´sentation Πψ = Πφψ de ce groupe.
Notre but est de de´montrer l’e´galite´ de distributions sur G˜N :
(10.1.1) TrθN (Πψ) = Trans
GN
G (Θ
st
ΠAJψG
)
ou` Θst
ΠAJψG
est la distribution stable sur G de´finie en (8.2.4).
D’apre`s (8.3.3), ou` les notations sont explique´es, on a une e´galite´ de distributions sur G
(10.1.2) Θst
ΠAJψG
= (−1)q(L
∗)
∑
φG∈Φ(ψG)
(−1)ℓV (φG) Θ
Π˜φG
Tous les termes de cette formule sont des distributions stables, et la fonction longueur ℓV est
celle de Vogan. On en de´duit que
(10.1.3) TransGNG (Θ
st
ΠAJψG
) = (−1)q(L
∗)
∑
φG∈Φ(ψG)
(−1)ℓV (φG) TransGNG (ΘΠ˜φG
).
Or, d’apre`s la proposition 9.1, on a pour tout φG ∈ Φ(ψG)
(10.1.4) TransGNG (ΘΠ˜φG
) = TrθN (Π˜StG◦φG),
ou` Π˜StG◦φG est la repre´sentation standard de GN associe´e par Langlands au parame`tre de
Langlands φ = StG ◦ φG. Ainsi l’identite´ a` e´tablir est e´quivalente a` :
(10.1.5) TrθN (Πψ) = (−1)
q(L∗)
∑
φG∈Φ(ψG)
(−1)ℓV (φG) TrθN (Π˜StG◦φG).
Dans les deux prochains paragraphes, nous allons e´tablir ce re´sultat lorsque ψG est un pa-
rame`tre e´le´mentaire.
10.2. Identite´s endoscopiques pour les parame`tres e´le´mentaires : repre´sentations
de dimension 1. — On suppose dans ce paragraphe que dans la de´composition ψ = ⊕ri=1ψi,
on a r = 1, n = nr > 0 et ψ = ψr. Rappelons que nous sommes alors dans un des cas suivants :
A : ψ = Triv ⊗ RN , N = 2n + 1 ; B : ψ = ǫ ⊗ RN , ǫ = Triv ou sgn, N = 2n ; C :
ψ = ǫ⊗ RN−1 ⊕ ǫ, ǫ = Triv ou sgn, N = 2n ; D : ψ = ǫ1 ⊗ RN−1 ⊕ ǫ2, (ǫ1, ǫ2) = (Triv, sgn)
ou (sgn,Triv), N = 2n.
On a alors :
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Lemme 10.1. — Le paquet d’Arthur ΠψG est un singleton, plus pre´cisement ΠψG = ΠφψG .
De´monstration. On calcule explicitement le parame`tre de Langlands φψG . Dans le cas A, c’est
celui de la repre´sentation triviale. Dans autres cas, c’est celui de la repre´sentation triviale ou du
caracte`re du groupe spe´cial orthogonal G trival sur la composante neutre et valant −1 sur l’autre.
Il suffit dans tous les cas de traiter le cas de la repre´sentation triviale, les paquets e´tant pre´serve´s
par tensorisation par un caracte`re. Le paquet ΠψG contient donc la repre´sentation triviale, et
toutes les autres repre´sentations de ce paquet ont meˆme caracte`re infinite´simal que celle-ci. Soit
π ∈ ΠψG . On globalise la situation sur Q en conside´rant le parame`tre global donne´ par un SL2
re´gulier dans Ĝ. En toute place, la repre´sentation triviale est dans le paquet local associe´ a` ce
parame`tre. Conside´rons la repre´sentation globale dont la composante locale a` toutes les places
finies est la repre´sentation triviale sauf a` la place archime´dienne ou` elle est e´gale a` π. D’apre`s
le the´ore`me 1.5.2 de [Art13], cette repre´sentation globale apparaˆıt dans le spectre discret. Elle
se re´alise donc dans un ensemble de fonctions de carre´ inte´grable, invariantes par translation a`
gauche sous G(Q). Mais une fonction qui est de plus invariante par translation a` gauche par
G(Qp), pour tout nombre premier p, est une fonction constante, et π est ne´cessairement la
repre´sentation triviale.
Comme le paquet de´fini par Adams et Johnson est lui aussi dans ce cas re´duit au singleton
ΠAJψG = ΠφψG , on en de´duit que Π
AJ
ψG
= ΠψG . Par de´finition de ΠψG dans [Art13], on a donc
(10.2.1) TransGNG (Θ
st
ΠAJψG
) = TrθN (Πψ).
L’identite´ (10.1.1) s’obtient donc directement dans ce cas. Nous avons vu qu’elle est e´quivalente
a` (10.1.5), c’est-a`-dire que nous avons
(10.2.2) TrθN (Πψ) = (−1)
q(G)
∑
φG∈Φ(ψG)
(−1)ℓV (φG)TrθN (Π˜StdG◦φG).
Dans ce cas, remarquons qu’avec les notations de la section 8.3, le sous-groupe de Levi L attache´
a` ψG est Ĝ, et ainsi SQ est bien le singleton (Q,L) = (G,G). Ainsi dans ce cas L = L
∗ = G
car G est quasi-de´ploye´, et l’ensemble des parame`tres de Langlands Φ(ψG) est donc l’ensemble
des parame`tres des repre´sentations standard intervenant dans la re´solution de Johnson de la
repre´sentation dimension 1 de G conside´re´e.
10.3. Parame`tres de Speh. — Nous nous replac¸ons dans le meˆme contexte que la section
pre´ce´dente, mais l’on suppose dans ce paragraphe que r = 2 et nr = 0. Autrement dit ψ est
irre´ductible, et plus pre´cise´ment, ψ est le parame`tre d’Arthur d’une repre´sentation de Speh
Πψ = Speh
(
δ
(
−p2 ,
p
2
)
, n
)
. On a par hypothe`se p > n− 1 ou p ≥ n− 1 dans les cas C et D. Si
p+n est impair, on est dans un des cas C ou D (selon que n est pair ou impair respectivement)
et si p+ n est pair, on est dans le cas B.
Le membre de gauche de l’identite´ (10.1.5), est d’apre`s (6.3.2),
(10.3.1) TrθN (Πψ) =
∑
s∈In
(−1)ℓθ(s) TrθN (X(s)).
Il s’agit donc d’e´tablir que
(10.3.2)
∑
s∈In
(−1)ℓθ(s) TrθN (X(s)) = (−1)
q(L∗)
∑
φG∈Φ(ψG)
(−1)ℓV (φG)TrθN (Π˜StdG◦φG).
Il suffit pour cela d’e´tablir qu’il existe une bijection s ∈ In 7→ φG ∈ Φ(ψG) telle que
(10.3.3) X(s) = Π˜φ, φ = StdG ◦ φG, et q(L
∗) + ℓV (φG) = ℓθ(s) mod 2.
Rappelons comment sont obtenus l’ensemble des parame`tres Φ(ψG) en reprenant les notations
de la section 8.3 pour le parame`tre d’Adams-Johnson ψG. L’ensemble Φ(ψG) est alors l’ensemble
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des parame`tres de Langlands des repre´sentations standard apparaissant dans les re´solutions des
πψG,Q,L, (Q,L) ∈ SQ et L ≃ U(p, q), p + q = n. Celles-ci sont obtenus par induction coho-
mologique a` partir des repre´sentations standard apparaissant dans la re´solution des caracte`res
unitaires λ de L tel que πψG,Q,L = Aq(λ). D’apre`s la section 4, ces repre´sentations standard sont
parame´tre´es par Ip,q,±n , et leur parame`tres de Langlands par In. Plus pre´cise´ment, si s¯ ∈ I
p,q,±
est le parame`tre d’une repre´sentation standard apparaissant dans la re´solution du caracte`re
λ = λψG,Q,L de U(p, q) (un tel caracte`re est caracte´rise´ par son caracte`re infinite´simal car
U(p, q) est connexe, et donc facile a` de´terminer), et si φs : WR →
LL est son parame`tre de Lan-
glands (qui ne de´pend que de l’involution s ∈ In sous-jacente), alors ΠStdG◦iL,G◦φs = X(w0s).
Notons l’apparition de w0, l’e´le´ment le plus long de Sn. Ainsi s ∈ In 7→ iL,G ◦ φw0s est la
bijection voulue de In dans Φ(ψG).
Ve´rifions maintenant que les longueurs co¨ıncident. Nous donnons deux arguments, l’un utili-
sant l’e´galite´ (6.3.1) laisse´e en exercice au lecteur, et l’autre le changement de base. Soit X(γ)
une repre´sentation standard apparaissant dans la re´solution de πψG,Q,L, de parame`tre de Lan-
glands φG, et XL(γ
′) la repre´sentation standard apparaissant dans la re´solution du caracte`re
unitaire λ de L qui lui correspond (ici γ et γ′ sont des parame`tres pour les repre´sentations comme
dans [Vog81] ou [Joh84], nous n’explicitons pas leur forme exacte). On a alors ℓV (γ
′) = ℓV (γ),
les longueurs e´tant les longueurs de Vogan dans les groupes L et G respectivement, ceci est
une conse´quence facile de la de´finition de la longueur de Vogan. Soit Qγ′ l’orbite attache´e a`
γ′ dans la varie´te´ des drapeaux BL de L dans la parame´trisation de Beilinson-Bernstein des
repre´sentations des groupes unitaires (cf. section 4). La longueur de Vogan et la dimension de
l’orbite qui lui correspond sont relie´es par ([Vog83], p. 396)
(10.3.4) ℓV (γ
′) = dimQγ′ − dimBL + q(L)
Or nous avons vu dans la section 4 que la dimension des orbites Qγ′ dans BL est donne´e par
la fonction longueur de´finie sur Ip,q,±n . Si s ∈ In est l’involution qui donne le parame`tre de
Langlands φG, on a en utilisant (6.3.1)
ℓV (φG) = ℓV (γ) = ℓV (γ
′) = dimQγ′ − dimBL + q(L) = ℓθ(s) +
1
2
(p(p− 1) + q(q − 1))− dimBL + q(L)
Or dimBL =
n(n−1)
2 =
(p+q)(p+q−1)
2 , et q(L) =
1
2((p + q)
2 − p2 − q2) = pq, d’ou` finalement
(10.3.5) ℓV (φG) = ℓθ(s)
Il correspond a` φG l’e´le´ment w0s par la bijection ci-dessus, et on a ℓθ(w0s) = ℓθ(w0) + ℓθ(s)
mod 2. Pour montrer la relation sur la longueur dans (10.3.3), il suffit donc de ve´rifier que
q(L∗) = ℓθ(w0). Or, la relation (10.3.5) nous dit que ℓθ(w0) est la longueur de Vogan maximale
pour un parame`tre de Langlands des groupes unitaires U(p, q), et (10.3.4) nous dit que l’on a
un tel parame`tre lorsque l’orbite correspondante est ouverte et q(L) est maximal. Or q(L) est
maximal pour la forme quasi-de´ploye´e. C’est une proprie´te´ ge´ne´rale, qui se voit bien ici pour
q(U(p, q)) = pq.
Pour le second argument, on part de la re´solution de Johnson de la repre´sentation triviale
du groupe quasi-de´ploye´ U(b, c), ou` b + c = n. Les repre´sentations standard de U(b, c) de
meˆme caracte`re infinite´simal que la repre´sentation triviale sont indexe´es par Ib,c,±n comme dans
la section 4. Appelons ici Y (s¯) le module standard indexe´ par par s¯ ∈ Ib,c,±n On sait que la
re´solution de Johnson donne une identite´ de repre´sentations virtuelles de la forme
[TrivU(b,c)] =
∑
s¯∈Ib,c,±n
a(s¯) [Y (s¯)],
ou` a(s¯) est un signe. Mais le changement de base vers GLn(C) envoie la repre´sentation triviale
sur la re´pre´sentations triviale, et le module standard Y (s¯) sur le modules standard θ¯n-stable
de GLn(C), note´ X(ρ,−sρ) dans la section 6.1, ou` s est l’involution dans Sn donne´e par
s¯ en oubliant les signes. Ceci de´coule de [Clo82] (voir aussi la section 11) et il en re´sulte
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que les signes a(s¯) sont donne´s par (−1)ℓθ(w0s). Comme dans [Joh84], on tensorise par le
caracte`re unitaire ido¨ıne deU(b, c), et on induit cohomologiquement deU(b, c) a` G pour obtenir
une formule des caracte`res pour un e´le´ment du paquet d’Adams-Johnson ΠAJψG . La formule
pour la distribution stable Θst
ΠAJψG
est obtenu en ≪ stabilisant ≫ cette formule du caracte`re,
comme cela a e´te´ mentionne´ dans la remarque 8.5. Ceci se fait en y ajoutant des formules
des caracte`res obtenues de la meˆme manie`re pour les formes inte´rieures U(b′, c′) de U(b, c),
affecte´es d’un signe que nous n’avons pas besoin de calculer. Notons Z(s¯) la repre´sentation
standard de G cohomologiquement induite de Y (s¯). La remarque 8.5 montre que les pseudo-
paquets contenant les repre´sentations standard Y (s¯) sont indexe´s par In et notons Z˜(s) la
somme des repre´sentations standard dans le pseudo-paquet contenant Z(s¯). On obtient alors
Θst
ΠAJψG
=
∑
s∈In
(−1)ℓθ(w0s)Θ
Z˜(s)
= (−1)q(L
∗)
∑
s∈In
(−1)ℓθ(s)Θ
Z˜(s)
.
Apre`s transfert endoscopique TransG˜NG , ceci est e´gal au second membre de (10.3.2), et par
identification, fournit une bijection entre In et Φ(ψG) avec les proprie´te´s requises. Ceci ache`ve
d’e´tablir (10.3.2).
10.4. Re´duction au cas e´le´mentaire. — Nous revenons au cas ge´ne´ral. Soit ψ = ⊕ri=1ψi la
de´composition de ψ = StdG ◦ ψG en parame`tres e´le´mentaires comme dans la section 9.2. Nous
allons e´tablir (10.1.5) par re´currence sur r. Le cas r = 1 a e´te´ e´tabli dans la section pre´ce´dente.
Posons donc ψ′ = ⊕ri=2ψi, de sorte que ψ = ψ1 ⊕ ψ
′. Posons aussi N ′ =
∑r
i=2Ni.
On peut, quitte a` permuter les indices, supposer que p1 est le plus grand des parame`tres de
se´rie discre`te apparaissant dans la de´composition, de sorte que l’ine´galite´ (7.1.1) est satisfaite.
On peut donc utiliser les re´sultats de la section 7 et en particulier de 7.5.
Remarquons que dans le cas A, le parame`tre ψ′ n’est pas force´ment obtenu a` partir d’un
parame`tre d’Arthur pour un groupe symplectique plus petit ; c’est le cas si n1 est impair, car
alors ψ′ n’est a` valeur dans SO(N ′,C) mais seulement dans O(N ′,C). Ceci montre la ne´cessite´
de tensoriser ψ′ par le caracte`re signe de WR, c’est-a`-dire poser :
ψ′′ =
{
ψ′ si n1 est pair
ψ′ ⊗ sgnWR si n1 est impair
.
Cette torsion va aussi apparaˆıtre dans les autres cas. Avec ces notations, ψ′′ est de la forme
ψ′′ = StdG′ ◦ ψG′ pour un groupe classique G
′ de meˆme type que G (sauf les cas C et D qui
sont e´change´s si si n1 est impair). Dans tous les cas, posons
(10.4.1) ψ′′ = ǫ1tor ⊗ ψ
′.
Notons G1 le groupe classique tel que ψ1 se factorise comme StdG1 ◦ψG1 . Nous avons e´tabli
dans le paragraphe 10.3 que l’on a :
(10.4.2) TrθN1 (Πψ1) = (−1)
q(L∗1)
∑
φG1∈Φ(ψG1 )
(−1)ℓV (φG1 ) TrθN1 (Π˜StdG1◦φG1 )
et l’on suppose par hypothe`se de re´currence que l’on a une formule du meˆme type pour ψ′′,
c’est-a`-dire :
(10.4.3) TrθN′ (Πψ′′) = (−1)
q(L′∗)
∑
φG′∈Φ(ψG′ )
(−1)ℓV (φG′ ) TrθN′ (Π˜StdG′◦φG′ ).
En tensorisant par le caracte`re ǫ1tor, on obtient
(10.4.4) TrθN′ (Πψ′) = (−1)
q(L′∗)
∑
φG′∈Φ(ψG′ )
(−1)ℓV (φG′ ) TrθN′ (Π˜(StdG′◦φG′ )⊗ǫ1tor).
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Dans les e´quations ci-dessus, L∗1 et L
′∗ sont bien suˆr les analogues de L∗ pour les groupes G1
et G′ respectivement.
Comme dans la section 7.5, nous notonsM le sous-groupe de Levi standard de GN isomorphe
a` GN1 ×GN ′ . Le produit tensoriel Πψ1 ⊗ Πψ′ est alors une repre´sentation de M et l’on a avec
les notations de cette section
Tr θM
(
Πψ1 ⊗Πψ′
)
= (−1)q(L1
∗)(−1)q(L
′∗)(10.4.5)
×
∑
(φG1 ,φG′ )∈Φ(ψG1 )×Φ(ψG′ )
(−1)ℓV (φG1 )+ℓV (φG′ ) Tr θM
(
Π˜StdG1◦φG1 ⊗ Π˜(StdG′◦φG′ )⊗ǫ1tor
)
.
On obtient alors par le lemme 7.12, et le fait que L∗ = L
×
1 ∗ L
′∗
(10.4.6)
TrθN (Πψ) = (−1)
q(L∗)
∑
(φG1 ,φG′)∈Φ(ψG1 )×Φ(ψG′ )
(−1)ℓV (φG1 )+ℓV (φG′ ) TrθN (Π˜StdG1◦φG1⊕(StdG′◦φG′ )⊗ǫ
1
tor
)
L’e´galite´ a` de´montrer (10.1.5), est donc e´quivalente a`∑
φG∈Φ(ψG)
(−1)ℓV (φG) TrθN (Π˜StG◦φG)(10.4.7)
=
∑
(φG1 ,φG′ )∈Φ(ψG1 )×Φ(ψG′ )
(−1)ℓV (φG1 )+ℓV (φG′ ) TrθN (Π˜StdG1◦φG1⊕(StdG′◦φG′ )⊗ǫ
1
tor
).
Il reste donc a` montrer que l’on a une bijection
(10.4.8) Φ(ψG1)× Φ(ψG′) −→ Φ(ψG), (φG1 , φG′) 7→ φG
telle que StdG ◦ φG = φG1 ⊕ φG′ ⊗ ǫ
1
tor et ℓV (φG) = ℓV (φG1) + ℓV (φG′).
Rappelons les de´finitions, donne´es dans la section 8.3. A ψG est associe´ un sous-groupe
parabolique Q = LU de Ĝ, puis un ensemble fini SQ de couples (Q,L), ou` Q est un sous-
groupe parabolique de G et L un facteur de Levi de Q de´fini sur R. A chaque (Q,L) ∈ SQ est
attache´e en (8.2.2) une repre´sentation πψG,Q,L, induite cohomologique d’un certain caracte`re
λψG,Q,L de L. Alors Φ(ψG) est l’ensemble des parame`tres de Langlands des modules standard
intervenant dans la re´solution de Johnson d’un des modules πψG,Q,L. Mais on peut dire mieux,
d’apre`s la remarque 8.5. En effet, G e´tant quasi-de´ploye´, il existe (Q∗,L∗) ∈ SQ tel que L∗
est quasi-de´ploye´, et Φ(ψG) est l’ensemble des parame`tres de Langlands des modules standard
intervenant dans la re´solution de Johnson de πψG,Q∗,L∗.
Cet ensemble est en bijection avec les parame`tres de Langlands des modules standard interve-
nant dans la re´solution de Johnson du caracte`re λ∗ = λψG,Q∗,L∗ de L∗, par φL 7→ φG = ιL,G◦φL,
ou` ιL,G est le plongement de L-groupe (8.2.1), la correspondance entre modules standard e´tant
obtenue par le foncteur d’induction cohomologique Riq∗ (cf. (8.2.2)) qui pre´serve les longueurs
de Vogan des parame`tres. Pour les groupes qui nous occupent, les ensembles SQ ont e´te´ de´crit
dans la section 9.2. Le sous-groupe de Levi L∗ est de la forme
(10.4.9) L∗ ≃ L1 × · · · × Lr
ou` pour i = 1, . . . r−1, Li est un groupe unitaire quasi-de´ploye´, et Lr est un groupe symplectique,
ou un groupe spe´cial orthogonal quasi-de´ploye´. On pose alors L′ = L2× · · · ×Lr, c’est un sous-
groupe de Levi de G′, et L1 est un sous-groupe de Levi de G1.
Il est clair que λ∗ est un produit tensoriel de deux caracte`res λ1 et λ
′ de L1 et L
′ respec-
tivement, et que l’ensemble des modules standard intervenant dans la re´solution de λ est en
bijection avec le produit tensoriel de deux modules standard intervenant respectivement dans
les re´solutions de λ1, et λ
′, et que la longueur de Vogan d’un module standard est la somme des
longueur des deux modules standard qui lui correspondent.
La description de Φ(ψG1) et Φ(ψG′) est analogue. Un e´le´ment φG1 de Φ(ψG1) s’e´crit φG1 =
ιL1,G1 ◦ φL1 ou` φL1 est le parame`tre de Langlands d’une repre´sentation standard intervenant
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dans la re´solution de λ1, et un e´le´ment φG′ de Φ(ψG′) s’e´crit φG′ = ιL′,G′ ◦ φL′ ou` φL′ est le
parame`tre de Langlands d’une repre´sentation standard intervenant dans la re´solution de λ′. En
effet, nous affirmons que si φG′ est la parame`tre de Langlands d’une repre´sentation standard
de G′ apparaissant dans la re´solution de l’induite cohomologique de L′ a` G′ du caracte`re λ′,
alors φ = StdG1 ◦ φG1 ⊕ (StdG′ ◦ φG′) ⊗ ǫ
1
tor se factorise en StdG ◦ φG, et que l’application
(φG1 , φG′) 7→ φG est la bijection 10.4.8 voulue.
Pour ve´rifier l’assertion ci-dessus, il faut savoir de´terminer le parame`tre de Langlands d’une
repre´sentation standard obtenue par induction cohomologique d’une repre´sentation standard.
Ceci se fait graˆce aux the´ore`mes ≪ d’inde´pendance de polarisation ≫ de [KV95], Chapter 11,
mais une forme commode de ceux-ci pour le calcul que nous avons a` effectuer est e´crite dans
[Mat04], Thm. 2.2.3.
Ceci termine la de´monstration du re´sultat principal.
Remarque 10.2. — L’identite´ a` de´montrer (10.1.5) est une identite´ de trace tordue pour G˜N ,
et l’introduction des groupes classiques G1 et G
′ n’est en fait absolument pas ne´cessaire, leur
roˆle est simplement de permettre un raccourci commode pour certaines notations et d’e´noncer
facilement l’hypothe`se de re´currence. Les seuls groupes importants dans cette affaire sont les
sous-groupes de Levi L1 × · · · × Lr de G associe´s au parame`tre ψG.
11. Les groupes unitaires
Dans cette section, nous traitons le cas des groupes unitaires, en adaptant de manie`re rela-
tivement e´vidente ce qui a e´te´ fait pour les groupes classiques. Les re´sultats avaient dans ce
cas de´ja` e´te´ obtenu par Johnson [Joh90] a` la suite des travaux de Clozel [Clo82] dans le cas
tempe´re´.
Nous passons donc en revue les adaptations et comple´ments a` apporter. Dans cette section,
GN de´signe maintenant le groupe ResC/R(GLN ) obtenu par restriction des scalaires de C a` R
du groupe GLN et GN = GN (R) est le groupe de ses points re´els de sorte que que l’on identifie
GN et GLN (C). L’involution de Cartan sur GN = GLN (C) est τ : g 7→
tg¯−1.
IdentifionsGN (C) = ResC/R(GLN )(C) a`GLN (C)×GLN (C). En conside´rant la sous-alge`bre
de Cartan de MN (C) constitue´ des matrices diagonales que l’on identifie a` C
N , on obtient par
l’isomorphisme d’Harish-Chandra une identification entre les caracte`res infinite´simaux pour GN
et les orbites sous l’action de SN ×SN dans l’espace (C×C)
N , le premier facteur SN agissant
par permutation sur les premie`res composantes, et le second sur les deuxie`mes composantes. On
peut voir une telle orbite comme un couple de deux multi-ensembles a` N e´le´ments dans C. Si
le caracte`re infinite´simal est donne´ par un tel couple ({si,1}i=1,...N , {si,2}i=1,...N ), alors celui-ci
est entier si quels que soient i, j ∈ {1, . . . , N}, si,1 − sj,1 ∈ Z et si,2 − sj,2 ∈ Z. Il est re´gulier si
quels que soient i, j ∈ {1, . . . , N}, si,1− sj,1 6= 0 et si,2− sj,2 6= 0. C’est le caracte`re infinite´simal
d’une repre´sentation de dimension finie de GN si et seulement s’il est entier et re´gulier.
11.1. Classifications pour GLN (C). — La classification des repre´sentations irre´ductibles
de GLN (C) est similaire a` celle de GLN (R), le the´ore`me 3.2, qui rame`ne la classification des
repre´sentations irre´ductibles a` celle des se´ries discre`tes e´tant valable tel quel. La diffe´rence entre
les deux cas est que GLN (C) n’admet de se´ries discre`tes que pour N = 1. Celles-ci sont donc
les caracte`res de C×. Ces derniers sont parame´tre´s par les couples s1, s2 ∈ C avec s1 − s2 ∈ Z :
on pose
η(s1, s2) : C
× −→ C×, z 7→ zs1 z¯s2 = |z|s1+s2
(
z
|z|
)s1−s2
.
Un parame`tre de Langlands pour GLN (C) est un morphisme alge´brique d’image semi-simple
φ : WC = C
× −→ GLN (C).
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Une telle repre´sentation de C× est comple`tement re´ductible, les repre´sentations irre´ductibles
χsi,1,si,2 de C
× ont e´te´ de´termine´es en (3.1.1).
Les paquets de Langlands pour GN sont des singletons, et la classification de Langlands
avec L-groupe constitue dans ce cas une classification comple`te de Π(GN ). Pour une classe de
conjugaison de parame`tres φ, notons Πφ la repre´sentation correspondante. Ecrivons φ comme
somme de repre´sentations ire´ductibles χsi,1,si,2 de C
×. Alors Πφ = ×
→
i η(si,1, si,2).
Un parame`tre d’Arthur pour GN est un morphisme
ψ :WC × SL2(C) −→ GLN (C).
Une telle repre´sentation de WC × SL2(C) est comple`tement re´ductible, et les repre´sentations
irre´ductibles de WC × SL2(C) sont de la forme χs1,s2 ⊗Ra, s1, s2 ∈ C, s1 − s2 ∈ Z, a ∈ N
×.
Les paquets d’Arthur pour GN sont des singletons. On note Πψ la repre´sentation attache´e a`
la classe de conjugaison du parame`tre d’Arthur ψ. Si ψ = χs1,s2 ⊗ Ra, s1, s2 ∈ C, s1 − s2 ∈ Z,
a ∈ N× est un parame`tre d’Arthur irre´ductible, on pose
I(s1, s2, a) = η(s1−
a− 1
2
, s2−
a− 1
2
)×η(s1−
a− 3
2
, s2−
a− 3
2
)×· · ·×η(s1+
a− 1
2
, s2+
a− 1
2
).
C’est une repre´sentation standard dont l’unique sous-module irre´ductible de I(s1, s2, a) est alors
le caracte`re
η(s1, s2)a : g 7→ η(s1, s2)(det(g))
de Ga. On a alors Πψ = η(s1, s2)a. Si ψ se de´compose en ψ =
∑
i=1,...,r ψi, alors Πψ = ×iΠψi .
Remarque 11.1. — Nous avons utilise´ ci-dessus la forme ≪ complexe ≫ du L-groupe et des
parame`tres de Langlands de GN = GLN (C). Si nous conside´rons ce groupe comme le groupe
ResC/R(GLN ), il nous faut aussi introduire ĜN = GLN (C)×GLN (C) et
LGN = ĜN ⋊WR, ou`
l’e´le´ment j deWR agit surGLN (C)×GLN (C) par (g1, g2) 7→ (g2, g1). Les classes de conjugaison
de parame`tres de Langlands ≪ complexes ≫ φ : WC → GLN (C) sont alors en bijection (que
nous ne rappelons pas ici, voir [Bor79]) avec classes de conjugaison de parame`tres de Langlands
φ : WR →
LGN , et de meˆme pour les parame`tres d’Arthur.
11.2. Re´solution de Johnson de η(−p2 ,
p
2)N . — Soient p,N ∈ Z×N
× tels que |p| > N − 1
et soit η(−p2 ,
p
2)N la caracte`re de GN de´fini ci-dessus. Pour s ∈ SN , notons
X(s) = ×Ni=1η
(
−p− (N − 1)
2
+ (i− 1),
p− (N − 1))
2
+ (s(i)− 1)
)
.
La re´solution de Johnson s’e´crit alors (remarquons que q(GN ) =
N(N−1)
2 ) :
0→ η(−
p
2
,
p
2
)N → X0 → X1 → · · · → XN(N−1)
2
→ 0
ou` Xi est la somme directe des X(s), s ∈ SN de longueur N dans le groupe de Coxeter SN .
11.3. L’espace tordu G˜N . — La seule chose qui change par rapport a` la section 5 est qu’il
faut maintenant prendre pour de´finition de l’automorphisme θN de GN :
θN : g 7→ JN (
tg¯−1)JN .
On a
η(s1, s2)
θN = η(−s2,−s1).
Les parame`tres d’Arthur irre´ductibles θN -stables sont donc les ψ = χ− p
2
, p
2
⊗RN , p ∈ Z.
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11.4. Caracte`res tordus des η
(
−p2 ,
p
2
)
N
. — Les re´sultats de la section 6 se transposent
imme´diatement au calcul des caracte`res tordus de π = η
(
−p2 ,
p
2
)
N
, on obtient :
(11.4.1) TrθN (π) =
∑
s∈IN
(−1)ℓθ(s) TrθN (X(s)).
11.5. Groupes unitaires et changement de base. — Les ≪ groupes unitaires ≫ que nous
conside´rons sont ceux qui apparaissent dans les donne´es endoscopiques elliptiques simples des
G˜N cf. [Mok15]. Il s’agit donc, si N est pair, du groupe G = U(
N
2 ,
N
2 ) et si N est impair du
groupe G = U(N−12 ,
N+1
2 ).
Pour chacun de ces groupes, on dispose d’un plongement du L-groupe de G dans LGN :
(11.5.1) StdG :
LG −→ LGN
appele´ parfois dans la litte´rature ≪ plongement standard ≫ ou ≪ principal ≫. La donne´e de
(G,StdG) est celle d’une donne´e endoscopique tordue elliptique pour (GN , θN ). Le reste de la
section 9.1 se transpose alors aise´ment.
Soit ψG ∈ ψ(G) un parame`tre d’Arthur pour le groupe G. Posons ψ = StdG ◦ ψG. C’est
un parame`tre d’Arthur θN -stable pour le groupe GN . Soit Πψ la repre´sentation irre´ductible
θN -stable de GN associe´e a` ce parame`tre.
On suppose maintenant de plus que ψG est un parame`tre d’Adams-Johnson. On reprend les
notations de la section 8.2 pour les objets attache´s au parame`tre ψG et celle de la section 3.2
pour les objets attache´s a` ψ. On explicite ceux-ci pour les groupes unitaires.
Quitte a` remplacer ψG par un parame`tre e´quivalent, on peut supposer que le centralisateur
L de ψG(C
×) dans Ĝ est de la forme :
(11.5.2) L ≃ L1 × · · · × Lr
ou` pour tout i = 1, . . . , r, Li = GLNi(C), Ni ∈ N
×. On a d’autre part
r∑
i=1
Ni = N .
Soit (Q,L) repre´sentant une classe dans SQ (cf. section 8.2). On a alors un isomorphisme
L ≃ L1 × · · · × Lr
ou` pour tout i = 1, . . . , r, Li = U(bi, ci), avec bi + ci = Ni. Si N est pair
∑
i bi =
∑
i ci =
N
2 et
si N est impair
∑
i bi =
N−1
2 ,
∑
i ci =
N+1
2 .
Le parame`tre ψ se de´compose en somme de parame`tres irre´ductibles ψ = ⊕i=1,...,rψi comme
en (3.2.1), ou` ψi se factorise en
ψi : WR × SL2(C)
ψG,i
// LLi
StdNi
// LGNi ,
et l’on a ψi,|C× ≃ χ− pi
2
,
pi
2
⊗ RNi , Πψi = η
(
−pi2 ,
pi
2
)
Ni
avec pi pair. On note alors I(ψi) =
I(−pi2 ,
pi
2 , Ni) la repre´sentation standard correspondante.
Remarque 11.2. — La condition de parite´ sur les pi vient de ce que l’on a choisi StdG comme
e´tant le plongement associe´ au changement de base principal. On aurait pu faire un autre choix
de plongement, le changement de base ≪ tordu ≫ et la condition de parite´ aurait e´te´ inverse´e.
Le reste de la section 9.2 se transpose sans difficulte´. Il en est de meˆme des re´sultats de la
section 7.
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11.6. De´monstration du re´sultat principal. — On reprend les notations de la section
pre´ce´dente, ou` ψG est un parame`tre d’Adams-Johnson pour une groupe unitaire quasi-de´ploye´
G = U(b, c) avec b+c = N et ψ = StG◦ψG. Notre but est de de´montrer l’e´galite´ de distributions
sur G˜N :
(11.6.1) TrθN (Πψ) = Trans
GN
G (Θ
st
ΠAJψG
).
D’apre`s (8.3.3), on a une e´galite´ de distributions sur G
(11.6.2) Θst
ΠAJψG
= (−1)q(L
∗)
∑
φG∈Φ(ψG)
(−1)ℓV (φG) ΘΠ˜φG
,
ou` tous les termes sont des distributions stables. On en de´duit que
(11.6.3) TransGNG (Θ
st
ΠAJψG
) = (−1)q(L
∗)
∑
φG∈Φ(ψG)
(−1)ℓV (φG) TransGNG (ΘΠ˜φG
).
Or, le re´sultat de la proposition 9.1 est encore valide dans le cas du changement de base, ou` il
est duˆ a` Clozel [Clo82] (2) : on a pour tout φG ∈ Φ(ψG)
(11.6.4) TrθN (Π˜φ) = Trans
GN
G (ΘΠ˜φG
)
ou` φ = StG ◦ φG et Πφ est la repre´sentation de GN associe´e par Langlands au parame`tre de
Langlands φ. L’identite´ (11.6.1) est donc e´quivalente a`
(11.6.5) TrθN (Πψ) = (−1)
q(L∗)
∑
φG∈Φ(ψG)
(−1)ℓV (φG) TrθN (Π˜φ).
La re´duction au cas d’un parame`tre irre´ductible marche ici comme dans la section 10.4. Il s’agit
donc d’e´tablir les re´sultats analogues a` ceux de la section 10.3, en remplac¸ant Speh
((
−p2 ,
p
2
)
, n
)
par η
(
−p2 ,
p
2
)
N
(avec ici p pair, cf. remarque 11.2), et plus pre´cise´ment de montrer que :∑
s∈IN
(−1)ℓθ(s) TrθN (X(s)) = (−1)
q(L∗)
∑
φG∈Φ(ψG)
(−1)ℓV (φG)TrθN (Π˜φ).
Exhibons a` cette fin une bijection s ∈ IN 7→ φG ∈ Φ(ψG) telle que X(s) = Π˜φ, φ = StdG ◦ φG
et q(L∗) + ℓV (φG) = ℓθ(s) mod 2.
Dans le cas qui nous occupe, le paquet d’Adams-Johnson du parame`tre ψG est un single-
ton, constitue´ du caracte`re unitaire πψG du groupe unitaire quasi-de´ploye´ G = U(b, c) donne´
par g 7→ (det g)p/2. L’ensemble Φ(ψG) est alors l’ensemble des parame`tres de Langlands des
repre´sentations standard apparaissant dans les re´solutions de πψG . D’apre`s la section 4, ces
repre´sentations standard sont parame´tre´es par Ib,c,±N , et leur parame`tres de Langlands par IN .
Ceci donne la bijection voulue par multiplication par l’e´le´ment le plus long w0 , de manie`re
analogue a` la section 10.3.
On ve´rifie maintenant que les longueurs co¨ıncident, en utilisant ℓθ(w0) = q(L
∗) de la meˆme
manie`re que dans la section 10.3, en reliant longueur de Vogan, dimension des orbites dans la
varie´te´s des drapeaux pour le groupe unitaire et θ-longueur dans IN .
2. La normalisation de Clozel ne se fait pas avec les mode`les de Whittaker mais avec le U(n)-type minimal ;
comme il n’est pas clair que cette normalisation co¨ıncide avec celle qui est utilise´e ici, on ve´rifie que le transfert
se fait ≪ sans constante ≫ comme pour les groupes orthogonaux ou symplectiques dans l’appendice A.
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Annexe A
Calcul du facteur de transfert spectral pour les repre´sentations tempe´re´es dans le
cas archime´dien
Nous avons besoin de comple´ter le calcul de [Mez16] pour avoir pre´cise´ment ce qui est appele´
par Mezo et Shelstad le facteur de transfert spectral (cf. (9.1.3)). Le calcul est ici beaucoup plus
simple que ce qui est fait en [Mez16], mais uniquement pour les groupes classiques (alors que
[Mez16] est plus ge´ne´ral). Il devrait pouvoir eˆtre fait de manie`re purement locale et nous
n’avons aucun doute sur le fait que Shelstad et Mezo donneront sous peu une meilleure preuve.
L’argument est de type local/global : on montre que l’on peut mettre la situation a` une place
archime´dienne dans une situation globale ou` aux autres places on connaˆıt le re´sultat : c’est la
me´thode suivie par [Art13] pour de´duire le cas p-adique du cas archime´dien suppose´ e´tabli.
L’inte´reˆt de cet annexe est aussi de comple´ter la preuve des toutes les hypothe`ses faites en
[Art13] et de rendre inconditionnels tous les travaux qui en de´pendent. On s’inspire de [Art13]
6.2.2, on y a juste ajoute´ une construction tire´e de [CC09] pour traiter le cas des caracte`res
centraux non triviaux pour les repre´sentations des groupes classiques conside´re´s. On reprend
les notations des sections 5 a` 10.
A.1. Rappel des re´sultats de [Mez16]. — On normalise les facteurs de transfert
ge´ome´triques et les mesures de sorte que le transfert ge´ome´trique soit compatible au produit
scalaire elliptique, a` un facteur pre`s, note´ c(G˜,G′) dans [Wal16] §4.17. Ceci ne fixe pas
comple`tement les choix pour les facteurs de transfert, on reviendra sur ce proble`me ci-dessous.
On dualise pour obtenir le produit scalaire elliptique sur l’espace des repre´sentations elliptiques.
Pour ce produit scalaire elliptique la norme d’une repre´sentation discre`te de G˜N est 2
x ou` x est
le nombre de facteur du sous-groupe de Levi de GN a` partir duquel on induit, d’apre`s [Wal]
§7.3. (ou` la de´finition de ι(τ) est en [Wal] §2.11). Le facteur d’isome´trie vaut 2 quand le groupe
classique conside´re´ comme endoscopique est Sp(2n,R) ou SO(n, n + 1) (cas A et B du texte)
et 4 pour les groupes SO(n, n) ou SO(n − 1, n + 1) (cas C et D) car il y a en plus un groupe
d’automorphismes exte´rieurs (voir le calcul de c(G˜,G′) dans [Wal16] §4.17).
On fixe le groupe classique G que l’on suppose quasi-de´ploye´ et ayant des se´ries discre`tes et
soit ψ un parame`tre pour une repre´sentation discre`te de G˜N se factorisant par un parame`tre
ψG de G (c’est-a`-dire que ψ = StdG ◦ ψG). On note π
G(ψ) :=
∑
π, ou` la somme porte sur
les se´ries discre`tes de G dans le paquet de´termine´ par ψG ; rappelons que dans le cas des
groupes orthogonaux pairs, on regroupe deux paquets conjugue´s sous le groupe orthogonal
quand ces paquets sont distincts. On note Πψ la repre´sentation irre´ductible de GN ayant ψ
comme parame`tre de Langlands. On e´tend Πψ en une repre´sentation de G
+
N , normalise´e comme
dans la section 5.2 graˆce a` la donne´e de Whittaker.
D’apre`s [Mez16], il existe un nombre complexe z(ψ) tel que l’on ait l’e´galite´ de transfert :
(A.1.1) ∀f˜ ∈ H˜N , Tr θN (Πψ)(f˜)) = z(ψ) Tr (π
G(ψ)(fG)),
ou` fG est un transfert de f˜ a` G(R). Notre but est de montrer que z(ψ) = 1.
A.2. Valeur absolue du facteur de transfert spectral. — Une premie`re e´tape est de
remarquer comme corollaire des choix faits le re´sultat suivant.
Lemme A.1. — Le facteur de transfert, z(ψ) dans la formule (A.1.1) est de valeur absolue 1.
De´monstration. Il faut calculer la norme elliptique de πG(ψ). Dans le cas de Sp(2n,R), chaque
se´rie discre`te a pour norme 1 et il y en a 2n ; avec le facteur d’isome´trie 2, on obtient 2n+1. La
norme de la repre´sentation elliptique de G˜2n+1 est bien ici 2
n+1.
Pour les groupes orthogonaux, il faut revenir aux K-groupes de Kottwitz (cf. [Art03]).
La norme de la distribution stable se calcule a` l’aide du transfert a` partir des K-groupes. Si
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G = SO(n, n+1),le parame`tre ψG est celui de se´ries discre`tes de tous les groupes SO(p, q) avec
(−1)p = (−1)n, il y en a 2n−1 ; la norme de la repre´sentation elliptique de G˜2n est effectivement
2n et on a encore le re´sultat.
Dans le cas de SO(n, n) (n pair) ou SO(n − 1, n + 1) (n impair) (de sorte qu’il y a bien
des se´ries discre`tes), on distingue suivant que dans la de´composition de ψ = ⊕i=1,...,rψi de la
section 9.2, la parame`tre ψr est trivial ou non (nr = 0 ou nr 6= 0). Dans le premier cas, les
se´ries discre`tes sont invariantes sous le groupe orthogonal et leur nombre se calcule en utilisant
l’endoscopie tordue pour le groupe orthogonal (ou plutoˆt le K-groupe associe´), on trouve alors
2n−1. La norme de la repre´sentation de G˜2n est 2
n+1. Le facteur d’isome´trie e´tant 4 dans ce cas,
on obtient bien l’e´galite´. Dans le second cas, dans la classe de conjugaison sous O(2n,C) de ψG,
il y a deux classes de conjugaison sous SO(2n,C). Les se´ries discre`tes ne sont pas invariantes
sous le groupe orthogonal, il y a deux paquets diffe´rents de celles-ci e´change´s par le groupe
orthogonal. La norme de la somme des deux paquets est encore le nombre de se´ries discre`tes
associe´es au parame`tre ψG et se calcule en utilisant l’endoscopie ordinaire a` automorphisme
pre`s. On trouve 2n−1 donne´es endoscopiques possibles a` automorphisme pre`s. Ainsi la norme
d’un paquet est 2n−2. La norme de la repre´sentation de G˜2n est ici 2
n et on retrouve encore
l’assertion.
A.3. La fonctorialite´ de Langlands pour les repre´sentations tempe´re´es. — Ici on
suppose que F est soit un corps p-adique soit un corps archime´dien. On connaˆıt de´ja` un certain
nombre de re´sultats sur la fonctorialite´ de Langlands en particulier sur les parame`tres. Cela
repose sur l’e´tude de l’espace Icusp(G) : cet espace vectoriel est l’image des fonctions C
∞
c (G)
dont toutes les termes constants (au sens d’Harish Chandra) pour les sous-groupes paraboliques
propres de G sont nulles modulo l’espace des fonctions C∞c (G) dont toutes les inte´grales orbitales
pour des e´le´ments semi-simples re´guliers sont nulles.
On sait de´composer cet espace en utilisant la the´orie de l’endoscopie ordinaire. Pour cela et
pour un groupe quasi-de´ploye´ H, on de´finit SIcusp(H) qui est le quotient de Icusp(H) par le
sous-espace engendre´ par les fonctions dont toutes les inte´grales orbitales stables sont nulles.
Ce qui nous importe ici est de comprendre SIcusp(G) en supposant que G est quasi-de´ploye´.
A une repre´sentation elliptique irre´ductible on associe un pseudo-coefficient qui est un e´le´ment
de Icusp(G) ; on sait que la projection orthogonale (pour le produit scalaire elliptique) de ce
pseudo-coefficient sur SIcusp(G) est nulle si π n’est pas une se´rie discre`te. Si π est une se´rie
discre`te on note fπ,st cette projection. Si F est archime´dien, on sait que fπ,st est la somme des
pseudo-coefficients pour les se´ries discre`tes dans le meˆme paquet de Langlands que π. Si F est
p-adique, tant que l’on ne peut pas utiliser [Art13], c’est-a`-dire tant que l’on n’a pas de´montre´
ce qui est l’objet de ces lignes, on connait uniquement les proprie´te´s suivantes :
• si π 6∼ π′ sont des se´ries discre`tes, alors fπ,st est un multiple de fπ′,st ou ces deux fonctions
sont orthogonales pour le produit scalaire elliptique,
• dans tous les cas SIcusp(G) est engendre´ comme espace vectoriel par l’ensemble des fonctions
fπ,st quand π parcourt l’ensemble des se´ries discre`tes.
Dans certains cas, comme ceux qui nous occupent ici, l’espace SIcusp(G) peut se comprendre
graˆce a` l’endoscopie tordue ; pour cela on utilise le fait que G fait partie d’une donne´e endo-
scopique elliptique d’un G˜N (cet espace tordu est de´fini pour F p-adique de la meˆme fac¸on que
pour F = R. De manie`re plus ge´ne´rale les notations du texte concernant GL et les groupes
classiques s’adaptent de manie`re e´vidente a` un corps F quelconque). En fait ici, la situation est
particulie`rement simple : si G 6= Sp(2n), alors N = 2n est pair et G = SO(2n) quasi-de´ploye´
ou G = SO(2n+ 1) et G de´termine uniquement une donne´e endoscopique elliptique de G˜N . Si
G = Sp(2n), les donne´es endoscopiques elliptiques qui ont comme groupe sous-jacent G sont
en bijection avec les caracte`res quadratiques de F ∗ ; dans ce qui suit on conside`re la donne´e
endoscopique elliptique correspondant au caracte`re quadratique trivial si G = Sp(2n).
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On revient a` π une se´rie discre`te irre´ductible de G et a` fπ,st ; si G = SO(2n), on note f
O
π,st
soit fπ,st si π est stable sous l’action de O(2n) soit la somme fπ,st + fπ′,st ou` π
′ est l’image de
π sous l’action de O(2n). On sait a priori que fπ,st ou f
O
π,st sont des transferts pour l’ensocopie
tordue d’un e´le´ment de Icusp(G˜N ) et le proble`me est de de´terminer cet e´le´ment.
On a de´ja` des renseignements assez pre´cis pour re´soudre ce proble`me. A π est associe´ un
morphisme φ de W ′F dans GLN (C) ou` W
′
F = WF si F est un corps archime´dien et W
′
F =
WF × SL2(C) si F est un corps p-adique. On note Πφ la repre´sentation irre´ductible de GN qui
correspond a` φ par la correspondance de Langlands. On sait que Πφ de´finit une repre´sentation
elliptique de G˜N , c’est-a`-dire qu’il existe un sous-groupe de Levi M de GN et σ une se´rie
discre`te de M tels que π soit l’induite de σ et tels que le normalisateur de (M,σ) dans G˜N est
un espace homoge`ne sous l’action de M , ou autrement dit que NormG˜N (M,σ)/M a exactement
un e´le´ment. On e´tend cette repre´sentation en une repre´sentation de G˜+N comme dans la section
5.2 graˆce a` la donne´e de Whittaker.
A une telle repre´sentation elliptique, Πφ est associe´ un pseudo-coefficient fφ. Pour le moment,
on sait qu’il existe z′π ∈ C
∗ tel que fπ,st soit un transfert de z
′
πfφ. Comme Πφ n’est pas de norme 1
pour le produit scalaire elliptique, il est pre´fe´rable de traduire ce transfert en termes de transfert
de trace de repre´sentations : d’abord on e´crit la combinaison line´aire stable de se´ries discre`tes
associe´es a` fπ,st ou f
O
π,st sous la forme :
πst :=
∑
π′∈Πst
a(π′) Trπ′,
ou` Πst est un ensemble fini de se´ries discre`tes contenant π et ou` a(π
′) ∈ C× avec a(π) = 1. Si
F est archime´dien, on a meˆme a(π′) = 1 pour tout π′ ∈ πst. A posteriori cela sera aussi vrai si
F est p-adique mais pour le moment on ne le sait pas. Donc au sujet du transfert, on sait qu’il
existe zπ ∈ C
× tel que pour tout f˜ ∈ H˜N , on ait :
(A.3.1) zπ Tr θN
(
Πφ(f˜)
)
=
∑
π′∈Πst
a(π′) Tr
(
π′(fG)
)
,
ou` fG est le transfert de f˜ a` G.
Nous voulons de´montrer que zπ = 1 si F est archime´dien. et pour cela, nous allons utiliser
quelques cas simples de ce re´sultat dans le cas ou` F est p-adique.
A.4. Les cas simples des groupes p-adiques et des repre´sentations de Steinberg.
— Comme dans le paragraphe pre´ce´dent, on fixe encore G = G(F ) un groupe classique quasi-
de´ploye´, et ici F est un corps p-adique. La repre´sentation de Steinberg est bien de´finie pour
G ; c’est l’image de la repre´sentation triviale par l’involution d’Iwahori- Matsumoto. C’est une
se´rie discre`te. Comme la repre´sentation triviale a un caracte`re qui est une distribution stable,
il en est de meˆme de la repre´sentation de Steinberg. On note St(G) cette repre´sentation. On
veut calculer son transfert pour l’endoscopie tordue vers G˜N . On de´finit a priori ce qui sera le
re´sultat. Si G est un groupe endoscopique principal de G˜N , c’est-a`-dire si G 6= SO(2n), alors on
conside`re St(N) la repre´sentation de Steinberg de GN . Si G = SO(2n), on conside`re l’induite
St(N − 1) × ηG ou` ηG est le caracte`re trivial de F
× si G est de´ploye´ et est le caracte`re de´fini
par l’extension quadratique qui de´ploie G sinon. Pour unifier les notations, on note S˜t(G) cette
repre´sentation.
Lemme A.2. — Pour toute fonction f˜ ∈ H˜N ,
Tr θN
(
S˜t(G)(f˜ )
)
= Tr
(
St(G)(fG)
)
,
ou` fG est un transfert de f˜ a` G.
De´monstration. En [Moe14] il est montre´ (comme nous l’avons rappele´ ci-dessus) qu’il existe
un scalaire z tel que l’on ait pour tout f˜ ∈ H˜N ,
Tr θN
(
S˜t(G)(f˜ )
)
= z Tr
(
St(G)(fG)
)
,
et le point est de montrer que z = 1. Comme le transfert commute au module de Jacquet, on se
rame`ne aise´ment a` montrer cette e´galite´ pour n = 1. Les cas de SO(3) et SL(2) sont simples :
dans ces cas, on a :
(A.4.1) St(G) = IndGB(| |
x)− 1G,
ou` 1G est la repre´sentation triviale de G et x vaut 1/2 si G = SO(3) et 1 si G = SL(2).
Distinguons encore suivant que G = SL(2) ou SO(3). Dans le premier cas, on obtient que le
transfert de St(G) est la diffe´rence des traces tordue de l’induite | | × 1 × | |−1 et de la trace
tordue de la repre´sentation triviale, l’action de θ est celle qui est donne´e par la normalisation de
Whittaker. On remarque que l’induite | |×1×| |−1 a exactement deux sous-quotients irre´ductibles
dont la classe d’isomorphie est stable sous l’action de θ qui sont la repre´sentation triviale
de GL3(F ) et la repre´sentation de Steinberg ; chacune de ces repre´sentations a multiplicite´
un et he´rite de la ≪ bonne ≫ action de θ quand on a normalise´ l’action de θ sur l’induite
de fac¸on a` commuter a` la fonctionnelle de Whittaker. Donc la trace tordue de l’induite est
exactement la somme des traces tordues. Ainsi la trace tordue de S˜t(G) se calcule en faisant
la diffe´rence des traces tordues comme dans A.4.1 ce qui donne le re´sultat cherche´. Dans le cas
de G = SO(3), c’est encore plus simple car l’induite a` conside´rer est | |1/2 × | |−1/2 qui est de
longueur exactement deux contenant comme sous-quotients irre´ductibles la repre´sentation de
Steinberg et la repre´sentation triviale.
Il reste le cas ou` G = SO(2) de´ploye´ ou non. Ici St(G) est la repre´sentation triviale du tore. On
va d’abord traiter (avec l’aide de Waldspurger) le cas de SO(2) non de´ploye´. Le cas archime´dien
(dont on n’a pas besoin ici) est partiellement traite´ dans [FM] il manque juste l’interpre´tation
d’un signe en termes de facteurs de transfert. On conside`re la repre´sentation induite 1 × η de
GL2(F ) ou` η est le caracte`re quadratique de´terminant une extension E de F tel que SO(2) soit
les e´le´ments de normes un de E×. On note π˜ l’extension de cette repre´sentation a` G˜2 en imposant
que π˜(θ) pre´serve le mode`le de Whittaker. On peut de´crire facilement π˜(θ) (c’est analogue a`
[FM]) : notons B le sous-groupe de Borel de GL2(F ) et B0 son intersection avec SL2(F ). Alors
la restriction de Ind
GL2(F )
B (1 ⊗ η) a` SL2(F ) est exactement Ind
SL2(F )
B0
(1 ⊗ η)|B0 , c’est-a`-dire
l’induite du caracte`re η de B0 a` SL2(F ). Or cette dernie`re induite est la somme de deux sous-
modules irre´ductibles, π+⊕π− ou` par de´finition π+ est la sous-repre´sentation ayant le mode`le de
Whittaker. On remarque qu’ici θ(g) = g/det(g) et en particulier θ agit trivialement sur SL2(F ).
Ainsi π˜(θ) agit ne´cessairement par +1 sur π+. Evidemment π˜(θ) ne peut eˆtre identiquement
1 sinon π(g) = π(θ(g)) pour tout g ∈ GL2(F ) ce qui force le caracte`re central de π a` eˆtre
trivial alors qu’il ne l’est pas. Ainsi π˜(θ) vaut ne´cessairement −1 sur π−. Pour g ∈ SL2(F ), le
caracte`re de π˜ en gθ est exactement π+(g)− π−(g). Cette diffe´rence de caracte`re a e´te´ calcule´e
en terme d’endoscopie pour SL2(F ) par Labesse et Langlands : c’est le transfert endoscopique
du caracte`re trivial du meˆme SO(2, F ) mais ce n’est pas la meˆme correspondance endoscopique.
En reprenant les de´finitions, on ve´rifie que si δ ∈ SO(2, F ) correspond a` g ∈ SL2(F ) (ou plutoˆt
a` sa classe de conjugaison stable) dans l’endoscopie pour SL2(F ) alors δ
2 correspond a` la classe
de conjugaison stable de g pour l’endoscopie tordue pour GL2. Fort heureusement, pour un tel
couple (δ, g) on a l’e´galite´ des facteurs de transfert
∆SL2(F )(δ, g) = ∆GL2(F ).θ(δ
2, g).
Soit donc g ∈ SL2(F ) tel que les valeurs propres de g soient (α(g), α(g)
−1) avec α(g) dans E×.
Ne´cessairement α(g) est de norme un et de´termine donc un e´le´ment δ ∈ SO(2, F ). Ainsi δ et
δ−1 sont les e´le´ments de SO(2, F ) tel que le facteur de transfert ∆SL2(F )(δ, g) 6= 0 et d’apre`s
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[LL79], on a l’e´galite´ de caracte`res :
π+(g)− π−(g) =
∑
δ∈SO(2,F )
∆SL2(F )(δ, g).
D’apre`s ce que l’on a vu ci-dessus, pour ce point g, le terme de gauche est le caracte`re tordu
de π˜ et celui de droite est
∑
δ∈SO(2,F )∆GL2(F ).θ(δ
2, g) et ce sont les deux e´le´ments δ2 qui
correspondent a` la classe de conjugaison tordue stable de g. On obtient donc bien z = 1.
Il reste le cas ou` SO(2, F ) est de´ploye´, c’est-a`-dire SO(2, F ) ≃ F×. Dans ce cas, SO(2, F )
n’est pas associe´ a` une donne´e endoscopique elliptique de G˜2 mais est a` une donne´e endoscopique
elliptique de l’espace de Levi M˜ := (F××F×).θ ou` θ(t, t′) = (t
′−1, t−1). Le transfert des fonctions
est alors facile,
f˜ 7→
∫
F ∗
f˜M˜ (tt
′−1, t′)dt′.
L’analogue de la repre´sentation π˜ du paragraphe pre´ce´dent est tout simplement l’induite
irre´ductible du caracte`re trivial du Borel de GL2(F ), l’action de θ e´tant l’action triviale et la
formule de transfert des caracte`res est alors imme´diate.
A.5. Le cas des repre´sentations θ-induites. — Le transfert commute a` l’induction c’est
une des proprie´te´s cle´s mais on va utiliser cette proprie´te´ uniquement dans un cas tre`s particulier.
On suppose queG est de´ploye´, il contient donc un sous-groupe parabolique, P , de Levi isomorphe
a` GLn(F ) ; si G 6= SO(2n) a` conjugaison pre`s, il n’y a meˆme qu’un seul tel sous-groupe
parabolique, par contre si G = SO(2n), il y en a deux qui sont conjugue´s sous O(2n, F ). On
fixe ω une repre´sentation cuspidale irre´ductible unitaire de GLn(F ). Soit µ un caracte`re de
F× ; on conside`re d’une part la repre´sentation induite π(µ) := IndGP (ωµ) de G (si G = SO(2n)
on fixe l’un des choix) et d’autre part la repre´sentation induite de GLN (F ), π˜(µ) qui est soit
ωµ× ω∗µ−1 si N = 2n soit ωµ× 1× ω∗µ−1 si N = 2n+ 1. On munit π˜(µ) de l’action de θ qui
fixe la fonctionnelle de Whittaker ; cette action co¨ıncide avec l’action canonique de θ suivante :
on note Vω un espace dans lequel on re´alise ω ; alors ωµ se re´alise e´videmment dans Vω sans
aucun choix supple´mentaire. Par contre, on fixe un automorphisme A qui identifie l’espace de
ω∗, Vω∗ avec Vω et qui entrelace l’action de ω
∗ avec l’action g ∈ GLn(F ) 7→ ω(J
−1
n
tg−1Jn).
La repre´sentation induite se re´alise dans l’espace des fonctions sur GLN (F ) lisses a` support
compact modulo le bon parabolique et a` valeurs dans Vω ⊗ Vω∗ . Alors θ agit naturellement sur
cet espace par
∀g ∈ GL(N,F ), θ.f(g) = A−1 ⊗Af(θ(g)).
Cette action co¨ıncide avec l’action de θ pre´servant la fonctionnelle de Whittaker. La trace tordue
se calcule via le terme constant comme la trace tordue pour la repre´sentation ωµ ⊗ ω∗µ−1 de
(GLn(F )×GLn(F )).θ
′ ou` θ′(g, g′) = (θn(g
′), θn(g)) (avec θn de´fini comme θ). L’endoscopie avec
GLn(F ) est alors triviale. On de´duit du fait que le transfert commute a` l’induction, l’e´galite´ de
transfert :
∀f˜ ∈ H˜N , Tr θN
(
π˜(µ)(f˜)
)
= Tr
(
π(µ)(fG)
)
.
Il faut remarquer que fG est invariant sous l’action de O(2n, F ) si G = SO(2n, F ) est de´ploye´
et que ce re´sultat ne de´pend donc pas du choix du parabolique pour de´finir π(µ).
A.6. Globalisation d’apre`s Arthur et Chenevier-Clozel. — Le paragraphe qui suit est
tire´ de [Art13] 6.2.2 ; comme dans cette re´fe´rence il est suppose´ que le corps de nombres sur
lequel on se place a ≪ beaucoup≫ de places archime´diennes et que nous voulons le re´sultat sur Q,
on redonne les arguments. De plus on a ajoute´ une construction tire´e de [CC09] qui permet de
ne pas avoir de proble`me avec les caracte`res centraux des repre´sentations des groupes classiques.
La` aussi on de´vie du cadre de [CC09], puisque dans cet article c’est le cas de SO(2n + 1) qui
e´tait traite´ alors que l’ide´e nous sert justement a` traiter le cas des groupes classiques ayant un
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centre. La situation est donc maintenant globale, notre groupe classique G est de´fini sur un
corps de nombres, note´ F .
Le premier re´sultat utilise´ est un re´sultat local de´montre´ en [Art89b] 5.1 (voir aussi [CR10]) :
on fixe π une se´rie discre`te de G(R) et on conside`re fπ,st. Ici fπ,st est la somme des pseudo-
coefficients pour les se´ries discre`tes de G(R) dans le meˆme paquet stable que π. C’est une
fonction cuspidale et stable. Alors les inte´grales orbitales de fπ,st sont nulles en tout point non
semi-simple.
On fixe un caracte`re infinite´simal ν de G(R) que l’on suppose entier et loin des murs. Cela
entraˆıne que pour toute repre´sentation π∞ de G(R) unitaire, π∞ est une se´rie discre`te : en effet
d’apre`s [SR99], une telle repre´sentation est l’une des repre´sentations construites par Vogan et
Zuckermann ([VZ84]). Or ces repre´sentations n’ont un caracte`re infinite´simal ≪ loin des murs ≫
que si elles sont des se´ries discre`tes. On reprend aussi la notation de [Art13] 6.2.2 , mν avec
m ∈ N pour faire tendre ν vers l’infini dans une chambre de Weyl fixe´e et e´videmment mν
est toujours entier et loin des murs. On remarque alors aussi que quand mν est fixe´, les se´ries
discre`tes de G(R) ayant ce caracte`re infinite´simal sont dans un unique paquet de Langlands
si G 6= SO(2n) et par contre sont dans deux paquets de Langlands conjugue´s sous O(2n,R)
si G = SO(2n). On note donc fmν,st la somme des pseudo-coefficients comme ci-dessus. On
remarque aussi pour la suite que si πν est une se´rie discre`te de G(R) de caracte`re infinite´simal
ν, son caracte`re central ne de´pend que de ν, on le note χν (cela n’a d’inte´reˆt que si G(R) a un
centre non trivial) et χmν = χν : en effet pour calculer le caracte`re central, on e´crit πν comme
sous-quotient d’une se´rie principale ; dans cette se´rie principale les exposants des caracte`res par
leur multiple parm sans changer leur restriction a` −1 ∈ R et la nouvelle se´rie principale contient
comme sous-quotient une se´rie discre`te de caracte`re infinite´simal mν. D’ou` l’assertion.
On fixe V un nombre fini de places de Q contenant la place archime´dienne, le Vram de
[MW16] (c’est-a`-dire toutes les places de petites caracte´ristiques re´siduelles) et telles que le
lemme fondamental tordu soit vrai hors de V . On suppose que V a au moins deux places finies.
On en fixe une, note´e v0 et on suppose que G(Q) est de´ploye´ en cette place (la condition n’est
restrictive que si G = SO(2n) est quasi-de´ploye´ non de´ploye´). En la place v0, on note F0 le
comple´te´ de Q et on fixe une repre´sentation cuspidale irre´ductible unitaire ω0 de GLn(F0) tel
que pour tout caracte`re non ramifie´ ν de F×0 , la repre´sentation ω0ν n’est pas isomorphe a` sa
contragre´diente ω∗0ν
−1. Alors pour tout ν comme pre´ce´demment et pour tout parabolique P de
G(F0) de sous-groupe de Levi GLn(F0) l’induite Ind
G(F0)
P ω0ν est irre´ductible. On reprend une
ide´e de [CC09] : on fixe une fonction f0 sur G(F0) dont la composante de Paley-Wiener est
nulle pour toute composante (M,σ) ou` M est un sous-groupe de Levi de G(F0) diffe´rent de
GLn(F0) ou e´gal a` GLn(F0) mais alors σ 6∼ ων pour tout ν caracte`re unitaire non ramifie´ de
F×0 . On impose en plus a` f0 de ve´rifier f0(1) 6= 0 ce qui ne pose pas de proble`me en utilisant la
formule de Plancherel. On note χω le caracte`re central de ω et on remarque que pour z dans le
centre deG(F0) (c’est-a`-dire z = 1 ou z = −1 ce qui ne peut se produire que si G 6= SO(2n+1)),
on a z.f0 = χω(z)f0.
On de´finit f˜0 ∈ I(G˜N ) de tel sorte que f0 en soit un transfert : la composante de Paley-
Wiener de cette fonction est nulle sauf sur la composante associe´ a` M˜ , ω˜ ou` M˜ est le transfert
du Levi M = GLn(F0) de G(F0) et ω˜ est le transfert de ω c’est-a`-dire essentiellement ω ⊗ ω
ou ω⊗ ω⊗ 1. Et les termes constants de f˜0 ont pour transfert le terme constant de f0 pour ces
Levi mais l’ope´ration de transfert est ici assez e´vidente.
On fixe ν et ω et on demande a` ω d’avoir comme caracte`re central restreint au centre deG(R)
le caracte`re χν . On note V
′ le sous-ensemble de V dont on a enleve´ v0 et l’infini. Pour toute place
v de Q dans V ′, on fixe fv un pseudo-coefficient de la repre´sentation de Steinberg. On note 1KV
la fonction caracte´ristique du compact G(Ov). Alors la fonction f
G(mν) := 1KV f0fmν ×v∈V ′ fv
est invariante sous l’action du centre de G(Q). C’est en plus une fonction cuspidale en au moins
deux places et dont les inte´grales orbitales en les e´le´ments non semi-simples sont nuls (car cela
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est vrai pour fmν). On fixe aussi f˜mν une fonction cuspidale de Icusp(G˜N ) dont le transfert a`
G(R) est la fonction fmν et pour tout v ∈ V
′, une fonction cuspidale dans Icusp(G˜N (Fv′))) qui
a fv′ comme transfert a` G(Fv′) (ici on utilise bien que ce ne soit pas utile le fait que fv′ est
naturellement dans SIGcusp). On pose f˜(mν) := 1K˜V f˜0f˜mν ×v∈V ′ f˜v ou` K˜
V est GLN (O
V ). θN .
Comme la notation le sugge`re, fG est un transfert de f˜ pour l’endoscopie tordue.
Soit cV un caracte`re pour l’alge`bre de Hecke sphe´rique de G(QV ) et c˜V son transfert a`
GLN (Q
V ). Pour m, ν, ω comme ci-dessus ; on fixe aussi µ0 un caracte`re non ramifie´ de F
×
0
et on note ΠG(cV ,mν, µ0) l’ensemble des repre´sentations automorphes de carre´ inte´grable de
G(AQ) qui ontmν comme caracte`re infinite´simal a` l’infini, qui sont non ramifie´es hors de V et se
transforment sous le caracte`re cV pour l’action de l’alge`bre de Hecke sphe´rique, qui en V ′ sont les
repre´sentations de Steinberg et qui en v0 sont isomorphes a` l’une des induites IndP (µ0⊗ω) pour
P l’un des paraboliques de G(F0) de Levi GLn(F0). On note π˜(c˜
V ,mν, µ0) la repre´sentation
de GLN (AQ) qui hors de V est la repre´sentation non ramifie´e correspondant a` c˜
V qui en toute
place de V ′ est le transfert de la repre´sentation de Steinberg de G(Fv′) et qui en v0 est l’induite
ωµ0 × ω
∗µ−10 si N est pair et de ωµ0 × ω
∗µ−10 × 1 si N est impair.
Arthur a de´montre´ le re´sultat suivant (en des termes diffe´rents) ; on note ici i(G) la constante
i(G˜N , G) qui intervient dans la stabilisation de la formule des traces, la seule chose importante
pour nous est que c’est un nombre rationnel positif.
The´ore`me A.3 ([Art13] 6.2.2). — Pour m suffisamment grand, il existe cV et µ0 tel que
l’ensemble ΠG(cV ,mν, µ0) soit non vide. Alors π˜(c˜
V ,mν, µ0) est une repre´sentation automorphe
qui intervient dans la partie discre`te de la formule des traces pour G˜N .
De plus pour toute fonction f˜∞V dans ⊗v∈V−{∞}I(G˜N (Fv)) dont on note f
G,∞
V un transfert
a` G(QV−{∞}) on a l’e´galite´ de transfert :
Tr θN
(
π˜(c˜V ,mν, µ0)(f˜
∞
V fmν1
V
K˜
)
)
= i(G)
∑
π∈ΠG(cV ,mν,µ0)
m(π) Tr
(
π(fG,∞V fmν1KV )
)
,
ou` m(π) est un entier positif.
De´monstration. On reprend la de´monstration de loc.cit. On note IGgeo() et I
G
spec() le coˆte´
ge´ome´trique et le coˆte´ spectral de la formule des traces pour G et SIGgeo le coˆte´ ge´ome´trique de
la formule des traces stables pour G et IG˜Ngeo I
G˜N
spec les coˆte´s de la formule des traces tordues ; on a
supprime´ le V de la notation mais c’est bien pour cet ensemble de places fixe´ que ces objets sont
de´finis. La premie`re remarque est f˜mν n’a de transfert non nul que pour la donne´e endoscopique
associe´e a` G(R). Ainsi la stabilisation de la formule des traces pour G˜N (Q) = GLN (Q). θ se
re´duit a` :
IG˜Ngeo (f˜(mν)) = i(G) SI
G
geo(f
G(mν)).
Mais de meˆme fmν est dans SIcusp(G(R)) et ses transferts aux groupes endoscopiques elliptiques
propres de G(R) sont nuls d’ou` encore :
SIGgeo(f
G(mν)) = IGgeo(f
G(mν)).
La fonction fG(mν) est cuspidale en au moins deux places ; le coˆte´ ge´ome´trique de la formule des
traces se re´duit donc aux inte´grales orbitales. En plus fmν a ses inte´grales orbitales non semi-
simple nulles et ce coˆte´ ge´ome´trique se re´duit donc a` une somme avec des coefficients explicites
(des volumes) pour les inte´grales semi-simples. La de´pendance de ses inte´grales quandm grandit
est explicite´ par Harish-Chandra comme le montre [Art13]. Cela assure que IGgeo(f
G(mν)) est
certainement non nul pourm grand si la somme des inte´grales orbitales en les e´le´ments centraux
de G(Q) est non nulle. Or la fonction fG(mν) est invariante sous l’action de ce centre par
construction et il suffit donc que fG(mν)(1) 6= 0. Or il est clair que 1KV (1) = 1, fmν(1) n’est
pas nul par le calcul d’Harish-Chandra, f0(1) 6= 0 car on l’a construit comme cela et pour tout
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v ∈ V tel que fv est un pseudo coefficient d’une repre´sentation de Steinberg, on a aussi fv(1) 6= 0
par la formule de Plancherel. D’ou` la non nullite´ cherche´e.
Ainsi on a aussi une non nullite´ du coˆte´ spectral :
IG˜Nspec(f˜(mν)) = I
G
spec(f
G(mν)) 6= 0,
pourm suffisamment grand. Comme fG(mν) est non ramifie´ hors de V , il existe un caracte`re cV
comme ci-dessus tel que G(AQ) ait des repre´sentations non ramifie´es hors de V se transformant
suivant le caracte`re cV pour l’alge`bre de Hecke sphe´rique et intervenant dans la partie discre`te
de la formule des traces pour G. En transfe´rant a` G˜N , on trouve donc une repre´sentation
automorphe π˜(cV ) de GLN (AQ) invariante sous θ et dont la θ-trace n’annule pas la fonction
f˜(mν). Par les the´ore`mes de multiplicite´s un fort cette repre´sentation est uniquement de´termine´
par le choix de cV ou plutoˆt son transfert c˜V .
Montrons que cette repre´sentation a les proprie´te´s annonce´es dans l’e´nonce´ : d’abord on
conside`re la place archime´dienne. On note π˜∞ la composante de π˜(c
V ). On rappelle que f˜mν
est une fonction cuspidale. On e´crit la θ-trace de π˜∞ dans le groupe de Grothendieck des θ-
repre´sentations avec comme base les induites de repre´sentations θ-elliptiques. Et f˜mν est de
trace nulle sur les induites propres, il ne reste que la contribution des θ-elliptiques mais comme
f˜mν est un pseudo coefficient de la repre´sentation θ-elliptique de caracte`re infinite´simal m˜ν (le
transfert de mν)le caracte`re infinite´simal de π˜∞ est aussi m˜ν. Quand on e´crit π˜(c
V ) comme
induite de repre´sentation de carre´ inte´grable, on voit que le fait que mν soit loin des murs force
π˜∞ a` eˆtre cette repre´sentation θ-elliptique. Cela force en meˆme temps π˜(c
V ) a` eˆtre une induite
de repre´sentations cuspidales (et pas seulement de repre´sentations de carre´ inte´grable).
On conside`re maintenant une place v ∈ V qui n’est ni l’infini ni v0. Avec la meˆme
de´monstration que ci-dessus on ve´rifie que π˜(cV )v est un sous-quotient de la se´rie principal qui
admet aussi le transfert de la repre´sentation de Steinberg comme sous-quotient. En utilisant
le fait que π˜(cV )v est ne´cessairement une induite de composantes locales de repre´sentations
cuspidales (globales) cela force π˜(cV )v a eˆtre en plus tempe´re´e (bien que l’on ne connaisse pas
la conjecture de Ramanujan) ; il n’y a plus de choix si G 6= SO(2n), π˜(cV )v est ne´cessairement
la repre´sentation de Steinberg. Et si G = SO(2n) c’est ne´cessairement l’induite St(2n)× ηv ou`
ηv est le caracte`re quadratique de´terminant la forme orthogonale.
Il reste la place v0 ; traitons le cas ou` G = Sp(2n) sinon il faut enlever µ3 dans ce qui suit. En
utilisant le fait que Tr π˜(cV )v0(f˜0) 6= 0, on voit qu’il existe des caracte`res non ramifie´s µ1, µ2, µ3
tel que π˜(cV )v0 = ωµ1 × ω
∗µ2 × µ3. Comme cette repre´sentation est ne´cessairement autoduale
(en tenant aussi compte des proprie´te´s de ω), on a µ2 = µ
−1
1 et µ
2
3 = 1. Mais le caracte`re central
de cette repre´sentation est ne´cessairement trivial car il fait partie de la donne´e endoscopique
lie´e a` G et donc µ3 = 1. Ainsi en posant µ0 := µ1, on a montre´ la totalite´ des proprie´te´s voulues.
On e´crit la stabilisation de la partie discre`te de la formule des traces pour G˜N conforme´ment
a` [MW16]. En fixant le caracte`re c˜V , dans ce coˆte´ spectral il n’y a que la trace tordue de
π˜(cV ). Dans la stabilisation, a priori d’autres donne´es endoscopiques elliptiques que G peuvent
apparaˆıtre mais on ne calcule les distributions que sur les fonctions f˜∞V 1K˜V f˜mν (avec les nota-
tions de l’e´nonce´). Le fait que les transferts de f˜mν sont nuls sauf pour la donne´e endoscopique
elliptique lie´e a` G, simplifie la stabilisation en, pour tout f˜∞V
(A.6.1) Tr θN
(
π˜(c˜V ,mν, µ0)(f˜
∞
V fmν1
V
K˜
)
)
= i(G)
∑
π∈ΠG(cV ,mν)
m(π) Tr
(
π(fG,∞V fmν1KV )
)
,
ou` ΠG(cV ,mν) est l’ensemble des repre´sentations automorphes de G(A) non ramifie´es hors de
V et y correspondant au caracte`re cV de l’alge`bre de Hecke sphe´rique et ayant mν comme
caracte`re infinite´simal ; m(π) est la multiplicite´ dans la partie discre`te stable du coˆte´ spectral.
On a de´ja` vu que l’on pouvait enlever le mot stable et m(π) est donc la multiplicite´ dans la
partie discre`te de la formule des traces pour G et cette multiplicite´ est positive car la re´gularite´
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du caracte`re infinite´simal fait que l’on ne voit pas les termes venant des paraboliques propres.
Il reste juste a` montrer que l’on peut encore remplacer ΠG(cV ,mν) par ΠG(cV ,mν, µ0) : pour
cela on remarque que l’e´galite´ (A.6.1) est une e´galite´ de transfert en toute place de V sauf la
place archime´dienne. Mais on sait que le terme de gauche est un transfert de la repre´sentation
irre´ductible et stable ⊗v∈V−{∞,v0}Stv ⊗ Ind
G
P (ωµ0) (il n’y a pas a` distinguer suivant les deux
paraboliques possibles si G = SO(2n) car le transfert des fonctions donnent une fonction inva-
riante sous O(2n)). Avec l’inde´pendance line´aire des caracte`res on obtient l’assertion cherche´e.
Et ceci finit la de´monstration du the´ore`me.
Corollaire A.4. — Le facteur de transfert z(ψ) est e´gal a` 1 de`s que m est suffisamment grand
(ou` ψ est le parame`tre de Langlands du paquet de se´ries discre`tes de caracte`re infinite´simal mν)
De´monstration. On reprend les de´finitions et notations du the´roe`me pre´ce´dent. On remarque
que pour tout f˜∞V on a l’e´galite´ de transfert :
Tr θN
(
⊗v∈V−{∞}π˜(c
V ,mν, µ0)(f˜
∞
V )
)
= Tr
(
⊗v∈V−{∞,v0}Stv ⊗ Ind
G
Pωµ0(f
G,∞
V )
)
.
On reporte dans le the´ore`me en utilisant aussi le lemme fondamental hors de V et on trouve
finalement
Tr θN
(
π˜(cV ,mν, µ0)∞(f˜mν)
)
= i(G)
∑
π∈ΠG(cV ,mν,µ0)
m(π) Tr (π∞(fmν)) .
Et comme fmν est la somme des pseudo-coefficients pour toutes les se´ries discre`tes deG(R) ayant
mν comme caracte`re infinite´simal, le terme de droit vaut exactement i(G)
∑
π∈ΠG(cV ,mν,µ0)
m(π).
Le terme de gauche vaut avec (A.1) z(ψ)−1. Comme z(ψ) est de valeur absolue 1, cela force
z(ψ) = 1
A.7. Le cas ge´ne´ral. — On reprend la meˆme construction que pre´ce´demment en suivant
encore [Art13] 6.2.2. Mais maintenant on a le re´sultat aux places archime´diennes de`s que le
caracte`re infinite´simal est suffisamment grand. On a toujours le re´sultat aux places p-adiques
si l’on ne conside`re que les repre´sentations de Steinberg. On fixe donc une extension de Q
ayant au moins deux places archime´diennes. On fixe u l’une de ces places archime´diennes et
on fixe un paquet de se´ries discre`tes en cette place indexe´ par un parame`tre ψ ; on conside`re
encore un pseudo coefficient dans SIcusp(G(R)) relatif a` ce paquet et on note ψ le parame`tre de
Langlands du paquet. On fixe aussi V un ensemble fini de places contenant Vram (cf. [MW16])
et en ces places, quand elles sont p-adiques, on s’inte´resse comme ci-dessus a` des repre´sentations
de Steinberg. Aux places archime´diennes, on a soit la place u ou` on a fixe´ le paquet de se´ries
discre`tes soit des places ou` encore une fois on s’autorise un caracte`re infinite´simal tendant vers
l’infini en e´tant loin des murs.
The´ore`me A.5. — Le facteur de transfert z(ψ) est e´gal a` 1.
De´monstration. C’est exactement la meˆme de´monstration que ci-dessus. On n’a pas besoin de la
place v0 introduite ci-dessus et de la repre´sentation induite en cette place puisqu’elle n’e´tait la`
que pour ne pas devoir imposer aux paquets de se´ries discre`tes conside´re´s d’avoir un caracte`re
central trivial. Mais maintenant on a re´gle´ le cas de tous les paquets de se´ries discre`tes aux
places archime´diennes de`s que le caracte`re infinite´simal est grand.
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