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CONTINUIDAD AUTOMA´TICA EN A´LGEBRAS DE FUNCIONES
DIFERENCIABLES
El presente trabajo muestra a un estudiante de pregrado de matema´tica demostracio-
nes de los principales resultados que encierra la teor´ıa de la continuidad automa´tica
en a´lgebras de funciones diferenciables, de manera que pueda entender co´mo traba-
jan y co´mo pueden aplicarse. Se expone el Teorema principal de acotacio´n, el cual
se desarrolla sobre a´lgebras de Sˇilov, en particular sobre el espacio Cn([0, 1]). En
consecuencia, se establecen resultados de continuidad automa´tica para el caso de las
suba´lgebras densas Ck([0, 1]) de Cn([0, 1]), con k = 2n o k = 2n+ 1.
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AUTOMATIC CONTINUITY IN ALGEBRAS OF
DIFFERENTIABLE FUNCTIONS
This work shows to mathematical undergraduate student, demonstrations of the
main results that encloses the automatic continuity theory in algebras of differentia-
ble functions, so you can understand how they work and how they can be applied.
Is presented the main boundedness theorem, which is developed on Sˇilov algebras,
in particularly, on the space Cn([0, 1]). Consequently, is established automatic con-
tinuity results for the case of dense subalgebras Ck([0, 1]) of Cn([0, 1]), with k = 2n
or k = 2n+ 1.
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Universidad Central del Ecuador Continuidad Automa´tica
INTRODUCCIO´N
La continuidad automa´tica es una disciplina que se ocupa principalmente de inves-
tigar la continuidad de operadores T actuando entre dos espacios de Banach A y B,
sobre los que acontece alguna perfeccio´n de naturaleza algebraica. Esta disciplina
es el principal campo de las a´lgebras de Banach y en ella existe una gran cantidad
de investigacio´n. En toda su generalidad el tema de la continuidad automa´tica se
ocupa de la siguiente pregunta: Si T es un homomorfismo del espacio de Banach A
en el espacio de Banach B, ¿bajo que´ condiciones algebraicas sobre T , A y/o B es
posible concluir que T es una aplicacio´n acotada?
La continuidad de las derivaciones y de los homomorfismos constituye un problema
fundamental en el campo de las a´lgebras de Banach. Ma´s au´n, el estudio de las deri-
vaciones e isomorfismos en a´lgebras de Banach y, fundamentalmente en los espacios
Cn([0, 1]) de las a´lgebras de Banach de funciones continuas n veces diferenciables
a valores complejos en el intervalo [0, 1], con n ≥ 0, por su ı´ntima conexio´n con
algunos modelos matema´ticos de los sistemas dina´micos.
Los principales resultados de continuidad automa´tica se encuentran en la teor´ıa de
a´lgebras de Banach, donde la continuidad de homomorfismos bajo hipo´tesis adecua-
das es parte de la teor´ıa esta´ndar. La continuidad de un funcional lineal multiplica-
tivo en un a´lgebra de Banach con unidad es la semilla de la cual los resultados de
la continuidad automa´tica de homomorfismos crecieron.
En el art´ıculo desarrollado por Bade, W. G. Curtis, P. C. y Laursen, K. B. (1977) de
nombre “Automatic Continuity in Algebras of Differentiable Functions” se presentan
los principales resultados que encierra esta teor´ıa. En el art´ıculo que lleva el mismo
nombre, desarrollado por Laursen, K. B. (1976), el cual servira´ de base para el
desarrollo de este trabajo, se resumen algunos de ellos; sin embargo la mayor´ıa de
teoremas que se exhiben en e´l, se encuentran sin demostracio´n o con demostraciones
a breves rasgos. Por tal motivo, el presente trabajo esta´ destinado a realizar las
pruebas necesarias de manera que el art´ıculo pueda ser entendido por un estudiante
de pregrado de matema´tica.
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En resumen, el presente trabajo puede ser explicado de la siguiente forma: el Teorema
principal de acotacio´n establece la continuidad bilineal de una aplicacio´n T , la clase
de a´lgebras de Banach a las que se aplica este teorema son las a´lgebras de Sˇilov
entre las que se encuentra el espacio Cn([0, 1]). Como principales consecuencias del
Teorema principal de acotacio´n se tiene que si A = C(X), las funciones continuas
en el espacio compacto X, T es continua en alguna suba´lgebra densa de C(X); sin
embargo, el ana´logo de este resultado produce un error cuando A = C1([0, 1]). No
obstante, los resultados de continuidad se pueden establecer para el caso de las
suba´lgebras densas Ck([0, 1]) de Cn([0, 1]), con k = 2n o k = 2n+ 1.
En el Cap´ıtulo 2 se dan a conocer los requerimientos previos para el desarrollo
del trabajo, es decir, definiciones y resultados conocidos que se han enunciado sin
demostracio´n; sin embargo, tambie´n se incluye la definicio´n de a´lgebras de Sˇilov y
sus respectivas implicaciones, las cuales si han requerido de la inclusio´n de un prueba
en sus resultados. En el Cap´ıtulo 3 se desarrolla la primera parte del art´ıculo elegido,
el cual se centra en los resultados de continuidad automa´tica de un homomorfismo
que aplica un a´lgebra de Sˇilov en un espacio de Banach cualquiera. El resultado ma´s
fuerte de este cap´ıtulo lo constituye el denominado Teorema principal de acotacio´n.
En el Cap´ıtulo 4 se desarrolla la teor´ıa de continuidad automa´tica en los espacios
Cn([0, 1]), n ≥ 0, pues constituyen las a´lgebras de Sˇilov ma´s simples. Finalmente, en
el Cap´ıtulo 5 se presentan ciertos ejercicios pra´cticos de la teor´ıa.
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CAPI´TULO 1
PRESENTACIO´N DEL PROBLEMA
1.1. Planteamiento del problema
La matema´tica desempen˜a un papel de elevada importancia en la educacio´n inte-
lectual de todo estudiante y, como toda ciencia, presenta un sinf´ın de problemas
que por s´ı mismos, suponen un desaf´ıo para la inteligencia. Requiere de cualidades
indispensables como la lo´gica, la precisio´n, el rigor, la abstraccio´n, la formalizacio´n
y la belleza, las cuales ayudan a discernir lo esencial de lo general.
Es claro que algunas personas tienen un talento especial para esta materia y a otros
les cuesta un poco ma´s entender los conceptos e ideas; sin embargo, la matema´tica
esta´ en todo lo que nos rodea, acercarse a ella puede ser una pra´ctica emocionante
y seductora.
Durante los u´ltimos an˜os se han propuesto varios modelos y te´cnicas para lograr que
los estudiantes mejoren su proceso cognitivo en esta a´rea, para que la ensen˜anza se
vuelva ma´s agradable y adquiera cada d´ıa ma´s seguidores. La interrogante que surge
ahora es co´mo adquirir esa contribucio´n activa cuando los estudiantes demuestran
que el tema les disgusta o no les importa. Una de las formas ma´s efectivas para
lograr esa motivacio´n es mostrar explicaciones claras del tema, sin dejar nada a la
confusio´n, pues las personas pierden el a´nimo cuando se enfrentan a algo que no
entienden o no saben co´mo funciona.
1.2. Formulacio´n del problema
Desde siempre, la observacio´n y la evidencia han sido fuentes primarias del cono-
cimiento matema´tico. Un estudiante de pregrado de esta carrera debe entender lo
que demuestra en vez de so´lo aceptarlo forzado por la lo´gica. Por tanto, presentar
una resolucio´n meto´dica y comprensible de afirmaciones despertara´ el intere´s de los
estudiantes en la exploracio´n de la ciencia.
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1.3. Objetivos de la investigacio´n
1.3.1. Objetivo general
Exponer los principales resultados que encierra la Teor´ıa de Continuidad Automa´ti-
ca: la estructura de un a´lgebra de Sˇilov, el Teorema Principal de Acotacio´n y los
homomorfismos en a´lgebras de funciones diferenciables; sin omitir detalles en la
demostracio´n de los mismos.
1.3.2. Objetivos espec´ıficos
Describir los requerimientos matema´ticos ba´sicos que servira´n para el desa-
rrollo de las demostraciones de los resultados de la Teor´ıa de Continuidad
Automa´tica.
Demostrar los resultados ma´s relevantes de la estructura de un a´lgebra de
Sˇilov.
Demostrar el Teorema Principal de Acotacio´n e inferir las implicaciones de la
continuidad bilineal.
Aplicar las deducciones anteriores al espacio Cn([0, 1]), n ≥ 0, y demostrar las
implicaciones encontradas.
1.4. Justificacio´n
La Continuidad Automa´tica en a´lgebras de Banach es un a´rea que combina elementos
de ana´lisis, a´lgebra y topolog´ıa. El art´ıculo “Automatic continuity in Algebras of
Differentiable functions” desarrollado por Laursen, K. (1976) encierra los principales
resultados ba´sicos de esta teor´ıa, sin embargo, se encuentran con demostraciones
simples que requieren de una expansio´n, de modo que sean comprendidos por un
estudiante de la carrera de ingenier´ıa en matema´tica a nivel de pregrado.
Se ha escogido el mencionado art´ıculo puesto que constituye la base del desarrollo
de la Teor´ıa de Continuidad Automa´tica en aplicaciones autoadjuntas, funcionales
y operadores lineales multiplicativos, aplicaciones invariantes por traslacio´n y los
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cla´sicos Teoremas de Kaplansky y Johnson. Adema´s, durante la u´ltima de´cada se
esta´ desarrollando la continuidad automa´tica inversa que genera un nu´mero sorpren-
dente de nuevos resultados y preguntas abiertas interesantes.
Estos antecendentes proponen a los estudiantes de nivel de pregrado una amplia
posibilidad de exploracio´n en la Continuidad Automa´tica, de modo que exploten su
afinidad por las matema´ticas.
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CAPI´TULO 2
REQUERIMIENTOS PREVIOS
En este cap´ıtulo se enuncian los conceptos ba´sicos y algunos resultados necesarios
para el desarrollo del trabajo. Los espacios vectoriales estara´n definidos sobre el
cuerpo de los nu´meros reales R o sobre el cuerpo de los nu´meros complejos C, y K
denotara´ cualquiera de estos dos cuerpos indistintamente. Cuando aparezcan varios
espacios vectoriales relacionados, se entendera´ que todos esta´n definidos sobre el
mismo cuerpo. Si λ ∈ K entonces |λ| denotara´ el valor absoluto o el mo´dulo de λ
dependiendo si K es R o C, respectivamente.
2.1. Espacios normados
Definicio´n 2.1.1. Un espacio vectorial sobre un cuerpo K es un conjunto no
vac´ıo X sobre el que esta´n definidas dos aplicaciones, suma y producto por un esca-
lar, respectivamente
+ : X ×X → X
(x, y) → x+ y
· : K×X → X
(λ, x) → λ · x
que verifican las siguientes propiedades:
a) x+ y = y + x, ∀x, y ∈ X.
b) (x+ y) + z = x+ (y + z),∀x, y, z ∈ X.
c) ∃ 0 ∈ X tal que x+ 0 = 0 + x = x,∀x ∈ X.
d) ∀x ∈ X, ∃(−x) ∈ X tal que x+ (−x) = (−x) + x = 0.
e) 1 · x = x, ∀x ∈ X.
f) λ · (µ · x) = (λµ) · x,∀λ, µ ∈ K,∀x ∈ X.
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g) (λ+ µ) · x = λ · x+ µ · x, ∀λ, µ ∈ K, ∀x ∈ X.
h) λ · (x+ y) = λ · x+ λ · y,∀λ ∈ K,∀x, y ∈ X.
Los elementos de un espacio vectorial se llaman vectores y los elementos del cuerpo
K se llaman escalares. Usualmente, el espacio vectorial se denota como (X,K,+, ·).
Propiedades 2.1.1. Si X es un espacio vectorial, entonces
a) 0 · x = 0
b) (−1) · x = −x
para todo x ∈ X
Definicio´n 2.1.2. Se llama subespacio vectorial de un espacio vectorial X a
cualquier subconjunto no vac´ıo S ⊂ X que es espacio vectorial con las mismas
operaciones definidas sobre X.
Proposicio´n 2.1.1. Sea S un subconjunto de un espacio vectorial X. Entonces S
es un subespacio vectorial si y so´lo si
a) Si x, y ∈ S, entonces x+ y ∈ S.
b) Si λ ∈ K y x ∈ S, entonces λx ∈ S
La motivacio´n ma´s sencilla para introducir el concepto de norma sobre un espacio
vectorial es generalizar la nocio´n de valor absoluto y mo´dulo en R y C, respectiva-
mente
Definicio´n 2.1.3. Sea X un espacio vectorial sobre K. Una norma sobre X es una
aplicacio´n definida del siguiente modo
‖ · ‖ : X → R+
x → ‖x‖,
de manera que
a) ‖x‖ = 0 si, y so´lo si, x = 0.
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b) ‖x+ y‖ ≤ ‖x‖+ ‖y‖,∀x, y ∈ X.
c) ‖λx‖ = |λ|‖x‖, si x ∈ X y λ es un escalar.
La propiedad b) se denomina desigualdad triangular y X se denomina espacio
normado.
Usualmente, el espacio normado se denota como (X, ‖ · ‖). En la pra´ctica, para
simplificar la notacio´n, se escribira´ simplemente X. Si K = R se dice que el espacio
normado es real, y si K = C se dice que es complejo.
En este punto surge la pregunta: ¿que´ tipo de consecuencias se desprenden del hecho
de que un espacio vectorial este´ dotado de una norma? Veamos en primer lugar, que
si X es un espacio normado, entonces podemos definir una distancia en dicho espacio.
Concretamente se ve que la aplicacio´n
d : X ×X → R+ ∪ {0}
definida por
d(x, y) := ‖x− y‖,
es, en virtud de las propiedades de la norma, una distancia en X. Esta distancia d,
llamada distancia inducida por la norma, permite definir una topolog´ıa en X.
Definicio´n 2.1.4. Sea x ∈ X y r ∈ R+ se define B(x, r), la bola abierta de
centro x y radio r, como el conjunto de los puntos cuya distancia al centro es
estrictamente menor que el radio, es decir,
B(x, r) = {y ∈ X : d(y, x) < r}.
La topolog´ıa del espacio normado X es la del espacio me´trico inducido por su nor-
ma, que tiene como base la familia de las bolas abiertas de centro x y radio r,
{B(x, r)|x ∈ X, r > 0}.
En cualquier espacio normado X, la topolog´ıa asociada a su distancia suele denomi-
narse topolog´ıa de la norma. Salvo que se especifique lo contrario, en adelante,
cualquier nocio´n topolo´gica que se maneje en un espacio normado se refiere siempre
a la topolog´ıa de la norma.
8
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La topolog´ıa de un espacio normado tiene propiedades especiales que no tienen
sentido en un espacio me´trico general. En un espacio normado la distancia
d(x, y) = ‖x− y‖ es invariante por traslaciones, es decir,
d(x, y) = d(a+ x, a+ y)
y como consecuencia, la bola B(x, r) = x+B(0, r) es la traslacio´n de la bola B(0, r).
La distancia tambie´n se comporta bien con las homotecias respecto al origen:
d(λx, λy) = |λ|d(x, y).
Definicio´n 2.1.5. Sea S ⊂ X. Se dice que x ∈ S es un punto interior de S si
existe r > 0 tal que B(x, r) ⊂ S. Se llama interior de S al conjunto
S˚ = {x ∈ S : x es punto interior de S}.
Se tiene que S es abierto si y so´lo si S = S˚.
La familia de los abiertos, es decir, la topolog´ıa de X, se denotara´ por τ(X, ‖ · ‖),
para hacer expl´ıcito que depende de la norma. Cuando este´ claro la norma que se
esta´ considerando se escribira´ simplemente τ .
Es fundamental recordar que la familia de los abiertos τ es estable frente a intersec-
ciones finitas y uniones arbitrarias y que {X, ∅} ⊂ τ .
Definicio´n 2.1.6. Sea S ⊂ X. Se dice que x ∈ X es un punto de adherencia
de S si para todo r > 0 se tiene que B(x, r) ∩ S 6= ∅. Se llama clausura de S al
conjunto
S = {x ∈ X : x es punto de adherencia de S}.
Si S = S, se dice que S es cerrado.
Definicio´n 2.1.7. Una sucesio´n en X es una aplicacio´n
x : N → X
n → x(n) = xn,
que a cada nu´mero natural hace corresponder un elemento de X. Se suele identificar
la sucesio´n con el conjunto ordenado de sus ima´genes, por lo que se escribe (xn)n∈N.
9
Universidad Central del Ecuador Continuidad Automa´tica
Definicio´n 2.1.8. Sea (xn)n∈N en X y sea n : N → N una funcio´n estrictamente
creciente. A la composicio´n x ◦ n se le llama subsucesio´n de x, es decir,
N→ N → X
k → n(k) = nk → x ◦ n(k) = xn(k).
Una subsucesio´n es una seleccio´n de infinitos elementos de la sucesio´n (xn) conser-
vando el orden de aparicio´n.
Definicio´n 2.1.9. Dada una sucesio´n (xn)n∈N de puntos de X, se dice que converge
al punto x, y se escribe xn → x, si
∀  > 0,∃ N ∈ N tal que ‖xn − x‖ < ,∀n > N.
Corolario 2.1.1. Sea S un subconjunto de X, S es cerrado si y so´lo si dada cual-
quier sucesio´n (xn)n∈N contenida en S y xn → x, entonces x ∈ S.
Definicio´n 2.1.10. Sea S un subconjunto de X, S se dice compacto si toda su-
cesio´n (xn)n∈N de elementos de S admite una subsucesio´n (xk(n)) convergente a un
punto de S.
Definicio´n 2.1.11. Sean (X, ‖ · ‖X) y (Y, ‖ · ‖Y ) dos espacios normados. Se dice
que una aplicacio´n T : X → Y es continua en x0 ∈ X cuando
∀  > 0,∃ δ > 0 tal que ‖x− x0‖X < δ ⇒ ‖T (x)− T (x0)‖Y < .
Si T es continua en todo x ∈ X, se llama aplicacio´n continua.
Observacio´n. En particular, C(X) denotara´ el conjunto de las aplicaciones
continuas definidas en un espacio compacto X y con valores en Y ⊆ C.
Proposicio´n 2.1.2. T : X → Y es continua en x0 si y so´lo si toda sucesio´n (xn)n∈N
que converge a x0 verifica T (xn)→ T (x0).
Proposicio´n 2.1.3. Si X, Y y Z son espacios normados y las aplicaciones
T : X → Y y R : Y → Z son continuas, entonces, la composicio´n, definida por
R ◦ T : X → Z
x → R(T (x)),
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es continua.
Definicio´n 2.1.12. Sean (X, ‖ · ‖X) y (Y, ‖ · ‖Y ) dos espacios normados. Se dice
que la aplicacio´n T : X → Y es una isometr´ıa, es decir, conserva las distancias
entre los puntos, si
‖x− y‖X = ‖T (x)− T (y)‖Y ,∀x, y ∈ X.
Definicio´n 2.1.13. Una sucesio´n (xn) en un espacio normado X se dice que es una
sucesio´n de Cauchy si para cada  > 0 existe algu´n N ∈ N de modo que
∀ n,m > N ⇒ ‖xn − xm‖ < .
Claramente, toda sucesio´n convergente es tambie´n de Cauchy, mientras que el rec´ıpro-
co no es cierto; por ejemplo en el espacio de los nu´meros racionales.
Definicio´n 2.1.14. Un espacio normado X se dice que es completo si toda suce-
sio´n de Cauchy converge, es decir, existe un elemento del espacio que es el l´ımite de
la sucesio´n.
Cuando el espacio normado es completo se lo llama espacio de Banach. La teor´ıa
de estos espacios fue completada por el matema´tico polaco Stefan Banach en 1932,
son uno de los objetos de estudio ma´s importantes en ana´lisis funcional. Es muy
importante y natural trabajar en espacios completos, pues tratar de hacer ana´lisis
funcional en espacios no completos es como tratar de hacer ana´lisis elemental sobre
los racionales.
Observacio´n. Cuando se trate de notar a espacios de Banach se lo hara´,
generalmente, con las primeras letras del alfabeto.
Definicio´n 2.1.15. Un espacio normado B es un espacio de Banach si toda
sucesio´n de Cauchy en B es convergente a un punto de B. En este caso se dira´ que
la norma de B es completa.
Observacio´n. Si S es un subespacio vectorial de un espacio de Banach B
entonces (S, ‖ · ‖) es de Banach si y so´lo si S es cerrado en B.
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2.2. Nociones algebraicas
Definicio´n 2.2.1. Un grupo es un conjunto G provisto de una operacio´n binaria
∗ : G×G → G
(x, y) → x ∗ y
que cumple con los siguientes axiomas:
a) Operacio´n interna: ∀x, y ∈ G, se cumple que x ∗ y ∈ G.
b) Asociativa: ∀x, y, z ∈ G, se cumple que x ∗ (y ∗ z) = (x ∗ y) ∗ z.
c) Elemento unidad: ∃ e ∈ G, tal que x ∗ e = e ∗ x = x ∀x ∈ G.
d) Elemento inverso: ∀x ∈ G, ∃ x−1 ∈ G, tal que x ∗ x−1 = x−1 ∗ x = e.
Adema´s, se dice que que G es un grupo conmutativo si para todo x, y ∈ G, se
cumple que x ∗ y = y ∗ x. Usualmente, el elemento x ∗ y se nota como xy.
Definicio´n 2.2.2. Un anillo es un conjunto A no vacio provisto de dos operaciones
binarias, + y ·, de modo que (A,+) es un grupo abeliano y cumple con las tres
condiciones siguientes
a) Operacio´n interna: ∀a, b ∈ A se cumple que a · b ∈ A.
b) Asociativa: ∀a, b, c ∈ A se cumple que (a · b) · c = a · (b · c).
c) Distributiva respecto de +:∀a, b, c ∈ A se cumple que
 a · (b+ c) = (a · b) + (a · c)(a+ b) · c = (a · c) + (b · c) .
Adicionalmente, A es un anillo conmutativo si la operacio´n · es conmutativa, es
decir, si para todo a, b ∈ A se tiene que a · b = b · a.
Definicio´n 2.2.3. Un subconjunto I no vac´ıo de un anillo A y subgrupo de A bajo
la adicio´n, se dice que es un
a) ideal por la izquierda de A si ∀r ∈ I y ∀a ∈ A se tiene que ar ∈ I,
12
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b) ideal por la derecha de A si ∀r ∈ I y ∀a ∈ A se tiene que ra ∈ I,
c) ideal bilateral, o simplemente ideal, de A si ∀r ∈ I y ∀a ∈ A se tiene que
ar ∈ I y ra ∈ I.
Adema´s, suponiendo que I 6= A, se dice que I es un ideal maximal de A si y so´lo
si los u´nicos ideales que contienen a I son A y el mismo I.
Definicio´n 2.2.4. Sea A un anillo. El ideal I ⊂ A se dice regular si existe un
elemento a ∈ A tal que x− ax ∈ I para todo x ∈ A.
Definicio´n 2.2.5. Sean A un anillo y M un espacio vectorial. Se dice que M es un
A-mo´dulo a izquierda si la aplicacio´n
A×M →M
cumple con las siguientes condiciones, para todo a, b ∈ A y m,n ∈M
a) a · (m+ n) = a ·m+ a · n
b) (a+ b) ·m = a ·m+ b ·m
c) a · (b ·m) = (a · b) ·m.
Si M tiene el elemento unidad de e ∈ A y si e ·m = m para todo m ∈M , entonces,
M se dice A-mo´dulo unitario. Si 0A y 0M son los elementos neutros de A y M ,
respectivamente, se tiene que, para todo a ∈ A y m ∈M , a ·0M = 0M y 0A ·m = 0A.
Tambie´n se verifica, para todo a ∈ A y m ∈M , a · (−m) = −(a ·m).
Observacio´n. Un A-mo´dulo a derecha se define de manera similar a como
se definio´ un A-mo´dulo a izquierda.
Definicio´n 2.2.6. Sean A un anillo y M un espacio vectorial. Se dice que M es
un A-bimo´dulo si M tiene estructura de A-mo´dulo a izquierda y de A-mo´dulo a
derecha y ambas estructuras son compatibles, para todo a, b ∈ A y m ∈ M , en el
sentido
(a ·m) · b = a · (m · b).
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2.3. Homomorfismos
Definicio´n 2.3.1. Dados dos grupos G y H, la aplicacio´n T : G → H es un
homomorfismo si para todo x, y ∈ G se verifica que T (xy) = T (x)T (y).
Definicio´n 2.3.2. Si T : G → H es un homomorfismo, se define el nu´cleo y la
imagen de T , respectivamente, de la siguiente manera
ker(T ) = {x ∈ G : T (x) = e},
Im(T ) = {y ∈ H : ∃ x ∈ G tal que T (x) = y}.
Definicio´n 2.3.3. El homomorfismo T : G → H se dice monomorfismo si T
es una aplicacio´n inyectiva; epimorfismo, si T es un aplicacio´n sobreyectiva; e
isomorfismo si T es una biyeccio´n. Adema´s, si G = H, se dira´ que T es un
endomorfismo; si el endomorfismo es biyectivo T se dice automorfismo y se
representa por T : G ∼= H.
Proposicio´n 2.3.1. Sea T : X → Y un epimorfismo de anillos. Si Y es un cuerpo,
el nu´cleo de T es un ideal maximal.
Definicio´n 2.3.4. Sean M y M˜ dos A-mo´dulos a izquierda. Una aplicacio´n
T : M → M˜ es llamada un homomorfismo A-mo´dulo si es un homomorfismo
de grupos aditivos y cumple con las siguientes condiciones
a) T (x+ y) = T (x) + T (y) para cualquier x, y ∈M
b) T (ax) = aT (x) para a ∈ A, x ∈M .
2.4. Aplicaciones lineales y continuas
Sean (X,+, ·) y (Y,⊕,) espacios vectoriales normados, con normas ‖ · ‖X y ‖ · ‖Y
respectivamente, sobre el mismo campo de escalares K, y T una aplicacio´n de X en
Y .
En adelante, si no hay lugar a confusio´n, se escribira´ por comodidad ‖ · ‖ para las
dos normas en X y en Y .
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Definicio´n 2.4.1. Se dice que T es una aplicacio´n lineal si para todo par de
vectores x1 y x2 elementos de X y para todo escalar λ elemento de K se satisface:
a) T (x1 + x2) = T (x1)⊕ T (x2)
b) T (λ · x1) = λ x1
Toda aplicacio´n lineal entre espacios vectoriales es un homomorfismo de grupos
aditivos.
Observacio´n. La aplicacio´n composicio´n de las aplicaciones lineales
T : X → Y y R : Y → Z se notara´ como RT en lugar de R◦T . Adicionalmente,
T (x) y Tx denotara´n lo mismo.
Ahora, interesa saber cua´ndo una aplicacio´n lineal es continua. El siguiente resultado
proporciona diversas caracterizaciones de la continuidad de una aplicacio´n lineal
entre espacios normados.
Teorema 2.4.1. Sea T : X → Y una aplicacio´n lineal. Entonces son equivalentes
las siguientes afirmaciones.
a) T es continua.
b) T es continua en 0.
c) T es acotada, es decir, existe una constante c > 0 tal que ‖Tx‖ ≤ c‖x‖ para
todo x 6= 0, x ∈ X.
d) T es lipschitziana, es decir, existe una constante c > 0 tal que
‖Tx− Ty‖ ≤ c‖x− y‖ para todo x, y 6= 0, x, y ∈ X.
El teorema entonces dice que para una aplicacio´n lineal, acotado es lo mismo que
continuo.
En lo que sigue se notara´ por L(X, Y ) al espacio vectorial formado por todas las
aplicaciones lineales y continuas de X en Y con las operaciones usuales, tambie´n
llamado espacio de operadores de X en Y . Cuando X = Y se escribe L(X) en lugar
de L(X,X).
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Proposicio´n 2.4.1. Sea T ∈ L(X, Y ). La aplicacio´n T 7→ ‖T‖ definida por
‖T‖ = sup
‖x‖=1
‖Tx‖ <∞.
es una norma sobre L(X, Y ), conocida como la norma cano´nica de operadores.
Proposicio´n 2.4.2. Sean X, Y , y Z espacios normados y T ∈ L(X, Y ),
R ∈ L(Y, Z). Entonces
‖RT‖ ≤ ‖R‖‖T‖.
Como consecuencia de la proposicio´n 2.4.1 se tiene que una aplicacio´n lineal sobre-
yectiva T entre dos espacios normados X y Y es un isomorfismo si y so´lo si existen
dos constantes positivas m,M tales que
m‖x‖ ≤ ‖T (x)‖ ≤M‖x‖, ∀x ∈ X.
No´tese que todo isomorfismo entre espacios normados es una aplicacio´n abierta, es
decir, lleva abiertos en abiertos, y que todo espacio isomorfo a un espacio de Banach
es tambie´n un espacio de Banach.
Definicio´n 2.4.2. Si X es un espacio normado, se llama dual topolo´gico o sim-
plemente dual de X, y se lo nota con X∗, al espacio de Banach L(X,K).
De forma ana´loga se define el bidual X∗∗, es decir, X∗∗ = L(X∗,K).
2.5. Topolog´ıas de´bil y de´bil∗ en un espacio normado
Definicio´n 2.5.1. Sea (X, τ) un espacio topolo´gico. Se dice que dos puntos x, y de
X cumplen con la propiedad de Hausdorff si existen dos entornos Ux de x y Uy
de y tales que Ux ∩ Uy = ∅.
Se dice que un espacio topolo´gico es un espacio de Hausdorff, o que verifica la
propiedad de Hausdorff, o que es separado, si todo par de puntos distintos del espacio
verifican la propiedad de Hausdorff.
Observacio´n. Un espacio vectorial es un espacio vectorial topolo´gico de Haus-
dorff en el que las aplicaciones suma y producto por un escalar son continuas
en la topolog´ıa producto.
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Proposicio´n 2.5.1. Sean X un conjunto, (Yi)i∈I una familia de espacios topolo´gi-
cos, y Ti : X → Yi, i ∈ I, una familia de aplicaciones. Entonces, existe en X una
topolog´ıa menos fina para la cual todas las aplicaciones Ti, i ∈ I, son continuas.
Esta topolog´ıa se llama la topolog´ıa inicial en X definida por la familia (Ti)i∈I .
Una base para esta topolog´ıa esta´ formada por todas las intersecciones finitas de la
forma
T−1i1 (Ui1) ∩ T−1i2 (Ui2) ∩ · · · ∩ T−1in (Uin),
donde, Uik ⊂ Yik es abierto, k = 1, 2, · · · , n.
Definicio´n 2.5.2. Sean X un espacio normado y X∗ su dual. La topolog´ıa de´bil
σ(X,X∗), o simplemente ω, en X es la topolog´ıa inicial definida por la familia de
aplicaciones (Tx∗)x∗∈X∗, donde
Tx∗ : X → K
x → Tx∗(x) = x∗(x).
En otras palabras, la topolog´ıa de´bil ω en X es la menos fina de todas las topolog´ıas
en X para la cual las aplicaciones x ∈ X → x∗(x) ∈ K, x∗ ∈ X∗, son continuas. As´ı,
la notacio´n (X,ω) significa que X esta´ dotado de la topolog´ıa de´bil. Resulta de la
propia definicio´n que la topolog´ıa de´bil en un espacio normado X es menos fina que
la topolog´ıa de la norma; por contraste la topolog´ıa de la norma se llama tambie´n
fuerte en X.
Proposicio´n 2.5.2. La topolog´ıa de´bil ω en un espacio normado X es de Hausdorff.
Definicio´n 2.5.3. Sea X un espacio normado y X∗ su dual. Se define la topolog´ıa
de´bil∗ (le´ase: de´bil estrella) en X∗, la cual se denota por σ(X∗, X) o ω∗, como la
topolog´ıa inicial de X∗ definida por la familia de funciones (Tx)x∈X , en donde
Tx : X
∗ → K
x∗ → Tx(x∗) = x∗(x).
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Definicio´n 2.5.4. Sean X un espacio normado y X∗ su dual.
a) Se dice que una sucesio´n (xn) en X es de´bilmente convergente a x0 ∈ X,
lo cual se denota xn ⇀ x0, si
l´ım
n→∞
x∗(xn) = x∗(x0),
para todo x∗ ∈ X∗.
b) Se dice que una sucesio´n (x∗n) en X
∗ converge ω∗ (le´ase: converge de´bilmente
estrella) o que es ω∗-convergente (le´ase: de´bilmente estrella convergente) a
x∗0 ∈ X∗, lo cual se denota x∗n ω
∗−→ x∗0, si
l´ım
n→∞
x∗n(x) = x
∗
0(x),
para todo x ∈ X.
Teorema 2.5.1 (Banach-Alaoglu-Bourbaki). El conjunto
BX∗ = {x∗ ∈ X∗ : ‖x∗‖ ≤ 1}
es compacto en la topolog´ıa ω∗.
2.6. Espacio cociente
Si X es un espacio vectorial y S es un subespacio cualquiera, definimos en X la
siguiente relacio´n de equivalencia
x ∼ xˆ si x− xˆ ∈ S.
Observacio´n. A
a) Es claro que x ∼ xˆ si, y so´lo si, existe y ∈ S de modo que x = xˆ+ y.
b) Si x ∈ X, su clase de equivalencia es un subconjunto de X y consiste de
{xˆ ∈ X : x ∼ xˆ} = {xˆ ∈ X : xˆ = x+ y para algu´n y ∈ S}.
En otras palabras, la clase de equivalencia de x es el subconjunto x+S,
el cual se notara´ por [x].
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Definicio´n 2.6.1. El conjunto cociente, denotado por X/S, es el conjunto
X/S = {[x] : x ∈ X}.
Teorema 2.6.1. Se definen en X/S las siguientes operaciones
a) Suma: [x] + [xˆ] = [x+ xˆ], ∀x, xˆ ∈ X.
b) Multiplicacio´n por un escalar: λ[x] = [λx],∀λ ∈ K y ∀x, xˆ ∈ X.
Con respecto a estas operaciones, X/S es un espacio vectorial llamado el espacio
cociente de X por S. La aplicacio´n denominada proyeccio´n cano´nica definida
por
pi : X → X/S
x → x+ S,
es lineal y sobreyectiva.
Proposicio´n 2.6.1. Para la aplicacio´n proyeccio´n cano´nica pi : X → X/S se tiene
que
a) Si X es un espacio normado y S un subespacio vectorial cerrado, en el espacio
cociente X/S se define la norma
‖x+ S‖ = ı´nf{‖x+ y‖ : y ∈ S}.
Adema´s, si X es completo, entonces X/S tambie´n es completo, y por lo tanto
de Banach.
b) Si X es un espacio normado, pi es una aplicacio´n continua con ‖pi‖ = 1.
c) Si X es un espacio de Banach, el espacio cociente X/S tambie´n es un espacio
de Banach.
Teorema 2.6.2. Sean X, Y espacios vectoriales. Si T : X → Y es una aplicacio´n
lineal y S ⊂ X un subespacio de X tal que S ⊆ ker(T ), entonces existe una u´nica
19
Universidad Central del Ecuador Continuidad Automa´tica
aplicacio´n lineal Tˆ : X/S → Y que hace el diagrama siguiente conmutativo,
X Y
X/S
-T
?
pi
 
 
 
Tˆ
es decir, T = Tˆ pi. En particular, si X y Y son espacios normados y T es continua,
entonces, Tˆ es continua y ‖T‖ = ‖Tˆ‖.
2.7. A´lgebras de Banach
Las a´lgebras de Banach fueron estudiadas por primera vez por el matema´tico sovie´ti-
co I. M. Gelfand alrededor del an˜o 1940. Surgen de la observacio´n de que algunos
espacios de Banach muestran algunas propiedades interesantes que se pueden su-
ministrar con una operacio´n de multiplicacio´n adicional. Hoy en d´ıa el estudio de
las a´lgebras de Banach es una disciplina amplia con una gran variedad de especia-
lizaciones y aplicaciones. A continuacio´n, se introducen los aspectos de la teor´ıa de
a´lgebras de Banach que sera´n necesarios para la comprensio´n del presente trabajo.
Definicio´n 2.7.1. Se dice que A es un a´lgebra sobre un cuerpo K, si A es un
espacio vectorial con una aplicacio´n, llamada generalmente producto,
· : A× A → A
(a, b) → a · b
que satisface las operaciones distributivas izquierda y derecha, a · (b+ c) = a · b+a · c
y (b+ c) · a = b · a+ c · a, respectivamente.
Usualmente, se nota como (A, ·) al a´lgebra. Se dice que A es asociativa si la ope-
racio´n · es asociativa, ana´logamente, conmutativa si la aplicacio´n es conmutativa.
Definicio´n 2.7.2. Sea A un a´lgebra asociativa y e ∈ A, se dice que e es unidad
de A si ae = ea = a para todo a ∈ A. Si existe una unidad en A, se dice que A es
un a´lgebra con unidad. Es fa´cil ver que si existe una unidad en A, entonces es
u´nica.
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Observacio´n. Si A es un a´lgebra asociativa con unidad, entonces, A es un
anillo. Adema´s, si I es un ideal de A, la codimensio´n de I es el nu´mero
dimA/I.
Definicio´n 2.7.3. Sea A un a´lgebra. Un elemento a ∈ A es llamado cuasi-invertible
izquierdo si existe b ∈ A tal que a + b − ba = 0, cuasi-invertible derecho si
a+ b− ab = 0 y cuasi-regular si es cuasi-invertible izquierdo y derecho.
Definicio´n 2.7.4. Un ideal no trivial por la izquierda I de un a´lgebra A se dice
modular si existe b ∈ A tal que A(e − b) ⊂ I; en este caso, b es una identidad
modular a derecha para I. Un ideal I es modular si existe b ∈ A tal que
(A(e − b) + (e − b)A) ⊂ I; por tanto, un ideal no trivial I es modular si y so´lo si
A/I es un a´lgebra con unidad.
Lema 2.7.1. Si A es un a´lgebra conmutativa y el ideal I ⊂ A es maximal regular,
entonces, A/I es un a´lgebra con divisio´n, es decir, todo elemento distinto de cero
es invertible.
Definicio´n 2.7.5. Un a´lgebra A es un a´lgebra de Banach si en ella se ha definido
una norma tal que
a) (A, ‖ · ‖) es un espacio de Banach,
b) (A, ·) es un a´lgebra asociativa,
c) ‖a · b‖ ≤ ‖a‖ · ‖b‖ para todo a, b ∈ A.
Observacio´n. Sea X es un espacio de Hausdorff compacto y
C(X) = {T : X → C : T es continua}.
Para R, T ∈ C(X), con el producto definido mediante T · R(x) = T (x)R(x)
para todo x ∈ X y con la norma dada por
‖T‖ = sup
x∈X
‖T (x)‖ = ma´x
x∈X
‖T (x)‖,
se tiene que C(X) es un a´lgebra de Banach.
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Teorema 2.7.1 (Gelfand-Mazur). Sea A un a´lgebra de Banach con unidad. Si A
es un a´lgebra con divisio´n, entonces, la aplicacio´n
C → A
λ → λe
es un isomorfismo isome´trico de a´lgebras. En tal caso, se asume que ‖e‖ = 1; de
otro modo, la aplicacio´n
λ→ λ‖e‖e
es el isomorfismo isome´trico.
Corolario 2.7.1. Los ideales maximales regulares de un a´lgebra de Banach A son
cerrados.
Proposicio´n 2.7.1. Sea A un a´lgebra de Banach, no necesariamente con unidad,
si a ∈ A es tal que ‖a‖ < 1, entonces, a es cuasi-regular.
2.8. A´lgebras de Sˇilov
Definicio´n 2.8.1. Sea A un a´lgebra de Banach. Un funcional lineal multipli-
cativo en A es un funcional lineal ϕ no nulo, y por tanto sobreyectivo, de A en C
que satisface
ϕ(ab) = ϕ(a)ϕ(b), a, b ∈ A.
El conjunto de todos los funcionales lineales multiplicativos en A se denota por φA.
Ahora, recordaremos algunas nociones del a´lgebra que permitira´n establecer un teo-
rema mediante el cual se podra´ tratar a φA como un objeto diferente. Para tal efecto,
se demuestran teoremas cuyos resultados y conceptos son poco conocidos.
Propiedades 2.8.1. A
a) Si A es un a´lgebra con unidad e, entonces, ϕ(e) = 1.
b) Si a es invertible en A, entonces, ϕ(a−1) = 1ϕ(a).
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c) φA no es un espacio vectorial, ma´s precisamente
 Si ϕ ∈ φA, entonces, λϕ /∈ φA, λ 6= 1
 Si ϕ, ς ∈ φA, entonces, ϕ+ ς /∈ φA.
d) K := ker(ϕ) es un ideal regular maximal bilateral, ϕ ∈ φA.
Demostracio´n. A
a) En todo homomorfismo no nulo de a´lgebras se cumple que
ϕ(e) = ϕ(ee)
= ϕ(e)ϕ(e),
en consecuencia, ϕ(e) = 1.
b) Se sabe que
1 = ϕ(e)
= ϕ(a−1a)
= ϕ(a−1)ϕ(a),
por tanto, ϕ(a−1) = 1ϕ(a). De manera ana´loga se tiene el resultado para
e = aa−1.
c) Por definicio´n, si λ = 0, entonces, λϕ /∈ φA. Por tanto, se supone que λ 6= 0.
Sea a ∈ A tal que ϕ(a) = 1. De este modo
λϕ(aa) = λϕ(a)ϕ(a),
y por otro lado,
λϕ(a) · λϕ(a) = λ2ϕ(a)ϕ(a)
= λ2ϕ(aa),
lo que significa que λ = λ2. Pero esto ocurre siempre que λ = 0 o λ = 1. Como
λ 6= 1, λϕ es el funcional nulo y, por tanto, no pertenece a φA.
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Del mismo modo, suponiendo que ϕ + ς es un funcional lineal multiplicativo.
Entonces, para todo a, b ∈ A se tiene que
(ϕ+ ς)(ab) = (ϕ+ ς)(a) · (ϕ+ ς)(b).
En particular, sea a0 ∈ A tal que ϕ(a0) = 1, se tiene que
ϕ(a0b) + ς(a0b) = (ϕ+ ς)(a0b)
= (ϕ+ ς)(a0) · (ϕ+ ς)(b)
= [ϕ(a0) + ς(a0)][ϕ(b) + ς(b)]
= ϕ(a0)ϕ(b) + ϕ(a0)ς(b) + ς(a0)ϕ(b) + ς(a0)ς(b)
= ϕ(a0b) + 1 · ς(b) + ς(a0)ϕ(b) + ς(a0b).
En consecuencia,
ς(a0)ϕ(b) + ς(b) = 0,∀b ∈ A,
es decir, ς = λϕ. Sin embargo, por el resultado anterior esto es posible so´lo si
λ = 1. Por tanto, ϕ = ς y en consecuencia 2ϕ ∈ φA (⇒⇐).
d) Sea k ∈ K, entonces, para todo a ∈ A se tiene que
ϕ(ak) = ϕ(a)ϕ(k)
= ϕ(a) · 0
= 0,
por tanto, ak ∈ K, y de forma similar ka ∈ K. En consecuencia K 6= A es un
ideal. Por otro lado, C es un cuerpo, por tanto, por la Proposicio´n 2.3.1 K es
maximal.
Ahora, veamos que K es regular. Sea a′ ∈ Kc y definimos a := a
′
ϕ(a′) ∈ A,
puesto que ϕ(a′) 6= 0. Adema´s,
ϕ(u) = ϕ
(
a′
ϕ(a′)
)
=
1
ϕ(a′)
ϕ(a′)
= 1.
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Por lo tanto,
ϕ(x− ax) = ϕ(x)− ϕ(a)ϕ(x)
= ϕ(x)− ϕ(x)
= 0,
entonces, x− ax ∈ K. De manera similar se obtiene el resultado para ax− x.
De este modo, K es un ideal regular maximal bilateral.

Teorema 2.8.1. Sea ϕ un funcional lineal multiplicativo sobre un a´lgebra de Banach
A. Entonces ϕ es una aplicacio´n continua, es decir, φA ⊂ A∗
Demostracio´n. Para esto hacemos uso del Teorema 1.5.15 mostrado en [40] que dice:
Sea T una aplicacio´n lineal de rango finito de un espacio normado X en un espacio
normado Y . Entonces T es acotada si y so´lo si su nu´cleo es un subconjunto cerrado
de X.
Puesto que ker(ϕ) es un ideal maximal regular, adema´s, por el Corolario 2.7.1 es
cerrado y ϕ es lineal de rango finito, pues dimC = 2, se concluye que ϕ es acotada,
es decir, continua. 
Proposicio´n 2.8.1. Para todo a ∈ A se tiene que |ϕ(a)| ≤ ‖a‖. Por consiguiente,
‖ϕ‖ ≤ 1.
Demostracio´n. Suponemos lo contrario, es decir, existe a 6= 0, a ∈ A tal que
|ϕ(a)| > ‖a‖. Entonces, ∥∥∥∥ aϕ(a)
∥∥∥∥ < 1
y por la Proposicio´n 2.7.1 tenemos que a
ϕ(a)
es cuasi-regular, por tanto, existe b ∈ A
tal que
a
ϕ(a)
+ b− a
ϕ(a)
b = 0.
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Por otro lado, ϕ(0) = 0 y, en ese caso
0 = ϕ(0)
= ϕ
(
a
ϕ(a)
+ b− a
ϕ(a)
b
)
=
ϕ(a)
ϕ(a)
+ ϕ(b)− ϕ(a)
ϕ(a)
ϕ(b)
= 1 + ϕ(b)− ϕ(b)
= 1 (⇒⇐).
Por tanto, |ϕ(a)| ≤ ‖a‖. Adema´s,
‖ϕ‖ = sup
‖a‖=1
|ϕ(a)|,
en consecuencia, ‖ϕ‖ ≤ 1. 
Observacio´n. Si A es un a´lgebra con unidad e se tiene que
|ϕ(e)| = |1|
= 1
y por tanto
‖ϕ‖ ≥ |ϕ(e)|
= 1,
lo cual muestra que ‖ϕ‖ = 1.
Lema 2.8.1. El espacio de todos los ideales regulares maximales bilaterales de A se
denota por M(A). Adema´s si definimos la aplicacio´n
Ψ : φA → M(A)
ϕ → ker(ϕ),
se tiene que Ψ es inyectiva.
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Demostracio´n. Sean ϕ, ς ∈ φA tales que Ψ(ϕ) = Ψ(ς), es decir, ker(ϕ) = ker(ς) y
sea b tal que ϕ(b) = 1.
Entonces, para todo a ∈ A se tiene que
ϕ(a− ϕ(a)b) = ϕ(a)− ϕ(ϕ(a)b)
= ϕ(a)− ϕ(a)ϕ(b)
= ϕ(a)− ϕ(a)
= 0,
por tanto, a− ϕ(a)b ∈ ker(ϕ) = ker(ς). De este modo,
0 = ς(a− ϕ(a)b)
= ς(a)− ς(b)ϕ(a),
y en ese caso ς(a) = ς(b)ϕ(a). Por tanto, ς ≡ ς(b)ϕ y por el resultado previo derivado
de las Propiedades 2.8.1 se tiene que ϕ = ς. 
Puesto que hemos establecido las propiedades generales de los funcionales lineales
multiplicativos se pasa ahora a las especificaciones de la teor´ıa de Gelfand. Esta
teor´ıa depende del Lema 2.7.1, es decir, solo funciona para a´lgebras de Banach
conmutativas, por tanto, en adelante se supone que el a´lgebra A es conmutativa.
El siguiente Teorema representa el principal resultado para el desarrollo de la teor´ıa
de Gelfand y constituye una combinacio´n de todos los resultados anteriores.
Teorema 2.8.2. Sea A un a´lgebra de Banach conmutativa con unidad, y Ψ la apli-
cacio´n de del Lema 2.8.1. Entonces, Ψ es biyectiva.
Demostracio´n. Solo resta probar la sobreyectividad. Sea K un ideal maximal bila-
teral regular, entonces, por el Lema 2.7.1 A/K es un a´lgebra con divisio´n. Por otro
lado, K es cerrado por el Corolario 2.7.1 y A/K, por la Proposicio´n 2.6.1, es un
a´lgebra de Banach.
Por consiguiente, por el Teorema 2.7.1 de Gelfand-Mazur, A/K es isomorfo a C. Sea
γ tal isomorfismo, es decir,
γ : A/K → C,
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y sea µ la proyeccio´n cano´nica µ : A→ A/K. En consecuencia, se define
ϕ := γ ◦ µ.
Puesto que γ y µ son homomorfismos de a´lgebras, entonces, ϕ tambie´n lo es. Adema´s,
µ es no nulo ya que K 6= A, por tanto, ϕ es no nulo, en consecuencia ϕ ∈ φA.
Asimismo,
kerϕ = {a ∈ A : γ(µ(a)) = 0}
y puesto que γ es un isomorfismo tenemos que µ(a) = 0, entonces ker(ϕ) = ker(µ)
y de este modo Ψ(ϕ) = K 
Observacio´n. El resultado del Teorema precedente tambie´n es va´lido cuando
el a´lgebra de Banach conmutativa A no tiene unidad. Para la demostracio´n de
este hecho ve´ase [33].
El espacio φA ⊂ A∗ puede ser equipado con la topolog´ıa de la norma inducida por la
norma de A∗. Sin embargo, para los resultados que se desarrollaran posteriormente,
es necesario que φA sea localmente compacto y compacto cuando A tiene unidad y,
en la topolog´ıa de la norma inducida por A∗, esto no siempre es posible. Se puede
escoger otra topolog´ıa, no obstante, las representaciones de Gelfand requieren que
todos los funcionales lineales en A∗∗ sean continuos. Por tanto, la topolog´ıa de´bil∗
es una eleccio´n natural para la topolog´ıa de φA, pues cumple con ambos requisitos.
Definicio´n 2.8.2. La topolog´ıa de Gelfand es la topolog´ıa en φA inducida por
la topolog´ıa ω∗ de A∗.
Teorema 2.8.3. Sea A un a´lgebra de Banach conmutativa con unidad, entonces φA
es un conjunto compacto en la topolog´ıa ω∗.
Demostracio´n. Sean BA∗ la bola unitaria cerrada de A
∗, es decir,
BA∗ = {ϕˆ ∈ A∗ : ‖ϕˆ‖ ≤ 1},
Para probar la compacidad de φA es suficiente demostrar que φA es cerrado en BA∗ ,
puesto que BA∗ , por el Teorema 2.5.1, es compacto en la topolog´ıa ω
∗ y todo cerrado
contenido en un compacto es compacto.
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Por tanto, puesto que φA ⊂ BA∗ solo resta verificar que φA es un conjunto cerrado.
Supongamos que (ϕn) ⊂ φA es ω∗-convergente a ϕ ∈ BA∗ . Necesitamos probar que
ϕ es un funcional lineal multiplicativo.
Por definicio´n de ω∗-convergencia se tiene que, para todo a, b ∈ A
ϕ(ab) = l´ım
n→∞
ϕn(ab)
= l´ım
n→∞
ϕn(a)ϕn(b)
= l´ım
n→∞
ϕn(a) · l´ım
n→∞
ϕn(b)
= ϕ(a)ϕ(b).

Observacio´n. Cuando A no tiene unidad se tiene que φA es un conjunto lo-
calmente compacto en la topolog´ıa ω∗. Este resultado se encuentra demostrado
en el Corolario 4.2.4 de [33].
Definicio´n 2.8.3. Sea A un a´lgebra de Banach conmutativa con unidad, se define
la aplicacio´n Γ de la siguiente manera
Γ : A → C(φA)
a → Γ(a) = aˆ,
donde Γ(a)(ϕ) := ϕ(a). Es decir, aˆ : φA → C es tal que aˆ(ϕ) = ϕ(a). Esta aplicacio´n
es llamada la transformacio´n de Gelfand y aˆ la transformada de Gelfand
de a. La imagen de A bajo Γ es denotada por Aˆ y llamada la representacio´n de
Gelfand.
De este modo, Γ(a)(ϕ) = ϕ(a) para todo ϕ ∈ φA, puesto que para cada a ∈ A existe
una funcio´n continua
aˆ : φA → C
ϕ → aˆ(ϕ) = ϕ(a).
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Propiedades 2.8.2. A
a) La aplicacio´n Γ es un homomorfismo de a´lgebras.
b) Aˆ es un a´lgebra normada, con la norma del supremo heredada de C(φA).
c) Aˆ separa puntos de φA.
d) La aplicacio´n Γ es continua, es decir, Γ ∈ L(A, Aˆ).
Demostracio´n. A
a) En efecto, para todo ϕ ∈ φA se tiene que
âb(ϕ) = ϕ(ab)
= ϕ(a)ϕ(b)
= aˆ(ϕ)bˆ(ϕ).
Por otro lado, Γ(ab) = âb, entonces
Γ(ab)(ϕ) = aˆb(ϕ)
= aˆ(ϕ)bˆ(ϕ)
= Γ(a)(ϕ)Γ(b)(ϕ)
Por tanto, Γ(ab) = Γ(a)Γ(b). De forma ana´loga se comprueba para la multi-
plicacio´n por un escalar.
b) Puesto que Aˆ es la imagen de un homomorfismo de a´lgebras, entonces, Aˆ es
un a´lgebra. Por tanto, es una suba´lgebra del a´lgebra normada C(φA) y, en
consecuencia, es un a´lgebra normada.
c) Recordemos que para cada a ∈ A existe una funcio´n continua aˆ : φA → C
dada por aˆ(ϕ) = ϕ(a) para todo ϕ ∈ φA. Sean ϕ, ς ∈ φA tales que ϕ 6= ς,
entonces, existe a ∈ A tal que ϕ(a) 6= ς(a) y, por lo tanto, aˆ(ϕ) 6= aˆ(ς). En
conclusio´n φA es un espacio de Hausdorff.
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d) La definicio´n de la topolog´ıa de Gelfand en φA garantiza la continuidad de
cada funcio´n aˆ; adema´s,
‖aˆ‖ = sup
ϕ∈φA
|aˆ(ϕ)| ≤ ‖b‖.
Lo cual implica implica la continuidad de la aplicacio´n Γ.

Ya que existe una correspondencia uno a uno entre los ideales maximales de A y los
elementos de φA, entonces φA con la topolog´ıa ω
∗, que es la menor topolog´ıa que
hace a cada Γ(a) continua, es llamado el espacio ideal maximal de Aˆ.
Definicio´n 2.8.4. Sea A un a´lgebra de Banach conmutativa, con espacio ideal ma-
ximal φA, que se ha identificado con una suba´lgebra de Banach Aˆ de C(φA) a trave´s
de la transformacio´n de Gelfand. Aˆ es llamada un a´lgebra de Sˇilov si separa sub-
conjuntos cerrados disjuntos de φA, es decir, si F1 y F2 son subconjuntos cerrados
disjuntos de φA, entonces, existe aˆ ∈ Aˆ tal que aˆ(F1) = 0 y aˆ(F2) = 1.
Definicio´n 2.8.5. Si A es un a´lgebra de Banach, el radical de A, denotado por
Rad(A), es definido como la interseccio´n de todos los ideales regulares maximales de
A, es decir,
Rad(A) :=
⋂
M∈M(A)
M.
Si Rad(A) = {0} se dice que A es semisimple. Si M(A) = ∅ se define Rad(A) := A
y se dice que A es un a´lgebra radical. En particular, las a´lgebras con unidad no
son a´lgebras radicales. No se va a tratar con a´lgebras radicales en el desarrollo de
este trabajo.
Observacio´n. Dado que todos los M ∈ M(A) son cerrados, tambie´n lo es
Rad(A).
La demostracio´n de los dos siguientes resultados se encuentran en [33].
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Lema 2.8.2. Los siguientes enunciados son equivalentes:
a) a ∈ Rad(A).
b) ϕ(a) = 0, ∀ϕ ∈ φA.
c) aˆ = 0.
d) a ∈ ker(Γ).
Observacio´n. Como consecuencia del Lema anterior se tiene que
ker(Γ) = Rad(A).
Corolario 2.8.1. Los siguientes enunciados son equivalentes:
a) A es semisimple.
b) ϕ(a) = 0 ∀ϕ ∈ φA implica que a = 0. En otras palabras, φA separa puntos de
A.
c) La transformacio´n de Gelfand Γ es inyectiva.
Definicio´n 2.8.6. Sea A un a´lgebra de Banach conmutativa semisimple con unidad
y sea M(A) su espacio ideal maximal. El casco, h(I), de un ideal I en A, es el
conjunto de todos los M ∈M(A) tales que I ⊂M .
De manera equivalente, si A se ha identificado con un a´lgebra de Sˇilov Aˆ, h(I) es
el conjunto de todos los ceros comunes de aˆ(M) para a ∈ I.
Definicio´n 2.8.7. Un ideal primario en un a´lgebra de Banach conmutativa es un
ideal contenido en un solo ideal maximal. En otras palabras, un ideal es primario si
su casco consta de un solo punto.
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CAPI´TULO 3
HOMOMORFISMOS DE A´LGEBRAS DE SˇILOV
3.1. Espacio de separacio´n
El espacio de separacio´n es una herramienta u´til en la continuidad automa´tica,
puesto que permite medir la discontinuidad de T .
Definicio´n 3.1.1. Si T : A → B es una aplicacio´n lineal, con A y B espacios de
Banach, entonces el espacio de separacio´n de T , S(T ) es definido por
S(T ) = {y ∈ B : ∃ (xn) ⊂ A, xn → 0, Txn → y}
Definicio´n 3.1.2. Si T es una aplicacio´n lineal de A en B, la gra´fica de T
esta´ definida por
Gr(T ) = {(x, y) : x ∈ A, T (x) = y}
Gr(T ) es un subespacio vectorial de A×B y hereda la norma ‖(x, y)‖ = ‖x‖+ ‖y‖
de A×B.
En lo que sigue utilizaremos el conocido teorema de la gra´fica cerrada.
Teorema 3.1.1 (Teorema de la gra´fica cerrada). Si A y B son espacios de Banach,
T : A→ B una aplicacio´n lineal, entonces T es continua si, y so´lo si, la gra´fica de
T es un conjunto cerrado.
Lema 3.1.1. Sea T una aplicacio´n lineal de un espacio de Banach A en un espacio
de Banach B. Entonces:
a) S(T ) es un subespacio vectorial cerrado de B
b) T es continuo si y so´lo si S(T ) = {0}
c) Si S y R son aplicaciones lineales continuas sobre A y B respectivamente, y
si TS = RT , entonces, R(S(T )) ⊆ S(T )
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Demostracio´n. A
a) Primero mostraremos que S(T ) es un subespacio vectorial de B, para lo cual
haremos uso de la Proposicio´n 2.1.1. Es decir, se mostrara´ que si y1, y2 son
elementos de S(T ), y1 + y2 y λy1 tambie´n lo son, para λ ∈ K.
Sean y1, y2 ∈ S(T ). Sabemos que existen (xn1), (xn2) sucesiones de A tales que
xn1 → 0, xn2 → 0 y Txn1 → y1, Txn2 → y2.
Puesto que T es lineal, se tiene que T (xn1 + xn2) = Txn1 + Txn2 ; adema´s,
(xn1 + xn2)→ 0 y T (xn1 + xn2)→ y1 + y2.
Si tomamos (xn) = (xn1 + xn2), se tiene que (xn) ⊂ A, (xn)→ 0 y
Txn → y1 + y2. Por tanto, por definicio´n de espacio de separacio´n,
y1 + y2 ∈ S(T ).
Por otro lado, si y ∈ S(T ) y λ ∈ K, entonces existe (xn) ⊂ A y Txn → y. Si
tomamos (λxn) = λ(xn), se tiene que (λxn) ⊂ A, (λxn) → 0 y Tλxn → λy.
Por tanto, por definicio´n de espacio de separacio´n, λy ∈ S(T ).
En consecuencia S(T ) es un subespacio vectorial de B
Ahora mostraremos que S(T ) es un conjunto cerrado. Hacemos uso del Co-
rolario 2.1.1. Tomamos (yn) en S(T ) tal que yn → y, donde y ∈ B. Basta
demostrar que y ∈ S(T ).
Escogemos (xn) en A tal que ‖xn‖ < 1n y ‖Txn − yn‖ < 1n para todo n. Si
tomamos  = 1
n
, tenemos que xn → 0 y Txn → yn. De este modo,
Txn → yn → y, es decir y ∈ S(T ).
b) Esto es justamente el teorema de la gra´fica expuesto en funcio´n del espacio de
separacio´n.
Supongamos que la aplicacio´n lineal T es continua. Se mostrara´ que
S(T ) = {0}.
Puesto que T es continua, su gra´fica es un conjunto cerrado, es decir, si
(xn, yn) ⊂ Gr(T ) tal que
Txn = yn y (xn, yn)→ (x, y),
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entonces, (x, y) ∈ Gr(T ), es decir, Tx = y.
Sea (xn) ⊂ A tal que xn → 0. Se tiene que Txn → Tx y, puesto que T es una
aplicacio´n lineal, T (0) = 0, por tanto, Txn → 0. Es decir, S(T ) = {0}.
Por el contrario, supongamos que S(T ) = {0}. Se trata de demostrar que T
es continua, o lo que es lo mismo, que su gra´fica es un conjunto cerrado.
Puesto que S(T ) = {0}, se tiene que
∀ (xn) ⊂ A tal que xn → 0, Txn → 0
Sea (xn, yn) ⊂ Gr(T ), tal que
Txn = yn y (xn, yn)→ (x, y).
Basta con probar que (x, y) ∈ Gr(T ), es decir, Tx = y.
Por la hipo´tesis planteadas, se tiene que xn → x, entonces, xn − x → 0. Por
otro lado, Txn − Tx→ y − Tx, es decir, y − Tx ∈ S(T ).
Por tanto, y − T (x) = 0 y as´ı, Tx = y. En consecuencia, (x, y) ∈ Gr(T ).
c) Sabemos que las aplicaciones S : A→ A y R : B → B son lineales y continuas
y que TS = RT . Mostraremos que si yˆ ∈ R(S(T )), entonces, yˆ ∈ S(T ).
Por definicio´n,
R(S(T )) = {yˆ ∈ B : ∃y ∈ S(T ), Ry = yˆ}.
Puesto que y ∈ S(T ), existe (xn) ⊂ A tal que xn → 0 y Txn → y. Sea
(Sxn) = (xˆn) ⊂ A, como S es continua se tiene que xˆn → 0, adema´s
T (Sxn) = R(Txn)→ Ry
T xˆn → Ry = yˆ.
Por tanto, ∃ (xˆn) ⊂ A tal que xˆn → 0 y T xˆn → y, es decir, y ∈ S(T ).

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Lema 3.1.2. Sea T una aplicacio´n lineal de un espacio de Banach A en un espacio
de Banach B, y sea R una aplicacio´n lineal continua de B en un espacio de Banach
C. Entonces:
a) La aplicacio´n RT es continua si y so´lo si R(S(T )) = {0}.
b) R(S(T )) = S(RT ).
c) Existe una constante M , que es independiente de R y C, tal que si RT es
continua, entonces ‖RT‖ ≤M‖R‖
Demostracio´n. A
a) Sabemos que
R(S(T )) = {z ∈ C : ∃y ∈ S(T ), z = R(y)}
Supongamos que la aplicacio´n RT es continua, mostraremos que R(y) = 0,
donde y ∈ S(T ).
Puesto que RT es continua, S(RT ) = {0}, donde
S(RT ) = {z ∈ C : ∃ (xn) ⊂ A, xn → 0, RTxn → z}.
De este modo, se tiene
xn → 0
Txn → y, y ∈ S(T )
RTxn → Ry,
y sabemos que RTxn → 0, por tanto Ry = 0
Por el contrario, supongamos que R(S(T )) = {0}. Basta demostrar que
S(RT ) = {0}.
Sea y ∈ S(T ), como R es una aplicacio´n continua, se tiene que
RTxn → R(y) = 0,
entonces RTxn → 0. Por tanto, S(RT ) = {0}
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b) Mostraremos que R(S(T )) ⊆ S(RT ) y S(RT ) ⊆ R(S(T )).
En primer lugar, veamos que R(S(T )) ⊆ S(RT ).
Por definicio´n,
R(S(T )) = {z ∈ C : Ry = z, y ∈ S(T )}
Puesto que y ∈ S(T ), existe (xn) ⊂ A tal que xn → 0 y Txn → y. Adema´s, R
es continua, por tanto
RTxn → Ry = z,
por tanto, z ∈ S(RT ).
En otras palabras R(S(T )) ⊆ S(RT ). Tomando la clausura en ambos conjun-
tos y considerando que S(RT ) es un conjunto cerrado, es decir,
S(RT ) = S(RT ),
se tiene que
R(S(T )) ⊆ S(RT )
R(S(T )) ⊆ S(RT )
R(S(T )) ⊆ S(RT ).
Rec´ıprocamente, consideremos el siguiente diagrama conmutativo
A B B/S(T )
C
C/R(S(T ))
-T -piB
@
@
@
@
@R
R
?
Rˆ
?
piC
donde Rˆ([x]) = R(x) y piB, piC son las aplicaciones proyeccio´n cano´nica.
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Es necesario probar que la aplicacio´n RT = RˆpiBT es continua. Puesto que Rˆ
es continua, basta mostrar la continuidad de piBT . En efecto, sea xn → 0 en
A y piBT (xn) → y + S(T ) en B/S(T ). Entonces, existe una sucesio´n (yn) en
S(T ) tal que T (xn)− y − yn → 0.
Podemos escoger una sucesio´n (wn) en A tal que ‖wn‖ < 1n y ‖T (wn)−yn‖ < 1n .
Entonces, xn − wn → 0 y T (xn − wn)− y → 0 cuando n→∞, de este modo
y ∈ S(T ). Por tanto, S(piBT ) = {0} y as´ı piBT es continua.
Sabemos que piC , R y RT son aplicaciones continuas, entonces piCR y piCRT
son continuas, por tanto
piCR(S(T )) = {0} y piC(S(RT )) = {0}
En consecuencia, R(S(T )) = S(RT ). Adema´s, R(S(T )) ⊆ R(S(T )). De este
modo,
S(RT ) ⊆ R(S(T )).
c) Por el resultado mostrado en el literal b) se sabe que piBT es una aplicacio´n
continua.
Por otro lado, por el Teorema 2.6.2 tenemos que Rˆ es continua y ‖R‖ = ‖Rˆ‖.
Observando el diagrama, tenemos que RT = RˆpiBT y considerando que Rˆ y
piBT son aplicaciones continuas, se sigue
‖RT‖ = ‖RˆpiBT‖
‖RT‖ ≤ ‖Rˆ‖‖piBT‖ = ‖R‖‖piBT‖.
Tomando M = ‖piBT‖, que no depende ni de R ni de C, se obtiene el resultado
buscado ‖RT‖ ≤M‖R‖.

3.2. Teorema principal de acotacio´n
El Teorema principal de acotacio´n de W. G. Bade y P. C. Curtis Jr. es una de las
primordiales herramientas en la teor´ıa de continuidad automa´tica.
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En adelante, las aplicaciones consideradas esta´n definidas, generalmente, sobre a´lge-
bras de Banach y, en esta situacio´n, tenemos una serie de definiciones importantes
que servira´n de plataforma para la demostracio´n del Teorema principal de acotacio´n.
Definicio´n 3.2.1. Un semirret´ıculo inferior es un conjunto X provisto de una
operacio´n binaria ∧ tal que para todos los elementos x, y, z de X se cumplen las
siguientes identidades:
a) Asociativa: x ∧ (y ∧ z) = (x ∧ y) ∧ z
b) Conmutativa: x ∧ y = y ∧ x
c) Idempotente: x ∧ x = x
Si la operacio´n ∧ satisface las reglas algebraicas anteriores, entonces a su vez define
un orden parcial en X, del siguiente modo
x ≤ y ⇔ x ∧ y = x.
Definicio´n 3.2.2. Sea A un anillo. Un elemento a ∈ A se llama idempotente si
a · a = a2 = a.
Definicio´n 3.2.3. Un conjunto S de idempotentes de un anillo A se llama orto-
gonal si
∀a, b ∈ S, a 6= b⇒ ab = 0.
Se dice que dos idempotentes a, b ∈ A son ortogonales si {a, b} es un conjunto
ortogonal.
Observacio´n. Si S es un conjunto de idempotentes de un anillo conmutativo
A, S es un semirret´ıculo inferior y, por tanto, en S se define un orden parcial
para la operacio´n producto.
Definicio´n 3.2.4. Si A es un a´lgebra de Banach, B un espacio de Banach y
T : A→ B una aplicacio´n lineal, entonces el ideal de continuidad de T , J (T ),
esta´ definido por el ideal
J (T ) = {a ∈ A : b 7→ T (ab) es continua}.
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Observacio´n. Si T : A→ B es un homomorfismo, entonces se tiene que
J (T ) = {a ∈ A : T (a)S(T ) = {0}}.
En efecto, por definicio´n de ideal de continuidad y puesto que T es un homomorfismo
se tiene que a ∈ J (T ) si y so´lo si b 7→ T (a)T (b) es continua. Esto u´ltimo, por el
Lema 3.1.2 a) es equivalente a T (a)S(T ) = {0}.
Teorema 3.2.1. Sea A un a´lgebra de Banach conmutativa y T un homomorfismo
de A en un a´lgebra de Banach B. Si {gn} y {hn} son sucesiones de A que satisfacen
i) gnhn = gn, n = 1, 2, · · · , y
ii) hmhn = 0,m 6= n,
entonces
sup
n
‖T (gn)‖
‖gn‖‖hn‖ <∞.
Demostracio´n. Tomando en cuenta que si (an) es una sucesio´n acotada,
l´ım sup an = l´ım
n→∞
(sup{ak : k ≥ n}),
probaremos el teorema por reduccio´n al absurdo, es decir, supongamos que
l´ım sup
‖T (gn)‖
‖gn‖‖hn‖ =∞,
Por facilidad se puede suponer que ‖gn‖ = 1, n = 1, 2, · · · . Claramente, por la
propiedad i) y por ser A un a´lgebra de Banach, 1 ≤ ‖hn‖ <∞. Se mostrara´ que una
adecuada combinacio´n lineal de elementos de hn se asignan bajo T en un elemento
de norma infinita, lo cual contradice el hecho de que B es un espacio de Banach.
Por definicio´n de l´ım sup, para todo n tenemos que sup{ak : k ≥ n} = ∞ y, por
tanto, para todo i y todo j, existe n(i, j) tal que
‖T (gn(i,j))‖
‖hn(i,j)‖ > 4
i+j.
Si notamos gn(i,j) = qij y hn(i,j) = pij, se tiene que
‖T (qij)‖ ≥ 4i+j‖pij‖, i, j = 1, 2, · · · . (∗)
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Adema´s, definimos
fi =
∞∑
j=i
qij
2j
, i = 1, 2, · · · .
Multiplicando esta u´ltima ecuacio´n por pij se obtiene
pijfi =
qij
2j
,
puesto que qmpn = pnqm = 0 cuando m 6= n.
Se observa que T (fi) 6= 0. Puesto que T es un homomorfismo,
pijT (fi) = T (pijfi)
=
T (qij)
2j
,
‖T (qij)‖ ≥ 4i+j‖pij‖ > 0,
por tanto, T (qij) 6= 0, en consecuencia T (fi) 6= 0.
Para cada entero i se selecciona un entero ji tal que 2
ji > ‖T (fi)‖ y se define
y =
∞∑
i=1
piji
2i‖piji‖
.
Multiplicando esta u´ltima ecuacio´n por fi, y aplicando el mismo razonamiento an-
terior, qmpn = pnqm = 0, se obtiene
fiy =
qiji
2(i+ji)‖piji‖
Por u´ltimo, usando la ecuacio´n (∗) y las propiedades de los espacios y el operador,
se tiene
T (fiy) = T (fi)T (y)
‖T (fiy)‖ ≤ ‖T (fi)‖‖T (y)‖.
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Adicionalmente,
T (fiy) = T
(
qiji
2i+ji‖piji‖
)
=
T (qiji)
2i+ji‖piji‖
‖T (fiy)‖ = ‖T (qiji)‖
2i+ji‖piji‖
≥ 4
i+ji‖piji‖
2i+ji‖piji‖
≥ 2i+ji
En consecuencia,
‖T (fi)‖ < 2ji
2i‖T (fi)‖ < 2i+ji
≤ ‖T (fiy)‖
≤ ‖T (fi)‖‖T (y)‖,
de donde 2i < ‖T (y)‖, para todo i. Es decir,
‖T (y)‖ =∞ (⇒⇐)

Corolario 3.2.1. Sea T un homomorfismo arbitrario del a´lgebra de Banach con-
mutativa A en el a´lgebra de Banach B. Si {pn} es una sucesio´n de idempotentes
ortogonales en A, es decir, pmpn = 0 para m 6= n, entonces existe una constante M
tal que
‖T (pn)‖ ≤M‖pn‖2, n = 1, 2, · · ·
Demostracio´n. Por el resultado del Teorema 3.2.1, se sabe que
sup
‖T (gn)‖
‖gn‖‖hn‖ = M <∞
Tomando gn = hn = pn, se cumple que
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i) pnpn = pn, n = 1, 2, · · ·
ii) pmpn = 0,m 6= n
Por tanto,
‖T (gn)‖
‖gn‖‖hn‖ ≤ M, ∀n ≥ 1
‖T (pn)‖
‖pn‖‖pn‖ ≤ M
‖T (pn)‖ ≤ M‖pn‖2

El siguiente teorema muestra que la constante M se puede escoger independiente-
mente de la sucesio´n {pn}
Teorema 3.2.2. Sea T un homomorfismo de un a´lgebra de Banach conmutativa A
en un a´lgebra de Banach B y sea B el conjunto de idempotentes de A. Entonces,
existe una constante M tal que
‖T (p)‖ ≤M‖p‖2, p ∈ B
Si B es un conjunto acotado de A, su imagen bajo cualquier homomorfismo es
acotada.
Demostracio´n. Si A no tiene un elemento unidad, se puede construir A de modo que
tenga un elemento unidad e y en tal caso T (e) es el elemento unidad de B. Asumi-
mos que el teorema es falso. Construimos una sucesio´n ortogonal que contradice el
Corolario 3.2.1.
Se sabe que B es un semirret´ıculo inferior, por tanto, se define un orden parcial en
e´l, del siguiente modo
q ≤ p⇔ q · p = q.
Sea B1 el conjunto de los p ∈ B tales que cumplan la siguiente condicio´n
sup
q≤p
‖T (q)‖
‖q‖2 = +∞
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Evidentemente e ∈ B1, pues q < e para todo q y entonces
‖T ( 1
n
e)‖
‖ 1
n
e‖2 =
1
n
‖T (e)‖
1
n2
‖e‖ = n.
Por otro lado, note que si p ∈ B1 y si q ≤ p, se tiene que q o p− q son elementos de
B1. Supongamos lo contrario, es decir, q /∈ B1 y p− q /∈ B1. Entonces, existe r > 0
tal que ∀r ≤ q y ∀r ≤ p− q se tiene
‖T (r)‖
‖r‖2 ≤M.
En resumen, tenemos los siguientes resultados:
i) qp = q puesto que q ≤ p,
ii) p− q ≤ p ya que (p− q)p = p− q,
iii) rq = r puesto que r ≤ q,
iv) r(p− q) = r dado que r ≤ p− q.
Por otro lado, 2r ≤ p, ya que
2rp = rp+ rp
= rqp+ r(p− q)p
= rq + r(p− q)
= 2r,
y, adema´s
‖T (rq + r(p− q))‖ = ‖T (2r)‖
= ‖T (r) + T (r)‖
≤ ‖T (r)‖+ ‖T (r)‖
≤ M(‖r‖2 + ‖r‖2)
≤ M(‖rq‖2 + ‖r(p− q)‖2).
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Sea s ≤ p, se puede escribir s = sq + s(p − q), entonces, por la u´ltima expresio´n
anterior, se tiene
‖T (s)‖ ≤ M(‖sq‖2 + ‖s(p− q)‖2)
≤ M‖s‖2(‖q‖2 + ‖p− q)‖2),
lo que contradice la suposicio´n de que p ∈ B1.
Para propo´sitos de una induccio´n, sea r1 ∈ B1 y seleccionamos q1 ≤ r1 tal que
‖T (q1)‖
‖q1‖2 > 16‖r1‖
4
(
2 + 2
‖T (r1)‖
‖r1‖2
)
.
Entonces,
‖T (r1 − q1)‖
‖r1 − q1‖2 >
‖T (q1)‖ − ‖T (r1)‖
(‖r1‖+ ‖r1‖‖q1‖)2 ,
puesto que
‖T (r1 − q1)‖ = ‖T (q1 − r1)‖
≥ ‖Tq1‖ − ‖Tr1‖
y
‖r1 − q1‖2 < ‖r1 + q1‖2
≤ (‖r1‖+ ‖q1‖)2
= ‖r1‖2 + 2‖r1‖‖q1‖+ ‖q1‖2
= ‖r1‖2 + 2‖r1‖‖r1q1‖+ ‖r1q1‖2
≤ ‖r1‖2 + 2‖r1‖2‖q1‖+ ‖r1‖2‖q1‖2
= (‖r1‖+ ‖r1‖‖q1‖)2.
Por otra parte,
(‖r1‖+ ‖r1‖‖q1‖)2 = ‖r1‖2 + 2‖r1‖2‖q1‖+ ‖r1‖2‖q1‖2
= ‖r1‖2 + 2‖r1‖2‖q1q1‖+ ‖r1‖2‖q1‖2
≤ ‖r1‖2‖q1‖2 + 2‖r1‖2‖q1‖2 + ‖r1‖2‖q1‖2
= 4‖r1‖2‖q1‖2
45
Universidad Central del Ecuador Continuidad Automa´tica
y
(‖r1‖+ ‖r1‖‖q1‖)2 = ‖r1‖2 + 2‖r1‖2‖q1‖+ ‖r1‖2‖q1‖2
> ‖r1‖2.
En consecuencia,
‖T (r1 − q1)‖
‖r1 − q1‖2 >
‖T (q1)‖
4‖r1‖2‖q1‖2 −
‖T (r1)‖
‖r1‖2
> 4‖r1‖2
(
2 +
‖T (r1)‖
‖r1‖2
)
.
Sabemos que q1 o r1 − q1 pertenecen a B1, notaremos como r2 a ese elemento. Por
tanto,
‖T (r2)‖
‖r2‖2 > 4‖r1‖
2
(
2 +
‖T (r1)‖
‖r1‖2
)
,
puesto que
4‖r1‖2 = 4‖r1r1‖2
≤ 4‖r1‖2‖r1‖2
< 16‖r1‖4.
De manera inductiva y con argumentos similares, se tiene una sucesio´n (rk) de
idempotentes en B1 tal que
‖T (rk)‖
‖rk‖2 > 4‖rk−1‖
2
(
k +
‖T (rk−1)‖
‖rk−1‖2
)
, k = 2, 3, · · · ,
donde rk+1 ≤ rk.
Ahora, definimos pk = rk − rk+1. Entonces pkpl = 0 para k 6= l, puesto que se
presentan dos posibilidades
k < l ⇒ k < k + 1 ≤ l < l + 1
l < k ⇒ l < l + 1 ≤ k < k + 1,
en la primera situacio´n se tiene que rl+1 ≤ rl ≤ rk+1 ≤ rk, en este caso
pkpl = (rk − rk+1)(rl − rl+1)
= rkrl − rk+1rl − rkrl+1 + rk+1rl+1
= rl − rl − rl+1 + rl+1
= 0,
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por otro lado, en la segunda opcio´n tenemos que rk+1 ≤ rk ≤ rl+1 ≤ rl, por tanto
pkpl = (rk − rk+1)(rl − rl+1)
= rkrl − rk+1rl − rkrl+1 + rk+1rl+1
= rk − rk+1 − rk + rk+1
= 0.
Adema´s,
‖T (pk)‖
‖pk‖2 ≥
‖T (rk+1)‖
4‖rk‖2‖rk+1‖2 −
‖T (rk)‖
‖rk‖2
>
1
4‖rk‖2
[
4‖rk‖2
(
k +
‖T (rk)‖
‖rk‖2
)]
− ‖T (rk)‖‖rk‖2
= k
Esto contradice el Corolario 3.2.1. 
En esta parte, A sera´ un a´lgebra de Banach semisimple con unidad, la cual se ha
identificado v´ıa el epimorfismo de Gelfand con un a´lgebra de Sˇilov Aˆ.
Definicio´n 3.2.5. Se denota por G a la familia de todos los conjuntos abiertos
E ⊆ φA con la propiedad de que
sup
‖T (g)‖
‖g‖‖h‖ = ME <∞,
para todas las funciones g y h que tienen soporte en E, es decir que sop(g) ⊆ E y
sop(h) ⊆ E, y tales que gh = g. Donde, sop(g) es la clausura del conjunto
{ϕ ∈ φA : g(ϕ) 6= 0}.
Demostraremos, a trave´s de una serie de lemas, que G contiene un conjunto maximal
abierto cuyo complemento es finito.
Lema 3.2.1. Si (En) es una sucesio´n cualquiera de conjuntos disjuntos abiertos en
φA, entonces En ∈ G para todo n suficientemente grande.
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Demostracio´n. Supongamos que el lema es falso. Entonces, existe una sucesio´n infi-
nita (Em) de conjuntos abiertos disjuntos y funciones gm y hm en Aˆ, cuyos soportes
se encuentran en Em, tales que
l´ım sup
‖T (gm)‖
‖gm‖‖hm‖ =∞.
Sin embargo, gmhm = gm y hm1hm2 = 0 siempre que m1 6= m2. Esto contradice el
Teorema 3.2.1. 
Lema 3.2.2. Sean E1 y E2 elementos de G. Si G es un conjunto abierto tal que
G ⊆ E2, entonces E1 ∪G esta´ en G.
Demostracio´n. Puesto que Aˆ es de Sˇilov podemos escoger una funcio´n u1, que es
uno en una vecindad de E ′2 (donde E
′
2 denota el complemento de E2) y cero en una
vecindad de G. Sea u2 = 1− u1. Puesto que sop(u1) ∩G = ∅ y sop(u2) ∩ E ′2 = ∅ se
pueden encontrar funciones v1 y v2 en Aˆ tales que
u1v1 = u1 , sop(v1) ∩G = ∅,
u2v2 = u2 , sop(v2) ∩ E ′2 = ∅.
Sea H = E1 ∪ G y se puede suponer que sop(g) ⊆ H, sop(h) ⊆ H y gh = g.
Entonces,
sop(gu1) = sop(gu1v1)
= sop(g) ∩ sop(u1) ∩ sop(v1)
⊆ H ∩ E ′2 ∩G′
⊆ E1,
sop(gu2) = sop(gu2v2)
= sop(g) ∩ sop(u2) ∩ sop(v2)
⊆ H ∩G ∩ E2
⊆ E2,
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sop(hv1) = sop(h) ∩ sop(v1)
⊆ H ∩G′
⊆ E1,
sop(hv2) = sop(h) ∩ sop(v2)
⊆ H ∩ E2
⊆ E2.
En resumen, sop(gui) ⊆ Ei, sop(hvi) ⊆ Ei, i = 1, 2, y
gui = ghui
= ghuivi
= (gui)(hvi), i = 1, 2.
Puesto que E1 y E2 pertenecen a G, se tiene que
‖T (g)‖ = ‖T (g(u1 + 1− u1))‖
= ‖T (g(u1 + u2))‖
= ‖T (gu1 + gu2)‖
≤ ‖T (gu1)‖+ ‖T (gu2)‖
≤ ME1‖gu1‖‖hv1‖+ME2‖gu2‖‖hv2‖
≤ ME1‖g‖‖u1‖‖h‖‖v1‖+ME2‖g‖‖u2‖‖h‖‖v2‖
= (ME1‖u1‖‖v1‖+ME2‖u2‖‖v2‖) ‖g‖‖h‖
= EH‖g‖‖h‖,
lo que muestra que H pertenece a G. 
Corolario 3.2.2. Si E1, E2 ∈ G y G es un abierto tal que G ⊆ E1 ∪ E2, entonces
G ∈ G.
Demostracio´n. Sea F = E ′1 ∩ G el conjunto cerrado tal que F ⊆ E2. Sea U un
abierto, donde F ⊆ U ⊆ U ⊆ E2. Por el Lema 3.2.2 sabemos que E1 ∪ U ∈ G,
adema´s, G ⊆ E1 ∪ U , por tanto, G ∈ G. 
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Lema 3.2.3. Si E1, E2 ∈ G, entonces, E1 ∪ E2 ∈ G.
Demostracio´n. Probaremos el resultado por reduccio´n al absurdo, es decir, supone-
mos que E1 ∪ E2 /∈ G.
Adema´s, si F es un conjunto cerrado tal que F ⊆ E1∪E2 y si llamamos
G = (E1 ∪ E2) − F , G tampoco esta´ en G, dado que se pueden escoger conjuntos
abiertos U y V tales que
F ⊆ V ⊆ V ⊆ U ⊆ U ⊆ E1 ∪ E2.
Entonces, por el Corolario 3.2.2, U ∈ G. En tal caso, puesto que V ⊆ U y por el
Lema 3.2.2, G ∪ V ∈ G, pero E1 ∪ E2 = G ∪ V , esto contradice la suposicio´n.
Puesto que E1 ∪E2 /∈ G podemos encontrar g1, h1 tales que g1 = g1h1,
sop(h1) ⊆ E1 ∪ E2 y
‖T (g1)‖ > ‖g1‖‖h1‖.
Por tanto, elegimos U1 de tal manera que
sop(h1) ⊆ U1 ⊆ U1 ⊆ E1 ∪ E2.
Entonces, por lo demostrado anteriormente, G2 = (E1 ∪E2)− U1 /∈ G y, por tanto,
existen g2, h2 tales que g2h2 = g2, sop(h2) ⊆ G2 y satisfacen
‖T (g2)‖ ≥ 2‖g2‖‖h2‖.
Continuando de forma inductiva se obtienen las sucesiones (gn) y (hn) tales que
i) gnhn = gn,
ii) los soportes de hn son conjuntos abiertos disjuntos,
iii) ‖T (gn)‖ ≥ n‖gn‖‖hn‖.
Esto contradice el Teorema 3.2.1. 
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Corolario 3.2.3. G es cerrado bajo uniones arbitrarias.
Demostracio´n. Siguiendo el mismo esquema del resultado anterior, sea E0 = ∪i∈IEi,
donde Ei ∈ G. Probaremos el resultado por reduccio´n al absurdo, es decir, supone-
mos que E0 /∈ G y que F es un cerrado tal que F ⊆ E0 que tampoco pertenece a
G.
Por compacidad, F se puede recubrir por una unio´n finita E1 de conjuntos en G
y, en consecuencia, por el Lema 3.2.3 E1 ∈ G. Por consiguiente, por el Lema 3.2.2,
E0 = (E0 − F ) ∪ E1 ∈ G.
En adelante, una repeticio´n de la construccio´n del resultado del Lema 3.2.3 produce
la contradiccio´n deseada, es decir, tomamos Eˆ1 = E1 y Eˆ2 = E0 y reemplazamos en
el Lema 3.2.3. 
Observacio´n. Un subconjunto abierto no vac´ıo U , de un espacio topolo´gico
X, se denomina conjunto abierto maximal si cualquier conjunto abierto
que contiene a U es X o U . Por otra parte, el interior de un conjunto puede
verse como la unio´n de todos los conjuntos abiertos contenidos en el conjunto.
En consecuencia, el interior de un conjunto es un conjunto abierto maximal.
Teorema 3.2.3. Sean A un a´lgebra de Banach conmutativa semisimple con unidad
que se ha identificado con un a´lgebra de Sˇilov Aˆ y sea T un homomorfismo arbitrario
de Aˆ en un a´lgebra de Banach. Entonces, existen un conjunto finito F de puntos de
φA y una constante M tal que
‖T (g)‖ ≤M‖g‖‖h‖,
para todas las aplicaciones g y h en Aˆ que tienen soporte en φA − F y tales que
gh = g.
Demostracio´n. Por el Corolario 3.2.3, G es cerrado bajo uniones arbitrarias y, por la
observacio´n previa, contiene un conjunto abierto maximal el cual notaremos como
G0. Sea F el complemento de G0. Si F es infinito, se puede separar una sucesio´n de
sus elementos por conjuntos abiertos disjuntos En.
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Por el Lema 3.2.1 En ∈ G para n suficientemente grande. Por tanto, G0 contiene
puntos del complemento de En. Esto contradice el hecho de que G0 y F son disjuntos,
en consecuencia, F es finito. 
Definicio´n 3.2.6. El conjunto finito F del Teorema 3.2.3 se llamara´ conjunto
singularidad de T . Adema´s, si V es un conjunto abierto de φA se escribira´
J(V ) = {aˆ ∈ Aˆ : aˆ(V ) = 0}.
En este punto, contamos con todas la herramientas necesarias para demostrar el
Teorema de principal de acotacio´n.
Teorema 3.2.4 (Teorema principal de acotacio´n). Sean A un a´lgebra de Banach
conmutativa semisimple con unidad que se ha identificado con un a´lgebra de Sˇilov Aˆ,
B un a´lgebra de Banach y T : Aˆ→ B un homomorfismo con espacio de separacio´n
S(T ) e ideal de continuidad
J (T ) = {g ∈ Aˆ : h 7→ T (gh) es continua}.
Definimos J(F ) como el conjunto de todas las aplicaciones en Aˆ que se anulan
en V , una vecindad cualquiera de F el conjunto singularidad de T . En tal caso,
J(F ) ⊆ J (T ). Por otra parte, existe una constante M tal que
‖T (g)‖ ≤M‖g‖‖h‖, ∀g ∈ J(F ).
En otras palabras, la restriccio´n de T a J(F ) es continua, donde h es cualquier
funcio´n en Aˆ que es uno en V ′ y se anula en una vecindad de F .
Demostracio´n. En primer lugar mostraremos que J(F ) ⊆ J (T ). Sean FφA y FAˆ
las familias de subconjuntos cerrados de φA y Aˆ, respectivamente. Definimos la
aplicacio´n
G : FφA → FAˆ.
Puesto que φA es un compacto en la topolog´ıa ω
∗, se puede encontrar un recubri-
miento finito {U1, U2, · · · , Un} de φA − V tal que las restricciones de T a G(Ui) son
continuas para todo i = 1, · · · , n.
Tomamos g1, g2, · · · , gn+1 ∈ Aˆ tales que
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i) sop(gi) ⊂ Ui, para i = 1, · · · , n
ii) sop(gn+1) ⊂ V
iii)
∑n+1
i=1 gi = 1.
Sea g ∈ J(F ), entonces, puesto que sop(gn+1) ∩ sop(g) = ∅, se tiene que
g = g
n∑
i=1
gi.
Adema´s, si h ∈ Aˆ se tiene que sop(ggih) ⊂ Ui y, en consecuencia, ggi · Aˆ ⊂ G(Ui); es
decir, T (ggih), i = 1, · · · , n, es una aplicacio´n continua para todo h ∈ Aˆ. Por tanto,
puesto que
T (gh) = T
(
g
n∑
i=1
gih
)
=
n∑
i=1
T (ggih)
y la suma de aplicaciones continuas es continua, se tiene que g ∈ J (T ).
Finalmente, la continuidad de la restriccio´n de T a J(V ) es una consecuencia inme-
diata del Teorema 3.2.3 al tomar V = (φA − F )′. 
3.3. Implicaciones de la continuidad bilineal
El Teorema 3.2.4 establece la continuidad de T como una aplicacio´n bilineal, en tal
virtud, presentamos una serie de implicaciones de este hecho.
Proposicio´n 3.3.1. Sean A un a´lgebra de Banach conmutativa semisimple con
unidad que se ha identificado con un a´lgebra de Sˇilov Aˆ, B un a´lgebra de Banach y
T : Aˆ → B un homomorfismo con ideal de continuidad J (T ). Entonces, se cumple
que
‖T (fg)‖ ≤M‖f‖‖g‖
para todo f ∈ J (T ) ∩ J(F ), g ∈ J(F ).
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Demostracio´n. En primer lugar, suponemos que f ∈ J(F ), g ∈ J(F ) y (fn) ⊂ J(F )
tal que fn → f . Entonces, por el Teorema principal de acotacio´n se tiene que
‖T (fng)‖ ≤M‖fn‖‖g‖
y al pasar al l´ımite, obtenemos
‖T (fng)‖ = l´ım
n→∞
‖T (fng)‖
≤ l´ım
n→∞
M‖fn‖‖g‖
= M‖f‖‖g‖.
Por otro lado, si f ∈ J (T ) ∩ J(F ) y (gn) ⊂ J(F ) donde gn → g ∈ J(F ). Entonces,
por el resultado anterior se tiene que
‖T (fgn)‖ ≤M‖f‖‖‖gn‖.
Adema´s, puesto que f ∈ J (T ), T (fgn)→ T (fg) y, de este modo
‖T (fg)‖ ≤M‖f‖‖‖g‖.

Con una hipo´tesis adicional sobre Aˆ tenemos las condiciones necesarias para probar
el siguiente resultado de continuidad bilineal.
Teorema 3.3.1. Sea A un a´lgebra de Banach conmutativa semisimple con unidad
que se ha identificado con un a´lgebra de Sˇilov Aˆ en la cual cada ideal primario
cerrado tiene codimensio´n finita, B es un espacio de Banach y T : A → B es una
aplicacio´n lineal que verifica el Teorema 3.2.4. Entonces, existe una constante N tal
que
‖T (fg)‖ ≤ N‖f‖‖g‖,
para todo f, g ∈ J (T ).
Demostracio´n. Sin pe´rdida de generalidad se puede suponer que F es un conjunto
que contiene un solo elemento. En tal caso, J(F ) es un ideal primario de Aˆ, pues F
es su casco.
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En primer lugar, suponemos que f ∈ J (T ) y que g ∈ J(F ). Puesto que J(F ) es
un ideal primario cerrado y J(F ) ⊆ J (T ) se tiene que J(F ) es un subespacio de
codimensio´n finita en J (T ). En consecuencia, J (T ) se puede escribir como la suma
directa de J(F ) y H, donde H es la envolvente lineal de {h1, h2, · · · , hn} ⊂ J (T ),
entonces
J (T ) = J(F )⊕H.
Ahora, si f ∈ J (T ) tenemos que f = a+ b, donde a ∈ J(F ) y b ∈ H. De este modo,
se puede escribir
b =
n∑
i=1
αi(f)hi,
donde αi ∈ C(J (T )).
Por otro lado, es posible definir la proyeccio´n de J (T ) sobre J(F ) a lo largo de H
como
P : J (T ) → J(F )
f → Pf = a,
donde f = a+ b con a ∈ J(F ) y b ∈ H. Esta proyeccio´n es una aplicacio´n lineal.
Con estos antecedentes tenemos que
‖T (fg)‖ = ‖T (ag + bg)‖
≤ ‖T (ag)‖+ ‖T (bg)‖
= ‖T (ag)‖+ ‖T (
∑
αi(f)hig)‖
≤ ‖T (ag)‖+
n∑
i=1
|αi(f)|‖T (hig)‖.
Adema´s, por la Proposicio´n 3.3.1 tenemos que ‖T (ag)‖ ≤M‖a‖‖g‖, entonces
‖T (fg)‖ ≤ M‖a‖‖g‖+ ‖f‖
n∑
i=1
‖αi‖‖T (hig)‖
≤ M‖P‖‖f‖‖g‖+ ‖f‖‖g‖
(
n∑
i=1
‖αi‖Ai
)
,
donde Ai = sup‖g‖=1 ‖T (hig)‖ <∞, puesto que hi ∈ J (T ).
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Tomando
K = M‖P‖+
n∑
i=1
‖αi‖Ai,
se establece que
‖T (fg)‖ ≤ K‖f‖‖g‖, f ∈ J (T ), g ∈ J(F ).
Ahora, suponiendo que f, g ∈ J (T ). Es posible escribir g = c + d, donde c ∈ J(F )
y d ∈ H. Entonces, siguiendo el esquema anterior, tenemos que
‖T (fg)‖ = ‖T (fc+ fd)‖
≤ ‖T (fc)‖+ ‖T (fd)‖
≤ K‖f‖‖c‖+ ‖T (f
∑
αi(g)hi)‖
≤ K‖P‖‖f‖‖g‖+
n∑
i=1
|αi(g)|‖T (hif)‖
≤ K‖P‖‖f‖‖g‖+ ‖g‖
n∑
i=1
‖αi‖‖T (hif)‖
≤ K‖P‖‖f‖‖g‖+ ‖g‖‖f‖
(
n∑
i=1
‖αi‖Ai
)
,
donde Ai = sup‖f‖=1 ‖T (hif)‖ <∞, puesto que hi ∈ J (T ). En consecuencia,
‖T (fg)‖ ≤
(
K‖P‖+
n∑
i=1
‖αi‖Ai
)
‖f‖‖g‖
= N‖f‖‖g‖.

Para la demostracio´n del siguiente resultado, consecuencia del Teorema principal de
acotacio´n, se considerara´ Aˆ como el a´lgebra C(X) de todas las aplicaciones reales o
complejas sobre el espacio Hausdorff compacto X. Por otro lado, al igual que antes,
F = {w1, w2, · · · , wn} sera´ el conjunto finito singularidad de T : C(X)→ B y C(F )
sera´ la suba´lgebra densa de C(X) que consiste de todas las aplicaciones f tales que
f ≡ f(wi) en una vecindad de cada punto wi ∈ F , la vecindad depende de f .
Corolario 3.3.1. Sea T un homomorfismo de C(X) en un a´lgebra de Banach. Si
F denota el conjunto singularidad de T , entonces, T es continuo en el suba´lgebra
densa C(F ) de C(X).
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Demostracio´n. En el Teorema 3.2.4, sin pe´rdida de generalidad, se puede suponer
que ‖h‖ = 1 y, en tal caso, se tiene que
‖T (g)‖ ≤M‖g‖, g ∈ J(F ).
Ahora, se seleccionan aplicaciones ei, tales que
i) 0 ≤ ei ≤ 1,
ii) eiej = 0, i 6= j, y
iii) ei(w) ≡ 1 en una vecindad de wi ∈ F .
Entonces, para todo f ∈ C(F )
f −
n∑
i=1
f(wi)ei ∈ J(F ),
puesto que si w es una vecindad de wi ∈ F se tiene
(f −
n∑
i=1
f(wi)ei)(w) = f(w)−
n∑
i=1
f(wi)ei(w)
= f(w)−
n∑
i=1
f(wi)
= 0.
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Por tanto,
‖T (f)‖ = ‖T (f −
n∑
i=1
f(wi)ei +
n∑
i=1
f(wi)ei)‖
= ‖T (f −
n∑
i=1
f(wi)ei) + T (
n∑
i=1
f(wi)ei)‖
≤ ‖T (f −
n∑
i=1
f(wi)ei)‖+ ‖T (
n∑
i=1
f(wi)ei)‖
≤ M‖f −
n∑
i=1
f(wi)ei‖+ ‖
n∑
i=1
f(wi)T (ei)‖
≤ M‖f‖+M
n∑
i=1
‖f(wi)‖
n∑
i=1
‖ei‖+ ‖f‖
n∑
i=1
‖T (ei)‖
≤ M‖f‖+M‖f‖n+ ‖f‖
n∑
i=1
‖T (ei)‖
= (M +Mn+
n∑
i=1
‖T (ei)‖)‖f‖
= M˜‖f‖.

A continuacio´n estudiaremos la estructura y continuidad automa´tica de derivaciones
de a´lgebras de Banach. Para tal efecto, con el fin de facilitar el desarrollo del teorema
siguiente, se introduce la definicio´n de derivacio´n.
Definicio´n 3.3.1. Si A es un a´lgebra de Banach y M un A-bimo´dulo, entonces, la
aplicacio´n lineal
D : A→M
se denomina derivacio´n si verifica la regla de Leibnitz para todo a, b ∈ A, es decir,
D(ab) = a ·D(b) +D(a) · b.
Teorema 3.3.2. Sea J (D) el ideal de continuidad de una derivacio´n D : A→M.
Entonces, existe una constante M tal que
a) ‖fD(g)‖ ≤M‖f‖‖g‖, f ∈ J (D), g ∈ A.
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b) ‖D(fg)‖ ≤ 2M‖f‖‖g‖, f, g ∈ J (D).
Demostracio´n. A
a) Mostraremos que
J (D) = {f ∈ A : g 7→ D(fg) es continua},
es equivalente a
J (D) = {f ∈ A : Df es continua}
donde Df (g) = fD(g).
Para esto se definen las aplicaciones α y β como sigue
α : A → M
g → D(fg)
β : A → M
g → fD(g).
Suponiendo que α es continua, se verifica que β tambie´n lo es. En efecto, si
(gn) ⊂ A converge a g0 se verifica que α(gn)→ α(g0), adema´s,
l´ım
n→∞
α(gn) = l´ım
n→∞
D(fgn)
= l´ım
n→∞
(fD(gn) +D(f)gn)
= l´ım
n→∞
fD(gn) + l´ım
n→∞
D(f)gn
= l´ım
n→∞
β(gn) +D(f)g0,
y por otro lado
l´ım
n→∞
α(gn) = α(g0)
= D(fg0)
= fD(g0) +D(f)g0
= β(g0) +D(f)g0.
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En consecuencia,
l´ım
n→∞
β(gn) = β(g0),
es decir, β es continua.
Si f ∈ J (D), entonces, Df ∈ L(A,M). Definimos la aplicacio´n Θ tal que
Θ : J (D) → L(A,M)
f → Θ(f) = Df .
Por otro lado, sea (fn) ⊆ J (D) tal que fn → f , entonces, para todo g ∈ A se
tiene que
l´ım
n→∞
Θ(fn)(g) = l´ım
n→∞
Dfn(g)
= l´ım
n→∞
fnD(g)
= f0D(g)
= Df0(g)
= Θ(f0)(g)
es decir,
l´ım
n→∞
Θ(fn) = Θ(f0).
Puesto que Θ es continua, entonces, es acotada y, en consecuencia
‖Θ(f)‖ ≤M‖f‖.
Si llamamos c = M‖f‖ se verifica que
‖Df‖ ≤ c⇔ ‖Df (g)‖ ≤ c‖g‖,
y por tanto
‖fD(g)‖ ≤M‖f‖‖g‖.
b) Si f, g ∈ J (D), por el literal anterior, se tiene que ‖fD(g)‖ ≤ M‖f‖‖g‖ y
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‖gD(f)‖ ≤M‖f‖‖g‖. Por tanto,
‖D(fg)‖ = ‖fD(g) +D(f)g‖
≤ ‖fD(g)‖+ ‖D(f)g‖
≤ M‖f‖‖g‖+M‖f‖‖g‖
= 2M‖f‖‖g‖.

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CAPI´TULO 4
HOMOMORFISMOS DE A´LGEBRAS DE FUNCIONES DIFERENCIA-
BLES
En este cap´ıtulo Cn([0, 1]) denotara´ el espacio de todas las funciones a valores com-
plejos sobre el intervalo [0, 1] que tienen n derivadas continuas.
Observacio´n. Cn([0, 1]) es un a´lgebra de Banach bajo la norma
‖f‖ = ma´x
t∈[0,1]
n∑
k=0
|f (k)(t)|
k!
.
.
En efecto, sea (fm) una sucesio´n de Cauchy en Cn([0, 1]). Por definicio´n de la norma
dada, para cada t ∈ [0, 1] y cada 0 ≤ j ≤ n, (f (j)m (t)) es una sucesio´n de Cauchy en
C.
Sea
gj(t) = l´ım
m→∞
f (j)m (t), 0 ≤ j ≤ n.
Mostraremos por induccio´n sobre j que g0 es j veces diferenciable, donde g
(j)
0 = gj.
Puesto que para j = 0 es evidente, supondremos 1 ≤ j ≤ n y que g0 es (j− 1) veces
diferenciable y satisface g
(j−1)
0 = gj−1.
Para m ∈ N y t ∈ [0, 1] se tiene
f (j−1)m (t) = f
(j−1)
m (0) +
∫ t
0
f (j)m (s)ds,
Puesto que f
(j)
m y f
(j−1)
m convergen con l´ımites gj y gj−1, respectivamente, la hipo´tesis
inductiva viene dada por
g
(j−1)
0 (t) = gj−1(t)
= gj−1(0) +
∫ t
0
gj(s)ds
= g
(j−1)
0 (0) +
∫ t
0
gj(s)ds,
para todo t ∈ [0, 1]. Esto muestra que g(j−1)0 es diferenciable y(
g
(j−1)
0
)′
(t) = gj(t),
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para todo t ∈ [0, 1].
Por tanto, tomando f = g0, f es n veces diferenciable y f
(j) = gj para 0 ≤ j ≤ n.
Ya que f
(j)
m converge a gj para cada j, se concluye que fm → f en Cn([0, 1]).
Hemos demostrado que Cn([0, 1]) es un espacio de Banach, resta demostrar que es
un a´lgebra con la norma definida. Efectivamente, si f, g ∈ Cn([0, 1]) tenemos que
‖fg‖ = ma´x
t∈[0,1]
n∑
k=0
|(fg)(k)(t)|
k!
= ma´x
t∈[0,1]
n∑
k=0
1
k!
∣∣∣∣∣∣
k∑
j=0
 k
j
 f (j)(t)g(k−j)(t)
∣∣∣∣∣∣
= ma´x
t∈[0,1]
n∑
k=0
∣∣∣∣∣
k∑
j=0
1
j!(k − j)!f
(j)(t)g(k−j)(t)
∣∣∣∣∣
≤ ma´x
t∈[0,1]
n∑
k=0
k∑
j=0
1
j!
|f (j)(t)| 1
(k − j)! |g
(k−j)(t)|
≤ ma´x
t∈[0,1]
n∑
l=0
n∑
j=0
|f (j)(t)|
j!
|g(l)(t)|
l!
= ma´x
t∈[0,1]
n∑
j=0
|f (j)(t)|
j!
ma´x
t∈[0,1]
n∑
l=0
|g(l)(t)|
l!
= ‖f‖ · ‖g‖.
Proposicio´n 4.0.2. El a´lgebra Cn([0, 1]) es un a´lgebra de Sˇilov.
Demostracio´n. Sea A = Cn([0, 1]). Para cada t ∈ [0, 1] se define la aplicacio´n
Ψ : [0, 1] → φA
t → Ψ(t) = ϕt,
donde ϕt = f(t).
Mostraremos que Ψ es un homeomorfismo, es decir, es una biyeccio´n entre dos
espacios topolo´gicos por una aplicacio´n continua y cuya inversa es continua; de
modo intuitivo, el concepto de homeomorfismo indica que dos espacios topolo´gicos
son los mismos vistos de otra manera. Para probar esta afirmacio´n haremos uso, sin
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demostracio´n, del resultado que indica que toda biyeccio´n continua de un espacio
compacto en un espacio de Hausdorff es un homeomorfismo.
En primer lugar, mostraremos que Ψ es inyectiva. Sean t1, t2 tales que Ψ(t1) = Ψ(t2),
entonces ϕt1 = ϕt2 , lo que implica que t1 = t2. La sobreyectividad es evidente, ya
que ∀ϕt ∈ φA, ∃t ∈ [0, 1] tal que Ψ(t) = ϕt.
Para probar la continuidad tomamos una sucesio´n (tn) de [0, 1] tal que converge a
t0. Entonces, se tiene
l´ım
n→∞
Ψ(tn) = l´ım
n→∞
ϕtn
= l´ım
n→∞
ϕt0
= l´ım
n→∞
Ψ(t0).
En consecuencia, Ψ es un homeomorfismo, puesto que [0, 1] es compacto y φA es un
espacio de Hausdorff. De este modo, se puede identificar a [0, 1] con φA y, por tanto,
la transformacio´n de Gelfand es la aplicacio´n identidad. Por ende, Γ(A) = A con lo
que se concluye que Cn([0, 1]) es un a´lgebra de Sˇilov. 
4.1. Ideales en Cn([0, 1])
Las a´lgebras Cn([0, 1]) son las a´lgebras de Sˇilov ma´s simples. En [30] se muestra
evidencia de que dado cualquier t ∈ [0, 1], existen exactamente n+1 ideales cerrados
diferentes en Cn([0, 1]) con casco igual a {t}, por tanto, tales ideales son ideales
primarios.
As´ı, se necesita una caracterizacio´n de los ideales primarios cerrados con codimensio´n
finita en Cn([0, 1]). Se usa la siguiente notacio´n:
Mn,k(t0) = {f ∈ Cn([0, 1]) : f (j)(t0) = 0 para j = 0, · · · , k},
donde 0 ≤ k ≤ n.
Estos son precisamente los ideales contenidos en el ideal maximal Mn,k(t0) de fun-
ciones que se anulan en t0. Se escribira´ Mn,k para Mn,k(0) y si se define z(t) = t,
0 ≤ t ≤ 1, se tiene la siguiente proposicio´n:
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Proposicio´n 4.1.1. Sea n un entero positivo. Entonces
a) (Mn,n)
2 = znMn,n,
b) (Mn,k)
2 = zk+1Mn,k, 1 ≤ k < n.
Donde
(Mn,k)
2 =
{ ∞∑
j=1
fjgj : fj, gj ∈Mn,k
}
Demostracio´n. A
a) Si f ∈ Mn,n, existe una funcio´n ω tal que es infinitamente diferenciable sobre
(0, 1] y es continua sobre [0, 1], adema´s
ω(0) = 0, y ω(t) > 0 para t > 0;
ω(t) ≥ sup{|f (n)(s)| : 0 ≤ s ≤ t};
l´ım
t→0+
f (n)(t)
ω(t)
= 0.
Para probar esta afirmacio´n, suponemos, sin pe´rdida de generalidad, que
|f (n)(t)| < 1 para t ∈ [0, 1], y se define
g(t) = sup{|f (n)(s)| : 0 ≤ s ≤ t}
para t ∈ [0, 1]. Entonces, g es no negativa, continua, creciente en [0, 1], g(0) = 0
y g(1) < 1.
Escogemos una sucesio´n (ti) ⊂ (0, 1) decreciente hacia 0, y para cada i una
funcio´n escalonada hi en [ti, 1] tal que
g < hi < 1 en [ti, 1];
hi es no decreciente;
si j > i, hj = hi en [ti, 1];
hi(ti)→ 0 cuando i→∞.
Ahora, definimos la funcio´n h en (0, 1] por h(t) = hi(t) si t ≥ ti. Uniendo
mediante una l´ınea los extremos izquierdos de los escalones de h se produce
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una funcio´n poligonal que se notara´ con k; observe que
g < k < 1 en (0, 1], y
l´ım
t→0+
k(t) = 0.
Suavizando las esquinas de k se produce una nueva funcio´n denominada ψ,
infinitamente diferenciable en (0, 1]; esto para que
g < ψ < 1 en (0, 1], y
l´ım
t→0+
ψ(t) = 0.
Se define ψ(0) = 0, de este modo ψ es continua en [0, 1]. Adema´s, se tiene que∣∣∣∣f (n)ψ
∣∣∣∣ < 1, en (0, 1].
Entonces, si se toma ω = ψ se tienen las condiciones deseadas.
Continuando con la demostracio´n, tomamos f ∈ Mn,n. Se debe encontrar
h ∈Mn,n y k ∈Mn,n tales que znf = hk. Se toma ω definida como antes y se
define k en [0, 1] por
k(t) =
∫ t
0
(t− s)n−1ω(s)ds.
Por lo tanto, por la regla de derivacio´n bajo la integral se tiene que
k(j)(t) = (n− 1) · · · (n− j)
∫ t
0
(t− s)n−j−1ω(s)ds, donde j = 1, · · · , n− 1
y
k(n)(t) = (n− 1)!ω(t),
en consecuencia, k(j)(0) = 0, j = 1, · · · , n; es decir, k ∈Mn,n. Ahora definimos
h en [0, 1] como sigue
h(t) = tn
f(t)
k(t)
, t ∈ (0, 1],
h(0) = 0
Note que k es positiva en (0, 1]. Puesto que znf = hk, resta demostrar que
h ∈ Mn,n. Es claro que h tiene n derivadas continuas en (0, 1] ya que f y
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k tienen n derivadas continuas en el mismo intervalo, por lo que queda por
determinar el comportamiento de la funcio´n en 0. En primer lugar, aplicamos
la regla de L’Hoˆpital para determinar el siguiente l´ımite:
l´ım
t→0+
h(t)
tn
= l´ım
t→0+
f(t)
k(t)
= l´ım
t→0+
f (n)(t)
k(n)(t)
=
1
(n− 1)! l´ımt→0+
f (n)(t)
ω(t)
= 0.
Y en consecuencia, h(t)
tj
→ 0 cuando t→ 0+ para j = 0, 1, · · · , n.
Por tanto,
h(n)(0) = l´ım
t→0+
n!
h(t)
tn
= n! l´ım
t→0+
h(t)
tn
= 0.
En conclusio´n, se ha mostrado que znMn,n ⊂ (Mn,n)2. Ahora se mostrara´ la
inclusio´n inversa, supongamos que h ∈Mn,n y k ∈Mn,n, y tomamos
f =
hk
zn
.
Siguiendo el mismo razonamiento anterior, f tiene n derivadas continuas en
(0, 1], y solo resta probar que f ∈Mn,n, para lo que es suficiente con demostrar
que
f(t)
tn
→ 0 cuando t→ 0+.
En efecto, aplicando la regla de L’Hoˆpital se tiene que
l´ım
t→0+
f(t)
tn
= l´ım
t→0+
(
h(t)
tn
)(
k(t)
tn
)
= l´ım
t→0+
h(t)
tn
l´ım
t→0+
k(t)
tn
= 0.
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b) Puesto que zk+1 ∈ Mn,k, la inclusio´n zk+1Mn,k ⊂ (Mn,k)2 esta´ determinada.
Para la inclusio´n inversa, suponemos que fi ∈Mn,k para i = 1, 2. Entonces, la
serie de Taylor de fi centrada en 0 viene dada por
fi(t) =
∞∑
j=0
f
(j)
i (0)
n!
(t− 0)j
=
n∑
j=k+1
f
(j)
i (0)
n!
tj +Rn,
donde Rn, el error de truncamiento, pertenece a Mn,n.
Para terminar la demostracio´n resta probar que f1f2
zk+1
pertenece a Mn,k. Multi-
plicando las dos series de Taylor encontradas y dividiendo por zk+1 se tiene
f1f2
zk+1
(t) =
n∑
j,j′=k+1
f
(j)
1 (0)f
(j′)
2 (0)
jj′
tj+j
′−(k+1) +
Rnf1 (t)Rnf2 (t)
tk+1
.
Por el resultado obtenido en a) se sabe que
Rnf1
Rnf2
zk+1
pertenece a Mn,n, el cual
esta´ contenido en Mn,k. Esto prueba el resultado.

En vista de los resultados obtenidos definimos la siguiente aplicacio´n
Sn,k : Mn,k → (Mn,k)2
f → Sn,k(f) =
 zk+1f si 0 ≤ k < nzkf si k = n,
la cual da una forma de normar a (Mn,k)
2 mediante la norma | · |n,k definida por
|f |n,k = ‖f‖+ ‖(Sn,k)−1f‖, f ∈ (Mn,k)2.
Tomando Bn,k = ((Mn,k)
2, | · |n,k), k = 0, · · · , n se tiene el siguiente resultado:
Proposicio´n 4.1.2. Cada Bn,k es un a´lgebra de Banach.
Demostracio´n. En primer lugar, se observa que Bn,k es un espacio completo. Basta
demostrar que Bn,k es un espacio cerrado, pues Cn([0, 1]) es un espacio de Banach.
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Sea (fm) una sucesio´n en Bn,k tal que
l´ım
m→∞
fm = f.
Puesto que Bn,k ⊂ (Mn,k)2, fm se puede escribir de la forma tk+1gm, para todo m,
donde gm ∈Mn,k. Adema´s, Mn,k es cerrado, por tanto
l´ım
m→∞
fm = l´ım
m→∞
tk+1gm
= tk+1 l´ım
m→∞
gm
= tk+1g,
donde g ∈Mn,k. Es decir, f ∈ (Mn,k)2.
Por u´ltimo, se observa que la norma definida en Bn,k cumple que |fg|n,k ≤ |f |n,k ·
|g|n,k.
|fg|n,k = ‖fg‖+ ‖(Sn,k)−1fg‖
≤ ‖f‖‖g‖+ ‖(Sn,k)−1f‖‖(Sn,k)−1g‖
≤ ‖f‖‖g‖+ ‖(Sn,k)−1f‖‖(Sn,k)−1g‖+ ‖f‖‖(Sn,k)−1g‖+ ‖g‖‖(Sn,k)−1f‖
= (‖f‖+ ‖(Sn,k)−1f‖)(‖g‖+ ‖(Sn,k)−1g‖)
= |f |n,k · |g|n,k.

En el caso de Bn,n, las funciones se describen de la siguiente manera
Bn,n =
{
f ∈ Cn([0, 1]) : f
(j)(t)
tj
→ 0 cuando t→ 0, j = 0, · · · , n
}
.
Para probar esto, supongamos que f ∈ (Mn,n)2. Por la Proposicio´n 4.1.1 existe
g ∈Mn,n tal que f = zng y si se aplica la regla de la cadena se obtiene que
f (j)(t)
tj
→ 0, cuando t→ 0, j = 0, · · · , n.
De modo rec´ıproco, si f cumple con las condiciones precedentes, entonces f ∈Mn,n
y por lo tanto
∃g ∈ An = {g ∈ Cn([0, 1]) : tjg(j)(t)→ 0, cuando t→ 0, j = 0, · · · , n}
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tal que f = zng. Aplicando la regla de la cadena a la funcio´n f(t)/tn, t ∈]0, 1],
seguido de la regla de L’Hoˆpital de forma repetitiva se tiene que g ∈Mn,n; es decir,
f ∈ (Mn,n)2.
La expresio´n usada para caracterizar a Bn,n puede ser usada para definir una norma
sobre este espacio. Sea
|‖f‖| =
n∑
j=0
sup
t∈[0,1]
∣∣∣∣f (j)(t)tj
∣∣∣∣ , f ∈ (Mn,n)2,
entonces, |‖ · ‖| y | · |n,n son equivalentes.
En efecto, sea f = zng con g ∈Mn,n. La derivada j-e´sima de f se escribe como
f (j) =
j∑
k=0
 j
k
 n!
(n− k)!z
n−kg(j−k),
dividiendo por zj se tiene que
f (j)
zj
=
j∑
k=0
 j
k
 n!
(n− k)!z
n−k−jg(j−k).
Por tanto, es posible encontrar A0, A1, · · · , Ak tales que∣∣∣∣f (j)zj
∣∣∣∣ ≤ A0|g(j)|+ A1|g(j−1)|+ · · ·+ Ak|g|
≤ M(|g|+ · · ·+ |g(j)|),
y puesto que ∥∥∥∥ fzn
∥∥∥∥ = ‖g‖
= sup
t∈[0,1]
n∑
j=0
|g(j)(t)|
j!
=
n∑
j=0
sup
t∈[0,1]
|g(j)(t)|
j!
,
se concluye que ∣∣∣∣f (j)zj
∣∣∣∣ ≤M ′ ∥∥∥∥ fzn
∥∥∥∥
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y, en consecuencia
|‖f‖| ≤ M ′
∥∥∥∥ fzn
∥∥∥∥
≤ M ′
∥∥∥∥ fzn
∥∥∥∥+ ‖f‖
≤ (M ′ + 1)|f |n,n.
De manera rec´ıproca,
‖f‖ = sup
t∈[0,1]
n∑
j=0
|f (j)(t)|
j!
≤ sup
t∈[0,1]
n∑
j=0
|f (j)(t)|
≤
n∑
j=0
sup
t∈[0,1]
|f (j)(t)|
≤
n∑
j=0
sup
t∈[0,1]
|f (j)(t)|
tj
= |‖f‖|.
Por otro lado, f ′ = nzn−1g + zng′ lo que implica que
sup
t∈[0,1]
|g′(t)| = sup
t∈[0,1]
|zng′(t)|
≤ sup
t∈[0,1]
|f ′(t)|+ sup
t∈[0,1]
n|zn−1g(t)|
= sup
t∈[0,1]
|f ′(t)|+K1,
continuando del mismo modo, f ′′ = nzn−1g′ + n(n + 1)zn−2g + zng′′ + nzn−1g′ y se
tiene
sup
t∈[0,1]
|g′(t)| ≤ sup
t∈[0,1]
|f ′′(t)|+K2.
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En consecuencia,
n∑
j=0
sup
t∈[0,1]
|g(j)(t)|
j!
≤
n∑
j=0
sup
t∈[0,1]
|f (j)(t)|
tj
+K
sup
t∈[0,1]
n∑
j=0
|g(j)(t)|
j!
≤
n∑
j=0
sup
t∈[0,1]
|f (j)(t)|
tj
+K
∥∥∥∥ fzn
∥∥∥∥ ≤ n∑
j=0
sup
t∈[0,1]
|f (j)(t)|
tj∥∥∥∥ fzn
∥∥∥∥ ≤ K ′|‖f‖|,
por tanto,
‖f‖+
∥∥∥∥ fzn
∥∥∥∥ ≤ (K ′ + 1)|‖f‖|
|f |n,n ≤ C|‖f‖|.
En este momento, se tienen las condiciones para establecer los resultados que per-
mitan traducir la continuidad bilineal del Teorema 3.3.1 en continuidad lineal. De
modo que empezamos con ciertas definiciones.
En matema´ticas, por lo general, hay muchas maneras diferentes de construir un
producto tensorial topolo´gico de dos espacios vectoriales. En el caso de los espacios
de Banach, se define una norma sobre el producto tensorial y luego se toma la
completacio´n de esa norma. El problema es que hay ma´s de una manera natural
para definir una norma en el producto tensorial.
Si A y B son espacios de Banach, el producto tensorial algebraico de A y B se
entiende como el producto tensorial de A y B como espacios vectoriales y se denota
por A⊗ B. El producto tensorial algebraico A⊗ B se compone de todas las sumas
finitas
x =
m∑
i=1
ai ⊗ bi,
donde m es un entero positivo que depende de x, ai ∈ A y bi ∈ B para i = 1, · · · ,m.
Adema´s, una norma cruz en el producto tensorial algebraico es una norma ρ que
satisface la condicio´n ρ(a⊗ b) = ‖a‖‖b‖ y la norma cruz ma´s grande γ esta´ definida
por
γ(x) = ı´nf
{
m∑
i=1
‖ai‖‖bi‖ : x =
∑
ai ⊗ bi
}
,
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donde x ∈ A⊗B.
Definicio´n 4.1.1. Sea n un entero positivo y cualquier k = 0, · · · , n, se denota con
τ a la aplicacio´n cano´nica
τ : Mn,k ⊗Mn,k → (Mn,k)2
f ⊗ g → τ(f ⊗ g) = fg.
Equipamos a Mn,k ⊗Mn,k con la norma cruz ma´s grande γ, definida como
γ(t) = ı´nf
∑
‖fi‖‖gi‖
con el ı´nfimo sobre todas las representaciones del tensor
t =
p∑
i=1
fi ⊗ gi ∈Mn,k ⊗Mn,k.
Para la demostracio´n de los siguientes resultados es necesario remitirse al Ape´ndice
de [57] para conocer la definicio´n de espacio de Souslin y los resultados que se derivan
del Teorema de la gra´fica de Borel. No se presentan las demostraciones de dichos
resultados pues no responden a los objetivos finales de este trabajo.
En esta parte cabe recordar que un conjunto de Borel es cualquier conjunto obtenido
mediante uniones e intersecciones numerables de conjuntos cerrados o abiertos.
Definicio´n 4.1.2. Un espacio topolo´gico P es llamado Polaco si existe una me´trica
sobre P la cual define la topolog´ıa de P , tal que P , equipado con esa me´trica, es un
espacio me´trico completo y, adema´s, si existe un subconjunto numerable de P este
es denso en P .
Para enunciar la siguiente definicio´n se asume que P es separable.
Definicio´n 4.1.3. Un espacio topolo´gico de Hausdorff S se llama espacio de
Souslin si existe un espacio Polaco P y una aplicacio´n continua de P en S.
Teorema 4.1.1 (Teorema de la gra´fica de Borel). Sean X, Y dos espacios vectoriales
topolo´gicos localmente convexos de Hausdorff, T una aplicacio´n lineal de X en Y .
Si X es el l´ımite inductivo de una familia arbitraria de espacios de Banach, Y un
espacio de Souslin y la gra´fica de T es un conjunto de Borel en X × Y , entonces T
es continua.
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Corolario 4.1.1. Sean X, Y espacios de Hausdorff localmente convexos, X el l´ımite
inductivo de una coleccio´n de espacios de Banach, Y un espacio de Souslin y
T : X → Y una aplicacio´n lineal continua. Si T es sobreyectiva, T es abierta.
Proposicio´n 4.1.3. Cuando k es n−1 o n, el producto tensor algebraico Mn,k⊗Mn,k
esta´ equipado con la norma cruz ma´s grande y (Mn,k)
2 con la norma | · |n,k, entonces
τ : Mn,k ⊗Mn,k → Bn,k
es una aplicacio´n continua y abierta.
Demostracio´n. Para probar la continuidad es suficiente con encontrar una constante
C > 0 tal que
|fg|n,k ≤ C‖f‖‖g‖, para todo f, g ∈Mn,k.
En verdad, si
t =
p∑
i=1
fi ⊗ gi
se tiene que
|τ(t)|n,k ≤
p∑
i=1
|τ(fi ⊗ gi)|n,k
=
p∑
i=1
|figi|n,k
≤ C
p∑
i=1
‖fi‖‖gi‖.
Este argumento esta´ basado en la siguiente aplicacio´n del Teorema del valor medio:
Si 0 ≤ i, j, y i+ j ≤ n, entonces∣∣∣∣f (i)tj
∣∣∣∣ ≤ ‖f (i+j)‖∞, para f ∈Mn,i+j−1.
Sea i un entero dado y j = 1. Entonces∣∣∣∣f (i)(t)t
∣∣∣∣ = |f (i+1)(r)|
≤ ‖f (i+1)‖∞,[0,t],
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donde r ∈]0, t[ y la notacio´n ‖ · ‖∞,[0,s] para s ∈ [0, 1] indica la norma del supremo
en el intervalo [0, s]. Supongamos que la afirmacio´n es cierta para determinados i, j
y para el intervalo [0, ζ] ⊆ [0, 1]. Entonces,∣∣∣∣f (i)(t)tj+1
∣∣∣∣ = ∣∣∣∣1t · f (i)(t)tj
∣∣∣∣
≤
∣∣∣∣1t
∣∣∣∣ ‖f (i+j)‖∞,[0,t]
=
1
t
|f (i+j)(r)|
=
r
t
∣∣∣∣f (i+j)(r)r
∣∣∣∣
≤ |f (i+j+1)(r1)|
≤ ‖f (i+j+1)‖∞,
donde 0 < r1 < r < t.
Ahora, sean f, g ∈Mn,k y se considera∥∥∥∥fgzn
∥∥∥∥ = sup
t∈]0,1]
n∑
k=0
1
k!
∣∣∣∣∣
(
fg
zn
)(k)
(t)
∣∣∣∣∣
≤ sup
t∈]0,1]
n∑
j=0
1
j!
j∑
p=0
∣∣∣∣∣∣
 j
p
 dp
dtp
(
1
tn
)∣∣∣∣∣∣ |(fg)(j−p)(t)|
≤ sup
t∈]0,1]
n∑
j=0
j∑
p=0
j−p∑
l=0
Cnjpl
∣∣∣∣f (l)(t)g(j−p−l)(t)tn+p
∣∣∣∣
= sup
t∈]0,1]
∑
j
∑
p
∑
l
Cnjpl
∣∣∣∣f (l)(t)tn−1
∣∣∣∣ ∣∣∣∣g(j−p−l)(t)tl+p
∣∣∣∣
≤ sup
t∈]0,1]
∑
jpl
Cnjpl‖f (n)‖∞‖g(j)‖∞
≤ C‖f‖‖g‖.
Por u´ltimo, en [57] se muestra que el producto tensorial algebraico de espacios
de Banach separables es un espacio de Souslin; adema´s, τ es sobreyectiva ya que
∀bn,k ∈ Bn,k, ∃mn,k ∈ Mn,k ⊗ Mn,k tal que τ(mn,k) = bn,k. Adema´s, puesto que
Cn([0, 1]) es separable, el Teorema de la gra´fica de Borel, de manera espec´ıfica el
Corolario 4.1.1, establece que τ es abierta. 
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La demostracio´n del pro´ximo resultado requiere de la introduccio´n de los siguientes
enunciados:
Definicio´n 4.1.4. Sea X un a´lgebra de Banach. Se dice que X tiene una identi-
dad aproximada acotada siempre que exista una red {eα : α ∈ I} en X y una
constante C > 0 tales que
a) ‖eα‖ < C, α ∈ I;
b) l´ımα eαx = l´ımα xeα = x, x ∈ X.
En [7] se muestra que el conjunto An, definido anteriormente (ver pa´g. 69), con la
norma
‖g‖ =
n∑
j=0
1
j!
sup
t∈(0,1]
|tjg(j)(t)|
es un a´lgebra de Banach con una identidad aproximada acotada {em} que, a su vez,
es una identidad aproximada no acotada de Mn,n.
Teorema 4.1.2. Sea T : Cn([0, 1]) → B una aplicacio´n lineal con conjunto singu-
laridad F = {0} para la cual el Teorema 3.2.4 es va´lido. Si J (T ) ⊆ Mn,0 tiene
clausura igual a Mn,n, entonces T es continua en Mn,nJ (T ) ⊆ Bn,n; donde
Mn,nJ (T ) = lin{ab : a ∈Mn,n, b ∈ J (T )}
y la inclusio´n significa que Mn,nJ (T ) esta´ equipado con la norma | · |n,n.
Demostracio´n. Por la proposicio´n 4.1.3 la aplicacio´n τ : Mn,n ⊗ Mn,n → Bn,n es
abierta y continua. Adema´s, Mn,n ⊗ J (T ) es una suba´lgebra de Mn,n ⊗ Mn,n y
Mn,n ⊗ J (T ) ∩ ker(τ) es un conjunto denso en ker(τ) con respecto a la norma cruz
ma´s grande de Mn,n ⊗Mn,n.
Para probar lo dicho se define la aplicacio´n
An → Mn,n
g → zng,
la cual es bicontinua, y puesto que ema→ a para todo a ∈ An se tiene que
emz
na→ zna, por tanto emf → f para todo f ∈Mn,n. Dado que cada em puede ser
76
Universidad Central del Ecuador Continuidad Automa´tica
escogido para anularse en una vecindad de 0, se deduce que emf ∈ J(F ) ⊂ J (T )
para cada f ∈Mn,n.
Ahora, si
p∑
i=1
fi ⊗ gi ∈ ker(τ),
entonces
p∑
i=1
fi ⊗ emgi ∈Mn,n ⊗ J (T ) ∩ ker(τ)
para cada m, porque
τ
(
p∑
i=1
fi ⊗ emgi
)
=
p∑
i=1
fiemgi
= em
p∑
i=1
figi
= 0.
Puesto que hay un nu´mero finito de te´rminos en la suma, se evidencia la densidad.
Sea f ∈ Mn,nJ (T ). Puesto que τ es una aplicacio´n abierta, existe una constante
L > 0 tal que se puede encontrar
p∑
i=1
fi ⊗ gi ∈Mn,n ⊗Mn,n
con
p∑
i=1
figi = f y
p∑
i=1
‖fi‖‖gi‖ < L|f |n,n.
Puesto que Mn,n ⊗ J (T ) ∩ ker(τ) es un conjunto denso en ker(τ) se puede asumir
que
∑
fi ⊗ gi ∈ Mn,n ⊗ J (T ). Adema´s, fi ∈ Mn,n y J (T ) ⊂ Mn,n, en consecuencia
se aplica el Teorema 3.3.1, es decir,
‖T (fi)gi‖ ≤ N‖fi‖‖gi‖, i = 1, · · · , p.
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Por tanto,
‖T (f)‖ =
∥∥∥∥∥T
(
p∑
i=1
figi
)∥∥∥∥∥
≤
p∑
i=1
‖T (figi)‖
≤
p∑
i=1
N‖fi‖‖gi‖
= N
p∑
i=1
‖fi‖‖gi‖
< NL|f |n,n.

Por el resultado mostrado en el Corolario 3.3.1 se sabe que un homomorfismo definido
en C(X), el a´lgebra de las funciones continuas sobre el espacio compacto de Hausdorff
X, es continuo en alguna suba´lgebra densa. El ana´logo no es posible para Cn([0, 1]),
en [7] (Teorema 6.3) se da un ejemplo de un isomorfismo de C1[0, 1] el cual es
discontinuo en toda suba´lgebra densa de C1[0, 1]. Sin embargo, a trave´s del Teorema
4.1.2 se establecera´ un ana´logo parcial para mostrar que cualquier homomorfismo
de Cn([0, 1]) sera´ continuo en gran parte de C2n[0, 1].
Lema 4.1.1. Sea n un entero positivo, entonces M2n,2n ⊆ (Mn,n)2 y la inyeccio´n
M2n,2n → Bn,n es continua.
Demostracio´n. Si f ∈M2n,2n y se aplica en forma repetitiva las reglas de la cadena
y de L’Hoˆpital se muestra que f/zn ∈ Mn,n; adema´s, por la Proposicio´n 4.1.1, se
concluye que f ∈ (Mn,n)2.
Para mostrar la continuidad se denotara´ con ‖ · ‖m a la norma en Cm[0, 1] y se
hara´ uso de la observacio´n que fue mencionada en la prueba de la Proposicio´n 4.1.3:
si 0 ≤ i, j y i+ j ≤ p, entonces ∣∣∣∣f (i)(t)tj
∣∣∣∣ ≤ ‖f (i+j)‖∞
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para todo t ∈]0, 1] y todo f ∈Mp,i+j−1. Ya que f ∈M2n,2n, entonces
|f |n,n = ‖f‖n +
∥∥∥∥ fzn
∥∥∥∥
n
≤ ‖f‖2n +
∥∥∥∥ fzn
∥∥∥∥
n
= ‖f‖2n + sup
t∈]0,1]
n∑
k=0
1
k!
∣∣∣∣∣
(
f
zn
)(k)
(t)
∣∣∣∣∣
≤ ‖f‖2n + sup
t∈]0,1]
n∑
k=0
k∑
j=0
ck,j
∣∣∣∣f (k−j)(t)tn+j
∣∣∣∣
≤ ‖f‖2n +
n∑
k=0
k∑
j=0
ck,j‖f (k+n)‖∞
≤ ‖f‖2n + c‖f‖2n
= C‖f‖2n.

Corolario 4.1.2. Sea T : Cn([0, 1])→ B un homomorfismo en un a´lgebra de Banach
B con conjunto singularidad F . Entonces, T es continua en (C2n[0, 1]) ∩ (J(F )).
Demostracio´n. Al igual que en el Teorema 3.3.1 se puede suponer que T tiene un
punto de singularidad, 0. En tal caso, no afecta el hecho de que T no sea un homo-
morfismo.
Combinando los resultados obtenidos en el Teorema 4.1.2 y el Lema 4.1.1 se obtiene,
para cualquier f ∈ (C2n[0, 1]) ∩ (J({0})), lo siguiente
‖T (f‖)‖ < NL|f |n,n
= CNL‖f‖2n.
En consecuencia, el homomorfismo definido es continuo en (C2n[0, 1]) ∩ (J(F )). 
Teorema 4.1.3. Sea D : Cn([0, 1]) → M una derivacio´n. Entonces, D es continua
en C2n[0, 1].
Demostracio´n. Supongamos que F = {0}; adema´s, J (D) es cerrado y de codimen-
sio´n finita, por tanto Mn,n ⊆ J (D).
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Siguiendo un razonamiento similar a los resultados obtenidos anteriormente, defini-
mos
τ : Mn,n ⊗Mn,n → (Mn,n)2
como la aplicacio´n cano´nica τ(f ⊗ g) = fg; tambie´n, se dota a Mn,n ⊗Mn,n con la
ma´s grande norma cruz y a (Mn,n)
2 con la norma
‖f‖ = ‖f‖n +
∥∥∥∥ fzn
∥∥∥∥
n
, f ∈ (Mn,n)2.
Entonces, se tiene que (Mn,n)
2 es un a´lgebra de Banach y, puesto que τ es continua,
τ es una aplicacio´n abierta. Por tanto,
‖D(f)‖ =
∥∥∥∥∥D
(
p∑
i=1
figi
)∥∥∥∥∥
<
p∑
i=1
‖D(figi)‖,
aplicando el Teorema 3.3.1 se tiene que
‖D(figi)‖ ≤ N‖fi‖‖gi‖,
y puesto que τ es abierta ‖fi‖‖gi‖ < C‖f‖; en consecuencia
‖D(f)‖ < NC‖f‖.
Finalmente, por el Lema 4.1.1, D es continua en M2n,2n. Por otra parte, M2n,2n es
un subespacio cerrado de C2n[0, 1] de codimensio´n finita. Por tanto, D es continua
en C2n[0, 1]. 
4.2. Homomorfismos de Cn([0, 1]) con continuidad en C2n+1[0, 1]
Las pruebas de los resultados subsiguientes esta´n basadas en el Teorema de estabi-
lidad enunciado en [38].
Teorema 4.2.1 (Teorema de estabilidad). Sea S : X → Y una aplicacio´n lineal
entre los espacio de Banach X y Y y sea (Xi), i > 0, una sucesio´n de espacios de
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Banach donde X0 = X. Supongamos que las aplicaciones Ti : Xi → Xi−1, i > 0, son
lineales y continuas. Si Sn = S(ST1 · · ·Tn), n = 1, 2, · · · , y S = S(S), entonces
S ⊇ S1 ⊇ · · · ⊇ Sn ⊇ · · ·
Es ma´s, existe N tal que si n ≥ N se tiene que Sn = Sn+1.
Demostracio´n. Sabemos que
Si = S(ST1 · · ·Ti)
= {y ∈ Y : ∃(xn) ⊂ Xi, xn → 0, ST1 · · ·Tixn → y}.
Sea y ∈ Si−1, (xn) ⊂ Xi−1 es tal que Ti−1(xn) = (x˜n)→ 0. Adema´s,
ST1 · · ·Tix˜n = ST1 · · ·Ti−1xn = y.
Por tanto, y ∈ Si.
La demostracio´n de la segunda parte se hara´ por reduccio´n al absurdo. Supongamos
que
S ! S1 ! · · · ! Sn ! · · · .
Puesto que el espacio separacio´n de una aplicacio´n es un espacio cerrado se puede
definir la aplicacio´n proyeccio´n cano´nica Qn : Y → Y/Sn. De este modo, se tiene que
QnST1 · · ·Tm es discontinua para m < n y QnST1 · · ·Tm es continua para m ≥ n.
Asumiendo que ‖Tn‖ = 1 para todo n, se seleccionan elementos yn que satisfacen
a) ‖yn‖ < 2−n
b) ‖QnST1 · · ·Tn−1yn‖ ≥ n+ ‖QnST1 · · ·Tn‖+
∑n−1
p=2 ‖QnST1 · · ·Tp−1yp‖
para n = 2, 3, · · · .
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Sea x0 =
∑∞
n=2 T · · ·Tn−1yn se tiene que
‖Sx0‖ ≥ ‖QnSx0‖
= ‖QnS
n−1∑
m=2
T1 · · ·Tm−1ym +QnST1 · · ·Tn−1yn +QnS
∑
m>n
T1 · · ·Tm−1ym‖
≥ n+ ‖QnST1 · · ·Tn‖+
n−1∑
p=2
‖QnST1 · · ·Tp−1yp‖
−
n−1∑
m=2
‖QnST1 · · ·Tm−1ym‖ − ‖QnST1 · · ·Tn‖‖
∑
m>n
Tm+1 · · ·Tmym+1‖
≥ n (⇒⇐).

Teorema 4.2.2. Sean n ≥ 0, T un homomorfismo de Cn([0, 1]) en un espacio
de Banach B con conjunto singularidad F . Sea e0 ∈ Cn([0, 1]) una funcio´n que es
ide´nticamente uno en una vecindad de t0 ∈ F y se anula en una vecindad de F−{t0}.
Sea T0 = T ◦ e0 con espacio de separacio´n S y f0 ∈Mn,n(t0).
Si z0(t) = t− t0, t ∈ [0, 1], y
Sα = (T (|z0|αf0)S)
para α > 0; entonces, Sα = Sβ para todo α, β > 0.
Demostracio´n. Para cualquier α > 0, |z0|α es un multiplicador de Mn,n(t0) puesto
que |z0|αMn,n(t0) ⊆Mn,n(t0).
Puesto que Mn,n(t0) es de codimensio´n finita en Cn([0, 1]), Sα es el espacio de se-
paracio´n de Tα = T (|z0|αf0)T0, considerada como una aplicacio´n en Mn,n(t0). Si
0 < α < β, entonces, Sβ ⊆ Sα puesto que si
m = l´ım
k→∞
T (|z0|βf0)T0(fk),
cuando fk → 0 se tiene que |z0|β−αfk → 0 y, en consecuencia
T (|z0|β−αfk) = T (|z0|αf0)T0(|z0|β−αfk)
= T (|z0|αf0)T0(fk)→ m.
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Sea S˜α el espacio de separacio´n de la aplicacio´n
T˜α : f → T0(|z0|αf), f ∈Mn,n(t0),
para α > 0.
La aplicacio´n esta´ bien definida puesto que |z0|αf ∈Mn,n(t0) si f ∈Mn,n(t0). Usando
los mismos argumentos anteriores, se tiene que
S˜β ⊆ S˜α ⊆ S, si 0 < α < β.
Ahora, suponemos que 0 < α < β y S˜α = S˜β, para ciertos α y β. Afirmamos que
Sα = Sξ para todo ξ ≥ α. En primer lugar, si S˜α = S˜β, entonces Sα+γ = Sβ+γ
para todo γ ≥ 0, ya que por el Lema 3.1.2
Sβ+γ = (T (f0|z0|γ)S˜β),
y por tanto
Sβ+γ = (T (f0|z0|γ)S˜α)
= Sα+γ.
A continuacio´n, afirmamos que para cada γ ≥ 0
Sα+γ = Sβ+γ+m(β−α), m = 0, 1, 2, · · · .
El caso m = 0 esta´ probado. Supongamos que la igualdad se cumple para m = k.
Tomando γ′ = (β − α) + γ se tiene que
Sβ+γ+(k+1)(γ−α) = Sβ+γ′+k(β−α)
= Sα+γ′ = Sα+(β−α)+γ = Sβ+γ
= Sα+γ.
Si ξ > α, tomamos δ = β + m(β − α) > ξ y, entonces Sα ⊇ Sξ ⊇ Sδ = Sα. Por
tanto, Sξ = Sα para cualquier ξ ≥ α.
Para completar la prueba, supongamos que existen α, β, tales que Sα 6= Sβ para
0 < α < β. Por lo mostrado anteriormente, S˜α 6= S˜β. Adema´s, si se toma
αm = 1, 2, · · · tal que
α1 + · · ·+ αm < α1 + · · ·+ αm+1 < α < β,
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entonces
S˜α1+···+αm # S˜α1+···+αm+1 , para m = 1, 2, · · · .
De lo contrario, si para algu´nM , S˜α1+···+αM = S˜α1+···+αM+1 entoncesSξ = Sα1+···+αM
para todo ξ ≥ α1 + · · ·+ αM . En particular, Sα = Sβ lo cual es una contradiccio´n.
Sin embargo, la anterior expresio´n no puede mantenerse para todo m por el Teorema
de estabilidad. 
Si A y B son a´lgebras de Banach con unidad y T : A→ B es un homomorfismo, en-
tonces, T define un homomorfismo T˜ de A en B(B), los operadores lineales acotados
en B, a trave´s de la representacio´n
T˜ (a)b = T (a)b, a ∈ A, b ∈ B.
Puesto que B tiene unidad, ‖T˜ (a)‖ = ‖T (a)‖ y, en consecuencia, T es continuo si y
so´lo si T˜ es continuo.
Corolario 4.2.1. Sean T un homomorfismo de Cn([0, 1]) con nu´cleo K y J (T )
el ideal de continuidad de T . Suponemos que la codimensio´n de K es finita y que
h(K) = {t0}. Entonces, para todo α > 0 y f ∈Mn,n(t0),
|z0|αf ∈ J (T ) y |z0|n+αf ∈ K.
En particular, K ⊇ (Mn,n(t0))3. Adema´s, (z0)kf ∈ J (T ) para k = 1, 2, · · · .
Demostracio´n. Puesto que K es de codimensio´n finita, (z0)
2m = |z0|2m ∈ K para m
suficientemente grande y, por tanto, |z0|2mf ∈ K para m grande y todo
f ∈ Cn([0, 1]). Tomando e0 ≡ 1 en el Teorema 4.2.2 se obtiene
Sα = (T (|z0|αf)S) = {0}
para cualquier α > 0 y cualquier f ∈ Mn,n(t0), es decir, |z0|αf ∈ J (T ). Ya que K
es de codimensio´n finita y si se define J ≡ T−1(S), se tiene que J es cerrado y por
tanto Mn,n(t0) ⊆ J . Adema´s, puesto que
J (T ) = {f ∈ Cn([0, 1]) : T (f)S = {0}},
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se muestra que JJ (T ) ⊆ K. Por tanto,
K ⊇ JJ (T )
⊇ Mn,n(t0)J (T )
⊇ |z0|α(Mn,n(t0))2
= |z0|α(z0)nMn,n(t0)
= |z0|n+αMn,n(t0),
la u´ltima igualdad se tiene puesto que z0Mn,n(t0) = |z0|Mn,n(t0). En efecto, sea
f1(t) = f(t) para t ≥ t0 y f1(t) = 0 para t < t0, tomando f2 = f − f1. Entonces,
f1, f2 ∈Mn,n(t0),
z0f = |z0|f1 + |z0|f2, y
|z0|f = z0f1 + z0f2.
Por tanto, z0Mn,n(t0) = |z0|Mn,n(t0). Por otra parte, claramente
(Mn,n(t0))
3 = (z0)
2nMn,n(t0) ⊂ K
y (z0)
kf ∈ J (T ) para k = 1, 2, · · · como se requer´ıa. 
Corolario 4.2.2. Sea T : Cn([0, 1])→ B un homomorfismo donde B es un a´lgebra
de Banach de dimensio´n finita. Entonces, T es continuo en C2n+1[0, 1].
Demostracio´n. Por las observaciones realizadas en el Corolario 4.2.1 se puede asumir
que T tiene el conjunto singularidad de un solo punto, {t0}. Sean f ∈M2n+1,2n+1(t0)
y g = |z0|−n−1f ; es evidente que g ∈ Mn,n(t0), es ma´s, por la versio´n general del
teorema del valor medio mencionado en la prueba de la Proposicio´n 4.1.3 existen
constantes cj,k y C para 0 ≤ j ≤ k ≤ n tales que
‖g‖n = sup
t6=t0
n∑
k=0
1
k!
∣∣∣∣∣
(
f
(z0)n+1
)(k)
(t)
∣∣∣∣∣
≤ sup
t6=t0
n∑
k=0
k∑
j=0
cj,k
∣∣∣∣ f (k+j)(t)(t− t0)n+1+j
∣∣∣∣
≤ sup
t6=t0
n∑
k=0
k∑
j=0
cj,k‖f (k+n+1)‖∞
≤ C‖f‖2n+1.
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Por tanto, f ∈M2n+1,2n+1(t0) implica que existe g ∈Mn,n(t0) tal que
f = |z0|n+1 y ‖g‖n ≤ C‖f‖2n+1,
ya que |z0|n+ 12 ∈Mn,n(t0) por el Corolario 4.2.1 y, por tanto, existe N tal que
‖T (f)‖ = ‖T (|z0|n+1g)‖
≤ N‖g‖n
≤ NC‖f‖2n+1.
Finalmente, puesto queM2n+1,2n+1(t0) es cerrado y de codimensio´n finita en C2n+1[0, 1]
el Corolario queda probado. 
A continuacio´n vamos a probar una versio´n ma´s fuerte del Corolario 4.2.2 mostrando
que si T : Cn([0, 1]) → B es un homomorfismo y el radical de B es de codimensio´n
finita, entonces, T es continuo en C2n+1[0, 1]. Para esto se requiere del Teorema 4.2.3
y de la definicio´n del homomorfismo continuo
% : A→ B(M),
donde A es un a´lgebra de Banach conmutativa y M un A-mo´dulo a izquierda de
Banach.
Teorema 4.2.3. Sea n ≥ 0. Sea T un homomorfismo de Cn([0, 1]) en B, donde B
es un a´lgebra de Banach. Suponemos que T es continuo en Ck[0, 1] para algu´n k > n.
Entonces, T es continuo en C2n+1[0, 1].
Demostracio´n. Sea F = {t0, t1, · · · , tp} el conjunto singularidad de T y ej ∈ C∞[0, 1]
elegidas de forma que sean ide´nticamente 1 en una vecindad de tj y se anulan en
una vecindad de F − {tj} para j = 0, 1, · · · , p.
Sean
Tj = T ◦ ej, j = 0, 1, · · · , p
Tp+1 = T −
p∑
j=0
Tj.
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Ya que, por el Teorema 3.2.4 Tp+1 es continuo, basta probar que cada Tj es continuo
en C2n+1[0, 1]. Es ma´s, por el Teorema de estabilidad, es suficiente mostrar que
J (T0) contiene una potencia de z0, pues se pueden usar los mismos argumentos de
la prueba del Corolario 4.2.2 para obtener el resultado.
As´ı, suponemos que T0 = Te0 tiene el conjunto singularidad de un solo punto t0 ∈
[0, 1] y es continuo en algu´n Ck[0, 1] en virtud de que T es continuo en Ck[0, 1]. La
continuidad de T en Ck[0, 1] significa que B es un Ck-mo´dulo de Banach bajo la
multiplicacio´n %(f)b = T (f)b para todo b ∈ B y f ∈ Ck[0, 1].
El espacio de Banach Cn([0, 1]) es un Ck-mo´dulo de Banach bajo la multiplicacio´n
de funciones y T0 es un homomorfismo Ck-mo´dulo de Cn([0, 1]) en B puesto que
T0(f1f2) = T (f1)T0(f2),
para todo f1 ∈ Ck[0, 1] y f2 ∈ Cn([0, 1]). Sea
Jk(T0) = {f ∈ Ck[0, 1] : T (f)S(T0) = {0}};
claramente, Jk(T0) es un ideal cerrado en Ck[0, 1], puesto que T es continuo en
Ck[0, 1]. Por tanto, Jk(T0) ⊇ Mk,k(t0), es decir, (z0)k+1 ∈ Jk(T0). Tomamos, de
forma usual,
J (T0) = {f ∈ Cn([0, 1]) : T0(f ·) es continua}
= {f ∈ Cn([0, 1]) : T (f)T0 es continua}
= {f ∈ Cn([0, 1]) : T (f)S(T0) = {0}}
y note que Jk(T0) = J (T0) ∩ Ck[0, 1]. Por lo tanto, z0 ∈ J (T0), lo que completa la
prueba. 
Finalmente, se prueba una generalizacio´n del Corolario 4.2.2.
Teorema 4.2.4. Sea T : Cn([0, 1])→ B un homomorfismo y suponemos que
B = T (Cn([0, 1])).
Asumimos que R = Rad(B) es de dimensio´n finita. Entonces, T es continuo en
C2n+1[0, 1].
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Demostracio´n. Por las observaciones realizadas en el Teorema 4.2.2 se puede reem-
plazar T por el homomorfismo T˜ : Cn([0, 1]) → B(B), definido por T˜ (a)b = T (a)b
para todo b ∈ B y todo a ∈ Cn([0, 1]). Puesto que ‖T (a)‖ = ‖T˜ (a)‖, la prueba
estara´ lista cuando la continuidad de T˜ en C2n+1[0, 1] quede establecida.
En primer lugar, puesto que R es un ideal, R es invariante bajo T˜ ; es decir,
b ∈ R, f ∈ Cn([0, 1])⇒ T˜ (f)b = T (f)b ∈ R.
Ya que R es de dimensio´n finita se puede escoger una proyeccio´n P ∈ B(B) sobre
R y se define la aplicacio´n
T˜P : Cn([0, 1]) → B(B)
f → T˜P (f) = PT˜ (f)P.
La invarianza de R muestra que T˜P es un homomorfismo. En efecto,
T˜P (f1f2) = PT˜ (f1)T˜ (f2)P
= PT˜ (f1)PT˜ (f2)P
= PT˜ (f1)P ◦ PT˜ (f2)P
= T˜P (f1)T˜P (f2), f1, f2 ∈ Cn([0, 1]).
T˜P (f)|R = TP (f) es tambie´n un homomorfismo, puesto que si b ∈ R, entonces,
TP (f1f2)b = T˜P (f1f2)b
= T˜P (f1)T˜P (f2)b
= TP (f1)TP (f2)b,
por la invarianza de R. Puesto que R es de dimensio´n finita, por el Corolario 4.2.2,
TP es continuo en C2n+1[0, 1]; es decir, existe una constante M tal que
‖TP (f)‖ ≤M‖f‖2n+1,
para todo f ∈ C2n+1[0, 1].
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Sin embargo,
‖T˜P (f)b‖ = ‖T˜P (f)Pb‖
= ‖TP (f)Pb‖
≤ ‖TP (f)‖‖Pb‖
≤ M‖f‖2n+1‖P‖‖b‖,
de este modo
‖T˜P (f)‖ = sup
‖b‖≤1
‖T˜P (f)b‖
≤ M‖P‖‖f‖2n+1,
lo que muestra que T˜P es continuo en C2n+1[0, 1].
Sea Q = I − P , donde I denota la aplicacio´n identidad, y considere
T˜Q : Cn([0, 1]) → B(B)
f → T˜Q(f) = QT˜ (f)Q.
Esta aplicacio´n tambie´n define un homomorfismo:
T˜Q(f1f2) = QT˜ (f1f2)Q
= QT˜ (f1)T˜ (f2)Q
= QT˜ (f1)(Q+ P )T˜ (f2)Q
= QT˜ (f1)QT˜ (f2)Q
= QT˜ (f1)Q ◦QT˜ (f2)Q
= T˜Q(f1)T˜Q(f2), f1, f2 ∈ Cn([0, 1]).
Considere la aplicacio´n QT : Cn([0, 1])→ B.
Observamos que S(T ) ⊆ R; ya que si ϕ es una funcional lineal multiplicativo en
B tambie´n lo es ϕT en Cn([0, 1]). Por la continuidad de ϕ y de ϕT , el Lema 3.1.1
muestra que S(T ) ⊆ ker(ϕ). Puesto que ϕ es arbitrario se tiene que S(T ) ⊆ R.
Como consecuencia de esto se tiene que QT es continuo y, por tanto, existe una
constante C tal que
‖QT (f)‖ ≤ C‖f‖n,
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de modo que
‖T˜Q(f)b‖ = ‖QT˜ (f)Qb‖
= ‖QT (f)Qb‖
≤ ‖QT (f)‖‖Qb‖
≤ C‖f‖n‖Q‖‖b‖,
es decir, ‖T˜Q(f)‖ ≤ C‖Q‖‖f‖n, lo que prueba la continuidad e T˜Q. Considere ahora
la siguiente representacio´n matricial de T˜ :
T˜ (f)b =
 T˜Q(f) 0
PT˜ (f)Q T˜P (f)
 Qb
Pb

que es una representacio´n esquema´tica de la identidad
T˜ (f)b = (P +Q)T˜ (f)(P +Q)b.
Las propiedades de la continuidad de las entradas de la diagonal T˜Q y T˜P ya esta´n
definidas. Ahora, considere la aplicacio´n
PT˜ (·)Q : Cn([0, 1])→ B(QB,R).
Denote esta aplicacio´n por T˜PQ y note que
T˜PQ(f1f2) = PT˜ (f1)T˜ (f2)Q
= PT˜ (f1)(P +Q)T˜ (f2)Q
= PT˜ (f1)PT˜ (f2) + PT˜ (f1)QT˜ (f2)Q
= T˜P (f1)T˜PQ(f2) + T˜PQ(f1)Q˜P (f2).
B(QB,R) es un C2n+1-bimo´dulo, con la multiplicacio´n izquierda dada por T˜ y la
multiplicacio´n derecha dada por T˜Q. Con respecto a estas propiedades, T˜PQ es una
derivacio´n. En [6] se muestra evidencia de que T˜PQ es continuo en C2(2n+1)[0, 1]. En
consecuencia, T˜ y T son continuos en C4n+2[0, 1]; pero adema´s, el Teorema 4.2.3
establece que T es continuo en C2n+1, con lo que se completa la prueba. 
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CAPI´TULO 5
EJERCICIOS
Ejercicio 5.1. Sean A y B dos a´lgebras de Banach, y T un epimorfismo de A en B.
Entonces, S(T ) ⊂ Rad(B). Suponiendo, adema´s, que B es semisimple; entonces, T
es continuo.
Sugerencia: Utilizar el hecho de que si A es un a´lgebra de Banach y ρ una aplica-
cio´n de A en L(E), donde E es un espacio normado tal que ρ(A) ⊂ B(E), entonces,
ρ es continua.
Sea b0 ∈ S(T ), sabemos que an → 0 en A y Tan → b0 en B. Adema´s, sea M un
ideal modular maximal por la izquierda en B con identidad modular a derecha u, y
sea E = B/M .
Definimos la aplicacio´n
ρ : A→ L(E),
de modo que ρ(a) : E → B es tal que ρ(a)(b + M) = T (a)b + M , donde a ∈ A y
b ∈ B. Entonces, E es un A-mo´dulo a izquierda con respecto a la aplicacio´n ρ. Por
otra parte,
‖ρ(a)(b+M)‖ = ‖T (a)b+M‖
≤ ‖T (a)‖‖b+M‖,
es decir, ρ(a) es acotada y, puesto que T es un epimorfismo, ρ(a) : E → E. En
consecuencia, ρ(A) ⊂ B(E) y ρ es continua. As´ı, ρ(an)→ 0 en B(E). En particular,
ρ(an)(u+M)→ 0. Sin embargo,
ρ(an)(u+M) = T (an)u+M
→ b0u+M
= b0 +M.
Esto muestra que b0 ∈M , es decir, S(T ) ⊂M . Por tanto, S(T ) ⊂ Rad(B) y, puesto
que, B es semisimple S(T ) = {0}, es decir, T es continuo.
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Ejercicio 5.2. Sean A un a´lgebra de Banach, B un a´lgebra de Banach conmutativa
semisimple y T un homomorfismo de A en B. Entonces, T es continuo. En con-
secuencia, cada a´lgebra de Banach conmutativa semisimple tiene una topolog´ıa de
a´lgebra de Banach u´nica.
Por el Teorema de la gra´fica cerrada es suficiente mostrar que si an ∈ A, n ∈ N, son
tales que an → 0 y T (an)→ b para algu´n b ∈ B, entonces b = 0.
Sea ϕ ∈ φB. Entonces, ϕ ◦ T ∈ φA ∪ {0}; en efecto,
ϕ ◦ T (a1a2) = ϕ(T (a1a2))
= ϕ(T (a1)T (a2))
= ϕ(T (a1))ϕ(T (a2))
= ϕ ◦ T (a1)ϕ ◦ T (a2),
y en tal caso, ϕ y ϕ ◦ T son continuas. Por tanto,
ϕ(b) = l´ım
n→∞
ϕ(T (an))
= l´ım
n→∞
(ϕ ◦ T )(an)
= 0.
Dado que ϕ es arbitrario y B es semisimple obtenemos que b = 0.
Un ejemplo simple muestra que el teorema precedente no se cumple cuando B no es
conmutativa.
Ejemplo 5.1. Sea A cualquier espacio de Banach de dimensio´n infinita convertido
en un a´lgebra de Banach por definicio´n de todos los productos como cero, sea f un
funcional lineal discontinuo en A y sea T la aplicacio´n de A en M2(C) definida por
T (a) =
 0 f(a)
0 0

para cada a ∈ A. Entonces, T es un homomorfismo discontinuo de A en el a´lgebra
de Banach M2(C).
92
Universidad Central del Ecuador Continuidad Automa´tica
Ejemplo 5.2. Sea A un a´lgebra de Banach sin unidad tal que A2 no es cerrada, y
sea ϕ un funcional lineal discontinuo en A que se anula en A2.
SeaM un A-bimo´dulo que contiene un elemento m0 6= 0 tal que Am0 = m0A = {0}.
Se define D : A→M por
D(x) = ϕ(x)m0, x ∈ A.
Entonces, D es una derivacio´n discontinua.
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