Studies of visual attention in monkeys typically
Introduction
Many studies of spatial attention cue the subject to attend to the location of a to-be-judged task event, such as a change in stimulus orientation (Posner, 1980) . The behavioral effects of attention are measured by comparing performance on "cued" trials, in which the event occurs at the cued location, against infrequent "uncued" trials, in which the event occurs at the unexpected location. Cueing is typically associated with superior performance, measured as success in detecting changes, lower thresholds for perception, or faster reaction times (Carrasco, 2011) . Cueing therefore experimentally controls the focus of visual attention.
Studies of the neuronal mechanisms of spatial attention have relied on cued stimulus locations for decades (Moran and Desimone, 1985; Spitzer et al., 1988; Connor et al., 1996; McAdams and Maunsell, 1999) . But human psychophysicists also frequently include an ambiguously cued, or neutral, condition where the task event is equally likely to occur at either location. The neutral condition captures the uncertainty that frequently occurs in natural environments, making it a useful tool for testing hypotheses about attention-related neuronal modulation.
Human performance in the neutral condition is usually better than the uncued condition and worse than the cued condition (Posner et al., 1978; Posner, 1980 ; but also see Posner et al., 1980; Proverbio and Mangun, 1994; Mangun and Buck, 1998; Montagna et al., 2009) . Performance is best when the focus of attention is at the location of the stimulus change, and worst when the focus of attention is directed away from the location of the stimulus change. Human fMRI experiments have shown that performance in the neutral condition does not arise from an expanded attentional spotlight that covers the relevant stimuli and the visual field between them (Somers et al., 1999) . Enhanced neural responses are instead concentrated in the cortical regions that represent the stimuli. Correspondingly, single-unit experiments in monkeys have shown that neuronal responses can be associated with spatially separated representations (Niebergall et al., 2011) .
Behavioral performance with divided attention has been attributed to the back-and-forth shifting of an indivisible "spotlight" mechanism of spatial attention (Posner, 1980) , and some neurophysiological studies of attention have found effects consistent with a spotlight switching between locations (Buschman and Miller, 2009; Landau and Fries, 2012) . But Niebergall et al. (2011) failed to find evidence of attention switching between the two attended representations, suggesting instead that attention can be stably split between two loci.
A more direct approach to examining whether attention shifts between two stimuli is to record simultaneously from populations of neurons representing those stimuli. Cohen and Maunsell (2010) monitored attention-related modulations in both hemispheres during a spatial attention task and found no significant negative correlations between the two hemispheres, which should occur if attention switches between two visual field locations. However, their 80% valid cueing paradigm may have discouraged switching between stimuli (but see Busch and VanRullen, 2010; Fiebelkorn et al., 2013) . Neutral cueing encourages attention to multiple stimuli and is therefore most likely to reveal neuronal signatures of switching attention.
We recorded simultaneously from populations of neurons in both hemispheres in visual area V4 in monkeys trained to detect an orientation change at one of two possible stimulus locations. We interleaved blocks of cued/uncued and neutrally cued trials within each recording session and measured changes in firing rate and population activity. We found that firing rates during the neutral condition were lower than those of the cued condition but higher than the uncued condition. Spike count correlations and the Fano factor in the neutral condition were similarly intermediate. Neuronal modulation across hemispheres was positively correlated in both the cued and neutral conditions. Variance in the neutral condition was indistinguishable from the cued condition and less than that expected if attention switched between stimulus locations. These results support the hypothesis that neuronal populations in area V4 can function in a distributed manner across hemispheres to represent cue validity during spatial attention.
Materials and Methods
Neurophysiological recording and analysis. Two adult male rhesus monkeys (Macaca mulatta) were each surgically prepared with a titanium headpost and a scleral eye coil for eye tracking. After months of training on the behavioral task, two multielectrode arrays of 48 electrodes each (Blackrock Microsystems; 6 ϫ 8 array of 1 mm electrodes, 400 m pitch) were implanted into visual area V4 in both hemispheres. V4 was localized using stereotaxic coordinates and by locating the lunate and superior temporal sulci during surgery. Surgeries were performed under isoflurane anesthesia and accompanied by standard courses of analgesics (buprenorphine and flunixin), antibiotics (cefazolin), and antiinflammatories (dexamethasone). The Institutional Animal Care and Use Committee of Harvard Medical School approved all animal procedures.
After array implantation and animal recovery, receptive fields of neurons were mapped using a procedure that presented Gabor stimuli spanning a range of orientations, spatial frequencies, sizes, and visual field locations. The azimuths and elevations of the receptive fields of the left and right microelectrode arrays were centered around (2°, Ϫ7°) and (Ϫ7°, Ϫ4°) for Monkey A, and (6°, Ϫ7°) and (Ϫ6°, Ϫ3°) for Monkey W. Electrode impendences typically were between 0.2 and 1 M⍀ at 1 kHz.
Data collection was performed using a Blackrock Microsystems 128-channel recording system. Single neurons were observed online for monitoring purposes. Single neurons and multiunit responses were isolated offline using spike-sorting software (Plexon). The best-isolated neuronal activity on each electrode (single-unit or multiunit) was used so that there was only one unit per channel from each day's recording. We recorded a total of 210 single-unit and 1598 multiunit responses (mean Ϯ SD per session: 8 Ϯ 3.2 and 61 Ϯ 4.9).
Behavioral task. For the primary task, monkeys were required to fixate throughout each trial on a small white fixation spot in the center of a screen (Յ1.8°square fixation window) and to respond when a Gabor with a different orientation appeared. Two counterphasing Gabors were always presented simultaneously and synchronously. At a random time, picked from an exponential distribution (e.g., minimum 500 ms, mean 3000 ms, maximum 5500 ms) and constrained to fall on when the counterphasing Gabor was at 0% contrast (100 ms intervals), one Gabor changed its orientation slightly. The orientation-changed Gabor remained on the screen, and the animal was rewarded for making a saccade to the location of the changed stimulus between 100 and 550 ms after it appeared. Attention was cued to one stimulus location for a block of 50 trials using four instruction trials in which a small white spot (0.45°r adius) appeared for 50 -100 ms where the stimulus change would occur (and was likely to occur in the upcoming block). During "neutral" blocks of trials, identical white spots were simultaneously presented at both stimulus locations during instruction trials. Within a cued block, the change occurred with 80% probability on the cued side and 20% probability on the uncued side. The stimulus change occurred with 50% probability at each stimulus location during the neutral blocks. Only one change occurred on each trial, and the animal was rewarded for detecting a change regardless of which side it occurred on. A total of 5% of trials were catch trials in which no stimulus change occurred and the monkey was rewarded for maintaining fixation. Catch trials are excluded from all analyses reported here.
Odd-symmetric, full-contrast Gabor stimuli were sinusoidally counterphased at 10 Hz. The size (Gabor : 0.45°-1.6°), spatial frequency (0.3-2.5 cycles/deg), and initial orientation of each Gabor were optimized for a selected neuron during each recording session. The stimuli were therefore not optimized for the majority of recording channels. Stimuli were displayed on a CRT monitor (100 Hz frame rate, 1024 ϫ 768 pixels, 32 bits/pixel, 8 bit DACs) on a uniform gray background. The monitor was calibrated to produce linear steps of luminance and positioned 57 cm from the subject. Eye position was sampled at 200 Hz, and spike times were sampled at 1 kHz.
Neuronal data analysis. All measures of population activity were calculated using spike counts during the 200 ms before the orientation change. Firing rates were first averaged over trials for each electrode channel, and then population firing rates were calculated by averaging over the channels from both arrays in a particular condition. Spike count correlations were measured using the Pearson's correlation between the spike counts of simultaneously recorded pairs of neurons. Population measures of spike count correlations were computed across trials per neuron pair and then averaged over all pairs recorded in the same condition for both electrode arrays. The findings were unaffected by using the geometric mean (Kohn and Smith, 2005; Luo and Maunsell, 2015) rather than the arithmetic mean. Mean-matching of the Fano factor was performed using 20 ms windows stepped by 10 ms using the "variance toolbox" for MATLAB (Churchland et al., 2010) . Bootstrap analyses used 1000 repetitions. The main effects were present in both hemispheres and in both animals, so data were combined.
Attention axis. For each recording session, the average responses to correctly detected changes at the cued locations were connected by a line using linear discriminant analysis (the "attention axis") (Cohen and Maunsell, 2010; Mayo et al., 2015) . Only trials when the changes occurred at the cued location and were correctly detected were used to define the axis, although neuronal responses from other trials (uncued and neutral trials, corrects and misses) were projected onto the axis in various analyses. The attention axis analysis was based on responses up to but excluding responses to the orientation change, so that stimuli were identical on every trial within a session. The axes from each session were normalized in analysis-specific ways to allow comparisons across sessions (see Results). To avoid biases (Mayo et al., 2015) , the attention axes were constructed using responses occurring 0 -200 ms before the orientation change and used to examine responses from different trial epochs (200 -1000 ms before the orientation change). Responses from all conditions (cued, neutral, and uncued) were projected onto the attention axis. Findings reported here were unaffected by the type of averaging used to calculate variance (e.g., across-trials vs within-trials) of attention axis position, and the same trends were present, but weaker, when using only a single time point 200 ms before the stimulus change instead of 1 s of data.
Results
We manipulated the spatial attention of macaque monkeys and measured neuronal activity in area V4 during 26 recording sessions (Monkey A: 14 sessions; Monkey W: 12 sessions). We investigated how cue validity affects attention-related changes in neuronal activity and behavior. We used cued and uncued conditions (commonly referred to as "attended" and "unattended"), as well as a neutral condition in which the stimulus change was equally likely to occur at either location. Our goal was to test whether attention-related changes in neuronal activity were graded and more variable in the neutral condition relative to the cued and uncued conditions.
Monkeys were trained to detect a change in the orientation of either of two Gabor stimuli, located in opposite visual hemifields (Fig. 1A) . While the monkeys fixated, two full-contrast, oddsymmetric Gabors appeared and sinusoidally counterphased at 10 Hz. After 500 -5500 ms (exponential function; mean ϭ 3000 ms), one Gabor changed orientation. Monkeys were trained to quickly make a saccade to the stimulus that changed. The parameters of each Gabor were optimized for a selected unit before recording began and were fixed throughout each recording session.
Instruction trials were used before each block of ϳ50 trials and consisted of a white spot briefly flashed at one (cued and uncued blocks) or both (neutral blocks) stimulus locations before the Gabors appeared. When a single flashed cue appeared in instruction trials, it indicated with 100% reliability where the stimulus change would occur. After four correct instruction trials, a block of trials without flashed cues commenced. Instruction trials with a single cued stimulus location indicated that the orientation change would occur at that location on 80% of the trials in the subsequent block ("cued") and occur at the other stimulus location on 20% of the trials ("uncued"). Simultaneously cued stimulus locations indicated that the orientation change was equally likely to occur at either location ("neutral"). Blocks of trials were interleaved and balanced between stimulus locations.
We used six randomly interleaved orientation change magnitudes during each recording session to characterize the effects of attention on behavioral performance. Figure 1B illustrates detection performance during a typical session. As expected, the monkey performed best in the cued condition (solid line) and worst in the uncued condition (dotted line). Performance in the neutral condition was intermediate (dashed line). Thus, performance increased as either cue validity increased or the size of the orientation change increased.
Our task design required that there were fewer stimulus changes at the uncued location (20%) than at the cued location (80%). Consequently, we sampled only two, relatively difficult orientation changes in the uncued trials to obtain a similar number of trials at each measured orientation change magnitude (Fig.  1B, gray band) . The analyses that follow (see Figs. 1, 2, and 3, excluding Fig. 4 ) are limited to the second-and third-most difficult trials in each cueing condition to ensure that the results are attributable to cue validity and not differences in the size of orientation changes.
Differences were also observed in the animal's reaction times during the same day of recording (Fig. 1C) . The monkey responded fastest when the target location had been cued (316 ms), less quickly in the neutral condition (323 ms), and slowest in the uncued condition (369 ms; Kruskal-Wallis ANOVA test between the three groups, p ϭ 0.012). A greater difference between the neutral versus uncued conditions ("costs") than between the neutral versus cued conditions ("benefits"; resampling test, p Ͻ 0.001) is consistent with results in humans using similar paradigms (Rizzolatti et al., 1987; Proverbio and Mangun, 1994; Mangun and Buck, 1998) .
Across all recording sessions, we measured the percentage of correctly detected orientation changes and the corresponding reaction times for the second and third most difficult orientation changes for each cueing condition (Fig. 1B, gray band) . As shown in Figure 1D , monkeys were best at detecting orientation changes when the location of the change was cued, intermediate when the cueing was neutral, and worst when the location was uncued (mean percentage correct for cued, neutral, uncued: 71.7%, 62.7%, and 45.8%; Kruskal-Wallis ANOVA test, p Ͻ 0.001; Monkey A: 66.6%, 54.8%, and 33.8%, p Ͻ 0.001; Monkey W: 77.5%, 72.0%, and 59.8%, p ϭ 0.004). Reaction times were similarly graded across cueing conditions such that neutral reaction times were slower than cued reaction times by 7 ms, but faster than uncued reaction times by 10 ms ( Fig. 1E; (Posner et al., 1980; Castiello and Umiltà, 1992; Mangun and Buck, 1998; Montagna et al., 2009) .
During the same sessions, we recorded the neuronal activity of populations of V4 neurons in both hemispheres using extracellular multielectrode arrays. We analyzed the V4 activity that accompanied the graded behavioral performance across cueing conditions. In each trial, we sampled neuronal activity 200 ms before the orientation change to capture the animal's attentional state just before the unpredictable change but exclude responses to the change itself (Fig. 1A , gray shading) (Cohen and Maunsell, 2010) . Because the orientation at each stimulus location was always the same before the change, all neuronal activity collected in a single session was in response to identical sensory stimulation, and we therefore attribute changes in neuronal activity to changes in spatial attention. Figure 2 summarizes the average population activity in the three cueing conditions. Firing rates were highest in the cued condition, lowest in the uncued condition, and intermediate in the neutral condition ( Fig. 2A ; mean firing rates for cued, neutral, 01 for all three pairwise comparisons using twosample F test). Finally, the mean-matched Fano factor was lowest in the cued condition, intermediate in the neutral condition, and highest in the uncued condition. All conditions had nonoverlapping 95% CIs ( Fig. 2C ; means for cued, neutral, and uncued Fano factors: 0.995, 1.018, 1.041; Kruskal-Wallis ANOVA test, p Ͻ 0.001). Attention-related neuronal modulations in the cued and uncued conditions (commonly referred to as "attended" and "unattended") are consistent with those previously reported for V4 (Maunsell and Cook, 2002; Cohen and Maunsell, 2009; Mitchell et al., 2009 ). Our neutral cueing data expand on previous results and demonstrate that attention-related changes in neuronal activity during neutral cueing are intermediate to "attended" and "unattended" levels.
To further characterize changes in neuronal activity, we evaluated population responses in a multidimensional space in which each dimension represents the neuronal activity associated with one recording electrode (mean of 70 channels per session). The two points corresponding to the average responses to cued, correctly detected changes at the two stimulus locations were connected by a line called the "attention axis" (Cohen and Maunsell, 2010; Mayo et al., 2015) (see Materials and Methods). Responses during trials from all conditions for a given recording session were projected onto the resulting line. This process yielded a single value representing the position on the attention axis for each trial, which can be used to estimate the monkey's state of attention (Cohen and Maunsell, 2010; Mayo et al., 2015) .
To combine attention axis data across cueing conditions and days, the scaling of this axis was normalized so that the value for each trial was mapped onto an axis on which the two points corresponding to the average responses to cued, correctly detected changes at the two stimulus locations were assigned values of 1 and Ϫ1. For each trial, a value of 1 was assigned to the side on which the change occurred, regardless of whether the change was cued, uncued, or neutral, or whether it was on the left or right side. A value of Ϫ1 was assigned to the side where no change occurred. Thus, cued trials, on which the animal had been instructed to attend to the side on which the change occurred, are expected to have values closer to 1, and uncued trials, on which the animal detected a change to the side opposite to where it typically occurred, are expected to have values closer to Ϫ1.
We first asked whether the average positions of trials on the axis associated with cued, neutral, and uncued trials were also graded, as was the case in the trial-averaged analyses of neuronal activity. Average attention axis positions differed systematically across the three cueing conditions (Fig. 3) . As expected, neuronal responses on cued trials (leftmost bars), on which the animal had been validly cued to attend to the location where the change occurred, were closest to 1. The values averaged Ͻ1 because they measure neuronal responses that were not used in constructing and normalizing the attention axis (Mayo et al., 2015) . Correspondingly, neuronal responses on uncued trials (rightmost bars), on which the animal had been invalidly cued and was likely to be directing attention away from the location of the change, were closer to Ϫ1. Neutrally cued responses were near 0 (center bars). Graded modulations in attention axis position were significant across conditions for both detected ("Hits") and missed stimulus changes (Kruskal-Wallis ANOVA test; both p Ͻ 0.001). Thus, not only was the averaged population activity in the neutrally cued condition intermediate to the cued and uncued activity, but the location of neutrally cued trials in attentional state space, which combines activity from both hemispheres on each trial, was likewise intermediate.
In all three cueing conditions, neuronal responses were closer to 1 on detected changes ("Hits," white bars) than undetected changes ("Misses," gray bars). This confirms the utility of the attention axis because, regardless of mean location of attention, more hits are expected on those trials when attention happens to lie closer to the site where the change occurs (1 on the attention axis in Fig. 3 ).
Overall behavioral performance was correlated with attention axis position, in agreement with previous results using an independent dataset (Cohen and Maunsell, 2010; Mayo et al., 2015) . Trials that fell on positions closer to 1 on the attention axis were associated with a higher detection performance than trials further from 1 ( 2 test for cued, neutral, and uncued: Hit trials with projections greater vs less than 0: all p Ͻ 0.001). Additionally, detect probability on the attention axis (analogous to choice probability) (Cohen and Maunsell, 2010) across conditions was 0.56 Ϯ 0.004 and significantly Ͼ0.50 (onesample t test; p Ͻ 0.001).
Intermediate neuronal responses during neutral cueing might arise if subjects gave sustained, partial attention to both sides throughout each trial, but might also arise from subjects alternating their full attention to each side, spontaneously switching sides either between trials or between intervals within a trial. Combined strategies (partial switching) might also occur. Although the idea of switching the focus of attention between locations, as opposed to maintaining divided attention across locations, has been a central issue in studies of visual spatial attention (Posner, 1980; Eriksen and St. James, 1986; Castiello and Umiltà, 1992) , the evidence has been largely inferred from behavioral measures (Cave et al., 2010; Jans et al., 2010 ; but see McMains and Somers, 2004; Niebergall et al., 2011) .
Multielectrode recordings in both hemispheres during the cued and neutral conditions allowed us to evaluate the possibility that the focus of attention switches between stimulus locations. Switching attention and divided attention make distinct predictions about fluctuations in attention between hemispheres. The switching hypothesis predicts that a unitary focus (a single spotlight) of attention moves between stimulus locations to detect the neutrally cued stimulus change (Posner et al., 1980; Eriksen and Yeh, 1985; Koch and Ullman, 1985; VanRullen, 2013) . Switching of this sort requires that attention-related changes in neuronal activity are negatively correlated between cerebral hemispheres: when attention switches from one stimulus location to the other, neuronal responses will increase at one site and decrease at the other.
In the framework of our task, the switching hypothesis predicts inverse changes in attention allocated to the left and right stimuli (for detectable fluctuations in attention, ϳϽ5 Hz). Switching attention from one side to the other should cause positive changes in the activity of neurons in one hemisphere and negative changes in the activity of neurons in the other. Because the attention axis analysis combines the activity of many neurons, it provides a sensitive measure of the attention allocated toward a stimulus. When attention axes are constructed using only neurons from one cerebral hemisphere, they can provide independent, simultaneous measures of the attention allocated to each of two stimuli.
We constructed two separate attention axes using activity from each electrode array (Cohen and Maunsell, 2010; Mayo et al., 2015) . To directly compare activity in the two hemispheres, for this analysis, the scaling of both axes was normalized so that the point corresponding to the average response to cued, correctly detected changes in the visual hemifield represented by the neurons being considered was assigned a value of 1, and the point corresponding to the average response to cued, correctly detected changes in the other visual hemifield was assigned a value of Ϫ1. With this assignment, shifting attention from one hemifield to the other should cause shifts of opposite sign on the attention axes for the two hemispheres. This negative correlation is imposed by the task structure and the way the axis is constructed when the cue alternates from one side to the other. The question we sought to answer was whether there were any acrosshemisphere correlations within cueing conditions.
Correlations in attention axis positions across hemispheres in the cued condition were small and slightly positive (Fig. 4A , white bar on left; one-sample t test on resampled means, p Ͻ 0.001). Earlier work using a similar approach found no significant correlations in V4 during valid cueing (Cohen and Maunsell, 2010) , but this can be attributed to the greater statistical power provided by our experimental design (see Discussion). Coordinated switching of attention in the neutral cueing condition should lead to negative covariance that makes the correlation more negative in the neutral condition. We found no evidence for this. Instead, correlations in the neutral condition were significantly greater than zero (Fig. 4A , white bar on right; one-sample t test on resampled means, p Ͻ 0.001) and not significantly different from across-hemisphere correlations in the cued condition (two-sample t test on resampled means, p ϭ 0.27). The small, positive correlations in attention axis positions across hemispheres violated the expectations of a single, coordinated mechanism of attention spanning V4 in both hemispheres.
For comparison, we also built attention axes using half of the number of electrode channels per session but randomly sampled from within the same array (Cohen and Maunsell, 2010) . These within-hemisphere correlations (Fig. 4A , black bars) were considerably larger in both conditions, presumably because neurons representing the same stimulus are subjected to the same topdown signals and have stronger interconnections.
We also investigated the more general hypothesis that variability in attention during neutrally cued trials is greater than in cued trials (Denfield et al., 2015) . A unitary spotlight of attention that alternated between the cued-left and cued-right states (as measured by the attention axis built on all responses from both hemispheres) would produce more sample variance in the neutral condition than in a cued condition (Castiello and Umiltà, 1992; Niebergall et al., 2011) . Even if no switching occurs, divided attention in neutral cueing might nevertheless be associated with less stable attention because of uncertainty regarding the target location (Pelli, 1985; Weichselgartner and Sperling, 1987) . However, we found that variance in attention axis position was indistinguishable between the cued and neutral conditions ( Fig. 4B ; permutation test, p ϭ 0.85). We estimated the variance that would be expected if attention had switched between the left and right stimuli by computing the variance of a combined cued-left and cued-right distribution. The gray band in Figure 4B spans the 95% CI for this variance, and it is substantially greater than the variance observed in the neutral condition. Thus, we found no evidence that variability in the state of attention was elevated during neutrally cued trials.
We also considered the fact that the phase of attentional fluctuations between stimulus locations may not be aligned with the phase of the stimulus cycle. In this case, we may not observe comparable levels of variance simply because of misaligned data. To address this issue, we repeated the same analysis and shifted the same duration window of neuronal activity at 10 ms intervals so that the attention axis was built on activity ending 200 -400 ms before the stimulus change (two full stimulus cycles). This approach tests for other phase relationships between the allocation of attention and the stimulus cycle. The average variance in attention axis position during neutral cueing remained Ͻ95% CIs obtained via bootstrapping the cued responses at various temporal alignments, consistent with Figure 4B . Thus, fluctuations in attention during neutral cueing were significantly less than expected if the monkey was switching attention between the two locations. Although it remains possible that attention might alternate between locations at frequencies that could not be detected with the 200 ms spike counting windows that we used, we found no evidence for switching frequencies up to 5 Hz, consistent with previous results ( 
Discussion
Neuronal modulations related to attention were graded across cued, neutral, and uncued conditions. This was observed in terms of averaged population measures, including rate of firing, Fano factor, and pairwise spike count correlations (Fig. 2) , as well as when using a multidimensional approach to estimate the state of attention (Fig. 3) . In all cases, neuronal activity during neutral trials was intermediate to that of cued and uncued trials, consistent with the idea that neuronal resources were distributed to both stimulus locations according to the demands of the task. More direct measures of the state of attention within and across hemispheres also failed to find evidence of a singular focus of attention. Cross-hemisphere correlations of attentional modulation were weak and slightly positive in both the cued and neutral conditions (Fig. 4A) . Variability in spatial attention was also indistinguishable between the cued and neutral conditions (Fig.  4B) . These results suggest that the two hemispheres can function relatively independently during spatial attention, even during ambiguous cueing.
In contrast to the weak correlations in attention axis values that we found here, previous work by Cohen and Maunsell (2010) found no significant correlations between hemispheres using a similar task that included only cued and uncued conditions. Given the small correlations found here (ϳ0.02; Fig. 4A) , the difference in results may stem from a variety of differences in task design, sample size, or behavioral strategies. We think that most of the difference can be attributed to greater statistical power in the current study. Our task design included a sustained stimulus, which provided many 200 ms epochs of spike counts per trial, as opposed to the single 200 ms epoch that was analyzed in the earlier study. The current analysis also involved more trials per session. Regardless of the small differences in reported values, the current results serve as a second independent dataset that fails to find the across-hemisphere correlations indicative of a unitary control of spatial attention.
Baruni et al. (2015) recently recorded from neurons in monkey V4 while manipulating attention by varying the relative size of rewards associated with stimuli in the left and right hemifields. Their design included different reward sizes on the two sides, similar to our cued and uncued conditions, and also trials with the same reward size on both sides, similar to our neutral cueing condition. As in our experiments, behavioral performance was best for stimuli on the side with a relatively large reward, worst on the side with a relatively small reward, and intermediate when the rewards were the same size on both sides. However, unlike the current results, their neutral condition did not produce intermediate responses from V4 neurons. Instead, when both sides had large rewards, V4 responses were indistinguishable from those to a stimulus associated with a large reward that had been paired with a small reward for the other stimulus. Correspondingly, when both sides had small rewards, V4 responses were indistinguishable from those to a stimulus associated with a small reward that had been paired with a large reward for the other stimulus. Baruni et al. (2015) suggested that absolute reward size, but not relative reward size, is a key determinant of neuronal modulation in V4. Baruni et al. (2015) kept the probability of a reward being available fixed at 50% on each side, and modulated attention by adjusting reward sizes. The current study instead kept the absolute (and relative) reward sizes constant (and equal) on the two sides, and modulated attention by adjusting the probabilities that a reward would be available on each side. Thus, whereas absolute reward size might be a key determinant of neuronal modulation in V4, reward probability must be added to the list to key determinants. In the current study, V4 activity and behavioral performance covaried across the three cueing conditions. That is not the case for the data of Baruni et al. (2015) , where behavioral performance was unchanged between large rewards on both sides and small rewards on both sides, but V4 activity varied with reward size. Identifying the full set of factors that affect V4 activity and behavioral performance in attention tasks will require additional, more elaborate, experiments.
Work from our laboratory recently demonstrated that the majority of neuronal modulation in V4 was associated with changes in behavioral sensitivity, but not changes in behavioral criteria (Luo and Maunsell, 2015) . An analysis of the behavioral strategies of monkeys used in the current study revealed that they responded to cueing by adjusting both their sensitivity and criteria (data not shown). Presumably the attention-related modulations described were associated specifically with the changes in behavioral sensitivity, but a thorough characterization of the sources of these modulations would require a more sophisticated behavioral paradigm than the one used here.
Human psychophysical studies have used the neutral cueing condition for decades. In general, reaction times during neutral cueing are intermediate to cued and uncued reaction times (Posner, 1980; Castiello and Umiltà, 1992; Mangun and Buck, 1998; Giordano et al., 2009) , and electrophysiological recordings in humans are also graded across cueing conditions (Mangun and Hillyard, 1990; Mangun and Buck, 1998) . The implications of these results for the neuronal mechanisms of attention are difficult to interpret because of the spatially coarse nature of the measurements. Various objections regarding the number of stimuli and their durations (Mangun and Buck, 1998; Cave et al., 2010) , experimental design (Montagna et al., 2009) , and sufficient statistical power (McCormick et al., 1998) have been raised when evaluating psychophysical data.
We found clear changes in detection performance and reaction times across cueing conditions. Our dataset was strengthened by a number of factors. First, we collected thousands of trials per day during dozens of days of recording, and our subjects were well trained and highly motivated. Second, we used a speeded reaction time task with randomized trial lengths (500 -5500 ms) and included catch trials, which helped minimize anticipation and false alarms. Finally, we cued attention in blocks of trials to maximize changes in behavioral performance associated with endogenous attention (Posner et al., 1980) . These factors echo those suggested by Mangun and Buck (1998) to explain discrepancies between their results and smaller effects in their previous work (Proverbio and Mangun, 1994) . Like the updated work of Mangun and Buck (1998), our results provide additional evidence in favor of graded behavioral performance across cueing conditions.
We measured changes in neuronal activity related to attention every 200 ms, consistent with the timescale of attentional shifts indicated by previous work (Posner, 1980; Weichselgartner and Sperling, 1987; McMains and Somers, 2004; Carlson et al., 2006; Herrington and Assad, 2009; Horowitz et al., 2009; Cave et al., 2010) . However, changes in the focus of attention may occur at rates faster than a few Hertz. Several studies have found periodic fluctuations in behavior or in broader measures of neural activity, such as local field potentials (VanRullen et al., 2007; Buschman and Miller, 2009; Wolfe et al., 2011; Landau and Fries, 2012; Baruni et al., 2015) . We tested a conservative version of the sampling hypothesis that did not require periodic switching. We found equivalent variation in attention during validly cued and ambiguous neutral trials, and these levels did not reach those predicted by switching a single focus of attention between stimuli (Fig. 4) at frequencies below a few Hertz. Switching at higher frequencies would not have been detected in these experiments. It remains possible that switching will be found in other behavioral settings. More work is needed to address the issue of extremely rapid attentional switching, as well as attentional effects within, as opposed to across, visual hemifields. Each stimulus in our task was presented in a separate visual hemifield, which limits our ability to understand neutral cueing between retinotopically distinct locations within the same hemisphere as well as the so-called "zoom model" of attention (Eriksen and St. James, 1986; Niebergall et al., 2011) . Evidence from human work suggests that attention can be divided within a hemisphere (McMains and Somers, 2004; Malinowski et al., 2007; Itthipuripat et al., 2013) , consistent with our finding of intermediate neuronal modulations during neutral cueing.
Our results suggest that visual attention may be deployed piecemeal to multiple stimulus locations. When the stimulus change is likely to occur at a particular location, resources for that location are engaged, and the typical changes in neuronal activity attributed to attention are observed. In contrast, when the location of the stimulus change is unknown, attentional resources are allocated approximately equivalently between locations. This conclusion corroborates previous psychophysical demonstrations that spatial attention can be deployed according to task demands (Alvarez and Cavanagh, 2005; Giordano et al., 2009; Itthipuripat et al., 2013; Drew et al., 2014; Störmer et al., 2014) and may call into question the feasilibity of a winner-take-all mechanism for spatial attention (Koch and Ullman, 1985) and attentional priority maps (Maunsell, 2015) . In all, these results suggest that spatial attention is not governed by a single, global neuronal mechanism, even in an ambiguous cueing condition where such a mechanism would most likely be detected.
