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Abstract
Visual processing in biological systems is classically described as a hierarchy of in-
creasingly sophisticated representations, originating in primary visual cortex (V1),
progressing through intermediate area V4, and ascending to inferotemporal cortex.
The computational mechanisms that produce representations in intermediate area
V4 have remained a mystery. In this thesis I show that the standard model, a quan-
titative model which extends the classical description of visual processing, provides
a computational mechanism capable of reproducing and predicting the responses of
neurons in area V4 with a translation invariant combination of V1 responses. Using
techniques I have developed, model neurons accurately predict the responses of 8 V4
neurons to within-class stimuli, such as closed contours and gratings, and achieve
an average correlation coeﬃcient of 0.77 between predicted responses and measured
V4 responses. Furthermore, model neurons ﬁt to a V4 neuron’s grating stimulus
response, can qualitatively predict the V4 neuron’s 2-spot reverse correlation map.
These results successfully demonstrate the ﬁrst attempt to bridge V1 and V4 experi-
mental data, by describing how representation in V4 could emerge from the nonlinear
combination of V1 neural responses.
Thesis Supervisor: Tomaso Poggio
Title: Eugene McDermott Professor
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Chapter 1
Introduction
1.1 Motivation
Visual perception gives us a rich and powerful description of our world. Recognizing
visual objects is a fundamental task of visual perception. From ﬁnding a friend’s
face in a crowded cafeteria, to reading the ﬁne print in an advertisement, visual
recognition seems eﬀortless. Yet, when we begin to consider the computational re-
quirements necessary to achieve human-level visual object recognition, our abilities
appear miraculous.
How can a system, natural or artiﬁcial, accurately and quickly recognize visual
objects? This question has been central in the research programs of both brain sci-
entists and artiﬁcial intelligence researchers. One novel approach, and the one I have
adopted, combines the insights and progress of both ﬁelds. As a step towards ex-
plaining biological vision and building artiﬁcial visual systems that rival our own
capabilities, I have used a computational model to explain speciﬁc properties of the
visual cortex, motivate future experimental work, and guide the engineering of bio-
logically inspired machine vision systems.
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1.2 Preview
In this paper I report that the standard model, a recently developed computational
model of object recognition [37], can reproduce and predict quantitative and qualita-
tive data from visual area V4 in primate cortex [30, 13]. Model neurons can display
the selectivity and invariance properties of V4 neurons over a variety of stimulus
sets. These model neurons represent a translation invariant combination of complex
V1-like subunits, suggesting V4 selectivity is a result of the nonlinear combination of
V1 neural responses. Furthermore, the model can accurately predict the responses
of V4 neurons within a stimulus class and can make qualitative predictions to novel
stimulus classes. The modeling techniques and predictions described in this thesis,
provide a basis for further experiments to explore shape representation in V4 and
potentially invalidate, or validate, the standard model of visual object recognition.
1.3 Roadmap
In Chapter 2, I provide an overview of the standard model of object recognition and
describe recent physiological studies in cortical area V4. I outline the methodologies
I have used in Chapter 3, including the implementation of the standard model, the
simulation of experimental methodologies, and the algorithms for modeling and pre-
dicting individual V4 neuron responses. The results of ﬁtting the standard model to
V4 neuron responses and of predicting responses are presented in Chapter 4. Chapter
5 examines the essential computations in the standard model that produce charac-
teristics compatible with V4 neurons. In Chapter 6, I discuss a number of topics,
including: novel experimental methodologies, remaining open questions, the biased-
competition model, learning V4 selectivity, and the computational role of V4. I
summarize my contributions in Chapter 7.
Appendix A compares the instantiation of this model to the original HMAX model
[37]. Appendix B details additional simulations and Appendix C includes additional
ﬁgures.
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Chapter 2
Background
2.1 The Standard Model of Object Recognition
Physiological studies have provided insight on the selectivity and invariance properties
of the ventral stream in primate visual cortex [10, 23, 46], but most computational
issues have yet to be resolved. Neurons in the early stages of the ventral pathway
are selective to simple features, such as edge orientation [47, 48], and lack invariance
to simple spatial transformations [1, 20], while neurons far along the pathway in
inferotemporal cortex (IT) are selective to complex objects, like faces and hands [7, 18,
28, 33, 44], and have robust invariance to translation and scale [28]. In addition, recent
studies have shown that neurons in area V4, a stage in the ventral stream between
V1 and IT, display selectivity to features of intermediate complexity, and invariance
to spatial and featural translations [29, 30]. While selectivity and invariance within
these stages of the ventral pathway have been well described, the computational
mechanisms that produce these properties remain a mystery.
The standard model combines many data about the ventral stream [21, 22, 32] into
a hierarchical computational model of object recognition [37, 38, 39]. The two basic
cognitive requirements of object recognition, invariance and speciﬁcity, are evident at
the earliest and highest stages within the ventral stream. Within the earliest stages,
recordings in Macaque cortex show that simple cells display strong phase dependence
[40], while complex cells display tuning that is independent of phase [21]. Hubel and
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Wiesel proposed that the invariance of complex cells could be created by pooling
together simple cells with similar selectivities but translated receptive ﬁelds [22].
Perrett and Oram proposed a similar mechanism within IT [32], the highest layer of
the ventral stream, that described invariance to any transformation as pooling over
aﬀerents tuned to transformed versions of the same stimuli. Riesenhuber and Poggio
extended these proposals in a quantitative model, referred to in this thesis as the
standard model, to describe the mechanisms that achieve invariance and speciﬁcity
throughout the ventral stream [37].
The resulting model is a hierarchical framework that consists of units analogous
to simple and complex cells in V1, and leads to view dependent and view invariant
neurons analogous to IT cells. The model’s layers are organized to mirror the layers
from V1 to IT in the ventral stream and can be extended up to prefrontal cortex [39].
The view-based module leads to complex feature selective units that are scale and
translation invariant [37]. Increasingly complex feature representations are achieved
by combining simpler features with a Gaussian-like template matching function (see
[24]). Scale and translation invariance are achieved by using a max-pooling operation
over similar features with diﬀerent scales and translations.
The present version of the model, as used here, is shown in Figure 2-1 and consists
of ﬁve layers: S1, C1, S2, C2, and VTU. The ’S’ layers perform a Gaussian-like
template matching function and the ’C’ layers perform the max-pooling operation.
By alternating these computations through the levels of the hierarchy, representations
of increasing invariance and increasing selectivity are produced.
2.2 Physiological Results in Intermediate Area V4
Electrophysiology experiments in V4 that attempt to probe shape representations
have used stimuli derived from polar, hyperbolic, or Cartesian gratings [9, 16, 14, 35].
While these stimuli eﬀectively drive V4 neurons, the neural responses and the resulting
representations are diﬃcult to characterize. In addition it is not easy to see how such
selectivity is useful for object recognition.
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Figure 2-1: Schematic diagram of the implementation of the standard model of object
recognition used in this paper, which is an extension of the model described in [37].
S1 ﬁlters come in four diﬀerent orientations (0◦, 45◦, 90◦, 135◦), and each S2 unit is
tuned to a unique combination of C1 aﬀerents. C2 units perform max-pooling over S2
units of the same selectivity. C2 units of each type provide inputs to the view-tuned
units with tuning properties as found in inferotemporal cortex [28, 37]. This thesis
focuses on the units in the C2 layer that are analogous to neurons in V4.
An interesting approach for probing representation in area V4 is to use stim-
uli formed in parameterized shape spaces. Pasupathy and Connor extensively de-
scribe their electrophysiology experiments in V4 using parameterized shape spaces
in [29, 30, 31]. Building on a previous study [29] in which they found tuning of V4
neurons to angle orientation, Pasupathy and Connor examined shape representation
of V4 neurons using a set of simple closed shapes formed by combining convex and
concave boundary elements [30]. They characterized a subpopulation of V4 neurons
as having selectivity for position-speciﬁc boundary conformation and found that these
V4 neurons preserve shape selectivity over translation and display a type of object-
centered tuning. Furthermore, they have shown that, given enough neurons, such
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boundary conformation tuning is a viable population coding scheme for representing
and reconstructing the stimuli [31].
Another novel approach to investigating V4 representation and computation has
been the application of 2-spot reverse correlation [12, 13]. This technique has been
used in V1 and MT to determine the substructure of receptive ﬁelds [15, 6, 26, 27, 43].
The reverse correlation map procedure calculates the interaction produced by two
stimuli as a function of their relative position. Data from V4 by Freiwald, Tsao and
Livingstone show an intricate pattern of interactions within the receptive ﬁeld [12, 13].
Such a technique is useful for understanding the possible computations a neuron is
performing on its inputs.
In this thesis, I examine a set of V4 neurons that have been measured using the
widely used grating stimuli [13] and a set of V4 neurons measured using the boundary
conformation stimuli of [30]. In addition, the set of V4 neurons measured with grating
stimuli have also been measured with a 2-spot reverse correlation technique. The
standard model, because it is fully quantitative, is capable of generating responses to
these three classes of stimulus sets.
The model is able to incorporate ﬁndings from multiple experimental eﬀorts in
an attempt to unify our understanding of area V4. An additional set of constraints
is imposed by each V4 study, limiting possible model connections and selectivities.
For example, a previous study has found constraints on standard model units based
on V4 ﬁndings [25]. Through such studies, a uniﬁed model of V4 connectivity and
selectivity can be achieved.
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Chapter 3
Fitting Neural Responses
3.1 Standard Model Implementation
The present version of the standard model, as used here, is shown in Figure 2-1 and
consists of ﬁve layers: S1, C1, S2, C2, and VTU. The ’S’ layers perform a Gaussian-
like tuning function and the ’C’ layers perform a max-pooling operation. The S1 layer
is similar to a Gabor-ﬁlter convolution map of diﬀerent sizes and orientations over
the visual ﬁeld.
Units in the C1 layer perform a max-pooling operation on groups of units in the
S1 layer with the same orientation but diﬀerent spatial positions and scales. C1 units,
therefore, have scale and translation invariance properties that are characteristic of
complex cells in V1 [41]. S2 units are tuned to more complex features using a normal-
ized dot product with a sigmoid transfer function with C1 unit responses as inputs
[24]. This function produces an optimal response to a particular pattern of inputs,
but a low response to others. Many cortical neurons respond strongly to some par-
ticular input patterns, but weakly to others, as if they are templates or ﬁlters. This
operation is a biologically plausible way of implementing a bell-shaped, Gaussian-like
response proﬁle. The S2 response, r, is given by
r =
s
1 + e−α(
w·x
|x| −β)
(3.1)
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where x is the vector of C1 inputs, w is the vector of synaptic weights and α, β, and
s are the sigmoid parameters.
The units in the C2 layer perform the max-pooling operation over a spatial region
of shifted S2 units with identical tuning properties. The size of the spatial pooling
region is set to match experimentally measured invariance ranges observed in area
V4 neurons [14, 29, 30]. As demonstrated in Chapter 4, the response characteristics
of C2 units are directly comparable to V4 neural responses. To complete the model,
VTUs are tuned to object views as in the original description of the model [37]. (For a
demonstration of object recognition benchmarks using the VTU layer and this version
of the model, see [5]).
The instantiation of the standard model used in this thesis is an extension of
the original version described by Riesenhuber and Poggio [37] in four ways: (1) the
combination of aﬀerents by S2 units is less rigid, (2) S2 units are tuned to an input
(possibly by learning during visual experiences, see [42]), (3) S2 units perform a
normalized dot product instead of a Gaussian function, and (4) the C2 layer pooling
range is set to match the invariance properties of V4 neurons. These changes are
natural and planned extensions of the original model (see [37]). Items 1, 2, and 4
have have been previously used and are described in [5]. A further discussion on the
use of the normalized dot produce can be found in [24]. In this thesis I refer to S2
and C2 units that incorporate these changes. A further comparison is provided in
Appendix A.
3.2 Simulated Electrophysiology Methodologies
I have modeled experimental results from various electrophysiology experiments [13,
30, 36, 14]. The focus of the thesis is on the results of W. Freiwald, D. Tsao, and M.
Livingstone [13], and A. Pasupathy and C. Connor [30]. In total, 4 V4 neurons are
modeled from [30], and 4 V4 neurons are modeled from [13]. Detailed experimental
procedures are provided in the aforementioned references.
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3.2.1 Stimulus Sets
Boundary Conformation
The stimulus set used in [30] is shown in Figure 3-1 and is reproduced using code
kindly supplied by Anitha Pasupathy. The construction of the 366 stimuli are de-
scribed in detail in [30]. An analysis of the model incorporating the tuning space used
in [30] can be found in [5] and will not be examined in this thesis.
Figure 3-1: Stimulus set used for computational simulations based on [30]. Each
closed white shape represents one individual stimulus. The background is uniform
black and ﬁlls the receptive ﬁeld. Code to generate these stimuli is courtesy of A.
Pasupathy.
Supplemental stimulus sets were also used to test translation invariance and rel-
ative position tuning. For translation experiments an optimal stimulus and one non-
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optimal stimulus were tested over a grid of multiple positions. The grid consisted of
a 5×5 square centered on the receptive ﬁeld with a translation of 0.5× S2 receptive
ﬁeld radius for each location on the grid.
An additional stimulus set from [30], used to test relative position tuning, varies
the orientation and oﬀset of a convex projection of a tear dropped stimulus. The
response to this stimulus set was used by Pasupathy and Connor as evidence for
relative position tuning. Further details are described in [30].
Grating Stimuli
The stimulus set used in [13] contains 320 stimuli consisting of Cartesian, polar and
hyperbolic gratings. The stimuli are shown in Figure 3-2. Note that this stimulus set
includes translated and rotated versions of each grating.
2-Spot Reverse Correlation
A detailed description of the 2-spot reverse correlation procedure used for mapping
V1 receptive ﬁeld is described in [26]. This procedure has been extended to area V4
[12, 13], and the results for 4 V4 neurons (the same 4 neurons also recorded with
the grating stimuli) are examined in this thesis. In brief, 2-spot reverse correlation
experiments rapidly (at 75 Hz) present 2 spots in the receptive ﬁeld at the same time
while the neuron’s response is recorded for more than 5,000 presentations. For the
results presented here, the neuron’s ﬁring rate is averaged within a window with a
latency of 102-119 ms after stimulus presentation onset.
The procedure is simulated in the model by generating 2 gray squares on a black
background at random positions and repeated for 4,000 presentations. One stimulus is
chosen as the probe and the other the reference. When they overlap, their luminance
is summed, producing white in the region of overlap. The responses were reverse
correlated with the relative positions (the diﬀerence in position between the two
squares). The results of the reverse correlation are displayed as a function of the probe
square position minus the reference square position, i.e. the horizontal axis shows the
horizontal diﬀerence in position and the vertical shows the vertical separation. The
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Figure 3-2: Stimulus set used for computational simulations of experiments from
[13]. The set consists of 320 Cartesian, polar and hyperbolic gratings. Included are
translated and rotated versions of each grating. Stimuli courtesy of W. Freiwald, D.
Tsao, and M. Livingstone [13].
origin (at the exact center of the images) represents presentations when the two
stimuli overlapped completely.
3.2.2 V4 Neuron Responses
The sources of the V4 neurons used in this thesis are summarized in Table 3.1. Mean
ﬁring rate responses for 4 V4 neurons from [13] on the 320 grating stimulus set were
determined by averaging the spikes in a window beginning 100 ms after stimulus
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onset and ending either 200 or 130 ms after stimulus onset depending on the stimulus
presentation rate used in the experiment (100 ms duration for three V4 neurons, G1,
G2, and G4, and 30 ms for one V4 neuron, G3). The mean ﬁring rate responses of 4 V4
neurons described in Figures 2, 4, 5, and 8 of [30] were extracted from digital images
of the manuscript. For analysis, mean ﬁring rate V4 neuron responses are scaled
between 0 and 1 (mean-squared-error values are reported on this scale). Correlation
coeﬃcients are computed between a neuron’s scaled responses and the responses of
model C2 neurons to the same stimuli. Table 3.1 also provides pointers to the Figures
within this thesis that are relevant to that particular V4 neuron.
Neuron Label Reference Fig.
B1 [30] Fig. 2 C-1, C-7, C-9
B2 [30] Fig. 4 4-1, 4-5, 4-7
B3 [30] Fig. 5 4-3, 4.2, C-2, C-7, C-9
B4 [30] Fig. 8 C-3, C-7, C-9
G1 [13] 4-2, 4-6, 4-8, 4-9, 4-10
G2 [13] 4-9, C-8, C-10, C-11
G3 [13] 4-9, C-8, C-10, C-12
G4 [13] 4-9, C-8, C-10, C-13
Table 3.1: References of V4 neuron data sources and pointers to relevant ﬁgures
within this thesis. ‘Neuron Label’ indicates the name used in this thesis to refer to
each V4 neuron (B for Boundary conformation stimulus set and G for grating stimulus
set). The ‘Reference’ column indicates the source of the neuron data. The ‘Figures’
column indicates which ﬁgures within this thesis pertain to that V4 neuron. Note
that neurons G1-G4 have also been measured using the 2-spot reverse correlation
procedure.
3.3 Fitting Methodology
Given a V4 neuron’s mean-ﬁring-rate response to a set of stimuli, I will adjust the
parameters of a model neuron to model a V4 neuron’s response. In addition, the
model neuron should be capable of predicting the V4 neuron’s response to stimuli the
model has not seen. This is a model estimation problem. A description of the speciﬁc
technique used for ﬁtting and predicting V4 neural responses follows.
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The mean-ﬁring-rate response of each V4 neuron is modeled by the response of
a single C2 model neuron by minimizing the error between the model response and
the neuron’s response. The four layers of the model (S1, C1, S2, and C2) have many
parameters. However, the selectivity of C2 units is highly dependent on the selectivity
of the S2 inputs. Therefore, the ﬁtting procedure determines parameters at the S2
layer. S1, C1, and C2 layer parameters, such as Gabor wavelength, spatial overlap,
pooling range, etc. are all held constant. The following properties of S2 selectivity are
determined in the ﬁtting procedure: the location and size of C1 subunits connected
to an S2 unit, the weights of these subunits (w in equation 3.1), and the parameters
of the sigmoid non-linearity that determines the sharpness of tuning (α, β, and s in
Equation 3.1).
A schematic of the model used in the ﬁtting procedure is shown in Figure 3-3. A
C2 unit is connected to several S2 units with identical selectivity but with receptive
ﬁelds shifted over the visual ﬁeld. Based on experimental ﬁndings [14, 30], V4 neurons
maintain selectivity to translations within an area less than about .5 × the classical
receptive ﬁeld radius. To match these experimental ﬁndings, a C2 unit receives input
from a 3 × 3 spatial grid of shifted S2 units. The receptive ﬁelds of adjacent S2
units overlap and are shifted by one half of the S2 receptive ﬁeld radius. Each S2
unit receives input from a diﬀerent, spatially translated part of the visual ﬁeld. The
selectivity parameters of each S2 unit, which are pooled into the same C2 unit, are
identical. Therefore, while there are 9 S2 units that connect to a C2 unit, only one
set of S2 parameters is determined for each ﬁt.
Each S2 unit is connected to a set of C1 subunits. Units in the C1 layer form
a map of various sizes and receptive ﬁeld positions within the receptive ﬁeld of an
S2 unit. C1 maps are deﬁned with grids of three diﬀerent sizes, 2 × 2, 3 × 3, and
4 × 4, each spanning the S2 receptive ﬁeld. The sizes of individual C1 units are
scaled so that within a grid, each C1 unit receptive ﬁeld overlaps half of the adjacent
C1 unit receptive ﬁeld and the grid ﬁlls the S2 receptive ﬁeld. There are a total of
2× 2 + 3× 3 + 4× 4 = 29 C1 unit spatial locations with 4 oriented Gabor ﬁlters at
each location for a total of 116 C1 units. S2 units are connected to a subset of the
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116 C1 units.
An analytical solution is not easily tractable due to layers of nonlinear operations
in the model. However, because the model is quantitative, a numerical method can
be applied to ﬁt each V4 neuron. I have used a forward selection algorithm to deter-
mine the C1-S2 connectivity with a conjugate gradient descent algorithm to estimate
the weights and the sigmoid parameters of the S2 selectivity function. During each
iteration of the forward selection algorithm, a combination of n subunits with the
lowest mean-squared-error between the V4 neuron’s response and the C2 unit’s re-
sponse is selected. In the next iteration step, every possible conﬁguration with n+1
C1 subunits (the winning conﬁguration from the previous iteration plus an additional
C1 subunit) is examined to ﬁnd a better ﬁt.
A cross-validation methodology is used to predict a neuron’s response to within-
class stimuli. Within-class predictions are deﬁned as a model that uses a part of
a stimulus set, either the boundary conformation or gratings stimulus sets in this
thesis, to predict the remaining part of the stimulus set. The set of measurements for
a stimulus class is divided into f randomly selected and equal sized folds. The forward
selection algorithm is used on ﬁt a model neuron on f−1 of the folds, the training set,
and is used to predict the V4 neuron’s response to the remaining fold, the test set.
The response for each V4 neuron measured with the boundary conformation stimulus
set, B1-B4, is analyzed with a 6-fold cross-validation methodology (305 points for
training, 61 for testing). For V4 neurons measured with grating stimuli, G1-G4, a
4-fold cross-validation is used (240 points for training, 80 for testing). For each split
of the data, the forward selection algorithm terminates, or stops adding C1 subunits,
when the mean-squared-error on the training set decreases by less that 1%. The
predictions on each of the data folds is recombined to form a set of predictions for
the entire stimulus set.
To predict V4 responses to novel stimulus classes, a model neuron is ﬁt to a V4
neuron’s response to one set of stimuli and the resulting model neuron is then used to
predict the V4 neuron’s response to a novel stimulus class. The number of subunits
for each model neuron are determined by the average number of subunits found for
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the cross-validation method over all neurons. A model neuron is ﬁt using the entire
stimulus set and the forward ﬁtting algorithm is halted once the speciﬁed number of
subunits are found. The resulting model unit is used to predict the response to a novel
stimulus class. Neurons G1, G2, G3, and G4 will be analyzed with this procedure
to predict the 2-spot reverse correlation map from the measurements of the grating
stimulus set.
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Figure 3-3: Schematic diagram of the model V4 neuron. The response of the C2 unit
in the top layer is comparable to measured V4 neuron responses. Units in the ‘C’
layers perform the maximum operation on their inputs, while units in the ‘S’ layers
compute a Gaussian-like template matching function (normalized dot product with
sigmoid transfer function). The C2 unit is connected to a 3 × 3 spatial grid of S2
units with identical tuning properties. S2 units are connected to a set of complex
V1-like C1 units. The connectivity between the C1 units and S2 units is determined
by the ﬁtting procedure. C1 maps are made up of grids of 3 diﬀerent sizes: 2 × 2,
3× 3, and 4× 4. C1 units compute the maximum response of simple V1-like S1 units
of four orientations with slightly translated and scaled receptive ﬁelds. The C2 unit’s
receptive ﬁeld is the entire input image.
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Chapter 4
The Standard Model and Area V4
In this section I present results for ﬁtting V4 neuron responses to the standard model,
predicting V4 responses within a stimulus class and predicting V4 responses to a novel
stimulus class.
4.1 Modeling V4 Selectivity
The standard model is able to reproduce V4 selectivity under both grating stimuli
and boundary conformation stimuli. Eight response sets for V4 neurons (4 measured
with the 366 boundary conformation stimuli, B1, B2, B3, and B4; and 4 measured
with the 320 grating stimuli, G1, G2, G3, and G4) were used to ﬁt model neurons (C2
units). Results for a ﬁt of V4 neuron B2 are shown in Figure 4-1 and for V4 neuron
G1 are shown in Figure 4-2. In both ﬁgures the V4 neuron’s response is plotted in the
top panel and the model neuron’s response is plotted in the bottom panel. Neuron
and model responses are mapped to the gray level of each stimulus. Black indicates
a high response, and light gray indicates a low response with intermediate responses
linearly mapped to intermediate shades of gray.
Both Figures 4-1 and 4-2 show a high degree of correspondence between the neu-
ron response and the model response. Stimuli that elicit a high response from the
neuron also produce a high response in the model. The sparse, or highly selective,
characteristic of both these neurons is also captured in the model response. Simi-
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lar results were achieved for the other 6 V4 neurons examined and are presented in
Appendix C. Selectivity that has previously been described as tuning for concave or
convex boundary elements or tuning for Cartesian, polar or hyperbolic gratings are
reproducible with the standard model.
4.2 Modeling V4 Invariance
The standard model is also capable of reproducing featural and translation invariance
of V4 neurons described in [30]. Figure 4-3 shows the responses to an optimal and
non-optimal stimuli for V4 neuron B3, adapted from Figure 6A of [30], and a model
neuron over a 5×5 translation grid. The model shows high responses to the optimal
stimuli over a translation range that is comparable to the V4 cell. For the non-
optimal stimulus, the C2 unit shows low response over all translations. Stimulus
selectivity is preserved over translation for the model neuron and is similar to the
degree of translation invariance of the V4 neuron. All model neurons in this Chapter
exhibit the same degree of invariance to translation while preserving selectivity over
translation.
While S2 units demonstrate selectivity that is dependent on absolute spatial po-
sition (with the exception of small invariance properties inherited from the C1 repre-
sentations), C2 units demonstrate selectivity that is independent of absolute spatial
position. C2 units inherit the selectivity characteristics of their input S2 units, but
achieve invariance over absolute position by max-pooling spatially shifted S2 units.
As a result, C2 units transform absolute position tuning at the S2 layer into relative
position tuning typical of V4 responses.
Figure 4.2 shows the responses of a V4 neuron and a model neuron ﬁt to the V4
neuron’s response over the stimulus set adapted from Figure 6B of [30]. The model
neuron shows a response pattern that is nearly identical to the V4 neuron’s response,
adapted from Figure 6B of [30]. This particular model neuron has 8 C1 subunits,
although, similar tuning is seen with fewer subunits. The model response is highly
correlated with the angular position of the convex extremity and poorly correlated
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with the orthogonal oﬀset of the extremity. This result matches 26/29 V4 neurons
measured in [30].
4.3 Predicting Within-Class V4 Response
The ﬁtting procedure described in section 3.3 is used in this section to predict re-
sponses to subsets of the boundary conformation and grating stimulus sets. For neu-
rons measured with the boundary conformation stimulus set, a 6-fold cross-validation
method was used (61 stimuli per fold), while a 4-fold cross-validation was used for
neuron responses measured with the grating stimulus set (80 stimuli per fold). The
results of the forward ﬁtting algorithm are shown in Figure 4-5 for V4 neuron B2.
Similar results for V4 neuron G1 ﬁt on the grating stimulus set are shown in Figure
4-6.
The cross-validation procedure predicts the responses in each fold of the data. For
each fold, the forward selection algorithm terminates when the mean-squared-error
improves by less than 1%. The model neuron is then used to predict the responses
for the test set. We can combine the predictions from each fold to reform the entire
dataset. Therefore, we have a prediction for each data point within the stimulus set.
This produces within-class predictions (the model is ﬁt on responses to stimuli of the
same class as the stimuli it tries to predict a response to). The results for within-class
predictions are summarized in Table 4.1.
To do: add paragraph comparing these numbers to P+C correlations and standard
error of measurements to MSE
Figures 4-7 and 4-8 show plots of the model’s predicted response plotted against
the V4 neuron’s measured response. Figure 4-7 displays the prediction for the same
neuron, B2, as in Figure 4-5 and Figure 4-8 displays the prediction for the same
neuron, G1, as in Figure 4-6. A perfect prediction would result in points falling along
the diagonal (indicated by the green line). The predicted values and measured values
have been scaled so that the training set is between 0 and 1 (this produces some
measured responses greater than 1 and less than 0; note that the ﬁtting algorithm
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Neuron MSE Correlation Subunits
Label Train Test Train Test Pred.
B1 0.0125 0.0207 0.86 0.78 0.77 17.0
B2 0.0049 0.0113 0.94 0.85 0.86 21.0
B3 0.0070 0.0159 0.90 0.77 0.76 19.8
B4 0.0132 0.0204 0.82 0.70 0.71 14.7
G1 0.0037 0.0097 0.95 0.88 0.87 22.3
G2 0.0170 0.0266 0.80 0.70 0.68 15.3
G3 0.0114 0.0241 0.88 0.76 0.76 18.0
G4 0.0076 0.0160 0.88 0.73 0.76 16.8
Mean 0.0097 0.0181 0.88 0.77 0.77 18.0
Table 4.1: Results of ﬁtting model neurons to V4 neurons. Neuron label indicates the
name of the V4 neuron used in this thesis (B for Boundary conformation stimulus set
and G for grating stimulus set). For each fold of the data a mean-squared-error (MSE)
and a correlation coeﬃcient (Correlation) are found for the training set and the test
set. These values are then averaged over the folds. The prediction column (Pred.)
indicates the correlation coeﬃcient between the union of the test set predictions and
the V4 response. The MSE for the prediction is mathematically identical to the test
set MSE, and is not reproduced. The ﬁnal column indicates the average number of
subunits used in each model averaged over the folds (the algorithm stopped when the
MSE on the training set did not improve by more than 1%). The bottom row shows
the average of the various results over all 8 V4 neurons.
can, in theory, predict responses that are higher than the values included in the
training set). Similar ﬁgures can be found in Appendix C for V4 neurons B1, B3, B4,
and G2-G4.
4.4 Predicting 2-Spot Interaction Maps
To predict V4 responses to novel stimulus classes, a model neuron is ﬁt to a V4
neuron’s response to one set of stimuli and the resulting model neuron is then used to
predict the V4 neuron’s response to a novel stimulus class. In this case, the number
of subunits for each model neuron is determined by the average number of subunits
found on the cross-validation method over all neurons (see Table 4.1). As a result, a
model neuron is ﬁt using all data points for a stimulus set, in this case the grating
stimulus set, and the forward ﬁtting algorithm is halted once 18 subunits are found.
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The resulting model unit is used to predict the response to a novel stimulus class,
in this case the 2-spot stimuli. Neurons G1, G2, G3, and G4 are analyzed with this
procedure. A model is found for each neuron using responses on the grating stimulus
set and the model neuron is used to predict the 2-spot reverse correlation map.
The results of this procedure are shown for the 4 neurons in Figure 4-9. Each in-
teraction map is displayed so that the origin corresponds to 2-spots occurring at the
same point. The color map indicates facilitation, red, inhibition, blue, and balanced
or no eﬀect, green. The predictions for V4 neurons G1, G2, and G4 display quali-
tative agreement with the measured 2-spot reverse correlation maps. For example,
neuron G1, in the ﬁrst row, displays a wreath like facilatory interaction and a gap
or depression in the interaction 135◦ and 315◦. The prediction and measurement for
neuron G2 show a strong facilatory interaction along the 135◦-315◦ axis. Similarly,
the prediction and measurement for neuron G4 show strong facilatory interaction
along the 90◦-270◦ axis. However, there is not a clear correspondence between the
prediction and measurement for neuron G3, although the structure of the interaction
map for this neuron is unclear.
As the forward ﬁtting algorithm adds subunits to the model, the predicted 2-spot
interaction map evolves. Figure 4-10 shows the predicted interaction maps for V4
neuron G1 as additional subunits are added to the model. The top-left panel shows
the prediction for 2 subunits and additional subunit predictions are plotted from left
to right and from top to bottom; the bottom-right panel shows the prediction for a
model with 25 subunits. Interestingly, the predictions for models containing between
15 and 20 subunits all resemble the measured 2-spot interaction map for this neuron.
The evolution of the 2-spot interaction map prediction for V4 neurons G2, G3, and
G4 are show in Appendix C. The evolutions for both G2 and G4 show similar stability
in the prediction.
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V4 Neuron
Model Neuron
Figure 4-1: V4 neuron B2 (top panel) and model neuron (bottom panel) response over
the boundary conformation stimulus set. The response to each stimulus is mapped
to the gray level value of the displayed stimulus. Dark, or black, shading indicates a
strong response and light gray indicates a low response. Therefore, the stimuli that
are clearly visible are those that elicit the highest responses. The V4 neuron response
has been adapted from Figure 4 of [30].
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V4 Neuron
Model Neuron
Figure 4-2: V4 neuron G1 and model neuron response to the grating stimulus set.
Display conventions are the same as in Figure 4-1. V4 data is courtesy of Freiwald,
Tsao, and Livingstone [13].
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Figure 4-3: V4 neuron B3 and model neuron responses to translated stimuli. Both
show comparable translation invariance. V4 neuron response is adapted from Figure
6A of [30].
V4 Neuron
Model
Figure 4-4: V4 neuron B3 and model response to the relative position boundary
conformation stimulus set. The model neuron was ﬁt to the V4 neuron’s response
pattern on this stimulus set (45 stimuli). V4 cell response is adapted from Figure 6B
of [30].
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Figure 4-5: Evolution of the forward ﬁtting algorithm for V4 neuron B2. The x-axis in
both plots indicate the number of C1 units connected to an S2 unit for that iteration
of the algorithm. The left plot graphs the mean-squared-error as a function of the
number of C1 subunits. The solid blue line indicates the average mean-square-error
(mse) on the training set for each fold. The dashed red line indicates the average mse
over on the test set for each fold. For each fold the model is trained on 5 parts of the
data (train set) and used to predict the remaining part (test set). The corresponding
V4 neuron is shown in Figure 4 of [30]. Figures for the other 3 neurons measured with
the boundary conformation stimulus set can be found in Figure C-7 within Appendix
C.
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Figure 4-6: Evolution of the ﬁtting algorithm for V4 neuron G1 measured with the
grating stimulus set. The plotting conventions are the same as in Figure 4-5, except
a 4-fold cross-validation was used for this data set. Figures for the other 3 neurons,
G2-4, measured with the grating stimulus set can be found in Figure C-8 within
Appendix C.
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Figure 4-7: Model predicted response plotted against measured V4 neuron B2 re-
sponse for within-class predictions (over the boundary conformation stimulus set).
Each point is plotted at the actual measured response of the V4 neuron to a stimulus
and at the model predicted response for the same stimulus. Perfect prediction would
result in points along the diagonal, indicated by the green line. The V4 neuron for
this ﬁgure is the same as in Figure 4-5 and has been adapted from Figure 4 in [30].
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Figure 4-8: Model response plotted against measured V4 neuron G1 response for the
predicted points (over the grating stimulus set). V4 data is courtesy of Freiwald,
Tsao, and Livingstone [13].
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Figure 4-9: Predicted 2-spot interaction maps for 4 V4 neurons. Each row shows a
diﬀerent V4 neuron. From top to bottom: G1, G2, G3, and G4. Each row shows the
V4 neuron’s measured 2-spot interaction map, the model’s predicted 2-spot interac-
tion map and a visualization of the C1 subunits combined at the S2 layer for that
model neuron. The predictions for neurons G1, G2, and G4 qualitatively match the
experimental measurements. However, the prediction for neuron G3 does not match
the measurement. V4 data is courtesy of Freiwald, Tsao, and Livingstone [13].
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Figure 4-10: Panels display the predicted 2-spot interaction map of V4 neuron G1 for
each iteration of the ﬁtting algorithm. A model neuron is ﬁt to the grating stimulus
response of the V4 neuron and the 2-spot interaction map is generated for each
additional C1 subunit. Models with additional subunits are plotted from left to right
and from top to bottom starting for a 2 subunit model and ending with 25 subunit
model. The predictions for models with 15 to 20 subunits show qualitative agreement
with the experimental 2-spot interaction map. Similar ﬁgures for V4 neurons G2, G3,
and G4 can be found in Appendix C.
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Chapter 5
Computations in the Standard
Model
This section examines the computational requirements for modeling V4 neurons by
altering or removing the computations in the standard model. Three manipulations
are examined independently: Removing the C2 layer, removing the normalization at
the S2 layer, and replacing the maximum operation at the C2 layer with either a sum
or an average. A summary is presented at the end of this chapter, in Table 5.1.
5.1 C2 Layer
Translation invariance is an important constraint in modeling V4 responses. Because
translation invariant representations are formed within both the C1 and C2 layers
of the model, the translation invariance exhibited by V4 neurons could conceivably
be a product of the invariance within V1. In this section, the C2 layer is removed
from the model to determine if the invariance characteristic of V4 responses can still
be reproduced from the contribution of the C1 layer. For this simulation, a single
S2 model neuron is ﬁt to the data while the translation invariance of the C1 units is
increased to match the degree of translation invariance measured in V4.
Figure 5-1 shows the result of the forward ﬁtting algorithm using a model without
the C2 layer on V4 neuron B3. This model is still able to reproduce the selectivity
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of the V4 neuron, although results are much better with the intact model. However,
the model neuron is no longer invariant to translation. Figure 5-2 shows the result of
the translation invariance test (the same simulation as in Figure 4-3).
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Figure 5-1: Results of the forward ﬁtting algorithm with the C2 layer removed. The
forward ﬁtting algorithm ﬁts an S2 unit to the response of V4 neuron B3. For this
model, the translation invariance of the C1 units is increased to match the degree of
invariance characteristic of V4 neurons. This model is still able to reproduce the V4
neuron’s selectivity (although the train and test set mean-squared-error is less using
the full model).
Even though the units in the C1 layer are invariant to this degree of translation,
the S2 unit does not fully inherit this invariance. As features move from the receptive
ﬁeld of one C1 unit receptive ﬁeld to the receptive ﬁeld of another, they can cause
interference. The S2 unit is tuned to a speciﬁc response of a C1 subunit. If a feature
that elicits a higher response enters the C1 unit’s receptive ﬁeld, the C1 unit will take
the higher value. If the change in response moves away from the S2 unit’s preferred
response, the response of the S2 unit will decrease and the model will not be invariant
to translation.
5.2 Normalized Selectivity Function
Selectivity in the S2 layer is produced using a normalized-dot-product with a sigmoid
transfer function [24]. The motivation behind this function is that it reproduces
Gaussian-like tuning to the inputs, with a speciﬁc input value producing the maximum
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Figure 5-2: Translation invariance for the model without the C2 layer and with
increased translation invariance at the C1 layer. The S2 unit at the top level of this
model does not fully inherit the translation invariance of the C1 layer and does not
match the degree of invariance seen in V4 neurons [14, 30].
response. In this section, the normalization at the S2 layer is removed. S2 units in
the model now perform a dot-product with a sigmoid transfer function,
r =
s
1 + e−α(w·x−β)
. (5.1)
The same forward ﬁtting algorithm is used to model V4 neurons using a model without
normalization at the S2 layer. Figure 5-3 shows the result of the forward ﬁtting
algorithm using a model without the S2 normalization on V4 neurons G1, G2, G3,
and G4. The resulting model is unable to reproduce the selectivity for these V4
neurons. In each case, the training set error and the test set error are much higher
than the model with S2 normalization.
5.3 Maximum Function
To investigate the requirement of the maximum function at the C2 layer, the max-
imum function performed by the top level C2 unit is changed to either a sum or
49
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Figure 5-3: Fitting evolution for V4 neurons G1, G2, G3, and G4 using a model
without S2 normalization. Each row presents the results for each V4 neuron from top
to bottom (G1 in the top row, G4 in the last row). For each neuron, the achievable
mean-squared error is much higher on both the train and test sets than a model with
S2 normalization
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an average of its S2 inputs. Figure 5-4 shows the evolution of the forward ﬁtting
algorithm on V4 neurons G1, G2, G3, and G4, for a model with the C2 maximum
function replaced with a summation. Figure 5-5 shows the same V4 neurons but
using a model with an average function at the C2 layer. Both models show similar
results to the C2 maximum function.
MSE Train MSE Test
Label Full S2dp C2sum C2mean Full S2dp C2sum C2mean
G1 0.0037 0.0376 0.0037 0.0074 0.0097 0.0381 0.0110 0.0121
G2 0.0170 0.0332 0.0186 0.0207 0.0266 0.0353 0.0283 0.0276
G3 0.0114 0.0760 0.0132 0.0138 0.0241 0.0818 0.0199 0.0184
G4 0.0076 0.0328 0.0084 0.0113 0.0160 0.0394 0.0149 0.0180
Mean 0.0099 0.0449 0.0110 0.0133 0.0191 0.0486 0.0185 0.0190
Table 5.1: Results of removing or replacing computations within the model. Mean-
squared-error (MSE) values are shown for 4 models using the ﬁtting algorithm with
a stopping criteria described in chapter 4 section 4.3. ‘Full’, the model neuron used
throughout chapter 4 with a normalized-dot-product at the S2 layer and a maximum
function at the C2 layer. ‘S2dp’, same as the Full model except the normalization at
the S2 layer is removed. ‘C2sum’, same as the Full model but the maximum function
at the C2 layer is replaced with a summation. ‘C2mean’, same as Full model but
the C2 maximum function is replaced with an average. Removing the normalization
at the S2 layer greatly reduces the model’s ability to ﬁt the data. Altering the C2
computation to either a summation or an average produces comparable results to the
maximum operation.
5.4 Summary
For the model architectures considered, a secondary C2 layer is necessary to achieve
the degree of translation invariance seen in V4 neurons. Translation invariance places
a strong constraint on models of V4. However, the data considered in this section
does not clearly distinguish the exact computation within the C2 layer (whether the
computation is better described by a maximum, summation, or averaging function).
This question is better addressed with experiments that measure the diﬀerence in re-
sponse between a stimulus presented alone and two stimuli presented together within
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Figure 5-4: Fitting evolution for V4 neurons G1, G2, G3, and G4 using a model with
the C2 maximum function replaced with a summation. Each row presents the results
for each V4 neuron from top to bottom (G1 in the top row, G4 in the last row).
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Figure 5-5: Fitting evolution for V4 neurons G1, G2, G3, and G4 using a model with
the C2 maximum function replaced with an average. Each row presents the results
for each V4 neuron from top to bottom (G1 in the top row, G4 in the last row).
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the receptive ﬁeld [36, 16]. A simulation of this type of experiment is discussed in
relation to the biased-competition model in Chapter 6 section 6.3.
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Chapter 6
Discussion
The simulations presented in this thesis demonstrate that the standard model, a quan-
titative model of object recognition in cortex, successfully reproduces and predicts
visual shape selectivity and invariance in area V4. This result suggests that repre-
sentations in V4 may emerge from a canonical mechanism present throughout the
ventral pathway: the invariant combination of subunits [39, 34]. The ability of the
ﬁtting algorithm to ﬁnd model neurons capable of quantitative and qualitative pre-
dictions to new stimuli, indicates that the algorithm is able to model critical aspects
of V4 shape representation. These results successfully demonstrate the ﬁrst attempt
to bridge V1 and V4 experimental data, by describing how representation in V4 could
emerge from the translation invariant combination of complex V1-like subunits.
6.1 New Experimental Methodologies
The predictive ability of the model also suggests new experimental methodologies. For
example, a stimulus set can be derived from the model that attempts to optimally
sample the inputs of a V4 neuron. Because the standard model indicates that V4
neurons are tuned to a set of responses from V1-like inputs, the goal of the stimulus
set would be to modulate the response of V1 neurons. Patches of Gabor wavelets or
grating stimuli, modulated by adding noise or altering contrast could be presented at
various relative positions within the V4 neuron’s receptive ﬁeld. This technique could
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directly probe V4 receptive ﬁeld structure and make possible a number of interesting
experiments, such as testing the contribution of invariance from lower layers and
systematically probing the functional relation between a V4 neuron’s inputs and its
output.
Another experimental methodology, made possible by the predictive ability of the
model, is to ﬁt a model neuron to measurements from the beginning of a recording
session and use the model neuron to intelligently select additional, relevant stimuli
for measurement. A schematic showing this procedure is shown in Figure 6-1. Under
this methodology, an initial stimulus set would be presented to the V4 neuron. After
a number of data points have been collected, the ﬁtting procedure would ﬁt a model
neuron. The model neuron could then be used to evaluate and select stimuli from a
large database for further testing. Stimuli could be selected to determine the ideal
visual stimulus, improve model estimation, investigate diverse stimulus classes, or
probe invariances. The procedure could be repeated multiple times through the course
of recording a neuron, with the predictive ability of the model improving as more data
is collected.
Previous attempts to model V4 neuron responses have relied on parameterized
stimuli that allow the abstraction of tuning spaces [30]. While this technique has been
essential in probing isomorphic tuning characteristics of V4 neurons, the standard
model has two important advantages. First, the standard model only requires a pixel
value representation of a stimulus and can therefore generalize to diverse stimuli from
gratings and spots, to natural image patches. Second, the standard model provides
a biologically plausible mechanism for generating neuron responses. This provides
a detailed level of understanding; not only can the model describe the selectivity
patterns of V4 neurons, but it also provides a speciﬁc explanatory mechanism of
selectivity and invariance in V4.
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Figure 6-1: Proposed adaptive model driven stimulus presentation methodology.
6.2 Open Questions
The degree of scale invariance and the contribution of V2 remain open questions re-
lated to the processing of shape in area V4. Given the large scale invariance seen in IT
neurons [3], it is likely that V4 neurons exhibit a similar relative degree of scale invari-
ance. The standard model may provide a prediction for the degree of scale invariance
expected in V4 neurons. Given the constraints on selectivity and translation invari-
ance imposed by the currently available data, what range of scale invariance can be
achieved? In order to advance our understanding of V4 shape processing and provide
an additional constraint on models of V4 (invariances to translation provides a strong
constraints on models in this thesis), future experimental work must investigate the
scale invariance of V4 shape selectivity.
The contribution of neurons in area V2 to shape processing in V4, remains a
mystery [4, 17, 19, 45]. Due to anatomical connections [11], it is likely that V4
neurons are selective for a combination of V2 neuron responses. To account for
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this, the selectivity in the model could increase more gradually, with neurons in
area V2 selective to simple combinations of V1 subunits. While such an approach is
feasible, the selectivity characteristics of area V2 are largely under determined. To
better understand V2 shape processing, it should be possible to apply the modeling
techniques and experimental proposals described in this thesis to area V2. It is
expected that shape selectivity in V2 can be explained with models that require fewer
subunits than have been found necessary to model V4 responses. A simple analysis
has shown that a similar mechanism may indeed produce V2 selectivity [2]. A better
understanding of V2 shape processing would allow the formulation of a model that
reproduces V4 responses from a combination of V2-like neural responses.
6.3 Relation to the Biased-Competition Model
The normalized dot product operation at the S2 level is compatible with the biased-
competition model previously proposed to describe some V4 characteristics [8]. Ex-
periments have found that in the absence of attention, the addition of a second
stimulus presented within the receptive ﬁeld of a V4 neuron causes the neuron’s re-
sponse to move toward the response of the second stimulus alone [36]. The standard
model can reproduce this eﬀect, which is illustrated in Figure 6-2 and explained in
detail in Appendix B.1. Figure 6-2 shows the experimental paradigm, the response
of a measured V4 neuron, adapted from Figure 3 of [36], and the response of a model
V4 neuron. While the number of experimental data points is not suﬃcient to make
a strong claim about the compatibility of the standard model with this particular
neuron’s response, it is clear that the standard model can display the characteristic
eﬀect previously described by the biased-competition model.
6.4 Learning Selectivity
Selectivity in area V4 may be learned through passive viewing of the environment. By
learning activity patterns during the presentation of natural images, model neurons
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Figure 6-2: The standard model exhibits eﬀects previously described with the biased-
competition model. The results of the simulation of Experiment 1 from [36] are
shown. V4 neuron response is adapted from Figure 3, panels A, B, and C of [36]. Seven
stimulus response pairings are displayed and used in for this model. The stimulus, the
V4 neuron’s response (blue bar labeled ‘V4’)and the standard model neuron’s response
(red bar labeled ‘SM’). The model neuron reproduces the competitive interaction
consistent with experimental measurements in a population of V4 neurons [36]. The
addition of a stimulus moves the response towards the response to that stimulus alone.
See Appendix B.1 for details on the simulation methodology.
demonstrate selectivity that is characteristic of V4 neurons. Figure 6-3 displays the
results of the simulated experimental methodology from [30] performed on a popu-
lation of 109 model neurons. Each model neuron learns the pattern of input from a
natural image patch. The resulting model neuron population exhibits higher tuning
in boundary conformation space than edge orientation tuning space, a characteristic
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of V4 neurons [30]. For more information on this simulation, see Appendix B.2.
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Figure 6-3: A population of model V4 neurons learned from natural images displays
tuning properties characteristic of experimental results in V4 [14, 30]. The selec-
tivity of 109 model neurons was learned according to the methodology described in
[42] and B.2. An experimental methodology, described in [30], is simulated for the
model neurons learned from natural images. The four panels on the left each display
the population histogram of the correlation coeﬃcient for a diﬀerent tuning func-
tion. Panel A: 2D boundary conformation; B: 4D boundary conformation; C: edge
orientation; D: edge orientation + contrast polarity. V4 neurons characteristically
show higher correlation coeﬃcients for boundary conformation tuning functions than
for edge orientation tuning functions. Panel E displays the highest response of each
model V4 neuron to polar, hyperbolic, or Cartesian stimuli. These results a similar
to those found in V4 neurons, Figure 9 from [30] and Figure 4A from [14].
6.5 The Computational Role of V4
The results presented in this thesis indicate that a unifying computational mecha-
nism, the standard model, may be present in area V4. Within the framework of
hierarchical feedforward models, it is likely that the representations in V4 provide
a dictionary of features that later stages of the ventral stream utilize to form more
complex representations for object recognition. The nonlinear combination of V4 re-
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sponses may lead to view-tuned and view-invariant neurons in IT [3, 28, 37]. The
diversity of selectivity measured in area V4, which has made a simple characterization
of this area diﬃcult, may provide the visual system with a powerful representational
substrate to quickly process high-level visual information and learn object-speciﬁc
representations in higher visual areas [34, 42].
61
62
Chapter 7
Contributions
In this thesis, I have:
• simulated a feedforward network level mechanism, the standard model, that
produces V4-like selectivity and invariance,
• predicted within-class responses for 8 V4 neurons with an average correlation
coeﬃcient of 0.77 between predicted responses and measured responses,
• predicted 2-spot interaction maps for 4 V4 neurons using only grating stimuli,
3 of which show qualitative agreement with measurements,
• examined the computational requirements for modeling V4 neuron responses,
• developed tools for ﬁtting the standard model to mean-ﬁring-rate V4 neuron
responses measured using rapid visual stimulus presentation techniques,
• proposed experimental methodologies, such as a novel stimulus set and an adap-
tive stimulus presentation technique, to motivate further experimentation in
area V4, and
• demonstrated that V4-like selectivity may be learned from natural images and
thus through experience.
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Appendix A
Comparison to Original Standard
Model Implementation
The speciﬁc connections and parameters used in this thesis to model neurons in V4,
have been developed as a direct result of the work done by W. Freiwald, D. Tsao,
and M. Livingstone [13] and A. Pasupathy and C. Connor [30]. The details of the
architecture diﬀers from the original model [37] in four ways.
The ﬁrst diﬀerence is that the original S2 units take inputs from a 2×2 grid of C1
spatial locations with only 1 Gabor orientation at each spatial location. The model
units used here take a less rigid combination of inputs from 2×2, 3×3, and 4×4 grids
of C1 spatial locations with 4 Gabor orientations at each spatial location. The speciﬁc
connections for a model neuron are determined with the forward ﬁtting procedure.
The resulting S2 units are less rigid in the combination of spatial subunits and can
have a more descriptive representation of the input at each spatial location.
The second diﬀerence is that the S2 units in the original model compute a Gaussian
function on their inputs, while the S2 units used in this thesis compute a normalized
dot product. The normalized dot product is a biologically plausible implementation
of a bell-shaped, Gaussian-like response proﬁle. Neurons in many areas of cortex
respond strongly to a particular pattern of inputs, but weakly to others. An in depth
discussion of the normalized dot product can be found in [24].
The third diﬀerence is that the S2 unit Gaussian transfer function in the original
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model has a ﬁxed center (all C1 targets, w, are set to 1). The S2 units used here
are determined during the ﬁtting procedure to minimize the error between the model
response and the neuron response. The values of w used here are constrained between
0 and 1. S2 units are tuned to a speciﬁc pattern of C1 activation, while the original S2
units are tuned to maximum ﬁring of all C1 aﬀerents. See [24] for further information.
The ﬁnal diﬀerence is that the original C2 units have a larger pooling range. The
original pooling range was set to match data from a population of V4 neurons, while
the C2 pooling range used here, is set to model the translation invariance of neurons
in [30]. In general we expect a spectrum of pooling ranges in the population of V4
neurons.
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Appendix B
Additional Simulations
B.1 Biased-Competition Model
In this section, I illustrate the compatibility of the standard model with the biased-
competition model proposed to explain experimental ﬁndings [36]. The results are
presented in Figure 6-2. Experiment 1 from [36] is simulated for the V4 neuron
described in Figure 3, panels A, B, and C from [36]. The experimental setup in [36]
presents simple bar stimuli of diﬀerent colors and positions, either alone or paired with
a second simple bar stimuli. To model the introduction of color information (stimuli
thus far have been monochromatic), I have used color speciﬁc C1 units. For this
example, 3×3 C1 maps are formed for the colors green, yellow, and blue. The ﬁtting
algorithm, as described in Chapter 3 determines parameters and C1 subunits for the
model neuron. Directly available in Figure 3 [36], there are 7 stimuli-response pairings
to ﬁt the model neuron. In this case, the forward ﬁtting algorithm terminates when 3
subunits are found. The resulting response of the model neuron has a mean-squared-
error of 0.0172 with the V4 neuron’s normalized response (normalized between 0
and 1). The simulated stimuli, the V4 neuron’s responses and the model neuron’s
responses are shown in Figure 6-2. The standard model can display the characteristic
eﬀect previously described by the bias-competition model: and presentation of two
stimuli together moves the neuron’s response to a level between the responses of each
stimulus alone.
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B.2 Learning from Natural Images
The selectivity properties of neurons in V4 can be learned from natural images. In
this section, I show that a version of the standard model used for object recognition
[42], which is competitive with state-of-the-art machine vision systems, learns inter-
mediate features that are compatible with current selectivity measurements in area
V4. The system described in [42], develops a large population of C2 units, which
are architecturally analogous to the model V4 neurons used in this thesis, by crop-
ping patches of C1 activation from natural images and storing them as templates
for the normalized-dot-product template matching function in layer S2. For object
recognition tasks, the population of C2 units is exposed to images containing a tar-
get object class, such as faces, cars, or even unusual objects like accordions, and the
features that are consistently activated are used to classify new images as belonging
to that category or not. During learning, a natural image patch is presented to the
system, activating a 3×3 grid of C1 units at 4 orientations. A C2 unit is learned
from this image patch by randomly selecting 5 C1 subunits and storing the activation
of those subunits to the image patch. The activation becomes the template for the
normalized-dot-product in layer S2.
C2 units used in the system for object recognition show tuning properties consis-
tent with recordings in V4 for both boundary conformation stimuli and for grating
stimuli. I have simulated two V4 experimental methodologies, [30] and [14], for a
population of 109 C2 units learned from natural images using the methodology de-
scribed above and in [42]. For the experiment described in [30], the responses of
the C2 units are measured using the boundary contour stimulus set, see Figure 3-1.
The responses of each model unit are ﬁt in stimulus derived 2D and 4D boundary
conformation tuning spaces and in edge orientation tuning spaces with and without
contrast polarity, see [30] for details on these tuning spaces. For the experiment de-
scribed in [14], the responses of the intermediate features are measured using a set
of Cartesian, hyperbolic, and polar gratings. The maximum response to each class of
grating is then plotted in a three dimensional space, one dimension for the response
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to each grating class.
The results for both experiments are shown in Figure 6-3. The population of
C2 units measured using the technique from [30], shows high correlation within the
boundary conformation tuning spaces and a low correlation within the edge orien-
tation tuning spaces, which is compatible with measurements of V4 neurons, see
Figure 9 in [30]. The C2 units also show tuning characteristics similar to V4 neurons
measured with grating stimuli, see Figure 4A in [14].
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Appendix C
Additional Figures
71
V4 Neuron
Model Neuron
Figure C-1: V4 neuron B1 and model neuron responses over the boundary conforma-
tion stimulus set. V4 neuron response is adapted from Figure 2 of [30].
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V4 Neuron
Model Neuron
Figure C-2: V4 neuron B3 and model neuron responses over the boundary conforma-
tion stimulus set. V4 neuron response is adapted from Figure 5 of [30].
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V4 Neuron
Model Neuron
Figure C-3: V4 neuron B4 and model neuron responses over the boundary conforma-
tion stimulus set. V4 neuron response is adapted from Figure 8 of [30].
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V4 Neuron
Model Neuron
Figure C-4: V4 neuron G2 and model neuron responses over the grating stimulus set.
V4 data is courtesy of Freiwald, Tsao, and Livingstone [13].
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V4 Neuron
Model Neuron
Figure C-5: V4 neuron G3 and model neuron responses over the grating stimulus set.
V4 data is courtesy of Freiwald, Tsao, and Livingstone [13].
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V4 Neuron
Model Neuron
Figure C-6: V4 neuron G3 and model neuron responses over the grating stimulus set.
V4 data is courtesy of Freiwald, Tsao, and Livingstone [13].
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Figure C-7: Evolution of the ﬁtting algorithm for V4 neurons B1, B3, and B4. Each
row corresponds to the results for one V4 neuron.
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Figure C-8: Evolution of the ﬁtting algorithm for V4 neurons G2, G3, and G4. Each
row corresponds to the results for one V4 neuron.
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Figure C-9: Model response plotted against measured V4 response for the predicted
points for neurons B1, B3, and B4. Each point is the prediction and measurement of
a stimuli from the boundary conformation stimulus set.
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Figure C-10: Model response plotted against measured V4 response for the predicted
points for neurons G2, G3, and G4. Each point is the prediction and measurement
of a stimuli from the boundary conformation stimulus set.
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Figure C-11: Panels display the predicted 2-spot interaction map of V4 neuron G2 for
each iteration of the ﬁtting algorithm. Models with additional subunits are plotted
from left to right and from top to bottom starting for a 2 subunit model and ending
with 25 subunit model. Refer to Figure 4-9 for the measured 2-spot interaction map.
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Figure C-12: Panels display the predicted 2-spot interaction map of V4 neuron G3 for
each iteration of the ﬁtting algorithm. Models with additional subunits are plotted
from left to right and from top to bottom starting for a 2 subunit model and ending
with 25 subunit model. Refer to Figure 4-9 for the measured 2-spot interaction map.
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Figure C-13: Panels display the predicted 2-spot interaction map of V4 neuron G4 for
each iteration of the ﬁtting algorithm. Models with additional subunits are plotted
from left to right and from top to bottom starting for a 2 subunit model and ending
with 25 subunit model. Refer to Figure 4-9 for the measured 2-spot interaction map.
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