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Abstract
We study the quantum cohomology of quasi-minuscule and quasi-cominuscule homogeneous
spaces. The product of any two Schubert cells does not involve powers of the quantum parameter
higher than 2. With the help of the quantum to classical principle we give presentations of the
quantum cohomology algebras. These algebras are semi-simple for adjoint non coadjoint varieties
and some properties of the induced strange duality are shown.
1 Introduction
In this paper, we study the quantum and classical cohomology rings of some rational homogeneous
varieties. The papers [ChMaPe07], [ChMaPe08], [ChMaPe09a] dealt with the quantum cohomology of
minuscule and cominuscule rational homogeneous spaces. Here we are interested in quasi-minuscule
and quasi-cominuscule varieties (see Definition 2.1).
The choice of these varieties comes from the fact that Schubert calculus has a simpler and in
many cases combinatorial expression: jeu de Taquin and its generalisations. This was remarked for
(co)minuscule varieties by H. Thomas and A. Yong in [ThYo08] and generalised for a large class
of Schubert classes (called Λ-minuscule, see Definition 2.9), in [ChPe09a]. In particular, for quasi-
(co)minuscule varieties, all Schubert classes up to half the dimension are Λ-minuscule (see Corollary
2.12). This enables computing presentations of the classical cohomology ring of these varieties.
Moreover, as for the (co)minuscule case, we will explain here that the quantum Schubert calculus
is also simpler for these varieties, and give several technics for computing Gromov-Witten invariants.
The first one (see Theorem 2) is a simple interpretation of the quantum Chevalley formula as given in
[FuWo04]. We then prove a result on the power of q, the quantum parameter, appearing in a product
of two Schubert classes. In particular for X an adjoint of coadjoint variety (see Definition 2.1) we
prove a vanishing result for the quantum Schubert calculus and relate it to the geometry of these
varieties:
Theorem 1 Let σu and σv be classical cohomology classes. Then if we write
σu ∗ σv =
∑
d,w
cwu,v(d)q
dσw ,
we have cwu,v(d) = 0 unless d ≤ 2.
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We also explain that the quantum to classical principle as initiated in [BuKrTa03] can also be
applied to compute some Gromov-Witten invariants. With all these technics, we are able to give
presentations of the quantum cohomology rings of all quasi-(co)minuscule homogeneous spaces. These
results are presented in Section 5. We do not give here a presentation in the classical cases as they
were obtained by A. Buch, A. Kresch and H. Tamvakis in [BuKrTa08] but focus on exceptional groups.
Some of the computations were made using a computer program written in Java (and available at
the webpage www.math.sciences.univ-nantes.fr/~chaput/quiver-demo.html), which may be of
some interest for those who want to make explicit computations in these quantum cohomology rings.
Finally we focus on strange duality, a known phenomenon for (co)minuscule homogeneous spaces
X: in that case there exists an involution ι of the quantum cohomology algebra QH∗(X,C)loc with
the quantum parameter q inverted sending classes of degree d to classes of degree −d. This involu-
tion, in the (co)minuscule cases also sends a Schubert class to a multiple of a Schubert class. The
existence of such an involution is a consequence of the semi-simplicity of the ring QH∗(X,Z)loc. We
conjectured in [ChMaPe09a] that the only homogeneous spaces X with QH∗(X,Z)loc semi-simple are
the (co)minuscule homogeneous spaces.
In Section 6 we are able to prove, for many examples, that for X a rational homogeneous space
with Picard number one the algebra QH∗(X,Z)loc is not semi-simple (see Theorem 4). However,
we give counterexamples to our conjecture and prove that for X an adjoint non coadjoint variety,
the localised algebra QH∗(X,C)loc is semi-simple (see Theorem 5). This implies the existence of an
algebra involution ι as above. We prove that this involution, once specialised at q = 1, is the identity
on classes of degree multiple of c1(X) (Proposition 6.7) but is more complicated in general than the
involution in the minuscule and cominuscule cases (see Theorem 6). In particular, we are not able to
compute it except for very special classes.
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2 Minuscule, Cominuscule, Adjoint and Coadjoint varieties
Let G be a semi-simple algebraic group. Let T be a maximal torus in G and B a Borel subgroup
containing T . We denote by W the associated Weyl group, with ∆ the root system and with S the
set of simple roots. We shall denote by Θ the highest root and with θ the highest short root. For
simply-laced groups, we have Θ = θ. We will denote by αad any simple root such that 〈αad,Θ∨〉 = 1
(such a root is unique except in type A).
2.1 First definitions
Definition 2.1 Let ̟ be a dominant weight, we shall call ̟
• minuscule if for any positive root α ∈ R+ we have 〈α∨,̟〉 ≤ 1 ;
• cominuscule if it is minuscule for the dual root system ;
• quasi-minuscule if for any positive root α ∈ R+ we have 〈α∨,̟〉 ≤ 2 with equality iff α = ̟ ;
• quasi-cominuscule if it is quasi-minuscule for the dual root system.
Remark 2.2 A non minuscule quasi-minuscule weight ̟ is a root. More precisely we have ̟ = θ. A
quasi-cominuscule non cominuscule weight ̟ is also a root and we have ̟ = Θ. In this case we shall
say that ̟ is adjoint. We call a weight coadjoint if it is adjoint for the dual root system, in this case
we have ̟ = θ.
In simply laced cases, minuscule and cominuscule weights, quasi-minuscule and quasi-cominuscule
weights and adjoint and coadjoint weights coincide.
Type Quasi-minuscule Quasi-cominuscule
of G Minuscule Coadjoint Cominuscule Adjoint
An ̟1, · · · ,̟n ̟1 +̟n ̟1, · · · ,̟n ̟1 +̟n
Bn ̟n ̟1 ̟1 ̟2
Cn ̟1 ̟2 ̟n ̟1
Dn ̟1,̟n−1, ̟n ̟2 ̟1,̟n−1, ̟n ̟2
E6 ̟1, ̟6 ̟2 ̟1, ̟6 ̟2
E7 ̟7 ̟1 ̟7 ̟1
E8 None ̟8 None ̟8
F4 None ̟4 None ̟1
G2 None ̟1 None ̟2
Minuscule, Quasi-minuscule, Cominuscule, Quasi-cominuscule, Adjoint and Coadjoint weights.
Definition 2.3 Let P be the standard parabolic subgroup associated to a weight ̟. We will say that
the homogeneous variety G/P is minuscule, cominuscule, quasi-minuscule, quasi-cominuscule, adjoint
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or coadjoint if the weight ̟ is minuscule, cominuscule, quasi-minuscule, quasi-cominuscule, adjoint or
coadjoint.
Remark 2.4 (ı) The adjoint homogeneous spaces correspond to the classical terminology of adjoint
varieties.
(ıı) The geometry of minuscule homogeneous varieties is better understood than the geometry of
general homogeneous spaces. See for example [Ses78], [ThYo08] or [Per07]. Quasi-minuscule weights
were in particular introduced to generalise the classical theory of standard monomials in minuscule
varieties (see [Ses78]) to other homogeneous spaces (see [LaMuSe79]).
Remark 2.5 For minuscule and cominuscule homogeneous spaces, the quantum cohomology was
described in [BuKrTa03] for classical groups and in [ChMaPe08] in general. So we will mainly focus
in the sequel on adjoint and coadjoint homogeneous spaces except in Subsection 2.4 where we include
the minuscule and cominuscule cases in our simplified version of quantum Chevalley formula.
The adjoint and coadjoint varieties are tabulated in the following array (for the simply-laced Lie
algebras the notions of adjoint and coadjoint varieties coincide and therefore we leave the corresponding
box empty):
Adjoint Coadjoint
G Θ G/PΘ dim(G/PΘ) c1(G/PΘ) θ G/Pθ dim(G/Pθ) c1(G/Pθ)
An ̟1 +̟n F(1, n, n+ 1) 2n + 1 (n+ 1, n + 1)
Bn ̟2 GQ(2, 2n + 1) 4n − 5 2n − 2 ̟1 Q2n−1 2n− 1 2n− 1
Cn 2̟1 P
2n−1 2n − 1 n ̟2 Gω(2, 2n) 4n− 5 2n− 1
Dn ̟2 GQ(2, 2n) 4n − 7 2n − 3
E6 ̟2 21 11
E7 ̟1 33 17
E8 ̟8 57 29
F4 ̟1 15 8 ̟4 15 11
G2 ̟2 5 3 ̟1 Q
5 5 5
Invariants of Adjoint and Coadjoint varieties. (1)
In this array, we denote by F(1, n, n + 1), GQ(2, n), Gω(2, 2n) resp. Q
n the point-hyperplane
incidence in Pn, the Grassmannian of 2 dimensional isotropic subspaces in an n-dimensional subspace
endowed with a nondegenerate quadratic form, the Grassmannian of 2 dimensional isotropic subspaces
in an 2n-dimensional subspace endowed with a symplectic form resp. a n-dimensional quadric. We
denote by c1(X) the index of the variety X. In the case of type Cn, the adjoint variety is isomorphic
to P2n−1, but the projective embedding is given by twice the generator of Pic(P2n−1). Note that
we always have dim(G/PΘ) = 2c1(G/PΘ) − 1 (this well-known fact can be seen as a consequence of
Propositions 3.11 and 3.8).
2.2 Roots and Schubert varieties in the adjoint and coadjoint cases
In this subsection, we recall some results on Schubert varieties specific to the adjoint and coadjoint
homogeneous spaces. We shall need the following:
Notation 2.6 (ı) We define the affine weight ρ by 〈ρ, α∨〉 = 1 and the affine coweight ρ∨ by 〈α, ρ∨〉 = 1
for all simple root α of the affine Weyl group.
(ıı) Recall that there is a natural order on the roots defined by α ≤ β if β − α is in the monoid
generated by positive roots.
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Fact 2.7 Let X = G/P be a coadjoint (respectively an adjoint) homogeneous space. Then, the Schu-
bert varieties are in one to one correspondence with short (respectively long) roots. The corresponding
map from WP to this set of roots is given by u 7→ α = u(̟) and we set σα = σu.
Proof. This is a reformulation of the fact that the orbit of the point ̟ in X under the action of the
Weyl group is the set of T -fixed points in X. 
Let u ∈ WP and α = u(̟). We denote by X(α) the Schubert variety such that [X(α)] = σα in
H2l(u)(X,Z).
Proposition 2.8 Let X = G/P be a coadjoint (respectively an adjoint) homogeneous space and let
α be a short (respectively long) root. Denote by X(α) the associated Schubert variety. Then, the
following propositions hold:
(ı) The integer dim(X) is odd, we define r by the equality dim(X) = 2r + 1.
(ıı) There is an equivalence
X(α) ⊂ X(β)⇔
{
α ≤ β for α and β of the same sign,
Supp(α) ∪ Supp(β) is connected for α negative and β positive.
(ııı) Denote by X(α)∨ the Poincare´ dual of X(α) and by i the Weyl involution, then we have the
equality X(α)∨ = X(−i(α)).
Proof. All these results can be easily deduced from results in [LaMuSe79, Section 3.1] in the coadjoint
case. Indeed, (ı) follows from Theorem 3.1 in loc. cit., (ıı) follows from the conjonction of Theorem 3.1
and Theorem 3.10 in loc. cit.. For (ııı), recall that Poincare´ duality is given on WP by u 7→ w0uw0wX
where w0 in the longest element in W and wX the longest element in W
P . In terms of roots, if
α = u(−̟), then the root corresponding to X(α)∨ is
w0uw0wX(−̟) = w0uw0(̟) = w0u(−̟) = w0(α) = −i(α).
To prove the corresponding statements in the adjoint case, little more is needed. Indeed, all the
results only involve Weyl groups and are therefore true simply because the Weyl group of a root system
and the Weyl group of its dual are isomorphic. 
2.3 Description of ̟-minuscule elements in the adjoint and coadjoint cases
Let us recall, according to Dale Peterson [Pro99a, p.273] (see also [ChPe09a]), the following definition:
Definition 2.9 Let Λ =
∑
i Λi̟i be a dominant weight (where (̟i)i are the fundamental weights).
• An element w ∈ W is Λ-minuscule if there exists a reduced decomposition w = si1 · · · sil such
that for any k ∈ [1, l] we have siksik+1 · · · sil(Λ) = sik+1 · · · sil(Λ)− αik .
• w is Λ-cominuscule if w is (∑Λi̟∨i )-minuscule.
Remark 2.10 For P a parabolic subgroup associated to a (co)minuscule weight ̟, then any element
in WP is ̟-(co)minuscule.
Let X = G/P be a coadjoint or an adjoint variety associated to the fundamental weight ̟. Recall
that there exists a non negative integer r such that dim(X) = 2r + 1.
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Proposition 2.11 If X is coadjoint (resp. adjoint), then any element w in WP with l(w) ≤ r is
̟-minuscule (resp. ̟-cominuscule).
Proof. The proof of Theorem 3.1 in [LaMuSe79] proves that, in the coadjoint case, such a u is ̟-
minuscule and that it is maximal for this property. The adjoint case is obtained from the previous
one by taking the dual root system. 
We refer to [ChPe09a] for a definition of jeu de taquin. As a consequence of the main result in loc.
cit. we have:
Corollary 2.12 Let u, v and w be elements in WP , then the Littlewood-Richardson coefficient cwu,v
can be computed using jeu de taquin for l(w) ≤ r.
2.4 Quantum Hasse diagram
In this subsection, we shall give a simplified statement for the quantum Chevalley formula as formu-
lated in [FuWo04]. We shall also see that our parametrisation of Schubert classes by roots as in the
previous subsection extends to the quantum monomials, which are by definition of the form qdσu for
some integer d and some u ∈ WP : these monomials are parametrised by the roots of the affine root
system R̂ associated to R and this parametrisation is compatible with the quantum Chevalley formula.
For the moment we only assume that X has Picard number one. Let us first define an injection of
the set of quantum monomials in the set of affine weights P aff .
Definition 2.13
• We denote M the set of quantum monomials (with q inverted), namely the set of pairs (w, d) in
WP × Z.
• Let w ∈ WP and d ∈ Z. To the quantum monomial σw · qd we associate the affine weight
η(w, d) = u(̟) − dδ, where δ is the minimal positive imaginary root in R̂ (see for example
[Kac90]).
• For π = η(w, d) we denote σπ = σw · qd the corresponding quantum monomial.
• For π ∈ η(M) we denote l(π) the integer l(w)+dc1, if (w, d) is the element such that η(σw, d) = π.
Remark 2.14 In the coadjoint case, η(M) is the set of all short real roots while in the adjoint case
it is the set of all long real roots.
Proposition 2.15 Let π ∈ η(M); we have
h ∗ σπ =
∑
γ>0,l(sγ(π))=l(π)+1
〈π, γ∨〉σsγ(π).
Proof. This is the particular case, when the Picard number of X is one, of [Ful97, Theorem 10.1]. In
fact, let us assume that π = η(w, 0) with w ∈ WP ; according to this result, the quantum product of
h and σw is ∑
〈̟,α∨〉σusα +
∑
qd(α)〈̟,α∨〉σusα (2)
where α is a positive root, d(α) = 〈̟,α∨〉, and in the first resp. second summand we have l(wsα) =
l(w) + 1 resp. l(wsα) = l(u) + 1− c1d(α). We denote A resp. A1, A2 the set of these roots resp. the
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roots in the first, second case. We consider an injection ϕ : A → R̂ by mapping α ∈ A1 to w(α) and
α ∈ A2 to w(α) + δ.
Let α ∈ A and let us denote γ = ϕ(α). We claim that for α ∈ A1 resp. α ∈ A2, sγw(̟) is equal
to wsα(̟) resp. wsα(̟)− d(α)δ. In fact the first case follows from the equality wsα = wsαw−1w =
sw(α)w. The second case may be computed as follows:
sγw(̟) = sw(α)+δ(̟) = w(̟) − 〈w(α)∨, w(̟)〉(w(α) + δ)
= w(̟)− 〈α∨,̟〉w(α) − d(α)δ = wsα(̟)− d(α)δ ,
where the last equality follows from the first case. Thus in particular we get sγw(̟) = η(wsα, d(α)).
Moreover it follows that γ is a positive root. In fact, in the second case it has positive coefficient on
δ, and in the first case we have sγw(̟) = w(̟)− d(α)γ and on the other hand sγw(̟) = wsα(π) <
w(α), so that γ > 0.
Finally ϕ is a bijection from A to the set of positive roots γ such that l(sγw(π)) = l(w(π)) + 1,
and the proposition is proved. 
Our next goal is to restrict the set of root γ in the former proposition in the quasi-(co)minuscule
cases. We express the index c1 of our varieties in terms of the highest roots. We start with a:
Lemma 2.16 Let X = G/P be a homogeneous space corresponding to a fundamental weight ̟ and
let β be the simple root with 〈̟,β∨〉 = 1. Let α∨ be the biggest coroot with the following properties:
• 〈̟,α∨〉 = 1.
• |α∨| = |β∨|.
Then we have c1(X) = 〈ρ, α∨〉+ 1.
Proof. Let us recall (see [BrKu05, Page 85]) that c1(X) = 〈δP , β∨〉 where δP = ρ + wP ρ and wP
is the longest element in WP the Weyl group of P . To prove the lemma it suffices to explain why
wP (β∨) = α∨. The coroot wP (β∨) must have the same length as β∨.
First let us prove that the set B of coroots α∨ of the same length as β∨ and with 〈̟,α∨〉 = 1 is
equal to the orbit of β∨ under WP . Clearly the orbit is contained in B. Now let β
∨
0 ∈ B. We proceed
by induction on 〈β∨0 , ρ〉. If 〈β∨0 , ρ〉 = 1, then β∨0 = β∨ and we are done. Otherwise, there exists γ∨
a simple coroot of P with 〈γ, β∨0 〉 > 0. Indeed, otherwise, we would have 〈ρP , β∨0 〉 ≤ 0 where ρP is
half the sum of the roots of the Levi part L(P ) of P . But because β∨0 is positive this would imply
〈ρP , β∨0 〉 = 0 thus β∨0 = β∨. Now sγ∨(β∨0 ) is again in B with 〈ρ, sγ∨(β∨0 )〉 < 〈ρ, β∨0 〉 and the result on
B follows by induction.
We end by proving that wP (β∨) is the highest coroot of B. Indeed, if u and v are inWP with u ≤ v,
and if ̟′ is a fundamental weight of L(P ), then u(̟′) ≥ v(̟′) i.e. u(̟′)− v(̟′) is a sum of positive
roots of L(P ). We get 〈u(̟′)− v(̟′), β∨〉 ≤ 0 thus 〈u(β),̟′∨〉 ≤ 〈v(α),̟′∨〉 and u(β∨) ≤ v(β∨). 
If R is a root system, remark that the coroot Θ∨ is the highest short root of the dual root
system while θ∨ is the highest root of the dual root system. From now on we assume that X is
quasi-(co)minuscule and has Picard rank one. We have:
Lemma 2.17 The following formulas yield the first Chern class of minuscule, cominuscule, coadjoint
or adjoint varieties:
Minuscule Coadjoint Cominuscule Adjoint
c1 〈ρ, θ∨〉+ 1 〈ρ, θ∨〉 〈ρ,Θ∨〉+ 1 〈ρ,Θ∨〉
c1 〈Θ, ρ∨〉+ 1 〈Θ, ρ∨〉
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Proof. If G is of type A, then X is a Grassmannian and the lemma is true. If not, let α∨ad denote
the adjoint simple coroot, that it the only coroot such that 〈αad,Θ∨〉 = 1. To prove the first line it is
enough to check that the root α of Lemma 2.16 is θ∨, θ∨ − α∨ad,Θ∨,Θ∨ − α∨ad, according to the four
cases.
In the minuscule case, the simple root β with 〈̟,β∨〉 = 1 is short and therefore β∨ is long;
moreover by definition of a minuscule weight we have 〈̟, γ∨〉 ≤ 1 for any coroot γ∨. It thus follows
that α∨ is the highest coroot.
In the cominuscule case, β∨ must be short. Moreover for any short coroot γ∨ we have 〈̟, γ∨〉 ≤ 1.
Thus in this case α∨ = Θ∨.
The coadjoint and adjoint cases are similar, except that the highest coroot γ∨ of the same length
as β∨ has coefficient 2 on β∨, so that we must have α∨ = γ∨ − α∨ad.
To prove the second line of the table, we only need to apply the quasi-cominuscule case to the dual
root system. We may also observe that the sum of the coefficients of the highest root is the same in
a root system and its dual (for the minuscule and coadjoint cases). 
Lemma 2.18 If [a/b] denotes the integral part of a/b, we have the following equalities:
Minuscule Coadjoint
〈̟ − π, ρ∨〉 l(π) l(π) + [l(π)/c1]
Cominuscule Adjoint
〈ρ, (̟ − π)∨〉 l(π) l(π) + [l(π)/c1]
Proof. Note that we have 〈δ, ρ∨〉 = 〈Θ, ρ∨〉 + 1 since δ = Θ + α0. Thus using Lemma 2.17 and the
definition of l(π) given in Definition 2.13, it is enough to prove the lemma when π = η(w, 0).
In this case, assuming we are in the minuscule case, if we write w = sil · · · si1 , we have w(̟) =
̟−∑αik , and so 〈̟−w(̟), ρ∨〉 = l = l(w). Thus the lemma is proved in this case. The cominuscule
case follows by duality.
In the coadjoint case, if l(w) < c1, then any reduced expression of w will have the same property
as in the minuscule case and the same argument gives 〈̟ − w(̟), ρ∨〉 = l(w). If l(w) ≥ c1, then we
can find a reduced expression w = sil · · · si1 such that w(̟) = ̟−
∑
dkαik where dk = 1 for all k but
k = c1, and dc1 = 2. Thus 〈̟ − w(̟), ρ∨〉 = l(w) + 1 and the lemma is again true. The adjoint case
follows by duality. 
Definition 2.19 Let π ∈ η(M) and γ be a root. We say that γ interacts with π if 〈π, γ∨〉 > 0 and
either:
• We are in the minuscule or cominuscule cases and γ is a simple root.
• We are in the coadjoint or adjoint cases, c1 does not divide l(π) + 1, and γ is a simple root.
• We are in the coadjoint or adjoint cases and c1 divides l(π) + 1; this implies that there exist a
simple root α and an integer d such that π = α + dδ. In this case γ interacts with π if either
γ = α or γ = α+ β, where β is another simple root.
We are now in a position to give a more explicit formula for the quantum Chevalley formula of
Proposition 2.15:
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Theorem 2 We have a formula
h ∗ σπ =
∑
γ
〈π, γ∨〉σsγ(π) ,
where the sum runs over all positive roots γ which interact with π.
Proof. Assume first we are in the minuscule case. Let γ > 0 be such that l(sγ(π)) = l(π)+1. Then by
Lemma 2.18 we have 〈̟− sγ(π), ρ∨〉 = 〈̟− π+ γ, ρ∨〉 = l(π) + 1 = 〈̟− π, ρ∨〉+1, thus 〈γ, ρ∨〉 = 1
and γ is a simple root. In the cominuscule case the same argument gives that γ∨ is a simple root,
so γ is simple. The coadjoint and adjoint cases are similar, except that one has to take care whether
l(sγ(π)) is divisible by c1 or not. 
2.5 Affine symmetries in the adjoint and coadjoint cases
The description of the quantum monomials in terms of roots gives a nice interpretation of the affine
symmetries described in [ChMaPe09b]. Let us recall the description of these symmetries, we refer to
[ChMaPe09b] for more details. Let c be a cominuscule vertex of the Dynkin diagram and let αc be
the corresponding cominuscule simple root. Denote by τc the orientation preserving automorphism
of the extended Dynkin diagram sending the added vertex to the vertex c (there is a unique such
automorphism). Denote by ̟∨c the cominuscule coweight associated to c and by vc the shortest
element such that vc̟
∨
c = w0̟
∨
c with w0 the longest element of the Weyl group. We proved in
[ChMaPe09b] the following formula
σvc ∗ σu = qηP (̟
∨
c −u
−1(̟∨c ))σvcu
where ηP : Q
∨ → Q∨/Q∨P is the projection from the coroot lattice to its quotient by the coroot lattice
of P and where we identify this quotient with Z.
Proposition 2.20 (ı) We have the equality
σvc =
{
σ−αc−Θ+θ in the coadjoint case
σ−αc in the adjoint case.
In particular deg(σvc) = c1.
(ıı) For any real long root α in the adjoint case (resp. short root α in the coadjoint case), we have
the formula
σvc ∗ σα = στc(α)−δ = qστc(α).
Proof. Point (ı) is an easy computation. For (ıı), let u ∈ WP such that u(̟) = α. Using the fact
that τc = vct−̟∨c we get τc(α) = vc(α) + 〈α,̟∨c 〉δ. But we check the equality ηP (̟∨c − u−1(̟∨c )) =
1− 〈α,̟∨c 〉 and the result follows. 
3 Maximal degree for quantum cohomology
3.1 Dimension argument
In this section we want to bound the possible degrees of the quantum monomials in the quantum
parameter q that may appear in a quantum product σu ∗ σv. The first easy restriction is given by the
following:
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Lemma 3.1 Let X be a adjoint or coadjoint homogeneous space. Let u and v in WP , then if we write
σu ∗ σv =
∑
d,w
cwu,v(d)q
dσw
we have cwu,v(d) = 0 unless d ≤ 3.
Proof. This is a simple dimension count. Recall that cwu,v(d) = 0 unless l(u) + l(v) + dimX − l(w) =
dimX + c1(X)d thus unless c1(X)d ≤ 2 dimX. But in the adjoint case, we have dimX = 2c1(X)− 1
giving cwu,v(d) = 0 unless d ≤ 3. In the coadjoint non adjoint case, there are three cases. For the
Lagrangian Grassmannian, we have dimGω(2, 2n) = 4n − 5 = 2c1(Gω(2, 2n)) − 3. Thus we deduce
that cwu,v(d) = 0 if d > 3. For F4/P4 we have dim(F4/P4) = 15 and c1(F4/P4) = 11, thus c
w
u,v(d) = 0
unless d ≤ 2. For G2/P1, this variety being a quadric, the result is well known (see for example
[ChMaPe07]). 
In the next subsections we show that cwu,v(d) = 0 if d > 2. In the coadjoint non adjoint case, we are
in fact more interested in understanding the geometric reason of this vanishing, since the proof of the
above Lemma almost proves this point (the only case left is that of Gω(2, 2n)). Rather what we will
do is to describe in a uniform way the locus Y3 covered by degree 3 curves passing through 2 general
points (see Definition 3.2 below) for adjoint and coadjoint varieties and explain that the vanishing
of the quantum coefficients is related to a porism. We believe that it is worth it describing the rich
geometry of the subvarieties Y3.
3.2 Rational curves on homogeneous spaces
For the following definition, we shall assume that X is a homogeneous space with Picard group
Pic(X) = Z and we pick the only ample line bundle L which is a generator of the Picard group (we
may also include the adjoint variety for SLn by taking as ample line bundle L the line bundle given
by its minimal embedding). All degrees are considered with respect to L.
Definition 3.2 Let d be an integer and x and y be points in X.
(ı) Let Xd(x) be the locus of points in X connected to x by a rational curve of degree d. In
symbols: Xd(x) = {z ∈ X / there exists C a rational degree d curve through x with z ∈ C}.
(ıı) Let Yd(x, y) be the locus of points in X connected to x and y by the same rational curve of
degree d. In symbols: Yd(x, y) = {z ∈ X / there exists C a rational degree d curve with x, y, z ∈ C}.
We observed in [ChMaPe08] that, for X a minuscule or cominuscule rational homogeneous space,
the geometry of rational curves and especially the geometry of the varieties Xd(x) and Yd(x, y) is
intimately related to the quantum cohomology of X. We shall see that this is still the case for adjoint
and coadjoint varieties.
Let us denote by V = V (̟) the irreducible representation of highest weight ̟. For π a weight of
the representation V , we denote by xπ a vector of weight π. All points in X are equivalent and we
therefore will often take x̟, a highest weight vector of V , as general point in X (recall that X is the
orbit of [x̟], the class of x̟ in PV ).
We introduce the notation Md,3(X) to denote the moduli space of degree d morphism from P
1 to
X with three marked points on P1. Recall from [Tho98] or [Per02] that Md,3(X) is irreducible smooth
and has the expected dimension dim(X) + dc1(X). In particular, we may speak of general degree d
rational curves on X. We shall denote by evi :Md,3(X)→ X the evaluation map defined by the i-th
marked point.
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Proposition 3.3 Let x, y be two generic points on a generic curve of degree d, then Xd(x) and Yd(x, y)
are irreducible.
Proof. We know that Md,3(X) is irreducible. We have a G-equivariant evaluation ev1 :Md,3(X)→ X.
As X is covered by rational curves of any degree, its image is X itself. Assume that x = x̟. Let U
be a unipotent subgroup of G such that U → X is an isomorphism from U to an open neighbourhood
of x, which we denote by O. We have an isomorphism
ev−11 (x̟)× U → ev−11 (O)
(f, u) 7→ u ◦ f
Since ev−11 (O), an open subset of Md,3(X), is irreducible, ev
−1
1 (x) must be also irreducible. Therefore
its image under ev2 which is Xd(x̟), is irreducible.
For Yd(x, y) we argue essentially in the same way. We may assume that x = x̟. We note that
Xd(x̟) is a Schubert variety since it is irreducible from the above and B-stable since x̟ is fixed by
B. Because y and the degree d curve through x̟ are supposed to be general, we may assume that y
is in the open B-orbit of Xd(x̟). Thus there is again a unipotent subgroup U of B such that U → X
induces an isomorphism between U and an open neighbourhood of y in Xd(x̟). Since U is included
in B it preserves ev−11 (x̟), and thus induces an isomorphism ev
−1
1 (x̟) ≃ (ev1 × ev2)−1(x̟, y) × U .
Therefore (ev1 × ev2)−1(x̟, y) is irreducible and we conclude as before. 
Note that the proof shows that Yd(x, y) does not depend, up to isomorphism, on the choice of the
two points x, y on a generic curve of degree d. Thus we can define the following:
Definition 3.4 Let Xd(X) (resp. Yd(X)) be the isomorphism class of the varieties Xd(x) (resp.
Yd(x, y)) for one (resp. two) generic point(s) x (resp. x and y) on a generic degree d curve. When no
confusion on the variety X can be made we simplify Xd(X) and Yd(X) in Xd and Yd.
Corollary 3.5 The variety Xd in X is a Schubert variety stable under P .
Definition 3.6 (ı) We shall denote by x̟(d) the T -stable point in the open B-orbit of the Schubert
variety Xd(x̟).
(ıı) For d, n integers we denote by δX(d, n) the dimension of the space of degree d curves passing
through n generic points of a generic curve of degree d in X.
Example 3.7 The value of δPk(1, n) is 2(k − 1) if n = 0, it is k − 1 if n = 1, and it is 0 otherwise.
We now prove a formula involving the dimension of Xd(x) and of Yd(x, y).
Proposition 3.8 Let x, y be two generic points on a generic degree d curve, then we have
dim(Xd(x)) + dim(Yd(x, y)) + δ(d, 3) = c1d.
Proof. The moduli space Md,3(G/P ) has dimension dim(X) + dc1. Therefore, as X is covered by
rational curves of any degree, the inverse image ev−11 (x̟) has dimension dc1. Considering the mor-
phism ev2 : ev
−1
1 (x̟) → X, with image Xd(x̟), we deduce the following equality of dimensions:
dim((ev1 × ev2)−1(x̟, x̟(d)) = c1d− dim(Xd).
Now the image of ev3 : (ev1 × ev2)−1(x̟, x̟(d)) → X is by definition Yd(x, y), and the fibers of
this morphism are δ(d, 3)-dimensional. 
We recall here how to describe chains of T -invariant rational curves (see for example [FuWo04]):
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Proposition 3.9 The chains of k irreducible T -invariant rational curves starting from x̟ of degrees
(di)i∈[1,k] are in bijection with sequences (αi)i∈[1,k] of positive roots with 〈sαm−1 · · · sα1(̟), α∨m〉 = dm
for all m. The end-point of the m-th component of such a chain is the projectivisation of the weight
line of weight sαm · · · sα1(̟) = ̟ − d1α1 − · · · − dmαm.
We shall need the following:
Lemma 3.10 Let x, y ∈ X be two T -invariant points and d an integer. Assume that there is exactly
one T -invariant chain of degree d through x and y. Then there is only one chain of degree d through
x and y.
Proof. Assume that there is a chain which is not T -invariant. Then the T -orbit of this chain provides
a positive-dimensional family of chains of degree d through x and y. In the moduli space of curves,
the corresponding positive dimensional variety must have at least 2 fixed points, a contraction. 
3.3 Adjoint case
We first investigate the geometry of conics in adjoint homogeneous spaces so we fix an adjoint homo-
geneous space X.
Proposition 3.11 We have X2 = X and Y2 is a conic.
Proof. Recall that Θ denotes the highest root. Since 〈Θ,Θ〉 = 2, the curve through xΘ with tangent
direction −Θ has degree 2; its other T -fixed point has weight sΘ(Θ) = −Θ, thus it is x−Θ, that is, the
T -fixed point representing the dense orbit. Therefore X2 = X.
To understand Y2, we determine the degree 2 curves through xΘ and x−Θ. By Proposition 3.9,
such a curve is either given by a positive root α such that 〈Θ, α〉 = 2 and Θ−2α = −Θ (in which case
α = Θ: this corresponds to the previous conic), or by a sequence (β, α) of two positive roots such that
〈Θ, α〉 = 〈sα(Θ), β〉 = 1 and Θ − α− β = −Θ. Since Θ is the highest root, this last equation implies
α = β = Θ, contradicting the degrees.
Thus there is only one T -invariant degree 2 curve through xΘ and x−Θ. By Lemma 3.10 there is
only one degree 2 curve through xΘ and x−Θ and this implies that Y2 is a conic. 
Definition 3.12 We denote Y ′3 ⊂ X the union of all the lines in X which meet Y2. It is also the
union of all the reducible curves of degree 3 through two general points x and y.
Proposition 3.13 Let x, y, z be three points in X. If there is a curve of degree 3 through x, y, z, then
there are infinitely many. Thus Y3 = Y
′
3 .
Proof. Since the dimension of the space of curves through 3 points is an upper-continuous function on
the 3 points, we may assume that x and y are generic, thus that x = xΘ and y = x−Θ.
The proposition amounts to the fact that δ(3, 3) = 1, or, using proposition 3.8, that dimY3 = c1.
Let C be the conic through x and y and let Y ′3 be the variety covered by the lines meeting C. Since
the dimension of the variety of lines through any point in X is c1 − 2, the dimension of Y ′3 is at most
c1. It is in fact c1 since TxX and TyX only meet along the projectivisation of the line [gΘ, g−Θ] in g.
To prove that Y3(xΘ, x−Θ) = Y
′
3 , we use a suitable decomposition of g. Let L ⊂ G be the pointwise
stabiliser of C and l its Lie algebra. If α is a root of l then 〈Θ, α∨〉 = 0. Let sl2(Θ) be generated
by gΘ, g−Θ and [gΘ, g−Θ]. We consider g as a module over sl2 × l. This module certainly contains
sl2 × l. The tangent space TxX of X at x (resp. y) can be identified with the T -stable subspace
12
of g with weights the negative roots α such that 〈Θ, α∨〉 < 0 (resp. the positive roots α such that
〈Θ, α∨〉 > 0). We define the subspace T 1xX of TxX (resp. T 1xX of TxX) as the T -stable subspace with
weights the negative roots α such that 〈Θ, α∨〉 = −1 (resp. the positive roots α such that 〈Θ, α∨〉 = 1).
Since L ⊂ P , the space VL := T 1xX is a representation of L, included in g. Similarly T 1yX is also an
l-representation, and moreover T 1xX and T
1
yX are disjoint. Counting dimensions, we see that we have
g = sl2 × l⊕ C2 ⊗ VL
Concretely, here is the decomposition in each case :
g Decomposition of g
sln (gl2 × gln−2)0 ⊕ C2 ⊗ (Cn−2 ⊕ (Cn−2)∗)
so2n+1 sl2 × (sl2 × so2n−3)⊕ C2 ⊗ (C2 ⊗ C2n−3)
sp2n sl2 × sp2n−2 ⊕ C2 ⊗ C2n−2
so2n sl2 × (sl2 × so2n−4)⊕ C2 ⊗ (C2 ⊗ C2n−4)
e6 sl2 × sl6 ⊕ C2 ⊗ ∧3C6
e7 sl2 × so12 ⊕ C2 ⊗ V 32
e8 sl2 × e7 ⊕C2 ⊗ V 56
f4 sl2 × sp6 ⊕ C2 ⊗ ∧3ωC6
g2 sl2 × sl2 ⊕ C2 ⊗ S3C2
Using this description we can show that Y3 = Y
′
3 . Let ν : C
2 → sl2 be the natural map of
degree two with image the affine cone over slad2 , the adjoint variety for sl2. Let XL ⊂ VL be the
affine cone over the closed L-orbit in PVL. Then Y
′
3 is described as the set of classes of elements
(s, 0, v ⊗ α) ∈ sl2 × l ⊕ C2 ⊗ VL, with α ∈ XL, and s and ν(v) proportional. The points x, y are
respectively [ν(1, 0) : 0 : 0], [ν(0, 1) : 0 : 0].
If z = [ν(v), 0, v ⊗ α] ∈ Y ′3 ⊂ X, q : C2 → C is the quadratic form vanishing on (1, 0) and (0, 1)
and such that q(v) = 1, l is a linear form such that l(v) = 1, then the map
P1 = PC2 → Y ′3
[w] 7→ [l(w).ν(w) : 0 : q(w).w ⊗ α]
is a rational curve of degree 3 through x, y and z. Thus there are infinitely many rational curves of
degree 3 through x, y, z, so Y ′3 = Y3 and the proposition is proved. 
3.4 Coadjoint varieties as hyperplane sections of Scorza varieties
Scorza varieties were first defined and classified by F.L. Zak as varieties satisfying an extremal property
with respect to their higher secants (see [Zak93]). For our purpose it will be enough to use the following
classification theorem as a definition:
Definition 3.14 A Scorza variety is defined by two integers δ and m, with δ ∈ {2, 4, 8} and m ≥ 3.
If δ = 8 then we must have m = 3. The corresponding homogeneous varieties are as follows (a generic
hyperplane section of a Scorza variety turns out to be itself homogeneous; this homogeneous space is
described in the third column):
δ X(δ,m) X(δ) ∩H
2 Pm−1 × Pm−1 F(1,m− 1,m)
4 G(2, 2m) Gω(2, 2m)
8 E6/P1 F4/P4
13
The reason why we consider Scorza varieties is that we recover the coadjoint non adjoint varieties
as hyperplane sections of some Scorza variety (except for G2/P1). Actually F.L. Zak’s definition of
Scorza varieties allows δ = 1, but we don’t need the varieties X(1,m) and therefore will not speak
about them.
Those varieties are naturally embedded via the smallest ample divisor O(1). The numbers δ,m
have some geometrical and algebraic meanings: δ is the secant defect of X(δ,m), meaning that
dim(Sec(X)) = 2dim(X) + 1 − δ where Sec(X) denotes the union of the secant lines to X. More
precisely through two generic points of X there passes a unique δ-dimensional quadric. Moreover m is
the smallest integer such that the the m-th higher secant of X is the whole projective space [Zak93].
On the other hand, the vector space in the projectivisation of which X(δ,m) is embedded has
a natural structure of a Jordan algebra, the integer m is the generic rank of this algebra and δ the
dimension of the composition algebra which coordinatises this algebra [Jac68].
Lemma 3.15 We have c1(X) =
δ
2m and dim(X) = δ(m − 1).
Proof. The following numbers are well-known
X Pm−1 × Pm−1 G(2, 2m) E6/P1
δ 2 4 8
dim(X) 2(m− 1) 2(2m− 2) 16
c1(X) m 2m 12
and yield the lemma. 
3.5 A description of Y ′3 for Scorza varieties
In this subsection, we fix X a Scorza variety with parameters (δ,m). We first describe Y2.
Proposition 3.16 Through 2 generic points in X there passes a conic, and Y2 is a smooth quadric
of dimension δ.
Proof. Let x, y ∈ X be generic. By [Zak93], through x and y there passes a unique quadric of dimension
δ, that we denote Qx,y. This proves the first claim of the lemma. Moreover we have Qx,y ⊂ Y2(x, y).
Since Y2(x, y) is irreducible by Proposition 3.3, and has dimension at most 2c1(X) − dim(X) = δ by
Lemma 3.15 and Proposition 3.8, the proposition is proved. 
Definition 3.17 (ı) Let d > 0, e ≥ 0 be integers, Spin2d the corresponding spinor group, A resp. S
the vector resp. a spinor representation, with highest weight vector a0 resp. s0. We denote S ⊂ PS
the spinor variety. Let W denote the natural representation of SLe with highest weight vector w0.
(ıı) We denote S(d, e) the horospherical variety which is the closure of the (Spin2d×SLe)-orbit of
[a0 + s0 ⊗ w0] in P(A⊕ (S ⊗W )) (for more on horospherical varieties, see for example [Pas08]). The
closed orbit of [a0], which is a smooth quadric of dimension 2d − 2, is a closed subvariety of S(d, e)
denoted Q(d).
Lemma 3.18 The variety S(d, e) has dimension (d+2)(d−1)2 +e. Any point in S(d, e)−Q(d) is contained
in a linear space of dimension d included in S(d, e), and intersecting Q(d) along a maximal isotropic
subspace (of dimension d− 1).
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Proof. Let x = [a+s⊗w] be a generic point in S(d, e), with a ∈ A, s ∈ S, w ∈W and s⊗w 6= 0. Since
x is in the Spin2d×SLe-orbit of [a0+s0⊗w0], the class [s] of s in PS it is a point of the spinor variety,
thus it corresponds to a maximal isotropic linear subspace Ld(s) ⊂ A, and a is isotropic. Moreover
a ∈ Ld(s). Since the stabilisor in Spin2d of an element [s] ∈ S acts transitively on the projectivisation
of Ld(s), S(d, e) is the variety of all classes [a
′ + s′ ⊗ w′] satisfying [s′] ∈ S and a′ ∈ Ld(s′). It has
dimension d(d − 1)/2 + (d − 1) + (e − 1) + 1. Since x ∈ S(d, e), a ∈ Ld(s). Thus the linear space
P(Ld(s)⊕ C · s⊗ w) satisfies the conditions of the lemma. 
Recall that we denote by ̟ the dominant weight corresponding to X. For X a Scorza variety,
remark that ̟ is minuscule. We define two subgroups of G as follows. Let P be the parabolic
subsgroupf of G such that G/P = X and denote by L its Levi subgroup. The Dynkin diagram of L
can be recovered from the Dynkin diagram of G by removing the vertex v corresponding to P and the
vertex i(v) where i is the Weyl involution.
Definition 3.19 (ı) We denote by L1 the subgroup of L whose Dynkin diagram is the union of the
connected components of the Dynkin diagram of L non orthogonal to Θ the highest root of G — or
equivalently connected to the added vertex in the extended Dynkin diagram of G.
(ıı) We denote by L2 the subgroup of L whose Dynkin diagram is the union of the connected
components of the Dynkin diagram of L orthogonal to Θ the highest root of G — or equivalently non
connected to the added vertex in the extended Dynkin diagram of G.
(ııı) We denote by L˜1 the subgroup of G generated by L1 and SL2(Θ) (the subgroup of G whose
Lie algebra is g−Θ + [g−Θ, gΘ] + gΘ). Its Dynkin diagram is the Dynkin diagram of L1 together with
the added vertex in the extended Dynkin diagram of G.
Pictures of the Dynkin diagrams of G, L, L˜1 and L2 for Scorza varieties are given in the proof of
the following:
Proposition 3.20 The variety Y ′3(E6/P1) resp. Y
′
3(G(2, 2m)) is projectively equivalent to S(5, 1)
resp. S(3, 2m− 4). The variety Y ′3(Pm−1×Pm−1) is a union of two irreducible components equivalent
to S(2,m− 2) ≃ P1 × Pm−1 and meeting along a smooth quadric surface.
In all cases Y ′3(X) is the linear section X ∩ P(TPSec(X)), where P is a generic point in the span
of Y2.
Proof. Let α be a maximal root with vanishing pairing with i(̟). In the case of E6/P1 resp. G(2, 2m),
resp. Pm−1 × Pm−1, we have
α =
(
12210
1
)
resp. α = (1, 1, · · · , 1, 0, 0), resp. α =
{
((1, · · · , 1, 0), (0, · · · , 0)) or
((0, · · · , 0), (1, · · · , 1, 0)).
Note that we have 〈Θ∨, α〉 = 1 thus 〈−Θ∨,̟ − α〉 = 0. We let v1 ∈ V be a weight vector of weight
̟, and vd ∈ V of weight sα(̟) = ̟ − α. It follows that the line through v1 and vd is included in X,
and moreover we see that v1 is the lowest weight of the vector representation of L˜1 ≃ Spinδ+2 and
vd is the lowest weight of the representation S⊗We where S is a spin representation of L˜1 and We is
the natural representation of a simple factor SLe of the group L2 (see the following array: the black
circles represent the Dynkin diagram, one has to remove the crossed ones to find L1; the blue square
represent the longest root and the green disks the weight ̟ − α).
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X Pm−1 × Pm−1 G(2, 2m) E6/P1
d 2 3 5
e m− 2 2m− 4 1
It follows that Y ′3 contains the closure S of the (L˜1 × L2)-orbit of [v1 + vd], which is by definition
equivalent to a S(d, e). The equality Y ′3 = S follows counting dimensions. In fact, observe from the
above array that we always have e = d−12 (2m − d) − 1 (we have no better way to check this than
making the computation in the three cases d = 2, 3, 5). This may be rewritten as
(d+ 4)(d − 1)
2
+ e− 1 = (d− 1)m+ 2d− 4. (3)
We may find lines in S which meet Y2 by choosing any point in S and then a line in the P
d which
contains it and was described in Lemma 3.18, taking into account the fact that in this way each line
is counted ∞1 times. The dimension of the set of these lines is thus the left hand-side of (3) since
dimS = (d+2)(d−1)2 + e by Lemma 3.18. On the other hand the variety of lines in X passing through
a point in Y2 has dimension dim Y2 + c1(X) − 2, which is the right hand-side of (3) by Lemma 3.15
since δ = 2d− 2. Thus it follows that any line meeting Y2 is included in S, so that S = Y ′3 .
Moreover we show that this is also X ∩ P(TPSec(X)) by decomposing V as an (L˜1 × L2)-module
(we include a proof for completeness, but this result will not be used in the sequel). Note that we
have a decomposition V = V1 ⊕ V1/2 ⊕ V0 with V1, V1/2, V0 as in the following array:
δ 2 4 8
V A⊗B (dimA = dimB = m) ∧2A (dimA = 2m) V27
with A = A2 ⊕A2m−2, B = B2 ⊕B2m−2 A = A4 ⊕A2m−4
L˜1 SL(A2)× SL(B2) SL(A4) Spin10
L2 SL(Am−2)× SL(Bm−2) SL(A2m−4) {1}
V1 A2 ⊗B2 ∧2A4 V10
V1/2 A2 ⊗B2m−2 ⊕B2 ⊗A2m−2 A4 ⊗A2m−4 S16
V0 Am−2 ⊗Bm−2 ∧2A2m−4 C
Assuming P is an idempotent in the Jordan algebra V (which we can always do up to an action
of G), the above decomposition is the Pierce decomposition V = V1 ⊕ V1/2 ⊕ V0, where Vx is the
eigenspace for multiplication by P with eigenvalue x.
Note that the linear span of Y2 is V1 and that TPSec(x) = V1 ⊕ V1/2. Let y ∈ Y ′3 : by definition
this means that there exists x ∈ Y2 such that the line (xy) is included in X. Therefore y ∈ TxX. By
Terracini lemma we have YxX ⊂ TPSec(X), so that we deduce Y ′3 ⊂ TPSec(X). In the case δ = 2
resp. δ = 4, Y ′3 is clearly the set of couples (x, y) ∈ PA×PB with x ∈ PA2 or y ∈ PB2 resp. the set of
subspaces V2 meeting non trivially A4. Thus this is indeed X ∩ P(TPSec(X)). In the case of E6/P1,
Y ′3 has dimension 15 and must therefore equal the hyperplane section P(TPSec(X)) ∩X. 
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3.6 Y ′3 for a hyperplane section of a Scorza variety
Let X be a Scorza variety and W a general hyperplane section of X. We will reduce the computation
of Y3(W ) to the case when X = P
1×P2 (which is not a Scorza variety), and therefore we start studying
this case.
Lemma 3.21 Let X = P1 × P2 and W a generic hyperplane section of X. Given 3 points x1, x2, x3
in W and a reducible curve R of degree 3 through these points, R is a limit of some irreducible curves
passing through x1, x2, x3 and contained in W .
Thus the same result holds for a generic curve in X.
Proof. First of all, let us describe W as a scroll. Restricting the linear form H on the P1’s of P1 × P2
yields a linear map C3 → C2, with 1-dimensional kernel. Let x ∈ P2 correspond to this kernel: it is
the only element in P2 such that P1 × {x} is contained in H. Take a line l in P2 not containing x
and let C := (P1 × l) ∩H. Then C is a conic which may be described as the set of elements (a, f(a))
for some isomorphism f : P1 → l. Then W is the union of all the lines joining (a, f(a)) ∈ C and
(a, x) ∈ P1 × {x}.
Now, given three generic points x1, x2, x3 on W , we may choose C such that x1, x2 ∈ C, so that
xi = (ai, f(ai)) ∈ P1 × l for some ai ∈ P1 and i = 1, 2. Then the third point is on the line joining a
point (a3, f(a3)) in C and (a3, x) ∈ P1×{x}. Thus we may assume that R = C ∪ l, where l is the line
between (a3, f(a3)) and (a3, x).
If h resp. q is a linear resp. quadratic form on P1 then the morphism
t 7→ (t, h(t)f(t) + q(t)x) ∈W ⊂ P1 × P2
will pass through x1, x2 provided that q vanishes at a1, a2, and imposing moreover that it passes
through x3 yields one more relation between h and q. Thus there are indeed infinitely many irreducible
curves of degree 3 through x1, x2, x3.
If q tends to 0 with the vanishing point of h tending accordingly to a3, we see that the limit of
those curves must contain C. Since it is connected and contains x3, this limit can only be R. 
Let X be a Scorza variety and W = X ∩H a generic hyperplane section of X.
Proposition 3.22 We have Y3(X) = Y
′
3(X) and Y3(W ) = Y3(X) ∩H = Y ′3(W ), and if there passes
a curve of degree 3 through 3 points of W , then there passes infinitely many.
Proof. We show that any reducible curve R in X or W of degree 3 through x1, x2, x3 is a limit of some
irreducible curves passing through the same points, which implies the proposition.
We first consider the case of X. To see this, we use the description of Y ′3(X) given in Proposition
3.20. By an action of G, we may assume that x1 resp. x2 is the projectivisation of the highest resp.
lowest weight line in V , so that x1 = a1, x2 = a2 are some points on the quadric Q(d), and x3 is on
the line joining a point a3 in Q(d) and a point b3 = s3 ⊗w3 in S × PW , with a3 ∈ Ld(s3), and finally
that R is the union of this line and a conic C included in Q(d) and passing through a1 and a2. Let
Vd−2 = Ld(s3) ∩ 〈a1, a2, a3〉⊥, an isotropic subspace of dimension d− 2. We choose a non-degenerate
subspace V4 of dimension 4 included in V
⊥
d−2, containing a1, a2, a3, and disjoint from Vd−2.
Since PV4∩Q(d) is a smooth quadric surface, to each point a ∈ PV4∩Q(d) corresponds an isotropic
plane that we denote Va, such that V˜a := Vd−2⊕Va is a maximal isotropic subspace in V2d parametrised
by a point sa in S. Remark that any two distinct subspaces V˜a, V˜b meet in codimension 2 (namely,
along Vd−2), so that the curve traced out by the sa’s in the spinor variety is in fact a line.
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It follows that X contains a P1 × P2, namely the union of all the planes P(Va ⊕ C.sa ⊗ w3) for a
in the quadric surface. Moreover, since V˜a3 = Ld(s3), this P
1 × P2 contains the line joining a3 and b3.
Since PV4 ∩Q(d) contains a1, a2, a3, it contains C and thus our P1 × P2 contains our initial curve R.
Thus by Lemma 3.21, R can be deformed to an irreducible curve passing through x1, x2, x3.
If we assume from the beginning that R is included in W = X ∩H, then again from Lemma 3.21,
the same conclusion holds. 
Theorem 3 Let X be an adjoint or a coadjoint variety and let σu and σv be classical cohomology
classes. Then if we write
σu ∗ σv =
∑
d,w
cwu,v(d)q
dσw
we have cwu,v(d) = 0 unless d ≤ 2.
Proof. First, by Proposition 3.13 and Proposition 3.22, we know that cwu,v(3) = 0. Lemma 3.1 concludes
the proof for cwu,v(d) with d > 3. 
Corollary 3.23 Let X be an adjoint variety, then in the quantum cohomology QH∗(X,C) we have
the formula
pt ∗ pt = 2q2ℓ
where pt resp. ℓ denotes the class of a point resp. the class of a line in X.
Proof. By degree counting the first quantum terms are of degree 2 in q. Furthermore by the previous
result, there are no higher powers of q. We thus have to prove the equality I2(pt,pt, h) = 2 where
h is the hyperplane class. As we have seen in Proposition 3.11, there is a unique conic through two
general points in X. As this conic meets a hyperplane in two points, the result follows. 
4 Quantum to classical principle for degree one Gromov-Witten in-
variants
In this section, we explain how to apply by now classical technics initiated by A. Buch, A. Kresch and
H. Tamvakis [BuKrTa03] to compute degree one Gromov-Witten invariants. We shall here use the
presentation of [ChMaPe08]. Most of the arguments are very similar to those of [ChMaPe08, Section
3] and we will therefore not reproduce them.
Let F be the variety of lines on X. This variety is well described in [LaMa03]. In particular,
note that this variety is homogeneous for X adjoint but is not homogeneous for X coadjoint and not
adjoint. In the last case, the comparison principle is less useful to compute Gromov-Witten invariants
on X than to compute intersections on F .
Let us recall some notation from [ChMaPe08]. Points in F will be denoted by ℓ and we shall
denote by L the associated line in X. We have an incidence I = {(x, ℓ) ∈ X × F / x ∈ L} between
X and F . We denote by p resp. q the projection from I to X resp. F . For w ∈ WP , we denote the
variety q(p−1(X(w))) by F (ŵ).
The following lemma is an adaptation of Lemma 3.7 in [ChMaPe08] to the non minuscule case.
For w ∈WP , we denote by w∨ the element of WP such that X(w) and X(w∨) are Poincare´ dual.
Lemma 4.1 Let X(w) and X(v∨) be two Schubert varieties such that X(w) ⊂ X(v∨). Then there
exists an element g ∈ G such that the intersection X(w) ∩ g ·X(v) is a reduced point.
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Proof. There always exists a sequence of inclusions of Schubert varieties
X(w) = X(w0) ⊂ X(w1) ⊂ · · · ⊂ X(wr) = X(v∨)
where X(wi) is a moving divisor in X(wi+1) for all i. We prove, by descending induction on i ∈ [0, r],
that there exists an element gi in G such that the intersection X(wi) ∩ gi ·X(v) is a reduced point.
For i = r this is Poincare´ duality. Assume that the result holds for wi+1 i.e. there exists an element
gi+1 ∈ G such that X(wi+1) ∩ gi+1 · X(v) is a reduced point say x. Recall that because X(wi) is a
moving divisor in X(wi+1), we have the equality:
X(wi+1) =
⋃
h∈Stab(X(wi+1))
h ·X(wi).
We deduce from this that there exists an element h ∈ Stab(X(wi+1)) such that x ∈ h ·X(wi). But now
h·X(wi) meets gi+1·X(v) in x at least. Since h·X(wi) is contained inX(wi+1) andX(wi+1)∩gi+1·X(v)
is the reduced point x, we have that h ·X(wi) and gi+1 ·X(v) meet transversely and only in x. 
For the next two results, the proofs of [ChMaPe08, Lemma 3.10 and Corollary 3.11] apply verbatim.
Lemma 4.2 Let X(u), X(v) and X(w) be three proper Schubert subvarieties of X, such that
Codim(X(u)) + Codim(X(v)) + Codim(X(w)) = dim(X) + c1(X).
Then for g, g′ and g′′ three general elements in G, the intersection g · F (û)∩ g′ · F (v̂)∩ g′′ ·F (ŵ) is a
finite set of reduced points.
Let ℓ be a point in this intersection, then the line L meets each of g ·X(u), g′ ·X(v) and g′′ ·X(w)
in a unique point and these points are in general position in L.
Corollary 4.3 Let X(u), X(v) and X(w) be three proper Schubert subvarieties of X. Suppose that
the sum of their codimensions is dim(X) + c1(X). Then
I1([X(u)], [X(v)], [X(w)]) = I0([F (û)], [F (v̂)], [F (ŵ)]).
As in [ChMaPe08], we may use this result to compute combinatorially some Gromov-Witten in-
variants. Let us simply give an example of this.
Example 4.4 We assume that X is of adjoint type and homogeneous under a group of type different
from An. Let u and v be elements inW
P such that l(u)+ l(v) = c1(X) = deg(q). We want to compute
the quantum product σu ∗ σv.
Let us first remark that in this situation, if c1 = c1(X), then we have dimX = 2c1 − 1. In
particular, the only quantum non classical term appearing in σu ∗σv is of the form aq for some a ∈ Z.
In symbols:
σu ∗ σv = σu ∪ σv + aq.
The integer a is equal to the Gromov-Witten invariant I1([X(u
∨)], [X(v∨)], [pt]). By the previous
discussion, this invariant is equal to I0([q(p
−1(X(u∨)))], [q(p−1(X(u∨)))], [q(p−1(pt))]).
In our situation, the variety F is homogeneous of the form G/Q for Q a parabolic subgroup. By
the same discussion as in [ChMaPe08, Subsection 3.3], the variety F (ŵ) = q(p−1(X(w))) for X(w)
a Schubert variety in X is a Schubert variety in F . The notation ŵ will in that situation stand for
the corresponding element in WQ. Furthermore, the incidence variety I is also homogeneous of the
form G/R with R = P ∩Q and the inverse image p−1(X(w)) of a Schubert variety is again a Schubert
variety. We may obtain the element ŵ easily from w by the following procedure.
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• First remark that P is maximal associated to a simple root, say α, and that wX the longest
element in WP has the form sαw˜X with l(w˜X) = l(wX)− 1. In other words w˜X = sαwX .
• Let Z denote the fiber p−1(pt) of the zero dimensional Schubert variety pt in X. This is a
Schubert variety in I and let wZ ∈ WR be the corresponding element. Then p−1(X(w)) is the
Schubert variety in I associated to wwZ ∈WR.
• If w 6= wX , then we have ŵ = wwZ ∈ WQ. We have ŵX = sαwXwZ . This last element is the
longest element in WR, we denote it by wF . This element is self-inverse thus wF = wZwXsα.
We want to compute the Littlewood-Richardson coefficient
I0([F (û∨)], [F (v̂∨)], [F (wZ)]) = c
wZ
cu∨
⋆
,cv∨
⋆
in F with ⋆ denoting Poincare´ duality in F . Now compute for l(u) > 0:
û∨
⋆
= w0û∨w0wF = w0(u
∨wZ)w0wF = w0(w0uw0wX)wZw0wF = uwXwZwF = usα.
The same is true for v̂∨
⋆
. We thus get
a = cwZusα,vsα .
Now remark that for X adjoint the fiber Z is always a product if minuscule and cominuscule homo-
geneous spaces. In particular of Λ is the weight associated to Q, then wZ is Λ-minuscule and we way
compute the above Littlewood-Richardson coefficient using jeu de taquin by [ChPe09a, Theorem 1.3].
Let us do an explicit example. Let X = E6/P2, the heap associated to wZ is the heap of a
Grassmannian as follows:
wZ u u′ v′
Let u = sα2sα4sα5sα3sα4sα2 ∈ WP2 and v be any element in WP2 with l(v) = 5. We have α = α2
and usα = sα2sα4sα5sα3sα4 , thus its heap is not contained in the heap of wZ and we get
σu ∗ σv = σu ∪ σv.
All the coefficients in this classical product can be computed using jeu de taquin.
Let us now set u′ = sα1sα4sα5sα3sα4sα2 ∈WP2 and v′sα1sα5sα3sα4sα2 ∈WP2 be elements in WP2 .
We have u′sα = sα1sα4sα5sα3sα4 and v
′sα = sα1sα5sα3sα4 , thus by jeu de taquin we get
σu ∗ σv = σu ∪ σv + q.
Again, all the coefficients in the classical product σu ∪ σv can be computed using jeu de taquin.
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5 Presentation of the quantum cohomology rings
Recall that for the minuscule and cominuscule varieties, presentation of the quantum cohomology rings
are already known: in type A this is done in [SiTi97], in type B, C and D in [KrTa03] and [KrTa04].
In [ChMaPe08] the authors gave a uniform presentation of the quantum cohomology algebras of the
minuscule and cominuscule homogeneous spaces. In this section we give a presentation of the quantum
cohomology algebras of adjoint and coadjoint homogeneous spaces. One more time for classical groups
this is already known: in type A, a presentation will follow from the quantum Chevalley formula (see
Section 7), in type B, C and D, such a presentation is contained in the more general results of
[BuKrTa08]. Therefore in this section we are concerned with exceptional types.
Most of the computations here made use of a software written in Java, that the reader may
upload or test at the webpage www.math.sciences.univ-nantes.fr/~chaput/quiver-demo.html,
in order to visualise the quantum Hasse diagrams, apply our version of the Littlewood-Richardson
rule [ChPe09a], perform quantum multiplications, and in general check the assertions in this section.
In the proofs in this section, the Hasse diagrams are colored: the orange vertices correspond to
̟-minuscule elements. The blue vertices correspond to quantum Schubert classes with a factor q while
grey vertices correspond to quantum Schubert classes with a factor q2. In the paper [ChPe09b], we
gathered the quantum Giambelli formulas for all exceptional adjoint and coadjoint varieties. We also
give in [ChPe09b] some tableaux used in the proof of the presentation for E8/P8 (we did not include
these tableaux in this paper to save place).
5.1 Adjoint and coadjoint varieties in type G2
The homogeneous space G2/P1 is a smooth 5-dimensional quadric, thus its quantum cohomology ring
is QH∗(G2/P1,Q) = Q[h, q]/(4hq − h6). For G2/P2 we have the following:
Proposition 5.1 Let h denote the hyperplane class of G2/P2. We have
QH∗(G2/P2) = Q[h, q]/(h
6 − 18h3q − 27q2).
Proof. Using Theorem 2, it is immediate to check that the quantum Hasse diagram of G2/P2 begins
as follows (and then it is periodic):
From this one computes that the degree 2 class is σ2 = 1/3h
2 and that the class of a point is
σ5 = 1/18h
5 − 5/6h2q. We deduce from this that q2 = (2hσ5 − hqσ2)/3 = 1/27h6 − 2/3h3q. 
5.2 Adjoint and coadjoint varieties in type F4
Proposition 5.2 Let h denote the hyperplane class of F4/P1 and s ∈ H∗(F4/P1) be the Schubert
class corresponding to w = s2s3s2s1. We have
QH∗(F4/P1,Q) = Q[h, s, q]/(h
8 − 12s2 − 16q, 3h12 − 18h8s+ 24h4s2 + 8s3).
Proof. The quantum Hasse diagram of F4/P1 begins as follows:
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To compute s2 in QH∗(F4/P1), we first compute the classical product. Let σ4,2 correspond to s4s3s2s1:
the Hasse diagram shows that σ24,2 has degree 56. Let σ8,1 resp. σ8,2 correspond to s1s2s3s2s4s3s2s1
resp. s2s1s3s2s4s3s2s1. Since deg(σ8,1) = 16 and deg(σ8,2) = 40, we deduce that σ4,2∪σ4,2 = σ8,1+σ8,2.
Using the Chevalley formula it follows that s ∪ s = 6σ8,1 + 8σ8,2. The quantum product s ∗ s = s2 is
then equal to the same class by Example 4.4. By quantum Chevalley formula, we get the first relation.
The second relation (of degree 12) is then just a consequence of the Chevalley formula. This is enough
in order to express all the Schubert classes as polynomials in h, s and q, as displayed in [ChPe09b]. 
Proposition 5.3 Let h denote the hyperplane class of F4/P4 and s ∈ H∗(F4/P1) be the Schubert
class corresponding to w = s1s2s3s4. We have
QH∗(F4/P4,Q) = Q[h, s, q]/(2 h
8 − 6 h4s+ 3 s2,−11 h12 + 26 h8s+ 3 hq).
Proof. The quantum Hasse diagram of F4/P4 begins as follows:
This Hasse diagram shows that the classical (or quantum because its cohomological degree is 8 < c1)
product s ∪ s = s ∗ s has degree 14. Let us denote σ8,1 resp. σ8,2 the Schubert classes corresponding
to s3s2s4s1s3s2s3s4 resp. s4s3s2s1s3s2s3s4, of degree 5 resp. 2. We have either s
2 = 2σ8,1 + 2σ8,2 or
s2 = 7σ8,2. Since s ∗ h4 ≥ s2 and s ∗ h4 = 5σ8,1 + 4σ8,2, the second case is excluded. Thus we have
s2 = 2σ8,1 + 2σ8,2. The relations in degree 8 and 12 follow. 
5.3 Adjoint and coadjoint varieties in type E6
We now consider the technically more involved cases of groups of type E. In the cohomology of
E6/P2, let h denote the hyperplane class, s resp. t the classes corresponding to the elements s3s4s2
resp. s1s3s4s2.
Proposition 5.4 The quantum cohomology algebra QH∗(E6/P2,Q) is the quotient of the polynomial
algebra Q[h, s, t, q] by the relations h8 − 6 h5s+ 3 h4t+ 9 h2s2 − 12 hst+ 6 t2 , h9 − 4 h6s+ 3 h5t+
3 h3s2 − 6 h2st+2 s3 , and −97 h12 + 442 h9s− 247 h8t− 507 h6s2 +624 h5st− 156 h2s2t+48 hq.
Proof. We know that QH∗(E6/P2,Q) is generated by h, s and t and that there are relations in degree
8, 9, 12. The quantum Hasse diagram of E6/P2 begins as follows:
From this it follows that the degree of s2 is 37752. From now on and until the end of this section,
we will write Schubert classes according to the following notation in the proofs:
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Notation 5.5 To w ∈W/WP we associate the element ϕ(w) = α = ̟ − w(̟) of the root lattice. If
α = ϕ(w) with w ∈W/WP , we denote σ(α) the cohomology class σw.
Let us define the following Schubert classes
σ6,1 = σ
(
11210
2
)
, σ6,2 = σ
(
01210
2
)
, σ6,3 = σ
(
11111
1
)
, and σ6,4 = σ
(
01211
1
)
,
they have respective degrees 10920, 6006, 4992, and 10920. Considering the following tableaux we
deduce from [ChPe09a] that s2 ≥ 2σ6,1 + σ6,3 + σ6,4:
3 2
1
1 3
2
3 2
1
3 2
1
On the other hand both s2 and 2σ6,1+σ6,3+σ6,4 have degree 37752: thus we have s
2 = 2σ6,1+σ6,3+σ6,4.
This allows to compute an expression of all Schubert classes up to degree 6 as polynomials in h, s, t,
as displayed in [ChPe09b].
Let σ7,i, 1 ≤ i ≤ 5 be the Schubert classes in H7(E6/P2), corresponding respectively to the roots(
11210
2
)
,
(
12210
1
)
,
(
11211
1
)
,
(
01211
2
)
, and
(
01221
1
)
.
They have respective degrees 3003, 2925, 4992, 3003, and 2925. The product st has degree 7917. In
view of the following two tableaux it follows that st = σ7,2 + σ7,3.
4
3
2
1 4 3 2
1
This is enough to express some Giambelli formulas up to degree 9 but to get the relation in degree 8
resp. 9 we must compute t2 resp. s3. To this end we compute t2 and s · σ6,1. The degree of t2 and
σ
(
12211
1
)
are 1638, and we have the following tableau:
4
3 2
1
thus
t2 = σ
(
12211
1
)
.
The following seven tableaux prove the inequality
s · σ6,1 ≥ σ
(
12310
2
)
+ 3σ
(
12211
2
)
+ σ
(
11221
1
)
+ 2σ
(
12221
1
)
:
23
654
3
2
1
6 5
43 2
1
6 5
23 4
1
6 5
41 3
2
6
5 4
23
1
6 5
43 2
1
6 5
41 3
2
We leave it to the reader to check that the degrees coincide, so that we have equality.
To express the Schubert classes in H10(E6/P2) as polynomials in h, s, t, we must compute s
2t, and
to this end we compute the product tσ6,1. According to the following three tableaux and using the
same degree argument as above this product is
σ
(
12311
2
)
+ σ
(
12221
2
)
+
(
12321
1
)
.
4
3
2
1 4 1 3
2
4
3
2
1
These computations are enough to express all the Schubert classes as polynomials in h, s, t, q, and the
displayed relation in degree 12 comes for free. 
5.4 Adjoint and coadjoint varieties in type E7
In the cohomology of E7/P1, let h denote the hyperplane class, s resp. t the classes corresponding to
the elements s2s4s3s1 resp. s7s6s5s4s3s1.
Proposition 5.6 The quantum cohomology algebra QH∗(E7/P1,Q) is the quotient of the polynomial
algebra Q[h, s, t, q] by the relations h12 − 6 h8s− 4 h6t+9 h4s2 + 12 h2st− s3 + 3 t2 , h14 − 6 h10s−
2 h8t+9 h6s2+6 h4st−h2s3+3 s2t , and 232 h18−1444 h14s−456 h12t+2508 h10s2+1520 h8st−
988 h6s3 + 133 h2s4 + 36 hq.
Proof. We know that QH∗(E7/P1,Q) is generated by h, s and t and that there are relations in degree
12, 14, 18. The quantum Hasse diagram of E7/P1 begins as follows:
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The strategy of proof is the same as in the previous cases; therefore we will only sketch the arguments.
We can express the Giambelli formulas up to degree 7 without computing any product. In degree 8
we need to compute s2. We have
s2 = σ
(
222100
1
)
+ σ
(
122110
1
)
+ σ
(
112210
1
)
+ σ
(
112111
1
)
.
In fact, computing degrees, this follows from the existence of the following four tableaux:
4
3
2
1
4
2 3
1
4
32
1
4
3
2
1
In degree 10, we have to compute st: this is equal to σ
(
122211
1
)
, in view of:
4 3
2
1
In degree 12, we have two new monomials: t2 and s3. We have
t2 = σ
(
222221
1
)
.
To express s3 as a sum of Schubert classes and thus find the given relation of degree 12, we compute
that
s · σ
(
222100
1
)
= σ
(
233210
1
)
+ σ
(
223211
1
)
+ σ
(
222221
1
)
The corresponding tableau for t2 is displayed on the left and the three tableaux for the above product
are on the right:
25
43
6
5
2
1
4
3
2
1
4
2 3
1
4
32
1
To get the relation in degree 14, we have to compute the monomial s2t. To this end we compute that
t · σ
(
222100
1
)
= σ
(
223221
2
)
.
To express the Schubert classes in H16(E7/P1), we need to compute st
2, and to this end we show that
t · σ
(
112221
1
)
= σ
(
233321
2
)
.
These relations come from the two tableaux:
5
6
2
4
3
1
5 3 6
4 2
1
This is enough to express all Schubert classes as polynomials in h, s, t, q, and yields the last relation.

5.5 Adjoint and coadjoint varieties in type E8
In the cohomology of E8/P8, let h denote the hyperplane class, s resp. t the classes corresponding to
the elements s2s4s5s6s7s8 resp. s6s5s4s3s2s4s5s6s7s8.
Proposition 5.7 The quantum cohomology algebra QH∗(E8/P8,Q) is the quotient of the polynomial
algebra Q[h, s, t, q] by the relations h14s+6 h10t−3 h8s2−12 h4st−10 h2s3+3 t2 , 29 h24−120 h18s+
15 h14t+45 h12s2−30 h8st+180 h6s3−30 h2s2t+5 s4 , and −86357 h30+368652 h24s−44640 h20t−
189720 h18s2 + 94860 h14st− 473680 h12s3 + 74400 h8s2t− 1240 h2s3t+ 60 hq.
Proof. We know that QH∗(E8/P8,Q) is generated by h, s and t and that there are relations in degree
14, 24, 30. The quantum Hasse diagram of E8/P8 begins as follows:
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From this we may compute the degrees of all the Schubert classes and of any product of two Schubert
classes. Moreover we argue as before to compute such products, and display the results on the
companion paper [ChPe09b]. We only indicate the computed products, and why they suffice to obtain
the presentation. Note that these results were obtained with the help of a computer by S. Nikolenko
and N. Semenov [NiSe06].
We have
s2 = 2σ
(
1232111
1
)
+ 4σ
(
1222211
1
)
+ 2σ
(
1122221
1
)
+ σ
(
0122222
1
)
and
s · t = σ
(
1243211
2
)
+ 5σ
(
1233221
2
)
+ 6σ
(
1232222
2
)
+ 2σ
(
1233321
1
)
+ 7σ
(
1233222
1
)
.
This allows to compute some Giambelli formulas up to degree 17. To compute s3 we compute
s · σ
(
0122222
1
)
= σ
(
1243222
2
)
+ σ
(
1233322
2
)
+ σ
(
1233332
1
)
,
which allows to get the Giambelli formulas up to degree 21. To get the relation in degree 20 we
compute
t2 = 4σ
(
2343321
2
)
+ 2σ
(
1344321
2
)
+ 7σ
(
2343222
2
)
+ 14σ
(
1343322
2
)
+8σ
(
1244322
2
)
+ 16σ
(
1243332
2
)
.
To express the Schubert classes of degree 22 we need to compute s2t: to this end we compute
t · σ
(
0122222
1
)
= σ
(
2344322
2
)
+ 3σ
(
1354332
3
)
+ 2σ
(
2344432
2
)
+ σ
(
1243332
2
)
.
To get the relation in degree 24 we need to know s4, and for this we show
σ
(
0122222
1
)2
= σ
(
2344432
2
)
.
Finally we need to express the Schubert classes of degree 28 in terms of the generators; for this we
need to compute s3t which follows from the equality
σ
(
0122222
1
)
· σ
(
1233222
1
)
= σ
(
2464432
3
)
+ σ
(
2465432
2
)
+ 4σ
(
2455432
3
)
+ σ
(
2365432
3
)
.
The relation in degree 30 follows from the Chevalley formula. 
6 Semi-simplicity of the quantum cohomology and strange duality
Recall that in [ChMaPe07] and [ChMaPe09a] we proved that the localisation
QH∗(X,C)loc := QH
∗(X,C)[q−1]
of the quantum parameter in the quantum cohomology algebra of any minuscule or cominuscule variety
X is semi-simple. A general argument using complex conjugation (see Theorem 2.1 in [ChMaPe09a]),
implies that in that case there exists an algebra involution on QH∗(X,C)loc sending q on its inverse and
more generally a quantum cohomology class of degree d to a quantum cohomology class of degree −d.
We conjectured in [ChMaPe09a] that the only rational homogeneous spaces X with Picard number
one such that QH∗(X,C)loc is semi-simple were the minuscule and cominuscule ones.
27
6.1 Coadjoint varieties
Theorem 4 Assume that there exists a presentation of the classical cohomology algebra H∗(X,C)
satisfying:
• there is no equation of degree multiple of c1(X),
• there is at least one equation of degree smaller than c1(X).
Then the localised quantum cohomology algebra QH∗(X,C) is not semi-simple.
Proof. First remark that to prove that the localised quantum cohomology algebra QH∗(X,C) is not
semi-simple, it suffices to prove that the specialisation of the quantum cohomology algebra at q = 1
is not semi-simple.
Let us fix some notation for the presentation of the cohomology ring H∗(X,C). This ring can
always be presented as a homogeneous complete intersection ring: the generators and the equations
are homogeneous and there are as many equations as there are generators. Let us denote by (Xi)i∈[1,s]
the generators and with (Fi)i∈[1,s] the equations. The generators will be called classical generators
and the equations classical equations.
A presentation for the quantum cohomology algebra can be derived from a presentation of the
classical cohomology algebra by taking the same classical generators together with q as generators and
by deforming the classical relations Fi in relations Gi of the same degree but eventually with q terms
(see [SiTi97]). By hypothesis we get homogeneous equations of degree different from multiples of c1.
In particular any monomial with a q term is also multiple of a classical generator. This implies that
Xi = 0 for all i ∈ [1, s] and q = 1 is a solution of the equations ((Gi = 0)i∈[1,s], q = 1). Denote by 0
this point. We want to prove that 0 is a multiple solution of the system ((Gi = 0)i∈[1,s], q = 1).
For this, because the specialisation at q = 1 of the quantum algebra QH∗(X,C) is a complete
intersection algebra of dimension 0, we only need to prove that the familly (d0Gi)i∈[1,s] of differentials
is not linearly independant. But an equation Fi is not deformed if deg(Fi) < deg(q) = c1(X). In
that case Gi = Fi and by minimality Fi is at least quadratic in the variables (Xi)i∈[1,s] therefore
its differential d0Fi vanishes. In particular the familly (d0Gi)i∈[1,s] of differentials is not linearly
independant and 0 is a multiple solution. 
Corollary 6.1 Let X be a rational homogeneous space with Picard group Z. Then the localised quan-
tum algebra QH∗(X,C)loc is not semi-simple except maybe in the following cases:
Type Variety
An G(p, n+ 1) for all p ∈ [1, n].
Bn GQ(p, 2n + 1) for all p ∈ [1, n] with p even, for p = 1 and p = n.
Cn Gω(p, 2n) for all p ∈ [1, n] with p odd and for p = n.
Dn GQ(p, 2n) for all p ∈ [1, n − 1] with p odd and for p = n.
E6 E6/P1 and E6/P3 (and E6/P6 and E6/P5 which are isomorphic to the previous ones).
E7 E7/P2, E7/P4, E7/P5 and E7/P7.
E8 E8/P4 and E8/P6.
F4 F4/P1 and F4/P2.
G2 G2/P1 and G2/P2.
Remark 6.2 We already proved in [ChMaPe09a] that for X minuscule or cominuscule the localised
quantum cohomology ring QH∗(X,C)loc is semi-simple. In the next subsection we shall prove that the
same result holds for adjoint non coadjoint varieties. The only cases left are therefore the following
ones (for G2 the coadjoint variety is a quadric):
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Type Variety
Bn GQ(p, 2n+ 1) for all p ∈ [1, n− 1] with p even.
Cn Gω(p, 2n) for all p ∈ [2, n − 1] with p odd.
Dn GQ(p, 2n) for all p ∈ [2, n − 1] with p odd.
E6 E6/P3 (and E6/P5 which is isomorphic to the previous one).
E7 E7/P2, E7/P4 and E7/P5.
E8 E8/P4 and E8/P6.
F4 F4/P2.
Corollary 6.3 For X a coadjoint variety for a semi-simple group different from G2, the localised
quantum cohomology algebra QH∗(X,C) is not semi-simple.
6.2 Adjoint non coadjoint varieties
There are three adjoint non coadjoint varieties: GQ(2, 2n + 1), F4/P1 and G2/P2. In this subsection
we prove the following
Theorem 5 For X an adjoint non coadjoint rational homogeneous space, the localised quantum co-
homology algebra QH∗(X,Q)loc is semi-simple. It therefore admits an algebra involution ι sending q
to its inverse.
We prove this result by a case by case analysis. We start with type Bn:
Proposition 6.4 The localised quantum cohomology algebra QH∗(GQ(2, 2n+1),Q)loc is semi-simple.
It therefore admits an algebra involution sending q to its inverse.
Proof. A presentation of the ring QH∗(GQ(2, 2n + 1),Z) (over the integers) has been given in
[BuKrTa08]. We will use a simplified presentation which is only valid over Q but this is enough
for our purpose.
Let us denote by K resp. Q the tautological subbundle resp. quotient bundle on GQ(2, 2n + 1).
The rank of K is 2 while the rank of Q is 2n − 1. Pulling these vector bundles to G/T we get
decompositions into line bundles of the pull-backs. We denote x1, x2 the Chern classes of the two line
bundles corresponding to K. Because the pull-back is injective in cohomology, we may therefore write
ct(K) = (1 + x1t)(1 + x2t) and ct(Q) = (1− x1t)(1− x2t)
n∏
i=3
(1− x2i t2),
where ct denotes the Chern polynomial. The tautological exact sequence gives ct(K)ct(Q) = 1. We
can compute explicit formulas for the Chern classes of K and Q. Let us write ci = ci(K) for i ∈ [0, 2]
and ψj = cj(Q) for j ∈ [0, n − 1]. We have the equalities:
c0 = ψ0 = 1, c1 = x1 + x2, c2 = x1x2,
ψ2j = (−1)jσj(x23, · · · , x2n) + (−1)j−1x1x2σj−1(x23, · · · , x2n),
ψ2j+1 = (−1)j+1(x1 + x2)σj(x23, · · · , x2n),
where σj is the j-th elementary symmetric function in n−2 variables. Remark that σn−1(x23, · · · , x2n) =
0 thus we have ψ2n−2 = (−1)nσn−2(x23, · · · , x2n) and ψ2n−1 = 0. This yields a presentation of the
cohomology algebra
H∗(GQ(2, 2n + 1),Q) = Q[c1, c2, (ψj)j∈[1,2n−2]]/(Σk(x
2
l )k∈[1,n]), (4)
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where Σj is the j-th elementary symmetric function in n variables. This is the Borel presentation, see
[Bor53] or [BeGeGe73]. Using the first n− 2 relations we can express the Chern classes (ψj)j∈[1,2n−2]
in terms of c1 and c2. We get for example the following formulas for j ∈ [1, n − 2]:
σj(x
2
3, · · · , x2n) = (−1)j
j∑
k=0
x2k1 x
2(j−k)
2 .
In particular, over Q, only the last two equations are worth defining a presentation of the cohomology
ring. These equations are:
ψ2n−2 + c1ψ2n−3 + c2ψ2n−4 = 0 and c2ψ2n−2 = 0. (5)
In these expressions, the ψ terms can be removed but we shall keep them for the moment as they are
easier to express in terms of Schubert varieties. This will be usefull to deform these equations in the
quantum cohomology ring. Let us describe the classes ψ2n−4, ψ2n−3 and ψ2n−2 as Schubert varieties.
This is classical (see for example [BuKrTa08]). Let (Wp)p∈[1,n] be a complete isotropic flag, we have
the equalities:
ψ2n−4 = 2[{V2 ∈ GQ(2, 2n + 1) / dim(W3 ∩ V2) ≥ 1}]
ψ2n−3 = 2[{V2 ∈ GQ(2, 2n + 1) / dim(W2 ∩ V2) ≥ 1}]
ψ2n−2 = 2[{V2 ∈ GQ(2, 2n + 1) / dim(W1 ∩ V2) ≥ 1}]
where [Z] denotes the cohomology class of Z. In terms of roots as described in Section 2 (with notation
as in [Bou54]), we have ψ2n−4 = 2σα1+α2 , ψ2n−3 = 2σα1 and ψ2n−2 = 2σ−α1 . The Chern clases c1 and
c2 are also related to Schubert classes:
c1 = [{V2 ∈ GQ(2, 2n + 1) / dim(W⊥2 ∩ V2) ≥ 1}]
c2 = [{V2 ∈ GQ(2, 2n + 1) / V2 ⊂W⊥1 }]
or with the notation of Section 2: c1 = σΘ−α2 and c2 = σΘ−α2−α1 .
To compute quantum cohomology, we need to deform the preceding relations using the quantum
parameter q. Remark that the degree of q is 2n − 2 therefore only the last two equations in the
presentation (4) can be deformed. We thus need to compute the quantum terms in the equations (5).
Now using Example 4.4, we can easily compute the q terms in the first equation of (5). We get
ψ2n−2 + c1 ∗ ψ2n−3 + c2 ∗ ψ2n−4 = 2q. (6)
To deform the last equation, we only need to use the affine symmetries (see Subsection 2.5). Indeed
1
2ψ2n−2 corresponds to the opposite of the cominuscule simple root. We get
c2 ∗ ψ2n−2 = 2qc2. (7)
To study the semi-simplicity of the quantum cohomology ring, we only need to prove that when we set
q = 1, the scheme Spec(QH∗(GQ(2, 2n+1),Q)q=1) is reduced. In turn, since QH
∗(GQ(2, 2n+1),Q) is
the ring of S2-invariants of the quotient Q[x1, x2]/(ψ2n−2+c1∗ψ2n−3+c2∗ψ2n−4−2q, c2∗ψ2n−2−2qc2),
it is enough to check that this quotient is reduced.
For this we solve equations (6) and (7). We get
−
n−1∑
k=0
x2k1 x
2n−2−2k
2 = 2q and x
2
1x
2
2
n−2∑
k=0
x2k1 x
2n−4−2k
2 = 2qx1x2.
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To solve these equations for q = 1, we first remove the solutions (x1, x2) with xi = 0 and x3−i an
2(n − 1)-th root of −2. There are 4(n − 1) distinct such solutions. Then we assume x1x2 6= 0 and
write x2 = λx1. We get
−x2(n−1)1 (1 + λ2 + · · ·+ λ2(n−1)) = 2 and x2(n−1)1 λ(1 + λ2 + · · ·+ λ2(n−2)) = 2.
Equating these relations and dividing by x
2(n−1)
1 we get:
1 + λ+ · · ·+ λ2n−2 = 0
therefore λ is a (2n− 1)-th root of unity different from 1. Remark that therefore λ 6= −1 and we have
1 + λ2 + · · ·+ λ2(n−1) = λ
2n − 1
λ2 − 1 =
λ− 1
λ2 − 1 =
1
λ+ 1
.
There are 2n− 2 different solutions for λ and then x1 is a (2n− 2)-th root of −2(λ+1) and there are
2n− 2 solutions for x1. We described 4(n− 1) + (2n− 2)(2n− 2) = 2n(2n− 2) solutions therefore the
above affine scheme is reduced. 
Proposition 6.5 The localised quantum cohomology algebra QH∗(F4/P1,Q)loc is semi-simple. It
therefore admits an algebra involution sending q to its inverse.
Proof. Recall that we have a presentation of the quantum cohomology ring given by
QH∗(F4/P1,C) = C[h, s, q]/(−h8 + 12s2 + 16q, 3h12 − 18h8s+ 24h4s2 + 8s3)
where h is of degree 1 and s of degree 4. Recall also that c1 = 8. We solve these equations in h and s
when setting q = 1. First remark that there is no solution on the closed subset s = 0 neither on the
closed subset h = 0. Eliminating h8 in the second equation using the first one we get
3h4(5s2 + 4) = 4s(13s2 + 18).
Taking the square of this equation and eliminating h8 again we get
s6 − 108s4 − 576s2 − 576 = 0. (8)
For P (S) = S3 − 108S2 − 576S − 576 we have P (−2) = 136 and P (0) = −576, thus (8) is is a degree
3 equation in s2 whose solutions are real and distinct. The result follows. 
Proposition 6.6 The localised quantum cohomology algebra QH∗(G2/P2,Q)loc is semi-simple. It
therefore admits an algebra involution sending q to its inverse.
Proof. Recall that we have a presentation of the quantum cohomology ring given by
QH∗(G2/P2,C) = C[h, q]/(h
6 − 18h3q − 27q2)
where h is of degree 1. Recall also that c1 = 3. We solve this equation in h when setting q = 1. This
is a degree 2 equation in h3 whose solutions are real non vanishing and distinct. 
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6.3 Some properties of the involution for adjoint non coadjoint varieties
Recall that in the minuscule and cominuscule cases, it was proved in [ChMaPe07] and [ChMaPe09a]
that the involution ι given by complex conjugation has the nice property of sending a Schubert class
to a multiple of such a class. In this section we shall see that contrary to these cases this property is
not satisfied.
We shall first prove a nice property of the involution ι, namely it sends a class to a multiple of
itself and the quantum parameter q for classes of degree c1.
Proposition 6.7 For X an adjoint non coadjoint rational homogeneous space, let σ be a Schubert
class of degree dc1 for some integer d, then we have
ι(σ) =
σ
q2d
Proof. To prove this result, we may restrict ourselves to the specialisation of the quantum cohomology
obtained by setting q = 1. The classes of this specialisation can be seen as functions with values in
C on the variety Spec(QH∗(X,C)q=1). The involution ι is given by complex conjugation on these
functions. It is thus enough to prove that the values of these functions for classes of degree multiple
by c1 are real.
For this we prove that σ annihilates a polynomial equation whose solutions are real. This poly-
nomial equation will be the minimal polynomial of the endomorphism given by the multiplication by
σ. Let us first remark that it is enough to compute the minimal polynomial of the multiplication by
σ on the subspace of degree c1 classes. Indeed, assume that P (σ) vanishes on that subspace, then
P (σ)q = 0 and therefore because we inverted q we have P (σ) = 0.
We therefore restrict ourselves on the subspace H of degree c1 classes and prove that the endo-
morphism given by multipication by σ is adjoint for a non degenerate real quadratic form. This will
prove the result because the eigenvalues of such endomorphisms are real.
Let us define a pairing on H by
(a, b) = coefficient of q2 in the product a ∗ b.
This pairing is clearly symmetric and we shall prove that the quantum Schubert classes of degree
c1 form an orthogonal basis for this pairing. Indeed, denote by pt the class of a point in X, this
orthogonality result comes from a formula for the multiplication by the class pt. This formula is a
consequence of a more general formula for the multiplication by the Schubert class corresponding to
the reflection with respect to the highest root (see [LaSh09, Proposition 11.2]) which is pt in our
situation:
Fact 6.8 We have, for α a long simple root and ̟α the associated fundamental weight, the formula:
pt ∗ σ−α = 〈̟α,Θ∨〉q2σα
In particular the quantum Schubert classes in H form an orthogonal basis and the form is positive
definite. But now we may compute
(σ ∗ a, b) = coefficient of q2 in the product σ ∗ a ∗ b = (a, σ ∗ b)
and σ is adjoint form the form ( , ). This concludes the proof. 
However, we will now prove that the involution ι is not as simple as in the minuscule or cominuscule
cases. In particular, we prove the following
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Theorem 6 For X an adjoint non coadjoint rational homogeneous space, there exists a Schubert class
σ such that ι(σ) is not a multiple of a Schubert class.
Proof. Remark that to prove this result, we may set q = 1 so that the involution is the identity on
degree c1 classes. The proof will be a case by case analysis even if the idea of the proof is always
the same: take σ a class of degree a divisor of c1, say ddeg(σ) = c1. Then we have deg(σ
d) = c1
therefore ι(σ)d = ι(σd) = σd by Proposition 6.7. We are then reduced to prove that σ is the only
Schubert class τ such that deg(τ) ≡ − deg(σ) (mod c1) and τd is a scalar multiple of σd. When
deg(σ) ≡ − deg(σ) (mod c1) then we will also need to prove that ι(σ) is not a scalar multiple of σ.
Let us start with X = G2/P2. Recall that in this situation c1 = 3. Take σ = h. We have by
Chevalley formula the equality σ3 = 6σ3 + 3q where σ3 is the only Schubert class of degree 3. If the
class ι(σ) is a multiple of a Schubert class, then it has to be a multiple of σ2 the unique degree 2
Schubert class or a multiple of pt the class of a point. But 3σ2 = h
2 therefore we may compute σ32
using the equation of the presentation of the cohomology ring 5.1 we get 3σ32 = 2h
3q + 3q2 and by
Chevalley formula σ32 = 4σ3q + 3q
2 which is not a scalar multiple of ι(σ3) = 6σ3 + 3q. We can also
compute pt3 = 2q2ℓ ∗ pt where ℓ is the class of a line in X (see Corollary 3.23). But by Theorem 3
we have pt ∗ ℓ = λq2σ3 because the other term would be q3 (by [LaSh09, Proposition 11.2] or several
applications of the Chevalley formula we even have pt ∗ ℓ = q2σ3) therefore pt3 = 2λq4σ3 which is not
a scalar multiple of ι(σ3) = 6σ3 + 3q.
We now deal with X = F4/P1. Recall that in that situation c1 = 8. Take σ to be the Schubert
class associated to the element s4s3s2s1 in the Weyl group. We have σ
2 = σ−α1 + σ−α2 where α1 and
α2 are simple root. This formula can be proved using the presentation of Proposition 5.2, we proved
it using our program [Ch09]. If the class ι(σ) is a multiple of a Schubert class, then it has to be a
multiple of σ, of τ the other degree 4 Schubert class or of σ12 the unique degree 12 Schubert class.
Using our program, we have τ2 = 6σ−α1 + 8σ−α2 and σ
2
12 = 3q
2σ−α1 + 5q
2σ−α2 + q
3. Therefore none
of them is a multiple of ι(σ)3 = σ−α1 + σ−α2 . To conclude, we need to prove that ι(σ) is not equal to
a multiple of σ. For this we consider ι(σ) as a function on the scheme Spec(QH∗(X,C)q=1). In the
basis (q, σ−α1 , σ−α2) of H the matrix of the multiplication by ι(σ)
2 = σ2 is given by (once more we
use our program): 
 0 2 31 5 9
1 6 10


whose minimal polynomial is P (x) = x3 + 15x2 + 9x + 1. It has two real positive roots and one real
negative root, and from P (σ2) = 0 we deduce that σ has four real values and two complex conjugate
values. Its complex conjugate is therefore not a multiple of itself.
We finish with X = GQ(2, 2n + 1). Recall that in that situation c1 = 2n − 2. We first prove that
there is a Schubert class σ such that its square σ2 is a multiple of σ−αn−1 . For this we need to discuss
on the parity of n. We take for σ the Schubert class associated to the Schubert variety (here we fix a
complete isotropic flag (Wi)i∈[1,n]):
{V2 ∈ GQ(2, 2n + 1) / V2 ⊂W⊥p } if n− 1 = 2p is even,
{V2 ∈ GQ(2, 2n + 1) / V2 ⊂Wp+2} if n− 1 = 2p + 1 is odd.
Remark that the degree of σ is given by
deg(σ) =
{
n− 1 if n− 1 is even,
3(n − 1) if n− 1 is odd.
Fact 6.9 The square σ2 is a scalar (and q) multiple of σαn−1 .
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Proof. Let us deal with the case n− 1 even first. By Example 4.4, there is no q term in σ2. This is of
degree 2(n − 1) and we need to compute the classical products σ ∪ σ ∪ σαk for αk a simple root and
k ∈ [1, n − 1]. The Schubert variety associated to the class σαk is
{V2 ∈ GQ(2, 2n + 1) / V2 ⊂W⊥k−1 and dim(V2 ∩Wk+1) ≥ 1}
where (Wi)i∈[1,n] is a complete isotropic flag. We therefore want to count the number of elements
V2 ∈ GQ(2, 2n + 1) such that
V2 ⊂W⊥p , V2 ⊂ T⊥p , V2 ⊂ U⊥k−1 and dim(V2 ∩ Uk+1) ≥ 1
where (Ui)i∈[1,n], (Ti)i∈[1,n] and (Wi)i∈[1,n] are three generic complete isotropic flags. We see that
these conditions imply that dim(Uk+1 ∩W⊥p ∩T⊥p ) ≥ 1 and because these flags are in general position
that k + 1 − 2p ≥ 1 therefore k ≥ n − 1. In particular the only Schubert class appearing in σ2 is
σ−αn−1 and the result follows. We even know (from [FuWo04]) that this product is not zero and easy
manipulations with isotropic subspaces show that σ2 = 2σ−αn−1 (we will not need this fact here).
Now assume n− 1 to be odd. By Corollary 3, there is no q3 term in σ2, and by Example 4.4, there
is no q term, thus there are only terms of the form q2σ−αk for αk a simple root and k ∈ [1, n− 1]. We
therefore need to compute I2(σ, σ, σαk ). But if f : P
1 → GQ(2, 2n + 1) is a degree 2 morphism then
all the subspaces in the image are contained in a 4-dimensional, non isotropic in general, subspace
V4. We shall use this subspace to get some information. Indeed, if f meets three general Schubert
varieties representing the Schubert classes σ, σ and σαk then the subspace V4 satisfies:
dim(V4 ∩Wp+2) ≥ 2,
dim(V4 ∩ Tp+2) ≥ 2,
V4 ∩ U⊥k−1 contains a 2-dimensional isotropic subspace and
dim(V4 ∩ Uk+1) ≥ 1,
where (Ui)i∈[1,n], (Ti)i∈[1,n] and (Wi)i∈[1,n] are three generic complete isotropic flags. We see that these
conditions imply that dim(Uk+1 ∩ (Wp+2 + Tp+2)) ≥ 1 and because these flags are in general position
that k + 1 + p+ 2 + p+ 2− (2n + 1) ≥ 1 therefore k ≥ n− 1. We conclude as before. Again one can
prove the equality σ2 = 2q2σ−αn−1 . 
We now prove that there is no Schubert class τ different from σ with deg(τ) ≡ − deg(σ) ≡
n−1 (mod c1) and τ2 equal to a scalar multiple of σ−αn−1 . For this we describe the Schubert varieties
associated to such classes τ of degree equal to n− 1 modulo c1:
{V2 ∈ GQ(2, 2n + 1) / V2 ⊂W⊥a and dim(V2 ∩Wa+b+1) ≥ 1} with a ∈ [0, n−12 [ and 2a+ b = n− 1
{V2 ∈ GQ(2, 2n + 1) / V2 ⊂Wa+b+2 and dim(V2 ∩Wa+1) ≥ 1} with a ∈ [0, n−22 [ and 2a+ b = n− 2
where (Wi)i∈[1,n] is a complete isotropic flag. We want to compute the coefficient of σ−αn−1 (resp.
q2σ−αn−1) is the square τ
2 in the first (resp. second) example.
Fact 6.10 The only Schubert class τ of degree n− 1 or 3(n− 1) such that τ2 is a multiple of σ2 by a
scalar product of a power of q are the classes ±σ.
Proof. For τ a degree n − 1 class, we proceed as follows: first we prove that with notation as in
Proposition 6.4, we have σn−12 = σ
2 (recall that σ2 is the degree 2 cohomology class of the Schubert
variety {V2 ∈ GQ(2, 2n+ 1) / V2 ⊂W⊥1 } with (Wi)i∈[1,n] is a complete isotropic flag). Indeed, we can
easily compute using jeu de taquin (cf. [ChPe09a]) that σk2 = σ2k where σ2k is the cohomology class
of the Schubert variety {V2 ∈ GQ(2, 2n + 1) / V2 ⊂ W⊥k } with (Wi)i∈[1,n] is a complete isotropic flag
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and k ≤ n− 2. Then we ealisy see (use for example the heaps like in [ChPe09a]) that the only degree
2n− 2 class containing σn−1 is 12σ2 and from Example 4.4 there is no q term in the product σ2 ∗σn−2.
Therefore σn−12 is a scalar multiple of
1
2σ
2. From this one easily get σn−12 = σ
2 (we will only need that
it is a scalar multiple of σ2).
Recall from our presentation of the quantum cohomology in Proposition 6.4 that any degree n− 1
class τ can be expressed as a symmetric degree n−1 polynomial in the variables x1 and x2. Moreover,
the first equation being in degree 2n − 2 and of the form q = P (x1, x2) with P a degree 2n − 2
polynomial, we have that, in the subring generated by x1 and x2 in QH
∗(GQ(2, 2n + 1),C), the
multiplication is injective from degree n − 1 classes to degree 2n − 2 classes. In particular, the only
classes τ such that τ2 = σ2 = σn−12 is ±σp2 with 2p = n− 1 for n− 1 even and no class for n− 1 odd.
Now σp2 = σ2p as above and is the class σ.
For the second case, we were not able to do the same trick and we need to do geometry on
subspaces as in Fact 6.9. We need to compute the square of the class τ of a Schubert variety {V2 ∈
GQ(2, 2n + 1) / V2 ⊂ Wa+b+2 and dim(V2 ∩Wa+1) ≥ 1} with a ∈ [0, n−22 [ and 2a + b = n − 2 and
where (Wi)i∈[1,n] is a complete isotropic flag. To prove that its square is not a scalar multiple of q
2σ2,
we compute its coefficient on the class σ−αn−b−1 . We therefore have to compute the Gromov-Witten
invariant I2(τ, τ, σαn−b−1). For this we want to count the number of 4-dimensional (non isotropic)
subspaces V4 such that
dim(V4 ∩Wa+1) ≥ 1, dim(V4 ∩Wa+b+2) ≥ 2,
dim(V4 ∩ Ta+1) ≥ 1, dim(V4 ∩ Ta+b+2) ≥ 2,
dim(V4 ∩ Un−b) ≥ 1, V4 ∩ U⊥n−b−2 contains a 2-dimensional isotropic subspace,
where (Ui)i∈[1,n], (Ti)i∈[1,n] and (Wi)i∈[1,n] are three generic complete isotropic flags.
Suppose we are given such V4, and let us analyse some properties of this linear subspace. Since
(Ui)i∈[1,n], (Ti)i∈[1,n] and (Wi)i∈[1,n] are generic, the above inequalities are equalities. We denote P
the intersection point of PV4 and PUn−b. We denote L1 = V4 ∩Wa+b+2 and L2 = V4 ∩ Ta+b+2. In the
plane P(V4 ∩ P⊥) there are two isotropic lines through P , the line PL not meeting PL1 and PL2 and
the line PL3. In the plane PπP (V4) we denote p = PπP (L). In PπL(L4) we denote Λ3 the projection of
PL3. Note that πL(V4) = πL(V4∩Wa+1)⊕πL(V4∩Ta+1) and therefore Λ3 ∈ P(πL(Wa+1)⊕πL(Ta+1)).
Finally we denote π3 the projection with center generated by L and L3 and we observe that Λ :=
Pπ3(V4) ∈ π3(Wa+1) ∩ π3(Ta+1).
We now explain how to find exactly two subspaces V4 satisfying the above conditions given the
isotropic flags.
First of all we see that Un−b∩(Wa+b+2+Ta+b+2) has dimension n−b+a+b+2+a+b+2−(2n+1) = 1.
Thus the point P is determined by P = P(Un−b∩(Wa+b+2+Ta+b+2)). We then have dimπP (Wa+b+2) =
dimπP (Ta+b+2) = a + b + 2 whereas dimπP (Wa+b+2 + Ta+b+2) = 2(a + b + 2) − 1, thus the spaces
PπP (Wa+b+2) and PπP (Ta+b+2) intersect in one point. Note moreover that πP (Wa+b+2) ⊃ πP (L1) ⊃
πP (L), and similarly for πP (Ta+b+2), and thus p is detemined by p = P(πP (Wa+b+2) ∩ πP (Ta+b+2)).
This defines uniquely the line PL in PC2n+1.
Now we observe that P(U⊥n−b−2 ∩ P⊥) meets PL at P (except for (a, b) = (0, n − 2)), so that
Un+b+1 := πL(U
⊥
n−b−2 ∩ P⊥) is a quadratic space of dimension n + b + 1 (for (a, b) = (0, n − 2) the
space πL(U
⊥
n−b−2 ∩ P⊥) is of dimension 2n − 2). The intersection Un+b+1 ∩ (πL(Wa+1) + πL(Ta+1))
has dimension 2 and is non-degenerate for this quadratic form (for (a, b) = (0, n − 2), the space
πL(Wa+1) + πL(Ta+1) is already of dimension 2 with a non degenerate quadratic form). Since we
have seen that Λ3 ∈ P(πL(Wa+1) ⊕ πL(Ta+1)), it follows that we have exactly two choices for Λ3:
the two isotropic points of P(Un+b+1 ∩ (πL(Wa+1) + πL(Ta+1))). Let us choose one isotropic point
Λ3. This defines the projection π3. Observe that π3(Wa+1) and π3(Ta+1) meet in dimension 1 in
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π3(Wa+1⊕Ta+1) of dimension 2a+1, and therefore Λ is defined by Λ = P(π3(Wa+1)∩π3(Ta+1)). This
defines V4 as the inverse image of Λ by π3. 
To conclude the proof we need to prove the following fact:
Fact 6.11 We have ι(σ) 6= ±σ.
Proof. For this we first specialise to q = 1 and we will prove that σ2 = 2σ−αn−1 takes positive
and negative real values. This will imply that for its square root the complex conjugation (i.e. the
involution ι) is never multiplication by ±1.
Consider the multiplication by σ−αn−1 as an endomorphism u of the space H (the vector space
generated by the degree 2n− 2 classes) and adjoint for the scalar product ( , ) defined in the proof of
Proposition 6.7. First of all because the quantum multiplication of Schubert classes has non negative
integer coefficients, we see that tr(u) > 0 and therefore u has positive eigenvalues. If all eigenvalues
of u where non negative, then we would have (u(x), x) ≥ 0 for all x ∈ H with equality if and only
if u(x) = 0. But take x = 1 + σ−α1 (recall that multipication by σ−α1 induces the affine symmetry
described in Subsection 2.5). We have u(x) = 2σ−αn−1 which is non trivial but (u(x), x) = 0. Therefore
U has negative eigenvalues and the result follows. 
This concludes the proof: ι(σ) is never a Schubert class. 
Remark 6.12 Let us compute explicitely in an example the element ι(σ) with σ as in the previous
proposition. Assume that X = GQ(2, 7). We have c1 = 4. In that case, we have σ = σ2 with the
notation of Proposition 6.4. Recall also that there is a unique other Schubert class of degree 2 denoted
τ2. We have σ
2 = 2σ−αad and easy computations give the following equation:
s2(σ4 − 4σ2 − 16) = 0.
Therefore the values of σ2 are 0, 2(1 +
√
5) and 2(1−√5). In particular we see that the polynomial
Q(x) =
x(x2 − 2)
2
√
5
maps the square roots of the values of σ2 to their complex conjugate therefore
ι(σ) =
s3 − 2sq
2q2
√
5
=
1
q2
√
5
(2ℓ+ 2τ2 − σ2)
where ℓ is the class of a line.
7 The incidence variety
In this section we deal with the adjoint variety X of type An, namely the incidence variety between
points and hyperplanes in Pn. For many aspects the results proved in the previous sections are still
valid. However, as the Picard group of X is Z2, some of the results change. We will explain in this
section which of the results proved remain valid and which changes are required for the others.
Fact 7.1 (ı) The parametrisation of Schubert classes by roots in Section 2 remains valid. In particular
Proposition 2.8 is valid.
(ıı) As the Picard group is Z2, there are two classes of degree 1 that we shall denote by h1 and
h2 and there are two quantum parameters q1 and q2. Therefore, the parametrisation of quantum
monomials by roots of the affine root system fails.
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(ııı) Chevalley and Quantum Chevalley formulas also fail. However, setting h = h1 + h2 and
q = q1 + q2, then the formula in Theorem 2 is true.
(ıv) The formula for affine symmetries fails by lack of a description of the quantum monomials.
(v) The description of ̟-minuscule elements is valid as well as the fact that dmax = 2.
It is easy to derive an explicit formula for the quantum Chevalley formula. This formula completly
determines the quantum cohomology ring as the degree 1 classes are generators. We get the following:
Proposition 7.2 The quantum cohomology ring QH∗(X,Q) is generated by h1, h2 and the quantum
parameters q1 and q2. It is the quotient of Q[h1, h2, q1, q2] by the relations
n∑
k=0
hk1(−h2)n−k = q1 + (−1)nq2 and hn+11 = q1(h1 + h2).
(ııı) The quantum cohomology ring is semi-simple for quantum parameters q1 and q2 satisfying
q1 6= 0, q2 6= 0 and q1 + (−1)nq2 6= 0.
Proof. The first two formulas are direct interpretations of the quantum Chevaley formula given in
[FuWo04].
Let us prove the semi-simplicity. By multiplication of the quantum parameters q1 and q2 by the
same scalar, we may assume q1+ (−1)nq2 = 1. Let us first remark that because q1 6= 0, if h1 = 0 then
from the second equation we have h2 = 0. This is not compatible with the first equation. We may
thus assume h1 6= 0 and set h2 = λh1. We obtain
hn1
n∑
k=0
(−λ)k = 1 and hn1 = q1(1 + λ).
Remark that because h1 6= 0 we have 1 + λ 6= 0 therefore, multiplying the first equation by q1(1 + λ)
and equating, we get hn1q1(1 + (−1)nλn+1) = hn1 and the equation
q1λ
n+1 = (−1)n+1(q1 − 1).
Because q1 6= 0 (otherwise h1 = 0) and q1 6= 1 (otherwise q2 = 0) we get n+ 1 distinct solutions for λ
and n(n+ 1) solutions for (h1, h2). 
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