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Abstract
Numerical methods for radiative heat transfer equations coupled to a temperature equation are considered.
E$cient solution methods and approximate equations for this system are investigated and a comparative
numerical study of the di7erent approximations is given. The approximate equations considered in this paper
include moment methods and di7usive approximations. Fast iterative solvers for the problem like multilevel
methods with suitable preconditioning are considered in detail. Numerical experiments and comparisons in
di7erent space dimensions and for various physical situations are presented.
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1. Introduction
During the last years the interest in numerically tractable approximations to the radiative heat
transfer equations drastically increased, for example because of the fact that simulation tools for
modern gas turbine combustion chambers need to predict accurately the load of the walls due to
thermal radiation. In this paper, we consider the radiative transfer equations stated on a bounded
domain D ⊂ R3:
j29tT + j2u · ∇T = j2∇ · (k0∇T ) +
∫ ∞
0
∫
S2
	(I − B) d d; (1.1a)
∀¿ 0; ∈ S2: j · ∇I + ( + 	)I = 4
∫
S2
I d + 	B (1.1b)
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supplemented with boundary data
jk n · ∇T = h(Tb − T ) + 
∫ 0
0
B(Tb; )− B(T; ) d; (1.1c)
for n · ¡ 0: I() = I(′) + (1− )B(Tb(x)): (1.1d)
In these equations, I(x; ; ; t) denotes the speciFc radiation intensity for frequency  at point x∈D
travelling in direction ∈ S2 at time t¿ 0. B denotes Planck’s function
B(; T ) =
2hP3
c2
(ehP=kBT − 1)−1
for black body radiation, which involves Planck’s constant hP, Boltzmann’s constant kB and the speed
of light in vacuum c. T (x; t) denotes the material temperature and Tb is the exterior temperature on
the boundary. 0 denotes the boundary of the opaque part of the spectrum. The equations contain the
absorption and scattering parameters 	(; T ) and (; T ). k0 is the heat conduction coe$cient. The
outside radiation is assumed to be known for the ingoing directions (i.e. n ·¡ 0) on the boundary,
where we denote the outward normal on 9D by n. The reIected angle is ′=−2(n ·)n. =()
denotes reIectivity, i.e. the part of the radiation which is reIected. Finally, j denotes a dimensionless
parameter describing the distance from an optically thick medium
=
1
xref	ref
;
where xref and 	ref are reference length scale and reference absorption rate, respectively.
On the one hand hierarchies of models approximating (1.1) have been derived by various authors,
[16,9,14,12,7] and many others. They range from moment methods closed by entropy principles
to di7usive methods like the SPN -equations. Clearly, these models will di7er in their accuracy
and numerical complexity. They are usually faster than direct solution methods for (1.1), but less
accurate. On the other hand e$cient direct numerical methods to solve (1.1) like for example fast
iterative methods based on Krylov subspace methods and multilevel codes have been developed as
well [21,18,4,11].
Development and investigation of such numerical methods for the present context are the main
focus of the present paper. Advantages and drawbacks of the di7erent approaches are studied and
accuracy and CPU time of the di7erent direct methods and of direct methods and approximate equa-
tions are compared. Section 2 contains a short description of the approximate equations considered.
Section 3 considers direct methods to solve the transport equation for Fxed temperature and Section
4 direct methods for the full system. Sections 5 and 6 contain a detailed numerical study for di7erent
physical situations.
2. Approximate equations
In this section, we brieIy describe di7erent approximate models for the RHT equations.
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2.1. Di6usive approximations
The following approximations are obtained by an asymptotic expansion of the radiative transfer
equations with respect to the parameter j, see [14].
2.1.1. P1-approximation
The Frst approximation yields a well-known model approximating the transport equation (1.1) to
O(j2). The classical P1 equation reads
9tT + u · ∇T =∇ · (k0∇T ) +
∫ ∞
0
∇ ·
(
1
3( + 	)
∇
)
d; (2.1a)
∀¿ 0: − j2∇ ·
(
1
3( + 	)
∇
)
+ 	= 	(4B); (2.1b)
where  ∼ ∫S2 I d is the total incident radiation. System (2.1) is supplemented with Robin-type
boundary data:
∀¿ 0: (x) +
(
1 + 3r2
1− 2r1
2j
3(	 + )
)
n · ∇(x) = 4Bb(x); (2.2)
where Bb(x) = B(; Tb(x)). The boundary condition for the temperature is the same as before. ri are
values depending on the reIectivity , see [14].
2.1.2. SP2-approximation
The second approximation to O(j4) is
9T
9t + u · ∇T =∇ · k0∇T +
∫ ∞
0
∇ · 1
3( + 	)
∇ d; (2.3a)
∀¿ 0:− j2∇ · 35( + 	) ∇+ 	= 	(4B); (2.3b)
where
= + 45(− 4B): (2.4)
The boundary conditions are
∀¿ 0: (x) +
(
1 + 3r2
1− 4r3
4j
5(	 + )
)
n · ∇(x)
=4B(x) +
(
1− 2r1
1− 4r3
6
5
)
[4Bb(x)− 4B(x)]: (2.5)
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2.1.3. SP3-approximation
The third-order approximation is the SP3 equation:
9tT + u · ∇T =∇ · (k0∇T ) +
∫ ∞
0
∇ ·
(
1
( + 	)
∇(a11 + a22)
)
d; (2.6a)
∀¿ 0: − j2∇ ·
(
 21
( + 	)
∇1
)
+ 	1 = 	(4B); (2.6b)
∀¿ 0: − j2∇ ·
(
 22
( + 	)
∇2
)
+ 	2 = 	(4B): (2.6c)
 is found as linear combination of 1 and 2. System (2.6) is supplemented with Robin-type
boundary conditions.
1 1(x) +
j
	
n · ∇ 1(x) =−"2 2(x) + #1Bb; (2.7a)
2 2(x) +
j
	
n · ∇ 2(x) =−"1 1(x) + #2Bb: (2.7b)
 i; ai; i; "i; #i are appropriate constants, see again [14]. These equations approximate the full RHT
equations with order O(j6). For details see [9,14].
Based on the SPN equations one can derive frequency averaged equations. We refer to [13] for
an example.
2.2. Entropy-Moment approximations
These approximations are based on moment methods where the closure relation is obtained by
entropy maximization.
2.2.1. Full space entropy-moment (EM) approximation
The Levermore entropy approach [16,5] for radiation yields the following system for the frequency-
independent case 	 = constant and 0 = 0:
j29tT + j2u · ∇T = j2∇ · (k0∇T ) + 	(− 4B(T )); (2.8a)
j∇ · F + 	= 4B(T ); (2.8b)
j∇ · (D(f)) + (	 + )F = 0: (2.8c)
B(T ) denotes the frequency averaged Planck function B(T )=
∫∞
0 B(T; ) d= aT
4. The relative Iux
is given by f = F= and the Eddington factor is
D(f) = D =
1− '
2
I +
3' − 1
2
n⊗ n; n= f‖f‖ ; ' =
3 + 4‖f‖2
5 + 2
√
4− 3||f||2 :
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 approximates the frequency averaged incident radiation
∫∞
0
∫
S2 I d d and F is an approximation
for
∫∞
0
∫
S2 I d d. A model including frequency dependence can be found in [22]. Related models
can be found in [20,15,1,19]. A more general approach is described in the next subsection.
2.2.2. Partial space entropy-moment (PSEM) approximation
For a function g= g(; ), where  denotes frequency and  denotes direction, we deFne
〈g〉A =
∫
A
∫ ∞
0
g(; ) d d:
A denotes the set of the angular integration. For example for a half space moment model we have
A∈{S2+;S2−}. S2+ = {∈S2:x ¿ 0} is the positive half sphere and S2− is deFned analogously.
We deFne the corresponding moments by
A = 〈Iˆ〉A;
FA = 〈Iˆ〉A;
PA = 〈( ⊗ )Iˆ〉A;
where Iˆ = Iˆ(A; FA) is an approximation of I found by entropy minimization. Let A be a partition
of the unit sphere S2. Then the moment system reads for the case of constant 	:
j29tT + j2u · ∇T = j2∇ · (k0∇T ) + 	
(∑
A′∈A
A′ − 〈B(T )〉S2
)
;
j∇FA + (	 + )A = 4 〈1〉A
∑
A′∈A
A′ + 	〈B(T )〉A;
j∇PA + (	 + )FA = 4 〈〉A
∑
A′∈A
A′ + 	〈B(T )〉A
for all A∈A. Note, that the above is a hyperbolic system with relaxation terms as before. For a
derivation in the one-dimensional case we refer to [7]. Further investigations can be found in [6,8].
In the computations below we use a quarter space method in two dimensions, dividing the angular
space into four quadrants. Models including frequency dependence can be developed along the same
lines as in the full moment case.
3. Fast iterative methods for the transport equation with xed temperature
In this section, we consider the radiative transfer equation for Fxed temperature T :
∀∈R+; ∈ S2 : j · ∇I + ( + 	)I = 
4
∫
S2
I d + 	B(T ): (3.1)
222 M. Sea'd et al. / Journal of Computational and Applied Mathematics 170 (2004) 217–239
Solution methods for this system will be used as a building block for the full system considered
in the next section. Using a discrete ordinate method for the angular discretization and a diamond
di7erencing or Fnite element discretization in space the fully discrete formulation can be written as
a linear system. Eliminating the angular Iux one obtains a linear system for the incident radiation
=
∫
S2
I d;
i.e.
A= b:
See, for example, [17,10]. The resulting system is solved by di7erent iterative schemes in the fol-
lowing.
3.1. Richardson/source iteration (SI)
The usual iteration for the incident radiation equation can be written as follows. Given an initial
guess (0), the (k + 1)-iterate solution is obtained by
(k+1) = (I − A)(k) + b:
Note that this iteration is equivalent to a block Gauss–Seidel method for the full linear system where
the angle-dependent intensities are not eliminated.
3.2. DSA
The di7usion synthetic acceleration (DSA) method, see for example [12,2] and many references
therein, uses the di7usion problem
∀∈R+: ∇ ·
( −1
3( + 	)
∇
)
+ 	(x) =

4
q(x)
with suitable boundary conditions as preconditioner to the source iteration. Consider the map from
q to the solution  of the above problem. For D being the corresponding matrix resulting from a
consistent discretization of the above di7usion problem, the DSA method can be written as follows:
(k+1) =
(
I − (I −D−1)A)(k) + (I −D−1)b:
3.3. Krylov subspace methods (GMRES/BICGSTAB)
Krylov subspace methods can be interpreted as weighted Richardson iterations:
(k+1) = (I − P−1A)(k) + P−1b; (3.2)
where the relaxation parameters  and the preconditioner P are variables within each iteration step.
The BICSTAB and GMRES algorithms to solve the radiative transfer equation can be implemented
in the conventional way, however the sparse matrix A cannot be explicitly stored. All what is needed
is a subroutine that performs a matrix–vector multiplication.
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3.4. DSA-GMRES
One can combine the two approaches above and consider the preconditioned GMRES iteration:
(k+1) = (I − (I −D−1)P−1A)(k) + (I −D−1)P−1b: (3.3)
3.5. Multilevel
A fast multilevel algorithm to solve A= b, requires, see [11]:
• Atkinson–Brakhage approximate inverse,
• Restriction and prolongation operators for the transfer between the grids,
• GMRES/BICGSTAB solver for the coarse mesh problem.
The multilevel method can be seen as preconditioned Richardson iteration in the following form:
(k+1) = (I − BLlAL)(k) + BLl b;
where the preconditioner is given by
BLl = I + A
−1
l (I − AL):
l and L denote the coarse and Fne levels, respectively. The two grid algorithm AB is deFned by
AB(l; L; {Al}; b; j;):
(k+1) = (I − BLlAL)(k) + BLl b
with initial value (0) = A−1l b and stopping criterion ‖b− AL(k)‖6 j.
The nested iteration NestAB to approximate the solution of ALL = b is deFned recursively as
follows:
NestAB(l; L; {Al}; b; j):
DeFne l as l = A−1l b
for m= l+ 1; L do
m ← AB(l; m; {Al}; b; jm;m−1)
end
4. Fast iterative methods for the full RHT system
In this section, we consider the full radiative transfer system including the heat transfer equation
directly
j29tT + j2u · ∇T = j2∇ · (k0∇T ) +
∫ ∞
0
	
∫
S2
(I − B) d d; (4.1a)
∀¿ 0; ∈ S2: j · ∇I + ( + 	)I = 4
∫
S2
I d + 	B: (4.1b)
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First a fully implicit time discretization is used and the problem is reduced to a stationary problem.
For example, for an implicit Euler discretization we have to solve the following equation:
j2u · ∇T = j2∇ · (k0∇T ) +
∫ ∞
0
	
∫
S2
(I − B) d d+ T + q; (4.2a)
∀¿ 0; ∈ S2: j · ∇I + ( + 	)I = 4
∫
S2
I d + 	B: (4.2b)
This can be written as a Fxed point problem, see [3]. Eliminating the angular Iux one obtains a
nonlinear equation for the temperature
T =H(T )
with
H= G
(∫ ∞
0
	(4B(T )−S(B(T )))
)
d;
where G(Q) is the solution operator for
j2u · ∇T = j2∇ · (k0∇T ) + T + q+ Q (4.3)
and S(B) is the map B → ∫S2 I d with I the solution of
∈ S2: j · ∇I + ( + 	)I = 
4
∫
S2
I d + 	B: (4.4)
Both maps can be evaluated by di7erent algorithms, see the last section for di7erent algorithms for
S.
Using a discrete ordinate method for the angular discretization and a diamond di7erencing or Fnite
element discretization in space the fully discrete formulation can then be written as
T =Hh(T ):
To solve the nonlinear system of equations T −Hh(T )= 0 we use di7erent iterative schemes in the
following:
4.1. Newton - GMRES
NG (Hh; T; j):
While ‖T −Hh(T )‖¿ j
• Solve s−H′h(T )s=Hh(T )− T with GMRES
Terminate GMRES with suitable stopping criterion
• T = T + s
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4.2. Nested Newton - GMRES
NestNG ({Hh}; hmin):
• Solve T −Hh0(T ) = 0; h= h0
• while h¿hmin
h= h=2; j= ‖T −Hh0(T )‖
NG (Hh; T; j)
4.3. Newton–Atkinson–Brakhage
NAB (Hh; T; h0; j)
While ‖T −Hh(T )‖¿ j
• Solve s−H′h(T )s=Hh(T )− T with the iteration
sk+1 = (I − Ghh0(I −H′h(T )))sk + Ghh0(Hh(T )− T )
where
Ghh0 = I + (I −H′h0(T ))−1H′h(T ):
Terminate the iteration with suitable stopping criterion
• T = T + s
4.4. Nested Newton–Atkinson–Brakhage
Here the Atkinson–Brakhage algorithm is used in the nested iteration instead of NG.
NestNAB ({Hh}; hmin):
• Solve T −Hh0(T ) = 0; h= h0
• while h¿hmin
h= h=2; j= ‖T −Hh0(T )‖
NAB (Hh; T; h0; j)
4.5. Linear-implicit method
Another way of proceeding is to use instead of the fully implicit discretization above a linear
implicit discretization (LI):
For simplicity, we consider the frequency-independent case, 	 = constant, 0 = 0, I = I(x; ; t),
B(T ) = aT 4. Moreover, we chose u = 0. Using B(T ) as an independent variable instead of the
temperature T , the Frst equation in (1.1) reads
j2 9B9t = j
2B′∇
(
k0
B′
∇B
)
+ B′	
∫
S2
(I − B) d: (4.5)
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The discretized form of the full system reads
j2 B
(n+1) − B(n)
Rt
= j2(B′)(n)∇
(
k0
(B′)(n)
∇B(n+1)
)
+ (B′)(n)	
∫
S2
(I (n+1) − B(n+1)) d;
j∇I (n+1) + I (n+1) = 
4
∫
S2
I (n+1) d + 	(B(n+1) − I (n+1)):
These equations are solved by a Block Gauss–Seidel iteration, i.e. we solve[
j2 + Rt(B′)(n)4	 − j2Rt(B′)(n)∇
(
k0
(B′)(n)
∇(·)
)]
Bk+1
−Rt(B′)(n)	
∫
S2
Ik+1 d = j2B(n); (4.6a)
− 	Bk +
[
j∇(·) +  + 	 − 
4
∫
S2
d
]
Ik+1 = 0: (4.6b)
To solve the above linear equations any type of iterative methods is used. For the transport part,
see for example the last section.
4.6. Linear-implicit-DSA
For preconditioning of the above linear system we use the P1-equations associated to the error
equations of (4.6a,b). The preconditioning procedure (DSALI) is as follows:
First solve (4.6a,b) and call the solution (Bk+1=2; Ik+1=2). Consider the equations for the errors
bk+1=2 and ik+1=2:[
j2 + Rt(B′)(n)4	 − j2Rt(B′)(n)∇
(
k0
(B′)(n)
∇(·)
)]
bk+1=2
−Rt(B′)(n)	
∫
S2
ik+1=2 d = 0; (4.7a)
[
j∇(·) +  + 	 − 
4
∫
S2
d
]
ik+1=2 = 	bk+1=2 + 	(Bk+1=2 − Bk): (4.7b)
Approximate these equations with the P1 approximation:[
j2 − j2Rt(B′)(n)∇
(
k0
(B′)(n)
∇(·)
)]
3k+1=2
− j
2Rt(B′)(n)
3( + 	)
R’k+1=2 = Rt(B′)(n)4	(Bk+1=2 − Bk); (4.8a)
− 4	3k+1=2 +
[
− j
2
3( + 	)
∇(·) + 	
]
’k+1=2 = 4	(Bk+1=2 − Bk): (4.8b)
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This yields the corrections (3k+1=2; ’k+1=2) and
Bk+1 = Bk+1=2 + 3k+1=2;∫
S2
Ik+1 d =
∫
S2
Ik+1=2 d + ’k+1=2: (4.9)
Finally, determine Ik+1 using
∫
S2 Ik+1 d in Eqs. (4.6b).
5. Numerical comparisons for xed temperature
5.1. One-dimensional situation
We specify a test conFguration to compare the di7erent models. First, we consider a @xed tem-
perature proFle in one dimension, where the temperature increases linearly from 1000 to 1800 K.
The one-band case is assumed with  and 	 constant. Thus, we consider in D=[0; 1] the following
equations:
 
9I
9x + ( + 	)I =

2
∫ 1
−1
I(x;  ′) d ′ + 	B(T ((x));
where
B(T ) = aT 4; T (x) = 1000 + 800x; Tb(xˆ) = T (xˆ); = 0:
To compare the direct algorithms for the full transfer equations we consider di7erent cases for , 	
and scattering ratios 5= =( + 	):
 = 1; 	 = 10; 5 ∼ 0:09
 = 1; 	 = 1; 5= 0:5
 = 100; 	 = 1; 5 ∼ 0:99:
First the multilevel algorithms are investigated: let N be the number of gridpoints on the Fne grid.
For the two-grid algorithm (AB) we use additionally the grid with N=2 gridpoints. For the nested
iteration (NestAB) grids with N=2; N=4 and N=8 gridpoints are used additionally. For the angular
grid 64 grid points are used for all computations. A comparison of the run times for di7erent grid
sizes for the code AB is given in Table 1.
To compare the other direct methods for the radiative transfer equations with the multilevel code
we Fx the spatial grid size to N = 512. A comparison of the rate of convergence for the di7erent
iterative methods for the radiative transfer equation is shown in Fig. 1. A comparison of the run
times for the di7erent methods for the radiative transfer equation for N = 512 is given in Table 2.
Obviously, the multilevel methods are optimal for all physical situations considered.
Finally, we compare in Figs. 2 and 3 the di7erent approximate equations for the cases  = 1,
	 = 1 and  = 0:1, 	 = 0:01 with the solution of the RHT equations. In the case considered here,
especially the half moment method gives very accurate results.
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Table 1
Run times for di7erent gridsize for the two-grid algorithm (AB)
Gridpoints N CPU time
212 0:129
213 0:360
214 0:870
215 1:980
216 3:999
217 8:270
0 1 2 3 4 5 6
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σ = 100,  κ = 1
Fig. 1. Rates of convergence, one-dimensional.
Table 2
CPU time (in s) for SI, GMRES, DSA, AB, NestAB. One-dimensional situation
 = 1, 	 = 10  = 1, 	 = 1  = 100, 	 = 1
SI 0.07 0.17 12.15
GMRES 0.07 0.1 0.83
DSA 0.1 0.39 0.20
AB 0.009 0.009 0.03
NestAB 0.009 0.019 0.07
A comparison of the CPU times for the solution of the full radiative transfer equation and for
the solution of the approximate equations strongly depends on the number of angular discretizations
points used for the full radiation problem. Here, we used a standard method for the di7usive problems,
a kinetic scheme combined with a Newton iteration for the half space moment method and the above
multilevel method for the solution of the radiative transfer equations. Roughly the solution of the
SP3 equations takes about twice as much time as the solution of the P1 equations. The solution
of the half space moment model takes about 10 times as much time and the solution of the full
transport problem takes between 2 and 3 orders of magnitude as much time as the P1 solution.
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Fig. 2. Incident radiation of the di7erent models for a Fxed temperature proFle in one dimension and  = 1, 	 = 1.
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Fig. 3. Incident radiation of the di7erent models for a Fxed temperature proFle in one dimension and  = 0:1, 	 = 0:01.
5.2. Two-dimensional situations
5.2.1. Constant coeAcients
In the second numerical test, we again Fx the temperature proFle in the two dimension unit square.
We consider D= [0; 1]× [0; 1] and the equations
 
9I
9x + #
9I
9y + ( + 	)I =

4
∫ 
0
∫ 2
0
I(x; y;  ′; #′)sin #′ d ′ d#′ + 	B(T (x; y));
where B(T )= aT 4, T (x; y)= 1000+400(x+ y), Tb(xˆ; yˆ)= T (xˆ; yˆ); =0. For the comparison of the
direct methods for the full transport equations we consider the same values for  and 	 as in the
one-dimensional situation.
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Table 3
Run times for di7erent gridsize for the two level algorithm
Gridpoints N × N CPU time
64× 64 1:03
128× 128 5:82
256× 256 26:98
512× 512 117:59
1024× 1024 515:03
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Fig. 4. Rates of convergence, two dimension.
Table 4
CPU time (in s) for SI, GMRES, DSA, AB, NestAB. Two dimension computations
 = 1, 	 = 10  = 1, 	 = 1  = 100, 	 = 1
SI 17.8 33.7 2389.8
GMRES 15.5 20.8 174.4
DSA 26.0 71.7 70.6
AB 16.5 17.3 129.5
NestAB 21.7 28.8 131.7
Again Frst a comparison of the run times for di7erent grid sizes for the two level code AB is
given in Table 3.
A comparison of the rate of convergence for the di7erent iterative methods for the radiative transfer
equation in two-dimensional is shown in Fig. 4. Here, the grid size is Fxed to N = 256 × 256. A
comparison of the run times for the di7erent methods for the radiative transfer equation is given for
N = 256 × 256 in Table 4. One observes that GMRES and DSA are slower, but competitive with
the multilevel methods in this case.
Finally, the comparison of the direct solution with the results of the di7erent approximate models
for the case  = 1, 	 = 1 is shown in Fig. 5. The case  = 0:1, 	 = 0:01 along the diagonal x = y
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Fig. 5. Incident radiation of the di7erent models for a Fxed temperature proFle in two dimension for  = 1, 	 = 1. Plot
along the diagonal x = y.
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Fig. 6. Incident radiation of the di7erent models for a Fxed temperature proFle in two dimension for  = 0:1, 	 = 0:01.
Plot along the diagonal x = y.
and along y = 0:5 is shown in Figs. 6 and 7, respectively. We have used for the partial space
approximation a quarter space method and a kinetic scheme combined with a Newton iteration to
solve the resulting nonlinear system of equations. The di7usive equations are solved using standard
methods.
5.2.2. Discontinuous coeAcients
The second two-dimensional testcase is a situation with spatially dependent discontinuous absorp-
tion coe$cients 	. We consider a problem with D = [0; 1] × [0; 10];D0 = [0:45; 0:55] × [4:5; 5:5].
232 M. Sea'd et al. / Journal of Computational and Applied Mathematics 170 (2004) 217–239
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
5.5
6
6.5
7
7.5
8
8.5
9
9.5
10 x 10
4
x
 1
/4
π
∫ Ι
 d
Ω
κ =0.01, σ=0.1
Transport
Quarter Space
SP3
P1
Fig. 7. Incident radiation of the di7erent models for a Fxed temperature proFle in two dimension for  = 0:1, 	 = 0:01.
Plot along y = 0:5.
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Fig. 8. Rates of convergence, discontinuous.
B(T ) = aT 4 with T (x; y) = 1000 K in D0 and T (x; y) = 1800 K in D \D0. Tb(xˆ; yˆ) = T (xˆ; yˆ); = 0.
	 = 	0 in D0 and 	 = 	1 in D \D0.
To test the rates of convergence of the di7erent direct algorithms we consider two cases, where
the constant coe$cient  is chosen equal to 1 and 100, respectively. We choose 	0 =10 and 	1 =1.
The rates of convergence of the di7erent algorithms are shown in Fig. 8 for N = 256 × 256. The
run times for the di7erent codes are shown for the same number of gridpoints in Table 5.
Finally, again the solutions of the di7erent approximate equations are compared with the direct
solution of the RHT equations. We choose = 1 and consider the cases 	0 = 3, 	1 = 1 and 	0 = 1,
	1 = 0:1, see Figs. 9 and 10.
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Table 5
CPU time (in s) for SI, GMRES, DSA, Two-grid algorithm (AB). Two dimension situation
with discontinuous coe$cients
 = 1  = 100
SI 49.13 3597.06
GMRES 40.76 269.18
DSA 70.87 110.25
AB 36.13 198.01
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Fig. 9. Incident radiation of the di7erent models for discontinuous coe$cients 	0 = 3, 	1 = 1. Plot along x = 0:5.
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Fig. 10. Incident radiation of the di7erent models for discontinuous coe$cients and 	0 = 1, 	1 = 0:1. Plot along y = 5.
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Table 6
Absorption cross sections of an eight-band model
Band – – (m) –+1 (m) 	– (m−1)
1 ∞ 5 0.40
2 5 0.3333 0.50
3 0.3333 0.2857 7.70
4 0.2857 0.2500 15.45
5 0.2500 0.2222 27.98
6 0.2222 0.1818 267.98
7 0.1818 0.1666 567.32
8 0.1666 0.1428 7136.06
0.1428 0 opaque
Table 7
Number of iterations and CPU time for SI, GMRES, DSA and two grid methods for the eight frequency-bands problem
with di7erent values of 
SI GMRES DSA AB
 = 1 Iterations 54 33 31 21
CPU 30.45 38.17 39.38 26.50
 = 10 Iterations 288 62 39 28
CPU 108.30 42.03 35.13 33.97
 = 100 Iterations 3515 220 89 66
CPU 1190.73 170.21 57.27 116.68
5.2.3. Frequency bands
The third two-dimensional test case is for frequency dependent absorption rate 	. We consider
the same two-dimensional situation as above. The scattering ratio  is assumed to be constant
= 1; 10; 100. For 	 we use the frequency bands and associated absorption rates given in Table 6.
The run times and the number of iterations in each frequency band for the di7erent algorithms
for the RHT equations are compared in Table 7.
6. Numerical comparisons for the full radiative heat transfer equations
6.1. One-dimensional situation
As before we consider as a Frst step a one dimension situation, D= [0; 1]. The equations are
j29tT + j2u9xT = j2k09xxT + 2
∫ ∞
0
∫ 1
−1
	(I − B) d d;
j 9xI + ( + 	)I =

2
∫ 1
−1
I(x;  ′) d ′ + 	B(T ((x));
B(T ) = aT 4:
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Table 8
Run times (s) for solving the RHT system using di7erent mesh sizes
Nx LI DSALI NG NestNG NestNAB
33 0.05 0.06 0.10 0.09 0.09
65 0.09 0.11 0.16 0.14 0.14
129 0.17 0.20 0.29 0.24 0.24
257 0.36 0.60 0.63 0.46 0.42
513 0.81 1.68 1.38 0.94 0.76
1025 2.29 5.49 3.30 2.05 1.52
The solvers compared are Linear implicit (LI), preconditioned linear implicit (DSALI), Newton’s method (NG), nested
Newton (NestNG), nested Atkinson–Brakhage (NestNAB). j= 1.
Table 9
Run times (s) for solving the RHT system with variable parameter j (mesh size Rx = 2−7)
j LI DSALI NG NestNG
1 0.17 0.20 0.29 0.24
0.75 0.18 0.23 0.31 0.25
0.5 0.23 0.26 0.41 0.26
0.25 0.33 0.31 0.55 0.29
0.1 1.02 0.40 1.04 0.60
0.075 1.62 0.43 1.14 0.76
0.05 3.28 0.47 1.59 0.90
0.025 11.26 0.48 2.62 1.21
0.01 64.93 0.49 6.62 2.99
We consider  = 0, u= 0, k0 = 1, 	= 1 and j ranging from ∞ to 0, i.e. in physical parameters: 	
ranges from 0 to ∞, k0 = O(1=	) and t = O(	). Here, we choose ingoing Planckians as boundary
conditions for the intensity: T = Tb(0), I(0;  ) = B(Tb);  ¿ 0 on the left boundary and T = Tb(1),
I(1;  ) = B(Tb);  ¡ 0 on the right boundary. We choose Tb(0) = 1000 K; Tb(1) = 1800 K.
We consider Frst the di7erent direct methods for the radiative transfer equation. A comparison
of the run times for j = 1 and di7erent grid sizes is given in Table 8. We compare the linear
implicit (LI), linear implicit with DSA (DSALI), Newton (NG), nested Newton, (NestNG) and
nested Atkinson–Brakhage (NestNAB).
A comparison of the run times for the di7erent methods for the radiative transfer equation for
di7erent j is given in Table 9.
A comparison of the solutions of di7erent approximate equations with the RHT equations can be
found in Figs. 11 and 12. We consider the same parameters as before and the cases j= 10; 1.
A comparison of the CPU times for the solution of the full radiative transfer equation and for the
solution of the approximate equations gives similar results as in the previous sections.
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Fig. 11. Incident radiation of the di7erent models for the coupled equations in one dimension with j= 1.
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Fig. 12. Incident radiation of the di7erent models for the coupled equations in one dimension with j= 10.
6.2. Two-dimensional situations
In the second numerical test the two dimension unit square D= [0; 1]× [0; 1] is considered. The
equations are
j29tT + j2u · ∇T = j2∇ · (k0∇T ) +
(∫ ∞
0
∫ 
0
∫ 2
0
I(x; y;  ′; #′)sin #′ d ′ d#′ − 4B
)
d;
 
9I
9x + #
9I
9y + ( + 	)I =

4
∫ 
0
∫ 2
0
I(x; y;  ′; #′)sin #′ d ′ d#′ + 	B(T (x; y)):
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Table 10
CPU time (in s)
j= 1 j= 0:1 j= 0:01
NG 139.54 198.79 65.37
Nest2NG 19.84 21.46 21.87
Nest3NG 27.61 22.67 22.97
NAB 11.97 13.73 14.47
NestNAB 16.13 14.02 14.69
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Fig. 13. Incident radiation of the di7erent models for the coupled equations in two dimension for j=1. Plot along y=0:5.
Boundary conditions are ingoing Planckians as before. Tb is chosen as a linearly increasing function
from 1000 to 1400 K on the boundaries x = 0 and y = 0 of the square and from 1400 to 1800 K
for the boundaries x = 1 and y = 1.
A comparison of the run times for the di7erent methods for the radiative transfer equation is given
in Table 10. We compare Newton-Gmres (NG), Two-level nested Newton-Gmres (Nest2NG), Three-
level nested Newton-Gmres (Nest3NG), Two-level Newton–Atkinson–Brakhage (NAB), Three-level
nested Newton–Atkinson–Brakhage (NestNAB).
The results along y = 0:5 for the di7erent approximate models can be found in Figs. 13 and 14.
We consider again an optically thicker and an optically thinner case: j= 1 and j= 10.  is chosen
equal to 0 for both computations. The other parameters are chosen as in the one dimension case.
7. Conclusions
• All approximate models give reasonable results in situation which are su$ciently di7usive. Partial
space moment models give accurate approximations even in optically thin regimes. The numerical
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Fig. 14. Incident radiation of the di7erent models for the coupled equations in two dimension for j = 10. Plot along
y = 0:5.
e7ort for all approximations is in general smaller than the time needed for the solution of the full
RHT even if a fast iterative method is used.
• Multilevel methods for the full radiative transfer equations are in most situations superior to
other direct iterative methods. However, approaches especially adapted to certain situations like a
preconditioned linear implicit method gives better results for example for small values of j.
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