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Abstract
Randomly censored data consist of i.i.d. pairs of observations (Xi; i), i=1; : : : ; n. If i =0, Xi
denotes a censored observation, and if i =1, Xi denotes a survival time, which is the variable
of interest. A popular stochastic measure of the distance between the density function f of the
survival times and its kernel estimate fn is the integrated square error. In this paper, we apply the
technique of strong approximation to establish an asymptotic expansion for the integrated square
error of the kernel density estimate fn: c© 1998 Elsevier Science B.V. All rights reserved.
Keywords: Bandwidth; Kaplan{Meier estimator; Mean integrated square error; Strong
approximation; Wiener process
1. Introduction
Let T1; : : : ; Tn be a sequence of independent, nonnegative random variables with
common continuous distribution function F and density function f. Independent of the
Ti’s, let U1; : : : ; Un be another sequence of independent, nonnegative random variables
with common continuous distribution function G. We will refer to the Ti’s as survival
times and to the Ui’s as censoring times. Under the random censorship model from
the right, we are only able to observe the smaller of Ti and Ui and an indicator of
which variable was smaller:
Xi= min(Ti; Ui); i= I[Ti6Ui]; for i=1; : : : ; n;
where IA for any event A denotes the indicator function of A. Based on these randomly
censored data, the Kaplan and Meier (1958) product limit estimator for the survival
function 1− F is dened by
1− Fn(t)=
(Q
k:X(k)6t

1− (k)n−k+1

if t6X(n);
0 if t>X(n);
where X(1)<X(2)<   <X(n) are the order statistics of X1; : : : ; Xn, and (i) is the value
of  associated with X(i), i.e., (i) = j when X(i) =Xj. By smoothing the increments
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in the Kaplan{Meier estimator Fn, the kernel estimator for the density function f(t)
is dened by
fn(t)=
1
hn
Z 1
0
K

t − s
hn

dFn(s);
where K is a kernel function having nite support on (−1; 1) and hn is a sequence of
positive bandwidths tending to 0 as n!1. The properties of the kernel estimator fn
have been examined by Blum and Susarla (1980), Burke and Horvath (1984), Foldes
et al. (1981), Mielniczuk (1986), Marron and Padgett (1987), and Diehl and Stute
(1988), among others.
Stochastic measures of the distance of fn from f have been used to study the
performance of the kernel estimators fn: A very popular stochastic measure of the
accuracy of fn is the integrated square error dened by
In(d)=
Z d
0
[fn(t)− f(t)]2 dt;
where 0<d61: The corresponding deterministic measure of the accuracy of fn is the
mean integrated square error given by
Jn(d)=E[In(d)]=E
 Z d
0
[fn(t)− f(t)]2 dt
!
:
Let S(t)= 1−F(t); C(t)= 1−G(t); and (t)=P(X1>t)= S(t)C(t): Under appropriate
conditions on f; ; and K; Zhang (1996) derived the following asymptotic expansion
of Jn(− ) for any >0:
Jn(− ) = k
2
2
4
h4n
Z −
0
[f00(t)]2 dt +
1
nhn
Z 1
−1
K2(t) dt

Z −
0
f(t)
C(t)
dt + o(h4n) + o

1
nhn

; (1.1)
where  is such that ()>0 and k2 =
R 1
−1 t
2K(t) dt: It is of interest to know whether
the stochastic measure In(− ) has a similar asymptotic expansion in some sense. The
purpose of this paper is to show that In(−) admits an asymptotic expansion analogous
to Eq. (1.1) in probability and thus the ratio In( − )=Jn( − ) converges to one in
probability. In the uncensored case, Hall (1982) established an asymptotic expansion
in probability for the integrated square error
R1
−1[fn(t) − f(t)]2 dt using the strong
approximation technique developed by Komlos et al. (1975) for the ordinary empirical
process. Our approach is based on the strong approximation technique developed by
Burke et al. (1981, 1988) in the censored case. The strong approximation technique
allows us to establish an asymptotic expression for fn(t) − f(t); from which we can
derive an asymptotic expansion for In(− ) similar to Eq. (1.1).
In order to formulate our results, we need the following assumptions on the kernel
function K .
(A1) K is right continuous and is of bounded variation on (−1; 1): In addition, K(t)= 0
if t =2 (−1; 1).
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(A2)
R 1
−1 K(t) dt=1.
(A3)
R 1
−1 tK(t) dt=0.
(A4)
R 1
−1 t
2K(t) dt= k2 6=0.
Our main result of this paper is the following theorem, whose proof is given in
Section 2.
Theorem 1.1. Let >0 be such that ()>0 and hn be a sequence of positive band-
widths satisfying hn=O(n−1=5) as n ! 1. Suppose that Assumptions (A1){(A4)
hold and f is twice continuously dierentiable on [0; ]: Then for any >0; we have
In(− ) = k
2
2
4
h4n
Z −
0
[f00(t)]2 dt +
1
nhn
Z 1
−1
K2(t) dt

Z −
0
f(t)
C(t)
dt + op(h4n) + op

1
nhn

: (1.2)
Under the conditions of Theorem 1.1, Theorem 4.1 of Zhang (1996) implies that
Jn(−) admits the asymptotic expansion given in Eq. (1.1). As a result, the following
corollary holds.
Corollary 1.1. Under the conditions of Theorem 1.1, In(− )=Jn(− ) converges to
one in probability.
It is easy to see that the asymptotically optimal bandwidth hn ; obtained by minimiz-
ing the sum of the two leading terms in Eq. (1.1), is of order O(n−1=5): The exact
expression of hn is given in Corollary 4.1 of Zhang (1996). Therefore, Theorem 1.1
and Corollary 1.1 imply the following corollary.
Corollary 1.2. Under the conditions of Theorem 1.1 and with the choice of the asymp-
totically optimal bandwidth hn ; the asymptotic expansion (1.2) of In(− ) holds and
In(− )=Jn(− ) converges to one in probability.
2. Proofs
The proof of Theorem 1.1 is based on the following two lemmas. We begin with
introducing some further notations. Let fW (t); t>0g be a standard Wiener process.
Without loss of generality, we assume throughout that all the random variables and
the processes of this paper are dened on the same probability space. Furthermore, we
dene
~fn(t)=
1
hn
Z 1
0
K

t − s
hn

f(s) ds;
v(t)=
Z t
0
1
S2(s)C(s)
dF(s);
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Qn1 =
Z −
0
"Z 1
−1
S(t − hnu)W (v(t − hnu)) dK(u)
#2
q(t) dt;
Qn2 =
Z −
0
"Z 1
−1
S(t − hnu)W (v(t − hnu)) dK(u)
#
q(t) dt;
where q(t) is some (measurable) function dened on [0;1]:
We rst prove the following lemma, which establishes an asymptotic expansion for
Qn1:
Lemma 2.1. Let >0 be such that ()>0: Suppose that Assumptions (A1){(A4)
hold. Suppose further that f(t) and q(t) are continuous on [0; ]: Then for any >0;
we have
Qn1 = hn
"Z 1
−1
K2(u) du
# Z −
0
f(t)
C(t)
q(t) dt

+ op(hn):
Proof. First, it is easy to see that we can write
Qn1 =
Z −
0
"Z 1
−1
[S(t − hnu)− S(t)]W (v(t − hnu)) dK(u)
+
Z 1
−1
S(t)W (v(t − hnu)) dK(u)
#2
q(t) dt
= Rn1 + Rn2 + Rn3; (2.1)
where
Rn1 =
Z −
0
"Z 1
−1
W (v(t − hnu)) dK(u)
#2
S2(t)q(t) dt;
Rn2 =
Z −
0
"Z 1
−1
[S(t − hnu)− S(t)]W (v(t − hnu)) dK(u)
#2
q(t) dt;
Rn3 = 2
Z −
0
"Z 1
−1
[S(t − hnu)− S(t)]W (v(t − hnu)) dK(u)
#

"Z 1
−1
W (v(t − hnu)) dK(u)
#
S(t)q(t) dt:
For Rn1; we have
E(Rn1) =
Z −
0
"Z 1
−1
K2(u)hnv0(t − hnu) du
#
S2(t)q(t) dt
= hn
Z −
0
"Z 1
−1
K2(u)v0(t) du
#
S2(t)q(t) dt
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+ hn
Z −
0
"Z 1
−1
K2(u)fv0(t − hnu)− v0(t)g du
#
S2(t)q(t) dt
= hn
"Z 1
−1
K2(u) du
# Z −
0
f(t)
C(t)
q(t) dt

+ o(hn): (2.2)
Here we have used the fact thatZ −
0
"Z 1
−1
K2(u)fv0(t − hnu)− v0(t)g du
#
S2(t)q(t) dt=o(1)
as n ! 1; which is an easy consequence of the Dominated Convergence Theorem.
Furthermore, the quantity Rn1 is very like the term Vn1 dened in Hall (1982, p. 16).
Since S(t) is bounded and since q(t) is uniformly continuous on [0; ]; we may use
the same argument of Hall (1982, pp. 16{18) to show that
E(R2n1) [E(Rn1)]2;
which, together with Eq. (2.2) and Chebyshev’s inequality, yields
Rn1 =E(Rn1) + op(hn)= hn
"Z 1
−1
K2(u) du
# Z −
0
f(t)
C(t)
q(t) dt

+ op(hn): (2.3)
To deal with Rn2; according to the Mean Value Theorem, we have S(t − hnu) −
S(t)=f(n(u))hnu and v(t − hnu) − v(t)= − v0(n(u))hnu; where n(u) and n(u)
satisfy min(t; t − hnu)<n(u); n(u)<max(t; t − hnu) for −16u61. By the conti-
nuity of f on [0; ], f and v0 are bounded on [0; ]. Let Mv= sup06t6 v
0(t) and
Mf = sup06t6 f(t); then jS(t − hnu)− S(t)j= jf(n(u))hnuj6Mfhn and jv(t)− v(t −
hnu)j= jv0(n(u))hnuj6Mvhn for u2 [−1; 1] and t 2 [0; −]: Moreover, it can be shown
after some algebra that
sup
06t6−
sup
−16u61
jW (v(t − hnu))−W (v(t))j
6 sup
06x6v()
sup
06y6Mvhn
jW (x + y)−W (x)j:
As a result, an application of the P. Levy modulus of continuity theorem (cf., e.g.,
Thereom A.1.2 in Csorg}o and Horvath (1993), p. 416) yields
sup
06t6−
sup
−16u61
jW (v(t − hnu))−W (v(t))j=Op(
p
hn log(1=hn)); (2.4)
which implies that
Rn26
Z −
0
"Z 1
−1
jS(t − hnu)− S(t)j jW (v(t − hnu))j jdK(u)j
#2
jq(t)j dt
6 2M 2fh
2
n
Z −
0
"Z 1
−1
jW (v(t − hnu))−W (v(t))j jdK(u)j
#2
jq(t)j dt
+2M 2fh
2
n
Z −
0
"Z 1
−1
jW (v(t))j jdK(u)j
#2
jq(t)j dt=Op(h2n): (2.5)
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Finally, applying Eq. (2.4) gives
jRn3j6 2
Z −
0
"Z 1
−1
jS(t − hnu)− S(t)j jW (v(t − hnu))j jdK(u)j
#

"Z 1
−1
jW (v(t − hnu))−W (v(t))j jdK(u)j
#
S(t)jq(t)j dt
6 2Mfhn
Z −
0
"Z 1
−1
jW (v(t − hnu))j jdK(u)j
#

"Z 1
−1
jW (v(t − hnu))−W (v(t))j jdK(u)j
#
S(t)jq(t)j dt
6 2Mfhn
Z −
0
"Z 1
−1
jW (v(t − hnu))−W (v(t))j jdK(u)j
+
Z 1
−1
jW (v(t))j jdK(u)j
#

"Z 1
−1
jW (v(t − hnu))−W (v(t))j jdK(u)j
#
S(t)jq(t)j dt
= 2Mfhn[Op(
p
hn log(1=hn)) + Op(1)]Op(
p
hn log(1=hn))
= Op(
q
h3n log(1=hn)): (2.6)
Combining Eqs. (2.1), (2.3), (2.5) and (2.6) gives
Qn1 = hn
 Z 1
−1
K2(u) du
 Z −
0
f(t)
C(t)
q(t) dt

+ op(hn)
+Op(h2n) + Op(
q
h3n log(1=hn))
= hn
 Z 1
−1
K2(u) du
 Z −
0
f(t)
C(t)
q(t) dt

+ op(hn):
This completes the proof of Lemma 2.1.
The following lemma pertains to the asymptotic behavior of Qn2.
Lemma 2.2. Under the conditions of Lemma 2.1, we have; for any >0;
Qn2 = op(h1=2n ):
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Proof. First, we can write
Qn2 =
Z −
0
"Z 1
−1
[S(t − hnu)− S(t)]W (v(t − hnu)) dK(u)
#
q(t) dt
+
Z −
0
"Z 1
−1
S(t)W (v(t − hnu)) dK(u)
#
q(t) dt
= Rn4 + Rn5 + Rn6; (2.7)
where
Rn4 =
Z −
0
"Z 1
−1
[S(t − hnu)− S(t)][W (v(t − hnu))−W (v(t))] dK(u)
#
q(t) dt;
Rn5 =
Z −
0
"Z 1
−1
[S(t − hnu)− S(t)]W (v(t)) dK(u)
#
q(t) dt;
Rn6 =
Z −
0
"Z 1
−1
S(t)W (v(t − hnu)) dK(u)
#
q(t) dt:
Applying Eq. (2.4) gives
jRn4j6
Z −
0
"Z 1
−1
jS(t−hnu)−S(t)j jW (v(t−hnu))−W (v(t))j jdK(u)j
#
jq(t)jdt
6Mfhn sup
06t6−
sup
−16u61
jW (v(t−hnu))−W (v(t))j
Z −
0
jq(t)jdt
Z 1
−1
jdK(u)j
= Op
q
h3n log(1=hn)

: (2.8)
Furthermore, we have
jRn5j6
Z −
0
"Z 1
−1
jS(t − hnu)− S(t)j jW (v(t))j jdK(u)j
#
jq(t)j dt
6Mfhn
Z −
0
"Z 1
−1
jW (v(t))j jdK(u)j
#
jq(t)jdt=Op(hn): (2.9)
Next, to deal with Rn6; let d1(u)= max(0;−hnu) and d2(u)= −−hnu for u2 [−1; 1];
then for suciently large n so that − − hnu6 for u2 [−1; 1]; we have
E(R2n6) = E
"Z 1
−1
Z −
0
W (v(t−hnu))S(t)q(t) dt

dK(u)
#2
= E
"Z 1
−1
(Z d2(u)
d1(u)
W (v(x))S(x+hnu)q(x+hnu) dx
)
dK(u)
#2
=
Z 1
−1
dK(u1)
Z 1
−1
dK(u2)
(Z d2(u1)
d1(u1)
Z d2(u2)
d1(u2)
v(x1)S(x1+hnu1)q(x1+hnu1)
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 S(x2+hnu2)q(x2+hnu2) dx1 dx2
)
=
(Z 1
−1
"Z d2(u1)
d1(u1)
v(x1)S(x1+hnu1)q(x1+hnu1) dx1
#
dK(u1)
)

(Z 1
−1
"Z d2(u2)
d1(u2)
S(x2 + hnu2)q(x2 + hnu2) dx2
#
dK(u2)
)
=
(Z −
0
"Z 1
−1
v(y1 − hnu1) dK(u1)
#
S(y1)q(y1) dy1
)

(Z 1
−1
"Z d2(u2)
d1(u2)
[S(x2 + hnu2)q(x2 + hnu2)− S(x2)q(x2)] dx2
#
dK(u2)
+
Z 1
−1
"Z d2(u2)
d1(u2)
S(x2)q(x2) dx2 −
Z −
0
S(x2)q(x2) dx2
#
dK(u2)
)
= rn1(rn2 + rn3); (2.10)
where
rn1 =
Z −
0
"Z 1
−1
[v(y1 − hnu1)− v(y1)] dK(u1)
#
S(y1)q(y1) dy1;
rn2 =
Z 1
−1
"Z d2(u2)
d1(u2)
[S(x2 + hnu2)q(x2 + hnu2)− S(x2)q(x2)] dx2
#
dK(u2);
rn3 =
Z 1
−1
Z 1
0
fI[d1(u2);d2(u2)](x2)− I[0;−](x2)gS(x2)q(x2) dx2

dK(u2):
Since jv(y1)−v(y1−hnu1)j6Mvhn for u1 2 [−1; 1] and t 2 [0; −] with Mv= sup06t6
v0(t); we have
jrn1j6
Z −
0
"Z 1
−1
jv(y1 − hnu1)− v(y1)j j dK(u1)j
#
S(y1)jq(y1)j dy1
6Mvhn
Z 1
−1
j dK(u1)j
Z −
0
S(y1)jq(y1)jdy1 =O(hn): (2.11)
Furthermore, it follows from the Dominated Convergence Theorem that as n!1;
jrn2j6
Z 1
−1
Z −
0
jS(x2 + hnu2)q(x2 + hnu2)− S(x2)q(x2)j dx2

j dK(u2)j=o(1)
(2.12)
and
jrn3j6
Z 1
−1
Z 1
0
jI[0;−](x2)− I[d1(u2);d2(u2)](x2)jS(x2)jq(x2)jdx2

j dK(u2)j=o(1): (2.13)
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Combining (2.10){(2.13) yields
E(R2n6)= rn1(rn2 + rn3)= o(hn);
and thus
Rn6 = op(h1=2n ): (2.14)
Finally, it follows from Eqs. (2.7){(2.9), and (2.14) that
Qn2 =Op
q
h3n log(1=hn)

+Op(hn) + op(h1=2n )= op(h
1=2
n ):
The proof of Lemma 2.2. is completed.
Proof of Theorem 1.1. According to Theorem 1 of Burke et al. (1988), we can dene
a standard Wiener process fW (t); t>0g such that
sup
06t6
jpn(Fn(t)− F(t))− S(t)W (v(t))j=Op(n−1=2 log n);
where  is such that ()>0 and the Wiener process W depends only on (X1; 1; );
(X2; 2); : : : ; (Xn; n): For large n, we have
fn(t)− ~fn(t) =−
1p
nhn
Z 1
0
p
n[Fn(s)− F(s)] dK

t − s
hn

=
1p
nhn
Z 1
−1
S(t − hnu)W (v(t − hnu)) dK(u) + Op

log n
nhn

; (2.15)
uniformly in t 2 [0;  − ]: Since f is twice continuously dierentiable on [0; ]; it is
easy to see that
~fn(t)− f(t)= 12h2nk2f00(t) + o(h2n); (2.16)
uniformly in t 2 [0; − ]: Combining Eq. (2.15) with Eq. (2.16) yields
fn(t)− f(t) = 12h
2
nk2f
00(t) +
1p
nhn
Z 1
−1
S(t − hnu)W (v(t − hnu)) dK(u)
+op(h2n) + Op

log n
nhn

; (2.17)
uniformly in t 2 [0; − ]: From expression Eq. (2.17) we deduce that
In(− ) =
Z −
0
[fn(t)−f(t)]2 dt
=
1
4
h4nk
2
2
Z −
0
[f00(t)]2 dt+
1
nh2n
Dn1+k2
hnp
n
Dn2+

op(h2n)+Op

log n
nhn



op(h2n)+Op

log n
nhn

+h2nk2
Z −
0
f00(t) dt+
2p
nhn
Dn3

; (2.18)
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where
Dn1 =
Z −
0
"Z 1
−1
S(t − hnu)W (v(t − hnu)) dK(u)
#2
dt;
Dn2 =
Z −
0
f00(t)
"Z 1
−1
S(t − hnu)W (v(t − hnu)) dK(u)
#
dt;
Dn3 =
Z −
0
"Z 1
−1
S(t − hnu)W (v(t − hnu)) dK(u)
#
dt:
Applying Lemma 2.1 with q(t) 1 yields
Dn1 = hn
 Z 1
−1
K2(u) du
 Z −
0
f(t)
C(t)
dt

+ op(hn): (2.19)
Moreover, applying Lemma 2.2 with q(t)=f00(t) and q(t) 1; respectively, gives
Dn2 = op(h1=2n ) and Dn3 = op(h
1=2
n ): (2.20)
Combining Eq. (2.18){(2.20) completes the proof of Theorem 1.1.
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