A Gabor filtering method for texture based classification of color images is presented. The algorithm is robust and can be used with different color representations. It involves a filter selection process based on texture smoothness. Unichannel and interchannel correlation features are computed. Two types of color representations have been considered: (1) computing chromaticity values from xyY, HIS and RGB spaces and (2) using the 3 channels of the perceptually uniform color spaces L*a*b* and HSV. The RGB space universally used in image processing can be used for color-texture based classification by computing the rgb chromaticity values which yield higher classification accuracies than the direct use of higher-class problems with wavelet methods are L*a*b* and HSV spaces. The HSV space is found to be the best for application of both the above texture based approaches. Computationally the Gabor method followed by PWT is fast and efficient.
INTRODUCTION
Color is defined as that characteristic of a visible radiant power by which an observer may distinguish differences between two structure-free fields of view of the same size and shape, such as may be caused by differences in the spectral composition of the radiant power concerned in the observation [1] . While texture can be loosely defined as the structural pattern of surfaces such as wood, grain, grass which is homogeneous in spite of fluctuations in brightness and color [2] . A color-texture is a "chromatic or colored structural pattern" and a color-texture combined cue can be defined as "the visible radiant power and visual regular structural pattern using which an observer may distinguish between two objects". As the definition suggests, a system that combines the effect of color and texture will be more effective and is therefore more desirable.
In image classification several texture-based algorithms have been developed which include statistical feature extraction methods, structural, random field, spectral and neural network methods [3] for analysis, synthesis, classification and segmentation. Recently, multiresolution wavelet methods have gained a lot of attention [4, 5, 6, 7] . Wavelet transform methods [7] have been used for image classification. Gabor filtering approaches have also been widely used for image segmentation [8] . All the above methods have been applied to gray scale images with pixel values from 0 to 255.
Classification of color images has also been done by mapping the three channels R, G and B to gray scale values.
Color cues have been used for visual monitoring, surveillance [9] , for image retrieval from databases [10, 11, 12] and for color device calibration [13] . Investigation in classification of color images has received some attention but not as much as gray level images. To name a few from the literature, color features have been used for texture recognition [14] , using a Gabor based multiscale representation. Multispectral random field models have been developed to analyze color textures [15, 16] . It has been found that the response of the human visual system depends on frequency of spatial distribution of colors [17] . When different color schemes are present it is important to analyze each space and obtain a best representation for good classification accuracy. In [18] the L*a*b* and HSV spaces have been found to outperform the RGB space using Gabor filters, with a maximum classification accuracy of about 82%. However, the performance of RGB space can be improved by computing chromaticity values as shown in this work. In [19] wavelet covariance signatures are used for classifying color images, but only linear transform spaces have been considered. A robust method that is adaptive to different color spaces is needed as the performance of a system should not be limited by the choice of the color space. In this paper a Gabor filtering approach adaptive to different color spaces is presented and also wavelet methods are implemented to yield efficient features for color-texture based image classification. Different color spaces are compared and analyzed. The advantage of using the above methods with color images in terms of performance and computational aspect is discussed. The paper is organized as follows. Section 2 describes the color spaces considered. Section 3 describes the Gabor filtering method and the wavelet methods used for the classification process. Section 4 presents experimental results and observations. Discussion and conclusions are presented in Section 5.
COLOR SPACES
Color measures are treated by the science of colorimetry which measures color qualitatively, and luminance measures are subject of the science of photometry [20] . Color is perceived as per its brightness, hue and saturation. Brightness is the perceived luminance. The hue refers to the amount of redness, greenness of the image. Saturation varies and is stronger as more and more white light is added to a monochromatic light. All of the three components change when either the wavelength, the intensity, the hue, or the amount of white light in a color is changed. Additive and subtractive color matching techniques are available. In colorimetry the measurements are in terms of the tristimulus values of a color. For image processing apart from knowing the relative amount of light from each primary the absolute value has to be determined which is the luminance. RGB image is based on primary relative color. This space does not represent color as perceived and analyzed by the human visual system. Studies are still in progress on how the brain receives the data from the L, M and S cones and other cells and processes the scenes. But, a basic factor known is that the human visual system uses three paths one for achromatic information and two for chromatic contrast signals [21] . Color information has been used in two ways. In the first case, the chrominance and luminance values computed from the xyY, HIS and RGB color spaces are used. In the second case, all the three color channels of the perceptually uniform color spaces L*a*b* and HSV are considered.
Chromaticity computation
Chromaticness or colorfulness is the attribute of a visual sensation according to which the perceived color of an area appears to be more or less chromatic [1] . This also quantizes the hue of the color. Hence, this information is sufficient to characterize color as defined by the tristimulus values. For the first case, the xyY and HIS transformations are applied to RGB images to extract chromaticity information. The transformation from RGB space to XYZ space and then to xyY are as follows [1] :
In the xyY space, the Y values are the luminances and xy components have to be changed to a one dimensional chromaticity value (cr). The interval of the xy values (from 0 to 1) is divided in p intervals. This is a one-to-one mapping from a 2D space to 1D space as defined in [18] . The xy values are assigned to an equivalent value within 0 and p. p value used here is 5, which was chosen after some experimentation. Using the new equivalent value for each x and y the one dimensional chrominance value is given by the following formula: px y cr + = The chromaticity and luminance information can also be obtained from the HIS color space whose primaries are Hue (H), Intensity (I), Saturation (S). This space is described in [1] . The definition of H based on RGB space is ( )
The method adopted here follows from [1, 18] 
These values are then mapped to [0…255] using Eqn. (8) . The two channels H 2 and I that constitute the chromaticity and the luminance values are used. Fig. 1 (d) shows the H 2 image of Fig. 1 (a) .
The chromaticity values for the RGB space are the chromaticity coordinates, which are the ratios of each tristimulus value of the color stimulus to their sum.
( )
The three channels r, g, b are used in the classification process.
Perceptually uniform color spaces
These spaces model closely the way in which the human visual system perceives color differences between two given color stimuli. They are considered here due to their similarity to the human visual system. The L*a*b* is a CIE (Commission Internationale de l'Eclairage) recommended approximately-uniform color space. The original space is the RGB which is converted to an intermediate CIE XYZ space and then to the L*a*b* space as below [1] . (12) and
The tristimulus values X n , Y n , Z n are those of the nominally white object-color stimulus given by a CIE standard illuminant. For the illuminant D65 these values are obtained by setting R = G = B = 100 in (10).
Here, L* is the luminance component. There are three channels in this space.
The HSV is also an approximately-uniform color space and is computed from the RGB space using procedure in [22] .
The RGB values of the color image is mapped to HSV where the elements of H, S, and V are in the interval 0 to 1. The three output matrices constitute the Hue (H), Saturation (S) and color Values (V). The hue is equivalent to the chromaticity values, V to the luminance and S is the additional channel in this space.
ALGORITHMS FOR COLOR IMAGE CLASSIFICATION

Feature extraction using Gabor filtering method
In this method the images are filtered by Gabor filters [14] at different scales and orientations. The bank of filters in spatial domain is given by
where a is the index for scale and b index for orientation. 
Gabor Filter selection
For texture classifications it is not known which filter is best suitable for particular types of textures. The image samples are convolved with filters of orientations (0°,45°, 90°), frequencies (0.25, 0.50 and 0.75) and scales (σ = 0 to 1). The size of the filter has to be appropriately selected, depending on sample size and response characteristic. A procedure based on similarity of texture regions is applied, and a neighborhood energy measure is calculated to decide the best set of filters for textures that are coarse, fine and with dominant orientations. Using a neighborhood of 8 pixels in the response images G dab (x,y), the center pixel is replaced by a value obtained from:
where P r is the center pixel and P t is a neighborhood pixel. This measure is applied to each pixel by moving the window pixel by pixel. The Q rt values are averaged for a window as below. (16) where k is the index of the eight neighboring pixels of the center pixel in the 3 x 3 pixel window. W r is the value, which is thresholded as (17) where X r is the new value assigned to the center pixel, thresh is the threshold. For the textures used a threshold of 0.9 was found to be most appropriate by experimentation. An energy value is calculated for textures with different sets of filters. The filters that maximize the energy value given below are used, (18) where T_e is the energy value of the new thresholded matrix X(i,j), 
Feature extraction
A set of features are computed from the response of the image samples to the Gabor filters. They are unichannel features given by
, ( (19) where E is the energy in the filtered image, d is a color channel and a is the scale of the filter. The interchannel features between different color channels d and d' with a and a' denoting the scales of the filters is computed as 
where R dd'aa'b is the zero offset normalized cross-correlation between G dab (x,y) and G d'a'b (x,y). These features have been proposed and used in [14] . Gabor filters of different orientations and scales are convolved with image samples and Eqs. (19) (20) are computed which constitute the feature set.
Feature extraction using wavelet methods
The wavelets can be broadly classified into: continuous and discrete wavelets. (21) where m and n are integers. Due to the orthonormal property, the wavelet coefficients of a signal f(u) can be easily computed via
To construct the wavelet ψ(u), the scaling function φ(u) is first determined which satisfies the two-scale difference equation [23] (23) Then, the wavelet kernel ψ(u) is related to the scaling function via
g and h are the wavelet and scaling filters.
An M-level wavelet decomposition of a signal f(u) is: (26) where s (M) 's are the expansion coefficients and d (m) 's are the wavelet coefficients. This can be extended to the 2-D case using separable 2-D scaling and wavelet functions as tensor products of the 1-D compliments [4] :
The 2-D decomposition of a textured image can be done iteratively using the above equations applying them to the approximate subimage at each decomposition level M, which yields a pyramid structure as shown in Fig. 2 . This is the If the wavelet transform is computed for the approximate and detail images at each level, then a complete tree structure is obtained called the wavelet packet transform. This is not used here as it yields very high order feature space. The TWT is instead applied, where a subimage is further decomposed only if its energy e is greater than or equal to a multiple of the highest subimage energy value in that level. where K is a constant less than 1 used to select subimages. A K value of 0.15 is used. The energy values that satisfy this criterion form the feature vector.
Feature Selection and Classification
As supervised classification using a distance classifier has been used, a simple measure of separability has been adopted for feature selection, to be consistent with the classification algorithm. For all feature extraction methods, a feature selection procedure [24] that uses the distance between the means of each feature is used to quantify the separation The selected features constitute the new training matrix. The classifier is then used to recognize unknown samples from the color images. A distance classifier is used due to its simplicity and speed. The effectiveness of distance measures depends on accurate estimation of mean and covariance. The Mahalanobis distance classifier is used in the experiments and is given by:
where F is the feature vector calculated from an unknown sample to be classified in one of the J classes. A is the sample mean and Σ is the covariance matrix computed from the training matrix of each class J. The advantage of the Mahalanobis distance measure is that it is faster and has a degree of direction sensitivity via the covariance matrix ∑.
EXPERIMENTAL RESULTS
Experiments with test textures
Different color texture images are used for the experiments described in this Section [25, 26] • Training Phase 1) In the case of Gabor method, the training texture sample is convolved with the Gabor filters. In the case of wavelet method, the sample is decomposed into subimages using wavelet filters as per the PWT or TWT method.
2) Features are computed from each filtered image in the case of the Gabor method and from each subimage in the case of the wavelet methods. A training feature vector is created for each training sample.
3) Steps 1-2 are repeated for each training sample.
4) Feature selection algorithm is applied to the training feature matrix.
• Classification Phase
5)
Step 1 is executed for an unknown testing sample.
6) The selected features obtained from the feature selection algorithm are computed for this sample.
7) The classifier recognizes the unknown sample in one of the classes.
8)
Steps 5-7 are repeated for each testing sample.
Gabor filtering method
The experiments are conducted with each color space. First experiment constitutes 6 class experiments using the textures in Fig. 3 . Three sets of experiments by randomly selecting 6 textures from the database is conducted. The respective color space transformation is applied. Filters selected using the procedure of Section 3. (Fig. 4) . The HSV and rgb space have performed well as shown in Table 2 . For testing the Gabor algorithm further experiment was done with 32 different textures (Fig. 5) . These textures constitute different types of marbles, leathers, tiles and paper. The HSV space performs best followed by the L*a*b* and rgb spaces. As number of classes increases, more features are required to attain class separability. This is achieved with interchannel features. The perceptually uniform spaces are the best choice followed by the rgb space. This shows that computing the correlation between channels at the feature level improves classification with three channels. Table 3 gives the classification accuracy for each texture. The average Percentage of Correct Classification (PCC) for the 6 class, 12 class and 32 class experiments are 96.34%, 99.74% and 95.64%, respectively. The unichannel and interchannel features provide information about the texture spatial structure, color properties and details of the spatial structure from different color channels, respectively. This makes the Gabor method perform well in all experiments.
Wavelet methods
First, the three six class experiments are conducted using the PWT and TWT methods with all the color representations.
The Daubechies wavelet filters [23] have been used in all experiments for consistency and due to their orthonormal property and suitability for texture classification. The filters are of size 4x4. In the PWT method, the maximum number of levels of decomposition is 4. Feature computation and selection process outlined in Sections 3.2 and 3.3 are applied.
The results tabulated in Table 4 show that the use of color cues results in higher classification rates than with just gray scale values. The chromaticity and luminance values from HIS space followed by the HSV space give best results. The rgb space has also performed well. For the 12 class and the 32 class experiment the best color space is the L*a*b* followed by the HSV space as shown in Tables 2 and 3 The results using the TWT for the three six class experiments are shown in Table 5 . The maximum number of levels for wavelet decomposition is 4. As can be seen the classification accuracies are good but less compared to PWT. The TWT uses the criterion given in Eqn. (31), which is not satisfied for different values of K by the individual channel features for the 12 and 32 class experiments and does not have much significance with the color channels. Hence, this method does not yield good results for higher-class experiments. However, on eliminating the criterion the TWT reduces to the PWT algorithm, which has given good results. Also, introducing the criterion checking increases the computational time of the wavelet algorithm especially with multiple channels. Therefore, the PWT method is found to be more suitable for higherclass problems. It results in PCC's of 93.31%, 95.83% and 93.46% for the 6 class, 12 class and 32 class experiments, respectively. While, average PCC using TWT for the 6 class experiments is 89.72%.
The color spaces add 1 or two more channels for feature extraction resulting in an increase in feature dimensionality. To handle the problem of curse of dimensionality, an efficient feature selection process that ranks the features in order of maximum separability as outlined in Section 3.3. has been used. For the 6 class experiments the number of feature selected are 8. For the 12 and 32 class experiments they are 13 and 22, respectively.
Classification of composite color image
In this experiment, the Gabor method, PWT and TWT methods are applied to classify a composite image with 4 classes shown in Fig. 6 (a) . Table 6 shows the time taken for classifying the image applying the various methods to the color spaces, on a Sun Ultra 2 workstation. For estimating the computational cost on an equal footing, all methods use a 32x32 sliding window without overlapping. All the methods produced 100% correct classification, the classified image is shown in Fig. 6 (b) . The Gabor method using the chromaticity and luminance information from HIS space is the fastest followed by the rgb space. Gabor filter selection process is not included in the timing, as it is trivial and can be done as a one time operation for a database of textured images. The TWT method is the most computationally intensive due to the additional steps involved in checking for the energy criterion to perform further subimage decomposition. The PWT is faster than the TWT method. Fig. 6(c) shows a pixel based classification of the image using the Gabor method applied to the chromaticity and luminance channels of the HIS color space and Fig. 6 (d) shows pixel based classification using PWT method applied to rgb space. For both methods a sliding window of size 32 x 32 with an overlap of 31 pixels is used.
Five unichannel features have been used with the Gabor method. Three energy and two average residual features have been used with the PWT method. Both images show good performance and the Gabor method has lesser misclassified pixels at the boundary between textures. 
Classification of LANDSAT image
CONCLUSIONS
Two main approaches for texture based image classification have been evaluated with various color spaces. All experiments show that the addition of color cues improves classification over the use of gray scale values only. The
Gabor filtering method is found to be a universal method that performs well with all color spaces. The filter selection process and the unichannel and interchannel features allow the method to be adaptive to different color cues. Results using wavelet methods show that they can be used for color image classification with the addition of standard deviation and residual energy features. The PWT has performed superior to TWT method. For higher class problems, both Gabor and PWT methods perform best with the perceptually uniform spaces, HSV and L*a*b*. For example, the HSV space
gives an overall PCC of 95.96%.
For smaller class problems, the chromaticity and luminance channels alone is sufficient rather than using all three channels of the color space thereby saving the additional computations involved with one extra channel. The individual channels R, G and B of the RGB space has been shown to perform poorly in previous reports [18] . However, from this work it is seen that the three channel chromaticity information rgb computed from RGB space produces good results comparable to the perceptually uniform spaces which is also proved from the classification results of the Landsat 7 image. Table 4 . Classification accuracy (%) for the PWT method for the 6-class experiments Table 6 . Timing results for classifying the image in Fig. 6 (a) to Fig. 6 (b) FIGURE CAPTION LIST Table 6 , (c) Pixel based classification using Gabor method, (d) Pixel based classification using PWT method 
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