Introduction {#Sec1}
============

Light-matter coupling for microcavity photons and excitons leads to two branches of quasiparticles, known as exciton-polaritons, which at low enough densities may undergo Bose-Einstein condensation (see e.g. refs [@CR1], [@CR2] for discussions of the condensation process). Most mean-field approaches for the polariton condensate have used a parabolic approximation for the lower polariton dispersion profile, so yielding a complex Gross-Pitaevskii equation (cGPE) as a model for the lowest energy polariton mode^[@CR3]--[@CR5]^. The lower polariton mode can be distinctively addressed due to the large energy gap between the two branches^[@CR6]^, and a constant 'effective mass' is then typically invoked to explore the condensate properties^[@CR2],\ [@CR4],\ [@CR5]^. Recently the constant effective mass approximation in polariton condensates has been relaxed to include *velocity dependent* effective mass effects in novel dynamical wave models^[@CR7],\ [@CR8]^. This has allowed the development of a mean-field theory for the coherently driven polariton condensate wave function^[@CR7]^. Here we take a step further and incorporate a realistic dispersion relation for the polaritons, which leads to a marked deviation from the usual Gross-Pitaevskii theory^[@CR9],\ [@CR10]^. We note that this approach has also been taken recently in other work^[@CR11]^, however here we explicitly compare the different approaches and identify some of the new features which may emerge from incorporating the full dispersion profile in the theoretical model. It will be shown that the effective mass concept still naturally emerges within this generalisation of the state equation. While numerous experiments^[@CR12]--[@CR14]^ show good agreement between the classic (parabolic) cGPE and experimental measurements, for observations at larger wave vectors *k*, predictive deviations between the models discussed here are to be expected and so care has to be taken when seeking a theoretical explanation.

Our paper is structured as follows: first we introduce the mean-field models under consideration; we then state analytical results for these mean-field models; next we examine the localisation mechanism of polaritons based on the non-parabolic dispersion relation, and finally we revisit some dark soliton phenomena and indicate differences between the models.

Polariton condensate models and mean-field theory assumptions {#Sec2}
-------------------------------------------------------------

Before we turn to the different semi-classical polariton condensate models we note that the underlying polariton many-body theory contains several approximations^[@CR4]^. The interaction of photons with electrons and holes makes use of the dipole and the rotating wave approximation. The Hamiltonian of the polariton modes^[@CR4],\ [@CR15],\ [@CR16]^ has an effective *k* dependent interaction strength due to the variation of the Hopfield coefficients^[@CR17]^ in *k* along the lower/upper polariton branch (see e.g. ref. [@CR2]), the Coulomb interaction becomes stronger as the polariton becomes more excitonic, and the saturation interaction is strongest when the polariton consists equally of photon and exciton components. We assume that the scattering length is much shorter than the de Broglie wavelength, and we do not preserve the effect of Hopfield coefficients on the interaction as it would take into account the decrease of both Coulomb and saturation effects for large exchanged momenta^[@CR4]^. However we do include the polarisation of polaritons, so the polariton condensate spinor wave function *ψ* = (*ψ* ~+~, *ψ* ~−~) for the lowest energy mode is governed by two coupled complex Ginzburg-Landau-type partial differential equations^[@CR2],\ [@CR3],\ [@CR5],\ [@CR18]^, which take into account the effects of weakly short-range and polariton-reservoir interactions, as well as non-equilibrium properties such as: incoherent gain and decay of condensate polaritons; energy relaxation^[@CR19]^; and spin/polarisation^[@CR12],\ [@CR13],\ [@CR20]^. Note that whenever we consider the spin coherent case *ψ* ~+~ = *ψ* ~−~ we use the notation *ψ* for the condensate wave function. Due to a constant loss of information, corresponding to the rapid decay of polaritons, the condensate is effectively semiclassical (as observed experimentally e.g. in refs [@CR12]--[@CR14]). For the more general quantum treatment and implications however we refer to refs [@CR4], [@CR15], [@CR16]. In addition we take into account the fact that the *kinetic energy is non-parabolic* ^[@CR2]^, i.e. it varies due to the *k* dependence of the Hopfield coefficents. We define the dispersion relation (or equivalently, kinetic energy density), of the lower (upper) polariton branch as^[@CR2],\ [@CR4]^,$$\documentclass[12pt]{minimal}
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While the kinetic energy density is the "complete" factor for calculating the kinetic energy of the polariton condensate, the effective mass has played a significant role in recent publications. Next we clarify its nature.

Results {#Sec3}
=======

Approximations to the kinetic energy {#Sec4}
------------------------------------

By looking at the kinetic energy density, the effective mass *m*(*k*) of particles in semiconductors can be seen to depend on the curvature of the particles' dispersion relation *ω*(*k*) at a particular *k*-value^[@CR7],\ [@CR21],\ [@CR22]^:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\frac{{k}^{2}}{2m({\bf{k}})}:\,=\frac{{k}^{2}{\omega }_{{\rm{L}},{\rm{U}}}^{\,^{\prime\prime} }(k)}{2},$$\end{document}$$where *f*(*k*)′′ means second derivative of *f* in *k* (i.e. curvature with respect to *k*). At the simplest level of approximation, the curvature of the dispersion relation is taken to be fixed, as is the case for a free particle with its associated parabolic dispersion. For the case of a polariton condensate this approximation is valid for small values of *k*. This approximation is widely used in polariton condensate modelling, leading to a second derivative/Laplacian for the dispersion in the equations of motion. The next level of approximation allows for the effective mass to vary with *k*, i.e. a "velocity dependent effective mass", as has been used for instance in ref. [@CR7]. This approach effectively reduces the dispersion relation to the quadratic term in the Taylor series expansion of the full dispersion, with some constant offset. Finally, the third approach, and the one we focus on, is to use the full dispersion in the equations of motion.

Note that while we consider here a single site, in contrast to lattices of polariton condensates, the semiconductor itself possesses a lattice structure which acts on the electrons and holes, i.e. the effective mass is a product of the polariton mean-field model. Due to this effective mass the kinetic energy of a polariton condensate varies with *k* non-parabolically. This leads to the approximate approach to the mean-field description considering the kinetic energy to be$$\documentclass[12pt]{minimal}
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The full polariton dispersion corresponds to the continuous line in Fig. [1](#Fig1){ref-type="fig"} associated with the upper and lower branch respectively. Furthermore by applying Taylor's theorem to $\documentclass[12pt]{minimal}
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In Fig. [1](#Fig1){ref-type="fig"} we show the deviation between the approximate parabolic kinetic energy density, the kinetic energy density with velocity dependent effective mass and the complete kinetic energy density in terms of their *k* dependence, indicating their range of validity. Figure [1(i)](#Fig1){ref-type="fig"} shows that the effective mass introduced in ref. [@CR8] approximates the kinetic energy density from below and closer than the (parabolic) cGPE for the lower polariton energy branch. It overrates the kinetic energy shift for the upper branch as seen in (ii) with crossing of the curves at $\documentclass[12pt]{minimal}
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                \begin{document}$$k\simeq 7.5\,\mu {m}^{-1}$$\end{document}$ and it resembles the full dispersion curve more closely as compared with the parabolic dispersion approximation. However as the full dispersion and the effective mass concept allow larger *k*'s to be occupied at lower energy in the lower branch widening of the wave packet in *k* space is expected and thus, due to the Fourier transform's duality properties, highly localised features in the wave packet are expected to emerge. We now look at how these different kinetic energy density approximations affect the resultant condensate model.

Spin sensitive state equations {#Sec5}
------------------------------

The kinetic energy term of a polariton condensate guiding equation may be defined in terms of a Fourier multiplier outside the Fourier transform of the condensate wavefunction^[@CR7]^, i.e. in the form$$\documentclass[12pt]{minimal}
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In (12) we consider a number of physical parameters: *α* ~1~ \> 0 is the repulsive self-interaction strength, *α* ~2~ = −0.1*α* ~1~ the attractive cross-interaction strength, *γ* ~*C*~ gives the scattering rate of the reservoir into the condensate, Γ~*d*~ the decay rate of condensed polaritons and *η* approximates the additional energy relaxation processes^[@CR14]^. In general we also have an external time dependent potential *V* ~ext~(**r**, *t*). The reservoir dynamics are usually given by the rate equation^[@CR2]^ $$\documentclass[12pt]{minimal}
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### Unpolarised condensate {#Sec6}

When the condensate is unpolarised one considers a simple single component PDE to govern the condensate wave function:$$\documentclass[12pt]{minimal}
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In addition, for small amplitudes of the wave function, one may approximate $\documentclass[12pt]{minimal}
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Unpolarised plane waves {#Sec7}
-----------------------

After discussing the explicit guiding equations we now turn to results and predictions which deviate from the simpler approximations to the polariton kinetic energy (9). We begin by considering the stationary (i.e. time-independent) plane wave solutions of polariton condensates in the presence of pumping and decay processes, i.e. solutions of the equation$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$q\,\bigstar \,\psi +{\alpha }_{1}{|\psi |}^{2}\psi +i(P-{{\rm{\Gamma }}}_{d}{|\psi |}^{2}-{\gamma }_{c})\psi =(\mu -\beta {n}_{R})\psi \mathrm{.}$$\end{document}$$

To solve this model we take the stationary ansatz $\documentclass[12pt]{minimal}
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Consequently we get an algebraic equation for the plane wave amplitudes$$\documentclass[12pt]{minimal}
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The complete solution is therefore given by$$\documentclass[12pt]{minimal}
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                \begin{document}$$c\in {\mathbb{R}}$$\end{document}$. In Fig. [2(a,b)](#Fig2){ref-type="fig"} we present the 1 d plane wave density *ρ*(*k* ~i~) = \|*ψ*(**r**, **k** ~i~)\|^2^ as a function of the dispersion relation indicating the inherent differences of the kinetic energy models and the actual/observable plane waves. While approximations yield results/plane waves that are similar to the full dispersion model when *k* is below the inflection point the large *k* behaviour differs significantly.Figure 2(**a**) The density of plane wave solutions for the lower polariton branch: Solid line corresponds to the plane wave for the lower polariton dispersion, dotted line to the parabolic approximation with energy shift and the dashed line to the plane waves according to an effective negative mass model. The vertical red-dashed line is at the inflection point. (**b**) Plane wave solutions of the lower branch: The lines are associated as follows: Continuous line corresponds to the full dispersion, the dotted line to the parabolic dispersion with offset, the dashed line to the Taylor approximation of the dispersion at *k* = 0 to order four and the dotted-dashed line to the order six.

### Superposition in periodic potential and the equilibrium no-interaction case {#Sec8}

As an example for deriving dynamical equilibrium plane waves we consider the generalised dispersive PDE for a wave moving in the reference frame with velocity **v** in a periodic potential *V* ~per~, i.e.$$\documentclass[12pt]{minimal}
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                \begin{document}$$q\,\bigstar \,\psi +{\alpha }_{1}{|\psi |}^{2}\psi -{V}_{{\rm{per}}}\psi +i{\bf{v}}\nabla \psi =i\hslash {\partial }_{t}\psi \mathrm{.}$$\end{document}$$

Now let us make the separation of variables ansatz for a superposition of two different k-modes as a toy model of a wave packet and to study the dispersion between the two *k*− modes:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\psi =p(t)\exp (i{{\bf{k}}}_{{\rm{i}}}\cdot {\bf{r}})+g(t)\exp (i{{\bf{k}}}_{{\rm{b}}}\cdot {\bf{r}})$$\end{document}$$

First we note the linearity of the $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{array}{rcl}q\,\bigstar \,\psi  & = & p(t)\cdot { {\mathcal F} }^{-1}(\omega ({\bf{k}}\mathrm{)(2}\pi )\delta ({\bf{k}}-{{\bf{k}}}_{{\rm{i}}}))+g(t)\cdot { {\mathcal F} }^{-1}(\omega ({\bf{k}}\mathrm{)(2}\pi )\delta ({\bf{k}}-{{\bf{k}}}_{{\rm{b}}}))\\  & = & \omega ({{\bf{k}}}_{{\rm{i}}})p(t)\exp (i{{\bf{k}}}_{{\rm{i}}}\cdot {\bf{r}})+\omega ({{\bf{k}}}_{{\rm{b}}})g(t)\exp (i{{\bf{k}}}_{{\rm{b}}}\cdot {\bf{r}})\mathrm{.}\end{array}$$\end{document}$$

On the other hand we have to satisfy$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$i\hslash {\partial }_{t}p=(\omega ({{\bf{k}}}_{{\rm{i}}})+{\alpha }_{1}{|p|}^{2}-{{\bf{k}}}_{i}\cdot {\bf{v}})p$$\end{document}$$and$$\documentclass[12pt]{minimal}
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                \begin{document}$$i\hslash {\partial }_{t}g=(\omega ({{\bf{k}}}_{{\rm{b}}})+{\alpha }_{1}{|g|}^{2}-{{\bf{k}}}_{{\rm{b}}}\cdot {\bf{v}})g,$$\end{document}$$if the external potential is given by $\documentclass[12pt]{minimal}
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                \begin{document}$${V}_{{\rm{per}}}=-\,2{\alpha }_{1} {\mathcal R} e(pg)\cos (({{\bf{k}}}_{{\rm{i}}}-{{\bf{k}}}_{{\rm{b}}}){\bf{r}})$$\end{document}$. Thus we obtain the analytical condensate wave function$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{array}{rcl}\psi (\hslash t,{\bf{r}}) & = & A\,\exp (-i\omega ({{\bf{k}}}_{{\rm{i}}})t)\exp (-i{\alpha }_{1}{|A|}^{2}t)\exp (i{{\bf{k}}}_{{\rm{i}}}{\bf{v}}t)\exp (i{{\bf{k}}}_{{\rm{i}}}{\bf{r}})\\  &  & +B\,\exp (-i\omega ({{\bf{k}}}_{{\rm{b}}})t)\exp (-\,i{\alpha }_{1}{|B|}^{2}t)\exp (i{{\bf{k}}}_{{\rm{b}}}{\bf{v}}t)\exp (i{{\bf{k}}}_{{\rm{b}}}{\bf{r}}\mathrm{).}\end{array}$$\end{document}$$

Assume *a* \> *b* then it implies for the monotonically increasing polariton dispersion that *ω*(*a*) \> *ω*(*b*). If we assume that the interference of the nonlinearity is vanishing and there is no external potential we would observe the same behaviour. Here note that the "wave packet" consisting of two plane waves is coherent, iff$$\documentclass[12pt]{minimal}
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                \begin{document}$$(\,-\,\omega ({{\bf{k}}}_{{\rm{b}}})-{\alpha }_{1}{|B|}^{2}+{{\bf{k}}}_{{\rm{b}}}{\bf{v}})/|{{\bf{k}}}_{{\rm{b}}}|=(\,-\,\omega ({{\bf{k}}}_{{\rm{i}}})-{\alpha }_{1}{|A|}^{2}+{{\bf{k}}}_{{\rm{i}}}{\bf{v}})/|{{\bf{k}}}_{{\rm{i}}}|\mathrm{.}$$\end{document}$$

Any localised structure, such as moving bright solitons in BEC, has to satisfy such a condition component-wise, which is in particular satisfied for certain wave-packets in the focusing case *α* ~1~ \< 0. Here the attractive interactions cancel out the dispersive effects from the kinetic energy due to opposing sign^[@CR26]^. Note that the theoretical description in the inertial frame moving with **v** the plane waves does not include a Doppler term *i* **v**∇*ψ* and thus in such a frame the condition$$\documentclass[12pt]{minimal}
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                \begin{document}$$(\,-\,\omega ({{\bf{k}}}_{{\rm{b}}}^{^{\prime} })-{\alpha }_{1}{|B^{\prime} |}^{2})/|{{\bf{k}}}_{{\rm{b}}}^{^{\prime} }|=(\,-\,\omega ({{\bf{k}}}_{{\rm{i}}}^{^{\prime} })-{\alpha }_{1}{|A^{\prime} |}^{2})/|{{\bf{k}}}_{{\rm{i}}}^{^{\prime} }|$$\end{document}$$applies. In this sense temporal coherence of a wave packet could be feasible, however note that taking into account interference terms due to the nonlinearity will modify this behaviour.

Spin sensitive results for plane and linear waves {#Sec9}
-------------------------------------------------

The simplest scenario to begin an examination of the effects of the dispersion relation in spin sensitive systems is the case of a homogeneous external potential (absorbed in the chemical potential), with pumping and decay in the simplest approximate form ref. [@CR23], where the incoherent mode equation becomes$$\documentclass[12pt]{minimal}
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                \begin{document}$$q\,\bigstar \,{\psi }_{\pm }+({\alpha }_{2}{|{\psi }_{\mp }|}^{2}+\mu ){\psi }_{\pm }+({\alpha }_{1}{|{\psi }_{\pm }|}^{2}+{n}_{R}){\psi }_{\pm }=i\frac{(P-{\rm{\Gamma }}({|{\psi }_{\pm }|}^{2}+{|{\psi }_{\mp }|}^{2})-\gamma )}{\mathrm{(1}-i\eta )}{\psi }_{0}$$\end{document}$$and includes energy relaxation processes via (1 − *iη*). We simplify the consideration to (1 + 1) d and note that the higher dimensional case is analogous. Furthermore we use the notation $\documentclass[12pt]{minimal}
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                \begin{document}$$\omega (a)=\hat{q}(a)$$\end{document}$ to relate the dispersion to the *x*-space operator *q*(*x*). The ansatz for a stationary solution is $\documentclass[12pt]{minimal}
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                \begin{document}$$(1-i\eta )[\hat{q}(a)+\mu +{\alpha }_{1}({|{\varphi }_{0}^{\pm }|}^{2}+{n}_{R})+{\alpha }_{2}{|{\varphi }_{0}^{\mp }|}^{2}]=i({P}_{\pm }-{{\rm{\Gamma }}}_{\pm }({|{\varphi }_{0}^{\pm }|}^{2}+{|{\varphi }_{0}^{\pm }|}^{2})-\gamma )\mathrm{.}$$\end{document}$$

We solve the spin sensitive system under the simplifying (but not necessary) assumption Γ~±~ = Γ by the analytic plane wave solutions for the two polariton spin components ±,$$\documentclass[12pt]{minimal}
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                \begin{document}$$\hat{q}(k)=\frac{{k}^{2}}{{m}_{{\rm{L}},{\rm{U}}}(k)}$$\end{document}$, which by setting *m* ~L,U~(*k*) → *m* ~L,U~(0) = *const*. resembles the parabolic case. The presence of the reservoir decreases the plane wave amplitude while the opposite spin component increases the amplitude and vice versa consistent with the analysis in ref. [@CR23]. We note that for slowly varying *ψ* ~±~(*x*) and *P* ~±~(*x*) we set *P* ~±~ → *P* ~±~(*x*) in (34).

It is useful to separate the exact motion into bulk motion plus low amplitude acoustic disturbances to understand the elementary excitations^[@CR27]^. So we consider the linear waves by making an ansatz of the form $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\psi }_{\pm }({\bf{r}},t)\equiv {\varphi }_{\pm }{e}^{-i\mu t}+\delta {\psi }_{\pm }({\bf{r}}){e}^{-i\mu t}+\delta {\psi }_{\pm }^{\ast }({\bf{r}}){e}^{-i\mu t}$$\end{document}$, where *φ* ~±~ represents the unperturbed part solving the mean-field model such as the plane wave solutions presented above and the linear waves $\documentclass[12pt]{minimal}
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                \begin{document}$$\delta \psi ({\bf{r}})={\mathrm{(2}\pi )}^{-D\mathrm{/2}}\int \delta {\psi }_{k}\exp (i{\bf{r}}\cdot {\bf{k}})$$\end{document}$. By inserting in the spin sensitive PDEs and dropping terms of order *δψ* ^2^ and including a chemical potential *μ* ~±~ = *n* ~±~ *α* ~1~, we get the Bogoliubov equations in **k**-space for the linearised perturbation dynamics, i.e.$$\documentclass[12pt]{minimal}
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To arrive at those equations we have used the linearizations $\documentclass[12pt]{minimal}
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                \begin{document}$${|{\psi }_{\pm }|}^{2}{\psi }_{\mp }\simeq {|{\varphi }_{\pm }|}^{2}\delta {\psi }_{\mp }+{\varphi }_{\pm }{\varphi }_{\mp }\delta {\psi }_{\mp }^{\ast }+{\varphi }_{\pm }^{\ast }{\varphi }_{\mp }\delta {\psi }_{\pm }+{|{\varphi }_{\pm }|}^{2}{\varphi }_{\mp }$$\end{document}$, i.e. dropping all terms of order *δψ* ^2^ and higher, \|*φ* ~±~\|^2^ *φ* ~±~ and \|*φ* ~±~\|^2^ *φ* ~±~ for the excitations dynamics, i.e. we have separated those equations from the bulk dynamics. So the bulk of the spinor condensate is guided by$$\documentclass[12pt]{minimal}
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                \begin{document}$${\tilde{P}}_{\pm }={\mathrm{(2}\pi )}^{-D\mathrm{/2}}i\int {e}^{-i{\bf{kr}}}({P}_{\pm }-\gamma )\delta {\psi }_{\pm }$$\end{document}$, and by introducing the abbreviations $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$a={\alpha }_{1}({|{\varphi }_{\pm }|}^{2}-\frac{i2{{\rm{\Gamma }}}_{\pm }}{{\alpha }_{1}}{|{\varphi }_{\pm }|}^{2})+({\alpha }_{2}-i{{\rm{\Gamma }}}_{\pm }){|{\varphi }_{\mp }|}^{2}$$\end{document}$, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$b={\alpha }_{1}{\varphi }_{\pm }^{2}-\frac{i2{{\rm{\Gamma }}}_{\pm }}{{\alpha }_{1}}{|{\varphi }_{\pm }|}^{2}+({\alpha }_{2}-i{{\rm{\Gamma }}}_{\pm }){\varphi }_{\mp }{\varphi }_{\pm }$$\end{document}$ and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$c=({\alpha }_{2}-i{{\rm{\Gamma }}}_{\pm }){\varphi }_{\mp }^{\ast }{\varphi }_{\pm }$$\end{document}$ we exactly solve Eq. ([35](#Equ35){ref-type=""}) for $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varphi }_{\mp }={\varphi }_{\pm }$$\end{document}$, and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\tilde{P}}_{-}={\tilde{P}}_{+}$$\end{document}$. The result is$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\delta {\psi }_{k}^{\pm }=\frac{b{\tilde{P}}_{\pm }^{\ast }-{\tilde{P}}_{\pm }(\hat{q}(k)+{a}^{\ast }+{c}^{\ast }-{\bf{k}}{\bf{v}})}{{\hat{q}}^{2}(k)-{|b|}^{2}+Im{(a+c)}^{2}+Re{(a)}^{2}+Re{(c)}^{2}+{\bf{k}}{{\bf{v}}}^{2}+2Re[(a+c-{\bf{kv}})\hat{q}(k)+aRe(c)-{\bf{kv}}Re(a+c)]}\mathrm{.}$$\end{document}$$

Here for a given and implicitly defined $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\tilde{P}}_{\pm }$$\end{document}$ we obtain the excitations $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\delta {\psi }_{k}^{\pm }$$\end{document}$, which in turn defines implicitly the physical pumping function *P* ~±~. Furthermore for *Re*(*c*) → 0 and *Im*(*c*) → 0 we recover the spin coherent case. We observe a significant modification of the polariton excitation formation by considering the wave packets explicitly given by (37) due to the functional variation of $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\hat{q}(k)$$\end{document}$ as presented in Fig. [3](#Fig3){ref-type="fig"}. Here the direction of propagation of the linear waves is downwards (*v* ~*x*~ = 0 and *v* ~*y*~ = −1 with **v** = (*v* ~*x*~, *v* ~*y*~)) implying symmetry breaking of the ring structure in the general framework thus showing severe changes in the phenomenology of the polariton linear waves as compared with cGPE-type excitations. More specifically, in Fig. [3(i)](#Fig3){ref-type="fig"} we observe a ring structure within the linear wave solution \|*δψ* ^±^(*k* ~*x*~, *k* ~*y*~)\| when a parabolic approximation is assumed. However, the more general model $\documentclass[12pt]{minimal}
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                \begin{document}$$ {\mathcal R} e(a+c)=1$$\end{document}$. Further we subtract *ω* ~*L*~(0) from the dispersions for better visibility.

Following our presentation of analytical wave results we now turn to the numerical phenomenology due to the different kinetic energy model predictions.

Conservative localized pulse evolution {#Sec10}
--------------------------------------

First we consider the scenario of a localised wave packet neglecting the non-equilibrium effects and assuming that the condensate evolves without an external potential. Thus the governing equation of motion is$$\documentclass[12pt]{minimal}
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                \begin{document}$$i\hslash {\partial }_{t}\psi =q\,\bigstar \,\psi +(\alpha {|\psi |}^{2}+{n}_{R}^{^{\prime} }+V)\psi ,$$\end{document}$$where *V*(*x*) = *V* ~0~(*x*) + *δP*(*x*) and *κ*/*α* = 1.36 and further parameters are specified in the Supplemental Material. As an initial condition we first set$$\documentclass[12pt]{minimal}
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                \begin{document}$$\psi (x,\mathrm{0)}={A}_{p}\exp (-\frac{W{x}^{2}}{2})\exp (\,-\,ikx),$$\end{document}$$while we choose the numerical parameters *A* ~*p*~ = 10, *W* = 0.25 and *k* = 0, 2.2, 4. In Fig. [4](#Fig4){ref-type="fig"} we show that spatial localisation of the initial data can be preserved to a higher degree above the inflection point at $\documentclass[12pt]{minimal}
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                \begin{document}$$k\simeq 2\,\mu {m}^{-1}$$\end{document}$ despite the dispersive character of the kinetic energy. For *k* = 0 the initial wave function disperses rapidly. Corresponding results for the parabolic kinetic energy show stronger dispersion for large *k*, i.e. above the inflection point as presented in Fig. [5](#Fig5){ref-type="fig"}. These observations mimic the behaviour of bright-type solitons observed in ref. [@CR28]. We note also that the velocity of the wave packet reduces at larger *k* \> *k* ~inf~, when considering the full dispersion relation, as the velocity of the wavepacket is given by the derivative of the dispersion. At *k* = 4 the dispersion is flatter than at *k* = 2.2, so the wavepacket is slower (compare the slope of the trajectory in Fig. [4(b,c)](#Fig4){ref-type="fig"}). This stands in stark contrast to the velocity due to the parabolic dispersion, which increases with *k* (compare Fig. [5(b,c)](#Fig5){ref-type="fig"}).Figure 4Density plots \|*ψ*(*x*, *t*)\|^2^ of the equilibrium condensate wave function predictions for the full polariton dispersion at different *k*. (**i**) Corresponds to *k* = 0, (**ii**) to *k* = 2.2 and (**iii**) to *k* = 4. In the simulations a 4 th order time splitting in time with Δ*h* = 0.005, Δ*t* = 0.005 was used. A very large domain \[−50, 50\] was employed to make sure the value of the solution on the boundary is negligible. Numerical parameters were *α* = 0.001, *V* ~0~ = 0 and *δ* = 0.004. Figure 5Density plots \|*ψ*(*x*, *t*)\|^2^ of the equilibrium condensate wave function predictions for the parabolic polariton dispersion at different *k*. (**i**) Corresponds to *k* = 0, (**ii**) to *k* = 2.2 and (**iii**) to *k* = 4. In the simulations a 4 th order time splitting in time with Δ*h* = 0.005, Δ*t* = 0.005 was used. A very large domain \[−50, 50\] was employed to make sure the value of the solution on the boundary is negligible. Numerical parameters were *α* = 0.001, *V* ~0~ = 0 and *δ* = 0.004.

These results are in agreement with the observation by Sich *et al*.^[@CR28]^ of localisation occuring above the inflection point. We note however one significant difference in the modeling. In ref. [@CR28] the excitonic and photonic modes were explicitly modeled, with the complex dispersion profile of the polariton condensate emerging as a consequence of the coupling between the modes. Here instead we model only the polariton mean-field, and explicitly include the dispersion relation in the dynamics, allowing us to identify directly the contribution of the dispersion on the resulting dynamics.

Dark soliton instability {#Sec11}
------------------------

Following from (12) and (14) the single polariton state equation resembling an incoherent driving scheme can be approximately written as$$\documentclass[12pt]{minimal}
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                \begin{document}$$i\hslash {\partial }_{t}\psi =(1-i\eta )\cdot (q\,\bigstar \,\psi +(\alpha {|\psi |}^{2}+V)\psi )+i(\kappa \cdot {n}_{R}^{^{\prime} }-\gamma )\psi ,$$\end{document}$$where *n* ~*R*′~ = *αn* ~*R*~, *V*(*x*) = *V* ~0~(*x*) + *δP*(*x*) and *κ*/*α* = 1.36 and further parameters are specified in the Supplemental Material. Utilising this model in ref. [@CR24] the generation of dark soliton trains in *D* = 1 within an experimentally accessible scheme has been demonstrated, i.e. for wire shaped micro-cavities embedding a metallic decomposition on the half-line. As in ref. [@CR24] we set the potential in *x*-space due to this metallic contact to be$$\documentclass[12pt]{minimal}
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We refer to refs [@CR2], [@CR12], [@CR13] for various applications of this model, when we assume a parabolic dispersion. As shown in ref. [@CR29] a local abrupt change of interaction strength of a condensate establishes a stable and regular dark soliton train within a conservative GP theory. Once the flow in the direction of decreasing interaction due to particle repulsions is locally crossing the speed of sound $\documentclass[12pt]{minimal}
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                \begin{document}$${c}_{s}(x)=\sqrt{\mu (x)/m}$$\end{document}$, where *μ*(*x*) = *αn*(*x*) for a scalar condensate, dark solitons are formed from dispersive shock waves at the point of abrupt change in self-interactions^[@CR30]^. These solitons then proceed to dissipate the local excess of energy^[@CR24]^. While in polariton condensates the interaction strength *α* ~1~ can be varied by tuning the exciton/photon detuning, and there is an ongoing debate on its experimentally measured value^[@CR31]^, it is straightforward to apply a tunable potential step *V* ~0~(*x*, *t*). The mechanism for soliton generation is again the breaking of the sound-barrier in the region *x* \< 0 in the presence of a perturbation at *x* = 0^[@CR24]^. In the regime of soliton-train generation, the frequency *ν* increases with the magnitude of the potential step as the corresponding increase of mass passing the step at *x* = 0 allows a more frequent breaking of the local speed of sound. In Figs [6](#Fig6){ref-type="fig"} and [7](#Fig7){ref-type="fig"} we observe a strong modification of the mean-field density dynamics due to the non-parabolic dispersion relation, as compared with the regular dark soliton train patterns of cGP-theory reported in ref. [@CR24]. We find that at low *k* the kinetic energy is in a quasi-parabolic regime supporting dark soliton solutions consistent with the graphs presented in Fig. [1](#Fig1){ref-type="fig"}. We see also in Fig. [6](#Fig6){ref-type="fig"} that the effective mass induces additional bright-type high-density waves of varying frequency that fade out for larger times in (i) while they persist with a fixed frequency in the full dispersion regime (ii) on top of the regular dark soliton train arrays - a phenomenon entirely unobserved or neglected in cGP theory. We attribute this localisation phenomenon to the flat part of dispersion relation in the lower polariton branch. Finally we note that larger self-interaction strengths, as reported in ref. [@CR31], would lead to chaotic dark soliton trains Fig. [7(ii)](#Fig7){ref-type="fig"} while again stable patterns are reported for the parabolic dispersion approximation for appropriate parameters, thus providing an indirect test for the large interaction hypothesis.Figure 6Density plots \|*ψ*(*x*, *t*)\|^2^ of the condensate wave function predictions for the case dynamics with *k* sensitive mass (**i**) and for the full lower polariton dispersion with a weak self-interaction strength. In the simulations a 4 th order time splitting in time with Δ*h* = 0.005, Δ*t* = 0.005 was used. A very large domain \[−50, 50\] was employed to make sure the value of the solution on the boundary is negligible. Numerical parameters were *α* = 0.001, *V* ~0~ = 5, *A* ~*P*~ = 6.6, *σ* = 1, $\documentclass[12pt]{minimal}
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                \begin{document}$${n}_{R}^{^{\prime} }\simeq P(x\mathrm{)/10}(1-0.005{|\psi |}^{2})$$\end{document}$, *δ* = 0.004 and *γ* = 0.5. Figure 7Density plots \|*ψ*(*x*, *t*)\|^2^ of the condensate wave function predictions for the kinetic energy of the effective mass model (**i**) and the general polariton dispersion (**ii**) with a stronger self-interaction strength which is 50 times larger than the one used for Fig. [6](#Fig6){ref-type="fig"}.

Discussion {#Sec12}
==========

The topic of kinetic energy and particularly negative effective mass of polaritons has received increasing attention^[@CR7],\ [@CR8],\ [@CR28],\ [@CR32]^. Here we find that the effects on the pattern formation can be interpreted in the way suggested so far only for small *k* below the inflection point, because the kinetic energy of the polariton is composed of an array of terms (which can be stated in terms of Taylor's theorem). To directly and unambiguously observe the switch in sign of the effective mass, i.e. the second derivative term plus offset within the condensate wave function, as e.g. reported in ref. [@CR28], would require a situation including physical processes that neutralise all the other terms in the expansion (10). Energy shifts are obtained by external potentials, however the variation of the remainder terms at the inflection point *k* \~ 2 *μm* ^−1^ of the lower polarition dispersion is larger than that of the effective mass and thus overlaps its sign switch - the dispersion is positive for all *k*. Furthermore the dispersions of the polariton branches are monotonically increasing in *k* and thus there is no switch in sign of the kinetic energy. This implies that e.g. the time dependent phase of plane wave solutions due to the kinetic energy cannot be cancelled out by the contribution due to nonlinear interactions. This in turn puts into question the mechanism of bright solitons reported in ref. [@CR28], since those bright solitons are agued by the observation that negative mass and repulsive self-interactions are formally equivalent to positive mass with attractive interactions, i.e. $\documentclass[12pt]{minimal}
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                \begin{document}$$\mu =\mp \,n(0)/2$$\end{document}$. Such a model implies the well-know bright soliton solutions, because the dispersive effects are compensated by the attractive self-interaction forces. Now when considering the toy model case of a superposition of two plane waves including the polariton dispersion as kinetic energy we have found that they move coherently in time, iff$$\documentclass[12pt]{minimal}
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                \begin{document}$$(\,-\,\omega ({{\bf{k}}}_{{\rm{b}}}^{^{\prime} })-{\alpha }_{1}{|B^{\prime} |}^{2})/|{{\bf{k}}}_{{\rm{b}}}^{^{\prime} }|=(\,-\,\omega ({{\bf{k}}}_{{\rm{i}}}^{^{\prime} })-{\alpha }_{1}{|A^{\prime} |}^{2})/|{{\bf{k}}}_{{\rm{i}}}^{^{\prime} }|,$$\end{document}$$when interference terms are neglected. This illustrates that due to *α* ~1~, *ω* \> 0 only for specific amplitudes coherent motion is feasible. Such condition could be satisfied in ref. [@CR28]. Furthermore we have simulated the movement of a gaussian wave packet at different positions of the dispersion and can indeed confirm that the dispersion of the wave packet is reduced above the point of inflection, when considering the full polariton kinetic energy - the spatial localisation of an initial wave is stronger in the more accurate full dispersion model compared to predictions of the parabolic cGP, thus supporting the observation of localisation or suppressed dispersion in ref. [@CR28]. However note that the term soliton or bright soliton is defined rigorously^[@CR33]^ and involves properties such as unchanged shape and speed over time and particularly after a collision with another soliton and thus one may more accurately refer to these temporarily localised structures as near-bright-type solitons.

We suggest that localisation of a wave packet in *x*-space is due the flat dispersion relation of the lower polariton branch allowing large *k* modes to be occupied with less energy than in cGPE models. In addition we note that an alternative route to bright soliton generation in polariton condensates could be along the lines of effective attractive self-interactions as discussed in ref. [@CR34] with results similar to matter-wave bright soliton formation in ultra-cold lithium-7 gases^[@CR35],\ [@CR36]^. Apart from this the signs of the non-parabolic dispersion relation of polaritons are apparent in many aspects of wave formation starting from bright-type solitons trains on top of dark solitons trains to chaotic dark solitons to the explicit form of linear waves of the polariton spin modes. Thus for accurate description of the polariton mean field mode the full dispersion should be included in future dynamical models for more accurate predictions.

Methods {#Sec13}
=======

We used a generalised Gross-Pitaevskii theory to analyse the impact a general form for the kinetic energy has on possible polariton condensate dynamics. The mathematical analysis presented is based on standard analytical tools, complex algebra and integration, and the Bogoliubov approach to linear waves. An efficient numerical method was employed for the simulation of the partial differential equation. In time, the second order time splitting method, i.e. the Strang splitting, is used for the time evolution. In space, the wave function *ψ*(*x*, *t*) is discretized on uniform grids and the spectral method based on the Fourier series is used to deal with the generalized kinetic energy term *q*\**ψ*(*x*, *t*). For one time step, the algorithm works as follows:solve *i*∂~*t*~ *ψ*(*x*, *t*) = *q*\**ψ*(*x*, *t*) for half a time step via the discrete Fourier-Transform (DFT).solve the remaining part for one time step via the 4th order Runge-Kutta method.solve *i*∂~*t*~ *ψ*(*x*, *t*) = *q*\**ψ*(*x*, *t*) for another half time step.

In the simulations, we choose Δ*h* = 0.005 and Δ*t* = 0.005. A large domain \[−50, 50\] is used to make sure the solution on the boundary is negligible.
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