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Abstract. In the ﬁrst part of these notes, we deal with ﬁrst order Hamil-
tonian systems in the form Ju′(t) = ∇H(u(t)) where the phase space
X may be inﬁnite dimensional so as to accommodate some partial dif-
ferential equations. The Hamiltonian H ∈ C1(X,R) is required to be
invariant with respect to the action of a group {etA : t ∈ R} of isometries
where A ∈ B(X,X) is skew-symmetric and JA = AJ . A standing wave
is a solution having the form u(t) = etλAϕ for some λ ∈ R and ϕ ∈ X
such that λJAϕ = ∇H(ϕ). Given a solution of this type, it is natural
to investigate its stability with respect to perturbations of the initial
condition. In this context, the appropriate notion of stability is orbital
stability in the usual sense for a dynamical system. We present some
of the important criteria for establishing orbital stability of standing
waves.
In the second part we consider the nonlinear Schro¨dinger equation
which provides an interesting example of this situation where standing
waves appear as time-harmonic solutions. We show how the general
theory applies to this case and review what is known about stability.
Mathematics Subject Classiﬁcation (2000). Primary 37-01; Secondary
37K45, 35Q55.
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1. Introduction
These notes are concerned with the orbital stability of certain special so-
lutions of a ﬁrst order Hamiltonian system acting on a real Hilbert space,
X. The Hamiltonian is required to be invariant under the action of a group
{T (θ) : θ ∈ R} of isometries on X that preserves the symplectic form, in the
sense that ω(T (θ)ξ, T (θ)η) = ω(ξ, η) for all ξ, η ∈ X and θ ∈ R. In other
words, the isometry T (θ) : X → X is also a symplectic map. We consider
special solutions of the form u(t) = T (λt)ξ for some λ ∈ R and ξ ∈ X and
their stability with respect to perturbation of the initial condition u(0) = ξ.
To present rapidly this underlying structure, let X = R2N with the
usual scalar product 〈·, ·〉 and consider the system
Ju′(t) = ∇H(u(t)) (1.1)
where J = −JT = −J−1 is a real 2N×2N matrix and H ∈ C2(X,R). Then
d
dtH(u(t)) = 〈∇H(u(t)), u′(t)〉 = 〈Ju′(t), u′(t)〉 = 0, showing that H(u(t))
is independent of t whenever u is a solution of (1.1). Let Γ = {T (θ) : θ ∈ R}
be a group of isometries on R2N with inﬁnitesimal generator A = T ′(0)
so that T (θ) = eθA and T ′(θ) = AT (θ) for all θ. Then AT = −A and
T (θ)T = T (θ)−1 = T (−θ). The invariance of H with respect to Γ becomes
H(T (θ)ξ) = H(ξ) for all θ ∈ R and ξ ∈ R2N
⇔〈Aξ,∇H(ξ)〉 = 0 for all ξ ∈ R2N .
For the symplectic form ω deﬁned by ω(ξ, η) = 〈Jξ, η〉, we have that
ω(T (θ)ξ, T (θ)η) = ω(ξ, η) for all ξ, η ∈ X and θ ∈ R
⇔T (θ)TJT (θ) = J, (i.e. T (θ) is symplectic) for all θ ∈ R
⇔JT (θ) = T (θ)J for all θ ∈ R, since T (θ)T = T (θ)−1
⇔JA = AJ.
The Γ-invariance of H implies that ∇H is Γ-equivariant:
∇H(T (θ)ξ) = T (θ)∇H(ξ) for all θ ∈ R and ξ ∈ R2N .
For any ﬁxed λ ∈ R, we set u(t) = T (λt)v(t) and, from the equivariance of
∇H, it follows that u satisﬁes (1.1) if and only if v satisﬁes
Jv′(t) = ∇H(v(t))− λJAv(t). (1.2)
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Since (JA)T = ATJT = AJ = JA, we see that (1.2) is a Hamiltonian
system with Hamiltonian
Gλ(ξ) = H(ξ)− λQ(ξ) where Q(ξ) = 12〈JAξ, ξ〉 =
1
2
ω(Aξ, ξ).
If u(t) is a solution of (1.1), H(u(t)) and Gλ(v(t)) are both independent of
t. But, by the invariance of H,
Gλ(v(t)) = H(T (−λt)u(t))− λQ(v(t)) = H(u(t))− λQ(v(t)),
from which we see that λQ(v(t)) is also independent of t. With this in mind,
we set B = JA(= AJ) so that Q(ξ) = 12〈Bξ, ξ〉. Then BT = B and, for any
solution of (1.1),
d
dt
Q(u) = 〈Bu, u′〉 = 〈JAu, J−1∇H(u)〉 = −〈Au,∇H(u)〉 = 0,
whereas, for any ξ ∈ R2N ,
d
dθ
Q(T (θ)ξ) = 〈BT (θ)ξ, T ′(θ)ξ〉 = 〈JAT (θ)ξ,AT (θ)ξ〉 = 0,
showing that, like H, Q is also a Γ-invariant conserved quantity for (1.1).
In fact, Q is also J-invariant since, for all ξ ∈ R2N ,
Q(Jξ) =
1
2
〈BJξ, Jξ〉 = 1
2
〈JAJξ, Jξ〉 = 1
2
〈Bξ, ξ〉 = Q(ξ).
We have shown that, for any λ ∈ R, the (canonical) change of variable
u(t) = T (λt)v(t) transforms (1.1) into (1.2). If v(t) ≡ ξ is a stationary solu-
tion of (1.2) for some λ ∈ R, we obtain a special solution of the Hamiltonian
system (1.1) having the form
u(t) = T (λt)ξ for some λ ∈ R and ξ ∈ X. (1.3)
Solutions of this kind will be referred to as standing waves since this is
the terminology that is commonly adopted in the context of the nonlinear
Schro¨dinger equation. For X = R2N , they are either periodic or quasi-
periodic functions of t, but there may well be periodic or quasi-periodic
solutions that are not of the form (1.3). One ﬁnds that u(t) = T (λt)ξ
satisﬁes the Hamiltonian system (1.1) if and only of
∇H(ξ) = λBξ (1.4)
and solutions ξ ∈ X of the “stationary equation” (1.4) occur as critical
points of the functional Gλ(u) = H(u)−λQ(u). We concentrate on standing
waves that are not stationary solutions of (1.1) and this requires λAξ = 0.
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In this way two fundamental problems appear. Firstly to establish the
existence of standing waves and secondly to investigate their stability as
solutions of (1.1). Since (1.1) is autonomous and a standing wave is periodic
or quasi-periodic, the only type of stability that can be hoped for is orbital
stability. These lectures present some results concerning these issues.
In Section 2 we begin by posing the problem in a setting where X
can be an inﬁnite dimensional real Hilbert space. In its most general form,
this would involve dealing with unbounded operators. By restricting to a
situation where X is part of a variational triple, we gain some simpliﬁca-
tions while retaining suﬃcient generality to deal with problems from partial
diﬀerential equations.
Some basic results concerning the orbital stability of standing waves
are formulated in Section 3 and the proof of the main theorem is given in
Section 4 by the construction of a Lyapunov function. In Section 5 we deal
with a frequently occurring situation where the standing wave in question
is embedded in a one-parameter family of standing waves. This covers the
so-called Vakhitov-Kolokolov condition and the fundamental contributions
by M. Weinstein and Grillakis-Shatah-Strauss. We complete the discussion
of the abstract problem in Section 6 by reviewing a method of constrained
minimization for ﬁnding standing waves and a weaker notion of stability
which accompanies this approach.
In Section 7 we introduce the nonlinear Schro¨dinger equation and show
how it ﬁts into the general structure presented earlier. Finally, in Section
8, we review what can be deduced about the existence and orbital stability
of standing waves in the case of a standard power-law nonlinearity. Trans-
lational invariance of the nonlinear Schro¨dinger equation with respect to
the spatial variables has to be excluded in order to obtain orbital stabil-
ity of standing waves in the strict sense of dynamical systems. There is a
rich literature dealing with weaker notions of orbital stability which can be
satisﬁed in cases where the Hamiltonian in invariant with respect to addi-
tional symmetries, see [15]. We do not explore this topic, but as is shown
in Section 8.5, the weaker notion of stabilty introduced in Section 6 does
give some information about spatially invariant Schro¨dinger equations.
We have refrained from any discussion of conditions implying instabil-
ity, but of course this forms an essential complement to the results collected
below. For this aspect of the theory we simply refer to [4], [6], [12], [16],
[17], [12], [25], [36] and the references therein. Similarly, we do not attempt
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to describe work on more detailed analysis of the asymptotic behaviour of
solutions near standing waves. See [28], [33] for a review of this.
At the beginning of this introduction we required the Hamiltonian H
to be invariant under the action of a group Γ of isometries that preserves
the symplectic structure and we showed that, when X = R2N , this implies
the existence of a Γ-invariant quadratic conserved quantity Q which is also
J-invariant. In fact, conversely, the existence of a quadratic function Q,
which is conserved by (1.1) and is J-invariant, implies the invariance of H
under the action of a group of isometries which is determined by Q. To
see this, consider (1.1) with X = R2N and suppose that there is a second
conserved quantity Q that is quadratic in ξ and J-invariant:
Q(ξ) =
1
2
〈Bξ, ξ〉 and Q(Jξ) = Q(ξ) for all ξ ∈ X (1.5)
where, without loss of generality, we may suppose B is a real 2N × 2N
symmetric matrix. Noting that
Q(Jξ) = Q(ξ) for all ξ ∈ X ⇐⇒ JB = BJ, (1.6)
we deﬁne a real 2N × 2N skew-symmetric matrix by A = −JB and, since
Q is conserved,
0 =
d
dt
Q(u(t)) =
〈
Bu(t), u′(t)
〉
= −〈Bu(t), J∇H(u(t))〉 = −〈Au(t),∇H(u(t))〉 ,
for all solutions of (1.1). Consequently,
〈∇H(ξ), Aξ〉 = 0 for all ξ ∈ X.
Since A is skew-symmetric, T (θ) ≡ eθA : X → X is an isometric isomor-
phism for all θ ∈ R and
d
dθ
H(T (θ)ξ) =
〈∇H(T (θ)ξ), T ′(θ)ξ〉 = 〈∇H(T (θ)ξ), AT (θ)ξ〉
= 0 for all ξ ∈ X,
showing that H is Γ-invariant, where Γ = {T (θ) : θ ∈ R}. Furthermore,
the J-invariance of Q implies that JB = BJ , from which it follows that
JA = AJ and hence that Γ preserves the symplectic structure induced by
J .
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2. Setting and problem
We begin by recalling the notion of variational triple that is often used in
dealing with partial diﬀerential equations. Then we deﬁne a Hamiltonian
system in a context which is broad enough to include some partial diﬀeren-
tial equation such as the nonlinear Schro¨dinger equation. Because of issues
concerning the regularity of solutions, it is not appropriate to simply use
(1.1) when dimX =∞. We consider Hamiltonian systems which are invari-
ant under a group action on X, extending to our context what was sketched
in the introduction when dimX < ∞. Standing waves are special solutions
of this equation and they satisfy a generalization of (1.4). We then review
the notion of orbit and orbital stability. This necessitates a discussion of
the well-posedness of the initial value problem for Hamiltonian systems in
our setting.
We end this section by summarizing the basic hypotheses which will
be assumed to hold throughout the rest of the presentation without further
comment.
2.1. Variational triple
Let (H, (·, ·) , ‖·‖) and (X, 〈·, ·〉X , ‖·‖X) be real Hilbert spaces with dual
spaces H∗ and X∗. They form a variational triple when, identifying H
with H∗ via their Riesz isomorphism, we have
X ⊂ H = H∗ ⊂ X∗
where the inclusions are dense and the embeddings are continuous. The
duality between X∗ and X will be denoted by
〈f, u〉 = f(u) for all f ∈ X∗ and u ∈ X.
The Riesz (isometric) isomorphism between X and X∗ will be denoted by
R : X → X∗,
〈Ru, v〉 = 〈u, v〉X for all u, v ∈ X.
Then (X∗, 〈·, ·〉∗ , ‖·‖∗) is a Hilbert space with 〈f, g〉∗ =
〈
R−1f,R−1g
〉
X
for
all f, g ∈ X∗. For L ∈ B(X,X), its dual operator is L∗ = RLTR−1 ∈
B(X∗,X∗) where LT is the adjoint of L in X. Thus
〈Lu, v〉X =
〈
u,LT v
〉
X
and 〈L∗f, v〉 = 〈f, Lv〉 for all u, v ∈ X and f ∈X∗.
Since
|(u, v)| ≤ ‖u‖ ‖v‖ ≤ C ‖u‖X ‖v‖X for all u, v ∈ X,
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there is a natural injection I ∈ B(X,X∗) such that
〈Iu, v〉 = (u, v) for all u, v ∈ X.
The two scalar products on X are related by
(u, v) = 〈Iu, v〉 = 〈R−1Iu, v〉X for all u, v ∈ X.
Setting S = R−1I, we ﬁnd that S ∈ B(X,X), ST = S and 〈Su, u〉X > 0
for all u ∈ X\{0}.
Examples (1) If (X, 〈·, ·〉X ) is a real, ﬁnite dimensional Hilbert space, we
obtain a variational triple with H = X and R = I = S = I.
(2) In the usual notation for Sobolev spaces, H1(RN ) ⊂ L2(RN ) ⊂
H−1(RN ) is a variational triple where R = −∆ + 1 and S = (−∆ + 1)−1.
This will be used later to treat the nonlinear Schro¨dinger equation.
2.2. Hamiltonian system
We deﬁne a Hamiltonian system on the real Hilbert space (X, 〈·, ·〉X , ‖·‖X)
in the following way. Given J and H satisfying
(H1) J ∈ B(X,X) with JT = J−1 = −J and H ∈ C2(X,R),
we consider the initial value problem
d
dt
(Iu) = J∗H ′(u) in X∗, (IVP)
u(0) = u0
where H ′(ξ) ∈ X∗ denotes the Fre´chet derivative of H at ξ ∈ X and u0 ∈ X.
A solution of (IVP) is a function deﬁned on an interval [0, b) for some b > 0
such that
u ∈ C([0, b),X) and Iu ∈ C1((0, b),X∗)
with u(0) = u0 ∈ X and
d
dt
(Iu(t)) = J∗H ′(u(t)) (2.1)
for all t ∈ (0, b). We shall return to the discussion of well-posedness of
(IVP) once we have introduced the invariance of H with respect to a group
action.
Noting that J∗ = RJTR−1, we have that [J∗]−1 = R[JT ]−1R−1 =
RJR−1 = −J∗, so the diﬀerential equation can also be written as
RJR−1 ddt (Iu(t)) = H
′(u(t)). Using ∇H to denote the gradient of H in the
sense that 〈
H ′(v), w
〉
= 〈∇H(v), w〉X for all v,w ∈ X,
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we have that H ′(v) = R∇H(v) and the equation becomes
JR−1
d
dt
Iu(t) = ∇H(u(t)) in X.
This reduces to (1.1) when (H, (·, ·) , ‖·‖) = (X, 〈·, ·〉X , ‖·‖X) since then
R = I = I.
Remark. We must acknowledge that our assumption that J ∈ B(X,X)
restricts the range of applications that we can cover. For example [14],
the Korteweg-de Vries equation can be expressed as a Hamiltonian system
with J = ∂x, but then J is unbounded. In this way the pioneering work of
Benjamin and Bona concerning the stability of solitary waves for the KdV
equation can be rederived from a generalization of the results presented
below, [2], [3], [23], [36].
2.3. Invariance of the Hamiltonian
We introduce the invariance of H through an operator A having the fol-
lowing properties.
(H2) A ∈ B(X,X) with AT = −A is such that
AJ = JA and
〈
H ′(v), Av
〉
= 0 for all v ∈ X.
The skew-symmetric operator A generates a group of isometries,
Γ = {T (θ) : θ ∈ R}, where
T : R → B(X,X) is deﬁned by T (θ) = eθA.
Then,
T ′(θ) = AT (θ) = T (θ)A , T (θ)−1 = T (θ)T = T (−θ) and T (θ)J = JT (θ)
for all θ ∈ R.
For any function F ∈ C1(X,R), we have that
d
dθ
F (T (θ)v) =
〈
F ′(T (θ)v), T ′(θ)v
〉
=
〈
F ′(T (θ)v), AT (θ)v
〉
for all θ ∈ R and v ∈ X.
Hence F (T (θ)v) = F (T (0)v) = F (v) for all θ ∈ R and v ∈ X if and only if
〈F ′(w), Aw〉 = 0 for all w ∈ X. In this case, F is Γ-invariant and we have
that
〈
F ′(v), w
〉
=
〈
F ′(T (θ)v), T (θ)w
〉
=
〈
T (θ)∗F ′(T (θ)v), w
〉
for all v,w ∈ X,
so F ′ is Γ-equivariant in the sense that
T (−θ)∗F ′(v) = F ′(T (θ)v) since [T (θ)∗]−1 = T (−θ)∗ for all θ ∈ R.
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The hypothesis (H2) ensures that ‖·‖2X and H are Γ-invariant since
〈w,Aw〉X = 0 and
〈
H ′(w), Aw
〉
= 0 for all w ∈ X. (2.2)
A symplectic form is deﬁned on X by setting
ωX(ξ, η) = 〈Jξ, η〉X for ξ, η ∈ X.
Then, for all θ ∈ R,
ωX(T (θ)ξ, T (θ)η) = 〈JT (θ)ξ, T (θ)η〉X = 〈T (θ)Jξ, T (θ)η〉X = 〈Jξ, η〉X
showing that ωX is preserved by Γ.
Thus (H1) and (H2) ensure that H is invariant with respect to a group
Γ of isometries on X and that Γ preserves the symplectic form associated
with J .
In order to ensure that ‖·‖2 is also a Γ-invariant quantity, we suppose
that
(H3) (Av,w) = −(v,Aw) for all v,w ∈ X.
Then
d
dθ
‖T (θ)v‖2 = 2 (T (θ)v, T ′(θ)v) = 2 (T (θ)v,AT (θ)v) = 0
for all θ ∈ R and v ∈ X as required. It then follows that
(T (θ)v,w) = (v, T (−θ)w) for all θ ∈ R and v,w ∈ X
and so Γ acts isometrically on X with respect to ‖·‖ , as well as ‖·‖X .
Recalling that S = R−1I, it is easy to check that (H3) is equivalent to
ATS = −SA and hence, when A = −AT , to AS = SA.
Remark. Clearly, (H2) and (H3) are always satisﬁed by A = 0, but in this
case T (θ) = I for all θ ∈ R and the associated standing waves are stationary
solutions. We are interested Hamiltonians H for which there exists A = 0
satisfying (H2) and (H3). That is, H is invariant under the action of a non-
trivial group of isometries {T (θ) : θ ∈ R}, which preserves the symplectic
structure associated with J , and A is its inﬁnitesimal generator.
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2.4. Standing waves
Under the assumptions (H1) and (H2), a standing wave is a solution of
(2.1) having the form
u(t) = T (λt)ξ for all t ∈ R, for some λ ∈ R and ξ ∈ X.
In this case, ξ is the initial value. For u(t) = T (λt)ξ we have that u ∈
C1(R,X) and so Iu ∈ C1(R,X∗) with
d
dt
Iu(t) = I
d
dt
u(t) = IT ′(λt)λξ = λIT (λt)Aξ.
Using (H3), we ﬁnd that, for all v ∈ X,
〈
d
dt
Iu(t), v
〉
= λ (T (λt)Aξ, v) = −λ (ξ,AT (−λt)v)
= −λ 〈T (−λt)∗A∗Iξ, v〉
so that ddtIu(t) = −λT (−λt)∗A∗Iξ. On the other hand, by the Γ-equi-
variance of H ′,
J∗H ′(u(t)) = J∗H ′(T (λt)ξ) = J∗T (−λt)∗H ′(ξ) = T (−λt)∗J∗H ′(ξ),
showing that, for u(t) = T (λt)ξ,
(2.1) ⇐⇒ −λA∗Iξ = J∗H ′(ξ) ⇔ λJ∗A∗Iξ = H ′(ξ).
Setting
B = J∗A∗I ∈ B(X,X∗),
we have that u(t) = T (λt)ξ is a solution of (2.1) if and only if
H ′(ξ)− λB(ξ) = 0. (2.3)
Now
〈Bv,w〉 = 〈J∗A∗Iv,w〉 = 〈Iv,AJw〉 = (v,AJw) ,
so to maintain the variational structure of the problem we suppose that
(H4) (Jv,w) = − (v, Jw) for all v,w ∈ X.
Then (v,AJw) = (JAv,w) = (AJv,w) = 〈Bw, v〉 . Thus B ∈ B(X,X∗) is
now symmetric in the sense that
〈Bv,w〉 = 〈Bw, v〉 for all v,w ∈ X,
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and we also have that
〈Bv,w〉 = (v,AJw) = (JAv,w) = 〈IJAv,w〉 so that
B = J∗A∗I = IJA.
Deﬁning Q : X → R by
Q(v) =
1
2
〈Bv, v〉 for all v ∈ X,
we have that Q′ = B.
Hence u(t) = T (λt)ξ is a standing wave if and only if (λ, ξ) satisﬁes
the stationary equation (2.3) which can be expressed as
H ′(ξ)− λQ′(ξ) = 0. (SP)
Deﬁning an augmented Hamiltonian Gλ : X → R by
Gλ(v) = H(v)− λQ(v) (AH)
we see that, under the assumptions (H1) to (H4), standing waves are gen-
erated by critical points of Gλ.
Noting that
〈
Q′(v), Av
〉
= 〈J∗A∗Iv,Av〉 = 〈IJAv,Av〉 = (JAv,Av) = 0,
it follows that Q and hence Gλ are Γ-invariant. Thus, if ξ ∈ X is a critical
point of Gλ, then so is T (θ)ξ for all θ ∈ R.
2.5. Orbits and orbital stability
For any v ∈ X,
Θ(v) = {T (θ)v : θ ∈ R}
is the orbit of v under the action of the group Γ = {T (θ) : θ ∈ R}. Of
course, Θ(v) is a bounded subset of X, v ∈ Θ(v) and
Θ(v) = {v} ⇔ Av = 0.
When T : R → B(X,X) is periodic, Θ(v) is a compact subset of X, other-
wise T is injective and Θ(v) may not be compact. When T is quasi-periodic,
Θ(v) may not even be a closed subset of X.
If ξ ∈ X is a critical point of Gλ, then Θ(ξ) is also the orbit of the
standing wave u(t) = T (λt)ξ in the sense of dynamical systems. This stand-
ing wave is orbitally stable if, for all ε > 0, there exists δ > 0 such that
for all initial conditions u0 ∈ X with ‖ξ − u0‖X < δ, (IVP) has a unique
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maximal solution u(t), it is deﬁned for all t ≥ 0 and d(u(t),Θ(ξ)) < ε for
all t ≥ 0 where
d(v,Θ(ξ)) = inf{‖v − T (θ)ξ‖X : θ ∈ R}.
Note that the standing wave is a stationary solution if and only if λAξ = 0.
For any ξ ∈ X and ρ > 0, let
Θ(ξ)ρ = {v ∈ X : d(v,Θ(ξ)) < ρ}.
That is Θ(ξ)ρ = ∪θ∈RB(T (θ)ξ, ρ) where B(w, ρ) = {v ∈ X : ‖v − w‖X <
ρ}.
Since
‖η − T (θ)ξ‖X = ‖T (−θ)η − ξ‖X for all θ ∈ R and η ∈ X,
it follows that B(T (θ)ξ, ρ) = T (θ)B(ξ, ρ). Hence
Θ(ξ)ρ = ∪θ∈RT (θ)B(ξ, ρ)
and
T (θ)Θ(ξ)ρ = Θ(ξ)ρ for all θ ∈ R.
In Section 4, we shall use the following property of orbits Θ(ξ) = {ξ}.
Lemma 2.1. Suppose that Aξ = 0. Then there exists R(ξ) > 0 such that,
for any ρ ∈ (0, R(ξ)) and for any v ∈ Θ(ξ)ρ, there exists θ1 ∈ R such that
‖v − T (θ1)ξ‖X < ρ and 〈v − T (θ1)ξ,AT (θ1)ξ〉X = 0.
Remark. Clearly ‖v − T (θ1)ξ‖X ≥ d(v,Θ(ξ)) but we do not claim that
‖v − T (θ1)ξ‖X = d(v,Θ(ξ)). In fact, if Θ(ξ) is not closed and v∈Θ(ξ)\Θ(ξ),
then ‖v − T (θ)ξ‖X > 0 = d(v,Θ(ξ)) for all θ ∈ R.
Proof. Since T ′(0)ξ = Aξ = 0, there exists ψ > 0 such that T (ψ)ξ =
T (0)ξ = ξ and T (−ψ)ξ = T (0)ξ = ξ. Let
R(ξ) =
1
2
min{‖ξ − T (ψ)ξ‖X , ‖ξ − T (−ψ)ξ‖X}.
For ρ ∈ (0, R(ξ)) and v ∈ Θ(ξ)ρ, there exists some θ0 such that T (θ0)ξ ∈
B(v, ρ). Then we have that
‖v − T (θ0 ± ψ)ξ‖X ≥ ‖T (θ0)ξ − T (θ0 ± ψ)ξ‖X − ‖v − T (θ0)ξ‖X
= ‖ξ − T (±ψ)ξ‖X − ‖v − T (θ0)ξ‖X
≥ 2R(ξ)− ρ > ρ.
342 C.A. Stuart Vol. 76 (2008)
Let (p, q) be the maximal interval containing θ0 such that T (θ)ξ ∈ B(v, ρ)
for all θ ∈ (p, q). Then θ0 − ψ < p < θ0 < q < θ0 + ψ and ‖v − T (p)ξ‖X =
‖v − T (q)ξ‖X = ρ. Setting f(θ) = ‖v − T (θ)ξ‖2X , there exists θ1 ∈ [p, q]
such that f(θ1) = min{f(θ) : p ≤ θ ≤ q} ≤ f(θ0) < ρ2. Thus θ1 ∈ (p, q)
and f ′(θ1) = 0. Hence ‖v − T (θ1)ξ‖X < ρ and
0 =
〈
v − T (θ1)ξ, T ′(θ1)ξ
〉
= 〈v − T (θ1)ξ,AT (θ1)ξ〉 . 
2.6. Well-posedness of IVP
The orbital stability of a standing wave requires that (IVP) to be globally
well-posed in a neighbourhood of this solution. Let us make a few comments
about this in our context.
Under the hypotheses (H1) to (H4), we consider that (IVP) is locally
well-posed when the following condition is satisﬁed.
(LWP) For every ξ ∈ X there exist b+, b− > 0 and a unique function
u ∈ C((−b−, b+),X) with Iu ∈ C1((−b−, b+),X∗) such that u(0) = ξ and
(2.1) is satisﬁed on (−b−, b+). Furthermore, we require that
H(u(t)) = H(u0) and Q(u(t)) = Q(u0) for all t ∈ (−b−, b+).
Remark 1. When (LWP) holds, let (−b−(ξ), b+(ξ)) denote the maximal
interval of existence for the solution with initial condition ξ.
Remark 2. If u ∈ C1((−b−, b+),X), as is the case when dimX < ∞, then
d
dt(Iu) = Iu
′ and so
d
dt
H(u(t)) =
〈
H ′(u(t)), u′(t)
〉
= −
〈
J∗
d
dt
(Iu), u′(t)
〉
= − 〈Iu′(t), Ju′(t)〉 = −(u′(t), Ju′(t)) = 0,
and
d
dt
Q(u(t)) =
〈
Q′(u(t)), u′(t)
〉
=
〈
Bu(t), u′(t)
〉
=
〈
J∗A∗Iu(t), u′(t)
〉
=
〈
Iu(t), AJu′(t)
〉
= (u(t), AJu′(t)) = (JAu(t), u′(t))
=
〈
Iu′(t), JAu(t)
〉
=
〈
J∗H ′(u(t)), JAu(t)
〉
=
〈
H ′(u(t)), J2Au(t)
〉
= − 〈H ′(u(t)), Au(t)〉
= 0,
showing that the conservation of H and Q along trajectories is a conse-
quence of our assumptions of invariance in this case. In particular, when
dimX < ∞, (LWP) follows from our hypotheses (H1) to (H4) and the
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classical Picard Theorem for (1.1).
Remark 3. Since H and Q ∈ C(X,R), it follows from Remark 2 that (LWP)
holds under the following three conditions.
(a) For every ξ ∈ X there exist b+, b− > 0 and a unique function u ∈
C((−b−, b+),X) with Iu ∈ C1((−b−, b+),X∗) such that u(0) = ξ and (2.1)
is satisﬁed on (−b−, b+).
(b) The solution u depends continuously on the initial condition ξ, in
the sense that, if ξn → ξ in X and [p, q] is a compact sub-interval of
(−b−(ξ), b+(ξ)), then [p, q] ⊂ (−b−(ξn), b+(ξn)) for all large n and un(t) →
u(t) in X as n →∞, for all t ∈ [p, q].
(c) There is a dense subset Y of X such that, for all ξ ∈ Y , the solution u
with initial condition ξ is smooth, in the sense that u ∈ C1((−b−, b+),X).
We consider that (IVP) is globally well-posed at ξ ∈ X when the
following condition is satisﬁed.
(GWP at ξ) The condition (LWP) is satisﬁed and there exists an open
neighbourhood Ω of ξ in X such that b+(u0) =∞ for all u0 ∈ Ω.
The conserved quantities can help to ensure that (IVP) is globally
well-posed. In this direction we shall use several variants of the following
compactness condition.
(CC)c,d H ′ : X → X∗ is bounded on bounded subsets of X and there
exists ε > 0 such that, for any h ∈ (c− ε, c + ε) and q ∈ (d− ε, d + ε),
{v ∈ X : H(v) = h} ∩ {v ∈ X : Q(v) = q}
is a compact subset of X.
Remark. If dim X < ∞, then (CC)c,d is satisﬁed provided that
{v ∈ X : H(v) = h} ∩ {v ∈ X : Q(v) = q} is bounded for all h near c and
all q near d.
Proposition 2.2. Let (LWP) hold and suppose that ξ ∈ X is such that
(CC)H(ξ),Q(ξ) is satisfied. Then (GWP at ξ) holds.
Proof. Let ε > 0 be given by (CC)H(ξ),Q(ξ). Then there exists δ > 0 such
that |H(v)−H(ξ)| < ε and |Q(v)−Q(ξ)| < ε for all v ∈ B(ξ, δ). We claim
that b+(u0) =∞ for all u0 ∈ B(ξ, δ).
To prove this we consider u0∈B(ξ, δ) and a sequence {tn}⊂(0, b+(u0))
such that tn → b+(u0). Since
H(u(tn)) = H(u0) and Q(u(tn)) = Q(u0)
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it follows from (CC)H(ξ),Q(ξ) that there exist w ∈ X and a subsequence
such that u(tnk) → w in X. From this it follows easily that {‖u(t)‖X : 0 ≤
t < b+(u0)} is bounded and hence so is
{∥∥H ′(u(t))∥∥
X∗ : 0 ≤ t < b+(u0)}.
Let us suppose that b+(u0) < ∞.
For 0 ≤ s < t < b+(u0), we have that
Iu(t)− Iu(s) =
∫ t
s
J∗H ′(u(τ))dτ
and so
Iw − Iu(s) = lim
tnk→b+(u0)
∫ tnk
s
J∗H ′(u(τ))dτ.
But ∥∥
∥
∥
∫ tnk
s
J∗H ′(u(τ))dτ
∥∥
∥
∥
X∗
≤ sup
0≤τ<b+(u0)
∥
∥H ′(u(τ))
∥
∥ |tnk − s|
and so
‖Iw − Iu(s)‖X∗ ≤ sup
0≤τ<b+(u0)
∥∥H ′(u(τ))
∥∥ |b+(u0)− s| ,
showing that ‖Iw − Iu(s)‖X∗ → 0 as s → b+(u0).
In fact, we can deduce that ‖w − u(s)‖X → 0 as s → b+(u0). Oth-
erwise, there exist η > 0 and a sequence {sn} ⊂ (0, b+(u0)) such that
sn → b+(u0) and ‖w − u(sn)‖X ≥ η for all n ∈ N. But then, as before,
(CC)H(ξ),Q(ξ) implies that there exist z ∈ X and a subsequence such that
u(snk) → z in X. From which it follows that Iu(snk)→ Iz in X∗. However,
we also have that Iu(snk) → Iw in X∗ and so z = w by the injectivity of
I : X → X∗. Thus ‖w − u(snk)‖X → 0 and we have a contradiction. Hence
‖w − u(s)‖X → 0 as s → b+(u0).
Since (2.1) is autonomous, it follows from (LWP) that there is a unique
function z ∈ C((−c−, c+),X) with Iz ∈ C1((−c−, c+),X∗) such that
d
dt
Iz = J∗H ′(z(t)) for t ∈ (−c−, c+)
z(b+(u0)) = w
where c− = −b−(w) + b+(u0) and c+ = b+(w) + b+(u0).
Now consider the function v : (−b−(u0), c+) → X deﬁned by
v(t) =
{
u(t) for t ∈ (−b−(u0), b+(u0))
z(t) for t ∈ [b+(u0), b+(w) + b+(u0)) .
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We have already proved that v ∈ C((−b−(u0), b+(w) + b+(u0)),X) and
Iw − Iv(s) = Iw − Iu(s) =
∫ b+(w)
s
J∗H ′(u(τ))dτ
=
∫ b+(w)
s
J∗H ′(v(τ))dτ for − b−(u0) < s < b+(u0),
Iw − Iv(s) = Iw − Iz(s) = −
∫ s
b+(w)
J∗H ′(z(τ))dτ
= −
∫ s
b+(w)
J∗H ′(v(τ))dτ for b+(u0) < s < b+(w) + b+(u0).
It follows that Iv ∈ C1((−b−(u0), b+(w) + b+(u0)),X∗) with
d
dt
Iv(t) = J∗H ′(v(t)) for all t ∈ (−b−(u0), b+(w) + b+(u0)).
This implies that −c− ≤ −b−(u0) and that z(t) = v(t) for all t ∈
(−b−(u0), b+(w)+b+(u0)). Since b+(w) > 0 this contradicts the maximality
of the interval
(−b−(u0), b+(u0)) for the solution u with initial condition u(0) = u0. Hence
b+(u0) =∞, justifying our claim. 
2.7. Summary
We introduced the basic hypotheses (H1) to (H4) progressively in order to
show their utility. Now, for future reference, we regroup them in a more
compact, equivalent form.
In a standard variational triple X ⊂ H = H∗ ⊂ X∗ with
〈Ru, v〉 = 〈u, v〉X and 〈Iu, v〉 = (u, v) for all u, v ∈ X,
we introduce the following operators.
(H) (i) J ∈ B(X,X) with J2 = −I and
〈Jv,w〉X = −〈v, Jw〉X and (Jv,w) = −(v, Jw) for all v,w ∈ X.
(ii) A ∈ B(X,X) with AJ = JA and
〈Av,w〉X = −〈v,Aw〉X and (Av,w) = −(v,Aw) for all v,w ∈ X.
(iii) H ∈ C2(X,R) and
〈
H ′(v), Av
〉
= 0 for all v ∈ X.
Remarks. Clearly (i) implies that J : X → X is an isomorphism and,
putting w = Jv, we see that
‖Jv‖X = ‖v‖X and ‖Jv‖ = ‖v‖ for all v ∈ X.
346 C.A. Stuart Vol. 76 (2008)
Recalling that S = R−1I ∈ B(X,X) with ST = S and
(v,w) = 〈Sv,w〉X for all v,w ∈ X,
we see that (i) is equivalent to
(i’) J ∈ B(X,X) with J = −J−1 = −JT and JS = SJ.
It implies that J induces two symplectic forms on X:
ωX(v,w) = 〈Jv,w〉X and ωH(v,w) = (Jv,w) for v,w ∈ X.
In the same way, the condition (ii) is equivalent to
(ii’) A ∈ B(X,X) with A = −AT and AS = SA.
It implies that T (θ) = eθA is an isometry both for ‖ · ‖X and ‖ · ‖.
Taken together, (i) and (ii) imply that Γ = {T (θ) : θ ∈ R} preserves both
symplectic forms:
ωX(gv, gw) = ωX(v,w) and ωH(gv, gw) = ωH(v,w) for all g ∈ Γ.
The condition (iii) implies that H is Γ-invariant. As we show below, a
consequence of this invariance is that 〈H ′(0), Aw〉 = 0 for all w ∈ X and
hence, if AX is dense in X, that H ′(0) = 0.
Noting that (H) is equivalent to (H1) to (H4), we consider henceforth
the Hamiltonian system,
d
dt
(Iu) = J∗H ′(u) in X∗
under the tacit assumption that (H) holds.
When (H, (·, ·), ‖ · ‖) = (X, 〈·, ·〉X , ‖ · ‖X), it follows that the Hamil-
tonian H and the function Q(v) = 12ωH(Av, v) are constant on solutions of
(IVP). These quantities are also conserved in more general situations, see
Remarks 2 and 3 in Section 2.6.
A standing wave is a special solution of the form
u(t) = eλtAξ where λ ∈ R and ξ ∈ X.
We consider the existence and orbital stability of non-stationary (i.e. λAξ =
0) standing waves. They are generated by solutions of the stationary equa-
tion (H ′(ξ) = λB(ξ) where B = J∗A∗I = IAJ) which can also be written
as DvGλ(ξ) = 0 where Gλ = H − λQ ∈ C2(X,R) is the augmented Hamil-
tonian and Q(v) = 12 〈Bv, v〉 = 12(v,AJv) = 12ωH(Av, v). The function Q is
Γ-invariant and hence so is Gλ.
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A particularly simple situation occurs when H ∈ C2(X,R) and
〈H ′(v), Jv〉 = 0 for all v ∈ X for some operator J satisfying (H)(i). Then
we can choose A = J (or A = −J) and we have that (H)(i)-(iii) holds with
H ′(0) = 0. The nonlinear Schro¨dinger equation provides an example of this
case.
Consequences of the invariance
By the Γ-invariance of Gλ, for all v ∈ X and θ ∈ R,
Gλ(T (θ)v) = Gλ(v),
〈DuGλ(T (θ)v), T (θ)w〉 = 〈DuGλ(v), w〉 for all w ∈ X,
〈
DuGλ(T (θ)v), T ′(θ)v
〉
= 0
〈
D2uuGλ(T (θ)v)T (θ)z, T (θ)w
〉
=
〈
D2uuGλ(v)z,w
〉
for all w, z ∈ X,
〈
D2uuGλ(T (θ)v)T
′(θ)v, T (θ)w
〉
+
〈
DuGλ(T (θ)v), T ′(θ)w
〉
= 0
showing that
DuGλ(T (θ)v) = T (−θ)∗DuGλ(v), 〈DuGλ(v), Av〉 = 0,
D2uuGλ(T (θ)v)T (θ) = T (−θ)∗D2uuGλ(v),
D2uuGλ(v)Av = −A∗DuGλ(v)
for all v ∈ X and θ ∈ R.
Observe that all of these identities remain true when Gλ is replaced
by H.
If DuGλ(ξλ) = 0, then
DuGλ(T (θ)ξλ) = 0 and T (θ)∗D2uuGλ(T (θ)ξλ)T
′(θ)ξλ = 0
for all θ ∈ R. In particular,
DuGλ(ξλ) = 0 implies that D2uuGλ(ξλ)Aξλ = 0, (2.4)
so ξλ is a degenerate critical point of Gλ whenever Aξλ = 0.
The stationary solution u = 0
If H ′(0) = 0 we have that u(t) ≡ 0 is a stationary solution of (2.1).
Recall that this always occurs when AX is dense in X. The linearization
of (2.1) at u ≡ 0 is
d
dt
(Iv)(t) = J∗H ′′(0)v(t) (2.5)
which is a linear autonomous Hamiltonian system. From the invariance
properties listed above, we see that H ′′(0)T (θ) = T (−θ)∗H ′′(0) for all
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θ ∈ R and so H ′′(0)A = −A∗H ′′(0). In the special case mentioned above
where A = ±J , this means that J∗H ′′(0) is skew-symmetric and hence
the stability of the stationary solution u ≡ 0 cannot be deduced from
the stability of the linearization (2.5). For example, in the case where
(H, (·, ·) , ‖·‖) = (X, 〈·, ·〉X , ‖·‖X) and A = ±J , we have that J∗ = JT
and
[JTH ′′(0)]T = H ′′(0)TJ = H ′′(0)J = −JTH ′′(0),
showing that JTH ′′(0) : X → X is skew-symmetric and hence that its
spectrum is a subset of the imaginary axis.
A canonical form in ﬁnite dimensions
When (H, (·, ·) , ‖·‖) = (X, 〈·, ·〉X , ‖·‖X) , the condition (H) reduces to
JT = J−1 = −J, A = −AT , AJ = JA,
H ∈ C2(X,R) and 〈H ′(v), Av〉 = 0 for all v ∈ X.
Setting B = JA, we have that B = BT and BJ = JB. Suppose, in addition,
that dimX < ∞. Then (LWP) is implied by (H). Furthermore, if µ ∈ R is
an eigenvalue of B with eigenvector ϕ, then BJϕ = µJϕ and 〈Jϕ,ϕ〉 = 0.
Hence all eigenvalues of B have even multiplicity and X has an orthonormal
basis of the form
{ϕ1, Jϕ1, ϕ2, Jϕ2, . . . , ϕN , JϕN}
with Bϕj = µjϕj and BJϕj = µjJϕj for j = 1, . . . , N.
Noting that AJ = JA, we see that {ϕj , Jϕj} is also an invariant subspace
for A with Aϕj = −µjJϕj and AJϕj = µjϕj for j = 1, . . . , N. With
respect to this basis the operators have the following 2N × 2N -matrix
representations
B = diag
[
µj 0
0 µj
]
, J = diag
[
0 1
−1 0
]
, A = diag
[
0 −µj
µj 0
]
and T (θ) = diag
[
cosµjθ − sinµjθ
sinµjθ cosµjθ
]
,
showing that T is either periodic or quasi-periodic depending on whether
or not the eigenvalues of B are rationally dependent. In the ﬁrst case, the
non-trivial orbits are closed curves whereas in the latter case, the closure
of the orbit in X contains a k-dimensional torus for some k ∈ {2, N}.
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3. Suﬃcient conditions for the orbital stability of a
standing wave
We state immediately the main result giving suﬃcient conditions for the
orbital stability of a standing wave. Then we derive some useful alternative
formulations of it.
Theorem 3.1. Suppose that (λ, ξλ) ∈ R×X is such that
DvGλ(ξλ) = 0 with λAξλ = 0 (3.1)
and (GWP at ξλ) is satisfied. Then the standing wave uλ(t) = T (λt)ξλ
generated by ξλ is orbitally stable provided that:
there exists δ > 0 such that
〈
D2vvGλ(ξλ)z, z
〉 ≥ δ ‖z‖2X for all z ∈ {Aξλ, R−1Bξλ}⊥, (SC)
where {Aξλ, R−1Bξλ}⊥ = {z ∈ X : 〈z,Aξλ〉X =
〈
z,R−1Bξλ
〉
X
= 0}.
The proof of this result will be given in the next section.
Remarks. First we recall that Aξλ is tangent to the orbit Θ(ξλ) at ξλ and
that D2vvGλ(ξλ)Aξλ = 0. Hence D2vvGλ(ξλ) can never be positive deﬁnite
on X. If
〈
D2vvGλ(ξλ)z, z
〉 ≥ δ ‖z‖2X for all z ∈ {Aξλ}⊥,
then (SC) holds. But (SC) allows D2vvGλ(ξλ) ≤ 0 on a subspace of dimension
2. In fact, for any v ∈ X,
〈
R−1Bξλ, v
〉
X
= 〈Bξλ, v〉 = (ξλ, AJv) = (JAξλ, v) .
Thus
〈
R−1Bξλ, JAξλ
〉
X
= ‖JAξλ‖2 = ‖Aξλ‖2 > 0,
so R−1Bξλ = 0 and, in addition,
〈
R−1Bξλ, Aξλ
〉
X
= (JAξλ, Aξλ) = 0.
Thus the space {Aξλ, R−1Bξλ}⊥ has codimension 2 in X.
The orthogonality conditions in (SC) are
〈z,Aξλ〉X =
〈
z,R−1Bξλ
〉
X
= 0 where
〈
z,R−1Bξλ
〉
X
= 〈Bξλ, z〉 = (ξλ, AJz) = (z, JAξλ).
The condition (SC) can be replaced by the following variant using only
orthogonality with respect to (·, ·).
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Lemma 3.2. Suppose that there exists δ > 0 such that
〈
D2vvGλ(ξλ)v, v
〉 ≥ δ ‖v‖2X for all v ∈ X with (v,Aξλ) = (v, JAξλ) = 0.
(SC∗)
Then the condition (SC) is satisfied.
Consequently the conditions (3.1), (GWP at ξλ) and (SC∗) imply that the
standing wave u(t) = T (λt)ξλ is orbitally stable.
Remark. In dealing with conditions (SC) and (SC∗), it is sometimes con-
venient to set
Sλ = R−1D2vvGλ(ξλ). (3.2)
Then Sλ : X → X is a bounded self-adjoint operator and (SC) reads
〈Sλz, z〉X ≥ δ ‖z‖2X for all z ∈ {Aξλ, R−1Bξλ}⊥.
Recall that SλAξλ = 0.
Proof. Let ϕ = Aξλ/ ‖Aξλ‖ and ψ = Jϕ, so that
‖ϕ‖ = ‖ψ‖ = 1 and (ϕ,ψ) = 0.
Now consider any z ∈ {Aξλ, R−1Bξλ}⊥. That is
z ∈ X and 〈z,Aξλ〉X =
〈
z,R−1Bξλ
〉
X
= 0.
Setting
v = z − (z, ϕ)ϕ− (z, ψ)ψ,
we have that (v, ϕ) = (v, ψ) = 0 and so, by (SC∗),
〈Sλv, v〉X ≥ δ ‖v‖2X .
But (z, ψ) = (z, JAξλ) / ‖Aξλ‖ =
〈
z,R−1Bξλ
〉
X
/ ‖Aξλ‖ = 0 and Sλϕ = 0,
showing that
v = z − (z, ϕ)ϕ and Sλv = Sλz.
Hence
〈Sλz, z〉X = 〈Sλv, v + (z, ϕ)ϕ〉X = 〈Sλv, v〉X
and
‖z‖2X = 〈z, v + (z, ϕ)ϕ〉X = 〈z, v〉X , since 〈z, ϕ〉X = 0.
Thus ‖z‖2X ≤ ‖z‖X ‖v‖X and we have that
〈Sλz, z〉X ≥ 〈Sλv, v〉X ≥ δ ‖v‖2X ≥ δ ‖z‖2X ,
showing that (SC) holds. 
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Continuing further in the direction suggested by (SC∗), we can formu-
late the stability condition using the unbounded self-adjoint operator acting
in H which is associated with the Hessian of the augmented Hamiltonian.
Suppose that it is coercive in the following sense:
(G) There exist ε,C > 0 such that
〈
D2vvGλ(ξλ)v, v
〉 ≥ ε ‖v‖2X − C ‖v‖2 for all v ∈ X (G)
For elliptic operators, this is G˚arding’s inequality.
Lemma 3.3. Suppose that D2vvGλ(ξλ) satisfies (G) and define a quadratic
form bλ : D(bλ) ⊂ H → R by
bλ(v) =
〈
D2vvGλ(ξλ)v, v
〉
for all v ∈ X = D(bλ).
Then bλ is a closed, densely defined, form on H that is bounded below.
Consequently, there is a self-adjoint operator Lλ : D(Lλ) ⊂ H → H defined
by
D(Lλ) = {z ∈ X : there exists w ∈ H such that
〈
D2vvGλ(ξλ)z, v
〉
= (w, v) for all v ∈ X},
Lλz = w for all z ∈ D(Lλ).
Remarks. Lλ is the only self-adjoint operator L acting in H that has the
properties
D(L) ⊂ X and 〈D2vvGλ(ξλ)z, v
〉
= (Lz, v) for all z ∈ L and v ∈ X.
Furthermore, D(Lλ) is a core for bλ and so D(Lλ) is dense in the Hilbert
space (X, 〈·, ·〉X) . Note that D2vvGλ(ξλ)z = ILλz for z ∈ D(Lλ).
Proof. To show that bλ is closed in H, we consider a sequence {vn} in
D(bλ) = X such that ‖vn − v‖ → 0 and bλ(vn − vm) → 0 as n,m → ∞,
for some v ∈ H. The condition (G) then implies that ‖vn − vm‖X → 0,
showing that {vn} is a Cauchy sequence in X. Hence there exists w ∈ X
such that ‖vn − w‖X → 0. Since X is continuously embedded in H we
must have w = v. Then the continuity of D2vvGλ(ξλ) : X → X∗ shows
that bλ(vn − v) → 0, proving that bλ is closed. It is bounded below since
bλ(v) ≥ −C ‖v‖2 for all v ∈ X, by (G).
The existence and uniqueness of Lλ now follow from the First Repre-
sentation Theorem in Kato [21], Theorems 2.1 and 2.6 in Chapter VI. 
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Corollary 3.4. Suppose that (λ, ξλ) ∈ R×X is such that (G) holds. Suppose
that for Lλ as defined in Lemma 3.3, we have that there exists δ > 0 such
that
(Lλv, v) ≥ δ ‖v‖2 for all v ∈ D(Lλ) with (v,Aξλ) = (v, JAξλ) = 0.
(SC∗∗)
Then the condition (SC∗) is satisfied.
Consequently the conditions (3.1), (GWP at ξλ), (G) and (SC∗∗) imply that
the standing wave u(t) = T (λt)ξλ is orbitally stable.
Proof. By (SC∗∗) we have that
(Lλv, v) ≥ δ ‖v‖2 for all v ∈ D(Lλ) with (v,Aξλ) = (v, JAξλ) = 0
and by (G)
(Lλv, v) ≥ ε ‖v‖2X − C ‖v‖2 for all v ∈ X.
Hence
[1 +
δ
C
] (Lλv, v) ≥ εδ
C
‖v‖2X for all v∈D(Lλ) with (v,Aξλ)=(v, JAξλ)=0.
Thus
〈
D2vvGλ(ξλ)v, v
〉≥ εδ
C + δ
‖v‖2X for all v∈D(Lλ) with (v,Aξλ)=(v, JAξλ).
The density of D(Lλ) in X for ‖·‖X now yields (SC∗) and the rest follows
from Lemma 3.2. 
4. Proof of the main stability theorem
We ﬁx a value of λ for which (3.1) and (SC) are satisﬁed. Theorem 3.1 is
proved by constructing a Γ-invariant Lyapunov function V for (IVP). This
line of attack has a long history. See [34] and [14]. For a useful heuristic
description, see [23].
Since Lyapunov functions are mostly used to prove the stability of sta-
tionary solutions, it is worth noting that we can make a change of variable
so that the standing wave uλ becomes a stationary solution of a new Γ-
invariant Hamiltonian system. Then Θ(ξλ) becomes an orbit (in the sense
of the symmetry group) of stationary solutions of this new system and V
is a Lyapunov function for this new problem too.
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4.1. Change of variable
Given a function u : [0,∞) → X we set w(t) = T (−λt)u(t) so that u(t) =
T (λt)w(t). Clearly u ∈ C([0,∞),X) ⇐⇒ w ∈ C([0,∞),X). Furthermore
for any v ∈ X,
〈Iu(t), v〉 = (u(t), v) = (T (λt)w(t), v) = (w(t), T (−λt)v)
= 〈T (−λt)∗Iw(t), v〉
so that
Iu(t) = T (−λt)∗Iw(t) and Iw(t) = T (λt)∗Iu(t).
Recalling that A∗ ∈ B(X∗,X∗), we have that T (θ)∗ = eθA∗ for all θ ∈ R.
It now follows that Iu ∈ C1((0,∞),X∗)⇐⇒ Iw ∈ C1((0,∞),X∗) and
d
dt
Iu =
d
dt
{T (−λt)∗Iw(t)}
= −λT ′(−λt)∗Iw(t) + T (−λt)∗ d
dt
Iw(t)
= −λT (−λt)∗A∗Iw(t) + T (−λt)∗ d
dt
Iw(t)
= T (−λt)∗{−λA∗Iw(t) + d
dt
Iw(t)}.
Furthermore,
H ′(u(t)) = H ′(T (λt)w(t)) = T (−λt)∗H ′(w(t))
and J∗H ′(u(t)) = J∗T (−λt)∗H ′(w(t)) = T (−λt)∗J∗H ′(w(t)).
Thus we see that u(t) = T (λt)w(t) is a solution (2.1) if and only if
d
dt
Iw = J∗H ′(w) + λA∗Iw.
Recalling that B = J∗A∗I and that (J∗)2 = −I we see that
J∗H ′(w) + λA∗Iw = J∗{H ′(w) − λBw} = J∗DuGλ(w)
and (IVP) is equivalent to the new Hamiltonian system
d
dt
Iw = J∗DuGλ(w) (NHS)
w(0) = u0
where, as before, Gλ(w) = H(w) − λQ(w) with Q(w) = 12 〈Bw,w〉 .
Since DuGλ(ξλ) = 0, wλ(t) = ξλ is a stationary solution of (NHS).
Thus the change of variable reduces the standing wave u(t) = T (λt)ξλ for
(2.1) to the stationary solution w(t) = ξλ for (NHS). Furthermore, (GWP
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at ξλ)) implies that (NHS) is globally well-posed for initial conditions near
ξλ and that H, Q and Gλ are conserved quantities for (NHS). The orbit
Θ(ξλ) consists of stationary solutions of (NHS).
Although we do not use (NHS) directly in what follows we hope that
this reduction clariﬁes the role and origin of the augmented Hamiltonian
Gλ. Indeed, the same change of variable reduces the linearization of (IVP)
at u(t) = T (λt)ξλ to an autonomous form just as in the Floquet theory of
linear periodic systems. The linearization of (IVP) is
d
dt
Iz = J∗D2uuH(T (λt)ξλ)z (LIVP)
where D2uuH(T (λt)ξλ)z = T (−λt)∗D2uuH(ξλ)T (−λt)z.
Setting w(t) = T (−λt)z(t) as above, we ﬁnd that
d
dt
Iz = T (−λt)∗{−λA∗Iw(t) + d
dt
Iw(t)
and hence that (LIVP) is equivalent to
−λA∗Iw + d
dt
Iw = J∗D2uu(ξλ)w
which can be written as
d
dt
Iw = J∗{D2uuH(ξλ)− λB}w.
Note that M = D2uuH(ξλ) − λB = D2uuGλ(ξλ) ∈ B(X,X∗) and that M is
symmetric:
〈Mξ, η〉 = 〈Mη, ξ〉 for all ξ, η ∈ X,
and that (LIVP) has been reduced to the linear autonomous Hamiltonian
system
d
dt
Iw = J∗Mw, (4.1)
similar to (2.5).
Remark. In the case where (H, (·.·) , ‖·‖) = (X, 〈·, ·〉X , ‖·‖X), the linear
system (4.1) reduces to
d
dt
w = JTMw = −JMw, (4.2)
and one might hope to establish the stability of the stationary solution
w(t) = ξλ of (NHS) by showing that σ(JM) ⊂ {z ∈ C : z > 0}, where
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σ(JM) denotes the spectrum of JM on the complexiﬁcation XC of X and
z is the real part of z. However, for any z ∈ C we have that
JM − zI : XC → XC is an isomorphism
⇔M − zJ−1 : XC → XC is an isomorphism
⇔M + zJ : XC → XC is an isomorphism
⇔MT + zJT : XC → XC is an isomorphism
⇔M − zJ : XC → XC is an isomorphism
⇔JM − zJ2 : XC → XC is an isomorphism
⇔JM + zI : XC → XC is an isomorphism,
showing that z ∈ σ(JM) ⇔ −z ∈ σ(JM). Hence we can never have
σ(JM) ⊂ {z ∈ C : z > 0}. In fact, since JM is real, its spectrum is
also symmetric with respect to the real axis. Combining these properties
we see that σ(JM) is symmetric with respect to both the real and imag-
inary axes. Thus it is only in situations where σ(JM) ⊂ iR that we can
hope the establish even the stability of the standing wave u(t) = T (λt)ξλ.
4.2. Γ-invariant Lyapunov functions
We suppose that, in addition to (H), the condition (LWP) is also satisﬁed.
Recall that, for ξ ∈ X and ρ > 0,
Θ(ξ)ρ = {v ∈ X : d(v,Θ(ξ)) < ρ}
where d(v,Θ(ξ)) = inf{‖v − T (θ)ξ‖X : θ ∈ R} and that Θ(ξ)ρ is Γ-invariant
in the sense that
T (θ)Θ(ξ)ρ = Θ(ξ)ρ for all θ ∈ R.
A Γ-invariant Lyapunov function for the orbit Θ(ξ) is a function V :
Θ(ξ)ρ → R having the following properties.
(a) There exists ρ > 0 such that V ∈ C2(Θ(ξ)ρ) and
V (η) = 0 and V ′(η) = 0 for all η ∈ Θ(ξ).
(b) There exists c > 0 such that
V (η) ≥ cd(η,Θ(ξ))2 for all η ∈ Θ(ξ)ρ.
(c) 〈V ′(η), Aη〉 = 0 for all η ∈ Θ(ξ)ρ.
(d) V (u(t)) = V (u0) for all t ∈ [0, b+(u0)) and all u0 ∈ Θ(ξλ)ρ where
u is the maximal solution of (IVP) with initial condition u0.
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Remark 1. We have seen that
T (θ)Θ(ξλ)ρ = Θ(ξλ)ρ for all θ ∈ R
and the condition (c) implies that
V (T (θ)η) = V (η) for all η ∈ Θ(ξλ)ρ,
showing that V is Γ-invariant.
Proposition 4.1. Suppose that (3.1) and (GWP at ξλ) are satisfied and that
there exists a Γ-invariant Lyapunov function, V : Θ(ξ)ρ → R, for the orbit
Θ(ξλ). Then the standing wave uλ(t) = T (λt)ξλ is orbitally stable
Proof. Fix ε > 0. By the continuity of V at ξλ, there exists δ ∈ (0, ρ) such
that V (η) = V (η) − V (ξλ) < cmin{(ρ/2)2, ε2} for all η ∈ B(ξλ, δ). Hence
V (η) < cmin{(ρ/2)2, ε2} for all η ∈ Θ(ξλ)δ by the Γ-invariance of V. By
(GWP at ξλ) we can choose δ > 0 so that b+(u0) =∞ for all u0 ∈ B(ξλ, δ).
Let u denote the solution of (IVP) with initial condition u0 and set
W = {τ > 0 : u(t) ∈ Θ(ξλ)ρ for all t ∈ [0, τ)}.
Since u ∈ C([0,∞),X) and 0 < δ < ρ, the set W is a non-empty interval
and inf W = 0. Let τ∗ = supW. If τ∗ < ∞, then for all t < τ∗, u(t) ∈ Θ(ξλ)ρ
and so, by (b),
cd(u(t),Θ(ξλ))2 ≤ V (u(t)) = V (u0) < c(ρ/2)2.
Thus d(u(t),Θ(ξλ)) < ρ/2 for all t < τ∗ and, by continuity of u,
d(u(τ∗),Θ(ξλ)) ≤ ρ/2. The continuity of u now implies that τ∗ = supW, a
contradiction. Hence W = [0,∞) and so for all t ≥ 0, (b) now yields
cd(u(t),Θ(ξλ))2 ≤ V (u(t)) = V (u0) < cε2.
Thus d(u(t),Θ(ξλ)) < ε for all t ≥ 0, proving orbital stability. 
The existence of a Lyapunov function means that (GWP at ξ) can
be deduced from (LWP) provided that the following weaker version of the
compactness condition is satisﬁed.
(BCC)c,d H ′ : X → X∗ is bounded on bounded subsets of X and there
exists ε > 0 such that, for any h ∈ (c− ε, c + ε) and q ∈ (d− ε, d + ε), any
closed bounded subset of
{v ∈ X : H(v) = h} ∩ {v ∈ X : Q(v) = q}
is a compact subset of X.
Remark. If dimX < ∞ then (BCC)c,d holds for all c, d ∈ R.
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Proposition 4.2. Suppose that (3.1) and (LWP) are satisfied and that
there exists a Γ-invariant Lyapunov function for the orbit Θ(ξλ). If
(BCC)H(ξλ),Q(ξλ) is satisfied, then (GWP at ξλ) holds and the standing
wave uλ(t) = T (λt)ξλ is orbitally stable.
Proof. By Proposition 4.1 it is enough to show that (GWP at ξλ) holds.
Returning to the proof of Proposition 4.1, we redeﬁne the set W as
W = {τ ∈ (0, b+(u0)) : u(t) ∈ Θ(ξλ)ρ for all t ∈ [0, τ)}.
The same argument now shows that τ∗ = supW = b+(u0) for all u0 ∈
B(ξλ, δ) and hence that d(u(t),Θ(ξλ)) < ε for all t ∈ [0, b+(u0)). This im-
plies that {‖u(t)‖X : t ∈ [0, b+(u0))} is bounded and we can now repeat the
proof of Proposition 2.2 with (CC)H(ξλ),Q(ξλ) replaced by (BCC)H(ξλ),Q(ξλ)
to conclude that (GWP at ξλ) holds. 
4.3. Existence of a Γ-invariant Lyapunov function
Given a pair (λ, ξλ) satisfying (3.1), we deﬁne a function V : X → R as
follows. Let
g = Gλ(ξλ) and q = Q(ξλ)
and set
V (η) = Gλ(η)− g + K{Q(η)− q}2 for η ∈ X. (LF)
We shall show that for K large enough V is a Γ-invariant Lyapunov function
for Θ(ξλ) provided that (SC) holds. For this we need the following lemma.
Recall that Sλ = R−1D2vvGλ(ξλ) ∈ B(X,X) is self-adjoint.
Lemma 4.3. Suppose that (SC) is satisfied. There exist δ > 0 and K > 0
such that
〈Sλv, v〉X + 2K
〈
R−1Bξλ, v
〉2
X
≥ δ ‖v‖2X for all v ∈ {Aξλ}⊥,
where {Aξλ}⊥ = {v ∈ X : 〈v,Aξλ〉X = 0}.
Proof. We have already observed that
〈
R−1Bξλ, Aξλ
〉
X
= 0. Hence for any
v ∈ {Aξλ}⊥, we have
v = αw + z
where w = R−1Bξλ/
∥∥R−1Bξλ
∥∥
X
, α = 〈v,w〉X and z ∈ {Aξλ, R−1Bξλ}⊥.
Therefore
〈Sλv, v〉X = α2 〈Sλw,w〉X + 2α 〈Sλw, z〉X + 〈Sλz, z〉X
≥ α2 〈Sλw,w〉X + 2α 〈Sλw, z〉X + δ ‖z‖2X by (SC)
≥ α2 〈Sλw,w〉X − {
δ
2
‖z‖2X + α2
2
δ
‖Sλw‖2X}+ δ ‖z‖2X
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by Young’s inequality. Setting β =
∥
∥R−1Bξλ
∥
∥
X
,
〈
R−1Bξλ, v
〉
X
= 〈βw, v〉X = αβ
and so
〈Sλv, v〉X + 2K
〈
R−1Bξλ, v
〉2
X
≥ α2 〈Sλw,w〉X − {
δ
2
‖z‖2X + α2
2
δ
‖Sλw‖2X}+ δ ‖z‖2X + 2Kα2β2
= α2{〈Sλw,w〉X −
2
δ
‖Sλw‖2X + 2Kβ2}+
δ
2
‖z‖2X
≥ δ
2
{α2 + ‖z‖2X} =
δ
2
‖v‖2X
provided that we choose K > 0 such that
〈Sλw,w〉X −
2
δ
‖Sλw‖2X + 2Kβ2 ≥
δ
2
. 
Theorem 4.4. Suppose that (3.1) and (SC) are satisfied. There exist K > 0
and ρ > 0 such that (LF) defines a Γ-invariant Lyapunov function for
Θ(ξλ) on Θ(ξλ)ρ.
Proof. First we observe that the function deﬁned by (LF) has the properties
(c) and (d) because Gλ and Q have these properties. In particular, V is Γ-
invariant. Furthermore V ∈ C2(X) and, for all η, v ∈ X,
〈
V ′(η), v
〉
= 〈DuGλ(η), v〉 + 2K{Q(η) − q}
〈
Q′(η), v
〉
〈
V ′′(η)v, v
〉
=
〈
D2uuGλ(η)v, v
〉
+ 2K{Q(η)− q} 〈Q′′(η)v, v〉
+ 2K
〈
Q′(η), v
〉2
.
Thus, for all v ∈ X,
〈
V ′(ξλ), v
〉
= 0,
〈
V ′′(ξλ)v, v
〉
=
〈
D2uuGλ(ξλ)v, v
〉
+ 2K
〈
Q′(ξλ), v
〉2
= 〈Sλv, v〉X + 2K
〈
R−1Bξλ, v
〉2
X
.
Hence V (ξλ) = 0 and V ′(ξλ) = 0. It only remains to check property (b).
Since Aξλ = 0, there is a constant R(ξλ) such that Lemma 2.1 holds.
By Lemma 4.3, there exists δ > 0 such that
〈
V ′′(ξλ)v, v
〉 ≥ δ ‖v‖2X for all v ∈ {Aξλ}⊥.
Vol. 76 (2008) Orbital Stability of Standing Waves 359
Since V ∈ C2(X), there exists ρ ∈ (0, 12R(ξλ)) such that
V (η) = V (ξλ) +
〈
V ′(ξλ), η − ξλ
〉
+
1
2
〈
V ′′(ξλ)[η − ξλ], η − ξλ
〉
+ r(η)
where |r(η)| ≤ 14δ ‖η − ξλ‖2X for all η ∈ B(ξλ, ρ).
But V (ξλ) = 0 and 〈V ′(ξλ), η − ξλ〉 = 0 for all η ∈ X. Hence,
V (η) =
1
2
〈
V ′′(ξλ)[η − ξλ], η − ξλ
〉
+ r(η)
≥ 1
2
δ ‖η − ξλ‖2X −
1
4
δ ‖η − ξλ‖2X =
1
4
δ ‖η − ξλ‖2X
≥ 1
4
δd(η,Θ(ξλ))2, (4.3)
provided that ‖η − ξλ‖X < ρ and 〈η − ξλ, Aξλ〉X = 0.
Now consider any v ∈ Θ(ξλ)ρ. By Lemma 2.1 there exists θ1 ∈ R
such that ‖v − T (θ1)ξλ‖X < ρ and 〈v − T (θ1)ξλ, AT (θ1)ξλ〉X = 0. Setting
η = T (−θ1)v, this means that
‖η − ξλ‖X < ρ and 〈η − ξλ, Aξλ〉X = 0.
Hence by (4.3), V (v) = V (η) ≥ 14δd(η,Θ(ξλ))2 = 14δd(v,Θ(ξλ))2 for all
v ∈ Θ(ξλ)ρ, showing that V has the property (b). 
4.4. Stability of the stationary solution u ≡ 0
When H ′(0) = 0, we have that u(t) ≡ 0 is a solution of (2.1). Its orbit
is a single point, Θ(0) = {0}, and orbital stability is just stability in the
usual sense. Under appropriate conditions this can also be established by
the construction of a Lyapunov function.
Theorem 4.5. Suppose that H ′(0) = 0 and that (GWP at 0) is satisfied. If
there exist λ ∈ R and δ > 0 such that
〈D2uuGλ(0)v, v〉 = 〈H ′′(0)v, v〉 − 2λQ(v) ≥ δ‖v‖2X for all v ∈ X, (4.4)
then there exists ρ > 0 such that V (η) = Gλ(η) − Gλ(0) is a Γ-invariant
Lyapunov function for Θ(0) = {0} on Θ(0)ρ = B(0, ρ) and, consequently,
u ≡ 0 is a stable solution of (IVP).
Proof. A simpliﬁed version of Proposition 4.1 shows that the existence of
a Lyapunov function implies the stability of u ≡ 0. In checking that Gλ −
Gλ(0) is a Lyapunov function, the properties (a), (c) and (d) are easily seen
360 C.A. Stuart Vol. 76 (2008)
to hold since Gλ(0) = 0 and DuGλ(0) = 0. Also Gλ ∈ C2(X,R), so there
exists ρ > 0 such that
Gλ(η) =
1
2
〈D2uuGλ(0)η, η〉 + r(η)
where |r(η)| ≤ 14δ‖η‖2X for all η ∈ B(0, ρ). Thus Gλ(η) ≥ 14δ‖η‖2X for all
η ∈ B(0, ρ), proving property (b). 
5. A branch of standing waves
Solutions of (3.1) are often embedded in smooth families parameterized
by λ. Provided that the Morse index of D2vvGλ(ξλ) is 1 along this branch
(λ, ξλ), the stability of the corresponding standing waves is determined by
the monotonicity of Q(ξλ) with respect to λ. This is sometimes referred to
as the Vahkitov-Kolokolov criterion and it was thoroughly investigated by
Grillakis, Shatah and Strauss, [14]. To be more precise we formulate the
following conditions (A2) and (A3) which correspond to Assumptions 2 and
3 in [14].
(A2) (Existence of a branch of standing waves) There exist an open
interval (a, b) ⊂ R\{0} and a function ξ ∈ C1((a, b),X) such that Aξλ = 0
and H ′(ξλ) = λB(ξλ) for all λ ∈ (a, b) where ξλ = ξ(λ).
Remark. If H ′(0) = 0, it may be that there is a branch of solutions (λ, uλ)
such that Aξλ = 0 but ‖uλ‖X → 0 as λ → a. In this case, λ = a is a
bifurcation point for the equation H ′(ξ) = λBξ and the standing waves
T (λt)ξλ converge to the stationary solution u(t) ≡ 0 of (2.1). Conversely,
it may be possible to use bifurcation theory to establish the existence of
such a branch of solutions of H ′(ξ) = λBξ, as in the classical Lyapunov
Centre Theorem in ﬁnite dimensions. See [1], for example. In Section 8,
we present several bifurcation results of this kind in the context of the
nonlinear Schro¨dinger equation. Of course, the bifurcation may occur at
λ = b rather than at λ = a.
Recalling that H ′′(v)−λB = D2uuGλ(v) where Gλ = H −λQ, we next
we consider the spectrum of the Hessian of the augmented Hamiltonian.
By (3.2),
Sλ = R−1D2uuGλ(ξλ) = R
−1{H ′′(ξλ)− λB} for λ ∈ (a, b).
Using (A2), S ∈ C((a, b), B(X,X)) and, for all v,w ∈ X,
〈Sλv,w〉X =
〈{H ′′(ξλ)− λB}v,w
〉
=
〈{H ′′(ξλ)− λB}w, v
〉
= 〈v, Sλw〉X
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showing that Sλ is self-adjoint on (X, 〈·, ·〉X) . Let σ(Sλ) and σe(Sλ) denote
the spectrum and essential spectrum of Sλ.
(A3) (Spectrum of the Hessian) For all λ ∈ (a, b),
(i) Sλ has exactly one eigenvalue in (−∞, 0) and it is simple.
(ii) kerSλ = span{Aξλ}.
(iii) There exists ελ > 0 such that (0, ελ) ∩ σ(Sλ) = ∅.
Remarks. Recalling (2.4), we see that (A2) implies that ξλ is a degenerate
critical point of Gλ. The assumption (A3)(ii) means that kerD2uuGλ(ξλ) =
span{Aξλ}.
Let M(Sλ) denote the Morse index of Sλ (i.e. the maximal dimen-
sion of subspaces on which Sλ is negative deﬁnite).The assumption (A3)(i)
means that M(Sλ) = 1. Thus ξλ is a saddle point of Gλ. Given parts (i)
and (ii), part (iii) of (A3) asserts that inf σe(Sλ) > 0 for all λ ∈ (a, b). In
particular, the Hessian D2uuGλ(ξλ) : X → X∗ is a Fredholm operator of
index zero.
As we now show, if (µ, ξµ) satisﬁes (3.1) and if Sµ has the properties
(i), (ii) and (iii), then the conditions (A2) and (A3) are satisﬁed on an
open interval (a, b) containing µ. To this end we introduce the following
hypothesis.
(B) There exist µ ∈ R\{0} and ξµ ∈ X such that
Aξµ = 0,DuGµ(ξµ) = 0,
inf σe(Sµ) > 0, M(Sµ) = 1 and kerSµ = span{Aξµ}.
where Sµ = R−1D2uuGµ(ξµ).
Theorem 5.1. If (B) holds there exists an open interval (a, b) containing µ
on which (A2) and (A3) are satisfied.
Remark. According to (A3)(i), there exist γλ > 0 and ηλ ∈ X\{0} such
that
σ(Sλ) ∩ (−∞, 0) = {−γλ} and ker{Sλ + γλI} = span{ηλ}.
Since kerSλ = {Aξλ} and Sλ : X → X is self-adjoint, 〈Aξλ, ηλ〉X = 0. Also
(A3)(ii) and (iii) imply that there exists δ > 0 such that
〈Sλz, z〉X ≥ δ ‖z‖2X for all z ∈ {Aξλ, ηλ}⊥. (5.1)
This means that Sλ is positive deﬁnite on a subspace of codimension 2,
but this alone does not guarantee that (SC) is satisﬁed since (SC) requires
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positive deﬁniteness on {Aξλ, R−1Bξλ}⊥. We return to this issue after the
proof of Theorem 5.1.
Proof. We use the implicit function theorem. Let
ϕ =
Aξµ
‖Aξµ‖X
, Y = ϕ⊥ = {v ∈ X : 〈v, ϕ〉X = 0} and
g(λ, v) = R−1DuGλ(v) for (λ, v) ∈ R×X.
Then deﬁne F : R×X → R× Y by
F (λ, v) = (〈v,Aξµ〉X , g(λ, v) − 〈g(λ, v), ϕ〉X ϕ).
Then F ∈ C1(R ×X,R× Y ) with F (µ, ξµ) = (0, 0) and
DuF (µ, ξµ)w = (〈w,Aξµ〉X , Sµw − 〈Sµw,ϕ〉X ϕ))
= (〈w,Aξµ〉X , Sµw) since 〈Sµw,ϕ〉X = 〈w,Sµϕ〉X = 0.
The condition (B) implies that DuF (µ, ξµ) : X → R×Y is an isomorphism.
Hence there exist an open interval (a, b) containing µ and a function ξ ∈
C1((a, b),X) such that
ξ(µ) = ξµ and F (λ, ξ(λ)) = 0 for all λ ∈ (a, b).
In particular,
g(λ, ξ(λ)) − 〈g(λ, ξ(λ)), ϕ〉X ϕ = 0.
But
〈g(λ, ξ(λ)), Aξ(λ)〉X = 〈DuGλ(ξ(λ)), Aξ(λ)〉
=
〈
H ′(ξ(λ))− λQ′(ξ(λ)), Aξ(λ)〉 = 0
for all λ ∈ (a, b) by the Γ-invariance of Gλ. Hence
〈g(λ, ξ(λ)), ϕ〉X 〈ϕ,Aξ(λ)〉X = 0.
But
〈ϕ,Aξ(λ)〉X → 〈ϕ,Aξ(µ)〉X = ‖Aξ(µ)‖X = 0 as λ → µ.
It follows that 〈g(λ, ξ(λ)), ϕ〉X = 0 for all λ near µ and so, by reducing
(a, b) if necessary, we have that g(λ, ξ(λ)) = 0 for all λ ∈ (a, b). Thus (A2)
holds.
Since Sλ ∈ B(X,X) is self-adjoint and Sλ → Sµ as λ → µ, we may
suppose that inf σe(Sλ) ≥ 12 inf σe(Sµ) > 0 for all λ ∈ (a, b). Since M(Sµ) =
1 and there exists ε > 0 such that ε /∈ σ(Sµ) and M(Sµ − εI) = 2, we have
that for λ near µ, M(Sλ − εI) = 2 and M(Sλ) ≥ 1. But we know that
Aξλ ∈ kerSλ so we must have M(Sλ) = 1 and kerSλ = span{Aξλ}. Thus
(A3) also holds. 
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5.1. The Vahkitov-Kolokolov criterion
Under the hypotheses of Theorem 5.1, the following condition (VK) ensures
that (SC) can be deduced from (5.1) and hence that there is orbital stability
of the corresponding standing waves.
Proposition 5.2. Suppose that (B) holds and consider the branch of criti-
cal points λ → ξλ given by Theorem 5.1. The condition (SC) is satisfied
provided that
d
dλ
Q(ξλ) < 0. (VK)
Consequently, if (GWP at ξλ), (B) and (VK) are satisfied, the standing
wave uλ(t) = T (λt)ξλ is orbitally stable.
Remark. The condition (VK) seems to have been introduced as a criterion
for orbital stability by Vakhitov and Kolokolov (1973)[32], see also Zakharov
and Shabat, [35]. A thorough examination of this condition was undertaken
by Grillakis, Shatah and Strauss, [14]. Setting d(λ) = Gλ(ξλ) = H(ξλ) −
λQ(ξλ) and ξ′λ =
d
dλξλ, we have
d′(λ) =
〈
DuGλ(ξλ), ξ′λ
〉−Q(ξλ) = −Q(ξλ),
d′′(λ) = − d
dλ
Q(ξλ)
and so the condition (VK) can be expressed as d′′(λ) > 0. See [14].
To show that (VK) implies (SC) we use the following lemma.
Lemma 5.3. Let S : X → X be any bounded self-adjoint operator such that
inf σe(S) > 0, M(S) = 1 and dimkerS = 1.
Let χ be any element of X such that 〈Sχ, χ〉X < 0. Then there exists δ > 0
such that 〈Sz, z〉X ≥ δ ‖z‖2X for all z ∈ {ϕ,Sχ}⊥ = {z ∈ X : 〈z, ϕ〉X =
〈z, Sχ〉X = 0} where kerS = span{ϕ}.
Proof. From the hypotheses, we have that there exist γ > 0 and ε > 0 such
that, for some ψ ∈ X\{0},
Sψ = −γψ and σ(S) ∩ (−∞, ε) = {−γ, 0}.
Thus 〈Sv, v〉X ≥ ε ‖v‖2X for all v ∈ {ϕ,ψ}⊥ and we can suppose that
‖ϕ‖X = ‖ψ‖X = 1 and 〈ϕ,ψ〉X = 0. Since S is positive deﬁnite and sym-
metric on the S-invariant subspace {ϕ,ψ}⊥, we have the Cauchy-Schwartz
inequality:
|〈Sv,w〉X | ≤ 〈Sv, v〉1/2X 〈Sw,w〉1/2X for all v,w ∈ {ϕ,ψ}⊥.
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We can write the element χ as
χ = pψ + qϕ + v0
where p = 〈χ,ψ〉X , q = 〈χ,ϕ〉X and v0 ∈ {ϕ,ψ}⊥. Then
0 > 〈Sχ, χ〉X = 〈−pγψ + Sv0, pψ + qϕ + v0〉X
= −p2γ + 〈v0, pSψ + Sv0〉X = −p2γ + 〈v0,−pγψ + Sv0〉X
= −p2γ + 〈v0, Sv0〉X ,
showing that
〈Sv0, v0〉X = p2γ + 〈Sχ, χ〉X and
p2γ > 〈Sv0, v0〉X ≥ ε ‖v0‖2X .
In particular, p = 0.
Now consider any z ∈ {ϕ,Sχ}⊥. We can also write z as
z = rψ + sϕ + v
where r = 〈z, ψ〉X , s = 〈z, ϕ〉X = 0 and v ∈ {ϕ,ψ}⊥. Thus z = rψ + v and
〈Sz, z〉X = 〈−rγψ + Sv, rψ + v〉X = −r2γ + 〈Sv, rψ + v〉X
= −r2γ + 〈Sv, v〉X since 〈Sv, rψ〉X = r 〈v,−γψ〉X = 0.
Furthermore,
‖z‖2X = r2 + ‖v‖2X
and
0 = 〈z, Sχ〉X = 〈rψ + v,−pγψ + Sv0〉X = −rpγ + 〈v, Sv0〉X .
Hence
r =
〈v, Sv0〉X
pγ
and then
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〈Sz, z〉X = −r2γ + 〈Sv, v〉X = −
〈v0, Sv〉2X
p2γ
+ 〈Sv, v〉X
≥ −〈v, Sv〉X 〈v0, Sv0〉X
p2γ
+ 〈Sv, v〉X
= −〈v, Sv〉X {p
2γ + 〈Sχ, χ〉X}
p2γ
+ 〈Sv, v〉X
= −〈v, Sv〉X 〈Sχ, χ〉X
p2γ
≥ {−〈Sχ, χ〉X
p2γ
}ε ‖v‖2X since 〈Sχ, χ〉X < 0.
But
‖z‖2X = r2 + ‖v‖2X = [
〈v, Sv0〉X
pγ
]2 + ‖v‖2X
≤ {‖Sv0‖
2
X
p2γ2
+ 1} ‖v‖2X
so
〈Sz, z〉X ≥ {−
〈Sχ, χ〉X
p2γ
}ε ‖v‖2X
≥ {−〈Sχ, χ〉X
p2γ
}ε{‖Sv0‖
2
X
p2γ2
+ 1}−1 ‖z‖2X
=
{− 〈Sχ, χ〉X}γε
‖Sv0‖2X + p2γ2
‖z‖2X .
Finally, Sv0 = S{χ− pψ − qϕ} = Sχ + pγψ and hence
‖Sv0‖2X = ‖Sχ‖2X + p2γ2 + 2 〈Sχ, pγψ〉X
= ‖Sχ‖2X + p2γ2 − 2
〈
χ, pγ2ψ
〉
X
= ‖Sχ‖2X − p2γ2 since 〈χ,ψ〉X = p.
Therefore,
〈Sz, z〉X ≥
{− 〈Sχ, χ〉X}γε
‖Sv0‖2X + p2γ2
‖z‖2X =
{− 〈Sχ, χ〉X}γε
‖Sχ‖2X
‖z‖2X .
Setting
δ =
{− 〈Sχ, χ〉X}γε
‖Sχ‖2X
,
we have 〈Sz, z〉X ≥ δ ‖z‖2X for all z ∈ {ϕ,Sχ}⊥. 
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Proof of Proposition 5.2. We claim that the hypotheses of Lemma 5.3 are
satisﬁed by Sλ with ϕ = Aξλ and χ = ξ′λ where ξ
′
λ =
d
dλξλ. Indeed, since
DvGλ(ξλ) = 0 for all λ ∈ (a, b), we have that
D2vvGλ(ξλ)ξ
′
λ + DλDvGλ(ξλ) = 0,
that is
D2vvGλ(ξλ)ξ
′
λ −Q′(ξλ) = 0. (5.2)
Hence
〈
Sλξ
′
λ, ξ
′
λ
〉
X
=
〈
D2vvGλ(ξλ)ξ
′
λ, ξ
′
λ
〉
=
〈
Q′(ξλ), ξ′λ
〉
=
d
dλ
Q(ξλ) < 0.
as required for Lemma 5.3 which now implies that there exists δ > 0 such
that 〈Sλz, z〉X ≥ δ ‖z‖2X for all z ∈ {Aξλ, Sλξ′λ}⊥.
Finally we note that, by (5.2),
Sλξ
′
λ = R
−1D2uuGλ(ξλ)ξ
′
λ = R
−1Q′(ξλ) = R−1B(ξλ) (5.3)
completing the proof. 
When the Hessian of Gµ has the property (G), the condition (B) can
be reformulated using the operator Lµ deﬁned in Lemma 3.3. We begin by
relating some properties of Lµ to those of Sµ.
Lemma 5.4. Suppose that for some ξµ ∈ X, the Hessian D2vvGµ(ξµ) has the
property (G) and that inf σe(Lµ) > 0. Then
inf σe(Sµ) > 0, M(Sµ) = M(Lµ) and kerSµ = kerLµ.
Proof. Using the deﬁnition of Lµ, it is easy to see that kerSµ=kerD2vvGµ(ξµ)
⊂ D(Lµ) and hence that kerLµ = kerSµ.
Since inf σe(Lµ) > 0, M(Lµ) < ∞ and d = dimkerLµ < ∞. Also
there exists Γ > 0 such that (0,Γ] ∩ σ(Lµ) = ∅. Let P ∈ B(H,H) denote
the orthogonal projection onto the span of all the eigenvectors of Lµ cor-
responding the eigenvalues in (−∞, 0]. and let Q = I − P. We have that
P (H) ⊂ D(Lµ) and that Q(u) ∈ D(Lµ) if and only if u ∈ D(Lµ).Then
dimP (H) = d+M(Lµ) and (LµQ(z), Q(z))≥Γ ‖Q(z)‖2 for all z∈D(Lµ).
Thus, for any z ∈ D(Lµ),
〈Sµz, z〉X =
〈
D2vvG(ξµ)z, z
〉
= (Lµz, z) = (QLµz, z) + (PLµz, z)
= (LµQz,Qz) + (PLµz, z) ≥ Γ ‖Qz‖2 + (PLµz, z)
= Γ ‖z‖2 − Γ ‖Pz‖2 + (LµPz, z) = Γ ‖z‖2 + ([Lµ − ΓI]Pz, z)
= Γ ‖z‖2 + 〈Kz, z〉X
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where K = R−1I[Lµ − ΓI]P : X → X has rank d + M(L). Also, for all
z,w ∈ X,
〈Kz,w〉X = ([Lµ − ΓI]Pz,w) = (P [Lµ − ΓI]z,w)
= (z, [Lµ − ΓI]Pw) = 〈z,Kw〉X .
This shows that K is self-adjoint for the Hilbert space (X, 〈·, ·〉X) and so
also K ∈ B(X,X). Hence K : X → X is compact. Since D(Lµ) is dense in
X, the continuity of Sµ and K implies that
〈[Sµ −K]z, z〉X ≥ Γ ‖z‖2 for all z ∈ X,
whereas (G) implies that
〈Sµz, z〉X ≥ ε ‖z‖2X − C ‖z‖2 for all z ∈ X.
Hence
〈
(1 +
Γ
C
)Sµz −Kz, z
〉
X
≥ εΓ
C
‖z‖2X for all z ∈ X, that is
〈Sµz −K1z, z〉X ≥
εΓ
Γ + C
‖z‖2X where K1 =
C
Γ + C
K.
Thus, for any λ ≤ εΓ2(Γ+C) , we now have that
〈[Sµ − λI −K1]z, z〉X ≥
εΓ
2(Γ + C)
‖z‖2X for all z ∈ X.
Since Sµ−λI−K1 : X → X is self-adjoint, this means that that Sµ−λI−
K1 : X → X is an isomorphism. But K1 : X → X has rank d+M(Lµ) and
so Sµ−λI : X → X is a Fredholm operator for all λ ≤ εΓ2(Γ+C) . This proves
that inf σe(Sµ) > εΓ2(Γ+C) > 0.
Furthermore, Q(X) ⊂ X since P (X) ⊂ P (H) ⊂ D(Lµ) ⊂ X. But
K1z = 0 if Pz = 0, so we see that for λ1 = εΓ2(Γ+C) ,
〈[Sµ − λ1I]z, z〉X ≥
εΓ
2(Γ + C)
‖z‖2X for all z ∈ Q(X)
where Q(X) has codimension d + M(L) in X. Thus M(Sµ − λ1I) ≤ d +
M(Lµ). Since λ1 > 0 we have that M(Sµ) + dimkerSµ ≤ M(Sµ − λ1I).
But we already know that kerSµ = kerLµ so dimkerSµ = d and hence
M(Sµ) ≤ M(Lµ). On the other hand,
〈Sµz, z〉X = (Lµz, z) < 0 for all z ∈ V \{0}
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where V is the span of all the eigenvectors of Lµ associated with its negative
eigenvalues. It follows that M(Sµ) ≥ dimV = M(Lµ). Thus M(Sµ) =
M(Lµ). 
Corollary 5.5. Suppose that there exist µ ∈ R\{0} and ξµ ∈ X such that
Aξµ = 0, DuGµ(ξµ) = 0
and that D2vvGµ(ξµ) has the property (G). Then Aξµ ∈ D(Lµ) and the
condition (B) is satisfied provided that
inf σe(Lµ) > 0, M(Lµ) = 1 and dimkerLµ = 1.
This follows immediately from Lemma 5.4 since we have D2vvGµ(ξµ)Aξµ = 0
by (2.4) and so Aξµ ∈ ker{Sµ}.
6. Constrained minimization and stability
To ﬁnd standing waves we must solve the equation (3.1):
H ′(ξ)− λQ′(ξ) = 0 for λ ∈ R and ξ ∈ X\{0}.
One approach is to consider λ as a Lagrange multiplier for the problem
m(c) = inf{H(v) : v ∈ S(c)} (6.1)
where c = 0 is ﬁxed and S(c) = {v ∈ X : Q(v) = c} = ∅. Note that
〈Q′(v), v〉 = 2Q(v) = 2c = 0 for all v ∈ S(c). This ensures that, if vc ∈ S(c)
is such that H(vc) = m(c), then there exists λc ∈ R such that
H ′(vc)− λcQ′(vc) = 0.
Since c = Q(vc) = 12 〈Bvc, vc〉 = 12(vc, JAvc), we have that Avc = 0. Also,
〈
H ′(vc), vc
〉
= λc
〈
Q′(vc), vc
〉
= 2λcQ(vc) = 2cλc,
so that λc = 0 if 〈H ′(vc), vc〉 = 0 and in this case (λc, vc) generates a
(non-stationary) standing wave.
However, under the hypothesis (H), it may be that S(c) = ∅ but the
inﬁmum in (6.1) is not attained. To address this problem we introduce the
following condition.
(M)c S(c) = ∅ and any sequence {vn} ⊂ X having the properties
H(vn) → m(c) and Q(vn)→ c
contains a subsequence converging in X.
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In the context of the nonlinear Schro¨dinger equation, Section 8.5 deals
with situations where (M)c is satisﬁed for at least some c = 0.
Proposition 6.1. Let c = 0 be such that (M)c is satisfied. Then there exists
vc ∈ S(c) such that H(vc) = m(c). Furthermore, there exists λc ∈ R such
that DvGλc(vc) = 0 and
〈
D2vvGλc(vc)w,w
〉 ≥ 0 for all w ∈ X such that 〈Bvc, w〉 = 0. (6.2)
Remark. Since D2vvGλc(vc)Avc = 0 and 〈Bvc, w〉 =
〈
R−1Bvc, w
〉
X
, it
follows from (6.2) that
〈
D2vvGλc(vc)z, z
〉 ≥ 0 for all z ∈ {Avc, R−1Bvc}⊥.
Setting λ = λc and ξλ = vc, we see that the stability criterion (SC)
holds if and only if Aξλ is the only degenerate direction for D2vvGλ(ξλ)
in {R−1Bvc}⊥. That is, for a minimizer vc of (6.1), the condition (SC) is
satisﬁed if and only if
kerD2vvGλc(vc) = span{Aξλ}.
The geometrical signiﬁcance of {R−1Bvc}⊥ will emerge from the proof.
Proof. There exists a sequence {vn} ⊂ S(c) such that H(vn) → m(c). By
(M)c there exist vc ∈ X and a subsequence {vnk} such that vnk → vc in
X. From the continuity of H and Q, it follows that vc ∈ S(c) such that
H(vc) = m(c).
Next we observe that since 〈Q′(v), v〉 = 2c = 0 for v ∈ S(c), S(c) is a
smooth co-dimension 1 manifold and the tangent space at v is
Tv = {w ∈ X :
〈
Q′(v), w
〉
= 0}.
Given v ∈ S(c) and w ∈ Tv, we deﬁne r : (−δ, δ) → R by
r(t) =
{
Q(v)
Q(v) + t2Q(w)
}1/2
where δ > 0 is chosen so that Q(v) + t2Q(w) = c + t2Q(w) = 0 for all
t ∈ (−δ, δ). Then we deﬁne ϕ : (−δ, δ) → X by
ϕ(t) = r(t){v + tw}.
Now Q(ϕ(t)) = 12 〈Bϕ(t), ϕ(t)〉 and so
Q(ϕ(t)) = r(t)2{Q(v) + t2Q(w)} since 〈Bv,w〉=〈Q′(v), w〉=0 for w∈Tv.
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Hence Q(ϕ(t)) = Q(v) = c, showing that ϕ(t) ∈ S(c) for all t ∈ (−δ, δ). We
also have that
ϕ(0) = v, ϕ′(0) = w and ϕ′′(0) = r′′(0)v = −Q(w)
Q(v)
v.
By the minimality of vc, this implies that d
2
dt2
H(ϕ(t)) |t=0≥ 0 if we choose
v = vc and w ∈ Tvc . But
d2
dt2
H(ϕ(t)) |t=0=
〈
H ′′(ϕ(0))ϕ′(0), ϕ′(0)
〉
+
〈
H ′(ϕ(0)), ϕ′′(0)
〉
=
〈
H ′′(vc)w,w
〉−Q(w)
Q(vc)
〈
H ′(vc), vc
〉
=
〈
H ′′(vc)w,w
〉−Q(w)
Q(vc)
λc
〈
Q′(vc), vc
〉
=
〈
H ′′(vc)w,w
〉 − λc 〈Bw,w〉 =
〈
D2vvGλc(vc)w,w
〉
.
This proves that
〈
D2vvGλc(vc)w,w
〉 ≥ 0 for all w ∈ X such that 〈Bvc, w〉 = 0. 
Remark. We note that Tvc = {R−1Bξλ}⊥ and that Aξλ ∈ Tvc . Thus (SC)
is satisﬁed by a minimizer of (6.1) if and only if
Tvc ∩ kerD2vvGλc(vc) = span{Aξλ}.
6.1. A weaker notion of stability
In fact, even if (SC) does not hold the standing wave generated by a con-
strained minimizer can still be stable in a certain sense. For c = 0 such that
S(c) = ∅, let
M(c) = {v ∈ S(c) : H(v) = m(c)},
and, for v ∈ M(c), let λv denote the associated Lagrange multiplier such
that H ′(v) = λvQ′(v). We say that the standing wave ϕ(t) = T (λvt)v
generated by v ∈ M(c) is weakly stable when it has the following property.
(WS) The condition (GWP at v) holds and, for any ε > 0, there exists
δ > 0 such that, for all u0 ∈ B(v, δ),
d(u(t),M((c)) = inf{‖u(t)− v‖X : v ∈ M(c)} < ε for all t ≥ 0,
where u is the solution of (IVP) with u(0) = u0.
Since the orbit Θ(v) is a subset of M(c), ϕ(t) ∈ M(c) for all t ∈ R and
it is clear that (WS) is a weaker property than true orbital stability. In some
special cases (see [30]), one can show that Θ(v) = M(c) and then (WS) is
equivalent to orbital stability. More generally, if d(Θ(v),M(c)\Θ(v)) > 0
then orbital stability of ϕ(t) follows from (WS).
Vol. 76 (2008) Orbital Stability of Standing Waves 371
Theorem 6.2. Let c = 0 be such that (M)c is satisfied. Then M(c) = ∅
and, for any v ∈ M(c) there exists λv ∈ R such that H ′(v) = λvQ′(v). The
associated standing wave ϕ(t) = T (λvt)v has the property (WS) provided
that (GWP at v) holds.
Proof. By Proposition 6.1 we have that M(c) = ∅. Let v ∈ M(c). If (GWP
at v) holds and (WS) is not satisﬁed, there exist ε > 0 and sequences
{wn} ⊂ X and {tn} ⊂ (0,∞) such that
‖wn − v‖X → 0 and d(u(tn),M(c)) ≥ ε
for all n ∈ N, where un is the solution of (IVP) with initial condition wn.
But
H(u(tn)) = H(wn)→ H(v) and Q(u(tn)) = Q(wn) → Q(v)
so it follows from (M)c that there exist z ∈ X and a subsequence such
that u(tnk) → z in X. Then H(z) = H(v) = m(c) and Q(z) = Q(v) = c,
showing that z ∈ M(c). Hence
d(u(tnk),M(c)) ≤ ‖u(tnk)− z‖X
and, for k large enough, ‖u(tnk)− z‖X < ε/2, contradicting the choice of ε
and the sequences {wn} and {tn}. 
Let us mention one useful variant of this simple argument when H
and Q are invariant with respect to an additional group of isometries. Let
O(X) denote the group (with respect to composition) of all isometric iso-
morphisms of X.
(E) There is a subgroup Υ of O(X) such that
H(γv) = H(v) and Q(γv) = Q(v) for all v ∈ X and γ ∈ Υ.
Under this assumption the sets S(c) and M(c) are Υ-invariant. In this
context we can use a weaker form of (M)c.
(EM)c S(c) = ∅ and, for any sequence {vn} ⊂ X having the properties
H(vn) → m(c) and Q(vn)→ c
we can extract a subsequence {vnk} and ﬁnd elements γnk ∈ Υ such that
{γnk(vnk)} converges in X.
Corollary 6.3. In addition to the usual hypothesis (H), suppose that (E)
holds. Let c = 0 be such that (EM)c is satisfied. Then M(c) = ∅. Further-
more, for any v ∈M(c) there exists λv ∈ R such that H ′(v) = λvQ′(v).
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If (GWP at v) holds, the associated standing wave ϕ(t) = T (λvt)v has
the property (WS).
Proof. Let {vn} ⊂ S(c) be such that H(vn) → m(c). By (EM)c there exist
v ∈ X, a subsequence {vnk} and γnk ∈ Υ such that γnk(vnk) → v in X. But
H(v) = lim
k→∞
H(γnk(vnk)) = lim
k→∞
H(vnk) = m(c) and
Q(v) = lim
k→∞
Q(γnk(vnk)) = lim
k→∞
Q(vnk) = c
so v ∈ M(c).
If (GWP at v) holds but not (WS), there exist ε > 0 and sequences
{wn} ⊂ X and {tn} ⊂ (0,∞) such that
‖wn − v‖X → 0 and d(u(tn),M(c)) ≥ ε
for all n ∈ N where un is the solution of (IVP) with initial condition wn.
Since
H(un(tn)) = H(wn)→ H(v) and Q(un(tn)) = Q(wn) → Q(v)
so it follows from (EM)c that there exist z ∈ X, a subsequence {unk(tnk)}
and elements γnk ∈ Υ such that γnkunk(tnk) → z in X. Then H(z) =
H(v) = m(c) and Q(z) = Q(v) = c, showing that z ∈ M(c). Hence, for all
k, γ−1nk z ∈M(c) and
d(unk(tnk),M(c)) ≤
∥
∥unk(tnk)− γ−1nk z
∥
∥
X
= ‖γnkunk(tnk)− z‖X .
For k large enough, ‖γnkunk(tnk)− z‖X < ε/2, contradicting the choice of ε
and the sequences {wn} and {tn}. Thus property (WS) must hold if (GWP
at v) is satisﬁed. 
7. The nonlinear Schro¨dinger equation
We consider the nonlinear Schro¨dinger equation in the following form
i∂tw(x, t) + ∆w(x, t) + f(x, |w(x, t)|2)w(x, t) = 0 (CNLS)
where w : RN × [0,∞) → C and f : RN × [0,∞) → R.
Let w = ϕ + iψ −→
(
ϕ
ψ
)
. Then
i∂tw(x, t) = −∂tψ + i∂tϕ →
( −∂tψ
∂tϕ
)
=
[
0 −1
1 0
](
∂tϕ
∂tψ
)
.
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Also
∆w(x, t) + f(x, |w(x, t)|2)w(x, t) →
(
∆ϕ + f(x, ϕ2 + ψ2)ϕ
∆ψ + f(x, ϕ2 + ψ2)ψ
)
so (CNLS) is
[
0 −1
1 0
](
∂tϕ
∂tψ
)
= −
(
∆ϕ + f(x, ϕ2 + ψ2)ϕ
∆ψ + f(x, ϕ2 + ψ2)ψ
)
.
Let
F (x, s) =
∫ s
0
f(x, σ)dσ
and consider formally (at this point) the Hamiltonian deﬁned by
H(
(
ϕ
ψ
)
) =
1
2
∫
RN
|∇ϕ|2 + |∇ψ|2 − F (x, ϕ2 + ψ2)dx. (7.1)
Then
H ′(
(
ϕ
ψ
)
) =
( −∆ϕ− f(x, ϕ2 + ψ2)ϕ
−∆ψ − f(x, ϕ2 + ψ2)ψ
)
,
so (CNLS) becomes
(
∂tϕ
∂tψ
)
=
[
0 1
−1 0
]
H ′(
(
ϕ
ψ
)
).
The equation (CNLS) arises in many contexts. One example is in the
study of guided waves propagating through a non-linear optical material.
In this context, a derivation of (CNLS) from ﬁrst principles and an inter-
pretation of standing waves and their orbital stability is given in [31]. See
equation (7.9) of [31] for (CNLS) and then Section 7.2 of the same paper
for a situation leading to the hypotheses introduced in Section 8.3 of these
notes.
We observe also that any nonlinearity that is equivariant with respect
to rotations about the origin in C can be expressed in the form f(x, |w|2)w
appearing in (CNLS). Indeed, if h : RN × C → C is such that
h(x, eiθz) = eiθh(x, z) for all θ ∈ R and z ∈ C,
then clearly h(x, 0) = 0 and, setting
f(x, s) =
h(x,
√
s)√
s
for x ∈ RN and s > 0,
we ﬁnd that
h(x, z) = h(x, |z|ei arg z) = ei arg zh(x, |z|) = f(x, |z|2)z for all z ∈ C\{0}.
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As a result of this equivariance, w(x, t) ≡ 0 is always a stationary solution
of (CNLS).
In this context, we observe that the requirement that f : RN×[0,∞) →
R in (CNLS) corresponds to the property h(x, s) ∈ R for all x ∈ RN and
s ∈ [0,∞).
7.1. Expressing (CNLS) in the form (2.1)
We now reformulate (CNLS) as a special case of (2.1) in the appropriate
function spaces.
X = H1(RN )×H1(RN ),
H = L2(RN )× L2(RN ),
X∗ = H−1(RN )×H−1(RN ),
with the usual scalar products:
〈
(
ϕ
ψ
)
,
(
ξ
η
)
〉X =
∫
RN
∇ϕ · ∇ξ +∇ψ · ∇η + ϕξ + ψηdx
(
(
ϕ
ψ
)
,
(
ξ
η
)
) =
∫
RN
ϕξ + ψηdx.
It is easily veriﬁed that, in this case, the operator S = R−1I : X → X is
given by S = (−∆ + 1)−1.
Deﬁne J : X → X and A : X → X by
J
(
ϕ
ψ
)
=
( −ψ
ϕ
)
and A = −J =
[
0 I
−I 0
]
where I : X → X is the identity. Then
T (θ) = eθA = e−θJ =
[
cos θI sin θI
− sin θI cos θI
]
.
Let F : RN × [0,∞) → R be such that
Φ(u) =
∫
RN
F (x, u2)dx
deﬁnes a functional Φ ∈ C2(H1(RN ),R) with
〈
Φ′(u), v
〉
= 2
∫
RN
f(x, u2)uvdx and
〈
Φ′′(u)z, v
〉
= 2
∫
RN
{2∂sf(x, u2)u2 + f(x, u2)}zvdx.
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(See the beginning of Section 8 for an example of a function F having
these properties.) For H : X → R deﬁned by (7.1) we then have that
H ∈ C2(X,R) with
〈
H ′(
(
ϕ
ψ
)
),
(
v
z
)〉
=
∫
RN
∇ϕ · ∇v +∇ψ · ∇z − f(x, ϕ2 + ψ2)ϕv − f(x, ϕ2 + ψ2)ψzdx.
For ϕ,ψ ∈ C∞0 (RN ),
〈
H ′(
(
ϕ
ψ
)
),
(
v
z
)〉
= −
∫
RN
[∆ϕ + f(x, ϕ2 + ψ2)ϕ]v + [∆ψ + f(x, ϕ2 + ψ2)ψ]zdx
= −
〈(
I[∆ϕ + f(x, ϕ2 + ψ2)ϕ]
I[∆ψ + f(x, ϕ2 + ψ2)ψ]
)
,
(
v
z
)〉
so that we can write
H ′(
(
ϕ
ψ
)
) = −I
(
∆ϕ + f(x, ϕ2 + ψ2)ϕ
∆ψ + f(x, ϕ2 + ψ2)ψ
)
when convenient by interpreting the right hand side as a continuous exten-
sion from C∞0 (RN )× C∞0 (RN ) to X with values in X∗. Noting that
〈
H ′(
(
ϕ
ψ
)
), A
(
ϕ
ψ
)〉
=
〈
H ′(
(
ϕ
ψ
)
),
(
ψ
−ϕ
)〉
=
∫
RN
∇ϕ · ∇ψ −∇ψ · ∇ϕ− f(x, ϕ2 + ψ2)ϕψ + f(x, ϕ2 + ψ2)ψϕdx
= 0,
we see that our hypothesis (H) is satisﬁed and
d
dt
I
(
ϕ
ψ
)
= J∗H ′(
(
ϕ
ψ
)
(NLS)
can be taken as a weak form of (CNLS). Indeed, for a solution u =
(
ϕ
ψ
)
:
(−b−, b+) → X of (NLS), we have that u ∈ C((−b−, b+),X),
Iu ∈ C1((−b−, b+),X∗) and for any
(
v
z
)
∈ C∞0 (RN ) × C∞0 (RN ) and
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t ∈ (−b−, b+),
〈
d
dt
I
(
ϕ
ψ
)
(t), J
(
v
z
)〉
=
d
dt
〈
I
(
ϕ
ψ
)
(t), J
(
v
z
)〉
=
d
dt
∫
RN
−ϕ(t)z + ψ(t)vdx
whereas
〈
J∗H ′(
(
ϕ
ψ
)
)(t), J
(
v
z
)〉
=
〈
H ′(
(
ϕ
ψ
)
)(t), J2
(
v
z
)〉
= −
∫
RN
∇ϕ(t) · ∇v +∇ψ(t) · ∇z − f(x, |w(t)|2)ϕ(t)v
− f(x, |w(t)|2)ψ(t)zdx.
where w = ϕ+iψ ∈ C((−b−, b+),H1(RN ,C))∩C1((−b−, b+),H−1(RN ,C)).
It follows that, for all v, z ∈ C∞0 (RN ) and t ∈ (−b−, b+),
d
dt
∫
RN
ϕ(t)z − ψ(t)vdx =
∫
RN
∇ϕ(t) · ∇v +∇ψ(t) · ∇z − f(x, |w(t)|2)ϕ(t)v − f(x, |w(t)|2)ψ(t)zdx.
From this identity we deduce that
d
dt
∫
RN
iw(t)ςdx =
∫
RN
∇w(t) · ∇ς − f(x, |w(t)|2)w(t)ςdx
for all ς ∈ C∞0 (RN ,C) which is a weak form of (CNLS).
Returning to (NLS), a standing wave has the form
T (λt)
(
ϕ
ψ
)
=
(
ϕ cos λt + ψ sinλt
−ϕ sin λt + ψ cos λt
)
where
(
ϕ
ψ
)
∈ X = H1(RN )×H1(RN ).
It is a time periodic (in fact time harmonic) solution of (NLS). In complex
notation, it corresponds to a solution of (CNLS) the form
e−iλt{ϕ(x) + iψ(x)}.
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7.2. Solutions of the stationary equation
Since JA = −J2 = I, we have that B = I and
Q(
(
ϕ
ψ
)
) =
1
2
〈
I
(
ϕ
ψ
)
,
(
ϕ
ψ
)〉
=
1
2
((
ϕ
ψ
)
,
(
ϕ
ψ
))
=
1
2
∫
RN
ϕ2 + ψ2dx =
1
2
∫
RN
|w|2 dx where w = ϕ + iψ.
The stationary equation is
H ′(
(
ϕ
ψ
)
) = λI
(
ϕ
ψ
)
, (SNLS)
which we can write as
I
(
∆ϕ + f(x, ϕ2 + ψ2)ϕ + λϕ
∆ψ + f(x, ϕ2 + ψ2)ψ + λψ
)
=
(
0
0
)
.
The augmented Hamiltonian (Gλ = H − λQ) is
Gλ(
(
ϕ
ψ
)
) =
1
2
∫
RN
|∇ϕ|2 + |∇ψ|2 − F (x, ϕ2 + ψ2)− λ(ϕ2 + ψ2)dx.
Hence
DuGλ(
(
ϕ
ψ
)
) = −I
(
∆ϕ + f(x, ϕ2 + ψ2)ϕ + λϕ
∆ψ + f(x, ϕ2 + ψ2)ψ + λψ
)
and
D2uuGλ(
(
ϕ
ψ
)
)
(
v
z
)
= −I
(
∆v + f(x, ϕ2 + ψ2)v + 2∂sf(x, ϕ2 + ψ2)[ϕv + ψz]ϕ + λv
∆z + f(x, ϕ2 + ψ2)z + 2∂sf(x, ϕ2 + ψ2)[ϕv + ψz]ψ + λz
)
.
Suppose that ξλ is a “real” solution of the (SNLS):
ξλ =
(
ϕλ
0
)
∈ X with I{∆ϕλ + f(x, ϕ2λ)ϕλ + λϕλ} = 0.
For such a solution, ϕλ ∈ H1(RN ) and
D2uuGλ(
(
ϕλ
0
)
)
(
v
z
)
= −I
(
∆v + f(x, ϕ2λ)v + 2∂sf(x, ϕ
2
λ)ϕ
2
λv + λv
∆z + f(x, ϕ2λ)z + λz
)
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and we can write
D2uuGλ(
(
ϕλ
0
)
)
= I
[ −∆− f(x, ϕ2λ)− 2∂sf(x, ϕ2λ)ϕ2λ − λ 0
0 −∆− f(x, ϕ2λ)− λ
]
.
In particular,
D2uuGλ(
(
0
0
)
) = I
[ −∆− f(x, 0)− λ 0
0 −∆− f(x, 0)− λ
]
. (7.2)
The structure of the Hessian is even clearer if we set g(x, s) = f(x, s2)s for
s ∈ R. The stationary equation for a real solution becomes
ϕλ ∈ H1(RN ) and I{∆ϕλ + g(x, ϕλ) + λϕλ} = 0 (RSNLS)
and the Hessian of the augmented Hamiltonian becomes
I
[
−∆− ∂sg(x, ϕλ)− λ 0
0 −∆− g(x,ϕλ)ϕλ − λ
]
.
Thus, for v, z ∈ H1(RN ),
〈
D2uuGλ(ξλ)
(
v
z
)
,
(
v
z
)〉
=
∫
RN
|∇v|2 − ∂sg(x, ϕλ)v2 − λv2dx +
∫
RN
|∇z|2 − g(x, ϕλ)
ϕλ
z2 − λz2dx.
Note that
(
v
z
)
∈ kerD2uuGλ(ξλ) if and only if for v, z ∈ H1(RN ) and
I(∆v + ∂sg(x, ϕλ)v + λv) = I(∆z +
g(x, ϕλ)
ϕλ
z + λz) = 0.
7.3. The stability conditions
Turning to the stability condition (SC) for a real solution ξλ =
(
ϕλ
0
)
,
we note that
{Aξλ, R−1Bξλ}⊥
= {
(
v
z
)
∈ X :
〈(
v
z
)
,
(
0
ϕλ
)〉
X
=
〈(
v
z
)
, R−1I
(
ϕλ
0
)〉
X
= 0}
= {
(
v
z
)
∈ X : 〈z, ϕλ〉H1 = (v, ϕλ)L2 = 0}.
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Thus (SC) becomes: there exists δ > 0 such that
∫
RN
|∇v|2 − ∂sg(x, ϕλ)v2 − λv2dx ≥ δ
∫
RN
|∇v|2 + v2dx
for all v ∈ H1(RN ) with
∫
RN
vϕλdx = 0, and
∫
RN
|∇z|2 − g(x, ϕλ)
ϕλ
z2 − λz2dx ≥ δ
∫
RN
|∇z|2 + z2dx
for all z ∈ H1(RN ) with
∫
RN
∇z · ∇ϕλ + zϕλdx = 0.
In this setting, the condition (G) is satisﬁed if and only if there exist ε,C >
0 such that, for all v ∈ H1(RN ),
∫
RN
|∇v|2 − ∂sg(x, ϕλ)v2dx ≥ ε
∫
RN
|∇v|2 + v2dx− C
∫
RN
v2dx,
∫
RN
|∇v|2 − g(x, ϕλ)
ϕλ
v2dx ≥ ε
∫
RN
|∇v|2 + v2dx− C
∫
RN
v2dx.
When (G) is satisﬁed there are domains D(L1λ) and D(L
2
λ) in H
1(RN ) such
that
L1λv = −∆v − ∂sg(x, ϕλ)v − λv for v ∈ D(L1λ) and
L2λv = −∆v −
g(x, ϕλ)
ϕλ
v − λv for v ∈ D(L2λ)
deﬁne self-adjoint operators in L2(RN ). The self-adjoint operator Lλ :
D(Lλ) ⊂ H → H associated with the Hessian D2uuGλ(
(
ϕλ
0
)
) is then
given by D(Lλ) = D(L1λ)×D(L2λ) and
Lλ
(
v
z
)
=
(
L1λv
L2λz
)
.
Thus the stability condition (SC∗∗) reduces to: there exists δ > 0 such that
∫
RN
|∇v|2 − ∂sg(x, ϕλ)v2 − λv2dx ≥ δ
∫
RN
v2dx
for all v ∈ H1(RN ) with
∫
RN
vϕλdx = 0, and
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∫
RN
|∇z|2 − g(x, ϕλ)
ϕλ
z2 − λz2dx ≥ δ
∫
RN
z2dx
for all z ∈ H1(RN ) with
∫
RN
zϕλdx = 0.
In other words, L1λ and L
2
λ are positive deﬁnite on the L
2-orthogonal com-
plement of the stationary solution ϕλ.
Let us now consider the special situation covered by condition (B).
Note that Lλ : D(Lλ) ⊂ L2(RN ) × L2(RN ) → L2(RN ) × L2(RN ) is a
self-adjoint operator with
σ(Lλ) = σ(L1λ) ∪ σ(L2λ), σe(Lλ) = σe(L1λ) ∪ σe(L2λ) and
M(Lλ) = M(L1λ) + M(L
2
λ).
In particular,
inf σe(Lλ) > 0 ⇐⇒ inf σe(L1λ) > 0 and inf σe(L2λ) > 0.
Finally, let us suppose that the real solution ϕλ has the properties:
ϕλ > 0 and inf σe(L2λ) > 0.
(This is often the case for so-called ground-states.) Since L2λϕλ = 0, this
implies that 0 is an eigenvalue of L2λ having a positive eigenfunction ϕλ.
Hence inf σ(L2λ) ≤ 0 < inf σe(L2λ). But, under mild hypotheses on g(x,ϕλ)ϕλ ,
(see [29], for example, if g(x,ϕλ)ϕλ ∈ L∞(RN )) this ensures that inf σ(L2λ) is
a simple eigenvalue of L2λ having a positive eigenfunction. Since eigenfunc-
tions associated with diﬀerent eigenvalues of L2λ are L
2-orthogonal, we must
have
0 = inf σ(L2λ) and ker L
2
λ = span{ϕλ}.
Then M(Lλ) = M(L1λ) and, using Corollary 5.5, we see that the condition
(B) holds provided that
inf σe(L1λ) > 0,M(L
1
λ) = 1 and kerL
1
λ = {0}.
When this is the case, stability is implied by the (VK) criterion which
becomes simply
d
dλ
∫
RN
ϕ2λdx < 0.
Remark 1. It should be emphasized that the condition (B) is never satisﬁed
by an autonomous equation where g is independent of x : g(x, s) = g(s).
This is because, from the stationary equation
−∆ϕλ − g(ϕλ) = λϕλ,
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it follows that any partial derivative ∂jϕλ satisﬁes
{−∆− ∂sg(ϕλ)− λ}∂jϕλ = 0
and so, if ∂jϕλ ∈ H1(RN ), 0 is also an eigenvalue of {−∆ − ∂sg(ϕλ)− λ}.
Hence {Aξλ, ∂jξλ} ⊂ kerD2uuGλ(ξλ). Even in the case where ϕλ is a ground
state obtained by constrained minimization as in Section 6, it is known that
the associated standing wave is not orbitally stable, see Remark 8.3.3 in [4].
This phenomenon occurs because the equation is now invariant under the
action of the group of translations on RN as well as the group T (θ). The
results in Section 6 can be used to show that the standing wave associated
with a ground state has the weaker stability property (WS). This was ﬁrst
established in [5]. See Theorem 8.6 (II) below for a generalization of this.
Remark 2. Standing waves of (CNLS) are non-stationary solutions of the
form T (λt)ξ. They are generated by solutions of (SNLS) with λξ = 0. Of
course, the equivariance of the nonlinearity implies that ξ = (ϕ,ψ) = (0, 0)
satisﬁes (SNLS) for all λ ∈ R, but this generates the stationary solution
w(x, t) ≡ 0. Recalling (7.2), the condition (4.4) for the stability of the
solution w ≡ 0 becomes: there exist λ ∈ R and δ > 0 such that
∫
RN
|∇z|2 − f(x, 0)z2 − λz2dx ≥ δ
∫
RN
|∇z|2 + z2dx (7.3)
for all z ∈ H1(RN ). Note that this condition is clearly satisﬁed if f(·, 0) ∈
L∞(RN ).
7.4. Summary
Here is a list of the main points to be considered when trying to establish
the orbital stability of standing waves of (CNLS).
(1) The nonlinearity g(x, s) = f(x, s2)s should be such that Φ ∈
C2(H1(RN )) where
Φ(u) =
∫
RN
F (x, u(x)2)dx and F (x, s) =
∫ s
0
f(x, τ)dτ.
(2) In most cases one deals with standing waves T (λt)ξλ where ξλ is a
“real” solution of the stationary equation , that is
ξλ=
(
ϕλ
0
)
where ϕλ∈{0} and−∆ϕλ − g(x, ϕλ)=λϕλ for some λ =0,
T (λt)ξλ =
(
ϕλ cos λt
−ϕλ sinλt
)
and, in complex notation, the standing wave is then e−iλtϕλ(x).
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See Corollary 2.3 of [30] and Proposition 5.2 of [31] for a discussion of the
place of real solutions with respect to other solutions of (SNLS).
(3) The hypotheses on the nonlinearity should ensure that (GWP at
ξλ) holds and that there exist ε,C > 0 such that, for all v ∈ H1(RN ),
∫
RN
|∇v|2 − ∂sg(x, ϕλ)v2dx ≥ ε
∫
RN
|∇v|2 dx− C
∫
RN
v2dx,
∫
RN
|∇v|2 − g(x, ϕλ)
ϕλ
v2dx ≥ ε
∫
RN
|∇v|2 dx− C
∫
RN
v2dx.
Then condition (G) is satisﬁed and we can consider the self-adjoint opera-
tors that are uniquely deﬁned by
L1λ : D(L
1
λ) ⊂ L2(RN ) → L2(RN ) where D(L1λ) ⊂ H1(RN ) and
L1λv = −∆v − ∂sg(x, ϕλ)v − λv for v ∈ D(L1λ),
L2λ : D(L
2
λ) ⊂ L2(RN ) → L2(RN ) where D(L2λ) ⊂ H1(RN )
L2λv = −∆v −
g(x, ϕλ)
ϕλ
v − λv for v ∈ D(L2λ).
(4) A suﬃcient condition for stability is given by (SC∗∗): there exists
δ > 0 such that
∫
RN
|∇v|2 − ∂sg(x, ϕλ)v2 − λv2dx ≥ δ
∫
RN
v2dx
for all v ∈ H1(RN ) with
∫
RN
vϕλdx = 0, and
∫
RN
|∇z|2 − g(x, ϕλ)
ϕλ
z2 − λz2dx ≥ δ
∫
RN
z2dx
for all z ∈ H1(RN ) with
∫
RN
zϕλdx = 0.
Alternatively, one can try the approach based on the condition (VK).
(5) For this the hypotheses on f (equivalently, g) should ensure that
inf σe(L1λ) > 0,M(L
1
λ) = 1 and kerL
1
λ = {0},
inf σe(L2λ) > 0, 0 = inf σ(L
2
λ) and kerL
2
λ = span{ϕλ}.
Then the condition (B) is satisﬁed and ϕλ is embedded in a C1-curve of
stationary solutions. The standing wave is orbitally stable provided that
d
dλ
∫
RN
ϕ2λdx < 0.
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8. NLS with a power-law nonlinearity
In the previous section we discussed the procedure for analyzing orbital
stability of standing waves in the context of (CNLS). Now we exhibit some
of the results that have been obtained by implementing this approach in
the most common case where the nonlinearity is a power of the amplitude.
We consider (CNLS) with
f(x, |w|2) = P (x) + V (x) |w|p−1
where
(C1) 1 < p < 2∗ − 1 and P, V ∈ L∞(RN ,R) where 2∗ = ∞ for N = 1
and 2 and 2∗ = 2N/(N − 2) for N ≥ 3. Thus, 1 < p < ∞ for N = 1, 2 and
1 < p < 1 + 4N−2 for N ≥ 3.
In general, V can change sign but when V ≥ 0 the nonlinearity is said
to be self-focusing whereas when V ≤ 0 it is defocusing.
Under these assumptions, we have that, for x ∈ RN and s ≥ 0,
f(x, s) = P (x) + V (x)s
p−1
2 ,
F (x, s) =
∫ s
0
f(x, τ)dτ = P (x)s +
2V (x)
p + 1
s
p+1
2
and Φ(u) =
∫
RN
F (x, u(x)2)dx =
∫
RN
P (x)u(x)2 +
2V (x)
p + 1
u(x)p+1dx.
Since P, V ∈ L∞(RN ) and 2 < p + 1 < 2∗ it is well-known that
Φ ∈ C2(H1(RN ),R) with
Φ′(u)v =
∫
RN
f(x, u(x)2)u(x)v(x)dx for all u, v ∈ H1(RN ).
Furthermore, the expression Lu = −∆u−Pu deﬁnes a self-adjoint operator
L : H2(RN ) ⊂ L2(RN ) → L2(RN ) which is bounded below.
Remark. By Corollary 6.1.5 of [4], the condition (C1) ensures that (GWP
at 0) holds. Since f(·, 0) = P ∈ L∞(RN ), it follows from (7.3) and The-
orem 4.5 that the stationary solution w ≡ 0 is stable. Theorems 8.1 and
8.5 below establish the existence of a branch λ → ϕλ ∈ H1(RN )\{0} of
solutions of (RSNLS) and conditions are given ensuring the orbital stabil-
ity of the associated standing waves wλ(x, t) = eiλtϕλ(x). In both cases,
the stable solutions bifurcate from the stationary solution w ≡ 0 in a way
that is reminiscent of the Lyapunov Centre Theorem, [1]. In Theorem 8.1,
‖ϕλ‖H1 → 0 as the frequency λ → Λ where Λ is a simple eigenvalue of the
linear operator L = −∆ + P . In Theorem 8.5, P is constant and L has no
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eigenvalues. In that case, ‖ϕλ‖H1 → 0 as the frequency λ → P from below
and we have bifurcation from the bottom of the essential spectrum of L.
8.1. Bifurcation from an eigenvalue
First we deal with the case where the potential P is such that
(C2) Λ < inf σe(L) where Λ = inf σ(L).
Under the assumptions (C1) and (C2), Λ is a simple eigenvalue of L with a
strictly positive eigenfunction φ ∈ H2(RN ) ∩ C1(RN ) which we normalize
so that ∫
RN
φ2dx = 1.
(See Theorem 3.20 in [29], for example.) The condition (C2) implies that
P is not constant on RN . It is easy to formulate explicit properties of P
that imply (C2).
Various conditions ensuring that (CNLS) is globally well-posed are
established in Section 6.1 of [4] and from them we obtain the following
information. Under the hypothesis (C1), the property (GWP at ξ) holds
for all ξ ∈ H1(RN )×H1(RN ) provided that 1 < p < 1 + 4N . Furthermore,
for 1 + 4N ≤ p < 1 + 4N−2 , there exists a constant C > 0 such that (GWP
at ξ) holds for all ξ ∈ H1(RN )×H1(RN ) with ‖ξ‖L2 < C. If, in addition to
(C1), V ≤ 0 on RN then (GWP at ξ) holds for all ξ ∈ H1(RN )×H1(RN )
for 1 < p < 1 + 4N−2 .
Theorem 8.1. Suppose that (C1) and (C2) are satisfied.
(I) If
∫
RN
V φp+1dx > 0, there exist δ > 0 and ϕ ∈ C1((Λ−δ,Λ),H2(RN ))
having the following properties for all λ ∈ (Λ− δ,Λ),
ϕ(λ) = ϕλ ∈ C(RN ) ∩ L∞(RN ), ϕλ > 0,
there exists µ(λ) > 0 such that lim
|x|→0
eµ(λ)|x|ϕλ(x) = 0,
lim
λ→Λ
‖ϕλ‖H2(RN ) = lim
λ→Λ
‖ϕλ‖L∞(RN ) = 0,
∆ϕλ(x) + f(x, ϕλ(x)2)ϕλ(x) + λϕλ(x) = 0 for all x ∈ RN .
(II) If
∫
RN
V φp+1dx < 0, there exist δ > 0 and ϕ ∈ C1((Λ,Λ+δ),H2(RN ))
having the same properties for all λ ∈ (Λ,Λ + δ).
In both cases, we have the expansion
ϕλ = [
Λ− λ∫
RN
V φp+1dx
]1/(p−1){φ + v(λ)}
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where φ is normalized so that
∫
RN
φ2dx = 1 and ‖v(λ)‖H2 → 0 as λ→ Λ.
In case (I) the standing wave associated with ϕλ is orbitally stable if
1 < p < 2∗ − 1. If V ≤ 0 on RN and V < 0 on a set of positive measure,
the solutions in case (II) are also orbitally stable if 1 < p < 2∗ − 1.
Remark 1. The situation where V ≡ 1 and lim|x|→∞ P (x) = 0 was dealt
with in [27]. Theorem 8.1 is a local result and it should be understood in the
sense that, by choosing a suﬃciently small value of δ > 0 all the conclusions
are valid. However the factors inﬂuencing the choice of δ are not the same
in all cases. To obtain a branch of stable solutions in case (I), it must be
small enough so that (i) a smooth branch exists for δ ∈ (Λ − δ,Λ), (ii)
d
dλ‖ϕλ‖L2 < 0 on (Λ− δ,Λ) and (iii) ‖ϕλ‖L2 is suﬃciently small that there
is global existence of the initial value problem for (CNLS) for all initial
conditions suﬃciently close to ϕλ. In the defocusing case where V ≤ 0 on
R
N , only point (i) needs to be ensured since there is global existence for
all initial conditions and stability is not derived from the VK-condition.
This diﬀerence is of importance when considering global extensions of the
branch.
Remark 2. The ﬁrst part of the following proof establishes the existence
of a branch λ → ϕλ through bifurcation from a simple eigenvalue at Λ.
The bifurcation is to the left if
∫
RN
V φp+1dx > 0 and to the right if∫
RN
V φp+1dx < 0. In the ﬁrst case, ϕλ turns out to be a saddle point
of the augmented Hamiltonian Gλ, whereas in the second case it is a lo-
cal minimum. This diﬀerence inﬂuences the proof of orbital stability. For
(CNLS) the condition (VK) is ddλ
∫
RN
ϕ2λdx < 0 and this occurs only in
case (I) where the condition (B) is also satisﬁed. Hence in this case stabil-
ity follows from Proposition 5.2. In case (II), ddλ
∫
RN
ϕ2λdx < 0 and (B) is
not satisﬁed. However, in this case it is easy to check (SC∗∗) directly and
so stability follows from Corollary 3.4.
Proof. Bifurcation Let 2∗∗ = ∞ for N ≤ 4 and 2∗∗ = 2N/(N − 4) for
N ≥ 5. Then H2(RN ) is continuously embedded in Lq(RN ) for 2 ≤ q < 2∗∗
and so (C1) ensures that u → f(x, u2)u maps H2(RN ) continuously into
L2(RN ). Indeed, the hypothesis (C1) ensures that we can deﬁne a function
R ∈ C1(R×H2(RN ), L2(RN )) by
R(λ, u) = ∆u + f(x, u2)u + λu
= ∆u + Pu + V (x) |u|p−1 u + λu.
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Furthermore, DuR(λ, 0) = ∆ + P + λ : H2(RN ) → L2(RN ) is a Fredholm
operator of index zero for all λ < inf σe(L). Also
kerDuR(Λ, 0) = span{φ} and rgeDuR(Λ, 0) = W
where W = {u ∈ L2(RN ) : ∫
RN
uφdx = 0}. Since DλDuR(Λ, 0)φ = φ, it
follows that
L2(RN ) = rgeDuR(Λ, 0) ⊕ span{DλDuR(Λ, 0)φ}
and then, by the fundamental theorem of Crandall and Rabinowitz on bi-
furcation from a simple eigenvalue, Theorem 1.7 in [7], there exist δ > 0,
µ ∈ C((−δ, δ),R) and z ∈ C((−δ, δ),H2(RN )) such that
µ(0) = Λ, z(0) = 0, R(µ(s), s[φ + z(s)]) = 0 and
z(s) ∈ Z = {u ∈ H2(RN ) :
∫
RN
uφdx = 0} = W ∩H2(RN )
for all s ∈ (−δ, δ). Furthermore, there is an open neighbourhood V of (Λ, 0)
in R×H2(RN ) such that if (λ, u) ∈ V and R(λ, u) = 0 then either u = 0 or
(λ, u) = (µ(s), s[φ + z(s)]) for some s ∈ (−δ, δ). Noting that R(λ, u) is an
odd function of u, we have that R(µ(s),−s[φ + z(s)]) = 0 for s near zero
and so there exists s′ ∈ (−δ, δ) such that
(µ(s),−s[φ + z(s)]) = (µ(s′), s′[φ + z(s′)]).
By the orthogonality of φ and z(s) and φ and z(s′), this implies that s′ = −s
and then µ(−s) = µ(s) and z(−s) = z(s). Henceforth we only need to
discuss s ∈ (0, δ).
Setting us = s[φ + z(s)], standard regularity theory (see for example,
Theorem 2.17 of [29]) shows that us ∈ C(RN )∩L∞(RN ), lim|x|→∞ us(x) = 0
and that ‖us‖L∞ → 0 as s → 0. It follows that
P + V |us|p−1 ∈ L∞(RN ).
Then deﬁning Ls by
Ls = −∆− P − V |us|p−1 ,
we have that Ls : H2(RN ) ⊂ L2(RN ) → L2(RN ) is self-adjoint and
Ls → L0 = L in B(H2(RN ), L2(RN )). Since lim|x|→∞ V (x) |us(x)|p−1 = 0,
inf σe(Ls) = inf σe(L) for all s ∈ (−δ, δ). Furthermore Lsus = µ(s)us and
µ(s) → Λ = inf σ(L) < inf σe(L). It follows that, for δ > 0 small enough,
µ(s) = inf σ(Ls) < inf σe(Ls) and consequently we have that us does not
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change sign on RN and decays exponentially to zero as |x| → ∞. See The-
orem 3.20 in [29], for example. Since s > 0 and φ > 0, this implies that
us > 0 on RN .
From the fact that P, V and us ∈ L∞(RN ), it follows immediately
from point (3) in the summary at the end of Section 7 that condition (G)
is satisﬁed.
We now show µ ∈ C1((0, δ),R) and z ∈ C1((0, δ),H2(RN )). The equa-
tion R(λ, u) = 0 can be written as
Lu− λu−M(u) = 0
where M(u) = V |u|p−1 u and L− Λ : Z →W is an isomorphism.
Consider Γ : (0, δ) × R× Z → L2(RN ) deﬁned by
Γ(s, µ, z) = L(φ + z)− sp−1M(φ + z)− µ(φ + z).
The hypothesis (C1) ensures that Γ ∈ C1((0, δ) × R× Z,L2(RN )) and, for
all s ∈ (0, δ),
D(µ,z)Γ(s,Λ, 0)(ν,w) = −νφ + Lw − sp−1M ′(φ)w − Λw
We know that S(ν,w) = −νφ + Lw − Λw is an isomorphism from R × Z
onto L2(RN ). Since D(µ,z)Γ(s, µ(s), z(s)) → S as s → 0, it follows that
D(µ,z)Γ(s, µ(s), z(s)) : R × Z → L2(RN ) is also an isomorphism provided
that δ > 0 is made small enough. But Γ(s, µ(s), z(s)) = 0 and so the implicit
function theorem implies that µ ∈ C1((0, δ),R) and z ∈ C1((0, δ), Z) with
0 =
d
ds
Γ(s, µ(s), z(s)) = Lz′(s)− (p− 1)sp−2M(φ + z(s))
− sp−1M ′(φ + z(s))z′(s)− µ′(s)(φ + z(s))− µ(s)z′(s)
Hence
µ′(s) = −sp−2 ((p − 1)M(φ + z(s)) + M ′(φ + z(s))sz′(s), φ)
where in a slight abuse of notation, we are now using (·, ·) to denote the
usual scalar product on L2(RN ). Since z ∈ C((−δ, δ),H2(RN ))and
M ∈ C1(H2(RN ), L2(RN )), this implies that there are constants A and B
such that
s
∣∣µ′(s)
∣∣ ≤ Asp−1 + Bs ∥∥sz′(s)∥∥
H2
.
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But
(L− Λ)z′(s)
= (p− 1)sp−2M(φ + z) + sp−1M ′(φ + z)z′(s) + µ′(s)(φ + z)
+ [µ(s)− Λ]z′(s)
so there are constants C,D,E such that
∥∥(L− Λ)sz′(s)∥∥
L2
≤ sp−1C + sp−1D ∥∥sz′(s)∥∥
H2
+ Es
∣
∣µ′(s)
∣
∣ + |µ(s)− Λ| ∥∥sz′(s)∥∥
L2
≤ sp−1C + sp−1D ∥∥sz′(s)∥∥
H2
+ E{Asp−1 + Bs ∥∥sz′(s)∥∥
H2
}
+ |µ(s)− Λ| ∥∥sz′(s)∥∥
L2
Since L− Λ : Z →W is an isomorphism, there exists ε > 0 such that
‖(L− Λ)z‖L2 ≥ ε ‖z‖H2 for all z ∈ Z.
Hence
ε
∥
∥sz′(s)
∥
∥
H2
≤ sp−1C1+{sp−1D1+E1s}
∥
∥sz′(s)
∥
∥
H2
+ |µ(s)− Λ|∥∥sz′(s)∥∥
H2
from which it follows that
∥
∥sz′(s)
∥
∥
H2
→ 0 as s → 0, since µ(s) → Λ.
We now have that
µ′(s)
sp−2
= − ((p− 1)M(φ + z(s)) + M ′(φ + z(s))sz′(s), φ)
→ −(p− 1) (M(φ), φ) as s → 0.
If (M(φ), φ) = 0 we can chose δ > 0 so that µ′(s) = 0 for all s ∈ (0, δ) and
then set ϕ(λ) = s[φ+z(s)] where λ = µ(s). Now ϕ ∈ C1(J,H2(RN )) where
J is the interval {µ(s) : 0 < s < δ}.
To complete the discussion of the asymptotic behaviour of the branch
as λ = µ(s)→ Λ, we note that
Λ− µ(s)
(M(φ), φ)
> 0 for all s ∈ (0, δ) and
lim
s→0
µ(s)− Λ
sp−1
= lim
s→0
µ′(s)
(p − 1)sp−2 = − (M(φ), φ) , by L’Hospital’s rule.
Hence
lim
s→0
{
Λ− µ(s)
(M(φ), φ)
}
1
sp−1
= 1 and so lim
s→0
s
{
Λ−µ(s)
(M(φ),φ)
} 1
p−1
= 1,
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showing that
s =
{
Λ− µ(s)
(M(φ), φ)
} 1
p−1
{1 + ρ(s)} where ρ(s)→ 0 as s → 0.
Thus
ϕ(λ) = s[φ + z(s)] =
{
Λ− µ(s)
(M(φ), φ)
} 1
p−1
{φ + w(s)}
where w(s) = z(s) + ρ(s){φ + z(s)} → 0 in H2(RN ) as s → 0.
At this point we have proved the statements (I) and (II).
Orbital stability Turning to the stability of the standing wave generated by
ϕλ, we know from point (5) of the summary at the end of Section 7 that
the condition (VK) amounts to showing that ddλ
∫
RN
ϕ2λdx < 0. But from
the asymptotic behaviour of the branch, we have that
d
dλ
‖ϕλ‖L2 = 2
(
ϕλ,
d
ds
ϕλ
)
ds
dλ
= 2s
(
φ + z(s), φ + z(s) + sz′(s)
) 1
µ′(s)
where (
φ + z(s), φ + z(s) + sz′(s)
) → (φ, φ) as s → 0.
Then, for all s ∈ (0, δ) with δ small enough, we have the
d
dλ
‖ϕλ‖L2 has the same sign as − (M(φ), φ) .
By choosing δ > 0 small enough, it follows from Corollary 6.1.5 of [4]
that we can assume that (GWP at ξλ = (ϕλ, 0)) holds for all λ near Λ. To
discuss the stability of the standing wave T (λt)ξλ ≈ e−iλtϕλ we need to
consider the Hessian D2uuGλ(ξλ) and this involves the following self-adjoint
operators.
L1λ : D(L
1
λ) ⊂ L2(RN )→ L2(RN ) where D(L1λ) ⊂ H1(RN )
L1λv = −∆v − ∂sg(x, ϕλ)v − λv for v ∈ D(L1λ)
= −∆v − Pv − pV ϕp−1λ v − λv, and
L2λ : D(L
2
λ) ⊂ L2(RN )→ L2(RN ) where D(L2λ) ⊂ H1(RN )
L2λv = −∆v −
g(x, ϕλ)
ϕλ
v − λv for v ∈ D(L2λ)
= −∆v − Pv − V ϕp−1λ v − λv.
We have λ = µ(s) and ϕλ = us for some s ∈ (0, δ) and so, in the earlier
notation L2λ = Ls − µ(s). Furthermore, since P, V and ϕλ ∈ L∞(RN ),
D(L1λ) = D(L
2
λ) = H
2(RN ) We have already shown that µ(s) = inf σ(Ls)
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and so inf σ(L2λ) = 0 with kerL
2
λ = ker[Ls−µ(s)] = span{us} = span{ϕλ}.
Also inf σe(L2λ) = inf σe(Ls) − µ(s) = inf σe(L) − µ(s) > 0 since µ(s) →
Λ < inf σe(L). Thus we have that
(
L2λv, v
) ≥ δ1 (v, v) for all v ∈ H1(RN ) with (v, ϕλ) = 0. (8.1)
As for L2λ, inf σe(L
1
λ) > 0 for λ near Λ. However, as we now show, M(L
1
λ)) =
1 in case (I) and M(L1λ)) = 0 in case (II).
(I) Case (M(φ), φ) > 0.
Concerning the spectrum of L1λ we have that
0 =
(
L2λϕλ, ϕλ
)
=
(
L1λϕλ, ϕλ
)
+ (p − 1) (M(ϕλ), ϕλ)
so that
(
L1λϕλ, ϕλ
) ≤ −(p−1) (M(ϕλ), ϕλ) = −(p−1)sp+1 (M(φ + z(s)), φ + z(s))
where
(M(φ + z(s)), φ + z(s)) → (M(φ), φ) > 0.
Hence inf σ(L1λ) ≤
(
L1λϕλ, ϕλ
)
/ (ϕλ, ϕλ) < 0. But there exists ε > 0 such
that σ(L) ∩ (−∞,Λ + ε) = {Λ} and Λ is a simple eigenvalue of L. Since
L1λ → L−Λ in B(H2(RN ), L2(RN )) as λ→ Λ, this implies that for λ near
Λ, (−∞, ε2) contains exactly one eigenvalue of L1λ and it is simple. Thus
M(L1λ) = 1 and kerL
1
λ = {0}.
Thus we see that the properties required in condition (5) of the sum-
mary at the end of Section 7 is satisﬁed and hence orbital stability now
follows from Proposition 5.2.
(II) Case V ≤ 0 and V < 0 on a set of positive measure.
For all v ∈ H2(R)\{0}, we have that
(
L1λv, v
)
=
(
L2λv, v
) − (p− 1)
∫
RN
V |v|p+1 dx ≥ (L2λv, v
) ≥ inf σ(L2λ) = 0
and so inf σ(L1λ) ≥ 0. If inf σ(L1λ) = 0, 0 must be an eigenvalue of L1λ with
a positive eigenfunction ψ > 0. (See Theorem 3.20 in [29], for example.)
But then 0 = L1λψ = L
2
λψ − (p− 1)V ψp−1 and so
0 =
(
L1λψ,ϕλ
)
=
(
L2λψ,ϕλ
)− (p− 1) (V ψp−1, ϕλ
)
= −(p− 1) (V ψp−1, ϕλ
)
since L2λϕλ = 0. From the properties of ϕλ, ψ and V we have that(
V ψp−1, ϕλ
)
<0, contradicting the preceding conclusion. Hence inf σ(L1λ) >
0.
Recalling (8.1), this establishes the property (4) in the summary at
the end of Section 7. Orbital stability now follows from Corollary 3.4. 
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Remark. We observe that in the defocusing case (II), we have shown that
the Hessian D2vvG(ξλ) of the augmented Hamiltonian is actually positive
deﬁnite on
{
(
v
z
)
∈ H1(RN )×H1(RN ) :
∫
RN
zϕλdx = 0} where ξλ =
(
ϕλ
0
)
.
8.2. Global branch in the defocusing case
Theorem 8.1 deals with bifurcation from a simple eigenvalue and yields a
local branch of standing waves with frequencies near Λ. In the defocusing
case, the branch has been extended globally under the following assump-
tions.
In addition to the assumptions (C1) and (C2) we suppose that
(C3) P, V ∈ C1(RN ) with V (x) < 0 for all x ∈ RN and lim
|x|→∞
P (x) = 0.
Furthermore, we suppose that there exists C > 0 such that
P (x) ≤ C |V (x)| for all x ∈ RN and lim sup
|x|→∞
|x|2 P (x) ≤ 0.
If N ≤ 2, we suppose also that there exist b ∈ [0, 2) and L ∈ (0,∞) such
that lim|x|→∞ |x|b |V (x)| = L.
It follows from the assumption lim|x|→∞ P (x) = 0 that 0 = inf σ(−∆−
P ) and hence from (C2) that Λ < 0.
The existence of a global branch of real stationary solution was estab-
lished in [10] and it turns out that the corresponding standing waves are
all orbitally stable.
Theorem 8.2. Let the conditions (C1), (C2) and (C3) be satisfied. There
exists a function ϕ ∈ C((Λ, 0),H2(RN )) having the following properties
ϕ(λ) = ϕλ ∈ C1(RN ) ∩ L∞(RN ), ϕλ > 0 on RN , (8.2)
there exists µ(λ) > 0 such that lim
|x|→∞
eµ(λ)|x|ϕλ(x) = 0, (8.3)
lim
λ→Λ
‖ϕλ‖H2(RN ) = lim
λ→Λ
‖ϕλ‖L∞(RN ) = 0, (8.4)
ϕµ(x) > ϕλ(x) > 0 for all x ∈ RN and Λ < λ < µ < 0,
∆ϕλ + Pϕλ + V ϕ
p
λ + λϕλ = 0 on R
N . (8.5)
Furthermore, for each λ ∈ (Λ, 0), ϕλ is the unique positive solution of (8.5)
and so (λ,ϕλ) is an extension of the branch given by case (II) of Theorem
8.1. If λ /∈ [Λ, 0], then (8.5) has no positive solution.
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For all λ ∈ (Λ, 0) the standing wave generated by ϕλ is orbitally stable.
The existence and properties of the global branch parametrized by
(Λ, 0) are proved in Theorem 10 of [10] for a broader class of nonlinearities.
In [10] there is also a detailed study of the behaviour of the branch as
λ→ 0.
Concerning the stability of the corresponding standing waves, we note
that, by Corollary 6.1.2 of [4], assumptions (C1) and (C3) ensure that
(GWP at ξ) holds for all ξ ∈ H1(RN ) × H1(RN ). For all λ ∈ (Λ, 0), the
discussion of the operators L1λ and L
2
λ for any λ ∈ (Λ, 0) is the same as for
Case (II) of Theorem 8.1. Thus the condition (SC∗∗) is satisﬁed and orbital
stability follows from Corollary 3.4.
8.3. Global branch in the self-focusing case
In the self-focusing case, a global branch of stable standing waves has only
been established when N = 1 and under much more restrictive hypotheses
on P and V.
(J) N = 1, p > 1 and P, V ∈ C1(R,R) satisfy
P (x) = P (−x), P ′(x) ≤ 0 for all x ≥ 0 and P (0) > lim
x→∞P (x) = 0
V (x) = V (−x), V ′(x) ≤ 0 for all x ≥ 0 and lim
x→∞V (x) > 0.
In this context the operator Lu = −u′′ − Pu introduced earlier has the
properties that
Λ = inf σ(L) < 0 = inf σe(L)
and the eigenfunction φ is such that
φ(x) = φ(−x) > 0 and φ′(x) < 0 for all x > 0.1
In particular, (J) implies (C1) and (C2).
Theorem 8.3. Under the assumption (J) there is a function
ϕ ∈ C1((−∞,Λ),H2(R)) having the following properties.
lim
λ→Λ
‖ϕλ‖H2(R) = 0 and lim
λ→−∞
‖ϕλ‖H2(R) =∞.
ϕλ(x) = ϕλ(−x) > 0, d
dx
ϕλ(x) < 0 for all x > 0,
there exists µ(λ) > 0 such that lim
|x|→∞
eµ(λ)|x|ϕλ(x) = 0, (8.6)
ϕ′′λ + Pϕλ + V ϕ
p
λ + λϕλ = 0 for all x ∈ R. (8.7)
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Furthermore, all positive solutions (λ, u) ∈ R ×H2(R) of (8.7) lie on this
curve. Thus the solutions (λ,ϕλ) form a global extension of the branch
found in Theorem 8.1(I).
These conclusions are proved for a class of equations including (8.7)
in [19].
Unlike the defocusing situation, it is not the case that all standing waves
generated by this global branch are orbitally. For large frequencies |λ| they
may be unstable when p is large. However, for p < 5 we do have orbital
stability on the whole branch.
Theorem 8.4. Suppose that (J) is satisfied and that 1 < p < 5. Consider
the branch ϕ ∈ C1((−∞,Λ),H2(R)) given by Theorem 8.3. For all λ ∈
(−∞,Λ), the standing wave generated by ϕλ is orbitally stable.
The stability is established by using the criterion (5) in the summary
at the end of Section 7. In [24] it is proved that, if 1 < p ≤ 5,
d
dλ
‖ϕλ‖2L2 < 0 for all λ < Λ
and so the condition (VK) is satisﬁed. In the present context
L1λz = Lz − Pz − pV ϕp−1λ z − λz with D(L1λ) = H2(R) and
L2λz = Lz − Pz − V ϕp−1λ z − λz with D(L1λ) = H2(R).
Standard results show that all eigenvalues of L1λ and L
2
λ are simple, L
1
λ ≤ L2λ
and
inf σe(L1λ) = inf σe(L
2
λ) = −λ > −Λ > 0 for all λ < Λ,
since lim|x|→∞ P (x) = lim|x|→∞ ϕ
p−1
λ (x) = 0. Furthermore, 0 = inf σ(L
2
λ)
by the positivity of ϕλ, as before. It is proved in Lemma 3.4 of ([30]) that,
for all λ < Λ,
0 /∈ σ(L1λ) and L1λ has exactly one negative eigenvalue.
Thus the spectral conditions required in criterion (5) of the summary in
Section 7 are satisﬁed. By Corollary 6.1.2 of [4], the condition (GWP at
ξ) holds for all ξ ∈ H1(R) when 1 < p < 5. Now we can conclude from
Proposition 5.2 that the associated standing waves are all orbitally stable.
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8.4. The case where P is constant
As pointed out before, (C2) cannot hold when P is constant. In that case,
by a change of variable, we can suppose that P ≡ 0 and so
f(x, |w|2) = V (x) |w|p−1 ,
where we now assume
(K) N ≥ 3, V ∈ C1(RN\{0}) and there exists b ∈ (0, 2) such that
lim
|x|→∞
|x|b V (x) = 1 and lim sup
|x|→0
|x|b |V (x)| < ∞. Also
lim
|x|→∞
|x|b W (x) = 0 and lim sup
|x|→0
|x|b |W (x)| < ∞
where W (x) = x · ∇V (x) + bV (x).
This implies that V > 0 for |x| large but V may change sign. Note also
that we are no longer requiring that V ∈ L∞(RN ).
It is known (see [13], for example) that, for b ∈ (0, 2) and 1 < p <
1+ 4−2bN−2 , there is a unique positive function ψ ∈ H1(RN )∩C(RN ) satisfying
∆ψ − ψ + |x|−b ψp = 0.
This function is radially symmetric and radially non-increasing.
Theorem 8.5. Let the V satisfy the condition (K).
(i) If 1 < p < 1 + 4−2bN−2 , there exist δ > 0 and a function
ϕ ∈ C1((−δ, 0),H1(RN )) having the following properties.
ϕλ = ϕ(λ) ∈ C(RN) ∩ L∞(RN ) and ϕλ(x) > 0 for x = 0,
there exists µ(λ) > 0 such that lim
|x|→∞
eµ(λ)|x|ϕλ(x) = 0,
ϕλ is a weak solution of ∆ϕλ + V ϕ
p
λ + λϕλ = 0 on R
N ,
ϕλ(x) = |λ|
2−b
2(p−1) {ψ(|λ| 12 x) + vλ(x)} where ‖vλ‖H1 → 0 as λ→ 0.
(ii) If 1 < p < 1+ 4−2bN , then the standing wave generated by ϕλ is orbitally
stable.
In this case, for 1 < p < 1 + 4−2bN , the solutions ϕλ bifurcate from
the bottom of the essential spectrum and not from an eigenvalue of the
linearization as in Theorem 8.1. After an appropriate rescaling of the vari-
ables, this result is proved in [13] using Proposition 5.2. Earlier related
results were proved using the condition (SC∗), [9], [20].
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8.5. Conditions ensuring weak stability
The weaker stability property (WS) that is established in Theorem 6.2 is
easier to prove and hence can be obtained under weaker hypotheses on the
coeﬃcients P and V, at least for 1 < p < 1+ 4N . Note however that Theorem
8.1 allows 1 < p < 2∗ − 1(= 1 + 4N−2 when N ≥ 3). On the other hand,
the hypotheses of Theorem 8.6 below do not imply that (C2) holds and so
Theorem 8.1 may not be applicable under the assumptions of this section.
Recalling that for (CNLS),
X = H1(RN )×H1(RN ),
H(
(
ϕ
ψ
)
) =
1
2
∫
RN
|∇ϕ|2 + |∇ψ|2 − F (x, ϕ2 + ψ2)dx,
Q(
(
ϕ
ψ
)
) =
1
2
∫
RN
ϕ2 + ψ2dx
we see that in this context, for c > 0,
S(c) = {(ϕ,ψ) ∈ X :
∫
RN
ϕ2 + ψ2dx = 2c} and
M(c) = {(ϕ,ψ) ∈ S(c) : H(ϕ,ψ) = m(c)}
where m(c) = inf{H(ϕ,ψ) : (ϕ,ψ) ∈ S(c)}.
Returning to the complex notation w = ϕ + iψ, we we can write
S(c) = {w ∈ H1(RN ,C :
∫
RN
|w|2 dx = 2c} and
M(c) = {w ∈ S(c) : H(w) = m(c)}
where H(w) =
1
2
∫
RN
|∇w|2 − F (x, |w|2)dx
and m(c) = inf{H(w) : w ∈ S(c)}.
Theorem 8.6. Consider 1 < p < 1 + 4N and P, V ∈ L∞(RN ) with V ≥ 0 on
R
N and V > 0 on a set of positive measure.
(I) (compact case) If lim|x|→∞ V (x) = 0, there exists c0 ≥ 0 such that,
for all c > c0, M(c) = ∅ and, for any vc ∈ M(c), the standing wave
generated by vc has the weak stability property (WS).
In general, c0 > 0, but c0 = 0 provided that
(i) sup{|x|2 [P (x) − lim sup|x|→∞ P (x)]− : x ∈ RN} < ∞, where
[a]− = max{0,−a},
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(ii) there exist z ∈ RN and constants B > 0, b ∈ (0, 2) such that
1 < p < 1 +
4− 2b
N
and
V (x) ≥ B |x|−b for all x ∈ Ω = {sy : s ≥ 1 and |y − z| ≤ 1}.
(II) (non-compact cases) Suppose that there exist P∞, V∞ ∈ L∞(RN ) hav-
ing the following properties
P∞(x + z) = P∞(x) and V∞(x + z) = V∞(x) ≥ 0 for all x∈RN , z∈ZN ,
P (x) ≥ P∞(x) and V (x) ≥ V∞(x) for all x ∈ RN , (8.8)
P (x)− P∞(x) → 0 and V (x)− V∞(x) → 0 as |x| → ∞.
Then, for all c > 0, M(c) = ∅ and, for any vc ∈ M(c), the standing
wave generated by vc has the property (WS).
Remark. Case (II) deals with the situation where P and V are asymptoti-
cally periodic, possibly asymptotically constant.
Note that, when there is equality in (8.8) for all x ∈ RN , the coeﬃcients
P and V are periodic with the same period cell. For further work on this
situation see [8] and [26].
Proof. Since 1 < p < 1 + 4N and P, V ∈ L∞(RN ), it follows from Corollary
6.1.2 of [4] that (GWP at ξ) holds for all ξ ∈ X. By Theorem 6.2, it is
enough so show that (M)c is satisﬁed for the relevant values of c. In case (I)
this follows from Proposition 5.1 of [18]. In case (II) we use Proposition 5.3
of [18] if at least one of the inequalities in (8.8) is strict on a set of positive
measure. If this is not the case, then P ≡ P∞ and V ≡ V∞ and we are in
the context of assumption (E) of Section 6 with Υ = {γz : z ∈ ZN} where
γz(v) = v(·+ z) for all v ∈ X. Proposition 5.2 of [18] shows that (EM)c and
(WS) follows from Corollary 6.3. 
Remark. To understand properly the content of the property (WS) one
needs to investigate further the set M(c). For P ≡ 0 and V ≡ 1 a complete
characterization of M(c) has been achieved, but even in this case, it is a
diﬃcult problem, see [4], Chapter 8. The conclusion is that
M(c) = {eiθψc(·+ z) : θ ∈ R and z ∈ RN}
where (λc, ψc) ∈ R × H1(RN ) is the unique radially symmetric positive
solution of the stationary equation
∆ψ + ψp + λψ = 0 on RN with
∫
RN
ψ2dx = 2c.
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In the more general context of Theorem 8.6, it is shown in Theorem 4.1 of
[18] that
M(c) = {eiθψ : θ ∈ R and ψ ∈ W (c)}
where
W (c) = {ψ ∈ H1(RN ) ∩ C1(RN ) ∩ S(c) : ψ > 0 and H(ψ) = m(c).
However a complete description of W (c) is still lacking.
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