A d-hypercube of order n is an n × · · · × n d (d times) array with n d elements from a set Q of cardinality n. We recall several connections between d-hypercubes of order n and d-ary operations of order n. We give constructions of orthogonal d-ary operations that generalize a result of Belyavskaya and Mullen. Our main result is a general construction of d-orthogonal d-ary operations from d-ary quasigroups.
Introduction
In this paper we work with positive integers and we assume that [12] . It is clear that every d-hypercube of order n and type t, has also type i, for each 0 i t − 1. A Latin square of order n is a 2-hypercube of order n and type 1.
A d-ary operation f on a nonempty set Q is a mapping f : 
Then (Q,
f ) are d-ary quaisgroups too. The operation (i) f is called the i-th inverse operation of f [1] . We note that the following equalities are identities in the algebra (Q, f,
f x 1 , . . . , x i−1 ,
A d-ary groupoid (Q, f ) is of order n when |Q| = n. Belyavskaya and Mullen [4] proved that a d-ary quasigroup of order n is an algebraic equivalent of a dhypercube of order n and type d − 1.
In this paper we give generalizations of some results given in [4] . In Section 2 we survey the definitions that can be found in the literature of orthogonality and connections between d-ary hypercubes, d-ary operations and d-ary quasigroups. The main results are given in Section 3, where several new constructions of orthogonal d-tuple are presented.
d-ary hypercubes, d-ary operations, d-ary quasigroups and orthogonality
The usual definition of orthogonality states that two d-hypercubes of order n are orthogonal if each ordered pair occurs exactly n d−2 times upon superimposition. Similarly, two d-ary operations f and h defined on a set Q of cardinality n are said to be orthogonal if the pair of equations f (x 1 , . . . , x d ) = u and h(x 1 , . . . , x d ) = v has exactly n d−2 solutions for any given elements u, v ∈ Q. A set of d hypercubes of order n and dimension d is said to be d-orthogonal (or d-wise orthogonal) if, when superimposed, each of the n d ordered d-tuples occurs exactly once. (This is the concept of dimensional orthogonality in [8, 9] and of variational cube in [10] ). The set of m d hypercubes of order n and dimension d is called mutually d-orthogonal (MdOH) if, given any d hypercubes from the set, they are d-orthogonal (also known as d-dimensional variational set in [7] ).
One can define a general form of orthogonality that includes standard form of d-orthogonality. For 2 k d, a set of k hypercubes of order n and dimension d is said to be k-orthogonal if, when superimposed, each of the n k ordered k-tuples occurs exactly n d−k times. A set of j k hypercubes of order n and dimension d is called mutually k-orthogonal if, given any k hypercubes from the set, they are k-orthogonal.
For d-ary operations we have the following definitions.
A set of k-orthogonal d-hypercubes of order n correspond to a set of k-orthogonal d-ary operations of order n.
Let
The following proposition gives a connection between the orthogonal d-tuple of d-ary operations and the permutations on Q d .
Further, we give another connection between d-ary hypercubes of order n and d-ary operations of order n.
It follows that each operation of a strong orthogonal set, which is not a selector, is a quasigroup operation. 
Constructions of orthogonal d-ary operations
The main motivation for our first construction is the following theorem.
. . .
is orthogonal.
Similarly, we can go one step further.
and substitute the values of F 1 , . . . , F d−1 into the last of previous equalities
We obtain a unique solution 
and we obtain a unique
So, we do similar substitutions in all equalities till the first one, in which we would obtain
and again we obtain a unique
So, the given system has a unique solution
Now, we give the following generalization of the previous result. 
where
and substitute the values of F 1 , . . . , F d−1 into the last equation: 
So, the given system has a unique solution 
where x 2 , x 3 , x 4 ), x 4 ) = 2x 1 + 2x 2 + x 3 + 2x 4 mod 4,
One can see that F 2 is 3-invertible, F 3 is 1-invertible and F 4 is 2-invertible 4-ary operation.
We will prove that this system of functions can not be obtained from some other set of linear 4-ary operations by using Belyavskaya and Mullen method from Theorem 3.1. Let suppose the opposite -that the system F 1 , F 2 , F 3 , F 4 can be obtained by a set g 1 , g 2 , g 3 , g 4 of linear 4-ary operations using Theorem 3.1, where g 1 is 4-invertible, g 2 is 3-invertible, g 3 is 2-invertible, and g 4 is 1-invertible operation. In other words, we suppose that G 1 , G 2 , G 3 , G 4 = F 1 , F 2 , F 3 , F 4 , where G i are got from g i as in Theorem 3.1. It is clear from Theorem 3.1 that if g i is k-invertible, then G i is k-invertible too. Then, the following system with unknown linear functions g i on (Z 4 , +) should be satisfied:
It can be easily seen that this system has no 4-ary linear function solutions g 1 , g 2 , g 3 , g 4 . Hence, we conclude that our generalization of Theorems 1 and 2 is sound. 
The following proposition is a generalization of Proposition 7 in [4] .
. . . F d+1 (x 1 , . . . , x d ), we have f (f (x 1 , . . . , x d ), a 2 , . . . , a d ) = a d+1 and it follows that
for some a 1 ∈ Q, where (Q, (1) f ) is the 1-th inverse d-ary quasigroup for (Q, f ). Now, as before, the system {F i (x 1 , . . . , x d 
has a unique solution (F 1 (b 1 , . . . , b d ), F 2 (b 1 , . . . , b d ), . . . , F d (b 1 , . . . , b d , a 2 , . . . , a d ), a 2 , . . . , a d 
as well, meaning the system is orthogonal. Finally, for 2 j d, consider the system
for some a j ∈ Q. As before, the system
We conclude that the system
has the unique solution
This completes the proof of the theorem. Now we can give the second main construction, which is a generalization of Proposition 3.2.
Consider the system
. From the last equation, we have F d+1 (x 1 , . . . , x d ) = f (y 1 , . . . , y d ) = a d+1 , where y p k = a d+1−k for k = 1, . . . , d − 1  and y p d = F 1 (x 1 , . . . , x d ) = f (x 1 , . . . , x d ) .
It follows that F 1 (x 1 , . . . , x d ) = f (x 1 , . . . , x d ) = a 1 for some a 1 ∈ Q. Next we replace the value a 1 of
For i = d−1, . . . , 2, we substitute the value a 1 of F 1 (x 1 , . . . , x d ) and the already obtained unique new values b p d , . . . , b pi+1 of F d , . . . , F i+1 , respectively, and we obtain
Finally, in the equation
, and because f is p 1 -invertible operation, we obtain a unique 
where y p d+1−k = a k for k = j and k = 1, . . . , d, and
From the equality f (y 1 , . . . ,
There are two cases to consider.
has a unique solution b 1 , b 2 , . . . , b d according to Theorem 4. We compute
In the same way, from
Continuing, we can compute the values F i (x 1 , . . . , x d ) = f (y 1 , . . . , y d ) = a i , where y 
, and because f is p j -invertible operation, we obtain a unique
At the end, we give one more construction.
. . . a 1 , a 2 A special case of Theorem 3.5 is when f 1 = · · · = f d = f, where (Q, f ) is an arbitrary d-ary quasigroup (this special case of Theorem 3.5 is firstly proved in [11] ). The operations F 1 , F 2 , . . . , F d are known as recursive derivatives of f [5, 6] . Recursive derivatives are also the functions defined by F i+d (x 1 , . . . , x d ) = f (F i (x 1 , . . . , x d ), . . . , F i+d−1 (x 1 , . . . , x d ) We compute by Theorem 3.5 the 4-ary operations All of the operations F 2 , F 3 , F 4 are quasigroup operations, so (Q, f ) is an example of a recursively 3-differentiable quasigroup.
