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Abstract 
This thesis presents an energy prediction tool for photovoltaic (PV) modules, based 
on the measure-correlate-predict principle. The tool allows quantification of the 
impact of the different environmental factors influencing PV device efficiency for 
different sites as they deviate from standardised test conditions and combines their 
effects for energy yield prediction of different module technologies operating in 
different climates. 
Amongst these environmental influences, the impact of angle of incidence has been 
particularly under-researched. In this work, a systematic investigation of the 
influence of angle of incidence on PV module performance is realised. This is 
achieved using both short-term module characterisation and long-term energy yield 
measurement campaigns. A customised purpose built dual axis tracker for mounting 
paired sets of modules on a fixed south-facing, 45-degree tilted rack is used to 
investigate the differences in module performance. 
The quality and quantity of the composition of the incident irradiance is described for 
various sky conditions at high latitude locations. Furthermore, an understanding of 
the entangled effects on photocurrent of both the angle of incidence and spectral 
variation is presented. This is achieved by analysing data from a system developed 
especially in this work which integrates an instantaneous all-sky mapping of 
irradiance from a monochromatic CCD camera with precision measurements of 
small-aperture normal irradiance from a collimated Pyranometer in the short-term 
measurement campaign. 
The proposed energy prediction tool is validated using long-term datasets from 
several locations and is compared to other current methods. This was conducted 
under the European funded PV-Catapult and IP Performance projects. The tool's 
prediction uncertainty falls within the ±5% for crystalline and ±10% for thin films, 
which is the same accuracy as other methods and within the measurement 
uncertainty of outdoor measurements. 
Key words: Photovoltaics, solar energy, energy yield, angle of incidence effect, 
performance, irradiance distribution. 
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1 Introduction 
The increase in installations of photovoltaic (PV) systems (particularly grid-
connected) has led to the rapid growth of the PV market in the last 10 years. To 
ensure continued customer satisfaction and confidence over the system's lifetime, 
research must continually address the challenges which are indicative of such 
growth. The work embodied here seeks to address these issues by bridging the gaps 
created by these challenges within the PV community. 
Two of the challenges currently facing the PV community are directly related to the 
needs of the end-users. Firstly, the need to shift from a power rating to energy rating 
system as the main comparator for modules and systems. Currently, systems 
designed with only the power rating indicators fail to meet most users' expectations. 
Secondly, the need for a clearer understanding of the effect on the performance of 
PV systems when the ideal orientation and tilt cannot be achieved. 
The current PV module rating system is based on the peak power (Watts-peak or 
Wp) of the module measured under one set of conditions specified in international 
standards [1). The standard test conditions (STC1, 2) power is the principal value 
measured in laboratory testing, used as the benchmark for production and 
certification. It also appears on. module labelling and datasheets supplied to 
customers by the module manufacturers. 
PV is sold on a cost per Wp basis, thus the producer is interested in the Wp value of 
the product. The PV system user on the other hand, wants the PV system to perform 
1 STC is the standard test conditions with irradiance of 1000W/m', AM1.5 Spectrum, back of module 
temperature of 25' C and normal incidence {angle of incidence 0\ 
'Often SRC (Standard Reporting Conditions) is used instead of STC to account for measurements which can be 
performed at conditions other than STC and then corrected for STC [2]. STC will be used in this work. 
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a task which typically requires the energy yield (kWh). The user is therefore 
generally more interested in the energy yield of the PV system. Unfortunately, the 
STC are artificial conditions and thus there is no obvious link between these two 
properties. This work presents one way of linking these two variables. 
The main operational performance indicators associated with the power rating 
system are the instantaneous power (P), and efficiency (n), of the PV module. The 
power is the product of the current and the voltage produced by the module at that 
instant, while the efficiency is the ratio of the instantaneous power and the incident 
irradiance power. 
When modules are exposed to outdoor operation, in comparison to STC, they 
experience varied conditions which result in variations of up to 40% in peak power 
and efficiency [3-5]. As a result, it is preferential to use the actual efficiency (nactual) 
defined as the ratio of the actual power produced and the incident power over a 
specified time period. This instantaneous efficiency can then be integrated into the 
actual operating efficiency (which is defined in terms of energy yield). In most cases, 
the period is one year and the term annual efficiency (nannual) is used [6]. 
This nannual accounts for the diverse conditions encountered due to the module or 
system location and is influenced by the variations in operational environment factors 
namely, the magnitude, spectral distribution and angle of incidence of in-plane 
irradiance, and module temperature. This gives a truer picture of the actual 
performance of the module as it considers all the factors affecting performance 
which unfortunately is a site dependent factor. 
With the increased deployment of non-standard technologies and the diverse nature 
of PV system architecture, detailed information on the effect of each of these 
environmental factors on energy production is becoming increasingly imperative as 
this is directly related to system revenue. As shown by several researchers, it can be 
very difficult to separate and quantify these factors [7, 8]. Although much progress 
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has been made over the years to understand their impact on PV system 
performance, this has typically focused on modules using traditional crystalline 
silicon technology. Work on thin film technologies has shown that the effects of these 
environmental factors are not as easily defined as with crystalline modules [9, 10). 
Work at CREST over the last several years has focused on understanding these 
artefacts for thin film modules[6, 8, 11, 12). 
Past work on incident irradiance has shown that there is a strong correlation with the 
effect of angle of incidence and incident spectrum on thin film modules [8, 13). Both 
variables are intrinsic solar angle dependent and therefore vary with time-of-day and 
time-of-year. The spectral variation is driven largely by atmospheric absorption due 
to variations in the path length of light through the atmosphere (Air Mass) and the 
amount of humidity encountered. Air Mass is a direct function of solar zenith angle 
and the angle of incidence is a function of several solar angles which all depend on 
the location and orientation of the system. 
Both spectral and angle of incidence variations affect the composition (quantity and 
quality) of irradiance incident on the modules, resulting in a change in their 
photocurrent. This is then reflected in the short circuit current (Isc) of the modules 
and can prove difficult to identify which variable caused the change. Therefore, a 
dedicated system focusing on the effect of angle of incidence is imperative to fully 
understand its impact on irradiance composition and hence the module Isc. 
Furthermore, separating and quantifying angle of incidence from other environmental 
effects seems invaluable to understanding its influence of the energy production of 
PV systems. 
While the power rating quantities/indicators provide useful information for PV module 
research and development, they are less useful indicators when it comes to 
obtaining financing. The end-user purchases modules at a costlWp and the system 
designer using the load requirement and site meteorological data calculates the kWh 
per system with the module STC information from the datasheet. However, when 
system financing is required for either securing loans or incentives/grants, the use of 
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cost/Wp alone does not provide all the necessary information. In particular, cost/Wp 
does not provide the framework required for the estimation of energy production and 
as a result cannot be used to calculate the cost per kWh generated [6, 14]. 
Measures in this context are specific energy yield (kWh/kWp) and the performance 
ratio (PR). The former is defined as the ratio of the actual energy produced and the 
rated power, and the latter is the ratio of the actual energy produced and that 
incident on the device. These indicators give more useful information on the energy 
that the system can produce over a certain period (in some cases its lifetime) in 
relation to the environment in which it is placed [15-19]. The challenge is in 
predicting energy yield accurately for different module types and climatic conditions. 
This work develops an energy prediction tool entitled the Site-Specific Energy (SSE) 
prediction method. SSE uses a measure-correlate-predict approach to address the 
issues outlined above. The method allows the separation of the different 
environmental effects as well as combining their effects for overall energy prediction. 
Specific focus is made on the angle of incidence effect, which to date has not been 
adequately investigated, but is expected to be of significance in a high latitude 
environment such as the UK. This is achieved by the systematic analysis of data 
from an outdoor measurement campaign of six commercially available modules in 
both short- and long-term measurement cycles. The unique measurement system 
developed within this work particularly compliments the short-term measurements. 
The analysis of these measurements alongside the mathematical formulae for 
incorporating this into an energy yield prediction process is used to validate the 
entire work against leading modelling approaches. The outline for each chapter 
below shows the various stages of this work. 
Chapter 2 provides a background on the need for energy prediction of PV modules 
by expanding the understanding of the need to shift from a power rating to energy 
rating system as introduced above. This is achieved by reviewing the needs of the 
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different sectors of the PV community and highlighting the importance that different 
environmental factors play in any analysis of PV performance in realistic operating 
conditions. The influence of environmental factors on energy prediction is discussed 
and leads into a review of published methods for energy yield prediction. 
Chapter 3 contains details of the experimental work conducted to provide long and 
short-term outdoor data for validation and the understanding of the effects of angle of 
incidence on PV performance. This includes a description of the novel system 
developed to investigate the composition of the irradiance incident on the module. 
Chapter 4 presents the model development for analysing the effects of the angle of 
incidence. This is based on data generated with the equipment described in chapter 
3. 
Chapter 5 describes the overall model for the performance prediction, including the 
novel angle of incidence modifier described in chapter 4. 
Chapter 6 presents the validation of the SSE model and examines how it compares 
to the leading modelling approaches. 
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2 Energy Prediction of PV Modules 
2.1 Introduction 
This chapter provides a foundation for the work carried out in this thesis. It identifies 
and explains the main factors influencing the energy production of PV devices and 
investigates how they affect the accuracy of the predicted energy yield. Firstly, the 
performance characteristics of PV devices are defined along with some basic 
technology related issues. This is followed by a discussion on the type of 
performance indicator best suited for the needs of the different sectors of the PV 
community and how adequately and accurately the chosen performance indicator 
addresses the influence of the operating conditions. 
The influence of the environmental conditions on the four variables of STC and the 
importance of their effect on PV performance when operating conditions deviate from 
STC is reviewed. Furthermore, the difficulties with separating and quantifying each 
effect in performance analysis are discussed. Special focus is made on the effect of 
the angle of incidence to explain the motivation for its inclusion in the presented 
energy prediction method. 
The penultimate section of the chapter reviews several published energy prediction 
methods, highlighting the approaches used, the environmental factors accounted for, 
along with their main advantages and drawbacks. The chapter ends with a summary 
of these findings and how they will be utilised in the remainder of this work. 
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2.2 PV System Performance 
Traditionally, the performance of an electricity generator is measured by certain 
established quantities such as the capacity factor3, efficiencl and availability5. 
Several researchers have shown that while it is acceptable to use these quantities in 
their traditional form for conventional power plants they are not all suitable for PV 
systems [22-25]. The 'problem' with PV systems as stated by Gay [23] is that unlike 
other sources of electricity, they must operate productively at less than 'peak' 
operating conditions in an environment driven by nature. 
The ongoing challenge on how to address this inherent dependence on the 
environment is the main shortcoming for any PV performance standard. The power 
rating system was developed and has been accepted and used by the PV 
community for many years [1] but it is clear that this is not an ideal performance 
standard. 
As mentioned in Chapter 1, this power rating system is currently used for comparing 
modules and systems with associated indicators Wp and I'lSTC. These indicators have 
been widely accepted and used by researchers, developers, manufacturers and 
certification bodies in the PV community as they are easily achievable and 
reproducible. However, from the perspective of the system designers and end-users, 
the power based indicators do not address their understanding of performance, 
which is the energy yield in real conditions where the environment differs significantly 
from STC. They do not provide enough information to accurately predict the energy 
of the system for a specific application and site. This can have serious implications 
3 Capacity Factor is the MWh generated per year divided by the product of hours per year and plant capacity 
[20] 
4 Efficiency is the ratio of output power to input power 
5 Availability of a power plant is the amount of time that it is able to produce electricity over a certain period 
divided by the amount of time in that period or the ratio of hours the plant is operating to deliver full power 
over the total hours in the year [21]. 
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from an investment point of view when the actual energy delivery is less than the 
expected value based on the quoted power indicators. Additionally, users are more 
interested in the cost per kWh [26, 27] since this relates to the economic scenario of 
their investment and is often used as the basis for government grants and income 
generated. 
Figure 2-1 shows a standard supply chain model adjusted for the PV industry. It 
represents a snapshot in time showing the link between the various sectors of the 
PV community. In all stages of this supply chain, some form of performance indicator 
is necessary. 
Test 
Laboratory 
Wp&qSTC 
Researchers _____ • 
Wp& qSTC 
Standard 
Bodies 
Wp&qSTC 
Manufacturers '--+-+-~~ 
Wp&qSTC 
System 
Designer! 
prediction 
Tools 
kWh &qSTC 
Sales! I nstallersJ --~.~ End Users 
kWh& qSTC Distributors 
Cost/Wp 
Financial 
Institutions! 
Investors 
cosUkWh 
Sector A - Power Ratin Sector 8- Ener 
Figure 2-1: A standard supply chain model adjusted for the PV industry divided into two sectors ( power 
and energy rating). 
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Furthermore, in Figure 2-1 it is shown that the PV community can be divided into two 
main sectors represented as Sector A and B. Sector A covers those for which PV 
module performance by power indicators is sufficient and these include researchers, 
who develop the technologies, the manufacturers who make them, and the 
certification bodies who validate the ratings among others. On the other hand, sector 
B represents those parties for whom the energy is more relevant namely system 
designers, who design the system, investors, who finance them and end-users, who 
install them. Currently some manufacturers and distributors use both systems. Table 
2-1 lists some of the arguments for and against an energy rating system. 
Table 2-1: A list of some of the benefits and drawbacks of adapting an energy rating system for PV 
module performance summarized from an energy rating workshop held under IP Performance project. 
Benefits Drawbacks 
• Ensuring a high quality product to end-users with • Qualification processes are cost and time consuming 
performance demonstrated over a range of conditions • Qualification waiting period of months will delay the 
and not only STC. introduction of new development. 
• Will help discriminate between high and low quality • Accurate weather prediction for the site when standard 
products and therefore maintain a positive view of PV deviation of yearly global horizontal irradiation typical 
as a reliable product lies between 3-8% is very difficult 
• Will help make it possible to do fai\" comparison • Translating global horizontal accurately into inclined 
between module technologies not only for a specific surface and the percentage of direct diffuse and 
site. reflected is still very difficult. 
• Will allow end-users to calculate the investment return • More research is required to understand the 
in their PV plant with accurate energy yield prediction. compensation of errors in energy output calculations 
and the uncertainties associated to each variable and 
approximation 
Therefore, there is a need to develop a more realistic and accurate PV module rating 
system based on the energy delivered by the PV system for all environmental 
conditions. However, the challenge of accounting for all possible environmental 
conditions makes the energy prediction of PV systems very difficult and complex. 
Some questions which must be answered when considering a rating system based 
on energy yield are: 
• Can all modules be characterised for all possible locations and climatic 
conditions? 
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• Is it possible to have all the information detailing the climatic conditions for the 
specific location alongside the information on the characteristics of the module 
performance on the module datasheet? 
• Can a single parameter be used to define a certain yield under a specific 
environmental condition for purposes of comparing different PV systems? [28] 
• Is it possible to define the energy production for different modules for 
standardised meteorological datasets? 
While these questions must be answered and the issues surrounding them 
eventually addressed, developing and understanding methods for energy prediction 
of PV devices remains crucial. First, it is important to review the basics of PV module 
performance characteristics. 
2.2.1 PV Module Performance Characteristics 
As PV systems are considered modular, the different components that comprise a 
system and the factors affecting their performance can be treated separately. For 
example, in a grid -connected system the overall performance is due to the 
individual performances of the PV modules, inverters and balance of system (80S) 
including cable losses, mismatch and shading. While the challenge of addressing 
performance issues must include all aspects of the system, the scope of this work 
will only cover the performance of the PV modules. However, it will give some 
considerations to how the findings can be extended to system performance 
prediction and evaluation. 
The performance of the PV module is measured in terms of the current and voltage 
generated by the photovoltaic conversion when light is incident on the device. The 
current and voltage produce electrical power; whose quantity depends on the 
illumination intensity, the spectral content and the angle of incidence of in-plane 
irradiance, the cell temperature, and the type and area of the module material. 
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Ideal Case 
Using the ideal diode equation and the convention that the IV curve is usually shown 
reversed as in Figure 2-2, the behaviour is described as: 
(2.1 ) 
where, 10 is the diode saturation current, q is the electronic charge, k is Boltzmann's 
constant, T is the temperature and IpH the photogenerated-current. 
The IV characteristics curve and equivalent circuit shown in Figure 2-2 identifies the 
performance parameters which are the key indicators of the influence of the 
environmental factors for an ideal cell/module. These include: 
Ise (A) 
t 1 V 
Voltage Voc!V) 1 
Figure 2-2: The IV characteristics (left) and equivalent circuit (right) of an ideal PV module. 
Short - Circuit Current (Ise) is the maximum current reached at zero voltage (V=O). 
Isc is directly proportional to the available sunlight. 
Open - Circuit Voltage (Voc) is the maximum voltage at zero current (1=0). Vac 
increases logarithmically with increased sunlight as : 
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v: = kT In(ISC + IJ 
ac I q a (2.2) 
Fill Factor (FF) is the ratio of the maximum power to the power obtained from the 
product of the open circuit voltage and short circuit current as is represented in 
equation (2.3). The FF is a measure of the junction quality and series resistance of 
the cell [29]. FF value close to unity indicates a higher quality cell. 
FF (2.3) 
Power and Maximum Power Point (PMax), the instantaneous power is equal to the 
product of the current and voltage and can be represented in terms of FF: 
PMAJ{ = Vac xIsc xFF (2.4) 
Instantaneous Efficiency (I') is obtained from the ratio of the power produced to 
power incident as in equation (2.5) for the case of the maximum value and can also 
be written in terms of lse, Voe and FF, where G (W/m2) is the incident irradiance and 
A is the area of the module in m2. 
PMAX FFxVac xIsc 17 = -G-x-A = --G----"X'-A-----''''- (2.5) 
Non-Ideal Case 
Currently, PV devices made from silicon material dominate the market with two main 
types crystalline and thin films. Unfortunately, when these PV devices are exposed 
to outdoor conditions several environmental, material and technology related issues 
arise which affect their performance. These issues must be considered when 
predicting the power and hence energy of the device. They include: change in 
module temperature and incident irradiance, degradation, Staebler-Wronski effect, 
thermal annealing, spectral response and parasitic resistances. 
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From theory, a change in irradiance results in a change in the photo-current, where 
Isc increases linearly with the irradiance as in equation (2.1). This is further 
demonstrated in Figure 2-3 (top) when the measured I-V curves for a small area 
double junction amorphous module (a-Si_D) were plotted for constant module 
temperature of 25'C and changing irradiance levels. There is also a logarithmic 
relationship with Voc where an increase in irradiance results in an increase voltage. 
This can be seen in equation (2.2), where the ideal diode was rearranged for Voc. 
From the equation when 10 and T are constant Voc increases approximately 
logarithmically with Isc. Therefore, from theory both current and voltage increase with 
increasing irradiance hence an expected increase in device efficiency. This is true for 
crystalline devices, but some research show it is different for some thin film devices. 
The device temperature is determined by several variables, these include: ambient 
temperature, intensity of the irradiance, device characteristics and wind speed [29]. 
The change in device temperature has a relatively small effect on the Isc of the 
device but a large effect on Voc as it depends on the band-gap of the material as in 
Figure 2-3 (bottom). Where the measured I-V curves for the small area a-Si_D 
device was plotted for constant irradiance of 1020 W/m2 and changing module 
temperature. At higher temperature the band gap of a semiconductor is reduced. 
This increases the equilibrium dark saturation current density 10. The reduced band 
gap also increases the photo-current, since lower energy photons can now be 
absorbed, but the increased dark current reduces Voc faster than Isc is increased, 
this results in a decrease in efficiency for increase temperature. As will be discussed 
later in this work, this is true for crystalline module, but as current research show it is 
different for some thin film modules. 
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Figure 2-3: I-V characteristics of a test module (a-Si_D) measured under STC 
condition with in small area solar simulator: Top -Different curves for constant module 
temperature (25°C) and various irradiance levels. Bottom -Different curves for 
constant irradiance (1020W/m') and varying module temperature. 
The light induced degradation of PV devices is another issue resulting from outdoor 
exposure and is very dependent on length of exposure, device material and 
technology. This degradation can be separated into an initial and long term effect. 
The initial degradation as seen in single junction amorphous (a-Si:H) devices, 
usually within the first six months of exposure (sometimes even up to a year 
depending on the site), is due to the Staebler Wronski effect [30]. This effect caused 
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by the formation of dangling bonds which then acts to reduce the efficiency is well 
studied and documented [30-33]. 
PV devices generally have a parasitic series (Rs) and shunt (RSH) resistance 
associated wi th them. Figure 2-4 shows the equivalent circuit with parasitic 
resistances and equation (2.6) the I-V characteristics equation includes these 
parasitic resistances . 
A ~A I • ~ ~ 
v v v 
r IpH 110 l lSh 1 1ft '\ ~ ,. ,. $ R s h R l oad I\.. - V < 
£) 
Figure 2-4: Equivalent circuit diagram for a p-n junction solar cell including series and shunt 
resistances. 
{ (q(V +IRJ ) } {V+IR ,} I == I - I eXI) - I -I'" 11 AkT R 
\"{, (2.6) 
FF = P1/,f..· = 1',.11' (R + 11.,") 
V"c x l ,c Vuc x l sc S X 
(2.7) 
where, 10 is the diode saturation current, q is the electronic charge, k is Boltzmann's 
constant, T is the temperature and IpH the photogenerated-current. 
The Rs and RSH depend on the cell material (resistivity) and incident irradiance [34] 
(and their effect is in reducing the FF as in equation 2.7 [29]). The Rs of a PV module 
represents resistance such as solder bonds, cell-interconnect bars and resistance in 
junction-box terminations and although all efforts are made to reduce losses due to 
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Rs, outdoor exposure results in the increase in Rs [35] . The Rs is significantly more 
important at high irradiance conditions, while its influence is marginal for low 
irradiance conditions (it will be zero for a current of zero) [36-38]. Several 
researchers found that the FF decreases with increasing Rs. This effect is shown in 
Figure 2-5 (top) [35, 37] . 
The RSH , on the other hand , has a diminishing influence on the energy losses at high 
irradiance conditions, but can have a significant effect at low irradiance conditions 
[39]. R SH of cells in PV modules can affect the module power output (Iow resistance 
leakage paths that divert current from the intended load) and could indicate a flawed 
manufacturing process and re liability problems[35].The R SH effect on I-V curve is 
shown in Figure 2-5 (bottom). 
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Figure 2-5: Effect of parasitic resistance on the current-voltage characteristic of a solar cell. Top: 
Series resistance with RSH ->~ and Bottom: Shunt resistance with Rs =0. 
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Several work have investigated their effect on power and efficiency hence energy 
production of PV devices [38-41] . They high lighted the importance of considering 
these parasitic resistances in energy prediction especially for thin film devices. 
These performance parameters are the key indicators of the influence of the 
environmental factors on PV module performance are discussed below in relation to 
the rating systems. 
The following section looks in some detail at the four main environmental factors; 
intensi ty, spectral distribution and angle of incidence of in-plane irradiance and back 
of module temperature; and how they influence module performance and hence the 
chosen performance indicator. 
2.2.2 Performance Indicators for an Energy Rating System 
Performance indicators are a measure of the effectiveness of a PV module operating 
as a power generator. The specific energy yield {kWh/kWp) which is a representation 
of the useful energy output, has been proposed by several members of the PV 
community [1 5, 16, 18, 19, 34, 42] as the performance indicator to associate to an 
energy rating system. It is defined as the generated electricity within a given period 
of time divided by the insta lled peak power at a specific loca tion [43]. As stated by 
Ossenbrink [43], since specific energy yield is location and mounting dependent, it is 
well suited for predicting energy production accurately. This is acknowledged by 
many within the PV community and has led to several comparisons of different 
performance indicators to support the move from Wp to kWhlkWp. 
However, it is important that the result from the comparison of different modules on 
the basis of different performance indicators be carefu lly assessed before use. 
Figure 2-6 show the comparison of the annual efficiency associated with power 
rating and the kWh/kWp associated with energy rating . The comparison is based on 
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the values relative to the group-average for five commercially available modules 
which were monitored at the CREST test site in 2003. 
The crystalline wafer based devices outperform thin film amorphous ones when the 
comparison is based on efficiency. On the other hand, when using kWh/kWp as the 
basis for comparison , the double junction amorphous outperforms the crystalline by 
almost 10%. Care must be taken, however, when using the kWh/KWp, as pointed 
out by [44], since it depends overly on the declared power and thus under-rating as 
done by some manufacturers significantly skews any such results. 
~ reI. Eft 0 reI. kWh/kWp 
1.8 
1.6 
1.4 
1.2 
1 
0.8 
0.6 
0.4 
0.2 
0 
p-Si 
Figure 2-6 : Comparison of annual relative energy and efficiency of polycrystalline (p-). mono-
crystalline(c-) and amorphous (a-) silicon modules in 2003. The amorphous silicon modules consist of 
single (S). double (D) and triple (T) junction solar cells. 
Another issue to consider is that the power and energy rating system are linked 
since the indicators are interchangeable between them . Table 2-2 shows the 
evolution of PV performance rating from power to energy based systems. For power 
rating the indicators are power and efficiency as defined previously in Chapter 1. 
However, to overcome the known inaccuracy of predictions based on these 
instantaneous indicators attempts were made to define PV performance over a 
specified time period. Here, performance is measured by the power integrated over 
the time period and the performance ratio, PR. The latter term is a dimensionless 
measure of merit used to account for the difference in the actual to declared 
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performance over a speci fied time period . This evolved into the energy rating and its 
associated indicator, specifi c energy yield (kWh/KWp). 
While the specific energy yie ld , as described above , is widely used by researchers to 
describe the performance of a PV module. Its translation into an energy rating 
standard requires validation in so far as providing answers to the questions at the 
end of section 2.2 and two other major issues: 
• Whether this performance indicator associated wi th an energy rating is 
appropriate for the needs of all the different sectors of the PV community and 
• Whether the influence of the module envi ronment can be adequately 
accounted for in this move to an energy rating . 
Table 2-2. Summary of the evolution of PV performance characterization [6, 44J 
RATING TIME OPERATING 
PERFORMANCE INDICATORS 
SYSTEM PERIOD CONDITIONS 
Power Efficiency 
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I) - ' 
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Actual W~Ac.tual l P 
'7 I, "",/ = P ''''''~c;:''~ ) 
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2.3 Environmental Effect on PV module performance 
The performance of a PV module is affected by several factors including the module 
material and technology, module application, installation artefacts and the 
environmental conditions. The environmental conditions are a direct consequence of 
the site location and climate and are one of the most important factors affecting the 
module performance. Since the majority of the module performance studies in this 
work are measured at the CREST facilities in Loughborough UK, the environmental 
characteristics of Loughborough are briefly described. 
2.3.1 Environment characteristics of Loughborough 
Loughborough is at latitude of 52'N in a temperate maritime climate. In 2003, 
CREST's outdoor system (described in more details in chapter 3) had orientation 
and tilt of 18° east of south and 52° respectively, it was moved and re-oriented 
subsequently. 
STC, which are used for laboratory and manufacturing quality testing, rarely occur in 
outdoor operating conditions . Therefore, the significance of the percentage 
occurrence of each variable of STC with various combinations and their effect on the 
incident and produced energy for a single junction amorphous (a-Si_S) module were 
investigated for Loughborough. Firstly, the individual percent of total distribution of 
each variable of STC is highlighted in Figure 2-7, clockwise from top left irradiance, 
module temperature, angle of incidence and Air Mass. For the irradiance distribution 
(top left) it is shown that the fraction of measurements at the STC value of 1000W/m2 
is only 6.7% with associated energy incident and produced of 15% and 14% 
respectively. On the other hand the cumulative values for irradiance measurements 
< 500W/m2 is 62.8% for measurement points and 30% and 34% for energy incident 
and produced respectively. For the module temperature distribution (top right) it is 
shown that the fraction of measurements at the STC value of 25'C is 16.7% with 
associated energy incident and produced of 14.3% and 14% respectively. While the 
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numbers associated wi th module temperature> 30'C a re 48.9%, 70.5% and 70% 
respecti vely. 
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Figure 2,7: The distribution of energy (incident and produced) and number of measurement points 
representing the operation condit ion for the CREST outdoor system in 2003 for a-Si_S. Clockwise 
from Top- left Irradiance, module temperature, angle of incidence and air mass. 
Furthermore, if these STC va riables are combined at their STC values the 
percentage occurrence and respective energy measurements get progressively less. 
Figure 2-8 (left ) shows the distribution of the percentage fraction of incident energy 
on the a-S i_S module measured at CREST in 2003 with irradiance and back of 
module temperature bins. For the combination of high irrad iance (1000W/m2) and 
low temperature (25'C) as per the respective STC va lues, the percentage fraction is 
only 0.4%. When this section is magnified and the distribut ion of the percentage 
fraction of incident energy fo r angle of incidence and air mass bins as in Figure 2-8 
(Right), it is clear to see that over 2003, the STC condition stipulated by the standard 
is virtua lly non-existent for Loughborough. 
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Figure 2-8: The distribution of the percentage fraction of incident energy on the a-Si_S module 
measured at CREST in 2003; Left : For all the data set with irradiance and temperature bins; Right: 
The section corresponding to irradiance 1000W/m' and temperature 25'C with angle of incidence and 
AM bins. 
When the same analysis is done starting with angle of incidence and air mass bins 
as in Figure 2-9 (Left) it is evident that, for these modules in Loughborough, the STC 
values for these variables never occur. Figure 2-9 (Right) shows the magnifica tion of 
the section with angle of incidence ~ 3D· and air mass bin 1.5 for the full range of 
irradiance and temperature bins. 
Therefore , for Loughborough like many other locations with low occurrence of STC 
conditions it is imperative to understand the impact on energy production for different 
PV devices. 
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Figure 2-9: The distribution of the percentage fraction of incident energy on the PV modules measured 
at CREST in 2003; Left: For all the data set with Ang le of incidence and AM bins; Right: The section 
corresponding to angle of incidence $30'( 0-30) and AM 1.5 (1-2) with irradiance and tem perature 
bins. 
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2.3.2 Combined effects of all environment effects 
It is accepted that the environmental effect of the four variables of STC (intensity, 
spectral distribution and angle of incidence of in-plane irradiance and back of module 
temperature) are entangled. The back of the module temperature is directly related 
to the intensity of the irradiance incident on the module which is determined by the 
angle of incidence the sun makes with the module plane. Furthermore , the angle of 
incidence along with the AM, cloud cover and the atmospheric aerosol content, 
determines the spectral distribution and energy of the irradiance. The nature of the 
environmental conditions and the complex entanglement of these variables can 
make the understanding of their effect on module performance complicated . This is 
shown in Figure 2-10, where the seasonal variation of module efficiency is analysed 
for conditions when only environmental factors are taken into account. Here the 
module relative efficiency, the actual efficiency divided by the STC efficiency, over 
the year 2003 for several different si licon based PV technologies monitored at the 
CREST facilities, shows how the effect of these variables are intertwined. 
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Figure 2-10: The seasonal variation of the module relative efficiency (actual efficiency to nameplate 
STC efficiency) for different PV technologies measured at the CREST facilities in 2003. The 
technologies are of polycrystalline (p-), mono-crystalline(c-) and amorphous (a-) silicon and the 
amorphous silicon modules consist of single (S), double (D) and triple (T) junction solar cells. 
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The well established seasonal pattern for all the modules is observed with the 
opposite variation for winter and summer for the crystalline in comparison to the 
amorphous modules. While the crystalline modules show a decrease of up to 15% in 
summer and increase of up to 4% in winter this is reverse for the amorphous 
modules. The explanation for this observation is usually dominated by the effect of 
the module temperature for the crystalline modules and the Staebler Wronski 
annealing for amorphous modules. There is an alternative view attributing the 
increase performance in summer for amorphous module to the spectral content as 
will be discussed in section 2.3.3. Another issue for discussion is whether the lower 
winter performance is dominated by low light levels or the influence of higher AM and 
angle of incidence. Therefore, the question asked is, are these seasonal variations 
due to only irradiance and temperature , which are thought to be the dominant effects 
or are the variations in AM level , hence spectral distribution, and angle of incidence 
also of importance? Efforts are made in the following to separate and quantify these 
individual effects. The following section highlights the understanding gained from 
separating the effects and looks ahead as to how they will be used in the energy 
prediction model developed as part of this thesis. 
2.3.3 Irradiance and Temperature Effect 
The effects of irradiance and module temperature on the performance of PV 
modules and hence energy prediction are the two most investigated performance 
conditions. There are still some questions related to the dependence of the series 
and shunt resistance on irrad iance and hence their impact on energy production. 
Also while the reduction of performance due to reduced irradiance levels is well 
accepted for crystalline devices there is evidence to show that this is reversed for 
some thin films devices. 
Furthermore, when the effect of module temperature is separated from the other 
variables some interesting phenomena are observed especially for thin film modules. 
From theory, the conversion efficiency of most solar cells decreases as the operating 
temperature increases. This is mainly due to a decrease in the open circuit voltage , 
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Vac. As mentioned in section 2.3.2, this reduction in performance at high temperature 
is well established for crystalline modules. However there are conflicting views as to 
the seemingly positive effect of module temperature on amorphous silicon modules 
as it refers to the type of temperature coefficient and the underlying spectra l effect. 
One group of researchers associates this to therma l annealing or recovery, where 
the performance improves at higher module temperatures due to an increase in 
charge carrier lifetime and decrease in band-gap leading to a positive temperature 
coefficient [45-48] [49] [50] [51]]. Whi le , another group of researchers associates this 
improved performance to better matching of the spectral response curve to the 
summer spectral irradiance which is bluer for longer periods . So, when correction is 
made for spectral effects , the module temperature has a negative effect as expected 
[8 , 52, 53]. Furthermore, according to several researchers even though a-Si exhibits 
very low temperature dependence in the equi librium state, it degrades at elevated 
temperatures due to the out diffusion of hydrogen [54] . King et al. saw both thermal 
annealing and spectral benefits for a-Si module studied in Albuquerque with hot arid 
climate , 7% from summer to winter attributed to thermal annealing and 2% to 
spectral distribution [55]. 
While these two effects are most times thought to dominate the seasona l 
performance of PV devices, there are usually only discussed in relation to the 
intensity of the in-plane irrad iance. However, the composition and hence the spectral 
distribution of the irradiance also plays an important role in performance especially 
for th in film modules. They are affected by the spectral content and angle of 
incidence of the incident irradiance, so these effects should be investigated for their 
effect of energy production. 
2.3.4 Spectral Variation and Angle of Incidence Effect 
The investigation of the influence of spectral distribution and angle of incidence of 
the irradiance has proven to be more challenging than the effect of irradiance and 
temperature and is most of the time neglected , as they are thought to have almost 
negligible effect over the annual performance [56, 57]. However, their large seasonal 
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and short term effect on some of the thin film PV module types, like those based on 
amorphous silicon, has seen a number of researchers focussing on their individual 
effects which has contributed actively to their understanding. The work on spectral 
effect focuses on the influence on the module Isc and varies over the range from 
those based purely on indoor characterisation to outdoor clear sky model and all sky 
models. The indoor measurements use the simple calculation of the spectral 
Mismatch factor, MM [58 , 59] . The factor is then used to correct the short circuit 
values for an arbitrary spectrum to one of the standardised solar spectral distribution 
[58] .The clear sky models from outdoor measurements can be split into two main 
categories. Firstly, the investigation of the empirical relationship of Isc with the 
absolute AM [55], which is an extension to the mismatch factor where the function 
can be thought of as a continuous spectral mismatch factor. The measurements 
eliminate the angle of incidence effect by measuring the module performance on a 
tracker. Secondly, the use of the SMARTS model [60] or more complex all sky 
models , like ASPIRE [8] , models the spectral irradiance based on standard 
meteorological data with an add-on to account for cloud effects and will be used 
extensively to understand the effects of spectral variation in this work . 
The investigation of the effect of angle of incidence, which will be discussed in 
details in Chapter 4, is also focus on the relation with Isc. Since both the spectral 
content and angle of incidence of the incident irradiance systematically affect the 
photocurrent and they are both dependent on the orientation, location, time of year 
and day, it can be difficult to separate their individual effects. To highlight this 
dilemma, the normalised and temperature corrected Isc/G is plotted against 
irradiance for a-Si_S module measured at CREST in 2003 as in Figure 2-11. From 
theory, Isc should follow irrad iance linearly and so the question is "what causes the 
increase performance at low irradiance?" This could be attributed to better spectral 
matching especially in the summer as mentioned before or does the angle of 
incidence play a significant role . The graphs in Figure 2-12 show the respective 
summer and winter variations for clear sky conditions. The time of day variation in 
the graph top-left , shows a large difference in the irradiance and air mass over 
summer and winter which is reflected in the distinct seasonal pattern of the 
normalised IsdG with irradiance in the graph top-right. Furthermore, when the 
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variation of the normalised Isc/G is investigated with AM and angle of incidence, 
graphs bottom left and right respectively, some interesting features are observed. 
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Figure 2-11 : The variation of the normalized and temperature corrected ISC/G with irradiance for a-
Si_S modu le measured at the CREST facilities in 2003. 
In the win ter (blue points) the behaviour is as expected, where Isc decreases wi th a 
high angle of incidence and air mass, but the uncharacteri stic increase in the 
summer at high angle of incidence wa rrants further investigation. 
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Figure 2-12: The clear sky winter and summer relationship for the single junction amorphOUS module. 
Top-left: The distribution of irradiance, angle of incidence and Air Mass over the day where the circles 
with lines showing the summer va lues. Clockwise from top-right the relat ionship between the 
norm alised IsdG with irradiance. angle of incidence and Air Mass. 
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2.3.5 Why is angle of incidence important in the UK? 
From theory, the angle of incidence acts as a loss mechanism , due to the decrease 
in intensity of the irradiance and variation of the composition in terms of the diffuse 
and direct components and the transmission through the material of the module. 
Most researchers conclude that the impact on PV performance is negligible for 
angles less than 60°. As a result, most module performance models neglect the 
effect of angle of incidence which could account for some of the errors encountered 
in energy yield calculations, especially for some thin film modules. This approach 
overlooks the impact of real-world system design and location on long term energy 
production as seen in Figure 2-7 for Loughborough the energy incident and 
produced for a-Si_S module is higher in 60° bins than in 10° bins. 
Furthermore, at high latitude sites, there is far greater seasonal variation in the 
incidence angles even for an ideally oriented system, being on average steeper, and 
a significant proportion of the annual solar energy is delivered under such 
circumstances. This is highlighted in Figure 2-13 where the distribution of the 
average daily inclined total and diffuse irradiance for 40° tilt modules over Europe are 
shown. It is shown that while the UK in comparison with the locations in Europe has 
a fairly low daily total inclined irradiance (Figure 2-13a) a large portion of this is 
diffuse (Figure 2-13b). This is further emphasised when the seasonal distribution of 
the diffuse to global irradiation fraction (at the site's optimal tilt as defined by PVGIS) 
for several sites (corresponding to locations of the data used for the validation in 
Chapter 6) around Europe is shown in Figure 2-15. The comparison of a more 
northern location, Loughborough (solid line), diffuse fraction over the year of 0.6, with 
a more southern location, Cadarache (dashed line), diffuse fraction over the year of 
0.39, highlights the impact that location has on the diffuse fraction . 
Also, taking into account the limitations of many practical PV systems, especially 
those integrated into buildings, one finds that installers seldom have complete 
freedom over the orientation, leading to non-ideal positioning and generally steeper 
angles of incidence. 
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Figure 2-13a: The distribution of the average daily inclined total irrad iance for 40' tilt modules over 
Europe (produced using Satel-Ught (61]). Location key: A (Loughborough, UK); B (Cadarache, 
France); C (Widderstall, Germany): D (Wroclaw, Poland ); E (Helsinki, Finland); F (Lugano, 
Switzerland) and G (Petten, Netherlands). 
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Figure 2-14b: The distribution of the average daily diffuse irradiance for 40° tilt modules over Europe 
(produced using Sate I-Light [61 ]) . Location key: A (Loughborough, UK); B (Cadarache, France); C 
(WidderstalJ, Germany): D (Wroclaw, Poland); E (Helsinki , Finland); F (Lugano, Switzerland) and G 
(Petten, Netherlands). 
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Figure 2-15: The distribution of the monthly diffuse fraction (diffuse irradiance/global irradiance) for a 
south facing system at the site's optimal tilt (as defined in PVG IS) over Europe (produced using 
PVGIS[62, 631 · 
An increase in the UK towards building integration signifies the need for such data 
and modell ing of the impact on energy yield [64J . There is also a lack of knowledge 
of the real effect of incidence angle for different modules performing in maritime 
climates such as the UK, where the contribution of diffuse irradiance is significant 
and typica lly its impact on the total irradiance is underestimated. 
Figure 2-16 shows the distribution of the total irradiance for horizontal (top), 40° 
inclined (bottom left) and 90° inclined (bottom right) surfaces for several location 
around Europe. Th e comparison of a more northern location, Loughborough (solid 
line) with a more southern location, Cadarache (dashed line) highlights the impact 
that system orientation has on incident irradiation. 
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Figure 2-16: Monthly mean of daily global irradiation for horizontal (top), 40° inclined (bottom left ) and 
90° inclined (bottom right) south facing surfaces for several location around Europe. The dashed line 
for a more southern location (Cadarache) and the solid line for a more northern loca tion 
(Loughborough).Data produced using PVGIS[62, 63) . 
2.4 The Energy Rating Solution 
Currently, the main lack in understanding of PV module performance is how to 
translate the concept of specific energy yield and the effect of the environmental 
factors into an acceptable standard. The ultimate goal is to be able to provide an 
energy yield certificate which is a specifically calculated energy yield for a specific 
system. This will eventually lead to an energy rating standard , which is a standard 
energy yield in a standard environment, and which would become the main 
comparator for modules. 
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A major work currently underway in the form of the IEC61853 draft standard 
'Photovoltaic Module performance testing and energy rating' [65] is seeking to 
provide the framework for this energy rating standard . As such, there are several 
research groups working on various sections of the proposed standard, some 
independently of the IEC standard , while others , especially in Europe, are working to 
evaluate, validate and facilitate th is standard through to its final stage. For the most 
part they all follow a common approach coined the 'black box' concept by Kroni [15] . 
Where there are two main inputs feeding into a figurative black box, the module 
characteristics and the site meteorological data, inside the box is some form of 
calculating method or test giving an output as the energy production for that site, as 
shown in the schematic in Figure 2-17. 
Modules 
Characteristics 
Data 
Site Meleo. 
Data 
Energy 
Prediction 
Tool 
Specific 
Energy 
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kWhlkWp 
Figure 2-17: Black box concept for energy rating system adapted from [15J 
The output, the speci fic energy yield , is dependent on the data source and type of 
the two input strings and the quality or procedure of the prediction method. For the 
inputs , the module cha racteristics can possibly be taken from the information given 
on the manufacturer data sheet and indoor or outdoor performance measurements 
of test modules. While the site meteorological data can be obtained from actual 
measurement or derived from (Test Meteorological Year, TMY)/ (Test Reference 
Year, TRY) , satellite or standardised data sets. The uncertainties associated with 
these inputs and the resulting output wi ll be discussed later in the work. First, a brief 
review of different energy prediction methods is presented. 
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2.5 Review of Energy Prediction Methods 
To address the challenge of adequately defining and predicting the energy 
production of PV modules, various approaches have been proposed, developed, 
reviewed and used over the last 30 years. They have led to several published and 
established tools, including, those used solely for research purposes, those made 
into commercial packages and those feeding into consensus standards [66-68]. 
Table 2-3 lists some of the main criteria used to categorize and compare different 
energy prediction methods with categories ranging from simple to complex. These 
include: 
• The mathematical concept of the models varies from simple efficiency 
calculations to complicated empirical equations. 
• The environmental effects investigated extending from those with little or 
restricted focus on the individual factors influencing performance to those 
incorporating all the factors of STC. 
• The prediction period ranging from instantaneous to long-term performance. 
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Table 2-3: A list of some of the criteria used to distingUish different energy prediction methods along 
with their definition and some examples. 
Criteria Description Examples 
Scope The scope describes the target audience or user Research and development 
of the method Consensus Standard 
Commercial Packages 
Designers and end users 
Mathematical concept The mathematical concept describes the type of Physical 
calculations steps or approach used to define Analytical 
the method Empirical/Semi Empirical 
Correlation 
Statistical 
Approach Approach describes the module characteristics I-V curve translation 
which is used to model the energy yield Power 
Efficiency 
Environmental effects Describes the environmental factors accounted Irradiance 
investigated for in the methods Module temperature (ambient temperature and 
wind speed) 
Spectral distribution of irradiance 
Angle of Incidence 
Characterisation data Identifies where the characterisation data is Manufacturer data sheet 
taken from Indoor measurement 
Outdoor measurement 
Prediction and Validation Identifies where the meteorological data used for TMY(Test Metrological Year) 
data prediction and validation is derived from Outdoor measurement campaign 
Standardised data set 
Prediction Time Prediction time defines the length of time for Short term - hourly, daily, monthly 
which the method is used to predict the energy Long-term - year (most common) 
yield Lifetime 
Types of modules Identifies the type and technology of the Crystalline silicon 
modules for which the method is suited Thin film silicon 
Other thin films 
Error Calculation MBE, RMSE, dispersion 
The following section contains a review in which several methods for energy 
prediction are described and compared. Some of these methods were eventually 
incorporated in the energy prediction method developed for this work as will be 
described in chapter 5 and their energy prediction accuracies compared in chapter 6. 
These energy prediction methods can be broadly classified according to three main 
approaches: I-V translation, power and efficiency. 
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2.5.1 Approach 1: I-V Translation 
Methods based on an I-V translation approach use simulation or data from indoor or 
outdoor measurement to model the whole or part of the I-V curve taken at a 
reference irradiance and temperature to actual conditions. They range from those 
using the 1-diode and 2-diode models to those using translating equations for the I-V 
curve [34, 69-72]. 
These numerical computer models are based on physical device theory and a 
simplified equivalent circuit. They have laid the foundation for the investigation of 
module performance. However, the main disadvantages of these methods are their 
applicability to some PV technologies and the difficulties in extracting the 
parameters. Therefore, several works over the years have been aimed at improving 
the application of the basic equations by developing adjustments for: operating 
condition, different technologies and parameters, using indoor and outdoor data [36]. 
A Slightly modified I-V curve model and new maximum power output expression to 
account for irradiance and temperature dependence of the Iph' 10 and nVT was also 
developed by Rosell and Ibanez [70]. Using this method, the maximum power for a 
set of I-V curve is computed for different conditions of temperature and irradiance 
and fitted by multivariable regression to give an expression for power [70]. 
Since the mid 1990s, researchers at National Renewable Energy Laboratory (NREL) 
have been working instead to translate Isc and Vac to obtain the I-V curve [73-75]. 
This I-V curve is then used to predict module performance under all conditions and is 
applied to selected reference days in their Module Energy Rating (MER) method. 
The NREL method starts with the translation equations from ASTM 1036-96 
standards but with a different normalising procedure to account for the changes in 
FF as in equations (2.8) and (2.10). A matrix of I-V values from indoor 
measurements of 36 combinations of six irradiance(150-1000W/m2) and six 
temperature (5°-60'C) values is used to provide a correcting factor to account for the 
departure of the module temperature and solar irradiance from STC. To translate to 
the desired I-V curve a reference I-V curve is selected close to the condition desired 
as in equations (2.9) and (2.11 ).This eliminates the problems in the ASTM E 1036-96 
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which did not account for changes in FF with irradiance and temperature. The 
coefficients are determined from various linear least square fits from the matrix and 
the irradiance is determined as a function of angle of incidence and spectral 
response. The angle of incidence function was added in a later improvement using a 
fourth order polynomial with its relation with Isc from King's work [7] and the spectral 
response is accounted for by converting the irradiance using equation (2.12) from 
[58] to equation (2.13). The module temperature can be measured or modelled using 
Fuentes method [76]. The reference day energy ratings are determined by summing 
the appropriate values from the hourly I-V curves using the MER method. The 
method works well for most modules except for a-Si triple junction. They attributed 
this to seasonal changes in temperature coefficients and reference efficiencies or 
degradation. 
b 
JE/ Nc(A)SR(A)dA 
E=~ xlOOOWlm' 
JEREF (A)SR(A)dA 
a 
(2.8) 
(2.9) 
(2.10) 
(2.11 ) 
(2.12) 
(2.13) 
In 1995, similar work at Sandia National Laboratory (SNL) but using outdoor data 
from three separate outdoor test procedures has been used to characterise the 
electrical performance of the PV modules. It addresses all the four loss mechanisms 
[7, 55, 77, 78]. The performance model and related outdoor test procedures are 
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described in [7, 55, 77, 78]. Again, they improved on the work from ASTM 1036-96, 
where the translation equations for Isc,Vac, IMP, VMp accounted for the influence of 
factors such as AM, Aol, series resistance and non-ideal cell behaviour as in 
equations (2.14) to(2.18). The fundamental premise of the SNL model is that IMP, VMp 
and Voc are well behaved and predictable when described as a function of Isc and 
T c. The model was later improved by the addition of two more points to define the 
shape of the basics I-V curve called Ix (point half way in Voc) and Ixx (the midpoint 
between VMP and Voc). The Isc and a reference operating condition can then be 
determined and the other three parameters can be related by the effective 
irradiance. The effective irradiance concept was taken from [58] to account for the 
fact that the pyranometer used to measure the irradiance does so for the entire solar 
spectrum. However, the power produced by the PV device is only for a small portion 
of the entire spectrum so the effective irradiance describes this portion as in equation 
(2.15). 
(2.14) 
(2.15) 
(2.16) 
(2.17) 
(2.18) 
Furthermore, semi empirical functions, 'AMa Function-f1(AMa)' and 'Aol Function -
f2(Aol), are used to compensate for the influences of solar spectrum and solar angle 
of incidence on the short circuit current of the devices. They used a reference 
module temperature value of 50'C instead of the 25° C from STC as this is a better 
representation of the operating conditions. The model is used to calculate the 
expected power and energy produced where the solar resource and weather data 
required by the model can be obtained from tabulated database or from direct 
measurements. The main disadvantage of the model is that it requires input 
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characteristics data for each device which would mean several measurements. To 
alleviate the need for measurements they have provided a database of 
characteristics for several typical currently available devices [79-83]. 
In 2006 OeSoto et al. developed the five parameter model which uses the data 
from the manufacturer datasheet as well as the absorbed solar irradiance and cell 
temperature together with semi-empirical equations to predict the I-V curve [831. The 
five parameters are those taken from the 1-diode equivalent circuit equation and are 
used to describe the I-V curve to coincide with the I-V characteristics of the load. The 
first three parameters are taken directly from the STC I-V pairs on the datasheet 
(short circuit, open circuit and maximum power point), the fourth is using the fact that 
the derivate at the maximum power point is zero and the fifth is derived from the 
temperature coefficient at the open circuit with the assumption that the Rs is 
independent of temperature. They used the same function as King for AM effect. For 
the angle of incidence effect, they developed separate incidence angle modifiers for 
beam, diffuse and ground-reflected irradiance using the work of Sjerps-Koomen et 
al. [84] and Ouffie and Beckman [85]. They found that the predictive capability of 
their work would be improved if manufacturer data included information from two 
irradiance levels. 
These I-V translation methods have been well validated and various comparisons 
have been made amongst the different groups and documented in the following [79, 
82, 83]. However, when measured power values are available then this approach is 
no longer necessary. 
2.5.2 Approach 2- Power based 
Methods based on the approach using the Power of the module range from those 
where the power is obtained empirically, to those using a matrix of irradiance and 
module temperature with measured power [22,56,57,86-90]. 
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In 1985 Pacific Gas and Electric Co. developed a power based energy yield model 
[22]. The new system was borne out of the need to compare PV system as a power 
plant with other conventional power plant and the need to account for the fact that 
most modules did not meet their STC rating. They developed two methods for 
system rating, one method uses the highest half-hour average from a summer month 
measurement of the system output and the other method uses multiple linear 
regression analysis on actual output data to find the power under specified reference 
conditions for a particular location (1000W/m2 irradiance and 20°C ambient 
temperature, Davis CA). Their work was further developed in 1991 [91] with the 
analysis of several Photovoltaics for Utility Scale Applications (PVUSA) systems to 
account for different thermal conditions due to irradiance levels, ambient temperature 
and angle of incidence. Their work inspired the development of several methods. 
One, which uses little device specific input but relies exclusively on outdoor 
measurements to calculate the kWh/kWp, is the work by researchers at BP Solar 
[92]. Where they calculate two quantities which describe the performance of the PV 
system, these were the specific yield, SY, and the PR. Their method can be 
translated from one location to another by using their empirically obtained 
parameters to predicts what could happen if the logged site had been in a new 
location. 
Another body of work using performance surface models for power in relation to 
ambient/module temperature and irradiance is championed by two research groups 
in Europe (JRC-ESTI and ISMC) [56, 57, 87, 88, 93]. The ESTI-ER method from 
the JRC has seen various improvements over the years. It predicts the power of 
crystalline Si devices and is based on the model by SNL [55, 56]. The power P is 
given as a function of irradiance G and temperature T as follows: 
(2.19) 
with G'=GIGSTC and T'=T-T sTC 
ISTc,m and VSTC,m are the current and voltage at the maximum power point at STC 
conditions GSTc=1000W/m2, Tsrc=25'C. The other constants (Ct, C2, a and f3) are to 
be determined empirically. The three dimensional plot of maximum power output 
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against irradiance and ambient temperature was enough to describe the 
performance of poly-Si but not some thin film modules (a-Si) maybe because no 
spectral or angle of incidence effects were considered. 
The Matrix method from Institute for Applied Sustainability to the Built Environment 
(ISMC) uses the power matrix or performance surface as a function of irradiance 
and ambient temperature. The energy yield is then calculated by multiplication of this 
matrix with a location specific climatic condition occurrence matrix. This is a modified 
and simplified version of the equations published by SNL [78].The method requires 
the end-user to only know the monthly horizontal irradiance and average ambient 
temperature of his site (both readily available). The method has been validated with 
an indicated error for annual energy yield of ±1.1 % if the real monthly meteorological 
data GhOT.gIOb and T amb are available and ±3% when the energy rating is calculated 
with different power matrices, measured in different sites and interpolated with 
different methods. The power matrix is derived using empirical laboratory translation 
from indoor measurements and measure-correlate-predict from outdoor 
measurement as in equations: 
(2.20) 
Vm ::: Vm.stc + Co·ln(G/1000) + Cdln(G/1000»" + 13vm·(ilT·+ T - 25) (2.21 ) 
where Im•stc is the maximum power point current at STC, aiM is the temperature 
coefficient of Im measured at 1000W/m2, ilT is the temperature difference Tcel\-Ta at 
1000W/m2, Vm.stc maximum power point voltage at STC, Co C1 module specific 
parameter, 13vM temperature coefficient of V m at 1 OOOW 1m2 • 
The Simulation and Optimization Model for Renewable Energy Systems (SOMES) 
method from Utrecht University (UU) produces the hourly output power of the PV 
generator (uncorrected for temperature) using [94]: 
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p. = p. . 8(1,) .~ 
, 00", 8(1000) 1000 (2.22) 
With Pt is hourly power production, Pnom is nominal peak power rating of the PV 
generator, It is hourly averaged solar irradiation on the array plane (in W/m2), 
8(1) is module efficiency as a function of the solar irradiation, for the values I = 0, 
100,200 .... 1000 W/m2'lf the irradiation is not an integer multiple of 100 W/m2, linear 
interpolation is used. The value at 0 is linearly extrapolated of values of between 0 
and 100. 
This is corrected for temperature by multiplying Pt by (1 + Tcoeff*(T-25». The 
efficiencies and nominal power were derived from the measurement data as follows 
by correcting the PM for temperature calculating the efficiency for every 
measurement point (with given area) calculating the average efficiency for the 
necessary irradiation point (x) x-5 < x <x +5 (Wh/m2) calculating the nominal peak 
power by also taking ±5 margin. The energy yield was calculated from the power for 
the given minute intervals. 
2.5.3 Approach 3- Efficiency based 
Methods based on using the Efficiency of the module from indoor or outdoor 
measurements. 
Raicu et al. separated the effect of different environment factors so that the realistic 
reported condition (RRC) efficiency 'lRRC can be obtained using their RRC algorithm 
[95, 96]. They were able to obtain using TMY with relevant sums over different time 
periods (daily monthly, yearly) the effect of cell temperature and irradiance on the 
efficiency. Their original study lacks depth for a-Si and assumed like many others 
that the temperature coefficient was positive and also that the spectral effect was 
small enough to be ignored [45]. Their algorithm was later developed and improved 
to include spectral effect for thin film by [45] and [26, 27, 97] extended the model 
further in 1997 by introducing the term performance ratio, PR, which is a ratio of the 
I1RRC to I1sTc [27]. The RRC procedure included measuring efficiency or using 
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manufactured data and calculating module parameters from a coefficient of the 
relationship between efficiency and irradiance. The tabulated sums from weather 
data is then used with these defined equations of single effect to find the realistic 
efficiency. The RRC method is further explored in chapter 5 as it forms part of the 
foundation for the performance tool developed in this work. RRC uses the STC 
efficiency along with the individual quantified effects of irradiance and temperature 
on the PV module performance and was improved by incorporating spectral effects 
([45] and [26]) and a suggested but not implemented approach for incidence angle 
effect [27]. 
The work at Fraunhofer Institute for Solar Energy Systems (ISE) has evolved from 
RRC into the Zenit method (currently in development) which predicts the energy 
yield for PV systems using the efficiency. The efficiency of the modules is calculated 
with: 
17MPp = (a.o +b ·\og(O + \)+ c -( (\og~++\e))2 IJ J. (1 + a· (TMOD - 25)) (2.23) 
The On-Line Yearly Yield Simulator method from Energy research Centre of the 
Netherlands (ECN) uses empirical laboratory translation for indoor to outdoor 
measured Ilmpp(G,T) [98]. The efficiency is related to the ambient temperature and 
the in-plane irradiance. The in-plane irradiance and module temperatures are 
calculated using the Orgill and Hollands correlation [99] and the Perez model [100]. 
The device temperature was calculated using ambient temperature and in-plane 
irradiance as in equation: 
T mOdule= T ambient + Gin plane * k (2.24) 
where T module is the device temperature; Tambient is the ambient temperature obtained 
from hourly values (TRY); Gin plane is the in-plane irradiance; and k is the empirical 
value K1(W/m2 ).(For free standing modules k=0.015, for roof integrated modules 
k=0.04. 
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The method, which is publicly available at [98], is straight-forward and includes 
DC/AC-inverter losses. 
The Meteorological, Optical and Thermal Histories for Energy Rating in Photovoltaics 
(MotherPV) by Centres of the French Atomic Energy Commission (CEA) [101J. It 
allows the prediction of the PR for sites with a good knowledge of the frequency 
distribution function of the incoming energy and the module back temperature as 
functions of irradiance. This prediction requires a short campaign of measurements 
in a given site with enough irradiance and temperature levels. For each level of 
irradiance, the module efficiency is translated from the efficiency measured during 
the reference period, according to the formula in equation: 
(2.25) 
where aG is the temperature coefficient of the module efficiency at the specified 
irradiance, when expressed as a function of the module back temperature, Tbom(G) is 
the measured average temperature for the new period and T (G) is the 
bom ret 
measured average temperature for the reference period. 
Another method, from CEA is the Module Back Temperature method uses the fact 
that the average PR is a linear function of the average module back temperature 
during different periods of time [101J. Its accuracy for a given climate and the 
translation to different climates has not yet been investigated. This back of module 
temperature may be calculated by using a Weibull distribution function for the wind 
and for the average ambient temperature. It provides the predicted energy output for 
sites with a similar climate [8]. 
The PVSAT method from Hochschule Magdeburg-Stendal (H2M) was used within 
the PVSAT project, it models the MPP-efficiency TlMPP = f(G,T) by trying to reflect the 
characteristics of the efficiency by an approach using 4-parameters [102J. 
17MPP =a, +a2 G+a3 1n(G*m2 IW).(I+a(Tuodo(, -25°C) (2.26) 
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The four parameters a1, a2, a3 and (J. can either be gained from data sheet values or 
operational data and they are determined in order to minimize the sum of squared 
deviations of measured and modelled efficiencies for the selected data set (example 
data from 9:00 to 15:00). As tool the EXCELTM solver is applied for this task. 
The methods outlined above have mainly been validated for the site from which the 
data used to derive the method was developed and none of these methods have 
been validated for the UK. Therefore, there is an unknown uncertainty in the energy 
prediction in the UK, which should be addressed to support a successful introduction 
of PV. Ideally this method should use the manufacturer's STC values, as this is the 
current standard for comparing modules, and translate this to real operating 
conditions for any application at any location. Furthermore, it should provide 
information of the separate effect of each of the environmental variables of STC and 
be able to predict the energy production for more diffuse irradiance conditions. To 
this end, an energy prediction tool, referred to as the Site-Specific Energy (SSE) 
prediction method was developed in this work. The SSE method is an improvement 
on the RRC method [95]; it uses a measure-correlate-predict approach to address 
the issues outlined above and is described in detail in chapter 5. Furthermore, it has 
the advantage of providing separate information of all the different environmental 
effects as they deviate from STC as well as combining their effects for overall energy 
prediction. This includes the effect of angle of incidence, spectral context and 
composition of irradiance. 
2.6 Chapter conclusions 
This chapter provided the basics theories and principles which forms the foundation 
of this work. There were several important concepts outlined these include: 
• There is a need to develop a more realistic and accurate PV module rating 
system based on the energy delivered by the PV system for all environmental 
conditions. Since the power rating system currently in use does not provide 
the cost per kWh which the end-users are interested in among other issues. 
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However, the challenge of accounting for all possible environmental 
conditions makes the energy prediction of PV systems very difficult and 
complex. 
• The outdoor performance of PV devices are determined by environmental 
factors, material and technology related issues arise which affect their 
performance and must be considered when predicting energy yield of the PV 
devices. These include: change in module temperature and incident 
irradiance, degradation, Staebler-Wronski effect, thermal annealing, spectral 
response and parasitic resistances. 
• The effects of irradiance intensity and module temperature on the 
performance of PV modules and hence energy prediction are the two most 
investigated performance conditions and the results are generally widely 
accepted for crystalline devices. However, some researchers have shown that 
thin film devices do not follow the theory and therefore must be investigated 
intensely to understand the artefacts surrounding their energy production. 
• From theory, the angle of incidence acts as a loss mechanism, due to the 
decrease in intensity of the irradiance and variation of the composition in 
terms of the diffuse and direct components and the transmission through the 
material of the module. It has been under-investigated because it effect is 
assumed negligible for most ideally oriented and positioned device (for angles 
< 50°). However, for high latitude location like the UK with a large percentage 
of the energy incident and produced coming from diffuse irradiance (high 
diffuse fraction) and steeper angle of incidence its effect is important and must 
be considered for energy prediction. 
• Energy prediction methods can be broadly classified according to three main 
approaches: I-V translation, power and efficiency. 
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3 Experimental Design and Data Collection 
3.1 Introduction 
The aim of this work was to develop an accurate modelling methodology for all types 
of photovoltaic devices. However, a model is only as good as its validation and thus, 
a comprehensive experimental approach was devised for the validation. A 
measurement system is required to monitor and record the thermal and electrical 
behaviour of the PV modules, over a range of outdoor conditions. While there are 
commercially available monitoring tools for PV systems and single I-V tracing 
equipments, they are not suitable for monitoring many modules performance 
simultaneously. Furthermore, the cost of customising monitoring tools to specific 
research needs has resulted in the common practice of research institutes building 
their own systems. CREST is one such institute and has been using its own system 
since 1998 [8, 103]. The CREST Outdoor Monitoring System (CaMS) has been 
through various stages of upgrade and redesign over the years and is currently in its 
third major generation [104]. Unfortunately, CaMS does not have the facility to 
address angle of incidence effects. A specific system to address this is therefore 
required. 
Detailed descriptions of the indoor and outdoor measurement systems used during 
this work form the core of this chapter. This is preceded by a brief description of the 
PV modules investigated in this work, outlining their materials, technologies and 
main performance characteristics. The chapter then focuses on outdoor systems and 
in particular, the additional equipment developed specifically during this thesis to 
perform short-term measurements. These are used for investigating the effects of 
angle of incidence on the balance and intensity of incident irradiance and hence the 
photocurrent generation in the PV devices. This leads into a discussion of the 
uncertainties associated with the measurement systems, in particular those related 
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to the tracking system. The penultimate section is a brief discussion on data quality 
and manipulation with some insight as to how the data will be used in the rest of the 
thesis. The chapter ends with a summary of the major concepts of the measurement 
and monitoring systems employed for this work. 
3.2 Module Description 
Six pairs of commercially available PV modules based on different PV materials 
were used in this work, including polycrystalline silicon wafers, silicon alloys and 
Copper-Indium-Diselenide (CIS) thin films. These modules were chosen because the 
different technologies provide a range of responses to the environmental factors and 
thus, the modelling can be validated for most technologies on the market today. 
There is some limitation as to the application of the results for the small area double 
junction amorphous as it is from an old production and the newer modules have 
been improved. 
This section provides a brief summary of important characteristics of the modules, to 
a level relevant to this work. The PV device characteristics outlined in Table 3-1 and 
Table 3-2 give the essential background knowledge required for the following 
sections and interpretation of the results in chapters 4 and 6. 
Table 3-1 shows information from the manufacturers' data sheets. In terms of the 
efficiency values, modules based on polycrystalline silicon (p-Si) are more efficient 
than those based on thin film material. The compound semi-conductor based 
modules CIS, are more efficient than the thin film silicon modules. The differences in 
module efficiency largely depend on material characteristics. How this ranking by 
efficiency translates into annual energy production will be investigated further in the 
thesis. 
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Table 3-1: Selected manufacturer information taken from the datasheet for one of the pair of six PV 
modules whose electrical performance was investigated for this work. CIS_A (Manufacturer A) and 
CIS_B (Manufacturer B) 
Module Code p-SU aSi/f.lc- a-Si_D_1 a-Si_T_1 CIS_A_1 CIS_B_1 
Name Si 1 
-
Technology Wafer Thin film 
Material Poly c-Si a- a-Si_2j a-Si/a- CIGS CIGS 
Si:H/f.lc- SiGe/a-
Si:H SiGe 
Front side Glass Glass Glass Polymer Glass Glass 
encapsulation (fluoro-
polymer 
TEFZEL®) 
Module Area 0.30 0.40 0.04 0.45 0.05 0.15 
(m2) 
Pmax(W) 40.0 34.0 2.1 32.0 5.0 15.8 
Voc(V) 21.5 65 22.8 23.8 22.9 47.3 
Ise(A) 2.48 0.87 0.17 2.40 0.39 0.55 
STC Eff. (%) 13.5 8.7 5.9 7.1 12.6 10.7 
Temp Coeff. 0.082 0.075 0.08 0.1 0.013 0.05 
ISC (%I"C) 
Temp Coeff. 0.45 0.23 0.2 0.21 0.6 0.36 
Power (o/oI"C) 
Table 3-2 shows specific PV material properties of the cells used to make up the 
modules under investigation. The high values of Voc• especially for the amorphous 
thin film modules. are due to the large band gaps and the connection of individual 
sub-cells in series to form multi-junction cells. Some of these material properties give 
rise to artefacts during measuring and monitoring as a result of degradation. thermal 
annealing and other technology specific exposure related effects as defined below. 
51 
• Degradation is the decrease in module performance over any period of time. 
This can be due to exposure to light and, for some module types, storage in 
the dark. 
• Thermal Annealing is the increase in module performance during a period of 
high temperature or in hot climate locations. 
• Exposure history is where the module characteristics change due to the 
length of time it is exposed to light or left in the dark. 
Energy production models need to generate enough information to take into account 
these material properties when analysing data from measurement and monitoring 
systems. 
Table 3-2: Specific PV material properties of the six photovoltaic modules (CIS module represent the 
modules from two different manufacturers) whose electrical performance were investigated for this 
energy prediction work. 
Module Identifier p-Si a-Si/~c-Si a-SLD a-Si3 CIS 
Band gap (eV) 1.1 1.75/1.1 1.75 1.75/1.75/1.75 1.0 
Spectral range (nm) 300- 350-780/300-1130 350-780 350-990 300-1360 
1100 
Preconditioning No Yes Yes Yes Yes 
Degradation No Yes Yes Yes No 
(Staebler-Wronski) 
Thermal annealing No Yes Yes Yes No 
Spectral range taken from[3) 
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3.3 Measurement and monitoring systems for PV module 
performance 
The measurement system at CREST records the back of module temperature and 
the I-V curve of PV modules at regular intervals, with the corresponding conditions of 
irradiance and ambient temperature. It is an automated system, comprised of 
mounting structures for the modules, the sensors for measuring both the 
environmental and module parameters, data loggers for data acquisition and 
computers for storing data. It provides long-term measurements for the analysis of 
six PV modules' performance. 
At the start of this work, the PV modules under investigation were measured by 
simply adding them to the existing COMS 2 (COMS version 2) system. This entailed 
affixing the modules to the mounting structure and connecting them to the existing 
instrumentation. Unfortunately, during the course of this work the CREST indoor and 
outdoor measurement facilities were relocated. The opportunity was therefore taken 
to design a system which would provide the framework for the validation of the SSE 
energy prediction model developed in this work and the investigation of angle of 
incidence effects. The work necessitated the design and building of new mounting 
structures, hardware instrumentation and control software. This system comprises 
three main sections: indoor characterisation, outdoor measurements and data 
manipulation as illustrated in Figure 3-1. 
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Figure 3-1: Schematic of the measurement and monitoring systems used in this work. 
3.4 Indoor Characterisation 
The indoor characterisation is used to test and characterise the PV modules in a 
controlled environment using a solar simulator, regulated to the IEC standard for 
STC measurement [105]. This provides a set of reference values for the specific 
modules studied, to use alongside the manufacturer's supplied data for the general 
module type. The significance of this difference is highlighted in section 3.4.2. 
3.4.1 Instrumentation for indoor measurements 
The indoor characterisation of the modules was performed with a modified Spire 
Corporation SPI-SUN 240A multi-flash solar simulator. The system meets class A 
(spectrum), A (temporal stability), C (uniformity) over the 150x80 cm measurement 
bed as per IEC 60904-9 [105]. It consists of a long-arc pulsed xenon lamp flashed at 
12.5 Hz and filters to simulate the global reference spectrum. It is located in the new 
CREST facility in the Holywell Park laboratory, in a room where the temperature is 
maintained at 25°C during testing. The Spire simulator measures the I-V curve in 255 
separate flashes over approximately 15 seconds with an irradiance level of 
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1000W/m2• Prior to the measurement, the modules are allowed to stabilise to a 
temperature of 25±1 'C. The modules are placed perpe ndicularly to incident light, i.e. 
an angle of incidence of 0° is maintained. I-V char acteristics are measured within 
± 15% uncertainty and the Spire provides a stable repeatable measurement 
platform. More details on the operation of CREST solar simulator indoor 
measurements can be found elsewhere [106]. 
3.4.2 Preliminary indoor measurement results 
Table 3-3 presents the STC datasheet power values and the percentage difference 
in these values compared to those measured indoors before the two major outdoor 
campaigns and those extracted from outdoor measurements. Typically datasheet 
values vary from values measured in the test laboratory [107-109]. This was 
reviewed here and similar variation of up to 15% was found for most of the modules 
tested [107-109]. The deviation is the difference between measured and datasheet 
values and is given as a percentage of the datasheet values. Some of the main 
highlights from this analysis are 
• The significance differences in the measured power values across all the 
module types within the pair of modules shown as the difference between 
the manufacturer value and the first indoor test. 
• The positive difference for the first indoor measurement for most of the 
amorphous modules, this is a result of the manufacturers under-declaring 
values as these modules are expected to degrade. The exception is the a-
Si_D modules which had already undergone outdoor exposure. 
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Table 3-3: The module datasheet rated powers and the percentage difference between the various 
STC power measurements. Fix denotes the modules on the fixed 45-degree plane and Track those 
on the dual-axis tracker. 
Module p-Si aSi/}Jc-Si a-SLD a-SLT CIS_A CIS_B 
Identifier 
Fix Track Fix Track Fix Track Fix Track Fix Track Fix Track 
Rated Power 40 34 2.13 32 5 15.8 
*%Difference -5.2 -15.6 14.3 10.8 -6.1 8.9 11.4 5.5 -13.7 -4.3 -9.9 12.1 
DataSheet & 
Indoor old 
system 
t%Difference -3.8 -5.7 -8.9 -13.3 -16.9 12.7 5.5 -2.2 -8.0 1.4 -10.6 -5.3 
DataSheet & 
Indoor new 
system 
"'"%Difference -9.9 -12.8 -14.8 -17.9 7.1 -9.4 -8.2 -19.6 8.7 17.0 4.8 18.6 
DataSheet & 
Outdoor 
• % Difference between the nameplate power and the first indoor measurement (before exposure on the AMREL 
roof) 
t % Difference between the nameplate power and the indoor measurement before exposure on the W Building 
roof 
; % Difference between the nameplate power and averaged STC power extracted from outdoor measurements 
Fix: Modules mounted on the fixed, 45'tilt south-f acing structures; Track: Modules mounted on the two-axis 
tracking system. 
All the amorphous modules used in this work will have completed the initial Staebler-
Wronski degradation. However, a brief discussion of the results obtained separates 
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the material related effects from the environmental effects further in this work. For 
most of the modules, the only measurements of interest were those done at the start 
of the outdoor exposure as this would highlight any initial degradation. However, for 
some of the thin film modules with known prolonged degradation and exposure 
history effects, a more involved indoor/outdoor cycle was applied whereby the 
modules were removed from the outdoor system periodically to have indoor 
measurements recorded. 
The CIS modules are known to exhibit exposure history effects [110]. While this 
effect is known to occur over very short time scales minutes and hours, the work 
here, done over extended periods (weeks, months and years), demonstrates trends 
similar to this effect. Figure 3-2 shows the varia tion of the I-V curves (left) and the 
percentage deviation of the power to the STC rated values (right) over a period of 
three years . The CIS_A_1 module showed larger changes than the CIS_A_2 
therefore the variations in the I-V curve is shown for the CIS_A_1 module. The I-V 
curve variation is illustrated in the left side of the figure, where the fill factor 
degradation and recovery associated with this module is observed . 
In Figure 3-2 right the first power differences of -13.7% and -4.3% respectively for 
the modules indicate the reducing effect that a period of non illumination (time from 
manufacture to initial illumination) can have on the module performance. In contrast, 
the power of both modules increases after the first two weeks of illumination by 1.8% 
and 2.5%, respectively, above their declared values and both continue to increase 
with longer exposure. They both demonstrated a steady increased up to a maximum 
of 8.3% and 11 .5%, respectively, in September 2004. The fluctuation in difference 
during the period September 2004 to April 2006 when the illumination period was 
increased to monthly, two monthly and yearly periods is difficult to associate to only 
exposure history effect. However the values obtained, -8% and 1.4% respectively, 
after one year (ApriI06-ApriI07) non illumination when the outdoor sites was changed 
and the modules were left inside are due to exposure history effects. 
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Figure 3-2 : Left: The I-V curve variation for each indoor measurement over time for Manufacturer_A 
CIS module(C IS_A_1) mounted on the fixed rack; Right: The percentage difference in peak power for 
each measurement relative to power declared on the datasheet for the two Manufacturer_A CIS 
modules monitored (CIS_A_1-fixed rack and CIS_A_2- tracker). 
Whi le the amorphous Si//thin-film crystallin e Si (a-Si/I-lc-Si) modules, showed the 
degradation trend similar to that expected for a-Si modules due to the Staebler-
Wronski effect. The a-Si/l-l c-Si_1 modu le which was on the fixed system was used in 
another study for the long-term degrada tion effect study so its indoor/outdoor cycle 
was extended [111]. Figure 3-3 shows the variation of the I-V curves (left) and the 
percentage deviation of the power to the STC rated va lues (right) over a period of 
three years. 
Both modules have initial difference before illumination , 14.3% for the a-Si/ l-l c-Si 1 
and 10.8% for the a-Si/l-lc-Si_2 modu les. However once they are exposed outdoors 
both modules show prolonged degradation as expected. 
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Figure 3-3: Left: The I-V curve variation for each indoor measurement over time for the amorphous 
micro-crystalline (a-S i/~c-Si_1) wh ich was mounted on the fixed rack ; Right: The percentage difference 
in peak power for each measurement relative to power declared on the datasheet for the two a-Si/~c-Sj 
modules monitored. 
3.5 Outdoor measurement system 
The outdoor measurement of PV module performance is key for the model 
development and validation in th is work. The measurements are used to investigate 
the performance of the module operating under a broad range of naturally varying 
environmental conditions. 
The CREST outdoor system (COMS-3) is currently located on the roof of the Sir 
David Davis building (W building) in the Department of Electronic and Electrical 
Engineering. The roof of the W Building (52°46'N, 0 1 "14'W) provides an almost 
totally unobstructed view of the sky. A central shed houses the monitoring system. 
The monitoring system measures environmental parameters alongside I-V curve 
sweeps and back of module temperatures of the south orientated PV modules, all 
tilted at 45°. The environmental measurements are: in-plane total irradiance, 
horizontal global irradiance, ambient temperature and relative humidity. Figure 3-4 
shows a picture of the outdoor system used in this work. 
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Figure 3-4: The outdoor measurement system of six pairs of PV modules: tracker system with one set 
of modules (dashed red arrow) and the fixed south facing 45° tilt system with the other set of modules 
( solid green arrow). 
Several of the main instruments used in this system are typical of outdoor 
measurement and monitoring systems for fixed plane mounted modules. These 
include the following : 
• The pyranometers for measuring irrad iance, Kipp Zonen CMP11 /CM22 
• PT 100 sensors for measuring back of module temperature and ambient 
temperatu re 
A tracking system (red dashed arrow in Figure 3-4) was added for this work to the 
outdoor system to facil itate the investigation of the effects of angle of incidence on 
PV module performance when compared to the fixed system (green solid arrow in 
Figure 3-4). Similar modules are mounted on the tracker and the same 
measurements were taken as of those on the fixed system. 
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3.5.1 Tracker System 
The two-axis tracker used in this work is adapted from the MiniTrak™ system [112). 
The mounting frame was modified to accommodate the devices tested , since they 
each have a particular size and frame type . The tracker motion is determined by the 
on-board SolarTrak® Controller [112) which facilitates movement in both azimuth and 
tilt directions via two stepper motors. The control algorithm is stored on and executed 
by a digital microcontroller. It comprises a time-based mathematical computation of 
the Sun's position in the sky and the tracker position feedback module which counts 
electronic pulses from the motor controllers to determine and move to the Sun 
position . The computation of the local celestial bearing of the Sun with respect to the 
Earth is achieved by applying US national observatory, to characterize the motion of 
the Earth with respect to the sun to within 0.01 0 [112] . The information required to 
calculate the sun's position are the latitude, longitude, time zone, date and local time 
for the location of the tracker. A temperature-compensated , on-board clock keeps 
the time and date while the other system-defining parameters are stored in the non-
volatile memory within the microcontroller. The microcontroiler and stepper motors 
are powered from a 24V battery system originally designed to charge from four 5Wp 
CIS PV modules supplied with the tracking system. However, to provide more stable 
and reliable charging and increase the module mounting area, the charging modules 
were replaced with a mains-powered battery charger. 
3.5.1.1 Tracking Procedure 
The tracking procedure first requires setting up to a reference position which 
associates the computed angle (from the motor controller pulse outputs) to a true 
mechanical orientation. As stated by the manufacturer, it is an absolute requirement 
that the reference point not move with respect to the related mechanical structure 
and that the count pulse-generator rate not vary with respect to position [112].The 
actions taken to ensure this are outlined in section 3.8.3. To enable correct 
positioning, there are three main stages in the tracking process: determination of the 
request position, interpretation of positional feedback and the final array positioning 
as in Figure 3-5. 
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Figure 3-5: Explanation of the reference system (adapted from the manufactures' manual [1 12]) 
Request position: Is the current position of the sun, which has been computed by 
the mathematical equations or defined by the user. This is then translated into 
counts as the request position to each motor controller (azimuthal and tilt) by the 
following: 
Request Position (Counts) = Sun Angle (radians) X Gear Ratio (Counts/radians) + 
Reference Offset (Counts) 
Detection of incremental position feedback signals: Counts are detected 
electronically as the system moves. 
Array Position: The coordinate system for internal representation of physical 
position is integer-based , having uni ts of counts. The array fina l posi tioning is based 
on the initial determination of the amount and direction of movement required and 
the feedback as the system moves, with an additional position overshoot 
compensation algorithm activated as the difference between array and calculated 
solar positions decreases. 
3.5.1.2 Control System for the Tracker 
The microcontroller is controllable from two interfaces: the onboard control system 
and the PC interface. 
• Onboard control system: The onboard control is equipped with main control 
switches, toggle switches, a joystick and a liquid crystal display (LeO) micro-
monitor. On-Off switching of the tracker is through the main control swi tches 
and the manual control of the operational modes by toggle switches and 
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joystick. The LCD micro-monitor allows access to change and display a 
limited combination of calibration and status values. The standard display 
shows the current time alternating with the current controller mode. 
• PC interface software: The PC interface through RS232 cable, allows limited 
control through the DOS-based program provided by the supplier. This was 
later modernised to National Instruments LabVIEW. This upgrade provided 
access to all the functions on the onboard control plus additional configu ration 
parameters, programmable control of the operational modes and the ability to 
manipulate and store tracker position data. The larger display, on the PC 
interface, of related parameters is another advantage over the onboard 
control for debugging purposes. Although, generally the onboard control is 
sufficient for day-to-day operation. 
3.5.1 .3 Operation Modes 
The tracker has several operating modes to ensure safe, accurate and application-
specific operation: 
• Manual: th is mode gives the user control over the movement of the tracker 
via the onboard joystick. This is useful , since it allows manual adjustment of 
the tracker when adding and removing PV modules and when carrying out 
simple calibration steps or repairs. 
• Tracking: in this mode, the tracker is left to track the sun normally, from either 
the information entered through the onboard control or from the PC interface. 
• Option Mode: This option allows the tracker to be controlled from user 
defined programs. This was the option used during the short-term 
measurement runs, where a specific programmed movement of the tracker 
was required ; this is outlined in section 3.7.1. 
• Emergency Stow: This allows the tracker to be stowed in a predefined 
position instead of simply shutting down in the case of high wind speeds or 
other emergencies. 
The two main modes used in this work are the tracking and option, used for the two 
measurement regimes, long-term and short-term, respectively. Detailed descriptions 
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of the implementation of the long-term and short-term measurements and monitoring 
systems are outl ined in the fo llowing sections. 
3.5.2 Implementation of the long-term measurement system 
The long-term measurements were conducted over 18 months, providing a dataset 
which allows the comparison of seasona l and annual variation of energy production 
of the different PV modules. Two measurement sets were considered for each 
module type , one set on a fixed plane (South-facing at 45° tilt) and another set of 
simi lar modules on the two-axis tracker set in the tracking mode. The long-term 
measurements also provided the data used in the validation of the SSE energy 
prediction model and the analysis of the effect of angle of incidence on different 
types of modules. Section 3.7 gives details on how these measurements were 
conducted and chapters 4 and 6 discuss the results obtained from these 
measurements. 
Both sets of modules are monitored using the latest version of CO MS (COMS-36), so 
they were added to the existing instrumentation after the mounting structures were 
built for them. COMS-3 is an outdoor measurement system for PV devices with IV 
tracing capabi lities for measuring modules up to 1 kW power output in the range of 
100V and 10 A. COMS-3 uses two multiplexing units , a Kepco 4-quadrant power 
supply and National Instruments DAQ cards to measure the PV module I-V curves 
and back of modu le temperatures at 10-minute interval and irradiance from different 
sensors at 5-second interval. The improvements in accuracy and speed of 
measurement over previous CREST systems are due to several innovative and 
timely adjustments. These include, the more intuitive LabVIEW interface to program 
instrument controls. Further, the channel capacity was increased to 64 and is 
expand able by an additional 64 . 
6 COM S-3 was developed by Martin Bli ss 
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3.6 Implementation of short-term measurement system 
The short-term measurements are conducted over periods of minutes, hours and 
days. They are used for a more detailed investigation of the effect of angle of 
incidence on the photo-generation of the different modules on the two-axis tracker in 
option mode (controlled from user defined program). The addition of a 
monochromatic Charge-Coupled Device (CCD) camera and a pyranometer fitted 
with a collimating tube allowed a unique investigation of the angular distribution of 
the irradiance incident on the modules over these short time scales. Section 3.6.1 
gives details of the experimental procedures and chapter 4 contains the discussion 
of the results. The short-term measurement system was developed to address the 
issues raised in chapter 2 regarding the difficulties in quantifying the angle of 
incidence effect with long-term datasets. Separation between angle of incidence and 
spectral effects is particularly challenging, so the short-term measurements were 
used to isolate the effect of angle of incidence. 
The short-term measurements could not be accommodated on the COMS-3 system, 
because the fixed, 10-minute timing control loop of the I-V sweep, module 
temperature and irradiance measurements already programmed within COMS-3 was 
too slow for the required measurement speed. Therefore , a dedicated control and 
monitoring system was developed and built to perform the short-term 
measurements, the schematic of which is shown in Figure 3-6. 
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Figure 3-6: Schematic of the short-term measurement system used in this work 
The system fol lows the electrica l architectural of COMS-3, where the modules are 
multiplexed in turn to a single loading circuit and the data is acquired and stored in 
the measurement PC via a National Instruments DAQ card. A picture of the 
multiplexer and loading circuit with the temperature control unit adapted from the 
circuits design by Astawa 20057.8 is shown in Figure 3-7. This system was designed 
to allow the multiplexing of up to 16 PV modules, however due to the discontinuation 
in the manufacture of the temperature relays (MT 4) used in the original design, only 
seven were obtained, this was enough for the six modules to be investigated . The 
final system uses six of the sixteen multiplexer channels, which comprise power and 
temperature relays with four changeover contacts each. Between measurements the 
modules are kept in open-circuit. This enables 4-wire measurements for both the I-V 
curve and back of module temperature, whi le switching is contro lled from the digital 
output of the DAQ card . 
7 K Astawa did the original design of th e ci rcui t. 
8 Ramesh Pancholi, Electronic Workshop Technician tested the quality of the circuit. 
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Figure 3-7: Picture of the multiplexer (dashed red box) and loading circuit (solid blue box) designed 
and built for the short-term measurement system. 
3.6.1 Design of the irradiance angular distribution measurements 
To adequately investigate the effect of angle of incidence of PV modules, it is 
imperative to investigate the angular distribution of the irradiance and in particular 
the diffuse contribution. The total in-plane irradiance is measured by the 
pyranometer on the tracker, but an additional system is needed to separate the 
contributions of the direct and diffuse components. The diffuse component can be 
estimated from the measured horizontal global irradiance using published models 
[113, 114]. However, as these models all have relatively large errors associated with 
them [115] it is best to measure these quantities where possible . These measured 
irradiance components will reduce the uncertainties in the further analysis. Though 
off-the-shelf instrumentation exists for measuring direct and diffuse irradiance 
components, these were not available to this work due to their high cost. Instead, an 
instrument was designed and built in-house to measure the plane of array diffuse 
irradiance on the tracker. 
The concept of using a collimating tube with an available standard pyranometer (a 
simple pyrheliometer [116] was used to design9 and build the instrument. A Kipp 
9 Eleni Kordolaimi, Msc Project student 2008 
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Zonen CM22 pyranometer was used as the sensor and design features and pictu re 
of instrument is shown in Figure 3-8. 
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Figure 3-8: Left: The design features of the collimating tube. Right: Top - picture of the pyranometer 
and top view of the collimating tube; Bottom - Picture of the inside view of the tube. 
The advantages of this system are : the cheap material cost (making use of cheap 
metal) and the possibility of measuring either component of irradiance (direct or 
diffuse) when the instrument is installed on the tracker system. A wel l-defined portion 
of the diffuse in-plane irradiance is measured when the tracker is in user controlled 
program sequence mode (Option mode), as described in section 3.5.1.3, and the 
direct beam irradiance is measured when in tracking mode. However, the main 
disadvantage when the tracker is in the program sequence mode is that the 
measured diffuse irradiance is only for a sma ll patch of the sky. Therefore, two 
methods for the determination of the total in-plane diffuse irradiance were developed: 
• Method 1 is based on the approximation of isotropic diffuse irradiance 
distribution over the sky whereby the irradiance value measured for the sky 
patch visib le to the collimated pyranometer is projected for the entire sky 
dome. The determination of the solid angle acceptance of the collimator 
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system was accomplished during the calibration as described in section 3.7.2. 
However, as discussed in chapter 2, the diffuse irradiance is not completely 
isotropic so a second method was developed to account for the anisotropy of 
the irradiance. 
• Method 2 uses the collimated pyranometer in combination with a 
monochromatic eeo camera fitted with a 1800 fisheye lens as shown in 
Figure 3-9(left). This provides concurrent data of patch diffuse irradiance from 
the collimated pyranometer and hemispherical sky radiance distribution from 
the eeo images over the full range of tracker positions within the program 
sequence. This system extends on the work of previous researchers, with 
work using a monochromatic eeo camera to measure sky radiance to 
produce contour maps of radiance in different cloud conditions[117]. In th is 
work, the eeo sensor, which provides an image of the sky at each position of 
the tracker as illustrated in Figure 3-9(right) is calibrated as described in 
section 3.7 .2 to relate the pixel count magnitude to the radiometric scale 
provided by the collimated pyranometer. Each pixel count level corresponds 
to an intensity value for the wide range of conditions experienced under the 
program sequence. The measurement procedure is described in the following 
section . 
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(b) Tracking view 
Figure 3-9: Left: Picture of the coll imated pyranometer (solid blue arrow) , open pyranometer (dotted 
green arrow) and GGO camera (dashed red arrow) on the tracker. Right-top: Image from the 
monochromatic GGO camera when tracker is in the horizonta l position and Right-bottom: tracker 
pointing directly at the sun. 
3.7 Outdoor Measurement procedure 
3.7.1 Measurement Sequence 
The well documented COMS-3 measurement system is used for the long-term data 
collection [11 8]. This section focuses on the system for the short-term data collection 
which was specifi ca lly developed for this work. The short-term system was 
developed to implement the procedure for outdoor measurement of angle of 
incidence effect and is similar to that described in the IEC draft standard [65] . The 
short-term measurement system as in 
Figure 3-9 left utilises a two-axis tracker wi th the modules mounted alongside ; a 
pyranometer the measure in-plane irrad iance, a collimated pyranometer to measure 
in-plane diffuse irradiance and a CCD camera to captu re the image of the sky. 
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The measurements are taken on clear days (diffuse fraction <20%), with the tracker 
programmed to move through a sequence of azimuth angles from 90° to _90° in 10° 
steps with a tilt motion sequence of 0° to 90° at each azimuth angle , also in 10° 
steps. Measurements of the irradiance of the sky patch visible to the collimated 
pyranometer and the full sky image from the CCO camera were taken alongside the 
I-V curves of the six modules, their back-of-module temperatures and the total plane 
of array irradiance, for each of the 180 tracker positions. 
The simplest approach to accomplish this measurement sequence was to employ a 
modified 'Sine wave'. Where the tracker was first placed horizontal (Tilt Oj due East 
(Azimuth +90j and the tilt was increased in 10° st eps until it reached 90°, then the 
azimuth was decreased by 10° and the tilt decreased by 10° until 0° and the azimuth 
decreased again by 10° and the sequence continued until the tracker is due West 
(Azimuth -90j . There were several difficulties enc ountered with this method which 
resulted in it being changed . Two of the main difficulties were: firstly , there was a 
limitation on the tilt va lues restricting the range to 10 - 80° due to the physical limits 
on the tracker elevation axis (would not go beyond 82°). Secondly, the time taken for 
a complete sequence was too long (55 minutes). During this time the intensity and 
the composition of irradiance could change significantly due the change in the 
apparent sun position , the UK weather pattern and rapid cloud movements. 
Therefore , a new programmed sequence was developed (dubbed the 'Royal Wave'), 
where the tilt remains fixed at the sun zenith angle and the tracker azimuth goes 
through the same East to West sequence as before with 10° steps. The number of 
overall steps is thus reduced to 19 and the time for a complete sequence to only 6 
minutes, allowing back-and-forth repetition of the pattern (which leads to the 
sequence name). 
3.7.2 Calibration of critical system elements 
The steps taken to calibrate the tracker position , the collimated pyranometer and the 
monochromatic CCO camera are outlined below: 
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• Tracker: The calibration of the tracker position was done by following the 
instruction for 'Set Sun Offset' in the manual and using the sunspot pointing 
device [11 2]. At solar noon the tracker was manually moved to point directly at 
the sun using the sunspot pointer, then the 'Set sun offset' was activated via 
the onboard controls. The mode was then changed to tracking which takes it 
to the posi tion of the sun. 
• Collimated pyranometer: The cali bration of the coll imated pyranometer was 
done by first identifying the accepted view sol id angle (in steradians) by the 
collimator. The technique used a modified Royal Wave sequence, with the 
tracker tilt set to the sun elevation as before but the azimuth changed in 10 
steps, giving a high-resolution distribution of the patched irradiance as in 
Figure 3-10 . The apex angle of the cone formed is the difference between the 
azimuth angle when the Sun just comes in view to that when the Sun is no 
longer in view, the solid angle was then calculated using : 
Q = 2;r(1 - cos B) 
Where 0 is the solid angle and 8 is half the apex angle. The values obtained 
were 8 equal to go and 0 equal to O.077sr and are used throughout this work. 
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Figure 3-10: The distribution of sky patch irradiance seen by the collimated pyranometer; 
Left- With the time of day and Right - With angle of incidence 
• CCD camera : The calibration process to relate the intensity measurements of 
the monochromatic CCD camera (8-bi t signa l count fo rm each pixel in the 
image) to the irradiance measurements of the co ll imating pyranometer 
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required a two-stage analysis. Stage one is used to establish a relationship 
between the number of pixels and the angle from the centre of the image. The 
image produced is circular with a barrel distribution as a result of the fish-eye 
(180') lens which produces an equi-angular transfor mation of the sky dome 
onto the rectangular image of the CCO. Barrel distribution is the phenomenon 
which results in a shifting of the pixels from their original positions and the 
image tendency to bend away from the optical centre [119] . The technique 
used was to produce an image of a graph paper which would provide a 
measure of the optical centre with one-pixel width as in Figure 3-11 . Figure 
3-11 left shows the image of the graph paper captured by the CCO camera a 
relation was made between the length of the pixel width. Since the digital 
image produced is 492 x 768 pixels of 8-bit depth with each pixel having a 
possible maximum signal of 255, a relationship was found for the pixel at the 
centre. 
Figure 3-11: Left -The image of the graph paper used to calibrate the image optical centre and 
pixel width. Right- A typical image of the sky seen by the camera wi th the circle (red) 
corresponding to the field of view of the collimated pyranometer. 
Stage two uses this relationship to relate each image with corresponding patched 
irradiance from the collimated tube with a field of view of 9°. A technique similar to 
work from [120, 121] was used to define the circle with the radius corresponding to 
the number of pixels in the field of view of the collimated pyranometer as shown in 
Figure 3-11 right , from the relationship found in stage one. The sum of the output of 
all the pixels in this circle corresponds with the patched irradiance at that point. 
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Figure 3-12 shows the typical relationship between the radiance and the pixel counts 
from the images. The extracted calibration factor can be used to interpret the images 
from the measurement sequence giving the angular distributed diffuse irradiance 
measurements. The calibration factor was tested with the CCD image and the 
patched irradiance data from other days' measurements and the results had a mean 
bias error of 0.67% and standard deviation of 5.3%. Further use of the calibration 
factor is presented in chapter 4. 
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Figure 3-12: The graph of the typical relationsh ip between the radiance and the pixel counts resulting 
in the cal ibration constant for the eeo image. 
As in any experimental procedure there are uncertainties associated with these 
calibration techniques , which are discussed in the following section. 
3.B Uncertainty analysis of the different measurement systems 
All measurement systems have errors whether they are systematic or random, 
leading to uncertainty in the measured quantities. The uncertainties in 
measurements from the outdoor systems used in this work need to be defined in 
relation to the use of the data in chapters 4 and 6. The uncertainties are the same for 
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both the long-term and short-term system for the plane of array irradiance as they 
use the same type of sensor. Differences appear with the uncertainties associated 
with the measurements on the tracker as this uses a different measurement system. 
First a summary of the errors in the measurements from COMS-3 [122] and then the 
difference with those of the short-term system are highlighted. The section ends with 
a summary of the uncertainties from both long-term and short-term measurement 
systems. 
3.8.1 Uncertainty in the measurement from the Long-Term 
Measurement System 
The long-term measurement system uncertainties arise during the measurement of 
irradiance, I-V sweeps and back of the module temperature and these are detailed 
below. 
The irradiance measurement: The CMP11 /CM22 model pyranometers used in 
COMS-3 have a 95%-response time of Ss, an uncertainty due to linearity (±O.2%), 
thermal effects (±0.5%) and angle effects (±3% at BOo angle of incidence). This gives 
an overall declared accuracy for daily irradiance measurements of 3% [123]. 
The PV module I-V measurements: For the high power measurement in COMS-3, 
the only measurement taken directly from the Kepco unit is the current sense, with 
an accuracy of ±O.l %. This is combined with the NI DAQ analogue input accuracy of 
± 3mV to give an overall maximum uncertainty of ±0.3% for current measurement 
down to lA. The uncertainty in the voltage measurement is a combination of the 
same NI DAQ analogue input accuracy and ± (0.14% + 6.5mV) from the voltage 
attenuator to give an overall maximum uncertainty of ± 0.2% for the voltage 
measurement down to 10V. 
The back of module temperature measurements: The maximum uncertainty 
associated with the back-of module temperature measured with PT100 
thermocouples is ± O.BoC at 100°C. Using the NI signal conditioning module yield an 
overall module temperature measurement accuracy of ± 2°C over the range _10°C to 
+1000 C [122] . 
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3.8.2 Uncertainty in the measurement of the Short-term Measurement 
System 
The uncertainties in the short-term measurement system are dominated by the 
uncertainties in the tracking system. Therefore , the uncertainties associated with 
measurement on the tracker will be discussed in the next section. The uncertainties 
for the other measurements in the short-term system are presented here. 
The irradiance measurement is the same as the long-term system described 
above. 
The PV module I-V measurements: The accuracy of developed hardware has been 
calibrated with a high-accuracy source-measure unit (Keithley 2420) by comparing 
the current and voltage output of the Keithley unit in source mode and measurement 
value recorded by the loading-measurement system. The resulting average of 
random uncertainties is found to be 3.34 x 10-4 A or 0.03 %, while the systematic 
uncertainty (off-set uncertainty) is found to be - 7.35 x 10-4 or 0.73mA , yield ing an 
overa ll uncertainty of current measurement of ± 0.03%-0. 73mA. Uncertainty of 
voltage measurement as 4.13 x 10-3 V or 0.4%, and a systematic uncertainty (off-set) 
of -1 .09.x 10-3 or -1.09mV. Both of these combine to give a voltage measurement 
unce rtainty of ± 0.4%+1.75mV. These are combined as the sum of both fractiona l 
uncertainties giving a power measurement uncertainty of ± 0.012% -1.27mW [124]_ 
The back of Module temperature measurements : The uncertainty of the 
temperature measurement is depends on the tolerance of the PT1 00 sensor, the 
stable cu rrent source and the measurement uncertainty of the DAQ card. The 
combined uncertainties result in the ±0.012%+0.65'C for the temperature 
measurement [124] . 
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3.8.3 Tracker System Uncertainty 
The tracking accuracy is dependent on the structural and electronic feedback 
characteristics and as stated by the manufacturer can be maintained to within 
0.021112] . The efforts made to accomplish this level of accuracy are discussed in 
sections below. The tracker accuracy is very important, especially for concentrator 
systems which require accuracy of the order of 0.6 0 wh ile flat-plate tracking PV 
modules do not require extremely accurate tracking . Even if the modules are tilted 50 
with respect to the normal to the sun their output is within ±0.4% of the maximum 
response to the direct component. Further, the actual response may not improve 
even that much for perfect alignment since a significant portion of radiation received 
by the modules can be diffuse and reflected radiation which may not be affected 
significantly by realignment [125] . The information from the manufacturer suggests 
that the main areas that determine the precision of this tracker are the accuracy of 
the mathematical description of the mechanical system, the stiffness of the 
mechanical system and the precision of the position feedback system. The manual 
also provided information on ways of reducing the errors and the calibration 
procedures which should be employed . All efforts were made to implement these 
and those with the highest impact are discussed Table 3-4. 
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Table 3-4: A list of the systems which affect the precision of the tracker and the steps implemented to 
reduce them. 
Type of system Error description Steps Implemented to reduce Errors 
Mechanical 
· 
The specification of the Ideal Coordinate 
· 
Using precise value for latitude and 
description Reference Frame longitude 
• The mathematical model of motion with 
· 
Make sure tracker alignment is very 
respect to position feedback accurate and level 
· 
The definition of range of motion 
Stiffness of • Mechanical backlash • Make sure the tracker was switch off 
Mechanical • Torsion and bending stiffness of the drive when the wind speed exceed 20mph 
system members 
· 
Make sure the weight distribution of the 
· 
Binding and excessive friction modules were equal on either side of the 
rack 
Precision of 
· 
Repeatability of actual position vs. reported 
· 
Doing regular 'Sun Set Offset' checks 
Feedback position 
system 
· 
Available resolution of feedback pulses ( 
tumcounts) per unit rotation 
To ascertain the overall uncerta inty in th e tracker positioning, a systematic approach 
was applied: 
1. First, the error in the tracki ng mode was investigated. Assuming that the time 
on tracker is accurate, and then the Aol throughout the day shou ld remain 
constant at O~ Using the SPA, the algorithm used t o calculate Aol which will 
be described in detail in chapter 4, with the actual azimuth and tilt from the 
tracker as input the Aol is calculated. Figure 3-13 shows the variation over the 
day for the Aol alongside the errors in the azimuth and tilt position. These 
were calculated from the difference between the actual position and the 
calculated position of the Sun . The errors after the tilt position reaches its 
physical limit of 82.5° at 15:52 on th is day were eliminated from the analysis . 
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The cause of possible errors in these three variables is summarised in Table 
3-5 . 
6 
5 
",4 
Q) 
~ 3 
Cl 
~ 2 
~1 
e w 0 
-1 
~Azimulh · c · Till --Aol 
~--~~ 
-2 ~ 
08:00 09:18 10:35 11:52 13:09 14:26 15:43 17:00 
Time of Day 
Figure 3-1 3: Error in the azimuth, tilt and Ao l during tracking on October 16, 2008. 
The three possible causes are ; the frame of reference for both axis used; the 
calculation of the sun position ; and the correct reporting of the azimuth and tilt 
position from the motor. First the uncertainty in the motor positioning is 
analysed. If the frame of reference and the calculation of sun position are 
correct, the uncertainty must be due to the reporting of the position from the 
motor. 
Table 3-5: Summary of Errors in the Azimuth , Tilt and Aol for the tracker in the tracking mode 
Statistical Errors 
variables Aol Azimuth Tilt 
Mean 2.24 2.29 -0.15 
Standard 
Deviation 0.04 0.22 0.75 
Maximum 2.34 2.59 1.04 
Minimum 2.14 1.85 -1 .38 
The next investigation was the repeatability of the motor by analysing the 
error in the reported and actual tilt and azimuth positions. The uncertainty in 
the tilt is calculated using the difference between the actual value and that 
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calculated using the SPA. The error for the azimuth is the difference in 
requested and actual position. The average uncertainty for both the tilt and 
azimuth positions is within the ±O.5 tolerance set in the control program. This 
means that the motor is always reporting the actual position. 
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Figure 3-14: Uncertainty in the azimuth and tilt during program sequence. 
When the tracker is pointing at the sun the tilt is always equal to the sun 
elevation. 
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Figure 3- 15: The distribution of Sky Patch Irradiance with the ca lculated sun azimuth. 
2. The next investigation therefore checks the azimuth frame of reference, by 
using the measurements taken during the calibration of the collimated 
pyranometer, when the tilt was fixed at the sun elevation and the azimuth 
changed in steps of 10 as described in section 3.7.2. The peak measurement 
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of the sky patch irradiance should occur at sun azimuth equal to O ~ 
Therefore, the observed shift of 2.8°is due to the misalignment of the azimuth 
position of the tracker. This will be corrected by realigning the tracker base to 
face South for future use of the tracker. 
3.8.4 Summary of Errors 
Table 3-6 summaries the error for the different parameters in the outdoor 
measurement system used in this work. 
Table 3-6: Summary of the Maximum Error for Each Parameter in the Outdoor Measurement 
Systems. 
Parameters Long-Term Short-Term 
Irradiance (%) 2 2 
Current (%) 0.3 0 .03 
Voltage (%) 0.2 0.4 
Back of Module Temp. CC) 2 1.2 
Aol (Degrees) 2.24 0.10 
Azimuth (Degrees) 2.29 0.15 
Ti lt (Degrees) -0.15 0.045 
3.9 Data Quality and Manipulation 
The data collected as a result of the measurement systems described above consist 
of module output with related environmental parameters for fixed and tracking 
systems over short and long term period. The long-term measurement system 
provides the only known published concurrent 18 months module output and 
environmental data for fixed and tracking of similar modules. While the short term 
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system provides data from the unique system with image from a CCO camera and 
patched irradiance through a program sequence on a tracker over a range of 
minutes, hours and days. 
The final stage, data manipulation, in the measurement and monitoring system, is 
done through a database system which was designed to gather and store data from 
both measurement systems and to provide easy access to data for analysis and the 
model validation. Extensive quality control filtering was performed on the data to 
eliminate bias in the dataset due to instrument miscalibration and malfunction. These 
include the times when the tracker was in wind stow position , electric failure or 
intermittent shutdown , slow start up, no correction of daylight saving time and failure 
of the other instruments. 
The nature of the ana lysis in chapters 4 and 6 and the module characterization steps 
used in the SSE energy prediction method require further treatment of the data, 
which is discussed later in the thesis. 
3.10 Chapter Conclusions 
This chapter described the work accomplished in designing, building and 
implementing the software controls and hardware infrastructure for the outdoor 
measurement systems used for the investigation of angle of incidence effect on PV 
module energy production . The outdoor system consisted of long and short term 
measurement systems. The long-term system provides 18 months of concurrent 
performance data for similar modules on fixed (450 tilted) and tracking planes. While 
the short-term system utilises a novel technique for the characterisation of sky 
radiance distributions under various sky conditions. The novel technique is based on 
low cost instrumentation for direct/diffuse irradiance alongside a commercial 
monochromatic CCO camera. The main highlights of this chapter are: 
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• The results from the indoor characterisation of the modules show the 
significance differences in the measured STe power to the declared 
manufacturer values across all the module types and within the pair of 
modules. These values were also significantly difference from the STe values 
gleaned from the outdoor measurements. 
• The addition of the tracker to the outdoor system enabled the comparison of 
similar modules on two different planes which aided in the investigation angle 
of incidence effect. 
• There is a significant advantage of combining the images of the calibrated 
eeD camera and collimated pyranometer for the investigation of angular 
distribution of diffuse irrad iance. 
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4 Angle of Incidence Effect on PV module Performance 
4.1 Introduction 
In any given time period , the electrical output of PV devices depends on the 
available solar resource and device response. While influences such as module 
temperature and material degradation affect efficiency, variation of the angle of 
incidence primarily affects the solar resource. The impact of the angle of incidence 
effect is influenced by solar geometry (location and time of year), PV installation 
(orientation constraints) and weather conditions (cloudiness and content of 
atmosphere). This chapter presents an investigation into how significant the effect of 
angle of incidence can be on the solar resource and PV device performance based 
on a detailed separation and quantification from the other environmental effects. 
The common definition of angle of incidence as the angle between the surface 
normal and the centre of Sun leads to the common understanding that the angle of 
incidence solely affects the beam component of the incident irradiance by the Cosine 
law [126] . But the Aol effect on irradiance is in fact two fold . First, there is the known 
effect on the overall intensity as well as an effect on the spectral distribution. 
Second, there is a tendency to ignore the angle of incidence effect for cloudy skies 
on the grounds of negligible contribution to energy production. For locations with a 
dominant beam component and a low diffuse contribution , such an analysis may be 
enough to optimise system orientation. However, for the UK and other countries 
where the diffuse contribution is high, as discussed in section2.3, th is does not hold 
true. 
Figure 4-1 demonstrates the influence of angle of incidence on the solar resource for 
different surface planes in Loughborough. The fraction of the total energy incident 
(bars) and the corresponding cumulative frequency (lines) measured on the new 
CREST outdoor system over a complete year for three different planes (South-
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facing-45° incl ined, sun-tracking and horizontal) a re shown. For that year the 
percentage of energy incident on the diffe rent planes at irradiance level 5,500W/m2 is 
32% (tracker), 43% (inclined) and 57% (horizontal). 
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Figure 4-1 : Percentage of annual irradiation incident on different planes at Loughborough (bars) and 
the corresponding cumulative frequency (lines). 
Therefore, the common understanding of angle of incidence effect on the irradiance 
intensi ty is not sufficient to fu lly describe the effect on PV output for these types of 
locations. Furthermore, quantifying the effect angle of incidence has on the energy 
yield is not straightforward. Consideration must be made for the influence of the 
angular distribution of the different components of irradiance as well as the 
correlated spectral distribution on the optical effects. As discussed in chapter 2, the 
fact that the effects of the environmental variables are correlated requires a 
combination of diffe rent outdoor measu rements to separate them . In particular, th is 
concerns spectral and angle of incidence effects on photocurrent. Chapter 3 contains 
the description of the measurement systems used for th is investigation and this 
chapter presents the results from the long- and short-term measurement campaigns 
conducted to evaluate the angle of incidence effect. 
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In this chapter the angular response of the component of irradiance and different PV 
device performance parameters are investigated. This is accomplished by reviewing 
the definition of angle of incidence in relation to the sun position and other 
environmental variables. This is followed by a detailed analysis of the angular 
distribution of the diffuse component of irradiance derived from the eeo images and 
collimated pyranometer measurements of different sky conditions. This leads to the 
analysis of the long-term angle of incidence effect on the photocurrent and other PV 
performance parameters and how it can be included in the energy prediction tool. 
4.2 Definition of the Sun Position 
The position of the sun, as shown in Figure 4-2, is defined with two main angles, the 
elevation and the azimuth . The elevation (h) is defined as the angle that describes 
the height of the sun centre from the horizon, with the zenith angle being the 
complement (90 ':elevation). The sun azimuth (Vs) is the angle measured between 
the observer's meridian and the point on the horizon directly below the sun (at the 
end of a line running from the centre of the sun to the horizon). The precise definition 
depends on the conventions used. In this work, South is taken as the zero reference 
and east as positive with west negative. 
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Figure 4-2: Angles describing the position of the sun and the orientation of a tilted plane. 
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The angle of incidence (9) for an inclined plane (tilt ~ and surfaced azimuth y) is 
described as the angle between the centre of the solar disc and a point on an 
irradiated surface and the outward normal to the irradiated surface. The calcula tion 
of the position of the sun is rather complicated. It is main ly influenced by the earth 's 
orbit around the sun and the rotation of the earth. 
4.2.1 Algorithm for calculating the Sun's position 
When the angle of incidence is requ ired, it is necessary to calculate it by using 
equations with time and location characteristics as inputs. There are several 
algorithms available for these calculations with the accuracy of the elevation and 
azimuth dependent on the declination and equation of time used and th is is where 
most algori thms differ. There is a noticeable increase in the accuracy of the sun 
position for each algorithm with the year it was developed. This is due mainly to 
improved understanding of solar coordinate system over the years, the number of 
inputs, time variables and corrections and the type of output coordinate system used . 
Furthermore , the degree of accuracy also depends on the complexity of the 
algorithm used as summarised in Table 4-1 . 
The simplest and least accurate algorithms, use only the day of year to calculate 
declination and equation of time [127 , 128] The more complex algorithms in the 
SUNAE/SUNAE2 [129] and the Almanac [125] use the local coordinates system in 
order to convert to azimuth and elevation which both need the decl ination and hour 
angle. For the hour angle, they used the sidereal time and right ascension 
associated with the celestial coord inates system. In addition the Almanac algorithm 
uses the ecliptic coord inates and the Julian day. Further improvements were made 
with the PSA [1 30] and solar position algorithm (SPA) [131] algorithms. Where given 
the precise location and instant of observation the position of the Sun can be 
calculated using ecl iptic (ecliptic longitude, obliquity), celestia l (declination and right 
ascension) and local horizontal coordinates (zenith distance and solar azimuth). The 
SPA is the most accurate because it addresses the limit of other algorithms in terms 
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of the accuracy of the azimuth and elevation. The limitation on validity range (from 
15 to 100 years) is also addressed resulting in the SPA being valid up to year 6000 
with an accuracy of 0.0003°[131). 
An in-situ comparison of these algorithms indicates that there is variation in the angle 
of incidence of up to 2 ~ Therefore , while the trac ker system uses equations based 
on those at the US national observatory, the SPA algorithm [131) was implemented 
and used for the calculation of the angle of incidence throughout this work. 
4.3 Angle of Incidence relation with spectral distribution 
As mentioned in chapter 1, both spectral and angle of incidence variations affect the 
composition (quantity and quality) of irradiance incident on PV devices, specifically 
the active cell junction. This results in a change in their photocurrent. Furthermore, 
these variations are both intrinsically solar angle dependent and therefore vary with 
time-of-day and time-of-year. This section investigates the relationship between the 
angle of incidence and two of the environmental parameters influencing spectral 
distribution: air mass and cloudiness. 
4.3.1 Air Mass 
The air mass (AM) is defined as the path length of sunlight through the atmosphere, 
related to the shortest possible path length (with the Sun directly overhead). It can be 
approximated from the zenith angle (ez) as: 
AM = _ I _ 
cos Bz 
(4-1 ) 
Figure 4-3 shows the variation of angle of incidence and air mass over the day for 
the new CREST outdoor system for four key days (spring equinox, summer solstice, 
winter solstice and autumn equinox) over the year. The graphs show that the values 
for air mass and angle of incidence are both dependent on the season. 
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Table 4-1: Comparison of different angle of incidence calculation algorithms with accuracy, input and output systems 
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Figure 4-3: Variation of ang le of Incidence and air mass for the new CREST outdoor system at different times of 
day and year. Clockwise from top left: spring equinox, summer solstice, winter solstice and autumn equinox 
respectively 
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The value of AM can give an indication of the irradiance spectrum at the Earth's 
surface and its pressure-corrected value is used to define the response of PV 
device's photocurrent to changes in incident spectrum [7] . AMO is defined as the 
spectrum outside the earth's atmosphere (zero atmosphere), AM1 when the sun is 
directly overhead and AM1.5 is the spectrum used in the STC for PV devices. Figure 
4-4 (top) shows the variation of modelled clear sky spectral irradiance with air mass. 
Spectra are modelled for a sun-tracking plane (no angle of incidence effects) In 
Loughborough , where the lowest AM observed is 1.15. A similar distribution is 
presented in Figure 4-4 (bottom) for a fixed 48° ti It plane in Loughborough for 
changing angle of incidence and constant AM1 .5. The spectra were generated using 
th e SMARTS model [1 32]. 
The graphs in Figure 4-4 show that the spectral distribution of clear sky is dependent 
on the absolute value of air mass as well as the angle of incidence and that they can 
be separated. Cloudy sky conditions however cause more complexi ty in the analysis 
and separation of these effects. 
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Figure 4-4: Modelled variation of clear-sky spectral irradiance over 300-2300nm wavelength range for 
different. The spectra were generated using the SMARTS model [132] : Top- Air Mass on a tracking 
plane and Bottom-angle of incidence on a fixed south facing 45° tilt plane. 
4.3.2 Indicators of cloudiness 
The non uniformity and variability of the sky conditions experienced over the year 
makes it difficult to separate the energy yield impact associated with the different sky 
conditions. Some form of indicator is needed to identify the clear sky condition in 
order to filter the data appropriately. The clearness index (kT) and modified clearness 
index (kT*), along with the AM and Gh, adopted from the work of Betts (8], were used 
to identify the relevant data and are defined below. The clearness index kT is defined 
as the ratio of the total irradiance measured on a horizontal plane at the Earth's 
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surface to the total extra-terrestrial irradiance, GET, incident on a horizontal plane at 
the top of the atmosphere as: 
G k - -" T -
G ET 
(4-2) 
Here kT is dependent on the air mass. It is a measure of the total broad band 
attenuation and hence is affected not only by the amount of cloud present, but also 
by the atmospheric path length. This leads to low kT at high AM even for cloudless 
conditions and so fails to act effectively as a clearness ind icator under such 
ci rcumstances . 
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Figure 4-5: Va riation of the horizontal irrad iance with air mass for one year of CREST data 
To separate these two effects , an AM-independent variable to describe clearness is 
used, the modified clearness index (kT*) (8). kT* is defined similarly to kT with GMax 
replacing GET as in equation (4-3 . GMax is obtained when the measured global 
irradiance data for the site of interest is plotted against AM and a line is fitted 
empirically to its upper boundary as in Figure 4-5 . This marks the highest irradiance 
possible for that si te at each value of AM. 
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k *_ CH T -
GM(/); 
(4-3) 
(4-4) 
kT* gives a good indication of cloud cover and therefore it can be used to separate 
the irradiance va lues into clear sky and diffuse irradiance conditions. This was found 
to be a constant value for all the sites tested in this work, at a va lue of kT' equal to 
0.65. Therefore , this value is used in the formulation of the spectral and angle of 
incidence effects in chapter 4. 
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Figure 4-6: Variation of irradiance, angle of incidence, AM, kT and kT' over the day for different sky 
conditions . Top: clear sky, Bottom: left -partially cloudy sky and right -overcast sky. 
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Figure 4-6 shows the re lationship between the irradiance, angle of incidence, AM, kT 
and kT* over the day for different sky conditions. The difference between the clear 
sky graph (top) and the partia lly cloudy and overcast sky, bottom left and right 
respectively, highlights the problems faced in analysing data over non-clear sky 
conditions. For a partially cloudy sky, the change in the intensity can be steep and 
random as clouds move over the sky dome. Therefore , to establish an understanding 
of the angle of incidence for different sky conditions a starting point is to focus first 
on clear sky conditions, as clearly these correlate with high irradiance . Furthermore, 
when the sun is out on a clear day, the sky is typically bright, therefore , as the solar 
angle changes the effect is more pronounced and worth investigating. 
4.4 Angle of incidence effect 
The effect of angle of incidence on the performance of PV devices is the result of two 
main effects. Firstly, the 'cosine effect' related to the geometrical factor (cosine law) 
[126] and then the 'optical effect' related to the optical properties of the device which 
is dominated by the reflection at the encapsu lation [133]. Figure 4-7 shows the clear 
separation of the two effects for the polycrystalline module measured using the 'royal 
wave ' sequence on the tracker at Loughborough . 
The var"lation of the Ise normalised to the STC value follows the cosine law, this is 
expected since Isc is directly proportional to irradiance which follows the Lambert's 
cosine law [126] . When Isc is divided by the irrad iance any variation with angle of 
incidence is a result of the optical property of the device. 
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Figure 4-7 : Measured angular response of a polycrystalline module at CREST (short term outdoor 
measurements) . Values normalised to th eir va lue at 0' and the solid lines indicate 4 1h polynomial fi t. 
GpOA data(solid circles) shows the cosine effect, Ise data (crosses) shows the combined cosine and 
optical effect and IsdGpoA shows the optical effect. 
Figure 4-7 demonstrates that the cosine effect tends to have a larger influence and is 
the primary effect. The optical effect tends to be relevant for higher angles of 
incidence and thus will be predominantly important for non-ideal installations, which 
are to be expected in e.g. bui lding integration of devices. In most installations, the 
optical effect wi ll , however, be the secondary effect. Looking at the order of 
magnitude, however, clearly indicates that if one wants to bring the prediction 
accuracy for PV systems below 5%, one needs to consider th is effect or introduce 
empirical fudge factors. 
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4.4.1 Cosine effect 
The cosine effect on the incident irrad iance is discussed in re lation to its intensi ty, 
component composition and spectral distribution. The total irradiance (GT) incident 
on an inclined surface depends on the angle of incidence and can be taken to 
comprise two components (beam irradiance (GB) and diffuse irradiance (Go)) [7, 
134]. The beam component is cha ra cterised by high intensity, relatively red 
spectrum , small subtended angle and high homogeneity of the source. The diffuse 
component includes irradiance reflected from the sky dome and the ground/albedo 
(the concept used in this work) and is characterised by low intensity, a blue-biased 
spectrum , large subtended angle and variable homogeneity of the source . 
shows a representation of the irradiance components on horizontal (left) and tilted 
(right) surfaces. 
, 
GBNormal , 
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Figure 4-8: Irrad iance component of a horizontal and tilted surface. 
For the horizonta l surface, the simpler case, the beam component is determined as: 
c = C . xCos B. iJ /fur H \ oml l (4-5) 
For the incl ined surface the beam component is determined as: 
GUI = G 'JSOI'/II x case (4-6) 
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While the calculation of the beam component is relatively straight forward using the 
geometric factor [85] and the Lambert's cosine law [126] . The calculation of the 
diffuse component is more involved and depends on the sky condition and the angle 
of incidence. There are several models available to calculate the diffuse irradiance 
from the measured or modelled horizontal diffuse irradiance, ranging from simple 
isotropic models [85, 135] to the more computationally intense Perez model [136] . 
The isotropic models assume that the diffuse irradiance is uniformly distributed over 
the sky dome and hence independent of angle of incidence. While the Perez model 
is one of many anisotropic models where diffuse irradiance has a different 
characteristic depending on the region of the sky dome it originates from. Hence, it is 
dependent on angle of incidence [113, 114, 136-141]. For these models the sky 
dome is divided typically into three regions: circumsolar, horizon brightening and 
isotropic and parameters are introduced to account for the sky conditions. 
There are also sky models that characterize the average anisotropic sky radiance 
from measurements of sky radiance (W/m2 sr) using radiometric (sky scanners) and 
photometric measurements (CCO images) [117, 142, 143]. These sky radiance 
models account for the directional origin of the diffuse irradiance by dividing the sky 
dome into small patches which are all related to the position of the sun. Furthermore, 
climatic parameters such as diffuse fraction, clearness index and cloud cover are 
used to account for different sky conditions. 
The comparison of the accuracy and suitability of these models for the prediction of 
the total irradiance and sky radiance on inclined plane for various solar energy 
applications has been extensively reviewed [115, 128, 134, 144] The main 
conclusions are: the isotropic model only holds true for completely overcast skies; for 
all other sky types the diffuse irradiance is anisotropically disturbed and the angular 
distribution of the diffuse irradiance is significant. 
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In this work the diffuse irradiance is derived by incorporating and extending the sky 
radiance models of [117 , 142] . Where the total irradiance for a surface at position 
(~ , y) with 9 angle to the sun, GT(9), is defined as: 
(4-7 ) 
Where the beam component, GB(9), is calculated using the geometric factor. The 
diffuse component, GD(9), is represented as a sum of contributions from each sky 
elements at different solid angles . A CCO camera was employed in the short-term 
measurement system to assess the angular distribution of the diffuse irradiance and 
is discussed in section 4.5. 
4.4.2 Optical effect 
The optical effect is discussed in relation to how much of the incident irradiance is 
reflected, tran smi tted and absorbed by the PV device. The reflectance at the su rface 
reduces the radiation transmitted and absorbed especially fo r oblique angles , 
because light is partially or totall y reflected . Therefore, not only the variation of th e 
incident irradiance, governed by the cosine law, has a direct effect on the angular 
behaviour of PV device performance parameters (especially Isc) but also the 
reflectance of the structure would change their response [1 33 , 145]. 
There are several approaches avai lable for assessing the optical properties of PV 
devices. They differ in terms of the optical model applied and the number of layers 
considered. The models can be considered in four categories: Fresnel formulation 
(for smooth, planar, non-d iffusing surface and thickness of optical plates comparable 
to wavelength of incident light), matrix thin film theory (when the thickness of layers 
are near or of the same order to wavelength of incident light), fi tting models and 
scattering models (for rough , textured surfaces or scattering media) [1 33,1 46] . 
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The number of layers depends on the structure, the significance and relative 
dominance of the interaction at each layer. Figure 4-9 shows the schematic of a 
typical 4-layer structure for a crystalline device. The interactions at the different 
interfaces consist of reflection, refraction and total internal reflection. However it has 
been shown that adequate results are obtained if only the reflectance on the 
air/glass interface is taken into account [83,84, 147-149]. 
In this work, the Fresnel formulation (equations 4.9,4.10 and 4.11 [126,150]) is used 
to calculate the angular distribution of the reflectance and hence transmittance 
equation 4.12 at the air/glass interface with Snell's law, equation 4.8 , used to obtain 
the change in the incidence angle at the boundary due to the refractive index of 
glass (n'" 1.526). 
Normal 
Glnc ~ GRef 
B 
Air 
Glass 
EVA 
ARC 
Silicon 
Figure 4-9: Typical schematic (4-layers) structure of a crystalline PV module, showing multiple 
reflection and transmission (not all multiple reflections are shown for clarity) 
nsin B = n'sin B' 
sin ' (B'-B) 
P" = sin ' (B'+B) 
tan ' (B'-B) 
P J. = tan ' (B'+B) 
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(4-8) 
(4-9) 
(4-10) 
(4-11 ) 
T = I - p (4-12) 
Where n, 8 and n', 8' are the refractive indexes and the angle at interface of air and 
glass respectively , Pn is parallel polarised, p.L is orthogonal polarised , p is the overall 
reflectance and T is the overall transmittance. Note that the absorption is neglected 
as the materia ls used for encapsulating PV devices usually have very low 
absorptance va lues so the error of not includ ing it is small [1 33]. The procedures 
used to obtain the reflectance, and hence transmittance of the diffuse irradiance , 
from the CCD images is described in section 4.5.1.4. 
The relationship between the reflectance/transmittance and angle of incidence is 
important in analysing the reflection loss of PV devices. Balenzategu i & Chenlo [1 33] 
stated that a more precise expression would be obtained if the transmittance is used 
instead of reflectance because cell current is better determined by the rad iation 
transmitted to the cell and not by accounting for the radiation lost by reflectance. 
Therefore in this work the reflection loss or angular response is calculated us ing: 
. /se(e) r(e) 
re/leelion/oss = I - -- = 1- -- cos e 
. /se(D) reO) (4-13 ) 
Where Isc (8) and r(8) are the angle of incidence and transmittance at angle 8 
respectively and Ise (0) and reO) are their values at normal incident with STC value of 
0°. The rela tionship in equation 4.13 is modelled from the behaviour of an ideal cell 
where the Ise is linear to the incident irradiance as in chapter 2. However, rea l solar 
ce lls never have a perfect cosine response because this would require a constant 
reflectance over all the incidence angles for incoming radiation [1 33]. In Figure 4-10 
the relationship between Isc and Gp OA is shown ; where the stra ight line ind icate 
theoretical relationship for a ideal solar ce ll while the dots (clea r sky) and crosses 
(cloudy sky) the relationship fo r an encapsulated cell including refl ectance angular 
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dependence. As it can be seen and similar to results in [133], for clear sky condition 
the real device follows theory for angle of incidence < 50°, when reflectance does not 
affect the angular response of the cell current. However, for angles of incidence> 
50° when the reflectance of the irradiance incident increases, the relationship is no 
longer valid since the transmittance of the material will determine the angular 
response. Therefore , in this work the angular response due to the optical property of 
the material is investigated by using the relationship between the normalised Ise 
divided Gp OA (Norm. Isc!GpoA) where they are normal ised to the respective value for 
an angle of incidence of OO(STC value) as shown in Figure 4-7. 
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Figure 4-10: The relationship between the normalised short ci rcui t current (Ise) and the normalised 
plane of array irrad iance (GpOA) for polycrystalline sil icon module measured at CREST in clear and 
cloudy sky conditions including reflectance angular dependence. The theoretical linear dependence of 
an ideal cell is shown as a straight line and the point for 500 is indicated . 
4.5 Analysis of short-term measurements 
A systematic approach was used to analyse the data from the short-term 
measurements. First, the images obtained with the CCD camera are qual itatively 
and quantitatively compared with radiance distributions under different sky 
conditions. Second, the angular distribution of the transmittance due to diffuse 
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irradiance is investigated. Finally, the angular response of the six PV modules is 
analysed. 
4.5.1 Analysis of the images from the CCO camera 
As discussed in chapter 3, the image from the CCD camera is related to the 
irradiance level of the collimated pyranometer with a calibration factor having a mean 
bias error of 0.67% and a standard deviation of 5.3%. The next step is to map each 
pixel to a point in the sky. Typically, the area covered by the pixel is in spherical 
coordinates and what is needed is the solid angle for each pixel which provides the 
weighting of the intensity signal for each pixel. The pixel intensity level described by 
the radiance (W/mzsr) and each pixel is associated to a sky direction represented as 
the solid angle (SR). A conversion process is needed to obtain the solid angle matrix 
as the pixels are represented in cartesian coordinates on the CCD images but the 
area covered is in spherical coordina tes as mentioned above. 
4.5.1 .1 Solid Angle (sr) Matrix 
There were three main steps used in obtaining the sol id angle matrix of the CCD 
Image: 
1. Find the cartesian coordinates of each pixel on the CCD array detector plane 
2. Translate these cartesian coordinates into polar coordinates (r-distance from 
the centre and <!J- azimuthal) on the CCD array detector plane 
3. Map these polar coordinates onto spherica l polar coord inates on the sky 
dome , using the camera lens transform function 
By using the above transformation each pixel centre point can be mapped onto a 
corresponding point on the sky dome. However, this map is only for a point therefore 
the procedure must be repeated for the area of the pixel. For each pixel this is done 
four times for the four corners and then the integral between the four boundary 
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pOints gives the solid angle view factor of the pixel. A (768 X 469) matrix of the solid 
angles for all the pixels is then produced. 
4.5.1.2 Diffuse Irradiance (W/m2) Matrix 
A computer program 10 was used to extract the diffuse irradiance from the eeD 
images following these steps: 
1. Production of a matrix for each of the images (stored in BMP uncompressed 
format) with the associated grey levels 
2. Then production of a matrix of the pixels within the region without the sun (by 
using the area equ ivalent to the solid angle of the collimated pyranometer 
derived in chapter 3 to mask out the sun area, hence beam irradiance). 
Subtraction of the sun mask from the mask representing the whole image 
within the circumference of the lens aperture (2TT sr) to give a matrix of the 
diffuse radiance (W/m2.sr) in that region. 
3. Using the calibration factor from chapter 3 and sol id angle matrix, the two 
matrices are multiplied point-by-point and summed to give the diffuse 
irradiance (W/m2) at that specific angle of incidence (sun azimuth and tilt 
relative to the tracker azimuth and tilt) in the case of the 'Royal Wave' 
sequence the tracker tilt is equal to the sun altitude therefore only the 
azimuth varies. 
Figure 4-11 and Figure 4-12 show the eeD images, contours of greyness levels and 
diffuse radiance (from sky and ground) for different tracker positions and sky 
conditions. The clear sky graphs are shown in Figure 4-11 : for this condition the 
diffuse radiance distribution is highly dependent on the solar position and shows 
clearly the anisotropic nature of the diffuse radiance. The maximum radiance level 
occurs closest to the sun (the sun is covered by a black mask in the figures), and 
there are several clear regions (including the main circumsolar region) around the 
10 Matlab was used as the programming language with help from M r. Christos Monokroussos 
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sun with the radiance level progressively decreasing and reaching minimum values 
for angular 'distance' from the su n > 80°. 
For the partially cloudy sky graphs in Figure 4-12, the diffuse rad iance distribution 
depends on cloud thickness and solar position. The contou rs are not as clearly 
separated into regions as in the clear sky images because of the influence of the 
cloud. There is a noticeably larger ci rcumsolar region (especially seen here in the 
horizontal images) which affects the relative radiance distribution. The dominant 
characteristic of these partia lly cloudy cond itions is the anisotropy of the angular 
distribution of the diffuse radiation[117] . Furthermore , there are some other 
information which can be observed from these images: the region near the sun 
shows a significant rise in the relative radiance (due to large spread of ci rcumsolar 
region and effect of solar position) and the sky characteristics can be drastically 
changed due to the fast movements of cloud. 
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Figure 4-11 : Clear sky images, contour of grey levels and sky radiance distribution (right to left respectively) for 
different tracker positions measured using the 'Royal wave' sequence on November 25, 2008. From top: 
horizontal ; tracking (sun azimuth and altitude); 90'Bast (azimuth) and tilt (sun altitude) and 50' eas t (azimuth) 
and tilt (sun altitude). 
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Figure 4-12: Cloudy sky images, contour of grey levels and sky radiance distribution (righl to left respectively) 
for different tracker posilions measured using the 'Roya l wave' sequence on November 25, 2008. From top: 
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4.5.1.3 Diffuse radiance distribution 
The section above discussed the qualitative characteristics of the images from the 
eeo camera. The quantitative comparison with irradiance measurement sensors is 
important in assessing how accurately the eeo image can be used as a measure of 
diffuse irradiance. 
The simplest case to test this is to use the tracking data, where the sum of the 
irrad iance within the mask with the same area as the viewing angle of the co ll imated 
pyranometer is extracted as outlined above. Figure 4-13 shows the comparison of 
the plane of array irradiance measured using the pyranometer and the 
corresponding total irradiance obtained by add ing the beam irradiance from the 
co ll imated pyranometer and the diffuse irradiance obtained from the images. The 
results show good agreement with r =0.96, mean bias error 0.70% and standard 
deviation 2.74%. 
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Figure 4·13 : Comparison of the measured total plane of array (Gp OA) by the 
pyranometer with the calculated tota l plane of array (GpOA) from the sum of the 
diffuse irradiance (GD) derived from the CCD image and the beam irradiance (GB) 
measured with the collimated pyranometer for tracking mode. 
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Following the good agreement of the tracking data the 'royal wave ' sequence was 
used to analyse the angular distribution of the diffuse radiance for different sky 
conditions. The data from one half of the royal wave sequence (3 minutes-taking 
data from either east to south or south to west) with the angle of incidence 
associated with each position of the tracker from the value closest to normal 
incidence OOto the furthest position , in this case westwards. 
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Figure 4-14: Angular distribution of the diffuse irrad iance derived from the eeD images for clear sky 
(top) and cloudy sky (bottom) measured using the 'Royal wave' sequence with only the West side 
showing for clarity. 
Figure 4-14 shows the angu lar distribution for the diffuse rad iance for clear (top) and 
cloudy (bottom) sky cond itions. There are obvious differences between the clear sky 
and cloudy sky distributions: The overall magnitude of the diffuse rad iance is higher 
for the cloudy skies (dependent on type of clouds) because the circumsolar region is 
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larger therefore intensity levels are higher. For the clear sky conditions the diffuse 
radiance is more isotropic the further away the tracker is from the sun, since the 
contribution from the circumsolar region is significantly reduced by the cosine law. 
4.5.1.4 Transmittance (T) Matrix 
To investigate the reflectance and transmittance associated with the diffuse 
irradiance a transmittance matrix was produced from the solid angle matrix using 
Snell's law and Fresnel equations for an air-glass interface. 
Figure 4-15 shows the distribution of the total reflectance (left) and total 
transmittance (right) associated the CCD image. 
p total reflectance 1: total tran smittance 
1.2 0.8 
0.6 
0.8 0.4 
0.6 0.2 
0.4 
o 
0.2 
-0.2 
o 
Figure 4-15: Distribution of the calcu lated reflectance (left) and transmittance (right) for each input in 
the 768X 469 matrix 
The transmittance matrix in Figure 4-15 (right) is for the whole CCD image, however, 
what is needed is the angular distribution of the transmittance for the diffuse 
irradiance only. The diffuse irradiance matrix is multiplied by the transmittance matrix 
to determine the overall transmittance associated with the diffuse irradiance . For 
each image associated with a different angle of incidence the average is taken as 
the total transmittance for that angle . Figure 4-16 shows the angular distribution of 
the diffuse transmittance for different sky conditions with the total irradiance and 
diffuse irradiance above and below the glass for comparison . For clear sky 
conditions the pattern is similar from the east and west (top left and right 
respectively) . The transmittance of the diffuse component follows the angular 
distribution of the total irradiance. At 80° the di ffuse irradiance is equal to the total 
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irradiance and the diffuse transmittance is approximately 76%. At 0° the diffuse 
transmittance is approximately 86% as expected because the overall transmitted 
diffuse is weighted by irrad iance. Furthermore, there is an intense diffuse irradiance 
around the sun (circumsolar as well as stray light in the fish-eye lens) and thus if the 
sun is at low angles of incidence to the camera this wi ll resu lt in a higher 
transmittance than at steeper angle of incidence. 
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Figure 4-1 6: Angular va riation of the transmittance of the diffuse irradiance(T _Diffuse the diffuse 
irradiance above the glass (Gd_Glass) , the diffu se irradiance below the glass (Gd_Silicon) and the 
total irradiance (Gt), for clear (top) and cloudy (bottom) skies. Measured using the 'Royal wave ' 
sequence on November 25, 2008 with measurements from the west (left) and from the east (right) . 
For cloudy sky conditions there is a significant difference between the west and east 
side (bottom left and righ t respectively) showing the importance of cloud cover even 
in this short three minute interval. On the east side the cloud cover is almost 
representative of an overcast sky with the total irradiance only slightly higher 
(average 20W/m2) than the diffuse irradiance. This signifies a low contribution from 
the beam component. Whi le on the west side the cloud cover is representative of a 
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partial cloudy sky (with rapidly moving clouds). The difference between the total and 
diffuse irradiance (maximum 130 W/m2) shows that the beam component contributes 
significantly to the tota l. 
4.5.2 Angular response of different PV Devices 
The angular response of the different PV devices is investigated using the 
relationship between the normalised Isc divided GpOA ( Norm. Isc/GpoA) as discussed 
in section 4.4. Figure 4-17 shows the angu lar response for six different modules 
measured using the 'Royal wave' sequence for clear (top) and cloudy (bottom) sky 
conditions on November 25, 2008. 
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Figure 4-17: Angular response for six modules using the 'Royal wave' sequence on November 25, 
2008 for clear (top) and cloudy (bottom) sky conditions. The modules consists of polycrystalline (p-), 
amorphous (a-) and amorphous micro-crystalline (a-SiI~c-Si) silicon modules and copper indium 
diselenide (CIS) thin films modules. The amorphous silicon modules consist of single (S), double (D) 
and triple (T) junction solar cells and CIS modules are from two different manufacturers. 
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For the clear sky condition all the modules show the characteristic angu lar response; 
a decrease as the angle of incidence increase and significant decrease at angles 
greater than 50°[7] . The PV devices are divided in to three distinct groups: group one 
consists of the CIS devices with a sharper decrease with angle of incidence: 6% at 
50°, 11 % at 60°, 19% at 70°, 34% at 80° and 40% at 90~ group two consists of the 
crystalline device with a decrease of 2% at 50 ~ 6% at 60°, 14% at 70°, 28% at 80° 
and 36% at 90~ and group three consists of amorpho us silicon thin film devices with 
the lowest sensitivity to angle of incidence variation with 1 % at 50 ~ 2% at 60°, 6% at 
70~ 12% at 80° and 20% at 90°. At higher angles of incidence the irradiance is 
composed of mainly diffuse irradiance (less red spectra) which is better matched to 
the amorphous devices response . 
For the cloudy sky condition the variation is less predictable with the modules split 
into two distinct groups: group one consists of the high bandgap thin film amorphous 
si licon devices, at low angle of incidence the large diffuse component (dominated by 
the circumsolar region as discuss above) is better matched hence improved 
performance. Group two consists of the lower band gap crystall ine silicon and thin 
fi lm devices which are less matched for diffuse irradiance. Furthermore, there are 
differences between the different materials which depend on how the junctions are 
matched in the multijunction modules. For example if they are red-l imited and the 
irradiance moves towards blue then their performance will be reduced and if they 
are blue limited their performance will increase. 
Further investigation of the angular response of p-si and a-Si_D with the diffuse 
fraction in Figure 4-18 clarifies the results in Figure 4-17. For the clear sky condition 
(top graphs) when the diffuse fraction is low as the sky is dominated by beam 
irradiance, the relationship is as expected. At 90° angle of incidence on the west 
side, when the diffuse irradiance dominates the thin film module performs better due 
to the better matched spectra. 
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Figure 4-18: Angular response (lse/GpoA vs Ao l) primary axis and the variation of the fraction of diffuse 
to tota l irradiance (G DPOA/GTPOA ) with Aol secondary axis for crystalline (p-Si -Ieft)and thin film (a-Si_D-
right) modules for clear (top) and cloudy (bottom) skies. Measured using the 'Royal wave' sequence 
on November 25, 2008. 
More information can be derived from the cloudy sky cond ition (bottom graphs). For 
the west side when the sky is relatively overcast, the crystalline module (bottom-left ) 
follows the trend of the transmittance of the diffuse irradiance as in Figure 4-16 and 
shown here as the solid line with dots. The angular response is between 10-20% 
less than at STC over the range of angles of incidence. The amorphous module 
(bottom-right) angular response is better than STC by 5-10% due to its better 
response under diffuse (blue) light. On the east side, when the cloud pattern 
changes rapidly with the diffuse fraction from a low of 0.6 to high of 2.5, the modules 
response is characteristic of their behaviour under diffuse light. The crystalline 
module has a higher angular response when the diffuse fraction is to 0.6, signifying 
strong beam influence while the amorphous module angular response drops below 1 
during this time when the matching with the beam dominant irradiance is less. 
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Figure 4-19 shows the re lationship between the angular response (lsc/GpoA) and the 
transmittance of the diffuse irradiance to investigate how the data obtained from the 
short term measurements cou ld be used further. 
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Figure 4-19: Angular response (lsc/GpoA vs Ao l) primary axis and the va riation of the fraction of diffuse 
to total irradiance (GDPOA/GTPOA) with Ao l secondary axis for crystalline (p-Si -Ieft )and thin film (a-
Si_D- right) modules for clear (top) and cloudy (bottom) skies. Measured using the 'Roya l wave' 
sequence on November 25,2008. 
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4.6 Angle of incidence effect on PV performance characteristics 
for long term outdoor measurements 
The data from the long-term fixed and tracker planes were used to analyse the effect 
of the angle of incidence on the PV device performance characteristics. With the two 
different planes (fixed 45° tilted and tracking) wi th the same modules this can be split 
for understanding. A clear day (May 8, 2008) was used for the initial investigation. 
The spectral effect is separated from the angle of incidence effect for the modules on 
the tracker and these results are shown for the variation with AM to give indication of 
the spectral response of the modules. On the tracker the angle of incidence is 
constant at normal incidence (O). 
The analysis is done for Isc, FF and the energy produced for five of the modules 
studied. 
4.6.1 Short-circuit current 
As discussed in chapter 2, the performance characteristic mainly affected by the 
angle of incidence is the Isc. In Figure 4-20, the comparison of the normalised IsclG 
with angle of incidence for five modules on the fixed plane for a clear day afternoon 
(12:00-17:00) is presented. As this data is from the fixed modules, the angular effect 
seen includes optical and spectral elements since they both affect the Isc. All the 
modules show the characteristic behaviour as seen from the short term analysis in 
section 4.5.2 and Figure 4-17. However, there are some significant differences. At 
angles less than 50° all the modules except the a-S i_D have an angular response 
greater than STC and for angles greater than 80° th ere is significant variation with all 
the modules. For the a-Si module the differences between the short term 
measurements and these long term measurements are more pronounced. For the 
short term data, when only the angle of incidence changed, the amorphous modules 
had a smaller response (optical effect) at higher angle of incidence. For the long 
term measurements there was a larger negative effect at higher angles of incidence. 
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Th is is dominated by the larger spectral effects, since in the late afternoon when the 
Air Mass is higher the irradiance comprises a more red spectrum. 
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Figure 4-20: Va riation of the normalised Isc/G with angle of incidence on a clea r day (afternoon data 
shown) for five different modules on the inclined plane (45' tilt) . 
When the same analys is is done for the modules on the tracker (angle of incidence 
always 0,,), the AM spectral effect can be separate from th e angle of incidence effect. 
This is only the AM related effect since it is still difficult to analyse the spectral 
change caused by variation of the beam/diffuse ratio . The AM re lated spectral effect 
is observed di rectl y from the tracker modu le data and can then be used to infer the 
angle of incidence effect by means of 'subtraction' of the known AM effect from the 
fi xed plane data. 
Figure 4-2 1 shows the normalised Isc/G for the five modules on the tracker wi th AM. 
This gives the AM spectral response fo r the modu les with a clear separation into two 
groups. One group with crystalline silicon modules and the CIS (Iow band gap 
materials) have lower spectral mismatch factors (MMF) leading to lower sensitivity to 
spectral variation. The other group comprises the amorphous modules, double and 
triple junctions, which both show large spectral losses. [90 , 151] . 
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Figure 4-21: Variation of the norm alised IsdG with AM a clear day (afternoon data shown) five 
different modules on the tracker plane. 
The Mismatch Factor (MMF) shown in Figure 4-22 is the Isc/G normalised to 
[Isc/G]@STC. Where, the Isc is calculated from the measured spectral response 
curves of the modules measured at a certification laboratory JRC and the SMARTS 
clear-sky modelled spectra . 
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Figure 4·22: Mismatch Factor (MMF) variation for crystalline and amorphous modules with AM. 
Figure 4-23 shows the modelled MMF with spectral variation due to angle of 
incidence, modelled with SMARTS without reflection losses. This influence is present 
in the measurements, but not directly observable since it is overlaid with reflection 
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effects. So, on one hand it is an imperfect va lidation - but the observed discrepancy 
is a direct example of how angle of incidence affects both the reflection loss and 
spectral mismatch effects . For different modu le technologies , these effects ei ther 
amplify or cancel out. 
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Figure 4-23: Modelled MMF variation for crystalline and amorphous modules with angle of incidence . 
4.6.2 Fill Factor 
Figure 4-24 shows the variation of the FF with angle of incidence and air mass for 
different PV module types on the fixed and tracking planes respectively. On the fixed 
plane (top graph ), the effect on FF is very small for angles less than 60 o for most of 
the modules except the CIS_B which behaves unusually. When the modules on the 
tracker (bottom graph) were analysed it showed that the FF is affected by the 
underlying spectral effect for the thin film modules, where for high air mass and when 
the modu le is away from the beam component, the bluer diffuse spectrum is better 
matched to the modu les and performance is higher than at STC [152, 153] . 
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Figure 4-24: Variation of the normalised FF with angle of incidence a clear day (afternoon data 
shown) ) for different types of modules: Top- modu les on the inclined plane (45' tilt) and Bottom-
modules on the tracker. 
The data from the short term measurement was investigated to further analysis the 
effect of angle of incidence on the FF for the thin film devices. Figure 4-25 shows the 
results for the amorphous thin film modules ( a-Si_D and a-Si_ T) for FF variation 
with Aol and Isc. The diffuse fraction was included as it can serve as a tool to 
distinguish spectra in comparison to standard spectrum [153]. Where large diffuse 
fractions indicate 'bluer' spectra and smaller diffuse fractions indicate 'red ' spectra 
especially for low irradiance on clear days ( early morning and late afternoon) [153]. 
For both a-Si_D and A-Si_ T the FF increases under 'blue' spectrum and decreases 
under red shifted spectrum similar results as in [153]. The behaviour of the a-Si_ T 
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needs further investigation, the fluctuation at high diffuse fractions cou ld be due to 
parasitic resistances effect. 
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Figure 4-25: Variation of the normalised FF and the fraction of diffuse to tota l irrad iance (GDPDA/GTPOA) 
with Aol for the a-Si_ T (left) and a-Si_D (right) modules for clear sky condition . Measured using the 
'Royal wave' sequence on November 25, 2008 . 
4,6,3 Energy yield 
The effect of angle of incidence on the energy yield of PV devices is a result of its 
di rect effect on the Isc and the secondary effect on FF. In the sections above the 
effect of angle of incidence on the Isc and FF was discussed and a clear separation 
of the effect due to spectra and angle of incidence was highlighted. The question 
then, is how does this translate into the energy yie ld? 
Figure 4-26 shows the distribution of the fraction of energy produced by the p-Si 
(top) and a-Si_D (bottom) modules on the fixed plane with irrad iance and air mass 
bins fo r two different sky cond itions. Though there is no obvious difference between 
the modu les under clear sky conditions, under a cloudy sky, the a-Si_D module 
produced energy in the highest range (5-6%) for a large range of AM. Furthermore, 
for the a-Si_D module there is more energy produced (1-2%) for AM between 4.5 -6. 
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Figure 4-26: The distribution of the fraction of energy produced over one year for clear skies (kT' 
;'0.65) and diffused skies (kr <0.65) with irradiance (100W/m2 bins) and AM (1.5 bins) for the p-S i 
(top) and a-S i_D (bottom) modules on the inclined (45' ilt) plane. 
Figure 4-27 shows the distribution of the fraction of energy produced by the p-Si 
(top) and a-Si_D (bottom) modules on the tracking plane with irradiance and air 
mass bins for two different sky conditions. As expected the fraction of energy 
produced by the modules on the tracker is larger than that produced on the fi xed 
plane because on the tracker, the irradiance is incident normal (angle of incidence 
0') to the plane of the module. 
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Figure 4-27 : The distribution of the fraction of energy produced over one year for clear skies (kT' 
"0.65) and diffu sed skies (kT" <0.65) with irradi ance (100W/m2 bins) and AM ( 1.5 bins) for the p-Si 
(top) and a-Si_D (bottom) modules on the tracking planes. 
Figure 4-28 shows the compari son of the month ly energy yie ld of the p-Si and a-
Si_D modules over one year. As expected the energy yie ld on the tracking plane is 
larger than that on the fixed plane up to a maxi mum of 36% in Ju ly for the a-S i_D 
module. There is a large seasonal pattern indicating the irradiance distribu tion of the 
site for the tracker data . The data for December and January for the tracking plane is 
on ly for a few days when the tracker was out of commission due to high winds 
destroying the motor. For the fixed plane the seasonal variation indica te the effect of 
angle of incidence on the energy yield. 
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Figure 4-28: The monthly distribution of the energy yie ld (kWh/kWp ) over one year for the p-Si and the 
a-Si_D si licon modules on the fixed and tracking planes. 
4.7 Chapter Conclusions 
In this chapter the effect of angle of incidence on the performance of PV devices was 
investigated based on its effect on the intensity, composition and spectral distribution 
of the incident irradiance. This was accomplished from the analysis of data for six 
commercially available PV modules from short term and long term measurements. 
The long term measurements allowed the comparison of similar modules on two 
different planes, tracking and fixed. The main achievements from this comparison 
were: the chance to separate the effect of angle of incidence and spectral effect on 
the different PV performance parameters, especially the Ise and the investigation of 
the energy yield on different PV module planes. 
From the short term measurement when the angle of incidence effect was separated 
there was a distinct difference for the modules under clear and cloudy skies. Under 
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clear skies the GIS had a loss in IscfG (relative to the va lue at normal incidence) of 
6% at 50° and 40% at 90°, the crystalline device ha d a loss of 2% at 50° and 36% at 
90° and the amorphous si licon thin film devices had a loss of 1 % at 50° and 20% at 
90~ Under cloudy skies at low angle of incidence w hen there is large diffuse fraction 
the high bandgap thin film amorphous silicon devices are better matched to the 
spectrum hence exhibit improved performance. 
From the long term measurement a clear separation of the spectral effect was 
achieved by analysing the data from the modules on the tracker. Here the crystalline 
silicon modules and the GIS (Iow band gap materials) have lower spectral mismatch 
factors (MM F) leading to lower sensi tivity to spectral variation with AM 6 showing a 
loss up to 4%. While the amorphous modules, double and triple junctions, which both 
show large spectral losses with AM 6 showing a loss is up to 40%. 
The short term measurements utilised a novel measurement system with a GGD 
camera and co ll imated pyranometer alongside the envi ronmental and electrical 
measurements of the six PV modules. Some of the main advances from the use of 
this short term measurements system are: 
1. Angu lar response characterisation of PV modules can be done with outdoor 
measurements in a period of 3 minutes. 
2. The angu lar distribution of diffuse irradiance for different sky conditions can 
be produced for Loughborough using the data derived from the GGD images. 
3. The angular distribution of reflectance and transmittance for diffuse irradiance 
using Fresnel equations can be obtained for PV devices. 
4. The ana lysis identified that there is an underlying relationship between angle 
of incidence and spectral context of irradiance. 
5. The understanding of the variations of different PV module performance 
parameters from long term measurements can be enhanced by the more 
systematic analysis achieved with the short term measurements. 
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The results show that separating the effect of angle of incidence from other 
environmental factors using short and long term outdoor measurement alongside 
angular distribution of diffuse irradiance from CCO images of the sky is useful for 
analysing the angular response of different PV modules. 
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5 Site Specific Energy (SSE) Method Development 
5.1 Introduction 
In chapter 2, different existing methods for predicting the energy production of PV 
devices were discussed. It was demonstrated, that there is a need for a method 
which predicts the energy output of all module types-for specific sites and climatic 
conditions, while also quantifying the effect of each environmental variable. This 
chapter presents the methodology developed for the Site Specific Energy (SS E) 
method. SSE uses a measure-correlate-predict approach to quantify the separate 
effect of the four STC environmental factors (magnitude, spectral distribution and 
angle of incidence of the in-plane irradiance and the module temperature) on the 
module efficiency. It then combines these effects to calculate an actual operating 
efficiency as a function of the STC efficiency which is used to predict the module's 
energy production for different climatic conditions. 
The mathematical procedure involved in the development of the SSE method is 
presented together with an overview of how the SSE method can be used to predict 
energy production . This is followed by a detailed description of the systematic 
approach used to mathematically formulate the individual environmental effects . The 
chapter ends with an explanation of how the individual effects are combined to 
produce the energy yield and how the concepts presented in this chapter will be 
used to validate the SSE method. 
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5.2 Foundation of the SSE Method 
The SSE meth od models the actual operating efficiency ('lActuat) as the product of the 
STC efficiency ('lSTc) and a number of modifying factors. These factors account for 
efficiency variation with different environmental effects . The assumption of 
superposi tion of the effects is impl icit in the method . The magnitude of each 
environmental effect depends on the environment at a specific si te, time period being 
modelled and the characteristics of the module to be simulated. The predicted 
energy yie ld is then the modelled efficiency ('lSSE) multiplied by the incident 
irradiation. The SSE method was deve loped by combining and bui ld ing on the 
strengths of several existing methods. Mainly, the Realistic Reporting Conditions 
(RRC) method of the Fraunhofer Institute for Solar Energy Systems (ISE) [95], the 
King's method , developed at the Sandia National Laboratories (SNL) and the 
approach of BP Solar [44] which were discussed in detail in chapter 2. 
SSE uses the same concept of combining separate environmental effects on the 
module efficiency to produce an actual operating efficiency but also uses outdoor 
data to characteri se the modules. The use of indoor data to characterise the 
modules resulted in most of the implementation of the RRC method focussing main ly 
on temperature and irrad iance effects which are easier to investigate indoors [44 , 
154] . When the spectral effect was added in subsequent publ ished work, it was 
mainly modelled and it was accepted as negligible for crystalline modules. It is also 
difficult to model but significant for thin films modu les [52 , 155]. By using outdoor 
data, SSE overcomes the difficulties encountered by the RRC method to account for 
the effect of the spectral distribution and the angle of incidence. Furthermore, the 
angle of incidence effect was never implemented in the ir published work. SSE bui lds 
on this by accounting for the effect the spectral distribution and angle of incidence of 
the in-plane irradiance for all sky conditions, on the module lse, within the framework 
of the SSE method as in sections 5.4.3 and 5.4.4. 
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The development of the relationship between the module Isc and the angle of 
incidence in the SSE method was adapted from the test procedure and performance 
method at SNL [781. The Sandia performance method predicts the energy yield by 
fitting semi-empirical relationships of the PV module behaviour witt) different 
environmental effects under clear-sky conditions to define the I-V curve. These semi-
empirical relationships used to determine the module parameters are obtained from 
separate test procedures, for clear sky conditions. They define the effect of angle of 
incidence and the absolute air mass for the spectral effect as polynomial functions of 
the module temperature-corrected Isc. SSE uses a similar procedure to determine 
the angle of incidence effect but accounts for all sky conditions. As pointed out in 
chapter 2, this is crucial for environments such as in the UK and thus overcomes a 
major shortcoming of the SNL methodology. This is achieved by the addition of in-
plane diffuse and sky image measurements to account for angular distribution of 
diffuse irradiance as described in chapters 3 and 4. Further, SSE uses the 
relationship between the module Isc and the APE to account for the effects of 
varying spectral distributions effect. This also results in an improvement of accuracy 
as SNL uses only the absolute AM [156]. Although several validations of the Sandia 
method included a wide variety of module types (crystalline and thin films), the work 
was done for climates dominated by clear sky conditions. SSE has the advantage as 
it is able to predict the energy production for several different climatic conditions and 
module technologies as will be demonstrated in chapter 6. 
Finally, the measure-correlate-predict approach used in the five-parameter empirical 
method developed at BP Solar [157] was adopted for the SSE method. Where, the 
measured power of the PV system in one location is correlated with fitting functions, 
which incorporates all the loss mechanisms. The parameters from the fit are then 
used to predict the output of a similar system in another location. SSE adapts this 
measure-correlate-predict approach but applies it to the module efficiency on 
separated environmental loss factors. This allows detailed investigation of the effect 
of the environment on the energy production of PV modules in different operating 
conditions. Further, separating and quantifying each environmental loss factor aids in 
the fundamental understanding of different module technologies (especially thin films 
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and the newer technologies now commercially available) and can be used in the 
selection of modules for specific sites 
5.3 Overview of the SSE method 
A schematic diagram of the SSE method is shown in Figure 5-1. The significance 
and an overview of each section are described below. 
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Figure 5-1: Schematic of the measure-correlate-predict approach used in the SSE method. 
5.3.1 MEASURE 
The Measure section of the approach utilises the measurement database developed 
from the outdoor measurement and monitoring work described in chapter 3. Where, 
the measured module output and meteorological data become the inputs to the SSE 
model. 
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5.3.2 CORRELATE 
In the Correlate section of the approach, the two streams of data (environment and 
module output) are correlated through semi-empirical fitted functions to obtain 
characteristic coefficients of the modules. These module coefficients are related 
directly to each environmental effect investigated and assumed to be completely 
independent of the others effects. For example, the module coefficients associated 
with the irradiance effect are influenced only by irradiance changes and independent 
of changes in module temperature, spectral distribution and angle of incidence. This 
is one of the fundamental concepts of the SSE method. The implementation of the 
fitting functions developed for this work is outlined in section 5.4. The accuracy of the 
coefficients obtained from fitting function is imperative to the predictive output of any 
modelling method, and indeed might be the distinguishing factor between different 
modelling approaches. To ensure that the coefficients obtained during the correlation 
process are of the optimum quality and integrity, the data used in the fitting process 
was filtered for outliers. Therefore, alongside the filtering done to isolate the 
individual effects. as described in section 5.4, a variance test with various standard 
deviation filters is used to reduce the outliers. 
5.3.3 PREDICT 
Finally, in the Predict section of the approach, the module coefficients are combined 
with other meteorological input data (in-plane irradiance and module temperature) 
from the same or different site with a different timeframe to predict the module output 
data (energy yield). This prediction process is further separated in three stages. 
In the first step, the instantaneous power hence efficiency associated to each data 
point is modified to account for each environmental effect. Independent efficiency 
modifiers are calculated for the different effects, namely irradiance (I1G), module 
temperature (I1r), spectral distribution (l1sp) and angle of incidence (I]Aol). These are 
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calculated using the fitting functions developed in the correlate section with the 
module coefficients and the meteorological data as inputs. 
In the second step, these modified efficiencies are translated into the loss factor for 
each of the environmental effects, rG, rT, rsp and rAol using the irradiance-weighted 
average for the specified time period. 
Finally in the third step, these loss factors are incorporated with the IlSTC to give the 
modelled actual operating efficiency (IlSSE) for a specific site over the specified time 
period in the specified environment. The representation of IlSSE as function of the 
individual environmental loss factors and the IlSTC is as in the following equation: 
Where the terms are defined as follows: 
IlSSE is the site specific energy efficiency 
IlSTC is the standard test condition efficiency 
(5-1 ) 
rT is the factor describing the effect of module temperature deviation from 25'C 
rG is the factor describing the effect of irradiance variation from 1000 W/m2 
rsp is the factor describing the effect of spectral irradiance distribution variation from 
AM1.5G 
rAol is the factor describing the influence of angle of incidence variation from the 
perpendicular 
rx is a factor describing the effect of other factors such as inverter efficiency and 
mismatch losses for systems, which are not considered here 
The resulting IlSSE can then be used to calculate the actual energy yield, in terms of 
kWh/kWp with the information of the energy received from the meteorological data 
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as in equation (5-2). Further the performance ratio (PR) of the module can be 
obtained by comparing the ratio of the efficiencies as in equation (5-3). 
. . kWh(incident) 
Specific Energy Yield = X 17 SSE 
kWp(STC) 
PR = 17SSE 
17STC 
(5-2) 
(5-3) 
The validation of how well the SSE method predict energy yield for different 
scenarios are discussed in chapter 6. The following section gives details on the step 
by step development of the calculation of the individual environmental effects. 
5.4 Mathematical formulation of the individual effects 
One of the main advantages of the SSE method is that it separates and quantifies 
the effect of the different environmental factors. This is achieved through evaluating 
the effect of each environmental factor, while holding the others constant. For 
example, when considering the irradiance effect rG, the other variables are set to 
their src values, i.e. 25'C for the module temperat ure, AM1.5G spectrum and 
normal incidence of O' angle of incidence. The resulting factor gives the deviation of 
the efficiency for actual values of irradiance only. However, due to the high variability 
of real outdoor data and the percentage of time that the various combination of the 
parameters of STC are experienced in operation conditions as discussed in section 
2.3.1, a tolerance range was considered for each parameter to maintain an 
acceptable quantity and integrity of data for analysis. Currently, there is no standard 
to guide the choice of tolerance range for this type of modelling approach. Therefore, 
to maintain the integrity of the model a compromise was made between the number 
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of data and reliability of the coefficients fitted. The resulting ranges and tolerances 
for each environmental factor used in this work are listed in Table 5-1. 
Table 5-1: The range used to set each variable to their STC or near STC value with their respective 
tolerances. 
Variable Range Tolerance (%) 
Irradiance (W/m') 950 <GpoA<1050 ±5 
Module Temperature ('C) 24 < T Mod<26 ±4 
Angle of Incidence AoIs30 -
(Degree) 
Spectrum GCorr to AM1.5 -
It is reasonably simple to set the tolerances for irradiance and module temperature 
as there is plenty of experience on these in the PV research community and the 
functional relationships are well understood. Furthermore, they both have linear 
relationships foundation over wide ranges of operating conditions. It is more 
complicated for the other two factors as they are neither linear nor well understood. 
This is compounded by the fact that when filters (limit the data to all other factors at 
their STC values) are done for either the angle of incidence and spectral distribution 
of the irradiance only a small number of data points are available as already 
discussed in section 2.3.1. Therefore, another approach needed to be developed to 
account for their STC range. In the case of the angle of incidence, values less than 
or equal to 30° were permitted. This threshold was chosen as most research has 
shown that for clear sky conditions, when the beam component is dominant, 
significant changes in the transmittance and hence the angular effects occur for 
angle greater than 50° [7, 133). So a value of 30° kept the integrity of no angular 
effect and provided enough data to be statistically valid. For the spectral effect, no 
range was used. Instead, a correction was made to the irradiance value, using the 
Isc, to give the AM1.5G equivalent irradiance (GCorr) described in following equations: 
136 
This simplifies to: 
Isc 
G - G xG 
corr - I 
SC'STC 
GSTC 
(5-4) 
(5-5) 
This method of correcting for spectral effects is a variant of the self referencing 
procedure employed by several other energy prediction models to account for the 
effects of spectrum and angle of incidence [57, 87). In self referencing an 'equivalent' 
or 'corrected' irradiance value is derived from the measured Isc, which gives the 
irradiance at normal incidence and AM1.5G spectrum on the surface of the device. In 
this work the basic concept of the self-reference method was extended to account 
for spectral and angle of incidence effects as in sections 5.4.3 and 5.4.4. 
The STC values used in equations (5-4) and (5-5) and in the normalising process 
throughout the SSE procedure have a significant effect on the results, therefore, 
STC values were extracted from the indoor/outdoor measured data set. The 
implications are further discussed in the validation work in chapter 6. The following 
sections give the detailed step by step procedure for each effect. 
5.4.1 Irradiance Effect (rG) 
The irradiance effect parameter rG gives the deviation of the efficiency from STC to 
real outdoor operating irradiances and all other environmental variables are held at 
their STC values. The values of rG are obtained from the implementation of the 
following steps: 
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I. Obtain the raw module and concurrent meteorological data from the outdoor 
measurement database. 
11. Filter the data for module temperatures 24'C < T Mod<26'C and Aol ~ 30~ 
Ill. Correct the remaining irradiance values to their AM1.5G equivalent irradiance 
(Gcorr) using equation (5-5). 
IV. Calculate IlGcorr, the efficiency derived using Gcorr instead of the raw measured 
irradiance (Gmeas). 
V. Extract the coefficients Co, Cl and C2 from the empirical fit of the relationship 
of IlGcorr and Gmeas as in: 
Figure 5-2 shows the typical relationship between IlGcorr and Gmeas • This 
relationship was used instead of the second order polynomial in the RRC 
method as it provides a more realistic fit to outdoor data in comparison to 
controlled fitting from indoor data as used in the RRC method and allows for 
reduced performance due to parasitic resistances as discussed in chapter 2. 
Furthermore, the relationship between efficiency and irradiance is derived 
from the ideal diode equation which has an exponential term. 
VI. Using the coefficients determined in the preceding step and the fitting 
function, calculate IlG for each data point, based on the measurement of 
irradiance. 
VII. Calculate rG for the specified time period (hourly, daily, monthly or yearly) as 
the irradiance-weighted mean of IlG as in : 
(5-7) 
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Figure 5-2: Typical relationship between ~G'o" and GpOA,...meas for 24°C < T<26°C and Aol S 30° 
from six months outdoor data for a p-Si module on the COMS3 system. The dots show the data and 
the circles show the fit. 
5.4.2 Temperature Effect ( rT) 
The temperature effect parameter rT gives the deviation of the efficiency from that 
under STC when real outdoor operating T Mod values are considered and all other 
environmental variables are held at their STC values. The values of rT are obtained 
from the implementation of a similar procedure to that for rG: 
I. Obtain the raw module and concurrent meteorological data from the outdoor 
measurement database. 
11. Filter the data for irradiance 950 W/m2 < G<1050 W/m2 and Aol S 30°. 
Ill. Correct the remaining irradiance values to their AM1.5G equivalence (Gcorr) 
using equation (5-5). 
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IV. Calculate ilGcorr, the efficiency derived using Gcorr instead of the raw measured 
irradiance (Gmeas). 
V. Extract the temperature coefficient of ilGcorr (a ~Gcorr) from an empirical fit of the 
dependence of ilGcorr on T Mod, based on equations (5-8 and (5-9. Figure 5-3 
shows a typical relationship between ilGcorr and T Mod. A linear relationship is 
used as the Voc which is most affected by the module temperature change 
has a linear relationship with module temperature as in equation (2.2). 
17Go"" = m· T +c (5-8) 
1 
arpcorr = x m 
17Goo..,(25) (5-9) 
Where c is the intercept and m is the gradient of the linear function, m is further 
used with the empirically obtained ilGcorr(25) to calculate a ~Gcorr. The 
assumption made here is that the temperature coefficient of efficiency is the 
same for all ranges of irradiance. 
VI. The temperature dependent efficiency, ilT, is then given as: 
17T = 1 + (T - 25) . a'iGcorr (5-10) 
VII. Calculate rT for the specified time period (hourly, daily, monthly or yearly) 
using the irradiance-weighted mean as: 
(5-11 ) 
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Figure 5-3: Typical relationship between ~Gcorr and T Mod for 950 W/m2 < G<1050 W/m2 and Aol S 30· 
from six months outdoor data for a p-Si module on the COMS3 system. The dots show the real data 
and circles are the fit. 
5.4.3 Spectral Effect (rsp) 
A similar approach was attempted for angle of incidence (rAol) and spectral (rsp) 
effects but had to be abandoned due to insufficient data when filters for STC values 
of irradiance and module temperature were simultaneously used. This is a site 
dependent condition and was pronounced when this step was implemented using 
one year of CREST data. As discussed in sections 2.3.1 high latitude locations, like 
the UK, with a temperate climate have a high proportion of the low level «600W/m2) 
incident irradiance and in the rare case when the irradiance level is in the range of 
1 000 W/m 2 the module temperature far exceeds its STC (usually in order of 50'C). 
Another approach had to be adapted to implement the effect of spectral distribution 
and angle of incidence. The concept used to describe Gcorr as in equation (5-5) was 
extended to account for the spectral effect by investigating the variation of Isc/G with 
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Average Photon Energy (APE). The APE as described by [8] is a measure of the 
'blueness' of the sky and the spectral effect on Ise is most significant. The APE is 
calculated from measured or modelled spectral irradiance. Due to the shortage of 
long-term spectral irradiance data, modelled APE values were mainly used in this 
work. The SMARTS spectral model for clear sky conditions was adapted and used to 
obtain the modelled APE values [60]. 
As discussed in chapter 4, the sky condition is significant in the investigation of 
spectral distribution and angle of incidence effects. Most published models account 
for the dominant clear sky conditions. When the APE values in this work are not 
derived from measured spectral irradiance data, the model is for clear sky only. 
Some form of indicator is needed to identify the clear sky condition in order to filter 
the data appropriately. The cleamess index (kT) and modified clearness index (kT*)' 
along with the AM and Gh, to describe sky conditions was discussed in chapter 4. 
This was found to be a constant value for all the sites tested in this work, at a value 
of kT* equal to 0.65. Therefore, this value was used in the formulation of the spectral 
and angle of incidence effects which are outlined below. 
The spectral effect parameter rsp gives the deviation of the efficiency from that under 
STC when realistic outdoor operating spectral (APE) values are considered and all 
other parameters are held at their STC values. The values of rsp are obtained in the 
following steps: 
I. Obtain the raw data from the outdoor measurements including APE from 
measured or modelled spectral irradiance. 
11. Filter the data for Kt >0.65 and Aol <90 0 
Ill. Extract the coefficients CO, C1 and C2 from an empirical fit of the dependence 
of ISC(temp-corr)/G on APE based on equation (5-12) (where ISC is 
temperature-corrected using the temperature coefficient for ISC from the 
datasheet). ISC/G is used instead of efficiency because as shown in chapter 4 
the efficiency and ISC/G are directly proportional. 
IV. Figure 5-4 shows a typical relationship between Ise(temp-corr)/G and APE. 
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(5-12) 
V. Calculate the spectral dependence of each data point to give the efficiency 
dependence on SP, I1sp, as in equation ((5-13). Here APEsTC used to 
normalise, depends on the measurement range of the 
where the range is 300-1700nm APEsTC is 1.64. 
1]SP= Co+C,APE+C,APE' 
Co + C,APEsTC + C,APEsTc' 
spectroradiometer, 
(5-13) 
VI. Calculate rsp for the specified time period (hourly, daily, monthly or yearly) 
using the irradiance-weighted mean as 
i=t 
I1],p xG, 
i_t (5-14) IG, 
;=0 
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Figure 5-4: Typical relationship between temperature-corrected Isc/G and APE for Kt' >0.65 and Aol 
<90° from six months outdoor data for a p-Si module on the COMS3 system. The dots show the real 
data and the circles are the fit. 
5.4.4 Angle of Incidence Effect (rAOI) 
The angle of incidence effect parameter rAol gives the deviation of the efficiency from 
that under STC when real outdoor operating Aol values are considered and all other 
parameters are held at their STC values. The Aol for the dataset is calculated using 
the SPA algorithms, described in chapter 3. The values of rAol are obtained from the 
implementation of similar procedure to rsp as per the following steps: 
I. Obtain the raw data from the outdoor measurement including Aol 
11. Filter the data for Kt >0.65 and Aol < 90~ this filter for Aol was include d so 
that only data when the sun in front of the plane of the module was used. 
Ill. Extract the coefficients Co, Cl, C2. C3 and C4 from an empirical fit of the 
dependence of Isc(temp-corr)/G on Aol based on equation (5-15) (where Ise 
is temperature-corrected using the temperature coefficient for Isc from the 
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datasheet). Figure 5-5 shows a typical relationship between IsdG (temp-corr) 
and Aa!. This empirical fit with IsdG was used instead of the transmittance 
from the application of Fresnel equations because as discussed in chapter 4, 
the variation of IsdG with Aol gives the same angular response as 
IscCTemp - Corr) 
G 
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Figure 5-5: Typical relationship between temperature-corrected IscfG and Aol for Kt >0.65 and Aol 
<90' from six months outdoor data for a p-Si module on the COMS3 system. The dots show the real 
data and the circles are the fit. 
IV. Calculate rJAol for each data point based on Aol, with equation: 
(5-16) 
Where the denominator simplifies to Co as AolsTc is O~ 
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V. Calculate rAol for the specified time period (hourly, daily, monthly or yearly) 
using the irradiance-weighted mean as equation: 
i=t 
L1JAoi X G; 
(5-17) 
In the sections above, the individual procedures for calculating the effects of different 
environmental factors on the efficiency of a PV module were explained in detail. 
These factors can be used to understand the behaviour of the PV module over 
different environmental conditions or can be combined using equations (5-1) and 
(5-2) to predict the specific energy yield. 
5.5 Application of SSE 
The SSE procedure was implemented using the Borland Delphi programming 
language as its text based coding interface facilitated easy functions and procedures 
building crucial to the implementation of the SSE method. Furthermore, it was easy 
to link to the database which stored the data as described in Chapter 3. 
The SSE method provides an opportunity to investigate and separate the effects of 
the different environmental factors in monitoring campaigns. These separate 
quantified effects give information about the different modules behaviour at the 
specific site, system optimisation, configuration and orientation. It indicates which 
effect is most significant for the module at the specific site but also allows the system 
optimisation as the most suitable modules can be selected for a specific site. 
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Figure 5-6: The irradiance effect rG for several different technologies measured at the CREST 
facilities in 2003. The technologies are of polycrystalline (p-), mono-crystalline(c-) and amorphous (a-) 
silicon and the amorphous silicon modules consist of single (S), double (D) and triple (T) junction solar 
cells. 
Figure 5-6 shows the results obtained for the five different modules investigated at in 
CREST's outdoor test system. Here the SSE method was implemented for the rG, rT 
and rsp effects in each case the other effects were held at their STC values. The 
results for rG shown Figure 5-6 indicate a relatively small effect but with averages of 
15 % below and 18% above unity. The irradiance effect is calculated relative to the 
nameplate STC values and is fairly steady over the seasons. More surprising is the 
magnitude of irradiance effect, but this is due to the normalization to nameplate 
efficiency rather than measured outdoor efficiency and thus is prone to variations in 
the module production bins (modules get sorted into bins and then sold - thus what 
you buy as one power class is a combination of many bins) [158,159]. This explains 
the very high values a-Si single and double junctions. 
The temperature effect is investigated in Figure 5-7, the graph on the left 
demonstrates that there is a power loss for all modules temperature in the summer 
indicating a negative effect. The result for the thin film modules is contrary to some 
other research as already discussed in section 2.3.3 there are two spheres regarding 
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the effect of temperature on amorphous modules. The samples in our test indeed 
showed a positive temperature coefficient, when using outdoor data. However, after 
applying a spectral correction, all our samples exhibit a negative coefficient as in 
Figure 5-7 right. This temperature coefficient does not entirely agree with the 
manufacturer rated values but it clearly demonstrates the link between these two 
environmental effects. Furthermore, the results agree with device physics and indoor 
measurements. Using spectrally corrected data allows the identification of the 
seasonal variation of the thermal losses. As expected, the effect for a-Si is smaller 
than for c-Si as they have a smaller temperature coefficient related to power as seen 
in Table 3-1. All devices have a small gain in winter, were the operating 
temperatures are below 25°C. 
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Figure 5-7: The module temperature effect rT for several different technologies measured at the 
CREST facilities in 2003. The technologies are of polycrystalline (p-). mono-crystalline(c-) and 
amorphous (a-) silicon and the amorphous silicon modules consist of single (S). double (D) and triple 
(T) junction solar cells. 
Figure 5-8 shows the seasonal behaviour of spectrum for the modules investigated. 
It is slightly surprising that the c-Si and p-Si benefit from the spectral conditions in 
winter time. Devices do not utilize all spectral irradiance equally well, and thus the 
conclusion is that the spectral match of these specific devices is better suited to 
winter spectra than summer spectra in Loughborough. The amorphous silicon 
devices have a distinct minimum in December, close to the shortest day and thus the 
time of the 'reddest' spectrum. The annual contribution can be slightly positive. 
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Figure 5-8: The individual effects for several different technologies measured at the CREST facilities 
in 2003. The technologies are of polycrystalline (p-), mono-crystalline(c-) and amorphous (a-) silicon 
and the amorphous silicon modules consist of single (S), double (D) and triple (T) junction solar cells. 
Top Left: Irradiance effect (rG); Top Right: Back of module temperature effect (rT) and Bottom Left: 
Spectral effect (rSP) 
5.6 Chapter Conclusions 
Previous energy prediction methods have been able to accurately prediction the 
energy production of crystalline modules. However, the accuracy achieved is largely 
due to these methods focusing on the effect of irradiance and module temperature 
which are dominant effects for crystalline modules. The energy production of thin film 
modules has proven to be more difficult to predict as the spectral distribution and 
angle of incidence of the incident irradiance have considerable influence on these 
modules. Further, when the effect of spectral distribution and angle of incidence are 
included in most methods they are treated for clear sky conditions, but they are 
known to be more dominant in other sky conditions. It was clearly demonstrated that 
there is a need for a method which predicts the energy output for all module type at a 
specific site for all climatic conditions, while also quantifying the effect of each 
environment variable. 
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One way of addressing this issue, was to develop existing energy prediction 
methods using their separate strengths to create a more compressive method. The 
SSE method presented here is one such method. SSE uses a measure-correlate-
predict approach to quantify the separate effect of the four STC environmental 
factors (magnitude, spectral distribution and angle of incidence of the in-plane 
irradiance and the module temperature) on the module efficiency as they deviate 
from their STC value. Further, separation of the effect of spectral distribution and 
angle of incidence of the in-plane irradiance for different sky conditions (clear and 
diffuse skies) was implemented in the procedure. SSE then combines these effects 
to produce an actual operating efficiency as a function of the STC efficiency which is 
used to predict the module's energy production for all climatic conditions. 
The main advantages of SSE method include the ability to: 
• separate and quantify the effect of the four main environmental factors 
namely, irradiance, module temperature, angle of incidence and spectral 
distribution to provide a better understanding of PV modules daily and 
seasonal performance 
• define the effect of spectral distribution and angle of incidence for all sky 
conditions 
• combine the separate effects to obtain an actual operating efficiency which 
can be used to prediction the energy production of PV modules and other 
performance characteristics. 
The following chapter discusses the validation of SSE method with data from several 
energy prediction accuracy comparisons and the usefulness of the quantified 
environmental effects. 
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6 Validation of SSE for Energy Prediction 
6.1 Introduction 
In the previous chapter, the steps in the procedure for the SSE energy prediction 
method developed in this work were presented. This chapter presents the validation 
of the SSE method as an energy prediction tool. This is accomplished by reviewing 
the results of work done mainly through Round Robin (RR) tests with other energy 
prediction methods from research groups across Europe. These RR were 
undertaken in the framework of two European projects, PV-Catapult and IP 
Performance. 
In the PV-Catapult project, a questionnaire survey was conducted across research 
groups in Europe to define the boundaries of a modelling RR. The main aim of the 
questionnaire was to gain an understanding of each energy prediction method by 
identifying their input requirements and output information. The work in this project 
culminated with RR tests for prediction methods from four research groups and gave 
the first insight as to how well prediction methods perform for different scenarios in 
Europe. 
In the Performance project the modelling RR test from the PV-Catapult project was 
extended11 • Several other energy prediction methods described in chapter 2 were 
added. Similar validations were done with the data from PV-Catapult to include the 
new energy predictions methods along with some improvements from the lessons 
learnt in the PV-Catapult project. These include giving each modelling group filtered 
data sets, analysing the results of the underlying steps from each methods, 
accounting for module to module STC variations and the addition of spectral and 
angle of incidence effects. The different Round Robins and the in-house validation 
11 Gabi Freisen at ISAAC organised the work in Performance 
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tests demonstrate the progressive development of the SSE method in the course of 
this work. 
Firstly, a general description of the validation process is presented. The criteria used 
to evaluate and test the versatility of the methods are outlined. This is followed by 
the discussion of the results for each scenario investigated where the difference 
between the predicted and measured kWh/kWp, shows the accuracy of each 
method. The chapter concludes with an analysis of the strengths and weaknesses of 
the SSE method in comparison to other published methods and an outlook of 
potential further improvements to extend the SSE method. 
6.2 Overview of the process for Validation 
The validation used in this work is done through a series of comparisons, where 
measured data are compared with the results of the modelling. The series of 
comparisons test the true versatility of the method as it predicts for different 
scenarios. These include: 
• Year-year variation: The prediction of a module energy production for a 
specific year and location is based on performance measurements of that 
module at that location from a different year. 
• Module-module variation: The prediction of a module energy production is 
based on performance measurements of a similar module technology at the 
same or different locations. 
• Site-site variations: The prediction of a module energy production is based on 
performance measurements of that module at different locations. 
• Combined variation: The prediction of a module energy production is any 
combination of year-year, module -module or site-site variations. 
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These different variations investigate the importance of different sets of parameters 
on the overall accuracy of the modelling methods. For example, the site-site variation 
investigates the agreement between the model and reality as the same module is 
used for all sites. While in this case environmental uncertainties are dominant and 
largely considered there is also a fair amount of luck since the uncertainties will also 
depend on how well the idiosyncrasies of the measurement system are described. 
Hence some methods will fit well at some sites and less well at others. The sections 
below discuss the results of the different variations with the common notation that 
the data used to characterise the module is denoted as the 'base module' and those 
used to predict the energy yield as 'predict module'. 
6.3 Year-Year Variation 
6.3.1 SSE method 
In this case, one year (2003) of data is used to characterise the modules (base 
modules) and the other year (2004) data to predict the annual energy yield (predict 
modules). 
For this validation, three environmental factors were included in the SSE method 
namely, the intensity and spectral distribution of the irradiance and the module 
temperature effects. The procedure for the intensity of the irradiance and the module 
temperature effects were as described in chapter 1. However, the procedure for the 
spectral distribution effect was an earlier version to that presented in chapter 1. 
Here, the APE was calculated from the spectral irradiance measurements, the only 
extended period where CREST had simultaneous spectral irradiance, environmental 
and module output measurements. The relationship between IsdG and the APE was 
used to extract the coefficients as in the correlate section of the procedure. However, 
at the time, no account was made for the separate effect of the different sky 
conditions as the clearness index function was added later in the SSE development. 
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Energy Yield prediction 
The graph in Figure 6-1 left, shows the result of the consistency test for the SSE 
method. The percentage difference (uncertainty) of the annual energy production of 
the modules calculated using fiSSE and fiSTC from the energy measured in the 
characterisation year 2003 is presented. The results demonstrate that SSE is able to 
reproduce the measurements used to extract the underlying parameters, with all 
modules except the a-Si_T having errors within a range of ± 5%. In contrast, the 
errors are significantly higher when fiSTC is used instead of fiSSE to calculate the 
energy yield with the error for a-Si_T module exceeding 30%. This agrees with 
several previous works which identify that using only fiSTC for energy prediction can 
result in over prediction in the range of 40% [3, 4]. 
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Figure 6-1: Left-The percentage difference (error) of the predicted annual energy production of the 
modules to the energy measured in the characterization year 2003: Right- The percentage difference 
(error) of the predicted annual energy production of the modules to the energy measured in the 
prediction year 2004. The silicon modules consists of polycrystalline (p-), mono-crystalline(c-) and 
amorphous (a-) with the amorphous silicon modules consist of single (S), double (D) and triple (T) 
junction solar cells. 
However, this was not an independent validation as the same data used for 
characterising the modules was used to validate the method. Therefore, in order to 
test the validity and accuracy of the SSE method for year-year variation another set 
of data from 2004 was used. The predicted annual specific energy yield (kWh/kWp) 
for 2004 was calculated using the three stage prediction process described in 
section 5.3. The module coefficients extracted from the 2003 data set were first used 
to calculate the modified efficiency associated to each environmental factor (fiG, I)T 
and fisp) using the meteorological data (in-plane irradiance and module temperature) 
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from the 2004 data set. The corresponding rG, rT, rsp and I1ssE were then calculated 
as described in section 5.4 and equation (5-1) respectively. 
Figure 6-1 right, demonstrates that the predicted values show good agreement for 
several of the modules to within ±8%. Again, the a-Si_T module values were higher 
than the other modules, with an 18% error. This over prediction of the triple junction 
amorphous thin film module was attributed to: 
• the use of nameplate efficiency value which did not account for the initial 
degradation known to occur in this type of modules. 
• the complexity of the multi-junction structure could not be adequately 
accounted for in the spectral effect correction applied. Further, the effect of 
angle of incidence was not accounted for in this validation as the 
measurement system for investigating the angle of incidence effect was 
developed until later in this work. 
Overall, the results indicated that the kWh/kWp values predicted with the SSE are 
within ±1 0% of the actual measured values for most of the modules. However, at this 
stage of validation, SSE was not compared to any other energy prediction methods 
and was only tested for one location with the same modules over different years. 
The next step is to investigate how it compares to other energy prediction methods 
and with data from different climates and modules. 
6.3.2 Comparison of different energy prediction methods 
The year-year variation was conducted using module data measured at three 
measurement and monitoring centres across Europe namely, CEA, SolarLab and 
ISAAC. The modelling RR (done in the PV-Catapult project) was carried out by 
giving each research group two years of data for five different PV modules from the 
three locations as shown in the overview in Figure 6-2. The primary objective of this 
RR was to investigate how well the different methods predict the modules at the 
same location over different years. Five modelling methods were included in this RR 
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namely SSE, Matrix, MotherPV, Module Back Temperature and the On-Line 
Simulator they were described in chapter 2. 
I Base Modules I 
Same Location ~ 
I Predict Modules I 
Names:cSU & a-Si_2j Names: cSU & a-Si_2j 
Location: Cadarache Location: Cadarache 
Period:Mar02-Feb03(1year) V Period:Mar03-Feb04(1year) 
Same Location ~ Names: cSL2 Names: cSi_2 Location: Wroclaw Location: Wroclaw 
Period:Dec03-Nov04(1year) V Period:Dec04-Nov05(1year) 
Same Location ~ Names: cSL3 & CIS Names: cSi_3 & CIS Location: Lugano V Location: Lugano Period:MarOO-Feb01(1year) Period:Mar01-Feb02(1year) 
Figure 6-2: Schematic diagram showing the sequence for the validation of the year-year variation of 
the three sites for energy yield predictions. 
Modules Investigated 
lists the modules investigated with information about their locations and some 
selected STC values. Each research group was given a full data set for the first year 
including environmental and PV module electrical measurements to characterise the 
modules. While, the second year data set given for the prediction was limited to 
environmental measurements only (in plane irradiance and module temperature), for 
the purpose of simulating a blind RR. 
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Table 6-1: PV modules with their STC values. A= Cadarache, F; B= Wroclaw, PI; C= Lugano, C 
Module cSU cSi_2 cSi_3 CIS aSi_2j 
Generic Name 
Location A B C C A 
Latitude 43'39 51'06 46'01 6'01 3'39 
Pmax (W) 105 36 100 40 40 
Efficiency (%) 11.7 14.5 12.1 9.4 5.3 
Locations 
The three sites used provided a good representation of the climatic conditions 
experienced across Europe. Figure 6-3 demonstrates the distribution of the 
irradiation available at each site and highlights the spread of energy associated with 
different irradiance levels. The overall energy is highest in Cadarache which is 
situated at much lower latitude than Wroclaw, with Lugano somewhere in the middle. 
It is surprising that the absolute amount of energy in the lower end of the spectrum 
«200 W 1m2) does not vary significantly between the different sites, but there are 
noticeable differences in the high irradiance part (>600 W/m2). 
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Figure 6-3: Frequency distribution function of the incoming energy at the three sites. 
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Data Treatment 
Each research group carried out their own standard data-treatment, which resulted in 
the rejection of spurious measurements. These measurements were considered to 
be flawed for one reason or another; it could happen that simple correction for 
outliers resulted in the exclusion of these points. This exclusion of some of the data 
points results in different annual integrated solar irradiation used by different groups. 
This difference for each module dataset is shown in Figure 6-4 relative to the 
average. The knock-on effect is a difference in the measured energy production 
(electrical kWh/kWp) used as a base line for the methods. In year 1, this varies by as 
much as 9%, showing that data treatment for different modelling approaches is a 
critical consideration. This variation is very significant in the context of this work, as 
this is broadly speaking the error margin of the different methods. 
;0 _~_atri~ ~_ M9THERPV ri.l SSC; 
aSi-2j 
Figure 6-4: The difference in annual integrated solar irradiation used by each modelling group, 
introduced through variations in data handling. Data shown relative to the average for each module. 
Energy Yield prediction 
It was expected that the errors arising from this same-year consistency check would 
be low. This was generally the case as seen in Figure 6-5, but with a noticeable 
difference for the SSE and On-line Simulator methods in comparison to the others. 
This is attributed to the nature and impact of data treatment, and the reliance on STC 
data (not used in the other models). 
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Figure 6-5: The error between the measured and modelled energy yield for year 1 dataset for the 
difference energy prediction methods. 
The prediction for the a-Si_2j was the best, almost perfect for all the methods. This is 
due to the a-SL2j device been operating for more than six months prior to the data 
used here, hence initial degradation had already occurred and relatively stable 
performance is observed in the data used for the RR. Further, the STC values 
declared on the datasheet matched these degraded values. The Matrix method was 
not applied to this module, as it had not yet been characterized by the required 
laboratory measurements. Surprisingly, the highest errors (± 6%) occur for the c-Si 
devices, specifically the SSE and On-line Simulator methods have noticeable 
deviations, for different reasons. 
The On-line Simulator, as described in chapter 2, is based on ambient temperature 
and horizontal irradiance, while the other models are based on module temperature 
and in-plane irradiance. This introduces further steps in the modelling, which will 
results in larger error margins. Furthermore, the calculations introduce some 
approximation (e.g. thermal mass of a module), which introduces further 
complications. 
On the other hand, the over prediction of SSE method is mainly due to the fact that 
only irradiance and module temperature effects were considered in this RR. 
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Therefore the overestimation was due to fact that spectral and angle of incidence 
effects were not included. As described in chapter 3 when each effect is modelled 
the other effects are held at their STC value (their effect does not matter). In the 
other models, these effects are merged with irradiance and temperature, increasing 
the accuracy for limited environmental data sets but eliminating the possibility of 
separating these physical effects, which may become important for translation to 
different locations. Furthermore, the data for modules cSi_3 and CIS did not include 
short-circuit current measurements therefore, IMPp was used for the spectrally 
corrected irradiance. This approximation, that Isc and IMPp have identical 
dependence on irradiance magnitude and spectrum, introduces further errors. 
The other methods MotherPV, Module Back Temperature and Matrix handled all 
modules well. The MotherPV model especially had virtually no error, which is largely 
due to the statistical nature of the method, as described in chapter 2, where the input 
data is identical to the one used for the calculation of the energy output. The 
methods MotherPV, Module Back Temperature and Matrix can all reproduce the 
energy yield to an accuracy that is in the order of magnitude of the measurement 
accuracy for the consistency test. 
In the second step, the year to year variation was investigated in a blind test. Here, 
only the environmental information from the second year of data was supplied to the 
modelling teams, with the measured electrical data held back to validate the blind 
modelling results. Typically, the error doubled for most methods. However, this was 
still within reasonable accepted errors as seen in Figure 6-6. It is apparent that the 
easiest module to predict in the same-year calculations, the aSi_2j module, exhibits 
significant overestimation of energy production for all the approaches. This illustrates 
the difficulties in predicting energy yields for thin film devices. The error obtained for 
the c-Si devices is typically less than 8%. The On-line Simulator experienced some 
difficulties with the module data from Wroclaw, Poland. 
160 
I CMatrix o Back Temp. ~MOTHERPV eSSE DOn-line Simulator I 
10 
8 Prediction: Year 2 
6 
.... ~ ~4 -. ,. rn: 6 2 n° ~ n I ::0 -
W_2 ~ 
......,. 
cSi_ 1 cSL2 cSi 3 CIS aSL2j 
-4 
-6 
-8 
-10 
Figure 6-6: The error between the measured and the predicted energy yield for year 2 dataset for the 
different energy prediction methods. 
The reason for this is that the horizontal irradiance does not translate well into the 
inclined irradiance and a constant tilt was assumed over the year while the tilt actual 
changed twice over the year. For this reason no results are presented here. As in the 
previous example, the SSE model over predicts the energy production for all 
devices, for the reasons explained above. What is surprising is how accurately it 
predicts for aSi_2j, which can be explained by the fact that the spectral correction 
carried out was originally developed for a-Si devices and is most valid for large band 
gap devices. The precise effect of the spectrum is device dependent; even within 
categories such as c-Si it can be very significant, depending on the blue response of 
the device. It is clear from these results that this needs further improvements. 
The three methods Matrix, Online Simulator and SSE are consistently overestimating 
the yield, indicating that some losses are not considered. Matrix, MotherPV and 
Module Back Temperature can predict the output with an accuracy of better than 3%. 
The data sets available do not allow a spatial translation, as this would require 
identical modules to be operated at all the different sites. 
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6.4 Module-Module variations 
Measured module output and meteorological input data are combined using fitting 
functions to characterise the modules coefficients. These modules are referred to as 
'base modules' as the data set associated with these modules have both the 
electrical measurements (module output) and environmental data (in-plane 
irradiance and module temperature). The coefficients of the base modules are then 
folded into other meteorological input data sets (which could be from different site, or 
same site with a different timeframe) to predict the energy yield of modules referred 
to as 'predict modules'. 
Data from the European Commission funded project 'Pythagoras' was used for the 
module-module variation RR. Two compound thin film technologies (CdTe and CIS) 
were investigated for same site in the same year and for different sites and different 
years. Table 6-2 lists the modules investigated with information about their locations 
and selected STC values. 
Table 6-2 : Some selected STC values for the modules investigated. 
Modules Location Latitude Pmax (W) Temp.Coeff Efficiency (%) 
(Pmax)(%/'C) 
(Generic 
Name) 
CdTe Helsinki & 60.2 oN & 55 -0.25 7.63 
Widderstall 48.5° N 
CIS Helsinki & 60.2 oN & 80 -0.36 10.97 
Widderstall 48.5° N 
The block diagram in Figure 6-7 outlines the approach used for this module -module 
variation. 
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I Base Modules I 
Same Locatio~ 
I Predict Modules I 
Names:CIS _6&CdTe_17 Names: CIS_16 & CdTe_20 Location: Wldderstall 
Location: Widderstall V Period: Jan -Dec 04 (1year) Period:Jan-Dec04(1year) 
Names Group A: CIS_17 & CIS_20 
Group B: CdTe_1 & CdTe_ 4 
Location: Helsinki 
Different Location PeriodGroupA:May03-Apr04 (1year) 
GroupB:Aug03-Apr04(9mths.) 
Figure 6-7: Schematic diagram showing the sequence for the validation of the year-year variation of 
the three sites for energy yield predictions. 
Energy Yield prediction 
Figure 6-8 shows the accuracy of the energy yield prediction of the different 
methodologies for the CIS modules. Where, CIS 6 is the base module, CIS 16 is a 
similar module at the same site and same year, and CIS (17 & 20) are similar 
modules at a different site and year. 
The maximum prediction error was in the order of 20%, with virtually all 
methodologies under-predicting. This underestimation is due largely to module-
module variations, because the calculation of the energy yield of the base module 
resulted in an error of less than 3%. The large error is entirely due to the module-
module variations where modules from the same batch can have variations in the 
order of several percent [158,1591. 
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Figure 6-8: The error between the measured and the predicted energy yield for the CIS modules at 
Widderstall (CIS 6 & CIS16) and Helsinki (CIS17 & CIS20) for the difference energy prediction 
methods. 
One should also keep in mind, that the modules were not all installed at the same 
time and as 'Pythagoras' was also a project to demonstrate improvements, some of 
the modules will be - on purpose - better than the base module (which was one of 
the very first ones to be installed). In that sense, the under-prediction can actually be 
seen as a measure of how technology advanced (while the name-plate value 
remained the same) rather than be attributed to the modelling methodologies. This 
importance of the name plate value is demonstrated later again, when different 
approaches are taken to model the energy prediction of specific modules. The 
MotherPV method in this test accidentally used the electrical data from the different 
modules and demonstrates clearly that most of the variations are simply due to 
variations in the material. 
The energy yield prediction of the CdTe modules, as seen in Figure 6-9, is always 
over-predicted albeit less than 10% for most of the methods. All methods except 
MotherPV seem to have significant errors for these thin film devices. This would also 
be due to the different power rating (i.e. the rating actually delivered, rather than the 
name-plate value). If the real power can be derived, as in the case of the base 
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Figure 6-9: The error between the measured and the predicted energy yield for the CdTe modules at 
Widderstall (CdTe17& CdTe 20) and Helsinki ( CdTe1 & CdTe 4) for the difference energy prediction 
methods. 
module, the error drops for all methodologies to less than 4%. Again, the good 
agreement of the MotherPV method can be seen as a confirmation of this. Further, 
this was shown in a follow up RR as will be discussed later. SSE seems to be worst 
performer for these tests. The reasons were identified as being based on the name-
plate efficiency rather than the actual one. The other methodologies are based on an 
initial determination of the efficiency of the base device (either explicitly or implicitly), 
which SSE had not included in this step. 
Figure 6-10 shows the difference (error) between the predicted and measured 
energy yield for the different methods for the CdTe and CIS modules done in the RR 
test under Performance project. The same data and procedure used in the module-
module variation under the PV-Catapult project was used. Both figures highlight the 
difference made when the variation in the module STC values were accounted for in 
the calculations. The patterned bars show the error when no account is made for the 
module to module variation in STC values and the solid bars show error when STC 
variation for the modules is accounted for. 
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Widderstall and Helsinki for the months April to September Right- Error of single energy predictions 
methods for the CdTe modules measured at Widderstall and Helsinki for the months April to 
September 
From the three methods added to the RR from H2M, UU and ISE all described in 
chapter 2, the method from H2M performs the best for both modules. The H2M 
method seems to incorporate variations in STC; the methods from UU and ISE are 
simi lar to the other method. 
The large errors in the energy prediction at this stage were dominated by the 
variation in the nameplate va lues of these similar modules. To eliminate th is, the 
next step was to conduct a RR with the same modules at different locations. 
6.5 Site-Site variations 
The methodologies at th is stage were assessed on the accuracy of the predicted 
energy yield for the same module at different environments. Several short 
measurement campaigns of the same module at different locations (with 
measurement times typically in the range of 2-6 weeks) are used to exclude the 
module to module variation and focus pu rely on the effect of different environments. 
This data was collected at several locations around Europe during the period April to 
December 2005 in a measurement RR in the same project. 
12 Results from Performance Project done by Gabi Freisen at ISAAC. 
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One site, CEA (Cadarache 43°N) was used as the source for the parameter 
extraction and characterization and the modules there are referred to as base 
modules. The modules were then moved to different test centres and monitored for 
periods of 2-4 weeks. A wide variety of module technologies was used in this stage; 
including single and multi crystalline silicon (sc-Si, ms-Si), triple junction amorphous 
silicon (aSi-3j) and copper indium diselenide (CIS). Table 6-3 list some selected 
STC values. 
Table 6-3: Some selected STC values for modules taken from PV-Catapult Measurement RR. 
Module aSi_3-J se-Si mc-Si CIS 
Generic Name 
Area (m ) 0.523 0.517 0.490 0.720 
Pmax (W) 53 60 60 75 
Efficiency (%) 6.12 11 .61 12.24 10.42 
The energy yield for these modules was then predicted by the methodologies at the 
different sites Wroclaw (51 'N), Petten (52°N) and Loughborough (52°N) 
respectively). Figure 6-11 outlines the procedure utilized in th is stage. 
I Predict M odules I 
C"U,,""(:> Names: sc~Si. mc-Si , aSi-3j, C IS Location: Wroclaw 
Period: Jun -Jul 05 
(4Wks) 
I Base M odules 
Names: sc-Si, mc-Si, ~.""" C> Names: sc-Si, mc-Si . aSi-3j, CIS aSi-3j, C IS Location: Cadarache Location: Petten Period:Apr-May05(3Wks.) Period:Aug-5ept05 (3Wks) 
c~ Names: sc-Si, mc-Si. aSi-3j, CIS Location: Loughborough Period: Sept-O ctOS 
(2Wks.) 
Figure 6-11: Schematic diagram showing the sequence for the va lidation of the site-site vari ation for 
energy yield predictions. 
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Energy Yield prediction 
The first translation used the measurements from CEA in France to ca lcu late the 
energy yie ld at SolarLab in Wroclaw, Poland. Figure 6-12 shows the error in the 
energy yield prediction for the different methodologies. In order to demonstrate the 
importance of the name plate efficiency, the SSE method was implemented in two 
ways: firstly, as indicated by an NP in brackets after the method in the legends 
below, using the name-plate efficiency of the modules under test, and secondly, 
using the efficiency of the module as determined from the CEA data (Le. real 
measured power). 
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Figure 6- 12: The error between the measured and the predicted energy yield for the four modules at 
Wroclaw using the measurement at Cadarache for the module characterisation for the difference 
energy prediction methods. 
The results of th is translation demonstrate clearly the importance of the nameplate 
efficiency. Using the name plate efficiency in all cases except for the a-Si triple 
junction and the CIGS module added a significant error to the accuracy of the energy 
prediction. Mostly, the energy production is slightly under-predicted , wi th only th e sc-
Si module showing an overestimation. Looking at how the modules moved, the 
temperatures and intensities in Wroclaw wi ll not have been so different to those at 
Cadarache, as th e measurements are taken later in the year but further north and 
thus average solar elevation is simi lar, which leaves spectrum and some late 
168 
afternoon shading on some modules as the main reasons for the difference in 
accuracy for the various module types. 
The second translation to Petten, Netherlands as in Figure 6-13 is of even better 
quality than that to Wroclaw, but still there are no serious changes in the 
environment. No prediction for the sc-Si is depicted for name-plate data, as this 
would have rendered the graph unreadable (there is more than 10 percent difference 
between name-plate and real power). 
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Figure 6-13: The error between the measured and the pred icted energy yield for the four modules at 
Petten using the measurement at Cadarache for the module characterisation for the difference energy 
prediction methods. 
In the final translation , the energy prediction of the measurements at Loughborough 
showed a more significant error, as illustrated in Figure 6-14. SSE, which assumes 
independence of effects of each other seems to struggle with the wide band gap 
material , although this is expected as here a spectral correction needs to be applied. 
Overall , the accuracy of all models is still within the desired 5% margin but the 
different season shows. 
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Figure 6-14: The error between the measured and the predicted energy yield for the four modules at 
Loughborough using the measurement at Cadarache for the module characterisation for the 
difference energy prediction methods. 
6.6 Combined variations 
Figure 6-15 shows the schematic diagram of the sequence used for the combined 
variation validation in th e Performance project. Whi le the module-module variation 
dominates there are underlined si te-si te and year-year variation incorporated in each 
va lidation. Furthermore , each modelling group was asked to submit results for each 
data set timestamp and the data was analysed using mean bias error (MBE) to 
obta in the annual or other time period values. 
Base module 
c-Si 
2 weeks outdoor (august) .. indoor matri)( -+ 
JRC 
Predict module 
c·Si 
1 year 
JRC 
same module 
Figure 6-15: SchematiC diagram showing the sequence of the va lidation for energy Yield pred ictions. 
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Figure 6-16 shows the mean bias error (MBE) from the difference institutes for the c-
Si_2 and CdTe modules when only irradiance and module temperature effects were 
included. The two predict results (predict module 1 and predict module 2) show the 
impact that accounting for the STC variation in modules has on the final results. 
c-Si2 • base module predict module 1 
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" Figure 6-16: The mean bias error (MBE) in annual energy prediction obtained by the institutes for 
irradiance and module temperature effects, for all 3 data sets and for both base and predict modules. 
Two prediction types are shown for the predict module: predict module 1 where no account is made 
for STC variation in modules and predict module 2 where a correction factor is used to account for the 
va riation in STC va lues for the modules. 
Figure 6-17 shows the error evolution for each added modelling steps for all the 
institute for the c-Si_2 and CdTe modules. RR1 represents the resu lt of Figure 6-16 
when only irradiance and module temperature effects were included . RM represents 
the addition of angle of incidence effect and SM the spectral effects . TM and HOR 
represent the addition of modelled module temperature from ambient temperature 
and modelled in-plane irradiance from horizontal irradiance respectively. These two 
steps not included in the SSE method. While several methods included the angle of 
incidence effects which did not seem to significantly improve the errors, only SSE 
added the spectral effect. 
13 Results from Performance Proj ect done by Gabi Freisen at ISAAC 
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The importance of the addition of angle of incidence and spectral effects were further 
emphasized when the monthly analysis was done for the a-Si modules. Figure 6- 18 
shows the monthly variation of the errors in the energy prediction for each added 
effect. There is a clear seasonal pattern for each effect except for the resu lts In 
October when the data set was only for the fi rst half of the month . 
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Figure 6-18: Development of the energy prediction error for the TUT a-Si module by introducing 
spectral and angle of incidence effects for the SSE method . 
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The best monthly result for SSE method was in the summer months where each 
stage of the prediction highlighted the importance of including the separate 
environmental effects. In June, July and August there is a progressive decrease in 
the error (from those associated to only irradiance and temperature effects) when the 
spectral, angle of incidence and all effects are added. In July the errors decrease 
from -5%( irradiance and temperature) to -4.5% (spectral) to -3% (angle of 
incidence) and to -2.8% for all effects. For these summer months where clear sky 
conditions dominates the systematic inclusion of spectral and angle of incidence 
effects showed how well these can impact the energy prediction. The resulting 
annual errors of +2.2%, +1.8%,+0.5% and 0.8% for irradiance and temperature, 
spectral, angle of incidence and all effects respectively indicate that variations over 
the months balance out each other. 
The results presented and discussed above show the application and validation of 
the SSE method as an energy prediction tool. The main application of the SSE 
method results from the unique investigation of the separate effect of the 
environmental factors. This will provide information related to the environmental 
distribution of the specific site. These include identifying which effect is most 
significant for the module at the specific site, allowing system optimisation in the 
selection of the most suitable modules for a specific site and, informing decisions on 
system configuration and orientation which can be used to alleviate the dominant 
effect at that site. 
6.7 Chapter Conclusions 
The validation of SSE as an energy prediction tool was done through various 
comparison of predicted energy yield to measured values for different modules and 
site variation scenarios. In the year -year variation the SSE method had errors of 
±8% which was due the use of the STC nameplate efficiency instead of the 
measured values. In the module -module variation SSE method along with the other 
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methods were able to predict energy yield within ±4% if the module-module power 
factors were take into accounted. In the site-site variations all methods were within 
±5% when the modules energy yield was predicted for a different site. Furthermore, 
when the SSE method was implemented to include spectral and angle of incidence 
effects for thin film module a seasonal variation is observed where the annual energy 
prediction is within ±2% while the monthly range from ±1 % in the summer period to 
over ±9% in the winter periods. The resulting annual errors for the thin film module of 
+2.2%, +1.8%,+0.5% and 0.8% for irradiance and temperature, spectral, angle of 
incidence and all effects respectively indicate that variations over the months 
balance out each other. Overall the SSE method predicts the energy yield for most 
crystalline modules within ±5% and thin modules within ±10%. 
When all environmental effects were included and SSE is compared with other 
energy prediction methods the results show that SSE is one of the best methods 
studied in this work. With the added advantage that it is the only method from those 
studied that include the effect of spectrum. The main disadvantages are that during 
the procedure the STC values used for normalising must be measured values and 
meteorological data must be measured in-plane irradiance and back of module 
temperature which are not necessary readily available. 
The SSE method could be extended to include steps to convert horizontal irradiance 
and ambient temperature to be able to use readily available meteorological data 
sets. However, from the results presented the SSE method in its current state is valid 
as an energy prediction tool. 
174 
7 Conclusions and suggestions for further research 
The prediction of PV device performance with only the power rating indicators from 
controlled lab conditions (STC) does not necessarily reflect realistic energy 
production under outdoor conditions. Therefore the need to shift from a power rating 
to an energy rating system as the main comparator for modules and systems has 
been identified by several researchers. This requires an energy prediction tool which 
can quantify the impact of the different environmental factors (the magnitude, 
spectral distribution and angle of incidence of in-plane irradiance, and module 
temperature) influencing PV device performance. Furthermore, this energy prediction 
should be accurate for different sites as they deviate from standardised test 
conditions. 
While there have been several studies on the effect of irradiance intensity, module 
temperature and spectral distribution on PV module performance, there is a 
tendency to ignore angle of incidence effect as it annual effect on energy production 
is considered to be relatively small. This holds true for the energy prediction of 
crystalline modules but shows significant seasonal under and over prediction for thin 
film modules. This under-researched effect of angle of incidence has led to a gap in 
knowledge especially as it relates to the composition and spectral distribution of the 
incident irradiance. It is also important for PV module performance prediction for 
high-latitude maritime climate such as in the UK where the contribution of energy 
from diffuse irradiance is significant. 
This work presented an energy prediction tool which allows the separation of all the 
different environmental effects as well as a combination of their effects for overall 
energy prediction. The work also included a detailed analysis of the effects of angle 
of incidence, spectral context and composition of irradiance on PV module 
performance. This was achieved by the systematic analysis of data from an outdoor 
measurement campaign of six commercially available modules in both short- and 
long-term measurement cycles. The unique measurement system developed within 
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this work particularly complements the short-term measurements. The analysis of 
these measurements alongside the mathematical formulae for incorporating this into 
an energy yield prediction process was used to validate the entire work against 
leading modelling approaches. 
7.1 Summary of important contributions of this work 
1. Measurement system: a measurement system for the investigation of angle 
of incidence effect for short term which complements the conventional long-
term measurements system was developed. The long-term measurement 
system proved the only extended (18 months) data for similar modules on a 
fixed and tracking plane published to date. The short-term measurement 
system integrates an instantaneous all-sky mapping of irradiance from a 
monochromatic GGD camera with precision measurements of small-aperture 
normal irradiance from a collimated pyranometer in the short-term 
measurement campaign. This system is a cost effective way of measuring the 
diffuse irradiance on an inclined plane and investigating its angular 
distribution over a 3 minute time period. This can reduce the time needed to 
investigate the of angle of incidence effect and can provide the next best 
alternative with scientific confidence. 
2. Angle of incidence effect on PV devices: The quality and quantity of the 
composition of the incident irradiance is described for various sky conditions 
at high latitude locations. The first look at the angular distribution of diffuse 
irradiance from GGD images was successfully conducted. Furthermore, an 
understanding of the entangled effects on photocurrent of both the angle of 
incidence and spectral variation was presented. The expressions were 
explicit to facilitate the rapid calculation of energy production over a year 
using hourly input values. From the short term measurement when the angle 
of incidence effect was separated there was a distinct difference for the 
modules under clear and cloudy skies. Under clear skies the GIS had a loss 
in IsdG (relative to the value at normal incidence) of 6% at 50° and 40% at 
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90~ the crystalline device had a loss of 2% at 50° and 36% at 90° and the 
amorphous silicon thin film devices had a loss of 1 % at 50° and 20% at 90~ 
Under cloudy skies at low angle of incidence when there is large diffuse 
fraction the high bandgap thin film amorphous silicon devices are better 
matched to the spectrum hence exhibit improved performance. From the long 
term measurement a clear separation of the spectral effect was achieved by 
analysing the data from the modules on the tracker. Here the crystalline 
silicon modules and the CIS (Iow band gap materials) have lower spectral 
mismatch factors (MMF) leading to lower sensitivity to spectral variation with 
AM 6 showing a loss is up to 4%. While the amorphous modules, double and 
triple junctions, which both show large spectral losses with AM 6 showing a 
loss is up to 40%. 
3. Energy prediction tool: an energy prediction tool which embodies all the 
environmental variables was developed and validated. In the year -year 
variations the SSE method had errors of ±8% which was due to the use of 
the STC nameplate efficiency instead of the measured values. In the module 
-module variation SSE method along with the other methods were able to 
predict energy yield within ±4% if the modules power factors were take into 
accounted. In the site-site variations all methods were within ±5% when the 
modules energy yield was predicted for a different site. When SSE is 
implemented to include spectral and angle of incidence effects for thin film 
module a seasonal variation is seen where the annual energy prediction is 
within ±2% while the monthly range from ±1 % in the summer period to over 
±9% in the winter periods. The tool's prediction uncertainty falls within the 
±5% for crystalline and ±10% for thin films, which is the same accuracy as 
other methods and within the measurement uncertainty of outdoor 
measurements. The energy rating was demonstrated on 3 different locations, 
and the results showed the ability of the method to provide both absolute 
values of monthly energy output per module and to quantify the effective 
efficiency and suitability of a module type in a particular location. 
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7.2 Areas for future research 
The main area for further research is in extending the use of the CCD camera. In this 
work the angular distribution of the diffuse irradiance derived from CCD images was 
realised. However, the lsc measured for the PV devices was for in-plane irradiance 
which included both direct and diffuse components. Therefore, if another instrument 
was included to measure beam irradiance, additional relationship could be derived 
for the separate impact on lse. Furthermore, if instrumentation was included in the 
measurement system to account for spectral irradiance, this would provide a 
compressive dataset for more detailed investigation of the angular distribution of the 
spectral context of the incident irradiance. 
There is also further scope for reducing the prediction uncertainty especially for thin 
film PV devices. The SSE method will need to be validated completely for clear and 
cloudy sky conditions for angle of incidence and spectral effects. 
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