This paper is concerned with an inequality for MSE in statistical prediction theory. Takeuchi (1975) provided the inequality for a risk of unbiased predictor under certain regularity conditions. We shall provide an inequality for MSE of an unbiased predictor from L 2 -differentiability of densities point of view. In addition, this inequality is simplified and corresponded to the above under slightly stronger conditions. We shall also state the criterion for L 2 -differentiability in the case that an observable random vector and a predictive random variable are not independent.
Introduction
Suppose that {X , A, µ} and {Y, B, ν} are two measure spaces. Let A and B be σ-algebras of subsets of X and Y, and µ and ν be σ-finite measures on X and Y, respectively. {X × Y, A × B, µ × ν} is the cartesian product space of {X , A, µ} and {Y, B, ν}. Let (P XY θ ) be probability distributions on X × Y with densities p θ (x, y) relative to a σ-finite measure µ × ν, and (P X θ ) a marginal distribution for a random vector X. The parameter space Θ is an open subset of R d . Let X = (X 1 , . . . , X n ) be an observable random vector taking values in X , and Y an unknown random variable taking values in Y. Then the problem of predicting the value of Y based on X is called a statistical prediction problem, as described in Takeuchi (1975) . A predictor T (X) is said to be unbiased if E θ (T (X) − Y ) = 0 for every θ ∈ Θ. We denote the conditional expectation of Y given X by g(X : θ) := E θ (Y | X), the transpose of a matrix M by M .
The following inequality gives a lower bound for MSE of an unbiased predictor. This is a version of the Cramér-Rao inequality to the prediction problem. For the proof, see Takeuchi (1975) p. 16 and Ishii (1978a) pp. 72-75.
Theorem 1.1. Under suitable regularity conditions
for any unbiased predictor T , log p θ (x))( ∂ ∂θ log p θ (x)) dP X θ . On the other hand, some probability distributions do not satisfy such regularity conditions since the conditions of Theorem 1.1 need differentiability of densities and g(X : θ) with respect to θ, having common support of densities with respect to θ and so on. For Suppose that Fisher's information matrix is nonsingular. Then, a lower bound for MSE of any unbiased predictor is provided when the family
is ordinary partial differentiable with respect to θ. Furthermore, under more strigent conditions, this bound could be simplified.
In section 4, we will prove that L 2 -differentiability of ( p θ (x, y)) is equivalent to that of ( p θ (x)) and ( p θ (y | x)) (Theorem 4.1 and 4.2). Section 5 deals with the proofs of Section 3 and 4.
Definition
First, we shall introduce some concepts. We denote the square root of densities by s θ (x) := p θ (x), an inner product by (·, ·), the Euclidean norm by | · | and the space of functions with |f
If θ is a multivariate parameter point, we considerṡ θ (x) as a row vector. We sometimes denote that the family (
We shall use the same notationṡ θ (·) for the L 2 -derivative as well as for the L 2 -gradient; i.e. the row vector of L 2 -partial derivativesṡ θ i (·) (i = 1, . . . , n). Define Fisher's infomation matrix of θ with respect to µ by
and the score functionl θ (x) by Klaassen, Ritov and Wellner (1993) p. 13. Likewise, we shall define L 2 -differentibility and Fisher's information matrix for probability measures (P
XY θ
). Secondly, we consider L 2 -differentiability for the conditional probability density of Y given X. This basic concept is stated by Kuboki (1987) . Define
where
and the square root of conditional density of Y by
To provide the inequality for MSE, we consider the following conditions. 
2 is bounded for every θ in some neighborhood of every fixed point θ 0 ∈ Θ.
Remark 2.5. Condtions (ii) imply conditons (i).
Proof. L
2 -differentiability of ( p θ (x)) is proved from that of induced probabilty measure (Apply Bickel, Klaassen, Ritov and Wellner (1993) , Appendix A.5, Proposition 5). Partial differentiability of E θ (Y ) is verified by using Lemma 5.3.
Main results
Theorem 3.1.
Suppose that T (X) is any unbiased predictor with
E θ T (X) 2 < ∞ and E θ (Y 2 ) < ∞. Then,
under conditions (i), the following inequality for MSE of T (X) holds:
Suppose that T (X) is any unbiased predictor with 
Proof. This assertion is proved from the same argument given in the proof in Ishii (1978b) pp. 69-70. Note that the function T θ specified in (3.3) may depend on θ. In such a case, T θ is not a predictor and there is no predictor that attains the lower bound. Conversely, if T θ is an unbiased predictor and does not depend on θ then it attains the lower bound.
where θ is unknown. It is well-known that this model is continuous L 2 -differentiable from Hájek conditions (see Bickel, Klaasen, Ritov, Wellner (1993) , p. 460, Proposition 4, Corollary 1). By the
Hence we obtain the inequality
For an unbiased predictorX =
Therefore, MSE (mean square error) betweenX and Y attains the lower bound asymptotically. Note that the sample mediamŶ 0 has asymptotically smaller MSE than that of the sample mean:
See Takeuchi and Akahira (1995) Theorem 4.2.2.
where β > 0, −∞ < γ < +∞ are unknown and α is known, i.e., θ = (β, γ) ∈ Θ. In view of Lemma 5.10, restricting α > 2, this model is con-
). Hence, we have I −1
). Finally, we obtain the following inequality for MSE.
Subsequently, we consider the statistics of Theorem 3.4. Since g(X :
−X, we have the predictor T 1 (X) = X. This predictor T 1 is unbiased and does not depend on θ. Hence MSE of T 1 (X) and Y coincides with this lower bound. Actually,
Example 3. (AR(1)) Suppose that 
Hence it follows from Theorem 3.2 that for any unbiased predictorÛ ,
Second, we consider the following estimator for ρ:
, which is called Yule Waker estimator. It is known that this estimator is bounded; |ρ| ≤ 1 (see Nakatuka (1978) p. 247).
It follows thatρ
From the boundedness ofρ, we have
See T. Nakatuka (1978) p. 247. Now we consider a predictorÛ 1 =ρU n . It is verified thatÛ 1 is an unbiased predictor sinceÛ 1 is an odd function. Applying the Cauchy-Schwarz inequality and (3.4), we have the following
Example 4. (Linear model)
where i (i = 1, . . . , n + 1)
∼ Double Exponential Distribution with the mean 0 and the known standard deviation σ, i.e., f (·) =
∼ N (µ, 1). Suppose that i and X i (i = 1, . . . , n) are mutually independent, σ is known, and α, β, µ are unknown. Now we consider the problem predicting Y n+1 based on (
and the joint density of (X, Y ) be p θ (x, y). It follows from Theorem 4.2 that the family
Hence this model satisfies the conditions of Theorem 3.2. First, we establish the lower bound for this model. Since g(X : θ) = α + βX n+1 , we have C(θ) = (1, µ, 0) . On the other hand, since Fisher's information matrix of (X 1 , Y 1 
, we have I −1
Hence, we have the inequality for MSE of any unbiased predictor T (X)
Here we consider an unbiased predictor of Y n+1 . Since the conditional expectation of Y given X is g(X : θ) = α +βX n+1 , we have a predictorŶ = α +βX n+1 , substituting LSEα,β for α, β based on (X i , Y i )(i = 1, . . . , n). Note thatŶ is unbiased sinceα andβ are unbiased esitimators of α and β respectively. LetX := (X 1 , . . . , X n , X n+1 ) and
. Applying the conditional variance ofα givenX, we have
Similarly, we have
Finally, MSE ofŶ is as follows. Hence, it attains the lower bound asymptotically.
Properties of L 2 -differentiability
In this section, we describe some properties of L 2 -differentiability. We use the same notations as in the previous section. It is sometimes not an easy matter to check L 2 -differentiablity for the model where an unknown random variable Y and an observation X are not independent. Here we shall state and prove the useful Theorems.
In some cases, it is inconvenient to check L 2 -differentiability of
The following theorem gives the sufficient condition of L 2 -differentiability in measure P X θ × ν. This result is stated by Strasser (1998) Theorem 3.4, p. 120. Suppose that for every x ∈ X , the family (
Note that we shall use the same notationṡ θ (y | x) for the L 2 -derivative in measure P X θ ×ν as well as for the L 2 -derivative in measure ν. For the following theorem, we consider continuous L 2 -differentiability instead of mere L 2 -differentiability. We denote Fisher's information matrix with respect to ν by 
where |ρ| < 1 is unknown and U 1 , i i = 1, . . . , n are i.i.d. with common known density f (·). U i+1 | U i denotes the conditional random variable of
2 -differentiable in measure µ 2 and satisfies the conditions of Theorem 4.3,
ρ . The densities of U 1 are also L 2 -differentiable. By applying Theorem 4.2, the joint densities of (U 2 , U 1 ) are L 2 -differentiable in measure µ 2 × µ 1 . Repeating this process inductively, we have that the joint densities of
5. Proof.
where M 11 is p × p, M 22 is q × q, and M 22 has an inverse matrix . Then the following inequality holds.
Proof of Lemma 5.1. Putting P = (
), where E p is a p × p unit matrix, we have
2 is bounded for every θ in some neighbourhood of every fixed θ 0 ∈ Θ. Then, it follows
Proof of Lemma 5.2. The above assertion is proved by the same argument as Ibragimov and Has'minskii (1981) , Theorem 7.2. It is sufficient to verify in one dimension parameter case.
Since the probabilty measure
as |h| → 0, (5.3) tends to 0 as |h| → 0. Hence (5.2) → 0 as |h| → 0. Thus we obtain the assertion.
Proof of Lemma 5.3. Putting T (X) = φ θ+h (X), the assertion is proved from Lemma 5.2.
Proof of Theorem 3.1. It follows that
We shall consider the lower bound in the second term of (5.4) because the first term does not include a predictor T . Let S(X; θ) = (
). By Remark 5.4 and unbiasedness of T , we have E θ (S(X; θ)) = 0. Let the covariance matrix of S(X; θ) be Z(θ), we have
In view of Lemma 5.3 and unbiasedness of T (X), it follows that
Hence, we have
the assertion.
Proof of lemma 5.6.
|T (X)|dP
Using Lemma 5.5, we have the assertion.
Proof of Theorem 4.1. Assume without loss of generality that θ ∈ Θ is one dimensional parameter.
Hence, the theorem is proved. Since C(θ) = (g(x : θ)−T (x))ṗ θ (x)dµ, we obtain the assertion.
Lemma 5.9. Suppose that ( p θ (y | x)) is L 2 -differentiable. Let T (X) be a statistics with E θ |T | < ∞. Then, the following assertions hold :
(ii) lim
