SIR models, also with age structure, can be used to describe the evolution of an infective disease. A vaccination campaign influences this dynamics immunizing part of the susceptible individuals, essentially turning them into recovered individuals. We assume that vaccinations are dosed at prescribed times or ages which introduce discontinuities in the evolutions of the S and R populations. It is then natural to seek the "best" vaccination strategies in terms of costs and/or effectiveness. This paper provides the basic well posedness and stability results on the SIR model with vaccination campaigns, thus ensuring the existence of optimal dosing strategies.
Introduction
Aim of this paper is to provide a rigorous analytic environment where different vaccination strategies can be described, tested and optimized.
Our starting point is the following age-structured Susceptible -Infected -Recovered (SIR) model, which originated in [10] , see also [9, Chapter 6] , [14, Chapter 19] or [15, As usual, S = S(t, a) is the density of individuals at time t of age a susceptible to the disease; I = I(t, a) is the density of infected individuals at time t and of age a and the density of individuals that can not be infected by the disease is R = R(t, a), comprising individuals that recovered from the disease as well as those that are immune. The death rates of the three portions of the populations are d S , d I and d R . Above, λ(a, a ′ ) quantifies the susceptible individuals of age a that are infected by individuals of age a ′ . Thus, the nonlocal term that become infected at time t. Finally, r I (t, a) is the fraction of infected individuals of age a that recover at time t, independently from the vaccination campaign. We now introduce a vaccination campaign in (1.1) . To this aim, differently from various paper in the literature, e.g. [7, 8, 12, 13, 18, 19] , we do not introduce any source term in the right hand sides of (1.1). We consider two different approaches.
In a first policy, vaccinations are dosed at a, possibly time dependent, percentage of the population of the prescribed agesā 1 ,ā 2 , . . .,ā N , withā j−1 <ā j . Call η j (t), with η j (t) ∈ [0, 1] the fraction of the S population of ageā j that is dosed a vaccine at time t. Then, assuming that vaccination has an immediate effect, the evolution described by (1.1) has to be supplemented by the vaccination conditions S(t,ā j +) = 1 − η j (t) S(t,ā j −)
[∀t, S(t,ā j ) decreases due to vaccination] I(t,ā j +) = I(t,ā j −)
[the infected population is unaltered] R(t,ā j +) = R(t,ā j −) + η j (t)S(t,ā j −)
[vaccinated individuals are immunized]
(1.2) for a.e. t > 0 and for every j ∈ {1, · · · , N }. Whenever vaccinations can be dosed only to susceptible individuals, the total cost of the vaccination campaign (1.2) at all agesā 1 , . . . ,ā N is proportional to the total number of vaccinations dosed, say
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I being the time interval under consideration and S depending on η through (1.2). However, it is reasonable to consider also the case of vaccinations dosed to the η j (t) portion of the whole population at time t, that is also to infected and immune individuals, in which case (1. 3) has to be substituted by
where S, I and R depend on η through (1.2). Indeed, not always individuals belonging to the R or even I population can be easily distinguished from those in the S population. Remark that in both cases (1.3) and (1.4) , the dynamics of the disease is described by (1.1)-(1.2), since vaccination is assumed to have no effects on R or I individuals. Alternatively, in a second policy, a vaccination campaign may aim at immunizing an age dependent portion, say ν 1 (a), . . . , ν N (a), of the S population at given timest 1 , . . . ,t N . This amounts to substitute (1. As above, in both cases (1.6) and (1.7) , the dynamics of the disease is described by (1.1)-(1.5), since vaccination is assumed to have no effects on R or I individuals.
The most natural way to evaluate the effect of a vaccination campaign is to compute the, possibly weighted, number of infected individuals, namely E = I R + ϕ(t, a) I(t, a) da dt , (1.8) E being a function of η in case (1.2) and a function of ν in case (1.5) . The dependence of the weight ϕ on time t may account for a possible targeting a decrease in the total number of infected individuals after an initial period, while the dependence of ϕ on a may account for different degrees of danger of the disease at the different ages.
Once the cost C and the effect E are selected, we are left with two modeling choices: "The optimization problem in this framework is to find the strategy with minimal costs at a given level for the effect or to find the strategy with the best effect at given costs.", from [13, Introduction] . In more formal terms, we are lead to tackle the problems
for assigned positive E * and C * , with time dependent controls η i in cases (1.3) or (1.4), or else with age dependent controls ν k in cases (1.6) or (1.7). The analytic results presented below provide a framework, consisting of well posedness results and stability estimates, where these problems can be rigorously addressed, see [6] for soem specific examples.
The current literature offers a variety of alternative approaches to similar modeling situations. For instance, in the recent [7] , the vaccination control enters an equation for S similar to that in (1.1) through a term −uS in the right hand side, meaning that vaccination takes place uniformly at all ages. A similar approach is followed also in [12, 13] .
From the analytic point of view, below we prove well posedness and stability for (1.1)-(1.2) and for (1.1)-(1.5) which, in turn, ensure the existence of optimal vaccination strategies. To achieve this, we prove well posedness and stability of a more general IBVP, see (3.1).
The next section presents solutions to problems (1.9), as a consequence of the analytic framework developed in Section 3. All analytic proofs are collected in Section 4.
The Controlled SIR Models
Denote by I the time interval [0, T ], for a positive T , or [0, +∞[. Throughout, we supplement (1.1) with the initial and boundary conditions
We require below the following assumptions on the functions defining (1.1)-(2.1) 1 : 
The initial and boundary data satisfy
First, we provide the basic well posedness result for the model presented above, based on the nonlocal renewal equations (1.1), in the case of the vaccination policy (1.2). 
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depending Lipschitz continuously on the initial datum, through its L 1 norm, and on η, through its L ∞ norm.
The proof, deferred to § 4.4, amounts to show that problem (1.1)-(1.2)-(2.1) satisfies the assumptions of Theorem 3.1 and of Corollary 3.3 below.
In the case of the vaccination policy (1.5), we obtain an analogous result.
Theorem 2.2. Under hypotheses (λ) and (dr), for any initial and boundary data satisfying (IB), for any choice of the vaccination timest 1 , . . . ,t N and of the control function ν ∈ BV(I; [0, 1] N ), problem (1.1)-(1.5)-(2.1) admits a unique solution as in (2.8), depending Lipschitz continuously on the initial datum, through the L 1 norm, and on ν, through the L ∞ norm.
The proof is deferred to § 4.4. Once Theorem 2.1 and Theorem 2.2 are acquired, both costs C and E are easily shown to be strongly continuous functions of the control η. The existence of an optimal strategy then follows through an application of Weierstraß Theorem, as soon as the choice of η or ν is restricted to a suitable strongly compact set. We refer to [6] for a selection of control problems based on Theorem 2.1 or Theorem 2.2.
Analytic Results
The proofs of Theorem 2.1 and of Theorem 2.2 follow from a slightly more general statement.
Theorem 3.1. Consider the following Initial -Boundary Value Problem (IBVP)
where (IBVP.1) g 1 , · · · , g n ∈ C 0,1 (I × R + ; [ǧ,ĝ]) and for all t ∈ I, x ∈ R + , i = 1, . . . , n
are linear and continuous maps and there exist positive constants A L and A 1 such that
there exists a positive A 2 such that for all x 1 ,
. . , γ n ∈ C 0 (I; L 1 (R + ; R n )) are Caratheodory functions, in the sense of Definition 4.2, and there exist positive constants C L , C ∞ such that
for every i ∈ {1, · · · , n}, t ∈ I and x 1 , x 2 ∈ R + .
(IBVP.4) β 1 , . . . , β n are Caratheodory functions in the sense of Definition 4.2; for all t, β 1 (t), . . . , β n (t) ∈ C 1 (R n ; R) and, for all
for every i ∈ {1, · · · , n}, t ∈ I u 1 , u 2 ∈ R n and u ∈ BV(I; R n ).
Then, there exists constants K 1 and K ∞ , a positive time t * and a constant L dependent only on t * , u o L 1 (R + ;R n ) , TV(u o ; R + ) and on the parameters in (IBVP.1)-(IBVP.5) such that (3.1) admits a unique solution
Moreover, if u ′ * and u ′′ * are the solutions to (3.1) corresponding to initial data u ′ o and u ′′ o and to boundary data β ′ and β ′′ , then the following estimate holds for all t ∈ [0, t * ]:
The proof is detailed in § 4.3. In particular, lower bounds for K 1 and K ∞ are in (4.29). Above, solutions to (3.1) are intended essentially in the sense of Definition 4.3: note indeed that for each i = 1, . . . , n, problem (3.1) fits into (4.8), refer to (4.32) for the details. 
which blows up as t → ln 2. Motivated by Remark 3.2, we now strengthen the assumptions in Theorem 3.1 to ensure two properties of key interest in the vaccination model (1.1)-(2.1), namely that the solution u attains positive values and that it is defined on all I. Corollary 3.3. Assume that, besides all assumptions (IBVP.1)-(IBVP.5) in Theorem 3.1, we also have that
Then, each component of the solution u * constructed in Theorem 3.1 attains non negative values. Moreover, u * can be uniquely extended to all I.
The proof is deferred to § 4.3.
Proofs
Let J denote a (non empty) real interval. We use throughout the norms
(4.1)
Preliminary Properties of BV Functions
Recall the following elementary estimates on BV functions, see also [5, Section 4] or [1] :
Inequality (4.2) follows from [1, Formula (3.10)]. The definition of total variation directly implies (4.3), (4.4) and (4.5). For a proof of (4.6) see for instance [3, Lemma 2.3]. We supplement the estimates above with the following one.
Proof. Fix t 0 , t 1 , . . . , t n in J with t i−1 < t i for i = 1, . . . , n. Using [1, Theorem 3.27 and (3.24)],
which completes the proof.
A Scalar Renewal Equation
We consider the following initial-boundary value problem for a linear scalar balance law, or renewal equation, see also [15, Chapter 3] , of the form
We require the following conditions:
Above, we refer to the usual definition of Caratheodory function, namely:
Recall the following definition of solution to (4.8), see also [2, 3, 11, 15, 16, 17] .
As shown below, problem (4.8) admits as unique solution in the sense of Definition 4.3 the map
and we also set σ(t) = X(t; 0, 0), Σ(x) = T (x; 0, 0). Lemma 4.4. Let (g) and (m) hold. Then, E defined in (4.10) satisfies the following estimates, for x ∈ R + and τ, t ∈ J with τ ≤ t:
Proof. The bound (4.12) directly follows from (g), (m), and (4.10). Consider the total variation estimate (4.13). For τ ≤ t, by (4.3) we have
which implies (4.13). Now, consider the total variation estimate (4.14). For τ ≤ t we deduce
and using (g) and (m) we deduce (4.14) . Finally, consider the estimate (4.15). We have
concluding the proof.
The following Lemma summarizes various properties of the solution to (4.8), see also [15] . (SP.2) For every t ∈ J, the following a priori estimates hold:
(SP.3) For every t ∈ J, the following total variation estimate holds
where H(t) is a non decreasing continuous function of t, depending also onǧ,
Remark 4.6. The boundedness of the space variation of f required in (f ) is necessary. Indeed,
The solution is u(t, x) = t sin 1 x − t which has unbounded total variation in space for all t > 0.
Proof of Lemma 4.5. We prove the different items separately.
(SP.1): A standard integration along characteristics is sufficient to prove it.
(SP.2): These bounds are an immediate consequence of (f ), (g), (m) and (4.9).
and we estimate the three terms in the right hand side of (4.20) separately. Begin with the first one, using the second expression in (4.9):
Concerning the second term in (4.20), the following rough estimate is sufficient for later use:
The latter term in (4.20) reads
Using now (4.20),
we prove (4.16). 
Thus, using (f ), we deduce that 
Now consider the case x < σ(t), i.e. Σ(x) < t. We clearly have
Let us estimate the second term TV u(·, x); 
Therefore, using (SP.2), we deduce that
This completes the proof of (SP.4).
(SP.5): Using the already obtained estimates, we have:
We estimate the two latter terms above separately:
Passing to the next term,
[Use (f ) and (4.12)]
completing the proof of (4.19).
(SP.7): This bound is a direct consequence of (4.9). 
(4.25) (SP.9) The following monotonicity property holds:
(SP.10) Ifx > 0 and σ(t) <x, then and Proof. The stability bounds (4.24) and (4.25) can be easily proved using the explicit formula (4.9) and the estimates of Lemma 4.4. Also the monotonicity property (4.26) directly follows from (4.9). We pass to the proof of the estimate (4.27). The proof of the estimate (4.28) is completely analogous. Using (4.9) with the condition σ(t) <x we deduce that
We now estimate all the terms in the previous inequality. Using (4.10), (m) and (g) we have
Using (4.10), and (m), we deduce that
Using (4.10), (m), (g) and (f ) we have
Finally using (4.12) and (g) we get
concluding the proof of (4.27).
Proofs Related to Section 3 -About the IBVP (3.1)
Proof of Theorem 3.1. Fix t * > 0, with t * ∈ I, and let J = [0, t * ]. Define the constants 
(4.30)
Define the map T : X n → X n , such that, for w = (w 1 , · · · , w n ) ∈ X n , T (w) = u, where u = (u 1 , · · · , u n ) solves Remark that in the last line above an essential role is going to be played by the assumption ∂ u j β i (t, u) = 0 for all j ≥ i.
The map T is well defined. (i.e. T (w) ∈ X n for every w ∈ X n ). Aiming at the use of Lemma 4.5, we verify that the assumptions (g), (m), (f ), and (b) therein hold.
(g) holds. It is immediate by (IBVP.1).
(m) holds. The continuity of x → m(t, x) follows from (IBVP.2) and (IBVP.3). Observe that the map t → α i [w(t)](x) is continuous, indeed:
and the fact that w ∈ C 0 (J; L 1 (R + ; R)) allows to conclude. Fix (t 1 , x 1 ), (t 2 , x 2 ) in J × R + and compute, for i = 1, . . . , n, ≤A L w C 0 (J;L 1 (R + ;R)) + C ∞ [By (3.4) and (3.8)]
completing the proof of (m) with
Compute the terms in the right hand side of
separately, obtaining
and similarly
which show that f i ∈ C 0 (J; L 1 (R + ; R)), by (IBVP.3) and (4.30).
We prove now the L 1 and L ∞ bounds on f :
[By (4.32)] proving the L ∞ bound on f i with
The L ∞ bound is proved similarly: Moreover, 
completing the proof that (f ) holds with
(b) holds for i = 1. Note that, in this case, β 1 (t, u) is independent of u, so that using (3.12), TV(b 1 ; J) = TV(β 1 (·); J) ≤ B ∞ .
T w is Lipschitz continuous in time with respect to the L 1 norm. Simply apply (SP. 7) , observing that (f ), (g), (m) and (b) were proved above exhibiting bounds that hold uniformly on X n , once the norm of the initial datum u o and the constants in (IBVP.1)-(IBVP.5) are fixed.
T (w) 1 ∈ X . By Lemma 4.5, u 1 is well defined as solution to the Initial Boundary Value Problem (4.31) with i = 1. By (SP.2), (IBVP.4) and (3.10), we have that
To bound the L ∞ norm, Use (SP.2) and (3.11) to obtain
Using (SP.6), we have u 1 ∈ C 0 J; L 1 (R + ; R) . By (SP.3) and (IBVP.4), for t ∈ J, we have
≤ K ∞ provided t * is small, since by (4.29)
completing the proof that u 1 = (T w) 1 ∈ X . Remark for later use that, by (SP.4), u 1 (·,x 1 ) ∈ BV(J; R) . (4.36) (b) holds for i > 1. Fix now an index i > 1, assume that u 1 , . . . , u i−1 ∈ X and consider the Initial Boundary Value Problem (4.31)-(4.32). By (IBVP.4), the function β i depends only on t and on u 1 , · · · , u i−1 . Moreover, by (IBVP.4) and (4.36), which hold for every u j with j < i, the map
is of bounded variation and hence satisfies (b).
T (w) i ∈ X for i > 1. Lemma 4.5 implies that there exists a solution u i to (4.31). By (SP.2) and (3.9) (3.10), we have that
Using (SP.6), u i ∈ C 0 J; L 1 (R + ; R) . To bound the L ∞ norm, Use (SP.2), (4.9), (3.9), and (3.11) to obtain
We pass now to estimate the total variation. By (SP.3) and (IBVP.4), for t ∈ J, we have
[By (3.9), (3.11) and (3.12)]
[Use (4.9), (4.12), (f ), (4.14)]
This concludes the proof of the well posedness of T .
The map T is a contraction. Fix w,w ∈ X . For later use, we prepare some estimates. By (IBVP.2) and (4.30), for every i ∈ {1, · · · , n}, we deduce that
Moreover, by (IBVP.2) and (4.30), for every i ∈ {1, · · · , n} and j ∈ {1, · · · , n} \ {i}, we obtain Finally by (IBVP.3), for every i ∈ {1, · · · , n} and j ∈ {1, · · · , n} \ {i}, we also have 
Therefore, using (4.37), (4.38), and (4.39), we get that
and so, choosing t * sufficiently small, we obtain that
For i > 1 and t ∈ J, Lemma 4.7 implies that
are the boundary terms respectively for w andw. We thus have that
[By (3.9), (4.41)]
[By (4.39)]
[By 3.9, 3.10 and (4.41)]
[By 4.9, (4.12), and (g)]
[By 4.9, (4.12), and (f )]
Finally, using again (4.37), (4.38), and (4.39), we obtain
Choosing t * sufficiently small, we obtain (T w) i − (Tw) i C 0 (J;L 1 (R + ;R)) ≤ 1 2n d X n (w,w). Together with (4.40), this implies that d X n (T w, Tw) ≤ 1 2 d X n (w,w), hence T is a contraction. 
(4.42)
We need to estimate every term in the right hand side of (4.42). Preliminary, using (IBVP.4), (3.9) and (4.28), we deduce, for t ∈ [0, t * ], that
(4.43)
For j, h ∈ {1, · · · , n}, j = h, and t ∈ [0, t * ], using (IBVP.2), (3.4), (3.5), and (4.29), we have
(4.44)
Moreover, for j, h ∈ {1, · · · , n}, j = h, and t ∈ [0, t * ], using (IBVP.3), we get
Finally, for j ∈ {1, · · · , n} and t ∈ [0, t * ], using (IBVP.2) and (3.5), we have that 
where
An application of Gronwall Lemma yields (3.14) .
Proof of Corollary 3.3. We proceed with the same notation used in the proof of Theorem 3.1, u being the solution to (3.1) on J. The positivity of each u i directly follows from (4.9)-(4.10). Assume, by contradiction, that there exists a maximal time of existencet for the solution u to (3.1). A direct consequence of (NEG) and (EQ) is that Concerning the boundary conditions and transmission relations, we setx i =ā j −ā j−1 for all i ∈ {1, · · · , n} and for all j = {1, · · · , N + 1} such that i − 3(j − 1) ∈ {1, 2, 3}. Moreover
We now verify that the assumptions required in Theorem 3.1 on the functions above hold.
(IBVP.1) holds. It is immediate, since g i (t, a) = 1 for all (t, a) ∈ I × R + .
(IBVP.2) holds. On the basis of (4.48), we have: The proof of Theorem 2.2 can be obtained from the one above exchanging the roles of the independent variables t and a. However, for completeness, we provide an independent proof.
Proof of Theorem 2.2. We now show that Theorem 3.1 can be iteratively applied to problem (1.1)-(2.1)-(1.5). To this aim, define n = 3 and u 1 (t, a) = S(t, a) , u 2 (t, a) = I(t, a) , u 3 (t, a) = R(t, a) . We now iteratively apply Theorem 3.1 on the time interval [t k ,t k+1 ] assigning, on the basis of (2.1), the initial and boundary data We now verify that the assumptions required in Theorem 3.1 on the functions above hold.
(IBVP.2) holds. 
