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Abstract
While neural network-based models have achieved impressive
performance on a large body of NLP tasks, the generaliza-
tion behavior of different models remains poorly understood:
Does this excellent performance imply a perfect generalization
model, or are there still some limitations? In this paper, we
take the NER task as a testbed to analyze the generalization
behavior of existing models from different perspectives and
characterize the differences of their generalization abilities
through the lens of our proposed measures, which guides us to
better design models and training methods. Experiments with
in-depth analyses diagnose the bottleneck of existing neural
NER models in terms of breakdown performance analysis, an-
notation errors, dataset bias, and category relationships, which
suggest directions for improvement. We have released the
datasets: (ReCoNLL, PLONER) for the future research at
our project page: http://pfliu.com/InterpretNER/. 1.
1 Introduction
Neural network-based models have achieved great suc-
cess on a wide range of NLP tasks (Devlin et al. 2018;
Bahdanau, Cho, and Bengio 2014). However, the generaliza-
tion behaviors of neural networks remain largely unexplained.
Recently, some researchers are beginning to realize this prob-
lem and attempt to understand the generalization behavior of
neural networks in terms of network architectures or optimiza-
tion procedure (Zhang et al. 2016; Baluja and Fischer 2017;
Schmidt et al. 2018). However, it is incomplete to ignore the
characteristics of tasks and datasets for generalization analy-
sis since it not only depends on the model’s architectures but
on the data itself (Arpit et al. 2017).
In NLP, there is a massive gap between the growing task
performance and the understanding of model generalization
behavior. Many tasks have reached a plateau in the perfor-
mance on a particular dataset (Rajpurkar, Jia, and Liang 2018;
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1As a by-product of this paper, we have open-sourced a project
that involves a comprehensive summary of recent NER papers and
classifies them into different research topics: https://github.com/
pfliu-nlp/Named-Entity-Recognition-NER-Papers.
Devlin et al. 2018), which calls for a data-dependent under-
standing of models’ generalization behavior.
In this paper, we take a step further towards diagnosing and
characterizing generalization in the context of a specific task.
Concretely, we take named entity recognition (NER) task as
a study case and investigate three crucial yet rarely raised
questions through entity- and class-centric generalization
analyses.
Q1: Does our model really have generalization ability, or it
just pretends to understand and make some shallow template
matches as observed in (Jia and Liang 2017)? We devise a
measure, which can break down the test set into different
interpretable groups, helping us diagnosing inadequacies in
the generalization of NER models (Sec. 4.1). Furthermore,
this measure makes it easier to find human annotation errors,
which cover the actual generalization ability of the existing
models (Sec. 4.1). Q2: What factor of a dataset can distin-
guish neural networks that generalize well from those that
don't? We introduce two metrics to quantify the dataset bias
in a cross-dataset experimental setting, enabling us to better
understand how the dataset bias influences the models’ gen-
eralization ability (Sec. 4.2). Q3: How does the relationship
between entity categories influence the difficulty of model
learning? Our class-centric analysis shows that if two cate-
gories, e.g. C1 and C2, have overlaps (i.e. sharing a subset of
entities), then most of the errors on C1 made by the model
are due to mistakenly predicting C1 as C2 (Sec. 4.3). Our
experiment results show the prospects for further gains for
these problems from novel architecture design and knowl-
edge pre-training seem quite limited (Sec. 4.3). Tab. 1 shows
the framework of our experimental designs.
Main Contributions This paper understands the gener-
alization behavior from multiple novel angles, which con-
tributes from the following two perspectives: 1) For the task
itself, we identify the bottleneck of existing methods on the
NER task in terms of breakdown performance analysis, anno-
tation errors, dataset bias, and category relationships, which
suggest directions for improvement and can drive the progress
of this area. 2) Other tasks can benefit from the research evi-
dence found in this study. For example, this paper not only
shows that utilizing less but more relevant data can achieve
better performance, but also provides an effective and princi-
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pled way to select more relevant training samples.
Observations Our findings are summarized as follows: (1)
The fine-grained evaluation based on our proposed measure
reveals that the performance of existing models (including
the state-of-the-art model) heavily influenced by the degree
to which test entities have been seen in training set with the
same label (Exp-I in Sec. 4.1). (2) The proposed measure
enables us to detect human annotation errors, which cover
the actual generalization ability of the existing model. We
observe that once these errors are fixed, previous models
can achieve new state-of-the-art results, 93.78 F1-score on
CoNLL2003, which refers to Exp-II in Sec. 4.1. (3) We in-
troduce two measures to characterize the data bias and the
cross-dataset generalization experiment shows that the per-
formance of NER systems is influenced not only by whether
the test entity has been seen in the training set but also by
whether the context of the test entity has been observed (Exp-
III in Sec. 4.2). (4) Providing more training samples is not
a guarantee of better results. A targeted increase in training
samples will make it more profitable, which refers to Exp-IV
in Sec. 4.2. (5) The relationship between entity categories
influences the difficulty of model learning, which leads to
some hard test samples that are difficult to solve using com-
mon learning methods, which refer to Exp-V and Exp-VI in
Sec. 4.3.
2 Related Work
Our work can be uniquely positioned in the context of the
following two aspects.
Neural Network-based Models for NER Some re-
searchers design different architectures which vary in word
encoder (Chiu and Nichols 2016; Ma and Hovy 2016), sen-
tence encoder (Huang, Xu, and Yu 2015; Ma and Hovy 2016;
Chiu and Nichols 2016) and decoder (CRF) (Huang, Xu, and
Yu 2015). Some works explore how to transfer learned pa-
rameters from the source domain to a new domain (Chen and
Moschitti 2019; Lin and Lu 2018; Cao et al. 2018). Recently,
(Yang, Liang, and Zhang 2018; Reimers and Gurevych 2017)
systematically analyze neural NER models to provide useful
guidelines for NLP practitioners. Different from the above
works, instead of exploring the possibility for a new state-of-
the-art in this paper, we aim to bridge the gap between the
growing task performance and the understanding of model
generalization behavior.
Analyzing Generalization Ability of Neural Networks
Most existing works have analyzed the generalization power
of DNNs by quantifying how the number of parameters, noise
label, regularization, influence training process on a set of
simple classification tasks. (Fort, Nowak, and Narayanan
2019) investigate neural network training and generaliza-
tion by introducing a measure and study how it varies with
training iteration and learning rate. (Zhang et al. 2016;
Arpit et al. 2017) explore the generalization of the neural
network by showing how the impact of representational ca-
pacity changes with varying noise levels and regularization.
The goal of this paper is to study in the light of a specific
NLP task, discussing how neural networks achieve linguistic
generalization abilities. More recently, (Zhong et al. 2019)
try to analyze the generalization of neural networks in the
text summarization task, which is mainly performed from a
dataset perspective.
3 Task, Methods, and Datasets
3.1 Task Description
Named entity recognition (NER) is usually formulated as
a sequence labeling problem (Borthwick et al. 1998). For-
mally, let X = {x1, x2, . . . , xT } be an input sequence and
Y = {y1, y2, . . . , yT } be the output tags. The goal of this
task is to estimate the conditional probability: P (Y |X) =
P (yt|X, y1, · · · , yt−1)
Why do We Choose the NER Task? The goal of this pa-
per is to study how neural networks achieve linguistic-level
generalization abilities via the lens of a well-chosen NLP
task. Compared with other general classification tasks, the
NER task is particularly suitable here because 1) it contains
more category labels; 2) different categories contain a num-
ber of training samples, which provides an ideal testbed for
us to observe the generalization behavior of neural networks.
Although our focus is on NER tasks, our solution can be
ported to the other tagging problems.
3.2 Neural Network-based Methods for NER
To evaluate the importance of different components of the
NER systems, we varied our models mainly in terms of three
aspects: different choices of character-, word-, and sentence-
level encoders and decoders. Tab.2 illustrates the models
we have studied in this paper. Specifically, for Exp-I, we
mainly focus on how different choices of pre-trained models
(Mikolov et al. 2013; Peters et al. 2018; Devlin et al. 2018)
influence systems’ generalization abilities. All models adopt
LSTM as sentence encoder and CRF as the decoder. For
Exp-III and Exp-IV, we use CnoneWrandlstmCrf model to
achieve cross-dataset generalization evaluation.
For Exp-V, we adopt CcnnWglovelstmMLP architecture
since MLP decoder is easy to compute the measure Consis-
tency. For Exp-VI, detailed choices of evaluated models are
listed in Tab.7.
3.3 NER Datasets for Evaluation
We conduct experiments on three benchmark datasets: the
CoNLL2003 NER dataset, the WNUT16 dataset, an d
OntoNotes 5.0 dataset. The CoNLL2003 NER dataset (Sang
and De Meulder 2003) is based on Reuters data (Collobert et
al. 2011). WNUT16 dataset is provided by the second shared
task at WNUT-2016. The OntoNotes 5.0 dataset (Weischedel
et al. 2013) is collected from telephone conversations (TC),
newswire (NW), newsgroups, broadcast news (BN), broad-
cast conversation (BC) and weblogs (WB), pivot text (PT)
and magazine genre (MZ). Due to the lack of NER labels
of PT and the insufficient amount of data of TC, we only
evaluate the other five domains.
Views Q. Measures Applications
Entity
Q1 (Sec. 4.1) Entity Coverage Ratio
(Exp I) Breaking down the test set
(Exp-II) Annotation errors detecting and fixing
Q2 (Sec. 4.2)
Expectation of Coverage Ratio (Exp-III) Cross-dataset generalization
Contextual Coverage Ratio (Exp-IV) Order matters for data augmentation
Category Q3 (Sec. 4.3) Consistency
(Exp V) Probing inter-category relationships
(Exp-VI) Exploring the errors of hard cases
Table 1: Outline of our experiment designs. Q1: Does our model really have generalization? Q2: What factor of a dataset can
distinguish neural networks that generalize well from those that don’t? Q3: How does the relationship between entity categories
influence the difficulty of model learning?
Models
Character Word Sentence Decoder
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CcnnWglovecnnMlp
√ √ √ √
CcnnWglovelstmMlp
√ √ √ √
CcnnWglovecnnCrf
√ √ √ √
CnoneWglovelstmCrf
√ √ √ √
CcnnWglovelstmCrf
√ √ √ √
CelmWnonelstmCrf
√ √ √ √
CelmWglovelstmCrf
√ √ √ √
CnoneWrandlstmCrf
√ √ √ √
CflairWglovelstmCrf
√ √ √ √
CbertWnonelstmCrf
√ √ √ √
Table 2: Neural NER systems with different architectures and
pre-trained knowledge, which we studied in this paper.
4 Experiment and Analysis
4.1 Diagnosing Generalization with Entity
Coverage Ratio
The generalization ability of neural models is often evaluated
based on a holistic metric over the whole test set. For example,
the performance of the NER system is commonly measured
by the F1 score. Despite its effectiveness, this holistic metric
fails to provide fine-grained analysis and as a result, we
are not clear about what the strengths and weaknesses of a
specific NER system are.
Driven by Q1, we propose to shift the focus of evaluation
from a holistic way to fine-grained way, navigating directly to
the parts which influence the generalization ability of neural
NER models. We approach the above end by introducing the
notion of entity coverage ratio (ECR) for each test entity,
by which the test set will be divided into different sub-sets,
and the overall performance could be broken down into inter-
pretable categories.
Entity Coverage Ratio (ECR) The measure entity cover-
age ratio is used to describe the degree to which entities in
the test set have been seen in the training set with the same
category. Specifically, we refer to ei as a test entity, whose
coverage ratio is defined as:
ρ(ei) =
{
0 C = 0
(
∑K
k=1
#(etr,ki )
Ctr #˙(e
te,k
i ))/C
te otherwise
(1)
ρ(e) Interpretation
ρ = 1 Entity e appears in train set with only label k
ρ ∈ (0, 1) Entity e appears in train set with diverse labels
ρ = 0 ∧ C 6= 0 Entity e appears in train set but without label k
ρ = 0 ∧ C = 0 Entity e doesn’t appear in train set
Table 3: Interpretation of ρ with different values.
where etr,ki is the entity ei in the training set with ground
truth label k, ete,ki is the entity ei in the test set with ground
truth label k, Ctr =
∑K
k=1#(e
tr,k
i ), C
te =
∑K
k=1#(e
te,k
i ),
and # denotes the counting operation.
For example, in the training set, “chelsea” is labeled
as the category Person 6 times, and Organization 4
times, while in the test set, labeled as Person 3 times and
Organization 2 times, so ρ (“chelsea”) = (0.6× 3 +
0.4 × 2)/3 = 0.52. According to Eq.1, we can investigate
the relationship between the coverage ratio of the entity ei
and model’s generalization ability on this entity. The possible
values of ρ(ei) and their corresponding interpretation can be
found in Tab. 3.
Exp-I: Breaking Down the Test Set
Instead of utilizing a holistic metric on the whole dataset,
we break down the test set into interpretable regions by the
measure ρ and then observe how the generalization ability of
the NER models varies with it.
Results Based on Tab. 4 and driven by Q1, our observa-
tions are: 1) In general, the part of test entities with high
performance are usually the ones that appear in the training
set. By contrast, if the test entity is unseen, it will achieve
a lower performance. 2) No matter what level (character
or word) pre-trained embeddings are introduced, the perfor-
mances of unseen entities are largely improved. 3) Compar-
ing two different levels of pre-trained methods, ELMo and
FLAIR achieve better performances on unseen entities but
have not shown significant gain on seen entities. 4) Com-
pared to Rand, CNN shows its superior performance on the
prediction of unseen entities. 5) For different parts of the test
set, we find C 6= 0 is the most challenging part (even for
Datasets
Embed-layer Entity Coverage Rate
Char Word Overall 1 (0.5, 1) (0, 0.5] C 6= 0 C = 0
CoNLL
CNN - 76.42 79.94 86.99 78.84 69.74 77.61
FLAIR - 89.98 95.30 95.58 82.39 72.16 90.39
ELMo - 91.79 97.61 95.98 85.15 71.43 92.22
BERT - 91.34 97.72 95.17 86.66 77.83 92.37
- Rand 78.43 95.05 94.75 73.54 37.97 66.40
- GloVe 89.10 98.44 96.31 81.34 57.80 87.23
CNN Rand 82.88 94.13 94.48 74.25 47.78 78.91
CNN GloVe 90.33 98.32 95.94 80.33 59.67 89.74
ELMo GloVe 92.46 98.08 96.46 86.14 69.79 93.08
FLAIR GloVe 93.03 98.56 96.38 87.07 73.58 93.42
WNUT
CNN - 20.88 45.99 67.01 40.25 19.14 19.74
FLAIR - 41.49 81.15 88.14 54.36 39.56 43.44
ELMo - 43.70 88.72 90.83 55.56 44.19 43.32
BERT - 44.08 77.75 81.61 49.74 34.65 41.92
- Rand 14.97 60.62 83.84 50.00 3.90 4.77
- GloVe 37.28 89.29 92.62 45.65 35.34 35.15
CNN Rand 22.29 48.88 71.43 39.08 16.75 18.83
CNN GloVe 40.72 86.12 92.24 49.74 26.67 40.06
ELMo GloVe 45.33 90.38 89.92 56.57 37.8 46.58
FLAIR GloVe 45.96 90.52 89.92 61.69 42.07 48.38
Table 4: The breakdown performance on CoNLL and WNUT datasets with different pre-training strategies, which is based on
the LSTM as sentence encoder and CRF as the decoder. “Rand” represents the word representations are randomly initialized.
“Overall” denotes the F1 score on the whole test set and the names of the last five columns correspond to ρ definition in Tab.3.
the state-of-the-art model), followed by C = 0 and (0, 0.5].
Interestingly, on the CoNLL dataset, we find that if the test
entity is labeled as a different category in the training set, it
will be more difficult to learn compared with entities which
have not been seen in the training set. 6) We find that the
character- and the word-level pre-trained embeddings are
complementary to each other. Combining these two types of
pre-trained knowledge will further improve the performance
by a considerable margin.
Exp-II: Annotation Errors Detecting and Fixing
For each test entity with tag k, the measure ECR quantifies
its label ambiguity: the proportion that this entity is labeled
as k in the training set. Its intriguing property could help us
find the annotation errors of the dataset.
Detecting Errors Specifically, since ρmeasures the degree
to which entities in the test set have been seen in the training
set with the same label, the value of ρ within some ranges
suggests that corresponding entities are more prone to an-
notation errors, such as ρ = 0, C 6= 0 (entity ek appeared
in train set but without label k) and ρ ∈ (0, 0.5] (entity ek
appeared in train set with diverse labels).
Fixing Errors While researchers have been aware of anno-
tation errors, such as on the tasks of Part-of-Speech (Manning
2011) and Chinese word segmentation (Ma, Ganchev, and
Weiss 2018), yet few attempts have been made to fix them.
The significance of correcting annotation errors for tagging
tasks has been originally mentioned by (Manning 2011). In
this paper, we argue that fixing annotation errors can not only
boost the NER performance, but can reflect the true general-
ization ability of the existing models, making it possible to
identify the real weaknesses of current systems.
Evaluation on Revised CoNLL (ReCoNLL) Many errors
and inconsistencies in NER datasets are quite non-systematic
and are hard to fix by deterministic rules. Therefore, we
manually fixed errors with the instruction of the measure ECR
(entity coverage ratio). Finally, we corrected 65 sentences in
the test set, and 14 sentences in training set. When the revised
dataset is ready, we re-train several typical NER models and
make a comparison to the original ones.
The results are shown in Tab. 5. We find that once these
errors are fixed, the performance of all these models has
been improved, which indicates that human annotation errors
cover the actual generalization ability of the existing model.
Notably, the NER model FLAIR has driven the state-of-the-
art result to a new level.
4.2 Measuring Dataset Bias
To answer the question Q2: “what factor of a dataset can
distinguish neural networks that generalize well from those
that don’t”, in this section, we introduce two measures, which
can quantify the relationship of entities between training
and test sets from dataset-level and help us understand the
generalization behavior.
Expectation of Entity Coverage Ratio (EECR) Here, we
define the expectation of the coverage ratio over all entities
Model CoNLL ReCoNLL
(Devlin et al. 2018) 92.80 -
(Peters et al. 2018) 92.22 -
(Akbik, Blythe, and Vollgraf 2018) 93.09 -
(Akbik, Bergmann, and Vollgraf ) 93.18 -
Our Implementation
GloVe 89.10 89.85
ELMo 91.79 92.65
BERT 91.34 92.16
FLAIR 93.03 93.78
Table 5: The test performance (F1 score) on CoNLL 2003
and its revised version.
in test data as Eρ(e) as follows:
Eρ(e) =
∑
i∈Ne
ρ(ei) ∗ freq(ei) (2)
in which Ne denotes the number of unique test entities and
freq(ei) represents the frequency of the test entity ei.
This index measures the degree to which the test entities
have been seen in the training set. A higher value is suggestive
of a larger proportion of entities with high coverage ratio.
Contextual Coverage Ratio (CCR) We introduce a no-
tion of η to measure the contextual similarity of entities
belonging to the same category but from the training and the
test sets, respectively.
ηk(Dtr, Dte) =
∑
fi∈φkte
∑
fj∈φktr
pfipfjSim(vfi , vfj ) (3)
where k denotes the category of an entity. Dtr and Dte rep-
resents the training and test sets. φktr denotes a set of the
high-frequency contextual patterns in which entities in train-
ing set reside in. We set the window size to 3, and choose 30
bigrams and 20 trigrams, then we obtain their vector repre-
sentation vf∗ of each word span using BERT followed by a
mean operation. Sim(·) is a cosine-similarity function. pfi
is the probability of the contextual pattern fi, which is using
the frequency of the contextual pattern divided by the total
contextual patterns’ frequency.
Exp-III: Cross-dataset Generalization
The Expectation of Entity Coverage Ratio and Contextual
Coverage Ratio can measure the similarity between training
and test set from a different perspective. Next, we show how
these two measures correlate with the model’s performance
by a cross-dataset generalization experiment.
Data Construction: PLONER We re-purpose a dataset for
cross-domain generalization evaluation, in which three types
of entities (PERSON, LOCATION, ORGANIZATION) from dif-
ferent domains are involved, therefore named “PLONER”
dataset. Specifically, we pick a set of representative NER
datasets including: WNUT16, CoNLL03, OntoNotes-
bn, OntoNotes-wb, OntoNotes-mz, OntoNotes-
nw, and OntoNotes-bc. These datasets use disparate en-
tity classification schemes, which makes it hard to conduct
zero-shot transfer. We collapse types into standard categories
used in the MUC (Grishman and Sundheim 1996) competi-
tions (PERSON, LOCATION, ORGANIZATION) and the other
categories are dropped. 2 To be fair, we limited the number
of samples in each dataset to the same 2,500.
Matrix Train WN. Co. BN WB MZ NW BC P-row
M
F
1
WN. 46.6 16.7 12.0 13.8 11.4 6.50 11.7 0.98
Co. 22.2 70.2 19.4 17.5 12.7 19.8 17.3 0.93
BN 24.4 35.2 65.7 35.4 28.6 36.2 42.3 0.93
WB 19.6 25.6 28.0 55.7 17.3 28.3 25.8 0.83
MZ 15.3 25.0 29.7 21.8 67.8 32.2 26.6 0.89
NW 22.2 24.2 32.6 29.3 24.6 68.4 26.9 0.87
BC 28.6 29.1 41.1 43.6 25.5 33.2 70.3 0.90
P-col 0.93 0.97 0.97 0.83 0.96 0.94 0.96 0.88
M
ρ
WN. 1.00 0.26 0.29 0.21 0.07 0.24 0.31 0.96
Co. 0.325 1.00 0.35 0.37 0.29 0.36 0.37 0.94
BN 0.35 0.33 1.00 0.49 0.32 0.45 0.65 0.95
WB 0.27 0.22 0.43 1.00 0.29 0.34 0.52 0.91
MZ 0.15 0.15 0.24 0.15 1.00 0.31 0.23 0.99
NW 0.20 0.27 0.38 0.34 0.34 1.00 0.41 0.92
BC 0.28 0.22 0.52 0.49 0.35 0.36 1.00 0.87
P-col 0.95 0.95 0.91 0.89 0.97 0.92 0.92 0.78
M
φ
WN. 1.00 0.06 0.08 0.11 0.07 0.03 0.12 0.99
Co. 0.176 1.00 0.20 0.35 0.20 0.13 0.27 0.91
BN 0.19 0.22 1.00 0.56 0.34 0.18 0.65 0.88
WB 0.29 0.26 0.41 0.88 0.42 0.23 0.70 0.70
MZ 0.32 0.28 0.43 1.00 1.00 0.33 0.68 0.57
NW 0.36 0.22 0.42 0.90 0.53 1.00 0.69 0.70
BC 0.26 0.22 0.40 0.52 0.32 0.19 1.00 0.90
P-col 0.85 0.97 0.96 0.45 0.93 0.93 0.83 0.89
Table 6: Illustration of F1 score, EECR, and CCR on cross-
dataset setting. P-row and P-col represent row- and
column-wise Pearson correlation coefficient. Green, Pink
and Yellow regions denote the correlation between MF1
and Mρ+Mφ, Mρ, Mφ respectively. The Blue is the overall
correlation coefficient.
Results Tab. 6 shows the cross-dataset expectation of cov-
erage ratio (Mρ), contextual coverage ratio (Mφ), and F1
score (MF1). Each column corresponds to the performance
when testing on one dataset and training on each of other
datasets. We detail our findings as follows:
1) The diagonal elements of the MF1 achieve the highest
values, which suggests that models generalize poorly on the
samples from different distributions (domains).
2) The highest values are also achieved on the diagonal
in Mρ and Mφ. Additionally, from the values of Pearson
coefficient, we could find the two measures: expectation of
2We have released the dataset.
coverage ratio (Mρ), contextual coverage ratio (Mφ) correlate
closely with F1-score Mρ.
3) Column-wisely, given a test dataset, ρ, φ, and F1 can
usually achieve the highest values on the same training set,
which suggests we can select the most useful training sets
through the measures ρ and φ when the distribution to be
tested is given and we have some samples from it as the
validation set.
4) Given a test set, the training set with higher EECR
(Expectation of Entity Coverage Ratio) value could also ob-
tain a lower F1 score, since entity coverage ratio is not the
only factor that effects generalization and the contextual
coverage ratio also matters.
A significant case can be found in Tab. 6 (numbers in
boxes), taking the WB as a test set, we observe that WNUT and
CoNLL have higher ECR(ρ) value than MZ while obtaining
lower F1 score. We can speculate the reason from the φ-
M , that the contextual coverage ratio between WB and MZ is
much higher than utilizing WNUT and CoNLL as training sets.
The above results show that the generalization ability of NER
models is influenced not only by whether the test entity has
been seen in the training set but also by whether the context
of the test entity has been seen.
Exp-IV: Order Matters for Data Augmentation
The measure ECCR can be used to quantify the im-
portance of different source domains, therefore allowing
us to select suitable ones for data augmentation. Next we
will show how to utilize the ECCR metric to make bet-
ter choices of source domains from the seven candidates:
WNUT16, CoNLL03, OntoNotes-bn, OntoNotes-wb,
OntoNotes-mz, OntoNotes-nw, and OntoNotes-
bc. We take WNUT as the tested object and continuously
increase the training samples of above seven datasets in three
ways: 1) random order of EECR scores; 2) descending order
of EECR scores; 3) ascending order of EECR scores;
Results Fig. 1 shows the results and we can find that it is
not that the more training data we have, the better perfor-
mance we will obtain. When we introduce multiple training
sets for data augmentation, the order of the distance between
training sets and validation sets can help us select the most
useful training sets.
4.3 Diagnosing Generalization with Consistency
Above entity-centric analyses encourage us to find inter-
pretable factors that affect the model’s generalization ability.
We can also understand the models’ generalization behavior
from the perspective of the category of each entity. To an-
swer the question Q3, we propose to use a proxy measure
consistency via the angle of gradients to investigate how the
relationship between entity categories influence the difficulty
of model learning.
The core idea behind the measure consistency is to quantify
the effect of different test samples on the trained parameters
in NER models. Formally, given a training sample x and its
ground truth label y, we refer to f(x, θ) as the parameterized
1 2 3 4 5 6 750
52
54
56
58
60
descend
ascend
random
Figure 1: Changes of F1-score as more source domains are
introduced in three different orders: descending order (red),
ascending order (orange) and random order (blue) of EECR
scores.
Algorithm 1 Consistency calculation and evaluation for
Named Entity Recognition
Require: Training dataset Dtr and multiple subsets of validation
dataDval1 , · · · ,DvalK ⊂ Dval. . K is the number of categories
Require: Parameters of the model θ ← θ0
1: Train the model using Dtr: θ ← θˆ
2: for p ∈ {1 · · ·K} do
3: for q ∈ {1 · · ·K} do
4: Compute class-level consistency: δ(p, q) =
1
|Dvalp ||Dvalq |
∑|Dvalp |
i
∑|Dvalq |
j Cs(g
p
ei ,g
q
ej ) . Eq.4
5: end for
6: end forreturn A consistency matrix M ∈ RK×K
neural network. Generally, the loss function L(f(x, θ), y)
shows the difference between model’s output and ground
truth label. And the gradients of the loss with respect to θ
can be formulated as: g = ∇θL(f(x, θ), y) Here, we pro-
pose to characterize the generalization ability of neural net-
works by observing the gradients’ behaviors of test samples.
Specifically, given any two samples, the measure consistency
Cs can be defined as the cosine angle of their gradients:
Cs(g1,g2) =
g1·g2
|g1||g2| , where |v| denotes the L2-norm of
vector v. g1 and g2 represent two gradient vectors derived
from two samples. The idea of utilizing the angle of gradients
induced by two test examples has been originally explored
on image classification (Fort, Nowak, and Narayanan 2019).
Here, we extend this idea to NLP tasks.
Consistency Evaluation for NER Formally, given an en-
tity ek and its label yk, we refer to gke = ∇θL(f(x, θ), yk)
as its generated gradient vector, where x is the input sample
containing entity ek. Then, for any two samples that con-
tain two entities (ei and ej) with different categories (p and
q), we introduce the measure δ(p, q) to quantify the differ-
ence between two directions along which the parameters are
updated.
δ(p, q) =
1
CpCq
Cp∑
i
Cq∑
j
Cs(gpei ,g
q
ej ) (4)
where p and q denote different entity categories. Cp rep-
resents the number of test entities with category p. Alg. 1
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gqe
<latexit sha1_base64="WK2N2RXfi dl+wc4LSbGGG3Z/fX4=">AAACzHicjVHLSsNAFD2Nr1pfVZdugkVwVRIRdFlw4 0oq2IdULUk6rUPzcjIRSsjWH3Cr3yX+gf6Fd8YU1CI6IcmZc+85M/deN/Z5Ii 3rtWTMzS8sLpWXKyura+sb1c2tdhKlwmMtL/Ij0XWdhPk8ZC3Jpc+6sWBO4Pqs 445PVLxzz0TCo/BCTmJ2HTijkA+550iiLkc32V3ez1jer9asuqWXOQvsAtRQr GZUfcEVBojgIUUAhhCSsA8HCT092LAQE3eNjDhBiOs4Q44KaVPKYpThEDum74 h2vYINaa88E6326BSfXkFKE3ukiShPEFanmTqeamfF/uadaU91twn93cIrIFbi lti/dNPM/+pULRJDHOsaONUUa0ZV5xUuqe6Kurn5pSpJDjFxCg8oLgh7Wjnts 6k1ia5d9dbR8TedqVi194rcFO/qljRg++c4Z0H7oG5bdfv8sNawilGXsYNd7NM 8j9DAKZpokXeARzzh2TgzpJEZ+WeqUSo02/i2jIcP0n6TLQ==</latexit><latexit sha1_base64="WK2N2RXfi dl+wc4LSbGGG3Z/fX4=">AAACzHicjVHLSsNAFD2Nr1pfVZdugkVwVRIRdFlw4 0oq2IdULUk6rUPzcjIRSsjWH3Cr3yX+gf6Fd8YU1CI6IcmZc+85M/deN/Z5Ii 3rtWTMzS8sLpWXKyura+sb1c2tdhKlwmMtL/Ij0XWdhPk8ZC3Jpc+6sWBO4Pqs 445PVLxzz0TCo/BCTmJ2HTijkA+550iiLkc32V3ez1jer9asuqWXOQvsAtRQr GZUfcEVBojgIUUAhhCSsA8HCT092LAQE3eNjDhBiOs4Q44KaVPKYpThEDum74 h2vYINaa88E6326BSfXkFKE3ukiShPEFanmTqeamfF/uadaU91twn93cIrIFbi lti/dNPM/+pULRJDHOsaONUUa0ZV5xUuqe6Kurn5pSpJDjFxCg8oLgh7Wjnts 6k1ia5d9dbR8TedqVi194rcFO/qljRg++c4Z0H7oG5bdfv8sNawilGXsYNd7NM 8j9DAKZpokXeARzzh2TgzpJEZ+WeqUSo02/i2jIcP0n6TLQ==</latexit><latexit sha1_base64="WK2N2RXfi dl+wc4LSbGGG3Z/fX4=">AAACzHicjVHLSsNAFD2Nr1pfVZdugkVwVRIRdFlw4 0oq2IdULUk6rUPzcjIRSsjWH3Cr3yX+gf6Fd8YU1CI6IcmZc+85M/deN/Z5Ii 3rtWTMzS8sLpWXKyura+sb1c2tdhKlwmMtL/Ij0XWdhPk8ZC3Jpc+6sWBO4Pqs 445PVLxzz0TCo/BCTmJ2HTijkA+550iiLkc32V3ez1jer9asuqWXOQvsAtRQr GZUfcEVBojgIUUAhhCSsA8HCT092LAQE3eNjDhBiOs4Q44KaVPKYpThEDum74 h2vYINaa88E6326BSfXkFKE3ukiShPEFanmTqeamfF/uadaU91twn93cIrIFbi lti/dNPM/+pULRJDHOsaONUUa0ZV5xUuqe6Kurn5pSpJDjFxCg8oLgh7Wjnts 6k1ia5d9dbR8TedqVi194rcFO/qljRg++c4Z0H7oG5bdfv8sNawilGXsYNd7NM 8j9DAKZpokXeARzzh2TgzpJEZ+WeqUSo02/i2jIcP0n6TLQ==</latexit>
gpe
<latexit sha1_ba se64="yEI7KYKZ7CBwAcYN0esNTFxgd MY=">AAACzHicjVHLSsNAFD2Nr1pfV ZdugkVwVRIRdFlw40oq2IfUWpJ0WkPz YjIRSsjWH3Cr3yX+gf6Fd8YpqEV0QpI z595zZu69bhL4qbCs15KxsLi0vFJer aytb2xuVbd32mmccY+1vDiIedd1Uhb4 EWsJXwSsm3DmhG7AOu7kTMY794ynfhx diWnC+qEzjvyR7zmCqOvxbZ4Ug5wVg2 rNqltqmfPA1qAGvZpx9QU3GCKGhwwh GCIIwgEcpPT0YMNCQlwfOXGckK/iDAU qpM0oi1GGQ+yEvmPa9TQb0V56pkrt0S kBvZyUJg5IE1MeJyxPM1U8U86S/c07V 57yblP6u9orJFbgjti/dLPM/+pkLQI jnKoafKopUYysztMumeqKvLn5pSpBDg lxEg8pzgl7Sjnrs6k0qapd9tZR8TeVK Vm593Ruhnd5Sxqw/XOc86B9VLetun1 5XGtYetRl7GEfhzTPEzRwjiZa5B3iEU 94Ni4MYeRG8ZlqlLRmF9+W8fAB0BmTL A==</latexit><latexit sha1_ba se64="yEI7KYKZ7CBwAcYN0esNTFxgd MY=">AAACzHicjVHLSsNAFD2Nr1pfV ZdugkVwVRIRdFlw40oq2IfUWpJ0WkPz YjIRSsjWH3Cr3yX+gf6Fd8YpqEV0QpI z595zZu69bhL4qbCs15KxsLi0vFJer aytb2xuVbd32mmccY+1vDiIedd1Uhb4 EWsJXwSsm3DmhG7AOu7kTMY794ynfhx diWnC+qEzjvyR7zmCqOvxbZ4Ug5wVg2 rNqltqmfPA1qAGvZpx9QU3GCKGhwwh GCIIwgEcpPT0YMNCQlwfOXGckK/iDAU qpM0oi1GGQ+yEvmPa9TQb0V56pkrt0S kBvZyUJg5IE1MeJyxPM1U8U86S/c07V 57yblP6u9orJFbgjti/dLPM/+pkLQI jnKoafKopUYysztMumeqKvLn5pSpBDg lxEg8pzgl7Sjnrs6k0qapd9tZR8TeVK Vm593Ruhnd5Sxqw/XOc86B9VLetun1 5XGtYetRl7GEfhzTPEzRwjiZa5B3iEU 94Ni4MYeRG8ZlqlLRmF9+W8fAB0BmTL A==</latexit><latexit sha1_ba se64="yEI7KYKZ7CBwAcYN0esNTFxgd MY=">AAACzHicjVHLSsNAFD2Nr1pfV ZdugkVwVRIRdFlw40oq2IfUWpJ0WkPz YjIRSsjWH3Cr3yX+gf6Fd8YpqEV0QpI z595zZu69bhL4qbCs15KxsLi0vFJer aytb2xuVbd32mmccY+1vDiIedd1Uhb4 EWsJXwSsm3DmhG7AOu7kTMY794ynfhx diWnC+qEzjvyR7zmCqOvxbZ4Ug5wVg2 rNqltqmfPA1qAGvZpx9QU3GCKGhwwh GCIIwgEcpPT0YMNCQlwfOXGckK/iDAU qpM0oi1GGQ+yEvmPa9TQb0V56pkrt0S kBvZyUJg5IE1MeJyxPM1U8U86S/c07V 57yblP6u9orJFbgjti/dLPM/+pkLQI jnKoafKopUYysztMumeqKvLn5pSpBDg lxEg8pzgl7Sjnrs6k0qapd9tZR8TeVK Vm593Ruhnd5Sxqw/XOc86B9VLetun1 5XGtYetRl7GEfhzTPEzRwjiZa5B3iEU 94Ni4MYeRG8ZlqlLRmF9+W8fAB0BmTL A==</latexit>
gqe
<latexit sha1_base64="WK2N2RXfi dl+wc4LSbGGG3Z/fX4=">AAACzHicjVHLSsNAFD2Nr1pfVZdugkVwVRIRdFlw4 0oq2IdULUk6rUPzcjIRSsjWH3Cr3yX+gf6Fd8YU1CI6IcmZc+85M/deN/Z5Ii 3rtWTMzS8sLpWXKyura+sb1c2tdhKlwmMtL/Ij0XWdhPk8ZC3Jpc+6sWBO4Pqs 445PVLxzz0TCo/BCTmJ2HTijkA+550iiLkc32V3ez1jer9asuqWXOQvsAtRQr GZUfcEVBojgIUUAhhCSsA8HCT092LAQE3eNjDhBiOs4Q44KaVPKYpThEDum74 h2vYINaa88E6326BSfXkFKE3ukiShPEFanmTqeamfF/uadaU91twn93cIrIFbi lti/dNPM/+pULRJDHOsaONUUa0ZV5xUuqe6Kurn5pSpJDjFxCg8oLgh7Wjnts 6k1ia5d9dbR8TedqVi194rcFO/qljRg++c4Z0H7oG5bdfv8sNawilGXsYNd7NM 8j9DAKZpokXeARzzh2TgzpJEZ+WeqUSo02/i2jIcP0n6TLQ==</latexit><latexit sha1_base64="WK2N2RXfi dl+wc4LSbGGG3Z/fX4=">AAACzHicjVHLSsNAFD2Nr1pfVZdugkVwVRIRdFlw4 0oq2IdULUk6rUPzcjIRSsjWH3Cr3yX+gf6Fd8YU1CI6IcmZc+85M/deN/Z5Ii 3rtWTMzS8sLpWXKyura+sb1c2tdhKlwmMtL/Ij0XWdhPk8ZC3Jpc+6sWBO4Pqs 445PVLxzz0TCo/BCTmJ2HTijkA+550iiLkc32V3ez1jer9asuqWXOQvsAtRQr GZUfcEVBojgIUUAhhCSsA8HCT092LAQE3eNjDhBiOs4Q44KaVPKYpThEDum74 h2vYINaa88E6326BSfXkFKE3ukiShPEFanmTqeamfF/uadaU91twn93cIrIFbi lti/dNPM/+pULRJDHOsaONUUa0ZV5xUuqe6Kurn5pSpJDjFxCg8oLgh7Wjnts 6k1ia5d9dbR8TedqVi194rcFO/qljRg++c4Z0H7oG5bdfv8sNawilGXsYNd7NM 8j9DAKZpokXeARzzh2TgzpJEZ+WeqUSo02/i2jIcP0n6TLQ==</latexit><latexit sha1_base64="WK2N2RXfi dl+wc4LSbGGG3Z/fX4=">AAACzHicjVHLSsNAFD2Nr1pfVZdugkVwVRIRdFlw4 0oq2IdULUk6rUPzcjIRSsjWH3Cr3yX+gf6Fd8YU1CI6IcmZc+85M/deN/Z5Ii 3rtWTMzS8sLpWXKyura+sb1c2tdhKlwmMtL/Ij0XWdhPk8ZC3Jpc+6sWBO4Pqs 445PVLxzz0TCo/BCTmJ2HTijkA+550iiLkc32V3ez1jer9asuqWXOQvsAtRQr GZUfcEVBojgIUUAhhCSsA8HCT092LAQE3eNjDhBiOs4Q44KaVPKYpThEDum74 h2vYINaa88E6326BSfXkFKE3ukiShPEFanmTqeamfF/uadaU91twn93cIrIFbi lti/dNPM/+pULRJDHOsaONUUa0ZV5xUuqe6Kurn5pSpJDjFxCg8oLgh7Wjnts 6k1ia5d9dbR8TedqVi194rcFO/qljRg++c4Z0H7oG5bdfv8sNawilGXsYNd7NM 8j9DAKZpokXeARzzh2TgzpJEZ+WeqUSo02/i2jIcP0n6TLQ==</latexit>
(a) The concept of consistency Cs
q
<latexit sha1_bas e64="5hZBkg4Zz5aCBxYsogUdwStkLyE=" >AAACxHicjVHLSsNAFD2Nr1pfVZdugkVw VRIRdFkQxGUL9gG1SJJO69BpEicToRT9A bf6beIf6F94Z5yCWkQnJDlz7j1n5t4bpoJ nyvNeC87C4tLySnG1tLa+sblV3t5pZUku I9aMEpHIThhkTPCYNRVXgnVSyYJxKFg7HJ 3pePuOyYwn8aWapKw3DoYxH/AoUEQ1bq/ LFa/qmeXOA9+CCuyqJ+UXXKGPBBFyjMEQ QxEWCJDR04UPDylxPUyJk4S4iTPco0TanL IYZQTEjug7pF3XsjHttWdm1BGdIuiVpHR xQJqE8iRhfZpr4rlx1uxv3lPjqe82oX9ov cbEKtwQ+5dulvlfna5FYYBTUwOnmlLD6O oi65Kbruibu1+qUuSQEqdxn+KScGSUsz67 RpOZ2nVvAxN/M5ma1fvI5uZ417ekAfs/x zkPWkdV36v6jeNKzbOjLmIP+zikeZ6ghg vU0TTej3jCs3PuCCdz8s9Up2A1u/i2nIcP VRKPZA==</latexit><latexit sha1_bas e64="5hZBkg4Zz5aCBxYsogUdwStkLyE=" >AAACxHicjVHLSsNAFD2Nr1pfVZdugkVw VRIRdFkQxGUL9gG1SJJO69BpEicToRT9A bf6beIf6F94Z5yCWkQnJDlz7j1n5t4bpoJ nyvNeC87C4tLySnG1tLa+sblV3t5pZUku I9aMEpHIThhkTPCYNRVXgnVSyYJxKFg7HJ 3pePuOyYwn8aWapKw3DoYxH/AoUEQ1bq/ LFa/qmeXOA9+CCuyqJ+UXXKGPBBFyjMEQ QxEWCJDR04UPDylxPUyJk4S4iTPco0TanL IYZQTEjug7pF3XsjHttWdm1BGdIuiVpHR xQJqE8iRhfZpr4rlx1uxv3lPjqe82oX9ov cbEKtwQ+5dulvlfna5FYYBTUwOnmlLD6O oi65Kbruibu1+qUuSQEqdxn+KScGSUsz67 RpOZ2nVvAxN/M5ma1fvI5uZ417ekAfs/x zkPWkdV36v6jeNKzbOjLmIP+zikeZ6ghg vU0TTej3jCs3PuCCdz8s9Up2A1u/i2nIcP VRKPZA==</latexit><latexit sha1_bas e64="5hZBkg4Zz5aCBxYsogUdwStkLyE=" >AAACxHicjVHLSsNAFD2Nr1pfVZdugkVw VRIRdFkQxGUL9gG1SJJO69BpEicToRT9A bf6beIf6F94Z5yCWkQnJDlz7j1n5t4bpoJ nyvNeC87C4tLySnG1tLa+sblV3t5pZUku I9aMEpHIThhkTPCYNRVXgnVSyYJxKFg7HJ 3pePuOyYwn8aWapKw3DoYxH/AoUEQ1bq/ LFa/qmeXOA9+CCuyqJ+UXXKGPBBFyjMEQ QxEWCJDR04UPDylxPUyJk4S4iTPco0TanL IYZQTEjug7pF3XsjHttWdm1BGdIuiVpHR xQJqE8iRhfZpr4rlx1uxv3lPjqe82oX9ov cbEKtwQ+5dulvlfna5FYYBTUwOnmlLD6O oi65Kbruibu1+qUuSQEqdxn+KScGSUsz67 RpOZ2nVvAxN/M5ma1fvI5uZ417ekAfs/x zkPWkdV36v6jeNKzbOjLmIP+zikeZ6ghg vU0TTej3jCs3PuCCdz8s9Up2A1u/i2nIcP VRKPZA==</latexit>
p
<latexit sha1_ba se64="soXmGNFSiDFU7lveu79rwAaSm HA=">AAACxHicjVHLSsNAFD2Nr/quu nQTLIKrkoigy4IgLluwD6hFknRah+bF zEQoRX/ArX6b+Af6F94Zp6AW0QlJzpx 7z5m594Z5zKXyvNeSs7C4tLxSXl1b3 9jc2q7s7LZlVoiItaIszkQ3DCSLecpa iquYdXPBgiSMWSccn+t4544JybP0Sk1 y1k+CUcqHPAoUUc38plL1ap5Z7jzwLa jCrkZWecE1BsgQoUAChhSKcIwAkp4e fHjIietjSpwgxE2c4R5rpC0oi1FGQOy YviPa9Syb0l57SqOO6JSYXkFKF4ekyS hPENanuSZeGGfN/uY9NZ76bhP6h9YrI Vbhlti/dLPM/+p0LQpDnJkaONWUG0Z XF1mXwnRF39z9UpUih5w4jQcUF4Qjo5 z12TUaaWrXvQ1M/M1kalbvI5tb4F3fk gbs/xznPGgf13yv5jdPqnXPjrqMfRz giOZ5ijou0UDLeD/iCc/OhRM70ik+U5 2S1ezh23IePgBSso9j</latexit><latexit sha1_ba se64="soXmGNFSiDFU7lveu79rwAaSm HA=">AAACxHicjVHLSsNAFD2Nr/quu nQTLIKrkoigy4IgLluwD6hFknRah+bF zEQoRX/ArX6b+Af6F94Zp6AW0QlJzpx 7z5m594Z5zKXyvNeSs7C4tLxSXl1b3 9jc2q7s7LZlVoiItaIszkQ3DCSLecpa iquYdXPBgiSMWSccn+t4544JybP0Sk1 y1k+CUcqHPAoUUc38plL1ap5Z7jzwLa jCrkZWecE1BsgQoUAChhSKcIwAkp4e fHjIietjSpwgxE2c4R5rpC0oi1FGQOy YviPa9Syb0l57SqOO6JSYXkFKF4ekyS hPENanuSZeGGfN/uY9NZ76bhP6h9YrI Vbhlti/dLPM/+p0LQpDnJkaONWUG0Z XF1mXwnRF39z9UpUih5w4jQcUF4Qjo5 z12TUaaWrXvQ1M/M1kalbvI5tb4F3fk gbs/xznPGgf13yv5jdPqnXPjrqMfRz giOZ5ijou0UDLeD/iCc/OhRM70ik+U5 2S1ezh23IePgBSso9j</latexit><latexit sha1_ba se64="soXmGNFSiDFU7lveu79rwAaSm HA=">AAACxHicjVHLSsNAFD2Nr/quu nQTLIKrkoigy4IgLluwD6hFknRah+bF zEQoRX/ArX6b+Af6F94Zp6AW0QlJzpx 7z5m594Z5zKXyvNeSs7C4tLxSXl1b3 9jc2q7s7LZlVoiItaIszkQ3DCSLecpa iquYdXPBgiSMWSccn+t4544JybP0Sk1 y1k+CUcqHPAoUUc38plL1ap5Z7jzwLa jCrkZWecE1BsgQoUAChhSKcIwAkp4e fHjIietjSpwgxE2c4R5rpC0oi1FGQOy YviPa9Syb0l57SqOO6JSYXkFKF4ekyS hPENanuSZeGGfN/uY9NZ76bhP6h9YrI Vbhlti/dLPM/+p0LQpDnJkaONWUG0Z XF1mXwnRF39z9UpUih5w4jQcUF4Qjo5 z12TUaaWrXvQ1M/M1kalbvI5tb4F3fk gbs/xznPGgf13yv5jdPqnXPjrqMfRz giOZ5ijou0UDLeD/iCc/OhRM70ik+U5 2S1ezh23IePgBSso9j</latexit>
q
<latexit sha1_base64="5hZBkg4Zz5aC BxYsogUdwStkLyE=">AAACxHicjVHLSsNAFD2Nr1pfVZdugkVwVRIRdFkQxGUL9gG1S JJO69BpEicToRT9Abf6beIf6F94Z5yCWkQnJDlz7j1n5t4bpoJnyvNeC87C4tLySnG1 tLa+sblV3t5pZUkuI9aMEpHIThhkTPCYNRVXgnVSyYJxKFg7HJ3pePuOyYwn8aWapK w3DoYxH/AoUEQ1bq/LFa/qmeXOA9+CCuyqJ+UXXKGPBBFyjMEQQxEWCJDR04UPDylxP UyJk4S4iTPco0TanLIYZQTEjug7pF3XsjHttWdm1BGdIuiVpHRxQJqE8iRhfZpr4rlx 1uxv3lPjqe82oX9ovcbEKtwQ+5dulvlfna5FYYBTUwOnmlLD6Ooi65Kbruibu1+qUuS QEqdxn+KScGSUsz67RpOZ2nVvAxN/M5ma1fvI5uZ417ekAfs/xzkPWkdV36v6jeNKzb OjLmIP+zikeZ6ghgvU0TTej3jCs3PuCCdz8s9Up2A1u/i2nIcPVRKPZA==</latexit ><latexit sha1_base64="5hZBkg4Zz5aC BxYsogUdwStkLyE=">AAACxHicjVHLSsNAFD2Nr1pfVZdugkVwVRIRdFkQxGUL9gG1S JJO69BpEicToRT9Abf6beIf6F94Z5yCWkQnJDlz7j1n5t4bpoJnyvNeC87C4tLySnG1 tLa+sblV3t5pZUkuI9aMEpHIThhkTPCYNRVXgnVSyYJxKFg7HJ3pePuOyYwn8aWapK w3DoYxH/AoUEQ1bq/LFa/qmeXOA9+CCuyqJ+UXXKGPBBFyjMEQQxEWCJDR04UPDylxP UyJk4S4iTPco0TanLIYZQTEjug7pF3XsjHttWdm1BGdIuiVpHRxQJqE8iRhfZpr4rlx 1uxv3lPjqe82oX9ovcbEKtwQ+5dulvlfna5FYYBTUwOnmlLD6Ooi65Kbruibu1+qUuS QEqdxn+KScGSUsz67RpOZ2nVvAxN/M5ma1fvI5uZ417ekAfs/xzkPWkdV36v6jeNKzb OjLmIP+zikeZ6ghgvU0TTej3jCs3PuCCdz8s9Up2A1u/i2nIcPVRKPZA==</latexit ><latexit sha1_base64="5hZBkg4Zz5aC BxYsogUdwStkLyE=">AAACxHicjVHLSsNAFD2Nr1pfVZdugkVwVRIRdFkQxGUL9gG1S JJO69BpEicToRT9Abf6beIf6F94Z5yCWkQnJDlz7j1n5t4bpoJnyvNeC87C4tLySnG1 tLa+sblV3t5pZUkuI9aMEpHIThhkTPCYNRVXgnVSyYJxKFg7HJ3pePuOyYwn8aWapK w3DoYxH/AoUEQ1bq/LFa/qmeXOA9+CCuyqJ+UXXKGPBBFyjMEQQxEWCJDR04UPDylxP UyJk4S4iTPco0TanLIYZQTEjug7pF3XsjHttWdm1BGdIuiVpHRxQJqE8iRhfZpr4rlx 1uxv3lPjqe82oX9ovcbEKtwQ+5dulvlfna5FYYBTUwOnmlLD6Ooi65Kbruibu1+qUuS QEqdxn+KScGSUsz67RpOZ2nVvAxN/M5ma1fvI5uZ417ekAfs/xzkPWkdV36v6jeNKzb OjLmIP+zikeZ6ghgvU0TTej3jCs3PuCCdz8s9Up2A1u/i2nIcPVRKPZA==</latexit >
p
<latexit sha1_base64="soXmGNFSi DFU7lveu79rwAaSmHA=">AAACxHicjVHLSsNAFD2Nr/quunQTLIKrkoigy4IgL luwD6hFknRah+bFzEQoRX/ArX6b+Af6F94Zp6AW0QlJzpx7z5m594Z5zKXyvN eSs7C4tLxSXl1b39jc2q7s7LZlVoiItaIszkQ3DCSLecpaiquYdXPBgiSMWScc n+t4544JybP0Sk1y1k+CUcqHPAoUUc38plL1ap5Z7jzwLajCrkZWecE1BsgQo UAChhSKcIwAkp4efHjIietjSpwgxE2c4R5rpC0oi1FGQOyYviPa9Syb0l57Sq OO6JSYXkFKF4ekyShPENanuSZeGGfN/uY9NZ76bhP6h9YrIVbhlti/dLPM/+p0 LQpDnJkaONWUG0ZXF1mXwnRF39z9UpUih5w4jQcUF4Qjo5z12TUaaWrXvQ1M/ M1kalbvI5tb4F3fkgbs/xznPGgf13yv5jdPqnXPjrqMfRzgiOZ5ijou0UDLeD/ iCc/OhRM70ik+U52S1ezh23IePgBSso9j</latexit><latexit sha1_base64="soXmGNFSi DFU7lveu79rwAaSmHA=">AAACxHicjVHLSsNAFD2Nr/quunQTLIKrkoigy4IgL luwD6hFknRah+bFzEQoRX/ArX6b+Af6F94Zp6AW0QlJzpx7z5m594Z5zKXyvN eSs7C4tLxSXl1b39jc2q7s7LZlVoiItaIszkQ3DCSLecpaiquYdXPBgiSMWScc n+t4544JybP0Sk1y1k+CUcqHPAoUUc38plL1ap5Z7jzwLajCrkZWecE1BsgQo UAChhSKcIwAkp4efHjIietjSpwgxE2c4R5rpC0oi1FGQOyYviPa9Syb0l57Sq OO6JSYXkFKF4ekyShPENanuSZeGGfN/uY9NZ76bhP6h9YrIVbhlti/dLPM/+p0 LQpDnJkaONWUG0ZXF1mXwnRF39z9UpUih5w4jQcUF4Qjo5z12TUaaWrXvQ1M/ M1kalbvI5tb4F3fkgbs/xznPGgf13yv5jdPqnXPjrqMfRzgiOZ5ijou0UDLeD/ iCc/OhRM70ik+U52S1ezh23IePgBSso9j</latexit><latexit sha1_base64="soXmGNFSi DFU7lveu79rwAaSmHA=">AAACxHicjVHLSsNAFD2Nr/quunQTLIKrkoigy4IgL luwD6hFknRah+bFzEQoRX/ArX6b+Af6F94Zp6AW0QlJzpx7z5m594Z5zKXyvN eSs7C4tLxSXl1b39jc2q7s7LZlVoiItaIszkQ3DCSLecpaiquYdXPBgiSMWScc n+t4544JybP0Sk1y1k+CUcqHPAoUUc38plL1ap5Z7jzwLajCrkZWecE1BsgQo UAChhSKcIwAkp4efHjIietjSpwgxE2c4R5rpC0oi1FGQOyYviPa9Syb0l57Sq OO6JSYXkFKF4ekyShPENanuSZeGGfN/uY9NZ76bhP6h9YrIVbhlti/dLPM/+p0 LQpDnJkaONWUG0ZXF1mXwnRF39z9UpUih5w4jQcUF4Qjo5z12TUaaWrXvQ1M/ M1kalbvI5tb4F3fkgbs/xznPGgf13yv5jdPqnXPjrqMfRzgiOZ5ijou0UDLeD/ iCc/OhRM70ik+U52S1ezh23IePgBSso9j</latexit>
e
<latexit sha1_ba se64="LSSzw6uxTJPNR1qM4Ke/ShqAQ jU=">AAACxHicjVHLSsNAFD2Nr/quu nQTLIKrkoigy4IgLluwD6hFknRah04e zEyEUvQH3Oq3iX+gf+GdMQW1iE5Icub ce87MvTfMBFfa815LzsLi0vJKeXVtf WNza7uys9tWaS4j1opSkcpuGCgmeMJa mmvBuplkQRwK1gnH5ybeuWNS8TS50pO M9eNglPAhjwJNVJPdVKpezbPLnQd+Aa ooViOtvOAaA6SIkCMGQwJNWCCAoqcH Hx4y4vqYEicJcRtnuMcaaXPKYpQREDu m74h2vYJNaG88lVVHdIqgV5LSxSFpUs qThM1pro3n1tmwv3lPrae524T+YeEVE 6txS+xfulnmf3WmFo0hzmwNnGrKLGO qiwqX3HbF3Nz9UpUmh4w4gwcUl4Qjq5 z12bUaZWs3vQ1s/M1mGtbsoyI3x7u5J Q3Y/znOedA+rvlezW+eVOteMeoy9nG AI5rnKeq4RAMt6/2IJzw7F45wlJN/pj qlQrOHb8t5+AA4ko9Y</latexit><latexit sha1_ba se64="LSSzw6uxTJPNR1qM4Ke/ShqAQ jU=">AAACxHicjVHLSsNAFD2Nr/quu nQTLIKrkoigy4IgLluwD6hFknRah04e zEyEUvQH3Oq3iX+gf+GdMQW1iE5Icub ce87MvTfMBFfa815LzsLi0vJKeXVtf WNza7uys9tWaS4j1opSkcpuGCgmeMJa mmvBuplkQRwK1gnH5ybeuWNS8TS50pO M9eNglPAhjwJNVJPdVKpezbPLnQd+Aa ooViOtvOAaA6SIkCMGQwJNWCCAoqcH Hx4y4vqYEicJcRtnuMcaaXPKYpQREDu m74h2vYJNaG88lVVHdIqgV5LSxSFpUs qThM1pro3n1tmwv3lPrae524T+YeEVE 6txS+xfulnmf3WmFo0hzmwNnGrKLGO qiwqX3HbF3Nz9UpUmh4w4gwcUl4Qjq5 z12bUaZWs3vQ1s/M1mGtbsoyI3x7u5J Q3Y/znOedA+rvlezW+eVOteMeoy9nG AI5rnKeq4RAMt6/2IJzw7F45wlJN/pj qlQrOHb8t5+AA4ko9Y</latexit><latexit sha1_ba se64="LSSzw6uxTJPNR1qM4Ke/ShqAQ jU=">AAACxHicjVHLSsNAFD2Nr/quu nQTLIKrkoigy4IgLluwD6hFknRah04e zEyEUvQH3Oq3iX+gf+GdMQW1iE5Icub ce87MvTfMBFfa815LzsLi0vJKeXVtf WNza7uys9tWaS4j1opSkcpuGCgmeMJa mmvBuplkQRwK1gnH5ybeuWNS8TS50pO M9eNglPAhjwJNVJPdVKpezbPLnQd+Aa ooViOtvOAaA6SIkCMGQwJNWCCAoqcH Hx4y4vqYEicJcRtnuMcaaXPKYpQREDu m74h2vYJNaG88lVVHdIqgV5LSxSFpUs qThM1pro3n1tmwv3lPrae524T+YeEVE 6txS+xfulnmf3WmFo0hzmwNnGrKLGO qiwqX3HbF3Nz9UpUmh4w4gwcUl4Qjq5 z12bUaZWs3vQ1s/M1mGtbsoyI3x7u5J Q3Y/znOedA+rvlezW+eVOteMeoy9nG AI5rnKeq4RAMt6/2IJzw7F45wlJN/pj qlQrOHb8t5+AA4ko9Y</latexit>
f
<latexit sha1_base64="4ETgWLBdo E99SJAqd+LGoGujsdM=">AAACxHicjVHLSsNAFD2Nr/quunQTLIKrkoigy4IgL luwD6hFkum0hubFzEQoRX/ArX6b+Af6F94Zp6AW0QlJzpx7z5m594Z5HEnlea 8lZ2FxaXmlvLq2vrG5tV3Z2W3LrBCMt1gWZ6IbBpLHUcpbKlIx7+aCB0kY8044 Ptfxzh0XMsrSKzXJeT8JRmk0jFigiGoObypVr+aZ5c4D34Iq7GpklRdcY4AMD AUScKRQhGMEkPT04MNDTlwfU+IEocjEOe6xRtqCsjhlBMSO6TuiXc+yKe21pz RqRqfE9ApSujgkTUZ5grA+zTXxwjhr9jfvqfHUd5vQP7ReCbEKt8T+pZtl/len a1EY4szUEFFNuWF0dcy6FKYr+ubul6oUOeTEaTyguCDMjHLWZ9dopKld9zYw8 TeTqVm9Zza3wLu+JQ3Y/znOedA+rvlezW+eVOueHXUZ+zjAEc3zFHVcooGW8X7 EE56dCyd2pFN8pjolq9nDt+U8fAA68o9Z</latexit><latexit sha1_base64="4ETgWLBdo E99SJAqd+LGoGujsdM=">AAACxHicjVHLSsNAFD2Nr/quunQTLIKrkoigy4IgL luwD6hFkum0hubFzEQoRX/ArX6b+Af6F94Zp6AW0QlJzpx7z5m594Z5HEnlea 8lZ2FxaXmlvLq2vrG5tV3Z2W3LrBCMt1gWZ6IbBpLHUcpbKlIx7+aCB0kY8044 Ptfxzh0XMsrSKzXJeT8JRmk0jFigiGoObypVr+aZ5c4D34Iq7GpklRdcY4AMD AUScKRQhGMEkPT04MNDTlwfU+IEocjEOe6xRtqCsjhlBMSO6TuiXc+yKe21pz RqRqfE9ApSujgkTUZ5grA+zTXxwjhr9jfvqfHUd5vQP7ReCbEKt8T+pZtl/len a1EY4szUEFFNuWF0dcy6FKYr+ubul6oUOeTEaTyguCDMjHLWZ9dopKld9zYw8 TeTqVm9Zza3wLu+JQ3Y/znOedA+rvlezW+eVOueHXUZ+zjAEc3zFHVcooGW8X7 EE56dCyd2pFN8pjolq9nDt+U8fAA68o9Z</latexit><latexit sha1_base64="4ETgWLBdo E99SJAqd+LGoGujsdM=">AAACxHicjVHLSsNAFD2Nr/quunQTLIKrkoigy4IgL luwD6hFkum0hubFzEQoRX/ArX6b+Af6F94Zp6AW0QlJzpx7z5m594Z5HEnlea 8lZ2FxaXmlvLq2vrG5tV3Z2W3LrBCMt1gWZ6IbBpLHUcpbKlIx7+aCB0kY8044 Ptfxzh0XMsrSKzXJeT8JRmk0jFigiGoObypVr+aZ5c4D34Iq7GpklRdcY4AMD AUScKRQhGMEkPT04MNDTlwfU+IEocjEOe6xRtqCsjhlBMSO6TuiXc+yKe21pz RqRqfE9ApSujgkTUZ5grA+zTXxwjhr9jfvqfHUd5vQP7ReCbEKt8T+pZtl/len a1EY4szUEFFNuWF0dcy6FKYr+ubul6oUOeTEaTyguCDMjHLWZ9dopKld9zYw8 TeTqVm9Zza3wLu+JQ3Y/znOedA+rvlezW+eVOueHXUZ+zjAEc3zFHVcooGW8X7 EE56dCyd2pFN8pjolq9nDt+U8fAA68o9Z</latexit>
q
<latexit sha1_base64="5hZBkg4Zz5aC BxYsogUdwStkLyE=">AAACxHicjVHLSsNAFD2Nr1pfVZdugkVwVRIRdFkQxGUL9gG1S JJO69BpEicToRT9Abf6beIf6F94Z5yCWkQnJDlz7j1n5t4bpoJnyvNeC87C4tLySnG1 tLa+sblV3t5pZUkuI9aMEpHIThhkTPCYNRVXgnVSyYJxKFg7HJ3pePuOyYwn8aWapK w3DoYxH/AoUEQ1bq/LFa/qmeXOA9+CCuyqJ+UXXKGPBBFyjMEQQxEWCJDR04UPDylxP UyJk4S4iTPco0TanLIYZQTEjug7pF3XsjHttWdm1BGdIuiVpHRxQJqE8iRhfZpr4rlx 1uxv3lPjqe82oX9ovcbEKtwQ+5dulvlfna5FYYBTUwOnmlLD6Ooi65Kbruibu1+qUuS QEqdxn+KScGSUsz67RpOZ2nVvAxN/M5ma1fvI5uZ417ekAfs/xzkPWkdV36v6jeNKzb OjLmIP+zikeZ6ghgvU0TTej3jCs3PuCCdz8s9Up2A1u/i2nIcPVRKPZA==</latexit ><latexit sha1_base64="5hZBkg4Zz5aC BxYsogUdwStkLyE=">AAACxHicjVHLSsNAFD2Nr1pfVZdugkVwVRIRdFkQxGUL9gG1S JJO69BpEicToRT9Abf6beIf6F94Z5yCWkQnJDlz7j1n5t4bpoJnyvNeC87C4tLySnG1 tLa+sblV3t5pZUkuI9aMEpHIThhkTPCYNRVXgnVSyYJxKFg7HJ3pePuOyYwn8aWapK w3DoYxH/AoUEQ1bq/LFa/qmeXOA9+CCuyqJ+UXXKGPBBFyjMEQQxEWCJDR04UPDylxP UyJk4S4iTPco0TanLIYZQTEjug7pF3XsjHttWdm1BGdIuiVpHRxQJqE8iRhfZpr4rlx 1uxv3lPjqe82oX9ovcbEKtwQ+5dulvlfna5FYYBTUwOnmlLD6Ooi65Kbruibu1+qUuS QEqdxn+KScGSUsz67RpOZ2nVvAxN/M5ma1fvI5uZ417ekAfs/xzkPWkdV36v6jeNKzb OjLmIP+zikeZ6ghgvU0TTej3jCs3PuCCdz8s9Up2A1u/i2nIcPVRKPZA==</latexit ><latexit sha1_base64="5hZBkg4Zz5aC BxYsogUdwStkLyE=">AAACxHicjVHLSsNAFD2Nr1pfVZdugkVwVRIRdFkQxGUL9gG1S JJO69BpEicToRT9Abf6beIf6F94Z5yCWkQnJDlz7j1n5t4bpoJnyvNeC87C4tLySnG1 tLa+sblV3t5pZUkuI9aMEpHIThhkTPCYNRVXgnVSyYJxKFg7HJ3pePuOyYwn8aWapK w3DoYxH/AoUEQ1bq/LFa/qmeXOA9+CCuyqJ+UXXKGPBBFyjMEQQxEWCJDR04UPDylxP UyJk4S4iTPco0TanLIYZQTEjug7pF3XsjHttWdm1BGdIuiVpHRxQJqE8iRhfZpr4rlx 1uxv3lPjqe82oX9ovcbEKtwQ+5dulvlfna5FYYBTUwOnmlLD6Ooi65Kbruibu1+qUuS QEqdxn+KScGSUsz67RpOZ2nVvAxN/M5ma1fvI5uZ417ekAfs/xzkPWkdV36v6jeNKzb OjLmIP+zikeZ6ghgvU0TTej3jCs3PuCCdz8s9Up2A1u/i2nIcPVRKPZA==</latexit >
p
<latexit sha1_base64="soXmGNFSi DFU7lveu79rwAaSmHA=">AAACxHicjVHLSsNAFD2Nr/quunQTLIKrkoigy4IgL luwD6hFknRah+bFzEQoRX/ArX6b+Af6F94Zp6AW0QlJzpx7z5m594Z5zKXyvN eSs7C4tLxSXl1b39jc2q7s7LZlVoiItaIszkQ3DCSLecpaiquYdXPBgiSMWScc n+t4544JybP0Sk1y1k+CUcqHPAoUUc38plL1ap5Z7jzwLajCrkZWecE1BsgQo UAChhSKcIwAkp4efHjIietjSpwgxE2c4R5rpC0oi1FGQOyYviPa9Syb0l57Sq OO6JSYXkFKF4ekyShPENanuSZeGGfN/uY9NZ76bhP6h9YrIVbhlti/dLPM/+p0 LQpDnJkaONWUG0ZXF1mXwnRF39z9UpUih5w4jQcUF4Qjo5z12TUaaWrXvQ1M/ M1kalbvI5tb4F3fkgbs/xznPGgf13yv5jdPqnXPjrqMfRzgiOZ5ijou0UDLeD/ iCc/OhRM70ik+U52S1ezh23IePgBSso9j</latexit><latexit sha1_base64="soXmGNFSi DFU7lveu79rwAaSmHA=">AAACxHicjVHLSsNAFD2Nr/quunQTLIKrkoigy4IgL luwD6hFknRah+bFzEQoRX/ArX6b+Af6F94Zp6AW0QlJzpx7z5m594Z5zKXyvN eSs7C4tLxSXl1b39jc2q7s7LZlVoiItaIszkQ3DCSLecpaiquYdXPBgiSMWScc n+t4544JybP0Sk1y1k+CUcqHPAoUUc38plL1ap5Z7jzwLajCrkZWecE1BsgQo UAChhSKcIwAkp4efHjIietjSpwgxE2c4R5rpC0oi1FGQOyYviPa9Syb0l57Sq OO6JSYXkFKF4ekyShPENanuSZeGGfN/uY9NZ76bhP6h9YrIVbhlti/dLPM/+p0 LQpDnJkaONWUG0ZXF1mXwnRF39z9UpUih5w4jQcUF4Qjo5z12TUaaWrXvQ1M/ M1kalbvI5tb4F3fkgbs/xznPGgf13yv5jdPqnXPjrqMfRzgiOZ5ijou0UDLeD/ iCc/OhRM70ik+U52S1ezh23IePgBSso9j</latexit><latexit sha1_base64="soXmGNFSi DFU7lveu79rwAaSmHA=">AAACxHicjVHLSsNAFD2Nr/quunQTLIKrkoigy4IgL luwD6hFknRah+bFzEQoRX/ArX6b+Af6F94Zp6AW0QlJzpx7z5m594Z5zKXyvN eSs7C4tLxSXl1b39jc2q7s7LZlVoiItaIszkQ3DCSLecpaiquYdXPBgiSMWScc n+t4544JybP0Sk1y1k+CUcqHPAoUUc38plL1ap5Z7jzwLajCrkZWecE1BsgQo UAChhSKcIwAkp4efHjIietjSpwgxE2c4R5rpC0oi1FGQOyYviPa9Syb0l57Sq OO6JSYXkFKF4ekyShPENanuSZeGGfN/uY9NZ76bhP6h9YrIVbhlti/dLPM/+p0 LQpDnJkaONWUG0ZXF1mXwnRF39z9UpUih5w4jQcUF4Qjo5z12TUaaWrXvQ1M/ M1kalbvI5tb4F3fkgbs/xznPGgf13yv5jdPqnXPjrqMfRzgiOZ5ijou0UDLeD/ iCc/OhRM70ik+U52S1ezh23IePgBSso9j</latexit>
;
<latexit sha1_base64="iCD6Hbi+w vlt+QQ60Pjzx9pBjLA=">AAACzHicjVHLSsNAFD2Nr1pfVZdugkVwVRIRdFlw4 0oq2FbRIsl0WofmRWYilNKtP+BWv0v8A/0L74xTUIvohCRnzr3nzNx7wywSUn nea8mZm19YXCovV1ZW19Y3qptbbZkWOeMtlkZpfhkGkkci4S0lVMQvs5wHcRjx Tjg80fHOPc+lSJMLNcp4Nw4GiegLFiiirm54nKmR5Oq2WvPqnlnuLPAtqMGuZ lp9wQ16SMFQIAZHAkU4QgBJzzV8eMiI62JMXE5ImDjHBBXSFpTFKSMgdkjfAe 2uLZvQXntKo2Z0SkRvTkoXe6RJKS8nrE9zTbwwzpr9zXtsPPXdRvQPrVdMrMId sX/pppn/1elaFPo4NjUIqikzjK6OWZfCdEXf3P1SlSKHjDiNexTPCTOjnPbZN Rppate9DUz8zWRqVu+ZzS3wrm9JA/Z/jnMWtA/qvlf3zw9rDc+Ouowd7GKf5nm EBk7RRIu8YzziCc/OmaOcsTP5THVKVrONb8t5+ACk+JMa</latexit><latexit sha1_base64="iCD6Hbi+w vlt+QQ60Pjzx9pBjLA=">AAACzHicjVHLSsNAFD2Nr1pfVZdugkVwVRIRdFlw4 0oq2FbRIsl0WofmRWYilNKtP+BWv0v8A/0L74xTUIvohCRnzr3nzNx7wywSUn nea8mZm19YXCovV1ZW19Y3qptbbZkWOeMtlkZpfhkGkkci4S0lVMQvs5wHcRjx Tjg80fHOPc+lSJMLNcp4Nw4GiegLFiiirm54nKmR5Oq2WvPqnlnuLPAtqMGuZ lp9wQ16SMFQIAZHAkU4QgBJzzV8eMiI62JMXE5ImDjHBBXSFpTFKSMgdkjfAe 2uLZvQXntKo2Z0SkRvTkoXe6RJKS8nrE9zTbwwzpr9zXtsPPXdRvQPrVdMrMId sX/pppn/1elaFPo4NjUIqikzjK6OWZfCdEXf3P1SlSKHjDiNexTPCTOjnPbZN Rppate9DUz8zWRqVu+ZzS3wrm9JA/Z/jnMWtA/qvlf3zw9rDc+Ouowd7GKf5nm EBk7RRIu8YzziCc/OmaOcsTP5THVKVrONb8t5+ACk+JMa</latexit><latexit sha1_base64="iCD6Hbi+w vlt+QQ60Pjzx9pBjLA=">AAACzHicjVHLSsNAFD2Nr1pfVZdugkVwVRIRdFlw4 0oq2FbRIsl0WofmRWYilNKtP+BWv0v8A/0L74xTUIvohCRnzr3nzNx7wywSUn nea8mZm19YXCovV1ZW19Y3qptbbZkWOeMtlkZpfhkGkkci4S0lVMQvs5wHcRjx Tjg80fHOPc+lSJMLNcp4Nw4GiegLFiiirm54nKmR5Oq2WvPqnlnuLPAtqMGuZ lp9wQ16SMFQIAZHAkU4QgBJzzV8eMiI62JMXE5ImDjHBBXSFpTFKSMgdkjfAe 2uLZvQXntKo2Z0SkRvTkoXe6RJKS8nrE9zTbwwzpr9zXtsPPXdRvQPrVdMrMId sX/pppn/1elaFPo4NjUIqikzjK6OWZfCdEXf3P1SlSKHjDiNexTPCTOjnPbZN Rppate9DUz8zWRqVu+ZzS3wrm9JA/Z/jnMWtA/qvlf3zw9rDc+Ouowd7GKf5nm EBk7RRIu8YzziCc/OmaOcsTP5THVKVrONb8t5+ACk+JMa</latexit>
Overlapping Categories
<latexit sha1_ba se64="g5T2p98U3AnV/m27wZ2UtEcy7 so=">AAAC23icjVHLSsQwFD3W9/gaF dy4KQ6CuBja2ehScONOBecB4yBpjWMw 05Y0FYbRlTtx6w+41f8R/0D/wpuYAR+ IprQ9Ofeek9x7o0yKXAfBy4g3OjY+M Tk1XZqZnZtfKC8uNfK0UDGvx6lMVSti OZci4XUttOStTHHWiyRvRhe7Jt685Co XaXKk+xnv9Fg3EWciZpqok/LKPkUlyz KRdP1dpnk3VYLnJ+VKUA3s8n+C0IEK 3DpIy884xilSxCjQA0cCTViCIaenjRA BMuI6GBCnCAkb57hGibQFZXHKYMRe0L dLu7ZjE9obz9yqYzpF0qtI6WOdNCnlK cLmNN/GC+ts2N+8B9bT3K1P/8h59Yj VOCf2L90w8786U4vGGbZtDYJqyixjqo udS2G7Ym7uf6pKk0NGnMGnFFeEY6sc9 tm3mtzWbnrLbPzVZhrW7GOXW+DN3JI GHH4f50/QqFXDoBoe1io7m27UU1jFGj ZonlvYwR4OUCfvKzzgEU9ex7vxbr27j 1RvxGmW8WV59+/qmJib</latexit><latexit sha1_ba se64="g5T2p98U3AnV/m27wZ2UtEcy7 so=">AAAC23icjVHLSsQwFD3W9/gaF dy4KQ6CuBja2ehScONOBecB4yBpjWMw 05Y0FYbRlTtx6w+41f8R/0D/wpuYAR+ IprQ9Ofeek9x7o0yKXAfBy4g3OjY+M Tk1XZqZnZtfKC8uNfK0UDGvx6lMVSti OZci4XUttOStTHHWiyRvRhe7Jt685Co XaXKk+xnv9Fg3EWciZpqok/LKPkUlyz KRdP1dpnk3VYLnJ+VKUA3s8n+C0IEK 3DpIy884xilSxCjQA0cCTViCIaenjRA BMuI6GBCnCAkb57hGibQFZXHKYMRe0L dLu7ZjE9obz9yqYzpF0qtI6WOdNCnlK cLmNN/GC+ts2N+8B9bT3K1P/8h59Yj VOCf2L90w8786U4vGGbZtDYJqyixjqo udS2G7Ym7uf6pKk0NGnMGnFFeEY6sc9 tm3mtzWbnrLbPzVZhrW7GOXW+DN3JI GHH4f50/QqFXDoBoe1io7m27UU1jFGj ZonlvYwR4OUCfvKzzgEU9ex7vxbr27j 1RvxGmW8WV59+/qmJib</latexit><latexit sha1_ba se64="g5T2p98U3AnV/m27wZ2UtEcy7 so=">AAAC23icjVHLSsQwFD3W9/gaF dy4KQ6CuBja2ehScONOBecB4yBpjWMw 05Y0FYbRlTtx6w+41f8R/0D/wpuYAR+ IprQ9Ofeek9x7o0yKXAfBy4g3OjY+M Tk1XZqZnZtfKC8uNfK0UDGvx6lMVSti OZci4XUttOStTHHWiyRvRhe7Jt685Co XaXKk+xnv9Fg3EWciZpqok/LKPkUlyz KRdP1dpnk3VYLnJ+VKUA3s8n+C0IEK 3DpIy884xilSxCjQA0cCTViCIaenjRA BMuI6GBCnCAkb57hGibQFZXHKYMRe0L dLu7ZjE9obz9yqYzpF0qtI6WOdNCnlK cLmNN/GC+ts2N+8B9bT3K1P/8h59Yj VOCf2L90w8786U4vGGbZtDYJqyixjqo udS2G7Ym7uf6pKk0NGnMGnFFeEY6sc9 tm3mtzWbnrLbPzVZhrW7GOXW+DN3JI GHH4f50/QqFXDoBoe1io7m27UU1jFGj ZonlvYwR4OUCfvKzzgEU9ex7vxbr27j 1RvxGmW8WV59+/qmJib</latexit>
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(b) Entity categories relationship
Figure 2: Illustration of the concept of consistency Cs and
entity categories relationship. gpe and g
q
e represents the gra-
dient of entity belongs to category p and q, respectively. e
and f are the collection of entities and features overlapped
by categories p and q, respectively.
illustrates the process for consistency calculation and evalua-
tion.
Exp-V: Probing Inter-category Relationships via Consis-
tency
Given an NER model, we can understand its generaliza-
tion ability by calculating the consistency matrix based on
Alg. 1. As shown in Fig. 3, the sub-figure (a) illustrates the
consistency matrice of two NER models trained on CoNLL
As expected, the on-diagonal elements of Mp,q (p = q) usu-
ally stay high, since it is easier for the model to find shared
features between different entities within the same category.
Algorithmically speaking, a gradient step taken with respect
to one test entity can reduce the loss on another test entity.
Additionally, a larger value of off-diagonal elements indi-
cates that the two categories share more common properties.
As a result, a correct judgment of one category is useful for
another. For example, Percent category and Ordinal
category shared a common property of “digit”. We name this
relationship between them as Sibling Categories, shown in
Fig. 2(b).
However, if the off-diagonal elements are negative, it sug-
gests that a gradient step taken with respect to one test entity
would increase loss on another test entity with different cate-
gories, which we define as Overlapping Categories, shown
in Fig. 2(b). This phenomenon usually occurs when two cat-
egories have some overlapped entities. For instance, “New
York University” is usually a Location name, but
when “New York University” represents as the New
York University football team, “New York University”
is an Organization name.
Particularly, if the off-diagonal elements are close to zero,
it means the features of two categories tend to be orthogonal:
they share few entities or common properties. We name the
relationship of these categories as Orthogonal Categories,
shown in Fig. 2(b).
Overall: 0.83
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0.45
<latexit sha1_base64="HSGO+W6BrATAr14mbDZcAlTxCGI=">AAACx3icjVHLSsNAFD2Nr1pfVZdugkVx FZKi6LLgRncV7ANqkSSdtqF5MZkUS3HhD7jVPxP/QP/CO+MU1CI6IcmZc+85M/deLw2DTNj2a8FYWFxaXimultbWNza3yts7zSzJuc8afhImvO25GQuDmDVEIELWTjlzIy9kLW90LuOtMeNZkMTXYpKybuQO4qAf+K6QlG0 dn9yWK7Zlq2XOA0eDCvSqJ+UX3KCHBD5yRGCIIQiHcJHR04EDGylxXUyJ44QCFWe4R4m0OWUxynCJHdF3QLuOZmPaS89MqX06JaSXk9LEAWkSyuOE5WmmiufKWbK/eU+Vp7zbhP6e9oqIFRgS+5dulvlfnaxFoI8zVUNANaW KkdX52iVXXZE3N79UJcghJU7iHsU5YV8pZ302lSZTtcveuir+pjIlK/e+zs3xLm9JA3Z+jnMeNKuWY1vOVbVSO9SjLmIP+ziieZ6ihgvU0SDvIR7xhGfj0kiMsXH3mWoUtGYX35bx8AGQJY/M</latexit><latexit sha1_base64="HSGO+W6BrATAr14mbDZcAlTxCGI=">AAACx3icjVHLSsNAFD2Nr1pfVZdugkVx FZKi6LLgRncV7ANqkSSdtqF5MZkUS3HhD7jVPxP/QP/CO+MU1CI6IcmZc+85M/deLw2DTNj2a8FYWFxaXimultbWNza3yts7zSzJuc8afhImvO25GQuDmDVEIELWTjlzIy9kLW90LuOtMeNZkMTXYpKybuQO4qAf+K6QlG0 dn9yWK7Zlq2XOA0eDCvSqJ+UX3KCHBD5yRGCIIQiHcJHR04EDGylxXUyJ44QCFWe4R4m0OWUxynCJHdF3QLuOZmPaS89MqX06JaSXk9LEAWkSyuOE5WmmiufKWbK/eU+Vp7zbhP6e9oqIFRgS+5dulvlfnaxFoI8zVUNANaW KkdX52iVXXZE3N79UJcghJU7iHsU5YV8pZ302lSZTtcveuir+pjIlK/e+zs3xLm9JA3Z+jnMeNKuWY1vOVbVSO9SjLmIP+ziieZ6ihgvU0SDvIR7xhGfj0kiMsXH3mWoUtGYX35bx8AGQJY/M</latexit><latexit sha1_base64="HSGO+W6BrATAr14mbDZcAlTxCGI=">AAACx3icjVHLSsNAFD2Nr1pfVZdugkVx FZKi6LLgRncV7ANqkSSdtqF5MZkUS3HhD7jVPxP/QP/CO+MU1CI6IcmZc+85M/deLw2DTNj2a8FYWFxaXimultbWNza3yts7zSzJuc8afhImvO25GQuDmDVEIELWTjlzIy9kLW90LuOtMeNZkMTXYpKybuQO4qAf+K6QlG0 dn9yWK7Zlq2XOA0eDCvSqJ+UX3KCHBD5yRGCIIQiHcJHR04EDGylxXUyJ44QCFWe4R4m0OWUxynCJHdF3QLuOZmPaS89MqX06JaSXk9LEAWkSyuOE5WmmiufKWbK/eU+Vp7zbhP6e9oqIFRgS+5dulvlfnaxFoI8zVUNANaW KkdX52iVXXZE3N79UJcghJU7iHsU5YV8pZ302lSZTtcveuir+pjIlK/e+zs3xLm9JA3Z+jnMeNKuWY1vOVbVSO9SjLmIP+ziieZ6ihgvU0SDvIR7xhGfj0kiMsXH3mWoUtGYX35bx8AGQJY/M</latexit>
0.40
<latexit sha1_base64="LJd2lYMPC07mGlExvqTzNLFBgu8=">AAACx3icjVHLSsNAFD2Nr1pfVZdugkVx FZIi6LLgRncVbCvUIsl02g5Nk5BMiqW48Afc6p+Jf6B/4Z1xCmoRnZDkzLn3nJl7b5CEIpOu+1qwFhaXlleKq6W19Y3NrfL2TjOL85TxBovDOL0O/IyHIuINKWTIr5OU+6Mg5K1geKbirTFPMxFHV3KS8M7I70eiJ5gvFeU 6x+5tueI6rl72PPAMqMCselx+wQ26iMGQYwSOCJJwCB8ZPW14cJEQ18GUuJSQ0HGOe5RIm1MWpwyf2CF9+7RrGzaivfLMtJrRKSG9KSltHJAmpryUsDrN1vFcOyv2N++p9lR3m9A/MF4jYiUGxP6lm2X+V6dqkejhVNcgqKZ EM6o6Zlxy3RV1c/tLVZIcEuIU7lI8Jcy0ctZnW2syXbvqra/jbzpTsWrPTG6Od3VLGrD3c5zzoFl1PNfxLquV2qEZdRF72McRzfMENZyjjgZ5D/CIJzxbF1Zsja27z1SrYDS7+Lashw+ERY/H</latexit><latexit sha1_base64="LJd2lYMPC07mGlExvqTzNLFBgu8=">AAACx3icjVHLSsNAFD2Nr1pfVZdugkVx FZIi6LLgRncVbCvUIsl02g5Nk5BMiqW48Afc6p+Jf6B/4Z1xCmoRnZDkzLn3nJl7b5CEIpOu+1qwFhaXlleKq6W19Y3NrfL2TjOL85TxBovDOL0O/IyHIuINKWTIr5OU+6Mg5K1geKbirTFPMxFHV3KS8M7I70eiJ5gvFeU 6x+5tueI6rl72PPAMqMCselx+wQ26iMGQYwSOCJJwCB8ZPW14cJEQ18GUuJSQ0HGOe5RIm1MWpwyf2CF9+7RrGzaivfLMtJrRKSG9KSltHJAmpryUsDrN1vFcOyv2N++p9lR3m9A/MF4jYiUGxP6lm2X+V6dqkejhVNcgqKZ EM6o6Zlxy3RV1c/tLVZIcEuIU7lI8Jcy0ctZnW2syXbvqra/jbzpTsWrPTG6Od3VLGrD3c5zzoFl1PNfxLquV2qEZdRF72McRzfMENZyjjgZ5D/CIJzxbF1Zsja27z1SrYDS7+Lashw+ERY/H</latexit><latexit sha1_base64="LJd2lYMPC07mGlExvqTzNLFBgu8=">AAACx3icjVHLSsNAFD2Nr1pfVZdugkVx FZIi6LLgRncVbCvUIsl02g5Nk5BMiqW48Afc6p+Jf6B/4Z1xCmoRnZDkzLn3nJl7b5CEIpOu+1qwFhaXlleKq6W19Y3NrfL2TjOL85TxBovDOL0O/IyHIuINKWTIr5OU+6Mg5K1geKbirTFPMxFHV3KS8M7I70eiJ5gvFeU 6x+5tueI6rl72PPAMqMCselx+wQ26iMGQYwSOCJJwCB8ZPW14cJEQ18GUuJSQ0HGOe5RIm1MWpwyf2CF9+7RrGzaivfLMtJrRKSG9KSltHJAmpryUsDrN1vFcOyv2N++p9lR3m9A/MF4jYiUGxP6lm2X+V6dqkejhVNcgqKZ EM6o6Zlxy3RV1c/tLVZIcEuIU7lI8Jcy0ctZnW2syXbvqra/jbzpTsWrPTG6Od3VLGrD3c5zzoFl1PNfxLquV2qEZdRF72McRzfMENZyjjgZ5D/CIJzxbF1Zsja27z1SrYDS7+Lashw+ERY/H</latexit>
0.95
<latexit sha1_base64="6KJhtxn3fRNTMwRFKrsyEWzGSM8=">AAACx3icjVHLSsNAFD2Nr1pfVZdugkVx FZKCqLuCG91VsA+oRZJ02obmxWRSLMWFP+BW/0z8A/0L74xTUIvohCRnzr3nzNx7vTQMMmHbrwVjYXFpeaW4Wlpb39jcKm/vNLMk5z5r+EmY8LbnZiwMYtYQgQhZO+XMjbyQtbzRuYy3xoxnQRJfi0nKupE7iIN+4LtCUrZ 1dnxbrtiWrZY5DxwNKtCrnpRfcIMeEvjIEYEhhiAcwkVGTwcObKTEdTEljhMKVJzhHiXS5pTFKMMldkTfAe06mo1pLz0zpfbplJBeTkoTB6RJKI8TlqeZKp4rZ8n+5j1VnvJuE/p72isiVmBI7F+6WeZ/dbIWgT5OVQ0B1ZQ qRlbna5dcdUXe3PxSlSCHlDiJexTnhH2lnPXZVJpM1S5766r4m8qUrNz7OjfHu7wlDdj5Oc550Kxajm05V9VK7VCPuog97OOI5nmCGi5QR4O8h3jEE56NSyMxxsbdZ6pR0JpdfFvGwwecCo/R</latexit><latexit sha1_base64="6KJhtxn3fRNTMwRFKrsyEWzGSM8=">AAACx3icjVHLSsNAFD2Nr1pfVZdugkVx FZKCqLuCG91VsA+oRZJ02obmxWRSLMWFP+BW/0z8A/0L74xTUIvohCRnzr3nzNx7vTQMMmHbrwVjYXFpeaW4Wlpb39jcKm/vNLMk5z5r+EmY8LbnZiwMYtYQgQhZO+XMjbyQtbzRuYy3xoxnQRJfi0nKupE7iIN+4LtCUrZ 1dnxbrtiWrZY5DxwNKtCrnpRfcIMeEvjIEYEhhiAcwkVGTwcObKTEdTEljhMKVJzhHiXS5pTFKMMldkTfAe06mo1pLz0zpfbplJBeTkoTB6RJKI8TlqeZKp4rZ8n+5j1VnvJuE/p72isiVmBI7F+6WeZ/dbIWgT5OVQ0B1ZQ qRlbna5dcdUXe3PxSlSCHlDiJexTnhH2lnPXZVJpM1S5766r4m8qUrNz7OjfHu7wlDdj5Oc550Kxajm05V9VK7VCPuog97OOI5nmCGi5QR4O8h3jEE56NSyMxxsbdZ6pR0JpdfFvGwwecCo/R</latexit><latexit sha1_base64="6KJhtxn3fRNTMwRFKrsyEWzGSM8=">AAACx3icjVHLSsNAFD2Nr1pfVZdugkVx FZKCqLuCG91VsA+oRZJ02obmxWRSLMWFP+BW/0z8A/0L74xTUIvohCRnzr3nzNx7vTQMMmHbrwVjYXFpeaW4Wlpb39jcKm/vNLMk5z5r+EmY8LbnZiwMYtYQgQhZO+XMjbyQtbzRuYy3xoxnQRJfi0nKupE7iIN+4LtCUrZ 1dnxbrtiWrZY5DxwNKtCrnpRfcIMeEvjIEYEhhiAcwkVGTwcObKTEdTEljhMKVJzhHiXS5pTFKMMldkTfAe06mo1pLz0zpfbplJBeTkoTB6RJKI8TlqeZKp4rZ8n+5j1VnvJuE/p72isiVmBI7F+6WeZ/dbIWgT5OVQ0B1ZQ qRlbna5dcdUXe3PxSlSCHlDiJexTnhH2lnPXZVJpM1S5766r4m8qUrNz7OjfHu7wlDdj5Oc550Kxajm05V9VK7VCPuog97OOI5nmCGi5QR4O8h3jEE56NSyMxxsbdZ6pR0JpdfFvGwwecCo/R</latexit>
(a) Consistency: CoNLL
<latexit sha1_base64="PdUTpPY7PAx2/aNvlaIm Z16F/eg=">AAAC23icjVHLSsNAFD2Nr1pfVcGNm2BR6qYk3SiuCt24KFLBPqCWkkynNZgXyUQo1ZU7cesPuN X/Ef9A/8I7YwpqEZ2Q5Nxz7zkzd64duk4sDOM1o83Mzs0vZBdzS8srq2v59Y1mHCQR4w0WuEHUtq2Yu47PG8 IRLm+HEbc82+Ut+7Iq860rHsVO4J+JUci7njX0nYHDLEFUL79VtPb1auDHtBX32eiIgpNarZcvGCVDLX0am CkoIF31IP+Cc/QRgCGBBw4fgrALCzE9HZgwEBLXxZi4iJCj8hw3yJE2oSpOFRaxl/QdUtRJWZ9i6RkrNaNdX HojUurYJU1AdRFhuZuu8olyluxv3mPlKc82or+dennEClwQ+5duUvlfnexFYIBD1YNDPYWKkd2x1CVRtyJP rn/pSpBDSJzEfcpHhJlSTu5ZV5pY9S7v1lL5N1UpWRmztDbBuzwlDdj8Oc5p0CyXTKNknpYLlb101FlsYwdF mucBKjhGHQ3yvsYjnvCsdbVb7U67/yzVMqlmE9+W9vABq4GXQA==</latexit><latexit sha1_base64="PdUTpPY7PAx2/aNvlaIm Z16F/eg=">AAAC23icjVHLSsNAFD2Nr1pfVcGNm2BR6qYk3SiuCt24KFLBPqCWkkynNZgXyUQo1ZU7cesPuN X/Ef9A/8I7YwpqEZ2Q5Nxz7zkzd64duk4sDOM1o83Mzs0vZBdzS8srq2v59Y1mHCQR4w0WuEHUtq2Yu47PG8 IRLm+HEbc82+Ut+7Iq860rHsVO4J+JUci7njX0nYHDLEFUL79VtPb1auDHtBX32eiIgpNarZcvGCVDLX0am CkoIF31IP+Cc/QRgCGBBw4fgrALCzE9HZgwEBLXxZi4iJCj8hw3yJE2oSpOFRaxl/QdUtRJWZ9i6RkrNaNdX HojUurYJU1AdRFhuZuu8olyluxv3mPlKc82or+dennEClwQ+5duUvlfnexFYIBD1YNDPYWKkd2x1CVRtyJP rn/pSpBDSJzEfcpHhJlSTu5ZV5pY9S7v1lL5N1UpWRmztDbBuzwlDdj8Oc5p0CyXTKNknpYLlb101FlsYwdF mucBKjhGHQ3yvsYjnvCsdbVb7U67/yzVMqlmE9+W9vABq4GXQA==</latexit><latexit sha1_base64="PdUTpPY7PAx2/aNvlaIm Z16F/eg=">AAAC23icjVHLSsNAFD2Nr1pfVcGNm2BR6qYk3SiuCt24KFLBPqCWkkynNZgXyUQo1ZU7cesPuN X/Ef9A/8I7YwpqEZ2Q5Nxz7zkzd64duk4sDOM1o83Mzs0vZBdzS8srq2v59Y1mHCQR4w0WuEHUtq2Yu47PG8 IRLm+HEbc82+Ut+7Iq860rHsVO4J+JUci7njX0nYHDLEFUL79VtPb1auDHtBX32eiIgpNarZcvGCVDLX0am CkoIF31IP+Cc/QRgCGBBw4fgrALCzE9HZgwEBLXxZi4iJCj8hw3yJE2oSpOFRaxl/QdUtRJWZ9i6RkrNaNdX HojUurYJU1AdRFhuZuu8olyluxv3mPlKc82or+dennEClwQ+5duUvlfnexFYIBD1YNDPYWKkd2x1CVRtyJP rn/pSpBDSJzEfcpHhJlSTu5ZV5pY9S7v1lL5N1UpWRmztDbBuzwlDdj8Oc5p0CyXTKNknpYLlb101FlsYwdF mucBKjhGHQ3yvsYjnvCsdbVb7U67/yzVMqlmE9+W9vABq4GXQA==</latexit>
(b) Error: CoNLL
<latexit sha1_base64="NdJM1bu8uNRW0iwySXlR HM1RIbg=">AAAC1XicjVHLSsQwFD3W97vq0k1xUHQztLNRXAmD4EJEwXGEUaTNZDTYaUqaCoPMTtz6A271l8 Q/0L/wJkbwgWhK25Nz7znJvTfJU1HoMHwe8AaHhkdGx8YnJqemZ2b9ufmjQpaK8QaTqVTHSVzwVGS8oYVO+X GueNxNUt5MLusm3rziqhAyO9S9nJ924/NMdASLNVFnvr+arAXbSkm1GdTl3u7umV8Jq6FdwU8QOVCBW/vSf 8IJ2pBgKNEFRwZNOEWMgp4WIoTIiTvFNXGKkLBxjj4mSFtSFqeMmNhL+p7TruXYjPbGs7BqRqek9CpSBlgmj aQ8RdicFth4aZ0N+5v3tfU0d+vRP3FeXWI1Loj9S/eR+V+dqUWjgw1bg6CacsuY6phzKW1XzM2DT1VpcsiJ M7hNcUWYWeVHnwOrKWztprexjb/YTMOaPXO5JV7NLWnA0fdx/gRHtWoUVqODWmVrxY16DItYwirNcx1b2ME+ GuR9hXs84NFren3vxrt9T/UGnGYBX5Z39wadhpR9</latexit><latexit sha1_base64="NdJM1bu8uNRW0iwySXlR HM1RIbg=">AAAC1XicjVHLSsQwFD3W97vq0k1xUHQztLNRXAmD4EJEwXGEUaTNZDTYaUqaCoPMTtz6A271l8 Q/0L/wJkbwgWhK25Nz7znJvTfJU1HoMHwe8AaHhkdGx8YnJqemZ2b9ufmjQpaK8QaTqVTHSVzwVGS8oYVO+X GueNxNUt5MLusm3rziqhAyO9S9nJ924/NMdASLNVFnvr+arAXbSkm1GdTl3u7umV8Jq6FdwU8QOVCBW/vSf 8IJ2pBgKNEFRwZNOEWMgp4WIoTIiTvFNXGKkLBxjj4mSFtSFqeMmNhL+p7TruXYjPbGs7BqRqek9CpSBlgmj aQ8RdicFth4aZ0N+5v3tfU0d+vRP3FeXWI1Loj9S/eR+V+dqUWjgw1bg6CacsuY6phzKW1XzM2DT1VpcsiJ M7hNcUWYWeVHnwOrKWztprexjb/YTMOaPXO5JV7NLWnA0fdx/gRHtWoUVqODWmVrxY16DItYwirNcx1b2ME+ GuR9hXs84NFren3vxrt9T/UGnGYBX5Z39wadhpR9</latexit><latexit sha1_base64="NdJM1bu8uNRW0iwySXlR HM1RIbg=">AAAC1XicjVHLSsQwFD3W97vq0k1xUHQztLNRXAmD4EJEwXGEUaTNZDTYaUqaCoPMTtz6A271l8 Q/0L/wJkbwgWhK25Nz7znJvTfJU1HoMHwe8AaHhkdGx8YnJqemZ2b9ufmjQpaK8QaTqVTHSVzwVGS8oYVO+X GueNxNUt5MLusm3rziqhAyO9S9nJ924/NMdASLNVFnvr+arAXbSkm1GdTl3u7umV8Jq6FdwU8QOVCBW/vSf 8IJ2pBgKNEFRwZNOEWMgp4WIoTIiTvFNXGKkLBxjj4mSFtSFqeMmNhL+p7TruXYjPbGs7BqRqek9CpSBlgmj aQ8RdicFth4aZ0N+5v3tfU0d+vRP3FeXWI1Loj9S/eR+V+dqUWjgw1bg6CacsuY6phzKW1XzM2DT1VpcsiJ M7hNcUWYWeVHnwOrKWztprexjb/YTMOaPXO5JV7NLWnA0fdx/gRHtWoUVqODWmVrxY16DItYwirNcx1b2ME+ GuR9hXs84NFren3vxrt9T/UGnGYBX5Z39wadhpR9</latexit>
(c) Peason coe cient
<latexit sha1_base64="JzkQ7t4lUSt1Yp1L8koF t+OvmI0=">AAAC23icjVHLSsQwFD1T3+9RwY2b4qCMm6F1o0vBjcsRHBV0GNqY0TCdpiSpIOrKnbj1B9zq/4 h/oH/hTYzgA9GUtifn3nOSe29aZEKbKHquBAODQ8Mjo2PjE5NT0zPV2bk9LUvFeIvJTKqDNNE8EzlvGWEyfl AonvTTjO+nvS0b3z/jSguZ75rzgrf7yUkuuoIlhqhOdaHOVsMmT7TMQyZ5lyKC56ZTrUWNyK3wJ4g9qMGvp qw+4QjHkGAo0QdHDkM4QwJNzyFiRCiIa+OCOEVIuDjHFcZJW1IWp4yE2B59T2h36Nmc9tZTOzWjUzJ6FSlDL JNGUp4ibE8LXbx0zpb9zfvCedq7ndM/9V59Yg1Oif1L95H5X52txaCLDVeDoJoKx9jqmHcpXVfszcNPVRly KIiz+JjiijBzyo8+h06jXe22t4mLv7hMy9o987klXu0tacDx93H+BHtrjThqxDtrtc0VP+pRLGIJdZrnOjax jSZa5H2JezzgMWgH18FNcPueGlS8Zh5fVnD3BuF7l8M=</latexit><latexit sha1_base64="JzkQ7t4lUSt1Yp1L8koF t+OvmI0=">AAAC23icjVHLSsQwFD1T3+9RwY2b4qCMm6F1o0vBjcsRHBV0GNqY0TCdpiSpIOrKnbj1B9zq/4 h/oH/hTYzgA9GUtifn3nOSe29aZEKbKHquBAODQ8Mjo2PjE5NT0zPV2bk9LUvFeIvJTKqDNNE8EzlvGWEyfl AonvTTjO+nvS0b3z/jSguZ75rzgrf7yUkuuoIlhqhOdaHOVsMmT7TMQyZ5lyKC56ZTrUWNyK3wJ4g9qMGvp qw+4QjHkGAo0QdHDkM4QwJNzyFiRCiIa+OCOEVIuDjHFcZJW1IWp4yE2B59T2h36Nmc9tZTOzWjUzJ6FSlDL JNGUp4ibE8LXbx0zpb9zfvCedq7ndM/9V59Yg1Oif1L95H5X52txaCLDVeDoJoKx9jqmHcpXVfszcNPVRly KIiz+JjiijBzyo8+h06jXe22t4mLv7hMy9o987klXu0tacDx93H+BHtrjThqxDtrtc0VP+pRLGIJdZrnOjax jSZa5H2JezzgMWgH18FNcPueGlS8Zh5fVnD3BuF7l8M=</latexit><latexit sha1_base64="JzkQ7t4lUSt1Yp1L8koF t+OvmI0=">AAAC23icjVHLSsQwFD1T3+9RwY2b4qCMm6F1o0vBjcsRHBV0GNqY0TCdpiSpIOrKnbj1B9zq/4 h/oH/hTYzgA9GUtifn3nOSe29aZEKbKHquBAODQ8Mjo2PjE5NT0zPV2bk9LUvFeIvJTKqDNNE8EzlvGWEyfl AonvTTjO+nvS0b3z/jSguZ75rzgrf7yUkuuoIlhqhOdaHOVsMmT7TMQyZ5lyKC56ZTrUWNyK3wJ4g9qMGvp qw+4QjHkGAo0QdHDkM4QwJNzyFiRCiIa+OCOEVIuDjHFcZJW1IWp4yE2B59T2h36Nmc9tZTOzWjUzJ6FSlDL JNGUp4ibE8LXbx0zpb9zfvCedq7ndM/9V59Yg1Oif1L95H5X52txaCLDVeDoJoKx9jqmHcpXVfszcNPVRly KIiz+JjiijBzyo8+h06jXe22t4mLv7hMy9o987klXu0tacDx93H+BHtrjThqxDtrtc0VP+pRLGIJdZrnOjax jSZa5H2JezzgMWgH18FNcPueGlS8Zh5fVnD3BuF7l8M=</latexit>
Figure 3: The alignment between consistency Cs and the
error ratio. Sub-figure (a) is the category-membership depen-
dence of consistency Cs. Sub-figure (b) is the cross-category
error ratios. Sub-figure (c) denotes the Pearson coefficients
between consistency values and error values. The change in
color from blue to red represents the change in value from
negative to positive.
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CcnnWglovecnnMlp 87.6 43.2 57.3 37.5 31.0 23.3 30.4 41.1 83.5 44.5 4.80 40.5
CcnnWglovelstmMlp 88.4 43.3 58.9 32.9 37.8 31.1 34.6 43.8 84.1 37.5 9.09 29.7
CcnnWglovecnnCrf 89.1 50.6 64.2 29.2 34.2 34.0 34.4 37.8 85.2 27.3 30.0 51.2
CnoneWglovelstmCrf 89.1 33.6 37.5 59.1 37.3 32.2 26.4 37.3 86.2 44.4 11.1 40.5
CcnnWglovelstmCrf 90.3 39.9 55.1 33.7 39.2 53.7 26.9 40.8 88.6 25.0 47.2 26.5
CelmWnonelstmCrf 91.8 41.0 56.4 40.5 43.7 60.0 51.6 43.5 89.3 50.0 50.0 40.7
CelmWglovelstmCrf 92.3 48.8 54.4 35.1 44.0 51.0 43.4 46.8 90.0 28.6 33.3 33.3
Table 7: Error ratios for hard cases (typical error types) with
various NER systems. The detail model architecture is shown
in Table 2.
Exp-VI: Exploring the Errors of Hard Cases
As shown in Fig. 3, the two sub-figure (a-b) illustrate the
consistency and error matrices of the NER model trained
on CoNLL. In the error matrix, the off-diagonal elements
of Erp,q (p 6= q) is computed as the number of entity be-
longing to category p predicted as category q, divided by
the total number of prediction errors of the category p. The
on-diagonal elements of Erp,q (p = q) is the accuracy of
the category p. Notably, we find that the consistency val-
ues correlate closely with error ratios based on the Pearson
coefficient in Fig. 3-(c). Taking the marked positions in sub-
figures (a-b) for example, We find that if two categories have
low consistency, the model tends to have difficulty distin-
guishing them, and it is easy to mis-predict each other.
This observation demonstrates that relationships between en-
tity categories influence model’s generalization ability. We
additionally find the prospects for further gains from archi-
tecture design and knowledge pre-training seem quite limited
based Tab.7. To address these issues, more contextual knowl-
edge or prior linguistic knowledge is needed.
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