The purpose of this paper is to study a split hierarchical monotone variational inclusion problem which includes split variational inequality problems, split common fixed point problems, split monotone variational inclusion problems, split convex minimization problems, etc., as special cases, and fixed point problems for nonexpansive semigroup in the setting of Hilbert spaces. For solving this kind problems, some new iterative algorithms are proposed. Under suitable conditions, some weak and strong convergence theorems for the sequences generated by the proposed algorithms are proved. The results presented in the paper improve and extend some recent corresponding results.
Introduction
Let H 1 and H 2 be real Hilbert spaces with inner product ·, · and norm · , C ⊆ H 1 and Q ⊆ H 2 be nonempty, closed, and convex sets, respectively. The mapping T : H 1 → H 1 is said to be nonexpansive if for all x, y ∈ H 1 T x − T y ≤ x − y .
(1.1)
A one-parameter family F := {T (t) : t ≥ 0} is said to be a nonexpansive semigroup on H 1 if the following conditions are satisfied:
(i) T (0)x = x, for all x ∈ H 1 ;
(ii) T (s + t) = T (s)T (t) , for all s, t ≥ 0 ; (iii) for each x ∈ H 1 , the mapping t → T (t)x is continuous; (iv) T (t)x − T (t)y ≤ x − y , for all x, y ∈ H 1 and t ≥ 0
We denote by F (F) the set of all common fixed points of F, that is, F (F) := {x ∈ E : T (t)x = x, 0 ≤ t < ∞} = 
F (T (t)). (1.2)
It is well known that F (F) is closed and convex (see [1] ).
Let A : H 1 → H 2 be a bounded linear operator, and f : H 1 → H 1 and g : H 2 → H 2 be two given operators. Recently, Censor et al. [2] introduced the following split variational inequality problem (SVIP):
F ind x * ∈ C such that f (x * ), x − x * ≥ 0, f or all x ∈ C, (1. 3) and such that y * := Ax * ∈ Q solves g(y * ), y − y * ≥ 0, f or all y ∈ Q, (1 If the sets C and Q are the set of fixed points of the operators T : H 1 → H 1 and S : H 2 → H 2 , respectively, then the SVIP is called a split hierarchical variational inequality problem (SHVIP). The split variational inequality problem (SVIP) contains the split feasibility problem (SFP) as a special case. For further details of the SFP, we refer to [3] [4] [5] [6] [7] [8] [9] and the references therein.
If f and g are convex and differentiable, then the SVIP is equivalent to the following split minimization problem: 5) and such that y * := Ax * ∈ Q solves ming(y), subject to y ∈ Q, (1.6)
For further details on the equivalence between a variational inequality and an optimization problem, see [10] .
In 2011, Moudafi [11] introduced the following split monotone variational inclusion problem (SMVIP):
and such that If f ≡ 0 and g ≡ 0, then split monotone variational inclusion problem (SMVIP) reduces to the following split variational inclusion problem (SVIP): 9) and such that y * := Ax * ∈ H 2 solves 0 ∈ B 2 (y * ), (1.10) which constitutes a pair of variational inclusion problems connected with a bounded linear operator A in two different Hilbert spaces H 1 and H 2 .
The split monotone variational inclusion problem includes as special cases: the split common fixed point problem, the split variational inequality problem, the split zero problem, and the split feasibility problem, split monotone variational inclusion problems, split convex minimization problems and so on. This formalism is also at the core of the modeling of many inverse problems arising for phase retrieval and other real-world problems; for instance, in sensor networks in computerized tomography and data compression; see [12, 13] and the references therein.
To solve the SMVIP, Moudafi [11] introduced the following iterative method to solve split monotone variational inclusion problem and obtained some weak convergence theorems: Let λ > 0 and x 0 be the initial point, compute iterative sequence {x n } generated by the following scheme: Recently, Ansari et al. [14] introduced the following split hierarchical monotone variational inclusion problem (SHMVIP): 12) and such that 13) we denoted by Γ the solution set of (SHMVIP): that is Γ = {x solves (1.12) : Ax solves (1.13)} In 2015, Ansari et al. [14] modified iteration scheme (1.11) to the case of a split hierarchical monotone variational inclusion problem and the fixed point problem of a nonexpansive mapping. To be more precise, they proved the following weak convergence theorem.
Theorem 1.1 [14]
Let A : H 1 → H 1 be a bounded linear operator, f : H 1 → H 1 be an α 1 -inverse strongly monotone operator, T : H 1 → H 1 be a strongly nonexpansive operator such that F (T ) = ∅, g : H 2 → H 2 be an α 2 -inverse strongly monotone operator, and S : H 2 → H 2 be a nonexpansive operator such that F (S) = ∅, and α = min{α 1 , α 2 }. Consider the operator U := J λ (I − λg) with λ ∈ (0, 2α), and B 1 : H 1 ⇒ H 1 and B 2 : H 2 ⇒ H 2 are two maximal monotone set-valued mappings with nonempty values. Let {x n } be a sequence generated by:
where γ ∈ (0, 1 A 2 ), then the sequence {x n } converges weakly to an element
In this paper, Motivated and inspired by the recent research going on in the direction of split variational inclusion problems and split common fixed point problems, we introduce a new iterative scheme to approximate a common element of the set of solutions of a split hierarchical monotone variational inclusion and the set of common fixed points of one-parameter nonexpansive semigroups in the setting of two Hilbert spaces. Under some suitable conditions on parameters, some weak and strong convergence theorems for the sequences generated by the proposed algorithms are proved. The results presented in the paper improve and extend some recent corresponding results.
Preliminaries
We now recall some definitions and elementary facts which will be used in the proofs of our main results.
A multi-valued mapping B :
A monotone mapping B is maximal if the Graph (B) is not properly contained in the graph of any other monotone mapping. It is well known that a monotone mapping B is maximal if and only if for (
Let B :
for some λ > 0, where I stands for the identity operator on H 1 . Note that for all λ > 0 the resolvent operator J B λ is single-valued, nonexpansive, and firmly nonexpansive. see [14] Let B 1 : H 1 → 2 H 1 and B 2 : H 2 → 2 H 2 be set-valued mappings with nonempty values, and let f : H 1 → H 1 and g : H 2 → H 2 be mappings. Let T : H 1 → H 1 and S : H 2 → H 2 be operators such that F ix(T ) = ∅ and F ix(S) = ∅. Let U := J λ (I − λg) , Ansari et al. [14] proved that (1.12) and (1.13) can be rewritten as
and such that
Definition 2.1 An operator T : H → H is said to be : (i) strongly nonexpansive [15, 16, 17] if T is nonexpansive and
whenever {x n } and {y n } are bounded sequences in H and
(ii) averaged nonexpansive [18] if it can be written as
7)
where α ∈ (0, 1), I is the identity operator on H, and S : H → H is a nonexpansive mapping; (iii) firmly nonexpansive if T x − T y 2 ≤ x − y, T x − T y , f or all x, y ∈ H; (iv) α-inverse strongly monotone (α-
.
Since J B λ is firmly nonexpansive, and therefore, it is averaged. It is well known that the composition of averaged mapping is averaged, thus J B λ (I − λϕ) is averaged. Since every averaged mapping is strongly nonexpansive [17] , it follows that J B λ (I − λϕ) is also strongly nonexpansive. Lemma 2.3 [14] Let φ : H → H be a given single-valued operator, B : H → 2 H be maximal monotone set-valued mapping. Then
Let T : C → C be a mapping with F (T ) = ∅. Then T is said to be demiclosed at zero if for any {x n } ⊂ C with x n x and x n − T x n → 0, x = T x.
A mapping T : C → C is said to be semi−compact, if for any sequence {x n } in C such that x n −T x n → 0, (n → ∞), there exists subsequence {x n j } of {x n } such that {x x j } converges strongly to x * ∈ C.
A Banach space E is said to satisfy Opial property if for any sequence {x n } in E, x n x, for any y ∈ E with y = x, we have lim inf
It is well known that every Hilbert space satisfies Opial's condition.
Lemma 2.4 ([19])
Let C be a nonempty a nonempty, closed, and convex subset of a real Hilbert space H and T : C → C be a nonexpansive operator with F ix(T ) = ∅, If the sequence {x n } ⊆ C converges weakly to x and the sequence {(I − T )x n } converges strongly to y, then (I − T )x = y. In particular, if y = 0, then x ∈ F ix(T ). In a real Hilbert space H, it is also well known that be uniformly asymptotically regular nonexpansive semigroups such that t≥0 F (T (t)) = ∅ and F (S(t)) = ∅, g : H 2 → H 2 be a β 2 -inverse strongly monotone operator, and B 1 : H 1 → 2 H 1 and B 2 : H 2 → 2 H 2 be two maximal monotone set-valued mappings with nonempty values. Let {x n } be a sequence generated by:
where the operator U := J λ (I − λg) with λ ∈ (0, 2α), {t n } is sequence of real numbers, {α n }, {β i }(i = 1, 2) and γ satisfy the following conditions:
(1) t n > 0 and lim n→∞ t n = ∞;
then the sequence {x n } converges weakly to an element x * ∈ Γ. (II) In addition, if Γ = ∅, U is semi-compact and there exists at least one T (t) ∈ {T (t) : t ≥ 0} is semi-compact, then {x n } converges strongly to an element x * ∈ Γ.
Proof. Now we prove the conclusion (I).
We shall divide the proof into four steps.
Step 1. We first show that the limit lim n→∞ x n − p exists for any p ∈ Γ.
For any given p ∈ Γ, then
where,
3) It follows from (3.2), (3.3) that
A 2 , so, 0 < γ A 2 < 1, and from (3.4), we have
It from (3.1) and (3.4) that
(3.6) This implies that lim n→∞ x n − p exists. So, we obtian that {x n } is bounded.
Step 2. We prove that lim n→∞ y n − T (t)U y n = 0, lim n→∞ (S(t)V − I)Ax n = 0 and lim n→∞ V Ax n − Ax n = 0 .
It follows from (3.6) that
From (3.7), we have
and lim n→∞ (S(t n )V − I)Ax n = 0, (3.10)
Since {S(t)} is uniformly asymptotically regular nonexpansive semigroup, C is any bounded subset of H 1 containing {y n } and lim n→∞ t n = ∞, for all t ≥ 0, then
Since {T (t)x} is continuous on t for all x ∈ H 1 , and 12) it follows from (3.6) and (3.12) that
Similarly, lim n→∞ (S(t)V − I)Ax n = 0. (3.14)
Since,
So, by (3.10), we obtain
In addition, since
Taking the limit on both sides of the above inequality and by using (3.10), we have
Therefore,
Since S and V := J B 2 λ (I − λg) are nonexpansive, from (3.19) that,
22) It follows from (3.19) and (3.22) that
Since V is averaged nonexpansive and every averaged nonexpansive map is strongly nonexpansive, so, V is strongly nonexpansive. By the definition of strong nonexpansiveness of V and the boundedness of {Ap} and {Ax n }, we have lim n→∞ V Ax n − Ax n = 0. (3.24)
Step 3. We prove that lim n→∞ U y n − y n = 0 and lim n→∞ U y n − T (t)U y n = 0 Since,
It follows from (3.9) that
By the nonexpansiveness of T (t) and U , we have
and
By (3.27) and (3.29), we get
Since {y n } is a bounded sequence and {p} being a constant sequence, also bounded, U is averaged nonexpansive and every averaged nonexpansive map is strongly nonexpansive, by the strong nonexpansiveness of U , we have
It follows from (3.13) and (3.32) that
Step 4. We prove that {x n } converges weakly to x * ∈ Γ.
Since {x n } is a bounded sequence, there exists a subsequence {x n i } of {x n } converging weakly to x * . In addition, since A is a bounded linear operator, we know that {Ax n i } converges weakly to Ax * . Further, Since S(t)V is nonespansive for all t ≥ 0 and V is nonexpansive, by Lemma 2.4, (3.14) and (3.24), we know that S(t)V Ax * = Ax * and V Ax * = Ax * , this means that Ax * ∈ F (S(t)) solves Ax * ∈ F (V ) = F (J B 2 λ (I − λg)). On the other hand, for all f ∈ H,
≤ f y n − x n + f (x n ) − f (x * ) .
(3.34) Since x n x * and from (3.16), we have lim n→∞ f (y n ) − f (x * ) = 0, thus, y n x * , it follows from (3.31) that U y n x * , since U is demiclosed at zero, we have U x * = x * . Since T (t) is nonespansive for all t ≥ 0 and by Lemma 2.4, (3.31) and (3.33), we have T x * = x * , that is, x * ∈ F (T (t)) solves x * ∈ F (U ) = F (J B 1 λ (I − λf )). This means that x * ∈ Γ. assume that there exists another subsequence {x n j } of {x n } such that {x n j } converges weakly to y * ∈ H 1 , using the same argument above, we also know that y * ∈ Γ. Since each Hilbert space possesses Opial's condition, we have lim inf 
