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GENERAL INTRODUCTION 
Background 
The applications of nondestructive evaluation of materials have been steadily increas­
ing in recent years. This has been mainly due to the aging of the existing structures, or the 
quality control of new products. One of the commonly used techniques in nondestructive 
inspection is the ultrasonic technique. In this technique, a collimated beam of ultrasound is 
generated by a transducer and is injected into the material either by direct contact or through 
a liquid coupling medium. Then, the ultrasonic beam can be scattered back from a disconti­
nuity or transmitted through the material into a receiver. The received signal will contain 
information about flaws in the material or its more general properties. In the presence of a 
flaw, the received signal will be a result of the interaction of the original signal with the flaw. 
By analyzing the received signal, one can deduce information about the host material. Often, 
in modeling ultrasonic nondestructive evaluation, the propagation of ultrasonic waves and 
their interactions with flaws are handled separately. These results are then combined to 
predict a measurement system response. An important component of such system models are 
thus theoretical models to predict the ultrasonic fields created by the transducer inside the 
material. An example of the application of such system models is the determination of the 
applicability or capability of particular ultrasonic inspection techniques without performing 
the actual experiment In this case, theoretical models can be used to predict the results of 
such ultrasonic inspections without the expenditure of time and money on performing the 
actual experiment. Thompson and Gray [1] have discussed the significance of ultrasonic 
modeling in detail. 
The ultrasonic beam model is required to handle a wide range of inspection problems 
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with a certain degree of accuracy. This implies that the model must consider the generation 
of the ultrasonic beam from a focused or unfocused transducer, the propagation of the beam 
through the material and the effects of transmission through multiple interfaces. The model 
must describe the influence of diffraction and refraction, and include the effect of attenua­
tion. Furthermore, the beam model should be able to encompass the effects of material 
anisotropy. This is an important condition for nondestructive inspection of advanced com­
posite materials or metallic materials with preferred grain alignments. Another crucial 
requirement of beam models are their computational efficiency. High computational speed 
will enhance their practical applications as engineering tools. Beam models are available that 
utilize finite element [2] and finite difference [3] methods, which can be used in a wide 
variety of inspection cases. However, these codes are computationally intense and required 
excessive computation time. This dissertation is concerned with an alternative approach 
which achieves much greater computational speed with some decrease in accuracy. 
Previous Work 
The radiation of piezoelectric transducers [4-5], are usually modeled as the response 
to a vibrating disk with uniform velocity over its face. Although this may not be completely 
accurate, it produces practically useful results for the cases where the dimensions of the 
vibrating disk are much greater than wavelength. In most nondestructive evaluation applica­
tions, the vibrating disks are circular and flat, and are referred as rigid pistons. In previous 
years, the radiation of circular piston transducers have been extensively investigated both in 
frequency and time domains [4-11]. These studies include radiation of rectangular [4,11-12] 
or elliptical pistons [13], focusing by axially symmetric lenses [4,15-17] and theory of 
Gaussian beam propagation [4,17-18]. 
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One technique, which can be used for both acoustic and electromagnetic beam propa­
gation, is to represent a beam as an angular spectrum of plane waves [4,13,18-21]. In this 
method the solution is formed by the summation of plane waves propagating in different 
direction with amplitudes relating to the initial beam pattern. This method is also used for 
propagation through anisotropic materials [21-22]. Although this method achieves an exact 
solution while having the simplicity of working with plane waves, it is computationally 
complex. Furthermore, the treatment of transmission of beams through non-planar interfaces 
between different media introduces significant complications. 
In some cases when the wavelength is much smaller than the radius of the piston 
(ka»l, k being the wavenumber and a being the radius of the piston transducer) an approxi­
mation can be applied to simplify the solution to the vibrating piston. This approximation, 
known as Fresnel (or paraxial) approximation, has been used by many researchers (4, 8,13, 
18-19). Thompson and Newberry [23] used the Fresnel approximation in combination with 
the angular spectrum of plane waves technique to predict the propagation of Gaussian beams 
through anisotropic media. 
Gauss-Hermite Beam Model 
Originally, the Gauss-Hermite solutions to the wave equation was developed in optics 
[24-26]. The essential features of this approach was the neglect of certain slowly varying 
terms in the wave equation which allows simple, closed form solutions to be obtained for 
certain initial profiles. Then, Cavanagh and Cook [15,27], Cook and Amoult [28], and 
Thompson et al. [13] applied this approach to predict radiation of a piston transducer in a 
fluid. Later, this method was extended to isotropic solid in a scalar approximation, including 
the development of laws to treat the transmission of the ultrasonic beam through liquid-solid 
and solid-solid interfaces by Thompson and Lopes [29], and Newberry et al. [30]. In the 
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Gauss-Hermite beam model, the full field solution can be expressed as superposition of 
Gauss-Hermite beam modes, which are an orthogonal set of functions. Each Gauss-Hermite 
beam mode by itself is the solution to wave equation under Fresnel approximation. The 
lowest order of Gauss-Hermite beam modes has a Gaussian cross-section, which is multi­
plied by Hermite polynomials in the higher order modes. One of the advantages of Gauss-
Hermite modes are their property of retaining their transverse functional form as they propa­
gate. The major consequence of the propagation is the change of the scale factor. Thus, their 
diffraction properties are very simply described. 
Subsequently, Newberry and Thompson [31] explicitly developed the Gauss-Hermite 
model for solid case by starting from an angular spectrum of plane elastic waves and apply­
ing Fresnel approximation. Their model addresses the case of beam propagation in anisotro­
pic materials and includes parameters describing the beam skew and excess beam divergence 
"phenomena due to the anisotropy of the material. This model can predicts the ultrasonic 
fields radiated into isotropic and anisotropic materials through planar or simple curved 
interfaces by focused or unfocused transducers. Newberry and Minachi [32] validated the 
Gauss-Hermite beam model by experimentally observing the profile of ultrasonic waves 
which had propagated through both isotropic and anisotropic materials. Their results were in 
good agreement with prediction from the Gauss-Hermite model. 
Present Work 
The present work is concerned with a more exhaustive study of the accuracy of the 
Gauss-Hermite model and demonstration of its application to selected problems. 
In many practical application of nondestructive evaluation, beam may propagate 
through more than one interface. In some materials there may be one or more layers with 
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different material properties separated by discrete interfaces, or regions in which the proper­
ties change continuously. The propagation of the ultrasonic waves through such materials is 
of particular interest for nuclear industry. For instance, the welds which are used to connect 
pipes to the pressure vessels in nuclear reactors consist of more than one type of metal. 
These metals sometimes possess anisotropic properties and have different preferred crystal­
line axis orientations in each layer. In another example, when the reactor cooling pipes are 
centrifugally cast stainless steel, there may be columnar shaped grains whose axes are 
aligned radially. Although these pipes do not have discrete layers, the structure can be 
modeled by a set of adjacent homogeneous layers, separated by radially oriented interfaces. 
Because of the public safety issues associated with the operation of such reactors, proper 
inspection is essential and there is an urgent need for models which can predict beam propa­
gation through multilayered media. 
The previous experimental validation of Gauss-Hermite model [32] involved mea­
surements of radiation patterns of ultrasonic beams through a columnar steel sample. In 
those immersion tests, which involved only a single layer of material, there were good 
agreements between the model and the experiments. However, it was not possible to be too 
precise in the comparison because the elastic constants were not known exactly. Moreover, 
this comparison did not address questions concerning the performance of the Gauss-Hermite 
model in multilayered media. Since the laws treating propagation through interfaces are 
approximate, it is not immediately evident that the model can keep up with the beam diffrac­
tion through several interfaces, or if the accumulation of errors as the beam propagates 
through each layer and interface could destroy the validity of the model. Also, there has been 
questions concerning the limitations of Gauss-Hermite model when applied to parts with 
complex surface geometiy. Therefore, there was a need to study the potential of the Gauss-
Hermite beam model in predicting the field in inhomogeneous materials. This will be the 
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main focus of the present work. Including will be a quantitative study of the limitations of 
the Gauss-Hennite beam model and its degree of its accuracy. Also, some practical applica­
tions of the model are presented. 
Organization of Dissertation 
The main body of this dissertation is divided into five sections, designated Part I 
through Part V. Each section corresponds to a separate journal article written on this re­
search. The equations, references, paper layout and figure numbers are local to each part. 
The present general introduction and a general conclusion section tie these parts together. 
The references cited in this chapter (general introduction) will follow the general conclusion. 
The first author has been responsible for most of the work and the writing of each of the 
papers. Following are brief descriptions of each part of this dissertation. 
Part I 
Some of the important inputs to tiie Gauss-Hermite model are the parameters which 
define the slowness surface of the anisotropic material. These parameters are related to the 
elastic constants of the material. In one of the studies which dealt with propagation of elastic 
waves in composites using the Gauss-Hermite beam model, there was a need to find the 
complete set of elastic constants of the composites. In pursuit of finding the simplest way of 
determining the elastic constants of materials without damaging them, a new experimental 
technique was developed. This study entitied "Single-sided determination of elastic con­
stants of thick composites using acousto-ultrasonic technique" became an independent paper 
which has more general application than providing inputs to the Gauss-Hermite beam model. 
The authors of this papers are A. Minachi, D. K. Hsu and R. B. Thompson. 
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Part II 
To investigate the accuracy of the Gauss-Hermite beam model in multilayered media, 
its predictions were compared to those of the finite element method. In the paper entitle 
"Predictions of the Gauss-Hermite beam model and finite element method for ultrasonic 
propagation through anisotropic stainless steel" a model problem which consisted of two 
layers was analyzed. The first layer was isotropic and the second layer was an anisotropic 
material with various orientations of the preferred axis. The results of the comparison were 
very encouraging for applications of the Gauss-Hermite model, especially considering its 
computational efficiency. The authors of this paper are A. Minachi, Z. You, R. B. Thompson 
and W. Lord. 
Part in 
To explore the performance of the Gauss-Hermite model through more realistic and 
complex layered media, the technique was applied to a bimetallic weld, which is a commonly 
used joint in nuclear reactors. The predictions of the Gauss-Hermite model were compared 
to those found by finite element method. The results obtained in each region were in good 
agreement in the vicinity of the central ray, where most of the energy is concentrated. This 
work is described in the paper entitled "Ultrasonic beam propagation through a bimetallic 
weld-a comparison of predictions of the Gauss-Hermite beam model and finite element 
method". The authors of this paper are A. Minachi, J. Mould and R. B. Thompson. 
Part IV 
After gaining confidence in the Gauss-Hermite beam model in multilayered media, a 
practical used of this model was investigated. In the paper entitled "Delamination sizing in 
composite materials using the Gauss-Hermite beam model" the sizing of simulated delamina-
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lions in composites was investigated. The main purpose of the study was to acquire more 
accurate technique than the method presently used in practice. The results were in good 
agreement with nominal sizes of the delamination. Also, this paper showed the importance 
of diffraction consideration in the anisotropic materials. The authors of this paper are A. 
Minachi, F. J. Margetan and D. K. Hsu. 
Party 
In some application of nondestructive evaluation, the interface surfaces may not be 
smooth. In this paper the distortion of a beam due to passage through an irregular interface is 
investigated. In particular, the propagation of a beam through a surface with step discontinu­
ity is studied. As described in the paper entitled "Ultrasonic wave propagation through an 
interface with a step discontinuity", a hybrid Gauss-Hermite/ray tracing model was devel­
oped to treat this problem. The experimental part of this study was performed by Pacific 
Northwest Laboratory. The authors of this paper are A. Minachi, R. B Thompson, M. S. 
Good and A. A. Diaz. 
9 
PART I. 
SINGLE-SIDED DETERMINATION OF ELASTIC 
CONSTANTS OF THICK COMPOSITES USING 
ACOUSTO-ULTRASONIC TECHNIQUE 
A. Minachi, D. K. Hsu and R. B. Thompson 
Center for Nondestructive Evaluation, 
Iowa State University 
Ames, lA 50011 
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ABSTRACT 
The determination of elastic constants is vital for any in-depth study of material perfor­
mances. One of the more frequently used methods for elastic constant determination in­
volves ultrasonic velocity measurements. Although this method is convenient in isotropic 
materials, it involves more complicated procedures for anisotropic materials. In this study, a 
measurement method is introduced that does not require cutting samples for velocity mea­
surements in different directions. This method utilizes the acousto-ultrasonic technique and 
deduces the elastic constants from the time of flight of obliquely reflected echoes which are 
received by another transducer placed on the same surface. Analytical and numerical analy­
ses are described which reveal the sensitivity of the results to different kinds of measurement 
errors. It is reported that systematic errors are most detrimental to the extraction of elastic 
constants, and appropriate steps are demonstrated which reduce this kind of error. This 
method is experimentally tested on three unidirectional graphite/epoxy composites, and the 
results show good agreement with nominal values of elastic constants obtained by cutting 
one of the tested samples. 
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INTRODUCTION 
The extensive use of composites as structural materials in today's industries has de­
manded a greater understanding of their properties. The anisotropic elastic constants of 
composites are among the most important Knowledge of these constants is essential for 
static stress analysis in design and for predicting structural vibration. In addition, tiie elastic 
constants play an important role in understanding the results of ultrasonic nondestructive 
inspection. A case of particular interest in this paper is that of thick composites, which are 
being considered for hulls of submersed vehicles [1]. 
Several methods are available for determining the elastic constants of thick composites. 
Ultrasonic wavespeed measurement is one of the most commonly used methods for the 
determination of elastic constants of anisotropic materials [2]. The conventional way of 
measiuing elastic constants using ultrasound usually requires cutting specimens from the 
structure and finding the ultrasonic wave speed in different directions [3]. However, other 
than being a tedious task, the cutting of a sample from the whole structure may be undesir­
able or impossible. There have been several studies with objective of the nondestructive 
determination of elastic constants. Pearson and Muri [4] first found the elastic constants of a 
composite by cutting small samples at different angles. They then performed an immersion 
test by sending a non-normal incident signal through the sample and received the signal on 
the other side. They found disagreement between theoretical and experimental results due to 
difficulty in locating where the signal exited the sample. Many researchers have worked on 
related techniques for finding the elastic constants nondestructively [5-8]. A common prob­
lem found in all the studies is the sensitivity of particular elastic constants to small errors in 
the measurements [9]. 
In most techniques used for determination of elastic constants, through transmission 
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measurements are used. This requires access to both side of the samples. Also, in some 
cases the immersion of the sample in a fluid is required. Doyle and Scala [10] proposed a 
nondestructive scheme for measuring the elastic constants, while having access to only one 
side of the sample and using laser ultrasonic generation and interferometric detection. Also, 
Rose [11] attempted to determine the elastic constants of an orthotropic graphite/epoxy using 
one sided ultrasonic technique. He assumed the composite material to be homogeneous with 
depth and used guided surface and sub-surface waves to measure the elastic constants. Two 
of the elastic constants that he found were not possible since they caused the stiffness matrix 
not to be positive definite. 
In the acousto-ultrasonic technique, two transducers are placed on one side of a sample 
and the time-of-flight is measured as a function of the separation distance. Hsu and 
Margetan [12] used this technique and showed that the experimentally observed times-of-
flight were in agreement with theoretical predictions using elastic constants measured sepa­
rately. In the present study, the acousto-ultrasonic technique was used in the "inverse" 
manner. A method was developed to infer the elastic constants of thick composites 
nondestructively from the time of arrival of the obliquely reflected, acousto-ultrasonic sig­
nals. 
The paper starts with a theoretical justification of the use of the acousto-ultrasonic 
method for the extraction of elastic constants for a general orthorhombic system. Then, the 
numerical procedures for implementing this method on a unidirectional composite (trans­
versely isotropic system) are presented. After that some theoretical and numerical analysis of 
the sensitivity of the procedure to experimental errors are discussed. Finally, the elastic 
constant results obtained from acousto-ultrasonic measurements in three unidirectional 
samples are shown. 
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GENERAL THEORY 
Variation of Wave Velocity with Respect to Direction 
a") Determination of Phase Velocity 
The rectangular coordinate system used in this study has the 3-axis perpendicular to the 
sample (see Figure 1). The general Christoffel equation [13] is given as: 
[Qjki kj k, - p 0)^ Sik] [UJ = 0 i, j, k. 1 = 1, 2, 3 (1) 
where Qjy are the elastic constants; kj, k^, kg are the wave vector components in 1,2, and 3 
directions; p is the density; co is the angular frequency; and U is the displacement vector. To 
avoid a trivial solution, the characteristic determinant of equation (1) is set to zero. 
£2(k, co) = 1 Cjjijj kj kj — p to Sjjj 1 = 0 (2) 
Then, to define the velocity in terms of direction (0 and ({>), kj and kj can be written as (see 
Figure 1); 
ki = kg tan0 coscj) (3) 
k2 = kg tanS sincj) (4) 
By substituting equations (3) and (4) into (2) and expanding the determinant, a six degree 
polynomial can be obtained. 
The solutions to the polynomial (5) are the components of the slowness in the 3-direction, for 
a given set of elastic constants, direction (0 and (|)), and density. By substituting these roots 
into equations (3) and (4), the other two components of tiie slowness vector can be deter­
mined. The expression for the constant coefficients, or A's, are usually very long and com­
plicated. For an orthotropic system, the A's in equation (5) are functions of Cjj, C22. C33, 
^44» ^55' ^66' ^12' ^13» ^23» ^ P* 
If the wave is propagated along the 3-direction (k^=k2=0=O), then the constant coeffi­
(5) 
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cients (A's) in equation (5) are only functions of C33, C^, C55 and p. Also, the roots of the 
polynomial in this case will be: 
(6) 
W -'pirelongitucSnal ^33 
-) 
, Û) / = "c" (7) pure shear polarized II to the 2 axis ^44 
\2 
(h j =_2_ (8) 
^ ®'pure shear polarized II to the 1 axis ^55 
where equation (6) corresponds to the L-wave velocity along the 3-direction, and equations 
(7) and (8) correspond to the shear velocity along the 3-direction polarized along the 2 and 1 
direction, respectively. 
Now, consider launching plane waves in the 1-3 plane (k2=<t>=0). In this case the con­
stant coefficients (A's) in equation (5) will be functions of C^, C33, C^, C55, Cgg, C^g, 0 and 
p. In the same way, if waves are propagated in the 2-3 plane (kj=0, <))=ic ), then the constant 
coefficients (A's) in equation (5) will be functions of C22. C33, C^, C55, Cgg, C23,8, and p. 
b^ Determination of Group Velocitv 
In anisotropic materials, the energy propagates along the group velocity direction. The 
group velocity vector [13] is written as: 
— »  V j j  a 
where 
9 ^ 9 ^ d ^ 
Here Vg is the group velocity vector and O, given by equation (2), defines the slowness 
surface. It is important to notice that, in calculating the group velocity, the gradient of A is a 
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vector normal to the slowness surface; therefore, the group velocity is along the normal 
vector to the slowness surface. 
Inverse Problem for Extraction of Elastic Constants 
a) Orthotropic Case 
The experimental technique used in this study measures the group velocity vector Vg 
(see Figure 2). Therefore, the above equations must be solved for the elastic constants in 
terms of the group velocity vector. First consider the general case of orthotropic symmetry. 
Three of the elastic constants can easily be found by simple measurements. If an L-wave and 
two shear waves polarized in the 2 and 1 directions are propagated in the 3 direction, the 
elastic constants C33, C^ and C55 can be found using equations (6) to (8). To find the 6 
remaining elastic constants, first oblique L-waves are launched in 1-3 plane. The elastic 
constants affecting the L-wave velocity in this plane are Cjj, C33, C55 and C^g. Two of these 
elastic constants have been already found using equations (6) to (8). Therefore the remaining 
two elastic constants effecting the L-wave velocity in this plane, C^ and Cjj, can be found 
using equations (5) and (9). 
Similarly, oblique L-waves could be propagated in the 2-3 plane. The elastic constants 
affecting the L-wave velocity in this plane are C22, C33, C44 and C23, of which C33 and 
have been found from the through thickness measurements. Thus, equations (5) and (9) 
could be solved for C22 and C23. 
Finally, oblique L-waves are propagated in a direction which has components in all 
three directions (0^0, In this case the L-wave velocity depends on all the elastic 
constants. Hence, the two remaining elastic constants, Cgg and Cj2, could be computed. 
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Transversely Isotropic Case 
In transversely isotropic materials, there are only 5 independent elastic constants, and 
significant simplification occurs. Assuming that the plane of isotropy is the 2-3 plane, then 
the elastic constants are ^22^^33' ^44* ^55^^66' ^12~^^13' ^23~^^2"'^^44' Li-wave 
and two shear waves, polarized in the 2 and 1 direction, are propagated in the 3 direction, 
then the elastic constants C33, and C55 can be found using equations (6) to (8). Thus, the 
only remaining elastic constants to be found will be Cjj and Cjj. These two elastic constants 
could be found by measuring the group velocity vector of oblique L-waves propagating in the 
1-3 plane. 
Therefore, the elastic constants in transversely isotropic materials could be found in the 
same procedure as in orthotropic materials, except the oblique L-wave arrival times need 
only be measured in one plane instead of in three planes. 
A detailed analysis of this procedure follows, preceeded by a discussion of the experi­
mental techniques used in obtaining the data on the arrival times of the obliquely propagating 
waves. 
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EXPERIMENTAL PROCEDURES 
In this work the elastic constants of unidirectional graphite/epoxy composites were 
found in accordance with the general procedures just described. First, three unidirectional 
graphite/epoxy composite samples with thicknesses close to 1 inch were chosen. Two of the 
samples were fabricated by LTV Aerospace using AS4/3502 prepregs. The third sample was 
fabricated by Hercules. Then a 1 MHz, 0.5 inch diameter L-wave transducer was used to 
find the velocity in the normal direction (3 direction), employing a pulse-echo overlap tech­
nique. This measurement was used to calculate C33 using equation (6). Also, a 1 MHz, 0.5 
inch diameter shear transducer was used to find the shear velocities propagating along the 
normal direction (3 direction) and polarized in 1 and 2 directions. Again, the pulse-echo 
overlap technique was used for these measurements. These two shear velocities determined 
C44 and C55 according to equations (7) and (8). 
To determine the other two elastic constants (Cjj and C^g), oblique quasi L-waves had 
to be generated. This was done by using a 1 MHz, 0.5 inch diameter L-wave transducer as 
the transmitter, and a similar L-wave transducer as the receiver (see Figure 3). This experi­
mental setup is referred to as the "acousto-ultrasonic" configuration, where one normal 
incidence contact transducer was used for generating the waves and another normal incidence 
contact transducer was used to receive the waves downstream. As seen in Figure 3, some of 
the signals from the transmitter are obliquely propagated due to the diffraction of the beam. 
The reflected signal from these oblique rays is detected by the receiver. Of course, there are 
mode conversions when the oblique signals are reflected; however, the L-wave will be 
detected first by the receiver due to its higher speed with respect to shear waves. Figure 4 
shows a typical signal received by the receiver. 
By changing the separation distance (D) between the transmitter and the receiver. 
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signals with higher incident angles are detected by the receiver. At each separation distance, 
the time-of-flight (t) of the quasi-longitudinal mode echo is recorded. The separation dis­
tance (D) was measured using a ruler with estimated error of ±0.1 cm. The time-of-flight 
was taken to be the delay between the trigger time and the main central peak of received 
signal (see Figure 4). A peak was chosen because of uncertainties in locating the beginning 
of the received signal. Therefore, there was an unknown over estimation in time-of-flight 
measurements. This was a systematic error. Also, there was error in reading the time from 
the oscilloscope. The smallest increment in time measurements was ±40x10"' second. This 
was a random error in the time-of-flight measurements. Figure 5 shows the variation of the 
time-of-flight versus the separation distance for an experiment performed on one of the 
unidirectional graphite/epoxy composite samples. 
Finally, one of the samples (sample #3) was used to measure the elastic constants in the 
conventional way. That is, small specimens were cut from the sample, and the velocities in 
different directions were found. These values of elastic constants (Cjj) are referred to as the 
nominal values, and they were found to be (in GPa) 
Cn = 128.0 
C44 = 3.4 
^55~^66 ~ 
C23 = 7.2 
p = 1586.0 Kg/m^ 
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DATA ANALYSIS FOR EXTRACTION OF ELASTIC CONSTANTS 
Analysis Based on Two Observation Points 
a) Solution Based on Perturbation Approach 
The theoretical discussion indicates that it is possible to determine three of the five 
elastic constants of a transversely isotropic, unidirectional composite from through thickness 
velocity measurements. The remaining two, C^ and C^g, must be inferred from measure­
ments of the angular dependence of the velocity in the 1-3 plane. Such information can be 
found from the acousto-ultrasonic measurement procedure discussed in previous section. 
The simplest procedure would be to measure the arrival time at two different transducer 
separations. This would provide the minimum information necessary to infer C,, and Cjj. In 
the remainder of this subsection, an analysis of the accuracy of such an approach will be 
presented. To gain insight into the importance of various physical parameters, this will be 
based on a perturbation theory which is valid when the elastic constants of the composite are 
not too different from their nominal values. This assumption will allow an analytical sensi­
tivity analysis which will reveal a number of important factors governing the ability to 
extract elastic constants by this approach. 
The elastic constants of individual samples of graphite/epoxy composite material with 
the same layup are usually somewhat different from each other. In fact, the existence of 
these differences, mainly due to manufacturing and curing processes, are the motivation of 
this work. For example, the three unidirectional composite samples used in this study were 
manufactured at two different companies; thus, the values of their elastic constants were not 
expected to be identical. 
Consider elastic constants (C-) for a unidirectional composite material with thickness 
h, and density p. To be perturbed from their nominal values (Cy) the unknown elastic con­
stant of a real sample can be written as: 
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Qi = ^11 + ACji 
Ci3 = Ci3 + ACi3 
The values of these unperturbed elastic constants (in GPa) were chosen to be 
(10) 
(11) 
Cn =140.0 
C22 = C33 = 16.0 
CS4 = 4.0 
C?5 = cSô = 7.0 
C 1 2  =  C i 3  = 7 . 0  
C23 = 8.0 
These values are close to the elastic constants of a unidirectional graphite/epoxy composites. 
Now consider two given separation distances Dj and D2, for which the times-of-flight 
are tj and tg, respectively. For each separation, the measured group velocity is calculated 
The differences in group velocities at separation distances Dj and D2 between the real 
sample and that which would be expected for the unperturbed medium are because of devia­
tions from Cji and C13, AC^ and ACjj. A procedure is described below to find those elastic 
constants differences from the measured velocities, as given by equation (12). 
The analytical formula for group velocity is veiy complicated, but can be repre­
sented in functional form as 
Of course, the group velocity is also a function of the other material properties, however, it is 
assumed that the values of these parameters are known and can be considered as constants in 
by 
t 
(12) 
V g  =  f ( C n , C i 3 , e )  (13) 
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the function f. Applying a Taylor series expansion of equation (13) about the nominal elastic 
constants, and using equations (10-11), the group velocity Vg can be approximated as 
V , . f ( c ? , , c ; 3 , 9 )  +  - ^ 4 c „ + - ^  A C , 3  ( 1 4 )  
The measured group velocities in the real sample at separation distances Dj and D2 are 
denoted as and V| respectively. The group velocity directions are 6^ and 82, and can be 
calculated by (see Figure 6) 
, r D : / 2 ^  
6i = tan y——J i=l,2 (15) 
By applying equation (14) to the two separation distances, one finds 
v j  =  f ( c j i  ,  C Î 3 ,  0 1  )  +  r - T ^ l  A C I 3  ( 1 6 )  
V 1 /0=Oj V °^13 /e=8, 
V ^ . f ( c ? , . c ; 3 , e 2 )  +  f - 5 ^ 1  A C „ + f ^ l  A C I 3  ( 1 7 )  
The derivatives of the function f with respect to the elastic constants and are depen­
dent on the group velocity direction 9. The following notations are used to identify each 
term of equations (16) and (17). 
"• L; ^ L/ ^ L, • L, 
and 
A i  =  v J - f ( C ? i , C ? 3 , 0 i ) ,  A 2  =  v 2 - f ( C ; i , C ; 3 , 0 2 )  
Thus, the a's and (3's represent the sensitivity of the group velocity to the elastic moduli of 
interest and the A's represent the deviations of the measured velocities from those expected in 
the unperturbed medium. Equations (16) and (17) can be written as: 
c t j  A C i i  +  P i  A C I 3  =  A i  ( 1 8 )  
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<*2 + p2 ^^13 ~ ^2 (19) 
V| and V| can be measured experimentally using the acousto-ultrasonic configuration. Also, 
the function f can obtained numerically for the two group velocity directions 0j and Sj using 
the unperturbed elastic constants. Therefore, the terms Aj and A^ can be computed. The 
terms Cj, Pj and P2 can also be computed numerically for the two group velocity direc­
tions ©I and 02. This is done by changing the unperturbed elastic constants and C?3 
by small amount and finding the new value of function f. Finally, by knowing Uj, (X2, Pj, Pg, 
Aj and the two simultaneous equations (18) and (19) can be solved for AC^ and ACjj. 
cci Ao — 062 Ai 
Equations (20) and (21) were derived by assuming a linear relation between group 
velocity Vg and AC^ and AC^^. To examine the accuracy of using such an analysis based on 
the first term in a Taylor series approximation, an example problem was considered. First, 
the values of unperturbed elastic constants (Cy) were used to compute the function f and its 
derivatives with respect to and Cjg at two group velocity directions 6^=35° and 02=55°. 
Then, by choosing some realistic values for AC^ and AC^g (AC^= - 30 GPa, ACj3= 3 GPa) 
the expected group velocities and V| were computed based on the full equations. By 
using these values, a^, (*2, Pp P2, A^ and A^ were calculated, and equations (20) and (21) 
were solved for AC^ and ACjj. They were found to be AC^= - 32 GPa, ACi3= 3.1 GPa. 
There are 4 to 7% difference between the computed values of ACj j and ACjj and the values 
chosen. This showed that the formulation is sufficiently accurate to provide a good basis for 
an error analysis when the changes are of this order. 
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Use of Perturbation Solution to Analyze Error Sensitivity 
In the above analysis, use of computed values essentially assumed that the group veloci­
ties V| and V| could be measured exactly. However, in any experimental measurement there 
will be some uncertainties in the data. In this case, the measured values are separation 
distances and the time-of-flight. The uncertainties in separation distances and times-of-flight 
are denoted as SD and Ôt, respectively. In turn, these uncertainties in measurements cause 
uncertainties in the final prediction of ACjj and AC^g, 5(ACjj) and ÔCAC^g). Assuming the 
uncertainties in the four experimental variables to be independent, the uncertainties in final 
results can be computed by [14] 
Equations (22) and (23) involve derivatives of ACjj and ACjj with respect to the transducer 
separation distance D, and time-of-flight t. Both of these variables directly affect A (see 
equation (12)). Moreover, any change in separation distance also causes a change in group 
velocity direction 0, and consequently affects a and p. If equations (20) and (21) are written 
as: 
(22) 
a(ACi3) 
(23) 
ACji =gj(a, p, A) 
ACj3 = g2(ct, p, A) 
then, derivatives of ACjj and ACjj with respect to D and t will be: 
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3g _ 9g 8a; 98; 3g 8^; 88. 8g 8Ai 88; 
8 ^  ~ 8 â [ 8 ë r 8 D [ ' ^  8 ^ 8 8 1  8 ^ " ^ 8 Â [ ' ^  
where g is gj or gj, and i = 1, 2. The derivatives of gj or gj with respect to a, P and A can be 
derived from equations (20) and (21). Also, derivative of 8 with respect to D can be found 
from equation (15). Finally, derivatives of a, (3 and A with respect to 8 are computed nu­
merically. 
As was mentioned before in the discussion of experimental procedures, it was found 
that the random uncertainties in time-of-flight (6t) and separation distance (SD) measure­
ments are ±40x 10'^ second and ±0.1 cm. respectively. After computing all the derivatives in 
equations (22) and (23), the uncertainties in computing ACj j and while taking measure­
ments only at two points were: 
ô(Aqi) = 13.16 GPa 
5(AC,3) = 1.12 GPa 
These results predict about a 10% accuracy in the determination of Cjj and 20% in the 
determination of Cjg. In order to obtain better results, it would be expected that more data 
than just two separation should be obtained. The following subsection discussed such an 
approach. 
Analvsis Based on Multiple Observation Points 
An alternative to fitting two observation points would be to make multiple observations 
and then select the values of and Cjj which minimized the deviations, in a least square 
sense, between observed Vg and theoretical expectations. Such a procedure was developed, 
involving the following steps. 
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a) Minimization Proçsdurg 
Step 1-Initial Estimates of Elastic Constants: First, all the elastic constants of the 
material must be provided to the computer program. Initial estimate are used for the un­
known elastic constants. These estimates only need to be in the same order of the actual 
elastic constants, otherwise the computation may take longer. 
Step 2-Experimental Determination of Group Velocity. By knowing the thickness of 
the sample (h), separation distance (D), and the time-of-flight (t) for one of the experimental 
measurements, the group velocity vector can be found (see Figure 6). The magnitude and 
direction are given by equations (12) and (15) respectively. 
Step 3-Estimation of the Corresponding Phase Velocity: To find the elastic constants, 
equation (5) is used. However, equation (5) governs the slowness, which is the inverse of the 
phase velocity. Thus, the phase velocity | Vp | and its direction 0p are obtained as the solu­
tion. The group velocity can then be obtained using equation (9). Therefore, a phase veloc­
ity direction is found that produces the same group velocity direction as measured. This is 
done by using Nelder-Mead [15] minimization routine. It must be mentioned that, although 
the group velocity corresponding to the computed phase velocity has the same direction as 
0g, its magnitude may not be the same as the measured group velocity due to possible errors 
in the estimated values of unknown elastic constants. Thus, the phase velocity direction 
computed in step 3 will produce the same separation distance as in the experimental measure­
ment, but the time-of-flight will in general be different. 
Step 4-Calcularion of Time-of-Right: This calculated time-of-flight (t^) for the com­
puted phase velocity is recorded. 
Step 5-Calcularion of Time-of-Flight Deviations: The difference between the measured 
time-of-flight (t) and the computed time-of-flight (t^) is mainly due to the fact that the esti­
mated elastics constant, Cj^ and C^^ are not quite correct. This difference in time-of-flight is 
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recorded for the ith separation distance. 
(26) 
Step 6-Calculation of O Parameter: The above calculations were only for one of the 
experimental separation distances in the measurements. Therefore, steps 2, 3,4 and 5 are 
repeated for all the experimental measurements, and the squares of the differences in time-of-
flight for all the points are added. 
i=i 
where n is number of data points (separation distances) in the experiment. 
Step 7-Minimization of O: The Q parameter indicates how good the initial guesses of 
the elastic constants were. Now, the value of unknown elastic constants are changed in a 
way to minimize the value of the Q parameter. If we had chosen the exactly correct elastic 
constants and performed the experiments without any error, then Q would have been zero. 
However, due to experimental errors, Q does not minimize to zero, but converges to some 
small minimum value (it is denoted as "converged Q") for a set of elastic constants. 
Due to the presence of errors in the data, the elastic constants found for the converged Q 
may not be the correct values. Experimental errors and the sensitivity of the elastic constants 
to these errors may cause these elastic constants to be considerably different from the correct 
answers. 
b") Constraints on Elastic Constants 
Particular constraints have to be imposed in the iteration of the unknown elastic con­
stants in step 7 of the numerical procedure. The values of and must be positive, and 
the stiffness matrix has to remain positive definite. Thus, 
n 
(27) 
C i i  >  0  (I) 
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C i 3  >  0  ( H )  
CiiC33-c?3>o (in)  
4 C44 (Cl 1 C33 - Cl 1 C44 - C13) > 0 (IV) 
Conditions (I) and (H) enforce the positiveness of the unknown elastic constants, and condi­
tions (III) and (IV) ensure that stiffness matrix remains positive definite. The minimization 
routine used in this study (Nelder and Mead method) does not support enforcement of con­
straints. Therefore, two design variables (dl and d2) were defined to incorporate the four 
conditions (I) to (IV). Consider the design variables as: 
d ?  =  C i 3  ( 2 8 )  
^2 = ^11 (C33 - C44) - (29) 
An iteration starts with a specification of a value for each of these. Equation (28) ensures 
that whatever the design variable dj changes to, the C13 will be always positive. Thus, 
condition (II) is satisfied. In the same way, equation (29) enforces condition (IV). Solving 
the equation (29) for Cu, one can obtain: 
dz + d, 
• ^ ' 1 - 0 3 3 - 0 4 4  ' 3 ®  
In equation (30) the numerator is obviously positive. The denominator is also positive for all 
of our samples because of the particular values of C33 and C44 that they exhibit. Thus, 
condition (I) is satisfied. Finally, since C^ is positive, condition (III) is satisfied because 
^11 C33 - Ci3 = d2 + Cii C44 > 0 (31) 
Therefore, the design variables d, and dj can be any value without violating any of the four 
conditions. 
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Sensitivity of Numerical Procedure to Experimental Error 
The sensitivity analysis performed earlier using the perturbation method considered only 
two experimental data points. However, in this study more than two data points were taken 
in each experiment To study the sensitivity of the numerical procedure to errors, a series of 
experiments were simulated by adding random errors to the "correct" measurements. First, 
the set of unperturbed (nominal) elastic constants chosen earlier was used to simulate 10 
experimental data points (10 sets of separation distances vs. times-of-flight). When these 10 
simulated experimental data were fed to the numerical procedure, the unperturbed elastic 
constants were found by the program. This was done mainly as a check of the numerical 
procedure. 
As mentioned before, during the course of experiments it was realized that there were 
two types of errors involved with the experimental data. First, there were random errors 
caused by difficulties in achieving accurate measurements in the experiments. The second 
type of error was a systematic error in the time-of-flight measurements. The latter error was 
mainly due to the difficulty in specifying a precise origin of time for delay measurements, 
and the time that the signal actually starts. Each type of errors was analysed separately. 
Random Errors As was mentioned before, it was found that the uncertainties in time-of-
flight and separation distance measurements are ±40x10"' second and ±0.1 cm. respectively. 
To study the effect of random errors, a normally distributed random number generator pro­
gram was used. This program generated 10 sets of random numbers with standard deviations 
equal to the uncertainties in time-of-flight and separation distance measurements (±40x10'^ 
second and ±0.1 cm.). Then, one of these normally distributed random numbers was added 
to each of the simulated experimental data points to introduce the effects of measurement 
noise. Next, the simulated experimental data with noise were fed to the program for extrac­
tion of elastic constants. This addition of random numbers to the simulated experimental 
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data was repeated fifteen times to ensure unbiased results. Finally, the standard deviation of 
the computed elastic constants from nominal values (oc,, andoc,, ) were computed. 
This procedure was then repeated for different numbers of simulated experimental data 
points (10 to 2 data points), and the deviation of computed elastic constants from nominal 
values was found for each case. Figure 7 shows the standard deviations of the elastic con­
stants, Ocn andocij, from their nominal values versus the number of simulated experimental 
points. As can be seen from the graphs, the stability of the computed results are greater when 
more experimental data points are used. Also, it is interesting to note that the deviation of 
elastic constants when using 2 data points are: 
Oc„ = 13.94 Gpa 
OCi3 = 1.16 GPa 
which are very close to the values found when using perturbation method. 
Svstematic Errors As it was mentioned before, one major source of inaccuracy in this 
experimental technique is the measurement of the time-of-flight. This error in time stems 
from the uncertainty in the beginning of the trigger (trigger starts after the zero time) and in 
the time that the received signal actually starts (received signal starts before main central 
peak where the measurement is taken). Therefore, the time-of-flight measured in these 
experiments is usually overestimated. It was assumed that this overestimation in time was 
constant for all the separation distances. Thus, by subtracting a constant At from all the 
simulated times-of-flight, the error in extracted elastic constants Cjj and Cjg was found. 
Figure 8 shows the variation of computed elastic constants against time shift At for a set of 
noise free simulated data (10 data points). Notice that and Cj3 have their respective 
correct values (140.0 and 7.0 GPa) at zero time shift. These graphs clearly demonstrate the 
greater effect of systematic error than random errors in the computed elastic constants. Also 
shown in Figure 8 is the variation of converged Q with the time shift At. As it was stated 
before, Q is an indication of how good the computed elastic constants agree with actual 
elastic constants. It is important to note that when there are no systematic errors in the time-
of-flight, the value of converged Q is a minimum (zero with no noise) and the extracted Cj j 
and Cj3 have their correct values. Thus, the variation of converged Q as a function of time 
shift can be used as a guide to determine the amount of time shift correction that must be 
applied to the experimental data. 
Procedure for Reduction of Systematic Experimental Errors 
The major experimental consequence of the systematic error is a shift downward of the 
whole curve of time-of-flight vs. separation distance by the small amount of time At. To find 
how much shift is required, the value of converged Q is used. First, the value of converged 
Q is found according to steps 1 to 7 of the numerical procedure, while applying no At to the 
time-of-flight. Then, some amount of At is subtracted from all the time-of-flight measure­
ments. Again the value the converged Q is found using steps 1 to 7. As was seen before, the 
value of the converged Q changes according to how much shift has been applied to the time-
of-flight measurements. In fact, at a certain shift in time, the converged Q will be the small­
est. This variation of the value of converged Q with respect to shift in time At for an actual 
experimental data is shown in Figure 9. Thus, at a certain At the value of converged Q is the 
smallest. The elastic constants found at this minimum converged Q are considered to be the 
best estimate of the elastic constants of the material. Figure 10 shows the effect of time shift 
At on a typical set of experimental and computed results. The agreement between the mea­
sured and computed time-of-flight is better with the proper time shift At. This difference 
between time shifted results and that without time shift is not strikingly obvious. However, 
the effect on the accuracy of the extracted elastic constants is quite large. Table 1 lists the 
numerical results that show the effect of time shift At on the extracted elastic constants for 
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sample #1. The Cjj and C-^2 given in the heading of Table 1 are the nominal values of the 
elastic constants of sample #3 which had been measured independently. 
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RESULTS 
In this study, three unidirectional graphite/epoxy composite samples were used for the 
experiments. The thicknesses of all three samples were about 1 inch. The experiments were 
performed using 1 MHz, 0.5 inch diameter L-wave contact transducers. Separate data sets 
were taken on each sample by two different people to ensure the repeatability of the measure­
ments. The minimum separation distance was 2 cm, and the maximum separation was 
limited by the sample size. In sample #1 the maximum separation distance was 12 cm. and 
in samples #2 and #3 it was 10 cm. The number of data points in each experimental sets 
varied between 15 to 20 points. Then the measurement results were fed into the computer 
program to find the unknown elastic constants and Cjj. 
Table 2 shows the results obtained from the experiments on the three composite 
samples. To verify our results, the nominal values of the unknown elastic constants for 
sample #3 are measured. These values were measured by cutting a small part of one of the 
samples and measuring the velocities in the various directions. 
If it is assumed that the minimization of the converged Q eliminates the systematic 
errors, then the only type of error affecting the final results will be random error. The sensi­
tivity analysis in the previous section predicted that for uncertainties of ±40x10*' seconds in 
time-of-flight and ±0.1 cm. in separation distance measurements, the random errors for 
and Cj3 are ±1.0 and ±0.1 GPa, respectively. However, Table 2 shows that the deviation of 
unknown elastic constants from the nominal values for sample #3 are -2.0 and -6.0 GPa for 
Cjj and -0.6 and 0.4 GPa for Cjj. These are somewhat higher but of the same order of 
magnitude, suggesting that our analysis is essentially correct but does not include all possible 
sources of errors. The reason for higher values of the errors could be because (1) the sys­
tematic errors were not completely eliminated by the process of minimizing the converged Q 
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(2) the systematic errors were not constants for all separation distances (as originally as­
sumed) (3) the finite size of the transducers used in the experiments (the formulation was 
based on point transmitter and receiver) or (4) non-uniform thickness of the samples. 
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CONCLUSION 
All the values of elastic constants of three unidirectional graphite/epoxy composites 
laminates were found nondestructively and by having access to only one side of the samples. 
Three of the elastic constants were determined by using longitudinal and shear waves propa­
gated in the normal direction of the laminate. The remaining two elastic constants were 
found using the Acousto-Ultrasonic technique. In this technique the oblique signals and their 
reflections traveled in the 1-3 plane. For a unidirectional composite, the measurement in the 
1-3 plane was adequate to find the remaining two elastic constants. The values obtained by 
the experiments were close to independently measured values of the elastic constants. It was 
also shown numerically that the accuracy of the results would be inadequate if an insufficient 
number of experimental data points were used. Sensitivity analysis indicated that systematic 
errors affect the final results more than random errors. 
This method of elastic constant measurement will be extended to other anisotropic 
composites with lower symmetry than the unidirectional case. 
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Figure 1. Orientation of coordinate system with respect to the sample. Plane perpendicular 
to 3-axis is the accessible surface. 
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Figure 2. Phase and group velocity propagation for a typical anisotropic 
material. The receiving transducer detects the signal along the 
group velocity direction. 
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Figure 3. The acousto-ultrasonic measurement technique. Fibers are along 1-axis. 
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Figure 4. A typical signal detected by receiving transducer in acousto-ultrasonic 
measurement technique. 
42 
30.0 
^ 25.0 
t 
"S 
u 
e 20.0 
P 
15.0 
0.0 2.0 4.0 6.0 8.0 10.0 12.0 14.0 
Separation Distance (cm) 
Figure 5. Time-of-flight of obliquely reflected quasi-longitudinal wave echo 
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Figure 8. Variation of computed elastic constants from their nominal values due 
to the systematic errors. The nominal values are Ci 1=140.0, Ci3=7.0 GPa. 
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Table 1. Variation of Elastic Constants with Time Shift At for sample #1. Independentiy 
measured values of the unknown elastic constants of sample #3 are: 
C i i  =  1 2 8 . 0  a n d  Cn = Ci3 = 7.0 GPa. 
Time Shift At Qisec) Converged Q Parameter 10^ GPa) ^2= 10^ GPa) 
0.0 0.14 1.50 0.00824 
-0.2 0.0688 1.63 0.00941 
-0.3 0.038 1.41 0.0352 
-0.5 0.0226 1.26 0.0689 
-0.6 0.0121 1.25 0.0786 
-0.7 0.0172 1.17 0.0940 
-0.9 0.0493 0.96 0.1338 
-1.1 0.16 0.93 0.1553 
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Table 2. The unknown elastic constants computed from experimental data (units in GPa). 
Independently measured values of the unknown elastic constants of sample #3 
are: Cii = 128.0 and Ci2 = Ci3 = 7.0 GPa. 
ExuerimentS^^ 
1 2 3 
1 
Cii 125.0 142.0 126.0 
1^3 7.9 8.3 6.4 
2 
Qi 121.0 141.0 122.0 
Cl3 7.6 8.8 7.4 
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ABSTRACT 
The predictions of the Gauss-Hermite beam model are compared to those obtained by 
the finite element method for a model problem. This is motivated by the desire to examine 
the trade-offs between greater computational speed and less accuracy in the Gauss-Hermite 
model. In the model problem, a contact strip transducer radiates through an isotropic layer of 
ferritic steel into an anisotropic layer of austenitic stainless steel with various directions of 
the preferred axis of columnar grain alignment. Comparisons are made of time domain 
waveforms in a common observation axis in the austenitic material. The predictions of the 
two models are found to be in good agreement near the center of the beam, with deviations 
developing as one moves away from the central ray. These are interpreted to be a conse­
quence of the Fresnel approximation made in the Gauss-Hermite model. However, the 
region that contains most of the energy is in the vicinity of the central ray, where there are 
excellent agreements between the two models. This loss in accuracy is accompanied by 
several order of magnitude increase in computation time. 
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INTRODUCTION 
Under certain conditions, cast stainless steels develop highly aligned grain structures. 
When viewed macroscopically, such polycrystalline aggregates exhibit considerable elastic 
anisotropy and variation of wave speeds with direction. Stainless steels with aligned micro-
structures are often found in various components of nuclear reactors and the periodic nonde­
structive inspection of such components is an essential part of the nuclear reactor's mainte­
nance. In one of the commonly used methods for inspection of these components, ultrasonic 
testing, special attention is required in the design and interpretation of the measurement. 
Such phenomena as beam skewing and excess beam divergence, which are caused by elastic 
anisotropy, can severely confuse or constrain the detection and evaluation of flaws. Further­
more, when anisotropic steel components are integrated into structures by welding, the 
direction and degree of alignment in adjacent regions may be different and hence 
inhomogeneities are introduced. Proper inspection of these layered, anisotropic materials 
would be facilitated by the availability of a numerical model to predict the propagation of the 
ultrasonic fields through them. 
There are numerous existing software codes which use finite difference, finite ele­
ment and ray tracing methods to describe ultrasonic wave propagation in anisotropic materi­
als. The finite difference [1] and finite element [2] techniques produce more complete 2-D 
solutions for complex geometries containing material inhomogeneities. However, they are 
computationally intensive particularly if a 3-D solution is necessary. On the other hand, ray 
tracing [3] is much faster, but does not provide a full description of the elastic fields or treat 
beam spread properly. 
As an intermediate tool having features somewhat between numerical modeling and 
ray tracing, an approximate Gauss-Hermite model [4] has been recently developed which 
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predicts the propagation of ultrasonic waves through homogeneous, isotropic and anisotropic 
materials. This model is computationally fast and simple, and explicitly incorporates beam 
spreading. Moreover, simple procedures exist which allow the propagation of beams through 
interfaces to be treated. There are, however, some limitations to this model due to the use of 
the Fresnel (paraxial) approximation which is introduced to enhance computational speed. 
This paper explores the limitations imposed by the Fresnel approximation. In a 
previous paper, the predictions of the Gauss-Hermite model were compared to immersion 
beam mapping ultrasonic experiments on a cast stainless steel sample with columnar micro-
structure [5]. Good agreement was generally observed. However, precise comparisons of 
waveforms were not presented since the elastic properties of the cast microstructure could 
only be approximately determined. To extend our understanding of the Gauss-Hermite 
model, comparisons have been made of its predictions of time domain waveforms to those 
predicted by the finite element method [2] under conditions in which the latter is essentially 
exact. In the two-dimensional model problem chosen, the ultrasonic beam leaves a trans­
ducer, propagates through a layer of ferritic steel and through a planar interface into a region 
of columnar cast stainless steel with various directions of preferred orientation. After propa­
gation to a reference plane, comparison is made of the time domain waveforms predicted by 
the two models. 
In the following sections, we define the model problem in greater detail, summarize 
the finite element and Gauss-Hermite methods, and present a detailed comparison of their 
predictions. 
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THE MODEL PROBLEM 
Both the Gauss-Hermite and finite element models were applied to a two-dimensional 
model problem, motivated by the work of Marker et al. [1], in which an ultrasonic wave 
propagated from a strip transducer, into an isotropic layer (ferritic steel) and then through a 
planar interface into an anisotropic layer (austenitic 316 steel). The stainless steel was 
assumed to have a columnar microstructure with the aligned [001] axes having orientations 
of 0,15 and 40 degrees with respect to the interface normal. The elastic constants of isotro­
pic ferritic steel were chosen to be [1] 
^11 ~ ^2 ~ ^33 — 275.0 GPa 
Cj2 — Gj3 — C23 — 113.2 GPa 
C44 = C55 = Cgg = 80.9 GPa 
p = 7900 Kg/m^ 
The elastic constants for transversely isotropic austenitic steel are [1] 
Ci 1 = C22 = 262.7 GPa 
€33 = 216.0 GPa 
Ci2 = 98.2 GPa 
Ci3 = C23 = 145.0 GPa 
€44 = 055=129.0 GPa 
C66 = 82.3 GPa 
p = 8120 Kg/m^ 
The waves are generated by a two-dimensional (i.e., strip) 2 MHz, 0.5 cm width, longitudinal 
wave transducer on the surface of the isotropic layer. The transducer was assumed to act as a 
rigid piston, producing a uniform displacement over its surface, and the displacement was 
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taken to be zero over the rest of the surface at the isotropic layer. Figure 1 shows the geo­
metrical configuration of the model problem. 
The input signal to the transducer was assumed to be a raised cosine. 
{ 1 - cos ^ t COS (2 Ji f t) for 0 < t ^ 0.0 otherwise 
where f is the center frequency of the transducer. Figures 2 show the broad band signal and 
its Fourier transform. 
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THEORETICAL BACKGROUND 
In this section, the essential elements of the finite element method and Gauss-Hermite 
beam models are presented in the context of the model problem. Further details can be found 
in the refrences. 
Finite Element Analysis 
When neglecting body forces, the elastic wave equation can be written as the follow­
ing second-order partial differential equation 
where and are the traction and kinematic boundaries respectively surrounding A, and 
Cjjy is the elastic constants tensor. Roman indices take on the integer value 1-3 implying x, 
y and z axes respectively. 
In order to derive the required finite element formulation, the above equation is 
transferred to a weak form by the weighted residue scheme, i.e., 
Cijki Uk,ij = p uj in the region Ç1 
with boundary conditions 
Tij nj = tj on Ft 
(1) 
(2) 
on Tu (3) 
(4) 
as an equivalence to the original differential equation. 
Integrating the first term of the above equation by parts gives 
(5) 
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This is called the weak form of the original equation since this equation requires only the first 
order derivatives of the displacement vector with respect to spatial variables instead of the 
second order ones as required by the differential equation (1). The volume A now is 
discretized into a series of small elements where the displacement is approximated by an 
interpolation 
Nc 
uf = ^ Ni (x, y, z) U- (t) (6) 
1=1 
where Nj (x, y, z) are shape functions; is the number of nodes per element; and u[ (t) are 
the displacements at the elements nodes. Expressing the weight function in the same form 
and substituting die approximation for Uj and w- into (5) give 
m {Ul + m {U=} = {R=} (7) 
where [K®] and [M®] are elemental stiffness and mass matrices respectively. Their compo­
nents can be expressed as 
Ku = Nj i Cjjki Nj j dv (8) 
M^j= [ ^ Nj p Nj dv (9) 
where I, J = 1,2,.... N^. 
The quantities (U®) and {Û®) refer to the nodal displacement and its second order 
time derivative. {R®} is an elemental loading vector resulting from the surface tractions of 
the boundary of R®. 
R l  =  J ^ N i t i d s  ( 1 0 )  
Assembling all of the elemental matrices and loading vectors gives a global matrix 
equation 
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[K] {U} + [M] {Û} = {R} (11) 
which is called a semi-discretization formula because the time axis has not been discretized 
yet. The second order time derivative term has to be approximated in order to get a fully 
discretized formulation by which the displacement vector can be solved directiy. The central 
difference expression is chosen for this purpose. 
{U}t = ({U}t+At - 2 {U}t + 2 {U}t-At ) (12) 
.  A t ^  
Substituting (12) into (11) yields 
—2 [M] {U}t+At= f [K] r [M] {U}t r[M]{U}t_At (13) 
A t ^  I  A t ^  ;  A t ^  .  
where At is the time step size. This equation can be used to solve for the provided 
that and {U}j are known. This process, however, is costiy due to the inversion of the 
mass matrix. To reduce cost, the mass matrix is diagonalized (or lumped) at the elemental 
level according to the formula { aM^ ifI = J (14) 0 ifl;6j 
where the scaling factor a is defined as 
LZjMfi 
a = • (15) 
Assembling of ®] forms a diagonal global matrix After replacing [M] by 
the solution of is then an iteration process. 
The stability condition states that the wave should not propagate right across one 
mesh volume in a single time step, that is 
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A t < - ^  ( 1 6 )  
*Lm 
where h^ is the smallest spacing between the nodes in the mesh and is the largest 
longitudinal velocity. 
The formulation presented above is general to arbitrary anisotropy provided that 
elastic stiffnesses are known constants. A transformation is required if the orientation of the 
crystal axes of the material do not coincide with the global coordinates of the systems. 
The more detailed theoretical aspects of the numerical finite element modeling code 
used in this study have been described in other publications [6-8], together with details of 
experimental and analytical validation studies. 
Gauss-Hermite Beam Model 
Angular Spectrum of Plane Waves 
The Gauss-Hermite beam model [5] is an approximate solution of the elastic wave 
equation, which predicts the ultrasonic fields radiated into isotropic and anisotropic materials 
through planar or simply curved interfaces by focused or unfocused transducers. Here we 
will present the form of the model appropriate to the two dimensional problem of interest: a 
longitudinal strip transducer exciting a wave which radiates into an isotropic solid and passes 
through a planar interface into an anisotropic solid. 
The model is derived by first representing the beam as an angular spectrum of time 
harmonic plane waves, varying as e"*. The angular spectrum of the plane wave solution for 
the displacement field u (x, z) carried by the quasi-longitudinal mode has the form [9] 
1 A 
u (x, z) = "^ J dkjj (t>Hkx) d Hk^/co) exp[i(- k^ x - k^ z)] (17) 
^ L , , L 
where d is the displacement vector and $ is the amplitude of a quasi-longitudinal plane 
wave propagating in the direction defined by the wave vector component k^. The second 
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wave vector component, k^, is defined by the quasi-longitudinal slowness surface which is 
obtained by solving the anisotropic wave equation.To be able to solve the equations (17) 
analytically, several assumptions have to be made. 
Fresnel Approximation 
This approximation assumes that the angular spectrum of plane waves is sufficiently 
narrow that the slowness surface can be represented by a Taylor series expansion near the 
propagation direction of the central ray. In the case of an anisotropic material, this expansion 
has the form: 
where (k/CD) is the slowness or inverse velocity, Sq is the slowness along the central ray, and 
and are the components of the wave vector in a coordinate system that has its z-axis 
along the central ray direction. A and C are constants that are related to derivatives of the 
slowness with respect to the component k^. These parameters respectively control the beam 
divergence and skewing. In the case of isotropic materials, all of these constants, with the 
exception of Sq, are zero. The representation of a slowness surface found in equation (18) 
can be combined with the relationship 
to eliminate k^ from equation (17). Considering the second order terms in a Taylor series 
expansion of equation (19) and combining with equation (18), the expression for k^ can be 
written as 
(18) 
(19) 
L Furthermore, it is assumed that the displacement vector d is constant and is brought 
61 
out of the integral in equation (17). 
d^(V0)) = dH0) (21) 
This assumption neglects the change of the polarization with propagation direction, replacing 
the true polarization by the value for a wave propagating along the central ray. This assump­
tion has less effect on the accuracy of the final solution than the Fresnel approximation. This 
is mainly because appears in the exponential and (e **^^)isa rapidly varying factor 
which more strongly influences the integral. 
Source Problem 
Finally, the initial profile of the beam is assumed to have a constant polarization. 
u (x, 0) = f(x) d(0) (22) 
Then, when coupling to other modes can be neglected, the expression for (|) can be written as 
(j)(kx) = J dx f(x)exp[ikxx] (23) 
Representation of a Beam in Terms of Gauss-Hermite Functions 
Given the mentioned approximations, it is possible to represent a beam in terms of a 
set of orthogonal solutions whose laws of propagation are quite simple. Suppose that the 
initial beam profile is given by a general Gauss-Hermite function of order m. 
]} 4" fJx) = Uoexp^-^ -f- l^Hj-^x (24) 
where is a Hermite polynomial of order m, w^g is an initial width parameter, is the 
wavelength associated with a plane wave traveling in the z-direction, and 
— !&_ (25) 
9x0 RxO 
where is the initial radius of phase curvature, q^g may be thought of as a complex radius 
of curviture, which contains information about both phase curvature and beam width. Substi­
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tuting equations (23-25) into (17) and applying all the assumptions results in the solution 
Um(x, z) = d (0) / 
"V w,(z) ^ exp[iû\)(-Soz)] exp{i[(2m+l)\i/^(z)]} 
exr 
-m (x+Az) 
qx(z) Hm 
JL 
w,(z) (x+Az) (26) 
where 
q,(z) = q,o + (-^jz 
w_(z) = —Xy 
7t Imll/q,(z)] 
1/2 
1 
(27) 
(28) 
(29) 
(30) V x W = ^  Uq o^-Zq^iz)] 
Although equations (26-30) give an impression of algebraic complexity, they are 
computationally quite simple. Of particular significance is the fact that q^ contains all of the 
information about the evolution of the beam profile with distance, since it controls the beam 
width w^ and excess phase \|/^ parameters. Note that equation (27), governing the progres­
sion of q^ with propagation distance z, is extremely simple and the same for all m. Examina­
tion of equations (26-30) show how the parameter A controls beam skew and C controls the 
rate of beam divergance. 
Because of the orthogonal properties of the Gauss-Hermite functions, it is possible to 
use them to represent a beam with arbitrary f(x). The final solution is 
u(x, z) = 2^CmUm(x, z) (31) 
m=0 
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where are the Gauss-Hermite constants that give appropriate weight to each individual 
—> 
solution Um. These constants are found from the initial beam profile. 
.2 
C m -
1 
w^o 7t2'"'*"^m! 
J dx f(x) I exp -±( X 
2  V A b o V  
H m 
V 2 x  
L WxO . 
(32) 
where f(x) is the initial beam profile, and * denotes complex conjugation. 
Although this approximate solution leads to considerably enhanced computational 
speeds with respect to more exact methods, it loses some accuracy because of the use of the 
Fresnel approximation. 
Propagation Through Interfaces 
The propagation of the elastic waves through an interface has two effects on the 
beam. There is refraction due to change in wavespeeds and focusing or defocusing caused by 
interface curvature. In the Gauss-Hermite beam model, the effects of transmission through 
an interface are treated by modifying the and parameters. In a further approximation, 
rules governing these modifications can be derived from the properties of paraxial rays. By 
using geometrical optics for rays whose angles deviate slighdy from the central ray, the 
transformed parameters could be derived following the procedure outlined in Reference [10]. 
In the case of tiie present model problem in which the waves propagate from an isotropic to 
an anisotropic material through a planar interface at normal incidence, the result is 
fj.1 
V /T V Sb y V Qx /i 
(Cn,)T=(CjiTo yj ^  exp[-icût)Sad]exp{i[(2m+lVx(d)]}i 
(33) 
(34) 
where "T" and "I" indicate the transmitted and incident quantities. Also, "a" and "b" imply 
quantities in incident and transmitted media, respectively. Moreover, "S" is the slowness 
associated with the wave vector direction of the beam axis; "d" is the distance from the origin 
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of the incident field to the interface. Finally, the amplitude of the transmitted beams is 
approximated by using the appropriate plane wave transmission coefficient. Thus, Tg is the 
transmission coefficient of a plane wave propagating along the beam axis. 
Equations (34-36) simply show the change in the complex curvature (q^) and ampli­
tude (C^) when the beam passes through the interface. For instance, in equation (33), the 
term SySy indicates the ratio of the radius of the phase curvature of the beam between mate­
rial "a" and "b". The factors that modify the amplitude in equation (34) are (1) the transmis­
sion coefficient which gives the fraction of energy passing through the interface, (2) the 
square root of the ratio of the width at z=0 to the width at the interface which indicates 
change in beam amplitude due to cross-section change, and (3) exponential terms that take 
care of various phase changes from the z=0 point to the interface. 
Numerical Procedures 
Determination of the ultrasonic field at any point starts with computation of the 
Gauss-Hermite coefficients given in equation (32). This requires information about the 
device which generates the ultrasonic waves. In most NDE applications, the ultrasound is 
generated by transducers whose motion can be approximated by that of a rigid piston, and 
that is the assumption in here. After computation of Gauss-Hermite coefficients, the beam 
field in the ferritic layer can be directly computed. At the ferritic-austenitic interface, several 
parameters have to be determined. In general, the transmitted angle of the central ray is first 
computed by solving the Christoffel equation [11]. However, in the present problem the 
transmitted ray would be normal to the interface due to the normal incidence. Then the 
transmission and reflection coefficients of a plane wave (Tq) passing through a planar inter­
face at this angle are computed by applying the continuity of displacement and stresses at the 
boundary. 
Next, the anisotropy parameters (A, C) are found which define the approximate 
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slowness surface. They are computed by fitting a parabola through the slowness surface in 
the vicinity of the central ray using the least squares method. It must be noted that these 
parameters depend on the extent of the selected region of the slowness surface which is used 
for curve fitting. For example, if the parabola best fits ±1 degrees of the central ray, then the 
values of A and C would be very close to those found by Taylor series expansion (equation 
20). However, if the parabola best fits ±20 degrees of the central ray, then the values of 
parameters A and C would be different than those found by equation (20). Finally, equations 
(33-34) are used to compute [C^]j and [q^] j. 
The beam is then propagated to the observation plane. At this point, equations (26, 
31) are used to find the displacement at any point x and z in the observation plane. 
The above procedure for computation of ultrasonic fields was for a single frequency. 
In the case of broad band signals, Fourier transform technique are used to obtain the fre­
quency spectrum of the initial signal. Then, the Gauss-Hermite model is used to predict the 
propagation of the beam at each of its spectral components. After amplitude correction 
according to the frequency spectrum, the inverse Fourier transform is applied to obtain the 
broad time domain signal in the observation plane. 
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RESULTS AND DISCUSSION 
Comparison of the two models was done in the time domain. The results of the two 
models were compared at several points in the observation plane. At each of these points, the 
signals obtained from each model are graphed as follows: 
Zero Degree Crystalline Axis Orientation 
In this case, the prefered direction of the anisotropic medium coincides with the 
propagation direction. As can be seen from the slowness curve shown in Figure 3a, the 
energy direction and propagation direction are the same and there is no beam skewing. One 
would expect the beam profile to be symmetrical with respect to the z-axis and the beam 
spread to be maximum due to the high curvature of the slowness curve in this direction. 
Figure 3b shows the beam profile as predicted by the models. In this figure, beam spreading 
can be clearly noticed. 
Figure 4 compares the time domain waveforms predicted by the two models. The 
comparison shows good agreement in the vicinity of the center of the beam (x=0), but as the 
observation point moves along the x-direction away from the central ray, the disagreement 
increases. We assume these errors to be in the prediction of the Gauss-Hermite model due to 
the Fresnel (paraxial) approximation. It must be noted that most of the energy of the beam is 
concentrated near the central lobe, and there is good agreement between the two models in 
this region. 
The A and C parameters used to produce the results shown in Figure 4 were found by 
using the Taylor series expansion of the slowness surface according to equation (20). The 
approximate slowness implied by these parameters matches the actual slowness with rela­
tively good accurately in a very small region surrounding the central ray (±1 degrees of the 
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central ray). However, it is possible to choose some other values for A and C parameters 
which produce a slowness surface that approximately matches the actual slowness for a 
larger region (±20 degrees of the central ray). By using these values instead of those ob­
tained in the Taylor series expansion, there may be less agreement between approximate and 
actual slowness in close vicinity of the central ray, but there is a better match away from the 
central ray. Figure 5 shows the comparison of such an approximation to the actual slowness. 
These values for A and C parameters were also used in the Gauss-Hermite beam model and 
the results of the comparison are shown in Figure 6. As can be seen in this figure, the agree­
ment between the two models extends further away from the central ray, but in close vicinity 
of the central ray, the agreement decreased. 
15 Det^ree Crystalline Axis Orientation 
In this case, the preferred direction is rotated 15 degrees from the interface normal. 
The slowness curve shows that the energy direction is not the same as the propagation direc­
tion, and there is substantial skewing of the beam (see Figure 7a). The beam should not be 
symmetrical about the z-axis; however, the beam spread should not be as great as for the zero 
degree case because of the smaller curvature of the slowness surface. The beam spreading 
can be seen in the 3-D plot in Figure 7b. However, the assymetry is lost in the Fresnel 
approximation. 
The comparison between the two models (Figures 8 and 9) shows the best agreement 
in the direction of maximum energy flow (x = -l cm) rather than the propagation direction (x 
= 0 cm). Thus agreement is again best in the central lobe. The Gauss-Hermite model pre­
dicts a symmetrical beam with respect to the energy direction because of the use of the 
Fresnel approximation. However, this symmetry is not exhibited in the more accurate finite 
element predictions. Nevertheless, the differences are not great within the central lobe. 
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40 Degree Crystalline Axis Orientation 
In this case the preferred direction is rotated 40 degrees fnsm the interface normal. 
The slowness curve implies some skewing effect, but not as much as in the 15 degree case 
(see Figure 10a). Also, due to flatness of the slowness curve near the propagation direction, 
the beam spread should be the least in this case. As can be seen from Figure 10b, the beam is 
the narrowest compared to the other two cases. 
Figures 11 and 12 show that the Gauss-Hermite beam model predictions are in good 
agreement with those of the finite element model in the vicinity of the central lobe (x=0.0 to -
0.6). As the distance of the observation points away from the beam axis increases along the 
x-axis, the disagreement also increases. 
For all the three cases shown there is good agreement in the vicinity of the peak 
amplitude (along the energy direction) with the major differences being in the pulse shape at 
large distances from the direction of maximum beam amplitude. 
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CONCLUSION 
Based on various validation studies, it is assumed that the finite element method 
produces an essentially complete 2-D description of the time domain waveforms that would 
occur in the model problem. The Gauss-Hermite model reproduces the major features 
including beam spread and skewing. Near the central ray, there is excellent agreement. This 
degrades as the point of observation moves toward the edge of the main lobe. This success­
ful prediction of the fields of a beam which has propagated through a single interface suggest 
that the Gauss-Hermite beam model can conveniently treat multiple interface problems in 
anisotropic materials. The high computational speed (the finite element model took more 
than 24 hours, the Gauss-Hermite less than a minute on comparable work stations) is a 
significant advantage of the Gauss-Hermite model. However, some limitations of the Gauss-
Hermite model are revealed in comparison to the finite element method. Due to the paraxial 
approximations in the Gauss-Hermite model, the accuracy decreases as the observation point 
moves away from the center of the beam. Moreover, the beam profile remains symmetrical 
in the simplest implementations, although this is not the case in the exact solution. Neverthe­
less, the model is found to make quite useful predictions of radiation patterns, particularly in 
the vicinity of the central lobe of the beam. In most NDE applications the region around the 
central lobe is of greatest interest since it plays the major role in flaw detection. 
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Figure 1. Geometrical configuration of the model problem 
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Figure 3, a) Slowness surface for zero degree orientation, b) 3-D view of the received 
waveform at the observation axis. 
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Figure 4. Comparison of finite element and Gauss-Hermite model for zero degree orientation 
at different positions on the x-axis. The horizontal axis is time in microseconds. 
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Figure 5. Comparison between actual slowness, and short and long range approximates. 
Note that a) and b) are the same graphs, with a) showing a larger portion of the 
slowness curve and b) showing only the slowness curve in the vicinity of the k^=0. 
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Figure 6. Comparison of finite element and Gauss-Hermite model for zero degree orientation 
at different positions on the x-axis. The approximation for slowness surface is for 
40 degrees range. The horizontal axis is time in microseconds. 
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Figure 7. a) Slowness surface for 15 degree orientation, b) 3-D view of the received 
form at the observation axis. 
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Figure 8. Comparison of finite element and Gauss-Hermite model for 15 degree orientation 
at different positions on the x-axis. The horizontal axis is time in microseconds. 
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Figure 9. Comparison of finite element and Gauss-Hermite model for 15 degree orientation 
at different positions on the x-axis. The horizontal axis is time in microseconds. 
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Figure 10. a) Slowness surface for 40 degree orientation, b) 3-D view of the received 
waveform at the observation axis. 
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Figure 11. Comparison of finite element and Gauss-Hermite model for 40 degree orientation 
at different positions on the x-axis. The horizontal axis is time in microseconds. 
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Figure 12. Comparison of finite element and Gauss-Hermite model for 40 degree orientation 
at different positions on the x-axis. The horizontal axis is time in microseconds. 
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ABSTRACT 
In this paper predictions of two models for the propagation of ultrasonic beams through 
a bimetallic weld geometry are compared. The finite element method can predict beam 
propagation through quite general geometry with high accuracy. This model, however, 
requires significant computational time. On the other hand, the approximate Gauss-Hermite 
model offers considerably greater computational speed, but has lower accuracy in certain 
regions and cannot treat the most general geometries and inhomogeneities in material proper­
ties. This paper compares the performances of the two models for the case of the bimetallic 
weld, consisting of multiple layers, some of which have anisotropic properties. It is found 
that the results of the two models are in good agreement in the vicinity of the central ray, and 
that the deviation increases as one moves away from the axis. Also, as the beam propagates 
through multiple interfaces, the accuracy of the Gauss-Hermite solution decreases. 
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INTRODUCTION 
To ensure safe operation, nuclear power plants must be inspected periodically to 
determine the presence and predict the growth of flaws in sensitive components such as the 
steam generator, pressure vessel and connecting pipes. Power plants are typically inspected 
while they are shut down for maintenance. Due to the high cost of replacement power, 
utilities try to minimize this down time, so inspection methods must be both fast and accu­
rate. One of the most commonly used nondestructive methods uses ultrasound to detect 
internal flaws. However, the complex structure of some joints between different components 
greatly complicates the ultrasonic inspection. These joints, which consist of welds with 
additional transition layers such as buttering with varying and sometimes anisotropic elastic 
properties, can distort the ultrasonic beam and produce unreliable results. To understand the 
propagation of elastic waves through such materials, beam models are used to predict distor­
tion caused by the layered inhomogeneities. 
Two of the existing models used for the simulation of elastic wave propagation are 
the finite difference and finite element methods [1-3]. These methods have good accuracy 
and can be applied to wide variety of geometrical and material conditions. However, they 
are rather computationally intense. A few years ago, an approximate Gauss-Hermite model 
was developed [4] to predict the propagation of ultrasonic waves through homogeneous, 
isotropic and anisotropic materials. This model has the advantage of being computationally 
fast and simple. Although the Gauss-Hermite model incorporates beam spreading and can 
predict the radiation by focused and planar transducers and subsequent propagation of the 
beam through both plane and curved interfaces, it has limitations due to the use of the Fresnel 
approximation. This limitation causes the accuracy to decrease away from the center of the 
beam. 
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In previous work, the predictions of the Gauss-Hermite model have been compared to 
measurements of beam patterns in immersion ultrasonic tests in which the beam propagated 
through a columnar steel sample [5], and the results have shown good agreement between the 
model and the experiments. To study the prediction of the Gauss-Hermite model in multi-
layered media, its predictions have also been compared to those of the finite element model 
[6]. In that study, a rather simplistic layered medium was considered in which the beam 
propagated from a contacting strip transducer into a ferritic steel layer and through a planar 
interface at normal incidence into a columnar, stainless steel layer. For various orientations 
of the columnar axis with respect to the interface normal, the time domain waveform predic­
tions of the two models were compared. The comparison between the two models showed an 
excellent agreement in the vicinity of the beam center with disagreements developing as one 
moved away. These deviations were interpreted as being a consequence of the Fresnel 
approximation. 
In this paper a more complex problem is investigated. The predictions of the Gauss-
Hermite model and the finite element method are compared for ultrasonic beam propagation 
through a bimetallic weld at an oblique angle. Both models consider the generation of the 
beam by a strip, piston transducer producing the same initial ultrasonic pulse shape. Then, 
the predictions of time domain waveforms for both models in different regions of the weld 
are compared and discussed. 
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ULTRASONIC BEAM MODELS 
Finite Element Method 
The finite element method has been exhaustively described and analysed in the 
literature [7-8]. The basic idea behind finite elements is to spatially discretize the partial 
differential equations governing elastic wave propagation, reducing them to a system of 
ordinary differential equations in time. These are integrated with a finite difference scheme. 
Advantages of discrete numerical methods such as finite elements or finite differ­
ences are that, with sufficient refinement, they properly describe beam formulation and 
propagation through general model geometry, material anisotropy and inhomogeneity. They 
also properly represent reflection, transmission and diffraction at interfaces. The primary 
disadvantage of these methods is that they are computationally intensive. Additional draw­
backs include the errors associated with artificial model boundaries, and numerical disper­
sion. 
For this study, we used FLEX, an explicit finite element code [9]. FLEX consists of 
distinct ID, 2D and 3D processors developed to maximize computational efficiency across a 
wide range of computers including work stations, vector supercomputers and massively 
parallel machines such as the Intel IPSC 860. An explicit, central difference time integration 
algorithm is used in conjunction with isoparametric, constant strain elements and lumped 
masses. This eliminates the need for storing a global stiffness matrix and for mass matrix 
inversion. Instead, nodal forces are accumulated element-by-element and the nodal velocity 
increments are calculated from Newton's law in incremental form. Nodal forces are com­
puted with single point integration of stresses over each element for maximum efficiency. 
The algorithm is stable provided the timestep is less than the fastest wave's travel time across 
the smallest element. Transmitting boundary conditions based on the work of Lysmer are 
89 
incorporated. Different time integration steps are permitted in different regions of the grid 
which can significantly increase the efficiency of the solution. 
Gauss-Hermite Model 
More detailed discussion on the Gauss-Hermite beam model can be found in several 
publications [4,10-12]. The model is an approximate solution of the elastic wave equation 
which predicts the ultrasonic fields propagated into isotropic and anisotropic materials, 
through planar or curved interfaces, by focused or unfocused transducers. The formulation 
initiates by representing the beam as an angular spectrum of the plane waves. By employing 
the Fresnel approximation, certain integrals over spatial frequency can be solved analytically. 
In this approximation one assumes that the range of radiation angles contained in the ultra­
sonic beam is restricted to a sufficiendy narrow range. Thus the slowness surface can be 
represented by a Taylor series expansion in the vicinity of the propagation direction. For a 
two-dimensional problem, this has the form 
where (k/co) is the slowness or inverse velocity. Also, Sg is the slowness along the central 
ray, and is the transverse component of the wave vector in a coordinate system which has 
its z-axis along the central ray. A and C are the constants that are related to the derivative of 
the slowness with respect to . These constants (A and C) play an important role in the 
Gauss- Hermite formulation. A defines the slope of the slowness surface with respect to the 
central ray. As is known, the energy travels along the normal to the slowness surface; thus, 
A determines the beam skew in the formulation. Furthermore, C is related to the curvature of 
the slowness surface and simply determines the rate of beam spread in the Gauss-Hermite 
model. Along the central ray (where k^=0), the values of the phase and group velocity will 
(1) 
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be 
Vp = (l/So)a, 
A (2) 
A A 
Vg = (-A a%+ 3%) (3) 
A A 
where a* and define unit vectors along and directions. Figure 1, shows the geo­
metrical interpretation of the true and approximate slowness curves. 
Within the Fresnel approximation, analytical forms can be derived governing the laws 
of propagation of certain waveforms whose initial cross-sections can be described as prod­
ucts of Gaussian and Hermite polynomials depending on the transverse coordinate. Since 
these functions form a complete, orthogonal set, any beam can be represented as a superposi­
tion of them. Thus, the radiation of an ultrasonic source detected along z-axis can be repre­
sented by 
where u^ are the Gauss-Hermite eigenfunctions. Each of these eigenfunctions satisfies the 
wave equation, within the Fresnel approximation, and follows the principle of diffraction. 
Moreover, their amplitudes, phases and width depend only on z. The Gauss-Hermite com­
plex constant coefficients, C^, are computed by using the orthogonality property of the 
Gauss-Hermite eigenfunctions and the initial radiation pattern of the source (where z=0). 
(4) 
m=0 
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THE BIMETALLIC WELD MODEL 
The basic structure of the bimetallic weld was based on the paper by B. Nouailhas et 
al. [3]. Figure 2 show the the geometry of the bimetallic weld studied in this paper. The 
weld consists of five regions: (I) austenitic cladding (anisotropic, dendrites are parallel to the 
y-axis), (II) ferritic steel (isotropic), (HI) buttering (austenitic, anisotropic, dendrites are 
perpendicular to the line AB), (IV) weld (austenitic, anisotropic, dendrites are parallel to the 
y-axis), (V) ferritic steel (isotropic). The elastic constants and density of the isotropic ferritic 
steel were chosen to be [1] 
('ii " ^ 2 " ^ 33 " 275.0 GPa 
Cj2 = Cj3 = C23 = 113.2 GPa 
C44 = C55 = Cgg = 80.9 GPa 
p = 7900 Kg/m^ 
The elastic constants and density for the transversely isotropic austenitic steel are [1] 
Ci 1 = C22 = 262.7 GPa 
€33 = 216.0 GPa 
Ci2 = 98.2 GPa 
Ci3 = C23 = 145.0 GPa 
C44 = C55 = 129.0 GPa 
C66 = 82.3 GPa 
p = 8120 Kg/m^ 
where the 3 axis coincides with the dendrite direction. The waves are generated by a two-
dimensional (i.e strip) 2.5 MHz, 1.27 cm width transducer immersed in water 1 cm. under­
neath the region (I) of the weld with 9.6 degree incident angle. The transducer was assumed 
92 
to act as a piston, producing a uniform displacement over its surface. The input signal to the 
transducer was assumed to be a raised cosine. 
{ 1 - cos ^ t cos (2 7t f t) for 0 ^ t ^ 
0.0 otherwise 
where f is the center frequency of the transducer. Figures 3 show the broad band signal and 
its Fourier transform. 
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RESULTS 
The ultrasonic beam radiated from the transducer enters the region (I), and passes 
through regions (II), (III) and (IV). Some observation points were selected in each region at 
which the predictions of the two models were compared. These observation points were 
selected according to the following procedure. First, the central ray (directed along the group 
or energy velocity) was traced through each region. Second, at each interface, a local 
wavevector was constructed which left the interface at the central ray. The central point on 
this local "phase path" was defined in each region. The observation points were placed on a 
perpendicular line extending 1 cm. on each side of the local "phase path" with a separation 
distance of 0.2 cm. Figure 2 shows the locations of observation points on each region. Also, 
in Figure 2 the energy path is indicated by a dashed line and the local "phase path" is shown 
by an arrow. 
The comparison of the two models was performed in the time domain. The results 
obtained by the finite element method were already in the time domain, however, the Gauss-
Hermite results had to be transformed from frequency domain to time domain. This was 
done by running the Gauss-Hermite model for all the frequencies in the spectrum» weighting 
the results according to that spectrum, and taking the inverse Fourier transform to obtain the 
predicted time domain waveforms. 
The finite element method contained 1,154,637 element, which is about the largest 
problem which could fit in 32 Mbyte of RAM memory. 3000 timestep were executed to 
propagate the beam through the model. This required 4.46 CPU hours on a 37 Mip IBM 
workstaion. It should be noted that roughly half of the elements were used to model the 
water and transducers, due to the much shorter wavelength in water. 
The comparison at each region is as follows. 
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Region (II) 
In this isotropic region, the group and the phase velocities are in the same direction. 
Figures (4-6) show the comparison of the two models. As can be seen from the comparisons, 
there is excellent agreement in this region, especially in the vicinity of the central ray. Al­
though the Gauss-Hermite model predicts a symmetrical wave along the energy direction, 
there is actually a slight asymmetry, revealed by the finite element method, due to the pas­
sage of the beam obliquely through interfaces and through region (I) (where the material is 
anisotropic). This is one of the limitations of the Gauss-Hermite model; it always predicts a 
waveform that is symmetric about the central ray. 
The finite element results show the reflection of the beam from the boundaries at later 
times (when 4 is positive). The Gauss-Hermite model can be adjusted to consider the reflec­
tion from the plane or curved boundaries, however, this was not done in this study. 
Rggion (ffî) 
The material in this region is anisotropic, and the beam is skewed to the left of the 
phase direction. Figures (7-9) show this phenomenon clearly; the beam is peaked near 
^=-0.2 cm. Although the agreement between the two models are not as good as in region 
(D), the general shapes of the waveforms are very similar, with slight differences in ampli­
tude. These appear to be associated with a slight greater beam width predicted by the Gauss-
Hermite model. One would expect the error in the Gauss-Hermite model to accumulate as 
the beam passes through the successive interfaces. This is mostly due to the deviation of the 
true transmission laws from the approximate formula based on paraxial rays. The beams 
with higher incident and transmitted angles generate larger errors in the Gauss-Hermite 
model. 
Again, the reflections from material interfaces are clearly shown by the finite element 
results. However, the amplitudes of these reflected waves are again small, and do not affect 
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the main part of the beam as they are delayed in time. 
Rggion (IV) 
In this anisotropic region, the beam is skewed to the right of the phase direction. The 
skewing effect is not as great as region (III), and the beam is almost centered along the phase 
direction. Figures (10-12) show the comparisons between the two models in this region. The 
agreement between the two models are generally good in the vicinity of the central ray, and 
again decreases as one moves away. It must be noted that, in the finite element predictions, 
the reflection of the waves from the top boundary of the weld have distorted the incoming 
wave near the edges (when % is negative). Due to the absence of any material beyond the top 
boundary of the weld, the amplitudes of these reflected waves are relatively large and can not 
be ignored. Thus, if any flaw measurement had to be done in this location, the reflected 
waves would have to be accounted for by the Gauss-Hermite beam model. 
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CONCLUSION 
The predictions of the Gauss-Hermite and finite element models are in good agree­
ment in the vicinity of the central ray in all regions. The main disagreements are at the edges 
of the observation planes. This is mainly due to the paraxial approximation in the Gauss-
Hermite formulation, and the reflection of the beams from the weld interfaces. The Gauss-
Hermite model predicts the main features of the beam in all the regions. The most advanta­
geous feature of the Gauss-Hermite model is its computational speed. The CPU time for 
simulating wave propagation through the weld with the finite element model was 4.46 hours 
on an IBM 530 workstation running at about 37 Mips. On the other hand, the Gauss-Hermite 
model took less than 14.5 seconds to predict the waves in each region on a DEC 5000. It 
must be noted that the DEC workstation is almost three times slower than the IBM machine, 
thus, the comparable CPU time for the Gauss-Hermite model would be close to 5 seconds in 
each region. However, the finite element model has the advantage of being more complete. 
Also, it can be used in more general cases with complex geometries diffractors. 
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Figure 1. Geometrical interpretation of the Taylor series representation of the slowness 
surface. 
y (cm) 
(9.0.6.0) (11.0.6.0) 6 (143.6.0) (20.2.6.0) 
(0.0.6.0) 
¥ 
(11.7,0.6) (0.0.0.6) (12.8,0.6) (12.1,0.6 
(0.0.0.0) (20.2,0.0) (12.8.0.0) 
X (cm) S 
Figure 2. Bimetallic Weld. 
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ABSTRACT 
Nondestructive flaw sizing is an important part of quality control of materials. In 
composites, problems such as delaminations can considerably reduce the effectiveness of 
such materials. Ultrasound is an effective method for inspection of composites. However, 
due to the high degree of anisotropy in composites, the ultrasonic inspection may produce 
false or distorted information about the delamination. In this study, an iterative sizing tech­
nique has been developed that utilizes the Gauss-Hermite beam model and Auld's reciprocity 
relation. The beam model compensates for excessive beam spread in certain directions in 
composites. In this sizing method, a line scan of a delamination is first obtained using the 
pulse/echo technique, and the resulting amplitude versus position data for a chosen frequency 
are fed to a computer program. The computer program computes the size for a delamination 
that best fits the line scan of the experiment. The sizing technique was tested on a simulated 
delamination inside a unidirectional graphite/epoxy composite. The results showed signifi­
cant improvement in sizing over the apparent size measurement based on the full width at the 
half maximum amplitude of the experimental line scan. 
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INTRODUCTION 
The broad use of composites in industry has generated a greater demand for inspec­
tion of the quality of such materials. Internal defects such as delaminations and flaws caused 
by improper curing or in-service damage, can occur in composite materials. These defects in 
turn can severely reduce their effectiveness and degrade their mechanical properties. There­
fore, the non-destructive detection and assessment of such conditions are essential. One of 
the more common techniques for inspection of composites uses ultrasound to probe for 
defects. However, ultrasonic inspection of composites has traditionally been plagued by 
many problems such as the high degree of material anisotropy and difficulties in achieving 
sufficient signal penetration in thick composites. The dependency of wave speed on propa­
gation direction causes beam skewing and excess beam divergence in certain directions, 
leading in turn to distortion of the beam profile. Consequentiy, the beam distortion generates 
a false indication of the size and location of a defect The distortion of the beam in thick 
composites depends on several factors, including the fiber layout of the material, the size and 
frequency of the transducer used, and the direction of beam propagation. 
In this study a numerical method is introduced which uses the ultrasonic reflected 
amplitude from a delamination as a function of transducer position to estimate the size of an 
internal delamination. The method is then tested by sizing simulated circular delaminations 
in the form of Teflon films imbedded in a graphite/epoxy specimen. In addition, various 
model parameters that affect the delamination sizing algorithm are examined. The specimens 
used in the validation experiments have unidirectional ply layups, which produce the most 
severe distortions of ultrasonic beams. If this distortion is not accounted for in the sizing 
method, large errors in deduced delamination size can occur. 
A major component of our sizing algorithm is the computation of the displacement 
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field at points inside the composite. To achieve this, an approximate Gauss-Hermite beam 
model [11 is used. The Gauss-Hermite model can treat the propagation of sound fields 
through homogenous, isotropic and anisotropic materials. This model has the advantage of 
being computationally fast and can be adapted to a wide variety of materials with different 
symmetries. The Gauss-Hermite model requires certain input parameters which describe the 
transducer and others which characterize the composite material. The latter group of param­
eters, which describe the slowness surface of the composite material, are determined from the 
elastic constants. 
THE APPARENT SIZE OF A DELAMINATION 
A common way to measure the size of a delamination is to move a transducer over 
the delamination and record the amplitude of the reflected echo as a function of distance. 
The size of the delamination is then estimated as the full-width-at-half-maximum (FWUM), 
that is, the distance between the 50% points of the maximum signal. We refer to the size 
determined in this manner as the "apparent" size along the direction of transducer movement. 
This apparent size can be quite different from the actual size of the delamination due to beam 
to both beam spread and distortion. Figure 1 shows a normal incidence pulse/echo C-scan of 
a 0.25 inch (0.64 cm) diameter circular simulated delamination inside of a flat plate of unidi­
rectional composite. As can be seen, the apparent shape of the delamination is elliptical 
rather than circular. This effect is principally due to the difference in ultrasonic wave speeds 
for different propagation directions in the composite. For the composite in question, the 
speed of longitudinal sound waves is approximately three times larger along the fibers than 
perpendicular to them. This speed differential produces beam distortion. The ultrasonic 
beam has a circular cross-section as it enters the composite at normal incident. As it propa­
gate within the composite, the cross-section becomes elliptical with the major axis along the 
fiber direction. This beam distortion is responsible for the non-circular image in Figure 1. 
An important parameter in sizing a delamination ultrasonically is the width of the beam 
at the plane of the delamination relative to the size of a delamination itself. There are three 
regimes of interest: 
a^ The size of the delamination is much larger than the width of the beam: In this 
case sizing the delamination is relatively easy. As the beam approaches the delamination the 
reflected signal increases; it then remains constant as long as the entire beam is directly over 
the delamination. Finally, the reflected signal decreases as the beam passes over the delami-
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nation. When the center of the beam is over an edge of the delamination, approximately 50% 
of the incident energy is reflected by the delamination. Thus the apparent size deduced from 
the FWHM method is near the actual size. 
b) The size of the delamination is much smaller than the width of the beam: In this 
case a C-scan of the defect will display the beam profile of the transducer rather than the 
shape and size of the defect. Variation in the delamination size will affect the amplitude of 
C-scan image, but will cause little change in its shape. The FWHM method will greatly 
overestimate the size of the defect. 
c) The size of the delamination is of the same order as the beam width: In this case 
the size and shape of the C-scan image depend intimately on those of the beam profile and 
the delamination. This case will be the main focus of this study. The accuracy of the 
FWHM method depends on several factors. One of these factors is the frequency of the 
transducer used to map the delamination. For planar transducers lateral beam spreading is 
smaller at higher frequencies, leading to narrower beam widths and more accurate apparent 
sizes. However, due to the attenuative nature of composites, the higher frequency beams do 
not penetrate as readily into the material, and the signal-to-noise ratio of a deep flaw worsens 
with increasing frequency. Therefore there is a trade-off between resolution and penetration. 
Figure 2 displays the dependence of backscattered signal amplitude on transducer position as 
the transducer is scanned across the center of a delamination, moving parallel to the fiber 
direction. The transducer emits a broadband ultrasonic pulse, and the 2 and 4 MHz compo­
nents of the reflected pulse are plotted, each normalized to unity. As can be seen, the appar­
ent diameter of the delamination determined from the FWHM method is smaller for the 
higher frequency component and closer to the actual diameter. 
Another factor affecting apparent size is the direction of transducer movement rela­
tive to fiber layup. Figure 3 compares single-frequency line scans obtained by scanning the 
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transducer along the fibers and normal to the fiber direction. The beam spreads fastest along 
the fiber direction, leading to a larger apparent size in that direction. Finally, the depth of the 
delamination can also affect its apparent size. The beam fi-om a planar transducer generally 
widens as it propagates, usually leading to larger apparent defect sizes. Figure 4 shows this 
effect. 
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THEORETICAL BACKGROUND 
Delamination Sizing Formulation 
A first-order model will now be developed for the pulse/echo inspection of a delami­
nation at normal incidence. The initial goal of the model is to predict the electrical voltage 
signal which arises from the direct backscattering of longitudinal ultrasound from the delami­
nation. This approach utilizes Auld's reciprocity formula [2] which relates ultrasonic fields in 
the vicinity of a defect to electromagnetic (EM) signals in the cable which is attached to the 
transducer. Figure 5 displays the inspection geometry of interest and the coordinate system 
used. A coaxial cable transports input electrical energy to the single piezoelectric transducer. 
A portion of this energy is converted to ultrasound, transmitted through one or more material 
layers to the site of the delamination, and subsequently backscattered by the delamination. 
This returning sound wave then produces an outgoing EM signal in the cable. In the compos­
ite layer which contains the delamination, a local cartesian coordinate system is used. This 
coordinate system is centered on the beam axis and has its +z axis aligned with the phase 
propagation direction of the incident wave. For the experimental situations of interest in the 
present work, the three coordinate axes are also principal symmetry axes of the composite 
layer, and the +z axis is perpendicular to the planar surfaces of the delamination. However, 
the delamination need not be centered on the beam axis. 
For the purpose of sizing delaminations, it is sufficient to develop model expressions 
for single-frequency (i.e., time-harmonic) fields. Predictions of broad-band signals, if 
needed, can then be obtained by employing Fourier transform techniques. (This is demon­
strated in Reference [3] for the case of through-transmission inspections.) Thus, it is as­
sumed that a steady-state situation exists and can be characterized by harmonic EM and sonic 
fields having a time dependence of e'™, where 0)=27if. The EM field within the coaxial cable 
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is a superposition of fundamental-mode incident and reflected fields. The time-averaged 
electrical power carried by the incident EM field toward the transducer is denoted by P. A 
single dimensionless reflection coefficient F is used to describe the reflected EM field in the 
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cable. Thus, electric power P is incident upon the transducer, and power IFI P returns from 
the transducer. Included is both the immediate electrical reflection and any delayed signal 
associated with ultrasonic wave. For nonpiezoelectric elastic media and general pitch/catch 
geometries, Auld [2] has derived a relationship for the change in F that is produced by the 
presence of a flaw. When applied to the geometry of Figure 5, this may be written as 
^naw- Tn.f. = 7^ I" (Vi • T2-V2 • Ti) • n dS (1) 
^ ^ •'S_+ 
Here, F^^^ denotes the reflection coefficient for the geometry shown in Figure 5, and F^ ^ 
denotes the coefficient for the same geometry when no flaw is present. The integration in 
equation (1) may be performed over any closed surface which encloses the flaw, and n is an 
outward normal vector to that surface. The defect is regarded as a thin void bounded by the 
surfaces and S in Figure 5, and the integration region is chosen to be the union of these 
two surfaces. Vj and Tj are the time-independent factors of the velocity and stress fields 
(i.e., the factors which remain after the e'™ term is removed) which occur in the absence of 
the flaw. Vj and Tj are the fields which would occur in the presence of the flaw under the 
same circumstances. 
Since the net stress must vanish on the surface of a void, T2. n is equal to zero in the 
integrand of equation (1), and the equation (1) reduces to 
rnaw-rn.f. = J V2-Ti-ndS (2) Js_+s^ 
If the material containing the delamination possesses at least orthorhombic symmetry in the 
coordinate system of Figure 5, then the integrand in equation (2) may be written as 
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V2 • T, • n - D V2, C55 + V2J, C44 (-5^ + 
+ V2.{C.3^ + C23^ + C33^}]  (3)  
where D=-l for points on the illuminated face (S-) and D=+l for points on the opposite face 
(S+). Here 
V2 = V2K i+V2y j+V2zk 
and 
Ui  =uix  i+uiy  j  H-Ui^k 
is the displacement field counterpart of Vj (du/dt=v^). In the inspection process of interest, 
the delamination is insonified using longitudinal waves propagating in the positive z-direc-
tion. It is assumed that for the incident beam in die vicinity of the flaw, the z-component of 
particle displacement dominates the x and y components, and that derivatives with respect to 
z dominate those with respect to x and y. Consequently, only the last term in equation (3) is 
retained. Moreover, it is noted that the variation of Uj with z will be dominated by the phase 
factor e hence, 9u \-Jdz is approximated by -ik^u^^. Finally, a Kirchhoff approximation 
is used to describe the scattering of the incident sound field by the delamination. On the far 
side of the delamination (SJ it is assumed that die total ultrasonic field is negligible 
(v2(z=0+)=0). On the near side (S_) the total field is obtained by summing the incident and 
reflected fields, with the latter obtained from a local plane-wave reflection analysis. If the 
delamination is treated as a perfect reflector, then for near-normal incidence reflection, this 
results in Vj^, = 2v^g = 2ici)u^g on S . With these approximations, equation (2) becomes: 
Tflaw- Tn.f. = ^ Jg tui2(x,y,z)]^ dS (4) 
The quantity on the left hand side of equation (4) describes the change in the outgoing elec­
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trical signal produced by the presence of the delamination. In this case, it is directly propor­
tional to the voltage observed when a measurement instrument, such as an oscilloscope, is 
attached to the cable. In general, the electrical signal returned to the oscilloscope has contri­
butions arising from several ultrasonic processes. These include the direct reflection of sound 
from the delamination, and other reflections from boundaries between media layers. Each 
process contributes to the total ultrasonic field, u^^, appearing on the right-hand side of 
equation (4). Since the direct reflection from the flaw is desired, Uj^ in equation (4) is inter­
preted as the incident field in the z-direction that would be observed at the flaw's location if 
1) the flaw is not present, and 2) only the "direct" propagation of sound from the transducer 
to tiie flaw site is considered. It is assumed that signals arising from reflection between 
boundaries would occur later in time in a pulsed experiments, and would not contribute to the 
measurement FWHM. When the transducer is excited using an input broad-band electrical 
voltage pulse, a broad-band output voltage signal will naturally result from the reflection of 
sound by the delamination. The Fourier component of this output signal at angular frequency 
Û) may be written as 
Here the constant of proportionality. A, although frequency dependent, is independent of the 
lateral position of the transducer with respect to the delamination. Thus, the variation in 
signal strength that is observed when the transducer is scanned above the flaw may be de­
duced from that of the integral factor in equation (5). For a given transducer position, the 
Gauss-Hermite beam model of Newberry and Thompson [1] is used to calculate the incident 
ultrasonic field, u,^, and the integral in equation (5) is then evaluated numerically. 
(5) 
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Gauss-Hermite Beam Model 
The Gauss-Hermite beam model is an approximate solution of the elastic wave 
equation, which predicts the ultrasonic fields radiated into isotropic and anisotropic materials 
through planar or simple curved interfaces by focused or unfocused transducers. The model 
is developed by first representing the initial profile of the beam on the plane of the transducer 
as a summation of properly weighted Gauss-Hermite eigenfunctions. For the present study, 
the initial profile is assumed to be generated by an ideal circular piston source. The radiation 
pattern of each of these basis functions is determined by expressing the fields as an angular 
spectrum of plane waves. To allow some of the integrals to be evaluated analytically, the 
Fresnel approximation is used. This approximation assumes that the energy carried by the 
ultrasonic wave propagate in a sufficiently narrow range of angles that the slowness surface 
can be represented by a Taylor series expansion near the propagation direction of the central 
ray. In the case of an anisotropic materials, this expansion will have the form 
(|)=S„ + A(-|)+B(-|)+C(-|) + (6) 
where (k/co) is the slowness or inverse velocity, Sq is the slowness along the propagation 
direction, and (k/m) and (k^cù) are the components of the slowness vector in a coordinate 
system that has z-axis along the central ray direction. The anisotropy parameters A, B, C, D 
and E, are related to the derivatives of (k/co) with respect to each components of the slowness 
(k^co) and (k^tû). These parameters control the beam divergence and skewing. In the case 
of isotropic materials, all five constants are zero. 
The anisotropy parameters (A-E) principally depend on the elastic constants of the 
medium and the direction of propagation. They also depend weakly on the frequency and 
diameter of the transducer since these determine the angular width of the beam, and hence 
the region of interest on the slowness surface. Anisotropy parameters can be determined 
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experimentally by mapping the profile of a beam as it emerges from an anisotropic solid into 
water [4], although this technique was not used in here. For propagation along a principle 
symmetry axis of an anisotropic medium. A, B, and D are identically zero. In the present 
work C and E were determined by numerically fitting a paraboloid to the portion of the 
slowness surface for which energy propagation was appreciable. This required the determi­
nation of the five dependent elastic constants of the composite material [5] and the use of the 
Christoffel equation [6] to determine the slowness surface. The angular region of interest on 
the slowness surface was determined by expressing the piston transducer's radiation pattern 
as an angular spectrum of plane waves. 
Once the anisotropy parameters are known, the radiation patterns of the Gauss-
Hermite expansion functions may be computed using the formula of Reference [1]. The 
displacement field for an arbitrary beam propagating in the z-direction can be represented as 
where the u^ are the Gauss-Hermite eigenfunctions, whose transverse variations have the 
form of a complex Gaussian exponential multiplied by a Hermite polynomial, with ampli­
tude, phase and width parameters depending only on axial coordinate. The Gauss-Hermite 
complex constants coefficients, C^, are computed from the known initial beam profile (z=0) 
by using orthogonality properties of the Gauss-Hermite functions. Once these coefficients 
are known, the displacement amplitude can be computed for any field point (x,y,z). 
Assumptions 
In developing the formulation for delamination sizing, several assumptions have been 
made. First, it is assumed that the delamination has a constant reflectivity over its area and 
has a very small thickness. Also, it is assumed that the delamination has a circular shape. 
(7) 
m=0 n=0 
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When applied to non circular or irregular delaminations, the sizing technique will generally 
yield the radius of a circle which has an area similar to that of the actual delamination. 
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EXPERIMENTAL PROCEDURES AND RESULTS 
The experimental procedure for estimating the size of a delamination is schematically 
illustrated in Figure 6. First, a transducer is scanned over the delamination along a straight 
line which passes over the center of the delamination. At each point of the scan the reflected 
RF signal from the delamination is digitized and its Fourier transform is obtained. The 
amplitudes at selected frequencies along with their transducer positions are then stored. 
These selected frequencies are chosen by examining the frequency response of the reflected 
signal when the transducer is directly above the delamination. The selected frequencies are 
picked in the vicinity of the maximum spectral amplitude at this transducer position. Usually 
these frequencies are close to the nominal center frequency of the transducer if the attenua­
tion of the specimen is not too large. When the scan is completed, the curves of reflected 
amplitude verses position are obtained for each selected frequency. At this point any one of 
the single frequency curves could be used for sizing. Ordinarily that curve which is least 
influenced by microstructural noise, as evidenced by its smoothness, is chosen. 
Next, the same curves of amplitude versus position are simulated numerically. This 
is done by first making an initial guess for the radius of the delamination, and then numeri­
cally evaluating the integral in equation (5). At each transducer position, the Gauss-Hermite 
model is used to propagate the ultrasonic beam from the transducer, through the various 
material layers, to the plane of the delamination, and the displacement field Uj^ is evaluated 
at points in that plane. Then, the square of the displacement field is integrated over the 
assumed delamination area for the each frequency treated. This calculation is repeated for 
every point of the scan. To compare the experimental and computed results, both results are 
normalized to a maximum amplitude of unity. The difference between the experimental 
results and calculated results now can be obtained and recorded. The theoretical calculation 
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is repeated for different delamination sizes, and its difference with the experimental result is 
again observed. Finally, by minimizing the difference between the experimental and the 
theoretical results, an estimate of the size of the delamination is arrived at. The optimization 
routine used for minimizing this difference in results is the Fibonacci search with golden 
section [7]. 
In the series of experiments, a 0.7 cm thick unidirectional graphite epoxy composite 
laminate containing three delaminations was used for flaw sizing measurements. Each 
delamination was in the form of a 0.25" (0.64 cm) diameter Teflon film imbedded at the 
midplane of the composite plate. In order to simulate delaminations in a "thick" composite, 
the 0.7 cm thick plate was placed under a thicker unflawed plate of unidirectional graphite 
epoxy composite which had three sections of different thicknesses. This allowed the simula­
tion of flaw sizing at different depths. The fiber directions of the flawed and unflawed plates 
were aligned. Figure 7 shows the experimental setup used for sizing the delaminations. All 
the results presented here were obtained using the pulse-echo method and the immersion 
technique. The pulse-echo method was preferred over the through transmission technique 
because the single-side access was considered an important advantage in practical inspection 
of composite structures. Scans were made in which the transducer moved along the fiber 
direction or perpendicular to it. To retain consistency, one of the three nominally equal-sized 
delaminations was chosen and all measurements were done on the same delamination. The 
chosen delamination was positioned under each step of the upper plate and was scanned by 
the transducer through the upper plate. A number of broadband transducers of different 
center frequency and diameter were used in the measurements. The transducers were excited 
by a Panametric 5052PR pulser-receiver. The RF waveforms of the delamination signal were 
displayed and digitized by a Lecroy 9400 oscilloscope. The data processing and iterative 
sizing of the delaminations were performed in an Apollo 10000 workstation. 
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To acquire data, the transducer was scanned over the delamination with a step size of 
0.025" (0.046 cm). At each point the RF signal reflected from the delamination was digitized 
and transferred to a personal computer. Then, the fast Fourier transform of the signal was 
computed and the amplitudes at several selected frequencies within the transducer bandwidth 
were stored as a function of transducer position. The amplitude-vs-position curves were then 
used for obtaining the apparent delamination size, i.e., the full-width-at-half-maximum 
(FWHM). Also, the amplitude-vs-position data were used for the iterative determination of 
the delamination size. An example of both measurement techniques is shown in Figure 8. In 
this case the delamination was under a total thickness of 2.72 cm of unidirectional composite, 
and the 2 MHz component of the reflected signal was used. For scans along fibers and 
normal to the fibers, the apparent sizes were 0.382" (0.97 cm) and 0.285" (0.72 cm), respec­
tively. The difference in apparent sizes for this case was 30%. After applying the iterative 
sizing technique, the sizes were computed to be 0.272" (0.69 cm) and 0.253" (0.64 cm) along 
fibers and normal to the fibers, respectively. These results illustrate that the model-based 
iterative scheme, which properly accounts for beam diffraction, yields size estimates closer to 
the nominal size of delamination, 0.25" (0.64 cm). Moreover, the size estimates from the 
two scan directions now differ only 1%. 
Using the iteration scheme, the 0.25" diameter simulated delamination was sized under 
a variety of experimental conditions. The parameters varied included the effective depth 
within the composite, the frequency, the transducer size and its focal lengtii. In most cases a 
planar transducer was used, but a 0.75" (1.91 cm) diameter focused probe with a focal length 
of 4" (10.2 cm) in water and a center frequency of 2.25 MHz also gave satisfactoiy results. 
Tables 1 and 2 summarize some of the sizing results (for clarity, the flaw sizes are only stated 
in inches). In general the FWHM method overestimated the flaw size, and the degree of 
overestimation increased with the increase in effective depth within the composite. In addi­
128 
tion, the discrepancy between the FWHM apparent sizes for the two scan directions also 
increased with depth. The iteratively determined sizes, on the other hand, showed better 
agreement with the actual flaw size, and also less sensitivity to scan direction. 
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CONCLUSION 
We have investigated the problem of sizing delaminations in thick composites and 
developed an iterative sizing method based on the line scan echo-amplitude data and the 
Gauss-Hermite beam model. Attention was given to the case where the delamination size 
and beam width are comparable. The sizing method was tested experimentally on simulated 
delaminations in a unidirectional graphite/epoxy composite where the effect of elastic anisot-
ropy are greatest. The method provides a considerable improvement over estimating the 
apparent size based on the full width at the half maximum amplitude. 
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Figure 1. C-scan of a circular 0.25 inch (0.64 cm) diameter delamination embedded in a 
plate of unidirectional graphite epoxy/composite. The graph displays the 1 MHz 
component of the ultrasonic signal reflected from the delamination as a function 
of transducer coordinates x and y. The y-direction is parallel to the fiber direc­
tion. The broadband, focussed transducer used had a diameter of 0.75 inch (1.91 
cm), a focal length in water of 4.0 inch (10.16 cm) and a center frequency of 2.25 
Mhz. A measurement geometry like that shown in Figure 7 was used, and the 
waterpath was chosen to focus the beam in the plane of the delamination. 
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Figure 2. The 2 and 4 MHz components of the delamination signal received by a 5 MHz, 0.5 
inch (1.27 cm) diameter transducer scanned over a 0.25 inch (0,64 cm) diameter 
delamination. The delamination is effectively 2.72 cm deep within a plate of 
unidirectional graphite/epoxy composite, and the transducer moves parallel to the 
fiber direction. 
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Figure 3. Results obtained from scans along fibers and normal to fibers over a 0.25 inch 
(0.64 cm) delamination embedded 2.72 cm inside a unidirectional graphite/epoxy 
composite plate. The 2 MHz component of the delamination signal received by a 
2.25 MHz, 0.5 inch (1.27 cm) diameter transducer is displayed. 
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Figure 4. Results obtained from scans along fibers over 0.25 inch (0.64 cm) diameter del-
aminations at depths of 2.72 cm and 1.07 cm inside a unidirectional graphite/ 
epoxy composite. The 2 MHz component of the delamination signal received by 
a 2.25 MHz, 0.5 inch (1.27 cm) diameter transducer is shown. 
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Figure 5. Geometrical setup of transducer, different layers and delamination, used for formu­
lation of numerical technique. 
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Figure 6. Schematic drawing of experimental procedure. 
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Figure 7. The experimental setup for sizing delamination at different depths. 
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Figure 8. Theoretical and experimental results of the 2 MHz component of the delamination 
signal generated and received by a 2.25 MHz, 0.5 (1.27 cm) inch diameter trans­
ducer. The Experimental result is obtained from a line scan over a 0.25 inch (0.64 
cm) diameter circular Teflon implant through a total thickness of 2.72 cm of 
unidirectional graphite epoxy composite. 
140 
Table 1. Apparent size and computed results using the 2 MHz component of a 2.25 
MHz, 0.5 inch diameter transducer. The delamination is a circular 0.25 
inch diameter Teflon implant in a unidirectional graphite/epoxy compos­
ite. 
Delamination 
depth 
Scan Direction 
Sizing Method 
Along fiber 
direction 
Normal to fibei 
Direction 
Percentage 
Difference 
1.07 cm 
Apparent 
Size 
0.303 " 0.272 " 11 
Computed 
size 0.289 " 0.278 " 4 
1.92 cm 
Apparent 
Size 
0.325 " 0.270 " 18 
Computed 
size 0.274 " 0.272 " 1 
2.72 cm 
Apparent 
Size 0.382 " 0.285 " 30 
Computed 
size 
0.272 " 0.253 " 7 
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Table 2. Apparent size and computed results using the 4 MHz component of a 5 
MHz, 0.5 inch diameter transducer. The delamination is a circular 0.25 
inch diameter Teflon implant in a unidirectional graphite/epoxy com­
posite. 
Delamination 
depth 
Scan Direction 
Sizing Method 
Along fiber 
direction 
Mormal to fiber 
Direction 
Percentage 
Difference 
1.07 cm 
Apparent Size 0.274 " 0.297 " 8 
Computed size 0.258 " 0.307 " 15 
1.92 cm 
Apparent Size 0.343 " 0.299 " 14 
Computed size 0.259 " 0.242 " 7 
2.72 cm 
Apparent Size 0.324 " 0.261 " 24 
Computed size 0.258 " 0.252 " 3 
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INTRODUCTION 
The condition of an interface through which an ultrasonic wave passes as it enters a 
material is an important factor in ultrasonic nondestructive evaluation. Most modeling 
studies of ultrasonic inspection assume that this interface is smooth. However, in real life 
this may not be the case. In the case of nuclear reactor components, factors such as weld 
overlay, claddings, grinding and diametrical shrink can give part surfaces a wavy, corrugated 
or abruptly stepped topography. M. S. Good [1] has provided some estimate of what surface 
conditions exist in nuclear reactor components, with some examples being illustrated in Fig. 
1. These irregular surfaces can severely distort or redirect the ultrasonic beam, leading to 
false indications of size and location of defects. 
The object of this study is to develop a model to predict the distortion of ultrasonic 
beams passing through rough, irregular interfaces. Such a model could be used to investigate 
the inspectability of particular components, e.g. to decide if a rough surface needs more 
smoothing for an accurate ultrasonic inspection. In this paper, the physical assumptions 
underlying the model are reviewed. The results of preliminary validation tests are reported. 
In those tests, the model is evaluated for a few test cases involving a step discontinuity and 
those results are compared to experiment. 
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THEORETICAL BACKGROUND 
General Overview of the Model 
The model utilizes a hybrid technique, which separately considers three stages for 
propagation of the ultrasonic beam through a rough interface. From the transducer to the 
rough surface, the propagation phenomena, within the Fresnel approximation, is fully in­
cluded based on the Gauss-Hermite beam model. From the interface to an imaginary trans­
mitted plane in the immediate vicinity of the interface, a ray tracing technique is used to 
account for the aberrations induced on the beam in that vicinity. In this region, the effects of 
beam spread due to diffraction are neglected. From the transmitted plane and beyond, the 
Gauss-Hermite model is again applied. 
Gauss-Hermite Beam Model 
The Gauss-Hermite beam model which has been developed over the past several 
years can be used to describe ultrasonic beam propagation in fluids [2] and isotropic [3] and 
anisotropic solid media [4-6]. In this Gauss-Hermite model, the beam is represented as a 
superposition of bound basis functions, each of which spreads during propagation in accor­
dance with the principles of diffraction. The behavior of each of these basis functions is 
derived by representing it as an angular spectrum of plane waves and then employing the 
Fresnel approximation to allow the integrals over spatial frequency to be evaluated analyti­
cally. For the case of anisotropic media, certain parameters in the theory, which determine 
beam skew and divergence, can be directly related to the slowness surfaces. The net results 
is that the radiation of an ultrasonic source propagating in the z-direction can be represented 
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as 
u(x,y,z) iw,(x,y,z) (1) 
m=0 n=0 
Here the are the Gauss-Hermite eigenfunctions, whose transverse variations have the 
form of a complex Gaussian exponential multiplied by a Hermite polynomial, with ampli­
tude, phase and width parameters depending only on the axial coordinate. The Gauss-
Hermite complex constant coefficients, are computed by using the orthogonality property 
of the Gauss-Hermite functions and knowledge of radiation pattern at the source (z = 0). 
Once these coefficients are known, the displacement amplitude can be computed for any 
point (x, y, z). Also, by using equation (1), the normal vector to the phase front is computed 
by finding the gradient vector of the phase. 
Rav Tracing 
A ray tracing model is used to calculate the effect of the interface on the beam, 
following an approach described previously [7]. As noted above, by using the Gauss-
Hermite model, the vector normal to the phase front and the displacement for the incident 
wave are computed at each point on the interface. These normal vectors to the phase fronts 
define rays which pass through the interface (see Figure 2) and intersect a transmitted plane. 
This transmitted plane is perpendicular to the central ray and selected to lie close to the 
interface. To calculate the field amplitude on the transmitted plane, the rays are considered 
to define flux tubes, and conservation of energy is applied from the interface to the transmis­
sion plane. Thus we require 
^'11 interface plane Ui 
2 (x, y) dA = Z2 f f 
J Ji transmission plane 
f u? (x, y) dA (2) 
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where Uj is the displacement of the incident wave, and Uj is the displacement amplitude on 
the transmission plane, T is the interface transmission coefficient, and Z is the acoustic 
impedance. T is assumed to have a spatial variation consistent with the angles of incidence 
and refraction of the involved rays. 
After reconstruction of the beam pattern on the transmitted plane, new Gauss-Hermite 
coefficients are computed. Then the displacement at any point beyond the transmitted 
plane can be computed using equation (1). 
Limitations of the Model 
The model involves two approximations. The Fresnel approximation is inherent 
everywhere because of the use of the Gauss-Hermite model. This is generally not a severe 
limitation and has been discussed elsewhere [2-6]. In addition, use of ray tracing ignores any 
diffraction related beam spread between the interface and the transmitted plane. We have not 
fully determined the errors involved in the use of this approximation. However, we speculate 
that the rate of spatial variation of the surface profile should be relatively low. For very high 
rates of spatial variation, the ray tracing will predict excessive refraction, and the constructed 
beam on the transmitted plane becomes meaningless. Figure 3 shows an illustration of the 
rough surfaces with low and high rates of spatial variation. The ratio of ultrasonic wave­
length to the spatial periods of interface roughness clearly should be small to use this ap­
proximation. 
Another consequence of the neglect of beam spread is an error in width. Thus, the 
transmitted plane must be chosen as close as possible to the interface, so that ray tracing is 
done over as small of a distance as possible. 
EXPERIMENTAL PROCEDURE 
The sample used in these experiments was a stainless steel block with three different 
step sizes on it. The heights of the steps were 0.01,0.03, and 0.06 inches (.025, .076 and 
.152 cm). The ultrasonic source used in all the experiments was a 0.5 inch, (1.27 cm) diam­
eter planar transducer with a 2 MHz center frequency. For normal incidence, the transducer, 
which was excited by a tone burst, was placed 6 cm directly above each step. For oblique 
incidence, it was inclined at an angle such that a 45° L-wave was generated in the solid and 
the central ray passed through the top of the step. At the bottom of the sample, a microprobe 
was used to receive the distorted signal passed through the step. The microprobe was 
scanned on a square area of 2 inch (5 cm) sides. Figure 4 shows the configuration. 
The transmitted plane for normal incidence was assumed to be 0.2 cm below the top 
of each step. In the case of oblique incidence, the transmitted plane was inclined at an angle 
of 45 degrees, passing through the top of each step. In this way minimum path lengths are 
used. Figure 5 shows the position as the transmitted planes for each case. 
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RESULTS AND DISCUSSION 
Normal Incidence 
In this case the transducer was placed directly above the step. Although the micro-
probe performed a c-scan, to compare the experimental and theoretical results, a 2-D graph of 
experiment and theory is presented. Figure 6 shows the comparison between theory and 
experiment for all the three steps. 
As can be seen from the graphs, there is good agreement between experiment and 
theory near the center of the beam, with the theory predicting the general shape of the beam 
profile quite well. However, the difference between the two increases as one moves further 
away from the central ray. This is what was expected for two reasons. First, the model 
accuracy decreases away from the central ray due to the paraxial approximation used in the 
theory. Second, the ray tracing which does not consider the diffraction of the beam can cause 
errors in the beam's width. It must be noted that most of the energy is concentrated near the 
center of the beam and that this is the energy usually involved in flaw detection experiments. 
Errors in predictions of the side lobe structure may not affect the signal reflected from cracks 
or other flaws during ultrasonic inspections. The deviations between theory and experiment 
may also be due to errors in experimental measurements or to the fact that the transducer 
used in the measurements did not radiate exactly as a piston source, as assumed in the theory. 
These possible sources of error are being studied. 
It is quite encouraging that the theory does a good job of predicting the constructive 
and destructive interference of the beam due to presence of steps. The size of the step and 
the frequency control this interference. A 0.03 inch (0.07 cm) step size, there is almost a 
constructive interference, but as the step size increases, it changes to a destructive interfer­
ence. The possibility of such interferences must be considered in the ultrasonic examina-
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dons. As it is shown in the graphs, the inspectibility is severely reduced under certain combi­
nations of frequency and step size. 
Oblique Incidence 
The oblique incident was selected such that the transmitted wave isrefracted at 45 
degrees from the normal. The comparison of theory and experiment for oblique incidence 
are shown in Figure 7. The origin of the abscissa is relative in these plots, with the central 
ray passing through the lobe that is furthest to the right in each case. The results for a 0.01 
inch (0.025 cm) step shows a good agreement within the main lobe, but for the other two step 
sizes there are considerable differences between experimental measurements and theoretical 
predictions. The sources of these deviations are still under study. The disagreements could 
have been originated from deficiencies in either the experiments or the theoretical model. 
Experimentally, it is much harder to adjust the transducer to a predetermined position in the 
oblique incidence configuration than for normal incidence, and there is the possibiity of 
mode converted transverse waves being detected as well as the longitudinal waves. On the 
theoretical side, ray tracing is more involved in the oblique incidence case than in the normal 
incidence case. Further studies are in process to determine whether these disagreements 
represent fundamental limitations on the theory or initial errors in our analytical or experi­
mental work. 
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CONCLUSION 
This study clearly shows the importance of the surface condition in ultrasonic inspec­
tion of materials. It also shows that, in the normal incidence case, the theoretical predictions 
of the beam profile closely matched the experimental data. The disagreements were mostly 
in side lobes and away from the central ray. This could have been caused by a) the Fresnel 
approximation implicit in the Gauss-Hermite model or b) the ray tracing that does not con­
sider the beam spread near the interface. 
In the oblique incidence experiments, the predictions were not in as good agreement 
with experiment. The results were qualitatively similar but exhibited some quantitative 
differences. The problems could have been due to a) the ray tracing, b) the operation of the 
microprobe which is primarily sensitive to the normal component of the displacement, or c) 
errors in experimental setup and procedures. The oblique incidence case will be studied in 
more detail. 
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Figure 1. Irregular surface conditions in nuclear reactor components. 
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Figure 3. Surface conditions that affect the validity of the model. 
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Figure 4. Experimental setup. 
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Figure 5. The position of transmitted plane in normal and oblique incidence case. 
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Figure 6. Comparison between experiment and theory for normal incidence. 
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GENERAL CONCLUSION 
The main objective of this dissertation was to establish the range of the validity of 
Gauss-Hermite model in multilayered media, and to show its practical use as an engineering 
tool for nondestructive evaluation. 
In part I, an alternative method was introduced for the determination of elastic constants 
in an transversely isotropic material. Knowledge of elastic constants are essential for using 
the Gauss-Hermite beam model as well as for many other purposes. The results in this study 
showed excellent agreement with nominal values of elastic constants. The advantages of this 
method are that it does not require cutting the sample, and the measurements are performed 
only on one side of the sample. 
In part II, the propagation of ultrasonic waves through multilayered media was studied. 
To validate the Gauss-Hermite model, its prediction were compared to those of a finite 
element model. The results revealed that the Gauss-Hermite model could treat multiple 
interface problems in anisotropic materials, including the prediction of beam skewing and 
diffi-action effects. Excellent agreement was obtained along the beam axis with disagree­
ments developing as one moved away from the central ray. This was mainly due to the use 
of Fresnel approximation in the Gauss-Hermite beam model. Since these disagreements 
occurred where the ultrasonic energy was very small, there were not consider to be too 
serious. The most important advantage of Gauss-Hermite beam model was its computational 
efficiency. 
As a continuation of the study in part II, a more complex layered medium was examined 
in part III. In this study, the beam propagated through several layers with oblique incidence. 
Again, the comparison between the Gauss-Hermite model and the finite element method 
showed excellent agreements in the vicinity of the central ray. Also, the Gauss-Hermite 
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model predicted the beam diffraction and skewing effect very closely. The main disagree­
ments were away from the central ray, again primarily due to the use of the Fresnel approxi­
mation in the Gauss-Hermite model. The finite element model predicted signals beyond 
those predicted by the Gauss-Hermite model. These were the results of the reflection of the 
beam from the layer boundaries. Most of the reflections were relatively small in amplitude, 
but in one case (region IV) the reflections were strong since they occurred from a stress free 
surface. Thus, the Gauss-Hermite must be adjusted to consider reflections from such bound­
aries. 
In part IV, a practical use of Gauss-Hermite model in sizing delaminations was pre­
sented. The iterative method was tested on the simulated delaminations embedded inside 
unidirectional graphite/epoxy composite. This method predicted the delamination sizes more 
accurately than the simple measurement based on full width at half maximum amplitude. 
In part V, a hybrid method for predicting the distortion of an ultrasonic wave after 
propagation through irregular surfaces was investigated. In this method the Gauss-Hermite 
solution was used in conjunction with ray tracing. The results showed good agreement when 
the incident angles are close to normal. However, some errors in beam spread were gener­
ated in all the results as a result of the neglect of diffraction during ray tracing. 
Overall, the Gauss-Hermite beam model can indeed be quite useful in nondestructive 
evaluation applications. However, its predictions of signals away from the central ray must 
be treated with caution. This is mainly due to errors caused by using the paraxial approxima­
tion in the Gauss-Hermite formulation. Furthermore, the signals near boundaries are some­
times affected by the reflections from the boundaries. Therefore, care must be taken to 
account for these reflections. Another source of errors in the Gauss-Hermite model could 
stem from multiple interfaces. High incident and transmitted angles associated with passage 
through interfaces could be accompanied by enhanced errors, and these errors could accumu­
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late and distort the final results. Also, the interfaces must have uniform geometrical configu­
ration. This means that the beam must encounter a single interface between two materials. If 
the wavefront passes through a "triple-point", where three materials join, then the initial 
assumptions break down. Therefore, the incident beam could not propagated through an 
interface with two different type of materials. Finally, if all the above conditions are satis­
fied, the Gauss-Hermite model could generate reliable results with great computational 
speed. This factor is extremely important in measurements studies which involve iterative 
schemes. 
Another limitation of the Gauss-Hermite model that was not investigated in this disser­
tation is the errors caused by transmission through interfaces. As was explained before, in 
the Gauss-Hermite model, the laws governing the transmission through interfaces are derived 
from the properties of paraxial ray. Especially in multilayered materials, it is important to 
know the amount of errors caused by passage through each interface. Thus, a detailed study 
is suggested to explore the errors caused by the transmission as a function of incidence and 
transmitted angles and the curvature of the interface. 
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