Abstract. Referring to water absorption rate of poly (methyl methacrylate) (PMMA) and its composites is hard to obtain under some working conditions, BP neural network prediction model was constructed. Regarding water absorption rate predictions of exfoliated PMMA/MMT nanocomposites in 0.1 mol/L H 2 SO 4 solution, 0.1 mol/L NaOH solution and deionized water respectively as examples, the applicability of model established in water absorption rate prediction of PMMA and its composites was researched. The results show that the relative errors between prediction value obtained from model established and actual value of water absorption rate of composites soaking 63min in three kinds of mediums are 1.50%, 0.47% and 1.04% respectively, prediction accuracy is higher than that (relative errors are 3.89%, 3.40% and 4.43% respectively) obtained from GM (1, 1) model obviously. BP neural network can be used to predict water absorption rate of PMMA and its composites.
Introduction
Poly (methyl methacrylate) (PMMA), also called organic glass, has excellent transparency, weather resistance, electrical insulation and processability. However, the existing of polar side-chain methyl leads to the fact that water can be absorbed by PMMA and its products [1] , which may cause performances decline and even lead to deformation in severe cases, and affects safe use of PMMA and its products seriously [2] . Therefore, the data collection of water absorption rate is an important work before the application of PMMA and its products under some special conditions. Theoretically, this job can be done through experiments under artificial accelerated or actual working conditions. But there are inevitable differences between artificial accelerated condition and actual working condition, while experiments under actual working condition need a long time, may be several years, even decades. And it's difficult to keep up with the rapid development of materials research, let alone the cost of experiments is high [3] . Recently, according to experimental data related, forecasting properties of materials through mathematical model is one of the focus of attention and study [4] .
One of the main points in mathematical modeling of forecasting for material properties is the nonlinear behavior of materials during aging. Artificial neural network, founded by McCulloch in the early 1940s, has emerged as a result of simulation of biological nervous system, such as the brain, on a computer [5] . The greatest advantage of artificial neural network is its ability to model complex non-linear, multi-dimensional function relationships without any prior assumptions about the nature of the relationships. Thus, taking the water absorption rate prediction of Poly (methyl methacrylate)/montmorillonite (PMMA/MMT) nanocomposites as an example, a BP (Back propagation) neural network approach was employed to predict the water absorption rate of PMMA and its composites in the presented paper. Furthermore, the prediction effect of the BP neural network model was compared to that obtained by the GM (1, 1) model.
BP Neural Network Prediction Model
BP neural network based on back propagation algorithm, one of the most well-known training algorithms for the multilayer perceptron, is one of the most widely used artificial neural networks [6] . The theory and practice show that a three-layer BP neural network can approximate any continuous function with arbitrary precision. T , where o i and d i are the actual output and the desired output of the ith training pattern respectively. The network-connection-weight (the quantitative expression of connected degree) between the input layer and the hidden layer can be expressed by matrix V = (v ij ) m×k , where v ij is the network-connection-weight from the ith node in the input layer to the jth node in the hidden layer. The network-connection-weight vector between the hidden layer and the output layer is Z = (z 1 , …, z j , …, z k ), where z j is the network-connection-weight from the jth node in the hidden layer to the output layer. can be obtained when the node number of hidden layer is three [7] . The node number of the input layer was taken four as a result of trying different number of nodes, while that of the output layer was taken one since only water absorption rate need to predict. Thus, a BP neural network structure of (4, 3, 1) was selected in the presented paper, i.e., there were four, three and one nodes in the input, hidden and output layer respectively.
The design of BP neural network

The calculation of output values
The net output of the output layer and the hidden layer are calculated by using Eqs. (1) and (2) respectively.
Activation function is a function that processes the net input obtained from sum function and determines the cell output. The most common activation functions are ramp, sigmoid, and Gaussian function. In the present study, a sigmoid function given in Eq. (3) is employed as the activation function in the training of the network.
Network training
The constructing of the training patterns is determined by experimental data given. The network-connection-weights of matrices V and Z are assigned a smaller value between 0 and 1 randomly. Then data of the first training pattern are regarded as the net input of m nodes in the input layer. The network training is performed as the following steps.
(1) The calculation of network error. When the net output o i of the ith training pattern is unequal to the desired output d i , the output error E i of the ith training pattern is calculated as:
And the total error E of the network is determined as below:
2) The adjusting of weights. Weights are values that express the effect of an input set or another process element in the previous layer on this process element. For the ith training pattern, the error information įº of the output layer is obtained by Eq. (6) through comparing target output d i with actual output o i of the output layer. When the error information įº is processed in the backward from the output layer to the hidden layer, the error information į y of the hidden layer is obtained by Eq. (7) . Then the network-connection-weights between the hidden layer and the output layer are adjusted by Eq. (8) , and that between the input layer and the hidden layer are adjusted by Eq. (9). 
where Ș (0 < Ș < 1) is the learning rate, ȝ is the momentum term, usually taken between 0 and 1, t is current training, t í 1 is precious training, ' is the adjustment value of network-connection-weight correspondingly. The momentum term ȝ reflects the adjustment of experience before, and can accelerate the convergence speed of the network, i.e., improving training speed of network.
(3) Inputting the next training pattern and returning to step (1) . (4) The finishing of network training. After all the training patterns have been presented, training procedure can be ceased on condition that the total error E is less than a selected accuracy E min (usually set as a positive decimal) of network training. Otherwise E is assigned as 0, return to step (1) and retrain the network from the first pattern again.
Network prediction
The BP neural network can perform prediction when its training meets the requirement of accuracy, i.e. E < E min . Prediction value can be obtained when the network accepts the new input parameters accordingly.
Applicability Research of Prediction Model
Taking the water absorption rate predictions of PMMA/MMT nanocomposites soaked in acid, base and deionized water as examples, the applicability of the BP neural network prediction model established above in water absorption rate prediction of PMMA and its composites was researched.
A small amount of MMT dispersed evenly in the PMMA matrix in nanoscale lamella disorderly increases effective way of water diffusion movement on PMMA matrix, and improves liquid barrier property of matrix. Accordingly, water absorption rate of composites reduces obviously. Table 1 is the relationships between the soaking time and the water absorption rate of exfoliated PMMA/MMT nanocomposites containing 3wt% MMT soaked in 0.1 mol/L H 2 SO 4 solution, 0.1 mol/L NaOH solution and deionized water respectively [8] .
To predict water absorption rate of composites after soaking 63 minutes in H 2 SO 4 solution, the training patterns of the BP neural network were constructed according to that of composites after soaking 7 to 56 minutes in H 2 SO 4 solution, as seen in Table 2 .
As previously mentioned, the number of nodes in the input, hidden and output layer of the BP neural network were taken four, three and one respectively. The learning rate Ș was taken 0.6, the momentum term ȝ was taken 0.6, and the network training accuracy E min was determined as 0.001. The BP neural network algorithm written in C++ was trained with 8 sets of experimental data consisting of input and output values in Table 2 9019 After the training of the network, the water absorption rate of composites soaking 63 minutes in 0.1 mol/L H 2 SO 4 was predicted, the result was given in Table 3. Table 3 also gave the prediction values of the water absorption rate of composites after soaking 63 minutes in 0.1 mol/L NaOH and deionized water respectively. The detailed calculating processes were omitted here (Since both the input and output of water absorption rate of composites soaked in NaOH solution were divided by10 to acquire a value between 0 and 1, the network training accuracy E min was determined as 0.0001, and the output should be multiplied by 10 to restore). It can be seen from Table 4 that relative errors of the water absorption rate between prediction value obtained from the BP neural network prediction model and actual value of composites after soaking 63 minutes in three kinds of mediums are 1.50%, 0.47% and 1.04% respectively, which not only are allowable for industrial application, but also are lower than those obtained from the GM (1, 1) model obviously. The results above show that prediction results obtained from BP neural network are reasonable and reliable. And BP neural network can be used to predict water absorption rate of PMMA and its composites.
Essentially, input and output problem of patterns is converted into a nonlinear optimization problem by BP neural network through the using of one of the most common gradient descent algorithm in the optimization technology. The solving of water absorption rate through iterative operation is equal to the problem of learning and memory. A scientific, reasonable and practical knowledge checked by practice can be obtained by BP neural network through the study of known patterns. Thus, neural network can avoid the disadvantageous factors of other prediction methods and guarantee the effectiveness and practicability of the prediction results.
There's no doubt about the advantages mentioned above, but it should be attention that training patterns are the base of neural network prediction. The quality of the training patterns is crucial to predictive effect. The training patterns adopted by the neural network must meet large quantity and wide coverage. Therefore, realizing water absorption rate prediction of PMMA and its composites by using BP neural network algorithm is totally feasible in theory, but when there are no enough training patterns or the deviation of the soaking time and that of the coverage area of sample data is severe, prediction accuracy will reduce correspondingly.
Conclusions
Referring to the question that under some working conditions, water absorption rates of PMMA and its composites are hard to obtain, the BP neural network prediction model was constructed. The water absorption rate prediction of exfoliated PMMA/MMT nanocomposites soaked in 0.1 mol/L H 2 SO 4 solution, 0.1 mol/L NaOH solution and deionized water respectively shows that the maximum relative error of water absorption rate between prediction value obtained from the BP neural network prediction model constructed and actual value in three kinds of mediums is 1.50%, lower than that obtained from the GM (1, 1) model obviously. The BP neural network is a useful tool in characterizing the influence of soaking time on water absorption rate of PMMA and its composites if especially a sufficient amount and wide coverage of experimental data is obtained.
