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However, a major challenge we will face in the coming years will not only 26 be the pure recreation of realistic brain connectivity and dynamics. It will be 27 the extraction of important features and mechanisms of these dynamics and 28 of the network structure that are critical to brain function. This is critical to 29 understand how this most complex network self-organizes into a very stable and 30 consistent, yet flexible and adaptive system and its core components. In the 31 following, we will review and discuss how large-scale theoretical brain models 32 are crucial to bridging the gap between purely anatomical brain networks and A C C E P T E D M A N U S C R I P T to understanding the brain's criticality.
221
In the following section, we will illustrate how dynamical biophysical markers 222 such as complexity (described in detail in section 4.3) can provide an excellent A C C E P T E D M A N U S C R I P T
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These changes in structure and structural connectivity with age are asso- 
304
These matrices used here were constructed from a Gaussian decaying con-305 nectivity on a triangulated cortical surface 'Cortex reg13.mat' that is included in
306
The Virtual Brain software package, available at http://thevirtualbrain.org/app/.
307
The triangulated mesh that describes an individual cortical surface is based on 
324
To capture white-matter decreases, we studied the effects of long-range prun-
325
ing by repeatedly decreasing the coupling weight of randomly selected node pairs
326
of the long-range connectivities, and to capture decreasing lateral connections,
327
we used short-range connectivity with increasingly faster spatial decay in steps 328 of 10 mm. Matrices were combined in both cases, with pruning affecting selec-
329
tively the short-range or the long-range contributions of the combined matrix.
330
Simulations were run for four different connectivity levels, with a 16% con-331 nectivity decrease for every step, for both long-range pruning and short-range 332 pruning.
333
To locate the system at Resting State dynamics, we here set the global older subjects in the empirical data, with no differences between short-range 397 and long-range pruning (largest t(18)=1.60, p = .13). (t(9) =3.14, p <.05)) for all lower-connected cases (Fig. 4, top right panel) .
430
On this scale, the pruned case reached lower entropy values due to its steeper 431 slope over lower scales (lowest t(9) = −3.14, p < .05). In summary, rate based 
450
The fact that the largest difference in entropy was caused by the first 16% by processing speed changes in aging (Salthouse, 1996) , as the system needs 
Conclusions

489
So far, the major focus has been on the spatial components of resting state 490 networks and their alteration due to external or internal factors. We are only 
491
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with synaptic conductances g, excitatory and inhibitory reversal potantials
533
V E and V I , respectively, the Dirac-delta function δ, and synaptic weight param- is described by: due to the noise term are rectified to zero.
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After applying the mean field reduction to the above spiking model (Deco 551 et al., submitted) , the activity is governed by:
where H(x i ) and S i denote the population rate and the average synaptic 
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633
The effect of white matter hyperintensity volume on brain structure, cogni-634 tive performance, and cerebral metabolism of glucose in 51 healthy adults. 
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