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THE´ORE`ME DES PE´RIODES ET DEGRE´S MINIMAUX D’ISOGE´NIES
E´RIC GAUDRON ET GAE¨L RE´MOND
Re´sume´. Nous donnons de nouvelles versions effectives du the´ore`me des pe´riodes de Masser
et Wu¨stholz. Nos e´nonce´s sont totalement explicites et permettent de raffiner les applications
aux the´ore`mes d’isoge´nies elliptiques. Celles-ci entraˆınent a` leur tour la re´solution du proble`me
d’uniformite´ de Serre dans le cas des sous-groupes de Cartan de´ploye´s, en conjonction avec les
travaux de Bilu, Parent et Rebolledo.
Abstract. We give a new, sharpened version of the period theorem of Masser and Wu¨stholz,
which is moreover totally explicit. We also present a new formulation involving all archimedean
places. We then derive new bounds for elliptic isogenies, improving those of Pellarin. The small
numerical constants obtained allow an application to Serre’s uniformity problem in the split
Cartan case, thanks to the work of Bilu, Parent and Rebolledo.
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1. Introduction
Dans ce texte, nous revisitons le the´ore`me des pe´riodes de Masser et Wu¨stholz et ses applica-
tions aux degre´s minimaux d’isoge´nies entre courbes elliptiques. Notre pre´sentation du the´ore`me
lui-meˆme diffe`re des versions ante´rieures et nous expliquons ci-dessous ce qui nous a conduit a`
cette formulation, notamment en lien avec le lemme matriciel, dont nous utilisons une nouvelle
version due a` Autissier. Nous donnerons ensuite les e´nonce´s ainsi qu’une application au proble`me
d’uniformite´ de Serre qui repose sur les travaux de Bilu, Parent et Rebolledo.
Dans tout ce texte A est une varie´te´ abe´lienne de dimension g sur un corps de nombres k.
Pour parler de pe´riodes, nous fixons un plongement complexe σ : k →֒ C et conside´rons la varie´te´
abe´lienne complexe Aσ obtenue par extension des scalaires, son espace tangent a` l’origine tAσ et
son re´seau des pe´riodes ΩAσ .
En 1985 [Mas], David Masser a de´montre´ une majoration des coefficients d’une matrice de
pe´riodes en fonction de la hauteur d’une varie´te´ abe´lienne principalement polarise´e. La paragraphe
de son texte consacre´ a` cette estimation portait le nom de lemme matriciel et cette terminologie est
reste´e pour de´signer ce type d’e´nonce´s. Une nouvelle approche a e´te´ introduite par Bost [Bo1, Bo3]
en termes de hauteur de Faltings et des versions effectives ont e´te´ donne´es par Graftieaux [Gr],
David et Philippon [DP] et le premier auteur [Ga2].
Si l’on veut s’affranchir de l’hypothe`se de polarisation principale, il est pre´fe´rable de conside´rer
qu’un lemme matriciel donne une minoration de la plus petite pe´riode non nulle d’une varie´te´
abe´lienne (en une place donne´e). Il s’agit donc d’un premier prototype d’un the´ore`me des pe´riodes
puisqu’il s’agit de relier la norme d’une pe´riode (en l’occurrence la plus petite) a` divers invariants
de la varie´te´ abe´lienne (ici essentiellement la hauteur de Faltings).
Un ve´ritable the´ore`me des pe´riodes, au sens attache´ a` ce terme depuis les travaux fondateurs
de Masser et Wu¨stholz, doit, lui, faire intervenir de plus de manie`re essentielle un terme de degre´
ge´ome´trique. Traditionnellement on l’e´crit comme une majoration du degre´ de la plus petite sous-
varie´te´ abe´lienne Aω de A dont l’espace tangent contient une pe´riode donne´e ω en fonction de la
norme de ω et de la hauteur de A.
Nous utilisons dans nos e´nonce´s la hauteur de Faltings stable hF (A) d’une varie´te´ abe´lienne sur
un corps de nombres. Nous fixons une polarisation L sur A. La forme de Riemann de Lσ munit
tAσ d’une norme hermitienne que nous notons ‖ · ‖L,σ (les de´finitions pre´cises de ces objets sont
donne´es dans la partie suivante). On tire alors de [MW2] l’e´nonce´ suivant.
The´ore`me (Masser et Wu¨stholz, 1993). Il existe une constante c > 0, qui ne de´pend que de
g, [k : Q] et degLA, et une constante κ > 0, qui ne de´pend que de g, telles que
degLAω ≤ cmax (1, hF (A), ‖ω‖2L,σ)
κ
.
De plus l’on peut choisir κ = (g− 1)4gg! et c = c0[k : Q]κ(degLA)1+gκ ou` c0 est une constante qui
ne de´pend que de g.
Nous proposons ici de voir un tel the´ore`me plutoˆt comme une minoration de la norme de ω en
fonction du degre´ de Aω et de la hauteur. En fait, dans cette approche, la varie´te´ abe´lienne Aω joue
le roˆle principal et la varie´te´ A initiale est rele´gue´e au second plan. Si nous l’oublions comple`tement,
nous sommes en train de dire qu’un the´ore`me des pe´riodes n’est autre que la minoration de la norme
de la plus petite pe´riode ω de A telle que Aω = A. En d’autres termes encore, nous conside´rons
le minimum des normes des pe´riodes de A qui ne sont pe´riodes d’aucune sous-varie´te´ abe´lienne
stricte de A.
Vu ainsi, le lemme matriciel devient une minoration d’un minimum absolu ρ du re´seau des
pe´riodes (minimum sur tous les e´le´ments non nuls) tandis que le the´ore`me des pe´riodes vise a`
minorer un minimum essentiel δ de ce meˆme re´seau (minimum sur les e´le´ments transverses ou non
de´ge´ne´re´s au sens des sous-varie´te´s abe´liennes). Bien entendu, ici ρ ≤ δ et il ne faut pas perdre
de vue que la minoration souhaite´e de δ est plus grande que celle de ρ puisque sa caracte´ristique
principale est de croˆıtre avec le degre´ de A. Notons aussi que dans cette approche il est possible que
δ soit infini : cela signifie simplement que la varie´te´ abe´lienne A conside´re´e n’est pas de la forme
(A′)ω′ pour un couple (A′, ω′).
Ce nouvel e´clairage sur le the´ore`me des pe´riodes pre´sente plusieurs avantages. D’une part, on sait
depuis Bost que l’on peut exprimer naturellement le lemme matriciel en faisant intervenir toutes
les places. De manie`re pre´cise, on note ρ(Aσ, Lσ) la valeur minimale de ‖ω‖L,σ pour ω ∈ ΩAσ non
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nul et nous utilisons dans ce texte la forme suivante du lemme matriciel (qui raffine les versions
e´voque´es plus haut), tire´e du travail d’Autissier [Au].
The´ore`me 1.1. Si (A,L) est une varie´te´ abe´lienne polarise´e de dimension g sur un corps de
nombres k nous avons
1
[k : Q]
∑
σ : k→֒C
ρ(Aσ, Lσ)
−2 ≤ 14max(1, hF (A), log degLA).
Ainsi il devient naturel de formuler notre the´ore`me des pe´riodes comme une majoration
d’une moyenne de la forme (1/D)
∑
σ 1/δ
2
σ (par, re´pe´tons-le, une puissance ne´gative du degre´
de A) et nous constatons effectivement que c’est une telle quantite´ qui apparaˆıt dans la preuve.
Conforme´ment a` ce qui pre´ce`de, notons δ0(Aσ , Lσ) la valeur minimale de ‖ω‖L,σ pour ω ∈
ΩAσ \
⋃
B ΩB ou` l’union porte sur les sous-varie´te´s abe´liennes strictes B de Aσ. Si cet ensemble
est vide, nous posons δ0(Aσ, Lσ) = +∞. Nous verrons en fait bientoˆt qu’une quantite´ δ(Aσ, Lσ),
toujours finie et plus petite que δ0(Aσ, Lσ), peut intervenir. La formulation suivante, forme sim-
plifie´e du re´sultat principal de cet article, est valable pour les deux variantes.
The´ore`me 1.2. Si (A,L) est une varie´te´ abe´lienne polarise´e de dimension g sur un corps de
nombres k nous avons
1
[k : Q]
∑
σ : k→֒C
(degLA)
1/g
δ(Aσ, Lσ)2
≤ 50g2g+6max(1, hF (A), log degLA).
Un autre avantage, un peu plus technique, de notre pre´sentation, est de mettre en lumie`re le roˆle
des sous-varie´te´s abe´liennes auxiliaires qui interviennent dans la de´monstration. On s’aperc¸oit en
effet que la condition sur ω n’est utilise´e que pour une varie´te´ en particulier. Ceci nous conduit a` af-
finer la de´finition en introduisant pour une sous-varie´te´ abe´lienne B de Aσ le minimum d’e´vitement
de B note´ δ(Aσ, Lσ,B) : la plus petite distance non nulle d’une pe´riode de Aσ a` l’espace tangent de B.
Nous e´crivons alors la preuve avec cette quantite´ et le the´ore`me ci-dessus de´coule d’un choix particu-
lier de B en chaque place (techniquement celui qui minimise la quantite´ (degLσ B/ degLA)
1/ codimB).
Meˆme si nous n’avons pas d’application pour d’autres choix de B, il nous semble tout de meˆme
plus inte´ressant d’e´crire la majoration sous cette forme (voir le the´ore`me 4.5) : d’une part cela
renforce encore les liens avec le lemme matriciel (dont le minimum absolu correspond maintenant
simplement au choix de B = 0), ensuite nous ne manipulons pas de quantite´ infinie et donc nous
obtenons toujours un re´sultat meˆme si A ne s’e´crit pas sous la forme (A′)ω′ et enfin cela affine le
the´ore`me 1.2 : il est valable avec
δ(Aσ, Lσ) = sup
B
δ(Aσ, Lσ,B)
ou`, comme ci-dessus, B parcourt les sous-varie´te´s abe´liennes strictes de Aσ. Accessoirement la
quantite´ δ(Aσ, Lσ) (toujours finie) est plus facile a` majorer que δ0(Aσ, Lσ) (lorsque celle-ci est
finie, voir proposition 4.4).
Disons enfin qu’il est un cas ou` the´ore`me des pe´riodes et lemme matriciel deviennent identiques :
c’est celui des courbes elliptiques. En effet on a toujours ρ = δ (autrement dit seul B = 0 intervient)
et comme toute polarisation est puissance de la polarisation principale le degre´ n’intervient pas
(voir aussi le paragraphe 4.3.1).
Nous pouvons maintenant de´duire du the´ore`me 1.2 un e´nonce´ ayant la forme de celui de Masser
et Wu¨stholz. Nous revenons pour cela au cadre ou` ω est une pe´riode, pour un plongement fixe´ σ0,
de la varie´te´ abe´lienne A et nous appliquons notre the´ore`me a` la varie´te´ abe´lienne Aω . Nous en
de´duisons alors facilement le the´ore`me suivant, ou` l’on note k′ une extension de k sur laquelle est
de´finie Aω ; on sait que l’on peut choisir [k
′ : k] ≤ 316g4 .
The´ore`me 1.3. Si ω 6= 0, nous avons
(degLAω)
1/ dimAω ≤ 195g2g+9[k′ : Q]‖ω‖2L,σ0 max (1, hF (A), log[k′ : Q]‖ω‖2L,σ0).
Il convient de signaler qu’a` l’occasion d’un cours donne´ a` une e´cole d’e´te´ en 2009 a` Rennes [Da2],
David a pre´sente´ une version de cet e´nonce´ dans le cas d’une polarisation principale et sans expliciter
la de´pendance en g. En particulier, on lui doit le premier re´sultat avec une constante κ optimale
(en remplac¸ant L par une puissance dans le the´ore`me 1.3 on voit que κ < dimAω est impossible).
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Comme dernier the`me aborde´ dans cet article, nous nous inte´ressons a` l’application du the´ore`me
des pe´riodes aux the´ore`mes d’isoge´nie. Nous nous limitons ici au cas elliptique. Le proble`me consiste
alors, e´tant donne´ deux courbes elliptiques E1 et E2 isoge`nes, toutes deux de´finies sur un corps
de nombres k, a` majorer le degre´ minimal d’une isoge´nie entre E1 et E2. On peut faire remonter
cette question aux travaux des fre`res Chudnovsky [CC] (cas d’un corps re´el ; on consultera a` ce
sujet l’historique pre´sente´ par Pellarin dans [Pe1]) mais elle trouve toute son importance depuis
l’article de Masser et Wu¨stholz [MW1] qui ont donne´ une borne de la forme cmax(1, hF (E1))
4 pour
une constante c non explicite´e. David [Da1] puis Pellarin [Pe2] ont obtenu les premiers re´sultats
explicites. Ce dernier de´montre l’existence d’une isoge´nie de degre´ au plus
1078[k : Q]4max(log[k : Q], 1)2max(hF (E1), 1)
2.
Nous ame´liorons ici a` la fois l’exposant du degre´ et la constante nume´rique. E´tant donne´ un
corps k, on note k une cloˆture alge´brique de k.
The´ore`me 1.4. Soient k un corps de nombres, E1 et E2 deux courbes elliptiques de´finies sur k.
Si E1 et E2 sont isoge`nes (sur k), il existe une isoge´nie entre elles (sur k) de degre´ au plus
107[k : Q]2 (max(hF (E1), 985) + 4 log[k : Q])
2
ce que l’on peut majorer par
1013[k : Q]2max(hF (E1), log[k : Q], 1)
2.
Lorsque E1 (et donc E2) admet des multiplications complexes, la borne ci-dessus peut eˆtre remplace´e
par
3, 4× 104[k : Q]2max
(
hF (E1) +
1
2
log[k : Q], 1
)2
.
Si E1 et E2 n’ont pas de multiplications complexes et si k a une place re´elle, elle peut eˆtre remplace´e
par
3583[k : Q]2max (hF (E1), log[k : Q], 1)
2 .
Dans le cas ge´ne´ral, ce the´ore`me s’obtient en appliquant le the´ore`me des pe´riodes 1.2 a` la varie´te´
abe´lienne E21 × E22 tandis que, pour les deux dernie`res bornes, les hypothe`ses supple´mentaires
permettent d’utiliser A = E1 × E2 : dans ce cas, Aω est une courbe elliptique et le the´ore`me des
pe´riodes se re´duit a` un lemme matriciel (de la forme du the´ore`me 1.1).
Avec [BiPa, BPR] le the´ore`me 1.4 s’applique au proble`me d’uniformite´ de Serre [Se2] (ci-dessous
E[p] de´signe le groupe des points de p-torsion de la courbe E).
Corollaire 1.5. Pour tout nombre premier p > p0 = 3, 1 × 106 et toute courbe elliptique E
de´finie sur Q sans multiplications complexes, l’image de la repre´sentation galoisienne naturelle
ρE,p : Gal(Q/Q)→ GL(E[p]) n’est pas contenue dans le normalisateur d’un sous-groupe de Cartan
de´ploye´.
Signalons qu’a` partir de ce re´sultat et avec des calculs informatiques pour les petits premiers
(p < p0), Bilu, Parent et Rebolledo [BPR] montrent que l’e´nonce´ pre´ce´dent vaut en fait pour tout
p 6∈ {2, 3, 5, 7, 13}. Nous renvoyons a` leur texte pour les de´tails.
Remerciements. Nous remercions Yuri Bilu, Pierre Parent et Marusia Rebolledo pour nous
avoir signale´ l’application des the´ore`mes d’isoge´nies au proble`me de Serre. Leur commande fut
notre principale motivation pour obtenir des constantes nume´riques aussi petites que possible.
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Passons a` pre´sent en revue rapidement les ingre´dients principaux de notre preuve et les tra-
vaux dont elle s’inspire. Les me´thodes que nous employons remontent pour une grande part au
se´minaire Bourbaki [Bo1] dans lequel Bost a jete´ un nouvel e´clairage sur le the´ore`me des pe´riodes
en introduisant la me´thode des pentes. Ce travail, rendu un peu plus explicite par Viada [Via],
apporte l’effectivite´ de la constante c0 dans le the´ore`me de Masser et Wu¨stholz. Il a eu e´galement
e´norme´ment d’impact sur la manie`re de pre´senter la de´monstration en conservant au maximum
l’aspect intrinse`que des donne´es. Il a aussi ouvert un champ d’application naturel a` la ge´ome´trie
d’Arakelov. Par exemple, les me´thodes de Bost ont permis au premier auteur d’obtenir des mi-
norations de formes line´aires de logarithmes de varie´te´s abe´liennes, totalement explicites, pour
des logarithmes qui ne sont pas des pe´riodes (en un sens assez fort) [Ga2]. D’un autre coˆte´, la
preuve de David est extraite de la de´monstration ge´ne´rale pour les formes line´aires de logarithmes
(me´thode de Philippon et Waldschmidt [PW]). A` cela rien de surprenant puisque nous sommes
dans les meˆmes conditions : on dispose d’un logarithme ω d’un point alge´brique 0A ∈ A(k) et d’un
sous-espace vectoriel tAω de tA. Comme ω ∈ t(Aω)σ0 , nous sommes dans le ≪ cas de´ge´ne´re´ ≫ ou` le
logarithme appartient au sous-espace. La de´monstration de Philippon et Waldschmidt fonctionne
encore dans ce cas mais au lieu de fournir une minoration de la distance du logarithme au sous-
espace, elle montre l’existence d’une sous-varie´te´ abe´lienne stricte B de A avec ω ∈ tBσ0 et degLB
majore´ essentiellement comme dans le the´ore`me de David (des bornes pour degLB se trouvent par
exemple dans [Da1, Ga1, Vil]). Pour assurer B = Aω , l’ide´e de David est de travailler avec Aω de`s
le de´part. La sous-varie´te´ B ne peut pas exister (par minimalite´ de Aω relativement a` l’hypothe`se
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ω ∈ t(Aω)σ0 ) mais la de´monstration donne malgre´ tout quelque chose, a` savoir une majoration de
degLAω. Cette observation a permis a` David d’obtenir en une seule e´tape la sous-varie´te´ Aω, sans
avoir a` faire de re´currence sur g, re´currence tre`s couˆteuse pour les constantes c et κ et qui explique
leur caracte`re exponentiel en g chez Masser et Wu¨stholz.
Si notre borne du degre´ de Aω est proche de celle de David, la de´monstration n’utilise pas les
meˆmes outils. Elle s’inscrit encore dans le sche´ma ge´ne´ral de la me´thode de Philippon et Wald-
schmidt (cas pe´riodique) mais elle utilise largement le formalisme des pentes de Bost, comme
dans [Ga2]. Toutefois il n’y a pas de me´thode des pentes proprement dite. Cette dernie`re est rem-
place´e par la me´thode de la section auxiliaire que le premier auteur a introduite dans [Ga4]. Il s’agit
d’une variante intrinse`que de la me´thode classique des fonctions auxiliaires en transcendance. Ici
l’adjectif intrinse`que signifie essentiellement que nous n’aurons recours ni a` une base explicite des
fonctions theˆta de H0(A,L⊗n), ni a` une base de Shimura de l’espace tangent tA. Outre la clarte´
apporte´e par cette approche ge´ome´trique, la de´monstration met en e´vidence l’inte´gralite´ des jets de
sections qui apparaissent. Cet avantage tactique autorise un parame`tre a` tendre vers +∞ (ce qui
est exceptionnel dans une preuve de transcendance) en e´liminant au passage plusieurs quantite´s
parasites. Un autre atout de ce passage a` la limite est la diminution des constantes nume´riques.
En ce qui concerne notre the´ore`me d’isoge´nie, l’aspect intrinse`que du the´ore`me des pe´riodes sur
lequel il s’appuie e´vite naturellement le recours a` des mode`les de Weierstrass des courbes elliptiques
(et donc a` la notion d’isoge´nie normalise´e) qui apparaissaient dans les travaux ante´rieurs. Dans le
meˆme ordre d’ide´e, Pellarin devait conside´rer des sous-varie´te´s abe´liennes exceptionnelles et exclure
un cas de´ge´ne´re´ [Pe2, hypothe`se 3 page 212]. Nous avons simplifie´ l’analyse en montrant que ces
subtilite´s n’ont plus lieu d’eˆtre et que la seule conside´ration de Aω suffit a` extraire l’information
sur le degre´ d’isoge´nie (voir the´ore`me 7.5).
2. Pre´liminaires
2.1. Polarisation. Lorsque A est une varie´te´ abe´lienne, nous rappelons qu’une polarisation sur A
est l’image d’un faisceau inversible ample dans le groupe de Ne´ron-Severi NS(A) = Pic(A)/Pic0(A).
C’est cette notion qui intervient la plupart du temps dans cet article : par exemple le degre´ degLA
ou la forme de Riemann d’un faisceau inversible ample L ne de´pendent que de la polarisation de´finie
par L. Lorsque nous souhaitons parler d’un faisceau repre´sentant la polarisation nous en choisissons
toujours un syme´trique. Ceci n’induit qu’une inde´termination finie car un e´le´ment syme´trique de
Pic0(A) est un e´le´ment de 2-torsion. En particulier si L syme´trique repre´sente une polarisation
alors L⊗2 est uniquement de´fini. Rappelons aussi que sur une courbe elliptique il existe une unique
polarisation principale et toute polarisation en est une puissance (car NS(A) = Z).
2.2. Varie´te´ abe´lienne orthogonale. Soit A une varie´te´ abe´lienne sur un corps quelconque,
munie d’une polarisation L. Soit B une sous-varie´te´ abe´lienne de A. La sous-varie´te´ abe´lienne
orthogonale B⊥ de B dans A est de´finie de la manie`re suivante : soit ϕL : A → Â l’isoge´nie dans
la varie´te´ duale Â induite par L. Soit ti : Â→ B̂ le morphisme dual a` l’inclusion i : B →֒ A. Alors
B⊥ est la composante neutre du noyau de la compose´e ti ◦ ϕL. On montre alors que le morphisme
d’addition B ×B⊥ → A est une isoge´nie de degre´ b au plus
h0(B,L)h0(B⊥, L)
h0(A,L)
≤ h0(B,L)2
(voir par exemple [Be, the´ore`me 3]). De plus, si le corps de base est C, pour toute pe´riode ω ∈ ΩA,
il existe ω1 ∈ ΩB et ω2 ∈ ΩB⊥ tels que bω = ω1 + ω2 (voir lemme 1.4 de [MW2]).
2.3. Hauteur de Faltings. Lorsque A est une varie´te´ abe´lienne de´finie sur un corps de nombres
k, nous de´finissons sa hauteur h(A) de la manie`re suivante : soit K une extension finie de k sur
laquelle A est de´finie et admet re´duction semi-abe´lienne. Soient π : A → SpecOK un mode`le semi-
abe´lien de A et ǫ : SpecOK → A sa section nulle. Notons ωA/OK le faisceau inversible ǫ∗ΩgA/ SpecOK
sur SpecOK . Ce fibre´ devient un fibre´ en droites hermitien ωA/OK sur SpecOK lorsqu’on le munit
pour chaque plongement complexe σ : K →֒ C de la norme
∀s ∈ ωA/OK ⊗σ C ≃ H0(Aσ,ΩgAσ ), ‖s‖2ωA/OK ,σ :=
1
(2π)g
∫
Aσ
|s ∧ s|.
De´finition 2.1. La hauteur h(A) de A est le degre´ d’Arakelov normalise´ de ωA/OK .
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Cette de´finition est inde´pendante des choix deK et deA. Cette quantite´ h(A) est celle de´nomme´e
hauteur de Faltings dans [Bo1, Bo3, Ga2, Gr] mais ce n’est pas la convention adopte´e par tous
les auteurs. En particulier la de´finition originale hF (A) de Faltings [Fa] ne fait pas apparaˆıtre le π
dans la de´finition de la norme ci-dessus et donc on a
hF (A) = h(A)− g
2
log π.
La hauteur h(A) est donc plus grande que la hauteur de Faltings originale. Dans la suite, nous
employons h(A) mais nous avons pre´fe´re´ utiliser hF (A) dans l’introduction pour faciliter l’emploi de
nos e´nonce´s. Ce choix a l’avantage que les e´nonce´s (majorations) sont vrais pour les deux hauteurs.
D’autres auteurs utilisent encore une notion diffe´rente. Par exemple Colmez [Co] travaille avec la
hauteur h(A)− (g/2) log 2π. Quelle que soit la normalisation, rappelons que cette hauteur satisfait
au the´ore`me de Faltings [Fa] : si ϕ : A→ A′ est une isoge´nie alors
h(A′) ≤ h(A) + 1
2
log degϕ
ainsi qu’aux proprie´te´s h(A1×A2) = h(A1)+ h(A2) et h(Â) = h(A) (corollaire 2.1.3 de [Ra2]). De
plus la hauteur d’une sous-varie´te´ abe´lienne B de A est controˆle´e par celle de A :
h(B) ≤ h(A) + g log(
√
2πh0(B,L)2)
(voir [Ga2, proposition 4.9]).
2.4. Forme de Riemann. Soit A une varie´te´ abe´lienne complexe. D’apre`s le the´ore`me d’Appell-
Humbert (voir [Mu, p. 20] ou [BL, p. 32]), le groupe de Picard Pic(A) s’identifie au groupe des
couples (H,χ) ou`H est une forme hermitienne (line´aire a` droite) sur tA telle que ImH(ΩA,ΩA) ⊂ Z
et χ une application ΩA → {z ∈ C | |z| = 1} telle que χ(ω1 + ω2)χ(ω1)−1χ(ω2)−1 =
exp(iπ ImH(ω1, ω2)) pour tous ω1, ω2 ∈ ΩA. Lorsqu’un tel couple correspond a` L ∈ Pic(A), nous
dirons que (H,χ) est la donne´e d’Appell-Humbert de L et la premie`re composante H s’appelle la
forme de Riemann de L. Celle-ci ne de´pend que de l’image de L dans NS(A).
La forme de Riemann de L est de´finie positive si et seulement si L est ample (autrement dit si L
de´finit une polarisation ; certains auteurs re´servent l’emploi du terme forme de Riemann a` ce cas).
Ainsi une polarisation L permet de munir l’espace tangent tA d’une norme hermitienne note´e ‖.‖L :
on pose simplement ‖z‖2L = H(z, z) pour z ∈ tA lorsque H est la forme de Riemann de L. C’est la
norme utilise´e dans l’introduction et dans toute la suite de ce texte. Elle permet par exemple de
de´finir le minimum du re´seau des pe´riodes de´ja` rencontre´ et qui fera l’objet des lemmes matriciels
de la partie suivante :
ρ(A, L) = min{‖ω‖L ; ω ∈ ΩA \ {0}}.
Ce nombre re´el se rencontre aussi dans la litte´rature sous l’appellation diame`tre d’injectivite´ car
c’est le diame`tre de la plus grande boule sur laquelle l’exponentielle expA : tA → A est injective.
Lorsque (A,L) est une varie´te´ abe´lienne polarise´e sur un corps de nombres k et σ : k →֒ C un
plongement, nous noterons ‖ · ‖L,σ la norme induite par Lσ (au lieu de ‖ · ‖Lσ).
2.5. Fonctions theˆta. Soit L un faisceau inversible sur une varie´te´ abe´lienne complexe A. On
de´finit son facteur d’automorphie canonique aL : ΩA × tA → C a` l’aide de sa donne´e d’Appell-
Humbert (H,χ) : si ω ∈ ΩA et z ∈ tA on pose
aL(ω, z) = χ(ω) exp
(
πH(ω, z) +
π
2
H(ω, ω)
)
.
Ce facteur permet de de´finir les fonctions theˆta associe´es a` L : ce sont les fonctions holomorphes
ϑ : tA → C qui ve´rifient ϑ(z + ω) = aL(ω, z)ϑ(z) pour tous ω ∈ ΩA et z ∈ tA. Elles trouvent leur
raison d’eˆtre dans l’isomorphisme naturel entre H0(A, L) et l’espace vectoriel des fonctions theˆta
associe´es a` L (voir [Mu, p. 25]).
En particulier, lorsque L est tre`s ample, elles fournissent une e´criture explicite d’un plongement
projectif associe´ a` L : si ϑ0, . . . , ϑm est une base des fonctions theˆta alors l’application z 7→ (ϑ0(z) :
· · · : ϑm(z)) de´finit un morphisme tA → PmC qui se factorise a` travers expA pour donner une
immersion A →֒ PmC.
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2.6. Changement de base par la conjugaison complexe. Soit a` nouveau une varie´te´ abe´lienne
complexe A. Notons τ la conjugaison complexe. On de´finit A par le carre´ carte´sien :
A
f−→ Ay  y
SpecC
Spec τ−→ SpecC .
Nous obtenons une varie´te´ abe´lienne complexe mais il faut prendre garde au fait que le morphisme
de sche´mas f n’est pas un morphisme de C-sche´mas. C’est en revanche un morphisme deR-sche´mas
(entre R-sche´mas de dimension 2 dimA) que l’on peut e´galement voir comme un morphisme de
varie´te´s analytiques re´elles entre les tores tA/ΩA et tA/ΩA.
Proposition 2.2. L’isomorphisme f se rele`ve en un isomorphisme antiline´aire df : tA → tA tel que
df(ΩA) = ΩA. De plus si l’on me´trise les espaces tangents par les formes des Riemann de L et f
∗L
alors df est une isome´trie.
De´monstration. Il n’y a pas de restriction a` supposer que L est tre`s ample. Notons alors comme
plus haut ϑ0, . . . , ϑm une base des fonctions theˆta associe´es. Nous de´signons par V l’espace vec-
toriel complexe conjugue´ de tA : le groupe abe´lien sous-jacent est V = tA mais la loi • de V de
multiplication par un scalaire est donne´e par z • v = zv pour z ∈ C et v ∈ V (ou`, a` droite, on
utilise la loi usuelle de tA). Pour clarifier nous notons aussi U le re´seau ΩA lorsque nous le voyons
comme re´seau de V . Ainsi V/U est un tore complexe. En outre les fonctions ϑj pour 0 ≤ j ≤ m
sont holomorphes sur V . La forme H est quant a` elle une forme hermitienne de´finie positive sur
V × V et elle ve´rifie ImH(U,U) ⊂ Z. De meˆme l’application χ : U → {z ∈ C | |z| = 1} satisfait
χ(u1 + u2)χ(u1)
−1χ(u2)−1 = exp(iπ ImH(u1, u2)) pour tous u1, u2 ∈ U . Tout ceci nous montre
que V/U est une varie´te´ abe´lienne, que (H,χ) est une donne´e d’Appell-Humbert sur celle-ci et
que ϑ0, . . . , ϑm forment une base des fonctions theˆta associe´es a` cette donne´e. En particulier elles
de´finissent un plongement projectif p : V/U →֒ PmC . Enfin appelons q l’application V/U → A in-
duite par l’identite´ V → tA (qui est antiline´aire). En suivant les constructions, nous avons alors un
diagramme commutatif :
V/U
p−→ PmC −→ SpecCyq y  yτ
A −→ PmC −→ SpecC .
Comme les fle`ches verticales sont des isomorphismes, le carre´ de gauche est automatiquement
carte´sien et nous pouvons donc identifier V/U a` A et q a` f. Dans cette identification V = tA et
df correspond a` l’identite´ V → tA. Le diagramme montre encore que f∗L co¨ıncide avec p∗O(1) et
a donc pour forme de Riemann H . Toutes les assertions de l’e´nonce´ de´coulent imme´diatement de
ces faits. 
A` titre d’exemple nous avons donc ρ(A, f∗L) = ρ(A, L).
Dans le cas ou` (A,L) est une varie´te´ abe´lienne polarise´e sur un corps de nombres k et σ : k →֒ C
un plongement, nous notons σ = τ ◦ σ. Alors on a Aσ = Aσ et Lσ = f∗Lσ. Avec la proposition ceci
nous permet de ve´rifier que les minima associe´s aux couples (Aσ, Lσ) et (Aσ, Lσ) co¨ıncident.
Bien entendu, tous les faits de ce paragraphe sont faux pour un automorphisme C → C autre
que τ ou idC (et donc non continu) et il n’y a aucune relation en ge´ne´ral entre les minima de
(Aσ, Lσ) et (Aσ′ , Lσ′) pour deux plongements σ et σ
′ distincts et non conjugue´s.
3. Autour du lemme matriciel
Dans cette partie nous donnons plusieurs versions du lemme matriciel au sens donne´ plus haut.
Elles de´coulent toutes d’un nouvel e´nonce´ duˆ a` Autissier [Au]. Notre motivation est multiple :
d’une part elles ame´liorent les constantes donne´es dans [DP, Ga2, Gr] ; d’autre part nous e´crivons
le re´sultat sans hypothe`se de polarisation principale contrairement a` ces textes. Ensuite nous nous
inte´ressons plus particulie`rement au cas de la dimension g = 1 : il s’agit ici ve´ritablement d’un
the´ore`me des pe´riodes donc c’est une partie de la de´monstration de notre the´ore`me principal. Par
ailleurs, l’obtention de bonnes constantes dans ce cas nous permettra aussi d’eˆtre plus efficace
dans l’application aux the´ore`mes d’isoge´nies de courbes elliptiques. Dans un second temps, nous
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e´nonc¸ons des majorations de pentes maximales dues a` Graftieaux, qui reposent elles-meˆmes sur
des lemmes matriciels.
3.1. The´ore`me d’Autissier et conse´quences. Commenc¸ons par e´noncer le lemme matriciel
d’Autissier [Au] (voir le § 2.4 pour la de´finition de ρ(Aσ, Lσ)).
The´ore`me 3.1. Soit (A,L) une varie´te´ abe´lienne principalement polarise´e, de´finie sur un corps
de nombres k. Pour tout plongement complexe σ : k →֒ C, notons ρσ := min (ρ(Aσ, Lσ),
√
π/3g).
Alors on a
1
[k : Q]
∑
σ : k→֒C
(
π
6ρ2σ
+ g log ρσ
)
≤ h(A) + g
2
log
2π2e
3g
.
3.1.1. Donnons une premie`re conse´quence de ce the´ore`me pour les courbes elliptiques, qui nous
servira plus loin dans les estimations de degre´s d’isoge´nies.
Proposition 3.2. Soit A une courbe elliptique, munie de sa polarisation principale L. Soit
T =
1
[k : Q]
∑
σ : k→֒C
ρ(Aσ, Lσ)
−2.
Alors pour tout nombre re´el δ dans l’intervalle [3/π,max (T, 3/π)], on a
πδ ≤ 3 log δ + 6h(A) + 8, 66.
En particulier on a T ≤ 6, 45max (h(A), 1) et T ≤ 1, 92max(h(A), 1000).
De´monstration. Appliquons le the´ore`me 3.1 a` (A,L). En e´crivant log ρσ = −(1/2) log(1/ρ2σ) et en
utilisant la concavite´ du logarithme, on a
π
6
T ′ − 1
2
logT ′ ≤ h(A) + 1
2
log
2π2e
3
avec T ′ :=
1
[k : Q]
∑
σ : k→֒C
ρ−2σ .
La premie`re ine´galite´ de la proposition 3.2 de´coule alors de la croissance de la fonction x 7→
(π/6)x − (1/2) logx pour x ≥ 3/π, de l’encadrement T ′ ≥ max (T, 3/π) ≥ δ ≥ 3/π et du calcul
3 log(2π2e/3) ≤ 8, 66. En ce qui concerne la premie`re majoration de T , on proce`de de la manie`re
suivante. Posons Y = 6, 45 et Z = 1. Si T ≤ Y , l’ine´galite´ est de´montre´e. Sinon, comme Y ≥ e, on
a logT ≤ T (logY )/Y et donc, par la premie`re partie de la proposition avec δ = T ,
T ≤ Y
Z
6Z + 8, 66
πY − 3 log Y max (h(A), Z).
On ve´rifie nume´riquement que 6Z+8, 66 ≤ πY − 3 logY et ceci donne le re´sultat. Pour la dernie`re
majoration, on utilise le couple (Y, Z) = (1920, 1000). 
Remarque 3.3. Soit τσ l’e´le´ment du domaine fondamental de Siegel pour lequel la courbe el-
liptique Aσ est isomorphe a` C/(Z + τσZ). La me´trique sur tAσ de´finie par la polarisation Lσ
correspond a` la norme ‖z‖2 = |z|2/ Im τσ pour z ∈ C. Pour (a, b) ∈ Z2 \ {(0, 0)} on a ‖a+ bτ‖2 =
|a+ bτ |2/ Im τσ ≥ 1/ Im τσ avec e´galite´ si (a, b) = (1, 0). On trouve ainsi ρ(Aσ , Lσ)−2 = Imτσ. Par
suite la proposition 3.2 peut eˆtre utilise´e pour donner des estimations de T = [k : Q]−1
∑
σ Imτσ.
3.1.2. Nous allons maintenant nous affranchir de l’hypothe`se de polarisation principale du
the´ore`me 3.1 et en donner une forme plus maniable. Nous e´tudions dans un premier temps la
variation de ρ par isoge´nie.
Lemme 3.4. Soient f : A → B une isoge´nie entre varie´te´s abe´liennes complexes et L une polari-
sation sur B. Alors ρ(B, L) ≤ ρ(A, f∗L) ≤ (deg f)ρ(B, L).
De´monstration. L’application f se rele`ve en un isomorphisme df : tA → tB tel que df(ΩA) ⊂ ΩB.
Comme le conoyau de cette inclusion est de cardinal deg f on a aussi ΩB ⊂ (deg f)df(ΩA). Par
ailleurs la forme de Riemann de f∗L s’obtient en composant la forme de Riemann de L avec df donc
pour tout x ∈ tA nous avons ‖x‖f∗L = ‖df(x)‖L. Nous en de´duisons ρ(A, f∗L) = min{‖x‖L ; x ∈
df(ΩA)\{0}}. L’e´nonce´ de´coule alors imme´diatement des deux inclusions de re´seaux ci-dessus. 
Rappelons un lemme classique.
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Lemme 3.5. Soit (A,L) une varie´te´ abe´lienne polarise´e sur un corps alge´briquement clos. Il
existe une isoge´nie f : A → B et une polarisation principale M sur B telles que L = f∗M et
deg f = h0(A,L).
De´monstration. On fait le quotient par un sous-groupe lagrangien de K(L), voir [Mu] pages 233–
234. 
Ces lemmes permettent de donner la forme suivante du the´ore`me d’Autissier.
Proposition 3.6. Soit (A,L) une varie´te´ abe´lienne polarise´e de dimension g sur un corps de
nombres k. On a
1
[k : Q]
∑
σ : k→֒C
ρ(Aσ, Lσ)
−2 ≤ 11max(1, h(A), log degLA).
De´monstration. Notons T le membre de gauche. Vu l’assertion a` de´montrer, nous pouvons supposer
T ≥ 11max (1, log g!). Si (A,L) est principalement polarise´e, nous raisonnons comme dans le cas
elliptique avec T ′ ≥ T ≥ 3g/π pour obtenir
πT
6
− g
2
logT ≤ h(A) + g
2
log
(
2π2e
3g
)
.
Posons
c1(g) :=
π
6
− g
2
log(11max (1, log g!))
11max (1, log g!)
.
Par de´croissance de la fonction x 7→ (log x)/x pour x ≥ e, on en de´duit
c1(g)T ≤ h(A) + g
2
log
(
2π2e
3g
)
.
Le passage a` une polarisation quelconque s’effectue via les deux lemmes pre´ce´dents. En effet, la
moyenne qui de´finit T est invariante par extension finie du corps de base k. Ceci nous permet
de supposer que l’isoge´nie donne´e par le lemme 3.5 est de´finie sur k. On a alors h(B) ≤ h(A) +
(1/2) log h0(A,L) et ρ(Aσ, Lσ)
−2 ≤ ρ(Bσ,Mσ)−2 par le lemme 3.4, pour tout plongement σ de k
dans C. Ainsi de la majoration ci-dessus applique´e a` (B,M) de´coulent les estimations
c1(g)T ≤ h(A) + 1
2
log h0(A,L) +
g
2
log
(
2π2e
3g
)
≤ h(A) + 1
2
log degLA−
1
2
log g! +
g
2
log
(
2π2e
3g
)
≤ c2(g)max(1, h(A), log degLA)
ou`
c2(g) :=
3
2
+
max
(
0, (g/2) log(2π2e/(3g))− (1/2) log g!)
max (1, log g!)
.
Pour conclure, on ve´rifie que c2(g) ≤ 11c1(g) pour tout g ≥ 1. Pour cela, on peut proce´der de la
manie`re suivante : on montre l’ine´galite´ par calcul direct si g ≤ 5. Pour g ≥ 6, on a c2(g) = 3/2
(car 3gg!1/g ≥ 18 × 6!1/6 ≥ 2π2e) et c1(g) = π/6 − g log(11 log g!)/(22 log g!) ≥ π/6 − (log 11 +
2 log g)/(22 log g−22) (en utilisant log log g! ≤ 2 log g et log g! ≥ g log(g/e)). Cette dernie`re fonction
est croissante pour g ≥ 6 et supe´rieure a` 3/22 si g = 6 d’ou` le re´sultat. 
Le the´ore`me 1.1 se de´montre exactement comme ci-dessus en utilisant h(A) = hF (A)+ g log
√
π
(le 11 dans c1(g) est remplace´ par 14, le π
2 dans c2(g) devient π
3 et c2(g) = 3/2 pour g ≥ 12).
3.2. Pente maximale. Nous introduisons ici la pente maximale qui jouera un roˆle essentiel dans
la preuve du the´ore`me-clef ci-dessous (the´ore`me 4.5) et dont l’estimation repose sur une version du
lemme matriciel.
Lorsque (A,L) est une varie´te´ abe´lienne polarise´e sur un corps de nombres k, on munit l’espace
tangent tA d’une structure de k-fibre´ vectoriel hermitien note´e t(A,L) ou, la plupart du temps, tA,
lorsque la polarisation sous-entendue est claire d’apre`s le contexte. Pour ce faire, nous utilisons la
structure entie`re donne´e par l’espace tangent du mode`le de Ne´ron de A (qui donne donc, dans le
langage des fibre´s ade´liques de [Ga3], des normes en toutes les places finies de k). En une place
infinie v, nous utilisons la me´trique induite par la forme de Riemann, de´crite au paragraphe 2.4. Il
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n’y a pas d’ambigu¨ıte´ car si σ et σ sont deux plongements complexes correspondant tous deux a` v
alors les normes ‖ · ‖L,σ et ‖ · ‖L,σ co¨ıncident comme nous l’avons rappele´ au § 2.6.
Lorsque l’on dispose d’un fibre´ ade´lique E sur k nous pouvons lui associer a` la suite de Bost
deux pentes : d’une part sa pente (toujours normalise´e) µ̂(E) de´finie page 62 de [Ga3] et d’autre
part sa pente maximale µ̂max(E) qui est le maximum des pentes des sous-fibre´s non nuls de E.
Nous souhaitons donc e´valuer la pente et la pente maximale de tA mais il faut faire attention
que ces quantite´s ne sont pas pre´serve´es a priori par extension des scalaires. Au contraire, nous
souhaitons ne manipuler que des quantite´s invariantes par une telle extension. Nous re´solvons ce
proble`me comme dans le paragraphe 5.1.1 de [Bo1] : pour calculer ces quantite´s, nous ferons toujours
d’abord une extension de corps de sorte que A ait re´duction semi-stable. Sous cette condition, nos
pentes ne de´pendent plus du corps choisi (c’est la meˆme convention que pour la hauteur de Faltings
stable).
Chaque fois que nous parlerons de la pente ou de la pente maximale de tA (ou de son dual, de
leurs puissances syme´triques,. . . ) nous ferons donc re´fe´rence aux pentes de tAK pour une extension
finieK de k telle que AK admette un mode`le semi-stable. En pratique, ce le´ger abus d’e´criture n’en-
gendrera pas de confusions car, lorsque nous ferons appel explicitement a` la structure hermitienne
sur tA, nous aurons toujours au pre´alable fait une extension des scalaires assurant la condition
de semi-stabilite´. Surtout, cette convention nous permettra de donner des e´nonce´s invariants sans
modifier notre corps de base (et donc nous n’aurons pas a` estimer le degre´ d’une extension sur
laquelle A acquie`re re´duction semi-stable).
Rappelons le fait suivant.
Lemme 3.7. Soit (A,L) une varie´te´ abe´lienne polarise´e sur un corps de nombres. On a
gµ̂(t(A,L)) = −h(A)− 1
2
log h0(A,L) +
g
2
log π.
De´monstration. Ceci suit facilement des de´finitions : voir l’e´nonce´ (D.1) de [Bo1] et une preuve
page 715 de [Ga2]. 
On peut tirer d’un lemme matriciel une estimation de la pente maximale du dual de tA. Un
e´nonce´ explicite est donne´ par Graftieaux comme suit :
Lemme 3.8. Si L est une polarisation principale on a
µ̂max(tvA) ≤ (g + 1)h(A) + 2g5 log 2.
De´monstration. Voir la proposition 2.14 de [Gr]. 
Nous passons au cas ge´ne´ral par isoge´nie comme ci-dessus.
Lemme 3.9. Soient f : A→ B une isoge´nie entre varie´te´s abe´liennes sur k et L une polarisation
sur B. Alors
µ̂max(t(A,f∗L)) ≤ µ̂max(t(B,L)).
De´monstration. Apre`s nous eˆtre place´s sur une extension de corps convenable ou` A et B ont des
mode`les semi-stables, nous conside´rons l’isomorphisme d’espaces vectoriels df : tA → tB. Pour
chaque plongement σ, l’application (df)σ est une isome´trie avec les normes relatives a` (f
∗L)σ et
Lσ (voir la de´monstration du lemme 3.4). D’autre part, df pre´serve les structures entie`res puisque
f s’e´tend en un morphisme entre les mode`les de Ne´ron de A et B. Par suite la norme de df en
une place ultrame´trique quelconque est infe´rieure a` 1. Le re´sultat suit alors par ine´galite´ de pentes
(voir par exemple le lemme 6.4 de [Ga3]). 
Nous en de´duisons l’e´nonce´ suivant.
Proposition 3.10. Si (A,L) est une varie´te´ abe´lienne polarise´e on a
µ̂max(tv(A,L)) ≤ (g + 1)(h(A) +
1
2
log h0(A,L)) + 2g5 log 2.
De´monstration. Il suffit de combiner les deux lemmes pre´ce´dents avec le lemme 3.5. 
4. Minimum essentiel
Nous e´nonc¸ons le the´ore`me principal qui entraˆıne les the´ore`mes cite´s dans l’introduction.
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4.1. Minimum d’e´vitement. Soient A une varie´te´ abe´lienne complexe et L une polarisation sur
A. Soient ‖.‖L la norme sur l’espace tangent tA induite par L (voir § 2.4) et dL la distance associe´e.
De´finition 4.1. Soit B une sous-varie´te´ abe´lienne de A. Le minimum d’e´vitement de B, relatif a`
(A, L), est le nombre re´el
δ(A, L,B) := min {dL(ω, tB) ; ω ∈ ΩA \ ΩB}.
Le minimum essentiel de (A, L) est δ(A, L) := supB δ(A, L,B) (la borne supe´rieure est prise sur
toutes les sous-varie´te´s abe´liennes B de A, diffe´rentes de A).
Si B = {0}, on retrouve le minimum absolu δ(A, L, {0}) = ρ(A, L). Voici quelques relations
e´le´mentaires auxquelles satisfont ces minima.
Proprie´te´s 4.2. Soient B,C des sous-varie´te´s abe´liennes de A.
(1) Si C 6= {0} et si B ∩ C est fini alors on a δ(A, L,B) ≤ ρ(C, L).
(2) On a δ(A, L1 ⊗ L2,B)2 ≥ δ(A, L1,B)2 + δ(A, L2,B)2 et, pour tout entier N ≥ 1, on a
δ(A, L⊗N ,B) =
√
Nδ(A, L,B).
(3) Pour i ∈ {1, 2}, soit (Ai, Li,Bi) comme ci-dessus. On a
δ(A1 × A2, L1 ⊠ L2,B1 × B2) = min
i∈{1,2}
δ(Ai, Li,Bi).
Nous avons toujours ρ(A, L) ≤ δ(A, L) mais il n’est pas vrai en ge´ne´ral que ρ(A, L) ≤ δ(A, L,B)
(prendre A = E× E pour une courbe elliptique E avec une polarisation produit L = L0 ⊠ L0 puis B
la diagonale ; on a alors δ(A, L,B) = ρ(A, L)/
√
2).
Proposition 4.3. Soit B une sous-varie´te´ abe´lienne stricte de A. Soit b le degre´ de l’isoge´nie
d’addition B× B⊥ → A. Alors on a ρ(B⊥, L)/b ≤ δ(A, L,B). En particulier on a
ρ(A, L)
(degL B)
2
≤ δ(A, L,B).
De´monstration. Soit ω une pe´riode de A qui n’appartient pas a` tB. Conside´rons ω1, ω2 comme
au § 2.2 attache´s a` ω et a` B. On a δ(A, L,B) = dL(ω, tB) = ‖ω2‖L/b car les espaces tB et tB⊥
sont orthogonaux. Par hypothe`se, on a ω2 6= 0 et donc ‖ω2‖L ≥ ρ(B⊥, L) ≥ ρ(A, L). La deuxie`me
ine´galite´ de la proposition de´coule alors de la majoration b ≤ (degL B)2. 
E´tant donne´ une sous-varie´te´ abe´lienne B de A, de codimension t ≥ 1, on pose
x(B) :=
(
degL B
degL A
)1/t
.
Proposition 4.4. Pour toute sous-varie´te´ abe´lienne stricte B de A, on a
x(B)δ(A, L,B)2 ≤ 2/
√
3
(si dimA ≥ 2 on peut remplacer 2/√3 par 1).
De´monstration. Notons t la codimension de B dans A. La quantite´ δ(A, L,B) est la plus petite
norme d’un e´le´ment non nul du re´seau ΩA/ΩB de tA/tB (vu comme R-espace vectoriel), muni de
la norme quotient. Par conse´quent, le premier the´ore`me de Minkowski donne l’estimation
δ(A, L,B)2 ≤ γ2t covol(ΩA/ΩB)1/t
(γ2t est la constante d’Hermite). Le covolume du re´seau quotient est le quotient des covolumes et,
d’apre`s [BePh], l’on sait que covol(ΩA) est e´gal a` h
0(A, L) (idem pour B). En revenant aux degre´s,
la borne de Minkowski donne donc
x(B)δ(A, L,B)2 ≤ γ2t
(
(g − t)!
g!
)1/t
.
Si t = 1, la valeur γ2 =
2√
3
donne la majoration voulue. Si t ≥ 2, on majore (g − t)!/g! par 1/t!. Si
t ∈ {2, 3}, on connaˆıt la valeur explicite de γ2t :
γ4 =
√
2, γ6 =
2
31/6
,
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avec laquelle on ve´rifie aise´ment que γ2tt!
−1/t ≤ 1. En ge´ne´ral, on dispose de la borne de Blichfeldt
[GL, the´ore`me 2, p. 387] :
γ2tt!
−1/t ≤ 2
π
(t+ 1)1/t.
L’on peut alors conclure en observant que, si t ≥ 4, on a (1 + t)1/t ≤ π/2. 
4.2. The´ore`me-clef. Soit (A,L) une varie´te´ abe´lienne polarise´e sur un corps de nombres k. Pour
un plongement complexe σ : k →֒ C et une sous-varie´te´ abe´lienne stricte B de Aσ, nous avons de´fini
ci-dessus une quantite´ x(B). Nous posons a` pre´sent
x := min {x(B) ; B ( Aσ}
qui ne de´pend pas du choix du plongement σ mais seulement du couple (A,L). Notons d’ores et
de´ja`
(degLA)
−1 ≤ x ≤ (degLA)−1/g
comme on le voit avec degLσ B ≥ 1 et x ≤ x({0}).
The´ore`me 4.5. Conside´rons pour chaque plongement complexe σ : k →֒ C une sous-varie´te´
abe´lienne B[σ] de Aσ, diffe´rente de Aσ. On suppose que B[σ] et B[σ] se correspondent via l’iso-
morphisme f : Aσ ≃ Aσ du § 2.6. Soient
δσ := δ(Aσ, Lσ, B[σ]) et ξσ :=
(
x
x(B[σ])
)codimB[σ]
.
Alors on a
1
[k : Q]
∑
σ : k→֒C
(
ξσ
δσ
)2
≤ 131g2g+6xmax
(
1, h(A), log degLA,
1
[k : Q]
∑
σ : k→֒C
log degLσ B[σ]
)
.
De plus, si g = 1 ou si x ≤ 1/2141 alors on peut remplacer la constante nume´rique 131 par 23.
Notons que la condition sur les B[σ] entraˆıne δσ = δσ et ξσ = ξσ. La constante 1/2141 qui
apparaˆıt provient de la de´monstration de la conse´quence suivante.
Corollaire 4.6. E´tant donne´ une varie´te´ abe´lienne polarise´e (A,L) sur un corps de nombres k,
on a √
3
2
x ≤ 1
[k : Q]
∑
σ : k→֒C
δ(Aσ, Lσ)
−2 ≤ 23g2g+6xmax (1, h(A), log degLA).
De´monstration. La minoration de la moyenne des δ(Aσ, Lσ)
−2 est une simple application de la
proposition 4.4 (en minorant x(B[σ]) par x). Pour la majoration, observons que l’on a toujours
1
[k : Q]
∑
σ : k→֒C
δ(Aσ, Lσ)
−2 ≤ 1
[k : Q]
∑
σ : k→֒C
ρ(Aσ, Lσ)
−2
car ρ(Aσ, Lσ) ≤ δ(Aσ, Lσ). Par conse´quent, si x ≥ 11/(23g2g+6), le lemme matriciel de la pro-
position 3.6 permet de conclure imme´diatement. Dans le cas contraire, on a ou bien g = 1 ou
x ≤ 11/(23g2g+6) ≤ 1/2141. Pour tout plongement σ nous choisissons une sous-varie´te´ abe´lienne
B[σ] de Aσ telle que x(B[σ]) = x (et donc ξσ = 1). Dans ce cas on a degLσ B[σ] ≤ degLA et, par
de´finition, δ(Aσ, Lσ)
−2 ≤ δ(Aσ, Lσ, B[σ])−2. Le the´ore`me 4.5 donne alors le re´sultat voulu. 
4.3. Premie`res re´ductions. Nous montrons ici que, pour e´tablir le the´ore`me 4.5, nous pouvons
supposer g ≥ 2 et faire une extension finie du corps k.
4.3.1. Courbes elliptiques. Lorsque g = 1, nous avons automatiquement B[σ] = 0 et x = x(0) =
(degLA)
−1. Par suite ξσ = 1 tandis que δσ = ρ(Aσ, Lσ). En outre, la polarisation L est une
puissance de l’unique polarisation principale de A, disons L0. Ainsi L = L
⊗ degL A
0 et donc
ρ(Aσ, Lσ)
2 = (degLA)ρ(Aσ , (L0)σ)
2. Finalement la formule a` de´montrer se simplifie donc en
1
[k : Q]
∑
σ : k→֒C
ρ(Aσ , (L0)σ)
−2 ≤ 23max(1, h(A), log degLA)
et elle de´coule alors facilement du lemme matriciel pour (A,L0) (par exemple la proposition 3.6
suffit). Nous supposons de´sormais g ≥ 2.
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4.3.2. Variation du corps. Les donne´es (A,L, (B[σ])σ : k→֒C) admettent une notion naturelle d’ex-
tension des scalaires : si K est une extension finie de k alors on de´finit (AK , LK , (B[σ
′])σ′ : K →֒C)
en posant simplement B[σ′] := B[σ′|k]. Alors le the´ore`me est invariant par extension des scalaires.
Ainsi dans la suite nous pourrons faire librement une extension finie du corps k.
4.4. Strate´gie. La de´monstration du the´ore`me 4.5 repose sur une construction de transcendance,
qui s’inspire du cas pe´riodique de la the´orie des formes line´aires de logarithmes. Plus pre´cise´ment,
nous utilisons la variante de la me´thode de Gel’fond-Baker propose´e par Philippon et Waldsch-
midt [PW], variante qui permet d’extrapoler sur les de´rivations (dans une direction bien choisie)
plutoˆt que sur les points.
Sche´matiquement, cette me´thode consiste a` construire une fonction auxiliaire qui est petite en
l’origine de tAσ dans toutes les directions (jusqu’a` un certain ordre gT ) sauf une (en substance celle
donne´e par un e´le´ment qui re´alise le minimum δσ) pour laquelle l’ordre est bloque´ a` Tσ ≪ Tξσ.
Par le biais d’un lemme d’interpolation analytique (en une variable), on montre alors que l’on peut
s’affranchir de cette dernie`re restriction, quitte a` remplacer gT par T , ce qui fournit des bornes
(dites fines) de la ≪ premie`re ≫ de´rive´e non nulle de la fonction auxiliaire en l’origine. Apre`s
renormalisation e´ventuelle, cette de´rive´e est un nombre alge´brique et un lemme de multiplicite´s
assure qu’il est non nul. Ce nombre satisfait alors a` la formule du produit. La majoration de ses
valeurs absolues en les places p-adiques du corps de nombres ambiant k conduit par comparaison
avec les estimations archime´diennes fines a` une ine´galite´ brute de laquelle est extraite l’information
voulue (ici la majoration de la moyenne des (ξσ/δσ)
2). Conside´rer toutes les places de k au lieu d’une
seule avec, en outre, des ξσ non ne´cessairement e´gaux a` 1 est une des caracte´ristiques originales de
notre de´monstration.
Nous avons perfectionne´ ce canevas sous trois angles : (i) nous avons introduit la me´thode de la
section auxiliaire, e´labore´e dans [Ga4], qui remplace celle des fonctions auxiliaires, avec les avan-
tages de´ja` e´voque´s a` la fin de l’introduction, (ii) nous apportons un nouveau lemme d’interpolation
analytique, d’inte´reˆt inde´pendant, qui fera l’objet de la partie suivante, (iii) nous e´valuons de
manie`re quasi-optimale les rangs asymptotiques des syste`mes line´aires avec lesquels est baˆtie la
section auxiliaire. Ces e´volutions permettent de travailler dans un cadre plus agre´able qui e´limine
naturellement certaines difficulte´s techniques (par exemple, il n’y a plus ≪ d’astuce d’Anderson-
Baker-Coates ≫), tout en conduisant a` de bien meilleures constantes nume´riques qu’auparavant.
5. Pre´lude a` l’extrapolation analytique
Dans cette partie, nous e´tablissons le re´sultat crucial pour extrapoler sur les de´rive´es dans
la de´monstration du the´ore`me 4.5. Il s’agit d’un lemme de Schwarz approche´, de facture assez
classique. On en trouvera par exemple une formulation plus ge´ne´rale dans l’article de Cijsouw et
Waldschmidt [CW]. Nous avons cependant besoin d’une version significativement plus fine en vue
des calculs explicites de constantes. Pour cela, nous modifions la trame de la preuve de [CW] de
trois fac¸ons : en premier lieu, puisque nous ne souhaitons extrapoler qu’en 0, nous ne majorons le
module de notre fonction analytique que sur un petit disque (de rayon 1 au lieu de 2S, dans les
notations ci-dessous) ; ensuite, nous remplac¸ons en fait ce disque par un domaine plus complique´ le
contenant (voir figure), pour e´viter au mieux les contours d’inte´gration, le´ge`rement contracte´s, qui
apparaissent dans nos calculs de re´sidus (formule d’interpolation d’Hermite) ; enfin nous estimons
de manie`re tre`s pre´cise les extrema du polynoˆme auxiliaire de la dite formule (voir lemme 5.2).
Voici notre re´sultat, de´cline´ en une forme brute et une forme le´ge`rement plus faible que nous
utiliserons plus bas. Si R est un nombre re´el positif et si D(0, R) de´signe le disque ferme´ {z ∈
C; |z| ≤ R}, on note |f |R la borne supe´rieure des |f(z)| pour z ∈ D(0, R).
Proposition 5.1. Soient S et T deux entiers naturels non nuls, ε un nombre re´el tel que 0 < ε <
1/2 et f : C→ C une fonction holomorphe. Alors on a :
|f |1 ≤ 4
(
(S − 1)!2 shπ
π(2S − 1)!
)T
|f |S + ST
ε
(
shπ
cosπε
)T
max
j∈Z, |j|<S
ℓ∈N, ℓ<T
∣∣∣∣ 12ℓℓ!f (ℓ)(j)
∣∣∣∣ .
En particulier, on a aussi
|f |1 ≤ 4
(
10
4S
)T
|f |S + 12ST (12)T max
j∈Z, |j|<S
ℓ∈N, ℓ<T
∣∣∣∣ 12ℓℓ!f (ℓ)(j)
∣∣∣∣.
THE´ORE`ME DES PE´RIODES ET ISOGE´NIES 15
On comparera avec [CW, p. 179–180] en prenant δ = 1, k = 2S−1, E = {1−S, . . . , S−1}, r = S,
R = 8S qui donne la meˆme puissance 2−2ST dans le premier terme mais au prix de remplacer |f |S
par |f |8S ; dans le second terme la puissance de l’ordre de 81ST devient 12T ; bien suˆr, rappelons
que nous majorons seulement |f |1 et non |f |2S mais cela ne fait que peu de diffe´rence lorsqu’il
s’agit d’estimer les de´rive´es en 0.
Commenc¸ons par un lemme pre´liminaire.
Lemme 5.2. Soient S un entier naturel non nul et P =
∏S−1
j=1−S(X − j) ∈ Z[X ].
(1) P (S) = (2S − 1)! = −P (−S).
(2) Si t ∈ R et |t| ≤ S alors |P (t)| ≥ (S − 1)!2π−1| sin(πt)|.
(3) Si z ∈ C et min(|z|, 2|z − 1|, 2|z + 1|) ≤ 1 alors |P (z)| ≤ (S − 1)!2π−1 sh(π).
(4) Si k ∈ Z et ρ ∈ R+ alors
min {|P (z)| ; z ∈ C et |z − k| = ρ} = min(|P (k + ρ)|, |P (k − ρ)|).
De´monstration. L’assertion (1) se passe de commentaires. Pour (2) et (3) e´crivons P (X) =
X
∏S−1
j=1 (X
2 − j2) = (S − 1)!2X∏S−1j=1 (X2/j2 − 1). On rappelle aussi que
sinπt = πt
∞∏
j=1
(
1− t
2
j2
)
et shπ = π
∞∏
j=1
(
1 +
1
j2
)
.
La relation (2) se re´duit donc a`
∏∞
j=S |1− t2/j2| ≤ 1 qui de´coule bien de |t| ≤ S. Pour (3) nous
devons montrer |z|∏S−1j=1 |1− z2/j2| ≤ ∏∞j=1 (1 + 1/j2). Cette formule e´tant claire pour |z| ≤ 1
et invariante sous z 7→ −z, nous pouvons supposer |z − 1| ≤ 1/2. Nous avons alors |z||1 − z2| ≤
(3/4)|1 + z| ≤ 15/8 ≤ 2 = 1 + 1/12 et il suffit donc de ve´rifier |1 − z2/j2| ≤ 1 + 1/j2 pour j ≥ 2.
En e´levant au carre´ et en simplifiant, ceci e´quivaut a` |z|4 − 1 ≤ 2j2(1 + Re(z2)). Enfin nous avons
|z|4 ≤ (3/2)4 ≤ 8 ≤ 2j2 et Re(z2) ≥ 0 car, par exemple, |Arg(z)| ≤ π/4. Passons a` (4). Si |z−k| = ρ
et x = Re(z − k) alors
|P (z)|2 =
k+S−1∏
j=k−S+1
(j2 + ρ2 + 2jx).
Scindons E = {k − S + 1, . . . , k + S − 1} en F = {j ∈ E ; −j ∈ E} et G = E \ F (chacun
pouvant eˆtre vide). On remarque que tous les e´le´ments de G ont le meˆme signe donc la fonction
x 7→ ∏j∈G (j2 + ρ2 + 2jx) est monotone (tous les facteurs sont positifs car −ρ ≤ x ≤ ρ) et elle
atteint son minimum en ρ ou −ρ. D’autre part, si F 6= ∅, on a 0 ∈ F et∏
j∈F
(j2 + ρ2 + 2jx) = ρ2
∏
j∈F, j≥1
((j2 + ρ2)2 − 4j2x2).
Nous obtenons donc une fonction paire minimale en x = ρ et en x = −ρ. En faisant le produit, nous
voyons que |P (z)| est minimal en l’un des deux points donne´s par |x| = ρ. C’est le re´sultat. 
De´monstration de la proposition 5.1. Si S = 1, l’e´nonce´ est tautologique donc nous supposons
S ≥ 2. Notons Γ = {ζ ∈ C ; |ζ| = S} et Γj = {ζ ∈ C ; |ζ − j| = (1/2) − ε} pour |j| < S ainsi
que Q = PT avec la notation P du lemme 5.2. Comme dans [CW], nous partons de la formule
d’interpolation d’Hermite
f(z)
Q(z)
=
1
2iπ
∫
Γ
f(ζ)
Q(ζ)
dζ
ζ − z −
1
2iπ
S−1∑
j=1−S
T−1∑
ℓ=0
f (ℓ)(j)
ℓ!
∫
Γj
(ζ − j)ℓ
Q(ζ)
dζ
ζ − z
valable pour z ∈ C ve´rifiant |z| < S et |z−j| > (1/2)−ε pour 1−S ≤ j ≤ S−1. Nous l’appliquons
pour z tel que min(|z|, 2|1− z|, 2|1 + z|) = 1 :
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✖✕
✗✔
✖✕
✗✔
✖✕
✗✔
✖✕
✗✔
✖✕
✗✔
−2 −1 0 1 2
Trace´ approximatif de la courbe min(|z|, 2|1− z|, 2|1 + z|) = 1.
Elle est toujours distante d’au moins ε des petits cercles.
Dans l’inte´grale le long de Γ, nous avons |ζ − z| ≥ S − (3/2) ≥ S/4. De plus, les assertions (1)
et (4) du lemme 5.2 avec k = 0 et ρ = S donnent |Q(ζ)| ≥ (2S − 1)!T ; comme Γ est de longueur
2πS, il vient ∣∣∣∣ 12iπ
∫
Γ
f(ζ)
Q(ζ)
dζ
ζ − z
∣∣∣∣ ≤ 4(2S − 1)!T |f |S .
Dans l’inte´grale le long de Γj , nous estimons |ζ − j| = (1/2)− ε ≤ 1/2 et |ζ − z| ≥ ε tandis que
|Q(ζ)| ≥ min(|Q(j − (1/2) + ε)|, |Q(j + (1/2) − ε)|) ≥ (S − 1)!2Tπ−T (cos πε)T par le lemme 5.2,
(2) et (4). Comme Γj est de longueur π − 2πε ≤ π, nous trouvons∣∣∣∣∣∣ 12iπ
S−1∑
j=1−S
T−1∑
ℓ=0
f (ℓ)(j)
ℓ!
∫
Γj
(ζ − j)ℓ
Q(ζ)
dζ
ζ − z
∣∣∣∣∣∣
≤ ST
ε
(
π
(S − 1)!2 cosπε
)T
max
j∈Z, |j|<S, ℓ∈N, ℓ<T
∣∣∣∣ 12ℓℓ!f (ℓ)(j)
∣∣∣∣ .
Pour obtenir la premie`re majoration de l’e´nonce´ il reste a` utiliser |Q(z)| ≤ (S − 1)!2Tπ−T sh(π)T
d’apre`s le lemme 5.2, (3), et a` rappeler que le principe du maximum donne
|f |1 ≤ sup{|f(z)| ; z ∈ C et min(|z|, 2|1− z|, 2|1 + z|) = 1}.
Afin de passer a` la seconde formulation, nous e´crivons uS = 4
S(S − 1)!2(2S − 1)!−1. Un calcul
imme´diat fournit uS/uS+1 = 1 + 1/(2S) donc uS de´croˆıt puis uS ≤ u2 = 8/3. Nous avons donc
(S − 1)!2 shπ
π(2S − 1)! ≤
8 shπ
3π
4−S .
Paralle`lement nous utilisons ε = 1/12 et nous terminons par les estimations nume´riques
8 shπ
3π
≤ 10 et shπ
cos(π/12)
≤ 12.

Remarques 5.3. Nous pourrions, comme dans [CW], supprimer a` la fois le T de ST/ε et le 2ℓ en
utilisant
∑T−1
ℓ=0 2
−ℓ < 2. Ceci n’a aucune influence pour notre application car T tendra vers l’infini
et seule importera la limite de (1/T ) log |f |1. Pour cette meˆme raison, nous pourrions garder ε dans
la formule et le faire tendre vers 0 in fine.
En supposant S ≥ 175 le premier terme pourrait eˆtre remplace´ par 4−ST |f |S . Alternativement
nous pourrions e´crire 4(15S−1/24−S)T |f |S en majorant uS plus finement.
6. De´monstration du the´ore`me-clef
6.1. Choix des me´triques. Soit (A,L) la varie´te´ abe´lienne polarise´e du the´ore`me-clef 4.5. Pour
chaque plongement complexe σ : k →֒ C, il existe une unique me´trique sur Lσ, dite me´trique cubiste,
de forme de courbure invariante par translation et rigidifie´e a` l’origine : 0∗AσLσ ≃ OSpecC est une
isome´trie (avec la me´trique triviale sur OSpecC). Quitte a` faire une extension finie (voir 4.3.2),
l’on peut supposer que le couple (A,L) posse`de un mode`le de Moret-Bailly (A,L) sur k, au sens
suivant :
• il existe un sche´ma en groupes A → SpecOk semi-stable (donc lisse), de fibre´ ge´ne´rique
isomorphe a` A (ce sche´ma en groupes est le mode`le de Ne´ron de A),
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• il existe un fibre´ hermitien cubiste L := (L, (‖.‖cub,σ)σ : k→֒C) sur A, de fibre ge´ne´rique L (le
terme cubiste signifie que la me´trique ‖.‖cub,σ sur L⊗σC est cubiste pour tout σ : k →֒ C).
L’existence d’un tel mode`le est de´montre´e au § 4.3 de [Bo2]. Soulignons que la de´finition de
fibre´ cubiste implique que L est rigidifie´ a` l’origine. Pour tout entier n ≥ 1, le k-espace vecto-
riel Hn := H
0(A,L⊗n) des sections globales posse`de une structure de fibre´ ade´lique hermitien
Hn = (Hn, (‖.‖Hn,v)v) sur k ; la structure entie`re est donne´e par H0(A,L⊗n) : pour toute place
ultrame´trique v de k, pour tout s ∈ H0(A,L⊗n)⊗k kv, on a
(1) ‖s‖Hn,v := min
{|λ|v ; λ ∈ kv \ {0} et s/λ ∈ H0(A,L⊗n)⊗Ok Ov}
(kv est le comple´te´ de k en la place v et Ov son anneau de valuation). La structure archime´dienne
de Hn est donne´e par inte´gration des normes cubistes : pour tout σ : k →֒ C, pour tout s ∈
H0(A,L⊗n)⊗σ C,
‖s‖Hn,σ :=
(∫
Aσ
‖s(x)‖2cub,σdx
)1/2
ou` dx est la mesure de Haar normalise´e sur Aσ. Muni de ces normes, Hn a une structure de fibre´
ade´lique hermitien et sa pente d’Arakelov normalise´e a e´te´ calcule´e par Bost (voir le the´ore`me 4.10,
(v), de [Bo2]) :
(2) µ̂(Hn) = −1
2
h(A) +
1
4
log
(
ngh0(A,L)
(2π)g
)
.
Par ailleurs, comme nous l’avons vu au § 3.2, l’espace tangent tA de A posse`de lui-meˆme une
structure de fibre´ ade´lique hermitien tA = (tA, (‖.‖L,σ)σ : k→֒C) (dont nous pourrons utiliser la
pente sans risque en vertu de l’hypothe`se de semi-stabilite´ faite ci-dessus). Il existe un lien entre
la me´trique cubiste et la me´trique ‖.‖L,σ. Si ϑ est la fonction theˆta (voir § 2.5) associe´e a` s ∈
H0(A,L⊗n)⊗σ C alors, pour tout x = expAσ(z) ∈ Aσ, on a
(3) ‖s(x)‖cub,σ = |ϑ(z)| exp
(
−π
2
n‖z‖2L,σ
)
·
6.2. Choix des parame`tres. Soit n un nombre re´el ≥ 1 tel que n := xn soit un entier. On pose
T := [n] + 1. Nous introduisons aussi le nombre re´el θ = (log 2)/π et, pour chaque plongement
complexe σ : k →֒ C, le re´el εσ = (6
√
2− 8)g−gξσ. Nous signalons toutefois que ces valeurs exactes
ne seront utilise´es qu’au paragraphe 6.8. D’ici la`, nous n’aurons besoin que de θ > 0 et 0 < εσ < 1
pour tout σ.
Notre dernie`re famille de parame`tres (entiers) est de´finie par Tσ := [εσn] pour tout plongement
σ. Notons Tσ ≤ T . Le parame`tre n va tendre vers +∞ en fin de de´monstration. En particulier l’on
peut supposer que T, n et les Tσ ne sont pas nuls. Le choix de x assure le re´sultat suivant.
Proposition 6.1. Il n’existe aucune section non nulle de H0(A,L⊗n) qui s’annule a` l’ordre gT le
long de tA en 0A.
De´monstration. Dans le cas contraire, le lemme de multiplicite´s de Nakamaye [Na] assure l’existence
d’une sous-varie´te´ abe´lienne A′ de A, avec A′ 6= A et A′ de´finie sur k, telle que T g−dimA′ degLA′ ≤
(degLA)n
g−dimA′ . En e´crivant cette ine´galite´ au moyen de x(A′) on trouve
[n] + 1
n
· x(A
′)
x
≤ 1
qui est impossible puisque x(A′) ≥ x. 
Soient σ : k →֒ C un plongement complexe de k et ωσ ∈ (ΩAσ+tB[σ])\tB[σ] de norme e´gale a` δσ.
Cette condition implique que ωσ appartient a` l’orthogonal de tB[σ] dans (tAσ , ‖.‖L,σ). Il est donc
possible de fixer une base orthonorme´e fσ := (f1,σ, . . . , fg,σ) de tAσ ayant les proprie´te´s suivantes :
(i) (f1,σ, . . . , fdimB[σ],σ) est une base de tB[σ],
(ii) fg,σ := ωσ/‖ωσ‖L,σ.
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6.3. Fibre´ ade´lique des sections auxiliaires. Au § 6.1, nous avons muni le k-espace vectoriel
Hn = H
0(A,L⊗n) d’une structure ade´lique hermitienne Hn = (Hn, (‖.‖Hn,v)v). L’objectif de ce pa-
ragraphe est de munir Hn d’une structure hermitienne diffe´rente en certaines places archime´diennes
de k, structure obtenue par de´formation de ‖.‖Hn,v. Une fois ce fibre´ ade´lique tordu de´fini, nous
estimerons sa pente d’Arakelov.
On pose ν := dimkHn = n
gh0(A,L). Soit V l’ensemble des plongements complexes σ de k tels
que δ2σ/εσ ≤ θ/x. On notera que V est stable par conjugaison complexe. A` chaque plongement
complexe σ : k →֒ C qui appartient a` V, l’on associe l’entier Sσ ≥ 1, qui ne de´pend pas de n, de´fini
par
Sσ :=
[
θεσ
xδ2σ
]
et le nombre re´el ασ := 4
TσSσ . Ce nombre ασ ne de´pend que de la place v de k sous-jacente a`
σ. Soit (s1, . . . , sν) une base orthonorme´e de (Hn ⊗σ C, ‖.‖Hn,σ). Pour tout i ∈ {1, . . . , ν}, soit
ϑi : tAσ → C la fonction theˆta associe´e a` si (voir § 2.5). E´tant donne´ une base e = (e1, . . . , eg) de
tAσ , un multiplet τ = (τ1, . . . , τg) ∈ Ng et un vecteur z = z1e1+ · · ·+zgeg ∈ tAσ , on note 1τ !Dτeϑ(z)
la de´rive´e divise´e 1τ1!···τg!
(
∂
∂z1
)τ1 · · ·( ∂∂zg )τg ϑ(z1e1 + · · ·+ zgeg).
Soit Υσ l’ensemble des couples (m, τ) ∈ Z×Ng ve´rifiant les proprie´te´s suivantes :
(i) m ∈ {1− Sσ, . . . , Sσ − 1},
(ii) si τ s’e´crit (τ1, . . . , τg) alors |τ | := τ1 + · · ·+ τg ≤ gT + Tσ − 1,
(iii) τg ≤ Tσ − 1.
Soit υσ le cardinal de Υσ. On a l’estimation triviale υσ ≤ (4gSσT )g. Rappelons que fσ =
(f1,σ, . . . , fg,σ) de´signe la base orthonorme´e de tAσ introduite au § 6.2 et conside´rons la matrice
complexe aσ de taille υσ × ν, de coefficients :
aσ[(m, τ), i] :=
(
1
τ !
Dτfσϑi(mωσ)
)
exp
{
−π
2
n‖mωσ‖2L,σ
}
pour tous (m, τ) ∈ Υσ et i ∈ {1, . . . , ν}. Dans la suite, on notera ̺σ le rang de la matrice aσ.
De´finition 6.2. Posons α := (ασ)σ∈V. Le fibre´ ade´lique hermitien Hn,α sur k est le fibre´ vectoriel
ade´lique d’espace vectoriel sous-jacent Hn et dont les normes sont les suivantes : en une place v de
k qui n’induit aucun plongement k →֒ C appartenant a` V, on pose ‖.‖Hn,α,v := ‖.‖Hn,v ; si v est
une place archime´dienne de k tel qu’un plongement complexe σ : k →֒ C associe´ appartienne a` V,
la norme ‖.‖Hn,α,v est de´finie par
‖x1s1 + · · ·+ xνsν‖Hn,α,v :=
(|x|22 + |ασaσ(x)|22)1/2
pour tout x = t(x1, . . . , xν) ∈ Cν (la norme |.|2 est la norme hermitienne usuelle sur Cν ou Cυσ ).
Aux places archime´diennes, la norme ainsi de´finie ne de´pend pas du choix de σ associe´ a` v.
L’estimation de la pente de Hn,α requiert le lemme suivant, variante de l’ine´galite´ de Cauchy pour
les fonctions holomorphes.
Lemme 6.3. Soit σ : k →֒ C un plongement complexe de k. Soient s ∈ H0(A,L⊗n) ⊗σ C et ϑ la
fonction theˆta associe´e. Soit e = (e1, . . . , eg) une base orthonorme´e de (tAσ , ‖.‖L,σ). Alors, pour
tout z ∈ tAσ , pour tout τ = (τ1, . . . , τg) ∈ Ng, on a∣∣∣∣ 1τ !Dτeϑ(z)
∣∣∣∣ exp{−π2n‖z‖2L,σ} ≤ ‖s‖∞,σ exp{π2 n(1 + 2‖z‖L,σ)}
ou` ‖s‖∞,σ := sup {‖s(x)‖cub,σ; x ∈ Aσ}.
De´monstration. L’ine´galite´ de Cauchy pour la fonction holomorphe ϑ se traduit par la majoration∣∣∣∣ 1τ !Dτeϑ(z)
∣∣∣∣ ≤ 1r|τ | sup {|ϑ(z + y)| ; y ∈ tAσ et ‖y‖L,σ ≤ r}
valide pour tout nombre re´el r > 0. La relation (3) entre s et ϑ fournit l’estimation
|ϑ(z + y)| exp
{
−π
2
n‖z‖2L,σ
}
≤ ‖s‖∞,σ exp
{π
2
n(r2 + 2r‖z‖L,σ)
}
,
ce qui de´montre le lemme, en choisissant r = 1. 
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Un lemme de Gromov assure l’existence d’une constante c > 0, qui ne de´pend que de (A,L),
telle que, pour tout s ∈ Hn⊗σC, on a ‖s‖∞,σ ≤ nc‖s‖Hn,σ (voir [GS, lemme 30]). De ces re´sultats
de´coule la proposition suivante (rappelons que ̺σ de´signe le rang de la matrice aσ).
Proposition 6.4. Il existe une constante c > 0, qui ne de´pend pas de n, telle que la pente d’Ara-
kelov normalise´e µ̂(Hn,α) de Hn,α est minore´e par
−
∑
σ∈V
̺σ
[k : Q]ν
(
logασ +
π
2
n(1 + 2Sσδσ)
)
− c log n.
De´monstration. En vertu de la proposition 4.0.7 de [Ga4], la diffe´rence des pentes µ̂(Hn,α)−µ̂(Hn)
est minore´e par
−
∑
σ∈V
̺σ
[k : Q]ν
(
log(1 + α2σ)
1/2 + logmax {1, ‖aσ‖op}
)
ou` ‖aσ‖op de´signe la norme d’ope´rateur de aσ : (Cν , |.|2) → (Cυσ , |.|2). La comparaison de cette
norme avec celle de Hilbert-Schmidt conduit a` la majoration
‖aσ‖op ≤ (νυσ)1/2max {|aσ[(m, τ), i]| ; (m, τ) ∈ Υσ, 1 ≤ i ≤ ν} .
D’apre`s le lemme 6.3 et via la majoration de Gromov, le maximum qui apparaˆıt ci-dessus est plus
petit que exp
{
π
2n(1 + 2Sσδσ)
}
nc
′
(c′ constante qui ne de´pend pas de n). La partie (νυσ)1/2nc
′
entre dans le c log n de la proposition, ainsi que la diffe´rence entre log(1 + α2σ)
1/2 et logασ. Quant
a` la pente µ̂(Hn), la formule (2) montre qu’elle fait partie elle aussi de c log n. 
6.4. Estimation de rangs. Dans la proposition 6.4 du paragraphe pre´ce´dent est apparu le rang
̺σ de la matrice aσ. Pour que cette proposition soit utilisable dans la suite, il est important d’avoir
une estimation soigneuse de ̺σ, plus pre´cise que ̺σ ≤ min {ν, υσ}. Comme l’ont montre´ Philippon
et Waldschmidt [PW], le choix de x et son incorporation dans le parame`tre n = xn vont permettre
de faire en sorte que ̺σ/ν < 1. E´tant donne´ un nombre re´el ε, on note
r(g, ε) := (g + ε)g − gg.
Si ε ≤ 1, nous avons facilement r(g, ε) ≤ ggε(1− ε)−1.
Proposition 6.5. Pour tout plongement σ : k →֒ C appartenant a` V, le quotient ̺σ/ν du rang ̺σ
de la matrice aσ par la dimension ν de H
0(A,L⊗n) est plus petit que r(g, εσ)/ξσ + o(1) ou` o(1)
de´signe une fonction qui tend vers 0 lorsque n tend vers ∞.
De´monstration. Soit gσ := dimB[σ]. L’ide´e de Philippon et Waldschmidt est de majorer ̺σ
par dimE − dimF ou` E est l’espace des fonctions theˆta associe´es a` L⊗nσ et F le sous-espace
forme´ des fonctions dont toutes les de´rive´es Dτfσϑ sont identiquement nulles sur tB[σ] pour
τ = (0, . . . , 0, τgσ+1, . . . , τg) de longueur ≤ gT + Tσ − 1 avec, de plus, τg ≤ Tσ − 1. Pour
−1 ≤ ℓ ≤ gT+Tσ−1 on note aussi Fℓ le sous-espace deE de´fini de meˆme en limitant la condition aux
indices de longueur au plus ℓ. Nous avons donc F = FgT+Tσ−1 ⊂ FgT+Tσ−2 ⊂ · · · ⊂ F0 ⊂ F−1 = E.
D’un autre coˆte´, ̺σ = dimE − dimG ou` G est le sous-espace forme´ des fonctions telles que
Dτfσϑ(mωσ) = 0 pour tous (m, τ) ∈ Υσ. L’ine´galite´ ̺σ ≤ dimE − dimF de´coule donc de
F ⊂ G : si ϑ ∈ F et (m, τ) ∈ Υσ, on e´crit mωσ ∈ ω + tB[σ] pour ω ∈ ΩAσ et l’on applique
la de´rivation Dτfσ a` la formule ϑ(z + ω) = aLσ (z, ω)
nϑ(z). Maintenant si τ est un indice inter-
venant dans la de´finition de Fℓ et si ϑ ∈ Fℓ−1 alors la de´rive´e Dτfσϑ de´finit une fonction theˆta
sur tB[σ] : en effet, comme pre´ce´demment, lorsque l’on de´rive par la formule de Leibniz l’e´galite´
ϑ(z+ω) = aLσ(z, ω)
nϑ(z) pour ω ∈ ΩB[σ] et z ∈ tB[σ] alors toutes les autres de´rive´es apparaissant
sont nulles par de´finition de Fℓ−1. Par suite on de´finit une injection de Fℓ−1/Fℓ dans une somme
de copies de H0(B[σ], L⊗nσ ). En sommant sur ℓ et en calculant le nombre total X de copies, nous
trouvons ̺σ ≤ dimE − dimF ≤ Xh0(B[σ], L⊗nσ ) = X(degLσ B[σ])ngσ/gσ! ou`
X := card
{
τ ′ = (τgσ+1, . . . , τg) ∈ Ng−gσ ; |τ ′| ≤ gT + Tσ − 1 et τg ≤ Tσ − 1
}
=
(
gT + Tσ − 1 + g − gσ
g − gσ
)
−
(
gT + g − gσ
g − gσ
)
.
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Si y ∈ N alors le coefficient binomial (x+y
y
)
est e´quivalent a` xy/y! lorsque x tend vers∞. En divisant
̺σ par ν = n
g(degLA)/g! et graˆce au choix des parame`tres T = [n]+1, Tσ = [εσn] et n = xn, nous
obtenons alors
̺σ
ν
≤
(
g
gσ
)
× ((g + εσ)g−gσ − gg−gσ)× degLσ B[σ]
xg−gσ degLA
+ o(1)
lorsque n→ +∞. Dans ce majorant, le dernier quotient vaut exactement ξ−1σ tandis que le facteur
qui le pre´ce`de est majore´ par r(g, εσ) (en utilisant
(
g
gσ
) ≤ ggσ). 
6.5. Construction d’une section auxiliaire. Si E = (E, (‖.‖E,v)v place de k) est un fibre´ vecto-
riel ade´lique sur k, la hauteur hE(x) d’un e´le´ment x ∈ E \ {0} est le nombre re´el :
hE(x) :=
1
[k : Q]
∑
v
[kv : Qv] log ‖x‖E,v.
En notant ∆k/Q le discriminant absolu de k, le lemme de Siegel de Bombieri-Vaaler [BV] affirme
qu’il existe x ∈ E \ {0} tel que
hE(x) ≤ −µ̂(E) +
1
2
log dimE +
1
2[k : Q]
log |∆k/Q|.
En appliquant ce lemme a` E = Hn,α et en utilisant les propositions 6.4 et 6.5, on a le re´sultat
suivant.
Proposition 6.6. Il existe une section s ∈ H0(A,L⊗n) non nulle telle que
hHn,α(s) ≤
1
[k : Q]
∑
σ∈V
r(g, εσ)
ξσ
(
logασ +
π
2
n(1 + 2Sσδσ)
)
+ o(n).
6.6. Extrapolation analytique. A` partir de maintenant, la section s qui apparaˆıt est celle
construite dans la proposition 6.6 du paragraphe pre´ce´dent. Soit ℓ l’ordre d’annulation de s en
0 (le long de tA). La proposition 6.1 fournit l’estimation ℓ ≤ gT .
Soit v une place archime´dienne de k telle qu’un plongement σ : k →֒ C induit par cette place
appartienne a` V. Soit ϑ : tAσ → C la fonction theˆta associe´e a` s dans Hn ⊗σ C. Dans ce pa-
ragraphe, nous e´tablissons une majoration fine de la v-norme du jet de s d’ordre ℓ en 0. Ceci
est rendu possible par la construction de s et de la norme tordue sur Hn,α qui implique que les
de´rive´es 1τ !D
τ
fσ
ϑ(mωσ) sont ≪ petites ≫ pour (m, τ) ∈ Υσ. A` cette fin, nous allons utiliser le lemme
d’interpolation analytique du § 5.
Soit τ = (τ1, . . . , τg) ∈ Ng de longueur |τ | = ℓ et posons τ ′ := (τ1, . . . , τg−1, 0). Pour z ∈ C,
conside´rons la fonction entie`re
f(z) :=
1
τ ′!
Dτ
′
fσϑ(zωσ)
ou` fσ est la base orthonorme´e de tAσ introduite au § 6.2 (avec laquelle a e´te´ construite la matrice
aσ). Notons Dωσ = δσDfg,σ la de´rive´e dans la direction de ωσ. Pour h ∈ N, la de´rive´e divise´e he`me
de f s’e´crit
1
h!
f(h)(z) =
1
τ ′!h!
Dτ
′
fσD
h
ωσϑ(zωσ) = δ
h
σ ·
1
τ (h)!
Dτ
(h)
fσ ϑ(zωσ)
ou` τ (h) := τ ′ + (0, . . . , 0, h). Lorsque h < Tσ, la longueur de τ (h) est plus petite que |τ |+ Tσ − 1 ≤
gT + Tσ − 1 et la dernie`re coordonne´e de ce multiplet est plus petite que Tσ − 1. Par conse´quent,
si h < Tσ, les nombres
(4)
1
τ (h)!
Dτ
(h)
fσ ϑ(mωσ) exp
{
−π
2
n‖mωσ‖2L,σ
}
avec m ∈ {1 − Sσ, . . . , Sσ − 1} sont des coordonne´es du vecteur aσ(x) ou` x est le vecteur des
coordonne´es de s (voir de´finition 6.2). La norme hermitienne du vecteur forme´ par les nombres (4)
est donc plus petite que α−1σ ‖s‖Hn,α,v. En utilisant la de´finition de ασ = 4TσSσ , on trouve ainsi
(5)
∣∣∣∣ 1δhσh!f(h)(m)
∣∣∣∣ = ∣∣∣∣ 1τ (h)!Dτ (h)fσ ϑ(mωσ)
∣∣∣∣ ≤ 4−TσSσ‖s‖Hn,α,v exp{π2n(Sσδσ)2}
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valide pour tous m ∈ {1− Sσ, . . . , Sσ − 1} et h ∈ {0, . . . , Tσ − 1}. Par ailleurs, le lemme 6.3 donne
la majoration
|f|Sσ ≤ ‖s‖∞,σ exp
{π
2
n(Sσδσ + 1)
2
}
.
Comme nous l’avons vu avant la proposition 6.4, la norme ‖s‖∞,σ peut eˆtre remplace´e par
nc‖s‖Hn,v ≤ nc‖s‖Hn,α,v ou` c > 0 est une constante qui ne de´pend que de (A,L).
La proposition 5.1 applique´e a` f et aux parame`tres Sσ et Tσ et l’ine´galite´ de Cauchy∣∣∣∣ 1τg!f(τg)(0)
∣∣∣∣ ≤ |f|1
donnent alors
δ
τg
σ
∣∣∣∣ 1τ !Dτfσϑ(0)
∣∣∣∣ ≤ ( 124Sσ
)Tσ
n2c‖s‖Hn,α,vmax {1, δσ}
Tσ exp
{π
2
n(Sσδσ + 1)
2
}
.
Cette estimation est valide pour tout τ = (τ ′, τg) ∈ Ng−1 × N de longueur ℓ. En l’utilisant si
τg ≥ Tσ, mais en prenant plutoˆt (5) (avec m = 0) si τg = h < Tσ, on obtient dans tous les cas la
borne
(6)
∣∣∣∣ 1τ !Dτfσϑ(0)
∣∣∣∣ ≤ ( 124Sσ
)Tσ
n2c‖s‖Hn,α,vmax
(
1,
1
δσ
)ℓ
exp
{π
2
n(Sσδσ + 1)
2
}
.
Nous allons la traduire en termes d’une majoration de la norme du jet de s d’ordre ℓ en 0. Com-
menc¸ons par rappeler la de´finition alge´brique d’un jet de section dans un cadre ge´ne´ral. Soient m
un entier naturel, A un sche´ma sur S et L un faisceau inversible sur A. On suppose qu’il existe une
immersion ferme´e ǫ : S →֒ A. Notons I le faisceau d’ide´aux sur A de´fini par ǫ et ΩA/S le OA-module
des diffe´rentielles relatives. LorsqueA→ S est lisse le long de ǫ (I re´gulier), le quotient ǫ∗(Im/Im+1)
est isomorphe a` la puissance syme´trique Sm(ǫ∗ΩA/S). Une section s ∈ H0(A,L) s’annule a` l’ordre
m le long de ǫ si s ∈ H0(X, Im ⊗ L). Dans ce cas, le jet d’ordre m de s en ǫ, note´ jetm s(ǫ), est
l’image de s par l’application compose´e
H0 (A, Im ⊗ L)→ H0 (S, ǫ∗(Im/Im+1)⊗ ǫ∗L) −→ H0 (S, Sm (ǫ∗ΩA/S)⊗ ǫ∗L) .
Notons expσ : tAσ → Aσ l’application exponentielle de Aσ. L’e´le´ment ϑ de H0(tAσ , exp∗σ L⊗nσ ) a un
jet d’ordre ℓ en 0. En conside´rant la base duale (orthonorme´e) (f v1,σ, . . . , f
v
g,σ) de (f1,σ, . . . , fg,σ),
on a
jetℓϑ(0) =
∑
|τ |=ℓ
(
1
τ !
Dτfσϑ(0)
)
(f v1,σ)
τ1 · · · (f vg,σ)τg ∈ Sℓ(tvA)⊗σ C
(dans cette somme, τ = (τ1, . . . , τg)). La norme de ce jet est e´gale a` celle du jet de s car Lσ
est rigidifie´ isome´triquement en l’origine. Les normes sur la puissance syme´trique Sℓ(tvA) sont les
normes quotient de tvA
⊗ℓ
(voir [Ga3, p. 45]). En notant Sℓ(tvA) le fibre´ ade´lique hermitien obtenu,
on a alors
(7) ‖jetℓs(0)‖Sℓ(tvA),v ≤
(
g − 1 + ℓ
g − 1
)
max
|τ |=ℓ
∣∣∣∣ 1τ !Dτfσϑ(0)
∣∣∣∣·
De plus, graˆce a` la proposition 4.3, on a
max
(
1,
1
δσ
)
≤ (degLσ B[σ])2max
(
1,
1
ρ(Aσ, Lσ)
)
.
De cette observation et des majorations (6) et (7) de´coule l’e´nonce´ suivant.
Proposition 6.7. Il existe une constante c > 0, qui ne de´pend pas de n, ayant la proprie´te´ suivante.
Soit v une place archime´dienne de k telle qu’un plongement σ : k →֒ C induit par v soit dans V.
Le premier jet non nul jetℓs(0) de s en 0 est de v-norme infe´rieure a`
(8) 12Tσnc
(
(degLσ B[σ])
2max
{
1,
1
ρ(Aσ, Lσ)
})ℓ
‖s‖Hn,α,v exp
{π
2
n(Sσδσ + 1)
2 − TσSσ log 4
}
.
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6.7. Estimation de la hauteur du premier jet non nul. Le paragraphe pre´ce´dent a e´te´
consacre´ a` majorer la norme du premier jet non nul jetℓs(0) de s en 0 en certaines places ar-
chime´diennes de k. Ces normes ne sont qu’une partie de la hauteur du jet :
hSℓ(tvA)
(jetℓs(0)) =
1
[k : Q]
∑
v
[kv : Qv] log ‖jetℓs(0)‖Sℓ(tvA),v.
Ici nous estimons les normes restantes en distinguant selon leur caracte`re archime´dien ou ul-
trame´trique.
6.7.1. Majoration de la norme en une place ultrame´trique. Soit v une place ultrame´trique de k.
D’apre`s la formule (1) donnant ‖s‖Hn,v, la section s ∈ H0(A,L⊗n) →֒ H0(A,L⊗n) ⊗k kv s’e´crit
λs′ avec s′ ∈ H0(A,L⊗n) ⊗Ok Ov de norme 1 (Ov est l’anneau de valuation de kv). Notons Av =
A × SpecOv, ǫv sa section nulle et Lv le faisceau inversible sur Av induit par L. Vu la de´finition
du jet de s′ applique´e au quadruplet (A, S, ǫ,L) = (Av, SpecOv, ǫv,Lv), l’e´le´ment jetℓ s(0) vu dans
Sℓ(tvA) est e´gal a` λ. jet
ℓ s′(ǫv) avec jetℓ s′(ǫv) ∈ Sℓ(tvAv ) (par lissite´ de Av → SpecOv ; nous avons
omis ǫ∗vLv car L est rigidifie´ en l’origine). La norme v-adique de jetℓs(0) est calcule´e relativement
au mode`le entier Sℓ(tvA) de S
ℓ(tvA) et on a l’estimation
(9) ‖jetℓs(0)‖Sℓ(tvA),v ≤ |λ|v = ‖s‖Hn,v = ‖s‖Hn,α,v.
On peut reformuler cette majoration en disant que la taille du sous-sche´ma formel induit par
Av vaut 1 (car Av est lisse le long de l’origine), ce qui entraˆıne l’inte´gralite´ des jets (voir [Bo4,
lemme 3.3]).
6.7.2. Majoration de la norme en une place archime´dienne. Soient v une place archime´dienne de
k et σ : k →֒ C un plongement complexe associe´. Au moyen de l’estimation (7) du jet de s en 0 a`
l’ordre ℓ et via le lemme 6.3, on a
‖jetℓs(0)‖Sℓ(tvA),v ≤
(
g − 1 + gT
g − 1
)
eπn/2‖s‖∞,σ.
Le lemme de Gromov fournit alors l’existence d’une constante c > 0, ne de´pendant que de (A,L),
telle que
(10) ‖jetℓs(0)‖Sℓ(tvA),v ≤ e
πn/2nc‖s‖Hn,α,v .
6.7.3. Hauteur du jet. En regroupant les estimations (8), (9) et (10), la hauteur du premier jet non
nul ve´rifie
hSℓ(tvA)
(jetℓs(0)) ≤ hHn,α(s) + c log n+
2gT
[k : Q]
∑
σ∈V
log degLσ B[σ]
+
gT
[k : Q]
∑
σ∈V
logmax
{
1,
1
ρ(Aσ, Lσ)
}
− log 4
[k : Q]
∑
σ∈V
TσSσ
+
πn
2
(
1 +
1
[k : Q]
∑
σ∈V
Sσδσ(Sσδσ + 2)
)
+
log 12
[k : Q]
∑
σ∈V
Tσ
(11)
pour une certaine constante c > 0 qui ne de´pend pas de n.
6.8. Conclusion. Rappelons que la pente maximale µ̂max(E) d’un k-fibre´ ade´lique E est le maxi-
mum des pentes des sous-fibre´s non nuls de E. En conside´rant, pour e ∈ E \ {0}, la droite k.e
munie des me´triques de E, on a −hE(e) = µ̂(k.e, (‖.‖E,v)v) ≤ µ̂max(E). En appliquant ce principe
a` E = Sℓ(tvA) et e = jet
ℓs(0) on trouve
(12) hSℓ(tvA)
(jetℓs(0)) ≥ −µ̂max
(
Sℓ(tvA)
)
.
En outre, un the´ore`me de Bost e´value la pente maximale de la puissance syme´trique ℓe`me d’un
fibre´ ade´lique hermitien, qui ici s’e´crit
µ̂max
(
Sℓ(tvA)
) ≤ ℓ (µ̂max(tvA) + (g + 1/2) log g)
(une de´monstration est donne´e au § 7 de [Ga3]). Dans la suite on utilisera le majorant
gT (max{0, µ̂max(tvA)} + (g + 1/2) log g). On compare cette majoration a` l’estimation (11) de la
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hauteur de jetℓs(0). On fait intervenir la majoration de hHn,α(s) de la proposition 6.6 dans laquelle
est inte´gre´e la valeur de ασ = 4
TσSσ . On obtient ainsi la version ≪ de´plie´e ≫ de l’ine´galite´ (12),
que l’on divise par n. Puis on fait tendre n vers +∞. De plus nous utilisons a` pre´sent la valeur de
r(g, ε) de´finie avant la proposition 6.5. Le choix explicite de εσ (§ 6.2) est fait pour donner la borne
r(g, εσ)ξ
−1
σ ≤ 1/2 : on ve´rifie en effet (g + (6
√
2− 8)g−gξσ)g ≤ gg + ξσ/2 par calcul direct si g = 2
et en utilisant r(g, ε) ≤ ggε(1− ε)−1 si g ≥ 3.
Nous pouvons alors e´crire le re´sultat brut de la manie`re suivante. Posons
ℵ1 :=gmax {0, µ̂max(tvA)} + g(g + 1/2) log g +
g
[k : Q]
∑
σ∈V
logmax
{
1,
1
ρ(Aσ , Lσ)
}
+
2g
[k : Q]
∑
σ∈V
log degLσ B[σ] +
log 12
[k : Q]
∑
σ∈V
εσ
(13)
et
ℵ2 := 1 + 1
[k : Q]
∑
σ∈V
Sσδσ(Sσδσ + 2) +
1
[k : Q]
∑
σ∈V
1
2
(1 + 2Sσδσ).
Alors on a
(14)
log 2
[k : Q]
∑
σ∈V
εσSσ ≤ ℵ1 + π
2
xℵ2.
Posons
M :=
1
[k : Q]
∑
σ∈V
(
εσ
δσ
)2
.
En utilisant [a] > a− 1 pour a ∈ R et au moyen de la de´finition de Sσ = [θεσ/(xδ2σ)] et de la borne
2εσ ≤ g−g, on a
(15)
log 2
[k : Q]
∑
σ∈V
εσSσ > (log 2)
(
θM
x
− 1
2gg
)
.
En utilisant l’ine´galite´ de Cauchy-Schwarz, on obtient une majoration simple de ℵ2
ℵ2 ≤ 3
2
+
3θ
√
M
x
+
(
θ
x
)2
M.
En reportant ces estimations dans (14), on trouve
θM
x
(
log 2− πθ
2
)
≤
(
ℵ1 + 3π
4
x+
log 2
2gg
)
+
3πθ
2
√
M,
puis, avec le choix de θ = (log 2)/π, on a
(16) M −
(
3πx
log 2
)√
M ≤ 2πx
(log 2)2
(
ℵ1 + 3π
4
x+
log 2
2gg
)
.
Fait : Soient α, β des nombres re´els positifs. Si M − α√M ≤ β alors on a
M ≤ β
(
α
2
√
β
+
√
1 +
α2
4β
)2
.
Le majorant de M est le carre´ de la racine positive du trinoˆme X2 − αX − β, ce qui justifie le
fait. Ici, ce re´sultat fournit la majoration
M ≤ 2πx
(log 2)2
(
max
{
105,ℵ1 + 3π
4
x+
log 2
2gg
})(√
3πx
280
+
√
1 +
3πx
280
)2
.
Nous nous plac¸ons d’abord dans le cas ou` x ≤ 1/2141 (le cas restant sera e´tudie´ a` la fin de ce
paragraphe). La borne ci-dessus devient M ≤ 13, 2xmax
{
105,ℵ1 + 3π4 x+ log 22gg
}
. Par ailleurs, en
revenant a` la de´finition de V (§ 6.3), si σ 6∈ V, on a(
εσ
δσ
)2
≤ xεσ
θ
≤ xπ
2(log 2)gg
·
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Cette majoration couple´e avec la borne obtenue pre´ce´demment pour M donne
1
[k : Q]
∑
σ : k→֒C
(
εσ
δσ
)2
≤ 13, 2x
(
max
{
105,ℵ1 + 3πx
4
+
log 2
2gg
}
+
π
26(log 2)gg
)
≤ 13, 2xmax (106,ℵ1 + 1/7),
avec a` nouveau x ≤ 1/2141. On en de´duit
(17)
1
[k : Q]
∑
σ : k→֒C
(
ξσ
δσ
)2
≤ 56, 06g2gxmax{106,ℵ1 + 1/7}.
Il ne reste plus qu’a` estimer ℵ1 pour conclure.
Proposition 6.8. On a
ℵ1 ≤ 0, 342g6max {1, h(A), log degLA}+
2g
[k : Q]
∑
σ : k→֒C
log degLσ B[σ].
De´monstration. La majoration de ℵ1 repose sur la de´finition (13). Le premier terme avec la pente
maximale du cotangent est estime´ par la proposition 3.10 et l’on utilise la majoration h0(A,L) ≤
degLA. En posant h = max(1, h(A), log degLA), on a
1
[k : Q]
∑
σ : k→֒C
logmax(1, ρ(Aσ, Lσ)
−2) ≤ max
(
1, log
1
[k : Q]
∑
σ : k→֒C
ρ(Aσ, Lσ)
−2
)
≤ log(11h)
graˆce a` la proposition 3.6. On aboutit alors a` la majoration
ℵ1 ≤3g(g + 1)h+ g log h
2
+
2g
[k : Q]
∑
σ : k→֒C
log degLσ B[σ]
+ 2g6 log 2 + g(g + 1/2) log g +
g
2
log 11 +
log 12
2gg
.
La dernie`re constante est majore´e par 1, 49g6. De plus (3g(g + 1)h + g log h)/2 est plus petit que
0, 147g6h (les coefficients nume´riques sont obtenus avec g = 2 et log h ≤ h/e). Lorsque x ≤ 1/2141,
on note que h ≥ log degLA ≥ − logx ≥ log 2141 puis 0, 147 + 1, 49/ log 2141 ≤ 0, 342 qui donne la
proposition. 
Le majorant dans cette proposition est toujours supe´rieur a` 0, 342×26 log 2141 > 106−1/7. Via
l’ine´galite´ (17) et la borne 0, 342g6 + 2g + 1/7 ≤ 0, 41g6 pour g ≥ 2, on en de´duit le the´ore`me 4.5
(sous l’hypothe`se x ≤ 1/2141) en observant que 0, 41× 56, 06 < 23.
Dans le cas ou` x > 1/2141, nous utilisons x ≤ (degLA)−1/g ≤ 1/
√
2. Nous menons les calculs
exactement de la meˆme manie`re, seules les constantes nume´riques e´voluent selon le tableau suivant :
x ≤ 1/2141 13, 2 1/7 56, 06 0, 342 0, 41 23
x ≤ 1/√2 17, 8 1, 8 75, 59 1, 637 1, 73 131
6.9. Cas de la dimension deux. Dans ce paragraphe, nous e´tablissons une variante du
the´ore`me 4.5, dans le cas particulier utile pour l’application aux the´ore`mes d’isoge´nies elliptiques.
Proposition 6.9. Supposons que g = 2 et que degLA ≥ 1010. Pour chaque plongement σ : k →֒ C,
soit B[σ] une sous-varie´te´ abe´lienne de Aσ telle que x(B[σ]) = x et rappelons que δσ de´signe
min {dσ(ω, tB[σ]) ; ω ∈ ΩAσ \ tB[σ]}. Alors on a
1
[k : Q]
∑
σ : k→֒C
1
δ2σ
≤ 1778x (max {1000, µ̂max(tvA)}+ 1, 95 + log degLA
+
1
[k : Q]
∑
σ : k→֒C
logmax
(
1,
1
ρ(Aσ , Lσ)
))
.
De´monstration. Nous reprenons la de´monstration du the´ore`me 4.5. Nous n’apportons aucun chan-
gement aux paragraphes 6.1 a` 6.7. L’invariance de l’e´nonce´ par extension de corps utilise´e au
paragraphe 6.1 reste valable pour la pre´sente proposition en raison de notre convention sur la
pente maximale.
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Nous pouvons alors modifier les estimations du paragraphe 6.8 a` partir de l’ine´galite´ princi-
pale (14). Comme x(B[σ]) = x, tous les ξσ valent 1 et en particulier εσ est inde´pendant de σ. Nous
notons ici simplement ε cette valeur commune : ε = (3
√
2 − 4)/2. L’e´galite´ x(B[σ]) = x fournit
aussi degLσ B[σ] ≤
√
degLA. Ces conside´rations permettent de voir que
ℵ1 ≤ ℵ˜1 := 2max {1000, µ̂max(tvA)}+
2
[k : Q]
∑
σ : k→֒C
logmax
{
1,
1
ρ(Aσ, Lσ)
}
+ 2 log degLA+ 3, 77
(ou` nous employons 5 log 2 + ε log 12 ≤ 3, 77). Notons en outre m := (∑σ∈V δ−2σ ) /[k : Q]. Nous
avons alors la majoration
ℵ2 ≤ 3
2
+
3θε
√
m
x
+
(
θε
x
)2
m.
Le pendant de (15) est (
∑
σ∈V Sσ)/[k : Q] ≥ (θεm)/x− 1 et l’ine´galite´ (16) devient
m− 3x
θε
√
m ≤ 2x
π(θε)2
(
ℵ˜1 + θεπ + 3πx
4
)
.
Le fait qui suit l’ine´galite´ (16) et la minoration ℵ˜1 ≥ 2000 conduisent a` la borne
m ≤ 2x
π(θε)2
(
ℵ˜1 + θεπ + 3πx
4
)
×
(
3
2
√
πx
4000
+
√
1 +
9xπ
16000
)2
.
Pour passer de m a` la somme sur tous les plongements σ : k →֒ C, nous devons ajouter les termes
δ
−2
σ , σ 6∈ V, qui sont plus petits que x/(θε). On obtient donc finalement
1
[k : Q]
∑
σ : k→֒C
1
δ2σ
≤ 2x
π(θε)2
(
ℵ˜1 + 3θεπ
2
+
3πx
4
)
×
(
3
2
√
πx
4000
+
√
1 +
9xπ
16000
)2
.
Pour conclure, il reste alors a` observer que x est plus petit que (degLA)
−1/2 ≤ 10−5 et a` remplacer
les parame`tres θ et ε par leurs valeurs. Apre`s estimations nume´riques, nous aboutissons a` la formule
de l’e´nonce´. 
6.10. De´monstrations des the´ore`mes 1.2 et 1.3 de l’introduction.
6.10.1. Le the´ore`me 1.2 de´coule du corollaire 4.6 et de l’estimation g ≤ 2max(1, log g!) qui montre
que h(A) = hF (A)+g log
√
π ≤ log(πe)max(1, hF (A), log degLA). Nous pouvons ainsi remplacer la
constante nume´rique 23 par 50 et h(A) par hF (A) et il ne reste plus qu’a` majorer x par (degLA)
−1/g
pour conclure.
6.10.2. De´duisons maintenant le the´ore`me 1.3 du the´ore`me 1.2 que nous venons d’e´tablir.
Dans le cas ou` g = 1, le lemme matriciel donne (comme au § 4.3.1) bien mieux. Par exemple
avec le the´ore`me 1.1 nous avons degLAω = degLA ≤ 14[k : Q]‖ω‖2L,σ0 max(1, hF (A)). Pour la
suite, supposons g ≥ 2, notons d = degLAω et montrons dans un premier temps :
d1/ dimAω ≤ 50g2g+6[k′ : Q]‖ω‖2L,σ0 max(1, hF (A), log d).
Il s’agit d’appliquer le the´ore`me 1.2 a` (Aω , L|Aω) en remarquant δ((Aω)σ′0 , Lσ′0) ≤ ‖ω‖L,σ0. Lorsque
A = Aω cela nous donne exactement la formule ci-dessus. Sinon nous utilisons la dernie`re ine´galite´
du § 2.3 pour e´crire hF (Aω) ≤ hF (A) + g log(
√
2πh0(Aω , L)
2) ≤ (3g + 1)max(1, hF (A), log d) et
l’on conclut avec (dimAω)
2 dimAω+6(3g + 1) ≤ g2g+6.
Pour passer a` l’e´nonce´ de notre the´ore`me, e´crivons pour alle´ger C = 50g2g+6[k′ : Q]‖ω‖2L,σ0. Si
d1/ dimAω ≤ 3, 9g3C alors le the´ore`me est acquis par 3, 9× 50 = 195. Sinon
log d = (dimAω) log
d1/ dimAω
C
+ (dimAω) logC ≤ 0, 221d
1/dimAω
C
+ g logC
(ou` l’on utilise log(3, 9g3) ≤ 0, 221× 3, 9g2). Nous en de´duisons donc
0, 779d1/dimAω ≤ Cmax(1, hF (A), g logC) ≤ 3g3Cmax(1, hF (A), log([k′ : Q]‖ω‖2L,σ0))
et l’on conclut par (3/0, 779)× 50 ≤ 195.
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7. Degre´s minimaux d’isoge´nies elliptiques
Dans cette partie, nous e´tablissons le the´ore`me 1.4 et son corollaire.
7.1. Rappels sur les isoge´nies de courbes elliptiques. Soient E1 et E2 deux courbes el-
liptiques sur un meˆme corps de nombres k. On note Hom(E1, E2) l’ensemble des morphismes de
groupes alge´briques ϕ : E1 → E2 sur une cloˆture alge´brique k de k. Un e´le´ment non nul de ce groupe
est une isoge´nie. Le degre´ d’une isoge´nie est le cardinal de son noyau. On pose aussi deg(0) = 0.
Pour n ∈ Z on note [n] ∈ Hom(Ei, Ei) (1 ≤ i ≤ 2) le morphisme de multiplication par n. On a
deg[n] = n2.
Lemme 7.1. Il existe une unique bijection Hom(E1, E2)→ Hom(E2, E1), ϕ 7→ ϕ̂ telle que
(1) ϕ̂ ◦ ϕ = [degϕ]
(2) deg ϕ̂ = degϕ
(3) ϕ et ϕ̂ sont de´finis sur les meˆmes extensions de k.
De´monstration. On pose 0̂ = 0. Si ϕ est une isoge´nie, le groupe fini Kerϕ est de cardinal degϕ
donc son exposant divise degϕ donc Kerϕ ⊂ Ker[degϕ]. Par suite il existe une unique factorisation
de [degϕ] a` travers ϕ que l’on e´crit ϕ̂ ◦ ϕ = [degϕ]. Si ϕ est de´fini sur une extension k′ de k alors
il en va de meˆme de ϕ̂ puisque ses conjugue´s au-dessus de k′ re´alisent la meˆme factorisation.
De plus on a (degϕ)2 = deg[degϕ] = deg ϕ̂ ◦ ϕ = (deg ϕ̂)(degϕ) qui donne (2). Par ailleurs,
ϕ ◦ ϕ̂ ◦ ϕ = ϕ ◦ [degϕ] = [degϕ] ◦ ϕ donc, par surjectivite´ de ϕ, l’on trouve ϕ ◦ ϕ̂ = [degϕ] (dans
Hom(E2, E1)). Ceci montre ̂̂ϕ = ϕ et donc que l’on a une bijection. De plus ϕ est e´galement de´fini
sur toute extension ou` ϕ̂ est de´fini, ce qui donne (3). L’unicite´ est assure´e par (1) si ϕ 6= 0 et par
(2) sinon. 
Dans la suite, nous supposerons toujours que E1 et E2 sont isoge`nes c’est-a`-dire que
Hom(E1, E2) 6= {0}. Dans ce cas, l’ensemble {degϕ ; ϕ ∈ Hom(E1, E2) \ {0}} ⊂ N \ {0} ad-
met un e´le´ment minimal ∆ (qui est aussi min{degψ ; ψ ∈ Hom(E2, E1) \ {0}}). Une isoge´nie
ϕ ∈ Hom(E1, E2) de degre´ ∆ sera dite minimale. Une isoge´nie est dite cyclique si son noyau est
un groupe cyclique.
Lemme 7.2. Une isoge´nie minimale est cyclique.
De´monstration. Soit ϕ une isoge´nie minimale. Le groupe Kerϕ est un sous-groupe de Ker[degϕ] ≃
(Z/ degϕZ)2 donc isomorphe a` Z/aZ × Z/bZ avec a | b | degϕ. Il contient donc un sous-groupe
isomorphe a` (Z/aZ)2 qui est ne´cessairement Ker[a]. Ainsi Ker[a] ⊂ Kerϕ donc il existe une facto-
risation ϕ = ϕ′ ◦ [a] avec ϕ′ ∈ Hom(E1, E2). On a degϕ = a2 degϕ′ donc, par minimalite´, a = 1.
Ceci montre bien que Kerϕ est cyclique d’ordre b. 
Pour la suite, nous distinguons deux cas :
(1) E1 et E2 sont sans multiplications complexes. Ici Hom(E1, E2) est un Z-module libre de
rang 1.
(2) E1 et E2 sont a` multiplications complexes. Ici Hom(E1, E2) est un Z-module libre de rang
2.
Proposition 7.3. Dans le cas (1), toute isoge´nie cyclique est minimale. Il n’y a que deux isoge´nies
minimales ϕ et −ϕ. Il existe une extension k′ de k de degre´ 1 ou 2 telle que : toute isoge´nie
ϕ : E1 → E2 est de´finie sur k′ ; si k′ 6= k aucune isoge´nie n’est de´finie sur k. Dans le cas (2) il
existe une extension k′ de k de degre´ dans {1, 2, 3, 4, 6, 8, 12} telle que toute isoge´nie ϕ : E1 → E2
est de´finie sur k′.
De´monstration. Dans le cas (1) soit ϕ minimale. On a Hom(E1, E2) = Zϕ et degnϕ = n
2 degϕ
pour n ∈ Z donc ϕ et −ϕ sont les seules isoge´nies minimales. Si |n| > 1, Ker(nϕ) contient Ker[n] ≃
(Z/nZ)2 qui n’est pas cyclique donc nϕ n’est pas cyclique. En ge´ne´ral, le groupe de Galois Gal(k/k)
agit sur Hom(E1, E2) ≃ Zm dans le cas (m), m ∈ {1, 2}. Ceci donne un morphisme α : Gal(k/k)→
GLm(Z) dont le noyau est de la forme Gal(k/k
′) avec k′ extension galoisienne finie de k. Le groupe
Gal(k′/k) est isomorphe a` l’image de α. On sait qu’un sous-groupe de GL1(Z) ≃ Z× est de
cardinal 1 ou 2 tandis qu’un sous-groupe fini de GL2(Z) est de cardinal dans {1, 2, 3, 4, 6, 8, 12}
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(voir [Se1]∗). Ceci donne l’assertion sur le degre´ de k′. Dans le cas (1), si k′ 6= k, alors l’e´le´ment
σ ∈ Gal(k′/k) \ {id} agit par σ(ϕ) = −ϕ sur Hom(E1, E2). Par suite, si ϕ 6= 0, on a σ(ϕ) 6= ϕ donc
ϕ n’est pas de´fini sur k. 
Remarque 7.4. Pellarin (voir [Pe2, Remarque fondamentale, p. 211]) affirme que dans le cas (1)
l’on a toujours k′ = k. C’est faux car en fait sur tout corps de nombres k il existe deux courbes
elliptiques sans multiplications complexes qui ne sont pas isoge`nes sur k mais le sont sur k. Pour
le voir, choisir E1 sans multiplications complexes donne´e par une e´quation de Weierstrass y
2 =
x3+ax+ b ; choisir c ∈ k \k2 et de´finir E2 par cy2 = x3+ax+ b. L’application (x, y) 7→ (x, c−1/2y)
de´crit un isomorphisme E1 → E2 de´fini sur k′ = k(c1/2) mais pas sur k (il diffe`re de son conjugue´
(x, y) 7→ (x,−c−1/2y)) donc d’apre`s la proposition aucune isoge´nie E1 → E2 n’est de´finie sur k.
Si l’on veut des exemples ou` le degre´ minimal d’isoge´nie ∆ soit arbitraire, on e´tend k pour que
E1 ait un point de torsion P d’ordre ∆ rationnel (et l’on choisit c ensuite). Alors E
′
1 = E1/ZP et
E2 sont de´finies sur k, isoge`nes sur k. Le degre´ minimal est ∆ car E2 → E1 → E′1 est cyclique de
degre´ ∆ mais elles ne sont pas isoge`nes sur k car sinon E1 et E2 le seraient aussi (car E1 et E
′
1
sont isoge`nes sur k).
7.2. Cas non CM : lien avec les pe´riodes. Dans la situation pre´ce´dente, on choisit un plon-
gement σ0 : k →֒ C. On abre`ge Ωi = Ω(Ei)σ0 pour i ∈ {1, 2}. Nous posons A = E21 × E22 . L’espace
tangent de Aσ0 s’e´crit tAσ0 = t(E1)σ0 ⊕ t(E1)σ0 ⊕ t(E2)σ0 ⊕ t(E2)σ0 et contient le re´seau des pe´riodes
ΩAσ0 = Ω
⊕2
1 ⊕ Ω⊕22 . Si ω = (ω11, ω12, ω21, ω22) ∈ ΩAσ0 on note Aω la plus petite sous-varie´te´
abe´lienne de Aσ0 dont l’espace tangent contient ω. Cette varie´te´ abe´lienne complexe est de´finie sur
un corps de nombres : si nous notons k′ le plus petit sous-corps de C contenant σ0(k) sur lequel
Aω est de´finie alors nous voyons Aω comme une varie´te´ abe´lienne sur k
′ et la varie´te´ abe´lienne
complexe de de´part (sous-varie´te´ de Aσ0 ) s’e´crit (Aω)σ′0 si σ
′
0 de´signe le plongement de k
′ dans C
donne´ par la de´finition (il e´tend σ0 lorsque l’on voit k
′ comme une extension de k).
Rappelons que ∆ de´signe le degre´ minimal d’isoge´nie entre E1 et E2. Si nous supposons que E1
et E2 sont sans multiplications complexes (cas (1) du paragraphe pre´ce´dent), alors le lien entre ∆
et Aω est donne´ par l’e´nonce´ suivant.
The´ore`me 7.5. On suppose que (ω11, ω12) est une base de Ω1 et (ω21, ω22) une base de Ω2. Alors
il existe une extension k′ de k de degre´ 1 ou 2 telle que :
(1) Aω est de´finie sur k
′.
(2) Aω est isomorphe sur k
′ a` E1 × E2.
(3) Aω ∩ ({0}2 × E22) est fini de cardinal ∆.
De´monstration. On choisit pour k′ l’extension sur laquelle sont de´finies toutes les isoge´nies E1 →
E2 et E2 → E1. La sous-varie´te´ abe´lienne Aω est l’image d’un endomorphisme de A. Celui-ci est
donne´ par 16 morphismes Ei → Ej avec 1 ≤ i, j ≤ 2 donc est de´fini sur k′ et, par suite, il en va de
meˆme de Aω. Ceci assure (1). En ce qui concerne (2) et (3) voyons d’abord qu’il suffit de les e´tablir
pour une seule pe´riode ω. En effet, si ω et ω′ satisfont les hypothe`ses du the´ore`me, il existe deux
isomorphismes fi : E
2
i → E2i (1 ≤ i ≤ 2) tels que l’application tangente df a` f = f1 × f2 envoie
ω sur ω′ : df(ω) = ω′ (l’isomorphisme fi re´alise simplement le changement de base de (ωi1, ωi2) a`
(ω′i1, ω
′
i2)). Ainsi l’espace tangent a` une sous-varie´te´ abe´lienne B de A contient ω si et seulement si
l’espace tangent de f(B) contient ω′. Ceci montre f(Aω) = Aω′ et, en particulier, Aω et Aω′ sont
isomorphes sur leur corps de de´finition commun k′ (f ∈ End(A) est lui de´fini sur k). D’autre part
on a e´videmment f({0}2×E22) = {0}2×E22 donc les ensembles Aω ∩{0}2×E22 et Aω′ ∩{0}2×E22
sont en bijection. Tout ceci montre bien que (2) et (3) sont vraies pour ω si et seulement si elles
le sont pour ω′. Nous allons donc les e´tablir pour un ω particulier de fac¸on a` ce que Aω admette
∗Si G ⊂ GL2(Z) est fini alors H = G ∩ SL2(Z) est d’indice 1 ou 2 dans G ; il suffit donc de voir que H est
cyclique d’ordre 1,2,3,4 ou 6 et meˆme, en conside´rant les valeurs propres (racines de l’unite´ de degre´ 1 ou 2 sur Q)
qu’il est cyclique ; on pose A =
∑
B∈H
tBB ; si B ∈ H alors tBAB = A ; on e´crit A = tCC avec C ∈ GL2(R)
donc CBC−1 ∈ SO2(R) pour B ∈ H ; ceci montre que H est isomorphe a` un sous-groupe fini de SO2(R) ≃ R/2piZ
donc il est cyclique. On ve´rifie que les valeurs de cardG sont toutes atteintes a` l’aide de sous-groupes des groupes
suivants : G1 de cardinal 8 est engendre´ par
(
0 1
1 0
)
et
(
1 0
0 −1
)
et G2 de cardinal 12 est engendre´ par
(
0 1
1 0
)
et
(
1 1
−1 0
)
.
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une description tre`s simple. Soient pour cela ϕ : E1 → E2 une isoge´nie minimale (sur k′) donc
avec ∆ = degϕ et ϕ̂ : E2 → E1 telle que ϕ̂ ◦ ϕ = [∆]. Soit ψ le morphisme E1 × E2 → A de´crit
par ψ(x, y) = (ϕ̂(y), x, y, ϕ(x)). Il est patent que l’image Imψ est une sous-varie´te´ abe´lienne de
A isomorphe a` E1 × E2 et que l’intersection Imψ ∩ ({0}2 × E22) est en bijection avec le groupe
Ker ϕ̂ de cardinal ∆. Il nous suffit donc seulement pour conclure de trouver ω tel que Aω = Imψ.
En fait, il suffit meˆme de trouver ω comme dans l’e´nonce´ dans l’espace tangent de Imψ (ce qui
assure Aω ⊂ Imψ par minimalite´) car nous avons toujours dimAω ≥ 2 : dans le cas contraire,
la projection B de Aω sur E
2
1 serait une sous-varie´te´ abe´lienne de dimension 0 ou 1 dont l’espace
tangent contiendrait (ω11, ω12). Or, en l’absence de multiplications complexes, un tel B est contenu
dans un sous-groupe de la forme {(x, y) ∈ E21 ; nx = my} pour (n,m) ∈ Z2 \ {(0, 0)}. En passant a`
l’espace tangent, on aurait nω11 = mω12 qui contredirait la liberte´ de (ω11, ω12). Finalement il reste
a` trouver ω dans l’espace tangent de Imψ c’est-a`-dire tel que ω11 = dϕ̂(ω21) et ω22 = dϕ(ω12).
Puisque dϕ ◦ dϕ̂ = ∆id, la premie`re condition s’e´crit ω21 = ∆dϕ(ω11). L’existence des deux bases
adapte´es (ω11, ω12) et (ω21, ω22) de´coule donc du fait que Ω2/dϕ(Ω1) est un groupe cyclique de
cardinal ∆ car ϕ est cyclique. 
Cet e´nonce´ est plus ou moins classique (voir [MW1, Pe2]) a` part peut-eˆtre l’assertion (2) qui ne
semble pas avoir e´te´ note´e explicitement.
7.3. Cas non CM : estimations. Nous de´montrons la premie`re assertion du the´ore`me 1.4.
Comme nous traitons plus loin diffe´remment le cas ou` k posse`de une place re´elle, nous pouvons
supposer ici que toutes les places de k sont complexes. Il en va alors bien suˆr de meˆme des places
de l’extension k′.
Avec les notations ci-dessus, nous imposons maintenant que (ω11, ω12) forme une base minimale
de Ω1. Ceci signifie que ‖ω11‖L1,σ0 = ρ((E1)σ0 , (L1)σ0) ou` L1 est l’unique polarisation principale sur
E1 et que ω12 = τω11 ou` τ appartient au domaine fondamental de Siegel : |τ | ≥ 1 et |Re τ | ≤ 1/2.
On e´crit y = Im τ . On sait alors que y = ρ((E1)σ0 , (L1)σ0)
−2 (voir remarque 3.3).
Nous fixons a` pre´sent le choix de σ0 jusqu’ici arbitraire, en demandant que y soit minimal pour
ce choix. En vertu de la proposition 3.2, cela nous fournit y ≤ 1, 92H ou` nous notons, ici et dans
toute la suite, H = max(h(E1), 1000). Ce petit raffinement alle`ge quelque peu les calculs qui suivent
mais ne modifie que le terme logarithmique de l’estimation finale.
Soient p1 et p2 les deux projections E
2
1 → E1. Posons n = [|τ |2] ∈ N \ {0} et conside´rons la
polarisation L′ = p∗1L
⊗n
1 ⊗ p∗2L1 sur E21 et p la compose´e Aω → A→ E21 . D’apre`s l’assertion (3) du
the´ore`me 7.5, p est une isoge´nie (de degre´ ∆) donc L = p∗L′ est ample sur Aω et
degLAω = (deg p) degL′ E
2
1 = 2n∆.
Ceci nous permet d’appliquer la proposition 6.9 au couple (Aω , L) sur le corps de nombres k
′. En
effet, si degLAω < 10
10 alors ∆ < 1010 et la majoration (18) que nous allons de´montrer plus bas
est tre`s largement vraie. Nous majorons x ≤ (degLAω)−1/2 = (2n∆)−1/2 tandis que nous avons
δσ′0
≤ ‖ω‖L,σ′0 puisque ω ∈ t(Aω)σ′0 mais ω 6∈ tB[σ′0] par minimalite´. Comme δσ′0 = δσ′0 et σ
′
0 6= σ′0,
la proposition 6.9 donne donc
2
√
2n∆
D‖ω‖2L,σ′0
≤ 1778
(
max(1000, µ̂max(tvAω )) + log(2n∆) + 1, 95
+
1
D
∑
σ′ : k′ →֒C
logmax(1, ρ((Aω)σ′ , Lσ′)
−1)
)
ou` D = [k′ : Q]. Nous allons maintenant estimer les termes qui apparaissent dans cette majoration.
En premier lieu, on a
‖ω‖2L,σ′0 = ‖(ω11, ω12)‖
2
L′,σ0 = n‖ω11‖2L1,σ0 + ‖ω12‖2L1,σ0
= (n+ |τ |2)‖ω11‖2L1,σ0 = (n+ |τ |2)ρ((E1)σ0 , (L1)σ0)2
=
n+ |τ |2
y
≤ n+ |τ |
2√
|τ |2 − 14
≤ 2n√
n− 14
(la dernie`re ine´galite´ vient de ce que la fonction t 7→ (n+ t)/√t− 1/4 de´croˆıt sur [n, n+1/2], croˆıt
sur [n+ 1/2, n+ 1] et d’une comparaison entre les valeurs en n et n+ 1). Par un calcul analogue,
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si ω′ = (ω′11, ω
′
12, ω
′
21, ω
′
22) est une pe´riode de (Aω)σ′ pour σ
′ : k′ →֒ C quelconque, nous avons
‖ω′‖2L,σ′ = n‖ω′11‖2L1,σ′ + ‖ω′12‖2L1,σ′ ≥ max(‖ω′11‖L1,σ′ , ‖ω′12‖L1,σ′)2.
Si ω′ 6= 0 on a ω′11 6= 0 ou ω′12 6= 0 (toujours car p est une isoge´nie) donc
ρ((Aω)σ′ , Lσ′) ≥ ρ((E1)σ′ , (L1)σ′ ).
Ainsi
1
D
∑
σ′ : k′ →֒C
logmax(1, ρ((Aω)σ′ , Lσ′)
−1) ≤ 1
2D
∑
σ′ : k′ →֒C
logmax(1, ρ((E1)σ′ , (L1)σ′)
−2)
≤ 1
2
max
(
1, log
1
D
∑
σ′ : k′ →֒C
ρ((E1)σ′ , (L1)σ′)
−2
)
≤ 1
2
max(1, log(1, 92H)) =
1
2
log(1, 92H)
a` nouveau avec la proposition 3.2 (applique´e a` (E1)k′). Nous avons a` ce stade
√
∆ ≤ 1778D
(
2− 1
2n
)−1/2(
max(1000, µ̂max(tvAω)) + log(2n∆) + 1, 95 +
1
2
log(1, 92H)
)
et il nous reste a` estimer la pente maximale.
Lemme 7.6. Nous avons
µ̂max(tvAω) ≤ h(E1) + log∆ +
1
2
log
n
π
.
De´monstration. Comme on a L = p∗L′ pour l’isoge´nie p, le lemme 3.9 donne µ̂max(t(Aω ,L)) ≤
µ̂max(t(E21 ,L′)) et, par proprie´te´ des pentes maximales, ce majorant vaut µ̂max(t(E1,L⊗n1 )
⊕t(E1,L1)) =
max(µ̂(t(E1,L⊗n1 )
), µ̂(t(E1,L1))). Par ailleurs, comme dimAω = 2, nous avons aussi µ̂max(t
v
Aω
) =
µ̂max(tAω ) − 2µ̂(tAω ). Nous e´valuons les diffe´rentes pentes par le lemme 3.7. En particulier
max(µ̂(t(E1,L⊗n1 )
), µ̂(t(E1,L1))) = µ̂(t(E1,L1)) = −h(E1) + (1/2) logπ et 2µ̂(tAω) = −h(Aω) −
(1/2) log h0(Aω , L) + log π. Nous obtenons donc
µ̂max(tvAω ) ≤ h(Aω)− h(E1) +
1
2
log
degLAω
2π
.
On conclut alors avec degLAω = 2n∆, h(Aω) = h(E1) + h(E2) (d’apre`s l’assertion (2) du
the´ore`me 7.5) et h(E2) ≤ h(E1) + (1/2) log∆. 
Avec max(1000, µ̂max(tvAω )) ≤ H + log∆+ 12 log nπ et quelques calculs nume´riques nous aboutis-
sons a`
√
∆ ≤ 1778D
(
2− 1
2n
)−1/2
(H +
1
2
logH +
3
2
logn+ 2 log∆ + 2, 4).
Si n = 1 ceci s’e´crit
(18)
√
∆ ≤ 1778D
√
2
3
(H +
1
2
logH + 2 log∆ + 2, 4).
Voyons que cette formule vaut aussi si n ≥ 2. Dans ce cas, on majore n ≤ |τ |2 ≤ y2 + 1/4 ≤
(1, 92H)2 + 1/4 ≤ 4H2 donc
√
∆ ≤ 1778D
√
4
7
(H + 3, 5 logH + 2 log∆ + 4, 5).
Avec H ≥ 1000 on a 3, 5 logH + 4, 5 ≤ 0, 03H et l’estimation 1, 03√4/7 ≤√2/3 montre que (18)
est encore valable (largement).
Nous utiliserons (18) plus bas. Ici nous pouvons encore simplifier cette forme brute. Toujours avec
H ≥ 1000 nous e´crivons 0, 5 logH+2, 4 ≤ 0, 006H et donc, en employant 1, 006×1778√2/3 ≤ 1461,
nous trouvons √
∆ ≤ 1461D(H + 2 log∆).
Ceci entraˆıne a` son tour √
∆ ≤ 1545D(H + 4 logD).
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En effet, c’est clair si
√
∆ ≤ 1, 545.106D. Sinon
log∆ = 2 logD + 2 log
√
∆
D
≤ 2 logD + 2 log(1, 545.10
6)
1, 545.106
√
∆
D
≤ 2 logD + 1, 85.10−5
√
∆
D
et l’on conclut par 1461/(1− 1461 × 3, 7.10−5) ≤ 1545. Maintenant nous pouvons encore utiliser
H + 4 logD ≤ 1, 02(H + 4 logD − 19) et e´ventuellement H + 4 logD − 19 ≤ 1000max(h(E1) −
1, log(D/2), 1) et, comme 1545× 1, 02 ≤ (2, 5× 106)1/2, nous aboutissons a`
∆ ≤ 2, 5× 106D2(H + 4 logD − 19)2
ou
∆ ≤ 2, 5× 1012D2max
(
h(E1)− 1, log D
2
, 1
)2
.
Ceci donne (dans le cas sans multiplications complexes et sans place re´elle) les deux premie`res
assertions du the´ore`me 1.4 avec h(E1)− 1 ≤ hF (E1) et D ≤ 2[k : Q] (the´ore`me 7.5).
7.4. Cas CM. Soient E1 et E2 deux courbes elliptiques a` multiplications complexes isoge`nes.
On les suppose de´finies sur un corps de nombres k, on choisit un plongement σ0 de k dans C.
On conside`re les extensions a` C via σ0 de E1 et E2 et ω1, ω2 des pe´riodes minimales. On forme
A = E1 × E2 et ω = (ω1, ω2) et l’on s’inte´resse a` Aω. Comme plus haut Aω est de´finie sur une
extension k′ de k munie d’un plongement σ′0 e´tendant σ0. Ici on a [k
′ : k] ≤ 12 par la proposition 7.3.
Soient ∆1 = cardAω ∩ {0} × E2 et ∆2 = cardAω ∩ E1 × {0}.
Lemme 7.7. La varie´te´ abe´lienne Aω est de dimension 1 et ∆1 et ∆2 sont finis.
De´monstration. Il suffit de ve´rifier que Aω n’est ni {0}, ni E1 × {0}, ni {0} ×E2, ni E1 × E2. Les
trois premie`res ne contiennent pas ω dans leur espace tangent. Si ϕ : E1 → E2 est une isoge´nie
alors dϕ(Ω1) ⊂ Ω2 et donc End(E2) · dϕ(ω1) ⊂ Ω2 est de conoyau fini donc il existe N ∈ N \ {0}
avec NΩ2 ⊂ End(E2) ·dϕ(ω1) donc il existe ψ ∈ End(E2) tel que Nω2 = dψ◦dϕ(ω1) ce qui montre
Aω ⊂ {(P1, P2) ∈ E1 × E2 | ψ ◦ ϕ(P1) = [N ]P2} 6= E1 × E2. 
Lemme 7.8. Il existe des isoge´nies Aω ⇋ E1, Aω ⇋ E2 et E1 ⇋ E2 de degre´s respectifs ∆1, ∆2
et ∆1∆2.
De´monstration. La projection p1|Aω : Aω → E1 est de degre´ ∆1 et p̂1|Aω aussi (voir lemme 7.1). Il
en va de meˆme pour Aω ⇋ E2 puis l’on compose. 
Nous nous inte´ressons a` ρ((Aω)σ′0 , (Lω)σ′0 ) ou` Lω est la polarisation principale sur la courbe
elliptique Aω. Par de´finition ω ∈ Ω(Aω)σ′
0
. E´valuons ‖ω‖Lω,σ′0 . Comme L⊗∆1ω = p∗1L1 (ou` L1 est la
polarisation principale sur E1) on a
‖ω‖2Lω,σ′0 =
1
∆1
‖ω‖2p∗1L1,σ′0 =
1
∆1
‖dp1(ω)‖2L1,σ′0 =
1
∆1
‖ω1‖2L1,σ0 .
De la meˆme fac¸on, on a aussi ‖ω‖2Lω,σ′0 =
1
∆2
‖ω2‖2L2,σ0 . Par suite, on a
ρ((Aω)σ′0 , (Lω)σ′0)
2 ≤ 1
∆1
ρ((E1)σ0 , (L1)σ0 )
2 =
1
∆2
ρ((E2)σ0 , (L2)σ0)
2.
Comme 1/ρ2 ≥ √3/2 sur une courbe elliptique (remarque 3.3), nous trouvons
ρ((Aω)σ′0 , (Lω)σ′0)
2 ≤ 2√
3max(∆1,∆2)
et donc, en posant D = [k′ : Q] et δ = max(∆1,∆2)/D,
Tω :=
1
[k′ : Q]
∑
σ′ : k′ →֒C
ρ((Aω)σ′ , (Lω)σ′)
−2 ≥
√
3δ
2
.
Notons H = max(1, h(E1) + (1/2) log(D/12π)) et montrons que δ ≤
√
233H . Pour cela, on peut
supposer δ ≥ √233 et l’on sait alors par la proposition 3.2 applique´e avec √3δ/2 que
π
√
3δ/2 ≤ 3 log(
√
3δ/2) + 6h(Aω) + 8, 66.
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Ici on a h(Aω) ≤ h(E1) + (1/2) log∆1 en utilisant l’isoge´nie entre Aω et E1 (voir lemme 7.8). Par
suite il vient
π
√
3
2
δ ≤ 3 log
√
3
2
δ2 + 6H + 19, 55 ≤ 6 log δ + 25, 12H.
L’ine´galite´ δ ≤ √233H s’obtient alors en remarquant que log δ ≤ ((log√233)/√233)δ et
25, 12
π
√
3
2 − 6 log
√
233√
233
<
√
233.
On en de´duit ∆1∆2 ≤ D2δ2 ≤ 233D2H2 et nous avons donc bien prouve´ qu’il existe une isoge´nie
entre E1 et E2 de degre´ au plus
233[k′ : Q]2max
(
1, hF (E1) +
1
2
log
[k′ : Q]
12
)2
.
Avec [k′ : Q] ≤ 12[k : Q] et 233× 144 ≤ 3, 4× 104, ceci montre l’assertion du the´ore`me 1.4 dans le
cas avec multiplications complexes.
7.5. Cas non CM avec une place re´elle. Soit k un corps de nombres qui posse`de au moins
une place re´elle. On note σ0 : k →֒ C un plongement complexe induit par cette place. Soient
E1 et E2 deux courbes elliptiques sans multiplications complexes, de´finies sur k et isoge`nes. Pour
chaque j ∈ {1, 2} le re´seau des pe´riodes de (Ej)σ0 est de la forme Ωj := Zωj ⊕ Zτjωj avec τj
e´le´ment du domaine fondamental de Siegel (on notera yj sa partie imaginaire). Le caracte`re re´el
de la place attache´e a` σ0 se traduit par l’e´galite´ (Ej)σ0 = (Ej)σ0 = (Ej)σ0 , et en particulier
les re´seaux des pe´riodes sont identiques. Soit fj : (Ej)σ0 → (Ej)σ0 l’application de conjugaison
complexe du § 2.6. D’apre`s la proposition 2.2, la base (dfj(ωj), dfj(τjωj)) est une base minimale
de Ωj . Par antiline´arite´, on a dfj(τjωj) = τjdfj(ωj). Ainsi τj et τj sont conjugue´s par SL2(Z).
En utilisant que τj appartient au domaine fondamental, on trouve |Re(τj)| ∈ {0, 1/2} et le re´seau
Ω′j := Zωj⊕Z(2τjωj) = Zωj⊕Z(2iyjωj) est un sous-re´seau de Ωj d’indice 2. Ainsi, en conside´rant
une isoge´nie ϕ : E1 → E2, on a l’inclusion 2dϕ(Ω′1) ⊂ 2dϕ(Ω1) ⊂ 2Ω2 ⊂ Ω′2 qui entraˆıne l’existence
d’entiers a, b tels que
(19) dϕ(ω1) = aω2/2 + biy2ω2.
Le fait que 4iy1dϕ(ω1) appartienne aussi a` Ω
′
2 se traduit par les conditions 4by1y2 ∈ Z et ay1y−12 ∈
Z, qui induisent par produit 4aby21 ∈ Z. Or l’on ne peut avoir y21 ∈ Q car sinon τ1 serait quadratique
et la courbe E1 aurait de la multiplication complexe. Ainsi, on a ne´cessairement ab = 0 et la
relation (19) montre que, pour au moins une pe´riode ω dans l’ensemble {(ω1, ω2), (ω1, 2iy2ω2)}, la
sous-varie´te´ abe´lienne Aω de A = E1 × E2 est de dimension 1. Par un raisonnement similaire en
permutant Ω′1 et Ω
′
2, on peut remplacer (ω1, 2iy2ω2) dans cette paire par (2iy1ω1, ω2). Pour une
pe´riode ω idoine, la courbe elliptique Aω est de´finie sur une extension k
′ de k de degre´ D = [k′ :
Q] ≤ 2[k : Q] (the´ore`me 7.5) et l’on note σ′0 un plongement complexe de k′ prolongeant σ0. Posons
∆1 = cardAω ∩{0}×E2 et ∆2 = cardAω ∩E1×{0}. Comme dans le cas CM, nous disposons des
lemmes 7.7 (choix de ω) et 7.8 (de´monstration inchange´e). L’obtention d’une borne pour le degre´
minimal d’isoge´nie ∆ repose alors sur une majoration du produit ∆1∆2 a` partir de notre lemme
matriciel pour les courbes elliptiques, analogue au cas CM. Pour l’analyse, nous allons distinguer
deux cas selon la valeur prise par dimA(ω1,ω2).
7.5.1. Premier cas : dimA(ω1,ω2) = 1. C’est le cas le plus simple. Il suffit de reprendre la
de´monstration du cas CM (qui suit le lemme 7.8), avec (ω1, ω2), en changeant le 12 au de´nominateur
dans la de´finition de H par 2 (car D = [k′ : Q] ≤ 2[k : Q]). La constante 19, 55 peut eˆtre remplace´e
par 14, 18, la valeur 25, 12 par 19, 75 et 233 par 167. On trouve alors ∆1∆2 ≤ 167D2H2. Dans ce
cas, on a
∆ ≤ 668[k : Q]2max
(
1, hF (E1) +
1
2
log[k : Q]
)2
≤ 1503[k : Q]2max (1, hF (E1), log[k : Q])2.
7.5.2. Deuxie`me cas : dimA(ω1,ω2) = 2. Nous avons vu que si ω ∈ {(ω1, 2iy2ω2), (2iy1ω1, ω2)} alors
dimAω = 1. E´tudions les deux possibilite´s.
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• ω = (ω1, 2iy2ω2). On a
ρ((Aω)σ′0 , (Lω)σ′0 )
2 ≤ ‖ω‖2Lω,σ′0 =
1
∆1y1
=
4y2
∆2
.
Soient δ = ∆1y1/D = ∆2/(4Dy2) et
H ′ := max
(
1, hF (E1), log
D
2
)
.
Nous allons montrer que δ ≤ 12, 31H ′, ce qui permettra d’obtenir une premie`re majoration de
∆1∆2 car ∆1∆2 = (2Dδ)
2y2/y1. On peut supposer δ ≥ 12, 31. Conside´rons Tω la moyenne des
ρ((Aω)σ, (Lω)σ)
−2. On dispose de l’ine´galite´ Tω ≥ δ, qui de´coule du calcul de la norme de ω en la
place σ′0. Graˆce a` la proposition 3.2 et a` l’isoge´nie entre Aω et E1 de degre´ ∆1 (voir lemme 7.8),
qui donne h(Aω) ≤ h(E1) + (1/2) log∆1, on a
(20) πδ ≤ 3 log δ + 6h(E1) + 3 log∆1 + 8, 66.
En observant que ∆1 ≤ (2/
√
3)Dδ (car y1 ≥
√
3/2) et en se rappelant que hF (E1) = h(E1) −
(log π)/2, on en de´duit πδ ≤ 6 log δ+23, 61H ′. Comme δ ≥ 12, 31 on a log δ ≤ (log(12, 31)/12, 31)δ
puis
δ ≤ 23, 61H
′
π − 6× log(12,31)12,31
≤ 12, 31H ′,
qui est le re´sultat voulu. On en de´duit
(21)
√
∆ ≤
√
∆1∆2 ≤ 24, 62DH ′
√
y2
y1
.
• ω = (2iy1ω1, ω2). On a
ρ((Aω)σ′0 , (Lω)σ′0 )
2 ≤ ‖ω‖2Lω,σ′0 =
4y1
∆1
=
1
∆2y2
.
Soient δ′ = ∆1/(4Dy1) = ∆2y2/D, H ′ = max (1, hF (E1), log(D/2)) et Tω comme ci-dessus.
Nous allons montrer que δ′ ≤ 18, 19H ′ en proce´dant comme dans le cas pre´ce´dent. On part de
l’ine´galite´ (20) qui reste valide ici avec δ′ (que l’on peut supposer ≥ 18, 19). On majore ∆1 = 4y1Dδ′
par 25, 8D2max (1, h(E1))δ
′ graˆce a` la proposition 3.2 et a` la remarque 3.3. En remplac¸ant dans (20)
et en utilisant log a ≤ a− 1 pour a > 0, on de´duit alors
πδ′ ≤ 6 log δ′ + 6 logD + 6h(E1) + 3max (1, h(E1)) + 15, 42.
En distinguant les cas h(E1) ≤ 1 et h(E1) > 1, cette majoration implique πδ′ ≤ 6 log δ′+39, 74H ′.
Comme δ′ ≥ 18, 19 on a log δ′ ≤ (log(18, 19)/18, 19)δ′ puis
δ′ ≤ 39, 74H
′
π − 6× log(18,19)18,19
≤ 18, 19H ′.
On a alors √
∆ ≤
√
∆1∆2 ≤ 36, 38DH ′
√
y1
y2
.
Pour conclure, on multiplie cette ine´galite´ par (21) :
∆ ≤ 895, 7× [k′ : Q]2max
(
1, hF (E1), log
[k′ : Q]
2
)2
et l’on utilise [k′ : Q] ≤ 2[k : Q] et 895, 7×4 < 3583. Ceci termine la de´monstration du the´ore`me 1.4.
7.6. Hauteur et invariant modulaire. Le lemme suivant se trouve dans [Si] sans explicitation
de la constante. C’est aussi une version plus fine de l’une des ine´galite´s de l’encadrement (51) de
[Pe2].
Lemme 7.9. Pour toute courbe elliptique E d’invariant j nous avons
h(E) ≤ 1
12
h(j) + 2, 95.
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De´monstration. Les deux membres sont invariants par extension de corps, donc nous pouvons
supposer E/k semi-stable. Si nous appliquons la formule (10) donne´e par Silverman [Si] dans le
cas semi-stable, nous avons :
h(j) =
1
[k : Q]
log |Nk/Q∆E/k|+ 1
[k : Q]
∑
σ : k→֒C
logmax(1, |j(τσ)|)
ou` nous notons τσ l’e´le´ment du domaine fondamental de Siegel correspondant a` Eσ (et dans le
premier terme apparaˆıt la norme du discriminant minimal de E/k). Par ailleurs, en posant yσ =
Imτσ, la proposition 1.1 de [Si] fournit
hF (E) =
1
12[k : Q]
log |Nk/Q∆E/k| −
1
12[k : Q]
∑
σ : k→֒C
log(|∆(τσ)|y6σ).
En combinant et en rappelant que hF (E) = h(E)− (1/2) logπ, nous avons
h(E)− 1
12
h(j) =
1
2
log π − 1
12[k : Q]
∑
σ : k→֒C
log
(
max (1, |j(τσ)|)|∆(τσ)|y6σ
)
.
D’apre`s l’estimation situe´e au bas de la page 256 de [Si], nous pouvons e´crire
|∆(τσ)| ≥ e−1/9−2πyσ(2π)−12.
Par ailleurs Faisant et Philibert donnent la minoration |j(τσ)| ≥ e2πyσ − 1193 (lemme 1, (iii)
de [FP2, p. 187] ; la preuve est dans le texte [FP1, (3) p. 2.6]). Par suite, nous avons
Uσ = max (1, |j(τσ)|)|∆(τσ)|y6σ ≥ max(1, e2πyσ − 1193)e−1/9−2πyσ(2π)−12y6σ
≥ e−1/9(2π)−12f(yσ)
ou` f est la fonction donne´e par
f(y) = max (y6e−2πy, y6(1− 1193e−2πy)).
Une rapide e´tude de fonction montre que f est croissante sur [
√
3/2, 3/π] et sur [(log 1194)/2π,+∞[
tandis qu’elle est de´croissante sur [3/π, (log 1194)/2π]. Comme de plus le calcul montre que
f((log 1194)/2π) < f(
√
3/2) nous avons pour tout y ≥ √3/2 la minoration f(y) ≥ f((log 1194)/2π)
et donc pour tout σ la quantite´ Uσ est minore´e par 1/B ou` B est la constante
B = 1194
(
2π
log(1194)
)6
e1/9(2π)12.
En revenant au calcul de hauteur nous avons
h(E)− 1
12
h(j) ≤ 1
2
log π +
1
12
logB ≤ 2, 95
apre`s estimation nume´rique. 
7.7. Cas non CM : application. Nous de´montrons le corollaire 1.5. Soient p et E comme dans
l’e´nonce´. Nous raisonnons par l’absurde en supposant que l’image de la repre´sentation galoisienne
est contenue dans le normalisateur d’un sous-groupe de Cartan de´ploye´. Ceci entraˆıne notamment
que l’invariant modulaire j de E est entier : j ∈ Z (voir [BiPa, appendice]). Alors le the´ore`me 2.1
de [BPR] (version explicite du re´sultat principal de [BiPa]) montre
log |j| ≤ 2π√p+ 6 log p+ 21(log p)
2
√
p
.
De plus, dans la partie 5 de [BiPa] (voir aussi la partie 3 de [BPR]), on construit deux courbes
E1 et E2 de sorte que d’une part E et E1 sont relie´es par une isoge´nie de degre´ p donc h(E1) ≤
h(E) + (1/2) log p et d’autre part E1 et E2 sont relie´es par une isoge´nie cyclique de degre´ p
2. Ceci
fait que dans les notations des paragraphes 7.2 et 7.3, on a
√
∆ = p (nos courbes sont toutes
sans multiplications complexes comme E). En outre la construction montre que E1 et E2 ainsi que
l’isoge´nie cyclique sont de´finies sur un corps k quadratique. Ceci assure que toutes les isoge´nies
entre E1 et E2 sont de´finies sur k et donc il en va de meˆme de Aω. Par suite k
′ = k et D = 2. Si k
est imaginaire, nous avons d’apre`s la majoration (18) (qui suit le lemme 7.6)
p ≤ 2
√
2
3
1778(H + 4 log p+ 0, 5 logH + 2, 4)
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ou` H = max(h(E1), 10
3) ≤ max(h(E) + (1/2) log p, 103). Dans le cas re´el, cette estimation est
tre`s largement vraie (le the´ore`me 1.4 montre p ≤ 2√3583H). En combinant le lemme 7.9 et la
majoration de log |j| = h(j) donne´e ci-dessus, nous trouvons
H ≤ max
(
1000,
π
6
√
p+ log p+
7(log p)2
4
√
p
+ 2, 95
)
puis
p ≤ 2
√
2
3
1778
(
max
(
1000,
π
6
√
p+ log p+
7(log p)2
4
√
p
+ 2, 95
)
+ 4 log p+ 2, 4
+ 0, 5 logmax
(
1000,
π
6
√
p+ log p+
7(log p)2
4
√
p
+ 2, 95
))
.
Si l’on divise par p de chaque coˆte´ on obtient une majoration de la forme 1 ≤ f(p) pour une
fonction f de´croissante sur [1,+∞[. Le calcul montre que f(3 094 028) < 1 < f(3 094 027) et nous
en de´duisons que l’on a p ≤ 3 094 027.
8. Appendice
L’objectif de cet appendice est de de´montrer le the´ore`me de Bost utilise´ dans le travail d’Autis-
sier [Au]. Il est e´nonce´ dans les notes [Bo3, p. 5] et repris dans [Gr, p. 100] (voir l’ine´galite´ (13) et
la dernie`re e´galite´ de la page ou` l’on corrige l’exposant g/4 en 1/4) mais aucune de´monstration ne
semble avoir e´te´ publie´e a` ce jour.
Soit donc une varie´te´ abe´lienne A de´finie sur un corps de nombres k et munie d’une polarisation
principale L. Pour tout plongement σ : k →֒ C, la varie´te´ abe´lienne complexe Aσ obtenue par
extension des scalaires est principalement polarise´e et donc isomorphe a` un unique Cg/(Zg+τσZ
g)
avec τσ dans le domaine fondamental de Siegel.
Notons yσ := Im τσ. Soit Fσ : C
g → C de´finie par, si z = τσp+ q ∈ Cg avec p, q ∈ Rg,
Fσ(z) = det(2yσ)
1/4
∑
n∈Zg
exp
(
iπt(n+ p)τσ(n+ p) + 2iπ
tnq
)
.
Le the´ore`me de Bost s’e´crit alors sous la forme suivante.
The´ore`me 8.1. Soit a := −(h(A) + (g/2) log(2π))/2. On a
a ≤ 1
[k : Q]
∑
σ : k→֒C
∫
(Rg/Zg)2
log |Fσ(τσp+ q)| dpdq.
Nous commenc¸ons par quelques proprie´te´s de la fonction Fσ. Elles font intervenir la donne´e
d’Appell-Humbert (Hσ, χσ) sur C
g/Zg + τσZ
g de´finie par
Hσ(z, z
′) = tzy−1σ z
′ et χ(τσm+ n) = (−1)
tmn
ou` z, z′ ∈ Cg et m,n ∈ Zg.
Lemme 8.2. Soit σ un plongement complexe de k.
(1) Nous avons ∫
(Rg/Zg)2
|Fσ(τσp+ q)|2 dpdq = 1.
(2) Si nous posons ϑσ(z) = Fσ(z) exp((π/2)
tzy−1σ z− iπtpτσp) pour z = τσp+ q avec p, q ∈ Rg
alors ϑσ : C
g → C est une fonction theˆta associe´e a` la donne´e d’Appell-Humbert (Hσ, χσ).
(3) Nous avons |ϑσ(z)| = |Fσ(z)| exp((π/2)Hσ(z, z)) pour tout z ∈ Cg.
THE´ORE`ME DES PE´RIODES ET ISOGE´NIES 35
De´monstration. Pour (1), en e´valuant |Fσ|2, l’inte´grale a` calculer vaut∫
(Rg/Zg)2
det(2yσ)
1/2
∑
n,m∈Zg
e2iπ
t(n−m)q+iπt(n+p)τσ(n+p)−iπt(m+p)τσ(m+p)dp dq
= det(2yσ)
1/2
∑
n,m∈Zg
∫
Rg/Zg
eiπ
t(n+p)τσ(n+p)−iπt(m+p)τσ(m+p)
(∫
Rg/Zg
e2iπ
t(n−m)qdq
)
dp
= det(2yσ)
1/2
∑
n∈Zg
∫
Rg/Zg
e−2π
t(n+p)yσ(n+p)dp
= det(2yσ)
1/2
∫
Rg
e−2π
tpyσpdp
= 1
(pour de´montrer la dernie`re e´galite´, on peut remplacer 2yσ par l’identite´ via un changement de
variables line´aire ; elle se re´duit alors a`
∫
R
e−x
2
dx =
√
π). Pour (2), un premier calcul donne pour
z = τσp+ q et ω = τσm+n la relation Fσ(z+ω) = Fσ(z) exp(−2iπtmq) ou` m,n ∈ Zg et p, q ∈ Rg.
Avec les meˆmes notations ceci montre que ϑσ(z+ω)ϑσ(z)
−1 est l’exponentielle du nombre complexe
π
2
(
t(z + ω)y−1σ (z + ω)− tzy−1σ z
)− iπt(p+m)τσ(p+m) + iπtpτσp− 2iπtmq.
Apre`s un calcul e´le´mentaire, cette quantite´ se transforme en
π
2
tωy−1σ ω + π
tωy−1σ z + iπ
tmn.
Ceci nous fournit la relation
ϑσ(z + ω) = ϑσ(z)χσ(ω) exp
(
πHσ(ω, z) +
π
2
Hσ(ω, ω)
)
qui montre bien que ϑσ est une fonction theˆta pour le facteur d’automorphie introduit au § 2.5
(voir aussi [BL, lemme 3.2.4] pour un re´sultat semblable). Le caracte`re holomorphe de ϑσ se lit sur
la relation
e−iπ
tpτσp
∑
n∈Zg
exp
(
iπt(n+ p)τσ(n+ p) + 2iπ
tnq
)
=
∑
n∈Zg
exp
(
iπtnτσn+ 2iπ
tnz
)
.
Enfin pour (3) il s’agit de voir que le nombre (π/2)tzy−1σ z−iπtpτσp−(π/2)Hσ(z, z) est un imaginaire
pur. On constate alors simplement qu’il vaut iπtpq. 
Nous en venons maintenant au lemme-clef en vue de la de´monstration du the´ore`me 8.1 qui relie
la hauteur de Ne´ron-Tate aux fonctions Fσ. Pour pouvoir l’exprimer, nous avons besoin de pre´ciser
le choix d’isomorphisme entre Aσ et C
g/Zg + τσZ
g. Il est lie´ a` un choix de repre´sentant pour la
polarisation L. Tout d’abord nous pouvons faire, dans l’e´nonce´ du the´ore`me 8.1, une extension finie
du corps de base de manie`re transparente. Pour ne pas alourdir les notations, ici et ci-dessous, nous
conservons les notations Fσ, τσ et yσ pour un plongement σ d’un sur-corps de k : il est entendu
que l’on parle en fait de Fσ|k et ainsi de suite.
Nous profitons de cette liberte´ pour supposer que L admet sur k un repre´sentant syme´trique
et nous le fixons une fois pour toutes. Nous notons aussi E le diviseur effectif de A associe´. Nous
pouvons alors fixer de manie`re unique l’isomorphisme entre Aσ et C
g/Zg + τσZ
g en exigeant que
Lσ corresponde au faisceau inversible syme´trique de donne´e d’Appell-Humbert (Hσ, χσ) introduite
plus haut. Pour alle´ger les notations, nous identifions les varie´te´s abe´liennes Aσ et C
g/Zg + τσZ
g.
En particulier tAσ est identifie´ a` C
g et la fonction ϑσ du lemme pre´ce´dent est une fonction theˆta
associe´e a` Lσ.
Lemme 8.3. Soient K une extension finie de k et x ∈ A(K). Notons ĥL(x) la hauteur de Ne´ron-
Tate de x relative a` L. Pour tout plongement σ : K →֒ C, conside´rons un logarithme zσ de x dans
tAσ : x = expAσ(zσ). Supposons que x ne soit pas dans le support du diviseur E associe´ a` L. Alors
on a
a ≤ ĥL(x) + 1
[K : Q]
∑
σ : K →֒C
log |Fσ(zσ)|.
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De´monstration. Conside´rons un mode`le de Moret-Bailly (A,L, ǫx) de (A,L, x) sur une extension
finie K ′ de K (voir § 6.1 et [Bo2, § 4.3]) :
(i) A → SpecOK′ est un sche´ma en groupes lisse, de fibre ge´ne´rique AK′ ,
(ii) L est un faisceau inversible hermitien cubiste sur A, de fibre ge´ne´rique LK′ ,
(iii) ǫx : SpecOK′ → A est une section qui rele`ve x ∈ A(K ′).
Comme dans le paragraphe 6.1, ce mode`le confe`re a` l’espace H := H0(AK′ , LK′) une structure de
fibre´ hermitien ade´lique H sur K ′. Par hypothe`se, une section s ∈ H \ {0} ne s’annule pas en x et,
puisque h0(A,L) = 1, on dispose de la formule
µ̂(H) = µ̂(ǫ∗xL) +
1
[K ′ : Q]
∑
v
[(K ′)v : Qv] log
‖s(x)‖ǫ∗xL,v
‖s‖H,v
(dans la somme, v parcourt les places de K ′). La pente µ̂(ǫ∗xL) est e´gale a` ĥL(x) [Bo2, the´ore`me
4.10, (ii)] tandis que µ̂(H) = a (voir (2)). Dans la somme, on se´pare les places ultrame´triques des
places archime´diennes. Si v est ultrame´trique, conside´rons une base sv du Ov-module libre (de rang
1) H0(A,L)⊗OK′ Ov (Ov est l’anneau de valuation du comple´te´ de K ′ en la place v). On a alors
‖s(x)‖ǫ∗xL,v
‖s‖H,v
= ‖sv(ǫx)‖ǫ∗xL,v ≤ 1.
Si v est archime´dienne et si σ : K ′ →֒ C est un plongement complexe associe´, la fonction theˆta
ϑσ : tAσ → C du lemme 8.2 (2) correspond a` un e´le´ment sσ ∈ H ⊗σ C avec lequel nous pouvons
calculer le quotient des normes, en utilisant la relation (3) du § 6.1 puis le lemme 8.2 (3) :
‖sσ(x)‖ǫ∗xL,v = |ϑσ(zσ)| e
−π2 ‖zσ‖2L,σ = |Fσ(zσ)|.
Le calcul de la norme ‖sσ‖H,v se fait en e´levant cette dernie`re formule au carre´ et en inte´grant. On
trouve donc (lemme 8.2 (1)) ‖sσ‖H,v = 1 puis ‖s(x)‖ǫ∗xL,v/‖s‖H,v = ‖sσ(x)‖ǫ∗xL,v = |Fσ(zσ)|. En
regroupant toutes ces informations, nous avons la formule voulue car Fσ(zσ) ne de´pend que de la
restriction de σ a` K. 
De´monstration du the´ore`me 8.1. Soit X un nombre re´el. Sur le compact (Rg/Zg)2, la fonction
fX,σ de´finie par fX,σ(p, q) = max {−X, log |Fσ(τσp+ q)|} est continue (a` valeurs re´elles). E´tant
donne´ un entier N ≥ 1, posons IN := {0, 1, . . . , N − 1}g et, pour i ∈ IN , notons pi l’image de i/N
dans Rg/Zg. Alors, pour tout nombre re´el ε > 0, il existe N0(X, ε) ∈ N tel que, pour tout entier
N ≥ N0(X, ε), pour tout plongement σ : k →֒ C, l’on ait
1
N2g
∑
(i,j)∈I2N
fX,σ(pi, pj) ≤ ε+
∫
(Rg/Zg)2
fX,σ(p, q) dpdq.
Faisons alors la moyenne sur les plongements σ :
1
N2g
1
[k : Q]
∑
σ : k→֒C
 ∑
(i,j)∈I2N
fX,σ(pi, pj)
 ≤ ε+ 1
[k : Q]
∑
σ : k→֒C
∫
(Rg/Zg)2
fX,σ(p, q) dpdq.
Dans le membre de gauche l’on peut librement remplacer k par une extension finie. Nous conside´rons
ainsi le corps KN ou` sont rationnels tous les points de N -torsion de A, note´s A[N ]. Pour x ∈ A[N ]
et σ un plongement de KN nous notons ux,σ le couple (p, q) correspondant a` un logarithme de x
dans Aσ. Lorsque x parcourt A[N ], a` σ fixe´, ux,σ parcourt exactement I
2
N . Par suite, nous avons
1
N2g
∑
x∈A[N ]
(
1
[k : Q]
∑
σ : KN →֒C
fX,σ(ux,σ)
)
≤ ε+ 1
[k : Q]
∑
σ : k→֒C
∫
(Rg/Zg)2
fX,σ(p, q) dpdq.
Le lemme 8.3 montre que, si x ∈ A[N ] n’appartient pas au diviseur E, la parenthe`se du membre de
gauche est plus grande que a. Elle est par ailleurs toujours plus grande que −X . Notre membre de
gauche est donc supe´rieur a` a(1−tN/N2g)−XtN/N2g ou` tN = card(A[N ]∩E). Par le the´ore`me de
Raynaud (ex-conjecture de Manin-Mumford, voir [Ra1]) les points de torsion de E sont contenus
dans un nombre fini de translate´s de sous-varie´te´s abe´liennes strictes de A. Comme dans chaque
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tel translate´ il y a au plus N2g−2 points de N -torsion, nous avons tN = O(N2g−2). En faisant alors
tendre N vers l’infini puis ε vers 0, on obtient
a ≤ 1
[k : Q]
∑
σ : k→֒C
∫
(Rg/Zg)2
fX,σ(p, q) dpdq.
Pour chaque σ, la suite de´croissante (fX,σ)X∈N de fonctions mesurables converge vers (p, q) 7→
log |Fσ(τσp+ q)|. Par convergence monotone, on a
lim
X→∞
∫
(Rg/Zg)2
fX,σ(p, q) dpdq =
∫
(Rg/Zg)2
log |Fσ(τσp+ q)| dpdq,
d’ou` le re´sultat. 
Pour conclure, rappelons que ce re´sultat a permis a` Bost de de´montrer une minoration uniforme
de la hauteur d’une varie´te´ abe´lienne (sans hypothe`se de polarisation).
Corollaire 8.4. Pour toute varie´te´ abe´lienne A de´finie sur un corps de nombres, on a h(A) ≥
−(1/2)(dimA) log(2π).
De´monstration. Dans le cas principalement polarise´, il suffit de voir dans les notations ci-dessus
a ≤ 0 ou meˆme, par le the´ore`me, ∫
(Rg/Zg)2
log |Fσ| ≤ 0.
Or, par concavite´ du logarithme, on a∫
(Rg/Zg)2
log |Fσ| = 1
2
∫
(Rg/Zg)2
log |Fσ|2 ≤ 1
2
log
∫
(Rg/Zg)2
|Fσ|2 = 0
par le lemme 8.2. Dans le cas ge´ne´ral on applique la minoration a` la varie´te´ A4 × (Â)4 qui est
principalement polarise´e de hauteur 8h(A) et de dimension 8 dimA (astuce de Zarhin). 
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