Global positioning systems is known to create bias effects such as multipath, ionospheric and tropospheric delays that behave like lowfrequency noise. Random measurement errors can also occur and these are typically characterized as high-frequency noise. The lowfrequency nature of a multipath is what causes the largest error, which in carrier phase measurements can reach up to 5 cm. For a static base station it is required that both error components (low and high-frequency) are removed and not included in the static baseline processing. This paper will introduce two different multi-resolution techniques that can be used separately or combined to remove the low to highfrequency GPS errors. The first technique is applied using the wavelets as a de-noising tool to tackle the high-frequency errors in the double difference domain. A detailed analysis is also made to choose the best wavelet base function and threshold technique estimator by comparing different wavelet parameters along with different thresholding techniques. The second technique discussed in this paper uses the wavelets technique as a de-trending tool to tackle the low-frequency portion of the double differenced measurements. The results of this research paper indicate that the de-trending technique can reduce the double difference errors dramatically for short baselines when compared to the de-noising technique. Conversely, the de-trending technique can cause a biased solution for long baselines, as it will enhance the RMS value and indicate good statistics for the solution. However, the will be shifted from it depending on the low frequency part of the error (ionosphere, low multipath). Therefore, it is important to isolate ionospheric error by modeling (and not spectrum filtering) before dealing with multipath, as it is hard to separate between both errors in the spectral domain. 
Introduction
Multipath mitigation in the final measurements domain (carrier/code observables) is a result of the large amount of residuals from mitigation in the antenna/receiver domain. (Raquet and Lachapelle 1996) used a multi-antenna array to mitigate the multipath error at the GPS reference station. (Han and Rizos 1997) were * E-mail: aaelghaz@ucalgary.ca the first to propose the use of finite impulse response (FIR) filters to extract or eliminate multipath. However, this technique has certain limitations because signals (i.e.: crustal deformation) that fall into the same frequency band will be removed.
A more effective technique, based on the use of an adaptive filter to extract and eliminate multipath, was suggested by (Linlin et al. 2000 , Lee 2008 ). Since GPS observation noise tends to change with time, it was determined to be more appropriate to use an adaptive filter rather than a fixed filter for the purpose of multipath mitigation. The implementation of such a technique is dependent on the selection of an appropriate value for the step-size parameter and the filter length. (Zhang and Bartone, 2004 ) developed a multipath mitigation technique based on the multipath frequency spectrum analysis. They used code minus carrier to model multipath errors and identify window size before the error was transformed into the frequency domain using the Fast Fourier Transform (FFT).
In the Fourier coefficients domain, the authors mitigated the multipath error based on the estimated multipath frequency. The reconstruction stage uses the Inverse Fast Fourier Transform (IFFT) to compute the multipath error-reduced code-phase measurements.
This technique effectively reduces code multipath error, particularly in the static mode, where the multipath fading frequency is well predicted and the fading frequency ranges from zero to 1 Hz. However, more investigation is required to apply this correction in kinematic mode given the rapid change in multipath frequency.
Wavelets are used extensively as an alternative to FFT analysis because their elements are essentially waveforms indexed by three parameters: position, scale and frequency. This is what produces such strong localized time-frequency properties, which gives the wavelets the ability to provide an accurate location of the transient component in the signal while retaining information about the fundamental frequency. Therefore, wavelet transforms offer advantages over the frequency domain analysis (Fourier analysis) and the time domain analysis (Kalman filter). Most of the research conducted on wavelet multipath mitigation uses wavelet transform on its own or combined with other techniques to mitigate high-frequency multipath error. (Dammalage et al. 2010 ) used biorthogonal wavelets to de-noise code measurements for DGPS applications and reached a 60% error reduction. (Ogaja and Satirapod 2007) applied the Symlet base function at the fourth scale decomposition level to detect and separate high-frequency multipath errors from receiver noise when using high-rate (1-Hz) GPS data. (Souza and Monico, 2004) investigated the use of both Symlet and Daubechies base functions to reduce the high-frequency multipath in GPS relative positioning. They tested both the hard and soft threshold along with the median threshold estimator and concluded that Symlet12 along with the hard threshold performed the best and achieved a 30% error reduction. (Satirapod and Rizos 2005) used wavelets to mitigate multipath at permanent stations. The use of wavelets as a de-noising tool for processing and mitigating multipath error proved to be an effective tool for high-frequency multipath mitigation. In contrast, denoising techniques cannot remove this type of error in medium to low-frequency multipath components. As a result, wavelets should be used differently according the type of errors being mitigated, for high frequency errors wavelet de-noising should be used to mitigate that error while in low frequency error wavelet de-trending should be the method of mitigation. Many of the techniques discussed above already used wavelets as a de-noising tool (Dammalage et al. 2010 , Ogaja and Satirapod 2007 , Souza and Monico 2004 and Satirapod and Rizos 2005 but it is still not clear which wavelet parameters should be used with GPS double difference data to mitigate the medium to high-frequency errors (mainly multipath and uncorrelated ionospheric error). Moreover, there is no compartative analysis made using different wavelet thresholding estimators or techniques to mitigate the medium to highfrequency errors or the best wavelets denoising technique for GPS error mitigation.
This research paper will introduce two different multi-resolution techniques that can be used separately or combined to remove the low to high-frequency GPS errors. The first technique is applied using the wavelets as a de-noising tool to tackle the highfrequency errors in the double difference domain and to obtain a de-noised double difference signal that can be used in a positioning calculation. A detailed analysis is also made to choose the best wavelet base function and threshold technique estimator by comparing different wavelet parameters along with different thresholding techniques. The second technique discussed in this paper uses the wavelets technique as a de-trending tool to tackle the lowfrequency portion of the double differenced measurements. The de-trended and the de-noised double differenced measurements will be used to compute accurate positions for the baselines length from a few hundred meters to 50 km.
Wavelets De-Noising
Double difference errors may have low (coarse-gain) and/or high frequency (fine-gain) fluctuations. Fortunately, the highfrequency aspect is relatively easy to remove if the proper denoising threshold is applied. Multi-resolution analysis has been proven to be an important tool for eliminating noise in signals. The strong localization properties of the wavelets in the time and frequency domain allow the wavelets to detect fine and coarse variations in the signal (Hubbard 1998) . A basic wavelet de-noising algorithm consists of three steps:
1. Decompose the noisy signal (double difference GPS signal) using a wavelets multi-resolution analysis of its details and approximations.
2. De-noise the details' wavelets coefficients, which contain the high-frequency portion of the signal.
3. Reconstruct the de-noised signal by applying the inverse wavelet transform to de-noised coefficients.
The double differenced signal (S) can be represented by approximation coefficients c n m and d n m detailed part (see Eq.
(1) and Eq. (2)). The double difference GPS signal is decomposed into two sets of coefficients: low frequency (approximation d n m ) and higher frequency (details c n m ) by convolving the input signal with low pass (L) and high pass (H) filters, psi m,n is the wavelets function generated from the original mother wavelets ψ ∈ L 2 (R), Φ m,n is the scaling function, m is the scale or level of decomposition, and n is the shifting or translation integer respectively. One of the main advantages of wavelets is the presence of various parameters that can be controlled to help in the classification and separation of different types of signals with different frequencies. The concept of wavelet analysis is based on finding the similarities between the candidate base function and the signal, therefore the wavelet parameters must be selected to match the properties of the GPS double difference error. Four different parameters are used in this research to create several combinations to detect the optimum combination in reducing the high-frequency GPS errors. These parameters are:
1. Wavelet base function and vanishing moment 2. Level of decomposition 3. Threshold type
Threshold estimator
All the possible combinations among the parameters are investigated to ensure that the use of the wavelet transform technique is efficient for GPS error mitigation. These parameters will be described in the next subsections.
Wavelet base function and Vanishing moment
The main criterion for selecting the wavelet base function is that the base function matches the shape of the main error, which in this case is the multipath. Ray (2000) demonstrated the pattern of the carrier phase multipath error in GPS signals, which can take one of two shapes (Figure 1 ). The multipath error with a small magnitude causes a sinusoidal pattern, while the multipath error with a high magnitude causes a saw-tooth pattern. Therefore, for the purposes of this investigation, the wavelet base function that can match both sinusoidal and saw-tooth pattern will be used. There are a number of wavelet base functions (including Haar, Daubechies, Coiflets, Symlet, Biorthogonal) that differ in the way their scaling and wavelet functions are defined. Wavelets are classified into a family by the number of vanishing moments, N. This number, which is weakly linked to the number of oscillations (the more vanishing moments a wavelet has, the more it oscillates), determines what a wavelet does not extract, that is, what it recognizes. Wavelets with one vanishing moment do not recognize a linear function. Therefore, two vanishing moments make wavelets blind to quadratic functions as well as three vanishing moments to cubic functions, and so on. Wavelets with many vanishing moments also yield small coefficients when used to analyze a low frequency (Hubbard 1998 there are wavelet subclasses distinguished by the number of coefficients and by the level of iterations. The filter lengths and the number of vanishing moments for four different wavelet families are tabulated in Table 1 . For its ability to decompose the signal into independent frequency bands through a nested sequence in the wavelet transform domain, orthogonal wavelets must be selected. The wavelets functions shown in Table 1 are candidates to detect high-frequency error in GPS signals as they can match the sinusoidal and saw-tooth pattern shown in Figure 1 . independent frequency bands through a nested sequence. MRA builds a pyramidal structure that requires an iterative application of scaling or levels of decomposition and wavelets functions to low pass (LP) and high pass (HP) filters, respectively ( Figure 3 ). These filters initially act on the entire signal band at a high frequency (lower scale values) and gradually reduce the signal band at each stage. As a result of this structure, the signal is decomposed into an approximation c n m and a detailed d n m part. Decomposition into high level is required to capture the low-frequency multipath.
In this research paper an investigation is conducted on the level of decomposition that captures most of the correlated errors between levels 1 to 12 on 1 Hz GPS double difference data.
Threshold type
The wavelet thresholding technique was developed primarily for removing noise and outliers, compression, and pattern recognition of the signal before wavelets reconstruction. In this analysis, two thresholding methods are presented: hard and soft thresholding. The former is for matrix compression and the latter for de-noising signals.
Hard thresholding is like a gate. If a value is below a certain thresholding value, it is set to zero (Figure 4 ). Wavelet coefficients (given as an absolute value) larger than a certain specified threshold δ should be included in the reconstruction. The reconstructed functionq(t) can be expressed as follows (Ogden 1997) :
Where I {|d m n |>δ} is the indicator function of this set of wavelet coefficients for thresholding, ψ m,n is the wavelets function generated from the original mother wavelets ψ ∈ L 2 (R), m is the scale or level of decomposition, and n is the shifting or translation integer respectively. This function represents a "keep or kill" wavelet reconstruction technique in that it assumes a value of one for the coefficients required in the reconstruction process and zero for the coefficients that should be removed. Hard thresholding is a type of nonlinear operator on the wavelet coefficients vector and leads to a resultant vector of the estimated coefficientsd m n , which can be involved in the reconstruction process, as follows:
Soft thresholding is defined aŝ The main objective is to attenuate the noise while amplifying the signal. The thresholding δ ′ value is computed using a threshold estimator (Ogden 1997) .
Threshold estimator
Choosing a threshold value in the threshold function is a key challenge for in-signal de-noising. The reason for this is that the threshold estimator, which controls the flow of noise in the signal, can have a very small threshold value. This can cause some noise to be saved after the signal de-noising. On the other hand, a larger thresholding value will cause distortion. Therefore, it is crucial to select the proper threshold value while performing the de-noising technique. Donoho and Johnstone (1994) presented several proposals about the choice of the threshold estimators. In this paper four threshold estimators are investigated for GPS error mitigation in the double difference domain, these estimators are:
1-Stein's unbiased maximum likelihood threshold estimator (Rigrsure) This estimator uses the SURE threshold, which was established using Stein's unbiased maximum likelihood estimator. For each threshold value the corresponding value-at-risk is found and then the threshold that reduces the risk threshold values is chosen based on the following algorithms:
The elements of P are squares of the wavelets coefficients, which are sorted from small to large order. The risk algorithm is:
Where k = 0, 1, . . . , N − 1. According to the resulting risk curve R(k), the minimum corresponding value to be K min and the threshold is defined as:
2-Median threshold estimator
This threshold value is based on the following wavelet transform:
Where N is the signal length, σ is the noise standard deviation, which can be evaluated by the following equation,
Where d j (k), is the high frequency coefficient after the wavelets decomposition, and median is calculating intermediate values of the operation.
3-Heuristic threshold estimator
The heuristic threshold estimator synthesizes the two former thresholds. When the ratio of the signal and noise is small, a fixed threshold is adopted; otherwise, using Rigrsure is the norm.
4-Minimum Maximum (Minimax) threshold estimator
The Minimax threshold estimator is a thresholding method developed by (Donoho and Johnstone, 1994) that is based on minimizing the l2 risk (Eq. (11)). The minimax principle is used in statistics to design estimators. For unknown regression functions, it is possible to integrate the de-noised signal to the estimator; therefore, the minimax estimator realizes the minimum of the maximum mean square error for the worst function in a certain set. 
Wavelet De-Trending
The low-frequency portion of multipath is what creates the largest error, which in carrier phase measurements can reach up to 5 cm.
Wavelets are used to remove the high-frequency oscillation from the investigated signal by changing the detail coefficient values of the wavelet decomposition to zero and reconstructing the signal using the modified wavelet coefficients. If the details associated with noise cannot be determined properly, either useful signals will be missed or a reconstructed signal may contain severe noise. In the case of a double difference signal, multipath is distributed at varying levels of decomposition. In order to reach the low-frequency multipath error, a higher level of decomposition is required (Time (sec) Figure 5 ). Thresholding the details coefficients at a level where the largest low-frequency multipath error is suspected will reduce the overall error. But to reach that error, other unwanted frequencies are induced in the reconstructed signal at the lower levels of decomposition.
A new approach based on a wavelet de-trending technique is introduced to remove the long wavelength carrier phase multipath error in the measurements domain. In order to mitigate multipath, GPS double difference observables are introduced to an adaptive wavelets analysis procedure based on high and low pass filter decomposition with varying levels of resolution (El-Ghazouly et al. 2008 ). The procedure is applied after cycle slips detection and repair. Based on the previous knowledge and facts that the largest errors are caused by the low-frequency multipath, the wavelet transform approach is used to separate the multipath error at high levels of decomposition. The separated wavelet coefficients (approximation or high-level decomposition coefficients) are truncated using wavelets thresholding techniques before the reconstruction of the signal to acquire the true double difference carrier phase residuals out of the low-frequency multipath (El-Ghazouly 2009). 
Case Study of baseline range 100 m to 50 km

Description of Experiments
Experiment #1 (Short baseline at the University of Calgary)
This experiment is designed under controlled environment to eliminate most of DGPS errors and keep multipath error as the main error source. The ultimate goal of this experiment is to distinguish the multipath signature because of short and long delays, and then transfer it to the multi-resolution domain. This experimental test was made at the University of Calgary using four NovAtel 600 dualfrequency antennas and four OM4 GPS receivers. The data was collected at both the Calgary Center for Innovative Technology (CCIT) and the Engineering building on the University of Calgary campus, shown in Figure 6 . The equipment used at each station is listed in Table 2 . The configuration at the reference station consisted of one receiver and antenna, which were used to collect data on the roof of the Engineering building.
On the roof of the CCIT building, the three rover stations were arranged, as shown in Figure 6 . The data collection started on November 11 th , 2007 and lasted for three days at a rate of onesecond data intervals. The total number of epochs collected per day was 7200, which reflects two hours of data collection per day.
The baseline length between the reference station and the rover station was in the range of 100 m so as to guarantee the elimination of all the correlated errors such as ionospheric and tropospheric errors when applying the double difference measurements (Hofmann 2001) . The only remaining errors should be the multi- Figure 6 . Experiment #1 Short baselines at university of Calgary.
path and the antenna phase center variation. To minimize antenna phase center error, a NovAtel 600 antenna which has a stable phase center variation was used, and both the reference and rover antennas were oriented to the north direction.
Experiment #2 (Short to medium baseline at Nose Hill park)
This experiment is designed to investigate the behavior of GPS errors in the multi-resolution domain. It was established using four GPS points set on Nose Hill Park in northwest Calgary. Nose Hill
Park is a natural environment park, which provides ideal conditions for GPS observations. It allows a clear view of the sky without any obstructions. Those points, designated NH1, NH2, NH3, and NH4 were marked with an iron rebar drilled into the ground. All points were occupied by Trimble R8 dual-frequency GPS receivers mounted on tripods above the markers. A fifth point, N5 used in Experiment #1, was chosen on the roof of the engineering building at the University of Calgary. In this station, the 600 dual-frequency antennas and OEM4 GPS receivers that were used in the previous experiment were also used again in this experiment. Furthermore, an IGS station designated Prds, near Priddis south-east of Calgary, was used as an additional base station. The experiment was conducted over three days, from January 9 th to January 11 th , 2008.
Each receiver was used at the same point on all days. All receivers were operated in static mode. The data collection started on January 9 th , 2008 and collected on three different days at the rate of one second intervals. The total number of epochs collected per day was 7200, which reflects two hours of data collection per day. The baseline length ranged from 200 meters between NH1 and NH3 to 30.80 kilometers between Prds and NH1. Table 3 shows the receiver used at each station, the dates of data collection and duration.
Experiment #3 (Can-Net Medium baseline)
To assess the proposed multi-resolution technique for mitigation of medium to low frequency errors, GPS observations were col- (Table 4 ). The data was collected over three days for two hours per day at one second intervals beginning on May 22 nd , 2012.
Computation of Reference Coordinates
Data collected in the above three experiments was first processed using Bernese 4.2 (Hugentobler, 2001) . Different techniques were used in Bernese software to compute the coordinates for the data collected in this research paper. The coordinates shown in Table 5 Table 7 summarizes the baselines used in the analysis and the number of double difference data for each baseline. The baselines are divided into two categories according to the baseline length. Category I contains short baselines where the length varies from 100 m to 5 km, and Category II covers longer baselines from 20 km to 50 km. The table also shows each baseline reference and rover station, the number of double differenced data computed in this baseline and the reference satellite used to compute the double difference data.
The total number of baselines in these data sets is 13 with seven baselines in Category I, and six baselines in Category II. In this research case study the double difference measurements are computed in L1 GPS signal and ionosphere-free linear combination. Data was collected over three days for approximately two hours for each baseline. It is worth mentioning that three successive days of GPS observations for each baseline were used in this paper to identify correlated errors. Moreover, only the satellites available through the 7200 epochs were used to generate double difference measurements in this paper. 
Wavelets multipath mitigation
Wavelet base function and vanishing moment
Thirty-seven wavelet base functions are used to decompose the double difference data into their details and approximation coefficients (Table 8) . Each of the 128 double difference measurements mentioned in Table 7 is decomposed to its approximation and details at levels of decomposition from one to 12. The criteria for selecting the best wavelets base candidate are based on a correlation between days. This is explained in the following steps:
1) Compute the correlation for each baseline over the three days of data collection using Eq. (13). 2) Decompose each of the 128 double difference data for day one,two and three to approximation and details at Level one. The total number of double difference data in this step is calculated as: 128 double difference data x three days = 384 double difference data.
3) At this level of decomposition set the details coefficients to zero, this step will delete all the high-frequency data at this level.
4) Reconstruct the double difference data from the modified details and approximations.
5) Re-compute the correlation based on Eq. (13) for each modified double difference which are C 12 ', C 13 'andC 23 '.
6) Compute the correlation reduction for each baseline over two days as follows:
Repeat steps 2 through 6 for levels of decomposition 2 to 12.
At this point there should be 128 modified double differences over three days with 12 levels of decomposition. This equals 4608 correlation values. The wavelet base function that reports the highest correlation reduction in these 4608 correlation values is considered the best candidate for this analysis. This is because the wavelet base function that reports the highest correlation reduction is the one that can most efficiently isolate the correlated signals at the wavelets bandwidth to its original details. Table 9 shows the wavelet base function and the number of times that it reported the maximum correlation reduction. It also shows the frequency with which each wavelet base function reports a maximum correlation reduction for each baseline category in L1
and ionosphere-free measurement in L3. It can be seen from the table that a biorthogonal wavelets family achieved the highest degree of correlation reduction (60% -70%). The closest family is the Daubechies family (25% -30%). It is evident from the figure that the bior2.2 in the biorthogonal wavelets family performed better than all the other wavelets functions for short baselines in Category I, while bior3.3 performed better for longer baselines in Category II. Coiflets and Symlet performed the worst in detecting the correlated signal as they only show around 1% for Coiflets and 8% for Symlet.
Moreover, the effect of the base function on both L1 and L3 measurements is almost the same except for longer baselines (Category II). This is the result of ionosphere-free linear combination, which removes the first order ionospheric (uncorrelated errors) errors and makes the correlated error more clear. Consequently, the L3 Category has a higher percentage than the L1 Category, particularly at the biorthogonal family. Based on this analysis, the use of Coiflets or Symlet is not recommended for correlated error detection of GPS double difference measurements. However, the biorthogonal method is recommended to isolate the correlated error, especially bior2.2 for short baseline and bior3.3 for longer baselines.
Level of decomposition
In this section the level of decomposition that achieves the maximum correlation between days is considered best level of decomposition to be used throughout this paper. Each of the 128 double difference measurements mentioned in Table 7 is decomposed to approximation and details at levels of decompositions from one to 12 using a the bior3.3 base function. The criterion for selecting the best level of decomposition is the same as described in the previous section with the exception of bior3.3, which is the only base function used in this section. There were 128 double difference data sets over three days (a total of 384) that were decomposed using a bior3.3 wavelet base function. Each of these 384 double difference data sets were processed as described in the following steps:
1) Decompose each of the 384 double difference data sets to approximation and details at levels of decomposition from 1 to 12.
2) At each level of decomposition, set the details coefficients to zero. This step will delete all the high-frequency data at this level.
3) Reconstruct the double difference data from the modified details and approximations.
4) Re-compute the correlation based on Eq. (13) for each modified double difference which are C 12 ', C 13 ' and C 23 '.
5) Compute the correlation reduction for each baseline between two days using the reference correlation values computed in the previous section.
6) For each baseline at each day, record the level of decomposition that provides the maximum correlation reduction. Table 10 shows the frequency with which the maximum correlation reduction is achieved for each level of decomposition. It can be seen from the table that Level 1 and 2 are not shown in the table as they never indicate any maximum correlation reduction. This is because Level 1 and 2 contain mostly uncorrelated white noise.
From Level 3 to Level 5, there is only 1% -2% of the maximum correlation detected, which is a strong indication that the correlated signal did not appear until Level 5. Levels 6 and 7 indicate a maximum correlation of 10% of the time. Most of the correlated signal appeared at Levels 8, 9 and 10. For Category I baselines (short baselines), Levels 8 and 9 have the most correlated signal, while Category II baselines (longer baselines) indicate most of the correlation at Levels 9 and 10. The results from L1 measurements are identical to the results from L3 measurements, which is a strong indication that the level of decomposition is acting the same in both L1 and L3 measurements.
Threshold type and threshold estimator
Each of the 128 double difference measurements mentioned in Table 7 were decomposed to approximation and details at levels of decomposition from one to 12 using bior3.3. The criterion for selecting the best wavelets base candidate is described in the wavelet base function and vanishing moment section. The difference in this section is that only one base function (bior3.3) was used. 
Results
Short Baselines
The first category of baselines, of a few hundred meters to five kilometres, was used to compute the coordinates for E1, E2, W6, NH2, NH3, NH4 and NH5. Table 12 shows the coordinate differences (bias) and the root mean square error of these coordinates with respect to the reference coordinates by employing the Bernese software. The results for the short baseline match the reference coordinates within 5 -15 mm and RMS within 10 mm. In this category, the L1 fixed solution is used, as the correlated errors are either eliminated or radically removed in the short baselines. Wavelets Multi-Resolution is applied to the L1 measurement using both the median threshold estimator and the kill approximation techniques. The bior 3.3 wavelet base function is used to decompose each double difference measurement to eight levels of decomposition. The proposed wavelet de-trending technique is then used to separate and differentiate different frequencies from high to low, corresponding with GPS errors. This produced a corrected double difference data as explained in the previous section. In addition, the performance of the wavelet de-trending technique is compared to the traditional wavelet de-noising method using a median estimator.
The corrected double difference measurements from both denoising and de-trending techniques are used with the least square adjustment to produce a fixed GPS solution. The Least-squares AMBiguity Decorrelation Adjustment (LAMBDA) method was used to fix the ambiguity (Teunissen, 1993) in addition to the Saastamoinen model for troposphere error modeling. can be seen from Figure 10 that the de-noising technique reduced the bias for short baselines from 5% at X-Bias for NH1-NH2 baseline (from 8 mm to 7.6 mm) to 40% at X-Bias for N5-E2 baseline (from 5 mm to 3 mm). The RMS improvements for short baselines vary between 16% at Y-RMS from baseline N5-E1 (from 8 mm to 6.7 mm) to 44% at X-RMS for baseline NH1-N5 (from 7 mm to 3.9 mm). The average bias reduction for all the X, Y and Z components is 23%, while the average RMS reduction is 30% when using the de-noising technique ( Figure 11 ). The de-trending technique reduces the bias and RMS as shown in Figure 10 and Figure 11 . The bias for short baselines is reduced from 53% at Z-Bias for NH1-NH2 baseline (from 11 mm to 5.2 mm) to 84% at X-Bias for N5-E2 baseline (from 5 mm to 0.8 mm). The RMS reductions for short baselines vary between 51% at Y-RMS from baseline N5-W6 (from 13 mm to 6.3 mm) to 82.5% at Y-RMS for baseline N5-E2 (from 8 mm to 1.4 mm). The average bias reduction for all the X, Y and Z components is 74%, while the average RMS reduction is 69% when using the de-noising technique. 
Long Baselines
The second category baselines range from 20 to 50 kilometres.
They are used to compute the coordinates for SBNK, AIR2, PRDS, COCH and STRA. Figure 12 and Figure 13 show the coordinate difference (bias) and the root mean square error of these coordinates with respect to the reference coordinates using the Bernese software.
In this category L1 float and ionospheric free solutions are used.
The results for the long baselines L1 float solution match the reference coordinates within 19-50 mm and RMS within 50 mm.
Wavelets Multi-Resolution is applied to the L1 measurement using Bior 3.3 with both the median threshold estimator and the detrending techniques to the eight levels of decomposition. The estimated error is used to correct each double difference measurement before the estimation process begins again. In addition, the performance of the wavelets de-trending technique is compared with the traditional wavelets de-noising using a median estimator. Figure 12 and Figure 13 show the bias and RMS reduction in the final solution (X, Y and Z components) after correcting the double difference measurements using both de-trending and de-noising techniques. It can be seen from Figure 12 that the de-noising technique reduced the bias for long baselines from 15% at Y-Bias for NCAL-COCH baseline (from 18 mm to 15 mm) to 42% at X-Bias for NCAL-COCH baseline (from 15 mm to 8.7 mm). The RMS reductions for long baselines ( Figure 13 ) vary between 25% at Z-RMS from baseline N5-PRDS (from 81 mm to 60 mm) to 49% at Y-RMS for baseline N5-PRDS (from 58 mm to 29.8 mm). The average bias reduction for all the X, Y and Z components is 30%, while the average RMS reduction is 36% when using the de-noising technique.
The de-trending technique reduction to bias and RMS can be seen in the same figures. The bias for short baselines was reduced from 2% at Z-Bias for NCAL-AIR2 baseline (from 33 mm to 32.2 mm) to 25% at X-Bias for NCAL-COCH baseline (from 15 mm to 11 mm).
The RMS improvements for the long baseline L1 float solution vary from 56% at X-RMS from baseline NCAL-SBNK (from 32 mm to 14 mm) to 89% at Z-RMS for baseline NCAL-COCH (from 45 mm to 5 mm). The average bias reduction for all the X, Y and Z components is 14%, while the average RMS reduction when using the de-noising technique is 75%. Figure 14 and Figure 15 show the bias and RMS reduction in the final solution (X, Y and Z Cartesian components) after correcting the double difference measurements using both de-trending and de-noising techniques. It can be seen from Figure 14 that the denoising technique reduced the bias for long baselines from 17.5% at Y-Bias for NCAL-COCH baseline (from 10 mm to 8.3 mm) to 60% at X-Bias for N05-PRDS baseline (from 5 mm to 2 mm). The RMS reductions for long baselines (Figure 15 ) vary between 22% at Z-RMS from baseline NH1-PRDS (from 63 mm to 48 mm) to 42% at X-RMS for baseline NCAL-STRA (from 21 mm to 12.2 mm). The average bias reduction for all the X, Y and Z components is 20%, while the average RMS reduction when using the de-noising technique is 33%. The de-trending technique reduction to bias and RMS can be seen in the same figures. The bias for the long baselines was reduced from 3% at Y-Bias for NCAL-AIR2 baseline (from 3 mm to 2.9 mm) to 35% at X-Bias for NCAL-COCH baseline (from 8 mm to 5.2 mm). The RMS reductions, for the long baseline IF solution, vary between 54% at Z-RMS from baseline NCAL-AIR2 (from 18 mm to 8.3 mm) to 86% at X-RMS for baseline NH1-PRDS (from 11 mm to 1.5 mm). The average bias reduction for all the X, Y and Z components is 15%, while the average RMS reduction when using the de-trending technique is 73%. Table 15 shows the summary of the analysis made in the previous sections. It can be seen from the table that the de-noising technique gives consistent results for both short and long baselines. The average bias reduction that can be achieved from the de- noising technique is around 20-30% and the average RMS reduction is around 30-40%. Moreover, the de-trending technique outperforms the de-noising technique for RMS improvement in short and long baselines. The performance in the de-trending technique is almost three times better than the traditional de-noising technique for bias and RMS reduction.
Conclusion
Although the de-trending technique out-performs the de-noising technique in the RMS reduction, it does produce inconsistent results for the bias reduction. The de-trending methodology performed impressively for short baselines in RMS and bias reduction as the average RMS and bias reduction were around 80%. However, for longer baselines the bias reduction is minimal although the RMS reduction is still in the range of 70 -80%. It can be concluded that the de-trending technique can reduce the double difference errors dramatically for short baselines. Conversely, the de-trending technique can cause a biased solution for long baselines depending on the low frequency part of the error (ionosphere, low multipath), as it will enhance the RMS value and indicate good statistics for the solution but not enhance the bias to the same level. There- 
