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DAMAGE DETECTION  
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En  este  trabajo,  la  detección  de  daño  se 
define  como un  problema  de  optimización,  en 
el  cual  se  debe  especificar  una  función objetivo 
(a  ser minimizada  / maximizada)  en  términos 
de parámetros  relacionados  con  las  propiedades 
físicas de la estructura. Sabiendo que el mínimo 
de dicha  función se obtiene cuando es evaluada 




severidad  (nivel  3  de  detección  según Rytter) 
[4].  En este contexto, vale la pena aclarar que el 
uso de  los métodos  clásicos de  la  programación 
no  lineal  para  solucionar  problemas  inversos 
fuertemente no  lineales y con múltiples   puntos 
óptimos como el tratado en este trabajo, tienen el 












Es  un  hecho  conocido  que  los  algoritmos 
heurísticos  necesitan un mayor número de  eva-
luaciones  de  la  función objetivo  para  encontrar 






















amplio  espectro  de  aplicaciones,  que  van  desde 






1	 MÉTODO DE LA FUERZA 
RESIDUAL MODIFICADA: 








un  sistema con múltiples  grados de  libertad  [11] 
puede expresarse como:
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forma modal  del  sistema  y  la  i-ésima  frecuencia 
natural determinadas experimentalmente. En esta 
ecuación, se asume que las frecuencias naturales 
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es  el  i-ésimo  vector  de  fuerza modal  residual 













y  severidad del mismo. Los  valores  de 
jδ   están 










de  porcentaje,  introducidos  en  las  frecuencias 
naturales  y  las  formas modales  numéricas,  res-
pectivamente. El i-ésimo conjunto de parámetros 
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= +   (4)
donde 
numi
ω   y  { }
numi
ϕ   son  los  parámetros 
modales numéricos y  ( 1,1)ran −  es una función 
que  genera números  aleatorios  cuyos  valores  se 
encuentran en el intervalo [ 1,1].−





























empleado para  resolver  problemas  con  variables 
continuas.  El  procedimiento  de  optimización 






( ) ( , ,..., )iF X F x x x=   (5)
  donde  ,ix ∈ ℜ 1... .i n= El problema puede 
definirse  ahora  como  hallar  el  optX   que 
satisfaga
 
{ }( ) min ( ) / noptF X F X X= ∈ ℜ   (6)
En la ecuación (6) el estado del sistema esta 
descrito por el vector de configuración actual ( )X .
(2)  Proponer  un mecanismo  generador  de 
cambios  aleatorios  en  la  configuración  actual. 
Este mecanismo  es  una  forma  de  transformar 
X  en un nuevo vector de configuración X . El 






punto, jX   es  seleccionado mediante  la  variación 
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donde  λ   es  un  número  aleatorio  en  el 





  , ix  son 
elementos  de X
j
  y  jX   respectivamente. De  esta 
forma, el valor  jF  de la función es calculado. Si 
jF  < Fj,  jX  es aceptado y  jX  se iguala a  jX  y el 
algoritmo realiza un movimiento de descenso. Si 
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rP  se compara con  ,P  que 
es un número aleatorio que pertenece al intervalo 
(0,1). Si  ,rP P>  el nuevo punto es aceptado y  jX  
es igualado a  jX  y, de esta manera, el algoritmo 
realiza  un movimiento  de  ascenso.  En  caso 
contrario,  jX  es rechazado.
Como  se  sabe,  el  SA  comienza  en  una 
temperatura  “alta” 
0,T  y,  a  partir  de  ahí,  una 
secuencia  de  puntos 


























2)  y  el  proceso  continúa  (paso  3)  hasta  que  el 
procedimiento  finaliza  (el  criterio  de  parada  es 
satisfecho,  ver  paso  4).  Es  importante  resaltar 
que, para finalizar el programa de enfriamiento, 
el algoritmo necesita haber realizado un número 
predeterminado  de  iteraciones  a  la  misma 
temperatura. Corana  et  al.,  [15]  recomiendan 
escoger el valor máximo entre 100 y  ,N  donde N  
es el número de variables del problema estudiado. 
El  valor  de  la  temperatura  inicial  depende 
de  la  función  que  va  a  ser  optimizada  y  de  la 
definición del  tipo de  vecindad  empleada  en  el 
algoritmo. Un  criterio  usado  para  definir  este 
parámetro es la tasa de aceptación, definida como 
el número  inicial  de  evaluaciones de  la  función 
objetivo  aceptadas  (movimientos  de  descenso/
ascenso)  sobre  el  número  total  de  evaluaciones 
























DEL DESEMPEÑO DEL SA: 
FUNCIONES DE PRUEBA 
El potencial  y  las  limitaciones del algoritmo 
para detección de daño basado en el SA  fueron 
evaluados mediante  su  aplicación  en  funciones 
de  prueba  que han  aparecido  recientemente  en 
la  literatura  especializada. La  efectividad del SA 









funciones  estudiadas  fueron usados  para medir 















de  Brown  (B20D)  en  veinte  dimensiones 
(con  mínimo  global  en  (0,…,0)  y  valor  de  la 
función  objetivo  en  ese  punto  igual  a  cero)  y 
el  segundo  en  la  función  de  Venter  (VS)  en 
dos  dimensiones  (función  con  una  cantidad 
considerable de mínimos locales, con su mínimo 






y  [-50, 10],  respectivamente. Estas dos  funciones 
constituyen  pruebas  difíciles  para  cualquier 
procedimiento de optimización. 
El  algoritmo  SA  fue  iniciado  como  con 
temperatura  inicial  T
0
 =  0,5  para  la  función 
B20D y de 50 para la función VS, con constante 
h  =  2  y  tolerancia  de  1E-6  para  las  dos 
funciones.  Los  cuatro  últimos  valores  de  la 
función  fueron  monitoreados  y  usados  para 
terminar  la  ejecución  del  algoritmo,  como  se 
recomienda  en  [21].  Finalmente,  el  número 
máximo de  iteraciones permitidas  fue de cuatro 
millones.  Para  el  algoritmo  genético  empleado, 
los  parámetros  básicos  usados  se  describen  a 
continuación.  Se  seleccionó  una  población  de 
500  individuos,  distribuidos  de  forma  aleatoria 
en  el  espacio  de  búsqueda.  Con  el  objetivo  de 
realizar  una  comparación  justa  entre  el  SA  y  el 
AG, el número máximo de iteraciones permitidas 
para  el AG  también  fue  de  cuatro millones.  La 
probabilidad  de  mutación  Pm   fue  definida 
como  0,01  y  la  probabilidad  de  cruce  Pc  fue 
de  0,5.  El  mecanismo  de  selección  utilizado 
fue  el  de  la  ruleta.  Adicionalmente,  en  el  AG 
utilizado  se  implementó  el  proceso  conocido 
como  elitismo,  en  el  cual,  el  mejor  individuo 
de  una  generación  se  pasa  a  la  siguiente  sin 
modificación.  El  elitismo  procura  mejorar  la 
velocidad  de  búsqueda  del  algoritmo.  Cada 
corrida  del  algoritmo  se  realizó  mil  veces  y  el 
mejor  valor  de  la  función  ( ),MF   el  peor  valor 
de  la  función  ( ),PF   el  promedio  de  los  valores 
de  la  función  ( ),MEF   la  desviación  estándar 
de  los  valores  de  la  función  ( ),DF   el  mejor 
número  de  llamadas  de  la  función  ( ),MC   el 
peor número de llamadas de la función ( ),PC  el 
promedio del número de llamadas de la función 
( ),MEC   la  desviación  estándar  del  número  de 
llamadas de  la función  ( ),DC   la confianza  ( )C  
y  tiempo medio de   cálculo  ( )tm   son reportados 
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4		 DETECCIÓN DE DAÑO USANDO 
EL SA:  EJEMPLOS NUMÉRICOS
Teniendo en cuenta los resultados y comenta-
rios de la sección anterior, se procedió a emplear 

































para  el  SA  fueron  los  siguientes:  temperatura 
inicial 
0 50,T =  constante para  el  programa de 
enfriamiento h = 2, tolerancia  1 -6,Eε =  con el 
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Viga en voladizo
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Caso sin daño 
Ruido: 5% en las frecuencias naturales  
y 7% en las formas modales
Teórico
Detección (d i )
8 modos 4 modos
1 1.0 1.0000  0.9900
2 1.0 1.0000 0.9943
3 1.0 0.9993 0.9886
4 1.0 0.9987 0.9860
5 1.0 0.9932 0.9877
6 1.0 1.0000 0.9785
7 1.0 0.9899 0.9813
8 1.0 0.9982 0.9777
9 1.0 0.9997 0.9480
10 1.0 1.0000 0.9768
11 1.0 0.9981 0.9443







Caso de daño (2): 20% de reducción de rigidez en 
el elemento 4 y 15% de reducción en el elemento 
8. Ruido: 5% en las frecuencias naturales  

















1 1.0 0.9975 0.9883 0.9978
2 1.0 1.0000 0.9949 0.9966
3 1.0 0.9967 0.9943 0.9982
4 0.8 0.7982 0.7857 0.7971
5 1.0 0.9991 0.9997 0.9850
6 1.0 0.9962 0.9802 0.9845
7 1.0 1.0000 0.9932 0.9947
8 0.85 0.8503 0.8471 0.8260
9 1.0 0.9963 0.9827 0.9919
10 1.0 0.9988 0.9996 0.9790
11 1.0 0.9964 0.9892 0.9862







 ruido: 5% en frecuencia natural  




1 1.0 1.0000 0.9651
2 1.0 1.0000 0.9846
3 1.0 0.9917 0.9780
4 1.0 1.0000 0.9949
5 1.0 0.9945 0.9768
6 1.0 0.9987 0.9924
7 1.0 1.0000 0.9677
8 1.0 0.9993 0.9829
9 1.0 0.9985 0.9745
10 1.0 0.9990 0.9669
11 1.0 0.9938 0.9834







Caso de daño (2): 20% de reducción en rigidez en 
el elemento 4 y 15% de reducción en el elemento 
8. Ruido: 5% en las frecuencias naturales  
y 7% en las formas modales
Teórico
Detección 
( )iδ  
8modos
Detección 
( )iδ  
5modos
Detección 
( )iδ  
4modos
1 1.0 0.9976 0.9674 0.9911
2 1.0 1.0000 0.9994 0.9987
3 1.0 0.9990 0.9618 0.9946
4 0.8 0.8019 0.8015 0.8000
5 1.0 0.9991 0.9907 0.9997
6 1.0 1.0000 0.9945 0.9989
7 1.0 0.9862 0.9974 0.9977
8 0.85 0.8741 0.8436 0.8489
9 1.0 0.9677 0.9916 0.9980
10 1.0 0.9988 0.9948 0.9949
11 1.0 1.0000 0.9960 0.9978










el  caso  (2) para  la  viga  libre. En ningún caso el 
número de llamadas a la función objetivo excedió 
a 16000. Por otro lado, las desviaciones estándar 
de  los  valores  de  la  función  objetivo  fueron 
siempre menores  a  1E-6,  lo  que  indica  que  el 
procedimiento es estable.











de  convergencia  satisfactoria  y  parece  indicado 
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