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LET M be a closed, oriented, simply connected smooth 4-manifold with b:(M) > 1 and 
odd. Let p be an orientation for the vector space H: (M; R). Donaldson has defined 
polynomial invariants rC(M, b). These are polynomial functions on Hz(M; Q) homogene- 
ous of degree 
d(c) = 4c - 3(b: (M) + I)/2 
(or equivalently, d(c)-linear, symmetric functions on Hz(M) x .. x H2 (M)) which are 
diffeomorphism invariants of (M, p). They also satisfy 
YC(M, -B) = - YC(M> P). 
In order to define these invariants one chooses a generic Riemannian metric g on M and 
considers the moduli space J%’ (PC, g) of gauge equivalence classes of g-ASD connections on 
a principal SU(2)-bundle PC over M with c2 (PC) = c. There is a compactification x(P,, g) of 
A(P,, g), the Uhlenbeck compactification, and a map 
p: Hz(M) + H’(x(P,, 9)). 
For any classes c~i, . . , md@) E H*(M) we set 
YC(M, P)(Ml, . . 9 tld(c,) = (h%) ” . . ” &d(c)), cdtpc, g)l>. 
(The purpose of the supplemental orientation /I is to orient the moduli space and hence 
produce a fundamental class for _$?(P,, g).) 
Now suppose that S is a simply connected algebraic surface with p,(S) > 0 with 
a polarization Y. Then for any c there is a projective variety iF(S, 9’) called the Gieseker 
moduli space. This is the parameter space for Gieseker 9-semi-stable, rank-two, torsion- 
free sheaves over S with c1 = 0 and c2 = c. It contains the moduli space of g-slope stable 
vector bundles with c1 = 0 and c2 = c as a Zariski open subset. We denote by J%?F(S, 9’) the 
closure in &?y(S, 9’) of this Zariski open subset. If c is odd then there is a universal sheaf 
5 over &?F(S, 9)~s. Slanting with ~~(5) defines a map v: Hz(S) -+ H’(dfy(S, 2’)). 
Provided that c is sufficiently large, J?F(S, 9) is generically smooth and reduced of 
complex dimension d(c). Using these facts O’Grady ([17]) defined polynomials 6,(S, 9) 
similar to the Donaldson polynomials by setting 
&(S, 9)(u1,. . . , cld(c)) = <v(@l) ” ’ ’ . ” +d(,)h [J@:(& y)l). 
A priori, the algebro-geometric polynomials 6,(S, 9) depend on the complex structure and 
the polarization, so it is not clear whether they, like the Donaldson polynomials, are 
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invariants of the underlying smooth 4-manifold. One great advantage that these poly- 
nomials have over the Donaldson polynomials is that one is able to explicitly compute 
them, at least in some circumstances, using the standard techniques of algebraic geometry. 
A complex surface S has a natural orientation and also H: (S; R) has a natural 
orientation, denoted /&. It has always been expected that there should be a close relation- 
ship between y,(S, ps) and 6,(S, 9). The reason goes back to Donaldson’s theorem that the 
moduli spaces of dp-slope stable holomorphic vector bundles with c1 = 0 and c2 = c is 
identified with the moduli space &(P,, gu) where gY is the Kahler metric induced by the 
polarization _Y. Furthermore, at any smooth point of the domain this identification is an 
orientation-preserving diffeomorphism, provided that we use the orientation on &Y(P,, glp) 
induced by /Is. In addition, there are several special cases, see [2,6, 141, where the values of 
the polynomials have been shown to agree. Unfortunately, the Donaldson identification of 
moduli spaces does not extend to a homeomorphism of x(P,, gY) and .,&r(S, 9). There is 
also the added difficulty that in general there will be no Kahler metric which is generic as 
a Riemannian metric in the sense needed in defining y,(S, fis). 
It is the purpose of this paper to show that these difficulties are illusory, and in fact for 
sufficiently many Kahler metrics the polynomials y,(S, fis) and 6,(S) are equal for all 
c sufficiently large. Before giving the precise statement, we need a definition. Let S be 
a simply connected surface. Recall that the ample cone of S is the open subcone of 
Pit(S) @ R - {0} p s anned by all the ample divisors. Given c > 0 we say that a polarization 
9’ for S is c-generic if the only class r* E Pit(S) with a. 9 = 0 and with CI. rx > - c is a = 0. 
This condition says that 9 does not lie on any wall inside Pit(S) @ R perpendicular to 
a class of square between - 1 and - c. It is important to note that each such wall is the 
intersection of the ample cone with a codimension-1 linear subspace of Pit(S) 0 R, and that 
for each c > 0 the set of all walls perpendicular to classes in Pit(S) of square between - 1 
and -c is a locally finite collection of subsets of the ample cone. 
Here is the precise statement of our main theorem. 
THEOREM 0.0.1. Let S be a simply connected algebraic surface with p,(S) > 0. For any 
compact subset K in the ample cone of S there is c,(K) such thatfor any c 2 co(K) with c odd? 
and for any c-generic polarization 9 for S whose Kiihler class lies in the subcone R+ - K we 
have 
&(S, 2) = YC(S, Bs) 
as multilinear .functions on Hz(S). 
There are two main ingredients in the proof of this result. The first is to give a compar- 
ison of the Gieseker compactification and the Uhlenbeck compactification of the moduli 
space. This comparison is interesting in its own right. Here is our main result along these 
lines. 
THEOREM 0.0.2. Let S be a simply connected algebraic surface and let _Y be a polarization. 
Let dF(S, 9’) be the moduli space of Gieseker semi-stable rank-two sheaves with c1 = 0 and 
cz = c > 0. Let gip be the Kiihler metric associated to 9. Let J#(P,, gy) be the Uhlenbeck 
compactification of the moduli space of gauge equivalence classes of g,-ASD connections on PC 
where PC is a principal SW (2)-bundle over S with cz(PC) = c. Then there is a continuous map 
tThe condition that c be odd is most likely unnecessary 
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extending the Donaldson homeomorphism between the mod& space of 5?-slope stable vector 
bundles with c1 = 0 and c2 = c and A(P,, g9). 
Notice in this theorem there are no assumptions about p,(S), c, or 2’. 
Given this map, Theorem 0.0.1 is established by showing: 
THEOREM 0.0.3. Let S be a simply connected algebraic surface with p,(S) > 0. For any 
compact subset K in the ample cone of S there is c,(K) such thatfor any c 2 c,(K) with c odd? 
and for any c-generic polarization 2 for S whose Kiihler class lies in the subcone R+ - K the 
following holds. There is a map 
P: Hz(S) + JVC, SS?) 
and a fundamental class [x(Pc, gy)] ~~~~~~~ (_&(P,, gY)) for this space which is the image 
under @* of the fundamental class of the complex projective variety A@:(& 9) such that for 
any classes c(~, . . . , ad(c) E HZ(S) we have 
Yc(S, Bs)(cQ,. . . > ad(c)) = (pL(gl) u ’ ’ ’ u /@d(c)), [x(pc~ &“)I>. 
Furthermore, we have 
@*o/J = v: H,(S) + H2(&z2:(s, 2). 
It is immediate from the definitions that this result implies Theorem 0.0.1. 
It is our belief that the main result of this paper will be important tool in computing 
Donaldson polynomial invariants for algebraic surfaces. We offer as a first application the 
following corollary of the algebro-geometric computations done by O’Grady in [17]. 
COROLLARY 0.0.4. Let S be a smooth complete intersection in CPN Suppose that S is of 
generaI type and that p,(S) is odd. Then the Donaldson polynomials of S are polynomials in the 
intersection form qs of S and the canonical class ks of S. For all c suficiently large and odd we 
have 
~$3, bs) = aoq$’ + a,q’,d-2)‘2k~ + . . . 
where the coeficients a, and a, are non-zero. In particular, for each such surface S the 
canonical class ksE H*(S; Z) is a difleomorphism invariant up to sign. 
Proof: That the Donaldson polynomial is a polynomial in qs and ks is contained in [6]. 
In [17] the non-vanishing of the first two coefficients was established for the polynomial 
6,(S, 2’) for a particular polarization 2 and for all c sufficiently large were established. In 
fact, the arguments in [17] can be used to show that the same result holds for all 
polarizations 3 in any fixed compact subset of the ample cone. Since a compact subset with 
non-empty interior contains c-generic Hodge metrics for all c, it follows that for all 
c sufficiently large there is a c-generic Hodge metric to which both O’Grady’s result and our 
main theorem apply. The statement about the non-vanishing of the first two coefficients of 
the Donaldson polynomial is immediate. The statement about the canonical class follows 
from this and results in [6]. 0 
Remark 0.0.5. (i) The result about the diffeomorphism invariance of ks up to sign was 
already established in [6] for complete intersection surfaces of general type with ps (S) even. 
tOnce again the condition that c be odd is most likely unnecessary. 
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(ii) Actually, in [17] it is shown that a certain number of the coefficients Ui are non-zero, 
where the number depends on the genus of a smooth curve in a basepoint-free pencil for the 
surface. These results of course also hold for the Donaldson polynomials y,(S, /Is). 
(iii) Jun Li, in [12], proves that _&!(P,, g9) is in a projective variety and is the image of 
XF(S, 9’) under the linear system of the line bundle associated to p( C-91). As part of this 
result he establishes the continuity proved in Theorem 0.0.2. He also establish the equality 
of the polynomials 6 and y when evaluated on fundamental classes of algebraic curves in S. 
The main body of the paper is divided into two parts: In the first we prove Theorem 0.0.2 
and in the second we prove Theorem 0.0.3. 
Various Generalizations. Before beginning the proof of the results stated above, let us 
end this introduction by describing four natural extensions of our main results. The first 
concerns simply connected surfaces with bi = 1. According to [lo] and [ 1 l] for any simply 
connected 4-manifold M with b,’ (M) = 1 and for each c > 0 there is a well-defined 
Donaldson invariant y,(M, fl) associated to any SU(2)-bundle over M with c2 = c and any 
orientation p of Ht (M; R). This invariant is a function on the set of chambers in the 
positive cone in H*(M; R) cut out by walls perpendicular to integral classes of square at 
most - c. The invariant is computed on a chamber by using the compactified moduli space 
associated to any generic metric whose ‘period point,’ i.e., whose line of self-dual harmonic 
forms lies in that chamber. Now suppose that S is a simply connected algebraic surface with 
p,(S) = 0. Then bl (S) = 1 and any c-generic Klhler metric determines a ‘period point’ in 
the interior of a chamber. The main results in this paper then apply to show the following. 
For any compact subset K in the positive cone in Pit(S) 0 R - (0) there is a constant c,(K) 
such that for any c 2 co(K) and any polarization 9’ whose associated Kahler class is 
c-generic and lies in R + - K the value of the Donaldson invariant on the chamber containing 
the period point of this Kahler metric equals the algebro-geometric invariant computed 
using moduli space of Gieseker 9 semi-stable sheaves. 
The second generalization concerns extending the results to include the four-dimen- 
sional class as well as the two-dimensional classes. Let 1 sHo(M; Z) be the standard 
generator. It is natural to set ~(1) E H4(A(PC, sir)) equal to (- 1)/4 times the Pontrjagen 
class of the universal SO(3)-bundle over the moduli space. According to [6] using the 
natural extension of this class over most of the compactified moduli space, one can extend 
the Donaldson polynomial invariant to be defined on all of H2 (M) 0 H,(M). (We continue 
to denote the extended invariant by yC(M, /I).) Similarly in algebraic geometry, again in the 
case when c2 is odd, one can define v(1) to be c2 of the restriction to a slice {p} x _,#r(S, 55’) 
of the universal sheaf over S x ,,&‘F(S, 9). This allows us to define an extended algebro- 
geometric polynomial, which we continue to denote 6,(S, 9). The arguments given here do 
not directly apply to show that @* 0 p( 1) = v( 1) (though this is surely true). Nevertheless, we 
have: 
COROLLARY 0.0.6. Let S be a simply connected algebraic surface with p,(S) > 0. For any 
compact subset K in the ample cone of S there is co(K) such thutfor any c 2 c,(K) with c odd 
and for any c-generic polarization 9 for S whose Kiihler class lies in the subcone R ’ - K the 
extended Donaldson polynomial y,(S, /? s us defined in [6] agrees with the extended algebro- ) 
geometric polynomial 6,(S, A?) us multi-linear functions on H*(S) 0 H,(S). 
Proof Let S be the blow-up of S at n distinct points. Then by the analysis given in [6] 
one can show that for any c sufficiently large and for any classes xi,. . . , &E H*(S) with 
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d = d(c) - 2n and with e,, . . . , e, being the classes of the exceptional curves, we have 
?c+n(S? /&)(x1,. . . , xd, el, . . , el,. , en,. . . , en) = (-2hc(s, /&)(x1,. . . , xd, ,+. . .: 1t 
v ---v-- 
6 times 6 times n times 
We also have a related formula when d = d(c) - 2(n - 1). Namely, we have: 
?c+,(S, /&)(x1,. . . , xd, el,. . . ) el,. . . , en-l,. . . , enpl, en3. . . , en) 
L vv 
6 times 6 times 4 times 
= (-2)“y,(s, fiS)(xl,~ . > xd, l,. . . > l). 
L I 
n ~ I times 
O’Grady [ 181 using algebro-geometric techniques has established the analogue of each 
of these formulas for 6,+,(S,g) in the case when c is odd and n is even and 8 is 
a polarization of s^ whose Chern class is close to the pullback of some large multiple of 9. 
(The reason for the fact that we have only partial analogues is that we have only defined & 
in the case when k is odd.) Using these formulas for yc +n (S, bs) and 6, +,, (2, =.Yf), one extends 
the result given in Theorem 0.0.1 for two-dimensional classes to include the four-dimen- 
sional class as well. 0 
The next generalization concerns the SO(3)-analogue of the SU(2)-results stated above. 
Let (S, 9) be a polarized, simply connected algebraic surface, and let gY be an associated 
Kahler metric. Let E + S be a principal SO(3)-bundle. Suppose that w2(E) lifts to a class 
c1 E H*(S; 2) n H’, ‘(S; C). Set c2 = (c: - p1(E))/4. Then c2 is an integer. We can form the 
moduli space J?!(E, gY) of gauge equivalence classes of g,-ASD connections on E. The 
choice of the lifting c1 determines an orientation for the moduli space and hence the sign of 
the S0(3)-Donaldson polynomial invariant Y~,,~,(~)(S, /Js) associated to E. On the other 
hand, consider an T-slope stable rank-two holomorphic vector bundle V-t S with the 
given Chern classes. Donaldson’s theorem [I] applies in this context to show that V has 
a unique holomorphic connection whose self-dual curvature is central in the Lie algebra 
u(2). In fact, such a connection is automatically Hermite-Einstein in the sense that the 
self-dual part of the curvature of this connection is a constant multiple of the Kahler form 
tensored with the identity matrix. Such a connection induces an g,-ASD connection on the 
associated S0(3)-bundle, which is isomorphic to E. This then defines the Donaldson 
homeomorphism between the space of Y-slope stable bundles with the given Chern classes 
and A!(E, gy). As in the SU(2)-case there is a projective varietyiz,,,(S, Y) of Gieseker 
_Y’-semi-stable rank-two, torsion-free sheaves 5 with cl(r) = ci and c*(r) = c2. In this 
projective variety we have the closure .J?:,,, c2 (S, 2) of the subset consisting of all _Y’-slope 
stable vector bundles. Theorem 0.0.2 has an analogue proved in the same way. Namely, the 
natural map 2’ cl, c2 (S, 9) + x(E, gyp) extending the Donaldson correspondence is con- 
tinuous and is an orientation-preserving diffeomorphism over the smooth points of 
.J@ (E, YY ). 
If 
Ci.H_ 1 (mod 2) (1) 
or if 
+(c: - c1 -k,) - c2 = 1 (mod 2) (2) 
then there is a universal sheaf over 2” ,,,,,(S, 9) x S. Hence, under this condition, and 
provided that 4c = 4C2 - cf is sufficiently large, then &?’ cl, cz (S, 9) has the expected dimen- 
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sion 4c - 3(p,(S) + l), and we have the algebro-geometric analogue 6,,,,,(S, 9) of the 
Donaldson polynomial invariant. Theorem 0.0.1 also has a natural analogue in the S0(3)- 
case. It is: 
THEOREM 0.0.7. Let S be a simply connected algebraic surface with p,(S) > 0. For any 
compact subset K in the ample cone of S there is co(K) such that the following holds for any 
classes c1 E H2(S; Z) and c2 E H4(S; Z) with 4c = 4c2 - cf 2 c,(K) and with cl, c2 satisfying 
either Condition 1 or Condition 2. For any c,-generic polarization 9 for S whose Kiihler class 
lies in the subcone R + - K we have 
as multilinear functions on H,(S) 0 H2(S). 
The last generalization we wish to discuss concerns non-simply connected manifolds. In 
[13] Donaldson polynomial invariants were defined for all closed oriented manifolds with 
b: > 1. Of course, the algebro-geometric polynomials are defined without any assumption 
of simple connectivity. It is easy to extend the results given here to all surfaces S, simply 
connected or not, to show that the algebro-geometric invariants 6,(S, 9) agree with the 
Donaldson invariants as multilinear functions on H,(S) @ H,(S). (Presumably this result 
also holds for all H,(S), but the author has not tried to establish this.) 
PART I: 
COMPARISON OF THE GIESEKER COMPACTIFICATION AND THE UHLENBECK 
COMPACTIFICATION OF MODULI SPACE 
Let S be a smooth projective complex algebraic surface and let _Y be a very ample line 
bundle on S. Let g be the Hodge metric on S coming from the projective embedding defined 
by the sections of 9. According to Donaldson’s theorem there is an identification of the 
moduli space &‘p(S, 9) isomorphism classes of Y-slope stable rank-two holomorphic 
vector bundles on S with cr = 0 and c2 = c with the moduli space AC(S, g) of isomorphism 
classes of irreducible, g anti-self-dual (ASD) connections on a principal SU(2)-bundle P over 
S with c2(P) = c. Each of these moduli spaces has a natural compactification. The moduli 
space &r(S, 9) sits as a Zariski open subset in the projective variety =,#F(S, 2) of 
_Y-Gieseker semistable rank-two torsion-free sheaves on S. Its closure xF(S, 9) is called 
the Gieseker compactijcation. The moduli space AC(S, g) can be compactified by adding 
lower strata at infinity made out of the products Al(S, g) x X,‘-‘(S) where zk(S) is the 
kth-symmetric product of S. This is a differential geometric compactification which is 
defined for the moduli space of any closed, oriented Riemannian 4-manifold, not just that of 
an algebraic surface. Uhlenbeck’s weak compactness theorem for ASD connections tells us 
that this union with its natural topology, is compact. For this reason we denote this 
compactification .,&‘F(S, g), and call it the Uhlenbeck compactifcation. 
The purpose of this part is to compare these compactifications. We give a natural 
surjective map 6: jF(S, dip) + 2,” (S, g) extending the Donaldson identification. The main 
result of this part is that this map is continuous. It is obvious that this map is not 
one-to-one-some of its fibers are positive dimensional. 
In [12] Jun Li shows that 2: (S, g) has the structure of a projective variety in such 
a way that the map 6 is an algebraic map. In fact he shows that X,“(S, g) the image in 
projective space of the map associated to a natural linear system on iF(S, 2). 
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1. PRELIMINARIES 
In this section we set our notation and conventions for Hermitian metrics and review 
a couple of basic formulae from [ 11. Let H be a hermitian metric on a vector bundle V. With 
respect to a local trivialization of VI Li H is given by a family of hermitian matrices (Hi,j) 
parametrized by U such that writing sections of VI o as column vectors in this trivialization 
we have 
H(a, T) = a”.(Hi,j).~. 
If K is another hermitian metric on V then there is a C” complex linear automorphism 
h: V-, Vsuch that K(a, b) = H(h(a), b). In the trivialization of V/l” the automorphism h is 
given by a varying matrix (hi,j) and we have (Ki,j) = (hi,j)“.(Hi,j). 
1.1. Holomorphic hermitians connections and their curvatures 
Let I/+ B be a C” complex vector bundle over a complex manifold B whose complex 
structure is given by the operator a,. A holomorphic structure on V is equivalent to an 
operator a: Q’(V) + Q(“~ l)(V) satisfying: 
l a( fi 6) = aB( f ) 0 CJ +fi C?(U) for each local complex-valued function f on B and 
each local section 0 of V. 
l 8 0 8 = 0 when we use the natural extension of 8 to forms with values in V. 
Let a be a holomorphic structure on V. Then given a hermitian metric H on V there is 
a unique connection A = .4(H, a) on V which is &holomorphic and H-hermitian. If the 
holomorphic structure is given (or implicit from the context) then we also write A(H) for 
this hermitian holomorphic connection. 
For A to be holomorphic and H-hermitian means that if we let dA : Cl”(V) -+ !2’( V) be 
covariant differentiation with respect to A, and if we decompose d, into its (l,O)- and 
(0, l)-components, dA = 8, + &, then 
a aA=8and 
l for all local sections r~ and z of V we have 
d(H(o, T)) = H(dAa, z) + H(a, dAT) 
where H is extended in the obvious way to a hermitian inner product on forms with 
values in V. 
In a local holomorphic trivialization of VI” we have 
3, = d + (Hr’)-’ . cY(H”). 
The formula in this local trivialization for the curvature of A is 
FA = a((H”)-’ . a(H”)). (3) 
The hermitian metric H determines a reduction of the structure group of I/from GL,(C) 
to U(n). Since A(H, a) is H-hermitian, it is induced from a U(n)-connection, unique up to 
isomorphism. If det( V) is a holomorphic trivial line bundle and if det H determines 
a product hermitian metric on det (V), then H determines a reduction of V to an SU(n)- 
bundle and A(H, 3) is induced from an SU(n)-connection. 
Now suppose that a” is another holomorphic structure on V and that there is a C” 
complex linear automorphism g: V-+ V such that g*8 = a, i.e., 8’ = g 0 8og-‘. Let 
A = A(H, a) and A’ = A(H, (3”). Then we have the following well-known lemma, cf. [l, p. 51. 
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LEMMA 1 .l .l. Let g’ denote the adjoint of g with respect to H, and let h = gb 0 g. Then h is 
a positive definite H self-adjoint automorphism of V and 
g-l oFA,og = FA + 8(h-IdAh). 
Proof: We let K = g*H. We have K(o, r) = H(h(o), z). Of course, g*A’ = A(K, a), and 
hence g ’ 0 FAs 0 g = F,,,,,1-,. Now we compare Fa(k,i;) and FA in a local &holomorphic 
trivialization for VI o. The matrices for K and H are related by K = h”. H. A straightfor- 
ward computation using Equation 3 shows that 
F A(K,i) = a(h-‘ah) + a(h-‘Ah). 
Since the operator d, on End(V) is given by 8 + [A, -1, it follows that 
F A(K,F1 = FA + a(h-‘8,h). 
The result follows. 0 
This lemma leads to an inequality for Trace(h) which is critical to the argument, 
cf, [ 1, pp. 15,231. 
PROPOSITION 1.1.2. Let V be a complex vector bundle over a compact Kiihler mangold B. 
Let H be a hermitian metric on V. Let aand 8 be complex structures on V, and suppose that 
g: V + V is a complex linear automorphism of V with g*8 = a. Let h = g$o g where A is the 
H-adjoint, and let z be the positive real-valued function Trace(h) on B. Then 
A7 I2(l~F,w,,a,I + I~F~wd).7 
where A is the adjoint to multiplication by the Kiihler form and where the norms of 
Q’(End ( V)) are the pointwise norms taken with respect to the Hermitian metric induced by H. 
1.2. Topological degree and L2-integrals of the curvature 
We identify rc3(GLz(C)) with Z by associating to the class of a map f: S3 + GL,(C)) the 
degree of the map S3 + S3 given by zHf(z)(e,)/I f(z)(eI)l w h ere e, is the first unit vector in 
C2. Let V and V’ be rank-two complex vector bundles over the unit disk D in C2, and let 
cp: VI?, + V’I r?D be an isomorphism. We define the degree d(q) E Z to be the integer corres- 
ponding to the element in n3(GL2(C)) defined by q using trivializations of Vand V’ over D. 
LEMMA 1.2.1. Given E > 0 there is 6 > 0 such that the following holds. Let A and A’ be 
connections on V and V’ and let cp: VI, + V’l, be a C”-isomorphism where C is the annulus 
C = {z~C~/(1/2) I lz12 5 l}. If IIA-‘p*A’I)L:cc, < 6, then 
14yllm) + jD’,(A) - joc,(a.)~ < 8 
where c,(A) is the Chern form (- 1/47t2)det(F,). 
Proof. We construct a new connection A0 on V which agrees with A on D - C and 
agrees with ‘p*A’ near i3D. Provided that 6 is sufficiently small we can arrange that 
II F/I,, - FA II hog < c. It follows that 
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On the other hand, since A0 and q*A’ agree near 8D we see that 
[DcM - JD cz(A’) = - 4cplao). 0 
C&LLARY 1.2.2. With notation as above, given E > 0 there is 6 > 0 such that if A and A’ 
are anti-self-dual SU(2)-connections and 11 A - ‘p*A’ 11 L:tcj < 6, then 
2. STABLE TORSION-FREE, RANK-TWO SHEAVES 
2.1. The Gieseker mod&i space 
Let S be a smooth projective surface, with its induced Hodge metric. Let 9 be the line 
bundle associated to the hyperplane section. For any torsion-free sheaf r over S we set 
/k?(5) = (S Cl (5) ” Cl WI rank <. S 
The sheaf 5 is _Y-slope stable if for any non-trivial, proper subsheaf <cr 5 we have 
pP((i) < pY(t). Similarly, 5 is T-slope semistable if for any 5 as above we have 
p9((r) 5 ~~((5). Lastly, 5 is properly Y-slope semistable if it is 9’-slope semistable but not 
Y-slope stable. 
For any c > 0 we denote by &f (S, 9) the moduli space of isomorphism classes of 
Y-slope stable, locally-free, rank-two sheaves over S with c1 = 0 and c2 = c. Of course, we 
can identify any such sheaf as the sheaf of germs of sections of a rank-two holomorphic 
vector bundle over S. According to [7] there is in fact a natural projective scheme 
containing My(S, 3’) as a Zariski open subset. To introduce this scheme we first need to 
introduce the notions of Gieseker (semi)stability. These notions are defined in terms of the 
Gieseker polynomial. Let r be a torsion-free sheaf on S. We define the Gieseker polynomial 
p:(5) to be 
p:(5)(n) = x(< 0 ~@“)/rank(S). 
We write p$ (5) I ps (0 to mean that for all n sufficiently large we have pz (i)(n) < p$ (t)(n). 
Similarly, for p:(i) < p;(g). 
We say that a torsion-free sheaf 5 on S is Gieseker stable (resp., semistable) if for every 
proper, non-trivial subsheaf [ci 5 we have p:(i) < p:(t) (resp., p;(i) I p:(t)). A sheaf is 
properly Gieseker semistable if it is Gieseker semistable but not Gieseker stable. It is an easy 
exercise to deduce the following from the Riemann-Roth theorem. 
PROPOSITION 2.1.1. Let 5 be a torsion-free rank-two sheaf on S with c1 (5) = 0. Then 
a rank-one subsheaf i c r is Gieseker destabilizing if and only tf one of the following two 
conditions holds: 
l ~~(0 = 0 and c2(5) 2 2c2(1) - c~(i).(c~(i) - ks) w h ere ks is the canonical class of S. 
The subsheaf i is Gieseker desemistabilizing ifand only ifeither thefirst condition holds or the 
second one holds with strict inequality in the second term. 
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Clearly, from this result one sees that any Y-slope stable sheaf is Gieseker 9 any 
Gieseker _Y-semistable sheaf is 9-slope semistable. Notice that if c1 (5) = 0 and c2 (5) is odd, 
then Gieseker .Y-semistability is equivalent to Gieseker T-stability. According to [7] there 
is a quasi-projective scheme U, a family of torsion-free rank-two Gieseker dp-semistable 
sheaves on S parametrized by U, and an action of PGL,(C), for some suitable n, on the 
family such that the quotient space U/PGL,(C) is jp(S, d;p), the Gieseker moduli space of 
equivalence classes of Gieseker Y-semistable, torsion-free rank-two sheaves with c1 = 0 
and c2 = c over S. Furthermore, if(S) 9) is complete and hence projective. It is 
a coarse moduli space. In particular, given a flat family 9,, of torsion-free, rank-two 
Gieseker dp-semi-stable sheaves over S with the given Chern classes parametrized by 
a reduced variety P, there is a unique morphism f of P to jc(S, dp) such that for each p E P 
the sheaf F-P represents the point f(p) in the Gieseker moduli space. 
Here we are primarily interested in the underlying topological spaces of geometric 
points of the Gieseker moduli space rather than the finer scheme structure. 
Let us turn now to the question of when two Gieseker _Y-semistable sheaves < and 5’ 
represent the same point of dF(S, 9). One possibility is that 5 is Gieseker Y-stable. Then 
it must be the case that 5’ is isomorphic to [. The case of properly semistable sheaves is more 
complicated. To study it we need a couple of lemmas which are easy exercises. 
LEMMA 2.1.2. Let [ and c be rank-one torsion-free sheaves over S. If there is a non-trivial 
map i + i’ then p:(i) I pz(j’). If p:(i) = p:(j), th en any non-trivial map c + c’ is an 
isomorphism. 
If c 4 4 is a destabilizing rank-one subsheaf, then it is possible for the quotient Q = t/l to 
have torsion. But in this case there is a unique extension [ c i’ which is a rank-one subsheaf 
which has torsion-free cokernel. (Simply let [’ be the kernel of the map from 5 to Q/T or Q.) 
If [ is destabilizing, then by the above lemma so is [‘. If, in addition 5 is Gieseker 
_Y-semistable, then p;(i) = p:(j), and hence [ = [‘. That is to say any destabilizing 
rank-one subsheaf of a Gieseker semistable sheaf must have torsion-free cokernel. 
The following is easily established from the above lemma. 
COROLLARY 2.1.3. Let 5 be a properly _Y-semistable torsion-free, rank-two sheaf on S. 
Then one of the following hold: 
1. 5 has a unique destabilizing subsheaf, 
2. 5 E c @ c where [ $ [’ and [ and 7,’ are the only destabilizing subshea,ves of 4 
3. r z [ @ 5 and any destabilizing subsheaf of 5 is either one of the factors in this 
decomposition or is given by the graph of an isomorphism (which must be multiplication 
by a scalar) from the jrst factor to the second. 
Conversely, if [ and c’ are torsionlfree, rank-one sheaves over S with c1 (0 = - cI([‘), 
c1 (c)m 9 = 0, and c2 ([) = c2 (r) then i @ [’ is properly Gieseker L-semi-stable. 
Let 5 be a Gieseker properly semistable sheaf. Then there is a destabilizing subsheaf 
[G 5. Let 1 be the quotient sheaf t/l. Then [<I = [< @ ;1] in R,“(S, 9). Thus, two Gieseker 
properly semistable sheaves represent the same point of iF(S, 9) if they have destabilizing 
subsheaves whose associated grades are isomorphic. It turns out (see [7]) that this 
condition is necessary also for two semistable sheaves to represent the same point in 
&@P(S, 9). 
It is easy to see that slope stability and local freeness are open conditions in the Zariski 
topology on iF(S, 9). Thus, &%‘F(S, 9’) is a Zariski open subset of kF(S, 9). We denote 
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by xf(S, 9’) its closure. It is a projective scheme and is called the Gieseker compacti@ation 
of JZ%!~(S, 9). Along the same lines let us fix a line bundle L with L. 9 = 0. We set 
S(L) c J@~(S, 9’) equal to the subset of properly slope semistable sheaves which admit 
a destabilizing rank-one sheaf whose double dual is isomorphic to L. Then S(L) is a closed 
algebraic subset of the reduced scheme associated to _ap(S, 9). 
2.2. The double dual 
Let 4 be a torsion-free, rank-two sheaf over S with c1 (5) = 0 and c2 (5) = c. Let t** be its 
double dual. Since t is torsion-free, the natural map i; -+ r** is an injection. In fact, there is 
an exact sequence 
0 + 5 + r** j_%!(r) + 0 (4) 
where s(4) is a sheaf with support a codimension-two subscheme of S. It follows that 
c1 ({**) = 0 and that c2(<**) = c - 1(2(c)) w h ere 1(9((g)) is the total length of 9(r). 
LEMMA 2.2.1. Let 5 be a Y-slope stable (resp., Y-slope semistable) rank-two torsion-free 
sheaf on S. Then <** is Y-slope stable (resp., Y-slope semistable). 
Proof Let Z0 be the subscheme defined by ZzO = Ann(_C?(S)). Let [ --+ <** be a rank-one 
subsheaf. Then the composition { @ 12, -+ t** -+9!(t) is trivial, so that [ @ IzO factors 
through 4. Clearly, c1 ([ 0 Iz,) = c1 (0. The lemma follows easily from this. 0 
COROLLARY 2.2.2. If 4 is Gieseker 9-semistable, then {** is Y-slope semistable. 
2.3. Destabilizing subsheaves of slope semistable vector bundles 
The following is an easy consequence of Hartog’s theorem. 
LEMMA 2.3.1. Let V be a rank-two vector bundle over S and let f: [ + V be an injective 
morphism from a torsion-free rank-one sheaf to V. Let L be the line bundle which is the double 
dual of [. Then there is a natural embedding [q L. The map f extends to a map f^: L + V. 
This leads to: 
COROLLARY 2.3.2. Let V be u properly P-slope semistable rank-two vector bundle over 
a regular surface S with c1 (V) = 0 and cz( V) = c. Then there is a line bundle L with 
L. 9 = 0, a codimension-two, local complete intersection subscheme Z c S with total 
multiplicity l(Z) _< c. and an exact sequence 
04L-t V-L-‘@I,-tO. 
Also, c1 (L)’ I 0 and c = l(Z) - c1 (L)‘. 
Let us finish this section with a result analogous to Corollary 2.1.3 for slope stable 
vector bundles. Given the previous result, its proof is an easy exercise. 
PROPOSITION 2.3.3. Let V be a properly 9-slope semistable rank-two vector bundle over 
a regular surface S with c1 (V) = 0. Then exactly one of the following holds: 
l There is a unique slope destabilizing line bundle L + V and we have an exact sequence 
O+L-+V-+L_‘@I,+0 
for some local complete intersection subscheme Z c S of codimension two. 
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l There is a line bundle L such that L $ L-’ and V g L @ L- ‘. The only two destabiliz- 
ing line bundles of V are the two factors of this decomposition. 
l There is a line bundle L with L g L-’ and V g L @ L. The only destabilizing line 
bundles of V are the two factors of this decomposition and graphs of scalar multiplica- 
tions from the first factor to the second. 
3. THE UHLENBECK COMPACTIFICATION 
Let (M, g) be a closed, oriented, simply connected, Riemannian 4-manifold. The moduli 
space .&z’~(M, g) is normally defined in terms of g-ASD connections on a principal SU(2)- 
bundle with c2 = c. Since we have interested in comparing A,(M, g) with the Gieseker 
moduli space, we give a completely equivalent formulation using hermitian complex 
two-plane bundles. Let V be a complex two-plane bundle over M and let H be a hermitian 
metric on V with trivial determinant. Then we say that a connection (or automorphism) on 
V is an SU(2)-connection (or an SU(2) automorphism) on (V, H) if it preserves H and its 
determinant is trivial. For us AC(M, g) is the moduli space of isomorphism classes of triples 
(V, H, A) where V is a complex two-plane bundle over M with c1 (V) = 0 and c2 (V) = c, 
H is a hermitian metric with trivial determinant on V, and A is an irreducible g-ASD 
SU(2)-connection on (V, H). Since we are considering isomorphism classes, for any 2 > 0 
the triples (V, H, A) and (V, AH, A) determine the same point in AC(M, g). 
The moduli space sits naturally as a subset of the space of SU(2)-gauge equivalence 
classes of irreducible SU(2)-connections on (V, H). For g a generic metric, it is a smooth 
manifold of dimension 8c - 3( 1 + b: (M )), see [4]. But it is rarely compact. To compactify 
AC(M, g) we must allow reducible g-ASD connections and also g-ASD connections with 
points of idealized curvature. 
As in [6] we define a compactification sC(M, g). To do this we first define for any k the 
kth-symmetric product C“(M) of M. We denote by C*(M) the disjoint union of Xk(M) for 
all k 2 0. We can view the elements of E*(M) as functions from M to the non-negative 
integers, functions which are zero on all but a finite number of points. For [T, 0’ E x * (M ) we 
say that o’ I u provided that for every m E M we have p’(m) 2 o(m). 
Now let us turn to the definition of sr(M, g). A point of this space is determined by 
a quadruple (V, H, A, Z) where V is a complex two-plane bundle over M, H is a hermitian 
metric on V with trivial determinant, A is a g-ASD SU(2)-connection on (V, H), and 
ZEC~(M) subject to the condition that c2(V) + k = c. Two quadruples (V, H, A, Z) and 
(V’, H’, A’, Z’) determine the same point of xf(M, g) if there is an isomorphism 
$: (V, H) + (V’, H’) with A = $*A’ and if Z = Z’. Such a quadruple determines a Bore1 
measure ,u(V, H, A, Z) on M by 
PO’, H, 4 Z) = II F.-i II2 + 87~~62 
where h2 is the a-measure whose mass at x E M is the multiplicity of x in Z. Clearly, 
quadruples determining the same point of _+@,“(M, g) determine the same Bore1 measure, 
and the total mass of p( V, H, A, Z) is 8n2c. A neighborhood of [V, H, A, Z] is determined 
by choosing a neighborhood U of p( V, H, A, Z) in the weak-* topology on Bore1 measures, 
by choosing an open neighborhood N of the support X c M of Z, and by choosing an 
E > 0. The neighborhood then consists of all [V’, H’, A’, Z’] such that: 
l p( V’, H’, A’, Z’) E U 
l there is a bundle isomorphism $: VIM-n -+ V’IM-n such that $*H’ = H and 
IIA - $*A’ II L:(M -N) < &. 
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According to Uhlenbeck’s weak limit theorem J?F(M, g) is a compact space, see [19]. 
Clearly, from the definition of the topology, this space is first countable and Hausdorff. We 
call Z the singular locus of [ V, H, A, Z] and A its background connection. 
3.1. Donaldson’s Theorem 
Let S be a regular projective surface with Hodge line bundle _!Y and associated Hodge 
metric g2,. We shall compare MF(S, _I.?) with JY~(S, gY). For elementary reasons there is 
a map J%!‘~(S, gu) + dF(S, 2). Let V be the complex 2-plane bundle with c1 (V) = 0 and 
c2( V) = c, let H be a hermitian metric on V with trivial determinant, and let A be an 
irreducible g,-ASD connection on V which is an SU(2)-connection with respect to H. Since 
A is gY-ASD, the curvature FA is of type (1, 1) and AF,, = 0, where A is the adjoint of 
multiplication by the Kahler form for gY. Thus, if we let dA: Q’(V) + n’(V) be the 
covariant derivative and we decompose d, into its (1, 0)- and (0, I)-components, 
d, = aA + C!?~, then 5A 0 C’A = 0. That is to say the ASD connection A determines a holomor- 
phic structure on V. According to Theorem 8.3. in [9] this holomorphic structure is in fact 
a direct sum of slope stable holomorphic vector bundles V? ei x with c1 (vi). 5&’ = 0 for 
each i, and if A is irreducible, then (V, &) admits no non-trivial holomorphic subbundles 
and hence in this case V itself is slope stable. Thus, this construction defines a function 
Obviously, as we vary A, & varies continuously, and hence ‘I’ is a continuous function. (For 
emphasis we repeat that we are viewing MF(S, _Y) as the topological space of geometric 
points rather than as a scheme.) 
This brings us to Donaldson’s theorem. 
THEOREM 3.1.1. (Cl]) Let S be a regular projective surface. Let _Y be a polarization for 
S and let gY be a Hodge metric associated to 9. Let V be an Y-slope stable holomorphic 
rank-two vector bundle with c1 (V) = 0. Then V admits a Hermitian metric H such that the 
hermitian holomorphic connection A(H) is g,-ASD. Such a hermitian metric is unique up to 
multiplication by positive real scalars. The determinant of such a metric is trivial, and A(H) is 
an SU(2)-connection with respect to H. 
There is an immediate corollary. 
COROLLARY 3.1.2. The function Y‘: J?‘~(.S, gy) -+ _&F(S, 9) is bijective. 
We have the stronger result: 
THEOREM 3.1.3. ‘-I’: JY~(S, gY) -+ .&!z(S, 2) is a homeomorphism. 
We do not give a proof of this last theorem here since will follow from what we establish 
later in this paper. But given Donaldson’s theorem, it is easy to establish this result by 
a deformation argument, see p. 240 in [3] or [S]. In fact, in [6] it is shown that the real 
analytic scheme structure on JzY~(S, gy) coming from its description as the subset of the 
space of gauge equivalence classes of connections satisfying the g,-ASD equations agrees 
with the real analytic scheme structure on MF(S, _I.?) induced from its quasi-projective 
complex algebraic scheme structure. 
We denote by Q: &F(S, 2) + J?‘~(S, gY) the inverse function to Y. 
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3.2. Extension of @ to a map defined on all of J?F(S, 9’) 
Let [<I E./?:(& 9). According to Lemma 2.2.2 the double dual <** is a _Y?-slope 
semistable vector bundle with cl(<**) = 0 and 0 I c2(<**) < c. Suppose that &j** is slope 
stable. Then we set V( 5) = <**, we set H( 0 equal to the hermitian metric given by applying 
Donaldson’s theorem to 4**, and we set A (5) = A (H(t)). If t** is properly _Y’-slope 
semi-stable then there is a slope destabilizing sequence 
Since V is Y-slope semistable we have ci (L). 9 = 0. Hence the line bundle L admits 
a unique hermitian metric HL such that A(H,) is an ASD unitary connection. Of course, 
L-’ has the inverse hermitian metric HLml. In this case we set V(5) = L @ L-‘, 
H(5) = H,@ HLmlr and A(<) = A(H,@ H,-,). 
If is** is Y-slope stable then we define Z(<)FE*(S) to be \5!(5)1 where .9(t) is defined in 
(4). If i”** IS properly slope semistable and we have a destabilizing exact sequence 
o+L-t~*+L-l@I,-to. 
then we define Z(t) = IS(t)\ + 1 WI. 
(Here (.!2( 5) 1 is the integer-valued function on S which counts the length of the sheaf 9!(t) 
at each point of S and I WI is the integer-valued function on S which counts the multiplicity 
of W at each point of S. We employ the following notation: for any subset A c S we denote 
by lA(2(<)) the sum of the multiplicities of 9(t) at all points of A. Thus, 1(9(l)) = &(9(<)). 
We employ a similar convention for 1A(W).) 
LEMMA 3.2.1. These choices determine a well-dejned ,function 
6,: .@qs, Y) --, Ay(S, gy) 
whose restriction to A!F(S, 9’) is @. 
Proof It is obvious in the case that 4 ** is slope stable and it follows from Proposition 
2.3.3 in the case that <** is properly slope semistable that (V(t), H(r), A({)) is well-defined 
up to isomorphism and that Z(4) IS unique. Now let us consider varying the isomorphism 
class of the representative c. We can only do this when 5 is properly Gieseker semistable. 
We must show that using 5 or using the associated graded of a destabilizing rank-one sheaf 
gives the same functions. Suppose that 
o+L~l,,+~~L-l~I,,-,o 
is a Gieseker destabilizing sequence. Then we have a commutative diagram of exact 
sequences: 
0 0 0 
1 1 1 
0 -+ LOIZ, -+ 5 + L-l@IZ* +o 
1 1 1 
O-, L + t** -+ L-‘@Iw +o 
1 1 J 
o-+ GZ, -+ S(5) + Iw/122 + 0 
1 1 L 
0 0 0 
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Then (V(t), H(r), A(t)) is (L @ LP’, HL @ HL- ,, A(HL @ H,- 1)). The associated graded 
Gr(<) for this sequence is (L @ Zz,) @ (L-l 0 I,,) whose double dual is L 0 L-‘. Thus, 
(UGr(O), H(Gr(O), A (Gr(O)) = (v(t), H(t), A(5)) 
up to isomorphism. By definition Z(t) = IS(t)1 + / W(, and Z(Gr(r)) = IZ1 I + IZz(. From 
the above diagram we see that IZ1 I + IZ2 I = 19(t)/ + 1 WI. This completes the proof that 6 is 
well-defined. 
Clearly, the restriction of 6 to A’:($ 9’) is 0. 0 
The above argument can be used to prove a slightly stronger result which will be useful. 
LEMMA 3.2.2. Suppose that L is a line bundle over S with L. gU = 0, and that Z1 and Z2 
are codimension-two subschemes of S. Suppose that 5 is a Gieseker semistable sheaf and that 
there is an exact sequence 
o+L@Iz,+~+L-‘@Iz,~O. 
Then6([<])isrepresentedby(L@L-‘, HL@HL-I, A(HL@HL-I),IZ~I + IZZI). 
4. THE CONTINUITY OF 6 
Here is the main rsult of this part; this section is devoted to its proof 
THEOREM 4.0.1. Let S be a regular smooth projective surface with Hodge line bundle 
2 and associated Hodge metric g. Then the map 6: J?F(S, 2) -+ J?~(S, g) deJned in the last 
section is continuous. 
Since both the domain and range of 6 are first countable Hausdorff spaces, to prove that 
6 is continuous it suffices to prove that it preserves limits of sequences. Of course, in proving 
this we are free to pass to a subsequence whenever convenient. Since 9 has been fixed we 
now refer to slope or Gieseker (semi)stability meaning implicitly with respect to 9. 
Let [(,,I be a sequence of points in iz(S, 9) with limit [t]. Let 
(K, H,, A,, Z,) = (I’(&,), H(5,), A(&)> Z(5,)) 
and let us denote by pn the measures associated with these quadruples. Similarly, we let 
(V, H, A, Z) = (V(t), H(t), A(<), Z(l)) and let p be the associated measure. Let X c S be 
the support of Z. What we show is that after passing to a subsequence: 
l There are open subsets T, c S - X with T,, c T,+, and with lJnTn = S - X. 
l There are constants 1, > 0 and isomorphisms 
such that cr,* A, converges uniformly in the C “-topology on compact subsets of S - X 
to A. 
0 lim,,, p, = p in the weak-* topology on the space of Bore1 measures on S. 
Clearly, the continuity of 6 follows from this. The rest of this section is devoted to 
constructing the objects listed above and showing that they satisfy the given properties. 
By passing to a subsequence we can assume that either all of the 5, are slope stable or all 
of them are properly slope semistable. We shall treat the two cases separately. 
TOP 32:3-B 
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4.1. Case when the &, are properly slope semistable 
Before we begin the argument let us recall some of the basic facts about the Hilbert 
scheme of a smooth surface S. For each integer I2 0 there is a projective variety 
H’ = Hilb’(S) whose points parametrize the codimension-two subschemes of S of total 
multiplicity 1. Let x’(S) be the Ith-symmetric product of S. It is also a projective variety. 
There is the natural surjective morphism Hilb’(S) -+X’(S) denoted by [U]+UI. We 
denote by I = l(U) the total multiplicity of U. 
Associated to each sheaf &,, there is a slope destabilizing rank-one subsheaf i,,. The 
double dual of [,, is a line bundle L, with L,. Y = 0, and with L,. L, 2 - c. Since S is 
regular and the intersection form on 9’ n EC(S) is negative definite, it follows that there 
are only finitely many possibilities for the L,. After passing to a subsequence we can assume 
that there is a line bundle L such that L, z L for all n. Thus, for each n we have 
codimension-two subschemes U,, Y, c S and an exact sequence 
0 + L @ I”” + 4, + L-l 0 I, -+ 0. 
Since 5, is properly slope semi-stable and L 0 I, is a slope destabilizing subsheaf it must be 
the case that 
l(U,) = & Y,) = (c2(5,) - L*(L - ks))/2. 
In particular, 1(U,) and 1( Y,) are equal and are independent of n. We denote these lengths 
by 1. We can suppose that the sequences [U,] EH’ and [Y,,] EH’ converge to points [U] 
and [ Y], respectively. 
Let 4 c Hilb’(S) x S be the codimension-two subscheme giving the incidence relation. 
We consider H’ x H’ x S and let p be the projection onto the product of the first and thrid 
factors, let q be the projection onto the product of the second and third factors, and let 
rr denote the projection onto S. Consider the sheaf 
(p*9 0 n*L) 0 (q**a 0 7T*L-‘) 
over H’ x H’ x S. It is a family of torsion-free rank-two semistable sheaves over S with 
ci = 0 and c2 = k parametrized by H’ x H’. Since the Gieseker moduli space is a coarse 
moduli space (see [7]), this family induces a morphism H’ x H’ -+ &&,“(S, 2). By the fact 
that a properly semi-stable sheaf and the associated graded of a destabilizing sequence for it 
represent the same point in k,“(S, 9), the image of this map contains all the points &,, and 
hence also contains the limit point 5. It is now clear that l is represented by the sheaf 
(I”oL)o(lYoL-l). 
It follows immediately from Lemma 3.2.2 that for every n there is a positive constant C, 
such that the triple (I’,,, H,,A,) is, up to isomorphism, (LO L-l, C,,*(HI,O HLml), 
A(HL @ HL- ,)) and that Z, is ( U, 1 + I Y, I. Similarly, there is a constant C such that the 
triple (V, H, A) is, up to isomorphism, (L 0 L-l, C*(HL 0 HLml), A(HL 0 HLml)) and Z is 
I U I + 1 Y I. Set 2, = C/C,,. Thus, in this case for all n we can take T, = S - X and E,, to be an 
isomorphism from (V, H, A) to (V,, A,H,, A,). This completes the proof in this case. 
4.2. Case when all the 5, are slope stable 
Let U be the quasi-projective scheme as in Section 2 such that there is a U-flat family of 
Gieseker semistable sheaves f over U x S such that the map p: U --f _,ip(S, 9) induced by 
g is onto and is the quotient map of a PGL,(C) action. Let us consider the function 
q: U x S -+ 2 which assigns to each (u, s) the length of 9(zI(,,, rS) at s. By a standard 
stratification argument, one shows that the function q is upper semicontinuous. We choose 
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points u,, UE U such that lim,,, u, = U, such that p(u,) = [<,I, and such that p(u) = [<I. 
It follows that zIcU, xs E &,, and that Cc,,] = [t]. Thus, since we have already shown that 
6 is well-defined, we may as well assume that 5 g f,. We fix these isomorphisms. 
For each n there is a sheaf g2, = S(t,,) and an exact sequence 
After passing to a subsequence we can assume that I($,) is constant, equal to say q and that 
Z, = 12, I E X4(S) converges to REP. Also, there is a sheaf 2 = 2(t) and an exact 
sequence 
Let X0 c S be the support of 9. By definition X0 c X. (Recall that X is the support of 
Z = Z(l).) From the upper semicontinuity of q it follows that: 
LEMMA 4.2.1. 0 I 121 
Notice that in general it will not be the case that (T = I$ I. 
Since the <, are slope stable, they are Gieseker stable. By Corollary 2.2.2 the vector 
bundles t,** are slope stable and thus according to Donaldson’s theorem there are 
hermitian metrics H, on t,** such that the holomorphic connections A(H,) on <z* are ASD. 
Of course V, = <n**, A, = A(H,), and Z, = I$/. Fix a hermitian metric H on 4** with 
associated hermitian holomorphic connection A = A(H), which we are not requiring (at 
least for now) to be ASD. 
Now, for each point p E X0 we choose a small closed ball B, c S centered at p. We do 
this so that the balls centered at distinct points are disjoint. Let R = S - UPEXVBp. There is 
an analytic neighborhood V of u in U such that for all c‘ E V the sheaf FI (v) x R is locally free. 
Thus, in fact, Fdefines a stratified smooth vector bundle over the stratified space Vx R. 
Since U is locally contractible in a smooth stratified manner, il we choose V sufficiently 
small there is a smooth stratified isomorphism of vector bundles 
We denote by (P~,~ the induced isomorphism 
These isomorphisms vary in a smooth stratified manner with UE V and converge to the 
identity in the C”-topology as v converges to U. 
Now let R’ I R be a larger relatively compact, open subset of S - X0 constructed as 
above. Then we can find a smaller analytic neighborhood V’ c V and an isomorphism 
(PR’ as above. A standard partition-of-unity argument allows us to arrange that for each 
V E V’ We have qR,o = (YR’, L, )I R. Gluing these isomorphisms together gives us the following: 
l There is a family of Cm-bundle isomorphisms qv parametrized by VE V. 
l For each VE V the domain of (pc is the restriction of fz* to a compact subset of 
s-x,. 
l For any relatively compact open subset R c S - X0 there is a neighborhood 
V(R) c V of {u} such that cpV is defined over all R for all VE V(R). 
l For any relatively compact open subset R c S - X0 the restrictions of the cp” over 
R converge uniformly in the C”-topology to the identity as u converges to U. 
We denote by JV the &operator induced by pulling back by cp” the &operator for the 
holomorphic structure on K. These operators converge, uniformly on compact subsets of 
466 John W. Morgan 
S - X0 in the C”-topology, to the &operator for natural holomorphic structure on t**, 
which we denote by a 
Using this family cp” and using isomorphisms fixed at the beginning of this section we 
define a sequence of isomorphisms 
*,: 4**lR, z 53R” 
for all n 9 0 where each R, is a relatively compact open subset of S - X0, where R, c R,+ I 
for all n and where UnRn = S - X0. We define a sequence of hermitian metrics on <**Is, 
by K, = +n*H,l~,. We set i7n = 8+ on t** IR,. Clearly, lim,, 2 & = 8 where the limit is 
uniform on compact subsets of S - X0 in the C”-topology. We set A, = A(H, an). It is 
a hermitian connection over R,. It follows that the A, converge uniformly in the Cm- 
topology on compact subsets of S - X0 to the hermitian holomorphic connection A(H). 
Let B c S be a ball centered at a point PEX,. For all n sufficiently large such that 
8B c R,, we define the degree of $, ( as by using the trivializations of t** Is and <,** (s r As the 
next lemma shows, the discrepancy of is(.)I from continuity is measured by these local 
topological degrees. 
LEMMA 4.2.2. Let p E S and let B be a suf/iciently small ball centered at p. Then for all 
n $0 we have 
d(lC/nlas) = 404 - M%J 
Proof. We choose B sufficiently small so that it meets no point of X0 different from p. 
Since the family of sheaves on U x S are torsion-free, there is a short resolution 
0+F1-tF,+5”+0 
where F, and F0 are locally free, and hence associated to vector bundles Vi and V, . We can 
restrict attention to a smooth 4-sphere Z in CI x S made up of {u> x B u A, u - (u,> x B 
where A, is a small collar. Of course, since C bounds a 5-disk in U x S, we know that 
On the other hand the map F1 + F0 has locally free cokernel except (possibly) near 
{u} x (p} and near a finite subset of (u,) x B. It follows that 
<c2(~0) -G(l1), PI> = cz(V3)Iz + l,(% - &d-K) 
where V3 is the vector bundle obtained by gluing together the bundles (**Is, 41,” and 
t,* *Is, by the natural isomorphisms. On the other hand, it is easy to see that 
c2 ( V3) = - d($,, Ias). The lemma follows. 0 
4.2.1. Construction ofthe limit map. Our next step is to construct a limit holomorphic map 
between t** and another holomorphic bundle over S. Here is the precise statement. 
THEOREM 4.2.3. Let [** and R, and K, be as above. After passing to a subsequence there 
are: 
a a holomorphic vector bundle V, with a-operator a” and metric K, 
l a nonzero holomorphic map gm: (<**, 8) -+ (V,, 8), 
l ajinitesetFcS-X0, 
l C” isomorphisms gn: [**IT, --f V, IT,, where T, 5 R, - F, and 
0 positive constants A, > 0 
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such that: 
l A(K,, a”) is an ASD connection, 
. gZ(K,l,) = kK,Ir,,, 
l for any relatively compact open subset T c S - X0 - F the restrictions of the 
(g, I)* A(K,) over Tconverge uniformly in the C”-topology to the restriction ofA( 
l the restrictions of the g,, over T converge uniformly in the C”-topology to the restriction 
of gco, and 
l for each q E F and for any ball B c S centered at q we have 
for all n $ 0. 
This subsubsection is devoted to proving this result. We fix a hermitian metric H on <**. 
CLAIM 4.2.4. For each n $ 1 there is a C” complex linear isomorphism 
pn: t**Is-xo = 5n**1s-xo 
with the property that pz(H,(s_xO) = His-x,. 
Proof If X0 # 8, then this is immediate since any two SU(2)-bundles over a non- 
compact, connected 4-manifold are isomorphic. If X0 = 8, then this means that 4 is 
locally free. Thus, so are the <,, for all n 9 0. Hence c2(5**) = ~~(4) = ~~(5”) = c2(5f*). 
Thus, the SU(2) bundles underlying t** and tz* are isomorphic in this case as well. 0 
Let & be the pullback under of p,, of the natural holomorphic structure on t,**. It is 
a holomorphic structure on t**lsPx,. Let A; be the connection A(H, pn). It is an ASD 
connection on <**ls_x0 of energy Src2c2(5,**) I 8rc2c2(5). 
By Uhlenbeck’s weak compactness result [19], there are choices of the P,, such that the 
connections AA converge to an SU(2) ASD connection Ab, on some possibly different vector 
bundle on S. This means that there is a C” complex vector bundle V, over S with 
a hermitian metric K, with trivial determinant, an ASD connection Ak, which is an 
SU(Z)-connection with respect to K,, a finite subset F c S - X0, and Cm-bundle 
isomorphism v: r**I(S-Xd~ --) VmI(S-X0-F) such that: (i) v*(K,) = H and 
(ii) lim,,, AL = v*Ab, uniformly in the P-topology on compact subsets of S - X0 - F. 
Of course, A’, defines a holomorphic structure on V, , denoted a. We let a’b, = v*a” be the 
induced holomorphic structure on t** / cs _ xo _Fj. We choose F so that it has no removable 
singularities; i.e., we assume that there is no subsequence of the AA converging over a larger 
subset of S - X0 to v*A,. Let us show that with this choice of F the last condition is 
satisfied. 
LEMMA 4.2.5. For each q E F and for any ball B centered at q we have 
lim 
s 
II FAUI,~ /I2 2 87~~. 
nccc B 
Proof: The lemma is immediate by Uhlenbeck’s removable singularities theorem 
POI. 0 
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Now for each n we set T,, = R, - F. We define C”-automorphisms 
j, = pi'0 $n:l**/R, E t**IR,> 
and 
gn = voj,:5** Ir, + V, IT,. 
Clearly, we have j,*HIR, = K, and jz8’ilnlR, = &. 
LEMMA 4.2.6. Let R c S - X0 be any compact subset. Then for all n 9 0 the connection 
FA,, is defined over all of R and 1 AF*,( is bounded over R uniformly in n. 
Proof. The A,, converge uniformly on R to A(H). From this, the result is 
immediate 0 
LEMMA 4.2.7. The connection AL on [** Is_x0 satisjies AF,, = 0. 
Proof Ai = A(H, 8’,) = p,*A(H,), and by construction A(H,) is ASD. 0 
For each n, let jf be the H-adjoint of j, and set h, = jz oj,. Then h, is an H-self-adjoint 
positive definite endomorphism of <** /a,. We set r,, = Truce h,. It is a positive, real-valued 
function on R,. 
COROLLARY 4.2.8. For any relatively compact subset R c S - X, there is a constant 
CR > 0 such that for all n + 0 the function 5, is defined on R and 
for all x E R. 
AL(X) I CR - t,,(x) 
Proof Since j,*F” = cn, by Proposition 1.1.2 for any x E R, we have 
AZ,(X) 5 2(lAF.;I + l~F~,lb.,W 
According to Lemmas 4.2.7 and 4.2.6 we have that AF*;, = 0 and ) AFAn / is uniformly 
bounded on R as n H x . 0 
COROLLARY 4.2.9. For any relatively compact open subset R c S - X0, there is a rela- 
tively compuct open subset R’ c S - X0 with R c R’ and a constant C = CR > 0 such that 
for all n 9 0 the function t, is de$ned on R’, and we have 
Proof This is proved from the previous lemma as in [l, p. 231. (The reference given in 
[l] to [15] should be to Theorem 5.3.1 on page 137.) 0 
We choose closed balls B, centered at each point p E X0 sufficiently small so that they 
are disjoint from each other and from F and with the property that for each p E X0 the 
vector bundles l** Is, and I’, IBp are holomorphically trivial. Let R = S - u ptXo B, and let 
R’ 1 R and C, > 0 be as in the previous corollary. Multiply the pn by positive constants 
3.,(R))’ > 0 until for all n 9 0 we have 
115, II - 1. L”(R’)  
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This replaces j, by %,(R)j,. Thus, p,*&(R)H,, = H. For these new choices we have 
11 j, ))L4(R,) = ( 11 z, )IL~cRpJ) = 1. By the previous corollary for all n % 0 we have that 
This implies that I j,(x)1 is uniformly bounded for all n 9 0 and all x E R. 
Now choose closed balls B, centered at the points q E F sufficiently small so that they 
are disjoint from each other and from the balls (BPJPGXo and so that the bundles [** and 
V, are holomorphically trivial over each B,. Let B = u qeFBq and let T = R -= B. We also 
choose the B, sufficiently small so that for all n % 0 
llj,ll Lo S 3, 
We know that j,*pn = &, i.e., j, 0 8,, = (7; 0 j,. As n converges to cc the operators 
& converge in the Cm-topology on T to & and the operators pn, which are the (0, l)- 
component of AL, converge to v*a;, in the C”-topology on T. Thus, we can write 
8n = 2, + %, 
where c(, and /3, are (0, I)-forms with values in End(~** IT) with the c(,,, P,, converging to zero 
in the C” topology. Thus, we write 
Since the II .L II LYT) are uniformly bounded for all n % 0, it follows from this equation and 
a standard bootstrap argument (cf [4, p. 591 that there is a subsequence of the j, which 
converges in C G (T) to a limit j, which satisfies 
That is to say j, defines a holomorphic map from <**IT with its natural holomorphic 
structure to ((**jr, a;,). Since II j, 1) L4cTJ 2 l/2 it follows that j, is not the zero map. Hence 
v oj, is a holomorphic map from t** IT to V, Jr. By Hartog’s theorem v oj, extends to 
a holomorphic map gm : (** + V, . 
At this point we have constructed all the objects required by Theorem 4.2.3. Also, from 
the construction it is clear that the first three conditions and the last condition hold. As to 
the convergence required in the fourth condition, we have shown that this holds for 
T c S - X0 - F. To complete the proof of the theorem we need to show that the 
convergence holds for any relatively compact open subset of S - X0 - F. 
Let T’ 2 r be a relatively compact open subset of S - X0 - F. We can repeat the 
construction for T’. This will provide a subsequence gnk and constants K~ > 0 such that Kkgnr 
converges over T’ to a nonzero holomorphic map g; from t** to V,. Of course, 
g&IT = (limkcmd*gm. 
This implies that limk,,rck exists and is finite and nonzero. But then it is clear that 
g,,* converges to gm uniformly in the C” topology on T’. A standard diagonalization 
argument now lets us extract a subsequence of the gn that converges uniformly in the 
C”-topology over every compact subset of S - X, - F to g=. 
This completes the proof of Theorem 4.2.3. 
4.2.2. The case when t** is dope stable. Theorem 4.2.3 will be used to prove the continuity 
of Q on the sequence [&,I. Our analysis breaks into two cases depending on whether <** is 
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slope stable or not. The consequence of Theorem 4.2.3 in the case when t** is slope stable is 
the following. 
THEOREM 4.2.10. Suppose that 5 ** is slope stable. Let T,, and $,, be as before. Let H be 
a hermitian metric on t** such that A = A(H) is ASD. Then there are positive constants 
A,, > 0 such that 
lim net ,&$:(H,) = H 
uniformly in the C “-topology on compact subsets of S - X0. Furthermore, the subset F c S in 
Theorem 4.2.3 is empty. 
Proof. We apply Theorem 4.2.3 to this choice of hermitian metric H on <** producing 
I’, , gco, gn, F and i,. Since V, has a holomorphic hermitian ASD connection A( K, ,8), it 
is slope semistable. Thus, since gcu: <** -+ V, is a nontrivial holomorphic map, it must be 
the case that it is an isomorphism. It follows that %,,K,, converges uniformly in the 
C”-topology over compact subsets of S - X, - F to g$ K,. Since A(K,, 8) is ASD, it 
follows that A(gzK,, 8) is ASD. By the uniqueness part of Donaldson’s theorem this 
means that gz K, = iH for some A > 0. We replace 2, by &, * A - ‘. Then the I., K, converge 
uniformly in the C” topology on compact subsets of S - X0 - F to H. 
Lastly, we must show that F = 0. Suppose that F # 8, say 4 E F. We choose a closed ball 
B centered at q so that it contains no point of X0 u (F - (4)). It follows that for all n 9 0 
the ball B contains no point of the support of 9!,,. We also choose B sufficiently small so that 
Lemma 4.2.2 applies to it. From this lemma we see that for n % 0, we have d( $,, Iis) = 0. 
Since the tj,* A(H,) are converging to A = A(H), uniformly in the C”-topology on compact 
subsets of B - {q), by Corollary 1.2.2 for any E > 0 we have that 
for all n 9 0. We also choose B sufficiently small such that je 11 FA /I2 < e/2. Hence, 
J II FAW,, II2 < E B 
for all n % 0. This contradicts the last condition in Theorem 4.2.3 and shows that 
F = 8. 0 
Let us show the continuity of Q, on the sequence [(,,I provided that <** is slope stable. 
In this case X, = X, the support of Z. Consider the a, = $, 0 g; i: Y, 1 T, -+ tt* IT,. It 
follows immediately from Theorems 4.2.3 and 4.2.10 that a,*(I,H,) = K, and a,*A(H,) 
converges in the C”-topology, uniformly on compact subsets of S - X0, to A(K,). To 
complete the proof of the continuity of Q we need only see that the measures converge. It 
follows that the restrictions of the measures p,, to any compact subset of S - X, converge to 
the restriction of p to the same subset. Thus, to complete the proof we need to show that the 
measures also converge near each point p E X0. What we must show is the following: Given 
E > 0 for all sufficiently small balls B centered at p and all n $ 0 we have 
IP(B) - /.&@)I < s 
(where p(B) means jBpL, and similarly for p,,). 
We choose B sufficiently small so that it contains no point of X0 in its closure except p. 
By definition p”(B) = jB (/ F Ao,,j II2 + 8n21e(9,)andp(B) = Se IIFA(H)j12 + 87t21P(2). Since 
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lim,, m $,*A(H,) = A(H) in the C” topology on every compact subset of B - {p}, it 
follows from Corollary 1.2.2 that for all n >> 0 we have 
g~2d(rl/,l?B1 + 
s 
11 F.4(H)1i2 - 
B 
JB~l~.4~Hnd2[ <E. 
On the other hand, by Lemma 4.2.2 we have 
4$,I,B) = @I - M~,tI 
for all IZ 9 0. Combining these two formulae gives: 
l~(Bl- ~n(B)l < 8 
for all n 9 0. This completes the proof of the continuity of @ in this case. 
4.2.3. The case when < ** is properly slope semistable. The application of Theorem 4.2.3 to 
the case when (** is properly slope semistable gives the following result. 
THEOREM 4.2.11. Suppose that 5 ** is properly slope semistable. Then there is a line bundle 
L with L * _Y’ = 0 such that the bundle V, given by applying Theorem 4.2.3 to this situation is 
holomorphically isomorphic to L @L- ’ and there is a slope destabilizing sequence 
0 -+ L -+ t** + L-lolw --t 0. 
Furthermore, for the maps gn given by that theorem the following holds. For B c S any 
sufficiently small ball centered at a point p ES and for all n $ 0, the degree of 
g,,: {**I;B -+ V, IsB is given by 
d(g, lid = lp( W. 
In particular, the jnite subset F of Theorem 4.2.3 is the support of W. 
Proof: Let us deal first with the case when ga is of rank two at some point of S. In this 
case g5 is generically an isomorphism, and by Hartog’s theorem either det(g,) vanishes 
along a divisor or gca is an isomorphism. But if detg, vanishes along a divisor D, then 
cI(V,) = cl([**) + CD]. Since cl(V,) = c,(t**) = 0, this is impossible. We have just 
proved that if gm is of rank two at one point of S then it is an isomorphism. Since V, admits 
a holomorphic hermitian ASD connection, it must be the case that V, is holomorphically 
isomorphic to L @ L _ ’ for some line bundle L with L * 9 = 0. Of course, then {** is also 
isomorphic to L @I L - ‘, and hence the scheme Win the slope destabilizing exact sequence is 
empty. 
Lastly, since the g,, converge uniformly on compact subsets to gm, which is a global 
isomorphism, it follows that for any ball whose boundary is disjoint from X0, we have that 
d(g, jrs) = 0 for all n + 0. Suppose that p E S - X0. Let B be a ball centered at p, sufficiently 
small such that B c S - X0. Then for all n 9 0, we have lB(9,J = 0. Hence, by Lemma 4.2.2 
and the above remark we see that d(gil 0 $n/?B) = 0. According to Corollary 1.2.2 this 
means that for any E > 0 we have 
IS 
11 FA(HJ iI2 
B 
-jjF,~~,,ll~[ <E 
for all n $ 0. If the ball if small enough, then sB (1 F ACK,j) /I 2 -c E as well. According to the last 
condition of Theorem 4.2.3 this means that p +! F. That is to say F = 8. This completes the 
proof of the theorem in case that gm has rank two at some point of S. 
TOP 32:3-C 
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Now let us consider the case when gm has rank one generically on S. One sees that 
L = Ker gca is a locally free rank-one sheaf, and we have an exact sequence 
0 -+ L + t** + L-‘@Zw + 0 (5) 
where W is the subscheme where ga vanishes. The map gm induces a map 0 + L-l --, V,. 
Since V, is slope semistable and ci( V,) = 0, we see that 2? * ci(L- ‘) I 0. By the slope 
semistability of t** we have that 9?~cl(L~“OZw) 2 0. It follows immediately that 
2 * ci (L) = 0 and that W is a codimension-two subscheme. In particular, Equation 5 is 
a slope semidestabilizing sequence for c**. 
This proves the first two statements in the theorem. It remains only to establish the 
result about the local degrees of the g,,. 
LEMMA 4.2.12. There is a holomorphic splitting V, E LOL-’ such that Zm(gm) is 
a subsheaf of the second factor L-’ and L-‘/lm(g,) E 61w. 
Proof. We know that V, g L@L-’ and that lm(g,) z L-‘@I,. We can assume the 
projection of L-l @Zw to the second factor is nontrivial. It follows that this projection 
induces an isomorphism on the double duals. If L $L-’ one sees that the projection of 
Zm(g,) to the first factor must be zero. In this case then Im gcu is a subsheaf of the second 
factor, and the result follows. 
Now suppose that L z L-l. Then the double dual of the projection of Zm(g,) to the 
first factor defines an isomorphism from L- ’ to L. The graph of this morphism is the 
required line bundle factor of V, containing Zm(g,). 
Now let us consider the nature of gm in an analytic neighborhood N of a point p E S. We 
decompose V, g L @ L -I as in the previous lemma and then trivialize LJN. We also 
trivialize t** IN. Let (x, y) be analytic coordinates on N where p has coordinates (0,O). Then 
in these local trivializations g= is given by 
( 
0 0 
4x, Y) b(x, Y) 1 
for analytic functions a(x, y) and b(x, y). The subscheme defined by a = b = 0 is W n N. 
LEMMA 4.2,13. Let B be a sufJiciently small ball centered at p. Then there is E > 0 such that 
thefollowing holds. Zf /I: t** Ias + V, Ide is a C m isomorphism which is within E of gco las in the 
Co-topology on linear mapsfrom C2 to C*, then the degree of /I is - l,,(W). In particular, for 
all n 9 0 we have d(gn JzB) = - l,( W). 
Proof: We choose B sufficiently small so that it contains no point of the support of 
W different from p. In particular, 1 a I2 + I b I2 is a positive function on 8B. Let m > 0 be its 
minimum value. Take E = m/2 and suppose that I /3 - gdo (2B 1 < E. Consider the section 
a(x, y) = (6(x, y), b(x, y)) oft** liB. Then 10(x, y)l 2 m for all (x, y) E 8B. Furthermore, /I(a) 
is everywhere within em of the section (0, I a(x, y) I2 + ) b(x, y) I 2), which has norm at least m2 
at every point of aB. In particular, p(o(x, y)) is never a positive real multiple of the section 
(0, - 1). This proves that the section p(o) on dB has degree 0 with respect to the given 
trivialization of V,. On the other hand, the degree of (2(x, y), b(x, y)) laB with respect to the 
trivialization oft** le is equal to the degree of the map (a, b): (3B --, C2 - ((0, 0)). Since {p} 
is the only common zero of a and b in B, and since near p the equations a = b = 0 define the 
scheme W, it is clear that the degree of (a, b)laB is l,(W). This proves that the degree of 
fl is - l,(W). 0 
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Invoking Corollary 1.2.2 and arguing as before, we conclude that the finite subset F is 
the support of W. This completes the proof of Theorem 4.2.11. 0 
Now let us deduce the continuity of 6 on the sequence [&,I under the assumption that 
5 ** is properly slope semistable. We apply Theorem 4.2.3 to this sequence. We use all the 
notation of that theorem. In particular, A(K,) = A(H,,@ H,-,) and we have a slope 
destabilizing sequence 
The first thing to notice is that since F is equal to the support of W, the union X,, u F = X, 
the support of Z. We let CI, = $0 g; ‘: V, /r, + <** IT,. It follows immediately from 
Theorem 4.2.3 that z,*A,,H, = K, and the z,* A(H,) converge uniformly on compact subsets 
of S - X in the C” topology to A(K m). Of course, given this it follows that the measures 
,n,, converge to (1 FAIK,) 1)’ on S - X0 - F. The proof that lim,, lp, = p is then completed 
by the following result. 
COROLLARY 4.2.14. Let ~1~ be the measure I( F ACK,, I(’ on S. Given a point p E S and E > 0, 
for all sujficiently small balls B centered at p and for n 9 0 we have 
IPE(B) + 8n2(l,(2) + l,(W)) - A( < E. 
Proof: Given p, fix any ball B centered at p sufficiently small so that it meets no point of 
the support of 2 or W different from p. We also choose B sufficiently small so that Lemmas 
4.2.2 and 4.2.13 apply. According to these lemmas, for all n $ 0, the degree of 
is l,(W) + l,(2) - l,(J!!,). On the other hand, by Theorem 4.2.3 the connections 
($n~g;l)*A(H,,) converge uniformly in the C”-topology on compact subsets of B - {p) to 
A(K,). Thus, applying Corollary 1.2.2 to the $,og;’ we have 
87r2(1,( W) + l,(2) - le(9J) + 
s 
II FAVL I II 2 
B 
+FA~,+ 
for all n 9 0. This means 
l,um(B) + 8n21,(2) + 8z21P( W) - p,,(B)1 < t‘ 
for all n * 0. 
PART II: 
PROOF THAT THE ALGEBRO-GEOMETRIC AND THE GAUGE THEORETIC 
POLYNOMIALS COINCIDE 
This part of the paper is devoted to the proof of Theorem 0.0.3. It has two sections. The 
first section is essentially concerned with the proof of the first statement in the theorem, that 
for the Uhlenbeck compactification of the moduli space of a c-generic Hodge metric 
gu whose class is in U, one can define the n map and compute the Donaldson polynomial 
by evaluating cup products of these classes on the image under @* of the fundamental class 
of ti,G(S, 9). The second section is concerned with the proof that under these same 
conditions @* 0 n = v. 
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5. COMPUTATION OF THE DONALDSON POLYNOMIALS USING NON-GENERIC RIEMANNIAN 
In this section we wish to study the two dimensional classes in the Uhlenbeck compact- 
ification of the moduli space and relate them to the Donaldson polynomial. The difference 
between what we do here and Chapter 3 of [6] is that here we do not assume that the metric 
is generic. To take care of this complication we thicken up the moduli space by considering 
a finite dimensional parametrized version. We first show that given a c-generic Riemannian 
metric artd any integer c > 0, there is a finite dimensional parametrized family of metrics 
including the given one such that all the parametrized moduli spaces for SU(2)-bundles 
P with cZ(P) 5 c are smooth. The techniques of Taubes then apply as in [6] to show that 
the compactified parametrized moduh space is stratified and hence that the p-map extends 
over this parametrized compactified moduli space. Lastly, it follows that the Donaldson 
polynomial is obtained by cupping the image of the classes under the p-map and evaluating 
over the image in this space of the fundamental class of the compactified moduli space for 
a generic metric in the family. In the last subsection we give a method of computing the 
values of the p-map. 
We fix a closed, simply connected smooth manifold M of dimension four. We also fix an 
orientation /I for H:(M; R). For any principal SU(2)-bundle P and any Riemannian metric 
g on N, the choice of /I determines an orientation for the moduli space 4’(P, g) at any 
smooth point. 
5.1. Parametrized mod&i spaces 
Let P be a principal SU(2)-bundle over M, let x(P) be the space of gauge equivalence 
classes of irreducible connections on P, and let RM be the atTine space of all Ck-Riemannian 
metrics on M for some sufficiently large k. For any subset A c RM we defined the 
parametrized moduli space &(P, A) to be the subset of x(P) x RM consisting of all pairs 
([A], g) with g E A and [A] an irreducible g-ML) connection on P. In the special case when 
A is a set consisting of the single point g this is the usual moduh space _&‘(P, g). In the case 
when A is the entire space of Riemannian metrics we denote Jl(P, A) by M(P) and call it 
the parametrized moduli space. 
For any E > 0 we say that a connection A on a principal SU (2)-bundle P over M is 
E-concentrated if there is a set of balls Bi, . . , B, with disjoint interiors in M, each ball of 
radius at most a, and positive integers n,, . . , n, whose sum is c*(P) such that: 
1. foreach 1 ~iItwehaveIf,iI/F,1)2-8sn2niJ<&,and 
2. fM-“,Bi//~A//2 <e. 
Clearly, the subset of a-concentrated connections is a gauge invariant open subset of the 
space of all connections on P. 
Definition 51.1. Suppose that b:(M) > 0 and fix c > 0. We say that a Riemannian 
metric y on M is c-generic if every g-MD connection on a principal SU(2)-bundle P with 
0 < cz(P) 2 c is irreducible. Notice that for Kahler metrics this definition agrees with the 
one given in the Introduction, 
Here is the main result of this subsection 
PROPOSITION 5.1.2. Suppose that b: (M) > 0 and $x c > 0 and E > 0. Let go be a c- 
generic Riemannian metric on M. Then there is a j&&e dimensional smooth ball A c RM 
centered at go such that: 
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1. each metric g E A is c-generic, and 
2. if P is a principal SU(Z)-bundle over M with 0 < cZ(P) I c then the parametrized 
moduli space A(P, A) is a smooth manifold away from the E-concentrated connections. 
We begin the proof of this proposition by studying the c-generic condition. 
LEMMA 5.1.3. Suppose that b:(M) > 0. Fix c > 0. Then there is an open dense set 
U c RM of c-generic metrics. 
Proof: Let H = H’(M; R) be equipped with the natural intersection form q, This form is 
non-degenerate. For each metric g we have the subspace 2 T(g) of ASD g-harmonic 
two-forms and the orthogonal space X’:(g) of g-SD harmonic two-forms. This gives 
a decomposition of H over the real numbers into an orthogonal sum of a positive definite 
and a negative definite subspace. There is a reducible g-ASD connection on a principal 
SU(2)-bundle with 0 < cZ(P) 5 c if and only if there is an integral class 1 E 3??(g) with 
0 > q(l) 2 - c. We shall prove the lemma by showing that for each c > 0 there is an open 
dense subset of metrics g for which 2 ? (g) contains no nonzero integral classes of square at 
least - c. 
First, let us consider an abstract orthogonal decomposition H = P@ N of H into 
a positive definite and a negative definite subspace. Clearly, since b: (g) > 0, for the generic 
such decomposition N contains no nonzero integral classes. We next show that for an open 
subset of such decompositions N contains no integral classes 1 with 0 > q(1) 2 - c. We 
view the problem this way: we consider the space of positive subspaces P c H of maximal 
rank and wish to show that an open subset of them have the property that their orthogonal 
complements contain no integral classes 1 with 0 > q(1) 2 - c. Fix one decomposition 
H = PO @ N, of the type that we are considering. The intersection form induces a norm on 
P,, and its negative induces a norm on No. Any maximal positive definite subspace P c H is 
given as the graph of a linear map L: PO + No with the property that 1 L(x) 1 < 1 x 1 for any 
x # 0 in PO. By the compactness of the unit sphere in PO we see that there is a constant q < 1 
such that 1 L(x) 1 I q 1 x 1 for every x E PO. Conversely, any linear map L of norm less than 
one gives rise to a maximal positive definite subspace PL and hence a decomposition of the 
type we are considering. The topology of the space of decompositions is simply the usual 
topology on this set of linear maps on norm less than one. 
For each integral class 1 with 0 > q(1) we consider the subspace of linear maps L such 
that PL is orthogonal to 1. Writing 1 = (pl, nJ with respect to the fixed decomposition, the 
condition that PL be orthogonal to 1 is that for all p E P we have 
PEPS = L(p)*n,. (6) 
This is b:(M) linearly independent linear equations on L, and hence cuts out a condimen- 
sion b:(M) subspace in the space of linear maps. The issue is to show that the set of linear 
subspaces indexed by integral classes of square greater than or equal to - c is a locally 
finite collection when restricted to the interior of the unit ball in the space of all linear maps 
from P, to N,. We prove this by showing that for each 9 < 1 there are only finitely many 
integral classes 1 with 0 > q(1) L - c for which there is a linear map L with I LI < ‘1 and 
with PL orthogonal to 1. Fix q < 1. Consider a class 1 with q(1) 2 - c such that there is 
a linear map L: PO + No with (LI I v and with PL orthogonal to 1. We write 1 = (pi, ni). 
Applying Equation 6 with p = pI we see that Ipl I I ~1 nlI. But since 
q(1) = lpl)* - ln1j2 2 -c we have that (1’ - l)lnllz 2 -c or ln,l’ 2 c/(1 - $). This 
implies that lpll* I q/(1 - q2). This proves that there is a compact subset of H containing 
all classes 1 as above. Hence, there are only finitely many such classes which are integral. 
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This proves that the subspace of decompositions H = PO N of the type we are 
considering for which N contains no nonzero integral classes of square at least - c is open 
and dense. According to [4] the map from the space of metrics to the space of maximal 
positive definite subspaces of H which assigns to each metric y the subspace 2: (g) is 
a smooth submersion. Thus, the set of metrics for which X?(g) contains no nonzero 
integral classes of square at most - c is also open and dense. I7 
Now we are ready to prove Proposition 5.1.2. 
Fix c > 0 and fix a metric go on M which is c-generic. Let E > 0 be given. For any 
principal SU(2)-bundle P we have the parametrized moduli space _,&‘(I’). There is a vector 
bundle over the product x(P) x RM with fiber over ([A], g) being the space of g-self-dual 
two forms with values in adP. The map which assigns to (A, g) the g-self-dual part of the 
curvature of A induces a section o+ of this bundle whose zeros are precisely the paramet- 
rized moduli space A’(P). According to [4] this space is a smooth manifold and in fact the 
differential of the section 0’ at any zero is onto. 
Fixing a metric go and a point [A] in the moduli space A!(P, go), the obstruction space, 
which is the cokernel of the map di: R’(M;adP) + R:(M;adP), is finite dimensional. 
Thus, there is a finite dimensional subspace SA of the tangent space of RM such that the 
differential of g+ at ([A], go) carries SA onto this obstruction space. The same thing is 
automatically true for all [A ‘1 E Af(P, go) in some neighborhood of [A]. 
A standard Uhlenbeck compactness argument now shows that there is a finite dimen- 
sional subspace S in the tangent space to the space of metrics such that for any principal 
SU(2)-bundle P with 0 < cz(P) I c and any irreducible go-ASD connection [A] on 
P which is not c-concentrated the differential of the section c+ takes S onto the obstruction 
space for [A]. Now we take a ball A in the space of metrics centered at go with tangent space 
at go being S. Choosing this ball sufficiently small we arrange that the parametrized moduli 
spaces of irreducible connections &‘(P, A) are smooth away from the a-concentrated 
connections provided that 0 < c2(P) I c. Using the previous lemma we see that by taking 
A sufficiently small we can assure that all the metrics in this ball are c-generic. This 
completes the proof of the proposition. 
5.2. Parametrized Uhlenbeck compactijkations 
Let go be a c-generic metric and let A be a ball in the space of Riemannian metrics on 
M as in Proposition 51.2. Fix a principal bundle P, with c2(Pc) = c. We can form the 
Uhlenbeck compactification of Af(P,, A) just as described in [6] by gluing in pieces at 
infinity formed from the A(Pk, A) x Zcmk(M) where Pk is a principal SV(2) bundle with 
cZ(Pk) = k < c and C’(M) is the t-symmetric product of M. Since the parametrized moduli 
spaces are smooth, the Taubes gluing argument holds in this context. Arguing as in [6] one 
shows that the parametrized Uhlenbeck compactification j(P,, A) is stratified away from 
the a-concentrated connections. Just as in [6] we thicken up the space by adjoining the 
space of 2.s-concentrated connections which are weakly ASD. We denote the result 
X,(P,> A). 
Arguing as in [6] we see that Donaldson’s p-map extends to a map 
pb:Hz(S) + H’(X,(P,, UQ,. 
For a generic g E A, but not necessarily for go, the thickened Uhlenbeck compactification 
X,(P,, g) will have a fundamental class [j(Pc, g)] determined by the orientation fl of 
H: (M; R). The restriction of this class to A!(P,, g) is a locally finite class which is the 
orientation class for this oriented manifold. Furthermore, letting i be the inclusion of 
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X,(P,, g) 4 X,(P,, A), the composition i*o pb is the p-map from H,(S) to H2(X,(P,, g); Q) 
as given in [6]. Thus, for any set of classes cxl, . . . , cldccj E H,(M) we have the value of the 
Donaldson polynomial on these classes is given by 
Y,(M,P)(~I,~ 3 ad(c)) = (P*(h) ” . . . ” h(ad(c))r i, cj(fk g)l >. (7) 
5.3. Methods of computing the Donaldson polynomial using nongeneric metrics 
Now we can show how to compute the Donaldson polynomial using the moduli spaces 
for the metric go under assumptions on go which are weaker than genericity. 
PROPOSITION 5.3.1. Let P, be a principal SU (2)-bundle over M with c2(PC) = c satisfying 
c 2 (3b:(M) + 5)/4. Suppose that for go is a c-generic Riemannian metric satisfying: 
1. A(PC, go) is triangulable and of dimension 2d(c), and is generically smooth and reduced, 
2. for any principal SU(2)-bundle P with 0 < c2(P) < c the moduli space -N(P, go) is 
triangulable and of dimension at most 2d(c) - 4(c - cz(P)) - 2, and 
3. there is a class [A%‘(P~, go)] in HzdCcJ(s(Pc, go)) w ose restriction to the open subset of h 
smooth points of A’(P,,g,) is a locallyfinite cycle which is the orientation,fundamental 
class. 
Let A be a ball in the space RM as in Proposition 5.1.2. Letj: A%‘(P,, go) ciX,(P,,A) be the 
inclusion. Then the Donaldson polynomial is given by 
YAM, B)(~I, . . . > ad(c)) = (/&h) ” . ’ ” kh(@d(c))3j * [x(pc, &)I > 
or equivalently, setting u: H,(S) + H2(~(P,, g,,)) equal to j* o,uA we have 
‘JAM, P)(‘%, . . . , ad(c)) = </+I) ” . . ” &d(c))> [&PC> go)] > 
Proof According to Equation 7, to prove this result it suffices to show that for generic 
t E A sufficiently close to the center of A we have 
(j,) * Cs(P,, &)I = j * Ccs(Pc, so)1 E HZ&XE(Pc, A); Q) 
where j, is the inclusion of J?(P,, gt) into X,(P,, A). Up to multiples any cohomology class 
of degree 2d(c) in the stratified space X,(P,, A) is represented by intersection with a sub- 
stratified subspace Z with an oriented normal bundle of dimension 2d(c). By general 
position and the assumptions on A?(P,, g,,) we can arrange that the intersection of Z with 
j(P,, go) is contained in the smooth points of &(P,, go) and is transverse. The algebraic 
number of points of intersection is the evaluation of the cohomology class represented by 
Z on [_&‘(PC, go)]. On the other hand, for any principal SU(2)-bundle P over M as 
gt converges to go and moduli spaces A(P, gt) converge as sets to AC(P, go) and near any 
smooth point of J%! (P, go) the moduli spaces converge in the Cl-topology. Thus, we see that 
for any sufficiently nearby metric g1 to go the points of intersection of Z with X,(P,, g,) are in 
natural one-to-one correspondence with the points of intersection of Z with s(P,, g,,). All 
the points of intersection are transverse points of intersection with the open subset of 
smooth points of ,,&‘(P,, gt). Furthermore the corresponding points of intersection have the 
same signs. Choosing gr generic the number of points of intersection is the evaluation of the 
cohomology class represented by Z on the fundamental class (j,) * [A%,(M, gt)] in 
H2dCcI(XE(PC, gt). This proves that every cohomology class in HZd@)(XE(PC, A)) has the same 
evaluation on j * [x,(M, go)] as it does on ( j,) * [s,(M, gt)] for generic t sufficiently close 
to 0. It follows that j * [ _%‘(P,, go)] = ( j,) * [A?(P,, St)]. The proposition is immediate from 
this and Equation 7. 0 
478 John W. Morgan 
COROLLARY 5.3.2. Let S be a simply connected complex surface and let 9 be a c-generic 
polarization for S with c 2 (3b:(M) + 5)/4. Suppose that: 
1. &F(S, 9’) is generically smooth and reduced and of complex dimension d(c), and 
2. for any 0 < k < c the moduli space Af(M. 9’) is of complex dimension at most 
d(c) - 2(c - k) - 1. 
Let P, be a principal SU(2)-bundle over S with cz(P) = c and let gY be the Kahler metric on 
S determined by the projective embedding associated with Y. Then JZ?(P,, gv) has a funda- 
mental class [J.@(P,, sic)] which is the image under @* of the fundamental class of the 
projective variety jF(S, _I?), and the Donaldson polynomial y,(M, /3) is given by 
where A is an appropriate ball in the space of Riemannian metrics on S centered gY and j is the 
inclusion of j(P,, gip) into X,(P,, A). 
Proof: If P is a principal SU(2)-bundle over S with cz(P) = k then according to 
Donaldson’s result there is a homeomorphism between A’(P, gY) and &f(S, 9). Thus, all 
these moduli spaces are homeomorphic to complex algebraic varieties and hence are 
triangulabe. Also, by our assumptions here the A!(P, gir) satisfy the first two conditions 
given in Proposition 5.3.1. Since the closure j,G(S, 9’) is a projective variety, it has 
a fundamental class whose restriction to the smooth points of A p (S, 9) is the locally finite 
fundamental class for this manifold. Let P, be a principal SU(2)-bundle over S with 
c*(P,) = c and let @: _,&!,G(S, 9) + x(P,, gu) be the map construction in Section 3. Then 
the image @.+ [ _.,z?z((s, ._I?)] is a fundamental class for &?(P,, gv) as required in the third 
condition of Proposition 5.3.1. The corollary is now follows immediately from this proposi- 
tion. 0 
This result together with work of Friedman [S] on the dimensions of the moduli spaces 
for Klhler metrics gives us the first statement in Theorem 0.0.3. 
COROLLARY 5.3.3. Let S be a simply connected algebraic surface. For any compact subset 
K in the ample cone of S there is c,(K) such tht for any c 2 c,(K) and for any c-generic 
polarization .Z for S whose Kiihler class lies in the cone R + -K the following hold. There is 
a map ,u: Hz(S) + ~?(p,,g,) and a fundamental cycle [.~@(P~,g~)l = @,,[J&!F(M, _Y)] 
such that the Donaldson polynomial is given by 
Proof. In [S] the following is proved for any simply connected algebraic surface S. For 
any compact subset K in the ample cone of S there is c,(K) such that for any c 2 co(K) and 
for any c-generic polarization 9 for S whose Kahler class lies in the subcone R + * K 
Conditions 1 and 2 of Corollary 5.3.2 hold. Given such a polarization 9, we take A a ball in 
RM centered at gY as in Corollary 5.3.3, and we set p = j* 0 ,u~. The result is an immediate 
consequence of Corollary 5.3.2. cl 
5.4. Evaluation of PA 
Let M be a closed oriented, smooth, simply connected 4-manifold with a c-generic 
Riemannian metric g. Let A be a ball of metrics on M centered at g as in Proposition 5.1.2. 
Let C 4 M be a smooth oriented Riemann surface in M and let cp: X -+ .A@(P,, A) be a map 
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of a smooth oriented Riemann surface. In this subsection we show how to evaluate 
~~((cC])(~.+[X]) under mild conditions on C, X, cp. Namely, we assume that for each 
x E X the idealized connection parametrized by q(x) has no singularities (i.e., points of 
idealized curvature) along C. 
Fix a base point p E C. Let Y(C) c j(P,, A) be the closed subset of idealized connec- 
tions whose singular locus contains a point of C. There is a based version of the complement 
s(P,, A) - 9(C), based at p which we denote by (d&#?((P,, A) - Y(C))‘. It has an SO(3)- 
action with quotient J(P,, A) - Y(C). The action is free outside the subset of points whose 
background connection is trivial. This subset is exactly the fixed points of the action. 
Under our assumptions we see that there is an SO(3)-equivariant SO(3)-bundle over 
co + (x(P,, A) - Y(C))’ x C. This bundle is described as follows: Let Q + C be the 
trivial SU(2)-bundle over C. Let x(Q) be the space of connections on Q, let 9’(Q) be the 
group of based gauge transformations, trivial on the fiber Qp, and let &O(Q) = x(Q)/9’(Q) 
be the space of based connections on Q. We have the tautological SU(3)-bundle 
x(Q) xdQ/( k 1)) + do(Q) x C 
which we denote by 
t; + d”(Q) x C. 
It is an SO(3)-equivariant principal bundle under the natural actions on the first factors. 
There is a natural SO(3)-equivariant map 
r;:(&P,, A) - Y(C))’ + do(Q) 
obtained by restricting the bundles and the background connections from M to C. We set co 
equal to the pullback of tz by ri x idc. 
By our assumption cp maps X to x(P,, A) - 9(C). According to the description given 
in [6] we evaluate P~([ C]) on cp,( [Xl) as follows. We take the induced SO(3)-space X0 
and map cp”:Xo --f (J?(P,, A) - Y(C))‘. Pulling back 1’ gives us an S0(3)-equivariant 
principal bundle (‘p’ x id,)*[’ over X ’ x C. The first Pontrjagen class of this bundle is an 
element in H&)( X0 x C). Slanting this class with [C] gives us an element in Hz0(3)(Xo). 
Since the action on X0 is semi-free, i.e., since each orbit is either a copy of SO( 3) or is a single 
point, it is easy to see that H,&,,,( X0) r H’(X). Thus, we can evaluate the slant product on 
equivariant class which corresponds under this identification with the fundamental class of 
X. The result of this evaluation is an integer which is - 4,u*( [C])(q,([X]). 
Notice that the SO(3)-actions on 1’ and (J?(P,, A) - Y(C))’ are free away from the 
completely concentrated connections. Thus, we can form the quotient principal SO(3)- 
bundle, denoted [, over x(P,, A) - (Y(C) u C’(M)). 
6. COMPARISON OF THE TWO DIMENSIONAL CLASSES 
Given the work in the previous section, all that remains to establish of Theorem 0.0.3 is 
the following proposition. 
PROPOSITION 6.0.1. Let S be a simply connected algebraic surface. Fix c sufj‘iciently large 
and odd and let 9 be a c-generic polarization for S. Let gIp be the Kiihler metric on 
S associated to the polarization 9. It is a c-generic Riemannian metric. Let A be a smooth ball 
in the space of Riemannian metrics on S centered at gu as in Proposition 51.2. Then 
@‘*“pa = v:Hz(S) + W(A@,G(S, 2). 
480 John W. Morgan 
In order to prove that @* 0~~ = v we show that for any CI E HZ(S) and any 
a E &(J@:(S, 9)) we have 
v(co (a) = Pb(M)(@,, (a)). 
To do this we need to show that every pair of elements a E HZ(S) and a E HZ(x:(S, 9)) 
has sufficiently nice cycle representatives. The choice of these cycles is the subject of the next 
two subsections. The properties that we need for these representatives are summarized in 
Lemma 6.2.1 and Remark 6.2.3. 
6.1. Fitting together the sections of the double duals 
Fix c > 0 odd. Then according to [16] there is a universal sheaf rank-two 5 over 
%,gp(S, Y) x S which is J?~(S, Y)-flat. We can also view this as a family of Gieseker stable 
rank-two sheaves 5, on S parametrized by t E J?f(S, 9). 
The subject of this subsection is the study of the way that the vector bundles (&)** on 
S fit together as we vary t. We are particularly interested in the way sections of these bundles 
fit together. As a first remark notice that these bundles do not form a flat family over 
c%‘F(S, 9) x S since the Chern class c~((&)**) can jump as t varies. 
There is one very general result which gives a certain compatibility between these double 
duals. 
LEMMA 6.1.1. There is a stratijcation of sF(S, 3) by smooth, locally closed subvarieties 
such that for each stratum C the sheaf V, = (5 Ix x s) ** is locally free and for each t E X there is 
a canonicul isomorphism ( Vx)lit, xs and (&)**. 
Proof This is a standard fact, cf, [14]. El 
This has a useful consequence about the smooth variation of sections. For any locally 
closed subvariety C c .,#,G(S, 9’) let 7~~: IZ x S --+ C be the projection onto the first factor. 
LEMMA 6.1.2. There is a stratification of jF(S, 55’) with all the properties of the previous 
lemma which also has the property thutfor each stratum X the sheaf R”(zcz),( V,) is locallyfree 
and for each p E C the canonical map R”(zz),( V,)/l(p) -+ H”( V, lip) xs) is an isomorphism 
where I(p) is the ideal of functions vanishing at {p}. 
Proof: Given the previous lemma we need only stratify further until on each stratum 
C the dimension of H”( V, liti xs) is constant for all t E TL 0 
COROLLARY 6.1.3. Suppose that C is a stratum in the strutijication in Lemma 6.1.2 so that 
for every t E C the group H’(([,)**) has rank one. Then there is an exact sequence 
0 -+ [ + ([zxs)** -+ I@Z, + 0 
where 1, and < are line bundles over C. x S induced by projection to the first factor from line 
bundles over C and Z is a codimension-2 subscheme which intersects each {t > x S in a codimen- 
sion-2 subscheme. 
Proof We take [ = zt(RO(xx), Vx). 0 
COROLI.ARY 6.1.4. Suppose that C is a stratum in the stratification in Lemma 6.1.2 so that 
for every t E C the group H’((&)**) has rank two. Then (trx s)** g ~2 V where V + C is 
a rank-two bundle. 
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Proof. We take I/ = R’(rc,), V,. 0 
These results suffice for working in a single stratum, but we also need a way to compare 
the sections of the double duals as we pass from one stratum to the next. We find it 
convenient at this point to restrict to a family of sheaves parametrized by a curve. The 
reason for this is that the results are simpler and will suffice for our purposes. 
LEMMA 6.1.5. Let T be a complex curve and suppose that i + T x S is a torsion-free, 
rank-two T-flat sheaf Let n: Tx S -+ T be the projection. Then R’z,(i**) is locally free. At 
the generic point t of T there is a canonical isomorphism between il** ) Iri x s and (2) ili x s)**. 
Furthermore, then the restriction map induces an injection R’n,(I.**)/I(t) 4 H’(A** I(l~xs). 
Proof: Since A “** is torsion-free, so is R’Q(%**). A torsion-free sheaf over a curve is 
locally free. Let u be a local complex analytic parameter on T vanishing at the point t. If 
a local section of R’n,(;l**) near {t} vanishes at t then one sees easily that the local section 
is divisible by u. 0 
Let cp: T -+ j:(S, 9) be an algebraic map from a complex curve. Then we can apply 
the above lemma to ((p*<)** which is a sheaf over TX S. The result is the following. 
COROLLARY 6.1.6. Given an algebraic curve 9: T -+ sf(S, dp), let ,I = (~“5. For each 
t E T there is a canonical mapfrom (A**) ) Iti x s) to (5,) **. This map is an injectionfor all t and is 
an isomorphism for t for all butjnitely many t E T. Furthermore R’n,(I.)** is a locally free 
sheaf over T whose$ber over any point t injects into H’((&)**). This map is an isomorphism 
for all but finitely many t E T. 
6.2. The properties of cycle representatives 
In this section we shall expound the properties that we shall use for cycle representatives 
for elements in Hz(~z?f(S, 9)). At this point it is important that we assume that the 
polarization 9 for S is c-generic and that S is simply connected. This means that for any 
[[I E J?~(S, di4), if 1% 5 is a rank-one slope destabilizing subsheaf then A** E ~9~. 
For any space X and any continuous map f: X + sF(S, 9’) we set: 
Ko( f) = (x E X 1 (t,(,,)** is trivial} 
R(f 1 = {x E x 1(5f(x,) ** has a nontrivial section}. 
Clearly, R,(f) = K(f ). 
We fix the stratification of sF(S, 9) given in Lemma 6.1.2. The first thing to notice is 
that any class in Hz(xF(S, 9)) is represented by a smoothly triangulated Riemann surface 
mapping into jf(S, 9) so that each open simplex maps smoothly to a (open) stratum. 
Since Jz’:(S, 9) is an open dense subset of J&?F(S, 9) we can arrange that each two 
simplex maps to &‘F(S, 9’). Furthermore, by subdividing it is easy to arrange that for each 
one simplex at least one of its vertices maps to the same stratum as the open simplex. Lastly, 
by further subdividing and deforming slightly it is possible to arrange that for each one 
simplex r of X which does not map into a stratum is contained in an algebraic curve in 
sf(S, 9). The purpose of doing all this is to have the following conditions. 
LEMMA 6.2.1. Let a E Hz(S) and a E H2(j”t,G(S, 3’) be given. Then there are cycle repres- 
entatives p: X + xF(S, 9’) for a and C 4 S for M: such that: 
1. X is a smooth surface with a C’-triangulation. 
2. Each open simplex of X maps smoothly to a stratum of j,G(S, 9). 
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3. 
4. 
5. 
6. 
7. 
Each 2-simplex is contained in j:(S, 2). 
K,(p) c K(p) are subcomplexes of X of dimension I 1. 
C is a smooth Riemannian surface in S. 
For each t E p(X) the subset of S where the sheaf 5, is singular is disjoint from C. 
For each x E p(X) the zeros of any generically nonzero section of <:* are disjoint 
from C. 
Proof The result is easy to establish from the previous discussion and general posi- 
tion. 0 
We fix cycle representatives p: X + A% f(S, H) and i: C 4 S as in the lemma. Let us 
denote K(p) c X by K and K,(p) c X by K,. The last two properties in the lemma imply 
the following. For each x E p(X) there is a natural identification t:* Ic with tXlc. Hence, for 
each x E p(K,) there is a trivialization of 
&Z c2xc (8) 
given, up to the action of CL,(C), and for each x E p(K - K,) there is an exact sequence 
0 + 2 --f &lc --f r,’ + 0 (9) 
where &I_ are complex line bundles with trivializations given, up to the action of C*. 
Our real goal is to understand how these trivializations and sequences fit together. We 
need one definition. Let I/ be a vector bundle over a base B and let 
be an exact sequence where A and 3.’ are line bundles with trivializations defined up to the 
action of C*. We say that a trivialization r: I/g C2 x B is compatible with this exact 
sequence if r 1 1 is constant with respect to the trivializations and if there is a C co splitting cx 
2’ + V of the sequence so r 0 c is also constant with respect to the trivializations. 
PROPOSITION 6.2.2. For cycle representatives p: X + ~~(S,H)andi:C~SasinLemma 
6.2.1 the following hold. 
1. 
2. 
3. 
4. 
5. 
The universal sheaf 5 over A@~(S, H) x S pulls back under p x i to give a complex vector 
bundle V over X x C which is piecewise smooth with respect to the triangulation of X. 
For each x E X - K there is a canonical identijication $(&)**lc with Vlix)xc. 
There is piecewise smooth product structure in the C-direction: i.e., a piecewise smooth 
isomorphism 
vlxoxc = (Vl.,.;,;)x c 
such that for each x E K, the restriction of this product structure to {x} x C agrees, 
up to the action of GL2(C), with the pullback via p x i of the isomorphism given in 
Equation 8. 
There is a piecewise smooth exact sequence 
0 -+ Cx(K-K,,xC) + I/-- K_KoxC+C~(K-K~~C)+O 
whose restriction to 1 x C for x E K(p) - K,(p) a g rees, up to the actions of C* on the 
subbundle and the quotient bundle, with the pullback under p x i of Exact Sequence 9. 
Lastly tfx E K - K. n K, then the restriction of the exact sequence in the previous 
item to {x} x C is compatible with the product structure in Equation 8. 
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Proofi Since the universal sheaf 5 is locally free in a Zariski open subset of Jf(S, H) x S 
which contains the image of p x i, the first two statements are clear. Item 3 is immediate 
from the properties given in the above lemma and Corollaries 6.1.4 and 6.1.6. Items 4 
and 5 are immediate from the properties given in the above lemma and Corollaries 6.1.3 
and 6.1.6. 0 
Remark 6.2.3. Since in the piecewise smooth category all exact sequences split, it is 
possible to extend the structures in (8) and (9) above to give a piecewise smooth product 
structure in the C-direction 
such that: 
1. this product structure 
2. this product structure 
agrees with the structure in Equation 8 over K, x C 
is compatible over K - K,, x C with Exact Sequence 9. 
These are the properties that we will use in the proof that O* 0~~ = v. 
6.2.1. Evaluation of the classes in terms of these cycle representatives. By the definition 
v( [Cl) (p, [Xl) is equal to the value of the second Chern class c2( V) on the fundamental 
class of X x C. On the other hand, 
is computed as follows. One pulls back by CD 0 p the universal SO(3)-space 
(j(P,, gY) - Y(C))’ over J$!(P,, gY) - Y(C)) to obtain an SO(3)-space X0 over X. We 
then have the pullback of the tautological bundle 1’ to X0 x C. By definition 
/h(ccl)(~*P*(cxI) = 2 (P1(lO)ICCl, [Xl>. 
A word of explanation is needed. By construction the class pl(Io)/[C] lies in Hio(3,(Xo). 
Because the S0(3)-action on X0 is semi-free, it is an easy exercise to show that the pullback 
map induces an isomorphism H2(X) -+ Hio(3,(Xo). Thus, we can view pl(co)/[C] as 
a class in H 2(X) and hence evaluate it on the fundamental class of X. 
To prove Proposition 6.0.1 we shall show that: 
<C2(V> [Xx Cl> = $ <P1(iO)/CCl, [Xl>. 
( > 
(10) 
6.3. The hermitian metric on V lCx-K,x c 
The main comparison between V and the pullback of 1’ to X0 x C comes through the 
Donaldson hermitian metrics on slope stable bundles (cx)** for x E X - K. 
In the previous section we chose the cycle representatives C G S and p: X + J&‘F(S, 2) 
carefully, and we examined the nature of the induced two-plane bundle over K x C. We also 
need information about the induced two-plane bundle over (X - K) x C. This information 
is encoded in a hermitian metric. In this subsection we study such metrics. Let x E X - K. 
By definition 4x** has no nontrivial section. Since we have chosen B to be c-generic, this 
means that t,** . 1s slope stable. By Donaldson’s theorem there is a hermitian metric H, on 
5x**, unique up to positive scalar multiples, so that the induced hermitian holomorphic 
connection A (H,) on [:* is ASD. According to Theorem 4.2.10 we can choose the 
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hermitian metrics H, for x E X - K so that under the identifications in Item 2 of Proposi- 
tion 6.2.2 the induced metrics on 5 Ix) x c vary continuously with x E X - K. We wish to fix 
a particular continuously varying family of hermitian metrics H,, parametrized by 
x E X - K. To do this we choose a base point p E C and an (arbitrary) piecewise smooth 
. 
hermitian metric HO on 4 lxx ipi. Now for each x E X - K we can scale the hermitian metric 
H, on (5 lx)** until it has the property that under the identification in Item 2 of Proposition 
6.2.2 we have 
H,(u) 1 
maxu H,(v) = (11) 
where u ranges over the non-zero vectors of 5 1 ix; x iai. This then gives a family of hermitian 
metrics on (&)** for x E X - K. Under the identification in Item 2 of Proposition 6.2.2 
these metrics fit together to give a continuous metric H on V’ Itx-x)x c. 
We need to understand the nature of the family of hermitian metrics H, as x approaches 
K. The following lemma is an immediate consequence of Theorem 4.2.3. 
LEMMA 6.3.1. Let {x,,} be a sequence of points in X - K with limit a point x, in K. Then, 
after replacing the sequence by a subsequence, the hermitian metrics Hxn have a limit which is 
a hermitian symmetric inner product Hi,,) on V jixx) x c of rank at least one at each point and 
which is parallel under the product structure given in Remark 6.2.3. 
Proof. Let U c X be a small neighborhood of x,. Fix a product structure 
VI”,, g (VI;&),, ) x U so that we can view all the Hxn as hermitian metrics on V 1 Lx,jxc. 
According to Theorem 4.2.3, after passing to a subsequence, there are constants i, > 0 and 
a non-trivial holomorphic map gm from (tx,)** to a holomorphic vector bundle V, with 
a hermitian inner product K x such that using the identification in Item 2 of Proposition 
6.2.2 we have that A,H,” converges to g$ K, Jc. By Theorem 4.2.11 it follows that V, is 
holomorphically trivial and that K, is a product hermitian metric. Since for every 
r~ VIIxzxIpI we have 
lim sup,,Hx,(r, r) 5 Ho(r, r), 
we see that the constants R, must be bounded away from zero. On the other hand, by 
Equation 11 and the compactness of the H,-unit sphere in V 1 +l x (p) we see that there is 
rE Vl(,)x{pj - 101 such that lim H,,(Z) z) = 1. Thus, the A,, must also be bounded from 
above. Hence, after passing to a further subsequence, we can arrange that the 1.” converge to 
a finite nonzero value 1,. Clearly, then the H+ converge to 1_,‘g*, K a. 
There are two cases to analyze. First suppose that ga: is an isomorphism. Then (tx,)** is 
trivial and hence x, E KO. Since gm is an isomorphism from (tx,)** to the trivial bundle and 
K, is a product hermitian metric on the trivial bundle it follows that H,= = AZ’g*, K, is 
also a product hermitian metric with respect to the holomorphic trivialization of (tx,)**. 
The result is now immediate in this case by the choice of the product structure on V IKxc. 
The other possibility is that ga; has rank-one generically. In this case, it follows that 
away from the zeros of the holomorphic section of (tr,)** the H,,, converge to the pullback 
of a product hermitian metric on the trivial line bundle under a holomorphic projection 
from (&,)** to the trivial line bundle. Since by Item 7 of Lemma 6.2.1, the zeros of the 
section of (cx,)** are disjoint from C, it follows that lim H,,, has rank one at every point 
of C. By Remark 6.2.3 we see that the limit hermitian inner product is parallel with respect 
to the trivialization. 0 
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6.4. Completion of the proof 
6.4.1. The bundle map outside Kx C. The choice of the metric H, on (&)** determines an 
SU(2)-reduction of (lx)**, say P,, so that the ASD connection A(H,) is an SU(2)- 
connection. Restricting to C and using the identification in item 2 of Proposition 6.2.2 we 
obtain an SU(2)-reduction of V 1 (+ xc and an SU(2)-connection on this bundle. This family 
of connections A(H,) determines in this way an SU(2)-reduction P(H) for Vjcx_KjxC. Let 
P(H)I(+f) + i 
be the induced S0(3)-bundle map covering the map 
QoPI(X-KJ x id,: (X - K) x C -+ (j(Pc, A) - (X(C) u C’(M))) x C. 
6.4.2. The section of V. Now let us choose the sections that will allow us to evaluate the 
two sides of the equality claimed in Equation 10. Fix E > 0 sufficiently small. Let N c X be 
a regular neighborhood of K c X and let Y: N + K be a retraction. Choose an isomor- 
phism VINxC g r*(VIKxC) which is the identity over K x C. Pulling back the product 
structure given in Remark 6.2.3 gives us a product structure 
VI NxC g (vINx(p))x c. (12) 
By Lemma 6.3.1 if we choose N sufficiently small for each 4’ E 8N we have that Y* H, is 
within E of a hermitian symmetric inner product of rank at least one on V I ircpll x c which is 
parallel with respect to the product structure given in Equation 12. 
CLAIM 64.1. There is a piecewise smooth section of VI ?Nx ;rI which at every point of 
c3N x (p> has norm one with respect to HO and has norm at least 1 - E with respect to the 
metric H. 
Proofi By the choice of H,, one of the eigenvalues of H, * H; ’ on YLx r pi is 1 and the 
other is at most 1. Thus, we can write aN = A u B where A and B are closed submanifolds 
meeting only in their endpoints and where: 
l for each a E A there is a unique complex line W, c Vaxp on which H, = HO, and 
l for each b E B the eigenvalues for Hb - Hi 1 restricted to V,, ,, are between 1 and 
1 - &i/2. 
The lines WO fit together to give a complex subline bundle of VIAr (pi. Since A is 
one-dimensional, this line bundle is trivial, and hence has a piecewise smooth section of 
H,-norm 1. We choose such a section. Restricting this section to A n B this gives us 
a section of the Ho-unit sphere bundle of V Ide x {r). Since B is also one-dimensional, it is an 
easy matter to extend this section to a piecewise smooth Ho-unit section over all of B x {p}. 
Together, these give the required section over aN x {p}. 0 
CLAIM 6.4.2. There is a piecewise smooth section ON of V IN x c which is nowhere zero, which 
agrees with the section of Claim 6.4.1 over 8N x (p}, and which is self-parallel in the 
C-direction under the product structure given in Equation 12. 
Proo$ We extend the section given in Claim 6.4.1 to a piecewise smooth section of 
V /Nx (r) of norm one with respect to HO. Now we extend this section to a section eN of 
V JNxc using the product structure given in Equation 12. The section GN is nowhere zero 
over N x C. 0 
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We extend cN to a generic section G of all of V. We have: 
(~~(V),[IXxC])=(#zerosofa). (13) 
6.4.3. A related section of the SO(3)-bundle. We shall compute the right-hand-side of 
Equation 10 using a related section of the pullback to X0 x C of 1’. Let us consider the 
S0(3)-equivariant, principal SO(3)-bundle 
((Qo~)xidc)*([O) -+ X”xC. 
We denote it by ‘1’ -+ X0 x C. The S0(3)-action on (X - N)’ x C is free, and thus we have 
the quotient bundle over this subspace which we denote by 
Y]-+(X-N)xC. 
CLAIM 6.43. There is an isomorphism of principal bundles 
Proof: This is immediate from the fact that as we have already remarked the choice 
of the hermitian metric H determines a bundle map P(H)/( + 1) -+ i covering 
((Q”~)~id)Icx-~)x~. 0 
Thus, the section a?N of Vl;N x c induces a section s of q I?N x c and hence a trivialization of 
the restriction of 17 to aN x C. Using this trivialization we can define 
pi(q) E H4((X - N) x C, dN x C). 
The following lemma evaluates this relative Pontrjagen class. 
LEMMA 6.4.4 For any sujicientfy smull neighborhood N of K c X we have 
(p,(q), [(X - N) x C, 2N x C]) = - 4( # zeros ofa). 
Proof We have a lifting of q to an SU(2)-bundle, namely P(H)I(,,,x,. Furthermore, 
the section s of il liN x c lifts to the section aZN of P(H)IPNxc. This later section extends to the 
section a over all of X x C. Since a has no zeros on N x C, the number of zeros of a lcy_jgj xc 
is equal to the number of zeros of a. On the other hand, the numbr of zeros of a I(-, x c is 
the relative second Chern class of P(H) Icmjr c with trivialization on the boundary given 
by the section a?N. The claim now follows from the usual relationship between p1 of an 
S0(3)-bundle and c2 of an SU(2)-bundle covering the S0(3)-bundle. 0 
Using the section s of nJFNx c we can give an equivariant trivialization of rlo IFNo x c. Thus, 
we can define the relative Pontrjagen class 
The following lemma evaluates the slant product of its relative Pontrjagen class on Ccl. 
LEMMA 6.4.5. For all N sujiciently small the class 
PI/CCI E %dN”> df’J”) 
is trivial. 
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Proofi The image (IJO p(K) is contained in the subset of completely concentrated 
connections, i.e., the subset Cc(S) c J#(P,, gu). Thus, for N sufficiently small, the natural 
SO(3)-equivariant partial connection in the C-direction on the bundle v”(N~xc is almost 
SO(3)-equivariantly trivial. Hence, for N sufficiently small there is an S0(3)-equivariant 
product structure 
YIOIN%C = (r”INox{p))x C (14) 
so that the natural partial connection on so in the C-direction is arbitrarily close to being 
self-parallel in the C-direction. 
CLAIM 6.4.6. For N sujiciently small, the section s over aN x C restricted to any (y} x C is 
arbitrarily close to being parallel with respect to the product structure given in Equation 14. 
ProoJ The section s comes from a section ciN of P(H JaNxC which is self-parallel in the 
C-direction with respect to the product structure given by Equation 12. Also, as we noted at 
the beginning of Section 6.4.2 in this product structure the hermitian metric H is close to 
being parallel in the C-direction. This means that the section s is arbitrarily close to being 
parallel in the C-direction with respect to the family of partial connections A(H) in the 
C-direction. Hence, the induced section s of r~ leNxC is almost parallel with respect to the 
natural partial connection in the C-direction. Since this partial connection arbitrarily close 
to being self-parallel in the C-direction with respect to the product structure on qlaNxc 
induced from the equivariant product structure given in Equation 14, the claim 
follows. 0 
It follows from this claim that for N sufficiently small there is a section s’ of qlaNxc, 
which is arbitrarily close to s and which is self-parallel in the C-direction with respect to the 
product structure given in Equation 14. For N sufficiently small, s and s’ will be homotopic. 
We now impose the condition that N is sufficiently small so that s and s’ are homotopic. 
Clearly, since they are homotopic, the relative equivariant Pontrjagen classes computed 
using s and s’ are equal. But when we use s’ both the S0(3)-equivariant bundle and the 
section over the boundary are induced by the projection map rc: No x C -+ No from 
corresponding objects over No. This means that p1 E IIZ~~,(~,(N~ x C, aNo x C) is equal to 
7t*q, for some class q1 E HJ$o,o,(No, BN’). Clearly, for any class q1 E f~Ito(~,(N’, aNo) we 
have n*(q,)/[C] = 0. This completes the proof of the lemma. 0 
It follows immediately from Lemmas 6.4.4 and 6.4.5 that the value of 
pI(qo)/[C] E H~o(3)(Xo) on the fundamental class of X is equal to - 4( # zeros ofa). This 
together with Equation 13 establishes Equation 10 and hence completes the proof of 
Proposition 6.0.1. 
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