Abstract-We propose a clustering algorithm of similarity segmentation based on point sorting to improve the clustering performance. Taking full advantage of segmentation sorting of the clustering algorithm based on minimum spanning tree, the algorithm use a variety of methods for different situations to sort these cluster elements with their similarity and segment them where there are large changes in their similarity to obtain cluster results. In order to compare the performance of the method, we select some traditional cluster analysis methods like k-means, hierarchical clustering and density clustering with noise data, etc. In the experimental testing, we select three sets of two-dimensional artificial data sets and four sets of real data sets as test data. And three evaluation indexes are applied to measure the quality of clustering. The simulation results in test data show that this algorithm can improve the accuracy of the algorithm effectively and achieved good clustering performance.
INTRODUCTION
Cluster analysis [1, 2] method is a procedure that all the elements in a set will be divided into multiple sets considering some criteria, and the elements are divided into the same set have more significant similarity than those in different sets. Namely, the elements concentrated in the same set, which is usually called a cluster, are more similar with their similarity or distance as the division standard. Commonly used cluster analysis methods can be roughly divided into five categories that are classified clustering, hierarchical clustering [3, 4, 5] , density clustering, grid clustering [6] , clustering model. These categories are represented as one or more of specific analysis methods, such as kmeans clustering [7, 8, 9 ] is a representative of classified clustering, and DBSCAN [10, 11] is a representative of density clustering, etc. These clustering methods are widely used in the previous studies, and are applied to different situations considering their own specially advantages and disadvantages.
In the article, by our understanding of the nature of cluster analysis, the clustering problem is converted to arrange the data elements in a certain order to a onedimensional array based on the similarity and segment them to cluster groups according to certain rules.
II. SIMILARITY SEGMENTATION BASED ON POINT SORTING

A. Algorithmic Thinking
As mentioned in the introduction, the cluster analysis is a procedure that all the elements will be divided into mu ltiple sets, and the data in the same set after the division has more significant similarity, while the data in different sets has a lower degree of similarity. The mathematical description of the concept is as follows:
Defin ition 1. Set U as a limited data set, the set contains n elements   , , ,..., n U X X X X  into K non-empty set, 1 2 3 , , ,..., k C C C C , by a certain rule, and the set, 1 2 3 , , ,... 

According to the definition 1 and the data in the same set after the division has more significant similarity, while the data in different sets has low similarity. Clustering should be subject to the following constraints in the ideal conditions:
The distance of any two elements in the same class should be shorter than these in different classes .
Assuming that one-dimensional array orderly formed with cluster labels by sorting the clustered elements under ideal conditions is as follows:
Now suppose the cluster 1 C has m elements, namely 1 
In the above conditions, clustering can be performed according to this method that the nodes in a array are sorted by the distance, and then the distance between the adjacent nodes is calculated, the segmentation is applied in the maximu m distance. This method can be realized by a two-category algorithm as a result of the assumption that the distance between elements in the same cluster is shorter or equal to the distance between the elements in different clusters. Firstly, the distance of each pair elements and the sums of all distances from every element to others are calculated successively, and then the maximu m value of the sums of the distance fro m an element to all the others is added in the head of an one dimensional array, the element is noted as E1, then another element, noted as En which has the maximu m distance to E1 has been found out and put into the tail of the one-dimensional array. Under these conditions, E1 and En, should not be divided in the same class in any case. In the next step, an element which is the nearest distance from array head like E1(or an array of tail) is found out and inserted into the position where is adjacent to array head (or the tail of the array), noted as E2. An element wh ich has the nearest average distance from all elements of the array head (or the tail of the array) is found out and inserted into the position where is adjacent to array head (or the tail of the array), until all the elements in the array are arranged into the appropriate position in this order. Calculate the distance of the adjacent nodes in the sorted array, segmentation in the maximu m d istance, and two clusters are formed at last. If there is a need to get more clusters, run the algorithm again in one of the existed clusters, then there will be one more cluster obtained, and so on.
The above algorithm is based on the ideal conditions that the distance between elements in the same cluster is shorter or equal to the distance between the different clusters. However, in many non-convex data, especially in the uneven density distribution of the data set, the constraints cannot be effectively guaranteed. Therefore, in the actual situation, according to two strategies, which are that the distance between the adjacent the clustering center is minimu m and the average density of the adjacent elements is maximu m, to sort all elements in different clusters to the array by one of the strategies, and the clustering segmentation point is still in the longest distance between the adjacent nodes in the array. All the cluster centers can be regarded as a complete graph, the reciprocal of the distance between centers is used as the weight to get minimu m spanning tree [12] , use the weight to traverse the minimu m spanning tree in depth first or breadth first, the traversal results will be put in a array. The procedure mentioned above is to complete the process of point sorting. The distance between the adjacent elements in a sorted array is calculated, segment in the maximu m distance. Then the clustering results are obtained.
B. Algorithmic Description
Similarity segmentation clustering algorithm based on points sorting has two steps including points sorting and segmentation clustering, different strategies can be adopted in each step for different situations.
1) Point Sorting:
The mult idimensional d istance between the elements can be mapped into a onedimensional distance in an array by points sorting. Different sorting methods can be adopted for different data sets, the sorting result fro m the existing cluster analysis method can also be used. For examp le, hierarchical clustering produces nested and disjoint tree ( Fig. 1 ) wh ile it is also sorting the element nodes in the data set. Although sometimes this kind of sorting is arbitrary, it can still reflect the degree of similarity between nodes to a large extent. The sorting result is to put into a one-dimensional array and the adjacent elements nodes in the array usually have a high similarity. The applicat ion based on this method will be further described later. Po int sorting can also be sorted again by the sorting results of the later cluster analysis method. The u ltimate goal of points sorting is to make two nodes with a mo re closely distance between adjacent nodes. At this point, some of the adjacent nodes are close enough to each other can be thought in the same cluster. The maximu m d istance area between adjacent nodes is called clustering segmentation. The distance between the adjacent nodes curve and the corresponding relation of similarity matrix Figure 3 . The maximum distance between adjacent nodes which is also regarded as the maximum amplitude is located in similarity matrix for the most suitable for clustering segmentation.
Distance
Element Node Figure 4 . Distance curve between the adjacent nodes filtered by using db2 wavelet.
After wavelet de-noising, the curve has become relatively smooth, so that the distance between the adjacent nodes changes obviously. You can give a certain threshold and clear the part of the curve which is less than the threshold. That means that the several elements whose distance between the adjacent nodes is less than a certain threshold are in the same cluster and they should not break up into others. The threshold value is typically the average of the amp litude of the curve. This curve has been divided into a number of segments which are discrete, as shown in In this case, to find the clustering segmentation points is to search the maximu m distance between the adjacent nodes. All segmentation points are sorted and they will be the preferred point of division when the distance is larger. In other words, clustering for dichotomous classes is to select the first sorted points for segmentation and for three classes is to select the top two sorted points for segmentation and so on, until the required number of clusters are obtained.
III. SIMULATION EXPERIMENT
A. Experiment Test Data Set
For experimental input data format, the rows represent different elements and the columns represent different attributes of the element. The experimental output data are one-dimensional array by consisting of cluster labels with corresponding to the row elements of the input data. For non-standard partition data and twodimensional data, the result is estimated by subjective judgment of the observer by a graphical representation of the results.
In the experiment, in order to co mpare the feasibility and performance of segmentation clustering algorithm based on point sorting, specially selected three groups of two-dimensional artificial data sets, which are three rectangular data with visible boundary (Fig. 6 ), a data set based on Gaussian distribution (Fig. 7) , and a clustering data sets based on the distinction of density (Fig. 7) , and the other four groups are real data sets commonly used in studies of cluster analysis. The four groups of data are iris, alcohol, breast cancer , heart disease data sets which are fro m the Un iversity of Californ ia campuses ear Bay (UCI) machine learn ing [13, 14] database. For the data defined by existed criterion, the quality of clustering results was measured by Rand Index [15] and Adjusted Rand index [16] . In experiments made by simple point sorting, we choose the data set more easily divided to verify the feasibility of point sorting algorith m, and then use the algorithm to process the real data sets with the comparison result to other methods.
The next experiment main ly tests the effectiveness of clustering algorithm of similarity segmentation based on adjacent nodes, using three (single connection, average and, complete connection) hierarchical clustering method, and using two kinds of distance (Euclidean distance [17] , the Standard Euclidean distance [17] respectively for the three methods. For the twodimensional data use Euclidean distance and for highdimensional data use Euclidean distance and the Standard Euclidean distance to deal with. To compare the influence on the result, we use the clustering method of segmentation based on adjacent nodes similarity, not only when comparing with classification number for the standard partition, but also in the number of nonstandard classification division. Finally, clustering algorithm of similarity segmentation based on point sorting will be verified by the experiment. 
B. Simple Point Sorting Method
As mentioned earlier, the applied point sorting method is varied for different data and the similarity. In this section, this article will use a relat ively simple method of point sorting for cluster analysis to prove the feasibility of the point sorting method itself.
This simple sorting method is firstly to find the farthest node from all of the nodes in the data set and put the node into the first position of sorting array. Then put the node which is the farthest away from the first sorted node into the last position of sorting array. Next insert the node which is the closest to the first or the last node in the sorting array into the adjacent side of the first or the last node in the sorting array, in order to form an orderly array and co mplete the point sorting process. Finally find the maximu m distance between adjacent nodes to segment in sorted array to form two clusters. As a result, the clusters have been formed through the iterative process for mu lti-classification. The specific process is as follows:
1) Generate an empty array whose size is the number of all elements in the data set. 2) Find the farthest node from the sum of all the elements of a data set and put it in the first position of the array to store. 3) Find the farthest node from the first sorted node and put it in the last position of the array to store. 4) Judge whether the array is full. If it is full, go to step 5, otherwise go to step 6 . 5) Calculate the distance between adjacent nodes in the array and segment the maximu m d istance, then judge whether the number of clusters has been reached to the requirements, if meet the requirements, then the algorith m ends, otherwise go to step 7. 6) Find out the node which is the closest to the first or the last node in the sorting array and insert into the adjacent side of the first or the last node in the sorting array, repeat step 4. 7) Co mpare the d istance between adjacent element nodes on both sides of the clustering segmentation points. Find out the maximu m distance as the next iteration of the data set, return to step 1. Using the data sets of three rectangular and data sets based on Gaussian distribution which are more easily to distinguish in the experiment, manually set the clustering results for 3 clusters and the similarity measure using the Euclidean distance, the clustering results are shown in Fig. 8 . Figure 8 . Treatment of the three rectangular data set and the data set based on the Gaussian Distribution using simple points sorting algorithm.
C. Hierarchical Clustering Combined with Segmentation
Hierarchical clustering method itself has a function of points sorting, although this kind of points sorting may be arbitrary to some extent. On the whole, it still meets the requirements that the distance between the adjacent nodes should be close in points sorting. In this section, in order to validate the feasibility and actual effect on similarity segmentation clustering between adjacent nodes using the existing point sorting method, we get the sorting result from single connection hierarchical clustering method and average hierarchical clustering method, then split sequencing nodes array to use of similarity segmentation clustering method and obtain the clustering results finally. Its algorithm process is listed as follows: 1) Firstly form hierarchical cluster tree using hierarchical clustering method, get a group result of points sorting after preorder traversal for the leaf node of the tree. 2) Put the sorting result into an array. 3) Draw distance curve of adjacent nodes. 4) Wavelet filtering and de-noise processing of the distance curve. 5) Return to zero for the parts below the global average and get the distance curve of sectional adjacent nodes. 6) Find out the position of maximu m d istance between the adjacent nodes in every curve and divide it, namely clustering segmentation point. 7) Order all clustering segmentation points according to the distance, larger distance points segmented firstly. 8) Select N segmentation points of the largest distance and go on segmentation to form N+1 clusters. In this experiment, we use three sets of real data sets, namely iris, alcohol and breast cancer data. For the distance between nodes, we use the Euclidean distance and the standard Euclidean distance to perform the experiments in each set of data. The experimental evaluation index is measured according to accuracy. The number of the clusters we have taken is 2 to 5, then calculate the accuracy for every cluster. Co mpare the algorithm performance even if the number of clusters does not equal to the standard division (which is often encountered in practice, because the number of standard division clusters cannot always be predicted in advance). Making a co mparison between the clustering results obtained by using adjacent nodes based on similarity segmentation clustering method and original hierarchical clustering method, the results are shown in Fig. 9 . Fro m the above experimental results, without changing the point sorting, the result of using segmentation clustering of the similarity between adjacent nodes is significantly better than the division result of hierarchical clustering method in most cases. That is mainly because the use of wavelet filtering for smoothing treatment of distance curve between adjacent nodes can weaken the noise and the impact of abnormal nodes on clustering results. We do not make a separate division of abnormal nodes for the small size. We think it can have a better grasp of the whole for such data sets, but it will also weaken the potential of algorith ms in anomaly detection and other aspects.
D. K-means algorithm combined with point sorting and segmentation Clustering
Point sorting clustering methods not only can be used as a single cluster analysis method, but also can be combined with other clustering methods to complement and optimize the existing methods. In this section, combined the point sorting clustering method with the K-means algorithm, the experiment is carried on to compare with the results of K-means algorithm. The specific process combined with the K-means for point sorting and clustering segmentation is as follows:
1) Use k-means algorith m to get N clustering groups. 2) Calculate the center of these N clusters. 
7)
Check if there are other clusters needed to be merged, if yes, return to step 1; else, ordered array has been formed, then go to step 8. 8) Go on segmentation clustering for the ordered array and get the clustering result. The experimental data is firstly used by intuitive two-dimensional data based on the Gaussian distribution and the density-based division . In the experiments, the data is first to cluster into 10 clusters using K-means algorithm, and then the data based on the Gaussian distribution is clustered into 3 clusters, while the data base on the density into 2 clusters, the experimental results are shown in Fig. 10 and Fig. 11 : Figure 10 . The clustering result of the data set based on the Gaussian Distribution and the data set based on distinction of density obtained by using K-means algorithm. Figure 11 . The clustering result of the data set based on the Gaussian Distribution and the data set based on distinction of density obtained by using K-means algorithm combined with points sorting segmentation clustering.
In Fig. 10 and Fig. 11 , we clearly see that k-means algorithm, which was unable to originally handle the non-convex data, have been able to work well with density-based division of data sets after combining segmentation clustering of point sorting, and the performance in the data set based on the Gaussian distribution of is also greatly improved. Also it needs to pay attention that the k-means method itself is unstable, you cannot always get the best clustering results. But even so, the results from k-means algorithm co mbined with point sorting segmentation clustering are more satisfactory than the original method. It can be found fro m the co mparison between Fig. 11 (right) and Fig. 12 (right) (in the figure using a densitybased clustering algorithm for comparison).
At the end of this section, 4 groups of real data used in this paper using the K-means clustering segmentation method combined with point sorting. Usually the performance on heart disease data is worst with the Kmeans clustering algorithm. In the experiment, firstly, using the K-means method to cluster the heart disease data into 8 clusters, and then into 2 clusters with the segmentation clustering based on point sorting. The accuracy and Rand index reached respectively 71.62% and 63.77%. It has been great increased, compared with the 52.57% and 49.91% for heart disease data analyzed by the original K-means algorithm. The e xperimental results prove that performance and adaptability of the Kmeans algorith m co mbined with segmentation clustering of point sorting have greatly improved.
E. Hierarchical Cluster combined with the Methods of Points Sorting and Segmentation Clustering
Because the result of points sorting obtained from the hierarchical cluster tree is usually arbitrary, it can only show the successively order of merged clustering and can't change the order of nodes merged. In other words, it can't change the order of the nodes which are merged earlier and can't insert the new merging point of the cluster into the cluster having been merged. Then we can consider the changes of clustering center merged every time when they were merged. Thus before merging operation, we can firstly calculate the current clustering center, and compare the distance between the clustering center. When the current clustering center was needed to be merged at now locates between the two clustering centers be merged last time, we insert the current clustering nodes into them for nodes sorting. This is equivalent to backtrack the process of hierarchical clustering to a certain extent. In this experiment, we use average connection hierarchical clustering based on clustering order to modify sorting method. Centroid is used instead of clustering center for simplicity. Centroid of the clustering is as follows: , then go to step 5. merged, if yes, return to step 1; else, ordered array has been formed, then go to step 6. 6) Go on segmentation clustering for the ordered array and get the clustering result. In order to test the algorithm presented in this section has a better grasp of clustering and the ability to resist noise, the data set based on density distinction is firstly used. Then we apply three hierarchical clustering methods, divide the data set into two to five clusters and display the result of classification. Co mpare it with the result obtained by using similarity segmentation algorithm based on point sorting presented in this section. The experimental result is showed in Fig. 13 Figure 13 . The data set based on distinction of density is divided into two to five clusters by using three hierarchical clustering methods and similarity segmentation clustering based on points sorting.
The experimental results in above show that the three hierarchical clustering result is satisfactory when dividing the data set into five clusters using single connection hierarchical clustering. However, no matter how many clusters are divided using the other two hierarchical clustering, the results cannot meet the requirements. By compared to single connection hierarchical clustering, and dividing the data set into two clusters using similarity segmentation clustering based on points sorting, we still can get a satisfying result. We can get a better result than the result of hierarchical cluster even when choosing wrong clustering number. After choosing proper points sorting algorithm, average hierarchical clustering method that can't be used to deal with non-convex data has a good ability of dealing with the experimental data. In addition, it can have a better grasp of clustering than single connection hierarchical clustering and are much less exposed to the noise interference.
Then we make a full test of performance of the algorithm proposed in this section using three groups of real data sets. We perform similarity measure for every data set employing Euclidean distance and standard Euclidean distance and calculate the accuracy respectively when divided into two to five clusters using all algorith ms. Then we choose the one having the best performance and consider the results from the other several important clustering methods which are As you can see fro m the above experiment results, the accuracy, Rand index and Adjusted Rand index in the treatment of the data sets of iris, alcohol, breast cancer with the algorithm of segmentation clustering based on point sorting is much better than the rest of the clustering algorith ms. It well illustrates that the performance of the clustering algorith m based on point sorting is very good and can be used in the application and research. Especially in the structure of the data set with prior knowledge, it can use the corresponding point sorting method to get best function.
IV. CONCLUSIONS
The cluster algorithm of similarity segmentation based on point sorting was proposed in this paper, its key step is using certain rules for the dataset element nodes. The elements are mapped to a set of onedimensional array in orderly arrangement and calculated the distance between neighboring nodes in the ordered set, and these distance are used to segment clustering in large variations of the similarity. Namely the two core steps that are point sorting and segmentation clustering can be used alone to improve the existing methods, and also can be used in combination with other cluster method into a new cluster analysis method. Experiments demonstrated the effectiveness of each of these two steps, respectively. But one of the major problems is the selection of the similarity in cluster analysis and data structures [18] matching. The obtained results may vary greatly for the same data set with the same algorithm processing, when using the different similarity measures. How to use the most appropriate point sorting for the data sets and similarity of the known characteristics to achieve a minimu m measurement error is still pending further study.
