Abstract-Deformation of optimal trajectories has a great potential in various applications due to the ability of realtime recomputation of the overall trajectory when applying new boundary conditions. This paper presents a novel approach where optimal trajectories are created offline through numerical direct optimal control methods. Afterwards the trajectories are deformed online with a spline deformation approach, providing minimum acceleration deviation between optimal and deformed trajectories and considerably reducing the computational complexity of the algorithm during run time. A feasibility check based on upper bounds for the deformed trajectory, the controller tracking error and the resulting torque is provided. This guarantees correct task execution in the presence of bounded disturbances and unmodeled dynamics.
I. INTRODUCTION
Existing numerical optimal control methods recalculate the entire optimal control problem (OCP) for every new set of boundary conditions [1] , [2] . Direct optimal control methods provide the capability of solving numerical OCPs by discretizing both states and controls while simultaneously solving a finite set of nonlinear optimization problems (NLP). In contrast to indirect methods [1] , they do not rely on the determination of first-order necessary conditions and the solution of a Hamiltonian boundary value problem, i.e. direct methods are less sensitive to boundary conditions. Solutions of direct methods readily incorporate constraints for a successful task execution, but are limited as they require a good initial guess in order to converge to a feasible solution and are too slow to find an optimal trajectory online.
Another approach is presented in [3] where a least-squares based approach named Laplacian Trajectory Editing (LTE) minimizes the acceleration deviation to a given reference path. When given feasible boundary points, the approach is able to retarget the entire trajectory online. As the method does not rely on any kernel/internal state, its resolution is solely limited by the number of trajectory sampling points. In [4] the combination of a numerical optimal control method and LTE-based deformation is presented. This approach is experimentally verified using a robotic arm for constrained dynamic manipulation tasks. However, the paper does not provide theoretical bounds on control inputs with respect to the deformed trajectories which may lead to violation of constraints and torque saturation.
The design of trajectory following controllers plays a crucial role in robotics. Their robustness and trajectory feasibility depend on the boundedness of the system matrices and disturbance, the chosen control scheme and knowledge about the desired trajectory. Uniform boundedness and positive definiteness of the inertia matrix are necessary when designing adaptive controllers and ensuring global Lyapunov stability for various control laws [5] , [6] . A uniform bounds analysis for the Coriolis/Centripetal matrix is provided in [7] . Kiefer et al. [8] proposed to use modeling errors as a joint acceleration disturbance to track a near time-optimal trajectory with prescribed accuracy by modification of controller gains.
A variety of path-tracking controllers dealing with kinematic and dynamic constraints are proposed in literature. Bobrow et al. [9] introduced the time-optimal path parametrization (TOPP) idea with a bang-bang controller and a switching law that depends on a maximum velocity curve to fulfil torque constraints. The approach provides both time optimal solutions and algorithm for online computation. However, there are some limitations such as admissible accelerations which reduce the maximum acceleration capabilities of the robot, especially when the motors have different power and thus different maximum torques. The method requires ideal knowledge of the robot dynamics. Shin et al. [10] introduced admissible regions and investigated at most quadratic torquevelocity dependence for non-simply connected admissible regions. Other works [10] , [11] analyzed constraints on torque and its derivative and proposed time-scaling filters to modify the velocity profile accordingly. The major difference between the methods is that for TOPP the path is fixed and the time is optimized, whereas for LTE-based deformation the time is fixed and the trajectory is optimized.
The contribution of this paper is a feasibility verification for online deformation of previously calculated optimal trajectories. If the amount of deformation is small, the optimality properties related to the acceleration profile of original optimal trajectory in task space will be preserved in the least squares sense. As an example, curvature properties of the deformed motion are directly influenced. It is shown that for a specific type of spline deformation, it is possible to derive tight boundaries of the deformed trajectory, making the approach an ideal choice for motion adaptation in constrained environments. Maximum norms on the deformed trajectory, feedback controller and the maximum possible torque are provided in a segment-wise manner.
The remainder of this paper is as follows: Sec. II provides detailed problem formulation. Sec. III discusses the OCP formulation. Sec. IV then describes the trajectory deformation process. Sec. V analyses the feasibility of trajectory tracking for kinematic and dynamic constraints. Finally, Sec. VI discusses the presented approach and suggests ideas for further expansion.
II. PROBLEM FORMULATION
The dynamic model of the robot is described by
with τ r as a torque vector correspondent to a joint motion q,q,q. Given system matrices of a robot model M, C, G and F, computed torque and outer loop PD controller scheme with k p , k v gains, maximum torque disturbance τ d , original optimal trajectory x o ,ẋ o , τ o and a resulting deformed trajectory x d ,ẋ d ,ẍ d satisfying given boundary conditions, the goal is to find out whether the corresponding upper bounds of the actuator torques τ ∞ are feasible at every time step. It is done by performing feasibility check not along the entire trajectory but only at some specific segmentation points of the deformed trajectory, as in [4] . The problem is reformulated as (2) where τ ∞ has to be compared with maximum input motor torque τ bound .
As an illustration, you can imagine a fully actuated 3-DoF planar robot moving in a 3-dimensional task space x = x y φ , see end boundary points of the trajectory are assigned based on the task goal. After the end boundary points are determined in terms of task space position and velocity, a trajectory is calculated through spline deformation that moves the robot from its initial point to the end point. Here upper bounds on the joint torques and task space kinematic parameters x d ,ẋ d , x d have to be provided to guarantee safe trajectory execution.
III. OPTIMAL TRAJECTORY GENERATION WITH DIRECT COLLOCATION
For the presented approach all original optimal trajectories are first precomputed offline using a Direct Collocation method DirCol [2] , resulting in piece-wise polynomial functions for states and controls. Even if the obtained results of numerical optimal control methods are in general only locally optimal, we will call them optimal for brevity for the remainder of this paper.
Most optimal control methods including DirCol [12] cannot guarantee a feasible solution for general nonlinear problems. And even if a solution is found, it still takes a considerable amount of time to calculate it. This time depends to a large extent on the complexity of the system, its constraints and tolerances. We gain advantage by precomputing several optimal trajectories for various initial and final points as well as different costs offline. These costs can represent basically anything: minimum time, energy, etc. What really matters afterwards, during the deformation procedure, is the acceleration profile of the optimal trajectory that possesses essential information for the dynamic task.
For example, we set an OCP in (3) for a robotic task with the robot dynamics as in [13] and choose an objective to provide the desired motion behavior. It is important to notice that the state space of the OCP consists of the task space coordinates.
where h(x q (0, t f ), τ o , t f ) represents the initial and final states as equality constraints, g(x q , τ o , t) > 0 incorporates kinematic and dynamic inequality constraints,
T , x o = x y φ is the state vector, f = J −T τ o denotes the task space forces, J is the Jacobian matrix, M is the inertia matrix, C is the Coriolis and centrifugal forces, G accounts for all gravitational terms, and F is the Coulomb and viscous frictional force.
For this method, time is discretized as 0 = t 
where
At the same time, the statesx(t o j ) for each segment are approximated with piece-wise cubic polynomialsx
using Hermite interpolation
The approximating functions of the states must satisfy the constraints at the grid points t o j and at the centers of the discretization interval. The chosen approximations of x(t) already satisfy these constraints at t o j . The optimal control problem is split in a set of NLP problems with a number of collocation constraints, inequality constraints at the grid points t o j and the initial and end-point constraints at t o 1 and t o n . As result, we get a set of motions working for a specific set of boundary constraints.
IV. DEFORMING OPTIMAL TRAJECTORIES THROUGH LAPLACIAN TRAJECTORY EDITING
Typically, and also including previous papers [12] , [13] an optimal trajectory for every separate motion has been produced with direct collocation method, but its high computational complexity and sensitivity towards a good initial guess are major drawbacks. In contrast, this paper assumes that optimal trajectories have been calculated beforehand and will be deformed online to meet additional requirements. Although giving up the optimality of the direct collocation method, it results in minimum acceleration deviation between optimal and deformed trajectories, ensuring a certain amount of similarity between them. In addition, computational complexity is reduced considerably.
A generic method for deforming trajectories through a least-squares approach is Laplacian Trajectory Editing. The key idea of LTE during trajectory deformation is to calculate local trajectory properties, resulting in a linear system of equations. When adding boundary constraints, the resulting overdetermined system of equations can be solved using least squares.
It was shown in [4] that the least squares solution that requires matrix inversion can be decomposed in 2 parts. The first part is a sole translation of the original optimal trajectory. The second part is a cubic spline interpolation (e.g. using Bernstein polynomials) of the form
for the j-th trajectory interval. Such representation possesses some useful properties. Upper bounds for optimal trajectories can be calculated offline with any segmentation. The same holds for pure translation of these bounds. Meanwhile the upper bounds for the second term can be found online using control points of Bernstein polynomial.
V. FEASIBILITY OF A DEFORMED TRAJECTORY
By retargeting the trajectory in task space and not configuration space, the curse of dimensionality can be avoided. On the downside, multiple deformations are possible in case robot movement is infeasible. Thus a quick feasibility check is required.
A. Trajectory and torque feasibility
This section investigates the torque feasibility of the resulting trajectory for a given parametrization of the robot feedback controller. The estimation is based on a piecewise polynomial representation of the deformed trajectory by taking advantage of the special properties of Bernstein polynomials.
The following control structure, see Fig. 2 , consists of an offline optimal trajectory generator and a reactive goal generator that sets new boundary states distinct from the original ones depending on the task. Afterwards, LTE based deformation generates the new trajectory x d ,ẋ d ,ẍ d . This new trajectory is followed by a feedback controller. In this work we assume the feedback controller to consist of an internal computed-torque controller in combination with a PD controller. In many cases the robot must consider both kinematic and dynamic constraints. Such limitations originate from a finite applicable torque on each joint. LTE at the same time deforms trajectories in a task space. Thus, this section develops upper bounds for the joint torques based on the LTE deformation. These bounds are easily verified and allow predictions whether the deformed trajectory can be executed.
1) Segment-wise representation: An important feature of the method is that it is sufficient to check feasibility only at the segmentation points. Checking the required torques only at the boundary segment points reduces the overall computations. As the position, velocity and acceleration constraints are equitemporally discretized with ∆t, and the optimal trajectory and control are calculated with different but known time grid ∆t o j , j ∈ [1, ..., n − 1], we superimpose those two grids, see Fig. 3 .
Motion time is reduced to fit the time of optimal trajectory. The minimum acceleration deviation is calculated on the original not scaled time grid.
For each interval of the superimposed grid, it holds that x d is cubic,ẋ d is quadratic andẍ d is linear. The motion may not be feasible when the robot position, velocity or acceleration constraints are violated for the required motion. Thus, each of these terms should be checked on each time interval as well.
2) Boundedness of Deformed Trajectory: Upper bounds on the deformed trajectory for each time interval allow the robot to suffice dynamic constraints in joint space. Explicit bounds on the position, velocity and acceleration deviation result in deviation in joint torques that are bounded
Real-time Overall motion planning and control scheme. Setting of new boundary states x i , x f ,ẋ i ,ẋ f , and overall motion time t h is carried out based on sensory data and provided goal. The optimal trajectory xo,ẋo together with optimal control τo is generated through a direct collocation method. Using forward dynamicsẍo is calculated. The optimal trajectory is deformed using LTE with the new start and end point. The obtained task space trajectory is converted to joint space q d ,q d ,q d through inverse kinematics (IK), inverse velocity (IVK) and inverse acceleration kinematics (IAK). It is further tracked using the control structure with computed torque and PD controller. from above. The vectors q andq are related to the task space coordinates through the inverse and differential inverse kinematics schemes. After derivation we obtaiṅ
x =Jq + Jq.
In case of redundancy and another prioritized tasks, presence of unbounded secondary tasks projected into the kernel of J can lead to (theoretically) arbitrarily large joint velocities and accelerations. In this case an upper bound of the resulting joint angle velocity of the secondary task must be determined as well. A pseudoinverse-based scheme can be used to calculate the differential inverse kinematics as
where J i is the Jacobian of i-th manipulation variable,ẋ 2 , x 2 are the desired velocity and acceleration of the 2-nd manipulation variable.
Operator I − J + 1 J 1 projects a generic velocity vector in the null space of the Jacobian matrix. The null space projection can be used to perform various optimizations [14] , without affecting the given tracking task. For instance, one can consider an optimization procedure for torque and acceleration minimization as a desired additional task for the manipulator null-space [15] . If the secondary task is specified similarly to the primary task in terms of a Jacobian J and task space coordinatesẋ , it is bounded from above according to
whereẋ 2 ,ẍ 2 are bounded from above by the secondary task design.
For the non-redundant case, e.g. as in Fig. 1 , or in redundant case with a single tracking task we get respectively both the manipulator Jacobian and its norms uniquely defined asq
which links the task space accelerationẍ to joint space velocity and accelerationq,q. Whereas the Moore-Penrose pseudoinverse ensures that a unique solution with minimal joint velocity can be found, the singular-robust inverse provides upper bounds of the matrix norm also in a singular configuration. Without loss of generality, in this work we consider a single tracking task case and use pseudo-inverse as a primary solution. Using (9) and (12), the norms ofq d ,q d are bounded by
where · ∞ is the infinity norm (∞-norm) of a continuous function on a closed interval. Asq d ,q d depend both on the Jacobian J and the task space velocity/accelerationẋ d ,ẍ d , an upper bound has to be determined for them as well. The norm of the manipulator Jacobian is bounded from above by a constant scalar, due to the finite extent of each robot. If the Jacobian is Lipschitz continuous and the joint velocities are bounded, the norm ofJ is bounded by a scalar factor j max as
An upper bound of the norm J + can be derived through the singular values σ min , ..., σ max of J. It is
where m is the rank of the Jacobian and s max is a finite scalar if the robot does not enter a singular configuration, which is ensured through a workspace analysis. In most cases the upper bounds ofẋ d ,ẍ d cannot be calculated in closed form and must be determined by iterating along the deformed trajectory. An exception is the splinebased deformation as in Sec. IV. When splitting the deformed trajectory up in two parts, the sole translation of optimal trajectory enables one to calculate an upper bound of the norm ofẋ o ,ẍ o independent of the deformation asẋ max , x max . Since the additive deformation term is represented as Bernstein polynomials B l k , its derivative is calculated based onḂ
where l is a degree of polynomial. For a spline curve described by
its velocity is a Bézier spline of degree l − 1 defined by l control points l(a 1 − a 0 ), . . ., l(a l − a l−1 ) calculated aṡ
and the acceleration as
Thanks to non-negativity of each Bernstein polynomial, the norm ofẋ,ẍ is bounded by
Thus, (13) is rewritten as
The upper bound on the joint velocities and accelerations guarantees that the trajectory deformed in task space does not violate any joint space constraints. Still, for a successful trajectory execution, the tracking error of the feedback controller and torque bounds are required.
3) Boundedness of Feedback Controller:
With the imposed dynamic constraints, feasibility of the control scheme for a given trajectory and bounded external disturbance needs to be provided. The feedback controller is characterized by a tracking error and its dynamics
where the applied controller torque and disturbance term are represented as
where τ d is a disturbance torque applied to the motors that takes into account the unmodeled dynamics and a maximum disturbance force applied to the robot during operation. The upper bound for this torque can be assigned for each time interval independently. This is especially useful for robotic tasks where the disturbance related to contacts occur only at some specific intervals, for instance, neighboring with t h . The tracking error dynamics can be rewritten as
The transfer function of the disturbance to error and to error derivative is as follows [16] 
However, for obtaining the ∞-norm of the error, the 2-norm of the transfer function and the 2-norm of the input are required [17, Chap. 2] . Thus, the ∞-norms of the error functions e i (t) andė i (t) are found using
where the norm of the transfer function is defined as a 2-norm over frequency of G(s) from (25)
For the definite integral from (27) we find
jωG(jω) = 2ω
and by choosing critically damped PD gains
we calculate the definite integral of the proper rational function for which the denominator contains repeated irreducible quadratic factors, and thus
Finally, the 2-norm for i-th joint
results in
and subsequently the acceleration error from (22) is bounded by
As it can be seen from the structure of the error norms (32), an increase of the controller gains will lead to a better error suppression, but it will also result in higher required torques.
4) Torque Boundedness:
In general the joint torques are limited by the hardware used, thus the goal is to keep the ∞-norm of all torque values below a specific constant τ max to prevent torque saturation. This is done by evaluating the worst case scenario, i.e. by deriving upper bounds for each factor involved in the torque calculation.
Theorem. Given the kinematic and dynamic models of the robot (1)-(12) , the feedback control structure (22) , and a bounded external disturbance (23), then the ∞-norm of the joint torques is bounded from above for each segment of the superimposed time grid from Fig. 3 by a scalar value
for LTE deformation decomposed in transformation and spline interpolation expressed by Bernstein polynomials.
Proof. The norms of the matrices M, C, G [18] are limited above by factors as
thus the bound on the overall torque from computed torque with PD controller scheme is rewritten using upper bounds on joint space velocities and accelerations (21), errors (32) and system matrices (35) in a following way:
with the scalar value τ bound accounting for the maximum motor torque boundary for the deformed trajectory.
One should consider to perform a torque feasibility check for each joint independently to make norms tighter, especially in cases when different motors are used in the robot.
Segment-wise torque estimation is carried out for the scenario presented in Fig. 1 . Initial boundary point is fixed for optimal and deformed trajectories In case if the feasibility check fails, the following steps can be taken to lower torque bounds.
As a first option, optimization with minimax objective is carried out that modifies controller gains prior to the robot movement. subject to τ i,bound ≤ τ max (37) k p,min ≤ k p ≤ k p,max .
The cost is responsible for torque minimization. This search algorithm is consistent with torque constraints and helps to choose the best controller parametrization. The second option is to increase number of segments for spline deformation. As overall time is fixed, this will lead to smaller bounds on norms of x d ,ẋ d ,ẍ d and thus will result in tighter torque bounds, however additional computational effort is required. As a last option, one can deform another precomputed optimal trajectory to fit boundary conditions. If all three procedures fail to find suitable upper bound on torque, the robot motion should be terminated.
VI. CONCLUSION This paper discusses a method for retargeting and tracking previously calculated optimal trajectories online. The approach is executed together with the feasibility check on kinematic and dynamic constraints of the generated trajectories. Analytical upper bounds on the manipulator joint torques depending on the amount of deformation are derived. Even though calculation of ∞-norm is computationally efficient, it is still quite conservative and can be replaced with tighter bounds for a specific robot. Better knowledge about the system matrices, external forces and disturbances results in a smaller disturbance bounds and thus improves performance of the control scheme and decreases maximum torque boundaries. Future work will focus on applicability of this method to other numerical optimal control schemes.
