Abstract. It has been conjectured by Eisenbud, Green and Harris that if I is a homogeneous ideal in k[x 1 , . . . , xn] containing a regular sequence f 1 , . . . , fn of degrees deg(f i ) = a i , where 2 ≤ a 1 ≤ ⋯ ≤ an, then there is a homogeneous ideal J containing x a 1 1 , . . . , x an n with the same Hilbert function. In this paper we prove the Eisenbud-Green-Harris conjecture when f i splits into linear factors for all i.
Introduction
Let S = k[x 1 , . . . , x n ] be a polynomial ring over a field k. The ring S = ⊕ d≥0 S d is graded by deg(x i ) = 1 for all i. In 1927, F.Macaulay proved that if I = ⊕ d≥0 I d is a graded ideal in S, then there exists a lex ideal L such that L has the same Hilbert function as I [13] ; i.e., every Hilbert function in S is attained by a lex ideal. Let M be a monomial ideal in S. It is natural to ask if we have the same result in S M . In [5] , Clements and Lindström proved that every Hilbert function in S ⟨x a1 1 , . . . , x an n ⟩ is attained by a lex ideal, where 2 ≤ a 1 ≤ ⋅ ⋅ ⋅ ≤ a n . In the case a 1 = ⋯ = a n = 2, the result was obtained earlier by Katona [11] and Kruskal [?] . Another generalizations of Macaulay's theorem can be found in [17] , [15] and [1] .
Let f 1 , . . . , f n be a regular sequence in S such that 2 ≤ a 1 = deg(f 1 ) ≤ ⋯ ≤ a n = deg(f n ). A well known result says that ⟨f 1 , . . . , f n ⟩ has the same Hilbert function as ⟨x a1 1 , . . . , x an n ⟩ (see Exercise 6.2. of [9] ). It is natural to ask what happens if I ⊆ S is a homogeneous ideal containing a regular sequence in fixed degrees. This question bring us to the Eisenbud-Green-Harris Conjecture, denoted by EGH.
Conjecture 1.1 (EGH [8]).
If I is a homogeneous ideal in S containing a regular sequence f 1 , . . . , f n of degrees deg(f i ) = a i , where 2 ≤ a 1 ≤ ⋯ ≤ a n , then I has the same Hilbert function as an ideal containing x a1 1 , . . . , x an n . The original conjecture (see Conjecture 2.3) is equivalent to Conjecture 1.1 in the case a i = 2 for all i (see Proposition 2.5). The EGH Conjecture is known to be true in few cases. The conjecture has been proven in the case n = 2 [16] . Caviglia and Maclagan [3] have proven that the EGH Conjecture is true if a j > ∑ j−1 i=1 (a i − 1) for all j > 1. Richert [16] says that the EGH Conjecture in degree 2 (a i = 2 for all i) holds for n ≤ 5, but this result was not published. Herzog and Popescu [10] proved that if k is a field of characteristic zero and I is minimally generated by generic quadratic forms, then the EGH Conjecture in degree 2 holds. Cooper [6, 7] has done some work in a geometric direction. She studies the EGH Conjecture for some cases with n = 3.
Let f 1 , . . . , f n be a regular sequence in S such that f i splits into linear factors for all i. For all 1 ≤ i ≤ n, let p i ∈ S 1 such that p i f i . Since p 1 , . . . , p n must be a k-linear independent, it follows that the k-algebra map α ∶ S → S defined by α(x i ) = p i for all 1 ≤ i ≤ n, is a graded isomorphism. So the Hilbert function is preserved under this map and we may assume that p i = x i for all i.
In Section 2, we give background information to the EGH Conjecture. In section 3, we study the dimension growth of some ideals containing a regular sequence x 1 l 1 , . . . , x n l n , where l i ∈ S 1 for all i. In section 4, we prove the EGH Conjecture when f i splits into linear factors for all i. This answers a question of Chen, who asked if the EGH Conjecture holds when f i = x i l i , where l i ∈ S 1 for all 1 ≤ i ≤ n (see Example 3.8 of [4] ).
Background
A proper ideal I in S is called graded or homogeneous if it has a system of homogeneous generators. Let R = S I, where I is a homogeneous ideal. The Hilbert function of I is the sequence H(R) = {H(R, t)} t≥0 , where
For simplicity, sometimes we denote the dimension of a k-vector space V by
. . , a n ) ∈ Z n , where 2 ≤ a 1 ≤ ⋯ ≤ a n . For a subset A of S, we denote by Mon(A) the set of all monomials in A and let A u = {j ∶ x j u}, where u ∈ Mon(S). The support of the polynomial f = ∑ u∈Mon(S) a u u, where a u ∈ k, is the set
A monomial w ∈ S is called square-free if x 2 i ∤ w, for all 1 ≤ i ≤ n. We define the lex order on Mon(S) by setting
) and b i < c i for the first index i such that b i ≠ c i . We recall the definitions of lex ideal and lex-plus-powers ideal. Definition 2.1.
• A graded ideal is called monomial if it has a system of monomial generators.
• A monomial ideal I ⊆ S is called lex, if whenever I ∋ z < lex w, where w, z are monomials of the same degree, then w ∈ I.
• A monomial ideal I is A-lex-plus-powers if there exists a lex ideal L such that I = ⟨x
By Clements-Lindström's theorem, we obtain that for any graded ideal containing ⟨x a1 1 , . . . , x an n ⟩ there is a (a 1 , . . . , a n )-lex-plus-powers ideal with the same Hilbert function.
Let p ≥ 0 and Conjecture 2.3 is true if the ideal contains the squares of the variables. This follows from the Kruskal-Katona theorem (see [2] ). In the following proposition, we prove the equivalence of Conjecture 2.3 and the EGH Conjecture in degree 2. First, we need the following definition.
is generated by the t biggest monomials (with respect to the lex order) in
Proposition 2.5. Let f 1 , . . . , f n be a regular sequence of degrees 2 in S. The following are equivalent:
Proof. First, we prove that (a) implies (b). Let I be a graded ideal in S containing f 1 , . . . .f n . By (a), it follows that there is a graded ideal J in S containing x such that H(S I) = H(S J). By Kruskal-Katona theorem it follows that H(S I, d+ 
. We need to show that K is an ideal. Let d > 0. By Proposition 6.4.3 of [9] , we obtain that
By the hypothesis of (b), we obtain
The following lemma helps us to study the EGH Conjecture in each component of the homogeneous ideal. 
Proof. Clearly, (a) implies (b). We will show that (b) implies (a). For every
. By Clements-Lindström's theorem, we may assume that J d is a A-lex-plus-powers ideal for all d. Let J = ⊕ j≥0 J j,j , where
Thus, J is an ideal. Clearly, H(S I) = H(S J).
We will use the following lemma on regular sequences (see [14, Chapter 6] ).
Lemma 2.7. Let f 1 , . . . , f n be a sequence of homogeneous polynomials in S with deg(f i ) = a i and
f n is a regular sequence if and only if the following condition holds:
if
. . , f n is a regular sequence and σ ∈ S n is a permutation, then f σ (1) , . . . , f σ(n) is a regular sequence.
3. The dimension growth of some ideals containing a reducible regular sequence
. . , f n = x n l n be a regular sequence in S, where l i ∈ S 1 for all i. 
where K d is the space generated by P d and the biggest (in lex order) square-free monomials
For a matrix A ∈ M n×n (k), we denote by A[i 1 , . . . , i r ] the submatrix of A formed by rows i 1 , . . . , i r and columns i 1 , . . . , i r , where 1 ≤ r ≤ n and 1 ≤ i 1 < ⋯ < i r ≤ n. We begin with the following lemma, which characterize the structure of f 1 , . . . , f n .
Lemma 3.1. (Example 3.8 of [4])
Let f 1 = x 1 l 1 , . . . , f n = x n l n be a sequence of homogeneous polynomials in S, where l i = ∑ n j=1 a ij x j with a ij ∈ k and A be the n × n matrix (a ij ). Then f 1 , . . . , f n is a regular sequence if and only if det A[i 1 , . . . , i r ] ≠ 0 for all 1 ≤ r ≤ n and
Proof. Assume that f 1 , . . . , f n is regular. We prove that det A[i 1 , . . . , i r ] ≠ 0 for all 1 ≤ r ≤ n and 1 ≤ i 1 < ⋯ < i r ≤ n, by induction on n, starting with n = 1. Let n > 1. Assume that 1 ≤ i 1 < ⋯ < i r ≤ n, where 1 ≤ r ≤ n − 1. Let j ∉ {i 1 , . . . , i r }. Note that x j l j is regular modulo an ideal I if and only if both x j and l j are regular modulo I. By Lemma 2.7, x j , f 1 , . . . , f j−1 , f j+1 , . . . , f n is a regular sequence. So f 1 , . . . , f j−1 , f j+1 , . . . , f n is a regular sequence in S ⟨x j ⟩. By the inductive step we obtain that det A[i 1 , . . . , i r ] ≠ 0. It remains to show that det(A) ≠ 0. From the permutability property of regular sequences of homogeneous polynomials, we obtain that l 1 , . . . , l n is a regular sequence. So l 1 , . . . , l n is k-linearly independent.
Assume now det A[i 1 , . . . , i r ] ≠ 0 for all 1 ≤ r ≤ n and 1 ≤ i 1 < ⋯ < i r ≤ n. We prove that f 1 , . . . , f n is a regular sequence by induction on n, starting with n = 1. Let n > 1. By the inductive step, the sequence f 1 , . . . , f n−1 is regular in S ⟨x n ⟩. So f 1 , . . . , f n−1 , x n is a regulae sequence in S. It remains to show that f 1 , . . . , f n−1 , l n is a regular sequence. Since det(A) ≠ 0, it follows that the k-algebra map α ∶ S → S defined by α(x i ) = l i , for all i, is an isomorphism. By the inductive step, α
is a regular sequence, as desired.
The special structure of the regular sequence in 3.1 implies the following lemma. Lemma 3.2. Let f 1 = x 1 l 1 , . . . , f n = x n l n be a regular sequence of homogeneous polynomials in S, where l i = ∑ n j=1 a ij x j with a ij ∈ k, and P = ⟨f 1 , . . . , f n ⟩. If g ∉ P is a homogeneous polynomial in S, then
where deg(h) = deg(g) and h is a k-linear combination of square-free monomials.
Proof. Since g ∉ P , we have deg(g) ≤ n. It is sufficient to prove the lemma when g ∉ P is a monomial in ⟨x 2 1 , . . . , x 2 n ⟩ of degree ≤ n. We prove by induction on deg(g)
∈ P , we obtain that g ≡ h (mod P ).
By the proof of Lemma 3.2, we obtain the following.
Remark 3.3. Let P be as in Lemma 3.2 and 0 ≤ d ≤ n. If w is a square-free monomial in S d and q ∈ S 1 , then qw =qw +qw whereq,q ∈ S 1 ,qw ∈ P andqw is a k-linear combination of square-free monomials. 
In this case, A = ⎛ ⎜ ⎝
is the matrix that defined in Lemma 3.1.
Since det A[i 1 , . . . , i r ] ≠ 0 for all 1 ≤ r ≤ 3 and 1 ≤ i 1 < ⋯ < i r ≤ 3, we have that 
Note that f 1 , f 2 is a regular sequence ⇔ f 1 , x 1 and f 1 , x 2 are regular sequences ⇔ x 1 , f 1 and x 2 , f 1 are regular sequences ⇔ x . It is easy to show that g ∉ ⟨f 1 , f 2 ⟩. If g ≡ ax 1 x 2 (mod ⟨f 1 , f 2 ⟩), for some a ∈ C, then there exist c 1 , c 2 , c 3 ∈ C, not all zero, such that c 1 f 1 + c 2 f 2 + c 3 (g − ax 1 x 2 ) = 0. But the equation
As a result of Lemma 3.2, we obtain the following. Proof. Denote by A the set of all square-free monomials in S. Lemma 3.2 shows that S P generated by A. Let w = x 1 ⋯x n . Assume that w ∈ P . Since H(S P ) = H(S ⟨x 2 1 , . . . , x 2 n ⟩), it follows that there is a polynomial f ∈ S n such that f ∉ P . By Lemma 3.2, f ≡ bx 1 ⋯x n (mod P ), where 0 ≠ b ∈ k. Since w ∈ P , it follows that f ∈ P , a contradiction. So w ∉ P . Suppose that ∑ w∈A a w w ∈ P , where a w ∈ k and a w = 0 for almost all w ∈ A. Assume that a w ≠ 0 for some w. Let v ∈ A be a monomial with minimal degree such that
Lemma 3.7. Let P be as in Lemma 3.2. If w is a square-free monomial in
for every square-free monomials w 1 , . . . , w t of degrees d such that w i ≠ w for all 1 ≤ i ≤ t.
Proof. (a). Let
, where c i ∈ k for all i, such that qw ∈ P d+1 . Assume that c j ≠ 0 for some j ∉ A w . Since qw ∏ j≠k∉Aw x k ∈ P , it follows that c j l j w ∏ j≠k∉Aw x k ∈ P . Thus, c j l j w ∏ j≠k∉Aw x k = h 1 f 1 + ⋅ ⋅ ⋅ + h n f n , where h i ∈ S for all 1 ≤ i ≤ n. So
which implies that
So w ∏ j≠k∉Aw x k ∈ ⟨f 1 , . . . , f j−1 , f j+1 , . . . , f n ⟩ in the ring S ⟨x j ⟩, a contradiction to Lemma 3.6. It follows that q belong to the k-vector space (l i ∶ i ∈ A w ). On the other hand, l i w ∈ P , for all i ∈ A w . So
(b). First, we show that
Assume that qw ∈ P d+1 +S 1 (w 1 , . . . , w t ), where q ∈ S 1 . There exist f ∈ S 1 (w 1 , . . . , w t ) and g ∈ P d+1 such that qw = g + f . If f ∈ P , then qw ∈ S 1 (w) ∩ P d+1 . So assume that f ∉ P . By 3.3, we may assume that f is a k-linear combination of square-free monomials. Also, we obtain that qw =qw +qw, whereq,q ∈ S 1 ,qw ∈ P andqw is a k-linear combination of square-free monomials. Soqw − f ∈ P , which implies that qw = f ∈ S 1 (w 1 , . . . , w t ). Hence qw ∈ S 1 (w) ∩ P d+1 + S 1 (w) ∩ S 1 (w 1 , . . . , w t ) and we obtain that the desired equality. It remains to show that
Let qw ∈ S 1 (w 1 , . . . , w t ) ∩ P d+1 , where q ∈ S 1 . By (a), we have q = ∑ j∈Aw c j l j , where c j ∈ k for all j ∈ A w . For every 1 ≤ j ≤ t, let i j ∈ A wj ∖A w and let B = {i j ∶ 1 ≤ j ≤ t}. By the hypothesis, we obtain that qw = ∑ t i=1 q i w i , where q i ∈ S 1 for all 1 ≤ i ≤ t. So qw = 0 in the ring S ⟨x j ∶ j ∈ B⟩, which implies that ∑ j∈Aw c j l j = 0. By 3.1, we obtain that c j = 0, for all j ∈ A w . Thus, qw = 0. 
In the case that w is a homogeneous polynomial in part (a) of Lemma 3.7, the dimension is always bounded by the degree. This is a result of the following proposition.
Proposition 3.9. Let P be as in Lemma 3.2 
Proof. We prove by induction on n. If n = 1, then g = ax 1 or g ∈ k, where a ∈ k. If g ∈ k, then S 1 (g) ∩ P 1 = 0 and if g = ax 1 , then S 1 (g) ∩ P 2 = 1. Let n > 1. We prove by induction on d, starting with
, then l j w 1 ∈ P d+1 in the ring S ⟨x i ∶ i ∉ A w ∧ i ≠ j⟩, a contradiction. So l j h ∉ P d+1 for all j ∉ A w1 . In particular, there exists a variable x i such that x i h ∉ P d+1 . We have two cases: Case 1. h ∉ P d in the ring S ⟨x i ⟩. Let p 1 h, . . . , p s h be a basis of S 1 (h) ∩ P d+1 in the ring S ⟨x i ⟩. By the inductive step, we obtain that s ≤ d. If f ∈ S 1 (h) ∩ P d+1 , then f ∈ (p 1 h, . . . , p s h, x i q), where q ∈ S d . Since f ∈ S 1 (h), it follows that x i q = rh, where r ∈ S 1 . Since x i ∤ h, it follows that x i r. So f ∈ (p 1 h, . . . , p s h, x i h). Therefore,
Since h is the unique k-linear combination of square-free monomials such that x i q ≡ h (mod P ), we obtain that h = x i h 1 , where
Now, we prove the main results of this section. 
Proof. We may assume that d ≥ 2 and prove by induction on t. If t = 1, then
Let t > 1, and set W 1 = M d + (w 1 , . . . , w t−1 ), V 1 = P d + (w 1 , . . . , w t−1 ) and Z = S 1 (w t ) ∩ S 1 (w 1 , . . . , w t−1 ). By Lemma (3.7) and the inductive step, we have
Proposition 3.11. Let P be as in Lemma 3.2 and V = P d + (w 1 , . . . , w t ) be the k-vector space spanned by P d and the t biggest (in lex order) square-free monomials in S d . Then
where m(
Proof. We claim that
We prove the claim by induction on t. If t = 1, then
Let t > 1 and
. By the inductive step we obtain that S 1 V is equal to
By Lemma 3.7, we have
(n − m(w i )).
The main result
In this section we prove that the EGH Conjecture is true if f i splits into linear factors for all i. We begin with the following lemma.
Lemma 4.1. Let P = ⟨f 1 , . . . , f n ⟩ be an ideal of S generated by a regular sequence with deg(f i ) = a i and n ≥ 2. Assume that f n = q 1 ⋯q s , where
Proof. First, we will prove (a). Let 1 ≤ m, k ≤ s. Note that P + ⟨q m ⟩ ⟨q m ⟩ and P +⟨q k ⟩ ⟨q k ⟩ are ideals in S ⟨p m ⟩ and S ⟨q k ⟩, respectively, generated by f 1 , . . . , f n−1 . Note also that f 1 , . . . , f n−1 , q m and f 1 , . . . , f n−1 , q k are regular sequences. By part (c) of Lemma 2.7, we obtain that f 1 , . . . , f n−1 is a regular sequence in S ⟨q m ⟩ and S ⟨q k ⟩. By part (a) of Lemma 2.7, we obtain that H(S P + ⟨q m ⟩) = H(S P + ⟨q k ⟩). Now, we prove (b). Let 1 ≤ j ≤ s − 1 and j < m, k ≤ s. Assume that
where h 1 ∈ (P ∶ q 1 ⋯q j ) and h 2 ∈ ⟨q m ⟩. Since h 1 q 1 ⋯q j ∈ P , it follows that h 1 q 1 ⋯q j = g 1 f 1 + ⋅ ⋅ ⋅ + g n f n , where g 1 , . . . , g n ∈ S; i.e.,
Since f 1 , . . . , f n−1 , q 1 ⋯q j is a regular sequence, it follows that g n q j+1 ⋯q s − h 1 ∈ ⟨f 1 , . . . , f n−1 ⟩. So h 1 ∈ ⟨f 1 , . . . , f n−1 ⟩ in the ring S ⟨q m ⟩, which implies that h ∈ ⟨f 1 , . . . , f n−1 ⟩. Conversely, f i ∈ (P ∶ q 1 ⋯q j ) + ⟨q m ⟩ ⟨q m ⟩ for all 1 ≤ i ≤ n − 1. So (P ∶ q 1 ⋯q j ) + ⟨q m ⟩ ⟨q m ⟩ is an ideal in S ⟨q m ⟩ generated by f 1 , . . . , f n−1 . Similarly, (P ∶ q 1 ⋯q j ) + ⟨q k ⟩ ⟨q k ⟩ is an ideal in S ⟨q k ⟩ generated by f 1 , . . . , f n−1 . By Lemma 2.7, it follows that H(S (P ∶ q 1 ⋯q j ) + ⟨q k ⟩) = H(S (P ∶ q 1 ⋯q j ) + ⟨q m ⟩). . Let J to be the ideal generated by f 1 , . . . , f n and I d . By renaming the linear polynomials q 1 , . . . , q s , we may assume without loss of generality that
Theorem 4.2. Assume that the EGH Conjecture holds in
By considering the short exact sequences
we see that H(S J, t) is equal to 
Claim: If w is a monomial in K of degree t, where 0 ≤ t ≤ d + 1, then w ∈ ⋃ 0≤i≤s K i .
Proof of the claim:
There exists a monomial u in ⋃ 0≤i≤s K i such that u w; i.e., w = vu for some monomial v ∈ S. If u ∈ K s , then w ∈ K s . Assume that u = zx i n ∈ K i , where z ∈ L i for some 0 ≤ i ≤ s − 1. If x n ∤ v, then w ∈ ⋃ 0≤i≤s K i . Assume that x n v. Let r = max{j ∶ x j n v}. If i + r ≥ s, then w ∈ K s . So we may assume that i + r < s. By the previous claim, we obtain that L i,j ⊆ L i+r,j for all j ≤ d − (i + r − 1). Since deg(z) ≤ d + 1 − (i + r), it follows that z ∈ L i+r . So 
