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ABSTRACT
Steer-by-Wire (SbW) is considered as the most significant innovation among X-by-Wire
technologies that will revolutionize the automotive industry. A steer-by-wire system comprises
of electronic control units, steering assist motors, and sensors that can potentially replace
mechanical steering column linkages in a car. The SbW can improve vehicle safety, enhance
the vehicle manoeuvrability, boast higher efficiency and work in tandem with the driver-assist
steering system.
Among many problems that should be resolved before the commercialization of SbW systems,
maintaining reliability and fault-tolerance in such systems are the most pressing issues. Without
the mechanical link, the SbW system is sensitive to various types of malfunction resulting from
component failure. Thus, a fault-tolerant control system is critical in SbW vehicles. This
requires quick fault detection and identification algorithms, and the ability to maintain overall
system stability and acceptable performance in the case of component failure. Tolerance to
actuator faults is a key issue in SbW systems as the wheel fails to provide the expected torque
when the actuator fails, undermining the vehicle motion control and resulting in an
unsatisfactory performance or even instability.
In this thesis, we explore whether a cost effective, reliable and robust fault tolerant control
system can be developed to identify and compensate actuator faults in a SbW system. This
ensures the reliability and safety of SbW system without redundant components or mechanical
backup systems.
During the course of the research, a number of observer-based fault detection and isolation
(FDI) modules are designed to detect the occurrence of various actuator failures. The FDI
immediately detects the actuator failure, accurately estimates various actuator faults and is
robust to system disturbance. Based on the fault information obtained by FDI, a number of
novel fault tolerant control algorithms are proposed to compensate for the actuator failure in
order to achieve a good steering performance. The developed algorithms show a strong
robustness to system uncertainties, environment disturbance and estimation errors.
The fault tolerant control algorithm is further extended in delta operator domain in order to
improve the numerical ill-conditioning problems caused by shift operator and enhance the fault
tolerant capability compared with existing work.
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The developed fault tolerant approaches have been validated through computer simulation and
experimental work on a quarter SbW system platform. The results clearly demonstrate the
effectiveness of the proposed fault tolerant control systems.
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CHAPTER 1
1.1

INTRODUCTION

BACKGROUND AND PROBLEM STATEMENT

1.1.1 Drive-by-Wire systems
During the last two decades, advances in electronics have revolutionized many aspects of
automotive engineering. Computers and electronics are widely integrated into modern cars. In
addition, powerful global industry factors, such as the mandate for better fuel economy and the
competition for emerging markets, are stimulating new interest by auto makers in drive-bywire systems [1, 2].
The deployment of by-wire systems began about twenty-five years ago; first in the military,
and later in commercial aircraft and now in the ground transportation sector [3]. Traditional
vehicles use cables, hydraulic pressure and other ways to provide a driver with direct control
over the speed or direction of a vehicle, whereas drive-by-wire technology uses electronic
control unit (ECU) to transfer the electrical effect into mechanical motion to activate the brakes,
control the steering and operate other systems [4]. The three basic drive-by-wire systems
developed in the context of automotive industry are throttle-by-wire, brake-by-wire and steerby-wire [5]. There are no fully drive-by-wire vehicles available commercially, but a number of
manufacturers have built concept vehicles that fit the description. General Motors
demonstrated a drive-by-wire system in 2003 with its Hy-Wire concept, and Mazda’s Ryuga
concept also used the technology in 2007 [6].
Throttle-by-wire systems have already been widely accepted in conventional vehicles. Brakeby-wire systems have not widely commercialized yet. So far, only Mercedes-Benz (Sensotronic)
and Toyota (Electronically Controlled Brake) have deployed nearly full brake-by-wire systems
on the Mercedes-Benz E-class and SL models and on Toyota’s Estima, respectively [7]. Steerby-wire (SbW) is a more daunting concept than throttle- or brake-by-wire and is rare on
commercial vehicles. SbW technology is commercialized in industries such as material
handling, and more recently, agricultural and construction trucks. Examples are General
Motors’ Hy-wire, Danfoss’s OEMs [8], Delphi Corp.'s Quadra-steer car [9] and AGCO
Challenger MT700B series of Tractor [10]. Nissan’s Infiniti Q50 [11] is the world first series
of commercial vehicles with SbW technology. Other competitors to the Q50, including the
Audi A4, BMW 3 Series and Mercedes-Benz C-Class have not yet employed such a system.
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1.1.2 Steer-by-Wire systems
A SbW system is an electronically controlled vehicle system that interprets a driver’s intent via
sensors and then sends electrical commands by wire or wirelessly to actuators which are
directly connected to the vehicle’s steering system [12]. Even though the mechanical linkage
between the steering wheel and the road wheels are eliminated, a SbW system is expected not
only to implement the same functions as a conventional mechanically linked steering system,
but also to provide the advanced steering functions.
The advantages of a SbW system can be summarized as:
•

Saves weight and raw materials: SbW components can become much smaller compared
to mechanical components [13];

•

Simplification of the vehicle design process: The removal of mechanical controls could
allow automakers to design vehicles that are radically different from the cars and trucks
that are on the road today. For example, the concept cars like the Hy-Wire have even
allowed the seating configuration to be moved around since there are no mechanical
controls to dictate the position of the driver [14].

•

Operator visibility improvement: SbW systems improve visibility because the lack of a
steering column increases operator line of sight. Vehicle designers can also reduce the
size of the steering wheel and centre console with a steer-by-wire design, keeping them
out of the windshield space for additional improvements in visibility [15].

•

Gateway to automated steering: SbW technology opens new possibilities for automated
driving and advanced driver assist system (ADAS). Current automated driving car
projects use electromechanical actuators to control steering, which could be simplified
by connecting directly to SbW technology [16].

1.1.3 Limitations of SbW
The Original Equipment Manufacturers (OEMs) such as Italian Bertone's concept car "FILO",
Citroen SUV "C-Crosser", and Daimler chrysler’s concept car "R129" have by and large
restricted the use of SbW on prototypes and concept vehicles only. It is suggested that the
public acceptance of the broad use of SbW in highway vehicles may be years away [17].
Reliability concerns and public mistrust are the main reasons for preventing widespread
adoption of SbW systems. Reliability of electronics and functional safety for SbW systems

15

need to be ironclad and improved before auto manufacturers consider introducing SbW. Any
malfunctioning could create huge consumer backlash [18].
Without the mechanical links, the SbW system is more complex than mechanical steering
system due to the electric components such as sensors, micro-electronics. With the increase in
complexity comes increasing susceptibility to faults, especially electronic faults. Mechanical
systems can and do fail, but regulatory authorities still see them as being more reliable than
electronic systems [6]. In addition, mechanical parts can be made fail-proof by a proper choice
of the raw materials, stringent quality control and over-design. Therefore, the SbW system is
sensitive to various types of malfunctioning resulting from electronic components such as
sensors, wiring, plugging, micro-electronics and electro-mechanical components which have
more unpredictable failure characteristics.
Therefore, SbW systems require a higher level of fault tolerance than traditional steering
systems. Fault tolerant control can significantly enhance safety and convenience of the driver
and passengers and prevent injuries or death. Hence, research into the fault tolerant control
strategies for SbW system has attracted a great deal of attention over the last few decades. One
common existing way is to offer improved reliability with full mechanical backup. The
commercial vehicles equipped with SbW systems such as Infiniti Q50 deploy a number of
backup systems including a conventional mechanical steering linkage to protect the steering
system against faults. However, the mechanical backup systems are heavy and do not give
enough freedom to use the potential of the electrical systems [19]. Most manufacturers have
been hesitant to put the technology into a volume-production model for exactly this reason.
Another direct method is hardware redundancy technology. The basic idea is to add one or
more modules to a specific module, usually in parallel so that the duplicated output signals can
be compared as a method to diagnose and identify the fault [20]. Duncan designed and
developed the system with a triple-redundant sensor pack with three completely independent
sensor outputs, all driven from a common steering shaft. The three sensors are always working
during vehicle operation. If one sensor fails, a fault code alerts the operator for service, and the
other two sensors allow continued operation of the vehicle until service is available [10]. Many
researchers have designed the structure of SbW with hardware redundancy technology to
enhance the fault tolerant capability, such as dual steering motors design [21, 22], dual ECUs
design [23, 24], two/three duplicated sensors design [25-27], and dual power modules hot spare
design [28]. Redundancy will build confidence in consumers as they understand these systems
are designed with deep levels of complexity to handle a variety of situations. But they are
16

certain to come with higher retail costs which is another big reason for the slow implementation
of SbW systems because they’re more expensive than old-fashioned steering system.
The step from SbW systems with hardware redundancy & mechanical backup to those without
hardware redundancy & mechanical backup or without fail-safe by mechanics is huge because
of the lower reliability and different fault behaviour of electrical components compared to
mechanical components. Accepted or not, the future SbW system will eliminate mechanical
backup system and have as few hardware redundancies as possible to achieve advance goals
such as better fuel economy and easier vehicle assembly. Therefore, fault tolerant control
systems based on software and computer is the future developmental direction of SbW industry.
1.1.4

Research Gaps

One possible solution to this problem is to replace the hardware redundancy & mechanical
backup by analytical redundancy. Analytical redundancy uses the mathematical SbW system
model to determine the estimation of target variable and generate residual signals from target
variable and system inputs variable for fault detection and isolation (FDI) [29]. Fault detection,
the essential first step in fault diagnosis, is a decision-making process used to determine
whether or not a fault has occurred. In turn, fault isolation is used to identify the location of the
faulty component [30]. Accurate FDI can reduce the incidence of faulty components. It plays
a vital role in providing information about faults so that corresponding action can be made to
eliminate or minimize the effect of faults and maintain the overall system performance. The
analytical redundancy is normally implemented in software form, and hence it is very flexible
and practical. As the analytical redundancy approach can produce residuals without physical
sensors, it attracts the researchers’ concern recently [19]. However, the analytical redundancy
approach is more challenging as its robustness in the presence of model uncertainties, noise,
and unknown disturbances should be guaranteed. The existing FDI methods such as full state
observer [31, 32], Kalman filter [33-35], parity space method [36] are deployed on the
assumption that the mathematical model of SbW system is a precise and complete description
of the SbW system dynamics.

However, the SbW system involves various types of

uncertainties, such as Coulomb friction, vehicle mass, and tyre cornering stiffness. These
parameters may not be known precisely or may change over time [37]. Therefore, the
mathematical model of a SbW system cannot be a precise and complete description of the SbW
system dynamics in practice. The noise and modelling uncertainty can limit the accuracy and
speed of diagnostic performance, and increase the fault detection time. It is necessary to de17

couple the effect of disturbance from the residual signal to avoid false alarms. Therefore, there
is an urgent need to design a robust FDI which provides rapid and reliable detection of system
faults with respect to modelling errors and disturbance.
FDI is a precursor to fault tolerant control (FTC). Based on the fault information obtained by
FDI, the FTC algorithm can increase the reliability of SbW system and strengthen its security
against some component failure. The occurrence of faults in the actuator is more frequent
because of the presence of electrical devices, which may be subject to many possible critical
situations. When the actuator fault occurs, the faulty wheel may fail to provide the expected
torque and thus jeopardizes the vehicle motion control and results in an unsatisfactory
performance. For example, the vehicle may quickly deviate from the desired trajectory when a
fault occurs in an in-wheel motor on a four-wheel independently actuated electric vehicle [38].
There are few fault tolerant algorithms reported to minimise the steering performance
degradation due to the actuator failure, such as variable structure control [39], reallocation
control [40] and two-way 𝐻* control [41]. The majority of these methods only consider the
problem of FTC for failures resulting from loss of actuator effectiveness which is one of the
most common types of actuator faults. However, there are many other common actuator
failures such as fluctuating actuator failure, lock-in-place failure, permanent failure and
periodic failure. It is more desirable to develop a FTC that can deal with different kinds of
actuator faults. Furthermore, all these methods are vulnerable to system uncertainties and
disturbance and show low efficiency when diagnosing complex faults.
The robust sliding mode control (SMC) based FTC has received much interest in both
theoretical research and practical applications in recent years due to its inherent robustness [42,
43]. However, the SMC strategy may result in a large system overshoot and long adjustment
time. Additionally, the undesired chattering phenomenon produced by the high frequency
switching of the SMC is a daunting problem for some real applications [44]. Furthermore,
current work on FTC algorithm is based on shift operator domain, but such algorithm can
become ill-conditioned for small sampling intervals and the dynamic response of the system
cannot converge smoothly to its continuous time counterpart [45].
Based on the above discussion, the existing FTC methods cannot meet the requirement of fault
tolerant capability and many design difficulties need further work. It is desirable to develop a
robust FTC for SbW system to not only effectively compensate various types of actuator failure
in the presence of system uncertainties and disturbance but also provide a satisfactory steering
performance.
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1.2 THESIS HYPOTHESIS, AIM AND OBJECTIVES
This thesis explores whether a cost effective, reliable and robust fault tolerant control system
can be developed to identify and compensate actuator faults in a SbW system in the event of
system uncertainties and disturbance. Towards realising this aim, a number of objectives have
been pursued. Firstly, a quarter SbW system platform is designed and fabricated to demonstrate
the effectiveness and superiority of proposed control algorithms. As mentioned before, actuator
failure can result in undesired steering performance and in extreme cases make the steering
system unstable. This issue is addressed in the thesis and novel techniques are proposed to
enhance the fault tolerant capability in the presence of various actuator failures. Specifically, a
two-stage Kalman filter based FDI is developed to accurately and quickly detect and identify
the occurrence and types of actuator failures. Based on this approach, the novel fault tolerant
MPC is proposed to restore the original functionality and accommodate actuator failure
automatically by using the output of FDI to update the fault information. Since MPC is
sensitive to system uncertainties and disturbance, a fault tolerant sliding mode predictive
control (SMPC) is developed to benefit from the advantages of SMC and MPC and overcome
their deficiencies. The proposed SMPC fault tolerant controller can eliminate the chattering
phenomenon which is caused by SMC, achieve system stability and improve the robustness in
the presence of modelling uncertainties and disturbances. This approach is further integrated
with optimization algorithm to reduce the computational burden.
Moreover, the work is extended to delta operator domain to improve the numerical illconditioning problems caused by shift operator and enhance the fault tolerant capability. Firstly,
a delta operator based fault detection observer is designed to estimate the fault information. A
delta operator based MPC algorithm is then designed to effectively compensate for the actuator
failure in order to achieve an acceptable steering performance. In addition, this control
algorithm is improved by introducing another delta operator based MPC controller with fault
compensation by considering system disturbance and estimation error. Finally, by taking the
system constraints such as actuator saturation into account, a more effective and feasible delta
operator based minimax MPC fault tolerant controller which combines the minimax MPC and
feedback control action is proposed.
1.3

THESIS CONTRIBUTIONS AND OUTCOMES

The work carried out in the thesis is quite innovative and has resulted in a number of original
contributions, as listed below:
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1) A FDI based MPC fault tolerant controller is proposed to improve safety and reliability
of SbW system. The FDI module uses a two-stage Kalman filter algorithm to provide
simultaneous control parameter and state estimation to detect the occurrence of actuator
failure.
2) A SMPC fault tolerant controller is further developed to compensate various types of
actuator failures. The main feature of control algorithm is to obtain the advantages of
using sliding mode control (SMC) and MPC at the same time. In proposed control
algorithm, sliding mode control (SMC) is applied to improve the robustness of the MPC
in the presence of modelling uncertainties and disturbances, while MPC is applied to
enhance the fault tolerant capability of the steering control processes. Furthermore, the
chaos particle swarm optimization (CPSO) algorithm is introduced to optimize the
MPC in order to reduce computational burden.
3) A new fault estimation and fault-tolerant MPC controller based on delta operator
approach is proposed. Specifically, a fault detect observer in terms of the linear matrix
inequalities (LMIs) is constructed by means of delta operator systems to estimate the
actuator fault in the SbW systems. Compared with the existing fault tolerant control
strategy via a shift operator, the proposed control algorithm can effectively compensate
for the actuator failure especially at high sampling rates and short word length.
4) An extended delta operator based fault tolerant controller is deployed to not only
counter actuator failures but also guarantee the robust stability of the system in the
presence of state disturbance and estimation error. The proposed control algorithm
presents better steering performance than shift operator based MPC at fast sampling
rates combined with short word length.
5) A delta operator-domain minimax MPC based fault tolerant controller which combines
the minimax MPC and feedback control action is proposed. The proposed control
scheme can guarantee the robustness of the system to bounded uncertainties and
disturbance, achieve the desired steering performance and ensure the stability of the
overall system and compensate for the actuator faults. The work can be extended by
developing a delta operator-based adaptive control for various uncertain road
conditions.
The outcomes produced in the thesis are disseminated through in a significant number of
publications in top tier journal and conferences as listed below:
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a) Chao Huang, Fazel Naghdy, Haiping Du, ‘Observer-based fault tolerant controller for
uncertain Steer-by-Wire systems using the delta operator’, IEEE Transactions on
Mechatronics, 2018 DOI: 10.1109/TMECH.2018.2820091
b) Chao Huang, Fazel Naghdy, Haiping Du, ‘Delta operator based model predictive
control with fault compensation for Steer-by-Wire systems’, IEEE Transactions on
Systems, Man, and Cybernetics: Systems, 2018 DOI: 10.1109/TSMC.2018.2812849
c) Chao Huang, Fazel Naghdy, Haiping Du, ‘Fault detection and isolation based model
predictive fault-tolerant control for constrained vehicle steer-by-wire systems, IEEE
transactions on Control System technology, 2017 DOI: 10.1109/TCST.2017.2736497
d) Chao Huang, Fazel Naghdy, Haiping Du, ‘Fault tolerant sliding mode predictive control
with chaos particle swarm optimization for uncertain Steer-by-Wire system’, IEEE
Transactions on Cybernetics, 2017 DOI: 10.1109/TCYB.2017.2771497
e) Chao Huang, Fazel Naghdy, Haiping Du, ‘Sliding mode predictive tracking control
for uncertain Steer-by-Wire system’, Control Engineering Practice, under review
f) Chao Huang, Fazel Naghdy, Haiping Du, ‘FDI based model predictive fault-tolerant
control for constrained steer-by-wire systems’, 2018 IEEE Conference on Control
Technology and Applications (CCTA18)
g) Chao Huang, Fazel Naghdy, Haiping Du, ‘Sliding mode predictive tracking control for
electric vehicle using Steer-by-Wire system’, SAE, 2018
h) Chao Huang, Fazel Naghdy, Haiping Du, ‘Delta operator based fault detection filter
design for uncertain Steer-by-Wire systems with time delay’, CCC, 2018
i) Chao Huang, Fazel Naghdy, Haiping Du, ‘Model predictive control-based lane change
control system for an autonomous vehicle’, TENCON 2016, pp. 3349-3354.
j) Chao Huang, Fazel Naghdy, Haiping Du, ‘Robust fuzzy tracking control of uncertain
steer-by-wire systems with network time delays’, 2015 Australasian Universities
Power Engineering Conference (AUPEC), pp. 1-5. IEEE
k) Chao Huang, Fazel Naghdy, Haiping Du, ‘Takagi-sugeno fuzzy H∞ tracking control
for steer-by-wire systems’, 2015 IEEE Conference on Control Applications (CCA). pp.
1716-1721. IEEE.
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1.4

THESIS OUTLINE

The work conducted in this thesis is structured in 6 chapters:
Chapter 2 provides a review of the literature related to the work and the background
information supporting the concepts developed in the thesis. Initially the dynamic model of
SbW systems is described. This is followed by a review of key technologies developed for
SbW systems which include steering feel control algorithm, tracking control algorithm, fault
tolerant control algorithm and human-machine shared control algorithm. An analysis of the
properties of each control method is conducted and various approaches proposed for its
improvement are evaluated.
Chapter 3 introduces the SbW platform designed and manufactured in this work. Initially a
review of the SbW experimental platforms reported in the literature is carried out. This is
followed by the design concept of SbW platform. More specifically, the design and the
specification of the hardware and software components are outlined. The performance and the
dynamic modelling of the SbW platform is validated and identified.
In Chapter 4, two fault tolerant methods based on two-stage Kalman filter are proposed for
actuator failure in SbW system. An MPC-based fault tolerant controller is firstly designed to
compensate the actuator failure and track the reference trajectory using the output of fault
detection and isolation (FDI) module to update its internal model. To reduce the controller
computational burden and improve the robustness with respect to MPC, a sliding model
predictive control (SMPC) algorithm is then introduced. Following that, the performance of
the proposed algorithms is validated through computer simulation and experimental work,
respectively. Finally, a brief conclusion is drawn.
In Chapter 5, three fault tolerant methods developed based on delta operator are proposed for
actuator failure in SbW system. More specifically, the delta-domain modelling is carried out
first. This is followed by presenting a delta operator based fault-tolerant MPC controller with
fault observer. Furthermore, a fault-tolerant MPC control algorithm with fault compensation is
investigated to improve the fault tolerant capability. Following that, a minimax MPC fault
tolerant controller with feedback control action is explored to improve the robustness to system
uncertainties and disturbance while maintaining the superior fault tolerant capability. The
performance of these proposed algorithms is validated through computer simulation and
experiment work.
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Finally in Chapter 6, a summary of the work conducted in the thesis and the results obtained
are reviewed and some conclusions are drawn. The potential future research directions are also
discussed.
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CHAPTER 2

LITERATURE REVIEW

2.1 INTRODUCTION
The power steering system is used to assist drivers in moving the wheels for a smooth,
effortless turning feel. Without the extra power over control or steering, manoeuvring
vehicles around obstacles takes a considerable amount of effort, especially when the car is
stationary. For a long period, the hydraulic power steering system were considered the
optimum solution for all vehicles. In line with rapid development of digital systems, the
progress in steering system development has led to electric power steering (EPS) systems.
The EPS system has a wide market penetration. Enhanced steering functions adopted to EPS
systems like advanced driver assistance system ensure stability in critical situations and
maintain a safe distance to the vehicle and pedestrian in front to avoid collisions.
In EPS systems, the hydraulic component is removed though traditional steering linkage is
retained. In the SbW system, steering linkage is replaced by electronic actuators, digital
controllers and sensors. The issue addressed in the design of SbW systems, as well as other
steering systems are the necessary development cost, quality of the artificial steering feel,
design feasibility, safety and reliability. High cost is offsetting the demand for SbW system,
thereby limiting its usage. In addition, SbW systems have not been considered seriously in
automotive industry especially because of its functional safety and steering feel quality.
Public concern on safety and reliability may be serious factors in slowing down the
deployment of SbW.
This chapter reviews some of the key technologies developed for SbW systems. Currently,
SbW technology is successfully deployed in a number of cars and steering systems including
Nissans Infiniti Q50, General Motors' Hy-wire, Danfosss OEMs, Delphi Corporation's Quadrasteer car, and Lecomble & Schmitts electrohydraulic steering system. These systems make use
of electric motors to turn the wheels, sensors to determine how much steering force to apply,
and steering feel emulators to provide haptic feedback to the driver. However, maintain
reliability and fault-tolerance in such systems are the most pressing issues before the
commercialization of SbW systems. In this chapter, an overview of fault diagnosis approach
and fault tolerant control system developed to deploy SbW is presented in Figure 2-1.
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The contents of this chapter are organized as follows. A review of the SbW system dynamics
model which includes steering wheel model, front wheel model and vehicle model is carried
out in Section 2.2. Section 2.3 covers fault tolerant control strategies used in SbW systems. In
section 2.3, the reliability and safety requirement for SbW system are firstly introduced. The
classification of Faults and errors for SbW systems are represented in Section 2.3.2. An
evaluation of different fault detection and isolation methods is carried out in Section 2.3.3 and
2.3.4. The reconfiguration of the faulty SbW system is presented in Section 2.3.5. Finally, a
number of studies reported on the fault tolerant technology are viewed.

Figure 2-1 The category of the reviewed approached and the positions of our contributions

2.2

MODELLING OF STEER-BY-WIRE SYSTEMS

2.2.1

Structure of Steer-by-Wire systems

A SbW system consists of three components: the steering wheel unit, the steering actuator unit
and electronic control unit (ECU) [4], e.g., see Figure 2-2 where only one front wheel is shown.
The steering wheel unit consists of steering angle sensor, and steering wheel motor. It
implements the sensing and processing of the driver command and supplies the feedback torque
to the steering wheel. The front wheel unit includes rack pinion gear, angle sensor, the front
wheel steering actuator, and other mechanical mechanisms. It receives the rack position signal
form ECU and drives a steering actuator to keep the road wheels tracking a reference road
wheels angle. The ECU, which includes hardware and software components, is one of the key
components of the system that monitors the steering wheel inputs by actuating electric motors
according to the driver's desire. Moreover, this unit has a diagnostic function to observe system
faults and warn the driver in case of system faults [46].
Many studies on the mathematical modelling of SbW systems have been carried out. According
to the types of steering input device, SbW systems can be classified as wheel type or joystick
type. Based on the actuating location, SbW systems can be categorized into three types of rack25

actuating, tie-road actuating and knuckle-moving [49]. The wheel type, which generates a
steering reaction force in the SbW system, is similar to conventional steering-wheel systems.
The joystick type, while easier to use for many disabled people, is unfamiliar to most people
and so may appear more difficult to use for manoeuvring. This review considers SbW systems
using a steering-wheel input and the rack-actuating configurations.
The modelling of SbW systems are carried out using either kinematics modelling [48, 50-57]
or bond graph modelling [47, 58-61]. As SbW system is composed of mechanical and electrical
systems, Bond graph method can simultaneously express both the mechanical and electric
system energy.

Figure 2-2 The structure of Steer-by-Wire systems
As far as the parameters used in modelling are concerned, the dynamic models are arranged
from simplified ones to comprehensive according to the control objectives. One common and
simple way to model SbW system is by considering the effect of tire forces and vehicle
dynamics on both steering wheel side and front wheel side to obtain two second-order models.
This method is simple but the dynamics of steering wheel motor and front wheel motor are not
included. Since the outputs of the two second-order models are usually steering wheel angle
and front wheel angle, and motor current is an important component for reproducing the road
feeling, this two-port model is extensively used in front wheel angle tracking controller design
[50, 52-54, 62-64]. By considering the actuators in SbW systems, the studies conducted in [51,
55, 59, 60] derive a comprehensive model where steering wheel, the front wheels and two
motors are all represented by second-order differential equations. In these models, however,
the tire road stiffness of the front-wheel model is considered, which can result in degrading of
the steering performance. The interaction of components in a complete SbW system consisting
of steering wheel, steering feedback motor, front-wheel steering motor, rack and pinion
gearbox and front wheels can be effectively represented by a mathematical model describing
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the dynamics of the systems. The schematic diagram of a SbW system is shown in Figure 2-3.
The parameters of SbW systems are defined in Table 2-1.
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Figure 2-3 System diagram: (a) steering wheel and (b) front wheel subsystem
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Table 2-1 SbW system parameters
Parameter

Description

Parameter

Description

𝛿,- (𝑟𝑎𝑑)

Motor angular
displacement

𝐽,- (𝑘𝑔 ∙ 𝑚8 )

Motor inertia

𝑏,- (𝑁𝑚⁄(𝑟𝑎𝑑 ⁄𝑠))

Motor damping

𝑘=- (𝑁𝑚)

Lumped torque stiffness

𝑅- (𝑜ℎ𝑚)

Motor resistance

𝐿- (ℎ𝑒𝑛𝑟𝑦)

Motor inductance

𝐾=, (𝑁𝑚)

Motor constant

𝑉=- (𝑉𝑜𝑙𝑡)

Steering wheel voltage
source

𝑖J- (𝐴)

Steering wheel motor
current

𝛿,8 (𝑟𝑎𝑑)

Front wheel motor
angular displacement

𝑅8 (𝑜ℎ𝑚)

Motor resistance

𝐿8 (ℎ𝑒𝑛𝑟𝑦)

Motor inductance

𝑖J8 (𝐴)

Front wheel motor
current

𝑏,8 (𝑁𝑚⁄(𝑟𝑎𝑑 ⁄𝑠))

Motor damping

𝑘=8 (𝑁𝑚)

Lumped torque stiffness

𝑏LJMN (ℎ𝑒𝑛𝑟𝑦)

Rack damping
coefficient

𝑀LJMN (𝑁𝑚)

Rack lumped mass

𝑘PQ (𝑘𝑔 ∙ 𝑚8 )

Rack linkage stiffness

𝑦LJMN

Rack displacement

𝐽,8 (𝑘𝑔 ∙ 𝑚8 )

Motor inertia

In [48, 57, 58], a full mathematical model of SbW is developed by considering the dynamics
of steering wheel, steering feedback motor, front-wheel steering motor, rack and pinion
gearbox and front wheels. However, [48] does not consider the dynamics of the tire and the
proposed model focuses on the front wheel angle tracking controller design. In [57, 58], the
friction force describing the dynamics of tire-road contact as a crucial input to the front wheel
subsystem, is not considered in the front wheel modelling.
2.2.2

Vehicle dynamics

To examine, analyse, and design a controller for Steer-by-Wire system, the vehicle dynamics
models should describe the forces and moments acting on the vehicle body and tires. In general,
the vehicle dynamic model can be classified into two categories of linearized vehicle model
and nonlinear vehicle model.
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The linearized vehicle model is also called bicycle model in which only lateral and yaw motions
are considered [50, 64, 65]. In forming the linearized vehicle model, it is assumed that there is
no roll, pitch or bounce. The tire lateral force varies linearly with the slip angle.
The nonlinear vehicle model is regularly used to represent and simulate the actual vehicle for
controller evaluation and validation. Degree-of-freedom (DOF) is the vector movement of the
vehicle dynamics that describes the state of the physical dynamics of vehicle.
The nonlinear vehicle model can be identified as 4 DOF vehicle model, 7 DOF vehicle model,
8 DOF vehicle model, 10 DOF vehicle model and 14 DOF vehicle model. The nonlinear
vehicle model could have different number of DOF which represents the dynamic motions and
complexity of vehicle models as shown in Table 2-2.
Table 2-2 Number DOF of nonlinear vehicle models
Number of
DOF

Dynamic motions

Output variable

Reference

roll motion
3 DOF

yaw rate & sideslip

lateral motion

angle

[47]

yaw motion
longitudinal motion
lateral motion

yaw rate & sideslip

4 DOF

angle

yaw motion

[48]

quasi-static roll motion
longitudinal motion
lateral motion

yaw rate & sideslip

7 DOF

angle

vertical motion

[49-51]

rotational of 4 wheels
8 DOF

longitudinal motion

[52-54]
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lateral motion
vertical motion

yaw rate, roll rate and
sideslip angle

roll motion
rotational of 4 wheels
longitudinal motion
lateral motion
yaw motion
10 DOF

yaw rate, roll rate, pitch

pitching motion

rate and sideslip angle

[55]

roll motion
bouncing motion
rotational of 4 wheels
longitudinal motion
lateral motion
yaw motion
pitching motion
14 DOF

yaw rate, roll rate, pitch
roll motion

rate and sideslip angle

bouncing motion
rotational of 4 wheels
vertical oscillations of 4
wheels
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[56]

2.3 FAULT TOLERANT CONTROL FOR STEER-BY-WIRE SYSTEMS
The fault tolerant control (FTC) is currently a major field of research in a wider range of
industrial and academic communities, due to the increased safety and reliability requirements
in sectors such as aerospace, nuclear power and other process industries. There are some review
papers published since 1990 [57-59]. Fault tolerant control is considered as a major field in
SbW development and many automotive manufacturers and suppliers regard it as the future of
SbW. This section reviews fault tolerant control strategies in SbW systems in the context of
the control system deployed as the performance of steering tracking control is essential.
2.3.1

Safety and reliability requirement of Steer-by-Wire systems

SbW system is a safety-critical system where the safety and reliability issues must be addressed
during the operation. The reliability is the system's ability to perform its intended function on
demand without failure. Safety refers to system's ability to prevent failures that can lead to a
catastrophic event [60]. In a traditional steering system with mechanical links, there are very
few safety-critical components that can fail suddenly and lead to an accident. However, in SbW
system, the electronic and electrical components have quite different failure behaviour and they
generally have a lower reliability than mechanical components [61]. SbW systems are sensitive
to various types of malfunction resulting from component failure and unexpected changes in
external surroundings. Therefore, the reliability and safety requirement are higher than a
conventional steering system. Component failure may change the dynamics of the system,
leading in turn to a degraded steering effect and even instability.
2.3.2

Faults and errors of Steer-by-Wire systems

A fault is simply a defect or an abnormal condition and can cause error and represent anomalies
in the internal state of a system. Errors lead to failures when the erroneous state becomes
exposed externally as erroneous output [62]. Compared with traditional steering system, the
electrical SbW system usually consists of many components with various failure modes such
as loose or broken connections, parameter changes, contamination etc. In general, the faults
can be classified as follows [63]:
•

According to the location of the fault, they are classified as actuator faults, sensor faults,
component faults, microcontroller faults and multiplicative faults. The multiplicative
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faults appear as parameter or structural changes in the system model which may be
caused by fouling, clogging or surface contamination.
•

According to time characteristics, the faults are classified into permanent or transient
faults. Transient faults are caused by electromagnetic interference, radiation,
temperature variations, etc., and occur frequently in modern day electronics [64]. The
permanent fault is the fault when a component halts permanently and no longer
produces any output. Amplitude change fault can be either positive amplitude change
or negative amplitude change. Incipient fault should be handled at the early stages of
the system operation. Otherwise they will gradually intensify over time indicating a
more serious impending failure that could be difficult to control [65].

Since there is no mechanical linkage between the steering wheel and the road wheels in a SbW
system, a fault produced by sensors, actuators or microcontrollers forming the control system
may result in unwanted steering effects. The occurrence of actuator and sensor faults is more
frequent because of the presence of electrical devices, which may be subject to many possible
critical situations. The failure of each component is addressed below.
2.3.2.1 Actuator faults
The steering actuator needs to be powerful enough to turn the wheels of a car when the car is
loaded. A typical steering actuator consists of a ball screw and an electric motor in a concentric
arrangement with a steering rod axis between front wheels (see Figure 2-4). The resistance
torque actuator consists of a steering shaft and an electric motor with a reduction gear to transfer
interaction torque to driver as driving feeling [66, 67].
There are several types of actuator failures which are described as follows:
•

Lock-in-place failure

This type of failure occurs where the front wheel turn angle is stuck after a time [68].
•

Loss of effectiveness

This type of failure may be caused by the vehicle battery disconnection. When the vehicle
battery is disconnected while the alternator is still generating a charging current, the current
will raise the voltage to a high level in a short time, causing permanent damage to the actuator.
•

Floating actuator failure
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This type of failure occurs when the front wheel turn angle is passively driven by the reaction
force from the road after the steering motor breaks down.
•

Fluctuating actuator failure

This is a transient fault caused by electromagnetic interference, radiation, temperature variation
or faults associated with the motor drivers.
•

Motor failure

The faults of motor include opening of the armature winding assembly, inter-turn short circuit,
and winding disordering.

Steering wheel angle sensor
Resistance torque actuator

ECU
Front wheel angle sensor

Steering actuator

Figure 2-4 Mechanical parts of SbW system
In actuator fault, the faulty wheel may fail to provide the expected torque and thus jeopardize
the vehicle motion control, resulting in an unsatisfactory performance or even instability for
the SbW system. For example, the vehicle will deviate from the desired trajectory quickly if a
fault occurs in an in-wheel motor on a FWIA electric vehicle [38, 69].
2.3.2.2

Sensor faults

When the driver turns the wheel, a steering wheel angle sensor detects the position and rate of
rotation of the steering wheel. This angle information is transferred to ECU as the reference
signal. At the same time, the front wheel angle sensor is designed to measure the movements
of the front wheels. When the steering angle sensor is faulty or damaged, the information it
reads and sends to the vehicle's ECU is inaccurate. This can cause the SbW to provide steering
input or adjustments at the wrong time. Apart from steering wheel angle sensor, aligning torque
sensor, yaw rate sensor, motor current and voltage sensors are also present in SbW system for
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control of motor current and stability requirement. For example, if the torque sensor fails, the
controller cannot have the measured aligning torque and there will be a noticeable disturbance
in the steering angle.
The angle sensor failure is usually caused by a few common problems:
•

Excessive heat in the engine

The excessive heat from poor lubrication, ventilation or radiator problems in the engine can
cause angle sensor melt or crack.
•

Wiring harness

The wiring harness is the most common problem associated with angle sensor failure. Loose
wiring can cause a disruption of voltage or wear and tear on the wiring itself. This can cause
the sensor to fail repeatedly.
•

Wheel loose

When the steering wheel is loose, the amount of steering input is not reciprocated by the action
of the vehicle can lead to a flawed impression of angle sensor.
2.3.2.3 Microcontroller faults
ECU consists of motor controllers, algorithm controller and automotive bus. The algorithm
controller calculates the control targets of the steering actuator and the resistance torque
actuator according to state information of the motors and from the sensors through automotive
bus. Then it sends the control targets to motor controllers to obtain steering performance [25].

Steering wheel angle sensor
Resistance torque actuator

ECU
Algorithm
controller

Angle motor
controller

Channel A

Automotive bus

Channel B
Front wheel angle sensor

Angle motor
controller

Steering actuator

Figure 2-5 Electric control unit of SbW system
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As it can be seen from the architecture shown in Figure 2-5, if ECU fails, the SbW system will
not operate. This is a dangerous situation as it may lead to an accident [70]. ECU failure can
be classified into hardware failure and software failure.
For the hardware failure, the failures are caused by lost or damaged connector due to vibration,
temperature changes, electro-magnetic noise (EMI), corrosion, etc., or the solder getting
cracked due to repeated heating and cooling. Another cause is the internal problem with the
large scale integrated circuits such as the failure of resistors, capacitors and inductors. In
addition, other items like cables and connectors can fail as well for similar reasons.
The most likely cause of the software failure is algorithm design error. For example, if the
algorithm encounters an unanticipated situation not considered during the design of the
algorithm, it could lead to generation of wrong control effect to obtain an unexpected steering
performance or active some actions when not asked for, or, what is more, go into an unending
loop, endangering human lives. Obviously, a failure in ECU can lead steering system to a
failure which can be catastrophic or even fatal.
2.3.2.4

Communication faults

As there is no mechanical links or hydraulic back-up systems in SbW, the communication
channel is the only link between the distributed nodes. There are several factors that can stop
communication such as damaged date link connecter and blown fuse. In addition,
communication problems can occur if module connectors become corroded or loose, or system
voltage is below specifications.
Today, the dominant bus technology for power train and body electronics in vehicles is the
Controller Area Network (CAN). However, since vehicles are becoming equipped with larger
number of electric components and multimedia applications, there is an increasing need for
dedicated buses which support high transfer bandwidth and flexibility and have fault tolerant
capability.
2.3.3

Fault detection and isolation (FDI)

In fault tolerant control, FDI plays a vital role in providing information about faults so that
corresponding action can be made to eliminate or minimize the effect of faults and maintain
the overall system performance. The aim of FDI is to monitor system, identify a fault when it
occurs and pinpoint the type of fault and its location. Two fundamentally approaches to FDI
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for SbW systems are hardware redundancy-based and analytical redundancy-based approaches,
which will be discussed in detail.
2.3.3.1 Hardware redundancy
Most fault tolerant control systems use redundancy, as the most direct method to meet the
safety and reliability requirements in hardware components. The basic idea of hardware
redundancy is to add one or more modules to a specific module, usually in parallel so that the
duplicated output signals can be compared as a method to diagnose and identify the fault [20].
Typically, a majority voting scheme is applied to decide if and when a fault has occurred and
its likely location [31, 32]. If a fault is detected, its signal is no longer used. In particular, when
a fault occurs within a voter, it may make the voter get the wrong majority value and thus to
jeopardize the whole system operational function. Triple voting mechanism has been designed
to avoid this situation [71].
2.5.3.1.1 Hardware redundancy for motor
A SbW system has two motors: feedback motor and steering actuator motor, to generate the
feedback torque and steering torque, respectively. As the motor of SbW system plays an
important role, many researchers and automobile corporations have used redundancy
technology to deal with the fault of motors.
Yao Y et al [22] and Changfu Zong et al [23] (Figure 2-6) propose a SbW system with dual
steering motors to provide actuator redundancy and to enhance the fault tolerant capability. In
their design, when one actuator faults occur, the other actuator works independently and
maintains the steering performance. Compared with the work in [22], [23] is based on FlexRay
bus instead of CAN bus. It is because FlexRay bus has a better fault tolerant capability and
better capability to deal with communication delay. However, neither of them takes the fault
diagnosis into consideration. To overcome this fail-safe issue, L. HE et al [26] use adaptive
fading Kalman filter to estimate the motor parameters in order to detect the motor faults.
However, for dual steer motor design, it is a challenge for the control method to not only control
the motion of dual steering motors simultaneously, but also avoid any conflict between them
during normal operation.
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Figure 2-6 The structure of SbW system with dual steering motors and ECUs [101]
Yuichi Onoda et al [23] and B Zheng et al [72, 73] propose a fault tolerant SbW road wheel
control system in which dual ECUs are used to control dual steering motor. If a fault occurs at
one motor control loop, the corresponding ECU will shut down and the other motor control
loop with the other ECU will carry out all the steering control operation. In addition, a clutch
backup is added in [23] to improve reliability and safety (see Figure 2-7). Similarly, INFINITI
Q50 is equipped with a triple back-up with three separate electronic control units and a
conventional mechanical steering linkage [74]. The ECU in Infiniti Q50 consists of three
individual ECUs doing the same computation in parallel. Their results are compared before
sending out commands to detect failure. If all ECUs fail, the system activates the clutch and
reverts to mechanical steering connection. The idea is that if the SbW system fails, the clutch
can engage in order to provide the driver with the ability to use the mechanical linkage to steer
[75]. Although, mechanical backup systems ensure safety of the system against design and
requirements errors in principle, they are costly and heavy [76]. The primary focus of research
in this area should be on getting the issues right for all-electric steer-by-wire systems.
Another example could be the usage of a brake system as an independent secondary backup
steering system in case of failure [77] With this approach, if the steering system fails, the
steering rack is decoupled from the steering actuator and the wheels are steered by symmetric
braking instead. However, the braking system, as well as SbW, is an electronically controlled
vehicle system, consisting of electrical actuators, sensors and sophisticated control system. The
reliability of braking system should also be investigated.
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Figure 2-7 The structure of SbW system with dual steering motors [91]
T.X.Mei et al [78] focus on three-level hardware redundancy of specifically using permanent
magnetic brushless DC motor as the steering actuator. In [79], Permanent Magnet Synchronous
(PM) motor is used as the steering actuator and a Surface-mounted permanent magnet (SPM)
synchronous motor as torque feedback motor. The specific features of PM motors are high
efficiency, fault tolerant capability and minimum package size.
In [80], a fault tolerant SbW system with switched reluctance machine (SRM) is proposed as
SRM has the ability to continue its operation despite faulty motor windings or inverter circuit.
The simulation results show that 12/14 poles SRM has good fault tolerant capacity. The
increased fault tolerance is achieved by a more complex structure. In addition, the hardwarein-the-Loop (HIL) technology should be provided to test SRM over the full range of operating
conditions at the application level.
2.5.3.1.2 Hardware redundancy for feedback motor
Compared with steering actuator motor, the force feedback motor simulates reacting forces at
the steering wheel. In [20], a Hybrid Redundancy is deployed as a hot stand-by redundancy to
implement the feedback motor control algorithm in case of the triple modular redundancy
architecture failure.
In [81], a standard three phase permanent magnet synchronous motor (PMSM) is used as a
fault tolerant force feedback motor. In the event of one phase failure, a change from threephase to two-phases operation mode is reconfigured to satisfy the safety and reliability
requirement.
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2.5.3.1.3 Hardware redundancy for sensors
The sensor fault-tolerant control is considered to make sure that the electronic control unit of
SbW system can always get the correct signals to judge the vehicle’s operation status and to
respond accordingly. In the hardware redundancy, measurements from multiple sensors are
compared with each other and the existence of failure is determined by implementing the voting
mechanism.
The hardware architectures for SbW systems with duplicated sensors are designed in [25-27].
If the operation sensor fails, the redundant sensor will take over the function of the failed sensor
to meet the fault tolerant requirement.
2.5.3.1.4 Hardware redundancy for communication protocol
The work reported in [26] has its focus on various safety functions such as failure detection,
reconfiguration and recovery strategies which are obtained by software architecture and the use
of a number of replicated components for sensors, Controller Area Network (CAN) buses,
controllers and actuators in hardware redundancy design. The hardware redundancy and safetycritical software architecture meet the fault tolerant, recoverability and fail-safety requirements
of SbW system. The system simulation is performed using CAN tool and is validated by lowcost microchip solutions using ECUs and CAN interfaces. CAN was developed by Bosch in
the early 1980’s and became an international standard (ISO 11898) in 1994 [82]. The CAN bus
lacks adequate bandwidth, and provides no fault tolerance support for automotive applications
[83, 84]. Recently, many protocols, such as FlexRay [47-49], FlexCAN [85], TTP/C [86], are
validated by researchers for SbW systems. The advantages of FlexRay are the higher data rates,
better deterministic behaviour and offering fault tolerance, while the main features of FlexCAN
are its simplicity and easy implementation based on COTS CAN components. TTP/C is
especially designed for safety related systems as it has the capability to support mode change
and fault-tolerant clock synchronization service and detect error with short latency. The
hardware architecture projected for fault tolerance of TTP/C is a critical characteristic resulting
in the massive deployment of this protocol in automotive systems [87]. Various surveys of
communication protocol for SbW system can be found in [88, 89]. Table 2-3 summaries the
hardware redundancy techniques proposed in the literature for different components of SbW
system.
There are obvious advantages of redundancy configurations. The units can be standardized and
replaced easily, offer high reliability and are simple to control. However, to obtain the
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redundancy capability, a complex subsystem is required, likely to consist of not only redundant
actuators, sensors and microcontrollers, but also other elements such as control, FDI and power
amplifier. Obviously, complexity may lead to design errors as well as unexpected interactions
among components, making high level of reliability more difficult and expensive to achieve.
Moreover, it spends a number of times for redundant actuators or sensors to check against each
other before declaring a fault occurs. The resulting latency can cause delays in fault detection
which may damage the reliability and safety of SbW system and even trigger a false alarm.
Table 2-3 Existing hardware redundancy methodologies in SbW system
Hardware Redundancy technique
References

[21, 22,
78-80, 90]

Steering

Feedback

motor

motor

Front wheel
angle

ECU

sensor

√

√

[72]

√

√

[73]

√

back up

protocol

√

√

[77]

√
√

[25-27]

√

[87, 89,

√

91]
2.3.3.2

Communication

√

[23]

[20, 81]

Mechanical

Analytical redundancy

The aim of analytical redundancy is to reduce the numbers of redundant components without
compromising reliability and to make SbW system production viable by reducing the overall
cost.
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A general structure of hardware and analytical redundancy-based fault detection, isolation and
reconfiguration (FDIR) system is illustrated in Figure 2-8. In analytical redundancy-based
FDIR, the mathematical SbW system model in analytical form is used to determine the
estimation of target variable. It is expected that the estimated variables can well follow the
corresponding measured variables in the fault-free operating states and have an evident
derivation in the case of a fault. By checking a comparison between a measured variable and
its estimation, the FDI module determines whether there is a fault and the type of it. Finally,
the controller is reconfigured online based on the estimated fault information to accommodate
any detected fault. The analytical redundancy is normally implemented in software form in a
computer, and hence it is flexible and practical. However, the analytical redundancy approach
is more challenging as its robustness in the presence of model uncertainties, noise, and
unknown disturbances should be ensured. Over the last decade, the FDIR problem has gained
increasing attention in various engineering applications. In this section, a comprehensive
review of recent development in FDI for SbW system is conducted.
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Figure 2-8 Illustration of the concepts of hardware and analytical redundancy for FDIR
The model-based FDI systems can be grouped into two major categories: FDI using residual
schemes and FDI which has the capability to estimate the faults.
2.5.3.1.1 Residual-based FDI
In residual-based FDI, the residual is the difference between measured and calculated variable
and has nominal zero mean value under normal conditions. The residuals should be sensitive
to the faults so that the faults can be detected and accommodated before they adversely affect
the steering and handling of the vehicle. In addition, each residual should be sensitive to only
the target fault and resilient to the noise and uncertainties, in order to isolate the source of the
fault (Figure 2-9).
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In order to obtain diagnostic residuals, a common approach in fly-by-wire systems for aircraft
relies on triply-redundant sensors to produce these residuals. Hence, many steer-by-wire
studies propose the same principle [87]. Through the use of analytic redundancy, it is possible
to produce residuals without physical sensors.
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Figure 2-9 Residual-based FDI
In general, each residual is sensitive to a number of different possible fault conditions. For
example, the residuals of estimated electrical resistance or estimated motor constant of the
steering motors can diagnose the motor current sensor failure. The tracking error of the
estimated motor current can detect the steering controller failure and battery failure, and the
residuals of estimated front wheel angle can diagnose the front wheel angle sensor failure, yaw
rate sensor failure and battery failure. Adequate residual is required to increase the variety of
detected faults and the degree to which a fault condition can be isolated. Some estimated signal
mentioned earlier can be obtained only via the sensors already present in a SbW system, such
as estimated electrical resistance and estimated motor current. Other signals such as front wheel
angle should be obtained using state estimation techniques. While the front wheel angle sensors
and yaw rate sensors are readily available on most of the vehicles, the vehicle-body sideslip
angle cannot be measured directly. Hence, an observer is used to estimate the vehicle-body
sideslip angle. The estimation of front wheel angle can be obtained as a function of the vehiclebody sideslip angle, motor current and yaw rate.
The commonly used observer-based methods for SbW systems to estimate states include full
state observer [31, 32], sliding mode observer [65, 91-94], Kalman filter [33-35], and parity
space method [36].
Full state observer
The full state observer developed in [31, 32] uses the mathematical model of the state space
realization of the SbW system to generate an estimation of the vehicle-body sideslip angle. It
is based on the measurements of the motor current and yaw rate. It assumes no measurement
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noise or unmeasured disturbances acting on the SbW systems. However, the model parameters
such as vehicle mass, vehicle centre of gravity or tire cornering stiffness may not be known
precisely or may change over time.
Sliding mode observer
The sliding mode observer was used for FDI as early as 1993 [95]. Its main feature is its
robustness to uncertainty or external disturbance signal in estimating the state variables. As the
SbW systems and the vehicle have time-varying and nonlinear dynamics, a sliding mode
observer is designed based on the nonlinear SbW model to estimate the vehicle-body sideslip
angle [65, 91, 92, 94]. The fundamental difference between sliding mode observer and other
observers is that the former can bring the estimation error of all estimated states to zero in a
finite time.
Kalman filter
In [33, 34], a recursive least-square estimator and extended Kalman filter are used to provide
residuals that can distinguish a wide variety of different fault conditions such as actuator failure,
sensor failure, controller failure and battery failure. The set of residuals for SbW systems is
only based on measurements available from sensors that are already present in the steering
system and each residual is sensitive to different possible fault conditions. However, this
approach relies on relatively simple models of the steering system and vehicle dynamics. The
main advantage of the Kalman filter is its ability to provide the quality of the estimation and
its relatively low complexity. It provides accurate results only for linear models and its
sensitiveness to model uncertainty. In [35], two self-adaptive fading Kalman filter state
estimators are used to derive residual needed to detect sensor failure caused by model-process
mismatch and sensors noise uncertainty. In addition, based on adaptive Kalman filter
technology, fault diagnosis of DC motor is designed to effectively improve reliability and
security of SbW system [96].
Parity space method
The idea of parity space method is to rearrange the SbW system model structure based on the
measured front wheel angle and known motor current signals to obtain residual signals. Under
ideal state operating conditions, the residual or the value of the parity equations is zero when
the components are functioning perfectly, and non-zero otherwise. This approach is applicable
to sensor and actuator fault diagnosis and does not require knowledge of the fault and is
43

demonstrated to work effectively through computer simulations [36]. However, in real
situations, the residuals are nonzero due to measurement noise, model inaccuracies, gross error
in sensors and actuators. The robustness of parity space method should be improved in the issue
of uncertainties in multiplicative parametric faults and measurement noise.
A residual signal is then obtained by comparing the estimated value of front the wheel angle
and the measurement signal from the angle sensor. In normal fault-free conditions, the residual
is zero.
Fault detection
In fault detection, the residuals are evaluated to determine whether a fault is present. A simple
form of detection is to simply compare the residual to a fixed threshold. The presence of a
fault is declared if the residual exceeds the threshold. The calculation of a threshold is a
challenging problem. A too high threshold may lead to non-detection while a too low threshold
may increase false alarm rate. The false alarm means that an alarm is generated even though
no faults are present. The selection of decision threshold is related to the system performance
characteristics. Early works focus on the fixed threshold which is independent of time and
system input [33, 37]. However, a measure of uncertainty or noise may lead to a residual which
excesses limits and triggers a false alarm, especially in the case of large manoeuvres and high
stress vehicle operation. Fixed diagnostic thresholds do not provide enough flexibility to
guarantee correct diagnostics under the full range of operating conditions. Adaptive threshold
is developed as a robust method to handle the uncertainties of SbW model [76]. The main
drawback of using adaptive threshold is its high order, which is computationally expensive to
implement. To overcome this, [97] proposes zero order threshold approximation instead of full
order adaptive threshold which is proven to be more sensitive and more robust, saving
computational time.
2.3.3.3 Fault isolation
Once the fault is detected, the next step is to isolate it. The main objective of fault isolation is
to identify the faulty unit in the shortest time. For SbW systems, the faults should be isolated
automatically by a fault-isolation mechanism. As each residual is sensitive to a specific set of
faults, when the SbW system is working correctly, the observer converges to accurate state
estimates and all the residuals are small. If a fault in motor, sensor or any other component
occurs, the corresponding residual will produce larger response which is distinct from other
residuals [98].
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The residual-based FDI is easy to understand and implement. It reduces the detection time for
the faults as the analytical redundancy can predict SbW system output several time steps ahead
by comparing it against hardware redundancy. However, for SbW system, detection of the fault
and triggering an alarm are not sufficient. SbW system needs further information about the
behaviour of the fault so that the controller can be designed to compensate for the effect of the
fault.
2.3.4

Fault estimation based FDI

The fault estimation is the direct way of measuring the size and severity of the fault and
providing information about its characteristics. By using the fault estimation dynamics, the
controller can be designed to compensate for the effect of the fault. Sliding mode observerbased (SMO) fault estimation (FE) methods are successfully applied to SbW [99, 100]. A SMO
is designed with H∞ performance to robustly estimate the sensor faults. By applying linear
matrix inequalities optimization approach, the stability of estimation error dynamics is
guaranteed, and the estimated fault signal can approximate the fault signal to any accuracy.
2.3.5

Fault reconfiguration

After detecting the fault, the reconfigurable controller will adapt to the fault based on the fault
informant to provide stability and some level of performance. The simplest and most common
way is to switch over to a backup component or cut off the information from a specific
component. This approach has an advantage that various failures can be handled accurately.
2.3.5.1 Sensor operation
During the normal operation, the residuals generated by analytical sensors are constantly
compared with threshold. If a failed sensor is detected, the fault reconfiguration can be
achieved by cutting off the information from the failed sensor and the weighted sum of signals
from other sensors is transferred to microcontroller to ensure safe operation of the system [99,
100].
2.3.5.2 Actuator operation
Two steering motors are connected to the rack-and-pinion mechanism and tie rods. The
corresponding motor controllers receive control signals from the microcontroller and motor
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state signals from sensors. When one motor fails, the other motor is designed to work
independently and maintain full system performance [21, 22, 25].
2.3.5.3 Microcontroller operation
There are two microcontrollers used to control the front wheels. Microcontrollers are connected
to each other through an arbitration bus. Both of them calculate their own control command
and compare the calculated results with each other through the communication network. The
backup or secondary microcontroller reset its own calculation when the difference in the
comparison of the two control commands excesses a threshold. When a fault occurs in the
primary microcontroller, the secondary microcontroller will switch to operation mode [73, 101,
102]. In [71], a hardware structure of SbW systems is designed with three microcontrollers that
are coordinated by distributed voting mechanism. In the normal operation mode, only one
microcontroller exports control command to control the steering motor and steering feeling and
other two microcontrollers are in the sleep mode in which only the signal acquisition, signal
processing and steering algorithm can be executed. Depending on the fault information which
is detected by the voting mechanism, the microcontroller with the highest credibility is
activated and others are set to sleep mode.
2.3.5.4 Communication operation
In [72], an architecture of SbW systems with redundant CAN communication lines is proposed.
In this architecture, the actuators, sensors and microcontrollers are directly connected to the
dual-bus system. In [103], the microcontroller transmits correct messages to the dual-channel
FlexRay bus which can ensure the properties of real-time, reliability and fault tolerance.
2.3.6

Fault tolerant control algorithm

In addition to the hardware redundancy techniques mentioned above, a fault tolerant control
algorithm can be employed to increase reliability of SbW system and strengthen its security
against some failures or breakdown of the sensors and actuators that can result in the failure of
the whole steering system, resulting in serious traffic accident.
2.3.6.1 Variable structure control
The variable structure control with slide mode has many advantages such as quick response,
easy realization and robustness to external disturbances. In [39], a variable structure controller
for SbW systems with side wind disturbance rejection characteristics is proposed which
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compensates for multiple faults caused by unmatched model of SbW system. This passive fault
tolerant controller can maintain the stability of the SbW system with an acceptable degradation
in performance. This controller does not require FDI or controller reconfiguration.
2.3.6.2 Two-way H_∞ control
In a two-way control scheme, two controllers are designed. One is to stabilize the system and
detect the tracking error, and the other to make the output of the system to follow the driver’s
steering intention rapidly and precisely. In [41], a feedforward controller is designed to make
the front wheel angle follow the driver’s intention. A feedback controller also provides
corrective action to the front wheel angle signal to improve the reliability of the system. Similar
control structure with separate controllers for SbW systems is presented in [104] and [105].
Both of them employ a D* feedback controller to reduce the negative impact caused by sensor
and actuator faults.
2.3.6.3 High-slip-based control
Since a faulty SbW system induces a high lateral tire force that is the resistant to the yaw motion
of the vehicle, a high-slip-based fault tolerant controller is designed in [106] to compensate for
it. The principle of high-slip-based control is to generate a high slip ratio of the wheel in order
to reduce the high lateral tire force with a faulty SbW component. The high slip ratio can be
induced using PID control by considering the transition of the longitudinal tire force of the
wheel. When a fault occurs in a wheel, the lateral tire force of this wheel is reduced by highslip-based controller and the longitudinal tire forces are optimally distributed to the other
wheels to maintain the manoeuvring performance.
2.3.6.4 Control reallocation method
The control allocation method is successfully used to synthesize an active fault tolerant
controller for fly-by-wire systems [107]. The principle of control reallocation method for SbW
systems is to generate an additional wheel force to substitute the yaw effect of steering system
due to the steering system failure. Thus, the vehicle can follow the desired path and have a
good tracking performance. The reconfiguration of the faulty SbW system is based on the
constrained optimization techniques. The optimization criterion is to minimize the difference
between the originally yawing motion and extra yaw moment by considering the actual vehicle
dynamics. The solution of the convex optimization yields the additional wheel forces to
compensate for faults [108]. This method can handle various types of actuator failures and the
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convex optimization problem quite efficiently. However, as it does not require the information
on the actuator failure in the control law design, the controller cannot achieve the original
control performance. As a result, the control system may become unstable when the actuator
failure occurs. In [68], a controller consists of a linear controller with anti-windup
compensation and a control allocator based on online optimization is proposed. The antiwindup compensation can guarantee the system closed-loop stability when the steering actuator
breaks down and the control allocator distributes the control signals to each actuator based on
the faulty information so that the performance degradation is minimized.
2.3.6.5 MPC based fault tolerant control
Model predictive control (MPC) has made a significant impact on control engineering and has
a highly efficient approach to perform failure accommodation [109, 110]. In MPC, the core
principle is to deploy an explicit model to predict the system output. At each control interval,
the MPC algorithm optimizes the future control trajectory by minimizing the error between the
reference signal and predicted system output. An important advantage of MPC is its ability to
handle hard system constraints. Constraint handling is a necessity as constraints can limit the
actions of controllers and reduce system functionality. Through further development of MPC,
a new fault tolerant control which integrates sliding mode control (SMC) with MPC in order
to improve system robustness in the presence of disturbances and modelling uncertainties
compared with MPC was proposed [111]. Furthermore, the work has been extended to delta
operator domain to improve the numerical ill-conditioning problems caused by shift operator
and enhance the fault tolerant capability. A new fault estimation and fault-tolerant model
predictive control scheme for a SbW system based on a delta operator approach was proposed
[12]. As the measurement noise and estimation errors may result in degradation in performance
of MPC, a delta operator-based MPC controller with fault compensation is further developed
[112]. Similar, a novel delta operator domain based minimax MPC and feedback control action
was proposed to effectively compensate for the actuator failure. The merit of this control
scheme was that the motor saturation, various types of actuator faults, system uncertainties,
disturbance and excursions of the designed parameters of the fault observer are taken into
account [113].
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CHAPTER 3

EXPERIMENTAL PLATFORM

3.1 INTRODUCTION
In this chapter the design concepts deployed in the development of Steer-by-Wire system
platform, the structure and design of each component of the platform, and the mathematical
model of SbW system are described. Initially, a review of the SbW experimental platforms
reported in the literature including full vehicle SbW platform, half vehicle SbW platform and
quarter vehicle SbW platform is carried out in Section 3.2. The design of the experimental
platform is discussed in Section 3.3. The hardware and software components designed for the
experimental are introduced in Section 3.3. Section 3.4 reports on various experiments
conducted to validate the performance of each component of platform and ensure that they
function as expected. Finally, an overall model of the SbW system platform what will be
deployed in the design of the control strategy in the following chapter is conducted in Section
3.5.

3.2 BACKGROUND
Traditionally, an embedded dynamic system should be simulated and tested in its designated
working environment to ensure that it performs as expected. In offline simulation, all aspects
of the dynamic system including its controller are tested numerically within a digital computer
environment to identify errors in its design and implementation. The most powerful and
demanding test is to validate the control system in real-time running on the target. There are
two approaches of hardware-in-the-loop (HIL) and rapid control prototyping (RCP) deployed
in testing a system in the embedded environment.
In HIL configuration, the actual controller is used to provide input to a simulated system. In
the HIL simulation evaluation of SbW system, some parts of the system are replaced by
hardware devices that are controlled in real time to test the system control algorithm and the
steering system performance. For example, in [61], the HILS system consists of a SbW system,
an electric control unit (ECU), a hydraulic system, and a real time controller. The hardware
consists of front wheel motor, steering wheel motor and hydraulic actuator while the
performance of the SbW controller is displayed graphically on the screen in real time. In [178,
179], the HIL system consists of an SbW system, an ECU and a real time controller while the
embedded software mainly consists of vehicle dynamics and display screen. The vehicle model
is designed in Simulink and the I/O connections with the control algorithms are developed in
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Simulink using real-time interface software. In HIL system deployed in [57] and [180], the
steering wheel system with angle sensor and steering DC motor are replaced by HIL
mechanism while the front wheel subsystem and linear vehicle model are simulated on the host
computer.
Compared with HIL, RCP replaces the simulated system with an actual system and inherits
theoretical control methodology from system modelling. It tests and optimizes the control
algorithm by automatic code generation for a real-time platform on the test rig and verifies the
controller on the experimental platform.
For Steer-by-Wire system, it is of great importance to perform the experimental verification on
an experimental rig to validate the effectiveness of the controller. Many factors such as friction,
sensor noise and limited sampling period are present in the experimental work, which are often
ignored in computer simulation. Inclusion of these factors in validation process is quite
important to ensure that the proposed control algorithm works in practice.
Steer-by-wire experimental platforms can be categorised into three types, full vehicle, half
vehicle and quarter vehicle. A full vehicle type experimental platform encompasses all the
elements of a fully functioning car apart from steering system that is replaced by a prototype
[181-183]. In a full vehicle type platform designed in [184], the steer-by-wire conversion
makes use of all the stock components except for the intermediate steering shaft, which is
replaced by a brushless DC servomotor to provide steering actuation in place of the steering
wheel. In the Steer-by-Wire electric vehicles, IMW-EV designed by Hori/Fujimoto research
team [185] and X1 designed by Avinash et al [183], each wheel can be completely and
independently controlled (Figure 3-1).

IMW-EV Steer-by-Wire vehicle [185]

(b) X1 Steer-by-Wire vehicle [183]

Figure 3-1 Full vehicle SbW platform
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The concept of half vehicle in the context of SbW platform consists of the front half of the car
[186]. Most half vehicle SbW platforms only keep the steering wheel, wheel axis and
suspension system [187, 188]. For example, in half vehicle SbW platforms designed in [189]
(Figure 3-2), steering shaft is eliminated and a steering motor (Mitsubishi HF-SP102) is used
to provide appropriate torque to steer the front wheels through a gear head, a pinion and rack
gear box and steering arms. A motor servo driver is used to convert the control input signals to
current signals to drive the steering motor for steering the front wheels. An angle sensor is
installed on the pinion to measure the rotation angle of the pinion. In addition, an angle sensor
is also installed on the steering wheel to detect the angle of the steering wheel handled by a
driver. As in most cases of half vehicle SbW platforms, the major part of the vehicle is missing,
thus the natural forces applied to the vehicle should be simulated. For example, the suspension
spring should simulate the downward force that is normally experienced by the tyres under the
weight of the vehicle. It is also possible to produce these forced by two coil springs mounted
on the two sides of steering rack [187].

Figure 3-2 Half vehicle SbW platform[189]
The quarter SbW platform, as its name implies, is a quarter of a car [190]. The platform
generally consists of a single tire, hub and suspension unit while being supported by what
remains of the frame.
In the half and quarter SbW platform, the embedded software primarily consists of the vehicle
model and the controllers. The control commands are sent to the actuators and the sensor
information from the hardware is fed to both the vehicle model and control system. The vehicle
model and controller for the SbW system can be implemented on a HP personal computer (PC)
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using MATLAB Real-Time Workshop or Labview and multifunction cards (e.g. DAQ PCI
card) to collect sensor signals and to generate control input signals in real time. MATLAB
Simulink is usually the main software deployed in half or quarter SbW platform. It includes
xPC Target and Real-Time Workshop as a controller for actuator and Visual Studio 2008
Express as a C compiler.

Figure 3-3 Quarter vehicle SbW platform [190]

3.3 PLATFORM DESIGN
In this project, an experimental platform was designed to validate the algorithms developed for
the steer-by-wire system. The design was developed within the constraints defined by the
following criteria:
•

Simple design;

•

Low cost;

•

Made from readily available and common materials

•

Small in statue

Among different types of platforms defined earlier, a quarter car experimental platform
matched the best the defined criteria. In the quarter vibration platform, each wheel is controlled
by independent steering motor with no steering rack and torsion bar. Using a linear actuator
eliminates the need for a steering gear or linkage requirements as long as it satisfies the steering
requirement. In addition, the quarter car design has the ability to remain small and minimise
cost through only requiring a quarter or half of what is asked of the other two platform types.
This benefit extends to the hardware and material requirements of the proposed SbW system.
This optimal design in terms of hardware and components would also have shorter
manufacturing time.
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The experimental platform was expected to provide independent steering capabilities and selfaligning torque generation. After detailed consideration of the objectives of the design and the
required mechanical components, the hardware structure shown in Figure 3-4 was designed for
the SbW system.

Figure 3-4 Hardware structure
The control system provided in Figure 3-5 illustrates how the system components respond to
different objectives.

This design with independent control of front wheel can provide

independent steering performance by transmitting signals through linear actuator electronically
and self-aligning feedback torque obtained based on the vehicle and road condition, as
simulated by the actuator.
Environment
Independent steering capabilities

+
Driver

-

Steering wheel

Encoder #1

referenced
steering
+ angle
-

Rotary
Actuator 2
Steering
function

Linear
Actuator

Front wheel

measured front wheel angle
Encoder #2
Steering feedback torque

Self-aligning torque feedback
Rotary
Actuator 1

Self-aligning
torque function

Figure 3-5 Control structure

3.4 HARDWARE AND SOFTWARE
This section outlines the design and the specification of the components used.
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vehicle

3.4.1

Frame of steer-by-wire system platform

The final design of the frame is shown in Figure 3-6. This design is based on deploying the
strut, hub and tyre of a 1997 Holden Commodore which were bought from auto dismantlers.
The frame was largely constructed by the UOW workshop. The dimension of frame is 125cm
(H)*120cm (L)*65cm(W).

Figure 3-6 Frame of steer-by-wire system platform
3.4.2

Linear Actuator

The linear actuator is used to replace the mechanical linkage between the steering wheel and
front wheel and rotate the front wheel based on the driver’s command. The desired
requirements of linear actuator contain stoke, full load speed and minimum rated force.
According to the dimension of the frame and length of the linear actuator, the stroke should be
more than 150 mm long so that the actuator can rotate the front wheel to obtain a front wheel
angle within -45~+45 degrees. To obtain a quick and accurate response to the steering wheel
angle, the full load speed should be fast enough (at least 50 mm/s). In addition, the minimum
rated force should be adequate to rotate the front wheel in the case of weight of mechanical
parts and system frictions. Based on the desired requirements, the linear actuator (LEY63)
from MoTeC Pty. Ltd (Figure 3-7) was selected. The characteristics of the actuator are
provided in Table 3-1.
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Figure 3-7 Linear actuator
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Figure 3-8 Drive of linear actuator (LECSB2-S8)
Table 3-1 Linear Actuator database
Model

Stroke

Full load speed

Voltage

Rated Load

Motor Type

LEY63S8B

300mm

250 mm/s

24V

1000N

AC servo motor

Encoder

Encoder

type

resolution

Power

Max voltage

Operation mode

Drive

LECSB2-S8

Absolute
encode

262144[pulse/rev]

3-phase
220VAC

±6.4V

Torque control
mode

The acquired linear actuator completely satisfies the desired requirements and could produce
the required speed at the required torque.
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3.4.3

Rotary Actuator

There are two rotary actuators needed, one connected to the steering wheel to generate feedback
torque and the other is installed under the front wheel to mimic different road conditions during
the wheel rotation around the vertical axis. The torque of the motor should be more than 2 Nm
and its angular velocity more than 300 rev/min. Based on the test rig developed in [55], we
chose the MR-J4 series motor from Mitsubishi Inc. which is the latest Mitsubishi servo system
and has many advantages such as ease of use and high performance.
The characteristics of the motor are provided in Table 3.1 and the acquired rotary actuator
satisfies all the requirements.
Encoder
Encoder cable
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Power
Power cable
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Encoder
Encoder
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Servo motor
motor shaft
shaft

Figure 3-9 servo motor
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Figure 3-10 Mitsubishi Inc. servo amplifier and servo motor
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Table 3-2 Rotary Actuator database
Model

Torque

Speed

Voltage

Rated Load

Motor Type

HG-KR

2.5 Nm

3000 r/min

24V

430N

AC servo motor

Drive

Encoder
type

Encoder
resolution

Power

Max voltage

Operation mode

MR-J4-70A

Absolute
encode

22 bits

3-phase
220VAC

±8V

Torque control
mode

3.4.4

Rotating platform

A rotating platform (Figure 3-11) connecting to the rotary actuator is used to simulate the
natural forces normally experienced by the front wheel under variable road condition. The
rotating platform had a worm gear structure providing both clockwise and anti-clockwise
rotations. The reduction ratio is 60 and the rated output torque is 330Nm.

Sensor chip

Turntable

electro-optic switch

reducer
Base
Moto
r con
n
direc ecting
tion
Figure 3-11 Rotating platform
3.4.5

Data acquisition (DAQ)

Data acquisition (DAQ) is the process of measuring an electrical signal such as voltage and
angle with a computer. The DAQ system contains sensors, cables and accessories, DAQ
devices, application development software and the PC.
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Figure 3-12 Components of a DAQ system
3.4.5.1 DAQ device
The DAQ device deployed IS NI PCIe-6353 (Figure 3-13), offering analogue I/O, digital I/O,
and four 32-bit counters/timers for PWM, encoder, frequency, event counting. It supports
Windows 7/XP/2000 and has compatibility with Matlab/Simulink.

Figure 3-13 NI PCIe-6353
3.4.5.2 Cables and accessories
The cable, SHC68-68-EPM, is a high-performance shielded cable. It has individual bundles
separating analogue and digital signals. Each differential analogue input channel is routed on
an individually shielded twisted pair of wires. Analog outputs are also individually shielded.
The cable (Figure 3-14) is used to connect NI PCIe-6353 with screw terminal connector blocks.

Figure 3-14 SHC68-68-EPM
We chose NI SCB-68A as terminal connector block. The NI SCB-68A is a shielded I/O
connector block with 68 screw terminals for easy signal connection to a National Instruments
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68-pin device. The SCB-68A features open component pads which allow easy addition of
signal conditioning to the analogue input (AI) and analogue output (AO) of a DAQ device.

Top cover
Quick reference label

SCB-68A board
assembly

Enclosure base
Strain-relief bar
Strain-relief screws

Figure 3-15 NI SCB-68A
3.3.5.3 DAQ software
NI-DAQmx software can provide a single programming interface for programming analogue
input, analogue output, digital I/O, & counters on DAQ hardware devices. It also provides NI
Measurement & Automation Explorer (Figure 3-16) to configure the NI hardware and software;
execute system diagnostics and view devices and instruments connected to the system.

Figure 3-16 NI Measurement & Automation Explorer
After reconfiguring the NI-DAQmax by adding DAQ device NI PCIe-6353 and attaching
terminal connector block (NI SCB-68A) to NI PCIe-6353, we do the hardware test by
launching a test panel to measure the analogue voltage input. This test includes locating device
pinout, setting sample time and upper and lower bounds of voltage. The test results (Figure
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3-17) show that the DAQ device can successfully and accurately communicate with hardware
which is the foundation for running real time Simulink model described in next section.

Figure 3-17 Voltage measurement
3.4.5.3 Simulink desktop real-time
In this section, we use the Simulink Desktop Real-Time to connect to PCIe 6353 in order to
build and tune a real time system. The first step was to use blocks from Simulink desktop realtime block library to create a real-time application (Figure 3-18). A simple Simulink model
was designed to acquire and generate the voltage of the selected analogue input & output pins
in order to check the connection between I/O devices and real-time models.

Figure 3-18 Simulink model
Secondly, we set the model configuration parameters to values consistent with real-time
execution (Figure 3-19). The initialization and configuration of parameters included selection
of analogue pin number, sample time, maximum missed ticks number and data acquisition
board.
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Figure 3-19 Configuration parameters setting
This test indicates the Simulink real-time models can communicate with the hardware and read
data from input channels, generate current date to output channels and can be further used in
validation of system modelling, algorithm verification and controller design.
The complete experimental platform with hardware and software installed is illustrated in
Figure 3-20. The components were designed, manufactured, and assembled.

Figure 3-20 Experimental steer-by-wire system platform

3.5 SYSTEM TESTING
Several tests were designed to validate the performance of the developed experimental SbW
platform to validate its independent steering capabilities and self-aligning torque generation.
Three tests were developed to examine how the linear actuator responded to the steering wheel
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position changes, how the feedback torque transmitted back to the steering wheel, and how the
rig performed under various road conditions.
3.5.1

Tracking test

In this experiment, we designed a simple PD control system to test the tracking performance
of the linear actuator and signal acquisition capability of encoders on both the steering wheel
and the linear actuator.
Steering wheel angle

Steering
wheel

Encoder
#1

+

-

Front wheel system

PD controller

Linear actuator

Front
wheel

Encoder
#2

front wheel angle

Figure 3-21 Block diagram of tracking test
Steering wheel angle

PD controller

Linear actuator

Front wheel angle

Figure 3-22 PD control test Simulink model
The response of the linear actuator to the Simulink model can be seen in Figure 3-23. The
response is almost instantaneous and identical to the scaled steering wheel input. Thus it can
be concluded that the designed SbW system is functioning as expected.
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Figure 3-23 PD control test Simulink response
3.5.2

Self-aligning feedback torque

The self-aligning torque acts on the steerable tyres of a vehicle to resist any directional change
[191]. The torque always acts in the rotational direction, returning the steering angle to 0
degrees. This is produced by the tyres lateral force developed behind the tyre’s centre. The selfaligning feedback torque can be written as:
𝜏J = −T𝑡U + 𝑡, W𝐶Y,Q [𝛽 +

𝑎𝑟
− 𝛿Q ]
𝑉

(3-1)

where 𝜏J is the self-aligning torque, 𝐶Y,Q is the front tyre cornering stiffness coefficient, 𝑡U is
the pneumatic trail (the distance between the resultant point of application of lateral force and
the centre of the tyre). Pneumatic trail is at its maximum when the slip angle is zero and
decreases as slip angle increases. t _ is the mechanical trail (the distance between the tyre
centre and the point on the ground about which the tyre pivots as a result of the wheel caster
angle). A long mechanical trail may make the driving experience easier, but a shorter
mechanical trail typically allows for greater control. V is the longitudinal component of the
centre of gravity (CG) velocity, r is the yaw rate at the centre, a is the distance of the front axle
to the CG, β is side slip angle. r and β can be obtained by vehicle model. Based on the Eq.
(3-1), the main inputs of self-aligning torque generation were front wheel angle and vehicle
status (r, β).
To perform the self-aligning torque test, the self-aligning function model with a vehicle model
was designed as presented in Figure 3-24 and Figure 3-25.
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Figure 3-24 Block diagram of self-aligning torque test
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Figure 3-25 Self-aligning Test Simulink Model
As seen in the response (Figure 3-26), the motor voltage, the input of the steering wheel motor,
could generate a series of torques that were manually applied to the steering wheel in order to
move the steering wheel’s position away from zero. Thus a self-aligning torque was produced
to move the steering wheel’s position back to its zero position.

Figure 3-26 Self-aligning Test Simulink Response
3.5.3

Road condition test

The aim of road condition test was to test the performance of the rotating platform and rotary
actuator in order to simulate various road conditions. The test could further demonstrate the
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performance of the control system in various road conditions and presence of environment
disturbances (Figure 3-27).

Figure 3-27 Road condition simulator
It was assumed that the road condition was a function of time and the front wheel angle. The
Simulink model shown in Figure 3-28 and Figure 3-29 was designed to test the front wheel
angle in terms of various road conditions and environment disturbance.
Steering wheel angle

Steering wheel system

Steering
wheel

Encoder
#1

Road condition
generation

Road condition
motor

Time

Figure 3-28 Block diagram of road condition test
Steering wheel angle

Road condition generator

Road condition motor

Figure 3-29 Road condition Simulink Model
As seen in the response (Figure 3-30), the torque generated by the rotary motor through the
rotating form is influenced by the steering performance and the PID control does not have a
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good capability to deal with various road conditions and disturbance. Advanced control
algorithm is needed to address this problem.

Figure 3-30 Road condition Simulink Model response
In conclusion, the designed experimental SbW platform is successfully tested. Each motor
preforms as desired in terms of rated torque and speed. It is ready for advanced controller
design under the real-time validation.

3.6 SBW MODELLING
The experimental identification of the SbW system is based on a second order model, which
can well represent the dynamics of a SbW system. The mathematical model will be used for
the control design in the following chapters. If tire forces are ignored, the transfer function
describing the steering system dynamics takes the following form:

𝐺(𝑠) =

𝛿Q (𝑠)
1
=
8
𝜏f (𝑠) 𝐽g 𝑠 + 𝑏g 𝑠

(3-2)

where 𝛿Q is the steering angle, 𝐽g is the moment of inertia, 𝑏g is the damping of the steering
system at the road wheels. τi is the steering actuator torque. ui is the control input of the
linear actuator. 𝐻 is the scaling factor which is the product of two components, namely, the
scale factor accounting for the conversion from the steering motor input voltage to the steering
motor output torques and the steering ratio. The value of the scale factor 𝐻 which based on
experimental setup is given by
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𝐻 = 86 𝑁𝑚⁄𝑉

(3-3)

The value of 𝐻 is regarded as a constant as it is slightly varying in our experimental setup.

dd +

-

K

um

tm

H

+

+

ta

G (s )

df

Figure 3-31 Block diagram for closed loop system identification
We use closed loop system identification method to determine the parameters Jn and bn of the
real steering system (Figure 3-31). The front wheels were raised off the ground to temporarily
eliminate the effect of the tire forces, represented by τp in the block diagram. With no tire
forces, the closed loop transfer function is given by:
𝛿Q (𝑠)
𝐾𝐻𝐺(𝑠)
𝐾𝐻
=
=
𝛿q (𝑠) 1 + 𝐾𝐻𝐺(𝑠) 𝐽g 𝑠 8 + 𝑏g 𝑠 + 𝐾𝐻

(3-4)

where δs is the commanded steering angle and 𝐾 is the feedback gain. The input signal to the
closed loop system was a sinusoidal waveform that sweeps through frequencies between 0 and
5 Hz (32 rad/sec) over a 110 second time period. The feedback gain was chosen to be as large
as possible without causing the amplifier current to saturate. Figure 3-32 shows the command
signal 𝛿q (input signal) and actual steering angle 𝛿Q (output signal) with the change of
frequency.

Figure 3-32 Commanded and actual steering angle
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Empirical transfer function estimate (ETFE) was used to estimate the transfer function shown
in (3-4). The EFTE was computed as the ratio of the output Fourier transform to the input
Fourier transform, using FFT. Based on the frequency-domain input & output signal and
frequencies at which the Fourier transform values of input signal and output put signal were
computed, the Bode plot of the identified system was plotted over the ETFE as shown in Figure
3-33.

Figure 3-33 ETFE with identified Bode plot
The ETFE confirms that the steering system is second order, and the closed loop transfer
function can be written as:
𝛿Q (𝑠)
𝑤u8
𝐾𝐻
= 8
=
8
8
𝛿q (𝑠) 𝑠 + 2𝜉𝑤u 𝑠 + 𝑤u 𝐽g 𝑠 + 𝑏g 𝑠 + 𝐾𝐻

(3-5)

where wx is the natural frequency and ξ is the damping ratio of the system as derived from the
ETFE. The resonant peak and resonant frequency, the frequency domain specifications, were
used to estimate the Jn and bn . The resonant peak (𝑀L ) and resonant frequency (𝑤L ) are given
by:
𝑤L = 𝑤u z1 − 2𝜉 8
𝑀L =

1
2𝜉z1 − 𝜉 8

The (w{ , M{ ) = (5.1 rad⁄s , 2.49dB) and the Jn and bn can be easily calculated as

68

(3-6)

𝐽g = 2.55 𝑘𝑔 ∙ 𝑚8

(3-7)

𝑏g = 12.80 Nms/rad
In addition, the difference in response at lower frequencies between the actual and identified
systems arises partly from the effect of Coulomb friction (τ† (t)) present in the real system. The
Coulomb friction (τ† (t)) is described by
τQ (t) = Fn sgnTδ̇† (t)W

(3-8)

Fn is the Coulomb friction constant and given by 2.8 and sgnTδ̇† W is the sign function defined
as
1 for δ̇† (t) > 0
sgnTδ̇Q (t)W = ‹ 0 for δ̇† (t) = 0
−1 for δ̇† (t) < 0

(3-9)

The steering system is identified as a second order system with some friction effects. However,
the steering system is subject to a significant disturbance, caused by the forces generated at the
tire-road interforce. Understanding the vehicle dynamics and how it influences the steering
system is critical and the key to designing a robust controller.

𝜏'
𝛼)

𝑉
𝑡#, 𝑡%
Figure 3-34 Tire operating at a slip angle
When the vehicle undergoes a turn, tire forces acting on the steering system tend to resist
steering motion away from the straight-ahead position. This force, i.e., self-aligning moment,
is a function of the steering geometry, particularly caster angles and the manner in which the
tire deforms to generate lateral forces (Figure 3-34). Thus, a more realistic model with selfaligning torque is described by
𝐽g 𝛿Q̈ (𝑡) + 𝑏g 𝛿Q̇ (𝑡) + 𝜏Q (𝑡) + 𝜏J (𝑡) = 𝐻𝑢f (𝑡)
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(3-10)

Actuator bandwidth constraints, i.e., actuator dynamics, can seriously limit the stability of the
controller design. For the safety-critical applications, stability verification steps must be
deployed to rigorously show the bandwidth range for actuator to ensure the dynamic system
remains stable. Some work is carried out to compute a minimum filter bandwidth and guarantee
system stability. In addition, estimation of the actuator bandwidth can be obtained by notch
filters so that the efficient optimization of the actuator design can be achieved at the design
phase. In our experimental test rig, the bandwidth of actuator is adequately high and the system
response is a decaying sinusoid during the ISO step steer test.
In this chapter, a good understanding of the steering system dynamic characteristics was
provided. A second-order system from the steering motor input voltage to the front-wheel
steering angle was modelled. The identification of the system’s physical parameters provided
a starting point for developing accurate steering control and fault tolerant control schemes in
the following chapters.
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CHAPTER 4

FAULT TOLERANT CONTROL OF STEER-

BY-WIRE SYSTEMS
4.1 INTRODUCTION
In this chapter, two fault tolerant methods developed based on two-stage Kalman filter are
proposed for actuator failure in SbW system. The modelling of SbW systems is carried out in
Section 4.2. A FDI based actuator fault tolerant control scheme is designed in Section 4.3 where
MPC-based controller design and control effective factor estimation based on two-stage
Kalman filter are discussed. The simulation and experimental results are provided in Section
4.3.5 and Section 4.3.6. A fault tolerant sliding mode predictive control (SMPC) strategy is
proposed in Section 4.4 where sliding model control (SMC) controller design and stability
analysis are discussed in detail in Section 4.4.2. In Section 4.4.3, the proposed SMPC-CPSO
is detailed along with a faulty observer. In addition, the designed fault tolerant controller is
verified via simulation studies in Section 4.4.4. Finally, Section 4.5 draws some conclusions.

4.2 SBW SYSTEMS MODELLING
Based on Section 3.2, the SbW system dynamics can be described as
𝑥̇ (𝑡) = 𝐴, 𝑥(𝑡) + 𝐵, 𝑢f (𝑡) + 𝐵” 𝜏(𝑡)
𝑦(𝑡) = 𝐶, 𝑥(𝑡)

(4-1)

where x(t) ∈ ℝx denotes the SbW systems state vector and can be expressed as
š
𝑥(𝑡) = ˜𝛿Q̇ (𝑡) 𝛿Q (𝑡) ™

(4-2)
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The inputs of the front wheel subsystem is the voltage supplied to the front wheel motor 𝑢f (𝑡)
and the self-aligning torque which represents the resistance offered by the road and coulomb
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š

friction 𝜏(𝑡) = ˜𝜏J (𝑡) 𝜏Q (𝑡)™ . 𝑦(𝑡) is the system output, i.e., the front wheel angle. In general,
the maximum front wheel angle depends on the available wheel well space and is constrained
by the mechanical linkage between each wheel. According to [114], the front wheel angle for
a traditional front wheel steering vehicle is between −35~35 degrees while the maximum
turning angle of the front wheels can achieve is 90 degrees in four-wheel-independent-steering
vehicles. In this work, the front wheel angles of SbW systems lies only within -45~45 degrees.
If an input angle outside this range is entered, the vehicle will not be able to turn to that amount.
In addition, the maximum steering wheel angle is arounds 2.5 to 3.2 turns which is about 900
to 1152 degrees of steering. The hand wheel steering angle of SbW systems is assumed to have
a range of −900~900 degrees. Any value outside this range is not acknowledged by the
vehicle controller.
Moreover, the saturation effects of the steering system are taken into account in the control
design. This means that the motor voltage and rate of change of the voltage need to be limited.
𝑈g,¨,©u ≤ 𝑈g, ≤ 𝑈g,¨,J«

(4-3)

where Ug,¨,J« and Ug,¨,©u denote the saturation level. The designed control laws should
take the saturation effort into account; otherwise the controller effect may skew the amount
that the car actually turns with undesirable consequences for the system.

4.3 FDI BASED ACTUATOR FAULT TOLERANT CONTROL FOR
CONSTRAINED STEER-BY-WIRE SYSTEMS
4.3.1

Fault detection and isolation scheme

Let us consider a SbW system with system uncertainty as
𝑥̇ (𝑡) = 𝐴, 𝑥 (𝑡) + 𝐵, 𝑢(𝑡) + 𝑤(𝑡)
𝑦(𝑡) = 𝐶, 𝑥(𝑡)

(4-4)

where, 𝐵, ∈ ℝu∗, is the input distribution matrices for 𝑢(𝑡) , 𝑤(𝑡) = 𝐵” 𝜏(𝑡) + 𝑤- (𝑡) ∈ ℝu ,
𝐵” ∈ ℝu∗, are the input distribution matrices for 𝜏(𝑡), 𝐵” 𝜏(𝑡) can be defined as system
disturbance and 𝑤- (𝑡) denotes system matched uncertainties.
The matched uncertainty w- (t) can be defined as
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𝑤- (𝑡) = 𝐵, 𝑤, (𝑡)

(4-5)

Assumption 4.1 w_ (t) is bounded and smooth, which satisfies
0 ≤ ‖𝑤, (𝑡)‖ ≤ 𝛿, < ∞

(4-6)

δ_ is the maximum value of w_ (t) and is a priori.
Using a sampling time T, the continuous-time system model (4-4) can be discretised as
𝑥(𝑘 + 1) = 𝐴𝑥 (𝑘 ) + 𝐵𝑢(𝑘 ) + 𝑑(𝑘)
𝑦(𝑘) = 𝐶𝑥(𝑘)

(4-7)

where
𝐴=𝑒
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with 𝜉(𝑡) = 𝐵” 𝜏(𝑡) + 𝐵, 𝑤, (𝑡).
we assume that the disturbance 𝑑(𝑘) is estimated by its one-step delayed value d(k − 1) [115]:
𝑑¶ (𝑘) = 𝑑(𝑘 − 1) = 𝑥(𝑘) − 𝐴𝑥(𝑘 − 1) − 𝐵𝑢(𝑘 − 1)

(4-8)

In this work, only partial actuator failure is considered and a modified two-stage adaptive
Kalman filtering algorithm is used to estimate F(k) [116] and state 𝑥(𝑘):
We define
𝐹(𝑘) = 1 + 𝛾(𝑘)

(4-9)

and γ(k) is control effectiveness factor. 𝛾(𝑘) = 0, 𝑢(𝑘) is normal; If 𝛾(𝑘) = −1, 𝑢(𝑘) is
outage. To include the possible loss of control effectiveness in the model control effectiveness
factors,−1 ≤ 𝛾(𝑘) ≤ 0 is introduced as functions of discrete time k . In the absence of
knowledge about the evolution of the 𝛾(𝑘), the control effectiveness factors can be modelled
as a random bias vector [117]:
𝛾(𝑘 + 1) = 𝛾(𝑘) + 𝑤 º (𝑘)
Thus, the bias augmented model has the following form:
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(4-10)

𝑥(𝑘 + 1) = 𝐴𝑥(𝑘) + 𝐵T1 + 𝛾(𝑘)W𝑢(𝑘) + 𝑑(𝑘)
𝛾(𝑘 + 1) = 𝛾 (𝑘) + 𝑤 º (𝑘 )
𝑦(𝑘 + 1) = 𝐶𝑥 (𝑘 + 1)

(4-11)

Then, the adaptive two-stage Kalman filter is designed as follows:
Diagonal weighting vector estimator:
𝛾»(𝑘 + 1|𝑘) = 𝛾»(𝑘|𝑘)

(4-12)

𝛾»(𝑘 + 1|𝑘 + 1) = 𝛾»(𝑘 + 1|𝑘) + 𝐾 º (𝑘 + 1)T𝑟̃ (𝑘 + 1) − 𝐻(𝑘 + 1|𝑘)𝛾»(𝑘|𝑘)W (4-13)
𝐾 º (𝑘 + 1) = 𝑃º (𝑘 + 1|𝑘)𝐻š (𝑘
¨-

+ 1|𝑘) [𝐻(𝑘 + 1|𝑘)𝑃º (𝑘 + 1|𝑘)𝐻š (𝑘 + 1|𝑘) + 𝑆À(𝑘 + 1)]

𝑃º (𝑘 + 1|𝑘) =

𝛼(𝑘|𝑘)
š
𝜌(𝑘)T𝜌(𝑘)W + 𝑄º (𝑘)
𝜆(𝑘)

𝑃º (𝑘 + 1|𝑘 + 1) = T𝐼 − 𝐾 º (𝑘 + 1)𝐻(𝑘 + 1|𝑘)W𝑃º (𝑘 + 1|𝑘)

(4-14)

(4-15)

(4-16)

where 𝑥»(𝑘 + 1|𝑘) is the predicted state estimation and 𝑥(𝑘 + 1|𝑘) is the predicted covariance
estimation. Æ(𝑘)
𝑟
is the filter residual, 𝐻(𝑘) is the optimal bias estimator variable. 𝛼(𝑘|𝑘) is
the eigenvalue of 𝑃º (𝑘|𝑘) and 𝜌(𝑘) is the corresponding eigenvector with ‖𝜌(𝑘)‖ = 1. 𝜆(𝑘)
is the eigenvalue of 𝑃º (𝑘|𝑘). In addition, the forgetting factor should force 𝑃º (𝑘 + 1|𝑘) to
stay within a prescribed bound
𝛼,©u 𝐼 ≤ 𝑃º (𝑘 + 1|𝑘) ≤ 𝛼,J« 𝐼

(4-17)

where 𝛼,©u , 𝛼,J« are positive constants with 0 < 𝛼,©u < 𝛼,J« < ∞ . Following the
argument in [14], the forgetting factor 𝜍(𝑘) can be chosen as
1
,
𝛼
−
𝛼
𝜍(𝑘) = ‹ ( )
,J«
,©u
𝛼 𝑘|𝑘 È𝛼,©u +
𝛼(𝑘|𝑘)É ,
𝛼,J«

𝛼(𝑘|𝑘) > 𝛼,J«
𝛼 (𝑘|𝑘 ) < 𝛼,©u

(4-18)

This selection of forgetting factor guarantees that the lower bound is satisfied. Under the
-

condition that 𝑄º (𝑘) = [Ê(N) − 1] 𝛼(𝑘|𝑘) 𝜌(𝑘)𝜌š (𝑘) ≥ 0, ∨ 𝑘 , the upper bound is also
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satisfied. Then the diagonal weighting vector F(k) is estimated as 𝐹Í (𝑘 + 1) = 1 + 𝛾»(𝑘 +
1|𝑘 + 1).
The state estimator:
𝑥Î(𝑘 + 1|𝑘) = 𝐴𝑥Î(𝑘|𝑘) + 𝐵𝑢(𝑘) + 𝑊(𝑘)𝛾»(𝑘|𝑘) − 𝜎(𝑘)𝛾»(𝑘|𝑘)

(4-19)

𝑃Ñ « (𝑘 + 1|𝑘) = 𝐴𝑃Ñ « (𝑘|𝑘) + 𝑄 « (𝑘) + 𝑊(𝑘)𝑃º (𝑘|𝑘)𝑊 š (𝑘)
− 𝜌(𝑘 + 1|𝑘)𝑃º (𝑘 + 1|𝑘)𝜌š (𝑘 + 1|𝑘)

(4-20)

𝑥Î(𝑘 + 1|𝑘 + 1) = 𝑥Î(𝑘 + 1|𝑘) + 𝐾 « (𝑘 + 1)T𝑦(𝑘 + 1) − 𝐶𝑥Î(𝑘 + 1|𝑘)W

(4-21)

š

𝐾 « (𝑘 + 1) = 𝑃Ñ « (𝑘 + 1|𝑘)𝐶 š [𝐶𝑃Ñ « (𝑘 + 1|𝑘)𝐶 š + 𝑅(𝑘 + 1)]

(4-22)

𝑊(𝑘) = 𝐴 𝜎(𝑘|𝑘) + 𝐵𝑢(𝑘)

(4-23)

𝜎(𝑘 + 1|𝑘) = 𝑊(𝑘)𝑃º (𝑘|𝑘)T𝑃º (𝑘|𝑘)W

¨-

(4-24)

𝐻(𝑘 + 1|𝑘) = 𝐶𝜎(𝑘 + 1|𝑘)

(4-25)

𝜎(𝑘 + 1|𝑘 + 1) = 𝜎(𝑘 + 1|𝑘) − 𝐾 « (𝑘 + 1)𝐻(𝑘 + 1|𝑘)

(4-26)

𝑥»(𝑘 + 1|𝑘 + 1) = 𝑥Î(𝑘 + 1|𝑘 + 1) + 𝑉(𝑘 + 1|𝑘 + 1)𝛾»(𝑘 + 1|𝑘 + 1)

(4-27)

where 𝑥Î(𝑘) is the system state estimation,

𝑥»(𝑘) is the compensated state

estimation. 𝜌(𝑘), 𝑄 « (𝑘) and 𝑊(𝑘) are the coupling variables.
4.3.2

Model predictive control

Model predictive control is known as an effective solution for constrained control system
design problems in the process industries. The objective of model predictive control is to
compute a trajectory of a future manipulated variable 𝑢(𝑡) to optimize the future behaviour of
the plant output.
The system augmented model which is used in the design of predictive control is predicted as
follows.
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𝐲 = 𝐰 + G𝐮 + Q𝐝¶

(4-28)

where
𝐰 = W𝑥(𝑡N )
W = [𝐶

𝐶𝐴

𝐶𝐵
𝐶𝐴𝐵
G=
⋮
ÚÝ ¨𝐶𝐴
𝐵

𝐶𝐴8
0
𝐶𝐵
⋮

𝐶𝐴ÚÝ ¨8 𝐵

𝐶
𝐶𝐴
Q=
⋮
ÚÝ ¨𝐶𝐴

š
… 𝐶𝐴ÚÛ ]

⋯
⋯
⋱
⋯

0
𝐶𝐴
⋮
ÚÝ ¨8
𝐶𝐴

0
0
⋮

£

𝐶𝐴ÚÝ ¨Úà 𝐵
0
0£
⋮
𝐶

⋯
⋯
⋱
⋯

(4-29)

𝐲 = [𝑦 š (𝑘 + 1|𝑘 ) … 𝑦 š (𝑘 + 𝑁á |𝑘 )]𝑻
𝐮 = ˜𝑢š (𝑘 ) … 𝑢š T𝑘 + 𝑁U − 1W™

𝑻

𝑻
𝐝¶ = ˜𝑑¶ š (𝑘 ) … 𝑑¶ š T𝑘 + 𝑁U − 1W™

The control design parameter Nã denotes the output horizon. The change in absolute control
action can be expressed as
∆𝐮 = 𝐃𝐮𝒖 + 𝒆𝒖

(4-30)

where

𝐮𝒖 = [𝑢š (𝑘 ) ⋯

𝑢š (𝑘 + 𝑁M − 1)]𝑻

∆𝑢(𝑘 )
⋮
∆𝐮 = è
é
∆𝑢(𝑘 + 𝑁M − 1)
−u(k − 1)
𝒆𝒖 = è
é
⋮
0
𝐼
⎡−𝐼
𝐃=⎢0
⎢ ⋮
⎣0

0
𝐼
−𝐼
⋮
0

⋯
⋯
⋯
⋯
⋯
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0
0
0
0
−𝐼

(4-31)
0
0⎤
0⎥
0⎥
𝐼⎦

𝑁M denotes the output horizon and control horizon. There are physical constraints on the system
which are specified in the form
u(k)
u_pñ
u_ðx
⋮
è ⋮ é≤è
é≤è ⋮ é
_ðx
u(k + 𝑁M − 1)
u_pñ
u
∆u(k)
∆u_pñ
∆u
⋮
è ⋮ é≤è
é≤è ⋮ é
_ðx
(
)
∆u
k
+
𝑁
−
1
∆u_pñ
∆u
M
_ðx

(4-32)

As [𝑢(k) ⋯ u(k + 𝑁M − 1)]š = D¨- (∆𝐮 − 𝒆𝒖 ), then constraints for the control movement are
imposed as
−TD¨- (∆𝐮 − 𝒆𝒖 )W ≤ −𝒰,©u
D¨- (∆𝐮 − 𝒆𝒖 ) ≤ 𝒰,J«
∆𝐮 ≤ −∆𝒰

(4-33)

,©u

∆𝐮 ≤ −∆𝒰,J«
where 𝒰_ðx , 𝒰_pñ , ∆𝒰,©u and ∆𝒰,J« are column vectors with Nô elements of u_ðx , u_pñ ,
∆u_ðx and ∆u_pñ , respectively.
The optimization problem is proposed as follows:
min J = (𝐲 − r)÷ (𝐲 − r) + ∆𝐮š ∆𝐮
ôö

= (𝐲 − r)÷ (𝐲 − r) + (𝐃𝐮𝒖 + 𝒆𝒖 )÷ (𝐃𝐮𝒖 + 𝒆𝒖 )

(4-34)

subject to the inequality constraints
M∆𝐮 ≤ γ

(4-35)

where the data matrices are
M=È

¨MN
−I
É ; γ = È - É ; M- = ù−𝐃¨- ú ; M- = ù ú
M8
N8
I
𝐃

−𝒰_ðx − 𝐃¨- eô
−∆𝒰_ðx É
N- = › _pñ
Ÿ
;
N
=
È
𝒰
+ 𝐃¨- eô
∆𝒰_pñ
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(4-36)

÷

and r = ˜r ÷ (k), ⋯ , r ÷ T𝑘 + 𝑁U − 1W™ is the vector of the reference signal, which is the
steering wheel angle. To minimize the objective function subject to equality constraints, the
following Lagrange expression is considered
min 𝐽 = (𝐲 − 𝒓)š (𝐲 − 𝒓) + (𝐃𝐮𝒖 + 𝒆𝒖 )š (𝐃𝐮𝒖 + 𝒆𝒖 ) + 𝜆š (𝑀∆𝐮 − γ)
𝒖ý

(4-37)

where λ is the Lagrange multiplier. It can be seen that the value of (39) subject to the equality
constraints (40) is the same as the original cost function (42). We assume that the control input
beyond the control horizon must be constant; that is
u(t ! + j) = u(t ! + 𝑁M − 1) for j = 𝑁M , ⋯ , Nã − 1

(4-38)

Then we can obtain
𝐮𝒚 = 𝚪𝐮𝒖

(4-39)

where
0
𝚪= 0
⋮
0

0
0
⋮
0

⋯
⋯
⋱
⋯

𝐼
𝐼£ ⨂𝐼
(𝑁𝑃 −𝑁𝑐 +1)∗𝑁𝑐
⋮
𝐼

In addition, we assume that the predicted disturbance remains constant at the last measured
value, namely dÍ(t ! ) = dÍ(t ! + 1) = ⋯ = dÍTt ! + N' − 1W.
Hence, the model predictive control for SbW systems can be presented in terms of the modified
prediction model:
š

(𝐮𝒖 + Q𝐝¶ − 𝒓W T𝐰 + G
(𝐮𝒖 + Q𝐝¶ − 𝒓W
𝐽 = T𝐰 + G
+ (𝐃𝐮𝒖 + 𝒆𝒖 )š (𝐃𝐮𝒖 + 𝒆𝒖 ) + 𝜆š (𝑀(𝐃𝐮𝒖 + 𝒆𝒖 ) − 𝛾)

(4-40)

where
( = 𝐺⃖ − 𝐺⃗ 𝚪
G
The matrix G can be partitioned into [𝐺⃖

⃖++ ∈ ℝ𝑁𝑝 ∗𝑁𝑐 and 𝐺
++⃗ ∈ ℝ𝑁𝑝 ∗T𝑁𝑝 −𝑁𝑐 +1W .
𝐺⃗ ] where 𝐺
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(4-41)

From the first derivative of the cost function J with respect to the vectors uô and λ, the optimal
λ and uô are
¨-

(š G
( + 𝑫𝑻 𝑫W¨- (𝑀𝑫)š ú
𝜆∗ = − ù𝑀𝐷TG

ù𝛾 − 𝑀𝒆𝒖

(š G
( + 𝑫𝑻 𝑫W¨- 2G
( š (w − 𝑟) + 2𝐃𝒆𝒖
+ (𝑀𝑫)š 𝑀𝑫TG
+ 2𝐺Ñ š Q𝑑¶ú

(4-42)

(š G
( + 𝜆𝑫𝑻 𝑫™¨- ˜−(𝑀𝑫)š 𝜆∗ + 2G
( š (r − 𝑤) − 2𝐃𝒆𝒖 − 2𝐺Ñ š Q𝑑¶ ™
𝑢.∗ = ˜G

4.3.3

Hypothesis test

Based on the control effectiveness factor estimation, statistical variables can be constructed for
testing the hypothesis. Define the weighted sum-squared bias estimate as:
1
ℎ(𝑘) =
𝐿

N

/

8

T𝛾»(𝑘|𝑘)W 1𝑃º (𝑗|𝑗)

(4-43)

23N45¨-

where L denotes the data window which is equal to the simulation time. h(k) is small until
there is a reduction of effectiveness. Therefor the following hypothesis test can be used:
When there is no significant reduction of effectiveness in control input:
ℎ(𝑘) < 𝜀

(4-44)

Otherwise, if ith control input has significant reduction of effectiveness:
ℎ(𝑘) ≥ 𝜀

(4-45)

5.3.4 Controller reconfiguration
When partial actuator failures occur and the FDI scheme detects and isolates them, estimation
of control effective factors 𝛾»(𝑘|𝑘) is passed to the supervisor, then new model
𝑥(𝑘 + 1) = 𝐴𝑥(𝑘) + 𝐵T1 + 𝛾»(𝑘)W𝑢(𝑘) + 𝑑(𝑘)
replaces the old fault-free model
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(4-46)

𝑥(𝑘 + 1) = 𝐴𝑥(𝑘) + 𝐵𝑢(𝑘) + 𝑑(𝑘)

(4-47)

in the MPC-based controller so that the internal model matches the plant. MPC-based controller
uses the new model to predict the future trajectory and to minimize the difference between
desired steering wheel angle and front wheel angle in the condition of actuator failures. The
fault tolerant model predictive control for SbW systems with fault information can be presented
as follows:
š

( 𝐮𝒖 + Q𝐝¶ − 𝒓W T𝐰 + Ω
( 𝐮𝒖 + Q𝐝¶ − 𝒓W
𝐽Q = T𝐰 + Ω
+ (𝐃𝐮𝒖 + 𝒆𝒖 )š (𝐃𝐮𝒖 + 𝒆𝒖 ) + 𝜆š (𝑀(𝐃𝐮𝒖 + 𝒆𝒖 ) − 𝛾)

(4-48)

where
𝐶𝐵T1 + γ»(k)W
⎡
( = ⎢⎢ 𝐶𝐴𝐵T1 + γ»(k)W
Ω
⎢ 𝑁 −1 ⋮
⎣𝐶𝐴 𝑝 𝐵T1 + γ»(k)W

0
» (k)W
𝐶𝐵T1 + γ
⋮
𝐶𝐴𝑁𝑝 −2 𝐵T1 + γ»(k)W

⋯
⋯
⋱
⋯

0
0
⋮

⎤
⎥
⎥
𝑁𝑝 −𝑁𝑐
» (k)W⎥
𝐶𝐴
𝐵T1 + γ
⎦

(4-49)

⃖++ − ++⃗
(=Ω
Ω
Ω𝚪
⃖+++ ∈ ℝ𝑁𝑝 ∗𝑁𝑐 and Ω
+++⃗ ∈ ℝ𝑁𝑝 ∗T𝑁𝑝 −𝑁𝑐 +1W .
The matrix Ω can be partitioned into [⃖Ω+ +Ω
+⃗] where Ω

From the first derivative of the cost function J with respect to the vectors uô and λ, the optimal
λ and uô are
(šΩ
( + 𝑫𝑻 𝑫W¨- (𝑀𝑫)š ú
𝜆Q∗ = − ù𝑀𝐷TΩ

¨-

ù𝛾 − 𝑀𝒆𝒖

(šΩ
( + 𝑫𝑻 𝑫W¨- 2Ω
( š (w − 𝑟) + 2𝐃𝒆𝒖
+ (𝑀𝑫)š 𝑀𝑫TΩ
( š Q𝑑¶ú
+ 2Ω

(4-50)

∗
(š Ω
( + 𝜆𝑫𝑻 𝑫™¨- ˜−(𝑀𝑫)š 𝜆∗ + 2Ω
( š (r − 𝑤) − 2𝐃𝒆𝒖 − 2𝐺Ñ š Q𝑑¶™
𝑢.Q
= ˜Ω

4.3.4

Simulation results

A series of computer simulations were carried out to evaluate the fault tolerant performance of
MPC-based controller for SbW systems.
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4.3.4.1 Simulation environment
The simulation environment to validate the fault-tolerant performance of the proposed MPCbased controller was set up as follows:
1) In the MPC controller, the limits for Δu, u and δ Q were:
−0.2 ≤ ∆𝑢 ≤ 0.2
−5 ≤ 𝑢 ≤ 5
45
45
−
∗ 𝜋 ≤ 𝛿Q ≤
∗𝜋
180
180
2) Driver’s input torque: to demonstrate the effectiveness of the proposed scheme for
tracking reference inputs even in the presence of actuator faults, the driver's input torque
was set as a periodic sinusoidal signal and three types of driver’s input torques were
considered :
i.

τ; = 0.6 𝑠𝑖𝑛(𝑡 )𝑁𝑚

ii.

τ; = 2 𝑠𝑖𝑛(𝑡) 𝑁𝑚

iii.

τ; = 2.5 𝑠𝑖𝑛(𝑡) 𝑁𝑚

The control gains of the PD regulator for controlling the feedback motor were chosen as K U =
3.6 and K q = 1.5, respectively;
3) The vehicle velocity was set as V=> = 20 m/s;
4) To simulate different types of actuator impairment, three designed fault scenarios were
used as follows:
Scenario 1: 𝑢 was set as 50% of control effectiveness during t=3~4s;
Scenario 2: 𝑢 was set as 50% of control effectiveness after t=3.7s;
Scenario 3: Gradual reduction in 𝑢 from t=5 s and finally u was set as 20% of control
effectiveness after t=10s.
The design of such test scenarios aimed to ensure that the performance of the proposed scheme
was evaluated as completely as possible.
4.3.4.2 Simulation results and performance evaluation
Scenario 1: The steering tracking performance of the proposed MPC-based fault-tolerant
controller with driver torque of τ; = 6 𝑠𝑖𝑛𝑡 𝑁𝑚 is shown in Figure 4-1(a).
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For comparison, the steering racking performance without FDI scheme is also presented with
yellow line. The fault detection process is shown in Figure 4-1 (b).
In addition, the tracking performance and fault detection with driver torque of τ; =
16 𝑠𝑖𝑛𝑡 𝑁𝑚 and τ; = 22 𝑠𝑖𝑛𝑡 𝑁𝑚 are represented in Figure 4-1 (c) ~ (d), respectively.

(a) Tracking performance with driver

(b) Fault detection with driver torque of

torqueτ; = 6 𝑠𝑖𝑛𝑡 𝑁𝑚

τ; = 6 𝑠𝑖𝑛𝑡 𝑁𝑚

(c) Tracking performance with driver torque

(d) Tracking performance with driver torque
of τ; = 22𝑠𝑖𝑛𝑡 𝑁𝑚.

of τ; = 16𝑠𝑖𝑛𝑡 𝑁𝑚

Figure 4-1 Fault-tolerant performance of the MPC controller in Scenario 1.
In order to specify the effectiveness of the proposed MPC controller with an FDI module, the
mean absolute error (MAE), standard deviation of tracking error and fault detection time are
calculated and presented in Table 4-1. The MAE is the average of the absolute difference of
reference front wheel angle and actual front wheel angle and is a quantity used to measure how
close the actual front wheel angle is to the reference front wheel angle. The mean absolute error
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-

is given by 𝑀𝐴𝐸 = u ∑u©3-|𝑒© | where 𝑒© is the difference between reference signal and actual
signal at the 𝑖𝑡ℎ second while 𝑛 is the sample number. The standard deviation (SD) of errors
indicates whether the errors are spread out over a wider range of values or close to a specific
-

-

value. The standard deviation is 𝑆𝐷 = Au ∑u©3-(𝑒© − 𝜇)8 with 𝜇 = u ∑u©3- 𝑒© .
From Figure 4-1 and Table 4-1, it can be seen that using the fault information which is the
output of the FDI module, the MPC controller can detect and identify the actuator failure
immediately (average detection time is 3.23s) and change the objective model of the MPC
controller to implement the loss control effectiveness and to predict the future trajectory. Based
on the fault information provided by the FDI module, the MPC is no longer blind to actuator
failure and the values of MAE and SD indicate that the proposed MPC can accommodate the
actuator failure more effectively than the fault-tolerant control system using only MPC. In
addition, as the steering angle increases, the tracking error also is slightly increased (both MAE
and SD).
Table 4-1 The comparison results in Scenario 1
Scenario 1: u is 50% of control effectiveness during t=3~4s;
Proposed MPC with FDI

Conventional MPC without FDI

FDI
MAE

Driver torque
6 𝑠𝑖𝑛𝑡 𝑁. 𝑀
Driver torque
16 𝑠𝑖𝑛𝑡 𝑁. 𝑀
Driver torque
22 𝑠𝑖𝑛𝑡 𝑁. 𝑀

FDI

SD

MAE
alarm

time

SD
alarm time

0.0119

2.139e-4

√

3.1s

0.0154

4.841e-4

×

-

0.0318

0.002

√

3.2s

0.0438

0.004

×

-

0.0462

0.007

√

3.4s

0.0634

0.008

×

-

√: has a capability; ×: has no capability
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Scenario 2: To show the ability of the proposed scheme to recover the fault performance even
in the case of permanent actuator failure, the results of Scenario 2 are illustrated in Figure 4-2
(a,b,c,d).

(a) Tracking performance with driver torque

(b) Fault detection with driver torque of

of τ; = 6 𝑠𝑖𝑛𝑡 𝑁. 𝑀

τ; = 6 𝑠𝑖𝑛𝑡 𝑁𝑚

(c) Tracking performance with driver torque

(d) Tracking performance with driver torque

of τ; = 16𝑠𝑖𝑛𝑡 𝑁𝑚

of τ; = 22𝑠𝑖𝑛𝑡 𝑁𝑚.

Figure 4-2 Fault-tolerant performance of MPC controller in Scenario 2
Table 4-2 gives the MAE, SD and detection time in Scenario 2 as well. When the actuator fails
permanently, perfect tracking usually becomes impossible. A degraded performance
percentage (DPP) is then described by calculating the proportion of actual front wheel angle to
the reference front wheel angle.
The simulation results in Figure 4-2 and Table 4-2 show that when the control effectiveness of
the actuator suddenly decreases to failure level, the proposed method attempts to restore the
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original functionality of the SbW systems and tracks the desired trajectory with an acceptable
degraded performance (average degraded performance percentage is around 71.9 %). However,
the degraded performance percentage of conventional MPC without FDI is less than 30%
which is totally unacceptable. In order to inform the driver of the actuator fault and to take the
necessary action, the actuator fault must be detected on time (average detection time is 0.5s
after the actuator failure occurs) and continuously flagged by the hypothesis test (Figure 4-2
(b)). With an increase in the steering angle, the tracking error also increases and tracking
performance is more degraded simultaneously for both control algorithms.
Table 4-2 The comparison results in Scenario 2
Scenario 2: u is 50% of control effectiveness after t=3.7s
Proposed MPC with FDI

Conventional MPC without FDI

FDI
MAE

Driver torque
6 𝑠𝑖𝑛𝑡 𝑁. 𝑀
Driver torque
16 𝑠𝑖𝑛𝑡 𝑁. 𝑀
Driver torque
22 𝑠𝑖𝑛𝑡 𝑁. 𝑀

FDI

SD

DPP
alarm

time

MAE

SD

DPP
alarm

time

0.031

9.35e4

√

4.3s

75.53%

0.071 0.007

×

-

23.4%

0.087

0.007

√

4.2s

72.70%

0.222 0.074

×

-

12.96
%

0.132

0.017

√

4.25
s

67.51%

0.324 0.159

×

-

9.2%

√: has a capability; ×: has no capability
Scenario 3: When the control effectiveness is gradually reduced, the fault-tolerant capability
of the MPC controller can deal with it. With a decrease in control effectiveness, the FDI module
should detect the fault and update the fault information to the MPC controller to ensure the
stability of the system and maintaining an acceptable steering performance.
Figure 4-3 presents the tracking performance of the proposed scheme in test scenario 3 under
the condition of gradual control effectiveness. Figure 4-3 (a, c and d) shows the tracking
performance with driver torque of τ; = 6 𝑠𝑖𝑛𝑡 𝑁. 𝑀 , τ; = 16𝑠𝑖𝑛𝑡 𝑁. 𝑀

and τ; =

22𝑠𝑖𝑛𝑡 𝑁. 𝑀. Figure 4-3 (b) illustrates the gradual decline of the control effectiveness after 5
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s, reaching 80% reduction after 10s.The computation of MAE, SD, detection time and DPP are
also given in Table 4-3.

(a) Tracking performance with driver torque (b) Loss of control effectiveness with driver
of τ; = 6 𝑠𝑖𝑛𝑡 𝑁. 𝑀

torque of τ; = 16 𝑠𝑖𝑛𝑡 𝑁. 𝑀

(c) Tracking performance with driver torque
of τ; = 16𝑠𝑖𝑛𝑡 𝑁. 𝑀

(d) Tracking performance with driver torque
of τ; = 22𝑠𝑖𝑛𝑡 𝑁. 𝑀

Figure 4-3 Fault-tolerant performance of MPC controller in in Scenario 3
As observed from these results, when the control effectiveness begins to decrease, the proposed
method with FDI can stabilize the system and track the desired trajectory with small fluctuation
(actual steering performance percentage is between 77.60% and 83.95%). With a decrease in
control effectiveness, the FDI module can detect and identify it and the tracking performance
is degraded with an increase of front wheel angle within an acceptable range (Figure 4-3 (a),
(c) and (d)). Furthermore, in order to raise the driver fault alarm, the actuator fault should be
continuously declared by the hypothesis test. However, without FDI, MPC fails to compensate
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for the actuator faults and only shows less than 30% steering performance which cannot
achieve a steering function.
Table 4-3 The comparison results in Scenario 3
Scenario 3: Gradual reduction in u from t=5s and finally u is 20% of control effectiveness after t=10s
Proposed MPC with FDI

Conventional MPC without FDI

FDI
MAE

Driver
torque

0.019

6 𝑠𝑖𝑛𝑡 𝑁. 𝑀
Driver
torque
16 𝑠𝑖𝑛𝑡 𝑁. 𝑀
Driver
torque

0.056
5

0.101

SD

4.72e4

0.012
2

0.012

22 𝑠𝑖𝑛𝑡 𝑁. 𝑀

alar
m

FDI
DPP

MAE

SD

0.053

0.00
5

time

√

6s

81.20%
~
86.58%

√

5.6s

77.92%
~
86.09%

√

5.75
s

73.69%
~
79.18%

0.155
3

0.04
4

0.211

0.08
0

alar
m

×

tim
e

-

DPP

21.53%
~
37.88%

×

-

18.76%
~
31.1%

×

-

12.88%
~
31.05%

√: has a capability; ×: has no capability
4.3.5

Experimental results

In this section, the effectiveness and the advantages of the proposed SMC on a SbW
experimental platform is verified on an quarter experimental SbW system rig. In order to
demonstrate the superiority of the FDI based fault tolerant controller, the same fault
information as the ones used in the simulation were considered with the reference steering
angle 𝛿Q = 0.3 𝑠𝑖𝑛(𝜋⁄4) 𝑟𝑎𝑑 . The MPC tracking control was compared against a system
without FDI.
The experimental results show that the FDI module can accurately and quickly detect various
types and different values of the actuator faults. After the fault is detected, the MPC fault
tolerant controller uses the estimation of the faults to compensate the fault effectively in order
to achieve an acceptable steering performance and ensure driver safety. In contrast, the MPC
controller without FDI cannot tolerate any fault and suffer from environment disturbance. The
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proposed method is able to deal with constraints and partial actuator failure simultaneously and
maintain an acceptable tracking performance, no matter whether the actuator failure occurs
suddenly or control effectiveness is gradually reduced.

(a) Tracking performance

(b) Fault detection

Figure 4-4 Performance for Scenario 1

(a) Tracking performance

(b) Fault detection

Figure 4-5 Performance for Scenario 2

(a) Tracking performance

(b) Fault detection
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Figure 4-6 Performance for Scenario 3

4.4 FAULT TOLERANT SLIDING MODE PREDICTIVE CONTROL FOR
UNCERTAIN STEER-BY-WIRE SYSTEM
4.4.1

Sliding mode design

Consider an SbW system with system uncertainty and actuator faults as
𝑥̇ (𝑡) = 𝐴, 𝑥(𝑡) + 𝐵,- 𝑣(𝑡) + 𝑤(𝑡)
𝑦(𝑡) = 𝐶, 𝑥(𝑡)

(4-51)

where B_- ∈ ℝx×_ is the control input matrix for v(t) . w(t) = B_8 T† (t) + w- (t) ∈ ℝx ,
where B_8 ∈ ℝx×_ is the input matrix for T† (t). B_8 T† (t) can be defined as the system
disturbance and w- (t) denotes the system matched uncertainty. 𝑣(𝑡) = 𝐹(𝑡)𝑢(𝑡). 𝑣(𝑡) is the
virtual control input, and 𝐹(𝑡) is a weighting vector that presents the effectiveness level of the
actuator. If 0 ≤ 𝐹(𝑡) < 1, the actuator is faulty. 𝐹(𝑡) = 1 indicates that the actuator is healthy,
while 𝐹(𝑡) = 0 indicates the actuator has failed. In this work, a two-stage adaptive Kalman
filter algorithm is used to estimate the diagonal weighting factor 𝐹(𝑡). This is discussed in the
next section. Thus the actual 𝐹(𝑡) and its estimate 𝐹Í (𝑡) satisfy [118]:
𝐹(𝑡) = 𝐹Í(𝑡) − 𝛿(𝑡)

(4-52)

where 𝛿(𝑡) describes the inaccuracy of the estimated fault and 𝛿(𝑡) ∈ [0,1].
The matched uncertainty 𝑤- (𝑡) can be defined as
𝑤- (𝑡) = 𝐵, 𝑤, (𝑡)

(4-53)

Assumption 4.1 𝑤, (𝑡) is bounded and smooth, which satisfies [118]:
0 ≤ ‖𝑤, (𝑡)‖ ≤ 𝛿, < ∞
0 ≤ ‖𝑤̇ , (𝑡)‖ ≤ ε

(4-54)

𝛿, is the maximum value of 𝑤, (𝑡) and known a priori. ε is a small positive quantity. It is also
assumed that the system is controllable.
Substitution of (4-52) and (4-53) into (4-51) leads to
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𝑥̇ (𝑡) = 𝐴, 𝑥(𝑡) + 𝐵, [𝐹Í (𝑡) − 𝛿(𝑡)] 𝑢(𝑡) + 𝑤(𝑡)
= 𝐴, 𝑥(𝑡) + 𝐵,- 𝐹Í (𝑡)𝑢(𝑡) + 𝐵,8 𝑇Q (𝑡) + 𝐵, 𝑤, (𝑡)
− 𝐵,- 𝛿(𝑡)𝑢(𝑡) = 𝐴, 𝑥(𝑡) + 𝐵,- 𝐹Í (𝑡)𝑢(𝑡) + 𝜉(𝑡)

(4-55)

𝑦(𝑡) = 𝐶, 𝑥(𝑡)
where 𝜉(𝑡) = 𝐵,8 𝑇Q (𝑡) + 𝐵, 𝑤, (𝑡) − 𝐵,- 𝛿(𝑡)𝑢(𝑡). The inaccuracy of 𝐹(𝑡) can be treated
as matched uncertainty so that 𝜁(𝑡) is considered as matched uncertainty. It is also assumed
that 𝜉(𝑡) is time-differentiable.
Using a sampling time T, the continuous-time system model (4-55) can be discretised as
𝑥 (𝑘 + 1) = 𝐴𝑥(𝑘) + 𝐵𝐹Í (𝑡)𝑢 (𝑘) + 𝑑(𝑘)
𝑦(𝑘) = 𝐶𝑥(𝑘)

(4-56)

where
š

š

𝐴 = 𝑒 °± š 𝐵 = ² 𝑒 °± ” 𝑑𝜏 𝐵,- 𝑑(𝑘) = ² 𝑒 °± š 𝜉T(𝑘 + 1)𝑇 − 𝜏W𝑑𝜏
³

³

The sliding mode switching function is designed as follows
𝑠(𝑘) = 𝐺𝑒(𝑘) + 𝐾H 𝜓(𝑘)
𝑒(𝑘) = 𝑦(𝑘) − 𝑦q (𝑘)
𝜓(𝑘) = 𝑒(𝑘) + 𝜓(𝑘 − 1)

(4-57)

where 𝐺 and 𝐾H are constant proportional gain vectors. 𝑦q (𝑘) denotes the desired system
output and 𝑒(𝑘) is the output tracking error.
In view of (4-56) and (4-57), one gets
𝑒(𝑘 + 1) = 𝑦(𝑘 + 1) − 𝑦q (𝑘 + 1)
= 𝐶𝐴𝑥(𝑘) + 𝐶𝐵𝐹Í (𝑘)𝑢(𝑘) + 𝐶𝑑(𝑘) − 𝑦q (𝑘 + 1)

(4-58)

Considering that the equivalent control 𝑢JK (𝑘) is the solution of 𝛥𝑠 = 𝑠(𝑘 + 1) − 𝑠(𝑘) = 0,
we can deduce that
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𝑠(𝑘 + 1) = 𝐺𝑒(𝑘 + 1) + 𝐾H 𝜓(𝑘 + 1)
= (𝐺 + 𝐾H ) [𝐶𝐴𝑥(𝑘) + 𝐶𝐵𝐹Í (𝑘)𝑢(𝑘) + 𝐶𝑑(𝑘) − 𝑦q (𝑘 + 1)]

(4-59)

+ 𝐾H 𝜓(𝑘) = 𝑠(𝑘) = 0
which allows the derivation of the equivalent controller
𝑢JK (𝑘) = − [𝛺𝐶𝐵𝐹Í (𝑡)]

¨-

T𝛺𝐶𝐴𝑥(𝑘) + 𝛺𝐶𝑑(𝑘) + 𝐾H 𝜓(𝑘) − 𝛺𝑦q (𝑘 + 1)W

(4-60)

where
𝛺 = 𝐺 + 𝐾H

(4-61)

However, the controller (4-60) cannot be obtained because the information on 𝑑(𝑘) is
unknown. Thus, we assume that the disturbance 𝑑(𝑘) is estimated by its one-step delayed
valued 𝑑(𝑘 − 1)[115]
𝑑¶ (𝑘) = 𝑑(𝑘 − 1) = 𝑥(𝑘) − 𝐴𝑥(𝑘 − 1) − 𝐵𝐹Í (𝑘)𝑢(𝑘 − 1)

(4-62)

𝑢JK (𝑘) is the theoretical average value used to maintain a sliding motion on 𝑠.
4.4.2

Stability analysis

Substituting (4-60) with 𝑑¶ (𝑘) into (4-59), along with a necessary calculation, yields the closedloop system state dynamics
𝑥(𝑘 + 1) = 𝐴𝑥(𝑘)
− 𝐵𝐹Í [Ω𝐶𝐵𝐹Í (𝑘)]

¨-

[Ω𝐶𝐴𝑥(𝑘) + Ω𝐶𝑑¶(𝑘) + 𝐾H 𝜓(𝑘)

− Ω𝑦q (𝑘 + 1)] + 𝑑(𝑘)

(4-63)

= 𝑈𝑥(𝑘) + 𝑉𝑑(𝑘) + 𝑑(𝑘) − 𝑑(𝑘 − 1)
+ 𝐵𝐹Í [Ω𝐶𝐵𝐹Í (𝑘)]
where

¨-

TΩ𝑦q (𝑘 + 1) − 𝐺𝑦q (𝑘)W
¨-

𝑈 = 𝐴 − 𝐵𝐹Í [Ω𝐶𝐵𝐹Í (𝑘 )]

(Ω𝐶𝐴 − 𝐺𝐶 )
¨-

𝑉 = 𝐼 − 𝐵𝐹Í [Ω𝐶𝐵𝐹Í (𝑘)]
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Ω𝐶

and 𝐼 denotes an identity matrix. The eigenvalues of the matrices 𝑈 and 𝑉 are the solutions
of 𝑑𝑒𝑡(𝑧𝐼 − 𝑈) = 0 and 𝑑𝑒𝑡(𝑧𝐼 − 𝑉) = 0, respectively. According to [115, 119], to ensure the
stability of the closed-loop system, the eigenvalues of the matrices 𝑈 and 𝑉 need to lie inside
the unit circle in the complex 𝑧-phase. That means the values of 𝐾H and 𝐺 should be tuned to
locate the eigenvalues of the matrices 𝑈 and 𝑉 inside the unit circle. This is discussed later in
Section 4.4.3.
4.4.3

CPSO based SMPC design and numerical validation

In this section, an integrated SMC and MPC scheme is constructed to improve the fault tolerant
capability to handle the uncertainties and disturbances present in the system. Specifically, the
MPC is used to generate an optimal control to drive the system state to the sliding surface, and
the SMC equivalent control is applied to maintain the system state trajectory on the sliding
surface for the subsequent time.
4.4.3.1 SMPC design
Substituting the overall control action
𝑢(𝑘) = 𝑢JK (𝑘) + 𝑢U (𝑘)

(4-64)

into (4-62) and noting (4-63), gives
𝑠(𝑘 + 1) = 𝑠(𝑘) + Ω𝐶𝐵𝐹Í (𝑘)𝑢U (𝑘) + Ω𝐶𝜀(𝑘)
š

(!4-)š¨”

where 𝜀(𝑘) = 𝑑(𝑘) − 𝑑(𝑘 − 1) = ∫³ 𝑒 °P ” ∫Nš¨”

(4-65)

𝜉̇ (𝜎)𝑑𝜎𝑑𝜏.

𝑠(𝑘 + 1) describes the dynamics of the sliding mode and a one-step prediction of the sliding
mode dynamics.
From (4-65), the predicted sliding mode dynamics 𝑠 can be obtained as
𝑠(𝑘 + 𝑝) = 𝑠(𝑘) + Ω𝐶𝐵𝐹Í (𝑘)𝑢U (𝑘) + ⋯
+ (𝑝 − 𝑚 + 1)Ω𝐶𝐵𝐹Í (𝑘)𝑢U (𝑘 + 𝑚 − 1)
+ TΩ𝐶𝜀(𝑘 + 𝑝 − 1) + ⋯ + Ω𝐶𝜀(𝑘)W
where 𝑝 is the prediction horizon and 𝑚 is the control horizon.
Then, we can get the 𝑝 prediction function:
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(4-66)

𝑆(𝑘) = Λs(𝑘) + Φ𝑈U (𝑘) + Γ𝜁(𝑘 − 1)

(4-67)

where the vectors for the sliding surface and future control are
𝑠(𝑘 + 1)
𝜀(𝑘)
⎡
⎤
⎡
⎤
(
)
𝑢
𝑘
U
⎡
⎤
⎢ 𝑠(𝑘 + 2) ⎥
⎢ 𝜀(𝑘 + 1) ⎥
⋮
⋮
⎥; 𝑈U (𝑘) = ⎢ 𝑢U (𝑘 + 1) ⎥; 𝜁(𝑘 − 1) = ⎢
⎥
𝑆(𝑘) = ⎢
⋮
⎢𝑠(𝑘 + 𝑚)⎥
⎢𝜀(𝑘 + 𝑚 − 1)⎥
⎢
⎥
⎢
⎥
⎢
⎥
⋮
⋮
⎣𝑢U (𝑘 + 𝑚 − 1)⎦
⎣ 𝑠(𝑘 + 𝑝) ⎦
⎣ 𝜀(𝑘 + 𝑝 − 1) ⎦
and the matrices take on the following forms:
𝐼
Ω𝐶
𝐼
Λ = £, Γ = Ω𝐶
⋮
⋮
𝐼
Ω𝐶

0
Ω𝐶
⋮
Ω𝐶

⋯
⋯
⋱
⋯

0
0£
⋮
Ω𝐶

Φ=
Ω𝐶𝐵𝐹Í (𝑘)
⎡
⎢Ω𝐶𝐵𝐹Í (𝑘)
⋮
⎢
⎢Ω𝐶𝐵𝐹Í (𝑘)
⋮
⎢
⎣Ω𝐶𝐵𝐹Í (𝑘)

0
Ω𝐶𝐵𝐹Í (𝑘)
⋮
Ω𝐶𝐵𝐹Í (𝑘)
⋮
Ω𝐶𝐵𝐹Í (𝑘)

0
0
⋮
Ω𝐶𝐵𝐹Í (𝑘)
⋮
Ω𝐶𝐵𝐹Í (𝑘)

0
0
⋮
Ω𝐶𝐵𝐹Í (𝑘)
⋮
Ω𝐶𝐵𝐹Í (𝑘)

0
0
⋮
Ω𝐶𝐵𝐹Í (𝑘)
⋮
Ω𝐶𝐵𝐹Í (𝑘)

0
⎤
0
⎥
⋮
⎥;
Ω𝐶𝐵𝐹Í(𝑘)
⎥
⋮
⎥
(𝑝 − 𝑚 + 1)Ω𝐶𝐵𝐹Í (𝑘)⎦

Then, the cost function for minimization can be expressed by
𝐽 = 𝑆 š (𝑘)𝑆(𝑘) + 𝜆Δ𝑈Uš (𝑘)Δ𝑈U (𝑘)

(4-68)

∆𝑢,©u ≤ Δ𝑢U (𝑘 ) ≤ ∆𝑢,J«
𝑢,©u ≤ 𝑢U (𝑘) ≤ 𝑢,J«

(4-69)

s.t.

where 𝜆 is the weighting coefficient for the future behaviour. Δ𝑈U (𝑘) is the increment of the
control variable. ∆𝑢,©u , ∆𝑢,J« , 𝑢,©u and 𝑢,J« denote the limitations for the rate of control
effect and control effect. The SMPC problem can be formulated as an optimization problem,
which determines input signals Δ𝑈U (𝑘) = ˜Δ𝑢U (𝑘), ⋯ , Δ𝑢U (𝑘 + 𝑚 − 1)™ within 𝑚 steps
ahead so that the 𝑆(𝑘) tends to be zero by considering the control constraints.
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4.4.3.2 Fault observer design
In this work, only partial actuator failure is considered and a modified two-stage adaptive
Kalman filter algorithm is used to estimate 𝐹(𝑘) [116] and state 𝑥(𝑘):
We define
𝐹(𝑘) = 1 + 𝛾(𝑘)

(4-70)

and 𝛾(𝑘) ∈ [−1,0]. In the absence of knowledge about the evolution of the 𝛾(𝑘), a description
in the form of a random bias with a large additive noise covariance is appropriate. Thus
𝛾(𝑘 + 1) = 𝛾(𝑘) + 𝑤 º (𝑘)

(4-71)

Thus, the bias augmented model has the following form:
𝑥(𝑘 + 1) = 𝐴𝑥(𝑘) + 𝐵T1 + 𝛾(𝑘)W𝑢(𝑘) + 𝑑(𝑘)
𝛾(𝑘 + 1) = 𝛾(𝑘) + 𝑤 º (𝑘)
𝑦(𝑘 + 1) = 𝐶𝑥 (𝑘 + 1)

(4-72)

Then, the adaptive two-stage Kalman filter is designed as follows:
Diagonal weighting vector estimator:
𝛾»(𝑘 + 1|𝑘) = 𝛾»(𝑘|𝑘)

(4-73)

𝛾»(𝑘 + 1|𝑘 + 1) = 𝛾»(𝑘 + 1|𝑘) + 𝐾 º (𝑘 + 1)T𝑟̃ (𝑘 + 1) − 𝐻(𝑘 + 1|𝑘)𝛾»(𝑘|𝑘)W

(4-74)

𝐾 º (𝑘 + 1) = 𝑃º (𝑘 + 1|𝑘)𝐻š (𝑘

(4-75)

+ 1|𝑘) [𝐻(𝑘 + 1|𝑘)𝑃º (𝑘 + 1|𝑘)𝐻š (𝑘 + 1|𝑘) + 𝑆À(𝑘 + 1)]

𝑃º (𝑘 + 1|𝑘) =

𝛼(𝑘|𝑘)
š
𝜌(𝑘)T𝜌(𝑘)W + 𝑄º (𝑘)
𝜆(𝑘)

𝑃º (𝑘 + 1|𝑘 + 1) = T𝐼 − 𝐾 º (𝑘 + 1)𝐻(𝑘 + 1|𝑘)W𝑃º (𝑘 + 1|𝑘)

¨-

(4-76)

(4-77)

where 𝑥»(𝑘|𝑘) is a posteriori state estimation at time 𝑘 given observations up to and including
at time 𝑘 while 𝑥(𝑘|𝑘) is a posteriori error covariance matrix. 𝑥»(𝑘 + 1|𝑘) is the predicted (a
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priori) state estimate and 𝑥(𝑘 + 1|𝑘) is the predicted estimate covariance. 𝑟̃ (𝑘) is the filter
residual, 𝐻(𝑘) is the optimal bias estimator variable. 𝛼(𝑘|𝑘) is the eigenvalue of 𝑃º (𝑘|𝑘) and
𝜌(𝑘) is the corresponding eigenvector with ‖𝜌(𝑘)‖ = 1. According to [116], it is assumed that
P U (k|k) can adequately describe the bias estimation error under the normal system operation
condition. Then it can provide a basis for the selection of the forgetting factors. A technique
suggested in [120] ensures that the bias estimate is not impetuous (P U (k|k) too large), as well
as not indifferent ( P U (k|k) too small). In addition, the forgetting factor should force
P U (k + 1|k) to stay within a prescribed boundary
α_ðx I ≤ P U (k + 1|k) ≤ α_pñ I

(4-78)

where α_ðx , α_pñ are positive constants with 0 < α_ðx < α_pñ < ∞.
Following the argument in [14], the forgetting factor 𝜍(𝑘) can be chosen as
1
,
𝛼
−
𝛼
𝜍(𝑘) = ‹ ( )
,J«
,©u
𝛼 𝑘|𝑘 È𝛼,©u +
𝛼(𝑘|𝑘)É ,
𝛼,J«

𝛼(𝑘|𝑘) > 𝛼,J«
𝛼 (𝑘|𝑘 ) < 𝛼,©u

(4-79)

This selection of forgetting factor guarantees that the lower boundary is satisfied. Under the
-

condition that 𝑄º (𝑘) = [Ê(N) − 1] 𝛼(𝑘|𝑘) 𝜌(k)𝜌š (k) ≥ 0,∨ 𝑘 , the upper boundary is also
satisfied. Then the diagonal weighting vector 𝐹(𝑘) is estimated as 𝐹Í (𝑘 + 1) = 1 +
𝛾»(𝑘 + 1|𝑘 + 1).
The state estimator:
𝑥Î(𝑘 + 1|𝑘) = 𝐴𝑥Î(𝑘|𝑘) + 𝐵𝑢(𝑘) + 𝑊(𝑘)γ»(𝑘|𝑘) − 𝜎(𝒌)γ»(𝑘|𝑘)
𝑃Ñ « (𝑘 + 1|𝑘) = 𝐴𝑃Ñ « (𝑘|𝑘) + 𝑄 « (𝑘) + 𝑊(𝑘)𝑃º (𝑘|𝑘)𝑊 š (𝑘)

(4-80)

(4-81)

− 𝝆(𝑘 + 1|𝑘)𝑃º (𝑘 + 1|𝑘)𝝆š (𝑘 + 1|𝑘)
𝑥Î(𝑘 + 1|𝑘 + 1) = 𝑥Î(𝑘 + 1|𝑘) + 𝐾 « (𝑘 + 1)T𝑦(𝑘 + 1) − 𝐶𝑥Î(𝑘 + 1|𝑘)W
š

(4-82)

𝐾 « (𝑘 + 1) = 𝑃Ñ « (𝑘 + 1|𝑘)𝐶 š [𝐶𝑃Ñ « (𝑘 + 1|𝑘)𝐶 š + 𝑅(𝑘 + 1)]

(4-83)

𝑊(𝑘) = 𝐴 𝜎(𝑘|𝑘) + 𝐵𝑢(𝑘)

(4-84)
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𝜎(𝑘 + 1|𝑘) = 𝑊(𝑘)𝑃º (𝑘|𝑘)T𝑃º (𝑘|𝑘)W

¨-

(4-85)

𝐻(𝑘 + 1|𝑘) = 𝐶𝜎(𝑘 + 1|𝑘)

(4-86)

𝜎(𝑘 + 1|𝑘 + 1) = 𝜎(𝑘 + 1|𝑘) − 𝐾 « (𝑘 + 1)𝐻(𝑘 + 1|𝑘)

(4-87)

𝑥»(𝑘 + 1|𝑘 + 1) = 𝑥Î(𝑘 + 1|𝑘 + 1) + 𝑉(𝑘 + 1|𝑘 + 1)γ»(𝑘 + 1|𝑘 + 1)

(4-88)

where 𝑥Î(𝑘) is the system state estimation, and

x»(k) is the compensated state

estimation. ρ(k), Qñ (k) and W(k) are the coupling variables.

5.4.3.3 CPSO
Even though MPC has attracted considerable attention during recent years, a general method
to tune MPC controllers is still an open research problem. The computational intensity of
prediction is a major concern in MPC. Many strategies have been developed to reduce the
computational load [121-123]. In this work, CPSO [124] is deployed in MPC because of its
high degree of flexibility and robustness.
The PSO, originally developed by Kennedy and Eberhart in 1995 [125], is a stochastic
optimization technique inspired by the nature behaviour and dynamic movements in insects,
birds and fish. The basic PSO algorithm is developed using three steps and the first step is to
generate the particles’ positions and velocities. Based on the description mentioned above,
CPSO is introduced.
We assume that the swarm consists of 𝐌 particles, each of which is as a point in this 𝐃dimensional search space. Each particle has its own position 𝐩𝐢 = [𝐩𝐢𝟏 , 𝐩𝐢𝟐 , … , 𝐩𝐢𝐝 ] and
velocity 𝐯𝐢 = [𝐯𝐢𝟏 , 𝐯𝐢𝟐 , … , 𝐯𝐢𝐝 ]. The second step is the velocity update. The new velocity is
calculated according to its previous velocity and the distance of its current position from its
own best historical position and its global best position:
𝑣©q (𝑘 + 1) = w𝑣©q (𝑘) + 𝜒(𝑘)𝑐- T𝑝𝑏𝑒𝑠𝑡©q (𝑘) − 𝑝©q (𝑘)W
+ T1 − 𝜒(𝑘)W𝑐8 T𝑔𝑏𝑒𝑠𝑡©q (𝑘) − 𝑝©q (𝑘)W

(4-89)

where 𝑘 denotes discrete time step, 𝑝𝑏𝑒𝑠𝑡©q (𝑘) is the best position the particle has achieved at
𝑘 times and 𝑔𝑏𝑒𝑠𝑡©q (𝑘) is the D-dimension quantity of the swarm at its most optimist position.
𝑐- and 𝑐8 are positive constants. 𝑤 is the inertial weight that represents the impact of the
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particle’s previous velocity on its current velocity. Parameters 𝑟- and 𝑟8 are modified by the
logistic map based on the following equation [126]:
𝜒(𝑘 + 1) = 4𝜒(𝑘)T1 − 𝜒(𝑘)W
where 𝜒(0) is generated randomly and not equal to {0,0.25,0.5,0.75,1}. The chaotic sequence
value 𝜒(𝑘) is bounded within (0,1) . The CPSO with constriction coefficient 𝜒(𝑘) can
improve the convergence rate, carry out overall searches at higher speeds, and can search for
different regions efficiently by avoiding premature convergence [124].
The third step is to change the position of the particle by adding a velocity to the current
position
𝑝©q (𝑘 + 1) = 𝑝©q (𝑘) + 𝑣©q (𝑘 + 1)

(4-90)

This is the process of updating the velocity and position of particles until an optimal solution
is obtained.
4.4.3.3 Solving SMPC problem using CPSO
For an SbW system, the constrained optimization problem based on the control law at instant
𝑘 can be formulated as
U

min 𝐽N

d.Ý (N),…,d.Ý (N4,¨-)

,
8

= / 𝑆(𝑘 + 𝑗|𝑘) + 𝜆 /˜∆𝑢U (k + j − 1)™
23-

8

23-

(4-91)

s.t.
∆𝑢,©u ≤ ∆𝑢U (k + j − 1) ≤ ∆𝑢,J«
𝑢,©u ≤ 𝑢U (k + j − 1) ≤ 𝑢,J« , 𝑗 = 1, … , 𝑚

where 𝐽N is the fitness function and the CPSO with constriction coefficient is used to determine
∆𝑢U (𝑘 + 𝑗 − 1).
The restriction of the control increment can be transformed in the intelligent optimization
algorithm based on the penalty function, as shown below [127]:
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2¨-

ℎ- T∆𝑢U W:

𝑢,©u − / ∆𝑢U (𝑘 + 𝑖) + 𝑢U (𝑘 − 1)£ ≤ 0, 𝑗 = 1, … , 𝑚
©3³

(4-92)

2¨-

/ ∆𝑢U (𝑘 + 𝑖 ) + 𝑢U (𝑘 − 1)£ − 𝑢,J« ≤ 0,

ℎ8 T∆𝑢U W:

𝑗 = 1, … , 𝑚

©3³

The penalty terms ℎ- (∆𝑢U ) and ℎ8 (∆𝑢U ) can be added to the objective function of the
constrained optimization problem:
á

𝑚𝑖𝑛 𝐽fN

g.Ý (N),…,g.Ý (N4,¨-)

= / 𝑆(𝑘 + 𝑗|𝑘)8
23f

8

f

+ 𝜆 /˜∆𝑢U (𝑘 + 𝑗 − 1)™ − 𝛿- / 𝑚𝑖𝑛T0, ℎ- T∆𝑢U W W£
23-

23-

(4-93)

f

− 𝛿8 / 𝑚𝑖𝑛T0, ℎ8 T∆𝑢U W W£
23-

s.t.
∆𝑢,©u ≤ ∆𝑢U (k + j − 1) ≤ ∆𝑢,J«

𝑗 = 1, ⋯ , 𝑀

where 𝛿- and 𝛿8 are the penalties. It is easy to observe that the optimization problem (4-91) is
equivalent to the constrained optimization problem (4-93) when the values of 𝛿- and 𝛿8 are
sufficiently large.
By using the CPSO, the optimal solution Δ𝑢U∗ is found through the iteration based on the chaos
variables and particles.
The basic steps of the SMPC-CSPO are listed as follows and this algorithm takes 𝑂(𝑚8 )
operations per step where m is the particle number.
Algorithm 4.1 SMPC-CSPO algorithm
1: Fix the parameters of the algorithm 𝑐- , 𝑐8 , 𝑟- , 𝑟8 , 𝑃, 𝑀, ∆𝑢,©u , ∆𝑢,J« and 𝜒(0)
2: Initialize the swarm that consists of n particles to generate the chaos variables:
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∆𝑢U (𝑘 + 𝑗) = ˜∆𝑢U- (𝑘 + 𝑗) ∆𝑢U8 (𝑘 + 𝑗), … , ∆𝑢Uu (𝑘 + 𝑗)™
𝑝(𝑘 + 𝑗) = [𝑝- (𝑘 + 𝑗) 𝑝8 (𝑘 + 𝑗), … , 𝑝u (𝑘 + 𝑗)]
where the position of the particle ∆𝑢U (𝑘 + 𝑗) is updated by (4-92).
3: Calculate the fitness values of each particle according to (4-93);
4: Update the individual best 𝑝𝑏𝑒𝑠𝑡 for each particle and the global best 𝑔𝑏𝑒𝑠𝑡 if needed;

4.4.4

Simulation results

The effectiveness of the proposed fault estimation and fault tolerant control for SbW systems
is demonstrated in this section.
4.4.4.1 Simulation environment
In order to show the effectiveness of the proposed controller, the simulation environment was
set up as follows:
1) The simulation time is 𝑡 = 15𝑠 and the limits for 𝑢 and ∆𝑢 are: −2.5 ≤ 𝑢U ≤ 2.5 and
−0.2 ≤ ∆𝑢U ≤ 0.2;
2) To validate the proposed approach in a more realistic environment, in the simulation
the eight-degree-freedom model is used to model the vehicle dynamics to include both
the lateral and longitudinal dynamics [52]. The degrees of freedom associated with this
model are the longitudinal and lateral velocities, roll rate, yaw rate and the wheel
rotational speeds. The Dugoff model is introduced to simulate the lateral and
longitudinal forces generated by the tyres. Vehicle speed is 𝑉ij = 20 𝑚⁄𝑠;
3) The SMC controller parameters 𝐺 and 𝐾H should be designed appropriately. It is easily
found that the matrix 𝑉 has two constant eigenvalues of 0 and 1. Thus, the parameters
𝐺 and 𝐾H are chosen to ensure that the eigenvalues of the matrix 𝑈 locate inside the unit
circle. It is noted that 𝑈 = [𝐴 −

ki°
ik

] − 𝐺/(𝐺 + 𝐾H )(𝐵𝐶) and matrix 𝑈 has an

eigenvalue of 𝜆l- = 𝐺/(𝐺 + 𝐾H ). By selecting 𝜆l- ∈ (0,1), increasing the sampling
rate will move other eigenvalues closer to the boundary of the unit circle and make the
closed-loop system more unstable. In this paper, we select 𝐺 = 10 and 𝐾H = 20 with a
sampling time 𝑇 = 0.01𝑠 to make sure all of the eigenvalues of 𝑈 are located inside the
unit circle. The influence of 𝐺 and 𝐾H on the controller performance will be investigated
later.
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4.4.4.2 Simulation results
The characteristics of the proposed scheme are investigated in terms of the following four cases.
Case Ⅰ : Comparison between SMPC-PSO and state-of-the-art PSO in terms of fitness
evaluation.
In this case, the proposed SMPC-CPSO algorithm was compared with other state-of-the-art
PSO algorithms (PSO, CLPSO, HCLPSO, EPSO) and a Differential Evolution (DE) algorithm.
The performance was evaluated in terms of MAE, SD, and convergence characteristics. The
first algorithm, PSO, deployed inertia weight to balance the exploration and exploitation ability
in finding the global optimum. In the comprehensive learning particle swarm optimizer (CPSO),
the particle’s velocity was updated using all the particles’ pbests. Each dimension of the
particle learned from either its own best position or other particles’ best positions. The
exemplar selection was chosen by comparing the random number with the learning probability
𝑃M curve. If the random number was larger than 𝑃M © , the particle followed its own pbest
position for that dimension while if the random number was smaller than 𝑃M © , the 𝑖th particle
was guided by other particle’s 𝑝𝑏𝑒𝑠𝑡©q (𝑘) positions which was determined by tournament
selection of size 2 [128]. Compared with CPSO, HCPSO addsed a subpopulation to the velocity
update equation to enhance the exploration [129]. The idea behind the evolutionary particle
swarm optimizer (EPSO) was to grant a PSO scheme with an explicit selection procedure and
with self-adapting properties for its parameters. A major difference between EPSO and PSO
was that weights, w, are taken as object parameters and were obtained through an iteration with
a random variable and Gaussian distribution [130]. Differential Evolution (DE) was a fast and
general optimization method originally introduced by Storn and Price in 1997 [131]. A
comprehensive survey of DE was provided in [132]. The inertia weight and parameters of
HCPSO, CPSO and DE were provided in [129, 130]. In CPSO, the number of particles was 10
and the dimension was 4. Eberhart et al. [133] suggest 𝑐- = 𝑐8 = 2 and 𝑤 = 0.5 +
𝑟𝑎𝑛𝑑/2. The diver’s input torque was a periodic sinusoidal signal 𝜏; = 16 sin(𝑡) 𝑁 ∙ 𝑚.
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Figure 4-7 Comparison of CPSO with other PSO algorithms and DE
In Figure 4-7, 𝑓(𝑥) is the objective function (4-93). It presents the convergence characteristics
in terms of the best fitness value of the medium run of each algorithm. It can be seen from the
results that all the PSO algorithms perform well. Since CLPSO has a large potential search
space, it could not converge as fast as the PSO. HCLPSO has a better performance than CLPSO,
EPSO and DE but HCLPSO is more complex than other algorithms and requires additional
computations. CPSO offers a faster convergence rate and, compared with other algorithms, its
objective function descends to a lower value. Therefore, for a SbW system, the proposed
SMPC-CPSO is superior to other PSO algorithms and the DE method in term of results and
search quality; therefore, it is more effective and more robust.
Table 4-4 presents MAE and SD values of these algorithms with 𝐷 = 20 and 𝐷 = 30 ,
respectively.
The experimental results provided in Table 4-4 indicate that the tracking performance is similar
in 20-dimension and 30-dimension. It can be observed that all the PSO algorithms provide
small MAEs and SMPC-CPSO and SMPC-HCLPSO provide the minimum MAE and SD
values. Overall, the SMPC-CPSO algorithm performs consistently well and produces
outstanding performance. It is better than other PSO algorithms and the DE method for SbW
systems. Although SMPC-CPSO is a promising optimization algorithm, learning algorithm of
velocity and position has to be tuned to get better performance.
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Table 4-4 MAE and SD values with 𝐷 = 20 and 𝐷 = 30
PSOs

D

20

30

Mean

0.0610

0.0523

Std

0.1232

0.1400

Mean

0.0122

0.0123

Std

0.0441

0.0451

Mean

0.1021

0.0985

Std

0.0132

0.0104

Mean

0.0207

0.0279

Std

0.0047

0.0020

Mean

0.1710

0.1689

Std

0.0377

0.0237

SMPC-PSO

SMPC-CPSO

SMPC-CLPSO

SMPC-HCLPSO

SMPC-DE
Case Ⅱ: Comparison between MPC-CPSO and SMPC-CPSO in the presence of modelling
uncertainties and disturbances
In order to show controller robustness, parameter variations with respect to the nominal value
were applied to the input concentration of 𝐴, 𝐵 and 𝐶 and the simulation environment was set
up as follows:
a) The steering wheel angle was switched between 0.3 and -0.4 at 𝑡 = 1,7,9,14𝑠. The
control gains of the PD regulator for controlling the feedback motor were chosen as
𝑘U = 3.6 and 𝑘q = 1.5, respectively [134]. In the MPC design, the predictive horizon
was 𝑁o = 12, control horizon was 𝑁. = 4 and the simulation time was 𝑡 = 15𝑠 ;
b) In the CPSO, the number of particles was 10, c- =2.05, c8 = 2.05, the values of
penalty factors 𝛿- and 𝛿8 were both 10q . The parameter variations of 𝐴, 𝐵 and 𝐶 were
set as 5%, 15% and 25%, respectively;
c) The diagonal weighting vector 𝐹(𝑡) for the front wheel motor was set as
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0.6,
𝐹(𝑡) = r1 − 0.5 ∗ sin (4𝜋) ,
1

1≤ 𝑡≤5
10 ≤ 𝑡 ≤ 14
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(a) Tracking performance with parameter

(b) Tracking performance with parameter

variation of 5%

variation of 15%

(c) Tracking performance with parameter

(d) Tracking performance with disturbance

variation of 25%
Figure 4-8 Comparison between MPC-CPSO and SMPC-CPSO in the presence of modelling
uncertainties and disturbances.
Figure 4-8 illustrates the robustness of the proposed SMPC-CPSO controller when compared
with the MPC-CPSO controller. It is noted that the MPC-CPSO controller has been
successfully applied in a continuous hyperthermia celiac perfusion system [124] and in a
continuous stirred-tank reactor system [127]. It can be observed in Figure 4-8 (a) and (b) that
the parameter 𝐴, 𝐵 and 𝐶 variations of 5% and 10% are handled by MPC and SMPC, but in
Figure 4-8 (c), when a parameter variation of 25% is applied, MPC has serious oscillation
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behaviour. On the other hand, SMPC manages the parameter variation with a soft behaviour
and without oscillation. In addition, a disturbance with a mean value of 0.01 rad and standard
deviation of 0.01 is added to the system output. It can be seen from Figure 4-8 (d), that the
SMPC can keep the front wheel angle at its reference angle without oscillation. However, the
MPC cannot reject the disturbance and shows unstable behaviour.
Case Ⅲ: Variation of SMPC controller parameters, control horizon, output horizon and number
of particles
a) To validate the tracking performance of the proposed SMPC-CPSO algorithm, and to
provide an insight into the system performance for design parameter choices, the
simulation environment was set up as follows:
b) Driver’s input torque was a periodic sinusoidal signal 𝜏; = 16 sin(𝑡) 𝑁 ∙ 𝑚;
c) The simulation time was 𝑡 = 15𝑠 and the diagonal weighting vector 𝐹(𝑡) for the front
wheel motor was set as
𝐹(𝑡) = s

0.6,
1,

3≤ 𝑡≤7
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

Figure 4-9 The tracking error in varying SMC controller parameters
It is apparent from Figure 4-9 that when 𝐺 and 𝐾H increase, the tracking error reduces, and the
reduced speed becomes stable after 𝐺 = 10 and 𝐾H = 20. In this work, we choose 𝐺 = 10 and
𝐾H = 20 in subsequent simulations.
The simulations results provided in Table 4-5 illustrate the relationship between the tracking
error and the prediction horizon 𝑁o and control horizon 𝑁. . It is apparent that the prediction
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horizon has the dominant effect on the system response; and the larger the prediction
horizon 𝑁o , the heavier is the calculation burden.
In addition, the system response is not sensitive as the control horizon is increased. Table 4-5
shows that when 𝑁o = 20, the best results in terms of tracking error are produced. Hence,
𝑁o = 20 and 𝑁. = 4 are selected in subsequent simulations.
Table 4-5 The tracking error in varying prediction horizon and control horizon
𝑁o

𝑁.

𝑁U

𝑆𝐷

MAE

Max error

4

4

10

0.1355

0.0863

0.1526

8

4

10

0.1135

0.0643

0.1301

12

4

10

0.1082

0.0409

0.1233

14

4

10

0.1263

0.0422

0.1451

16

4

10

0.0584

0.0234

0.0852

20

4

10

0.0441

0.0122

0.0572

22

4

10

0.0661

0.0135

0.1087

24

4

10

0.1661

0.0536

0.8207

20

2

10

0.0968

0.0315

0.4573

20

6

10

0.0392

0.0104

0.0518

20

10

10

0.0323

0.0134

0.0494

20

14

10

0.0383

0.0180

0.0483

SMPC-CPSO

In addition, Table 4-5 shows that the tracking performance of the SMPC-CPSO algorithm when
varying the number of particles (𝑁U ). When 𝑁U increases to 10, the tracking performance tends
to be stable in terms of tracking errors.

Therefore, we set 𝑁U = 10 in the subsequent

simulations.
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Table 4-6 The tracking error in varying number of particles

SMPC-CPSO

𝑁o

𝑁M

𝑁U

𝑆𝐷

MAE

Max error

20

4

2

0.3465

0.4100

0.8142

20

4

6

0.2085

0.2177

0.3157

20

4

10

0.0441

0.0123

0.0573

20

4

14

0.0449

0.0199

0.0672

20

4

18

0.0421

0.0191

0.0450

Case Ⅳ: Comparison between the MPC algorithm, the SMPC algorithm and the SMPC-CPSO
algorithm
We compare the proposed algorithm against the MPC algorithm and the MPC-PSO algorithm.
It is noted that in [135] the fault tolerant MPC controller was successfully designed for flight
control where the MPC controller based on the fault information reconfigures the controller in
order to restore the original functionality of the pilot’s controls.

(a) Weighting factor estimation

(b) Tracking performance

Figure 4-10 Comparison between MPC algorithm and MPC-PSO algorithm
Figure 4-10 (a) shows the performance of weighting factor estimation. It can be seen that 𝐹Í (𝑡)
follows 𝐹(𝑡) rapidly and accurately. The weighting factor is estimated with satisfactory
accuracy. Figure 4-10 (b) shows the tracking performance of the closed-loop SbW systems
based on MPC, SMPC, SMPC-CPSO, respectively. The proposed SMPC-CPSO makes the
front wheels angle track the desired steering wheel angle accurately with small fluctuation and
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the overall SbW system is stable. However, as shown in Table 4-7, the MPC and SMPC have
an undesired tracking performance with larger tracking error.
Table 4-7 Tracking performance in different controller algorithms
Performance

MPC

SMPC

SMPC-CPSO

SD

0.093

0.081

0.044

MAE

0.064

0.054

0.012

4.5 SUMMARY
Compared with conventional steering systems, the SbW system needs more complex fault
diagnostics to detect and identify faults and achieve an acceptable performance. This chapter
proposed two fault tolerant control schemes based on two-stage Kalman filter to accommodate
actuator failure. The aim of two-stage Kalman filter was to estimate state and fault information.
The first fault tolerant control scheme was based on model predictive control (MPC) and
showed a good capability to deal with system constraints and produced an acceptable tracking
performance, no matter whether the actuator failure occured suddenly or control effectiveness
was gradually reduced. The second fault tolerant control scheme was based on sliding mode
predictive control (SMPC) and clonal particle swarm optimization (CPSO) algorithm. This
proposed fault tolerant controller could not only tolerate various types of actuator failures but
also presented a strong robustness to model uncertainties and disturbance.
In addition, the experimental platform can successfully validate the effectiveness of the
proposed controller. In contrast to other experimental rigs, our platform that operates without
rack and pinion gearbox systems can eliminate the effect of backlash. Backlash is the main
factor affecting the steering accuracy and is present in the rack and pinion gearbox. It is shown
that the sampling rate of the microcontroller, resolution of the sensors and the motor speed are
the other factors which can affect the steering performance and fault tolerant capability of SbW
system. Thus, an advanced microcontroller with a fast sampling rate, sensors with higher
resolution and linear actuator with higher motor speed are essential to achieve a more accurate
fault tolerance in SbW systems.
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CHAPTER 5

DELTA

OPERATOR

BASED

FAULT

TOLERANT CONTROL OF STEER-BY-WIRE SYSTEMS
5.1 INTRODUCTION
In this chapter, two fault tolerant methods developed based on delta operator are proposed for
actuator failure in SbW system. The delta-domain modelling is carried out in Section 5.2. A
Delta operator based fault-tolerant model predictive controller for Steer-by-Wire systems is
designed in Section 5.3 where delta operator based fault observer is discussed in Section 5.3.1
and fault-tolerant model predictive control law is proposed in Section 5.3.2. The simulation
results are provided in Section 5.3.3. A model predictive controller with fault compensation is
designed in Section 5.4. The delta operator based SbW system modelling is given in Section
5.4.1 and the fault estimation is introduced in Section 5.4.2. The fault tolerant law with fault
compensation is discussed in Section 5.4.3. In addition, the designed fault tolerant controller is
verified via simulation studies in Section 5.4.4. Finally, Section 5.5 draws some conclusions.

5.2 DELTA-DOMAIN MODELLING
The emphasis of current work on fault tolerant control is to maintain stability of the system by
deploying a state feedback control law based on a standard shift (𝑞) operator in the
development of discrete-time synthesis algorithms. Unfortunately, the algorithms used to solve
these discrete-time equations experience numerical ill-conditioning when the sampling period
is sufficiently small. Goodwin introduced a delta operator method to avoid the ill-conditioning
under fast sampling [136] that has many advantages [137], namely:
1) The parameters in the 𝛿-domain model trend to their equivalent continuous-time values
as the sampling time tends to zero. Hence, the 𝛿 operator provides more insight into
discrete time system analysis.
2) The 𝛿 operator almost always has superior finite word length coefficient representation
and less round off noise associated with it than does the shift operator.
3) The 𝛿 operator has greater numerical robustness in computation compared to shift
operator.
The delta-operator is defined by
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𝑥(𝑡 + 𝑇) − 𝑥 (𝑡 )
𝑇
𝛿𝑥(𝑡) = u
𝑑
𝑥 (𝑡)
𝑑𝑡

𝑇≠0

(5-1)

𝑇=0

where T denotes the sampling period.
In order to develop the main results, some definitions and lemmas are introduced as follows.
Definition 5.1 [138]: The conditions for the asymptotic stability of a delta operator system
hold:
𝑉T𝑥(𝑡N )W ≥ 0, with equality if and only if is 𝑥(𝑡N ) = 0,
𝛿𝑉T𝑥(𝑡N )W = ˜𝑉T𝑥(𝑡N + 𝑇)W − 𝑉T𝑥(𝑡N )W™⁄𝑇 < 0, where 𝑉T𝑥(𝑡N )W is a Lyapunov function in
the 𝛿-domain.
Lemma 5.1 [139]: For any time functions 𝑥(𝑡N ) and 𝑦(𝑡N ), there exists:
𝛿T𝑥(𝑡N )𝑦(𝑡N )W = 𝛿T𝑥(𝑡N )W𝑦(𝑡N ) + 𝑥(𝑡N )𝛿T𝑦(𝑡N )W + 𝑇𝛿T𝑥(𝑡N )W𝛿T𝑦(𝑡N )W
Lemma 5.2 [139] : For the real vectors 𝑎 and 𝑏 of compatible dimensions and any scalar 𝜀 >
0, we have the inequality
1
2𝑎š 𝑏 < 𝑎š 𝑎 + 𝜀𝑏 š 𝑏
𝜀
Lemma 5.3. Given the symmetric matrix,
𝑆=È

𝑆-𝑆8-

𝑆-8
É
𝑆88

in which 𝑆-- is 𝑟 × 𝑟, the following three conditions are equivalent:
𝑆 < 0,
š ¨𝑆-- < 0, 𝑆88 − 𝑆-8
𝑆-- 𝑆-8 < 0,
š ¨𝑆88 < 0, 𝑆-- − 𝑆-8
𝑆88 𝑆-8 < 0

Lemma 5.4 [140]. Let 𝐸, 𝐹(𝑡) and 𝐻 be real matrices of appropriate dimensions, with
𝐹 š (𝑘)𝐹(𝑘) < 𝐼, then we have that for any scalar 𝜀 > 0
𝐸𝐹(𝑡)𝐻 + 𝐻š 𝐹 š (𝑘)𝐸 š ≤ 𝜀 ¨- 𝐸𝐸 š + 𝜀𝐻š 𝐻
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5.3 DELTA OPERATOR BASED FAULT ESTIMATION AND FAULTTOLERANT MODEL PREDICTIVE CONTROL FOR STEER-BY-WIRE
SYSTEMS
5.3.1

Delta operator based fault estimation

A discrete-time form of SbW systems model with actuator failure in (4-1) is written as
𝛿𝑥(𝑡N ) = 𝐴w 𝑥(𝑡N ) + 𝐵w 𝑢(𝑡N ) + 𝐸w 𝑓(𝑡N )
𝑦(𝑡N ) = 𝐶w 𝑥(𝑡N )
where 𝐴w = TJ

x± y ¨HW

š

y

𝐵w =

∫{ J x± z q”k±
š

y

𝐸w =

∫{ J x± z q”|±
š

(5-2)

𝐶w = 𝐶, .

In order to detect the SbW systems fault, a fault detection observer is designed as
𝛿𝑥» (𝑡N ) = 𝐴w 𝑥»(𝑡N ) + 𝐵w 𝑢(𝑡N ) + 𝐸w 𝑓¶(𝑡N ) + 𝐿w T𝑦(𝑡N ) − 𝑦»(𝑡N )W
𝑦»(𝑡N ) = 𝐶w 𝑥»(𝑡N )
𝛿𝑓¶(𝑡N ) = 𝜃𝑓¶(𝑡N ) − Γw T𝑦(𝑡N ) − 𝑦»(𝑡N )W

(5-3)

where 𝑥»(𝑡N ) is the observer state vector, 𝑦»(𝑡N ) denotes the output estimation vector, 𝑓¶(𝑡N ) is
an estimate of 𝑓(𝑡N ). 𝐿w is the observer gain. Γw = Γwš > 0 is the weighting matrix and 𝜃 is a
constant which will be defined later.
Let 𝑒« (𝑡N ) = 𝑥(𝑡N ) − 𝑥»(𝑡N ) , 𝑒o (𝑡N ) = 𝑦(𝑡N ) − 𝑦»(𝑡N ) and 𝑒Q (𝑡N ) = 𝑓(𝑡N ) − 𝑓¶(𝑡N ) . From
(5-3), the state estimation error dynamical system is described by
𝛿𝑒« (𝑡N ) = (𝐴w − 𝐿w 𝐶w )𝑒« (𝑡N ) + 𝐸w 𝑒Q (𝑡N )
𝑒o (𝑡N ) = 𝐶w 𝑒« (𝑡N )
𝛿𝑒Q (𝑡N ) = ˜𝛿𝑓(𝑡N ) − 𝜃𝑓¶(𝑡N )™ + 𝜃𝑒Q (𝑡N ) + Γw 𝐶w 𝑒« (𝑡N )

(5-4)

Theorem 5.1. Consider the delta operator model (5-2). The observer error dynamics (5-3) with
fault estimation law is asymptotically stable, if there exists 𝜀- > 0, 𝜀8 > 0, a constant 𝜃 and
~ , 𝐻š = 𝐻 > 0, and Γw , such that the following linear matrix inequality (LMI) holds:
matrices 𝐻
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⎡Σ(1,1)
⎢
Σ = ⎢ ∗∗
⎢ ∗
⎣ ∗

~𝐶w
𝑇𝐻𝐴w − 𝑇𝐻
−𝑇𝐻
∗
∗
∗

Γw 𝐶w
0
− 1⁄𝑇(1 + 𝑇𝜀€ )
∗
∗

0
0
0
−𝑇
∗

Σ(1,5)
0 ⎤⎥
0 ⎥
0 ⎥
Σ(5,5)⎦

(5-5)

where
~ 𝐶w )š + (𝐻𝐴w − 𝐻
~ 𝐶w ),
Σ(1,1) = (𝐴w 𝐻 − 𝐻
~ 𝐶w + 𝑇𝜃Γw 𝐶w
Σ(1,5) = 𝐸wš 𝐻 + Γw 𝐶w + 𝑇𝐸wš 𝐻
Σ(5,5) = −2𝜃 − 𝑇𝜃 8 − 𝜀- − 𝜀8 𝑇 8 𝜃 8 − 𝑇𝐸wš 𝐻𝐸w
~.
Moreover, if (5-5) is true, the observer gain can be chosen as 𝐿w = 𝐻¨- 𝐻
Proof. Define the following Lyapunov function:
V(𝑡N ) = 𝑒«š (𝑡N )𝐻𝑒« (𝑡N ) + 𝑒Qš (𝑡N )𝑒Q (𝑡N )

(5-6)

Taking the delta operator manipulations on V(𝑡N ) along the stem (5-6) and from Lemma 5.2,
there exists
š

2 [𝛿𝑓(𝑡N ) − 𝜃𝑓¶(𝑡N )] 𝑒Q (𝑡N )
≤

š
1
[𝛿𝑓(𝑡N ) − 𝜃𝑓¶(𝑡N )] [𝛿𝑓(𝑡N ) − 𝜃𝑓¶(𝑡N )]
𝜀-

(5-7)

+ 𝜀- 𝑒Qš (𝑡N )𝑒Q (𝑡N )
š

2 [𝛿𝑓(𝑡N ) − 𝜃𝑓¶(𝑡N )] 𝑒Q (𝑡N )
≤

š
1
[𝛿𝑓(𝑡N ) − 𝜃𝑓¶(𝑡N )] [𝛿𝑓(𝑡N ) − 𝜃𝑓¶(𝑡N )]
𝜀-

(5-8)

+ 𝜀- 𝑒Qš (𝑡N )𝑒Q (𝑡N )
š

2 [𝛿𝑓(𝑡N ) − 𝜃𝑓¶(𝑡N )] 𝑇Γw 𝐶w 𝑒« (𝑡N )
≤

š
1
[𝛿𝑓(𝑡N ) − 𝜃𝑓¶(𝑡N )] [𝛿𝑓(𝑡N ) − 𝜃𝑓¶(𝑡N )]
𝜀€

+ 𝜀€ 𝑇 8 𝐶wš Γwš Γw 𝐶w 𝑒«š (𝑡N )𝑒« (𝑡N )
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(5-9)

Using Lemma 5.1, we get
δV(𝑡N ) = 𝑒«š (𝑡N )[(𝐴w − 𝐿w 𝐶w )š 𝐻 + 𝐻(𝐴w − 𝐿w 𝐶w )]𝑒« (𝑡N )
+ 2𝑒«š (𝑡N )H𝐸w 𝑒Q (𝑡N ) + (2𝜃 + 𝑇𝜃 8 )𝑒Qš (𝑡N )𝑒Q (𝑡N )
+ (2 + 𝑇𝜃)𝑒Qš (𝑡N )Γw 𝐶w 𝑒« (𝑡N )
+ 𝑇𝑒«š (𝑡N )(𝐴w − 𝐿w 𝐶w )š 𝐻(𝐴w − 𝐿w 𝐶w )𝑒« (𝑡N )
+ 𝑇𝑒«š (𝑡N )(𝐴w − 𝐿w 𝐶w )š 𝐻𝐸w 𝑒Q (𝑡N ) + 𝑇𝜃𝑒«š (𝑡N )𝐶wš Γwš 𝑒Q (𝑡N )
+ 𝑇𝑒Qš (𝑡N )𝐸wš 𝐻𝐸w 𝑒Q (𝑡N ) + 𝑇𝑒«š (𝑡N )𝐶wš Γwš 𝑒« (𝑡N )

(5-10)

+ 𝜀- 𝑒Qš (𝑡N )𝑒Q (𝑡N ) + 𝜀8 𝑇 8 𝜃 8 𝑒Qš (𝑡N )𝑒Q (𝑡N )
+ 𝜀€ 𝑇 8 𝐶wš Γwš Γw 𝐶w 𝑒«š (𝑡N )𝑒« (𝑡N )
š
1
1
1
+ ‚ + + + 𝑇ƒ [𝛿𝑓(𝑡N ) − 𝜃𝑓¶(𝑡N )] [𝛿𝑓(𝑡N )
𝜀- 𝜀8 𝜀€
− 𝜃𝑓¶(𝑡N )]
š

By setting γ = [„ + „ + „ + 𝑇] [𝛿𝑓(𝑡N ) − 𝜃𝑓¶(𝑡N )] [𝛿𝑓(𝑡N ) − 𝜃𝑓¶(𝑡N )], we get
…

†

‡

δV(𝑡N ) ≤ 𝜉 š (𝑡N )Σ- 𝜉(𝑡N ) + γ < 0

(5-11)

where
𝜉(𝑡N ) = ˜𝑒«š (𝑡N ) 𝑒Qš (𝑡N )™
Σ-Σ- = È š
Σ-8

(5-12)

Σ-8
É
Σ88

Σ-- = (𝐴w − 𝐿w 𝐶w )š 𝐻 + 𝐻(𝐴w − 𝐿w 𝐶w ) + 𝑇(𝐴w − 𝐿w 𝐶w )š 𝐻(𝐴w − 𝐿w 𝐶w )
+ 𝑇𝐶wš Γwš Γw 𝐶w + 𝜀€ 𝑇 8 𝐶wš Γwš Γw 𝐶w
(5-13)

Σ-8 = H𝐸w + 𝐶wš Γwš + 𝑇(𝐴w − 𝐿w 𝐶w )š H𝐸w + 𝑇𝜃𝐶wš Γwš
Σ88 = 2𝜃 + 𝑇𝜃 8 + 𝜀- + 𝜀8 𝑇 8 𝜃 8 + 𝑇𝐸wš 𝐻𝐸w

As 𝑓(𝑡N ) is norm bounded and 𝜃 is a constant which can be chosen, ˆ𝛿𝑓(𝑡N ) − 𝜃𝑓¶(𝑡N )ˆ is
bounded, which implies that γ > 0 is bounded.
Note that when Σ < 0, we obtain that
8

δV(𝑡N ) ≤ −𝑐- ‖𝑒« (𝑡N )‖8 − 𝑐8 ˆ𝑒Q (𝑡N )ˆ + γ
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(5-14)

From the Lyapunov function, one has
8

V(𝑡N ) ≤ 𝑚𝑎𝑥[𝜆,J« (𝐻), 1] [‖𝑒« (𝑡N )‖8 + ˆ𝑒Q (𝑡N )ˆ ]

(5-15)

Substituting (5-14) into (5-15) yields
δV(𝑡N ) ≤ −𝛼V(𝑡N ) + γ

(5-16)

𝜆,©u (𝐻)
1
𝛾
8
8
ˆ𝑒o (𝑡N )ˆ + ˆ𝑒Q (𝑡N )ˆ ≤ 𝑓³8 + ‹
8
‖𝐶‖
2
𝛼

(5-17)

Set
S = Š[𝑒o (𝑡N ), 𝑓¶(𝑡N )] |

and SŒ is the supplementary set of S. S is a set around the zero. Then the following inequality
holds as long [e' (t ! ), f¶(t ! )] ϵ SŒ:
V(𝑡N ) ≥ 𝜆,©u (𝐻)‖𝑒« (𝑡N )‖8 + ˆ𝑒Q (𝑡N )ˆ
≥

8

𝜆,©u (𝐻)
1
𝛾
8
8
ˆ𝑒o (𝑡N )ˆ + È ˆ𝑓¶ˆ − 𝑓³8 É ≥
8
‖𝐶‖
2
𝛼

(5-18)

where the ellipse S denotes the set to which the pair [𝑒o (𝑡N ), 𝑓¶(𝑡N )] converges. From (5-16)
and (5-17), it follows that if [𝑒o (𝑡N ), 𝑓¶(𝑡N )] ϵ SŒ, then 𝛿𝑉(𝑡N ) ≤ 0. According to Definition 5.1,
the trajectory of [𝑒o (𝑡N ), 𝑓¶(𝑡N )] insides SŒ leads to the set S. By appropriate selection of 𝛼 and
𝛾, we can guarantee the satisfactory speed and accuracy of the convergence about the fault and
output estimation. More specifically, the pair [𝑒o (𝑡N ), 𝑓¶(𝑡N )] is uniformly bounded and
converges to S exponentially at a rate larger than 𝑒 ¨YŽ . Σ- < 0 can be converted to the LMI
~ = 𝐻𝐿. This completes the proof.
presented in Theorem 5.1 , by setting 𝐻
5.3.2

Delta operator based fault-tolerant model predictive control

The aim of a fault tolerant control strategy is to use the estimated fault information provided
by the designed observer to modify the predictive model and to accommodate the fault in the
application of the MPC as shown in Figure 5-1. The MPC tracks the reference trajectory using
the fault information and chooses an input sequence which minimizes the tracking error. The
113

MPC is based on the state-space model of (5-4). The δ - transformation of the system
augmented model which is used in the design of predictive control is predicted as follows [141].
Feedback torque

PD regulator

Estimation of fault fˆ(k)

Tracking error

observer

Desired steering angle
Driver torque

MPC
controller

Steering wheel
Subsystem

Motor
voltageu

Front wheel
Subsystem

Front wheel angle d f

vehicle

Self-aligning torque
Front wheel angle d f

Figure 5-1 The schematic diagram of MPC based fault tolerant control for SbW systems
y = w + 𝐆u + 𝐐f¶

(5-19)

where
w = 𝐖𝒙(𝒕𝒌 )
𝐖 = ˜𝐶w

𝐶w 𝐴w

𝐶w 𝐴8w

Ú

š

… 𝐶w 𝐴w • ™

0
⎡ 𝐶 𝐵
w w
⎢
𝐆 = ⎢ 𝐶w 𝐴w 𝐵w
⋮
⎢
Ú• ¨𝐵w
⎣𝐶w 𝐴w

0
0
𝐶w 𝐵w
⋮
Ú• ¨8
𝐶w 𝐴w
𝐵w

…
…
⋱
⋱
…

0 ⎤
0 ⎥
⋮ ⎥
0 ⎥
𝐶w 𝐵w ⎦

0
⎡ 𝐶 𝐸
w w
⎢
𝐐 = ⎢ 𝐶w 𝐴w 𝐸w
⋮
⎢
Ú• ¨𝐸w
⎣𝐶w 𝐴w

0
0
𝐶w 𝐸w
⋮
Ú• ¨8
𝐶w 𝐴w
𝐸w

…
…
⋱
⋱
…

0 ⎤
0 ⎥
⋮ ⎥
0 ⎥
𝐶w 𝐸w ⎦

y = [𝛿 ³ 𝑦 š (𝑡N )

(5-20)

… 𝛿Ú• 𝑦 š (𝑡N )]š

u = [𝛿 ³ 𝑢š (𝑡N )

… 𝛿Ú• ¨- 𝑢š (𝑡N )]š

¶f = [𝛿 ³ 𝑓¶ š (𝑡N )

… 𝛿Ú• ¨- 𝑓¶ š (𝑡N )]š

The control design parameter No denotes the output horizon. The model shown in (5-19)
predicts the 𝛿-transformation of the signal y(𝑡N ). Therefore, the δ-transformation of the signal
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must be mapped to the samples{y(𝑡N ), ⋯ , y(𝑡N + Ny)} . The discrete-time system output is
shown as
𝓨 = 𝚪𝑵𝒚 𝑦

(5-21)

where
𝒴 = ˜𝑦 š (𝑡N ) … 𝑦 š T𝑡N + 𝑁o W™

ΓÚ•
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Ú•
0 ⎥
⎥
Ú
𝐶Ú•• 𝑇Ú• ⎦

𝐼Ú• ∈ ℝÚ• ∗Ú• is the identify matrix and the change in absolute control action ∆𝒰 can be
expressed in the δ-domain as
∆𝓤 = 𝐃𝚪𝑵𝒖 u. + 𝑒.

(5-22)

u. = [δ³ u÷ (t ! ), ⋯ , δšý u÷ (t ! )]š ,

where

∆𝑢(𝑡N )
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(5-23)

𝑁. denotes the output horizon and control horizon. There are physical constraints on the system
which can be specified in the form
𝑢 (𝑡N )
𝑢,J«
𝑢,©u
⋮
è ⋮ é≤
£≤è ⋮ é
,©u
𝑢T𝑡
W
𝑢,J«
N4Úý ¨𝑢
∆𝑢(𝑡N )
∆𝑢
∆𝑢,©u
⋮
è ⋮ é≤
£≤è ⋮ é
∆𝑢T𝑡N4Úý ¨- W
∆𝑢,J«
∆𝑢,©u

(5-24)

,J«

š

As ˜𝑢(𝑡N ) ⋯ 𝑢T𝑡N4Úý ¨- W™ = D¨- (𝒰 − 𝒆𝒖 ) , then constraints for the control movement are
imposed as
− [𝐃¨𝟏 (𝓤 − 𝑒. )] ≤ −𝓤𝒎𝒊𝒏
𝐃

¨𝟏 (𝓤

(5-25)

𝒎𝒂𝒙

− 𝑒. ) ≤ 𝓤

where 𝒰_ðx and 𝒰_pñ are column vectors with Nô elements of u_ðx and u_pñ . By assuming
that the reference signal remains constant in the optimization window, the objective of MPC is
to find the optimal control parameter vector 𝐮. in the presence of constraints such that the error
function between the reference signal and the predicted output is minimized. The cost function
for the system is then defined in the δ-domain as
𝐦𝐢𝐧 𝑱 = (𝑦 − 𝑟)𝑻 𝚪𝒚 (𝑦 − 𝑟) + ∆𝓤𝑻 ∆𝓤
.𝒖

𝑻

= (𝑦 − 𝑟)𝑻 𝚪𝒚 (𝑦 − 𝑟) + 𝝀T𝐃𝚪𝑵𝒖 u𝒖 + 𝑒. W T𝐃𝚪𝑵𝒖 u𝒖 + 𝑒. W

(5-26)

subject to the inequality constraints
𝑴∆𝓤 ≤ 𝛄

(5-27)

−1
𝑀
𝑁
𝑀 = È - É ; 𝛾 = È - É ; 𝑀- = ›−D−1 Ÿ ; 𝑀- = ù−Iú
𝑀8
𝑁8
I
D

(5-28)

where the data matrices are
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𝑁- = è

𝑚𝑖𝑛

𝑚𝑖𝑛
− D−1 𝑒𝑢
−∆𝒰 Ÿ
é
;
𝑁
=
›
𝑚𝑎𝑥
∆𝒰
𝒰𝑚𝑎𝑥 + D−1 𝑒𝑢

−𝒰

𝑻

and 𝒓 = ˜δ³ r ÷ (t ! ), ⋯ , δš• r ÷ (t ! )™ is the vector of 𝛿-transformation of the reference signal,
which is the steering wheel angle. To minimize the objective function subject to equality
constraints, a Lagrange expression is set as follows:
𝑻

𝐦𝐢𝐧 𝑱 = (𝑦 − 𝑟)𝑻 𝚪𝒚 (𝑦 − 𝑟) + T𝐃𝚪𝑵𝒖 u𝒖 + 𝑒. W T𝐃𝚪𝑵𝒖 u𝒖 + 𝑒. W
.𝒖

+ 𝝀𝑻 (𝑴∆𝓤 − 𝛄)

(5-29)

where 𝜆 is the Lagrange multiplier. It can be seen that the value of (5-27) subject to the equality
constraints (5-25) is the same as the original cost function (5-24). The δ-domain inputs beyond
the control horizon must be constant to ensure that the cost function is well specified; that is,
𝒖(𝒕𝒌 + 𝒋) = 𝒖(𝒕𝒌 + 𝐍𝒖 ) for 𝒋 = 𝐍𝒖 + 𝟏, ⋯ , 𝐍𝒚 − 𝟏

(5-30)

The control action at the control horizon 𝑢(𝑡N + N. ) is then obtained as 𝑢(𝑡N + N. ) = 𝛾. 𝐮.
Ú

in which 𝛾. = ˜𝐶Ú³ý 𝑇 ³ , 𝐶Ú-ý 𝑇 - , ⋯ , 𝐶Úýý 𝑇Úý ™⨂𝐼, , ΓÑ = 𝛾. ⨂𝐼Ú• ¨Úý ¨- .
By defining
š

u𝒚 = ˜𝛅𝐍𝒖 4𝟏 𝐮𝐓 (𝐭 𝐤 ), ⋯ , 𝛅𝐍𝒚 ¨𝟏 𝐮𝐓 (𝐭 𝐤 )™
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𝚪+𝒚𝒖

𝐶Ú³ý 4- 𝑇 ³
⋮
=›
𝐶Ú³• ¨- 𝑇 ³
Ú 4-

+𝚪⃗𝒚𝒚

𝐶Úýý4- 𝑇Úý 4=›
⋮
Úý 4- Úý 4𝐶Úý ¨- 𝑇
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Ú

⋯
⋱
⋯
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⋮
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(5-32)

⋯
⋱
⋯

0
0
œ ⨂𝐼Úý
Ú• ¨- Ú ¨𝐶Ú• ¨- 𝑇 •

(5-33)

the control horizon can be expressed as Γ⃖'ô uô + Γ⃗'' u' = ΓÑ uô and u' can be written as u' =
¨- Ñ
Γ⃗''
TΓ − Γ⃐'ô Wuô .

By defining 𝐹Í = ΓÚ® 𝐟, where
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𝑓¶(𝑡N )
⎡
⎤
⋮
⎢
⎥
𝓕 = ⎢ 𝑓¶(𝑡N + 𝑁. ) ⎥
⋮
⎢
⎥
¶
⎣𝑓T𝑡N + 𝑁o − 1W⎦

the output prediction can be influenced by the future behaviour of the measured fault
information as represented by 𝑓¶(𝑡N + 1), … , 𝑓¶T𝑡N + 𝑁o − 1W but the common practice is to
assume that it remains constant at the last measured value, namely 𝑓¶(𝑡N ) = 𝑓¶(𝑡N + 1) = ⋯ =
𝑓¶T𝑡N + 𝑁o − 1W.
Hence, the novel state-space δ-generalised predictive control with fault information for SbW
systems can be presented in terms of the modified prediction model:
𝑻

( u𝒖 + 𝐐𝚪𝑵 ¨𝟏 𝓕
³ − 𝑟] 𝚪𝒚 [w + 𝑮
( u𝒖 + 𝐐𝚪𝑵 ¨𝟏 𝓕
³ − 𝑟]
𝑱 = [w + 𝑮
𝒇
𝒇
(5-35)

𝑻
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(5-36)

The control signal applied is the first element of 𝒖∗. . This algorithm takes 𝑂(𝑁o€ (𝑛 + 𝑚))
operations per step where n is the state dimension and m is the input dimension. The
computational complexity therefore grows exponentially with the length of the prediction
horizon and the number of the manipulated variables. The fault tolerant model predictive
control algorithm based on 𝛿 operator can be described as follows:
Algorithm 5.1 fault tolerant MPC algorithm
1: Discretise the continuous-time model of SbW systems and obtain the state-space model,
and transfer the state-space model into δ domain model;
2: Design a fault detection observer (5-5);
3: Set up the initial conditions for MPC controller simulation, modify the input and output
constraints and specify the simulation conditions;
4: Generate matrices required for the predictive control cost function J;
5: Obtain the observer gain in terms of Theorem 5.1 and obtain optimal control effect by
(5-36) based on faulty estimation.

5.3.3

Simulation results

The effectiveness of the proposed fault estimation and fault tolerant control for SbW systems
is demonstrated in this section. The characteristics of the proposed scheme are investigated in
terms of:
a) Performance under different types of faults;
b) Comparison between a 𝛿 operator based MPC algorithm, a shift operator based MPC
algorithm and a 𝛿 operator based Classic MPC at long and short sampling times.
In order to demonstrate the effectiveness and fault-tolerant performance of the proposed 𝛿MPC controller, the simulation environment was set up as follows:
a) Driver’s input torque is a periodic sinusoidal signal 𝜏; = 16 𝑠𝑖𝑛(𝑡) 𝑁 ∙ 𝑚, and the
control gains of the PD regulator for controlling the feedback motor are chosen as 𝑘U =
3.6 and 𝑘q = 1.5,respectively;
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b) In this work, the eight-degree-freedom model is used to model the vehicle dynamics
includes both the lateral and longitudinal dynamics as well as the nonlinearities [52].
The degrees of freedom associated with this model are the longitudinal and lateral
velocities yaw rate, roll rate and the wheel rotational speeds. The Dugoff model is
introduced to simulate the lateral and longitudinal forces generated by tires.
c) The vehicle speed 𝑉ij = 20 𝑚⁄𝑠;
d) In the observer design, 𝜀- = 𝜀8 = 0.1, 𝐸w = 𝐵w ;
e) In the 𝛿-MPC design, 𝜆 = 1 , the predictive horizon is 𝑁o = 20, control horizon is
𝑁. = 4;
f) The simulation time is 𝑡 = 10𝑠;
g) The limits for ∆𝑢 and 𝑢 are [142]: −2.5 ≤ 𝑢 ≤ 2.5 and −0.2 ≤ ∆𝑢 ≤ 0.2;
h) In order to simulate different types of actuator impairments, three designed fault
scenarios are considered.
1) The first type is a transient fault caused by electromagnetic interference,
radiation, and temperature variation.
In the first scenario: the fault signal is assumed as
𝑓- (𝑡) = ¶

0.05, 4 ≤ 𝑡 ≤ 5,
0,
𝑒𝑙𝑠𝑒.

2) The second and third types of faults are permanent faults which may be caused
by vehicle battery disconnection.
When a vehicle battery is disconnected while the alternator is still generating a
charging current, the current will raise the voltage to a high level in a short time,
causing permanent damage to the actuator.
For the second scenario the fault signal is assumed as
𝑓8 (𝑡) = ¶

0.01 + 0.02 sin(𝑡) , 𝑡 ≥ 5,
0,
𝑒𝑙𝑠𝑒.

3) Finally, for the third scenario the fault signal is assumed as
𝑓€ (𝑡) = −0.08𝑡 ∙ 𝑢
to ensure that the control effectiveness u is gradually reduced and finally u is
20% of control effectiveness at t = 10s.
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A. Simulation results
I.

Performance under difference types of faults

In the first scenario, the fault could be interpreted as a transient actuator fault which occurs in
the front wheel motor. Choose 𝑇 = 0.01, 𝜀€ = −100 and 𝜃 = −1.1. Using the above sampling
time, we solve the LMI in Theorem 5.1,
𝐿(³.³-) = [−0.0533, 0.4489, 8.1172, −8.0383, −0.4389, −0.9291]š
Γw (³.³-) = −24.0108
The result of the fault estimation is shown in Error! Reference source not found.. We can
see that 𝑓¶(𝑘) follows 𝑓(𝑘) rapidly and Error! Reference source not found. (b) shows the
tracking performance of the closed-loop SbW system. The fault is estimated with satisfactory
accuracy, the front wheels angle tracks the desired steering wheel angle accurately with small
fluctuation, and the overall SbW system is stable.
In the second scenario, a permanent actuator failure is considered after t = 5s to show the
capability of the proposed fault-tolerant control approach. The simulation results are shown in
Figure 5-3. Further, a gradual actuator failure is created. The simulations results (Figure 5-4)
show that with the gradual failure, the SbW system can still achieve an acceptable steering
performance (71.74%) based on the δ-domain MPC fault-tolerant control. The faulty observer
is applicable to a wide variety of faults and can successfully determine the fault and its severity.
With the fault information, the fault tolerant controller can compensate for the effect of the
faults effectively.

Figure 5-2 (a) Estimation performance for
first fault scenario with T = 0.01

Figure 5-2 (b) Tracking performance for the
first fault scenario
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Figure 5-3 (a) Estimation performance for
second fault scenario with T = 0.01

Figure 5-3 (b) Tracking performance for
second fault scenario with T = 0.01

Figure 5-4 (a) Estimation performance for
third fault scenario with T = 0.01

Figure 5-4 (b) Tracking performance for
third fault scenario with T = 0.01

Figure 5-4 (c) System constraints

Figure 5-4 (d) Self-aligning torque
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II.

The comparison of fault tolerant capability of 𝛿-MPC and 𝑞-MPC algorithms at fast
and slow sampling rates

We compare the performance of the proposed algorithm against a MPC based fault-tolerant
control law using discrete-time mode of forward-shift operator and a classic MPC tracking
controller without fault tolerant capability.
The fault tolerant MPC controller based on forward-shift operator has been successfully
designed for the flight control in [135]. The MPC controller based on the fault information is
to reconfigure the controller in order to restore the original functionality of the pilot’s controls.

a) 𝑇 = 0.001

b) 𝑇 = 0.01

c) 𝑇 = 0.1

d) 𝑇 = 1

Figure 5-5 The comparison of fault tolerant capability at different sample rates
The simulation results of the SbW system for different types of MPC at different sampling rates
are shown in Figure 5-5 and the tracking performance of the controllers are compared. When
the fault occurs and gradually worsens, the fault-tolerant capability of the 𝛿-domain MPC
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controller acts consistently compared with the 𝑞-domain MPC controller and a classic MPC
controller. The fault tolerant MPC controller in 𝛿-domain can bring significant improvements
and better fault tolerant capability, especially in the context of fast sampling. At both the slow
and fast sampling rates, the 𝛿-domain MPC can perform consistently and stabilize the system
and ensure that the SbW system will achieve an acceptable steering performance in the event
of actuator failure. The front wheel angle can track the desired steering wheel angle with a
small fluctuation (the actual steering performance percentage is between 56.02% and 80.90%).
However, the accuracy of the 𝑞-domain MPC degrades as the sampling rate increases. When
T=0.001, the steering performance percentage for the 𝑞-domain MPC controller is 49.30%
which is unacceptable as the SbW system is a safety critical system. This is because in the case
of 𝛿-domain, the stability region expands as the sampling rate is increased while the stability
region of the 𝑞 operator is fixed. This property gives the 𝛿 operator its superior performance of
numerical properties at high sampling rate as compared to the 𝑞 operator. However, if the
sampling rate is slow, the 𝑞-domain MPC is preferable as shown in Figure 5-5 (d). However,
without a fault observer, the operator based classic MPC fails to compensate for the actuator
faults and only shows around 30% steering performance which cannot achieve functional
steering.
Another advantage of working in the δ-domain is that the numerical properties are typically
improved, compared to the q-operator when using finite word lengths to perform numerical
calculations. The root mean square error (RMSE) of front wheel angle tracking performance is
calculated between a floating point implementation and finite word length of 4, 8, 12 and 16
bits for both the q and δ case with T = 0.01.
Table 5-1 The comparison results in varying word length
Word length

4 bits

8 bits

12 bits

16 bits

δ-domain

1.3790

0.4978

0.0650

0.0600

𝑞-domain

1.2254

0.7862

0.2390

0.0230

RMSE
As seen in Table 5-1, the accuracy of the δ approach is better than that of the q approach at
word lengths of 8, 12 and 16 bits. It is because of the round-off effects in the calculation of
optimal solutions (5-36). Direct encoding in the q-domain is therefore likely to suffer from
round-off errors at short word lengths. While 𝛿-domain encodes the free-response by numerical
differencing and hence is more robust against rounding effect. However, 𝑞 approach is more
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accurate than 𝛿 approach at longer word length. It is due to the fact that the scaling of the
matrices in (5-36) is larger for 𝛿 than 𝑞 , which is because of the numerical differencing
involved in the 𝛿 - transformations. Hence, the need to account for scaling of larger numerical
values in the formulation reduces the number of bits for representing fractions and hence affects
resolution. These results imply that the 𝛿 operator can improve the overall fault tolerant
capability especially when the sample rate is fast, and the word length is short.

5.4 DELTA OPERATOR BASED MODEL PREDICTIVE CONTROL WITH
FAULT COMPENSATION FOR STEER-BY-WIRE SYSTEMS
5.4.1

Delta operator based SbW system modelling

A discrete-time form of uncertain SbW systems model based on (4-1) is written as
𝛿𝑥(𝑡N ) = 𝐴w 𝑥(𝑡N ) + 𝐵w 𝑢(𝑡N ) + 𝐵w 𝜏J (𝑡N ) + 𝑤(𝑡N )
𝑦(𝑡N ) = 𝐶w 𝑥(𝑡N )

(5-37)

𝐴w , 𝐵w and 𝐶w are system matrices with appropriate dimensions. 𝑤(𝑡N ) ∈ ℝx denotes system
matched uncertainties.
The nominal system respecting the system (5-37) is denoted by
𝛿𝑥(𝑡N ) = 𝐴w 𝑥(𝑡N ) + 𝐵w 𝑢(𝑡N ) + 𝐵w 𝜏J (𝑡N )
𝑦(𝑡N ) = 𝐶w 𝑥(𝑡N )

(5-38)

It is assumed that the nominal control input generated by MPC is to stabilize the nominal
system and obtain the acceptable tracking performance.
5.4.2

Delta operator based fault observer

In order to take the actuator failure into account, the fault uncertain model is modified as:
𝛿𝑥Q (𝑡N ) = 𝐴w 𝑥Q (𝑡N ) + 𝐵w 𝑢Q (𝑡N ) + 𝐵w 𝜏J (𝑡N ) + 𝐵w 𝑓 (𝑡N ) + 𝑤 (𝑡N )
𝑦Q (𝑡N ) = 𝐶w 𝑥Q (𝑡N )

(5-39)

where, 𝑥Q 𝜖ℝu , 𝑦Q 𝜖ℝU and 𝑢Q 𝜖ℝ, represent the faulty state, faulty measured output and fault
tolerant control signal, respectively. 𝑓(𝑡N ) depicts fault directly affecting the input.
Moreover, to detect the SbW systems fault, a fault detection observer is designed as:
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𝛿𝑥»Q (𝑡N ) = 𝐴w 𝑥»Q (𝑡N ) + 𝐵w 𝑢Q (𝑡N ) + 𝐵w 𝜏J (𝑡N ) + 𝐵w 𝑓¶(𝑡N ) + 𝐿 [𝑦Q (𝑡N ) − 𝑦»Q (𝑡N )]
𝑦»Q (𝑡N ) = 𝐶w 𝑥»Q (𝑡N )

(5-40)

𝛿𝑓¶(𝑡N ) = 𝐺 [𝑦Q (𝑡N ) − 𝑦»Q (𝑡N )]
where 𝑥»Q (𝑡N ) is the observer state vector, 𝑦»Q (𝑡N ) denotes the output estimation vector, 𝑓¶(𝑡N ) is
the fault estimate vector, 𝐺𝜖ℝu∗U and 𝐿𝜖ℝ,∗U are the gain matrices of the observer to estimate
𝑥Q (𝑡N ) and 𝑓(𝑡N ), which will be determined later.
5.4.3

Fault tolerant control law algorithm

The aim of FTC strategy is to compensate for the actuator failure and to ensure that the faulty
uncertain system tracks the trajectory of the reference system. The FTC is given by the
following structure:
𝑢Q (𝑡N ) = 𝐾 [𝑥(𝑡N ) − 𝑥»Q (𝑡N )] + 𝑢(𝑡N ) − 𝑓¶(𝑡N )

(5-41)

where 𝐾𝜖ℝ,∗u is the state feedback gain matrix to be determined.
𝑢(𝑡N ) is the nominal control input which is generated by 𝛿-domain MPC. However, the real
SbW system and the nominal system are not identical and the controller is required to show
low sensitivity to plant parameter uncertainties and stabilize the uncertainty model. The
feedback control action 𝐾 [𝑥(𝑡N ) − 𝑥»Q (𝑡N )] based on the uncertainty model works in parallel
with an MPC controller to ensure robust asymptotic stability of the system in the presence of
uncertainties and estimation errors.
The fault tolerant control strategy illustrated in The fault tolerant control strategy based on
model predictive control and fault observer is proposed to determine the control input 𝑢Q (𝑡N )
to make the system (5-37) stable and 𝑥Q (𝑡N ) converges asymptotically to the reference state
vector even in the presence of faults and system uncertainties.
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Figure 5-6 The fault tolerant control strategy based on model predictive control and fault
observer
A. Nominal model predictive control
During the driving operation, based on the information provided by the vehicle and the
environment, the driver first plans a desired vehicle trajectory which can be performed by the
steering angle, and then the driver actuates the musculoskeletal arm and rotates the steering
angle to drive the vehicle to follow the desired trajectory [143, 144]. In this work, we choose
the sampling time as 𝑇 = 0.01𝑠 and the prediction horizon as N' = 20, we assume within 0.2𝑠,
the driver’s intention doesn’t change too much, that is, the reference signal 𝑟(𝑡N ) remains
constant in the optimization window. In δ-domain MPC, an optimal nominal control action
should be calculated at each sampling time by predicting the system output in advance over a
finite prediction horizon. There are two main components in the δ-domain MPC: cost function
and state-space model. The cost function that reflects the control objective is linked to 1)
minimizing the error between the predicted system output and the reference signal, 2)
minimizing the increment in control action and 3) taking the system constraints into
consideration within the prediction horizon. More details on δ-domain MPC can be found in
[141, 145]. In this work, the nominal MPC is based on the state-space model of (5-38). The
MPC cost function requires a series of predicted system behaviour, that is, 𝑦(𝑡N ) for 𝑡 =
0 … 𝑁o . The future state variables are calculated sequentially using the set of future control
parameters:
Ú

Ú ¨-

𝛿Ú• 𝑥(𝑡N ) = 𝐴w • 𝑥(𝑡N ) + 𝐴w • 𝐵w 𝛿 ³ 𝑢š (𝑡N ) + ⋯ + 𝐵w 𝛿Ú• ¨- 𝑢š (𝑡N )
Ú ¨-

+ 𝐴w • 𝐵w 𝛿 ³ 𝑇Qš (𝑡N ) + ⋯ + 𝐵w 𝛿Ú• ¨- 𝑇Qš (𝑡N )
From the predicted state variables, the prediction of system output is
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(5-42)

Ú

Ú ¨-

𝛿Ú• y(𝑡N ) = 𝐶w 𝐴w • 𝑥(𝑡N ) + 𝐶w 𝐴w • 𝐵w 𝛿 ³ 𝑢š (𝑡N ) + ⋯ + 𝐶w 𝐵w 𝛿Ú• ¨- 𝑢š (𝑡N )
Ú ¨-

+ 𝐶w 𝐴w • 𝐵w 𝛿 ³ 𝑇Qš (𝑡N ) + ⋯ + 𝐶w 𝐵w 𝛿Ú• ¨- 𝑇Qš (𝑡N )

(5-43)

Noting that all the predicted variables are formulated in terms of current state variable 𝑥(𝑡N ) ,
the future control movement 𝑢(𝑡N ) and self-aligning torque𝑇Q (𝑡N ). The δ-transformation of the
system augmented model for the prediction of system outputs is as follows [145]:
y = w + 𝐆u + 𝐆𝜈

(5-44)

where
w = W𝑥(𝑡N )
W = ˜𝐶w

𝐶w 𝐴8w

𝐶w 𝐴w

0
⎡ 𝐶 𝐵
w w
⎢
𝐶
𝐴
G = ⎢ w w 𝐵w
⋮
⎢
Ú• ¨𝐵w
⎣𝐶w 𝐴w

0
0
𝐶w 𝐵w
⋮
Ú• ¨8
𝐶w 𝐴w
𝐵w

y = [𝛿 ³ 𝑦 š (𝑡N )
u = [𝛿 ³ 𝑢š (𝑡N )

Ú

… 𝐶w 𝐴w • ™
…
…
⋱
⋱
…

š

0 ⎤
0 ⎥
⋮ ⎥
0 ⎥
𝐶w 𝐵w ⎦

(5-45)

… 𝛿Ú• 𝑦 š (𝑡N )]š
… 𝛿Ú• ¨- 𝑢š (𝑡N )]š
š

𝜈 = ˜𝛿 ³ 𝑇Qš (𝑡N ) … 𝛿Ú• ¨- 𝑇Qš (𝑡N )™

and the control design parameter 𝑁o denotes the output horizon. The model shown in (5-44)
predicts the δ-transformation of the signal y(𝑡N ). Therefore the δ-transformation of the signal
must be mapped on samples sy(𝑡N ), ⋯ , y [𝑡N4Ú• ]º. The discrete-time system output is shown
as
𝓨 = 𝚪𝑵𝒚 𝑦

(5-46)

where
𝒴 = ù𝑦 š (𝑡N )

š

… 𝑦 š [𝑡N4Ú• ]ú
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ΓÚ•

𝑇³
⎡ ³
⎢ 𝑇³
=⎢ 𝑇
⎢ ³⋮ ³
⎣𝐶Ú• 𝑇

0
𝑇2𝑇 ⋮
𝐶Ú-• 𝑇 -

0
0
𝑇8
⋮
𝐶Ú8• 𝑇 ³

0
0 ⎤
0 ⎥ ⨂𝐼
Ú•
0 ⎥
⎥
Ú
𝐶Ú•• 𝑇Ú• ⎦

⋯
⋯
⋯
⋱
⋯

𝐼Ú• ∈ ℝÚ• ∗Ú• is the identity matrix and the change in control action ∆𝒰 can be expressed in
the δ-domain as
∆𝓤 = 𝐃𝚪𝑵𝒖 u. + 𝑒.

(5-47)

where
u. = [δ³ u÷ (t ! ), ⋯ , δšý u÷ (t ! )]š ,
∆𝑢(𝑡N )
⎡
⎤
∆𝑢(𝑡N4- ) ⎥
⎢
∆𝒰 =
,
⋮
⎢
⎥
⎣∆𝑢T𝑡N4Úý ¨- W⎦
𝐼Úý
−𝐼
D = › Úý
⋮
0

ΓÚý

𝑇³
⎡ ³
𝑇
⎢
= ⎢ 𝑇³
⎢ ⋮
³
³
⎣𝐶Úý 𝑇

0
0
⋱
⋯

⋯
⋯
⋱
−𝐼Úý

0
0
𝑇8
⋮
8
𝐶Úý 𝑇 ³

⋯
⋯
⋯
⋱
⋯

0
𝐼Úý
⋯
0

0
𝑇2𝑇 ⋮
𝐶Úý 𝑇 -

0
0
0 œ,
𝐼Úý

(5-48)

0
0 ⎤
0 ⎥ ⨂𝐼
⎥ Úý
0 ⎥
Ú
𝐶Úýý 𝑇Úý ⎦

−u(t !¨- )
0
𝑒. = ›
œ
⋮
0
𝑁.

denotes

the

control

horizon.

It

is

noted

that

𝝂 = ΓÚ• 𝜍

and

𝜍=

š

ù 𝜏J (𝑡N ), ⋯ , 𝜏J [𝑡N4Ú• ¨- ]ú and the common practice is to assume that it remains constant at
the last measured value, namely 𝜏J (𝑡N ) = 𝜏J (𝑡N4- ) = ⋯ = 𝜏J [𝑡N4Ú• ¨- ]. In this paper, we
take the physical constraints on control vector and the change of it into consideration and the
formulations of the constraints can be expressed as
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𝑢 (𝑡N )
𝑢,J«
𝑢,©u
⋮
è ⋮ é≤
£≤è ⋮ é
,©u
𝑢T𝑡
W
𝑢,J«
N4Úý ¨𝑢
∆𝑢(𝑡N )
∆𝑢
∆𝑢,©u
⋮
è ⋮ é≤
£≤è ⋮ é
∆𝑢T𝑡N4Úý ¨- W
∆𝑢,J«
∆𝑢,©u

(5-49)

,J«

š

As ˜𝑢(𝑡N ) ⋯ 𝑢T𝑡N4Úý ¨- W™ = D¨- (𝒰 − 𝒆𝒖 ) , then constraints for the control movement are
imposed as
−TD¨- (𝒰 − 𝑒. )W ≤ −𝒰,©u
¨- (𝒰

D

− 𝑒. ) ≤ 𝒰

(5-50)

,J«

where 𝒰_ðx and 𝒰_pñ are column vectors with 𝑁. elements of 𝑢,©u and 𝑢,J« . The objective
is to design an optimal control action ∆𝒰 to minimize the error function between the reference
signal and predicted output signal.
Then the cost function in the δ-domain is defined as
𝐦𝐢𝐧 𝑱 = (𝑦 − 𝑟)𝑻 𝚪𝒚 (𝑦 − 𝑟) + ∆𝓤𝑻 ∆𝓤
.𝒖

𝑻

= (𝑦 − 𝑟)𝑻 𝚪𝒚 (𝑦 − 𝑟) + T𝐃𝚪𝑵𝒖 u𝒖 + 𝑒. W T𝐃𝚪𝑵𝒖 u𝒖 + 𝑒. W

(5-51)

subject to the inequality constraints
𝑴∆𝓤 ≤ 𝛄

(5-52)

where the matrices are
−1
𝑀
𝑁
𝑀 = È - É ; 𝛾 = È - É ; 𝑀- = ›−D−1 Ÿ ; 𝑀- = ù−Iú
𝑀8
𝑁8
I
D

𝑁1 = ›

−𝒰,©u − D¨- 𝑒.

𝒰,J« + D¨- 𝑒.

,©u

(5-53)

Ÿ ; 𝑁1 = È−∆𝒰,J« É
∆𝒰

š

and 𝑟 = ˜δ³ r ÷ (t ! ), ⋯ , δš• r ÷ (t ! )™ and is the vector of 𝛿 -transformation of the reference
signal, which is the steering wheel angle. Γo = Γšš• Γš• . By formulating the constraints as part
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of the design requirement, a Lagrange expression is set as follows to minimize the objective
function subject to equality constraints:
min 𝐽 = (𝒴 − ℛ)š Γo¨š (𝒴 − ℛ) + 𝜆∆𝒰š ∆𝒰 = (𝑦 − 𝑟)š Γo (𝑦 − 𝑟)
.ý

š

+ TDΓÚý u. + 𝑒. W TDΓÚý u. + 𝑒. W + 𝜆š (𝑀∆𝒰 − γ)

(5-54)

where ℛ = [r ÷ (t ! ), ⋯ , r ÷ (t ! )]š is the vector of the reference signal. Since it is hard or
impossible to know the steering signal before the driver's intention, it is assumed that the
reference signal r(t ! ) remains constant in the optimization window. 𝜆 is the control weighting
parameter. It can be seen that the value of (5-51) subject to (5-52) is the same as the original
cost function (5-54). In addition, the δ-domain inputs beyond the control horizon are assumed
to be constants, that is,
𝑢T𝑡N42 W = 𝑢T𝑡N4šý W for 𝑗 = N. + 1, ⋯ , No − 1

(5-55)

𝑢T𝑡N4Úý W = 𝛾. 𝑢.

(5-56)

Ú

(5-57)

Then we get

where
𝛾. = ˜𝐶Ú³ý 𝑇 ³ , 𝐶Ú-ý 𝑇 - , ⋯ , 𝐶Úýý 𝑇Úý ™⨂𝐼,
Control action in the δ-domain beyond the control horizon is defined as
𝑢T𝑡N4šý 4- W
⎡
⎤ ⎡𝑢T𝑡N4šý W⎤
⎢ 𝑢T𝑡N4šý 48 W ⎥ ⎢𝑢T𝑡N4šý W⎥ Ñ
⎢
⎥=⎢
⎥ = Γu .
⋮
⋮
⎥
⎢
⎥ ⎢
⎣𝑢 [𝑡N4š• ¨- ]⎦ ⎣𝑢T𝑡N4šý W⎦

(5-58)

ΓÑ = 𝛾. ⨂𝐼Ú• ¨Úý ¨-

(5-59)

where

Therefore, the 𝛿-domain control beyond the control horizon is defined as
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𝐶Ú³ý 4- 𝑇 ³
⋮
›
³
𝐶Ú• ¨- 𝑇 ³

⋯
⋮
⋯

Ú

𝐶Úýý4- 𝑇Úý
⋱
Úý
𝐶Ú• ¨- 𝑇Úý

Ú 4-

𝐶Úýý4- 𝑇Úý 4⋱
Úý 4- Úý 4𝐶Úý ¨- 𝑇

⋯
⋱
⋯

𝑢(𝑡N )
⎡
⎤
⋮
⎢
⎥
0
𝑢T𝑡N4Úý W ⎥
⎢
0
œ
Ú• ¨- Ú ¨- ⎢ 𝑢T𝑡N4Ú 4- W ⎥
ý
𝐶Ú• ¨- 𝑇 •
⎢
⎥
⋮
⎢
⎥
𝑢
[𝑡
]
N4Ú
¨⎣
⎦
•

(5-60)

= ΓÑ u.
By defining
š

uo = ˜δšý 4- u÷ (t ! ), ⋯ , δš• ¨- u÷ (t ! )™

Γ⃖o.

𝐶Ú³ý 4- 𝑇 ³
⋮
=›
𝐶Ú³• ¨- 𝑇 ³

(5-61)

Ú

⋯
⋱
⋯

𝐶Úýý4- 𝑇Úý
⋮
œ ⨂𝐼Úý
Úý
Úý
𝐶Ú• ¨- 𝑇

(5-62)

⋯
⋱
⋯

0
0
œ ⨂𝐼Úý
Ú• ¨- Ú ¨•
𝐶Ú• ¨- 𝑇

(5-63)

and
Ú 4-

Γ⃗oo

𝐶Úýý4- 𝑇Úý 4=›
⋮
Úý 4- Úý 4𝐶Úý ¨- 𝑇

the control horizon can be expressed as
Γ⃖o. u. + Γ⃗oo uo = ΓÑ u.

(5-64)

¨- Ñ
uo = Γ⃗oo
TΓ − Γ⃐o. Wu.

(5-65)

which leads to

Hence, the corresponding output predictions y can be formulated as
u.
y = w + Gu + G𝜈 = w + [G
⃖++ 𝐺⃗] ùu ú + GΓÚ 𝜍
o
•
¨- Ñ
= w + ½𝐺⃖ + 𝐺⃗ Γ⃗oo
TΓ − Γ⃐o. W¾u. = w + 𝐺Ñ u. + GΓÚ• 𝜍

where
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(5-66)

¨- Ñ
𝐺Ñ = 𝐺⃖ + 𝐺⃗ Γ⃗oo
TΓ − Γ⃐o. W

(5-67)

Now the cost function that reflects the control objective of novel state-space δ-generalised
predictive control with fault information for SbW systems can be presented in terms of the
modified prediction model:
š

𝐽 = [w + 𝐺Ñ u. + GΓÚ• 𝜍 − 𝑟] Γo [w + 𝐺Ñ u. + GΓÚ• 𝜍 − 𝑟]
š

(5-68)

+ TDΓÚý u. + 𝑒. W TDΓÚý u. + 𝑒. W
+ 𝜆š T𝑀TDΓÚý u. + 𝑒. W − 𝛾W

¨- Ñ
( = ⃖G+ + +G⃗Γ⃗''
with G
TΓ − Γ⃐'ô W. From the first derivative of the cost function J with respect to

the vectors uô and λ, the optimal λ and uô are
( š Γo G
( + TDΓÚ Wš DΓÚ ]
𝜆∗ = − È𝑀𝐷ΓÚý [G
ý
ý

¨-

š

T𝑀𝐷ΓÚý W É

¨-

È𝑀𝑒. − 𝛾

š
(š Γo G
( + TDΓÚ Wš DΓÚ ]
+ T𝑀𝐷ΓÚý W 𝑀𝐷ΓÚý [G
ý
ý

¨-

( š Γo [w
s2G

+ GΓÚ• 𝜍 − 𝑟] + 2DΓÚý 𝑒. ºÉ
( š Γo G
( + 𝜆TDΓÚ Wš DΓÚ ú
𝑢.∗ = ùG
ý
ý

(5-69)
¨-

š

ù−T𝑀𝐷ΓÚý W 𝜆∗

( š Γo [r − GΓÚ 𝜍 − 𝑤] − 2DΓÚ 𝑒. ú
+ 2G
•
ý
The nominal control input 𝑢(𝑡N ) based on 𝛿-domain MPC is the first element of 𝒖∗. .
B. Fault tolerant controller design
Since the trajectory tracking performance is obtained by 𝛿-MPC, the mismatch between the
real system and nominal model can result in poor control performance. For this reason, a
feedback control action is proposed to ensure the system has low sensitivity to model
uncertainties.
Let 𝑒« (𝑡N ) = 𝑥(𝑡N ) − 𝑥Q (𝑡N ) and 𝑒= = 𝑥Q (𝑡N ) − 𝑥»Q (𝑡N ) stand for the state tracking error and
the state estimation error. Also, we define 𝑒Q = 𝑓(𝑡N ) − 𝑓¶(𝑡N ) as the fault estimation error. As
a result, (5-41) can be rewritten as:
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𝑢Q (𝑡N ) = 𝐾𝑒« (𝑡N ) + 𝐾𝑒= (𝑡N ) + 𝑢(𝑡N ) − 𝑓¶(𝑡N )

(5-70)

The state estimation error dynamical system and state tracking error dynamical system are
described by
𝛿𝑒« (𝑡N ) = (𝐴w − 𝐾𝐵w )𝑒« (𝑡N ) − 𝐾𝐵w 𝑒= (𝑡N ) − 𝐵w 𝑒Q (𝑡N )

(5-71)

𝛿𝑒= (𝑡N ) = (𝐴w − 𝐿𝐶w )𝑒= (𝑡N ) + 𝐵w 𝑒Q (𝑡N ) + 𝑤(𝑡N )

(5-72)

We assume the fault affecting the SbW systems is slow-varying or constant. Then, the
dynamics of the fault estimation error is given by
𝛿𝑒Q (𝑡N ) = −𝐺𝐶w 𝑒= (𝑡N )
Defining 𝑥Î(𝑡N ) = ˜𝑒«š (𝑡N ) 𝑒=š (𝑡N )

(5-73)

š

𝑒Qš (𝑡N ) 𝑤 š (𝑡N )™ and from (5-71), (5-72) and (5-73)

the fault detection system can be derived as
𝛿𝑥Î(𝑡N ) = 𝐴Àw 𝑥Î(𝑡N )

(5-74)

with
𝐴w − 𝐵w 𝐾
0
𝐴Àw = ›
0
0

−𝐵w 𝐾
𝐴w − 𝐿𝐶w
−𝐺𝐶w
0

−𝐵w
𝐵w
0
0

0
1œ
0
1

(5-75)

The objective now is to obtain the gains 𝐾 , 𝐺 and 𝐿 so that the stability and tracking
performance of the closed-loop model (5-74) can be guaranteed.
Theorem 5.2. A system (5-74) with tracking error 𝑒= (𝑡N ), state estimation error 𝑒« (𝑡N ) , fault
estimation error 𝑒Q (𝑡N ) and system uncertainties 𝑤(𝑡N ) is stable if there exist symmetric
positive-definite matrices 𝑃8 , 𝑃€ , 𝑃q , 𝑋 = 𝑋 š ≥ 0, 𝐺̅ , 𝐿Œ , 𝐾 , jointly with positive scalars
𝜀- , 𝜀8 , 𝜀€ , 𝜀q, 𝜀Á , such that the following matrix inequality holds.
Σ=È

Σ (-,-)
(∗)

Σ (-,8)
É<0
Σ (8,8)

where (∗) stands for the transposed elements in the symmetric positions,
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(5-76)

with
−𝐵w 𝐾
Ω(2,2)
∗
∗

−𝐵w
Ω(2,3)
Ω(3,3)
∗

Σ (-,-)

⎡Ω(1,1)
=⎢ ∗
⎢ ∗
⎣ ∗

Σ (-,8)

0
⎡Γ(1,1) (−𝐵 𝐾)š
w
⎢ 0
𝑇(𝐵w 𝐾)š
⎢ 0
0
⎢ 0
0
= ⎢Γ(5,1)
𝑇(𝐵w 𝐾)š
⎢ 0
Γ(7,2)
⎢ 0
⎢ 0
Γ(8,2)
⎣ 0
0

0
Ω(2,4)⎤
⎥
𝑇𝐵wš 𝑃8 ⎥
Ω(4,4)⎦

0
(−𝐵w )š
0
𝐵wš
0
0
0
0
𝑇𝐵wš

š

0⎤
0⎥
0⎥
0⎥
0⎥
0⎥
0⎥
0⎥
0⎦

Σ (8,8) = 𝑑𝑖𝑎𝑔[−𝑋 − 𝑋 − 𝑋 − 𝑋 − 𝑇𝑋 − 𝑇𝑋 − 𝑇𝑃8 − 𝑇𝑃€ − 𝑇𝑋]
where
Ω(1,1) = 𝑋(𝐴w − 𝐵w 𝐾)š + (𝐴w − 𝐵w 𝐾)𝑋;
Ω(2,2) = 𝑃8 𝐴w − 𝐿Œ 𝐶w + 𝐴šw 𝑃8 − 𝐶wš 𝐿Œ ;
Ω(2,3) = −𝐶wš 𝐺̅ 𝑃€ + 𝑃8 𝐵w + 𝑇𝐴šw 𝑃8 𝐵w − 𝑇𝐶wš 𝐿Œ 𝐵w ;
Ω(2,4) = 𝑃8 + 𝐴šw 𝑃8 − 𝐶wš 𝐿Œ ;
Ω(3,3) = 𝑇𝐵wš 𝑃8 𝐵w ;
Ω(4,4) = (𝑇 + 2)𝑃q + 𝑇𝑃8 ;
Γ(1,1) = 𝑇𝑋(𝐴w − 𝐵w 𝐾)š ;
Γ(5,1) = 𝑇𝑋(𝐴w − 𝐵w 𝐾)š ;
Γ(7,2) = 𝑇𝐴šw 𝑃8 − 𝑇𝐶wš 𝐿Œ 𝑃8 ;
Γ(8,2) = 𝑇𝐶wš 𝐺̅ 𝑃€ ;
~P8¨- )÷ .
Moreover, if (5-76) is true, the observer gains can be chosen as L = (LŒP8¨- )÷ and G = (G
Proof. Define the following Lyapunov function:
𝑉(𝑡N ) = 𝑥Î š (𝑡N )𝑃𝑥Î(𝑡N )
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Taking the delta operator manipulations on 𝑉(𝑡N ) along system (5-40) and using Lemma 5.1,
we get
𝛿V(𝑡N ) = 𝛿𝑥Î š (𝑡N )𝑃𝑥Î(𝑡N ) + 𝑥Î š (𝑡N )𝑃𝛿𝑥Î(𝑡N ) + 𝑇𝛿𝑥Î š (𝑡N )𝑃𝛿𝑥Î(𝑡N )
= 𝑥Î š (𝑡N )½𝐴Àšw 𝑃 + 𝑃𝐴Àw + 𝑇𝐴Àšw 𝑃𝐴Àw ¾𝑥Î(𝑡N )
Then, we choose 𝑃 = 𝑑𝑖𝑎𝑔(𝑃-

𝑃8

(5-77)

𝑃€ )，and write (5-77) as:

𝛿V(𝑡N ) = 𝑥Î š (𝑡N )Υ𝑥Î(𝑡N )

(5-78)

with
Υ(1,1)
Υ=› ∗
∗
∗

Υ(1,2) Υ(1,3)
Υ(2,2) Υ(2,3)
∗
Υ(3,3)
∗
∗

0
Υ(2,4)
œ
Υ(3,4)
Υ(4,4)

(5-79)

Υ(1,1) = (𝐴w − 𝐵w 𝐾)š 𝑃- + 𝑃- (𝐴w − 𝐵w 𝐾) + 𝑇(𝐴w − 𝐵w 𝐾)š 𝑃- (𝐴w − 𝐵w 𝐾);
Υ(1,2) = −𝑃- 𝐵w 𝐾 + 𝑇(𝐴w − 𝐵w 𝐾)š 𝑃- (−𝐵w 𝐾);
Υ(1,3) = −𝑃- 𝐵w + 𝑇(𝐴w − 𝐵w 𝐾)š 𝑃- (−𝐵w );
Υ(2,2) = (𝐴w − 𝐿𝐶w )š 𝑃8 + 𝑃8 (𝐴w − 𝐿𝐶w ) + 𝑇(𝐴w − 𝐿𝐶w )š 𝑃8 (𝐴w − 𝐿𝐶w )
+ 𝑇(𝐵w 𝐾)š 𝑃- (𝐵w 𝐾) + 𝑇(𝐺𝐶w )š 𝑃€ (𝐺𝐶w );
Υ(2,3) = −(𝐺𝐶w )š 𝑃€ + 𝑃8 𝐵w + 𝑇(𝐵w 𝐾)š 𝑃- 𝐵w + 𝑇(𝐴w − 𝐿𝐶w )š 𝑃8 𝐵w ;
Υ(2,4) = 𝑃8 + (𝐴w − 𝐿𝐶w )š 𝑃8 ;
Υ(3,3) = 𝑇𝐵wš 𝑃- 𝐵w + 𝑇𝐵wš 𝑃8 𝐵w ;
Υ(3,4) = 𝑇𝐵wš 𝑃8 ;
Υ(4,4) = (𝑇 + 2)𝑃q + 𝑇𝑃8 ;
The derivative of the Lyapunov function is negative if the following inequality is satisfied
Υ<0
(5-79) can be rewritten as
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(5-80)

Υ(1,1)
~
Υ=› ∗
∗
∗

0
~ (1,3)
~(1,2) Υ
Υ
~ (2,3) Υ(2,4)œ
Υ(2,2) Υ
∗
Υ(3,3) Υ(3,4)
∗
Υ(4,4)
∗
𝑇(𝐴w − 𝐵w 𝐾)š 𝑃0
+›
œ [0 −𝐵w 𝐾 −𝐵w 0]
0
0
0
(−𝐵w 𝐾)š
+›
œ [𝑇𝑃- (𝐴w − 𝐵w 𝐾) 0 0 0]
(𝐵w )š
0
0
0
0
(𝐵w 𝐾)š 𝑃- [0 0 𝐵
𝑇
+
£
0] + › š œ [0 𝑇𝑃- (𝐵w 𝐾)
w
𝐵w
0
0
0

~(1,2) = 𝑃- (−𝐵w 𝐾), Υ
~(1,3) = 𝑃- (−𝐵w )
Υ
𝑇(𝐴w − 𝐿𝐶w )š 𝑃8 𝐵w .
where

and

(5-81)

0 0]

~(2,3) = −(𝐺𝐶w )š 𝑃€ + 𝑃8 𝐵w +
Υ

~(1,2), Υ
~(1,3), Υ
~ (2,1), Υ
~ (3,1), Υ
~ (3,2) and Υ
~(2,3), we
By applying Lemma 5.3 on the terms Υ
obtain the following inequalities:
0
(−𝐵w 𝐾)š
−𝐵w 0] + ›
œ [𝑇𝑃- (𝐴w − 𝐵w 𝐾) 0 0 0]
(𝐵w )š
0
š
š
0
0
𝑇(𝐴w − 𝐵w 𝐾)š 𝑃𝑇(𝐴w − 𝐵w 𝐾)š 𝑃(−𝐵w 𝐾)š ¨- (−𝐵w 𝐾)š
0
0
≤›
œ 𝑃- ›
œ +›
œ 𝑃- ›
œ
(𝐵w )š
(𝐵w )š
0
0
0
0
0
0

𝑇(𝐴w − 𝐵w 𝐾)š 𝑃0
›
œ [0 −𝐵w 𝐾
0
0

and
0
0
0] + › š œ [0 𝑇𝑃- (𝐵w 𝐾) 0 0]
𝐵w
0
š
0
0 š
0
0
0
0
(
)š
(
)š
≤ 𝑇 𝐵w 𝐾 𝑃- £ 𝑃- 𝑇 𝐵w 𝐾 𝑃- £ + › š œ 𝑃-¨- › š œ
𝐵w
𝐵w
0
0
0
0
0
0

0
𝑇(𝐵w 𝐾 )š 𝑃- £ [0 0 𝐵
w
0
0

Using Lemma 3, (5-81) becomes:
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~ (
( = ›Υ Υ(1,2)Ÿ
Υ
( (2,2)
∗ Υ

(5-82)

where
0

𝑇
⎡𝑇(𝐴𝛿 − 𝐵𝛿 𝐾) 𝑃1
( (1,2) = ⎢
0
Υ
⎢
0
⎣
0

(−𝐵𝛿 𝐾)𝑇
(−𝐵𝛿 )𝑇

0

0⎤
0
𝑇
𝑇(𝐵𝛿 𝐾) 𝑃1 0 ⎥;
𝐵𝑇𝛿 ⎥
0
0
0⎦

and
((2,2) = 𝑑𝑖𝑎𝑔[−𝑃- −𝑃-¨- − 𝑃- −𝑃-¨- ]
Υ
By applying Lemma 3 to (5-82), we obtain ÄΥ :
Ä (1,1)
Υ
Ä=
Υ
∗
∗

Ä(1,2)
Υ
Ä(2,2)
Υ
∗

Ä (1,3)
Υ
0 £
Ä (3,3)
Υ

with
Ξ(1,1)
Ä(1,1) = › ∗
Υ
∗
∗

Ξ(1,2)
Ξ(2,2)
∗
∗

Ξ(1,3)
Ξ(2,3)
Ξ(3,3)
∗

0
Ξ(2,4)
œ
Ξ(3,4)
Ξ(4,4)

Ä(1,2) = Υ
Ä(2,2) = Υ
((1,2); Υ
( (2,2);
Υ
Λ(1,1)
Ä(1,3) = › 0
Υ
0
0

0
Λ(2,2)
0
0

0
Λ(2,3)
0
0

0
Λ(2,4)
0
0

0
0
œ
Λ(3,5)
0

Ä(3,3) = 𝑑𝑖𝑎𝑔[−𝑇𝑃- − 𝑇𝑃- − 𝑇𝑃8 − 𝑇𝑃€ − 𝑇𝑃- ]
Υ
where
Ξ(1,1) = (𝐴w − 𝐵w 𝐾)š 𝑃- + 𝑃- (𝐴w − 𝐵w 𝐾)
Ξ(1,2) = 𝑃- (−𝐵w 𝐾) Ξ(1,3) = 𝑃- (−𝐵w )
Ξ(2,2) = (𝐴w − 𝐿𝐶w )š 𝑃8 + 𝑃8 (𝐴w − 𝐿𝐶w )
Ξ(2,3) = −(𝐺𝐶w )š 𝑃€ + 𝑃8 𝐵w + 𝑇(𝐴w − 𝐿𝐶w )š 𝑃8 𝐵w
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(5-83)

Ξ(2,4) = P8 + (AÇ − LCÇ )÷ P8
Ξ(3,3) = TBÇ÷ P8 BÇ
Ξ(3,4) = TBÇ÷ P8 ;
Ξ(4,4) = (T + 2)Pq + TP8
Λ(1,1) = 𝑇(𝐴w − 𝐵w 𝐾)š 𝑃Λ(2,2) = 𝑇(𝐵w 𝐾)š 𝑃Λ(2,3) = 𝑇(𝐴w − 𝐿𝐶w )š 𝑃8
Λ(2,4) = 𝑇(𝐺𝐶w )š 𝑃€
Λ(3,5) = 𝑇𝐵wš 𝑃By choosing 𝛺 = 𝑑𝑖𝑎𝑔(𝑃-¨- 𝐼 𝐼 𝐼 𝑃-¨- 𝐼 𝑃-¨- 𝐼 𝑃-¨- 𝑃-¨- 𝐼 𝐼 𝑃-¨- ), setting 𝑋 = 𝑃-¨- and using the
lemma of congruence as follows:
Ä < 0 ⟺ ΩΥ
ÄΩ < 0
Υ

(5-84)

Then we obtain the LMI (5-76) of Theorem 5.2 with 𝐿Œ = 𝐿š 𝑃8 , 𝐺̅ = 𝐺 š 𝑃€ . This completes the
proof.
C. MPC algorithm with feedback action
As the MPC is not always inherently robust and sensitive to system uncertainties, Theorem
5.2 is proposed to guarantee the robust stability of the closed-loop system when the state
disturbances and estimation errors are present.
The feedback action gain 𝐾 was randomly set in [146, 147]. In this work, the value of 𝐾 and
observer gain 𝐿 are easily obtained by linear matrix inequality convex programming technique.
The feedback action on estimation error prevents chattering and low efficiency problem of
MPC with designed SMC , as discussed in [148].
This algorithm takes 𝑂(𝑁o (𝑛 + 𝑚) ) operations per step where n is the state dimension and m
is the input dimension. The computational complexity therefore grows with the length of the
prediction horizon and the number of the manipulated variables. The fault tolerant 𝛿-domain
MPC algorithm with fault compensation can be described as follows:
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Algorithm 5.2 MPC algorithm with fault compensation
1: Discretize the continuous-time model of SbW systems and transfer the state-space model
into delta operator model (5-36);
2: Transfer the delta operator model into augmented model (5-43);
3: Set up the initial conditions for MPC controller in simulation, modify the input and output
constraints and specify the simulation condition;
4: Generate matrices required for the predictive control cost function 𝐉 and obtain the
nominal control effect (5-68);
5: Solve the LMI problem (5-76) to obtain the observer gain 𝑳 and state feedback gain 𝑮;

5.4.4

Simulation results

The effectiveness of the proposed estimation and FTC for SbW systems is demonstrated in this
section. In order to demonstrate the effectiveness and fault-tolerant performance of the
proposed delta-MPC controller, the simulation environment was set up as follows:
a) In the observer design, ε- = ε8 = 0.1, EÇ = BÇ . 𝑤(𝑡N ) = 0.05 ∗ 𝐴w 𝑥Q (𝑡N ). In the δMPC design, λ = 1 .
b) In the 𝛿-MPC controller design, the predictive horizon is N' = 20, control horizon is
Nô = 4 and the simulation time is t = 10s and the limits for ∆𝑢 and 𝑢 are [149]:
−2.5 < 𝑢 < 2.5 and−0.2 < ∆𝑢 < 0.2;
c) Driver’s input torque is a periodic sinusoidal signal 𝜏; = 16 𝑠𝑖𝑛(𝑡) 𝑁 ∙ 𝑚,
d) The control gains of the PD regulator for controlling the feedback motor are chosen as
𝑘U = 3.6 and 𝑘q = 1.5,respectively and Vehicle speed is 𝑉ij = 20 𝑚⁄𝑠 [134, 150];
e) To validate the FTC in a more realistic steering environment, an eight degree freedom
model is used to model the vehicle dynamics and generate the self-aligning torque. The
eight degree freedom vehicle model is designed in [52] where the degrees of freedom
associated to this model are the longitudinal and lateral velocity, yaw rate, roll rate and
the wheels rotational speeds. In addition, the Dugoff model is introduced to simulate
the lateral and longitudinal forces generated by tires.
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f) In order to simulate different types of actuator impairments, three designed fault
scenarios are considered.
1) In the first scenario: the fault signal is assumed to be
𝑓- (𝑡) = s

0.02, 4𝑠 ≤ 𝑡 ≤ 8𝑠
0,
𝑒𝑙𝑠𝑒

This type of fault is a transient fault caused by electromagnetic interference, radiation, and
temperature variation.
2) In the second scenario the fault signal is assumed to be
𝑓8 (𝑡) = ¶

0.01 + 0.02sin (𝑡), 𝑡 ≥ 5𝑠
0,
𝑒𝑙𝑠𝑒

This type of fault corresponds to the case where the front wheel turn angle is passively driven
by the reaction force from the road after the steering motor breaks down.
3) In the third scenario the fault signal is assumed to be
𝑓€ (𝑡) = −0.08𝑡 ∙ 𝑢
The third fault signal is to ensure that the control effectiveness u is gradually reduced and
finally u is 20% of control effectiveness at t = 10s. This type of failure may be caused by
vehicle battery disconnection.
When a vehicle battery is disconnected while the alternator is still generating a charging current,
the current will raise the voltage to a high level in a short time, causing permanent damage to
the actuator.
4) In the fourth scenario, the fault signal is assumed to be
𝑓q (𝑡) = ¶

0.05, 𝑡 = 3𝑠
0,
𝑒𝑙𝑠𝑒

The abrupt fault may be caused by rotor bar breakage.
5) Finally, in the fifth scenario the fault signal is assumed to be
𝑓Á (𝑡) = ¶

0.1, 𝑡 = 1,2,3,4,5,6,7,7𝑠
0,
𝑒𝑙𝑠𝑒

This periodic fault is created as magnetic disturbance in the air gap of the induction machine
when a mechanical fault occurs like bearing spall.
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A. Simulation results
1) Performance under different types of faults
In the first scenario, the fault could be interpreted as a transient actuator fault that occurs in the
front wheel motor. Choose T = 0.01s, we solve the LMI in Theorem 5.2,
𝐿 (0.01) = [0.6735 0.9345 0.1601 − 7.8012 0.2187 − 0.2274]š
𝐺(0.01) = −38.0152
and
𝐾(0.01) = [−0.4352 0.1635 0.1768 − 0.1063 − 0.4422 − 0.0588]

(a) Fault estimation

(b) Tracking performance

(c) Control effect

(d) Derivative of control effect

Figure 5-7 Performance for first type fault with T = 0.01
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The simulation result for the fault estimation is illustrated in Figure 5-7, from which we can
see the actuator failure is estimated with a high accuracy. From (b) in Figure 5-7, it is observed
that the front wheels signal tracks the desired steering wheel angle accurately with small
fluctuation. In the second fault scenario, a permanent actuator failure is considered after 𝑡 =
5 𝑠 to show the capability of the proposed fault-tolerant control approach.

(a) Fault estimation

(b) Tracking performance

(c) Control effect

(d) Derivative of control effect

Figure 5-8 Performance for second type fault with T = 0.01
The simulation results demonstrated in Figure 5-8 show the accuracy of proposed faulty
observer and ensure the tracking between the front wheel angle of faulty system and the
steering wheel model. Further, a gradual actuator failure is created. The simulation (Figure 5-9)
shows that with the gradual failure, the SbW system can still achieve an acceptable steering
performance (84%) based on the 𝛿-domain MPC based fault-tolerant control.
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(a) Fault estimation

(b) Tracking performance

(c) Control effect

(d) Derivative of control effect

Figure 5-9 Performance for third type fault with T = 0.01
The Figure 5-10 shows the fault tolerant tracking performance and estimation of abrupt fault
are accurate with small fluctuation. The accuracy of fault estimation is decreased and the
magnitude of ∆𝑢 reaches the limitation as the magnitude of fault is increased.
From Figure 5-11, the front wheels tracks the reference steering angle with big fluctuations.
The sharply steering may reduce the vehicle ride comfort and increase the risk degree of
automobile driving. It is because the periodic fault induces chattering problems. In addition,
with the increase of magnitude of fault, the derivative of control effect changes more
dramatically in the value interval in order to quickly follow the reference steering angle.
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By simulating various types of faults to check the fault tolerant capability and fault estimation
accuracy of proposed scheme, the proposed δ-MPC controller can effectively compensate
transient fault, abrupt fault and amplitude change fault with small magnitude.
With the increase of magnitude of fault, the tracking performance and accuracy of estimation
is decreased and the derivative of control effect changes intensely to limitations. Although the
proposed δ -MPC fault tolerant control algorithm is a promising and effective algorithm,
improvement of tracking performance due to large fault magnitude and chattering problems in
the presence of periodic fault will be investigated in the future.

(a) Fault estimation

(b) Tracking performance

(c) Control effect

(d) Derivative of control effect

Figure 5-10 Performance for fourth type fault with T = 0.01
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(a) Fault estimation

(b) Tracking performance

(c) Control effect

(d) Derivative of control effect

Figure 5-11 Performance for fifth type fault with T = 0.01
2) Variation of 𝛅-MPC controller control horizon, output horizon
In order to provide an insight into the system performance for MPC controller parameter design,
the tracking errors are calculated after varying output horizon and control horizon based on the
third fault. In this work, the Standard deviation (SD) computation of tracking error is used as
the performance indexes, which are defined as:
u
1
𝑆𝐷 = Í / |𝑦(𝑘) − 𝑦q (𝑘) − 𝜇|
𝑛
N3-

where
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∑uN3-T𝑦(𝑘) − 𝑦q (𝑘)W
𝜇=
𝑛
𝑦q (𝑘) is the reference signal of 𝑦(𝑘) and 𝑛 is the sample number.

Figure 5-12 The tracking error in varying prediction horizon and control horizon
It is apparent in Figure 5-12 that the prediction horizon N' has dominant effect on the system
response compared with control horizon Nô . It is because the large condition number of the
( ÷ Γ' G
( in (5-69) for a large prediction horizon can result in the numerical sensitivity and
matrix G
therefore cause a significant difference in the conditions of the short and long prediction
horizon. In addition, the increased N' can result in less aggressive control action and decreased
tracking error. In order to tune N' and Nô for system stability and tracking performance, we
choose the sufficiently small prediction horizon N' = 20 and control horizon Nô = 4 in the
subsequent simulations.
3) The robustness of fault tolerant controller
In this part, we model the parameter uncertainties as a step force w- (t ! ) = 0.1 ∗ ones(6,1)
and a disturbance as a sinusoidal external force w8 (t ! ) = 0.1sin 2t ∗ ones(6,1) and fed them
into the system at t = 3.5s and t = 6.5 s to evaluate the proposed control structure in the
presence of the mismatched disturbance with fault f€ (t) [18]. The prediction horizon is N' =
20 and control horizon is Nô = 4.
As illustrated in Figure 5-13, the δ-MPC with feedback action results in smaller overshoot and
settling time than the nominal δ-MPC. The nominal δ-MPC cannot be deployed in the real
system as it has severe oscillatory behaviour and may result in an unstable steering performance.
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Unlike the nominal δ-MPC, the δ-MPC with feedback action is able to stabilize the oscillatory
behaviour of a system and handle the uncertainty.

Figure 5-13 The tracking performance against system uncertainties
4) The comparison of fault tolerant capability of 𝛅-MPC and 𝐪-MPC algorithms
We compare the performance of the proposed algorithm against a MPC based fault-tolerant
control law using discrete-time mode of forward-shift operator and nominal MPC tracking
controller without fault tolerant capability. The forward-shift operator MPC controller has
been successfully applied in many industries. For example, in [151] forward-shift operator
MPC controller was proposed to introduce fault-tolerance against compressor faults for PEM
fuel cells and in [135] a forward-shift operator MPC controller was designed to restore the
original functionality of the pilot’s controls in terms of actuator faults such as jams and slewrate reductions. The simulation results of the SbW system for different types of MPC are shown
in Figure 5-14 and the tracking performance of the controllers are compared.
When T = 0.001, the observer gains are obtained by Theorem 5.2 as
𝐾(0.001) = [0.09570 − 0.0292 0.4615 − 0.0202 0.0250 − 0.005], 𝐿(0.001)
= [−9.5937 26.3461 501.0156 1.9323 − 2.2981 − 1.2138]š , 𝐺(0.001)
= −56.3453
and when T = 0.1, the observer gains are
𝐾(0.1) = [−0.0253 − 0.0232 0.0446 0.0562 0.0361 0.0253], 𝐿(0.1) = [−0.0320 −
2.5339 − 22.2233 − 33.3330 0.0413 − 0.0621]š , 𝐺(0.1) = −5.4430;
At both the slow and fast sampling rates, the 𝛿-domain MPC can accommodate faults properly
and achieve a better steering performance than q-domain MPC and nominal MPC. Along with
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the change of sampling rate, the δ-domain MPC can track the desired steering wheel angle with
a small fluctuation (the actual steering performance percentage is between 70% and 80%).
However, the accuracy of the 𝑞-domain MPC changes significantly at different sampling rates.
When T = 0.01s, the 𝑞-domain MPC achieves a relatively acceptable steering performance but
when 𝑇 = 0.1𝑠 and T = 0.001s, the steering performance percentage is around 46% which is
unacceptable as the SbW system is a safety-critical system. Without fault tolerant capability,
the nominal MPC controller cannot accommodate fault nor maintain a good tracking
performance.

(a) T=0.01

(b) T=0.001

(C) T=0.1
Figure 5-14 The comparison of fault tolerant capability at different sample time
In order to demonstrate the computational superiority of the delta operator and investigate the
delta and shift operators’ sensitivity to finite word-lengths, the root mean square error (RMSE)
of front wheel angle tracking performance is calculated for a floating point implementation and
149

compared against finite word length of 4,8,12 and 16 bits for both the 𝛿 and 𝑞 case with 𝑇 =
0.01.
Table 5-2 The comparison results in varying word length
Word length

4 bits

8 bits

12 bits

16 bits

𝛿-domain

0.333

0.162

0.0234

0.0255

𝑞-domain

0.233

0.262

0.0522

0.0422

RMSE
The results shown in Table 5-2 prove that the 𝛿 operator outperforms the shift operator in
discrete MPC controllers under finite word-length conditions especially at word lengths of 8,
12 and 16 bits. It is because the 𝛿 operator is robust against rounding effect in the calculation
of optimal solutions (5-63) and therefore has excellent finite word length performance under
fast sampling rate. 𝑞 operator however, is likely to suffer from round-off errors at short word
length. These results imply the 𝛿-domain MPC fault tolerant controller can improve fault
tolerant capability for SbW system in the condition of actuator failure with fast sample rate
combined with short word length.

5.5 OBSERVER-BASED

FAULT

TOLERANT

CONTROLLER

FOR

UNCERTAIN SBW SYSTEMS USING THE DELTA OPERATOR
5.5.1

Fault detection observer design

The discrete-time system in the delta domain is given by
𝛿𝑥(𝑡N ) = 𝐴w 𝑥(𝑡N ) + 𝐵w 𝑢(𝑡N ) + 𝐺w 𝑤(𝑡N )
𝑦(𝑡N ) = 𝐶w 𝑥(𝑡N )

(5-85)
÷

where 𝑤(𝑡) = BÏ 𝜏(𝑡) + Δ𝐴, 𝑥(𝑡) + 𝑣(𝑡) . 𝜏(𝑡) = ˜𝜏J (𝑡) 𝜏Q (𝑡)™ is considered as system
disturbance and 𝑣(𝑡) ∈ ℝx denotes the external disturbance.
- š ° ”
∫ 𝑒 ± B_ 𝑑𝜏
š ³

-

𝐴w =

J x± y ¨H
š

, 𝐵w =

š

, 𝐶w = 𝐶 and 𝐺w = š ∫³ 𝑒 °± ” 𝐺𝑑𝜏 . 𝐺 is a known matrix of appropriate

dimension. It is assumed that the full state vector is measurable and that matrix 𝐺 has a full
column rank.
In order to take the actuator failure into account, the fault uncertain model is modified as:
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𝛿𝑥Q (𝑡N ) = 𝐴w 𝑥Q (𝑡N ) + 𝐵w 𝑢Q (𝑡N ) + 𝐵w 𝑓 (𝑡N ) + 𝐺w 𝑤(𝑡N )
𝑦Q (𝑡N ) = 𝐶w 𝑥Q (𝑡N )

(5-86)

where, 𝑥Q (𝑡N )ϵℝx , 𝑦Q (𝑡N )ϵℝã and 𝑢Q (𝑡N )ϵℝ_ represent the faulty state, faulty measured
output and fault tolerant control signal, respectively. 𝑓(𝑡N ) depicts fault directly affecting the
input.
Moreover, to detect the SbW systems fault, a fault detection observer is designed as:
𝛿𝑥»Q (𝑡N ) = 𝐴w 𝑥»Q (𝑡N ) + 𝐵w 𝑢Q (𝑡N ) + 𝐵w 𝑓¶(𝑡N ) + (𝐿 + Δ𝐿) [𝑦Q (𝑡N ) − 𝑦»Q (𝑡N )]
𝑦»Q (𝑡N ) = 𝐶w 𝑥»Q (𝑡N )

(5-87)

𝛿𝑓¶(𝑡N ) = (𝐻 + Δ𝐻) [𝑦Q (𝑡N ) − 𝑦»Q (𝑡N )]
where 𝑥»Q (𝑡N ) is the observer state vector, 𝑦»Q (𝑡N ) denotes the output estimation vector, 𝑓¶(𝑡N ) is
the fault estimate vector, 𝐻𝜖ℝu∗U and 𝐿𝜖ℝ,∗U are the gain matrices of observer to estimate
𝑥Q (𝑡N ) and 𝑓(𝑡N ). Δ𝐿 and Δ𝐻 are the excursions of the designed parameters, which satisfy
Δ𝐿 = 𝐸- 𝐹- (𝑡N )𝑀Δ𝐻 = 𝐸8 𝐹8 (𝑡N )𝑀8

(5-88)

where 𝑀© , 𝐸© (𝑖 = 1,2) are real matrices of proper dimensions, 𝐹© (𝑘) is a Lebesguemeasurable matrix function with 𝐹©š (𝑡N )𝐹© (𝑡N ) ≤ 𝐼, (𝑖 = 1,2).
5.5.2

Fault tolerant control law algorithm

5.5.2.1 Design scheme
The aim of a fault tolerant control (FTC) strategy is to compensate for the actuator failure and
to ensure that the faulty uncertain system tracks the trajectory of the reference system. The FTC
is given by the following structure:
𝑢Q (𝑡N ) = (𝐾 + ∆𝐾) [𝑥(𝑡N ) − 𝑥»Q (𝑡N )] + 𝑢U (𝑡N ) − 𝑓¶(𝑡N )

(5-89)

where 𝐾𝜖ℝ,∗u is the state feedback gain matrix to be determined. ∆𝐾 is the excursion of 𝐾
and satisfies:
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Δ𝐾 = 𝐸€ 𝐹€ (𝑡N )𝑀€

(5-90)

where 𝑀€ and 𝐸€ are real matrices of proper dimensions with 𝐹€š (𝑘)𝐹€ (𝑘) ≤ 𝐼. 𝑢U (𝑡N ) is the
nominal control input which is generated by the δ-domain minimax MPC. The minimax MPC
is used to achieve an acceptable tracking performance in the presence of system uncertainties
and disturbance, and control action saturation effect. The feedback control action is then used
to stabilize the overall system by considering the estimation errors. In addition, the fault
information is added to the controller to compensate for the fault effect caused by actuator
failure.
Let 𝑒« (𝑡N ) = 𝑥(𝑡N ) − 𝑥Q (𝑡N ) and 𝑒= (𝑡N ) = 𝑥Q (𝑡N ) − 𝑥»Q (𝑡N ) stand for the state tracking error
and the state estimation error. Also, 𝑒Q (𝑡N ) = 𝑓(𝑡N ) − 𝑓¶(𝑡N ) is defined as the fault estimation
error. As a result, (5-89) can be rewritten as:
𝑢Q (𝑡N ) = (𝐾 + ∆𝐾)𝑒« (𝑡N ) + (𝐾 + ∆𝐾)𝑒= (𝑡N ) + 𝑢(𝑡N ) − 𝑓¶(𝑡N )

(5-91)

The state estimation error and state tracking error are described by
𝛿𝑒« (𝑡N ) = (𝐴w − (𝐾 + ∆𝐾)𝐵w )𝑒« (𝑡N ) − (𝐾 + ∆𝐾)𝐵w 𝑒= (𝑡N ) − 𝐵w 𝑒Q (𝑡N )

(5-92)

𝛿𝑒= (𝑡N ) = (𝐴w − (𝐿 + Δ𝐿)𝐶w )𝑒= (𝑡N ) + 𝐵w 𝑒Q (𝑡N )

(5-93)

It is assumed that the fault affecting the SbW systems is slow-varying or constant. Then, the
dynamics of the fault estimation error is given by
𝛿𝑒Q (𝑡N ) = −(𝐻 + Δ𝐻)𝐶w 𝑒= (𝑡N )
Defining 𝑥Î(𝑡N ) = ˜𝑒«š (𝑡N )

(5-94)

š

𝑒=š (𝑡N ) 𝑒Qš (𝑡N )™ and from (5-92), (5-93) and (5-94), the fault

detection system can be derived as
𝛿𝑥Î(𝑡N ) = T𝐴Àw + ∆𝐴Àw W𝑥Î(𝑡N ) + 𝐵Ñw 𝑑À (𝑡N )
with
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(5-95)

𝐴w − 𝐵w 𝐾
0
𝐴Àw = è
0
−𝐵w ∆𝐾
∆𝐴Àw = è 0
0

−𝐵w 𝐾
𝐴w − 𝐿𝐶w
−𝐻𝐶w

−𝐵w ∆𝐾
−∆𝐿𝐶w
−∆𝐻𝐶w

−𝐵w
𝐵w é,
0

0
0
0é ; 𝐵Ñw = è𝐺w é
0
0

(w with
In addition, ∆𝐴Àw = 𝐸Ñw 𝐹Ñw 𝑀
𝐵w 𝐸Ñ
𝐸w = è 0
0

0
−𝐸8
0

𝐹- (𝑡N )
0
0
0
0 é , 𝐹Ñw =
(𝑡
)
0
𝐹8 N
0 £,
−𝐸€
0
0
𝐹€ (𝑡N )

𝑀(
𝑀w = è 0
0

𝑀𝑀8 𝐶w
𝑀€ 𝐶w

0
0é
0

Theorem 5.3. The system (5-95) with tracking error 𝑒= (𝑡N ), state estimation error 𝑒« (𝑡N ) and
fault estimation error 𝑒Q (𝑡N ) is stable if there exist symmetric positive-definite matrices 𝑃8 , 𝑃€ ,
~ , 𝐿Œ , 𝐾, jointly with positive scalars 𝜀- , 𝜀8 , 𝜀€ , 𝜀q, such that the following matrix
𝑋 = 𝑋 š ≥ 0, 𝐻
inequality holds:

⎡Σ (-,-)
⎢ ∗
⎢ ∗
Σ=⎢ ∗
∗
⎢ ∗
⎢ ∗
⎣ ∗

0

Σ (8,8)
∗
∗
∗
∗
∗
∗

0
0

Σ (€,€)
∗
∗
∗
∗
∗

Σ (-,q)
0
0
Σ (q,q)
∗
∗
∗
∗

Σ (-,Á)
0
0
0
(Á,Á)
Σ
∗
∗
∗

Σ (-,Ð)
0
0
0
0
(Ð,Ð)
Σ
∗
∗

Σ (-,Ñ)
0
0
0
0
0
Σ (Ñ,Ñ)
∗

0
0 ⎤
0 ⎥
(€,Ò) ⎥
Σ
<0
0 ⎥
0 ⎥
0 ⎥
(Ò,Ò) ⎦
Σ

(5-96)

(∗) stands for the transposed elements in the symmetric positions.
with
Σ (-,-)
⎡Ω(1,1)
⎢ ∗
=⎢ ∗
⎢ ∗
⎢ ∗
⎣ ∗

𝐵w 𝐾 + Π𝑀-š 𝑀Ω(2,2)
∗
∗
∗
∗

Σ (8,8) = 𝑑𝑖𝑎𝑔(−𝑇𝑋

−𝑇𝑃8

−𝐵w
š ~š
−𝐶w 𝐻 + 𝑃8 𝐵w
0
∗
∗
∗
−𝑇𝑃€

− 1⁄𝜀- );
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𝑇𝑋(𝐴w − 𝐵w 𝐾 )š
𝑇𝑋(−𝐵w 𝐾)š
𝑇𝑋(−𝐵w )š
−𝑇𝑋
∗
∗

0
𝑇𝐴šw 𝑃8 − 𝑇𝐶wš 𝐿Œ
𝑇𝐵wš 𝑃8
0
−𝑇𝑃8
∗

0
~š ⎤
−𝑇𝐶wš 𝐻
⎥
0
⎥
0
⎥
0
⎥
−𝑇𝑃€ ⎦

-

Σ (€,€) = − „ ;
…

( )
Σ (-,q) = ùΓ 1,1 ú ;
0
0

-

Γ(1,1) =

− 𝑇T𝐴šw 𝑃8 𝐸8 + 𝐶w 𝐿Œ 𝐸8 W
› „…
− „ 𝑇𝐵wš 𝑃8 𝐸8

-

−„

…

…

-

0
~ 𝐸€
𝑇𝐶w 𝐻

− „ 𝐵w 𝐸‡

0

0
0

0
− „ 𝑃8 𝐸8
-

‡

0

0
0
œ;
− „ 𝑃€ 𝐸€
‡

Σ (-,Á) = [Φ(1,1) 0];
0

Φ(1,1) = 𝑃8 𝐺w +

𝑇𝐴šw 𝑃8 𝐺w −
𝑇𝐵wš P8 𝐺w

Σ (q,q) = 𝑑𝑖𝑎𝑔(−1⁄𝜀-

Σ

(Á,Á)

−1⁄𝜀0
−1⁄𝜀€
∗
∗

𝑇𝐺w š 𝑃8 𝐺w
∗
=›
∗
∗

𝑇𝐶wš 𝐿Œ 𝐺w £;

−1⁄𝜀-

−1⁄𝜀€

−1⁄𝜀€

−1⁄𝜀€ );

0
0 œ;
0
−1⁄𝜀€

š
−1⁄𝜀- 𝐺w 𝑃8 𝐸8
0
−1⁄𝜀€
∗

0
Σ (-,Ð) = È
É;
Δ(1,2)
Δ(1,2) = 𝑑𝑖𝑎𝑔(−1⁄𝜀q 𝑇𝐵w 𝐸Σ (Ð,Ð) = 𝑑𝑖𝑎𝑔(−1⁄𝜀q

−1⁄𝜀q

−1⁄𝜀q 𝑇𝑃8 𝐸8
−1⁄𝜀q );

Σ (-,Ñ) = 𝑑𝑖𝑎𝑔(1⁄𝜀- 𝑇𝑋(𝐴w − 𝐵w 𝐾 )š
Σ (Ñ,Ñ) = 𝑑𝑖𝑎𝑔(−X

−𝑋

Σ (€,Ò) = [(−𝐵w 𝐸- )š 𝑋
Σ (Ò,Ò) = 𝑑𝑖𝑎𝑔(−𝑋

1⁄𝜀- 𝑇𝑋(−𝐵w 𝐾)š

1⁄𝜀- 𝑇𝑋(−𝐵w )š )

−X);

(−𝐵w 𝐸- )š 𝑋

−𝑋

−1⁄𝜀q 𝑇𝑃€ 𝐸€ );

(−𝐵w 𝐸- )š 𝑋];

−𝑋);

Moreover, if (5-96) is true, the observer gains can be chosen as 𝐿 = (𝐿Œ 𝑃8¨- )š and 𝐻 =
~ 𝑃8¨- )š .
(𝐻
The following lemmas are required for the proof of the theorem.
Proof. Define the following Lyapunov function:
𝑉(𝑡N ) = 𝑥Î š (𝑡N )𝑃𝑥Î(𝑡N )
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Taking the delta operator manipulations on V(t ! ) along the system (5-90) and applying
Lemma 5.4, 𝛿V(𝑡N ) can be rewritten as
𝛿V(𝑡N ) = 𝑥Õ š (𝑡N )Υ𝑥Õ(𝑡N )

(5-97)

with
Υ=È

Υ(1,1)
∗

Υ(1,2)
É
Υ(2,2)

Υ(1,1) = 𝐴Àšw 𝑃 + 𝑃𝐴Àw + 𝑇𝐴Àšw 𝑃𝐴Àw + 𝑇∆𝐴Àšw 𝑃∆𝐴Àw +

(5-98)

1
1
𝑇𝐴Àšw 𝑃𝐸Ñw 𝐸Ñwš 𝑃𝐴Àw 𝑇 + 𝑃𝐸Ñw 𝐸Ñwš 𝑃
𝜀𝜀€

(wš 𝑀
(w ;
+ (𝜀- + 𝜀8 + 𝜀€ )𝑀
Υ(1,2) = 𝑃𝐵Ñw + 𝑇𝐴Àšw 𝑃𝐵Ñw ;
Υ(2,2) = 𝑇𝐵Ñwš 𝑃𝐵Ñw +

1
𝑇𝐵Ñwš 𝑃𝐸Ñw 𝐸Ñwš 𝑃𝐵Ñw 𝑇;
𝜀8

where 𝑥Õ(𝑡N ) = [𝑥Î(𝑡N ) 𝑑(𝑡N )]. By applying Lemma 5.1, (5-97) can be rewritten as

~=
Υ

~(1,1) Υ(1,2)
Υ
∗
Υ(2,2)
∗
∗

~(1,3)
Υ
0 £
~
Υ(3,3)

(5-99)

with
~(1,1) = 𝐴Àšw 𝑃 + 𝑃𝐴Àw + 𝑇𝐴Àšw 𝑃𝐴Àw + - 𝑇𝐴Àšw 𝑃𝐸Ñw 𝐸Ñwš 𝑃𝐴Àw 𝑇 + - 𝑃𝐸Ñw 𝐸Ñwš 𝑃 + (𝜀- + 𝜀8 +
Υ
„
„
…

‡

(wš 𝑀
(w ;
𝜀€ )𝑀
~(1,3) = 𝑇∆𝐴Àšw 𝑃;
Υ
~(3,3) = −𝑇𝑃;
Υ
The derivative of the Lyapunov function is negative if the following inequality is satisfied
~<0
𝚼

(5-100)

( Ç , using Lemma 5.1 and choosing P = diag (P1 P2 P3), (5-99)
By applying Lemma 5.4 to ∆A
becomes:
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³ (1,1)
0
⎡Υ
³(2,2)
⎢ ∗
Υ
∗
³=⎢ ∗
Υ
⎢ ∗
∗
∗
⎢ ∗
∗
⎢ ∗∗
∗
⎣

0
³ (1,5)
Υ
0
0
0
0
0
0
³
³ (5,5) Υ(5,6)
Υ
³(6,6)
∗
Υ
∗
∗

³(1,4)
³ (1,3) Υ
Υ
0
0
0
³ (3,3)
Υ
³(4,4)
Υ
∗
∗
∗
∗
∗
∗
∗

with
³(1,1) = ÈΞ(1,1)
Υ
∗

Ξ(1,2)
É;
Ξ(2,2)

Λ(1,1)
Ξ(1,1) = è ∗
∗

Λ(1,2)
Λ(2,2)
∗

P- (−𝐵w )
Λ(2,3) é;
0

Θ(1,1)
Ξ(1,2) = Θ(2,1)
Θ(3,1)

0
Θ(2,2)
Θ(3,2)

0
Θ(2,3)£ ;
0

-

š
⎡„… T(𝐴w − 𝐵w 𝐾) P- (−𝐵w 𝐸- )⎤
³(1,3) = ⎢⎢ - T(−𝐵w 𝐾)š P- (−𝐵w 𝐸- ) ⎥⎥;
Υ
„…
⎢ ⎥
š
⎣ „… T(−𝐵w ) P- (−𝐵w 𝐸- ) ⎦

0
³
Υ(1,4) = èΨ(2,1)
Ψ(3,1)

0
Ψ(2,2)
0

Ψ(1,3)
0
0

0
Ψ(2,4)
0

0
0 é;
Ψ(3,5)

Ψ(1,1)
³(1,4) = Ψ(2,1)
Υ
Ψ(3,1)

0
Ψ(2,2)
Ψ(3,2)

0
Ψ(2,3)
0

Ψ(1,4)
0
0

0
Ψ(2,5)
0

0
0 £;
Ψ(3,6)

0
³(1,5) = P8 𝐺 + (𝐴w − 𝐿𝐶w )š 𝑃8 𝐺w £;
Υ
𝑇𝐵wš P8 𝐺w
³(2,2) = 𝑑𝑖𝑎𝑔(−𝑇PΥ

−𝑇P8

−𝑇P€ );

³(2,7) = 𝑑𝑖𝑎𝑔(1⁄𝜀q 𝑇P- (−𝐵w 𝐸- )
Υ

1⁄𝜀q 𝑇P8 (𝐸8 )

1⁄𝜀q 𝑇P8 (𝐸€ ));

³(3,3) = −1⁄𝜀Υ
³(4,4) = 𝑑𝑖𝑎𝑔(−1⁄𝜀Υ

−1⁄𝜀-

−1⁄𝜀€

−1⁄𝜀€
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−1⁄𝜀€ );

0
³
Υ(2,7)⎤
⎥
0 ⎥
0 ⎥
0 ⎥
0 ⎥
³ (7,7)⎦
Υ

(5-101)

³(5,5) = 𝑇𝐺w š 𝑃8 𝐺w ;
Υ
³(5,6) = [0 1⁄𝜀€ 𝐺 š 𝑃8 (−𝐸8 ) 0];
Υ
³(6,6) = 𝑑𝑖𝑎𝑔(−1⁄𝜀€
Υ

−1⁄𝜀€

−1⁄𝜀€ )

³(7,7) = 𝑑𝑖𝑎𝑔(−1⁄𝜀q
Υ

−1⁄𝜀q

−1⁄𝜀q )

where
Λ(1,1) = (𝐴w − 𝐵w 𝐾)š P- + P- (𝐴w − 𝐵w 𝐾) + (𝜀- + 𝜀8 + 𝜀€ )𝑀-š 𝑀- ;
Λ(1,2) = P- (−𝐵w 𝐾) + (𝜀- + 𝜀8 + 𝜀€ )𝑀-š 𝑀- ;
Λ(2,2) = (𝐴w − 𝐿𝐶w )š 𝑃8 + 𝑃8 (𝐴w − 𝐿𝐶w ) + (𝜀- + 𝜀8 + 𝜀€ )𝑀-š 𝑀- + (𝜀- + 𝜀8 +
𝜀€ )𝐶wš 𝑀8š 𝑀8 𝐶w + (𝜀- + 𝜀8 + 𝜀€ )𝐶wš 𝑀€š 𝑀€ 𝐶w ; Λ(2,3) = (−𝐻𝐶w )š P€ + 𝑃8 𝐵w ;
Θ(1,1) = T(𝐴w − 𝐵w 𝐾)š P- ; Θ(2,1) = T(−𝐵w 𝐾)š P- ; Θ(2,2) = 𝑇(𝐴w − 𝐿𝐶w )š 𝑃8 ;
Θ(2,3) = 𝑇(−𝐻𝐶w )š 𝑃€ ; Θ(3,1) = T(−𝐵w )š P- ; Θ(3,2) = T𝐵wš P8 ;
-

-

‡

…

Ψ(1,3) = „ P- (−𝐵w 𝐸- ); Ψ(2,1) = „ T(𝐴w − 𝐿𝐶w )š P- (−𝐸8 );
-

-

…

‡

Ψ(2,2) = „ T(−𝐻𝐶w )š P€ 𝐸€ ; Ψ(2,4) = „ P8 (−𝐸8 );
Ψ(3,1) =

„…

𝑇𝐵wš P8 (−𝐸8 ); Ψ(3,5) =

P (−𝐸€ );
„‡ €

³ (1,3), the (5-101) becomes
By applying Lemma 5.2 to term Υ
Ù
Υ
⎡Υ
0
³(1,1)
⎢
³
(2,2)
Υ
⎢ ∗∗
∗
⎢ ∗
∗
=⎢ ∗
∗
∗
⎢ ∗
∗
⎢ ∗∗
∗
⎢ ∗
∗
⎣

³(1,4)
Υ
0
0
0
³(3,3)
0
Υ
³(4,4)
∗
Υ
∗
∗
∗
∗
∗
∗
∗
∗
∗
∗

0
³(1,5)
Υ
0
0
0
0
0
0
³
³(5,5) Υ(5,6)
Υ
³(6,6)
∗
Υ
∗
∗
∗
∗
∗
∗

Ù(1,8)
0
Υ
³(2,7)
Υ
0
0
0
0
0
0
0
0
0
0
³
(
)
Υ 7,7
Ù(8,8)
Υ
∗
∗
∗

0
0 ⎤
Ù(3,9)⎥
Υ
⎥
0 ⎥
0 ⎥
0 ⎥
0 ⎥
0 ⎥
Ù(9,9)⎦
Υ

with
Ù(1,8) = 𝑑𝑖𝑎𝑔(1⁄𝜀- T(𝐴w − 𝐵w 𝐾 )š 𝑃Υ
Ù(8,8) = 𝑑𝑖𝑎𝑔(−𝑃Υ

−𝑃-

1⁄𝜀- T(−𝐵w 𝐾)š 𝑃-

−𝑃- );
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1⁄𝜀- T(−𝐵w )š 𝑃- );

(5-102)

Ù(3,9) = [(−𝐵w 𝐸- )š 𝑃-¨Υ
Ù(9,9) = 𝑑𝑖𝑎𝑔(−𝑃-¨Υ

(−𝐵w 𝐸- )š 𝑃-¨-

−𝑃-¨-

(−𝐵w 𝐸- )š 𝑃-¨- ];

−𝑃-¨- );

where 𝛺 ∈ 28 × 28 as a diagonal matrix that satisfies

𝛺(𝑖, 𝑖) = ¶

𝑃-¨- , 𝑖 = 1,4,7,23,24,25
𝐼, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(5-103)

and set 𝑋 = 𝑃-¨- and use the lemma of congruence as follows:
Ä < 0 ⟺ ΩΥ
ÄΩ < 0
Υ

(5-104)

~ = 𝐻š 𝑃€ . This completes
Then the LMI (5-96) of Theorem 5.2 is obtained with 𝐿Œ = 𝐿š 𝑃8 , 𝐻
the proof.
5.5.2.2 Minimax MPC
In the presence of external disturbance, the goal of minimax MPC is to calculate an optimal
nominal control action by predicting the system output over a finite prediction horizon at each
sampling interval.
The nominal minimax MPC is based on the state-space model of (5-85). The MPC cost function
requires a series of predicted system behaviours ahead of time, that is, y(𝑡N ) for t = 0 … No .
The δ-transformation of the system augmented model for the prediction of system outputs is
as follows [145]:
𝐲 = 𝐯 + 𝔾𝐮 + ℍ𝒘

(5-105)

where
𝐯 = 𝕍𝑥(𝑡N )
𝕍 = ˜𝐶w

𝐶w 𝐴w

0
⎡ 𝐶 𝐵
w w
⎢
𝐶
𝐴
𝔾 = ⎢ w w 𝐵w
⋮
⎢
Ú• ¨𝐵w
⎣𝐶w 𝐴w

𝐶w 𝐴8w

0
0
𝐶w 𝐵w
⋮
Ú• ¨8
𝐶w 𝐴w
𝐵w
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Ú

… 𝐶w 𝐴w • ™
…
…
⋱
⋱
…

š

0 ⎤
0 ⎥
⋮ ⎥
0 ⎥
𝐶w 𝐵w ⎦

(5-106)

0
⎡ 𝐶 𝐺
w w
⎢
𝐶
𝐴
ℍ = ⎢ w w 𝐺w
⋮
⎢
Ú• ¨𝐺w
⎣𝐶w 𝐴w

0
0
𝐶w 𝐺w
⋮
Ú• ¨8
𝐶w 𝐴w
𝐺w

…
…
⋱
⋱
…

0 ⎤
0 ⎥
⋮ ⎥
0 ⎥
𝐶w 𝐺w ⎦

𝐲 = [𝛿 ³ 𝑦 š (𝑡N ) … 𝛿Ú• 𝑦 š (𝑡N )]𝑻
𝐮𝐩 = ˜𝛿 ³ 𝑢Uš (𝑡N )

𝑻

… 𝛿Ú• ¨- 𝑢Uš (𝑡N )™

𝒘 = [𝛿 ³ 𝑤 š (𝑡N ) … 𝛿Ú• ¨- 𝑤 š (𝑡N )]š
and the control design parameter 𝑁o denotes the output horizon. The discrete-time system
output is shown as
𝒴 = ΓÚ• 𝒚

(5-107)

where
𝒴 = ù𝑦 š (𝑡N )

ΓÚ•

𝑇³
⎡ ³
⎢ 𝑇³
=⎢ 𝑇
⎢ ³⋮ ³
⎣𝐶Ú• 𝑇

0
𝑇2𝑇 ⋮
𝐶Ú-• 𝑇 -

š

… 𝑦 š [𝑡N4Ú• ]ú
0
0
𝑇8
⋮
𝐶Ú8• 𝑇 ³

⋯
⋯
⋯
⋱
⋯

0
0 ⎤
0 ⎥ ⨂𝐼
Ú•
0 ⎥
⎥
Ú
𝐶Ú•• 𝑇Ú• ⎦

𝐼Ú• ∈ ℝÚ• ∗Ú• is the identity matrix and the change in control action. ∆𝒰 can be expressed in
the δ-domain as
∆𝓤 = 𝑫𝜞𝑵𝒖 𝑢. + 𝑒.

(5-108)

where
𝒖. = [𝛿 ³ 𝑢š (𝑡N ), ⋯ , 𝛿Úý 𝑢š (𝑡N )]𝑻 ,
∆𝑢(𝑡N )
⎡
⎤
∆𝑢(𝑡N4- ) ⎥
⎢
∆𝒰 =
,
⋮
⎢
⎥
⎣∆𝑢T𝑡N4Úý W⎦
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(5-109)

𝐼Úý
−𝐼
D = › Úý
⋮
0

ΓÚý

𝑇³
⎡ ³
𝑇
⎢ ³
=⎢ 𝑇
⎢ ⋮
³
³
⎣𝐶Úý 𝑇

0
𝐼Úý
⋯
0

0
𝑇2𝑇 ⋮
𝐶Úý 𝑇 -

0
0
⋱
⋯

⋯
⋯
⋱
−𝐼Úý

0
0
𝑇8
⋮
8
𝐶Úý 𝑇 ³

⋯
⋯
⋯
⋱
⋯

0
0
0 œ,
𝐼Úý
0
0 ⎤
0 ⎥ ⨂𝐼
⎥ Úý
0 ⎥
Ú
𝐶Úýý 𝑇Úý ⎦

−𝑢(𝑡N¨- )
0
𝒆𝒖 = ›
œ
⋮
0
𝑁. denotes the control horizon. The physical constraints on the control vector and its change
into consideration are taken into account. The constraints can be formulated as
𝑢 (𝑡N )
𝑢,J«
𝑢,©u
⋮
è ⋮ é≤
£≤è ⋮ é
,©u
𝑢T𝑡
W
𝑢,J«
N4Úý ¨𝑢
∆𝑢 (𝑡N )
∆𝑢,J«
∆𝑢
⋮
è ⋮ é≤
£≤è ⋮ é
,©u
∆𝑢T𝑡
W
∆𝑢,J«
N4Úý ¨∆𝑢

(5-110)

,©u

The system disturbance is subjected to
𝑤 (𝑡N )
𝑤 ,J«
𝑤 ,©u
⋮
è ⋮ é≤
£≤è ⋮ é
,©u
𝑤
[𝑡
]
𝑤 ,J«
𝑤
N4Ú•

(5-111)

and 𝑤 ,©u and 𝑤 ,J« are the lower and upper bounds of the system disturbance. As it is
impossible to know the signal ahead of the driver's intention, it is assumed that in the
optimisation window, the reference signal 𝑟(𝑡N ) remains constant. When considering the
bounded disturbance, the optimal nominal control action in the δ-domain can be obtained by
the following minimax problem
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min max 𝐽 =(𝑦 − 𝑟)š Γo (𝑦 − 𝑟) + ∆𝒰š ∆𝒰
.ý

g

š

)š

= (𝑦 − 𝑟 Γo (𝑦 − 𝑟) + TDΓÚý u. + 𝑒. W TDΓÚý u. + 𝑒. W
subject to
𝑢 (𝑡N )
𝑢,J«
𝑢,©u
⋮
è ⋮ é≤
£≤è ⋮ é
,©u
𝑢T𝑡
W
𝑢,J«
N4Ú
¨𝑢
ý

(5-112)

∆𝑢 (𝑡N )
∆𝑢,J«
∆𝑢,©u
⋮
è ⋮ é≤
£≤è ⋮ é
,©u
∆𝑢T𝑡
W
∆𝑢,J«
N4Ú
¨∆𝑢
ý
𝑤 (𝑡N )
𝑤 ,J«
𝑤 ,©u
⋮
è ⋮ é≤
£≤è ⋮ é
,©u
𝑤
[𝑡
]
𝑤 ,J«
𝑤
N4Ú•
It is assumed that the problem (5-112) is feasible at the initial time 𝑘 = 0.
In addition, the 𝛿-domain inputs beyond the control horizon are assumed to be constant; that
is,
𝑢T𝑡N42 W = 𝑢T𝑡N4šý W for 𝑗 = N. + 1, ⋯ , No − 1

(5-113)

𝑢T𝑡N4Úý W = 𝛾. 𝑢.

(5-114)

Ú

(5-115)

Then we get

where
𝛾. = ˜𝐶Ú³ý 𝑇 ³ , 𝐶Ú-ý 𝑇 - , ⋯ , 𝐶Úýý 𝑇Úý ™⨂𝐼,
Control action in the δ-domain beyond the control horizon is defined as
𝑢T𝑡N4šý 4- W
⎡
⎤ ⎡𝑢T𝑡N4šý W⎤
⎢ 𝑢T𝑡N4šý 48 W ⎥ ⎢𝑢T𝑡N4šý W⎥ Ñ
⎢
⎥=⎢
⎥ = Γu .
⋮
⋮
⎢
⎥
⎢
⎥
𝑢T𝑡
W
𝑢
[𝑡
]
⎣
N4š• ¨- ⎦
N4šý ⎦
⎣
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(5-116)

where
ΓÑ = 𝛾. ⨂𝐼Ú• ¨Úý ¨-

(5-117)

Therefore, the 𝛿-domain control beyond the control horizon is defined as

𝐶Ú³ý 4- 𝑇 ³
⋮
›
𝐶Ú³• ¨- 𝑇 ³

⋯
⋮
⋯

Ú

𝐶Úýý4- 𝑇Úý
⋱
Ú
𝐶Ú•ý¨- 𝑇Úý

Ú 4-

𝐶Úýý4- 𝑇Úý 4⋱
Úý 4- Úý 4𝐶Úý ¨- 𝑇

⋯
⋱
⋯

𝑢(𝑡N )
⎡
⎤
⋮
⎢
⎥
0
W
𝑢T𝑡
N4Ú
ý
⎢
⎥
⋮
œ
Ú• ¨- Ú ¨- ⎢ 𝑢T𝑡N4Ú 4- W ⎥
ý
𝐶Ú• ¨- 𝑇 •
⎢
⎥
⋮
⎢
⎥
⎣𝑢 [𝑡N4Ú• ¨- ]⎦

(5-118)

= ΓÑ u.
By defining
š

𝑢o = ˜δšý 4- 𝑢÷ (t ! ), ⋯ , δš• ¨- 𝑢÷ (t ! )™

Γ⃖o.

𝐶Ú³ý 4- 𝑇 ³
⋮
=›
³
𝐶Ú• ¨- 𝑇 ³

(5-119)

Ú

⋯
⋱
⋯

𝐶Úýý4- 𝑇Úý
⋮
œ ⨂𝐼Úý
Úý
Úý
𝐶Ú• ¨- 𝑇

(5-120)

⋯
⋱
⋯

0
0
œ ⨂𝐼Úý
Ú• ¨- Ú ¨𝐶Ú• ¨- 𝑇 •

(5-121)

and
Ú 4-

Γ⃗oo

𝐶Úýý4- 𝑇Úý 4=›
⋮
Úý 4- Úý 4𝐶Úý ¨- 𝑇

the control horizon can be expressed as
Γ⃖o. u. + Γ⃗oo uo = ΓÑ u.

(5-122)

¨- Ñ
uo = Γ⃗oo
TΓ − Γ⃐o. Wu.

(5-123)

which leads to

Hence, the corresponding output predictions y can be formulated as
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𝐮𝒖
𝐲 = 𝐯 + 𝔾𝐮 + ℍ𝒘 = 𝐯 + [𝐆
⃖++ +𝑮⃗] È𝐮 É + ℍ𝒘
𝒚
⃖+ +
= 𝐯 + ½𝑮

¨𝟏 Ñ
+𝑮⃗𝚪
+⃗𝒚𝒚
T𝚪

(5-124)

( 𝒖𝒖 + ℍ𝒘
− ⃐𝚪+𝒚𝒖 W¾𝐮𝒖 + 𝐇𝒘 = 𝐯 + 𝑮

where
¨- Ñ
𝐺Ñ = 𝐺⃖ + 𝐺⃗ Γ⃗oo
TΓ − Γ⃐o. W

(5-125)

Now the objective of the novel fault tolerant state-space δ-generalised predictive control for
SbW systems can be presented as follows:
š

𝐽 = Tv + 𝐺Ñ 𝑢. + ℍ𝑤 − 𝑟W Γo Tv + 𝐺Ñ 𝑢. + ℍ𝑤 − 𝑟W
š

+ TDΓÚý u. + 𝑒. W TDΓÚý u. + 𝑒. W
subject to
−ΓÚý u. ≤ −𝒰,©u
ΓÚý u. ≤ 𝒰,J«

(5-126)

−𝐷ΓÚý u. ≤ −Δ𝒰,©u + 𝑒.
𝐷ΓÚý u. ≤ Δ𝒰,J« − 𝑒.
−ΓÚ• 𝑤 ≤ −𝒲 ,©u
ΓÚ• 𝑤 ≤ −𝒲 ,J«
where 𝒰_ðx and 𝒰_pñ are column vectors with Nô elements of u_ðx and u_pñ . Δ𝒰_ðx and
Δ𝒰_pñ are column vectors with Nô elements of u_ðx and u_pñ . 𝒲 _ðx and 𝒲 _pñ are column
vectors with N' elements of w _ðx and w _pñ .
At time 𝑘, (5-126) can be rewritten as the following minimax problem:
u š
min max ù . ú 𝐴g [u.
𝑤
.ý
g

š
š
𝑤] + È𝐶- É ùu. ú + ùu. ú È𝐶- É
𝐶8
𝑤
𝑤
𝐶8
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(5-127)

subject to
−ΓÚý u. ≤ −𝒰,©u
ΓÚý u. ≤ 𝒰,J«
−𝐷ΓÚý u. ≤ −Δ𝒰,©u + 𝑒.
𝐷ΓÚý u. ≤ Δ𝒰,J« − 𝑒.
−ΓÚ• 𝑤 ≤ −𝒲 ,©u
ΓÚ• 𝑤 ≤ 𝒲 ,J«
where
𝐺Ñ š ΓÚ• 𝐺Ñ + ΓÚšý ΓÚý
𝐴g = è
−ΓÚ• 𝐺Ñ

−𝐺Ñ š ΓÚ•
ΓÚ•

é ∈ ℝTÚ• 4Úý 48W∗TÚ• 4Úý 48W

š

³ΓÚ 𝜍 − 𝒓] ΓÚ 𝐺Ñ ∈ ℝ-∗Úý ;
𝐶- = 𝒆š. ΓÚý + [𝐯 + G
•
•
š

³ΓÚ 𝜍 − 𝒓] ΓÚ ∈ ℝ-∗Ú• ;
𝐶8 = − [𝐯 + G
•
•
Let
θ = max 𝑧 š 𝐴g 𝑧 + 𝐶À š 𝑧 + 𝑧 š 𝐶À
g

where 𝑧 = [𝒖š.

𝑤 š ]š and 𝐶À = [𝐶-š

(5-128)

𝐶8š ]š , the optimization problem (5-127) is then

equivalent to
min θ
subject to
𝑧 š 𝐴
ù ú ù g
θ
0

0 [
ú 𝑧
0

À š 𝑧
𝑧 š
𝐶
𝐶À
É ù ú+ù ú È
É≤0
θ] + È
θ − 1⁄2
− 1⁄2 θ
[𝐸

𝑧
0] ùθú ≤ 𝑏
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(5-129)

where
−ΓÚý 0
⎡
⎤
⎢ ΓÚý 0 ⎥
⎢−𝐷ΓÚý 0⎥
T8Ú• 4qÚý 4ÐW∗TÚ• 4Úý 48W
𝐸 = ⎢ 𝐷Γ
0 ⎥∈ℝ
Úý
⎢ 0 −Γ ⎥
Ú•
⎢
⎥
⎣ 0 ΓÚ• ⎦
−𝒰,©u
⎡
⎤
𝒰,J«
⎢
⎥
−Δ𝒰,©u + 𝒆𝒖 ⎥
⎢
𝑏=
∈ ℝT8Ú• 4qÚý 4ÐW∗⎢ Δ𝒰,J« − 𝒆𝒖 ⎥
⎢ −𝒲 ,©u ⎥
⎣
⎦
𝒲 ,J«
Furthermore, the minimization problem (5-129) can be rewritten as the following linear
minimization problem:
min 𝜂š s
subject to
(5-130)
𝑠 š 𝐴Àg 𝑠 + 𝐶̅ š 𝑠 + 𝑠 š 𝐶̅ ≤ 0
𝐸Ñ 𝑠 ≤ 𝑏
where
𝜂 = [0,0, ⋯ ,1] ∈ ℝ-∗TÚ• 4Úý 4€W
𝒛
𝑠 = ù ú ∈ ℝTÚ• 4Úý 4€W∗θ
𝐴
𝐴Àg = ù g
0

0
ú ∈ ℝTÚ• 4Úý 4€W∗TÚ• 4Úý 4€W
0

𝐶À
𝐶̅ = È
É ∈ ℝ-∗TÚ• 4Úý 4€W
− 1⁄2
𝐸Ñ = [𝐸

0] ∈ ℝT8Ú• 4qÚý 4ÐW∗TÚ• 4Úý 4€W

The constrained optimisation problem (5-130) gives the optimal control action 𝑢. that
minimizes the worst case performance index at time instant 𝑘 over the prediction horizon.
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5.5.3

Simulation study

A simulation study is conducted to verify the superiority of the designed controller.
A. Simulation environment
To show the effectiveness of the proposed controller, the simulation environment was set up
as follows:
1) The simulation time is 𝑡 = 10𝑠 and the constraints for 𝑢 and ∆𝑢 are: −2.5 ≤
𝑢(𝑡N ) ≤ 2.5 and −0.2 ≤ ∆𝑢(𝑡N ) ≤ 0.2;
2) To validate the proposed approach in a more realistic environment, an eight-degreefreedom model is used in the simulation to model the vehicle dynamics for both the
lateral and longitudinal dynamics [52].
3) The desired steering angle is set as a periodic sinusoidal signal 𝜏; = 1.6 𝑠𝑖𝑛(𝑡) 𝑁 ∙
𝑚. Vehicle speed is V=> = 12 m⁄s;
4) In order to simulate different types of actuator impairments, the loss of effectiveness
and fluctuating failure are designed as follows：
a. fluctuating actuator failure
0.04, 𝑡 = 5
𝑓- (𝑡) = ¶
0,
𝑒𝑙𝑠𝑒
b. lock-in-place failure
0.02, 4 ≤ 𝑡 ≤ 7
𝑓8 (𝑡) = s
0,
𝑒𝑙𝑠𝑒
c. loss of effectiveness:
𝑓€ (𝑡) = −0.08𝑡 ∙ 𝑢
The second fault signal is to ensure the u is gradually reduced until it reaches 20% at t = 10s.
d. permanent failure
0.05𝑠𝑖𝑛(𝑡), 𝑡 ≥ 3
𝑓q (𝑡) = ¶
0,
𝑒𝑙𝑠𝑒
e. periodic failure
𝑓Á (𝑡) = ¶

0.1, 𝑡 = 1,2,3,4,5,6,7,8𝑠
0,
𝑒𝑙𝑠𝑒

166

5) Simulation Results
1) Performance under different types of faults
In the first scenario, we choose T = 0.01s and solve the LMI in Theorem 5.3,
𝐿(0.01) = [0.6469 0.9184 ]š 𝐻(0.01) = −37.7982
and
𝐾(0.01) = [−0.4599 − 0.06633]
The simulation results for the fault estimation are illustrated in Figure 5-15-Figure 5-19. On
the whole, the fault observer can estimate various types of actuator failure with a satisfactory
accuracy. Compared with transient fault, the fault observer provides a better estimation
performance on gradual fault. From Figure 5-15 (b) to Figure 5-19 (b), it can be seen that the
estimation performance of periodic failure is worse because of the chattering problems induced
by periodic failure. In addition, with the increase of value of the fault, the estimation
performance degrades a little with small fluctuations.
Based on the accurate faulty information applied by the fault observer, the fault tolerant
controller can obtain an acceptable steering performance in the presence of actuator failure.
A soft change in front wheel angle occurs in response to the transient fault and periodic failure.
An acceptable steering performance is obtained against the faults which occur over a period of
time.

(a) Fault estimation

(b) Tracking performance

Figure 5-15 Performance for fluctuating failure with T = 0.01
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(a) Fault estimation

(b) Tracking performance

Figure 5-16 Performance for lock-in-place failure with T = 0.01

(a) Fault estimation

(b) Tracking performance

Figure 5-17 Performance for loss of effectiveness with T = 0.01

(a) Fault estimation

(b) Tracking performance

Figure 5-18 Performance for loss of effectiveness with T = 0.01
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(a) Fault estimation

(b) Tracking performance

Figure 5-19 Performance for periodic failure with T = 0.01
2) The robustness of the fault tolerant controller
In order to demonstrate the robustness to system uncertainties and disturbance, The simulation
environment are set as follows:
a. The parameter variations of A is set as 5%, 15% and 25%, respectively;
b. 𝑉(𝑡N ) = 0.05𝑠𝑖𝑛(𝑡) ∗ 𝑜𝑛𝑒𝑠(6,1) is set as disturbance signals and injected into the
system at 𝑡 = 8𝑠 to evaluate the proposed control structure in the presence of the
disturbance with fault 𝑓€ (𝑡) [18];
c. The reference signal is 𝑟(𝑡N ) = 0.2 with prediction horizon 𝑁o = 6 and control
horizon 𝑁. = 2;
d. The fault is set as a permanent failure and can be shown as follows:
𝑓(𝑡) = ¶

0.2𝑠𝑖𝑛(𝑡), 𝑡 ≥ 5
0,
𝑒𝑙𝑠𝑒

(5-131)

e. The mean absolute error (MAE) and standard deviation (SD) are used to show the
robustness of the proposed 𝛿 −MPC. The equations of the MAE and the SD are shown
as follows
∑u©3-|𝑦© − 𝑟© |
MAE =
𝑛
and
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(5-132)

∑u (𝑒© − 𝑒̅ )8
SD = Í ©3𝑛−1
where 𝑦© , 𝑟© and 𝑒© are the actual steering angle, reference angle and tracking error at each
sampling time, respectively. 𝑒̅ is the mean value of 𝑒© . 𝑛 is the number of samples.

(a) Fault tolerant control with parameter

(b) Fault tolerant control with parameter

variation of 5%

variation of 15%

(c)Fault tolerant control with parameter

(d) Estimation performance with parameter

variation of 25%

variation of 25%

Figure 5-20 The robustness against parameter variation of 5%, 15% and 25%
Considering the system uncertainties and disturbance, it can be seen that the minimax 𝛿-MPC
results in a smoother and better steering performance with smaller settling time compared to
the shift-operator MPC in the presence of an actuator fault. The PD controller cannot deal with
170

system uncertainties and disturbance as it has severe oscillatory behaviour and may result in
an unstable steering performance. With the increase of parameter variation, the minimax 𝛿MPC can accommodate uncertainty to guarantee robust feasibility and, meanwhile, satisfy the
control action constraints and achieve a good fault tolerant capability for actuator failure. Table
5-3 also demonstrates the improved robustness and better steering performance of minimax 𝛿MPC as it has the smallest MAE and SD compared with the nominal MPC and PD.
Table 5-3 MAE and SD of the tracking error based on different methods
Performance
𝜹-MPC

MPC

PD

5%

15%

25%

MAE

0.0015

0.0030

0.0045

SD

0.0033

0.0065

0.0119

MAE

0.0077

0.0071

0.0061

SD

0.0160

0.0143

0.0126

MAE

0.0247

0.0192

0.0210

SD

0.0307

0.0342

0.0359

3) The comparison of fault tolerant capability of 𝛅-MPC and 𝒒-MPC algorithms
In this section, the fault tolerant capability of the δ -MPC based fault-tolerant control is
demonstrated against the nominal δ-MPC tracking controller without fault tolerant capability
at different sampling times and in the presence of loss of effectiveness.

(a) T=0.001

(b) T=0.01

Figure 5-21 The comparison of fault tolerant capability at different sampling times
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The results in Figure 5-21 clearly show that the fault tolerant capability of the proposed
controller is superior to the capability of the nominal MPC controller. With the increase of
sample time, the steering performance of the two controllers gradually degrades but the 𝛿domain minimax MPC can accommodate actuator faults properly and obtain an acceptable
steering performance with a small fluctuation (the actual steering performance percentage is
between 70% and 80%). The steering performance percentage of the nominal MPC controller
is less than 45% which is unacceptable as the SbW system is a safety-critical system.
In order to demonstrate the computational superiority of the δ-domain minimax MPC against
the shift (𝑞) operator minimax MPC and to investigate the delta and shift operators’ sensitivity
to finite word-lengths, the root mean square error (RMSE) of front wheel angle tracking
performance is calculated for a floating point implementation and compared against finite word
lengths of 4,8,12 and 16 bits for both the 𝛿 and 𝑞 case with 𝑇 = 0.01.
Table 5-4 The comparison results in varying word length
Word length

4 bits

8 bits

12 bits

16 bits

𝜹-domain

0.326

0.154

0.0294

0.0280

𝒒-domain

0.298

0.225

0.0529

0.0420

RMSE
The results shown in Table 5-4 prove that the 𝛿 operator outperforms the shift operator at word
lengths of 8, 12 and 16 bits. It is because the 𝛿 operator is robust against the rounding effect
in the calculation of optimal solutions and therefore has excellent finite word length
performance under fast sampling rates. In comparison, the 𝑞 operator is sensitive to round-off
errors at the short word length. These results imply that the 𝛿-domain minimax MPC fault
tolerant controller has better fault tolerant capability, tracking accuracy and stronger robustness
against various actuator failures with a fast sampling rate combined with short word length
than the 𝑞-domain minimax MPC fault tolerant controller.
5.5.4

Experimental results

In this section, the nominal MPC scheme is compared to demonstrate the effectiveness and the
advantages of the proposed fault tolerant control algorithm on a SbW experimental platform.
In this section, various types of fault are created and added to the control voltage of the motor
to mimic different types of actuator failure in order to demonstrate the fault tolerant capability
and fault estimation capability of the proposed method. In addition, a sinusoidal signal u(k) =
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0.2sin(πt⁄4) is applied as a voltage signal which is fed into the steering motor as system
disturbance. The sampling period is chosen as ΔT = 0.01 s and the limits of the voltage for
steering motor are ±6.4V. The reference signal is set as 0.3 sin(πt⁄4) and the experimental
results are shown in Figure 5-22-Figure 5-26.
(i) fluctuating actuator failure
0.2, 𝑡 = 5
𝑓J- (𝑡) = ¶
0,
𝑒𝑙𝑠𝑒

(a) Estimation performance

(b) Tracking performance

Figure 5-22 Performance for fluctuating failure
(ii) lock-in-place failure
𝑓J8 (𝑡) = ¶

0.15, 4 ≤ 𝑡 ≤ 8
0,
𝑒𝑙𝑠𝑒

(a) Estimation performance

(b) Tracking performance

Figure 5-23 Performance for lock-in-place failure
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(iii) Loss of effective
𝑓J€ (𝑡) = −0.08𝑡 ∙ 𝑢

(a) Estimation performance

(b) Tracking performance

Figure 5-24 Performance for loss of effectiveness
(iv) permanent failure
𝑓Jq (𝑡) = ¶

0.2𝑠𝑖𝑛(𝑡), 𝑡 ≥ 4
0,
𝑒𝑙𝑠𝑒

(a) Estimation performance

(b) Tracking performance

Figure 5-25 Performance for permanent failure
(v) periodic failure
0.5, 𝑡 = 1,2,3,4,5,6,7,8,9𝑠
𝑓JÁ (𝑡) = ¶
0,
𝑒𝑙𝑠𝑒
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(a) Estimation performance

(b) Tracking performance

Figure 5-26 Performance for periodic failure
The experimental results show the observer can accurately estimate various types and different
values of the actuator faults and is robust to system external disturbance. In addition, the
nominal MPC cannot handle with system uncertainties and disturbance and has a worse
steering performance than δ-domain fault tolerant MPC. In term of fluctuating actuator failure,
the 𝑓¶(𝑘) can follow 𝑓(𝑘) rapidly with satisfactory accuracy. The front wheels angle tracks the
desired steering wheel angle accurately with small fluctuation, and the overall SbW system is
stable. When dealing with lock-in-place failure, the SbW system can still achieve good steering
performance based on the correct estimation of failure. In the scenario of loss of effectiveness
shown in Figure 5-24, the value of fault increases along with simulation time. The tracking
performance remains stable with the increase in the value of fault. In the scenario of permanent
failure, the estimation performance and tracking performance have fluctuations at the time the
fault occurs but tend to be stable and suitable with the fault tolerant algorithm. From Figure
5-26, the front wheels track the reference steering angle with big fluctuations as the periodic
fault induces chattering problems. It also shows that the steering performance degrades;
especially when the direction of rotation of the steering wheel changes.
By simulating various types of faults to check the fault tolerant capability and fault estimation
accuracy of the proposed scheme, the proposed controller is shown to compensate effectively
for various types of actuator fault especially with small magnitude in the presence of
disturbance.
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5.6 SUMMARY
In this work, delta operator-based fault observer and fault tolerant controller were designed for
actuator failure.

The fault observer could accurately and quickly estimation the fault

information and the gains of the observer and the controller law could be easily obtained by
solving an LMI derived from the Lyapunov theory. Compared with shift operator, the proposed
fault tolerant controllers had a better steering performance at fast sampling rates combined with
short word length.
It is noticed that the fault detection performance in the simulations are better than the ones in
the experimental results. Such difference is because the assumption made in the computer
simulation that all the mechanical parts perfectly match each other but in practice, small
structural resonance of mechanical parts occur during the operation. affecting the accuracy of
the fault detection.
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CHAPTER 6
6.1

CONCLUSION AND FUTURE WORK

OVERVIEW

The primary focus of this thesis has been on improving the reliability of SbW systems, a key
factor in wider acceptance and deployment of this technology. In the study of the literature, the
major drawbacks and research gaps in fault tolerant control of SbW systems were identified as
explained in Chapters 1 and 2. During the course of the research, a number of fault tolerant
control architectures were developed towards improving the reliability of SbW systems in the
presence of various road conditions, actuator failures and system uncertainties. The fault
tolerant capability of the proposed methods were analysed and validated on SbW system
platform under different conditions.
The major outcomes of the work can be summarized as the design of an FDI module, the design
and implementation of fault tolerant control algorithms, the design, and verification of SbW
platform, and validation of the developed algorithms through computer simulation and
experimental work. Overall, this research has resulted in a better insight into the fault tolerant
control in SbW systems as well as more effective, reliable and robust fault tolerant control
strategies for this novel steering approach in a vehicle.
In this chapter, the major findings of the thesis are outlined and some specific and generic
conclusions based on the study are derived. In addition, the possible future research directions
based on the work conducted are discussed.
6.2

COMPREHENSIVE LITERATURE REVIEW

A comprehensive review of the literature on fault tolerant control strategies for SbW systems
was conducted and reported in Chapter 2. The review explored the work conducted in three
related areas: (i) fault types; (ii) fault detectors used for fault detection and (iii) fault tolerant
control algorithms proposed for SbW system. During the review, the faults typically occurring
in each component of SbW systems were explored. The fault detection and isolation methods
including hardware and software redundancies SbW systems were studied. In addition, the
existing fault tolerant control techniques applied in SbW system were classified and evaluated
to address the benefits and drawbacks of each method. Furthermore, the limitations of the
previous work were identified and further developments required to improve SbW system fault
tolerant capabilities were determined.
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6.3

EFFICIENT AND FLEXIBLE EXPERIMENTAL PLATFROM

A major development of the thesis was the design and development of a quarter SbW platform
reported in Chapter 3. The aim of the quarter SbW platform was to provide an experimental
platform close to the real driving environment to ensure that the proposed controllers were
properly tested.
The quarter SbW platform consisted of a linear actuator, two AC motors, one rotating platform
and mechanical system which include tie rod assembly, steering wheel and one right front
wheel. The design represented a quarter car model in order to simplify the structure and
minimise the hardware and software requirements as well as the cost.
In the quarter SbW platform, a linear actuator is deployed to provide an appropriate torque to
rotate the front wheel. Compared with existing SbW platforms, this structure eliminates the
need for a steering gear or linkage and has the potential to achieve independent steering without
heavy modification.
The control algorithm developed in the thesis can be easily implemented and validated on this
platform by using Matlab/Simulink/Real-Time Workshop. The platform proved to be highly
efficient and flexible to handle different control trajectories of SbW systems. Experimental
results demonstrated the capability of the experimental platform to test various control
algorithms with satisfactory outcomes.
6.4

FAULT TOLERANT MODEL PREDICTIVE CONTROLLER

To compensate for the actuator failure in SbW system, a fault detection and isolation (FDI)
based model predictive control (MPC) fault tolerant control was proposed. A two-stage Kalman
filter algorithm was used in the FDI module to provide simultaneous control parameter and
state estimation to detect the occurrence of actuator failure. Compared with other methods, the
proposed algorithm took the actuator saturation and front wheel angle limitation into account
so that it could deal with system constraints and actuator failure simultaneously. The simulation
and experimental work showed that the proposed approach achieved a better steering
performance than a conventional MPC without FDI and stabilized the overall SbW system in
the event of actuator failure. However, the computational cost of MPC can be very high,
particularly in a high control horizon and MPC is sensitive to system uncertainties.

6.5

FAULT TOLERANT SLIDING MODEL PREDICTIVE CONTROLLER
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Through further development of MPC, a new fault tolerant control which integrates sliding
mode control (SMC) with MPC was proposed. Compared with MPC discussed in Section 6.4,
the proposed sliding mode predictive control (SMPC) can improve system robustness in the
presence of disturbances and modelling uncertainties. This method had all the advantages of
using SMC and MPC while eliminating the drawbacks associated with them. The SMC was
applied to improve the robustness of the MPC in the presence of modelling uncertainties and
disturbances, while the MPC was applied to enhance the fault tolerant capability of the steering
control processes.
In addition, the chaos particle swarm optimization (CPSO) algorithm was introduced to
optimize the MPC by reducing the tracking errors and generating high quality solutions with
more stable convergence characteristics and shorter calculation times. The simulation results
showed that, in terms of algorithm convergence characteristic, fault tolerant capability, tracking
performance, and disturbance rejection in a SbW system, the proposed method outperformed
other methods, including other PSO algorithms, MPC, SMPC, and MPC-CPSO.
6.6

DELTA OPERATOR BASED FAULT TOLERANT MODEL PREDICTIVE
CONTROLLER

The discrete-time model of SbW system in the previously described methods was expressed in
the form of the shift operator. Shift operator-based models suffer from numerical illconditioning at sufficiently small sampling period. To overcome this issue, a new fault
estimation and fault-tolerant model predictive control scheme based on a delta operator
approach was proposed for a SbW system.
The fault detection problem was expressed by a fault observer derived from a set of linear
matrix inequalities and an active fault-tolerant MPC based on a delta operator was designed to
compensate for the effect of the actuator faults.
The proposed method could provide the vehicle road wheel steering functions without
degradation of the tracking performance in the event of an actuator failure and had a better fault
tolerant capability than the fault tolerant control strategy via a shift operator, especially at high
sampling rates and short word length.

6.7

DELTA OPERATOR BASED FAULT TOLERANT MODEL PREDICTIVE
CONTROLLER WITH FAULT COMPENSATION
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In order to improve the robustness of the delta operator based MPC fault tolerant controller in
Section 6.6, we further developed a delta operator-based MPC controller with fault
compensation. In this controller, an MPC algorithm was designed based on the fault
information as a nominal controller to guarantee the nominal system stability and a feedback
control action of estimation error was added to the system with a reasonable accuracy and
subject to system uncertainties.
The proposed approach could successfully compensate for various types of actuator faults with
small magnitude including permanent fault and transient fault. It also guaranteed the robust
stability of the system in the presence of state disturbance and estimation error and produced
better steering performance than shift operator based MPC at fast sampling rates combined
with short word length.
6.8

DELTA OPERATOR BASED FAULT TOLERANT MINIMAX MODEL
PREDICTIVE CONTROLLER WITH FEEDBACK CONTROL ACTION

Finally, by further considering the estimation error, a novel delta operator domain based
minimax MPC and feedback control action was proposed to effectively compensate for the
actuator failure. In this control scheme motor saturation, various types of actuator faults, system
uncertainties, disturbance and excursions of the designed parameters of the fault observer were
taken into account.
The feedback control action based on estimation error in parallel with the minimax MPC
controller, ensured the system’s robust asymptotic stability in the presence of estimation errors.
The simulation and experimental results showed the capability of the proposed control scheme
to not only overcome the system disturbance and estimation errors but also to compensate for
various actuator faults. It was also demonstrated that the proposed control algorithm was an
effective and feasible algorithm at fast sampling rates with short word length digitization.
6.9

FUTURE WORK

As far as the future work is concerned, the research conducted in this thesis can be extended in
the following directions.
i.

The experimental platform can be further improved in the future by adding additional
road condition haptic interface to make the test environment more immersive and
realistic. This interface can create test criteria as close to real life driving as possible
and therefore achieve better fault tolerant capability.
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ii.

Time delay can result in instability and degraded performance in SbW systems. This
time delay is mainly due to the execution of the algorithm on the ECU and transmission
of data through the communication channels. In addition, if the delay exceeds the
maximum tolerable response time of the system, the security of the vehicle cannot be
guaranteed any more [152]. Therefore, the control laws with specific delay and/or
absence of sampling data compensation mechanisms should be further explored.

iii.

The proposed fault tolerant control algorithms in this thesis are applied to the actuator
failure. The SbW system also consists of a number of sensors such as steering wheel
angle sensor. When the steering wheel angle sensor is faulty or damaged, the
information it sends to the vehicle's ECU is inaccurate. This can cause the SbW to
produce steering signals or adjustments at the wrong time. In addition, there are other
sensors in SbW system such as aligning torque sensor, yaw rate sensor, motor current
and voltage sensors that may malfunction. For example, if the torque sensor fails, the
controller cannot have the measured aligning torque and there will be a noticeable
disturbance in the steering angle due to the failure of aligning torque sensor. Therefore,
the development of an effective fault tolerant control system to compensate for sensor
failure can be considered in the future work.

iv.

Human error is another source of accidents, often caused by distraction, drowsiness,
poor judgement, limited steering skills or similar factors [153]. In vehicles with
autonomous capabilities, the automatic system should take over the control of the
vehicle or issue an emergency stop if the driver is observed to make a mistake in braking,
acceleration, and steering manoeuvre. In other words, according to the identified
driver’s fault, a mandatory transition from the driver to the automatic system to recover
from the fault and to achieve an optimal driving performance. Such scenarios can be
considered in future to improve the SbW system reliability.
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