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Straining graphene results in the appearance of a pseudo-magnetic field which alters its local electronic
properties. Applying a pressure difference between the two sides of the membrane causes it to bend/bulge
resulting in a resistance change. We find that the resistance changes linearly with pressure for bubbles of
small radius while the response becomes non-linear for bubbles that stretch almost to the edges of the sample.
This is explained as due to the strong interference of propagating electronic modes inside the bubble. Our
calculations show that high gauge factors can be obtained in this way which makes graphene a good candidate
for pressure sensing.
PACS numbers: 02.60.Cb, 72.80.Vp, 73.23.-b, 75.47.-m
Graphene is known as a material with excellent me-
chanical properties. Experimental studies showed ex-
tremely large Young’s modulus of E = 1 TPa in the
case of defect-free graphene membranes with intrinsic
strength of σint = 130 GPa which is the highest ever
measured for real materials1. Furthermore, one atom
thick graphene membranes proved to be impermeable
for all of the standard gases including helium2–4. This
feature of graphene membranes (and its derivatives)
was used to construct systems for water filtration and
desalination5–10.
Furthermore, due to the relatively strong van der
Waals interaction graphene membranes clamp firmly to
a substrate. Koening et al. found adhesion energy of
0.45 ± 0.02 J/m2 for monolayer graphene on SiO2 sub-
strate, which is the most common substrate, and 0.31 ±
0.03 J/m2 for multilayer graphene membranes11. These
values are quite large for micromechanical structures and
are comparable to solid/liquid adhesion energies. Khes-
tanova et al. showed that large adhesion energy allows
graphene balloons to sustain extreme pressures. In Ref.
12 they showed that the maximal pressure inside the bal-
loon scales as 1/hmax, where hmax is the maximal out-of-
plane deformation, and for balloons with a radius smaller
than 10 nm can reach close to 1 GPa.
Another important feature of strained graphene is the
occurrence of a pseudo-magnetic field (PMF) for certain
strain profiles. The PMF arises as a consequence of the
change of the equilibrium positions of the carbon atoms
in the crystal structure of graphene. Depending on the
profile of the applied strain generated PMF can be quasi-
homogeneous14–17 or inhomogeneous18–22 and can well
exceed23 300 T, much more than "real" magnetic field
values that can be realized in laboratory. Important
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property of the PMF is that it has the opposite direc-
tion for electrons in different valleys. Hence, one can use
this feature to create a valley filter24–26, a prerequisite
for valleytronics27,28.
In this paper we propose a pressure sensor using a
graphene membrane with electrical read out. Difference
in pressures on the two sides of the membrane will cause it
to bulge or bend. This generates a pseudo-magnetic field
which alters the electronic properties of graphene. Hence,
by observing the change in the conductance/resistance
one should be able to estimate the pressure difference
between the two sides of the membrane.
Previously, Huang et al. investigated the change of re-
sistance in a nanoindentation experiment performed on
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FIG. 1. (a) Schematics of the system of interest. Graphene
stripe is deposited on a substrate with a gas chamber of radius
r0 etched in it. The difference in pressure inside and outside
the chamber causes bulging/denting of a graphene layer. (b)
Profiles of the out-of-plane (h) and radial (u) displacement
obtained using Eq. (3). (c) The profile of generated PMF
obtained using membrane theory. Figures are plotted using:
p = 100 MPa and r0 = 30 nm.
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FIG. 2. (a) Resistance versus applied pressure for different values of bubble radius, r0. Circles show the pressure at which
the bubble’s height reaches 10 % of its radius. (b) The resistances for the three smallest bubbles from (a) together with the
corresponding linear fits (gray dashed lines). (c) Color plot of dR/dp (in units of Ω/MPa) versus pressure and bubble radius r0.
(d) Current intensities for r0 = 0, 10, 15, 20, 30, 40 nm using p = 200 MPa and EF = 0.05 eV. (e) Relative change of intramode
transmission, τ , versus the radius of the bubble at different applied pressures given in the inset.
suspended graphene29. Disappointing results were prob-
ably due to the fact that the homogeneous tensile strain
used in the experiment does not scatter electrons effi-
ciently. Much better results were obtained in Ref. 30
where a resistance change from ∼ 492 to ∼ 522 kΩ with
applied strain up to 1% was repored. Highly linear re-
sistance response with strain was found in Ref. 31 using
a diamond membrane on a glass substrate as a pressure
gauge for application in harsh environments. Experiment
showed a sensitivity of 27.3± 0.1 Ω/bar.
We investigate the change in electrical response of a
graphene sample on top of a gas chamber due to the
change of pressure inside the chamber. The system of
interest is shown in Fig. 1(a). A small chamber of ra-
dius r0 is etched in a substrate and the pressure inside
the chamber, pin, is determined by the amount of gas in
it. Over the chamber a layer of graphene is deposited.
Difference between pin and outside pressure, pout, causes
the graphene membrane to bulge or dent depending on
the value of p = pin − pout. Deformation of graphene
induces a pseudo-magnetic field (PMF) which affects its
electronic properties and will change the resistance of a
two-terminal graphene stripe (top view in Fig. 1(a)).
Stretching graphene results in changes of the bond
length between neighboring atoms in its lattice. This
change results in a modification of the hopping energy
given by:
tij = t0e
−β(dij/a0−1), (1)
where tij is the hopping energy between atoms i and j,
t0 = 2.8 eV is the equilibrium hopping energy, β = 3.37
is the strained hopping energy modulation factor, a0 =
0.142 nm is the length of the unstrained C − C bond,
and dij is the length of the strained bond between atoms
i and j.
The change of hopping energy is equivalent to the gen-
eration of a magnetic vector potential, A = (Ax, Ay, 0),
which can be evaluated around the K point using13,
Ax − iAy = − 1
evF
∑
j
δtije
iK·rij , (2)
where the sum runs over all neighboring atoms of atom i,
vF is the Fermi velocity, δtij = (tij−t0), and rij = ri−rj.
In order to properly simulate effects of strain using the
tight-binding method we need a correct deformation pro-
file from which we extract dij . Following Refs. 32 and
33 we use membrane theory to model the displacement
fields. Membrane theory ignores bending stiffness of a
strained material and leads to fairly simple analytical ex-
pressions for the displacement fields. However, bending
stiffness of graphene is rather small35,36 which justifies
the use of the membrane model. Furthermore, this model
2
shows good agreement with experimental data for large
bubbles32,34. For an elastic thin film to be treated as a
membrane, the central deflection should be at least sev-
eral times the film thickness. In the case of graphene,
since its thickness is not well defined, the membrane
model can be applicable for those bubbles whose height
is larger than 10% of its radius11,12,32. For a bubble of
radius r0 the out-of-plane deflection and radial displace-
ment can be written as33,
h(r) = h0
(
1− r
2
r20
)
and u(r) = u0
r
r0
(
1− r
r0
)
, (3)
where h0 is the maximal out-of-plane displacement and
u0 = 1.136h
2
0/r0. h0 is related to the applied pressure
as32
h0 =
(
pφr40
E2D
)1/3
, (4)
where φ is a function of Poisson’s ratio ν given by
φ = 75(1−ν
2)
8(23+18ν−3ν2) and E2D ≈ 353 N/m is the 2D Young
modulus of graphene1. The profile of pseudo-magnetic
field obtained using these displacements is shown in Fig.
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FIG. 3. (a) Change of resistance with y0 (red curve corre-
sponding to left y−axis) using r0 = 10 nm and normalized
current intensity for fixed x-coordinate in case when there is
no bubble (blue dashed curve corresponding to right y−axis).
Center of the coordinate system is placed at the center of the
structure. (b) dR/dy0 (in units of Ω/nm) versus y0 and r0.
(c) Relative change of current intensity, j˜, for two points from
(a). In all plots we use p = 100 MPa.
1(b). It has three-fold symmetry with altering regions
of positive and negative PMF. Notice that the generated
PMF has a jump around r = r0. This is due to a kink
(infinite curvature) in the out-of-plane deformation that
occurs at r = r0 (see Fig. 1(b)).
The change of resistance with applied pressure in case
of a 100× 200 nm graphene stripe of Fig. 1(a) is investi-
gated. The resistance is calculated according to the Lan-
dauer formula given by, R = h2e2
1
T , where h is Planck’s
constant, T is the transmission probability between two
terminals, and the factor 2 is due to the spin degeneracy
of the system (valley degeneracy is included in T ). Trans-
mission probability is calculated using the Pybinding37
and Kwant38 software packages.
The results are shown in Fig. 2(a). Calculations were
performed for bubbles of different sizes, from small ones
(r0 = 10 nm) to the ones that stretch almost to the
edges of the stripe (r0 = 40 nm). The circles in this
figure indicate pressures at which out-of-plane deflection
becomes 10% of the radius of the bubble, i.e. when mem-
brane model becomes valid. Notice that the sensitivity
(slope of the curve) increases with the size of the bubble.
This is not surprising since a bigger bubble scatters more
electrons. However, an important point is that as the
size of the bubble increases the resistance curves change
behavior from linear to non-linear. Figure shows that
for small bubbles (r0 ≤ 20 nm) resistance increases lin-
early with pressure as confirmed by the linear fits given
in Fig. 2(b). When the size of the bubble increases the
response changes to a quadratic function where the non-
linear term is 2 orders of magnitude smaller that the
linear term. Finally, for bubbles of diameter close to the
width of the stripe resistance becomes a non-linear func-
tion. This is also confirmed in Fig. 2(c) where we plot
dR/dp versus the applied pressure and radius r0. Fig-
ure shows fairly constant first derivative for r0 < 20 nm
implying a linear dependence on pressure.
The reason for the change from linear to non-linear re-
sponse can be found in Fig. 2(d) where we show current
intensity plots for bubbles of different sizes. To see more
clearly the effects of the bubble on electrical transport we
lowered the Fermi energy in order to decrease the number
of propagating modes and increase the spatial separation
between them. In case when there is no bubble (shown
in the upper left) one can observe five current maxima
along the y-direction which correspond to five propagat-
ing modes that carry current from the injector (left lead)
to the collector (right lead). When the small bump is
introduced (upper middle plot in Fig. 2(d)) the differ-
ent propagating modes are still visible. Figure shows that
only those propagating modes that move around the cen-
ter of the structure are affected by the bump while the
modes that move close to the edges of the sample are
almost unaffected by its presence. Increasing the size of
the bubble induces mixing of different modes and conse-
quently enhances its influence on current transport. This
is seen in the top right part of Fig. 2(d) which shows
mixed modes around the bubble however, away from the
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bubble individual modes become apparent again. In the
bottom part of Fig. 2(d) we show the effect of large bub-
bles on current flow. In all three cases bubbles are large
enough to scatter most of the injected current back to the
injector. Interesting is the case of r0 = 30 nm (shown in
the bottom middle) where one can notice intense current
redistribution inside the bubble. By careful observation
we conclude that these features appear around regions
where the PMF changes sign (see Fig. 1(c)), shown in
the inset by red dotted lines. Modes are heavily mixed
and we can no longer distinguish them. Reflection and
transmission patterns are very complex and hence the
transmission probability becomes non-linear. Interest-
ingly, for very large bubbles (bottom right) the current
no longer can penetrate through the bubble but flows
around it.
The heavy mode mixing is confirmed in Fig. 2(e) where
we plot the relative change of intramode transmission de-
fined as τ = tr(t)/M , with tr(t) being the trace of the
transmission matrix t and M is the number of incoming
propagating modes in the injector. Total transmission of
the system is given by T =
∑
m,n tmn where tmn is the
transmission probability between the incoming mode kn
in the injector and the outgoing mode km in the collec-
tor. Hence, by taking the trace of this matrix we sum the
transmission probabilities from each mode kn from the
injector to the outgoing mode kn in the collector. Natu-
rally, when there is no bubble τ is unity which means that
no scattering occurs. When the bubble is introduced τ
decreases and, as the figure shows, for large bubbles and
high pressures τ drops below 0.1 indicating heavy mode
mixing.
Since modes influence the resistance it would be inter-
esting to see how the resistance changes if we move the
center of the bubble, (x0, y0). From Fig. 2(d) it is ob-
vious that only a change of y-coordinate of the center,
y0, will cause a resistance change since current distri-
bution (in case when there is no bubble) is constant in
x-direction and, thus, independent of x0. In Fig. 3(a) we
show the change of resistance with y0 (red curve). Plots
are made using r0 = 10 nm and p = 100 MPa. One
can notice that oscillations of constant period appear.
In order to understand this behavior, in the same figure
we plot the spatial distribution of normalized current in-
tensity, |j/jmax|, for the case when there is no bubble
(blue dashed curve). Furthermore, with yellow rectangle
of width 2r0 we highlighted the region occupied by the
bubble (if placed at y0 = 0). Figure shows that extremes
occur whenever the center of the bubble is placed on one
of the propagating modes. Thus, the output signal is de-
termined by the interference of the modes affected by the
bubble. When the modes interfere constructively we have
a peak in transmission while reflection increases when the
modes interfere destructively. This is seen in Fig. 3(c)
where we plot relative change of current intensity defined
as j˜(x, y) = (jp=0(x, y)−j(x, y))/(jp=0(x, y)+j(x, y)) for
two points A and B from Fig. 3(a). The interference of
different modes is confirmed by the checkerboard pat-
tern shown in Fig. 3(b) where we plot dR/dy0 versus y0
and r0. Figure shows that the resistance periodically in-
creases and decreases as a function of both radius of the
bubble and the position of the center.
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FIG. 4. Temperature dependence of resistance. Simulations
are performed for a bubble with r0 = 15 nm and using a Fermi
energy of EF = 0.2 eV.
To compare our results with the experimental results
from Refs. 29 and 30 we calculated the gauge factor
defined as GF = ∆R/(Rε), where ∆R is the change in
resistance when maximal straining ε is achieved. We find
GF = 1.5 for a bubble with r0 = 10 nm which is com-
parable to the result of Ref. 29. However, for r0 = 20
nm we have GF ≈ 8 which is closer to the result of Ref.
30. For larger bubbles this factor increases further and
for r0 = 30 we obtain GF ≈ 18; however, linearity of the
response in this case is lost.
Finally, in Fig. 4 we show the robustness of our results
against temperature. Simulations are performed for a
bubble of radius r0 = 15 nm and EF = 0.2 eV. Increase
of temperature leads to an increase of resistance. How-
ever, more importantly one can notice that the slope of
the curves only slightly change with temperature which
indicates that the sensitivity of the device is almost un-
affected by it, even up to room temperature.
In conclusion, in this paper we investigated the possi-
bility of using a graphene membrane as a pressure gauge.
The results showed that the resistance changes linearly
with pressure for bubbles of small radii (as compared to
the width of the structure). Increasing the radius of the
bubble results in a better sensitivity, however, the linear
response is lost in this case. This was explained as due
to strong interference of propagating modes inside the
bubble. High gauge factors suggest that graphene mem-
branes are good candidates for pressure sensing. We also
investigated the influence of temperature on the resis-
tance and found that the resistance increases with tem-
perature and the slope of the R-p curve was almost un-
affected by it.
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