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iZusammenfassung
Die Software-Entwicklung mit Komponenten wird im Laufe der Zeit immer be-
liebter. Die Komponententechnologie verspricht eine effiziente Software-Entwick-
lung durch große Zuverla¨ssigkeit und gute Wiederverwendbarkeit. Es fehlt aber
noch an Werkzeugen, die die einzelnen Entwicklungsschritte der Komponenten-
technologie unterstu¨tzen.
In dieser Arbeit sollen deswegen Werkzeuge zur Unterstu¨tzung der komponen-
tenbasierten Software-Entwicklung untersucht werden. Dazu werden Kriterien
aufgestellt, die beim Entwickeln von Komponenten, beim Zusammenbauen von
Anwendungen und beim Testen bzw. beim Verfolgen des Programmablaufs be-
achtet werden mu¨ssen. Diese werden mit Hilfe von anderen Arbeiten begru¨ndet.
Der Aspekt einer visuellen Unterstu¨tzung und Programmierung wird dabei mit
beru¨cksichtigt.
Um zu zeigen, daß es mo¨glich ist, anhand dieser Kriterien eine Entwicklungsumge-
bung zu konstruieren, wird HotAgent vorgestellt. HotAgent ist ein Kompo-
nentenentwurfsrahmen, um Agenten fu¨r den elektronischen Handel zu konstru-
ieren. HotAgent bietet Werkzeuge zum Entwickeln von Komponenten, zum
Zusammenbauen von Anwendungen, zum Testen von Komponenten und zum
Verfolgen des Programmablaufs an.
HotAgent ha¨lt fast alle geforderten Kriterien ein und bietet so die Mo¨glichkeit
einer komfortablen und qualitativ hochwertigen Software-Entwicklung mit Kom-
ponenten. Die Werkzeuge stellen alle eine graphische Unterstu¨tzung neben der
visuellen und textuellen Programmierung bereit. Außerdem wird auf eine gute
Integration der einzelnen Werkzeuge geachtet.
Abstract
In recent years software development with components became more popular.
Component technology promises efficient software development through reliabi-
lity and re-usability. A drawback is that there are no development environments
which support all development steps for component technology.
Therefore, tools to support component development will be investigated in this
dissertation. Criteria to develop components, to compose applications, to test,
and to analyze will be listed. These criteria are established using papers of others.
The fact of visual support and programming is always considered.
To show the possibility of developing component based development environ-
ment according to these criteria HotAgent will be introduced. HotAgent is a
ii
component framework to construct agents for electronic commerce. HotAgent
offers tools to develop components, to compose applications, to test components
and to analyze the runtime behavior of an application.
HotAgent complies with almost all discussed criteria and offers a comfortable
and qualitative software development with components. The tools appear in a
consistent user interface and allow visual as well as textual programming. All
tools are well integrated with each other.
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Kapitel 1
Einleitung
In den letzten Jahren wurde die Software-Entwicklung mit Komponenten im-
mer moderner. Sie versprechen das effiziente Konstruieren von Anwendungen aus
Komponenten. Daru¨ber hinaus wird auf die Wiederverwendung von Komponen-
ten großer Wert gelegt. Die mit Komponenten erstellten Anwendungen sind nicht
nur schneller konstruiert, sondern auch verla¨ßlicher und wartbarer.
Durch Anwenden der Komponententechnik wird die visuelle Programmierung
wieder interessant. Lange Zeit konnte diese nicht richtig Fuß fassen, da so erstellte
Programme oft zu groß und unu¨bersichtlich wurden. Die Komponententechnik
ist ideal fu¨r die visuelle Programmierung. Komponenten haben eine abgegrenzte
Funktionalita¨t und eignen sich dadurch gut zur Programmierung im Großen, was
wiederum die visuelle Programmierung begu¨nstigt. Mit der Komponententechnik
lassen sich auch Hierarchien aufbauen, so daß sich ein Programm in einzelne
Teilprobleme gliedern la¨ßt.
Die Komponententechnik verspricht hohe Qualita¨t. Das bringt mit sich, daß gute
Techniken vorhanden sein mu¨ssen, um die einwandfreie Funktionsweise sicherzu-
stellen. Dazu geho¨rt u.a., daß die Komponenten immer wieder getestet werden
mu¨ssen. Fertige Programme mu¨ssen auf ihre richtige Funktionsweise untersucht
werden ko¨nnen.
Die Frage ist, wie kann man die oben genannten Forderungen an Qualita¨t und
Effizienz erfu¨llen. Dies soll in dieser Arbeit gekla¨rt werden. Dazu wird nachein-
ander ermittelt, welche Kriterien fu¨r das Verwenden von Komponenten, fu¨r das
visuelle Programmieren mit Komponenten, fu¨r das Testen von Komponenten und
fu¨r das Verfolgen von Programmabla¨ufen existieren.
Anhand dieser Kriterien werden Werkzeuge erstellt, die fu¨r die einzelnen Entwick-
lungsabla¨ufe notwendig sind, angefangen von dem Erstellen von Komponenten,
u¨ber das Zusammensetzen von Anwendungen bis hin zu der Qualita¨tssicherung.
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2 KAPITEL 1. EINLEITUNG
Diese werden als HotAgent Komponenten-Entwicklungsumgebung zusammen-
gefaßt.
Als Anwendungsgebiet von HotAgent wird das Erstellen von Agenten fu¨r den
elektronischen Handel in den Vordergrund gestellt. Diese Agenten sollen Routine-
arbeiten u¨bernehmen, indem sie u.a. elektronische Briefe analysieren, bearbeiten
und beantworten. Die Komponententechnik erlaubt, daß fu¨r diese Aufgabe spe-
ziell vorgefertigte Komponenten bereitgestellt werden, die bei der Entwicklung
der Agenten wiederverwendet werden ko¨nnen. Die Komponententechnik ist aber
dennoch so flexibel, daß jede Firma ihre Agenten nach ihren eigenen Bedu¨rfnissen
entwickeln kann. Es wird ein Baukastensystem bereitgestellt, aus dem verschiede-
ne Arten von Agenten fu¨r den elektronischen Handel konstruiert werden ko¨nnen.
Diese Arbeit la¨ßt sich wie folgt in einzelne Teilgebiete gliedern. In Kapitel 2 wer-
den Grundlagen der Komponententechnologie erkla¨rt. Hier werden Kriterien fu¨r
Komponenten-Modelle gefunden, anhand deren einige der wichtigsten Kompo-
nentensysteme vorgestellt werden. HotAgent verwendet sein eigenes Kompo-
nentensystem, das daraufhin erla¨utert wird. Kapitel 3 bescha¨ftigt sich mit der
visuellen Programmierung. Auch hier werden wieder Kriterien aufgestellt, die in
einer guten Entwicklungsumgebung erfu¨llt werden mu¨ssen. Kapitel 4 betrachtet
die Qualita¨tssicherung. Es werden dabei die Teilgebiete des Komponententests
und der Programmablaufverfolgung untersucht. Fu¨r diese werden wieder Krite-
rien aufgestellt. Kapitel 5 bespricht, wie Agenten fu¨r den elektronischen Handel
mit Hilfe von Komponenten erstellt werden ko¨nnen. Dies wird anhand eines Bei-
spiels gezeigt, das im Laufe dieses Kapitels genauer betrachtet wird. Kapitel 6
widmet sich den einzelnen Teilen der HotAgent Entwicklungsumgebung. Da
Komponenten Qualita¨t in der Funktionalita¨t versprechen, ist es wichtig, daß die
verwendete Entwicklungsumgebung auch qualitativ hochwertig ist. Dazu wird in
Kapitel 7 die Gebrauchstauglichkeit von HotAgent untersucht. Kapitel 8 stellt
andere Entwicklungsumgebungen vor, die zum Teil das Entwickeln mit Kom-
ponenten, visuelles Programmieren, Testen und Analysieren unterstu¨tzen. Die
Arbeit schließt mit einer Zusammenfassung und einem Ausblick in Kapitel 9 ab.
In dieser Arbeit werden oft Quellen indirekt zitiert. Zur besseren Unterscheidung
zum normalen Text werden diese Zitate im Konjunktiv wiedergegeben.
Kapitel 2
Komponentenmodelle
Die Komponententechnologie gewinnt immer mehr an Bedeutung bei der Soft-
wareentwicklung in den verschiedensten Anwendungsbereichen. Johnson [Joh97]
erkla¨rt, daß die Programmierung mit Komponenten sehr effizient sei. Dies werde
erreicht, da Wiederverwendung eine große Rolle spiele und die Erstellung und
Wartung von Komponentenprogrammen einfach seien.
Vo¨lter [Vo¨l02] fu¨gt hinzu, daß die Komponententechnologie sehr erfolgreich sei,
da sie in a¨hnlichen Umfeldern eingesetzt werde und dadurch eine große Wieder-
verwendung ermo¨gliche. Es bestehe auch eine Trennung zwischen technischen und
funktionalen Aspekten, d.h. das Komponentenmodell sei fu¨r die Kommunikation
(Transaktionen, Sicherheit, usw.) zusta¨ndig und eine Komponente mu¨sse nur den
funktionalen, anwendungsbezogenen Teil bereitstellen.
Mezini und Haupt [MH01a] schreiben, in großen Projekten sei die Implementie-
rung von Teilfunktionalita¨t sehr zeitaufwendig. Vorteilhaft sei es, diese in Kom-
ponenten zu gliedern. Dadurch entsta¨nden Standard- und Spezialkomponenten,
die leicht in Anwendungen integriert werden ko¨nnen.
Zu den oben genannten Punkten ist hinzuzufu¨gen, daß ein Komponentenmodell
relativ einfach sein muß, so daß leicht und preiswert neue Komponenten entwickelt
werden ko¨nnen. Komponenten sind in der Regel unabha¨ngig voneinander, so daß
auch Komponenten von verschiedenen Anbietern in einer Anwendung verwendet
werden ko¨nnen.
In dem folgenden Abschnitt wird erla¨utert, was eine Komponente genau ist. In
Abschnitt 2.2 folgt eine Beschreibung, welche Kriterien ein Komponentenmodell
bzw. deren Entwicklungsumgebung erfu¨llen muß. Danach werden in Abschnitt
2.3 bereits etablierte Komponentenmodelle vorgestellt. Abschnitt 2.4 beschreibt
das von HotAgent benutzte Komponentenmodell. Dieses wird in Abschnitt 2.5
mit einem ereignisbasierten System verglichen.
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4 KAPITEL 2. KOMPONENTENMODELLE
2.1 Allgemein
Was eine Komponente ist, ist noch nicht ganz einheiltich definiert. Es gibt mehre-
re Definitionen, die in gewissen Punkten a¨hnlich sind, die aber auch Unterschiede
aufweisen. In dieser Arbeit werden folgende Definitionen benutzt, um fu¨r Hot-
Agent ein Komponentenmodell zu erstellen.
Szyperski [Szy98] definiert:
A component is a unit of composition with contractually specified
interfaces and explicit context dependencies only. A software compo-
nent can be deployed independently and is subject to composition by
third parties.
Councill und Heineman [CH01] definieren eine Komponente als:
A software component is a software element that conforms to a compo-
nent model and can be independently deployed and composed without
modification according to a composition standard.
Zusa¨tzlich zu einer Komponente wird ein Komponentenmodell beno¨tigt. Councill
und Heineman [CH01] definieren:
A component model defines specific interaction and composition stan-
dards. A component model implementation is the dedicated set of
executable software elements required to support the execution of
components that conform to the model.
Eine offenere Definition von Meyer [Mey99b] ist:
A software component is a program element. The element may be used
by other program elements (clients). The clients and their authors do
not need to be known to the element’s authors.
Das Hauptmerkmal einer Komponente ist die einheitliche Schnittstelle. Diese ga-
rantiert, daß mehrere Komponenten miteinander kombiniert werden ko¨nnen, oh-
ne, daß sie modifiziert werden mu¨ssen. Ebenfalls la¨ßt sich eine Komponente auch
problemlos durch eine andere, unabha¨ngig von ihrer Funktion, austauschen. In
einer Komponente wird eine spezielle Funktionalita¨t gekapselt und kann dadurch
auch unabha¨ngig entwickelt werden. Mezini und Haupt [MH01a] besta¨tigen, eine
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Komponente sei gekapselt und unabha¨ngig voneinander entwickelt. Eine Kompo-
nente mu¨sse eine Kommunikationsfa¨higkeit bieten.
Seiter et al. [SML99] erwa¨hnen, die Unabha¨ngigkeit von Komponenten fo¨rdere
die Wiederverwendbarkeit. Wiederverwendung ist in der Komponententechnolo-
gie ein wichtiges Thema. Wird eine Stu¨ck Software mehr als zweieinhalbmal ange-
wandt, so ist der Aufwand kleiner, um es wiederverwendbar zu machen, als wenn
man das Programmstu¨ck jedesmal speziell neu schreibt. Die Wiederverwendbar-
keit werde dadurch unterstu¨tzt, daß eine Komponente eine schwarze Kiste (engl.
black box) sei, wie Weinreich und Sametinger [WS01] schreiben. Dadurch, daß
nicht in eine Komponente hineingeschaut werden ko¨nne, stehen dennoch Mecha-
nismen zur Verfu¨gung, um sie fu¨r den jeweiligen Kontext zu konfigurieren.
Nach Cox und Song [CS01] definiere jedes Komponentenmodell unabha¨ngige
schwarze Kisten (black-boxen). Diese seien durch einheitlich definierte Schnittstel-
len ausgezeichnet, die zum Empfangen und Verschicken von Botschaften dienen.
Eine Komponente entha¨lt alle Teile, die zur Ausfu¨hrung notwendig sind. Zusa¨tz-
lich mu¨ssen Beschreibungen der Funktionalita¨t und der Schnittstelle mitgegeben
werden. Die Komponententechnologie setzt keine Objektorientierung voraus. Es
ist auch keine Mo¨glichkeit gegeben, Vererbung bei Komponenten einzusetzen.
Komponenten werden in der Regel konfiguriert und danach im Sinne von Parnas
[Par76] aufgerufen (A hat seine Aufgabe erfu¨llt, wenn sie B richtig aufgerufen
hat).
Nach Mezini et al. [ML98, SML99] seien Komponenten generisch und zusammen-
setzbar. Komponenten la¨gen meistens in bina¨rer Form vor und ko¨nnten so zu
Anwendungen zusammengesetzt werden. Unter Zuhilfenahme von Komponenten
ko¨nnten Anwendungen erstellt werden, die a¨hnliche Aufgabenfelder abdecken.
2.2 Kriterien fu¨r Komponenten-Modelle und
Entwicklungs-Umgebungen
Im vorangehenden Abschnitt wurde gekla¨rt, was eine Komponente ist. Nun ist
zu fragen, wie eine Komponenten-Entwicklungsumgebung aussehen muß. Dazu
werden Kriterien aufgestellt, die fu¨r eine Komponenten-Entwicklungsumgebung
hilfreich sind. Zu jedem Kriterium wird ein Beispiel angegeben, welche Folgen
das Einhalten bzw. Nicht-Einhalten hat.
Zur Absicherung der Richtigkeit der Kriterien werden Literaturstellen zitiert, die
die einzelnen Kriterien untermauern sollen. Die aufgefu¨hrten Kriterien ko¨nnen
nicht als die einzig gu¨ltigen angesehen werden. Meines Erachtens sind das aber
die wichtigsten.
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Lu¨er und Rosenblum [LR00, LR01] stellen dazu sieben Anforderungen fu¨r kom-
ponentenbasierte Entwicklungsumgebungen auf:
Modulares Design (K1): Werde eine Komponente (nach [LR00, LR01]) aus
mehreren Teilen zusammengesetzt, so mu¨sse eindeutig zwischen privaten
und o¨ffentlichen Teilen unterschieden werden. Meyer [Mey90] definiert fu¨nf
Prinzipien fu¨r saubere Modularita¨t. Eines ist das Geheimnisprinzip. Alle
Teile seien modulintern, wenn sie nicht ausdru¨cklich als o¨ffentlich definiert
seien. So ko¨nne u.a. die Implementierung gea¨ndert werden, ohne daß es nach
außen hin sichtbar werde. Er fordert auch explizite Schnittstellen. Jede Au-
ßenverbindung mu¨sse deutlich gekennzeichnet werden, damit nachvollzogen
werden ko¨nne, wie eine Komponente beeinflußt wird.
+ Durch ein modulares Design wird erreicht, daß fu¨r a¨hnliche Kompo-
nenten gleiche Schnittstellen geschaffen werden ko¨nnen und so z.B.
leicht gegeneinander ausgetauscht werden ko¨nnen.
- Besteht ein Durcheinander von o¨ffentlichen Teilen einer Komponente,
leidet z.B. die Wartbarkeit. Es kann nicht nachvollzogen werden, wel-
che Teile, z.B. nach dem Finden eines Mangels, gefahrenlos gea¨ndert
werden du¨rfen oder nicht.
Komponenten-Selbstbeschreibung (K2): Eine Komponente (nach [LR00,
LR01]) solle die Informationen, die fu¨r ihre Verwendung notwendig sind,
selber zur Verfu¨gung stellen. Weinreich und Sametinger [WS01] erga¨nzen,
daß dazu auch Informationen u¨ber die Beziehungen zwischen Komponenten
und u¨ber die Schnittstelle einer Komponente geho¨ren. Knuth [Knu92] for-
dert das literate programming, bei der die Programmiersprache auch gleich
Dokumentationssprache ist. Dies soll u.a. helfen, Abweichungen zwischen
Quelltext und Dokumentation zu verhindern.
+ Durch die Selbstbeschreibung wird dem Programmierer die Suche nach
der richtigen Dokumentation extrem erleichtert. Jede Komponente
beinhaltet die zu ihr passende Dokumentation.
- Wird Quelltext ohne Dokumentation ausgeliefert, ist es oft schwer,
die richtige Version einer Dokumentation zu finden. Glaubt man sie
zu haben, besteht immer noch die Frage, ob sie auch aktuell ist, da
oft das Nachtragen der A¨nderungen in der Dokumentation vergessen
wird.
Globaler Namensraum (K3): Um eine Komponente (nach [LR00, LR01]) fu¨r
eine Anwendung genau zu spezifizieren, sei es notwendig, daß es einen ein-
deutigen, globalen Namensraum gebe, damit keine Verwechslungen auftre-
ten.
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+ Existiert ein globaler Namensraum, so gibt es (nach [LR00, LR01]) fu¨r
jede Komponente einen eindeutigen Namen. Somit kann sie eindeutig
identifiziert werden.
- Ist keine Namensregelung vorhanden, so kann es vorkommen, daß zwei
Komponenten den selben Namen tragen. Es ist unklar, welche jeweils
vom Anwender gemeint ist.
Zweigeteilter Entwicklungsprozeß (K4): Der Entwicklungsprozeß lasse sich
(nach [LR00, LR01]) in zwei Teile aufteilen: Das Entwickeln von Kompo-
nenten und das Erstellen der Anwendung aus Komponenten.
+ Durch das Zweiteilen la¨ßt sich eine klare Trennung zwischen Kompo-
nenten und einer Anwendung machen. Dadurch kann leicht eine Kom-
ponente durch eine andere ersetzt werden, ohne die Anwendung zu
a¨ndern.
- Besteht keine klare Trennung, ist es schwer, einzelne Teile eines Pro-
gramms wieder zu verwenden. Es fehlen die Grenzen einer Komponen-
te. Es muß sicher gestellt werden, daß alle beno¨tigten Teile extrahiert
wurden.
Anwendung zusammenbauen (K5): Eine Anwendung werde (nach [LR00,
LR01]) durch Anpassen und Verbinden von Komponenten erstellt.
+ Dieser Mechanismus stellt sicher, daß nur minimaler Aufwand notwen-
dig ist, um eine Anwendung aus Komponenten zu erstellen.
- Ist zum Erstellen einer Anwendung mehr notwendig, ist es oft schwer
herauszufinden, an welchen Stellen im Quelltext A¨nderungen bzw. An-
passungen vorgenommen werden mu¨ssen.
Verschiedene Ansichten (K6): Beim Entwickeln von Komponenten und An-
wendungen werden (nach [LR00, LR01]) verschiedene Ansichten beno¨tigt,
dazu geho¨ren z.B. Entwicklungs- und Kompositionsansichten.
+ Dieses Kriterium unterstu¨tzt das klare Trennen zwischen Komponen-
ten- und Anwendungsentwicklung. Fu¨r jede Entwicklungsstufe kann es
eine eigene Ansicht geben.
- Gibt es nur eine Ansicht, so kann der Entwickler verwirrt werden, da
er nicht weiß, bei welcher Aufgabe er gerade ist.
Dieses Kriterium ist nicht auf Komponentenmodelle anwendbar, sondern
bezieht sich nur auf deren Entwicklungsumgebungen.
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Wiederverwendung durch Verweis (K7): Wird eine Komponente eingebun-
den, geschehe das (nach [LR00, LR01]) durch einen Verweis auf die Kompo-
nentenbeschreibung. Dadurch werde vermieden, daß mehrere unterschiedli-
che Kopien einer Komponente existieren.
+ Wird eine neue Komponente in ein System eingespielt, wird durch ein
Verweis automatisch in jeder schon existierenden Anwendung die neue
Komponente verwendet.
- Wird fu¨r jedes Programm eine Kopie einer Komponente angelegt, muß
bei einem Versionswechsel einer oder mehrerer Komponenten die An-
wendung aufwendig mit den neuen Komponenten aktualisiert werden.
Cox und Song [CS01] erga¨nzen diese Anforderungen durch den folgenden Punkt:
Test- und Verifikationsmethoden (K8): Fu¨r eine Komponente seien Test-
und Verifikationsmethoden notwendig, um die Richtigkeit zu pru¨fen. Damit
ko¨nne sie gut wiederverwandt werden. Es werde gefordert, daß Tests einer
Komponente mitgegeben werden.
+ Werden Tests mit einer Komponente ausgeliefert, so kann jederzeit
gepru¨ft werden, ob sie richtig funktioniert. Die Testfa¨lle ko¨nnen auch
genutzt werden, um z.B. Anwendungsfa¨lle zu erkennen.
- Funktioniert eine Komponente nicht, so wie man sich es erhofft, ist es
schwer, ohne Testfa¨lle herauszufinden, ob die Komponente fehlerhaft
ist oder ob die Anwendung die Komponente falsch einbindet.
Die zuvor genannten Kriterien werden von mir durch die folgenden Punkte er-
weitert:
Klarer Aufgabenbereich (K9): In Abschnitt 2.1 wurden drei Definitionen fu¨r
eine Komponente angegeben. In allen drei wird gefordert, daß eine Kompo-
nente leicht von Dritten benutzt werden ko¨nne. Um dies zu gewa¨hrleisten,
beno¨tigt eine Komponente einen abgegrenzten Aufgabenbereich. Dadurch
la¨ßt sich erkennen, wofu¨r eine Komponente geeignet ist, und sie la¨ßt sich
somit leichter verwenden.
+ Ist der Aufgabenbereich klar definiert, ist es leicht, eine Komponente
in einer Anwendung gezielt einzusetzen.
- Ist es nicht klar, welche Fa¨higkeit eine Komponente genau besitzt, ist
es zweifelhaft, ob sie auch richtig und effizient eingesetzt werden kann.
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Geringe Komplexita¨t (K10): Mezini und Haupt [MH01a] fordern, daß eine
Komponente unabha¨ngig sei. Um dies zu fo¨rdern, ist es meiner Meinung
nach notwendig, daß die Komponente eine geringe Komplexita¨t aufweist.
Dies ist leichter zu erreichen, wenn eine Komponente einen klaren Aufgaben-
bereich (K9) hat. Meyer [Mey90] sagt in dem Prinzip der wenigen Schnitt-
stellen, daß mit mo¨glichst wenig anderen kommuniziert werden solle, um
mo¨glichst unabha¨ngig zu sein.
+ Besitzt eine Komponente eine geringe Komplexita¨t, so la¨ßt sich ihr
Einsatzgebiet leicht erkennen und darin einsetzen.
- Ist eine Komponente von der Funktionalita¨t her ma¨chtig, ist es manch-
mal schwierig, das genaue Anwendungsgebiet festzustellen. Es schlei-
chen sich auch eher Ma¨ngel ein, die spa¨ter schwerer zu finden und zu
beheben sind.
Sprachunabha¨ngigkeit (K11): Komponenten versprechen Effizienz u.a. durch
Wiederverwendung. Dies wird erleichtert, wenn mo¨glichst viele Kompo-
nenten genutzt werden ko¨nnen. Wenn ein Komponentensystem sprachun-
abha¨ngig ist, ist die Auswahl an Komponenten deutlich gro¨ßer. Ein Kompo-
nentenmodell muß dafu¨r Mechanismen bieten, daß sich in unterschiedlichen
Sprachen implementierte Komponenten versta¨ndigen ko¨nnen.
+ Durch die Spachunabha¨ngigkeit ist die Erstellung von Anwendungen
durch eine gro¨ßere Auswahl von Komponenten erleichtert.
- Ist ein System sprachabha¨ngig, so ko¨nnen nur Komponenten, die fu¨r
diese Sprache geschrieben wurden, genutzt werden. U.U. ist die Aus-
wahl an Komponenten begrenzt.
In den folgenden Kapiteln werden Komponentenmodelle und Entwicklungsum-
gebungen vorgestellt. Dabei werden zum Vergleich der einzelnen Modelle bzw.
Umgebungen die zuvor genannten Kriterien herangezogen. Eine tabellarische Be-
wertung anhand der Kriterien ist jeweils am Schluß der Beschreibung des Modells
zu finden.
2.3 U¨berblick u¨ber bestehende Modelle
Es gibt eine ganze Reihe von unterschiedlichen Komponentenmodellen. Im fol-
genden werden einige vorgestellt.
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2.3.1 Java Beans
Java Beans [Gie01, Eng97] ist eines der ersten Komponentenmodelle, die fu¨r Java
entwickelt wurden. A¨nderungen an der Sprache Java selbst wurden nicht gemacht.
Das Modell eignet sich zum Benutzen und Erzeugen von Komponenten. Diese sind
speziell so entwickelt, daß sie in einer visuellen Entwicklungsumgebung genutzt
werden ko¨nnen. Sun definiert [Eng97] Java Beans als:
”
A Java Bean is a reusable
software component that can be manipulated visually in a builder tool.“
Jedes Bean wird durch eine normale Klasse ausgepra¨gt, die die Schnittstelle
java.io.Serializable implementiert. Durch dieses Vorgehen ist automatisch
ein Persistenz-Mechanismus aktiviert, der den Zustand eines Beans speichern
kann. Der Zustand wird durch Eigenschaften definiert, die mit Hilfe von set-
und get-Methoden vera¨ndert werden ko¨nnen. Zusa¨tzlich besteht die Mo¨glichkeit,
Funktionalita¨t mit weiteren Methoden oder anhand von Ereignissen zu definie-
ren. Dabei wird das Interesse an einem Ereignis beim Sender vermerkt und dieser
ruft beim Interessent eine spezielle Methode auf. Die Schnittstelle eines Beans
bzw. einer Komponente wird durch die o¨ffentlichen Methoden definiert. Dies ent-
spricht dem Kriterium des modularen Design (K1), wobei dem Entwickler u¨ber-
lassen wird, wieviel von einem Bean o¨ffentlich ist und ob es aus mehreren Klassen
besteht.
Jedes Bean kann zur Laufzeit in eine Anwendung eingebunden werden. Dafu¨r
ist die Introspektion zusta¨ndig, die anhand von Entwurfsmustern versucht, Ei-
genschaften, Methoden und Ereignisse zu erkennen. Zum Unterstu¨tzen der In-
trospektion wird empfohlen, einfache Entwurfsmuster einzuhalten, wie z.B., daß
Methoden fu¨r den Zugriff auf Eigenschaften jeweils mit set und get beginnen,
gefolgt von dem Namen der Eigenschaft. Alternativ kann auch eine InfoBean
Klasse, die die Komponente ausfu¨hrlicher beschreibt (K2), implementiert wer-
den. Welche Aufgabe (K9) ein Bean erfu¨llt und wie komplex (K10) sie ist, wird
dem Entwickler u¨berlassen.
Um Beans zu einer Anwendung zusammenzubauen, ist ein Container notwendig.
Der Container u¨bernimmt z.B. das Anordnen von Beans auf der Benutzungs-
oberfla¨che oder das Anpassen der Eigenschaften (K5) eines Beans. Durch das
separate Entwickeln der Beans und das anschließende Erstellen der Anwendung
ist auch ein zweigeteilter Entwicklungsprozesses (K4) zwischen Komponenten-
und Anwendungsentwicklung gegeben.
Da ein Bean durch seinen Klassennamen referenziert wird, ist die Wiederver-
wendung durch Verweis (K7) gegeben. U¨ber die Wahl eines Namens wird keine
Aussage gemacht, deshalb ist kein eindeutiger Namensraum (K3) mo¨glich.
Das Kriterium der Test- und Verifikationsmethoden (K8) erfordert, daß eine Kom-
ponente Testmethoden mitbringen soll. Dies ist bei Java Beans nicht vorgesehen.
Ebenfalls nicht vorgesehen ist eine Sprachunabha¨ngigkeit (K11).
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K1 modulares Design nicht erzwungen
K2 Selbstbeschreibung in separater Klasse
K3 globaler Namensraum nein
K4 zweigeteilter Entwicklungsprozeß ja
K5 Anwendungen zusammenbauen ja
K6 verschiedene Ansichten nicht relevant
K7 Wiederverwendung durch Verweis ja
K8 Testmethoden nein
K9 klarer Aufgabenbereich nicht erzwungen
K10 geringe Komplexita¨t nicht erzwungen
K11 Sprachunabha¨ngigkeit nein
Tabelle 2.1: Kriterien fu¨r Java Beans
2.3.2 InfoBus
InfoBus [SUN99] ist ein weiteres kommerzielles Komponentensystem speziell fu¨r
das Erzeugen und Verwalten von kleinen wiederverwendbaren Java Beans.
Der InfoBus stellt ein Bussystem dar, u¨ber das alle Komponenten, die die Klasse
InfoBusMember implementieren, miteinander kommunizieren. Die Zusammenar-
beit der Komponenten geschieht u¨ber wenige Schnittstellen, wodurch fu¨r eine
geringe Komplexita¨t (K10) gesorgt wird. Die Kommunikation la¨uft asynchron
und symmetrisch ab. Optional kann auch eine Komponente als Master dienen,
die die Zusammenarbeit von anderen Komponenten regelt.
Im InfoBus gibt es drei verschiedene Arten von Komponenten. Sie ko¨nnen als Da-
ten-Produzent und Daten-Konsument und Daten-Kontroller agieren. Der Daten-
Kontroller hat die Aufgabe zwischen Produzent und Konsument zu vermitteln.
Dabei geschieht die Kommunikation zwischen den Komponenten u¨ber ein Ereig-
nissystem (K1). Der InfoBus stellt dazu wenige Ereignisse bereit. Die Semantik
des Datenflusses wird durch die Kommunikationsdaten, die aus den eigentlichen
Daten (Java Objekte) und den Navigationsinformationen bestehen, bestimmt.
Ein Produzent kann auch mehrere Konsumenten bedienen. Da die Komponenten
auf Java Beans basieren, kann eine Dokumentation (K2) wieder in der InfoBean
Klasse angegeben werden.
Eine Trennung (K4) zwischen Komponentenentwicklung und Anwendungsent-
wicklung ist deutlich zu sehen. Das Zusammenbauen von Anwendungen geschieht,
indem die Komponenten in den InfoBus eingeha¨ngt (K5) werden. Die Produzen-
ten empfangen darauf Anfragen nach bestimmten Daten und die Konsumenten
erhalten Benachrichtigungen, wenn entsprechende Daten bereitstehen. Die Daten
werden dabei anhand von Namen identifiziert. Bei dem Entwickeln von Produ-
zenten und Konsumenten muß auf ein einheitliches Datenformat geachtet werden.
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Da eine Komponente durch ihren Klassennamen referenziert wird, ist die Wie-
derverwendung durch Verweis (K7) gegeben. U¨ber die Wahl eines Namens ist
keine Aussage getroffen, deshalb ist kein eindeutiger Namensraum (K3) mo¨glich.
Erstellt ein Entwickler eine Komponente, muß er selbst dafu¨r sorgen, daß eine
Komponente einen klaren Aufgabenbereich (K9) bietet. Das Beipacken von Test-
methoden (K8) ist auch nicht vorgesehen. Der InfoBus ist nur in Java (K11)
realisiert und beschra¨nkt die Zusammenarbeit der Komponenten auf eine virtu-
elle Maschine.
K1 modulares Design ja
K2 Selbstbeschreibung in separater Klasse
K3 globaler Namensraum nein
K4 zweigeteilter Entwicklungsprozeß ja
K5 Anwendungen zusammenbauen ja
K6 verschiedene Ansichten nicht relevant
K7 Wiederverwendung durch Verweis ja
K8 Testmethoden nein
K9 klarer Aufgabenbereich nicht erzwungen
K10 geringe Komplexita¨t ja
K11 Sprachunabha¨ngigkeit nein
Tabelle 2.2: Kriterien fu¨r InfoBus
2.3.3 ArchJava
Ein Komponentensystem aus dem akademischen Umfeld ist ArchJava [ACD02].
Das Hauptaugenmerk liegt darauf, die Konsistenz zwischen Quelltext und Ar-
chitektur jederzeit zu erhalten. ArchJava vereinheitlicht dazu Architektur und
Implementation von Software in einer Sprache. Die Sprache (K11) ist Java-a¨hn-
lich und auf eine virtuelle Java Maschine begrenzt.
Komponenten in JavaArch sind spezielle Arten von Objekten. Sie werden von
Komponentenklassen ausgepra¨gt. Die zu wa¨hlenden Namen der Komponenten-
klassen sind gleich einer Java-Klasse und erlaubten dadurch keinen eindeutigen
Namensraum (K3). Das Wiederverwenden (K7) wird durch einen Verweis er-
laubt. Um eine Anwendung zu spezifizieren und eine Typpru¨fung durchzufu¨hren,
ko¨nnen Komponenten auch abstrakt (ohne Implementation) sein.
Die Kommunikation zwischen den Komponenten geschieht u¨ber definierte Ports
und wird direkt ohne einen Dritten realisiert. Durch ein provides Port wird von
einer Komponente die Funktionalita¨t bereitgestellt. Ein requires Port einer Kom-
ponente zeigt an, daß weitere Komponenten notwendig sind, um der ersten zuzu-
arbeiten. Eine dritte Art ist das broadcast Port. Hier wird auch die Funktionalita¨t
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von anderen Komponenten beno¨tigt, mit dem Unterschied, daß mehrere Kompo-
nenten angesprochen werden ko¨nnen. Diese du¨rfen aber kein Ergebnis zuru¨cklie-
fern.
Nach dem Erstellen der Komponenten (K4) kann mit dem Entwickeln der An-
wendung (K5) begonnen werden. Dazu werden requires Ports mit genau einem
provides Port verbunden. Broadcast Ports ko¨nnen mit mehreren provides Ports
verbunden werden. Durch die strikte Kommunikation u¨ber die Ports wird ein
modulares Design (K1) erreicht. Gleichfalls wird dadurch das Einhalten einer ge-
ringen Komplexita¨t (K10) begu¨nstigt. Beim Verbinden der Komponenten muß
beachtet werden, daß die Ports die gleichen Objekte liefern und erwarten, sonst
wird die Anwendung mit einer ‘Ausnahme’ abgebrochen.
Ein weiteres Mittel, um ein modulares Design (K1) zu erreichen, ist, daß Kompo-
nenten aus anderen zusammengesetzt werden ko¨nnen. Dadurch kann ein weiteres
Aufteilen in private und o¨ffentliche Teile geschehen. Dafu¨r, daß eine Komponen-
te einen klaren Aufgabenbereich (K9) hat, muß der Entwickler sorgen. ArchJava
bietet keine Mo¨glichkeit zum Beschreiben (K2) von Komponenten und zum Mit-
geben von Testmethoden (K8).
K1 modulares Design ja
K2 Selbstbeschreibung nein
K3 globaler Namensraum nein
K4 zweigeteilter Entwicklungsprozeß ja
K5 Anwendungen zusammenbauen ja
K6 verschiedene Ansichten nicht relevant
K7 Wiederverwendung durch Verweis ja
K8 Testmethoden nein
K9 klarer Aufgabenbereich nicht erzwungen
K10 geringe Komplexita¨t ja
K11 Sprachunabha¨ngigkeit nein
Tabelle 2.3: Kriterien fu¨r ArchJava
2.3.4 Enterprise Java Beans
Eines weiteres Komponentenmodell sind die Enterprise Java Beans (EJB) [Vo¨l02,
Ble01, MS00b, MH01b]. Es ist nicht ganz vergleichbar mit den zuvor beschrie-
benen Modellen, da es fu¨r verteilte komponentenbasierte Systeme gedacht ist.
Es soll in dieser Arbeit trotzdem betrachtet werden, da in Kapitel 8 Systeme
vorgestellt werden, die auf EJB basieren.
Das Augenmerk von Enterprise Java Beans liegt auf der Entwicklung von verteil-
ten, gescha¨ftskritischen Anwendungen. Dabei werden Gebiete wie Sicherheit oder
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Transaktionsintegrita¨t dem Programmierer abgenommen und vom Komponen-
tenmodell bereitgestellt. Das Modell der EJB ist speziell auf Java zugeschnitten,
dadurch ist keine Sprachunabha¨ngigkeit (K11) gewa¨hrleistet.
Das Komponentenmodell gliedert die Aufgabe in zwei Teile. Die Komponenten
sind fu¨r die funktionalen Belange zusta¨ndig, und die Container sorgen fu¨r die
technischen Aufgaben.
Die Container bieten den Komponenten die Laufzeitumgebung. Sie erzeugen ein-
zelne Auspra¨gungen von Komponenten und lo¨schen diese, wenn sie nicht mehr
beno¨tigt werden. Sie bieten den Komponenten zusa¨tzliche Dienstleistungen wie
Sicherheit, Ressourcenverwaltung oder Transaktionsintegrita¨t an, ohne daß der
Entwickler viel Arbeit investieren muß.
Die eigentliche Entwicklungsarbeit liegt in den Komponenten, den EJBs. Es gibt
drei verschiedene Arten von Komponenten:
Stateless Session Beans sind zustandslose Komponenten, die bei jedem Auf-
ruf gleich sind. Sie fu¨hren eine abgeschlossene Aufgabe aus und beenden
sich selbst sofort nach der Ru¨ckgabe des Ergebnisses. Eine Auspra¨gung
dieser Komponenten kann von mehreren Anwendungen gleichzeitig benutzt
werden.
Stateful Session Beans sind zustandsbehaftet, und fu¨r jede Anwendung wird
eine neue Auspra¨gung erstellt. Diese Auspra¨gung kann inaktiviert werden,
wenn sie zwischenzeitlich nicht mehr beno¨tigt wird. Die Komponente kann
viele Interaktionen ausfu¨hren, die miteinander im Zusammenhang stehen,
und ist in der Lage, Informationen von Aufruf zu Aufruf zu speichern.
Entity Beans repra¨sentieren in der Regel Daten in einer Datenquelle (z.B. Da-
tenbank). Es gibt immer nur eine Auspra¨gung fu¨r eine Datenquelle, die
bei Bedarf auch inaktiviert werden kann. Dafu¨r kann die Komponente von
mehreren Benutzern gleichzeitig angesprochen werden. Eine wichtige Auf-
gabe ist, die Datenquelle immer mit der Komponente synchron zu halten.
Diese Aufgabe kann durch die Persistenzverwaltung von einem Container
u¨bernommen werden.
Enterprise Java Beans sind Komponenten, die auf einem Anwendungs-Server aus-
gefu¨hrt werden. Dabei ist es egal, ob dieser lokal oder entfernt ist. Eine Anwen-
dung merkt nicht, wo die Komponenten ausgefu¨hrt werden. Daß die Komponen-
ten eindeutige Namen haben, um einen globalen Namensraum (K3) zu ermo¨gli-
chen, wird von EJB nicht vorausgesetzt.
Jede Komponente ist aus mehreren Teilen aufgebaut:
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Enterprise Bean Class implementiert die Funktionalita¨t einer Komponente.
Je nach Art der Komponente muß diese ein anderes Enterprise Bean Inter-
face implementieren. Eine Enterprise Bean Class wird in ihrem Container
ausgefu¨hrt.
EJB Remote Class definiert die Schnittstelle einer Komponente, die von einer
Anwendung benutzt werden kann. Zusa¨tzlich werden hier die Zugriffsrechte
definiert.
EJB Home Class wird automatisch generiert und ist fu¨r die Laufzeitverwal-
tung zusta¨ndig. Anhand dieser Klasse kann ein Container eine Auspra¨gung
der Komponente erstellen und auch wieder lo¨schen.
XML Development Descriptor entha¨lt Informationen u¨ber die Komponente
und bietet dadurch eine Selbstbeschreibung (K2). Die Informationen bein-
halten z.B., wie eine Komponente konfiguriert werden kann oder welche
Sicherheitsregeln gelten.
Ist eine Komponente erstellt, so kann sie mittels einer JAR-Datei verpackt werden
und durch einen Anwendungs-Server bereitgestellt werden. Diese Datei entha¨lt
alle oben beschriebenen Bestandteile einer Komponente. Durch die zentrale Lage-
rung der Komponenten ist sichergestellt, daß eine Anwendung eine Komponente
immer nur durch Verweis (K7) anspricht. So wird garantiert, daß immer die ak-
tuellste Version benutzt wird.
Sind die Komponenten auf dem Anwendungs-Server bereitgestellt (K4), ko¨nnen
die Anwendungen aus diesen zusammengebaut werden. Dies geschieht indem die
Methoden der EJB Remote Class in einer Anwendung verwendet werden, um so
ein EJB zu konfigurieren und aufzurufen (K5).
K1 modulares Design nicht erzwungen
K2 Selbstbeschreibung in separater Datei
K3 globaler Namensraum nein
K4 zweigeteilter Entwicklungsprozeß ja
K5 Anwendungen zusammenbauen ja
K6 verschiedene Ansichten nicht relevant
K7 Wiederverwendung durch Verweis ja
K8 Testmethoden nein
K9 klarer Aufgabenbereich nicht erzwungen
K10 geringe Komplexita¨t nein
K11 Sprachunabha¨ngigkeit nein
Tabelle 2.4: Kriterien fu¨r Enterprise Java Beans
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Die Erstellung einer EJB ist durch die vielen verschiedenen Bestandteile einer
Komponente recht komplex (K10). Dadurch, daß es verschiedene Arten von Kom-
ponenten gibt, wird die Auswahl der beno¨tigten Klassen um einiges schwieriger.
Ein sinnvolles modulares Design (K1) wird dem Entwickler genauso wie ein klarer
Aufgabenbereich (K9) selbst u¨berlassen. Eine Mo¨glichkeit, ein EJB mit Testme-
thoden (K8) zu erga¨nzen, ist nicht vorgesehen.
2.4 HotAgent Komponentenmodell
Im vorausgehenden Teil wurden verschiedene Komponentenmodelle vorgestellt.
Nun ist die Frage, welches ausgewa¨hlt wird, um HotAgent zu erstellen. Wird
Java Beans (s. 2.3.1) betrachtet, fa¨llt auf, daß die Schnittstelle sehr offen gehal-
ten ist und dadurch ein modulares Design (K1) erschwert wird. Der InfoBus (s.
2.3.2) beno¨tigt ein Bussystem fu¨r die Kommunikation von Komponenten und wird
deshalb als nicht geeignet eingestuft. ArchJava (s. 2.3.3) wa¨re eine gute Wahl,
bietet aber leider keine Mo¨glichkeit der Selbstbeschreibung (K2). Das verteilte
System Enterprise Java Beans (s. 2.3.4) ist zu komplex (K10). Alle vorgestellten
Komponentenmodelle bieten auch keine Mo¨glichkeit, Testmethoden (K8) einer
Komponente beizulegen. Aus diesen Gru¨nden wird in dieser Arbeit ein einfaches
Komponentenmodell, wie im folgenden beschrieben, eingefu¨hrt.
Beim HotAgent Komponentenmodell wird auf eine geringe Komplexita¨t (K10)
geachtet, die keinen zusa¨tzlichen Aufwand bei der Verwendung von Komponenten
mit sich bringt. Die Kommunikation zwischen den Komponenten wird durch nur
eine einheitliche Schnittstelle (K10) erreicht, die von jeder Komponente imple-
mentiert werden muß. Die Kommunikation geschieht direkt zwischen den betrof-
fenen Komponenten ohne Beteiligung von Dritten. Es wird stets darauf geachtet,
daß bei Bedarf das HotAgent Komponentenmodell auf ein anderes u¨bertragen
werden kann.
Das Komponentenmodell ist in Smalltalk implementiert. Die Definition ist aber
so offen gehalten, daß es auch in anderen Sprachen umgesetzt werden kann. Fu¨r
eine Sprachunabha¨ngigkeit (K11) ist aber zusa¨tzlich noch ein Mechanismus no¨tig,
um die Kommunikation zwischen den verschiedenen Sprachen zu ermo¨glichen.
Da eine Komponente nur eine einheitliche Schnittstelle (K10) hat, die fu¨r die
Kommunikation mit allen anderen Komponenten benutzt wird, ist gewa¨hrleistet,
daß alle Komponenten, unabha¨ngig von ihrer Aufgabe, miteinander kommunizie-
ren ko¨nnen. Jede Komponente stellt spezielle Ein– und Ausga¨nge zur Verfu¨gung,
um Verbindungen zu anderen herzustellen. Es ist nur mo¨glich, u¨ber diese Ein–
und Ausga¨nge die Funktionen der Komponente anzusprechen (K1). Es ist nicht
vorgesehen, neue Schnittstellen fu¨r spezielle Komponenten zu schreiben. Eine
Auflistung aller Kriterien fu¨r das HotAgent Komponentenmodell ist in Tabelle
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2.5 zu sehen. Manche werden erst noch in den kommenden Abschnitten ange-
sprochen.
K1 modulares Design ja Kap. 2.4
K2 Selbstbeschreibung ja Kap. 2.4.1
K3 globaler Namensraum nicht erzwungen Kap. 2.4.1
K4 zweigeteilter Entwicklungsprozeß ja Kap. 6
K5 Anwendungen zusammenbauen ja Kap. 2.4.4
Kap. 6.2
K6 verschiedene Ansichten ja Kap. 6.1
Kap. 6.5
K7 Wiederverwendung durch Verweis ja Kap. 2.4.2
K8 Testmethoden ja Kap. 6.3
K9 klarer Aufgabenbereich nicht erzwungen Kap. 6.2
K10 geringe Komplexita¨t ja Kap. 2.4.3
K11 Sprachunabha¨ngigkeit nein Kap. 2.4
Tabelle 2.5: Kriterien fu¨r das HotAgent Komponentenmodell
Das wichtigste Element fu¨r die Realisierung von Komponenten ist die Klasse
HAComponent. Diese Klasse dient als gemeinsame Klasse, mit der neue Kompo-
nentenschablonen erstellt werden ko¨nnen. Komponentenschablonen beschreiben,
wie eine Komponente zur Laufzeit aussieht und welche Funktionalita¨t sie bie-
tet. Zum Erstellen einer Schablone erbt eine neue Klasse (z.B. AComponent) von
der Klasse HAComponent. Die Klasse HAComponent bildet die einzige Schnittstelle
einer Komponente. Ein modulares Design (K1) ermo¨glicht, daß die Komponen-
tenschablone AComponent mehrere Klassen, die die Funktionalita¨t fu¨r eine Kom-
ponente bereitstellen, kapseln kann. Diese gekapselten Klassen ko¨nnen somit nur
u¨ber die von HAComponent bereitgestellte Schnittstelle angesprochen werden. Im
folgenden werden diese Klassen, da es sich auch um eine einzelne handeln kann,
zum Vereinfachen mit AClass bezeichnet.
Anhand der Komponentenschablonen kann ein Komponentenexemplar erstellt
werden. Ein Komponentenexemplar ist eine Auspra¨gung einer Komponente und
kann durch ein Komponentenprogramm genutzt werden. Dieses stellt die eigent-
liche Funktionalita¨t einer Komponente bereit.
In den folgenden Abschnitten werden Methoden beschrieben, die fu¨r eine Kom-
ponente implementiert werden mu¨ssen und die die Erstellung einer Komponente
unterstu¨tzen.
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2.4.1 Beschreibungen
Um das Kriterium der Selbstbeschreibung (K2) zu erfu¨llen, bietet das HotAgent
Komponentenmodell (s. Abb. 2.1) drei Methoden im Klassenprotokoll der Kom-
ponentenschablone HAComponent an. Mit diesen Methoden ko¨nnen Komponenten
untereinander abgegrenzt werden.
Beschreibungsnamen
Beschreibungstext
Kategoriennamen
hat:HAComponent
Abbildung 2.1: Komponenten Beschreibung
Die Methode descriptionName dient dazu, einen eindeutigen, globalen Beschrei-
bungsnamen (K3) fu¨r eine Komponentenschablone zu definieren. Ein global ein-
deutiger Name wird aber nicht vom Komponentenmodell erzwungen. Als Kon-
vention sollte eingehalten werden, daß der Anfangsbuchstabe des Beschreibungs-
namens groß ist.
descriptionName
"every component has a unique name"
^’Name’
Um Komponenten besser nach ihrer Funktion sortieren zu ko¨nnen, bzw. sie wie-
derzufinden, wird die Klassenmethode categoryName bereitgestellt. In ihr kann
der Kategorienname angegeben werden, in die die Komponente einsortiert werden
soll.
categoryName
"every component has a category name"
^’Category’
Wird nun eine Komponente beno¨tigt, kann sie anhand der Kategorie und ihres
Namens leicht gefunden werden. Um sich zu vergewissern, daß die Komponente
auch das tut, was man erwartet, existiert ein Text, der die Komponente kurz
beschreibt. Dieser Beschreibungstext wird in der Methode descriptionText an-
gegeben.
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descriptionText
"returns a text describing the component"
^’any text’
2.4.2 Lebensdauer-Verwaltung
Ist eine Komponentenschablone fertiggestellt, so kann ein Komponentenexemplar
aus der Schablone erstellt werden (K7). Dazu muß die Klassenmethode new der
Komponentenschablone AComponent aufgerufen werden.
| aComponent |
aComponent := AComponent new.
Ein Lo¨schen, der nicht mehr beno¨tigten Komponente, ist nicht notwendig, da
Smalltalk eine automatische Speicherbereinigung [Lut87] anbietet. Durch die
Komponentenschablone werden Exemplarmethoden bereitgestellt, mit denen das
Laufzeitverhalten und die Speicherbelegung einer Komponente gesteuert werden
ko¨nnen. Zum Initialisieren, Aktivieren, Deaktivieren und Entfernen einer Kompo-
nente stehen jeweils Methoden zur Verfu¨gung, in denen beno¨tigte Aktionen defi-
niert werden ko¨nnen. Diese werden beim Starten bzw. Beenden einer Anwendung
automatisch fu¨r jede verwendete Komponente von der Anwendung aufgerufen.
Initialisieren: Die erste zu implementierende Exemplarmethode ist initialize.
Hier werden Anweisungen festgehalten, die zum Initialisieren beno¨tigt wer-
den. Es werden Aufrufe zum Auspra¨gen der zu kapselnden Klassen (AClass)
und zum Erstellen von Ein– und Ausga¨ngen (s. Abschnitt 2.4.3) beno¨tigt.
initialize
"set up component"
super initialize.
"create instances of classes"
...
"create entrances and exits"
...
Wichtig ist die erste Zeile der Methode. Dort muß unbedingt die Exemplar-
methode initialize der Elternklasse HAComponent aufgerufen werden.
20 KAPITEL 2. KOMPONENTENMODELLE
Aktivieren: Das Aktivieren dient dazu, z.B. Prozesse anzustoßen, die fu¨r die Be-
arbeitung in der Komponente wichtig sind. Außerdem sollte bei einer sicht-
baren Komponente (Erkla¨rung folgt in Abschnitt 2.4.5) hier das Kontroll-
objekt gesetzt werden. Die entsprechende Exemplarmethode hierfu¨r heißt
activate.
activate
"Activate component"
super activate.
"Create controller"
view controller: view defaultControllerClass new.
Zu beachten ist wieder der Aufruf von super activate.
Deaktivieren: Deaktiviert wird eine Komponente, wenn ihre Funktionalita¨t im
Moment nicht mehr gebraucht wird. Es sollten z.B. Prozesse angehalten
werden und Kontrollobjekte entfernt werden. Die entsprechende Methode
hierfu¨r heißt deactivate.
deactivate
"Create controller"
view controller: NoController new.
"Deactivate component"
super deactivate.
Zu beachten ist wieder der Aufruf von super deactivate, der am Ende
der Methode zu stehen hat.
Entfernen: Wird eine Komponente nicht mehr beno¨tigt, ist es notwendig, even-
tuelle Prozesse oder andere Reste zu entfernen, damit eine effektive auto-
matische Speicherbereinigung durchgefu¨hrt werden kann. Dies kann in der
Methode release geschehen.
release
"clean up"
"Release component"
super release
Auch hier darf der letzte Aufruf nicht in Vergessenheit geraten.
2.4. HOTAGENT KOMPONENTENMODELL 21
Damit ein Komponentenexemplar identifiziert werden kann, besitzt jedes einen
Exemplarnamen, der in der Anwendung eindeutig sein muß, was aber ebenfalls
auch nicht vom Komponentenmodell erzwungen wird. Dieser kann mit den Ex-
emplarmethoden name abgefragt und mit name: gesetzt werden. Als Konvention
soll der Exemplarname klein geschrieben werden. Ein mo¨glicher Aufruf fu¨r unsere
Beispielkomponente aComponent ist:
aComponent name: ’a unique name’.
2.4.3 Erstellen von Ein– und Ausga¨ngen
Wie zuvor erwa¨hnt, stellt die Schnittstellenklasse HAComponent Exemplarmetho-
den zur Konstruktion der Ein– und Ausga¨nge bereit. Zum Gewa¨hrleisten der
Funktionalita¨t helfen noch zusa¨tzlich die Klassen HAComponentEntrance und
HAComponentExit. Abbildung 2.2 stellt den fu¨r die Ein– und Ausga¨nge relevanten
Teil der oben genannten Klassen dar. Die Klasse AClass dient als Platzhalter fu¨r
die Klassen, die die Funktionalita¨t fu¨r die Komponente bereitstellen. Die Ein–
und Ausga¨nge greifen auf diese Klassen zu, um Operationen anzustoßen oder
Informationen zu setzen bzw. zu erfragen.
AClass
 value
 value
 value:
 randomNeeded
Adaptee
HAComponentEntrance
 on: putBlock: description:
 value:
Adapter
HAComponentExit
 on: with: resultDo: description:
 update:
Adapter
HAComponent
 entrances
 exits
 addEntrance: on: with: description:
 addExit: on: with: resultDo: description:
 entranceNames
 exitNames
 entranceDescription:
 exitDescription:
 addConnection: to: at:
 send: toEntrance:
1
**
1
1
1
1
 addExit: on: with: description:
1
Abbildung 2.2: Ein– und Ausga¨nge einer Komponente (Ausschnitt)
Die im folgenden gezeigten Quelltextausschnitte sind jeweils in der Methode
initialize anzugeben. Als erstes ist eine Auspra¨gung der zu kapselnden Klas-
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se, die die Funktionalita¨t fu¨r eine Komponente bereitstellt, zu erzeugen. In dem
folgenden Beispiel ist es ein Beha¨lter (vh) fu¨r eine Zahl:
| vh |
vh := ValueHolder newFraction.
Mit der Methode addEntrance: on: for: description: kann fu¨r eine Kom-
ponente ein Eingang definiert werden. Folgender Quelltext zeigt, wie ein Eingang
set value erzeugt wird.
self
addEntrance: ’set value’
on: vh
for: [:obj :param |
obj value: param]
description: ’stores a fraction value’.
Als Parameter werden ein Name fu¨r den Eingang (’set value’), das gekapselte
Objekt (vh) und nach dem Schlu¨sselwort for: ein Anweisungsblock erwartet.
Zusa¨tzlich ist nach dem Schlu¨sselwort description: noch ein Text zur Beschrei-
bung (K2) des Eingangs anzugeben. Der Anweisungsblock hat die Aufgabe, die
Aktionen auszufu¨hren, die bei einer Aktivierung des Eingangs ausgefu¨hrt werden
sollen. Ihm wird die gekapselte Klasse (vh) als Parameter mit dem Namen obj
u¨bergeben. Jeder Eingang kann auch einen Parameter erhalten, der in diesem
Block als Variable param bereit gestellt wird. Wird ein Eingang angesprochen,
werden alle Anweisungen in diesem Block ausgefu¨hrt und durch die Variablen obj
und param besteht die Mo¨glichkeit, dabei auf die gekapselten Objekte und den
u¨bergebenen Parameter zuzugreifen. Beim Aufruf der Methode wird eine Instanz
der Klasse HAComponentEntrance erzeugt, in der die Daten fu¨r den Zugriff auf
vh abgelegt werden. Eine Referenz auf diese Auspra¨gung wird mit dem Eingangs-
namen in der Komponente gespeichert. Die Namen aller Einga¨nge ko¨nnen mit
entranceNames erfragt werden.
Sollen nicht nur Nachrichten z.B. u¨ber eine Zustandsa¨nderung an eine Kompo-
nente geschickt werden, sondern auch Anfragen, so ist es notwendig, einen Ru¨ck-
gabewert zu spezifizieren. Beim Aufruf der Methode addEntrance: on: for:
description: wird dazu, wie zuvor beschrieben, ein Anweisungsblock festgelegt,
dessen letztes ausgewertetes Objekt als Ru¨ckgabewert betrachtet wird.
Die Methode addExit: on: with: description: definiert einen Ausgang. Das
Beispiel zeigt, wie der Ausgang value changed erzeugt wird.
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self
addExit: ’value changed’
on: vh
with: #value
description: ’fraction value changed’.
Diese Methode erha¨lt den Ausgangsnamen, das gekapselte Objekt vh und ein
Symbol fu¨r den Zugriff. Darauf wird eine Instanz der Klasse HAComponentExit
erstellt und als Beobachter von vh eingetragen, d.h. die Auspra¨gung der Klas-
se HAComponentExit wird benachrichtigt, wenn sich der Zustand von vh a¨ndert.
Beim Aktivieren des Ausgangs wird die durch das Symbol (#value) repra¨sentier-
te Methode von dem gekapselten Objekt (vh) aufgerufen. Das dadurch erlangte
Objekt wird als Parameter am Ausgang bereitgestellt. Eine Referenz auf diesen
Ausgang wird wieder von der Komponente mit dem Ausgangsnamen abgespei-
chert. Die Namen aller Ausga¨nge ko¨nnen mit exitNames erfragt werden. Als
letzter Parameter fu¨r diese Methode wird wieder eine Beschreibung erwartet.
Damit ein Komponentenausgang auch einen Ru¨ckgabewert verarbeiten kann,
wird die Methode addExit: on: with: resultDo: description: angeboten.
Diese Methode verlangt noch zusa¨tzlich einen Anweisungsblock (s. Methode add-
Entrance: ...), der festlegt, wie das Ergebnis weiterverarbeitet werden soll. Der
Quelltext zeigt, wie der Ausgang random needed das Ergebnis an die Methode
value: u¨bergibt.
self
addExit: ’random needed’
on: vh
with: #randomNeeded
resultDo: [ :obj :result |
obj value: result]
description: ’requests a random and stores the result’.
Betrachtet man nun eine Komponente (z.B. AComponent) genauer, fa¨llt auf, daß
sie nur eine Schnittstelle (K10) hat. Damit kann jede Komponente mit jeder and-
ren verbunden werden. Smalltalk ist eine untypisierte Sprache, d.h. beim Ver-
binden von Komponenten muß keine Typpru¨fung oder Typumwandlung vorge-
nommen werden. Beim Verbinden von Komponenten muß der Entwickler dar-
auf achten, daß die Daten, die von einer Komponente bereitgestellt werden und
die von einer Komponente erwartet werden, zueinander passen. Bei unabha¨ngig
entwickelten Komponenten ist das allerdings keine triviale Aufgabe. Eine au-
tomatische Pru¨fung wird in Kapitel 9.2 kurz besprochen. Die so weit erstellte
Komponente kann wie in Abb. 2.3 dargestellt werden.
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Beschreibungsnamen
Beschreibungstext
Kategoriennamen
hat:
Expemplarnamen
erzeugt Rückgabewert
empfängt Daten
haben:
Namen
Beschreibungstext
haben:
Namen
Beschreibungstext
benachrichtigen bei Änderungen
Eingänge
Ausgänge
HAComponent
Abbildung 2.3: Komponente mit Ein- und Ausga¨ngen
Beim Benennen der Ein– und Ausga¨nge einer Komponente ist darauf zu achten,
daß diese innerhalb der Komponente einen eindeutigen Namen besitzen. Das
Komponentenmodell erzwingt keine eindeutige Namensgebung.
Um die Beschreibungen (K2) eines Eingangs bzw. eines Ausgang zu erfragen,
stellt eine Komponente zwei Methoden bereit. entranceDescription: gefolgt
von einem Eingangsnamen liefert den Beschreibungstext des Eingangs und exit-
Description: gefolgt von einem Ausgangsnamen entsprechend die Beschreibung
zu dem Ausgang.
2.4.4 Verbinden
Sind nun die Komponentenschablonen fertig, geht es darum, aus ihnen Kompo-
nentenprogramme zu erstellen. Dazu mu¨ssen als erstes alle notwendigen Kom-
ponentenexemplare erzeugt werden. Ist dies geschehen, ko¨nnen sie miteinander
verbunden (K5) werden, indem die Exemplarmethode addConnection: to: at:
label: von der jeweiligen Quellkomponente verwendet wird.
Das folgende Beispiel benutzt zwei Komponenten. Die erste Komponente ACompo-
nent wurde in den vorangegangenen Abschnitten mit ihren Ein– und Ausga¨ngen
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beschrieben. Die zweite Komponente RandomComponent stellt den Eingang get
random zur Verfu¨gung, um eine Zufallszahl zu erfragen. Die erzeugte Zahl wird
als Ergebnis zuru¨ckgegeben.
| aComponent randomComponent |
aComponent := AComponent new.
randomComponent := RandomComponent new.
aComponent
addConnection: ’random needed’
to: randomComponent
at: ’get random’
label: ’query a random’.
AComponent RandomComponentrandom needed
get random
Abbildung 2.4: Verbinden von Komponenten
Der Quelltext zeigt, wie die Komponente AComponent den Ausgang random nee-
ded an den Eingang get random der Komponente RandomComponent legt (s. Abb.
2.4). Als Parameter werden hier der betreffende Ausgangsname, die Zielkompo-
nente, deren Eingangsname und ein Beschreibungstext (K2) erwartet. Anders als
bei den Ein– und Ausga¨ngen einer Komponente, werden die Verbindungen durch
die Komponentenausga¨nge in einer Liste gespeichert. Existieren mehrere Verbin-
dungen von einem Ausgang aus, so werden diese in alphabetischer Reihenfolge
anhand des Beschreibungstextes ausgefu¨hrt.
In Abb. 2.5 wird gezeigt, welche Methoden aufgerufen werden, wenn ein Ausgang
aktiviert ist. Als Beispiel wird die zuvor erstellte Verbindung dargestellt. Die
Komponente AComponent wird durch die Klassen AComponent (Komponenten-
schablone), ValueHolder (gekapselte Klasse) und HAComponentExit (Ausgang
random needed) zusammengesetzt. Die Komponente RandomComponent besteht
aus den zwei Klassen RandomComponent (Komponentenschablone) und der Klas-
se HAComponentEntrance (Eingang get random). Zuerst wird der Ausgang random
needed (repra¨sentiert durch HAComponentExit) der Komponente AComponent mit
der Methode update: benachrichtigt, daß sich der Zustand einer Variablen ge-
a¨ndert hat. Darauf wird die Methode send: toEntrance: mit dem gea¨nderten
Objekt der Komponente RandomComponent aufgerufen. Diese leitet die Nachricht
an den gefragten Eingang random needed (repra¨sentiert durch HAComponentEn-
trance) weiter. Dieser ermittelt nach Bedarf ein Ergebnis, das bis zum Aus-
gang random needed (HAComponentExit) durchgereicht wird, der mit der Methode
value: die Weiterverarbeitung veranlaßt.
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AComponent RandomComponent
AComponent RandomComponent
HAComponentExit HAComponentEntrance
update:
send: toEntrance:
value:
ValueHolder
value:
Abbildung 2.5: Verbinden von Komponenten
2.4.5 Modell–Ansicht–Kontroller
Mit Komponenten sollen alle mo¨glichen Arten von Programmen erstellt werden
ko¨nnen. Dazu geho¨ren z.B. Programme mit einer graphischen Benutzungsober-
fla¨che und solche, die hauptsa¨chlich Berechnungen durchfu¨hren. Aus diesen An-
forderungen lassen sich zwei Arten von Komponenten definieren:
Sichtbare Komponenten repra¨sentieren ein Element auf der graphischen Be-
nutzungsoberfla¨che. Zu ihnen lassen sich z.B. Druckkno¨pfe oder Eingabe-
felder rechnen.
Nicht-sichtbare Komponenten sind nicht auf der Benutzungsoberfla¨che zu
sehen. Sie dienen hauptsa¨chlich dazu, Berechnungen durchzufu¨hren oder
Mechanismen fu¨r diverse verschiedene Kommunikationsmo¨glichkeiten an-
zubieten.
Fu¨r eine sichtbare Komponente ist es in VisualWorks Smalltalk u¨blich, das Mo-
dell–Ansicht–Kontroll Konzept anzuwenden. Die Modell–Klasse (hier AClass ge-
nannt) dient dazu, Funktionalita¨t fu¨r eine Komponente bereitzustellen. Die Re-
pra¨sentation (z.B. ein Druckknopf) auf der Benutzungsoberfla¨che wird durch
die Ansicht–Klasse sichergestellt. Eine Auspra¨gung dieser Ansicht–Klasse wird
in der Exemplarmethode initialize der Komponentenschablone der Variablen
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view zugewiesen. Wird zusa¨tzlich noch die Verarbeitung von Benutzeraktionen
beno¨tigt, so ist es notwendig, noch eine Kontroll–Klasse hinzuzufu¨gen. Diese darf
aber erst in der Exemplarmethode activate der Komponentenschablone gesetzt
werden. Eine Deaktivierung dieser Klasse muß in der entsprechenden Exemplar-
methode deactivate vorgenommen werden.
Das Klassendiagramm einer sichtbaren Komponente kann wie in Abb. 2.6 darge-
stellt werden. Die Komponentenschablone und das Modell haben jeweils gegen-
seitig einen Verweis, damit von der Komponente A¨nderungen im Modell vorge-
nommen werden ko¨nnen und das Modell die Schablone u¨ber A¨nderungen benach-
richtigen kann. Das Modell und die Komponentenschablone haben jeweils einen
Verweis auf die Ansicht. Dadurch kann das Modell der Ansicht mitteilen, daß
sie aktualisiert werden muß, und die Komponentenschablone weiß durch welche
Klasse sie dargestellt wird. Die Ansicht hat einen Verweis auf ihre Kontrollklasse
und diese besitzt wiederum einen Verweis auf das Modell, um dort A¨nderungen
vorzunehmen.
HAComponent Modell
Ansicht Kontrolle
gekapselte Klassen
Abbildung 2.6: Klassendiagramm einer sichtbaren Komponente
Ist die Komponente nicht-sichtbar (z.B. eine Datenbankkomponente), erscheint
sie nicht auf der Benutzungsoberfla¨che. Um beim sichtbaren Zusammenbauen
der Komponenten auch die nicht-sichtbaren Komponenten besser unterscheiden
zu ko¨nnen, ist es empfehlenswert, ein Bild fu¨r diese zu definieren. Dies kann mit
der Klassenmethode icon der Komponentenschablone geschehen.
Damit festgestellt werden kann, ob eine Auspra¨gung einer Komponente sichtbar
oder nicht-sichtbar ist, steht die Exemplarmethode isVisual der Komponenten-
schablone bereit.
Wird eine Komponente auf der Benutzungsoberfla¨che oder im Kompositionsedi-
tor plaziert, so hat sie einen Anfangspunkt. Dieser kann mit den Methoden origin
und origin: angesprochen werden. Um die Abmessungen einer Komponente zu
bearbeiten, stehen die Exemplarmethoden dimension und dimension: bereit.
Die Koordinaten werden jeweils nach einem System berechnet, das links oben in
der Ecke den Koordinatenursprung hat.
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2.4.6 Komponentenspezifische Einstellungen
Jede Komponente hat spezielle Einstellungen wie z.B. den Exemplarnamen. Diese
Einstellungen mu¨ssen beim Speichern und Laden einer Komponente bzw. eines
Komponentenprogramms mit beru¨cksichtigt werden, wie in Abschnitt 2.4.7 be-
schrieben. Vom Entwickler erstellte Komponenten beno¨tigen oft zusa¨tzliche Ein-
stellungsmo¨glichkeiten, die ebenfalls mit gespeichert und geladen werden mu¨ssen.
Das HotAgent Komponentenmodell mo¨chte das Speichern und Laden von
zusa¨tzlichen Einstellungen mo¨glichst erleichtern. Dazu wird von der Komponen-
tenschnittstelle HAComponent ein Verzeichnis (Wo¨rterbuch) optionsDictionary
bereitgestellt, in dem zusa¨tzliche Einstellungen eingetragen werden ko¨nnen. Dafu¨r
ist es notwendig, die zu speichernden Daten mit einem Schlu¨sselwort zu versehen,
um beim Laden wieder die richtige Zuordnung herstellen zu ko¨nnen.
2.4.7 XML Komponentenbeschreibung
Beim Zusammenfu¨gen von Komponenten und Komponentenanwendungen ist es
notwendig, die Konfigurationsdaten zu speichern, um sie spa¨ter wieder laden zu
ko¨nnen. Dies wird in XML [BM00] realisiert. Die verwendeten XML-Elemente
a¨hneln dem von Birngruber [Bir01] vorgestellten Ansatz, der speziell fu¨r die Ver-
wendung mit Enterprise Java Beans (s. Kapitel 2.3.4) vorgesehen ist. Die hier
verwendete XML-Struktur ist auf die Bedu¨rfnisse der HotAgent Komponenten
abgestimmt.
Zur Speicherung einer Komponenten-Anwendung beginnt die XML-Beschreibung
mit dem Wurzelelement PROGRAM. Unter diesem Element ko¨nnen beliebig viele
Elemente fu¨r Komponenten und deren Verbindungen abgelegt werden.
Eine Komponente wird mit dem Element COMPONENT definiert. Die Einstellungen
einer Komponente werden durch Attribute festgehalten. Der Name des Attribu-
tes entspricht dem Namen der Einstellung. Der Wert der Einstellung wird als
Zeichenreihe abgelegt. In dem unten abgebildeten Beispiel ist die zweite Kom-
ponente ein Push Button. Als Attribute folgen die Abmessungen, der Expem-
plarname und der Anfangspunkt. Die Reihenfolge der Attribute ist implementie-
rungsabha¨ngig und ist durch die Namen der Attribute bestimmt.
<PROGRAM>
<COMPONENT descriptionName="Window"
dimensionx="425" dimensiony="451"
name="Medical Advisory Service"
originx="21" originy="18"></COMPONENT>
<COMPONENT descriptionName="Push Button"
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dimensionx="80" dimensiony="32"
name="Submit"
originx="181" originy="420"></COMPONENT>
...
<COMPONENT descriptionName="Data Base"
dimensionx="32" dimensiony="32"
name="MIDB"
originx="674" originy="44"></COMPONENT>
<CONNECTION color="#brown" entrance="text" exit="taText"
fromComponent="control" label="set text"
points="#(554.137@103.395 607@154 674.922@201.25)"
toComponent="text analysis"></CONNECTION>
<CONNECTION color="#green" entrance="query" exit="queryMIDB"
fromComponent="control" label="query"
points="#(554.031@82.8359 673.535@59.2497)"
toComponent="MIDB"></CONNECTION>
<CONNECTION color="#brown" entrance="keywords" exit="taSymptoms"
fromComponent="control" label="setkeywords"
points="#(554.137@103.395 597@169 674.391@210.672)"
toComponent="text analysis"></CONNECTION>
...
</PROGRAM>
Die Verbindungen werden a¨hnlich notiert. Das Element CONNECTION und seine
Attribute beschreiben jeweils eine Verbindung. Die zuerst erwa¨hnte Verbindung
im Beispiel hat die Farbe Braun und geht von der control Komponente und de-
ren Ausgang taText zur text analysis Komponente und deren Eingang text. Das
Attribut label gibt die Bezeichnung fu¨r die Verbindung an und points definiert
die Koordinaten, u¨ber die die Verbindung auf der Arbeitsfla¨che geht.
Die XML-Beschreibung fu¨r zusammengesetzte Komponenten (s. Kapitel 6.2) und
Testfa¨lle (s. Kapitel 6.3) sieht a¨hnlich aus. Der Unterschied liegt darin, daß
ein anderes Wurzelelement benutzt wird. Fu¨r Komponenten ist es das Element
COMPOSED_COMPONENT und fu¨r Testfa¨lle heißt es TEST_CASE.
2.5 HotAgent Komponentenmodell in verteil-
ten ereignisbasierten Systemen
Fiege et al. [FMMB02] bescha¨ftigen sich mit ereignisbasierten Systemen in Ver-
bindung mit Komponentensystemen. Sie schra¨nken die Sichtbarkeit von Ereig-
nissen ein, um so Komponenten zu erstellen. In diesem Abschnitt soll die vor-
gestellte Methode mit dem HotAgent Komponentensystem verglichen werden,
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um eine Verbindung zu anderen Arbeiten im Graduiertenkolleg
”
Infrastruktur
fu¨r den elektronischen Markt“ darzustellen. Da das HotAgent Komponenten-
system nur fu¨r die Kommunikation auf einem Computer gedacht ist, wird der
Aspekt des Verteilens nicht betrachtet.
Nach Fiege et al. trete ein Ereignis nach einem interessanten Geschehen auf. Es
ko¨nne z.B. nach der A¨nderung des Zustands eines Objektes oder einer Kompo-
nente auftreten. Zum Erzeugen eines Ereignisses werde ein Produzent beno¨tigt.
Ein Konsument ko¨nne ein Ereignis verarbeiten, wenn er dieses Ereignis abonniert
habe. Eine Komponente werde definiert als ein Produzent und gleichzeitig als ein
Konsument von Ereignissen. Durch das Verhalten von Komponenten als Produ-
zent und Konsument ko¨nnten die Komponenten untereinander kommunizieren.
Dafu¨r spezifiziere jeder Produzent die Art des Ereignisses, und jeder Konsument
gebe an, an welchen Ereignissen er Interesse habe. Die Ereignisse wu¨rden dann
gefiltert und den richtigen Konsumenten zugestellt. Ein Produzent kenne dabei
nicht die Konsumenten.
Beim HotAgent Komponentensystem kann auch von Ereignissen, die zwischen
Komponenten verschickt werden, geredet werden. Eine Komponente dient, ab-
ha¨ngig von ihren Ein- und Ausga¨ngen, als Produzent und Konsument. Der Un-
terschied ist, daß die HotAgent Komponenten nicht die Art eines Ereignisses
spezifizieren. Die Art eines Ereignisses wird durch den aktivierten Ausgang be-
stimmt. Anders ist auch, daß jede Komponente, die als Produzent agiert, zu je-
dem Ausgang ihre Konsumentenkomponenten mit den entsprechenden Einga¨ngen
kennt. In ereignisbasierten Systemen ist der Konsument unbekannt. Identisch ist,
daß jeweils der Produzent ein Ereignis veranlaßt. Ebenfalls gleich ist, daß es
im HotAgent Komponentenmodell und in ereignisbasierten Systemen nur eine
Schnittstelle gibt, um Ereignisse zu verschicken.
Fiege et al. zeigen auch, wie Komponenten durch eine lose Koppelung zu neu-
en Komponenten zusammengesetzt werden ko¨nnten. Die so entstandenen Kom-
ponenten seien in ihrer Funktion leistungsfa¨higer. Dazu wird der Begriff Sicht-
barkeitsbereich (engl. scope) als
”
an abstraction that bundles a set of producers
and consumers“ eingefu¨hrt. Der Sichtbarkeitsbereich ermo¨gliche hierarchische,
ereignisbasierte Systeme. Dieser bu¨ndele Komponenten entweder nach ihrer An-
wendungsstruktur oder nach ihren Aufgaben. Ereignisse werden nur in diesem
Sichtbarkeitsbereich verschickt. Wenn sich Produzent und Konsument sehen, und
wenn der Konsument sich fu¨r die Art der Ereignisse interessiere, werden Ereignis-
se ausgetauscht. Damit die so zusammengesetzten Komponenten weiterverwendet
werden ko¨nnen, mu¨ssen diese eine einheitliche Schnittstelle bieten, die wieder eine
Verwendung als Produzent und Konsument gewa¨hrleiste.
Im HotAgent Komponentensystem lassen sich auch Komponenten zu neuen
Komponenten zusammenbauen. Die neu entstandenen Komponenten kapseln die
enthaltenen Komponenten komplett ab, d.h. die enthaltenen Komponenten haben
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keine Mo¨glichkeit, außerhalb liegende Komponenten zu sehen. Die Kommunika-
tion geschieht auch wieder durch die zuvor definierten Ein- und Ausga¨nge.
Die vorangegangenen Erla¨uterungen machen deutlich, daß das von Fiege et al.
vorgestellte ereignisbasierte System durchaus als Grundlage desHotAgentKom-
ponentenmodells genutzt werden kann. Die Ein- und Ausga¨nge lassen sich pro-
blemlos auf die Produzenten und Konsumenten abbilden. Nur lassen sich im
HotAgent Komponentensystem die Art der Ereignisse nicht spezifizieren. Dies
ist aber mo¨glich, wenn der Name der Produzentenkomponenten mit dem Aus-
gangsnamen als Art des Ereignisses angegeben wird. Die Konsumenten werden
dann als Interesse diese beiden Namen angeben. Im HotAgent Komponen-
tenmodell werden normalerweise im Produzenten Verweise auf den Konsumen-
ten gespeichert. Da in ereignisbasierten Systemen der Konsument unbekannt ist,
spezifiziert der Konsument, wie zuvor beschrieben, sein Interesse. Bei den zusam-
mengesetzten Komponenten gibt es keine großen Unterschiede, und sie lassen sich
analog u¨bernehmen.
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Kapitel 3
Visuell–unterstu¨tzter
Software–Entwurf
Nahezu jede Entwicklungsumgebung bietet heute eine visuelle Unterstu¨tzung fu¨r
den Entwickler an. Egal, ob es sich um Werkzeuge handelt, die dem Entwickler
das Schreiben von Quelltext erleichtern, oder ob eine visuelle Programmiersprache
angeboten wird. In diesem Kapitel soll der Schwerpunkt hauptsa¨chlich auf visuelle
Programmiersprachen gelegt werden.
In Abschnitt 3.1 wird definiert, was unter visuell unterstu¨tztem Software–Ent-
wurf zu verstehen ist, und in Abschnitt 3.2 wird erla¨utert, welche Kriterien eine
visuelle Programmier-Umgebung erfu¨llen muß.
3.1 Allgemein
Von Burnett et al. [BGL95] wird erkla¨rt, was ein visuell unterstu¨tzter Software–
Entwurf ist. Danach gibt es zwei Mo¨glichkeiten, die sich aber nicht gegenseitig
ausschließen, sie werden sogar oft in einer Entwicklungsumgebung integriert:
Visuelle Programmiersprachen: Sprachen mit visueller Syntax.
Visuelle Werkzeuge: Werkzeuge, die die Mo¨glichkeit bieten, bildlich darge-
stellte Programmelemente zu manipulieren. Dabei ko¨nne es sich aber auch
um textuelle Sprachen handeln, die dargestellt werden.
Shu [Shu88] definiert den Begriff der visuellen Programmierung:
The use of meaningful graphic representations in the process of pro-
gramming.
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Im Programmierprozeß spielen graphische Elemente und Bilder eine Hauptrolle.
Sie werden in einer speziellen Art und Weise angeordnet, um eine Beziehung zu
dem jeweiligen Kontext zu zeigen.
Um visuell zu programmieren, ist eine visuelle Sprache notwendig. Schiffer [Sch98]
definiert, daß eine visuelle Sprache eine visuelle Syntax und eine visuelle Semantik
habe. Ein Symbol der Sprache sei ein Text, ein Bild oder eine Kombination aus
beiden. Ein visuelles, syntaktisches Konstrukt zwischen zwei Symbolen sei z.B. ein
Pfeil oder vor einem Symbol ein anderes graphisches Objekt. Ein semantisches
Konstrukt sei z.B. die Farbe eines Symbols oder eines anderen syntaktischen
Elements. Dadurch ko¨nne z.B. ein Zustand widergespiegelt werden.
Bilder bzw. Piktogramme ko¨nnen nach Lodding [Lod83] und Arnheim [Arn69] in
drei Arten aufgeteilt werden:
Representationelle Piktogramme seien Bilder, die eine vereinfachte Darstel-
lung von realen Objekten zeigen (z.B. eine Tanksa¨ule).
Abstrakte Piktogramme, Sinnbilder, repra¨sentierten ein Konzept oder einen
Begriff mit konkreten Objekten (z.B. fu¨r zerbrechlich).
Arbitra¨re Piktogramme seien speziell eingefu¨hrte Schilder, denen eine Bedeu-
tung zugewiesen sei (z.B. radioaktiv).
Bei der Erstellung von Piktogrammen ist es nach Lodding [Lod83] wichtig, daß sie
zum Programmieren geeignet konstruiert sind. Solche Piktogramme ko¨nnten die
Arbeit sehr erleichtern. Sie mu¨ßten eine einfache Gestalt haben. Werden mehrere
Objekte angeordnet, mu¨ßten sie ordentlich gruppiert sein und klar U¨berschnei-
dungen zeigen. Außerdem sei es wichtig, daß die Objekte deutlich vom Hinter-
grund abgesetzt seien. Zu beachten sei auch, daß die Interpretation von Bildern
kontextabha¨ngig ist.
Nach der Kla¨rung visuell unterstu¨tzter Programmierung kann nun der Frage
nachgegangen werden, ob visuelle Programmierung besser als traditionelle tex-
tuelle Programmierung ist. Sie wird von Shu [Shu88] durch folgende Aussagen
positiv beantwortet:
• Bilder seien aussagekra¨ftiger als Text
• Bilder helfen beim Verstehen und Behalten
• Bilder geben einen Anreiz fu¨r das Lernen des Programmierens
• Bilder verstehen alle, unabha¨ngig von ihrer Muttersprache
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Abbildung 3.1: Does a given picture convey the same thousand words to all
viewers? (aus Petre [Pet95] Seite 34)
Die Aussagen von Shu werden aber auch kritisch betrachtet, z.B. argumentiert
Petre [Pet95], daß die Frage nicht sei ’Is a picture worth a thousand words?’,
sondern ’Does a given picture convey the same thousand words to all viewers?’.
Er sagt, ein Bild sei nicht eindeutig und verdeutlicht dies an Abbildung 3.1. Je-
der sieht etwas anderes. Speziell wenn verschiedene Nationalita¨ten einbezogen
wu¨rden, ko¨nne ein Bild unterschiedlich interpretiert werden. Ein gutes Bild ba-
siere auf sekunda¨rer Notation. Sekunda¨re Notation stellt zusa¨tzliche Information
bereit, die nicht zu der Syntax eines Programms geho¨ren, wie z.B. Farbe oder
Positionen. Dabei ist aber zu beachten, daß dies unerfahrene Benutzer verwirren
kann, erfahrene profitieren aber davon.
Lodding [Lod83] begru¨ndet den Vorteil von visueller Programmierung durch die
Schnelligkeit von Bildverarbeitung und Bildwiedererkennung. Winkler [Win90]
sagt, daß Hauptanliegen sei, den Entwurfsprozeß zu vereinfachen, so daß auch
Nichtprogrammierer oder Anfa¨nger leichteren Zugang finden. Ein graphisches
Programm nehme aber manchmal mehr Platz ein als ein textuelles, da eine Gra-
phik weniger formal sei als Text. Fu¨r das Programmieren im Großen eigne sich
eher eine graphische Lo¨sung, wobei Programmieren im Kleinen besser textuell
geschehe. Gut sei es, also beide Mo¨glichkeiten zu kombinieren.
Meiner Meinung nach, wird die visuelle Programmierung durch das Anwenden
der Komponententechnik wieder interessant. Nach Winkler [Win90] eignet sich
die visuelle Programmierung besonders fu¨r das Programmieren im Großen. Kom-
ponenten haben einen klaren Aufgabenbereich und bilden dadurch große Funkti-
onseinheiten, die leicht zusammengesetzt werden ko¨nnen. Durch die Mo¨glichkeit
einer hierarchischen Strukturierung eines Komponentenprogramms kann ein vi-
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suelles Programm bzw. Teilprogramm stets u¨bersichtlich gehalten werden. Wird
eine sekunda¨re Notation (s. Petre [Pet95]) erga¨nzt, ko¨nne zusa¨tzlich U¨bersicht-
lichkeit erreicht werden.
3.2 Kriterien fu¨r visuelle Entw.-Umgebungen
Nun sollen Kriterien aufgestellt werden, die eine visuelle Entwicklungsumgebung
unterstu¨tzen sollen. Diese sollen nur auf eine Entwicklungsumgebung bezogen
werden und nicht auf das darunterliegende Komponentenmodell. Zur Absiche-
rung der Richtigkeit der Kriterien werden Literaturstellen zitiert, die die einzel-
nen Kriterien untermauern sollen. Die aufgefu¨hrten Kriterien ko¨nnen nicht als
die einzig gu¨ltigen angesehen werden, meines Erachtens aber die wichtigsten. Zu
jedem Kriterium wird ein Beispiel angegeben, welche Folgen das Einhalten bzw.
Nicht-Einhalten hat.
Um gute visuelle Entwicklungs-Umgebungen zu erstellen, definieren Green und
Petre [GP96] sieben Merkmale:
Na¨he der Abbildung (V1): Der Abstand (s. [GP96]) zwischen der abzubil-
denden Problemwelt und der Programmiersprache werde als Na¨he der Ab-
bildung bezeichnet. Je besser ein Problem in einer Programmiersprache
abgebildet werden ko¨nne, desto leichter und u¨bersichtlicher werden die re-
sultierenden Programme. Green und Petre schlagen deshalb eine auf den
Anwendungsbereich spezialisierte Programmiersprache vor.
+ Durch eine geeignete Abbildung wird dem Programmierer das Erstel-
len von Programmen deutlich einfacher gemacht. Er findet z.B. Pikto-
gramme in der Sprache, die seinen Anwendungsbereich verdeutlichen.
- Wird versucht, eine textbasierte Programmiersprache durch Puzzle-
Teile (s. [Mar00]) abzubilden, ist schnell festzustellen, daß die Teile zu
unflexibel sind und so keine Programme konstruierbar sind oder daß
sie zu groß und unu¨bersichtlich werden.
Viskosita¨t (V2): Die Viskosita¨t (s. [GP96]) bezeichne den Aufwand, der not-
wendig ist, um kleine Programma¨nderungen durchzufu¨hren. Bei visuellen
Programmiersprachen sei damit auch das Umordnen von Elementen ge-
meint, damit neue eingefu¨gt werden ko¨nnen oder um ein Programm u¨ber-
sichtlicher zu machen.
+ Durch die Viskosita¨t ist es mo¨glich, mit nur wenigen Handgriffen A¨nde-
rungen an einem Programm durchfu¨hren.
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- Wenn nur geringe A¨nderungen an einem Programm vorgenommen wer-
den mu¨ssen, und das z.B. strukturelle Vera¨nderungen mit sich bringt,
ist ein großer Aufwand notwendig, dadurch besteht die Gefahr neuer
Ma¨ngel.
Versteckte Abha¨ngigkeiten (V3): Wenn implizite Verbindungen zwischen
Programmteilen bestehen (s. [GP96]) und fu¨r den fehlerfreien Ablauf ei-
nes Programms notwendig sind, werde von versteckten Abha¨ngigkeiten ge-
sprochen. Werden diese Abha¨ngigkeiten nicht klar dargestellt, ko¨nnen bei
A¨nderungen unvorhersehbare Fehler auftreten. Meyer [Mey90] spricht dabei
auch von expliziten Schnittstellen.
+ Sind alle Abha¨ngigkeiten dargestellt, ist dem Entwickler klar, welche
Folgen eine A¨nderung einzelner Teile des Programms hat.
- Sind einige Abha¨ngigkeiten nicht dargestellt, kann der Entwickler nicht
feststellen, was eine A¨nderung im Komponenten-Programm bewirken
kann. Im schlimmsten Fall kann ein Programm nicht mehr ausgefu¨hrt
werden.
Schwere mentale Operationen (V4): Sachverhalte, die komplex dargestellt
werden mu¨ssen (s. [GP96]), seien zu vermeiden. Es muß versucht werden,
Aufgaben einfach und versta¨ndlich darzustellen.
+ Werden Aufgaben einfach abgebildet, kann ein Programm leicht ver-
standen und vera¨ndert werde.
- Ist eine Aufgabe unu¨bersichtlich abgebildet, ist es fu¨r Dritte schwer
zu erkennen, wo eventuelle A¨nderungen gemacht werden ko¨nnen und
welche Auswirkungen diese haben.
Erzwungenes Vorausdenken (V5): Die Problematik, inwieweit vorausgeplant
und vorab Entscheidungen getroffen werden mu¨ssen, werde als erzwungenes
Vorausdenken bezeichnet (s. [GP96]). Dies werde vor allem durch implizi-
te Abha¨ngigkeiten bewirkt. Bei visueller Programmierung sei ein gewisses
Vorausdenken notwendig, um nicht sta¨ndig die Programme neu ordnen zu
mu¨ssen.
+ Erlaubt ein Programmiersystem A¨nderungen leicht und schnell durch-
zufu¨hren, ist es nicht no¨tig, daß ein Entwickler eine Aufgabe vollsta¨n-
dig beru¨cksichtigt. Eventuelle A¨nderungen kann er zu einem spa¨teren
Zeitpunkt vornehmen.
- Sind A¨nderungen schlecht mo¨glich, hat ein Entwickler alle mo¨glichen
Anforderungen vor dem Erstellen einer Anwendung zu bedenken.
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Sekunda¨re Notation (V6): Zusa¨tzliche Information (s. [GP96]), die nicht zu
der Syntax eines Programms geho¨ren, za¨hlen zur sekunda¨ren Notation. Sie
sollen die Lesbarkeit von Programmen erho¨hen. Beim visuellen Program-
mieren ko¨nne schon das Gruppieren von Elementen oder das Einhalten von
Konventionen dazu za¨hlen.
+ Eine Anwendung la¨ßt sich u¨bersichtlicher gestalten, wenn z.B. eine
einheitliche Farbe fu¨r a¨hnliche Verbindungen gewa¨hlt wird. Gibt es
U¨berschneidungen von verschiedenfarbigen Verbindungen, so ko¨nnen
diese trotzdem auseinander gehalten werden.
- Sind z.B. alle Verbindungen in einem Programmmit der gleichen Farbe
dargestellt, wird es bei U¨berschneidungen schnell unu¨bersichtlich.
Sichtbarkeit (V7): Sie zeige (s. [GP96]), wie leicht ein Programm oder ein Teil
eines Programms erfaßt werden kann. Da heute Anwendungen ha¨ufig großen
Umfang haben, sei es besonders wichtig, daß Programme leicht untersucht
und Teile gesondert betrachtet werden ko¨nnen. Dabei solle es auch mo¨glich
sein, Teile nebeneinander anzuzeigen.
+ Ko¨nnen von einer großen Anwendung kleine Teile betrachtet werden,
so la¨ßt sich ein Programm leichter analysieren.
- Ist es nur mo¨glich, ein Programm in der vollen Gro¨ße zu betrachten,
ist es oft schwer, einen U¨berblick, speziell auch u¨ber Einzelheiten, zu
erlangen.
Von Giesl [Gie01] werden die von Green und Petre aufgestellten Merkmale speziell
fu¨r visuelle komponentenorientierte Entwicklungsumgebungen durch die folgen-
den Punkte erga¨nzt:
Komponentenentwicklung visuell und textuell (V8): Da visuelle Pro-
grammierung manchmal viel Platz beansprucht (s. [Gie01]), solle es mo¨glich
sein, Komponenten auch textuell zu erstellen. Auf der anderen Seite sol-
len auch Komponenten aus anderen Komponenten visuell erstellt werden
ko¨nnen, um eine gute Gliederung zu ermo¨glichen. Viele Entwicklungsum-
gebungen bieten diese Mo¨glichkeit leider nur fu¨r visuelle Komponenten an.
Winkler [Win90] sagt, daß fu¨r das Programmieren im Großen sich eher ei-
ne graphische Lo¨sung eigne, wobei das Programmieren im Kleinen besser
textuell geschehe.
+ Je nach Art eines Problems ist es manchmal leichter etwas textuell
auszudru¨cken. Deswegen sollte eine visuelle Entwicklungsumgebung
auch eine textuelle Programmierung erlauben.
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- Wird versucht, komplizierte Schleifen oder Bedingungen durch visuelle
Programmierung auszudru¨cken, wird ein Programm oft unu¨bersicht-
lich.
Komponenten- und Anwendungsentwicklung (V9): Eine Entwicklungs-
umgebung mu¨sse die beiden Teilgebiete Komponenten- und Anwendungs-
entwicklung unterstu¨tzen ko¨nnen (s. [Gie01]). Die Aufgabenbereiche lassen
sich nicht vollsta¨ndig getrennt betrachten, sondern der Entwickler solle fu¨r
beides Entwicklungswerkzeuge vorfinden. Bei textueller Entwicklung von
Komponenten solle der Programmierer auch unterstu¨tzt werden, um z.B.
durch Schlu¨sselwo¨rter, Ein- und Ausga¨nge zu erstellen.
+ Wird die Komponenten- und Anwendungsentwicklung in einer Umge-
bung unterstu¨tzt, kann ein Entwickler bei Bedarf neue Komponenten
entwerfen, wenn er feststellt, daß ihm eine spezielle fehlt.
- Sind fu¨r Komponenten- und Anwendungsentwicklung zwei getrennte
Programme notwendig, muß sich ein Entwickler mit zwei verschiede-
nen Programmen auskennen, wenn er fehlende Komponenten selbst
erstellen mo¨chte.
Dokumentationen direkt verfu¨gbar (V10): Das Kriterium der Selbstbe-
schreibung (K2) von Komponenten nutze dem Entwickler wenig (s. [Gie01]),
wenn die Entwicklungsumgebung nicht in der Lage sei, sie geeignet zu
pra¨sentieren. Dabei seien unterschiedliche Arten von Informationen an ver-
schiedenen Stellen im Entwicklungsprozeß interessant.
+ Bietet eine Entwicklungsumgebung jederzeit eine passende Dokumen-
tation, so muß der Entwickler nicht nach hilfreichen Erla¨uterungen
suchen.
- Ist eine Dokumentation nur separat verfu¨gbar, beno¨tigt ein Entwickler
mehr Zeit, um passende Hinweise zu finden.
Testfunktionalita¨t (V11): Testmo¨glichkeiten seien wichtig (s. [Gie01]), da der
Entwicklungsprozeß kontinuierlich gepru¨ft werden muß. Gerade bei kom-
ponentenorientierter Programmierung sei es notwendig, daß eine Entwick-
lungsumgebung eine geeignete Testumgebung bereitstellt. Selbst erstellte
Komponenten mu¨ssen ausreichend getestet werden, damit eine sichere Wie-
derverwendung gewa¨hrleistet werden kann (s. Kapitel 4).
+ Unterstu¨tzt eine Entwicklungsumgebung das Erstellen von Tests, hat
ein Entwickler wenig Aufwand, Ma¨ngel zu finden und zu vermeiden.
- Wenn keine Tests mo¨glich sind, kann auch nicht gepru¨ft werden, ob
ein Programmstu¨ck mangelfrei ist.
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Programmablaufvisualisierung (V12): Um den tatsa¨chlichen Ablauf einer
Anwendung darzustellen, ko¨nne die Programmablaufvisualisierung genutzt
werden (s. [Gie01]). Visuelles Programmieren mit Komponenten biete schon
eine statische Visualisierung des Programms. Es empfehle sich, diese Dar-
stellung so zu erweitern, daß eine dynamische Visualisierung entsteht (s.
Kapitel 4).
+ Durch die Programmvisualisierung ko¨nnen leicht Ma¨ngel in einem Pro-
gramm anhand eines Anwendungsfalls aufgespu¨rt werden. Die Aus-
fu¨hrung eines Programm kann u¨bersichtlich dargestellt werden.
- Wird zum Finden eines Mangels ein Debugger benutzt, ist das Loka-
lisieren des Mangels oft erschwert.
Die zuvor genannten Kriterien werden von mir durch folgenden Punkt erga¨nzt:
Einheitliches Aussehen (V13): Besteht eine Entwicklungsumgebung aus
mehreren unterschiedlichen Werkzeugen, ist es wichtig, daß alle ein ein-
heitliches Aussehen und gleiche Bedienung bieten.
+ Eine einheitliche Benutzungsoberfla¨che erlaubt ein schnelles Arbeiten
mit unterschiedlichen Werkzeugen, auch wenn diese nicht oft benutzt
werden.
- Wenn jedes Werkzeug unterschiedlich zu bedienen ist, muß sich der
Entwickler in immer neue Programme einarbeiten und beno¨tigt somit
mehr Zeit.
Im vorangegangenen Text wurden einige Kriterien fu¨r eine visuelle Entwicklungs-
umgebung und auch im speziellen fu¨r eine visuelle komponentenbasierte Entwick-
lungsumgebung aufgefu¨hrt. In dieser Arbeit werden verschiedene Entwicklungs-
umgebungen betrachtet, die an Hand der oben genannten Kriterien untersucht
werden.
Kapitel 4
Testen und Ablaufverfolgung von
Komponenten
Die Bedeutung von Tests in der Softwareentwicklung wird oft verkannt. Meyer
et al. [MMS98] schreiben, daß die Industrie nicht viel Wert auf Tests lege, da es
zu teuer sei. Dabei verließen sie sich aber auf wiederverwertbare Komponenten,
die durch Qualita¨t und Verla¨ßlichkeit ausgezeichnet seien, aber dies ohne Testen.
Beck und Gamma [BG98] meinen, je weniger Tests gemacht werden, um so we-
niger produktiv sei man, und um so weniger stabil sei der erstellte Quelltext. Ihr
Motto ist:
”
codiere ein wenig, teste ein wenig“.
Beck [Bec00] sagt, daß nur die Software existiere, die sich auch messen lasse.
Tests z.B. zeigten, daß auch wirklich das implementiert sei, was implementiert
werden solle. Er geht soweit und sagt, erst wenn einem keine Tests mehr einfielen,
dann ko¨nne man davon reden, daß etwas fertig implementiert sei. Dijkstra [Dij72]
sieht das anders, daß Tests nur genutzt werden ko¨nnen, um die Anwesenheit von
Fehlern zu zeigen, aber nicht, um deren Abwesenheit zu zeigen.
Im Extreme Programming [Bec00] ist das Testen ein fester Bestandteil des Soft-
ware-Entwicklungszyklus. So darf es auch beim Entwickeln von Komponenten
nicht fehlen. Wieviel getestet wird, bleibt dem Entwickler u¨berlassen.
In vielen Fa¨llen kann die Ablaufverfolgung auch beim Testen helfen. Sie wird
aber selten bei der Entwicklung von Software eingesetzt. Ein Hauptbestandteil
der Ablaufverfolgung ist die Programm-Visualisierung, die dazu dient, das Lauf-
zeitverhalten eines Programms darzustellen.
Wiggins [Wig98] erwa¨hnt, daß es schon lange diverse Techniken zur Visualisierung
gebe. Dazu za¨hlen u.a. Flowcharts, Nassi-Shneiderman Diagramme und Pretty-
Printing. Zu diesen Techniken existieren auch jeweils Werkzeuge zur automati-
schen Erstellung solcher Diagramme, was auch Winkler [Win90] besta¨tigt.
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In dem folgenden Abschnitt wird zuerst allgemein u¨ber das Testen gesprochen.
Darauf folgt in Abschnitt 4.2 eine Betrachtung von Mo¨glichkeiten der Ablaufver-
folgung. Anschließend werden in Abschnitt 4.3 Kriterien, die aus diversen Arbei-
ten erarbeitet wurden, vorgestellt, die beim Testen und bei der Ablaufverfolgung
beachtet werden mu¨ssen.
4.1 Testen allgemein
Wie zuvor erwa¨hnt, ist das Testen ein wichtiger Bestandteil in der Softwareent-
wicklung. Beck [Bec00] definiert zwei verschiedene Arten von Tests:
Komponententests seien dazu da, die Schnittstelle und die Funktionalita¨t von
Programmteilen zu testen. (Der Begriff Komponente hat hier nichts mit
der Definition aus Kapitel 2.1 zu tun.) Weyuker [Wey01] nennt diese Art
von Tests auch Integrationstests. Andere gebra¨uchliche Begriffe sind auch
Modultest oder Systemtest. Komponententests werden vorwiegend von den
Entwicklern oder einem Testteam vorgenommen.
Funktionstests dienen dazu, die Anforderung an ein Softwareprogramm zu pru¨-
fen. Funktionstests werden in der Regel vom Kunden definiert, die aber
dann oft ein spezielles Testteam umsetzt, da der Kunde meist nicht genug
Wissen habe, solche Tests durchzufu¨hren.
Beck [Bec94] definiert auch zwei Arten von Fehlern:
• Ein Mangel (engl. failure) sei ein vorhersehbares Problem. Wenn Tests
geschrieben werden, werde getestet, ob ein erwartetes Ergebnis erscheint.
Sei dies nicht der Fall, so gebe es einen Mangel.
• Ein Fehler (engl. error) sei gravierender. Diese Art von Fehlern ko¨nne nicht
vorausgesehen werden, und sie sei auch nicht testbar.
Im folgenden werden nur noch Ma¨ngel betrachtet, die gesucht werden ko¨nnen. Der
Tester definiert Eingabewerte, nach denen er ein erwartetes Ergebnis errechnet.
Anhand dieser Werte erstellt der Tester einen Anweisungsblock, um mo¨gliche
Ma¨ngel zu finden. Dieser Block wird Testfall (engl. test fixture oder test case)
genannt.
McCarthy [McC97] definiert den Begriff Einheitstest (engl. unit test). Dies sei das
Testen einer Funktion, eines Moduls oder eines Objekts getrennt vom Rest des
Programms. Normalerweise sei eine Einheit der kleinste Teil eines Programms.
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In objekt-orientierter Programmierung sei die kleinste Einheit die Klasse. In der
Komponententechnologie ist es eine Komponente, die als schwarze Kiste (engl.
black box) betrachtet wird. In die Komponenten kann nicht hineingeschaut wer-
den, um z.B. die einzelnen enthaltenen Klassen zu testen. Sie kann nur als ganzes
an den dafu¨r vorgesehenen Schnittstellen getestet werden.
Atkinson et al. [ABB+02] definieren drei Schritte beim Testen. Zuerst mu¨ssen
Testfa¨lle aufgestellt werden. Dies geschehe nach Beck und Gamma [BG98] in idea-
ler Weise direkt neben der Implementierung eines Programmteils. Darauf mu¨ssen
alle Tests ausgefu¨hrt werden. Die letzte Aufgabe bestehe darin, die Ergebnisse
der Tests zu analysieren und dabei mo¨gliche Ma¨ngel zu finden.
Beim Testen ist es wichtig, daß einmal definierte Tests immer wieder ausgefu¨hrt
werden ko¨nnen. Das wird Regressionstest genannt. Der Sinn von Regressionstests
ist, daß nach A¨nderungen an dem Quelltext sofort getestet werden kann, ob er
noch mangelfrei funktioniert bzw., daß das Verhalten nicht gea¨ndert wurde. Pauli
[Pau01] fu¨gt hinzu:
”
Test everything you can, and test it often“.
4.2 Ablaufverfolgung allgemein
Wenn Softwaresysteme umfangreicher sind oder von unterschiedlichen Entwick-
lergruppen erstellt werden, kann es schwierig sein, einen Mangel zu finden. Dazu
kann die Ablaufverfolgung von Programmen helfen. Sie la¨ßt sich in zwei Aufga-
benbereiche gliedern. In die Analyse (s. Abschnitt 4.2.1) von Programmen und
die Visualisierung (s. Abschnitt 4.2.2) der zuvor gewonnenen Daten.
4.2.1 Analyse
Es gibt zwei Arten von Analysen. Die statische Analyse analysiert nur den Quell-
text eines Programms. Die dynamische Analyse geschieht wa¨hrend der Aus-
fu¨hrung eines Programms. Es wird also mindestens ein ausfu¨hrbares Programm
beno¨tigt, welches aber nicht fehlerfrei sein muß. Die statische Analyse ist auch
bei Programmen mo¨glich, die nicht u¨bersetzt werden ko¨nnen, was bei der dyna-
mischen nicht mo¨glich ist. In dieser Arbeit wird auf die dynamische Analyse der
Schwerpunkt gelegt.
Da die dynamische Analyse wa¨hrend der Ausfu¨hrung eines Programms geschieht,
ist es wichtig, daß die Analyse das Programm nicht wesentlich in den Laufzeitei-
genschaften beeinflußt. Sonst ko¨nnte das Verhalten des beobachteten Programms
vera¨ndert werden. Reiss [Rei97] fordert deswegen eine schnelle, unkomplizierte
Technik, um Daten wa¨hrend der Ausfu¨hrung zu sammeln.
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Nach Gao et al. [GZS01] setzt die Analyse voraus, daß die Objekte bzw. Kompo-
nenten eines Programms verfolgt (engl. track) werden ko¨nnen. Um das Verhalten
festzustellen, sei es wichtig, die Eingabedaten und die Ergebnisse festzuhalten.
Dadurch ko¨nne jederzeit gesagt werden, in welchem Zustand sich ein Objekt oder
eine Komponente befindet oder befand. Anhand dieser Daten ko¨nne eine Spur
(engl. trace) aufgezeichnet werden, die die Interaktion an den Schnittstellen einer
Komponente oder zwischen Komponenten darstellt.
4.2.2 Visualisierung
Ist nun die Analyse eines Programms abgeschlossen, ist es wichtig, daß die fest-
gehaltene Spur eines Programms geeignet visualisiert wird.
Myers [Mye90] stellt zwei Fragen zur Visualisierung:
• Was der Visualisierungsbereich sei, welche Art von Informationen visuali-
siert werden sollen, ob es z.B. Quelltexte, Daten oder Algorithmen seien.
• Welche Art von Visualisierung gefragt sei, eine statische oder dynamische.
Entwicklungsumgebungen, in denen Programme visuell konstruiert werden,
bieten von Grund auf bereits eine statische Visualisierung.
Visualisierung darf aber nicht mit visueller Programmierung vermischt werden.
Bei visueller Programmierung wird ein Programm visuell erstellt, wobei die Pro-
grammvisualisierung die Darstellung eines Programms bedeutet, egal wie es er-
stellt wurde. Visualisierung ist nu¨tzlich, um Programme zu verstehen. Software-
entwickler, die ein Programm nicht kennen, ko¨nnen damit schneller und besser
einen U¨berblick u¨ber die Funktionalita¨t eines Programms erlangen. Speziell in
objektorientierten oder komponentenbasierten Programmen ist es oft schwer, die
Zusammenha¨nge zu verstehen, wenn nur der Quelltext zur Verfu¨gung steht. UML
wird oft zur Visualisierung von Programmen benutzt, wobei aber die Diagramme
nicht mit dem wirklichen Quelltext oder Laufzeitverhalten des Programms u¨ber-
einstimmen mu¨ssen. Das Ziel der Visualisierung ist es, das aktuelle Verhalten
eines Programms graphisch zu beschreiben. Wichtig ist dabei, daß die Darstel-
lung klar und einfach ist. Die Informationen mu¨ssen abstrakt dargestellt werden
und du¨rfen nicht mit Details u¨berladen sein. Souder et al. [SMS01] fu¨gt hinzu,
daß verschiedene Sichten nu¨tzlich seien. Dabei ko¨nne jede Sicht unterschiedli-
che Informationen klar darstellen, um dadurch einen guten U¨berblick von einem
Programm zu erhalten.
Die gro¨ßten Probleme der aktuellen Visualisierungswerkzeuge seien nach Reiss
[Rei97], daß sie schwierig zu benutzen seien und daß sie nicht in der Lage seien,
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große Datenmengen zu verarbeiten bzw. fu¨r den Menschen geeignet zu pra¨sen-
tieren. Um das zu lo¨sen, mu¨sse so ein Werkzeug Filtermechanismen anbieten,
um die Datenmengen zu reduzieren. Fu¨r eine Visualisierung mu¨sse ein geeigneter
Mittelweg gefunden werden, um sie nicht zu kompliziert zu machen, aber dennoch
genu¨gend Informationen anzubieten.
Eine Visualisierung kann oft als Datenflußsystem angesehen werden. Komponen-
ten oder andere Softwarekonstrukte, die Daten abgeben, ko¨nnen als Datenquellen
betrachtet werden. Komponenten, die Daten erwarten, sind entsprechend Daten-
senken. Die Beziehungen, d.h. die Kommunikation zwischen den Quellen und
Senken, ko¨nnen somit als gerichteter Graph abgebildet werden.
4.3 Kriterien fu¨r Testen und Ablaufverfolgung
Nachdem zuvor das Testen und die Ablaufverfolgung angesprochen wurde, wer-
den nun Kriterien aufgefu¨hrt, die bei der Erstellung solcher Werkzeuge notwen-
dig sind. Da ich dafu¨r keine Zusammenstellung von Kriterien fand, werde ich im
folgenden, unter Bezug auf Literaturstellen, wichtige zusammentragen. Die auf-
gefu¨hrten Kriterien ko¨nnen nicht als die einzig gu¨ltigen angesehen werden. Zu
jedem Kriterium wird ein Beispiel angegeben, welche Folgen das Einhalten bzw.
Nicht-Einhalten hat.
Schwarze Kiste Tests (T1): Diese Tests (engl. black box test) sind anwendbar
fu¨r Komponentensoftware. Die kleinste Einheit zum Testen bei der Kom-
ponententechnologie ist die Komponente. Es ist nicht notwendig, die Be-
standteile einer Komponente einzeln zu testen, sondern es ist besser, eine
Komponente als ganze zu betrachten, wie sie auch spa¨ter eingesetzt wird.
Demeyer et al. [DDN03] sagen, es sei wichtig, die Schnittstelle zu Testen,
nicht die Implementation.
Da Komponenten Blo¨cke mit Ein- und Ausga¨ngen bilden, ist es praktikabel,
sie mit einer Kombination aus Kontroll- und Datenflußtests zu verifizieren.
Eine Nachricht oder Daten ko¨nnen in einen Eingang gegeben werden, und
die an den Ausga¨ngen bereitgestellten Daten ko¨nnen getestet werden.
+ Ein Testfall darf nur die Schnittstelle beru¨cksichtigen. So kann sicher-
gestellt werden, daß eine Komponente genau das erfu¨llt, wozu sie spe-
zifiziert wurde.
- Wird anhand der Implementation eine Komponente getestet, muß u.U.
der Testfall neu erstellt werden, wenn an der Implementation etwas ge-
a¨ndert wird.
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Normale Schnittstelle (T2): Die normale Komponentenschnittstelle muß aus-
reichen, um aussagekra¨ftige Tests zu erstellen. Sobald spezielle Schnittstel-
len zum Setzen von Zusta¨nden, wie bei dem Component+ [Com01] Projekt
benutzt werden, sind die Tests nicht mehr repra¨sentativ.
+ Wird die normale Schnittstelle genutzt, kann nur mit der Schnittstelle
getestet werden, mit der eine Komponente spa¨ter eingesetzt wird.
- Durch speziell zum Testen vorgesehene Mechanismen der Komponen-
te, ko¨nnen zusa¨tzlich Ma¨ngel eingebaut werden bzw. andere verborgen
werden.
Beno¨tigte Funktionalita¨t testen (T3): Ein Komponentensoftware-Entwick-
ler solle nur die beno¨tigte Funktionalita¨t testen, beschreiben Harrold et al.
[HLS99]. Zusa¨tzliche Aufrufe, von sonst unbenutzter Funktionalita¨t, ko¨nnen
Variable setzen, die anderenfalls uninitialisiert sind und einen Mangel ver-
ursachen. Beck [Bec00] nennt diese Tests Komponententests.
Der Komponentenentwickler muß hingegen die gesamte Komponente te-
sten. Er muß dadurch sicherstellen, daß sie in allen mo¨glichen Einsatzge-
bieten einwandfrei funktioniert. Der Komponentenentwickler weiß nicht, fu¨r
welchen genauen Zweck ein Anwendungsentwickler seine Komponenten ein-
setzen mo¨chte. Durch seine Tests muß er zeigen, daß die Schnittstelle der
Komponente der Spezifikation entspricht. Beck nennt diese Funktionstests.
+ Testet der Software-Entwickler nur die beno¨tigte Funktionalita¨t, kann
er pru¨fen, ob eine Komponente genau die Aufgabe erfu¨llt, die er auch
in seiner Anwendung beno¨tigt.
- Nach Harrold et al. [HLS99] kann nicht sichergestellt werde, daß ei-
ne Komponente in ihrem speziellen Kontext einwandfrei funktioniert,
wenn mehr als die beno¨tigte Funktionalita¨t getestet wird.
Verklemmungen/Zeitverhalten (T4): Das Finden von Verklemmungen
(engl. Deadlock) und das Pru¨fen des Zeitverhaltens einer oder mehrerer
Komponenten ist eine wichtige Aufgabe eines Testwerkzeugs. Im Compo-
nent+ [Com01] Projekt wird erwa¨hnt, daß Verklemmungen in einzelnen
Komponenten unwahrscheinlich seien. Sie kommen eher im Zusammenspiel
mit mehreren Komponenten vor.
Handelt es sich bei einer Komponentenanwendung um ein Echtzeitsystem,
ist es notwendig, die beno¨tigten Komponenten nicht nur auf die Funktio-
nalita¨t zu testen, sondern auch auf ihr Zeitverhalten zu untersuchen.
+ Das Zeitverhalten einer Komponente ist wichtig, wenn es darum geht,
viele gleiche Operationen durchzufu¨hren. Mitunter kann man so zwi-
schen unterschiedlichen Implementierungen die beste herausfinden.
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- Wird nicht auf Verklemmungen gepru¨ft, kann es sein, daß eine An-
wendung in manchen Fa¨llen nicht weiterarbeiten kann. Diese Fa¨lle
sind dann oft schwer zu identifizieren.
Testspezifikation (T5): Die Testspezifikation soll nach Morris et al. [MLP+01]
sprachunabha¨ngig und leicht zu lesen sein. Vorteilhaft sei es, wenn nicht nur
die Testsoftware die Spezifikation versteht, sondern daß sie auch fu¨r den
Entwickler versta¨ndlich ist. Es solle mo¨glich sein, mehrere Testfa¨lle fu¨r eine
Komponente zu spezifizieren. Cox und Song [CS01] fordern, daß Testfa¨lle
mit jeweils den entsprechenden Komponenten mitgeliefert werden sollen.
+ Wenn mehrere Testfa¨lle angegeben werden ko¨nnen, ist es mo¨glich, in
kleinen, versta¨ndlichen Tests eine Komponente zu testen.
- Werden keine Testfa¨lle mit einer Komponente ausgeliefert, ist es fu¨r
einen Entwickler schwerer, eigene Testfa¨lle zu entwickeln, um die be-
no¨tigte Funktionalita¨t zu testen.
Regressionstests (T6): Das wiederholte Testen der gleichen Testfa¨lle, z.B. nach
A¨nderungen an Quelltexten, wird Regressionstest genannt. Siepmann und
Newton [SN94] legen auf Regressionstests großen Wert. Wenn der Quelltext
einer Komponente gea¨ndert werde, sei es notwendig zu testen, ob sich das
Verhalten nicht gea¨ndert habe, bzw. ob Ma¨ngel eliminiert seien und daß
sich keine neuen eingeschlichen haben. Beck und Gamma [BG98] besta¨rken
dies, in dem sie sagen, daß Tests am Laufen bleiben mu¨ßten. Morris et al.
[MLP+01] fu¨gen hinzu, daß Regressionstests leicht und effizient durchfu¨hr-
bar sein mu¨ßten, damit der Entwickler nicht die Lust am Testen verliert.
Beck [Bec00] fordert, daß Regressionstests automatisiert werden mu¨ßten
und nur eine positive bzw. negative Ru¨ckmeldung liefern du¨rften, ob sie
erfolgreich waren.
+ Durch Regressionstests kann jederzeit die Korrektheit einer Ansamm-
lung von Komponenten sichergestellt werden.
- Werden keine Regressionstests durchgefu¨hrt, ko¨nnen sich leicht schon
bei kleinen A¨nderungen Fehler einschleichen.
Filtermechanismen (T7): Ein Ablaufverfolgungswerkzeug mu¨sse Filtermecha-
nismen anbieten, fordern Souder et al. [SMS01]. Dadurch sei es mo¨glich,
die großen Datenmengen, die bei der Analyse anfielen, zu reduzieren. Ein
Werkzeug solle Regeln anbieten, um Daten auszuschließen bzw. wieder ein-
zubinden.
+ Durch Filtern von Daten, kann eine klarere Ansicht eines Programms
erzielt werden.
48 KAPITEL 4. TESTEN UND ABLAUFVERFOLGUNG
- Werden keine Daten gefiltert, so kann die Erstellung von Visualisie-
rungen bei großen Datenmengen zeitintensiv und u.U. problematisch
werden.
Suchmo¨glichkeiten (T8): Nach Bassil und Keller [BK01] sind Suchmo¨glichkei-
ten fu¨r graphische und textuelle Elemente in einem Visualisierungswerkzeug
notwendig. Sie machten in Unternehmen eine Untersuchung, die zeigte wel-
che Kriterien fu¨r ein Visualisierungswerkzeug wichtig seien. Suchmo¨glich-
keiten waren dabei die wichtigsten.
+ Durch Suchmo¨glichkeiten kann gezielt eine bestimmte Komponente in
einer Visualisierung angesteuert werden.
- Existieren keine Suchmo¨glichkeiten, so ist es bei gro¨ßeren Programmen
schwer, einzelne Programmteile wiederzufinden.
Farben (T9): Eine große Rolle spiele nach Bassil und Keller [BK01] auch Farbe.
+ Nach Bassil und Keller [BK01] werde eine Darstellung durch das Ver-
wenden von Farben u¨bersichtlicher.
- Werden z.B. alle Verbindungen zwischen Komponenten gleichfarbig
dargestellt, so ist es schwer, sie zu unterscheiden.
Hierarchie (T10): Die Pra¨sentation der Hierarchie eines Programms sei eben-
falls wichtig (nach Bassil und Keller [BK01]). Gefordert werde neben der
Darstellung aber auch die Navigationsmo¨glichkeit durch die verschiedenen
Ebenen.
+ Navigationsmo¨glichkeiten durch verschiedene Ebenen vereinfachen die
Untersuchung von hierarchischen Programmen.
- Besteht keine Mo¨glichkeit verschiedene Hierarchien eines Programms
anzuzeigen, wird eine komplette Darstellung der Programmausfu¨hrung
oft zu unu¨bersichtlich.
Einstellen der Ansicht (T11): Fu¨r ein Visualisierungswerkzeug ist es wichtig,
daß die Ansicht auf die Kommunikationsdaten individuell einstellbar und
wa¨hrend der Visualisierung vera¨nderbar ist.
+ Je nach Aufgabengebiet, hat der Entwickler die Mo¨glichkeit, die beste
Visualisierung einzustellen.
- Kann keine Visualisierung gea¨ndert werden, ist es fu¨r einen Entwickler
nicht mo¨glich, Details eines Programms herauszufinden.
Kapitel 5
Agenten im elektronischen
Handel
Agenten gibt es schon seit vielen Jahrzehnten oder Jahrhunderten. Der sicher
beru¨hmteste Agent in unserer Zeit ist James Bond. Nein, James Bond hat nichts
mit Software zu tun und ist auch nicht im elektronischen Handel ta¨tig. Hong et
al. [HGZ99] sagen, daß Software-Agenten sich a¨hnlich wie menschliche Agenten
verhalten. Deshalb soll im na¨chsten Abschnitt James Bond zur Hilfe genom-
men werden, um Software-Agenten zu erkla¨ren. In Abschnitt 5.2 wird dann ein
Software-Agent vorgestellt, der als Beispiel dienen soll, HotAgent (s. Kapitel 6)
und andere Entwicklungs-Umgebungen (s. Kapitel 8) zu untersuchen. Abschnitt
5.3 bescha¨ftigt sich damit, wie der zuvor eingefu¨hrte Agent in der Komponenten-
technik umgesetzt werden kann. Abschließend wird in Abschnitt 5.4 das Umfeld
vorgestellt, in dem die mit HotAgent erstellten Agenten eingesetzt werden ko¨nnen.
5.1 Allgemein
Eine einheitliche Definition fu¨r Software-Agenten existiert noch nicht. Schaut
man sich mehrere Definitionen an, merkt man aber, daß sie sich doch a¨hneln.
Hong et al. [HGZ99] schreiben:
Software agents are entities that function autonomously and perform
laborious information processing tasks cooperatively.
Pichler et al. [PPW02] schreiben:
Ein Software-Agent ist ein im Auftrag eines Benutzers weitgehend au-
tonom handelndes Programm, das im Idealfall auch mit einer gewissen
Entscheidungskompetenz ausgestattet ist.
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Gemeinsam haben die Definitionen, daß ein Agent selbsta¨ndig handelt. Bekommt
James Bond einen Auftrag, so wird von ihm auch erwartet, daß er seine Aufga-
ben selbsta¨ndig ausfu¨hrt, ohne daß er sta¨ndig Ru¨ckfragen stellt. Dafu¨r ist es auch
notwendig, daß er eine gewisse Entscheidungskompetenz hat. Ohne die kann er
nicht selbsta¨ndig arbeiten. Dazu geho¨rt aber auch, daß er mit anderen zusam-
menarbeiten kann.
Hilmer [Hil99] und Hong et al. [HGZ99] stellen Eigenschaften auf, die ein Agent
meistens erfu¨llt. Sie fordern aber nicht, daß alle Kriterien erfu¨llt werden mu¨ssen,
damit ein sogenannter
’
Agent‘ auch ein Agent laut obiger Definition ist.
Ku¨nstlich: Ein Agent ist ku¨nstlich, da er von Menschenhand geschaffen wurde.
Intelligent: So wie James Bond, muß ein Software-Agent die Situation bzw. die
gebotenen Informationen richtig interpretieren, damit er eine Entscheidung
treffen kann. Ist dies nicht der Fall, kann er nicht auf die gerade gegebene
Situation eingehen und handelt u.U. falsch. Hoffmann [Hof01a] fordert eine
Balance zwischen Intelligenz und Einfachheit, damit die Komplexita¨t eines
Agenten nicht zu hoch werde.
Autonom: Ist ein Agent in der Lage, selber Entscheidungen zu treffen, kann
er unabha¨ngig arbeiten. Wie oben erwa¨hnt, ist es nicht gewollt, daß ein
Agent immer bei der zusta¨ndigen Organisation nachfragt, ob er etwas so
oder anders machen soll. Hat James Bond eine Aktion ausgefu¨hrt, so muß
er, was auch fu¨r einen Software-Agenten gilt, sein Handeln kontrollieren
und bewerten.
Sozial: Wichtig fu¨r James Bond ist es, daß er sich mit anderen Menschen aus-
tauschen kann. Es bringt wenig, wenn er vor sich hin arbeitet, ohne daß
er jemandem mitteilen kann, wie groß seine Erfolge sind oder wie er neue
Auftra¨ge erha¨lt. Genau so muß auch ein Software-Agent in der Lage sein,
von Menschen seine Auftra¨ge zu bekommen, eventuell mit anderen Agenten
zusammenarbeiten zu ko¨nnen und seine Ergebnisse zu pra¨sentieren.
Initiativ: James Bond arbeitet im Auftrag seiner Majesta¨t und verfolgt somit
deren Ziele. Genauso hat ein Software-Agent einen eindeutigen Auftragge-
ber und muß deshalb die Initiative ergreifen, um ihn zu unterstu¨tzen.
Lernfa¨hig: Bei jedem Auftrag, egal ob er geglu¨ckt oder gescheitert ist, lernt
James Bond etwas dazu. Das gleiche wird von einem Software-Agenten
erwartet. Er muß sich merken, bei welchen Informationen er so oder so
entschieden hat, um aus eventuellen fru¨heren Fehlern zu lernen.
Einsatzbereit: James Bond muß Tag und Nacht auf der Hut sein, weil er nicht
weiß, wann die Bo¨sewichte ihn behelligen. Genauso muß ein Software-Agent
5.1. ALLGEMEIN 51
auch sta¨ndig einsatzbereit sein, um anfallende Informationen sofort bear-
beiten zu ko¨nnen.
Mobil: Bekommt James Bond einen Auftrag, ist es notwendig, seinen Arbeitsort
zu wechseln. Fu¨r viele Arbeiten muß er vor Ort sein und kann sie nicht
bequem von seinem Schreibtisch aus erledigen. Das bringt es mit sich, daß er
sich auch den jeweiligen Gegebenheiten anpassen muß. Ein Software-Agent
ist zwar nicht ganz so flexibel wie ein Mensch, es besteht aber fu¨r ihn auch
die Mo¨glichkeit, seinen Einsatzort zu wechseln und sich u.U. anzupassen.
Mental definiert: Das Handeln von James Bond ist in der Regel mental beein-
flußt. Er handelt so, wie es ihm sein Verstand vorgibt. Software-Agenten
haben auch die Mo¨glichkeit, nach ihrem Verstand bzw. den gegebenen In-
formationen zu handeln.
Emotional definiert: Das Handeln von James Bond ist in den verschiedenen
Situationen oft sehr emotional betont. Ob das bei Software-Agenten auch
der Fall sein kann, wird mit Recht skeptisch betrachtet. Hier soll darauf
nicht weiter eingegangen werden.
Sandholm [San99] sagt, daß Software-Agenten erfolgreicher seien, wenn es darum
gehe, Gescha¨fte abzuschließen. Ob das auch im Bezug auf James Bond stimmt,
ist zweifelhaft. Er ist aber auch nur eine ausgedachte Filmfigur. Software-Agenten
kommen auch bei unterschiedlichen Anforderungen schneller zu einer Lo¨sung.
Handl und Hoffmann [HH99b] bescha¨ftigen sich mit Arbeitsfluß-Leitsystemen
(engl. Workflow Management Systems) bei der Dokumentenverarbeitung fu¨r den
elektronischen Handel. Sie sagen, daß diese Systeme nicht leistungsfa¨hig genug
sind, um spontane Reaktionen zu ermo¨glichen. Agenten hingegen sind flexibel
genug, aber nicht effizient genug, was das Unterstu¨ten des Arbeitsflusses angeht.
Eine Kombination aus beiden Systemen kann aber die Lo¨sung bringen. Dabei
gibt es drei Arten von Agenten:
Agierende Agenten: Sie erfu¨llen jeweils eine spezielle Aufgabe. Sie werden von
Arbeitsfluß-Leitsystemen aufgerufen, um z.B. Dokumente zu bearbeiten.
Die Agenten fu¨hren dabei vorwiegend Routinearbeiten aus.
Perso¨nliche Agenten: Routinearbeiten werden von perso¨nlichen Agenten aus-
gefu¨hrt und agieren auf Veranlassung von einzelnen Benutzern.
Betriebsinterne Agenten: Arbeitsfluß-Leitsysteme werden durch betriebsin-
terne Agenten unterstu¨tzt. Sie erstellen z.B. verschiedene Ansichten fu¨r
unterschiedliche Benutzer und verwalten Zugriffsrechte fu¨r die einzelnen
Dokumente.
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5.2 Beispiel elektronische Apotheke
Im folgenden wird ein Software-Agent vorgestellt, der als Beispiel dienen soll, um
HotAgent (s. Kapitel 6) und andere Entwicklungsumgebungen (s. Kapitel 8)
zu untersuchen. Zugegebenermaßen hat dieser Agent nicht viel mit James Bond
gemeinsam, außer daß er hilft, Viren zu beka¨mpfen, die einen Patienten plagen.
Der Medical Advisory Service Agent (MASA) [Cla01] ist ein Agent, der Patienten
Ratschla¨ge fu¨r ein mo¨gliches Medikament gibt. Dazu erha¨lt der Agent elektroni-
sche Post von Patienten, die er nach mo¨glichen Krankheitssymptomen analysiert.
Anhand dieser Symptome versucht der Agent eine Krankheit festzustellen. Ist
dies eindeutig mo¨glich, kann der Agent ein mo¨gliches Medikament vorschlagen.
Ist eine Zuordnung nicht eindeutig mo¨glich, muß der Agent eine Ru¨ckfrage an den
Patienten formulieren, um so mehr Informationen u¨ber eine mo¨gliche Krankheit
zu erfragen.
Ob ein solcher Agent in Deutschland rechtlich vertretbar ist oder nicht, soll außer
acht gelassen werden. Andere Anwendungsgebiete a¨hnlicher Art liegen auf der
Hand.
Der Patient soll mit dem Agenten u¨ber elektronische Post kommunizieren. Um
den Prototyp des Agenten zu vereinfachen, wurde eine graphische Benutzungs-
oberfla¨che erstellt, die den Postaustausch vereinfachen soll. Der Benutzer tippt
einfach seinen Brief in eine Eingabebox ein und dru¨ckt dann den Knopf Submit,
um den elektronischen Brief abzuschicken. Die gleiche Eingabebox wird dann
wieder benutzt, um die Antwort des MASA anzuzeigen.
Abbildung 5.1: Anfrage an den Agenten Abbildung 5.2: Antwort des Agenten
Abbildung 5.1 und 5.2 zeigen die Benutzungsoberfla¨che des MASA. Abbildung
5.1 zeigt die Anfrage des Patienten und Abbildung 5.2 entha¨lt die Antwort des
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Agenten. Der Prototyp des Agenten kann immer nur Anfragen nacheinander be-
antworten.
Im vorangegangenen Abschnitt 5.1 wurden Eigenschaften fu¨r Agenten vorgestellt.
Nun soll kurz betrachtet werden, welche auch fu¨r den MASA gelten. Der Agent ist
ku¨nstlich, da er ja von Menschenhand geschaffen wurde. Es wird von ihm auch eine
selbsta¨ndige Arbeit verlangt, wodurch er als autonom bezeichnet werden kann. Er
muß mit Patienten kommunizieren und wird deshalb als sozial eingestuft. Initiativ
ist er, da er stets das Bestreben hat, gute Vorschla¨ge fu¨r ein Medikament zu
machen. Lernfa¨hig ist er im derzeitigen Ausbaustadium nicht. Dazu mu¨ßte er sich
merken, welche Empfehlungen er gegeben hat und diese zum geeigneten Zeitpunkt
auswerten. Einsatzbereit muß er immer sein, denn er muß jederzeit mit einer
Patientenanfrage rechnen. Mobil ist er nicht, er macht keine Krankenbesuche,
sondern wartet nur auf elektronische Anfragen. Mental oder emotional definiert
ist der MASA nicht.
5.3 Aufteilung von Agenten in Komponenten
Nun soll untersucht werden, wie sich der MASA in Komponenten mit mo¨glichst
minimaler Komplexita¨t aufteilen la¨ßt. Dazu haben sich Clausius [Cla01], Giesl
[Gie01] und wir [HHM03] Gedanken gemacht. Im folgenden werden Komponenten
in drei verschiedene Gruppen eingeteilt, um ein hierarchisches Zusammensetzen
von Komponenten zu erlauben. Diese drei Gruppen sind aber nicht notwendiger-
weise die einzig mo¨glichen.
Systemkomponente: (engl. top system components) Die Systemkomponente
ist die umfassende Komponente eines fertiggestellten Hauptprogramms und
ist der Einstiegspunkt bzw. Aktivierungspunkt fu¨r das ausfu¨hrbare Pro-
gramm.
Zwischenkomponenten: (engl. intermediate components) Diese helfen (optio-
nal), um ein System zu strukturieren, und besitzen eine definierbare Funk-
tionalita¨t. Sie sollen helfen, die Komplexita¨t eines Agenten zu reduzieren.
Minimalkomponenten: (engl. minimal components) Diese Komponenten sind
die kleinsten Teile in der Hierarchie und stellen elementare Funktionen be-
reit.
In den verschiedenen Gescha¨ftsanwendungen gibt es immer a¨hnliche Aufgaben-
gebiete. Dies erlaubt es, spezielle Komponenten immer wieder zu verwenden. Es
ko¨nnen z.B. Komponenten sein, die bestimmte Kommunikationsprotokolle be-
reitstellen, damit mit speziellen Partnern kommuniziert werden kann.
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Wie dieMASA Systemkomponente in Zwischenkomponenten und Minimalkompo-
nenten aufgeteilt werden kann, soll im folgenden untersucht werden. Dazu wurden
mehrere Mo¨glichkeiten gefunden.
5.3.1 Lineare Verarbeitung
Der erste Ansatz geht davon aus, daß alle Komponenten fu¨r einen Agent mitein-
ander linear verknu¨pft werden (s. Abb. 5.3). Dabei erha¨lt die erste Komponente
die initialen Daten, bearbeitet diese und reicht sie an die nachfolgende Kom-
ponente weiter. Dies geschieht so lange nach dem vorgegebenen Muster, bis die
letzte Komponente die Daten bekommen und verarbeitet hat.
Datenfluß
Krankheit suchen
Medikament suchen
ePost empfangen ePost analysieren
ePost verschicken
Abbildung 5.3: Lineare Verarbeitung
Bei dieser Aufteilung sind alle verwendeten Komponenten Zwischenkomponenten.
Die Komponenten sind stark auf die beno¨tigte Funktionalita¨t zugeschnitten und
ko¨nnen dadurch nicht gut wiederverwandt werden. Ein anderer Nachteil ist, daß
alle Daten von der ersten bis zur letzten Komponente in der Kette durchgereicht
werden mu¨ssen, z.B. wird die ePostadresse von der ePost empfangen Komponente
bis zu der ePost verschicken Komponente weitergereicht.
Der MASA la¨ßt sich dabei in folgende fu¨nf Komponenten aufteilen (s. Abb. 5.3):
ePost empfangen: Diese Komponente wartet auf elektronische Briefe, die eine
Beschreibung der Krankheitssymptome entha¨lt. Sie sto¨ßt nach Erhalt das
Verarbeiten an und gibt die Absenderadresse mit dem Brieftext weiter.
ePost analysieren: Der Agent muß den Brief auf Symptome analysieren. Um
die Komponente zu vereinfachen, sucht sie nur nach Schlu¨sselworten und
benutzt keinen Algorithmus aus dem Gebiet der ku¨nstlichen Intelligenz. Sie
stellt die gefundenen Krankheitssymptome bereit und gibt die Absender-
adresse unvera¨ndert weiter.
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Krankheit suchen: An Hand der Symptome kann nun die Krankheit gesucht
werden, die der Patient haben ko¨nnte. Die Komponente gibt wieder die
Adresse weiter und gibt dazu noch die gefundene Krankheit an.
Medikament suchen: Fu¨r das Antwortschreiben fehlt dem Agenten noch eine
Medikamentenempfehlung. Dafu¨r ist diese Komponente zusta¨ndig. Sie stellt
wieder die Adresse mit der Krankheit bereit und fu¨gt noch ein passendes
Medikament hinzu.
ePost verschicken: Die letzte Aufgabe ist, aus der Krankheit und dem Me-
dikament eine Antwort fu¨r den Patienten zu erstellen. Das erledigt diese
Komponente und schickt die Antwort an den Patienten zuru¨ck.
5.3.2 Wiederaufnahme und Transaktionsmanagement
Lineare Verarbeitung ist nicht ausreichend, wenn es um wiederkehrende Aufgaben
im elektronischen Handel geht. Dazu wird ein geschlossener Kreislauf beno¨tigt.
Zusa¨tzlich wird eine Komponente warte eingefu¨gt (s. Abb. 5.4):
Archiv ePost verschicken
Krankheit suchen
Medikament suchen
ePost empfangen ePost analysierenwarte
Datenfluß
Abbildung 5.4: Lineare Verarbeitung mit Wiederaufnahme und Transaktionsma-
nagement
warte: Diese Komponente ha¨lt die Verarbeitung an, bis eine neue Anfrage ein-
geht.
Der in Abschnitt 5.3.1 vorgestellte Agent bietet keine Mo¨glichkeit, zuvor gemach-
te Empfehlungen zu speichern. Er besitzt dafu¨r kein Patientenarchiv. Sinnvoll ist
es aber bei einer erneuten Untersuchung des gleichen Patienten zuvor gemachte
Empfehlungen zu beru¨cksichtigen. Die in diesem Abschnitt verwendete Variante
des MASA bietet dazu noch die folgenden Mo¨glichkeiten, auf fru¨here Transaktio-
nen zuru¨ckzugreifen:
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• Eine zusa¨tzliche zentrale Archiv-Komponente, in der alle Patientendaten
und Krankeitssymptome gespeichert werden (s. Abb 5.4).
• Spezifische Archivfunktionen, die in jeder Komponente des Agenten ange-
siedelt sind. Es wird davon ausgegangen, daß in dem zu bearbeitenden Do-
kument jeweils Informationen u¨ber fru¨here Transaktionen enthalten sind,
wie in den Arbeiten Handl [Han01] und Hoffmann [HH99a] erkla¨rt wird.
ePost analysieren
+ Archiv+ Archiv
warte Krankheit suchen
Medikament suchen
ePost empfangen
ePost verschicken
+ Archiv + Archiv
+ Archiv + Archiv
Datenfluß
Abbildung 5.5: Lineare Verarbeitung mit Wiederaufnahme und Transaktionsma-
nagement im Dokument
Archiv: Diese Komponente realisiert ein Archiv fu¨r alle ePost-Anfragen. Sie
speichert alle Transaktionen mit den Patienten.
... + Archiv: Diese Komponenten ersetzen die entspechenden Komponenten
aus Abbildung 5.3 und 5.4 durch solche mit Archivfunktionen.
5.3.3 Dienst- und Steuerungskomponenten
Eine andere Mo¨glichkeit ist, die Systemkomponente des MASA einzufu¨hren und
diese dann in Dienst- und Steuerungskomponenten aufzuteilen, um Funktionalita¨t
und Verhalten zu trennen. Jeder Agent hat in der Regel eine Steuerungskompo-
nente, die eine Zwischenkomponente darstellt. Diese beinhaltet das wesentliche
Verhalten desMASA und wird verwendet, um die Aufgaben der Dienstkomponen-
ten zu steuern. Die Dienstkomponenten (Zwischen- oder Minimalkomponenten)
hingegen realisieren Standardfunktionalita¨t und zeichnen sich durch eine hohe
Wiederverwendbarkeit aus (s. Abb. 5.6).
Die Steuerungskomponente des MASA hat folgende Aufgabe:
Steuerung: Sie repra¨sentiert den Zustand des Agenten und bildet das Herzstu¨ck.
Sie hat die Aufgabe, die einzelnen Bearbeitungsschritte zu koordinieren. Sie
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Dienstkomponenten
Krankheitsdatenbank
Steuerung
Kommunikation
Archivdatenbank
Textanalyse
Medikamentendatenbank
ruft auf
Abbildung 5.6: Dienst- und Steuerungskomponenten
ruft (im Sinne von Parnas [Par76]) die Dienstkomponenten auf und teilt
diesen kleine Aufgabenbereiche zu. Dazu besitzt sie entsprechende Ein-
und Ausga¨nge, um mit den Dienstanbieterkomponenten zu kommunizie-
ren. Die Steuerungskomponente ist sehr auf die Bedu¨rfnisse eines Agenten
zugeschnitten und muß deshalb meist von Hand mittels einer textuellen
Programmiersprache programmiert werden.
Neben der Steuerungskomponente beno¨tigt der MASA noch folgende Dienstkom-
ponenten:
...datenbank: In dieser Komponente ko¨nnen beliebige Datensa¨tze gespeichert
werden, die an Hand eines Schlu¨ssels identifiziert werden ko¨nnen. Die Da-
tenbank unterstu¨tzt neben dem Einfu¨gen und Lo¨schen von Datensa¨tzen
auch die Abfrage von Datensa¨tzen nach definierbaren Kriterien.
Die Datenbankkomponente kann an drei Stellen in dem MASA eingesetzt
werden. In der Krankheitsdatenbank werden die mo¨glichen Symptome mit
den dazugeho¨rigen Krankheiten verknu¨pft. Um Empfehlungen fu¨r Medika-
mente auszusprechen, ist die Medikamentendatenbank notwendig. Die Ar-
chivdatenbank dient dazu, um Informationen u¨ber die Patienten abzulegen.
Textanalyse: Diese Komponente hat die Aufgabe, einen elektronischen Brief zu
analysieren. Auch hier ist die Analyse von Texten auf die Erkennung von
Schlu¨sselworten reduziert, da die Analyse von natu¨rlicher Sprache nicht
Thema dieser Arbeit ist. Wird der MASA in einem echten System einge-
setzt, ist es kein Problem, diese Komponente durch eine leistungsfa¨higere
auszutauschen.
58 KAPITEL 5. AGENTEN IM ELEKTRONISCHEN HANDEL
Kommunikation: Die Kommunikationskomponente ist fu¨r das Abwickeln der
Kommunikation zwischen Patienten (Gescha¨ftspartnern) und dem MASA
zusta¨ndig.
5.3.4 Zusammengesetzte Steuerungskomponenten
Wie zuvor erwa¨hnt, sind Steuerungskomponenten speziell auf einen Agenten zu-
geschnitten. Diese werden meist textuell in einer normalen Programmiersprache
entwickelt. Besser und einfacher ist es aber, Steuerungskomponenten aus bereits
vorgegebenen Komponenten zu erstellen. So lassen sich auch leicht generische
Steuerkomponenten anfertigen, die durch nur geringe Anpassungen auf eine spe-
zielle Aufgabe zugeschnitten werden ko¨nnen, was Wagner und Horling [WH01]
fordern. Mit Hilfe von Zwischen- und Minimalkomponenten ko¨nnen Steuerkom-
ponenten erstellt werden, die wieder System- oder Zwischenkomponenten sind.
Steuerung
Kommunikation
Archivdatenbank
Textanalyse
ruft auf
Bedingung Verteiler
...
Krankheitsdatenbank
Medikamentendatenbank
Abbildung 5.7: Zusammengesetzte Steuerungskomponenten
Im MASA (s. Abb. 5.7) wird die Aufteilung von Dienst- und Steuerkomponen-
ten, wie in Abschnitt 5.3.3, beibehalten. Die Steuerkomponente (Zwischenkom-
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ponente) wird aber durch mehrere Minimalkomponenten zusammengesetzt. Diese
Minimalkomponenten sind z.B. Verteiler, Auswa¨hler, Bedingungen und Schleifen.
Durch die Definition von Mustern, wie die zuvor genannten Minimalkomponenten
zusammengesetzt werden ko¨nnen, ist es mo¨glich, generische Steuerkomponenten
zu erstellen. Diese brauchen dann beim Verwenden in einem Agenten nur noch
angepaßt und konfiguriert werden.
5.4 HOTxxx Projekt
Das HOTxxx Projekt [Hof01b], zu dem auch HotAgent geho¨rt, hat seine Wur-
zeln im Jahr 1995. Das Projekt begann mit dem Entwickeln eines flexiblen Doku-
mentverwaltungssystems HOTDoc [Buc98, Buc00]. Die Idee war, in ein elektroni-
sches Dokument verschiedene Dokumentteile einzufu¨gen. Diese Teile ko¨nnen z.B.
Text, Mediendaten, Tabellen (HOTCalc) usw. sein. Es entha¨lt eine Skriptsprache
(HOTScrip), mit der bestimmte Mechanismen, wie z.B. das Erstellen einer Gra-
phik (HOTDraw), automatisiert werden ko¨nnen. Ebenfalls erlaubt sie auch Inter-
aktion mit dem Anwender. Das HOTDoc Dokumentverwaltungssystems wurde
darauf in weiteren Arbeiten erga¨nzt. HOTSimple [Kun02] ist z.B. ein Simulations-
und Planungswerkzeug, mit dem komplexe Tabellenkalkulationen ausgefu¨hrt wer-
den ko¨nnen.
Auf diesen Arbeiten basiert das internet-basierte Arbeitsfluß-Leitsystem HOT-
Flow [Han01, HH99a]. Es regelt den Dokumentenaustausch zwischen Gescha¨fts-
partnern im Internet. Es wird u.a. kontrolliert, wer welche Dokumentteile be-
trachten und a¨ndern darf. Zusa¨tzlich wird fu¨r das Archivieren der Kommunika-
tion gesorgt.
In diese Arbeit la¨ßt sich HotAgent eingliedern. Die mit HotAgent erstellten
Agenten sollen Routinearbeiten fu¨r den elektronischen Handel u¨bernehmen und
damit einem Gescha¨ftspartner Arbeit abnehmen. Sie ko¨nnen z.B. elektronische
Dokumente analysieren, bearbeiten und beantworten. Eine andere Aufgabe ist,
eine Sortierung der Post anhand des Inhalts vorzunehmen und den zusta¨ndigen
Sachbearbeitern zuzustellen. Um dies zu ermo¨glichen, lassen sich die Agenten in
den Arbeitsfluß von HOTFlow eingliedern.
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Kapitel 6
HotAgent
Entwicklungsumgebung
HotAgent [Mar, Mar01] ist eine visuelle Entwicklungsumgebung fu¨r Agenten
im elektronischen Handel. Sie beinhaltet einen Komponentenentwurfsrahmen, der
spezielle Komponenten fu¨r die leichte Erstellung von Agenten bietet.
HotAgent bietet verschiedene Werkzeuge fu¨r die komponentenbasierte Ent-
wicklung von Agenten an. Darunter fallen Werkzeuge zum Erstellen von Agenten
(s. Abschnitt 6.1), zum Entwickeln von Komponenten (s. Abschnitt 6.2), zum
Testen von Komponenten (s. Abschnitt 6.3 und 6.4) und zum Visualisieren von
Komponentenprogrammen (s. Abschnitt 6.5). In Kapitel 3.2 wird gefordert, daß
Komponenten- und Anwendungsentwicklung (K4, V9) zwei getrennte Teilberei-
che sein sollen, was durch die verschiedenen Werkzeuge von HotAgent gewa¨hr-
leistet wird. In Abschnitt 6.6 wird HotAgent Center vorgestellt, das eine
zentrale Steuerung der einzelnen Werkzeuge ermo¨glicht.
Beim Entwickeln von HotAgent wurde auf ein einheitliches Konzept geach-
tet. HotAgent erlaubt nur das Entwickeln mit Komponenten. Dadurch wird
verhindert, daß der Entwickler das Konzept der Komponententechnologie mit
der objektorientierten Entwicklung mischen kann, das andere Entwicklungsum-
gebungen zulassen. Damit werden von vornherein Probleme ausgeschlossen, die
das Entwickeln von Anwendungen beeintra¨chtigen ko¨nnten.
Alle Werkzeuge pra¨sentieren sich in einer einheitlichen Benutzungsoberfla¨che
(V13). Dadurch muß der Entwickler nur den Umgang mit einem Werkzeug ler-
nen und kann seine Vorgehensweise direkt auf die anderen Werkzeuge u¨bertragen.
Alle Werkzeuge bieten eine visuelle Unterstu¨tzung beim Entwickeln und daru¨ber
hinaus eine Mo¨glichkeit des visuellen Programmierens (s. Kapitel 3.1).
Die Werkzeuge ko¨nnen auch gleichzeitig benutzt werden, z.B. kann eine neue
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Komponente entwickelt werden, wa¨hrend zur gleichen Zeit deren Testfall spezifi-
ziert wird. Es ist auch mo¨glich, ein Werkzeug aus einem anderen aufzurufen.
In den folgenden Abschnitten werden die einzelnen Werkzeuge von HotAgent
vorgestellt. Zuerst wird auf konzeptionelle Bestandteile eingegangen. Dann wird
das Vorgehen zum Erstellen einer Anwendung bzw. Komponente beschrieben.
Zur besseren U¨bersichtlichkeit wird die Vorgehensweise eingeru¨ckt gedruckt.
6.1 HotAgent Assembly
Das erste Werkzeug HotAgent Assembly [Mar02b] dient dazu, aus vorgefer-
tigten Komponenten Agenten zusammenzusetzen. In unseren Arbeiten [Mar00,
MS00a] haben wir gezeigt, daß sich die Graphenmetapher am besten fu¨r die vi-
suelle Komposition von Komponenten eignet. Die Komponenten werden dabei
als Piktogramme (Symbole) und die Verbindungen (syntaktische Elemente) als
Pfeile dargestellt. Die Komponenten ko¨nnen auf der Arbeitsfla¨che beliebig ange-
ordnet werden, wodurch ein Gruppieren nach Aufgabenbereichen erlaubt wird.
Außerdem ko¨nnen die Piktogramme der Komponenten je nach Anwendungsge-
biet der Komponenten frei gewa¨hlt werden, um ein besseres Wiedererkennen zu
ermo¨glichen. Dies entspricht dem Kriterium der Na¨he zur Abbildung (V1) und
bietet eine Ansicht (K6) auf die Komponentenprogramme.
Komponenten ko¨nnen zusammengesetzt werden, indem Ausga¨nge einer Kompo-
nente mit Einga¨ngen einer anderen verbunden werden. Es ko¨nnen sowohl mehrere
Ausga¨nge mit einem Eingang als auch ein Ausgang mit mehreren Einga¨ngen ver-
bunden werden. Da ausnahmslos alle Verbindungen zwischen den Komponenten
angezeigt werden, ist dafu¨r gesorgt, daß keine versteckten Abha¨ngigkeiten (V3)
existieren.
HotAgent Assembly erlaubt das Zusammensetzen von Anwendungen zur Ent-
wicklungszeit. Dabei werden alle Komponenten und ihre Verbindungen visuali-
siert. Es gibt zwei verschiedene Arten von Komponenten:
Sichtbare Komponenten repra¨sentieren Elemente auf der graphischen Benut-
zungsoberfla¨che.
Nicht-sichtbare Komponenten sind Komponenten, wie z.B. Datenbanken,
und sind nicht graphisch auf der Benutzungsoberfla¨che abgebildet.
Die Arbeitsfla¨che des HotAgent Assembly Editors (s. Abb. 6.1) besteht aus
zwei Teilen. Alle nicht-sichtbaren Komponenten ko¨nnen auf dem Hauptteil posi-
tioniert werden. Der Rahmen hingegen kann sichtbare und nicht-sichtbare Kom-
ponenten aufnehmen.
6.1. HOTAGENT ASSEMBLY 63
Abbildung 6.1: HotAgent Assembly Editor
Um herauszufinden, ob eine Komponente die erwartete Funktionalita¨t bereit-
stellt, kann jederzeit eine Beschreibung (V10) einer Komponente angezeigt wer-
den. In dieser Beschreibung werden auch alle vorhandenen Ein- und Ausga¨nge
der Komponenten erwa¨hnt. Zusa¨tzlich zu den Namen der Ein- und Ausga¨nge
existiert auch hier wieder eine kurze Beschreibung.
Jedes Komponentenexemplar beno¨tigt einen Namen, der in dem erstellten Agen-
ten eindeutig sein muß. Im Gegensatz zu dem Komponenten-Beschreibungsna-
men, der im globalen Namensraum gespeichert wird, wird der Exemplarname
nur in dem Namensraum des jeweiligen Agenten definiert.
Soll eine neue Anwendung entwickelt werden, muß als erstes die Posi-
tion fu¨r eine neue Komponente auf der Arbeitsfla¨che gewa¨hlt werden.
Danach erscheint ein Eingabefenster, (s. Abb. 6.2) um eine Kom-
ponente auszuwa¨hlen. Wie zuvor erwa¨hnt, werden Komponenten in
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Abbildung 6.2: Erstellen von Komponenten
mehrere Kategorien eingeteilt. Das Fenster zeigt eine Liste, um ei-
ne Kategorie zu wa¨hlen, und nachdem das geschehen ist, kann eine
Komponente gewa¨hlt werden. Hier gibt es ein Feld, in dem eine Be-
schreibung der ausgewa¨hlten Komponenten gezeigt wird. Jedes Kom-
ponentenexemplar beno¨tigt einen Namen, der ebenfalls in dem Ein-
gabefenster definiert wird. Nach dem Auswa¨hlen des Knopfes Create,
wird die Komponente an die zuvor gewa¨hlte Position auf die Arbeits-
fla¨che gesetzt. In dem Beispiel wird eine EMail Komponente mit dem
Exemplarnamen (instance name) myEMail erstellt.
Wenn eine große Anzahl von Komponenten vorhanden ist, kann es
schwierig sein, eine passende Komponente mit der oben beschriebe-
nen Methode zu finden. Eine andere Mo¨glichkeit, eine Komponente
zu finden, ist die Angabe eines Suchausdrucks. Nachdem der Knopf
Search gedru¨ckt wird, kann ein Suchausdruck definiert werden. Die
Suche ist eine Volltextsuche, d.h. alle Komponentennamen und deren
Beschreibungen, inklusive der Ein- und Ausga¨nge, werden durchsucht.
Das Suchergebnis wird in einer Liste dargestellt. Zusa¨tzlich wird fu¨r
eine ausgewa¨hlte Komponente wieder die Beschreibung angezeigt.
Sobald alle beno¨tigten Komponenten auf die Arbeitsfla¨che plaziert
wurden, ist es notwendig, diese zu verbinden. Um eine Verbindung
herzustellen, ist die Quellkomponente zu markieren. Darauf kann der
mittlere Markierungspunkt auf die Zielkomponente gezogen werden
(s. Abb. 6.3). Nachdem die Verbindung hergestellt wurde, pru¨ft Hot-
Agent, ob mindestens ein Quellkomponentenausgang und ein Ziel-
komponenteneingang existiert. Ist dies der Fall, erscheint ein Einga-
befenster (s. Abb. 6.4), in dem die entsprechenden Aus- und Einga¨nge
aus einer Liste gewa¨hlt werden ko¨nnen. Abha¨ngig von der Auswahl
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Abbildung 6.3: Verbinden
von Komponenten
Abbildung 6.4: Erstellen von Verbindungen
wird eine Beschreibung des Ausgangs bzw. des Eingangs angezeigt.
Zusa¨tzlich kann ein Beschreibungstext und eine Farbe fu¨r die Verbin-
dung spezifiziert werden. Die Beschreibung kann ein beliebiger Text
sein, um eine kurze Erla¨uterung der Verbindung zu geben. Abbildun-
gen 6.3 und 6.4 zeigen, wie eine Verbindung vom dem Ausgang notify
der Komponente myEMail zu dem Eingang activate der Komponente
control erstellt wird.
Um eine sekunda¨re Notation (V6) (s. Kapitel 3.2) und semantische Ausdru¨cke
zu unterstu¨tzen, kann jede Verbindung benannt und eingefa¨rbt werden. Petre
[Pet95] warnt, daß eine sekunda¨re Notation unerfahrene Benutzer eher verwirre,
erfahrene Benutzer ko¨nnten aber großen Nutzen daraus ziehen. Deshalb hat jeder
Benutzer die Wahl, ob und wie er eine sekunda¨re Notation einsetzt.
In dem Beispiel (s. Abb. 6.1) haben die Verbindungen verschiedene Farben, je
nach deren Aufgabe. Zusa¨tzlich hat auch jede Verbindung eine kurze Beschrei-
bung um deren Aufgabe zu verdeutlichen. Auch durch die Anordnung der Kom-
ponenten kann der Entwickler eine sekunda¨re Notation anwenden. Durch diese
Mo¨glichkeiten kann ein u¨bersichtlich erstellter Agent bereitgestellt werden.
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Liegen die Komponenten an einigen Stellen dicht aneinander, ist es mo¨glich, daß
die Arbeitsfla¨che doch unu¨bersichtlich wird. Um dieses Problem zu lo¨sen, be-
steht die Mo¨glichkeit, die Ansicht zu vergro¨ßern, zu verkleinern und/oder neu zu
positionieren. Nach dem A¨ndern der Gro¨ße werden die Positionen der Kompo-
nenten gea¨ndert, aber nicht deren Abmessungen. Dies sogt dafu¨r, daß zwischen
den Komponenten mehr Platz entsteht. Wird diese Technik angewandt, ist es
z.B. mo¨glich, weitere nicht-sichtbare Komponenten zwischen sichtbare Kompo-
nenten zu plazieren. Es ist auch mo¨glich, die Darstellung von nicht-sichtbaren
Komponenten, Verbindungen oder Beschreibungen auszuschalten.
Abbildung 6.5: Darstellung mit Grad des Details
Als Alternative zum Vera¨ndern der Darstellungsgro¨ße ist es auch mo¨glich, den
Grad des Details (engl. level of detail) zu a¨ndern. Dazu untersucht HotAgent
alle Verbindungen und vereinigt alle Verbindungen zwischen jeweils zwei Kom-
ponenten. Die neue Verbindung wird mit einer dickeren Linie dargestellt. Sie hat
keinen Beschreibungstext und ihre Farbe ist eine Mischung aus den Farben aller
vereinigten Verbindungen. Die vereinigte Verbindung hat einen oder zwei Pfeil-
spitzen, abha¨ngig von den Richtungen der vereinigten Quellverbindungen. Wird
Abbildung 6.5 mit Abbildung 6.1 verglichen, fa¨llt auf, daß die vier roten Verbin-
dungen zu einer Verbindung mit zwei Pfeilspitzen und die drei braunen zu einer
mit nur einer Spitze verbunden sind. Um u¨ber die vereinigten Verbindungen In-
formationen zu erhalten, ist es mo¨glich, diese zu markieren und die Vereinigung
aufzuheben. Dadurch werden die urspru¨nglichen Verbindungen dargestellt. Es
ist auch mo¨glich, die Option Trennung des Bezugs (engl. separation of concern)
zu aktivieren. Dabei werden nur Verbindungen mit a¨hnlichen Aufgaben verei-
nigt. Dabei wird die Angelegenheit nach der Farbe der Verbindung bestimmt. Es
6.1. HOTAGENT ASSEMBLY 67
werden nur Verbindungen mit derselben Farbe verbunden. Die hier vorgestell-
ten Mo¨glichkeiten zum Vera¨ndern der Darstellung der Arbeitsfla¨che erfu¨llen das
Kriterium der Sichtbarkeit (V7).
HotAgent unterstu¨tzt den Entwickler, wenn er A¨nderungen vornehmen mo¨chte.
Wenn eine Verbindung zwischen zwei Komponenten nicht richtig im Bezug auf
die Aus- und Einga¨nge verbunden ist, ist es mo¨glich, diese ohne Lo¨schen der
Verbindung zu a¨ndern.
Um eine Verbindung zu a¨ndern, wird diese und der Punkt settings im
Kontextmenu ausgewa¨hlt. Darauf o¨ffnet sich das Eingabefenster, wie
in Abbildung 6.4 dargestellt. In diesem Fenster ko¨nnen der Quellaus-
gang, der Zieleingang, die Farbe und der Beschreibungstext gea¨ndert
werden.
Abbildung 6.6: Ersetzen einer Komponente
Eine andere Mo¨glichkeit, A¨nderungen vorzunehmen, ist, eine ganze Komponente
zu ersetzen, ohne Verbindungen zu und von der Komponente zu lo¨schen. In einen
Eingabefenster (s. Abb. 6.6) erscheinen mo¨gliche Alternativen fu¨r diese Kompo-
nente. Abha¨ngig von den benutzten Aus- und Einga¨ngen werden die mo¨glichen
Alternativen angeboten. Diese A¨nderungsmo¨glichkeiten erfu¨llen die Kriterien der
Viskosita¨t (V2) und der Reduktion des Vorausdenkens (V5) (s. Kapitel 3.2).
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6.2 HotAgent Component
Der HotAgent Component [Mar02b] Editor ist ein Werkzeug, um nicht-
sichtbare Komponenten visuell zu erstellen. Er unterstu¨tzt den Entwickler bei
der Erzeugung von neuen Komponenten unter Verwendung bereits definierter
Komponenten. Das Kriterium, daß jede Komponente einen klaren Aufgabenbe-
reich (K9) haben soll, kann nicht erzwungen werden. Dafu¨r ist der Entwickler
selbst zusta¨ndig. HotAgent Component basiert auf dem HotAgent As-
sembly Editor (s. Abschnitt 6.1), wodurch er alle Eigenschaften von HotAgent
Assembly erbt.
Abbildung 6.7: HotAgent Component Werkzeug
Abbildung 6.7 zeigt den HotAgent Component Editor. Komponenten ko¨nnen
auf der Arbeitsfla¨che plaziert und miteinander verbunden werden. Die Werkzeug-
leiste am oberen Rand des Fensters bietet zwei zusa¨tzliche Kno¨pfe. Der linke kann
genutzt werden, um neue Einga¨nge zu erzeugen und der rechte dient zum Erzeu-
gen von neuen Ausga¨ngen fu¨r die gerade bearbeitete Komponente. Werden neue
Ein- oder Ausga¨nge erzeugt, erscheint ein Eingabefenster, in dem ein Name und
eine Beschreibung fu¨r den Ein- bzw. Ausgang angegeben werden ko¨nnen. Diese
Ein- und Ausga¨nge ko¨nnen wie normale Komponenten mit anderen Komponen-
ten verbunden werden. Sie bieten einen Aus- bzw. Eingang an, damit von ihnen
bzw. zu ihnen eine Verbindung gezogen werden kann. Durch die Nutzung dieses
Werkzeugs kann ein Entwickler Komponenten erstellen, ohne daß er viel u¨ber das
zugrundeliegende Komponentenmodell wissen muß.
Um die neu erstellte Komponente mit festen Daten zu konfigurieren (K5), kann ei-
ne Data Komponente genutzt werden. Diese Datenkomponente interpretiert einen
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Anweisungsblock wa¨hrend der Aktivierung. Dieser Anweisungsblock kann belie-
bige Smalltalk Anweisungen enthalten. Nach dem Auswerten dieses Blocks wird
das Ergebnis an dem Ausgang Data bereitgestellt.
Um das Einstellen einer Komponente zu demonstrieren, wird eine Da-
ta Komponente (init data) genutzt, um eine Data Base Komponente
(db) zu initialisieren. Abbildung 6.7 zeigt einen mo¨glichen Block (der
init data Komponente) mit Krankheiten und deren Symptomen zu
Initialisierung der Datenbank (db Komponente). Dazu ist der Aus-
gang data der init data Komponente mit dem init Eingang der db
Datenbankkomponente verbunden. Sind mehrere Data Komponenten
notwendig, definiert der Name der Komponente die Aufrufreihenfol-
ge. Die im Alphabet zuerst vorkommende Data Komponente wird als
erstes ausgewertet. Gleiches gilt auch, falls von einem Ausgang meh-
rere Verbindungen ausgehen. Auch hier wird die im Alphabet zuerst
vorkommende Verbindung als erste aktiviert. Die neue Komponente
hat einen Eingang query, der mit dem Eingang query der db Kompo-
nente verbunden ist. Dadurch wird eine Anfrage an die Datenbank,
an die eigentliche Datenbankkomponente, weitergeleitet.
Um die neu erstellte Komponente zu identifizieren, ist es mo¨glich, ein spezielles
Piktogramm zu definieren, das in den Editoren dargestellt wird. Zusa¨tzlich wird
ein Eingabefenster angeboten, um den Namen, die Kategorie und die Beschrei-
bung der neuen Komponente zu spezifizieren.
Wird eine Komponente aus anderen erstellt, wird das Kriterium der Sichtbarkeit
(V7) (s. Kapitel 3.2) erfu¨llt. Wenn in einer Komponente mehrere andere Kompo-
nenten enthalten sind, wird die dadurch entstehende Anwendung strukturierter
und dadurch auch u¨bersichtlicher.
In Kapitel 5.3.4 wurde vorgeschlagen, Steuerungskomponenten aus mehrere Kom-
ponenten zusammenzubauen (Programmieren im Großen). Dies kann mit dem
HotAgent Component Editor gemacht werden. In Kapitel 3.2 wird verlangt,
daß die Mo¨glichkeit bestehe, Komponenten sowohl visuell als auch textuell zu
entwickeln (V8). Wie dies visuell mo¨glich ist, wurde in den vorangegangenen Ab-
schnitten beschrieben. Zum textuellen Entwickeln (Programmieren im Kleinen)
steht eine spezielle nicht-sichtbare Komponente Instruction Block bereit, in der
ein Smalltalk Anweisungsblock definiert werden kann. Die Komponente bietet,
fu¨nf Einga¨nge und fu¨nf Ausga¨nge, die vom Entwickler nach seinen Bedu¨rfnissen
genutzt werden ko¨nnen. Mit den Einga¨ngen ko¨nnen Variable gesetzt werden, die
bei der Auswertung des Blocks zur Verfu¨gung stehen (get-Methoden) und mit
set-Methoden ko¨nnen Ausga¨nge wa¨hrend der Interpretation aktiviert werden.
Ein zusa¨tzlicher Eingang do ist vorhanden, um die Interpretation des Anwei-
sungsblocks anzustoßen.
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Die Steuerungskomponente fu¨r den MASA ist mit zwei Instruction
Block Komponenten erstellt worden. Der erste, der eine Anfrage fu¨r
eine Datenbank Komponente erzeugt, sieht wie folgt aus:
[ :holder |
holder b: (Array with: #rating: with: holder a).
]
In der Variablen a werden die gefundenen Symptome zu einer Anfra-
ge zusammengebaut und der Variablen b zugewiesen, die darauf den
Ausgang b aktiviert.
Dadurch, daß die Wahl besteht, eine neue Komponenten aus mehreren vorhan-
denen zusammenzusetzen oder sie textuell zu programmieren, kann fu¨r die um-
zusetzende Aufgabe die beste Variante gewa¨hlt werden. Dies unterstu¨tzt die For-
derung, daß schwere mentale Operationen (V4) zu vermeiden sind. Ob schwere
mentale Operationen ganz vermieden werden ko¨nnen, ha¨ngt auch sehr von der
Aufgabenstellung ab. Die Entwicklungs-Umgebung sorgt auf jeden Fall dafu¨r, daß
der Entwickler mo¨glichst gut unterstu¨tzt wird.
6.3 HotAgent Test
Ein Kriterium fu¨r Entwicklungsumgebungen ist, daß eine Testfunktionalita¨t (V11)
(s. Kapitel 3.2) vorhanden ist. Dies wird durch das Programm HotAgent Test
[Mar02a] sichergestellt. Auch dieses Werkzeug arbeitet a¨hnlich wie HotAgent
Assembly (s. Abschnitt 6.1). Der Unterschied ist, daß die Arbeitsfla¨che nur aus
dem Hauptteil besteht. Es ko¨nnen aber sowohl sichtbare als auch nicht-sichtbare
Komponenten auf die Arbeitsfla¨che gesetzt werden. Die Werkzeugleiste am obe-
ren Rand des Fensters hat auch zwei zusa¨tzliche Kno¨pfe, die spa¨ter beschrieben
werden.
Ein Kriterium zum Testen (s. Kapitel 4.3) lautet, daß die Komponenten als
schwarze Kiste (T1) getestet werden. Ein weiteres ist, daß nur die normale
Schnittstelle (T2) genutzt werden darf. Der HotAgent Test spricht dafu¨r je-
de Komponente als ganz normale Komponente u¨ber die definierten Ein- und
Ausga¨nge an. Als weiteres muß zwischen dem Umfang der zu testenden Funktio-
nalita¨t unterschieden werden. Hier soll ein Funktionstest (T3) ausgefu¨hrt werden,
wie ihn ein Komponentenentwickler durchfu¨hrt.
Als Beispiel zur Demonstration von HotAgent Test wird die im
vorigen Abschnitt erzeugte Datenbankkomponente getestet. Sie erha¨lt
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splitisdb
result
query
query
query
Abbildung 6.8: Komponentenzusammensetzung fu¨r den Testfall
den Exemplarnamen isdb. Sie ist bereits mit Datensa¨tzen aus Sympto-
men und Krankheiten initialisiert, so daß nun ein geeigneter Testfall
definiert werden muß. Dazu wird die Komponente Split mit Exem-
plarnamen split, wie in Abbildung 6.8 angegeben, benutzt. Um den
Eingang query der Datenbank zu testen, wird eine Abfrage beno¨tigt.
Ein Anweisungsblock zur Erzeugung dieser Abfrage kann wie folgt
aussehen:
[ #(#onlyObjects: #(’cough’)) ]
Diese Daten werden zu dem Eingang query der Komponente split ge-
schickt. Diese leitet die Anfrage an die Komponente data base weiter,
die die Anfrage bearbeitet. Das Ergebnis der Anfrage wird wieder an
die Komponente split zuru¨ckgegeben, die das Ergebnis an dem Aus-
gang result bereitstellt. Um das Ergebnis zu testen, ist ein Testblock
notwendig, der einen Wahrheitswert liefert. Wird der Block als wahr
ausgewertet, gilt der Test als erfolgreich. Ein mo¨glicher Block kann
wie folgt aussehen:
[ :testData |
(testData includes: ’influenza’) and:
[testData includes: ’bronchitis’] ]
In dem Beispiel werden Krankheiten mit dem Symptom ’cough’ er-
fragt. Als Antwort werden die Krankheiten ’influenza’ und ’bron-
chitis’ erwartet.
In diesem Beispiel ist es nur notwendig, eine einfache Liste zu testen. Es ist auch
mo¨glich, kompliziertere Werte, wie z.B. Auspra¨gung von Ba¨umen, zu testen. In
einem Testblock ist jede Anweisung mo¨glich. Dadurch kann flexibel jedes beliebige
Objekt getestet werden.
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Wie zuvor gezeigt, ist es nicht schwer, einen Testfall zu erzeugen.
Jeder Testfall kann nach dem gleichen Schema erstellt werden:
1. Erzeugen aller Komponenten
2. Verbinden der Komponenten
3. Testdaten an einen oder mehrere Einga¨nge schicken
4. Testfall fu¨r jeweils einen Ausgang definieren
Soll ein Testfall mit HotAgent Test erstellt werden, mu¨ssen als
erstes alle notwendigen Komponenten auf der Arbeitsoberfla¨che an-
geordnet und verbunden werden. In unserem Fall werden die Kompo-
nenten isdb und split, wie zuvor beschrieben verbunden.
Abbildung 6.9:
Datenkomponente erzeugen
Abbildung 6.10:
Testkomponente erzeugen
Ist dies geschehen, mu¨ssen die Daten fu¨r den zu testenden Eingang
erzeugt werden. Das HotAgent Test Werkzeug bietet dazu einen
speziellen Knopf. A¨hnlich zu einer normalen Komponente muß die
Position ausgewa¨hlt werden. Danach erscheint ein Eingabefenster (s.
Abb. 6.9), in dem der Exemplarname und ein Anweisungsblock zum
Errechnen der Daten angegeben werden kann. Werden mehrere Da-
tenkomponenten fu¨r einen Testfall beno¨tigt, gibt der jeweilige Exem-
plarname die Reihenfolge der Aufrufe an. Der alphabetisch erste wird
als erstes ausgefu¨hrt.
A¨hnlich dazu existiert auch ein Knopf, um einen Testblock zu erzeu-
gen. Nach Wahl einer Position erscheint wieder ein Eingabefenster (s.
Abb. 6.10) in dem der Exemplarname und der Testblock eingetragen
werden ko¨nnen.
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Als letztes muß nur noch der Komponentenausgang result der Kom-
ponente split mit der Testkomponente verbunden werden. Dazu bietet
die Testkomponente den Eingang test an.
Abbildung 6.11: HotAgent Test Werkzeug
In Abbildung 6.11 ist der vollsta¨ndige Testfall abgebildet. Wird der Test aus-
gefu¨hrt, a¨ndert sich die Farbe der Testkomponente. Burnett et al. [BRCR01]
erwa¨hnen, daß Farben nu¨tzlich seien, um die verschiedenen Zusta¨nde wa¨hrend
des Testens anzuzeigen. HotAgent Test benutzt einen dunklen Zyanhinter-
grund fu¨r den Testblock, wenn noch kein Test ausgefu¨hrt wurde. Dieser a¨ndert
sich zu Gelb, wenn der Test gerade aktiv ist. Ist der Test erfolgreich, wird der
Hintergrund gru¨n, ansonsten wird er rot.
Ein Kriterium fu¨r Komponentenmodelle ist, daß Test- und Verifikationsmethoden
(K8) (s. Kapitel 2.2) mit einer Komponente gespeichert werden mu¨ssen. Dies wird
auch durch HotAgent Test unterstu¨tzt, indem, wie in Kapitel 2.4.7 beschrie-
ben, eine XML-Beschreibung mit der Komponente gespeichert wird. Dadurch
wird auch erfu¨llt, daß eine Testspezifikation (T5) sprachunabha¨ngig und leicht zu
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lesen sein muß. Hinzu kommt, daß auf der Arbeitsfla¨che mehrere Testfa¨lle (T5)
fu¨r eine Komponente spezifiziert werden ko¨nnen.
Ein weiteres Kriterium ist, daß ein Testwerkzeug mit Verklemmungen (T4) um-
gehen und auch Zeitverhalten (T4) (s. Kapitel 4.3) behandeln kann. Auch diese
Anforderungen werden durch HotAgent Test erfu¨llt, indem optional ein Zeit-
limit fu¨r jeden Testfall angegeben wird. Wird dieses u¨berschritten, so gilt der
Test als fehlerhaft.
6.4 HotAgent Regression
Regressionstests (T6) sind ein weiteres Kriterium, das in Kapitel 4.3 gefordert
wird. Regressionstests sind das wiederholte Testen nach A¨nderungen an dem
Quelltext. Ist der Quelltext einer Komponente gea¨ndert worden, ist es notwen-
dig zu zeigen, daß ihr Verhalten unvera¨ndert ist bzw. daß ein eventueller Fehler
eliminiert wurde.
Abbildung 6.12: HotAgent Regression Werkzeug
HotAgent Regression [Mar02a] ist ein Werkzeug, um Regressi-
onstests auszufu¨hren. Es ist a¨hnlich zu dem SUint test runner [Cam]
Werkzeug. Abbildung 6.12 zeigt das HotAgent RegressionWerk-
zeug. Die Liste rechts oben in dem Fenster legt alle definierten Test-
fa¨lle vor. Wird ein Testfall ausgewa¨hlt und der Knopf Run gedru¨ckt,
wird dieser ausgefu¨hrt. Wa¨hlt man den Knopf Run All, werden alle
aufgelisteten Testfa¨lle ausgefu¨hrt. Der farbige Bereich in dem Fen-
ster symbolisiert den Status der Testfa¨lle. Auch dieser ist am Anfang
dunkelzyan. Er wird gelb, wenn ein oder mehrere Tests ausgefu¨hrt
werden. Sind alle Testfa¨lle erfolgreich, so wird es gru¨n. Schla¨gt aber
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einer fehl, so wird das Feld rot eingefa¨rbt. In diesem Fall werden alle
fehlerhaften Testfa¨lle in einer Liste gesammelt, mit deren Hilfe das
Werkzeug HotAgent Test aufgerufen werden kann, um den fehler-
haften Testfall zu untersuchen.
6.5 HotAgent Visualize
Ein andres Kriterium fu¨r Entwicklungsumgebungen ist die Unterstu¨tzung der
Programmvisualisierung (V12) (s. Kapitel 3.2). Dies wird von HotAgent Vi-
sualize [MGM02b, MGM02a] unterstu¨tzt. Es visualisiert das gemessene Lauf-
zeitverhalten eines Komponentenprogramms. Ehe es ein Programm visualisiert,
fu¨hrt es eine dynamische Analyse des Komponentenprogramms durch.
Die dynamische Analyse beginnt mit der Sammlung der Daten. Der Visualisie-
rungsbereich (s. Kapitel 4.2.2) ist die Kommunikation zwischen den Komponen-
ten, also muß die Kommunikation zwischen allen Komponenten aufgenommen
werden.
Um Daten u¨ber eine erfolgte Kommunikation zu sammeln, mu¨ssen A¨nderungen
an Teilen des Komponentenprogramms gemacht werden. Zu beachten ist, daß
A¨nderungen an dem Quelltext mo¨glichst gering gehalten werden. Es ist schwer
sicherzustellen, daß A¨nderungen an den richtigen Stellen und fehlerfrei vorgenom-
men wurden. Ebenfalls mu¨ssen diese A¨nderungen wieder entfernt werden, wenn
ein Programm ausgeliefert werden soll. Der Vorteil des HotAgent Komponen-
tenmodells ist, daß alle Komponenten von einer Klasse abgeleitet sind und so nur
A¨nderungen an genau dieser Klasse gemacht werden mu¨ssen. Zusa¨tzlich kommt
hinzu, daß fu¨r die Kommunikation genau eine Methode zusta¨ndig ist, so daß
nur an dieser Methode A¨nderungen notwendig sind. Diese Tatsache reduziert die
Gefahr von zusa¨tzlichen Fehlern und verhindert auch, daß die Anwendung sehr
im Laufzeitverhalten beeintra¨chtigt wird. Einige Programmiersprachen, wie z.B.
auch Smalltalk, erlauben es, einzelne Klassen oder Methoden separat zu u¨berset-
zen. Vor Beginn der dynamischen Analyse wird genau dies zu Hilfe genommen,
um die Kommunikationsmethode durch eine andere, die neben der Durchfu¨hrung
der Kommunikation diese auch protokolliert, zu ersetzen. Zum Protokollieren
werden die Kommunikationsdaten in eine fortlaufende Liste gespeichert. Dies
gewa¨hrleistet, daß das Laufzeitverhalten des Programms so wenig wie mo¨glich
beeintra¨chtigt wird. Ist die Analyse beendet, wird diese Methode einfach wieder
durch die Originalmethode ersetzt.
Die wa¨hrend der Analyse gesammelten Daten bestehen aus dem Quellkomponen-
tennamen, ihrem Ausgangsnamen, dem Zielkomponentennamen, ihrem Eingangs-
namen und den transportierten Daten. Diese werden in eine Liste gespeichert, die
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nach der Programmausfu¨hrung analysiert werden kann. Ein Kriterium aus Ka-
pitel 4.3 ist, daß ein Visualisierungswerkzeug Filtermechanismen (T7) anbieten
soll. HotAgent Visualize bietet Filter an, Komponenten mit ihren Ein- und
Ausga¨ngen auszuschließen. Wird ein Filter definiert, ist es mo¨glich, die Menge an
Daten fu¨r die Visualisierung deutlich zu reduzieren. Es ist nicht sinnvoll, schon
wa¨hrend der Ausfu¨hrung des Programms zu Filtern, denn das Filtern ist zu zeitin-
tensiv und wu¨rde die Laufzeit des Komponentenprogramms zu sehr verla¨ngern.
Abbildung 6.13: Analysesteuerung von HotAgent Visualize
Abbildung 6.13 zeigt die Analysesteuerung von HotAgent Visua-
lize. In einer Liste werden alle aufgenommenen Kummunikationsda-
ten dargesellt. Durch Wahl der Kno¨pfe start trace und stop trace ist es
jederzeit mo¨glich, die Analyse wa¨hrend der Ausfu¨hrung eines Kompo-
nentenprogramms zu starten und anzuhalten. Durch Wahl des Knop-
fes filter kann eine Liste der zu filternden Komponenten angegeben
werden. Diese Liste setzt sich aus den Namen der zu filternden Kom-
ponenten zusammen. Soll z.B. die submit Komponente herausgefiltert
werden, kann folgende Angabe gemacht werden #( ’submit’ ). Um-
fangreichere Filtermo¨glichkeiten sind in dieser Version nicht enthal-
ten, ko¨nnen aber leicht erga¨nzt werden. Im gleichen Fenster besteht
noch die Mo¨glichkeit, das zu analysierende Programm zu starten und
nach der Analyse eine Visualisierung (VRML Quelltext [HW96]) zu
erstellen.
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Abbildung 6.14: Visualisierung vom HotAgent Assembly Editor abgeleitet
Alle Komponentenprogramme, die visualisiert werden, wurden in der Regel mit
HotAgent Assembly (s. Abschnitt 6.1) erstellt. Dort wird das Programm in
zwei Dimensionen konstruiert, wobei die Komponenten als Piktogramme und die
Kommunikation zwischen diesen als farbige Pfeile mit einer kurzen Beschreibung
dargestellt werden. HotAgent Assembly (s. Abschnitt 6.1) bietet somit gleich-
zeitig eine statische Programmvisualisierung. HotAgent Visualize, das eine
dynamische Visualisierung bietet, nutzt diese statische Darstellung und erwei-
tert sie in der dritten Dimension (z-Achse nach unten), um die Laufzeit abzubil-
den, wie in Abbildung 6.14. Komponenten werden dabei als Quader dargestellt,
deren Ho¨he (z-Ausdehnung) die Lebensdauer symbolisiert. Die Position in der
x/y-Ebene ist dieselbe wie in der statischen Visualisierung. Da die Darstellung
a¨hnlich der visuellen Programmierung (s. Abb. 6.15) ist, muß der Programmierer
sich nicht erneut mit der Struktur des Programms auseinandersetzen, sondern
kann die Kommunikation leicht erkennen (s. auch Giesl [Gie01]).
Wird die schematische Darstellung (s. Abbildung 6.15) der Visualisierung be-
trachtet, fa¨llt auf, daß auf der Oberfla¨che jedes Quaders ein Piktogramm hinzu-
gefu¨gt ist, das auch bei der visuellen Programmierung benutzt wurde. Dadurch
wird die Visualisierung der Darstellung der visuellen Programmierung noch a¨hn-
licher.
Das Laufzeitverhalten von einem Komponentenprogramm wird gezeigt, indem
Pfeile in der z-Achse von oben nach unten relativ zu der gemessenen Ausfu¨hrungs-
zeit dargestellt werden (s. Abb. 6.15). Zur besseren Gestaltung wird in Kapitel
4.3 vorgeschlagen, die Visualisierung farbig (T9) zu machen. Deshalb haben die
Pfeile die gleiche Farbe, wie die Pfeile, die wa¨hrend der visuellen Programmie-
rung definiert wurden. Die Position der Pfeile auf der z-Achse, d.h. den Ho¨hen,
symbolisiert den relativen Zeitpunkt der Kommunikation wa¨hrend der gemes-
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Abbildung 6.15: Schematische Visualisierung
senen Ausfu¨hrung. Erscheint ein Pfeil unter einem anderen, bedeutet das, daß
die Kommunikation spa¨ter stattgefunden hat. Der oberste Pfeil repra¨sentiert die
erste Kommunikation.
Abbildung 6.16 zeigt die eigentliche Visualisierung. Sie ist mit dem VRML-Be-
trachter COSMO-player erstellt.
In dem Beispiel (s. Abb 6.16) hat der Entwickler purpurfarbene Pfei-
le fu¨r die Kommunikation zwischen der Benutzungsoberfla¨che, rote
Pfeile fu¨r die Kommunikation zwischen myEMail und control, gru¨n
zwischen control und Datenbank und braun zwischen der control Kom-
ponente und der text analysis Komponente gewa¨hlt.
Die Initialisierung beginnt mit dem obersten gru¨nen Pfeil zwischen
der control und der isdb, um alle Symptome zu erfragen, um sie dann
mit dem braunen Pfeil an die text analysis Komponente zu schicken.
Mit Beta¨tigung des Knopfes Submit beginnt die eigentliche Verarbei-
tung. Dies wird durch den ersten purpurfarbenen Pfeil verdeutlicht.
Der zweite purpurfarbene Pfeil zwischen der split und der eMail in-
put Komponente erfragt die elektronische Post und schickt diese mit
dem na¨chsten Pfeil an die myEMail Komponente. Die na¨chsten beiden
roten Pfeile zwischen der myEMail und der control Komponente tau-
schen den eigentlichen Brieftext aus. Der darauf folgende braune Pfeil
zwischen der control und der text analysis beinhaltet den Brieftext, den
die text analysis Komponente untersuchen soll. Ist dies erledigt, wer-
den die gefundenen Schlu¨sselworte u¨bermittelt und mit den gru¨nen
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Abbildung 6.16: Programmvisualisierung
Pfeilen die isdb und midb nach einer passenden Krankheit und einem
mo¨glichen Medikament befragt. Die letzten drei Pfeile dienen zum
Erstellen einer entsprechenden Antwort.
Zusa¨tzlich zu der Information der Ausfu¨hrungsreihenfolge, ist es mo¨glich, weitere
Informationen u¨ber eine Kommunikation zu erhalten. Wird ein Pfeil ausgewa¨hlt,
so erscheinen Informationen u¨ber den Ausgangsnamen, den Eingangsnamen und
u¨ber die transportierten Daten, wie in Abbildung 6.17 gezeigt. Es ist vorgese-
hen diese Daten nur auf Nachfrage zu pra¨sentieren, denn andernfalls ko¨nnte die
Darstellung u¨berladen und unu¨bersichtlich wirken.
Ein Kriterium ist, daß sich die Ansicht (T11, K6) individuell einstellen lassen
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Abbildung 6.17: Informationen u¨ber eine Kommunikation
muß. Deswegen bietet HotAgent Visualize die Mo¨glichkeit, die Analyseda-
ten zu filtern, um so mehrere Ansichten zu erzeugen. Es ist auch mo¨glich, die
dreidimensionale Ansicht zu drehen und so einzelne Teile eines gro¨ßeren Pro-
gramms klar zu untersuchen. HotAgent Visualize ist sowohl in der Lage, den
vollsta¨ndigen Programmablauf als auch nur Teile davon vergro¨ßert darzustellen.
Zusa¨tzlich wird angeboten, verschiedene Hierarchien (T10) darzustellen. Dies ist
mo¨glich, indem entweder von dem gesamten Programm oder von einer beliebigen,
zusammengesetzten Komponente eine Visualisierung erstellt wird.
Suchmo¨glichkeiten (T8) sind auch wichtig. Dadurch, daß HotAgent Visualize
eine VRML Darstellung erzeugt, ha¨ngt es von dem VRML-Betrachter ab, wie gut
dort die Suchmo¨glichkeit nach einzelnen Objekten und Texten ist.
6.6 HotAgent Center
Die zentrale Steuerung der einzelnen Werkzeuge u¨bernimmt das Programm Hot-
Agent Center. Es bietet eine Benutzungsoberfla¨che, um alle einzelnen Werk-
zeuge zusammenzufassen. Neben der Mo¨glichkeit, die einzelnen Werkzeuge auf-
zurufen, werden auch alle zur Verfu¨gung stehenden und erstellten Komponenten,
die Komponentenprogramme und die Testfa¨lle aufgelistet (s. Abb. 6.18).
Um zu zeigen, daß die HotAgent Entwicklungsumgebung auch fu¨r gro¨ßere Pro-
gramme geeignet ist, wurde der HotAgent Center vollsta¨ndig aus Kompo-
nenten mit Hilfe von HotAgent erstellt. Die einzelnen Werkzeuge bilden jeweils
eine Komponente, die mit eingebunden wurde.
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Abbildung 6.18: HotAgent Center
6.7 Zusammenstellung der Kriterien fu¨r Hot-
Agent
In diesem Kapitel werden nochmals alle Kriterien, die in den Kapiteln 2.2, 3.2 und
4.3 aufgestellt wurden, aufgelistet und die Bedeutung zu HotAgent dargestellt.
Dazu wird jeweils auch auf das Kapitel verwiesen, in dem ein Kriterium na¨her
besprochen wird.
K1 modulares Design ja Kap. 2.4
K2 Selbstbeschreibung ja Kap. 2.4.1
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K3 globaler Namensraum nicht erzwungen Kap. 2.4.1
K4 zweigeteilter Entwicklungsprozeß ja Kap. 6
K5 Anwendungen zusammenbauen ja Kap. 2.4.4
Kap. 6.2
K6 verschiedene Ansichten ja Kap. 6.1
Kap. 6.5
K7 Wiederverwendung durch Verweis ja Kap. 2.4.2
K8 Testmethoden ja Kap. 6.3
K9 klarer Aufgabenbereich nicht erzwungen Kap. 6.2
K10 geringe Komplexita¨t ja Kap. 2.4.3
K11 Sprachunabha¨ngigkeit nein Kap. 2.4
V1 Na¨he der Abbildung ja Kap. 6.1
V2 Viskosita¨t ja Kap. 6.1
V3 versteckte Abha¨ngigkeiten ja Kap. 6.1
V4 schwere mentale Operationen ja Kap. 6.2
V5 erzwungenes Vorausdenken ja Kap. 6.1
V6 sekunda¨re Notation ja Kap. 6.1
V7 Sichtbarkeit ja Kap. 6.1
ja Kap. 6.2
V8 Komp. visuell und textuell ja Kap. 6.2
V9 Komponenten- und Anwendungsentw. ja. Kap. 6
V10 Dokumentation direkt verfu¨gbar ja Kap. 6.1
V11 Testfunktionalita¨t ja Kap. 6.3
V12 Programmablaufvisualisierung ja Kap. 6.5
V13 einheitliches Aussehen ja Kap. 6
T1 schwarze Kiste Tests ja Kap. 6.3
T2 normale Schnittstelle ja Kap. 6.3
T3 beno¨tigte Funktionalita¨t testen nicht erzwungen Kap. 6.3
T4 Verklemmungen/Zeitverhalten ja Kap. 6.3
T5 Testspezifikation ja Kap. 6.3
T6 Regressionstests ja Kap. 6.4
T7 Filtermechanismen ja Kap. 6.5
T8 Suchmo¨glichkeiten externe Apl. Kap. 6.5
T9 Farbe ja Kap. 6.5
T10 Hierarchie ja Kap. 6.5
T11 Einstellen der Ansicht ja Kap. 6.5
Kapitel 7
Gebrauchstauglichkeit von
HotAgent
Nachdem in den vorigen Abschnitten die HotAgent Entwicklungsumgebung
vorgestellt wurde, stellt sich nun die Frage, ob sie auch wirklich geeignet ist, um
Anwendungen zu entwickeln. Dazu soll in diesem Kapitel die Gebrauchstauglich-
keit anhand einer experimentellen Untersuchung ero¨rtert werden.
Zuerst ist zu kla¨ren, was unter Gebrauchstauglichkeit in Bezug auf ein Compu-
terprogramm verstanden wird. Ivory und Hearst [IH01] definieren:
Usability is the extent to which a computer system enables users,
in a given context of use, to achieve specified goals effectively while
promoting feeling of satisfaction.
Nach Oppermann et al. [OMRK92] sollten Untersuchungen zur Gebrauchstaug-
lichkeit die folgenden drei Fragestellungen beru¨cksichtigen:
Aufgabenbewa¨ltigung: Die erste Frage sei, inwieweit ein Programm den Be-
nutzer bei der Erledigung einer Aufgabe unterstu¨tzt. Ziel sei einemenschen-
gerechte Arbeitsweise mit dem System.
Benutzung: Wichtig bei einem Programm sei, daß es leicht erlernbar ist. Die
Arbeit ko¨nne aber auch deutlich erleichtert werden, wenn ein Programm
individuell an einen Benutzer bzw. dessen Ta¨tigkeiten anpaßbar ist.
Funktionalita¨t: Wie weit ein System den Benutzer aufgabenrelevant unterstu¨t-
ze, wird als Funktionalita¨t bezeichnet. Dabei wird untersucht, inwieweit die
Arbeitsabla¨ufe hinreichend in der Software abgebildet sind.
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Es sei nach Oppermann et al. [OMRK92] angebracht, bei folgenden drei Gele-
genheiten eine Untersuchung zur Gebrauchstauglichkeit durchzufu¨hren.
• Wa¨hrend der Systemgestaltung ließen sich Schlu¨sse ziehen, was noch getan
werden muß, um ein gutes Endprodukt zu erlangen.
• Sollten Fortschritte in verschiedenen Versionen eines Programms sichtbar
gemacht werden, mu¨ssen die einzelnen Systemauspra¨gungen bewertet wer-
den.
• Stu¨nden unterschiedliche Programme fu¨r eine Aufgabe zur Auswahl, so
kann eine Bewertung zum Zwecke eines Systemvergleichs oder einer Markt-
forschung durchgefu¨hrt werden.
In diesem Kapitel geht es darum, festzustellen, wie gut HotAgent arbeitet und
was eventuell noch verbessert werden muß, also eine Untersuchung wa¨hrend der
Systemgestaltung.
7.1 Vorgehensweise
Zur Untersuchung der Gebrauchstauglichkeit gibt es viele Methoden. Ivory und
Hearst [IH01] haben 75 von diesen fu¨r graphische Benutzungsoberfla¨chen und
57 fu¨r Web-Oberfla¨chen untersucht. Die wichtigsten sollen kurz hier vorgestellt
werden.
Wandmacher [Wan93] gibt zwei generelle Unterteilungen dieser Methoden an. Ei-
ne quantitative Erfassung messe die Arbeit, die in einer gewissen Zeit von einem
Benutzer mit einen System geleistet wird. Diese Art von Erfassungen sei aber
unzuverla¨ssig, da zu viele Randbedingungen einfließen, wie z.B. die Geu¨btheit
eines Benutzers. Die qualitativen bzw. empirischen Methoden ziehen Beurteilun-
gen von mehreren Benutzern oder Experten zu Rate, die ein System getestet
haben. Diese sind nach Nielsen und Mack [NM94] die am ha¨ufigsten genutzten
Methoden.
Oppermann et al. [OMRK92] gliedern die empirischen Methoden wieder in drei
Gruppen:
Befragung: Diese Methode basiere auf einer mu¨ndlichen oder schriftlichen Be-
fragung von Benutzern und sei die am wenigsten aufwendige. Die Benutzer
gehen entweder mit eigener Initiative an ein Programm heran, was eine
gro¨ßere Erfahrungsgrundlage beno¨tigt, oder bekommen eine Aufgabe ge-
stellt, die sie mit diesem Programm lo¨sen sollen. Die zweite Herangehens-
weise sei dabei besser zu kontrollieren, da sie durch die Aufgabenstellung
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beeinflußt werden kann. Ist die Phase des Programmtestens abgeschlossen,
werde die zuvor erwa¨hnte Befragung durchgefu¨hrt. Die Fragen mu¨ssen aber
gut gepru¨ft werden, damit ein brauchbares Ergebnis entsteht.
Nielsen und Mack [NM94] untersuchten, daß eine Person durchschnittlich
35% der Probleme eines Programms finde. Drei Personen hingegen fa¨nden
schon 71% der schwerwiegenden und 59% der leichten Probleme. Ideal sei es,
wenn eine Gruppe aus drei bis fu¨nf Personen zustande ka¨me, da eine gro¨ßere
Gruppe nicht viel mehr Nutzen bringe, was Abbildung 7.1 verdeutlicht.
Abbildung 7.1: Gefundene Probleme und Tester aus [NM94] Seite 33
Nach Wandmacher [Wan93] sei diese Art von Untersuchung abha¨ngig von
den Kenntnissen und Erfahrungen der Beurteiler. Deshalb solle auf eine
ausgewogene Zusammenstellung einer Gruppe geachtet werden.
experimentelle Evaluation: Werde ein Benutzer bei seiner Arbeit an einem
Programm beobachtet, wird von experimenteller Evaluation gesprochen.
Dabei sei interessant, was der Benutzer am Bildschirm mit der Maus macht
und welche Tastatureingaben er vornimmt. Diese Beobachtungen ko¨nnten
sowohl offen als auch verdeckt vorgenommen werden. Sie seien aber sehr
abha¨ngig von Faktoren wie der Aufgabe, der Motivation des Benutzers und
der Tageszeit.
Leitfadenorientierte Evaluation: Hier wird ein Programm durch Experten
gepru¨ft. Dabei werden software-ergonomische Fragenkataloge herangezo-
gen, die sich in dem Grad der Detailliertheit stark unterscheiden ko¨nnen.
Nach Wandmacher [Wan93] seien die Grundlagen fu¨r diese Kataloge entwe-
der Standards fu¨r Benutzungsoberfla¨chen, die sehr allgemein gehalten sind,
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oder Entwurfsrichtlinien, die auch Gestaltungsempfehlungen und Beispiele
enthalten.
Zur Untersuchung von HotAgent wird die Methode der Befragung eingesetzt.
Diese ist diejenige, die am einfachsten mit denen an der Universita¨t vorhandenen
Mitteln umgesetzt werden kann, wie im na¨chsten Abschnitt erla¨utert wird.
7.2 Durchfu¨hrung
Die Befragung der Gebrauchstauglichkeit von HotAgent fand im Rahmen ei-
nes Grundstudiumseminars zum Thema visuell-unterstu¨tztes Programmieren im
Sommersemester 2002 statt. Durch die Vortra¨ge der Studenten wurde ein Grund-
wissen in diesem Thema geschaffen, so daß sich die letzte Aufgabe mit der Be-
fragung zur Gebrauchstauglichkeit bescha¨ftigen konnte.
Zwei Studenten waren fu¨r die Befragung zusta¨ndig. Sie werden im folgenden Text
zur besseren Unterscheidung Auswerter genannt. Die Pflichten der Auswerter wa-
ren das Formulieren der Aufgabe, das Erstellen eines Fragebogens fu¨rHotAgent
und dann im Anschluß das Auswerten.
Die Aufgabe wurde vorgegeben, so daß die Auswerter nur noch ein geeignetes
Aufgabenblatt erstellen mußten. Es sollte ein Programm zum Verschicken von
verschlu¨sselter oder unverschlu¨sselter elektronischer Post aus mehreren Kompo-
nenten zusammengesetzt werden. Die Aufgabe gliederte sich in drei Teile.
1. Zuerst sollte eine zusammengesetzte Komponente gebaut werden, die mit
dem Schlu¨ssel 1 einen Text verschlu¨sseln kann. Diese Komponente sollte je-
weils nur einen Ein- und Ausgang anbieten, wie Abbildung 7.2 zeigt. Dazu
sind die Komponenten Data Block undMessageCodec, wie deren Piktogram-
me verdeutlichen, verwendet worden.
Abbildung 7.2: Zusammengesetzte Komponente zum Verschlu¨sseln
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2. Die zweite Aufgabe bestand darin, einen Testfall fu¨r diese Komponente zu
erstellen, mit dem das richtige Verhalten getestet werden sollte.
3. Der dritte Teil galt der Erstellung des eigentlichen Programms. Es sollte
ein Eingabefeld fu¨r den Text, einen Auswahlknopf zum Verschlu¨sseln und
einen Knopf zum Verschicken von Post anbieten. Durch Benutzung der zu-
vor erstellten Komponente zur Verschlu¨sselung ist das in Abbildung 7.3 dar-
gestellte Programm eine mo¨gliche Lo¨sung. Die verwendeten Komponenten
lassen sich wieder an deren Namen und deren Piktogramme identifizieren.
Abbildung 7.3: Programm elektronische Post
Das Aufgabenblatt bestand aus der Beschreibung der drei Teilgebiete und einer
Zusammenfassung der Komponenten, die fu¨r die Lo¨sung der Aufgabe nu¨tzlich
sind (s. Anhang B).
Die Studenten Maruhn und Kofink [MK02] u¨bernahmen als Auswerter die Erstel-
lung des Fragebogens (s. Anhang C). Dieser umfaßte acht verschiedene Themen-
gebiete aus denen Fragen gestellt wurden. Die Fragen konnten anhand einer Skala
mit sieben Unterteilungen beantwortet werden. Am Ende jedes Themengebietes
wurde die Mo¨glichkeit geboten, einen Kommentar zu geben.
Vor der Durchfu¨hrung der Untersuchung wurde von mir eine kleine Einfu¨hrung in
die einzelnen Werkzeuge von HotAgent gegeben. Dabei wurde u.a. angespro-
chen, wie man Komponenten erstellt, diese verbindet und Testfa¨lle definieren
kann.
An der Untersuchung nahmen 16 Studenten, die im Folgenden als Tester bezeich-
net werden, des Faches (Wirtschafts-)Informatik aus dem zweiten und vierten
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Semester teil. Keiner von ihnen hatte Erfahrung in der Bewertung von Software,
und nur wenige hatten schon vorher mit visueller Programmierung zu tun. Zur
Bewa¨ltigung der Aufgabe standen den Testern die studentischen Unix-Rechner
zur Verfu¨gung, an denen sie beliebig lange arbeiten durften. Von den 16 Testern,
die selbsta¨ndig die Bewertung erstellen sollten, lo¨ste einer die Aufgabe komplett
und zwei teilweise. Wir stellten den Studenten frei, den Fragebogen anonym oder
mit Namen abzugeben. Daraus ergab sich leider auch, daß wir drei Fragebo¨gen
von Testern bekamen, die sich HotAgent nicht angeschaut hatten. Abbildung
7.4 zeigt, wieviel Zeit fu¨r die Untersuchung von HotAgent in Anspruch genom-
men wurde. Der Tester, der die Aufgabe lo¨ste, beno¨tigte 164 Minuten.
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Abbildung 7.4: Beno¨tigte Zeit bei der Untersuchung
7.3 Fazit
Die Auswertung der Fragebo¨gen ergab nach Maruhn und Kofink [MK02], daß
HotAgent u¨bersichtlich und flexibel ist. Hinzu kommt aber, daß es nicht intuitiv
bedienbar und frustrierend ist.
Im folgenden werden einige der interessantesten Ergebnisse vorgestellt, die bei der
Befragung zustande kamen (s. auch Maruhn und Kofink [MK02]). Die Antworten
des Testers, der die Aufgabe vollsta¨ndig gelo¨st hat, soll zum Vergleich besonders
(mit gekreuzter Schraffur) hervorgehoben werden, da davon ausgegangen werden
kann, daß er die gro¨ßte Erfahrung mit HotAgent hat:
• La¨ßt sich HotAgent einfach bedienen?
Die Bedienbarkeit (s. Abb. 7.5) von HotAgent wird als schwierig einge-
stuft. Dies la¨ßt sich sicher daraus erkla¨ren, daß es keine Hilfe zuHotAgent
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Abbildung 7.5: La¨ßt sich HotAgent einfach bedienen?
selbst gab. Die Tester waren vollsta¨ndig auf sich selbst angewiesen. Bei ei-
ner produktreifen Version mit Hilfen sa¨he dieser Punkt sicher ganz anders
aus.
• Verwendet HotAgent einheitliche Bezeichnungen?
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Abbildung 7.6: Verwendet HotAgent einheitliche Bezeichnungen?
Diese Fragestellung brachte ein sehr gutes Ergebnis (s. Abb. 7.6). Es la¨ßt
sich daraus erkla¨ren, daß in allen Werkzeugen, die HotAgent bereitstellt,
einheitliche Bezeichnungen verwendet werden.
• Besitzt HotAgent eine einheitliche Gestaltung?
Positiv ist auch die einheitliche Gestaltung (s. Abb. 7.7) der einzelnen Werk-
zeuge aufgefallen. Alle Werkzeuge von HotAgent verwenden die gleichen
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Abbildung 7.7: Besitzt HotAgent eine einheitliche Gestaltung?
Symbole und auch weitgehend die gleichen Dialoge.
• La¨ßt sich die Bildschirmdarstellung von HotAgent individuell einstellen?
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Abbildung 7.8: La¨ßt sich die Bildschirmdarstellung von HotAgent individuell
einstellen?
Die allgemein positive Antwort (s. Abb. 7.8) auf diese Frage la¨ßt sich auf die
Anpassungsfa¨higkeit der Arbeitsfla¨che von HotAgent zuru¨ckfu¨hren. Sie
bietet u.a. an, den Vergro¨ßerungsfaktor einzustellen und die anzuzeigenden
Elemente zu bestimmen. Daneben lassen sich auch die Details in mehreren
Stufen festlegen.
• La¨ßt sich die Arbeit mit HotAgent in kurzer Zeit erlernen?
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Abbildung 7.9: La¨ßt sich die Arbeit mit HotAgent in kurzer Zeit erlernen?
Die Benutzer stuften HotAgent als nicht intuitiv bedienbar ein (s. Abb.
7.9). Das la¨ßt sich wieder dadurch erkla¨ren, daß es kein Handbuch und
auch keine Kontexthife gab. Um das auszugleichen, ha¨tte die Einfu¨hrung
ausfu¨hrlicher sein mu¨ssen.
Wie erwa¨hnt, hat die Untersuchung ergeben, daß HotAgent u¨bersichtlich, fle-
xibel, nicht intuitiv bedienbar und frustrierend ist. Im ganzen ein nicht so gutes
Ergebnis. Woran liegt das?
Bei der Durchfu¨hrung wurde erkannt, daß die Aufgabenstellung zu kompliziert
war, so daß sich viele der Tester u¨berfordert fu¨hlten. Bei einer Wiederholung
dieser Befragung mu¨ßte daher die Aufgabenstellung u¨berarbeitet werden, und es
mu¨ßte eine ausfu¨hrlichere Einfu¨hrung in HotAgent gegeben werden. Ursache
war, daß die Auswerter und ich noch unerfahren in diesem Thema waren.
Daß HotAgent noch ein Prototyp ist, hat sich auch an den Ergebnissen er-
kennen lassen. An vielen Stellen wurde das Fehlen einer Hilfefunktion von Hot-
Agent sichtbar. Bei einem produktreifen Programm wa¨re dieses Manko behoben.
Ein weiterer Gesichtspunkt ist, daß die Untersuchung mit geringem Aufwand
durchgefu¨hrt werden mußte. Mit den Mitteln an einer Universita¨t ist es nicht
mo¨glich, ein Testlaboratorium aufzubauen und so eine geeignetere Testumgebung
zu schaffen. Die Untersuchung brachte dennoch wertvolle Hinweise und Ergeb-
nisse mit denen HotAgent noch verbessert werden kann.
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Kapitel 8
Andere
Entwicklungsumgebungen
In diesem Kapitel werden Entwicklungsumgebungen vorgestellt, die a¨hnliche Auf-
gaben wie HotAgent haben. Dazu werden die Kriterien aus den Abschnitten
2.2, 3.2 und 4.3 zum Vergleich herangezogen. Java Studio (s. Abschnitt 8.1),
Visual Age for Java (s. Abschnitt 8.2) und JBuilder (s. Abschnitt 8.3) werden
vorgestellt, da sie kommerzielle Entwicklungsumgebungen aus dem Java-Umfeld
sind. AgentSheets (s. Abschnitt 8.4) hat seine Urspru¨nge im akademischen Be-
reich. SAM (Solid Agents in Motion) (s. Abschnitt 8.5) pra¨sentiert eine drei-
dimensionale Programmierung. Prograph ist eine Datenflußsprache und wird in
Abschnitt 8.6 vorgestellt. Abschließend wird wieder ein kommerzielles System
Aonix SELECT Component Factory (s. Abschnitt 8.7) betrachtet, daß speziell
fu¨r die komponentenbasierte Entwicklung gedacht ist.
In der Beschreibung der Programme wird jeweils auf einige der vorgestellten
Kriterien Bezug genommen. Eine vollsta¨ndige Auflistung aller Kriterien ist im
Anschluß zu finden. Dabei werden folgende Abku¨rzungen verwendet: SUN Java
Studio – JS, IBM Visual Age – VA, Borland JBuilder – JB, SAM (Solid Agents in
Motion) – SAM, AgentSheets – AS, Prograph – PG, Aonix SELECT Component
Factory – CF, ja – j, nein – n, nicht erzwungen – ne, separate Datei – sD, separate
Klasse – sK, nicht anwendbar – -, nicht bekannt – ?.
Kriterium JS VA JB AS SAM PG CF
K1 modulares Design ne ne ne j ? j ne
K2 Selbstbeschreibung sK sK sD ? ? ? j
K3 globaler Namensraum n n n ? ? ? n
K4 zweigeteilter Entwicklungsprozeß j j j j j j j
K5 Anwendungen zusammenbauen j j j j j j j
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Kriterium JS VA JB AS SAM PG CF
K6 verschiedene Ansichten j j j j j j j
K7 Wiederverwendung durch Verweis j j j ? ? ? j
K8 Testmethoden n n n ? n ? n
K9 klarer Aufgabenbereich ne ne ne j j ne ne
K10 geringe Komplexita¨t ne ne n ? j j n
K11 Sprachunabha¨ngigkeit n n n n n n n
V1 Na¨he der Abbildung j j - j j j j
V2 Viskosita¨t n n - ? ? ? n
V3 versteckte Abha¨ngigkeiten j j - j j j j
V4 schwere mentale Operationen n n - ? ? ? n
V5 erzwungenes Vorausdenken n n - ? ? ? n
V6 sekunda¨re Notation n n - n ? n n
V7 Sichtbarkeit n n - ? ? n n
V8 Komp. visuell und textuell j j n n n n j
V9 Komp.- und Anwendungsentw. j j j n ? j j
V10 Dokumentation direkt verfu¨gbar j n n ? ? ? j
V11 Testfunktionalita¨t j n j ? n j n
V12 Programmablaufvisualisierung n n n ? j n n
V13 Einheitliches Aussehen j j j j j j j
T1 schwarze Kiste Tests j - n - - j -
T2 normale Schnittstelle j - j - - j -
T3 beno¨tigte Funktionalita¨t testen ne - ne - - ne -
T4 Verklemmungen/Zeitverhalten n - n - - ? -
T5 Testspezifikation n - j - - ? -
T6 Regressionstests n - n - - n -
T7 Filtermechanismen - - - - n - -
T8 Suchmo¨glichkeiten - - - - ? - -
T9 Farbe - - - - ? - -
T10 Hierarchie - - - - ? - -
T11 Einstellen der Ansicht - - - - j - -
8.1 SUN JavaStudio
SUN Java Studio ist eine Entwicklungsumgebung, die sich vor allem an Leute
ohne Programmiererfahrung wendet. Der Schwerpunkt liegt dabei auf der Pro-
grammierung von Benutzungsoberfla¨chen mit einfacher Funktionalita¨t. Von Giesl
[Gie01] und mir [Mar00] wurde SUN Java Studio na¨her betrachtet. SUN Java Stu-
dio bietet eine rein visuelle Programmierung, wobei es allerdings keine Mo¨glich-
keit gibt, zur gleichen Zeit noch selbst Quelltext zu schreiben. Die erstellten
Programme basieren auf dem Datenflußmodell, wobei Kontrollbefehle auch als
Daten interpretiert werden.
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Abbildung 8.1: ePost Eingabemaske Bean (aus Giesl [Gie01])
SUN Java Studio ist aus drei Fenstern aufgebaut. Das Kontroll-Fenster dient zur
Verwaltung der Programme und stellt alle vorhandenen Beans (Komponenten)
zur Auswahl bereit. Das GUI-Fenster dient dazu, die Benutzungsoberfla¨che zu
gestalten. In ihm werden nur die sichtbaren Beans angezeigt. Im Design-Fenster
werden alle Komponenten, die sichtbaren und die nicht-sichtbaren, des erstellten
Programms abgebildet (s. Abb. 8.1). Die Beans werden dabei durch Piktogram-
me symbolisiert, an denen jeweils die mo¨glichen Ein- und Ausga¨nge durch kleine
Ka¨stchen dargestellt werden. Jeder Ausgang la¨ßt sich mit genau einem Eingang
verbinden. Soll ein Ausgang auf mehrere Einga¨nge oder mehrere Ausga¨nge auf
genau einen Eingang gelegt werden, so muß speziell eine Verteiler- bzw. Zusam-
menfu¨hr-Bean benutzt werden. Die Verbindungen zwischen den Beans werden al-
le, unabha¨ngig von ihren Aufgaben, einheitlich dargestellt. Sind viele Verbindun-
gen fu¨r ein Programm notwendig, kann es dadurch leicht unu¨bersichtlich werden.
Sichtbare Beans werden sowohl im Design als auch im GUI-Fenster abgebildet.
Bei vielen sichtbaren Beans kann es sein, daß der Programmierer Probleme bei
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der Zuordnung zwischen den einzelnen Ansichten der Beans hat.
Der Beanvorrat von SUN Java Studio kann auf zwei Arten erweitert werden (V8,
V9). Die erste Mo¨glichkeit ist, aus vorhandenen Beans neue Beans zusammenzu-
bauen. Das wird als packaged design bezeichnet. Um diese packaged designs mit
anderen Beans kommunizieren lassen zu ko¨nnen, mu¨ssen Ein- und Ausga¨nge defi-
niert werden. Die zweite Mo¨glichkeit ist, selbst mit Java programmierte Beans in
SUN Java Studio einzubinden. Die Methoden der Beans stellen dabei Einga¨nge
dar, vorausgesetzt, sie beno¨tigen nur einen Parameter, andere werden ignoriert.
Ausga¨nge werden mit Nachrichten, die ein Bean schicken kann, realisiert. So in
SUN Java Studio eingebundene Beans ko¨nnen nicht eingesehen werden, d.h. ein
packaged design kann auch nicht wa¨hrend der Benutzung gea¨ndert werden.
Ein SUN Java Studio Programm ist schon wa¨hrend der Ausfu¨hrung testbar (V11).
Dies bringt es aber mit sich, daß ein erstelltes Programm keinen definierten Aus-
gangszustand hat. Als Hilfe fu¨r das Testen werden spezielle Debug-Komponenten
angeboten, die aber nur beim manuellen Test behilflich sein ko¨nnen. Mo¨glichkei-
ten, Testfa¨lle zu erstellen, gibt es nicht.
Wird ein Programm umfangreicher, so wird es schnell durch die feingranularen
Beans unu¨bersichtlich. Die einheitlich dargestellten Verbindungen tragen zusa¨tz-
lich noch ihren Teil dazu bei. Die einzige Mo¨glichkeit, Abhilfe zu schaffen, ist
die Nutzung des packaged designs. Der MASA wurde auch mit SUN Java Studio
erstellt. Ein Teil ist in Abbildung 8.1 dargestellt. Sie zeigt ein packaged design der
ePost Eingabemaske. Zu sehen ist, daß schon dieser kleine Teil, sehr viel Platz in
Anspruch nimmt.
8.2 IBM Visual Age
IBM Visual Age fu¨r Java ist eine Entwicklungsumgebung, die unter anderem
auch die visuelle Programmierung ermo¨glicht (V8). Mo¨chte man mit IBM Visual
Age programmieren, sind aber Java Kenntnisse zwingend erforderlich. Von Giesl
[Gie01] und mir [Mar00] wurde IBM Visual Age na¨her betrachtet.
Das Hauptfenster zeigt alle geladenen Pakete, Klassen und Schnittstellen. Zur
textuellen Bearbeitung kann jeweils ein Fenster geo¨ffnet werden, in dem eine
Klasse im ganzen oder einzelne Methoden bearbeitet werden ko¨nnen. Es steht
auch ein Assistent bereit, der hilft, den Quelltext automatisch zu vervollsta¨ndigen.
Die visuelle Programmierung wird durch ein Kompositionseditor ermo¨glicht, der
es erlaubt, Java Beans miteinander zu verknu¨pfen. Er basiert dabei auf der Parts
Technik von ObjectShare. Wird ein Programm visuell erstellt, erzeugt der Edi-
tor automatisch einen Quelltext, der die Funktionalita¨t der visuell programmier-
ten Teile beinhaltet. Mo¨chte der Programmierer noch selbst Funktionalita¨t hin-
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zufu¨gen, darf er dies nur in speziell gekennzeichneten Bereichen tun, damit seine
A¨nderungen nicht bei der na¨chsten Quelltexterzeugung verloren gehen.
IBM Visual Age realisiert die Kommunikation auf der Basis von Java Beans. Zur
Kommunikation stehen sechs verschiedene Arten von Verbindungen zwischen Ei-
genschaften, Methoden und Ereignissen von Beans bereit. Jede Art der Verbin-
dung wird durch eine andersfarbige Linie mit speziellen Endpunkten dargestellt
(V1). Außer den Endpunkten la¨ßt sich die Position der Linien beliebig anordnen.
IBM Visual Age bietet eine große Auswahl an Komponenten. Es gewa¨hrleistet
aber keine eindeutige Abgrenzung zwischen Komponenten und Klassen, wodurch
der Programmierer leicht irritiert werden kann, wenn er von eingebundenen Klas-
sen die gleiche Funktionalita¨t wie bei Komponenten erwartet.
Die Benutzungsoberfla¨che la¨ßt sich rein visuell gut programmieren. Dabei wer-
den sichtbare Komponenten in einem Fenster plaziert und nicht-sichtbare um
das Fenster herum. Sie mu¨ssen jeweils einen eindeutigen Exemplarnamen haben.
Die sichtbaren Komponenten werden genauso abgebildet, wie sie auf der Benut-
zungsoberfla¨che zu sehen sind. Die nicht-sichtbaren werden durch ein Puzzlestu¨ck
dargestellt, wobei fu¨r jede Komponente dasselbe Piktogramm benutzt wird.
Wa¨hrend der Programmierung werden spezielle Kenntnisse u¨ber die Komponen-
ten erwartet. IBM Visual Age bietet wa¨hrend der Auswahl einer Komponente
keine Mo¨glichkeit, eine Dokumentation (V10) u¨ber eine Komponente zu erhal-
ten. Wird eine Komponente mit einer anderen verbunden, werden nur die Verbin-
dungsmo¨glichkeiten angezeigt, die in dem speziellen Kontext mo¨glich sind. Somit
ist es zu keiner Zeit mo¨glich, einen U¨berblick u¨ber die ganze Komponente zu
erhalten.
Die Programmierung von nicht visuellen Komponenten ist sehr eingeschra¨nkt.
Es gibt z.B. keine Mo¨glichkeit, Methoden oder Nachrichten fu¨r ein neu erstelltes
Bean zu definieren, die als Ein- oder Ausgang dienen ko¨nnen. Dies kann nur durch
eine Hilfskonstruktion realisiert werden, indem spezielle Beans generiert werden,
die einen Ein- bzw. Ausgang realisieren.
Ist ein Programm gro¨ßer, wird die visuelle Darstellung schnell recht unu¨bersicht-
lich. Die Farbe von Verbindungen wird durch die Art der Verbindung bestimmt.
Es la¨ßt sich auch oft nicht vermeiden, daß sich viele Verbindungen u¨berschneiden,
denn nicht-sichtbare Komponenten ko¨nnen nur außerhalb der sichtbaren plaziert
werden. Informationen u¨ber Verbindungen lassen sich auch nicht direkt erfragen.
Sie lassen sich nur durch ein Fenster erhalten, in dem eine Verbindung definiert
werden kann.
Zum Testen von Programmen bietet IBM Visual Age nur einen Debugger an. Es
besteht keine Mo¨glichkeit, einen Testfall (V11) zu spezifizieren.
In Abbildung 8.2 wird gezeigt, wie der MASA mit IBM Visual Age umgesetzt
wurde. Die Hauptanwendung mit den Benutzungsoberfla¨chenelementen wurde
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Abbildung 8.2: Agent erstellt mit IBM Visual Age (aus Giesl [Gie01])
rein visuell programmiert. Es wurde auch versucht, die nicht-sichtbare controller
Komponente visuell zu programmieren. Dabei kamen Komponenten zum Einsatz,
die textuell programmiert wurden.
8.3 Borland JBuilder
Die Entwicklungsumgebung Borland JBuilder dient zur Entwicklung von jegli-
chen Arten von Java-Programmen. Die Zielgruppe ist der professionelle Java-
Entwickler. Bordan JBuilder wurde von Giesl [Gie01] na¨her betrachtet.
Wird JBuilder gestartet, erscheint ein Hauptfenster (s. Abb. 8.3), das sich in
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Abbildung 8.3: Agenten-Benutzungsoberfla¨che mit Borland JBuilder erstellt (aus
Giesl [Gie01])
mehrere kleine Fenster aufteilen la¨ßt. In JBuilder lassen sich mehrere Projekte
gleichzeitig laden, aber es kann immer nur eines bearbeitet werden. Die geladenen
Projekte werden im Projektfenster mit den dazugeho¨rigen Dateien, Klassen und
Schnittstellen dargestellt. Das Inhaltsfenster zeigt die geo¨ffneten Dateien an. Jede
Datei wird in einem Register abgelegt, so daß ein schnelles Wechseln zwischen den
einzelnen Dateien mo¨glich ist. Das Strukturfenster zeigt die Methoden an, die in
der gerade bearbeiteten Datei vorhanden sind. Wird eine Methode ausgewa¨hlt,
springt der Eingabezeiger automatisch an den Anfang der entsprechenden Metho-
de, wodurch ein schnelles Navigieren innerhalb einer Datei mo¨glich ist. Zusa¨tzlich
werden dort auch eventuelle Fehlermeldungen angezeigt.
Zum Bearbeiten einer Datei stehen im Inhaltsfenster fu¨nf verschiedene Ansichten
(K6) bereit. Die einfachste Ansicht ist die Quelltextansicht. Darauf folgt eine An-
sicht, um die Benutzungsoberfla¨che visuell zu erzeugen; weiter stehen Ansichten
zur Versionsverwaltung, Dokumentation und zur Konfiguration von Java Beans
bzw. Enterprise Java Beans bereit.
In der Bentzungsoberfla¨chenansicht ist es nur mo¨glich, Benutzungsoberfla¨chen
visuell zusammenzusetzen. Nicht mo¨glich ist eine visuelle Programmierung der
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unterliegenden Funktionalita¨t (V8). Unterstu¨zt wird nur, speziellen Ereignissen
von den Benutzungsoberfla¨chenelementen Methoden zuzuweisen, die im Falle des
Eintretens aufgerufen werden. Die Oberfla¨che wird direkt in Quelltext u¨bersetzt.
Werden an dem Quelltext A¨nderungen durchgefu¨hrt, sind diese sofort in der
Design-Ansicht der Oberfla¨che zu sehen.
Zur Unterstu¨ztung der textuellen Entwicklung werden diverse Werkzeuge ange-
boten, z.B. ist es mo¨glich, sich das Quelltextgeru¨st fu¨r ein Enterprise Java Bean
erzeugen zu lassen, in dem nachher nur noch die Methoden fu¨r die Funktionalita¨t
eingetragen werden mu¨ssen. Beim Editieren wird der Entwickler auch zusa¨tzlich
durch ein Quelltext-Erga¨nzungswerkzeug unterstu¨tzt, das ihm viel Schreibarbeit
ersparen kann. Daru¨ber hinaus gibt es auch einWerkzeug, das einen Testfall (V11)
fu¨r ein Bean erzeugen kann. Dieses untersucht ein Bean und erstellt automatisch
Mustertestfa¨lle fu¨r jede vorhandene Beanmethode (T2).
Das Beispiel in Abbildung 8.3 zeigt, wie die Benutzungsoberfla¨che fu¨r den MASA
mit JBuilder erstellt wurde.
Der hier betrachtete JBuilder hat die Version 5. Die im Moment aktuelle Version
7 stand leider nicht zur Verfu¨gung. Sie bo¨te zusa¨tzlich die Mo¨glichkeit, Regres-
sionstest (T6) zu erstellen. Ebenfalls lasse sich eine statische Visualisierung des
Quelltextes mittels UML zu erzeugen. Ein erga¨nzendes Produkt Borland Opti-
mizeit Suite unterstu¨tzt den Entwickler bei der Optimierung eines Programms.
8.4 AgentSheets
AgentSheets [Gie01, Rep91, RC93, Rep93, RS95, Rep95, Rau98, Rep00, RIP+01]
ist ein Programm, um branchenspezifische visuelle Programmiersprachen und Si-
mulationswerkzeuge zu erstellen. Es ist ein kommerzielles Werkzeug (stammt ur-
spru¨nglich aus dem akademische Bereich), mit dem auch Nicht-Informatiker vi-
suelle Programmiersprachen erstellen ko¨nnen. Das gleiche System bietet auch die
Mo¨glichkeit, die mit der neuen Sprache erstellten Programme, meistens Simula-
tionen, auszufu¨hren.
Das Geru¨st bietet ein zweidimensionales Gitternetz (V1), in denen Agenten pla-
ziert werden ko¨nnen. Agenten, die nebeneinander in einem Gitter sitzen, ko¨nnen
miteinander kommunizieren (V3). Die Kommunikation besteht aus dem Schicken
von Botschaften, wodurch ein Agent veranlaßt werden kann, seinen Zustand zu
a¨ndern oder auch eine andere Position im Gitter einzunehmen. Die Agenten wer-
den auch durch Bilder dargestellt. Je nach Zustand eines Agenten kann sich deren
Aussehen a¨ndern.
Das spezielle Verhalten der Agenten kann mittels einer visuellen Programmier-
sprache AgentTalk spezifiziert (V8) werden. Einfache Regeln ko¨nnen darin mit
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Hilfe eines Menu¨s zusammengestellt werden. Die Regeln bestehen aus konkreten
Bildern und sind dadurch gut versta¨ndlich.
Ein Hauptanwendungsgebiet von AgentSheets sind Simulationen. Diese ko¨nnen
sowohl passiv, ohne fremdes Zutun, als auch interaktiv, mit Eingreifen eines Be-
nutzers ablaufen. Ein mo¨gliches Szenario eines Ecosystems wird in Abbildung 8.4
dargestellt.
Abbildung 8.4: Ecosystem Simulation (aus Reppening und Citrin [RC93])
Die Agenten ko¨nnen auch im u¨bertragenen Sinne als Komponenten angesehen
werden. Es ist aber nicht mo¨glich, aus mehreren Agenten neue Agenten zusam-
menzubauen (V9), wie es in der Komponententechnik mo¨glich ist. Ein neuer
Agent muß immer von Grund auf neu programmiert werden.
8.5 SAM
Ein Programmiersystem fu¨r dreidimensionale animierte Programme ist SAM (So-
lid Agents in Motion) [GMR98, GLM98, Gie01]. Dort bestehen die Programme
aus Agenten, die miteinander korrespondieren. Die Kommunikation untereinan-
der geschieht durch Botschaften, die von einem Agent zum anderen geschickt wer-
den. Das Verhalten der Agenten wird durch Produktionsregeln bestimmt. Beim
Ablauf eines Programms pru¨fen die Agenten zuerst alle eigenen Regeln, ehe sie
im na¨chsten Schritt die Botschaften verschicken.
Fu¨r ein Programm gibt es zwei verschiedene Darstellungen (K6). Die abstrak-
te Form dient zum Programmieren und zum Fehlersuchen. Die Agenten werden
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als halb durchsichtige Kugeln und deren Ein- und Ausga¨nge als Trichter an der
Oberfla¨che dargestellt. Die Regeln sind dreidimensionale Objekte. Die konkrete
Repra¨sentation zeige das fertige Programm. Mit ihr wird das animierte dreidimen-
sionale Szenario gezeigt. Die Agenten werden durch beliebige Bilder repra¨sentiert,
und die Botschaften bewegen sich animiert durch den Raum. Abbildung 8.5 zeigt
eine abstrakte und eine konkrete Darstellung eines Wildlife Szenarios.
Abbildung 8.5: Wildlife aus Geiger et al. [GLM98]
Dadurch, daß die Botschaften sich langsam durch den Raum (V12) bewegen und
eine automatische Gro¨ßenanpassung vorgenommen wird, soll es dem Programmie-
rer bzw. dem Tester erleichtert werden, den Programmablauf nachzuvollziehen.
Dies wird ihm aber dadurch erschwert, daß der Ablauf nicht festgehalten wer-
den kann, sondern flu¨chtig ist, wodurch er das komplette fru¨here Geschehen im
Geda¨chtnis halten muß.
8.6 Prograph
Die Entwicklungsumgebung Prograph [Sch96, CS94, KS01] ist rein visuell (V8)
und kann auch von Nicht-Programmierern benutzt werden.
Die Programmierung basiert auf einer graphischen Datenflußsprache. Prograph-
Programme werden aus Blo¨cken zusammengebaut, die a¨hnlich wie Komponen-
ten sind. Sie seien aber nicht so leistungsstark wie Komponenten, wodurch ein
Programm gro¨ßer (V7) werden kann, wenn die Aufgaben nicht geeignet in neue
Blo¨cke gekapselt werden. An den Blo¨cken werden die Ein- und Ausga¨nge mit
Kreisen gekennzeichnet. Verbunden werden die Kreise mit Linien, wobei der Da-
tenfluß von oben nach unten angenommen wird. Es besteht keine Mo¨glichkeit,
eine sekunda¨re Notation (V6) zu verwenden. Die Ausfu¨hrung eines Blocks ist da-
tengesteuert. An jedem Eingang mu¨ssen Daten anliegen, damit ein Block mit der
Ausfu¨hrung beginnt. Wie zuvor erwa¨hnt, ist es auch mo¨glich, neue Blo¨cke (V9)
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zu definieren. Die Ein- und Ausga¨nge werden dabei durch Balken repra¨sentiert,
die sich am oberen bzw. unterem Arbeitsfenster-Rand befinden.
Abbildung 8.6: quicksort Sortieralgorithmus aus Schmucker [Sch96]
Abbildung 8.6 zeigt einen quicksort Sortieralgorithmus, der mit Hilfe von Pro-
graph implementiert wurde.
Zur Unterstu¨tzung des Softwaretests von Prograph-Programmen bietet die Ent-
wicklungsumgebung an, Tests (V11) zu definieren, und erlaubt, visuell Daten-
flußtests zu erstellen.
8.7 Aonix SELECT Component Factory
SELECT Component Factory [Aon] ist eine Entwicklungsumgebung zur Erstel-
lung von Anwendungen aus Komponenten. Sie bietet verschiedene visuelle Werk-
zeuge zur Erzeugung und Verwaltung von Komponenten und zur Konstrukti-
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on von Anwendungen (K4, V9). SELECT stellt eine Anwendung mit Hilfe von
UML Diagrammen dar. Zur Erstellung einer Anwendung mu¨ssen diverse UML-
Diagramme wie Process Hierachy, Use Case, Class und Object Sequence gebildet
werden (s. Abb. 8.7).
Abbildung 8.7: Aonix SELECT Component Factory
Durch die Vielzahl von Diagrammen, die fu¨r eine Anwendung no¨tig sind, kann
leicht der U¨berblick (V7) verloren gehen. UML Diagramme ko¨nnen auch schnell
umfangreich und unu¨bersichtlich werden. Als Abhilfe wird angeboten, z.B. meh-
rere Sequence Diagramme zu erstellen, was aber nicht wirklich hilft, da dadurch
die Anzahl der einzelnen Diagramme weiter erho¨ht wird.
SELECT stellt die Komponenten mit Hilfe ihrer Schnittstellenklassen dar. Da-
durch wird der Unterschied zwischen Komponenten und normalen Objekten al-
lerdings nicht deutlich.
Die Komponenten werden mit dem Werkzeug Component Manager verwaltet.
Dort sind die Komponenten hierarchisch gegliedert. Wa¨hlt man eine Schnitt-
stelle einer Komponente aus, wird das Protokoll derselben angezeigt. Wird dort
eine Methode ausgewa¨hlt, erscheint eine kurze Beschreibung (K2, V10) und ein
Kommentar zur Erkla¨rung. Leider ist oft weder eine Beschreibung noch ein Kom-
mentar vorhanden.
Kapitel 9
Zusammenfassung und Ausblick
In den vorhergehenden Kapiteln wurden Merkmale vorgestellt, die fu¨r Kompo-
nentensysteme und deren Entwicklungsumgebungen wichtig sind. Anhand dieser
wurde die Entwicklung von HotAgent gezeigt. Die wichtigsten Eigenschaften
von HotAgent werden im Abschnitt 9.1 noch einmal aufgegriffen. In dieser
Arbeit wurden auch die Vor- und Nachteile von HotAgent in einer Gebrauchs-
tauglichkeits-Studie untersucht. Mo¨gliche Erweiterungen werden in Abschnitt 9.2
angesprochen.
9.1 Zusammenfassung
HotAgent ist ein Komponentenentwurfsrahmen, um Agenten fu¨r den elektro-
nischen Handel zu konstruieren. Es werden spezielle Komponenten bereitgestellt,
um Agenten zu konstruieren, die z.B. Routinearbeiten u¨bernehmen. HotAgent
bietet verschiedene Werkzeuge an, um Komponenten zu entwickeln und zu testen
und um Agenten aus Komponenten zusammenzubauen und deren Laufzeitver-
halten zu analysieren. Durch diese Werkzeuge deckt HotAgent jeden Schritt
in der komponentenorientierten Entwicklung ab. Die Werkzeuge bieten alle eine
graphische Unterstu¨tzung neben der visuellen und textuellen Programmierung.
Wa¨hrend der Entwicklung wurde auf eine gute Integration der einzelnen Werkzeu-
ge geachtet und daß alle eine a¨hnliche Bedienung aufweisen. Der Entwickler wird
dabei unterstu¨tzt, indem er ein durchga¨ngiges Entwicklungsprinzip wiederfindet.
Es ist nur mo¨glich, Agenten aus Komponenten (nicht etwa auch aus Objekten)
zusammenzubauen.
HotAgent Component dient dazu, um neue Komponenten aus vorhandenen
zu erstellen. Dazu ko¨nnen diese auf eine Arbeitsfla¨che plaziert werden, um sie mit
anderen Komponenten und neuen Ein- und Ausga¨ngen zu verbinden. Mit diesem
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Werkzeug kann ein Entwickler neue Komponenten erzeugen, ohne viel u¨ber das
benutzte Komponentenmodell wissen zu mu¨ssen.
Mit diesen erstellten und anderen vordefinierten Komponenten ko¨nnen unter Ver-
wendung von HotAgent Assembly Agenten erstellt werden. Dazu wird eine
a¨hnliche Methode wie die in HotAgent Component verwendet. HotAgent
Assembly erlaubt dadurch das leichte und u¨bersichtliche Erstellen von Agenten.
Zusa¨tzlich werden Funktionen angeboten, um Agenten komfortabel zu warten.
Um qualitativ hochwertige Agenten zu erstellen, ist es wichtig, daß die verwen-
deten Komponenten getestet sind. HotAgent Test erlaubt das Testen von
Komponenten durch ihre Ein- und Ausga¨nge. Dabei ko¨nnen mehrere Testfa¨lle
fu¨r eine Komponente angegeben werden, die durch HotAgent Regression als
Regressionstests aufgerufen werden. Dadurch kann sichergestellt werden, daß alle
Testfa¨lle noch einwandfrei funktionieren. Sollte ein Testfall Ma¨ngel zeigen, kann
er von dort schnell behoben werden.
HotAgent Visualize erstellt eine dreidimensionale Visualisierung des Lauf-
zeitverhalten eines Agenten. Dazu wird das Verhalten durch eine dynamische
Analyse untersucht. Durch Filter ko¨nnen die ermittelten Daten weiter aufberei-
tet werden, so daß eine u¨bersichtliche Visualisierung entsteht. Es kann sowohl der
gesamte Agent als auch Teile von diesem betrachtet werden.
In den Kapiteln 2.2, 3.2 und 4.3 wurde Kriterien erarbeitet, die beim Entwickeln
von Komponenten, beim Zusammenbauen von Anwendungen und beim Testen
bzw. beim Verfolgen des Programmablaufs beachtet werden mu¨ssen. HotAgent
beru¨cksichtigt fast alle dieser Kriterien. In Kapitel 8 wurden andere Entwick-
lungsumgebungen mit Hilfe dieser Kriterien vorgestellt. Ein Vergleich zwischen
HotAgent und anderen Entwicklungsumgebungen ist in der untenstehenden
Tabelle verdeutlicht. Dabei werden folgende Abku¨rzungen verwendet: SUN Java
Studio – JS, IBM Visual Age – VA, Borland JBuilder – JB, AgentSheets – AS,
SAM (Solid Agents in Motion) – SAM, Prograph – PG, Aonix SELECT Com-
ponent Factory – CF, HotAgent – HA, ja – j, nein – n, nicht erzwungen –
ne, separate Datei – sD, separate Klasse – sK, externe Applikation – eA, nicht
anwendbar – -, nicht bekannt – ?.
Kriterium JS VA JB AS SAM PG CF HA
K1 modulares Design ne ne ne j ? j ne j
K2 Selbstbeschreibung sK sK sD ? ? ? j j
K3 globaler Namensraum n n n ? ? ? n ne
K4 zweigeteilter Entwicklungsprozeß j j j j j j j j
K5 Anwendungen zusammenbauen j j j j j j j j
K6 verschiedene Ansichten j j j j j j j j
K7 Wiederverwendung durch Verweis j j j ? ? ? j j
K8 Testmethoden n n n ? n ? n j
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Kriterium JS VA JB AS SAM PG CF HA
K9 klarer Aufgabenbereich ne ne ne j j ne ne ne
K10 geringe Komplexita¨t ne ne n ? j j n j
K11 Sprachunabha¨ngigkeit n n n n n n n n
V1 Na¨he der Abbildung j j - j j j j j
V2 Viskosita¨t n n - ? ? ? n j
V3 versteckte Abha¨ngigkeiten j j - j j j j j
V4 schwere mentale Operationen n n - ? ? ? n j
V5 erzwungenes Vorausdenken n n - ? ? ? n j
V6 sekunda¨re Notation n n - n ? n n j
V7 Sichtbarkeit n n - ? ? n n j
V8 Komp. visuell und textuell j j n n n n j j
V9 Komp.- und Anwendungsentw. j j j n ? j j j
V10 Dokumentation direkt verfu¨gbar j n n ? ? ? j j
V11 Testfunktionalita¨t j n j ? n j n j
V12 Programmablaufvisualisierung n n n ? j n n j
V13 Einheitliches Aussehen j j j j j j j j
T1 schwarze Kiste Tests j - n - - j - j
T2 normale Schnittstelle j - j - - j - j
T3 beno¨tigte Funktionalita¨t testen ne - ne - - ne - ne
T4 Verklemmungen/Zeitverhalten n - n - - ? - j
T5 Testspezifikation n - j - - ? - j
T6 Regressionstests n - n - - n - j
T7 Filtermechanismen - - - - n - - j
T8 Suchmo¨glichkeiten - - - - ? - - eA
T9 Farbe - - - - ? - - j
T10 Hierarchie - - - - ? - - j
T11 Einstellen der Ansicht - - - - j - - j
9.2 Ausblick
Im vorigen Abschnitt wurden die einzelnen Werkzeuge von HotAgent vorge-
stellt. Als Erga¨nzung zu diesen ist ein Werkzeug (s. Abb. 9.1) denkbar, mit dem
neue Komponenten fu¨r die Benutzungsoberfla¨che erstellt werden ko¨nnen. Hot-
Agent Visual Component Drawer wird z.Z. im Rahmen eines Software-
Praktikums erstellt. Der erste Schritt ist, ein vordefiniertes Entwurfsmuster, wie
z.B. Druckkno¨pfe oder Schiebebalken, auszuwa¨hlen. Darauf kann mit dem Zeich-
nen eines neuen Elementes fu¨r die Benutzungsoberfla¨che angefangen werden. Es
werden Elemente wie Linien, Rechtecke und Ellipsen in verschiedenen Farben an-
geboten. Je nach Entwurfsmuster ist auch das Definieren mehrerer Zusta¨nde, wie
z.B. fu¨r
”
gedru¨ckt“, oder der Bewegungsrichtung des Schiebebalkens mo¨glich. Ist
auch diese Aufgabe abgeschlossen, erzeugt das Programm selbsta¨ndig den not-
wendigen Quelltext fu¨r die Komponente. Ein a¨hnlicher Ansatz wurde schon von
Siemon [Sie01] vorgestellt, der sich aber nicht mit Komponenten bescha¨ftigte.
Meyer [Mey87] hat den Begriff Design by Contract eingefu¨hrt. Dabei geht er
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Abbildung 9.1: HotAgent Visual Component Drawer
davon aus, daß zu jeder Methode Vorbedingungen, Nachbedingungen und Inva-
rianten definiert werden. Diese dienten dazu Ma¨ngel zu vermeiden bzw. mo¨gliche
Ma¨ngel zu finden. Meyer [Mey99a] schreibt, daß diese Techniken auch fu¨r Kompo-
nenten angewandt werden ko¨nnen. Ich beabsichtige, diese Technik in das Hot-
Agent Komponentenmodell einzubauen. Dadurch la¨ßt sich eine automatische
Pru¨fung realisieren, ob Aus- und Einga¨nge von Komponenten aneinander passen,
indem ihre Nach- und Vorbedingungen gegeneinander gepru¨ft werden. Da das
Komponentenmodell von HotAgent in Smalltalk implementiert ist, und diese
untypisiert ist, liegt die Herausforderung darin, ein Regelwerk zu erstellen, um
Vor- und Nachbedingungen zu spezifizieren. Ist dies geschehen, kann wa¨hrend der
Konstruktion von Agenten oder Komponenten mit HotAgent Assembly oder
Component sofort gepru¨ft werden, ob eine Verbindung sinnvoll ist. Das kommt
auch der Forderung von Mezini und Lieberherr [ML98, Lie96] nach, daß nur
”
di-
rekte Freunde“ von Komponenten miteinander kommunizieren ko¨nnen du¨rfen.
Eine andere Erweiterungsmo¨glichkeit ist, die Kommunikation zwischen den Hot-
Agent Komponenten an andere Systeme anzupassen und dadurch eine bessere
Kompatibilita¨t und Kommunikationsmo¨glichkeit zu erlangen. Die kann z.B. durch
die Integration des ebXML Standards (Electronic Business using eXtensible Mar-
kup Language) [ebX] geschehen. ebXML ist eine modulare Sammlung von Spe-
zifikationen, die es Unternehmen erlaubt, u¨ber das Internet zu kommunizieren.
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Wie der Name schon sagt, ist es eine XML-Erweiterung, die es gestattet, Nach-
richten verschiedener Art und verschiedenen Inhalts auf standardisierte Weise
auszutauschen. Die Integration in das HotAgent Komponentensystem ist nicht
aufwendig. Ich plane, dazu eine Komponente zu entwickeln, die auf Basis des
ebXML Standards eine Kommunikation mit anderen Systemen gewa¨hrleistet.
Betrachtet man sichHotAgent Assembly, fa¨llt auf, daß es manchmal schwierig
sein kann, die Komponenten und deren Verbindungen klar anzuordnen. Besonders
bei gro¨ßeren Programmen mit vielen Verbindungen zwischen den Komponenten
kann es kompliziert sein, diese u¨bersichtlich anzuordnen. Ich sehe die Mo¨glichkeit
in einer Erweiterung, indem ein Algorithmus zu entwickeln ist, der die Arbeit er-
leichtert. Dazu gibt es bereits schon einige Ansa¨tze aus der Forschung, die mit zu
beru¨cksichtigen sind. Dieser Algorithmus ordnet wahlweise die Verbindungen oder
auch die Komponenten so neu an, daß mo¨glichst wenig U¨berschneidungen auf-
treten. Dadurch wird ein klarerer Arbeitsbereich geschaffen. Denkbar ist ebenso,
daß der Algorithmus die sekunda¨re Notation mit beru¨cksichtigt. Zwei sich schnei-
dende Verbindungen mit unterschiedlichen Farben lassen sich eher identifizieren
als solche mit den gleichen Farben.
HotAgent Visualize bietet zur Zeit eine dynamische Visualisierung des Lauf-
zeitverhaltens eines Agenten. Eine mo¨gliche Erweiterung ist die Entwicklung einer
animierten dynamischen Visualisierung. Dabei kann das Laufzeitverhalten eines
Agenten Schritt fu¨r Schritt dargestellt werden, indem die gleiche Visualisierung
benutzt wird, nur daß je nach Ausfu¨hrungspunkt die entsprechende Verbindung
hervorgehoben wird und eventuell die Ansicht auf diese eingestellt wird. Da-
bei wird der Entwickler Schritt fu¨r Schritt durch den Agenten gefu¨hrt. Optional
ko¨nnen zur gleichen Zeit die Kommunikationsdaten fu¨r die jeweils hervorgehobe-
ne Verbindung angezeigt werden. Zusa¨tzlich ist es auch mo¨glich, die Pra¨sentation
anzuhalten oder andere Bereiche noch einmal anzuschauen. Diese Art der Visua-
lisierung ist vor allem bei gro¨ßeren Programmen hilfreich, deren Laufzeitvisuali-
sierung umfangreicher ist, so daß die Visualisierung immer auf die entsprechende
Position eingestellt wird.
HotAgent ist z.Z. als Prototyp implementiert. Es ist in der Praxis zu pru¨fen,
inwieweit die Produktivita¨t durch HotAgent in der komponentenorientierten
Software-Entwicklung gesteigert wird. Ebenso ist zu pru¨fen, wie skalierbar Hot-
Agent ist. Lassen sich genu¨gend Komponenten einbinden? Ist die Visualisierung
bei großen Projekten noch brauchbar. Wie Kapitel 7 zeigt, sind solche extensiven
Studien an einer Universita¨t nicht ohne weiteres durchfu¨hrbar.
110 KAPITEL 9. ZUSAMMENFASSUNG UND AUSBLICK
Anhang A
Alle Kriterien
In diesem Kapitel werden fu¨r einen besseren U¨berblick alle Kriterien zusammen-
gestellt, die in den Kapiteln 2.2, 3.2 und 4.3 erarbeitet wurden.
Modulares Design (K1): Werde eine Komponente (nach [LR00, LR01]) aus
mehreren Teilen zusammengesetzt, so mu¨sse eindeutig zwischen privaten
und o¨ffentlichen Teilen unterschieden werden. Meyer [Mey90] definiert fu¨nf
Prinzipien fu¨r saubere Modularita¨t. Eines ist das Geheimnisprinzip. Alle
Teile seien modulintern, wenn sie nicht ausdru¨cklich als o¨ffentlich definiert
seien. So ko¨nne u.a. die Implementierung gea¨ndert werden, ohne daß es nach
außen hin sichtbar werde. Er fordert auch explizite Schnittstellen. Jede Au-
ßenverbindung mu¨sse deutlich gekennzeichnet werden, damit nachvollzogen
werden ko¨nne, wie eine Komponente beeinflußt wird.
Komponenten-Selbstbeschreibung (K2): Eine Komponente (nach [LR00,
LR01]) solle die Informationen, die fu¨r ihre Verwendung notwendig sind,
selber zur Verfu¨gung stellen. Weinreich und Sametinger [WS01] erga¨nzen,
daß dazu auch Informationen u¨ber die Beziehungen zwischen Komponenten
und u¨ber die Schnittstelle einer Komponente geho¨ren. Knuth [Knu92] for-
dert das literate programming, bei der die Programmiersprache auch gleich
Dokumentationssprache ist. Dies soll u.a. helfen, Abweichungen zwischen
Quelltext und Dokumentation zu verhindern.
Globaler Namensraum (K3): Um eine Komponente (nach [LR00, LR01]) fu¨r
eine Anwendung genau zu spezifizieren, sei es notwendig, daß es einen ein-
deutigen, globalen Namensraum gebe, damit keine Verwechslungen auftre-
ten.
Zweigeteilter Entwicklungsprozeß (K4): Der Entwicklungsprozeß lasse sich
(nach [LR00, LR01]) in zwei Teile aufteilen: Das Entwickeln von Kompo-
nenten und das Erstellen der Anwendung aus Komponenten.
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Anwendung zusammenbauen (K5): Eine Anwendung werde (nach [LR00,
LR01]) durch Anpassen und Verbinden von Komponenten erstellt.
Verschiedene Ansichten (K6): Beim Entwickeln von Komponenten und An-
wendungen werden (nach [LR00, LR01]) verschiedene Ansichten beno¨tigt,
dazu geho¨ren z.B. Entwicklungs- und Kompositionsansichten. Dieses Kri-
terium ist nicht auf Komponentenmodelle anwendbar, sondern bezieht sich
nur auf deren Entwicklungsumgebungen.
Wiederverwendung durch Verweis (K7): Wird eine Komponente eingebun-
den, geschehe das (nach [LR00, LR01]) durch einen Verweis auf die Kompo-
nentenbeschreibung. Dadurch werde vermieden, daß mehrere unterschiedli-
che Kopien einer Komponente existieren.
Test- und Verifikationsmethoden (K8): Fu¨r eine Komponente seien Test-
und Verifikationsmethoden notwendig, um die Richtigkeit zu pru¨fen. Damit
ko¨nne sie gut wiederverwandt werden. Es werde gefordert, daß Tests einer
Komponente mitgegeben werden.
Klarer Aufgabenbereich (K9): In Abschnitt 2.1 wurden drei Definitionen fu¨r
eine Komponente angegeben. In allen drei wird gefordert, daß eine Kompo-
nente leicht von Dritten benutzt werden ko¨nne. Um dies zu gewa¨hrleisten,
beno¨tigt eine Komponente einen abgegrenzten Aufgabenbereich. Dadurch
la¨ßt sich erkennen, wofu¨r eine Komponente geeignet ist, und sie la¨ßt sich
somit leichter verwenden.
Geringe Komplexita¨t (K10): Mezini und Haupt [MH01a] fordern, daß eine
Komponente unabha¨ngig sei. Um dies zu fo¨rdern, ist es meiner Meinung
nach notwendig, daß die Komponente eine geringe Komplexita¨t aufweist.
Dies ist leichter zu erreichen, wenn eine Komponente einen klaren Aufgaben-
bereich (K9) hat. Meyer [Mey90] sagt in dem Prinzip der wenigen Schnitt-
stellen, daß mit mo¨glichst wenig anderen kommuniziert werden solle, um
mo¨glichst unabha¨ngig zu sein.
Sprachunabha¨ngigkeit (K11): Komponenten versprechen Effizienz u.a. durch
Wiederverwendung. Dies wird erleichtert, wenn mo¨glichst viele Kompo-
nenten genutzt werden ko¨nnen. Wenn ein Komponentensystem sprachun-
abha¨ngig ist, ist die Auswahl an Komponenten deutlich gro¨ßer. Ein Kompo-
nentenmodell muß dafu¨r Mechanismen bieten, daß sich in unterschiedlichen
Sprachen implementierte Komponenten versta¨ndigen ko¨nnen.
Na¨he der Abbildung (V1): Der Abstand (s. [GP96]) zwischen der abzubil-
denden Problemwelt und der Programmiersprache werde als Na¨he der Ab-
bildung bezeichnet. Je besser ein Problem in einer Programmiersprache
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abgebildet werden ko¨nne, desto leichter und u¨bersichtlicher werden die re-
sultierenden Programme. Green und Petre schlagen deshalb eine auf den
Anwendungsbereich spezialisierte Programmiersprache vor.
Viskosita¨t (V2): Die Viskosita¨t (s. [GP96]) bezeichne den Aufwand, der not-
wendig ist, um kleine Programma¨nderungen durchzufu¨hren. Bei visuellen
Programmiersprachen sei damit auch das Umordnen von Elementen ge-
meint, damit neue eingefu¨gt werden ko¨nnen oder um ein Programm u¨ber-
sichtlicher zu machen.
Versteckte Abha¨ngigkeiten (V3): Wenn implizite Verbindungen zwischen
Programmteilen bestehen (s. [GP96]) und fu¨r den fehlerfreien Ablauf ei-
nes Programms notwendig sind, werde von versteckten Abha¨ngigkeiten ge-
sprochen. Werden diese Abha¨ngigkeiten nicht klar dargestellt, ko¨nnen bei
A¨nderungen unvorhersehbare Fehler auftreten. Meyer [Mey90] spricht dabei
auch von expliziten Schnittstellen.
Schwere mentale Operationen (V4): Sachverhalte, die komplex dargestellt
werden mu¨ssen (s. [GP96]), seien zu vermeiden. Es muß versucht werden,
Aufgaben einfach und versta¨ndlich darzustellen.
Erzwungenes Vorausdenken (V5): Die Problematik, inwieweit vorausgeplant
und vorab Entscheidungen getroffen werden mu¨ssen, werde als erzwungenes
Vorausdenken bezeichnet (s. [GP96]). Dies werde vor allem durch implizi-
te Abha¨ngigkeiten bewirkt. Bei visueller Programmierung sei ein gewisses
Vorausdenken notwendig, um nicht sta¨ndig die Programme neu ordnen zu
mu¨ssen.
Sekunda¨re Notation (V6): Zusa¨tzliche Information (s. [GP96]), die nicht zu
der Syntax eines Programms geho¨ren, za¨hlen zur sekunda¨ren Notation. Sie
sollen die Lesbarkeit von Programmen erho¨hen. Beim visuellen Program-
mieren ko¨nne schon das Gruppieren von Elementen oder das Einhalten von
Konventionen dazu za¨hlen.
Sichtbarkeit (V7): Sie zeige (s. [GP96]), wie leicht ein Programm oder ein Teil
eines Programms erfaßt werden kann. Da heute Anwendungen ha¨ufig großen
Umfang haben, sei es besonders wichtig, daß Programme leicht untersucht
und Teile gesondert betrachtet werden ko¨nnen. Dabei solle es auch mo¨glich
sein, Teile nebeneinander anzuzeigen.
Komponentenentwicklung visuell und textuell (V8): Da visuelle Pro-
grammierung manchmal viel Platz beansprucht (s. [Gie01]), solle es mo¨glich
sein, Komponenten auch textuell zu erstellen. Auf der anderen Seite sol-
len auch Komponenten aus anderen Komponenten visuell erstellt werden
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ko¨nnen, um eine gute Gliederung zu ermo¨glichen. Viele Entwicklungsum-
gebungen bieten diese Mo¨glichkeit leider nur fu¨r visuelle Komponenten an.
Winkler [Win90] sagt, daß fu¨r das Programmieren im Großen sich eher ei-
ne graphische Lo¨sung eigne, wobei das Programmieren im Kleinen besser
textuell geschehe.
Komponenten- und Anwendungsentwicklung (V9): Eine Entwicklungs-
umgebung mu¨sse die beiden Teilgebiete Komponenten- und Anwendungs-
entwicklung unterstu¨tzen ko¨nnen (s. [Gie01]). Die Aufgabenbereiche lassen
sich nicht vollsta¨ndig getrennt betrachten, sondern der Entwickler solle fu¨r
beides Entwicklungswerkzeuge vorfinden. Bei textueller Entwicklung von
Komponenten solle der Programmierer auch unterstu¨tzt werden, um z.B.
durch Schlu¨sselwo¨rter, Ein- und Ausga¨nge zu erstellen.
Dokumentationen direkt verfu¨gbar (V10): Das Kriterium der Selbstbe-
schreibung (K2) von Komponenten nutze dem Entwickler wenig (s. [Gie01]),
wenn die Entwicklungsumgebung nicht in der Lage sei, sie geeignet zu
pra¨sentieren. Dabei seien unterschiedliche Arten von Informationen an ver-
schiedenen Stellen im Entwicklungsprozeß interessant.
Testfunktionalita¨t (V11): Testmo¨glichkeiten seien wichtig (s. [Gie01]), da der
Entwicklungsprozeß kontinuierlich gepru¨ft werden muß. Gerade bei kom-
ponentenorientierter Programmierung sei es notwendig, daß eine Entwick-
lungsumgebung eine geeignete Testumgebung bereitstellt. Selbst erstellte
Komponenten mu¨ssen ausreichend getestet werden, damit eine sichere Wie-
derverwendung gewa¨hrleistet werden kann (s. Kapitel 4).
Programmablaufvisualisierung (V12): Um den tatsa¨chlichen Ablauf einer
Anwendung darzustellen, ko¨nne die Programmablaufvisualisierung genutzt
werden (s. [Gie01]). Visuelles Programmieren mit Komponenten biete schon
eine statische Visualisierung des Programms. Es empfehle sich, diese Dar-
stellung so zu erweitern, daß eine dynamische Visualisierung entsteht (s.
Kapitel 4).
Einheitliches Aussehen (V13): Besteht eine Entwicklungsumgebung aus
mehreren unterschiedlichen Werkzeugen, ist es wichtig, daß alle ein ein-
heitliches Aussehen und gleiche Bedienung bieten.
Schwarze Kiste Tests (T1): Diese Tests (engl. black box test) sind anwendbar
fu¨r Komponentensoftware. Die kleinste Einheit zum Testen bei der Kom-
ponententechnologie ist die Komponente. Es ist nicht notwendig, die Be-
standteile einer Komponente einzeln zu testen, sondern es ist besser, eine
Komponente als ganze zu betrachten, wie sie auch spa¨ter eingesetzt wird.
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Demeyer et al. [DDN03] sagen, es sei wichtig, die Schnittstelle zu Testen,
nicht die Implementation.
Da Komponenten Blo¨cke mit Ein- und Ausga¨ngen bilden, ist es praktikabel,
sie mit einer Kombination aus Kontroll- und Datenflußtests zu verifizieren.
Eine Nachricht oder Daten ko¨nnen in einen Eingang gegeben werden, und
die an den Ausga¨ngen bereitgestellten Daten ko¨nnen getestet werden.
Normale Schnittstelle (T2): Die normale Komponentenschnittstelle muß aus-
reichen, um aussagekra¨ftige Tests zu erstellen. Sobald spezielle Schnittstel-
len zum Setzen von Zusta¨nden, wie bei dem Component+ [Com01] Projekt
benutzt werden, sind die Tests nicht mehr repra¨sentativ.
Beno¨tigte Funktionalita¨t testen (T3): Ein Komponentensoftware-Entwick-
ler solle nur die beno¨tigte Funktionalita¨t testen, beschreiben Harrold et al.
[HLS99]. Zusa¨tzliche Aufrufe, von sonst unbenutzter Funktionalita¨t, ko¨nnen
Variable setzen, die anderenfalls uninitialisiert sind und einen Mangel ver-
ursachen. Beck [Bec00] nennt diese Tests Komponententests.
Der Komponentenentwickler muß hingegen die gesamte Komponente te-
sten. Er muß dadurch sicherstellen, daß sie in allen mo¨glichen Einsatzge-
bieten einwandfrei funktioniert. Der Komponentenentwickler weiß nicht, fu¨r
welchen genauen Zweck ein Anwendungsentwickler seine Komponenten ein-
setzen mo¨chte. Durch seine Tests muß er zeigen, daß die Schnittstelle der
Komponente der Spezifikation entspricht. Beck nennt diese Funktionstests.
Verklemmungen/Zeitverhalten (T4): Das Finden von Verklemmungen
(engl. Deadlock) und das Pru¨fen des Zeitverhaltens einer oder mehrerer
Komponenten ist eine wichtige Aufgabe eines Testwerkzeugs. Im Compo-
nent+ [Com01] Projekt wird erwa¨hnt, daß Verklemmungen in einzelnen
Komponenten unwahrscheinlich seien. Sie kommen eher im Zusammenspiel
mit mehreren Komponenten vor.
Handelt es sich bei einer Komponentenanwendung um ein Echtzeitsystem,
ist es notwendig, die beno¨tigten Komponenten nicht nur auf die Funktio-
nalita¨t zu testen, sondern auch auf ihr Zeitverhalten zu untersuchen.
Testspezifikation (T5): Die Testspezifikation soll nach Morris et al. [MLP+01]
sprachunabha¨ngig und leicht zu lesen sein. Vorteilhaft sei es, wenn nicht nur
die Testsoftware die Spezifikation versteht, sondern daß sie auch fu¨r den
Entwickler versta¨ndlich ist. Es solle mo¨glich sein, mehrere Testfa¨lle fu¨r eine
Komponente zu spezifizieren. Cox und Song [CS01] fordern, daß Testfa¨lle
mit jeweils den entsprechenden Komponenten mitgeliefert werden sollen.
Regressionstests (T6): Das wiederholte Testen der gleichen Testfa¨lle, z.B. nach
A¨nderungen an Quelltexten, wird Regressionstest genannt. Siepmann und
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Newton [SN94] legen auf Regressionstests großen Wert. Wenn der Quelltext
einer Komponente gea¨ndert werde, sei es notwendig zu testen, ob sich das
Verhalten nicht gea¨ndert habe, bzw. ob Ma¨ngel eliminiert seien und daß
sich keine neuen eingeschlichen haben. Beck und Gamma [BG98] besta¨rken
dies, in dem sie sagen, daß Tests am Laufen bleiben mu¨ßten. Morris et al.
[MLP+01] fu¨gen hinzu, daß Regressionstests leicht und effizient durchfu¨hr-
bar sein mu¨ßten, damit der Entwickler nicht die Lust am Testen verliert.
Beck [Bec00] fordert, daß Regressionstests automatisiert werden mu¨ßten
und nur eine positive bzw. negative Ru¨ckmeldung liefern du¨rften, ob sie
erfolgreich waren.
Filtermechanismen (T7): Ein Ablaufverfolgungswerkzeug mu¨sse Filtermecha-
nismen anbieten, fordern Souder et al. [SMS01]. Dadurch sei es mo¨glich,
die großen Datenmengen, die bei der Analyse anfielen, zu reduzieren. Ein
Werkzeug solle Regeln anbieten, um Daten auszuschließen bzw. wieder ein-
zubinden.
Suchmo¨glichkeiten (T8): Nach Bassil und Keller [BK01] sind Suchmo¨glichkei-
ten fu¨r graphische und textuelle Elemente in einem Visualisierungswerkzeug
notwendig. Sie machten in Unternehmen eine Untersuchung, die zeigte wel-
che Kriterien fu¨r ein Visualisierungswerkzeug wichtig seien. Suchmo¨glich-
keiten waren dabei die wichtigsten.
Farben (T9): Eine große Rolle spiele nach Bassil und Keller [BK01] auch Farbe.
Hierarchie (T10): Die Pra¨sentation der Hierarchie eines Programms sei eben-
falls wichtig (nach Bassil und Keller [BK01]). Gefordert werde neben der
Darstellung aber auch die Navigationsmo¨glichkeit durch die verschiedenen
Ebenen.
Einstellen der Ansicht (T11): Fu¨r ein Visualisierungswerkzeug ist es wichtig,
daß die Ansicht auf die Kommunikationsdaten individuell einstellbar und
wa¨hrend der Visualisierung vera¨nderbar ist.
Anhang B
Aufgabenstellung: Befragung zur
Gebrauchstauglichkeit
Die Aufgabenstellung zu HotAgent steht auf den folgenden beiden Seiten.
117
118 ANHANG B. AUFGABENSTELLUNG: GEBRAUCHSTAUGLICHKEIT
- 1 -
Programm zum Verschicken von verschlüsselter oder
unverschlüsselter ePost
Es soll ein Programm geschrieben werden, das ein Eingabefeld für Text, einen Auswahlknopf zum
Verschlüsseln und einen Knopf zum Verschicken enthält.
1. Erstellt zuerst soll eine neue Komponente namens „SemCod“ (‚New Composed Component’),
die einen Text verschlüsselt. Diese besteht aus der gegebenen Verschlüsselungseinheit, einem
Eingang und einem Ausgang.
Der Verschlüsselungseinheit wird der Schlüssel durch einen ‚DataBlock’ übergeben. Dazu wird
der Wert „[ Character value: 1 ]“ unter ‚Component Settings’/‚block’/‚value’ eingetragen.
Hinweis: Der zu verschlüsselnde Text muß sowohl an ‚MessageEntry’ als auch ‚Do’ von
‚MessageCodec’ anliegen.
2. Schreibt einen Testfall für „SemCod“, mit dem geprüft wird, ob die Komponente richtig arbeitet
(‚create c. c. test case’).
Der Testcase besteht hierbei aus einem ‚DataBlock’ zur Testeingabe und einem ‚TestBlock’, in
dem der erwartete Ausgabewert eingegeben wird (unter ‚Component Settings’/‚block’/‚value’
z.B. „[ :testData | testData = 'erwartete Ausgabe' ]“).
3. Schreibt das Programm unter Zuhilfenahme von SemCod.
Die hierzu benötigten Komponenten werden im folgenden erläutert.
Benötigte Komponenten:
· Data Block
Aufgabe: Interpretiert den eingegebenen Smalltalk Quelltext
Ausgänge:
· data interpretierte Daten
· MessageCodec
Aufgabe: Die Komponente  MessageCodec  ist eine nicht-visuelle Komponente. Sie soll die
Nachricht an ihrem Eingang ver- bzw. entschlüsseln. Die Kodierung in der ersten Ausbaustufe
ist eine reine Byte Verschlüsselung. Jedes Zeichen der Eingangsnachricht bekommt zu seinem
ASCII-Wert den ASCII-Wert des Schlüssels aufaddiert. Bei der Entschlüsselung wird der
Vorgang umgekehrt, dabei wird der Schlüssel von den einzelnen Zeichen der Nachricht wieder
abgezogen.
Eingänge:
· messageEntry Dieser Eingang legt die Nachricht fest, die in der Komponente ver- bzw.
entschlüsselt wird. Der Parameter ist eine Zeichenkette.
· decode Dieser Eingang legt die Richtung der Kodierung fest. Der Parameter ist ein
Wahrheitswert. Soll die Nachricht am Eingang messageEntry entschlüsselt werden, so liegt
hier der Wert true an bzw. zum Verschlüsseln false.
· key Dieser Eingang legt den Schlüssel für die Ver- bzw. Entschlüsselung fest. Der
Parameter ist ein einzelnes Zeichen, später in höheren Ausbaustufen eine Zeichenkette.
· do Dieser Eingang initiiert die Ver- bzw. Entschlüsselung der Nachricht. Es wird kein
Parameter an diesem Eingang erwartet.
Ausgänge:
· messageExit An diesem Ausgang liegt die ver- bzw. entschlüsselte Nachricht an. Der Wert
ist eine Zeichenkette.
· Split Result
Aufgabe: Leitet eine Anfrage an eine andere Komponente weiter und stellt den Rückgabewert
an einem Ausgang zur Verfügung
Eingänge:
· query Eingehende Anfrage
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Ausgänge:
· query Weitergeleitete Anfrage
· result Ergebnis der Anfrage
· SemEMail
Aufgabe: Sendet einen Text als ePost. Benutzt dazu localhost als SMTP-Server
Eingänge:
· to Empfängeradresse (als Zeichenkette)
· send with text  Text, der als ePost gesendet werden soll. Nach Setzen des Textes wird eine
ePost gesendet (als Zeichenkette).
Ausgänge:
· done Gibt true zurück, wenn das Verschicken erfolgreich war.
· IfControl
Aufgabe: Die Komponente IfControl  ist eine nicht-sichtbare Komponente. Sie soll als
Entscheidungsstruktur dienen und bei positiven Vergleich an ihren Ausgängen einen
Wahrheitswert anlegen.
Eingänge:
·  leftArg An diesem Eingang wird das Argument links vom Vergleichsoperator gesetzt. Der
Parameter ist eine Zahl/Wahrheitswert.
· rightArg An diesem Eingang wird das Argument rechts vom Vergleichsoperator gesetzt.
Der Parameter ist eine Zahl/Wahrheitswert .
· comSym An diesem Eingang wird der Vergleichsoperator spezifiziert. Der Parameter ist ein
Symbol und kann eines der folgenden Symbolen sein: #=, #<, #<=, #> oder #>=
· compare Dieser Eingang aktiviert den Vergleich. Es wird kein Parameter an diesem
Eingang erwartet.
Ausgänge:
· ifTrue An diesem Ausgang liegt ein Wahrheitswert true an, wenn der Vergleich positiv war.
· ifFalse An diesem Ausgang liegt ein Wahrheitswert true an, wenn der Vergleich negativ
war.
· Check Button
Aufgabe: Realisiert einen Auswahlknopf
Eingänge:
· entrance Eingang für Daten, die weitergeleitet werden, wenn Knopf ausgewählt ist
Ausgänge:
· changed Aktiviert, wenn der Status geändert wurde. Gibt true bzw. false zurück, je
nachdem ob ausgewählt oder nicht ausgewählt wurde
· exit Enthält Daten, die an entrance anliegen, wenn Knopf gewählt wurde
· Push Button
Aufgabe: Realisiert einen Druckknopf
Ausgänge:
· perform action Knopf wurde gedrückt
· Text Editor
Aufgabe: Eingabefeld für mehrzeilige Texte. (Achtung! Text muß per „Cut & Paste“ eingefügt
werden - rechte Maustaste)
Eingänge:
· query text Erfragen des enthaltenen Textes (Rückgabewert ist eine Zeichenkette)
· text Setzen eines Textes (Zeichenkette erwartet)
Ausgänge:
· text changed Zeigt an, daß sich der Text geändert hat und liefert den neuen Text zurück
(Zeichenkette)
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Anhang C
Fragebogen: Befragung zur
Gebrauchstauglichkeit
Der Fragebogen zu HotAgent besteht aus den folgenden fu¨nf Seiten.
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Fragebogen zu HOTAGENT
Aufgabenangemessenheit:
HOTAGENT …                                 

   +   ++  +++
ist kompliziert zu bedienen. ist unkompliziert zu bedienen.
bietet schlechte Möglichkeiten,
sich häufig wiederholende Bear-
beitungsvorgänge zu automati-
sieren.
bietet gute Möglichkeiten, sich
häufig wiederholende Bearbei-
tungsvorgänge zu automatisie-
ren.
erfordert überflüssige Eingaben. erfordert keine überflüssigen
Eingaben.
verwendet uneinheitliche Be-
zeichnungen/Ausdrücke
verwendet durchweg einheitliche
Begriffe/Ausdrücke.
Begründungen, Beispiele und Anmerkungen zu den oben gegebenen Antworten:
…………………………………………………………………………………………………………………………………………
…………………………………………………………………………………………………………………………………………
…………………………………………………………………………………………………………………………………………
Selbstbeschreibungsfähigkeit:
HOTAGENT …                                 

   +   ++  +++
bietet einen schlechten  Über-
blick über sein Funktionsange-
bot
bietet einen guten Überblick über
sein Funktionsangebot.
verwendet schlecht verständli-
che Begriffe, Bezeichnungen,
Abkürzungen oder Symbole in
Masken und Menüs.
verwendet gut verständliche Be-
griffe, Bezeichnungen, Abkür-
zungen oder Symbole in Masken
und Menüs.
liefert in unzureichendem Maße
Informationen darüber, welche
Eingaben zulässig oder notwen-
dig sind.
liefert in zureichendem Maße
Informationen darüber, welche
Eingaben zulässig oder notwen-
dig sind.
bietet auf Verlangen keine si-
tuationsspezifischen Erklärun-
gen, die konkret weiterhelfen.
bietet auf Verlangen situations-
spezifische Erklärungen, die kon-
kret weiterhelfen.
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bietet von sich aus keine situa-
tionsspezifischen Erklärungen,
die konkret weiterhelfen.
bietet von sich aus situationsspe-
zifische Erklärungen, die konkret
weiterhelfen.
Begründungen, Beispiele und Anmerkungen zu den oben gegebenen Antworten:
…………………………………………………………………………………………………………………………………………
…………………………………………………………………………………………………………………………………………
…………………………………………………………………………………………………………………………………………
Steuerbarkeit:
HOTAGENT …                               ---   --    -    0   +   ++  +++
bietet keine Möglichkeit, die Ar-
beit an jedem Punkt zu unter-
brechen und dort später
 
ne
Verluste wieder weiterzuma-
chen.
bietet die Möglichkeit, die Arbeit
an jedem Punkt zu unterbrechen
und dort später
 
ne Verluste
wieder weiterzumachen.
erzwingt eine unnötig  arre
Einhaltung 
 
n Bearbeitungs-
schritten.
erzwingt keine unnötig  arre
Einhaltung 
 
n Bearbeitungs-
schritten.
ermöglicht keinen leichten
Wechsel zwischen einzelnen
Menüs oder Masken.
ermöglicht einen leichten Wech-
sel zwischen einzelnen Menüs
oder Masken.
ist so gestaltet, dass der Benut-
zer 	 cht beeinflussen kann, wie
und welche Informationen am
Bildschirm dargeboten werden.
ist so gestaltet, dass der Benut-
zer 
 einflussen kann, wie und
welche Informationen am Bild-
schirm dargeboten werden.
Begründungen, Beispiele und Anmerkungen zu den oben gegebenen Antworten:
…………………………………………………………………………………………………………………………………………
…………………………………………………………………………………………………………………………………………
…………………………………………………………………………………………………………………………………………
Erwartungskonformität:
HOTAGENT …                               ---   --    -    0   +   ++  +++
erschwert die Orientierung,
durch eine uneinheitliche Ge-
staltung.
erleichtert die Orientierung,
durch eine einheitliche Gestal-
tung.
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verwendet verwirrende Dialoge
zur Eingabe von Daten.
verwendet einfache Dialoge zur
Eingabe von Daten.
läßt einen im unklaren darüber,
ob
 
ne Eingabe erfolgreich  r
oder nicht.
läßt einen nicht im unklaren dar-
über, ob
 
ne Eingabe erfolgreich
war oder nicht.
reagiert mit schwer vorherseh-
baren Bearbeitungszeiten.
reagiert mit gut vorhersehbaren
Bearbeitungszeiten.
läßt sich 

cht durchgehend
nach
 
nem
 
nheitlichen Prinzip
bedienen.
läßt sich durchgehend nach ei-
nem
 
nheitlichen Prinzip bedie-
nen.
Begründungen, Beispiele und Anmerkungen zu 	 n oben gegebenen Antworten:
…………………………………………………………………………………………………………………………………………
…………………………………………………………………………………………………………………………………………
…………………………………………………………………………………………………………………………………………
Fehlertoleranz:
HOTAGENT …                               ---   --    -    0   +   ++  +++
ist so gestaltet, 
 ß kleine Feh-
ler schwerwiegende Folgen ha-
ben können.
ist so gestaltet, 
 ß kleine Fehler
keine schwerwiegenden Folgen
haben können.
informiert zu spät über fehler-
hafte Eingaben.
informiert sofort über fehlerhafte
Eingaben.
liefert schlecht verständliche
Fehlermeldungen.
liefert gut verständliche Fehler-
meldungen.
erfordert bei Fehlern im grossen
und ganzen einen hohen Kor-
rekturaufwand.
erfordert bei Fehlern im grossen
und ganzen einen geringen Kor-
rekturaufwand.
gibt keine konkreten Hinweise
zur Fehlerbehebung.
gibt konkrete Hinweise zur Feh-
lerbehebung.
hilft nicht, Fehler zu 
 
rmeiden. hilft Fehler, zu 
 
rmeiden.
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Begründungen, Beispiele und Anmerkungen zu den oben gegebenen Antworten:
…………………………………………………………………………………………………………………………………………
…………………………………………………………………………………………………………………………………………
…………………………………………………………………………………………………………………………………………
Individualisierbarkeit:
HOTAGENT …                               ---   --    -    0   +   ++  +++
ist so gestaltet, daß
 
r Benut-
zer die Bildschirmdarstellung
schlecht an seine individuellen
Bedürfnisse anpassen kann.
ist so gestaltet, daß
 
r Benutzer
die Bildschirmdarstellung gut an
seine individuellen Bedürfnisse
anpassen kann.
Begründungen, Beispiele und Anmerkungen zu den oben gegebenen Antworten:
…………………………………………………………………………………………………………………………………………
…………………………………………………………………………………………………………………………………………
…………………………………………………………………………………………………………………………………………
Lernförderlichkeit:
HOTAGENT …                               ---   --    -    0   +   ++  +++
erfordert viel Zeit zum Erlernen. erfordert wenig Zeit zum Erler-
nen.
ermutigt nicht dazu, auch neue
Funktionen auszuprobieren.
ermutigt dazu, auch neue Funk-
tionen auszuprobieren.
erfordert, daß man sich viele
Details merken muß.
erfordert nicht, daß man sich
viele Details merken muß.
ist so gestaltet, daß  ch

 nmal
Gelerntes schlecht einprägt.
ist so gestaltet, daß  ch

 nmal
Gelerntes gut einprägt.
ist schlecht ohne fremde Hilfe
oder Handbuch erlernbar.
ist gut ohne fremde Hilfe oder
Handbuch

lernbar.
ist nicht für Benutzer mit ver-
schiedenen Kenntnisständen
geeignet.
ist für Benutzer mit verschiede-
nen Kenntnisständen geeignet.
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Begründungen, Beispiele und Anmerkungen zu den oben gegebenen Antworten:
…………………………………………………………………………………………………………………………………………
…………………………………………………………………………………………………………………………………………
…………………………………………………………………………………………………………………………………………
Allgemeine Einschätzungen:
HOTAGENT
 
t …                          ---   --    -    0   +   ++  +++
nicht intuitiv bedienbar intuitiv bedienbar
unflexibel flexibel
frustrierend nicht frustrierend
unübersichtlich übersichtlich
Hier ist noch Platz, um bisher nicht angesprochene Probleme zu nennen und Hinweise zu geben,
wie HOTAGENT verbessert werden kann:
…………………………………………………………………………………………………………………………………………
…………………………………………………………………………………………………………………………………………
…………………………………………………………………………………………………………………………………………
…………………………………………………………………………………………………………………………………………
…………………………………………………………………………………………………………………………………………
…………………………………………………………………………………………………………………………………………
…………………………………………………………………………………………………………………………………………
…………………………………………………………………………………………………………………………………………
…………………………………………………………………………………………………………………………………………
…………………………………………………………………………………………………………………………………………
…………………………………………………………………………………………………………………………………………
…………………………………………………………………………………………………………………………………………
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