There has been much interest in detecting genomic identity by descent (IBD) segments from modern dense genetic marker data, and in using them to identify human disease susceptibility loci. Here we present a novel Bayesian framework using Markov chain Monte Carlo At the scale of a few Mbp, our approach offers potentially more power for fine scale IBD association mapping.
Abstract
There has been much interest in detecting genomic identity by descent (IBD) segments from modern dense genetic marker data, and in using them to identify human disease susceptibility loci. Here we present a novel Bayesian framework using Markov chain Monte Carlo (MCMC) realizations to jointly infer IBD states among multiple individuals not known to be related, together with the allelic typing error rate and the IBD process parameters. The data are phased single nucleotide polymorphisms (SNP) haplotypes. We model changes in latent IBD state along homologous chromosomes by a continuous time Markov model having the Ewens sampling formula as its stationary distribution. We show by simulation that this model for the IBD process fits quite well with the coalescent predictions. Using simulation data sets of 40 haplotypes over regions of 1 and 10 million base pairs (Mbp), we show that the jointly estimated IBD states are very close to the true values, although the presence of linkage disequilibrium decreases the accuracy. We also present comparisons with the ibd haplo program which estimates IBD among sets of four haplotypes. Our new IBD detection method focuses on the scale between genome-wide methods using simple IBD models and complex coalescent-based methods which are limited to short genome segments.
At the scale of a few Mbp, our approach offers potentially more power for fine scale IBD association mapping.
Introduction
Identity by descent (IBD) is a fundamental concept in genetics to describe the ancestral relationships among current copies of homologous DNA. It was first introduced by Cotterman (1940) and Malécot (1948) to generalize the coefficients of inbreeding and relatedness of Wright (1921 Wright ( , 1922 . Copies of DNA at a locus are IBD if they descend from the same ancestral DNA. Thus IBD is by definition relative to some ancestral reference population.
The IBD state for a sample of homologous DNA copies can be specified as a partition into disjoint sets; copies within a set share a common ancestor relative to the ancestral reference population. To avoid confusion with alternate sets of chromosomes, alleles, or haplotypes, we will refer to the members of the sample of haploid DNA copies under consideration as gametes.
The concept of IBD has many uses in genetics, including detecting unknown familial relationships (Stevens et al. 2011) , family or population based genetic mapping (Albrechtsen et al. 2009; Han and Abney 2011) , genotype imputation and haplotype inference (Kong et al. 2008 ), measuring population structure (Weir and Cockerham 1984) , and detecting natural selection (Albrechtsen et al. 2010 ). There has therefore been much recent interest in inferring IBD from genetic marker data, but the focus of these approaches has been pairs of gametes or pairs of diploid individuals. Leutenegger et al. (2003) developed a method to estimate inbreeding coefficients from individual genotypic data, and Browning (2008) used the same model for pairs of population haplotypes. Purcell et al. (2007) and Albrechtsen et al. (2009) summarize the latent IBD state at a locus as the number (0, 1, or 2) of gametes that are IBD at the locus between two diploid individuals. Browning (2010, 2011) further reduced the state space at a locus to none (0) or any (1) shared IBD between two individuals. The primary goal of this paper is to extend the models and methods to inference of IBD among an arbitrary number of gametes. This allows inference of joint patterns of IBD among individuals and across a segment of genome for use in subsequent genetic analyses (Browning and Thompson 2012; Glazner and Thompson 2012) .
The complete historical relationship among current gametes can be described by the genealogical tree of coalescent theory (Kingman 1982) , in which ancestry is traced backward in time from the present to the most recent common ancestor of the gametes. However, for practical purposes, a reference population must be specified. In a pedigree-based study, the gametes of the pedigree founders serves naturally as the reference population. In other cases, there may be a well-defined founder population. However, in population samples without external pedigree information, there is often no clear way to specify the ancestral reference population. In this paper, we define IBD by specifying a reference population at t 0 generations in the past. If mutations occurring subsequent to the t 0 time point are ignored, this specification is the same as the concept of equivalence class used by Kingman (1982) in the formulation of the standard coalescent.
The choice of t 0 will depend on the purpose of inferring IBD. Here we consider the range of time depth t 0 of tens to a hundred generations. This is "recent" IBD (Browning 2008; Browning and Browning 2010) , intermediate between pedigree-based IBD among close relatives and the ancient IBD that is a source of linkage disequilibrium (LD) in population haplotypes. The time depth t 0 is often specified indirectly by the probability η of IBD between a pair of gametes. For a constant diploid population with effective size N e , the ancestral coalescence rate between two gametes is 1/(2N e ) and thus η = 1 − exp [−t 0 /(2N e )].
The pairwise probability η of IBD is approximately equal to the scaled time depth τ 0 = t 0 /(2N e ), for small time depth t 0 (<10 2 generations) and large effective size N e (>10 4 for most recent human populations).
Since the IBD state at a site is the partition determined by a given time depth in the genealogical tree, the process of changing IBD states along a chromosome is determined by the process of changing genealogy due to historical recombination. In coalescent theory, it has been shown that the sequence of coalescent trees along a chromosome can be well approximated by a Markov process (McVean and Cardin 2005; Marjoram and Wall 2006) . Stam (1980) first introduced a Markov model for the IBD process between two gametes, where the lengths of both IBD and non-IBD segments are exponentially distributed, and a parameter λ measures the overall rate of change in IBD state. The two parameters η and λ jointly determine the level of IBD at a site and the chromosomal extent of a segment of shared ancestry (IBD). Brown et al. (2012) . These approaches use exact HMM computational algorithms such as the forward-backward algorithm (Baum et al. 1970; Baum 1972; Rabiner 1989) .
In this paper, we extend the previous work of Brown et al. (2012) to jointly estimate IBD along a chromosome among any number n of gametes using the same IBD process model. However, exact HMM computations cannot be applied for larger numbers of gametes because the state space increases extremely fast with n (Bell 1940 of parameters which can be related directly to the underlying processes of coalescence at a locus, and recombination across the genome.
In the Simulations section, we show results using simulated data from Brown et al. (2012) .
We compare JointIBD results for subsets of four gametes with results from exact computation using the ibd haplo program as implemented in the MORGAN v3.2 (2013) release (http://www.stat.washington.edu/thompson/Genepi/MORGAN/Morgan.shtml). We conclude with a Discussion section.
Methods

The HMM Model
The data, y = {y ij } consist of SNP haplotypes, with y ij being the observed allele at SNP site i (=1, .., m) of gamete j (= 1, . . . , n). Within the population, we assume that there are only two alleles (denoted as allele 1 and allele 2) at each SNP site. Let be the length of the chromosome in base pairs (bp), and let π i be the population frequency of allele 1 at SNP site i. These allele frequencies are assumed to be known. In practice, they would be estimated from a large population sample. We build a hidden Markov model for SNP data y, where the latent variables are the IBD states across a genome segment.
At genome location x, the IBD state, Z(x), among gametes is represented as a partition of the n gametes into IBD subsets, v, where each set is a collection of gametes that are IBD at a location. Thus an IBD state at a site is a partition of the set of integers 1, 2, . . . , n. For example n = 6, Z(x) = {{1, 2, 6}, {3, 5}, {4}} means that at a given location x gametes 1, 2 and 6 are IBD, gametes 3 and 5 are IBD, and gamete 4 is not IBD with any of the others.
The ordering of subsets and of the elements within each is irrelevant. Conventionally, here we order the elements in each subset in increasing order, and order the subsets according to the smallest member of each. The Ewens sampling formula (ESF, Ewens (1972) ) provides a single-parameter probability model for the n-gamete IBD partition at a site:
where θ > 0, |v| denotes the number of elements in set v, and Γ(v) denotes the Gamma function. From equation (1), p 2 ({{1, 2}} |θ ) = 1/(1 + θ). Thus, the parameter θ is inversely related to the probability that two elements fall in the same subset, or, in our application, that two gametes are IBD at this site. The pairwise IBD probability η is simply 1/(1 + θ).
We model the latent process of IBD transitions along chromosomes by a continuous-time reversible Markov process whose stationary distribution is given by the ESF (1). We assume that the distance to the next potential transition event along the chromosome is exponentially distributed with mean 1/λ bp. Given current state z and a potential transition event, the resulting IBD state w is sampled from the transition probability p(w|z) specified by the modified Chinese restaurant process (MCRP, Brown et al. (2012) We briefly describe the MRCP transition process as follows. First, insert a new gamete.
The gamete is inserted into any set of size k with probability k/(n + θ), or as a new singleton with probability θ/(n + θ). Next, randomly delete one of the n + 1 gametes. The newly inserted gamete, if not deleted, takes the identity of the deleted one. Thus the MCRP allows any one gamete to move from one IBD subset to another. It has been shown that the IBD process along the chromosome is reversible with respect to ESF (Appendix A of Brown et al. (2012) ). Using the MCRP model, we formulate the transition probability for two consecutive IBD states z and w along a chromosome. These transitions can result in the same IBD state
The probability of a transition for which z = w is given by:
where a 1 denotes the number of singletons in z. Here the first term on the right hand side refers to the case in which the new gamete is inserted as a singleton and one of the singletons is then deleted, and the second term refers to the case in which the new gamete is inserted into an existing set (denoted v) and one of the gametes in that set is then deleted. Since some potential transitions do not produce state changes, the number of transitions predicted by a given value of λ will generally be greater than the number of actual (i.e. state-changing)
transitions. Throughout this paper, whenever we measure the number of transitions or the distance between transitions, we refer to actual transitions only. This is consistent with usage in earlier methods (Leutenegger et al. 2003; Thompson 2009; Moltke et al. 2011) .
In cases where the transition changes IBD state (z = w), suppose that the new gamete is inserted into a set of size l 1 and the deleted gamete is from a set of size l 2 . The transition
where I(S) = 1 if the statement S is true and 0 otherwise. This extra term arises when one doubleton splits into two singletons (l 1 = 0, l 2 = 2) or two singletons merge into one doubleton (l 1 = 1, l 2 = 1). The same state will result whichever of the two gametes is deleted (for the former case) or inserted (for the latter case). For any two states z and w, we define the IBD distance |z − w| to be the minimum number of IBD transitions necessary to transfer one into the other according to the MCRP.
We model the emission probability of SNP data given the latent IBD states. We do not model linkage disequilibrium in the ancestral reference haplotypes, so the SNP data at each site i are conditionally independent given the latent IBD states. We assume that the ancestral allelic states for each IBD subset are independent among subsets and across sites, and are randomly sampled from a locus-specific ancestral allele frequency π i . Since we consider common SNP variation and short scaled time depth τ 0 , we use separately estimated current allele frequencies as proxies for π i .
Our typing error model assumes that each observed allele has a probability of ε of being toggled to the alternative allele. Consider an IBD set of size l at site i. The probability of the corresponding data vector consisting of, for example, k alleles of type 1 and (l − k)
alleles of type 2, is proportional to
We assume that the scaled time depth τ 0 defining the reference population is small enough that mutations on the lineages from ancestral reference alleles to the current sample can be ignored. Mutations which do occur will be interpreted as typing errors, potentially resulting in an overestimate of ε.
For our Bayesian prior distributions on parameters, we assign priors of high variance that suggest low levels of IBD among the n = 40 gametes. For the error probability ε, we assign a uniform distribution on the range [0, 1] . For the IBD level parameter θ we use a gamma distribution with shape α θ = 2 and scale β θ = 2n. This distribution has mean 160 and standard deviation ∼ 113, corresponding to values of η of order of magnitude 0.006, but permitting much higher values where the data provide evidence of IBD. For λ we use a gamma distribution with shape α λ = 2 and scale β λ = 10 −4 , giving a mean distance 5000 bp to the next potential transition point, but again allowing for much longer or shorter segments.
For marker data with high levels of linkage disequilibrium (LD), our method tends to overestimate IBD levels due to haplotype similarities in the reference founder population (Purcell et al. 2007; Brown et al. 2012) . This, in effect, increases the scaled time depth τ 0 of the ancestral reference population, and hence also the IBD level η. We therefore also used a more informative prior distribution for θ by including a constraint, truncating the gamma prior distribution, so that θ ≥ θ c = n = 40. That is, the pairwise IBD probability η is bounded above by 1/(1+θ c ). In addition, we restrict the total number of transitions to be no greater than K c = 2 × 10 −5 .
Parameter Estimation
We update Z(x) by reversible jump MCMC and the model parameters θ, λ, and ε by Gibbs sampling. As the reversible jump MCMC procedure is the novel part of this process, we describe it here: updates for other parameters are described in Supplemental Materials S4.
We define three proposal distributions for use in MCMC updates. These are briefly described here; their formal definitions are in Supplemental Materials S3.
(1) The proposal distribution q(z|z A ) or "one-side distribution" samples the IBD state of the new z, starting from the left-side z A , using the MCRP. This could, for example, be used to draw a new successor (z) to the most rightward interval on the chromosome (z A ).
(2) The proposal distribution q(z|z A , z B ) or "two-side distribution" samples a new z which is an intermediate between the left side z A and the right side z B , which must be no more than 2 steps apart; the new z must be no more than 1 step from each of z A and z B .
(3) The proposal distribution q(z|z A , z B , z C ) or "propagation distribution" considers a situation in which z A and z B are consecutive IBD states along the chromosome and are thus no more than 1 step apart, and where z C is a state exactly 1 step from z A . If z B and z C are no more than 1 step apart, the propagation stops, that is, z is set to z B . Otherwise, we choose a new z which is no more than 1 step from both z B and z C , and is two steps from z A .
This proposal distribution is used when changes of an IBD state (modification, insertion, or deletion) have to be propagated through a subsequent interval in order to avoid a violation of the MCRP model. Proceeding rightward, new values for each of the IBD segments are drawn from the propagation distribution where z B is the original state of the segment being redrawn, z A is the state of its original leftward neighbor, and z C is the state of its current leftward neighbor. This redrawing process stops as soon as a segment which is legal without modification is reached, or at the end of the chromosome.
Updates of K, x, and z use six move types briefly described here (details and proposal ratios are given in Supplemental Materials S4, as well as handling for special cases such as the end of the chromosome).
(1) Update a transition location. A transition location is chosen at random and set to a new location chosen uniformly between its flanking transitions.
(2) Update an IBD segment. A segment is chosen at random. A new state for this segment is chosen from the two-side distribution, with its two neighbor IBD states being the two sides. (6) Update segments of IBD by swapping their gamete labels. A pair of gametes is chosen at random and partitioned into segments which are IBD and segments which are not. Independently for each run of non-IBD material, we choose randomly whether or not to swap the labels for that pair of gametes.
Results
Generation and analysis of simulated data
We test model performance using part of the population simulation of Brown et al. (2012) .
In those data, a constant population of 3500 males and 3500 females was simulated over γ controls generation of data sets at varying LD levels. In generating a haplotype from the BEAGLE model, γ is the probability of random switching among haplotype clusters at each SNP marker and thus LD is broken on average every 1/γ markers. In this paper we use only the high-LD (γ =0.05) and no-LD (γ =1) data sets of Brown et al. (2012) . We then impose additional typing error on the data sets of Brown et al. (2012) . After constructing the current generation-200 haplotypes from the founder haplotypes and the descendant founder genome segments, we simulate allelic typing errors using the same error model assumed by our analysis. We apply error independently for each marker and each gamete with probability ε=0.005.
Simulated data were analyzed with JointIBD as follows: For each data set, two independent replicates were run. For each, 4 equally spaced temperatures were used, chosen adaptively during burn-in. (The length of burn-in varied among the data sets.) After burnin, samples were taken every 20 iterations for a total of 20,000 iterations or 1000 samples.
The two replicates were pooled to give 2000 samples. Potential Scale Reduction Factors (PSRFs, Gelman and Rubin (1992) Figure 1A shows the distribution of the bp distances between transitions. It has somewhat heavier tails and larger variance than an exponential distribution with the same mean.
We examine the empirical stationary distribution of the IBD process along chromosomes by sampling IBD states every 0.05 Mbp. As shown in Figures 1B and C , the simulated distribution of IBD states is very close to the distribution based on coalescent theory (Hein et al. 2005) with scaled time depth τ 0 = t 0 /(2N e ) ≈ 0.0214. The slight discrepancies may be due to the use of only one realization of the underlying population pedigree or to differences between the coalescent model and the simulation model used for IBD descent. Figure 1B and D compare the simulation distribution with the ESF (Eq. 1). The value of θ is set to 41 so that the mean number of IBD sets is the same as for the empirical distribution. This is slightly smaller than the value calculated from the relation θ
The distribution of the number of IBD sets based on the ESF is more dispersed than the simulated one ( Figure 1B) . Consistently, Figure 1D shows that the more frequent IBD states are a little under-represented by the ESF while the less frequent IBD states are a little over-represented. Overall, the ESF distribution fits the empirical distribution reasonably well. We first examine estimates from no-LD data for the parameters ε, θ, λ, and the average density of IBD transitions (the number of transitions divided by the length of the chromosome). As shown in the left panels of Figure 2 , the prior distributions (dashed lines) are essentially non-informative. As expected, longer sequences give a tighter posterior distribution. By chance, S-NoLD had a realized error rate of only 0.0035, while L-NoLD had a realized error of 0.0053; as a result, the estimate of ε was low for the S data. The ESF pa-rameter θ is estimated to be around 40 from both data sets ( Figure 2C ), which is consistent with t 0 = 200 generations (see section 3.1).
MCMC inference of IBD
Since the "true" transition rate λ is unknown, we estimate it based on coalescent theory, and then compare the result with its posterior distribution (Fig. 2E) . The average number of lineages (or IBD sets) at τ 0 ≈ 0.0214 for n = 40 gametes is estimated to be around 28 (Hein et al. (2005) ; see also Ancestral LD is due to shared population history beyond t 0 generations in the past, and is not accounted for in our model. Ancestral LD results in decreased θ and increased λ and thus an increased number of IBD transitions (right panels of Figure 2) . Figures 2D and H show that, particularly for the large data set (L-LD), the estimated θ and the average density of IBD transitions become very sharply distributed just above the truncation thresholds (see section 2.1). As a consequence the posterior distribution of λ is essentially identical to its prior ( Figure 2E ). Ancestral LD has effectively shifted the reference population backward and increased the scaled time depth τ 0 . Our results confirm previous studies (Purcell et al. 2007; Brown et al. 2012) showing that high LD regions are miscalled as shared IBD segments. The mismatch between our model and the LD data also leads to an overestimate of the allelic typing error rate ( Figure 2B ), since the miscalled IBD segments show strong haplotypic similarity but not identity. To assess accuracy of state reconstruction, at each SNP marker location we evaluate the inferred marginal IBD state by the probability that the distance between a random estimated IBD state and the true IBD state is no greater than 2. As shown in Figure 4 , IBD states are not well estimated in the presence of LD in the founder genomes. This is explained by the increased number of inferred IBD transitions (see Figure 2G and H) so that on average fewer markers provide information about each IBD state. Estimation of IBD state is also affected by the local density of SNP markers, as indicated by the poorer estimation of IBD around the 8Mbp location in Figure 4C . There are only 31 SNP markers between 7.5 and 8.5
Mbp, far less than the global average of 86 markers per Mbp. As shown in the left panels of Supplemental Figure S2 , this region also shows high false positive probability and large posterior uncertainties in the number of IBD subsets and pairwise IBD probability. Finally, longer data sets do better than shorter ones in their area of overlap ( Figure 4A and B), presumably because of better parameter inference.
In addition, at each SNP marker location we evaluate the inferred IBD state by the number of IBD subsets and the pairwise IBD probability. We define the false positive probability at a location as the probability of a false claim of IBD between a random pair. Results from the short data sets are shown in Figure 5 , and from the long data sets in Supplemental Figure S2 . For the results estimated from S-NoLD (left panels of Figure 5 ), the true values of the number of IBD sets and the pairwise IBD probability fall within their marker-specific posterior central 95% intervals ( Figure 5A and C), and the IBD states in the middle region are well estimated as shown by the small posterior intervals ( Figure 5A , C and E) and low false positive probability ( Figure 5E ). In fact, a randomly sampled IBD state in the middle region (0.35 to 0.7 Mbp) has a probability of around 0.91 being exactly the same as the true state (data not shown).
In the presence of LD in the founder genomes (S-LD), the number of IBD sets at a SNP marker in the middle region is underestimated ( Figure 5B ), consistent with our earlier interpretation of the increased scaled time depth. This results in a larger pairwise IBD probability and a higher false positive probability than in the absence of LD. However, even in the presence of LD the rate of false claims of IBD remains below 1%. Browning (2010, 2011) error rate of 0.01 was used in the analysis, to accommodate aberrant IBD changes or (in real data) mutations and other anomalies. In this paper, we added typing error at rate 0.005, but used only this same lower value in the ibd haplo analyses.
Comparison with ibd haplo
For each of the two large data sets L-NoLD and L-LD, we ran ibd haplo for all 190 possible pairs out of 20 individuals, and obtained the most probable pairwise IBD state at each marker location. In each run, we set ε = 0.005, the simulation value, and η = 0.025 so that θ = 39 close to the "true" value in terms of the number of IBD sets (Fig. 1B) . The results are shown in Figure 6 . As shown in the left panels of Figure 6 for the results estimated from data without LD, both methods perform very well and ibd haplo performs slightly better than JointIBD. The number of pairs showing any IBD as estimated by ibd haplo is almost identical to the true value, whereas JointIBD underestimates this around the location of 7 Mbp ( Figure 6A ). ibd haplo shows fewer false IBD calls ( Figure   6C ) and fewer false no-IBD calls ( Figure 6E ). On the other hand, in the presence of LD (right panels of Figure 6 ), JointIBD performs better than ibd haplo. The latter shows large overestimation of the probability of any IBD ( Figure 6B ), which results in a large number of false IBD calls ( Figure 6D ) at corresponding locations. Neither method does well at detecting all the pairwise IBD ( Figure 6F ).
The differences in performance between ibd haplo and JointIBD are partly due to the different specifications of the prior distributions. In the absence of LD in founder genomes, the data are informative for the number of IBD transitions, and thus the results are not sensitive to the ibd haplo assumption of a relatively low IBD change rate. The ibd haplo program also fixed the parameter values of ε and θ, whereas JointIBD uses non-informative prior distributions for these parameters. This may explain the slightly better performance of ibd haplo.
In contrast, LD in founder genomes tends to be interpreted as IBD segments as such LD is not modeled in these methods. Thus the number of IBD transitions is overestimated.
While ibd haplo puts a soft constraint on the number of IBD transitions by assigning a small value to the IBD change-rate, JointIBD puts a hard upper bound on the number of IBD transitions. Thus the false positive rate (calls of IBD given no IBD) is more effectively controlled by JointIBD ( Figure 6D ).
Discussion
We have presented JointIBD, a Bayesian inference framework for the joint detection of IBD segments among multiple gametes. We discuss three main assumptions in our model. First, we assume that IBD processes along chromosomes are independent of allelic states. Thus, the SNP loci are assumed to be selectively neutral and the effects of mutation negligible.
For the inference of IBD we use common SNP variation, not rare variants, and we aim to infer IBD relative to a reference population at scaled time depth τ 0 in the past. Processes such as natural selection and demographic history are relevant only from τ 0 to the present.
Our interest is in relatively recent IBD, where τ 0 is of order 0.02. Therefore, in contrast to detection of ancient IBD (large τ 0 ), our method is largely immune to natural selection, unless the selection is very strong.
The second main assumption is the modeling of IBD processes along chromosomes by the modified Chinese restaurant process (MRCP) with the ESF as the stationary distribution. In the ESF the gametes are exchangeable, and thus we implicitly assume there is no geographical or social population structure among the small sample of individuals who provide the gametes. To validate the ESF, we make comparisons with coalescent theory, which assumes that the recent genealogical process of the population can be described by a Wright-Fisher model with constant effective population size. We have verified that the ESF is a good approximation of the probability distribution of IBD states at τ 0 predicted by coalescent theory, although the number of IBD subsets has slightly higher variance under ESF ( Figure 1B We have compared JointIBD to ibd haplo, using data from Brown et al. (2012) . JointIBD can only analyze haplotype data at this time. For genotype data, unknown phase could potentially be integrated out using the methods described by Albrechtsen et al. The full posterior distribution is given by
where each term is explained as follows. First, the SNPs are assumed to be independent given the latent IBD state, so that the likelihood term is a product over SNP sites:
Additionally, since we assume independence of the allelic type of non-IBD DNA, each term in the product over SNPs is again a product over the IBD subsets of gametes. Second, the IBD process along the chromosome is modeled as a continuous time Markov process, with the prior distribution given by
The probability of the vector z of IBD partitions is given by
where the distribution for the initial IBD state z 1 is given by the ESF (main paper Equation 1), and the transition probability p(z i+1 | z i , θ) can be calculated from the modified Chinese restaurant processes (MCRP) (main paper Equations 2 and 3).
Since λ 1 and thus K , the geometrically distributed discrete inter-transition basepair counts are approximated by exponential distributions for the inter-transition distances.
That is, if K is not constrained,
If K is bounded by K c < ∞, the distribution of K will involve a normalization constant that depends on λ. That is
where C(λ) = Γ(K c , λ )/Γ(K c ), and the numerator is the incomplete Gamma function:
) Thus x is uniform on the space 1 = x 1 < x 2 < .... < x K+1 = +1
and
That is, the prior distribution for (K − 1) is a truncated Poisson distribution with mean λ .
The prior distributions for θ and λ are Gamma distributions, where that for θ is bounded
−u/β denotes the gamma probability density on u > 0 with shape parameter α and scale parameter β, the prior distribution of θ
and the prior distribution of λ is
The prior distribution of ε is the uniform distribution in [0, 1] :
. In general λ must be sampled via a Metropolis algorithm, but if K c = ∞ the full condi-
. In this case λ can be integrated out to obtain the posterior distribution on the other parameters:
where
S2: Possible transitions between two IBD states z A and z B
In this section we list all the transformations between two IBD states that differ by at most two steps (|z A − z B | ≤ 2). In describing these transformations, we use lower case letters a, b, c and d to denote gametes, and upper case X, Y , P and Q to denote IBD subsets. The notation {a, X} will denote the subset {a} X. Note that any specified gamete such as a is not in any specified subset such as X. We denote the size of subset X by |X|, and group the transformations by the pair of sizes (|z A |, |z B |) for the numbers of subsets in the two IBD states that are involved in the transformation. Note that the IBD subsets shared between z A and z B are irrelevant.
Case |z A − z B | = 0: If z A = z B no transformation is needed.
Case |z A − z B | = 1: Recall that one step of our process can move one gamete a from a source subset S to a target set T . This move results from proposing the new gamete in set T , and then deleting a from S, and the transformation is denoted (a : S → T ). In Table S1 , we give both the transformation from z A to z B and the transformation from z B to z A .
Case |z A − z B | = 2: In • IV: |z A − z B | = 1 and |z B − z C | = 2. Sample z uniformly from all the possible IBD states satisfying the distance constraints (Table S2 ). If there is no such IBD state, reject the proposal Note that q(z B |z C , z, z B ) is the reverse proposal distribution to q(z|z A , z B , z C ).
Cases I and II are paired in this reversal, while cases III and IV remain unchanged.
S4 Sampling the posterior distribution via MCMC
We estimate the model parameters θ, λ, ε, K, x, and z by MCMC, using several versions of the Metropolis algorithm. Our general notation for the target distribution of state variables ω, is p(ω), and the proposal distribution for a new state given current state ω t is q(·|ω t ). The acceptance probability of proposed state ω * is min 1,
If the proposal is accepted ω t+1 = ω * , and otherwise ω t+1 = ω t . We refer to the ratio p(ω * )/p(ω t ) in equation S2 as the target ratio, and the ratio q(ω * |ω t )/q(ω t |ω * ) as the proposal ratio. In the case of reversible jump MCMC, the acceptance probability also includes a Jacobian factor (Green 1995) . To sample θ, ε and λ from their full conditional distributions, we use random walk Metropolis algorithms (Gelman et al. 1996) for each parameter separately (except in the case where λ can be sampled directly). In this case the proposal ratio in equation S2 is equal to 1, and only the target ratio is required. In each case the proposal distribution is a normal distribution centered at the current value with the variance adjusted to give an acceptance ratio around 0.44 (Gelman et al. 2004 ).
Since the insertion or deletion of IBD change points involves a change in the dimension of the parameter space, we update K, x, and z by reversible jump MCMC (Green 1995 
delete an IBD transition, and (6) update segments of IBD states by swapping their gamete labels. We denote by ϕ i (i = 1...6) the sampling probability for move type i. In move types (4-5), the parameter dimensions change by a transition location and an IBD state at the location, and the Jacobian factor is 1.
In the following, we describe the proposals and give the proposal ratios for all the move types (1-6), the target ratios for move types (4-5), and the full conditional distributions for move types (1-3) and (6) from which the target ratio can be obtained.
1. Single update of a transition location. First randomly choose 2 ≤ k ≤ K, and then sample a proposal value x * k from a discrete uniform distribution in the range from x k−1 + 1 to x k+1 − 1. The full conditional posterior distribution is p(x k |·) ∝ {i|x k−1 <s i <x k+1 } p(y i | Z(s i ), π i , θ, ε).
The proposal ratio is 1 as the proposal distribution is symmetric. segment, we propose IBD states by swapping the labels for the pair of gametes. Let k and l (l > k) be the two ends of the segment so that z k and z l are IBD for the pair of gametes. We set k = 0 for the first segment, and l = K + 1 for the last segment. The full conditional distribution is p({Z(x)} x k+1 ≤x<x l |·) ∝ {i|x k+1 ≤s i <x l } p(y i |Z(s i ), π i , θ, ε), which does not depend on the IBD transition probabilities. The proposal ratio is 1 for this symmetric proposal distribution.
In each iteration of a single MCMC, we update θ, λ, ε one by one, update Z(x) 10 −5 times with move types (1) (2) (3) (4) (5) , and update IBD states n/2 times with move type (6). To improve the mixing of the MCMC, with probability 0.5 we reverse the direction of the chromosome in every iteration. When λ is not sampled (equation S1) move types (1) (2) (3) (4) (5) are sampled with probabilities ϕ = ((1 − 2c)/3, (1 − 2c)/3, (1 − 2c)/3, c, c), respectively. Here c is a tunable constant, and it is set to be 0.2. When λ must also be sampled due to the bounding of K by K c , we set c to be a small value of 0.05, as the number of IBD transitions is distributed sharply around K c due to the LD in the founder genomes.
We run two independent groups of MCMC chains. In each group there are four MCMC chains, and parallel algorithms are used where the full conditional distribution is raised to the power σ,0 < σ ≤ 1 (Metropolis-coupled MCMC, (Geyer 1991) ). The power σ is set to 1 for the coldest chain, and decreases with equal interval ∆σ, which is adjusted so that the accept probability for swapping a pair of chains is 0.5. Only the coldest chain in each group is saved. 
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