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Abstract
Adsorption and catalytic properties of metal surfaces are of great scientiﬁc and
technological interest. For an accurate description of the detailed atomic and
electronic structure of surfaces a number of experimental methods exist. On the
theoretical side, physical and chemical properties of solid materials, which can be
modelled by unit cells of up to a few hundreds of atoms, are accurately described
by ﬁrst-principles density functional theory (DFT) approaches. No empirical
parameters are needed for such calculations. Many interesting properties which
are observed experimentally, however, require systems with many more atoms,
and for that the so-called Cluster Expansion (CE) is ideally suited. In this work,
the input for the CE consists of a suﬃciently large set of DFT calculations, and by
combining CE and DFT the accuracy of DFT calculations can be forwarded to the
simulation of large systems. The interaction energies of the CE are exploited for
Monte Carlo (MC) simulations, which enable the investigation of the temperature
and concentration dependent formation of adsorption structures. The present
work makes use of this strategy for studying atomic adsorption on a tungsten
surface, with the aim to model and analyse the temperature dependent formation
of adsorption structures. The present theoretical study was initiated by the close
collaborations with experimental groups within a network project of the Austrian
Science Foundation FWF.
Without the need of any empirical parameter, by the combination of DFT,
CE and MC techniques the oxygen adsorption on the tungsten W(110) surface
is studied resulting in a surface phase diagram. Coverages up to 1 monolayer are
considered corresponding to the range of oxygen concentrations of 0 ≤ xO ≤ 1.
DFT results for single-site adsorption and in particular for full coverage reveal
that adsorption at 3-fold hollow H3 sites is by far the most stable one. Therefore,
the CE is done for a monoatomic layer with the two geometrically equivalent
H3 sublattices of the W(110) surface. Based on 60 DFT calculations with lateral
unit cells containing up to 12 tungsten atoms for which the atomic geometries are
fully relaxed, a determination of the eﬀective interaction energies and a ground
state search for 80394 adsorption structures is undertaken. As a result, four
ground state structures emerge with the lateral unit cells described as (2×5)
for xO = 0.20, (2×2)(a) for xO = 0.25, (2×1) for xO = 0.50, and (2×2)(b)
for xO = 0.75. In agreement with experiment, the most stable structures are
(2×1) and (2×2)(b), which are formed at larger coverages. At lower coverages,
the thermodynamical stability of the corresponding two ground states is rather
weak. Detailed analysis of the relaxation of the ground state structures reveals
sizeable lateral stresses acting on the surface tungsten atoms. On the basis of the
eﬀective cluster interactions MC simulations are performed in order to derive the
critical temperatures for the order-disorder transition by which the phase diagram
is ﬁnally constructed. Although the agreement to the experimentally derived
phase diagram is good, signiﬁcant diﬀerences remain, which might be due to the
neglect of vibrational properties in the calculations. Therefore, the inﬂuence of
vibrations of the adsorbed oxygen atoms on the adsorption energies is studied,
namely by calculating selected wagging and stretching vibrations for the ground
state structures. The discrepancies, however, could not be fully resolved. The
conclusion is, that a much more elaborate scheme for dealing with the vibrational
properties might be needed.
Another adsorption system, which is studied in combination with new exper-
iments, is indium on W(110). For this study the atomic structure of various
indium adlayers at submonolayer coverages on W(110) is investigated by a DFT
and molecular dynamics (MD) approach as well as by analysis of low-energy elec-
tron diﬀraction intensities. Single atom studies by DFT reveal that adsorption
at the four-fold hollow H4 sites of W(110) is most preferable, followed by bond-
ing to H3 and two-fold short bridge sites. At full coverage the preference of the
adsorption site changes and the H3 site is now the most stable site followed by
H4. Both, theory as well as experiment, reveal that for the (3×1) structure,
which corresponds to a coverage of xIn = 0.33, indium atoms occupy exclusively
H4 coordinated sites, while for the (1×4) phase (xIn = 0.75) and (1×5) phase
(xIn = 0.80) H3 and bridge sites are also occupied. According to the DFT results,
the (1×4) structure is the most stable one, closely followed by the (1×5) structure.
Additional MD simulations at xIn = 0.33, 0.75 and 0.80 reveal that the (1×4)
structure is indeed the most stable structure of the system. The analysis of DFT
studies on free monolayers of indium reveal the signiﬁcant inﬂuence of indium-
indium bonding on the formation of these adlayer structures. The low-coverage
(3×1) structure is energetically the least favorable one, in agreement with the
experimental ﬁnding that the (3×1) structure is only metastable and transforms
with increasing time or upon annealing into islands of (1×4) patterns. In order
to investigate, if the (3×1) structure might be stabilized by contaminants, DFT
calculations were also performed for co-adsorbing hydrogen and oxygen with in-
dium on W(110). However, the (3×1) structure always remains metastable only.
Furthermore it is found, that phase separated regions of oxygen patches and
(1×4) indium islands are stabilized by about 1 eV/atom relative to a mixture of
indium and oxygen atoms in the (3×1) structure. This ﬁnding is in very good
agreement with the experimental observation that the (3×1) to (1×4) transition
can be triggered by additional oxygen.
Zusammenfassung
Adsorption und katalytische Eigenschaften von Metalloberﬂa¨chen sind von großem
wissenschaftlichem und technologischem Interesse. Fu¨r eine genaue Beschrei-
bung der atomaren und elektronischen Strukturen existiert eine ganze Reihe ex-
perimenteller Methoden. Auf der theoretischen Seite werden physikalische und
chemische Eigenschaften von Festko¨rpern, die mit Einheitszellen mit bis zu eini-
gen hundert Atomen modelliert werden ko¨nnen, exakt durch Anwendung von
ab initio-Methoden wie der Dichtefunktionaltheorie (DFT) beschrieben. Fu¨r
solche Berechnungen werden keine empirischen Parameter beno¨tigt. Viele in-
teressante Eigenschaften, die experimentell beobachtet werden, erfordern jedoch
Systeme mit einer viel gro¨ßeren Anzahl an Atomen, wofu¨r die sogenannte Cluster
Entwicklung (CE) ideal geeignet ist. In der vorliegenden Arbeit besteht der
Input fu¨r die CE aus einer genu¨gend großen Anzahl an DFT Rechnungen, deren
Genauigkeit durch die Kombination mit der CE auf die Simulation von großen
Systemen ausgeweitet werden kann. Die Wechselwirkungsenergien der CE werden
fu¨r Monte Carlo (MC) Simulationen verwendet, die es erlauben die temperatur-
und konzentrationsabha¨ngige Bildung von Adsorptionsstrukturen zu untersuchen.
Die Arbeit verwendet diesen Ansatz um die atomare Adsorption auf einer Wol-
framoberﬂa¨che zu studieren mit dem Ziel die temperatur- und konzentrations-
abha¨ngige Bildung von Adsorptionsstrukturen zu modellieren und im Detail zu
analysieren. Die vorliegende Studie wurde durch eine enge Zusammenarbeit
mit experimentellen Gruppen innerhalb eines vernetzten Forschungsprojektes des
o¨sterreichischen Wissenschaftsfonds (FWF) durchgefu¨hrt.
Ohne die Verwendung von empirischen Parametern, durch die Kombination
von DFT, CE und MC Methoden, wird die Sauerstoﬀadsorption auf der Wolfram
W(110) Oberﬂa¨che studiert und das zugeho¨rige Phasendiagramm konstruiert. Es
werden Bedeckungen bis zu einer Monolage beru¨cksichtigt, was Sauerstoﬀkonzen-
trationen von 0 < xO < 1 entspricht. DFT Ergebnisse fu¨r die Adsorption einzel-
ner Atome, besonders aber auch fu¨r eine voll bedeckte Oberfa¨che zeigen, dass der
dreifach koordinierte Muldenadsorptionsplatz (H3) bei weitem der stabilste ist.
Daher wird die CE fu¨r eine monoatomare Lage der zwei geometrisch a¨quivalenten
H3 Untergitter auf der W(110) Oberﬂa¨che konstruiert. Basierend auf 60 DFT
Rechnungen mit lateralen Einheitszellen, die bis zu 12 Wolframatome enthal-
ten, werden die eﬀektiven Wechselwirkungsenergien bestimmt und eine Grund-
zustandssuche fu¨r 80394 Adsorptionsstrukturen ausgefu¨hrt. Als Ergebnis ﬁnden
sich vier Grundzusta¨nde, die mit lateralen Einheitszellen von (2×5) bei xO = 0.20,
(2×2)(a) bei xO = 0.25, (2×1) bei xO = 0.50 und (2×2)(b) bei xO = 0.75
beschrieben werden ko¨nnen. In U¨bereinstimmung mit dem Experiment sind die
(2×1) und die (2×2)(b) Strukturen die stabilsten Strukturen, die bei ho¨heren
Bedeckungen gefunden werden ko¨nnen. Bei niedrigen Bedeckungen ist die ther-
modynamische Stabilita¨t der gefundenen Grundzusta¨nde nur sehr schwach. Eine
genaue Analyse der Relaxationen der Grundzustandsstrukturen zeigt, dass auf
die Oberﬂa¨chenatome des Wolframsubstrates eine betra¨chtliche laterale Span-
nung ausgeu¨bt wird. Unter Verwendung der eﬀektiven Clusterwechselwirkungen
werden MC-Simulationen ausgefu¨hrt um die kritischen Temperaturen fu¨r den
U¨bergang der ungeordneten in die geordneten Phasen zu bestimmen, mit deren
Hilfe das Phasendiagramm konstruiert wird. Obwohl die U¨bereinstimmung mit
dem experimentell bestimmten Phasendiagramm gut ist, bleiben signiﬁkante Un-
terschiede die womo¨glich auf die Vernachla¨ssigung der Schwingungseigenschaften
zuru¨ckzufu¨hren sind.
Daher wird in der vorliegenden Arbeit der Einﬂuss der Schwingungen von ad-
sorbiertem Sauerstoﬀ auf die Adsorptionsenergien studiert, indem ausgewa¨hlte
Schwingungsmoden normal und lateral zur Oberﬂa¨che fu¨r die Grundzustandsstruk-
turen berechnet werden. Die Abweichungen ko¨nnen jedoch nicht vollsta¨ndig aus-
gera¨umt werden. Als Schlussfolgerung bleibt, dass eine umfangreichere Beru¨ck-
sichtigung der Schwingungseigenschaften notwendig ist.
Ein anderes Adsorbatsystem, das zusammen mit neuen Experimenten unter-
sucht wird, ist Indium aufW(110). Fu¨r diese Untersuchung werden die atomaren
Strukturen fu¨r verschiedene Indiumadsorptionsstrukturen bei submonolagen Be-
deckungen auf W(110) sowohl durch eine Kombination von DFT und Molekular-
dynamik (MD) Simulationen als auch durch Analyse von Beugungsintensita¨ten
von niedrig energetischen Elektronen berechnet. Fu¨r die Adsorption von einzel-
nen Atomen zeigen DFT Ergebnisse, dass der 4-fach koordinierte Muldenadsorp-
tionsplatz H4 auf W(110) am gu¨nstigsten ist, gefolgt von der Bindung an den
H3 und dem 2-fach koordinierten Bru¨ckenadsorptionsplatz. Bei voller Bedeckung
a¨ndert sich die energetische Reihenfolge und der H3 Adsorptionsplatz ist nun
der stabilste, gefolgt vom H4. Sowohl Theorie als auch Experiment zeigen, dass
fu¨r die (3×1) Struktur, die einer Bedeckung von xIn = 0.33 entspricht, Indium-
atome ausschliesslich H4 koordinierte Adsorptionspla¨tze besetzen, wohingegen
fu¨r die (1×4) Phase (xIn = 0.75) und die (1×5) Phase (xIn = 0.80) H3 und
Bru¨ckenpla¨tze ebenfalls besetzt werden. In U¨bereinstimmung mit den DFT Re-
sultaten ist die (1×4) Struktur die stabilste, dicht gefolgt von der (1×5) Struk-
tur. Zusa¨tzliche MD Simulationen mit xIn = 0.33, 0.75 und 0.80 zeigen, dass die
(1×4) Struktur in der Tat die stabilste Struktur des Systems ist. Die Analyse
freistehender Monolagen mit Hife von DFT Rechnungen zeigen den wichtigen
Einﬂuss der Indium-Indium Bindungen bei der Bildung dieser Adsorptionsstruk-
turen. Die (3×1) Adsorptionslage bei niedriger Bedeckung ist die am energetisch
ungu¨nstigsten, in U¨bereinstimmung mit der experimentellen Beobachtung, dass
die (3×1) Struktur nur metastabil ist und mit zunehmender Zeit oder Ausheizen
der Probe sich in Inseln mit (1×4) Muster transformiert. Um auch zu untersuchen
ob die (3×1) Struktur durch Verunreinigungen stabilisiert werden ko¨nnte, wurden
DFT Rechnungen durchgefu¨hrt, bei denen Wasserstoﬀ oder Sauerstoﬀ zusammen
mit Indium auf W(110) adsorbiert wurden. Alle Ergebnisse deuten jedoch da-
rauf hin, dass die (3×1) Struktur metastabil bleibt. Weiterhin zeigt sich, dass
ein System mit getrennten Phasen von Sauerstoﬀ und (1×4) Indiuminseln mit
etwa 1 eV/atom stabilisiert werden, relativ zu einer Mischung aus Indium und
Sauerstoﬀ in der (3×1) Struktur. Dieses Ergebnis stimmt u¨berein mit der experi-
mentellen Beobachtung, dass der U¨bergang von der (3×1) zur (1×4) Struktur
durch zusa¨tzlichen Sauerstoﬀ ausgelo¨st werden kann.
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The study of adsorption on metal surfaces is of technological as well as scientiﬁc
interest. Metal surfaces, and in particular transition metal surfaces, are investi-
gated because of their catalytic properties. The most famous example is platinum
(Pt). The rumour is that if no catalyst is known for a particular reaction, Pt is a
good candidate. The great importance of this ﬁeld in science was stressed in 2007
when Gerhard Ertl recieved the Nobel Prize in Chemistry for his achievements
of understanding molecular mechanisms on surfaces, especially the synthesis of
ammonia over iron and the catalysis of carbon monoxide on a Pt surface. The
very fascinating scientiﬁc aspect of studying surfaces is, that theory and experi-
ment look at the same dimensions, and - provided the system is not too complex
- reach the same level of reliability. A very important property of surfaces in
particular also in connection with their adsorption abilities is the surface struc-
ture, i.e. the spatial distribution of atoms in the surface and near surface layers.
Considering only clean surfaces, for a pure metal in general the surface energy for
diﬀerent surfaces of the same metal may vary considerably. It is also possible that
a reconstruction of the surface may lower surface energy, resulting in a diﬀerent
lattice arrangement than that in the bulk phase. If more complicated intermetal-
lic compounds are studied in addition to the surface properties of pure metals the
composition of the bulk face has great inﬂuence on the segregation proﬁle, i.e. the
concentration of the diﬀerent species in the near surface regions. Adding adsor-
bate atoms on such surfaces complicates the situation even more. The presence
of adsorbates can inﬂuence the ordering of the substrate signiﬁcantly and as a
second point the ordering can be strongly dependend on the amount of adsorbed
atoms.
The most intriguing experimental tool for studying surfaces is the Scanning
Tunneling Microscope (STM), which can ”see” the atoms (provided, atomic reso-
lution is achieved). Because of this feature STM is able to resolve local structural
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properties. A second very important experimental tool for measuring surface
structures is the Low-Energy-Electron-Diﬀraction (LEED), which gives the in-
formation about the long range ordering of the surface-layer atoms. In depth
analysis of LEED spectra also allows to extract structural properties of a few
layers below the actual surface layer.
From the point of view of a theoretically oriented scientist one tries to quanti-
tatively describe the adsorption properties based on ﬁrst principles only, without
the need of any empirical adjusting and ﬁtting. In particular when determining
a stable adsorption structure one has to ﬁnd that structure that has the lowest
energy for a given set of enviromental variables. To do so the forces of a certain
initial conﬁguration need to be minimized in order to ﬁnd the relaxed positions
of the atoms.
With nowadays standards of computer power and software development such
a concept can be pursued for systems and properties, which can be modelled
by a few hundreds of atoms at maximum. Such a study is presented in this
thesis by focussing on indium atomic adsorption on a tungsten (110) surface. In
collaboration with experiments which were done at the University of Innsbruck
LEED data is found to be in agreement with DFT data and molecular dynamics
simulations.
But there are properties, e.g. the large scale ordering in dependence of the
temperature, which cannot be described only by a ﬁnite set of DFT calculations
alone. Large system sizes and huge conﬁguration spaces are needed to get access
to such quantities. The methods that have to be used for this purposes should
require much less computational resources than DFT calculations but have its
accuracy at the same time. A suitable tool to map the detailed energetics of a
system found by a ﬁnite set of DFT calculations to large systems is the cluster
expansion method (CE). Within this work the CE is adopted to the oxygen
adsorption on the tungsten (110) surface to determine the ground state structures
of this system and the ordering at ﬁnite temperatures. Since for the CE the
energies of adsorption structures over the whole concentration range up to a full
monolayer is available, a complete surface phase diagram can be constructed by
performing Monte Carlo simulations that utilize the eﬀective cluster interaction
energies found by the CE.
The thesis is organized as follows: In chapter 2 the theoretical framework of
DFT and CE is given. Chapter 3 focusses on the properties of the pure elements
that are used as substrate or adsorbates. The application of the CE to the
oxygen adsorption on the W(110) surface is investigated in chapter 4. Finally, in
chapter 5 the adsorption of indium on the same surface is studied by using DFT
in combination with molecular dynamics simulations.
2Theoretical Aspects
In this chapter the theoretical basis for the methods -as applied in the present
thesis- are presented. Starting with density functional theory in section 2.1, its
fundamental concepts are discussed, and how it is applied for calculating ground
state properties. In the following section 2.2 the concept of the cluster expan-
sion is introduced in terms of a general overview. In addition to the standard
formulation of the cluster expansion for bulk systems its extension and general-
ization to surface and adsorbate systems is elaborated. Section 2.4 introduces the
thermodynamical framework which is used for modeling surface systems. Finally,
section 2.5 shows how the cluster expansion of a particular system is constructed
for practical applications, which is then connected with section 2.6 dealing with
Monte Carlo simulations.
2.1 Density Functional Theory
The (non relativistic) stationary Schro¨dinger equation for a system of nuclei and
electrons is
HˆΨ({~ri}, {~Rα}) = E Ψ({~ri}, {~Rα}) (2.1)
with the wave function Ψ({~ri}, {~Rα}) depending on the coordinates ~ri, i = 1, N
(spins included) of all electrons and the coordinates ~Rα, α = 1, Nα of all nu-
clei in the system. Separating the motion of electrons from the motions of the
nuclei (which is done in the Born-Oppenheimer approximation) results in the
Schro¨dinger equation for the electronic states,
Hˆel({~ri}, {~Rα})Ψel({~ri}) = Eel Ψel({~ri}) (2.2)
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consists of the kinetic energy, the Coulomb interaction between electrons i and





and the electron-electron Coulomb interaction as the
last term. Of course, the wave function has to be antisymmetric with respect
to exchange of electrons, of which property the Pauli exclusion principle is the
consequence.
Because the electronic Hamiltonian contains the Coulomb interaction of the
electrons with the nuclei, the eigenvalue Eel depends implicitly on the spatial
distributions of nuclei. Searching for the state of interest, the ground state of
a system, the lowest energy of the electronic spectrum Eel,0 deﬁnes the ground
state energy for a given distribution of nuclei (i.e. the crystal structure) at the
positions {~Rα}. The total energy of the ground state E0 is the sum of the total
electronic energy plus the Coulomb repulsion between the nuclei separated by
their respective distances Rαβ ,






In this equation the implicit dependence of the electronic ground state energy
Eel,0 is written explicitly in order to illustrate that the total ground state energy
can be understood as a potential energy, with all its terms being dependent on
the positions of the nuclei.
Equation 2.2 for the electronic ground state energy Eel,0 can also be derived





obeying the constraint of the normalization condition
< Ψel|Ψel >= 1. (2.6)
The one-particle ground state electronic density ρ(~r) is derived from the ground






d3r2 . . . d
3rN |Ψel(~r, ~r2 . . . ~rN)|2, (2.7)
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obeying the condition of the particle number conservation (i.e. the number of
electrons Nel is constant), ∫
ρ(~r)d3r = Nel. (2.8)
In the classical Schro¨dinger theory the causal sequence is the following: the
Hamiltonian determines the wave function, which in addition has to obey the
constraints enforced by normalization and boundary conditions. At the end,
the density is determined by the equations 2.7 and 2.8. Because for a solid
system the many-body wave function depends on many variables and therefore
solving the Schro¨dinger equation directly for such a system is prohibitive. In
order to ﬁnd a practical solution for the ground state physicists tried to utilize
the particle density ρ(~r) for solving the quantum physical equations and ﬁnding
the ground state energy and related properties (for example, in terms of the
famous Thomas-Fermi model [93, 32]). The tremendous gain of such a concept
would be that ρ(~r) only depends on four variables, if the spin degree of freedom
is added to the three spatial coordinates. However, all simple schemes based on
the density utterly failed until the development of a rigorous theory, the density
functional theory (DFT) [44]. In the ﬁrst concept of DFT, the density ρ(~r) is
the fundamental quantity, by which the Hamilton operator (and in particular,
the so-called external potential v(~r) describing the electron-nucleus interaction),
hence the ground state wave function and ground state total energy should be
determined uniquely. The total energy of the electronic ground state Eel,0[ρ] is
now a functional of the density and can be decomposed into three contributions,
Eel[ρ] = T [ρ] + Vee[ρ] + Vext[ρ] (2.9)
which are the functionals of the kinetic energy T , of the electron-electron inter-
actions Vee, and of the electron-nuclei interactions Vext (the so-called external
potential energy). Constructing a variational scheme for minimizing the ground
state total energy under the constraint of particle conservation according to equa-
tion 2.8 resulted in the very elegant formulation involving functional derivatives





δ(T [ρ] + Vee[ρ])
δρ
. (2.10)
Unfortunately, this equation is useless for practical applications. Furthermore, a
fundamental problem of the original formulation of DFT was that it required the
strict uniqueness between density and external potential v. This mathematical
problem can, however, be lifted.
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For practical reasons the rather abstract original DFT was recast in terms of
one-particle equations (in atomic units),(
−1
2
∇2 + v(~r) + vxc(~r)
)
φi(~r) = εiφi(~r) (2.11)
which are the celebrated Kohn-Sham equations [49], as utilized in all practical
applications (for example, also in the Vienna ab-initio simulation package VASP,
which was used in the present work). The individual terms of the Hamiltonian
are the single-particle kinetic energy, the already known external potential v
of the electron-nuclei interactions, and the exchange-correlation potential vxc,
which comprises all electron-electron interaction including also the remaining
contribution of the kinetic energy of the interacting electron system. The role of






which provides the connection to the original DFT. The Kohn-Sham equations
for the N electronic states have now to be solved self consistently. The total
electronic energy of the ground state Eel,0[{φi}] of the system consists of several



















involving the exchange-correlation energy functional which includes all many-
body eﬀects of the electronic states.
In analogy to equation 2.4 the complete total ground state energy E0 is now
the sum of the electronic energy Eel,0 and the nuclei-nuclei repulsions. The energy
E0 depends on the atomic positions ~Rα, the volume and unit cell shape. The
crystal structure of the ground state is found by minimizing E0 as a function of
all these variables. Accepting the existence of the mapping of the many-body
system onto the Kohn-Sham single-particle framework, the practicability of the
Kohn-Sham equations for real applications depends on how well the inevitable
approximations for the unknown exchange-correlation functionals of the many-
body interactions, Exc[ρ] and vxc(~r), are working.
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2.1.1 Approximation of the Exchange-Correlation Func-
tional
Historically, the ﬁrst approximations were based on the homogenous interacting
free electron gas in terms of so-called local approximations. The concept is,
that locally at each point ~r the density ρ is known, and the unknown exchange-
correlation functional Exc[ρ~r] is now replaced by the corresponding expression
for the electron gas, which is known (it can be derived numerically). This so-
called local density approximation (LDA) uses the exchange correlation energy




The LDA can be straightforwardly extended to a local spin density approx-
imation, allowing for spin-polarization. Many parametrizations were invented
for LDA functionals, for example by Vosko et al. [101] and Perdew et al. [77].
Although the replacement of the true ground state density (a rapidly varying
function) by the homogenous electron gas (having a constant density) seems to
be rather crude, it worked astonishingly well, and its computational costs are
negligible. Nevertheless, for up-to-date accuracies, LDA very often is a too poor
approximation, in particular in systems, which involve more localized states (for
example, 3d-states transition metals, magnetic phases, surfaces, molecules). Fur-
ther developments tried to compensate for the overbinding eﬀect of LDA by going
beyond the simple locality of LDA by including density gradients within the so-




Such an approximation might be named as semi-local. As for LDA, a variety of
parametrizations exists. In the present work the GGA functional parametrized
according to Perdew, Burke and Ernzerhof (PBE) is applied [76]. GGA corrects
for many shortcomings of LDA. In general, the accuracy of the diﬀerent exchange-
correlation functionals is not known a priori. Comparison to experimental data
is needed to ﬁnd out the quality. As it turns out in section 3.1, LDA is more
accurate for describing the lattice constant of tungsten than PBE. But the elas-
tic properties represented by the bulk modulus are better described by the PBE
approximation. In any case, GGA (or PBE in the present case) is strongly rec-
ommendable for surface and adsorption studies. For such systems, LDA is much
too overbinding.
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2.1.2 Implementation of DFT
Finally, it remains to discuss how the Kohn-Sham equations 2.11 are solved in
practice. Or in other words, which type of basis functions are chosen for the
actual numerical implementations. Concerning periodic boundary conditions, as
it is customary for modeling solid materials, plane waves would be an ideal choice
carrying automatically the Bloch symmetry with them. Furthermore, involving
plane waves for building the Hamilton matrix elements, charge density and re-
lated quantities requires Fourier transformation, for which very fast numerical
schemes are available. On the other hand, in cases in which the wave function
varies strongly (for example, 3d-states, states at surfaces, molecules, states close
to the nuclei) the convergence of a Fourier series is very bad. Therefore, a phys-
ically meaningful compromise has to be made, if one wants to keep the plane
waves description. This is done by introducing so-called pseudopotentials, in
which the bare nucleus-electron interaction is replaced by a screened ion-electron
interaction. A vast experience in handling such techniques exists, and one of the
most successful ones is the projected augmented wave (PAW) method [6]. The
reader, who is more interested in an actual implementation of PAW, is referred
to papers which deal with the Vienna Ab initio Simulation package VASP, which
was used in the present study [52, 51, 53].
Knowing the dependency of the ground state total energy E0{ ~Rα} on the
positions of the nuclei, forces acting on the atoms or ions can be calculated and
the atomic structure can be relaxed by changing the positions ~Rα until all forces
are (numerically) zero. If only the Hamiltonian depends explicitly on the positions
~Rα the Hellmann-Feynman force [43, 35] acting on atom α is given by
~Fα = − ∂E0
∂ ~Rα
= − < Ψel,0|∂Hˆel
∂ ~Rα
|Ψel,0 > . (2.17)
If the basis functions φ˜ –as used for modeling the true ground state wave function
Ψel,0– depend explicitly on the positions (for example, in the full-potential linear
augmented plane wave method) correction terms involving derivatives ∂φ˜
∂ ~Rα
have
to be added. This is, however, not necessary when only plane waves are used.
2.1.3 Computational remarks
For the cluster expansion studies –if not noted otherwise– all DFT energies are
taken from fully relaxed structure optimizations. All forces typically were relaxed
to be smaller than 0.01 eV/A˚. If the simulation cell is connected to a heat bath the
calculation of forces can be used to investigate ﬁnite temperatures by performing
molecular dynamics (MD) simulations. An overview of the theoretical framework
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for MD simulations can be found in references [2], [42] and [72]. For using MD
simulations in adsorption studies in this work an asymmetric substrate slab of four
tungsten layers with additional adatoms was used. During the MD simulation the
symmetry within the simulation cell is not enforced allowing all atoms to move
freely without constraints. For ﬁnding the equilibrium conﬁgurations usually a
MD run is started at high temperatures and equilibrated for some pico seconds
to ensure ergodicity of the system. Then the system is cooled down slowly to the
temperature of interest.
2.2 Formulation of the Cluster Expansion
By application of DFT it is possible to calculate the total energies and the relative
stabilities of arbitrary atomic structures as elaborated in the previous section
(One might also refer to the atomic structure of a compound by the common term
”phase”. In literature related to cluster expansion usually the term ”structure”
or ”conﬁguration” is used). However, applying DFT in the standard manner has
some limitations:
• The maximum system size is a few hundreds of atoms per unit cell. Even
with very large computational resources this limitation cannot be stretched
much further.
• For a variety of materials properties (in particular, thermodynamical prop-
erties) many diﬀerent conﬁgurations (i.e. arrangements of atoms) are needed.
Such a task is prohibitive if the number of conﬁgurations is very large.
• Standard DFT calculates the ground state properties at T=0 K. For temper-
ature dependent phase stabilities of alloys the entropy of mixing is needed,
which often cannot be directly derived from a set of DFT calculations.
• The search for the thermodynamical ground state of a solid system is still
a very diﬃcult problem. The cluster expansion oﬀers a very elegant tool
for that, and the ground state line is anyway needed for deriving phase
stabilities. (It should be noted that alternative methods of searching for
ground state structures with an unknown crystal structure exist (i.e. atomic
positions and unit cell shape are unknown), for example the direct use of
genetic algorithms as implemented by Oganov et al. [74].)
The cluster expansion method (CE) is an eﬀective tool to overcome these lim-
itations, and it can reach the accuracy of DFT calculations at the same time,
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because it can be based on DFT data. The eﬀective CE Hamiltonian is con-
structed by calculating a number of input structures with DFT. For all these
structures forces are minimized with respect to the boundary conditions: for
bulk systems the unit cell shape, unit cell volume and the local atomic positions
are fully relaxed; for surface systems parts of the substrate is kept ﬁxed and the
surface atoms are allowed to relax. Consequently also the CE Hamiltonian is
able to consider structural relaxation eﬀects. (This is a major achievement of
modern CE compared to the rigid scheme of the cluster variation.) Since the CE
Hamiltonian is very fast to compute, very large conﬁguration spaces become now
accessible. The following sections will show the theoretical basis of the CE and
the discussion afterwards deals with its practical implementation.
2.2.1 The Principles of the Cluster Expansion
The concept of the CE is based on an Ising Hamiltonian [45] for the lattice
occupation. For each lattice site i a ”pseudo” spin Sˆi is assigned [86]. The number
of possible spins depends on the degrees of freedom which are considered. For
binary systems each lattice site can take one of two spins (-1,+1), whereas for
ternary systems one from three (-1,0,+1). In principle this concept is extendable
to quaternary and even more complicated systems, but one should be aware that
the conﬁguration space rapidly grows [104] with the number of degrees of freedom.
The present work focuses on the formulation of the binary CE. An extension to
ternary systems can be found for example in reference [104]. As mentioned before
in a binary system two types of atoms are considered. Type ”A” is associated with
spin ”+1” and ”B” with ”-1”, respectively. Any property P (σ) which depends on
the lattice occupation σ can be described by a sum of spin products (according
to equation 2.18). The mathematical proof of this concept was given by Sanchez,
Ducastelle and Gratias [86] about 25 years back. Examples for conﬁguration
dependent properties are the energy (enthalpy of formation or total energy) E(σ)
and the compressibility κ(σ).
P (σ) = p0 + p1 ·
∑
i
Sˆi + p2 ·
∑
i<j
Sˆi · Sˆj + p3 ·
∑
i<j<k
Sˆi · Sˆj · Sˆk + . . . (2.18)
The sum in equation 2.18 contains the parameters pi which are independent of
σ, whereas the spin products Sˆi · Sˆj , Sˆi · Sˆj · Sˆk depend on the conﬁguration σ
(see for example [21, 34, 61]). To gain more information out of equation 2.18 the
spin products have to be rearranged. For a particular spatial arrangement of k
vertices or a so-called geometrical ﬁgure f the spin product Πf is deﬁned as
Πf (σ) = Sˆ1f · Sˆ2f · ... · Sˆkf . (2.19)
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Figure 2.1: Example for diﬀerent ﬁgures in a two dimensional lattice. For the two
pair ﬁgures of diﬀerent lengths (Grey and white vertices) and also for one triplet
ﬁgure (black vertices) diﬀerent symmetry equivalent analogues are sketched.
Out of all possible ﬁgures which appear in equation 2.18 subsets of symmetry
equivalent ﬁgures are found. These ﬁgures can be transformed into each other by
a symmetry operation of the lattice. Figure 2.1 shows two diﬀerent pairs and one
triple ﬁgure and for each of them diﬀerent symmetry equivalent arrangements are
sketched. The spin products of the symmetry equivalent ﬁgures are summed up
in the so-called correlation function ΠF (σ) (equation 2.20) and normalized with
respect to the number of of lattice sites N of the systems and the number of







Due to its construction a number of useful relations for the correlation function
can be found. For example, Lu et al. [61] derived completeness relations for
the exact formalism. In the following, some practical guidelines for working with
correlation functions are discussed:
• If for a ﬁgure the conjugate conﬁguration σ of conﬁguration σ is formed
(see reference [56]) by replacing all A atoms by B atoms and vice versa,
then the spins are related accordingly Si(σ) = −Si(σ). For pairs and other
ﬁgures with even number of vertices the spin product within the correlation
function remains the same:
ΠF (σ) = ΠF (σ) (2.21)
For ﬁgures with an odd number of vertices the correlation function changes
sign:
ΠF (σ) = −ΠF (σ) (2.22)
As a consequence, if only even numbered ﬁgures for a CE were used, the
values P (σ) and P (σ) would be the same, since the coeﬃcients pi are in-
dependent of σ and σ. On the other hand if only odd ﬁgures with k ≥ 3
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were used the relation P (σ) = −P (σ) would follow (Making use of p1 would
add a shift in energy which is linearly dependent on the concentration x;
for comparison see equation 2.24.). Therefore, for a suitable formulation
of the CE a mixture of odd and even ﬁgures is needed in order to be able
to describe P (σ) of a system A1−xBx over the whole concentration range
0 ≤ x ≤ 1.
• Two conﬁgurations are the same if all correlation functions are identical.
Considering the whole set of correlation functions this statement is obvious.
But when working in practice with the CE using only a ﬁnite set of allowed
ﬁgures, two diﬀerent structures may appear identical, since for the currently
chosen ﬁgure set the correlation functions have the same values.
• The correlation function for a perfectly random alloy of a ﬁgure F with k
vertices is [33, 61]:
〈ΠF 〉 = (2x− 1)k (2.23)
• The ﬁrst term of equation 2.18 is the constant contribution p0 since no spins
are attached to it.
• The second part of equation 2.18, which includes the sum over the single




Sˆi = p1(NA −NB)/N = p1(2x− 1) = p1Π1(σ). (2.24)
In this equation, NA and NB are the number of A and B atoms, N is the to-
tal number of lattice sites NA+NB and x the concentration of the atom type
”A” ((1− x) that of atom type ”B” respectively). Because the correlation
function for this so-called onsite term only depends on the concentrations of
A and B atoms and not on their particular conﬁgurations, a general expres-
sion for Π1 can be derived. Inverting equation 2.24 results in a relation for








The same results can also be gained when starting from an occupation operator
Γs(i) which counts all atoms of type s at site i, as demonstrated by Mohri (see




(1 + s · Sˆi) (2.26)
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For atom type A in a binary alloy, s is equal 1 resulting in Γ1(i) = 1 if an atom
of type A is located at site i, or 0 if an atom of type B is located at this site. As
a consequence, the probability of ﬁnding an atom of type s with concentration




















which is identical to equation 2.25. In the following, an expression for yst, the














1 + (s+ t)〈Π1〉+ s · t〈Πpair〉
)
(2.29)
Equation 2.29 contains both the onsite correlation function and the pair correla-
tion function of the pair distance st under consideration. In general, calculating
the probabilities of ﬁgures with arbitrary number of vertices k always results in
expressions which contain correlation functions of ﬁgures with less than k vertices.
After discussing the properties of the correlation function the simple spin
products in equation 2.18 ﬁnally can be replaced leading to a more compact
formulation of equation 2.30:
P (σ) = p0 + p1 · (2x− 1) +NDF1 · ΠF1(σ) · pF1 +
+NDF2ΠF2(σ) · pF2 +NDF3ΠF3(σ) · pF3 + ... (2.30)
This equation contains –apart from the conﬁgurational independent terms with
p0 and p1– the conﬁguration dependent terms for each ﬁgure Fi. The set of ﬁgures
Fi consists of all possible pairs, triplets, quadruplets and higher order ﬁgures. In
some cases (see for example reference [9] and as it will be discussed later on), a
formulation of the CE is useful in which an explicit distinction of the pairs and
higher order many body ﬁgures (MB) is made:










In the concept as described by equations 2.30 and 2.31 neither any approximations
are made nor any parameters are omitted. That the discussed formulation indeed
is exact was proven by Sanchez et al. [86] in 1984. The fundamental concept
of the CE is that the interaction parameters {pn} can be explicitly extracted.
Knowledge of these parameters would allow to calculate the property P (σ) for an
arbitrary conﬁguration σ. Inspecting the sums of equation 2.31 more closely it is
obvious, that the number of terms in the sums is of the order 1023 for both sums,
which cannot be handled for practical application for real systems. In practice,
however, the atomic interactions are more or less short-ranged, and they are
predominantly determined by ﬁgures consisting of short distances on the scale of
≈ 10 A˚. Considering only ﬁgure sets up to such distances reduces the number of
ﬁgures in the CE expansion to the order of a few hundreds. Since this number of
ﬁgures is still very large, a certain subset of these ﬁgures has to be chosen which
describes the property under consideration suﬃciently accurate. Discussing the
choice of such subsets, in section 2.5 a detailed description of how to select the
important ﬁgures and the determination of their respective interaction energies is
given. Since equation 2.30 is very general at this point we introduce the enthalpy
of formation ∆Hf(σ) as the physical property we are interested in. For binary
systems it is the energy diﬀerence of conﬁguration σ with respect to the most
stable bulk phases of the (pure) constituents:
∆Hf (σ) = Etot(σ)− x · EAtot(aAeq)− (1− x)EBtot(aBeq). (2.32)
The quantity Etot(σ) is the total energy per atom of a fully relaxed DFT calcula-






eq) are the total energies
per atom of the pure phases A and B at their equilibrium bulk structures and,
ﬁnally, x is the concentration of atoms A in the alloy. For the energy diﬀerence or
formation energy ∆Hf(σ) equation 2.30 is restated and the abstract interactions
pFi are replaced by the eﬀective cluster interactions JFi:
∆Hf (σ) = NDF1 ·ΠF1(σ) ·JF1+NDF2ΠF2(σ) ·JF2+NDF3ΠF3(σ) ·JF3+ ... (2.33)
Because the correlation function is a dimensionless quantity the eﬀective cluster
interactions have energy as their physical dimension. Therefore, the product
of the correlation function and the interaction energy of a ﬁgure represents the
energy contribution to the enthalpy of formation of the current conﬁguration.
2.2.2 Mixed-Space Cluster Expansion
Up top this point, the ansatz of the CE is not working properly for all kind of
systems, i.e. atomic arrangements or crystal structures. Laks et al. [56] showed
2.2 Formulation of the Cluster Expansion 15
Figure 2.2: Long-period superlattices AnBn as studied by a CE. For large n the
ﬁgures used by the CE (indicated by the grey circle) are by far too small to cover
the whole length of the period. Consequently, atoms are surrounded by atoms
of the same kind, giving a zero contribution to the enthalpy of formation of the
alloy. For a correct treatment of such a system a mixed space CE has to be
applied. For details see text.
that for long-period superlattice compounds AnBn the formulation of section 2.2.1
leads to wrong results. Even for a period length of only n = 3 the energies are not
predicted correctly by the CE, when compared to DFT calculations. For n→∞
the formation energy ∆Hf is predicted to be zero since most of the A and B atoms
are enclosed by its own species, giving therefore a contribution of zero to ∆Hf .
To overcome these inherent problem of long-period superlattices the mixed space
concept was introduced into the cluster expansion. For a correct calculation of
the enthalpy of formation of a long-period superlattice structure the constituent
strain energy due to the lattice mismatch has to be added, and in a second step
a number of interaction energies have to be transformed into a reciprocal lattice
representation [69]. Starting with equation 2.33, which is split into sums over
pairs and many-body ﬁgures, the constituent strain energy ∆ECS(σ) is added:










A detailed derivation of the coherent-strain energy ∆ECS(σ) is given in a number
of papers [56, 105, 69]. In principle, for its calculation according to equation
2.35 the equilibrium constituency strain energy ∆EeqCS(x, kˆ) needs to be known.
It requires the knowledge of the epitaxial energies of the constituents for an
arbitrary direction, which is demonstrated for example in reference [69]. The
second part, which enters equation 2.35, is the structure factor S(kˆ, σ) (equation
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2.36) which is the Fourier transform of the distributions of spins Sj at sites Rj











Considering now the Fourier transforms of a group of ﬁgures, it is possible to do
Fourier transforms for ﬁgures also with a larger number of indices than two. In
practice, only for the pair ﬁgures simple expressions exist, and therefore only for
the pairs a Fourier transform is done analytically [56], resulting ﬁnally in equation
2.37. Again, as in equation 2.35 the structure factor of equation 2.36 enters with
the interaction energies Jpair(k) of the pair ﬁgures now in k-space. This sum is
nonzero only for a ﬁnite number of k-points [56], namely for k = 0 and k-points
that are reciprocal lattice vectors of the unit cell of the conﬁguration σ:










2.2.3 Short Range Order Parameters and Correlation
Functions
For comparison with structural experimental data either real space data taken
for example from scanning tunneling microscope (STM) experiments or reciprocal
space data derived from diﬀraction experiments can be used. For quantitative
comparison, some kind of short range order parameter is very useful. A lucid
derivation of the commonly used Warren-Cowley short range order parameter
[17] is found in reference [69]. The deﬁnition of the short range order parameter
α in equation 2.38 is given in terms of the conditional probability P
A(B)
lmn , which
is the probability of ﬁnding a B atom at distance lmn when an atom A is at the
origin, divided by the probability x (i.e. the concentration of the atom type A)
of ﬁnding an atom A at all in the lattice:





For αlmn, three diﬀerent parameter ranges can be distinguished:
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• αlmn > 0: phase separation
• αlmn = 0: total disorder
• αlmn < 0: ordered system
Comparison of the short range order parameter αlmn with data from a CE can be
easily done. For the calculation of the Warren-Cowley short range order parame-
ter from the correlation functions in analogy to reference [69] a nearest neighbor
correlation parameter ΓAB is deﬁned, being the diﬀerence of the probability of
ﬁnding an A-B pair of a certain bond length and the probability xAxB corre-




PAB − xAxB (2.39)
Inserting in equation 2.29 the probability of ﬁnding A-B and B-A pairs and the




(〈Πpair〉 − 〈Π1〉2) . (2.40)





























in which Rlmn is the real space vector connecting the the pair lmn, and the
number nR is the number of neighbor shells that are used in the transformation.
2.2.4 Temperature Dependent CE
So far, for the formulation of the CE temperature dependency is only available
via the conﬁgurational entropy which can be derived from Monte Carlo utilizing
the parameters of the CE. Recently, eﬀorts are on the way to extend the CE for
taking into account temperature dependent eﬀective interaction energies
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JF → JF (T ). (2.43)
In particular for investigations in which contributions of the vibrational (or
phonon) free energy Fph(t) to the enthalpy of formation are included, the inter-
action energies will then depend on temperature. The enthalpy of formation of
equation 2.32 is extended including now temperature dependent diﬀerences of
vibrational free energies. In reference [78] (pp. 601-606) the phonon free energy
Fph(T ) (equation 2.44) is deﬁned and a general introduction to how to calculate
phonon spectra and vibrational free energies in the harmonic approximation is
given. The vibrational free energy Fph(T ) is the sum of the internal energy (equa-
tion 2.45) and the vibrational entropy (equation 2.46). For evaluation of these
two integrals, the phonon density of states g(ω) is needed. All the needed quan-
tities are based on force constants, which can be calculated by the same DFT
approach as used for the calculation of electronic structure and electronic total
energy. The relations for the vibrational free energy terms are:




































The modiﬁed version of equation 2.32 is equation 2.47 in which for each contri-








eq) the vibrational contribution is added. As
a consequence, the energy diﬀerence ∆Hphf (σ, T ) also depends on temperature,
which is of importance for the CE.
∆Hphf (σ, T ) = E
struc
tot (σ) + F
struc
ph (σ, T ) −
− x · [EAtot(aAeq) + FAph(aAeq, T )] −
− (1− x)[EBtot(aBeq) + FBph(aBeq, T )]
(2.47)
Since the phonon contributions may strongly diﬀer for diﬀerent structures,
varying the temperature may not only change the ground state line –as intro-
duced in section 2.4.1– because of the change of the numerical values of the
ground state energies. More signiﬁcant, its shape or the even the ground state
structures themselves might change. The CE, which includes vibrational free
energies, requires now the determination of the interaction energies at diﬀerent
temperatures which naturally leads back to equation 2.43. In order to get strict
temperature dependent interaction energies one in principle has to converge a CE
for each considered temperature T. Thus the computational eﬀort can be quite
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large, because the number of structures that have to be calculated can grow con-
siderably, when structural stabilities (i.e. relative energy diﬀerences) change with
varying temperature
2.3 Cluster Expansion for Surfaces
In the previous sections the CE method for bulk systems was introduced. In the
following sections the CE formalism is extended to special systems, which are of
importance for the present work. Two specialized CEs will be discussed in the
following: a CE for surfaces and a CE for adsorption simulations. To be more
speciﬁc, for the present study a CE is elaborated which is valid for an adsor-
bate system with a clean surface without changes in the surface composition or
composition of subsurface layers. By these model conditions, the overall adsor-
bate system is a binary system, and an ansatz for a binary CE with respect to
representative adsorption sites is suitable. In principle, it is possible to make an
adsorption study also for the surface of an binary alloy: for example for studying
the change in surface (or near surface) composition upon adsorption of another
species. This problem then has to be treated by a quaternary CE since for the
substrate two species and two species for the adsorbate have to be treated (one
species for the adsorbate itself, one for the possible unoccupied adsorption sites).
2.3.1 Extension of CE to Surfaces
For bulk properties the CE is well established. If one considers surfaces, the
reduced symmetry and the related relaxation of surface layers has to be taken
into account. Breaking of symmetry leads to a much larger amount of ﬁgures
required for the CE, and furthermore, the degeneracy DF is lifted partially (see
references [23, 25, 30, 70]). The bulk nearest neighbor (NN) pair interactions in
ﬁgure 2.3 for example is split into diﬀerent intra- and interlayer interactions in
the surface area. A particular bulk interaction J bulkNN now in a (sub)surface layer is
split into NN several interactions Jsurfi−j with all possible combinations of the layer
numbers i and j. Because the CE becomes now layer dependent, the relation
Jsurf1−2 6= Jsurf2−2 6= Jsurf2−3 6= J bulkNN (2.48)
is now obvious.
In general, the modeling of surfaces is much more complicated, since many
more interactions have to be taken into account. The interactions {J(~R)} are thus
not only distinguished by their shape but also by their relative position ~R with
respect to the surface plane. The computational eﬀort is increased twofold with
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Figure 2.3: Side view of an intermetallic system. For the nearest neighbor pair in-
teraction near the surface the degeneracy is lifted. As a result the bulk interaction
J bulkNN is split up into an intra-layer interaction J
surf




respect to the bulk situation: Firstly, the higher complexity requires signiﬁcantly
more input structures for the construction of the CE Hamiltonian, and secondly,
surface structures are computationally more costly since also a certain amount
of vacuum has to be added to the super cell and, because of that, the number of
basis functions increases. In order to keep the eﬀort as low as possible, a surface
CE is constructed as follows: For the surface that should be studied, ﬁrst a CE
for the bulk is done. Afterwards the surface CE is constructed as a correction to
the bulk CE.
It can be learned form equation (2.33) that the contributions of each ﬁgure
to the enthalpy of formation have to be summed up. This is the reason, why the
surface CE can be considered as a correction of the bulk CE. One starts with
eﬀective interactions {JV olF } for the bulk and determines the deviation δJOFF (~R)







This construction is designed in such a way that for distances further away from
the surface (towards the bulk) the deviation vanishes (δJOFF → 0). According to
the deﬁnition of the interaction energies for the surface CE the formalism for the
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bulk CE (2.33) is extended by an additional term including now δJ(~R).
∆Hsurff (σ) = N
∑
F
DV olF · Π
V ol





F ′ (σ) · δJOFF ′ (~R) (2.50)
For a surface CE the DFT calculations are set up by a repeated supercell ap-
proach. The surface of orientation (lmn) of a bulk crystal structure is modelled
by a repeated (periodic) slab which consists of a number of bulk-like layers plus
a number of surface layers, that are considered for the surface CE. In addition
a suitable amount of vacuum is added to the supercell so that no interaction
between two neighboring unit cells across the vacuum is possible. Throughout
all DFT calculations the atom positions of the bulk part are kept ﬁxed at the
bulk lattice spacing without changing the conﬁguration. In the surface layers,
which are considered in the CE, diﬀerent conﬁgurations (i.e. lattice occupations)
are allowed and for each conﬁguration the forces within the DFT calculations are
minimized. For describing the surface energetics the surface formation enthalpy
∆Hsurff (σ) (equation 2.51) is now introduced.
∆Hsurff (σ) = Etot(σ)− xESurftot (A)− (1− x)ESurftot (B) (2.51)
In comparison to equation 2.32 now the energies ESurftot (A) and E
Surf
tot (B) are
chosen as reference energies. The calculation of ∆Hsurff (σ) and the corresponding
setup of the DFT slabs is shown in a pictorial way in ﬁgure 2.4. For all slabs the
conﬁguration of the bulk part (enclosed in a grey area) is kept ﬁxed. The ﬁrst
slab represents Etot and shows an arbitrary conﬁguration of A and B atoms, in
the second and third slab for the reference energies ESurftot (A) and E
Surf
tot (B) the
surface area is ﬁlled completely with A or B atoms. The deﬁnition of equation
2.51 is given for a asymmetric setup of the DFT calculations. If symmetric slabs
are used a factor of 1/2 has to be multiplied on ∆Hsurff (σ). As a consequence
of this analogous formulation all arguments in section 2.5 which deal only with
∆Hf for bulk systems, are also valid for surface CEs, when ∆Hf is replaced by
∆Hsurff . The only change has to be made when constructing the ground state
diagram. The formulation of equation 2.51 is not suitable, since for the ﬁxed
bulk conﬁguration only the stability of the surface layers relative to this speciﬁc
bulk conﬁguration can be given. The construction principle of section 2.4.1 can
be transferred, but instead of the term ”ground state diagram” one should rather
use the term ”surface stability diagram”.
2.3.2 Cluster Expansion for Adsorbates
Another class of systems which can be tackled by the the CE are adsorbates on
surfaces [26, 88, 24, 115, 57]. Compared to the bulk and surface CE as discussed
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Figure 2.4: Deﬁnition of the surface formation energy ∆Hsurff (σ). The reference
energies used are shown in a pictorial way as side views of the surface slabs.
For all slabs the bulk part (Grey area) is the same and kept ﬁx, whereas the
composition of the surface layers changes and the atomic positions are allowed
to relax. As reference energies slabs with surface regions ﬁlled completely with
atoms of sort ”A” and ”B” are used. For details see text.
so far, a CE for adsorption is a quasi two-dimensional problem. However a com-
plication arises, because on surfaces in general diﬀerent adsorption sites may have
to be considered. If that is the case, then the CE has to be made for a suitable
number of sublattices (see for example reference [57]). The CE for adsorbates as
deﬁned in equation 2.52 consists solely of interaction energies JadF (
~R) which are
adsorption-site dependent. The bulk reference as implemented in the surface CE
of equation 2.50 vanishes since only the contact of a well deﬁned surface structure






F (σ) · JadF (~R) (2.52)
For the DFT calculations the surface formation energy













is introduced. It expresses the energy gain of the total energy Etot(σ) of an ad-
sorbate structure σ with respect to the total energy Efulltot of the adsorption phase
of the maximum coverage (typically one monolayer) and the total energy Ecleantot
of the clean surface. The relation of Esurf to the Gibbs free energy of a surface
system is given by a Legendre transformation and explained in detail in section
2.4.2. For the determination of ground state structures and the implementation
of the CE the arguments for the adsorbate CE remain the same. At all places
where a ∆Hf in the following sections is occurring it can be replaced by Esurf .
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2.4 Ground State Properties of a System
In the previous sections the theoretical framework of the CE was introduced.
Before its implementation will be discussed, the ground state diagram, which
shows the stable phases of a system needs to be introduced. Because in the
present work standard DFT calculations provide the basic data (i.e. the cluster
interaction energies) the ground state diagram is strictly valid only at T=0 K. In
general however, CE and the corresponding ground state diagram of a system can
be made temperature dependent (see remarks in section 2.2.4)) For bulk systems
the ground state diagram is formulated in terms of the enthalpy of formation ∆Hf
as deﬁned in equation 2.32. For a CE of surfaces of a binary system with a ﬁxed
composition only a surface stability diagram can be constructed (see for example
reference [90]). It should be noticed, that a change in bulk composition can
inﬂuence the segregation behavior of the system. For such a class of systems the
surface enthalpy of formation ∆Hsurff (equation 2.51) is the key quantity. For
adsorbate systems the ground state diagram is constructed by calculating the
surface formation energy according to equation 2.53. Furthermore, the ground
state formalism of section 2.4.1 will be related to the free energy formulation of
other authors in section 2.4.2 thus connecting two equally valid ways of describing
the same properties of a system.
2.4.1 Ground State Diagrams
A common way of displaying the ground states of a system is the ground state
diagram shown in ﬁgure 2.5 in which the concentration versus the enthalpy of
formation is plotted. Each phase (i.e. compound with a given crystal structure)
which is shown in the ground state diagram, is marked by single point. The
ground state line forms a convex hull around all other enthalpy of formations (see
also ﬁgure 2.6). Mathematically the function value of a straight line connecting
the two neighboring stable phases of a particular ground state with concentration
x0 is higher or equal in value (i.e. energy) at x0 (see ﬁgure 2.6 and equation 2.54).
∆Hf(σ) <
x(σ)− x(β)
x(α)− x(β)∆Hf (α) +
x(σ)− x(α)
x(α)− x(β)∆Hf(β) (2.54)
In addition to the existence of the ground states also their stability can be
extracted from ﬁgure 2.5. Certainly the stability of the ground state at x = 0.25
(indicated by the dashed lines) is less than that at 0.75. The thermodynamical
stability at T=0 K, ∆Estab(x) of a ground state with a given concentration x can
be deﬁned as the diﬀerence of its formation energy with respect to the value of the
straight line connecting the energies of its neighbouring phases (see also ﬁgure
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Figure 2.5: Ground state diagram for a bulk system. It shows the concentration
of the system versus the enthalpy of formation of the studied phases. Each
calculated phase is indicated by a single point. The ground state line is given by
a convex hull around all phases according to equation 2.54.
Figure 2.6: Construction of the ground state line: If the enthalpy of formation
∆Hf for a phase σ of concentration xσ is more negative than the value of the
straight line connecting the enthalpy of formations of the neighboring structure
”a” and ”b” with concentrations xa and xb then the phase σ is the ground state of
the system. The mathematical formulation of the ground state line can be found
in equation 2.54.
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Figure 2.7: A possible ground state diagram for a surface system. In the plot the
chemical potential is plotted against the surface free energy of the system. The
lowest lying straight line marks the range of stability for its connected structure,
being the ground state in this range.
2.6). Examples for the stability ∆Estab(x) will be given in section 4.8. When
converging a cluster expansion, a ground state diagram like that in ﬁgure 2.5 is
constructed at diﬀerent steps of the self-consistent CE workﬂow, see for example
references [34, 69]. From the input phases, which were calculated by DFT, a
ground state diagram is constructed in order to identify the stable structures of
this set. If the eﬀective interaction energies were determined, the energies of a
huge number of structures is calculated by using the CE Hamiltonian. For this
CE derived set a ground state diagram is constructed, and its ground state line
is compared to the DFT result. It is certainly possible, that new ground state
phases are predicted by the CE, which were not yet included into the original
DFT set.
For surface systems another way of displaying the ground states exists. Figure
2.7 shows the the chemical potential µO versus the surface free energy γ of an
oxygen adsorption system. For a certain structure the surface free energy depends
linearly on µO, and therefore for each structure in the diagram a straight line is
drawn. The stable structure at a given chemical potential is then that one with the
lowest γ. The set of ground states are marked as a connected series of lines giving
the lowest fringe of all considered structures in the diagram. In ﬁgure 2.7 some
further points are noticeable. The horizontal line, which is a constant surface free
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energy with respect to chemical potential, marks the clean surface. The vertical
line at µ ≈ −0.2 eV marks the chemical potential of the corresponding bulk
oxide, which is the upper limit at which a bulk phase would form. Furthermore,
the ground state diagram of ﬁgure 2.7 can be transformed into a ground state
diagram of the type shown in ﬁgure 2.5, namely by a Legendre transformation as
described in section 2.4.2.
2.4.2 Surface Free Energy
Before giving a detailed description of surface processes the thermodynamic basis
for such systems has to be deﬁned. For a given set of environmental variables (e.g.
pressure, temperature, chemical potential) the system will always equilibrate in
the most stable surface structure under these conditions. The thermodynamic
potential, which is well suited for describing the thermodynamics of surfaces is
the Gibbs free energy G(T, p, {Ni}), which is a function of pressure, temperature
and number of particles. The quantity which is calculated for a surface system is
the surface free energy or surface energy γ (see for example Lozovoi et al. [59] and
Reuter et al. [79]). The surface free energy γs per area A is deﬁned in equation
2.55 where Gstruc is the Gibbs free energy, and ni the number of particles of species
i with its chemical potential µi. The meaning of µi in equation 2.55 is just the
Gibbs free energy per particle of species i. Therefore, the quantity γs is the excess
energy of the structure under consideration with respect to its constituents. Of
course, the chemical potentials µi can vary under diﬀerent ambient conditions
and thus γs will change correspondingly. In most cases γs is only dependent on
the chemical potential of one species and the others are assumed to be constant
since the surface is assumed to be in equilibrium with the underlying substrate.








The formulation of γs allows also a reinterpretation of the ground state dia-
gram in ﬁgure 2.7. The simplest case, which can be considered, is the adsorption
of a single species on a surface. Then the energy γs depends only on one chemical
potential, µad. For a clean surface, on which no adatoms are present, the energy
γs(µad) is then independent of the chemical potential of the adsorbed species




[Gclean − nbulkµbulk] (2.56)
If atoms are adsorbed on the surface, then γs depends linearly on the chemical
potential of the adsorbed species. Following equation 2.55 one obtains for a
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[Gstruc − nbulkµbulk − nadµad] . (2.57)
When the free surface energies γcleans (µad) and γ
struc
s (µad) intersect, the relation
Gstruc −Gclean − nadµad = 0 (2.58)
holds. Approximating the Gibbs energies Gx by the total free energies of DFT
calculations and expressing µad = µ
ref
ad +∆µ relative to the chemical potential of
a reference phase of the adsorbed species, the result is:
1
nad
Estruc −Eclean − nadµrefad = ∆µ (2.59)
Comparing the left hand side of equation 2.59 to equation 3.16 one real-
izes that it is the so-called adsorption energy for the considered surface struc-
ture. In other words, the intersection of γs of an arbitrary adsorbate structure




If the model under consideration uses asymmetric slabs one has to reﬁne
equation 2.55 by adding the contribution γunrelaxedpure of the ﬁxed bottom layers. In
equation 2.60 the surface free energy of a clean and bulk-truncated (i.e. unre-
laxed) slab is deﬁned, in which Gunrel represents the Gibbs free energy, nbulk the




introduced since the correction is done only for the unrelaxed surface of the con-
sidered asymmetric slab. As a reminder, the deﬁnition of γunrelaxedpure is in principle
the deﬁnition of the surface energy given in equation 3.12, but without including
the relaxation energies of the surface. Combining these two equations would also






(Gunrel − nbulkµbulk) (2.60)
Adding the correction to the free energy γs ﬁnally results in equation 2.61, as
it is demonstrated in reference [59]:
γ = γs − γunrelaxedpure (2.61)
This procedure allows the derivation of the stable surface terminations and
surface structures under diﬀerent surface conditions, see for example Franchini
et al. [36] studying surface structures of MnO(111). These very general con-
siderations can often be simpliﬁed when studying systems with few components
only. First of all, the Gibbs free energies Gstruc and Gunrel can be approximated
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by the total energies of the calculated slabs. The chemical potentials µbulk and
µi may be be expressed in terms of the other chemical potentials of the system.
For example, if equilibrium of the surface with the underlying bulk is assumed,
the total energy of the most stable bulk phase can be set equal to the chemical
potential of this phase. For the adsorption studies in section 3.4.3 the equation
2.61 can be reformulated according to equation 2.62 in which Eslabtot is the total
energy of the calculated surface structure, Eunrelaxed the total energy of the un-
relaxed surface slab and EbulkW the total energy of the bulk phase, which is bcc
tungsten in the present study. The expression nbulk/A can be simpliﬁed to the
number of layers nL in the unrelaxed slab. Since only one species is adsorbed,





represents the number of
adsorbed atoms per area A (i.e. the surface coverage xad). Finally, γ is a function
dependent on the chemical potential of the adsorbed species µad. It should be
noted –as before– that µad depends on {Ni}, T and p, leaving γ to be a Gibbs
energy in the original sense. In most cases the chemical potential µad is given
relative to a known chemical potential of the adsorbed species, for example for
gases relative to the chemical potential of its molecule or for metals relative to
their stable bulk phases. Then, the relation µad = µref +∆µ is useful. Choosing

















By closer inspection of γ(µad) it becomes obvious that the last two terms in
brackets are constant, if the number of layers in the slab is kept ﬁxed. Therefore,
the remainder of equation 2.62 can be simpliﬁed for the needs of the CE in section
4.4. In equation 2.53 a coverage dependent ”surface formation energy” Esurf was
introduced, which shows the energy gain of an ordered structure with respect to
the clean and the fully (1×1) covered surface. The energy Etot in equation 2.53 is
deﬁned as before, the other energies Efull and Eclean are the total energies of the
energies of a slab covered with a full monolayer and the clean surface respectively.
Inserting the relation 2.53 into equation 2.62 results in the expression 2.63,







in which K is a constant term, deﬁned as











Since γ(µad) is a linear function of µad, it is allowed to shift µad by the diﬀer-
ence Ecleantot − Efulltot ,
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µ′ = µad + E
clean
tot − Efulltot , (2.65)
which ﬁnally results in
γ(µ′) = Esurf − xadµ′ +K. (2.66)
For convenience the Legendre transform of γ with respect to the chemical po-
tential µ′ is made. The resulting Gibbs-like energy only depends on the adsorbate
coverage xad (according to equation 2.67). Strictly speaking, the Legendre trans-
formation derives g(xad) depending on (T, P,NW , µad). But since µ
′ is eliminated,
the free energy g(xad) depends only implicitly on µ
′, namely via xad,
g(xad) = Esurf(xad) +K. (2.67)
This result implies that for a given surface structure with coverage xad only
the energy Esurf needs to be determined since all other quantities are constant. It
is further noted, that in Monte Carlo simulations (e.g. in the canonical ensemble
with a Metropolis algorithm) only energy diﬀerences of the quantities g(xad) are
important, and one therefore arrives at the very useful formulation
g2 − g1 = E2surf − E1surf , (2.68)
since the constant term K cancels out.
2.5 Implementation of the CE
After presenting an overview of the CE formalism, the practical implementation
will be discussed. In the present work, the CE as implemented in the UNCLE
code [58] is used. At this point, the permission for using UNCLE given by Stefan
Mu¨ller is gratefully acknowledged. For this work, a CE for enthalpies of formation
(according to equation 2.33) or related energies is done. That is why in the
following paragraphs only this case is discussed in detail. In section 2.5.1 the
determination of the interaction energies for a certain ﬁgure set is demonstrated.
Section 2.5.2 shows then the optimization of the ﬁgure selection by use of a genetic
algorithm.
2.5.1 Determination of the Interaction Energies by Fitting
As pointed out in section 2.2.1 the CE formalism is exact, in principle. Knowledge
of the complete set of interaction energies {JF} in equation 2.33 would then al-
low calculation of the enthalpy of formation of an arbitrary conﬁguration σ. The
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primary goal, when constructing a CE, is the determination of these interaction
energies. If the interaction energies are known once, any other desired quantity,
which depends on the energy of formation (or the quantity for which the CE
was constructed for) can be calculated. For example, the interaction energies can
be used in Monte Carlo simulations in order to get access to the temperature
dependent thermodynamical properties such as the speciﬁc heat, the conﬁgura-
tional entropy, and so on. Therefore, by this combination of CE and Monte Carlo
techniques temperature dependent phase stabilities, i.e. a phase diagram, can
be derived. Of course, the huge number of possible interactions which appear
in equation 2.33 can never be handled in a practical way. That is why the sum
has to be truncated, limiting the number of interactions to a reasonably small
set, which can be treated computationally. On the one hand, reducing the sum
introduces some error, since a large number of the interaction energies are not
considered when calculating ∆Hf . On the other hand, the most important in-
teraction energies are in the range of a few A˚. For example in a face centered
cubic lattice up to the 6th nearest neighbor (corresponding to a distance of
√
3
times the lattice constant ≈ 6 A˚) 149 diﬀerent triplet ﬁgures can be found. For
ﬁgures with a higher number of vertices, the possible number of such ﬁgures for
such a range distance increases strongly. Assuming that the underlying atomic
interactions are not longer-ranged than this distance and adding smaller ﬁgures
with four, ﬁve and six points, ﬁgure sets of some hundred can be deﬁned. Under
these assumptions the sum in equation 2.33 is reduced to a size that can be used
for practical purposes. It can be even further reduced, as learned from experience.
A converged CE needs not more than 40 to 50 ﬁgures to describe the energetics
of a system with a reasonable precision . A detailed discussion on how to select
the correct ﬁgures by making use of a genetic algorithm from the reduced pool of
some hundred ﬁgures is given in section 2.5.2. In a next step, the determination
of the interaction energies has to be done by ﬁtting the enthalpy of formations
of a suitably large number of structures (with chosen structures or unit cells) to
the CE Hamiltonian. For each of the structures, a DFT calculation is made in
which the crystal structure and atomic positions are fully relaxed. The ﬁnal total
energy is used to calculate the enthalpy of formation according to equation 2.32.
The simplest way of ﬁtting the interaction energies is the direct inversion method
according to Conolly and Williams [16] given in equation 2.69, in which Nσ input
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For a mathematically proper ﬁtting, the relation
NJ ≤ Nσ (2.70)
must hold. This is another restriction to the number of terms in equation 2.33. In
fact, the computational costs for getting accurate enthalpies of formation can be
quite large. Compared to the eﬀort of running a CE, which requires some hours
of a single processor computing, DFT calculations can take up to some days (or
even longer for more complex cases). In other words, the bottleneck for using the
CE consists in the DFT calculations which provide the input energies. Extending
equation 2.69 by a damping term
∑
F fFJF according to Garbulsky and Ceder













fFJF = min. (2.71)
For each structure a weight wσ can be deﬁned to denote its importance in the ﬁt.
For the present purpose equally weighted structures were used i.e. wσ = 1 ∀ σ.
Also the importance of the geometrically diﬀerent ﬁgures can be changed by the
damping term fF . If needed, one can ensure that greater ﬁgures are of less
importance and that their respective interaction energies are therefore damped
(.e.g. similar to a 1/r decay of an interaction potential). The damping term may










In equation 2.72 the parameters c1, c2, λ1, λ2 are adjusted for deﬁning the
wanted damping; the distance rF denotes the mean size of the ﬁgure. Addition-
ally, three linear inequalities are given as constraints (equations 2.73 to 2.75).
The enthalpy of formation from the CE is constrained to a deﬁned deviation δ1
from the DFT calculated energies (equation 2.73 and ﬁgure 2.8 (a)). Also the
energetical distance to the ground state line ∆ECE2 is constrained to ∆E
DFT
2 by
an error in energy, δ2 (equation 2.74 and ﬁgure 2.8 (a)). In analogy to that at
concentrations without a ground state the deviation of the enthalpy of forma-
tion ∆ECE3 to the energetically lowest structure is constrained to ∆E
DFT
3 by the
deviation δ3 (equation 2.75 and ﬁgure 2.8 (b)).
∆HDFTf (σ)− δ1 < ∆HCEf (σ) < ∆HDFTf (σ) + δ1 (2.73)
∆EDFT2 (σ)− δ2 < ∆ECE2 (σ) < ∆EDFT2 (σ) + δ2 (2.74)
∆EDFT3 (σ)− δ3 < ∆ECE3 (σ) < ∆EDFT3 (σ) + δ3 (2.75)
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Figure 2.8: Sketch of the linear constraints from equation 2.73 to 2.75 for ﬁtting
the interaction energies. The deviation δ1 constrains the absolute error for the
ﬁt of the enthalpy of formation. The deviations δ2 and δ3 constrain the distance
of the enthalpies derived by the CE to the ground state line or the energetically
lowest structure at the same concentration, respectively.
The three errors δi are chosen in such a way that the energetically lowest struc-
tures are ﬁtted as accurate as possible, whereas the energetically less favourable
structures are allowed to have larger errors. In the UNCLE code the errors δi are
chosen according to equation 2.76. There, an exponential energy dependence is












Overall, the ﬁtting procedure results in a quadratic minimization problem with
linear inequalities with constraints which has to be solved numerically e.g. ac-
cording to Goldfarb and Idnani [40]. First the quadratic equation 2.71 is solved
approximately without constraints. By and by adding the constraints of equa-
tions 2.73 to 2.75 adjusts the solution until the ﬁnal solution of the whole system
is found.
For starting a CE in a bulk system, one starts with DFT calculations of a set
of structures with high symmetry which consist of layered structures along low
index crystal directions, such as [100],[111] and [110] (see ﬁgure 2.9). An overview
for body and face centered cubic lattices is given for example in reference [61].
The DFT total energies of such structures are then used for a ﬁt to derive the
interactions {JF} according to equations 2.71 to 2.75, as described above. The
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conﬁgurational independent interactions are then used to calculate the enthalpy
of formations for a huge conﬁguration space according to equation 2.33, and the
ground state line (see discussion in section 2.4.1) is constructed. For example,
for the conﬁguration space at the beginning of the CE procedure, all structures
with unit cells up to eight atoms are considered and extended to a ﬁnal set with
up to 16 atoms (or more, if necessary). If the CE ﬁnds ground state structures
in the considered conﬁguration space which were not calculated by DFT, then
DFT calculations are made for these missing structures. With the additional
set of structures again a determination of the interaction energies {JF} is done.
The CE-DFT cycle is repeated until the ground state line is stable, i.e. CE
only predicts structures to be stable, which were also predicted to be stable by
DFT. This self-consistent procedure ensures a high probability that no important
structures are missed for the CE. It is also a tool for ﬁnding the true ground
states, which for solid phases could be a rather challenging task. For surfaces,
the workﬂow is in principle as sketched in ﬁgure 2.9 with the diﬀerence that at
ﬁrst the bulk CE has to be done, which is then used as basis for determining the
diﬀerences of interaction energies δJF (~R). Since only NJ ﬁgures can be chosen
from the ﬁt procedures (see equation 2.70) the interaction energies are always
associated with approximations1. When choosing the ﬁgures it is very diﬃcult
to select the energetically important ones, since they are unknown a priori. For
optimizing the ﬁgure selection a genetic algorithm is used which is explained in
more detail in section 2.5.2.
2.5.2 Optimized Figure Selection with Genetic Algorithms
As mentioned in section 2.5.1, the selection of ﬁgures is an important step for the
determination of the interaction energies. To judge the quality of a certain ﬁgure
selection it is necessary to understand which ﬁgure sets give a good description
of the energetics of a system. Most important is the accuracy of the ﬁt when
predicting structures that were not included in the ﬁt. A quantitative measure














From all Nσ calculated enthalpy of formations {∆HDFTf } a set of Npred struc-
tures is left out and the ﬁt for determining the interaction energies {JF} is done
1Since with the fitting procedures the DFT energies are reproduced, the missing interaction
energies of the left out figures are included in the actually used ones
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Figure 2.9: Sketch of the workﬂow of a standard CE. Starting with Nσ DFT-
calculated enthalpy of formations, the NJ interaction energies {JF} are deter-
mined by ﬁtting to the DFT results. These are then used for the ground state
search. In case of an unstable ground state line, the new structures, which are
predicted by CE to be stable, are calculated by DFT, and a ﬁt is done again with
the now larger set of data. This CE-DFT cycle is repeated until the ground state
line is stable.
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Figure 2.10: Binary representation of an ”individual” for the genetic algorithm.
Used ﬁgures are associated with ”1”, unused ones with ”0”.
with the remaining Nσ − Npred. The enthalpies of formation ∆HCEf (σj) of the
left structures are then predicted with the ﬁtted interactions {JF} and ﬁnally
compared to the DFT value ∆HDFTf (σj). This procedure is repeated for n ran-
domly created subsets of size Npred. For these subsets choices from all structures
except the pure phases corresponding x = 0 and x = 1 are made. The eﬀective







Thus, the cross validation score is not a measure for the accuracy of the
ﬁt itself, but a measure for the accuracy in predicting properties for unknown
structures. As a second quality criterion –besides a suﬃciently small score SCV –
a proper ﬁgure selection has to reproduce the ground state line. To ﬁnd a suitable
ﬁgure selection out of the huge possible selection space genetic algorithms are
used. The prototype for this algorithm can be found in nature, since it utilizes
procedures connected to the genetic reproduction of a speciﬁc species for solving
problems. Genetic algorithms are particularly useful for optimizing solutions of
non-continuous parameter spaces [19]. In practice, a ﬁgure set is represented by
a binary coding (see ﬁgure 2.10). In the formulation of genetic algorithms such a
set is denoted as ”individual” [19]. Figures which are actually used are associated
with the number ”1”, unused ones with the number ”0”. An implementation of
a genetic algorithm for a CE was ﬁrst done by Blum et al. [7].
At the beginning a set of some ten individuals is created randomly and checked
about their ”ﬁtness” by calculating the score SCV (ﬁgure 2.11). Those individuals
with the best cross validation score are then used to generate new individuals,
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Figure 2.11: Workﬂow diagram of the genetic algorithm. Initially a population
of some tens of individuals is created. The ﬁtness in terms of SCV of these
individuals is calculated according to equation 2.77. Then, new ”children” by
pairing and mutation operations are created. Again, the score SCV for the children
is calculated. Replacing some less ﬁt parents by ﬁtter children (i.e. the score of
the children is lower SCV than the parents) the next generation is produced. For
more details, see text.
which are called children. In doing so, ﬁgures between two individuals are ex-
changed (”cross over”) and ﬁgures are added or removed randomly from the ﬁgure
sets. This is a so-called ”mutation”. For each of the children the score SCV is
calculated and then some of the older individuals (”parents”) with a worse ﬁtness
are replaced by ﬁtter children. This is one generation step. Proceeding to the
next generation gives a changed parent population which again produces children
and so on.
The described procedure gradually improves the score SCV . Finally all individ-
uals are very similar (i.e. consisting of very similar or even equal ﬁgure selections
and having similar SCV ) indicating convergence for the current optimization run.
However, it is possible that the individual with the smallest score SCV is only a
local minimum. In order to ﬁnd the global minimum (i.e. best ﬁgure set with
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the lowest SCV ), after a ﬁnished run another one (or several others) is started.
Again, the individuals are created randomly at the beginning and optimization is
done as described before. If an individual has the same ﬁgure selection given by
a previously ﬁnished genetic algorithm run, this particular individual is expelled
and replaced by another one (This is called a ”lock out” situation). By doing so,
each run leads to diﬀerent local minima of ﬁgure sets. After a series of runs one
can select the ﬁgure set with the lowest score SCV of all runs.
2.6 Monte Carlo Simulations
The cluster expansion as described in 2.5 aims at a properly chosen set of in-
teraction energies. If these are known, they can be used in Monte Carlo (MC)
simulations to get access to temperature dependent thermodynamical properties,
such as the speciﬁc heat and the conﬁgurational entropy. A comprehensive intro-
duction to this simulation technique can be found for example in references [37]
and [5]. In general, a Markov Chain of consecutive conﬁgurations is constructed.
It obeys the detailed balance criterion of equation 2.79 meaning that the ﬂow
K(o → n) of conﬁgurations going from the old state (”o”) to a new state (”n”)
equals the reversed ﬂow from n to o, according to
K(o→ n) = K(n→ o), (2.79)
in which K(o→ n) is deﬁned in equation 2.80,
K(o→ n) = N(o) · α(o→ n) · acc(o→ n). (2.80)
In equation 2.80 N(o) denotes the probability of being in conﬁguration o, whereas
α(o→ n) is the probability of generating conﬁguration n, and ﬁnally acc(o→ n)
is the probability of accepting conﬁguration n. Restricting equation 2.79 to a
canonical ensemble means α(o → n) = α(n → o), since n/o is generated by site
exchange of two atoms. The probability of ﬁnding a certain structure is given by
the Boltzmann term N(i) = exp {−βU(i)}, for which U(i) is the energy of state
i, β = 1/kT and i = {o, n}, reducing equation 2.79 to
N(o) · acc(o→ n) = N(n) · acc(n→ o). (2.81)
The acceptance probability of keeping the change of conﬁguration is then given
by,
acc(o→ n)
acc(n→ o) = exp {−β [U(n)− U(o)]} . (2.82)
Any implementation of a MC simulation must fulﬁll equation 2.82 which in prin-
ciple can be realized by diﬀerent computational conditions. The most common
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scheme –as also for this work– is the algorithm according to Metropolis et al. [65]
deﬁned by equation 2.83, in which W (o→ n) is the probability of accepting the
move from o to n and the energy gain is denoted by ∆U = U(n)− U(o),
W (o→ n) =
{
1 ∆U ≤ 0
exp(−β∆U) ∆U > 0. (2.83)
3Physical Properties of Pure
Elements Used in This Study
Before starting calculations of surface properties, it is mandatory to investigate
the basic equilibrium bulk properties of the considered solid material, such as
the lattice parameters, volumes, atomic structure and elastic properties (e.g. the
bulk modulus). By such a procedure, one can critically check the quality of the
chosen potential, correlation functionals, basis sizes and other numerical param-
eters. In this section, the elemental bulk phases of tungsten (W ) and indium
(In) are discussed. For the surface studies (see following sections) tungsten is of
importance, because the W(110) surface is the substrate on which the adsorption
studies are made. Surface properties of metallic indium are of interest to analyze
the adsorption properties of indium on W(110).
3.1 Bulk Properties of Tungsten
For a precise calculation of the lattice constant the total energy as a function of
volume and other geometrical parameters has to be minimized. For tungsten, this
has to be done for the body centered cubic ground state structure. Minimization
of the unit cell volume as sketched in ﬁgure 3.1 was made by using a basis size
corresponding to an energy cutoﬀ of 400 eV, and a 15x15x15 k-point set chosen
according to the construction of Monkhorst and Pack [68]. For the GGA-PBE
exchange correlation functional according to reference [76] the minimized conﬁg-
uration with Vmin = 16.23 A˚
3
and a lattice constant of aW = 3.189 A˚ at an energy
minimum of the total energy EPBEmin = −12.96 eV is found. The so-called total
energy is rather a pseudo-cohesive energy, because it refers to the conﬁguration
of atomic states, which were used for the construction of the pseudopotential.
Compared to the experimental value of 3.165 A˚ of reference [80], the present
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Figure 3.1: Normalized total energy Etot − Emintot versus unit cell volume of bcc
tungsten. The exchange correlation functional is either GGA-PBE or LDA. In
case of LDA, the volume per atom is smaller than found in experiment, for GGA-
PBE it is larger that in experiment. For details see text.
GGA-PBE calculation is ≈ 0.8 % larger. Choosing an LDA exchange correlation
functional instead, the overbinding of LDA shrinks the equilibrium volume to
Vmin = 15.55 A˚
3
corresponding to a lattice constant of aW = 3.145 for a minimum
energy of ELDAmin = −14.05 eV. Now, the lattice constant is ≈ 0.6 % smaller
than the experimental value. Summarizing, GGA as well as LDA are of the
same quality, at least concerning the equilibrium volume. This is typical for
5d elements. However, if elastic properties are calculated or surface energetics,
than GGA is superior, and therefore the GGA approach of PBE was chosen for
studying adsorption on the W(110) surface.
A very sensitive quantity directly related to change of the total energy with







In its most simple derivation assuming, that the total energy is a quadratic func-
tion of volume, it is given as the curvature of the energy-volume curve at the
equilibrium volume Vmin, shown in equation 3.1. Using the data of ﬁgure 3.1 for
ﬁtting to a higher order polynom and calculating B0 according to equation 3.2,
BPBE0 = 307 GPa and B
LDA
0 = 333 GPa for the diﬀerent exchange correlation
functionals are obtained. The experimental value as reported by Featherstone
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and Neighours [31] of Bexp0 = 314 GPa is rather close to the GGA-PBE result,
whereas LDA due to its overbinding failure yields a value for B0, which is larger
by ≈ 9 %.







A more accurate calculation of the bulk modulus is available by the Mur-
naghan equation of state (reference [71] and equation 3.3). Such more sophis-
ticated calculations for tungsten hardly change the results when compared to
equation 3.2: BPBEMurn = 306 GPa and B
LDA
Murn = 336 GPa. Table 3.1 summarizes
the discussed data.



















The most detailed information about elastic properties is given by the elastic
constants. An introduction to this topic can be found in the book of Nye [73].
For cubic tungsten the three elastic constants c11, c12 and c44 –due to the sym-
metry of the lattice– need to be calculated. The bulk modulus is then the linear
combination B = (c11 − 2c12)/3 (For the calculation of B hydrostatic pressure is
assumed. But since c44 represents a distortion, it does not enter the calculation
of B).
3.2 Bulk Properties of Indium
For metallic indium the bulk ground state is of some interest in this work, since
indium will be used as an adsorbate in chapter 5. Indium crystallizes in a face cen-
tered tetragonal (fct) structure. The measured lattice parameters are aIn = 4.60
A˚ with a ratio of c/a = 1.08 [80]. It is noticeable, that the fct structure can also be
referred to as an body centered tetragonal one (bct). The lattice parameters are
then derived as abct = 1/2
√
2afct = 3.25 A˚ with (c/a)bct =
√
2(c/a)fct = 1.53. For
calculating the minimum total energy for fct indium optimization with respect
to two parameters has to be done. Figure 3.2 presents the DFT calculations at
diﬀerent ﬁxed volumes. For each volume the shape of the unit cell was allowed to
relax. As for tungsten, the LDA functional overestimates the binding and gives
a signiﬁcant smaller volume than the PBE functional, namely V LDAmin = 24.60
A˚
3
with a total (or pseudo-cohesive) energy of Emintot = −3.20 eV. For the PBE
calculation the volume amounts to V PBEmin = 27.50 A˚
3
and the equilibrium total
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Figure 3.2: Normalized total energy Etot − Emintot versus unit cell volume of fct
indium. The exchange correlation functional is either GGA-PBE or LDA. In case
of LDA, the unit cell volume is smaller than found by experiment, for GGA-PBE
it is larger than experiment. For details see text.
energy to Emintot = −2.73. Correspondingly, the lattice parameters for the GGA-
PBE calculations are aPBEIn = 4.695 A˚ and (c/a)
PBE
fct = 1.06, whereas the LDA
results aLDAIn = 4.513 A˚ and (c/a)
LDA
fct = 1.07. In both cases, the c/a ratio is
slightly smaller than the experimental value, and the lattice parameter a is ap-
proximately 2 % smaller in the case of the LDA and 2% larger in the case of the
PBE calculation.
The elastic properties of indium are quite diﬀerent to that of tungsten. The
bulk modulus can be calculated according to equation 3.4 using the elastic con-
stants of reference [14]. It amounts to the rather small value of 46.4 GPa at 4.2
K, clearly characterizing indium as a rather soft material. Considering the DFT
data and calculating again B0 according to equations 3.2 and 3.3 yields values of
36.0 and 35.3 GPa for GGA-PBE, and 56.1 and 51.2 GPa for LDA. A summary











Table 3.1: Summary of the ground state properties of tungsten and indium.
The bulk modulus B0 was calculated via equation 3.2, modulus BMurn by using
equation 3.3, respectively. Details are discussed in the text.
W In
LDA PBE EXP LDA PBE EXP
a [A˚] 3.145 3.189 3.165 a 4.513 4.695 4.60a
c/a - - - 1.07 1.06 1.08a
Vmin [A˚
3] 15.6 16.2 15.9 24.6 27.5 26.3
Emintot [eV] -14.05 -12.96 - -3.20 -2.73 -
B0 [GPa] 333 315 314
b 56.1 36.0 46.4 c





The second adsorbate which will be studied in chapter 4 is oxygen. Therefore, this
section deals with a characterization of molecular oxygen, since it will be used
as reference for adsorption energies and vibrational properties. For the DFT
calculations only the GGA-PBE functional was applied, since it is well known
that LDA fails rather badly for molecules (and even worse, for atoms). Figure
3.3 presents the normalized DFT total energy and the corresponding forces versus
the interatomic spacing of the O2 molecule. Spin polarization was allowed which
resulted in a ferromagnetic coupling of both O atoms with a magnetic moment of
0.8 µB per atom, yielding a total energy of E
min
tot = −9.86 eV with an interatomic
equilibrium spacing of dmin = 1.23 A˚. Besides the equilibrium parameters also
the vibrational properties are of interest. The forces acting upon the molecules as
extracted from the DFT calculations are shown in ﬁgure 3.3. The force constant
D as deﬁned in equation 3.5 is the slope of the shown curve. Calculating the
vibrational frequency ν according to equation 3.6 and using µred for the reduced
mass of the oxygen molecule results in a frequency of 46.6 THz or a wavenumber
of 1554 cm−1. This in good agreement with experimental data of 1549 cm−1
reported in reference [18]. Using the derived value for ν to calculate the zero
point energy of the harmonic oscillator according to ZPE = hν 1
2
gives a value of
ZPE=96 meV which is in excellent agreement to the calculated value of 95 meV
from Zhang et al. [115].
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Figure 3.3: Normalized total energy and the corresponding forces for an oxygen
molecule depending on the interatomic spacing of the molecule. The minimum
O-O distance is dmin = 1.23 A˚ at which the total energy is E
min
tot = −9.86 eV.























3.4 Surface Properties of Metals
In this section surface properties of pure metals are discussed. At the beginning,
the simple bond breaking model is applied for the estimation of the surface ener-
gies of tungsten and indium in section 3.4.1. In a next step, the structural details
of the low indexed tungsten surfaces are studied in section 3.4.2 and ﬁnally in the
sections 3.4.3 and 3.4.4 the details of the clean W(110) surface are discussed.
3.4.1 Bond Breaking Model for Surface Energies
A simple model for the description of surface energies was given by Methfessel
et al. [63]. A bulk material with coordination number CB consisting of N atoms
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has NCB/2 bonds. Assuming that the bulk crystal is only built up by nearest
neighbor bonds of bond energy b the cohesive energy per atom is then given
by Ecoh = CBb/2. In a ﬁrst step for the estimation of the surface energy σ a





(CB − CS)b = CB − CS
CB
Ecoh (3.7)
In order to learn if equation 3.7 is valid for diﬀerent metals the total energy
E(C) with respect to the coordination number C has to be studied. Using DFT,
diﬀerent atomic conﬁgurations with speciﬁc coordination numbers were calcu-
lated. Within each conﬁguration each atom has the same number of bonds with
each bond length kept ﬁxed at the bulk nearest neighbor distance of the con-
sidered metal. Table 3.2 shows a list of the calculated conﬁgurations and their
coordination numbers. Reference [63] provides this relation for the 4d transition
metals from ytterbium to silver. The authors report that instead of using the sim-
ple model of equation 3.7 rather a square root dependence (equation 3.8) should
be used, since using the energy dependence according to equation 3.9 gives better








E(C) = E0 −A
√
C +BC (3.9)
In ﬁgure 3.4 the total energy versus the coordination number for tungsten and
indium is plotted. Both studied elements show also a square root dependence
according to equation 3.9, and therefore it is concluded, that equation 3.8 can
also be applied for estimating the surface energies for these elements.
Following the discussion from above, equation 3.8 was applied to tungsten and
indium. The values were derived from cohesive energies EWcoh = 8.33 eV/atom and
EIncoh = 2.36 eV/atom, for tungsten and indium respectively. Table 3.3 lists the
surface energies σ and σ′ according to equations 3.7 and 3.8. These values are
compared to DFT surface energies σDFT calculated within a symmetric repeated
slab model consisting of 13 layers. For both metals, the estimation σ is always
larger than the value of σDFT . The agreement between σ
′ and σDFT for tungsten
is rather good. This can also be seen in ﬁgure 3.5 which analyzes the dependency
of the surface energy on the coordination number. In case of indium, however,
only for the (111) surface good agreement is found. For the (110) and (100)

















Figure 3.4: Dependency of the total energy of indium and tungsten on the coor-
dination number. The dependency is not linear but shows rather a square root
dependence.
Table 3.2: Calculated conﬁgurations for the determination of the bond strength
of simple metals. For each structure the nearest neighbor distance was chosen to
be that of the most stable bulk conﬁguration.
C C
atom 0 simple cubic 6
line 2 fcc(110) bilayer 6
graphite layer 3 fcc(100) bilayer 8
diamond bulk 4 bcc bulk 8
square monolayer 4 fcc(111) bilayer 9
square bilayer 5 fcc bulk 12
hexagonal monol. 6
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Table 3.3: Surface energies σ, σ′ and σDFT for tungsten and indium in eV/atom.
The values of σ and σ′ were calculated according to equations 3.7 and 3.8 using
EWcoh = 8.33 eV/atom and E
In
coh = 2.36 eV/atom.
CB CS σ σ
′ σDFT
W(100) 8 4 4.16 2.44 2.61
W(110) 8 6 2.08 1.12 1.50
W(111) 8 2 6.24 4.16 3.94
In(100) 12 8 0.79 0.43 0.36
In(110) 12 6 1.18 0.69 0.37
In(111) 12 9 0.59 0.32 0.32
the softness of indium, for which the simple bond-breaking model is rather ill-
designed. In general, the surface energies of tungsten are larger by a factor of
≈ 10. This is also reﬂected by the large diﬀerence of the cohesive energies and
melting points.
3.4.2 Structural Details of the Surfaces
After the simple considerations of surface energies in section 3.4.1 now the compu-
tational setups for diﬀerent surfaces of tungsten are discussed. A correct surface
model should of course reproduce the known experimental results of surface layer
relaxations and surface energies. Not available from experiment are the relax-
ation energies, since this quantity cannot be measured. For the construction of
surfaces two possible setups are possible. Depending on the needs and goals of
the study symmetric or asymmetric slabs can be constructed. Figure 3.6 (a)
shows the setup for a symmetric surface slab. The bulk W atoms (in black color)
are arranged in the bcc bulk structure of W. The surface W atoms (drawn in
white) are arranged symmetrically with respect to the bulk bcc atoms. In the
DFT calculations both surface regions are then relaxed, whereas the positions of
the bulk atoms are kept ﬁxed. For an asymmetric slab as sketched in ﬁgure 3.6
(b) only at one side of the bulk W atoms surface atoms are added. Consequently
only one surface that is in contact with vacuum is relaxed and the bulk part is
kept ﬁxed.
In order to ﬁnd the optimal size of the super cell for the surface calculations
the slab’s thickness, i.e. number of layers, and the size of the vacuum needs to
be varied. Since a periodic slab approach for the DFT calculations is used, the
























Figure 3.5: Surface energies for several tungsten surfaces. The estimation σ′ is
calculated according to equation 3.8, the estimation σ according to equation 3.7
and σDFT by DFT utilizing the GGA-PBE..
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(a) (b)
Figure 3.6: DFT setups for calculating surface properties. (a) shows a symmetric
slab, (b) shows an asymmetric slab. The bulk regions are indicated by black
atoms, surface regions by white atoms respectively. For details see text.
one surface of the slab across the vacuum to the neighboring unit cell is pos-
sible. Concerning the slab thickness a minimum number of layers is needed to
reproduce the correct layer relaxations and surface energies. Depending on the
crystallographic direction of the surface the number of layers needed may vary
considerably. The adsorption studies in chapters 4 and 5 are done for the W(110)
surface. Nevertheless for a fundamental understanding of the underlying physics
also the other low index surfaces of tungsten are discussed. For the W(110),
W(100) and W(111) surfaces the calculated data are shown in tables 3.4, 3.6
and 3.7. The relative layer relaxation ∆dij is deﬁned in equation 3.10 being the
relative deviation of the interlayer spacing dij between layer i and j with respect
to the ideal bulk layer distance dbulk.
∆dij = (dij − dbulk)/dbulk (3.10)
For theW(110) surface the relaxations were calculated using both symmetric and
asymmetric slabs (see table 3.4). The symmetric slabs consisted of 5, 7, 11 and 13
layers and the asymmetric slabs of 5 up to 10 layers. The ideal bulk layer distance
is d110 = 1/2
√
2aW = 2.25 A˚. For the ﬁrst interlayer spacing ∆d12 all models ﬁnd
an interlayer contraction of ≈ 3.6 % (or d12 = 2.17 A˚). For ∆d23 the interlayer
distance expands by ≈ 0.4 % yielding d23 = 2.26 A˚. For the deeper inter layer
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Table 3.4: Layer Relaxations of the W(110) surface. The bulk layer distance in
[110] direction is 2.25 A˚ and the relaxations ∆dij = (dij − dbulk)/dbulk are given
as relative deviations from this value. The relaxation energy Erelax is given in
meV/surface atom (s.a.) and the surface energy Esurf is given in two diﬀerent
units, namely [eV/s.a.] and [J/m2].
symmetric asymmetric
# layers 5 7 11 13 5 6 7 8 9 10
Erelax [meV/s.a.] 26 29 29 31 26 34 30 27 27 27
Esurf [eV/s.a.] 1.48 1.48 1.50 1.50
E ′surf [J/m
2] 3.31 3.30 3.33 3.34
[%] [%]
∆d12 -3.6 -3.6 -3.6 -3.8 -3.5 -3.9 -3.7 -3.5 -3.6 -3.6
∆d23 0.4 0.4 0.5 0.6 0.3 0.6 0.4 0.6 0.3 0.4
∆d34 -0.0 0.0 0.0 0.2 -0.1 0.1 0.0 0.0 0.0
∆d45 0.2 0.3 0.1 0.4 0.0 0.2
∆d56 0.0 0.0 0.0 -0.2
∆d67 0.0 0.2
∆d78 -0.1
distances the deviations from the bulk value are smaller than 0.4 %, except for
the 8 layer asymmetric slab. From this survey it becomes clear that already slabs
of 5 layers give a reasonably good description of the W(110) surface. To be on
the save side for most of the calculations concerning indium adsorption, a seven
layer symmetric slab was used. For the study of the oxygen adsorption inspecting
the adsorption energies reveals that for the O/W(110) system an asymmetric 9
layer slab provides well converged adsorption energies with respect to the number
of layers (for details see section 4.4).
After studying the dependency of the layer relaxations with respect to the
slab thickness, comparison to diﬀerent experimental data and other theoretical
studies of the W(110) surface is made. An overview is given in table 3.5. Older
theoretical studies –one low energy electron diﬀraction study (LEED), one high
energy ion scattering and one photoelectron diﬀraction study– with low accuracy
do not recognize any signiﬁcant layer relaxation for the ﬁrst W layer [55, 89, 48].
In more recent LEED studies a layer relaxation of -3.0 % [3, 92] is found. In a
LEED study connected to this work (reference [91]) a layer relaxation of -1.8 %
is reported which is somewhat smaller than the data, but the agreement is still
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Table 3.5: Comparison of ﬁrst layer relaxation forW(110) as obtained by various
experimental and theoretical methods
Method ∆d12/dbulk[%] Ref.
Experiment
Lagally et al. LEED 0.0± 3.0 [55]
Smith et al. High energy ion scatt. < 2 [89]
Kim et al. Photoelectron Diﬀrac. 0.0± 1.0 [48]
Arnold et al. LEED −3.0± 0.6 [3]
Teeter et al. LEED −3.0± 1.3 [92]
Sto¨hr et al. LEED −1.8± 1.3 [91]
Theory
Luo et al. tight-binding −1.4 [62]
Rodriguez et al. equivalent crystal theory −2.1 [82]
Xu et al. tight-binding −5.0 [108]
Arnold et al. LDA (7-layers) −3.3 [3]
Dennler et al. PBE (6-layers) −4.6 [22]
this work PBE (7-layers) −3.7
within the error ranges. All theoretical studies all ﬁnd a ﬁrst layer relaxation of
some percent. A tight-binding [62] and an equivalent crystal theory study [82]
report values of -1.4 % and -2.1%, respectively which is somewhat less than the
value found in this work. Another tight-binding [108] and a DFT study [22] ﬁnd
values of -5.0 % and -4.6 %, which are slightly larger than the present value. The
only study in close agreement is the DFT-LDA work of Arnold et al. [3] with a
ﬁrst layer relaxation of -3.3 %.
A quantity that is not accessible to experiments is the relaxation energy Erelax.
It is deﬁned as the energy diﬀerence of the total energy of the unrelaxed bulk
truncated surface slab Etrunc to the ﬁnal relaxed surface slab Eslab as given by
Erelax = Etrunc − Eslab. (3.11)
The given deﬁnition holds for asymmetric slabs, in case of symmetric slabs Erelax
is multiplied by a factor of 1
2
in order account to for the two relaxed surfaces.
The relaxation energies for the W(110) surface are shown in table 3.4 and given
in unit meV/surface atom (meV/s.a.). For symmetric slabs a relaxation energy
of 29 meV/s.a. for 11 and 31 meV/s.a. for 13 layers is found which indicates
that these slabs are suﬃciently thick already. For asymmetric slabs the relaxation
energy Erelax converges to 27 meV/s.a. for larger slab thicknesses. Dennler et al.
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is only calculated for symmetric slabs. In equation 3.12 Eslabtot is the total energy
of the calculated surface slab of N layers, Ebulk is the total energy of the bulk
phase and 2A is the considered surface area. Since a symmetric slab is used, twice
the area A of the surface unit cell has to be taken into account. In contrast to
the simple estimations according to equations 3.7 and 3.8 of the bond breaking
model the DFT derived Esurf also includes electronic and ionic relaxations.
For the W(100) and the W(111) surfaces the same properties as for the
W(110) are calculated and shown in tables 3.6 and 3.7. Since both surfaces
have a lower density of atoms in the surface layer than W(110), relaxation eﬀects
for these two surfaces are more expressed than forW(110). In case of theW(100)
surface (see table 3.6) relaxation energies of 160 - 170 meV/s.a. are found. Com-
pared to the W(110) surface it is also found, that the relaxation of the top most
layer is much stronger with a value of ∆d12 ≈ 12% . The deeper layers relax fast
to the bulk layer distance of 1.59 A˚. It should be noted here, that in addition to
layer relaxations the in-layer reconstruction of the W(100) has to be taken into
account. However, reconstructions energies for metallic surfaces are rather small,
in general [22]. For the W(111) surface the largest relaxation energies of all the
studied surfaces with more than 470 meV/s.a. is found. The interlayer relax-
ations are even larger than for W(100), namely ≈ 21 % for the ﬁrst layer spacing
and ≈ 23 % for the second layer spacing. On this surface the third layer spacing
shows a notable expansion of about 17 %. The surface energies of the W(100)
and W(111) surfaces are larger than that of W(110), indicating that W(110) is
the most stable surface.
3.4.3 The Clean W(110) Surface
The structure of the bcc (110) surface is sketched in ﬁgure 3.7. The main crystal
directions in the surface plane are the [110] and the [001], as indicated in ﬁgure
3.7. For constructing two-dimensional super cells unit cell vectors a1 and a2 are
used. Before studying more complex phenomena on the W(100) surface, ﬁrst
the stability of the surface is investigated. As listed in table 3.3, W(100) is the
surface with the lowest surface energy. On the other hand the atom density
in the (110) surface is high since the atom arrangement nearly is that of an
hexagonal close packed layer (It is called pseudo-hexagonal). Diﬀerent to W(100)
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Table 3.6: Layer Relaxations of the W(100) surface. The bulk layer distance is
1.59 A˚ and the relaxations ∆dij = (dij−dbulk)/dbulk are given as relative deviations
from this value. The relaxation energy Erelax is given in meV/surface atom (s.a.)
and the surface energy Esurf is given in two diﬀerent units, namely [eV/s.a.] and
[J/m2].
# layers 7 11 13
Erelax [meV/s.a.] 175 173 161
Esurf [eV/s.a.] 2.55 2.59 2.61
E ′surf [J/m
2] 4.03 4.07 4.11
[%]
∆d12 -11.3 -11.9 -11.7
∆d23 2.2 3.0 2.9
∆d34 -0.8 -1.5 -1.5
∆d45 0.6 0.5
∆d56 -0.4
Table 3.7: Layer Relaxations of the W(111) surface. The bulk layer distance is
0.92 A˚ and the relaxations ∆dij = (dij−dbulk)/dbulk are given as relative deviations
from this value. The relaxation energy Erelax is given in meV/surface atom (s.a.)
and the surface energy Esurf is given in two diﬀerent units, namely [eV/s.a.] and
[J/m2].
# layers 13 19
Erelax [meV/s.a.] 474 501













Figure 3.7: High symmetry adsorption sites on a bcc (110) surface. The labeling
of the sites is given in the text and table 3.8. For single-site adsorption of adatoms
on W(110) the unit cell used in the calculation is indicated in the sketch.
(see reference [22]) for theW(100) surface no reconstruction is known in literature.
That is why for all further studies the structure shown in picture 3.7 is assumed
for the clean W(110) surface. When studying adsorbates on it later, it is also
important to rule out possible vacancy or exchange processes of adsorbate atoms
with substrate atoms, or vacancies within the surface. Equation 3.13 deﬁnes the





Evacslab − Ecleanslab − nEfree
)
, (3.13)
in which n is the number of vacancies, Evacslab is the total energy of the surface
slab with a vacancy present, Ecleanslab is the total energy of the perfect surface slab
and, ﬁnally, Efree represents the energy of the free atom. Evac for the W(110)
surface is calculated with an asymmetric slab of four W layers and a (4×4) lat-
eral unit cell as sketched in ﬁgure 3.7. The DFT calculation gives a value of
Evac = 10.2 eV/atom, which is very costly and thus very improbable. In other
words, surface vacancies on W(110) are not expected to be present and can
safely be ignored for all further considerations. A test calculation was done for a
(4×4×4) W bulk unit cell containing 47 atoms and 1 vacant site, for which the
vacancy formation energy amounts to 11.3 eV/atom, being even larger by 10%
than the value for the W(110) surface.
A more detailed view at this point can be taken when adatoms are considered.
Equations 3.14 and 3.15 formulates the impurity formation energies relative to a
vacancy present in the W(110) surface (equation 3.14) and the process of atom
exchange from a perfect surface to ﬁlling up the vacancy with an adatom (equation
3.15). In these equations, Eimpslab is the total energy of the slab with the vacancy
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ﬁlled up with one impurity atom. The energies EfreeW and E
free
imp are deﬁned as
the total energy of the free atoms as in equation 3.13. By deﬁnition, these two
















W − Ecleanslab − nEfreeimp
)
(3.15)
For oxygen atoms the result is Eimp = −1.42 eV and E ′imp = +8.76 eV. As
discussed later on in sections 4.2 and 5.3 the energy Eimp is in this case less than
the adsorption energies on a perfect surface. Also considering the total process,
still an energy of 8.76 eV per impurity oxygen is needed to exchange one surface
tungsten with one oxygen atom. For indium atoms a much more negative energy
of Eimp = −5.06 eV, which is energetically more favorable than adsorbing on the
perfect surface (see section 5.3), and a value of E ′imp = +5.13 eV. This implies
that indium atoms embedded in the surface would be favored with respect to
adsorption on top the perfect surface. Nevertheless, the energy of 5.13 eV for
exchanging one In atom with one W atom is still rather large and therefore
this process is rather improbable. It is further noted, that this view as given
before is only a very simple one. For a more detailed study of this processes
nudged elastic band method calculations for the removal and adding process of
adatoms can be done to study possible energy barriers between the initial and
the ﬁnal states. More complex scenarios of the exchange process are possible,
since W atoms, which are missing in the ﬁrst surface layer, may not necessarily
leave the surface, but will rather be present as adatoms on the W(110) surface
itself. However, since the energies for E ′imp in both cases of indium and oxygen
are largely positive, for these other scenarios still large positive energies to the
disadvantage of the placement of an impurity atom in the W(110) surface layer
are expected.
3.4.4 Adsorption Sites on W(110)
On the bcc (110) surface - as shown in ﬁgure 3.7 - four high symmetry adsorption
sites can be found. The sites are characterized by their coordination numbers:
The ontop adsorption site (label ”1” in ﬁgure 3.7) is coordinated onefold, the
bridge site (”2”) two fold, the hollow-3 site (”3”) threefold and the hollow-4 site
(”4”) fourfold. Since in case of the hollow-4 site the distances to the neighboring
atoms are not equal, this site is sometimes also referred to as long bridge or
pseudo-4-fold adsorption site. Nevertheless, within this study the term hollow-4
site will be used for this site. In table 3.8 also the exact positions of the adsorption
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Table 3.8: Deﬁnitions and coordinates of the high symmetry adsorption sites on a
bcc (110) surface. The coordinates are given relative to a 4-fold hollow position,
since it coincides with the position of the substrate atom when bulk layer stacking
is continued. For a sketch of the adsorption sites see ﬁgure 3.7.
# |~d| [110] [001]











4 4-site hollow (H4) 0 0 0
sites are printed. They are given as distance |~d| of the adsorption site relative
to the four fold coordinated adsorption site which coincidences with a regular
substrate site assuming layer stacking as in the bulk material. The coordinates of
~d are given in units of the bulk bcc tungsten lattice constant aw with respect to
the coordinate axes printed in ﬁgure 3.7 namely the [110] and the [001] direction.





(Eslabtot −Ecleantot − nEfree). (3.16)
in which Eslabtot is the total energy of the surface slab including the adsorbed atom,
Ecleantot is the total energy of the clean slab, and nEfree is the total energy of
the n free atoms under consideration. The calculation of the adsorption energy
Ead was made for two diﬀerent coverages: for the case of a well isolated atom
on the W(110) surface the adsorption energy for a single atom within a (4×4)
unit cell was calculated as indicated in ﬁgure 3.7. A (1×1) unit cell was used for
the adsorption energy at one monolayer coverage, which was needed as reference
system for calculating phase stabilities. The DFT total energy of a single free
indium atom is Efree = −0.36, whereas for oxygen half of the total energy of a
free oxygen molecule Efree = 1/2 · (−9.84) eV has been taken (see section 3.3).
Details about the adsorption energies of oxygen on tungsten surfaces will be given
in section 4.2, whereas the adsorption of indium is treated in section 5.3.
4Oxygen Adsorption on W(110)
In this section the oxygen adsorption on W(110) is studied by combining density
functional theory (DFT) calculations and the cluster expansion (CE) method.
Section 4.1 gives an overview of the work that has been done on the system
so far. Section 4.2 evaluates the adsorption energies of oxygen at the diﬀerent
adsorption sites on theW(110) surface. In conclusion, from section 4.2 the cluster
expansion for the two symmetry equivalent H3 sublattices is constructed and
discussed in sections 4.3 to 4.6. Section 4.7 discusses the structural details of the
four identiﬁed ground state structures. The adsorption and ordering behavior at
ﬁnite temperatures is discussed in sections 4.8 and 4.9. Finally, the inﬂuence of
surface vibrations is discussed in section 4.10.
4.1 Previous Work on the O/W(110) System
Adsorption of oxygen on theW(110) surface has been studied in the past to some
extent. Low energy electron diﬀraction (LEED) has been used to characterize the
detailed structure of the (2×1) phase [97], and the critical behavior and phase
transitions at coverages of xO = 0.50 [11, 4] and various other coverages [102].
(It should be noted, that a coverage of xO = 1 refers to the W(110) surface com-
pletely covered with one monolayer of atomic oxygen in a (1×1) structure). The
saturated (1×1) structures have been studied by Daimon et al. [20] using full
solid-angle X-ray photoelectron diﬀraction (XPD) and by Ynzunza et al. [110]
by solid-angle photoelectron diﬀraction. Ordering phenomena have been investi-
gated by Wu et al. [107] at coverages of xO = 0.25, 0.50 and 0.65. Growth kinetics
has been studied at the high coverage of xO = 0.68 by Tringides [94]. Scanning
tunneling microscopy measurements (STM) conﬁrmed structural details [46] in-
dicating stress eﬀects within the adsorption structures. A number of theoretical
studies are presented, which are mostly based on empirically derived parameters.
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To our knowledge, up to now only one DFT study concerning the adsorption of
single O atoms exists [112], in which a ﬁnite cluster geometry was applied for
modeling the surface. In this reference, interaction parameters are derived which
entered a three-state lattice gas model for deriving the phase diagram. Other
authors studied phase stabilities and related properties by application of a lattice
gas model [60, 29, 103, 95, 99, 100, 112, 113, 114, 111], in which the interaction
energies are determined by ﬁtting to experimental data: for example, Williams
et al. [103] ﬁtted to the LEED data of Lu et al. [60].
In the present work, for the ﬁrst time ab initio DFT techniques for studying
the adsorption of atomic oxygen onW(110) are applied for the complete coverage
range 0 ≤ xO ≤ 1, and the corresponding phase diagram is constructed without
any empirical parameters and ad-hoc assumptions. For this purpose, the cluster
expansion (CE) [86, 7] for the oxygen adsorbate layer is applied. For this purpose
the interaction parameters are derived from a large set of DFT calculations.
Finally, for determining the temperature dependent phase stabilities Monte Carlo
(MC) calculations utilizing the CE eﬀective interaction energies are made. As a
byproduct, the ground state phases with their relaxed structural details having
the precision of up-to-date DFT methods are available.
4.2 Adsorption Energies of Oxygen on W(110)
In this section the adsorption energies Ead for O atoms according to equation 3.16
are derived. The exact location of the adsorption sites has already been given in
section 3.4.4 (see table 3.8 and ﬁgure 3.7). As pointed out there, the adsorption
energies are calculated for a (4×4) unit cell containing one O atom (representing
the single atom limit) and a (1×1) lateral unit cell for the fully covered surface.
For single atom coverage, as well as for the full (1×1) coverage the most sta-
ble adsorption site is H3 with adsorption energies of Ead = −4.16 eV/atom and
Ead = −3.88 eV/atom, respectively. Adsorption at H4 sites is less stable than at
H3, namely for an isolated O atom by 0.26 eV/atom and for the full coverage case
by 0.81 eV/atom. For single atom adsorption the diﬀerence to the H3 site is not
large, but it should be noticed that allowing for lateral relaxation will drive the
O atom towards a neighboring H3 site. Therefore, according to the DFT results
adsorption at H4 sites is impossible. At both extreme coverages the bridge and
on top site are even less stable than the H4 sites, as shown in table 4.1. As for
the H4 site, lateral relaxation will move the O atoms towards energetically more
favorable H3 sites. As an additional conﬁrmation of the statically relaxed DFT
calculations, molecular dynamics DFT simulations at xO = 1 were carried out.
Within a (4×4) unit cell with 16 adatoms the system was annealed at 2200 K
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Table 4.1: Adsorption energies of indium and oxygen in eV/atom. For each
species the adsorption energy is calculated for a single atom in a (4×4) unit cell
as indicated in ﬁgure 3.7 and for a fully covered W(110) surface with a (1×1)
structure. For oxygen the most favorable adsorption site is H3 in both cases. For
indium H4 is the most favorable site at low surface coverage and H3 is the most
favorable site at full coverage. For details see text.
Indium Oxygen
(4×4) (1×1) (4×4) (1×1)
ontop -2.62 -2.36 -3.08 3.71
bridge -2.75 -2.65 -3.68 -3.02
H3 -2.91 -2.69 -4.16 -3.88
H4 -2.99 -2.64 -3.90 -3.07
and cooled down to 0 K afterwards. The ﬁnal stable conﬁguration of this simula-
tion indeed is a regular (1×1) pattern with all adatoms residing on the same H3
sublattice sites. Therefore, for ground state properties and adsorption structures
only H3 sites are expected to be occupied. More details concerning the diﬀerent
O adsorption structures will be discussed in the following sections.
The only other DFT study on oxygen adsorption onW(110) of Za luska-Kotur
et al. [112], which applied a ﬁnite cluster geometry for modeling the surface, is
in reasonable agreement with the present work. The reported energy diﬀerences
for single atom adsorption in reference [112] are ≈ 0.2 eV between the H3 and
H4 site, ≈ 1.2 eV between the H3 and the ontop site, and ≈ 0.8 eV between the
bridge and ontop sites.
4.3 Setup of the Cluster Expansion
As discussed in section 4.2 for O the three fold coordinated adsorption sites are
found to be the most stable ones at low coverages as well as at a full monolayer.
Based on these ﬁndings, that only the H3 adsorption sites are important for the
adsorption structures, it can now be safely concluded that the cluster expansion
in 4.4 for the two equivalent H3 sublattices will give a physically meaningful
description of the adsorption energetics for all coverages up to xO = 1. Figure
4.1 (a) sketches the setup chosen for the CE. The two H3 sublattices are sketched
as black and white circles. W atoms appear in brown color. Also shown in
the ﬁgure are the shortest nearest neighbor distances as blue lines. Taking the
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2aW = 1.13 A˚. This is shorter than 1.23 A˚, which is the bond length of the
oxygen molecule O2 (compare section 3.3). For this reason special care has to be
taken later on when constructing the CE, since also repulsive conﬁgurations with
two O atoms at this extremely short distance are allowed by the chosen setup.
Details concerning this issue will be discussed in the following sections.
Figure 4.1 (b) reveals the distance resolution of the chosen setup in more
detail. The respective distances (given in units of the underlying lattice constant
aW ) are plotted against the increase of the distance relative to the last occurring




–as pointed out before– up to ‖ a1 + 4a2 ‖= 0.5
√
43aW which corresponds to
the 32nd nearest neighbor distance found in the lattice. Analyzing the increase
in the distances for the chosen setup one ﬁnds that there are three increases
of ≈ 0.25A˚/aW , all others are smaller than ≈ 0.15A˚/aW . Since there are two
equivalent sublattices considered, also increases in distance by 0 can be found.
These occurrences are due to distances, which connect lattice points within the
same sublattice and can be found as well in the other one. For comparison, in
ﬁgure 4.1 (b) also the distances for a lattice setup with only one sublattice is given.
The smallest possible distance is 1
2
√
3aW , which is more than twice as large than
for the two sublattice case. For the maximum distance considered the same as
for the two sublattice case is chosen. It is obvious that the occurring distances
are a subset of the two sublattices case. Thus an increase for one sublattice is
always equal or larger than for two or even more sublattices, since the density of
available distances becomes larger. That is why for the one sublattice case most
steps are ≈ 0.25aW or larger, some are found to be around ≈ 0.2aW and only
two are below 0.15a. Therefore, the chosen setup with two sublattices is able to
model the lateral interactions starting from lower distances, and it improves the
resolution in distances by a factor of ≈ 2.
4.4 Cluster Expansion
Before starting with the cluster expansion itself a suitable setup for the DFT
calculations has to be found. From the considerations of section 3.4.2 it is al-
ready clear, that slab thicknesses of ﬁve layers or more give qualitatively good
agreement for the surface energies and layer relaxations, no matter if symmetric
or asymmetric slabs are chosen. In order to simplify the processing of the DFT
data for the CE, it is more convenient to use asymmetric slabs for the DFT cal-
culations. Since the CE aims at the most accurate description of the adsorption
energetics as possible, the number of W layers in the slab has to be chosen that
























Figure 4.1: bcc (110) surface: (a) Lattice deﬁnition used for the cluster expansion
of the two equivalent 3-fold coordinated sublattices H3A (black circles) and H3B
(white circles). Also shown are the shortest nearest neighbor distances by blue
lines. (b): comparison of the diﬀerent occurring distances when choosing one or
two equivalent sublattices on a bcc (110) surface. For details see text.
way, so that inaccuracies in the adsorption and surface energies, which might
be due to the ﬁnite size of the system, are minimized. To ﬁnd a suitable slab
thickness the total energy diﬀerence
∆E = E
(1×1)
tot − Ecleantot (4.1)
for (1×1) unit cells with a full monolayer of O and the clean surface is calculated.
For this calculations –as pointed out before– asymmetric slabs with layer numbers
ranging from 4 to 10 are used. An energy cutoﬀ of 500 eV and a k-point set of
15×15×1 after Monkhorst and Pack [68] are applied. The results are plotted
in ﬁgure 4.2. Although the energy diﬀerence ∆E is not changing by more than
0.02 eV, convergence is only achieved when using nine or more layers. The choice
for the ﬁnal model is an asymmetric slab of nine W layers plus a vacuum region
of ≈ 27 A˚ equivalent to 12 W(110) bulk layers, which is included in the unit cell.
During relaxation of the atomic positions the bottom three W -layers are kept
ﬁxed. In order to keep the computational eﬀort as low as possible the energy
cutoﬀ is reduced to 400 eV. For the (1×1) surface slab a 15×15×1 k-points mesh
is used as for the calculation of ∆E, and the mesh is scaled down accordingly for
larger unit cells. The integration over the Brillouin zone is done by the smearing
method of reference [64] applying a width of 0.1 eV. The 5p semicore states
of W are treated as valence states. For the geometrical relaxation the Hellman-
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Figure 4.2: Total energy diﬀerence ∆E according to equation 4.1 for a varying
number of W layers in the slab model. Convergence is found at 9 Layers. For
details see text.
Feynman forces were minimized with a quasi-Newton algorithm to absolute values
less than 0.01 eV/A˚.
After deﬁning the lattice for the CE in more detail in the previous section
and choosing the proper slab model for extended unit cells, the CE itself can be
converged. For a suitable thermodynamic representation the arguments of section
2.4.2 are used. Reconsidering equation 2.67 it is obvious that up to a constant
only the surface energy Esurf of equation 2.53 has to be determined. For the





Eslabtot − xOE(1×1)tot − (1− xO)Ecleantot
]
(4.2)
with the total energy of a (1×1) covered slab E(1×1)tot , and the surface cover-
age of oxygen xO (xO = 1 corresponding to the coverage by one monolayer or
the (1×1) surface structure). For converging the CE two diﬀerent conﬁguration
spaces are used. First, conﬁgurations that are built up by all unit cells containing
up to eight W atoms are used. Within this set of structures, which consisted of
4203 conﬁgurations, also repulsive conﬁgurations with short O-O distances are
allowed. Including the repulsive conﬁgurations is needed, because the complete
surface energetics should be represented by the CE. Nevertheless, it is clear that
structures like the two shown in ﬁgure 4.3 cannot be ground state structures.
The structure in ﬁgure 4.3 (a) has a (2×4) unit cell and a surface formation en-
ergy of 923 meV/(1×1). Similarly the structure sketched in ﬁgure 4.3 (b) has
a (3×4) unit cell containing and a surface formation energy of 569 meV/(1×1).
Choosing the same coverage but all O atoms in repulsive arrangement (i.e. very
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(a) (b)
Figure 4.3: Two repulsive O adsorbate structures which are used as input struc-
tures for the CE. The relaxation is only possible if the coordinates in the surface
plane are kept ﬁxed. The surface formation energies are 923 meV/(1×1) for (a)
and 568 meV/(1×1) for structure (b). For details see text.
short O-O distances) the surface formation energy is increased even further to
1984 meV/(1×1). For the DFT calculations with ﬁxed coordinates the total en-
ergy has some error, since the lateral position always has to be set externally. In
case of the two structures used for the CE this error is also introduced. But since
for the ﬁt of the interaction energies the allowed ranges δi for the ﬁtted surface
formation energies are given by equation 2.76 which allows for larger deviation
for structures further away from the ground state line, the error made by DFT
can be handled by the CE and thus does not eﬀect a correct determination of
the interaction energies. After considering the strong repulsive interactions the
number of W atoms in the unit cell is increased up to 12 atoms. But in order to
keep the number of possible conﬁgurations as low as possible the structures with
very short O-O distances are now forbidden. In total 80394 conﬁgurations for
0 < xO < 1 can be found under these conditions.
Besides the two structures of ﬁgure 4.3 60 ordered structures were calculated
by DFT for constructing the ﬁnal ﬁt of the CE. For all these structures the
forces have been relaxed and the ﬁnal positions of the adsorbed O atoms are
always on H3 sites. The resulting ground state diagram is shown in ﬁgure 4.4.
It shows the surface energy Esurf versus the O concentration xO of the diﬀerent
structures. The DFT calculated energies are indicated as circles and the CE
energies as crosses. Since the range of DFT energies is from -144 meV/(1×1) up
to 923 meV/(1×1), and only few energies for allowed structures with the short
O-O distance are in the far positive energy range, the energy scale of the diagram
is restricted to 100 meV/(1×1). The maximum ﬁtting error for the ﬁnal ﬁgure set
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is 6.1 meV/(1×1) and the root mean square error (RMS) amounts to 2.1 meV.
The value of the cross validation score SCV = 3.7 meV is slightly larger than the
RMS value, but still within the typical accuracy of DFT calculations. One might
therefore safely conclude that the CE yields an accurate description of the input
DFT energies as well as accurate energies for unknown structures (i.e. structures,
which were not calculated by DFT). The most important structures of the system
are the ground state structures at xO = 0.20, 0.25, 0.50 and 0.75 indicated by
vertical dashed lines in ﬁgure 4.4. The ground states are connected by the ground
state line (blue line) line forming a convex hull around all calculated structures.
A detailed discussion of the ground states will be given in section 4.7. The ground
state line for the CE calculated structures is not shown in ﬁgure 4.4 since it is
identical with that of the DFT values. The O content of the calculated structures
is not distributed uniformly over the whole concentration range. For coverages
larger than xO = 0.50 only ten DFT calculations had to be performed. For the
low coverage regime the remaining 50 calculations had to be done. This is also
reﬂected by the distribution of the ground states of the system. At xO = 0.50
and xO = 0.75 two very stable ground states are found with a thermodynamic
stability ∆Estab(xO) of -51.1 meV/(1×1) and -38.1 meV/(1×1), respectively (see
the deﬁnition of ∆Estab(xO) in section 2.4.1 for details.). For the ground states at
xO = 0.20 and xO = 0.25 ∆Estab(xO) is only -1.4 meV/(1×1) and -0.2 meV/(1×1)
indicating only low thermal stability. Furthermore, a number of other calculated
structures with 0 < xO < 0.50 lies very close to the ground state line giving a very
dense hierarchy of energies. This phenomenon reﬂects the low ordering behavior
at these coverages which is also known for weakly ordering bulk binary alloys
[90]. A selection of structures with surface formation energies close to the ground
state line and their corresponding adsorption structures are listed in appendix B.
The ground state diagram in ﬁgure 4.4 is connected to the ground state search
as shown in ﬁgure 4.5. There, the predictions of all 80394 conﬁgurations of the
second conﬁguration space mentioned above are presented. Since the repulsive
conﬁgurations with very short O-O distances are omitted, only surface formation
energies up to 400 meV/(1×1) are found. Again, as for the DFT calculated
structures, for coverages up to xO = 0.50 Esurf a number of structures is very close
to the ground state line, resulting in the same arguments as before. According
to the ﬁtting procedure of the CE, which should reproduce the energetics of the
DFT input structures and also the DFT ground state line, for the predicted
structures in ﬁgure 4.5 the ground state line is identical with that of ﬁgure 4.4.
Since evaluation of the surface energy Esurf for the predicted structures gives no
new ground state structures the CE is considered to be converged. The ﬁnal set
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Figure 4.4: Comparison of density functional theory (DFT) surface formation
energies and ﬁtted cluster expansion energies (CE) for 60 ordered structures.
Four ground states are detected at xO = 0.20, 0.25, 0.50 and 0.75, and their
energies are connected by the ground state line.
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Figure 4.5: Concentration dependent surface formation energy for O on W(110).
Results of cluster expansion predictions for 80394 structures as used for searching
for the ground states. The ground state line (i.e. connection of structures with
lowest energy) is indicated. All unit cells with up to 12 atoms are included but
structures with the very short O-O distances of 1.13 A˚ (nearest-neighbor H3
sites) are not taken into account.
of ﬁgures and their respective interaction energies enable a detailed description of
the adsorption energetics of this system. Later on in section 4.8 these interactions
can be used to perform Monte Carlo simulations.
4.5 Figure Analysis
The ﬁnal selection of ﬁgures consisted of 34 ﬁgures comprising the constant and
the onsite terms, 10 pairs, 19 triples and 3 quadruples. Figure 4.6 shows their
respective interaction energies versus the ﬁgure size d. For the pair interactions
the parameter d is the vertex-vertex distance of the lattice points, for the many-
body ﬁgures d is deﬁned as the mean distance of the connections in the ﬁgure.
For the displayed ﬁnal ﬁgure set all pair interactions up to the 10th nearest
neighbor distance (
√
2aW = 4.51 A˚) and diﬀerent sizes of triples and quadruples
are chosen. Although pair ﬁgures up to a distance of 10.45 A˚ were allowed,
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they are unimportant, since none of them is chosen by the genetic algorithm.
This fact is also reﬂected in the decrease of the absolute value of the interaction
energy with increasing interatomic distance. In analogy to the pair ﬁgures, the
interaction energies of the triples and quadruples also decrease with increasing
mean atomic distance. A more detailed investigation of the interaction energies
shows that the main contributions come from ﬁve pair interactions and three
triple interactions. The main pair interactions correspond to pair distances of
1.13, 2.76, 3.38, 3.74, 5.29 A˚. For the smallest pair ﬁgure with d = 1.13 A˚, a
very large positive interaction energy of 1763 meV is obtained representing the
very strong repulsion between the closely spaced O atoms in the two nearest
neighbor H3 sites. The distance of 2.76 A˚ corresponds to the atomic spacing
of the (2×1) structure along the [111] direction and has a sizeable attractive
value of -44 meV. The real space representation of the ﬁnal ﬁgure set and the
corresponding interaction energies are explicitly given in appendix A. Figure 4.6
shows also the ﬁgures which have been chosen by Vattulainen et al. [99]. Their
set consisted of four pair interactions and two triple interactions which diﬀered in
geometry, but are given the same interaction energies. Agreement to the ﬁgure
set in this work is only found for the pair interaction at d=2.76 A˚, and the ﬁrst
triple interaction (denoted by tripleA).
Models with similar interaction energies are applied by a number of other
authors [29, 103, 60, 112] and are shown in ﬁgure 4.7. All these models use a
smaller number of interaction energies than the one of reference [99]. A detailed
comparison reveals that the models of Vattulainen et al. [99], Williams et al.
[103] and Ertl et al. [29] only use one H3 sublattice for the description of their
energetics. Furthermore, for example the model of Ertl et al. is not able to treat
the symmetry within the sublattice, since for their smallest pair interactions in
one of the in-plane directions a positive and in a symmetry equivalent direction the
same negative interaction energy is assumed. A similar model also disregarding
the symmetry is used by Lu et al. [60], but with diﬀerent magnitudes of the
interaction energies for the smallest pair ﬁgures. The model of Vattulainen et al.
[99] is indicated again in ﬁgure 4.7. (It has already been discussed in the preceding
paragraph.) The model of Williams et al. [103] uses four pair interactions on one
sublattice, but this should in principle allow to model diﬀerent orientations of
adsorbate structures in the simulation cell. Finally, the model of Kotur et al. [112]
makes use only of three parameters for the lateral interactions, but additionally
it takes into account the H4 transition state energy for O atoms moving from
the H3 to the H4 sublattice. Summing up, all these models have been built
on an empirical basis and have only limited accuracy or/and are restricted to
certain concentration ranges within the phase diagram. In the present work, the
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Figure 4.6: O adsorption onW(110): Eﬀective cluster interactions energies JF of
the cluster expansion as a function of the ﬁgure size d (for pairs: distance between
the two O atoms; for higher-order ﬁgures: mean distance of all connections in
the ﬁgure). The set of values is divided into pair interactions and higher-order
(many-body) interactions. Corresponding values of Vattulainen et al. [99] are
indicated, and two particular triple interactions (tripleA, tripleB) are marked:
further details, see text.
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Figure 4.7: Comparison of diﬀerent lattice gas models for O adsorption on
W(110). The models are taken from Ertl et al. [29], Lu et al. [60], Williams
et al. [103], Vattulainen et al. [99] and Kotur et al. [112]. With the exception of
the model of Vattulainen et al., which used also triple interactions, all remaining
studies only used pair interactions. For details see text.
phase diagram is constructed in a truly ab initio manner by using DFT results in
combination with the CE method and, therefore, covers the whole range of the
O coverage.
Finally, after discussing the ﬁgure set which is used in the cluster expansion
it may be noted, that other ﬁgure sets giving similar cross validation scores SCV
can be found. Since the genetic algorithm selects the ﬁgure sets from a large pool
of ﬁgures, which are constructed by a rather ﬁne spacing of the lattice distances
(compare ﬁgure 4.1), several combinations of ﬁgures representing the energetics
of a certain arrangement of adatoms may be found. Nevertheless, inspection of
diﬀerent ﬁnal ﬁgure sets leads often to similar selections of the smallest ﬁgures,
to which also similar interaction energies are attributed. Only some of the larger
ﬁgures may be changing for the diﬀerent ﬁgure sets.
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4.6 Oxygen-Oxygen Effective Potential
Having determined the interaction energies of the CE in section 4.4 they can now
be applied for studying diﬀerent properties of the O/W(110) system. In section
4.8 the ordering behavior at ﬁnite temperatures will be discussed. This section
deals with a simple model which describes the eﬀective O-O interaction potential
within the surface plane. For constructing this potential a (100×100) lateral unit
cell containing two O atoms is set up. The surface formation energy of the con-
ﬁgurations is calculated only by using the eﬀective cluster interactions of section
4.4. The interatomic distance of the two O atoms is chosen in such a way that
each possible distance according to the considered lattice of the CE is realized (see
ﬁgure 4.1 (a) for the smallest distances that can be found in the lattice setup of
the CE). In ﬁgure 4.8 the surface formation energy of the two O atoms is plotted
against their interatomic distance d. Since the surface formation energy Esurf
is calculated at a coverage xO = 2/10000 only very small values between -0.05
meV/(1×1) and 0.80 meV/(1×1) are found. For the smallest distance of 1.13 A˚
the surface formation energy is 0.803 meV/(1×1) showing the repulsive character
of the interaction energies mentioned already before. Also at distances of 3.74 A˚
and 5.64 A˚ a positive energy of 0.056 meV/(1×1) and 0.013 meV/(1×1) is found.
Besides the positive maxima also diﬀerent ranges of distances with negative en-
ergies can be realized. For the distances from 1.95 A˚ up to 3.18 A˚ the minimum
energy is -0.015 meV/(1×1). In the range of distances from 4.64 A˚ to 5.52 A˚ neg-
ative surface formation energies with a minimum of -0.022 meV/(1×1) occur. For
distances larger than 5.86 A˚ the surface formation energy converges to a constant
value of -0.017 meV/(1×1) with exception of the energy of -0.033 meV/(1×1) at
a distance of 7.89 A˚. Diﬀerent other sets of ﬁnal interaction energies are used to
re-calculate the O-O pair formation energies. For these diﬀerent sets the shape
of the curve in ﬁgure 4.8 is reproduced. Only the negative value at 7.89 A˚ is in
most cases found to be of smaller magnitude than -0.033 meV/(1×1). As a con-
sequence, the feature at 7.89 A˚ is attributed to a certain ﬁgure selection and can
be understood as an artefact of the cluster expansion. For the rest of the curve
the distances with positive and negative surface formation energies reproduces
the features of the structures as used as input data for the CE. This observation
explains, why certain distances correspond to repulsive energies, because this be-
havior reﬂects structural details which are not favored by any of the structures,
especially of the ground states. These features can obviously not be explained by
the ten ﬁtted pair eﬀective interaction energies of the CE, which are also plotted
in ﬁgure 4.8 (the energy scale on the right hand side should be used, see also
tables A.1 and A.2 in appendix A). For the available distances the pair energies
4.6 Oxygen-Oxygen Eﬀective Potential 71
Figure 4.8: Surface formation energy for two adsorbed O atoms within a
(100×100) unit cell. For calculating the energies the eﬀective interaction energies
of the cluster expansion of section 4.4 are used. The two O atoms are arranged
in such a way, that all possible distances as deﬁned by the CE are reproduced.
For comparison, also the involved ten eﬀective pair interaction energies are indi-
cated, showing that for the calculation of the surface formation energy, all ﬁtted
interaction energies have to be considered. For details see text.
can have both positive and negative values, but the sign is not always equal to
that of the energy of the two O atoms. In order to quantify the O-O energy
correctly all interaction energies have to be taken into account. In other words
quantiﬁcation of the adsorption energies of certain structures is not possible by
using simple arguments of a few ﬁgures. Only consideration of all ﬁtted interac-
tion energies results in the correct energy of the structure, and thus includes all
structural features of the given conﬁguration. Anyway, the O-O energies found
in ﬁgure 4.8 could not be totally be correct, since no accurate DFT input for
the considered structures exists, which could be included for the determination
of the interaction energies. For a comparison of this simple model to DFT data,
calculations with lateral unit cells much larger than that used for the present CE
are needed. Such very costly or even prohibitive calculations would go beyond
the scope of the present work.
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4.7 Structural Details of the Ground States
The atomic structures of the four ground states are sketched in ﬁgure 4.9. For
a coverage corresponding to xO = 0.20 the ground state structure is deﬁned by
a (2×5) unit cell, in which the O atoms are placed on sites of both H3 sublat-
tices. The surface energy according to equation 4.2 is -62.3 meV/(1×1) with a
minimum O-O distance of 5.52 A˚. When the coverage is slightly increased to
xO = 0.25 the (2×2)(a) structure occurs with a surface formation energy of -76.2
meV/(1×1). The minimum O-O distance is the same as for the (2×5) structure.
Now the O atoms occupy only one type of H3 sublattice, as it is also the case
for the two ground states with higher coverages. The lowest surface energy of
-144.3 meV/(1×1) is obtained for the (2×1) structure for a coverage of xO = 0.50.
There, the minimum O-O distance is reduced by a factor of 2 to 2.76 A˚. Finally,
at xO = 0.75 the (2×2)(b) structure is found with a surface formation energy of
-110.3 meV/(1×1) and also a minimum O-O distance of 2.76 A˚.
Since the absolute values for the stabilization energy ∆Estab (see section 4.4) of
the (2×5) and (2×2)(a) states are very small, these states were recalculated with
higher accuracy by increasing the basis size (i.e. energy cutoﬀ up to 500 eV) and
the number of k-points for the Brillouin zone integration. The ground state line
in ﬁgure 4.9 is reconﬁrmed, because no signiﬁcant change is found in comparison
to the less accurate calculations. Furthermore, the very good agreement between
DFT and CE concerning surface formation energies and for ﬁnding the same
ground state line gives a strong conﬁdence to the methodology applied in the
present work.
Table 4.2 summarizes the results for the mean layer distances di−j and the
layer corrugations ci. The average height of the O overlayer above the ﬁrst W
layer is about 1.2 A˚, and it is shortest for the (2×1) phase, namely dO−1=1.19 A˚.
The layer distances between the ﬁrst and second W layer show a direct depen-
dence on O coverage. Increasing the coverage increases also the interlayer spacing
d1−2 from 2.19 A˚ for the (2×5) structure up to 2.25 A˚ for the full (1×1) coverage.
This distance is only -0.1 % smaller than the ideal bulk layer W -W distance
in the [110] direction. Layer corrugation ci (i.e. deviation from the averaged
layer distance) is also listed in table 4.2. Since the (2×2)(a), (2×1) and (1×1)
structures have only one O atom per primitive unit cell, there is no top layer
corrugation. This restriction is lifted by performing DFT calculations for multi-
ples of these unit cells with reduced symmetry. However, even then no signiﬁcant
corrugation (< 0.0005 A˚) could be derived. The corrugation of the ﬁrst W layer,
c1 has its maximum value of 0.13 A˚ for the (2×2)(a) structure whereas it is lowest
for the (2×1) phase, namely 0.06 A˚. The second layer corrugation c2 is rather









Figure 4.9: Atomic structure of the four ground states of the O/W(110)
system. The most stable structures are (2×1) for xO = 0.50 (stabi-
lization energy ∆Estab = −51.1 meV/(1×1)) and (2×2)(b) for xO = 0.75
(∆Estab = −38.1 meV/(1×1)). The low coverage structure, (2×5) and (2×2)(a)
are only very weakly stable. More details, see text.
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Table 4.2: Average layer distances d (in A˚) for the adsorption ground states of O
on W(110). Distance dO−1 of the O layer to the surface W layer, distances d1−2
and d2−3 of the corresponding distances of W layers. The bulk layer distance is
2.25 A˚. Layer corrugations ci (in A˚) are also listed.
single (2×5) (2×2)(a) (2×1) (2×2)(b) (1×1)
dO−1 1.23 1.22 1.21 1.19 1.20 1.21
d1−2 2.18 2.19 2.20 2.22 2.24 2.25
d2−3 2.27 2.26 2.27 2.26 2.27 2.27
cO – 0.00 – – 0.03 –
c1 0.07 0.12 0.13 0.06 0.07 –
c2 0.02 0.05 0.05 0.04 0.06 –
constant: it takes values of 0.04 A˚ up to 0.06 A˚. For both, layer relaxation as well
as corrugation the values of deeper layers reach rather the bulk values of 2.25 A˚
and 0, respectively.
Details of the atomic structures from experimental studies are only reported
for the (2×1) [97] and (1×1) [20, 110] phases. For the (2×1) structure the re-
ported O-W interlayer distance is 1.25 ± 0.1 A˚ in agreement with the ﬁndings
in the present work. For the (1×1) structure direct evaluation of full solid-angle
XPD results in an O-W interlayer distance of 1.1 A˚ [20], but further theoretical
analysis of the same data yielded a distance of 0.84 A˚. Ynzunza et al. [110] re-
port an interlayer distance of 0.91 A˚ as derived from full solid angle photoelectron
diﬀraction measurements. These ﬁndings are not in agreement to the result of
1.21 A˚ of the present study.
For the present purpose, lateral displacements are deﬁned by the changes of
the center of mass relative to the unrelaxed structure. In general, it is observed,
that in the presence of O the ﬁrst and second atomic layer of W experience a net
lateral shift. Table 4.3 lists the lateral shifts for the adsorbate O and the ﬁrst
surface W layer. The displacement along the [001] direction is rather negligible
with the exception of the (2×1) structure: the O layer is shifted by -0.054 A˚,
whereas the W surface layer is slightly shifted into the opposite direction. Along
the [110] direction the O layer experiences positive displacements for the (2×2)
and (2×1) structures, and negative ones for the fully covered (1×1) phase. Due
to symmetry, for the (2×5) structure no net displacement is found.
For the ﬁrst W -layer a clear coverage dependence is found. The higher the
coverage the greater is the displacement in [110] direction, and it reaches a sizeable
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Table 4.3: Lateral shifts of the center of gravity for the ground state structures.
The displacements ∆[110] and ∆[001] (in A˚) along the corresponding directions
are given relative to the ideal unrelaxed structures. O : oxygen layer,W1: tungsten
surface layer.
layer ∆[110] ∆[001]
single O 0.088 0.000
W1 -0.001 0.000
(2×5) O 0.000 0.000
W1 0.000 0.000
(2×2)a O 0.027 0.000
W1 -0.003 0.000
(2×1) O 0.036 -0.054
W1 -0.018 0.006
(2×2)b O 0.009 0.000
W1 -0.015 0.000
(1×1) O -0.017 0.000
W1 -0.095 0.000
value of -0.095 A˚ for the (1×1) phase. The second W -layer (not shown) is shifted
into the same direction as the ﬁrst one, and the magnitude of the displacement
is also increasing with coverage, but the absolute values are smaller by a factor
of about ten.
For a more detailed view of the lateral displacements the individual displace-
ments of the single atoms are sketched for the ground state structures in ﬁgures
4.10 and 4.11. The absolute values of the displacements are in general larger than
the shift in the center of gravity as shown in table 4.3, since the atoms move into
diﬀerent directions laterally. For the (2×5) ground state (see ﬁgure 4.10 (a)) the
ﬁrst O atom with label ”1” is moved by 0.072 A˚ along the [110] and 0.001 A˚
along the [001] direction (for convenience, from now on the displacements will be
given in the usual coordinate notation (∆[110]/∆[001]) using A˚ as unit). Due to
symmetry of the (2×5) unit cell the second O atom ”2” is displaced exactly by
the negative vector of ”1”. This symmetry is also found for the W atoms in the
ﬁrst layer. Atoms ”A” to ”E” are moved into the opposite direction of ”J” to
”F”. Considering the displacements of the atoms next to ”1” it becomes clear,
that the relatively small displacement of ”D” by (0.004/-0.017) and the somewhat
larger displacements of ”I” and ”J” by (0.085/-0.012) and (0.026/-0.002) increase
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their mutual distance and hence increase the space for the O atom. Analogous,
this is also true for atoms ”G”,”B” and ”A”. Additionally, in areas where no
O atoms are present the mutual distance of the W atoms is decreased. Atoms
”E” and ”F” are moved towards each other by (0.110/0.033) and (-0.110/-0.033)
decreasing their interatomic distance by 0.23 A˚. Atoms with label ”H” are moved
by (-0.010/-0.019) towards ”I” and ”C” symmetrically by (0.010/0.019) towards
”B”. Similar mechanisms are also found in case of the (2×2) (a) structure as
shown in ﬁgure 4.10 (b). Atoms ”A” and ”D” are moved by (-0.005/-0.004) and
(-0.005/0.004) into the opposite direction of the O adatom ”1”, whereas ”C” is
moved into the same direction as ”1” but more than twice as much by 0.076 A˚.
The areas with no O atoms –along the [111] direction and enclosed by the straight
lines which are deﬁned by the rows of ”DC” and ”AB” atoms– are compressed.
This also holds for the O free area along the [111] direction between the ”DB”
and ”CA” lines. It has already been mentioned before that for the (2×1) struc-
ture the net displacement of the ﬁrst W layer is in the negative [110] direction.
This becomes clear now since the atom labeled with ”C” and ”D” are displaced
by 0.043 A˚ and the atoms labeled ”A” and ”B” by 0.115 A˚ into the opposite
direction (see ﬁgure 4.11 (a)). This eﬀect widens the row with adsorbed O atoms
along [111] and at the same time narrows the distances in the unoccupied row
of W atoms. In case of the (2×2)(b) structure in ﬁgure 4.11 (b) only an area
surrounded by the atoms ”CDBA” is free of an adsorbate atom. There, the W
atoms are more closely packed. Since the O coverage is already very high, the
only possibility for the adlayer to reduce strain is to buckle by 0.03 A˚ as discussed
previously.
Finally, the diﬀerent bond lengths of the O atoms to neighboring W atoms is
considered. Table 4.4 lists the data according to the following arrangement: for
each O atom ﬁrst the bond length to the closest W atom along the [110] or [110]
direction is given. Then the distances to the closest W atoms along the [001]
and [001] directions are given. If no restrictions due to symmetry are made, as
for the (2×2)(a) structure, the bond lengths for one speciﬁc O atom to all three
neighboring atoms is never the same. In case of the (2×5) the distance to ”J”
(respectively ”A”) is slightly smaller than that to ”D” (”G” respectively), but
within the accuracy of table 4.4 they appear the same. The distances for the
ﬁrst atom is for lower coverage ≈ 2.1 A˚ and decreases with increasing coverage to
2.026 A˚. The bond length to the other two W atoms behaves in the other way
round: with increasing coverage the bond length is increasing from 2.067 A˚ for the
(2×5) structure up to 2.121 A˚, and to 2.083 A˚ for the (2×2)(b) structure. Only
for the (2×1) structure experimental data for the O-W bond length is available.
Van Hove et al. [97] report an O-W bond length of 2.08 ± 0.07 A˚, which is in
























Figure 4.10: Lateral displacements of individual atoms of the (2×5) and (2×2)(a)
ground state structures of O on W(110) (in A˚). A to J: W atoms in the surface
layer; 1,2: O adlayer atoms, according to ﬁgure 4.9. Vectors drawn indicate the



















Figure 4.11: Lateral displacements of individual atoms of the (2×1) and (2×2)(b)
ground state structures of O on W(110) (in A˚). A to D: W atoms in the surface
layer; 1 to 3: O adlayer atoms, according to ﬁgure 4.9. Vectors drawn indicate
the displacements, the listed values of ∆ represent the displacements into [110]
and [001] direction separately.
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Table 4.4: Bond lengths (in A˚) of the O atoms (Arabic numbers) to the neigh-
boring W atoms (alphabetic characters) in the ground state structures of the
O/W(110) system. The order of W atoms is always starting with the W atom
sitting closest along the [110] or [110] direction, then the atoms closest in [001]
and [001] are given. In case of the (2×1) structure the distances of the O atom
”1” are given to W atoms ”C”, ”A” and ”D”, those of ”2” to the atoms ”D”,


























very good agreement agreement with the values of the present study, ranging
form 2.056 A˚ up to 2.091 A˚.
4.8 Monte Carlo Simulations and Phase Dia-
gram
Using the CE interaction energies Monte Carlo (MC) simulations for canonical
ensembles were performed. For doing MC studies a simulated annealing ap-
proach was used. Each MC run started at 10000 K, and the system was then
subsequently cooled down to lower temperatures. In order to rule out possible
hysteresis eﬀects also reversed runs starting from well below critical tempera-
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Figure 4.12: Canonical Monte Carlo simulation of the O/W(110) surface for an
O coverage of xO = 0.48.
tures above 1000 K were undertaken. As a result it was found that the critical
temperatures do not change signiﬁcantly when heating up the system instead of
cooling it down. The size of the simulation cell was chosen to be of (100×100)
atoms, i.e. 2×100×100 lattice sites with periodic boundary conditions. Figure
4.12 shows the surface formation energy for an O coverage of xO = 0.48 versus
simulation temperature. When decreasing the temperature the surface formation
energy changes from ≈ -80 meV/(1×1) to ≈ -130 meV/(1×1) with a critical tem-
perature of Tc = 974 K: at this temperature the temperature dependent surface
energy Esurf(T ) has an inﬂection point. (For an accurate determination of the
critical temperature Esurf(T ) is ﬁtted to a polynom). It is noted, that the same
critical temperature is obtained when a ﬁt to the temperature dependent order
parameter is done. Figure 4.13 shows the energy curves for six further coverages.
The qualitative shapes are similar but the curves become very ﬂat for low and
high coverages, because then the gain in ordering energy is small.
For constructing the complete phase diagram the MC procedure is repeated
for 25 diﬀerent coverages. The result is plotted in ﬁgure 4.15 in terms of a
phase diagram. Up to an O coverage of xO = 0.28 the critical temperature Tc
is increasing slowly from 257 K to 357 K. Further increase of the coverage by
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Figure 4.13: Monte Carlo simulation based on cluster expansion interaction en-
ergies for O on W(110). Surface energy vs. temperature for various O coverages
for a canonical ensemble of 2×100×100 lattice sites. Critical temperatures Tc
(i.e. inﬂection points of Esurf(T )) are connected by dashed lines.
∆xO = 0.02 results in a steep increase of Tc to 457 K, and a further increase to
971 K at a coverage of xO = 0.48. Up to a coverage of xO = 0.75 the disorder-
order transition temperature of ≈ 1000 K remains rather constant. For high
coverages larger than xO=0.75 the critical temperature decreases linearly down
to 380 K for xO = 0.98.
In the ordering regime below Tc diﬀerent mixtures of ground states are found.
At low coverages up to xO = 0.16 the ordering corresponds to the growth of
the (2×5) structure. For higher coverages the (2×5) character is gradually lost
and becoming mixed up with (2×2)(a) phases. At coverages of xO ≈ 0.24 small
areas covered by (2×1) structure can already be observed. Up to a coverage
of xO = 0.50 the (2×1) structure coexists with the (2×2)(a) phase at low tem-
peratures, and at higher temperatures (above 500 K) the (2×1) phase coexists
with the disordered lattice gas. The transition is found to be gradually and thus
the transition region can only be sketched in an approximate way (horizontally
striped area). At xO=0.50 at low temperatures a highly ordered (2×1) structure
with large islands forms. Increasing the temperature decreases the island size
and, consequently, the order. The by far predominant structure is the (2×1)
phase, but also small areas of (2×2)(b) and disordered lattice gas can be found
(vertically striped area at xO = 0.50). Adding more O to this phase, also the
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Figure 4.14: Experimental phase diagram of O adsorption on W(110) after ref-
erence [107].
(2×2)(b) appears now. As for the (2×1) case, at low temperatures the (2×1) and
(2×2)(b) phases form separated areas on the surface. At a coverage of xO = 0.75
the (2×2)(b) pattern appears at low temperatures. At higher temperatures also
(1×1) and (2×1) patches appear (vertically striped area at xO = 0.75). Finally
for high coverages xO > 0.75 a mixture of (2×2)(b) and (1×1) phases appear.
For high temperatures the continuous areas of (2×2)(b) and (1×1) are small and
grow with decreasing temperature.
An experimental phase diagram was ﬁrst constructed by Wang et al. [102]
on the basis of low energy electron diﬀraction (LEED) measurements for the
full coverage range 0 ≤ xO ≤ 1. This study provided the order-disorder tran-
sition temperature and the existence regions of the diﬀerent ordered structures.
In a later work the phase diagram has been reﬁned by several authors [54, 106]
by adding more complicated coexistence regions at higher temperatures. Figure
4.14 shows the resulting experimental phase diagram of Wu et al. [107]. The
theoretical phase diagram, to which the reader is usually referred to, is based on
an adsorption study of hydrogen on W(110) with a lattice gas Hamiltonian con-
sisting of four pair and two triplet interactions [96]. In this study for H /W(110)
the ratios of the interaction energies have been found to be similar to those given
by Ching et al. [15] for O/W(110). In the original work of Ching the inter-
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action energies are constructed by considerations of the grand potential of the
known adsorption structures (1×1), (2×1), (2×2) and by a ﬁt to LEED data
at xO = 0.25, 0.50, 0.75. Vattulainen et al. [98, 99, 100] used this model by
ﬁtting the interaction energies in such a way, that the experimental transition
temperature Tc = 710 K at xO = 0.45 according to Wang et al. [102] is repro-
duced. The resulting interaction energies are shown in ﬁgure 4.6. Also based on
the model of reference [15] is the phase diagram constructed by Rikvold et al.
[81]. There again, the interaction energies are chosen to reproduce the known
experimental data. Another model that uses four pair interactions up to the
fourth nearest neighbor distance but setting equal the interaction for the second
and third nearest neighbor (i.e. J1, J2 = J3, J4) is applied by Williams et al.
[103]. These authors ﬁtted the interaction parameters to the data of Lu et al.
[60] at xO = 0.50 and at Tc = 730 K. Since diﬀerent sets of parameters reproduce
these data, the ratio of the ﬁnal parameters are determined by requiring that the
transition temperature of 480 K for xO = 0.25 is also reproduced. Za luska-Kotur
et al. [112, 113, 114, 111] again reﬁned the Hamiltonian of Williams at al. [103]
by considering both threefold and also fourfold coordinated sublattice sites. The
interaction energies are chosen to reproduce the properties of the original model
of Williams et al. [103]. Finally, Ertl et al. [29] constructed a model with three
pair interactions which are compared to experimental data at xO = 0.50 from
various authors.
All those studies, which applied only pair interactions, are not able to con-
struct a phase diagram for the full coverage range, because without higher-order
particle interactions the phase diagram will not be asymmetric with respect to
xO = 0.50 (see reference [15] and references therein and also reference [56]). As
it is mentioned in reference [15] even for a system with only ﬁve parameters the
choice of the interaction parameters is not unique. It is only possible to optimize
the interactions in such a way that experimental data for a number of coverages
are reproduced. The application of the CE in the present work is not hampered
by such limitations, because input structures for the whole coverage range enter
in the expansion and the pool of ﬁgures consists of both even and uneven ﬁg-
ures. By such a procedure, the phase diagram for the full coverage range can be
constructed truly based on an ab initio principles.
The present ab initio phase diagram agrees qualitatively rather well with
the experimental diagram. There are however some signiﬁcant diﬀerences: the
ab initio critical temperature is about 150 K too low at the lower coverages
and about 200 K too high at higher O coverages. According to the discussion
about the construction of the experimental phase diagram it seems reasonable
to assume that the experimental diagram is of limited accuracy. On the other
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hand, the systematic deviations might be due to some missing physical eﬀects
not included in the present study, such as surface vibrational properties. Elbe et
al. [28] observed distinct phonon modes for the disordered, (2×1) and (2×2)(b)
ordered O phases on W(110). The overall behavior of the energy loss spectra
[28] changes between a surface coverage of xO ≈ 0.35 and xO ≈ 0.6 (see section
4.10), which is the coverage range, where the ab initio critical temperature rises
steeply. Since the previously discussed (semi)empirical studies are derived by
ﬁtting to experimental data, these models might implicitly contain the inﬂuence
of surface phonons. However, as pointed out before, this is probably only valid
in the proximity of the coverage where the corresponding models are applied.
Another interesting point is, that a diﬀerent ordering behavior at low coverages
is found. All experimental studies report the (2×1) structure as the only ground
state up to a coverage of xO = 0.50. This is why only mixtures of the (2×1) phase
and a disordered lattice gas is reported at low coverages. However, as pointed out
in the discussion of the CE, the two ground states at xO = 0.20 and xO = 0.25
are conﬁrmed by elaborate DFT calculations. Although their thermodynamical
stability ∆Estab is small, for coverages up to xO = 0.50 regions which contain
mixtures of these two phases are found.
4.9 Phase Distribution of the Ground State
Structures
For analyzing the phase stabilities in real space ﬁgure 4.16 shows the distribution
of adsorbed O atoms for xO = 0.48 above and below the critical temperature
Tc. Since the CE also takes into account the repulsive interactions, two O atoms
with the shortest nearest neighbor H3-H3 distances are never found. This is obvi-
ous, since the large repulsive positive energy contribution of such pairs disfavors
such a conﬁguration in a MC simulation. At T=1008 K, which is slightly above
Tc = 974 K, the tendency of ordering is only very low, since only small areas of O
atoms forming one of the ground state structures are found. A close inspection
of the simulation box in ﬁgure 4.16 shows that of the 4800 available O atoms
on the surface only half of them are in an ordered structure at this temperature.
46.7 % of the atoms order in a (2×1) structure, 0.8 % and 4.2 % of the atoms
order in the neighboring ground states (2×2)(a) and (2×2)(b), respectively. The
remaining atoms are counted as disordered, since they are not found to be in
a certain ground state structure. At 940 K, which is slightly lower than Tc, O
atoms form contiguous islands on one sublattice (either H3A or H3B) and the
ordering within the islands is distinctively longer ranged than at T = 1008 K.
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Figure 4.15: Ab initio phase diagram of O adsorption on W(110) derived from
the Monte Carlo simulations as illustrated in ﬁgure 4.13. The actual calculated
25 points (red crosses) are connected by straight lines indicating the transition
temperature Tc. Above Tc the system is in a disordered lattice-gas like state
denoted by ”LG”. Below Tc the system orders in the structures as sketched in
ﬁgure 4.9. In some areas of the phase diagram (striped areas) a clear resolution
of phases is not possible, presumably because the transitions is of higher order.
For more details, see text.
86 W(110)+O
Now 81.1 % of the adatoms are found to order in the (2×1) structure (0.8% and
2.1% in the (2×2)(a) and (2×2)(b) structures), increasing the amount of ordered
O adatoms nearly by a factor of 2. Decreasing the temperature in the simulation
box in ﬁgure 4.16 further, will increase the amount of ordered O atoms.
The amount of ordered adatoms is analyzed in more detail in ﬁgure 4.17.
For ﬁve temperatures (250, 500, 750, 1000 and 1250 K) the percentage of the
adsorbed O atoms which order in a certain ground state structure is plotted ver-
sus the surface coverage xO. For instance, inspecting the diagram for 250 K in
ﬁgure 4.17 at xO = 0.16 about 81 % of the adsorbed O atoms can be found in
the (2×5) ground state. Additional 0.1 % of the O atoms are found to order in
the (2×2)(a) structure. The remaining 19 % of the O atoms are in a disordered
state. Next, the data at 250 K for all coverages is analyzed. Up to O coverages
xO = 0.20 the adatoms order predominantly in the (2×5) structure. For cover-
ages up to xO = 0.50 an increasing amount of atoms orders in the (2×1) ground
state. Ordering of atoms in the (2×2)(a) structure is –due to the low thermo-
dynamic stability of this structure– only of low importance. Not more than 7 %
of the adatoms are found to order (2×2)(a)-like. At a coverage of xO = 0.50 all
adatoms order in the (2×1) structure. If the coverage is increased to xO = 0.75,
O atoms start to order in the (2×2)(b) structure in disfavor of (2×1) areas. At
xO = 0.75 now the ordering is completely (2×2)(b) like. For a further increase
to xO = 1.00 (1×1) ordering arises in disfavor of the (2×2)(b) ordering. For
higher temperatures a similar behavior as for 250 K is observed but the amount
of ordered adatoms is reduced in favor of the disordered phase. At T = 500 K
the predominant (2×5) ordering at xO ≈ 0.20 has nearly vanished and more than
80 % of the O atoms are in a disordered state. This ﬁnding is in agreement with
the order-disorder transition at around 350 K for low O coverages. At 750 K
no adatoms order in the (2×5) structure any more and only small amounts of
atoms order in the (2×2)(a) structure. The predominant ordering of the adatoms
in the (2×1), (2×2)(b) and (1×1) structures at coverages xO = 0.50, 0.75 and
1.00, respectively, is found up to temperatures of 750 K. At T = 1000 K, which
is higher than most of the critical temperatures found in the present simulations,
the maximum amount of ordered atoms in the (2×1) and the (2×2)(b) structures
at xO = 0.50 and 0.75 is decreasing, whereas the maximum amount of (1×1)
ordered atoms at full coverage is unchanged. At T = 1250 K (2×1) ordering is
found only for a maximum of 29 % of the adatoms at xO = 0.60 (slightly larger
than the ideal coverage of this ground state). Also not more than 50 % of the
atoms at xO = 0.75 are ordering in the (2×2)(b). At high coverages xO > 0.75
the amount of atoms ordering in the (1×1) structure is found to increase at all
temperatures. This is clear since in the CE the atoms are forced on the lattice and



























Figure 4.16: Distribution of O on 3-fold hollow adsorption sites ofW(110) accord-
ing to the Monte Carlo simulation as based on the cluster expansion. (coverage
xO = 0.48, critical temperature Tc=974 K). (a) for Tc < T = 1008 K, (b) for
Tc > T = 940 K. Black: O atoms on sublattice sites H3A; red: O atoms on sites
H3B; white: unoccupied sites.
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nearly all principle adsorption sites are occupied. As a consequence the adatoms
can only order in the (1×1) structure. Finally, the analysis of the change of the
ordering behavior with respect to simulation temperature is in agreement with
the transition temperatures found in section 4.8.
In addition to the explicit real space pictorial data as derived from the MC
simulation also the ordering behavior can be analyzed, namely in terms of the
short range order parameter αlmn, deﬁned in section 2.2.3. For convenience the
notation lmn for a certain neighbor shell is replaced by simply an integer i in-
dicating the number of the nearest neighbor distances as deﬁned in the cluster
expansion of ﬁgure 4.1. Figure 4.18 presents the short range order parameter
αi for the ideal ground state structures at T = 0 K and for the same temper-
atures as in ﬁgure 4.17. In the MC simulations it is found that the numerical
values of αi for some nearest neighbor distances is quite similar. That is why
only a selection is printed, namely α1, α4, α8 and α10. From the diagram of the
ideal αi at T = 0 K for the ordered structures it is obvious, that a distinction
between the diﬀerent ground state structures can be made. For example α10
starts with α10 = 0.00 at xO = 0.00. At xO = 0.20 and xO = 0.25 it changes
to α10 = −0.11 and α10 = −0.14, respectively. For coverages larger than 0.50
it turns positive, namely α10 = 0.33 at xO = 0.50 and α10 = 0.46 at xO = 0.75
and ﬁnally α10 = 1.00 at xO = 1.00. On the other hand, the parameter α1 is
found to be α1 = −0.11 at xO = 0.20 decreasing to α1 = −0.14, -0.33, -0.60 and
-1.00 at coverages xO = 0.25, 0.50, 0.75, and 1.00, respectively. The parameter
α4 changes similar to α10 but it has α4 = −0.33 at a coverage of xO = 0.50.
Finally, the values of α8 are nearly identical to those of α1 except for α8 = 0.44
at xO = 0.20 where α1 = −0.11 is found. Since for all coverages the ordering of
the diﬀerent ground state structures can be identiﬁed by the diﬀerent features of
αi it is possible to analyze the amount of ordering in the MC simulation also by
analyzing αi.
At T = 250 K for coverages xO ≥ 0.50 good agreement with the ideal αi at
T = 0 K is found, indicating order predominantly in the ground state structures
(2×1), (2×2)(b) and (1×1). For low coverages the peak of α8 at xO = 0.20
has disappeared and is replaced by a maximum of α10. This can be explained by
considering the short range order parameters of the (2×1) ground state, which has
similar values for α10 and α8 (at a coverage of xO = 0.50). Already at coverages
xO ≤ 0.20 the (2×1) ground state has some inﬂuence on the ordering behavior
at 250 K. This observation agrees with the real space data of the MC simulation,
since also small areas with the (2×1) ground state can be identiﬁed. At 500 K for
xO ≥ 0.50 the parameter αi remains in agreement with the ideal structures. For
low coverages no distinctive feature of any of the ground state structures can be
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Figure 4.17: Amount of ordered O adatoms as derived from the Monte Carlo
simulations for the O adsorption on W(110). For diﬀerent temperatures (250,
500, 750, 1000 and 1250 K) the diagrams show the percentage of O atoms that
are found in one of the ground state structures versus the O coverage. The
percentage of the O atoms is chosen with respect to the total number of available
atoms, which is coverage dependent. For details see text.
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Table 4.5: Surface vibrational energies of stretching (str) and wagging (wag)
modes of adsorbed O for the four ground state structures of O on W(110), as
derived from a high energy electron loss spectroscopy (HEELS) experiment [28]
and as calculated by DFT. For some modes a range of vibrational energies as
indicated by ± is possible. Also shown are the calculated zero point vibration
energies ZPE-DFT or Fvib(T = 0), and the calculated temperature dependent
free energy diﬀerences ∆Fvib with respect to the fully covered (1×1) surface. For
the lowest coverage case DFT calculations are made for the (2×2)(a) structure,
whereas the experimental values are assigned to a disordered lattice gas (LG).
All values are given in meV.
LG or (2×2)(a) (2×1) (2×2)(b) (1×1)
str HEELS 66 72 79 82
str DFT 60 64 ± 1.3 65 ±2.0 68
wag HEELS 46 48 50 53
wag DFT [001] 47 48 ± 0.2 50 ±0.3 50
wag DFT [110] 33 52 ± 1.4 56 ±2.9 58
ZPE-DFT 70 82 85 88
∆Fvib(0 K) -4.6 -3.3 -2.0 0
∆Fvib(400 K) -7.6 -4.8 -2.8 0
∆Fvib(900 K) -15.3 -9.2 -5.2 0
seen any more and the short range order parameters are close to αi = 0 indicating
nearly disorder or only weak ordering behavior. This is in agreement with the
ﬁndings of the order-disorder temperatures of section 4.8. At 750 K, the values of
α4 start to change signiﬁcantly, since ordering in the (2×1) structure is starting
to decrease. Increasing the temperature even more, all features which could be
identiﬁed at low temperatures, are now lost and the curves of the αi show no
agreement with the ordering of any of the ground state structures, except for the
(1×1) structure with αi = ±1 at xO = 1.00.
4.10 Surface Phonons
Another possible source for the systematic deviation between calculated and ex-
perimental phase boundaries might be due to surface phonons. Elbe et al. [28]
measured phonon energies for stretching and wagging modes for the disordered
(LG) phase, and the (2×1), (2×2)(b) and (1×1) adsorption structures, as pre-
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Figure 4.18: Selected short range order parameter αi for the O adsorption on
W(110), with nearest neighbor distances i = {1, 4, 8, 10} appropriate to the lattice
used for the CE. The upper left diagram shows the parameters for the ideal ground
states at xO = 0.20, 0.25, 0.50 and 0.75 which are connected by lines. For ﬁnite
temperatures the parameters are taken from the Monte Carlo simulations. For
details see text.
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sented in table 4.5 and ﬁgure 4.19. For the stretching mode the vibrational energy
increases from 66 meV for the lattice gas up to 82 meV for the (1×1) structure.
The wagging mode energy is in general lower by about 20 to 30 meV, and in-
creases weakly from 46 meV to 53 meV. For estimating the inﬂuence of surface
vibrations on the surface energy stretching and wagging modes of adsorbed O
for the (2×2)(a),(2×1),(2×2)(b) and (1×1) structures are investigated by calcu-
lating the forces connected to suitable displacements. The corresponding results
are given in table 4.5. For the principle idea of calculating the stretching modes
see also section 3.3, which describes the procedure for the O molecule. For the
stretching mode, the general experimental trend of increasing vibrational energies
with increasing coverage is reproduced by the DFT calculations. The absolute
DFT values, however, are lower, in general. Concerning the (2×2)(a) structure
the DFT energy of 60 meV is lower by 10% whereas the diﬀerence increases with
increasing coverage: for the (1×1) structure the DFT vibrational energy energy
is smaller by 20% than the experimental value. The systematic underestimation
of the calculated stretching energies might be due to the two-dimensional lattice
parameter, which for the DFT calculation is 3.189 A˚, being slightly larger than
the experimental bulk lattice parameter of 3.165 A˚. This diﬀerence can be at-
tributed to the choice of a GGA exchange-correlation functional, which is known
to overestimate the lattice parameters for 5d elements. On the other hand GGA
had to be chosen for a correct description of the adsorption energetics.
Wagging modes are studied by displacing O atoms in [001] and [110] direc-
tions. In general, the agreement with experiment is very good with the exception
of the [110] vibration for the (2×2)(a) structure, for which DFT yields a value of
33 meV being signiﬁcantly lower than the experimental value of 46 meV assigned
to the disordered LG phase (see table 4.5). It should however be noted, that in
experiment no ordered low coverage (2×2)(a) phase could be identiﬁed.
In principle, temperature dependent vibrational free energies Fvib(T ) may
also be derived from DFT calculations [78], which would involve a larger number
of suitably large supercell calculations for deriving phonon dispersions and the
phonon density of states, from which Fvib(T ) is directly determined. Considering
the vibrational corrections to the surface formation energy Esurf of equation 2.53,
free energy diﬀerences ∆Fvib are needed, for which Fvib for the fully covered (1×1)
surface is the reference. The modiﬁcation of the CE so that also phonon energies
can be included is given in section 2.2.4.
Adopting a simple model for these corrections an Einstein-like model is as-
sumed in which for each structure the phonon density of states is replaced by the
three vibrational energies given table 4.5. Zero point energies in general (see also
table 4.5) are positive values. However, the diﬀerences ∆Fvib(T = 0) are negative,
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because the reference value of the (1×1) structure is the largest, and the lowering
eﬀect is larger the smaller the coverage is. For T > 0, vibrational entropy gains
in inﬂuence and the described lowering eﬀect is even more pronounced. Because
of the lowering of the formation energies Esurf at all temperatures the ground
state energies for all studied phases are also lowered, correspondingly. From these
considerations, one can estimate the error for not including vibrational free en-
ergies, which is at least 10 meV for temperatures T > 400 K, resulting in an
error of the transition temperature of about 100 K. In all ceases, the vibrational
correction lowers Esurf and consequently favors the formation of ordered ground
state structures at higher transition temperatures than without the corrections.
Since the correction for lower coverages is larger, a larger increase of Tc would
be expected than for the higher coverages. It should, however, be noted, that all
arguments so far are based only on coverage dependent vibrational properties.
In principle, temperature dependent vibrational free energies are needed for all
input structures of the CE. From such an expensive approach, temperature de-
pendent cluster interaction energies could be derived which would also enter the
MC simulations (see section 2.2.4. Such a task is beyond the scope of this work.
Anyhow an idea of the change in the ground state diagram can be given by ﬁgure
4.20. It shows the ground state line obtained by the CE and the phonon corrected
energies of the (2×2)(a),(2×1) and (2×2)(b) ground states at 0, 400 and 900 K.
Clearly the ground state line is lowered more for coverages up to xO = 0.50 than
at higher coverages. The previously discussed semi-empirical studies are based on
ﬁtting parameters to experimental data, and therefore they implicitly comprise
the inﬂuence of surface phonons. However, as pointed out before, this is probably
only valid for coverages for which the corresponding models are applied.
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Figure 4.19: Experimental stretching and wagging modes taken from Elbe et al.
[28]. The experiment shows distinctive phonon modes depending on the O surface
coverage. For details see text.
Figure 4.20: Temperature dependent surface ground state diagram. At ﬁnite tem-
peratures the ground state line is deepened by the inﬂuence of surface phonons.
For coverages up to xO = 0.50 the phonon inﬂuence is greater than for higher
coverages. For details see text.
5Indium Adsorption on W(110)
In this chapter the adsorption of In on the W(110) surface is studied. Section
5.1 gives an overview of the system and the work that has been done by other
authors. The experimental setup which has been used by the experimental col-
leagues at the university of Innsbruck and the computational details for the DFT
calculations are presented in section 5.2. In section 5.3 the adsorption energies for
In atoms on the diﬀerent adsorption sites for single atoms and at high coverage
is calculated. The observed In overstructures at diﬀerent coverages are presented
by a combination of DFT calculations and low energy electron diﬀraction mea-
surements in section 5.4. Finally, the stability of the diﬀerent overstructures is
discussed in sections 5.5 - 5.8 by using DFT calculations in combination with
molecular dynamics simulations.
5.1 Introduction
In and W are metals with very diﬀerent physical properties. W has the highest
melting point of all metals (3683 K) while In melts already at 430 K. In is very
soft, whileW is hard and brittle, in particular when carbon and oxygen impurities
are present. Due to the softness of In one might expect, that In likes to grow on
W(110) in a pseudomorphic manner with In atoms occupying the energetically
most favorable single-atom adsorption sites, even if this requires some change of
the In-In bond length as compared to bulk In. However, as will be shown in
this chapter, this assumption does not hold due to the rather large lattice misﬁt:
the nearest-neighbor In-In distance exceeds that of W by 19%. Furthermore,
both materials adopt diﬀerent crystallographic structures in their respective bulk
phases as shown in sections 3.1 and 3.2. Similar to section 3.2 the fct notation
to specify the crystallographic directions of In will always be used.
The growth of submonolayer In ﬁlms on W(110) ﬁrst was investigated with
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low-energy electron diﬀraction (LEED) and work function measurements by Go-
rodetskii et al. [41] and Boiko [10]. In these investigations as well as in the
more recent combined LEED and X-ray photoelectron spectroscopy (XPS) work
of Bu¨rgener et al. [12] several ordered structures were observed with increasing
coverage upon room-temperature deposition : a (3×1) structure at low In cover-
ages (xIn ≈ 0.20 according to the XPS calibration of reference [12]), followed by
(1×4) and (1×5) patterns at coverages of xIn ≈ 0.65 and 0.80, respectively. (A
coverage of xIn = 1.00 refers to the W(110) surface completely covered with one
monolayer of In atoms in a (1×1) structure.) In a very recent LEED and scan-
ning tunneling microscopy (STM) work it is reported that the (3×1) structure is
only metastable [38]. Within 1 to 2 hours after deposition or upon annealing the
(3×1) structure transforms irreversibly into islands with a higher coverage, rather
corresponding to a (1×4) structure. This ﬁnding is in contrast to the paper of
Boiko from 1990, in which the mentioned temperature-induced transition is also
reported, however it is claimed that this transition is reversible. The (3×1) and
(1×4) adsorption structures (denoted as γ- and α-structures) are also observed
for the closely related In/Mo(110) adsorbate system [47].
In the investigations listed above various structure models were suggested.
Whereas for the low-coverage (3×1) structure all studies agree, diﬀerent mod-
els are proposed for the high-coverage (1×4) and (1×5) phases. Bu¨rgener et
al. [12, 13] suggest pseudomorphic long-bridge (”pseudo-4-fold”) adsorption sites
with intermittent empty rows, which are needed for the correct coverage. This
empty space might be also convenient for reducing the compressive stress in the
In overlayer due to the compact packing into pseudomorphic sites. However,
Boiko [10] as well as Gabl et al. [38] favored a more uniform distribution of the
In adatoms, which resembles a Moire-like structure of In(111) on W(110). In all
these studies, the proposed structure models are based on visual inspections of
LEED patterns only, without any quantitative analysis of the diﬀraction inten-
sities. The purpose of the present work is to study these structures in a more
accurate way, experimentally by a LEED I/V analysis, which has been done by
Martin Gabl and Norbert Memmel in the group of Erminald Bertel at the univer-
sity of Innsbruck, as well as theoretically in terms of ab-initio density functional
theory (DFT) calculations [91]. Furthermore, since DFT calculations also provide
adsorption energies, it is also possible to address the stability or metastability of
the various adsorbate structures for diﬀerent coverages. Since this part of the
work is done in close collaboration with an experimental group, all results in the
following sections will be presented together with the experimental ﬁndings in
order to demonstrate the good agreement between theory and experiment and
the necessity of a close collaboration between theory and experiment.
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5.2 Experimental Setup & Computational De-
tails
The experiments where performed in an UHV chamber under a base pressure
of 1·10−10mbar equipped with standard facilities for sample preparation and a
Video-LEED system (ErLEED, Specs GmbH). The W(110) surface is cleaned by
annealing in 5·10−8mbar of oxygen at 1550 K, followed by a ﬂash to 2300 K. The
temperature is monitored with an infrared pyrometer through a ZnSe window
with an accuracy of about ±20 K. Surface cleanliness is veriﬁed by LEED and
Auger-electron spectroscopy.
In is evaporated from a Knudsen cell with a resistively heated boron-nitride
crucible using deposition rates and sample temperatures of ∆xIn ≈ 0.2/min and
≈ 330 K, respectively. Normal-incidence LEED patterns are recorded at sample
temperatures below 200 K in the energy range 20-500 eV by means of a 12-bit
digital camera [87]. The recorded I/V spectra are normalized to the primary beam
intensity. To further improve the quality of the data, spectra of symmetrically
equivalent beams are averaged and slightly smoothed. For pure W(110) a data
set of eight beams with a total energy width of 2740 eV is evaluated. For the
(3×1)-In/W(110) structure the data set consists of 9 integral and 10 fractional
order beams with integrated energy widths of 2915 eV and 3595 eV, respectively,
while for the (1×4) and (1×5) structures sets of 8 integral/ 10 fractional (∆E
= 2740 + 4014 eV) and 9 integral/ 9 fractional (∆E = 2880 + 3165 eV) order
beams, respectively, are used.
LEED intensities are calculated using the TensErLEED program package [8].
In the Tensor-LEED approach ﬁrst a full dynamical calculation is carried out
for a certain reference structure and then intensity changes due to small devi-
ations from this reference are calculated by a perturbation scheme [85, 83, 84].
A semi-automated structural search is made by a frustrated simulated anneal-
ing procedure [50], guided by the Pendry R-factor RP [75] for the quantitative
comparison of experimental and calculated spectra. Electron attenuation is de-
scribed by an energy-dependent imaginary part of the inner potential according
to V0i = 6 ∗ (Energy/230eV )1/3eV . The real part of the inner potential (de-
ﬁned relative to the vacuum energy), V0r, is also allowed to be energy dependent
according to V0r = −max(−0.03 − 77.07/
√
Energy/eV + 17.79;−10.84)eV . 17
relativistically calculated, spin averaged phase shifts are used for W and In, re-
spectively, as provided by reference [66]. Special care is taken not to leave the
validity range of the perturbation Ansatz. This is checked by a full dynamical
recalculation of the intensities for the optimized geometry.
Statistical error limits for the varied parameters are estimated by the vari-
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ance of the Pendry R-factor [75], var(RP ) = RP,min
√
8V0iP/∆E with RP,min the
minimum R-factor and V0i ≈ 5eV the average imaginary part of the inner poten-
tial as also used for the calculation of RP . All structures with R-factors below
(RP,min+var(RP )) are supposed to be within the limits of error. Typically errors
are in the range 0.02 - 0.05 A˚.
For the DFT calculations the Vienna ab initio Simulation Package (VASP)
[52, 51] with the projector augmented wave implementation [6, 53] is used. The
exchange correlation functional is approximated within the generalized gradient
approximation (GGA) as parametrized by Perdew, Burke and Ernzerhof (PBE;
this abbreviation will be used further on to indicate the calculated results) [76]. A
plane wave basis set with an energy cutoﬀ of 350 eV is used. Suitable k-point grids
are constructed according to reference [68]: a 13x13x13 mesh for the primitive
bulk unit cell and a 13x13x1 mesh for the surface slabs are chosen. For larger
unit cells the k-point grids are scaled down accordingly. For the Brillouin zone
integration the smearing method of reference [64] with a width of 0.1 eV is applied.
The In-4d and W -5p semicore states are treated as valence states. For the
geometrical relaxation the Hellman-Feynman forces are minimized within a quasi-
Newton algorithm and a convergence criterion of 0.01 eV/A˚ is applied. Symmetric
slabs with 7, 9, 11, 13 layers of W and with diﬀerent vacuum spacings have
been tested in order to ﬁnd the optimized number of layers for the larger-scale
calculations. Finally, the chosen setup for the adsorption studies is a symmetric
slab with seven W -layers with In coverages xIn = 0.33,0.75 and 0.80. A vacuum
region equivalent to 5 W(110) bulk layers (≈ 11 A˚) is added.
5.3 Adsorption Energies of In Atoms
In this section the adsorption energies Ead for In atoms after equation 3.16 are
calculated. The exact location of the adsorption sites was presented in section
3.4.4. As pointed out there, the adsorption energies are calculated for a (4×4)
unit cell containing one In atom (representing the single atom limit) and a (1×1)
lateral unit cell for the full covered surface. For adsorbed single In atoms the
most favorable adsorption site is the H4 one with Ead = −2.99 eV/atom. The
next favorable site is the H3 with Ead = −2.91 which is only metastable. Full
relaxation will drive the atom towards the H4 site. Thus only if the lateral
relaxation is forbidden, the value for the H3 can be calculated. The adsorption
energies for single ontop and bridge atoms are lower than the H3 and H4 sites
namely -2.62 and -2.75 eV/atom. For the full coverage case the hierarchy of
the adsorption sites changes. The most stable adsorption site is the H3 with
Ead = −2.69 eV/atom, followed by the bridge site with Ead = −2.65 eV/atom.
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The H4 is slightly less favorable with Ead = −2.64 eV/atom. As for the low
coverage case the adsorption energy of the ontop site is the least favorable one.
This is already an implication that both H3 and H4 adsorption sites are important
for the adsorption structure of In on W(110). Details of theses structures will
be given later in section 5.4. Since to our knowledge there is no other ab initio
study for this adsorption system so far, no comparison to other data can be
made. In equation 3.16 replacing the total energy of a free In atom EatomIn by the
total energy of In in the bulk phase (the calculated cohesive energy of the fct In
phase is -2.40 eV/atom) -0.59 and -0.22 eV/atom for the 4-fold hollow and on-top
adsorption sites are obtained, accordingly. These negative energies indicate that
In submonolayers wet the W(110) surface rather than forming three-dimensional
agglomerates, which is in agreement to experiment. The lowest energy path for
an isolated In adatom from the 4-fold site to the next similar site includes the
2-fold (short) bridge position as a saddle point. From that the diﬀusion barrier
may be estimated as the energy diﬀerence between the 2-fold bridge and 4-fold
site, resulting in a diﬀusion barrier of ≈ 0.24 eV.
5.4 Structural Details of the Observed Indium
Overstructures
As pointed out in section 5.1 three diﬀerent adsorption structures were identi-
ﬁed in previous experiments. In this section the structural details of the (3×1),
(1×4) and (1×5) In overstructures are discussed. For each structure the atomic
coordinates found by DFT and LEED analysis are given.
(3×1)
For low coverages, a (3×1) superstructure is observed by LEED (top of ﬁgure
5.1 (b)). The LEED pattern corresponds to a real-space unit cell with unit
cell vectors along the [11¯1] (long side) and the [11¯0] (short side) directions of
the W(110) lattice, as shown in the lower part of the ﬁgure. XPS-studies of
Bu¨rgener et al. [12] reveal a coverage of xIn ≈ 0.2 for this structure. We assume
adsorption of one In per unit cell, which corresponds to xIn = 0.33 for a surface
completely covered with this phase. Each unit cell consists of three W surface
atoms (large grey circles) and one In atom (small black circles). The minimum
In-In distance for the (3×1) structure is 4.48 A˚ which is signiﬁcantly larger than
the next neighbor distance of 3.31 A˚ in bulk In. It should be noted, that the
calculated adsorption energy of -3.03 eV per In atom for the (3×1) structure is
very close to the single In energy of -2.99 eV for the most stable H4 site (see table
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Table 5.1: Pendry R-factors for diﬀerent adsorption sites, relaxation of atomic
positions is only allowed along [110] direction normal to the surface.
4-fold hollow 3-fold hollow bridge on-top
RP [all] 0.36 0.42 0.49 0.47
RP [int] 0.24 0.25 0.32 0.31
RP [fract.] 0.58 0.72 0.75 0.75
4.1). Consequently, the preferred adsorption sites in the (3×1) structure are the
H4 sites.
In order to determine the adsorption sites from experiment, TensErLEED [8]
calculations are carried out with In atoms in the 4 principal adsorption sites.
Only relaxations of In and W atoms along the surface normal are allowed at this
stage. In agreement with the theoretical predictions it is found, that the 4-fold
hollow site is favored with a Pendry R-factor of 0.36. For the 3-fold-hollow, the
bridge and the on-top site the R-factor amounts to 0.42, 0.49 and 0.47 (see table
5.1. Since the variance of the Pendry factor is small (var(RP ) = 0.019) the latter
three adsorption sites can clearly be excluded. The preference for the H4 site is
particularly manifested if only the superstructure-induced fractional order spots
are considered (RP = 0.58 versus RP ≥ 0.72), although the R-factors of the
fractional spots are quite large on an absolute scale. Once the the adsorption
sites are determined the structure is further optimized by allowing also for lateral
relaxations of surfaceW atoms and by considering sub-optimal coverage (i.e. free
W patches on the surface) which reduces the minimum Pendry R-factor to 0.28
for the 4-fold hollow site. The detailed geometry parameters as obtained from
both experiment and theory are listed in table 5.2. Examples of I(E) spectra as
obtained by experiment and LEED simulations are shown in ﬁgure 5.2). Both,
form the experiment as well as from the calculation it is found that In pushes
W atoms next to it (labeled ”A” and ”C” in ﬁgure 5.1 (b) slightly sidewards by
0.03 A˚ and also downwards by 0.02 A˚. This relaxation results in shorter distances
of In to surface W atoms, and therefore increases the bonding strength to the
substrate.
For symmetry-reasons the W atom labeled ”B” in ﬁgure 5.1 (b) does not
shift laterally, but only relaxes normal to the surface. LEED and PBE derive an
outward displacement of 0.04 A˚ and 0.05 A˚ (see table 5.2) of atom ”B” which
slightly reduces the distance to the next In adatom. The distance between the In
adlayer and the center of the buckled surface-layer of W(110) amounts to 2.33 A˚
(LEED) and 2.35 A˚ (PBE). This corresponds to a contraction of about 6% of the























































































Figure 5.1: LEED patterns and top-view structural models for clean W(110),
(3×1), (1×4) and (1×5) In structures. Note, that the (3×1) supercell is speciﬁed
relative to the basis-vectors a1’ and a2’ of W(110), whereas the other structures
are speciﬁed with respect to the basis vectors a1 and a2. Greek letters denote In,
Latin letters denote W.
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Table 5.2: LEED and PBE results for the (3×1)-In/W(110) structure. The atoms
are labeled according to ﬁgure 5.1 (b). Displacements ∆z in the direction normal
to the surface are deﬁned with respect to the center of the W surface layer. All
values are given in A˚.
dIn d12 d23 ∆xA ∆xB ∆xC ∆zA ∆zB ∆zC
LEED 2.33 2.18 2.24 +0.03 0.00 -0.03 -0.02 +0.04 -0.02
PBE 2.35 2.20 2.25 +0.03 0.00 -0.03 -0.02 +0.05 -0.02
Figure 5.2: Comparison of experimental and simulated LEED intensities for the
(1,0) and the (5/3,1) diﬀraction spots of the (3×1) overlayer.
5.4 Indium Overstructures 103
nearest-neighbor In-W distance as compared with a hard-sphere model making
use of the atomic sizes. Compared to cleanW(110) the average interlayer distance
d12 is slightly altered by In adsorption (LEED -3.1%, PBE -2.4%). Changes in
deeper layers are within the error limits of the LEED analysis (≈ 0.02− 0.03 A˚).
1x4
At coverages of xIn ≈ 0.65 a (1×4) diﬀraction pattern is observed by LEED [12],
from which a unit cell with six In atoms and eight W atoms was derived. Figure
5.3 (a) shows the structural model proposed by Bu¨rgener et al. [12, 13]. Within
the unit cell all adatoms are located in H4 positions. The empty spaces within
the unit cell are explained by assuming that they are needed for releasing stress
acting on the In atoms. A simple consideration of the adsorption geometry shows
that the stress within this model must be considerably since the In-In distances
along the [11¯1] direction as compared with the nearest neighbor bulk distance
are strongly compressed by 18%. Using thus this model as initial positions for a
DFT calculation the atoms relax quite substantially. Figure 5.3 (b) shows that
the ﬁnal positions show a totally diﬀerent adsorption pattern. Another adsorption
pattern considering the Nishiyama-Wassermann orientation for epitaxial growth
was suggested by Gabl et al. [38] and is built by a unit cell containing 3 In atoms
and 4W atoms (corresponding to an ideal coverage of xIn = 0.75). In the adlayer
In atoms are tightly packed with an atom density being even 2% larger than that
of an In(111) bulk-like layer. The structural model as obtained from the PBE
calculations is shown in ﬁgure 5.1 (c). It places one of the In atoms (labeled α)
in the energetically most favorable H4 and the other two In atoms (labeled β
and γ) into positions close to the H3 sites. In the calculation it turns out that
the β and γ atoms are arranged symmetrically to the H4 site. As mentioned in
section 5.3 at low coverages the H4 site is the most favourable site and the H3
site has an adsorption energy less by only ≈ 0.1 eV. For a full covered surface
the H3 site is found to be the energetically most favourable site. Considering
in addition the stress present in the structure shown in ﬁgure 5.3 (a) the (1×4)
adsorption structure with In atoms in the H4 and close to the H3 sites provides a
reasonable compromise between chemical adsorption and large stress within the
In adlayer. Compared to the (3×1) structure the bonding is strengthened because
the averaged adsorption energy per In atom in the (1×4) overlayer amounts to
-3.31 eV/atom.
Guided by the theoretical results the LEED analysis was performed by M.
Gabl and co-workers in the following way: In a ﬁrst coarse grid search the position
of In atom α is kept ﬁxed in a H4 site, while the positions of the remaining two
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(a) (b)
Figure 5.3: (a): Structural model for the (1×4) adsorption structure as proposed
by Bu¨rgener et al. [12, 13]. (b) shows the relaxed structure with initial positions
chosen after (a). W atoms are shown in large brown circles, In atoms in small
black circles.
Table 5.3: Interlayer distances and positions of In and W surface atoms as ob-
tained by LEED and DFT (PBE) for (1×4)-In/W(110). Atoms are labeled ac-
cording to ﬁgure 5.1 (c). Displacements ∆x and ∆y (along [001] and along [110],
respectively) of the In atoms are given relative to the closest 4-fold adsorption
site. Displacements ∆z in the direction normal to the surface are deﬁned with
respect to the center of the W surface layer. All values are given in A˚.
dIn d12 d23 ∆zA ∆zB ∆zC ∆zD
LEED 2.46 2.22 2.24 -0.02 -0.02 0.02 0.02
PBE 2.52 2.22 2.25 -0.01 0.00 0.01 0.01
∆xα ∆xβ ∆xγ ∆yα ∆yβ ∆yγ ∆zα ∆zβ ∆zγ
LEED 0.00 0.00 0.00 0.00 -0.62 0.62 -0.04 0.02 0.02
PBE 0.00 0.01 0.02 0.00 -0.65 0.65 -0.03 0.02 0.02
5.4 Indium Overstructures 105
Figure 5.4: LEED-analysis of the (1×4)-structure. In atom α is ﬁxed at the
4-fold site, while atoms β and γ are displaced symmetrically along a line moving
away from the next 4-fold adsorption site along [11¯0]. The diagram shows the
Pendry R-factor as a function of In positions along this line. The vertical dashed
lines indicates the position favored by PBE.
106 W(110)+In
In atoms β and γ are arranged symmetrically to the α atom along a line moving
away from the next 4-fold site along [11¯0]. Then, in a second step close to
the minimum of the grid search, positions are ﬁne-tuned using the tensor-LEED
approach. Figure 5.4 shows the variation of the R-factor as the position of the
In atoms β and γ is changed in the ﬁrst step of the evaluation. As can be seen,
adsorption of all In atoms (α, β and γ) in pseudomorphic 4-fold sites - which is
essentially the model suggested by Bu¨rgener et al. [12] (ﬁgure 5.3 (a)) - clearly
has to be excluded also from the LEED calculations. The optimum adsorption
site, however, almost perfectly matches the ideal 3-fold position. It should be
mentioned that in the LEED analysis the presence of clean W patches is also
considered, since the (1×4)-structure exists over a rather large coverage range
[38].
Final parameter optimization reveals the following details (see also table 5.3):
the optimum positions of In atoms β and γ are on the high-symmetry line along
[11¯0] running through a 4-fold site, 0.62 A˚ (PBE: 0.65 A˚) away from the 4-fold site,
which is just slightly beyond the 3-fold coordinated position. They are located
2.48 A˚ (PBE: 2.54 A˚) above the center of the W surface layer. In contrast, In
atom α in the 4-fold site lies deeper, namely 2.42 A˚ (PBE: 2.49 A˚) above the
W top layer, resulting in buckling of 0.06 A˚ (PBE: 0.05 A˚). Compared to the
(3×1) structure the In atom in the H4 site is located 0.11 A˚ (PBE: 0.14 A˚) higher
above the top W layer, indicating that some In-W interlayer bonding strength
is exchanged against intralayer In-In bonding. Due to the denser In overlayer
in the (1×4) structure also the average W interlayer distance d12 is increased
towards the bulk interlayer distance.
Drawing a line that indicates the alignment of the In adatoms (dotted line
in ﬁgure 5.1 (c) it can be seen that within the unit cell this line is tilted away
from the unit cell vector. As a consequence kinks in this interconnecting line
appear from unit cell to unit cell with a period of 8.90 A˚ along [11¯0]. These
kinks are also the reason for the striped structure observed by STM for (1×4)
islands of In/W(110) [38]: the measured corrugation of these stripes is ≈ 0.08 A˚,
which compares well with the buckling period in the In overlayer (0.06 A˚) as
described above. The buckling of the W surface layer is quite small, close to
the experimental and theoretical accuracy (LEED: 0.04 A˚, PBE: 0.02 A˚). Lateral
displacements of W surface atoms as well as displacements of deeper-layer atoms
out of their bulk positions are found to be insigniﬁcant (below 0.01 A˚) for both,
LEED and PBE.
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Table 5.4: LEED and PBE results for the (1×5)-In/W(110) Structure. Atoms
are labeled according to ﬁgure 5.1 (d). Displacements ∆x and ∆y (along [001]
and along [110], respectively) of the In atoms are given relative to the closest
4-fold adsorption site. Displacements ∆z in the direction normal to the surface
are deﬁned with respect to the center of the W surface layer. All values are given
in A˚.
dIn d12 d23 ∆zA ∆zB ∆zC ∆zD ∆zE
LEED 2.47 2.21 2.24 -0.05 0.00 0.00 0.02 0.02
PBE 2.56 2.22 2.25 -0.02 0.00 0.00 0.01 0.01
∆xα ∆xβ ∆xγ ∆xδ ∆yα ∆yβ ∆yγ ∆yδ
LEED 0.00 -0.11 0.11 0.79 0.00 -0.45 0.45 1.14
PBE 0.00 -0.08 0.08 0.80 0.00 -0.50 0.50 1.13
∆zα ∆zβ ∆zγ ∆zδ
LEED -0.08 -0.04 -0.04 0.15
PBE -0.06 -0.02 -0.02 0.11
(1×5)
The unit cell of the (1×5) structure is similar to that of the (1×4) structure, but
elongated by 25% along [11¯1]. For the analysis a unit cell with 4 In atoms and ﬁve
W surface atoms is constructed, in perfect agreement with the experimentally
determined coverage of xIn = 0.80 [12]. The calculated structure as shown in
ﬁgure 5.1 (d) shows similarities to the (1×4) case but now the higher coverage
of xIn = 0.80 of In atoms has to be accommodated. Similar to the (1×4) phase
one In atom (α) sits in the 4-fold site and two In atoms (β, γ) close to the 3-fold
coordinated site. For the fourth In atom in the unit cell (labeled δ), no such
adsorption site is available and it has to adsorb at the short bridge site which is
nearly as favourable as the H4 site at high coverages (cf. table 4.1).
Due to the occupation of this unfavorable adsorption site the average ad-
sorption energy is slightly reduced to -3.24 eV/atom as compared to the (1×4)
structure with -3.31 eV/atom. Furthermore, the buckling is increased from 0.06
to 0.23 A˚ (PBE 0.17 A˚). Because of the buckling the compressive stress in the
In adlayer is reduced: a coverage of xIn = 0.80 corresponds already to a In atom
density which exceeds that of a densely-packed In(111) layer by 8%.
The rather complex (1×5) structure is veriﬁed experimentally by taking the
theoretically calculated structure as a starting point for the analysis of the LEED-
I/V data and searching for the optimum parameters in the vicinity of the the-
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oretically predicted positions using the Tensor-LEED approach. This yields a
minimum R-factor RP=0.39, almost the same as obtained in the analysis of the
(1×4) structure. Theoretically and experimentally determined geometric param-
eters are listed in table 5.4. In general, calculation and experiment agree well
with each other. In particular, in both cases it is found that, when compared to
the (1×4) structure, the In atoms β and γ in the pseudo 3-fold positions move
≈ 0.17 A˚ closer to the α atom as a consequence of forcing the In atom δ into the
short-bridge site. Furthermore, the In atoms no longer reside on the high sym-
metry line running through a W surface atom along [11¯0] (i.e. |∆x| > 0). Due to
adsorption of In in the short-bridge site the buckling of the W(110) surface layer
is approximately twice as much as for the (1×4) case (both in experiment and
theory). However, the buckling is still quite small (LEED: 0.07 A˚, PBE: 0.03 A˚).
5.5 Comparison and Stability of Overstructures
The basic properties of the three In adlayer structures (interlayer distances dij,
layer bucklings bj and adsorption energies) as determined by LEED and PBE
are summarized in table 5.5. In general, it can be stated that the agreement
between experimental and theoretical data is very good. The In layer in the (3×1)
structure is unbuckled, since all atoms reside in equivalent H4 adsorption sites.
In the (1×4) phase the In atoms occupy two diﬀerent adsorption sites resulting
in a ﬁnite buckling of the In layer. However, the buckling is still small (0.06 A˚)
as also expected from a simple hard-sphere model. For the (1×5) overlayer the
buckling is considerably increased due to occupation of the 2-fold short bridge site.
Buckling of the W top layer is in the range 0.03-0.07 A˚ for all three structures.
For the (3×1) structure the distance between the centers of the In adlayer and
the W surface layer exceeds the W(110) interlayer distance by ≈ 4% due to the
larger size of the In atoms as compared toW. For the (1×4) and (1×5) structures
the layer distance is increased signiﬁcantly to ≈ 11% and ≈ 12%, respectively.
Finally it is noted, that the surface relaxation of W(110) is reduced upon In
deposition from ≈ 3% to ≈ 1.5% for the (1×4) and (1×5) superstructures.
Inspection of the calculated adsorption energies as listed in table 5.5 reveals,
that the (1×4) structure is energetically the most stable one. The (1×5) struc-
ture is slightly less stable since it requires occupation of the less favored bridge
site. The destabilization of the (3×1) structure is much stronger by 0.28 eV/atom
although all In atoms occupy the most favorable 4-fold hollow site. Hence the
destabilization of the (3×1) structure is a consequence of the large In-In separa-
tion and the associated loss of In-In bonding strength. Since the formulation of
the adsorption energy, that has been used so far, is not dependent on the chemical
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Table 5.5: Interlayer distances dij and layer bucklings bj as well as adsorption
energies for In adlayers on W(110).
(3×1) (1×4) (1×5)
LEED PBE LEED PBE LEED PBE
∆dij/dbulk [%]
dIn +4.9 +4.4 +9.9 +11.9 +10.0 +13.5
d12 -3.1 -2.4 -0.9 -1.6 -1.1 -1.6
d23 0.0 0.2 0.0 +0.0 0.0 +0.0
bj [A˚]
In — — 0.06 0.05 0.23 0.17
W1 0.06 0.06 0.04 0.02 0.07 0.03
RP 0.28 0.38 0.39
Ead [eV/atom] -3.03 -3.31 -3.24
E ′ad [eV/atom] -0.63 -0.91 -0.84
potential (or the surface coverage of a given overstructure), for a more general
view of the stability a surface ground state diagram should be constructed after
section 2.4.1. The ground state diagram for the In/W(110) system is shown in
ﬁgure 5.5. It is constructed by using the adsorption energies with respect to the
In fct bulk phase E ′ad which can be calculated by adding the cohesive energy of
2.40 eV/atom for fct In to Ead. Following the arguments in section 2.4.2 and
equation 2.59 E ′ad is given as the intersection of the straight line representing the
adsorbate structures with that of the clean surface. Since in ﬁgure 5.5 µ is given
relative to the chemical potential of fct In the absolute values of the intersection
points are identical with E ′ad. So the intersection points for the diﬀerent surface
energies are given at -0.91 / -0.84 / -0.63 eV for the (1×4) / (1×5) and (3×1)
overstructures. The slope of the straight lines is given by the surface coverage:
The higher the coverage the steeper the decline. The ground state line for the
observed structures is then as follows: For µ < −0.91 eV we ﬁnd the clean surface
to be the most stable structure. −0.91 < µ < 0.19 eV the (1×4) structure is sta-
ble, changing to the (1×5) for 0.19 < µ < 1.87 eV. At chemical potentials greater
than 1.87 eV only a full covered (1×1) surface structure can be found. From
this point of view the (3×1) should not be stable, since at any chemical potential
another stable structure can be found. Possible reasons why the observation in
experiment is possible will be given in section 5.8.
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Figure 5.5: Ground state diagram for the In/W(110) system. From the experi-
mentally observed overstructures only the (1×4) and (1×5) structures are ground
states. The (3×1) is at any chemical potential µ unstable.
5.6 Freestanding Monolayers
In order to emphasize the importance of the In-In intralayer bonding also the
binding energy of free-standing (3×1), (1×4), (1×5) and (1×1) In monolayers are
calculated and compared to freestanding monolayers corresponding to the low-
index surfaces of In. The binding energy is deﬁned according to equation (3.16),
taking again the total energy of a free In atom as reference energy. In ﬁgure
5.6 the calculated binding energies are plotted versus the atomic densities of the
various monolayers. The data exhibit a parabolic relationship with a minimum at
an areal atom density of 109% relative to that of an In(111) monolayer, which is
close to the density of the (1×5) structure. The compression to a density beyond
that of the densest In bulk layer obviously occurs in order to compensate for the
missing bonds on both sides of the freestanding layer. Adsorption on W(110)
partially relaxes this compression and the (1×4) – with an areal density still
slightly larger than on In(111) – is favored over the (1×5) structure.
The scaling of binding energy with atomic density as the only important
parameter is only possible, since all monolayers considered so far are relatively
weakly anisotropic – even in the In(110) structure. For strongly anisotropic
ﬁlms the simple relationship does not hold. For example, the data point denoted
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Figure 5.6: Binding energy vs. atom density for free-standing In monolayers
in various geometries. Considering the adlayers of the observed overstructures
and the low indexed surface planes of In only, a parabolic relation between the
atomic density in the plane with respect to the binding energy can be found. If
an anisotropic adlayer is studied, for example that one with label ”(1×3)”, this
relation does not hold. For more details, see text.
”(1×3)” at a relative density of 0.46 lies well below the parabola spanned by all
other data points. It is obtained for a structure, where In atoms are arranged
in densely-packed rows along [001], which are separated from each other by two
empty rows. This structure will be discussed in more detail in section 5.8.
5.7 Molecular Dynamics
Molecular dynamics (MD) simulations are a suitable method for ﬁnding the en-
ergetic minimum at a certain surface coverage. For conﬁrmation of the diﬀerent
observed adsorption structures MD simulations at surface coverages of xIn = 0.33,
0.75 and 0.80 are done. For the simulation with xIn = 0.33 a (3×3) W substrate
with three additional In atoms is used. As expected from the surface ground
state diagram, for this coverage no stable structure could be identiﬁed. For the
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Figure 5.7: Molecular dynamics simulations at xIn = 0.75 of In/W(110) with
a (4×4) unit cell. (a) Starting conﬁguration, (b) cooled system, (c) relaxed
structure. W atoms (large brown circles), In atoms (small black circles).
coverage of xIn = 0.80 a W substrate with a (3×5) periodicity and 12 adatoms
is chosen. Careful simulated annealing runs always ended up with one or several
adatoms that are leaving the ﬁrst mono layer. This is an indication that the
(1×5) structure is only stable at low (or ambient) temperatures and will not be
stable upon heating. It is also an indication that the most stable structure of the
system can be found at a lower coverage of xIn = 0.75.
For the coverage of xIn = 0.75 a (4×4) unit cell with initial on-top positions
for the In atoms is used, which certainly is an energetically very unfavorable
conﬁguration (ﬁgure 5.7 (a)). Equilibrating the system at T = 1000 K for 5 ps and
cooling it down to 400 K for another 5 ps results in a conﬁguration as illustrated
in ﬁgure 5.7 (b). The distribution of In atoms is already very similar to the
(1×4) structure (ﬁgure 5.1 (c)) as calculated before applying a static relaxation
of atomic positions. Relaxing structure (b) further at T = 0 K ﬁnally leads to
the conﬁguration in ﬁgure 5.7 (c) which exactly is the (1×4) overstructure.
The preference of the (1×4) structure can also be understood from rather
simple epitaxial considerations. The W(110) surface has a quasi-hexagonal sym-
metry. Therefore, the growth of In layers with a similar surface symmetry, i.e.
with an (111) orientation is most likely, in particular since this is also the most
densely packed In layer. Furthermore, in order to minimize the misﬁt between
theW(110) and the In(111) planes at least along one direction, the orientation of
In[11¯0] parallel toW [001] is advantageous, since the misﬁt along these directions
is only 2% (see ﬁgure 5.8). This corresponds to the Nishiyama-Wassermann ori-
entation for epitaxial growth. However, along W [11¯1] the misﬁt is considerable
(≈23%). Nevertheless almost perfect coincidence can be achieved after four W

























Figure 5.8: Relationship between the W(110) (black lines) and the In(111) unit
cell (grey lines) in a Nishiyama-Wassermann orientation. The left panel shows
both unit cells in direct comparison. The right panel demonstrates that supercells
consisting of 4 W or 3 In unit cells, respectively, are close to coincidence.
unit cells –or three In unit cells, respectively– if the In(111) unit cell is slightly
distorted by 6.5◦, such that the cell angles of W(110) and the distorted In(111)
layer are equal to each other. By such a construction, the (1×4) structure with
three In atoms per unit is obtained.
5.8 Metastability of the (3×1) Structure
The higher stability of the high-coverage (1×4) phase as compared to the low-
coverage (3×1) structure implies, that the (3×1) structure is only metastable, and
that the energy of the In/W(110) adsorption system can be minimized by forming
islands with a local (1×4) structure. This conclusion is in line with previous
LEED and STM experiments, showing that within several hours after deposition
or upon annealing the (3×1) structure transforms into islands of (1×4) [38].
Obviously the (3×1) structure can only be observed due to kinetic restrictions.
However, in view of the calculated low diﬀusion barrier of 0.24 eV (c.f. section
5.3) this is somewhat surprising. Assuming a prefactor of 1013s−1 this barrier is
equivalent to an adatom hopping rate of 109 hops per second at room temperature,
thus single In adatoms should be mobile enough to travel across the surface and
to agglomerate into (1×4) islands.
Selected representative migration paths for other coverages are calculated as
well by applying the the nudged elastic band method as implemented in VASP
[67] within a two-dimensional supercell. Figure 5.9 shows the top view of two
calculated migration paths. For the calculations a (3×3) unit cell as indicated
in the sketches is used. These two examples might be possible steps to ﬁnally
build up more stable structures like the (1×4) or other intermediate structures. In
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Figure 5.9: Top view of the migration paths for selected start and end conﬁgura-
tions, where a (3×3) unit cell for the DFT calculations was used. Starting from a
(3×1) overstructure selected In atoms (drawn in black circles) are displaced to a
neighboring H4 site. The intermediate positions are marked by small blue circles.
The ﬁnal positions are marked by a white circle. The energy barriers for the
sketched transition paths is given in ﬁgure 5.10. In case of (a) one atom is moved
towards to neighboring atoms. In (b) two atoms are displaced simultaneously in
a symmetric way resulting in the (1×3) structure of ﬁgure 5.11. W atoms are
shown in brown circles. For details see text.
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Figure 5.10: Energy barriers calculated by using the nudged elastic band method
for the paths shown in ﬁgure 5.9 (a) and (b). For comparison also the energy
barrier of a single atom displacement is given. The energy of an intermediate
structure Etot is always given with respect to the energy E
start
tot of the initial
(3×1) overstructure. Energy barriers are strongly reduced from ≈ 0.24 eV for
single atoms to ≈ 0.10 eV if other In atoms are present. In case of path (b)
the barrier height has to be divided by a factor of 2, since in the path of ﬁgure
5.9 (b) two atoms are moved simultaneously. Since the energy diﬀerence for the
ﬁnal conﬁgurations is signiﬁcantly negative the (3×1) is not found to be stable.
For details see text.
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ﬁgure 5.9 (a) the (3×1) overstructure is chosen as a starting point (In atoms of the
start conﬁguration are printed as black circles). Then one In atom is moved along
the [11¯1¯] direction into the neighboring hollow site. The ﬁnal position of the In
atom is indicated by a white circle in ﬁgure 5.9 (a). The positions of the migration
path found by the nudged elastic band method are indicated by small blue circles
between the start and ﬁnal position. It is noted, that for clarity only the migration
path within the indicated unit cell is sketched. Due to the periodicity of the lattice
the path should appear of course more often in the sketch. In ﬁgure 5.9 (b) a
similar path to that of 5.9 (a) is shown with the diﬀerence, that now two atoms
of an initial (3×1) structure are moved simultaneously so that a (1×3) structure
(compare ﬁgure 5.11) is formed. The migration paths for both atoms are found
to be symmetric, due to the symmetry of the mutual displacement. In ﬁgure 5.10
the corresponding energies of the intermediate positions for the migration paths
are plotted. For a speciﬁc migration path the energy of a certain intermediate
point Etot is given relative to the energy of the starting conﬁguration E
start
tot . For
the position of the moved atom only the displacement along the [11¯0] direction is
given. The ﬁrst curve in ﬁgure 5.10 gives the transition energy for the path of a
single atom starting at a H4 site moving over a bridge site to a neighboring H4 site.
In agreement to the energy barrier that is found for the energy diﬀerence between
a H4 and bridge site for single site adsorption (see section 5.3), for the nudged
elastic band calculations also a energy barrier of 0.24 eV is reproduced. The
energy barrier corresponding to ﬁgure 5.9 (a) shows a signiﬁcantly lower barrier
of ≈ 0.06 eV. In case of the path chosen in 5.9 (b) the energy barrier is ≈ 0.12 eV.
Accounting that in this case two atoms are displaced and only the total energy of
the system is available through the DFT calculations, the eﬀective barrier height
in case of path (b) also is ≈ 0.06 eV. Diﬀerent other starting setups, similar to the
paths in ﬁgure 5.9, always resulted in energy barriers of not more than ≈ 0.1 eV.
In comparison to the single atom case, barrier heights in general are strongly
reduced, when In atoms move closer to other In atoms. From an energetic point
of view these very small barrier heights indicate a very fast transition from (3×1)
to other more stable structures. A possible explanation for this apparent puzzle is
that small (1×4) islands are rather unstable and decay before further adatoms are
attached. In terms of nucleation kinetics the latter scenario would be equivalent
to a critical islands size substantially larger than one. Also the degeneracy of
the diﬀerent phases has to be taken into account. While the (3×1) structure can
grow on three possible sublattices and the (1×4) on four, the transformation will
be sluggish since the In sites in the (1×4) are all inequivalent whereas those for
the (3×1) are not (see reference [27]).
Triggered by this instability of the (3×1) structure it is also searched for
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(1×3)
Figure 5.11: Theoretically postulated (1×3) In overstructure. This structure
is similar to the (1×4) ground state structure since it has the same unit cell
vector along the [001] and a 25 % reduced one into the [11¯1] direction. At an
ideal coverage of xIn = 0.33 the adsorption energy Ead = −3.18 eV/atom is
found, being signiﬁcantly lower than that of the experimentally observed (3×1)
structure. W atoms are shown in large brown circles, In atoms in small black
ones. For details see text.
alternative adsorption structures at xIn = 0.33. As it turned out, even if islanding
is forbidden, the (3×1) structure is not the energetically most favorable structure
at that coverage (see also the energy of the ﬁnal states in ﬁgure 5.10 that are
energetically more favorable structures than the (3×1), which was used as a
starting point). Rather a (1×3) structure, consisting of single [001]-oriented rows
of In atoms (located in 4-fold hollow sites) separated by two empty [001] rows is
lower in energy (see ﬁgure 5.11). It has an adsorption energy of -3.18 eV/atom,
which is in between the adsorption energies of the (3×1) and (1×4) structure.
The reason for the higher stability of the atomic chains of the (1×3) structure as
compared to the (3×1) structure is a strong gain in In-In interaction energy due
to the closer packing of In atoms at least along one direction, which outweighs
the loss of In-In interaction due to an increased distance in the perpendicular
direction. However, since these atomic chains are already building blocks of the
(1×4) structure, their formation may be hindered for the same reasons as the
formation of (1×4) islands themselves. Furthermore, once the conditions (e.g.
temperature) are such that the (1×3) structure can be formed, the system is
probably also able to directly convert to the even more stable (1×4) phase, thus
explaining why the (1×3) chain structure has never been observed in experiment.
Considering the surface free energy γ of the (1×3) structure which is also plotted
in ﬁgure 5.5, it becomes clear that the (1×3) is also not a ground state structure
for the In/W(110) system. Since it has the same coverage like the (3×1), the slope
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of the straight line is identical. But the adsorption energy is still not favorable
enough to make the (1×3) a ground state.
The arguments given before attribute the existence of the (3×1) structure to a
kinetic stabilization relative to the (1×3) and (1×4) structures. Another possibil-
ity, which should be critically examined, is the inﬂuence of contaminants. Hence
also the adsorption properties of hydrogen and oxygen on clean and In-covered
W(110) are calculated. H is investigated as it is always present in the UHV rest
gas, but diﬃcult to detect, when adsorbed. O is investigated since it is used
extensively in the preparation of clean W(110) and since a pronounced inﬂuence
on the (3×1) → (1×4) transition in experiment is observed [38]. The adsorption
of O and H on clean W(110) has been studied experimentally in a number of
publications ([107, 94, 109] and [3, 1]). For both species the three fold coordi-
nated adsorption site is found to be the energetically most favorable one. This
favorite adsorption site is conﬁrmed and the calculated adsorption energies of
≈-1.5 and ≈-4.2 eV/atom for single H and O atoms are found. One additional H
atom within the (3×1) and (1×3) unit cells increases the diﬀerence in adsorption
energies between these two structures, i.e. H contamination does not stabilize
the (3×1) structure with respect to the (1×3).
Calculation of the adsorption energies for the (3×1) and (1×3) structures
with one or two preadsorbed O atoms reveals that the relative stability of the
(1×3) and (3×1) structures remains the same. O atoms stick to their favorite
3-fold hollow site, even in the presence of In. Since the In-O distance is small
(≈ 1.5 A˚) a repulsive interaction pushes the In atoms away from the 4-fold hollow
site. Consequently, the adsorption energy of the In atoms is lowered with respect
to the O free surface. For high coverages (in the calculations this corresponds to
a concentration of 66 at% additional O atoms) the adsorption energy of In turns
even lower than the cohesive energy of its bulk conﬁguration, i.e. layer growth is
hindered in this case and growth of 3-dimensional In islands has to be expected.
The total adsorption energy of In and O atoms for the (3×1)+O conﬁgura-
tions is about 1 eV/atom less favorable than separated areas of pure O and pure
In (1×4). This is substantially more than the 0.3 eV/atom diﬀerence between
the (3×1) and (1×4) structure (see table 5.5). Hence O adsorption increases
the driving force for the formation of the (1×4) structure, in accordance with
experimental observation, that exposure to O triggers the transition from the
(3×1) structure (with low local In coverage) into (1×4) islands with high local In
coverage [38]. Thus the present PBE calculations are in perfect agreement with
experimental ﬁndings not only with respect to the structural data, but also with
respect to the energetics (metastability of (3×1)) and the driving forces for the
(3×1) to (1×4) transition. However, there is a clear discrepancy of the present
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data (both experimental and theoretical) to a previous study of Boiko [10], which
reports that the (3×1) ⇔ (1×4) transition is reversible with respect to coverage
and temperature. In the following two scenarios will be considered to explain this
discrepancy.
The simplest explanation for the diﬀerent experimental observations would
be that in the experiments the sample has been cooled too fast (partially liquid
nitrogen cooling has been used), thus freezing the high-temperature (1×4) phase
and overlooking the reversibility of the transition. However, even in experiments
without liquid nitrogen cooling the transition from (1×4) back to (3×1) is never
observed. Furthermore, a transition from (1×4) to (3×1) upon lowering the
temperature is in disagreement with the PBE results: The (1×4) is the energet-
ically most favorable structure. Thus, according to the laws of thermodynamics,
the (1×4) rather than the (3×1) structure should be formed upon temperature
reduction - in contradiction to the results of Boiko.
The second scenario involves some unknown contamination which stabilizes
the (3×1) structure. (However, as already discussed above, neither H nor O
will do this). Upon heating the adsorbates desorb and the system transforms
to the (1×4) phase. If subsequent cooling is done rapidly with low background
pressure then the (1×4) structure still remains, while upon slow cooling with a
bad background pressure the system might re-adsorb the contaminants and return
to the (3×1) structure. A drawback of this scenario is its failure to explain why at
room temperature the system transforms to the (1×4) structure with increasing
time, although contamination increases rather than decreases with time.
None of these two scenarios gives a satisfactory and consistent explanation of
all experimental and theoretical data. Thus, although this study is able to shed
some light onto this problem, the (meta-) stability of the (3×1) In/W(110) phase
is still an open problem.
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AFinal Figure Set
In this part of the appendix the ﬁnal eﬀective cluster interaction energies are
presented. The arrangement of the vertices in the W(110) surface is sketched in
ﬁgures A.1 and A.2. In addition tables A.1 and A.2 present the corresponding
sizes of the ﬁgures an the absolute value of the interaction energies. The labeling
of the ﬁgures is arranged as follows: First the number of vertices is given, then a
consecutive number within the corresponding ﬁgure class is added.
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Figure A.1: First part of the ﬁnal ﬁgure set of the CE of the O/W(110) system
as determined by the genetic algorithm. It consists of 10 pairs, 19 Triples and
4 quadruples. The labels indicate the number of vertices and the number of the
ﬁgure within the sub-class. For details see text.
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Figure A.2: Second part of the ﬁnal ﬁgure set of the CE of the O/W(110) system
as determined by the genetic algorithm. It consists of 10 pairs, 19 Triples and
4 quadruples. The labels indicate the number of vertices and the number of the
ﬁgure within the sub-class. For details see text.
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Table A.1: Final eﬀective cluster interactions which were obtained according to
the cluster expansion of section 4.4. The labels in the ﬁrst column correspond to
the geometric ﬁgures displayed in ﬁgure A.1. The second column shows the mean
distances d which are found in the ﬁgure and the third column lists the eﬀective
cluster interactions ECI.
ﬁgure d [A˚] ECI [meV]
constant - 2106.05
onsite - 4080.48
2- 1 1.13 1763.43
2- 2 1.95 2.02
2- 3 2.76 -43.93
2- 4 3.19 1.31
2- 5 3.38 21.21
2- 6 3.74 14.16
2- 7 4.51 -2.49
2- 8 4.65 2.15
2- 9 4.91 0.19
2-10 5.29 -10.05
3- 1 5.09 -53.02
3- 2 7.52 -36.99
3- 3 8.75 7.73
3- 4 11.64 -8.04
3- 5 11.14 -1.01
3- 6 5.81 15.28
3- 7 7.49 -0.94
3- 8 8.65 -12.25
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Table A.2: Final eﬀective cluster interactions which were obtained in the cluster
expansion of section 4.4. The labels in the ﬁrst column correspond to the geomet-
ric ﬁgures displayed in ﬁgure A.2. The second column shows the mean distances
d which are found in the ﬁgure and the third column lists the eﬀective cluster
interactions ECI.
ﬁgure d [A˚] ECI [meV]











4- 1 9.54 8.67
4- 2 9.48 5.25
4- 3 8.10 -3.02
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BList of Calculated Structures
In this part of the appendix a number of calculated oxygen adsorption struc-
tures are presented and their adsorption energies are given. In order to dis-
play the most important calculated structures those which are lying close to
the ground state line were selected. For each structure the concentration xO,
the unit cell size in multiples of the primitive vectors a1 and a2 of ﬁgure 3.7,
the surface formation energy Esurf and the distance to the ground state line
∆Egstl = Esurf −EgroundStateLine is given. Esurf and ∆Egstl are given in units of
meV/(1×1).
xO = 0.167




unit cell = (2×6)
Esurf = -51.87
∆Egstl = 0.06
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xO = 0.200





























unit cell = (1×7)
Esurf = -123.95
∆Egstl = 0.89
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xO = 0.454
unit cell = (1×11)
Esurf = -127.44
∆Egstl = 4.48
CReal Space Monte Carlo Data
In addition to the real space Monte Carlo data shown in ﬁgure 4.16 in this part of
the appendix a more extensive view of the Monte Carlo simulations is presented.
As before, a (100×100) simulation cell with (2×100×100) lattices sites was used.
Each of the ﬁgures C.1 to C.4 shows the Monte Carlo data at diﬀerent O coverages
for two temperatures, one snapshot above and one below the critical temperature
Tc. O atoms on sublattice sites H3A are printed in black, O atoms on sites H3B
in red and unoccupied sites are in white color.




























Figure C.1: Real space Monte Carlo data for the O adsorption on W(110) with
an O coverage of x0 = 0.24 for two diﬀerent temperatures. The upper part of the





























Figure C.2: Real space Monte Carlo data for the O adsorption on W(110) with
an O coverage of x0 = 0.30 for two diﬀerent temperatures. The upper part of the
ﬁgure shows an example for T > Tc the lower part for T < Tc.




























Figure C.3: Real space Monte Carlo data for the O adsorption on W(110) with
an O coverage of x0 = 0.48 for two diﬀerent temperatures. The upper part of the





























Figure C.4: Real space Monte Carlo data for the O adsorption on W(110) with
an O coverage of x0 = 0.76 for two diﬀerent temperatures. The upper part of the
ﬁgure shows an example for T > Tc the lower part for T < Tc.
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