Abstract. It is well-known that the Apéry sequences which arise in the irrationality proofs for ζ(2) and ζ(3) satisfy many intriguing arithmetic properties and are related to the pth Fourier coefficients of modular forms. In this paper, we prove that the connection to modular forms persists for sequences associated to Brown's cellular integrals and state a general conjecture concerning supercongruences.
Introduction
Period integrals on the moduli space M 0,N of curves of genus 0 with N marked points have featured prominently in a variety of mathematical and physical contexts. These period integrals are of particular importance as, for example, it is now known that they are Q-linear combinations of multiple zeta values [11] thereby proving a conjecture of Goncharov and Manin [20] , provide an effective computation of a large class of Feynman integrals [9] , occur in superstring theory [10] , [38] and have potential connections to higher Frobenius limits in relation to the Gamma conjecture [19] . Recently, Brown [12] introduced a program where such period integrals play a central role in understanding irrationality proofs of values of the Riemann zeta function. Before discussing this program, we first briefly review the classical situation and some subsequent developments.
Inspired by Apéry, Beukers [6] gave another proof of the irrationality of ζ(2) and ζ(3) by considering the integrals x n (1 − x) n y n (1 − y) n w n (1 − w) n (1 − (1 − xy)w) n+1 dxdydw.
(1.2)
He showed that I n = a(n)ζ(2) +ã(n) and J n = b(n)ζ(3) +b(n) whereã(n) andb(n) are explicit rational numbers and a(n) = · )), where η(z) = q 1/24 n≥1 (1 − q n ) is the Dedekind etafunction, q = e 2πiz and z ∈ H. Ahlgren [1] showed that, for all primes p ≥ 5,
thus confirming a conjecture in [39] . In [3] , Ahlgren and Ono proved a conjecture of Beukers [8] which stated that, if p is an odd prime, then
where η 4 (2z)η 4 (4z) =:
β(n)q n is the unique newform in S 4 (Γ 0 (8)). Both of these influential results required the existence of an underlying modular Calabi-Yau variety, specifically a K3-surface for (1.4) and a Calabi-Yau 3-fold for (1.5) in order to relate the pth Fourier coefficients to finite field hypergeometric series. Concerning arithmetic properties, Coster [16] proved the supercongruences a(mp r ) ≡ a(mp r−1 ) (mod p 3r ) (1.6) and b(mp r ) ≡ b(mp r−1 ) (mod p 3r ) (1.7)
for primes p ≥ 5 and integers m, r ≥ 1. Other supercongruences of this type have been studied in numerous works (for example, see [4] , [7] , [14] , [15] , [18] , [23] , [29] - [32] , [40] ). In order to view (1.4)-(1.7) from a general perspective, we discuss the setup from [12] .
Recall that M 0,N , N ≥ 4, is the moduli space of genus zero curves (Riemann spheres) with N ordered marked points (z 1 , . . . z N ). It is the set of N -tuples of distinct points (z 1 , . . . , z N ) modulo the equivalence relation given by the action of PSL 2 . This action is triply-transitive and so there is a unique representative of each equivalence class such that z 1 = 0, z N −1 = 1 and z N = ∞. We introduce simplicial coordinates on M 0,N by setting t 1 = z 2 , t 2 = z 3 , . . . , t N −3 = z N −2 . This yields the identification M 0,N ∼ = {(t 1 , . . . , t N −3 ) ∈ (P 1 \ {0, 1, ∞}) N −3 | t i = t j for all i = j}.
A typical period integral on M 0,N can be given as
where a i , b j and c ij ∈ Z are such that (1.8) converges and the simplex S N = {(t 1 , . . . , t N −3 ) ∈ R N −3 : 0 < t 1 < . . . < t N −3 < 1} is a connected component of M 0,N (R). It was proved by Brown [11] that the integrals (1.8) are Q-linear combinations of multiple zeta values of weight up to and including N − 3. That these typically involve multiple zeta values of all weights is an obstruction to irrationality proofs. For example, generic period integrals on M 0,6 yield linear forms in 1, ζ(2) and ζ(3). To ensure the vanishing of coefficients, we consider a variant of the classical "dinner table problem" [5] , [35] . Suppose we have N ≥ 5 people sitting at a round table. We permute them such that each person has two new neighbors. We represent the new seating arrangement (non-uniquely) by a permutation σ = σ N on {1, 2, . . . , N } and write σ = (σ(1), . . . , σ(N )). A permutation σ is called convergent if no set of k elements in {1, . . . , N } are simultaneously consecutive for {1, . . . , N } and σ for all 2 ≤ k ≤ N − 2. If N ≤ 7, then this is equivalent to the dinner table problem. For N ≥ 8, this is a new condition. The main idea of [12] is to associate a rational function f σ and a differential (N − 3)-form ω σ to a given σ as follows. Formally, we define
and 9) where the product is over all indices i modulo N , z 1 = 0 and z N −1 = 1. We remove factors with z N and then let z i+1 → t i for i = 1, 2, . . . , N − 3. If we consider the cellular integral 10) then I σ (n) converges if and only if σ is convergent. In that case,
n,σ ζ 0 , where ζ i are fixed Q-linear combinations of multiple zeta values of weight i and the coefficients a (i) n,σ are rational numbers. We normalize the leading coefficient so that a (N −3) 0,σ = 1. It follows that ζ N −3 = I σ (0), which are the cell-zeta values studied in [13] . We say that
is the leading coefficient of the cellular integral I σ (n). By construction, A σ (0) = 1. We note that leading coefficients are only well-defined if multiple zeta values of different weight are linearly independent over Q which, unfortunately, remains open. Since we will be concerned with specific permutations σ, in which case suitable coefficients a (i) n,σ can be made explicit, this issue will not disturb our discussion.
For example, if N = 5, then σ 5 = (1, 3, 5, 2, 4) is the unique (up to dihedral symmetry, see Section 2.2) convergent permutation, I σ 5 (n) recovers Beukers' integral (1.1) after a change of variables, and the leading coefficients A σ 5 (n) are the Apéry numbers a(n). Similarly, for N = 6, one obtains (1.2) upon considering σ 6 = (1, 5, 3, 6, 2, 4) and the leading coefficients A σ 6 (n) are the Apéry numbers b(n).
This general framework raises some natural questions. Is there an analogue of (1.4) and (1.5) for N ≥ 7? Do the leading coefficients A σ (n) satisfy supercongruences akin to (1.6)? The first main result generalizes (1.4) to all odd weights greater than or equal to 3. Theorem 1.1. For each odd positive integer N ≥ 5, there exists a convergent σ N and a modular form f k (z) =:
Both the convergent σ N and modular form f k (z) of weight k = N − 2 in Theorem 1.1 are explicitly constructed, see Corollary 2.7, Theorem 4.1 and Corollary 4.3. For example, if N = 5, then A σ 5 (n) = a(n) and f 3 (z) = η 6 (4z). Thus, we recover (1.4). Now, consider the convergent permutation σ 8 = (8, 3, 6, 1, 4, 7, 2, 5) and
the unique newform in S 6 (Γ 0 (4)). Our second main result is a higher weight version of (1.5).
Theorem 1.2. Let p be an odd prime. Then
It appears that a result similar to (1.5) and (1.13) also holds for a convergent σ 10 and modular form of weight 8. This and the case of even N in general will be the subject of forthcoming work.
In Section 10.1 of [12] , Brown provided the following table for the number C N of convergent σ N (up to symmetries): Using the techniques from Section 3, we have obtained explicit binomial sum expressions for all 898 of the leading coefficients A σ N (n) for 7 ≤ N ≤ 10. Based on numerical evidence, we make the following conjecture which suggests that (1.6) is a generic property of leading coefficients. Conjecture 1.3. For each N ≥ 5 and convergent σ N , the leading coefficients A σ N (n) satisfy
for all primes p ≥ 5 and integers m, r ≥ 1.
It would be of interest to examine Theorems 1.1 and 1.2 and Conjecture 1.3 from the recent "motivic" perspective of [36] .
The paper is organized as follows. In Section 2, we discuss the necessary background on modular forms with complex multiplication, dihedral symmetries, the multiplicative structure of cellular integrals, combinatorial congruences and finite field hypergeometric series. In Section 3, we explain how to derive multiple binomial sum representations for the leading coefficients. We then prove Theorems 1.1 and 1.2 in Sections 4 and 5, respectively.
Preliminaries
2.1. Modular forms with complex multiplication and Hecke characters. In this section, we recall some properties of modular forms with complex multiplication and Hecke characters. For more details, see [37] .
Suppose ψ is a nontrivial real Dirichlet character with corresponding quadratic field K. A newform f (z) = ∞ n=1 γ(n) q n , where q := e 2πiz , has complex multiplication (CM) by ψ, or by K, if γ(p) = ψ(p) γ(p) for all primes p in a set of density one.
By the work of Hecke and Shimura we can construct CM newforms using Hecke characters. Let K = Q( √ −d) be an imaginary quadratic field with discriminant D, and let O K be its ring of integers. For an ideal f ∈ O K , let I(f) denote the group of fractional ideals prime to f. A Hecke character of weight k and modulo f is a homomorphism Φ :
Let N (a) denote the norm of the ideal a. Then,
where the sum is over all ideals a in O K prime to f, is a Hecke eigenform of weight k on
Here, a n is the Kronecker symbol. Furthermore, f has CM by K. We call f the conductor of Φ if f is minimal, i.e., if Φ is defined modulo f ′ then f | f ′ . If f is the conductor of Φ then f (z) is a newform. From [37] , we also know that every CM newform comes from a Hecke character in this way.
2.2.
Dihedral symmetries and multiplicative structures. Let Σ N be the symmetric group on {1, 2, . . . , N }. A dihedral structure on {1, 2, . . . , N } is an equivalence class of permutations σ ∈ Σ N , where the equivalences are generated by . The notion of a configuration is important for our considerations because, up to a possible factor of (−1) n , the cellular integral I σ (n) only depends on the configuration [σ] . In [12, Section 6], Brown describes the following partial multiplication on pairs of dihedral structures. A pair of dihedral structures (δ, δ ′ ) on {1, 2, . . . , N } is multipliable along the triple t = (t 1 , t 2 , t 3 ), where t 1 , t 2 , t 3 ∈ {1, 2, . . . , N } are distinct, if the elements t 1 , t 2 , t 3 are consecutive in δ and the elements t 1 , t 3 are consecutive in δ ′ .
Let (α, α ′ ) and (β, β ′ ) be dihedral structures on X = {1, 2, . . . , N } and Y = {1, 2, . . . , M }, respectively. If (α, α ′ ) is multipliable along s, and (β ′ , β) (the dual of (β, β ′ )) is multipliable along t, then the product
is a pair of dihedral structures on the disjoint union Z of X and Y , where each of the three elements s 1 , s 2 , s 3 from X gets identified with the corresponding element t 1 , t 2 , t 3 from Y . The dihedral structure γ is the unique structure such that its restriction to X (respectively, Y ) coincides with α (respectively, β). We say that γ was obtained by shuffling α and β (more general such shuffles are described in [13, Section 2.3.1]). γ ′ is likewise obtained by shuffling α ′ and β ′ .
In order to work explicitly, we identify this disjoint union of X and Y with the set Z = {1, 2, . . . , M + N − 3} in such a way that Y is the natural subset of Z, while the N − 3 elements 1, 2, . . . , N of X, with s 1 , s 2 , s 3 removed, are identified, in that order, with the elements M + 1, M + 2, . . . , M + N − 3 of Z. We note that different choices for this identification lead to the same configuration [γ, γ ′ ]. 
for some choice of s, t. Then, for all n ≥ 0, possibly up to a sign,
In particular,
Example 2.3. Recall that, for σ 5 = (1, 3, 5, 2, 4), the leading terms A σ 5 (n) of the corresponding cellular integrals are the Apéry numbers a(n). The configuration [σ 5 ] is represented by the pairs of dihedral structures (α, α ′ ) = (β, β ′ ) from Example 2.1. Let (γ, γ ′ ) be the product of these two pairs along s, t as chosen in Example 2.1. Observe that, as a configuration, [γ,
Similarly, many leading coefficients A σ (n) are products of leading coefficients of lower order. However, it is not the case that products of leading coefficients are always leading coefficients.
Example 2.4. Consider the configuration σ 8 = (8, 3, 6, 1, 4, 7, 2, 5) featured in Theorem 1.2 and Section 3. This configuration is self-dual and not multipliable along any choice of triple t. Indeed, we confirm numerically that the product a(n)A σ 8 (n) is not a leading coefficient A σ 10 (n) for any configuration σ 10 .
Nevertheless, the next result guarantees that all positive integer powers of the Apéry numbers a(n) are leading coefficients.
Note that τ is of the same shape of ρ, so that the result can be iterated to conclude that a(n) λ A ρ (n) is a leading coefficient for any integer λ ≥ 0. 2, 3, 4, 5), (1, 3, 5, 2, 4) ) and (β, β ′ ) = ((1, 2, . . . , N ) , ρ). Note that (α, α ′ ) is multipliable along s = (1, 2, 3) , and that the dual of (β, β ′ ) is multipliable along
To compute this product, we proceed as in Example 2.1 and replace (α, α ′ ) with (α,
) and β = (1, 2, . . . , N ) such that both dihedral structures are preserved, we obtain
so that it only remains to observe that [γ,
. First, swapping N and N + 2, we find that
Finally, as configurations, we have
Example 2.6. Let us illustrate with ρ = (4, 2, 5, 3, 1). Since A ρ (n) = a(n), Proposition 2.5 implies that A σ 7 (n) = a(n) 2 , σ 7 = (6, 3, 7, 5, 2, 4, 1).
Note that this configuration agrees with the one obtained in Example 2.3. Iterating Proposition 2.5, we find A σ 9 (n) = a(n) 3 , σ 9 = (8, 4, 9, 7, 2, 5, 3, 6, 1), In fact, the family of configurations in Example 2.6 can be made explicit as follows. For a positive integer M and configuration (a 1 , a 2 , . . . , a N ), we write M + (a 1 , a 2 
Corollary 2.7. Let M ≥ 2 be an integer. Then
where the configuration σ 2M +1 is
Proof. The statement is clearly true for M = 2, in which case σ 5 = (4, 2, 5, 3, 1). The claim then follows from Proposition 2.5 by induction.
2.3.
Congruences for binomial coefficients and harmonic sums. For a nonnegative integer n, we define the harmonic sum H n by
and H 0 := 0. We first recall some elementary congruences (see Section 7.7, Theorems 133, 132 and 116 in [22] ): For p an odd prime, we have
2)
and, for primes p > 3,
(2.4) We will also need the following result, which follows easily from (2.3) and (2.4).
Lemma 2.8. For a prime p > 3,
For nonnegative integers n, let (a) n := a(a+ 1)(a+ 2) · · · (a+ n − 1) denote the rising factorial, with (a) 0 := 1. Let p be an odd prime. We note that, for 0 ≤ k ≤ (p − 1)/2,
and, similarly,
as well as
Lemma 2.9. For p an odd prime, 
Therefore,
Since
Proof. For brevity, we again write m = p−1
Similarly,
be the left-hand side of (2.8). By replacing k i with m − k i , for i ∈ {1, 2, 3, 4}, we see that
Hence, the sum S must vanish modulo p.
Lemma 2.11. For p an odd prime,
Proof. Once more, m := p−1 2 . Replacing k 1 and k 2 with m − k 1 and m − k 2 , respectively, yields
Then it suffices to prove
It follows from (2.6) that
2.4.
Multiplicative characters and finite field hypergeometric functions. Let F * p denote the group of multiplicative characters of F * p . We extend the domain of χ ∈ F * p to F p , by defining χ(0) := 0 (including the trivial character ε p ) and denote χ as the inverse of χ. When p is odd we denote the character of order 2 of F * p by φ p . We will drop the subscript p if it is clear from the context. We recall the following orthogonality relation. For χ ∈ F * p , we have
Then, for A 0 , A 1 , . . . , A n , B 1 , . . . , B n ∈ F * p and x ∈ F p , the finite field hypergeometric function of Greene [21] is defined as
We consider the case where A i = φ p for all i and B j = ε p for all j and write
for brevity. Let Z p denote the ring of p-adic integers and Z * p its group of units. We define the Teichmüller character to be the primitive character ω : F p → Z * p satisfying ω(x) ≡ x (mod p) for all x ∈ {0, 1, . . . , p − 1}. In fact,
for all n ≥ 1.
Multiple binomial sums
3.1. Multiple binomial sum representations for A σ (n). In this section, we outline how to obtain multiple binomial sum representations for the leading coefficients A σ (n). Our discussion applies to any configuration, but we proceed with the configuration σ 8 = (8, 3, 6, 1, 4, 7, 2, 5) for N = 8 which is relevant to Theorem 1.2. This is the self-dual configuration 8 
Proof. For σ = σ 8 , consider the cellular integral I σ (n) = S 8 f n σ ω σ where
As in Section 1, we let z 1 = 0, z 7 = 1, z 8 = ∞. Then, in the coordinates t 1 = z 2 , t 2 = z 3 , t 3 = z 4 , t 4 = z 5 , t 5 = z 6 , we have
and
The domain S 8 of integration then consists of all (t 1 , t 2 , . . . , t 5 ) ∈ R 5 such that 0 < t 1 < t 2 < . . . < t 5 < 1. Algorithmic approaches to computing explicit period integrals, such as I σ (n) for specific values of n, are described in [9] or [34] . In particular, Panzer implemented his symbolic integration approach [34] using hyperlogarithms in a Maple package called HyperInt. Using this package, we explicitly evaluate I σ (n) in terms of multiple zeta values for several small values of n, and obtain: .
As proven by Brown in [12, Section 4], the integrals I σ (n) satisfy a linear recurrence with polynomial coefficients. Slightly more specifically, the ordinary generating function
n satisfies a Picard-Fuchs differential equation. Again, in each specific instance, this differential equation can be obtained algorithmically. A particularly efficient such approach is an extension of the Griffiths-Dwork reduction method due to Lairez [26] for computing periods of rational functions. To apply this method, we observe that
where
Lairez's method (implemented in Magma) then successfully determines a Fuchsian differential equation of order 7 satisfied by F σ (x). This differential equation has a two-dimensional space of analytic solutions around x = 0. As a consequence, this differential equation together with the two values I σ (0), I σ (1), explicitly obtained above, determines the values of the cellular integrals I σ (n) for all n ≥ 2.
Alternatively, the differential equation for the generating function F σ (x) translates directly into a recurrence of order 12 for the coefficients I σ (n) and, hence, for the leading coefficients A σ (n). That is, we find that 1521n(n + 1)
for certain polynomials q j (x) ∈ Z[x] of degree 7. To complete the proof, it therefore only remains to verify that the numbers
satisfy the same recurrence with matching initial values. This can be done algorithmically using, for instance, creative telescoping. In practice, the fact that B σ (n) is a triple sum makes the computation of the recurrence rather challenging. Yet, Koutschan's Mathematica package HolonomicFunctions [25] is able to determine a fourth order linear recurrence for B σ (n) (see below for more information on this recurrence). We then verify that this recurrence is a right factor of the earlier recurrence of order 12 for A σ (n). Since the first 12 initial values match (in fact, additional reflection shows that two matching initial values suffice), we conclude that
The proof of Proposition 3.1 demonstrates that any individual evaluation of leading coefficients in terms of binomial sums can, in principle, be algorithmically proven due to recent advances in symbolic computation. It is curious to note that we had to use Maple, Magma and Mathematica in that computation.
Remark 3.2. We find that A σ 8 (n), with σ 8 as in Proposition 3.1, is the unique solution of a fourth order recurrence p 4 (n)a n+4 + p 3 (n)a n+3 + p 2 (n)a n+2 + p 1 (n)a n+1 + p 0 (n)a n = 0, with initial conditions a 0 = 1, a 1 = 33 and a j = 0 for j < 0. Here, the coefficients p j (n) are polynomials of degree 15, satisfying
for j ∈ {1, 2, 3, 4}. The latter relation is a consequence of the fact that the configuration σ 8 is self-dual (see [12, Section 4] ).
3.2.
Multiple binomial sum representations for a convergent configuration σ. In this section, we illustrate how binomial sum representations can be obtained for any convergent configuration σ. As in the previous section, we proceed with the configuration σ = σ 8 = (8, 3, 6, 1, 4, 7, 2, 5 ). Consider the cellular integral
where f σ is as in (3.2) . Because the action of PGL 2 is triply transitive, we may also make the convenient choice z σ(6) = z 7 = 1, z σ(7) = z 2 = 0, z σ(8) = z 5 = ∞. Then, in the coordinates
.
We then substitute
Observe that t 3 = x 5 + 1, t 1 = x 4 + x 5 + 1 and, likewise,
so that, up to a sign in ω σ ,
where x i,j = x i + x i+1 + . . . + x j with x 6 = 1. At this point, it is natural to also consider the integral
where ε is chosen sufficiently small so that the integrals converge. By the residue theorem, this integral evaluates to
In particular, the values J σ (n) are nonnegative integers. By the principle of creative telescoping, we can derive a linear recurrence which is satisfied by both I σ (n) and J σ (n). Moreover, it is now natural to expect that the leading coefficients A σ (n) of I σ (n) are in fact equal to J σ (n). Likely, one can prove this equality in a general uniform fashion. For our purposes, it suffices to observe that both sequences satisfy a common recurrence and agree to sufficiently many terms. It remains to express J σ (n) in terms of a multiple binomial sum.
Here, it will be convenient to not specialize x 6 . In order to find an explicit formula for J σ (n), we expand Λ = (x 1,5 x 2,6 x 1,3 x 2,4 x 3,5 x 4,6 ) n using the binomial theorem and then extract the coefficient of (x 1 x 2 x 3 x 4 x 5 x 6 ) n . Some care needs to be applied at this stage, because the order in which terms are expanded can have a considerable influence on the final binomial sum. For instance, the number of summations can vary substantially. In the present case, it is natural to first expand
and, in a second step, x
as well as x n+k 4 4,6 , so that Λ equals
We next expand x n 2,4 and x n 3,5 to obtain
5 . The coefficient of (x 2 x 3 x 4 x 5 ) n in that sum is
subject to the constraint k 1 + k 2 = k 3 + k 4 . Finally, combined with (3.3), we conclude that
which is the binomial sum of Proposition 3.1. A similar procedure has been carried out to find explicit binomial expressions for the remaining 897 leading coefficients A σ N (n) for 7 ≤ N ≤ 10.
4. Proof of Theorem 1.1
We will see that Theorem 1.1 is a consequence of Corollary 2.7 and Corollary 4.3.
Theorem 4.1. Let k ≥ 2 be a positive integer. Then there exists a weight k CM newform
such that, for any odd prime p,
Proof. For k in each equivalence class modulo 4, we will define a Hecke character Ψ k and construct the required CM newform f k , using the methodology outlined in Section 2.1.
For an ideal f ∈ O K , let I(f) denote the group of fractional ideals prime to f, and let J(f) be the subset of principal fractional ideals whose generator is multiplicatively congruent to 1 modulo f, i.e., Therefore,
is a CM newform and, for p an odd prime,
Case 2: k ≡ 3 (mod 4). Let f = (2). Then
], x odd, y even}. We define a map χ on the integral ideals of I((2)) as follows:
We define the Hecke character Φ k : I( (2)) → C * of weight k and conductor (2) by
is a CM newform, and for p an odd prime, We define a map χ on the integral ideals of I((2 + 2i)) as follows:
We define the Hecke character Φ k : I((2 + 2i)) → C * of weight k and conductor (2 + 2i) by
is a CM newform and, for p an odd prime, ∞ n=1 γ k (n)q n be the weight k CM newform described in Theorem 4.1. Then, for any odd prime p and integer m ≥ 1,
Proof. When p ≡ 3 (mod 4), both sides equal zero, as γ l (p) = 0 for all l ≥ 2. We now assume p ≡ 1 (mod 4). Let γ + (p) = (−1)
To complete the proof, write the summand as
and note that γ
Corollary 4.3. Let l ≥ 1 be a positive integer and define k := 2l+1. Let f k (z) =:
∞ n=1 γ k (n)q n be the weight k CM newform described in Theorem 4.1. Let a(n) = n j=0 n j 2 n+j j be the Apéry numbers introduced in (1.3) . Then, for primes p ≥ 5,
Proof. By (1.4) and Corollary 4.2,
Proof of Theorem 1.1. Let l ≥ 1 be a positive integer and define k = 2l + 1 and N = 2l + 3. Consider f k (z) =:
∞ n=1 γ k (n)q n as in Theorem 4.1. By Corollary 2.7, there exists a convergent σ N whose leading coefficient A σ N (n) satisfies
Thus, the result then follows from (4.1) and Corollary 4.3. γ(n)q n be the unique newform in S 6 (Γ 0 (4)). Then, for p an odd prime,
Proof. We confirm that (5.1) holds for p = 3 and assume p ≥ 5 henceforth. For the Legendre family of elliptic curves E λ , given by
Then, from [17, Proposition 2.1] and using the fact that dim(S 6 (Γ 0 (4))) = 1, we get that for p an odd prime,
From [2, Lemma 2.1] we have
so that, combining these two equations,
In [24, Section 4], Koike showed that for λ = 0, 1,
We now recall a couple of facts about finite field hypergeometric functions from [ 
and, for λ = 0, f (p, k 1 , k 2 , k 3 , k 4 ) (mod p 2 ).
In order that k i ≡ 0 (mod p − 1), the sum k i must be either 0, p − 1 or 2(p − 1). In the case k i = 0, we necessarily have k 1 = k 2 = k 3 = k 4 = 0, which contributes f (p, 0, 0, 0, 0) = 1. In the third case, that is k i = 2(p − 1), we necessarily have
Let us define
Then, using (5.8) and Lemma 2.10, we get that
If m < k < p, then H m+k − H k ∈ 1 p Z p and (k + 1) m ∈ pZ p . Therefore, to establish (5.7) it suffices to prove p−1 
