In this paper, we consider Dijkstra's algorithm for the single source single target shortest paths problem in large sparse graphs. The goal is to reduce the response time for online queries by using precomputed information. For the result of the preprocessing, we admit at most linear space. We assume that a layout of the graph is given. From this layout, in the preprocessing, we determine for each edge a geometric object containing all nodes that can be reached on a shortest path starting with that edge. Based on these geometric objects, the search space for online computation can be reduced significantly. We present an extensive experimental study comparing the impact of different types of objects. The test data we use are traffic networks, the typical field of application for this scenario.
Introduction
In this paper, we consider the problem to answer a lot of single-source single-target shortest-path queries in a large graph. We admit an expensive preprocessing in order to speed up the query time. From a given layout of the graph we extract geometric information that can be used in the online computation to answer the queries. (See also [17, 18] .) A typical application of this problem is a route planning system for cars, bikes and hikers or scheduled vehicles like trains and busses. Usually, variants of Dijkstra's algorithm are used to realize such systems.
In the comparison model, Dijkstra's algorithm [3] with Fibonacci heaps [5] is still the fastest known algorithm for the general case of arbitrary non-negative edge lengths. Algorithms with worst case linear time are known for undirected graphs and integer weights [23] . Algorithms with average case linear time are known for edge weights uniformly distributed in the interval [0, 1] [11] and for edge weights uniformly distributed in {1, . . . , M } [6] . A recent study [14] shows that the sorting bottleneck can be also avoided in practice for undirected graphs.
The application of shortest path computations in travel networks is also widely covered by the literature: [26] compares different algorithms to compute shortest paths trees in real road networks. In [27] the two best label setting and label correcting algorithms were compared in respect to single source single target shortest path computations. They conclude that for shorter paths a label correcting algorithm should be preferred. In [1] Barrett et al. present a system that covers formal language constraints and changes over time. Modeling an (interactive) travel information system for scheduled transport is covered by [22] and [13] , and a multi-criteria implementation is presented in [12] . A distributed system which integrates multiple transport providers has been realized in [16] .
One of the features of travel planning (independant of the vehicle type) is the fact that the network does not change for a certain period of time while there are many queries for shortest paths. This justifies a heavy preprocessing of the network to speed up the queries. Although 1 pre-computing and storing the shortest paths for all pairs of nodes would give us "constant-time" shortest-path queries, the quadratic space requirement for traffic networks with 10 5 and more nodes prevents us from doing so.
In this paper, we explore the possibility to reduce the search space of Dijkstra's algorithm by using precomputed information that can be stored in O(n + m) space. In fact, this papers shows that storing partial results reduces the number of nodes visited by Dijkstra's algorithm to 10%. We use a very fundamental observation on shortest paths. In general, an edge that is not the first edge on a shortest path to the target can be ignored safely in any shortest path computation to this target. More precisely, we apply the following concept:
• In the preprocessing, for each edge e, the set of nodes S(e) is stored that can be reached by a shortest path starting with e.
• While running Dijkstra's algorithm, edges e for which the target is not in S(e) are ignored.
As storing all sets S(e) would need O(mn) space, we relax the condition by storing a geometric object for each edge that contains at least S(e). Remark that this does in fact still lead to a correct result, but may increase the number of visited nodes to more than the strict minimum (i.e. the number of nodes in the shortest path). In order to generate the geometric objects, a layout L : V → R 2 is used. For the application of travel information systems, such a layout is for example given by the geographic locations of the nodes. It is however not required that the edge lengths are derived from the layout. In fact, for some of our experimental data this is even not the case.
In [17] angular sectors were introduced for the special case of a time table information system. Our results are more general in two respects: We examine the impact of various different geometric objects and consider Dijkstra for general embedded graphs. It turns out that a significant improvement can be achieved by using other geometric objects than angular sectors. Actually, in some cases the speed-up is even a factor of about two.
The next section contains -after some definitions -a formal description of our shortest path problem. Section 3 gives precise arguments how and why the pruning of edges works. In Section 4, we describe the geometric objects and the test graphs that we used in our experiments. The statistics and results are presented and discussed in the last section before the summary.
Definitions and Problem Description

Graphs
A directed graph G is a pair (V, E), where V is a finite set and E ⊆ V × V . The elements of V are the nodes and the elements of E are the edges of the graph G. Throughout this paper, the number of nodes |V | is denoted by n and the number of edges |E| is denoted by m. A path in G is a sequence of nodes u 1 , . . . , u k such that (u i , u i+1 ) ∈ E for all 1 ≤ i < k. A path with u 1 = u k is called a cycle. The edges of a graph are weighted by a function w : E → R. We interpret the weights as edge lengths in the sense that the length of a path is the sum of the weights of its edges.
If n denotes the number of nodes, a graph can have up to n 2 edges. We call a graph sparse, if the number of edges m is in o(n 2 ), and we call a graph large, if one can only afford a memory consumption that is linear in the size of the graph, i.e. in O(n + m). In particular for large sparse graphs, n 2 space is not affordable.
Shortest Path Problem
Given a weighted graph G = (V, E), w : E → R, the single source single target shortest paths problem consists in finding a shortest path from a given source s ∈ V to a given target t ∈ V . Note that the problem is only well defined for all pairs, if G does not contain negative cycles. Using Johnson's algorithm [8] it is possible to convert in O(nm log n) time the edge weights w : E → R 2 1 insert source s in priority queue Q and set dist(s) := 0 2 while target t is not marked as finished and priority queue is not empty 3 get node u with highest priority in Q and mark it as finished 4 for all neighbor nodes v of u
insert neighbor node v in priority queue with priority −dist(v) 9 mark neighbor node v as visited 10 else
increase priority of neighbor node to −dist(v)
Algorithm 1: Dijkstra's algorithm to non-negative edge weights w : E → R that result in the same shortest paths. We will therefore assume in the rest of this paper, that edge weights are non-negative. A closer look at Dijkstra's algorithm, see Algorithm 1, reveals that one needs to visit all nodes of the graph to initialize the marker "visited", which obviously prevents a sub-linear query time. This shortcoming can be eliminated by introducing a global integer variable "time" and replacing the marker "visited" by a time stamp for every node. These time stamps are set to zero in the preprocessing. The time variable is incremented in each run of the algorithm and, instead of marking a node as visited, the time stamp of the node is set to the current time. The test whether a node has been visited in the current run of the algorithm can then be replaced by a comparison of the time stamp with the current time. (For sake of clarity however, we didn't include this technique in the pseudo-code.)
Geometric Pruning
Pruning the Search Space
The goal of Dijkstra's algorithm with pruning, see Algorithm 2, is to decrease the number of visited nodes, the "search space", by visiting only a subset of the neighbors (line 4a). The idea is illustrated in Figure 1 . The condition is formalized by the notion of a consistent container:
, we call a set of nodes C ⊆ V a container. A container C associated with an edge (u, v) is called consistent, if for all shortest paths from u to t that start with the edge (u, v), the target t is in C.
In other words,
Theorem 2 Given a weighted graph G = (V, E), w : E → R + 0 and for each edge e a consistent container C(e), then Dijkstra's algorithm with pruning finds a shortest path from s to t.
Proof: Consider the shortest path P from s to t that is found by Dijkstra's algorithm. If for all edges e ∈ P the target node t is in C(e), the path P is found by Dijkstra's algorithm with pruning, because the pruning does not change the order in which the edges are processed. A sub-path of a shortest path is again a shortest path, so for all (u, v) ∈ P , the sub-path of P from u to t is a shortest u-t-path. Then by definition of consistent container, t ∈ C(u, v). 3 1 insert source s in priority queue Q and set dist(s) := 0 2 while target t is not marked as finished and priority queue is not empty 3 get node u with highest priority in Q and mark it as finished 4 for all neighbor nodes v of u
Algorithm 2: Dijkstra's algorithm with pruning. Neighbors are only visited, if the edge (u, v) is in the consistent container C(u, v).
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Figure 1: Dijkstra's algorithm is run for a node u ∈ V . Let the white nodes be those nodes that can be reached on a shortest path using the edge (u, v). A geometric object is constructed that contains these nodes. It may contain other points, but this does only affect the running time and not the correctness of Dijkstra's algorithm with pruning.
Geometric Containers
The containers that we are using are geometric objects. Therefore, we assume that we are given a layout L : V → R 2 in the Euclidean plane. For ease of notation we will identify a node v ∈ V with its location L(v) ∈ R 2 in the plane. In the previous section, we explained how consistent containers are used to prune the search space of Dijkstra's algorithm. In particular, the correctness of the result does not depend on the layout of the graph that is used to construct the containers. However, the impact of the container for speeding up Dijkstra's Algorithm does depend on the relation of the layout and the edge weights. This section describes the geometric containers that we used in our tests. We require that a container has a description of constant size and that its containment test takes constant time.
Recall that S(u, v) is the set of all nodes t with the property that there is a shortest u-t-path starts with the edge (u, v). For some types of containers we need to know S(u, v) explicitly in order to determine the container C(u, v) associated with the edge (u, v). Therefore we now detail how to compute S(u, v). To determine the sets S(u, v) for every edge (u, v) ∈ E, Dijkstra's algorithm is run for each node u. For each node t ∈ V , we store the edge (u, v) with t ∈ S(u, v), i.e. the first edge of the u-t-path in the shortest paths tree. This can be done in a similar way one constructs the shortest path tree: In the beginning, all nodes v adjacent to u are associated with the edge (u, v) in an array A [v] . Every time the distance label of a node t is adjusted via (p, t), we update A[t] with A[p], i.e. we associate with t the edge of its predecessor p. When a node is marked as finished, A[t] holds the outgoing edge of u with which a shortest path from u to t starts. We can then construct the sets S(u, v) for all edges incident to u. The storage requirement is linear in the number of nodes and the geometric containers can then be easily constructed and attached to the edges.
On the other hand, it is possible for some geometric containers to be constructed without actually creating the sets S(u, v) in memory. These containers can be constructed online by adding one point after the other without storing all points explicitly. In other words, there exists an efficient method to update a container C(u, v) with a new point t that has turned out to lie in S(u, v).
Disk Centered at Tail. For each edge (u, v), the disk with center at u and minimum radius that covers S(u, v) is computed. This is the same as finding the maximal distance of all nodes in S(u, v) from u. The size of such an object is constant, because the only value that needs to be stored is the radius 1 which leads to a space consumption linear in the number of edges. The radius can be determined online by simply increasing it if necessary.
Ellipse. An extension of the disk is the ellipse with foci u and v and minimum radius needed to cover S(u, v). It suffices to remember the radius, which can be found online similarly as in the disk case by simply increasing it if necessary.
Angular Sector. Angular sectors are the objects that were used in [17] . For each edge (u, v) a node p left of (u, v) and a node q right of (u, v) are determined such that all nodes in S(u, v) lie within the angular sector ∠(p, u, q). The nodes p and q are chosen in a way that minimizes the angle ∠(p, u, q). They can be determined in an online fashion: If a new point w is outside the angular sector ∠(p, u, q), we set p := w if w is left of (u, v) and q := w if w is right of it. (Note that this is not necessarily the minimum angle at u that contains all points in S(u, v).) Circular Sector. Angular sectors have the big disadvantage that they are not bounded. By intersecting an angular sector with a disk at the tail of the edge, we get a circular sector. Obviously the minimal circular sector can be found online and needs only constant space (two points and the radius).
Smallest Enclosing Disk. The smallest enclosing disk is the unique disk with smallest area that includes all points. We use the implementation in CGAL [4] of Welzl's algorithm [25] with expected linear running time. The algorithm works offline and storage requirement is at most three points.
Smallest Enclosing Ellipse. The smallest enclosing ellipse is a generalization of the smallest enclosing disk. Therefore, the search space using this container will be at most as large as for smallest enclosing disks (although the actual running time might be larger since the inclusion test is more expensive). Again, Welzl's algorithm is used. The space requirement is constant.
Bounding Box (Axis-Parallel Rectangle). This is the simplest object in our collection. It suffices to store four numbers for each object, which are the lower, upper, left and right boundary of the box. The bounding boxes can easily be computed online while the shortest paths are computed in the preprocessing.
Edge-Parallel Rectangle. Such a rectangle is not parallel to an axis, but to the edge to which it belongs. So, for each edge, the coordinate system is rotated and then the bounding box is determined in this rotated coordinate system. Our motivation to implement this container was the insight that the target nodes for an edge are usually situated in the direction of the edge. A rectangle that targets in this direction might therefore be a better model for the geometric region than one that is parallel to the axes. Note that storage requirements are actually the same as for a bounding box, but additional computations are required to rotate the coordinate system.
Intersection of Rectangles. The rectangle parallel to the axes and the rectangle parallel to the edge are intersected, which should lead to a smaller object. The space consumption of the two objects sum up, but are still constant, and as both objects can be computed online the intersection can be as well.
Smallest Enclosing Rectangle. If we allow a rectangle to be oriented in any direction and search for one with smallest area, things are not as simple anymore. The algorithm from [24] finds it in linear time. However, due to numerical inconsistencies we had to incorporate additional tests to assure that all points are in fact inside the rectangle. As for the minimal enclosing disk, this container has to be calculated offline, but needs only constant space for its orientation and dimensions.
Smallest Enclosing Parallelogram. Toussaint's idea to use rotating calipers has been extended in [19] to find the smallest enclosing parallelogram. Space consumption is constant and the algorithm is offline.
Convex Hull. The convex hull does not fulfill our requirement that containers must be of constant size. It is included here, because it provides a lower bound for all convex objects. If there is a best convex container, it cannot exclude more points than the convex hull.
Implementation and Experiments
We implemented the algorithm in C++ using the GNU compiler g++ 2.95.3. We used the graph data structure from LEDA 4.3 (see [10] ) as well as the Fibonacci heaps and the convex hull algorithm provided. I/O was done by the LEDA extension package for GraphML with Xerces 2.1. For the minimal disks, ellipses and parallelograms, we used CGAL 2.4. In order to perform efficient containment tests for minimal disks, we converted the result from arbitrary precision to built-in doubles. To overcome numerical inaccuracies, the radius was increased if necessary to guarantee that all points are in fact inside the container. For minimal ellipses, we used arbitrary precision which affects the running time but not the search space. Instead of calculating the minimal disk (or ellipse) of a point set, we determine the minimal disk (or ellipse) of the convex hull. This speeds up the preprocessing for these containers considerably. Although CGAL also provides an algorithm for minimal rectangles, we decided to implement one ourselves, because one cannot simply increase a radius in this case. Due to numeric instabilities, our implementation does not guarantee to find the minimal container, but asserts that all points are inside the container. We computed the convex hulls with LEDA [10] . The experiments were performed on an Intel Xeon with 2.4 GHz on the Linux 2.4 platform. It is crucial to this problem to do the statistics with data that stem from real applications. We are using two types of data:
Street Networks. We have gathered street maps from various public Internet servers. They cover some American cities and their surroundings. A typical example is depicted in Figure 2(a) . Unfortunately the maps did not contain more information than the mere location of the streets. In particular, streets are not distinguished from freeways, and one-way streets are not marked as such, which makes these graphs bidirected with the Euclidean edge length. All test sets were converted to the XML-based GraphML file format [2] to allow us a unified processing.
We sampled random single source single target queries to determine the average number of nodes that are visited by the algorithm. The sampling was done until the length of the 95% confidence interval was smaller than 5% of the average search space. The length of the confidence interval is 2t n−1,1− α 2 sn − 1 2 , where t n−1,1− α 2 denotes the upper critical error for the t-distribution with n − 1 degrees of freedom. For n > 100 we approximated the t-distribution by the normal distribution. Note that the sample mean x and the standard error s can be calculated recursively:
where the subscript (k) marks the mean value and standard error for k samples, respectively. Using these formulas, it is possible to run random single-source single-target shortest-path queries until the confidence interval is small enough. the tail is by far not as good as the other methods. Note however, that the average search space is still reduced to about 10%. The only type of objects studied previously [17] , the angular sectors, result in a reduction to about 6%, but, if both are intersected, we get only 3.5%. Surprisingly the result for bounding boxes is about the same as for the better tailored circular sectors, directed and even minimal rectangles or parallelograms. Figure 4 gives an illustrative example.
Of course the results of more general containers like minimal rectangle vs. bounding box are better, but the differences are not very big. Furthermore, the difference to the lower bound for convex objects, the convex hull, is comparatively small.
The data sets are ordered according to their size. In most cases the speed-up is better the larger the graph. This can be explained by the observation that the search space of a lot of queries is already limited by the size of the graph. Figure 5 compares the number of visited nodes to the length of the shortest paths (in number of nodes). For each of 10000 queries, a circle is drawn with respective coordinates. Apart from the number of visited nodes, we examined the average running time. We depict them in Figure 6 , again relative to the running time of the unmodified Dijkstra. It is obvious that the slightly smaller search space for the more complicated containers does not pay off. In fact the simplest container, the axis-parallel bounding box, results in the fastest algorithm.
Conclusion
We have seen that using a layout may lead to a considerably speed-up, if one allows a preprocessing. Actually, we are able to reduce the search space to 5 − 10% while even "bad" containers result in a reduction to less than 50%. The somewhat surprising result is that the simple bounding box outperforms other geometric objects in terms of CPU cycles in a lot of cases.
The presented technique can easily be combined with other methods:
• The geometric pruning is in fact independent of the priority queue. Algorithms using a special priority queue such as [11, 6] can easily be combined with it. The decrease of the search space is in fact the same (but the actual running time would be different of course).
• Goal-directed search [20] or A * has been shown in [21, 7] to be very useful for transportation networks. As it simply modifies the edge weights, a combination of geometric pruning and A * can be realized straight forward.
• Bidirectional search [15] can be integrated by reverting all edges and running the preprocessing a second time. Space and time consumption for the preprocessing simply doubles. In combination with a multi-level approach [9, 18] , one constructs a graph containing all levels and inter-level edges first. The geometric pruning is then performed on this graph. 
