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ABSTRACT 
We define an inverse eigenvalue problem, which contains as special cases the 
classical additive and multiplicative inverse eigenvalue problems. Using some results 
on the distance of eigenvalues from matrix diagonal elements and Brouwer’s fixed-point 
theorem, we give sufficient conditions for the solubility of the problem. 
I. INTRODUCTION 
We are interested in solving the following inverse eigenvalue problem: Let 
Ai =(aik) be real matrices for i=O,l,..., n, and h=(X, ,..., h,)r EIW”. The 
problem is to find 
c= c ( I,...,Cn)TEUV (1) 
such that the matrix A( c)=A, +C~E=lciAi has eigenvalues A,, . . . , A,. 
A numerical method for this problem has been proposed by Kublanovskaja 
[8]. The classical additive inverse eigenvalue problems ( Ai =eie,r, i = 1,. . . ,q 
ei = i th unit vector) and the multiplicative inverse eigenvalue problems 
(A,=O, Ai=rieT, i=l,..., n, ri ER”) have been studied e.g. by Friedland 
[3] and Hadeler [4, 51. Friedland proved some conditions for complex 
solubility. This paper is concerned with conditions for real solubility. The 
method of proof is similar to Hadeler’s method, and some of his results will be 
special cases of our theorems. 
After some definitions in Section II, we prove in Section III two theorems 
about solubility with nonsymmetric real matrices, and in Section IV two 
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theorems about solubility with real symmetric matrices. In Section V we give 
some numerical examples. 
II. DEFINITIONS 
First we need some definitions. Let 
IAil=( I’fkl)? 
S= i /Ail, 
i=l 
E=(u;~)~ i=l 
, ,...,n’ 
a,=(a:,,...,aO,n > TERn, 
and for arbitrary real matrices B=( b,,) and vectors b = (b,, . . . , bn)T E R”, 
d(b)= i $” , &.“Ibi -bh 
W)= .$‘f~ n i pii ’ 
, . 
i I i=l i#i 
i i 
l/2 
k2’B’=i=yf n i bl:. . 
1 9 i=l 
i#i 
Let us assume that E is nonsingular, E -’ = ( Zii), and C= (C, . . . , C,)T = E. c. 
Then we have the following transformation: 
A(c)=A,+ 5 ciAi 
i=l 
n n 
=A, + 2 x l&FkAi 
i=l k=l 
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The diagonal element vector of 2i,IZ;iAk is the ith unit vector. Therefore 
without loss of generality we always assume that 
Uii =fiii for i, j= 1 ,...,n. (2) 
III. A SUFFICIENT CONDITION FOR THE SOLUBILITY FOR 
NONSYMMETRIC MATRICES 
THEOREM 1. Let 
(i) u:i =aii, i, i= 1,. . . , n, 
(ii) k,(S)<l, 
(iii) (E(X)~4[k,(S).IIA-a,II, +k,(A,)]/[l-k,(S)]>O. 
Then the inverse eigenvalue problem (1) has a real solution c = ( cl,. . . , c,,)~. 
Proof. Let 
&= 
k,(S).Jlh-a,((m+k,(A,) 
1-W) 
and 
Let c EK,. First we prove that the vector of eigenvalues h(c) of A(c) is real. 
We show that the Gerschgorin circles 
r,= zEQ=, 
1 
Iz-b& +c+ ,;, 1% 
[#k 1 
for k=l,..., n are disjoint. [With assumption (i), uzk +c, is the kth diagonal 
element of A(c).] 
With assumption (iii) we have for c E KF 
d(~)~4k,(S).Ilh-n,ll_+k,o 
1 -k,(S) =2[k,(S)-IIX-a,llm+kl(A”)] 
+2[k,(S).I(A-a,(la+kl(Ao)] ;‘r::;;; 
92 
Therefore 
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This relation gives us that the rk are disjoint. By Gerschgorin’s theorem we 
thus have n real eigenvalues of A(c) with 
Now let T be the continuous map with 
T: K,-+R” and T(c)=h+c-h(c). 
Applying (3), we have 
]/T(c)+% --/lm=(JC+%l -Ml], 
~k,(S)+&$-ki(AO) 
<k,(S).@-a& +s)+k#o) 
~k,(S).Ilh-a,llm+kl(Ao)+&k,(S) 
=s[l-ki(S)]+ski(S)=e. 
Therefore 
T(c&K,. 
Applying Brouwer’s fixed-point theorem, we thus have a solution c 6 K,. n 
With an additional assumption on A, we get a statement about the 
number of real solutions: 
THEOREMS. Letua=w.(l,..., l)T, w ELI%. Then, under the assumptions 
of Theoreml, there are n! different real solutions. 
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(Ic-A+a()((~&= 
kl(S>-11 A-a, 11 +k,(A,) 
l-k,(S) . 
Let II be a permutation of { 1,. . . , n}, U, the related permutation matrix, and 
h n = UnX. Then, for each II, we have a solution c, with 
Let II and H’ be different permutations: 
Thus 
ll c, -A, +a, II + II c,, -A,,, +a, llG2E. 
II c, -cn, +A,, -h, II G2.5. 
From Theorem 1 we know that 
ll A,, -A, II %qA)24& 
and thus c,. #c,. n 
REMARK 3. In the classical special cases we have: The additive inverse 
eigenvalue problem is solvable if d( X)>4 k,( A,). The multiplicative inverse 
eigenvalue problem is solvable if 
(i) u:~=&~, i,j=l,..., 12, 
(ii) k,(S)<l, 
(iii) d(A)~4[k,(S).IIAII]/[l-k,(S)]. 
(for this result see Hadeler [5].) 
REMARK 4. A condition of solvability in a more general case is derived in 
[13]: Let A,,..., A, be nXn, k<n, A, ,..., A, ER. Determine c1 ,..., ck in 
A(c) =A, + xk= lci A i such that certain leading principal submatrices A’(c) of 
A(c) have eigenvalues Xi, j= 1,. . . , k. 
IV. SUFFICIENT CONDITIONS FOR THE SOLUBILITY FOR 
SYMMETRIC MATRICES 
Better conditions for solubility can be derived for real symmetric matrices 
A,, . . . , A,, as the eigenvalues of A(c) are always real. 
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To estimate the differences between diagonal elements and eigenvalues 
there is the following lemma deduced from the theorems of Krylov, 
Bogoljubov, and Weinstein and of Temple (see Hadeler [5, Lemma 31). 
LEMMA 5. Let B=(bii) be a real symmetric nxn matrix with b,, 
< ... sb,,. Let k,(B)>O, $>2k,(B), and jbii-biiI>d.(1-6ii) for i, i= 
1 I...> n. Then for the eigenualues X, G . . . GA, of B, 
lbii-Xilsb(rl-[d2-4k2(R)2]1’2], i=l,...,n. 
THEOREM 6. Let A,,..., A,, be real symmetric, aji =aii, i, i=l,..., n, 
andd(A)>2k[3+k2(S)2]1/2+2kk2(S) with k:=k,(S).llh-a,II, +k,(A,). 
Then the inverse eigenvalue problem is solvable. 
Proof. Let 
E= 
d(X)-2.k.k2(S)-( [d(h)-k.k2(S)]2-4k2[3+k2(S)2])l’2) 
(6+2k2(S)2) 
EIW 
and 
K,={cER, Ilc+a,--AllmdE}. 
Then we have 
E<k[3+k2(S)2] -‘Gk 
and 
d(h)>2kk2(S)+2k[3+k2(S)2]1’2 
43_tk,(sy] + ;k[3+k2(S)y 
>2kk2(S)+e[2.5+0.8k2(S)2] +2k 
>2Ek2(S)+2E+2ka2[k+Ek2(S)+e] 
4k2b4(c))+4 for cEK,, 
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and thus 
d(a,+c)>d(h)-2~=2k,(A(c)). 
Hence the assumptions of Lemma 5 are satisfied: 
]l”(“)-(“+“O)]lmY +(c+c~,)-[d(~+~~)~-4k~(A(c))~]~‘~]. 
Again let T be a map with 
T(c)=c+X-h(c). 
Then 
((T(c)+a,-XII=IIX(c)-(c+a,)JI 
by solving the quadratic equation 
Since K, is compact and T(c) E K,, we have a solution by using Brouwer’s 
fixed-point theorem. n 
REMARK 7. Applying Theorem 6 to the additive inverse eigenvalue 
problem, we get the sufficient condition for solubility due to Hadeler [4]: 
An existence theorem for multiplicative inverse eigenvalue problems with 
symmetric positive definite matrix is proved in Hadeler [5]. Writing this 
problem as a special case of the general problem (1) destroys the symmetry. 
Therefore Theorem 6 cannot be applied here. 
An additional assumption on A, gives us a stronger condition for solu- 
bility: 
THEOREM 8. Let A,,..., A,, be real symmetric and 
;;l,“a;i=8ii, i, j=l,..., ?I, 
” =w-(l)...) l)T, WER, 
(iii) d(X)>2ok. 
Then the inverse eigenvalue problem is solvable. 
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Proof? Let 
A,< . ..<A., 
Kc= {CER”, Ilcfa, -All, GE, A, <ci +w<h, for j= l,..., fl} 
and 
G={cElFP,c,+w< ~~~<c,+w}. 
Then 
d(X)-2E>jrl(Q>3h) 
Therefore 
>2k=2[k,(S)+-a,ll+k,(A,)] 
22k,(A(c)) for cEK,. 
d(a, +c)>2.k2(A(c)) (4) 
and thus c E G, K, C G. Hence the assumptions of Lemma 5 are satisfied for 
A(c). Let h(c) be the eigenvalue vector of A(c) with h,(c)< ... <A,(c). 
Then because of Lemma 5, 
Again let T be a map with 
T(c)=c+h-X(c). 
Then 
11 %)+a,, -AlI=lIA(c)-(c+qJII 
+qjq-2&- ( [d(h)-2e]2-4k2]1’2 
d& (5) 
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by solving the quadratic equation 
With (4) and (5) we have 
T,(c)+w< . . . <T,(c)+w. 
Using the extremal property of the eigenvalues of A(c) and 
ci+w= 
$A( c)ei 
eiTei 
we get 
Therefore 
Xl(C)CCl +w< . . . <c, l tW<h,(C). 
and thus 
A, ix,+c, +w--h,(c), 
A” aA, +c, +w-A”(C), 
h, -w<T,(c)<T,(c)Gh. -w. 
Hence we have that T(c) is in K, cG, and again we get a solution with 
Brouwer’s fixed-point theorem. n 
V. NUMERICAL EXAMPLE 
The following example was calculated on a Telefunken TR 440 using the 
method of Kublanovskaja [8], which is an extension of the method of Hadeler 
[6]. A description of this method and another algorithm can be found in [13]. 
EXAMPLE. 
A, =diag( -2, - l,O, 1,2), 
Ai =7;riT, i=l,...,fl 
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with 
= 
1 
9+J;i 
12 
5 
12 
7 
12 
JB+Jii 
12 
Then 
Also 
whence 
0.5 
0.5 
R= 0.5 
0.5 
0 
9+J;i 
12 
1 
9+2J7 
36 
9+4J;I 
36 
J23+2m 
18 
5 
12 
9+2J;I 
36 
1 
17+&m 
36 
@ 
36 
7 - 
12 
9+4J7 
36 
17+m 
36 
1 
m 
36 
k 2( S ) = 1.383020725, k,(A,)=O. 
h=a,-t&(l,-1,1-l& 
d(X)=l-26, p-a,(( =a. 
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We therefore have d(a,)=d(A)+2.IIA-a,II=l. Applying Theorem 6, a 
solution exists if 
+“I 
l+k2(S)2+k2(S)[3+k2(S)2]1’e 
= 0.0836376. 
Starting with co =O, we get 
(a) for 6 = 0.0836, a solution at 
1.30060 
- 0.69738 
c= I I 0.43597 with ~~h--h(~)~~~~lO~~, - 0.60139 0.35418 
(b) for 6x0.16, a solution at 
2.71443 
- 1.16404 
c = 0.55917 with I/A-h(c)ll,<lO-” 
- 0.57074 
_ - 1.37882 _ 
(the assumptions of Theorem 6 are not satisfied), 
(c) for 6=0.18, no real solution, but a complex solution with small 
imaginary part. 
The number of iterations is always smaller than 10. 
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