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ABSTRACT 
A general notion of approximation of a belief function by some other set func- 
tion is introduced that is based on a recently introduced efinition of inclusion be- 
tween random sets. Viewing a fuzzy set as a consonant random set, it is shown how 
to construct fuzzy sets that may act as approximations of belief unctions. Two 
kinds of approximations are considered: inner approximations that provide upper 
bounds on belief degrees and lower bounds on plausibility degrees, and outer ap- 
proximations that provide lower bounds on belief degrees and upper bounds on 
plausibility degrees. Minimal outer and maximal inner consonant approximations 
are characterized in a constructive way. The particular problem of approximating 
a probability measure by a fuzzy set is solved. Applications to the approximate 
computation of belief unctions on Cartesian products, combinations by Demp- 
ster's rule, and functions of random-set-valued arguments by means of fuzzy set 
operations are sketched. 
KEYWORDS: belief unctions, random sets, possibility theory 
1. INTRODUCTION 
Recent activity in belief function theory has focused on two aspects: First, 
studies in the well-foundedness of the theory and its links with statistics (Lem- 
mer [1], Hummel and Landy [2]), Bayesian probability (e.g., Sharer [3], and 
Smets [4]), and fuzzy sets (Sharer [5], Klir and Folger [6] and Dubois and 
Prade [7, 8]) are regularly published. At the same time, computational meth- 
ods for the efficient implementation of Dempster's rule in belief networks are 
developed (e.g., Shafer and Logan [9], Shafer et al. [10], Chatalic et al. [11], 
and Kohlas [12]). 
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However, little has been done to take advantage of the formal relationships 
existing between belief functions and other kinds of uncertainty measures so as 
to improve computational efficiency of calculations with belief functions and/or 
random sets (except Fua [13] and more recently Vorbraak [14]). This is the 
purpose of this paper, where our main contention is as follows: I f  several belief 
functions Bell . . . . .  Beln must be combined in some way (e.g., via Dempster's 
rule), it is possible to perform a simpler calculation on simpler belief functions 
Bel~ . . . . .  Bel L that are approximations of Bell . . . . .  Beln in some sense and 
obtain a result Bel' that is an approximation of the true result Bel in the same 
sense. Vorbraak [14] considered Bayesian approximations of belief functions. 
In this paper, we consider consonant approximations of belief functions, in the 
sense of random set inclusion. These approximations are formally equivalent 
to fuzzy sets, and fuzzy set operations can be used to get an approximation of
what Dempster's rule yields. 
2. FUZZY SETS, RANDOM SETS, AND THE 
INCLUSION PROPERTY 
Let [2 be a finite set, taken as a frame of discernment (Shafer [17]). A 
basic probability assignment or mass is a mapping m: 2 fl ---, [0, 1] such that 
m(~)  = 0; y~Ac_~m(A) = 1. A set Ai c_ [2 such that m(Ai) > 0 is called a 
focal set. A belief function Bel is a set function on [2 that ranges on the unit 
interval and derives from a mass m via the identity 
Bel(A) = E m(B) (1) 
B_cA 
and the quantity PI(A) = 1 - Bel(.4), where .4 is the complement of A, is 
called a plausibility function (Shafer [17]). 
2.1. Random Sets 
A random set (Goodman and Nguyen [18]) on [2 is a set ~t = {(Ai, mi), i = 
1, n}, where the Ai 's are (not necessarily distinct) subsets of [2 and the mi's 
are positive numbers that sum to 1. If  Vi, Ai ~ ~,  (R is called a nonempty 
random set. A belief function can always be defined from a nonempty random 
set. Its mass is defined by 
m(A) = E mi (2) 
i: Ai =,4 
The m(A) 's  define a probability distribution on 2 ~, and the Ai 's are the realiza- 
tions of the random set (R. Hence m(A) can be interpreted as P((R = A), the 
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probability that the random set is A. Conversely, a belief function is equivalent 
to a unique nonempty random set where the Ai 's  are all distinct. Bel(A) can 
also be viewed as the lower bound on a family of probability measures and 
PI(A) as the upper bound (Dempster [19]), although the converse is not true; 
that is, upper and lower probabilities are more general than belief and plausi- 
bility functions. In terms of random sets, Bel(A) = P(cR C_ A), the probability 
that A contains (R; PI(A) = P((R NA ¢ Z)  is the probability that A intersects 
St. 
A random set is consonant  if the focal sets can be arranged into a nested 
family of sets, that is, i fA l  C_ A2 C_ .. .  C_ An.  A belief function derives from 
a consonant random set if and only if (Shafer [17]) 
Bel(A F3 B) = min[Bel(A), Bel(B)] 
or equivalently 
vA, B (3) 
Vl(A u B) = max[Pl(A), PI(B)] VA, B (4) 
Consonant random set-based plausibility functions (consonant plausibility func- 
tions for short) were independently introduced by Zadeh [20] under the name 
possibility measures, in connection with fuzzy sets. But the idea of consonance 
goes back to Shackle [21]. We have referred to consonant belief functions as 
necessity measures. In the following, possibility and necessity measures will be 
denoted II and N, respectively. 
2.2. Fuzzy Sets 
A fuzzy set Fon  f~ is defined by a mapping #F: f~ ~ [0, 1] that expresses 
graded membership, ttv(o~) is called the degree of membership ofo~ in F. When 
F represents the fuzzy set of more or less possible values of some variable v 
ranging on f~, ttF(w) is understood as the degree of possibility that v = oJ. In 
this paper, a fuzzy set is always interpreted this way. See Dubois and Prade 
[22] for an introduction to possibility theory and fuzzy sets. 
The link between fuzzy sets and random sets is easy to lay bare using the 
concept of a level cut. The cut of F at level or, o~-cut for short, is the set 
F~ = {wl#F(w) _> or}, for ot > 0, ot < 1. Since f~ is finite, the set L(F )  of 
level cuts of F i s  finite. Denoting a l  > or2 > • .. > otn > o~n+l = 0 the elements 
of M(F)  = #F(f~)U {0}, where #F(f2) is the image of f~ through ttF, it is 
easy to check that 
L(F) = {F,,, , F~, 2 . . . . .  F, , ,  } 
and 
F~,, CF,~ 2 C " "  C F,~, 
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The consonant random set 6IF = {(F~,, mi), i --- 1, n} such that Vi = 1, n, 
mi = ~i - ai+l, is equivalent to a fuzzy set F in the sense that/ztr and the 
mi's are bijectively linked. That is, 
pF(00)  : ~ mi Voo (5) 
ta EF , ,  i 
A fuzzy set is said to be normal if/zF(~) = 1 for some ~. A fuzzy set is normal 
if and only if its equivalent random set is nonempty. If II is the plausibility 
function associated to (RF, then 
/~r (o~) = H({¢~ }) Vo~ (6) 
so that fuzzy sets are equivalent to contour functions (Shafer [17]) of consonant 
belief functions, and II(A) = max{/~v(w), w E A}. 
Note that, formally, the contour function {Pl({w })[w E f~} of any belief unc- 
tion is a membership function; that is, formulas (5) and (6) do not presup- 
pose the consonance property. The fuzzy set F .  deriving from a random set 
(~ : { (A i ,  mi), i : 1, n} by the identity 
/~F.(o~) = ~ mi = PI({~}) (7) 
o~ EAi 
is called the consonant projection of CR and has been studied by Kaml~ de 
F6riet [23] and Wang [24] under the name "falling shadow." The consonance 
property is necessary to define a unique random set 6~p equivalent to F. How- 
ever, there are generally more than one random set whose consonant projection 
is F. Goodman and Nguyen [18] study this problem. 
2.3. Random Set Inclusions 
There are two main definitions for random set inclusion (Dubois and Prade 
[8], Yager [25], Delgado and Moral [26]): 
WEAK INCLUSION Let CR and $ be two nonempty random sets with asso- 
ciated belief unctions Belr and Bels. <R is weakly included in $ i f  and 
only i f  VA C_ f~, Belr(A) _> Bels(A). 
STRONG INCLUSION Let (R = {(Ai, mi), i ----- 1, n}, $ = {(Bj, p j), j = 
1, q}. (R is strongly included in $ i f  and only i f  there exists a non- 
negative matrix W with entries wij (i = 1, n; j = 1, q) such that 
mi = E wij, Vi; p j  = ~ wij, Vj. 
j i 
and 
Ai  (~ By ~ Wiy = 0 
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Weak inclusion is similar to stochastic ordering between random variables. 
That is, if r and s are two (real) random variables, then r is weakly less than s 
if and only if Vx E ~, P(r  <_ x) >_ P(s <_ x), where P(r  <_ • ) and P(s <_ • ) 
are distribution functions. Here the real number x is changed into a set A, the 
ordering on real numbers becomes et inclusion, and belief functions are then 
the counterpart of distribution functions. 
Strong inclusion is related to the inclusion of realizations of random sets with 
probability 1. That is, if the matrix W is the joint distribution whose marginals 
induce 61 and 8, P(61 C 8) = )-'~A CB Wij , and clearly P(61 c 8) = 1 if and 
only if vai ,  Bj ,  Ai  ~ Bj  ~ Wi j  : O. However, m our defimtmn of random 
set inclusion, we do not assume that we explicitly know the joint distribution; 
we only assume that there exists a joint distribution with marginals 61 and 8, 
according to which P(61 C_ 8) = 1, although the actual joint distribution may 
not be such that P(61 C_ 8) = 1. Indeed, the equations {mi = )-~kWik; p j  = 
)-~kWkj; Vi, Vj} may have several solutions, some for which P(61 C_ 8) = 1 
and some for which P(61 C_ 8) < 1. 
EXAMPLE 61 = {(A1, ml), (A2, m2)}; $ = {(B1, Pl),  (B2, P2)}, A1 C_ B1, 
A2 C BI, A2 ~B2, but A1NB2 # ~ and A1 ~B2;  moreover, Pl = ml + 
km2; P2 = (1 - k)m2 for some k E [0, 1]. Then W, such that wll = ml, 
WE1 = km2, WEE = (1  - -  k)m2, w12 = 0, is a joint distribution with marginals 
61 and $ such that P(61 C_ 8) = 1. In contrast W' such that wij = p imj ,  for 
i = 1, 2 and j = 1, 2, is also a joint distribution with marginals 61 and 8, but 
P(61 C 8) = 1 - mlP2. 
In this paper, strong inclusion is denoted 61 C_ $ with the underlying mean- 
ing SUPw P(61 C_ 8) = 1, where W is taken over all joint distributions with 
marginals 61 and 8. It makes sense also when Aj = ~ for some i. It is easy to 
prove that, for nonempty random sets, 
61 C $ ~ Belr(A) _> Bels(A) VA (8) 
but the converse is generally not true, which justifies the names trong and weak 
inclusions. However, if 61 and $ are consonant random sets, their equivalent 
fuzzy sets being denoted Fr and Fs, respectively, and the corresponding ne- 
cessity measures Nr and Ns, then strong and weak inclusions are equivalent 
and coincide with Zadeh's fuzzy set inclusion [27] 
61 C 8 ~ Nr(A)  >_ Ns(A)  VA 
gFs(~) >-- gF,(O) Vo~ (9) 
Weak and strong inclusions correspond to different views of belief functions. 
Weak inclusion can also be expressed in terms of plausibility functions, since 
Belr(A) >_ Bels(A) is equivalent to PIr(A) <_ Pls(A). Hence the weak inchi- 
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sion of 61 and $ expresses the inclusion of intervals ['Belr(A), Plr(A)] in 
[Bels(A), Pls(A)]. Viewing the belief function as a lower probability, 61 corre- 
sponds to a family of probability measures contained inthe family corresponding 
to $. 61 and $ are coherent, but 61 is stronger than $. Hence weak inclusion 
corresponds to the point of view of upper and lower probabilities and was 
considered as such by Kyburg [28] when comparing pieces of uncertain infor- 
mation. 
Note that Belr > Bels does not imply any inequality between the commonality 
functions Qr and Qs, where Qr(A) = ~-~i:A_~, mi as defined by Shafer [17]. 
See Dubois and Prade [8] for a counterexample. 
Strong inclusion, on the other hand, is specific to the random set view and 
does not extend beyond the setting of belief functions. It corresponds to a 
"convex combination" of set inclusions. Namely, when 61 _ $, there is a family 
{(Ai, Bj, Wij )~ i C Bj, Wij > 0} of pairs of nested sets (Ai, Bj) along with 
positive weights wij that sum to 1. This family is a possible set of realizations 
of the pair (61, $) of random sets. Any focal set of 61 is contained in at least 
one focal set of $, and any focal set of $ contains at least one focal set of 61. 
Moreover, 61 C $ implies Qr(A) <_ Qs(A), VA for the commonality functions. 
Stron_g inclusion has nice properties with regard to random set complementation: 
Let 61 = {(Ai, mi), i = 1, n} be the complement of 61, obtained by carrying 
the mass mi attached to Ai over to its complement Ai, for all i. Then the 
following order-reversing property holds: 
61c$¢,$c~ (10) 
It is not true for weak inclusion, since Belr > Bels only implies Qr ~_~ Qs, where 
Qr and Qs are the commonality functions attached to 61 and 8 (see Dubois and 
Prade [8]). 
Strong as well as weak inclusions enable us to extend an elementary mono- 
tonicity property of functions from sets to random sets (Dubois and Prade [15]). 
Given a functionf from [2 ~ [2', and denoting f (A)  the image of A via f ,  that 
is, f (A)  = {f(~)lo~ e A}, then 
A C_ B =~ f(A)  c_ f(B) (monotonicity property) 
This property, simple as it is, is the basic building block of interval analysis 
(Moore [29]). Given a random set 61 on [2, f(61) is a random set on f~' such 
that f(61) = {(f(Ai), mi)[i = 1, n}. The monotonicity property extends to 
random sets under strong inclusion: 
61 C_ $ ~ f(61) C_ f($) (11) 
This property is due to the fact that weighted nested pairs (AI C_ Bj, Wij ) in ~'~ 
map into weighted nested pairs (f(Ai) C_ f(Bj), wij). With weak inclusion the 
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monotonicity property also holds: 
Belr ~ Bels =~ Bel' r > I~l~ (12) 
where Bel' r and Bel~ are belief functions corresponding to f(61) and f(8),  
respectively. 
3. APPROXIMATIONS OF BELIEF FUNCTIONS 
The main interest of random-set inclusions is their potential usefulness in 
deriving simple approximations of complex belief functions. Efficient computa- 
tional methods that work on the approximations can be developed and provide 
approximate r sults for more complex, exact computation. This section pur- 
sues the work initiated in a previous paper (Dubois and Prade [8], Section 3) 
in the study of best consonant approximations of belief functions. In the fol- 
lowing, belief functions derived from random sets 61, 61', 61" . . . .  are denoted 
Bel, Bel', Bel", and so on. 
3.1. Inner and Outer Approximations 
A random set 61 can be viewed as a cautious ubstitute of another andom 
set 61' as soon as Bel' > Bel, that is, 61 weakly includes 61'. This is a gen- 
eralized version of Zadeh's entailment principle [30] and encompasses Yager's 
formulation [25] in terms of strong inclusion. When 61 weakly includes 61', 61 
is called an outer (or upper) approximation f 61' (since in some sense 61 
"covers" 61') and 61' is called an inner (or lower) approximation f 61.6/' is, 
of course, a somewhat risky strong substitute of 61 because it is more precise. 
The knowledge of two random sets 61' and 61" such that 61" contains 61 
and 61 contains 61' defines an approximation f 61, since VA, Bel(A) is con- 
mined in the interval [Bel"(A), Bel'(A)], and similarly PI(A) is contained in 
[PI'(A), PI"(A)]. 
The approximation problem for belief functions can be stated as follows. 
Given a random set 61 and a family ~ of random sets whose structure is con- 
sidered to be simple, find an approximation (61', 61") of 61 such that 61' E ~, 
61" E ~. Moreover, (61', 61") should be an optimal approximation in the sense 
that the bracketing of Bel(A) by [Bel'(A), Bel"(A)] should be as tight as pos- 
sible. That is, let 
~-(61) = {61' E ~lBel' _> Bel} ~+(61) = {61" E ~lBel > Bel"} 
Weak inclusion equips ~-(61) and ~+(61) with a partial ordering structure. 
(61', 61") is an optimal approximation f 61 if and only if 61' is a maximal 
element of ~-(61) and 61" a minimal element of ~ +(61). 
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3.2. Approximation by Probability Measures or Fuzzy Sets 
The main problems that are raised by this approach are as follows: 
• How to choose the family & of "simple" belief functions 
• How to actually build an approximation of a belief function 
• How to cope with the possible lack of unicity of minimal and/or maximal 
elements of ~-(61) and &+(61). 
As for the first point, the simplest families of belief functions are necessity 
measures and probability measures. A probability measure is clearly a random 
singleton, and the only nonempty random set it can weakly include is itself. In- 
deed, assume P(A) < Bel(A), VA. Then P(A) = 1 -P ( ,4 )  > PI(A), VA also, 
and Bel(A) > P(A) > PI(A), which proves BeI(A) = P(A) = PI(A), VA. As 
a consequence, the set of probability measures i useless for outer approxima- 
tions. However, the set ~-(61) = {PIBeI(A) < P(A) < PI(A)} is never empty, 
and any probability measure in ~-(61) is a possible inner approximation f 61. 
Of course, all elements of ~-(61) are maximal in the sense of weak inclusion. 
However, among the members of ~-(61), one is especially interesting because 
it involves a minimal commitment on the allocation of probability weights to 
singletons. This is P such that 
mi 
P(co) = ~ iAil ~'~o (13) 
oa EAi 
that is, the masses are uniformily distributed on the elements of the correspond- 
ing focal sets. This corresponds to applying the principle of unsufficient reason 
to each focal set. This approximation procedure, which we suggested earlier 
[31] (see also Williams [32]) was recently justified by Smets [4] on an axiomatic 
basis. More generally, any convex mixture of the form P = ~ miPi, where 
Pi is a probability measure on Ai, is an inner approximation of Bel, owing to 
results in Dempster [19]. 
Vorbraak [14] considers a probabilistic approximation of 61, changing IAil 
into the so-called Bayesian constant ~ i=1, mini IAi] in the denominator f (13). 
But as will be seen later, the obtained probability is generally not a member of 
~-(61). 
In contrast, he family ~ of consonant random sets (or equivalently, fuzzy sets) 
offers a natural setting to devise outer approximations. Indeed, a consonant outer 
approximation of a belief function always exists, because the vacuous belief 
function (i.e., the set f~ itself) always strongly includes any belief function. 
As for consonant inner approximations, they do not always exist in the form 
of a nonempty random set. Indeed, if F '  is a fuzzy set acting as an inner 
approximation f 61, then X/o~, #e, (00) < Pl({w }), and the normality assumption 
maxo, efl #F(00) = 1 leads to the requirement that maxo~fl Pl({00}) = 1. This 
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condition is fulfilled only by random sets whose focal sets globally intersect, hat 
is, (7 i=l, nAi # ~" These are called consistent random sets, thus point out the 
fact that such random sets do not contain contradictory pieces of information. 
The following result holds (Dubois and Prade [8]). 
PROPOSmON 1 The optimal inner consonant approximation of a consis- 
tent random set 61 is unique and is the fuzzy set F .  whose membership 
function is the contour function of 61. 
Hence the best inner approximation is given by Eq. (7) when 61 is consistent. 
When its focal sets have no global intersection, the inequality H.(A) _< PI(A), 
VA (where H. is the possibility measure derived from F . )  holds, but not the 
inequality N.(A)  >_ Bel(A), generally (where N .  is the necessity measure dual 
of H.). Indeed, F .  is subnormalized, and its equivalent consonant random set 
61. is such that the mass allocated to the empty set is positive (and equal to 
1 -max tLF.). The definition ofBel = N .  given by (1) does not make sense in 
that case and must be modified so as to forbid m.(~5) in the summation, where 
m.  is the mass assignment for 61.. In this paper, only nonempty random sets 
are considered; see Dubois and Prade [31, 8] and Oblow [33] for the extensions 
of Bel and P1 when m(~)  > 0. 
Another interesting family of belief functions is obtained when the focal sets 
form a hierarchy. In other words, the graph whose nodes are the focal sets 
A1 . . . .  ,An and whose arcs are defined via the inclusion relationship ((Ai, A j) 
is an arc if and only if Ai C_ A j) forms a directed partition tree. Equivalently, 
Vi, j ,  Ai C_ Aj  or Ai fq Aj  = ~.  These types of belief functions have been 
considered by Shafer and Logan [9] and by Gordon and Shortliffe [34] and 
combine the features of probability and possibility measures--disjointness and
nestedness of focal sets, respectively. In the following, we no longer consider 
these structures but focus on the outer possibilistic approximations. However, 
it is clear that hierarchical pproximations are worth studying in a next step. 
3.3. Construction of Outer Approximations 
So far we know how to construct probabilistic and possibilistic inner ap- 
proximations, but constructing possibilistic outer approximations in the sense 
of weak inclusion is not easy at first glance, because weak inclusion cannot be 
described in terms of focal set inclusion in a simple way. However, it is easy 
to build an outer approximation i  the sense of strong inclusion. We suggested 
a procedure for doing so in an earlier paper [7]. 
Let 61 be a random set with focal sets Al . . . . .  An and masses ml . . . . .  ran. 
Let f~ = {601, oJ2 . . . . .  00N} where N = [f~l. Let o be a permutation of 
{1, 2 . . . . .  N} and define Eft = {O~o0), oo(2) . . . . .  oo(j)}. An outer approxi- 
marion R ° can be defined whose focal sets all belong to {E~ ]j = 1, N}, so 
that R °, whatever it is, is consonant and equivalent to a fuzzy set F ° . The mass 
assignment m~ is established by the following procedure. 
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O ~  MASS ALLOCATION Paoc~m~ For any focal set Ai of  61, let 
fo(i) = min{j, Ai C E~ }. Clearly, fo(i) is defined for all i, because 
E°N = t ,  Vo. Then 
m~ = E mi Vj = I, N 
i: fo (i)=j 
where my denotes mo (E~). 
The mapping fo  clearly assigns any focal set Ai of 61 to the smallest focal 
set of F ~ that contains it, with a view to minimizing imprecision. Of course, 
generally the inclusion Ai c_ E°fo(i) is strict; that is, some precision is lost. It 
is a trivial matter to prove that 61 C_ F ° (strong inclusion). Of course, there 
are still N!. ways to choose o. Note that the above procedure works even if the 
random set used for approximation is not consonant: Given any family ~: of 
subsets of f~ such that Vi, Ai c_ B for some B E ~:, the optimal mass allocation 
procedure gives a random set that strongly includes 61. 
Moreover, there remains the problem of relating the fuzzy sets that strongly 
include 61 with those that weakly include it. This problem and the one of 
comparing the F ° 's are solved by the following result. 
PROPOSITION 2 For any fuzzy set G such that VA, BeI(A) > N(A), where 
N is the necessity measure associated to G, there is a permutation o such 
that F ° C_ G. 
Proof Let a be a permutation induced by G, that is, 
gO(60o(1)) -->/.tO(O0o(2)) E "'" --> I, tG(OOo(N)). Then 
Bel(E~) = ~ m, = y~ mg= No(E~) (associated to F °) 
Ai CE~j k <_j 
Indeed, No(E~) = ~-~ACE~mo(A) = ~'~EOkCE~m~ and Vk, k <_j in this 
summation. Now Bel(E~)-_> N(E~), Vj = 1 ,N  implies No(E~) >_ N(E~), 
Vj = 1, N.  Denote :t~ = #~o(oJj), :tj = #6(o~j) for short. Due to consonance, 
N(E~) = 1 -:to(j+l), Vj = 1, N - 1. Similarly, No(E~) = 1 - -  : to ( j+ l ) ' °  Hence 
:to(j) _> :to°(j), Vj = 2, N.  Besides, :too) = :t~(1) = 1, because G and F ° are 
normalized. 
This result has three consequences: 
1. Any fuzzy set that weakly includes a random set also strongly includes it. 
The two notions of inclusion coincide here. 
2. Let ~ be the set of normal fuzzy sets on f~, and let ~:+(61) be the set 
of consonant outer approximations of 61 (in the sense of weak or strong 
inclusion). Then {F °, for all permutations o } contains all the minimal 
elements of ~+(61). 
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3. The membership grades x~(i) are defined by 
o xati) = 1 -BeI(E~_I)  Vi = 1, N (14) 
Note that the equivalence between strong and weak inclusions does not hold 
for inclusion of fuzzy sets in random sets. For instance, the optimal inner 
approximation of a random set is generally not strongly included in 61. 
COUNTEREXAMPLE Let 61 = {(A, m), (B, 1 - m)} with A N B : ~ ,  
NB ~ ~,  1 >m >0.5. Then 
0 
m 
pr .  (o,) = 
1 -m 
1 
i fw ~A tAB 
ifw EA fq/~ 
ifw EA nB 
ifw EA nB 
the focal sets o fF .  are {A NB,  B, A tA B}, and m. (A  tA B) = 1 - m >0,  
but A tAB is contained in no focal set of 61. 
3.4. Minimal Outer Approximations 
All fuzzy sets F ° are not minimal elements of ~+(61). For instance, if 6t is 
consonant and equivalent to F, then rain ~+(61) = {F } only. In the following, 
the nonminimal elements among the F ~ are discarded. 
First, note that instead of a permutation o on the elements of f~, a permuta- 
tion p on the focal sets AI,  A2 . . . . .  An of 61 can be used to produce a nested 
sequence of focal sets for an outer approximation. That is, consider the family 
S~ = Ap(1), S~ = Apo ) tAAp(2) . . . . .  SOn = Apo ) t3 ...  tAAa(n), and let F p be 
the fuzzy set generated by the optimal mass allocation procedure described in 
Section 3.3. Note that the mass raP(S~) ~= m~ allocated to S~ may differ from 
rap(i). Indeed, we may have Ap(i) C S~ for some j < i, and the optimal mass 
allocation algorithm assigns mp(i) to S~ such that k = min{j, Aa(i) C_ S~}. In 
o a some sense, the use of S~, S~ . . . . .  SPn is more natural than E l ,  E 2 . . . . .  E~v 
because the former sequence already uses some information about 61 and the 
latter does not. Moreover, SPn is generally a strict subset of E~, = [2, because 
the support [.j i-1 nAi is exactly Sn p. The following result explains the differ- 
ence between {F~IP permutation of (1, 2 . . . . .  n)} and {F°Io permutation of 
(1, 2 . . . . .  N)}. 
PROVOSmON 3 Vp, 3o, F p = F °. 
Proof Define o such that /ZFp(60a(l) ) > /XF~(C0a(2) ) ~ ..- :> pFp(COa(N) ) SO 
that the or-cuts of F p are among the E~ by construction of o. Then, clearly, 
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Vi = 1, n, S~ = E~ for some j ,  although n may be greater than N; indeed, if 
n > N,  it only means that the S~'s are just not all distinct. Now if E~ ~ S~, 
Vi = 1, n, then m s = 0. Indeed, let k and k' > k such that S t C S~, and 
St = S~+l P k'  . . . . .  Sk,_ I if > k + 1. Then if Ej is nested between S t 
and St, ,  there is no Ai such that Ai C E~ and Ai ~ S t. Hence Vi = 1, n, 
fo(i) ¢ j .  
Hence {F p IP permutation of (1, 2 . . . . .  n)} is a subset of {F ~ [tr permutation 
of (1, 2 . . . . .  N)}. The next result points out the outer approximations F ° that 
are not optimal. We assume here that the Ai's are all distinct. 
PrtOPOSlrlON 4 I f  F ° is such that A,O) c_ S t for some k < i, and St # S~, 
then FP is not a minimal outer approximation of  61. 
Proof For simplicity we assume that an outer approximation F of 61 is 
built from the sequence A1, A2 . . . . .  An with Si = Uj=I.iAj. Assume also 
that Ai c Sk, Ai ~- Sk-1, Sk ¢ Si, for some k < i. Applying the mass allo- 
cation algorithm to 61 --- {(Ai, mi), i = 1, n} leads us to consider f ( j )  = 
min{ilAj c St} and assign m) & ~-~l:f(l)=jml to Sj, for j = 1, n. Generally 
I my ¢ mj (e.g., mi is allocated to Sk, not to Si). For instance, f ( i )  = k. 
Consider a permutation r obtained by inserting Ai between Ak- i  and Ag in 
the above sequence, while shifting the other Aj,  j > k. It is easy to see that 
S~ =Sj  fo r j  < kand j  > i,S~ =Sk_ l  UAi cSk;S~ =Sj_l  fo r j  -- k+ l ,  i 
(hence S~ c_ S j). Clearly, if Sk = Si, then the nested sequences S1 , . . .  ,Sn 
and S[ . . . . .  S~ generate the same outer approximation. This is why Sk ~ Si 
is assumed. That is, S~ is not among the Sj's. Now f~(j) = f ( j )  for j < k, 
j > i; f~(j) < f ( j )  + 1 for j = k, i - 1; fr(i) -- k. This is because S~ is the 
smallest set in the sequence containing Ai, moreover, A j, j = k, i - 1, were 
assigned to Sf(j) and may be assigned either to St with 1 = f ( j )  + 1 (due to 
the shift) or to S~ ( i fA j  c_ Ak-! UAi[). As a consequence, 
~F(W) = y~m[ > ~F(W)--mi 
I=k, n 
___~ / / ,F ' / ' (0))  = ~ m; 
I=k+l ,  n 
/XF(W) = tZFr(OJ) otherwise 
Vu e S i+ l -S~ 
The inequality holds because m~ includes mi, but m~+ i , m~+ 2 . . . .  do not, and 
all weights m[ <_ mr_ 1 for I = k + 1, n, and m~+ 1<_ m~ - mi. Hence F ~ c F ,  
and F is not minimal. 
As a consequence, the set rain ~+(61) of minimal elements in ~+(61) contains 
only F p's such that Vi = 2, n, Apo ) (L S~, for any k < i such that S~ ~ S~. 
In particular, if Apo ) C Ao(j), then we must have i < j .  Note that if all the 
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Ap(i-1) 
, o 
Figure 1 
S~ are distinct and Ap(i) f~ S~, Vk < i, then m~ = mo(i) since Ao(i) ¢ S~_l, 
Vi = 2, n. Proposition 4 expresses that the permutation P should be chosen so 
as to maximize the number of S t 's  that are distinct. This ensures that each Ai 
is approximated by a set S o that includes it as closely as possible. 
The case when S~_ 1 = S~ occurs either because of Ap(i) C_ S~ for k <_ i - 1 
where S~ ¢ S~ (nonminimality) or because Ao<i) - S~_ z = Ap<i-1) - S~_2 (el. 
Fig. 1). Then it is clear that permuting i and i - 1 does not change the set of 
focal sets. Now it remains to prove that all outer approximations F p such that 
Ap(i) q~ S~ Vi -- 2, n; Vk < i, unless S~ = S~ (15) 
are minimal. It is enough to indicate that there is no inclusion relationship 
between two such outer approximations F p and F T. Indeed, assume first that 
p(1) ¢ r(1). Then Aoo ) ¢ At(l) and Ao( D ~ A~O ), A~(1) q~ AoO), because P
and r satisfy condition (15) and F ° has a core that is different from that o fF  ~ ; 
this forbids any inclusion relationship. Now if 3k, p(i) = r(i), i = 1, k - 1 
and p(k) ¢ r(k) with S~ ¢ S t,  then, because of the above condition, neither 
S~ C S t nor S t c S~ holds. Moreover, m E > 0 and m~ > 0. Hence F ° and 
F T have one level cut each for which no inclusion relationship holds. Again, 
F p and F"  cannot be included in one another. 
In conclusion, the following proposition holds. 
l~oPosmoN 5 min ~+(61) = {FO such that Vi = 2, n, Vk  < i, S~ ¢ S~ 
implies Ao(i ) q~ S~ }. 
This result is coherent with the fact that F is the best approximation of itself, 
and implies that when 61 is a probability measure on f~ with P({¢0i }) ¢ 0, Vi, 
then ~T(61) contains all F ° for all permutations of elements in f~. 
3.5. Strong Inner Approximations of a Random Set 
It has been indicated in the foregoing that given a fuzzy set F and a random 
set 61, the weak inclusion of F in 61 is not enough to conclude that F is strongly 
included in 61. In order to characterize fuzzy sets that are strongly included in 
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61, a simple idea is to use the notion of complement of a random set (see 
Section 2.3) and the order-reversing property of complementation with respect 
to inclusion, <R C_ F <=~ P c_ 6t. The following definition then obviously makes 
sense: F is a maximal strong inner approximation of 61 if and only if it is 
the complement of a minimal outer approximation of ~.  
Recall that if 61 = {(Ai, mi), i ---- 1, n}, then 61 = {(/]i, mi), i = 1, n}. 
Let O be a permutation of {1, 2 . . . . .  n} such that FP is a minimal outer ap- 
proximation of 61, so that the fuzzy set G = Fp is a maximal strong inner 
approximation of 61. Using De Morgan's laws, we arrive at the dual result 
of Proposition 5. That is, let O be a permutation of {1, 2 . . . . .  n}, and let 
T~ = Ap(l) NAp(2) N .-. AAo(i ), i = 1, n, with m(T~) = m~, defined via a 
mass allocation procedure dual of the one of Section 3.3, that is, 
gp(i) = min{jlT~ c_ Ai} 
m~= ~ m p(y) 
j :  i=ga(j) 
Let ~-(61) be the set of strong inner approximations of 61 by fuzzy sets. 
PRoeosrnoN 6 V61, max ~-(61) = {G o such that Vi = 2, n, Vk < i, 
T~ ¢ T~ implies T~ f~ Ap(/)}. 
Clearly there are cases when ~ (61) is empty [remember that here we rule out 
subnormal random sets, such that m(~)  > 0]. More precisely, ~-(61) = 
as soon as the core e(61) = [7 i=l,nAi is empty, and only in this case. We 
already know that in this case weak inner approximations do not exist either. 
When C(61) ~ ~,  the best weak inner approximation generally differs from the 
maximal strong inner approximations. For instance, for 61 = {(A, m), (B, 1 - 
m)} of counterexample 1, the latter are {(A, m), (A NB, l -m)}  and {(B, l -  
m), (A A B, m)}. 
Finally, we cannot use the same concept of order reversibility to derive weak 
outer approximations of 61 from inner approximations, because complementa- 
tion is not order-reversing with respect o weak inclusion. This is consistent 
with the fact that strong and weak outer approximations coincide but strong and 
weak inner approximations do not. 
3.6. Minimizing the Imprecision of the Outer Approximations 
A random set is a model for a piece of information tainted with uncertainty 
and imprecision. Uncertainty is expressed by the mass function; imprecision is
expressed by the size of the focal sets. If A is a subset of [2 containing the 
possible values of a variable X, then the larger A is, the more imprecise is the 
piece of information "X  E A . "  The amount of imprecision in the finite case is 
simply evaluated by the cardinality [A[ of the set A. 
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Cardinality is easily extended to random sets by means of the expectation 
1611 : ~ milAil 
i=l,n 
It is compatible with the strong inclusion 61 c_c_ 61' implies 1611 ~ 161'1. 
When 61F is a consonant random set equivalent to a fuzzy set F, it is easy 
to verify the identity (Dubois and Janlent [35]) 
o~Ef~ 
where [17 1 is the scalar cardinality of a fuzzy set first proposed by De Luca 
and Termini [36]. More generally, the identity I F . I  = 1611 holds between the 
cardinality of a random set and that of its consonant projection, even if 61 is 
not consonant. Indeed, the following identities hold: 
~- '~#F. (o J )=~ ~ mi= ~ ~mi= ~mi~Ai l  
o~ oJ i :A igw i=l ,no~EAi  i=l,n 
When 61 is equivalent to a probability measure, then 1611 = 1, that is, prob- 
ability measures contain no imprecision. Note that the cardinality 1611 is what 
Vorbraak [14] calls a Bayesian constant. This remark enables Vorbraak's ap- 
proximation method to be interpreted as an extension of the transformation f 
fuzzy set membership into a probability measure by simple rescaling of the 
membership grades. The converse transformation is another rescaling transfor- 
marion in which probabilities of singletons are divided by the probability of 
the most probable singleton (so as to get a normal membership function). It 
is well known that the possibility distribution so obtained may not contain the 
original probability distribution in the sense of weak (hence, strong) inclusion 
(see Dubois and Prade [37], pp. 258-259). Consequently, Vorbraak transfor- 
mation of a random set 61 into a probability measure may give a result that is 
not included in 61. 
The fuzzy set cardinality and similar imprecision i dices play a role similar to 
that of entropy (Jaynes [38]) in probability theory (see Klir and Folger [6]). That 
is, given some constraints acting on a fuzzy set, its membership function can 
be determined by maximizing the index of imprecision of the fuzzy set under 
these constraints. The problem of outer approximations is exactly opposite. 
The "true" information is known, it is a random set 61, and we are lookin~g for 
the best approximation, one that is as precise as possible. Since min ~' (61) 
contains more than one dement, one may think of discriminating further using 
the cardinality as an imprecision index. We consider the following problem: 
Find F in the set rain ~T(61) such that IF I is minimum. 
This problem is equivalent to a one-machine scheduling problem in operations 
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research (Carlier and Chrttienne [39]). Let {O1, 02,-.. ,  On } be n operations 
to be performed in some sequence on a machine. The set of operations is 
equipped with a partial ordering that expresses precedence constraints between 
some operations. Let p be a permutation of { 1, 2 . . . . .  n } defining a sequence 
of operations. Let t; be the time for performing operation Op<i). This time 
is assumed to depend upon the sequence of the i - 1 operations performed 
earlier on the machine. Let ci be the cost of keeping product i in process in 
the workshop for one time unit. Consider the problem of finding p so as to 
minimize the overall storage cost Ei=l,nCi Tp (where T p = Ey=l,it~) under 
the precedence constraints. In our approximation problem, it is easy to identify 
the components of the scheduling problem: 
• The operations are the focal sets A1 . . . . .  An, and the partial ordering is 
induced by conformity with the minimality condition of Proposition 5. 
• The cost ci is the mass mi. 
• The finishing time T; stands for the cardinality IS;I. 
Indeed, IFPl = )-~i=1, n IS;I m;, and the "processing times" are thus of the form 
IS; - S ;_ l  I = ~)  - sL1  I. 
A well-known scheduling case corresponds todisjoint focal sets. Then, there 
are no precedence constraints between the hi's, and the objective function 
simplifies due to IS;I -- ~j=~,ilAp0) l:
IFPI= E \j=l,/(Ei~Ip(j)I/mo(i)=EJAP(j)Imp(i) (16) 
i=l,n j<i 
It is well known (see, e.g., Carlier and Chr~tienne [39], p. 202) that he optimal 
permutation p must be chosen such 
mpo.__.2_) > mp(2) > . . ,  > rap(n) (17) 
I ao . ) l  - Iao(2)  l - - IAo(n) l 
The most difficult case is when the Ai's are not disjoint, nor do they form a 
nested sequence. Let Fbe  equivalent to {( LJj=l.iAi, mi)[i = 1, n}, and let F '  
be obtained by permuting Ak and Ak+l in the sequence A1, A2 . . . . .  An. Then 
[F'[ - IF[ = mk+l ISk-i UAk+I[ 
+ (mk -- mk+l)lSk-1 L.JAk UAk+ll -- mk ISk-i OAk[ 
where Sk-1 = LJi=l,k_lai.  Noting that 
[Sk-I Oak UAk+ll  - [Sk-10Akl  = [Ak+l - -Sk- l l  
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we know that 
mk < mk+l 
IF ' l  _< IFI iff IAk - -Sk- i  t-JAk+ll [Ak+l --Ski 
Note that this inequality holds when Ak+l -- Sk-i  C_ Ak -- Sk-l  regardless 
of mk, mk+l in accordance with Proposition 5. Achieving this inequality by 
pairwise permutations leads to an improvement in the solution until a fuzzy set 
F a is attained such that, when all S~ are distinct, 
mp(,__ L > mp(2) > rap(3) > ...  > mp(n) (18) 
Ihp(1) l . . . .  lAp(2) - S~l IAa(3) - S~l lApin) _ Sn_l l a  
F a is a local optimum in the sense that if one of the above inequalities i lost 
by permuting two terms, the obtained fuzzy set F a~ is such that IFaPl > IFal . 
Unfortunately, if permutation p does not satisfy (18), that is, if 
mp(k) mp(k+l) < 
lap(k) - S~_ l l  IAp(k+l) -- S~I 
then permuting k and k + 1 may fail to improve the situation. We may have 
mp(k+l) mp(k) < 
IAa(k+l) -- s _ll lAp(k) - S~_ 1 U Ap(k+l) l
again, since the two strict inequalities above are compatible. This fact indi- 
cates that minimizing IF I is not a simple problem, generally. The analogy with 
scheduling indicates that it is, in fact, an NP-hard problem (see, e.g., Carlier 
and Chr&ienne [39], pp. 244-259). 
Since the inequalities (17) are a special case of (18) when focal sets are 
disjoint, (18) suggests a heuristic method to derive a consonant outer approxi- 
mation of a random set (R with small enough cardinality. The idea is to build a 
permutation p such that F p is a minimal outer approximation that satisfies (18) 
by selecting Aa(1), Aa(2) . . . . .  Aa(n ) in turn, simply maximizing the terms 
ma(i)/lAp(i) - Sf- i  I 
j = p(i) must be chosen such that Vk not selected yet, Ak ~ S~_ l UAj .  The 
case when Ak C_ S~_ l t3Aj andAj c_ S~_ 1 UAk exists. It is when Ak -S~_ l = 
Aj  - S~_ 1. In that case, S~_ t t_JAy = S~_ 1 UAk; that is, there will be equal 
terms in the sequence of focal sets S~'. This can be dealt with if 5:i_~ = 
{Aj -S~_ l [j not selected yet} is ranked according to the inclusion relationship 
and A j  -S~_ 1 is selected as a minimal element in 5:i-l. All elements Ak such 
that Ak -S~_t = A j  -S~_ 1 must be selected at once, because they will generate 
a single S~ = S~_ 1 t.JAk = S~_ 1 t_JAy. These considerations are embedded in 
the following algorithm. 
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A2 
Figure 2. Diagram for Example; numbers represent cardinality of surrounding areas. 
ALGORITHM FOR MINIMIZING CARDINALITY 
L ={1,2  . . . . .  n}; Sg=~;  k=0 
Do while L # 
5: = {Aj -S~,Ij eL}  
5:* = {B ~ 5: I B minimal for inclusion} 
For each B E 5:* compute 
I(B) = {j E LI B =Ay -S~} 
m(B) = ~ mj 
jEI(B) 
Select B E 5:* such that m(B)/IB[ is maximum 
p(i) E I(B) for i = k, k + I(B) 
L L - I (B ) ;  P = Sk+2(B) = S~ u B; k - -k  + I/(B)I 
This heuristic method is the counterpart of the weighted shortest-processing- 
time priority rule in scheduling, where operations have a higher priority when 
they are short and have a high weight. Here we select focal sets that have high 
weights and small additional area with respect o the current S~, thus favoring 
both confidence level and precision. However, the selection criterion of B in 
5:* can be changed [e.g., IB[ minimum, m(B) maximum . . . .  ]. If all B's in 
5:* are selected to form several permutations in parallel, then all elements in 
rain ~+(~) are produced. 
EXAMPLE Refer to Figure 2, the masses o fA l ,  A2, A3, A4 are given by: 
ml = 0 .3 ,  m2 = 0 .2 ,  m3 = 0 .4 ,  m4 = 0 .1 .  
Step 1. L = {1, 2, 3, 4}; 5: = {AI, A2, A3, A4}; 5:* = {A1, A3, A4}. 
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optimal -.
1234 2.1 +3.4+8.4+ 2 .6= 16.5 
1243 2.1 + 3.4 + 2.2 + 10.4 = 18.1 
1324 2 .1+5.2+4.2+ 2.6= 14.1 
1423 2.1 + 1.5 + 4.4 + 10.4 = 18.4 
1342 2 .1+5.2+2.1+ 5.2= 14.6 
1432 2.1+ 1.5 +8.4+ 5.2= 17.2 
3142 2 .8+3.9+2.1+ 5.2= 14.0 
4132 1+4.5+8.4+ 5.2= 19.1 
3412 2.8+ 1 .7+6.3+ 5.2= 16.0 
4312 1 +6.8+6.3+ 5.2 = 19.3 
3124 2 .8+3.9+4.2+ 2.6= 13.5 
4123 1 +4.5 +4.4+ 10.4= 20.3 
I(B) contains only one element; I(Ai) = {i}, for i = 1, 3, 4. 
m3 0.4 mt 0.3 m4 0.1 - -  >__  - -  >__- -  
[431 7 Ia~l 7 [441 tO 
o (1)=3 
Step2. L ={1,  2, 4} ;~ ={A1-A3, A2-A3, A4};~* ={AI-A3, A4}. 
ml 0.3 m4 0.1 
[41 -Asl 6 [441 10 
p(2)  = 1 
Step3. L = {2, 4}; 5 :={A2 - (A1UA3) ,A4  -A l}  = i f * .  
m2 0.2 m4 0.1 
[42 - (A1UA3) I  8 ~a4 -A l l  8 
p(3) =2, p(4) =4 
and 
IFPl = [43lm3 + [43 UAt lml  + [A3 UAI UA2lm2 
+ ]AI UA2 I.JA3 UA4Om4 
=7 x 0.4 + 13 x0.3 +21 x 0.2 +26 x0.1 = 13.5 
It can be checked that ~FP I is indeed minimum by checking the 12 possible 
fuzzy sets in rain ~:+(St); see Table 1. Note that inequalities (18) hold for 
permutation 3124. 
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Although minimizing IF[ is meaningful, it does not mean that it is the fuzzy 
set that "best looks like" the random set 61. For instance, one may wish (see 
Dubois and Prade [8]) that F and the consonant projection F .  of 61 rank the 
elements of f~ in the same order, a permutation o'. In that case, we would 
be led to choose o'  such that #F. (Wo,O)) > #e. (wo,(2)) > " .  > #F. (wo,tn)). 
However, F .  may not correspond to a permutation of the focal sets and is 
generally not of minimal cardinality. For instance, in the above example, 
L(F . )  = {AI NA3, (A2 NA3) U(A1 NA4), A2 N(A1UA3), A1 UA3, 
A1 UA3 U(A2 NA4), A2 UA3, A2 UA3 UA4} 
and using the mass computation algorithm of Section 3.3, we get the following 
outer approximation of 61, denoted F* as in Ref. 8: 
F* = {(A2 n (A1 UA3), 0.3), (AI UA3, 0.4), 
(Z2 UA3, 0.2), (A2 UA3 UA4, 0.1)} 
which is not in min ~+(61). Indeed, it contains F ~ where a is permuta- 
tion 1324. However, it does not mean that F ~ looks more like 61 than F*.  
This fact is particularly patent when 61 involves some symmetry. For in- 
stance, if 61 = {(A, 0.5), (B, 0.5)} where ANB#~,  ANB#~,  and 
[A -B  I = I B -A I ,  thenF .  = {(A NB, 0.5), (A UB, 0.5)} andF* =A UB 
while there are two elements in min ~t+(61): F1 = {(A, 0.5), (A UB, 0.5)} 
and F2 = {(B, 0.5), (A UB, 0.5)}, neither of which preserves the symmetry 
of 61. Another example of the same kind is given in Dubois and Prade [8]. 
Hence the outer approximation F* induced from the inner approximation F .
better preserves the symmetries of the initial random set. 
Instead of building an outer approximation of 61 from F . ,  we might as well 
wish to use the ordering induced from the probability measure fi that is obtained 
by the principle of insufficient reason [Eq. (13)]. 
On the whole, there are three criteria (at least) to select a consonant outer 
approximation of a random set--Minimize IF I, use the consonant projection 
F . ,  use the probability measure f i--al l  of which sound reasonable. Moreover, 
they coincide when 61 -- 61F is consonant and, as will be seen now, when 61 
is equivalent to a probability measure. 
3.7. Consonant Approximations of Probability Measures 
This section applies the above results to the case when the random set is 
equivalent to a probability measure P defined by weights P l ,  P2 . . . . .  ply such 
that ~-~i=l,NPi = 1. We assume without loss of generality that Pi > O, Vi. 
In that case, permuting the focal sets and permuting the elements of f~ are 
equivalent. Hence there are generally Aft. distinct fuzzy sets F ° in min ~+(P). 
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In the random set case, the fuzzy set F p corresponding to a permutation p 
of the focal sets A1 . . . . .  An has membership grades 
gp.(co) = ~ m~ Vw E f~, (19) 
ES~ 
which in the probabilistic ase reduces to o = p, and 
(co) = ~ po(j) Vw E f~ (20) gFo 
that is, for Wo(j), gF~ (Wo(j)) = ~-~k=j, NPo(k) since E~ = {O~o(1) . . . . .  Wo(k) }. 
This result was first proposed by Ddgado and Moral [26]. In the following, 
gF-(w~(j)) is denoted w~(j). In order to select among the F ~'s, one may think 
of two criteria: 
1. Use Zadeh's probability/possibility compatibility index [20]. That is, given 
a possibility distribution gF and a probability assignment p, C(p, F)  is 
defined as 
C(p, F) = ~ PilZF(O~i) 
i=l,N 
and is the probability of the fuzzy event F (Zadeh [40]). Maximizing 
C(p, F)  given p tends to best locate F with respect o p. This criterion 
was used by Civanlar and Trussell [41]. 
2. Minimize the cardinality IF°l as above. 
The following result indicates that C(p, F)  cannot discriminate among the 
minimal elements of ~+(P). 
PROPOSmON 7 Vo, 
Proof 
'( C(p ,F° )= ~ 1+ Pi 
i=I,N / 
C(p, F e) -- y]~ po(i)lr:(i)= ~ P~(i) ~ Po(j) 
i=l,N i=l,N j=i,N 
= ~Po(i)"Po(j) = ~ P~ + ~Po(i)"Po(j) 
i<_j i=l,N i>j 
Noting that (~-~4=l,NPo(i)) 2 2 = ~-']~i=l,NPi + 2~-]~i<jP,,(i)"Po(j) : 1, Va, it is 
enough to substitute ~-~i<jPo(i)"P,~(j) by (1 -~i=t,Np2i) /2 in the expression 
for C(p, F ~) to get the result. 
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Since C(p ,  F °) does not depend on o, it is more interesting to minimize 
[F°[. The optimal fuzzy set F ~ with minimum cardinality is obviously obtained 
from a permutation t~ that ranks the Pi 's  in decreasing order; this is an obvious 
consequence of inequalities (17) when the Ai 's  are singletons. We have already 
proposed this optimal transformation [31], as leading to the smallest fuzzy set 
(in the sense of inclusion) compatible with P [i.e., N(A)  <_ P (A)  <_ I I(A), 
i.e., weak inclusion, equivalent to the strong one here], and with the same 
shape as P [i.e., Pi >_ P j  ~ IzF(o~i) >_ #F(o~j)]. We noted in [8] that F ~ also 
corresponds to a permutation of f~ induced by the consonant projection F .  of 
P, since #F. (o~i) = Pi,  Vi. In that sense F ~ is not only of minimal cardinality, 
but also looks most like P. 
Noting that the transformation P ~-~ F ~ is invertible, it is interesting to con- 
sider the converse transformation 
P~(i) : ~'~(i) -- ~r#(i+l) (21) 
where the superscript # on ~r~(i) has been dropped for simplicity. This for- 
mula is the same as the one that defines the mass function of the random set 
(RF~ associated to F ~, that is m(E~) = lr~(i) - r~(i+l). In (21), however, 
the whole mass is given to ~0s(i); this transformation F ~ ~-+p~ is quite dif- 
ferent from the one mentioned in Section 3.2, which equally shares the mass 
m(ET) among elements of E~ [i.e., 15 in (13)]. The latter sounds more nat- 
ural as a least-commitment transformation from a fuzzy set to a probabil- 
ity measure than (21). Moreover, it preserves the ordering of the elements 
in f~ induced by #F(W), a property that generally does not hold true for 
reciprocal transformation (21). More specifically, given P on f~ such that 
Pl  >_P2 >_ "'" >_PN, the fuzzy set F s = F such that #F(~0i) = ~j=i .  nPi 
is such that ~F(t.Oi) --ftF(Wi+l) ___~ ftF(0)i+l) --ftF(Wi+2) by construction; but not 
all fuzzy sets such that #F(O~l) = 1 >__ #F(~02) _> #F(o~3)- •• are so. Hence the 
transformation p ~-+ F ~ via ~ maps probability measures on f~ on a special 
class of fuzzy sets; the converse transformation F ~-* P in (21) makes sense 
for any fuzzy set but generally does not preserve the ordering of f~ induced by 
#F, while the least-commitment transformation F ~-~ P in (13) does preserve 
this ordering. In conclusion, the most meaningful transformations F ~ P and 
P ~ F are not the converse of each other. 
Finally, given a random set tR and a best outer approximation F ° , let po be 
a probability measure defined by (21) from F ° , that is, Po<i) = ~ro~<i) - 7r~(i+~). 
The following result holds. 
PRoPosmos 8 Vo, (P° ,F  °) is an approximation o f  (R; that is, 
P°  c_ (R c_ F °. 
Proof It is enough to show that P° C_ (R. To see this it is sufficient o note 
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that 
_ o = N o (E  7 )  • o ° - -  N (E i _ l )  Pa(i) -- 7f°(i) -- ~0(i+1) 
= Bel(E~) - BeI(E~_I) (see the proof of Proposition 2) 
- - - - -E  mj - -  E mj= E mj  
A j CE~ A j _CE~_ 1 j : f o ( i)=j 
Hence P° is obtained by allocating each mj to some element in Aj. 
In fact, the property P° C 61 is a special case of a more general property of 2- 
capacities, that is, lower probabilities P .  that are order 2 superadditive. Namely, 
Va, the probability measure P ° such that Vi = 1, N ,  P o(i) = P .( ET ) -P  .( ET-I ) 
(with Eg = fi~) is such that P°(A) _> P . (A) ,  VA (see Chateauneuf and Jaffray 
[42]). Hence Proposition 8 can extend to more general lower probability func- 
tions than belief functions. In particular, given a permutation o on fL the set 
of numbers {P,(Eg)l i  = 1, n} can serve as the basis for defining not only a 
probability measure weakly included i n P ,  (po >_ p , )  but also a fuzzy set that 
weakly includes P ,  (i.e., No <_ P , ) ,  letting F ° be defined by a generalized 
form of (14), 
PROPOSITION 9 
Proof 
a 
wo(i) = 1 -P . (ET_ I )  Vi = 1, N 
l f  P is defined by (22) then No(A)  < P . (A) ,  VA. 
(22) 
o N orEo x N° (A)  = 1 -  max ~c°(i)= 1--Wo(k) = ~ k- l ]  
O~o0 ) f[ A 
Note that E~_ l C_ A; indeed, if o~o(j)C_A for j < k, then N°(A)  < 1 - 
• "~/) < 1 - r~(k) ,  which is wrong by assumption. Now by construction 
N(E~_ 1) = P . (E~_  0 < P . (A)  since P .  is a 2-capacity (and is thus monoton- 
ically increasing under inclusion). 
4. APPLICATIONS TO APPROXIMATE COMPUTATION 
In this section we give some preliminary results that suggest how consonant 
approximations of random sets can be used in actual calculations that involve 
belief functions; namely, the result obtained by Dempster's rule of combination 
can be approximated by the result of fuzzy set-theoretic intersection on conso- 
nant approximations. However, there are problems with the normalization step. 
The use of fuzzy sets in calculations with functions having random set-valued 
arguments i also briefly discussed. 
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4.1. Approximation of Random Cartesian Products 
Let F be a fuzzy set on ~~1 and G another fuzzy set on f~2, and suppose that 
F and G are outer approximations of (R and 8, respectively. Generally the fuzzy 
F x G defined by #Fx~ = min(#F, #6) is not an outer approximation of the 
random set 61 x 8 whose mass function mrs is defined by Dempster's rule on 
~1 x~:  
mrs(A x B) -- mr(A) ,  ms(B) (23) 
where ms and mr are the mass functions of  8 and (R. Let (RF and (RG be the 
consonant random sets equivalent to F and G. The random set (RE x (Re is 
a strong outer approximation of  (R x 8, but it is no longer consonant [8]. In 
order to get a consonant outer approximation of (R x 8, we can try to find the 
minimal outer approximation of (RF X (Re whose focal sets are among the set 
L(F  x G) of level cuts of  F x G. The following result in then obtained. 
PROPOSmON 10 The minimal outer approximation H of  (RE X (Re whose 
focal sets are in L(F  x G) has membership function/zn = min[#F • (2 -- 
t 'F) ,  t~C • (2 - ~) ] .  
Proof Let M(F)  UM(G)  = {cq, a2 . . . . .  c~n+l} with cxl :- 1 > c~2 > 
an > an+l = 0; let hi  = F~xi, Bi = G,xl. Let us apply the approximation pro- 
cedure described in Section 3.2 using the set L(F × G) -- {Ai × Bi, i = 1, n} 
for the outer approximation. Let mi --- oti - oti+l, i --- 1, n. Using this joint 
representation f (Re and (Re, it is necessary to let some Ai 's, as well as some 
Bi's, be equal, since IM(F )UM(G) I  > max[IM(F) l ,  IM(G)I], generally. 
Clearly, (RE x (Re is the nonconsonant random set {(Zi × B j, mi • m j), i = 
1, n; j = 1, n}. The focal sets included in Zi × Bi but not in Zi-1 × Bi- i  
are {Ai x Bj I j  < i} U {Aj x BilJ < i}. Hence the mass function of  the outer 
approximation is defined by 
m*(Ai X Bi) = m] + 2miE  m j, for i = 2, n 
j<i 
m*(Al X BI)  = ml 2 
Let (001, ~2) E (Ai x Bi) - (A i - i  x Bi_ l )  , that is, min[pF(OOl) , /~F(002) ] = ot i. 
Then 
]'/'n(0)l' ('02) = E m*(Aj x Bj) 
j>_i 
j~>i ( 2 ~,mk) )  = + 2m i 1 -- _ _  
• " k>j 
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=2 Emy + E m2 - 2 E mimk 
j>_i j>i k>j>i 
= 2°li -- E m2 - 2 E mjmk 
443 
j>i k>j>_i 
= 2~i - mj = 2(xi - ~2 
= [min[#F(OJ1), #O(c02)11" with [x]* = 2x -x  2 
The proposition follows from the fact that 2x -x  2 is strictly increasing on 
[0, 1], that is, H = F*  x G* with #F* (o~) = [#F(O~)]*. 
What this result tells us is that, given a suitable transformation f the marginal 
fuzzy sets F and G into F*  and G*, the result of Dempster's rule can be 
approximated using Zadeh's minimum rule. The resulting possibility measure 
on Ql x Q2 is an upper bound of the plausibility function attached to 6{F × 6{e. 
Note that it is well known that the best lower approximation (in the sense of 
weak inclusion) of 6{F × 6{0 is the fuzzy set F • G defined by #F.  O = #F • #0,  
since #F "#0 is the contour function of 6{F X 6{0 when #F and #o are the 
contour functions of 6{F and 6{0 (Shafer [5]). Hence the plausibility function 
P1 of  6{F X 6{0 is such that 
PI(C) c [ sup #F(O)l)' #0(602), sup #H(O)I, 002) 1 VC C ~1 x ~'~2 
L (o,1, ~)6C (~01, ~2)6C l 
Just to figure out how good this approximation behaves, it is worthwhile to 
calculate the worst case, that is, the maximal width of the above interval. This 
interval is of the form [a • b, min(2a - a 2, 2b - bE)]. It is easy to verify that 
maxa, b min(2a -- a 2, 2b - b E) - ab = 0.5 and is attained when a = b = 0.5. 
The approximation is thus never a trivial one (one never gets [0, 1] as the 
approximation i terval). 
When approximating 6{ x 8, the inner approximation must be derived as the 
product of the contour functions of 6{ and 8, respectively, rather than 6{F and 
6{o, of  course. 
4.2. Dempster's Rule and the Normalization Problem 
It is tempting to use this result for the computation of Dempster's rule on 
a single reference set f~ = QI = f~2. Dempster's rule between two belief 
functions can be decomposed into three steps: 
1. Combination. Compute 6t x $ on f~ x t~. 
2. Projection. Map 61 x 8 into an often subnormal random set 6t n $ on Q 
using the formula ran(C) = Y~.A~=cmrs(A × B). 
444 Didier Dubois and Henri Prade 
3. Normalization. Divide the mass mn by the factor 1 - mn(~)  =~ 3', and 
let mo(C)  = mD(C)/[1 - mn(~)] ,  VC # ~,  with mo(f~)  = O. 
The corresponding possibilistic rules are defined similarly: 
1. Compute F l G on f~ x f~, with some conjunction _1_, that is, #F±c = 
#F _1_ #C- Here we consider _1_ ----- minimum and product. 
2. Keep only the terms #F(O~) _1_ #6(~o) =~ #F±6(60). 
3. Normalization. Divide #F±a by sup #F±G & ~',~. 
Let us first consider _1_ --- product. 
It is well known (Shafer [5], Shafer and Logan [9], Dubois and Prade [8]) 
that the contour function of the intersection 6t N $ (steps 1 and 2) is the product 
of the contour functions of  61 and 8. Hence given two consonant random sets 
6IF and 6IG equivalent to fuzzy sets Fand  G, the contour function of 6IF X 6IG 
is #F " #C. Hence the possibility measure Hn based on distribution #F " #G is 
a lower bound on the plausibility function Pin based on (RE × 616. That is, 
Hn(A) < PIn(A) VA c f~ (24) 
and the fuzzy intersection F • G is a weak inner approximation of 6IF x 6Ic,  
as long as sup #F " #C = 1 [which implies mn(~)  = 1]. 
Unfortunately, inequality (24) is not preserved through normalization, be- 
cause 
= 1 - mn(~)  
-- Z mi .m]  _>max E 
10 
AiNBj#Q~ wEAi[-'IBj 
mi • my = sup #F " #C = 3', 
Hence the contour function derived from mo after normalization is such that 
(Fua [13]) 
Plo({oa}) _< #F(~) '  #G(~0) (25) 
3'T 
That is, the fuzzy set intersection, once normalized, cannot serve as a weak 
approximation of  the result of Dempster's rule; (24) can be preserved only by 
subnormalizing #F " #G, using 1 -- ran(O)  = ~¢ as a dividing factor. 
Let us turn to _L = minimum. In that case, we must compare the pro- 
jection of  6IF X 6IC (step 2) with the projection of its outer approximation 
F* N G* such that #F*c~* = min[#F • (2 -- #F), #6 " (2 -- #~)] established 
above. This projection step corresponds to a function ~a that maps Carte- 
sian product A x B to intersection A n B. Note that qo is monotonic under 
set inclusion, that is, A x B c C x D ~ A NB C_CAD;  hence the mono- 
tonicity theorem (eft Section 2.3) holds for this function. More specifically, 
(Re x 61o _C H = F*  x G* ~ (~F n (3{ e c F*  n G*. F* n G* is nothing but 
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the restriction of/~F* x6* to pairs (co, co) E f~2. As a consequence, 
VA C_ fl, IIH(A) = sup min[/xF.(co),/xG*(co)) >_ PIn(A) (26) 
¢o EA 
This is generally not true for the belief and necessity functions because 
61F n 61c may assign a positive weight to the empty set. In that case, Beln 
and Nn must be modified into [8] 
Beln(A) = ~ ran(B) = 1 - mn(~)  - Pin(,4) 
BCA 
(27) 
NH(A)  = sup tZH - I IH ( /~)  (28) 
Let k = inf{i IAi N Bi # ~ }. Then 
1-- sup lxF*f'G* = l -- otk(2 -- otg ) = (1-- otk )2 ---- ( l~,k--lmi ) 
Clearly, mn(~)  =- ~]i j'A, rva.-¢~ mi "mj >__ 1 -- sup/~F*C~* since Vi, j < k, 
Ai n Bj = ~.  Hence ~ere w~l-I~e no inequality between Beln(A) and NH(A) 
due to (26), and 1 -mn(~)  < sup/~v*r~.. Once again the normalization step 
may not preserve the inclusion F* NG* _~ 61F N 61e, because the inequality 
between ormalization factors is the wrong one. 
As can be seen from the above, Dempster's rule does not get along very well 
with random set inclusion because outer approximations of belief functions 
conflict less than the original belief functions whereas inner approximations 
conflict more. But the use of Dempster's rule with conflicting pieces of evidence 
can be challenged (see, e.g., Dubois and Prade [22, Chap. 4] for an overview 
on this question). Moreover, inequalities between plausibility and possibility 
functions can be preserved if F* N G* is normalized using 1 - mn(O)  instead 
of sup #F* c~*. But it is then an "overnormalization" that needs to be truncated 
by threshold 1, that is, 
1 
rain [1, 1 _ mn(Q~)#F.CX~,] 
Even if this result is not very encouraging for the computation of Dempster's 
rule with normalization, the approximation step may take place after Demp- 
ster's rule has been computed exactly. Indeed, if 611 has nl focal sets, 612 has 
n2 focal sets, the random set 6t resulting from Dempster's rule applied to 611 
and 612 maY have up to nl • n2 focal sets, some of which may have very small 
weights, and anyway the overall belief structure can be messy and scattered. 
Then some approximation step may be useful to summarize the belief function 
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for explanation purposes and to reduce the computational complexity of further 
combination steps, if another andom set 6t3 is to be involved in the computa- 
tion, provided that the approximation of 61 has many fewer than nl • n2 focal 
sets. 
4.3. Functions with Random Set Valued Arguments 
In Ref. 15 we considered the problem of computing a function f(x,  y) when 
(x, y) is described by a random set on f~ × f~, the domain of f .  The case when 
x and y correspond to independent random sets 61 and $ is considered by Yager 
[44]. The random set f(61, $) is then defined on the range o f f  (here, f~, for 
simplicity) by its mass function m f: 
mf(C) = ~ mr(A).ms(B) (29) 
C=f(A, B) 
where f (A,  B) = {f(tol, o~2)lo~! E A, o~z 6 B}. 
The case when x and y correspond to noninteractive fuzzy sets F and G is 
dealt with by the extension principle (Zadeh [45]), which is a basis of fuzzy 
interval analysis (see, e.g., Dubois and Prade [16]). That is, f (F,  G) is a fuzzy 
set with membership function 
I£f(F,G)(tO) = sup{min[pF(001), /,tG(0)2)] ble(tOl, 602) = 03} (30) 
Equations (29) and (30) are not directly related when 61 = 61F, $ = 61a 
because (30) does not assume that 61,~ and 61a are stochastically independent, 
but that they are on the contrary strongly dependent (Dubois and Prade [43]). 
However, (30) can be used to compute an approximation f (29) if we notice that 
F* x G* is an outer approximation of 61F X 61G and apply the monotonicity 
theorem of Section 2.3, that is, f(61F, 61C) C f(F*, G*) where F* and G* 
are defined as in Proposition 10, f(61F, 61C) is computed according to (29), 
and f(F*, G*) is computed according to (30). 
Generally (30) is far easier to compute than (29) because the u-cut of 
f (F,  G) is the image via f of th c~-cut F,~ x G,~ (see Ref. 16 or Ref. 22, 
Chap. 2). This result suggests a way of using fuzzy sets and the extension 
principle to approximately compute functions of random sets. 
Finally, using the fact that P.F ' gG is an inner approximation f 61F × 61e in 
the sense of weak inclusion, changing minimum into product in the expression 
of the extension principle (30), leads to computing an inner approximation of
f(61F, 61C). This product-based extension principle has also been studied in 
the literature (Dubois and Prade [16]). 
5. CONCLUSION 
This paper has provided basic results pertaining to the approximation of 
general belief unctions by simpler set functions, here consonant belief unctions 
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or equivalently possibility measures. It is based on the concept of random set 
inclusions. It seems interesting to use fuzzy sets as approximations of belief 
functions because computing with fuzzy sets is generally simpler than computing 
with belief functions (the former work on [2, the latter on 2fl). 
Further work can be carried out in various directions: extension to continu- 
ous spaces, the study of more elaborate approximations than consonant belief 
functions (e.g., hierarchical bodies of evidence), approximation of the weighted 
average rule (~ i  ct/ •Beli, with ~cti  = 1), or approximation of more general 
upper zmd lower probabilities by fuzzy sets. Special attention should be paid to 
the study of methods that can cope with unnormalized random sets, so as to deal 
with Dempster's rule in its full generality. At any rate, the notion of approxi- 
mation of belief function introduced here appears to be general and attractive 
for summarizing the contents of a complex belief function, and computationaUy 
promising. 
References 
1. Lemmer, J. F., Confidence factors empiricism and the Dempster-Shafer theory of 
evidence, in Uncertainty in Artificial Intelligence (L. N. Kanal and J. F. Lemmer, 
Eds.), North-Holland, Amsterdam, 1986, pp. 117-125. 
2. Hummel, R. A., and Landy, M. S., A statistical viewpoint on the theory of evidence, 
IEEE Trans. Pattern Anal. Mach. Intell. 10, 235-247, 1988. 
3. Shafer, G., The combination of evidence, Int. J. Intell. Syst. 1, 155-180, 1986. 
4. Smets, P., Belief functions versus probability functions, in Uncertainty and Intel- 
ligent Systems (B. Bouchon et al., Eds.), Lecture Notes in Computer Science, Vol. 
313, Springer-Verlag, Berlin, 1988, pp. 17-24. 
5. Shafer, G., Belief functions and possibility measures, in The Analysis of Fuzzy 
Information (J. C. Bezdek, Ed.), CRC, Boca Raton, Fla., 1987, pp. 51-84. 
6. Klir, G., and Folger, T., Fuzzy Sets, Uncertainty and Information, Prentice-Hall, 
Englewood Cliffs, N.J., 1987. 
7. Dubois, D., and Prade, H., Fuzzy sets and statistical data, Eur. J. Oper. Res. 25, 
345-356, 1986. 
8. Dubois, D., and Prade, H., A set-theoretic view of belief functions--logical oper- 
ations and approximation by fuzzy sets, Int. J. Gen. Syst. 12, 193-226, 1986. 
9. Shafer, G., and Logan, R., Implementing Dempster's rule for hierarchical evidence, 
AI  33, 271-298, 1987. 
10. Shafer, G., Shenoy, P., and Mellouli, K., Propagating belief unctions in qualitative 
Markov trees, Int. J. Approximate Reasoning 1,349-400, 1987. 
11. Chatalic, P., Dubois, D., and Prade, H., A system for handing relational de- 
pendencies in approximate r asoning, Proceedings, International Expert Systems 
Conference, London, 1987, pp. 495-502. 
448 Didier Dubois and Henri Prade 
12. Kohlas, J., Conditional belief structures, Report No. 131, Institute for Automation 
and Operations Research, Fribourg, Switzerland, 1987. 
13. Fua, P., Using probability density functions in th framework of evidential reasoning, 
in Uncertainty in Knowledge-Based Systems (B. Bouchon and R. R. Yager, Eds.), 
lecture Notes in Computer Science, Vol. 286, Springer-Verlag, Berlin, 1987, pp. 
103-110. 
14. Voorbraak, F., A computationally efficient approximation f Dempster-Shafer the- 
ory, Int. J. Man-Mach. Stud. 30, 525-536, 1989. 
15. Dubois, D., and Prade, H., Random sets and interval analysis, Ensembles flous 
1988 (Fuzzy sets 1988), Report L.S.I., No. 302, Univ. P. Sabatier, Toulouse, 
1988; Fuzzy Sets Syst., to appear. 
16. Dubois, D., and Prade, H., Fuzzy numbers: an overview, in Analysis of Fuzzy 
Information, Vol. I, Mathematics and Logic (J. C. Bezdek, Ed.), CRC, Boca 
Raton, Fla., 1987, pp. 3-39. 
17. Sharer, G., A Mathematical Theory of Evidence, Princeton Univ. Press, Prince- 
ton, N.J., 1976. 
18. Goodman, I. R., and Nguyen, H. T., Uncertainty Models for Knowledge-Based 
Systems, North-Holland, Amsterdam, 1985. 
19. Dempster, A. P., Upper and lower probabilities induced by a multi-valued mapping, 
Ann. Math. Star. 38, 325-339, 1967. 
20. Zadeh, L. A., Fuzzy sets as a basis for a theory of possibility, Fuzzy Sets Syst. 1, 
3-28, 1978. 
21. Shackle, G. L. S., Decision, Order and Time in Human Affairs, Cambridge 
Univ. Press, New York, 1961. 
22. Dubois, D., and Prade, H. (with the collaboration of H. Farreny, R. Martin- 
Clouaire, and C. Testemale), Possibility Theory--An Approach to Computerized 
Processing of Uncertainty, Plenum, New York, 1988 (lst French edition, Masson, 
Paris, 1985; 2nd revised and augmented ition, 1987). 
23. Kaml~ de F~riet, J., Interpretation fmembership functions of fuzzy sets in terms 
of plausibility and belief, in FuZzJ, Information and Decision Processes (M. M. 
Gupta and E. Sanchez, Eds.), North-Holland, Amsterdam, 1982, pp. 93-98. 
24. Wang, P. Z., From the fuzzy statistics to the falling random subsets, in Advances in 
Fuz, z,y Sets, Possibility and Applications (P. P. Wang, Ed.), Plenum, New York, 
1983, pp. 81-96. 
25. Yager, R. R., The entailment principle for Dempster-Shafer granules, Int. J. Intell. 
Syst. 1,247-262, 1986. 
26. Delgado, M., and Moral, S., On the concept of possibility-probability consistency, 
Fuzzy Sets Syst. 21,311-318, 1987. 
27. Zadeh, L. A., Fuzzy sets, Inf. Control 8, 338-353, 1965. 
28. Kyburg, H., The Logical Foundations of Statistical Inference, Reidel, Dordrecht, 
1974. 
Consonant Approximations of Belief Functions 449 
29. Moore, R. M., Methods and Applications of Interval Analysis, SIAM Studies 
in Applied Mathematics, SIAM, Philadelphia, 1979. 
30. Zadeh, L. A., A theory of approximate r asoning, in Machine Intelligence, Vol. 
9 (J. E. Hayes, D. Michie, and L. I. Mikulich, Eds.), Elsevier, New York, 1979, 
pp. 149-194. 
31. Dubois, D., and Prade, H., On several representations of an uncertain body of 
evidence, in Fuzzy Information and Decision Processes (M. M. Gupta and E. 
Sanchez, Eds.), North-Holland, Amsterdam, 1982, pp. 167-181. 
32. Williams, H. P., Discussion of Shafer G., "Belief functions and parametric mod- 
els," J. Roy. Stat. Soc. B44, 343, 1982. 
33. Ol~low, E. M., 0-theory--a hybrid uncertainty theory, Int. J. Gen. Syst. 13, 
95-106, 1987. 
34. Gordon, J., and Shortliffe, E. H., A method for managing evidential reasoning in 
a hierarchical hypothesis pace, AI  26, 323-357, 1985. 
35. Dubois, D., and Jaulent, M. C., A general approach to parameter valuation in 
fuzzy digital pictures, Pattern Recongn. Lett. 6, 251-259, 1987. 
36. De Luca, A., and Termini, S., A definition of a non-probabilistic entropy in the 
setting of fuzzy set theory, Inf. Control 20, 301-312, 1972. 
37. Dubois, D., and Prade, H., Fuzzy Sets and Systems: Theory and Applications, 
Academic, New York, 1980. 
38. Jaynes, E. T., Where do we stand on maximum entropy, in The Maximum Entropy 
Formalism (R. L. Levine and M. Tribus, Eds.), MIT Press, Cambridge, Mass., 
1979, pp. 15-118. 
39. Carlier, J., and Chr6tienne, P., Problbmes d'Ordonnancement, Masson, Pads, 
1988. 
40. Zadeh, L. A., Probability measures of fuzzy events, J. Math. Anal. Appi. 23, 
421-427, 1968. 
41. Civanlar, M. R., and Trussel, H. J., Constructing membership functions using 
statistical data, Fuzzy Sets Syst. 18, 1-13, 1986. 
42. Chateauneuf, A., and Jaffray, J. Y., Some characterization f lower probabilities 
and other monotone capacities through the use of Moebius inversion Mathematical 
Social Sciences 17, 263-283, 1989. 
43. Dubois, D., and Prade, H., On the unicity of Dempster's rule of combination, Int. 
J. Intell. Syst. 1, 133-142, 1986. 
44. Yager, R. R., Arithmetic and other operations on Dempster-Shafer structures, Int. 
J. Man-Mach. Stud. 25, 357-386, 1986. 
45. Zadeh, L. A., The concept of a linguistic variable and its application to approximate 
reasoning. Part 3, Inf. Sci. 9, 43-80, 1985. 
