We consider the mean-variance (M-V) model of Markowitz and the construction of the risk-return efficient frontier. We examine the effects of applying buy-in thresholds, cardinality constraints and transaction roundlot restrictions to the portfolio selection problem. Such discrete constraints are of practical importance but make the efficient frontier discontinuous. The resulting quadratic mixed-integer (QMIP) problems are NP-hard and therefore computing the entire efficient frontier is computationally challenging. We propose alternative approaches for computing this frontier and provide insight into its discontinuous structure. Computational results are reported for a set of benchmark test problems.
Introduction
We consider the portfolio selection model of Markowitz (1952 Markowitz ( , 1959 Markowitz ( , 1987 that laid the foundations of modern portfolio theory (MPT); see Constantinides and Malliaris (1995) for a survey. Markowitz shows how rational investors can construct optimal portfolios under conditions of uncertainty. The mean and variance of a portfolio's return represent the benefit and risk associated with the investment.
Markowitz shows that for a rational investor, maximizing expected utility, a chosen portfolio is optimal with respect to both expected return and variance of return. He defines such a non-dominated portfolio as efficient, that is, it offers the highest level of expected return for a given level of risk and the lowest level of risk for a given level of return. His normative meanvariance rule for investor behaviour both implies and justifies the observable phenomenon of diversification in investment. Determining the efficient set from the investment opportunity 1 Corresponding author. Fax: +44 (0) 1895 203 303. set, the set of all possible portfolios, requires the formulation and solution of a parametric quadratic program (QP). Plotted in risk-return space the efficient set traces out the efficient frontier. Hanoch and Levy (1969) show that the M-V criterion is a valid efficiency criterion, for any individual's utility function, when the distributions considered are Gaussian normal. A study comparing alternative utility functions appears in Kallberg and Ziemba (1983) . They show that portfolios with 'similar' absolute risk-aversion indices have 'similar' optimal compositions, regardless of the functional form and parameters of the utility function. Hence, M-V analysis is justified for any general concave utility function of the Von Neumann-Morgenstern type (Von Neumann and Morgenstern 1944) .
The estimation of the underlying parameters (returns, variances and covariances) which are required as the input to M-V analysis is an important modelling step. Small changes in the inputs can have a large impact on the optimal asset weights. Chopra and Ziemba (1993) found that, for a typical investor's risk-tolerance level, errors in the forecast means are more than ten times as important as errors in the variances and about twenty times as important as errors in covariances. For practical aspects of portfolio analysis see Perold (1984) , Hensel and Turner (1998) and Grinold and Kahn (1995) . MPT has developed in tandem with simplifications to the QP required by M-V analysis. These simplifications centre around linearizing the quadratic objective function or reducing the number of parameters to be estimated. Both approaches involve either the approximation or decomposition of the covariance matrix. Tobin (1958) developed the separation theorem which states that, in the presence of a risk-free asset, the optimal risky portfolio can be determined without any knowledge of investor preferences. Ziemba et al (1974) show that the solution to the portfolio problem involving a risk-free asset can be obtained by a two-stage process; first solving a deterministic linear complementarity problem and then a univariate stochastic program. Sharpe (1963) proposed that the single-index, or 'market', model was a sufficient model of covariance. Subsequently, Sharpe (1964) , Lintner (1965) and Mossin (1966) independently developed the capital asset pricing model. This linear model of equilibrium asset prices explains the covariance of asset returns solely through their covariance with the market. King (1966) presented evidence of the influence of industry factors that the market model did not take into account. Rosenberg (1974) presented a multifactor model that incorporated industry and other factors. Ross (1976) using factor analysis, developed the arbitrage pricing theory, which is a multi-index equilibrium model.
Index or factor models allow a simplification of the underlying QP. The covariance matrix can be expressed in a diagonal form and hence a linear approximation of the quadratic objective function can be obtained (see Sharpe 1971 ). In the case that an index or factor model is not employed, the nature of the covariance matrix also permits a natural decomposition of the quadratic objective term into a weighted sum of squares (see Vanderbei and Carpenter 1993) . The technique of manipulating a quadratic objective function into a diagonal (variable separable) form and representing it by a piecewise linear polygonal approximation is also well known to practitioners.
A number of researchers have introduced alternative measures of risk for portfolio planning. In many cases these measurements are linear, leading to a corresponding simplification in the computational model. Konno and Yamazaki (1991) show that the mean absolute deviation (MAD) of returns is a risk measure equivalent to variance, under the assumption of multivariate normal returns. A generalization of the MAD model can be found in Worzel et al (1994) . Speranza (1996) considers only the mean absolute value of negative deviations. Markowitz (1959) suggested that semivariance is the real cause for concern but variance is employed as the risk measure as it is more tractable computationally and reveals the same information. Downside risk measures are typically used in dynamic asset allocation problems (see Cariño and Ziemba (1998) and Zenios (1995) for a classification of asset management models). Multi-objective goal programming approaches have been proposed by Lee (1972) and Lee and Chesser (1980) . Young (1998) employs a minimax investment rule measuring risk as the minimum return (maximum loss) that the portfolio would have achieved over all of the past observation periods. A survey of alternative portfolio selection models appears in Horniman et al (2000) .
Simplifications to the basic quadratic programming problem have allowed the models to be extended to perform more realistic analysis, incorporating market imperfections. Rudd and Rosenberg (1979) consider linear transaction costs and Konno and Yamazaki (1991) claim that an advantage of the MAD model is that it limits the number of stocks held, allowing control of transaction costs. Adcock and Meade (1994) combine a modulus function for transaction costs with the usual quadratic objective. Young (1998) describes how the minimax model can be adapted to include linear transaction costs.
To capture the realism of portfolio planning a number of discrete restrictions have been considered by different researchers. These are summarized below.
(i) A buy-in threshold is defined as the minimum level below which an asset is not purchased. This requirement eliminates unrealistically small trades that can otherwise be included in an optimum portfolio. (ii) Cardinality constraints: investors may wish to specify the number of assets in their portfolio for the purpose of monitoring and control. (iii) Roundlots are defined as discrete numbers of assets which are taken as the basic unit of investment. Investors are restricted to making transactions only in multiples of these roundlots. This overcomes the assumption of the infinite divisibility of assets inherent in the M-V rule.
Cardinality constraints are intrinsically linked with buy-in thresholds; for example, a buy-in threshold of 5% of the value of a portfolio ensures that there can be no more than 20 stocks purchased. Representing the first two classes of problems requires the introduction of binary variables and the third class of problems requires the use of general integer variables. As a consequence the optimization model under consideration changes from a QP to a QMIP. The problem increases in size and becomes computationally complex. Mansini and Speranza (1999) have shown that finding a feasible solution to the portfolio selection problem with roundlots is NP-complete. Bienstock (1996) and Lee and Mitchell (1997) use QMIP techniques to solve the portfolio selection problem with an upper limit on the size of the portfolios. Chang et al (1999) use heuristic algorithms (genetic algorithm, tabu search and simulated annealing) to solve cardinality constrained problems with specified portfolio sizes. Linear programming based heuristics are used by Speranza (1996) , considering the negative semiMAD model with cardinality constraints. This model is extended in Mansini and Speranza (1999) to incorporate roundlots and then in Kellerer, Mansini and Speranza (1997) incorporating both roundlots and fixed costs.
The rest of this paper is organized as follows. In section 2 we introduce the underlying portfolio planning model and discuss the construction of the efficient frontier using two different QP models. The algebraic formulations of the M-V model including buy-in thresholds, cardinality constraints and roundlot restrictions are introduced in section 3. We also discuss some aspects of discontinuities and 'missing' sections of the efficient frontier in the presence of discrete constraints (DCEF). In section 4 we discuss our solution methods and present the computational results for data sets taken from five major stock markets. In addition, we also investigate the effects of the discrete constraints in the context of the portfolio rebalancing problem. In section 5 we discuss our research findings and present our conclusions. Appendix A contains the data set used to illustrate the shapes of some example DCEFs in section 4.2.
Mean-variance model
We introduce the basic notation, define the classical M-V model and describe an additional well known way to computing the 'Markowitz' efficient frontier (MEF). 
QP1
Min
Varying the desired level of return, ρ, in QP1 and repeatedly solving the quadratic program identifies the minimum variance portfolio for each value of ρ. These are the efficient portfolios that compose the efficient set. Plotting the corresponding values of the objective function and ρ, variance and return respectively, traces the MEF in the mean-variance plane. Markowitz (1956 ) describes a 'critical line' solution algorithm tracing out the efficient frontier by identifying 'corner' portfolios-points at which a stock either enters or leaves the current portfolio. It is normal practice to use standard deviation rather than variance as the risk measure because the σ -ρ frontier is linear if a risk-free asset exists, see Tobin (1958) and Ziemba et al (1974) . An alternative formulation of QP1 explicitly trades risk against return in the objective function using the Arrow-Pratt absolute risk-aversion index R A (see Kallberg and Ziemba 1983) . R A is defined as
where w is portfolio wealth and u , u are the first and second derivatives of a Von Neumann-Morgenstern utility function u.
QP2
Max
By increasing R A from zero and solving the family of QPs we trace out the efficient frontier. Empirical results by Kallberg and Ziemba (1983) show that R A 6 leads to very riskaverse portfolios, 2 R A 4 represents moderate absolute risk aversion and R A 2 leads to risky portfolios. R A = 4 corresponds approximately to pension fund management (typically, holdings of 60% stocks and 40% bonds). In practice it is common to model the risk-return trade-off using a parameter λ, 0 λ 1, with the objective function
shows equivalence with the objective function in QP2.
Efficient frontier with discrete constraints

Discontinuities in the DCEF
Discrete constraints, representing practical trading requirements, introduce discontinuities into the otherwise continuous efficient frontier. To illustrate the appearance of the discontinuities, we consider the small four-stock example from Chang et al (1999) with the following expected returns, standard deviations and correlations (see table 1 ).
The MEF for this data set is shown in figure 1 . From the four stocks we are to choose a portfolio containing only two stocks. We can identify our opportunity set, figure 2, by considering the six pairwise combinations of stocks. Ordering by risk and return, we eliminate the inefficient portfolios to reveal the discontinuous DCEF shown in figure 3. 
Representation of discrete constraints
In the presence of buy-in constraints the portfolio weights behave as semicontinuous variables (see Beale and Forrest 1976) and are modelled using variable upper and lower bounds in the following way. A binary variable, δ i , and finite lower and upper bounds, l i and u i , respectively, are associated with each asset i = 1, . . . , N. The buy-in thresholds are represented by the constraint pair
We refer to model BUY-IN as QP1 with the above constraints added. Cardinality constraints require buy-in thresholds to be applied. They are simply modelled by constraining the sum of the binary variables to be equal to k,
where k represents the number of assets to be in the portfolio. Model CARD is model BUY-IN with this additional cardinality constraint. subject to 
CARD
Transaction roundlots, described as either numbers of stocks, or as a cash value, are expressed as a fraction, f i , of the portfolio wealth. The portfolio weights are then defined in terms of f i and an integer number of roundlots, y i . Thus, portfolio weights x i are re-expressed as
Applying roundlot constraints, it may not be possible to exactly satisfy the budget requirement N i=1 x i = 1. Therefore, this restriction is made 'elastic' using undershoot and overshoot variables, − and + , respectively, which are penalized in the objective function with a high cost, γ . In an optimum solution − and + are made as small as possible so that the fractional stock holdings x i sum to a value 'as close as possible' to 1.
LOT
Buy-in thresholds and cardinality constraints can also be applied to model LOT.
Invisible sections of the DCEF
To generate the DCEF for the small example in section 3.1 we are able to use complete enumeration. The same frontier can be generated by repeatedly solving model CARD with k = 2. Model CARD is based on QP1, however, using QP2 as the underlying model prevents the full DCEF from being generated. In order to explain the 'missing' sections, consider the objective function of QP2
This can be rewritten as the equation of the straight line, e = mv + c, where e is the expected return, v is the variance,
and Z QP2 is the e-intercept, c. Maximizing Z QP2 , for any given value of R A , corresponds to maximizing the eintercept, for a specified gradient. Drawing, over the feasible region, the family of lines described by any non-negative value of R A , the e-intercept is maximized, uniquely, at the point of tangency with the upper-left border of the region. Systematically varying R A , from zero upwards, changes the point of tangency and traces out the entire frontier; see figure 4.
Applying this method to the non-convex region in figure 2, we begin on the curve MEF 1-3 and slide continuously down until we find tangency with the curve MEF 2-4. The result is that our point of tangency 'jumps' to the lower curve maintaining smoothness in the increasing gradient but missing out some efficient points; see figure 5 . The missing parts of the DCEF are also shown in figure 6 . 
DCEF-a computational study
We investigate the shape of the DCEF for the BUY-IN, CARD and LOT models using 60 monthly returns (October 1994 to September 1999) for 30 stocks drawn randomly from the FTSE 100, see appendix A. We consider model CARD in detail for 5 data sets drawn from the Hang Seng, Dax, FTSE, S&P and Nikkei indices with 31, 85, 89, 98 and 225 stocks respectively (Beasley 1999) . To compute the solutions to these models within an acceptable time frame we use two heuristic solution procedures; 'integer restart' and a two-stage 'reoptimization' heuristic. We compare our results to those of Chang et al (1999) , obtained using modern heuristic methods (genetic algorithm, tabu search and simulated annealing). In our computational study we also examine the behaviour of the model and its solutions when the QP and QMIP are used to solve a portfolio rebalancing problem, see section 4.3.
Implementation
Software tools
The models are implemented using MPL, a mathematical programming language (Maximal 1999). We have also developed an alternative AMPL (Fourer et al 1993) environment. The solver system uses FortQP and a VBA routine drives the system from EXCEL which is also used as the repository of the input data and output results, see figure 7 . The system runs under Windows NT and in our computational work we have used a PC with a Pentium III, 500 MHz processor and 128 MB RAM.
Solution methods
Each point of the DCEF curve represents the global optimum solution of a 'discrete non-convex' optimization problem. Given that the quadratic form for the minimization problem is positive semidefinite, relaxing the discreteness restriction on the variables leads to a convex programming problem. This continuous variable QP relaxation of the problem provides a lower bound and is easily embedded (see Mitra (1976) and Lawler and Wood (1966) ) in a branch-and-bound tree search paradigm.
The FortQP system implemented within the FortMP solver (Ellison et al 1999) has both interior point method (IPM) and sparse simplex (SSX) solution capabilities. The system is extensively tested using QLIB test data (Maros and Meszaros 1997) and models from the finance industry. For the given family of QMIP problems at hand the branch-andbound algorithm has been specially constructed taking into consideration the following design issues: SSX versus IPM. In medium-to-large test problems IPM performs better than SSX. Yet as an embedded solver of subproblems within branch-and-bound IPM is not well suited since the 'warm start' property is relatively poor. We have therefore chosen SSX as our embedded 'optimization engine' for solving subproblems. The dual algorithm is used to solve these subproblems efficiently.
Information sharing and algorithm choice. In solving the subproblems in the child node we share (reuse) the optimum basis information (basis list and the basis factors) of the parent node. We also apply the dual algorithm which reduces the total number of pivotal steps for reoptimization. These features also justify our choice of algorithm and vindicates the useful 'warm start' properties of the SSX.
Integer restart heuristic. In the construction of the DCEF involving, say, 500 points we are unlikely to solve all of these models to QMIP optimality. As a consequence, we are likely to lose the 'pareto efficient' property of the frontier and our experiments confirm this. We do, however, adopt a scheme of computing the DCEF from the highest return, and its corresponding risk, to lower return and reduced risk. We use the previous integer solution in this sequence as the 'first feasible and upper bounding QP value' for the next point (problem). Given the previous solution is feasible (or optimal) , this solution is automatically a feasible solution for the current optimization problem, as we decrease the desired level of return from its highest value to the smallest and hence relax the constraint. This has the effect that we obtain an 'efficient' DCEF which is optimal (if all problems are solved to optimality) or suboptimal (if the algorithm is terminated at a feasible solution). However, the frontier we generate cannot contain inefficient points as we either stay at the previous solution or we improve on it. We believe, and our experimental results vindicate (see section 4.2), that this approach is preferable to applying modern heuristics to this discrete non-convex programming problem.
Reoptimization heuristic.
To reflect common practice (in the absence of a QMIP solver) we employ a simple heuristic solving 2 continuous QP problems for each QMIP CARD problem. The portfolio size restriction and buy-in thresholds are initially ignored and the equivalent version of QP1 is solved. If there are at least k stocks in the optimal portfolio, QP1 is solved again using only the k stocks with the largest weights and at the same time we impose the buy-in thresholds as explicit lower bounds. The reoptimization of the auxiliary problem computes a portfolio with exactly k stocks above the appropriate buy-in thresholds. 
Computational results
Shapes of DCEFs
The discrete efficient frontiers corresponding to the three models, BUY-IN, CARD and LOT, for the 30 stocks from the FTSE 100, are shown in figure 8. For each frontier, 2000 optimization problems were solved and in each instance the optimal solution was found. Figure 8 
'Integer restart' and 'reoptimization' heuristics
We investigate our heuristic approaches using model CARD for the 5 data sets drawn from the Hang Seng, DAX, FTSE, S&P and Nikkei indices. We set l i = 0.01, i = 1, . . . , N and use the cardinality restriction k = 10. To analyse the experimental results we follow the metric used in Chang et al (1999) . The deviations of the points on the heuristically obtained DCEF are measured as the minimum absolute distance (vertical or horizontal) from the MEF. Since they do not calculate the exact DCEF but need to measure the usefulness of the heuristically computed frontier points, this deviation measure which they call 'error' provides a reasonable metric for comparison. These reported 'errors' mainly reflect the systematic deviations due to the discrete constraints. Using the same metric allows a comparison with the modern heuristic results of Chang et al (1999) . For each data set and solution method we generate the frontiers by solving 500 optimization problems. This number is chosen arbitrarily and the points are equally spaced with respect to the decrease in the desired level of return, ρ.
Integer restart heuristic. The QMIP problems are solved to the second, improving, feasible integer solution subject to a limit of 500 nodes in the branch-and-bound algorithm. Figure 9 shows the DCEF for the S&P data set plotted against the MEF. Table 2 presents the results for the integer restart method applied to the five data sets. The table includes the mean and median percentage errors, the total number of DCEF points computed, the number of integer optimal points and the total solution time in seconds. The number of optimal points obtained does not appear to influence the size of the errors observed, suggesting that when optimality is not reached, the second integer solution is a good approximation of the optimal solution.
For each data set the mean error is below 0.02% with the median error below 0.015%. In all instances, the mean is greater than the median indicating positively skewed error distributions. The size of the errors reported indicate that the DCEFs obtained are very close to the corresponding MEFs. This is borne out by a mean error of 0.008% (median error 0.006%) for the DCEF solved to optimality (3000 points) for the Hang Seng.
In order to establish the computational advantage of the integer restart heuristic we also calculate the DCEF without starting with the previous solution vector. The integer restart heuristic finds more non-dominated points and more optimal points with a smaller mean deviation in less time. To achieve similar error and optimality results the number of nodes to be searched in the B&B algorithm needs to be increased. For example, for the S&P data set the number of nodes has to be increased from 500 to 2500 but the solution time also increases fivefold.
Reoptimization heuristic. The results of the reoptimization heuristic are displayed in table 3 For each data set we consider again 500 points. The discrepancy between this number and the number of discrete points obtained corresponds to those portfolios with less than 10 stocks after the initial optimization and the infeasible solutions (not achieving the desired level of return) from the reoptimization. The number of DCEF points refers to the number of efficient discrete points.
When the reoptimization heuristic can be implemented it appears to offer a good approximation of the true solution. Again the mean errors are all below 0.02% with the median errors all below 0.015%. The reoptimization also reproduces the positive skewness in the error distributions. Integer restart versus reoptimization heuristic. The reported errors are similar for both methods although the reoptimization heuristic is faster. However, the reoptimization method cannot generate the entire frontier if any of the portfolios on the MEF contain less than k stocks. Also, reoptimizing can generate inefficient and infeasible portfolios. Ignoring these inefficient portfolios leads to a coarser approximation of the true DCEF. Figure 10 shows all the discrete points (both efficient and inefficient) computed by the reoptimization heuristic plotted against the DCEF for the restart method.
Comparison with modern heuristic methods
Both the integer restart and reoptimization heuristics outperform the modern heuristic methods of Chang et al (1999) who report average mean and median deviations in excess of 1% (see table 4). Clearly this makes both of our heuristic schemes very attractive, from the point of view of the quality of the discrete solution. The computational times are difficult to compare. Unfortunately, it is not possible to further compare the results since their full DCEFs are not available (Beasley 2000) .
Investigation of a portfolio rebalancing problem
We extend the CARD model to address the portfolio rebalancing problem. The aim is to identify the trades required to adjust the initial asset holdings such that the optimized portfolio tracks (in terms of variance) a target portfolio or index. The cardinality constraint restricts the number of trades that can be made.
The optimal portfolio weights, x i , are now defined in terms of the initial holdings, n i , and the amounts bought, b i , and sold s i . Thus, x i = n i + b i − s i . We introduce binary variables, δ b i and δ s i , to indicate if asset i is bought or sold. Constraining the sum of each pair to be at most 1 prevents an asset being both bought and sold:
Buy-in thresholds, LB The cardinality constraint restricts the sum of all the binary variables, the number of trades made, to be no greater than k: In practice it is common to employ a factor model to describe asset returns. Tracking a target portfolio then involves replicating the risk profile (the vector of factor sensitivities) of the target portfolio. Let c = 1, . . . , C denote the factors and f c the level of the cth factor, β ic the sensitivity of asset i to factor c, α i the mean return of asset i and i the specific return of asset i. The asset returns r i , are given by the linear form
The factors are constructed such that there is no correlation between the factors, no correlation between the factors and specific returns and it is assumed that the specific returns are uncorrelated. The variance of returns is given by
Denoting the sensitivity of the index to factor c by I c , the portfolio rebalancing model can be stated as follows. 
REBALANCE
We implement this model using three factors (explaining approximately 98% of the total variance) for two fixed income data sets. The first problem is to rebalance a given 20 bond portfolio, using at most six trades, to track an index of 330 bonds. The second problem involves a portfolio of 49 bonds tracking an index of 391 bonds, with a limit of 10 trades. For each problem we plot 200 points on the DCEF using the same integer restart and reoptimization heuristics as before. In the optimizations, residual risk is ignored, making the factor risk of the target indices the focus of the model. Figures 11 and  12 show the DCEFs for these problems. For the smaller of the two data sets all of the restart solutions are integer optimal. For the larger data set most solutions are integer feasible. When constructing a new portfolio, the relative positions of the MEF and DCEF, are determined by the number of stocks in a portfolio on the MEF and the size of the cardinality constraint. For the rebalancing problem it is the number of trades identified by a portfolio on the MEF, the cardinality constraint and also the initial holding that affect the relative positions of the frontiers.
Discussion and conclusions
Comparative results
The use of QMIP enables us to use discrete constraints and capture important features of real-world problems. For the DCEF we highlight the discontinuities which follow as a consequence of imposing discrete constraints. We also explain why the risk-return trade-off cannot be used to construct the entire DCEF. Computing the entire 'DCEF to optimality' for even a reasonable size model remains a computationally intractable task. We show that by 'integer restarting' the QMIP with the previous solution we are able to generate a reasonable number of optimal and near optimal points within a restricted branch-and-bound search. We introduce a simple 'reoptimization' heuristic which proves to be computationally very efficient in constructing parts of the DCEF. We have identified two papers (Chang et al 1999 and Bienstock 1996) which have addressed the computational aspects of QMIP. The computational results show that our method outperforms the modern heuristic approach of the former. The paper by Bienstock looks at solving QMIP problems with heuristics for managing the cardinality constraint. This work is mainly concerned with the optimization algorithm for a single instance of a QMIP problem. We are more interested in exploiting a parametric approach to solving the discrete efficient frontier by warm starting the next QMIP problem. The warm start feature of Bienstock's paper applies to an individual problem after the disjunctive cut has been added.
The integer restart heuristic appears to be a valid method for investigating the problem of portfolio rebalancing. The reoptimization heuristic performs relatively poorly as the restart DCEF dominates the reoptimization DCEF in both cases studied. We also observe that in real applications the interest is not so much to construct the entire frontier accurately but to identify (and 'zoom in' to) an appropriate 'risk-return' segment where a number of alternative exact portfolios can be constructed.
Solution systems: current state-of-the-art
The solution of convex quadratic programs by sparse simplex (Mitra 1976) or by the interior point method (see Vanderbei (1994) , Jones and Mitra (1997) ) are now well established. Although there exist large sets of test data for QP problems they are not immediately relevant in the context of portfolio planning. It is also possible to apply any nonlinear solver such as the ones provided by NAG (1999) provide QP solver capability. Chang et al (1999) provide heuristics for obtaining good suboptimal solutions but they are not able to solve a discrete portfolio problem to optimality for a given data set. The authors are aware of only one other QMIP system (GIANO) but no scientific description or performance figures are available in the publish literature.
Our experience vindicates that a branch-and-bound solver which uses SSX for solving QPs is the most attractive avenue. In this approach the 'warm start' feature of SSX is exploited which, unfortunately, rules out using IPM since its restart properties are relatively poor. Finally, we would like to highlight that our relative success in computing the 'near optimal' DCEF is due to the use of 'warm start' and dual SSX and 'integer restart' using the previous solution which speeds up the computation of the next efficient point.
Future directions
Although the integer restart method produces good suboptimal results there is some scope for improving solver performance using preprocessing techniques. The success of the very simple reoptimizing heuristic suggests that there may be some benefit in investigating a refined approach that can overcome some of the drawbacks. Our study shows that the portfolio rebalancing problem with discrete constraints should be investigated more thoroughly.
Particularly, the relationship between the cardinality constraint and the initial holding requires further exploration.
The QMIP capability will also allow the discrete models to be extended to incorporate short sales and transaction costs. It would also be interesting to observe the effect these extensions have on the shape of the efficient frontier.
A natural extension is to implement the practical, discrete, constraints in dynamic multiperiod asset management models Vickson 1975, Ziemba and Mulvey 1998) .
