Lower bound for the coarse Ricci curvature of continuous-time pure jump
  processes by Villemonais, Denis
ar
X
iv
:1
70
5.
06
64
2v
4 
 [m
ath
.PR
]  
4 J
an
 20
19
Lower bound for the coarse Ricci curvature of
continuous-time pure jump processes
Denis Villemonais1,2
January 7, 2019
Abstract
We obtain a lower bound for the coarse Ricci curvature of continuous
time pure jump Markov processes, with an emphasis on interacting parti-
cle systems. Applications to several models are provided, with a detailed
study of the herd behavior of a simple model of interacting agents.
1 Introduction
Let (E ,d ) be a Polish space. Fix N ≥ 1 and consider a continuous time pure
jump particle system of N particles (X¯t )t≥0 = (X 1t , . . . ,XNt )t≥0 evolving in EN . We
assume that the process is non-explosive and that its infinitesimal generator L
is given, for all x¯ = (x1, . . . ,xN ) ∈ EN and any bounded measurable function f :
EN →R, by
L f (x¯)=
N∑
i=1
∫
E
(
f (x1, . . . ,xi−1, y,xi+1, . . . ,xN )− f (x1, . . . ,xn)
)
Fi
(
xi , x¯,d y
)
,
where the terms Fi (xi , x¯, ·) are finite non-negative measures on E , measurable
with respect to xi and x¯ and such that, for some (and hence for all) x¯ ∈ EN ,∫
d (xi , y)Fi (xi , x¯,d y)<∞. Our main result, stated in Section 2, provides a lower
bound for the coarse Ricci curvature of X¯ evolving in EN endowed with themet-
ric
d (x¯, y¯)= 1
N
N∑
i=1
d (xi , yi ), ∀x¯ = (x1, . . . ,xN ), y¯ = (y1, . . . , yN ) ∈ EN .
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We recall that the coarse Ricci curvature of the continuous-timeMarkov process
X¯ is the largest constant σ satisfying, for all t ≥ 0,
Wd
(
P(X¯t ∈ · | X¯0 = x¯),P(X¯t ∈ · | X¯0 = y¯)
)
≤ e−σt d (x¯, y¯), ∀x¯ , y¯ ∈ EN ,
whereWd denotes theWasserstein distance (see Section 2 for references and de-
tails). A lower bound onσ provides ameasure of the instantaneous convergence
rate to a unique stationary distribution (see for instance [13]). It also entails
spectral gap inequalities and concentration inequalities (see [45, 35, 33, 34, 56,
57, 24]).
In Section 2.4, as a first application of our main result, we provide a general
lower bound for the coarse Ricci curvature of simple (N = 1) continuous time
pure jump processes. The time-continuous version of the coarse Ricci curvature
has often been considered not practical because of the lack of general and prac-
tical lower bounds, see [45] and [16], contrarily to the discrete time case. The
computation of our lower bound mainly requires the computation of a Wasser-
stein distance between measures, similarly to the discrete time case. We refer
the reader to [1] for a different approach based on Kantorovich potentials. In
Example 2, we consider the case where d is the trivial distance and where the
jump measures admit a density with respect to a common non-negative mea-
sure on E . In Example 3, we check that the lower bound provided by our main
result in the case of birth and death processes is in fact equal to the coarse Ricci
curvature, as computed explicitly in [13, 34]. This entails that, at least in some
simple cases, this lower bound is sharp. We also show in Example 4 how to com-
pute non trivial lower bounds for the coarse Ricci curvature of a modified birth
and death process, using our result and a slight extension of Vallender’s Theo-
rem [53] for the computation of the Wasserstein distance between probability
measures on the real line (see Lemma 2.6).
In Section 3, we study a simple model of interacting agents whose individual
behavior is influenced in a non-linear way by the behavior of the other agents:
each agent wanders randomly in a complete graph and also changes its position
to a new one, depending on a function of the number of agents in this position.
This dynamic is modeled by a system of N particles evolving in the complete
finite graph E of size #E ≥ 2: we assume that there exist T > 0 and a function
f : [0,1]→R+ such that any agent jumps from state x to y ∈ E with the following
rate
x→ y with rate T
#E
+ f
(
Number of agents in y
N
)
. (1.1)
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In this model, T is the temperature of the system and f is a preference func-
tion. For instance, with an increasing function f with high convexity, the agents
will give higher preferences to positions that are already favored by many other
agents; with a larger temperature T , the agents act more independently. Our
aim is to determine characteristics of f and values of T for which a herd behav-
ior occurs or not in this model. By a herd behavior, we mean ameta-stable state
of the whole particle system where a majority of the agents share the same po-
sition for a long time. Note that this model can be written in the settings of the
present paper, by setting, for all x, y ∈ E and x¯ ∈ EN ,
Fi (x, x¯, {y})=
T
#E
+ f
(∑N
i=11xi=y
N
)
, ∀y ∈ E .
The existence of the phase without herd behavior is obtained using the results
of Section 2, while the existence of the phase with herd behavior is proved using
large deviation results obtained in [26, 27].
In Section 4, lower bounds of the coarse Ricci curvature for several models
are obtained: we consider zero range dynamics in Subsection 4.1, Fleming-Viot
type systems and some natural extensions in Subsection 4.2, birth and death
processes in mean-field type interaction in Subsection 4.3 and system of parti-
cles whose jump measures admit a density with respect to the Lebesgue mea-
sure or the counting measure in Subsection 4.4.
2 Definitions andmain result
2.1 Definitions and reminders about theWasserstein distance
FixN ≥ 1 and consider the Polish space (EN ,d ). LetPd (EN ) (respectivelyMd (EN ))
denote the set of probability measures (respectively of non-negative finite mea-
sures) µ on EN such that, for some (and hence for all) x ∈ EN ,
∫
d (x, y)µ(d y)<
∞. The Wasserstein distance Wd between two probability measures µ and ν on
EN belonging to Pd (E
N ) is defined as
Wd (µ,ν)= inf
π
∫
EN×EN
d (x, y)π(dx,d y), (2.1)
where the infimum is taken over all probability measures π on EN ×EN such
that π(·,EN ) = µ(·) and π(EN , ·) = ν(·) (π is called a coupling measure for µ and
ν). It is well known that the infimum in the above definition is attained and the
state space
(
Pd (E
N ),Wd
)
is a complete state space (see for instance Lemma 5.2
3
andTheorem 5.4 in [14]). TheWasserstein distance is also referred to as the Kan-
torovich metric (which onemay consider amore suitable name given the histor-
ical precedence [55]) and is a particular instance of the Kantorovich-Rubistein
norm (with d replaced by a suitable cost function and π taken in the set of mea-
sures such that π(·,EN )−π(EN , ·) = µ(·)−ν(·), see [48, Chapter 6] for relations
between the different types of norms).
The Wasserstein distance can also be easily extended to positive measures
with the same mass: for all α > 0 and any probability measures µ,ν on EN , we
set
Wd (αµ,αν)= inf
π
∫
EN×EN
d (x, y)π(dx,d y)=αWd (µ,ν), (2.2)
where the infimum is taken over all measures π on EN ×EN with mass α and
such that π(·,EN )=µ(·) and π(EN , ·)= ν(·). Note that if a coupling π realizes the
minimum in the definition ofWd (µ,ν), thenαπ realizes theminimum in the def-
inition of Wd (αµ,αν). Such couplings are also referred to as optimal couplings.
Given a continuous time Markov process (X¯t )t≥0 evolving in EN , the coarse
Ricci curvature of X¯ (as coined by Ollivier [45], see also [33] and [34, Remark 2.3]
where this quantity is called the Wasserstein curvature) is the largest constant
σ ∈ [−∞,+∞] satisfying, for all t ≥ 0,
Wd
(
P(X¯t ∈ · | X¯0 = x¯),P(X¯t ∈ · | X¯0 = y¯)
)
≤ e−σtd (x¯, y¯), ∀x¯, y¯ ∈ EN .
In the discrete time setting, we refer the reader to [62, Theorem2.1 andLemma2.1]
for a first use of this concept in a general setting and to [45] for a systematic
study. If σ is positive, then the completeness of
(
Pd (E
N ),Wd
)
implies that the
process admits a unique stationary distribution µ∞, that µ∞ ∈Pd (EN ) and that,
for all t ≥ 0 and any initial distribution µ ∈Pd (EN ),
Wd
(
Pµ(X¯t ∈ ·),µ∞
)
≤ e−σtWd (µ,µ∞).
Note that this concept is closely related to the optimal coupling theory devel-
oped by Chen (see for instance [13, 15]). Several implications of this notion have
been proved in [33, 34], where Joulin obtains Poisson type deviation inequalities
for jump type processes. We also refer the reader to [10, Section 3.2] for a link
between coarse Ricci curvature and functional inequalities. For general state
space processes and for diffusion processes, we refer the reader to the works of
Veysseire, where a systematic study of the coarse Ricci curvature has been con-
ducted (see [56, 57]) with nice implications on concentration inequalities and
spectral gap estimates. Let us also mention that estimates on the coarse Ricci
curvature of a continuous time process immediately provides estimates for the
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curvature of its discrete time included Markov chain, which also implies several
interesting properties (see the works of Ollivier [45, 46] and references therein).
Estimates on the coarse Ricci curvature can be obtained using the coupling
of Markov processes. Let L be the infinitesimal generator of X¯ . We recall (see
[14, Definition 5.12]) that a coupling operator L c of L is an operator acting on
functions f :EN ×EN :→R and such that
L
c f (x¯, y¯)=L g (x¯) if f (x¯, y¯)= g (x¯) ∀x¯, y¯ ∈ EN
L
c f (x¯, y¯)=L g (y¯) if f (x¯, y¯)= g (y¯) ∀x¯, y¯ ∈ EN
for some function g : EN → R. Since L is the infinitesimal generator of a pure
jump non-explosive process (see [15, Chapter 2]), any coupling operator L c is
also non-explosive and L cd (x¯, y¯) is well defined for all x¯, y¯ ∈ EN . A common
way to prove that the coarse Ricci curvature of a pure jump Markov process is
bounded from below by a constant c ∈ R is to prove that there exists a coupling
operator L c of L such that
L
cd (x¯, y¯)≤−cd (x¯, y¯), ∀x¯, y¯ ∈ EN .
Indeed, standard localization arguments and Dynkin’s formula entail that, for a
Markov process (Y¯ , Z¯ ) with generator L c satisfying the above inequality,
E(d (Y¯t , Z¯t ) | Y¯0 = y¯ , Z¯0 = z¯)≤ e−ctd (y¯ , z¯), ∀y¯ , z¯ ∈ EN .
Now, since the law of P((Y¯t , Z¯t ) ∈ · | Y¯0 = y¯ , Z¯0 = z¯) is a coupling measure for
P(X¯t ∈ · | X¯0 = y¯) and P(X¯t ∈ · | X¯0 = z¯), we deduce that, for all y¯ , z¯ ∈ EN ,
Wd (P(X¯t ∈ · | X¯0 = y¯),P(X¯t ∈ · | X¯0 = z¯))≤ E(d (Y¯t , Z¯t ) | Y¯0 = y¯ , Z¯0 = z¯)≤ e−ctd (y¯ , z¯),
and hence that the coarse Ricci curvature of X¯ is bounded from below by c .
Remark 1. The above strategy also applies to Markov processes that are not of
pure jump types and to cost functions d that are not distance functions. For
diffusion processes, we refer the reader to [17] and to [60, Corollary 1.4] for nec-
essary and sufficient conditions in the case where the drift derives from a poten-
tial. We also refer the reader to [28, 29] with an introduction to parallel coupling
and the construction of ad hoc distances on the state space. Computation of the
coarse Ricci curvature for diffusion processes on manifold has also been stud-
ied by Veysseire [57]. For piecewise deterministic processes, we refer the reader
to [19, Lemma 5.2] and [11, Theorem 2.3]. Original coupling approaches are also
provided in [41, 40, 8].
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2.2 Main result
We introduce the family of functions (J
x,y
d
)x,y∈E from Md (E )2 to R, defined for
allm1,m2 ∈Md (E ) by
J
x,y
d
(m1,m2)=Wd (m1+m2(E )δx ,m2+m1(E )δy )− (m1(E )+m2(E ))d (x, y),
where δx denotes theDiracmeasure at point x andm2(E )δx is the product of the
scalarm2(E ) by δx . Note that the finite measuresm1 andm2 can have different
masses. Properties of J
x,y
d
are provided in Subsection 2.3 and explicit computa-
tions of lower bounds for Jx,y
d
are provided in the subsequent sections.
The following theorem is the main result of this paper. The particular case
N = 1 is detailed in Subsection 2.4 and applications to particle systems are pro-
vided in Sections 3 and 4.
Theorem 2.1. Consider the Markov process X¯ with generator L given in the
introduction. Then there exists a coupling operator L c of L such that, for all
x¯, y¯ ∈ EN ,
L
cd (x¯, y¯)= 1
N
N∑
i=1
J
xi ,yi
d
(Fi (xi , x¯, ·),Fi (yi , y¯ , ·)).
In particular, the coarse Ricci curvatureσ of the process (X¯t )t≥0 satisfies
σ≥− sup
x¯,y¯∈EN
1
N
∑N
i=1 J
xi ,yi
d
(Fi (xi , x¯, ·),Fi (yi , y¯ , ·))
d (x¯, y¯)
.
Remark 2. This result remains valid under a more general setting. For instance,
if E is the subset of a Polish space (F,ρ) and if d : E ×E → R+ is a continuous
non-negative function, then the infimum in the definition of the Wasserstein
distance is attained [58, Theorem 4.1] and there exists a measurable selection
of such optimal couplings [58, Corollary 5.22], so that the proof of Theorem 2.1
holds true. An other important setting, which will be used in the following sec-
tions, is the case where E is a separable metric space endowed with its Borel
σ-field and d is the trivial distance (i.e. d (x, y) = 1x 6=y for all x, y ∈ E ). In this
case, Wd is one half of the total variation distance, that is
Wd (µ1,µ2)=
1
2
∥∥µ1−µ2∥∥TV = sup
A⊂E
µ1(A)−µ2(A),
and the optimal coupling in the definition of Wd is a measurable function of
the Jordan Hahn decomposition of signed measures (which is itself measurable
because of the regularity of Borel probabilitymeasures onmetric spaces [3, The-
orem 1.1] and because of the separability assumption), so that the proof of The-
orem 2.1 still applies.
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Remark 3. In Theorem 2.1, we obtain, using couplingmethods, lower bounds on
the coarse Ricci curvature of a system of particles from the behavior of individ-
ual particles. This idea of reconstituting transport distance bounds on Markov
chains on product spaces from the behavior of marginals via suitable couplings
was already used by Talagrand and Marton, see for instance [42, 43] and refer-
ences therein.
Proof of Theorem 2.1. Fix x¯ = (x1, . . . ,xN ) ∈ EN and y¯ = (y1, . . . , yN ) ∈ EN . We de-
fine the operator
L
c f (x¯, y¯)=
N∑
i=1
∫
E×E
[
f
(
x¯+ (u−xi )ei , y¯+ (v − yi )ei
)
− f (x¯, y¯)
]
nixi ,yi ,x¯ ,y¯ (du,dv),
where ei is the i th element of the canonical base of {0,1}N and where nixi ,yi ,x¯,y¯
is a coupling measure between the positive measures Fi (xi , x¯, ·)+Fi (yi , y¯ ,E )δxi
and Fi (yi , y¯ , ·)+Fi (xi , x¯,E )δyi such that
Wd (Fi (xi , x¯, ·)+Fi (yi , y¯ ,E )δxi ,Fi (yi , y¯ , ·)+Fi (xi , x¯,E )δyi )
=
∫
E×E
d (u,v)nixi ,yi ,x¯,y¯ (du,dv). (2.3)
Note that ni can be constructed as a measurable function of (xi , yi , x¯, y¯) by [62,
Theorem 1.1], so that L c is the infinitesimal generator of a pure jump process.
Let us first check that L c is a coupling operator for L . We have, for any
boundedmeasurable function f : EN ×EN →R such that f (x¯, y¯)= g (x¯) for some
function g :EN →R (so that f only depends on x¯),
L
c f (x¯, y¯)=
N∑
i=1
∫
E×E
[
g (x¯+ (u−xi )ei )− g (x¯)
]
nixi ,yi ,x¯,y¯ (du,dv).
for all x¯, y¯ ∈ EN . For each couple xi , yi ∈ E , we observe that the integral with
respect to the first marginal of nixi ,yi ,x¯ ,y¯ is equal to the integral with respect to
Fi (xi , x¯, ·)+ Fi (yi , y¯ ,E )δxi . Hence, since the integral of g (x¯+ (u−xi )ei )− g (x¯)
with respect to δxi is 0, we obtain that
L
c f (x¯, y¯)=
N∑
i=1
∫
E×E
[
g (x¯+ (u−xi )ei )− g (x¯)
]
Fi (xi , x¯,du)=L g (x¯).
By symmetry of the roles of x¯ and y¯ , we deduce that L c is indeed a coupling
operator for L .
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Now our aim is to prove that, for all x¯, y¯ ∈ EN ,
L
cd (x¯, y¯)≤ 1
N
N∑
i=1
J
xi ,yi
d
(Fi (xi , x¯, ·),Fi (yi , y¯ , ·)),
which will conclude the proof of Theorem 2.1. We have
L
cd (x¯, y¯)=
N∑
i=1
∫
E×E
d (u,v)−d (xi , yi )
N
nixi ,yi ,x¯,y¯ (du,dv),
where, by definition of nixi ,yi ,x¯,y¯ ,∫
E×E
d (xi , yi )n
i
xi ,yi ,x¯,y¯
(du,dv)= d (xi , yi ) nixi ,yi ,x¯,y¯ (E ×E )
= d (xi , yi )
(
Fi (xi , x¯,E )+Fi (yi , y¯ ,E )
)
,
and hence, using equality (2.3),
L
cd (x¯, y¯)=
N∑
i=1
J
x,y
d
(Fi (xi , x¯, ·),Fi (yi , y¯ , ·))
N
.
Remark 4. One can use the results of this section to studyMarkov processes ob-
tained from other types of infinitesimal generators. For instance, let L be the in-
finitesimal generator of N independent diffusion processes or piecewise deter-
ministic processes and consider the infinitesimal generator L+L , which can be
seen as a perturbation of independent randompaths (given by L) by jumps with
dependence (given by L ). If there exists a coupling Lc of L such that Lcd ≤−cd
for some constant c (see Remark 1), then one can expect to prove that
σ≥ c − sup
x¯ ,y¯∈EN
1
N
∑N
i=1 J
xi ,yi
d
(Fi (xi , x¯, ·),Fi (yi , y¯ , ·))
d (x¯, y¯)
,
using the coupling Lc +L c of L +L . Two difficulties arise : first, one needs
to ensure that this coupling operator defines a proper Markov process; second,
that it is possible to apply this coupling operator to d . Since it is more intricate
to check these properties for general Markov processes, we mainly restrict our
attention to the case of pure jump type infinitesimal generators. However, the
method used here and in the particular examples of the next sections can be
adapted to these situations, as in the following example.
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Example 1. Consider a process evolving in RN with generator
H f (x¯)=
N∑
i=1
(
1
2
∂2 f
∂x2
i
(xi )−bxi
∂ f
∂xi
(xi )
)
+L f (x¯),
where b > 0 is a constant and L is the pure jump type infinitesimal generator
of the introduction. This is the generator of a system of N particles evolving as
independent Ornstein Uhlenbeck processes between their jumps (several prop-
erties of similar processes with jumps are investigated in [61]). The jumps occur
with respect to a jump measure which depends on the position of the whole
system. Now, consider the following coupling generator
H
c f (x¯, y¯)=
N∑
i=1
H ci f (x¯, y¯)+L c f (x¯, y¯),
where H c
i
is the basic coupling (also called the parallel coupling) for Ornstein
Uhlenbeck processes (see for instance [17, Example 2.5]), which satisfies, for all
xi , yi ∈ R2, H ci d (xi , yi ) ≤ −bd (xi , yi ) and where L c is the coupling for L ob-
tained from Theorem 2.1. If σ is the lower bound provided by Theorem 2.1 for
the coarse Ricci curvature of the pure jump part, then
H
cd (x¯, y¯)≤−(b+σ)d (x¯, y¯),
so that the coarse Ricci curvature of the process generated by H is bounded
from below by b+σ.
2.3 Some properties of J
x,y
d
One of the difficulties of the continuous time setting is that the jump measures
do not, in general, share the same mass, contrarily to the discrete time case,
where one canuse the standardWasserstein distance to compare transitionprob-
abilities [45]. In the definition of Jx,y
d
, the quantityWd (m1+m2(E )δx ,m2+m1(E )δy )
is used to compare measures with different masses. However, this is clearly not
a proper distance between non-negative measures since this quantity is equal
to zero for all couplem1,m2 such thatm1 ∈ R+.δy andm2 ∈ R+.δx , where R+.δy
is defined as the set of non-negative measures {αδy , α ∈ R+}. Proper general-
izations of the Wasserstein distance exist in the literature (such as the flat met-
ric [25] and the generalized W 1,11 Wasserstein distance [47], see also the recent
developments in [18, 37, 39] with applications to convergence ofmeasure valued
dynamical systems), but are not directly relevant in our context.
Fix x, y ∈ E . The aim of this section is to provide some properties of Jx,y
d
,
which will be useful to derive upper bounds and hence to apply Theorem 2.1.
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Proposition 2.2. For all m1,n1,m2,n2 ∈Md (E ) and all α> 0, we have
J
x,y
d
(αm1,αm2)=αJx,yd (m1,m2) (2.4)
and
J
x,y
d
(m1+n1,m2+n2)≤ Jx,yd (m1,m2)+ J
x,y
d
(n1,n2). (2.5)
Proof. Equality (2.4) is an immediate consequence of the definition of Jx,y
d
and
of (2.2).
Let π1 and π2 be two coupling measures realizing the minimum in the defi-
nition ofWd (m1+m2(E )δx ,m2+m1(E )δy ) and of Wd (n1+n2(E )δx ,n2+n1(E )δy )
respectively. Then π1+π2 is a coupling measure form1+n1+ (m2(E )+n2(E ))δx
andm2+n2+ (m1(E )+n1(E ))δy , so that
Wd (m1+n1+ (m2(E )+n2(E ))δx ,m2+n2+ (m1(E )+n1(E ))δy )
≤
∫
E×E
d (u,v)(π1+π2)(du,dv)
=Wd (m1+m2(E )δx ,m2+m1(E )δy )+Wd (n1+n2(E )δx ,n2+n1(E )δy ).
Subtracting (m1(E )+n1(E )+m2(E )+n2(E ))d (x, y) leads to (2.5).
The following inequality is in general a crude estimate, but it is in some cases
useful and sharp (as in Example 3).
Proposition 2.3. We have, for all m1,m2 ∈Md (E ),
J
x,y
d
(m1,m2)≤
∫
E
[d (u, y)−d (x, y)]m1(du)+
∫
E
[d (x,v)−d (x, y)]m2(dv).
Proof. Sincem1⊗δy +δx⊗m2 is a couplingmeasure form1+m2(E )δx andm2+
m1(E )δy , we have
Wd (m1+m2(E )δx ,m2+m1(E )δy )≤
∫
E×E
d (u,v)(m1⊗δy +δx ⊗m2)(du,dv)
=
∫
E
d (u, y)m1(du)+
∫
E
d (x,v)m2(dv).
Subtracting (m1(E )+m2(E ))d (x, y), one obtains the desired inequality.
The following property implies in particular that, ifm1 andm2 are two prob-
ability measures, then J
x,y
d
(m1,m2) is smaller than Wd (m1,m2)−d (x, y). It also
implies that, for measuresm1 andm2 on E such thatm1(E )≥m2(E ), then
J
x,y
d
(m1,m2)≤Wd (m1,m2+ (m1(E )−m2(E ))δy )−m1(E )d (x, y). (2.6)
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Proposition 2.4. We have, for all m1,m2 ∈Md (E ),
J
x,y
d
(m1,m2)=min
a,b
Wd (m1+aδx ,m2+bδy )− (m1(E )+a)d (x, y),
where a,b are taken in the set of real numbers such that m1+aδx and m2+bδy
are non-negative measures on E with equal mass, i.e. such that m1(E )+ a ≥ 0,
m2(E )+b ≥ 0 and m1(E )+a =m2(E )+b. In addition, the minimum is attained
for all a ≥m2(E ) (or equivalently b ≥m1(E )).
Proof. Taking a =m2(E ) and b =m1(E ), one deduces that Jx,yd (m1,m2) is larger
than the right hand side.
Let us now prove the converse inequality. Let a and b be two real numbers
such that m1 + aδx and m2 +bδy are non-negative measures on E with equal
mass and denote by π a coupling which realizes the minimum in the definition
of Wd (m1+aδx ,m2+bδy ).
If a <m2(E ) (and hence b <m1(E )), then π+(m2(E )−a)δx⊗δy is a coupling
measure form1+m2(E )δx andm2+m1(E )δy , so that
Wd (m1+m2(E )δx ,m2+m1(E )δy )≤
∫
E×E
d (u,v)(π+ (m2(E )−a)δx ⊗δy )(du,dv)
=Wd ((m1+aδx ,m2+bδy )+ (m2(E )−a)d (x, y).
Subtracting (m1(E )+m2(E ))d (x, y) implies that
J
x,y
d
(m1,m2)≤Wd (m1+aδx ,m2+bδy )− (m1(E )+a)d (x, y).
If a >m2(E ) (and hence b >m1(E )), then
m1({x})+a =π({x},E )=π({x}, {y})+π({x},E \ {y})
≤π({x}, {y})+π(E ,E \ {y})=π({x}, {y})+m2(E \ {y}).
We deduce that π({x}, {y}) ≥m1({x})+m2({y})+ a −m2(E ). Hence π′ = π− (a −
m2(E ))δx ⊗δy is a non-negative measure and it is a coupling measure for m1+
m2(E )δx andm2+m1(E )δy . Since it is a restriction of π and since optimality is
inherited by restriction (see [58, Theorem 4.6]), it is an optimal coupling for its
marginals. We deduce that
Wd (m1+m2(E )δx ,m2+m1(E )δy )=
∫
E×E
d (u,v)π′(du,dv)
=
∫
E×E
d (u,v)π(du,dv)− (a−m2(E ))d (x, y)
=Wd (m1+aδx ,m2+bδy )− (a−m2(E ))d (x, y)).
Subtracting (m1(E )+m2(E ))d (x, y) on both sides concludes the proof.
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2.4 The particular caseN = 1
In this section, we state our result in the simpler caseN = 1. The following corol-
lary is an immediate consequence of Theorem 2.1.
Corollary 2.5. Let L be the infinitesimal generator of a pure jump non-explosive
Markov process on E defined, for any boundedmeasurable function f : E→R, by
L f (x)=
∫
E
( f (u)− f (x))q(x,du), ∀x ∈ E ,
where (q(x,du))x∈E is a jump kernel of finite non-negative measures. Then the
coarse Ricci curvatureσ of the Markov process generated by L satisfies
σ≥− sup
x,y∈E
J
x,y
d
(
q(x, ·),q(y, ·)
)
d (x, y)
.
In Example 2, we apply Corollary 2.5 to the case where d is the trivial dis-
tance d (x, y) = 1x 6=y and q(x, ·) admits a density α(x, y) with respect to a com-
mon non-negativemeasure ζ on E . In Example 3, we show that the lower bound
obtained in Corollary 2.5 is in fact equal to the coarse Ricci curvature in the case
of birth and death processes. In a second example, we compute a lower bound
for a modified version of birth and death processes, using a slight extension of
a lemma by Vallender in order to compute the Wasserstein distance between
probability measures on the real line.
Remark 5. For continuous time birth and death processes, Mielke [44] recently
computed a lower bound for an other notion of discrete Ricci curvature, related
to the fact that the evolution of the law of a continuous time birth and death
process can be described through a gradient flow system. To relate both defi-
nitions is still an open problem, but the lower bound obtained in Mielke’s work
has a similar expression (see Section 5 in [44] and Example 3 below) andmay be
a good starting point to compare both approaches. This example has also been
considered by Fathi and Maas in [30, Theorem 4.1] in the setting of Entropic
Ricci curvature.
Example 2. In this example, d is the trivial distance on E . Assume that there
exist a non-negative measure ζ on E and a measurable function α : E ×E → R+
such that
q(x,dz)=α(x,z)ζ(dz), ∀x ∈ E .
Without loss of generality, we assume that α(x,x) = 0 for all x ∈ E . Then, using
the fact that the Wasserstein distance is one half of the total variation distance,
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we obtain, for all x 6= y ∈ E ,
J
x,y
d
(q(x, ·),q(y, ·))= 1
2
∫
E\{x,y}
|α(x,z)−α(y,z)|ζ(dz)
+ 1
2
|α(x,x)ζ({x})+q(y,E )−α(y,x)ζ({x})|
+ 1
2
|α(x, y)ζ({y})−α(y, y)ζ({y})−q(x,E )|−q(x,E )−q(y,E )
= 1
2
∫
E\{x,y}
|α(x,z)−α(y,z)|ζ(dz)
− 1
2
α(y,x)ζ({x})− 1
2
α(x, y)ζ({y})− 1
2
q(x,E )− 1
2
q(y,E ),
whereweused the fact thatα(x,x)ζ({x})+q(y,E )−α(y,x)ζ({x}) ≥ 0 andα(x, y)ζ({y})−
α(y, y)ζ({y})−q(x,E )≤ 0. Rearranging the terms, we obtain
J
x,y
d
(q(x, ·),q(y, ·))=−
∫
E
α(x,z)∧α(y,z)ζ(dz)−α(y,x)ζ({x})−α(x, y)ζ({y}).
In particular, the coarse Ricci curvature σ of the process satisfies
σ≥ inf
x 6=y
[∫
E
α(x,z)∧α(y,z)ζ(dz)+α(y,x)ζ({x})+α(x, y)ζ({y})
]
.
Example 3. Consider the particular case where E =N0 := {0,1,2, . . .} and L is the
infinitesimal generator of a birth and death process with birth rates (bx)x∈N0 and
death rates (dx )x∈N0 , all positive but d0 = 0. In this case, for all x, y ∈N0,
q(x, y)=


bx if y = x+1
dx if x ≥ 1 and y = x−1
0 otherwise
We also assume that the distance d is given by
d (x, y)=
∣∣∣∣∣
x−1∑
k=0
uk −
y−1∑
k=0
uk
∣∣∣∣∣ ,
where (uk)k≥0 is a sequence of positive numbers. Using Proposition 2.3, we ob-
tain, for all x ≤ y −1,
J
x,y
d
(q(x, ·),q(y, ·))≤ dxux−1−bxux −dyuy−1+byuy
=
y−1∑
k=x
uk
(
dk
uk−1
uk
−bk −dk+1+bk+1
uk+1
uk
)
≤−d (x, y) inf
x∈N0
bx +dx+1−dx
ux−1
ux
−bx+1
ux+1
ux
,
13
with the convention u−1 = 0. Hence Corollary 2.5 entails that the coarse Ricci
curvature σ of the process satisfies
σ≥ inf
x∈N0
bx +dx+1−dx
ux−1
ux
−bx+1
ux+1
ux
.
In [13], [34] and [10], it is shown that there is equality in the above equation.
This implies that, at least in some cases, Corollary 2.5 and hence Theorem 2.1
are sharp. Note that, in this case, Proposition 2.3 provides an explicit expression
for the quantity J
x,y
d
(q(x, ·),q(y, ·)).
Example 4. The choice of the classical coupling (i.e. the use of Proposition 2.3)
in the previous example was judicious because themeasures involved for a birth
and death process are stochastically ordered : the jumps measures q(x, ·) are
such that q(x, ·)+m2(E )δx is always dominated by q(y, ·)+m1(E )δy for x ≤ y ,
so that an optimal coupling between the measures involved is obtained by the
classical coupling (this also explains why, in [34, Theorem 4.3] for instance, the
classical coupling is sufficient to recover the exact coarse Ricci curvature). This
is not the case in the present example.
We assume that
q(x, y)=


bx if y = x+2
dx if y = x−1,
0 otherwise.
In this case, a similar computation as above shows that, for x ≤ y −2,
J
x,y
d
(q(x, ·),q(y, ·))≤ dxux−1−bx(ux +ux+1)−dyuy−1+by (uy +uy+1).
Using the same method (which relies on Proposition 2.3) in the case x = y − 1
would lead to the following bound
J
x,y
d
(q(x, ·),q(y, ·))≤ dxux−1− (bx +dx+1)ux + (bx +bx+1)ux+1+bx+1ux+2
Instead, we use Lemma 2.6 below to obtain, when x = y −1,
Wd (q(x, ·)+q(y,E )δx ,q(y, ·)+q(x,E )δy )
= dxux−1+ (dx +bx+1)ux +|bx+1−bx |ux+1+bx+1ux+2
and hence
J
x,y
d
(q(x, ·),q(y, ·))= dxux−1− (bx +dx+1)ux +|bx+1−bx |ux+1+bx+1ux+2.
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Note that this quantity is always strictly smaller than the bound obtained using
Proposition 2.3 (which corresponds to the classical coupling). We deduce that
the coarse Ricci curvature of the process satisfies
σ≥ inf
x∈N0
bx +dx+1−dx
ux−1
ux
−|bx+1−bx |
ux+1
ux
−bx+1
ux+2
ux
.
Lemma2.6 allowedus toprovide a computable bound for the coarseRicci curva-
ture. This method can be easily generalized to other jump measures on the real
line and, although the coupling operator realizing this boundmight be quite dif-
ficult to build explicitly, our result shows that such a coupling operator indeed
exists.
The following lemma, which is a slight extension of [53], can be useful to
compute the Wasserstein distance between laws on the real line when the dis-
tance is similar to the one of the two previous examples. Note that in this state-
ment, we define Wd (m1,m2) as the infimum in (2.1), although d might not be a
distance in general. Of course, this result immediately extends to arbitrary non-
negative measuresm1 andm2 sharing the same mass.
Lemma 2.6. Let µ be a positive measure on R and consider the functional on
R×R defined by d (x, y) = µ([min(x, y),max(x, y))) for all x, y ∈ R. Then, for any
probability measures m1 and m2 belonging toMd (R), we have
Wd (m1,m2)=
∫
R
|F1(t )−F2(t )| µ(dt ),
where F1 and F2 are the cumulative distribution functions of m1 and m2 respec-
tively. Moreover, the infimum in the definition of Wd (m1,m2) is attained.
Proof of Lemma 2.6. LetU be a random variable with uniform law on (0,1) and
define X1 = F−11 (U ) and X2 = F−12 (U ) where
F−1i (p)=min{x ∈R, s.t . Fi (x)≥ p}, ∀p ∈ (0,1), i ∈ {1,2}.
It is well known that the laws of X1 and X2 arem1 andm2 respectively. We con-
sider the left-continuous non-decreasing function f : x 7→ µ(−∞,x) and define
the random variables Y1 = f (X1) and Y2 = f (X2). We denote by G1 and G2 their
respective cumulative distribution functions, and our first aim is to prove (in
Step 1) that
G−1i (p)= f ◦F−1i (p) ∀p ∈ (0,1), i ∈ {1,2}.
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We conclude the proof of the lemma in Step 2, using a well known explicit ex-
pression for the Wasserstein distance between the laws of Y1 and Y2 when the
underlying distance if the euclidean one.
Step 1. Fix p ∈ (0,1) and i ∈ {1,2} and let us prove thatG−1
i
(p)= f ◦F−1
i
(p).
We set
y0 :=G−1i (p)=min
{
y ∈R such that P
(
f (F−1i (U ))≤ y
)
≥ p
}
.
Since p > 0, there exists x ∈R such that f (x)≤ y0, and, since f is left continuous
andnon-decreasing, we deduce that there exists x0 ∈Rwhich is the largest num-
ber such that f (x0)≤ y0. Since, by definition of x0, for all x ∈R, f (x) ∉ ( f (x0), y0],
we also observe that
p ≤P
(
f (F−1i (U ))≤ y0
)
=P
(
f (F−1i (U ))≤ f (x0)
)
,
so that y0 ≤ f (x0) by definition of y0. Finally, we deduce that y0 = f (x0).
The definition of x0 also entails that, for all z ∈ R, f (z) ≤ y0 ⇔ z ≤ x0. As a
consequence,
p ≤P
(
f (F−1i (U ))≤ y0
)
=P(F−1i (U )≤ x0)= Fi (x0).
We deduce that x0 ≥ F−1i (p) and hence thatG−1i (p)= f (x0)≥ f ◦F−1i (p).
Now, setting x ′0 = F−1i (p), we have P(F−1i (U ) ≤ x ′0) = Fi (x ′0) ≥ p and hence
P( f (F−1
i
(U ))≤ f (x ′0))≥ p since f is non-decreasing. This implies that f ◦F−1i (p)=
f (x ′0)≥G−1i (p).
This concludes Step 1 of the proof.
Step 2. Let us now conclude the proof of the lemma.
Denoting by | · | the euclidean distance on R and by W|·| the corresponding
Wasserstein distance, we obtain using [53] (see also the Addendum by the same
author in 1980 and references therein, see also [21] for an anterior look at the
problem) that
W|·| (Law (Y1),Law (Y2))= E|Y1−Y2| =
∫
R
∣∣G1(y)−G2(y)∣∣ d y
=
∫
R+
∣∣G1(y)−G2(y)∣∣ d y,
since Y1 ≥ 0 and Y2 ≥ 0 almost surely. But, setting g : y 7→max{x ∈ R, f (x) ≤ y},
we have, for all y ∈R+ and i ∈ {1,2},
Gi (y)=P( f (Xi )≤ y)=P(Xi ≤ g (y))= Fi ◦ g (y).
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Hence
E(d (X1,X2))= E|Y1−Y2| =
∫
R+
|F1−F2| ◦ g (y)d y =
∫
R
|F1(t )−F2(t )|µ(dt ). (2.7)
In order to verify the last equality, one simply checks that, for all t ∈ R, the inte-
gral of the function x 7→ 1x<t with respect to the measure A 7→
∫
R+ 1A ◦ g (y)d y
is ∫
R+
1g (y)<t d y =
∫
R+
1y< f (t )d y = f (t )=
∫
R
1x<t µ(dx).
On the one hand, we deduce from (2.7) that
Wd (m1,m2)≤
∫
R
|F1(t )−F2(t )|µ(dt ).
On the other hand, for any coupling (X ′1,X
′
2) with marginal lawsm1 andm2, the
coupling (Y ′1 ,Y
′
2) = ( f (X ′1), f (X ′2)) is a coupling with the same marginal laws as
Y1 and Y2. As a consequence,
E(d (X ′1,X
′
2))= E|Y ′1−Y ′2 | ≥Wd (Law (Y1),Law (Y2))= E|Y1−Y2| = E(d (X1,X2)).
This and Equation (2.7) entail that
Wd (m1,m2)=
∫
R
|F1(t )−F2(t )|µ(dt )
and that the lawof (X1,X2) realizes theminimum in thedefinition ofWd (m1,m2).
3 Amodel of interacting agents
In this section, the set E is the complete graph of size #E ≥ 3 endowed with the
distance d (x, y) = 1x 6=y . In particular, the Wasserstein distance associated to d
equals half the total variation distance.
Fix N ≥ 2 and consider the particle system described in the introduction,
where each particle represents an agent’s choice in the complete graph E . We
recall that this model can be written in the settings of Theorem 2.1, by setting,
for all x, y ∈ E ,
Fi (x, x¯, {y})=
T
#E
+ f
(∑N
i=11xi=y
N
)
, ∀y ∈ E ,
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where f : [0,1]→R+ is a non-negative function and T is a fixed constant (called
the temperature of the system). Note that this process is exponentially ergodic,
and that themarginal of its empirical stationary distribution is the uniformprob-
ability measure on E (this is an immediate consequence of the symmetry of the
state space and of the dynamic of the particles).
The following results are proved at the end of this section. In this first propo-
sition, we assume that f is Lipschitz and provide a coarse Ricci curvature’s lower
bound that does not depend on N .
Proposition 3.1. Assume that f is a Lipschitz function and define the Lipschitz
constant of f as ‖ f ‖Lip = supu 6=v∈[0,1] | f (u)− f (v)|/|u− v |. Then the coarse Ricci
curvatureσ of the particle system described above satisfies
σ≥ T −2‖ f ‖Lip + inf
µ
∑
x∈E
f (µ(x)),
where the infimum is taken over the probability measures µ on E. Moreover, if f
is monotone, then
σ≥T −‖ f ‖Lip + inf
µ
∑
x∈E
f (µ(x)).
In the next proposition, we assume that f is a non-decreasing strictly convex
function and show that, for small values of T , the process exhibits ameta-stable
state, so that the agents have a herd behavior for large values of N : if all the
agents start with the same choice x ∈ E , then, during a time of order exp(cN ),
for some constant c > 0, x is favored by the majority of the agents. Note that
this is true despite the fact that, during this very same interval of time, the vast
majority of the agents have changed their choices at multiple times.
Proposition 3.2. Assume that f is a strictly convex function such that f (0) = 0,
let z∗ ∈ (1/2,1) such that
z∗ = argmax
z∈[1/2,1]
f (z)− z( f (z)+ f (1− z))
and set
m∗ = f (z∗)− z∗( f (z∗)+ f (1− z∗))> 0.
If the temperature is sufficiently small, namely if
0≤ T < m∗#E
z∗#E −1
,
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then there exists a positive constant δ> 0 such that, for all x ∈ E,
− 1
N
logP
(
∃s ∈ [0, t ], µNs (x)≤ z∗
)
=N→+∞ O
(
min
(
δ(µN0 (x)− z∗)2+,δε¯2−
log t
N
))
,
uniformly in t ≥ 0 and where µNs = 1N
∑N
i=1δX is .
In order to check that m∗ > 0 in the above result, one simply uses the fact
that f is strictly convex with f (0)= 0, so that, for all z ∈ (1/2,1), f (1−z)/(1−z)<
f (z)/z.
Example 5. Assume that f is an affine function : f (x)= ax+b for some a ∈R and
b ≥ 0 such that a+b ≥ 0. Then f is Lipschitzwith ‖ f ‖Lip = |a| and
∑
x∈E f (µ(x))=
a+b #E for any probability measure µ on E . Hence Proposition 3.1 implies that
the Wasserstein curvature of the process is bounded from below by T +b #E +
a−|a|. In particular, it is positive since
T +b #E +a−|a|=
{
T +b#E > 0 if a ≥ 0,
T +b(#E −2)+2(b+a)> 0 if a < 0,
and hence the system of agents does not exhibit a herd behavior.
Example 6. Assume that f (x)= x2. Then ‖ f ‖Lip = 2 and
inf
µ
∑
x∈E
f (µ(x))= 1
#E
,
Moreover,
z∗ = argmax
z∈[1/2,1]
z2− z(z2+ (1− z)2)= 1
2
+ 1p
12
and
m∗ = z2∗− z∗(z2∗+ (1− z∗)2)=
1
6
p
3
.
Hence we deduce from Proposition 3.1 and Proposition 3.2 that
• if T > 2 − 1/#E , then the Wasserstein curvature of the particle system is
positive (bounded from below by T −2 +1/#E ) and the system of agents
does not exhibits a herd behavior;
• if 0≤ T < #E/((3+3
p
3)#E−6
p
3), then the system of agents exhibits a herd
behavior.
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Proof of Proposition 3.1. Fix i ∈ {1, . . . ,N } and x¯, y¯ ∈ EN . We set µx¯ = 1N
∑N
j=1δx j
and µy¯ = 1N
∑N
j=1δy j . We assume, without loss of generality, that Fi (xi , x¯,E ) ≥
Fi (yi , y¯ ,E ). If xi 6= yi , one has
Wd
(
Fi (xi , x¯, ·)+Fi (yi , y¯ ,E )δxi ,Fi (yi , y¯ , ·)+Fi (xi , x¯,E )δyi
)
= 1
2
∑
g∈E
∣∣∣∣∣ f (µx¯ (g ))+1g=xi
(
T +
∑
h∈E
f
(
µy¯ (h)
))
− f
(
µy¯ (g )
)
−1g=yi
(
T +
∑
h∈E
f
(
µx¯ (h)
))∣∣∣∣∣
≤ 1
2
∑
g∈E
∣∣ f (µx¯ (g ))− f (µy¯ (g ))∣∣+ 1
2
∑
g∈E
(
f
(
µx¯(g )
)
− f
(
µy¯ (g )
))
+T +
∑
g∈E
f
(
µy¯ (g )
)
.
If xi = yi , then
Wd
(
Fi (xi , x¯, ·)+Fi (yi , y¯ ,E )δxi ,Fi (yi , y¯ , ·)+Fi (xi , x¯,E )δyi
)
= 1
2
∑
g∈E
∣∣∣∣∣ f (µx¯ (g ))+1g=xi
∑
h∈E
f
(
µy¯ (h)
)
− f
(
µy¯ (g )
)
−1g=yi
∑
h∈E
f
(
µx¯ (h)
)∣∣∣∣∣
≤ 1
2
∑
g∈E
∣∣ f (µx¯ (g ))− f (µy¯ (g ))∣∣+ 1
2
∑
g∈E
(
f
(
µx¯ (g )
)
− f
(
µy¯ (g )
))
.
In both expressions, we have
1
2
∑
g∈E
∣∣ f (µx¯(g ))− f (µy¯ (g ))∣∣+ 1
2
∑
g∈E
(
f
(
µx¯ (g )
)
− f
(
µy¯ (g )
))
=
∑
g∈E
(
f
(
µx¯(g )
)
− f
(
µy¯ (g )
))
+
≤‖ f ‖Lip
∑
g∈E
∣∣µx¯(g )−µy¯ (g )∣∣≤ 2‖ f ‖Lipd (x¯, y¯) (3.1)
and hence, since d (xi , yi ) = 1 in the case xi 6= yi and d (xi , yi ) = 0 in the case
xi = yi , we deduce that
J
xi ,yi
d
(Fi (xi , x¯, ·),Fi (yi , y¯ , ·))≤−Fi (xi , x¯,E )d (xi , yi )+2‖ f ‖Lipd (x¯, y¯).
We deduce that
1
N
∑N
i=1 J
xi ,yi
d
(Fi (xi , x¯, ·),Fi (yi , y¯ , ·))
d (x¯, y¯)
≤− inf
i ,x¯,y¯
Fi (xi , x¯,E )+2‖ f ‖Lip .
Since infi ,x¯,y¯ Fi (xi , x¯,E ) = T + infµ
∑
x∈E f (µ(x)), this concludes the first part of
the proof of Proposition 3.1.
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If f is non-decreasing (and similarly if f is decreasing), then one can replace
the inequality (3.1) by (we use the fact that
∑
g∈E µx¯ (g )−µy¯ (g )= 0)∑
g∈E
(
f
(
µx¯(g )
)
− f
(
µy¯ (g )
))
+ ≤ ‖ f ‖Lip
∑
g∈E
(
µx¯ (g )−µy¯ (g )
)
+
= 1
2
‖ f ‖Lip
∑
g∈E
∣∣µx¯ (g )−µy¯ (g )∣∣
≤ ‖ f ‖Lipd (x¯, y¯),
which, as above, allows to conclude the proof of the second part of Proposi-
tion 3.1.
Proof of Proposition 3.2. The particle system is amean-field particle system and
hence his empirical measure process, defined as
µNt =
1
N
N∑
i=1
δX it
∀t ≥ 0,
is a Markov process evolving in the simplex of R#E .
Denote by (µt )t≥0 the solution to the ODE
dµt
dt
=µt
(
Lµt ·
)
, µ0 =µN0 (x),
with Lµ defined as the following operator acting on functions h : E→R
Lµh(k)=
∑
l∈E
(h(l )−h(k))
(
T
#E
+ f (µ(l ))
)
.
Then (µNt )t≥0 satisfies the followingupper bound large deviationprinciple proved
in [26], where we use the fact that the state space is compact (we also refer the
reader to the more recent [27] for more general mean-field interactions with
multiple particles jumps) : for any closed set F ∈ D([0, t ],R#E ), and all η > 0,
there exists Nη ≥ 2 such that, for all n ≥Nη,
1
N
logPµN0
((
µNs
)
s∈[0,t ] ∈ F
)
≤− inf
ϕ∈F
IµN0
(ϕ)+η, (3.2)
where IµN0 (ϕ)=+∞ if ϕ(0) 6=µ
N
0 or if ϕ is not absolutely continuous, and, other-
wise,
IµN0
(ϕ)=
∫t
0
ℓ
(
ϕs ,
∂ϕs
∂s
)
ds,
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with ℓ defined as
ℓ(µ,ν)= sup
α∈R#E
α ·ν−
∑
k∈E
µ(k)
∑
l∈E
(
T
#E
+ f (µ(l ))
)(
exp(αl −αk )−1
)
.
In the following, we choose t = 1 in the definition of IµN0 .
Step 1: Our first aim is to prove that there exists a constantC ≥ 1 such that
ℓ(µ,ν)≥
{ ‖ν−µ(Lµ·)‖2
4C if ‖ν−µ(Lµ·)‖ ≤ 2C ,
‖ν−µ(Lµ·)‖−C if ‖ν−µ(Lµ·)‖ ≥ 2C
(3.3)
≥
‖ν−µ(Lµ·)‖2
4C
∧
‖ν−µ(Lµ·)‖
2
, (3.4)
where ‖ · ‖ denotes the Euclidean norm. The main difficulty is that we require
C to be independent of µ. Otherwise, the property would be directly obtained
from the fact that l
(
µ,ν
)
is strictly convex in its second variable, which is a con-
sequence of [49, Theorem 12.2], as stressed out by [27, Lemma 7.2].
In the case where ν=µ(Lµ·), we have
ℓ
(
µ,µ(Lµ·)
)
= sup
α∈R#E
∑
k∈E
µ(k)
∑
l∈E
(
T
#E
+ f (µ(l ))
)(
−exp(αl −αk )+1+ (αl −αk )
)
= 0.
Now, if ν = µ(Lµ·)+ ζ, then, using the fact that (exp(z)− 1− z)/z2 is uniformly
bounded over z ∈ [−1,1],
ℓ
(
µ,ν
)
≥ sup
α∈R#E ,‖α‖≤1
α ·ζ−C‖α‖2
where C ≥ 1 is a constant that does not depend on µ,ν nor α. If ‖ζ‖ ≤ 2C , then
one can choose α= ζ/2C in order to obtain ℓ
(
µ,ν
)
≥ ‖ζ‖24C . If ‖ζ‖ ≥ 2C , then one
can choose α= ζ/‖ζ‖ and obtain ℓ
(
µ,ν
)
≥−C+‖ζ‖. Finally, we deduce that (3.3)
holds true.
Step 2: Our aim is to prove that there exists ε∗ > 0 and ε¯ ∈ (0,ε∗/2] such that
µ(Lµ1x )≥ ε¯ for all probability measure µ on E such that µ(x) ∈ [z∗,z∗+ε∗].
Let µ be a probability measure on E such that µ(x) = z∗+ε for some ε > 0.
We have
µ
(
Lµ1x
)
=
∑
y∈E
µ(y)
∑
k∈E
(
1x(k)−1x (y)
)( T
#E
+ f (µ(k))
)
= T
#E
+ f (µ(x))−µ(x)
(
T +
∑
k∈g
f (µ(k))
)
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Since f is convex with f (0)= 0, we have
∑
k∈E
f (µ(k))≤ f (µ(x))+ f (1−µ(x)).
Hence
µ
(
Lµ1x
)
≥ T
#E
+ f (µ(x))−µ(x)
(
T + f (µ(x))+ f (1−µ(x))
)
= T
#E
− (z∗+ε)T + f (z∗+ε)− (z∗+ε)( f (z∗+ε)+ f (1− z∗−ε)).
Now, since the right hand side of the above term is continuous in ε and strictly
positivewhen ε= 0 (by assumption on T ), we conclude that there exists twopos-
itive constants ε∗ and ε¯ such that the above term is larger than ε¯ for all ε∈ [0,ε∗].
Since one can assume without loss of generality that ε¯ ≤ ε∗/2, this concludes
Step 2.
Step 3: Let µN0 be such that µ
N
0 (x) > z∗. Using the results of the previous
steps, we show that any function ϕ· ∈ D([0,1],R#E ) with values in the simplex,
such thatϕ0(x)> z∗ and such that ϕt (x)< z∗+ t ε¯ for some t ∈ [0,1], satisfies
IµN0
(ϕ)≥ δ(µN0 (x)− z∗)2
for some constant δ> 0.
Consider ϕ satisfying the above property. If ϕ(x) 6= µN0 (x) or if ϕ is not ab-
solutely continuous, then IµN0 (ϕ) = +∞ and the property is immediate. Other-
wise, there exist two times t1 < t2 ∈ [0,1], such thatϕt1(x)=ϕ0(x)∧ (z∗+ ε¯)+ t1ε¯,
ϕt2(x) = z∗+ t2ε¯ and ϕs(x) ∈ [z∗,z∗+2ε¯] for all s ∈ [t1, t2]. In particular, Step 1
entails
I (ϕ)≥
∫t2
t1
∥∥∥ϕs(Lϕs ·)− ∂ϕs∂s
∥∥∥2
4C
∧
∥∥∥ϕs (Lϕs ·)− ∂ϕs∂s
∥∥∥
2
ds
≥ 1
4C
∫t2
t1
∣∣∣∣ϕs (Lϕs1x )− ∂ϕs∂s (x)
∣∣∣∣2∧
∣∣∣∣ϕs(Lϕs1x)− ∂ϕs∂s (x)
∣∣∣∣ 1 ∂ϕs
∂s
(x)≤ε¯ds
≥ 1
4C
∫t2
t1
∣∣∣∣ε¯− ∂ϕs∂s (x)
∣∣∣∣2∧
∣∣∣∣ε¯− ∂ϕs∂s (x)
∣∣∣∣ 1 ∂ϕs
∂s
(x)≤ε¯ds,
since Step 2 implies that ϕs(Lϕs1x)≥ ε¯ for all s ∈ [t1, t2]. Setting
A =
{
s ∈ [t1, t2], s.t.
∣∣∣∣ε¯− ∂ϕs∂s (x)
∣∣∣∣2 ≤
∣∣∣∣ε¯− ∂ϕs∂s (x)
∣∣∣∣
}
,
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and using Cauchy-Schwarz inequality, we obtain
∫t2
t1
∣∣∣∣ε¯− ∂ϕs∂s (x)
∣∣∣∣21A(s)1 ∂ϕs
∂s
(x)≤ε¯ds ≥
(∫t2
t1
∣∣∣∣ε¯− ∂ϕs∂s (x)
∣∣∣∣1A(s)1 ∂ϕs
∂s
(x)≤ε¯ds
)2
/(t2− t1).
But
∫t2
t1
∣∣∣∣ε¯− ∂ϕs∂s (x)
∣∣∣∣1A(s)1 ∂ϕs
∂s
(x)≤ε¯ds+
∫t2
t1
∣∣∣∣ε¯− ∂ϕs∂s (x)
∣∣∣∣1Ac (s)1 ∂ϕs
∂s
(x)≤ε¯ds
≥ ε¯t2−ϕt2(x)− ε¯t1+ϕt1(x)=ϕ0(x)∧ (z∗+ ε¯)− z∗,
hence one of the two terms in the left hand side is larger than (ϕ0(x)−z∗)∧ε¯2 , so that∫t2
t1
∣∣∣∣ε¯− ∂ϕs∂s (x)
∣∣∣∣2∧
∣∣∣∣ε¯− ∂ϕs∂s (x)
∣∣∣∣ 1 ∂ϕs
∂s
(x)≤ε¯ds ≥
(
(ϕ0(x)− z∗)∧ ε¯
2
p
t2− t1
)2
∧ (ϕ0(x)− z∗)∧ ε¯
2
≥ δ(ϕ0(x)− z∗)2
for some constant δ> 0. This concludes Step 3.
Step 4. We conclude the proof by a classical renewal argument. Using Step 3,
the deviation principle (3.2) and using theMarkov property, one obtains
P
(
∃s ∈ [0,1], µNs (x)≤ z∗+ sε¯
)
≤ exp
(
−N (δ(µN0 (x)− z∗)2−η)
)
and, for all integer t ≥ 1,
P
(
∃s ∈ [t , t +1], µNs (x)≤ z∗+ (s− t )ε¯ | ∀µNt (x)≥ z∗+ ε¯
)
≤ exp
(
−N (δε¯2−η)
)
.
Hence, for all t > 0,
P
(
∃s ∈ [0, t ], µNs (x)≤ z∗
)
≤ exp
(
−N (δ(µN0 (x)− z∗)2−η)
)
+ (⌈t⌉−1)exp
(
−N (δε¯2−η)
)
.
Since η can be chosen arbitrarily small uniformly in t , taking the logarithm allow
us to conclude the proof of Proposition 3.2.
4 Application to othermodels
In this Section, we compute a lower bound for the coarse Ricci curvature of dif-
ferent interacting particle systems. In Subsection 4.1, we consider zero range
dynamics. In Subsection 4.2, we study the case of Fleming-Viot type systems
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and some natural extensions. In Subsection 4.3, we consider birth and death
processes in mean-field type interaction. Finally, we conclude in Subsection 4.4
with systems of particles whose jump measures admit a density with respect to
the Lebesgue measure or the counting measure (we consider exponential laws
on R, Gaussian measures on Rd or finitely supported discrete measures on Z).
For the sake of clarity, we chose F = Fi independent of i , but the approach and
most computations remain unchanged in the dependent case.
4.1 Zero range dynamics
Let E be a finite or countable space equipped with the trivial distance (defined
by d (x, y) = 1x 6=y for all x, y ∈ E ) and let (Pxy )x,y∈E be a stochastic matrix and
consider a particle system whose infinitesimal generator is given by
L f (x¯)=
N∑
i=1
cxi (x¯)
∑
y∈E
Pxy ( f (x¯+ey −ex )− f (x)), (4.1)
where, for all x ∈ E , cx :EN →R+ is a non-negative function. The particles of this
system jump with respect to the transition probability Px at a rate cxi (x¯).
In the following corollary, for all x, y ∈ E , θP (x, y) is the coarse Ricci curvature
(in discrete time) of the transition probability matrix P along (xy), in the sense
of [45, Definition 3]:
θP (x, y)= 1−
Wd (Px ,Py )
d (x, y)
. (4.2)
In our case, d is the trivial distance, θP (x, y) is thus equal to 1− 12‖Px−Py‖TV . We
refer the reader to [45, 46], where the author provides general properties and ex-
plicit bounds of θP for several choices of P . In the following result, we abusively
write x ∈ x¯ if x is a coordinate of x¯.
Corollary 4.1. The coarse Ricci curvatureσ of the particle systemwith infinitesi-
mal generatorL given by (4.1) satisfies
σ≥ inf
x¯ 6=y¯∈EN , x∈x¯ , y∈y¯
θP (x, y)cx(x¯)∧cy (y¯)−sup
x∈E
(1−Pxx )‖cx‖Lip .
where ‖cx‖Lip := supx¯ 6=y¯∈EN s.t. x∈x¯ and x∈y¯ |cx (x¯)−cx (y¯)|d(x¯ ,y¯) .
One says that the infinitesimal generator (4.1) defines a zero range dynamic,
if the jump rate and distribution of one particle does not depend on the position
of the particles located at other sites. This means that, for each x ∈ E , there
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exists a non-negative function czrx : N→ R+, where N := {1,2, . . .}, such that the
infinitesimal generator of the particle system on EN is given by
L
zr f (x¯)=
N∑
i=1
czrxi (η
x¯
xi
)
1
#E
∑
y∈E
Pxi y ( f (x¯+ey −exi )− f (xi )), (4.3)
where ηx¯x
de f= ∑Ni=11xi=x denotes the number of components of x¯ equal to x. In
this situation and when d is the trivial distance on E , the bound obtained in the
above corollary can be refined, as stated in the following result.
Corollary 4.2. The coarse Ricci curvature σzr of the zero range particle system
with infinitesimal generatorL zr given by (4.3) satisfies
σzr ≥ inf
x∈E ,y∈E
n,m∈N
θP (x, y)c
zr
x (n)∧czry (m)−2 sup
x∈E
n,m∈N
(1−Pxx )
n
m
|czrx (n)−czrx (n+m)|.
An interesting feature of a zero range dynamic is that the empirical measure
of the process is ameasure valuedMarkov process, whose coarse Ricci curvature
is bounded from below by the coarse Ricci curvature of the dynamic of the full
particle system in EN . In [7, Section 4], the authors study the mixing properties
of the empirical measure dynamic, with the assumption that E is finite, that Px
is the uniformmeasure on E for all x ∈ E and that there exist 0≤ δ≤ c such that,
for all x ∈ E ,
c ≤ (n+1)czrx (n+1)−nczrx (n)≤ c +δ, ∀n ≥ 1.
(beware that the rate denoted by cx (n) in [7] is the jump rate for n particles, and
hence it corresponds to n czrx (n) in our settings). Under this set of assumptions,
they obtain amodified logarithmic Sobolev inequalitywith rate c−δ, which pro-
vides a lower bound for the rate of exponential convergence to equilibrium of
the process, in the relative entropy sense. In [4], the authors prove that the
spectral gap for the empirical measure process is lower bounded by c > 0 un-
der weaker assumptions (namely with δ=+∞).
Under this particular set of assumptions and considering d equal to the triv-
ial distance on E , one has θP (x, y)= 1, Pxx = 1/#E , czrx ≥ c and nm |czrx (n)−czrx (n+
m)| ≤ δ for all x ∈ E , y ∈ E ,n,m ∈N. Hence Corollary 4.2 implies that c −2δ is a
lower bound for the coarse Ricci curvature of the particle system.
As expected, we obtain a weaker lower bound for the rate of convergence
to the equilibrium of this zero range dynamic than in [7], since we consider the
dynamic of the full particle system instead of its empirical measure. However,
it is interesting to note that both bounds share a similar structure. Note also
26
that, contrarily to [7], we do not require the functions n 7→ n cx(n) to be non-
decreasing and hence provide a new result for the convergence rate to equilib-
rium of such zero-range dynamics (both for the full particle system and for the
empirical measure). Of course, one expects that the actual rate of convergence
to equilibrium for the empirical measure is higher than the one we found.
Finally, one interesting aspect of our result on Wd convergence is that we do
not require that the process is reversible, allowing various choices of (Px )x∈E .
Remark 6. EntropyRicci curvature of zero range dynamicmodels have also been
studied by Fathi and Maas in [30, Section 4.2]. Under the assumptions of [7,
Section 4] and that δ ∈ [0,2c], the authors prove that the Entropy Ricci curvature
is lower bounded by c/2− 5δ/4 and hence that this system satisfies a gradient
flow structure with positive curvature when c > 5δ/2.
Proof of Corollary 4.1. With the notation of Theorem 2.1, the jump measures of
this interacting particle system are
F (x, x¯, ·)= cx(x¯)Px , ∀x ∈ E , x¯ ∈ EN .
Using properties (2.5) and (2.4), we obtain for all x, y ∈ E and x¯, y¯ ∈ EN such that
cx (x¯)≥ cy (y¯)
J
x,y
d
(F (x, x¯ , ·),F (y, y¯ , ·))≤ cy (y¯) Jx,yd
(
Px ,Py
)
+ (cx (x¯)−cy (y¯)) Jx,yd (Px ,0)
≤ cy (y¯)
[
Wd
(
Px ,Py
)
−d (x, y)
]
+ (cx (x¯)−cy (y¯))
[
Wd (Px ,δy )−d (x, y)
]
≤−cy (y¯)θP (x, y)+ (cx (x¯)−cy (y¯))(1−Pxx )1x=y .
As a consequence, for all x¯, y¯ ∈ EN ,
N∑
i=1
J
xi ,yi
d
(F (xi , x¯, ·),F (yi , y¯ , ·))≤−
N∑
i=1
1x 6=yθP (xi , yi )cxi (x¯)∧cyi (y¯)
+
N∑
i=1
1xi=yi (1−Pxi xi )
∣∣cxi (x¯)−cyi (y¯)∣∣ (4.4)
≤−N d (x¯, y¯) inf
u¯ 6=v¯∈EN ,u∈u¯,v∈v¯
θP (u,v)cu(u¯)∧cv (v¯)
+N d (x¯, y¯) sup
u∈E ,u¯ 6=v¯∈EN
u∈u¯ and u∈v¯
(1−Puu )
|cu(u¯)−cu(v¯)|
d (u¯, v¯)
.
This and Theorem 2.1 allow us to conclude the proof.
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Proof of Corollary 4.2. The same calculations as above up to (4.4) lead to
N∑
i=1
J
xi ,yi
d
(F (xi , x¯, ·),F (yi , y¯ , ·))≤−N d (x¯, y¯) inf
u¯ 6=v¯∈EN ,u∈u¯,v∈v¯
θP (u,v)cu(u¯)∧cv (v¯)
+
∑
x∈E
N∑
i=1
1xi=yi=x(1−Pxx )
∣∣∣czrx (ηx¯x )−czrx (ηy¯x )∣∣∣ .
But
∑N
i=11xi=yi=x ≤ ηx¯x ∧η
y¯
x , so that
∑
x∈E
N∑
i=1
1xi=yi=x (1−Pxx )
∣∣∣czrx (ηx¯x )−czrx (ηy¯x )∣∣∣≤ ∑
x∈E
ηx¯x∧η
y¯
x (1−Pxx )
∣∣∣czrx (ηx¯x )−czrx (ηy¯x )∣∣∣
≤
∑
x∈E
|ηx¯x −η
y¯
x | sup
u∈E
n,m∈N
(1−Puu )
n
m
|czru (n)−czru (n+m)|.
Observing that
∑
x∈E |ηx¯x−η
y¯
x | ≤ 2N d (x¯, y¯), one can use Theorem 2.1 to conclude
the proof.
4.2 Some simple variants of Fleming-Viot type systems
Assume that the distance d is bounded by d∞ over E ×E . We consider the situa-
tion where there exist a measurable function β : E→R+ and aMarkovian kernel
(Px )x∈E such that
F (x, x¯,dz)= q(x,dz)+ β(x)
N
N∑
i=1
Pxi (dz)= q(x,dz)+β(x)µx¯P, (4.5)
where µx¯ = 1N
∑N
i=1δxi is the empirical distribution of x¯. In opposition to the
zero range dynamics of the previous subsection, the jump rate of a particle only
depends on its position and its jump measure depend on the whole position of
the system.
Note that, in the case where Px = δx for all x ∈ E , we recover the Fleming-
Viot type system introduced in [5, 23] and whose coarse Ricci curvature with
respect to the trivial distance d (x, y) = 1x 6=y has been studied in [20] (see also
[2, 23, 32, 6, 59] for general properties).
Settingθ∗ = infx 6=y∈E θP (x, y) ∈ [0,1], where θP (x, y) is the discrete time coarse
Ricci curvature of P (see Subsection 4.1), we have, for all x, y ∈ E such that
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β(x)≥β(y),
J
x,y
d
(F (x, x¯, ·),F (y, y¯ , ·))≤ Jx,y
d
(q(x, ·),q(y, ·))+β(y)Wd (µx¯P,µy¯P)
+ (β(x)−β(y))
∫
E
d (z, y)µx¯P(dz)−β(x)d (x, y)
≤ Jx,y
d
(q(x, ·),q(y, ·))+‖β‖∞(1−θP )d (x¯, y¯)
+ (β(x)−β(y))d∞−β(x)d (x, y)
This and Theorem 2.1 entails the following corollary.
Corollary 4.3. The coarse Ricci curvatureσ of the particle system defined by (4.5)
satisfies
σ≥−(1−θP )‖β‖∞−sup
x 6=y
(
J
x,y
d
(q(x, ·),q(y, ·))
d (x, y)
+ |β(x)−β(y)|
d (x, y)
d∞−β(x)∨β(y)
)
Remark 7. One could also consider the infinitesimal generator
L f (x)=
∫
E
( f (z)− f (x))q(x,dz), ∀x ∈ E ,
and prove that
σ≥−(1−θP )‖β‖∞−sup
x 6=y
(
Lcd (x, y)
d (x, y)
+ |β(x)−β(y)|
d (x, y)
d∞−β(x)∨β(y)
)
for any coupling Lc of L. This is also true if L is not a pure jump infinitesimal
generator (see an application in Example 9 below).
Example 7. If d is the trivial distance d (x, y)=1x 6=y , then we obtain
σ≥−(1−θP )‖β‖∞−sup
x 6=y
(
J
x,y
d
(q(x, ·),q(y, ·))−β(x)∧β(y)
)
.
Note that, in several cases, Jx,y
d
(q(x, ·),q(y, ·)) can be bounded from above using
the results of Example 2. In particular, if Px = δx (so that θP = 0) and E is a
discrete state space, one gets
σ≥ inf
x 6=y
q(x, y)+q(y,x)+
∑
z∈E
q(x,z)∧q(y,z)+β(x)∧β(y)−‖β‖∞
and hence recovers [20, Theorem 1.1,Remark 2.4].
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Example 8. We assume that E = N0, that β(x) = c1x=0 for some c > 0 and that
q(x, ·) is the jump kernel of a birth and death process with birth and death rates
respectively provided by (bx )x∈N0 and (dx)x∈N0 (d0 = 0), that is
q(x,dz)= bxδx+1(dz)+dxδx−1(dz), ∀x ∈N0.
We also assume that the process comes down from infinity, which means that
supx∈N0 Ex(T0)<∞, where T0 is the first hitting time of 0 for the birth and death
process. This is equivalent to
S :=
∑
k≥1
1
dkαk
∑
l≥k
αl <∞,
with αk =
(∏k−1
i=1 bi
)
/
(∏k
i=1di
)
(see for instance [54]).
In this case, there exist a bounded function η :N0→R+ and a constantλ0 > 0
such that bx (η(x+1)−η(x))+dx (η(x −1)−η(x)) =−λ0η(x) for all x ≥ 1 (λ0 and
η are the first eigenvalue and the corresponding eigenfunction for the infinites-
imal generator of the birth and death process killed when it reaches 0, see [12]
where the definition of η clearly implies that it is increasing and bounded for
birth and death processes coming down from infinity).
Let us choose the geodesic distance d on N0 defined by
d (x, y)=
∣∣η(x)−η(y)∣∣ ,
and deduce from the computations of Example 3 that the coarse Ricci curvature
σ of the particle system satisfies
σ≥ c
(
θp −
‖η‖∞
η(1)
)
+λ0.
Consider now the Fleming-Viot type system case, i.e. Px = δx . In this case,
we have θP = 0, so that
σ≥λ0−c‖η‖∞/η(1).
In particular, since this bound does not depend on N and because of the con-
vergence result of [59], one can deduce that, if c <λ0η(1)/‖η‖∞, then the coarse
Ricci curvature is positive, uniformly in N ≥ 2. As a consequence, a birth and
death process with birth and death rates (bx )x∈N0 and (dx)x∈N0 and absorption
rate c1x=0, converges exponentially fast toward its unique quasi-stationary dis-
tribution, conditionally on non absorption (the details are the same as in [20],
where the total variation norm case is considered).
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Example 9. In this example, we consider a piecewise deterministic Markov pro-
cess (PDMP) evolving in [1,+∞)N (see [22] for a reference on PDMPs), with gen-
erator
L f (x¯)=
N∑
i=1
[
−x2i f ′(xi )1xi≥1+ f (xi +1)− f (xi )
]
+
N∑
i=1
β(xi )
N∑
j=1
∫
R+
f (z)− f (xi )
N
Px j (dz)
and the distance
d (x, y)=
∣∣∣∣exp
(∫x
1
1
x2
λ1(dx)
)
−exp
(∫y
1
1
y2
λ1(d y)
)∣∣∣∣
Each particle in this process evolves following the deterministic dynamic dxt =
−x2t dt and undergoes jumps of size +1 at rate 1, and jumps with respect to µx¯P
at rate β(xi ).
Consider the pure jump part of L, defined by
L f (x¯)=
N∑
i=1
β(xi )
N∑
j=1
∫
R+
f (z)− f (xi )
N
Px j (dz).
In the setting of Section 2, this corresponds to the jump measures F (x, x¯,dz) =
δx+1 +β(x)µx¯P . Hence Theorem 2.1 provides a coupling operator L c for L
which satisfies (following the above calculations),
L
cd (x¯, y¯)≤−(1−θP )‖β‖∞−sup
x 6=y
( |β(x)−β(y)|
d (x, y)
d∞−β(x)∨β(y)
)
.
Then, considering the coupling operator Lc for L defined by
Lc f (x¯ , y¯)=
N∑
i=1
[
−x2i
∂ f
∂xi
(x¯, y¯)− y2i
∂ f
∂yi
(x¯, y¯)
]
+L c f (x¯, y¯),
we deduce that
Lcd (x¯, y¯)≤−
(
1− (1−θP )‖β‖∞−sup
x 6=y
( |β(x)−β(y)|
d (x, y)
d∞−β(x)∨β(y)
))
d (x¯, y¯),
which entails that
σ≥ 1− (1−θP )‖β‖∞−sup
x 6=y
( |β(x)−β(y)|
d (x, y)
d∞−β(x)∨β(y)
)
.
Note that, if β is small enough and smooth enough, this provide a positive lower
bound for the coarse Ricci curvature,which does not depend onN . In particular,
applying this result to the Fleming-Viot type case and using the convergence
result [59], i.e. Px = δx , letting N →+∞ and interpreting β as a killing rate, one
easily obtains new contraction results in Wd for the conditional distribution of
this PDMP and also new existence/uniqueness results for the quasi-stationary
distribution of this PDMP.
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4.3 Birth and death processes inmean field type interaction
In [52], the author studies, among other things, the coarse Ricci curvature of a
system of particles evolving as birth and death processes whose birth and death
rates depend on the norm of the whole system, with d (x, y)= |x − y |. Similarly
as in the cited article, we make use of the notation dx + q−(x, x¯) for the death
rate and bx +q+(x, x¯) for the birth rate (q− and q+ are allowed to depend on the
position of the whole system in our case). Using the notation of Theorem 2.1,
this means that
F (x, x¯,dz)= (d (x)+q−(x, x¯))δx−1+ (b(x)+q+(x, x¯))δx+1, ∀x ∈ E , x¯ ∈ EN .
The same calculus as in Example 3 (with uk = 1 for all k) shows that, for all
x, y ∈N0 and x¯, y¯ ∈ (N0)N , we have, if x < y and x = y respectively,
J
x,y
d
(F (x, x¯ , ·),F (y, y¯ , ·))≤
{
dx +q−(x, x¯)−bx −q+(x, x¯)−dy −q−(y, y¯)+by +q+(y, y¯),∣∣q−(x, x¯)−q−(x, y¯)∣∣+ ∣∣q+(x, x¯)−q+(x, y¯)∣∣ .
Hence, if there exist some constants a ∈R and b > 0 such that
dx +q−(x, x¯)−bx −q+(x, x¯)−dy −q−(y, y¯)+by +q+(y, y¯)≤ ad (x, y)+bd (x¯, y¯)
and such that
∣∣q−(x, x¯)−q−(x, y¯)∣∣+ ∣∣q+(x, x¯)−q+(x, y¯)∣∣≤ bd (x¯, y¯),
then, by Theorem2.1, the coarse Ricci curvatureσ of the particle system satisfies
σ≥−a−b.
In the particular case of the assumptions and notation of [52, Theorem 1.1], we
can take a = −λ+α and b = α, so that σ ≥ λ− 2α and we recover the result
of the cited paper. Note that we did not need to explicitly describe a coupling in
order to obtain this bound and to slightly relax the assumptions of [52]. Also, this
approach can be easily extended to other processes as in Example 4 for instance.
4.4 System of particles with absolutely continuous jumpmeasures
In this section, we assume that E = Rn , n ≥ 1, endowed with the Euclidean dis-
tance and we assume that there exist a probability measure ζ ∈Md (E ) and two
measurable functions α : E ×EN ×E →R+ and β : E ×EN → R+ such that, for all
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x ∈ E and x¯ ∈ EN , α(x, x¯, ·) is the density of a probability measure with respect to
ζ and such that
Fi (x, x¯,x+dz)=β(x, x¯)α(x, x¯ ,z)ζ(dz), ∀x ∈ E , ∀x¯ ∈ EN ,
or equivalently that
Fi (x, x¯,dz)=β(x, x¯)α(x, x¯ ,z)ζ(dz−x), ∀x ∈ E , ∀x¯ ∈ EN .
For the sake of clarity, we assume that Fi does not depend on i (and we will set
F := Fi in the rest of this subsection). However, most of the calculations consid-
ered in this section can be worked out in the general case.
The following lemma will be used together with Theorem 2.1 in order to
compute a lower bound for the coarse Ricci curvature of such interacting parti-
cle systems. This is particularly interesting if one knows how to find bounds for
the first moment of any probability of type α(x, x¯,z)ζ(dz) and for the Wasser-
stein distance between any probability distributions of the same type. This is
the case for instance if theα(x, x¯ ,z)ζ(dz) are exponential laws (see Example 10),
Gaussian measures (see Example 11) or finitely supported discrete measures on
Z (see Example 12).
Lemma 4.4. Under the above settings,we have, for all x, x¯, y, y¯ such thatβ(x, x¯)≥
β(y, y¯),
J
x,y
d
(F (x, x¯, ·),F (y, y¯ , ·))≤β(y, y¯)Wd (α(x, x¯,z)ζ(dz),α(y, y¯ ,z)ζ(dz))
+
(
β(x, x¯)−β(y, y¯)
)∫
E
|z|α(x, x¯ ,z)ζ(dz).
Proof. For all x, x¯, y, y¯ such thatβ(x, x¯)≥β(y, y¯), we obtain from (2.6), (2.5) and (2.4)
that
J
x,y
d
(F (x, x¯, ·),F (y, y¯ , ·))≤β(y, y¯)Wd (α(x, x¯,z)ζ(dz−x),α(y, y¯ ,z)ζ(dz− y))
+
(
β(x, x¯)−β(y, y¯)
)
Wd (α(x, x¯ ,z)ζ(dz−x),δy )
−β(x, x¯)d (x, y).
On the one hand, we have
Wd (α(x, x¯ ,z)ζ(dz−x),α(y, y¯ ,z)ζ(dz− y))
≤ d (x, y)+Wd (α(x, x¯,z)ζ(dz),α(y, y¯ ,z)ζ(dz)) (4.6)
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and, on the other hand,
Wd (α(x, x¯,z)ζ(dz−x),δy )≤ d (x, y)+Wd (α(x, x¯ ,z)ζ(dz−x),δx ) (4.7)
= d (x, y)+Wd (α(x, x¯ ,z)ζ(dz),δ0)
= d (x, y)+
∫
E
|z|α(x, x¯,z)ζ(dz).
This concludes the proof of Lemma 4.4.
Remark 8. Theorem 2.1 used in conjunction with Lemma 4.4 can only provide
non-positive lower bounds for the coarse Ricci curvature of the particle system.
However, one can use such results to recover positive lower bounds in the case of
the perturbation of a system of particles with known positive lower bound. More
precisely, if an infinitesimal generator L can be written L = H +εL , where H is
known to have a positive curvatureσH > 0 (obtained using a coupling generator
H c ) and where one gets a non-positive lower bound sL ≤ 0 on the curvature of
L (obtained using the above results and hence using a coupling operator L c ),
then one deduce using the coupling operator Lc = H c + εL c that, for all ε ∈
[0,−sL/σH ), L has a positive curvature (this idea can typically be applied in the
context of Remark 4 and Example 1).
Remark 9. Lemma 4.4 is general but usually not sharp, since we used a crude
upper bound in (4.6) and (4.7). For instance, the case studied in Subsection 4.3
enters the settings of Lemma 4.4, but we obtain a better bound using a pre-
cise computation of theWasserstein distance betweenmeasures with only three
atoms. However, in the general case, the computation of the Wasserstein dis-
tance between two discrete probabilitymeasures with finite support is a difficult
task.
Example 10. In this example, we consider a process evolving in Rwith exponen-
tial jump measures α (in particular, the jumps are almost surely positive). More
precisely, we assume thatα(x, x¯ ,z)ζ(dz)=1z>0λ(x, x¯)e−λ(x,x¯)zλ(dz), whereλ(x, x¯)
is a positive measurable function of x and x¯. We also assume that β(x, x¯) and
λ(x, x¯) are anti-monotone (the larger β(x, x¯), the smaller λ(x, x¯)).
Using [53], we obtain
Wd (α(x, x¯ ,z)ζ(dz),α(y, y¯ ,z)ζ(dz))≤
∣∣∣∣ 1λ(x, x¯) − 1λ(y, y¯)
∣∣∣∣
Wealso refer the reader to [38, Examples 3.8 and 3.9] for the generalization of this
result to the canonical regular exponential family and to Gamma distributions
respectively.
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We deduce from Lemma 4.4 that, if β(x, x¯)≥β(y, y¯), then
J
x,y
d
(F (x, x¯),F (y, y¯))≤β(y, y¯)
∣∣∣∣ 1λ(x, x¯) − 1λ(y, y¯)
∣∣∣∣+ β(x, x¯)−β(y, y¯)λ(x, x¯)
= β(x, x¯)
λ(x, x¯)
− β(y, y¯)
λ(y, y¯)
.
We deduce from Theorem 2.1 that the coarse Ricci curvature σ of the particle
system satisfies
σ≥−2
∥∥∥∥βλ
∥∥∥∥
Lip
,
where
∥∥∥βλ
∥∥∥
Lip
is the Lipschitz norm of the function βλ : (E ×EN ,d )→R+.
Example 11. We consider a process evolving in Rn with Gaussian jump mea-
sures. More precisely, we assume that α(x, x¯ ,z)σ(dz) is the law of a centered
Gaussian vector with co-variance matrix Σ(x, x¯). For simplicity, we assume that
the matrices Σ(x, x¯), x ∈ E , x¯ ∈ EN all belong to a same commutative family of
matrices.
In this case, theW2-Wasserstein distance between the probability measures
α(x, x¯ ,z)σ(dz) and α(y, y¯ ,z)σ(dz) is bounded from above (see [31, 36, 50, 51]
and [9] for a pedagogical account) by
√
Tr(Σ(x, x¯)+Σ(y, y¯)−2(Σ(x, x¯)1/2Σ(y, y¯)Σ(x, x¯)1/2)1/2).
In particular, since theW2 distance dominates theWd distance (this is an easy
application of Hölder’s inequality) and using the commutation of the product
Σ(x, x¯)Σ(y, y¯), we deduce from Lemma 4.4 that, if β(x, x¯)≥β(y, y¯), then
J
x,y
d
(F (x, x¯),F (y, y¯))≤β(y, y¯)
∥∥Σ(x, x¯)1/2−Σ(y, y¯)1/2∥∥F
+ (β(x, x¯)−β(y, y¯))
√
n∑
i=1
(Σ(x, x¯)i i )2
where ‖A‖F =
√∑n
i , j=1(Ai j )
2 is the Frobenius normof amatrix A ∈Rn×n . Hence,
Theorem 2.1 entails
σ≥−2‖β‖∞
∥∥Σ1/2∥∥Lip −2‖β‖Lip
∥∥∥∥∥
√
n∑
i=1
(Σi i )2
∥∥∥∥∥
∞
,
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where ‖β‖∞ and ‖β‖Lip are respectively the infinite normand the Lipschitz norm
of β : (E ×EN ,d )→ R+,
∥∥Σ1/2∥∥Lip is the Lipschitz norm of Σ1/2 : (E ×EN ,d )→
(Rn×n ,‖ ·‖F ) and
∥∥∥√∑ni=1(Σi i )2
∥∥∥
∞
is the infinite norm of the function
(E ×EN ,d ) −→ R+
(x, x¯) 7−→
√∑n
i=1(Σ(x, x¯)i i )
2.
Example 12. Let E =Z and assume thatα(x, x¯ ,z)σ(dz) is a discrete, finitely sup-
ported probability measure. More precisely, we assume that there exists n ≥ 0
such that
α(x, x¯ ,z)σ(dz)=
n∑
k=−n
α(x, x¯ ,k)δk(dz), ∀x ∈ E , x¯ ∈ EN .
The cumulative distribution function of this measure is
Fα(x,x¯ ,z)σ(dz)(t )=
⌊t⌋∑
k=−n
α(x, x¯ ,k).
Hence, using [53], we obtain
Wd (α(x, x¯ ,z)ζ(dz),α(y, y¯ ,z)ζ(dz))=
n−1∑
ℓ=−n
∣∣∣∣∣
ℓ∑
k=−n
α(x, x¯,k)−α(y, y¯ ,k)
∣∣∣∣∣ .
We deduce from Lemma 4.4 that, if β(x, x¯)≥β(y, y¯), then
J
x,y
d
(F (x, x¯),F (y, y¯))≤β(y, y¯)
n−1∑
ℓ=−n
∣∣∣∣∣
ℓ∑
k=−n
α(x, x¯,k)−α(y, y¯ ,k)
∣∣∣∣∣ .
+ (β(x, x¯)−β(y, y¯))
n∑
k=1
k (α(x, x¯,−k)+α(x, x¯,k))
Theorem 2.1 implies that
σ≥−2‖β‖∞‖α‖Lip −2‖β‖Lip‖Mα‖∞,
whereMα(x, x¯) is the first absolute moment of α(x, x¯, ·) and where ‖α‖Lip is the
Lipschitz norm of the function
α : (E ×EN ,d ) −→ M ({−n, . . . ,n})
(x, x¯) 7−→ α(x, x¯,z)ζ(dz),
with M ({−n, . . . ,n}) endowed with the norm ‖µ‖=∑n
k=−n(n−k)|µ(k)|.
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