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Resumen
Los accidentes de tráfico son un problema de salud pública a escala mundial, por el alto número de víctimas humanas y los
elevados costos económicos y sociales que generan. En este contexto, los peatones se encuentran entre los elementos más impor-
tantes y vulnerables de la escena vial que necesitan ser protegidos. Es así que en este trabajo se presenta una innovadora propuesta
utilizado la información visual monocular para emular la visión estéreo, y a partir de ello: i) generar regiones de interés (ROIs) con
alta posibilidad de contener un peatón, y ii) estimar la trayectoria del vehículo. Los experimentos han sido desarrollados sobre una
base de datos de imágenes tomadas en varias calles de la ciudad de Santiago (Región-Metropolitana), Chile. Esta información fue
obtenida usando una plataforma experimental en condiciones reales de conducción durante el día. La tasa de detección de ROIs es
del 86,6 % para distancias menores a 20 metros, 82,9 % para distancias menores a 30 metros y del 76,2 % para distancias menores
a 40 metros.
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Generation of Regions of Interest with High Potential to Contain Pedestrians Using Non-Dense 3D Reconstruction from 
Monocular Vision.
Abstract
Traffic accidents are a global public health problem, due to the high number of human victims and the elevated economic and
social costs that generate. In this context, pedestrians are among the most important and vulnerable elements of the road scene that
need to be protected. It is thus that, in this work an innovative proposal is presented where the monocular visual information is used
to simulate the stereo vision, and from this: i) generate regions of interest (ROIs) with high possibility of containing a pedestrian,
and ii) estimate the trajectory of the vehicle. Experiments have been developed into a dataset of images taken in several streets of
Santiago (Región Metropolitana), Chile. This database was obtained using an experimental vehicle under real driving conditions
during the day. The ROI detection rate is 86,6 % for distances less than 20 meters, 82,9 % for distances less than 30 meters and
76,2 % for distances less than 40 meters.
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1. Introducción
Los accidentes de tráfico causan al año 1,3 millones de
muertes y entre 20 y 50 millones de heridos en el mundo, sien-
do así la primera causa de muerte de jóvenes entre 15 y 29 años
de edad. El 91 % de ellos ocurren en países de bajo y mediano
ingresos. Por otra parte, niños, peatones, ciclistas y personas de
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la tercera edad están entre los más vulnerables de los usuarios
viales (World Health Organization WHO, 2015; Li et al., 2016).
En Ecuador, en el 2015, el 14,4 % de los siniestros correspon-
dieron a atropellamientos (Agencia Nacional de Tránsito del
Ecuador, 2016). En Chile, en el año 2014, cerca del 40 % de los
fallecidos en accidentes de tráfico fueron peatones (CONASET,
2014; La Tercera, 2014). En Colombia, en 2012, el 30 % de los
fallecidos en accidentes de tráfico correspondieron a peatones
(Fundación MAFRE, 2012). Sin embargo, en países desarrolla-
dos es también un problema, por ejemplo, en Japón el 36 % de
los 4373 muertos por accidentes de tráfico fueron peatones (Oi-
kawaa et al., 2016).
Ante la gravedad de las consecuencias de un tropello se su-
ma la dificultad de incluir elementos de protección al peatón, a
diferencia de las protecciones que incluye un vehículo para sus
ocupantes. Esto convierte a un sistema de detección de peatones
(SDP) en una alternativa necesaria para evitar accidentes graves
y fatalidades (Yuan et al., 2015; Kohler et al., 2015; Min et al.,
2013; Tetik and Bolat, 2011; Keller et al., 2011; Wang et al.,
2014).
Los SDP deben vigilar continuamente la zona de interés,
detectando a las personas que puedan aparecer en la escena, sin
imponer ningún tipo de restricción, como pueden ser: de forma
(vestimenta, tamaño, oclusiones), de condiciones ambientales
(exceso o baja iluminación, lluvia, niebla o neblina, etc.), dis-
tancia (a mayor distancia se genera mayor distorción de la in-
formación) u otras (Mammeri et al., 2016; Horgan et al., 2015;
Zhang et al., 2015b).
Por lo tanto, los principales objetivos de este trabajo son: i)
desarrollar un módulo para generar ROIs con alto potencial de
contener peatones, ii) generar un método para estimar la trayec-
toria del vehículo. En ambos casos emulando a la visión estéreo
a partir de la información visual monocular de una cámara.
Este documento está organizado de la siguiente manera. La
primera sección corresponde a la introducción y a la motiva-
ción que han generado esta investigación. La siguiente presenta
el estado del arte en el campo de los SDP. A continuación, el
apartado tres describen dos algoritmos, uno para generar ROIs
con potenciales de contener peatones, y el segundo para estimar
la trayectoria del vehículo, en ambos casos usando visión mo-
nocular. La siguiente sección exhibe los resultados experimen-
tales desarrollados en condiciones reales de conducción sobre
una plataforma experimental. Finalmente, la última parte esta
dedicada a las conclusiones y los trabajos futuros.
2. Estado del Arte en generación de ROIs y SDP
La tecnología de Visión por Computador ha sido amplia-
mente utilizada para generar varios sistemas de asistencia a
la conducción (ADAS, advanced driver- assistance systems)
(Flores-Calero et al., 2010, 2011; Villalón-Sepúlveda et al.,
2017; Flores-Calero et al., 2015) y en particular SDP. Tanto es
así que se han implementado propuestas ajustadas a las distin-
tas condiciones de iluminación, día y noche, usando visión mo-
nocular (2D) y/o visión estéreo (3D) (Zhao et al., 2009; Yuan
et al., 2015; Kohler et al., 2015; Min et al., 2013; Tetik and Bo-
lat, 2011; Keller et al., 2011; Mesmakhosroshahi et al., 2014;
Wang et al., 2014; Flores-Calero et al., 2015).
Con el objetivo de reducir las zonas de búsqueda y el tiem-
po de computo, muchas investigaciones se centran en generar
ROIs con alto potencial de contener peatones. En este sentido
se tienen:
a) Sistemas monoculares:
Zhao et al. (Zhao et al., 2009) han generado un método
para la generación de ROIs con probabilidad de conte-
ner peatones cruzando la vía; para ello han usado un ma-
pa de aristas verticales. Posteriormente, para asignar una
probabilidad han estimado un índice que toma en consi-
deración el número de píxeles verticales, horizontales y
de simetría. En otra investigación, Ma et al. (Ma et al.,
2009) han presentado un sistema que detecta peatones de
cerca y de lejos. En el primer caso utilizan el movimien-
to como característica para obtener los puntos de inte-
rés que representan a un potencial peatón. En el segundo
han implementado un detector de obstáculos basado en
el perfil 1D del IPM (inverse perspective mapping). Shou
et al. (Shou et al., 2012) han implementado un método
basado en el algoritmo de agrupamiento FCM (Fuzzy C-
Means) para la generación de ROIs con potencial de con-
tener peatones. Tetik y Bolat (Tetik and Bolat, 2011) han
presentado un método que utiliza SW (sliding window)
para genera un conjunto de ROIs y luego refinar buscan-
do las piernas como característica dominante de simetría
para eliminar las falsas detecciones. En la misma meto-
dología, Min et al. (Min et al., 2013) han propuesto un
SDP basado en SW para la búsqueda de los peatones.
b) Sistemas estéreo:
Mesmakhosroshahi et al. (Mesmakhosroshahi et al.,
2014) han presentado un algoritmo para generar ROIs a
partir del gradiente vertical calculado sobre el mapa de
profundidad. Zhang et al. (Zhang et al., 2015a) han pro-
puesto un método para generar ROIs usando la informa-
ción de los mapas de aristas y de profundidad. Luego,
han reducido el número de ROIs incorporando la restric-
ción de mundo plano y profundidad. Finalmente, Zhang
et al. (Zhang et al., 2016) han construido un detector de
la línea base para generar un conjunto de candidatos a
peatones sobre las imágenes izquierda y derecha, respec-
tivamente. Luego mediante el método de emparejamiento
y la imagen de disparidad fijan con presición las ROIs.
En cuanto a los clasificadores, formados por un método
de generación de características y el algoritmo de aprendiza-
je máquina, se tiene que Zhao et al. (Zhao et al., 2009), Mes-
makhosroshahi et al. (Mesmakhosroshahi et al., 2014), Min et
al. (Min et al., 2013), Zhang et al. (Zhang et al., 2015a), Shou et
al. (Shou et al., 2012) han utilizado el descriptor HOG, o algu-
na de sus variaciones, en conjunto con el clasificador SVM. Por
otra parte, Tetik y Bolat (Tetik and Bolat, 2011) han presentado
un sistema que construye el vector de características utilizando
wavelet Haar, luego Adaboost para la selección de característi-
cas y clasificación, respectivamente. Zhang et al. (Zhang et al.,
2016) han desarrollan un método denominado detector de dos
peatones, que captura la información visual de dos peatones ad-
yacentes.
Zhao et al. (Zhao et al., 2009) han desarrollado sus experi-
mentos sobre la base de datos LabelMe (Russell et al., 2008).
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Por su parte, Ma et al. (Ma et al., 2009) han utilizado un vehícu-
lo experimental, alcanzando una tasa de detección aproximada
del 90 %.
Shou et al. (Shou et al., 2012) utilizando la base INRIA Per-
son database(Dalal, 2006) han verificado una tasa de detección
del 96,83 % con una tasa de falsos negativos del 3,33 % y una
tasa de falsas alarmas del 3 %.
En los próximos tres trabajos la base de datos Daimler pe-
destrian benchmark (Keller et al., 2011) ha sido empleada pa-
ra generar los resultados experimentales, así, Min et al. (Min
et al., 2013) han obtenido una tasa de detección del 73 % a 10−4
FPPW, Mesmakhosroshahi et al. (Mesmakhosroshahi et al.,
2014) han alcanzado una tasa de detección del 98,8 % y Zhang
et al. (Zhang et al., 2015a) han complementado sus experimen-
tos con imágenes capturadas alrededor de la ciudad de Chicago
Tetik y Bolat (Tetik and Bolat, 2011) han desarrollado sus
experimentos sobre las bases de datos Nicta (Overett et al.,
2008) para entrenamiento, y Penn Fudan (Wang et al., 2007)
para validación. Esta propuesta alcanza una tasa de detección
del 84,4 %.
Finalmente, Zhang et al. (Zhang et al., 2016) han desarro-
llado los experimentos sobre la base de datos ETH dataset (Ess
et al., 2008).
3. Estimación de la información 3D y generación de ROIs
Para la generación de las ROIs con alta probabilidad de con-
tener a un peatón se siguen los siguientes pasos:
Flujo óptico de puntos salientes.
Reconstrucción y estimación del avance.
Generación de las ROIs en planos perpendiculares al mo-
vimiento.
Informacion histórica.
La notación que se usará está en la tabla 1.
Tabla 1: Resumen de la notación más significativa.
Símbolo Significado
m = (x, y) Píxel
I(x, y) Intensidad de la imagen
d Flujo óptico
5 Gradiente
H Matriz Hessiana
F Matriz fundamental
3.1. Flujo óptico de puntos salientes
Sea (x, y) la proyección sobre el cuadro k (instante t) de un
punto M en el espacio y (x + u, y + v) la proyección de M sobre
el siguiente cuadro k + 1 (instante t + ∆t), ver figura 1.
Cuadro k Cuadro k + 1
Figura 1: Del cuadro k al k + 1, el punto se desplaza desde ma = [x, y]T a
mb = [x + u, y + v]T .
Luego, para un cuadro k se define el flujo óptico para el
punto (x, y) como d : (x, y) ∈ R2 → (u, v) ∈ R2.
Si se asume que la vecindad del punto solo sufre un des-
plazamiento (no cambia su intensidad de un cuadro a otro), la
intensidad de un píxel m en un cuadro es igual a la intensidad
del píxel ubicado en la posición m − d del cuadro anterior:
I(x,y,t) = I(x−u,y−v,t−∆t).
Si se asume que el gradiente de la imagen es constante den-
tro de la zona de movimiento del punto, se puede calcular la
intensidad del píxel m a partir de la intensidad del píxel m − d:
I(x,y,t−∆t) = I(x−u,y−v,t−∆t) + ∇I(x,y,t−∆t) · d
donde
∇I(x,y,t) =
 ∂I(x,y,t)∂x∂I(x,y,t)
∂y
 := [Ix(x,y,t)Iy(x,y,t)
]
Se define el gradiente de intensidad respecto al tiempo:
It(x,y,t) =
∂I(x,y,t)
∂t
= I(x,y,t) − I(x,y,t−∆t)
Lo que permite llegar a la ecuación que relaciona las condi-
ciones locales de intensidad con el flujo óptico:
−It(x,y,t) = ∇I(x,y,t) · d (1)
La ecuación (1) tiene dos componentes (u, v) del vector de
flujo óptico d. Como se muestra en la figura 2, la intensidad de
un punto cambia según la magnitud de la componente del des-
plazamiento en la dirección del gradiente. La componente del
flujo perpendicular al gradiente no se ve reflejada en la ecuación
(1), y por lo tanto, no entrega información en esa dirección.
Figura 2: La intensidad cambia según la magnitud de la componente del des-
plazamiento en la dirección del gradiente.
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Bajo el supuesto de que la variación de d es despreciable
entre píxeles vecinos, se puede plantear el problema en (1) para
el vecindario de puntos como:
Ix(m1,t) Iy(m1,t)
Ix(m2,t) Iy(m2,t)
...
...
Ix(mn,t) Iy(mn,t)

[
u
v
]
=

−It(m1,t)−It(m2,t)
...
−It(mn,t)
 (2)
Con n grande se garantiza que el sistema tiene solución.
3.1.1. Puntos Salientes
Los puntos salientes se obtienen cuando los dos valores pro-
pios de la matriz hessiana, dada por (3), en el punto ”esquina”
superan un umbral; caso contrario, se sabe que solo un valor
propio alto es un borde; si los dos son bajos es una región li-
sa Shi and Tomasi (1994).
H(x,y) =
 ∂
2Ix,y
∂x2
∂2Ix,y
∂x∂y
∂2Ix,y
∂y∂x
∂2Ix,y
∂y2
 (3)
Valores altos en dos de los valores propios de H(x,y) asegu-
ran que el sistema (2) tiene pseudoinversa.
3.1.2. Matriz fundamental
A partir de los puntos obtenidos con el flujo óptico se calcu-
la la matriz fundamental F entre las dos vistas usando RANSAC
Fischler and Bolles (1981). Esta matriz relaciona los puntos co-
rrespondientes de dos vistas:[
mk−1T 1
]
F
[
mk
1
]
= 0 (4)
La condición (4) se cumple solo en puntos cuyo flujo óp-
tico es coherente con el movimiento de la cámara, lo que per-
mite filtrar los puntos mal relacionados y puntos de objetos en
movimiento. Entonces se obtiene un conjunto de puntos corres-
pondientes que son la proyección de puntos estáticos o puntos
cuyo desplazamiento es muy bajo respecto al movimiento del
vehículo, como es el caso de los peatones.
3.2. Reconstrucción y estimación del avance
Los puntos en la escena en coordenadas de la cámara MC ∈
R3 están relacionados a los puntos proyectados en la cámara
m ∈ R2 de acuerdo a (5):
λmˆ = PMˆC (5)
donde MˆC y mˆ corresponden a MC y m escritos en coordenadas
homogéneas, es decir:
MˆC =
[
MC
1
]
mˆ =
[
m
1
]
y donde P es la matriz de proyección estándar para el modelo
pinhole (Forsyth and Ponce, 2003), definida según:
P =
 fαx 0 x0 00 fαy y0 00 0 1 0
 (6)
MC = [0, 0,Z]T y m = [x, y]T .
En (6) f es la distancia focal de la cámara, αx y αy la canti-
dad de píxeles del CCD por unidad de distancia en cada uno de
los ejes, y x0 e y0 son las coordenadas del píxel correspondiente
a la proyección de los puntos ubicados en el eje óptico. Estos
cinco parámetros se obtienen de la calibración intrínseca de la
cámara (Bouguet, Jean-Yves, 2015).
La cámara puede ser montada en distintas configuracio-
nes, por lo tanto se define un sistema de referencia solidario al
vehículo, donde el plano XY
V
corresponde al suelo, el origen
es la proyección de la posición de la cámara en este plano, YV
apunta en la dirección de avance del vehículo y ZV es la altura.
Para proyectar puntos referidos a sistemas distintos al de la
cámara se utiliza una matriz de cambio de coordenadas dada
por (7):
S =
[
R(θx,θy,θz) T(dx,dy,dz)
0 1
]
(7)
donde R es la matriz de rotación y T es el vector de desplaza-
miento. En este caso se asume una rotación primero en Z, luego
en Y, y finalmente en X.
R(θx,θy,θz) = R(θx,0,0)R(0,θy,0)R(0,0,θz) (8)
A partir de (8) se define SV,C como la matriz de cambio de
coordenadas desde el sistema del vehículo al de la cámara, ver
figura 3.
Figura 3: El sistema de referencia del vehículo se encuentra en el suelo, bajo el
sistema de referencia de la cámara, separados una distancia conocida. Sistema
de coordenadas, el rojo es X, el azul es Z y el verde es Y .
Debido a que la cámara se mueve solidariamente con el
vehículo, la transformación entre estos dos sistemas será cons-
tante cuadro a cuadro, de modo que:
SV,Ck = S
V,C
k+1 = S
V,C
Los parámetros que componen SV,C son [θV,C ,dV,C] y están
dados por (θV,CX , θ
V,C
Y , θ
V,C
Z , d
V,C
X , d
V,C
Y , d
V,C
Z ), que se obtienen de la
calibración extrínseca.
Luego se define la matriz A := PSV,C que resume el proceso
de cambio de coordenadas y proyección de los puntos referidos
al sistema del vehículo, MV :
λmˆ = AMˆV
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Para establecer una relación entre las proyecciones mk y
mk−1 se debe encontrar la matriz de transformación Sk :=
SVk ,Vk−1 desde el sistema de coordenadas del instante k al de k−1,
como indica la figura 4.
Figura 4: La matriz de transformación Sk permite referir dos cuadros consecu-
tivos a un mismo sistema de coordenadas. Sistema de coordenadas, el rojo es
X, el azul es Z y el verde es Y .
De esta manera se expresan ambas proyecciones respecto a
un solo sistema:
λkmˆk = AMˆVk (9)
λk−1mˆk−1 = AMˆVk−1 = ASkMˆ
V
k (10)
Se definen dos matrices a partir de la matriz A:
A1−3 := A:,1:3
A4 := A:,4
La matriz A1−3 contiene las tres primeras columnas de A y
A4, la cuarta columna. De esta forma se encuentra una estima-
ción de MVk a partir de (9).
λkmˆk = AMˆVk = A1−3M
V
k + A4
M˜Vk = A1−3
−1(λkmˆk − A4) (11)
Finalmente se reemplaza (11) en (10)
λk−1mˆk−1 = ASk
[
M˜Vk
1
]
(12)
Con al menos seis puntos correspondientes, se puede cons-
truir un sistema de ecuaciones en base a (12) para estimar los
seis parámetros de Sk y el conjunto de escalares λ que determi-
nan los puntos MV .
El sistema se resuelve minimizando la diferencia entre los
puntos mk−1 obtenidos con el flujo óptico y los puntos m˜k−1 ob-
tenidos mediante la proyección de los puntos M˜Vk estimados a
partir de los respectivos λk y la transformación S˜k dependiente
de θk y dk. Para esto se fefine el vector auxiliar w:
w =
w1w2w3
 = AS˜k
[
M˜Vk
1
]
luego
m˜k−1 =
1
w3
[
w1
w2
]
Finalmente se busca el vector de rotaciones θk, el vector des-
plazamiento dk y el conjunto de escalares Lk =
[
λ1k λ
2
k . . . λ
n
k
]
(con n el número de puntos correspondientes), que minimicen
el error cuadrático total entre los puntos observados mik−1 y es-
timados mˆik−1:
(θ∗k ,d
∗
k,L
∗
k) = arg mı´n(θk ,dk ,Lk)
n∑
i=1
∥∥∥mˆik−1 −mik−1∥∥∥2
El conjunto Lk debe ser un parámetro en la minimización
ya que no puede ser calculado a partir de los valores tentativos
de θk y dk que se generan en los pasos intermedios del proce-
so. Estos valores, a diferencia de los valores óptimos, generan
sistemas de vistas donde mk y mk−1 no son correspondientes al
mismo punto en el espacio.
3.2.1. Escala
Debido a que las imágenes no entregan referencias de dis-
tancias reales, el sistema descrito en la sección anterior posee
infinitas soluciones. Si se tienen las variables de desplazamien-
to, rotación y escalares [θk dk Lk] que son solución del sis-
tema (12), habrá también una solución [αθk dk αLk]. Para
obtener la posición real de cada elemento en la escena se res-
tringió la ubicación de los puntos MV a Z ≥ 0. Si la altura de la
cámara es fija y el suelo coincide con el plano XY
V
, es decir, no
presenta curvatura importante, el mayor valor factible de α (el
que mantiene todos los puntos dentro de la restricción, esto es,
que ningún punto se encuentre bajo el suelo) es el que entrega
la posición correcta de los puntos.
3.3. Generación de ROIs con potencial de contener a un pea-
tón
Una vez determinada la información 3D, se toman los pun-
tos dentro del espacio de búsqueda de peatones. Este se ubica
frente al vehículo hasta 40 m de distancia, desde 0 a 2 m de
altura y 7 m a cada lado de la cámara.
Para evitar generar distintas ROI a partir de puntos de un
mismo peatón, se agrupan puntos de acuerdo a su cercanía en
el plano XY
V
. Las coordenadas X e Y de cada punto del espacio
de búsqueda son reemplazadas por el promedio de las coorde-
nadas X e Y de sus puntos vecinos, aquellos que se encuentran
a una distancia menor a un umbral determinado. Esto produce
un desplazamiento de cada punto en la dirección de mayor can-
tidad de vecinos, disminuyendo la distancia entre puntos de un
mismo objeto. Después de este proceso se agrupan los puntos
cuyas posiciones promediadas están a una distancia inferior a 1
m, distancia máxima esperada entre puntos de un peatón. Para
cada grupo encontrado se agrega un rectángulo en un plano pa-
ralelo a XZ
V
, de 1 m de ancho y 2 m de alto, consistente con
el criterio de distancia entre puntos de un peatón. Los rectángu-
los son ubicadas con su base a altura 0 m, en la posición XY
V
del centroide del grupo. La proyección en la cámara de cada
rectángulo se considerada una región candidata a peatón (ver
figura 5).
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Figura 5: ROIs paralelas al plano XZ en el marco de referencia del vehículo.
Sistema de coordenadas, el rojo es X, el azul es Z y el verde es Y .
3.4. Información histórica
Al disponer de más versiones de los mismos datos se tienen
dos ventajas: (a) se detectan los peatones que no se logran re-
conocer en un cuadro, pero sí en sus cuadros vecinos (ya que
la reconstrucción es no densa, pueden haber cuadros donde un
peatón no tiene puntos salientes) y (b) se descartan regiones con
baja aparición histórica, evitando falsos positivos por ruido.
El espacio de búsqueda de peatones se visualiza en dis-
tintos cuadros, al seleccionar regiones candidatas en un ins-
tante se puede usar información de instantes anteriores utili-
zando las transformaciones de coordenadas S para referir pun-
tos encontrados anteriormente al sistema actual. En un cuadro
se tienen los puntos MVkk , pero se puede utilizar además los
MVkk−1 = Sk
−1MVk−1k−1 y en general cualquier punto estimado p cua-
dros atrás MVkk−p = Sk
−1Sk−1−1 . . . Sk−p+1−1M
Vk−p
k−p que se encuen-
tre dentro de la zona de búsqueda. Existe un límite práctico ya
que a medida que aumenta n se toman puntos cada vez más
lejos de la cámara, estimados con menor precisión.
4. Resultados experimentales
4.1. Sistemas de percepción, procesamiento y plataforma de
experimentación
El sistema de percepción está compuesto por una cámara
y un GPS. Ambos elementos se ubican sobre un vehículo, ver
figura 6(a), el mismo que se convierte en un aparato destina-
do al desarrollo de experimentos de sistemas de asistencia a la
conducción en condiciones reales.
Figura 6: Plataforma de experimentación (a), cámara (b) y GPS (c).
La cámara utilizada es la Imaging Source, modelo DFK31−
BF03, ver figura 6(b). El GPS es un Navcom Technology mo-
delo S F − 2050, ver figura 6(c).
El sistema de procesamiento esta compuesto por un compu-
tador portátil con procesador Intel Core 2 Duo con una frecuen-
cia de 2,0 GHz y 3,5 GB de memoria RAM.
4.2. Trayectoria de experimentación
Se reconstruyen las trayectorias recorridas (odometría) por
el vehículo referenciando el vector origen del sistema de ca-
da instante, 0ˆk = [0 0 0 1]T en coordenadas homogéneas,
al sistema de referencia inicial del recorrido con origen en 0ˆ0.
Para cualquier vector homogéneo MVk referido al sistema de
coordenadas del instante k, la transformación de dicho vector al
sistema de referencia inicial se obtiene mediante la aplicación
de las matrices de transformación S según:
MV0k = S1S2 . . . Sk−1SkM
Vk
k
A diferencia de la recontrucción de escena en cada instan-
te, que utiliza solo la información de los últimos cuadros, la
estimación de cada punto de la trayectoria acumula los errores
producidos en todos los instantes anteriores. Se puede observar
el problema en la secuencia 1 de la figura 7, que presenta erro-
res significativos dentro de las curvas en “U”. La secuencia 4 y
6 en cambio, sufren solo distorsiones menores, mostrando una
correcta estimación en cada cuadro.
Figura 7: Imagen satelital de los trayectos recorridos (superior) junto a lo esti-
mado por el modelo propuesto (inferior) en las secuencias 1, 4 y 6.
4.3. Selección de ROIs
A continuación se presentan los resultados obtenidos uti-
lizando el modelo de selección de ROIs sobre las secuencias
disponibles (tabla 2).
4.3.1. Información histórica
En la tabla 3 se presentan dos pruebas realizadas a toda la
data (las nueve secuencias). En la primera se seleccionan regio-
nes utilizando solo la información del cuadro respectivo, en la
segunda se usa la información de los 10 cuadros anteriores. Al
aumentar la cantidad de puntos se incrementan en la misma me-
dida los falsos positivos, pero también se produce un aumento
significativo en las detecciones correctas.
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Tabla 2: Detalle de las secuencias utilizadas.
Secuencias Cuadros Peatones Cuadros con peatones a menos de Tráfico
20 m 30 m 40 m
Escenas Controladas
1 1838 2 163 356 605 bajo
2 1512 2 33 139 211 alto
3 1755 2 20 43 147 bajo
4 2420 1 68 158 167 bajo
Escenas Espontáneas
5 890 1 35 90 134 bajo
6 1774 2 50 106 106 bajo
7 689 2 77 716 716 bajo
8 809 3 58 118 218 alto
9 1192 2 175 716 716 bajo
Tabla 3: Comparación de los resultados de detección con y sin incluir información histórica.
Información menos de 20 m menos de 30 m menos de 40 m
Histórica TD1 [ %] FP2 TD [ %] FP TD [ %] FP
Sí 89.3 12.6 88.3 25.7 81.1 36.0
No 60.1 2.3 58.3 4.5 50.4 5.7
4.3.2. Filtro de regiones por número de puntos que las cons-
tituyen
Para evitar seleccionar ROIs formadas a partir de puntos rui-
dosos, se descartan las regiones asociadas a un grupo con una
cantidad de puntos inferior a un umbral. La figura 8 muestra el
gráfico de las tasas de detección (DR) respecto a falsos positi-
vos (FP) obtenidos al fijar umbrales desde 1 hasta 10 peatones
por grupo. Se observa que a mayor distancia de detección, ade-
más de bajar el rendimiento, se agrega una mayor cantidad de
FP al aumentar la tasa de detección en la misma medida. Se
muestra en rojo la evaluación a distancias entre el vehículo y el
peatón inferiores a 20 m, en verde, a distancias inferiores a 30
m y en azul, inferiores a 40 m.
Figura 8: Rendimiento del sistema de detección utilizando distintas exigencias
a la cantidad de puntos que forma una región candidata.
4.3.3. Tiempo falla en la detección
Además de la tasa de detección, es importante para evaluar
el desempeño del sistema para conocer la cantidad de cuadros
que dura una falla del sistema, es decir, cuánto tiempo pasa en-
tre estados de detección 100 %. Esta medida indica qué tan gra-
ve es cada no-detección de un peatón. En la figura 9 se muestra
el porcentaje de casos en los en que la falla (periodo sin de-
tección del 100 % de los peatones) dura menos que una cierta
cantidad de cuadros. Se espera que todas las fallas duren pocos
cuadros, es decir, que la curva alcance rápidamente 100 %. Se
muestra en rojo la evaluación de la métrica al buscar peatones
a distancias entre el vehículo y el peatón inferiores a 20 m, en
verde, a distancias inferiores a 30 m y en azul, inferiores a 40
m.
Figura 9: Porcentaje de casos en los que la falla dura menos que una cierta
cantidad de cuadros.
Un 88,2 % de casos a 20 m, 73,5 % a 30 m y 58 % a 40 m
tienen duración de hasta 15 cuadros, equivalente a 6.9 m reco-
rridos a una velocidad de 50 km/h.
4.3.4. Desempeño de las secuencias utilizadas
En la tabla 4 se muestran los resultados del proceso de selec-
ción para cada secuencia utilizada. Se eliminaron las regiones
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Tabla 4: Desempeño del sistema por secuencia.
Menos de 20 m Menos de 30 m Menos de 40 m
Secuencia TD3 [ %] FP4 TD [ %] FP TD [ %] FP
1 97.6 9.8 82.6 17.0 75.5 21.5
2 88.8 7.3 74.8 13.2 61.6 16.3
3 75.0 6.2 86.1 10.8 83.7 13.5
4 80.9 5.8 74.7 15.3 70.7 18.1
5 94.3 19.0 87.8 39.6 82.1 55.2
6 86.0 10.8 94.3 31.5 97.2 46.7
7 92.0 10.8 93.0 23.1 93.8 33.4
8 79.3 13.4 92.4 32.8 86.7 46.6
9 59.5 12.8 58.0 29.3 37.0 40.2
Promedio para el
total de secuencias 86.6 10.3 82.9 20.3 76.2 30.0
conformadas por menos de tres puntos.
En la búsqueda de peatones a menos de 20 m se logran tasas
de detección de hasta el 100 % y menos de 5 FP por cuadro.
En general se obtuvo resultados más bajos en las secuen-
cias donde aparecen peatones cruzando la calle (secuencias 6 y
9). En estos casos el conductor reduce la velocidad y además
la proyección del peatón se mueve más rápido por la imagen
(movimiento perpendicular al eje óptico).
Finalmente, en la figura 10 se observa la salida del siste-
ma al detectar a los peatones presentes en la escena, en varios
instantes y sitios.
Figura 10: Resultados de la detección de peatones presentes en la escena.
5. Conclusiones y Trabajos Futuros
5.1. Conclusiones
En esta investigación se realizaron los siguientes aportes:
Implementación un modelo de reconstrucción 3D no den-
sa de puntos salientes y estimación del movimiento pro-
pio usando visión monocular en movimiento, con el fin
de identificar regiones con alta probabilidad de ser un
peatón.
Contrucción de un espacio de búsqueda de peatones. Este
se ubica al frente del vehículo hasta 40 metros, desde 0 a
2 metros de altura y 7 metros a cada lado de la cámara.
Incorporación de la información histórica para aumentar
la precisión y reducir los falsos positivos por ruido, en la
detección de peatones.
El sistema obtuvo buenos resultados en conducción real
dentro de ambientes urbanos, junto a distintos elementos del
tránsito: vehículos detenidos y en movimiento, señalética, pos-
tes, follaje, resaltos, etc.
El sistema detecta, junto con los peatones, otros objetos pre-
sentes. Estas selecciones se consideran falsos positivos e influ-
yen negativamente en el rendimiento del sistema, pero también
corresponden a información de utilidad en sistemas para evitar
otro tipo de colisiones. La tasa de detección es del 86,6 % para
distancias menores a 20 metros; disminuyendo hasta 76,2 % a
distancias menores a 40 metros.
Finalmente, se obtuvieron también buenos resultados en la
estimación de movimiento del vehículo, que permiten referir
puntos entre cuadros cercanos y reconstruir con precisión tra-
yectorias de cientos de metros de longitud. Esta información
también es de utilidad en alertas de posibles desvíos involunta-
rios de la ruta.
5.2. Proyecciones de investigación futura
A futuro se incorporará un clasificador de personas para dis-
criminar las ROIs y así tener un SDP eficiente y eficaz, que sea
capaz de analizar las zonas donde deben o no deben estar los
peatones en el contexto de seguridad vehicular.
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