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INTRODUCTION
Gauss collocation methods play a prominent role in the numerical treatment of Initial Value Problems (IVPs) and of more general differential equations. Its classical convergence and stability properties (see [7] ) are very well known to any researcher in this field. However, due to their high implementation costs if compared to other available collocation methods, their presence in a general purpose software for IVPs is essentially missing [12] . A similar scenario may be depicted in the more recent branch of geometrical numerical integration, Gauss methods being among the first available symplectic Runge-Kutta methods.
In this paper we summarize the results presented in [1] , where we introduce low-rank versions of Gauss collocation methods. More precisely, we recast their Butcher tableau by defining equivalent representations characterized by a rank-deficient array.
One appealing point that makes the study of such variants interesting is that, on the one hand, they define the very same numerical solution of the related classical Gauss method at each step of the integration procedure and, on the other hand, they open new routes of investigations for what concerns their implementation on a computer.
In particular, we here consider a special form of the methods where the so called fundamental stages are uncoupled. This leads to a nonlinear diagonal iteration for the solution of the associated nonlinear systems which may be carried out in parallel by constructing a number of processes equal to the number of fundamental stages (which, in turn, equals the number of stages of the underlying Gauss method).
For Gauss methods of order 4, 6 and 8, we show that formulae in this family exist such that the corresponding diagonal nonlinear iteration be A-convergent.
LOW-RANK GAUSS METHODS
Here we sketch the general idea to turn the Gauss collocation method with s stages (and hence of order 2s) into an equivalent form with coefficients array A having dimension k ≥ s. For a rigorous analysis about this approach we refer the reader to [1] .
Our starting point is the nonlinear system defining the stages of the Gauss method applied to the initial value problem y = f (y), y(t 0 ) = y 0 ∈ R m , written with the aid of the W transformations [10] :
where
T is the vector containing the s stages of the method,
T contains the evaluations of the function f in the stages, I is the identity matrix of dimension m, e s is the column vector of length s with unit entries, h is the step size of integration, Ω is the diagonal matrix whose diagonal entries are the weightŝ b 1 ,...,b s of the Gauss-Legendre quadrature formula of order 2s defined at the Gauss nodesĉ 1 <ĉ 2 < ··· <ĉ s placed on the interval [0, 1]. Finally, the s-dimensional square matrices W and X G are ..,b k the weights of the corresponding interpolation quadrature formula, whose degree of precision is assumed to be at least 2s − 1 (the degree of precision of the Gauss quadrature formula introduced above). 
We repeat the same computations as above by considering the polynomial σ f :
we obtain the analog of (4):
Inserting (4) and (5) into (1) yields
and multiplying both sides by
In deriving (6) we have exploited the property that if V is any vector of length k containing the evaluations of a polynomial of degree at most s − 1 (such as σ y or σ f ) then WW T ΩV = V . Summarizing, the original formulation of the nonlinear system (1) has been replaced by (6) , where Z depends on Y via the formulae
Notice that W X G W T in (6) has dimension k but rank s. This feature will be exploited in the next section to define a parallel iteration scheme to solve the nonlinear system in the unknown Y .
DIAGONALLY IMPLICIT GAUSS METHODS
Formulae (6)- (7) are a special case of a family of recently derived methods named Hamiltonian Boundary Value Methods (HBVMs) (see [3, 4, 5] ). These may be viewed as Runge-Kutta methods with rank deficient coefficient matrix that are able to yield energy conservation if applied to a Hamiltonian system with polynomial Hamiltonian function. However, as is shown below, the solution of (6) is more conveniently computed by exploiting a HBVM rather than a Runge-Kutta formulation. Without going into details (see [1] for a complete analysis), we observe that matrix W X G in (6) may be replaced by the k ×s matrix I whose entries are I i j = c i 0 P j−1 (x)dx. After this substitution, the entries of the coefficient matrix A ≡ I W T Ω are
We can further generalize our method by allowing different quadrature formulae (and hence weights b j ) on each row of matrix A. Our aim is to make some coefficients a i j vanish. More precisely, let us pick s of the k abscissae c i and assume, without loss of generality, that they are c 1 , c 2 ,...,c s . In defining the first stage y 1 , we will consider the quadrature weights b (1) j corresponding to the abscissae c 1 , c s+1 , c s+2 ,. ..,c k . From (8) it will follow that a 12 = ··· = a 1s = 0. Analogously, for i = 2,...,s, we define the coefficients b abscissae c i , c s+1 , c s+2 ,. ..,c k . In so doing, the leading principal submatrix of dimension s of A has a diagonal structure and will be denoted by D.
That the rank of matrix A is s rather than k has an important consequence: k − s stages among the y i are linear combinations of y 0 and the remaining stages. According to the theory on HBVMs, to conveniently exploit this property we split the vector Y in two parts, namely 
The above argument shows that the nonlinear system (6) is equivalent to
where Z f and Z s are obtained from Z in the obvious way. 
DIAGONAL ITERATION AND LINEAR CONVERGENCE ANALYSIS
System (9) naturally suggests the following diagonal nonlinear iteration to determine its solution:
Here we are viewing Z f as a function of Y f . Actually, since Z f is nothing but the evaluation, at the abscissae c 1 ,...,c s , of the polynomial that interpolates F( Y ) over the Gauss-Legendre nodes, we deduce that
We apply a single step of a simplified Newton method to get an approximation of Y (k+1) f and then proceed with the primary iteration (10) until we get convergence. In view of (11) , which allows us to replace Z f by F(Y f ) thus neglecting the O(h 2 ) term in the approximation of the Jacobian, the resulting iteration scheme reads:
where J = diag(J 1 ,...,J s ) ia a block diagonal matrix containing approximations of the Jacobian of f at the points y 1 ,...,y s .The simplest choice is J i = J 0 = ∂ f ∂ y (y 0 ) which turns out to be appropriate when the process is handled by a single thread.
Due to the A-stability property of Gauss methods, it is desirable that the scheme be convergent whenever the method is applied to the scalar test equation y = λ y and λ < 0. If so, the iteration is said A-convergent [13, 14? ]. Setting q = hλ and considering that in the linear case Z = Y , the iteration matrix M(q) associated to the scheme (10) is
In the case where D has positive entries, A-convergence is equivalent to the requirement ρ * ≡ max x∈R + ρ(M(ix)) ≤ 1, where ρ(M) denotes the spectral radius of the matrix M and i is the imaginary unit. Another desirable property is that ρ(q) → 0, as q → ∞. In this case fast convergence is guaranteed in correspondence to large values of |q| in the left half complex plane and consequently the iteration is very suited for stiff problems [13] . The freedom in the choice of the k abscissae c 1 ,...,c k has then been exploited to improve as much as possible the above parameters. For the methods of order 4, 6 and 8 we have chosen k = 6, 9, 12 respectively, and using minimization technique we have found abscissae distributions that made the iteration associated with the three methods A-convergent. Table 1 summarizes the linear convergence properties of the three schemes. 
