Abstract. Using the fractional moment method it is shown that, within the Hartree-Fock approximation for the Disordered Hubbard Hamiltonian, weakly interacting Fermions at positive temperature exhibit localization, suitably defined as exponential decay of eigenfunction correlators. Our result holds in any dimension in the regime of large disorder and at any disorder in the one dimensional case. As a consequence of our methods, we are able to show Hölder continuity of the integrated density of states with respect to energy, disorder and interaction using known techniques.
Introduction
Our goal in this note is to present a somewhat elementary proof of Anderson Localization for the Disordered Hubbard model within Hartree-Fock Theory at positive temperature. Ground states properties of the (deterministic) Hubbard model under Generalized Hartree-Fock Theory were studied long ago in [26] . However, to the best of our knowledge, the localization properties of the disordered version of this model remained unexplored up to the present work whose conclusion can be stated as follows: Under suitable conditions on the probability distribution of the random potential, the localization results obtained for the Anderson model on ℓ 2 Z d , at large disorder in dimension d ≥ 2 and at any disorder in dimension d = 1, remain valid under the presence of weak interactions. More specifically, in the regime of strong disorder this is accomplished in any dimension by theorem 1 below whereas theorem 2 contains the improvement in dimension one, where any disorder strength leads to localization provided the interaction strength is taken sufficiently small. Our methods can also be applied to prove Hölder regularity (in various forms) of the integrated density of states (IDS), which is the content of theorem 3.
The above results lie in between the vast literature on single particle localization and the recent efforts to study many particle systems as in the case of an arbitrary, but finite, number of particles as in the series of works by Chulaevsky-Suhov [11] , [12] , [13] and Ainzenman-Warzel [7] , the case of the XY spin chain in [25] and the droplet spectrum of the XXZ quantum spin chain in [18] and [9] . As the formulation of our problem treats infinitely many particles as independent but subject to an effective field, our setting can be thought as a single particle Anderson model with correlated random potentials. In comparison to the cases of spin chains, the notions of localization are more clear and can be hierarchically displayed from pure point spectrum, exponential decay of eigenfunctions to exponential decay of eigenfunction correlators [6] [Theorem 7.2 and Theorem 7.4]. In comparison to the recent result on Hartree-Fock theory for lattice fermions in [15] , achieved via multiscale analysis, our results establish exponential decay of the eigenfunction correlators. In particular, we obtain for any t > 0, almost sure exponential decay for the matrix elements of the effective Hamiltonian evolution m|e −itH e f f |n .
Moreover, the result of complete localization in dimension one is also new and deserves attention on it's own since, due to the correlations on the potential, the application of Furstemberg's theorem or Kotani theory to obtain positivity of the Lyapunov exponent is difficult. Moreover, a large deviation theory for the Green's function is a further obstacle to establish dynamical localization from uniform positivity of the Lyapunov exponent. We overcome these challenges using ideas of chapter 12 in [6] which has arguments reminescent of the proof of the main result in [28] . The main difference in our result is that independence is not available. However, one can obtain positivity of the Lyapunov exponent L(E) at any disorder using uniform positivity for the Lyapunov exponent of the Anderson model L And (E) combined with a continuity result on the interaction strength g. Independence is more crucial when it comes to establishing a large deviation theorem as in [6, Theorem 12.8] . Our modification of the argument relies on strong decorrelations in the effective potential in the form of a strong mixing lemma. It is worth clarifying that we have not established localization in one dimension for rough potentials 1 as in [27] since the fractional moment a priori bound is a key element in our proof. Moreover, the gap assumption in [15] is replaced by working at positive temperature thus our results do not apply to Hartree-Fock ground states. . Throughout this note, η will be a positive constant and F a fixed function which is analytic on the strip S = {z ∈ C : |Imz| < η} and continuous up to the boundary of S, in which case we define F ∞ := sup z∈S |F(z)|. Our main goal is to study localization properties for non-local perturbations of the Anderson model H And := −∆ + λV ω which arise naturally in the context of Hartree-Fock theory for the Hubbard model. As usual, the random potential V ω is the multiplication operator on
Definitions and
for all n ∈ Z d and {ω n } n∈Z d are independent, identically distributed random variables on an underlying probability space Ω which can be realized as R |Λ| in the finite volume case or R Z d in the infinite volume case. The hopping operator (∆ϕ) (n) = |m−n|=1 (ϕ(m) − ϕ(n)) is the discrete Laplacian on Z d . The proofs of localization via fractional moments usually do not require the hopping to be governed by ∆; below we will replace ∆ by a more general operator H 0 whose matrix elements decay sufficiently fast away from the diagonal. It is technically useful to formulate some of our results in finite volume, i.e, we will work with restrictions of the operators to ℓ 2 (Λ) but the results obtained will be volume independent meaning that all the constants involved are independent of Λ ⊂ Z d . We will use 1 Λ to denote the characteristic function of Λ and well as the projection P Λ :
With these preliminaries we are ready to define the Schrödinger operators studied in this work.
2.2.
Definition of the operators. Let H And = H 0 + λV ω be the Anderson model on ℓ 2 Z d where:
(A 2 ) V ω is defined as in (2.1) and the random variables {ω(n)} n∈Z d are independent, identically distributed with a Gaussian density:
where
Note that this only defines H ↑ (ω) and H ↓ (ω) implicitly. Existence and uniqueness of V ↑ and V ↓ will be shown below in section 5, proposition 6. The model 2.2 is usually referred to as the Hartre approximation due to the absence of exchange terms. On section 3 below we will comment that, for attractive interaction, we can indeed include exchange terms in the pressure functional P(Γ) for one particle density matrices
, which is referred to as Hartree-Fock approximation. However, the exchange terms are not present at the minimizer Γ 0 of −P(Γ) hence the terminology Hartree-Fock approximation is justified in our context. The Hubbard model is schematically represented in the following picture. The black edges represent hopping between sites and the red edges represent the effective interaction between the two layers. the supremum being taken over Borel measurable functions bounded by one. In case I = R we simply write Q(m, n). Our main result is the following:
holds for any m, n ∈ Z d and some positive constants
Before we state our next result recall the definition of the Lyapunov exponent for an ergodic operator
where 
Recall the definition of the integrated density of states for an Ergodic operator H:
In what follows, we denote by N 0 (E) the corresponding quantity for the free operator H 0 defined above. 
Motivation
We shall explain the motivation for the choice of the effective potential above. Let Λ ⊂ Z d be a finite subset. Similarly to [26, Equation 3a .8], given Γ ∈ ℓ ∞ (Λ) ℓ ∞ (Λ) with 0 ≤ Γ ≤ 1 we define the pressure functional P(Γ) as
1) The energy functional in our case is
and
3) is the entropy. Generally, the choice of energy functional (3.2) is referred to as Hartree approximation as exchange terms are neglected. However, in the case of attractive interaction among the particles, it is easy to prove that such exchange terms do not affect the choice of minimizer and the process may be referred to as the Hartree-Fock approximation. The minimizer Γ of −P(Γ) exists since Λ is a finite set and satisfies
Thus, the effective Hamiltonian on ℓ 2 (Λ) ℓ 2 (Λ) is determined by
We shall see below that if Λ n is an increasing sequence with
and this fact ensures that, for localization purposes in the Hubbard model, it suffices to study H Hub and it's finite volume restrictions.
Sketch of the Proof
We now want to sketch the proof of the main theorem on the particular case where
is the Fermi-Dirac function. Despite not being physically well motivated, this example contains all the features of the model we are aiming at hence we first explain our methods here where the effective potential is given by
For now let's assume existence and uniqueness of V eff are proven as well as its regularity with respect to {ω(n)} n∈Z d . This, together with estimates on the derivatives of V eff is a significant portion of the proof which is developed in sections 5 and 6. However, proceeding with the sketch, we define
(4.2) From now on, to keep the notation simple, we drop the dependence of ω in the new variables which are not independent random variables anymore. The strategy is to show that for g sufficiently small, they still behave as if they were independent in the following sense:
Lemma 4. The conditional distribution of U(n 0 ) = v at specified values of {U(n)} n n 0 has a bounded density ρ n 0 eff (v).
The proof of the above lemma is detailed in section 8; it requires exponential decay of
The need for this decay is the main reason to require β < ∞ or, in other words, to require analiticity of F in a strip. The intuitive idea is that the random variables U(n) and U(n 0 ) decorrelate in a strong fashion as |n − n 0 | becomes large. Assuming lemma 4, we can finish using the basics of the fractional moment method which goes back to [5] and [1] . Define the Green's function
Because of lemma 4, for any 0 < s < 1 we have
See, for instance [6, Theorem 10.2] . Moreover, to check that (4.3) implies 4) it is enough to check the conditions in [2, Theorem A.1], which is done using the exponential decay estimates on V eff .
Existence of the effective potential
Recall that F is analytic, bounded on the strip S = {|Imz| < η} and continuous up to the boundary of S . Our goal is to check that Φ is a contraction, i.e.,
holds for some κ < 1 and all V, W ∈ ℓ ∞ (Z d ). Using the analiticity of F we have the following representation [3, Equation (D.
2)]
is the Poisson kernel. It follows immediately that f ∞ ≤ 3 F ∞ . This is a prelude for the following fixed point argument.
Proof. The resolvent identity gives
Taking absolute values on the first term on the right-hand side we obtain
In the above we made use of the Combes-Thomas bound |G W (m, n; t + iη)| ≤ 
Integrating over t we conclude, using Cauchy-Schwarz and the spectral measure representation,
The above implies
As a similar bound holds for
we conclude the proof of the first inequality by recalling that f ∞ ≤ 3 F ∞ . The second inequality in the statement of 5 follows from the same argument and, in fact, can be realized as the first one with d replaced by 2d. The third one is proven similarly: Note that h
η e −µ| j−n| e −µ|m− j| is an upper bound to the left-hand side of equation (5.7) with V replaced by gV and W = g(V + hP j ), this time there is no summation over l hence the introduction of the ν ′ is unnecessary. We then conclude
Letting h → 0 concludes the proof.
Taking m = n, as a consequence of the above proposition, the map Φ is a contraction as long as
By the contraction mapping principle, it follows that Remark 8. It follows from the Borel-Cantelli lemma that for almost every ω ∈ Ω there is a N ω for which max |ω(k)| |k|<n < ln n for |n| > N ω . In particular, for almost every ω ∈ Ω, the operator
Since H 0 and V e f f,ω are bounded operators it follows that H Hub = H 0 + λV ω + V e f f,ω has a self adjoint extension defined on a domain which contains D.
Ergodicity of {H Hub (ω)} ω∈Ω is a key element to our study of the one dimensional case as well as to establish existence of the integrated density of states and study it's regularity. We refer the reader to [Chapter 3] [6] for the basic facts on ergodic Schrödinger operators.
Proposition 9. The family {H Hub (ω)} ω∈Ω is ergodic as well as the family of operators
= H 0 +λV ω +V e f f,ω acting on ℓ 2 Z d .
Regularity of the effective potential
Our goal in this section is to conclude that, for a fixed finite subset Λ ⊂ Z d with |Λ| = n, the effective potential V eff is a smooth function of {ω( j)} j∈Λ . This will be of relevance for several resampling arguments later in the note. For that, define a map ξ :
Then, V eff is the unique solution of ξ(V, ω) = 0. Thus, its regularity can inferred via the implicit function theorem once we check that the derivative Dξ(., ω) is non-singular. Note that
Using lemma 5, we have that
In particular, whenever g
Note the smallness condition on g is independent of Λ ⊂ Z d . From the implicit function theorem it follows that V is a smooth function of (ω(1), ..., ω(n)). Moreover, a similar reasoning allow us to conclude that for fixed n 0 ∈ Z d U(n 0 ) = ω(n 0 ) + gV eff (n 0 ) is a smooth functions of a fixed set of variables ((ω(1), ..., ω(n)).
Decay estimates for the effective potential
Here we establish the following lemma, which will be applied to a key result on the decay of correlations between U(n) and U(m) as |m − n| → ∞.
Moreover C 1 is of the form C 1 = β 1−gθ with β and θ independent of g and these constants are explicit in the proof.
Proof. For convenience we denote V eff = V. As in section 5 we write
Using difference quotients, it is easy to check ∂ ∂ω(m)
Taking matrix elements we obtain
G(l, n) := G(l, n; t + iη)G(n, l; t + iη) − G(l, n; t − iη)G(n, l; t − iη). r(m, n) := G(n, m; t + iη)G(m, n; t + iη) − G(n, m; t − iη)G(m, n; t − iη). Notẽ
(7.5) We now make use of Lemma 3 in [3] :
This, together with the Combes-Thomas bound |G(l, n, t ± iη)| ≤ 2 η e −ν|l−n| and (7.5) implies
The Cauchy-Schwarz inequality and the bound´∞ −∞ m|
To summarize, we have shown
Considering the weight W(n) := e ν|m−n| and let
By the triangle inequality,
hence, under the above condition 124 √ 2g
Repeating the previous argument and using the established decay of
We denote (T ω) (n) = U(n) which are new coordinates in our probability space. As we have seen above, T is a differentiable perturbation of the identity by an operator with norm less than one hence T −1 is well defined. Fix n 0 ∈ Λ and denote
The variables ω α (n) correspond to the change in ω(n) when a resampling argument is applied to the new probability space at a point n 0 . Intuitively, the exponential decay guarantees that this change is not too large if n and n 0 are far away. This is the content of the lemma below.
Lemma 11. For all α ∈ R and ν ′ < ν
Proof. Using the given definitions and the mean value theorem we obtain, for every l ∈ Z d and for somê ω α withω α (l) in the interval connecting ω(l) to ω α (l) that
Similarly as above, let W(n) = e ν ′ |n−n 0 | so, according to the previous lemma,
Once again, the conditions of [6, Theorem 9.2] are satisfied for
.
Since another application of the mean value theorem gives, after a possible correction onω α that
we obtain, for any ν ′′ < ν ′ ,
Letting m = n,
we have
We summarize the above observation below.
Finally, we analyze how the effective potential varies with respect to disorder and interaction. This will be relevant to the Integrated Density of States regularity. More precisely
Note when λ λ ′ the bound depends on ω through the constant C 5 .
Similarly as in the above proofs, it is immediate to check that
(7.16) Replacing z byz and subtracting the resulting equations:
Taking matrix elements, multiplying by f (t), integrating with respect to t and taking absolute values we can read from the representation (7.3) that, denoting
Using lemma 7.6 together with [6, Theorem 9.2] we conclude the proof.
7.1. Improvements. We will now improve upon the previous bounds. Specifically, we need robust bounds which also reflect the decay of V eff (n) when the local potential ω(n) is large. The improvements on this section will be important to treat the case of the Gaussian distribution and result on the following
As a consequence,
Proof. We start from the identity
subtracting (7.19) from (7.18) we reach, for Imz = η
From the previous section we already know
G(n, l) = (G(l, n; t + iη) − G(l, n; t − iη)) G(n, l; t + iη) + (G(n, l; t + iη) − G(n, l; t − iη)) G(l, n; t − iη). r(m, n) = G(n, m; t + iη)G(m, n; t + iη) − G(n, m; t − iη)G(m, n; t − iη)
We observe, for z = t + iη,
(7.22) Now we can proceed as in the previous section and, using the exponential decay of ∂V(n) ∂ω(m) , conclude the proof.
Proof of lemma 4
In this section we show the existence of the effective density ρ eff . Fix Λ ⊂ Z d finite. Recall for m, n ∈ Λ, U(n, ω) := λω(n) + gV eff (n, ω).
Until the end of this section we suppress the ω dependence on U(n) and V eff . Note that
Recall we have a bound (uniform in Λ) on the operator norm sup n∈Λ m∈Λ
. Thus we can conclude, for small g, that I + g ∂V eff ∂ω is a differentiable perturbation of the identity, hence globally invertible on R |Λ| . Let us denote the above change of variables by T : R |Λ| → R |Λ| which reads
We can now compute the joint distribution of the {U(n)}. Using the fact that the random variables {ω(n)} n∈Z d have a common density ρ we conclude that for all Borel sets I 1 , ..., I N in R:
Therefore the joint distribution of {U(n k )} |Λ| k=1
is given by the measure
It follows that the conditional expectation of U(n 0 ) at specified values of {U(n)} n n 0 has a density given by
Where U α (n) := U(n) + (α − U(n 0 )) δ n=n 0 . This strategy naturally leads to the analysis of ratios of determinants since a sufficient condition for an upper bound to the right-hand side of (8 .5) is to obtain positive constants C, D which are independent of |Λ| and such that the following bounds hold truê
Lemma 15. Let A, B be matrices with 1 + B invertible and such that the following bound on the operator norm of (A − B)(1 + B) −1 holds:
Proof. We make use of the elementary identities
where {λ n } n=1,...,N denotes the set eigenvalues of the matrix M. The proof is finished by using the fact that 1 + x ≤ e x and noting that, by assumption,
Applying the above lemma to
, using lemma 12 and using that (1 + gB) −1 has uniformly bounded operator norm we conclude the bound (8.7) holds for D = D ( F ∞ , d, g, η) .
We now check equation (8.6 ) holds when ρ is the Gaussian distribution. The left-hand side of (8.6) reduces toˆ∞
Using lemmas 11 and 14, letting C 4 :
Replacing the roles of ω and ω α we conclude
(8.14)
9. The Hartree approximation for the Hubbard model
We adapt the techniques from the previous sections to a situation of interest in physics. We consider the operator 
Mathematically, the treatment of the above model is very similar to the the proof of theorem 1 above, therefore some details are skipped and we just indicate the required modifications.
Existence of the Effective potential. Let
using proposition 5, we immediately reach
9.2. Regularity of the effective potential. Here we will define functions ξ :
Our goal is to conclude V ↑ ,V ↓ are smooth functions of an arbitrary, but finite, list (ω(1), ..., ω(n)). Again, this can be done via implicit function theorem once we check that the derivative ∂ξ(ω, V)( j)
is non-singular. Using lemma 5, we have that for ♯ ∈ {↑, ↓}
From the implicit function theorem it follows that V is a smooth function of (ω(1), ..., ω(n)).
Decay estimates. The decay rate in the case of the Hubbard model is dictated by
where, for ♯ ∈ {↑, ↓}
In particular,
(9.9) The analysis from the previous sections applies and we obtain lemmas 10,11,12 and 14 with
One dimensional Aspects:proof of theorem 2
In this section we will prove theorem 2. Recall in this case H 0 = −∆ hence, we define H Hub acting on ℓ 2 (Z) ⊕ ℓ 2 (Z) by
where, denoting by H And the standard Anderson model −∆ + V ω on ℓ 2 (Z),
2)
The effective potentials are defined as (2.3).
Theorem 17. There exists a uniform constant C(s
holds locally uniformly for all z ∈ C + .
Proof. We denote H + = H [0,∞)∩Z . Recall the definition of the Lyapunov exponent:
From the resolvent identity we obtain
Using the bound ln(1 + x) ≤ x s s for 0 < s < 1 and x > 0 we obtain, for 0
By Cauchy-Schwarz 
The ultimate goal will be to translate the Lyapunov exponent positivity into Green's function decay using a large deviation statement for the Green's function fractional moments. An useful tool will be the moment generating function
An important step towards proving the existence of the above limit will be the following version of the result below, known as Fekete's lemma.
Lemma 19 (Fekete). Let {a n } n∈R be a sequence of real numbers such that, for every pair m, n of natural numbers , a n+m ≤ a n + a m . (10.14)
Then, lim n→∞ a n n exists and equals inf n a n n . holds for every pair of natural numbers k, m. Because we would like to apply lemma 19 with a n = E (|G(0, n; z)| s ) and it's variations, the condition (10.16) is not satisfied due to the correlations between the potentials. Moreover, the well studied modifications (for instance by P. Erdös and N. G. de Bruijn [17] ) of lemma 19, do not seem to suffice either.
To the best of our knowledge the result given below is new. It's formulation aims taking into account the strong decorrelation between the potentials in the Hubbard model. It's proof has a multiscale analysis flavor, aiming at a suitable modification of the basic inequality (10.15) where k cannot be taken to be arbitrary but it can be taken to be of the order log m and universal constants are introduced as remainders.
Lemma 20 (Fekete's lemma for almost subbaditive indices). Let {a n } n∈N be a sequence of real numbers such that, for every triplet m, n, r of natural numbers with r ≥ max{log m, log n}, a n+m+r ≤ a n + a m + C (10.16) holds with a constant C > 0 independent of the triplet (m, n, r). Then,
Proof. Before proceeding with the proof, we would like to clarify it's main idea which is simple, despite of having a seemingly complicated execution. Our goal will be to compare terms a M and a m where M belongs to a larger scale than m. Due to the a priori bound implicitly stated on equation (10.16) , this could seem to be an straightforward task. However, in order to iterate the argument, one has to take into account that the remainder r cannot be taken arbitrarily small in equation (10.16) and, therefore, even to compare a 2m to a m many applications of (10.16) are necessary.
Let N ∈ N to be determined and
To state our goal more precisely, given M of the order of ⌊X N+ j ⌋ we would like to bound Observe that, applying the subbaditive property (10.16) with r = 2 log X N+ j , n = X N+ j and changing the values of m successively according to
Thus, by definition of
Our goal is to estimate the right-hand side of the above equation. This can be done using equation (10.16 ) once more to reach
which means we can iterate the above process to reach
The convergence of the series (10.24) guarantees that for every ε > 0 it is possible to choose N sufficiently large such that
If necessary, we can now increase N to ensure that The proof is now concluded by letting ε → 0.
The decoupling estimate below guarantees the applicability of the above lemma with a n = E |Ĝ(0, n; z)| s whereĜ(0, n; z) = 0|(H [0,n] − z) −1 |n is the Green's function of the operator H restricted to ℓ 2 ([0, n] ∩ Z).
Lemma 21 (Strong mixing decoupling). The inequality
Proof. Firstly, let us specify the random variables {U( j)} n+2≤ j≤n+r−1 . Denote the expectation over the remaining variables by E [n+2,n+r−1] (.). We claim that (10.27) In the above inequalityĜ 0 (0, n; z) denotes the Green's function of the operator H restricted to ℓ 2 ((0, n] ∩ Z) and with the values of {U( j)} n+r+1≤ j≤n+r+m set to zero. Similarly,Ĝ 0 (n + r + 1, n + r + m; z) denotes the Green's function of the operator H restricted to ℓ 2 ([n + r + 1, n + r + m] ∩ Z) and with the values of {U( j)} 0≤ j≤n set to zero. Let ρ eff (l) = ρ (U(l) − gV eff (l)). To check that (10.27) holds we change variables to compute
(10.28) Now me make a key use of Feenberg's expansion, similarly to (10.10).
Integrating out the variables U(n + 1) and U(n + r) and using the fractional moment a-priori bound we can eliminate the Green's function in the middle to reach
Let's now observe that, by the Schur complement formula, the above determinant obeys
where, by the estimates on lemmas 7.1 and 7.2,
and M satisfies
Thus, similarly as in the proof of lemma 15, we can bound det (I − M) by e C(η,g, F ∞ )e −ν ′ r (m+n)
Now we can get rid of the correlations between the determinants det I + g
and det I + g ] as well as in between the effective densities l [n+1,n+r] ρ eff (l) and p [n+1,n+r] ρ eff (p) by observing that, as a consequence of the exponential decay on lemma 14, setting U(p) = 0 for p ≥ n would only alter
by at most a constant independent of m, n and r. This follows from the bounds on the second derivatives
∂ω(k)∂ω(p) on lemma 14. Similarly, we can set U(l) = 0 for l ≤ n + r + 1 and this only changes
by at most a constant independent of m, n and r. We then arrive at
which implies equation (10.27) . Integrating both sides of (10.27) with respect to the variables U(n + 2), ...U(n+ r − 2) and finally reassembling the variables {U(p)} p≥n+r+1 and {U(l)} l≤n+1 inside the integrals by replacing the determinants and the effective densities
as well as
we obtain
Applying translation invariance we finish the proof.
We are now in a position to prove theorem 2 i.e. dynamical localization in the regime
Firstly, we must establish Green's function decay from positivity of the Lyapunov exponent. This is done essentially as in [6, Theorem 21.8] using the moment generating function previously defined on equation 10.13. As in the iid context, ϕ(s, z) is convex and non-increasing in [−1, +∞) and
Specifically, we will need a consequence of these facts which is the inequality (12.87) in [6] , namely 
Proof. The proof is essentially the same as in [6] . Since {U(n) = ω(n) + gV eff (n)} n∈Z is not a sequence of independent potentials, we only need to observe that the proves goes through once we have an a-priori bound and the subaditivity of the sequence a n = E (|G(0, n; z)| s ), which holds in the case of independent random variables, can be replaced by lemma 20.
The dynamical localization statement follows from corollary 18, uniform positivity for L And (E) and [2, Theorem A1.1].
Hölder Continuity for the integrated density of states at weak interaction
In this section we shall address the problem of Hölder continuity for the integrated density of states for the Hubbard model with respect to energy, disorder and interaction. Our results follow from modifications of the methods in [24] and references therein after we have established the existence of a suitable conditional density as in lemma 4.
Let's now prove theorem 3, starting from Hölder continuity with respect to energy, equation (2.10). We proceed as in [24, Section 2] . For that purpose, fix an energy interval I of length ε > 0 centered at E ∈ R. The idea is to use the Hölder continuity of N 0 and the resolvent identity to reach the following inequality for ε << 1 and |I| = ε, where we denote by P Λ (I) the spectral projection of H Λ on the interval I.
(1 − o(ε))E (TrP Λ (I)) ≤ C(I, ρ)ε α |Λ|. (11.1)
Dividing both sides of (11.1) by |Λ| and letting |Λ| → ∞ gives (2.10). To obtain (11.1) we fix an interval J containing I with |J| to be determined. We then write, with P 0,Λ (J) = P H Λ 0 (J), Tr(P Λ (I)) = Tr(P Λ (I)P 0,Λ (J)) + Tr(P Λ (I)P 0,Λ (J c )). We now estimate the remaining term in equation (11.2) . By the resolvent identity, Tr P Λ (I)P 0,Λ (J c ) = Tr P Λ (I)(H − E)P 0,Λ (J c )(H 0,Λ − E) −1 − λTr P Λ (I)U Λ P 0,Λ (J c )(H 0,Λ − E) −1 . (11.6) Where we have written U = V ω + g λ V eff . Moreover, using using functional calculus and that E is the center of I, we estimate the first term in equation (11.6) = A + B Now, because U Λ is unbounded, we continue a slight modification of the argument in [24] . The only difference is that we bound term (A) above (which corresponds to [24, (iii) Choosing the interval J such that |J| = ε δ for δ < 1 and combining the bounds (11.5),(11.7), (11.10) and (11.11) we reach (11.1) with o(ε) = ε 1−δ and C(I, d, g, ρ) = (M 1 (ε) + M 2 (ε) + 2g)ε 1−2δ + Cε δα 0 . Finally, optimizing over δ gives δ = ] and (2.10) is proven. To prove (IDS 2 ) we follow the proof of theorem 1.2 in [24] . We fix λ, λ ′ ∈ J and E ∈ I. As explained in [24] , using (2.10) and trace identities it suffices to estimate E TrP 0 ϕ(H λ )(ϕ(H λ ) − ϕ(H ′ λ ))P 0 where ϕ ∈ C 4 (R) is such that
(11.12) with δ > 0 to be determined. By the Helffer-Sjöstrand formula,
