ABSTRACT The probabilistic hesitant fuzzy set (PHFS), which is remarkable in describing the practical condition, has attracted great attention and been applied to many areas. Although lots of achievements have been obtained, there are also some fields, such as the entropy measures with respect to the uncertainty of the information, have not yet been studied. This paper aims at presenting two kinds of entropy measures for probabilistic hesitant fuzzy elements (PHFEs). First, two membership degree-based entropies for PHFEs inspired by the classical fuzzy entropies are derived. Second, the distance-based entropies for PHFEs which are inversely proportional to the distance measures among the elements and the fuzziest element are proposed. However, it is a pity that the existing distance measures for PHFEs are helpless in the description of the entropies, so a new like-distance measure related to the expectation information of the membership degrees is proposed. Then, these entropies are applied to the decision-making case for ''The Belt and Road'', and their effectiveness and practicability are verified. Finally, some comparisons among these entropies are made.
I. INTRODUCTION
The concept of entropy originated from physics for the description of the state of matter in the second law of thermodynamics in 1865 [1] . As a new state parameter, its better performances have drawn considerable attention from many researchers, including Albert Einstein. However, in that period, human's understating on the entropy only stayed in the macro-level. About 12 years later, a brilliant Austrian physicist, Cercignani and Ludwig [2] , revealed the microcosmic essence of entropy, i.e., it is a measurement for the disorderliness of the system. Since then, the concept of entropy has been widely applied in many areas, such as biology, economics and fuzzy set (FS) theory [3] .
FS theory, as a breakthrough innovation, breaks the traditional thinking model of either this or that is known. After more than fifty years' developments, the FS theory has gained wide acceptance and has been extended to different forms for various applications, such as intuitionistic fuzzy sets (IFSs) [4] and hesitant fuzzy sets (HFSs) [5, 6] .
The associate editor coordinating the review of this manuscript and approving it for publication was Muhammad Imran Tariq.
Among them, the HFS, which employs more memberships for the depiction of the attributes, has been considered to be closer to describe the irresolute condition. Thus, they have attracted many researchers' attention and some valuable results have been obtained [7] . However, there are also some deficiencies in HFSs. For example, when five decision makers (DMs) discuss the membership of x to a set A, one DM wants to assign 0.6, whereas the other four assign 0.8. In such a case, these opinions can be expressed by a hesitant fuzzy element (HFE) [6] {0.6, 0.8}. Superficially, it is reasonable, but actually, some important information, such as more DMs preferring 0.8 is lost. Fortunately, this problem has been overcome by probabilistic hesitant fuzzy set (PHFS) [8] . The PHFS theory is a new research field and it is still at the initial stage:
1) some theoretical bases have been established, involving several operations [8] and distance measures [9] . 2) Based on the maximizing score deviation (MSD) method [8] and the TOPSIS method [9] , the weights for probabilistic hesitant fuzzy elements (PHFEs) have been obtained for the group decision-making problem.
3) Several extensions have been given, such as the probabilistic dual hesitant fuzzy sets [10] and the PHFEs with the continuous form [11] . However, as a new kind of fuzzy set, several important aspects have not been explored, including the entropy measure for PHFEs.
In the fuzzy field, the entropy was firstly introduced by Zadeh [12] for the uncertainty of a FS. Because the membership degrees can be seen as a kind of information, the earliest attempt taking the form of a weighted Shannon entropy. However, it was hard to give a reasonable explanation. Then, an acceptable axiomatic definition and appropriate formulas were proposed by Deluca and Termini [13] . In the following years, many researchers have made great efforts, and their works can be mainly divided into two categories as follows:
1) The membership degree-based entropies which were derived from the traditional Shannon entropy [14] . The key features of them were the reasonable employments of the logarithmic function and the exponential function [13] , [15] , [16] .
2) The distance-based entropies include two different approaches. For one thing, the most uncertain values (such as HFE {0.5}) were recognized as the values with the highest entropies, and thus, the further the distances to them, the higher the entropies are [17] . For another, they utilized the ratios of distance between the fuzzy information and their nearest nonfuzzy information (such as FS {0} or {1}) and the farthest nonfuzzy neighbors (such as FS {1} or {0}) [18] , [19] . There is no doubt that all these analyses are a good reference for the PHFEs. Thus, the rest of the paper will revolve around establishing the entropy measures for PHFEs and be organized as follows: Section 2 reviews the necessary preliminaries with respect to HFEs and PHFEs. The membership degree-based entropies and distance-based entropies for PHFEs are presented in Section 3 and Section 4 respectively. Then Section 5 shows a real case study, and finally, Section 6 concludes the paper.
II. HFE, PHFE AND THEIR DISTANCE MEASURES
We will recall several basic concepts of HFEs and PHFEs in this section.
A. HFEs AND PHFEs
In order to provide more accurate description of the fuzzy things, Torra [5] introduced the concept of HFS as follows: Let X be a fixed set, a HFS on X is in terms of a function that when applied to X it returns a subset of [0, 1] . Then Xia and Xu [6] defined a mathematical symbol:
to make HFS easily understood, where α A (x) is a set of some values in [0, 1], denoting the possible membership degrees of the element x ∈ X to the set A, and α = α A (x) is a HFE. Compared with HFEs, the following PHFEs are more comprehensive:
Definition 1 [8] : Let R be a fixed set, then a PHFS on R is expressed by a mathematical symbol:
where h (γ i (x) |p i (x) ) is a set of some elements and γ i (x) |p i (x) denotes the hesitant fuzzy information with probability x to the set H P . p i (x) is the occurrence probability of the membership degree γ i (x), where #h is the total number of different membership degrees in h
) a PHFE, H P the set of all HPFEs, and γ i (x) |p i (x) the term of the PHFE. Meanwhile, p i < 1, it can be seen as the ignorance of some information and the PHFE is called a weak PHFE [11] . Under these circumstances, the weak PHFE can be normalized [11] into the associated
Thus, in this paper, we just take the normalized PHFEs with the condition
In the decision-making process, the order is of great importance. Xu and Zhou [8] introduced the score function and deviation function respectively as follows:
Let h (γ i |p i ) be a HPFE, where i = 1, 2, · · · , #h, then
is called the score function of h (γ i |p i ), where #h is the number of possible elements in h (γ i |p i ), and
is called the deviation function of h (γ i |p i ). Remark 2: It is obvious that the above score function and deviation function are similar to the expectation and variance of the random variable. As a matter of fact, the nature of the PHFE is the combination of a discrete random variable (the membership degree) and the corresponding probability. In the latter discussion, we will use the concepts of expectation and variance when (3) and (4) are involved.
B. THE DISTANCE MEASURES FOR HFEs AND PHFEs
Initially, distances are geometrical concept to describe the relationship between two points. With the continuous expansion of the connotation of points, the meaning of distance has been widely enriched. For instance, it can be used for the description of the relationship between two PHFSs. In probabilistic hesitant fuzzy theory, the Hamming distance, VOLUME 7, 2019 the Euclidean distance and the Hamming-Hausdorff distance for PHFSs are the most widely used distance measures which have been introduced in [20] . Based on which, the axiomatic definition of distance measures for PHFEs can be derived as follows:
Definition 2: Let h 1 and h 2 be two PHFEs on R, then the distance measure d (h 1 , h 2 ) between h 1 and h 2 should satisfy the following properties:
(
When two PHFEs h 1 (γ i |p i ) and h 2 (γ i |ṗ i ) are concerned, based on the formulas for PHFSs in [9] , the distance measures for PHFEs d (h 1 , h 2 ) can be deduced below:
(1) The probabilistic hesitant normalized Hamming distance between two PHFEs:
(2) The probabilistic hesitant normalized Euclidean distance between two PHFEs:
(3) The probabilistic hesitant normalized HammingHausdorff distance between two PHFEs:
when q = max {#h 1 ,
=ṗ σ (i)γ σ (i) are the ith largest values in h 1 and h 2 . Meanwhile, γ σ (i) ,γ σ (i) and p σ (i) ,ṗ σ (i) are the corresponding membership degrees and the associated probabilities, respectively. When #h 1 = #h 2 (assuming #h 1 < #h 2 ), several terms γ i |p i need to be provided based on the conservative criterion or the optimistic criterion [11] with the probability 0. Example 1: Let h = {0.6 |0.7 , 0.4 |0.3 }, g = {0.6 |0.6 , 0.8 |0.2 , 0.5 |0.2 } then the distance between h and g can be calculated as follows:
Step 1: Rank the terms of h and g, and make the complement based on the conservative criterion. Then h and g are transformed to:
Step 2: Calculate the Hamming distance using (5)
As for the HFEs, the axiomatic definition and calculation formulas can be derived from the corresponding definitions for HFSs in [20] , and a generalized hesitant normalized distance between two HFEs [20] is as follows:
When λ = 1, (8) is reduced to the hesitant normalized Hamming distance between two HFEs which is useful in our paper:
where l = max {#α, #β} for each x i ∈ X and α σ (j) and β σ (j) are thejth largest values in α(x) and β(x) respectively. In these calculation processes, if #α = #β (assuming #α < #β), then we need to provide some membership degrees for α in accordance with the pessimistic principle (or the optimistic principle) [20] .
III. THE MEMBERSHIP DEGREE-BASED FUZZY ENTROPIES
We will first review and analyze the classical fuzzy entropy measures in preparations for discussing the entropy for PHFEs.
A. THE CLASSICAL FUZZY ENTROPY THEORY
Shannon introduced the idea of entropy to the information theory [14] , which is in the form of the expectation of the negative logarithm:
where x is a random variable which takes the values x 1 , x 2 , · · · , x n with the respective probabilities p 1 ,
By making careful observations of (10), it is obvious that the negative logarithm function y = − ln x is strictly monotonically decreasing, so the higher the probability is, the less uncertainty it contains, which conforms to our experience.
Initially, the ideas on the classical fuzzy entropy were profoundly influenced by the Shannon entropy because the fuzzy set is composed of the membership information. The axiomatic definition of classical fuzzy entropy was firstly proposed by De Luca and Termini [13] in 1972.
Definition 3 [13] : Let E be a set with respect to the point map: E(A) → [0, 1]. E is an entropy measure for fuzzy set if it satisfies the four axioms: In the above definition,
are the membership degrees of x i belonging to the sets A and B respectively, and
In spite of the lack of the probability, the membership degree also works well. Several calculation formulas for classical fuzzy entropy were presented as follows [13] , [16] :
Comparing the (11) and (12), there are some similar characteristics among them: 1) as can be seen in Fig. 1 , both the images derived from the two functions
2) when x = 0.5, f (x) and g(x) reach their maximum (assuming 0 · ln 0 = 0), respectively. In fact, there are also some other computational formulas for classical fuzzy entropy, but (11) and (12) are the most representative ones.
Generally, the differences between the Shannon entropy and the above mentioned fuzzy entropies are mainly reflected in two aspects: 1) the Shannon entropy relies on probabilities while the membership degrees are the decisive factor for classical fuzzy entropies.
2) The value of Shannon entropy is inversely proportional to the probability. Nevertheless, in the classical fuzzy entropies, the uncertainty reaches to the maximum when the membership degree is 0.5.
B. THE MEMBERSHIP DEGREE-BASED ENTROPIES FOR PHFEs
From the above analysis, we have got the general idea of the relationship between the classical fuzzy entropies and the membership degrees. Based on this fact, we aim at presenting several useful membership degree-based entropies for the normalized probabilistic hesitant fuzzy information in this part. Definition 4: An entropy on PHFE h is a real-valued function E: H → [0, 1] satisfying the following necessary conditions:
are the ith largest membership degrees in h 1 and h 2 , and p σ (i) andṗ σ (i) are the corresponding probabilities. Furthermore, h c is the complementary operation of the PHFE h introduced in [8] and
The entropy for PHFS H P can be defined as the average of the PHFEs h i (i = 1, 2, · · · , n), if there are n PHFEs in the PHFS:
where
The membership degree-based entropies for PHFEs describe the uncertainty from the view of the fuzzy point which is the main cause of the uncertainty for PHFEs. Other types of uncertainty, such as the uncertainty which is caused by the inner hesitation of the decision makers (for example, {1 |0.5 , 0 |0.5 } can be regarded as a very hesitant PHFE which means half for agree and half for disagree), have not been concerned in this paper and it will be explained in our further studies.
Theorem 1: E P1 (h) and E P2 (h) are the entropies for PHFEs which satisfy the axioms (EP1)-(EP4).
Proof: The proofs with respect to E P1 (h) and E P2 (h) will be presented respectively.
(1) (EP1-EP2) Let According to the definition of PHFE,
So
(EP4) Referring to the proof in (EP1)-(EP2),f (γ ) is monotonically increasing in the interval (0, 0.5], and is monotonically decreasing in the interval [0.5, 1). i) When #h 1 = #h 2 , and sinceγ
, and thus:
For the same reason, whenγ 2 , the following is true: 
For the same reason, when #h 1 Based on the proof in part (1), we can get that E P2 (h) satisfies (EP1)-(EP4) as well.
In summary, both E P1 (h) and E P2 (h) satisfy Definition 4.
Example 2:
Assuming that h 1 = {0.7 |0.2 , 0.9 |0.8 }, h 2 = {0.6 |0.9 , 0.9 |0.1 } and h 3 = {0.6 |0.1 , 0.9 |0.9 } are three PHFEs, we can get their entropies listed in Table 1 .
From Table 1 , it is obvious that both of the ranking results with respect to (14) and (15) are similar to our sensory cognition
. In other words, the two formulas are valid for the entropy of PHFEs.
Furthermore, it should be noted that the entropies obtained from different formulas are incomparable. As shown in Table 1 , although E P2 (h 1 ) = 0.466 < E P1 (h 3 ) = 0.519, it doesn't mean that h 1 contains less uncertain information than h 3 .
Generally, the above two formulas provide effective entropy measures for probabilistic hesitant fuzzy information. Although the membership degree-based entropies (Definition 4) derived from the classical fuzzy entropy theory are effective in most cases, it will be invalid in some special cases, such as h = {0 |0.5 , 1 |0.5 }. So in order to extend the usage of the probabilistic hesitant fuzzy entropies, another alternative regarding the distance measures will be discussed and explained in the next section.
IV. THE DISTANCE-BASED FUZZY ENTROPIES
Distance measure is an excellent tool for the visualization of the entropy measures. However, not all of them are suitable for the description of the entropy. Some analyses will be presented in the following subsections.
A. THE SYMMETRY IN THE CIRCUMSTANCES OF HFEs AND PHFEs
Farhadinia [17] introduced the distance-based entropies for HFEs as follows:
Definition 5 [17] : Let α be a HFE on X and d (·, ·) the distance measure between two HFEs. Then E is called an entropy for HFEs if it possesses the following properties:
is the complement of α [6] . It should be noted that the key reason why the distance measures are suitable for the description of the entropies is that
Proof: We just take the generalized hesitant normalized distance for example here.
where λ > 0, thus, we get
Actually, two HFEs are also symmetrical with respect to their ''midpoint'' under their distance measures, which is similar to the vectors' symmetry in N-dimensional space (Figure 2 ).
Definition 6: Let α 1 , α 2 , · · · , α n be a collection of HFEs, then we defineᾱ as the mean of these HFEs, whereᾱ = ᾱ σ (j) |j = 1, 2, · · · , #α , and the same, then the pessimistic principle (or the optimistic principle) [20] is suitable.
Lemma 2: Let α 1 and α 2 be two HFEs,ᾱ is the mean of α 1 and
Proof: Taking the generalized hesitant normalized distance for example here.
Assuming that α 1 = α
1 , · · · , α
2 , · · · , α (#α 2 ) 2 and #α 1 ≤ #α 2 . Utilizing the pessimistic principle, we havē
where λ > 0, thus,
In fact, both Lemma 1 and Lemma 2 depict two kinds of symmetries for HFEs: one is {0.5} symmetry between A and A c , and the other is middle point symmetry between HFEs A and B. But those two symmetries can not be consistent with each other in the hesitant fuzzy environment because VOLUME 7, 2019 there is no guarantee that the middle point between A and A c will always be {0.5} using the hesitant fuzzy operation laws.
As for the existing probability-type fuzzy sets (or elements), it is meaningful to explore the symmetry between PHFEs. Reviewing the existing researches of the distance measures for the PHFSs, we find that the main differences of them lie in the ordering rules:
1) The ones that fuse the membership degree information and the associated probabilistic information based on the values of H i = γ i p i . The existing distance measures for PHFSs [9] belongs to this kind. 2) The ones that emphasize the importance of membership degrees based on the sequence of γ i . The probabilistic interval preference ordering set (PIPOS) [21] is this type. Even several computing methods have been provided, the existing distance measures for PHFEs are different from those for HFEs in terms of the symmetry. Take the probabilistic hesitant normalized Hamming distance between two PHFEs as an example. Let h {γ i |p i } , i = 1, 2, · · · , #h be a PHFE. Based on (5), we can get
It is obvious that
Thus, for the further exploration of the distance-based entropy for PHFEs, a new distance measure is necessary.
B. LIKE-DISTANCE MEASURE FOR PHFEs
In general, the expectation (or the mean) is always recognized as one of the important fundamental numerical characteristic of a set, which reflects the general condition of the set. However, strictly speaking, the expectation and the mean are the concepts from probability and statistics theory respectively. Usually, the expectation is an ideal value used in the probability theory while the mean appears in statistics for the population and sample. Although they are not all the same, our goal is not to emphasize their differences in this paper. For the PHFE, if we deem the membership degree as the random variable, as numerical characteristic, the expectation (or mean) which has the same expression as the score function (3) is typical enough for the PHFE. Hence, it can be known as the representation of the PHFE and applied to the description of the relationships between two PHFEs. As a result, the new series of distance measures which can be called the like-distance measure for probabilistic hesitant fuzzy information should be introduced below:
Definition 7: Let h 1 and h 2 be two PHFEs, then
can be called the Hamming like-distance measure between the PHFEs h 1 and h 2 .
It is consistent with the corresponding Euclidean like-distance in (28) and Hamming-Hausdorff like-distance in (29), respectively:
Therefore, (27) can also be called the like-distance measure for PHFEs for short, and the new measure has some good properties as well.
Theorem 2: Let h 1 and h 2 be two PHFEs on R, then the like-distance d (h 1 , h 2 ) has the following properties:
( Remark 3: From Theorem 2, it is obvious that the main difference between the distance measure and the like-distance measure is that when d (h 1 , h 2 ) = 0, we cannot get the similar result, i.e., h 1 = h 2 . Besides, there are several distinct advantages for the like-distance measures.
Theorem 3: Let h 1 and h 2 be two PHFEs, then d hldp {h, {0.5 |1 }} = d hldp {h c , {0.5 |1 }} Proof: By (27), we get
and then
Note 3: The corresponding like-distance measures for PHFSs can be derived below:
(1) The probabilistic hesitant weighted Hamming likedistance measure between the PHFSs H P1 and H P2 :
where there are n PHFEs in the PHFSs, and w j is the weight of the jth PHFE in the PHFS.
(2) The probabilistic hesitant weighted Euclidean likedistance measure between the PHFSs H P1 and H P2 :
The probabilistic hesitant weighted HammingHausdorff like-distance measure between the PHFSs H P1 and H P2 :
C. THE DISTANCE-BASED ENTROPIES FOR PHFEs
Motivated by the distance-based entropy for HFEs that proposed by Farhadinia [17] , we can get the similar entropy measure for PHFEs:
Definition 8: An entropy on the PHFE h is a real-valued function E: H → [0, 1] satisfying the following requirements:
(ED4) E is monotonically decreasing with respect to d (h, {0.5 |1 }). Note 4: The core idea in (ED4) is that the closer the PHFE is to {0.5 |1 }, the higher entropy it has. So the connotation of the symbol d (h, {0.5 |1 }) can be even broader, and several other measures, such as the like-distance measure, should be included.
Note 5: In this distance-based entropy, the choice of the distance measure is the key point. Unfortunately, because of failing to satisfy (ED3), the existing distance measure formulas, such as (5)-(7), are not appropriate for this definition. In this case, the like-distance measure for PHFEs can be seen as a credible candidate in that (i) the new measure is greatly similar to our traditional distance measure, moreover, (ii) h and h c are symmetrical with respect to {0.5 |1 } under this new measure. In other words, the like-distance measure is competent for the distance-based entropy for PHFEs. Next, we will take some explorations on the concrete implementation methods.
Based on (ED1)-(ED4), the entropy is inversely proportional to the like-distance measure d ({h} , {0.5 |1 }). The relationship between the entropy and the like-distance measures can be descripted by a function f (x) which satisfies these conditions: (i) it is a strictly monotone decreasing function, (ii) f (0) = 1, f 1 2 = 0. Hence, the following four functions are suitable:
1+2x . Then the like-distance based entropy can be expressed as:
and the simple explanation is as follows: For convenience, we just take f (x) = 1 − 2x for example:
is a strictly monotonically decreasing function, so the result is easily to be proved. This expectation-based method can solve a majority of problems. However, it is invalid when the expectation values of the two PHFEs equal to 0.5. For example, assuming that h 4 = {0.4 |0.5 , 0.6 |0.5 } and h 5 = {0.2 |0.5 , 0.8 |0.5 }, it is obvious that d (h 4 , 0.5 |1 ) = 0 = d (h 5 , 0.5 |1 ). In this condition, we cannot distinguish them in terms of entropy measures, so the supplement method is necessary.
, where s(h) and v(h) represent the expectation and the variance by utilizing (3) and (4) respectively. Actually, from (27), when
i=1ṗ iγi = 0.5, the entropy reaches to the maximum. Accordingly, the above mentioned method would be helpless for the comparison process. The variance which measures how far the membership degrees are spread out from 0.5 will be a contributing factor. Thereinto,
2 is the square of the Euclidian distance between the membership degrees γ i and 0.5, and p i is the probability. The variance can be seen as a weighted distance measure which is inversely proportional to the entropy. The higher the variance value is, the less the entropy is.
The general ranking law for the PHFE using the like-distance based entropy measure can be presented as follows:
For two PHFEs h 1 and h 2 :
Example 3: Let h 1 = {0.7 |0.2 , 0.9 |0.8 },h 2 = {0.6 |0.9 , 0.9 |0.1 }, h 3 = {0.6 |0.1 , 0.9 |0.9 }, h 4 = {0.4 |0.5 , 0.6 |0.5 } and h 5 = {0.2 |0.5 , 0.8 |0.5 } be five PHFEs and rank them by the entropy measure.
(1) When s (h i ) = 0.5, i = 1, 2, 3, we can get the rankings of h 1 , h 2 and h 3 firstly.
Some useful information is listed in Table 2 . Firstly, the like-distance based entropy is valid. The ranking results derived from the four functions are the same and {0.6 |0.9 , 0.9 |0.1 } is recognized as the PHFE with the highest entropy. Secondly, compared with Example 1. These ranking results are consistent with each other. Finally, among these functions, f 1 (x) = 1 − 2x is the simplest which will be used more frequently.
V. THE APPLICATION IN DECISION MAKING
In the multi-attribute decision making (MADM) areas, the research mainly focuses on the two aspects: the weight determination methods and the decision-making strategies [22] . The entropy theory has played an active part in these two types of methods. For one thing, the entropy can be applied in the determination of the weights which are inverse measure of the entropies [22] . For another, the entropy values also can be treated as an important input for the final decisions. The main idea is to rank just by the values of entropy in that the lower the entropy value is, the higher priority it has [23] . In addition, compared with the HFEs, the PHFEs have provided more detailed probabilistic information for these membership degrees, so it is necessary to give some analyses on the differences among these entropy measures. In this section, firstly, we will utilize the abovementioned entropy-based methods to make investment decisions in probabilistic hesitant fuzzy circumstance. Secondly, some comparisons for several entropies to evaluate the impact of the probabilistic information will be presented.
A. CASE DESCRIPTION
In order to strengthen the economic cooperation and culture exchanges between east and west countries, in 2013, China has proposed an initiative, the Silk Road Economic Belt and the 21st-century Maritime Silk Road which is also known as ''the Belt and Road'' (B&R). Involving more than 60 countries, the B&R runs through the continents of Asia, Europe and Africa, connecting the Asian-Pacific economic circle and European economic circle. In the implementation process, the Chinese government seeks the cooperation with the countries along the B&R and has obtained good results in some areas, such as infrastructure construction, expanding the trade areas, promoting new industry cooperation. To further expand mutually beneficial cooperation, the Chinese government is planning to invest in a new manufactory, and now, there are four countries being taken into consideration, which are Vietnam, Iran, Poland, and Russia from Southeast Asia, west Asia and Europe respectively. However, broad investment has higher risk, which is greatly impacted by many factors, such as the political stability, the credit risk, and the legal and regulatory. In the following, we will focus on the risk analysis of the four countries using the above-mentioned entropy methods.
Referring to the risk assessment report from The Economist Intelligence Unit [24] , five corresponding risk indices are taken into consideration: 1) Political stability, 2) credit risk, 3) Legal and regulatory, 4) Financial risk, and 5) Infrastructure risk. The evaluation for the four countries are provided by several experts. To depict the practical opinions of the experts, the collected data are in the form of PHFEs as Table 3 .
B. THE ENTROPY-BASED DECISION-MAKING STRATEGY
In order to give a comprehensive explanation of these entropies, we will present the entropy-based decision-making strategy firstly.
Step 1: Calculate the entropies for the PHFEs.
Using (14), (15), (33) and f 1 (x) = 1 − 2x, the entropies for the attributes (PHFEs) are obtained in Tables 4-7. For a visualized exhibition, we also list the ranking results for the attributes that derived from the three kinds of entropies respectively in Tables 4-7 . With careful observation, it is obvious that the rankings of entropy for the attributes (PHFEs) are almost the same under different conditions in Tables 4-7 .
Step 2: Calculate the entropies for four countries. Actually, the attribute values (PHFEs) for Vietnam, Iran, Poland and Russia compose several sets, i.e., PHFSs. Utilizing the entropy formula for the PHFSs in (30) and the weight vector w = {0.2, 0.2, 0.2, 0.2, 0.2} for five attributes, the entropies for the four countries are listed in Table 8 :
In Table 8 , the entropy of Poland is the lowest and the entropy of Iran is the highest. It means that in terms of the investment climate, Poland is more stable than the other three countries and Iran has more uncertainties, which are in accordance with the actual situation. With the entropy-based decision-making strategy, Poland is the most appropriate country to carry out investment activity.
C. COMPARISON AND ANALYSES 1) PART I. COMPARISON WITH THE DECISION-MAKING METHODS BASED ON THE ENTROPY WEIGHTS
Compared with the entropy-based decision-making strategy, the classical aggregation methods are much more popular. In this part, we will evaluate the four countries using this classical aggregation method based on the probabilistic hesitant fuzzy weighted averaging (PHFWA) operator [11] and the above-mentioned entropies.
Step 1: Calculate the entropies for the five attributes. According to the above-mentioned decision strategy, some useful entropy information has been provided in Tables 4-7 . If the weights of the four countries are equal, then the entropies for the five attributes (PHFSs) can be obtained directly by utilizing (13) as shown in Table 9 :
Step 2: Based on the entropy weights formulas [25] , we determine the entropy weights for the five attributes as follows.
Here, w (1) , w (2) and w (D) are the corresponding weight vectors derived from E P1 , E P2 and E D respectively.
Step 3: Aggregate the decision information according to the weight vectors obtained in Step 2. Based on the PHFWA operator for the HPFE information shown in (35) [11] :
and the corresponding entropy weight vectors w (1) , w (2) , and w (D) in Table 10 , the aggregation results for the four countries can be obtained which will be presented in Appendix.
Step 4: Calculate the scores of the alternatives.
Here, S w (1) , S w (2) and S w (D) denote the scores derived from w (1) , w (2) , and w (D) respectively.
Step 5: Rank the alternatives. The priority of the investment can be ranked as: Russia Poland Vietnam Iran, and Russia who has the highest score is the best choice.
Firstly, we will give the comparison utilizing the abovementioned decision-making methods, different results are derived and listed in Table 8 and Table 11 . When we emphasize stable investment climate, it is no double that Poland is the best option. But if we want to get a more comprehensive and effective evaluation result by weakening the weights of these unstable factors, Russia is more suitable. In addition, it should be noted that there are also some similarities between these two methods of which both put the Iran as the worst option.
Comparing these decision-making methods, we find that the entropy traditional weights-based aggregation method is much more complex for the traversal principle. Just take the Poland data for example, the number of terms in PHFWA Poland w (1) (h 1 , h 2 , · · · , h 5 ) is 108. Then, the membership degree values would be rounded up to two decimal places and then combine the terms that have the same membership degrees. So, for the sake of operability, the entropy-based decision-making strategy is a better option. 
2) PART II. COMPARISON WITH THE DECISION-MAKING STRATEGY BASED ON THE HESITANT FUZZY ENTROPY
It is well known that the PHFEs have provided more detailed probabilistic information for the membership degrees than the HFEs, so in this part our discussions will focus on what the impact on the final decision results would be when losing this probabilistic information. In order to ensure the validity, two similar entropies associated with the logarithmic function are selected for the comparison.
Step 1: Reduce these PHFEs data to the HFEs. The results are shown as follows:
In Table 12 , it can be observed that several different PHFEs, such as the infrastructure risk values {0.6|0.3, 0.7|0.6, 0.8|0.1} and {0.6|0.1, 0.7|0.3, 0.8|0.6}, degenerate to the same HFEs because of lacking of the probabilistic information.
Step 2: Calculate the hesitant fuzzy entropies by utilizing (36) [26] as follows:
and then, the hesitant fuzzy entropies can be obtained and listed in Tables 13:
Step 3: Calculate the entropies for each country. Referring to the entropy-based decision-making strategy in Section 5.2, the final hesitant fuzzy entropies for the four countries can be presented in the form of the weighted average of the five attributes which adopt the weight vector w = {0.2, 0.2, 0.2, 0.2, 0.2}, then the final results for the four countries are listed in Table 14 : Compared with the results in Table 8 , the rankings for these countries have been greatly changed. As shown in Table 14 , when the countries are evaluated in terms of the hesitant fuzzy entropies, Russia is considered to have more stable investment climate than the other three countries and Iran is more unstable. So in the hesitant fuzzy circumstance, we will make different investment decisions to choose Russia as the most suitable country. By contrast, it can be concluded that the big difference in ranking is caused by the losing the probabilistic information for HFEs, while the probabilistic information can greatly influence the final decision result in the decision making problems.
VI. CONCLUDING REMARKS
In this paper, we have mainly proposed two kinds of entropies for PHFEs, the membership degree-based entropy and the distance-based entropy.
The membership degree-based entropies for PHFEs are motivated by the classical fuzzy entropies. Because that the PHFE is composed of the membership degrees and their corresponding probabilities, the membership degrees are also suitable for measuring the uncertainty of the PHFEs by means of the classical exponential function or logarithmic function.
As for the distance-based entropies, the biggest advantage of them is easy to understand. In the previous study, the distance-based construction method of entropy has been applied to HFEs, and the main idea is that the further the distance is to the fuzziest HFE {0.5}, the less entropy it has. Moreover, the symmetry for the HFEs under existing distance measures is also a key fact to make the distance-based entropies reasonable. However, in the probabilistic hesitant fuzzy environment, the existing distance measures cannot maintain this characteristic. Based on the concept of expectation in probability theory, we have proposed a new like-distance measure for PHFEs that are similar to the distance measure in the description of the relationship between two PHFEs. Then, the distance-based entropies have been derived. Particularly, when the score values of the two PHFEs are equal to 0.5, the former rules are helpless. In this condition, the deviation (variance) index can be seen as a great supplement method.
Comparing these entropies for PHFEs, the membership degree-based entropies can be seen as the inheritance of the traditional fuzzy entropies, and the distance-based entropy makes the abstract entropy be more concrete. Their effectiveness and practicability have been proven by an investment case in the B&R. Moreover, there exist good prospects for the further study of the membership degree-based and the distance-based entropy which can be extended to other fuzzy sets.
APPENDIX
The aggregation information for the four countries in Section 5.3:
(1) The results derived from w (1) are as follows: 
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