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Abstract
Formation flying satellites offer potentially greater science returns and operational
capabilities than attainable with a monolithic spacecraft. Successful control of a for-
mation of spacecraft can be divided into two separate stages. The first stage creates
a plan that meets a set of mission objectives, and the second stage implements the
plan. Plans are specified as a sequence of AV commands executed at specific times
during an orbit. This thesis presents an online method for generating fleet-wide plans,
using convex optimization techniques, that satisfy multiple objectives. The approach
allows for minimum and balanced fuel usage, can position spacecraft in arbitrary con-
figurations, and favors low-maintenance orbits that do not drift apart. Additionally,
the architecture is applicable not only to formation-keeping maneuvers, but also to
formation reconfigurations. Various simulations demonstrate the importance of accu-
rately implementing plans for formation flying as well as autonomous rendezvous and
docking missions. Specifically, the relationships between process error, overall fuel
use, and position error are studied. Theory is put into practice with the development
of a new low-level, closed-loop thrust controller for the Synchronized Position Hold
Engage and Reorient Experimental Satellites (SPHERES). The controller processes
measurements from accelerometers and gyroscopes to monitor thruster performance
in real-time. Experiments conducted on the International Space Station (ISS) validate
the controller and establish a foundation for future enhancements to the underlying
algorithm. Finally, data from a series of high-fidelity formation flying simulations is
presented that confirms the analysis done elsewhere in the thesis. The multi-objective
planner is used in a closed-loop control system that guides a formation of five space-
craft through a hypothetical mission involving both reconfigurations and formation-
keeping. Data from the simulations allows a straightforward, side by side comparison
of the effects and relative importance of sensor error versus implementation error.
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Chapter 1
Introduction
In recent years, formation flying satellites have emerged as one of the most promising
technologies in space flight. A fleet of smaller, cheaper, less sophisticated satellites
working together can replace a single, monolithic satellite while at the same time
increasing flexibility and redundancy. Such a fleet is ideal for a variety of science
purposes, including distributed sensor systems, simultaneous observations, and inter-
ferometry for Earth-observing or stellar telescopes. Moreover, there is the option of
adding or replacing individual spacecraft during the mission to enhance the capabil-
ities of the fleet or even create new ones. Although multi-spacecraft interferometers
were suggested as early as the late 1970s [1], only the advances in estimation and
control of the last several years have brought about the capability to realize such for-
mations. As a result, there has been a surge in missions (both flown and proposed)
utilizing formations of spacecraft.
NASA's Earth-Observing 1 successfully flew in formation with Landsat 7 in 2001,
repeating the latter's ground track at a separation of about 450 km. The experiment
was a demonstration of some of the basic technologies required for future formation
flying missions [2]. In 2006, ST5, a formation of three micro-satellites and part of
NASA's New Millennium Program, successfully provided simultaneous, multi-point
measurements of the Earth's magnetic field [3]. The A-Train constellation, an inter-
national collaboration between NASA and CNES, currently consists of five satellites
with plans to add two more. The satellites fly in an along-track separation within sev-
eral minutes of each other and study clouds and precipitation [4]. Each spacecraft in
the A-Train has its own instrumentation, but by combining the diverse measurements,
scientists are learning new things about cloud formations.
While these missions have been impressive successes, space-based interferometry
promises even greater science returns. Agencies worldwide are currently planning mis-
sions like Darwin [5], the Terrestrial Planet Finder (TPF) [6], the Laser Interferome-
ter Space Antenna (LISA) [7], the X-ray Evolving Universe Spectroscopy (XEUS) [8],
and the Micro-Arcsecond X-ray Imaging Mission (MAXIM) [9), to harness this poten-
tial. LISA will search for low-frequency gravitational radiation characteristic of black
holes, while Darwin and TPF scan the stars for Earth-like planets that might support
life. These missions utilize two, three or even eight spacecraft and present challenges
more difficult than those that have thus far been met on orbit. For that reason, a
separate crop of formation flying demonstration missions seeks to test and validate
the algorithms required for maintaining strict inter-spacecraft geometry requirements.
PROBA 3, by ESA [10] and PRISMA [11], from the Swedish Space Corporation, are
a pair of two satellite missions that will test formation flying sensing and control
technologies.
Autonomous rendezvous and docking is another research area that generates a
lot of interest. The Russians have been docking autonomously with their Progress
and Soyuz spacecraft since Mir [12], and in 1998, the Japanese ETS-VII mission
performed an autonomous docking between two unmanned spacecraft [13]. Most re-
cently, ESA's Jules Verne [14], the first of five planned automated transfer vehicles
(ATVs), successfully docked with the International Space Station (ISS) after perform-
ing a series of checkout and demo maneuvers. This type of vehicle, with autonomous
rendezvous and docking capabilities, plays an important role in NASA's post-shuttle
plans for the ISS (e.g., the Commercial Orbital Transportation Services, or COTS,
program [15]). Despite these successes, it would be premature to call AR&D routine,
as recent missions have shown that serious failures can occur. In 2005, DART [16]
experienced navigational difficulties that caused it to fly into directly into its target
satellite, MUBLCOM, despite believing it was 130 m away [17]! Two years later, in
Fig. 1-1: Artist's impression of the Cassini SOI (Courtesy NASA/JPL-Caltech).
2007, the Orbital Express mission successfully demonstrated many of the technologies
first attempted with DART [18].
Formation flying and rendezvous and docking missions share a common need for
accurate sensing and implementation of AV commands. This thesis studies the ef-
fects of inaccurate AV implementation on rendezvous scenarios as well as formation
flying missions. Specifically, it explores the use of accelerometers to improve the AV
implementation.
1.1 Previous Work
Numerous authors have proposed control algorithms for formation flying missions [1].
Many of these are based on the Hill-Clohessy-Wiltshire (HCW) equations [19, 20] for
circular orbits, or Lawden's time-varying equations [21] for elliptical orbits. These
descriptions are convenient for computing the relative motion of satellites; the HCW
equations are linear time-invariant, and Lawden's equations are linear time-varying.
They have also been modified to include the dominant effects of the Earth's oblate-
ness [22]. Finally, both of these dynamics models have been used in PD [23], LMI [24],
LQR, nonlinear [25], impulsive [26, 27], and model predictive control (MPC) [28] con-
trol designs.
Unfortunately, these approaches use Cartesian coordinates in an LVLH frame that
limits their accuracy to formations with short baselines, typically less than 1 km.
Breger and How showed in [29] that by using Gauss's variational equations (GVEs),
where the dynamics are expressed in relative orbital elements, formations with much
longer baselines, such as MMS [30], can be successfully controlled using MPC. The
longer baselines are possible because the GVEs describe satellite motion in a curvi-
linear frame, where long linear distances are described by small perturbations in
the orbital elements [31]. Breger's MPC uses linear programs (LPs) [32] and a state
transition matrix incorporating J2 effects developed by Gim [33]. Elsewhere in the lit-
erature, GVEs have been used in other control schemes, such as continuous-thrust [34]
and impulsive controllers [26, 35, 36].
This thesis builds on the previous research on MPC control of formations [23, 28,
29, 37-41]. Linear programs are convenient because they are fast and reliable, and
can incorporate realistic constraints (actuator bounds, thrusting restrictions, position
error boxes) that are difficult to model with other control techniques [28]. The idea
was proposed in [23] as a possible control approach for the ORION formation flying
demonstration mission that was being planned at that time [42]. The concepts were
significantly expanded in [28] and [39], where a number of realistic constraints were
modeled inside the LP framework. With any formation, a primary goal will be to
prevent the spacecraft from drifting apart by initializing them to invariant orbits.
References [43, 44] present approaches for achieving J2 invariance based on solv-
ing necessary conditions for partial invariance of the mean orbital elements. These
methods minimize secular drift in the mean orbital elements, but contain unspecified
degrees of freedom. Work by Breger and How [29, 41] introduced an optimization-
based approach for finding invariant orbits that can minimize more general definitions
of drift (e.g., Cartesian separation, osculating states) over arbitrary time frames while
minimizing fuel and considering performance objectives. This approach yields results
that can be used online to optimize and re-optimize initial conditions for Earth-
orbiting formation flying missions that require drift to be minimized, but that also
have particular geometry requirements on separation distance or shape.
Sensor noise has long been known as a driver of system performance for spacecraft
formations [37, 45]. Tillerson investigated the impact of sensing noise for formations in
circular orbits in [39]. His work was based on, at that time, a state-of-the-art CDGPS
navigation filter developed by Busse [46] that provided relative position measurements
with an accuracy of about 1 cm and relative velocity measurements within 0.5 mm/s.
Advances in filter design and technology place current estimates of attainable ac-
curacy at 1.5 mm for relative position, and 5 pm/s for relative velocity [47]. The
drastic reduction in sensing uncertainty has allowed other sources of error to limit
performance, specifically the thruster system [36]. The implementation of AV com-
mands is an essential function of any spacecraft, whether it is part of a formation or
not. Inertial measurement units (IMUs), fairly standard on modern spacecraft, usu-
ally consist of gyroscopes and accelerometers and assist in this function. The ATV
that services the ISS uses three two-axis accelerometers and four two-axis gyrome-
ters [48]. The Cassini spacecraft used accelerometer measurements to perform the
mission-critical Saturn Orbit Insertion [49, 50]. Likewise, the Deep Impact mission
to "rendezvous" with the comet Tempel I relied on accelerometer measurements to
autonomously correct its final approach trajectory [51]. The trend will continue into
the foreseeable future, with one example being the control system for the upcom-
ing Terrestrial Planet Finder. TPF will use accelerometers and gyros to accurately
implement AV commands [52].
1.2 Thesis Overview
Chapter 2 extends the GVE-based MPC in [29] from a single spacecraft to a fleet-wide
optimization, and a series of new constraints and performance objectives are intro-
duced that expand the controller's capabilities. The initial state of the formation is
separated from the desired state so that the MPC can be used for reconfiguration
problems in addition to formation-keeping problems. Additionally, rather than spec-
ifying all spacecraft positions with respect to a reference orbit, a new way to specify
relative positions, based on the leader-follower strategy, is derived. The issue of bal-
ancing fuel use is also addressed, and a series of constraints designed to encourage
this desirable behavior are presented. Example plans for spacecraft formations are
generated and analyzed to demonstrate the performance of the controller.
Maneuver plans designed by the MPC in Chapter 2 are output as a list of AV
commands that must be executed at specific times. Chapter 3 tackles the problem of
actually implementing the AV commands that make up the plans. Two approaches
are considered: an open-loop system where thrust durations are calculated from a
thruster model, and a closed-loop system that monitors the performance of the burn
in real-time and uses feedback to determine when to terminate it. The dangers of the
open-loop strategy are discussed, and the closed-loop system using accelerometers is
proposed as a way to increase burn accuracy. After developing the theory for the
closed-loop system, the two approaches are compared side by side through a series
of simulations. The performance degradation that results when plans are poorly
implemented is quantified for a rendezvous scenario (in LEO with an orbit similar
to that of the ISS). Two methods are identified for improving the performance for
such a mission; more accurate plan implementation, or replanning. The performance
tradeoffs for each are explored with an emphasis on the advantages of better plan
implementation. After the rendezvous scenario, the fleet-wide planner introduced
in Chapter 2 is revisited to confirm the importance of accurately following its plans.
The ideas of Chapter 3 are put into practice through the development of a new low-
level controller for the SPHERES satellites in Chapter 4. This chapter walks through
the design of the control system and documents how various problems encountered
during the process were solved. Two different algorithms for measuring thruster
performance in real-time during a burn are proposed. The first utilizes low-pass
digital filters to process accelerometer measurements and integrate them directly.
Test results from experiments on a 2D air table as well as on orbit testing from the
ISS then form the basis for an improved algorithm using least-squares estimation
techniques.
Formation planning and accurate AV implementation concepts are unified in
Chapter 5 through a series of high-fidelity, realistic formation flying simulations.
Based on performance requirements that are representative of actual missions, the
planner of Chapter 2 is integrated with a commercial orbit propagator to control a
fleet of spacecraft over dozens of orbits. Plans for reconfigurations and formation-
keeping are both generated and executed, and data on the impact of poor AV imple-
mentation is analyzed in terms of fuel use and position error. This analysis is repeated
for perfect implementation with varying levels of sensor error, and comparisons are
made between the two types of error. The simulations underscore the benefits of
improving the accuracy of AV implementation.
Finally, Chapter 6 closes the thesis with a recap of the important findings, and
concludes with suggestions for future work.

Chapter 2
Multi-Objective Planning for
Spacecraft Formations
Spacecraft formation flying is expected to be an enabling technology for many future
missions [53]. Successful control planning for a formation must consider a range of
competing performance objectives and find acceptable compromises that meet mis-
sion requirements. Through collaboration and cooperation, the spacecraft in a for-
mation act as a single system that offers better performance than is attainable with a
monolithic spacecraft. Performance enhancements include superior science observa-
tions with space-based interferometry, cheaper launch costs spread out over smaller,
lighter vehicles, or more versatility with a fractionated spacecraft design. The plan-
ning tasks for a formation can be divided into two classes [39]: formation-keeping
and formation reconfiguration. In formation-keeping, the spacecraft are already in
their desired configuration, and positions and velocities are simply maintained by
applying control to counteract disturbances (which manifest as drift). In formation
reconfiguration, the desired positions and velocities change, and trajectories must be
generated to relocate the spacecraft accordingly. Both classes are important and will
be addressed here.
Formation flying missions frequently have several different operating configura-
tions. For example, the Magnetospheric Multiscale Mission (MMS) will consist of
four spacecraft in a tetrahedral formation studying plasma dynamics in the Earth's
magnetosphere [30, 54], but the separation distance between spacecraft will vary from
10 km to 1000 km depending on the phenomena currently being observed. When re-
configuring, it is critically important both to conserve fuel during the maneuver and
to maneuver to a state that will, over time, conserve fuel. The selection of states
with these properties is called an initial condition (IC) problem, the specifications of
which will depend upon the unique requirements of a particular mission. However, in
any spacecraft formation, a primary goal will be to prevent the vehicles from drift-
ing apart, since that will typically end the mission. If the spacecraft in a formation
tend to drift apart, then periodic maintenance maneuvers will be required during
formation-keeping to restore the formation. Initial conditions are called invariant
if they eliminate drift, thereby allowing spacecraft to maintain their relative orbits
without expending fuel. Invariant orbits simplify the formation-keeping process. Two
expected sources of relative drift for an Earth-orbiting formation are mismatched
semimajor axes [551 and J2 disturbances. Finally, for space-based interferometers,
such as TPF [61, MAXIM [9], or LISA [7], loss of control of one spacecraft cripples
the science output for the entire formation. Since a spacecraft would become un-
controllable if its fuel supply were exhausted, fuel use should be balanced across the
formation.
This chapter presents an online method that meets the challenges outlined above;
it approaches planning from a fleet-wide perspective and optimizes fuel usage, fuel
balancing, formation geometry, and drift. Online methods are desirable because they
help minimize the delay between the detection of disturbances and their correction,
enabling more precise formation flying. The method is an extension of the model
predictive controller in [29], with more flexible performance objectives, but its roots
can be traced even further back to ideas in [23, 28, 40]. Separation of the desired
geometry from the starting geometry enables reconfiguration maneuvers in addition
to formation-keeping. Furthermore, the optimization problem is expanded to include
all spacecraft in the formation, permitting the introduction of relative geometry con-
straints - a prerequisite for implementing the popular leader-follower approach. The
planner optimizes formation-keeping and reconfiguration maneuvers not just for a sin-
gle spacecraft at a time, but for the entire formation simultaneously, enabling true
formation flying via extensive cooperation [38].
2.1 Formation Optimization
Reference [41] derived a single spacecraft IC optimization based on Gauss' Variational
Equations (the GVEs derived in [56]) modified to include the effects of J 2. The GVEs
describe the motion of an orbit (expressed in absolute osculating elements) subject
to perturbations. A reference orbit is taken as
ere=[a e i Q w M] (2.1)
where a is the semimajor axis, e is the eccentricity, i is the inclination, Q is the right
ascension of the ascending node, w is the argument of perigee, and M is the mean
anomaly. The relative position of a spacecraft (with absolute state e) is defined with
respect to the reference orbit as
Se = e - eref (2.2)
Using the GVEs and (2.2), Breger [41] derives the optimization
C* = min {QduIWd(Q*l - I)(@I 06e(to) + LU)II + QxIIWxFUII + QIIUll} (2.3)
where C* is the optimal cost, U is a column vector of control inputs, 6e is a differential
column vector of osculating orbital elements, P is a discrete convolution matrix, and
the weighting matrices Wd and Wx specify the form of the penalties for drift and
formation geometry, respectively. The scalar weights Qd, Qz, and Q, determine the
penalties on drifting, formation geometry, and fuel use. The state transition matrix,
CIn, propagates the differential state vector from time t, to time t,+1 . Additionally,
to is the time at the start of the optimization, t1 is the time at the end of the
initialization maneuver, and [tl, t 2] is the period over which drift is minimized (usually
one orbit). All norms in these optimizations are one-norms. The control sequence
U(r), r E [to, tl] is of the form
U=[ U uT
where n is the number of steps in the plan. Moreover, each entry uk is a three-element
vector
uk ukx u[ k, kz (2.5)
where the subscripts x, y, and z denote the radial, in-track, and cross-track directions
in the local vertical/local horizontal (LVLH) frame. Since control is not allowed during
the drift period, a good solution to the optimization problem must balance the desire
to achieve low-drift initial conditions at ti with the desire to preserve formation
geometry and conserve fuel. The individual elements of the cost function (2.3) are
written as Cd (drift), Cx (geometry), and Cu (fuel).
2.1.1 Separating the Initial and Desired States
The geometry cost in (2.3) is given by
C = Qx11Wxl'UII (2.6)
Inspection of (2.6) shows that the cost will increase with the input effect of the
control, PU. In other words, if the applied control causes the spacecraft to move to
a new position, it will incur a positive cost. The only way Cx is zero is if the overall
effect of U is to not move the spacecraft at all. Therefore, the optimization presented
in Ref. [41] tacitly assumes that the initial location of the spacecraft is the desired
location. This limits its usefulness to the formation-keeping case, where the formation
is already initialized and the main concern is to find a minimum-drift orbit; it does
not allow for a formation to be reconfigured.
This limitation can be overcome by modifying the optimization in (2.3) to separate
the initial state, 6e(to), from the desired state. The vector Sed(tl) is introduced as
the desired state at the end of the initialization maneuver, and the difference between
the desired state and the actual state at tl is penalized
c, = IIWX(Jed(tl) - Je(ti))ll (2.7)
Substituting Se(ti) = 5*o06e(to) + fU gives a new geometry cost
Cx = IIWx(Jed(te ) - ~D06e(to) - FU)II (2.8)
making the altered optimization
C* = min {QdIJWd( *1 - I)(D 065e(to) + IU)II + (2.9)
QxlIWx(ead(tl) - 4*DO6e(to) - LvU)ll + QUIIUII}
The independence of the starting position, 6e(to), from the desired position, Sed(tl),
provides the capability to design trajectories that deploy the spacecraft to some new
orbit, while still minimizing drift and fuel use. This expands the capability of the
controller to reconfiguration problems. Functionality has only been added, not lost;
if the desired position at tl is equal to the open-loop propagation
5ed(tl) = j*oDe(to) (2.10)
then the cost (2.9) is equivalent to (2.3). The new formulation is also useful for
implementing the optimization as a closed-loop controller, because in practice, the
spacecraft will never exactly be in their desired position, due to thruster and sensor
error.
Figure 2-1(a) illustrates the previous geometry cost associated with (2.3) and is
adapted from [57]. The initial position of the spacecraft at to is marked by a circle,
as well as the open-loop (no maneuver) position at tl and the actual position at tl
(which depends on the control plan). The dashed line indicates the quantity that
is penalized. Henceforth, it is called the "offset" cost since it is proportional to the
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Figure 2-1: Comparison of offset cost and geometry cost.
magnitude of the offset caused by the control input. The offset cost is not used from
this point on, and should not be confused with the new "geometry" cost, described
by the modifications in (2.9) and reflected in Figure 2-1(b). The key difference is the
new desired state at tl, and the cost is now proportional to the spacecraft's distance
from this desired state. The open-loop propagation to tl no longer plays a role in the
cost assessment, and is irrelevant.
2.1.2 Extension to the Multi-Vehicle Case
Previously, using the general strategy presented here for formation flight consisted of
combining separate solutions to the single spacecraft optimization in (2.3) [41). While
this has the advantage of keeping the problem size small (fewer decision variables and
constraints), it is unlikely that implementing independent solutions for each spacecraft
will result in an optimal overall plan. For example, sometimes it may be advantageous
for one spacecraft to sacrifice individual optimality for global optimality (e.g., one
spacecraft uses more fuel so that all of the others can use less). To extend the
formulation to the multi-vehicle case, introduce the formation state J6, a desired
Offset
oM m~~~l I·rclr
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formation state 56 d, and a formation plan U as
[ ... T eT
= [ UT  .-. UN ] T  (2.11)
where N is the number of spacecraft in the formation, 6ei is the state of the ith
spacecraft in the formation, Jed, is the desired state of the ith spacecraft, and Uj is
a vector of control inputs for the ith spacecraft. Similarly, define the formation-wide
propagation matrix from ti to tj+l as ýi and a formation-wide discrete convolution
matrix f as
•*Di 0 ... 0
0 ~*i 0
0 '0 . 0
0 ... 0 o4i
and =
F 0 .-. 0
0 o 0
o ... o *
(2.12)
Finally, the multi-spacecraft weighting matrices are
Wd 0 ... 0
o Wd 0
* 0 ". 0
o ... 0 Wd
and I =
S0 ... 0
o ... 0 W,
Combining (2.11)-(2.12) yields the state of the entire formation at time tl given the
state at to
5e(t1 ) = oS6e(to) + £' (2.14)
The propagation in (2.14) and the formation weighting matrices in (2.13) can be
combined to form a full formation initialization optimization based on (2.9)
C* = rin {Qdllld((l - I)(Poi6(to) + FIU)II + (2.15)U
QxIIWx(Jbd(tl) - Io6A(to) - FU)II + QuiIUII}
Wd (2.13)
CPi =
Solving (2.15) yields the optimal formation-wide initialization cost, 0*, and produces
a set of optimized control inputs for each spacecraft in the formation. These control
inputs, in turn, specify the trajectories each spacecraft should follow to achieve the
initial conditions. In contrast to the analytic methods for finding invariant orbits
that are available in the literature, this new approach to finding formation ICs can
be used to minimize drift globally across an entire formation of spacecraft.
2.1.3 Relative Position Cost
The primary reason for converting to a formation-wide optimization is to provide a
method that can handle coupling between the spacecraft. Coupling occurs in the tra-
ditional leader-follower architecture, where one spacecraft is designated the "leader",
and the others in the formation are its "followers". Position and velocity constraints
for the followers are specified relative to the leader. If the leader spacecraft executes
a maneuver, then the other spacecraft in the formation are affected; hence, there
is coupling. Simple examples of a leader-follower are EO-1 [2], which followed one
minute behind the ground track of Landsat-7, and XEUS [8], where the X-ray science
instrument is split between two spacecraft. Moreover, the geometry requirements for
space-based interferometers such as TPF [58] and Darwin [5] are typically specified
in the relative frame. The cost function (2.15) only penalizes geometry deviations
from a static reference orbit; penalizing relative geometry requires the trajectories
to be optimized jointly because a variation in the trajectory of one spacecraft will
require an adjustment in the trajectory of the other. For leader-follower missions and
interferometers, it might be advantageous for the formation to stray some distance
away from the reference orbit, as long as strict relative separations are maintained.
Allowing this flexibility can result in reconfigurations that save fuel or reduce drift.
Relative position constraints address this issue.
Figure 2-2 illustrates the relative position cost. The new idea is that the origin
of the coordinate system is fixed to a leader spacecraft, not a reference orbit. Any
spacecraft in the formation can be selected as the leader, and its differential state at
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Figure 2-2: Relative position cost.
to is See(to). The relative position of the ith spacecraft is then given by
A6ei(t) = 6ei(t) - s6e(t) (2.16)
In this notation, the A signifies a relative position. Using (2.16) and the single-
spacecraft equivalent of (2.14) yields the desired relative position at tl
A6ed,(tl) = D0o(6ei(to) - 6ee(to)) + F(Ui - Ue) (2.17)
where Ue is the control plan of the leader. To penalize the deviation from the desired
relative position at tl, AJdd(tl) and AS6(t 1 ) are constructed in the same manner as
(2.11) and a new term, 0 r, is appended to the cost function:
Cr = Qr IIWr (ASed(tl) - As (t1))ll (2.18)
In this cost, Q, is a scalar weight specifying the penalty on relative position error, and
Wr is a weighting matrix specifying the form of this error. Until now, geometry costs
have been assessed in differential osculating orbital elements (2.2). As shown in [41],
choosing Wr as the transformation matrix from differential osculating orbital elements
to the LVLH frame allows the geometry to be penalized in a Cartesian sense (recti-
linear distances as opposed to the curvilinear distances for osculating elements). The
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Figure 2-3: Hill's Frame (Local Vertical/Local Horizontal).
LVLH frame is more intuitive for visualizing formations and assessing performance
because distances are specified in meters rather than orbital elements. Figure 2-3
depicts the LVLH frame for an orbiting satellite. The transformation matrix M(e(t))
is defined in Ref. [59] such that
Mx =6eos - x = M-16eos (2.19)
and it rotates
x=[x y z y i ]T (2.20)
from the LVLH frame centered on the reference orbit to differential osculating ele-
ments.
Although the form of Cr is similar to Cx in (2.15), the matrices in (2.12) must
be slightly modified to incorporate the new coupling effects. Subtract Di from the
column of the formation propagation matrix corresponding to the leader, and subtract
F from that same column in the discrete convolution matrix for the full formation.
Without loss of generality, let i = 1 be the formation leader. The new relative
formation matrices, denoted by the subscript r, then become
0 0 .. 0
- Di Di 0
S 0 ". 0
D-Di ... 0 Di
and r =
0 0 .-. 0
-17 F 0
0 o 0fL ·
The cancelations in the first row results in a row of zeros that automatically discards
the position constraint of the leader relative to itself. In fact, the row can be omitted
entirely; the net result is an additional N - 1 constraints. The new cost, 0 r, is
adjoined to the global optimization, yielding the cost function
0'* = min{QdllWd((Il - I)(JIo6e(to) + FU)l) + (2.22)
U
Q••Wx,(6sd(t1) - 4oSe(to) - 7U)II +
Qr• TIVr(TAJ (tl) - Iro6,(to) - frlU)l + Qju|u|}
2.2 Fuel Balancing
When a satellite in a formation runs out of fuel, there are several possible responses.
If the formation is fully redundant, then perhaps there is not any discernable effect
on operations and no action is required. Otherwise, the formation might continue
to function in a reduced capacity. Another option is to replace the satellite at some
cost. In the worst case, the satellite that runs out of fuel is irreplaceable or mission
critical, and the mission ends. Regardless, it is beneficial to consider each satellite's
remaining fuel supply when planning maneuvers and trajectories. For many missions
it is desirable that each satellite in the formation expends fuel at roughly the same
rate to avoid the aforementioned scenarios. For example, suppose a formation consists
of two interdependent satellites (Sat A and Sat B) with an initial in-track separation
of 1 km. They are tasked with a mission that requires them to reconfigure to 100 m
relative separation. If both satellites begin the maneuver with the same amount of
r=
(2.21)
fuel, the best solution is for each to move 450 m towards the other, and meet in the
middle. However, if Sat A has more fuel than Sat B, then Sat A should travel further
than Sat B. This will help balance the fuel between the satellites and prolong the
mission life. Sat A sacrifices local optimality in favor of global optimality; it uses more
of its own fuel, but improves the overall fuel management of the formation.
In practice, questions of fuel balancing are likely to be much more complex, but the
ideas remain the same. If the formation is specified with respect to a reference orbit,
then care must be taken that the reference orbit accurately describes the mean motion
of the fleet. Because it is a theoretical construct, the reference orbit is not subjected
to the disturbances experienced by the actual spacecraft. If these disturbances are
inaccurately modeled when propagating the reference orbit, then fuel will be wasted
trying to track a poor description of the formation's motion [38]. The traditional
leader-follower approach eliminates this shortcoming by using the leader spacecraft
as the reference point. However, by definition, the leader spacecraft has no state
error and will use less fuel than the followers. Beard considered the problem of
rotating a formation of spacecraft in free space [60], noting that if the formation
rotates about a spacecraft, then that spacecraft will consume much less fuel than
the others. Therefore, the starting fuel distribution should determine the optimal
point of rotation. Later, Rahmani, Mesbahi, and Hadaegh considered the problem
of balancing energy consumption for formations of two and three spacecraft [61].
Their approach was tested on problems in free space as well as for circular orbits
(using Hill's equations), but the control solutions involve continuous thrust, which
may be undesirable. Vadali, Vaddi and Alfriend also derived a continuous controller
for maintaining a formation in a circular orbit, but using Hill's equations modified to
include J2 [62]. Each of these approaches are valid only for specific classes of orbits.
Unfortunately, the minimization of fuel for one spacecraft and the balancing of
fuel use across a formation are in general, competing objectives. The virtual structure
attempts to solve this problem by treating the formation as a single entity, allowing
it to evolve in a given direction as a whole [63]. Tillerson, Breger, and How derive the
virtual center in [38], a reference point from which the desired positions of the space-
craft are specified. It is computed from the relative states and weighted according to
fuel remaining. This biases the virtual center towards spacecraft with less fuel, and
yields improved fuel balancing during formation-keeping for sparse aperture forma-
tions. The virtual center is computed strictly from the current formation geometry
and does not depend on the dynamics of the orbit.
The following sections propose several ways to introduce fuel balancing constraints
into the planner, presented in order of increasing generality. Used in conjunction
with relative position constraints, it shares some similarities to the virtual center
approach for formation-keeping. However, the need for an explicit calculation of the
virtual center is eliminated; the optimal point will be found by the optimization itself.
Moreover, since the fuel balancing constraints are implemented along with all of the
other constraints (minimum fuel, position, and drift), the dynamics of the system
are embedded (contrary to the virtual center approach). Overall, this allows fuel
balancing to also be used for formation reconfigurations, and it is not limited to
circular orbits.
2.2.1 Equal Fuel Use
One method for equalizing fuel use across the fleet is to penalize the deviation of each
spacecraft's fuel use from the average. Fuel consumed is equivalent to the one-norm
of the control inputs for each spacecraft. For a plan with n steps, the fuel use of the
ith spacecraft is given by:
n
Slu,jII (2.23)
j=1
where u is defined as in (2.5) and the second subscript, j, corresponds to a specific
input step in the plan. For a formation of N spacecraft, the average fuel use is then
1  N n
N E Iluijll (2.24)
i=1 j=1
The equal fuel use fuel-balancing cost associated with the kth spacecraft is the norm
of the difference between its fuel use (2.23) and that of the average (2.24)
k,-fuse =- uj (2.25)j=1 i=1 j=1
which can be simplified by defining vi = f uill and Vi = Ui| so that
V= [ U I- |U2 1 ... iUN|]T  (2.26)
With these substitutions, (2.25) is equivalent to
k, fs = Vk - V (2.27)
i=l
The total cost for unbalanced fuel use can be written as a matrix equation in a manner
similar to the previously developed relative position cost. If the weighting matrix Wf
is
Wf =
(1-) N NJ _ 1 1 1
N N) 1
N N
1 1 1
N '" N N
(2.28)
then (2.26) and (2.28) lead to the final equal fuel use cost
Cfse = WfV (2.29)
Although (2.29) contains the norm of a function of the norm of U, it is still convex and
is therefore a valid linear programming constraint. In practice, it is not very difficult
to add this constraint to (2.22), as V is already available as part of the minimum fuel
cost.
2.2.2 Equal Fuel Remaining
For situations when the spacecraft in the formation all start with the same amount of
fuel, it might make sense to consider the approach in the previous section. However,
it is more likely that each spacecraft in the formation has a different amount of fuel
remaining at the start of the maneuver. In that case, it is preferable for the spacecraft
starting with more fuel to use more than those starting with less fuel. This can be
handled simply by keeping track of the fuel remaining for each spacecraft. The fuel
remaining in the formation prior to planning is written as a vector
- = f- f-. f]1 (2.30)
Here, fi- is the fuel remaining for the ith spacecraft before the maneuver, and the
units are the same as for U(. The formation is penalized for having spacecraft with
fuel remaining after the maneuver that deviates from the average. The cost for a
single spacecraft is then
ci, = K- - - Vk) (2.31)
k=1
Similar to (2.29), the total formation cost can be written in matrix form as
Cfem = 1Wf(F - V) (2.32)
When the linear program is formed, a series of constraints are added to guarantee
that the fuel used by each spacecraft does not exceed the fuel available.
f v - i 0 Vi (2.33)
The cost in (2.32) is actually a generalization of (2.29), and rewriting it yields
Cfem = Wf- - W, V (2.34)
If the initial fuel of each spacecraft is the same (f- = f- = ... = fN), then from the
structure of Wf
WF-= [ 0 ... (2.35)
and (2.34) reduces to (2.29). A weakness of this formulation is that even a small
variation in remaining fuel will be penalized, and over the short term, it is unrealistic
to expect the fuel usage of each spacecraft in the formation to be identical. There will
be slightly different disturbances acting on each, and the initial state errors will also
vary, requiring different levels of control. Balanced fuel use is really better described
as a long term objective; some local variation is acceptable, but trends should be
avoided. The next approach better captures this behavior.
2.2.3 Fuel Window
The final method of fuel balancing considered here is based on the concept of error
boxes from [28]. In the fuel window approach, the fuel level for each spacecraft is
allowed to deviate from the average within some acceptable range (window). As long
as the fuel remaining for each spacecraft remains within the window, no cost penalty
is assessed. If the window is exceeded, the cost increases. Suppose the size of the
window is given by e, then the fuel balance cost associated with the ith spacecraft in
the formation is
Cif,i = O if If-f < (2.36)
Qf.,n (fi+ - f1 - E) , otherwise.
In (2.36), the fuel remaining after the maneuver for spacecraft i is written as ft,
and the average fuel remaining across the fleet f+. Choice of the scalar weight Qf•
determines how harshly a fuel imbalance is penalized. If it is large enough, then
the planner will keep all fuel levels within the window, and fuel will be expended at
roughly the same rate throughout the formation.
It is important to recognize that fuel balancing may not be appropriate for all
maneuvers; its usefulness will be highly mission dependent. Weighting fuel balancing
too highly may cause some spacecraft in the formation with less distance to move to
"fly in circles" to burn fuel at the same rate as the other spacecraft. This behavior is
highly undesirable. Careful selection of an appropriate window size e and weighting
factor Qf,,n can help reduce this risk. Note that if E = 0, then the fuel windowing
approach is equivalent to the equal fuel remaining approach.
2.3 Implementation Details
Before a formation plan can be generated from the optimization in (2.22), it must first
be converted into a linear program. This step is performed by a MATLABTMcode,
called the "planner." Once the LP is formulated, it is solved by an optimization code
(choices are discussed shortly). The LP is formulated as
minimize cTy
subject to Ay < b (2.37)
The decision variables are y, and the number of constraints is given by the length of
the vector b. The number of constraints and decision variables scales linearly with
N, so the formation-wide planning problem can grow quickly with the number of
spacecraft, particularly given the form of the different costs in (2.22). Each element
of the cost function is actually a magnitude. There are several ways to implement
this, but the one used in the planner is described in [32]. For the simplified case of a
minimum-fuel problem in a single dimension, the optimization is
minimize Quluil
i=1
subject to Au < b (2.38)
The control input at the ith time step is ui. The matrix A and constraint vector
b are functions of the spacecraft dynamics, the initial conditions, and the desired
final conditions. The absolute value in the summation in (2.38) is eliminated by first
introducing a new decision variable vector z
-=[UT T ]T  (2.39)
and then recasting the optimization as
n
minimize ZQuvi
i=1
subject to Au < b
ui <_ vi, i = 1,2,...,n,
-u < v, i = 1, 2, . . . , n (2.40)
The important point is that the optimum values of the new decision variables vi are
chosen by the LP solver to minimize the objective in (2.40). Since Qu > 0, vi will be
as small as possible. The smallest value to satisfy the constraints on vi is vi = Aui.
Overall, for every step in the simple, one-dimensional, minimum-fuel problem, there
are two decision variables, ui and vi, and two additional constraints, ui < vi and
-ui < vi. For a real formation flight problem in three-dimensions, there are six
decision variables and six additional constraints per step.
The structure of the problem lends itself to the use of sparse matrix representations
for the matrices in (2.22), as well as in the constraint matrix A that results. For a
formation of seven spacecraft, with a planning horizon of one orbit and a discretization
of 1000 time steps per orbit, A is approximately 40, 000 x 40,000. A full matrix
representation would require a prohibitive 1.6 billion entries. If each value is stored
as a 64-bit number it requires almost 12 GB of memory. Fortunately, the number of
nonzero entries is roughly 600,000. Therefore, by switching to sparse matrices, the
required storage space in memory for the constraint matrix alone can be reduced to
less than 0.05% of the full matrix equivalent (less than 5 MB). Solving LPs of this
size requires a solver that can handle sparse constraint matrices. There are a number
of LP solvers available, both free and commercial, that can be used for this purpose.
Most of these solvers either interface with MATLABTM directly, or can be interfaced
using MEX. In most cases, software is freely available for this purpose.
Linprog The MATLABTM optimization toolkit includes an LP solver called linprog
that contains both a large-scale interior point solver and a simplex solver. It was used
successfully to solve some of the smaller (relatively speaking) problems, but had more
difficulty with formations involving a large number of spacecraft. Still, since it is part
of MATLABTM, it has the bonus of being very simple to interface with the rest of
the planner.
GNU Linear Programming Kit (GLPK) The GNU solver [64] is freely available
and has a primal-dual interior point method and also a revised simplex method. The
solver can additionally be used to solve Mixed Integer Linear Programs (MILPs) using
a branch and bound algorithm. It is updated fairly regularly and at the time of this
writing was on version 4.28. The latest version is available at any GNU mirror, and
it can be interfaced to MATLABTM by using GLPKMEX [65].
COIN-OR LP Solver (CLP) Of the free codes tested, CLP[66]. was probably
the most successful in solving a wide range of LPs generated by the planner. The
COmputational INfrastructure for Operations Research (COIN-OR) project [67] has
a variety of free codes available for solving different kinds of optimization problems.
Although not as fast as the commercial codes, CLP performed well compared to
linprog and GLPK for the problems considered here; it has been successfully tested
on problems with up to 1.5 million constraints. A free MEX interface for CLP is
available called mexclp [68].
MOSEK [69] is a commercial software package that can be used to solve a variety
of optimization problems, including linear and mixed integer problems. For these
problems, the software uses both interior point and simplex methods, as well as a
branch and bound and cut algorithm for MIPs. It is usually faster than the freely
available codes and also appeared to be more robust. It can use multiple processors
which further speeds up solution time. A full-featured student license is available for
the LP solver, which interfaces nicely with MATLABTM.
ILOG CPLEX [70] is the most well-known optimization software available. It is
a commercial package and is very good at solving the problems that result from the
methods presented in this thesis. It contains interior-point, dual and primal simplex,
barrier algorithms, and others for solving problems. Internally, it uses many heuristics
to help speed up the solution. and it is typically the fastest solver for the problems
considered here.
2.4 Formation Flying Test Cases
Now that the formation-wide optimization has been developed, this section will
demonstrate the flexibility of the planner and examine some of the trade-offs between
the different objectives more closely. Examples are included for both a circular orbit
as well as an elliptical orbit. The circular orbit is modeled after a geosynchronous
orbit. The orbital elements (2.1) are
ere(to) = 6.6107 0.005 .01 0 0 7r (2.41)
The first element of eref, the semimajor axis, is in units of earth radii, the eccentric-
ity is unitless, and the inclination, ascending node, argument of perigee, and mean
anomaly are in radians. Likewise, the elliptical orbit is chosen as
eref (to) = 4.69549 0.471 1.10497 4.24115 3.7350 7 ](2.42)
2.4.1 Position Cost Comparison
Two types of position constraints were discussed for the formation-wide optimization.
The first type constrained each spacecraft in the formation relative to a reference orbit
while the second type constrained follower spacecraft to a leader spacecraft. Consider
a formation of spacecraft that is initially separated only in the radial direction. Re-
calling the definition of the LVLH vector (2.20), the initial states of the spacecraft,
in the LVLH frame, are
AXd=[ 0 0 0 0 0 0 ] T
AXd2 =[ 250 0 0 0 0 0]
AXd, = 500 0 0 0 0 0 (2.43)
AXd4 = 1000 0 0 0 0 0
Position are in meters and velocities are in meters per second. Radial separation
(the x direction) corresponds to a mismatched semimajor axis, which will introduce
a large drift if no corrective action is taken [55]. To eliminate this tendency, the
desired configuration after one orbit is an in-track formation with the same separation
distances:
Axd = 0 0 0 0 0 0
Axd2 = 0 250 0 0 0 0
AXd3 = [0 500 0 0 0 0] T (2.44)
AXd 4 = 0 1000 0 0 0 0]
The initial and desired formations are the same for both the elliptical and circular
test cases, and they can be enforced with either geometry constraints or relative
position constraints. If the geometry constraint is used, then the formation center is
simply the reference orbit, and the desired positions for each spacecraft correspond to
specific points in space. If instead the relative position constraints are used, then the
formation center is allowed to stray some distance from the reference orbit, as long
as the follower spacecrafts' positions relative to the leader are maintained. Instead of
a single configuration with zero position cost, there are many; the formation is free
to move away from the reference orbit if doing so reduces the overall cost. In a sense,
the optimization is implicitly computing an optimal virtual center for the formation.
Therefore, it is expected that by using relative position constraints rather than the
hard geometry constraint, additional fuel savings might be possible.
Figures 2-4 and 2-5 show the tradeoff between fuel use and position error when
either the geometry constraint or the relative position constraint is used. The plotted
fuel usages and position errors are the sum total for the four spacecraft formation for
the entire maneuver. As expected, using more fuel improves the position performance.
The data points are obtained by varying the scalar weights Qx, Qr, and Q, in the
cost function. When the geometry constraint is used, Qr is set to zero. Likewise,
when the relative position constraint is used, Qx is set to zero. This prevents both
types of position constraints from being active simultaneously. For these tests, Q"
was held fixed at 1000, while the position constraint weighting was varied from 100
to 1010.
In both the circular and elliptical cases, applying no control results in very large
errors, about 68 km and 17.5 km respectively. These are the sums of the errors in
the x, y and z directions for the follower spacecraft. The cause of the excessive drift
is the mismatched semimajor axes of the spacecraft in the formation. As more fuel
is used (- or 2- increases), the performance improves until the desired formation
is precisely achieved. The best solutions obtained yielded final position errors of less
than 10-6 mm, which is on the order of the tolerance of the LP solver (and, of course,
far better than will be achieved in practice). To achieve this level of performance for
the geometry constraint cases required fuel expenditures of 298.5 mm/s for the circular
orbit, and 303.9 mm/s for the elliptical orbit. When the relative constraint was used
instead, the fuel expenditures were 213.2 mm/s and 217.1 mm/s. By specifying the
formation as a set of relative constraints, rather than absolute geometry constraints,
fuel savings of 28.6% are achieved.
Figure 2-6 shows the planned trajectories for the spacecraft for the circular orbit
with the geometry constraint. The coordinate frame is absolute, with the reference
orbit held fixed at the origin. A + marks the starting position of a spacecraft, and
a U marks the final position. It is clear that the planned trajectories guide each
spacecraft to its desired position. Note that on-orbit, the actual trajectories will
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Figure 2-4: Effect of fuel use on position cost for a circular orbit.
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Fig. 2-6: Reconfiguration maneuver for a circular orbit using absolute geometry
constraints.
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differ slightly from the planned trajectories because of process error, linearization
error in the dynamics, and disturbances not modeled in the planner. Chapter 5
will validate the planner via realistic simulations where these effects are included.
Figure 2-7 illustrates what happens when the geometry constraints are exchanged
for relative position constraints. For this case, the trajectories are plotted in two
different coordinate frames. The trajectory is plotted in the absolute frame (which
is the same as previously described) in Figure 2-7(a). The same trajectory is plotted
in the relative frame in Figure 2-7(b). In the relative frame, the origin is fixed to the
leader spacecraft. The added flexibility provided by using the relative constraint is
clear in Figure 2-7(a). The formation is not strictly bound to the reference orbit, and
the 28.6% reduction in fuel use is obtained by shifting its center by 10 km. However,
the relative separations between the leader spacecraft and its followers are preserved.
For most formation flying missions, it is the relative formation geometry, not the
absolute geometry, that is critical. For this reason, the relative position constraints
are very useful for reducing fuel usage. The trajectories for the elliptical test case
are shown in Figure 2-8 and Figure 2-9. Although the exact trajectories expectedly
differ from those for the circular orbit, the general characteristics are the same. In
this case, however, the formation center only shifts by 2.43 km.
The dynamics used in the optimization are linearized about the reference orbit.
When discarding the absolute geometry constraints in favor of the relative position
constraints, care must be taken to ensure that these linear dynamics remain valid. By
removing all of the absolute geometry constraints, the formation is free to move away
from the reference orbit if doing so saves fuel. Reference [29] discusses the accuracy
of the linear approximations and the ranges over which they are valid. There, two
test cases are presented, a circular orbit and a highly elliptical orbit. For the circular
orbit, the acceptable separation was around 25 km, and for the elliptical orbit, 50 km.
Acceptable velocity ranges were computed as 40 m/s and 2 m/s, respectively. Staying
within these boundaries keeps the linearization accurate to within 1%. Given any
arbitrary reference orbit eref, computation of the acceptable separations is fairly
straightforward. The exact amount of acceptable linearization error will depend on
mission requirements.
Error box constraints like those discussed in [28, 57] can be used to guarantee that
the spacecraft remain within a specified distance of the reference orbit and ensure
that the dynamics remain valid throughout the maneuver. For example, the leader
spacecraft can be "anchored" to the reference orbit by only permitting it to move
a certain distance away. The desired positions of the follower spacecraft can then
be specified relative to the leader, without danger of the entire formation moving
too far away from the reference orbit and encountering unacceptable amounts of
linearization error. The added degree of freedom available to the leader (compared
with the absolute geometry case) can still result in fuel savings. For both examples
presented here, the formation remained well within the recommended distance of the
reference orbit.
2.4.2 Fuel Balancing Example
If fuel balancing is added to the scenario discussed in the previous section, several
new planning possibilities emerge. For this analysis, the most general form of the
fuel balancing constraint is used: the fuel window. The circular orbit given by (2.41)
is used, and the initial and desired positions are the same as in (2.43) and (2.44).
For maximum flexibility, the relative position constraints are used to specify the
formation geometry. In addition to the minimum fuel and relative position costs, the
fuel window cost (2.36) is now included. The scalar weights were set as follows:
Qu = 10, Qr = 100, Qf•, = 1000 (2.45)
These choices emphasize that the formation geometry is maintained and that the fuel
window is strictly enforced. The effect of the fuel window on the plan will depend
on the selection of e. A large value will not cause any change in the plan from the
previous solution because the constraint will not be active. As E is reduced, the plan
will be adjusted to keep fuel expenditure within the window.
Figure 2-10 shows the evolution of fuel usage for the four spacecraft as E is adjusted.
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Fig. 2-10: Fuel management as fuel balancing window size e is adjusted.
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Figure 2-10(a) plots the fuel use for each spacecraft along with the average fuel use.
For c > 7 cm/s, the fuel balancing constraint is not active, as the optimal plan from
the previous section satisfies this window. Examining the plans, spacecraft 2 uses
only 0.45 cm/s of fuel, while spacecraft 4 uses 12.3 cm/s of fuel. Given this wide
range, it would be beneficial to obtain a better balance across the fleet. In fact, the
range can be reduced somewhat without using any more fuel. The average fuel use
is constant down to E = 4.25 cm/s. Although spacecraft 4 still uses the most fuel, it
has been reduced to 9.6 cm/s. Spacecraft 3 now uses the least fuel, but this lower
bound has been increased to 1.1 cm/s. It is important to note that the overall fuel
use of the formation has not increased; it has just been more evenly distributed.
There is still a fairly large discrepancy, and if fuel balancing is a top priority,
the window can be shrunk even more, but now at the cost of increased overall fuel
use. The smallest window of practical value that can be achieved for this example
is for c = 2.2 cm/s. For this case, spacecraft 1 and spacecraft 4 each use 8.5 cm/s
of fuel, and spacecraft 2 and spacecraft 3 each use 4.25 cm/s. The variability in
fuel use has been significantly reduced, although the average fuel use has increased
from 5.33 cm/s to 6.31 cm/s. This corresponds to an 18% increase in overall fuel
use. Additional fuel balancing has been gained, though: with no fuel balancing, fuel
use between spacecraft varied by nearly 12 cm/s. With fuel balancing, it has been
reduced to 4 cm/s, a notable improvement. Further reductions to c drive the fuel
use of spacecraft 2 and spacecraft 3 to that of the other two spacecraft, but nothing
practical is gained from this; they simply burn more fuel to satisfy the fuel window
constraint. Figure 2-10(b) shows the deviation from the average fuel use for each
spacecraft as c changes, and the effect of the contracting window is evident.
Figure 2-11 depicts the trajectories followed by the formation. Overall, they are
quite similar to the trajectories with fuel balancing absent, but there are two impor-
tant differences. The first is that the absolute destination has been adjusted to about
18 km from the reference orbit (still within the valid linearization range). The sec-
ond is that spacecraft 3 has some cross-track motion, visible in the three-dimensional
trajectory graph.
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Fig. 2-11: Reconfiguration maneuver for a circular orbit with fuel balancing (e =
2.15 cm/s).
2.5 Chapter Summary
This chapter extended a planning architecture, previously used for a single spacecraft,
for use with multi-spacecraft formations. The separation of the initial state from the
desired state allows the framework to be used for a broad spectrum of formation
initialization problems, including both formation-keeping and formation reconfigu-
ration. Previously, formation flying with partial J 2-invariance had been achieved by
combining several independent optimizations, and although this capability still exists,
the expansion of the formulation to a fleet-wide optimization introduces a range of
new possibilities. The concept of a leader and followers was applied to add relative
position constraints that can reduce overall fuel usage for reconfiguration maneuvers.
Fuel balancing was also addressed, and the implementation of a fuel window tech-
nique improved the performance of the planner in this area. Fleet-wide planning
capabilities have been improved considerably through the enhancements discussed in
this chapter. Use of the planner is no longer limited simply to formation-keeping; it
can now be used for complex maneuvers and reconfigurations.

Chapter 3
Implementation of AV Commands
Historically, sensor noise has been a key factor in the analysis of system performance
for formation flying spacecraft [37, 45]. Since formation flying missions require co-
ordination between multiple spacecraft, knowledge of the relative states must be as
accurate as possible. This knowledge is typically used when planning trajectories to
meet specific criteria, such as minimizing fuel use or maintaining a desired forma-
tion geometry (as in Chapter 2). The planning process depends on knowledge of the
initial conditions of the spacecraft [39], and degrades with increasing error. Specifi-
cally, Tillerson showed that velocity estimation error was the primary cause of poor
performance, and that an error of just 2 mm/s can result in errors on the order of
30 m after just one orbit. At that time, the best navigation filters, using Carrier-
Phase Differential GPS (CDGPS) signals, achieved velocity accuracy on the order
of 0.5 mm/s [46]. Since then, the state-of-the-art has improved significantly, with
Leung and Montenbruck [47] demonstrating a filter that can estimate relative posi-
tion and velocity to within 1.5 mm and 5 pm/s, respectively. While those numbers
represent a best-case performance for real world operation, with these improvements,
it is nonetheless important to understand how other sources of noise can affect for-
mation flight. The PRISMA formation flying demonstration mission aims to validate
sensor and actuator technologies for formation flight and rendezvous and docking.
Consisting of a two-spacecraft formation deployed in a sun-synchronous 700 km or-
bit, detailed simulations of the estimation and control processes have indicated that a
driver of system performance is thruster performance [36]. Specifically, the minimum
impulse bit of 0.7 mm/s is only adequate for controlling the relative mean in-track
formation to within 60 m when using the impulsive control scheme presented by [71],
indicating that incorrect implementation of a thruster burn is a significant source of
error.
Thruster burns are commonly specified by the spacecraft's desired change in veloc-
ity (AV), and the propulsion subsystem is then responsible for applying this AV to
the spacecraft. Mission critical maneuvers require precise implementation of thruster
burns. For example, for the Cassini Saturn Orbit Insertion (AV - 625 m/s), an
algorithm that measured the energy change of the spacecraft was used. This energy
change was monitored autonomously by Cassini during the burn, using real-time mea-
surements from onboard accelerometers [50]. The insertion maneuver was successfully
terminated when the desired energy change was reached, and Cassini became the first
spacecraft to orbit Saturn. Similarly, the smart impactor of the Deep Impact mission
successfully targeted the comet Tempel 1 on July 4, 2005. Precision implementation
of trajectory correction maneuvers (TCMs), made possible by the ADCS software and
accelerometers, is credited as a primary reason for mission success [51]. The TCM-
1 maneuver had a command AV of 28.568 m/s, and the control system delivered
28.561 m/s - a performance within 0.03% accuracy.
This chapter discusses the impact of AV implementation error on the performance
of spacecraft formations and rendezvous and docking scenarios. It also explores how
accelerometers can be used to improve performance by providing accurate measure-
ments of the applied AV.
3.1 Plan Implementation
If knowledge of the initial state of the spacecraft is sufficiently accurate to determine a
good plan, the next key step is to accurately implement the plan. A good plan is one
that meets performance objectives (formation geometry, fuel management, drift-free,
etc). If such a plan is improperly implemented, the performance objectives might
not be met. At best, this probably means replanning and trying again, resulting
in a loss of time and fuel. At worst, it could lead to the loss of a spacecraft or an
entire formation. A spacecraft executes a AV command as a sequence of one or
more thruster firings. The on and off times of the thrusters can be pre-computed
beforehand or calculated on-the-fly. Considering the simple case of a single thruster
pointing in the direction of motion, one option is to calculate the burn duration based
on an idealized thruster model, and then execute the burn. This open-loop strategy
is
mA Vd
tb = (3.1)
where tb is the burn duration, m is the mass of the spacecraft (assumed constant
throughout the burn), AVd is the desired velocity change, and Td is the expected
force that is provided by the thruster. This approach is easy to implement, but it is
usually a poor idea. Although data on the expected thrust is typically be available,
this data is likely based on laboratory testing under specific or idealized conditions.
As the operating conditions of the thruster change, so too will its performance. This
makes it difficult to predict the performance of the thruster or the open-loop system.
The actual delivered thrust can instead be modeled as
Ta = Td(1 + 6) + w (3.2)
where Ta is the actual thrust delivered, 6 is a small number representing a bias
on the expected thrust, and w is a small random variable that accounts for any
additional variations in the thrust. These additional variations are not limited to
just unpredictable fluctuations in the engine thrust, but could also account for a
spacecraft that is spinning slowly while thrusting (provided the time scale of the spin
is small compared to the burn duration). Using the strategy in (3.1), and imposing
the actuator model in (3.2), the actual AV implemented using the open-loop strategy
can be written as
AV= tb + tb (3.3)
m m
which is just AVd plus an error term. It is clear that the resulting error from this
implementation will be proportional to 6 as well as the length of the burn. For high
AV maneuvers, this error could be quite large, and is therefore unacceptably risky.
3.1.1 Using Accelerometers to Improve AV Implementation
A straightforward way to improve the performance of the actuator is to design a
feedback control loop that uses sensors to measure thruster performance. Rather than
relying on GPS or CDGPS to measure the AV changes after the burn, this chapter
explores using other sensors as a means to measure and track the AV as it is applied.
This approach uses direct feedback and the addition of an axial accelerometer along
the thrust direction to achieve this objective. To simplify the following analysis, it is
assumed that the thruster can deliver a continuous range of thrusts. Discrete thrusts
are discussed later; specifically, the control system that is developed for SPHERES in
Chapter 4 uses discrete on-off thrusters. Figure 3-1 depicts a block diagram for the
closed-loop thruster control system. For clarity, the state is chosen as
V*
Va
V
e
(3.4)
The commanded velocity is V*, the actual velocity of the spacecraft is V,, and the
estimated velocity of the spacecraft is V. The final element of the state vector, e, is
the integral of the estimated velocity error. It will be used later by the controller.
Although each of these velocities is actually a velocity change, the A is omitted for
notational simplicity. The velocity command enters the system through the control
input a*, such that
V* = a* (3.5)
The actual acceleration experienced by the spacecraft is influenced by a number
of factors. First, the acceleration command a* is sent directly to the thruster, but
x =
Actuator
d
+
Va
Figure 3-1: Closed-loop control system for single thruster.
is distorted by the actuator ("actuator" and "thruster" are used interchangeably)
dynamics. Additionally, a corrective acceleration u* is applied by the controller, but
once more, the actuator dynamics distort u* so that u = (1 + 6)u*. This corrective
acceleration should be thought of as a throttling of the thruster. For example, if 5 > 0,
then u* will be negative, and the thrust command will be reduced to compensate for
the unexpected amplification of the signal that happens in the actuator. Finally,
random thruster process noise w is added.
va = (a* + u*)(1 + J) + w (3.6)
The accelerometer is mounted on the spacecraft and measures the actual acceleration
directly with noise v
V = Va + (3.7)
It is assumed that both w and v are uncorrelated Gaussian, white-noise processes
w (0, A(O,) and v - A'(O, a,) (3.8)
1
~c .\I
As noted above, e is the integral of the estimated velocity error.
e = ( - V*)dt (3.9)
A PI controller Ge(s) with gains kp and ki can be used to drive the estimated
velocity error to zero, and thus is a reasonable choice. The state of the integrator is
e, as shown in (3.9). The control law for the PI controller may be written as
u* = -kp(V - V*) - kie (3.10)
Substituting (3.10) into (3.6) and (3.7) yields the following state relationships
V* = a*
Va = [-k(V - V*) - kie)](1 + 6) + a*(1 + 6) + w
V = [-k(V - V*) - kie)](1 + 6) + a*(1 + 6) + w + v
e= V - V*
(3.11a)
(3.11b)
(3.11c)
(3.11d)
Or, in matrix form
V*
V
0
(1 + 6)kp
(1 + 6)kp
-1
0
-(1 + 6) k
-(1 + J)kp
1
0
-(1 + 6)ki
0
1
(1+
(1+
0
V*
Va
VT
e
6)
6)
(3.12)
Equations (3.11) and (3.12) provide a convenient form for simulating the system
response to a range of acceleration commands. To gain more insight into the steady
state behavior of this controller, begin with the generic system
k = Ax + Bu + B,,w
y = Cx + v (3.13)
where x is as in (3.4). In this formulation, the control inputs u and the random
perturbations w are separated. If the control law is chosen as linear state feedback,
such that
u = -Kx (3.14)
then (3.13) may be written as
5 = (A - BK)x + Bw -
k = Adcx + B,,w (3.15)
The dynamics in (3.15) are that of a system driven by random process noise. For
a linear, time-invariant (LTI) system, if the process noise w is stationary, then the
mean square value of the state, as t -+ oo, satisfies the Lyapunov equation
0 = AcXss + X9sA T + BWRWWB T  (3.16)
Given positive definite R,,, (3.16) has a positive definite solution for the state covari-
ance matrix Xs, if Ad is stable [72]. Although (3.12) is convenient for simulating all
of the parameters of interest, the Acd matrix has two eigenvalues of 0, and therefore
solution of (3.16) is not possible. By introducing e = V - V* and n = (w + v), a
lower order system is obtained:
S -(1+ 6)kp -(1+ 6)ki [] a (3.17)
e 1 0 e 0 0 n
Although a* is not actually a random process noise, this formulation is still useful;
provided kp > 0 and ki > 0, then Ac1 for this system will be stable and there is a
unique solution to the Lyapunov equation. While there are numerical algorithms for
solving the equation, explicitly solving for the 2 x 2 case is feasible. The spectral
intensity matrix R,, for this problem is
2. O
Rw a0 or 2
0
(3.18)
Since a2.2 is the reference input, it is known exactly and therefore the upper left entry
of R/, is 0 in (3.18). The steady state covariance matrix for the state is
= 
[
2
peO'eO'E
Pee Oc e
2
Oe
211
X21
x12
X22
(3.19)
As usual, a and p represent standard deviations and correlation coefficients, respec-
tively. If the entries of Ac are numbered in the same manner as (3.19), then the
solution of the Lyapunov equation is straightforward. Performing the matrix multi-
plications in (3.16) yields a system of four equations for the four unknowns in X,,.
2A 11xll + A 12x12 + x21 a=2
A 21x 11 + (All + A 22)x 12 + A 12x 22 = 0
A 21xll + (All + A 22)x 21 + A12x 22 = 0
A 21x 12 + A 21x 21 + 2A 22x 22 = 0
Simultaneous solution of these equations gives the steady
closed-loop control system driven by the random input w
(ao + a,)2
X [ = 2(1 + 6)kp
0
state performance of the
0
(1Or + ap)2
2(1 + 6)kki J
(3.24)
The diagonal elements x 1l and x 22 in (3.24) are the expected variances in the state
variables E and e, respectively. As might be expected, if either the process noise or
(3.20)
(3.21)
(3.22)
(3.23)
sensor noise increases, the steady state behavior of the estimate degrades.
However, an important distinction is that (3.24) describes how well the estimated
velocity will converge on the command velocity. Of perhaps more importance to
overall performance is how well this estimated velocity tracks the actual imparted
velocity, Va. From Figure 3-1
V - Va = = V - Va = vdt (3.25)
As seen in (3.25), the estimation error during the burn grows as the integral of the
random sensor noise v. While the expected value of the error is zero for any burn
duration, the variance of the estimate will increase for longer burns. This means
that for long burns, although the expected implementation error remains zero, the
uncertainty grows. Fortunately, the sensor noise for a good accelerometer will be
quite small, and the benefit of the added information far outweighs any potential
pitfalls. For example, the Mars Reconnaissance Orbiter (MRO) accelerometers had
measurement noise level of just 0.005 mm/s 2 [73]. Furthermore, for long burns, it
might be possible to periodically obtain velocity measurements from other sensors to
reduce the estimate error.
Increasing the gains kp and ki in the controller will cause the estimated velocity to
converge faster to the command velocity, but it does not effect the long-term tracking
of the actual velocity; the AV accuracy is purely limited by the sensor noise. As
mentioned previously, provided the accelerometer is reasonably good quality, then
v < (I) J and the error for the closed-loop system will grow much more slowly than
for the open-loop system.
3.1.2 Discrete Example
The analysis in Section 3.1.1 is for a continuous system, but in reality, a control
system would be implemented digitally. This section discusses the extension of the
previous results to the digital domain. The steady state performance of the system
can be directly obtained from (3.24) by scaling the process and sensor noise. The
E
E
w
Implementation Error
E
Time (s) Time (s)
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Figure 3-2: Results of a discrete simulation of the closed-loop algorithm.
relationship between continuous and discrete noise models is discussed in [74]. For
this case, they are
aw = ODwv/ (3.26a)
av = UDvV (3.26b)
an = Du (3.26c)
where UD(,) represents the standard deviation of a digital measurement or process,
and T is the sample period. Substituting (3.26) into (3.24) gives the mean square
performance of the digital estimate.
2 + ) 2  (3.27)2(1 + 6)kp
Now, the steady state convergence can be improved by increasing the sampling
frequency (and reducing T). Figure 3-2 shows the results of a simulation of the
closed-loop control system. The parameters for the simulation were set as follows:
a* = 4 cm/s 2, V* = 200 cm/s, 6 = 0.02, aDw = 0.08 cm/s, aD, = 0.1 cm/s 2,
T = 0.001 s, kd = 1, and ki = 1.
Control Input
For a shorter burn, the gains could be set higher to obtain a faster convergence of
the estimate, but they were left low in this case so that the corrective action of the
controller is clearly visible. Since 6 > 0, the actual thrust is initially higher than the
commanded thrust. Therefore, near the beginning of the burn, the accelerometers
detect the variation and the estimated error starts to increase. The controller then
applies a differential thrust in the negative direction to counteract 6. Because a*
is 4 cm/s 2 and 6 = 0.02, this differential thrust should be about -0.8 mm/s 2. The
control history shown in Figure 3-2(b) confirms this prediction.
For the values used in this simulation, (3.27) predicts that o, a 0.04 mm/s. This
region is marked by the dashed line in Figure 3-2(a) and closely matches the actual
behavior. The data also shows how the actual error tends to drift from the estimated
error as a consequence of (3.25). The overall performance of the closed-loop system
results in an error of 0.36 mm/s, for a burn of 2000 mm/s, or less than 0.02% error.
For the open-loop controller, the error would have been 6, or 2%. The closed-loop
system delivers 100 times better performance.
3.2 Impact on Autonomous Rendezvous and
Docking
Autonomous rendezvous and docking is an area of ongoing research and promises
to enable both space exploration and on-orbit assembly and servicing. The effect of
process noise on an autonomous rendezvous scenario was simulated for two satellites
initially separated by about 150 meters. One satellite, the chaser, must maneuver to
the location of the second satellite, the target, over the course of one orbit. Only the
chaser satellite fires its thrusters, and the orbit is circular at an altitude of 335 km
(the approximate altitude of the International Space Station).
For a circular orbit, the time-invariant relative dynamics of two spacecraft sepa-
rated by a short distance are described by the Hill-Clohessy-Wiltshire equations [19,
75] that can be written in state space form as
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
3n2 0 0 0 2n 0
0 0 0 -2n 0 0
0 0 -n 2 0 0 0
x
z
y ;
z
+
000 0 0
0 0 0
0 1 0
0 0 1
Ux
uY (3.28)
uz
where n = is the natural frequency of the orbit, p is the gravitational parameter,
and a is the semimajor axis of the orbit. The axes x, y, and z correspond to the
radial, in-track, and cross-track directions, respectively. These three directions make
up the local vertical/local horizontal (LVLH), or Hill's frame (see Figure 2-3). The
origin of this frame is the reference orbit, and for this study, the target spacecraft
is located there. The linear nature of (3.28) enables the use of convex optimization
techniques to calculate a fuel-optimized plan [28] in a manner similar to Chapter 2.
The chaser's objective is to fire its thrusters and move to the origin (target satellite)
over one orbit period. The orbit period is discretized into 1000 segments, with control
inputs allowed during every segment. The only objectives for the rendezvous problem
are to minimize fuel use and reach the target, and these objectives yield the simple
optimization
mmin = lUl 1  subject to xf = Xd (3.29)
U
Xf is the actual state of the chaser at the end of the orbit, Xd is its desired state,
and U is the sequence of control inputs applied at each step of the plan. The orbital
dynamics enter through the constraint xf = Xd, and the initial condition and control
inputs are chosen to satisfy it.
Ideally, the control system would add no process noise, and the plan would be
executed perfectly. Figure 3-3 shows the ideal trajectory. At the end of the orbit, the
chaser has reached the target (Figure 3-3(a)). The total fuel consumed is 13.34 cm/s,
with control applied at four different points in the orbit; two burns at the beginning
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Figure 3-3: The ideal rendezvous trajectory and plan.
and end of about 6.4 mm/s each, and two more burns of 6 cm/s around a quarter and
three quarters of the way through the orbit. As this is the ideal performance case,
all real control systems will perform worse, either by using more fuel or by failing to
satisfy the terminal constraint.
Two parameters were independently varied for the simulations: process noise and
replan frequency. Process noise is modeled in the same manner as in (3.2), with a
random 6 for each burn which acts as a percentage error on the magnitude of each
thruster firing. This way, longer burns with an inaccurate actuator lead to larger
implementation errors. The random 6 has a mean value 6 and a standard deviation a6.
If 6 4 0 then the actuator is biased. As the process noise varies from one simulation
to the next, a6 is the parameter that changes. Reducing 6 or as is equivalent to
improving the actuator. Tested values for au ranged anywhere from 0.01% to 10%
error. The replan frequency fp is how many times the chaser satellite re-solves the
optimization during a single orbit rendezvous mission. When the optimization is re-
solved, the initial condition of the chaser satellite is adjusted to its current position.
Errors in the initial conditions due to sensor limitations are not considered here; it is
assumed that the relative positions and velocities are exactly known.
For the ideal case (with no process noise), replanning is not needed because the
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control inputs are applied precisely, but when process noise is introduced, errors in the
implementation of the plan will cause the chaser satellite to deviate from its expected
position. If left unchecked, this error will propagate all the way to the end of the
trajectory. For a rendezvous mission, if this error is large enough, both the chaser
and target satellites could be put at risk. Replanning provides a way to compensate
for process error by detecting deviations and modifying the rendezvous trajectory
accordingly.
In general, reducing process noise results in improved performance, as does in-
creasing the replan frequency. Figure 3-4(a) shows how varying the process noise
influences the performance of the rendezvous. The position error is measured as the
rectilinear distance from the chaser to the target satellite at the end of the maneuver.
For this set of simulations, the actuator was unbiased (6 = 0) and only the magni-
tude of as was varied. The control plan was created at the start of the maneuver and
executed from start to finish, without replanning. Since no replanning was done, the
process noise should have no effect on average fuel use because the deviations caused
by incorrect AV implementation are ignored; the planner does not expend fuel to
try to correct them later. Figure 3-4(b) confirms this. The increased dispersion for
larger ua reflects the increased randomness of the thrusting, but there is no trend in
the average value. For smaller ua, the fuel use converges to the ideal case.
If instead, process noise is held constant while varying the replanning frequency,
the performance changes as shown in Figures 3-5(a) and 3-5(b). The process noise
as was held fixed at 5% while replanning frequencies from 1 to 20 times per orbit
were investigated. Additionally, in these tests, a bias of 6 = 10% was introduced. As
expected, the terminal position error is improved by increasing the replanning rate be-
cause replanning allows the effects of inaccurate thrusting to be caught and corrected.
This enables the chaser to still reach the target satellite at the desired time. Still, as a
result of the positive bias in the actuator, the fuel use remains above the ideal value.
The true cause of the problem is not in the plan, but in the actuator that poorly
implements it. Continuing to use the open-loop strategy while simply increasing the
replanning frequency does nothing to address this root cause. The key distinction is
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Fig. 3-4: The effect of varying process noise on rendezvous performance.
that increasing the planning rate is a reactive solution; the errors must happen before
they can be observed and corrected by the planner. For maneuvers where a specific
trajectory must be tracked closely or constraints avoided safely, replanning alone may
not be enough to achieve the necessary performance. Additionally, the ability of a
satellite to replan its trajectory is limited by several considerations. Accurate posi-
tion and velocity estimation is required for both the chaser and the target satellites;
repeatedly planning trajectories based on bad estimates is not only inefficient, but it
could even result in a completely incorrect result. Moreover, the planning strategy
or available computing power might place an upper bound on how often a trajectory
can be replanned. Finally, thruster impingement constraints or science goals might
limit the number and timing of possible firings.
On the other hand, using accelerometers to monitor the burn performance and
more accurately implement AV commands is a proactive solution; errors can be pre-
vented from even happening. Provided the accelerometers are properly calibrated, the
control system in Figure 3-1 eliminates bias and significantly reduces the equivalent
process noise.
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3.3 Impact on Formation Reconfiguration
This section investigates the performance degradation of a formation reconfiguration
maneuver when process noise is added to the system. It utilizes the planner developed
in the previous chapter. A formation of five spacecraft are in the elliptical orbit defined
by (2.42). They begin in an in-track formation, separated by 50 m, with the leader
at the center of the formation. The desired configuration is a passive aperture, with
the leader at the origin and the following relative states (as in (2.20) with distance
in meters):
r
AXd2 = 50 25 0 0 0 0
AXd3[ 50 -25 0 0 0 0
Axd4= [-50 25 0 0 0 0
AXds= [-50 -25 0 0 0 0
]T
]T
]T
I T
(3.30)
This formation emulates an interferometer with four telescopes (the followers) and a
combiner located at the center (the leader). A plan was generated using the opti-
mization in (2.22) (with the addition of a fuel window cost (2.36)), with the scalar
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settings
Q. = 10, Q,. = 100, Qd = 100, Qf,,, = 1000 (3.31)
The fuel window size was E = 0.1 mm/s. The nominal plan is shown in Figure 3-
6. Fuel consumption for each spacecraft (Figure 3-6(b)) is 2.54 mm/s, 2.59 mm/s,
2.74 mm/s, 2.59 mm/s, and 2.74 mm/s, exhibiting good balance. The total fuel use
is 13.20 mm/s. Spacecraft 3 and spacecraft 5 have further to move to reach their
desired positions, and so the formation center shifts 6.06 m in the +z direction in
Figure 3-6(a) to help equalize the fuel use.
A series of simulations was run with the formation implementing the plan with
varying levels of process noise (0-20%). At the end of the maneuver, the orbit was
allowed to continue to propagate for an extra orbit during which no control inputs
were allowed (the drift orbit). The position errors for each spacecraft, measured as the
rectilinear distance from the actual state to the desired state, were summed at both
times. Each process noise level was simulated 20 times and the averaged results are
plotted in Figure 3-7. The circular points mark the position errors at the immediate
conclusion of the plan, and the diamonds mark the position errors after the drift orbit.
As expected, as the process noise increases, the formation deteriorates. However, the
performance of the drift orbit also worsens; if errors are not quickly corrected, they
compound. In each case, the position error grew during the drift orbit. The nominal
plan does not visibly drift because the planner favors drift free orbits (recall that Qd
was set to 100 when generating this plan). Drift free orbits are very sensitive to the
initial conditions and this helps explain the rapid deterioration of formations with
high implementation error.
3.4 Chapter Summary
As sensing technology and the ability to design optimal trajectories for formations
of spacecraft continue to improve, the need for control systems that accurately im-
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plement AV is becoming more pronounced. This chapter developed a model of AV
implementation error and used it to investigate the dangers of poor thruster perfor-
mance. For a rendezvous and docking scenario similar to what might be attempted
on the ISS, small implementation errors of a few percent were found to result in
terminal errors on the order of meters. For formation reconfigurations, the dangers
are twofold: the desired relative geometry is not initially met, and the formation
deteriorates more rapidly if it is allowed to drift. A feedback control system, using
accelerometers to directly monitor thruster performance, was developed and analyt-
ical expressions describing its expected performance were obtained. For a thruster
with 2% deviation from the expected thrust and realistic performance parameters,
the closed-loop system improved the accuracy of the implemented AV by two orders
of magnitude. Although simply replanning to correct errors is a possibility, allowable
thrust windows are often governed by science goals or other constraints; plans must
be implemented correctly without the assumption that mistakes can just be corrected
later.

Chapter 4
Development of a Closed-Loop
Controller for SPHERES
The previous chapter recommended the usage of accelerometers in a closed-loop con-
trol system to improve a spacecraft's implementation of AV commands. The actual
development of such a system involves a number of challenges and practical consid-
erations that might not be immediately apparent from that discussion. Nevertheless,
IMUs have been very successful in real applications that push the boundaries of space-
flight, such as Cassini [50] and Deep Impact [51]. While those two missions used the
IMU in a traditional application for monitoring AV, there is the potential for IMUs
to function in more unexpected roles; accelerometer data from the Mars Global Sur-
vey, Mars Odyssey, and Mars Reconnaissance Orbiter has been used to model the
Martian atmosphere [73]. As the technology improves, real-time measurements from
accelerometers will continue to play a necessary role in formation flying missions like
TPF [52]. This chapter documents the creation of a new low-level, closed-loop thrust
controller for the SPHERES satellites that processes IMU measurements in real-time.
First, background material and relevant specifications on the satellites are given. De-
tails of the algorithm follow, culminating with a series of tests on the ISS verifying
its performance.
Figure 4-1: A SPHERES satellite.
4.1 SPHERES Background
The Synchronized Position Hold Engage and Reorient Experimental Satellites (SPHERES)
are a group of nano-satellites (spheres)' developed by the MIT Space Systems Labo-
ratory (SSL) to enable the development and testing of control, estimation and auton-
omy algorithms [76-80]. They measure approximately 22 cm across, and are capable
of controlling their position and attitude in a six degrees of freedom (DOF) environ-
ment. Microgravity 6 DOF operations are conducted onboard the International Space
Station (ISS), but the spheres are also able to operate on an air table in a 3 DOF lab-
oratory setting. The satellites have fully functional power, guidance, communications
and propulsion subsystems. Figure 4-1 is a photograph of a sphere. The following
subsections describe the most important aspects of a SPHERES satellite as it relates
to implementing closed-loop thrust control.
S"SPHERES" refers to the testbed as a whole, and "sphere" refers to an individual satellite.
Table 4.1: Ideal force and torque axial directions for the SPHERES thrusters.
Thruster 1 2 3  4  5  6  7 8 9 10 11 12
Force +x +x +y +y +z +z -x -x -y -y -z -z
Torque +y -y +z -z +x -x -y +y -z +z -x +x
4.1.1 Propulsion System Characterization
During the development and construction phase of the spheres, extensive testing was
done on each of the various subsystems. As part of this process, the design and perfor-
mance characteristics of the propulsion subsystem were thoroughly documented [81].
The position and attitude of a sphere is controlled by twelve thrusters, with two lo-
cated on each face of the satellite. The propellant used by the spheres satellites is
CO 2 , stored as a liquid in a cylindrical tank at 860 psig. It is passed through a regu-
lator (nominally set to 35 psig), expanded to a gas and fed to the thrusters through
teflon tubing.
Table 4.1 lists each of the twelve thrusters along with their thrust directions and
torque axes. Thrusters are referenced by their number. Each thruster exerts both
a force and a torque on the satellite, so to perform a pure axial acceleration two
thrusters must be used simultaneously. For example, to move in the +y direction,
thrusters 3 and 4 would both be used. The same principle applies for pure rotations.
Several aspects of thruster performance play a role during typical SPHERES op-
erations. First of all, while the average performance of a thruster is known with some
degree of accuracy, actual performance varies from one thruster to the next. Further-
more, when multiple thrusters are opened at the same time, the thrust delivered at
each thruster drops. Lastly, the thrusters are not perfectly aligned with the body axes
due to practical limits in the manufacturing process. While some experimentation has
been done using more sophisticated models that attempt to account for these effects,
the most commonly model is based on an ideal case. This ideal case assumes that
the thruster alignment is perfect, and that the provided thrust is constant at each
thruster, no matter how many are open. Moreover, the mass and inertial properties
of the sphere are taken as average values. Force commands are converted to thruster
times from (3.1) for translations, and for rotations
tburn = I d (4.1)
FTe
where I is the moment of inertia about the axis of rotation, FT is the force from the
thruster, Aw is the desired change in angular velocity, and e is the moment arm of
the thruster. The thruster layout on the sphere is symmetric, such that the moment
arm for each thruster is 9.7 cm.
A code module called the mixer receives force and torque commands for all axes
simultaneously, as vectors, and a mixing matrix relates force and torque directions to
specific thrusters. Multiplying the force and torque vectors with the mixing matrix
yields the force required from each thruster. These forces are then converted to on/off
times. The amount of AV or Aw that can be applied in one control cycle is limited
by the available thrust, and if the maximum is exceeded in any direction, all thrust
commands are scaled down so that the proportionality is maintained. More detail on
the mixer and the formulation of the mixing matrix can be found in [82].
4.1.2 Instrumentation Details
Each sphere is equipped with an inertial measurement unit (IMU) comprised of three
rate gyroscopes [83] and three accelerometers [84]. These are arranged so as to provide
measurements for all three of the body axes [85]. While the performance of the
gyroscopes is very stable, the accelerometers exhibit a ringing effect during thruster
actuation that has deterred their use. The resulting oscillations take approximately
150 ms to die down. Figure 4-2 depicts the raw accelerometer readings from a AV
event in the +x direction.
4.1.3 Global Metrology
The motion of a spheres satellite is described by the thirteen-element state vector
x=[ r ry rz vx vy vz q1 q2 q3 q4 Wx wy ~z] (4.2)
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Figure 4-2: Thruster ringing effect that results from thruster actuation.
where r and v represent translational position and velocity, respectively, the four-
element quaternion q represents the attitude, and the vector w represents the angular
rates. An Extended Kalman Filter (EKF) on each sphere estimates its own state
vector with assistance from five ultrasound beacons positioned in known locations
around the test volume. When commanded by a sphere (via an infrared flashing light),
the beacons ping the satellite in a specific pattern. Each sphere is equipped with
ultrasound microphones on its six primary faces, and can compute the time of flight
for the ultrasound pulses. The EKF uses this information, as well as measurements
from the gyroscopes, to estimate the state vector. More information on the workings
of the estimator can be found in [78, 80].
4.1.4 Current Control Scheme
Since the SPHERES satellites are designed to test many different aspects of formation
flight, a library of functions is available to perform most of the basic tasks of operating
the satellite. This helps speed the development process by allowing a scientist the
Forces and Torques
Figure 4-3: Flowchart for a typical SPHERES control cycle.
flexibility to focus on a specific aspect of a formation flying problem; time is not
wasted writing code for topics that do not interest the scientist.
The control functions available as part of the default library are all based on an
ideal force model. Figure 4-3 illustrates the flow process for a typical SPHERES
control cycle. First, an estimate of the satellite's current state is obtained from the
global estimator, as discussed in Section 4.1.3. Next, the desired state is computed.
This can be accomplished in a variety of ways; if the spacecraft is following a pre-
computed trajectory, this step could be as simple as a table look-up based on the
elapsed maneuver time. If multiple SPHERES are flying in formation, it might in-
volve a calculation based on the states of the other SPHERES as well as pointing
constraints.
Once the desired and estimated state are known, they are passed as arguments
to a function designed to determine the state error. The state error vector, Xi is
AX
I
calculated from the estimated state vector, ic and desired state vector, Xd. They may
also be written as
Xd =
rd
Vd
qd
Wd
(4.3)
The position, velocity and rate vectors
vectors.
are differenced directly to obtain the error
r= 
- rd
V• -Vd
w = W - Wd (4.4)
However, the calculation of the attitude error involves quaternion math. Let
the reference frame be A, the current estimated orientation be B, and the desired
orientation be C. Then qd is the quaternion describing the rotation A -- C, and q is
the quaternion describing the rotation A -- B. The error quaternion, E describes the
rotation B -- C and must be computed. It is shown in [86] that the three quaternions
are related by the quaternion multiplication rule
qd = Rq (4.5)
In (4.5), the matrix R is made up of the individual elements of q
q4
q3
-42
-01
-q3
q4
01
-42
02
-41
-43
01
42
43
-04
(4.6)
R is an orthonormal matrix, and therefore satisfies the property RTR = I [87].
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Multiplying both sides of (4.5) by RT yields the following solutions for the error
quaternion.
1 = q4qdl + 43qd2 - q2qd3 - qlqd4
2 = -q3qdl + q4qd2 + qlqd3 - q2qd4
q3 - q2qdl - qlqd2 + q4qd3 - q3qd4
44 = qlqdl + 2qd2 + 3qd3 + 4qd4 (4.7)
The result of the complete state error calculation is a vector of required corrections
to the satellite's location, attitude, velocity and angular rate. This vector is passed to
a control function that calculates the forces and torques to be applied to the sphere.
The control function typically uses either a PD or PID control law to calculate these
forces and torques from the state error, although alternative laws are possible. Atti-
tude maneuvers (torques) and translations (forces) are usually computed by separate
controllers and then combined. The final step in the process is sending the forces and
torques to the mixer, which converts them to thruster on/off times. The burn is then
executed open-loop.
4.2 Closed-Loop Inertial Control System
The current control scheme for the SPHERES testbed makes no use of the onboard
accelerometers. Furthermore, although the gyros are used by the global estimator
to obtain rate information, this is only during the estimation process. Once a de-
sired AV is calculated and the mixer computes thruster firing times, these thruster
times are executed open-loop; burn performance is not monitored. This can lead to
inaccurate implementation of AV commands, such as in Figure 4-4. There, a sphere
was performing a 1800 rotation about its x axis. The maneuver began nominally,
with the satellite accelerating to 180 per second. After the rotation was complete, a
braking maneuver was performed to halt the spin of the satellite, but a thruster mal-
function delivered only half the expected thrust. Since the firing times were executed
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Fig. 4-4: Example of an open-loop braking anomaly from a test flight on the ISS.
open-loop, this was not detected during the burn, and the satellite was left with a
significant residual spin.
For most space missions, maneuvers are planned in advance as a sequence of con-
trol inputs at specific times. In [26] and [71], formations of spacecraft are initialized
by implementing impulsive burns, the magnitudes of which are computed analyti-
cally, at specific points in the orbit. In Chapter 2, convex optimization techniques
were used to calculate a sequence of control inputs for a complete orbit for one or
more spacecraft. In all cases, success of the maneuvers is predicated on the accurate
execution of control inputs, as demonstrated in Chapter 3. Therefore, a good control
system for a spacecraft must be able to accurately execute AV commands. This
section describes the development of such a system on the SPHERES testbed.
The basic idea behind the closed-loop inertial control system is to use the IMU
to actively monitor the AV imparted during a burn. The IMU plays an active role
in determining the individual thrusters to use as well as when to terminate the burn.
Rather than precompute thruster on and off times, the thrusters are only closed
when a) the desired velocity is reached (within some tolerance), or b) a timeout event
occurs. Selection of the timeout criteria depends on the timing of the rest of the
control cycle on the satellite.
Such a system requires several capabilities. First, useful measurements from both
the accelerometers and the gyroscopes must be available in real-time. Second, the
IMU measurements must be used to propagate the velocity and angular rate states at
a high bandwidth. Third, the state information must be used by a low-level controller
to determine when to actuate specific thrusters.
Two approaches are considered here. The first approach has been tested on
SPHERES hardware and shown to provide a performance improvement over the
open-loop controller. The second is an improved method, and makes use of the
lessons learned in designing, implementing, and testing the first approach. It also
addresses some of the weaknesses of the first method and has potential applications
for estimation.
4.2.1 Filtering the Accelerometers
In order to obtain a useful and stable measure of the acceleration during a burn, the
accelerometer measurements must be filtered. Several types of filters were evaluated
before deciding on a specific one. The main decision was to use either an infinite
impulse response (IIR) or a finite impulse response (FIR) filter, and both types were
tested on actual accelerometer signals available from earlier tests on the ISS. Please
see Appendix A for a brief review of digital filter concepts.
The first attempts at filtering the accelerometers on SPHERES were done with a
2nd order IIR filter. This decision was made purely out of considerations for compu-
tational speed, but after extensive hardware testing, both on the satellite hardware as
well as on a simulator for the TI C6701 DSP [88], it was decided that more intensive
filtering was feasible. At that point, the filtering was switched to a 19 th order FIR
filter. The performance of the two filters is very similar; Figure 4-5 compares the
magnitude and phase responses of each filter, side by side. The IIR filter was created
from an analog Butterworth filter, with a cutoff frequency of 50 Hz, and the phase
response is fairly linear over the passband (see Figure 4-5(a)), so nonlinear phase does
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Figure 4-5: Filter characteristics for the IIR and FIR filters.
not pose much of a problem for this application. The FIR filter was created using a
Kaiser-windowing method, with a cutoff frequency of 75 Hz and /3 = 1.2 [89].
Although the IIR filter achieves better attenuation at higher frequencies (compare
Figure 4-5(b) to Figure 4-5(a)), the FIR has a narrower transition band and a flatter
frequency response in the passband. Plotting the magnitude response in absolute
magnitude, as in Figure 4-5(c), rather then in decibels, helps clarify this. Additionally,
the IIR filter only attenuates better at frequencies greater than about 250 Hz, but
a spectral analysis of the thruster ringing effect revealed that greater attenuation at
high frequencies would not yield better performance.
Like some other spacecraft, the SPHERES thrusters are either on or off; when a
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Figure 4-6: Step and impulse responses for the IIR and FIR filters.
thruster is opened, after a short transient period, the force applied reaches a steady,
maximum value. This causes a sudden jump in acceleration that can be closely
approximated by the step function. It is important to understand how the candidate
filters react to a step function, and how quickly their outputs converge to the new
input value, because it will limit the minimum burn duration that the accelerometers
can monitor in real-time. For example, if a burn of 100 ms is needed, but it takes
200 ms for the filter to react to the change in acceleration, it cannot be used in a
real-time feedback control system. The step responses of the IIR and FIR filters are
plotted in Figure 4-6(a). The initial response of the IIR filter is faster than the FIR,
but it takes longer to settle down to the correct value. Both filters also overshoot
slightly and take about 20 ms to converge.
More insight into the performance of the two filters can be gleaned from the
impulse response. It is desirable that the filter react minimally to an impulse; if the
thruster ringing is modeled as a sequence of rapidly alternating impulses, the filter
should reject them. Figure 4-6(b) shows the impulse responses for the two filters.
Both magnitudes peak at around 14% of the input, yielding comparable performance.
Again, the IIR filter is slightly faster, but not by enough to be significant. After
20 ms, the impulse of the FIR filter disappears completely (since it is a finite impulse
response), while the output of the IIR filter continues to diminish.
Step Responses
)
Computationally on SPHERES, the 2 nd order IIR filter is only about twice as fast
as the 19 th order FIR filter. Given the wide gap in filter orders, this is actually less
of a speed advantage than might be expected. Two factors allow the FIR filter to
compete:
1. The IIR filter uses 32-bit floating-point coefficients, while the FIR filter uses
16-bit fixed-point coefficients. Accuracy is not lost because the FIR filter is less
sensitive to numerical quantization of the coefficients. Fixed-point arithmetic is
easier on the DSP, and so the multiplications for the FIR filter take less cycles.
2. For an odd-order FIR filter, the impulse response, and therefore the coefficients,
are symmetric. This allows the number of multiplications to be cut in half,
because the first and last inputs to the filter (xo and X(-N)) can be summed
and then multiplied by a single coefficient, the second and second-to-last inputs
can be summed and multiplied by a single coefficient, etc.
From the previous discussion, the expectation is that both the IIR and FIR filters
will perform similarly in practice. Testing the filters on actual flight data from the
satellites confirms this suspicion. Figure 4-7(a) shows some raw acceleration mea-
surements from a AV in the +x direction. The on and off times of the thrusters
are marked by the vertical, dashed black lines. The thrusters are commanded to
open at 21.061 s, and there is a slight delay (of about 6 ms) before thrust is actually
delivered. The accelerometers ring for approximately 150 ms before settling down
until the thrusters are shut. The ringing occurs again after the burn is completed,
but this does not matter as it is assumed the spacecraft does not accelerate once the
thrusters are closed. The acceleration for the raw measurements reaches peak values
of +150 mm/s 2, which is clearly incorrect, as the maximum acceleration for a sphere
is around a third of that.
Filtering the accelerations helps smooth out the signal, as seen in Figures 4-7(b)
and 4-7(c). The erroneous peak values are reduced, although there is some initial
non-minimum phase behavior immediately after the thruster opens. This behavior
could not be eliminated solely by using a low-pass filter designed to run at real-time
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Fig. 4-7: Raw and filtered acceleration measurements for a burn in the +x direction,
taken from an experiment on the ISS.
on the satellite; the ringing is too prominent. However, after 40 ms, the filters have
converged to an acceleration of just over 40 mm/s 2 , and the oscillations present in
the filtered measurements are significantly less than those in the raw measurements.
It is interesting to see that the performance of the IIR and FIR filters 1re so similar;
in practice, they are probably equally effective. Despite this, a few sli ht differences
are noticeable upon close inspection.
4.2.2 Effects of Spacecraft Spin on Accelerometer Readings
Unfortunately, measuring the true acceleration of a sphere is not as straightforward as
filtering a few accelerometers. Each of the three accelerometers measures the acceler-
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Fig. 4-8: A rotating spacecraft with an accelerometer mounted away from the center
of rotation.
ation along a single axis, in the frame of the accelerometer itself. If the accelerometers
were all located at the satellite's center of rotation, this would not be a problem, but
due to design constraints, they are not. Figure 4-8 depicts a spinning spacecraft with
an accelerometer mounted at a location away from the center of rotation (COR). Let
w be the spin rate, r be the vector from the COR to the accelerometer, - be the axis
of sensitivity (a unit vector) for the accelerometer, and 0 be the angle between the
vectors s and r. The acceleration of the accelerometer is then given by
a = -w 2 r (4.8)
Unless the accelerometer's axis of sensitivity is perpendicular to the radial direction,
it will measure a nonzero acceleration due purely to the rotation of the satellite. This
is the centripetal acceleration of the accelerometer and does not mean the satellite's
linear velocity is changing, so to avoid erroneous acceleration measurements, it must
be accounted for. The bias of the accelerometer, caused by the centripetal force, can
be written as
aaccel = lal cos 0 = a -S (4.9)
tivitisn
which makes use of the dot product property
a.•
cos 0 = (4.10)
For the three-dimensional problem, the linear acceleration aaccel experienced by an
accelerometer mounted at location r, on the spacecraft is
aaccel = ase + a x ra + W x (w x ra) (4.11)
In this equation, asc is the linear acceleration of the spacecraft, a is the angular
acceleration vector of the spacecraft, and w is the angular velocity vector of the
spacecraft. For the implementation of a AV command, the linear acceleration of the
spacecraft is what must be measured, so the effect of any angular acceleration or
angular velocity must be accounted for in (4.11). Subsequently, information on the
angular rates and accelerations is needed in addition to accelerometer measurements.
On SPHERES, this additional information is provided by the gyroscopes.
The impact that a spacecraft's spin has on the accelerometer readings can be
significant. Figure 4-9(a) shows IMU data from a sphere performing a rotation about
its +z axis. The data is unfiltered, so the prominent thruster ringing discussed in
Section 4.2.1 is present. Note that the spacecraft is not accelerating in a linear
direction, but the x and y measurements read between 2 and 3 cm/s. The bias
caused by the spin is graphed in Figure 4-9(c). The contribution from the angular
acceleration, a x ra, accounts for a constant offset, but as the angular rate of the
sphere increases throughout the burn, the contribution of w x (w x ra) becomes larger
and further increases the biases. The z bias remains very close to zero throughout
since that is the axis the spacecraft is trying to rotate about. With the bias is
accounted for, the linear acceleration of the spacecraft is given by Figure 4-9(b), and
as expected, the accelerations in the x and y directions are now closer to zero.
Accelerometer Acceleration
Centripetal Acceleration Effects
-25
-0 0.1 0.2 0.3
Bum Time (s) 0.4 0.5
Fig. 4-9: Data from a SPHERES satellite performing a rotation about the +z axis.
In 4-9(a), centripetal effects are ignored, and in 4-9(b) a correction based on (4.11)
is applied. The expected bias of the accelerometers is shown in 4-9(c).
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4.3 Recursive Least-Squares Estimator Algorithm
The approach described in Section 4.2 was tested successfully on the ISS, but it is has
some weaknesses. Because the filtered IMU readings take about 40 ms to converge,
this is the minimum burn length that can be executed using closed-loop control with
accelerometers. Although not a major issue when using a sphere on the air table,
since the accelerations are low and burns are longer, it is a significant limitation on-
orbit, where the satellites are much more agile. This section discusses an alternate
algorithm for using IMU data to improve AV implementation and presents some
results.
The previous closed-loop algorithm directly integrates spacecraft accelerations in
real-time to measure the burn AV and requires minimal knowledge of the thruster
performance characteristics. For example, the algorithm can be used for both throt-
tleable thrusters or on/off thrusters, and knowledge of the expected thrust is unnec-
essary. However, it is likely that this this information is actually available - after
all, the open-loop controller is completely based on an expected thrust. Incorporat-
ing these known thruster characteristics into the control system is advantageous, and
that is what the alternate algorithm does.
The recursive least-squares estimator is derived in detail in [72], and the relevant
results are summarized below. An estimate of the state at the current time, xk, is
constructed from the estimate of the state at the previous time, Xk-1 and a new
measurement, Zk, as
kk = kk-l + Kk(Zk - Hktk-1) (4.12)
where Kk is the estimator gain matrix and Hk is the observation matrix. The ob-
servation matrix maps the system state to the available sensors, and the gain matrix
is
Kk = Pk-lH (HkPk-1H + Rk) - 1  (4.13)
This gain matrix is computed at every iteration from the covariance matrix of the
previous estimate, Pk-1, and a matrix Rk of the expected squared errors of the newest
measurement. After the state estimate is updated from (4.12), the covariance of the
new estimate is given by
Pk = (Pk11 + HkR, 1Hk)- (4.14)
If the force applied by a thruster is constant over the duration of a burn, as with the
SPHERES satellites, the recursive least-squares estimator can be applied to provide
a continuously improving estimate of the AV, in real-time. During a burn, the
algorithm estimates the state
as1
x = a (4.15)
using the sphere's accelerometer and gyroscope measurements. The linear accelera-
tion of the spacecraft is asc, the initial angular velocity is wo, and the angular accel-
eration is a. All are 3 x 1 vectors with components along the x, y, and z axes. From
asc and the elapsed burn time At, the linear AV of the spacecraft can be calculated
as
AV = ascAt. (4.16)
The initial angular velocity is required because there is no sensor on SPHERES
that can directly measure a. Instead, a line is fit to the angular rate measurements
obtained from the gyros. This approach is valid because the thrust, and therefore an-
gular acceleration, is approximately constant. It works well in practice and eliminates
the need to differentiate potentially noisy gyroscope signals to obtain a.
Another advantage of the recursive least-squares estimator is that it can take
advantage of an initial guess xo for the state. The initial guess for wo is fairly accurate
since it is measured directly by the gyros, and this knowledge is incorporated into the
initial covariance matrix, Po. When starting a burn, the algorithm predicts the value
of the other elements of ko from a lookup table that is indexed by the AV direction
for each axis. There are three axes for rotations, three for translations, and the AV
about each axis can be either negative, zero, or positive. To store all combinations
requires a table with 63 - 1 = 215 entries (-1 because the case where all six axes
are off is omitted). There is a one-to-one mapping between AV axes and thruster
combinations, so a table of this size contains information on any thruster combination
used in practice. Due to memory limitations on the SPHERES satellites, the lookup
table on the hardware implementation was limited to two separate tables: one for
pure rotations and one for pure rotations. This reduces the total storage size to
2(33 - 1) = 52 entries. Each entry in the lookup table contains the estimated linear
and angular accelerations for that particular combination of thrusters, as well as
the covariance for those estimates. The lookup table is initialized with predicted
accelerations from the ideal open-loop thruster model. Starting from the estimates in
the table, as more measurements are received, the estimator dynamics act to correct
errors in ^o. If 6 = 0 in (3.2), then the measurements will support the initial guess,
and the estimate given by (4.15) will remain steady. For nonzero 6, the accelerometer
readings will detect the discrepancy, and correct the state estimate. At the conclusion
of each thruster burn, the lookup table is updated with the latest (best) estimate and
covariance. However, there is a lower bound placed on the covariances so that the
algorithm maintains some sensitivity to the most recent IMU measurements. Over
time, as the satellite executes more burns, the lookup table is populated with more
accurate information on thruster performance. Since the lookup table is used as the
initial guess, the implementation of AV commands is improved even for very short
duration burns. There is no more 40 ms minimum burn duration. Moreover, since
the the estimator remains sensitive to recent IMU measurements, it will track long
term trends in thrust performance and remain accurate.
Although this algorithm has not yet been tested on the ISS, it has been used to
post-process real IMU burn data. The results for a rotation are shown in Figure 4-10;
raw IMU measurements are shown in Figure 4-10(a) and the recursive estimates of wo
and a are plotted in Figure 4-10(b). Similarly, Figure 4-11 shows the performance for
a linear acceleration, with the addition of Figure 4-11(c) for the recursive estimate of
a,,. In both tests, the algorithm converges rapidly, and improvements to the initial
guess begin immediately after the burn starts.
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Fig. 4-10: Recursive least-squares estimation of a rotation about the +z axis.
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4.4 Results of SPHERES Tests
Several tests comparing the performance of the closed-loop and open-loop algorithms
were conducted on the air table at MIT as well as in microgravity on the ISS. The
results indicate that the closed-loop algorithm offers performance improvements over
the open-loop strategy, supporting the analysis of the previous sections. This section
discusses the results of the SPHERES tests.
The maneuvers for these tests were kept as simple as possible, for two reasons:
first, to allow a straightforward comparison between algorithms, and second, to allow
IMU data to be downloaded following each test. The IMU data consists of the raw
accelerometer and gyroscope readings and allows verification that the closed-loop
AV control algorithm behaved appropriately. Downloading the data from a sphere is
time-consuming; therefore, the duration of the maneuvers was kept short. Two types
of comparison tests were performed: translations, and rotations. The translation
tests have the satellite accelerate in a linear direction, and the rotation tests have
the satellite change its angular velocity. The latter case could be interpreted as an
attitude correction maneuver.
4.4.1 Translation Tests
Translation tests consisted of two burns with a desired AV of 3 cm/s. The first was
along the +x body axis, and the second was along the -x body axis. The actual
delivered AV was measured in two ways. In the first, the downloaded IMU data
was integrated to obtain a solution using the same algorithm used in the closed-
loop controller and discussed in Section 4.2. In the second, the output of the global
estimator (see Section 4.1.3) was used. The estimator was allowed approximately 6
seconds to re-converge on a velocity after a burn was performed.
Figures 4-12 and 4-13 show the measured AV for the +x burn for the closed-loop
and open-loop test cases on the air table. In both cases, the leftmost graph shows the
axial and angular AV as measured by the IMU throughout the burn. The angular
rates are used to subtract the centripetal acceleration as in (4.11). The rightmost
graph shows the global metrology system's estimated body velocities for the sphere.
Note that the global metrology system only runs at around 4 or 5 Hz, so the frequency
of measurements is much less than for the IMU data, which runs at 1 kHz. Also, the
velocities given by the estimator are absolute, whereas the measurements from the
IMU are relative (and initially zeroed at the start of a burn). As expected, the closed-
loop results coincide with the IMU measurements very precisely. However, the global
estimator results give an additional, independent perspective. Initially after the burn,
the estimator shows a significant overshoot in the measured x velocity, but over the
next 5 seconds, it steadily decreases. The thruster integration law the estimator uses
for state propagation is to blame for the overshoot. When a sphere fires its thrusters,
the estimator attempts to predict the effect of the thruster firing by using the same
model used in the open-loop mixer. Therefore, if the acceleration delivered is less than
expected by the model (i.e., 6 < 0), the initial guess of the estimator for the applied
AV will be too high. Over the next few seconds, as the estimator receives more
ultrasound ranging measurements, it slowly corrects this error. Overshoot behavior
is visible in both the closed-loop and open-loop test cases, and the true AV applied
for each of the burns likely lies somewhere between the results given by the closed-loop
algorithm and those given by the global estimator. These results are collected in full
in Table 4.2. This table includes the thrust duration (AT), the measured AV, the
average measured acceleration delivered by the thrusters, and the percentage error
according to both the closed-loop algorithm and the global estimator. The open-loop
mixer clearly has a tendency to deliver less than the desired AV, as this trend is
reflected by both the IMU and estimator measurements. One contributing factor for
this behavior is that there is some friction present on the air table. Since the open-
loop model does not account for this friction, it consistently fails to provide enough
acceleration. The closed-loop algorithm automatically compensates for friction, and
the results are noticeably better. Error for the open-loop tests was around 20%, while
for the closed-loop tests it was reduced to about 1%.
After the success of the tests on the air table, they were performed on orbit. Those
results are tabulated in Table 4.3, and Figures 4-12 and 4-13 depict the measured AV
for the +x burn for the closed-loop and open-loop test cases on the ISS. For these
tests, the discrepancy between the global estimator and the closed-loop algorithm
was larger than for the air table tests. The closed-loop algorithm maintains that the
applied AV is very close to the commanded value, but the estimator gives errors of
8.8% and 15.5%. This is still better than the open-loop errors of -16.3% and -12.4%
(according to the estimator), or -24.1% and -22.1% (according to the closed-loop
algorithm). One possible explanation is that the estimator was not given enough
time to reconverge on the new velocity after the burns were performed. Either way,
once again the open-loop performance is conclusively shown to underperform and not
provide enough AV.
4.4.2 Rotation Tests
The rotation tests also consisted of two burns. The first burn applied a AV of 250/s
about the +z axis, and the second applied a AV of 250/s about the -z axis. For the air
table tests, the IMU results for a rotation are shown in Figure 4-16 for the closed-loop
algorithm, and Figure 4-17 for the open-loop algorithm. Numerical data is presented
in Table 4.4. The open-loop rotation results are consistent with the translation tests
- the algorithm delivers less than the desired AV. However, for rotations, the
percentage error is even larger than for translations, and once more, friction on the
table likely led to less than the expected acceleration. The closed-loop algorithm
performed very well on the rotations, achieving AV within 1% of the goal. For on-
orbit tests, the results are tabulated in Table 4.5, with example burns in Figure 4-18
and 4-19. The open-loop controller performs better because friction does not play a
role as it did on the air table. Still, the benefits of closed-loop control remain; the
open-loop algorithm undershoots by 8.6% and 4.1% while the closed-loop overshoots
by just 1.8% and 2.1%, a noticeable improvement. These results were measured by
the global estimator, not the closed-loop algorithm, because the IMU data for one of
the open-loop test burns was lost due to an RF-communications lapse. Fortunately,
the global estimator estimates angular rates from the gyroscope readings. Since the
gyroscopes directly measure these rates at any given instant, there is no need to wait
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for the estimator to reconverge after a rotation burn. Therefore the confidence level
for the measurements in Table 4.5 is high.
4.5 Chapter Summary
With the number of real world missions successfully relying on accelerometer and IMU
measurements for accurate AV implementation increasing, this chapter detailed the
design of a low-level, closed-loop thrust controller for the SPHERES testbed. In con-
strast to the higher level focus of Chapter 3, questions regarding specific implementa-
tion issues as they pertained to SPHERES were discussed and solution strategies were
presented. Two different algorithms were described. The first used low-pass filtering
to process and directly integrate IMU measurements in real-time. It significantly
improved translation and rotation AV implementation on the SSL's 3-DOF testbed
at MIT, and also showed promise in 6-DOF tests on orbit. Based on the experimen-
tal results from the first algorithm, an improved method was presented that used a
recursive least-squares filter to provide a continuously improving estimate of thruster
performance during a burn. The updated algorithm maintained a lookup table of
expected accelerations that, when used as initial guesses, eliminated the minimum
burn length limitation of the first algorithm.
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Table 4.2: Test results summary of open-loop and closed-loop translation burns on
the air table.
Closed-loop Algorithm Global Metrology Estimate
AT (ms) AV a Error AV a Error
Closed-loop Translation 1999 3.00 cm/s 1.50 cm/s 2  0.1% 2.94 cm/s 1.47 cm/s 2  -2.2%
Open-loop Translation 1500 2.17 cm/s 1.45 cm/s 2 -27.7% 2.37 cm/s 1.58 cm/s 2 -20.9%
Closed-loop Translation 1939 -3.00 cm/s -1.55 cm/s 0.1% -3.03 cm/s -1.56 cm/s 1.0%
Open-loop Translation 1500 -2.21 cm/s -1.47 cm/s 2 -26.5% -2.00 cm/s -1.33 cm/s 2 -33.5%
Closed-Loop Translation Burn 1: Measured AV
500 1000 1500 2000
z.?
- Transient -x -y -z -Stop
Test Time (s)
Fig. 4-12: Results of a closed-loop translation burn on the air table as seen by the
algorithm and the global estimator.
Open-Loop Translation Burn 1: Measured AV
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Fig. 4-13: Results of an open-loop translation burn on the air table as seen by the
algorithm and the global estimator.
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Table 4.3: Test results summary of open-loop and closed-loop translation burns on
the ISS.
Closed-loop Algorithm Global Metrology Estimate
AT (ms) AV a Error AV a Error
Closed-loop Translation 733 3.00 cm/s 4.10 cm/s
2  0.1% 3.26 cm/s 4.45 cm/s 2  8.8%
Open-loop Translation 575 2.28 cm/s 3.96 cm/s -24.1% 2.51 cm/s 4.36 cm/s -16.3%
Closed-loop Translation 732 -3.00 cm/s -4.10 cm/s 2  0.1% -3.47 cm/s -4.73 cm/s
2  15.5%
Open-loop Translation 575 -2.34 cm/s -4.06 cm/s 2 -22.1% -2.63 cm/s -4.57 cm/s
2
-12.4%
CL Translation Burn 1: Measured Delta V
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Fig. 4-14: Results of a closed-loop translation
algorithm and the global estimator.
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Fig. 4-15: Results of an open-loop translation burn on
algorithm and the global estimator.
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Table 4.4: Test results summary of open-loop and closed-loop rotation test burns
on the air table.
Closed-loop Algorithm Global Metrology EstimateAT (ms) AV a Error AV a ErrorClosed-loop Rotation 1594 25.02 deg/s 15.70 deg/s 2  0.1% 24.83 deg/s 15.57 deg/s 2  -0.7%Open-loop Rotation 752 10.97 deg/s 14.59 deg/s -56.1% 10.96 deg/s 14.57 deg/s -56.2%Closed-loop Rotation 1563 -25.08 deg/s -16.05 deg/s 0.3% -24.78 deg/s -15.85 deg/s 2  -0.9%Open-loop Rotation 752 -11.01 deg/s -14.64 deg/s 2 -56.0% -10.99 deg/s -14.62 deg/s 2 -56.0%
Closed-Loop Rotation Angular Velocity
..: . -. . . .: . . .. . .... . :.. •  . :. ...: .. ..:. ...
........ ...
: . ? .: . • .: . . , .: . ? .: . • .. ..... . . ..... . .. .:.. :. ... ........... ......=:::::~:: ITransient ---x - Y - Z - S- top.......
.... "." : " : • ' : " • ": " : :" ": V " : ": : " ...............................
..:.~ ~~~ ~ .. -. .. .. . : .-. .- .- ..-.. 4 . ! ... i . -;. .. . .. ..-.i.-..-i  -i, i .-. .i- ..-i. .  ....
...........
.. :...:...:...:...:...:...: ~ ....: ...: ...: ....  ...:   . . . . .,• . .. : ...: : . - . . . .. .. . : ...  .. : ......-   ....... .... ...... .. ......--... i i ... i .i .. -i .
.... ·i · ·i-;- • ··--- •-• - + • • : :i : : i : i i : i :.... . . . . . . . . ..  . .... .. .... ....... ... ..... .. : ...: ...: ...: ...r . ....:  .. ... : .... .. :... ...
. . . .... .......
.... : -• : :: • ---.. . . .  " ! ! . ....... .. ...- .-.-. - ... ..- -... - -.. .. .
-• : - ..: -• -.-- - .: -: - -: -• ...: :~~...... .... .... .. ...... ... :! ! : i ~ ! : i: ......
15001000
Burn Time(ms)
Fig. 4-16: Results of a closed-loop rotation burn on the air table.
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Fig. 4-17: Results of an open-loop rotation burn on the air table.
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Table 4.5: Test results summary of open-loop and closed-loop rotation test burns
on the ISS.
Closed-loop Algorithm Global Metrology Estimate
AT (ms) AV a Error AV a Error
Closed-loop Rotation 496 25.02 deg/s 50.45 deg/s 2  0.1% 25.46 deg/s 51.32 deg/s' 1.8%
Open-loop Rotation 454 - deg/s - deg/s - 22.86 deg/s 50.35 deg/s -8.6%
Closed-loop Rotation 483 -25.08 deg/s -51.93 deg/s 0.3% -25.54 deg/s -52.87 deg/s 2.1%
Open-loop Rotation 454 -22.54 deg/s -49.65 deg/s -9.8% -23.98 deg/s -52.82 deg/s
2
-4.1%
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Fig. 4-18: Results of a closed-loop rotation burn on the ISS.
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Fig. 4-19: Results of an open-loop rotation burn on the ISS.
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Chapter 5
Formation Flying Simulations
To validate the techniques discussed in Chapter 2 and study the impact of AV imple-
mentation error on realistic formation flying scenarios, a number of extended simula-
tions were conducted. The simulations employed FreeFlyerTM , a commercial, high fi-
delity, nonlinear orbit propagator [90], interfaced with the MATLABTM based planner
described in Chapter 2. Control inputs for formation reconfiguration and formation-
keeping maneuvers were generated with the MATLABTM planner and then imple-
mented in FreeFlyerTM. In contrast to the planner, which uses GVE-based, linearized
dynamics incorporating J2 effects, the simulation dynamics include disturbances due
to Earth's oblateness (J2 and higher order terms), absolute and differential atmo-
spheric drag, and point mass effects from the sun, moon, and planets. The more
complete dynamics model used in the simulations helps expose any deterioration in
the plan accuracy that results from the simplifications in the planner dynamics. This
chapter details the simulation architecture and presents the results.
5.1 Simulation Architecture Overview
Algorithm 1 gives an overview of the simulation architecture. Each run begins with
an initialization procedure that sets the initial conditions of the spacecraft formation
in both MATLABTM and FreeFlyerTM . The number of orbits is decided a priori and
assigned to a variable, orbitsLeft. Additionally, the flag needNewPlan is set to
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Algorithm 1: FreeFlyerTM simulation.
spacecrafti : The ith spacecraft
controlInputi : True if control applied at current time step for spacecrafti
planStep : The current step of the plan being implemented
planLength : The number of steps in the plan
needNewPlan: True if a new plan is needed
orbitsLeft : The number of orbits left in the simulation
simResults : Collection of data recorded from the simulation
1 begin Initialization
2 forall i do
a Create spacecrafti object in FreeFlyerTM;
4 Send spacecrafti initial state from MATLABTM to FreeFlyerTM;
5 needNewPlan = true;
6 Set orbitsLeft;
7 end
8 begin Closed-Loop Control Simulation
9 while orbitsLeft > 0 do
forall i do
Send spacecraft2 state from FreeFlyerTM to MATLABTM;
Record spacecrafti state;
if needNewPlan = true then
Update reference orbit to leader's current orbit;
Retrieve desired maneuver parameters;
Generate plan with MATLABTM planner;
orbitsLeft = orbitsLeft - 1;
planStep = 1;
forall i do
if controlinputi = true then
Add implementation error from actuator model;
Rotate control from LVLH frame to ECI frame;
Calculate input effect;
Add input effect to spacecrafti state;
if planStep = planLength then needNewPlan = true;
else planStep = planStep + 1;
forall i do
L Propagate spacecrafti in FreeFlyerT M ;
29 end
so save simResults;
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indicate that no current plan exists and one should be created at the first opportunity.
The initialization block is executed only once at startup.
The main simulation begins on line 8 and loops as long as there are orbits re-
maining. Inside the loop, the state of each spacecraft is sent from FreeFlyerTM  to
a MATLABTM control script. The script performs some housekeeping on the data
and records trajectory histories and other simulation parameters for later review. By
keeping track of both the length of the active plan (planLength) and the step cur-
rently being implemented (planStep), the controller knows whether or not a new
plan is needed for the fleet. When the last existing step is implemented, the need-
NewPlan flag is set to trigger the planner (see line 25) at the next time step. Any
time a new plan is needed, a series of actions occurs. The reference orbit (about which
the dynamics are linearized) is reset to the leader's current orbit because the leader
may have moved away from the reference orbit during the last maneuver. Then,
the controller synchronizes the initial conditions of each spacecraft with their current
states in FreeFlyerTM , looks up the desired formation configuration, and checks for
any additional objectives like fuel balancing, drift minimization, etc. After this in-
formation is collected, the planner is invoked to generate an appropriate plan. For
these simulations, planning is periodic and performed once per orbit, near apogee.
Therefore, every time the planner is called, the orbitsLeft variable is simultaneously
decremented, and planStep is set back to the first step. Each orbit is discretized
into 1000 time steps, a number that has previously been shown to work well [29].
The simulation and propagation time steps are adjusted after each planning cycle to
maintain this resolution.
Whereas plans are only generated when needed, the next portion of the main
simulation loop is executed at every time step. Checks are made for whether any
spacecraft has a control input to apply. If so, the command is sent through an
actuator model that calculates the actual AV applied to the spacecraft. For a perfect
actuator, the implementation matches the command; otherwise, the actuator model
will slightly distort the control input. A nuance is that the MATLABTM planner
outputs AV commands in the LVLH coordinate frame, but FreeFlyerTM computes
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velocities in the Earth Centered Inertial (ECI) frame. This requires a transformation
on the actual applied AV to the ECI frame before the input effect is calculated and
added to the spacecraft. The net result of a control input is a change in velocity of
the spacecraft, and in these simulations, they are modeled as impulses that occur at
the start of each control window.
Once all of the control inputs for the present time step (if any) are applied,
each spacecraft is propagated in FreeFlyerTM. The simulation loop continues to run
until orbitsLeft = 0, and then it exits. Before shutting down, all recorded data
(simResults) is saved to disk.
5.2 Simulation Scenarios
5.2.1 Baseline Scenario
A sequence of maneuvers representative of a formation flying mission was selected as
the baseline test scenario and consists of a series of reconfigurations, station keeping,
and drift orbits. The formations include an in-track formation and in-track/cross-
track passive aperture formations with baselines of 50 m, 500 m, and 5 km. These
formations are depicted in Figure 5-1, where "d" denotes the baseline distance. As
the name suggests, the in-track formation (Figure 5-1(a)) is separated in the in-track
(x) direction. Such a formation allows multiple spacecraft to observe approximately
the same area on the Earth's surface within a very short time frame. The passive
aperture formations (Figure 5-1(b)) are in the in-track/cross-track (x/y) plane and are
of particular interest for interferometry missions because they enable high resolution
imaging of the Earth or distant objects in space. During drift orbits, control inputs
are forbidden as if science observations were taking place. Five spacecraft comprise
the baseline formation, with the leader spacecraft located at the center. The geometry
constraints are enforced only at one point in the orbit (apogee), similar to the MMS
mission [30].
The baseline scenario was tested for a formation in LEO and one in a highly
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Fig. 5-1: Spacecraft formations for the baseline simulation.
elliptical orbit (HEO). For the LEO case, the orbital parameters (see (2.41) for units)
are
eLEO = [1.0627 0.001 1.6935 0.2393 0 7r I
This translates into a circular orbit at an altitude of 400 km and an inclination of
97.030.
For the HEO orbit, the orbital parameters are
eHEO = [9.60735 0.875 0.3229 0 0.7854 7r I
which is an orbit with a semimajor axis of 61277 km, and an inclination of 18.50.
The major difference between the LEO orbit and the HEO orbit is the latter's much
higher eccentricity (0.875 compared to 0.001). Both of these orbits have recently been
of interest to formation flying missions [91].
The baseline scenario mission sequence cycles through the four different config-
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(5.2)
urations (phases) in a systematic fashion. The five spacecraft start in an in-track
formation with a 50 m baseline, but small (around 2 m) random errors are added to
each initial state to reflect the improbability of the geometry ever being perfect. Ma-
neuvers are performed in the same pattern for each phase of the mission. First, there
is a reconfiguration from the old to the new configuration. Four orbits of refining the
formation and station keeping follow, and then the formation is allowed to drift for
three full orbits while no control is applied. Over this time, the formation deteriorates
somewhat; how well the geometry is maintained during this period is one measure
of performance. Other elements of performance are also evaluated through this test
plan: How accurately can a new configuration be initialized and what is the fuel cost?
Once initialized, how expensive is it to maintain a formation, and to what degree of
accuracy is the geometry maintained? Finally, any performance degradation in the
planner resulting from the use of simplified linear dynamics will be apparent for the
wider baseline formations.
5.2.2 Formation-Keeping Scenario
A separate formation-keeping scenario was considered to better understand the fleet's
behavior during extended periods spent in the same formation. For this mission, the
initial conditions are the same as for the baseline scenario (50 m in-track with small
random errors). However, this time the initial reconfiguration is into a 500 m passive
aperture, and the fleet remains in that formation for 14 orbits. The total simulation
time is 15 orbits, and control is applied during every orbit. Only the LEO orbit was
tested.
5.3 AV Implementation Error Model
In Chapter 3, the relationship between the actual thrust and desired thrust was
modeled as
Ta = Td(1 ++ 6) +w
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At that time, the system under consideration was a single burn, using a single thruster.
For the purposes of these simulations, a more general model that applies to the
behavior of multiple thrusters over the course of an entire mission is needed. Building
on (3.2) yields a new model
AVa,, = (I + A(t))AVd,s (5.3)
where AVas, is the actual AV implemented, and AVdc is the desired AV. The
second subscript denotes that the velocity command is specified in the frame of the
spacecraft. For simplicity, the spacecraft frame is nominally assumed to be aligned
with the LVLH reference frame (see below for more details). Both AVs are three-
element vectors with components nominally in the radial (x), in-track (y) and cross-
track (z) directions. Equation (5.3) differs from the previous model through the
introduction of the time-varying matrix A(t) in place of 6 and w. The elements of
the matrix are
a(t) 0 0
A(t) = 0 a(t) 0 (5.4)
0 0 az (t)
The a-(t), ay(t) and az(t) random variables perform the same function as 6 and w in
the previous model. Thrusts in the x, y, and z directions are assumed to be performed
by different thrusters, hence the need for multiple variables. Recall that 6 represented
a constant bias in the thrust while w was a random variation about that thrust. In
the simulation model, a given a(t) has a mean value d(t) and a standard deviation
Ua(t). If a(t) - 0 then the control system has a bias. The random variation in
performance about that bias (previously w) is captured by a"(t). In the most general
case, the properties of a(t) can vary over time. For example, on the SPHERES
satellites discussed in Chapter 4, as fuel is depleted, the thrust decreases. Therefore,
d(t) could be modeled as a slowly decreasing function.
Throughout this thesis, attitude control has not been considered. The planning
process has focused on designing trajectories to move satellites from one position
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to another, and the attitude has been left to a separate attitude control system.
However, in the real world, attitude error and translational error are coupled. For
example, if a satellite tries to perform a burn in the cross-track direction, but its
attitude is misaligned, then there will be small components of the thrust in the radial
and in-track directions. Suppose that a spacecraft has small attitude errors in its
roll, pitch, and yaw. Let these errors be represented by the Euler angles 0, €, and
,0. Successively performing roll, pitch and yaw rotations about the body axes yields
a rotation matrix R from the desired frame to the actual frame [92].
c[c¢ -sCco + c4sCse sseO + cs8ceo
R = soc,0 c4 co + ssypseo -cseO + sOsOCO (5.5)
In (5.5), cos x and sin x have been abbreviated as cx and s,. Combining (5.3) and (5.5)
yields the relationship between a AV command and its actual implementation
AVa = R(I + A(t))AVd,, (5.6)
The LHS multiplication by R rotates the actual velocity into the LVLH frame, so
the "sc" subscript is dropped. Although the nominal attitude of the spacecraft was
assumed to coincide with the LVLH axes, the same approach could be adapted to
arbitrary orientations through the addition of another rotation matrix, relating the
desired orientation of the spacecraft to the reference frame.
The scenarios were simulated multiple times with different levels of AV implemen-
tation error. The first run is with perfect implementation. All planner commands
are executed by the spacecraft flawlessly and without attitude error, so this run rep-
resents the "best case" operations scenario. The next run includes implementation
error that is comparable with a closed-loop accelerometer control system. Assuming
the accelerometers are correctly calibrated, any bias in the implementation error is
eliminated, but there will still be a slight error for each burn. The last two cases em-
ulate open-loop systems. As these systems lack any real-time monitoring of thruster
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Table 5.1: AV implementation error parameters for the simulations.
Ideal CL Accel OL Bias Low OL Bias High
a 0 0 4% -4%
ao 0 0.1% 2% 2%
aO 00 0.60 0.60 0.60
a¢ 00 0.60 0.60 0.60
aU 00 0.60 0.60 0.60
performance, the variability from burn to burn is higher than it is for the closed-loop
system, and there is an additional bias that goes undetected. One simulation used a
thruster with a positive bias (tendency to implement more AV than desired), and the
other used a thruster with a negative bias. The different models are implemented by
changing the properties of a(t) and the expected pointing error. These parameters
are collected in Table 5.1.
For the simulations just described, no sensor error is added to the system and any
performance degradation is due exclusively to poor AV implementation. However,
to compare the relative importance of good sensing and good plan implementation,
additional simulations were run, with perfect implementation and varying levels of
sensor error. The sensor accuracies were taken from CDGPS navigation filters devel-
oped by three different researchers: Ebinuma [93], Busse [46], and Leung [47]. Since
the performance gap between the Leung and Busse filter is quite large, a hypothetical
filter (with a "medium" magnitude of error) was added to the mix. The properties
of each of the filters are summarized in Table 5.2. In any real system, implementa-
tion and sensor error would be present, so each simulation was run twice more with
different levels of implementation error and medium sensor error. These special cases
are discussed last.
Table 5.2: CDGPS navigation filter RMS accuracies.
Name Year Position (cm) Velocity (mm/s)
Ebinuma [93] 2001 5 1
Busse [46] 2002 1 0.5
Medium N/A 0.5 0.05
Leung [47] 2005 0.15 0.005
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5.4 Simulation Results
5.4.1 Baseline Scenario
The formation-flying simulations demonstrate a definite performance advantage to
accurately implementing AV commands. This advantage creates fuel savings during
reconfigurations and allows new formations to be formed more rapidly. For the LEO
simulations with implementation error, the fuel use and position error (average per
spacecraft) for each phase of the mission is computed and compiled in Table 5.3. To
facilitate comparisons between the control systems, these statistics are further subdi-
vided into the initial reconfiguration maneuver (one orbit), formation refinement (four
orbits), and the drift portion (three orbits). The refinement division exists because
the initial reconfiguration maneuver can leave residual error that requires additional,
smaller maneuvers to fix. Fuel spent during the refinement portion increases the
overall AV cost for a reconfiguration. The reconfigurations themselves are by far
the most expensive maneuvers when measured in terms of fuel expenditure. This is
expected, as the spacecraft are rearranging themselves, and sometimes traveling a
significant distance in a relatively short amount of time (one orbit takes ,- 92.5 min-
utes). The planned fuel use for these reconfiguration maneuvers is largely unaffected
by the control system used; the dominant factor is the change in formation geometry
itself.
Figure 5-2 graphs the average position error per spacecraft for the formation
throughout each baseline simulation with implementation error. Figure 5-2(a) is the
complete mission and allows quick comparisons between the different mission phases,
while Figures 5-2(b)-5-2(e) provide detailed views of each phase separately. The
dashed horizontal lines mark 1% of the formation baseline distance. Similarly, Fig-
ure 5-4 depicts the fuel usage per orbit for each control system. The first data point
of each phase corresponds to the reconfiguration maneuver, meaning higher fuel use
and higher position error. The next four data points are for the formation refinement
portion. During this phase, the position error is steadily decreased as the controller
applies corrections to fix any defects remaining after the initial reconfiguration. Like-
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wise, fuel use also decreases as the magnitude of these corrections lessens. Finally,
the last three data points are for the drift orbits. These portions are characterized
by zero fuel use (they are omitted in Figure 5-4) and increasing position error, as the
controller is not permitted to correct J2 effects and other disturbances that act on
the formation.
By the end of each phase and immediately prior to the next reconfiguration ma-
neuver, the position accuracy of the formation is approximately the same for all four
test cases. Therefore, it is not surprising that the planned fuel uses for the reconfigu-
rations are very similar, regardless of implementation error. On the other hand, the
benefit of more accurate AV implementation is quite apparent from the position error
measurements immediately following a reconfiguration. Compared to the ideal case,
when attitude error is added and closed-loop control is used, these position errors are
an order of magnitude higher. The ideal reconfiguration from the 50 m in-track to
50 m passive aperture formation (Figure 5-2(b)) leads to an average position error of
5.2 cm per spacecraft. For the closed-loop accelerometer system, the error increases
by a factor of 20 to 1.08 m. The performance is worse for the open-loop systems, with
1.61 m for the system with low thrust and 2.91 m for the system with high thrust.
In Figure 5-2, as the formation baseline increases over the first three phases,
so too does the average error. Ideal implementation of the 5 km passive aperture
reconfiguration (Figure 5-2(d)) results in an error of 2.66 m. The baseline is 100
times that of the 50 m aperture, and the error has increased by about the same ratio.
In both cases, inaccuracies are limited to well under 1% of the baseline, indicating
excellent overall performance for the planner. When the accelerometer system is
used, the error is 11.80 m, or about 0.2% error, still very good. The open-loop
systems perform much worse, with 179.94 m and 135.71 m error for the low bias and
high bias, respectively. This makes a convincing case for the benefit of accurate AV
implementation during reconfiguration maneuvers.
Moving on to the formation refinement portion of the mission reveals time and
fuel savings for the more accurate control systems because they spend less of both
cleaning up errors left over from reconfiguration. In Figure 5-2, although each control
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system eventually reaches approximately the same level of accuracy, it takes several
orbits longer for those with more implementation error. Meanwhile, the spacecraft
burn more fuel, as seen in Figure 5-4. In fact, throughout the formation refinement
phase, the open-loop systems consume more than three to five times the fuel of the
closed-loop accelerometer system. Missions that regularly switch configurations could
conceivably lose significant observation time and at the same time use more fuel by
not following the plan accurately. However, by the end of the actively controlled
portion of each phase, the formation is controlled to within a tolerance of 0.02% of
the baseline, regardless of the control system - sub-centimeter accuracy for the 50 m
formation, and sub-meter accuracy for the 5 km passive aperture. Given enough time
then, the final position accuracy of a formation is not affected by implementation
error, just the time and fuel it takes to get there.
All four test cases offered competitive performance during the drift phase. By the
start of the sixth orbit, when drifting began, the formations were already well estab-
lished; the larger formation errors introduced during reconfiguration by inaccurate
AV implementation had been rectified. Because the planner favors orbits with low
drift, the formations remain fairly stable for all test cases.
Sensor noise affects the formation performance differently than implementation
error, as seen in Table 5.4 and Figures 5-3 and 5-5. As the sensor noise increases, the
minimum achievable position error also increases. This contrasts with the behavior
for poor AV implementation, where the fleet eventually reached the same level of
position accuracy as the ideal case, even though it took longer. There is a wide gap
in performance between the best estimator (Leung) and the worst (Ebinuma). The
Leung estimator offers performance practically on the level of the ideal case, but at
the other end of the spectrum, the Busse and Ebinuma filters result in final errors of
several meters. Unlike the impact of implementation error, the impact of sensor error
does not change very much for different baseline lengths. For example, the Busse filter
yields about 2 m position error regardless of whether the formation is a 50 m, 500 m or
5 km baseline. This indicates that estimation error of just 1 cm position accuracy and
0.5 mm/s causes errors of much greater magnitude, consistent with findings in [39],
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but independent of formation geometry. As seen in 5-3, it is not possible to control
formations with short baselines to less than 1% of the baseline when using the less
accurate estimators. The fuel use also increases with sensor error, as the formation
is constantly trying to correct measured errors (whether real or imagined). Still, the
key point is that the system performs near the ideal level when the Leung estimator
is used, suggesting that implementation error will dominate.
The HEO simulation results tell much the same story; in terms of position accuracy
and fuel use, the numbers in Table 5.5 (implementation error) and Table 5.6 (sensor
error) support the conclusions reached above. Detailed results for these simulations
are plotted in Figures 5-6 and 5-8 for the implementation error cases, and Figures 5-7
and 5-9 for the sensor error cases. Overall, the HEO formation uses much less fuel
to complete the mission, but most of this can be traced to the much longer orbital
period of the HEO orbit; clocking in at just under 42 hours, it is about 27 times as
long as the LEO orbit. Interestingly, the ratio of fuel use between the HEO and LEO
reconfiguration maneuvers ranges from 27 to 30, a nearly one-to-one ratio. The HEO
formation is able to implement smaller AV commands and let the orbital dynamics
do more of the work over a longer time period. Reconfiguration from an in-track to
a passive aperture formation requires a little more effort than transitioning from one
passive aperture to another, and the ratio here compared to LEO is closer to 30. The
price of linearizing the dynamics is greater for the HEO orbit, and overall, the position
error ranges from about five to fifteen times that of the equivalent LEO maneuvers.
Fortunately, this is still good enough to provide formation-keeping accuracy of about
0.1%.
5.4.2 Formation-Keeping Scenario
The data for the formation-keeping simulations with AV implementation error is col-
lected in Table 5.7, and the simulations with sensor error are in Table 5.8. Once
again, the first orbit is considered the reconfiguration, and the next four orbits are
formation refinement. The last ten orbits are different than before, and for this sce-
nario they consist of active formation-keeping. The baseline simulation has already
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provided plenty of information on the reconfiguration and refinement stages, so the
extended formation-keeping stage is the most interesting. As seen in Figures 5-10(a)
and 5-11(a), the fuel use and position accuracy for formation-keeping is unaffected
by the implementation error; the only differences are in the reconfiguration and re-
finement stages. Once the formation is well established, the fuel required to maintain
it is very small (fractions of a mm/s per orbit). With such small AV being applied,
it's difficult for an actuator error of 2% or 3% to have much of an effect. Sensor
error is more costly during formation-keeping. Position error magnitudes are on par
with those in the baseline simulation, but more fuel is required for the less accurate
estimators. The Ebinuma estimator uses about 8 times as much fuel as the ideal case
(Figure 5-11(b)), even though this still amounts to fractions of mm/s. The Leung
estimator closely follows the ideal case again.
5.4.3 Simultaneous Implementation and Sensor Error
Figure 5-12 plots the per orbit position error and fuel use for two new baseline sim-
ulation cases: open-loop biased high AV implementation with medium sensor error,
and accelerometer feedback AV implementation with medium sensor error. For easy
comparison, some of the previous results are included again: the ideal case, the bi-
ased high AV implementation with perfect sensing, and perfect implementation with
medium sensor error. As noted previously, poor AV implementation dominates the
formation position error immediately after a reconfiguration maneuver. The error is
initially highest in 5-12(a) for the three cases with imperfect AV implementation,
regardless of whether there is additional sensor error. As before, the best attainable
accuracy is limited by the performance of the sensor, and at the conclusion of the
refinement portion of each phase, the two cases with no sensor error are the most
accurate, regardless of implementation error. However, upgrading from an open-loop
AV implementation to accelerometer feedback allows the formation to reach the sen-
sor limit a full orbit earlier. The fuel usage in 5-12(b) follows the same pattern; at
first the formations with implementation error use more fuel, but by the end of each
phase the fuel use depends on sensor accuracy. Switching from open-loop AV imple-
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mentation to accelerometer feedback shaves an orbit off of the time to reach steady
state fuel consumption. Improving the sensor would further increase the advantage
of accelerometer feedback over open-loop AV implementation.
Figure 5-13 displays the same information for the formation-keeping simulation,
and the findings are consistent with the baseline simulation. Since there is only one
reconfiguration and it occurs at the very start of the formation-keeping simulation,
the dominance of the sensor error on long-term performance is a bit clearer. Equally
visible is the importance of accurate AV implementation during the initial reconfig-
uration.
5.5 Chapter Summary
A series of high-fidelity simulations has verified the effectiveness of the planner de-
veloped in Chapter 2; formations of spacecraft in a circular LEO orbit and also a
highly elliptical orbit were successfully controlled during lengthy simulations. These
simulations were used to explore the importance of accurately implementing the AV
commands that make up the maneuver plans, and control systems of different quali-
ties were tested and compared with the aid of a thruster model. Separate simulations
were conducted for an ideal control system, a system modeled after the closed-loop
accelerometer feedback approach of Chapter 3, and open-loop systems with varying
levels of bias. Study of the average fuel consumption and accuracy attained by each
of the systems shows noticeable improvements during reconfiguration maneuvers for
more accurate AV implementation. Fuel use and position error were compared with
those caused by different levels of sensor error, and for the latest CDGPS naviga-
tion filters, the AV implementation error has a larger effect. In general, sensor error
limits the attainable formation accuracy, but implementation error determines how
long it takes to reach that accuracy. This observation was confirmed with simulations
including both types of error simultaneously. Overall, provided the sensing is very
good (consistent with the latest technology), accurate AV implementation of plans
enables both greater precision in formation flying and more efficient fuel usage.
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with implementation error.
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Fig. 5-4: Fuel use per orbit for the formations in the LEO simulations with imple-
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Table 5.3: Baseline simulation results for the LEO orbit with implementation error.
Fuel is in cm/s per spacecraft per orbit. Position errors are in meters per spacecraft
per orbit.
Ideal Accel FB OL Bias OL Bias
Low High
Fuel Used 2.652 2.686 2.563 2.778
50IT-50PA Fuel Planned 2.652 2.652 2.652 2.652
Position Error 0.052 1.080 1.608 2.915
Fuel Used 0.002 0.011 0.039 0.033
50PA Refine Fuel Planned 0.002 0.011 0.040 0.031
Position Error 0.005 0.007 0.078 0.047
50PA Drift Position Error 0.021 0.020 0.021 0.023
Fuel Used 24.166 24.486 23.533 25.554
50PA-500PA Fuel Planned 24.166 24.166 24.166 24.166
Position Error 0.045 7.417 22.597 18.768
Fuel Used 0.022 0.069 0.361 0.353
500PA Refine Fuel Planned 0.022 0.068 0.370 0.333
Position Error 0.057 0.062 0.475 0.270
500PA Drift Position Error 0.194 0.198 0.189 0.203
Fuel Used 242.710 246.847 236.596 256.083
500PA-5kPA Fuel Planned 242.710 242.710 242.710 242.710
Position Error 2.659 11.795 179.940 135.709
Fuel Used 0.265 0.461 2.771 2.660
5kPA Refine Fuel Planned 0.265 0.451 2.842 2.507
Position Error 0.517 0.724 3.135 1.888
5kPA Drift Position Error 2.968 3.078 3.065 2.974
Fuel Used 262.630 266.802 256.983 277.685
5kPA-500IT Fuel Planned 262.630 262.635 262.628 262.633
Position Error 4.894 17.258 131.303 168.501
Fuel Used 0.194 0.430 2.745 3.112
500IT Refine Fuel Planned 0.194 0.422 2.789 2.926
Position Error 0.067 0.061 3.951 2.106
500IT Drift Position Error 0.176 0.175 0.174 0.192
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Table 5.4: Baseline simulation results for the LEO orbit with sensor error. Fuel
is in cm/s per spacecraft per orbit. Position errors are in meters per spacecraft per
orbit.
Ideal Leung Medium Busse Ebinuma
Fuel Used 2.652 2.653 2.654 2.666 2.681
50IT-50PA Fuel Planned 2.652 2.653 2.654 2.666 2.681
Position Error 0.052 0.083 0.382 3.242 6.819
Fuel Used 0.002 0.002 0.005 0.028 0.058
50PA Refine Fuel Planned 0.002 0.002 0.005 0.028 0.058
Position Error 0.005 0.034 0.269 2.408 5.024
50PA Drift Position Error 0.021 0.108 0.847 7.546 15.782
Fuel Used 24.166 24.166 24.167 24.174 24.182
50PA-500PA Fuel Planned 24.166 24.166 24.167 24.174 24.182
Position Error 0.045 0.040 0.191 1.818 3.851
Fuel Used 0.022 0.022 0.023 0.050 0.083
500PA Refine Fuel Planned 0.022 0.022 0.023 0.050 0.083
Position Error 0.057 0.063 0.269 2.348 4.951
500PA Drift Position Error 0.194 0.192 0.684 5.488 11.871
Fuel Used 242.710 242.710 242.705 242.665 242.617
500PA-5kPA Fuel Planned 242.710 242.710 242.705 242.665 242.617
Position Error 2.659 2.636 2.496 1.502 1.641
5kPA Refine Fuel Used 0.265 0.265 0.265 0.274 0.291
Fuel Planned 0.265 0.265 0.265 0.274 0.291
Position Error 0.517 0.509 0.482 1.999 4.209
5kPA Drift Position Error 2.968 2.958 2.925 8.016 16.301
Fuel Used 262.630 262.630 262.628 262.603 262.577
5kPA-500IT Fuel Planned 262.630 262.630 262.628 262.603 262.577
Position Error 4.894 4.909 4.978 5.470 6.250
Fuel Used 0.194 0.194 0.195 0.212 0.234
500IT Refine Fuel Planned 0.194 0.194 0.195 0.212 0.234
Position Error 0.067 0.068 0.237 2.016 4.281
500IT Drift Position Error 0.176 0.158 0.536 4.195 9.298
127
Time (orbit)
(a) Complete simulation
2 3 4 5
Time (orbit)
6 7 8
(b) 50 m passive aperture (c) 500 m passive aperture
18 19 20 21
Time (orbit)
(d) 5 km passive aperture (e) 500 m in-track
Fig. 5-6: Position error per orbit for the formations in the HEO simulations with
implementation error.
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Fig. 5-7: Position error per orbit for the formations in the HEO simulations with
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Fig. 5-9: Fuel use per orbit for the formations in the HEO simulations with sensor
error.
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Table 5.5: Baseline simulation results for the HEO orbit with implementation error.
Fuel is in cm/s per spacecraft per orbit. Position errors are in meters per spacecraft
per orbit.
Ideal Accel FB OL Bias OL Bias
Low High
Fuel Used 0.087 0.088 0.085 0.092
50IT-50PA Fuel Planned 0.087 0.087 0.087 0.087
Position Error 0.316 0.848 1.292 1.920
Fuel Used 0.001 0.001 0.001 0.002
50PA Refine Fuel Planned 0.001 0.001 0.002 0.002
Position Error 0.074 0.078 0.085 0.091
50PA Drift Position Error 0.151 0.152 0.153 0.149
Fuel Used 0.888 0.905 0.870 0.942
50PA-500PA Fuel Planned 0.888 0.888 0.888 0.888
Position Error 2.516 4.445 18.605 16.833
Fuel Used 0.006 0.007 0.026 0.023
500PA Refine Fuel Planned 0.006 0.006 0.026 0.022
Position Error 0.684 0.695 0.930 0.679
500PA Drift Position Error 1.568 1.566 1.586 1.550
Fuel Used 8.899 9.030 8.723 9.427
500PA-5kPA Fuel Planned 8.899 8.899 8.900 8.899
Position Error 30.691 28.465 125.422 165.689
Fuel Used 0.065 0.068 0.124 0.165
5kPA Refine Fuel Planned 0.065 0.067 0.126 0.157
Position Error 6.516 6.497 7.125 6.272
5kPA Drift Position Error 14.917 14.843 15.216 14.626
Fuel Used 8.924 9.073 8.732 9.467
5kPA-500IT Fuel Planned 8.924 8.923 8.926 8.923
Position Error 16.950 38.509 149.296 162.362
Fuel Used 0.032 0.054 0.154 0.158
500IT Refine Fuel Planned 0.032 0.053 0.161 0.150
Position Error 0.581 0.689 2.787 2.359
500IT Drift Position Error 2.528 2.530 2.566 2.512
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Table 5.6: Baseline simulation results for the HEO orbit with sensor error. Fuel
is in cm/s per spacecraft per orbit.
orbit.
Position errors are in meters per spacecraft per
Ideal Leung Medium Busse Ebinuma
Fuel Used 0.087 0.087 0.087 0.101 0.121
50IT-50PA Fuel Planned 0.087 0.087 0.087 0.101 0.121
Position Error 0.316 0.313 0.611 5.625 11.276
Fuel Used 0.001 0.001 0.003 0.024 0.049
50PA Refine Fuel Planned 0.001 0.001 0.003 0.024 0.049
Position Error 0.074 0.085 0.452 4.461 8.923
50PA Drift Position Error 0.151 0.221 1.425 14.076 28.181
Fuel Used 0.888 0.888 0.888 0.910 0.939
50PA-500PA Fuel Planned 0.888 0.888 0.888 0.910 0.939
Position Error 2.516 2.517 2.565 4.652 7.825
Fuel Used 0.006 0.006 0.006 0.029 0.058
500PA Refine Fuel Planned 0.006 0.006 0.006 0.029 0.058
Position Error 0.684 0.682 0.856 4.542 8.931
500PA Drift Position Error 1.568 1.570 1.984 10.498 20.464
Fuel Used 8.899 8.900 8.901 8.914 8.928
500PA-5kPA Fuel Planned 8.899 8.900 8.901 8.914 8.928
Position Error 30.691 30.691 30.696 30.854 31.268
Fuel Used 0.065 0.065 0.065 0.073 0.090
5kPA Refine Fuel Planned 0.065 0.065 0.065 0.073 0.090
Position Error 6.516 6.514 6.514 7.550 10.147
5kPA Drift Position Error 14.917 14.936 15.184 22.118 34.170
Fuel Used 8.924 8.924 8.925 8.946 8.980
5kPA-500IT Fuel Planned 8.924 8.924 8.925 8.946 8.980
Position Error 16.950 16.932 16.789 18.551 18.251
Fuel Used 0.032 0.032 0.032 0.050 0.067
500IT Refine Fuel Planned 0.032 0.032 0.032 0.050 0.067
Position Error 0.581 0.583 0.685 3.842 7.603
500IT Drift Position Error 2.528 2.529 2.602 8.098 15.503
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Fig. 5-11: Fuel use per orbit for the formation-keeping simulations.
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Table 5.7: Formation-keeping simulation results for the LEO orbit with implemen-
tation error. Fuel is in cm/s per spacecraft per orbit. Position errors are in meters
per spacecraft per orbit.
Ideal Accel FB OL Bias OL Bias
Low High
Fuel Used 26.134 26.556 25.320 27.445
Reconfiguration Fuel Planned 26.134 26.134 26.134 26.134
Position Error 0.053 9.386 20.702 15.034
Fuel Used 0.021 0.089 0.361 0.278
Refine Fuel Planned 0.021 0.087 0.366 0.262
Position Error 0.048 0.046 0.498 0.280
Fuel Used 0.008 0.008 0.008 0.008
Formation Keep Fuel Planned 0.008 0.008 0.008 0.007
Position Error 0.068 0.067 0.067 0.068
Table 5.8: Formation-keeping simulation results for the
Fuel is in cm/s per spacecraft per orbit. Position errors
per orbit.
LEO orbit with sensor error.
are in meters per spacecraft
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Ideal Leung Medium Busse Ebinuma
Fuel Used 26.134 26.134 26.134 26.135 26.136
Reconfiguration Fuel Planned 26.134 26.134 26.134 26.135 26.136
Position Error 0.053 0.082 0.365 3.224 6.804
Fuel Used 0.021 0.021 0.022 0.042 0.067
Refine Fuel Planned 0.021 0.021 0.022 0.042 0.067
Position Error 0.048 0.051 0.268 2.407 5.023
Fuel Used 0.008 0.008 0.009 0.033 0.062
Formation Keep Fuel Planned 0.008 0.008 0.009 0.033 0.062
Position Error 0.068 0.072 0.244 2.112 4.473
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Fig. 5-12: The LEO baseline simulation with both implementation and sensor error.
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Chapter 6
Conclusions
In the near future, formation flying missions will lead to exciting scientific discoveries
as engineers, scientists, and researchers worldwide continue to make strides in the
field. Within the next decade, missions like LISA, TPF, Darwin, and more will make
observations of unprecedented precision and clarity. However, before this can happen,
there are still a number of problems to solve and questions to answer. Control of a
spacecraft formation requires both a method to generate plans and a way to imple-
ment those plans. This thesis expanded online planning capabilities for Earth-orbiting
spacecraft formations by treating the fleet as a single entity, allowing the optimization
of fleet-wide objective functions and enabling true formation flying. Recent improve-
ments in CDGPS navigation filters have significantly reduced the uncertainty in the
relative state estimation between two satellites that, until a few years ago, was the
dominant source of error. This is no longer the case; the performance of the thruster
subsystem and its ability to accurately implement AV commands is becoming in-
creasingly important, particularly for reconfiguration maneuvers and missions with
stringent inter-spacecraft position requirements.
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6.1 Thesis Contributions
Fleet-wide Multi-Objective Planning
Previous work by Breger and How enabled the multi-objective online initialization of
spacecraft formations, but the approach presented in [29] was limited to formation-
keeping maneuvers, as the initial positions of the spacecraft were assumed to be their
desired positions. Moreover, the optimizations were formulated for a single spacecraft
only, and formations were initialized and maintained by solving separate optimiza-
tions for each spacecraft in the fleet. While this provided feasible solutions, there
was no guarantee that combining a set of optimum plans for single spacecraft would
yield a fleet-wide optimal plan. As discussed in Chapter 2, some objectives, such as
fuel balancing, tend to force one spacecraft to sacrifice optimality so that another can
benefit. This thesis expanded Breger's planner to solve a single optimization for the
entire formation that explicitly optimizes fleet-wide objectives. Although this idea
had been pursued in [28], that work utilized the Hill-Clohessy-Wiltshire equations,
limiting its usefulness to formations in circular orbits with short baselines. The dy-
namics model contained in the fleet-wide planner developed in this thesis uses GVEs
that support formations with longer baselines. Furthermore, the dynamics incorpo-
rate J 2 effects and use state transition matrices that are valid for any eccentricity [33].
In short, this planner is valid for a much broader class of formations than those that
had been previously developed.
Along with the conversion to a fleet-wide planner, a number of new capabilities
were introduced. The leader-follower architecture was implemented via relative po-
sition constraints, allowing the formation center to move away from the reference
orbit when it is advantageous to do so. The extra degrees of freedom, can, in some
cases, improve fuel use. Fuel balancing constraints were added and demonstrated
to be worthwhile in certain situations, but they must be used carefully; designing
intelligent formation configurations is a precursor to successful fuel balancing.
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Importance of Accurate AV Implementation
The increasing complexity and stricter separation requirements associated with future
formation flying and autonomous rendezvous and docking missions raises questions
on the importance of accurately implementing planned AV commands. Chapter 3
explored these scenarios and showed that implementation errors of just a few percent
can lead to dangerous errors for proximity operations. Two methods for improving
the performance were discussed: better implementation of the plans, and replanning.
The proactive solution is to implement the plans better because this prevents errors
from ever happening. Replanning is a reactive solution, and only fixes problems af-
ter they happen. Moreover, replanning is not always easy nor feasible. Therefore,
the proactive solution is preferred, and a simple closed-loop control system utiliz-
ing accelerometers was proposed that detects and corrects deviations from expected
thruster performance. For properly calibrated accelerometers, the closed-loop sys-
tem was shown to offer 100 times the performance of an open-loop system when the
delivered thrust was only 2% off-nominal.
Closed-Loop Thrust Controller for SPHERES
Experimental data collected on the accuracy of the existing open-loop mixing algo-
rithm for SPHERES uncovered the tendency of the satellites to provide less than the
desired AV. Consistent under-performance of the actuator has undesired side effects
and degrades performance. Extensive work was done for the development of a low-
level closed-loop thrust controller for the SPHERES satellites. Numerous challenges
were encountered and met through a variety of means. Some of these challenges,
such as handling very short burns, are similar to what future missions, like TPF, are
expected to face [52]. In the end, two different algorithms were proposed; the second
was an improvement of the first, based on experimental data obtained from the ISS.
A thruster ringing phenomenon limited the usefulness of the accelerometers for short
burns, making them impossible under the first closed-loop control algorithm. The
innovative second algorithm incorporated an least-squares estimation technique that
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offered a continuously improving estimate of actual AV. Because the values from each
burn are stored afterwards in separate locations (corresponding to the combination of
thrusters used), the control system develops and maintains a map of expected thruster
performance. This map is more accurate than the simple open-loop thruster model
and can even be used for short burns when the accelerometer data is not reliable.
6.2 Recommendations for Future Work
Several formation flying missions that are proposed for the near future will fly in non-
Earth orbits. The TPF spacecraft will be configured in formations similar to those
studied in this thesis, with separations from 75 m to 1000 m, but they will orbit at L2.
The Darwin mission will also be deployed at L2 [5]. The planner developed in this
thesis only applies to spacecraft orbiting the Earth, but could be modified to work
with other dynamics models, such as L2 orbits. The extension would not require too
much modification as the dynamics only enter into a relatively small portion of the
planner code. Much of the analysis on sensor noise and implementation error could
be repeated for the L2 case and the results compared with those in this thesis.
Although fuel balancing constraints improved fuel management for specific cases,
they were also shown to carry the risk of wasting fuel if e was selected too aggressively.
Since selection of E is somewhat arbitrary, a possible improvement is to convert E into
a decision variable in the optimization. If the cost function were then modified to
include a very small penalty on E (relative to the other cost considerations), then
the planner will select the smallest window that does not sacrifice performance in
the other objectives. When given the choice between two plans with identical overall
fuel use and geometry performance, the planner will then automatically choose the
one with the smallest E and hence, the most balanced fuel consumption. This sort
of possibility was observed in Chapter 2, where there was a region that the window
could be tightened without degrading performance in other areas.
Linear Programs easily incorporate upper bounds on actuator performance, and
these constraints were used for the simulations in this thesis. However, minimum
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impulse bits were not considered and are expected to have a notable influence on
AV implementation. Since a minimum impulse constraint is nonconvex, it cannot be
implemented in a pure LP, but the planner could be expanded to use binary variables
to model it.
The SPHERES algorithm for improved AV implementation could also be used
as a starting point for improved velocity estimation. Currently, the global estimator
differentiates the position estimate to compute the satellite's velocity. When burns
are executed, a thruster integration model based on the open-loop case is used for
the initial velocity update. Chapter 4 already showed that the open-loop thruster
model is suspect and does not necessarily provide a very accurate solution. Moreover,
inaccurate velocity estimates are a well known driver of poor trajectory tracking and
high fuel costs. Utilizing the IMU to measure burn performance could potentially
improve the velocity estimate, trajectory tracking and fuel use of the satellites. The
recursive least-squares algorithm derived in this thesis is easy to convert to a batch
processing routine that could process burn IMU data in a single pass during the
estimator update. This estimation process would be independent from the actual
thrust controller itself, enabling its use with any type of thrust controller.
143
144
Appendix A
Digital Filter Overview
The naming convention for Finite Impulse Response (FIR) and Infinite Impulse Re-
sponse (IIR) filters stems from the behavior of the impulse response of each type. An
IIR filter has an impulse response that is nonzero over an infinite length of time. An
FIR filter has an impulse response that goes to zero after a finite duration.
Xk ->Yk
Figure A-1: A basic digital filter.
Figure A-1 illustrates a basic digital filter. At time k, a discrete measurement, in
this case Xk, is input into the filter, and the filter outputs a corresponding filtered
value Yk. The filter receives a new input at every timestep. The transfer function for
a digital filter may be written as
Y(z) bo + biz -1 + b2 z-2 + .. + bNZ -N (A.
Hz) = (z) 1 + az -1 + a2z- 2 + ... + aM -M
The first term in the denominator is typically scaled to be 1, as it turns out to be the
multiplier for the filter output, Yk. The frequency and phase responses of a digital
filter depend on the selection of the remaining b, and am coefficients, as well as the
order of the filter, N. Higher order filters are able to obtain greater attenuation in
the stop band, as well as a narrower transition band. The cost is an increase in the
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required computation. Higher order digital filters also depend on a larger number of
past measurements, and therefore might require more memory (depending on how
the filter is implemented). To use a digital filter in practice, the transfer function
is converted to a linear, constant-coefficient difference equation via the following z-
transform.
Z{ 6k-ko0 } = -ko (A.2)
The signal is sampled at specific instants, and each sample is represented by a coeffi-
cient (the value of the measurement) times the digital delta function. This makes it
very easy to apply the relationship in (A.2); when the inverse transform is applied to
(A.1), it yields the following result for the filter output at the kth timestep.
Yk = boxk + blXk-l + b2xk-2 + - - -+ bNXk-N - alyk-1 - a2k-2 -. .. - aMYk-M (A.3)
That the digital filter output is simply a combination of previous measurements
and outputs makes it ideal for use with a computer. The output of an FIR filter
depends only on the previous measurements, not on any previous filter outputs. In
other words, all of the a coefficients in (A.1) are 0. In an IIR filter, the output depends
on both the previous measurements, as well as the previous outputs. This added
complexity allows lower order IIR filters to deliver performance that is comparable
to higher order FIR filters. This is an attractive quality as it is possible to get better
filtering for each CPU cycle, and any embedded filter must run fast enough to operate
in real time. Also, infinite impulse response filters derive from analog counterparts,
such as Chebyshev or Butterworth filters. These filters may be converted to to the
digital domain via a bilinear transformation, and the result is a digital IIR filter.
However, IIR filters have several disadvantages when compared with FIR filters.
The phase response is nonlinear, which can lead to difficulties when the output of
several filtered signals must be synchronized. Conversely, FIR filters are linear phase
filters, so this is not a problem for them. Because an IIR filter uses feedback (through
the a coefficients), they also have the potential to go unstable. An FIR filter depends
only on the last N inputs, and therefore does not go unstable (it has no poles). A
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related issue is the sensitivity of an IIR filter to numerical quantization. For IIR filters
higher than about 2nd or 3rd order, rounding errors in the coefficients can drastically
alter filter performance, in some cases even leading to instability [89]. This type
of instability was actually observed while evaluating filter code on the SPHERES
hardware. The instability problem can be handled by constructing high-order IIR
filters as cascading combinations of 1st and 2nd order IIR filters, but this creates a
more complicated structure.
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