ABSTRACT Epilepsy is a chronic disorder that causes unprovoked, recurrent sudden abnormal reactions of the brain. Characterizing electroencephalogram (EEG) signals of the patient is an effective way for the early prediction of epileptic seizures. In this paper, a new method called the entropy of visibility heights of hierarchical neighbors (EVHHN) is proposed to detect seizures from the EEG signals. First, the visibility relationships of three nearest neighbors are determined by a visibility criterion. Then, we compute the visibility heights of three nearest neighbors for each data point. Next, the four different kinds of entropy associated with neighbor visibility states are calculated to characterize the EEG signals and finally these features are validated by LS-SVM classifiers. In the experiment, the normal and ictal EEG signals are classified with the accuracy of 99.6%, meanwhile, the interictal and ictal EEG signals are distinguished with the accuracy of 98.35%, which proves the effectiveness of our proposed method. Notably, the computational time of extracting features for each set is 1.751 s, which is largely reduced compared with other weighted visibility graph-based methods. In conclusion, the EVHHN can potentially be an effective method for characterizing complicated EEG signals and real-time detection of epileptic seizures. Epilepsy, electroencephalogram (EEG), entropy, visibility height, hierarchical neighbors.
I. INTRODUCTION
Epilepsy, the fourth most common neurological disorder, affects over 50 million people around the world and can cause unpredictable body convulsion or seizures. These seizures can cause movement disturbances, loss of consciousness and memory or mental function [1] . The electroencephalogram (EEG) is commonly used as a convenient and inexpensive tool for diagnosis of neurological disorders including epileptic seizures. However, traditional diagnosis of epilepsy based on visual inspection of long-duration EEG signals is a time-consuming and tedious task. Hence, there is an ever-increasing requirement of fast, accurate and automatic EEG classification techniques.
In recent time, EEG-based automatic detection of epileptic seizures has been extensively studied in literature and a vast amount of methodologies have been developed. These methodologies can be generally classified into three categories, i.e., time-domain and frequency-domain, joint timefrequency domain and non-stationary signal decomposition, nonlinear signal analysis methods based on the various feature extraction techniques [2] .
In the time-domain based approaches, discriminating features (e.g., amplitude, shape and duration) can be directly obtained from EEG signals. The energy and prediction error energy extracted from the fractional linear prediction have been suggested as features for classification of ictal and seizure-free EEG signals [3] . 1D-local binary pattern (LBP) based feature extraction has been developed for automated diagnosis of epilepsy [1] . In another work, the LBPs have been computed based on key points at multiple scales in EEG signals for epileptic seizure detection [2] . In the frequency domain, the power spectrum density has been used a feature to differentiate the healthy and ictal EEG signals [4] . Srinivasan et al. employed frequency-domain as well as timedomain features to detect epileptic seizures and obtained a promising result [5] .
In the joint time-frequency domain based techniques, various methods of time-frequency analysis such as short time Fourier transform (STFT) [6] , discrete wavelet transform (DWT) [7] , continuous wavelet transform (CWT) [8] and dual-tree complex wavelet transform (DTCWT) [9] have been extensively studied in literature.
Recently, Sharma et al. [10] developed a novel automatic approach to detect seizures using the fractal dimension (FD) of subbands obtained by using analytic time-frequency flexible wavelet transform (ATFFWT) decomposition of EEG signals. In another work, a newly technique based on tunable-Q wavelet transform and fractal dimension has been presented for epileptic seizure detection [11] . In the domain of non-stationary signal decomposition, many methods have been developed based on the empirical mode decomposition (EMD) which can be used to decompose EEG signals into amplitude and frequency modulated components namely intrinsic mode functions (IMFs). In literature, various discriminatory features have been extracted from the IMFs for detection and classification of epileptic seizures in EEG signals. For example, Coefficient of variation and fluctuation index of IMFs [12] , amplitude modulation (AM) and frequency modulation (FM) bandwidths of IMFs [13] and features based on 2D and 3D phase space representations (PSRs) of IMFs [14] have been found clinically fruitful.
In the domain of nonlinear analysis based approaches, several nonlinear parameters such as Lyapunov exponent, Hurst exponent [15] , recurrence quantification analysis parameters [16] , moments and cumulants of third and higher order spectra [17] , approximate entropy [18] and Lempel-Ziv complexity [19] have been found to be promising in diagnosis of epilepsy.
Visibility graph (VG) is a recently developed complex network construction technique that has proven to be quite effective for a wide range of time series analysis tasks including multiphase flow pattern identification [20] . It has been widely used as it provides a simple transformation of time series into a network and then various statistical properties of the network can be utilized to distinguish different behaviors underlying the time series. Despite these obvious advantages, there are little works available in literature for analysis of nonlinear and non-stationary EEG signals. Recently, some researchers have used VG-based methods for analysis of biomedical signals such as EEG and electrocardiogram (ECG) and obtained promising results [21] , [22] . For example, Tang et al. proposed a new method for epileptic seizure detection using the VG of high-frequency EEG signals and showed that the VG-based approach outperforms the simple entropy method [23] . Different visibility graphs (VGs) including traditional VG, horizontal VG (HVG) and difference VG (DVG) have been utilized to characterize different EEG seizure patterns for generalized seizure detection [24] . The statistical features of mean degree and degree distribution extracted from the VG are employed to discriminate the healthy, interictal and ictal EEGs [25] .
However, these VG-based approaches have a common limitation: they did not consider an important fact that the strengths of links between the nodes are different in most of real systems. Although the traditional VG-based algorithms consider the visibility relationship between two points (nodes), the description of relationship is too simple. That is, if the two points can be visible, the corresponding weight of the link is set to 1. Obviously, this rough correlation description is insensitive to subtle changes of EEG signals, and therefore has a certain impact on the classification accuracy of different groups of EEG signals.
Addressing the limitation of the existing VG-based methods, several improved algorithms have been developed. For example, Zhu et al. [26] presented a improved form of VG, namely, weighted horizontal visibility graph (WHVG) for seizure detection. However, they did not specify the criteria for setting the weights of the links. More recently, Supriya et al. [27] proposed a new WVG method in which the weight of the link is determined by mean of radian function. They used modularity and the average weighted degree extracted from the WVG as the discriminating features for classification of epileptic EEG signals. In another work, Mohammadpoory et al. [28] investigated other graph properties of the WVG to improve classification accuracy of EEG signals. Despite these contributions, the performance of EEG signal classification still needs to be further improved. In addition, all existing VG-based and WVG-based methods have a problem of high computational complexity because they should compute the visibility states of all neighbors underlying assumption that all neighbors of the point are equally important. However, in general, the closer the point is, the more important it is.
Considering the aforementioned limitations of existing VG-based and WVG-based approaches, we proposed a novel EVHHN algorithm for identification of epileptic EEG signals. Major contributions of this paper can be summarized as follows: Firstly, we introduced a new way of weight assigning i.e., measuring the visibility height (VH) of the neighbor point, and these weights are very sensitive to the subtle changes in EEG signals. Secondly, in order to greatly reduce the computational complexity of the algorithm, we only consider three important neighbors' visibility states. Based on the VH distributions of three hierarchical neighbors four different types of entropies are extracted from our proposed WVG network as discriminating features for detection and classification of epileptic seizures in EEG signals. Finally, classification performance has been evaluated using four popular classifiers namely, least squares support vector machine (LS-SVM), support vector machine (SVM), k-nearest neighbor (KNN) and random forest (RF). The rest of this paper is structured as follows. Section 2 presents the dataset we used and our proposed method for epileptic seizures detection. Section 3 presents the experiments and discussion of results. Section 4 provides the conclusion of our work.
II. METHODOLOGY A. DATASET
The EEG dataset used in this study has been widely used in epileptic diagnosis and algorithm analysis [7] , [29] , [30] . The dataset consists of five sets namely A, B, C, D and E, each containing 100 single-channel EEG signals lasting for 23.6 seconds. Each signal has 4097 samples with 173.61 Hz sampling rate. To remove noise and artifacts, the EEG signals were preprocessed through a bandpass filter with 0.53 Hz and 40 Hz low and high cutoff frequencies, respectively. Segments of sets A and B are acquired from surface EEG recordings of five healthy volunteers with eyes open and close respectively, while sets C, D and E are taken from five different epileptic patients. Segments belong to set C and D are collected during seizure free intervals. Set C originated from hippocampal formation of the opposite hemisphere of the brain, while set D is recorded from within epileptogenic zone. The segments in set E are collected during seizure activity within epileptogenic zone. Sets A and B have been acquired extracranially using standard electrode placement method, whereas sets C, D and E have been recorded intracranially. Therefore, set (A,B), (C,D) and E are defined as normal, interictal and ictal data respectively. Fig. 1 depicts the sample of EEG signals for each of five sets.
B. DEFINITION OF VISIBILITY HEIGHT
The proposed EVHHN is the extension of the VG method. Unlike using 1 and 0 to describe the relationship of two points, we compute the visibility height to accurately characterize their relationship. The visibility height refers to the visible height of neighbor bar seen from the top of the considered bar, as shown in Fig. 2 . Note that the observation direction is unidirectional (from left to right). In particular, the visibility height between two adjacent points is the height of the right bar. However, when computing the visibility height between two non-adjacent points, we should consider the obstructing effect of intermediate bars. Specific steps are as follows and the block diagram of the algorithm is shown in Fig. 3: 1).
Step 1: the EEG signals are sampled twice every two data, then plotting the values of the sampled EEG signals by using vertical bars (take the first 10 values as an example in the Fig.1 ). Three closest bars of the considered bar are defined as neighbor-1, 2 and 3.
2).
Step 2: two data values are connected if visibility criteria satisfies, in other words, if there is a line connecting the series data and is not intersected by any intermediate data height, the visibility exists between the corresponding data [31] . More formally, the visibility criteria is given as follow:
where (t i , y i ), (t j , y j ) represent two arbitrary data values, (t m , y m ) represents any other data placed between them, i = 1, 2, . . . , n, j = i + 1, i + 2, i + 3.
3).
Step 3: calculate the visibility height between the considered data that satisfy visibility criteria. Specifically, for the data (t i , y i ), the visibility height for neighbor-1 is the height of neighbor-1. Next, we consider the neighbor-2. Firstly, determine whether the vertex of neighbor-2 is visible. If not, the visibility height for neighbor-2 is zero as shown in Fig. 2(a) . If visible, search from the top c to the lowest visible point d. The corresponding visibility height is the length of c-d as shown in Fig. 2(b) . Finally, similar to the neighbor-2, the visibility height between the data (t i , y i ) and neighbor-3 is the length of e-f .
C. FEATURE EXTRACTION
It is very important to employ feature extraction to reduce the data dimension and classify EEG signals. We obtain the visibility heights of three neighbors for all points. Obviously, the amount of visibility states is very large and not convenient for the next classification process. Therefore, we extract four different kinds of entropy, i.e., Evh-1, Evh-2, Evh-3 and Sevh2-3 (subtraction of Evh-2 and Evh-3) to reduce the data dimension. The general entropy is calculated as follows:
where Evh-l represents the entropy of visibility heights for the neighbor l, (l = 1, 2, 3), len l k is the k-th height of neighbor l, num(len l k ) indicates the number of len l k , N is the total number of quantitative visibility heights, p l k (len l k ) is the probability of len l k .
D. CLASSIFICATION
There are many classifiers available in the literature for classification of different subsets of EEG signals. Among these classifiers, support vector machine (SVM), least squares support vector machine (LS-SVM), K nearest neighbor (KNN) and random forest (RF) are frequently employed for identification of epileptic EEG signals.
1) SUPPORT VECTOR MACHINE
The support vector machine (SVM) is a good supervised learning method, which can be used to classify the features. In SVM, a best hyperplane that maximizes the distance of divided examples is detected. New input data are predicted to one or the other of two classes based on which side of the hyperplane they fall. The advantage of SVM is that the kernel function is used to map the data to a higher-dimensional space, so that the nonlinearly separable examples become linearly separable and can be easily identified. The most popular kernel function is the radial basis function(RBF). In this paper, the soft margin SVM classifier with the RBF is used to identify the different EEG signals [32] . Given a set of labeled training examples:
The goal is to find a vector ω and a scalar m to make the following inequality true for all examples of the training set [33] :
Consider the case in which the training data are not linearly separable. In this case, one may try to divide the data set with the least error rate [33] . This is the soft-margin SVM, and the inequality turns to:
where ξ i denotes non-negative variables, one can change the value until finds the best classification results.
In contrast, the LS-SVM [34] shows a faster and better performance on classifying biomedical signals including EEG signals.
The detailed procedures of SVM can be found in [33] .
2) K NEAREST NEIGHBOR
K nearest neighbor (KNN) [35] classifier is a simple and effective tool in machine learning. The basic idea of the K nearest neighbor is that the sample belongs to the class that the majority of the K most similar samples in the feature space (i.e., the nearest neighbors in the feature space) belong to. There are several metrics to define distance in the KNN, such as Euclidean distance D E and Manhattan distance D M , which are defined as:
where s = (s 1,1 , s 1,2 ), (s 2,1 , s 2,2 ), . . . , (s n,1 , s n,2 ) denotes the samples in the training set. t = (t 1 , t 2 ) is the test sample.
3) RANDOM FOREST
Random forest (RF) [36] is a kind of ensemble learning. It builds a forest based on decision tree that are generated using random vector sampled from the input independently. After getting the forest, when a new input sample enters, each decision tree in the forest make a separate judgment to vote for the class that the sample should belong to, then the most popular voted class is selected for the final classification.
To train each decision tree in the forest, the input are first divided into N (where N equals to the number of decision trees) subsets. Bootstrap is the most common used method for this procedure.
III. EXPERIMENTS AND RESULTS
The EEG dataset used in our experiments was collected by the epilepsy center of the University of Bonn, Germany [30] .
In the experiment, we conducted two types of experiments, one is the classification of normal and ictal states, and the other is the classification of interictal and ictal state. The former contains Set A versus Set E and Sets A, B versus Set E. The latter is composed of Set C versus Set E and Sets C, D versus Set E. In experiment, each segment of sets A, B, C, D and E is plotted by vertical bars. The visibility relationship of the present bar and any three neighbor bars is determined based on visibility criteria. If the visibility criteria is satisfied, the visibility height between the two bars is calculated. Then, the four different kinds of entropy (Evh-1, Evh-2, Evh-3 and Sevh2-3) are computed as classification features.
The results of experiment 1 and 2 are shown in Fig. 4 (a) and Fig. 4(b) respectively. It can be seen that the joint distributions of Evh-1 and Evh-2 enable to identify between healthy volunteers (set A) and epilepsy patients (set E). However, one sample of set E is mixed into set B using the features of Evh-1 and Evh-2. To quantitatively evaluate the performance of our method, the features of Evh-1 and Evh-2 are fed into the classifiers. The ten-fold cross-validation are employed to estimate the effectiveness of the classifier. To implement a ten-fold cross-validation, all the samples are first divided into ten subsets with equal length: nine subsets are used for training and the remaining one for testing. After ten iterations, we obtain a single 10-fold cross-validation classification accuracy. In order to reduce the bias caused by randomly dividing data sets in cross validation, we carried out validation procedure 10 times independently and took the average of 10 times results as the final classification accuracy.
The classification accuracy (CA), sensitivity (SE) and specificity (SP) are employed to assess our classification performance, which are defined as: where tp denotes correctly classified non-seizure EEG, tn is correctly classified seizure EEG, fp indicates falsely classified non-seizure EEG, fn denotes falsely classified seizure EEG. Consequently, the best classification results of experiment 1 are CA = 100%, SE = 100%, SP = 100% and the best results for experiment 2 are CA = 99.67%, SE = 100%, SP = 99%.
In experiment 3 and 4, the joint distributions of Evh-2 and Evh-3 are shown in Fig. 4(c) and Fig. 4(d) . Generally, the two features of Evh-2, Evh-3 can roughly distinguish interictal and ictal states from normal state. Moreover, we add the Sevh2-3 (subtraction of Evh-2 and Evh-3) as the third feature to generate three-dimensional features and then employ the classifier to classify different states of EEG signals. The best results of experiment 3 are CA = 98.50%, SE = 99%, SP = 98% and the best results of experiment 4 are CA = 98.35%, SE = 97.80%, SP = 99%. Table 1 shows the results of the classification using different classifiers. Table 2 shows some classification results with different methods in the literature using the same EEG dataset. Obviously, our proposed method outperform most of state-of-theart methods.
The computational time of extracting the features is an important point for real-time epileptic seizure detection. The Table 3 shows the average time spent on computing the features used in three WVG-based approaches. All algorithms were run on a 2.8 GHz intel core i7 CPU processor machine with 8GB RAM and operating system was Windows 10 and 64bits. It can be seen that compared with two recently developed WVG-based methods [27] , [28] , the computational complexity of our proposed method is reduced significantly. More specifically, the computational time of extracting the features used in the proposed method is 1.751s. In contrast, the computational times used in other two WVG-based methods [27] , [28] are 41.13s and 39.48s respectively. 
IV. CONCLUSION
In order to achieve the purpose of accurately predicting epileptic seizures, this paper fully considers the visibility states of three nearest neighbors for each data point. Therefore, we propose a novel method called the entropy of visibility heights of hierarchical neighbors (EVHHN). The basic procedures includes four parts: Firstly, the visibility relationships of three nearest neighbors are determined by a visibility criterion. Then we compute the visibility height if the two points satisfy the visibility criterion. Next, four different kinds of entropy are calculated to characterize the EEG signals and finally these features are classified by employing popular machine learning methods. The experimental results show that the EVHHN yield a classification accuracy of 99.6% in distinguishing normal and ictal EEG signals. Moreover, the classification performance for interictal and ictal EEG signals is 98.35%. In addition, the computational time of extracting features is much lower than other VG based method, which is key to online detection of seizures. Therefore, the present approach has high medical application value. In the future work, more database are required to further demonstrate the potential power of our method. We are also aiming to apply this method to some other brain diseases that can be identified by EEG signals like epilepsy disorder, such as Alzheimer's disease and autism.
