Automated photo tagging has established itself as one of the most compelling applications of deep learning. While deep convolutional neural networks have repeatedly demonstrated top performance on standard datasets for classification, there are a number of often overlooked but important considerations when deploying this technology in a real-world scenario. In this paper, we present our efforts in developing a large-scale photo tagging system for Flickr photo search. We discuss topics including how to 1) select the tags that matter most to our users; 2) develop lightweight, highperformance models for tag prediction; and 3) leverage the power of large amounts of noisy data for training. Our results demonstrate that, for real-world datasets, training exclusively with this noisy data yields performance on par with the standard paradigm of first pre-training on clean data and then fine-tuning. In addition, we observe that the models trained with user-generated data can yield better fine-tuning results when a small amount of clean data is available. As such, we advocate for the approach of harnessing user-generated data in large-scale systems.
INTRODUCTION
Photos play a central role in our lives. On a daily basis, we pick up our phones, open the camera, and take photos. In turn, searching our personal photos has become one of the most compelling consumer applications of deep learning. Our aim is to develop powerful image recognition models that can be used to power features like search or recommendations in consumer photography products like Flickr.
With deep neural networks being the de facto choice for image classification [21] , training models with thousands of classes and * Authors contributed equally Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. millions of parameters currently relies on access to large datasets of annotated images, most commonly ImageNet [3] , a crowdsourced dataset of 14 million images crawled from web search using WordNet [24] synsets. ImageNet revolutionized the computer vision and deep learning fields, and still remains the largest public annotated dataset to date. However, such a dataset is not well suited to building models that can be deployed in consumer products such as Flickr. Users' interests span a larger variety of concepts, many of which are not part of ImageNet or even WordNet, while at the same time ImageNet is strongly biased towards photos where a single object appears in the center.
Moreover, given the non-negligible cost and latency, increasing the size of crowdsourced datasets is not easy. On the other end, the Yahoo Flickr Creative Commons 100M (YFCC) dataset [34] has a much larger size but only contains user-generated annotations. Though not necessarily accurate, these annotations are numerous and more directly reflect the users' interests.
In this paper, we argue that it is possible to train better models from scratch, without any other source of "clean" data. To do so we use the annotations provided by our users via the photo titles, tags, and descriptions. This results in a simpler workflow than the standard paradigm of pre-training on a clean corpus (e.g., ImageNet) and then fine-tuning for the specific classification task [6] . This is especially the case when developing novel neural network architectures, and we present a fast, lightweight architecture, YFNet, developed with this workflow in mind. We also observe that the YFNet models trained with user-generated content can yield better fine-tuning results when a small amount of clean data is available-an added benefit to utilizing this type of data.
We believe these are important results as deep learning is applied to new domains where large manually labeled datasets may not be available or allowed to be used for commercial purposes. Related to this, we believe it is important to gain insights into the practical impact of label noise. Our main contributions are as follow:
• We show that it is possible to train competitive models without access to "clean", crowdsourced labels and by relying exclusively on user-generated content.
• We propose a low-computation neural network architecture that is suitable for large-scale deployment.
• We present a principled method to select concepts for which to train classifiers.
• We propose a more realistic benchmark for the task of training models from noisy data.
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• We propose a method with a human in the loop to calibrate the classifier scores, which is critical when deploying such models in consumer photography products such as Flickr.
The paper is organized as follows. In Section 2 we discuss related work in large-scale image classification. In Section 3 we detail our tag selection procedure and introduce the datasets used for model selection and evaluation. We provide a description of the model architecture in Section 4 and present experimental results in Section 5. In Section 6 we discuss practical considerations related to deployment and we conclude and give future directions in Section 7.
RELATED WORK
With the growing popularity of multimedia sharing apps such as Flickr, Google Photos, and Apple Photos, there has been an increased interest in large-scale image classification and tag prediction. Progress has largely been fueled by ImageNet [3] , which has provided a public benchmark for training and evaluating deep CNN architectures. Starting with Krizhevsky et al. in [21] , there has been a significant effort to develop novel architectures that yield increasingly better performance on the ImageNet large-scale classification task [13, 29, 32] .
In real-world applications, speed and memory footprint are often important considerations and as a result there has been notable interest in developing powerful yet lightweight CNN architectures. One common approach is to constrain the network to have lowprecision or even binary weights, such as in [28] or [2] . Another, adopted in this paper, is to "compress" a larger model to a smaller one using a series of transformations. Iandola et al. in [15] , for example, employ a series of architectural design strategies (such as filter substitutions) to yield a well-performing CNN with dramatically reduced computational complexity. Similarly, Han et al. in [9] reduce the number of parameters in several state-of-the-art neural networks by pruning. He and Sun in [10] in turn demonstrate approaches to modify a baseline model while preserving its time complexity, resulting in an architecture 20% faster than AlexNet but with competitive ImageNet accuracy.
The other main challenge of tag prediction in the wild is the large amount of noise present in user annotations, which has been addressed in varying ways. One is to explicitly model the noise, as done in [17, 25, 30, 39] . Typically the label noise is modeled as a simple flip or swap. In contrast, in [25] and [17] , the authors model noise from missing, but visually present labels by introducing a latent variable to capture labeled concepts separate from present ones. Veit et al. in [35] learn a more complex noise model by training a parallel "label cleaning network" that leverages examples with both noisy labels and human verified ones. Rather than use an explicit noise model, Denton et al. in [4] use the WARP loss [37] to produce a set of embedding models for tag prediction. They are also able to show improved results by incorporating user metadata into the embedding process. Wu et al. in [38] use a similar pairwise ranking loss to handle weakly labeled images and a triplet similarity loss for unlabeled images. And most similar to our work, Joulin et al. in [18] train models on a large collection of images and their associated titles and captions. The authors use the penultimate layer of their models as a feature representation that yields competitive results on a number of tasks. Beyond leading to powerful image representations, we show in this paper that the user annotations can be used to train large-scale image classifiers that are useful in practical consumer photography applications.
DATASETS & TAG SELECTION 3.1 Datasets
At the heart of the success of deep neural networks for image classification is the availability of large datasets of annotated photos such as the ImageNet corpus [3] . Indeed, progress in deep learning and image recognition has been primarily driven by performance on the ImageNet benchmark. In recent years, performance on this benchmark has arguably matched that of humans [12] , leading to the perception of image recognition as a solved problem. However, ImageNet was created using web search queries and mostly features iconic images for each class. Hence, it does not adequately capture the domain of consumer photos where the composition is typically more complex with multiple objects appearing jointly. In addition, the list of classes was picked from the WordNet hierarchy [24] and does not necessarily reflect what people care to find in their photos. As such, models performing well on ImageNet cannot be applied directly to consumer photography problems such as search or assisted tagging.
In contrast, datasets such as NUS-WIDE [1] , COCO [22] , Visual Genome (VG) [20] , and Open Images [19] are primarily crawled from Flickr and are therefore well adapted to the consumer photography domain. NUS-WIDE is a common benchmark for multilabel classification systems as images typically contain multiple tags [8] . COCO additionally provides location information of the objects pictured and serves as a popular benchmark for object detection [7] and segmentation systems [27] . The more recent VG contains richer annotations such as object relationships. The largest of these datasets, Open Images, contains ∼9M Flickr Creative Commons images with the majority of labels provided by a pre-trained Inception-v3 model [33] . One undesirable effect of this labeling approach is that models trained on this dataset have a dependency on the training dataset for the Inception-v3 "labeler", which is not known. Of the datasets most related to our desired use-case, COCO and NUS-WIDE are rather small both in terms of number of images (a few hundred thousand) and number of tags (around a hundred). State-of-the art performance on these datasets is obtained by finetuning a deep neural network that was pre-trained on ImageNet. Hence, good performance relies on access to a larger labeled dataset. More importantly, the list of concepts in these datasets is ad-hoc and a small subset of what people are interested in identifying in their photos.
As such, we argue that the dataset best suited for training models designed with consumer photography applications in mind is the Yahoo Flickr Creative Commons 100M Dataset [34] (YFCC) dataset. It is one of the largest public multimedia datasets ever released, has statistics that are similar to general Flickr photos, and can be used for research. Annotations are provided by Flickr users in the form of photo titles, tags, and descriptions. Although there is a significant amount of noise in this data, the annotations are extensive and cover thousands of concepts. Recent work has shown that YFCC can be used to train image classifiers using a model
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Thematic Workshops'17, Oct. 23-27, 2017, Mountain View, CA, USA pre-trained on ImageNet [17] , as well as to develop a powerful image representation without access to any additional source of accurately annotated data [18] . In this paper we combine these two contributions and show that we can train powerful image classifiers from the noisy annotations directly. Moreover, COCO and VG are built using Flickr Creative Commons photos and have a large overlap with YFCC. Hence, we can use COCO and VG as test sets to accurately measure the performance of our classifiers. We can also measure the impact of training with noisy annotations by comparing with models that have been trained on COCO and VG. See Section 5 for a discussion of the results. Table 1 presents example images for five tags from the four datasets considered in this work: ImageNet, YFCC, VG, and COCO. From the examples we do see that ImageNet concepts tend to be larger and centrally biased within the images. The size and location of concepts in the other datasets can vary significantly, for example in the case of the COCO "cup" and VG "mouse" images, respectively. The noise in the YFCC annotations is also evident, as shown it its "cup" and "mouse" examples.
Tag selection
In order to determine which tags our models ought to predict, we need to understand what users are interested in searching or tagging in their photos. The standard paradigm in web search is to leverage click logs to determine the most important queries. We argue that such data is currently of limited value for personal search. Indeed, the ability to search one's photos using computer vision has only recently been implemented in consumer products such as Flickr, Google Photos, or Apple Photos, and awareness of the feature remains limited.
We propose to use Flickr tags as a proxy for personal photo search query logs. By making the assumption that a user tags a photo in order to have the ability for her and others to retrieve it at a later time using search, we can think of a (photo, tag) pair as a (query, click) pair. Hence we can leverage hundreds of millions of tags Flickr users have created over the last decade. We use YFCC to determine the list of top tags for which we will train classifiers. We use Creative Commons photos as their statistics are similar to general Flickr photos and they can easily be used for research. Table 2 shows the tags that appear in most photos as well as the tags that have been used by the most users. We observe that the tags that appear in the most photos (Table 2a) are not necessarily relevant to train image classifiers. This is in part an artifact of thirdparty applications uploading to Flickr-such as Instagram-that apply the tags "square" or "iphoneography" to every photo. Other frequent tags such as "2010" can be easily obtained using photo EXIF data. When ranking using the number of users who have used the tag at least once (Table 2b) , the top tags are more relevant. As such, we manually reviewed the top 10,000 tags and excluded tags in the following categories: Numbers: A tag such as "2014" can easily be recovered using the photo EXIF data. Location: Most photos nowadays are taken using mobile phone cameras and have GPS information available. Although it is an interesting and active research problem to determine the location of a photo given only the pixels [5, 40] , we believe location is better addressed in the context of also having geo information available and is beyond the scope of this paper. Non-english: We do not want to train redundant classifiers for "dog" and "chien". We think it is preferable to address internationalization as a separate system where a query in a different language can be mapped to our existing set of classifiers. "Sensitive" tags: Certain tags have a highly asymmetric miss/falsealarm cost for users (e.g., "old" or "fat") and a set of these tags was manually identified and excluded.
Our final concept vocabulary contains 4,562 tags and is publicly available on arXiv.
MODEL ARCHITECTURE
Though the trend in the computer vision community has been to use deeper and more complex models to improve performance on ImageNet [14, 29, 32] , computational complexity and model size often make these models impractical for industrial applications. Hence we propose an architecture that is computationally much cheaper at inference time (less than 900M multiply-adds) than stateof-the-art models while remaining competitive on the ImageNet benchmark. Although we are ultimately interested in optimizing performance in the consumer photography domain, we use ImageNet when searching for low-complexity architectures. The large body of work on this dataset makes it easier to understand the impact of our design choices and benchmark our results against well-known architectures.
Constrained Time Cost (CTC) model
We draw inspiration from the layer replacement strategy used by He and Sun in [10] . The authors start with an initial architecture that is similar to AlexNet [21] with two differences: 1) they use a spatial pyramid pooling (SPP) layer [11] after the last convolutional layer instead of max pooling; and 2) the filter size for the first convolutional layer is 7 × 7 instead of 11 × 11. By substituting layers with large filters (e.g., 5 × 5) with a cascade of layers with smaller filters (e.g., 3 × 3) performance improves while preserving the computational complexity. Our resulting architectures are presented in Table 3 .
Deeper YFNet model
In an effort to improve upon the CTC models, we started with a deeper initial model, dubbed "YFNet" (Yahoo-Flickr Network). As larger filters (e.g., 5 × 5) can be replaced with a cascade of smaller filters [10, 33] , our initial model, YFNet-A, consists solely of 3 × 3 convolutions other than the 7 × 7 convolution in the first layer. For YFNet-A we replaced a 5 × 5 convolutional layer in CTC-A with two 3 × 3 layers in Stage-2 and also added three 3 × 3 layers in Stage-4. Details of the model are provided in Table 3 . Adding a fourth stage makes YFNet-A computationally more expensive (1117M operations) compared to the baseline CTC-J model (901M operations).
To compensate for this added complexity we factored 3 × 3 filters into a 3 × 1 convolution followed by a 1 × 3 convolution as in [33] . This reduces complexity by 33% while substituting with two 2 × 2 convolution layers only saves 11%. Interestingly, this approach also improved performance as shown with models YFNet-B, C and D in Table 4 . Compared to CTC-J, YFNet-D is deeper and computationally less complex (877M vs 901M operations) while still achieving ∼3% higher top-1 accuracy on ImageNet.
In Table 4 we compare the performance of our models with other state-of-the-art architectures. We see that YFNet-D significantly outperforms AlexNet for approximately the same computational cost. Although top-1 accuracy is lower than Inception-v3 [33] and InceptionResNet-v2 [31] , our model is ∼5.5x and ∼14.8x faster, respectively, in terms of operations. Table 3 : Configurations of the CTC and YFNet models. The notation (s, n) represents the filter size and the number of filters. "/ 2 " represents stride = 2 (default 1). "×k " means the same layer configuration is applied k times (not sharing weights). "+" means another layer is followed. The "+m/ m " notation refers to a pooling layer. All convolutional layers are with batchnorm and ReLU. The feature map sizes of stages 2, 3, and 4 are 36 × 36, 18 × 18, and 6 × 6, respectively. 
Training methodology
We used the open-source TensorFlowOnSpark infrastructure 1 for training/testing our models. In our experiments we used one executor with all 8 GPUs to train a model while training multiple models in parallel on different executors. Data Augmentation: For training and testing, a 221x221 image was randomly cropped from a rescaled 256x256 image. During training, 10 views were cropped from the center, the four corners, and their flipped versions. For testing only the center crop was used. Settings: Unless otherwise stated, we used a mini-batch size of 256 and started with a learning rate of 0.01 which we decreased by a factor of 10 every 20 epochs. We trained the network for 90 epochs. The weight decay was set to 0.0005 and momentum 0.9. We added a batch normalization layer [16] after each convolutional and fully-connected layer and used dropout in fully-connected layers with dropout ratio of 0.2. The spatial pyramid pooling (SPP) connected to the last convolutional layer has 4 levels: 6 × 6, 3 × 3, 2 × 2, and 1 × 1, totaling 50 bins. The four levels are concatenated before feeding to the fully-connected layer.
RESULTS

YFCC tag prediction
As mentioned in Section 2, there are many recent works that have dealt with training from noisy labels. These efforts, however, usually model label noise unrealistically, e.g., through simple label flips or the existence of outlier images. In our own analyses, we have observed that the most common source of noise in user-generated data is, in fact, missing labels. For our YFCC models, we simply trained using a randomized softmax that has been shown to perform well for multilabel classification [18] . That is, for a given training image, we randomly selected a single target tag from among the set of positive tags. As the average number of tags per image in this dataset (∼1.07 tags/image) is small relative to the total number of tags, the effect of this randomization was anticipated to be negligible. In order to study the impact of dataset size, we generated datasets with k ∈ {1000, 2000, 4000} samples per tag. The k samples per tag were selected by taking the top scoring photos using a linear combination of the tf-idf matches between the tag and the photo's title, description, and tags. Images belonging to COCO or VG were excluded.
We evaluated our models on two manually annotated data-sets: COCO and VG. We used the COCO validation set for testing, which contains 80 concepts, 67 of which overlap with our selected concepts from YFCC. In the case of VG, we used a subset of the overall corpus obtained by first selecting as concepts all objects that appear more than 80 times and cover more than 2.5% area in the image. This resulted in 1432 concepts, 903 of which overlap with our YFCC ones. The images associated with these concepts are then partitioned into a training set for fine-tuning experiments and a validation set for testing. The training set consists of ∼88k images and the validation set ∼17k images. We note that the 903 concepts on which we report results in this paper could further be increased by a few hundred concepts if attributes are considered in addition to objects. Although this is a fraction of the tags we actually predict, it does give us the ability to report more accurate results.
In Table 5 we show the COCO and VG mean average precision (mAP) scores for models pre-trained on ImageNet and trained from scratch on YFCC data. For YFCC models pre-trained on ImageNet, training started with a learning rate of 0.001 and decreased by a factor of 10 every 10 epochs. When training from scratch with YFCC data, we started with a learning rate of 0.01 and also decreased it by factor of 10 every 10 epochs. The pre-trained and randomlyinitialized models were trained for a total of 25 and 35 epochs, respectively. The table headings "COCO67" and "VG903" reflect the 67 and 903 tag overlap between YFCC and the two respective evaluation datasets. We observe that, as with the ImageNet dataset, YFNet-D significantly outperforms CTC-J, with a 13% minimum relative improvement for COCO and a 26% minimum relative improvement for VG. Regarding the notable difference in mAP scores between COCO and VG, we have observed that many images in VG are not exhaustively labeled which has in part contributed to the lower scores on that dataset. As expected, performance improves with the number of training examples, further validating the importance of data in training deep neural networks. More interestingly, the performance is similar for a model trained from a random initialization and a model pre-trained on ImageNet. This is particularly true for the larger training datasets and demonstrates that it is indeed possible to train competitive image recognition models without access to "clean", crowdsourced data. Table 5 : Results on COCO67 and VG903 datasets. We used 25 epochs for fine-tuning and 35 epochs for training from scatch.
Name
COCO and VG tag prediction
In addition to assessing the performance of our YFCC model for tag prediction on its own, we investigated its ability to serve as a pre-trained model when a small amount of clean data is available for fine-tuning. Table 6 presents results for COCO data and Table 7 presents results for VG. We adopt the same convention where the number following the dataset abbreviation refers to the number of tags under evaluation. For these fine-tuning experiments we used a learning rate of 0.1 and trained on COCO and VG for 70 and 60 epochs, respectively. For COCO, the ImageNet and YFCC pre-trained models achieve parity performance when the latter is trained with 2,000 examples per tag. For VG, it is the model pre-trained with 1,000 YFCC examples per tag that yields performance on par with the ImageNet pre-trained model. Furthermore, as we increase the amount of training data, these YFCC pre-trained models outperform the ImageNet one. In particular, the YFNet-D model pre-trained with the YFCC-4K data yields a 5% relative improvement for the full VG dataset and 6.5% relative improvement for the 903 tag overlap with our YFCC tags. For COCO the improvement when using the YFCC-4K data is not as evident, which may be due to the many fewer tags in that corpus. Table 8 presents example top-5 predictions for the best-performing YFNet-D models on COCO and VG, respectively.
Our observations are similar to the transfer learning results in [18] . The authors show on the Pascal VOC benchmark that finetuning from YFCC improves performance over models that were pre-trained on ImageNet for the AlexNet architecture. However they find the opposite for the GoogleNet architecture. For both COCO and VG we also examined the performance of the Inceptionv2 and Inception-ResNet-v2 for comparison. In both cases the relative performance exhibits a trend similar to when training on ImageNet (see Table 4 ). For computational reasons we have not at this time trained the Inception-v2 and Inception-ResNet-v2 architectures on the YFCC-4K dataset from scratch. Hence, we do not report results comparing performance for these models when pre-trained on the YFCC data.
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We observe a significant performance gain when we have access to clean data to train the classifiers. The performance on COCO67 increases from 0.459 to 0.637 on COCO67 when using COCO data for fine-tuning, and from 0.118 to 0.181 on VG903 when using VG data for fine-tuning. We believe that our proposed task-i.e., using YFCC exclusively for training and measuring performance on COCO and VG-is particularly relevant for researchers interested in leveraging noisy labels. There is a significant performance gap that remains to be closed. In addition, this task is more realistic than existing approaches where noisy datasets are created by randomly flipping labels.
The results show that the weakly-supervised YFCC data can be effectively leveraged to train large-scale image classification models. We obtain our best results when we use the YFCC data for pre-training, and the clean labels for fine-tuning. Hence, as deep learning is applied in new areas, this suggests a new paradigm of first harnessing all sources of labels, even if they are noisy, before assembling a large crowdsourced dataset with clean labels.
Name
Pre Table 7 : Fine-tuning results on VG datasets. We used 60 epochs for fine-tuning.
DEPLOYMENT
The primary goal when developing our classifiers is to improve features in products such as Flickr search or photo recommendations. It is critical to have a separation of concerns between the core recognition technology and downstream applications. Otherwise, spurious dependencies make these systems harder to maintain, create technical debt, and ultimately slow down innovation. In order to achieve such a separation, the classifiers' output scores ought to be:
• Interpretable: An application developer needs to achieve the correct operating point in the precision/recall trade-off in order to achieve product requirements. For example, recall may be more important than precision for personal photo search. The most natural output score is the posterior probability of a tag being present in an image, e.g. p(doд|imaдe). Also, having an interpretable representation makes it possible to deactivate a classifier in the event of unacceptable edge-cases.
• Consistent across tags: A score of 0.8 for the "cat" classifier should have the same meaning as a score of 0.8 for the "flower" classifier. By using the posterior probability as the classifier's output for each tag, we ensure consistency in the interpretation of the scores.
• Consistent across versions: Image recognition is evolving fast and we need the ability to release improved versions of our system without having to modify downstream components. For example, if classifier scores in a new version had a different dynamic range, additional logic would be required in order to jointly rank photos tagged by different versions and would increase technical debt.
To address this, we transform the pre-softmax activations into a posterior probability by using a sigmoid function where we estimate a bias term for each class.
It is unfortunately difficult to estimate this bias as we are in a Positive/Unlabeled (P/U) setting [26] . In practice, photos from YFCC are not exhaustively labeled and therefore many negative examples for a given tag may in fact be positive. It has been shown that it is not possible to accurately estimate the posterior probability unless the empirical distribution of the class is known [36] . In order to understand how our image classifiers will perform "in the wild", we apply our classifiers to 100,000 photos sampled at random from YFCC that are not in the training set. We built a simple web app to visualize the-top scoring photos for each classifier. This makes it possible to determine whether the classifier is able to extract relevant photos. Using the web application we can also manually set the bias term b i in order to approximate the posterior probability. To do this, we visualize images with posterior probability around 0.9 and adjust the bias until we observe that 9 out of 10 are correct. Though this process is cumbersome and error-prone, when deploying these algorithms in our products, we think that manual calibration remains critical and further automation of this calibration step is an area of ongoing research.
CONCLUSION & FUTURE DIRECTIONS
In this paper we aimed to shed light on the process of developing a large-scale, state-of-the-art tagging system for photo search. We have identified and discussed the most relevant engineering challenges including tag selection, training dataset creation, as well as development, training, and calibration of the classification model. In addition, we have developed novel architectures that perform well in the consumer photo domain, where the scale of the data and noisiness of the annotations present significant challenges. Using only noisy user-generated annotations and our YFNet architecture, we are able to train a model that achieves tag prediction performance competitive with a model pre-trained on ImageNet data. With the growing number of photos being uploaded, we believe that training with noisy labels from corpora like YFCC is an important problem for large-scale image classification and is highly applicable in many commercial domains. Moreover, we believe that training models on YFCC and testing on Visual Genome is a good benchmark for research in this area. For Visual Genome, we are currently expanding test classes to include not just entities but also attributes and relationships. We are also exploring more expressive loss functions with an explicit noise model, and on the model architecture side, fully-convolutional networks [23] which offer the promise of being better able to recognize small but relevant visual concepts within a photo.
