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Abstract
In this paper it is shown that a complete graph with n vertices has
an optimal diagram, i.e., a diagram whose crossing number equals the
value of Guy’s formula, with a free maximal linear tree and without
free hamiltonian cycles for any odd integer n ≥ 7.
1 Introduction
A graph is a pair of sets of vertices and edges. A diagram D of a graph G
is a diagram on the sphere S2 of a spatial embedding of G. Thus, crossings
of a diagram are only transverse and double points on edge diagrams at
their interiors, where an edge diagram means a part of a diagram of a graph
corresponding to an edge. The crossing number of a diagram D of a graph,
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c(D), is the number of crossings of D, and the crossing number of a graph G,
c(G), is the minimal value of c(D) over all diagrams D of G. In this paper,
the crossing number of a graph is compared with the crossing number of a
diagram called a based diagram which is used to define a Γ-unknotted graph
for spatial graphs in [9]. Let n be a positive integer. A complete graph, Kn,
is a graph of n vertices such that each pair of two vertices are adjacent by a
single edge, and each edge has different vertices on the endpoints. Let
Z(n) =
1
4
⌊n
2
⌋⌊n− 1
2
⌋⌊
n− 2
2
⌋⌊
n− 3
2
⌋
,
where ⌊ ⌋ is the floor function. Guy and Hill conjectured that the equality
c(Kn) = Z(n) holds for each positive integer n ([5, 8]). It is known that
Guy’s conjecture (or Hill’s conjecture), c(Kn) = Z(n), is true for n ≤ 12
([13]), and it is unknown for n ≥ 13. (For n = 13, it is shown in [12] that
c(K13) = 219, 221, 223 or 225, where 225 is the value of Z(13).) It is also
known that the inequality c(Kn) ≤ Z(n) holds for any n (see, for example,
[4, 6, 8, 14]). We say a diagram D of Kn is optimal if c(D) = Z(n).
A maximal tree T of a graph G is a connected subgraph of G which
contains no cycle, and contains all the vertices of G. A pair of a graph G
and its maximal tree T is referred to as a based graph (G;T ). As shown in
[11] (see also [9]), for any based graph (G;T ), there is a diagram D of G
such that there are no crossings at the part corresponding to the maximal
tree T . Such a diagram is denoted by (D;T ) and called a based diagram
(D;T ) of a based graph (G;T ). The part of a diagram corresponding to a
tree T is also denoted by T in this paper. For a based diagram (D;T ) of a
based graph (G;T ), take a sufficiently small regular neighborhood N of T
in S2 such that each edge diagram other than in T has just two intersection
points with the boundary C of N , i.e., C is a simple closed curve in S2. For
two edge diagrams e and f which are not contained in T , let e1, e2 (resp.
f 1, f 2) be the intersection points of e (resp. f) and C. Now the cross-index
between e and f , εT (e, f), is defined as follows (defined in [11]): εT (e, f) = 0 if
there are the intersection points eα, fβ, f γ, eδ (α, β, γ, δ ∈ {1, 2}) on C in this
cyclic order, and εT (e, f) = 1 if there are the intersection points e
α, fβ, eγ, f δ
(α, β, γ, δ ∈ {1, 2}) on C in this cyclic order. (See Figure 1.) Let e1, e2, . . . , es
be all the edge diagrams in a based diagram (D;T ) which are not in T . The
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Figure 1: The cross-index between edge diagrams in a based diagram.
cross-index of a based diagram (D;T ) is defined as follows:
ε(D;T ) =
∑
1≤i<j≤s
εT (ei, ej).
The cross-index ε(G;T ) of a based graph (G;T ) is the minimal value of
ε(D;T ) for all based diagrams (D;T ) of (G;T ). The cross-index ε(G) of
a graph G is the minimal value of ε(G;T ) for all maximal trees T of G.
Let c(D;T ) denote the crossing number of a based diagram (D;T ) and let
c(G;T ) be the minimal value of c(D;T ) for all based diagrams (D;T ) of
(G;T ). The cross-index ε(G;T ) is equal to c(G;T ). (“Calculation Lemma”
in [11]). Hence the inequality c(G) ≤ ε(G) ≤ ε(G;T ) = c(G;T ) holds for any
maximal tree T of G (Corollary 2.6 in [11]). For a complete graph Kn, let T
L
be a maximal tree of Kn which is linear, i.e., a maximal tree of Kn without
a vertex of degree three or more. The following question is asking whether
the cross-index is equal to the crossing number, and whether a linear tree is
a best possible tree on complete graphs:
Question ([11]). Does the equality c(Kn) = ε(Kn) = ε(Kn;T
L) hold?
It is confirmed that the equality holds for n ≤ 12 in [11]. Hence it holds that
ε(Kn;T
L) = Z(n) for n ≤ 12. Let H be a hamiltonian cycle of Kn, namely a
cycle in Kn containing all the vertices ofKn. Similarly to ε(Kn;T ), the cross-
index ε(Kn;H) of Kn based on H is defined. (Precise definition of ε(Kn;H)
is given in Section 2.) Since the hamiltonian cycle H contains a linear tree
TL, the inequality ε(D;TL) ≤ ε(D;H) holds. Hence the inequality c(Kn) ≤
ε(Kn) ≤ ε(Kn;T
L) ≤ ε(Kn;H) holds. In [4], the inequality ε(Kn;H) ≤ Z(n)
was shown by constructing a based diagram (D;H) which is optimal, i.e.,
ε(D;H) = Z(n), as follows: Draw a hamiltonian cycle H as a regular n-gon,
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and draw all diagonals with positive slope (as straight line segments) and all
other edges outside of H . Moreover, in [1], it is shown that for any positive
integer n, the equality ε(Kn;H) = Z(n) holds, and a sufficient condition for
based diagrams (D;H) of (Kn;H) to be optimal is also described by using a
matrix representation which will be introduced in Section 2.
Besides, the based diagram (D;TL) of K7 in Figure 2 satisfies ε(D;T
L) =
9 = Z(7) and has no free hamiltonian cycle, where a free hamiltonian cycle
of a diagram D means a hamiltonian cycle which has no crossings. This
paper shows the existence of an optimal based diagram (D;TL) of (Kn;T
L)
without a free hamiltonian cycle for an odd integer n ≥ 7:
Figure 2: An optimal based diagram (D;TL) of (K7;T
L) without free hamil-
tonian cycle.(The thick line represents a based linear tree.)
Theorem 1.1. For any odd integer n ≥ 7, Kn has an optimal linear-tree
based diagram (D;TL) such that there are no free hamiltonian cycles in D.
Fix a positive integer n. For a diagram D of Kn, let V (D) be the set of
all the vertices of D and let E(D) be the set of all the edge diagrams in D.
Two diagrams D and D′ of Kn are isomorphic if there is a bijection from
V (D) to V (D′) that induces a bijection from E(D) to E(D′) which sends
each pair (e1, e2) of E(D) such that e1 and e2 crosses at their interiors to
such a pair (e′1, e
′
2) of E(D
′). It is known that any optimal diagram D of Kn
is isomorphic to the diagram shown in Figure 3 when n = 5, 6. Hence, any
optimal diagram D of Kn must have a free hamiltonian cycle when n = 5, 6.
(See Figure 3.)
When n = 8, K8 has an optimal linear-tree based diagram (D;T
L) such that
there are no free hamiltonian cycles in D as shown in Figure 4. It is unknown
if there exists such a based diagram for any even number n ≥ 10.
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Figure 3: Optimal diagrams of K5 (left) and K6 (right). (The thick lines
represent hamiltonian cycles.)
Figure 4: An optimal based diagram (D;TL) of (K8;T
L) without free hamil-
tonian cycles. (The thick line represents TL.)
In [2], a condition “shellable” for a diagram D of Kn is introduced, and it
is proved that if D is shellable then c(D) ≥ Z(n). In [2] it is also proved
that any based diagram of (Kn;H) is shellable. Recently, in [3], a condi-
tion “bishellable”, a generalization of “shellable”, for a diagram D of Kn is
introduced, and it is proved that if D is bishellable then c(D) ≥ Z(n). It
is also shown that any linear-tree based diagram of (Kn;T
L) is bishellable.
Therefore, ε(Kn;T
L) = ε(Kn;H) = Z(n) holds. Let ε(Kn :;T
L) denote
the minimal number of crossing numbers for all linear-tree based diagrams
of (Kn;T
L) which have no free hamiltonian cycle. The following theorem
follows from Theorem 1.1:
Theorem 1.2. For any odd integer n ≥ 7, we have ε(Kn;T
L) = Z(n).
In Section 2, we will give a concrete matrix Mn and prove that a based
diagram (D;H) of (Kn;H) corresponding toMn is optimal by direct calcula-
tions, although (D;H) is isomorphic to a diagram corresponding to a matrix
introduced in [[1], Theorem 19]. In Section 3, Theorem 1.1 is proved by using
the matrix Mn.
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2 A complete graph based on a hamiltonian
cycle
Let v1, v2, . . . , vn be the vertices of a complete graph Kn. Take a hamiltonian
cycle H = v1v2 . . . vnv1 of Kn with the cyclic order v1, v2, . . . , vn, v1 without
loss of generality. In this section, we consider a based diagram (D;H) of
(Kn;H) on S
2 such that the hamiltonian cycle H is on the equator and the
other edges than H are on the Northern or Southern Hemisphere. For the
above based diagram (D;H) of (Kn;H), the cross-index is defined as follows:
Let e, f be two edge diagrams in (D;H) which are not contained in H . Let A
be the boundary of a sufficiently small regular neighborhood of H in S2. Let
e1, e2 (resp. f 1, f 2) be intersection points of e (resp f) andA. The cross-index
between e and f , εH(e, f), is defined to be 1 if e and f are on the same side
of H , and there are the intersection points eα, fβ, eγ, f δ (α, β, γ, δ ∈ {1, 2})
on A in this cyclic order. Otherwise, let εH(e, f) = 0. (See Figure 5.) The
Figure 5: The cross-index between two edge diagrams in a hamiltonian-cycle
based diagram.
cross-index of a based diagram (D;H) of (Kn;H), denoted by ε(D;H), is
the sum of cross-indices for all the pairs of edge diagrams in (D;H) which
are not contained in H . Note that the cross-index ε(D;H) depends only on
whether each edge diagram is on the Northern Hemisphere or the Southern
Hemisphere, i.e., depends only on the information around the neighborhood
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of H , not necessarily the whole D. Note that there are 2
(n−3)n
2 possibilities
of the choice of the hemispheres for each n. The cross-index of (Kn;H),
denoted by ε(Kn;H), is the minimal value of ε(D;H) for all based diagrams
(D;H). Let c(Kn;H) denote the minimal number of crossings for all based
diagrams (D;H) of (Kn;H). Since the Northern and Southern Hemispheres
bounded by A are discs, similarly to the Calculation Lemma in [11], the
equality ε(Kn;H) = c(Kn;H) holds.
Let e(i,j) denote the edge diagram in (D;H) of (Kn;H) which has the ver-
tices vi and vj at the endpoints. For each based diagram (D;H) of (Kn;H),
define a matrix M(D;H) = (a(i,j)) to be:
a(i,j) =


1 if j ≥ i+ 2 and e(i,j) is on the Northern Hemisphere
0 if j ≤ i+ 1 or (i, j) = (1, n)
−1 if j ≥ i+ 2 and e(i,j) is on the Southern Hemisphere
An example is shown in Figure 6. By definition, the following lemma holds:
Figure 6: A based diagram (D;H) of (K6;H) and its matrix M(D;H).
Lemma 2.1. Let mn = (a(i,j)) be an n× n matrix satisfying:
a(i,j) =
{
0 if j ≤ i+ 1 or (i, j) = (1, n)
1 or − 1 otherwise
Then there exists a based diagram (D;H) of a based complete graph (Kn;H)
such that M(D;H) = mn (not uniquely).
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As shown in the following lemma, the cross-index can be obtained from the
matrix.
Lemma 2.2. Let (D;H) be a based diagram of a based complete graph
(Kn;H) with the hamiltonian cycle H = v1v2 . . . vnv1, and let M(D;H) =
(a(i,j)) be its matrix. Then the following formula holds:
ε(D;H) =
∑
i<k<j<l
⌊
a(i,j) × a(k,l) + 1
2
⌋
.
Proof. Let e(i,j) and e(k,l) be edge diagrams in (D;H) which do not belong
to H , where i + 1 < j, k + 1 < l and i < k. By definition, ε(e(i,j), e(k,l)) = 1
if and only if i < k < j < l and e(i,j) and e(k,l) are on the same side of
the hamiltonian cycle. In terms of matrices, ε(e(i,j), e(k,l)) = 1 if and only if
i < k < j < l and the elements a(i,j) and a(k,l), which take 1 or −1, have
the same value, that is, i < k < j < l and
⌊
a(i,j)×a(k,l)+1
2
⌋
= 1. Hence the
cross-index ε(D;H) is the sum of ε(e(i,j), e(k,l)) =
⌊
a(i,j)×a(k,l)+1
2
⌋
for all the
pairs of edge diagrams e(i,j) and e(k,l) for i < k < j < l.
Let Kn be a complete graph with vertices v1, v2, . . . and vn, and let H
be the hamiltonian cycle v1v2 . . . vnv1. Let Mn = (a(i,j)) be the n× n matrix
defined by:
a(i,j) =


0 if j ≤ i+ 1 or (i, j) = (1, n)
1 if j ≥ i+ 2 and n+2
2
− i ≤ j ≤ n− i
or j ≥ i+ 2 and j ≥ 3n+2
2
− i
−1 otherwise
if n ≡ 0 (mod 2)
and
a(i,j) =


0 if j ≤ i+ 1 or (i, j) = (1, n)
1 if j ≥ i+ 2 and n+3
2
− i ≤ j ≤ n− i
or j ≥ i+ 2 and j ≥ 3n+1
2
− i
−1 otherwise
if n ≡ 1 (mod 2).
Then, the following lemma holds:
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Lemma 2.3. Let (D;H) be a based diagram of the based complete graph
(Kn;H). If M(D;H) = Mn, then (D;H) is optimal, i.e., ε(D;H) = Z(n).
For a component a(i,j) of Mn satisfying a(i,j) 6= 0, let σ(a(i,j)) be the
number of components a(k,l) of Mn satisfying i < k < j < l and a(k,l) =
a(i,j), that is, i < k < j < l and
⌊
a(i,j)×a(k,l)+1
2
⌋
= 1. Take a based di-
agram (D,H) of a based graph (Kn, H) such that M(D;H) = Mn. Since
ε(D;H) =
∑
i<k<j<l
⌊
a(i,j)×a(k,l)+1
2
⌋
by Lemma 2.2, the cross-index is obtained
by summing σ(a(i,j)) for all the pairs of i and j satisfying i+ 1 < j; that is,
ε(D;H) =
∑
i+1<j σ(a(i,j)). As it can be seen from the following examples,
the calculation σ(a(i,j)) depends on the location of a(i,j).
Example 2.4. For n = 14, σ(a(1,7)) is obtained as follows (see Figure 7):
σ(a(1,7)) =
6∑
k=2
14−k∑
l=8
1 = 15.
Figure 7: The components a(k,l) of Mn satisfying 1 < k < 7 < l and a(k,l) =
a(1,7) = 1 are a(2,8), a(2,9), a(2,10), a(2,11), a(2,12), a(3,8), a(3,9), a(3,10), a(3,11),
a(4,8), a(4,9), a(4,10), a(5,8), a(5,9) and a(6,8).
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Example 2.5. For n = 14, σ(a(2,10)) is obtained as follows (see Figure 8):
σ(a(2,10)) =
11∑
l=11
3∑
k=3
1 +
14∑
l=13
9∑
k=22−l
1 = 4.
Figure 8: The components a(k,l) of Mn satisfying 2 < k < 10 < l and
a(k,l) = a(2,10) = 1 are a(3,11), a(8,14), a(9,13) and a(9,14).
We show Lemma 2.3.
Proof of Lemma 2.3. Let X = {1, 2, . . . , n} and let X2 = X × X . Let
N = {(i, j) ∈ X2 | a(i,j) = 1} and let S = {(i, j) ∈ X
2 | a(i,j) = −1}.
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(i) When n ≡ 0 (mod 4): Let
N1 =
{
(i, j) ∈ X2 |
n+ 2
2
− j ≤ i ≤ j − 2,
n + 8
4
≤ j ≤
n
2
}
,
N2 =
{
(i, j) ∈ X2 | 1 ≤ i ≤ n− j,
n + 2
2
≤ j ≤
3n
4
}
,
N3 =
{
(i, j) ∈ X2 | 1 ≤ i ≤ n− j,
3n + 4
4
≤ j ≤ n− 1
}
,
N4 =
{
(i, j) ∈ X2 |
3n+ 2
2
− j ≤ i ≤ j − 2,
3n+ 8
4
≤ j ≤ n
}
.
Then N = N1 ∪N2 ∪N3 ∪N4 and Ns ∩Nt = ∅ for distinct s, t ∈ {1, 2, 3, 4}.
Let
S1 =
{
(i, j) ∈ X2 | 1 ≤ i ≤ j − 2, 3 ≤ j ≤
n
4
}
,
S2 =
{
(i, j) ∈ X2 | 1 ≤ i ≤
n
2
− j,
n+ 4
4
≤ j ≤
n− 2
2
}
,
S3 =
{
(i, j) ∈ X2 | n− j + 1 ≤ i ≤
n
2
,
n+ 4
2
≤ j ≤
3n
4
}
,
S4 =
{
(i, j) ∈ X2 |
n+ 2
2
≤ i ≤ j − 2,
n + 6
2
≤ j ≤
3n
4
}
,
S5 =
{
(i, j) ∈ X2 | n− j + 1 ≤ i ≤
n
2
,
3n+ 4
4
≤ j ≤ n− 1
}
,
S6 =
{
(i, j) ∈ X2 | 2 ≤ i ≤
n
2
, j = n
}
,
S7 =
{
(i, j) ∈ X2 |
n+ 2
2
≤ i ≤
3n
2
− j,
3n+ 4
4
≤ j ≤ n− 1
}
.
Then S = S1∪S2∪· · ·∪S7 and Ss∩St = ∅ for distinct s, t ∈ {1, 2, 3, 4, 5, 6, 7}.
(An example is shown in Figure 9.) The sum of σ(a(i,j)) for all the elements
a(i,j) which belong to N1 is:
∑
(i,j)∈N1
σ(a(i,j)) =
∑
(i,j)∈N1
j−1∑
k=i+1
n−k∑
l=j+1
1
=
n
2∑
j=n+8
4
j−2∑
i=n+2
2
−j
j−1∑
k=i+1
n−k∑
l=j+1
1 =
n2(n− 2)(n− 4)
384
.
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Figure 9: Block division for n = 16.
Similarly,
∑
(i,j)∈N2
σ(a(i,j)) =
3n
4∑
j=n+2
2
n−j∑
i=1

 n∑
l= 3n+4
2
−j
j−1∑
k= 3n+2
2
−l
1 +
n−i−1∑
l=j+1
n−l∑
k=i+1
1

 = n(5n− 4)(n− 4)2
1536
,
∑
(i,j)∈N3
σ(a(i,j)) =
n−1∑
j= 3n+4
4
n−j∑
i=1

n−i−1∑
l=j+1
n−l∑
k=i+1
1 +
n∑
l=j+1
j−1∑
k= 3n+2
2
−l
1

 = n(n− 4)(n2 − 4n+ 16)
768
,
∑
(i,j)∈N4
σ(a(i,j)) =
n∑
j= 3n+8
4
j−2∑
i= 3n+2
2
−j
n∑
l=j+1
j−1∑
k=i+1
1 =
n2(n− 4)(n− 8)
1536
,
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∑
(i,j)∈S1
σ(a(i,j)) =
n
4∑
j=3
j−2∑
i=1

 j−1∑
k=i+1
n
2
−k∑
l=j+1
1 +
j−1∑
k=i+1
n∑
l=n+1−k
1

 = n(n− 4)(n− 8)(5n− 12)
6144
,
∑
(i,j)∈S2
σ(a(i,j)) =
n−2
2∑
j=n+4
4
n
2
−j∑
i=1

n−22 −j∑
k=i+1
n
2
−k∑
l=j+1
1 +
j−1∑
k=i+1
n∑
l=n+1−k
1

 = n(n− 4)(11n2 − 44n+ 32)
6144
,
∑
(i,j)∈S3
σ(a(i,j)) =
3n
4∑
j=n+4
2
n
2∑
i=n−j+1

 n∑
l=j+1
n
2∑
k=i+1
1 +
j−1∑
k=n+2
2
3n
2
−k∑
j+1
1

 = n(n + 4)(n− 4)(3n− 8)
1536
,
∑
(i,j)∈S4
σ(a(i,j)) =
3n
4∑
j=n+6
2
j−2∑
i=n+2
2
j−1∑
k=i+1
3n
2
−k∑
l=j+1
1 =
n(n− 4)(n− 8)(3n− 20)
6144
,
∑
(i,j)∈S5
σ(a(i,j)) =
n−1∑
j= 3n+4
4
n
2∑
i=n−j+1
n∑
l=j+1
3n
2
−l∑
k=i+1
1 =
n(n+ 1)(n− 4)2
384
,
∑
(i,j)∈S6
σ(a(i,j)) =0,
∑
(i,j)∈S7
σ(a(i,j)) =
n−1∑
j= 3n+4
4
3n
2
−j∑
i=n+2
2
3n−2
2
−i∑
l=j+1
3n
2
−l∑
k=i+1
1 =
n(n− 4)(n− 8)(n− 12)
6144
.
Hence
ε(D;H) =
∑
(i,j)∈N
σ(a(i,j)) +
∑
(i,j)∈S
σ(a(i,j))
=
4∑
t=1
∑
(i,j)∈Nt
σ(a(i,j)) +
7∑
t=1
∑
(i,j)∈St
σ(a(i,j))
=
n(n− 4)(n− 2)2
128
+
n(n− 4)(n− 2)2
128
=
n(n− 4)(n− 2)2
64
= Z(n).
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(ii) When n ≡ 1 (mod 4): Let
N1 =
{
(i, j) ∈ X2 |
n + 3
2
− j ≤ i ≤ j − 2,
n+ 7
4
≤ j ≤
n− 1
2
}
,
N2 =
{
(i, j) ∈ X2 | 1 ≤ i ≤
n− 3
2
, j =
n + 1
2
}
,
N3 =
{
(i, j) ∈ X2 | 1 ≤ i ≤ n− j,
n+ 5
2
≤ j ≤
3n+ 1
4
}
,
N4 =
{
(i, j) ∈ X2 | 1 ≤ i ≤ n− j,
3n+ 5
4
≤ j ≤ n− 1
}
,
N5 =
{
(i, j) ∈ X2 |
3n + 1
2
− j ≤ i ≤ j − 2,
3n+ 5
4
≤ j ≤ n
}
.
Then N = N1 ∪ N2 ∪ N3 ∪ N4 ∪ N5 and Ns ∩ Nt = ∅ for distinct s, t ∈
{1, 2, 3, 4, 5}. Let
S1 =
{
(i, j) ∈ X2 | 1 ≤ i ≤ j − 2, 3 ≤ j ≤
n− 1
4
}
,
S2 =
{
(i, j) ∈ X2 |
n+ 3
4
≤ j ≤
n + 1
2
− i, 1 ≤ i ≤
n− 5
4
}
,
S3 =
{
(i, j) ∈ X2 | n− j + 1 ≤ i ≤
n− 1
2
,
n + 3
2
≤ j ≤
3n− 3
4
}
,
S4 =
{
(i, j) ∈ X2 |
n+ 1
2
≤ i ≤ j − 2,
n + 5
2
≤ j ≤
3n− 3
4
}
,
S5 =
{
(i, j) ∈ X2 | n− j + 1 ≤ i ≤
n− 1
2
,
3n+ 1
4
≤ j ≤ n− 1
}
,
S6 =
{
(i, j) ∈ X2 | 2 ≤ i ≤
n− 1
2
, j = n
}
,
S7 =
{
(i, j) ∈ X2 |
3n+ 1
4
≤ j ≤
3n− 1
2
− i,
n+ 1
2
≤ i ≤
3n− 7
4
}
.
Then S = S1∪S2∪· · ·∪S7 and Ss∩St = ∅ for distinct s, t ∈ {1, 2, 3, 4, 5, 6, 7}.
(An example is shown in Figure 10.)
14
Figure 10: Block division for n = 17.
∑
(i,j)∈N1
σ(a(i,j)) =
n−1
2∑
j=n+7
4
j−2∑
i=n+3
2
−j
j−1∑
k=i+1
n−k∑
l=j+1
1 =
(n− 1)(n− 3)(n− 5)2
384
,
∑
(i,j)∈N2
σ(a(i,j)) =
n−3
2∑
i=1
n−3
2∑
k=i+1
n−k∑
l=n+3
2
1 =
(n− 1)(n− 3)(n− 5)
48
,
∑
(i,j)∈N3
σ(a(i,j)) =
3n+1
4∑
j=n+3
2
n−j∑
i=1
n∑
l= 3n+3
2
−j
j−1∑
k= 3n+1
2
−l
1 =
(n− 1)(5n3 − 43n2 + 231n− 321)
1536
,
∑
(i,j)∈N4
σ(a(i,j)) =
n−1∑
j= 3n+5
4
n−j∑
i=1
n∑
l=j+1
j−1∑
k= 3n+1
2
−l
1 =
(n− 1)(n− 5)(n2 − 2n+ 9)
768
,
∑
(i,j)∈N5
σ(a(i,j)) =
n∑
j= 3n+5
4
j−2∑
i= 3n+1
2
−j
n∑
l=j+1
j−1∑
k=i+1
1 =
(n + 3)(n− 1)(n− 5)2
1536
,
15
∑
(i,j)∈S1
σ(a(i,j)) =
n−1
4∑
j=3
j−2∑
i=1

 j−1∑
k=i+1
n+1
2
−k∑
l=j+1
1 +
j−1∑
k=i+1
n∑
l=n−k+1
1

 = (n− 1)(n− 5)(n− 9)(5n− 1)
6144
,
∑
(i,j)∈S2
σ(a(i,j)) =
n−5
4∑
i=1
n+1
2
−i∑
j=n+3
4

n−12 −j∑
k=i+1
n+1
2
−k∑
l=j+1
1 +
j−1∑
k=i+1
n∑
l=n−k+1
1


=
(n + 3)(n− 1)(n− 5)(11n+ 13)
6144
,
∑
(i,j)∈S3
σ(a(i,j)) =
3n−3
4∑
j=n+3
2
n−1
2∑
i=n−j+1

 n∑
l=j+1
n−1
2∑
k=i+1
1 +
j−1∑
k=n+1
2
3n−1
2
−k∑
l=j+1
1

 = (n− 1)2(n− 5)2
512
,
∑
(i,j)∈S4
σ(a(i,j)) =
3n−3
4∑
j=n+5
2
j−2∑
i=n+1
2
j−1∑
k=i+1
3n−1
2
−k∑
l=j+1
1 =
(n− 1)(n− 5)(n− 9)(3n− 7)
6144
,
∑
(i,j)∈S5
σ(a(i,j)) =
n−1∑
j= 3n+1
4
n−1
2∑
i=n+1−j
n∑
l=j+1
3n−1
2
−l∑
k=i+1
1 =
(n+ 3)(n− 1)(n− 2)(n− 5)
384
,
∑
(i,j)∈S6
σ(a(i,j)) =0,
∑
(i,j)∈S7
σ(a(i,j)) =
3n−7
4∑
i=n+1
2
3n−1
2
−i∑
j= 3n+1
4
3n−3
2
−i∑
l=j+1
3n−1
2
−l∑
k=i+1
1 =
(n+ 3)(n− 1)(n− 5)(n− 9)
6144
.
Hence
ε(D;H) =
∑
(i,j)∈N
σ(a(i,j)) +
∑
(i,j)∈S
σ(a(i,j))
=
5∑
t=1
∑
(i,j)∈Nt
σ(a(i,j)) +
7∑
t=1
∑
(i,j)∈St
σ(a(i,j))
=
(n− 1)2(n2 − 6n+ 13)
128
+
(n− 5)(n− 1)3
128
=
(n− 1)2(n− 3)2
64
= Z(n).
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(iii) When n ≡ 2 (mod 4): Let
N1 =
{
(i, j) ∈ X2 |
n+ 2
2
− j ≤ i ≤ j − 2,
n + 6
4
≤ j ≤
n
2
}
,
N2 =
{
(i, j) ∈ X2 | 1 ≤ i ≤ n− j,
n + 2
2
≤ j ≤
3n+ 2
4
}
,
N3 =
{
(i, j) ∈ X2 | 1 ≤ i ≤ n− j,
3n + 6
4
≤ j ≤ n− 1
}
,
N4 =
{
(i, j) ∈ X2 |
3n+ 2
2
− j ≤ i ≤ j − 2,
3n+ 6
4
≤ j ≤ n
}
.
Then N = N1 ∪N2 ∪N3 ∪N4 and Ns ∩Nt = ∅ for distinct s, t ∈ {1, 2, 3, 4}.
Let S = {a(i,j) | a(i,j) = −1}, and let
S1 =
{
(i, j) ∈ X2 | 1 ≤ i ≤ j − 2, 3 ≤ j ≤
n− 2
4
}
,
S2 =
{
(i, j) ∈ X2 |
n+ 2
4
≤ j ≤
n
2
− i, 1 ≤ i ≤
n− 6
4
}
,
S3 =
{
(i, j) ∈ X2 | n− j + 1 ≤ i ≤
n
2
,
n+ 4
2
≤ j ≤
3n− 2
4
}
,
S4 =
{
(i, j) ∈ X2 |
n+ 2
2
≤ i ≤ j − 2,
n+ 6
2
≤ j ≤
3n− 2
4
}
,
S5 =
{
(i, j) ∈ X2 | n− j + 1 ≤ i ≤
n
2
,
3n+ 10
4
≤ j ≤ n− 1
}
S6 =
{
(i, j) ∈ X2 | 2 ≤ i ≤
n
2
, j = n
}
S7 =
{
(i, j) ∈ X2 |
3n+ 2
4
≤ j ≤
3n
2
− i,
n + 2
2
≤ i ≤
3n− 6
4
}
.
Then S = S1∪S2∪· · ·∪S7 and Ss∩St = ∅ for distinct s, t ∈ {1, 2, 3, 4, 5, 6, 7}.
(An example is shown in Figure 11.)
17
Figure 11: Block division for n = 18.
∑
(i,j)∈N1
σ(a(i,j)) =
n
2∑
j=n+6
4
j−2∑
i=n+2
2
−j
j−1∑
k=i+1
n−k∑
l=j+1
1 =
(n+ 2)(n− 2)(n2 − 6n+ 12)
384
,
∑
(i,j)∈N2
σ(a(i,j)) =
3n+2
4∑
j=n+2
2
n−j∑
i=1

n−i−1∑
l=j+1
n−l∑
k=i+1
1 +
n∑
l= 3n+4
2
−j
j−1∑
k= 3n+2
2
−l
1


=
(n + 2)(n− 2)(5n2 − 36n+ 84)
1536
,
∑
(i,j)∈N3
σ(a(i,j)) =
n−1∑
j= 3n+6
4
n−j∑
i=1

n−i−1∑
l=j+1
n−l∑
k=i+1
1 +
n∑
l=j+1
j−1∑
k= 3n+2
2
−l
1


=
(n− 2)(n− 6)(n2 − 4n+ 12)
768
,
∑
(i,j)∈N4
σ(a(i,j)) =
n−1∑
j= 3n+6
4
j−2∑
i= 3n+4
2
−j
n∑
l=j+1
j−1∑
k=i+1
1 =
(n− 2)(n+ 2)(n− 6)2
1536
,
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∑
(i,j)∈S1
σ(a(i,j)) =
n−2
4∑
j=3
j−2∑
i=1

+ j−1∑
k=i+1
n
2
−k∑
l=j+1
1 +
j−1∑
k=i+1
n∑
l=n−k+1
1

 = (n− 2)(n− 6)(n− 10)(5n− 6)
6144
,
∑
(i,j)∈S2
σ(a(i,j)) =
n−6
4∑
i=1
n
2
−i∑
j=n+2
4

n−22 −j∑
k=i+1
n
2
−k∑
l=j+1
1 +
j−1∑
k=i+1
n∑
l=n−k+1
1

 = (n + 2)(n− 2)(n− 6)(11n+ 2)
6144
,
∑
(i,j)∈S3
σ(a(i,j)) =
3n−2
4∑
j=n+4
2
n
2∑
i=n−j+1

 n∑
l=j+1
n
2∑
k=i+1
1 +
j−1∑
k=n+2
2
3n
2
−k∑
l=j+1
1

 = (n+ 2)(n− 2)(n− 6)(3n− 2)
1536
,
∑
(i,j)∈S4
σ(a(i,j)) =
3n−2
4∑
j=n+6
2
j−2∑
i=n+2
2
j−1∑
k=i+1
3n
2
−k∑
l=j+1
1 =
(n− 2)(n− 6)(n− 10)(3n− 10)
6144
,
∑
(i,j)∈S5
σ(a(i,j)) =
n∑
j= 3n+2
4
n
2∑
i=n−j+1
n∑
l=j+1
3n
2
−l∑
k=i+1
1 =
n(n+ 2)(n− 2)(n− 4)
384
,
∑
(i,j)∈S6
σ(a(i,j)) =0,
∑
(i,j)∈S7
σ(a(i,j)) =
3n−6
4∑
i=n+2
2
3n
2
−i∑
j= 3n+2
4
3n−2
2
−i∑
l=j+1
3n
2
−l∑
k=i+1
1 =
(n + 2)(n− 2)(n− 6)(n− 10)
6144
.
Hence
ε(D;H) =
∑
(i,j)∈N
σ(a(i,j)) +
∑
(i,j)∈S
σ(a(i,j))
=
4∑
t=1
∑
(i,j)∈Nt
σ(a(i,j)) +
7∑
t=1
∑
(i,j)∈St
σ(a(i,j))
=
n4 − 8n3 + 20n2 − 32
128
+
(n− 2)(n3 − 6n2 + 8n− 16)
128
=
n(n− 4)(n− 2)2
64
= Z(n).
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(iv) When n ≡ 3 (mod 4): Let
N1 =
{
(i, j) ∈ X2 |
n + 3
2
− j ≤ i ≤ j − 2,
n+ 9
4
≤ j ≤
n− 1
2
}
,
N2 =
{
(i, j) ∈ X2 | 1 ≤ i ≤
n− 3
2
, j =
n + 1
2
}
,
N3 =
{
(i, j) ∈ X2 | 1 ≤ i ≤ n− j,
n+ 5
2
≤ j ≤
3n− 1
4
}
,
N4 =
{
(i, j) ∈ X2 | 1 ≤ i ≤ n− j,
3n+ 3
4
≤ j ≤ n− 1
}
,
N5 =
{
(i, j) ∈ X2 |
3n + 1
2
− j ≤ i ≤ j − 2,
3n+ 7
4
≤ j ≤ n
}
.
Then N = N1∪N2∪· · ·∪N5 and Ns∩Nt = ∅ for distinct s, t ∈ {1, 2, 3, 4, 5}.
Let
S1 =
{
(i, j) ∈ X2 | 1 ≤ i ≤ j − 2, 3 ≤ j ≤
n + 1
4
}
,
S2 =
{
(i, j) ∈ X2 |
n+ 5
4
≤ j ≤
n + 1
2
− i, 1 ≤ i ≤
n− 3
4
}
,
S3 =
{
(i, j) ∈ X2 | n− j + 1 ≤ i ≤
n− 1
2
,
n + 3
2
≤ j ≤
3n− 1
4
}
,
S4 =
{
(i, j) ∈ X2 |
n+ 1
2
≤ i ≤ j − 2,
n + 5
2
≤ j ≤
3n− 1
4
}
,
S5 =
{
(i, j) ∈ X2 | n− j + 1 ≤ i ≤
n− 1
2
,
3n+ 3
4
≤ j ≤ n− 1
}
,
S6 =
{
(i, j) ∈ X2 | 2 ≤ i ≤
n− 1
2
, j = n
}
,
S7 =
{
(i, j) ∈ X2 |
3n+ 3
4
≤ j ≤
3n− 1
2
− i,
n+ 1
2
≤ i ≤
3n− 5
4
}
.
Then S = S1∪S2∪· · ·∪S7 and Ss∩St = ∅ for distinct s, t ∈ {1, 2, 3, 4, 5, 6, 7}.
(An example is shown in Figure 12.)
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Figure 12: Block division for n = 19.
∑
(i,j)∈N1
σ(a(i,j)) =
n−1
2∑
j=n+9
4
j−2∑
i=n+3
2
−j
j−1∑
k=i+1
n−k∑
l=j+1
1 =
(n− 3)(n− 7)(n2 − 4n+ 7)
384
,
∑
(i,j)∈N2
σ(a(i,j)) =
n−3
2∑
i=1
n−3
2∑
k=i+1
n−k∑
l=n+3
2
1 =
(n− 1)(n− 3)(n− 5)
48
,
∑
(i,j)∈N3
σ(a(i,j)) =
3n−1
4∑
j=n+3
2
n−j∑
i=1
n∑
l= 3n+3
2
−j
j−1∑
k= 3n+1
2
−l
1 =
(n− 3)(5n3 − 41n2 + 175n− 163)
1536
,
∑
(i,j)∈N4
σ(a(i,j)) =
n−1∑
j= 3n+3
4
n−j∑
i=1
n∑
l=j+1
j−1∑
k= 3n+1
2
−l
1 =
(n+ 1)(n− 3)(n2 − 2n+ 13)
768
,
∑
(i,j)∈N5
σ(a(i,j)) =
n∑
j= 3n+7
4
j−2∑
i= 3m+1
2
−j
n∑
l=j+1
j−1∑
k=i+1
1 =
(n− 3)(n− 7)(n+ 1)2
1536
,
21
∑
(i,j)∈S1
σ(a(i,j)) =
n+1
4∑
j=3
j−2∑
i=1

 j−1∑
k=i+1
n+1
2
−k∑
l=j+1
1 +
j−1∑
k=i+1
n∑
l=n−k+1
1

 = (n+ 1)(n− 3)(n− 7)(5n− 7)
6144
,
∑
(i,j)∈S2
σ(a(i,j)) =
n−3
4∑
i=1
n+1
2
−i∑
j=n+5
4

n−12 −j∑
k=i+1
n+1
2
−k∑
l=j+1
1 +
j−1∑
k=i+1
n∑
l=n−k+1
1

 = (n− 3)(n+ 1)(11n2 − 22n− 1)
6144
,
∑
(i,j)∈S3
σ(a(i,j)) =
3n−1
4∑
j=n+3
2
n−1
2∑
i=n−j+1

 n∑
l=j+1
n−1
2∑
k=i+1
1 +
j−1∑
k=n+1
2
3n−1
2
−k∑
l=j+1
1

 = (n+ 1)(n− 3)3
512
,
∑
(i,j)∈S4
σ(a(i,j)) =
3n−1
4∑
j=n+5
2
j−2∑
i=n+1
2
j−1∑
k=i+1
3n−1
2
−k∑
l=j+1
1 =
(n + 1)(n− 3)(n− 7)(3n− 17)
6144
,
∑
(i,j)∈S5
σ(a(i,j)) =
n−1∑
j= 3n+3
4
n−1
2∑
i=n−j+1
n∑
l=j+1
3n−1
2
−l∑
k=i+1
1 =
(n+ 1)(n− 1)(n− 3)(n− 5)
384
,
∑
(i,j)∈S6
σ(a(i,j)) =0,
∑
(i,j)∈S7
σ(a(i,j)) =
3n−5
4∑
i=n+1
2
3n−1
2
−i∑
j= 3n+3
4
3n−3
2
−i∑
l=j+1
3n−1
2
−l∑
k=i+1
1 =
(n+ 1)(n− 3)(n− 7)(n− 11)
6144
.
Hence
ε(D;H) =
∑
(i,j)∈N
σ(a(i,j)) +
∑
(i,j)∈S
σ(a(i,j))
=
5∑
t=1
∑
(i,j)∈Nt
σ(a(i,j)) +
7∑
t=1
∑
(i,j)∈St
σ(a(i,j))
=
(n− 3)2(n2 − 2n + 5)
128
+
(n + 1)(n− 3)3
128
=
(n− 1)2(n− 3)2
64
= Z(n).

Examples of based diagrams (D;H) of (Kn;H) satisfying ε(D;H) = Z(n)
are shown in Figures 13 and 14 for n = 13 and 14.
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Figure 13: An optimal based diagram (D;H) of (K13;H) such that
M(D;H) = M13.
3 Proof of Theorem 1.1
In this section, the proof of Theorem 1.1 is given. Let Kn be a complete
graph with vertices v1, v2, . . . , vn. Let H = v1v2 . . . vnv1 be a hamiltonian
cycle of Kn. Let (D;H) be a based diagram of (Kn;H). We assume that the
vertices v1, v2, . . . , vn lay on H (⊂ D) clockwisely in this order. Let E(D)
and E(H) be the set of all the edge diagrams in D and H , respectively. For
e ∈ E(D), let cD(e) be the number of edge diagrams in D which intersect
with Int(e), where Int(e) is the open arc which is obtained by removing the
end points of e. We remark that cD(e) = 0 for e ∈ E(H). The following
lemmas are helpful for the proof of Theorem 1.1.
Lemma 3.1. ([[1], Theorem 21]) For any odd integer n ≥ 13 and based
diagram (D;H) of (Kn;H), if (D;H) is optimal, i.e., c(D;H) = Z(n), then
for any edge diagram e ∈ E(D) \ E(H), we have cD(e) 6= 0.
Lemma 3.2. For any odd integer n ≥ 5 and based diagram (D;H) of
(Kn;H), if M(D;H) = Mn, then cD(e(m,n)) = cD(e(1,m)) + cD(e(2,n)) + 1,
where m = n+1
2
.
Proof. Put Mn = (a(i,j)). Let σ˜(a(i,j)) be the number of components a(k,l) of
Mn satisfying k < i < l < j and a(i,j) = a(k,l). Then, cD(e(i,j)) = σ(a(i,j)) +
σ˜(a(i,j)) for any 1 ≤ i < j ≤ n. By the construction of Mn, a(i,j) = 1
for 1 ≤ i < j ≤ n if and only if j ≥ i + 2 and m + 1 ≤ i + j ≤ n or
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Figure 14: An optimal based diagram (D;H) of (K14;H) such that
M(D;H) = M14.
j ≥ i + 2 and i + j ≥ n + m. Note that a(1,m) = 1, a(2,n) = −1 and
a(m,n) = 1. Since σ˜(a(1,m)) = 0 and σ(a(2,n)) = σ(a(m,n)) = 0, we have
cD(e(1,m)) = σ(a(1,m)) =
m−1∑
k=2
n−k∑
l=m+1
1, cD(e(2,n)) = σ˜(a(2,n)) =
m−1∑
l=3
1 = m − 3
and cD(e(m,n)) = σ˜(a(m,n)) =
m−1∑
k=1
n−k∑
l=m+1
1 =
m−1∑
k=2
n−k∑
l=m+1
1 +
n−1∑
l=m+1
1. Since
n−1∑
l=m+1
1 = n−m− 1 = m− 2, we have cD(e(m,n)) = cD(e(1,m)) + cD(e(2,n)) +
1.
Theorem 1.1 is shown as follows:
Proof of Theorem 1.1. When n = 7, we can see in Figure 2 that the
theorem holds. We prove for n ≥ 9. Take a based diagram (D;H) of (Kn;H)
such that M(D;H) = Mn. Then, by Lemma 2.3, (D;H) is optimal. Let D
′
be a diagram ofKn obtained fromD (see also Figures 15 and 16) by removing
the edge diagram e(m,n) (in the Northern Hemisphere) and adding a new edge
diagram e′(m,n) for m =
n+1
2
which satisfies;
(i) the interior Int(e′(m,n)) of e
′
(m,n) intersects with H at exactly one point
w in Int(e(1,2)),
(ii) the interior Int(vmw) of the subarc vmw of e
′
(m,n) connecting vm and
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Figure 15: An optimal based diagram (D;H) of (K9;H) such that
M(D;H) = M9.
w is in the Northern Hemisphere and
(iii) the interior Int(wvn) of the subarc wvn of e
′
(m,n) connecting w and vn
is in the Southern Hemisphere.
We prove c(D) = c(D′); Take an edge diagram e(k,l) of D in the North-
ern Hemisphere with the conditions that k < l and (k, l) 6= (1, m), (m,n).
Since e(1,m) and e(k,l) are also edge diagrams of D
′ in the Northern Hemi-
sphere, Int(e(1,m)) and Int(e(k,l)) intersect if and only if 1 < k < m < l,
i.e., the four points v1, vk, vm and vl lay on H clockwisely in this or-
der. Since w ∈ Int(e(1,2)), the condition 1 < k < m < l is equivalent to
that the four points w, vk, vm and vl lay on H clockwisely in this order,
i.e., Int(e(k,l)) and Int(vmw) intersect. On the diagram D
′, let cD′(e
′
(m,n)),
cD′(vmw) and cD′(wvn) be the numbers of edge diagrams in D
′ which inter-
sect with Int(e′(m,n)), Int(cD′(vmw)) and Int(cD′(wvn)), respectively. Since
Int(e(1,m)) ∩ Int(vmw) = ∅, we have cD(e(1,m)) = cD′(vmw). Similarly, we
have cD(e(2,n)) = cD′(wvn). Since |Int(e
′
(m,n)) ∩ H| = |{w}| = 1, we have
cD′(e
′
(m,n)) = cD′(vmw) + cD′(wvn) + 1 = cD(e(1,m)) + cD(e(2,n)) + 1. By
Lemma 3.1, we have cD′(e
′
(m,n)) = cD(e(m,n)). Thus, c(D) = c(D
′) = Z(n)
holds. Let TL be the linear tree v2v3 . . . vnv1 in the diagram D
′. Since there
are no crossings on TL, (D′;TL) is a based diagram of (Kn;T
L). When n = 9
and 11, we can see in Figures 16 and 17 that D′ have no free hamiltonian
cycle, respectvely. When n ≥ 13, there is no free hamiltonian cycle except
for H in the diagram D by Lemma 3.1, and hence D′ has no free hamiltonian
cycle. This completes the proof of Theorem 1.1. 
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Figure 16: An optimal diagram D′ of K9 obtained from a based diagram
(D;H) of (K9;H) with M(D;H) =M9 by removing e(5,9) and adding e
′
(5,9).
Remark. 3.3. When n = 7, the same way of construction above (the case of
n ≥ 9) does not work. See Figure 18.
Acknowledgments
A. S. and Y. Y. thank Akio Kawauchi for valuable advice and encourage-
ments. The revised virsion of this paper was written during A.S. and Y.Y.’s
stay at Pusan National University. They would like to thank Sang Youl Lee
and Jieon Kim for their kind hospitality. A. S. was partially supported by
Grant for Basic Science Research Projects from The Sumitomo Foundation
(160154).
References
[1] B. M. A´brego, O. Aichholzer,, S. Ferna´ndez-Merchant, P. Ramos, and
G. Salazar, The 2-page crossing number of Kn, Descrete Comput. Geom.
49 (2013), no. 4, 747-777.
[2] B. M. A´brego, O. Aichholzer, S. Ferna´ndez-Merchant, P. Ramos, and
G. Salazar, Shellable drawings and cylindrical crossing number of Kn,
Descrete Comput. Geom. 52 (2014), no. 4, 743-753.
26
Figure 17: An optimal diagram D′ of K11 obtained from a based diagram
(D;H) of (K11;H) with M(D;H) = M11 by removing e(6,11) and adding
e′(6,11).
[3] B. M. A´brego, O. Aichholzer, S. Ferna´ndez-Merchant, D. McQuil-
lan, B. Mohar, P. Mutzel, P. Ramos, R. Richter, and B. Vogten-
huber, Bishellable drawings of Kn, In: Proc. XVII Encuentros de
Geometria Computacional (EGC), pp. 17-20. Alicante, Spain (2017).
(https://arxiv.org/pdf/1510.00549.pdf)
[4] J. Blazˇek and M. Koman, A minimal problem concerning complete plane
graphs, In: Theory of Graphs and Its Applications (ed. M. Fiedler),
Czechoslovak Academy of Sciences (1964), 113-117.
[5] R. K. Guy, A combinatorial problem, Bull. Malayan Math. Soc. 7 (1960),
68–72.
[6] R. K. Guy, T. A. Jenkyns and J. Schaer, The toroidal crossing number
of the complete graph, U. Combinatiorial Theory 4 (1968), 376–390.
[7] R. K. Guy, Crossing numbers of graphs, in: Graph Theory and Appli-
cations, Lecture Notes in Math. 303 (1972), 111–124.
[8] F. Harary and A. Hill, On the number of crossings in a complete graph,
Proc. Edinb. Math. Soc. 13, (1963), 333-338.
[9] A. Kawauchi, On transforming a spatial graph into a plane graph,
Progress of Theoretical Physics Supplement 191 (2011), 225–234.
27
Figure 18: An optimal diagram D′ of K7 obtained from a based diagram
(D;H) of (K7;H) with M(D;H) = M7 by removing e(4,7) and adding e
′
(4,7).
The result of this construction has a hamiltonian cycle.
[10] A. Kawauchi, Knot theory for spatial graphs attached to a surface, Pro-
ceedings of the ICTS Program: Knot Theory and its Applications, Con-
temporary Mathematics 670 (2016), 141–169, Amer. Math. Soc. Provi-
dence, RI, USA.
[11] A. Kawauchi, A. Shimizu and Y. Yaguchi, Cross-index of a graph,
preprint. (www.sci.osaka-cu.ac.jp/~kawauchi/CrossIndexOfGraph.pdf)
[12] D. McQuillan, S. Pan and R. B. Richter, On the crossing number of
K13, J. Comb. Theory, Ser. B, 115 (2015), 224–235.
[13] S. Pan and P. B. Richter, The crossing number of K11 is 100, J. Graph
Theory 56 (2007), 128–134.
[14] R. B. Richter and C. Thomassen, Relations between crossing numbers
of complete and complete bipartite graphs, Amer. Math. Monthly, 104
(1997), 131–137.
28
