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Abstract
This article, based on the talk given by one of the authors at the Pier-
rettefest in Castro Urdiales in June 2008, is an overview of a number
of recent results on the polar invariants of plane curve singularities.
Introduction
The polar invariants (called also polar quotients) of isolated hypersurface
singularities were introduced by B. Teissier in 1975 to study equisingularity
problems (see [Te1975], [Te1977], [Te1980]). They are by definition, the
contact orders between a hypersurface and the branches of its generic polar
curve. To every polar invariant q of a given isolated hypersurface singularity
one associates in a natural way an integer mq > 0 called the multiplicity of q.
Teissier’s collection {(q,mq)} is an analytic invariant of the singularity. Even
more: it is an invariant of the “c-cose´cance” which is equivalent in the case of
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plane curve singularities to the constancy of the local embedded topological
type (see [Te1977]). The Milnor number, the  Lojasiewicz exponent, the C0-
degree of sufficiency and other numerical invariants can be computed in terms
of Teissier’s collection.
It is well-known (see [Te1976], [BriKn1986], [Te1991]) that the constancy
of the local embedded topological type of plane curves is equivalent to the
usual definitions of equisingularity (see Preliminaries where the definition of
equisingularity in terms of intersection numbers is given).
M. Merle [Mer1977] computed Teissier’s collection for a branch (irre-
ducible analytic curve) in terms of the semigroup of the branch. Much earlier
a computation of the contacts between an irreducible curve and the branches
of its generic polar curve was done by Henry J. S. Smith [Sm1875] but his
work fell into oblivion for long time. R. Ephraim [Eph1983] generalized
the Smith-Merle result computing the polar invariants in the case of special
polars and applied his result to the pencil of curves which appears when
studying affine curves with one branch at infinity (see Sections 4 and 7 of
this article).
The case of multi-branched curves turned out much more complicated and
was studied by many authors: Eggers [Egg1982], Delgado [Del1994], Casas-
Alvero [Cas2000], Garc´ıa Barroso [Gar2000], C. T. C. Wall [Wall2003] using
algebraic methods and by Leˆ D. T., F. Michel and C. Weber in [LeˆMiWe1989],
[LeˆMiWe1991] using topological tools. Leˆ D. T. initiated the topological
approach to the polar invariants in [Leˆ1975].
C. T. C. Wall gave an account of most results obtained in the above
quoted papers in his book [Wall2004] dealing with different aspects of the
curve singularities.
The goal of this article is to give an overview of a number of recent results
on the polar invariants of plane curve singularities.
In Section 2 we present a refinement of Teissier’s invariance theorem in
the case of plane curve singularities. In Section 3 we give an approach to the
polar invariants based on Puiseux series developing the method due to Kuo
and Lu [KuoLu1977].
Section 4 is devoted to the Smith-Merle-Ephraim theorem in the one
branch case and to the irreducibility criterion obtained quite recently by
Garc´ıa Barroso and Gwoz´dziewicz. (Theorem 4.5 and Corollary 4.6).
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In Section 5 we present explicit formulae for the polar invariants in terms
of semigroup of branches and intersection multiplicities due to Gwoz´dziewicz
and P loski (Theorem 5.2). The geometric interpretation of these formulae in
terms of the Newton diagrams associated with many-branched singularity is
new.
In Section 6 we recall a result obtained by Lenarcik and P loski (Theo-
rem 6.1) which gives an effective formula for the jacobian Newton diagram
(see Section 2) of a nondegenerate (in the sense of Kouchnirenko) plane curve
singularity. Then, we present in Section 7, some applications of the polar in-
variants to pencils of plane curve singularities.
1 Preliminaries
In this section we recall some useful notions and results that we need in this
article. The references for this part are [BriKn1986], [Cas2000], [Te1991],
[Wall2004].
1.1 Basic notions
Let C{X, Y } be the ring of convergent complex power series in variables
X, Y . Let f ∈ C{X, Y } be a nonzero power series without constant term.
An analytic curve f = 0 is defined to be the ideal generated by f in C{X, Y }.
We say that f = 0 is irreducible (reduced) if f ∈ C{X, Y } is irreducible (f
has no multiple factors). The irreducible curves are also called branches. If
f = fm11 . . . f
mr
r with non-associated irreducible factors fi then we refer to
fi = 0 as the branches or components of f = 0.
Recall here that for any nonzero power series f =
∑
cαβX
αY β we put
ord f = inf{α + β : cαβ 6= 0} and in f =
∑
cαβX
αY β with summation over
(α, β) such that α + β = ord f . The initial form in f of f determines the
tangents to f = 0.
For any power series f, g ∈ C{X, Y } we define the intersection number
(f, g)0 by putting
(f, g)0 = dimCC{X, Y }/(f, g)
where (f, g) is the ideal of C{X, Y } generated by f and g. If f, g are nonzero
power series without constant term then (f, g)0 < +∞ if and only if the
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curves f = 0 and g = 0 have no common branch.
Now suppose that f = 0 is a branch and consider
S(f) = {(f, g)0 : g ∈ C{X, Y } runs over all series such that f does not divide g} .
Clearly 0 ∈ S(f) (take g = 1) and a, b ∈ S(f) ⇒ a + b ∈ S(f) since the
intersection number is additive. We call S(f) the semigroup of the branch
f = 0. Note that S(f) = N if and only if ord f = 1 (we say then that f = 0
is regular or nonsingular).
Consider two reduced curves f = 0 and g = 0. They are equisingular
if and only if there are factorizations f =
∏r
i=1 fi and g =
∏r
i=1 gi with the
same number r > 0 of irreducible factors fi and gi such that
• S(fi) = S(gi) for all i = 1, . . . , r,
• (fi, fj)0 = (gi, gj)0 for i, j = 1, . . . , r.
The bijection fi 7→ gi will be called equisingularity bijection. In particular
two branches are equisingular if and only if they have the same semigroup. A
function defined on the set of reduced curves is an invariant if it is constant
on equisingular curves. The multiplicity ord f , the number of branches r(f)
and the number of tangents t(f) of f = 0 are invariants.
For any analytic curve f = 0 we consider the Milnor number µ0(f) =
(∂f/∂X, ∂f/∂Y )0. One has µ0(f) < +∞ if and only if the curve f = 0 is
reduced. Let us recall the following two properties:
• if f = 0 is a branch then µ0(f) is the smallest integer c ≥ 0 such that
all integers greater than or equal to c belong to S(f),
• if f = f1 . . . fr with pairwise different irreducible fi then
µ0(f) + r − 1 =
r∑
i=1
µ0(fi) + 2
∑
1≤i<j≤r
(fi, fj)0 .
Thus the Milnor number is an invariant. A simple proof of the above prop-
erties is given in [P l1995].
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1.2 Newton diagrams after [Te1976]
Let R+ = {x ∈ R : x ≥ 0}. The Newton diagrams are some convex subsets
of R2+. Let E ⊂ N
2 and let us denote by ∆(E) the convex hull of the set
E + R2+. The subset ∆ of R
2
+ is a Newton diagram (or polygon) if there is
a set E ⊂ N2 such that ∆ = ∆(E). The smallest set E0 ⊂ N2 such that
∆ = ∆(E0) is called the set of vertices of the Newton diagram ∆. It is
always finite and we can write E0 = {v0, v1, . . . , vm} where vi = (αi, βi) and
αi−1 < αi, βi−1 > βi for all i = 1, . . . , m. In particular the Newton diagram
∆ with one vertex v = (α, β) is the quadrant (α, β) +R2+.
According to Teissier for k, l > 0 we denote { kl } the Newton diagram with
vertices (0, l) and (k, 0). We put also { k∞} = (k, 0)+R2+ and {
∞
l } = (0, l)+R
2
+
and call any diagram of the form { kl } an elementary Newton diagram. For
any subsets ∆,∆′ ⊂ R2+ we consider the Minkowski sum ∆+∆
′ = {u+ v :
u ∈ ∆ and v ∈ ∆′}. One checks the following
Property 1.1 The Newton diagrams form the semigroup with respect to the
Minkowski sum. The elementary Newton diagrams generate the semigroup
of the Newton diagrams.
For any Newton diagram ∆ we consider the set N (∆) of the compact faces of
the boundary of ∆. If ∆ has vertices v0, v1, . . . , vm then N (∆) = {[vi−1, vi] :
i = 1, . . . , m}. For any segment S ∈ N (∆) we denote by |S|1 and |S|2 the
lengths of the projections of S on the horizontal and vertical axes. We call
|S|1/|S|2 the inclination of S. If ∆ intersects both axes then ∆ =
∑
S
{
|S|1
|S|2
}
(summation over all S ∈ N (∆)) and this representation is unique.
Now, let f =
∑
cαβX
αY β be a power series. We put supp f = {(α, β) ∈
N2 : cαβ 6= 0}, ∆X,Y (f) = ∆(supp f) and Nf = N (∆(f)). We call ∆X,Y (f)
the Newton diagram (or polygon) of the power series f . Let n > 0 be an
integer. Let f = f(X, Y ) be a power series Y -regular of order n, i.e. such
that ord f(0, Y ) = n. Let C{X}∗ =
⋃
p≥1C{X
1/p} be the ring of Puiseux
series. We have the Newton-Puiseux factorization
f(X, Y ) = U(X, Y )
n∏
i=1
(Y − αi(X)), U(X, Y ) is a unit in C{X, Y }
where αi(X) ∈ C{X}
∗ for i = 1, . . . , n.
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Theorem 1.2 (Newton-Puiseux Theorem)
For every q ∈ Q ∪ {∞} let mq be the number of roots αi(X) such that
ordαi(X) = q. Then mqq (by convention 0 · ∞ = 0) is an integer or ∞ and
∆X,Y (f) =
∑
q
{
mqq
mq
}
.
1.3 Nondegeneracy
Now, let f =
∑
cαβX
αY β be a power series. For any segment S ∈ N (f) we
put in(f, S) =
∑
cαβX
αY β where (α, β) ∈ S.
According to [Kou1976] , the series f is nondegenerate if for every S ∈
N (f) the polynomial in(f, S) has no critical points in the set C∗×C∗, where
C∗ = C \ {0}. A lot of applications of the Newton diagrams are based on
the following
Theorem 1.3 ([GarLenP l2007], [Len2008]). Suppose that f, g ∈ C{X, Y }
are reduced power series such that ∆(f) = ∆(g). Then
(i) if f and g are nondegenerate then the curves f = 0 and g = 0 are
equisingular,
(ii) if f is nondegenerate but g is degenerate then f = 0 and g = 0 are not
equisingular.
Let ∆ ⊂ R2+ be a Newton diagram. It is easy to check that ∆ = ∆(f) for a
reduced nondegenerate power series f if and only if the distances from ∆ to
the axes are ≤ 1. We call such diagrams nearly convenient. Every Newton
diagram which intersects both axes (convenient in the sense of Kouchnirenko)
is nearly convenient. If ∆ is nearly convenient then the reduced nondegen-
erate power series f such that ∆ = ∆(f) form an open dense subset in the
space of coefficients.
Let us consider an invariant I of equisingularity. For every nearly conve-
nient Newton diagram ∆ we put I(∆) = I(∆(f)) where f is a nondegenerate
reduced power series. According to the theorem quoted above I(∆) is de-
fined correctly (does not depend on f). There is a natural problem: calculate
I(∆) effectively in terms of ∆. The most known result of this kind is due to
Kouchnirenko [Kou1976].
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To formulate it let us consider for every nearly convenient Newton dia-
gram ∆ a convex subset ∆˜ of R2+ defined to be the intersection of all half-
planes containing ∆ whose boundary is the line extending a face S ∈ N (∆)
with R2+. If N (∆) = ∅ then by convention ∆˜ = R
2
+. Let (a, 0) (resp. (0, b))
be the point of ∆˜∩{β = 0} (resp. ∆˜∩{α = 0}) closest to the origin. Let us
put µ(∆) = 2 · area of (R2+ \ ∆˜)− a− b+ 1. Then we have
Theorem 1.4 (see [Kou1976], [GarLenP l2007]). For any power series f :
µ0(f) ≥ µ(∆(f)). The equality holds if and only if f is nondegenerate.
Note that Kouchnirenko proved a much more general result concerning iso-
lated singularities in n dimensions. In the case n = 2 the result is more
precise: the equality µ0(f) = µ(∆(f)) holds if and only if f is nondegenerate
and we do not need the assumption “f is convenient”.
Theorem 1.3 can be easily deduced from the famous µ-constant theo-
rem [LeˆR1976] and Kouchnirenko’s result. One can give also a direct, ele-
mentary proof [Len2008]. Let us end this section with
Example 1.5 Let f(X, Y ) =
∑
cαβX
αY β ( α
w1
+ β
w2
= 1 where w1, w2 ≥ 2 are
rational numbers) be a weighted homogeneous polynomial of order > 1. Then
R2+ \ ∆˜(f) is the triangle with sides α = 0, β = 0 and α/w1+β/w2 = 1. If f
is nondegenerate then by Theorem 1.4 µ0(f) = µ(∆(f)) = (w1 − 1)(w2 − 1)
(the Milnor-Orlik formula).
2 The jacobian Newton polygon
The following lemma is well-known (see, for example [Del1991] or [P l2004]).
Lemma 2.1 Let f, g ∈ C{X, Y } be two power series without constant term.
Let J(f, g) = (∂f/∂X)(∂g/∂Y ) − (∂f/∂Y )(∂g/∂X) be the Jacobian of the
pair (f, g). Then
(f, J(f, g))0 = µ0(f) + (f, g)0 − 1 .
The right side of the above equality is finite if and only if the left is too.
7
Assume that l = 0 is a regular curve. Let f = 0 be a reduced curve such that
J(f, l)(0, 0) = 0. If l = 0 is not a branch of f = 0 then we call J(f, l) = 0
the polar curve of f = 0 relative to l = 0. It depends on the power series f
and l.
If l = bX − aY is a nonzero linear form then
J(f, l) = a(∂f/∂X) + b(∂f/∂Y )
and we speak about the polar curve relative to the direction (a : b) ∈ P1(C).
Using Lemma 2.1 it is easy to check the following two properties. We assume
J(f, l)(0, 0) = 0.
Property 2.2 The regular curve l = 0 is not a branch of the curve f = 0 if
and only if l = 0 is not a branch of the polar curve J(f, l) = 0.
Recall that two curves are transverse if they have no common tangent.
Property 2.3 If the curves l = 0 and f = 0 are transverse then the curves
l = 0 and J(f, l) = 0 are transverse, too.
In the sequel we assume that f = 0 is a reduced curve and that the regular
curve l = 0 is not a branch of f = 0.
Recall that J(f, l)(0, 0) = 0 and let J(f, l) = h1 · · ·hs be the decomposi-
tion of J(f, l) into irreducible factors. Then the rational numbers
(f, hj)0
(l, hj)0
, j = 1, . . . , s
are called the polar invariants of f = 0 relative to l = 0. Let Q(f, l) be the
set of polar invariants. If J(f, l)(0) 6= 0 then we put Q(f, l) = ∅. For every
polar invariant q ∈ Q(f, l) we put
Aq = {j ∈ [1, s] :
(f, hj)0
(l, hj)0
= q}
and
Jq =
∏
j∈Aq
hj .
Thus
J(f, l) =
∏
q
Jq and
(f, Jq)0
(l, Jq)0
= q for q ∈ Q(f, l) .
We callmq = (l, Jq)0 themultiplicity of the polar invariant q. Using Lemma 2.1
we check
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Property 2.4
∑
q
mq = (f, l)0 − 1,
∑
q
mqq = µ0(f) + (f, l)0 − 1 where
the summation is over all q ∈ Q(f, l).
Let η0(f, l) = sup Q(f, l) be the maximal polar invariant (η0(f, l) = −∞ if
J(f, l)(0, 0) 6= 0). Property 2.4 implies
Property 2.5 Suppose that (f, l)0 > 1. Then
µ0(f)
(f, l)0 − 1
+ 1 ≤ η0(f, l) ≤ µ0(f) + 1 .
Moreover
η0(f, l) =
µ0(f)
(f, l)0 − 1
+ 1
if and only if there exists exactly one polar invariant of f = 0 relative to
l = 0.
From the above property it follows that a regular plane curve f = 0 has
exactly one polar invariant, equal to 1 relative to any nontransverse regular
curve l = 0. In the sequel we assume that f = 0 is a singular reduced curve.
Following Teissier [Te1980] we define the jacobian Newton polygon by
putting
Q(f, l) =
s∑
j=1
{
(f, hj)0
(l, hj)0
}
.
It is easy to see that
Q(f, l) =
∑
q
{
mqq
mq
}
.
Property 2.6 The jacobian Newton polygon intersects the axes at points
(0, (f, l)0−1) and (µ0(f)+(f, l)0−1, 0). All faces of Q(f, l) have inclinations
strictly greater than 1.
The above property follows from Property 2.4 and from the following formula
(f, hj)0 = inf
{(
∂f
∂X
, hj
)
0
,
(
∂f
∂Y
, hj
)
0
}
+ (l, hj)0 for j = 1, . . . , s .
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(0, (f, l)0 − 1)
mq
mqq (µ0(f) + (f, l)0 − 1, 0)
Q(f, l)
Remark 2.7 If f = 0 and l = 0 are transverse then the polar invariants
are of the form (f, hj)0/ord hj, j = 1, . . . , s (see Property 2.3). The jacobian
Newton polygon joins the points (0, ord f − 1) and (µ0(f)+ ord f − 1, 0). Its
faces have inclinations greater than or equal to ord f . One checks that ord f
is the polar invariant if and only if the number of tangents t(f) is strictly
greater than 1. Then t(f)−1 is the multiplicity of ord f (see [LenMaP l2003]).
A local isomorphism Φ is a pair of power series without constant term
such that JacΦ(0, 0) 6= 0. The jacobian Newton polygonQ(f, l) is an analytic
invariant of the pair (f, l):
Property 2.8 Let Φ be a local isomorphism. Then Q(f ◦Φ, l ◦Φ) = Q(f, l).
Let f = 0 and f ′ = 0 be reduced singular curves and let l = 0 and l′ = 0 be
regular branches such that l = 0 (resp. l′ = 0) is not a component of f = 0
(resp. f ′ = 0). We will say that the pairs f = 0, l = 0 and f ′ = 0, l′ = 0
are equisingular if there is an equisingularity bijection of the set of branches
fi = 0 of f = 0 and f
′
i = 0 of f
′ = 0 such that (fi, l)0 = (f
′
i , l
′)0 for
all i = 1, . . . , r. The following result is a refinement of Teissier’s theorem
on invariance of the jacobian Newton polygon [Te1977] in the case of plane
curve singularities.
Theorem 2.9 Suppose that the pairs f = 0, l = 0 and f ′ = 0, l′ = 0 are
equisingular. Then
Q(f, l) = Q(f ′, l′) .
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The proof of the above theorem may be given by purely intersection theoreti-
cal methods (see [GwLenP l]) based on the Kuo and Lu approach ([KuoLu1977]
and Section 3 of this paper).
Now let us note
Corollary 2.10 If f = 0 is a reduced singular curve and l = 0, l′ = 0 are
nonsingular branches transverse to f = 0 then Q(f, l) = Q(f, l′).
We write Q(f) = Q(f, l) provided that f = 0 and l = 0 are transverse and
call Q(f) the jacobian Newton polygon of f = 0.
Corollary 2.11 Suppose that the reduced singular curves f = 0 and f ′ = 0
are equisingular. Then Q(f) = Q(f ′).
From the last corollary it follows that the Milnor number µ0(f) and the
maximal polar invariant η0(f) = max Q(f) are invariants.
Example 2.12 Let f = (Y 3 − X5)2 − 9X11 and l = X . Then (f, l)0 =
ord f = 6 i.e. f = 0 and l = 0 are transverse. We get J(f, l) = (∂f/∂Y ) =
6(Y 3 −X5)Y 2 and
Q(f) = Q(f, l) =
{
(f, Y )0
1
}
+
{
(f, Y )0
1
}
+
{
(f, Y 3 −X5)0
3
}
=
{
20
2
}
+
{
33
3
}
.
The computations of the jacobian Newton polygons in the next two ex-
amples were done using Theorem 6.1.
Example 2.13 ([Len2008]) Let f = Y 9+X2Y 2+X9 and g = Y 5+XY 4+X9.
Then
Q(f) = Q(g) =
{
5
1
}
+
{
27
3
}
but the curves f = 0 and g = 0 are not equisingular. The curve f = 0 has 3
branches while g = 0 has 5.
Example 2.14 Let f = X3Y 3+X2Y 4+X8+Y 7 and g = X4Y 2+X8+Y 7.
Then
Q(f) =
{
6 · 2
2
}
+
{
7 · 1
1
}
+
{
8 · 2
2
}
and
Q(g) =
{
6 · 1
1
}
+
{
7 · 3
3
}
+
{
8 · 1
1
}
.
We get ord f = ord g = 6 and µ0(f) = µ0(g) = 30. The Newton polygons
Q(f) and Q(g) have the same inclinations 6, 7, 8 and join the same points
(0, 5) and (35, 0) but Q(f) 6= Q(g).
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The following simple proposition gives an effective way of computing the
jacobian Newton polygon of the pair f(X, Y ) = Y n+a1(X)Y
n−1+. . .+an(X)
(a distinguished polynomial of degree n > 1) and l(X, Y ) = X by performing
the rational operations on the coefficients a1(X), . . . , an(X). It illustrates the
leading principle of Teissier’s lectures [Te1976].
Proposition 2.15 Suppose that f(X, Y ) is an Y -distinguished polynomial of
degree n > 1 without multiple factors. Let T be a new variable and consider
the discriminant D(X, T ) = discY (f(X, Y )− T ). Then Q(f,X) = ∆X,T (D)
(the Newton polygon of the discriminant D(X, T ) in coordinates X, T ).
Proof. Let β1(X), . . . , βn−1(X) ∈ C{X}∗ be the Puiseux roots of equation
(∂f/∂Y )(X, Y ) = 0. It is easy to see that ord f(X, β1(X)),. . . , ord f(X, βn−1(X))
is the sequence of polar invariants of f = 0 relative to X appearing with their
multiplicities (if h(X, Y ) = 0 is the minimal analytic equation of the series
β(X) ∈ C{X}∗ then ord f(X, β(X)) = (f, h)0/(X, h)0). On the other hand
D(X, T )=discY (f(X, Y )− T ) = resultantY (f(X, Y )− T,
∂f
∂Y
(X, Y ))
=±
n−1∏
j=1
(T − f(X, βj(X))) .
We apply the Newton-Puiseux Theorem (see Preliminaries) to D(X, T ) ∈
C{X, T}.
Example 2.16 Let f(X, Y ) = (Y 2 −X3)2 −X5Y . Then f = 0 and X = 0
are transverse. We have D(X, T ) = −256T 3+256X6T 2+288X13T−27X20−
256X19 and
Q(f) = Q(f,X) = ∆X,T (D) =
{
6
1
}
+
{
13
2
}
.
3 Polar invariants and Puiseux series
The following lemma due to Kuo and Lu (see [KuoLu1977], Lemma 3.3)
is crucial for the approach to the polar invariants based on Puiseux series
(see [Egg1982], [GwP l2002], [Wall2003]).
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Lemma 3.1 (the Kuo and Lu lemma)
Let f = f(X, Y ) ∈ C{X, Y } be a Y -regular power series of order n > 1
and let α1 = α1(X), . . . , αn = αn(X) be the Puiseux roots of the equation
f(X, Y ) = 0. If β1 = β1(X), . . . , βn−1 = βn−1(X) are the Puiseux roots of
the equation (∂f/∂Y )(X, Y ) = 0 then for each k ∈ {1, . . . , n} and for each
r > 0
#{i : ord(αi − αk) = r} = #{i : ord(βi − αk) = r}
A short proof of the above lemma is given in [GwP l1991] (see also [GwP l2002]).
Remark 3.2 In [KuoLu1977] the following property is stated:
(*) for given αi, βk there exists an αj such that ord(βk − αi) = ord(βk −
αj) = ord(αi − αj).
To show that (*) does not hold take f(X, Y ) = Y (Y −X)(Y − X2). Then
α1 = 0, α2 = X , α3 = X
2 and β1 =
2
3
X + . . ., β2 =
1
2
X2 + . . .. For α2, β2
does not exist αj such that ord(β2 − α2) = ord(β2 − αj) = ord(α2 − αj).
Note also that property (*) does not hold under the assumption added
in [Gar2000] that f(X, 0)f(0, Y ) 6= 0. To get an example it suffices to replace
the series f(X, Y ) considered above by the series f(X, Y −X).
The set of all Puiseux series C{X}∗ is an ultrametric space with the order
of contact O(ϕ, ψ) = ord(ϕ(X)− ψ(X)). That is for any ϕ, ψ, χ ∈ C{X}∗:
(i) O(ϕ, ψ) = +∞ if and only if ϕ = ψ,
(ii) O(ϕ, ψ) = O(ψ, ϕ),
(iii) O(ϕ, ψ) ≥ inf{O(ϕ, χ), O(ψ, χ)}.
Let Z ⊂ C{X}∗ be a nonempty finite subset of C{X}∗. A ball in Z is a
subset B ⊂ Z for which there are ϕ, ψ ∈ Z such that α ∈ B if and only
if O(α, ϕ) ≥ O(ϕ, ψ). We will write B = B(ϕ,O(ϕ, ψ)). For each ball B
in Z we define the diameter h(B) = inf{O(α, β) : α, β ∈ B}. Note that if
B = B(ϕ,O(ϕ, ψ)) then h(B) = O(ϕ, ψ). Let B(Z) be the set of balls in Z.
The ordered set (B(Z),≤) where B ≤ B′ if and only if B ⊃ B′ will be called
the tree over Z. If B ≤ B′ with B 6= B′ and there is no other ball between
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B and B′ then we call B′ a successor of B. If h(B) < +∞ i.e. if B does not
reduce to a one-point set then B has a finite number t(B) of successors. One
has t(B) ≥ 2.
Let f = f(X, Y ) ∈ C{X, Y } be a Y -regular power series of order n =
ord f(0, Y ) ≥ 1. Assume that f has no multiple factors and let
Zf = {α = α(X) ∈ C{X}
∗ : ordα(X) > 0 and f(X,α(X)) = 0} .
Thus #Zf = n. The tree over Zf will be denoted T (f) and called the Kuo-Lu
tree model of f (see [KuoLu1977] where the balls are called bars and h(B) is
called height of B).
Example 3.3 (see [IzuKoiKuo2002]) Let f(X, Y ) = (Y−X2)(Y 2−X3)(Y 2−
X5). Here α1 = X
2, α2 = X
3/2, α3 = −X3/2, α4 = X5/2, α5 = −X5/2
are the roots of f(X, Y ) = 0. Thus Zf = {α1, . . . , α5} and O(Zf × Zf) =
{3/2, 2, 5/2,+∞}. It is easy to check that T (f) = {B0, B1, B2, {α1}, . . . , {α5}}
where B0 = Zf , B1 = {α1, α4, α5}, B2 = {α4, α5}. The successors of B0 are
B1, {α2}, {α3}, the successors of B1 are {α1} and B2 and the successors of
B2 are {α4} and {α5}. Thus we have t(B0) = 3, t(B1) = 2, t(B2) = 2. We
can represent the tree T (f) in the following figure
h = 3/2
h = 2
h = 5/2
h = +∞
{α4} {α5}{α1}{α2}{α3}
B0
B1
B2
The balls are represented by points situated on different levels corresponding
to the heights h ∈ O(Zf × Zf). We join every ball by continuous lines with
its successors.
For each α ∈ Zf and for each ball B ∈ T (f) we put O(α,B) = sup{O(α, ϕ) :
ϕ ∈ B}. Let T (f)′ = {B ∈ T (f) : h(B) < +∞} and put
q(B) =
∑
α∈Zf
inf{O(α,B), h(B)}.
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Note that O(α,B) = O(α, ϕ) for any ϕ ∈ B provided that O(α,B) < h(B).
Theorem 3.4 Let f = f(X, Y ) ∈ C{X, Y }, n = ord f(0, Y ) > 1 be a power
series without multiple factors. Then
(i) q ∈ Q(f,X) if and only if q = q(B) for a ball B ∈ T (f)′,
(ii) mq =
∑
B(t(B)− 1) where summation is over all B ∈ T (f)
′ such that
q = q(B).
The above quoted theorem is implicit in [KuoLu1977]. Part (i) was proved
in [GwP l2002]. A short proof of (i) and (ii) is given in [GarGw2008].
Example 3.5 Let us calculate Q(f,X) for f = (Y −X2)(Y 2−X3)(Y 2−X5).
Using the notation from Example 3.3 we get q(B0) = (#Zf)h(B0) = 5 ·
(3/2) = 15/2, q(B1) = O(α2, B1) + O(α3, B1) + (#B1)h(B1) = (3/2) +
(3/2)+3 ·2 = 9, q(B2) = O(α1, B2)+O(α2, B2)+O(α3, B2)+(#B2)h(B2) =
2 + (3/2) + (3/2) + 2 · (5/2) = 10. Consequently, we get
Q(f) = Q(f,X)=
{
(15/2)(3− 1)
3− 1
}
+
{
9(2− 1)
2− 1
}
+
{
10(2− 1)
2− 1
}
=
{
15
2
}
+
{
9
1
}
+
{
10
1
}
.
Remark 3.6 In [Len2004] the polar invariants and their multiplicities are
computed by using the Newton algorithm.
4 The case of one branch
Let f = 0 be a singular branch. For any regular curve l = 0 the semigroup
S(f) has the (f, l)0-minimal system of generators b¯0, b¯1, . . . , b¯h defined by
conditions
(i) b¯0 = (f, l)0,
(ii) b¯k = min(S(f) \ (N b¯0 + . . .+N b¯k−1)),
(iii) S(f) = N b¯0 + . . .+N b¯h.
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We will write 〈b¯0, . . . , b¯h〉 instead of N b¯0 + . . . +N b¯h. If f = 0 and l = 0
are transverse then (f, l)0 = ord f and the corresponding system of (f, l)0-
minimal generators will be denoted β¯0, β¯1, . . . , β¯g. Here β¯0 = min(S(f)\{0}).
Let n1, . . . , nh be the integers defined to be
nk =
GCD(b¯0, . . . , b¯k−1)
GCD(b¯0, . . . , b¯k)
for k = 1, . . . , h .
Then nk > 1 for all k. Now we can state the result due to [Sm1875], [Mer1977]
and [Eph1983].
Theorem 4.1 (Smith–Merle–Ephraim) Suppose that f = 0 is a singular
branch and l = 0 a regular curve. Let b¯0, . . . , b¯h be the (f, l)0-minimal system
of generators of the semigroup S(f). Then with the notation introduced above
Q(f, l) =
h∑
k=1
{
(nk − 1)b¯k
(nk − 1)n1 . . . nk−1
}
.
By convention the empty product which appears for k = 1 is equal to 1.
The sequence of generators can be characterized in purely arithmetical
terms. Let us recall (see [Bre1972], [Zariski1973], [Del1994], [GwP l1995]).
Theorem 4.2 Let b¯0, b¯1, . . . , b¯h be a sequence of strictly positive integers.
Then the following two conditions are equivalent.
(I) There is a singular branch f = 0 and a regular curve l = 0 such that
b¯0, b¯1, . . . , b¯h is the (f, l)0-minimal system of generators of the semi-
group S(f),
(II) the sequence b¯0, b¯1, . . . , b¯h satisfies the conditions:
(Z1) the sequence ek = GCD(b¯0, . . . , b¯k) (k = 0, 1, . . . , h) is strictly
decreasing and eh = 1.
(Z2) the sequence ek−1b¯k (k = 1, . . . , h) is strictly increasing.
Example 4.3 For any integer n ≥ 0 there is a branch f = 0 with the
semigroup 〈6, 8, 27 + 6n〉. By Theorem 4.1 we get
Q(f) = 2
{
8
1
}
+ 3
{
9 + 2n
1
}
.
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Using Theorems 4.1 and 4.2 we get
Corollary 4.4 Let f = 0 be a singular branch. Then
(1) Q(f, l) is a complete invariant of the pair f = 0, l = 0;
(2) Q(f) is a complete invariant of the branch f = 0.
Theorem 4.5 [GarGw2008]
Let f = 0 and g = 0 be two reduced curves such that Q(f) = Q(g). Suppose
that f = 0 is an irreducible curve. Then g = 0 is also irreducible.
For every sequence b¯0, . . . , b¯h satisfying conditions (Z1) and (Z2) (in the sequel
we call such a sequence (Z)-sequence) we put
N (b¯0, . . . , b¯h) =
h∑
k=1
{
(nk − 1)b¯k
(nk − 1)n1 . . . nk−1
}
.
and call N (b¯0, . . . , b¯h) the Newton diagram associated with the sequence
b¯0, . . . , b¯h. Theorems 4.1, 4.5 and Proposition 2.15 give rise to the following
Corollary 4.6 (Irreducibility Criterion)
Let f = Y n + a1(X)Y
n−1 + . . .+ an(X) ∈ C{X}[Y ] be a distinguished poly-
nomial of degree n > 1 without multiple factors. Then f is irreducible if and
only if the Newton diagram of the discriminant D(X, T ) = discY (f(X, Y )−
T ) is equal to the Newton diagramN (b¯0, . . . , b¯h) associated with a (Z)-sequence
b¯0 = n, b¯1, . . . , b¯h.
Example 4.7 (see [Kuo1989] and [Abh1989]). The following two examples
are taken from [Kuo1989].
I. Let f = (X2−Y 3)2−Y 7. Then the curves f = 0 and Y = 0 are transverse
and Q(f) = Q(f, Y ) = { 6
1
} + {14
2
}. To decide if f is irreducible suppose
that Q(f) = N (b¯0, . . . , b¯h) for a (Z)-sequence b¯0, . . . , b¯h. Then h = 2 since
Q(f) has two faces and b¯0 = ordf = 4. From condition{
(n1 − 1)b¯1
n1 − 1
}
+
{
(n2 − 1)b¯2
(n2 − 1)n1
}
=
{
6
1
}
+
{
14
2
}
we get b¯1 = 6 and b¯2 = 14. A contradiction since GCD(b¯0, b¯1, b¯2) = 2.
Therefore f is not irreducible.
17
II. Let f = (X2 − Y 3)2 − Y 5X . The curves f = 0 and Y = 0 are transverse
and Q(f) = Q(f, Y ) = { 6
1
} + {13
2
} (see Example 2.16). It is easy to check
that Q(f) = N (4, 6, 13) and that 4, 6, 13 is a (Z)-sequence. Therefore f is
irreducible with semigroup S(f) = 〈4, 6, 13〉.
5 Polar invariants in many branched case
Let ϕ, ψ ∈ C{X, Y } be irreducible power series. The contact coefficient (in
the sense of Hironaka) with respect to a regular curve l = 0 is the rational
number
h(ϕ, ψ; l) =
(ϕ, ψ)0
(l, ψ)0
.
If l = 0 and ψ = 0 are transverse then h(ϕ, ψ; l) = (ϕ, ψ)0/ordψ and we
write h(ϕ, ψ) instead of h(ϕ, ψ; l).
Let f = 0 be a reduced curve with r > 1 branches. To describe the
contacts of fi = 0 with the branches fj = 0, j 6= i let us consider the
following diagram
Hi(f, l) =
r∑
j=1
{
(fi, fj)0
(l, fj)0
}
and the set
Hi(f, l) =
{
(fi, fj)0
(l, fj)0
: j 6= i
}
.
Note that the diagram Hi(f, l) lies above horizontal axis and has vertices
(0, (l, f)0) and ((fi, f/fi)0, (l, fi)0). The distance from Hi(f, l) to the hori-
zontal axis is equal to (l, fi)0.
(0, (l, f)0)
(0, (l, fi)0)
((fi, f/fi)0, (l, fi)0)
We omit the simple proof of the following
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Lemma 5.1 The line with slope −1/τ (τ > 0) supporting Hi(f, l) intersects
the horizontal axis at the point
 r∑
j=1
inf{(fi, fj)0, τ(l, fj)0}, 0

 .
Now let
qi(τ) =
1
(l, fi)0
r∑
j=1
inf{(fi, fj)0, τ(l, fj)0}
for τ > 0 and i = 1, . . . , r. According to Lemma 5.1 the function qi is deter-
mined by the diagram Hi(f, l) and has an obvious geometric interpretation.
The functions qi are piecewise linear, continuous and strictly increasing. The
following explicit formula for polar quotients of a many-branched curve is
due to [GwP l2002].
Theorem 5.2 Let f = f1 . . . fr be a reduced power series with r > 1 irre-
ducible factors. Then
Q(f, l) =
⋃
qi(Q(fi, l) ∪Hi(f, l)) .
We call the elements of qi(Q(fi, l)∪Hi(f, l)) polar invariants associated with
the branch fi = 0. A polar invariant can be associated with more than one
branch.
The polar invariants associated with the branch fi = 0 can be interpreted
in terms of the Newton diagram Hi(f, l) and the jacobian Newton polygon
Q(fi, l) of the branch fi = 0. To this end call a line supporting Hi(f, l)
distinguished if it extends a face of Hi(f, l) or is parallel to a face of Q(fi, l).
Then the polar invariants associated to the branch fi = 0 are exactly the
quotients of the form p
di
where (p, 0) is the point of intersection of a dis-
tinguished supporting line with the horizontal axis and di = (l, fi)0 is the
distance from Hi(f, l) to this axis.
Let us calculate η(f, l) = supQ(f, l). Using the fact that the functions qi
are increasing we get
Theorem 5.3 [P l2001]
η(f, l) =
r
max
i = 1

max

η(fi, l), maxj 6= i
(fi, fj)0
(l, fj)0

+ 1(l, fi)0
∑
j 6=i
(fi, fj)0

 .
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For the applications of the above formula see [GarKP2005].
If f = 0 and l = 0 are transverse then we write Hi(f) = Hi(f, l).
Example 5.4 Even when f = 0 and g = 0 are curves with smooth branches
the conditions Hi(f) = Hi(g) (i = 1, . . . , r) do not imply the equisingularity
of f = 0 and g = 0. Let f = f1 . . . f10 and g = g1 . . . g10 where f1 =
Y −X−X2, f2 = Y −X−2X2, f3 = Y −X−3X2, f4 = Y −2X−X2, f5 =
Y −2X−2X2, f6 = Y −2X−3X
2, f7 = Y −X , f8 = Y −X−X
3, f9 = Y −2X ,
f10 = Y − 2X −X3 and g1 = Y −X , g2 = Y −X −X2, g3 = Y −X − 2X2,
g4 = Y −X − 3X2, g5 = Y −X − 4X2, g6 = Y − 2X − 2X2, g7 = Y − 2X ,
g8 = Y − 2X − X3, g9 = Y − 2X − X2, g10 = Y − 2X − X2 − X3. Then
Hi(f) = Hi(g) for i = 1, . . . , 10 but f = 0 and g = 0 are not equisingular.
To construct a complete invariant of the pair f = 0, l = 0 the notion of
partial polar quotient introduced in [Egg1982] is useful. E. Garc´ıa Barroso
characterized the type of equisingularity of the curve by matrices of partial
polar quotients (see [Gar2000]).
6 Polar invariants and the Newton diagram
We want to calculate the jacobian Newton polygon of a nondegenerate singu-
larity f = 0 in terms of the Newton diagram ∆(f). To formulate the result
we need some notions. Let f ∈ C{X, Y } be a nonzero power series without
constant term. The segment S ∈ Nf is principal if |S|1 = |S|2. If a principal
segment exists it is unique. Put N ′f = Nf \ {principal segment}. For every
segment S ∈ N ′f we put m(S) = min(|S|1, |S|2)− 1 if 1 ≤ |S|1 < |S|2 and S
has a vertex on the vertical axis or if 1 ≤ |S|2 < |S|1 and S has a vertex on
the horizontal axis. Moreover we let m(S) = min(|S|1, |S|2) for all remaining
cases.
Let α/α(S) + β/β(S) = 1 be the equation of the line containing S. Ob-
viously α(S), β(S) > 0 are rational numbers and α(S)/β(S) = |S|1/|S|2.
Recall that t(f) is the number of tangents to f = 0. If f is nondegenerate
then t(f) can be read from the Newton diagram ∆(f). We have the following
result due to [LenP l2000] (see also [LenMaP l2003]).
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Theorem 6.1 Suppose that f is a nondegenerate singularity. Then
Q(f) =
{
(ord f)(t(f)− 1)
(t(f)− 1)
}
+
∑
S∈N ′
f
{
max(α(S), β(S))m(S)
m(S)
}
.
We put by convention { 00 } = R
2
+ (the zero Newton diagram).
Example 6.2 Let f =
∑
cαβX
αY β with summation over all (α, β) ∈ N2
such that (α/w1) + (β/w2) = 1 where w1, w2 ≥ 2 are rational numbers
defines a reduced curve f = 0. Then η0(f) = max(w1, w2) by Theorem 6.1.
On the other hand µ0(f) = (w1 − 1)(w2 − 1) by the Milnor-Orlik formula.
Hence the set of weights
{w1, w2} =
{
µ0(f)
η0(f)− 1
+ 1, η0(f)
}
is an invariant of f = 0.
7 Application to pencils of plane curve sin-
gularities
When studying the singularities at infinity of polynomials in two complex
variables of degree N > 1 one considers the pencils of plane curves of the
form ft = f − tlN , t ∈ C where f, l ∈ C{X, Y } are coprime and a regular
curve l = 0 is not a component of the local curve f = 0 (see [Eph1983],
[GarP l2004], [LenMaP l2003], [P l2004]). Let U ⊂ C be a Zariski open subset
of C. We say that the pencil (ft : t ∈ U) is equisingular if the Milnor
number µ0(ft) is constant for t ∈ U . This means by µ-constant theorem for
pencils [Cas2000] that for any t1, t2 ∈ U the curves ft1 = 0 and ft2 = 0 are
equisingular.
Proposition 7.1 ([Eph1983], [GarP l2004])
Let f = 0 be a reduced curve and l = 0 a regular curve which is not a branch
of f = 0. Let N > 0 be an integer. Then
(1) the pencil (f − tlN : t 6= 0) is equisingular if and only if N 6∈ Q(f, l).
(2) the pencil (f − tlN : t ∈ C) is equisingular if and only if η(f, l) =
sup Q(f, l) < N .
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Using the above proposition and a result of Ephraim [Eph1983] we get the
following
Proposition 7.2 Let f = 0 be a singular branch, l = 0 a regular one. Let
(b¯0, b¯1, . . . , b¯h)0 be the (f, l)0-minimal system of generators of the semigroup
S(f). Then the following three conditions are equivalent
(AM) eh−1b¯h < (b¯0)
2,
(I) all series ft = f − tl
b¯0, t ∈ C are irreducible,
(E) the pencil (ft = f − tlb¯0 : t ∈ C) is equisingular.
Proof. By Theorem 4.1 we have η0(f, l) = eh−1b¯h/b¯0. Therefore (AM) is
equivalent to the inequality η0(f, l) < b¯0 and (AM) ⇔ (E) follows from
Proposition 7.1(2). Obviously (E)⇒ (I), the implication (I)⇒ (E) is due to
Ephraim [Eph1983], Corollary 2.2.
Note that (AM) is the famous Abhyankar–Moh inequality (see [AbhMoh1975],
[GwP l1995], [Cas2000]). For more applications of polar invariants to the sin-
gularities at infinity we refer the reader to [GarP l2004], [GwP l2005], [P l2002]
and to the papers cited in these articles.
References
[Abh1989] S. S. Abhyankar, Irreducibility Criterion for Germs of An-
alytic Functions of Two Complex Variables , Adv. in Math.
74 (1989), 190–257.
[AbhMoh1975] S. S. Abhyankar, T. Moh, Embeddings of line in the plane,
J. Reine Angew. Math. 276 (1975), 148–166.
[Bre1972] H. Bresinsky, Semigroup corresponding to algebroid branches
in the plane, Proc. of the AMS vol.32, No2 (1972), 381–384.
[BriKn1986] E. Brieskorn, H. Kno¨rrer, Plane algebraic curves ,
Birkha¨user, Boston 1986.
22
[Cas2000] E. Casas-Alvero, Singularities of Plane Curves , London
Math. Soc. Lecture Note Ser. 276, Cambridge Univ. Press,
Cambridge, 2000.
[Del1991] F. Delgado de la Mata, An arithmetical factorization for the
critical point set of some map germs from C2 to C2, Sin-
gularities (Lille 1991), 61–100. London Math. Soc. Lecture
Note Ser. 201, 1994.
[Del1994] F. Delgado de la Mata, A factorization theorem for the polar
of a curve with two branches , Compositio Math. 92 (1994),
327–375.
[Egg1982] H. Eggers, Polarinvarianten und die Topologie von Kur-
vensingularita¨ten, Bonner Math. Schriften 147, Universita¨t
Bonn, Bonn 1982.
[Eph1983] R. Ephraim, Special polars and curves with one place at
infinity (P. Orlik ed.), Proc. of Symp. in Pure Math., Vol
40 Part 1, AMS, Providence, 1983, 353–359.
[Gar2000] E. Garc´ıa Barroso, Sur les courbes polaires d’une courbe
plane re´duite, Proc. London Math. Soc. (3), 81 (2000), 1–28.
[GarGw2008] E. Garc´ıa Barroso, J. Gwoz´dziewicz, Characterization of ja-
cobian Newton polygons of plane branches and new criteria
of irreducibility , arXiv:085.4257
[GarKP2005] E. R. Garc´ıa Barroso, T. Krasin´ski, A. P loski, The
 Lojasiewicz numbers and plane curve singularities , Ann.
Pol. Math., vol. 87, (2005), 127–150.
[GarP l2004] E. R. Garc´ıa Barroso, A. P loski, Pinceaux de courbes planes
et invariants polaires , Ann. Pol. Math., vol. 82, n. 2 (2004),
113–128.
[GarLenP l2007] E. R. Garc´ıa Barroso, A. Lenarcik, A. P loski, Character-
ization of non-degenerate plane curve singularities , Univ.
Iagel. Acta Math. Fasc XLV (2007), 27–36.
23
[GwLenP l] J. Gwoz´dziewicz, A. Lenarcik, A. P loski, The jacobian New-
ton polygon and equisingularity of plane curve singularities
(in preparation).
[GwP l1991] J. Gwoz´dziewicz, A. P loski, On the Merle formula for polar
invariants , Bull. Soc. Sci. et lettres  Lo´dz´ Vol. XLI, 7 (1991),
61–67.
[GwP l1995] J. Gwoz´dziewicz, A. P loski, On the approximate roots of
polynomials , Ann. Polon. Math. 3 (1995), 199–210.
[GwP l2002] J. Gwoz´dziewicz, A. P loski, On the polar quotients of an
analytic plane curve, Kodai Math. J. Vol. 25, No. 1, (2002),
43–53.
[GwP l2005] J. Gwoz´dziewicz, A. P loski,  Lojasiewicz exponents and sin-
gularities at infinity of polynomials in two complex variables ,
Coll. Math., vol. 103, n. 1 (2005), 47–60.
[IzuKoiKuo2002] S. Izumi, S. Koike, T-Ch. Kuo, Computation and stability
of the Fukui Invariant , Compositio Math. 130, (2002), 49–
73.
[Kou1976] A. G. Kouchnirenko, Polye`dres de Newton et nombre de Mil-
nor , Invent. Math., 32 (1976), 1–31.
[Kuo1989] T-C. Kuo, Generalized Newton-Puiseux Theory and
Hensel’s lemma in C[[x, y]], Can. J. Math. vol. XLI No. 6
(1989), 1101–1116.
[KuoLu1977] T-C. Kuo, Y. C. Lu, On analytic function germ of two com-
plex variables , Topology 16 (1977), 299–310.
[Leˆ1975] D. T. Leˆ, Topological use of polar curves , Algebraic geom-
etry , Arcata 1974, Proc. Sym. Pure Math., vol 29 (AMS
Providence) RI (1975), 507–512.
[LeˆMiWe1989] D. T. Leˆ, F. Michel, C. Weber, Sur le comportement des
polaires associe´es aux germes de courbes planes , Compositio
Math. 72 (1989), 87–113.
24
[LeˆMiWe1991] D. T. Leˆ, F. Michel, C. Weber, Courbes polaires et topologie
des courbes planes , Ann. Sci. ENS 24 (1991), 141–169.
[LeˆR1976] D. T. Leˆ, C. P. Ramanujam, The invariance of Milnor’s
number implies the invariance of the topological type, Amer.
Journal of Math., vol 98 (1976), 67–78.
[LenP l2000] A. Lenarcik and A. P loski, Polar invariants of plane curves
and the Newton polygon, Kodai Math. J. Vol. 23, No. 3,
October 2000, 309–319.
[LenMaP l2003] A. Lenarcik, M. Masternak, A. P loski, Factorization of the
polar curve and the Newton polygon, Kodai Math. J., vol.
26, n. 3 (2003), 288–303.
[Len2004] A. Lenarcik, Polar quotients of a plane curve and the New-
ton algorithm, Kodai Math. J., vol. 27, n. 3 (2004), 336–353.
[Len2008] A. Lenarcik, On the jacobian Newton polygon of plane curve
singularities , Manuscripta Math. 125 (2008), 309–324.
[Mer1977] M. Merle, Invariants polaires des courbes planes , Invent.
Math. 41 (1977), 103–111.
[P l1995] A. P loski, The Milnor number of a plane algebroid curve,
in Materia ly XVI Konferencji Szkoleniowej z Analizy i Ge-
ometrii Zespolonej,  Lo´dz´ (1995), 73–82.
[P l2001] A. P loski, On the maximal polar quotient of an analytic
plane curve, Kodai Math. J. Vol. 24, No. 1 (2001), 120–133.
[P l2002] A. P loski, Polar quotients and singularities at infinity of
polynomials in two complex variables , Ann. Polon. Math.
vol. 78 No. 1 (2002), 49–58.
[P l2004] A. P loski, On the special values for pencils of plane curve
singularities , Univ. Iagel. Acta. Math. Fasc. XLII (2004),
7–13.
25
[Sm1875] H. J. S. Smith, On the higher singularities of plane curves ,
Proc. London Math. Soc. 6 (1875), 153–182.
[Te1973] B. Teissier, Cycles e´vanescents, sections planes et conditions
de Whitney , Aste´risque (Socie´te´ Mathe´matique de France),
No 7-8, 1973.
[Te1975] B. Teissier, Introduction to equisingularity problems , Proc.
Sym. Pure Math., vol 29 (AMS Providence) RI (1975), 593–
632
[Te1976] B. Teissier, The hunting of invariants in the geometry of
discriminants , Nordic Summer School/NAVF Symposium
in Mathematics. Oslo. August 5–25, 1976.
[Te1977] B. Teissier, Variete´s polaires I. Invariants polaires des singu-
larite´s des hypersurfaces , Invent. Math. 40 (1977), 267–292.
[Te1980] B. Teissier, Polye`dre de Newton Jacobien et
e´quisingularite´, Se´minaire sur les Singularite´s, Publi-
cations Math., Universite´ Paris VII, 7 (1980), 193–221,
http://pepole.math.jussieu.fr/˜teissier/articles-Teissier.html.
[Te1991] B. Teissier, Introduction to Curve Singularities , Singular-
ity Theory, Editors D. T. Leˆ, K. Saito, B. Teissier, Word
Scientific 1991.
[Wall2003] C. T. C. Wall, Chains on the Eggers tree and polar curves ,
Rev. Mat. Ibera 19, (2003), 745–754.
[Wall2004] C. T. C. Wall, Singular Points of Plane Curves , Cambridge
University Press, 2004.
[Zariski1973] O. Zariski, Le proble`me de modules pour les branches des
courbes planes , Lecture Notes (ed. F. Kmety and M. Merle),
E´cole Polytechnique, 1973.
Department of Mathematics, Technical University,
AL. 1000 L PP 7, 25-314 Kielce, Poland
e-mail: matjg@tu.kielce.pl ztpal@tu.kielce.pl matap@tu.kielce.pl
26
