The costs of greenhouse gas emission reduction are investigated with abatement of carbon dioxide, methane, and nitrous oxide using the FUND model. The central policy scenario keeps anthropogenic radiative forcing below 4.5 Wm -2 . If CO 2 emission reduction were the only possibility to meet this target, the net present value of consumption losses would be $45 trillion; with abatement of the other gases added, costs fall to $33 trillion. The bulk of these costs savings can be ascribed to nitrous oxide. Because nitrous oxide is so much more important than methane, the choice of equivalence metric between the greenhouse gases does not matter much. Sensitivity analyses show that the shape of the cost curves for CH 4 and N 2 O emission reduction matters, and that the inclusion of SO 2 and sulphate aerosols make policy targets substantially harder to achieve. The costs of emission reduction vary greatly with the choice of stabilisation target. A target of 4.5 Wm -2 is not justified by our current knowledge of the damage costs of climate change.
Introduction
International climate policy has stalled. One of the reasons are the (perceived) high costs of implementation something like the Kyoto Protocol and the UNFCCC's ultimate aim of stabilising atmospheric concentrations of greenhouse gases. Options to reduce the costs of emission reduction are therefore worth investigating. Particularly, as oil prices are so high at the moment, options to reduce emissions without raising the price of petrol would increase the political feasibility of emission abatement. Reducing the emissions of methane (CH 4 ) and nitrous oxide (N 2 O) are such options. Previous discussions have focussed on "where" flexibility (that is, the ability to shift emission reduction between countries) and on "when" flexibility (that is, the ability to shift emission reduction between periods). The ability to shift emission reduction between gases may be referred to as "how" flexibility (Manne and Richels, 2000) .
The economic literature on the costs of greenhouse gas emission reduction has focussed on carbon dioxide from industry and electricity (Hourcade et al., 1996a (Hourcade et al., ,b, 2001 . This is the largest single source of greenhouse gases. However, other sources are important too. Perhaps the explanation for the paucity of studies is that these other sources are hard to include into models that emphasize energy economics. Methane is emitted by coal mining and leakage from gas transport, but also by agriculture. Nitrous oxide originates from agriculture and a range of industrial processes. Another explanation is the lack of data on engineering solutions to CH 4 and N 2 O emissions and their costs. Although there are a fair number of older of partial studies on emissions, options and costs (van Amstel, 1993; van Amstel et al., 1993; EPA, 1993a EPA, ,b,c, 1999 de Jager and Blok, 1993; van Ham, 1994 van Ham, , 2002 Kroeze, 1994; de Jager et al., 1996a,b; AEAT, 1998; IEA GHG, 1998; Kruger et al., 1998; Bates, 2000; Bates and Haworth, 2000) , and Tol et al. (2003) 1 had to extrapolate methane emission reduction costs curves from the Netherlands to the rest of the world. Reilly et al. (1999) were the first to report, albeit only graphically, an internally consistent, region specific set of cost curves. Things are changing rapidly now, particularly with the solid input from US EPA (2003) . This new information is now being taken up by the models used for climate policy analysis. This study contributes to that.
A few previous studies have looked at multi-gas emission reduction. looks at carbon dioxide and methane, finding that "how" flexibility is as important as "where" flexibility, with cost savings of up to 70%. Reilly et al. (1999) study emission reduction for all greenhouse gases, finding annual cost reductions of about 50%. They emphasize that emission reduction targets, if expressed relative to a base year, are sensitive to the gases included. The analysis of Manne and Richels (2000) is restricted to CO 2 , CH 4 and N 2 O. Their annual cost savings in 2010 are 20-50%, smaller than in Reilly et al. (1999) . Jensen and Thelle (2001) include all Kyoto gases in a medium-term model; their welfare costs in the OECD fall by 20-35% due to the inclusion of other gases, but the countries of the former Soviet Union lose substantial revenue in the emission permit trade. The study by Tol et al. (2003) is restricted to carbon dioxide and methane. In contrast to the other multi-gas studies (including this one), it emphasizes the differences in the dynamics of the two gases in the economy, a factor that complicates the optimal trade-off between respective emission reductions. Tol et al. (2003) report cost savings of up to 70% by including methane only. Aaheim et al. (2004) use a simpler model than the previous studies. Their cost savings due to including the other gases is much smaller, only 10%, but their emission reduction target is much stricter. They also show that relative cost savings fall as the target gets stricter.
The current study differs from previous papers in using a different set of scenarios and sensitivity analyses, and using more reliable data on the costs of emission reduction. Nonetheless, new qualitative insights emerge as well. Section 2 presents the model used, FUND2.7. Section 3 shows the basic results and sensitivity analyses. Section 4 concludes.
The model
The model used is version 2.7 of the Climate Framework for Uncertainty, Negotiation and Distribution (FUND) . Version 2.7 of FUND corresponds to version 1.6, described and applied by Tol (1999a Tol ( -e, 2001 Tol ( , 2002a , except for the impact module, which is described by Tol (2002b,c) and updated by Tol (2002d) . A further difference is that the current version of the model distinguishes 16 instead of 9 regions. The current version of the model also includes emission reduction for nitrous oxide (N 2 O), not incorporated in earlier versions of FUND, as well as a new formulation of methane (CH 4 ) emission reduction.
Essentially, FUND consists of a set of exogenous scenarios and endogenous perturbations. The model distinguishes 16 major regions of the world, viz. the United States of America, Canada, Western Europe, Japan and South Korea, Australia and New Zealand, Central and Eastern Europe, the former Soviet Union, the Middle East, Central America, South America, South Asia, Southeast Asia, China, North Africa, Sub-Saharan Africa, and Small Island States. The model runs from 1950 to 2200 in time steps of one year. The prime reason for starting in 1950 is to initialize the climate change impact module. In FUND, the impacts of climate change are assumed to depend on the impact of the previous year, this way reflecting the process of adjustment to climate change. Because the initial values to be used for the year 1950 cannot be approximated very well, both physical and monetized impacts of climate change tend to be misrepresented in the first few decades of the model runs. The 22 nd century is included to make sure that climate policies aimed at stabilizing concentrations indeed achieve that goal.
The period of 1950-1990 is used for the calibration of the model which is based on the IMAGE 100-year database (Batjes & Goldewijk, 1994) . The climate scenarios for the period 2010-2200 are based on the EMF14 Standardized Scenario, which lies somewhere in between IS92a and IS92f (Leggett et al., 1992) .
The scenarios concern the rate of population growth, economic growth, autonomous energy efficiency improvements, the rate of decarbonization of the energy use (autonomous carbon efficiency improvements), and emissions of carbon dioxide from land use change, methane and nitrous oxide.
The scenarios of economic and population growth are perturbed by the impact of climatic change. Population decreases with increasing climate change related deaths that result from changes in heat stress, cold stress, malaria, and tropical cyclones. Heat and cold stress are assumed to have an effect only on the elderly, non-reproductive population. In contrast, the other sources of mortality also affect the number of births. Heat stress only affects the urban population. The share of the urban population among the total population is based on the World Resources Databases (WRI, 2000) . It is extrapolated based on the statistical relationship between urbanization and per-capita income which are estimated from a crosssection of countries in 1995. Climate-induced migration between the regions of the world also cause the population sizes to change. Immigrants are assumed to assimilate immediately and completely with the respective host population.
The tangible impacts are dead-weight losses to the economy. Consumption and investment are reduced without changing the savings rate. Thus, climate change reduces the long-term economic growth, although for the short term the consumption is particularly affected. Economic growth is also reduced by carbon dioxide abatement measures.
The energy intensity of the economy and the carbon intensity of the energy supply autonomously decrease over time. This process can be accelerated by abatement policies.
The endogenous parts of FUND consist of the atmospheric concentrations of carbon dioxide, methane and nitrous oxide, the global mean temperature, the impact of carbon dioxide emission reductions on the economy and on emissions, and the impact of the damages to the economy and the population caused by climate change.
Methane and nitrous oxide are taken up in the atmosphere, and then geometrically depleted:
where C denotes the concentration, E the emissions, t the year, and pre the pre-industrial concentration. Hasselmann (1987) . Its parameters are taken from Hammitt et al. (1992) . According to this model, 13 per cent of total emissions remain in the atmosphere indefinitely, while 10 per cent are removed within an average time period of two years.
The radiative forcing of carbon dioxide, methane and nitrous oxide is determined based on Shine et al. (1990) . The global mean temperature T is governed by a geometric build-up to its equilibrium (determined by the radiative forcing RF), with a half-life of 50 years. In the base case, the global mean temperature rises in equilibrium by 2.5°C for a doubling of carbon dioxide equivalents, so:
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Regional temperature follows from multiplying the global mean temperature by a fixed factor, which corresponds to the spatial climate change pattern averaged over 14 GCMs (Mendelsohn et al., 2000) . The global mean sea level is also geometric, with its equilibrium level determined by the temperature and a half-life of 50 years. Both temperature and sea level are calibrated to correspond to the best guess temperature and sea level for the IS92a scenario of Kattenberg et al. (1996) .
The climate impact module is based on Tol (2002b,c) . The following impact categories of climate change are considered: agriculture, forestry, sea level rise, cardiovascular and respiratory disorders related to cold and heat stress, malaria, dengue fever, schistosomiasis, diarrhea, energy consumption, water resources, and unmanaged ecosystems.
People can die prematurely due to temperature stress or vector-borne diseases, or they can migrate because of sea level rise. Like all impacts of climate change, these effects are monetized. The value of a statistical life is set to be 200 times the annual per capita income. The resulting value of a statistical life lies in the middle of the observed range of values in the literature (cf. Cline, 1992) . The value of emigration is set to be 3 times the per capita income (Tol, 1995 (Tol, , 1996 , the value of immigration is 40 per cent of the per capita income in the host region (Cline, 1992) . Losses of dryland and wetlands due to sea level rise are modeled explicitly. The monetary value of a loss of one square kilometer of dryland was on average $4 million in OECD countries in 1990 (cf. Fankhauser, 1994) . Dryland value is assumed to be proportional to GDP per square kilometer. Wetland losses are valued at $2 million per square kilometer on average in the OECD in 1990 (cf. Fankhauser, 1994) . The wetland value is assumed to have logistic relation to per capita income. Coastal protection is based on costbenefit analysis, including the value of additional wetland lost due to the construction of dikes and subsequent coastal squeeze.
Other impact categories, such as agriculture, forestry, energy, water, and ecosystems, are directly expressed in monetary values without an intermediate layer of impacts measured in their 'natural' units (cf. Tol, 2002b) .
Climate change related damages can be attributed to either the rate of change (benchmarked at 0.04°C/yr) or the level of change (benchmarked at 1.0°C). Damages from the rate of temperature change slowly fade, reflecting adaptation (cf. Tol, 2002c) .
Impacts of climate change on energy consumption, agriculture, and cardiovascular and respiratory diseases explicitly recognize that there is a climatic optimum which is determined by a variety of factors, including plant physiology and the behavior of farmers. Impacts are positive or negative depending on whether the actual climate conditions are moving closer to or away from that optimum climate. Impacts are larger if the initial climate conditions are further away from the optimum climate. The optimum climate is of importance with regard to the potential impacts. The actual impacts lag behind the potential impacts, depending on the speed of adaptation. The impacts of not being fully adapted to new climate conditions are always negative (cf. Tol, 2002c) .
The impacts of climate change on coastal zones, forestry, unmanaged ecosystems, water resources, malaria, dengue fever, and schistosomiasis are modeled as simple power functions. Impacts are either negative or positive, and do not change sign (cf. Tol, 2002c ).
Vulnerability to climate change changes with population growth, economic growth, and technological progress. Some systems are expected to become more vulnerable, such as water resources (with population growth), heat-related disorders (with urbanization), and ecosystems and health (with higher per capita incomes). Other systems are projected to become less vulnerable, such as energy consumption (with technological progress), agriculture (with economic growth) and vector-and water-borne diseases (with improved health care) (cf. Tol, 2002c) .
Carbon dioxide emissions are calculated on the basis of the Kaya identity:
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where M denotes emissions, E denote energy use, Y denotes GPD and P denotes population; t is the index for time, r for region. The carbon intensity of energy use, and the energy intensity of production follow from: where τ is policy intervention and α is a parameter. Policy also affects emissions via 
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Thus, the parameter 0<α <1 governs which part of emission reduction is permanent (reducing carbon and energy intensities at all future times) and which part of emission reduction is temporary (reducing current energy consumptions and carbon emissions), fading at a rate of 0<κ<1. In the base case, α=0.5, κ ψ =κ φ =0.9. Alternatively, one may interpret the difference between permanent and temporary emission reduction as affecting commercial technologies and capital stocks, respectively. The behaviour of the emission reduction module is similar to that of the models of Grubb et al. (1995) , Ha-Duong et al. (1997) and Hasselmann et al. (1997) . It is a reduced form way of modelling that part of the emission reduction fades away after the policy intervention is reversed, but that another part remains through technological lock-in. Learning effects are described below.
The costs of emission reduction C are given by H denotes the stock of knowledge. Equation (9) gives the costs of emission reduction in a particular year for emission reduction in that year. In combination with Equations (5)- (8) 
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That is, emission reduction is relatively expensive for the region that has the lowest emission intensity. 2 The calibration is such that a 10% emission reduction cut in 2003 would cost 1.57% (1.38%) of GDP of the least (most) carbon-intensive region, and a 80% (85%) emission reduction would completely ruin its economy; later emission reductions are cheaper by Equations (10) and (11). Emission reduction is relatively cheap for regions with high emission intensities. The thought is that emission reduction is cheap in countries that use a lot of energy and rely heavily on fossil fuels, while other countries use less energy and less fossil fuels and are therefore closer to the technological frontier of emission abatement. 3 The model has been calibrated to the results reported in ; for relatively small emission reduction, the costs in FUND correspond closely to those reported by other topdown models, but for higher emission reduction, FUND finds higher costs, because FUND does not include backstop technologies, that is, a carbon-free energy supply that is available in unlimited quantities at fixed average costs.
The regional and global knowledge stocks follow from Knowledge accumulates with emission abatement. More knowledge implies lower emission reduction costs. Equations (9) and (11) together constitute learning by doing. The parameters γ determines which part of the knowledge is kept within the region, and which part spills over to other regions as well. In the base case, γ R =0.9 and γ G =0.1. The model is similar in structure and numbers to that of Goulder and Schneider (1999) and Goulder and Mathai (2000) . Note that, although there is learning by doing -Equations (11) and (12) -technology diffusionEquation (10) -as well as permanent effects of emission reduction on the growth path of the economy -Equations (7) and (8) -the model does assume that policy interventions are always costly, and that larger interventions are more costly.
The costs of methane and nitrous oxide emission reduction are based on the analysis of the USEPA (2003). They report supply curves of emission reduction, stating how much can be abatement at a certain price. First, these supply curves were shifted to exclude negative costs. Note that this increases costs. Second, emission reductions were expressed as fractions of baseline emissions. Third, total emission reduction costs (the area under the supply curve) was calculated, and expressed as a fraction of GDP. Fourth, the regional results of the EPA analysis was attributed to the FUND regions. Fifth, the bottom-up curve was approximated with a smooth exponential function. Sixth, the exponential curve was approximated with a quadratic curve. Note that this decreases costs. Table 2 shows the parameters for methane, Table 3 for nitrous oxide. Initially, the quadratic cost curve was supposed to function as sensitivity analysis. However, the quadratic cost curve has the advantage that both costs and marginal costs are zero at zero emission reduction. The exponential cost curve has total costs equal to zero at zero emission reduction, but marginal costs are greater than zero. This implies that, for a low carbon price, methane and nitrous oxide emission reduction are zero, while carbon dioxide emission reduction is not. On the other hand, large emission reduction is cheaper with the quadratic specification than with the exponential one. Nonetheless, we prefer the quadratic specification over the exponential one.
Another change in the model is the addition of sulphur dioxide (SO 2 ) emissions and sulphate aerosols concentrations. SO2 emissions are calibrated to the IMAGE 2.2 model (IMAGE Team, 2001 ). SO2 emissions are proportional to the amount of fossil fuel used and fall with per capita income, using an income elasticity of 0.45. Direct radiative forcing of sulphate aerosols is assumed to be linear in SO2 emissions. Indirect radiative forcing is assumed to be logarithmic in emissions. The exact specification is 
Results

Emission reduction with 1, 2 and 3 gases
The central policy scenario aims to keep additional radiative forcing below 4.5 Wm -2 . We compare the result if this goal is met with only carbon dioxide emission reduction, with all three greenhouse gases, and with CO 2 plus one of the others. Figure 1 shows the atmospheric concentrations of carbon dioxide in case with CO 2 only and with the three gases; Figure 1 also includes the business as usual scenario. As expected, with the other two gases added, the cuts in CO 2 emissions are less; however, the difference is not that large, as the target of 4.5 Wm -2 is fairly strict. Figure 2 shows the atmospheric concentrations of methane. Concentrations would be cut substantially, particularly towards the end of the century, and even more so if nitrous oxide emission reduction is excluded. Figure 3 shows the atmospheric concentrations of nitrous oxide. Compared to methane, emission reduction is spread more smoothly over the century, while the omission of methane emission reduction has little effect. Figure 4 shows the net present value of the loss of consumption due to emission reduction in the OECD, Eastern Europe and the former Soviet Union, and developing countries. With all three gases, meeting the target of 4.5 Wm -2 would cost $32.9 trillion. This number is so high because the target is so strict. With CO 2 emission reduction only, the costs would rise to $44.6 trillion. Methane and nitrous oxide emission reduction thus reduce costs by some 26%, substantially less than reported elsewhere (see Section 1). Most of the cost saving is due to nitrous oxide. Without N 2 O, the costs would be $41.4 trillion. Without CH 4 , the costs would be $33.3 trillion. Figure 5 shows the consumption losses over time, which reach about 9% in 2100 with all three gases and exceed 10% with CO 2 only; a 10% loss of consumption from baseline in a century represents a loss of 5 years of growth. Figure 5 also shows the cost savings due to the other greenhouse gases. In the earlier years, cost savings exceed 50% but this falls to 15% by 2100. The reason is that methane and nitrous oxide emission reductions are cheap compared to carbon dioxide emission reduction, but are only limited in scope: substantial greenhouse gas emission reduction requires substantial carbon dioxide emission reduction. The cost savings in the earlier years correspond much better to the previous literature.
Sulphur dioxide
Sulphur dioxide was not considered in previous versions of the FUND model, but it is in this one. Sulphur dioxide emissions are turned into sulphate aerosols which have only a short life time in the atmosphere, but have a substantial cooling effect nonetheless. Sulphur dioxide originates from fossil fuel burning, just like carbon dioxide does. Sulphur dioxide emissions would fall with carbon dioxide emissions, which may imply additional warming in the short run. Sulphur dioxide thus partly offsets carbon dioxide emission reduction, and would make radiative forcing targets harder to achieve. Figure 6 shows the atmospheric concentrations of carbon dioxide for a policy aiming at a stabilisation at 4.5 Wm -2 , with and without CH 4 and N 2 O, and with and without SO 2 . In all four cases, emissions are drastically cut because the target is stringent. With CO 2 only, the extra emission reduction due to SO 2 is smaller than with all three greenhouse gases. This is because, without CH 4 and N 2 O, CO 2 and hence SO 2 emissions are lower. Without SO 2 , the gap between CO 2 only and 3G is larger than with SO 2 . This is because, as the target gets stricter (and it does so, albeit implicitly, by considering SO 2 ), CH 4 and N 2 O emission reduction reach their technical potential earlier and more of the burden is shifted to CO 2 . Figure 7 shows the net present value of the consumption losses. Without SO 2 , costs would be $28.2 (23.1) trillion less with all three gases (CO 2 only).
Alternative cost functions
In Section 2, the reasons for preferring a quadratic cost function over an exponential one are presented. Here, I show the result for an exponential cost curve. Tables 2 and 3 show the parameters. The main differences are that, with an exponential cost curve, the marginal costs of emission reduction are greater than nought at zero emission reduction, and that drastic emission reduction is more expensive. As a result, greenhouse gas emission reduction is more expensive in the early decades as well as in the later decades, but may be cheaper in between.
Figure 2 (methane) and Figure 3 (nitrous oxide) indeed show that the other gases are less reduced with an exponential cost function. As a result, emission reduction costs, as measured by the net present value of consumption loss, go up. As shown in Figure 7 , costs increase by $4.8 trillion.
Trade-offs between gases
Above, all trade-offs between the three greenhouse gases is based on the 100-year global warming potentials (GWPs) published by the IPCC; see Table 1 . This is the set of equivalences accepted by the UNFCCC, but it is now widely acknowledged that GWPs have limited validity in the natural sciences (Smith and Wigley, 2000a,b) , and no validity in economics or policy (Reilly and Richards, 1993; Schmalensee, 1993; Kandlikar, 1995 Kandlikar, , 1996 Hammitt et al., 1996; Lashof, 2000; O'Neill, 2000; Manne and Richels, 2001; Godal and Fuglestvedt, 2002; Sygna et al., 2002) . In a cost-benefit analysis, the proper equivalence between CO 2 and, say, CH 4 is the ratio of the marginal damage costs. In a cost-effectiveness analysis (as is done here), the proper equivalence is the ratio of the shadow prices. With a radiative forcing target, alternative greenhouse gas share the same shadow price of the constraint, and the ratio is determined by the relative contribution to radiative forcing in the binding period. This particularly affects methane, which has a life-time that is much shorter than that of nitrous oxide and carbon dioxide. If the target is relatively far into the future, current methane emission reduction contributes much less than does carbon dioxide and nitrous oxide emission reduction.
With a target of 4.5 Wm -2 , the turning point lies around 2070. The dynamics of the baseline scenario and emission abatement are such that, if radiative forcing is below 4.5 Wm -2 in 2070, it is below that target for the entire period. Therefore, emissions of the three gases are compared as to their contribution to radiative forcing in 2070 following the gas dynamics and radiative forcing as specified in FUND. Emissions after 2070 are treated as emissions in the period 2060-2070.
Figures 2 (methane) and 3 (nitrous oxide) show the results. As expected, methane emission reduction is less in the first decades but more in the later years. This allows for a slight reduction in abatement of carbon dioxide (results not shown) and nitrous oxide (see Figure 3) . As a consequence, emission reduction costs fall. See Figure 7 . However, the reduction in costs is only $0.1 trillion. This is again due to the stringent target, which necessitates deep cuts in carbon dioxide (and nitrous oxide) emissions regardless of the cuts in methane emissions.
The choice of target
In the scenarios above, the radiative forcing target is 4.5 Wm -2 . This is a fairly ambitious target, as can be seen from the low CO 2 concentrations and the high costs. It roughly corresponds to the EU target of letting the global mean temperature not rise more than 2°C above today's temperatures. The justification for this target is very weak. It is based on the argument that this is the maximum temperature that the human species has experienced in its existence. However, subsidies to agriculture are also at its historical peak, as are democracy and communication technology, and the EU does not seem to object to that. I therefore vary the target. Figure 8 shows the atmospheric concentration of carbon dioxide for radiative forcing targets of 4.0, 4.5, 5.5, 6.5 and 7.5 Wm -2 . The 4.0 Wm -2 target is used rather than a 3.5 Wm -2 target because the latter cannot be achieved. This is another indication that the 4.5 Wm -2 is very ambitious. Figure 8 also depicts the business as usual scenario, and an optimal control scenario. In the optimal control scenario, the target is not a random number but based on considerations of welfare maximisation. Based on a meta-analysis of 28 studies, Tol (forthcoming) estimates that the current Pigou tax on carbon dioxide emissions should be $7/tC. This is the carbon tax used in 2010; the carbon tax increase by 5% per year after that. Under this scenario, radiative forcing reaches 7.5 Wm -2 in 2200, but peaks at 8.8 Wm -2 in 2130. Figure 9 shows the net present value of the consumption losses. For the 4.5 Wm -2 target, costs are a hefty $33 trillion; for the 4.0 Wm -2 target, this goes up to a staggering $75 trillion. For 7.5 Wm -2 , costs fall to $5 trillion, while the optimal policy costs only $2 trillion. If the EU policy target is adopted, $31 trillion would be overspent. Figure 9 also shows the net present value of the consumption losses for the same targets with carbon dioxide emission reduction only. Costs increase substantially in all cases. 4 The cost savings due to methane and nitrous oxide emission abatement change with the stringency of the target, but not monotonously so. If the target is very strict, meeting it with CO 2 only is almost impossible. If the target is somewhat less strict, the role of CH 4 and N 2 O falls. However, if the target gets looser still, CH 4 and N 2 O emission abatement options get saturated less quickly, and these gases increase in importance again. Finally, if the target gets even looser, CH 4 and N 2 O become less important, because the need to drive CO 2 emissions to zero in the long term becomes the dominant effect. It can be expected that the relative importance of CH 4 and N 2 O depends strongly on model and baseline scenario as well.
Discussion and conclusion
The following results emerge from the analyses above. First, how flexibility matters. It can help reducing the costs of greenhouse gas emission reduction by between 26 and 43% depending on the long-term abatement target. However, if the abatement target is stringent, methane and nitrous oxide emission reduction can only offset carbon dioxide emissions by so much. In fact, if the aim is to stabilise atmospheric stabilisation, then net emissions of carbon dioxide need to be reduced to (almost) zero, regardless of methane and nitrous oxide.
Second, nitrous oxide is more important than is methane. As a corollary, the discussion about the appropriate exchange rate between greenhouse gases is a fairly academic one, as alternative global warming potentials differ substantially for methane but much less for nitrous oxide.
Third, sulphate aerosols matter. Sulphate aerosols make climate policy substantially harder. Sulphate aerosols also make that radiative forcing, rather than concentrations, is the appropriate aim for climate policy.
The results in this paper should be interpreted with the usual caution. FUND is a fairly aggregate model, so that emissions from methane and nitrous oxide are not really tied to economic activity. This also hampers CH 4 and N 2 O emission reduction. Emission reduction costs are static, reflecting neither technological change nor changes in economic structure. The current analysis neglects that carbon dioxide emission reduction is represented in the model as a mix of end-of-pipe and structural measures (so that, should policy stop, emissions would not bounce back to the business as usual scenario) while methane and nitrous oxide measures are end-of-pipe only (so that emissions would bounce back). The climate module of FUND is fairly simple, perhaps distorting the trade-offs between the greenhouse gases.
Although a lot of research remains to be done, two conclusions are likely to be robust. First, methane and particularly nitrous oxide emission reduction are options to limit the total costs of greenhouse gas emission reduction and so increase the political feasibility of climate policy. Second, methane and nitrous oxide emission reductions offset only a part of carbon dioxide emission reduction. Table 1 . Parameters of equation (1) (based on Schimel et al., 1996) gas α Cost, Alt. GWP). The "Alt. Cost" scenario uses exponential cost curves for methane and nitrous oxide rather than quadratic ones; the "Alt. GWP" scenario uses the actual contribution to radiative forcing in 2070 rather than the IPCC 100-year GWPs. Figure 3 . The atmospheric concentration of nitrous oxide for the business as usual scenario and four scenarios keeping anthropogenic radiative forcing below 4.5 Wm -2 ; one with only CO 2 and N 2 O emission reduction, and three with CO 2 , CH 4 and N 2 O emission reduction (3G, Alt. Cost, Alt. GWP). The "Alt. Cost" scenario uses exponential cost curves for methane and nitrous oxide rather than quadratic ones; the "Alt. GWP" scenario uses the actual contribution to radiative forcing in 2070 rather than the IPCC 100-year GWPs. Figure 7 . The net present value of consumption losses due to alternative policies to keep anthropogenic radiative forcing below 4.5 Wm -2 , viz. only CO 2 emission reduction (with and without SO 2 ), emission reduction with all three gases(3G, with and without SO 2 ), emission reduction with all three gases with exponential rather than quadratic cost function (Alt. Cost), and emission reduction with all three gases with contributions to 2070 radiative forcing rather than IPCC GWP (Alt. GWP). . The net present value of consumption losses due to alternative policies to keep anthropogenic radiative forcing below 4.0, 4.5, 5.5, 6.5 and 7.5 Wm -2 , respectively, with carbon dioxide, methane and nitrous oxide emission reduction (3G) and with only carbon dioxide. Also shown are the costs of the scenario in which marginal emission reduction costs are set equal to the marginal damage costs in 2005 ($7/tC), rising with the discount rate (Opt). The percentages are the costs savings due to include methane and nitrous oxide emission abatement.
