In complex systems design, multidisciplinary constraints are imposed by stakeholders. Engineers need to search feasible design space for a given problem before searching for the optimum design solution. Searching feasible design space can be modeled as a constraint satisfaction problem (CSP). By introducing logical quantifiers, CSP is extended to quantified constraint satisfaction problem (QCSP) so that more semantics and design intent can be captured. This paper presents a new approach to formulate searching design problems as QCSPs in a continuous design space based on generalized interval, and to numerically solve them for feasible solution sets, where the lower and upper bounds of design variables are specified. The approach includes two major components. One is a semantic analysis which evaluates the logic relationship of variables in generalized interval constraints based on Kaucher arithmetic, and the other is a branch-andprune algorithm that takes advantage of the logic interpretation. The new approach is generic and can be applied to the case when variables occur multiple times, which is not available in other QCSP solving methods. A hybrid stratified Monte Carlo method that combines interval arithmetic with Monte Carlo sampling is also developed to verify the correctness of the QCSP solution sets obtained by the branch-and-prune algorithm.
Introduction
In the process of engineering design, designers face various requirements and specifications for products, such as functionalities, material properties, subsystems behaviors, manufacturing capabilities, financial budgets, and others. Constraint-based approaches thus can be employed to formulate a design problem as a CSP. A CSP is a system of constraints where the variables are within certain domains. The solution of a CSP is a set of feasible values for the design variables that satisfy all of the design constraints. With its concise and formal representation, the CSP formulation has been applied in floor plan design [1, 2] , geometric modeling [3] , conceptual design [4, 5] , embodiment design [6] , collaborative design [7] [8] [9] , design space searching [10] [11] [12] , and other design problems. The CSP formulation can help engineers to explore the design space and find feasible solutions that satisfy the given constraints. This is different from the optimization problem, which is to find the optimum among the feasible solutions. CSPs thus provide an overview of possible choices for design engineers before they perform optimization.
However, the traditional CSP formulation can only express limited semantics. All of the variables in CSPs are existentially quantified (9) in the sense of first-order logic and predicate. Using a simple example to illustrate, we have constraints y ¼ z and x 6 ¼ z with variables in discrete domains x 2 f1; 2; 3g, y 2 f1; 2g, and z 2 f1; 2g. The possible solutions for ðx; y; zÞ are (1,2,2), (2,1,1), (3, 2, 2) , and (3,1,1) based on the existentially quantified variables with the semantics of 9x 2 f1; 2; 3g, 9y 2 f1; 2g, and 9z 2 f1; 2g, as in the traditional CSPs. Suppose that the variable x is controllable or adjustable, whereas y and z are not. We want to ensure that given any y and z within the respective domains, the satisfaction of constraints is guaranteed. Then the universal quantifier (8) can be applied to y and z with the semantics of 9x 2 f1; 2; 3g, 8y 2 f1; 2g, and 8z 2 f1; 2g. In this case, the solutions will be (3,1,1) and (3, 2, 2) . Therefore, it is necessary to have a more general formulation in which both universally and existentially quantified variables can be included to express more semantics. QCSP is an extension of CSP and allows both universal and existential quantifiers to be associated with variables [13] . QCSP is a general problem with its solutions that satisfy all constraints in the form of both mathematical and logic expressions.
In engineering design, QCSP can be used to integrate design intent of engineers into calculations by assigning quantifiers to variables. Two types of variables are differentiated. One is design parameter, and the other is target performance. The design parameters which are not controllable by engineers are associated with quantifier 8. They usually correspond to the disturbances of a system or a model. The parameters which can be controlled and modified within prescribed domains are associated with quantifier 9. If every value in the target performance domain should be realized, it should be associated with 8. On the other hand, if the values only need to be included in the domain, it is associated with 9. All values in the domains of universally quantified variables have to satisfy the constraints, whereas at least one value in each of the domains of existentially quantified variables has to satisfy the constraints.
By incorporating quantifiers, QCSP formulation can capture semantics related to material properties and process sequences. However, when all variables in a constraint are universally quantified, or constraints are overly restrictive on variable domains, we may not be able to find feasible solutions. From the perspective of semantics, CSP can be regarded as a special case of QCSP, in which all variables are existentially quantified. In this paper, we only consider QCSPs that have both universal and existential quantifiers involved. Different quantifier assignments to variables in QCSPs will result in different solution spaces.
With the advantage of quantified variables, QCSPs have recently been applied in solving mechanical design problems [14] [15] [16] [17] [18] . Additionally they have been applied in the areas of control [19] [20] [21] [22] [23] , scheduling [24, 25] , and planning [26, 27] . Both discrete and continuous values can be used in QCSP formulation. For the continuous case, interval is typically used as a set of values. As an extension of the classical set-based interval, generalized interval [28, 29] has been proposed to incorporate logic quantifiers with the concept of modality. It has more semantics than the classical interval. A generalized interval is defined as a pair of numbers, instead of a set of numbers. The pair is no longer restricted to be ordered. For example, both [1, 2] (which is called proper) and [2, 1] (which is called improper) are valid generalized intervals. Suppose a is a design parameter as given, x is an unknown design variable, and b is the target performance. Their respective interval values are a ¼ [1, 4] 
. The relationship can be interpreted as 8aʦv1,4b, 8xʦv2,3b, 9bʦv3,7b, such that a þ x ¼ b. This scenario corresponds to the case where a and x are uncontrollable and are associated with 8, whereas the resulted range of b is guaranteed to enclose all possible values of a þ x. In another scenario,
The interpretation is 8a ʦ v1,4b, 9xʦv2,3b, 9bʦv4,6b, such that a þ x ¼ b. It implies that x has become a controllable design variable. The modality of generalized interval provides the convenience for numerical calculations and logic interpretations in QCSP formulation.
Generalized interval with logic interpretations provides the semantic capability of capturing design intent. For instance, in product family design [30, 31] , the products share a platform but have specific features and functionalities required by different customer groups. There are two sets of design parameters, which are associated with different design intent. One is called common parameter, which embraces the commonality and modularization among different variants. The other is called scaled parameter to "scale" or "stretch" the platform to satisfy a range of performance requirements. Here, we use an example of electric motors [31, 32] to illustrate how generalized interval with logic quantifier is applied in product family design. The motors need to satisfy a range of torque requirements (T). The design variables, including armature wire area (A wa ), field wire area (A wf ), the number of turns of field wire (N s ), and the stack length of the motor (L), are selected as common parameters, whereas the radius of the motor (r), thickness (t), number of turns of the armature wire (N c ), and current (I) are scaled parameters. The common parameters are fixed in the platform but with an allowance of 10% variation. Based on the values of common parameters, appropriate values of the scaled parameters should be selected to satisfy the target requirement of torque. At the early design stage, the requirement is vague and can have a wide range of values. Thus, the desirable interpretation for the QCSP solution is (8A wa , 8A wf , 8N s , 9T, 9r, 9t, 9N c , 9I, 9L) (all constraints in Ref. [31] should be satisfied) (case I). When more information about the target requirements for T becomes available, all values in the updated domain of T have to be fulfilled. The desirable interpretation becomes (8A wa , 8A wf , 8N s , 8L, 8T, 9r, 9t, 9N c , 9I) (all the constraints should be satisfied) (case II). In a yet different case, we may find that not all the requirements of T can be fulfilled for all possible value combinations of scaled parameters. The solution should then be described by (8A wa , 8A wf , 8N s , 8r, 8t, 8N c , 8I, 8L, 9T) (all the constraints should be satisfied) (case III). Under different circumstances, the semantic differentiation for feasible solution sets by logic quantifiers provides engineers more information about the nature of the problem. Such design intent is captured by the QCSP formulation based on generalized interval.
In this paper, we present a new approach to formulate and solve feasible design problems as QCSPs. As a result, the modeling and solving processes are much simplified compared to CSP formulations. Generalized interval is used to represent the quantified variables in the QCSP formulation. Semantic analysis is applied to provide logic interpretation for the QCSP. Based on the logic interpretation, a set of consistency tests are developed to identify the solutions. A branch-and-prune algorithm is developed to provide the inner estimation of the solution to the defined QCSP. A hybrid stratified Monte Carlo approach is proposed to verify the solutions obtained from the branch-and-prune algorithm, which is much more efficient than the traditional Monte Carlo method. Our formulation is general without the restriction on the number of occurrences for variables and can be used in different forms of constraints, linear or nonlinear, analytical or reduced-order. The only requirement is that the constraints can be expressed analytically and logic interpretation is available.
In the remainder of the paper, the background of solving CSPs and QCSPs as well as generalized interval is introduced in Sec. 2. The developed semantics-based branch-and-prune algorithm to obtain the inner estimation of solutions for QCSPs is presented in Sec. 3. In Sec. 4, the proposed interval-based hybrid stratified Monte Carlo method is described and used to verify the feasible solutions provided by the new approach in Sec. 3. In Sec. 5, a numerical example of vehicle chassis design is presented to demonstrate the proposed formulation and numerical algorithms.
Background
In this section, the methods of solving CSPs and QCSPs are reviewed. Generalized interval and its algebraic and logic properties are introduced.
Solving CSPs.
The commonly used methods to solve CSPs with variables in discrete domains include arc-consistency techniques [34] that eliminate inconsistent values of variables in binary relationships, and search systematically through the possible assignments of values. The backtracking [35] , forward checking [36] , and maintaining arc consistency [37] are three classical search algorithms with different treatments of value assignment. For CSPs with variables in continuous domains, constraint propagation [38] iteratively reduces either constraints or domains to simpler ones. The hull-consistency method [39, 40] approximates the solution set by decomposing constraints into primitive ones that contain only one operation and computing the interval result with fixed-point iterations. The box-consistency method [39, 40] evaluates the lower and upper bounds of variables by searching the zeros of interval constraints via the interval Newton method. The (3,2)-relational consistency method [12] approximates the regions of feasible solutions in the form of 2 k -tree with two variables. The solution of constraints is found by intersection operation or composition of individual constraint solutions. A polytopebased representation was also proposed to describe and visualize the solution space [10] .
2.2 Solving QCSPs. Solving a QCSP is to find all possible values of variables that satisfy the quantified constraints. The early methods to solve QCSPs with discrete variables were extended from those for CSPs, which mainly focus on binary constraints [41] [42] [43] [44] . Later, some methods were developed specifically for QCSPs. The quantifier elimination approach transforms quantified constraints to the equivalent quantifier-free conjunction/disjunction constraints [45] [46] [47] . More recently, QCSPs are formulated with interval-valued variables to represent continuous domains and the solving algorithms are based on interval arithmetic. An algebraic approach to compute the inner estimation of solution sets for linear interval constraints was developed [48] [49] [50] . An inner estimation of a solution set is a set of values all of which are guaranteed to be the solutions. The basic idea is searching the algebraic solution such that constraints are satisfied. The value y is called an algebraic solution to the constraint f( Transactions of the ASME QCSPs were developed, including constraints where all universal quantifiers precede existential ones [51, 52] , constraints with shared existential variables [53] , linear and nonlinear constraints [54, 55] , and constraints where existential quantifiers precede all universal ones [56] . Quantified set inversion method [21, 22] provides three computing rules to solve an interval QCSP by combining the set inversion technique and modal interval [28] . Despite the effectiveness of existing algorithms to solve QCSPs, there are still some unresolved issues. For instance, the typical assumption is that existential quantified variables occur only once in all constraints. Some approaches such as quantifier elimination and hull consistency methods rely on the constraint decomposition procedure, which significantly increases the number of constraints. Moreover, the solving process by using consistency techniques may become complex. For example, arcconsistency [41, 43] is effective for binary constraints, whereas its generalization to nonbinary constraints is far more challenging. Hull-consistency has no guarantee of optimality when variables have multiple occurrences [40] . Box-consistency will be inefficient in the case that the search space is large, although it can handle the constraints with multiple variable occurrences.
Generalized
Interval. Generalized interval [28, 29] with the Kaucher arithmetic [33] is an algebraic and semantic extension of the classical interval [57] . The classical interval is defined as a set of real numbers with lower and upper bounds, i.e.,
x; x ½ ½ :¼ fx 2 Rjx x xg. In contrast, a generalized interval x :¼ ½x;
x 2 KR, defined by a pair of numbers, is no longer restricted to the ordered bounds as x x. KR denotes the set of generalized intervals. An operator D maps a generalized interval x to a classical interval, defined as ½x; The relationship between proper and improper intervals is established by an operator dual, defined as dual½x; x :¼ ½ x; x. The inclusion relationship between two generalized intervals x ¼ ½x;
x and y ¼ ½y; y is defined as ½x;
The inclusion isotonicity is a fundamental property of the Kaucher arithmetic, which is expressed as
where 2 fþ; À; Â; Äg, and x 1 , x 2 , y 1 , y 2 are generalized intervals.
The intersection between x and y is generally defined as ½x;
x \ ½y; y :¼ ½maxðx; yÞ; minð x; yÞ (2.6) which also holds for the intersection of classical intervals, specifically defined as
The width of a generalized interval x ¼ ½x; x is defined by widx :¼ x À x j j. The center is found by midx :¼ ð x þ xÞ=2. In contrast to the semigroup of classical interval, generalized interval forms a group with invertibility, which is maintained by the dual operation. For example, [2, 3] 3, 7] as in the classical interval arithmetic. Here, x 2 ' is an overestimated value of x 2 instead of an algebraic solution. The original value of summation is not obtained if x 2 ' is plugged back into the original equation
Generalized interval has more semantic power than classical interval, because each x 2 KR has an associated logical quantifier Q x ʦ{8,9}, either universal (8) or existential (9) . If z ¼ f(x) where zʦR and x ¼ (x 1 ,…,x n )ʦR n is extended to its interval extension z ¼ F(x), z is a collection of the values of f over the interval x. If F has a semantic relationship among the interval variables as
Then, we say z ¼ F(x) is interpretable. In this paper, only the solution sets in which all universal quantifiers precedes the existential ones in the logic interpretation are considered. For example,
Three types of solutions for the same mathematical problem can be differentiated by introducing quantifiers [49, 50] . They are united solution, tolerable solution, and controllable solution. Specifically, for constraint f ða; xÞ ¼ b, where a and b are known variables and x is unknown, its united solution set is defined as The united one provides a broad set of feasible solutions in the very beginning of design process when many options are available such as in set based design [58] and Case I of the product family design example in Sec. 1. Controllable and tolerable solution sets can be applied when more information or requirement is available as the design process proceeds to the detailed design stage, which correspond to cases II and III of the product family design example in Sec. 1, respectively. The collection or union of feasible solutions that satisfy all constraints forms the feasible design space.
The Proposed Semantic Approach for Searching Feasible Solution Sets
The proposed approach for solving QCSPs includes two components. One is the semantic analysis, and the other is a branchand-prune algorithm. The semantic analysis makes use of the logic semantics embedded in generalized intervals to interpret the defined QCSP for searching the inner estimations of its feasible solution sets. The branch-and-prune algorithm based on Kaucher arithmetic is to find the inner estimation of the feasible subspace by searching through the given design space in the form of continuous domains or intervals.
The general process of formulating and solving a QCSP for feasible design solutions starts from a numerical CSP, which is specified by mathematical constraints, variables, and their respective domains. According to the assumed design scenarios or desirable interpretation, quantifiers are assigned to the variables. Based on the interpretation rules described in Sec. 3.1, constraints are interpreted manually. Therefore, the numerical CSP is reformulated as a QCSP with logical quantified variables. Then, the problem is solved by the proposed branch-and-prune algorithm, in which Theorems 1-3 in Sec. 3.2 are used as solution identification tests, and Theorem 4 is applied in the pruning test. Iteratively the inner estimations of possible solutions are found. The union of them is the final result for feasible design space. The details of these steps will be described in the following subsections. 
A simple example of liner equations is used to illustrate the interpretations in Eqs. (3.3) and (3.4). Suppose a 1 x 1 ¼ b 1 and
Its solution set can be interpreted as ð8x 1 
The interpretations of F(a,x) ¼ b are determined by the modality (proper or improper) of a generalized interval and on which side (left or right) it appears in the mathematical relation. Our convention of interpretation following the interpretation theorems of modal interval [28] is summarized as the following six rules.
R1: For variables that are located on the left side of the relation, 8 is associated with proper intervals, and 9 is associated with improper ones.
R2: For variables that are located on the right side of the relation, 9 is associated with the proper intervals, and 8 with the improper ones.
R3: A pointwise interval (e.g., [2, 2] that is equivalent to a real number) is both proper and improper and can be associated with either quantifier as suited.
For variables which have multiple occurrences in a QCSP, the following rules apply.
R4: For a variable that appears multiple times all with the same quantifier 8, the final one should preserve the quantifier 8;
R5: For a variable that appears multiple times, all occurrences are associated with 8 except for only one with 9, the final interpretation of the variable should preserve the quantifier 9;
R6: Variables that appear more than once with same quantifier 9, the final interpretation cannot be decided. Therefore, multiple occurrences of the same existential variable should be avoided by applying the dual operation to all occurrences except for one.
Note that combining two statements with an existentially quantified variable appearing twice does not always lead to one interpretable statement. Based on the above interpretation rules, constraints will be modified, if necessary, during the semantic analysis step such that the numerical results are interpretable. The following two simple examples illustrate how the above rules are applied to ensure interpretability.
. y should be proper according to the Kaucher arithmetic. Because x 1 appears twice and is associated with 8, based on Rules R1, R2, and R4, the interpretation of the equation is ð8x 1 
in which x 1 appears twice with 9. Based on the Rule R6, dual is applied to the second one as y ¼ x 1 (dualx 1 þ x 2 ) so that only one x 1 is associated with 9. The multiplication of an improper interval and a proper interval can be either proper or improper, depending their specific values. For example,
As a result of the semantic analysis, design constraints are modified as necessary so that they become interpretable. At the same time, different modalities can be assigned to variables to capture the intended semantics based on the desirable interpretation. Note that interpreting the multiple-occurrence variables associated with existential quantifiers requires more attentions than the ones associated with universal quantifiers.
3.2
The Branch-and-Prune Algorithm. The branch-andprune algorithm consists of three steps: consistency test, pruning operation, and branching operation. Given a domain of variable x*, which can be considered as a box that is the Cartesian product of intervals, and a set of constraints C(x) as the mathematical relations among variables xʦR n , the consistency test is to check which one of the following three cases x* belongs to.
Case 1: x* is a solution box and contained in the solution set S: In case 1, x* is declared as a subset of the solution set. In case 2, x* is discarded by the pruning operation. In case 3, x* is branched into smaller boxes, and each of those boxes is saved to be processed in the later iterations. Numerically, the exact solution set can only be approximated by a union of solution boxes that belong to case 1. The union is an inner estimation of the solution set. If we can find as many of these solution boxes as possible, the union of them will be close to the exact solution set. The inner estimation provides a sound estimation of the solution set. An estimation is called sound if all solutions that it contains are guaranteed to be feasible. In contrast, an estimation is called complete if all feasible solutions of the constraint satisfaction problem are guaranteed to be included in the estimation, which is also called an outer estimation. An outer estimation does not underestimate the true solution set, whereas an inner estimation does not overestimate.
The inclusion isotonicity [59] 
with given
for which prob Ã prob holds. As in the proof of Theorem 1, x* belongs to the tolerable solution set of Eq. (3.5).
THEOREM 2. Given x*, if b* ¼ F(a, x*) and it can be interpreted as
w In order to obtain a united solution in Example 3, a should be associated with 9, which implies that a must be improper according to Rule R1. Thus, imp a (defined in Eq. THEOREM 3. Given x*, if b* ¼ F(a, x*) and it can be interpreted as w Remark. Generally, x in Theorem 4 can be calculated by deriving individual constraints of G associated with each variable of x ¼ (x 1 ,…,x n ) in a fixed-point fashion from the original constraints of F. For example, there may exist three individual constraints G j 's for j ¼ 1, 2, 3, where x i can be derived from the constraints in F. Then, x j i ¼ G j ða; b; x 1 ; :::; x iÀ1 ; x iþ1 ; :::; x n Þ, where x j i is the ith element in xʦKR n , and solved by the jth constraint that involves In the proposed branch-and-prune algorithm listed in Table 1 , Theorems 1-3 are used during the solution identification test for the three types of solution sets. Theorem 4 is applied in the pruning test. In each step, consistency test searches and identifies an inner estimation of the feasible solution set. Iteratively, the collection of inner estimations is accumulated, and the union of them is the final approximation of the solution. Note that the cost of the proposed branch-and-prune algorithm depends on the number of design variables n, the smallest variable domain size d, and the required precision e. The number of iterations is bounded by
. The boundary boxes enclose the solution set. The branching step subdivides the boundary boxes to smaller ones until certain level of precision is reached. Bisection along one dimension of x is usually applied in the branching step such that two sub-boxes x 1 and x 2 with the same volume are generated. The two sub-boxes do not overlap with each other. That is,
So the solution S is a collection of nonoverlapped sub-boxes that are branched from x 0 .
Hybrid Stratified Monte Carlo Method
A hybrid stratified Monte Carlo sampling method is proposed to verify the solutions obtained from the branch-and-prune algorithm in Sec. 3. It can be used both to verify if the computed feasible solution subspace is indeed an inner estimation of the true solution set, and to verify if the subspace that has been pruned does not include any solution. Table 1 The branch-and-prune algorithm F, a, b ), x 0 ʦKR n , e, 'Semantics'; OUTPUT: S, B; The conventional Monte Carlo method can be used to evaluate the solution set of Eq. (3.1) by uniformly sampling within the domains of parameters a, b, and variables x. Compared to the conventional Monte Carlo method where all parameters and variables are sampled from their respective interval domains, the proposed hybrid stratified Monte Carlo method is of much lower computational load because it only samples variables within their domains and leaves all parameters as intervals. To apply this method to verify the feasible or infeasible subspace, values of xʦR n within the computed subspace xʦKR n are sampled based on uniform distributions. For each of sampled value, the consistency test is applied to check if the value indeed belongs to the solution.
Because the solution subspace computed in Sec. 3 is a set of boxes, we deterministically choose every box and sample uniformly within each box. The number of samples drawn for each box is proportional to the volume of the box. The hybrid stratified Monte Carlo approach improves the sampling efficiency while ensuring that each box is verified. Additionally, proper and improper interval values can be assigned to parameters so that all three types of solution sets for the problem in Eq. (3.1) can be verified, whereas the conventional Monte Carlo method can only be applied to verify tolerable solution sets. Moreover, for the case of tolerable solution sets, a large number of real-valued samples for parameters a are needed before the conclusion about (8aʦa D ) is drawn in a statistical sense instead of the guaranteed assessment for all values of a. In contrast, the hybrid stratified Monte Carlo method samples x and keeps parameters a as intervals so that calculation based on intervals can guarantee all values of a satisfy the constraints. The rigorous verification can be performed efficiently by interval arithmetic. The consistency tests for detecting a feasible or infeasible subspace for each of the three solution sets are described in details as follows.
We define b ¼ f(a, x) , respectively, where a and x can take any value within their given boxes a and x. The exact range of f(a, x) over interval boxes a and x is denoted as R (F(a,x) ). R (F(a,x) For the tolerable solution set where the existential quantifier is associated with b, and the universal ones are associated with a and x, if x is a solution box, R (F(a, x) ) must be a subset of b D .
Therefore, x 0 2 P 89 , RðFða; x 0 ÞÞ b D . Since obtaining the exact range is not possible in many cases, the outer and inner estimations are used in the consistency test. 
The proposed stratified Monte Carlo method can be applied to the general case of f(a, x) ¼ b to verify the solution sets with no limitation over the complexity of function f. In the following section, a numerical example is presented to demonstrate the proposed formulation and numerical algorithms.
Numerical Example
The proposed approach is applied to a vehicle chassis design problem. This example is adopted from Kim et al. [60] where the original one is formulated as a three-level multidisciplinary optimization problem. Here, the problem is modified as searching feasible design space in the form of QCSP without considering optimum objective functions. Searching feasible design space is to find all possible solutions from the initial design space with all constraints satisfied. The three types of solution sets are calculated by assuming three different design scenarios for the example.
The structure of the problem with all variables is shown in Fig.  1 . The variables are divided into four groups, which are design variables, layout parameters, performance parameters, and immediate variables for gravity. The design space is consisted with all the possible values of design variables, which satisfy all of the constraints.
There are five constraints at the vehicle-level, such as
ðcÞ;
where x sf and x sr are first natural frequencies of front and rear suspensions, x tf and x tr are second natural frequencies of front and rear suspensions, k us is understeer gradient, a and b are the distances of gravity center to the axles,
in which sprung mass M s ¼ 2282 kg, unsprung mass M us ¼ 228 kg. Performance requirements, x sf , x sr , x tf , x tr , k us , are defined as a vector B. a and b are layout parameters. K ¼ (K sf , K sr , K tf , K tr , C af , C ar ) is the vector of immediate variables in which K sf , K sr , K tf , K tr are the stiffness of suspensions (with subscript s) and tires (with subscript t). C af and C ar are damping coefficients of front (with subscript f) and rear (with subscript r) tire systems. The suspension systems at the system level are formulated by regression models
and
respectively, where the suspension stiffness K s is inflected by linear spring stiffness K l , spring bending stiffness K B , spring free length L o , and spring travel distance st. The design constraints for the vertical and cornering tire stiffness [61] are described as
where F m ¼ 9:81Mb=ða þ bÞ, P if , and P ir are tire inflation pressures.
At the subsystem level, coil spring is with the design variables of wire diameter d, coil diameter D, and the pith p. Free length L o is a layout parameter. The front and rear coil springs are assumed to be the same type. The detailed constraints are given as
where rigidity modulus G of spring material is usually 8 Â 10 4 N/ mm 2 for the steel without preload, and Young's modulus E is usually 2:01 Â 10 5 N/mm 2 for steel. In summary, the QCSP has design variables
, and performance parameters B ¼ (x sf , x sr , x tf , x tr , k us ) in the respective given domains B ¼ (x sf , x sr , x tf , x tr , k us ).
Quantified Constraints With Logic Interpretation.
In the case of set-based design at the early design stage, the feasible solution set for the chassis design problem can be described as
which means that we aim to find all feasible values for each variable such that there exists at least one combination of layout and performance parameters that satisfies the performance requirements. It implies that the performance requirements can be realized by current design and manufacturing conditions. Eq. (5.9) is in accordance with the definition of united solution set. Therefore, based on the interpretation rules R1-R2 in Sec. 3, interval boxes for layout parameters A should be improper, performance parameters B should be proper, and design variables X should be proper. The logic interpretation for united solution set is given in Eqs. (5.10)-(5.19). Layout parameters a and b are multioccurrences variables, to which the dual operation should be applied based on Rule R6. Thus, dual is applied to all occurrences of a and b in the first four sub-equations of Eq. (5.1). Immediate variables K sf , K sr , K tf , K tr , A real number defined as a pointwise interval can be interpreted as either universal or existential as needed, such as M usf and M usr in Eqs. (5.12) and (5.13). For most of the time, there is no need to interpret real numbers, because M usf and M usr can be either proper or improper based on Rule R3, which also have no effect on the modality of final interval result. Therefore, the interpretation for real numbers are omitted in the remainder of this section. The rear suspension/tire systems are very similar to the front ones.
Layout parameters L o and st f , which are elements of A, are assigned to be improper in this scenario. In order to preserve K sf , which is shared by Eqs. In addition to the united solution set, different kinds of solutions can be used based on the desired design intent. For instance, in the scenario of product family design as discussed in Sec. 1, products can be generated by combining different modules with one platform. In a vehicle family, the suspension and tire systems can be taken as modules to generate the design variations, whose parameters are scaled ones. They usually come with the chassis. A chassis as an assembly of the platform should not only have the ability to accommodate different suspension and tire modules in the vehicle family but also satisfy the performance requirements of the vehicle family. The accommodating ability of a chassis should not be over designed by considering the design and manufacturing cost. It means that all the layout parameters on the chassis should be used in the family. In that case, the feasible solution set for the chassis design problem can be described as
In other words, we aim to find all feasible values for each design variable x such that for all the values of layout parameters a, b, L 0 , st f , and st r , there exist acceptable values for performance parameters in the given ranges that satisfy the performances requirements. These layout parameters vary slightly within the given domains for different products. The goal is to accommodate the differences in the common platform of chassis. Therefore, the interval boxes A, B, and X are assigned to be proper. Similar to the previous interpretation in the scenario of untied solution set, the logic interpretation of the tolerable solution set for the chassis design problem based on Rules R1, R2, R4, and R5 is In a different scenario, engineers have specific performance targets to satisfy customer requirements. They may find that the new product family can be developed from an existing platform. It indicates that all the targets can be satisfied by selecting proper values for layout parameters of the existing platform and integrating new modules. The ability to accommodate a current platform can support the development of the new production family. In that case, the feasible solution set can be described as
which is a controllable solution set. We need to find all feasible values of design variables such that all values in the range of performance requirements can be achieved by the layout parameters. The interval boxes A and B are assigned to be improper and X to be proper. The desired logic interpretation is During the QCSP formulation for a design problem, the time consumption depends on the complexity of the problem, i.e., the numbers of variables, constraints, and the type of QCSP. It takes more time when a large number of existential variables are in the constraints, because Rule R6 in Sec. 3.1 needs to be applied. Therefore, the tolerable solution set takes the least time to compute, whereas the controllable and united ones take more.
Results and Verifications.
During the calculation, the design variables are separated into two groups. d, D, and p are in the suspension systems, whereas P if and P ir are in the tire system. Thus, the chassis design problem is divided in two sub-problems. Some of the layout parameters are shared between these two systems. To ensure that the combined interpretation is available, the shared parameters that are existentially quantified and occur multiple times should be modified by the dual operation based on Rule R6.
With the initial values of variables in Table 2 , the inner estimation of feasible solution set for the chassis design problem based on our branch-and-prune algorithm is shown in Figs. 2 and 3 . Figure No controllable solution set can be found for this chassis design problem with the given values in Table 3 . We pick the tire system design as a sub-problem to verify the algorithm for the controllable solution set. The constraints for this sub-problem include Eqs. 5.1(c-e) and Eqs. The domains of performance parameters listed in Table 3 are used  instead of Table 2 . Figure 3(c) shows the feasible design space of the controllable solution set for the tire inflation pressures P if and P ir with the precision of 0.001. The ranges of P if and P ir are reduced to 205:9; 209:7 ½ ½ and 223:9; 227:9 ½ ½ . The proposed hybrid stratified Monte Carlo method is used to verify the solutions obtained in Figs. 2 and 3 . A total number of In each figure, the boxes indicate the branch-and-prune algorithm results, and " þ " are the sampled values in the verification. It is seen that both the branch-and-prune method and hybrid stratified Monte Carlo method can be used to solve QCSPs. However, the stratified sampling requires more computational time to find a good estimation of solution than the branch-and-prune method, although the efficiency of the stratified sampling method has been improved significantly from the classical Monte Carlo sampling by using intervals instead of real values. Therefore, the sampling based method is not recommended to solve QCSPs.
United solution set is the largest one among the three quantified solution sets and encloses the other two. It thus gives us an upper limit of all feasible solutions. Therefore, the results of united solution set can be taken as the initial input to calculate the tolerable and controllable ones to improve computational efficiency.
Conclusions
A new QCSP formulation and solving approach have been developed to search feasible design solutions, which can incorporate more design intent than the traditional CSP. The different types of feasible solution sets (united, tolerable, and controllable) can be obtained by solving different logically quantified problems. The proposed branch-and-prune algorithm to solve QCSPs is based on the logic interpretation of generalized interval. There is no restriction on the number of occurrences for the variables. A hybrid stratified Monte Carlo method is also developed to verify the results obtained by the proposed algorithm. With the extra information from the interpretation, engineers can make better decisions at the different design stages. The complete knowledge of feasible design space is useful for complex problems of multidisciplinary design optimization.
Note that our approach is generic and can be applied to any constraint that is in the generic functional form of f(a,x) ¼ b. The limitation of our approach is that it cannot solve over-constrained problems, for instance, when every variable is associated with 8 and statements are overly quantified. In future work, the limitation needs to be addressed. Other branching methods, in addition to the bisection used in our algorithm, can also be investigated to improve the computational efficiency. 
