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Abstract
The MIC-Kepler problem, an extension of the Kepler problem, is known
to admit the symmetry group SU(2)SU(2) or SL(2;C), according as the
energy is negative or positive. In general, each of co-adjoint orbits of a Lie
group carries the canonical symplectic form called the KKS form, and a
Hamiltonian dynamical system is dened on it if a suitable Hamiltonian is
given. Perturbed MIC-Kepler problems can be treated in this setting if a
perturbed Hamiltonian in normal form is determined according to whether
the energy is negative or positive. Since the co-adjoint orbit in question can
be viewed as a symplectic leaf of the associated Lie algebra su(2)  su(2)
or sl(2;C) according as the energy is negative or positive, the perturbed
MIC-Kepler problems in normal form can be described in the Poisson me-
chanics dened on respective symmetry Lie algebras. Thus, the equations
of motion for perturbed systems can be described in the form of Poisson
brackets for both cases of su(2)  su(2) and sl(2;C) on an equal footing.
It will be shown further how two parameters assigning a co-adjoint orbit
of SU(2)  SU(2) or SL(2;C) are related to the parameters contained in
the MIC-Kepler problem. The perturbation of the MIC-Kepler problem to
be treated in this article is rather restricted to that caused by the pres-
ence of weak constant electric and magnetic elds orthogonal to each other.
When regularized, the perturbed Hamiltonians at both positive and nega-
tive energies are put in Birkho-Gustavson normal form and thereby the
ows generated by the perturbed Hamiltonians are studied in Poisson me-




As is well known, according to a book of Guillemin and Sternberg [1], the \com-
pleted" space of orbits for the Kepler problem of negative energy is topologically
S2  S2. Then, an integrable approximation to a perturbed Kepler problem of
negative energy should be dened to be a dynamical system on S2  S2. Since
S2  S2 is a co-adjoint orbit of the symmetry group SO(4) (or its covering group
SU(2) SU(2)) for the Kepler problem of negative energy, it admits a canonical
symplectic structure (the KKS form [2]), which is shown to be a restriction of the
Poisson structure on so(3)  so(3) = so(4). Within this framework, a number
of studies have been done for perturbed Kepler problems of negative energy with
emphasis on monodromy associated with an energy-momentum mapping (see [3]
and references therein). The perturbation of the hydrogen atom (or the Kepler
problem) caused by small static electric and magnetic elds orthogonal to each
other is studied in [4{6]. The perturbations caused by small constant electric and
magnetic elds which are non-orthogonal to each other are also studied in [7{11].
The idea on treatment of perturbed Kepler problems in a similar way to that
mentioned above can be applied for perturbed Kepler problems of positive energy
as well. As is expected, any integrable approximation to a perturbed Kepler prob-
lem of positive energy should be described on a co-adjoint orbit of the symmetry
group SL(2;C), a covering group of SO0(3; 1). In [12], one of the authors studied
the symmetry of the MIC-Kepler problem, an extension of the Kepler problem,
from the viewpoint of a dynamical group U(2; 2) and showed that its symme-
try group is realized as a subgroup isomorphic to SU(2)  SU(2), SL(2;C), or
SU(2) n R3, according as the energy is negative, positive, or zero, where MIC is
an abbreviation of McIntosh-Cisneros [13]. In addition, the above-mentioned idea
on treatment of perturbed MIC-Kepler problems was stated in Sec. 7 of [12] but
not performed then.
From the viewpoint of the symmetry group associated with an unperturbed
dynamical system, the MIC-Kepler problem is preferable to the Kepler problem.
This is because the co-adjoint orbits of the symmetry group SU(2)  SU(2) or
SL(2;C) are assigned by two parameters, with which the two parameters of the
MIC-Kepler problem are related, but the Kepler problem has one parameter only,
where the two parameters of the MIC-Kepler problem are the strength of the
attractive potential and the strength of the monopole eld (or the strength of
the repulsive potential) and the parameter of the Kepler problem is of course
the strength of the attractive potential. The monopole might sound unrealistic
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in the ordinary sense, but the monopole eld is rather natural. In fact, in the
regularization of the Kepler problem, one uses the so-called KS-transformation,
which is viewed as a realization of the projection map of the SO(2) bundle _R4 !
_R3, where _R4 = R4nf0g and _R3 = R4nf0g. Further, the SO(2) bundle _R4 ! _R3
has a natural connection, whose curvature coincides with the monopole eld. A
similar situation occurs for a planar three-body system. In fact, the cotangent
bundle T  _R4 for a planar three-body center-of-mass system is reduced to the
phase space dieomorphic with T  _R3, on which the reduced symplectic form is
the standard one on T  _R3 plus a monopole led, where the monopole eld serves as
the curvature form of the canonical connection mentioned above [14]. In addition,
the monopole eld with a quantized strength physically comes out if a center-of-
mass system for three particles on a plane is reduced by using the SO(2) symmetry
to set up a line bundle on which a Hamiltonian operator is dened [15].
This article, a successor to [12], shows that when regularized, perturbed MIC-
Kepler problems can be put in Birkho-Gustavson (BG) normal form [16{19] in
the Poisson mechanics associated with the symmetry Lie algebra su(2) su(2) or
sl(2;C) according as the energy is negative or positive. By the use of a dynamical
group U(2; 2) which includes SU(2)SU(2) and SL(2;C) as subgroups, perturbed
MIC-Kepler problems of both negative and positive energies can be treated, on
an equal footing, in Poisson mechanics on su(2)  su(2) and on sl(2;C), respec-
tively. In fact, su(2) su(2) and sl(2;C) are realized as Lie subalgebras of u(2; 2),
and further the vector space R6 can be endowed with an exterior product op-
eration, ^  or ^+, so as to be isomorphic with su(2)  su(2) or sl(2;C) as Lie
algebras; (su(2)  su(2); [; ]) = (R6;^ ) or (sl(2;C); [; ]) = (R6;^+), and then
Poisson brackets are dened accordingly in each case. The co-adjoint orbits of the
symmetry groups SU(2)  SU(2) and SL(2;C) are realized as symplectic leaves
of respective Lie algebras. From the viewpoint of the normal-form perturbation
theory, the perturbation of the MIC-Kepler problem of zero energy is viewed as
degenerate and is not treated in this article.
A model perturbed Hamiltonian in this article comes from the MIC-Kepler
problem in the presence of weak constant electric and magnetic elds orthogonal
to each other, after [3]. From the viewpoint of constructing perturbed Hamiltonian
systems, a rather simple but relevant perturbation is preferable. For this reason,
the perturbation caused by small non-orthogonal electric and magnetic elds is
not considered in this article. Since perturbed Hamiltonian systems are treated on
the co-adjoint orbits of the symmetry groups and since those orbits are assigned by
two-parameters, dierence between the MIC-Kepler and the Kepler problems will
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appear when they are perturbed. For example, the leading term of the perturbed
MIC-Kepler Hamiltonian in BG normal form is shown to be an extension of that
for the perturbed Kepler problem [3]. It will be shown that the Hamiltonian ow
generated by the leading term for the perturbed Kepler problem is periodic, but
that for the perturbed MIC-Kepler problem is not periodic in general.
The organization of this article is as follows: Sections 2 to 4 are reviews
from [12]. Section 2 is a setting up for the MIC-Kepler problem which is de-
ned as a reduced Hamiltonian system by a U(1) action. Section 3 is concerned
with the group U(2; 2) and its subgroups SU(2)  SU(2) and SL(2;C), which
are (covering groups of) the symmetry groups for the MIC-Kepler problem of
negative and positive energies, respectively. Interrelations among components of
the momentum map associated with U(2; 2) are given explicitly, which will be
used in Sec. 5 in describing Poisson mechanics on the Lie algebras su(2)  su(2)
and sl(2;C). Section 4 deals with the reduction of the phase space T R4 = C4
by the groups U(1)  U(1) and U(1)  R, where the rst factor U(1) of these
product groups is associated with the so-called KS-transformation and the latter
factors U(1) and R denote the one-parameter groups generated by the Hamilto-
nian ows for the harmonic oscillator and for the repulsive oscillator, respectively.
These Hamiltonian ows can be assigned to those for the MIC-Kepler problem at
negative and positive energies, respectively. Section 5 contains dynamics on the
co-adjoint orbits of SU(2) SU(2) and of SL(2;C). Hamiltonian systems on the
respective co-adjoint orbits can be treated in Poisson mechanics on the Lie alge-
bras su(2) su(2) and sl(2;C), respectively. It is of great use to make R6 into Lie
algebras endowed with exterior products ^ so as to be isomorphic with respective
Lie algebras; (su(2)su(2); [; ]) = (R6;^ ) and (sl(2;C); [; ]) = (R6;^+), where
the superscripts  are associated with the sign of the energy of the MIC-Kepler
problem. Then, dynamics on the co-adjoint orbits can be described in terms of
vectors in R6 in Poisson mechanics formalism with Casimir functions. In Section
6, interest centers on the perturbation of the MIC-Kepler problem with emphasis
on the expansion of perturbed Hamiltonians in BG normal form. The pertur-
bation is caused by the presence of a weak constant electric and magnetic elds
orthogonal to each other. In Section 7, the leading terms of the perturbation are
mainly treated in the equations of motion for the perturbed systems. When the
ows generated by the leading terms in the cases of negative and positive energies
are periodic, the averaging of higher-order terms along the ow is touched upon




We make a brief review of the MIC-Kepler problem after [12] with emphasis on
iso-energetic orbit spaces.
2.1 SO(2) reduction
This subsection shows that the so-called Kustaanheimo-Stiefel (KS) transforma-
tion is a realization of a reduction procedure with SO(2).
Let _R4 := R4 n f0g and let T  _R4 = _R4 R4 be the phase space endowed with
the Cartesian coordinates (xj; yj), j = 1;    ; 4. The standard symplectic form on
T  _R4 is given by




The SO(2) acts on (T  _R4; d) symplectically in the manner









cos t   sin t
sin t cos t
!
:
Let so(2) denote the Lie algebra of SO(2). The momentum map  : T  _R4 !
so(2) associated with the SO(2) action is dened through
(M(x; y)) = h(x; y); i;
where h; i denote the paring, and where M is the innitesimal generator dened








Since so(2) = R, the (x; y) is viewed as a real-valued function and proves to
take the form
(x; y) =  x2y1 + x1y2   x4y3 + x3y4: (3)
Since the SO(2) action is free and proper, the quotient space  1()=SO(2)
becomes a manifold. Let
 : 
 1()!  1()=SO(2);  :  1()! T  _R4 (4)
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be the natural projection and the inclusion map, respectively. The (T  _R4; d)





The reduced phase space  1()=SO(2) is shown to be dieomorphic to T  _R3,
which is realized through the Kustaanheimo-Stiefel (KS) transformation,
MKS =
0BBB@
x3 x4 x1 x2
 x4 x3 x2  x1
x1 x2  x3  x4
 x2 x1  x4 x3
1CCCA ; (6)
























where (rk; pk) 2 _R3  R3 with k = 1; 2; 3 and














dpk ^ drk   
2r3
(r1dr2 ^ dr3 + r2dr3 ^ dr1 + r3dr1 ^ dr2) : (9)
As was mentioned in Introduction, the second term of the right-hand side of the
above equation is  times the curvature of the canonical connection for the SO(2)
bundle _R4 ! _R3.
2.2 The MIC-Kepler problem
This subsection starts with the denition of the MIC-Kepler problem as a reduced
Hamiltonian system and then provides the iso-energetic orbit spaces for the MIC-
Kepler problem.
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The conformal Kepler problem is a dynamical system (T  _R4; d; Hc), where

















and where  > 0 is a constant. Since this Hamiltonian system is SO(2) invariant,
it is reduced to a Hamiltonian system (T  _R3; ; H), which is called the MIC-




Hc and expressed in












We note here that the parameter  (or 2=8) serves as the strength of the repulsive
potential, which is a natural consequence of the fact that  is the conserved angular
momentum associated with the SO(2) symmetry.
The conformal Kepler problem is closely related with the harmonic oscilla-
tor, the repulsive oscillator, and a free particle. To see this, we introduce the











































= R   4; (13b)
4Hc = F   4: (13c)
From the above equations, we have three types of energy manifolds for Hc,
H 1c (E) =
8>><>>:
A 1 (4) if E =  2=8 < 0;
R 1 (4) if E = 
2=8 > 0;
F 1(4) if E = 0:
(14)
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Strictly speaking, the left-hand side is not exactly equal to the right-hand side
in the above equation, because H 1c (E) is a submanifold of T
 _R4 and A 1 (4);
R 1 (4); F
 1(4) are those of T R4. However, H 1c (E) can be completed so that
the above equation may hold for a xed value of E < 0; E > 0; or E = 0. In other
words, we can take into account a singular point r = 0 as long as the total energy
E is conserved at r = 0 as well.
The Hamiltonian ow of Hc on H
 1
c (E) corresponds to the Hamiltonian ow
of A; R; or F; depending on whether the energy is negative, positive or zero;
4XHc =
8>><>>:
XA ; if E =  2=8 < 0;
XR ; if E = 
2=8 > 0;
XF ; if E = 0:
(15)
The respective energy manifolds for the conformal Kepler problem project to those




A 1 (4) \  1()

=SO(2) if E =  2=8 < 0; 
R 1 (4) \  1()

=SO(2) if E = 2=8 > 0; 
F 1(4) \  1()=SO(2) if E = 0: (16)
From (15) it follows that the Hamiltonian ow exp(tXHc) of the conformal Ke-
pler problem can be viewed, after changing of the time parameter, as the Hamil-
tonian ow exp(tXA), exp(tXR), or exp(tXF ), according to whether the energy
is negative, E =  2=8, positive, E = 2=8, or zero E = 0. Since the Hamilto-
nian ow exp(tXHc) projects to that, exp(tH), of the MIC-Kepler problem, and
since the SO(2) action commutes with the ow exp(tXHc), the Hamiltonian ow
exp(tXH) on the energy manifoldH
 1
 (E) can be looked on as that projected from
exp(tXA), exp(tXR), or exp(tXF ), according to whether the energy is negative,
E =  2=8, positive, E = 2=8, or zero E = 0. We denote the one-parameter
groups expressed as exp(tXA), exp(tXR), and exp(tXF ), by SO(2), R, and R,
respectively. Consequently, we obtain the following proposition.






A 1 (4) \  1()

=(SO(2) SO(2)) if E =  2=8 < 0; 
R 1 (4) \  1()

=(SO(2) R) if E = 2=8 > 0; 
F 1(4) \  1()=(SO(2) R) if E = 0: (17)
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Since the topology of H 1 (E)=fexp(tXH)g depends only on the sign of E, we are
allowed to put  = 1 in studying the symmetry of the MIC-Kepler problem.
3 U(2; 2) as a dynamical group
As SU(2; 2) or SO(4; 2) is known as a dynamical group for the MIC-Kepler prob-
lem, we study U(2; 2), taking into account the SO(2) action (2) associated with
the KS transformation, after [12].
3.1 The group U(2; 2) and its momentum map
This subsection deals with the momentum map associated with U(2; 2) together
with its components expressed explicitly.
We introduce a complex vector space structure on R4R4 through the bijection

























1 i 1 i
 1  i 1 i
1 i 1 i
 1  i 1 i
1CCCA ; C2 = 12
0BBB@
 i 1  i 1
i  1  i 1
i  1 i  1
 i 1 i  1
1CCCA : (19)










We note here that since w is a column vector the product, wdw, of w and the
Hermitian conjugate dw of dw forms a matrix. From the denition of , we
easily verify that
d = d; (21)
where the  is the standard one-form given in (1). With this in mind, in what
follows we take (C4; d) as our symplectic space in place of (T R4; d).
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The SO(2) action given in (2) can be rewritten as a diagonal action of U(1)
on C4,
diag(eit; eit; eit; eit); (22)







(jw1j2 + jw2j2   jw3j2   jw4j2): (23)
In what follows, we refer to the SO(2) action (2) as the U(1) action.
Now we consider the group
U(2; 2) = fg 2M4(C) j gDg = Dg; (24)
where M4(C) denotes the space of 4 4 complex matrices. The U(2; 2) action on
C4 is symplectic and preserves the momentum map , as is easily veried from
Eqs.(20) and (23). Note that the U(1) given in (22) is a subgroup of U(2; 2).





tr(); i; i 2 u(2; 2): (25)
Through this inner product, the dual space u(2; 2) is identied with u(2; 2). We
can dene the momentum map associated with the U(2; 2) action,





tr(Dww) = (; J(w)); (26)








; w 2 C4:
Through (26), the momentum map iJ is expressed as
J(w) = Dww:
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where 0 is the 22 identity matrix and j, j = 1; 2; 3, are the Pauli spin matrices.
Note that u(2; 2) = u(1)su(2; 2) and that e0 is a base of u(1) and that e1;    ; e15
form a basis of su(2; 2). The components J` = (e`; J), ` = 0; 1;    ; 15; of the




(hu; ui   hv; vi); J1(w) = 1
4






























; j = 1; 2; 3; (29)
and where h; i denotes the Hermitian inner product on C2.
3.2 Symmetry groups for the MIC-Kepler problem
In this subsection, symmetry groups for the MIC-Kepler problem are shown to
be realized as subgroups of U(2; 2). The associated symmetry algebras are also
given, to which constants of motions are assigned together with relations among
them.
As is already mentioned in Introduction, the symmetry group for the zero-
energy is not reviewed here. We start by noting that among J` there are functions
of special interest. The rst one is
2J0 = : (30)
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Further, we nd that the Hamiltonians for the harmonic oscillator and for the





















x2j = R1; (31b)
where A1 andR1 are the Hamiltonians for the harmonic oscillator and the repulsive
oscillator, respectively (see (12) with  = 1). The Hamiltonian ows associated









cosh t0  i sinh t0
i sinh t0 cosh t0
!
; (32b)
respectively, where e1 and e8 are the 4  4 matrices given in (27). These groups
are isomorphic to U(1) and R, respectively, and commute with the U(1) action
given in (2) or (22), since [e0; e1] = [e0; e8] = 0.
The symmetry groups for the Hamiltonians (31), which are subgroups of












! AA BB = 0; AB +BA = 0;det(A+ iB) = 1
)
= SL(2;C): (33b)
Since the groups G  and G+ commute with the U(1) given by (22), their ac-
tions project to those on the respective reduced energy manifolds, (A 11 (4) \
 1())=U(1) and (R 11 (4) \  1())=U(1). From (16) with SO(2) = U(1), it
then turns out that G  and G+ are symmetry groups for the MIC-Kepler problem
of energy E < 0 and E > 0, respectively.









! ik 2 su(2); k = 1; 2
)











The Lie algebra G  has a basis fiej+1; iej+4g, j = 1; 2; 3, to which the functions
Jj+1, Jj+4, j = 1; 2; 3, are associated. We note that they are related by
(J0 + J1)





(J0   J1)2 = J25 + J26 + J27 ; (35b)
and that the left-hand sides of the above equations are constant on the intersection
A 11 (4) \  1().
The Lie algebra G+ has a basis fiej+1 + iej+4; iej+8g, j = 1; 2; 3, to which the
functions Jj+1 + Jj+4, Jj+8, j = 1; 2; 3, are associated together with the relations









2J0J8 = (J2 + J5) J9 + (J3 + J6) J10 + (J4 + J7) J11; (36b)
where the left-hand sides of the above equations are constant on the intersection
R 11 (4) \  1().
In a summary, we have the following proposition.
Proposition 3.1 Among subgroups of U(2; 2), the groups U(1)U(1) and SU(2)
SU(2), which commute to each other, are associated with the MIC-Kepler problem
of negative energy. The group U(1)U(1) has the corresponding momentum map
given by A1 or 2J02J1, and the group SU(2)SU(2) serves as the symmetry
group, whose momentum map has the components Jj+1; Jj+4; j = 1; 2; 3, together
with two mutual relations given in (35). With the MIC-Kepler problem of positive
energy, associated are the groups U(1)R and SL(2;C), which commute to each
other. The group U(1)R has the corresponding momentum map given by R1
or  2J0  2J8, and the group SL(2;C), serving as the symmetry group, has the
associated momentum map which has the components Jj+1+Jj+4; Jj+8; j = 1; 2; 3,
together with two mutual relations given in (36). Here the expressions of Jk are
given in (28).
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4 Reduction by U(1) U(1) and U(1) R
In this section, after [12] we treat the reduction of C4 by two product groups; (i)
U(1)  U(1), the product of (22) and (32a), (ii) U(1)  R, the product of (22)
and (32b). The associated momentum maps are expressed as (i)  A1 and (ii)
R1, respectively (see Prop. 3.1). Since the symmetry groups SU(2)SU(2) and
SL(2;C) commute with U(1)U(1) and U(1)R, respectively, these symmetry
groups acts on the respective reduced phase space.
4.1 Iso-energetic orbit space M ; at a negative energy
This subsection shows that the iso-energetic orbit space H 1 (E)=fexp tXHg for
the MIC-Kepler problem of negative energy is realized as a co-adjoint orbit of the
symmetry group SU(2)SU(2). According to Prop. 2.1, we start by reducing the
phase space C4 by the action of the group U(1)  U(1). We denote the reduced
phase space (A 11 (4)\ 1())=(U(1)U(1)) byM ;, and call it an iso-energetic
orbit space.
Let  ; and 
 
; be the inclusion map and the natural projection, respectively;
 ; : A
 1
1 (4) \  1()! C4; (37a)
 ; : A
 1
1 (4) \  1()!M ; := (A 11 (4) \  1())=(U(1) U(1)): (37b)
The symplectic form  ; on M
 






In the below, we will realizeM ; as a (co-)adjoint orbit of the symmetry group
G  = SU(2)SU(2). First, we note that if restricted to G  = su(2) su(2), the








which induces the inner product on G , and thereby G  and its dual are identied.






tr(uu1   vv2): (40)
From (39) and (40), the momentum map associated with G  = SU(2) SU(2),
















K L (u) = uu
   1
2




where u and v are column vectors given in (29) and then the symbols uu and vv
denote 2 2 complex matrices.
As is easily veried, K  = K L K R is Ad-equivariant with respect to G  and
invariant with respect to U(1) U(1);
K (gw) =AdgK (w); g 2 G ; (43a)
K (eitw) =K (w); K (e2ite1w) = K (w); t 2 R: (43b)
For u0 = (
p
4+ ; 0)T and v0 = (
p
4  ; 0)T , we can easily show that
A 11 (4) \  1() = f(gu0; hv0) j (g; h) 2 SU(2) SU(2)g: (44)
It then follows that
K (A 11 (4) \  1())
= fAdgK L (u0) AdhK R (v0) j (g; h) 2 SU(2) SU(2)g: (45)
This implies that the image of A 11 (4) \  1() by K  is an adjoint orbit in
su(2) su(2), which we denote by O .
Any co-adjoint orbit is endowed with a symplectic form, called the Kirillov-
Kostant-Souriau (KKS) form. The KKS form on the (co-)adjoint orbit O  is
dened at  2 O  to be








tr(2 [2; 2]); (46)
where  = 1  2;  = 1  2;  = 1  2 with 1;    ; 2 being 2  2 traceless
Hermitian matrices, and where iQ and iQ are the innitesimal generators of the





















1 (4) \  1())=(U(1) U(1))! O  (48)
through
~K ;   ;(w) = K    ;(w); w 2 A 11 (4) \  1(): (49)
We can prove that ~K ; is a symplectomorphism, that is, ~K
 
; is a dieomorphism
and symplectic; ( ~K ;)
!  =  ;. We come to the following proposition.
Proposition 4.1 The iso-energetic orbit space (M ;; 
 
;) for the MIC-Kepler
problem of negative energy (see (17) with E < 0) can be realized as a (co-)adjoint
orbit, (O ; ! ), of the symmetry group G  = SU(2)  SU(2) together with the
KKS form ! . The isomorphism is shown in the following commutative diagram:









4.2 Iso-energetic orbit space M+; at a positive energy
In this subsection, the iso-energetic orbit space H 1 (E)=fexp tXHg for the MIC-
Kepler problem at a positive energy is realized as a co-adjoint orbit of the symme-
try group SL(2;C). Our task is to reduce the phase space C4 by using U(1)R, the
product of (22) and (32b). The resultant phase space (R 11 (4)\ 1())=(U(1)
R) is called an iso-energetic orbit space and denoted by M+;.
Let +; and 
+
; be the inclusion map and the natural projection, respectively;
+; : R
 1
1 (4) \  1()! C4; (51a)
+; : R
 1
1 (4) \  1()!M+; := (R 11 (4) \  1())=(U(1) R): (51b)
The symplectic form +; on M
+






For i; i 2 G+, the inner product (25) is restricted to induce




which equips G+ with an inner product, and thereby G+ and its dual are identied.






tr((uu   vv)1 + (uv + vu)2): (54)
From (53) and (54), the momentum map associated with G+ = SL(2;C),

















U = uu   vv; V = uv + vu:
As is veried straightforward, K+ is Ad-equivariant with respect to G+ and
invariant with respect to U(1) R;
K+(gw) =Adg 1 K
+(w); g 2 G+; (57a)
K+(eitw) =K+(w); K+(e 2ite8w) = K+(w); t 2 R: (57b)
Let w0 be a xed point of R
 1






















Then, we can easily show that
R 11 (4) \  1() = feisgw0 j g 2 G+; s 2 Rg: (58)
From (57b) and (58), it follows that
K+(R 11 (4) \  1()) = fAdg 1 K+(w0) j g 2 G+g: (59)
This implies that the image of R 11 (4) \ 1() by K+ is a (co-)adjoint orbit of
G+, which we denote by O+.
The KKS form on the (co-)adjoint orbit O+ is dened at  2 O+ to be
!+(Q; Q)() =   i
2
tr([; ])
=  i tr(1([1; 1]  [2; 2]) + 2([1; 2] + [2; 1])); (60)
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where i; i; i 2 G+, and where iQ and iQ are the innitesimal generators on




















1 (4) \  1())=(U(1) R)! O+ (62)
through
~K+;  +;(w) = K+  +;(w); w 2 R 11 (4) \  1(): (63)
We can prove that ~K+; is a symplectomorphism, that is, ~K
+
; is a dieomorphism
and ( ~K+;)
!+ = +; holds. The above discussion is summarized as follows:
Proposition 4.2 The iso-energetic orbit space (M+;; 
+
;) for the MIC-Kepler
problem of negative energy (see (17) with E > 0) can be realized as a (co-)adjoint
orbit, (O+; !+), of the symmetry group G+ = SL(2;C) together with the KKS
form !+. The isomorphism is shown in the following diagram;









5 Dynamics on co-adjoint orbits in G  and G+
Though no dynamics remains to exist on the iso-energetic orbit space M ; or
M+; for the MIC-Kepler problem, depending on E < 0 or E > 0, each iso-
energetic orbit space can carry dynamics as a symplectic manifold endowed with
the symplectic form ! ; or !
+
;, if a suitable Hamiltonian is given on the iso-
energetic orbit space in question. This happens if the MIC-Kepler problem is
perturbed in such a way that the perturbed Hamiltonian is still invariant under
the symmetry group, U(1) U(1) or U(1) R, associated with the reduction to
each of the iso-energetic orbit spaces.
We discuss dynamics on the iso-energetic orbit spacesM ; andM
+
; in Poisson
mechanics by introducing Poisson structures on G  and G+.
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5.1 Co-adjoint orbits in G
In Secs.4.1 and 4.2, we have shown that the iso-energetic orbit spaces (M;; 

;)
are symplectomorphic to the (co-)adjoint orbits (O; !), respectively. However,
to be precise, each of O is not a subset of G but of iG. In this subsection, we
treat (co-)adjoint orbits as subsets of G.
Let
iO  := iK (A 11 (4) \  1()); iO+ := iK+(R 11 (4) \  1()):
Since iO  and iO+ can be put in the form
iO  = fAdg iK (w0) j g 2 G g; iO+ = fAdg 1 iK+(w0) j g 2 G+g;
respectively, iO are (co-)adjoint orbits of G and are submanifolds of G, re-
spectively. Clearly, the iO are dieomorphic to O, respectively.
The KKS-forms 
 on iO at i 2 iO are dened to be

(iQ(i); iQ(i)) :=  (i; [i; i]); i; i 2 G; (65)
respectively, where iQ(i); iQ(i) are innitesimal generators dened by (47) or
(61), and where  are dened in (39) and (53), respectively.
It is shown in [12] that
d(P (w); P (w)) = !
(Q(); Q()); i; i 2 G; w 2 C4; (66)
where  = K(w). If iP (w) and iP (w) are taken in place of P (w) and P (w),
respectively, Eq.(66) along with the denition of ! and 
 is brought into
d(iP (w); iP (w)) = 

(iQ(i); iQ(i)): (67)






) in the same manner as in [12].
5.2 Poisson Structures on R6
In this subsection, we dene two Poisson manifolds (R6; f; g ) and (R6; f; g+) in
association with G  and G+, respectively. For each of Poisson structures f; g,
there exist two Casimir functions.
To begin with, we introduce Lie algebra structures on R6 in such a way that
(R6;^) are isomorphic with G as Lie algebras, respectively, where ^ denote
19
product operations to be dened soon. Let fb j gj=1; ;6 and fb+j gj=1; ;6 denote
the bases of G  and G+, respectively, dened by
b j = iej+1; b
 




(iej+1 + iej+4); b
+
j+3 = iej+8; j = 1; 2; 3; (68b)
where fie`g; ` = 0; 1;    ; 15; is the basis of u(2; 2) given in (27). The commutation
relations among b j and among b
+
j are given by8>><>>:
[b i ; b
 
j ] =  2"ijkb k ;
[b i+3; b
 


















respectively. For the bases fb j gj=1; ;6 and fb+j gj=1; ;6, the inner products among
them are expressed as
(b j ; b
 






jk; j; k = 1; 2;    ; 6; (70b)
respectively, where jk is Kronecker's delta.
Let ffjgj=1;2; ;6 denote the standard basis of R6. We dene vector space
isomorphisms,   : R6 ! G  and + : R6 ! G+, by
 (fj) :=  1
2
b j ; j = 1; 2;    ; 6; (71a)
+(fj) :=  b+j ; j = 1; 2;    ; 6; (71b)
respectively. Then, the isomorphisms  give rise to product structures ^ on R6
through
[(x); (y)] = (x ^ y); x; y 2 R6; (72)
which means that both of the  are Lie algebra isomorphisms; (G; [; ]) =
(R6;^).
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To describe the wedge products ^ in a convenient manner, we regard R6 as






2 R6; with x1;x2 2 R3:
It is straightforward to show the following proposition.


























x1  y1   x2  y2
x1  y2 + x2  y1

; (73b)
respectively, where xj;yj 2 R3; j = 1; 2; and  denotes the standard vector
product on R3.
The (R6;^) are endowed also with the inner products   by
 (x; y) := ((x); (y)): (74)




hx; yi;  +(x; y) = 1
2
hx; yi; (75)
respectively, where h; i denotes the standard inner product on R6. Thus, we have
veried the following proposition.
Proposition 5.2 The  are isometries as well as Lie algebra isomorphisms;
(R6;^; ) = (G; [; ]; ): (76)
We are now in a position to formulate Poisson structures on R6. In what
follows, we use the symbol q rather than x to denote the variable in R6. The
Poisson brackets f; g are dened for functions on R6 through
fF;Gg (q) := 16  (q;rF (q) ^  rG(q)); (77a)
fF;Gg+(q) := 4 +(q;rF (q) ^+ rG(q)); (77b)
respectively, where F and G are functions of q 2 R6 and where r denotes the
standard gradient operator.
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The Poisson tensors associated with the Poisson structures f; g are given by
Bij (q) = fqi; qjg; q = (qj) 2 R6; i; j = 1;    ; 6; (78)












where X1(q) and X2(q) are 3 3 matrices dened by
X1(q) =
0B@ 0 q3  q2 q3 0 q1
q2  q1 0
1CA ; X2(q) =
0B@ 0 q6  q5 q6 0 q4
q5  q4 0
1CA ; (80)
respectively. If (q1; q2; q3) 6= 0 and (q4; q5; q6) 6= 0, then the rank of B (q) is four.
If q 6= 0, then the rank of B+(q) is four. This fact suggests us that there are two
Casimir functions with respect to the Poisson structures f ; g, respectively.
Proposition 5.3 Let Cj ; j = 1; 2; be functions dened on R6 by
C 1 (q) :=hq1; q1i; C 2 (q) := hq2; q2i; (81a)
C+1 (q) :=hq1; q1i   hq2; q2i; C+2 (q) := hq1; q2i; (81b)




 2 R6. Then C j and C+j , j = 1; 2; are Casimir
functions of the Poisson structures f; g  and f; g+, respectively.
We omit the proof, which is performed by a straightforward calculation.
5.3 Symplectic leaves of R6
We shall show that the Poisson submanifolds determined by the Casimir functions
Cj can be identied with the (co-)adjoint orbits iO endowed with the KKS-forms





q 2 R6  C 1 (q) =  1 (; ); C 2 (q) =  2 (; )	 ; (82a)
~M+; :=

q 2 R6  C+1 (q) = +1 (; ); C+2 (q) = +2 (; )	 ; (82b)
respectively, where j (; ); j = 1; 2; are constants given by
 1 (; ) := (+ 4)
2 ;  2 (; ) := (  4)2 ; (83a)
+1 (; ) := 
2   162; +2 (; ) :=  4; (83b)
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respectively.
We here mention the elementary geometry of the submanifolds ~M;. From
(81a) and (82a), it follows that ~M ; is dieomorphic with S
2(j+4j) S2(j 
4j), where S2(r) stands for the two-sphere of radius r. We have to note here that
the radii j4j may vanish, which never occurs for the Kepler problem case with
 = 0. To look into ~M+;, we introduce a complex vector by q1+iq2 and a complex
inner product on C3 in such a manner that z w = P zjwj. Then, the dening
equations (81b) and (82b) are put together to give (q1 + iq2)
2 = (  4i)2. This
equation implies that ~M+; is the complex two-sphere which is dieomorphic with
the tangent bundle of the (real) two-sphere, TS2.
Proposition 5.4 The submanifolds ~M; dened by (82) are dieomorphic with
the iso-energetic orbit spaces M; dened by (37b) and by (51b), respectively.
Proof We show that O are immersed into ~M;, respectively. In the case of
G , for any point ip 2 iO   G , there exists a point w 2 A 11 (4)\ 1() such
that
















Similarly, in the case of G+, for any point ip 2 iO+  G+, there exists a point
w 2 R 11 (4) \  1() such that


















Since Jj+1(w) and Jj+4(w) are subject to the constraints (35), and Jj+1(w) +
Jj+4(w) and 2Jj+8(w) subject to (36), the iK
 (w) and the iK+(w) are mapped
by ( ) 1 and (+) 1 to ~M ; and ~M
+
;, respectively, on account of the fact that
 = 2J0 = , A1 = 2J1 = 4, and R1 =  2J8 = 4 on A 11 (4) \  1() and
R 11 (4) \  1(), respectively. Further, because of the invariance of K , (43b),
for U(1)  U(1) and of K+, (57b), for U(1)  R, the maps () 1  iK project
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to respective injective maps () 1  i ~K : M ; ! ~M;, where ~K are dened
in (48) and (62), respectively.
Conversely, since the ~M ; is dieomorphic to S
2(j + 4j)  S2(   4j), as
is already stated, and then viewed as a (co-)adjoint orbit of SU(2)  SU(2), we
can conclude that ~M ; and M
 
; are dieomorphic to each other. To verify the
dieomorphism of ~M+; with M
+
;, we introduce a map of C3 into 2 sl(2;C) by
z = (zj) 2 C3 7!
3X
j=1
zjj 2 sl(2;C); (86)
where j denote the Pauli spin matrices. Then, all the (co-)adjoint orbits of




=  Pj z2j = const. (We
will make a remark on this mapping in the concluding section.) On setting z =
q1+ iq2, the dening equations (q1+ iq2)





=  ( 4i)2. Thus, we see that ~M+; andM+; are dieomorphic
to each other as (co-)adjoint orbits of SL(2;C). This ends the proof. 
We study the symplectic geometry of ~M;. By the denition of ~M

;, the rank
of f; g is four at any point on ~M; if jj 6= 4. By the symplectic stratication
theorem [2, pp. 302], if jj 6= 4, then ~M ; and ~M+; are symplectic leaves in
R6, respectively, and ( ~M;; f; gj ~M;) are symplectic manifolds, where f; gj ~M;
denote the restriction of the Poisson structures f; g to ~M;, respectively.
We proceed to express symplectic forms to be dened naturally on the mani-
folds ~M;. As is easily veried, the tangent spaces to ~M
























2 R6 j hv1; q1i   hv2; q2i = 0; hv1; q2i+ hv2; q1i = 0

; (87b)
respectively. As for tangent vectors, we give the following proposition without
describing the proof, since it runs in a straightforward manner.




 2 R6 and q =  q1
q2
 2 ~M;, the
exterior products a^ q are tangent vectors to ~M; at q, respectively. Conversely,
any tangent vectors to ~M; at q are put in the form a ^ q, respectively.
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In order to describe the symplectic structures naturally dened on ~M;, we










It is straightforward to show the following.
Proposition 5.6 For arbitrary x; y; z 2 R6, we have
(xy)y = x;
xy ^  yy = x ^  y; xy ^+ yy = (x ^+ y)y;
  (x ^  y; z) =   (x; y ^  z);  +  x ^+ y; z =  +  x; yy ^+ z ;
( (x)) =   (x); (+(x)) =  +(xy);
where the superscript  indicates the Hermitian conjugate.







 are the KKS-forms given in Eq.(65).
Proposition 5.7 For the tangent vectors ~ ^ ~ and ~ ^ ~ to ~M; at ~ 2 ~M;
with ~; ~ 2 R6, the symplectic forms !R are evaluated and expressed as
! R(~ ^  ~; ~ ^  ~)(~) =    (~; ~ ^  ~); (90a)
!+R(
~ ^+ ~; ~ ^+ ~)(~) =   +(~; ~y ^+ ~y); (90b)
respectively.
Proof Let  = (~);  = (~); and  = (~). Since  are Lie algebra
isomorphisms, the left-hand sides of (90) and the denition (89) are put together
to be brought into
!R(~ ^ ~; ~ ^ ~)(~) = 
([; ]; [; ])(): (91)
We note here that
Q() =
(
[; ] for Q = G ;
[ ; ] for Q = G+:
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Then, from the denitions (65) and (74), the right-hand side of Eq.(91) becomes

 ([; ]; [; ])() =    (~; ~ ^  ~);

+([; ]; [; ])() =   +(~; ~y ^+ ~y);
respectively. This ends the proof. 
Now we are in a position to describe Hamiltonian vector elds with respect
to the symplectic forms !R on ~M

;. Let h be a Hamiltonian on ~M

;. We will





!R =  dh: (92)
Owing to Prop.5.5, we can put Xh (q) in the form X

h (q) = A
^q with A 2 R6.
Though A  and A+ are dierent from each other, we denote A by A below for
simplicity. Let H : R6 ! R be a smooth extension of the function h on ~M;. For
an arbitrary B 2 R6, we have
  (4rH(q) ^  q; B) =    (4rH(q); B ^  q) =  hrH;B ^  qi
=  dH(B ^  q) =  dh(B ^  q)
= ! R(X
 
h (q); B ^  q) = ! R(A ^  q; B ^  q)
=    (q; A ^  B)
=   (A ^  q; B); (93)
where r denotes the usual gradient operator for functions on R6, and where we
have used the fact that dH(B ^ q) = dh(B ^ q), which is easily veried. In a
similar manner, we have
 +(2rH(q) ^+ qy; B) =   +(2rH(q); B ^+ q) =  hrH;B ^+ qi
=  dH(B ^+ q) =  dh(B ^+ q)
= !+R(X
+
h (q); B ^+ q) = !+R(A ^+ q; B ^+ q)
=   +(q; Ay ^+ By)
=  +(Ay ^+ qy; B): (94)
Comparing both sides of Eqs.(93) and of (94), we obtain the Hamiltonian vector
elds Xh , which are given in the following proposition.
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Proposition 5.8 For a Hamiltonian h on ~M;, the associated Hamiltonian vec-
tor elds Xh take the form
X h (q) = 4rH(q) ^  q; q 2 ~M ;; (95a)
X+h (q) = 2(rH(q))y ^+ q; q 2 ~M+;; (95b)
respectively, where H is a smooth extension of h.
In terms of Hamiltonian vector elds, Poisson brackets f; g ~M; on ( ~M;; !R)
are dened, as usual, by
ff; gg ~M;(q) :=  !R(Xf ; Xg); q 2 ~M;; (96)
where Xf and Xg are the Hamiltonian vector elds associated with functions f
and g on ~M;, respectively; Xfc!R =  df , Xgc!R =  dg.
So far we have obtained two Poisson brackets on each of ~M;; one is f ; g ~M;
and the other, f ; gj ~M; , the restriction of f ; g to ~M;. However, these Poisson
brackets are the same, since we can easily verify, by using Prop. 5.8, that
fF;Gg ~M; = ff; gg ~M; ; (97)
where f = F j ~M; and g = Gj ~M; , respectively. We state this fact in the form of
a theorem.
Theorem 5.9 The Poisson submanifolds ( ~M;; f; gj ~M;) are symplectomorphic
to ( ~M;; f; g ~M;), respectively.
In terms of the Hamiltonian vector elds (95), Hamilton's equations of motion
on ~M; are put in the form
dq
dt
= 4rH(q) ^  q; q 2 ~M ;; (98a)
dq
dt
= 2(rH(q))y ^+ q; q 2 ~M+;; (98b)
respectively, where H is an extension of the Hamiltonian h on ~M;. These equa-
tions of motion can be written out as follows:




























rq1H  q1 +rq2H  q2








where rq1 and rq2 are the usual gradient operators with respect to q1 and q2,
respectively, and where H is a smooth extension of a Hamiltonian on ~M;.
5.4 Poisson mechanics on R6
We show that Hamilton's equations of motion, (98) or (99), are put in the form
of Poisson's equations of motion. Let F : R6 ! R be a scalar-valued function
and G : R6 ! R6 be a vector-valued function on R6, which is expressed as
G(x) =
P6
j=1Gj(x)fj, where Gj : R6 ! R; j = 1; 2;    ; 6; are scalar-valued
functions and where ffjgj=1;2; ;6 is the standard basis of R6. We can extend the






Theorem 5.11 Let F : R6 ! R be a function. Then, the vector-valued Poisson
brackets of F and q 2 R6 are put in the form
 fF; qg  = 4rF (q) ^  q; (101a)
 fF; qg+ = 2(rF (q))y ^+ q; (101b)
respectively. If q is restricted to ~M; and if F is a smooth extension of a function
f on ~M;, then one has
 fF; qg = Xf (q) for q 2 ~M;: (102)
Proof Let fejgj=1;2;3 be the standard basis of R3 and let h; i be the standard




 2 R6, the
Poisson brackets fF; qkg , k = 1; 2;    ; 6; are written out as
 fF; qjg (q) = 4hrq1F (q) q1; eji = (4rF (q) ^  q)j; (103)
 fF; qj+3g (q) = 4hrq2F (q) q2; eji = (4rF (q) ^  q)j+3; (104)
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where j = 1; 2; 3, and where rq1 and rq2 are the gradient operators with respect
to q1 and q2, respectively. From Eqs.(103) and (104), we obtain for q =
P
qkfk
 fF; qg (q) =  
6X
k=1
fF; qkg (q)fk = 4rF (q) ^  q:
As for the Poisson bracket f; g+, the denition (77b) along with q = (qk) = 
q1
q2
 2 R6 yields the Poisson brackets between F and qk; k = 1; 2;    ; 6, in a
similar manner as above,
 fF; qg+(q) =  
6X
k=1
fF; qkg+(q)fk = 2(rF (q))y ^+ q:
Equations (102) are consequences from (101) together with (95). This ends the
proof. 
Eqs.(101a) and (101b) imply that the Hamiltonian dynamical systems on the
symplectic manifolds ( ~M;; !

R) can be regarded as those on the Poisson manifolds
(R6; f; g). Thus, the equations of motion (98) can be put in the form
dq
dt
= fq;Hg; q 2 R6: (105)
Here we have to note that since the Casimir functions Cj given in (81) are con-
stants of motion with respect to (105), the ow determined by (105) is naturally
restricted on ~M;.
5.5 Dynamics on the iso-energetic orbit spaces M;
In view of the existence of the Casimir functions Cj , we may regard the equations
of motion (99a) and (99b) as dened on R6 without the restriction to ~M;. With


















qj+3; j = 1; 2; 3; for G+; (106b)
respectively. Then, the equations of motion (99a) and (99b) are rewritten in terms









rLH L +rKH K




respectively, where rL and rK are the usual gradient operators with respect
to L and K, respectively. We note that only the signs of rKH  L in the
lower row of the right-hand side of Eq. (107) distinguish the cases G.
If q 2 ~M;, then the constraint conditions in (82) require the K and L to
be subject to the constraints
hL ;L i+ hK ;K i = 1
4
2 + 42; hL ;K i = ; (108)
and
hL+;L+i   hK+;K+i = 1
4
2   42; hL+;K+i =  ; (109)
respectively. On the other hand, we can easily verify that the left-hand sides of
(108) and (109), hL;Li  hK;Ki and hL;Ki, are constants of motion
for the equations of motion (107).
In conclusion of this section, we show that the variables K and L are
related with the constants of motion for the MIC-Kepler problem. If q 2 ~M;,
the qk; k = 1;    ; 6, can be expressed in terms of J` through (84) and (85), so
that L j ; K
 
j ; j = 1; 2; 3, can be expressed also in J` and eventually in terms of




(J2 + J5) =
1
2




(J3 + J6) =
1
2




(J4 + J7) =
1
2




(J5   J2) = 1
4
( x21   x22 + x23 + x24) +
1
4




(J6   J3) = 1
2






(J7   J4) = 1
2





In the same manner, L+k ; K
+




(J2 + J5) =
1
2




(J3 + J6) =
1
2




(J4 + J7) =
1
2
( x1y4 + x4y1   x3y2 + x2y3);
K+1 =  J9 =
1
4
( x23   x24 + x21 + x22) +
1
4
( y21   y22 + y23 + y24);
K+2 =  J10 =
1
2
( x1x4 + x2x3) + 1
2
( y2y3 + y1y4);
K+3 =  J11 =  
1
2




We note here that L j = L
+
j , j = 1; 2; 3, if expressed in terms of (xj; yj). If
viewed as function of (xj; yj), the L
 , K  and L+, K+ are constants of motion
for the harmonic and the repulsive oscillators, respectively. The K and L
project through  to the angular momentum vector and the Laplace-Runge-Lenz
vector, respectively, within constant multiples, if the coecients 1=4 and 1=2 of
the quadratic terms in xk are replaced by  2Hc and  4Hc in theK  and by 2Hc
and 4Hc in the K
+, respectively, before reduction procedure (see also [4, 6]).
Thus, we have obtained the equations of motion on the iso-energetic orbits
spaces at negative and positive energies for the MIC-Kepler problem.
Proposition 5.12 Since the iso-energetic orbit spaces M; are dieomorphic
with ~M;, Eqs. (107) serve as the equations of motion on the iso-energetic orbit
spaces M;. If H is chosen suitably as a perturbed Hamiltonian, Eqs. (107)
can be viewed as the equations of motion for perturbed MIC-Kepler problem of
integrable type. The variables L;K are related with the constants of motion
for the MIC-Kepler problem, where L  = L+ are the angular momentum andK
the Laplace-Runge-Lenz vectors with negative and positive energies, respectively.
The equations of motion (107) written in terms of L  and K  are already
known in [6]. In fact, if expressed in terms of L j ; K
 
j , the Poisson structure given
in (78) and (79) takes the same form as that given in [6]. However, the equations
expressed in terms of L+ and K+ are new. A point to make here is that the
equations of motion in both cases are obtained on an equal footing.
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6 Perturbation in normal form
In this section, we discuss the perturbation of the harmonic and the repulsive
oscillators on R4  R4, which is related with the perturbation of the conformal
Kepler problem and further with the perturbation of the MIC-Kepler problem
if projected on the iso-energetic orbit spaces M;. Though the perturbation by
small constant electric and magnetic elds which are not orthogonal to each other
is already studied [7{11], the small electric and magnetic elds to be treated below
are restricted to those orthogonal to each other for simplicity.
6.1 A perturbed MIC-Kepler problem
In the presence of constant magnetic and electric elds [4], the Hamiltonian of a
perturbed MIC-Kepler problem is expressed as
H(") = H +N
(")
= H + F  r + 1
2
(G  (r  p)) + 1
8
(G r)2; (110)
where G and F are the constant magnetic and electric eld vectors orthogonal to
each other, respectively, and where r = (rk) 2 R3.
We take the Cartesian coordinates (rk) of R3 in such a manner that G and F
are expressed as G = (G; 0; 0)T and F = (0; F; 0)T with G = O(") and F = O("),
where " is a small parameter. Then, the perturbation term given in (110) becomes
N (") = Fr2 +
1
2





In order to work with H
(")
 , we wish to view it as a reduced Hamiltonian
from that for a perturbed conformal Kepler problem. To this end, we dene a
perturbation function N
(")





Then, we obtain a perturbed conformal Kepler problem (T  _R4; d; H(")c ), where
H(")c = Hc +N
(")
c : (113)
In view of the relation (13) between the conformal Kepler problem and the har-
monic and the repulsive oscillators, we dene Hamiltonians for perturbed har-
monic and repulsive oscillators to be
A(") = A1 +N
(")
A ; R




respectively, where A1 and R1 are the harmonic and the repulsive oscillator Hamil-
tonians with  = 1, respectively, and where



















= R(")   4; (116b)
respectively, where the perturbation of (13c) is outside our scope. Thus, according
to the sign of the energy, the perturbed conformal Kepler problem is associated
with the perturbed harmonic and repulsive oscillators. Further, a calculation
shows that the perturbation term N
(")
c multiplied by 4 is put in the form
4N (")c















2   x23   x24

















2   x23   x24
2
+ 4 (x2x3   x1x4)2

: (117)
We note that 4N
(")
c is a polynomial in (xj; yj), j = 1; 2; 3; 4, whose degree is
greater than or equal to four, and further that it is invariant under the SO(2)
action (2). This implies that 4N
(")
c reduces to a function on T R3.
6.2 Perturbed Hamiltonians in BG normal form
We apply the method of the Birkho-Gustavson (BG) normal form [16{19] to the
perturbed Hamiltonians (114). Though the method is originally applied to per-
turbed harmonic oscillators, it can be extended so as to be applicable to perturbed
repulsive oscillators. By means of canonical transformations, (x; y) 7! (; ), we
can transform the perturbed harmonic and repulsive oscillator Hamiltonians into
those in BG-normal form up to degree r in (; ) as follows [21{23]:

































(2j   2j ); (119)
and where Gk , k = 3; 4;    ; r; are homogeneous polynomials of degree k in (; ),
which satisfy






(2j  2j ); Gk
)
= 0; k = 3; 4;    ; r: (120)
We notice here that the rst conditions f; Gk g = 0 of the above equations





R is SO(2) invariant. The second condition of (120) says that
the perturbation terms are in normal form. These two conditions imply that
the Hamiltonians A(") and R(") for the perturbed harmonic and the perturbed
repulsive oscillators are invariant under U(1)  U(1) and U(1)  R, respectively,
where U(1) U(1) and U(1) R are the symmetry groups treated in Sec. 4.
Suppose we have obtained A(") and R(") in BG-normal form. Then, because of
the symmetry by U(1)U(1) and U(1)R, the perturbed Hamiltonians A(") and
R(") can be reduced on the respective iso-energetic orbit spaces M; (or ~M;)
and further expressed in terms of J`. Put in detail, in the case of the perturbed
harmonic oscillator, the BG normalized Hamiltonian A(")(; ) given in (118a)
can be written in terms of Jj+1(; ), Jj+4(; ), and in the case of the perturbed
repulsive oscillator, the BG normalized Hamiltonian R(")(; ) given in (118b) can
be written in terms of Jj+1(; ) + Jj+4(; ), Jj+8(; ), j = 1; 2; 3 (see (84) and
(85)).
6.3 Normal form calculation on Maxima
Calculation for BG-normal form Hamiltonians A(") andR(") is performed on Max-
ima. In this subsection, we give the result of BG-normal form calculation per-
formed on Maxima up to degree 6, which is described in terms of J`.
Let A(")(; ), R(")(; ) be BG normalized Hamiltonians up to degree 6. If we
set
G = "g; F = "f; g2 + f 2 = 1; (121)
then the BG normalized Hamiltonians A(") and R(") can be put in the form
A(") = A+ "A4 + "2A6; (122a)
R(") = R+ "R4 + "2R6; (122b)
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where Ak;Rk, k = 4; 6, are homogeneous polynomials of degree k in (; ).
Since the canonical transformation (x; y) 7! (; ) is determined for a small
value of the perturbation parameter ", we may look on j; j as
xj ; j; yj ; j; j = 1; 2; 3; 4; (123)
so that
A1(x; y) ; A(; ); R1(x; y) ; R(; ): (124)
In what follows, we give the explicit expression of the perturbation term in BG
normal form. In the case of the perturbed harmonic oscillator, Maxima provides
us with polynomials Ak, k = 4; 6; which can be described in terms of Jj+1; Jj+4,
j = 1; 2; 3, as
A1 =2J1; (125)
A4 =2J1J7g + 2J0J7g + 2J1J4g   2J0J4g + 12J1J6f + 4J0J6f   12J1J3f
+ 4J0J3f; (126)
A6 =3J1J27g2   3J0J27g2 + 6J1J26g2   4J1J3J6g2 + 6J1J25g2   4J1J2J5g2
  3J1J24g2 + 3J0J24g2 + 12J0J21g2   12J20J1g2   24J1J6J7fg   16J0J6J7fg
+ 32J1J3J7fg + 8J0J3J7fg   32J1J4J6fg + 8J0J4J6fg + 24J1J3J4fg
  16J0J3J4fg   136J1J27f 2   220J1J26f 2   36J0J26f 2 + 240J1J3J6f 2
  136J1J25f 2   84J1J23f 2 + 36J0J23f 2   272J0J21f 2 + 208J20J1f 2: (127)
On setting J0 =
1
2
 and J1 = 2, the perturbed Hamiltonian A(") can be viewed as
dened on the iso-energetic orbit spaceM ; = (A 1(4)\ 1())=(U(1)U(1)).
In the case of the repulsive oscillator, the polynomials Rk, k = 4; 6, prove to
be written in terms of ~Jk+1 := (Jk+1 + Jk+4)=2; Jk+8, j = 1; 2; 3; as follows:
R1 =  2J8; (128)
R4 =  4J0J11g + 4 ~J4J8g   24J8J10f   8J0 ~J3f; (129)
R6 =  12J8J211g2   12J0 ~J4J11g2   2J8J210g2   2J8J29g2 + 12J38g2 + 12 ~J24J8g2
+ 10 ~J23J8g
2 + 10 ~J22J8g
2 + 48J0J10J11fg + 16 ~J3J8J11fg   112 ~J4J8J10fg
  16J0 ~J3 ~J4fg   72J8J211f 2 + 336J8J210f 2 + 144J0 ~J3J10f 2   72J8J29f 2
+ 208J38f
2 + 72 ~J24J8f
2 + 144 ~J23J8f





 and J8 =  2, we obtain the perturbed Hamiltonian R(") dened
on the iso-energetic orbit space M+; = (R 1(4) \  1())=(U(1) R).
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6.4 Perturbed MIC-Kepler problems in normal form
We now show that the perturbed Hamiltonians A(") and R(") can be viewed as
Hamiltonians on the reduced iso-energetic orbit space M; for the perturbed
MIC-Kepler problem at negative and positive energies, respectively. Let
Hc(; ) := Hc(x; y)j(x;y)=(;) (131)
be the unperturbed Hamiltonian expressed in terms of  and . Then, it is related













In the case of the harmonic oscillator, the Poisson bracket of Hc and each of









This implies that G k , k = 3; 4;    ; r, and Hc Poisson-commute on the energy
manifold H 1c ( 1=8) = A 1(4). A similar statement is true in the case of the
repulsive oscillator: G+k , k = 3; 4;    ; r, and Hc Poisson-commute on the energy
manifold H 1c (1=8) = R 1(4).
Since fHc; Gk g = 0, k = 3; 4;    ; r; hold on respective energy manifolds
H 1c ( 1=8) = A 1(4) and H 1c (1=8) = R 1(4), the Gk can be regarded as
perturbation terms in normal form if restricted onH 1c (1=8), and further reduced
by the U(1)U(1) symmetry and by the U(1)R symmetry to functions on the
respective iso-energetic orbit spaces H 1c ( 1=8) \  1()=(U(1)  U(1)) = M ;
and H 1c (1=8) \  1()=(U(1) R)) = M+;.
A remaining task we have to do is to check whether theA(") andR(") give rise to
perturbations of the MIC-Kepler problem in normal form at negative and positive
energies, respectively. If the perturbation parameter " is small, the BG-normal
form Hamiltonians A(");R(") given in (118a), (118b) are good approximations to
A(") and R("), respectively, that is,
A(") = A1 +N
(")
A ; A+N (")A = A("); (132a)
R(") = R1 +N
(")
R ; R+N (")R = R("): (132b)
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According to the sign of the energy, we may dene a perturbed Hamiltonian H(")c
to be




N (")A if E =  18 ;
1
4
N (")R if E = 18 :
(133)





c in the negative- and positive-energy cases.
A question arises here as to whether the H(")c given in (133) commute with
the unperturbed term Hc or not; fHc;H(")c g = 0 or 6= 0. In obtaining H(")c , we
have assumed tacitly that the energy values E = 1
8
are xed. We now ask if
the energy value may be varied in such a manner that a perturbed Hamiltonian
and the original Hamiltonian Poisson-commute. If perturbed, the energy of the
system may change accordingly. Introducing a parameter ~ > 0, we put the
energy change in the form
E = 1
8




We note that if " = 0 then the increment of energy is zero, E = 0, and ~
is unchanged, ~ = 1. In place of (114), the perturbed harmonic and repulsive












respectively, and they are transformed, in the same manner as in (118a) and
(118b), into
A(")~ = A~ +N
(")
A ; R(")~ = R~ +N
(")
R ; (136)
respectively, where A(")~ and R
(")
~
are put in the BG-normal form, fA~;A(")~ g = 0
and fR~;R(")~ g = 0, respectively.























The energy manifolds given in (137) (resp. in (138)) are dierent from each other,
but when " = 0, they coincide with each other. Since the deformation is smooth
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in ~ and " for " small enough, the dierence between the energy manifolds given
in (137) (resp. in (138)) should be small, and there should exist dieomorphisms














; p 2 A 1(4); (140a)






; p 2 R 1(4); (140b)
respectively. Note that if " = 0 then   ~ (resp.  
+
~
) becomes the identity map on
A 1(4) (resp. R 1(4)), and if " is small enough, then   ~ (resp.  +~ ) is close to
the identity map.
Let   be extensions of (139a) and (139b) dened in the neighborhood of
A 1(4) and of R 1(4), respectively;
  

A 1(4) (p) =  
 
~
(p); p 2 A 1(4); (141a)
 +

R 1(4) (p) =  
+
~
(p); p 2 R 1(4): (141b)
We dene a perturbed Hamiltonian ~Hc("), according to whether the energy is
negative or positive, to be
~Hc(") := H(")c   ; (142)
where H(")c is dened by (133). In the negative-energy case, for an arbitrary








































A~;A(")   4	  ~ (p): (143)
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R~;R(")   4	 +~ (p); p 2 R 1(4): (144)
The above calculation implies that if ~ = 1 the right-hand sides of (143) and
(144) vanish, so that fHc; ~Hc(")g = 0 on A 1(4) and on R 1(4). Since ~Hc(")
becomes H(")c for ~ = 1, we see that fHc;H(")c g = 0 on A 1(4) and on R 1(4).
If projected on the iso-energetic orbit spaces M;, this relation is brought into
fH;H(") g = 0, whereH andH(") are projections of (131) and (133), respectively.
Our question is now solved to give the following theorem:
Theorem 6.1 The perturbed harmonic and repulsive oscillator Hamiltonians
A(") and R(") in BG-normal form determine a perturbed Hamiltonian H(") for
the perturbed MIC-Kepler problem, which is in normal form if projected on the
iso-energetic orbit spacesM;, whereH(") are the reduced Hamiltonian from (133)
onto T  _R3.
We here remark that this theorem is independent of the choice of perturbations.
7 Poisson mechanics for perturbed systems
In this section, we apply the Poisson mechanics to the perturbed Hamiltonians
obtained in Sec. 6.
7.1 Hamiltonian ows generated by leading terms
Since the perturbed Hamiltonians A(") and R(") are put in the form (122a) and
(122b), respectively, we are interested in the rst perturbation term A4 and R4,
which are the most inuential terms in the perturbed Hamiltonians.
In terms of L;K, the leading terms (126) and (129) can be rewritten as
A4 =  J1(4L 3 g + 24K 2 f)  J0(4K 3 g + 8L 2 f); (145a)
R4 =  J8(4L+3 g   24K+2 f) + J0(4K+3 g + 8L+2 f); (145b)
respectively. Setting J1 = 2, J8 =  2, and J0 = =2, and introducing ; ; ~,
in place of the parameters (121), by




we put Eqs.(145a) and (145b) in the form
A4 = L 3  +K 2  + ~(3K 3  + L 2 ); (147a)
R4 =  L+3  +K+2    ~(3K+3  + L+2 ); (147b)
respectively, which are approximate Hamiltonians on ~M;. If ~ = 0 in particular,
then the A4 becomes A4 = L 3  + K 2 , which coincides with the result given














0   ~ 0  3~ 
 0 0 3~ 0 0
 ~ 0 0   0 0
0  3~  0   ~
3~ 0 0  0 0


















0   ~ 0 3~ 
  0 0  3~ 0 0
~ 0 0   0 0
0  3~   0   ~
3~ 0 0   0 0




The properties of the dynamical systems (148) and (149) are determined by the
respective four non-zero eigenvalues of Q1 and Q2, respectively. Since each of ~M

;
is symplectic leaf in R6 and invariant under the ow of (107), the eigenvalues of
both Q1 and Q2 should contain two zero eigenvalues.
The eigenvalues of Q1 other than zero are given by
 i
p
2~2 + 92~2   22~  62~+ 2 + 2 =: i1; (150a)
 i
p
2~2 + 92~2 + 22~+ 62~+ 2 + 2 =: i2; (150b)
which are pure imaginary numbers for all ~ 2 R, jj  1; jj  1; where  and 
are subject to the condition (146). It then turns out that the periodic orbits of
the MIC-Kepler problem at a negative energy are linearly stable in the presence
of week electric and magnetic elds. If ~ = 0, then 1 and 2 coincide. This fact
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is known for a perturbed Kepler problem [3] with fe = 0. If  = 0 and ~ = 1,
then 1 = 0, and if  = 0 and ~ =  1, then 2 = 0.
The eigenvalues of Q2 other than zero are

p
 2~2 + 92~2 + 2i2~  6i2~+ 2   2; (151a)

p
 2~2 + 92~2   2i2~+ 6i2~+ 2   2: (151b)
It then turns out that if ~ = 0 and if 2 > 2 the non-zero eigenvalues become
pure imaginary numbers, which implies that a scattering orbit can be linearly
stable in the presence of suitable electric and magnetic elds.
For the perturbed harmonic oscillator case, after an appropriate coordinate





0  1 0 0 0 0
1 0 0 0 0 0
0 0 0  2 0 0
0 0 2 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
1CCCCCCCCA
W ; (152)








1 0 2 0 0 0
0   3 ~ 0 3 ~+  3  2    0
0     ~ 0      0 3 ~2   
 1 0 2 0 0 0
0 3 ~   0 3 ~+  2  ~  ~2   
0  ~   0   ~   9 ~2     2 ~
1CCCCCCCCA
:
Equation (152) implies that the conditions W 1 =    = W 4 = 0;W 4 = c4;W 5 =
c5 with c4; c5 constants determine zeros of the Hamiltonian vector eld associated
with A(") = A + "A4 on ~M ; or M ;. Since these zeros are xed points against
perturbation, they are pulled back through the projection H 1 ( 18) ! M ; to
determine periodic orbits of the perturbed MIC-Kepler problem associated with
A(") = A+ "A4. The number of the periodic orbits is equal to the Euler index of
S2  S2.
For the perturbed repulsive oscillator case, if ~ = 0 and 2 > 2, then after an
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0  c 0 0 0 0
c 0 0 0 0 0
0 0 0  c 0 0
0 0 c 0 0 0
0 0 0 0 0 0














c 0 0 0 0 0
0   0 0  0
0 0  0 0 
0 0 0 c 0 0
0 0  0 0 
0  0 0   0
1CCCCCCCCA
:






; t 2 R: (154)
Then, the Hamiltonian ow tA4 : R
6 ! R6 : W  7! tA4(W ) generated by A4
can be expressed as
tA4 :
0B@R1(t) 0 00 R2(t) 0
0 0 I2
1CA : (155)
Similarly, when 2 > 2 and ~ = 0, the Hamiltonian ow tR4j~=0 : R
6 ! R6 :
W+ 7! tR4j~=0(W+) generated by R4j~=0 can be expressed as
tR4j~=0 :
0B@Rc(t) 0 00 Rc(t) 0
0 0 I2
1CA : (156)
7.2 Second normal form
If the Hamiltonian ows generated by the leading terms A4 and R4 are periodic,
higher order terms can be averaged with respect to these ows.
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, where n1 and n2 are
coprime positive integers, in the perturbed harmonic oscillator case, then the ow
tA4 becomes periodic with the period T = T1n1 = T2n2 with Ti =
2
i
; i = 1; 2. In
the perturbed repulsive oscillator case with ~ = 0 and 2 > 2, the Hamiltonian
ow tR4j~=0 is periodic with period 2=c. In these cases, the higher-order terms














The rst perturbation term A4 and the averaged Hamiltonians ~A6 written in





































where we have usedWj forW
 
j and put 
2 := 1 2, and where Pi;j are constants:
P6;1 =
 
6304   5312   99 ~4 +   1324 + 1832   51 ~3
+
  1554 + 1842   29 ~2 +  444   612 + 17 ~  34 + 52   2;
P6;2 =
 
2624   22   17 ~4 +  512   1324 ~3 +   634   522 + 34 ~2
+
 
444   172 ~  34 + 202   17;
P6;3 = 
 
94   92 ~3    122   124 ~2    64   62 ~+ 4   2;
P6;4 =
 
274   272 ~3 +  3884   1282   17 ~2 +  1944 + 22   34 ~
+ 34 + 412   17;
P6;5 = 
 
16204 + 4862 + 81

~5     10564 + 2762 + 51 ~4
   284   10282 + 28 ~3    3524 + 402   68 ~2
    1284 + 3182   109 ~+ 442   17;
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The rst perturbation term R4j~=0 and the averaged Hamiltonian ~R6 are
shown to be expressed in terms of W+ as
R4j~=0 = W6
 



























respectively, where we have used Wj for W
+
j and put 
2 := 1 2. Note that the
condition 2 > 2 is equivalent to  > 1p
2
:
As is expected, the averaged functions ~A6 and ~R6 are described in terms of




We have shown that the perturbed MIC-Kepler problem in BG normal form is
described in the formulation of Poisson mechanics on the symmetry Lie algebra
su(2)su(2) or sl(2;C), according as the energy is negative or positive. Though we
have given perturbation terms of order less than seven, we can perform the normal
form calculation on Maxima to get higher orders terms. However, to give those
results by Maxima is not our purpose at present. What we want to emphasize
is that the perturbation in normal form can be performed on an equal footing
for the cases of both positive and negative energies. In fact, we have obtained
the equation of motion Eq. (107) on respective iso-energetic orbit spaces (or on
respective co-adjoint orbits of symmetry groups) in the similar form and performed
the BG-normal form calculation in parallel for both positive and negative energies
(see Eq. (120)).
From the viewpoint of symmetry, the MIC-Kepler problem and the Kepler
problem seems to make no dierence, since they have the same symmetry group.
However, they expose dierence if perturbed systems are taken into account. This
is because perturbed systems are dened on co-adjoint orbits of the symmetry
groups, and because those orbits are assigned by two parameters. We here sum-
marize the dierence between them. For a negative energy, the iso-energetic orbit
spaces of the MIC-Kepler problem and of the Kepler problem are topologically
the same, S2  S2, but their geometric realizations are dierent from each other,
as is seen already in Sec. 5.3. In fact, the geometric realization of the co-adjoint
orbit of the symmetry group SU(2)  SU(2) (or equivalently the iso-energetic
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orbit space M ;) for the MIC-Kepler problem at a negative energy is given by
S2(j+ 4j) S2(j  4j). For the Kepler problem with  = 0, the radii of the
spheres are the same but they are dierent from each other for the MIC-Kepler
problem. In the cases of  = 4, one of the factor spaces becomes a single-
ton. In comparison with this, for the MIC-Kepler problem of positive energy, the
geometric realization of the co-adjoint orbit of the symmetry group SL(2;C) is
the complex two-sphere (q1 + iq2)
2 = (  4i)2, which is dieomorphic with the
tangent bundle over the real two-sphere. If  = 4, then the squared complex
radius (  4i)2 becomes pure imaginary. For the Kepler problem with  = 0, it
is real.
Further, the dierence between the perturbed MIC-Kepler and Kepler prob-
lems are observed in the behavior of Hamiltonian ows on the co-adjoint orbits.
We see in (147) that additional terms, the terms having the coecient ~, come
into the perturbation terms A4 and R4. This gives rise to dierence in the non-
zero eigenvalues, 1; 2, of the matrix Q1, as is seen in (150). In the case of
the perturbed Kepler problem, one has 1 = 2, but 1 6= 2 for the perturbed
MIC-Kepler problem. This implies that the leading term generates a periodic
Hamiltonian ow for the perturbed Kepler problem, but the corresponding ow
for the perturbed MIC-Kepler problem is not periodic in general, except for the
case where 1=2 is a rational number.
Though the monodromy is studied in [3{11] for the perturbed Kepler problem,
this article has not treated the monodromy for the perturbed MIC-Kepler problem,
which will be a future problem.
In conclusion, we make a remark on the mapping z 7!Pj zjj dened in (86).
This map is well explained in [24], and of course used in a group representation
theory by the orbit method (see [25], for example). Further, since SL(2;C)=Z2 =
SO(3;C) and since mechanics of the top is described on a (co)adjoint orbit S2
of SO(3), the co-adjoint orbit of SL(2;C) can carry mechanics for an extension
of the top. This system is studied in the name of the SL(2;C) Euler-Arnold top
(see [26], for example).
A list of frequently used symbols.
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G  the symmetry group for the harmonic oscillator A1,
isomorphic to SU(2) SU(2),
G+ the symmetry group for the repulsive oscillator R1,
isomorphic to SL(2;C),
G  the Lie algebra of G , isomorphic to su(2) su(2),
G+ the Lie algebra of G+, isomorphic to sl(2;C),
O (co-)adjoint orbits of G,
M ; the iso-energetic orbit space at a negative energy,
identied with (A 11 (4) \  1())=(U(1) U(1)),
M+; the iso-energetic orbit space at a positive energy,
identied with (R 11 (4) \  1())=(U(1) R),
(q1; q2) vectors in R3  R3 = R6, used in the Lie algebras (R6;^) = (G; [; ]),
~M; symplectic leaves of (R6;^), dieomorphic to M;, respectively,
(L;K) variables linearly related to (q1; q2), associated with constants of motion
for the MIC-Kepler problem at a negative ( ) or a positive (+) energy,
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