In this paper, the influence of errors which arise in matrix multiplications on the accuracy of approximate solutions generated by the Block BiCGSTAB method is analyzed. In order to generate high accuracy solutions, a new Block Krylov subspace method is also proposed. Some numerical experiments illustrate that high accuracy solutions can be obtained by using the proposed method compared with the Block BiCGSTAB method.
Introduction
Linear systems with multiple right hand sides
where A ∈ C n×n , X, B ∈ C n×L , appear in many scientific applications such as lattice quantum chromodynamics (lattice QCD) calculation of physical quantities [1] , an eigensolver using contour integration [6] . To solve these linear systems, some Block Krylov subspace methods (e.g. Block BiCG [5] , Block BiCGSTAB [3] , Block QMR [2] ) have been proposed.
Block Krylov subspace methods can compute approximate solutions of linear systems with multiple right hand sides efficiently compared with Krylov subspace methods for single right hand side [2] . However, the difference between the residual generated by the recursion of the Block BiCGSTAB method and the true residual may arise. In this paper, this difference which arises in the Block BiCGSTAB method is analyzed. Then, a new Block Krylov subspace method for computing high accuracy approximate solutions of (1) is also proposed. This paper is organized as follows. In Section 2, a matrix-valued polynomial and an operation are defined. The Block BiCGSTAB method is briefly described in Section 3. In Section 4, the influence of errors which arise in matrix multiplications on the accuracy of approximate solutions of the Block BiCGSTAB method. In Section 5, a new Block Krylov subspace method is proposed for computing high accuracy approximate solutions. Then the true residual of the proposed method is also evaluated. In Section 6, the true residual norm of the Block BiCGSTAB method and the proposed method is verified by numerical experiments. The paper is concluded in Section 7.
Matrix-valued polynomial
Let M k (z) be a matrix-valued polynomial of degree k defined by
where M j ∈ C L×L and z ∈ C. The operation • is used in this paper for the multiplication
where V ∈ C n×L . This operation satisfies the following properties [3] .
Proposition 2.1. Let M(z) and N (z) be matrix-valued polynomials of degree k and let V and ξ be an n × L matrix and an L × L matrix, respectively. Then, the following properties are satisfied.
The Block BiCGSTAB method
The (k+1)-th residual R k+1 ∈ C n×L of the Block BiCGSTAB method is defined by
where R 0 = B − AX 0 is an initial residual. The matrix-valued polynomial R k+1 (z) of degree (k+1) which appears in (2) can be computed by the following recursions
where ζ k ∈ C. The residual R k+1 can be computed by the following recursions,
X 0 ∈ C n×L is an initial guess, where matrices P k+1 and T k are defined by (2), (3), and (4), recursion for the approximate solution X k+1 can be obtained by
The L × L matrices α k and β k are determined so that bi-orthogonal conditions:
are satisfied.
and ∥ · ∥ F denotes the Frobenius norm of a matrix. The scalar parameter ζ k is determined so that ∥R k+1 ∥ F is minimized. Fig. 1 shows the algorithm of the Block BiCGSTAB method. Here, Tr[ · ] denotes the trace of a matrix, and ε > 0 is a sufficiently small value for the stopping criterion.
Evaluation of the true residual of the Block BiCGSTAB method
In this section, it is assumed that computation errors arise in the multiplications with α 0 , α 1 , . . . , α k which appear in the Block BiCGSTAB method. The influence of these errors on the true residual of the Block BiCGSTAB method is considered. A matrix enclosed by a symbol 〈 · 〉 denotes the perturbed matrix. Throughout this section, it is assumed that no calculation errors arise except for multiplications with α 0 , α 1 , . . . , α k .
The perturbed matrices 〈P j α j 〉 and 〈(AP j )α j 〉 are required for the computation of X j+1 and R j+1 , respectively. These matrices can be written as follows:
where F j and G j denote error matrices. From Eqs. (5) and (8), X k+1 is written as
By using the Eq. (9), the residual R k+1 generated by the recursion (3) is also written as
By using Eqs. (10) and (11), the true residual B − AX k+1 of the Block BiCGSTAB method is given by
where the matrix E j is defined by E j ≡ G j − AF j . From Eqs. (8) and (9), the matrix E j can be represented by 
Derivation of a new Block Krylov subspace method
The matrices F j and G j give adverse effects to the true residual of Block BiCGSTAB. To negate the influence of these matrices, a condition G j = AF j should be satisfied. In this section, a new Block Krylov subspace method is proposed to compute high accuracy solutions.
Construction of an algorithm
There are two ways of constructing the recursion for the residual R k+1 = (Q k+1 R k+1 )(A) • R 0 . In the Block BiCGSTAB method, firstly, the polynomial Q k+1 (z) is expanded. In this case, as shown in the Eq. (12), the true residual B − AX k+1 is not equal to the residual R k+1 generated by the recursion. In the proposed method, firstly, the polynomial R k+1 is expanded for computing Q k+1 R k+1 . The recursion of this polynomial is given by
The polynomials Q k+1 R k and Q k+1 P k+1 are computed by the following recursions:
From the above recursions, the residual R k+1 and auxiliary matrices can be computed by (2) and (13), the recursion for X k+1 can be obtained by
Matrices α k and β k are determined so that bi-orthogonality conditions (6) and (7) are satisfied. From the Eq. (6), the matrix α k can be computed by
By the bi-orthogonality condition (7) and the relatioñ
AT k , the matrix β k can be obtained by
The matrix γ k ≡ α −1 k β k is appeared in the Eq. (14). By using Eqs. (16) and (17), γ k can be obtained by
0 R k+1 /ζ k . If the parameter ζ k is determined so that ∥R k+1 ∥ F is minimized, then extra multiplications with A are required in the proposed method. To avoid the multiplications with A, the parameter ζ k is computed by
In the proposed method, the three multiplications with A are required in each iteration. To reduce the number of multiplications with A, the matrix AP k+1 is computed by the following recursion
The proposed method can be summarized in Fig. 2 . 
Evaluation of the true residual
Similar to the previous section, assume that no calculation errors arise except for the multiplications with α 0 , α 1 , . . . , α k . The multiplication with α j is appeared in the computation of U j = S j α j . By using the symbol 〈 〉, the perturbed matrix 〈S j α j 〉 is represented by
where H j is an error matrix. From Eqs. (15) and (18), the approximate solution X k+1 is written as
By using Eqs. (13) and (19), R k+1 is represented by
By regarding the matrices H j and AH j as F j and G j , it is confirmed that the proposed method satisfies the condition
Numerical experiments
Test matrices used in numerical experiments were PDE900, JPWH991, and CONF5.4-00L8X8-1000 [4] . The size and the number of nonzero elements of these matrices are shown in Table  1 . The coefficient matrix of CONF5.4-00L8X8-1000 is constructed by I n − κD, where D is an n × n non-Hermitian matrix and κ is a real valued parameter. This parameter was set to 0.1782. The initial solution X 0 was set to the zero matrix. The shadow residualR 0 was given by a random number generator. The right hand side B of (1) The results of the Block BiCGSTAB method are shown in Table 2 . In this Table, #Iter., Res, and True Res. denote the number of iterations, the relative residual norm ∥R k ∥ F /∥B∥ F , and the true relative residual norm ∥B − AX k ∥ F /∥B∥ F , respectively.
As shown in Table 2 , the relative residual norms of the Block BiCGSTAB method were satisfied the convergence criterion. However, the true residual norms did not reach 10 −14 when L = 2, 4.
The relation between the true relative residual norm and ∥ ∑ k j=0 E j ∥ F /∥B∥ F for JPWH991 with L = 4 is shown in Fig. 3 . The true relative residual norm became almost equal to the value ∥ ∑ k j=0 E j ∥ F /∥B∥ F . The Eq. (12) was verified through this numerical example. The results of the proposed method are shown in Table 3 . The true relative residual norms computed by the proposed method reached 10 −14 except for JPWH991 with L = 1. By using the proposed method, high accuracy solutions can be obtained compared with the Block BiCGSTAB method. 
Conclusions
In this paper, we have evaluated the true residual of the Block BiCGSTAB method when the computation errors arise in the multiplications with α 0 , α 1 , . . . , α k . We have shown that the true residual of the Block BiCGSTAB method approaches to the sum of error matrices when the residual norm is sufficiently small. Then, we have proposed the new method for generating high accuracy approximate solutions. Through some numerical experiments, we have verified that the proposed method generates the high accuracy solutions compared with the Block BiCGSTAB method.
