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In this thesis a three-dimensional numerical model with σ -coordinate transformation 
in the vertical direction is applied to simulate water waves and wave-induced laminar 
boundary layers. Unlike the previous investigations, which solved the simplified one-
dimensional boundary layer equation of motion and neglected the interaction between 
boundary layer and outside flow, the present model solves the full Navier-stokes 
equations (NSE) from the seabed to the free surface. A non-uniform mesh system is 
used in the vertical direction to resolve the thin boundary layer. The numerical model 
is used to simulate the laminar boundary layer under linear wave, Stokes wave, 
cnoidal wave and solitary wave. The numerical results are compared to the analytical 
solutions and available experimental data. It is found that good agreement exists 
between the numerical results and analytical solutions for linear wave and Stokes 
finite amplitude wave. For the cnoidal wave and solitary wave, the discrepancy exists 
between the numerical results and analytical solutions due to the deficiency of the 
analytical solutions, in which the first-order approximation is adopted as the free 
stream velocity that overestimates the near bottom velocity. Besides the velocity, the 
present model also provides good comparisons of bed shear stress to analytical and 
available experimental data. 
Keywords: laminar boundary layer, 3-D numerical model, σ-coordinate, bed shear 
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INTRODUCTION AND LITERATURE REVIEW 
In this chapter, firstly, the objective, scope and outline of the present study are given. 
Then the existing theoretical, numerical and experimental investigations of laminar 
wave boundary layer are summarized.  
1.1 Literature review 
Wave boundary layer plays a significant role in sediment transport and morphological 
changes in the coastal zones. It is universally accepted that the sediment transport rate 
is a function of the bed shear stress. Generally, the bed shear stress is modeled as 
0 f b bC u uτ ρ=                                                                                                           (1.1) 
in which ρ  is the fluid density, fC  is the frictional factor, whose value is determined 
empirically to ensure that the energy dissipation is correctly represented and bu  is the 
near bottom velocity. A disadvantage of this model is that it can not represent the 
phase shift of the bed shear stress relative to the near bottom velocity. It is known that 
there is a  45D  phase shift between the bed shear stress and the near bottom velocity 
under a laminar linear wave boundary layer.  Thus the accurate description of the 
phase shift is the key element for the prediction of sediment transport rate. Due to the 
importance of the wave boundary layer, its characteristics have been investigated 
extensively by many researchers.  
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Stokes (1851) initiated the investigation of velocity distribution above an oscillating 
plate in an infinite fluid. Lamb (1932) studied the problem of semi infinite plane, 
which was closely related to the oscillatory boundary layer. By choosing suitable axes 
and assuming the flow being uniform in the horizontal direction, vertical velocity 
being zero and a constant pressure everywhere, Lamb proposed the well-known 
‘Lamb’s solution’, which was also valid for the boundary layer under gravity waves.. 
A few researchers have studied the laminar wave boundary layers experimentally 
using oscillating water tunnel, e.g., Riedel et al. (1972), Kamphuis (1975) and Jensen 
(1989). All of the experimental investigations found that there is very good agreement 
between experimental measurements and the first order theory for bed shear stress 
and friction factor. Zhang et al. (2005) simulated the laminar wave boundary layer 
using the lattice boltmann method. Good agreement exists between the numerical 
results and the Lamb’s solution. However, the above investigations all assumed that 
the fluid in the boundary layer was driven by a purely harmonic oscillation, which is 
not true for wave-induced near bottom velocity under cnoidal wave and solitary wave. 
Keulegan (1948) derived the analytical solution for the laminar boundary layer under 
solitary wave, which was changed from the spatial domain to the temporal domain by 
Tanaka et al. (1998), who also derived the analytical solution for the laminar 
boundary layer under cnoidal wave in term of Fourier series expansion.  
Although the above findings revealed the basic characteristics of wave boundary layer, 
the main drawback of all the above studies, whether experimentally, theoretically or 
numerically, was that they were not a realistic presentation of real wave situation. For 
example, in the experimental investigation using water tunnel, the flow is uniform in 
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the streamwise direction, which is obviously not the real case for water waves. In the 
theoretical and numerical studies, a free stream velocity was assumed just outside the 
laminar boundary layer, which was usually taken as the near bottom velocity of the 
first order solution of different wave theories. However, under some circumstances, 
the first order solution was not an accurate description of the near bottom velocity. 
Furthermore, the upper boundary was taken to be of infinite extent and thus the 
presence of the free surface was neglected. Finally, the interaction between the 
boundary layer and the potential region was also neglected. All of these, however, can 
become significant for water wave induced boundary layer in the real world, such as 
for nonlinear shallow water wave. 
Up to now, only several researchers have investigated the boundary layer under 
waves experimentally using wave flume and theoretically. Sleath (1970) verified the 
validity of Lamb’s solution for the laminar boundary layer under linear wave. Borghei 
(1982) measured the velocity distribution both in the boundary layer and in the 
potential region over smooth bed. The measurements were compared with the 
analytical solution. Because the Stokes second-order wave theory is not a good 
description of the wave characteristics, there was considerable difference between the 
experimental data and the theoretical solution. Kuo and Cheng (1990) measured the 
bed shear stress under shallow water wave and found that the non-linearity of wave 
has considerable effect on the bed shear distribution. The bottom shear stress is not 
asymmetric, similar to the free surface in shallow water. Tanaka (1989) developed the 
stream function theory proposed by Dean (1965) for irrotational nonlinear wave to 
calculate velocity profiles and bed shear stress over horizontal bed and slope beach 
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under rotational nonlinear waves. The theory had the ability to capture the phenomena 
of over-shooting at the phase of the wave crest. However, due to poor data very near 
the bottom, the validity of the theory in the boundary layer was in doubt.  
Some researchers also investigated the boundary layer under real waves numerically. 
Lee and Cheung (1999) investigated wave-induced flow field using the coupling of 
Laplace equation in the potential region and Reynolds-averaged Navier-Stokes 
equations near the bottom. The numerical results were compared to the U-tube 
experimental data and it was concluded that there are apparent differenced between 
the flows induced by real wave and those in the U-tube experiments. However, the 
model was not validated against experimental data under real water waves. 
Furthermore, the flow field is solved using different flow models in the boundary 
layer and potential flow region. Liu et al. (2006) investigated the viscous effect on 
solitary wave using 2D depth-averaged Boussinesq equations and found there is 
significant difference between the numerical results and the conventional empirical 
formula for bed shear stress due to local acceleration at the bottom.  
In the present study, a three-dimensional hydrodynamic numerical model with σ - 
coordinate transformation is applied to simulate laminar  boundary layer under 
various waves, e.g., linear wave, Stokes finite amplitude wave, cnoidal wave and 
solitary wave. Different from earlier numerical investigations, which either solved the 
boundary layer flow only with the use of prescribed free stream velocity or solved the 
boundary layer flow and flow outside using different flow models, e.g., Lee and 
Leung (1999), the present model solves the full Navier-stokes equations in the entire 
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flow domain using the operator-splitting method so that the interaction between the 
boundary layer flow and flow outside (including free surface) can be completely 
represented. Boundary conditions are applied at six boundaries. At the inflow 
boundary, both the free surface displacement and velocities at different elevations are 
specified based on the analytical solutions. At the outgoing boundary, the radiation 
boundary condition is used to allow the wave to go out freely without reflection. At 
the bottom, no-slip boundary condition applies, while at the two sides, free-slip 
boundary condition is used. At the free surface, a zero velocity gradient is used. Thus 
compared to other numerical simulations, the present theory is a more realistic 
description of the fluid motion. It is known that the wave boundary layer is very thin, 
very fine mesh grid must be used to solve the laminar boundary layer. In the present 
investigation, in order to reduce the computational expense and ensure the accuracy 
of the calculation near the bottom and the free surface, a non uniform mesh system is 
used in the vertical direction. Very near the bottom where viscosity plays an important 
role, a fairly fine uniform mesh system in the order of magnitude 5.0 4e −  is used. 
Outside the boundary layer the size of the mesh increases in geometric series and near 
the free surface, the upper boundary, the mesh becomes uniform again. 
1.2 Objectives and scope of the present study 
The main objective of the present study is to numerically investigate the 
characteristics of laminar boundary layer under different water waves. The scope of 
the present study cover the following: 
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1. To introduce and explain in detail a three-dimensional hydrodynamic model that 
solves the full Navier-stokes equations in a transformed σ -coordinate to study 
characteristics of laminar wave boundary layer. 
2. To examine the validity of the existing theory by comparing the numerical results 
with analytical solutions and experimental data. 
1.3 Outline of present work 
The thesis consists of seven chapters. The structure is as follows, 
1. Chapter 1 gives a general introduction to the study. The theoretical, numerical and 
experimental investigations of laminar wave boundary layer are summarized.  
2. Chapter 2 introduces various water wave theories used in applications, including 
linear wave, Stokes finite amplitude wave, cniodal wave and solitary wave. The wave 
characteristics and the range of validity of different wave theories are also 
summarized. 
3. Chapter 3 presents the analytical solutions of laminar boundary layer under 
different waves. The different definitions of boundary layer thickness are also 
discussed. 
4. Chapter 4 gives a detailed formulation of 3D hydrodynamic model developed in 
the present study. Firstly, the original Navier-Stokes equations (NSE) in Cartesian-
coordinate are transformed in a σ-coordinate system and then the NSE are solved by 
operator-splitting method (Lin & Li, 2002), which splits the solution procedure into 
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advection, diffusion, and pressure-correction steps. Finally, the free surface 
displacement is modified by tracing momentum flux. 
5. Chapter 5 summarizes the numerical results of the present study. The laminar wave 
boundary layers under different water waves are simulated using the 3D numerical 
model. The numerical results are compared to the theoretical solutions and available 
experimental data and good agreement exists, which validates the present numerical 
model. 
6. Chapter 6 presents the conclusions of the present study.  
7. Chapter 7 gives the outline of further work, i.e. the investigation of turbulent wave 
boundary layer. 





REVIEW OF WATER WAVE THEORY 
2.1 Introduction 
A laminar wave boundary layer is formed under the influence of an outer gravity 
surface wave. Various water wave theories exists, which are applicable to different 
environments dependent upon the specific wave condition, such as water depth, wave 
height and wave period. In the following sections, the commonly used wave theories 
will be summarized, which are linear wave theory, Stokes finite amplitude wave 
theory, cnoidal wave theory and solitary wave theory. The limitations and the validity 
range of these wave theories will be also discussed.  


















The simplest and most useful wave theory is the small amplitude wave theory, which 
is also known as Airy theory or sinusoidal wave theory. It is based on the assumption 
that the wave height is small compared to the wave length or water depth.  
Using the linear wave assumption, the velocity potential for a progressive wave can 
be written as 
( )cosh sin
2 cosh
gH ks kx t
kd
φ ωω= −  (2.1)                        
where H  is the wave height, k  is the wave number ( 2 /k Lπ= ,with L  the wave 
length),  
ω  is the angular frequency, g  is the gravitational acceleration, d  is the mean water 
depth and s  is  the vertical coordinate as defined in figure 2.1. 
The free surface displacement is given as 
( )cos
2
H kx tη ω= −  (2.2)                        
The dispersion equation is expressed as 
2 tanhgk kdω =  (2.3)                           
The water-particle velocities are obtained from the following expressions 
u
x
φ∂= − ∂  (2.4)                           
w
z




H kzu kx t
T kd
π ω= −  (2.6)                           






H kzw kx t
T kd
π ω= −  (2.7)                           
and the water-particle accelerations are given by 
( )22 cosh sin
sinh
u H kz kx t
t T kd
π ω∂ = −∂  (2.8)                           
( )22 sinh cos
sinh
w H kz kx t
t T kd
π ω∂ = − −∂  (2.9)                           
Certain approximations to the above expressions can be made depending on the 
magnitude of the water depth relative to the wave length. The simplifications are 
based on the application of the asymptotic values of the tanh  function. 
In shallow water ( /10kd π< ), the dispersion equation is 
2 2tanhgk kd gk dω = =  (2.10)                          
while for deep water kd π> , it changes into 
2 tanhgk kd gkω = =   (2.11)                           
2.3 Stokes finite amplitude wave theory 
Stokes (1880) studied waves of small, but finite, wave steepness. The method used by 
Stokes and many later researchers was to expand the velocity potential about the 
mean water level, obtaining a nonlinear surface condition for the potential on the 
plane of the still water level which consists of an infinite series containing partial 
derivatives of the potential.  
 




2.3.1 Second order 
For Stokes second-order wave theory, the velocity potential is given as 
( ) ( )2 4cosh 3 cosh 2sin sin 22 sinh 16 sinh
HL kz H kzkx t kx t
T kd T kd
πφ ω ω= − + −   (2.12)                           
To the second-order approximation, the dispersion equation is the same as that for the 
linear theory given by 
2 tanhgk kdω =  (2.13)                          
The free surface displacement is given as 
( ) [ ] ( )2 3coshcos 2 cosh 2 cos 22 8 sinh
H H kdkx t kd kx t
L kd
πη ω ω= − + + −   (2.14)                           
The components of water particle velocities are 
( ) ( )4cosh 3 cosh 2cos cos 2sinh 4 sinh
H kz H H kzu kx t kx t
T kd L T kd
π π πω ω = − + −    (2.15)                         
( ) ( )4sinh 3 sinh 2sin sin 2sinh 4 sinh
H kz H H kzw kx t kx t
T kd L T kd
π π πω ω = − + −      (2.16)                         
The water-particle accelerations can be obtained from above expressions by 
differentiation 
( ) ( )2 22 42 cosh 3 cosh 2sin sin 2sinh sinh
u H kz H H kzkx t kx t
t T kd T L kd
π π πω ω∂  = − + − ∂    (2.17)                      
( ) ( )2 22 42 sinh 3 sinh 2cos cos 2sinh sinh
w H kz H H kzkx t kx t
t T kd T L T kd
π π π πω ω∂  = − − − − ∂    (2.18)              
For Stokes finite amplitude wave, the particle trajectory is not closed. In addition to 




their motion of oscillation, the particles have a net displacement in the direction of 
propagation of the waves. 
2.3.2 Third order 
Stokes extended his work to the third order. Since then, it has been the work of many 
researchers. However, many of the equations of the third-order shown are due to 
Skjelbreia (1959). For example, the equation for the free surface elevation is  
( ) ( ) ( )2 2 32 32cos cos 2 cos3a d a da kx t f kx t f kx tL L L L
π πη ω ω ω   = − + − + −         (2.19)         
in which 
 ( )2 32 cosh 2 cosh2sinh
kd kddf
L kd








+  =    (2.21)                           




dH a a f
L L
π  = +      (2.22)                           
The wave length L  can be calculated from 
22 2
4
2 14 4cosh 2tanh 1
2 16sinh




 + = +     
  (2.23)                           
It can be seen that the wave length is a function of the wave height as well as the 
water depth and wave period, which makes the use of the third-order theory difficult.  




2.3.3 Fifth order 
De (1955) extended Stokes theory to the fifth order. Details of the calculation of the 
Stokes fifth-order wave parameters can be found in Skjelbreia and Hendrickson 
(1961).  
For example, the series form of the velocity potential is given as 
( ) ( )3 5 2 411 13 15 22 24cosh sin cosh 2 sin 2k A A A kz A A kzcφ λ λ λ θ λ λ θ= + + + + +  
         ( )3 5 4 533 35 44 55cosh 3 sin 3 cosh 4 sin 4 cosh 5 sin 5A A kz A kz A kzλ λ θ λ θ λ θ+ + +  
(2.24) 
in which c  is the wave celerity, θ  is the phase angle ( kx tθ ω= − ). 
The free surface displacement η is expressed as 
( ) ( )2 4 3 5 4 522 24 33 35 44 551 cos cos 2 cos3 cos 4 cos5B B B B B Bkη λ θ λ λ θ λ λ θ λ θ λ θ = + + + + + + 
 
(2.25) 
The expression for the wave celerity is 
( )2 2 2 40 1 21kc C C Cλ λ= + +  (2.26)                           
in which 20 tanhC g kd= , which is not the deep water wave celerity. 
The horizontal and vertical velocities of water particles are as given respectively by 
3 5 2 4
11 13 15 22 24
3 5 4 5
33 35 44 55
( ) cosh( )cos 2( )cosh(2 )cos 2
3( )cosh(3 )cos3 4 cosh(4 )cos 4 5 cosh(5 )cos5
A A A kz A A kz
u c
A A kz A kz A kz
λ λ λ θ λ λ θ
λ λ θ λ θ λ θ
 + + + +=  + + + +  
 
(2.27) 




3 5 2 4
11 13 15 22 24
3 5 4 5
33 35 44 55
( )sinh( )sin 2( )sinh(2 )sin 2
3( )sinh(3 )sin 3 4 sinh(4 )sin 4 5 sinh(5 )sin 5
A A A kz A A kz
w c
A A kz A kz A kz
λ λ λ θ λ λ θ
λ λ θ λ θ λ θ
 + + + +=  + + + +  
 
(2.28) 
cosh( )c kd=  (2.29)                           
sinh( )s kd=  (2.30)             
s






























−=   (2.36)                          
( )
12 10 8 6 4 2
35 13 2
512 4224 6800 12808 16704 3154 107
4096 6 1
c c c c c cA
s c
+ − − + − += −  (2.37)                   





cccA   (2.38)                           












ccB +=   (2.40)                           
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10 8 6 4 2
44 9 2
768 448 48 48 106 21
384 6 1
c c c c c c
B
s c
− − + + −= −                                                    
(2.44)  













ccC +−=  (2.46)                        











= −  (2.48)                           
8 6 4 2
4 9
12 36 162 141 27
192
c c c cC
cs
+ − + −=   (2.49)                           
The relationships between coefficients k  and λ   are given as 
( ) ( )3 533 35 55
1
/
H B B B
d d L
π λ λ λ = + + +    (2.50)                           




( )2 41 2
0
tanh 1d d kd C C
L L
λ λ = + +    (2.50)                           
2
0 2
gTL π=  (2.51)                          
where L  is wave length, 0L  is the deep water wave length, T  is the wave period. 
Whatever the order of approximation, there is a common factor among these theories 
that the wave is symmetrical with respect to vertical planes through their crests, as 
also with respect to vertical planes through their troughs. 
2.4 Cnoidal wave theory 
Mathematical arguments show that Stokes finite amplitude wave theory is most 
useful when the depth to wave length ratio, /d L  is greater than1/8  or1/10 . Finite 
amplitude long waves of permanent form in shallow water are better described by the 
cnoidal wave theory. The cnoidal wave is a periodic wave that usually has sharp 
crests separated by wide troughs. According to Keulegan (1950) the validity of this 
theory relies on the assumption that the square of the inclination of the wave surface 
is small compared to unity. The theory accounts for a large class of long waves of 
finite amplitude. The approximate range of validity of the theory is / 1/ 8d L <  with 
the Ursell number, 26rU > . The Ursell number is defined as 2 3/rU HL d> . One 
limiting case of cnoidal wave is the solitary wave, while another gives the linear wave 
theory.  
Korteweg and de Vries (1895) initiated the theory of cnoidal wave. Keulegan and 
Patterson (1940) also studied the cnoidal wave theory. Wiegel (1960) simplified these 




works for engineering applications which is the basis for much of this section. 
Laitone (1960) developed a second approximation to the cnoidal wave theory, while 
Chappelear (1962) obtained a third approximation to this theory. Yamaguchi and 
Tsuchiya (1974) compared the difference between these two wave characteristics. 
Fenton (1979) gave the cnoidal wave solution to the fifth order. 
The theory is described by the solution of the ordinary differential equation 
3
3 0
d F dF dFF
dX dX dX
α β+ − =  (2.53)                           
in which α  and β  are constants, F  is a function of ( ) /X x ct l= − , c  is the wave 
speed and l  is a length in the x  direction, which is of the same order of magnitude as 
the wave length. 
This equation has a periodic solution in terms of the Jacobian elliptic 
function, ( ),cn kθ , where θ  is the phase angle and k  is the modulus of the function, 
hence the name of cnoidal wave theory. Functions of k  needed to describe the theory 
are ( )K k  and ( )E k , the complete elliptic integrals of the first and second kind, 
respectively. 
The wave length is calculated from 
( ) 1/ 24 2 1
3
tyL K k L
d d
− = + −    (2.54)                           
where ty  is the vertical distance from the bottom to the wave trough . The quantities 






= + −  (2.55)                           





( ) ( )2 1 2 2ty HL E k L K k
d d
   + − = + −        (2.56)                           
Most of the mathematical handbooks tabulate the values of K  and E  as the Jacobian 
elliptic parameterm , where 2m k= . The following inequalities must also hold: 
2 1 t tH y yL
d d
−+ > >  and 0 1m< ≤  (2.57)                           
Combining equation 2.54 and equation 2.55, one obtains the Ursell number as 
( )216
3r
U mK m=  (2.58)                           






 =   
 (2.59)                           
The free surface profile can be written in the following form 
[ ]2 ,s ty y Hcn mθ= +  (2.60)                           
in which θ  is the phase angle, 2 x tK
L T
θ  = −   , sy  is the wave profile, sy d η= + , 
and cn  is the Jacobian elliptic function associated with cosine and  
( ) ( ) ( ){ }2216 13t d Hy K m k m E mL d = − + −   (2.61)                           
The period of 2cn  is ( )2K m . The pressure at any distance z  to the bottom is given to 
a second approximation by the simple formula 
( )sp g y zρ= −  (2.62)                           
The period of cn  becomes infinite for 1m = . The wave velocity is given by 




( ) ( )( )
1/ 2 1 11
2
E mHc gd
d m K m
  = + −      
 (2.63)                           
For the limiting case of the solitary wave, 1m→  and K →∞  so that  




 = +     (2.64)                           
For another limiting case of the linear wave 0m→  and 1E
K
→  so that 
( ) 2 21/ 2 221 dc gd L
π = −      (2.65)                           




 =      (2.66)                           
the formula of celerity for linear wave, in which k  is the wave number. The wave 
period is given by  
LT
c
=  (2.67)                           
Keulegan and Patterson (1940) gave a slightly different form for the wave celerity as 
( ) ( )( )
1/ 2
1/ 2 11 1 2 3
E mHc gd
d m K m
    = + − + −         
 (2.68)                           
The horizontal and vertical components of the water-particle velocities are given as 
( )
( ) ( )
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HK m d s msn cn cn dn sn dn
L d
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(2.69) 




( ) ( ) ( ) ( ) ( ) ( ) ( )( )
( ) ( ) ( )
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tHK m K my H sw z gd cn d msn mcn dn
Ld d d L
cn sn dn
  = + + + − × − −    
 
(2.70) 
in which ( )sn  and ( )dn  refer to 2 x tsn K
L T
  −      and 2
x tdn K
L T
  −     . 
There exists another set of expressions for the free surface displacement η  and 
horizontal and vertical components of the water-particle velocities (Isobe 1985) 
( )2 2,H cn m cnη θ = −    (2.71)                           
( )1/ 2/u g d η=  (2.72)                           
( ) ( ) ( ) ( )1/ 2 4/ Kd yw g d H cn sn dn
L d
=  (2.73)                           





K E mcn cn k d
K mK m
θ θ −= = −∫  (2.74)                           
2.5 Solitary wave theory 
Solitary wave is a limiting case of cnoidal wave when the Jacobian elliptic parameter 
approaches unity. The existence of a solitary wave was first reported by Russel (1844). 
Boussinesq (1872) derived an analytical solution for the wave profile, wave celerity 
and the water particle velocities. Later, several researchers made attempts to improve 
Boussinesq’s solution. MacCowan (1891) theoretically determined wave profile, 
wave speed and water particles velocities. Grimshaw (1971) proposed a third order 




solitary wave theory through a series expansion. A ninth order solution for the solitary 
wave was proposed by Fendon (1972). In the following, the solutions of Boussinesq 
(1872) will be summarized. 







η  =   
  (2.75)                           
in which X x Ct= − . 
The wave celerity is expressed as 
( )C g d H= +  (2.76)                           
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η η η
η
  = − + −    
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2 3 2
w z d z dd
d d dX d dXgd
η η η  −  = − + −       
 (2.78)                           
2.6 Applications of the wave theories 
The different wave theories have been briefly reviewed above. Each one is suitable 
for special conditions indicated by the ratios /H d  and /d L . Besides the two ratios, 
the Ursell number is also an important factor to classify different water waves. For 
example, 1rU <  is for the case of deep water wave, while 20rU >  is for the case of 
shallow water wave. 




Much research work is devoted to this aspect. In a theoretical comparison of 
progressive waves, Dean (1970) concluded that linear wave theory and first order 
cnoidal wave theory are good approximations for shallow water while linear and 
Stokes third order theories are more suitable for intermediate and deep water regions. 
The tests done by Le Mehaute et al. (1968) suggested for waves in deep and shallow 
water, linear theory predicts velocities at the bed with good accuracy and at still water 
level the first order cnoidal wave theory is a better approximation in shallower water. 
Experiments carried out by Chakrabarti (1980) proved that for waves between 1.4s to 
3.25s, the best estimate is Stokes third while the linear wave theory also compares 
well for waves of up to 3.5s. Isaacson (1978) has shown both Stokes and cnoidal 
wave theories will predict the mass transport velocity near the bottom, but the cnoidal 
theory is a better fit when ( )3/ 22/ 350 /H d d gT>  and the wave is not breaking. 
In engineering practice, the region of application of the various wave theories can be 
described based on two dimensionless parameters, 2/H T  and 2/d T . Since the 
fourth-order Stokes theory is not widely available, it may be replaced by the more 
popular fifth-order theory.  





ANALYTICAL SOLUTION OF LAMINAR WAVE 
BOUNDARY LAYER  
In the chapter, the analytical solutions of bottom boundary layer, including velocity 
profile and bed shear stress under various water waves are summarized. In chapter 
five, these analytical solutions will be compared with numerical results to validate the 
present numerical model. 
3.1 Analytical solution under linear wave 
In the derivation process of the analytical solution, the flow is assumed essentially 
horizontal and uniform in the propagation direction. In order to simplify the 
mathematical treatment the free stream velocity is given by 
( ) i tmu t A e ωω=  (3.1)                           
The real part of i tA e ωω  represents the physical velocity. 




τ ρν ∂= ∂  (3.2)                           
So the equation of motion can be written as 
( ) 2 2m uu ut zν
∂ ∂− =∂ ∂  (3.3)                           




Here the non-dimensional velocity defect function ( ),D z t  is introduced, which is 
defined by  
( ) ( ) ( ) ( ), , ,d mu z t u t u z t A D z tω= − =   (3.4)                           





ν∂ ∂=∂ ∂      (3.5)                           
This is easily solved by separation of variables and assuming that the velocity defect 
function has the form 
( ) ( )
1
, in tnD z t D z e
ω∞=∑  (3.6)                           







ω ν ∂= ∂   (3.7)                          
This has solutions of the form 
( ) / /z in z inn n nD z A e B eω ν ω ν−= +  (3.8)                           
Since the velocity defect must vanish for z→∞ , nA  must be zero for all n , and the 
boundary condition at the bed where the velocity itself vanishes 
( ) ( ) ( )0, 0, 0i t in tm nu t u t A D t A e A B eω ωω ω ω= − = − =∑   (3.9)                           
gives 1 1B =  and 0nB =  for 1n ≠ . Hence, the complete solution is 
( ) ( ) [ ]1, 1 1 exp 1 2 /i t i t
zu z t A D z e A i eω ωω ω ν ω
   = − = − − +      
  (3.10)                           
which is also known as ‘the Lamb’s solution’. 
The shear stress distribution is 




( ) ( ) [ ], 1 / 2 exp 1
2 /
i tzz t A i i e ωτ ρν ω ω ν ν ω
 = + − +    (3.11)                           
This shows that the shear stress magnitude decreases exponentially away from the 
bed with a decay length scale of / 2ω ν . The bed shear stress is  
( ) ( ) ( )/ 40, 1 / 2 i ti tt A i e A e ω πωτ ρν ω ω ν ρ ων ω += + =   (3.12)                           
It can be found that the bed shear of smooth, laminar oscillatory flow lead the free 
stream velocity by a phase angle of 45° .  
3.2 Analytical solution under Stokes finite amplitude wave 
Borghei (1982) found that for Stokes finite amplitude wave, the velocity profile in the 
boundary layer was not symmetrical with respect to the vertical axis, which means 
that the first order theory, i.e. the Lamb’s solution, is not adequate when the wave has 
finite amplitude. It is necessary that high order terms be added to the Lamb’s solution. 
Thus, a first approach to the velocity profile representation is the higher order 
approximation of Lamb’s solution, which is given as in the form: 







u U n kx t e n kx t zβω ω β−
=
 = − − − + ∑   (3.13)                           
in which N  is the order of Stokes finite amplitude wave, nU  is the component of the 
maximum near-bottom velocity. 
Thus, the bed shear stress is given by 










U n kx t n n kx tτ ρνβ ω ω
=
 = − + − ∑   (3.14)                           
For example, for Stokes second order wave, the boundary layer velocity profile is 
( ) ( )
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 = − − − + + 
 − − − + 
 (3.15)                          
in which 1 sinh
HU
T kd








π=  . 
( ) ( ) ( ) ( )1 2cos sin cos 2sin 2U kx t kx t U kx t kx tτ ρνβ ω ω ω ω    = − + − + − + −       (3.16)  
3.3 Analytical solution of cnoidal wave  
In shallow water, the cnoidal wave theory might be more appropriate than the linear 
wave theory, since the asymmetry of the wave profile becomes predominant with the 
decrease of the water depth, which is important for sediment transport in the 
nearshore region. In this study, the analytical solution for laminar boundary layer 
under cnoidal wave derived by Tanaka et al. (1998) in terms of Fourier series 
expansion is summarized. 
According to Tanaka et al. (1998), the velocity profile for the laminar boundary layer 
under cnoidal wave is expressed as  







Uu a n t z n t z
B
ω β ω β
=
= − − −∑  (3.17)                          




Where cU  is the velocity under wave crest, ω  is the angular frequency, 
( )/ 2n nβ ω ν=   (3.18)                           
The dimensionless bed shear stress is given as 
( )00
1






ττ ω πρ ων
∗
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= = +∑   (3.19)                           
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= ∑   (3.22)                           
The coefficients α  and q  can be approximated separately as follows for low and 




q Uπ=   (3.23)                           
1
q
α =  (3.24)                          





π = −   
 (3.25)                           
( )4 ln 1/ qα π=  (3.26)                           
 




3.4 Analytical solution under solitary wave  







u zh h e d
U
αβξ ξ ααπ
∞ −   = − +     ∫  (3.27) 
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actξ =  (3.30) 




=  (3.32) 
' 1
2
acβ υ=  (3.33) 
 
 




3.5 Boundary layer thickness 
About the vertical range of the laminar wave boundary layer, there are mainly three 
different definitions. Some investigators (Li (1954), Manohar (1955), Brebner et al., 
(1966)) pointed out that 4.6 / β  is the viscous boundary layer thickness. While others 
(Eagleson (1959), Lamb (1932)) believe that one wave length 2 /π β  is a more proper 
definition for the wave boundary layer thickness, for which the effect of bed shear is 
then reduced to 0.2%. However, Jonsson (1966) argues that for the velocity inside 
boundary layer to have the same value as the velocity outside the boundary layer it 
requires that the boundary layer thickness takes on a value of / 2π β .  
  
 





THREE-DIMENSIONAL HYDRODYNAMIC MODEL  
4.1 Introduction 
The numerical scheme adopted in the study is based on that in Lin and Li (2002), and 
thus it is only described here briefly. Firstly, the σ -coordinate transformation is 
introduced that would map the irregular physical domain with the wavy free surface 
into a regular rectangular computational prism. Secondly, a new set of governing 
equations in the new σ -coordinate system is derived from the original Navier-stokes 
equations in the Cartesian coordinate using the chain rule of partial differentiation. 
Finally, the operator-splitting method, which splits the solution procedure into the 
advection, diffusion and propagation step, is used to solve the modified governing 
equations. In the following sections, the numerical implementation will be 
summarized. 
4.2 Governing equations and boundary conditions in the 
Cartesian coordinate 
For a 3D incompressible fluid flow, the governing equations are the Navier-Stokes 





3x ), in which 
* *
1x x= , * *2x y= , * *3x z= , with the time frame *t  is introduced. 
The horizontal plane is represented by ( *1x ,
*
2x ). The vertical coordinate is represented 




by *3x  with its origin located at the still water level. Therefore, for a non-breaking 
wave problem where the free surface displacement η is the single function of the 
horizontal plane (x1*, x2*), the physical domain in general has an irregular shape with 
x3* spanning from the bottom -h to free surface η. The corresponding Navier-Stokes 






∂ =∂  (4.1) 
* * * *
1 1 IJI I
J I
J I J
u u pu g
t x x x
τ
ρ ρ
∂∂ ∂ ∂+ = − + +∂ ∂ ∂ ∂  (4.2)  
where ,I J =1,2,3, Iu  the instantaneous velocity component in the I-th direction, p  




τ ρν  ∂∂= + ∂ ∂  , the shear stress, in 
which ν  the kinematic molecular viscosity. 
The governing equation for the free surface displacement can be derived from the 
vertical integration of the continuity equation (4.1) with appropriate boundary 
conditions  






∂ ∂+ =∂ ∂ ∫  (4.3) 
where J=1,2,  η   the free surface displacement. 




Besides the above governing equations, different types of boundary conditions are 
also needed. On the bottom, the no-slip boundary condition ensures that, 
 0Iu =    (4.4) 
where I=1,2,3 and the pressure gradient in the normal direction can be derived from 




*  (4.5)  
in which ng  is the component of gravitational acceleration in the normal direction.  
On the free surface, the specified pressure, which usually taken as zero, is given by, 
 0p =   (4.6) 
and the continuity of tangential and normal stresses across the free surface is also 
enforced, 
 ( ) ( ) ( ) ( );sn sn nn nnwater air water airτ τ τ τ= =  (4.7) 
At the inflow boundary, both the free surface displacement and velocities at different 
elevations are specified based on either the analytical solution or the laboratory 
measurement of incoming flows. At the outgoing boundary, the radiation boundary 
condition is used to allow the flow to go out freely without reflection, 













where I=1,2, Ic  is the wave celerity, and C could represent both η  and Ju  (J=1,2,3). 
Based on (4.2), the horizontal pressure gradient at the inflow and radiation boundaries 





















∂ τρρρρ  (4.9) 
where again I=1,2, and J=1,2,3. 
On a vertical wall that is either within or at the boundary of the computational domain, 
the no-slip boundary condition as described in (4.4) still applies. The normal 









ηρ  (4.10) 
where n is the normal direction to the surface of the vertical wall. 
4.3 Governing equations and boundary conditions in σ -
coordinate 
A σ-coordinate, which is modified slightly from Blumberg & Mellor (1983) is 
introduced as follows, 







*** σ                            (4.11) 
where D=η+h. The above coordinate transformation basically maps the varying 
vertical coordinate in the physical domain to a uniform transformed space where σ 
















Figure 4.1 The sigma-transformation in the vertical direction 
Using the principle of chain differentiation, the partial differentiation of a variable 
F=F(x*, y*, z*, t*) in the physical domain should be modified in the computational 












∂ ∂ ∂ ∂= +∂ ∂ ∂ ∂  (4.13) 















∂ ∂ ∂=∂ ∂ ∂  (4.15) 
Correspondingly, the governing equations (4.1) and (4.2) are modified in the new 
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 (4.19) 
where, 
 0 * * * * *
D u v w
Dt t x y z
σ σ σ σ σω ∂ ∂ ∂ ∂= = + + +∂ ∂ ∂ ∂  (4.20) 




































∂σ  (4.24) 









∂ , the corresponding numerical model cannot treat the submerged structure with 
vertical wall where there exists the discontinuity of water depth gradient. However, if 
the structure is free surface piercing, the surface of the structure can be regarded as a 
solid wall where the boundary condition is applied rather than the solution is pursued. 
In the transformed space, the stresses are calculated as follows, 
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∂ ∂ =  ∂ ∂ 
 (4.25) 




0D ud D vd
t x y
η σ σ   ∂ ∂ ∂+ + =   ∂ ∂ ∂   ∫ ∫    (4.26) 
4.4 Numerical procedures 
4.4.1 Mesh system 
In this section, the finite difference solutions to the governing equations and boundary 
conditions in the computational domain are presented. Certain approximations that 
are employed to simplify the computation are discussed. First of all, let us define 
precisely the computational domain that is used in the numerical calculation. As 
mentioned in the previous section, the irregular physical domain with wavy free 
surfaces will be mapped into a rectangular regular prism. This rectangular prism is 
then discretized by small cubes in the total number of Imax × Jmax × Kmax. All 




variables are defined at the corner (node) of the computational cube. They are 
numbered from left to right as i=1,2,…,Imax in the x-direction, j=1,2,…,Jmax in the 
y-direction, and k=1,2,...,Kmax in the σ-direction. The distance between node i and 
i+1 in the x-direction, which is also the length of the i-th cube in the x-direction, is 
defined as ix∆ . In the same way, jy∆  and kσ∆  can be defined. This is illustrated in 
Figure 4.2. In order to have the flexibility of treating the flow that has multiple length 
scales, non-uniform mesh system is allowed in this the model, which means that it is 
possible to have 1i ix x +∆ ≠ ∆ . All finite difference schemes given below are based on 
the non-uniform mesh system. 









∆xi-1 ∆xi ∆xi+1 ∆xImax
Figure 4.2  Schematic diagram of mesh system in the sigma coordinate 




In the following sections, the numerical implementations will be summarized 
4.4.2 Advection Step 
As mentioned before, the entire computational procedure is splitted into three major 
steps. The first step is to treat the advection terms in the momentum equations (4.17) 
to (4.19). Due to the similarity of these three equations, only equation (4.17) is 
discussed. The other two equations can be solved in the same way. 
The finite difference form for the advection step in (4.17) can be represented (Lin & 
Li, 2002) as, 
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u u u u uu v
t x y
ω σ
+ −  ∂ ∂ ∂+ + + = ∆ ∂ ∂ ∂   (4.27) 
In fact, the above form can be further split into three sub-steps as follows, 
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+ − ∂ + = ∆ ∂   (4.28) 
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++ +−  ∂+ = ∆ ∂   (4.29) 
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++ +− ∂ + = ∆ ∂   (4.30) 
Since the above three advection sub-steps have almost the same characteristics, they 




can essentially be solved by the same numerical scheme. In this study, the 
combination of quadratic backward characteristic method and Lax-Wendroff method 
(e.g. Lin & Li, 2002) is used to solve the flow advection. Without losing generality, 
only equation (4.28) is solved here. For simplicity, only , ,i j ku >0 is considered. The 
negative velocity and equations (4.29) and (4.30) could be solved similarly. 
In order to employ the quadratic backward characteristics method defined with 
subscript as QC, the advection distance ax∆  is first defined as , ,na i j kx u t∆ = ∆ . 
Equation (4.28) is then solved as, 
( )1/9 1 2 1, , 2, , 1, ,
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∆ + ∆ − ∆ ∆ − ∆+ ∆ + ∆ ∆
 (4.31) 
The Lax-Wendroff method defined with subscript as LW solves equation (4.28) as, 
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 (4.32) 
This study uses the average of the above two methods to achieve the stable and 
accurate numerical results, i.e., 
 ( ) ( )1/9 1/ 9 1/9, , , , , , 2n n ni j k i j k i j kQC LWu u u+ + + = +   . (4.33) 




4.4.3 Diffusion Step 
The diffusion process is solved after the advection is completed. Again, without the 
loss of generality, we still discuss equation (4.17) only, 
 
1/32 3 1 3





i j k i j k xy xyxx xx xz
i j k
u u
t x x y y z
τ ττ τ τσ σ σ
ρ σ σ σ
++ +− ∂ ∂ ∂ ∂ ∂∂ ∂ ∂= + + + + ∆ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ 
 (4.34) 
All stress terms in the above equations can be calculated using equation (4.25). The 
central difference method is used to discretize all the partial differentiation terms in 
the above equation. For example, 
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The velocity between nodes is obtained by the linear interpolation. The derivatives of 
σ are calculated based on formula (4.21)-(4.24), which is discretized in center 




difference scheme.  
1/3 1/3
*
1/ 2, , 1/ 2, ,
1/3 1/3
1, , , , 1/ 2, , 1, , , ,




i j k i j k
n n
i j k i j k i j k i j k i j k
i j k i i j k i
h D
x D x D x
h h D D








∂ ∂ ∂   = − =   ∂ ∂ ∂   




1/ 2, , 1/ 2, ,
1/3 1/3
, , 1, , 1/ 2, , , , 1, ,




i j k i j k
n n
i j k i j k i j k i j k i j k
i j k i i j k i
h D
x D x D x
h h D D







− − − −
∂ ∂ ∂   = − =   ∂ ∂ ∂   
   − −−      ∆ ∆   
 (4.39) 
The other stress terms in (4.34) could be discretized similarly. 
4.4.4 Propagation Step 
The propagation step solves the additional source and sink terms besides the 
advection and diffusion. In NSE, these terms include pressure and gravitational forces. 
The projection method (Lin & Liu, 1998) is used to calculate the pressure and 
velocity field so that the updated velocity field satisfies the divergence-free condition 





























σρ  (4.40) 
























































σρ  (4.42) 


































σ  (4.43)         
Performing the following operation:  
* * *
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The Successive-Over-Relaxation (SOR) method (Anderson, 1995) is used to solve the 




+ , provided that the proper pressure boundary conditions are 
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where Ω is the convergence factor which lies between 1.0 and 2.0 and m is the 
iteration number. PS represents the terms resulting from the second-order derivatives 
in equation (4.44) and PC from the cross differential and other terms, 
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111 kkjjii yyyxxx σσσ ∆+∆=∆∆+∆=∆∆+∆=∆ −−−  (4.48) 
DU represents the divergence of the intermediate velocity at n+2/3 time step, which 
is the right hand side of equation (4.44). The central difference method is used to 










u  is shown below and the other 










































u  (4.49) 
The value of 2/1 ∆  is calculated as, 
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  (4.50) 
Equation (4.45) is solved by iteration with the initial guess of the pressure being the 
previous time step result. The convergence criterion is chosen to be that at any 
computational node, the difference of the calculated pressure between two immediate 










pp 1 . Normally, the smaller the value of δ is chosen, the more accurate 
the numerical results are but the computation becomes more expensive. The 
numerical tests show that for most case, when 410−=δ , the numerical solution 
converges. The further reduction of δ will make little difference of numerical solution. 
Therefore, in the following computation, unless otherwise stated, the default value of 
δ is 10-4. The optimal value of convergence factor Ω in general depends on the choice 
of δ. When 410−=δ , the optimal Ω is found to be 1.4. 
4.4.5 Velocity-correction Step 
For updating the velocity field after the calculation of Poisson equation, rewrite the 
velocity scheme from Equation (4.40) in weighting formula in terms of density 
variation. For simplicity, only horizontal x-direction velocity is listed. 
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4.4.6 Free surface tracking 
Finally, the free surface displacement is updated by solving Equation (4.26). The 
finite difference form is as follows, 
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(4.53) 
where the second term in the bracket of Equation (4.53) is the artificial diffusion term 
that will not change the leading order solution of Equation (4.52) but can be used to 
control spurious wiggles due to numerical dispersions (Lin and Li, 2002). This 
treatment is similar to the Lax-Wendroff method for nonlinear advection equations. 
The coefficient β  is the weighting coefficient that lies between 0 and 1. When 1=β , 
the scheme is normally too dissipative; when 0=β , instability could occur locally. 




The numerical tests show that the best results are achieved when 3/2≈β . In this 
study, 65.0=β is used unless otherwise mentioned. 
4.4.7 Boundary Conditions in σ-Coordinate 
Boundary conditions are applied at the end of each computational step discussed 
above. In the section, the details of how to apply boundary conditions are provided. 
Certain approximations are made to simplify the computation. 
All the Dirichlet type of boundary conditions that give the values of the variables will 
remain the same. However, for the Neumann type of boundary condition that involves 
partial differentiation, modifications are needed in the transformed plane. For 
example, in the σ-coordinate, according to equation (4.12)-(4.15) and equation (4.24), 





The pressure gradient at the inflow and radiation boundaries should also be modified 













σ   (4.55) 
and 
















σ  (4.56) 
On bottom: The velocities are all zero based on the no-slip boundary condition. 
However, it is noted that if the potential flow is simulated, not only the kinematic 
viscosity should be set as zero, but also the no-slip boundary condition should be 
changed to free-slip boundary condition for consistency. When the free-slip boundary 
condition is applied, the normal gradient of tangential velocity and the normal 
velocity itself are required to be zero, i.e., 0tu n∂ ∂ =  and 0nu = . In most cases when 
the bottom slope is mild, we replace tu  with u and v and nu  with w. The boundary 
condition for pressure in equation (4.54) can be applied directly in the pressure-
correction step when the modified Poisson equation is solved.  
On free surface: The zero pressure condition on the free surface can be easily applied 
when the Poisson equation is solved. The continuity of stress condition imposes the 
zero shear and normal stresses on the free surface when the wind effect is absent. To 
simplify the computation, the mild slope of free surface is further assumed, which is 
consistent with the premise of non-breaking wave. The original stress boundary 
condition on the free surface (4.7) can then by simplified as follows during the 
computation, 
 0 0 0u v wσ σ σ
∂ ∂ ∂= = =∂ ∂ ∂ . (4.57) 




The second-order three-point finite difference form is used to discretize the above 

























The pressure boundary condition is worth more discussion. Although the Neumann 
type of boundary condition for pressure can be derived directly from the governing 
equation, i.e., (4.9), the application of such condition is complicated. In this study, the 
simpler condition for pressure is used in the actual calculation with the assumption 

























ηρσσ ** . (4.59) 
The backward difference which used the boundary node and its adjacent interior node 
is used to discretize the spatial differentiation.  
On vertical wall: The model can also treat the interior surface-piercing structure with 
vertical walls. On the vertical wall, the similar condition as that on bottom could be 
used for velocity. For free surface displacement and pressure, the zero normal 
gradient should be applied in principle. However, since the variable is defined at the 
node that is placed right on the solid surface, the accurate application of such 
boundary condition numerically is difficult. Alternatively, no explicit boundary 
condition is applied for η. At the solid surface, the value of η is calculated using the 
backward difference method by realizing that the momentum flux on the wall equals 




zero. For the pressure, the same boundary condition as for inflow and radiation 
boundaries (4.9) is used, assuming that the pressure difference on the wall between 
two nodes are mainly caused by the difference of free surface displacement at that 
location.  
4.4.8 Stability Criterion 
There are two stability criteria that have to be satisfied to make the scheme stable. 







tUCr  (4.60) 
where I=1,2,3 and UI is the bigger value of maximum particle velocity and wave 
celerity (when in x-y plane). The value of α is often taken as 0.2 ~ 0.3 to ensure the 
stability everywhere in the computational domain. 
Another stability restriction is related to the diffusion process. Based on the stability 







where again I=1,2,3 and χ is normally taken as 1/6 in the computation. 
 





RESULTS AND DISCUSSIONS 
5.1 Introduction 
In this chapter, the results of the boundary layer properties computed from the 3D 
hydrodynamic model based on σ -coordinate are testified by comparing with 
analytical solutions and experimental data. It is found that good agreement exists 
between the numerical results and analytical solutions for linear wave and Stokes 
finite amplitude wave. For the cnoidal wave and solitary wave, the differences 
between the numerical results and analytical solutions are due to the deficiency of the 
analytical solutions, in which the first-order approximation is adopted as the free 
stream velocity that overestimates the near bottom velocity. Besides the velocity 
profile and bed shear stress, the present model also provides good comparison for free 
surface profiles to the analytical solutions. In the following sections, all the results 
and discussions will be summarized. 
5.2 Results of linear wave 
For deep water waves, because the water particle motion resulting from wave action 
is circular and does not extend to the bottom, the bottom boundary layer does not 
exist. Thus, in this section, only the cases of shallow water waves and intermediate 
water waves are considered. 




5.2.1 Results of shallow water wave 
In the derivation of Lamb’s solution, the velocity is assumed to be uniform outside 
the boundary layer, which is the case of shallow water wave. In this section, the 
bottom boundary layer under shallow water wave is first simulated. Velocity profile 
and bed shear stress, as well as the velocity amplitude and phase angle, are validated 
against analytical solution and experimental data. 
The still water depth is 1.0h m= . A linear wave with the wave height of 0.01H m=  
and wave period of 8.0T s=  is sent from the left inflow boundary by specifying the 
time-variation of free surface displacement and velocities based on the linear wave 
theory. The wave length L  is 24.781m  in this case. A computational domain of the 
size of  100 1m m×  is discretized by a 500 80×  mesh system. In the horizontal 
direction, uniform grids are used with 0.2x m∆ = . In the vertical direction, non-
uniform grids are used. A fairly fine uniform mesh system with the size of  
0.0005σ∆ =  is deployed near the bottom to resolve the boundary layer, whose 
thickness is estimated to be 2 / 0.01mπ β = . Outside the boundary layer, the size of 
the mesh increases in geometric series and near the free surface, the mesh becomes 
uniform again, with the size of 0.05σ∆ = . A constant time step 0.0005t s∆ =  is used 
in the computation up to 60s  in order to have the boundary layer fully developed. 
The kinematic viscosity is set to be 6 210 /m s− . 
 
 






Figure5.1 Grid sketch in the vertical plane 
































Figure5.2 Time variation of free surface and bed shear stress under shallow water 
wave (Solid line: analytical solution; Dashed line: numerical results) 
 




Figure 5.2 (a) shows the comparison of the calculated free surface to the analytical 
solution under this linear wave. Fairly good agreement exists between the numerical 
simulation and the theoretical expression, indicating that the model can simulate the 
linear wave profile very accurately. With the use of the simulated velocity near the 
bed, the bed shear stress can be directly calculated. The results are compared to the 
analytical solution in Figure 5.2 (b). Again, nearly perfect agreement is achieved. 
 
Figure5.3 Velocity profile under shallow water wave ( / 8( 0,1,2,...,16)t n nω π= = ) 
(solid line: analytical solution; Circle: numerical results) 
Figure 5.3 shows the comparison of velocity profile between the numerical results 
and analytical solutions at different phases for shallow water wave. It is not surprising 
to observe that there are almost perfect agreements throughout the entire water depth 
in this case, given the fact that the wave profile has been correctly simulated. 
 



































Figure5.4 The variation in the velocity amplitude and phase above the bottom under 
shallow water wave (Solid line: analytical solution; Dashed line: numerical 
simulation; Solid circle: experimental data) 
Figure 5.4 shows the variation of the velocity amplitude and phase angle above the 
bottom under shallow water wave. It can be seen that there is very good agreement 
among the experimental data, analytical solution and computed results.  
5.2.2 Results of intermediate water wave 
In this test, the free surface profile, the velocity profile and bed shear stress, as well as 
the velocity amplitude and phase angle, under intermediate water wave are simulated.  
The still water depth is 1.0h m= . A linear wave with the wave height of 0.01H m=  
and wave period of 3.0T s=  is sent from the left inflow boundary by specifying the 
time-variation of free surface displacement and velocities based on the linear wave 
theory. The wave length L  is 8.69m  in this case. A computational domain of the size 




of  50 1m m×  is discretized by a 500 70×  mesh system. In the horizontal direction, 
uniform grids are used with 0.1x m∆ = . In the vertical direction, non-uniform grids 
are used with the minimum 0.0005σ∆ =  being deployed near the bottom to resolve 
the boundary layer, whose thickness is estimated to be 2 / 0.006mπ β = . A constant 
time step 0.0005t s∆ =  is used in the computation up to 30s  in order to have the 
boundary layer fully developed. 

































Figure5.5 Time variation of free surface and bed shear stress under intermediate water 
wave (Solid line: analytical solution; Dashed line: numerical results) 
Figure 5.5 (a) shows the comparison of the calculated free surface to the analytical 
solution under this linear wave. Fairly good agreement exists between the numerical 
simulation and the theoretical expression, indicating that the model can simulate the 
linear wave profile very accurately. With the use of the simulated velocity near the 
bed, the bed shear stress can be directly calculated. The results are compared to the 




analytical solution in Figure 5.5 (b). Again, nearly perfect agreement is achieved. 
 
Figure5.6 Velocity profile under intermediate water wave 
( / 8( 0,1,2,...,16)t n nω π= = ) (solid line: analytical solution; Circle: numerical 
simulation) 
Figure 5.6 shows the comparison of velocity profiles between the numerical results 
and analytical solutions at different phases for the intermediate water wave. There are 
also very good agreement throughout the entire water depth in this case, given the 
fact that the wave profile has been correctly simulated. 
 
 



































Figure5.7 The variation in the velocity amplitude and phase above the bottom under 
intermediate water wave (Solid line: analytical solution; Dashed line: numerical 
results; Solid circle: experimental data) 
Figure 5.7 shows the variation of the velocity amplitude and phase angle above the 
bottom under intermediate water wave. It can be seen that there is also very good 
agreement among the experimental data, analytical solution and computed results.  
From above, it can be seen that for linear wave, whether shallow water wave or 
intermediate water wave, there is good match among the experimental data, analytical 
solution and computed results.  
5.3 Results of Stokes finite amplitude wave 
As the increase of wave height, linear wave theory is no longer valid. Higher order 
wave theory should be used to describe wave characteristics. In the following, the 
bottom boundary layer under Stokes finite amplitude wave will be simulated. Due to 




the shortage of experimental data for bottom boundary layer under stokes finite 
amplitude wave, the numerical results will only be compared to the analytical 
solutions. 
5.3.1 Results of Stokes second order wave 
The still water depth is 1.5h m= . A linear wave with the wave height of 0.2H m=  
and wave period of 3.0T s=  is sent from the left inflow boundary by specifying the 
time-variation of free surface displacement and velocities based on the stokes second 
order wave theory. The wave length L  is 10.28m  in this case. A computational 
domain of the size of  50 1m m×  is discretized by a 500 70×  mesh system. In the 
horizontal direction, uniform grids are used with 0.1x m∆ = . In the vertical direction, 
non-uniform grids are used with the minimum 0.0005σ∆ =  being deployed near the 
bottom to resolve the boundary layer. A constant time step 0.0005t s∆ =  is used in the 
computation up to 30s  in order to have the boundary layer fully developed. 
 
 





































Figure5.8 Time variation of free surface and bed shear stress under stokes second 
order wave (Solid line: analytical solution; Dashed line: numerical results) 
Figure 5.8 (a) shows the comparison of the calculated free surface to the analytical 
solution under this stokes second order wave. Fairly good agreement exists between 
the numerical simulation and the theoretical expression, indicating that the model can 
simulate the wave profile very accurately. With the use of the simulated velocity near 
the bed, the bed shear stress can be directly calculated. The results are compared to 
the analytical solution in Figure 5.8 (b). Again, fairly good agreement exist. 
 





Figure5.9 Velocity profile under stokes second order wave 
( / 8( 0,1,2,...,16)t n nω π= = ) (solid line: analytical solution; Circle: numerical results) 
Figure 5.9 the comparison of velocity profile between the numerical results and 
analytical solutions at different phases for stokes second order wave. There are also 
good agreements throughout the entire water depth in this case, given the fact that the 
wave profile has been correctly simulated. Compared to the results of linear wave, it 
can be seen that for finite amplitude wave, the velocity profile is no longer 
symmetrical with respect to the vertical axis and with the increase of the wave height, 
the velocity profile will become more and more asymmetrical. 
5.3.2 Results of Stokes fifth order wave 
As the wave amplitude becomes larger and larger, Stokes fifth order wave theory is a 
better representation of wave characteristics in intermediate water. The settings of the 
case are the same as the above one except that the wave amplitude is0.4m . 
 




































Figure5.10 Time variation of free surface and bed shear stress under Stokes fifth order 
wave (Solid line: analytical solution; Dashed line: numerical results) 
Figure 5.10 (a) shows the comparison of the calculated free surface to the analytical 
solution under Stokes fifth order wave. Fairly good agreement exists between the 
numerical simulation and the theoretical expression, indicating that the model can 
simulate the wave profile very accurately. With the use of the simulated velocity near 
the bed, the bed shear stress can be directly calculated. The results are compared to 
the analytical solution in Figure 5.10 (b). Again, Good agreement is achieved. The 
wave profile and bed shear stress are no longer symmetric. There is also a phase shift 
between the free surface displacement and the bed shear stress. 





Figure5.11 Velocity profile under Stokes fifth order amplitude wave 
( / 8( 0,1,2,...,16)t n nω π= = ) (solid line: analytical solution; Circle: numerical results) 
Figure 5.11 shows the comparison between the calculated velocity profile and 
analytical solution at different phases under Stokes finite amplitude wave. It also can 
be seen that good agreement exists.  
From above, it can be seen that for stokes finite amplitude wave there is good match 
between analytical solutions and computed results.  
5.4 Results of cnoidal wave 
In the shallow water, there exists strong interaction between free surface and 
boundary layer flow. Nonlinear shallow water wave can be described by cnoidal wave 
theory. The approximate range of validity of the theory is  / 1/ 8d L <  and the Ursell 










Tanaka et al. (1998) measured free stream velocity, bottom shear stress and free 
surface displacement for cnoidal wave with different Ursell number in a wave flume. 
In the present calculation, the second case in the experiment will be simulated, for 
which the Ursell number is 36. 
The still water depth is 0.203h m= . A cnoidal wave with the wave height of 
0.0196H m=  and wave period of 2.0T s=  is sent from the left inflow boundary by 
specifying the time-variation of free surface displacement and velocities based on 
Wiegel’s solution for cnoidal wave. The wave length L  is 2.73m  in this case. A 
computational domain of the size of  10 1m m×  is discretized by a 200 75×  mesh 
system. In the horizontal direction, uniform grids are used with 0.05x m∆ = . In the 
vertical direction, non-uniform grids are used with the minimum 0.0005σ∆ =  being 
deployed near the bottom to resolve the boundary layer. A constant time step 
0.0005t s∆ =  is used in the computation up to 20s  in order to have the boundary 
layer fully developed. 
 





















































Figure5.12 Time variation of water surface, free stream velocity and bed shear stress 
Figure 5.12 (a) shows the comparison of the water surface between experimental data, 
analytical solution and the calculated results. Fairly good agreement exists between 
the numerical simulation and the theoretical expression. Figure 5.12 (b) presents the 
comparison between Isobe’s first order solution, Wiegel’s second order solution and 
experimental measurements for free stream velocity. It can be seen that there is better 
agreement between Wiegel’s second order solution and the experimental data, while 
Isobe’s first order solution overestimates the free stream velocity by about 15% at the 
vicinity of wave crest, which will results in the overestimation of bed shear stress. 
Figure 5.12 (c) shows the distribution of bed shear stress from Tanaka’s solution, 




computational results and experimental measurements. As expected, there is fairly 
good agreement between the numerical results and the experimental data, while 
Tanaka et al.’s solution overestimates the shear stress due to the use of first-order near 
bottom velocity.  
 
Figure5.13(a) Velocity profile under cnoidal wave ( / 8( 0,1, 2,...,8)t n nω π= = ) (solid 
line: numerical results; Circle: Wiegel’s solution for velocity profile outside boundary 

















Figure5.13(b) Velocity profile under cnoidal wave ( / 8( 9,10,11,...,16)t n nω π= = ) 
(solid line: numerical results; Circle: Wiegel’s solution for velocity profile outside 
boundary layer; Dashed line: Tanaka’s solution) 
To see how various orders of wave theory affect the boundary layer flow, a 
comparison of the numerical results with Wiegel’s velocity and Tanaka’s analytical 
solution is made, with the latter extending to the entire water depth. It can be seen that 
good agreement exists between the numerical results and Wiegel’s solution outside 
the boundary layer, while diffrences exists in the boundary layer between the 
calculated velocity profile and Tanaka’s solution, especially at the wave crest, which 
is consistent with figure 5.12.  
From the above comparisons, it can be concluded that the present numerical model 
can yield reasonably good predictions of  the velocity profile and bed shear stress 
under the cnoidal wave. 
 




5.5 Results of solitary wave 
Keulegan (1948) derived the analytical solution for the laminar boundary layer under 
solitary wave. Tanaka et al. (1998) converted it from spatial domain to temporal 
domain. In the section, Tanaka et al.’s solution for the solitary wave will be used to 
compare with the numerical results.  
The still water depth is 1.0h m= . A solitary wave with the wave height of 0.1H m=  
is sent from the left inflow boundary by specifying the time-variation of free surface 
displacement and velocities based on the Boussinesq’s solutions. A computational 
domain of the size of  100 1m m×  is discretized by a 1000 80×  mesh system. In the 
horizontal direction, uniform grids are used with 0.1x m∆ = . In the vertical direction, 
non-uniform grids are used with the minimum 0.0005σ∆ =  being deployed near the 
bottom to resolve the boundary layer. A constant time step 0.0005t s∆ =  is used in the 
computation up to 40s  in order to have the boundary layer fully developed.  
 
 



































Figure5.14 Time variation of water surface and bed shear stress under solitary wave 
(Solid line: analytical solution; Dashed line: numerical results) 
Figure 5.14 (a) shows the comparison of the calculated free surface to the analytical 
solution under this solitary wave. Fairly good agreement exists between the numerical 
simulation and the theoretical expression. Figure 5.14 (b) shows the comparison of 
bed shear stress between the computed results and analytical solution. There is very 
good agreement between numerical simulation and theory except near the wave crest, 
which is similar to the case of cnoidal wave. The reason is also that in the derivation 
of the analytical solution, first approximation solution of velocity for solitary wave is 
used as the free stream velocity, which overestimates near bottom velocity near the 
wave crest and thus the bed shear stress. So the disagreement between the analytical 
solution and numerical results is again due to the deficiency of the analytical solution. 





Figure5.15 Velocity profile under solitary wave at different phases (solid line: 
numerical results; Circle: Boussinesq’s solution outside boundary layer; Dashed line: 
Tanaka’s solution) 
From Figure 5.15, it can be seen that outside the boundary layer good agreement 
exists between the numerical results and Bousinessq’s solution. In the boundary layer, 
apart from the wave crest, the numerical result match well with the analytical solution. 
These findings are also similar to the case of cnoidal wave.  






In the present study, a three-dimensional hydrodynamic numerical model was 
developed and applied to simulation of laminar boundary layers under different types 
of waves, i.e., linear wave, Stokes wave, cnoidal wave and solitary wave. A σ -
coordinate transformation is used to map the irregular physical domain to a 
rectangular prism, so that the flow near bottom and free surface can be accurately 
resolved. Different from earlier numerical investigations, which either solved the 
boundary layer flow only with the use of prescribed near-bed velocity or solved the 
boundary layer flow and flow outside using different flow models, e.g., Lee and 
Cheung (1999), the present model solves the full Navier-stokes equations in the entire 
domain so that the interaction between the boundary layer flow and flow outside 
(including free surface) can be completely represented. 
The numerical model is employed to simulate the laminar boundary layer under linear 
wave, Stokes finite amplitude wave, cnoidal wave and solitary wave. The numerical 
results including free surface profiles, velocity profile and bed shear stress are 
compared to the theoretical solutions and available experimental data. The main 
findings are as follows: 
1. The theoretical solutions based on first-order near bed velocity under linear wave 
and Stokes wave compare well with the numerical results of the velocity profile and 




bed shear stress.  
2. For cnoidal wave and solitary wave, however, the analytical solutions overestimate 
the maximum magnitude of velocity and bed shear stress, particularly near the wave 
crest, while the numerical results compare well with experimental data. The 
discrepancy between the calculated results and the analytical solutions mainly arises 
from the fact that the existing theories employed low-order approximation for near 
bed velocity and neglect the interaction of boundary layer flow with flow outside in 
shallow water depth.  
3. The influence of the outside flow on the velocity profile and bed shear stress 
distribution in the boundary layer is significant, especially for nonlinear shallow 
water wave. However, the effect of the boundary layer flow on the outer flow field 
can be negligible. 
Based on the results obtained in this study, the present numerical model provides 
consistently accurate results for wave-induced laminar boundary layer flow. Due to 
the advantage of σ -coordinate model for resolving uneven bottom, the model can be 
easily extended to the study of wave-induced laminar boundary layer above ripples. 
This study can be also extended to the simulation of turbulent boundary layer flows 
under waves. 
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