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Abstract
In this paper, relations between the asymptotic behavior for a stochastic wave equation and a heat equa-
tion are considered. By introducing almost surelyD–α-contracting property for random dynamical systems,
we obtain a global random attractor of the stochastic wave equation νuνtt + uνt − uν + f (uν) =
√
νW˙
endowed with Dirichlet boundary condition for any 0 < ν  1. The upper semicontinuity of this global
random attractor and the global attractor of the heat equation zt − z + f (z) = 0 with Dirichlet boundary
condition as ν goes to zero is investigated. Furthermore we show the stationary solutions of the stochastic
wave equation converge in probability to some stationary solution of the heat equation.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
The need for taking random effects into account in modeling, analyzing, simulating and pre-
dicting complex phenomena has been widely recognized in geophysical and climate dynamics,
materials science, chemistry, biology and other areas [5,10,15,23]. Stochastic partial differential
equations (SPDEs or stochastic PDEs) are appropriate mathematical models for complex systems
under random influences [24].
Wave motion is one of the most commonly observed physical phenomena, which can be de-
scribed by hyperbolic partial differential equations. Nonlinear wave or hyperbolic equations also
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neck in traffic flows, nonlinear optics and quantum field theory, see [21,25]. However for many
problems such as wave propagation through the atmosphere or the ocean, due to the presence
of turbulence the media has random fluctuation, the more realistic models must take the random
fluctuation into account, which leads to the introduction of stochastic wave equations, see [4,5].
Let D ⊂ R3 be a bounded open set with smooth boundary ∂D. In this paper we consider the
following singular perturbed stochastic wave equation on D
νuνtt + uνt −uν + f
(
uν
)= √νW˙ (1.1)
with Dirichlet boundary condition and positive parameter ν.  is the Laplace operator on D,
W(t) is an infinite dimensional Wiener process and non-Lipschitzian nonlinear term f satisfies
some increasing properties, see Section 2. If ν is small, a natural idea is using the following heat
equation on D
zt −z + f (z) = 0 (1.2)
with Dirichlet boundary condition to approximate system (1.1) in some sense.
It is known that the study of asymptotic behavior as t → ∞ is one of the most important
parts in modern research of nonlinear evolutionary systems. So a natural question is what is the
relation between the long time behavior of systems (1.1) and (1.2) as ν → 0. The present paper is
devoted to determine the asymptotic behavior of systems (1.1) and (1.2) as t → ∞ respectively
and then find the relation between them.
First we apply the theories of random dynamical system and random attractor to study the
long time behavior of system (1.1). It is proved that the dynamical behavior of system (1.1) can
be described by a global random attractor Aν(ω) in space (H 2(D) ∩ H 10 (D)) × H 10 (D). Here
ω ∈ (Ω,F ,P). In our approach a stationary Ornstein–Uhlenbeck process which solves a linear
stochastic wave equation, see Section 3, is introduced to transform the stochastic system (1.1)
into a system with random coefficient. Then almost surely D–α-contracting property for a con-
tinuous random dynamical system is introduced, see Definition 2.10, to obtain a global random
attractor for the random dynamical system generated by the system with random coefficient. And
some technique of energy estimates is used in our argument. A novelty of here is that we obtain
the random attractor in space (H 2(D) ∩ H 10 (D)) × H 10 (D). The random attractors, which are
obtained in H 10 (D) × L2(D), for stochastic wave equations have been studied in [8,11,26] and
others. And as far as the authors know almost surely D–α-contracting property is the first time
introduced for continuous random dynamical systems to study the existence of random attractors.
Next we pass the limit ν → 0 in system (1.1) and prove that Aν(ω) is upper semicontinuous
in space H 10 (D)×L2(D) at ν = 0 in probability, that is
lim
ν→0 dist
(Aν(ω),A0)= 0 with probability one.
Here A0, which is a deterministic set, is the extension of a global attractor for system (1.2) in
space (H 2(D)∩H 10 (D))×H 10 (D) and dist(·,·) is the Hausdorff semidistance
dist(X,Y ) = sup inf
y∈Y d(x, y),x∈X
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attractors with respect to noise for stochastic parabolic equations. Here we apply the result in [2]
to a stochastic hyperbolic equation with singular perturbation.
Finally for any T > 0, we concern ourselves with the limit of stationary solutions u¯ν(·) of
system (1.1) in space L2(0, T ;L2(D)) as ν → 0. It is proved that any limit point of a sequence of
stationary solutions of system (1.1) in L2(0, T ;L2(D)) as ν → 0 defines one stationary solution
of system (1.2). In this approach a key step is the tightness of distributions of the sequence of
stationary solutions in space L2(0, T ;L2(D)). And the mean square convergence is proved on
a new probability space (Ω,F,P) for any  > 0 which yields the convergence of stationary
solutions in probability on (Ω,F ,P).
Here we point out that in [3] Cerrai and Freidlin have studied the following stochastic hyper-
bolic equation
νuνtt + uνt −uν + f
(
uν
)= W˙ (1.3)
with f is global Lipschitz continuous. And for any finite time T > 0 and κ > 0 the following
approximation is obtained
lim
ν→0P
{∣∣uν(t)− z(t)∣∣
C(0,T ;L2(D)) > κ
}= 0, (1.4)
which is called Smoluchowski–Kramers approximation, with z solves the following stochastic
heat equation
zt −z + f (z) = W˙ . (1.5)
And the stationary distribution of system (1.3) is coincide with that of system (1.5). In this
paper we derive the approximation on long time interval for system (1.1) with non-Lipschitz
nonlinear term f and rescaled white noise. Such approximation is not Smoluchowski–Kramers
approximation. Here we just consider the case that the noise is of trace-class to which Itô formula
can be applied. The study of global random attractors was initiated by Ruelle [18]. And the
fundamental theory was developed in [7,8,19] and others.
The rest is organized as follows. In Section 2 some preliminaries are given. A stationary
Ornstein–Uhlenbeck process with some basic properties is given in Section 3. And we transform
system (1.1) into a random partial differential equation in Section 4, then a global random attrac-
tor for the random partial differential equation is obtained in Section 5. The main result about the
upper semicontinuity of the random attractor is proved in Section 6. In last section we consider
the convergence of stationary solutions for system (1.1).
2. Preliminary
Let D ⊂ Rn, n = 3, be an open bounded set with smooth boundary. Define the following
unbounded operator on L2(D)
Au = −u, D(A) = H 2(D)∩H 10 (D), (2.1)
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norm
‖ · ‖s =
∥∥As/2·∥∥
L2(D).
Consider the following singularly perturbed stochastic wave equation on D
νutt + ut +Au+ f (u) = √νW˙ , (2.2)
u(0) = u0, ut (0) = u1 (2.3)
where 0 < ν  1 and {W(t)}t∈R is an L2(D)-valued two-sided Q-Wiener process with
Qek = akek, k = 1,2, . . . ,
where {ek} is a complete orthonormal system in L2(D), ak is a bounded sequence of nonnegative
real numbers. Then W(t) can be written as
W(t) =
∞∑
k=1
√
akekwk(t)
where wk are real mutually independent Brownian motions. Further we assume
Tr(AQ) < ∞. (2.4)
For more descriptions of Q-Wiener process we refer to [17].
We assume that the nonlinear term f ∈ C2 on R and there exist positive constants C1, C2, C3
and C4 such that for any s ∈ R
(1) |f (s)| C1(1 + |s|3);
(2) |f ′(s)|C2(1 + |s|2);
(3) F(s) C3(|s|4 − 1);
(4) sf (s) C4(F (s)− 1)
where F(s) = ∫ s0 f (r) dr .
Remark 2.1. Here we omit the superscript ν without causing confusion unless in Sections 6
and 7.
Remark 2.2. Note that the growth exponent of the nonlinearity is critical in R3. And to the best
of our knowledge this is the first result for the random attractor for the stochastic wave equation
with critical growth exponent.
Remark 2.3. Also note that the assumptions on f are satisfied for cubic nonlinearity f (u) =
u3 − au, a ∈ R, and not satisfied for the sine-Gordon equation with f (u) = sinu. However the
calculations are simpler in that case since f and its derivative are bounded.
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as ‖ · ‖H and ‖ · ‖H1 , respectively. We also consider the following heat equation
zt +Az + f (z) = 0, z(0) = z0. (2.5)
Under the assumptions on f it is well known that system (2.5) possesses a global attractor
A˜ ⊂ H 2(D) ∩ H 10 (D), see [13,22] and others. Associated with the attractor A˜ we define the
set
A0 = {(x, y): x ∈ A˜, y = −Ax − f (x)} (2.6)
which is a natural embedding of the attractor A˜ into H1.
For our purpose we introduce the following probability space (Ω,F ,P) as
Ω = {ω ∈ C(R;L2(D)): ω(0) = 0}
endowed with compact-open topology, P is the corresponding Wiener measure and F is the
P-completeness of Borel σ -algebra on Ω . Write E as the expectation with respect to P. Let
θtω(·) = ω(· + t)−ω(t), t ∈ R,
then (Ω,F ,P, (θt )t∈R) is a metric dynamical system with the filtration
Ft :=
∨
st
F ts , t ∈ R,
where
F ts = σ
{
W(t2)−W(t1): s  t1  t2  t
}
is the smallest σ -algebra generated by random variables W(t2) − W(t1) for all s  t1  t2  t .
The metric dynamical system (Ω,F ,P, (θt )t∈R) defined above is ergodic. Since the above prob-
ability space is canonical we can define the Wiener process and its shift operator
W(t) = ω(t), W(t, θsω) = ω(t + s)−ω(s) = W(t + s)−W(s) (2.7)
which is called the helix property.
Now we introduce the concept of the random dynamical system (RDS).
Definition 2.4. Let (E,d) be a Polish space and (Ω,F ,P, (θt )t∈R) be a metric dynamical system.
Suppose the mapping
φ :R+ ×Ω ×E → E
is (B(R+)×F ×B(E),B(E))-measurable and satisfies the following properties
• φ(0,ω)x = x;
• φ(t, θτω) ◦ φ(τ,ω)x = φ(t + τ,ω)x for all t, τ ∈ R+, x ∈ E and ω ∈ Ω (cocycle property),
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ω ∈ Ω , φ is called a continuous RDS.
For detail we refer to [1].
We intend to study the long time behavior of an RDS generated by system (2.2) by means of
random attractors. Now we recall some knowledge of random attractors.
A set-valued map B :Ω → 2E is called a random closed set if B(ω) is closed, nonempty and
ω → d(x,B(ω)) is measurable for all x ∈ E. A random set B is said to be tempered if for a.e.
ω ∈ Ω and all γ > 0
lim
t→∞ e
−γ t diam
(
B(θ−tω)
)= 0
where diam(B) = supx,y∈B d(x, y). Let D be the collection of all tempered random sets in E.
And for such a set we write as a D-set. Then we give the following definition of the random
attractor, see [7,8,19].
Definition 2.5. A random set A(ω) ∈D is a random (pullback) attractor for RDS φ if
• A(ω) is a random compact set, i.e., ω → d(x,A(ω)) is measurable for every x ∈ E and
A(ω) is compact for a.e. ω ∈ Ω ;
• A(ω) is strictly invariant, i.e., φ(t,ω)A(ω) =A(θtω) ∀t  0 and for a.e. ω ∈ Ω ;
• A(ω) attracts all sets in D, i.e., for all B ∈D and a.e. ω ∈ Ω we have
lim
t→∞ dist
(
φ(t, θ−tω)B(θ−tω),A(ω)
)= 0.
The following theorem gives a sufficient condition for the existence of a random attractor, see
[7,8,19].
Theorem 2.6. Suppose φ is an RDS on a Polish space (E,d) and there exists a random compact
set B(ω) absorbing every tempered random set D ⊂ E. Then, the set
A(ω) =
⋂
τtB (ω)
⋃
tτ
φ
(
t, θ−tω,B(θ−tω)
)
is a global random attractor for RDS φ.
However this result is improper for the present situation since a wave equation generates a
semigroup without compactness. So we give another method to obtain the global random attrac-
tor.
We review briefly the basic knowledge of Kuratowski measure of non-compactness, see
[14,20] for detail.
Definition 2.7. For a bounded set A in a metric space E, the Kuratowski measure of non-
compactness α(A) is defined as
α(A) = inf{ε > 0: A has a finite open cover of sets {Xi} with diam(Xi) ε}.
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our approach.
Lemma 2.8. The Kuratowski measure of non-compactness α(A) on a complete metric space E
satisfies the following properties:
(1) α(A) = 0 if and only if A is precompact in E.
(2) If B1 ⊂ B2 ⊂ E, α(B1) α(B2).
(3) α(A) = α(A).
(4) If {Aτ }τ>τ0 is a family of nonempty, closed bounded sets such that Aτ ⊂ As , τ  s, and
α(Aτ ) → 0 as τ → ∞, then ⋂τ>τ0 Aτ is a nonempty compact set in E.(5) If (E,d) is a Banach space, then α(B1 +B2) α(B1)+ α(B2).
Remark 2.9. For the set A ∈D, α(A) is a random variable.
For a random dynamical system φ(t,ω) on a Polish space (E,d) we introduce the following
definition, similar definition for cocycle, see [6].
Definition 2.10. A random dynamical system φ on a Polish space (E,d) is almost surely D–α-
contracting if for any set A ∈D
α
(
φ(t, θ−tω)A(θ−tω)
)→ 0 a.s., t → ∞.
The following theorem describes sufficient conditions for a random dynamical system to be
almost surely D–α-contracting.
Theorem 2.11. For a random dynamical system φ(t,ω) on a separable Banach space (E,‖·‖E),
if almost surely the following hold
(1) φ(t,ω) = φ1(t,ω)+ φ2(t,ω);
(2) for any tempered random variable a  0, there exists r = r(a), 0 r < ∞, a.s. such that for
the closed ball Ba with radius a in E, φ1(t, θ−tω)Ba(θ−tω) is precompact in E for t > r(a);
(3) ‖φ2(t, θ−tω)u‖E  k(t, θ−tω, a), t > 0, u ∈ Ba(θ−tω) with k(t,ω, a) is a measurable func-
tion with respect to (t,ω, x) which satisfies k(t, θ−tω, a) → 0 as t → ∞,
then φ(t,ω) is almost surely D–α-contracting.
Proof. Let A ∈D and a tempered random variable a  0 such that A ⊂ Ba . Then for any ε > 0
with t > r(a)
α
(
φ(t, θ−tω)A(θ−tω)
)
 α
(
φ(t, θ−tω)Ba(θ−tω)
)
= α(φ1(t, θ−tω)Ba(θ−tω)+ φ2(t, θ−tω)Ba(θ−tω))
 α
(
φ2(t, θ−tω)Ba(θ−tω)
)
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(
φ2(t, θ−tω)Ba(θ−tω)
)+ ε
 2k(t, θ−tω, a)+ ε.
Then the arbitrariness of ε yields the result. 
For an almost surely D–α-contracting random dynamical system φ on a Polish space (E,d),
we give the following result about a sufficient condition of existence of a global random attractor
in E.
Theorem 2.12. For a random dynamical system φ(t,ω) on a Polish space (E,d), assume that
(1) φ(t,ω) has an absorbing set B(ω) ∈D;
(2) φ(t,ω) is almost surely D–α-contracting.
Then φ(t,ω) possesses a global random attractor in E.
Proof. The argument is just a small adaption of that in [14] or [20] for deterministic system.
Set
A(ω) =
⋂
τ>0
⋃
tτ
φ(t, θ−tω)B0(θ−tω).
We claim that A(ω) ∈ D is a global random attractor of φ(t,ω) in E. In fact it is known that,
see [7,8,19], A(ω) is nonempty, invariant and attracting all the sets in D. So we just prove the
compactness of A(ω). Let
Aτ (ω) =
⋃
tτ
φ(t, θ−tω)B0(θ−tω).
Then Aτ (ω) ⊂ B0(ω) ∈ D and α(Aτ (ω)) → 0 a.s. as τ → ∞. By property (4) in Lemma 2.8,
A(ω) is compact. The proof is complete. 
3. Stationary Ornstein–Uhlenbeck process
In this section we construct a stationary Ornstein–Uhlenbeck (OU) process. First we consider
the following deterministic linear system,
ϕt = ψ, (3.1)
νψt = −Aϕ −ψ, (3.2)
ϕ(0) = ϕ0, ψ(0) = ψ0, (3.3)
for any (ϕ0,ψ0) ∈H, and ν ∈ (0,1]. Write (3.1)–(3.3) as the following abstract form
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dt
= AνZ(t), Z(0) = (ϕ0,ψ0)T (3.4)
with Z(t) = (ϕ(t),ψ(t))T and
Aν =
(
0 1
−1
ν
A −1
ν
)
.
By the theory of semigroup, Aν is a generator of C0 semigroup Sν(t) on H. Further there are
Mν > 0, λν > 0 such that ∣∣Sν(t)∣∣L Mνe−λ∗ν t , t  0,
see [3]. Here | · |L denotes the operator norm. We claim that λ∗ν can be taken as a positive
real number independent of ν ∈ (0,1]. In fact a simple calculation yields the eigenvalues of
operator Aν
δ±k = −
1
2ν
±
√
1
4ν2
− λk
ν
where {λk}k∈N are the eigenvalues of operator A satisfying 0 < λ1  λ2  · · ·  λk  · · · ,
λk → ∞ as k → ∞. Then λ∗ν can be taken as
λ∗ν = −Re δ+1 = Re
{
λ1
1
2 +
√
1
4 − λ1ν
}
min
{
λ1,
1
2
}
where Re denotes the real part of a complex number.
Denote the adjoint semigroup of Sν(t) by S∗ν (t) which is defined by, see [3],
S∗ν (t)(u, v) =
(
Π1Sν(t)
(
u,
−v
ν
)
,Π2Sν(t)(−νu, v)
)
, (u, v) ∈H,
where Π1 and Π2 are the projections from H to H 10 (D) and L2(D), respectively.
Now we consider the following linear stochastic problem in H
νηtt + ηt +Aη = √νW˙ , (3.5)
η(0) = η0, ηt (0) = η1, (3.6)
which is equivalent to
dΞ(t)
dt
= AνΞ(t)+ 1√
ν
˙˜
W(t), Ξ(0) = (η0, η1)T (3.7)
with Ξ(t,ω) = (η(t,ω), ηt (t,ω))T and W˜ (t) = (0,W(t))T .
Suppose condition (2.4) holds, by the classical analysis of SPDEs [17], system (3.7) has a
solution (η(t,ω), ηt (t,ω)) ∈ L2(Ω;C(0, T ;H 10 (D)))×L2(Ω;L2(0, T ;L2(D))) for any initial
value (η0, η1) ∈H. In our approach a stationary solution of system (3.7) is useful. For such a
solution Ξ(t,ω) = (η(t,ω), ηt (t,ω))T we have the following result.
10 Y. Lv, W. Wang / J. Differential Equations 244 (2008) 1–23Lemma 3.1. Assume (2.4) holds. Then
(1) system (3.7) has a unique stationary solution (η, ηt ) which is a Gaussian process in H;
(2) t → ‖(η(θtω), ηt (θtω))‖H grows sublinearly, that is
lim
t→±∞
‖(η(θtω), ηt (θtω))‖H
t
= 0;
(3) E∥∥ηt (ω)∥∥20 = 12 TrQ;
(4) 1
t
t∫
0
∥∥(η(θtω), ηt (θtω))∥∥mH ds → E∥∥(η(ω), ηt (ω))∥∥mH, t → ∞, m ∈ Z+.
Proof. Consider system (3.7). Let
Cν =
∞∫
0
Sν(s)QνQ
∗
νS
∗
ν (s) ds
where Qν :L2(D) →H is defined as
Qνh = 1√
ν
(
0,Q
1
2 h
)
, h ∈ L2(D),
and Q∗ν :H→ L2(D) is the adjoint operator of Qν defined as
Q∗ν(u, v) =
1√
ν
Q
1
2 v, (u, v) ∈H.
Following the proof of Proposition 5.1 of [3], we have
Cν(u, v) = 12 (νQu,Qv), (u, v) ∈H,
with TrCν = ν+12
∑∞
k=1 ak < ∞. Thus by condition (2.4), operator Cν is nonnegative, symmetric
and of trace-class onH. So by Theorem 11.7 of [17], system (3.7) has a unique invariant Gaussian
measure N (0,Cν) on H. Then
(η, ηt ) =
t∫
Sν(t − s) dW˜ (s)−∞
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hoff ergodic theorem, supt∈[n,n+1]‖(η(θtω), ηt (θtω))‖H/n tends to zero as n goes to infinity
gives (2). Applying Itô formula to ‖ηt (t)‖20, see [4], we easily have
e
(
η(t)
)= e(η(0))+
t∫
0
TrQds + 2√ν
t∫
0
〈
ηt (s), dW(s)
〉− 2
t∫
0
∥∥ηt (s)∥∥20 ds (3.8)
where
e
(
η(t)
)= ν∥∥ηt (t)∥∥20 + ∥∥η(t)∥∥21.
Taking expectation on both sides of (3.8), then the stationarity of (η, ηt ) yields (3). And (4) also
follows by Birkhoff ergodic theorem and the Gaussian property of (η, ηt ). 
Remark 3.2. Further by condition (2.4), (η, ηt ) in fact takes value in H1. Formula (3.8) is an
energy equation for system (3.7). And by the above result we see that E‖ηt (ω)‖20 is independent
of ν. Moreover η(θtω) coincides with the stationary solution of the following linear heat equation
in distribution, see [3],
ηt +Aη = √νW˙ . (3.9)
Furthermore η(θtω) distributes asN (0, ν2Q) which means η(θtω) converges to zero when ν → 0
in H 2(D)∩H 10 (D) a.s.
4. Conjugation between the stochastic PDE and random PDE
Consider the following random PDE for ω ∈ Ω fixed,
νvtt + vt +Av + f (v + η) = 0, (4.1)
v(0) = u0 − η(ω), vt (0) = u1 − ηt (ω) (4.2)
where (η, ηt ) is the stationary solution of system (3.5)–(3.6). By the classical analysis in [22], for
any (u0, u1) ∈H, system (4.1)–(4.2) has a unique solution (v, vt ) ∈ C(0, T ;H 10 (D) × L2(D))
for any T > 0 and a.s. ω ∈ Ω . (The global existence of solution follows the boundedness of so-
lution in Section 5.1.) Then system (4.1)–(4.2) generates a continuous random dynamical system
Φν(t,ω) on H as
Φν(t,ω)
(
v(0), vt (0)
)= (v(t,ω), vt (t,ω)). (4.3)
Define an isomorphism on H as
T (ω, x) = x + (η(ω), ηt (ω)), x ∈H, (4.4)
then system (2.2)–(2.3) generates a random dynamical system Ψ ν(t,ω) on H as
Ψ ν(t,ω)(u0, u1) = T ◦Φν ◦ T −1(t,ω)(u0, u1) =
(
u(t,ω),ut (t,ω)
)
.
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We end the section by the following simple truth for system (4.1)–(4.2).
Lemma 4.1. For any (u0, u1) ∈H we have
t∫
0
∥∥vt (s)∥∥20 ds = H(0)−H(t)−
t∫
0
〈
f
(
u(s)
)
, ηt (s)
〉
ds (4.5)
where
H(t) = ν
2
∥∥vt (t)∥∥20 + 12
∥∥v(t)∥∥21 + 〈F(u)(t),1〉.
We aim to prove the existence of random attractors for Ψ ν(t,ω) which is upper semicontinu-
ous with respect to ν. By isomorphism T , it is enough to prove the same result for Φν(t,ω).
5. Random dynamics of stochastic wave equations
We always write C as some constant independent of ν, Qi(ω), i = 1,2,3,4, Qμ(ω), μ> 0,
are almost surely finite positive random variables in the form of some polynomials of ‖u0‖20,
‖u0‖21, ‖u1‖20, ‖η‖20, ‖η‖21, ‖ηt‖20 and ‖ηt‖21 and are independent of ν. In this section we prove
the existence of random attractors for Φν(t,ω). Our approach is the classical energy method, see
[7,8] for stochastic partial differential equations. We consider the system on a fixed ω-fiber.
5.1. Boundedness of solutions in H
Let ρ = vt + δv, where δ ∈ (0, δ0) with δ0 = min( 14 , λ12 ), then
νρt + (1 − δν)ρ +
(
A− δ(1 − δν))v + f (u) = 0. (5.1)
Multiplying ρ on both sides of (5.1) and integrating on D, we have
1
2
d
dt
(‖v‖21 + ν‖ρ‖20)+ δ‖v‖21 + (1 − δν)‖ρ‖20 − δ(1 − δν)〈v,ρ〉 + 〈f (u),ρ〉= 0.
Notice the choice of δ and ν ∈ (0,1], by a simple calculation we have
δ‖v‖21 + (1 − δν)‖ρ‖20 − δ(1 − δν)〈v,ρ〉
δ
2
‖v‖21 +
1
2
‖ρ‖20.
Moreover by the assumptions of f we have
〈
f (u),ut
〉= d
dt
∫
D
F(u)dx,
〈
f (u),u
〉= ∫ f (u)udx  C4
∫
F(u)dx −C4|D|,
D D
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〈
f (u), ηt + δη
〉
 δC4
2
∫
D
F(u)dx +C(1 + ‖ηt + δη‖41)
for some positive constant C. Here we use the embedding of H 1(D) into L6(D).
Combining the above estimates and by Hölder inequality we have
d
dt
(
‖v‖21 + ν‖ρ‖20 + 2
∫
D
F(u)dx + 2C3|D|
)
+ α
(
‖v‖21 + ν‖ρ‖20 + 2
∫
D
F(u)dx + 2C3|D|
)
 g(θtω) (5.2)
where α = min(δ, δC42 , 1ν ) and
g(θtω) = 2δC4|D| − 2αC3|D| + 2C
(
1 + ‖ηt + δη‖41
)
.
Then Gronwall lemma yields
‖v‖21 + ν‖ρ‖20 + 2
∫
D
F(u)dx + 2C3|D|
 e−αt
(∥∥v(0)∥∥21 + ν∥∥ρ(0)∥∥20 + 2
∫
D
F(u0) dx + 2C3|D|
)
+
t∫
0
e−α(t−s)g(θsω)ds. (5.3)
Since ν ∈ (0,1], α can be chosen independent of ν and by the embedding theorem we have
‖v‖21 + ‖vt‖20

(
1 + δλ1− 12
)(‖v‖21 + ‖vt + δv‖20)

(
1 + δλ1− 12
)(‖v‖21 + ‖ρ‖20 + 2
∫
D
F(u)dx + 2C3|D|
)

(
1 + δλ1− 12
)
e−αtQ1(θtω)+
(
1 + δλ1− 12
) t∫
0
e−α(t−s)g(θsω)ds.
Let
r21 (ω) = 1 + 2
(
1 + δλ1− 12
)
lim
t→∞
t∫
e−α(t−s)g(θs−tω) ds (5.4)0
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in fact is a P. a.s. finite random variable, then for any D-set B in H, there is T0(B) > 0 such that∥∥v(t, θ−tω)∥∥21 + ∥∥vt (t, θ−tω)∥∥20  r21 (ω), for t  T0(B) P. a.s. (5.5)
5.2. Boundedness of solutions in H1
To obtain the existence of random attractors we need the further estimates in H1 for solution
(v, vt ) of system (4.1)–(4.2) with (v(0), vt (0)) ∈H1.
For some β > 0 small enough, multiplying (4.1) by (vt + βv) in H , we have
1
2
d
dt
[
ν‖∇vt‖20 + ‖v‖20 − 2βν〈vt ,v〉
]+ (1 − βν)‖∇vt‖20 + β‖v‖20 + β〈∇vt ,∇v〉
= β〈f (u),v〉+ 〈f (u),vt 〉. (5.6)
Notice that
〈
f (u),vt
〉= d
dt
〈
f (u),v
〉− 〈f ′(u)ut ,v〉, (5.7)
we focus on the last term. Then Hölder inequality yields∣∣〈f ′(u)ut ,v〉∣∣ ∣∣f ′(u)∣∣L6 |ut |L3‖v‖0.
By the assumptions of f and by classical interpolation results we have that for some positive
constant C
∣∣f ′(u)∣∣
L6 =
∣∣f ′(v + η)∣∣
L6  C
(
1 + |v|2
L12 + ‖η‖22
)
,
|v|2
L12 C‖v‖3/21 ‖v‖1/22 and |ut |L3  C‖ut‖1/20 ‖ut‖1/21 ,
then, by the similar calculation of [12], we have
∣∣〈f ′(u)ut ,v〉∣∣Q2(θtω)‖ut‖1/20 ‖v‖3/20 ‖∇ut‖1/20 +Q2(θtω).
Write u = v + η, then applying Young inequality, for any μ> 0
∣∣〈f ′(u)ut ,v〉∣∣
 μ
(‖∇vt‖20 + ‖v‖20)+Qμ(θtω)‖vt‖20‖v‖20 +Qμ(θtω)‖ηt‖20‖v‖20 +Qμ(θtω).
Now fix μ> 0 small enough, by (5.6) and the above analysis we have
1
2
d
dt
[
ν‖∇vt‖20 + ‖v‖20 − 2βν〈vt ,v〉 − 2
〈
f (u),v
〉]+ β1(‖∇vt‖20 + ‖v‖20)
Qμ(θtω)
(‖vt‖20 + ‖ηt‖20)‖v‖20 +C∥∥f (u)∥∥20 +Qμ(θtω)
for sufficiently small β1 > 0 which is independent of ν.
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Y(t) = ν‖∇vt‖20 + ‖v‖20 − 2βν〈vt ,v〉 − 2
〈
f (u),v
〉
.
Then by Hölder inequality and the assumptions on f we have for some positive constants C˜1
and C˜2
C˜1
(
ν‖vt‖21 + ‖v‖22
)−Q0(‖u‖1) Y(t) C˜2(ν‖vt‖21 + ‖v‖22)+Q0(‖u‖1) (5.8)
with Q0(‖u‖1) a polynomial of ‖u‖1. Then we have
1
2
d
dt
Y (t)+ (β1 −Qμ(θtω)(‖vt‖20 + ‖ηt‖20))Y(t)

(
β1 +Qμ(θtω)
(‖vt‖20 + ‖ηt‖20))[2βν∣∣〈vt ,v〉∣∣+ 2∣∣〈f (u),v〉∣∣]
+C∥∥f (u)∥∥20 +Qμ(θtω).
Applying Hölder inequality, using (5.8) and notice that ‖f (u)‖20  C(1 + ‖u‖61), we obtain
d
dt
Y (t)+L(t)Y (t)Q3(θtω)
with
L(t) = β1 − 4Qμ(θtω)
(‖vt‖20 + ‖ηt‖20).
Then Gronwall lemma yields
Y(t) e−
∫ t
0 L(s) dsY (0)+
t∫
0
e−
∫ t
s L(τ) dτQ3(θsω)ds. (5.9)
By Hölder inequality
1
t
t∫
0
Qμ(θsω)
∥∥ηt (s)∥∥20 ds 
[
1
t
t∫
0
Q2μ(θsω)
∥∥ηt (s)∥∥20 ds × 1t
t∫
0
∥∥ηt (s)∥∥20 ds
] 1
2
.
And by Lemma 4.1
1
t
t∫
0
Qμ(θsω)
∥∥vt (s)∥∥20 ds

{
|H(t)−H(0)|
t
Q∗μ(t,ω)+Q∗μ(t,ω)
[
1
t
t∫
Q4(θsω)ds × 1
t
t∫ ∥∥ηt (s)∥∥20 ds
] 1
2
} 1
20 0
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∫ t
0 Q
2
μ(θsω)‖vt (s)‖20 ds. Write the right-hand side of (5.9) as r(t,ω). By
Birkhoff ergodic theorem
lim
t→∞Q
∗
μ(t,ω) limt→∞
1
t
t∫
0
Q2μ(θsω)r
2
1 (θsω)ds = E
{
Q2μ(ω)r
2
1 (ω)
}
< ∞,
lim
t→∞
1
t
t∫
0
Q4(θsω)ds = EQ4(ω) < ∞
and notice that
∫
D
F(u)dx  C(1 + ‖u‖0 + ‖u‖20 + ‖u‖61),
lim
t→∞
|H(t, θ−tω)−H(0,ω)|
t
= 0, a.s.
Then by Lemma 3.1 and if TrQ is sufficiently small we have
lim
t→∞ r(t, θ−tω) < ∞, P. a.s.
Then by (5.8) and (5.9) there is a P. a.s. finite random variable r2(ω) such that for any D-set
B in H1, there is T1(B) > 0 we have
ν
∥∥vt (t, θ−tω)∥∥21 + ∥∥v(t, θ−tω)∥∥22  r22 (ω), t  T1(B), P. a.s. (5.10)
5.3. Existence of the random attractor
Taking TrQ sufficiently small as in the above subsection, it is shown that Φν(t, θ−tω) has an
absorbing set in H1 which is independent of ν.
By the above analysis and Theorem 2.12, we just prove that Φν(t, θ−tω) is almost surely
D–α-contracting in H1. Write
v(t, θ−tω) = v1(t, θ−tω)+ v2(t, θ−tω)
where v1 and v2 satisfy
νv1t t + v1t +Av1 = 0, v1(0) = v(0), v1t (0) = vt (0) (5.11)
and
νv2t t + v2t +Av2 + f (v + η) = 0, v2(0) = 0, v2t (0) = 0. (5.12)
By a standard calculation for (5.11), we have for some positive constant γ > 0 independent
of ν
∥∥v˜1(t)∥∥2 + ∥∥v1(t)∥∥2  e−γ t(∥∥v(0)∥∥2 + ∥∥vt (0)∥∥2) (5.13)0 1 1 0
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(0,0) ∈H1, by the analysis of Section 5.2 we have
∥∥v2t (t, θ−tω)∥∥21 + ∥∥v2(t, θ−tω)∥∥22  r22 (ω), t > T2, P. a.s. (5.14)
for some T2 > 0. For any tempered random ball Ba ⊂ H1, by the assumptions of f , (5.13),
(5.14) and the embedding H 2(D) ⊂ L∞(D), {f (v(s, θ−sω)+ η(ω)): 0 s  t, (v(0), vt (0)) ∈
Ba(ω)} is bounded in H 2(D) ∩ H 10 (D) and therefore a compact set of H 10 (D) a.s. Then
{(v2(s, θ−sω), v2t (s, θ−sω)): 0 s  t, (v(0), vt (0)) ∈ Ba(ω)} is precompact inH1 by the simi-
lar approach of [20] for deterministic nonlinear wave equations. So condition (2) of Theorem 2.11
holds, and Φν(t, θ−tω) is almost surely D–α-contracting in H1. That means Φν(t, θ−tω) pos-
sesses a compact global random attractor Aν(ω) ⊂H1. We summarize the main result of this
section as the following theorem.
Theorem 5.1. Suppose (2.4) and the assumptions on f hold, system (2.2) possesses a global
random attractor Aν(ω) in H1.
6. Upper semicontinuity ofAν(ω)
In this section we prove that random attractor Aν(ω) obtained in the last section is upper
semicontinuous in probability with respect to ν. In fact we have our main result
Theorem 6.1.
lim
ν→0 dist
(Aν(ω),A0)= 0 with probability one.
Before giving the proof of the above theorem we give some results about the upper semicon-
tinuity of random attractors, for more see [2].
Suppose φ(t) is a dynamical system on a Polish space (E,d) and there exists a global attrac-
tor A0 in E. We perturb φ(t) by a random element depending on a parameter ν ∈ (0,1], so that
we obtain an RDS
φν :R+ ×Ω ×E → E,
such that for P. a.s. ω ∈ Ω and all t ∈ R+
(H1) φν(t, θ−tω)x → φ(t)x as ν → 0,
uniformly on bounded sets of E. Then we can have the following result (see [2]).
Theorem 6.2. Assume that for all ν ∈ (0,1] there is a random attractorAν(ω) for RDS φν which
satisfies (H1), and there exists a compact set K such that, P. a.s.
(H2) lim dist(Aν(ω),K)= 0.
ν→0
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lim
ν→0 dist
(Aν(ω),A0)= 0 with probability one.
In applications, (H2) will follow from a similar property for random absorbing sets which are
in fact used to obtain random attractors (see [2]). So we only justify (H1). And since we consider
the upper semicontinuity of attractors, we just verify condition (H1) for the orbits in attractors.
To apply the above result we need the following estimates.
Writing y = vt and by differentiation of (4.1), we have the following stochastic differential
system
νyνtt + yνt +Ayν + Fν(t, θ−tω) = 0 (6.1)
with
Fν(t,ω) = f ′(uν)(vνt + ηνt ).
Applying Hölder inequality and noticing the assumption on f ′ with the embedding H1 ⊂ L6, we
have for some positive constant C
∥∥Fν(t,ω)∥∥0 C(1 + ∥∥uν∥∥21)∥∥vνt + ηνt ∥∥0. (6.2)
Notice that we restrict system (4.1) on Aν(ω), by the same approach in Section 5.1 and (6.2),
there is an a.s. finite positive random variable r3(ω) such that
ν
∥∥yνt ∥∥20  r23 (ω).
Then we have
ν
∥∥vνtt (t, θ−tω)∥∥20  r23 (ω). (6.3)
Proof of Theorem 6.1. Let φ(t) be the dynamical system generated by (2.5) and φν(t,ω) =
Φν(t,ω). It is enough to verify condition (H1) for the orbits in random attractor Aν(ω). That is
for a fixed ω ∈ Ω , we prove for any νn ∈ (0,1], νn → 0 as n → ∞, there is a subsequence, which
we still write as νn, such that (vνn(t, θ−tω), vνnt (t, θ−tω)) → (v(t), vt (t)) with (vνn(0), vνnt (0)) =
(v(0), vt (0)), with (v, vt ) satisfying system (2.5).
Let V νn = vνn − v, then V νn satisfies the following equation
V
νn
t = V νn − f
(
vνn + ηνn)+ f (v)− νnvνntt (6.4)
with V νn(0) = 0. Since we restrict the system on Aν(ω), by the assumption of f ′, f is Lipschitz
with Lipschitz constant L(ω) which is an a.s. finite positive random variable. Taking scalar prod-
uct in L2(D) with −V νn , we have
1
2
d
dt
∥∥V νn∥∥21  〈f (vνn + ηνn)− f (v),V νn 〉+ νn〈vνntt ,V νn 〉
 L(ω)
∥∥V νn∥∥2 +L(ω)∥∥V νn∥∥ ∥∥ηνn∥∥ + νn∥∥vνntt ∥∥ ∥∥V νn∥∥ .1 0 0 0 0
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by (6.3) and the fact that ηνn → 0 as n → ∞ a.s.
Multiplying both sides of (6.4) with V νnt in L2(D), we have∥∥V νnt ∥∥20  ∥∥V νn∥∥1∥∥V νnt ∥∥1 + ∥∥f (vνn + ηνn)− f (v)∥∥0∥∥V νnt ∥∥0 + ν∥∥vνntt ∥∥0∥∥V νnt ∥∥0.
Then also by ηνn → 0 as n → ∞ a.s., (6.3) and (6.5),∥∥V νnt (t)∥∥0 → 0 a.s. as n → ∞, for t ∈ R. (6.6)
Thus condition of (H1) in Theorem 6.2 is satisfied which ends the proof of our main result. 
7. The limit of stationary solutions
In this section we consider the stationary solutions of system (2.2). By the random dynamical
system theory, the existence of a compact random attractor yields the existence of stationary
solutions which are included in the random attractor, see [7]. In the following we consider the
convergence of the stationary solutions of (2.2) as ν → 0 in the space L2(0, T ;L2(D)) for any
T > 0.
Let (u¯ν(t), u¯νt (t)) be a stationary solution of the stochastic wave equation (2.2) with ν > 0.
Then we have the following result.
Theorem 7.1. For any T > 0, there is a positive constant MT such that the stationary solution
(u¯ν(t), u¯νt (t)) satisfies
E
T∫
0
∥∥u¯ν(s)∥∥21 ds MT , E
T∫
0
∥∥u¯νt (s)∥∥20 ds MT .
Proof. Applying Itô formula to ‖uνt ‖20, we have
E(u¯ν(t))− E(u¯ν(0))= −2
t∫
0
∥∥u¯νt (s)∥∥20 ds + TrQt + 2√ν
t∫
0
〈
u¯νt , dW(s)
〉
, (7.1)
with
E(u¯ν)= ν∥∥u¯νt ∥∥20 + ∥∥u¯ν∥∥21 + 2〈F (u¯ν),1〉.
Then taking expectation on both sides of (7.1) and by the stationarity of (u¯ν, u¯νt ), we have
E
T∫ ∥∥u¯νt (s)∥∥20 ds = 12 TrQT.0
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∥∥u¯ν(t)∥∥21  E(u¯ν(0))+ TrQt + 2C3|D| + 2√ν
t∫
0
〈
u¯νt , dW(s)
〉
.
Thus we have
E
T∫
0
∥∥u¯ν(t)∥∥21 dt  EE(u¯ν(0))T + TrQT 2 + 2C3|D|T .
Define MT = max{ 12 TrQT, EE(u¯ν(0))T + TrQT 2 + 2C3|D|T }. The proof is complete. 
For our purpose we introduce the following lemma about a compactness result, see [16]. Let
(X ,‖·‖X ) ⊂ (Y,‖·‖Y ) ⊂ (Z,‖·‖Z ) be three reflective Banach spaces andX ⊂ Y with compact
and dense embedding. Define Banach space
G =
{
v: v ∈ L2(0, T ;X ), dv
dt
∈ L2(0, T ;Z)
}
with norm
‖v‖2G =
T∫
0
∥∥v(s)∥∥2X ds +
T∫
0
∥∥∥∥dvds (s)
∥∥∥∥
2
Z
ds, v ∈ G.
Lemma 7.2. If K is bounded in G, then K is precompact in L2(0, T ;Y).
Now let X = H 10 (D), Y =Z = L2(D). Then by the estimates of Theorem 7.1 and Chebyshev
inequality, we have, for any  > 0 there is a bounded set K ⊂ G such that
P
{
u¯ν ∈ K
}
> 1 − .
Moreover by Lemma 7.2, K is precompact in L2(0, T ;L2(D)). Then the family of measures
{L(u¯ν)}ν , the distributions of {u¯ν(·)}ν in L2(0, T ;L2(D)), is tight.
Now we introduce a new probability space (Ω,F,P) as
Ω =
{
ω′ ∈ Ω: uν(ω′) ∈ K
}
,
F = {S ∩Ω: S ∈F}
and
P(S) = P(S ∩Ω)
P(Ω)
, for S ∈F.
Denote by E the expectation operator with respect to P .
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{νˆn} ⊂ (0,1], νˆn → 0, n → ∞. Consider the stationary process u¯νˆn . By the compactness of K ,
there is a subsequence {νn} ⊂ {νˆn} such that for any ω′ ∈ Ω
u¯νn(0) → u¯(0), strongly in L2(D), n → ∞, (7.2)
u¯νn → u¯, strongly in L2(0, T ;L2(D)), n → ∞, (7.3)
∇u¯νn → ∇u¯, weakly in L2(0, T ; (L2(D))3), n → ∞, (7.4)
with u¯ ∈ L2(0, T ;H 10 (D)). We aim to prove that u¯ solves (2.5) in the following weak sense
T∫
0
〈
u¯(t), φt (t)
〉
dt = 〈u¯(0),φ(0)〉+
T∫
0
〈∇u¯(t),∇φ(t)〉dt +
T∫
0
〈
f
(
u¯(t)
)
, φ(t)
〉
dt (7.5)
for any φ ∈ C1(0, T ;C∞0 (D)) with φ(T ) = 0. In fact u¯νn , the solution of Eq. (2.2), can be written
in the following weak form
T∫
0
〈
u¯νn(t), φt (t)
〉
dt
= 〈u¯νn(0),φ(0)〉+
T∫
0
〈∇u¯νn(t),∇φ(t)〉dt +
T∫
0
〈
f
(
u¯νn(t)
)
, φ(t)
〉
dt
− νn
T∫
0
〈
u¯
νn
t , φt (t)
〉
dt + νn
〈
u¯
νn
t (0),φ(0)
〉− √νn
T∫
0
〈
φ(t), dW(t)
〉 (7.6)
for almost all ω′ ∈ Ω and φ ∈ C1(0, T ;C∞0 (D)) with φ(T ) = 0. By the property of stochastic
integral
lim
n→∞ E
[
√
νn
T∫
0
〈
φ(t), dW(t)
〉]2
 lim
n→∞νn
T∫
0
∣∣φ(t)∣∣2LQ2 dt = 0 (7.7)
where | · |LQ2 is the Hilbert–Schmidt norm, see [17]. Then by (7.2)–(7.4), the assumptions on f
and the estimates in Theorem 7.1, we can pass the limit n → ∞ in (7.6) in the sense of L2(Ω)
and reach (7.5). And by the stationarity of u¯νn , u¯ is also a stationary process with value in L2(D).
Furthermore it is easy to see that the distribution of u¯ is independent of  > 0. Then by the
arbitrariness of , u¯νn converges to u¯ in probability as n → ∞.
Remark 7.3. Here we should point out that u¯ may be still a random process since the initial value
u¯(0) may be an L2(D)-valued random variable as the limit of random variable u¯νn(0). That is,
u¯ may be a stationary solution for the heat equation (2.5) with random initial value. However, if
22 Y. Lv, W. Wang / J. Differential Equations 244 (2008) 1–23the heat equation (2.5) has just a unique equilibrium point u¯, u¯ν converges in probability to the
deterministic equilibrium point u¯ in L2(0, T ;L2(D)) as ν → 0.
Now we can formulate our main result of this section in the following theorem.
Theorem 7.4. Assume the conditions in Theorem 5.1 hold, for any stationary solution u¯ν of
system (2.2), there is a subsequence {νn} ⊂ (0,1], with νn → 0 as n → ∞, and a stationary
process u¯ valued in L2(D) such that u¯νn converges to u¯ in probability. Moreover u¯ is a stationary
solution of system (2.5).
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