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ABSTRACT 
In recent years, some innovative wireless sensing systems have been proposed. However, more exploration and research 
on wireless sensing systems are required before wireless systems can substitute for the traditional wire-based systems. In 
this paper, a new type of intelligent wireless sensing network is proposed for the heath monitoring of large-size 
structures. Hardware design of the new wireless sensing units is first studied. The wireless sensing unit mainly consists 
of functional modules of: sensing interface, signal conditioning, signal digitization, computational core, wireless 
communication and battery management. Then, software architecture of the unit is introduced. The sensing network has 
a two-level cluster-tree architecture with Zigbee communication protocol. Important issues such as power saving and 
fault tolerance are considered in the designs of the new wireless sensing units and sensing network. Each cluster head in 
the network is characterized by its computational capabilities that can be used to implement the computational 
methodologies of structural health monitoring; making the wireless sensing units and sensing network have “intelligent” 
characteristics. Primary tests on the measurement data collected by the wireless system are performed.  The distributed 
computational capacity of the intelligent sensing network is also demonstrated. It is shown that the new type of 
intelligent wireless sensing network provides an efficient tool for structural health monitoring of large-size structures. 
Keywords: wireless sensors, wireless sensing network,  intelligent sensing, Zigbee, structural health monitoring, smart     
structures 
1.  INTRODUCTION 
Traditionally, structural health monitoring (SHM) employs wire-based monitoring system which requires a vast amount 
of labor and cost for installation and maintenance of wires [1-3]. With the developments of wireless communication, 
wireless sensing systems have been proposed to eradicate the extensive lengths of wires in the tethered systems. Some 
innovative wireless sensing systems have been proposed in recent years as a promising solution for efficient and low-cost 
structural monitoring [4-6]. However, there are still many problems, such as the design of large scale wireless senor 
network, instability or even data loss in wireless data transmission, power consumption, limited data transmission 
bandwidth etc., in the current wireless sensing systems. More exploration and research work on wireless sensing systems 
are required before they can substitute for the traditional wire-based systems [5-6]. In recent years, a new wireless 
communication standard, IEEE802.15.4, has been developed explicitly for wireless sensor networks because of its 
extreme power efficiency [4]. Another important aspect of IEEE802.15.4 is that it offers a standardized wireless interface 
for wireless sensor networks, thereby ensuring compatibility between wireless sensor platforms with different designs 
and functionalities [7-8]. 
In this paper, a new type of wireless sensing network is proposed for the heath monitoring of large-size structures. 
Hardware design of the new wireless sensing unit is first studied. Then, Software architecture is introduced. The sensing 
network has a two-level cluster-tree architecture with Zigbee communication protocol built on IEEE802.15.4 wireless 
communication standard. Important issues such as power saving and fault tolerance are considered in the design of the 
new wireless sensing units and the sensing network. Some analysis algorithms are embedded in the sensing units, 
granting the wireless sensing units the ‘intelligent’ characteristics [9-10]. Primary experiment tests on the measurement   
data collected by the wireless system and the local computational capacity of the intelligent sensing units are performed. 
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2.  HARDWARE DESIGN OF THE WIRELESS SENSING UNITS 
Fig. 1 shows the overall hardware design of the new wireless sensing unit. The sensing unit mainly consists of six 
functional modules: 1) sensor interface; 2) signal conditioning; 3) sensor signal digitization; 4) computational core; 5) 
wireless communication; 6) battery management. To package the selected hardware components into a compact wireless 
sensor prototype, a two-layer printed circuit board was designed and fabricated. As shown in Fig 2, all electrical components 
are surface mounted to the printed circuit board. The six functional modules are also indicated in the circuit board of the 
new wireless sensor prototype in Fig. 2. 
Fig.1.Hardware structure of the new wireless sensing unit 
Fig.2.The new wireless sensor prototype 
2.1 Sensor interface module 
The sensor interface is responsible for the interfacing of various structural sensors such as accelerometers, strain gains, 
linear voltage displacement transducer and anemometers that will provide measurements of environmental loads and 
responses of the structure. To accommodate multiple sensors simultaneously, a multi-channel interface is designed. An 
additional sensing channel is also provided to accept outputs from a wide class of digital sensors. Many commercial 
MEMS-based accelerometers provide duty cycle modulated outputs with resolutions of 14-bits. 
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2.2 Signal conditioning module 
A wireless sensing system must be capable of recording both ambient and forced (e.g. seismic, typhoon) structural 
vibrations. To render the wireless sensors suitable for use in ambient structural vibration studies, a signal conditioning 
module is proposed to condition the voltage outputs of accelerometers, as shown in Figs. 1-2. The three major functions 
of the module are: Amplification, filtering and Voltage-offsetting of the measured signals.  
2.3 Sensor signal digitization module 
In this design, the wireless sensing unit can digitalize up to 3 analogy channels simultaneously through the Texas 
Instruments ADS7821 16-bit analog-to-digital (A2D) convertor. The sampling frequency can be up to 100 kHz, which is 
high enough for the structural monitoring application. Each wireless sensing unit can accommodate signals from a set of 
structural sensors, as long as their outputs are analog voltages from 0 to 5V. Other signals have been modified by the 
signal conditioning module. 
2.4 Computational Core 
The computational core of the wireless unit is responsible for executing embedded software instructions for engineering 
analyses. To take account of the power consumption and the capability of data processing, the 8-bit Atmel ATmega128L 
AVR microcontroller is selected as the principle component of the computational core. The microcontroller has 128KB 
of ROM, which is sufficient for storing monitoring software. In addition to ROM, 4kB of SRAM is integrated with the 
microcontroller; however, this amount of SRAM is insufficient to store all the collected data. An additional 128kB of 
SRAM (Cypress CY62128B) is interfaced with the microcontroller for the storage of sensor data. 
2.5 Wireless communication module 
In this design, The Chipcon CC2430 is selected as the wireless transceiver, which is a true System-on-Chip (SoC) 
solution specifically tailored for IEEE 802.15.4 and ZigBee applications. The CC2430 combines the excellent 
performance of the leading CC2420 RF transceiver with an industry-standard enhanced 8051 microcontroller unit (MCU) 
with 32/64/128 KB flash memory, 8 KB RAM and many other powerful features. It enables ZigBee nodes to be built in 
with very low total bill-of-material costs. The radio operates on the 2.4 GHz radio spectrum with a data rate of 250 kbps. 
The radio has a range of 10–75m [7-8]. 
2.6 Battery management module 
Battery is the only power source in wireless sensing. During the operation process of the wireless sensing, battery voltage 
is gradually reduced, which is not able to supply power. For battery maintenance and prolong of the duration time of 
batteries, a battery management module is designed. As shown in Fig.3, the module utilized the BL8530 step-up DC-DC 
Converter. The converter can start up by supply voltage as low as 0.8V and is capable of delivering maximum 200mA 
output current at 3.3V output with 1.8V input Voltage. Quiescent current drawn from power source is as low as 7uA. 
These features make BL8530 be suitable for the devices which are supplied by batteries. 
Fig.3.BL8530 with typical application 
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3. SOFTWARE ARCHITECTURE  
Software architecture includes two parts: one part runs on PC of server, and the other one on wireless sensing unit. 
Comparing these two parts, even though the server does not have the control module corresponding to ATmega128 
hardware interface, its system management module and application module are quite similar to that of sensing units, with 
only minor differences. 
3.1 Software architecture of sensing units 
Fig. 4 shows the three-layer software architecture of sensing units. At the lowest layer of the software architecture is the 
driver software which directly relates to hardware operation, data collection, storage and processing. Software of system 
management resides on a second upper layer of the software architecture. Application software is on the top layer of the 
software architecture. Application software mainly executes structural health monitoring algorithm. A number of data 
processing and analysis algorithms, including AR auto-regression analysis algorithm, fast Fourier transform (FFT), peak-
picking (PP) scheme, and other structural identification and structural damage detection algorithms have been embedded 
in the computational core of wireless sensing units. The algorithms are coded in language C, a high-level programming 
language for embedding software. All these three algorithms are able to process online embedded computing, and then 
send calculating results back to server. In this way, the amount of wireless data transmission is greatly reduced and the 
power consumption will be saved significantly [11-12]. The computational core with embedded software grants the 
wireless sensing units the ‘intelligent’ characteristics Moreover; it provides distributed computing resources for structural 
identification and structural damage detection of large size structures. 
Fig.4.Software architecture of sensing units 
3.2 Control of wireless sensing unit and system 
After program starting, the server first reads relevant parameters, such as sampling frequency and wireless sensing unit 
ID, from configuration files. Then, server initiates memory and wireless sensing units, such as serial units, AD units and 
the Chipcon CC2430. After all units using TPSN (Time-synchronization Protocol for Sensor Networks) algorithm to 
achieve time synchronization of the whole network, the server informs sensor units to collect data, deals these data with 
application software, such as FFT, PP, and other system identifiction and AR analysis, and sends the result to server. It is 
the server that determines the amount and time interval of units’ data collection and lets them step into sleep state which 
is less power-consuming.  
Fig. 5 shows the finite state transfer diagram of a wireless sensing unit. In the figure, the factor to trigger state transfer is 
above the transverse line, and the operation of state transfer is below the transverse line. After sensing unit program 
starts, it enters state 0  to initiate memory and related hardware such as serial unit, AD, CC2430  Then it jumps to state 1 
to call TPSN time synchronization algorithm to synchronize time of all units. After sensing units receive “START” 
broadcasted from server, they start to collect monitoring data, and jumps to state 2. Considering the instability of wireless 
channel, the server will send “INQ_START”, asking every unit whether receives “START” and begins to collect data. 
After getting “INQ_START”, units send “ACK_UNIT”  to the server. If the server does not receive“ACK_START”, it 
assumes the unit does not obtain the broadcast and sends “RESTART” to order unit jump back to state 0 to restart this 
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unit. Under state 3, units are collecting monitoring data. As soon as the task finished, they will jump to state 4. At that 
time, it can, according to needs, use FFT, Peak-Picking or AR self-regression analysis to process data, and send 
calculating result to the server. Taking into account the instability of wireless channel, corresponding error handle 
measures, like time-out handles when receiving data and error handle when receiving wrong orders, should be 
implemented to ensure transmission between sensing units and the server. 
Fig.5.Finite-state transfer diagram of the wireless sensing units 
4.  NETWORK TOPOLOGY FOR THE WIRELESS SENSOR NETWORK 
In the usual STAR network topology, all the sensor units communicate with a central monitoring station. Such an 
approach solves most of the problems associated with wired systems, but may cause new problems that are inherent to 
the wireless systems. Civil infrastructures in general are quite large, spanning hundreds of feet and in the case of bridges 
may be miles long. On account of these large sizes, the monitoring system is widespread with dense array of sensors and 
some of the sensors placed very remotely from the central monitoring station. This makes the process of data acquisition 
difficult as wireless links have limited range. Also, the amount of power required to transmit data over such large 
distances is quite large [13]. To meet the demands of large network nodes, low complexity, long distance data 
transmission and low power in wireless senor network for the application of structural health monitoring of large-size 








Fig.6.A two-level cluster-tree wireless network topology for SHM of large-size structures 
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A large-size structure is divided into substructures. The distributed sensing units/nodes in a substructure are grouped into 
a cluster. A cluster head is assigned to each cluster to coordinate the sensing node in its cluster and to collect data from 
them during monitoring. Communication between the distributed sensing nodes with their corresponding cluster head 
forms the lower tier and the network of cluster heads forms the upper tier. To provide fault-tolerance to the network in a 
case when a cluster head goes out of service, which could happen, for example, during an extreme event such as an 
earthquake, a backup cluster head is designed for each cluster head, so the whole sensor network can still work with the 
backup cluster head through the backup routs. 
The sensing nodes in a cluster are usually powered from batteries. To minimize energy consumption by a node and to 
minimize number of hops for a message, all sensing nodes prefer a single hop communications with the corresponding 
cluster head. If, however, a single-hop path is not available, a multi-hop path can be taken. A cluster head controls the 
communication in the allocated cluster. A cluster head not only serves as a router of the network messages but also 
possesses computational capabilities with the data collected from the sensing nodes in the cluster. This network topology 
provides parallel computation between the substructures, which is a useful feature for the implementation of 
computational methodologies for structural health monitoring and damage detection of large-size structures. Finally, a 
center node combines the functionally of a cluster head with additional computational capabilities that can be used for 
the final decision of structural health monitoring.  
5. PERFORMANCE ANALYSIS OF THE NEW WIRELESS SENSOR NETWORK 
5.1 Power consumption  
Since wireless sensing units are all battery-powered, battery maintenance directly influences system efficiency and 
operation. The design of low power consumption of a wireless sensing system is an important requirement for a wireless 
sensing system. In wireless communication, the relationship between power consumption E and communication distance 
d is expressed by 
                                                                                                                                     
nE = k d                                                                                                                               (1) 
in which 2≤n≤4. This means that with the increase of communication distance, power consumption has a sharp increase. 
Therefore, the two-level cluster-tree wireless network topology decreases signal-hop communication distance by adopting 
multi-hop communication is of great help to decrease power consumption of single unit. On the other hand, because 
structure health monitoring does not need not to collect real-time data 24 hours a day, we design the low power sleep 
function. In this way, sensing units sleep most of the time, and system power consumption decreases dramatically, to 
meet the needs of medium or long run structure health monitoring. 
Also, CC2430 is a low-power transceiver designed for RF applications in the 2.4 GHz unlicensed ISM band. It only 
consumes 60mW when receiving and 52mW when transmitting [7-8]. Estimation of power consumption of the circuit is 
shown in Table 1. It is noted that the power consumption of the new wireless sensing unit is quite low. 
Table.1. Estimation of power consumption of the circuit 
 Current consumption in working function  Current consumption in sleep function 
ATmegal 128 12 mA 40 uA 
CC2430 27 mA 0.9uA 
BSI62LV4006EI(10MHZ) 20 mA 4.0uA 
ADS8341(100HZ) 1.0mA 1.0uA 
BL 8553 7.0uA 7.0uA 
BL 8530 5.5uA 5.5uA 
Other components 1.0mA 24 uA 
Total 61 mA 82 uA 
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5.2 Accuracy of data transmission  
Performance of the wireless sensing system is first studied by installing the wireless sensing units in a three-story 
structure model in the laboratory. The structure model behaves as a shear structure because of its rigid floors. A 
traditional tethered monitoring system is also installed, which allows the performance of wireless sensing system to be 
directly compared with that of the tethered system. At each floor level, two accelerometers are mounted in parallel and 
they are connected to the wireless and tethered sensing system, respectively as shown in Fig. 7.  
Fig.7.Test structure model and with wireless sensing system 
 
Acceleration responses of the structure model under impact loading are measured by the wireless and tethered sensing 
systems, respectively. As the wireless and tethered monitoring system do not start collecting data simultaneously, it is 
necessary to shift the time histories of acceleration response collected by the wireless and tethered systems before 
comparing them. Then, time-history acceleration responses collected by the wireless sensing system are compared with 
those by the tethered system, as shown in Fig. 8. It is noted that the data collected by the wireless sensing system are in 














Fig. 8.Comparisons of measured acceleration time histories by the wireless and tethered system (Left:  Data collected by wireless 
sensing system; Right: Data collected by tethered system) 
 
5.3 Performance of on line computation of the wireless sensing units  
It’s difficult to transmit all the measured information in real time to the central data acquisition using wireless sensing 
network for large-size structures due to the limitation of bandwidth in wireless communication. It’s also too power 
consuming to send the tremendous amount of original data to the central station because portable battery is the only 
power source for each sensor node. Therefore, it is essential to integrate some embedded algorithms in the sensor’s 
microprocessor, which allows the senor to self-interrogate measurement data instead of directly transmitting the recorded 
data to the central station [9-12]. By conducting a portion of the computation at the sensor level, only limited information 
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need to be transmitted back to a central station, grants the wireless sensing units the ‘intelligent’ characteristics. So far, a 
number of data processing and analysis algorithms have been implemented in the new wireless sensing units, but their 
performances need to be studied by various tests. In this paper, performances of on line computation of the embedded 
fast Fourier transform (FFT) and peak-picking (PP) algorithms are analyzed by laboratory test on the above three-story 
structural model. After FFT and PP calculation, each wireless sensing unit sends results through wireless sensor cluster 
network back to server instantly, as shown in Fig. 7. Fig. 9 shows the on line FFT of the three sensing units, there are in 
close match with those of offline FFT.  
 
 
Fig.9. On line FFT of the three sensing units 
 
To check the accuracy of the embedded PP algorithm, the results transmitted to the center are compared with those by 
off-line PP analysis. Table 2 shows the modal frequencies estimated from the two approaches are identical. Therefore, 
the designed cluster wireless sensing network possesses favorable performances of data collection, transmission and on 
line calculation. 
Table.2. Comparison of on line and off-line PP results 
 
Embedded PP PP off-line 
1st Peak 2nd Peak 3rd Peak 1st Peak 2nd Peak 3rd Peak 
Freq. Freq. Freq. Freq. Freq. Freq. 
1st Floor 8.30 23.9 34.47 8.30 23.9 34.47 
2nd Floor 8.30 23.9 34.47 8.30 23.9 34.47 
3rd Floor 8.30 23.9 34.47 8.30 23.9 34.47 
 
6. CONCLUSIONS 
In this paper, a new type of wireless sensing network is proposed for the heath monitoring of large-size structures. The 
wireless sensing unit mainly consists of modules of sensing interface, signal conditioning, signal digitization 
computational core, wireless communication and battery management. The software architecture of sensing units is in 
three-layer: driver software, system management software, and application software. Application software mainly 
executes structural health monitoring algorithm. A number of data processing and analysis algorithms have been 
embedded in the wireless sensing units.  In this way, the amount of wireless data transmission is greatly reduced and the 
power consumption can be saved significantly. Moreover; it provides distributed computing resources for structural 
identification and structural damage detection of large size structures, granting the wireless sensing network the 
‘intelligent’ characteristics. A two-level cluster-tree topology architecture with Zigbee communication protocol is 
designed for the sensing network. Power consumption analysis and primary experiment test on the accuracy of 
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measurement data and performance of on line computation of the wireless sensor units validate that the designed wireless 
sensing network possesses favorable performances of data collection, transmission and distributed computation. 
However, more research is needed to develop the new wireless sensing network, especially filed study is needed to 
explore the performance and robustness of the proposed new wireless sensing network as the number of sensing modes 
increase for structural health monitoring of large -size structures. 
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