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6
1 Introduction
On August 3rd, 2004 the launch of the NASA probe MESSENGER (MErcury Surface,
Space ENvironment, GEochemistry and Ranging) was successfully initiated. The probe
is targeted to investigate several properties of planet Mercury, which of all planets in the
solar system is closest to the sun. After three flybys in 2008 and 2009, MESSENGER
entered its designated orbital phase in March 2011. The magnetic field measurements
that have been collected until the time of this writing show several interesting features,
where the most unexpected signature is the so called “Double Magnetopause” (Slavin
et al. 2008). Such a double current sheet had never been observed before, neither at Earth
nor in any other planetary magnetosphere. According to widely accepted textbooks, a
single current sheet would be expected instead. A trusted explanation for the origin of
the double current sheet is missing to the present day. From the few one-dimensional
measurements it is hardly possible to understand the involved physics.
Fortunately, three-dimensional plasma simulations have become an important tool within
the past ten years to gain a deeper insight and to place spacecraft data within the context
of the full 3D interaction scenario. A wide range of numerical plasma models is available
to capture the space plasma processes. Which method to choose depends on the partic-
ular problem. Basically three self-consistent plasma models exist to describe the plasma
flow around obstacles that are exposed to a magnetized plasma: Magnetohydrodynamics
(MHD) that describe the plasma as a conducting fluid, full particle models that describe
both, the electrons and ions kinetically and finally the hybrid approach that treats the elec-
trons as a fluid, whereas a completely kinetic approach is retained to cover ion dynamics.
When dealing with obstacles like planet Mercury whose size is comparable to the scale of
the ion gyro-motion, a hybrid model is the most convenient choice. Many other obstacles
within the solar system require the application of this approach as well, such as Mars,
Venus, several Saturnian moons, asteroids and comets. Due to the kinetic description of
the ions, the hybrid model accounts for non-Maxwellian distribution functions, cycloidal
pickup motion or velocity shear between distinct ion species. From the numerical point of
view it can be categorized as a particle-mesh code. The particles interact with the electron
fluid and electromagnetic fields defined on the nodes of the numerical mesh. While the
number of particles per unit volume defines the resolution in velocity space, the spatial
scale of resolvable plasma processes is limited by the resolution of the numerical mesh.
Several hybrid models are available that perform a spatial discretization by using a static
Cartesian mesh (eg. Modolo and Chanteur (2008), Trávnícˇek et al. (2010) or Omidi et al.
(2002)). However, there are at least two models which take advantage of more sophisti-
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cated mesh types that adapt spatially to the given geometry. The hybrid model by Kallio
and Janhunen (2003) uses hierarchical meshes while the hybrid model of Bagdonat and
Motschmann (2002) applies curvilinear meshes, but both mesh types are static in time.
The latter model has been successfully applied to numerous scenarios such as comets
(Bagdonat and Motschmann 2002, Gortsas et al. 2010, Wiehle et al. 2011a), asteroids
(Simon et al. 2006a), Mars (Bößwetter et al. 2004) and several Saturnian moons such
as Titan (Simon et al. 2006b), Rhea (Roussos et al. 2008) and Enceladus (Kriegel et al.
2009). The curvilinear shape of the numerical mesh improves the resolution in critical
regions, such as the ionosphere of an obstacle. However, due to several numerical ap-
proximations accuracy is decreased whenever the curvilinear coordinate system deviates
strongly from a Cartesian system which in turn limits the gain of resolution (Bagdonat
2005).
This resolution deficiency introduces inaccuracy whenever localized small-scale features
are of interest. For instance fossil fields at Titan are strongly localized (Neubauer et al.
2006, Bertucci et al. 2008) and require high resolution just for certain regions close to the
obstacle’s surface. Modeling efficiently the fine structure of shocks of ionospheric obsta-
cles and its related shocklets (Bagdonat and Motschmann 2002, Bößwetter et al. 2004)
introduces an even greater challenge, as firstly the region is strongly localized and sec-
ondly develops with time. In particular modelling the Hermean magnetosphere is most
challenging when small structures such as the double current sheet shall be taken into ac-
count. The reason are the significantly different scales: the width of the current sheets, on
the one hand, and the width of the magnetosphere, on the other differ by nearly a factor
of thousand.
Increasing the global resolution usually is not an option, as Hybrid codes (or in general
particle-mesh-codes) are extremely expensive in both, memory consumption and com-
putation time. As memory consumption grows with a power of three and computation
time by at least a power of four when increasing the mesh resolution, more sophisticated
methods are required to increase the resolution. One of these methods is referred to as
Adaptive Mesh Refinement (AMR).
The idea behind AMR is to specify a coarse mesh before starting a simulation run and
then to locally refine the mesh in regions where small scale structures evolve. This self-
refinement usually is guided by strong local gradients in physical quantities like densities,
currents or electromagnetic fields. It ensures that fine-scale structures are well resolved
and avoids spending disproportional computational resources on calculating large-scale
structures or even undisturbed solar wind flow, which would be the case when a uniform
mesh is applied. To the authors’ knowledge, there is no adaptive hybrid simulation code
in space plasma physics to the present day.
The objective of this thesis is therefore to develop an adaptive hybrid model which we
call A.I.K.E.F. (Adaptive Ion-Kinetic Electron-Fluid) and its application to the plasma
environments of planet Mercury and the Saturnian moon Titan. We will briefly introduce
the basic hybrid equations in chapter 2. Since several ways exist on how to implement the
adaptive mesh refinement, we will discuss the most common AMR techniques in chapter
8
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3 and substantiate why we chose to use the method called “Hybrid-Block-AMR”. For
clarification we shall point out that the term “Hybrid” of the AMR method does not relate
to the term “Hybrid” of the physical method in any way. This chapter also includes a
detailed description of the code’s parallelization and analysis of its scaling behavior. In
view on future code development we provide a detailed explanation on the implementa-
tion in chapter 4. During and after the implementation of A.I.K.E.F., the code has been
intensively tested. The most important tests are presented in chapter 5, including a first
comparison of Mercury simulation results with MESSENGER observations.
Chapter 6 is subject to a detailed discussion on Mercury’s plasma environment. The
A.I.K.E.F. simulation model enabled the application of high resolution meshes, such that
we succeeded in capturing the double current sheet which had been observed during the
MESSENGER flybys. Based on our simulation results, we give a potential explanation
for the origin of the so called “Double Magnetopause”. A completely different obstacle is
analysed in chapter 7, that is the Saturnian moon Titan. In contrast to planet Mercury, Ti-
tan does not possess an intrinsic magnetic field but a highly conducting ionosphere. Dur-
ing Titan’s excursion through Saturn’s magnetopause so called “fossil fields” that were
memorized in Titan’s ionosphere have been detected by the Cassini spacecraft. Even
though the involved physics are rather well understood, the time scale of their survival is
still under debate. The A.I.K.E.F. simulation code is the first hybrid model that succeeded
in capturing the fossil fields. Based on these results, we estimate a time-scale for their
survival and analyse the complex tail reversal during a magnetopause passage. The most




The hybrid approximation treats the electrons as a fluid while the ions are modeled ki-
netically. A detailed derivation of the equations is given in several references, such as
Matthews (1994), Bagdonat (2005) or Simon (2007a). Thus, we only provide the final
equations and name the limits of validity that must be accounted for in section 2.1. The
idea behind dimensionless equations and values is shown in section 2.2. In contrast to full
particle models, Gauss’s law is not considered when deriving the hybrid equations and is
not exactly fulfilled. The introduced error is discussed in section 2.3.
2.1 Equations
The electron fluid approximation limits the application of hybrid models to scenarios
where the investigated
1. time scales are larger than the electron gyration period
2. spatial scales are larger than the electron gyration radius
3. spatial scales are larger than the Debye length
If the conditions above hold it can be shown that the electron mass and displacement
currents in Ampère’s law can be neglected and quasi-neutrality can be assumed for the
plasma (Bagdonat and Motschmann 2002):
1. me = 0 mass-less electrons
2. ρi ≈ −ρe quasi neutrality
3. j = 1
µ0
∇ × B Darwin Approximation (Bagdonat 2005)
where me is the electron mass, ρe and ρi are the electron and ion charge density, respec-
tively. Considering the above approximations, an explicit equation for the electric field
can be derived from the electron momentum equation:
E = −ui × B +







∇ × B , (2.1)
where ui is the mean ion velocity, pe the electron pressure and η the plasma resistivity that
may arise from particle-wave scattering. While ui and ρi can be directly derived from the
11
2 Hybrid Model
individual ion quantities which will be described in section 3.5, an adiabatic equation of







where pe0 and ne0 are initial electron pressure and density and κ = ( f +2)/ f is the adiabatic
exponent. We chose the number of degrees of freedom f = 2 to account for the two-
dimensional thermodynamic coupling that acts only perpendicular to the magnetic field
(Bagdonat 2005). The application of Faraday’s law to equation 2.1 yields a time evolution































= vi , (2.5)
where qi and mi are the ion’s charge and mass, respectively. The vectors E′ and B are
the electric and magnetic field at the ion position xi and are needed to advance the ion
velocity vi. The use of E
′ is required for conservation of momentum (Bagdonat 2005):
E′ = E − η∇ × B (2.6)
In some scenarios, solid obstacles are present, such as planets, moons or asteroids. Any
ion that hits the surface of the solid obstacle is removed from the simulation. The ion
velocity and inverse ion density are set to zero inside the obstacle in order to eliminate the
convective and Hall term in equation 2.1. An arbitrary resistivity profile can be specified
for the obstacle. Hence, the magnetic field can propagate through the obstacle by means
of diffusion.
2.2 Normalization
In order to eliminate natural constants such as µ0 and to avoid unwanted round-off errors,





where A∗ is the normalized quantity that is used within the simulation, A is the physical
quantity in SI units and A0 is the background value in SI units.
Typically the background magnetic field B0, the background ion number density ni0 and
mass mi0 are chosen corresponding to the respective scenario. Any further normalization
quantities can be derived from these, as shown in table 2.1. In this particular example
the employed background values relate to the undisturbed solar wind at planet Mercury
(Milillo et al. 2005).
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Quantity Symbol Value
Magnetic field B0 21 nT
Density n0 32 cm−3
Mass m0 mproton
Charge q0 e
Time t0 = Ω−1g,i 0.5 s
Length x0 = c/ωp,i 40.3 km
Velocity v0 = x0/t0 80.9 km s−1
Conductivity σ0=t0/(µ0x20) 2.4 · 10−4 S m
Magnetic moment M0 = 4piB0r30/µ0 1.4 · 1013 Am2
Table 2.1: The Table provides an example for normalization values for the undisturbed
solar wind at planet Mercury. The background values are taken from Milillo et al. (2005).
2.3 Violation of Charge Neutrality
As argued in section 2.1, charge neutrality is assumed to derive equation 2.1 for the elec-
tric field, i.e. ρi +ρe = 0 . However, in general the divergence of the electric field does not
vanish. Hence, Gauss’s law yields a charge that is different from zero which obviously
conflicts with the assumption of charge neutrality. In the following we will estimate the
error that is introduced:
Gauss’s law reads:
∇ · E = ρc
0
(2.8)
where ρc is the sum of ion and electron charge density ρc = ρi + ρe and 0 = (µ0c2)−1 the
permittivity of free space. Like any other hybrid equation Gauss’s law can be normalized
as follows:










⇔ 0 v0B0x0 ∇















∇∗ · E∗ = ρ∗c (2.14)
where x0 = v0m0/(q0B0) = c/ωp,i is the inertia length of the normalization species with





In typical hybrid simulations (e.g. on the plasma environment of Mercury and Titan)
the normalized divergence of the electric field turns out to be of order one, ∇∗ ·E∗ ≈ O(1).
As the Alfvén speed is about v0 = 105m/s and the speed of light c = 3 · 108m/s Gauss’s
law yields a normalized charge density that is of order ρc ≈ O(10−7) that is seven orders of
magnitudes smaller than the normalized ion charge density ρi ≈ O(1). Hence, the approx-
imation ρe = ρc − ρi ≈ −ρi only affects the seventh decimal place and thus the introduced
error can be considered negligible.
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to the Hybrid Model
For quite some time, hybird models have been used to study space plasma interactions
in astrophysics (Leroy et al. 1982, Winske and Leroy 1985, Motschmann et al. 1992).
The particular hybrid schema that we use was designed by Matthews (1994) for two-
dimensional staggered Cartesian meshes. The essential difference to other hybrid schemas
was the application of the “Cyclic leapfrog” and “Current advancement Method ”, as de-
scribed in section 3.3. Based on this schema, Bagdonat and Motschmann (2001) devel-
oped a simulation code with the application to three dimensional un-staggered curvilinear
meshes. The concept behind the application of this schema to three dimensional un-
staggered adaptive meshes and its efficient parallelization is described throughout this
chapter. A more compact version is given by Müller et al. (2011a).
3.1 Strategies for Adaptive Mesh Refinement (AMR)
Long since, AMR has been used in numerical simulations and several strategies exist to
refine the numerical mesh. An early method proposed by Simpson (1978) is to merge
additional mesh nodes into coarser meshes in order to enhance the local resolution. How-
ever, Berger and Oliger (1984) pointed out that this strategy compromises the local unifor-
mity of the mesh which substantially slows down the integrator and prevents its efficient
parallelization.
Instead, Berger and Oliger (1984) introduced a patch-based version of AMR, where a
patch is a cuboid sub-mesh of arbitrary size. In a first step regions within the mesh that
need to be refined are flagged. Afterwards a clustering algorithm covers the respective
regions with patches of higher resolution. In order to achieve an optimal fit, patches can
be translated, rotated and may overlap. Each patch can be processed highly cache efficient
and individually, which enables the possibility of efficient massive parallelization. Sev-
eral of today’s simulation codes and packages have implemented this refinement strategy,
such as CHOMBO, SAMRAI or AMRVAC (Keppens et al. 2003).
In order to further improve the mesh adaption and avoid duplication of nodes, Khokhlov
(1998) proposed to refine each individual node into 2dim children nodes and organize in-
dividual computational nodes directly in a fully threaded refinement tree, where dim is
the number of dimensions. These children in turn can be successively further refined un-
til the required resolution is reached. Even though this method creates perfectly flexible
15
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meshes, it is harder to process mesh nodes as cache-efficient as in the Patch-AMR method.
This drawback is addressed by the Block-AMR method, which is implemented in several
simulation codes like the MHD simulation code BATS-R-US by Gombosi et al. (2003)
or RACOON by Dreher and Grauer (2005). The idea behind Block-AMR is basically
to refine entire blocks of nodes rather than single nodes and organize them into a tree
structure similar to the method of Khokhlov (1998). Therefore a fixed number of nodes
is grouped into a block, that can be processed highly cache-efficient. Since blocks can
be processed individually, efficient massive parallelization is possible as well. An initial
decomposition of the numerical mesh into blocks is provided and in case refinement is
required, entire blocks are refined into 2dim children blocks. In contrast to Patch-AMR,
all blocks are of equal size and no sophisticated clustering algorithms are required, which
simplifies strongly the implementation. However the mesh adaption is usually not as good
as in the patch based method.
To keep the advantages of Block-AMR but improve its mesh adaption, a modified version
of Block-AMR was introduced by van der Holst and Keppens (2007) which they referred
to as Hybrid-Block-AMR. In contrast to the standard block AMR approach, the common
rule that a block must be either entirely refined or not at all is released. Instead, each oct
of the block (in 3 dimensions) can be refined individually, which strongly increases the
adaption of the refined mesh. Van der Holst and Keppens (2007) carried out a comparison
of ordinary Block-AMR, Hybrid-Block-AMR and Patch-AMR and showed that identical
results were obtained with the different methods, but the hybrid schema turned out to be
fastest with respect to the execution speed.
It is further worth noting that Hybrid-Block-AMR can create meshes identical to cell-
based-AMR and ordinary Block AMR. In case base blocks of 2dim mesh nodes are spec-
ified, the meshes obviously are identical to meshes created by cell-based-AMR. On the
other hand it is straightforward to force refinement of entire blocks, which yields meshes
identical to the ordinary Block-AMR approach.
Since the Hybrid-Block-AMR approach offers a good mesh adaption, yet inherits the
advantage of cache efficiency and can efficiently be scheduled in massive parallel, we de-
cided to apply this method to the hybrid schema of Bagdonat and Motschmann (2002).
However, since the underlying data structures differ very much from the former version,
the A.I.K.E.F. simulation code has been rewritten from scratch.
3.2 Refinement Tree
Prior to each simulation run the numerical mesh is decomposed into a fixed number of
blocks. For instance a three-dimensional mesh consisting out of 803 mesh nodes is de-
composed into 83 blocks, each in turn consisting out of 103 mesh nodes. These blocks are
labeled “root blocks” or “L0-blocks”. By halving the block size in each dimension, each
block can be virtually subdivided into 8 parts of equal size (in three dimensions) that are




Figure 3.1: Shown is a mesh topology of the hybrid-AMR approach (a) with its corre-
sponding refinement tree in (b). The tree of this two-dimensional example is a quad tree,
i.e. each block can be assigned four potential children blocks. In three dimensions an oct
tree is required. Root-blocks are colored in green, L1-blocks in blue and L2-blocks in red.
The shaded squares represent blocks that are effectively refined, while the non-shaded
squares indicate blocks that could be refined if required. The ability to refine individual
quads (octs) rather than entire blocks significantly increases the mesh flexibility (see van
der Holst and Keppens (2007)). In root block 2 the level one quad number 4 is refined
to guarantee that the refinement level of neighboring blocks must not differ by more than
one.
than entire blocks, which works as follows:
After a given time TRe f ine it is checked for every mesh node whether a given refinement
criterion is fulfilled and therefore resolution enhancement required. A criterion can be for
instance when the local field strength of any physical quantity exceeds a given value. If
this is the case, the respective mesh nodes are flagged for refinement. In case a certain
number of mesh nodes inside one oct are flagged, the respective oct of the given block
is refined, i.e. the oct volume is covered up by a block of half length in each dimen-
sion but equal number of mesh nodes, thereby doubling the resolution in each dimension.
Therefore the new block covers precisely the oct of the underlining block (see fig. 3.1(a)).
These blocks are labeled “L1 blocks”. If further resolution enhancement is required, any
oct of the L1 block is refined in up to eight “L2 blocks” which in turn can be further refined
until the requested solution is reached.
Our implementation does not restrict the maximal level of refinement, however in prac-
tice it is limited by finite computational resources. In order to manage computational
resources in a reasonable way, resolution can be decreased if not required anymore, i.e.
blocks are removed. This works as follows: after a given time TRemove it is checked for ev-
ery mesh node whether a given removement criterion is fulfilled and therefore resolution
reduction is required. If so, the respective mesh nodes are flagged for removement. In case
a given number of mesh nodes inside one block are flagged, the block is removed. During
both the refinement and removement process any oct can be refined, unless the refinement
level of neighboring blocks does not differ by more than one. This rule is introduced to
avoid rapid changes in resolution.
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Newly refined blocks are grouped into a tree data structure. Each root block represents
the root of one tree. Figure 3.1(b) shows the refinement tree which corresponds to the
two-dimensional mesh topology of fig. 3.1(a). Please note that the refinement tree of this
two-dimensional example is a quad tree, i.e. each block can be assigned four potential
children blocks, while in three dimensions an oct tree is required. Blocks are enumerated
in the following way: the upper left block is assigned number 1, upper right number 2,
lower left number 3 and lower right number 4. Root-blocks are colored in green, L1-blocks
in blue and L2-blocks in red. The shaded squares represent blocks that are effectively re-
fined, while the non-shaded squares indicate blocks that could be refined if required.
This small mesh already illustrates quite well the advantage of Hybrid-Block-AMR over
standard Block-AMR. In this case mesh nodes inside blue octs are flagged for level one
refinement and mesh nodes inside red octs for level two refinement. As stated above,
in standard Block-AMR a block is completely refined or not at all which means for this
case that 16 blocks in level one would be refined instead of 6, even though the majority
of mesh nodes are not flagged. The same applies to refinement level 2 where 20 blocks
have to be created instead of 7. Even worse, due to the rule that the refinement levels
of neighboring blocks must not differ by more than one, further refinement will be trig-
gered in lower levels (not visible in this simple sketch). Beyond that, the ratio gets worse
in case of three-dimensional meshes. A detailed comparison and quantitative analysis of
hybrid and standard block AMR has been presented by van der Holst and Keppens (2007).
In our implementation, blocks that are covered by finer blocks (such as the green block
1 in fig. 3.1(a)) are not removed, regardless of whether they are covered partially or en-
tirely by finer blocks. The electromagnetic fields are propagated within every level of
refinement i.e. every block, independent of whether it is covered by finer blocks or not.
This is required for interpolation and projection of electromagnetic fields at refinement
boundaries, which will be explained in section 3.4. In contrast, particles are exclusively
assigned to the highest level of refinement, i.e. to the maximal refined block at the par-
ticle’s position. In the following these blocks will be referred to as “top-level-block”
(TLB).
3.3 Time Integration Schema
The time integration is discussed in detail by Matthews (1994) and is shown to be of sec-
ond order accuracy. Since we choose the same time step ∆t for any level of refinement the
schema doesn’t need to be modified for the application to AMR which is why we simply
provide a brief summary here.
The electromagnetic fields and particle positions are initialized at full time steps En, Bn
and xnp. The charge density at full time steps ρ
n
i is gathered from the particle positions
(see section 3.5). The particle velocities, on the other hand, are initialized at half time
steps vn−1/2p . This allows the application of a time-centered second-order accurate leap-
frog schema for the particle advancement. The same second order leap-frog method is
applied to the magnetic field Bn (equation 2.3) that depends on the charge density ρn+1/2i
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Once the quantities are initialized as described above the following computational cy-
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(6) Advance Bn to Bn+1 by eq. 2.3 using ρn+1/2i , u
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i
(7) Extrapolate un+1/2i to u
n+1
i using the
“Current Advancement Method (CAM)” by Matthews (1994).
(8) Calculate En+1 by eq. 2.1 using Bn+1, un+1i , ρ
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are known which means the loop is closed. We shall point out that for the magnetic field
advancement step (6) a cyclic leap-frog schema is used as described in Matthews (1994).
The corresponding time step is smaller than the time step of the particle advancement in
steps (1) and (3), which is referred to as magnetic field sub-cycling. For a usual simula-
tion we set ∆tparticle = 7 · ∆tBField.
We add some numerical diffusion to the electromagnetic fields after each time step which
we refer to as smoothing. This is required to stabilize the magnetic field integration. The
smoothing is a 26 point stencil averaging procedure. In a first step the spatial average b




Bi+a, j+b,k+c · 2−(a
2+b2+c2+3) (3.3)
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Figure 3.2: The sketch illustrates the smoothing procedure equation 3.3. In order to damp
small scale fluctuations that arise from numerical noise, a weighted average is calculated
after each magnetic field update for each mesh node (here exemplarily P) in the following
way: the magnetic field values at the surrounding mesh nodes are added where the value
at the respective node itself is weighted with 1/8 (red), values at blue mesh nodes are
weighted with 1/16, the values at green nodes with 1/32 and the values at magenta nodes
with 1/64. Afterwards, the new magnetic field value at the red mesh node is calculated
corresponding to equation 3.4. The image is taken from Simon (2007b).
Afterwards the average weighted magnetic field is estimated:
Bi jk = (1 − αs)Bi jk + αsbi jk (3.4)
where we call αs the smoothing parameter. In finite differences this schema is similar
to a high order Laplace operator and therefore acts similar as diffusion. This procedure
is sketched in Figure 3.2. In some scenarios however, the smoothing procedure may de-
stroys physical features such as “Fossil Fields” at Titan as will be explained in chapter
7. Thus, a more sophisticated method that generally enables the application of smaller
smoothing values is discussed in section 7.4.
As mentioned in section 3.2, particles are always assigned to “Top-Level-Blocks” (TLBs).
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Hence, steps (1) and (3) are exclusively carried out at TLBs. The same is valid for the
gathering steps (2) and (4). However, densities and currents are projected to lower levels
and non TLBs after the gathering is completed as will be explained in section 3.4. In
contrast, steps (5) to (8) that relate to electromagnetic field propagation are carried out
within every block of each level in order to allow field interpolation at level boundaries,
as will be explained in section 3.4.
3.4 Spatial Discretization
Each mesh node inside a given block is identified by its indices i, j, k where i denotes the
mesh nodes in x-direction and j and k in y- and z-direction, respectively. The standard
way to calculate first and second spatial derivatives of a function f at the position of a














f[i+1, j,k] − 2 f[i, j,k] + f[i−1, j,k]
∆2x
+ O(∆2x) (3.6)
This central finite differencing schema is of second order accuracy. At the intersection of
lower and higher refinement levels, the values from lower levels are linearly interpolated
to higher levels. In turn, when available the values from higher levels are projected to
lower levels by means of equation (3.10). This standard technique is discussed in detail
by Fujimoto and Machida (2006a).
3.5 Moment Gathering and Force Interpolation
We use a “Cloud in Cell” schema in order to derive the macroscopic plasma moments such
as ion charge density ρc and current ji. In this schema, it is assumed that the total charge,
mass and momentum carried by a certain macroparticle are distributed homogeneously
within the cell where it is located. This homogeneous charge cloud is then distributed to
the adjacent mesh nodes according to a certain weighting schema, defining the fraction of
each macroparticle quantity which is assigned to each of the eight cell corners. Further-
more, each particle is assigned an individual weight wp, where the weight represents the











ξa(x)ξb(y)ξc(z) (a, b, c = 0, 1) (3.8)
is added to each of the eight mesh nodes of the cell in which the particle is located, where
Vcell is the cell-volume, x, y and z define the particle position in cell coordinates that are
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normalized to the interval ]0 : 1] and ξ is the shape function:
ξ0(x) = (1 − x) and ξ1(x) = x (3.9)
As was described in section 3.2, particles are exclusively assigned to TLBs which is why
the gathering schema can exclusively be executed inside TLBs. However, the electromag-
netic field equations (2.1) and (2.3) require the densities and currents to be known at lower
levels as well. One way to derive the moments in lower levels would be to temporary copy
the particles to lower levels in order to enable moment gathering. However, this would
be computationally extraordinary expensive. Fortunately the plasma moments at lower
levels n can be derived from higher levels n + 1 as is explained below.
Assume a block of level n is covered by blocks of level n + 1. Then for each mesh node
i jk of the respective block a mesh node uvw at level n + 1 exists that is at the identical
coordinate in space. The value of any plasma moment Mni jk at level n is then derived by






It can be shown by some straight forward algebra that this yields exactly the plasma mo-
ments that a Cloud-in-Cell schema executed inside lower levels would produce (Fujimoto
and Machida 2006b).
Since electromagnetic fields are exclusively defined at mesh nodes they have to be in-
terpolated to the particle positions in order to calculate the Lorentz force that acts on each





Ai+a, j+b,k+c ξa(x)ξb(y)ξc(z) (3.11)
This operation is basically inverse to moment gathering procedure. It can be shown that
the weighting functions ξ must be identical in moment gathering and field interpolation




In particle mesh models, a certain number of particles must be present inside one cell in
order to provide a reasonable resolution in velocity space. In the following we will label
this number oPiC (optimal number of Particles in Cell) which we usually set to a value of
100. When adaptive mesh refinement is applied, particles have to be split up and merged
in order to achieve this number. When particles travel across refinement boundaries from
level Ln to level Ln+1, the volume of each cell decreases by a factor of eight (in three
dimensions). Hence, the number of particles must be increased by a factor of eight to
obtain the oPiC. This is achieved by splitting particles. On the other hand as particles
travel from level Ln+1 to level Ln the number of particles in each cell would increase by
eight. In order to reduce this number particles are merged.
However, we shall point out that the value of oPiC may vary in space, i.e. a global value
oPiCglobal is set prior to each simulation. Afterward a local value oPiClocal is assigned to
each cell as described in the following. First we set oPiClocal = 8 · oPiCglobal inside blocks
that are located adjacent to refinement boundaries of higher levels. This causes particles
to be split before entering higher resolved levels which strongly reduces numerical noise.
A quantitative analysis of numerical noise reduction is given in section 5.2.1. At first
glance this seems to be numerically more expensive since more particles are involved.
However, this is not necessarily the case, since it allows to completely avoid splitting and
merging inside the highest level of refinement. This in turn is more accurate since no
features inside the highest level of refinement (which are “the features of interest“) are
falsified by means of particle refinement. Secondly we set oPiClocal >= ρlocal · oPiCglobal,
where ρlocal is the local plasma density (as described in section 2.2 the background density
equals one). This ensures that disproportional splitting or merging occurs in regions of
increased plasma density (eg. inside shocks, magnetosheath or ionosphere). In summary,
splitting and merging is triggered (a) by mesh refinement rather the physical features, (b)
inside coarser rather than finer meshes and (c) never inside the highest level of refinement.
For the splitting of particles we apply a method similar to Kallio and Janhunen (2003).
At each time step and for each cell it is tested, how much the number of particles inside
the cell differs from oPiC. The smaller the number, the higher is the probability to split
particles. In case a given number “minimal PiC” is under-run, the probability to split is
set to one (see figure 3.3). The higher the number, the larger is the probability to merge
particles. If a certain number “maximal PiC” is exceeded, the probability to merge is set
to one.
For the following discussion it is instructive to label particles that exhibit a high weight
value large particles while particles that exhibit a low weight value are labeled small par-
ticles. In addition we will use weight and size synonymously. If splitting is required, the
largest particle of the cell is split into two particles, each of half size. The positions of the
new particles are shifted by a small random distance ∆x1 and ∆x2 from the original parti-
cle position, where ∆x1 and ∆x2 are perpendicular to the particle velocity. In case one of
the new positions is located outside the cell, the splitting process is canceled. The method
conserves mass, momentum and kinetic energy. Since we generate ∆x1 and ∆x2 inde-
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Figure 3.3: The sketch illustrates when splitting and merging is activated. The smaller
the number of particles within a given cell, the higher is the probability to split particles.
In case a given number “minimal PiC” is under-run, the probability to split is set to one.
The higher the number, the larger is the probability to merge particles. If a certain number
“maximal PiC” is exceeded, the probability to merge is set to one. This schema is adapted
from Kallio and Janhunen (2003).
pendently, the center of mass is not conserved exactly for each individual split-process.
However, since millions of particles are split it is statistically guaranteed that the center
of mass accumulated over all particles is conserved.
Obviously shifting the two newly generated particles by ±∆x from the original parti-
cle position would conserve the center of mass exactly for each individual split process.
However, we found that doing so significantly increases the noise level of the plasma
moments. Even worse it may result in numerical artifacts, since doing so tends to shift
particles away from the cell center and accumulate them close to the cell edges. This
in turn will result in lamellar shaped regions of enhanced density as particles travel into
regions of higher refinement. A detailed explanation and test simulations on the different
splitting strategies are given in section 5.2.1. In summary we found that overall physics
are significantly better maintained when two small independent shifts ∆x1 and ∆x2 are
generated that are perpendicular to the particle’s velocity (see fig 3.4).
The method we use to merge macroparticles is adapted from Kallio and Janhunen (2003)
as well. In order to conserve mass, momentum and kinetic energy, three particles are
merged to two particles. In a first step two particles inside one cell are estimated that
minimize the condition:
(w1 + w2)(v1 − v2)2 . (3.12)
The third particle is found by minimizing the condition




Computationally this process is of order O(N2) operations, where N is the number of par-




Figure 3.4: The figure illustrates the method of particle splitting (a) and merging (b). The
largest particle of the cell is split into two particles, each of half size. The positions of
the new particles are shifted by a small random distance ∆x1 and ∆x2 from the original
particle position, where ∆x1 and ∆x2 are perpendicular to the particle velocity. In order to
conserve mass, momentum and kinetic energy, three particles are merged to two particles
(b). This method is adapted from Kallio and Janhunen (2003). Both methods conserve
mass, momentum and kinetic energy.
that are both, small and close in velocity space. Mathematically it would even be better
to estimate three particles to merge at once. However, this operation would be of order
O(N3) and therefore too expensive. In a second step velocities for two new particles are
estimated that conserve momentum and kinetic energy. The mass is equally distributed to
both particles. The new positions are calculated in the same way as in the splitting method.
In particular the merging procedure can be numerically very expensive if not implemented
with great care. The number of particles inside several cells may easily reach 1000, re-
sulting in 10002 = one million operations during each merging process. Especially in
view of code parallelization this is unacceptable since it could never be load-balanced in
an efficient way (see section 3.8). In order to accelerate the method we keep all particles
weight-sorted: each cell is assigned its own particle-array. Whenever a particle leaves
one cell and enters another cell, the particle is removed from the old cell’s particle-array
and inserted into the new cell’s particle-array. In particular it is inserted before the next
largest particle. This size sorting process can be efficiently implemented in C++ by means
of “memmove” and “memcpy” operations. The time required for this operation is neg-
ligible. As a result the first particle of the particle-array is the smallest one and the size
increases to the last particle, which is the largest one.
Hence for splitting no search operation has to be carried out. Instead the last particle of
the array is chosen which is guaranteed to be the largest one. For merging, it is commonly
sufficient to compare particles within the interval [0 :Ncompare] inside the cell’s particle ar-
ray, where we set Ncompare =
√
N. On the one hand this ensures that only particles beyond
the smallest are merged. On the other hand this yields a process O((√N)2) = O(N). The
effect of not considering the entire particle array for the merging procedure is discussed
in section 5.2.3.
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In summary the merging process, originally of order O(N3), is reduced to a process O(N)
and performs significantly faster than any of steps (1)-(6) listed in section 3.3. Since
all operations related to particles now are of order O(N), the schema can be efficiently
load-balanced for parallelization. It will be argued in section 3.8, that this could not be
achieved if any process related to particles would be of order O(N x) with x , 1.
3.7 Boundary Conditions
The boundaries have to be distinguished into obstacle and domain boundaries, referring to
the inner and outer domain of the simulation geometry. For both of these types, conditions
have to be set for the particles and electromagnetic fields. In the following we will discuss
1. particle-domain, 2. particle-obstacle, 3. field-domain and 4. field-obstacle boundary
conditions.
1. Two different types of domain-boundary-conditions are used for the particles. "In-
flow" conditions are specified at the upstream boundary, i.e. in every time step, each
boundary cell is refilled with a particle distribution of a given bulk velocity and tem-
perature. Particles that hit the downstream boundary are removed from the simula-
tion which we refer to as "outflow" condition. However, in some scenarios where
the thermal velocity is comparable to the bulk velocity (eg. Saturnian moons) both
these condition fail at the downstream boundary: Due to the high thermal velocity
outflow conditions result into a plasma depletion region while inflow condition arti-
ficially refill the plasma wake that forms behind the moon. In this case we clone the
particle distribution from the ultimate plasma cell to the boundary cell which we
refer to as "‘phase function cloning"’. In particular "‘phase function cloning"’ is
required for modeling oppositely directed plasma streams that react very sensitive
to the domain boundaries (see chapter 7, Titan’s magnetopause passage).
2. Particles that hit the obstacle’s surface are removed from the simulation in order to
account for the particle-absorbing solid obstacle.
3. Two different types of field-domain-boundaries can be applied. Either the bound-
ary value is set constant (Dirichlet-boundary-condition) or the derivative is set con-
stant (Neumann-boundary-condition). Usually Dirichlet-conditions are specified at
inflow boundaries while Neumann-conditions are specified at outflow boundaries
where the field derivative is set to zero. In additional a resistive layer can be applied
in order to damp waves that may be reflected at the domain boundaries.
4. The A.I.K.E.F. simulation code self-consistently includes the obstacle into the plasma
environment: The obstacle is assumed to be an ohmic conductor for which a resis-
tivity profile is specified. Equations 2.1 and 2.3 are solved within the entire ge-
ometry. Obstacle or plasma cells are exclusively distinguished by means of their
coefficients ui, ρi and η. Within the obstacle ui and (ρi)
−1 are set to zero which
eliminates the convective and Hall terms in equation 2.1 while η is assigned a given
profile. Hence, the magnetic field may propagate through the obstacle by means of
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diffusion. This method has been successfully applied to study the plasma environ-
ment of several inert moons, e.g. Roussos et al. (2008) and Kriegel et al. (2009).
Using a single equation for both regions where only the coefficients control the
type of propagation process enables a continuous and self consistent coupling of
obstacle and plasma regions.
3.8 Parallelization
The parallelization of fluid codes that use uniform meshes is very much straightforward.
The computational domain is spatially split up into several sub-domains of equal size.
This action is identical to the initial block decomposition which is inherently included in
the block adaptive approach, except for that “blocks” are being labeled “sub-domains”.
Since the amount of work for each “sub-domain” is identical, each available CPU is as-
signed the same number of sub-domains which guarantees ideal load balancing.
This task becomes more challenging for particle-codes since in general the number of
particles in each block strongly varies. For instance the density of particles inside iono-
spheres is very high compared to the background density. In contrast the particle density
can be very low inside magnetospheres. Since the amount of work related to a given block
depends on the number of particles inside this respective block, the amount of work per
block varies strongly as well.
For this reason a reasonable load-balancing cannot be obtained by simply assigning an
equal number of blocks to each CPU. Instead, in a first step each block is assigned a cer-
tain “workload”, which we usually choose proportional to the number of particles inside
this block. This assumption is reasonable since any function of the simulation code re-
lated to particles is of order O(N), where N is the number of particle. In a second step, the
total workload of the entire simulation is estimated and divided by the number of CPUs,
resulting in an average workload. In a third step, the blocks are distributed in such way
that each CPU obtains approximately the average workload. For instance one CPU op-
erates on a single block that includes 2 million particles while another CPU operates on
two blocks that include one million particles each. The finer grained the domain decom-
position is, the closer the workload for a given CPU is to the average workload.
On the other hand, the finer grained the domain decomposition is, the more communi-
cation is required which in turn slows down the computation and even may dominate over
workload in case too fine grained decompositions are applied. In order to reduce the com-
munication, blocks are not distributed arbitrarily among CPUs. Instead, all blocks of the
entire computational domain are sorted along a so called “Space Filling Curve” (SFC).
This method is for instance implemented by the RACOON simulation code by Dreher
and Grauer (2005). For our simulation we choose a Hilbert-SFC that is visualized in fig.
3.5(f) for two dimensions. The SFC requires the number of root blocks to be a power
of two in each dimension. Afterwards, the curve is subdivided into as many intervals as
CPUs are available in such a way that each interval includes approximately the average
workload. Finally, each CPU is assigned one interval of this curve. The shape of the
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curve ensures that blocks of a given interval are close in coordinate space. This in turn
minimizes communication between CPUs. The steps of the block redistribution process
are summarized below:
1. Sort blocks along SFC
2. Assign workload to each block
3. Estimate average workload each CPU
(= total workload / NCPU , where NCPU is the number of CPUs)
4. Subdivide SFC into NCPU intervals with the average workload each
5. Assign each CPU one SFC-interval
In summary the strategy explained above optimizes load-balancing and minimizes com-
munication. In case adaptivity is used, the blocks of each refinement level are sorted along
a SFC, i.e. each refinement level is assigned its individual SFC. As the number of poten-
tial blocks doubles for each dimension in higher levels of refinement, the condition that
the number of blocks in each direction must equal a power of two is always met. After
each refinement the blocks are redistributed in order to obtain an optimal load balancing.
But even in case refinement is deactivated, blocks must be reorganized every several hun-
dreds of time steps. This is required since the plasma processes are highly dynamical and
particle numbers per block may strongly change in both, space and time. Fortunately time
related to block redistribution is comparable to the time required for a single time step and
therefore negligible.
The scaling of the A.I.K.E.F. simulation code is tested on up to 256 CPUs by means
of two mesh types, a) uniform mesh and b) adaptive mesh. In both cases the physical
parameters are chosen for the plasma environment of Mercury (see table 2.1). The simu-
lation’s coordinate frame is sketched in fig. 3.5(a). The solar wind is streaming in positive
x-direction and Mercury’s dipole moment is anti-parallel to the z-axis.
Simulations are run until the 3D simulation of the interaction between Mercury’s magnetic
field and the solar wind reaches the downstream simulation boundary, i.e. the solar wind
has crossed about half of the simulation domain. The mesh refinement and corresponding
CPU assignment for the adaptive mesh simulation that used 256 CPUs is visualized in
fig. 3.5(b) by means of the polar cross-section. Each color refers to a certain CPU. Blocks
of the same color are not scattered arbitrarily across the computational domain but close
in coordinate space, i.e. these blocks are processed by the same CPU and network com-
munication via MPI is not required. Each level of refinement is assigned an individual
SFC which is why the color of parent- and children blocks differ. The simulations were
carried out on HECToR at the EPCC Edinburgh. At this particular HPC-Cluster the min-
imal number of CPUs that must be used is two. Hence, for normalization we define the
speedup of two CPUs to equal two.
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Figure 3.5: The simulation’s coordinate frame is sketched in (a). The mesh refinement and cor-
responding CPU assignment for the adaptive mesh simulation that used 256 CPUs is visualized in
(b) by means of the polar cross-section. Strong scaling is visualized for a uniform mesh simulation
(c) and an adaptive mesh simulation (d). Weak scaling for a hierarchical mesh is visualized in (e).
For optimization of load balancing blocks are organized along Space Filling Curves (f).
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scaling. This means that the identical program is executed several times with increas-
ing number of CPUs. Hence, the total workload remains constant while communication
increases. In contrast, the weak scaling approach doubles the problem size as the num-
ber of CPUs doubles, i.e. both workload and communication increase by the same factor
which tends to scale much better. However, when AMR meshes are used, changing the
problem size may result in completely different meshes. This in turn strongly affects the
total workload and any estimate of speedup due to parallelization may become meaning-
less.
The plot of the static uniform mesh simulation fig. 3.5(c) shows that the A.I.K.E.F. code
nearly scales linearly on up to 256 CPUs. At a number of 8 CPUs a slight super scaling
can be observed. This effect is due to the HECToR architecture that applies nodes with 4
CPUs and 8 GB shared memory each. Since the simulation run requires approximately 7
GB memory, the execution speed is strongly memory bound. In the 8 CPUs simulation
memory becomes distributed across two nodes which is why both, the number of CPUs
and the bandwidth doubles compared to the 4 CPUs simulation and a speedup larger than
two is obtained. When further increasing the number of CPUs, communication becomes
dominant. Yet, even at 256 CPUs the speedup is 235 which corresponds to 92% of the
ideal scaling value. The adaptive simulation fig. 3.5(d) scales less good than the uniform
mesh simulation. The reasons for this are as follows:
First after each field or particle update ghost nodes must be exchanged (a) in between
blocks of the same refinement level and (b) between parent and children blocks of dif-
ferent refinement levels. This inherently includes about twice as much communication
compared to the uniform mesh simulation.
Second as described in section 3.3, the electromagnetic fields are propagated in each
block of every level, while the particles are exclusively assigned to Top-Level-Blocks.
Hence, an optimal load distribution for the electromagnetic field propagation would be to
assign each CPU the identical number of blocks. In contrast, to obtain an optimal work-
load distribution for the particle propagation, the number of blocks for each CPU strongly
varies as the number of particles in each block strongly varies. Since in general the work
related to particles dominates, blocks are distributed proportional to the particle number.
This in turn limits the optimal load balancing for electromagnetic field propagation and
hence scalability.
Third, the uniform mesh simulation involves 512 blocks that consist of 143 mesh nodes
each. In the adaptive simulation small blocks of 63 mesh nodes are used. This has to be
done to obtain flexible meshes that in addition fit on a single computational node with 8
GB storage capacity. In the final setup about 5000 blocks are involved which is nearly one
order of magnitude more than in the uniform mesh simulation. This requires significantly
more communication which explains the reduced speedup compared to the uniform mesh
simulation.
However, we shall point out that small blocks with a size of 63 mesh nodes have been
used for this particular strong scaling test to adapt the simulation to a single computational
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node that is limited by 8GB memory. In general larger blocks comparable to the uniform
mesh simulation are used when adaptive mesh simulations are carried out on 256 CPUs.
Then communication is by far less dominant which is why this strong scaling is more of
theoretical interest rather than of practical usage. However, as argued above it is not easy
to set up a well-defined adaptive mesh scenario for weak scaling. Yet hierarchical meshes
can be easily weak-scaled since they are static in time. Also we shall point out that an
adaptive mesh simulation between the time interval [ntre f ine : (n + 1)tre f ine[, n = 0, 1, 2, ...
equals a hierarchical mesh simulation since it involves identical operations. As the pro-
cess of block reorganization after each tre f ine is negligible in terms of computation time,
it is reasonable to assume that an adaptive mesh will weak scale equal to a hierarchical
mesh which is why we test the A.I.K.E.F. simulation code for weak scaling by means of
a hierarchical mesh.
The weak scaling of a hierarchical mesh is carried out by using an identical refinement
tree for each simulation and as a consequence equal number of blocks. However the num-
ber of mesh nodes of each block is doubled as the number of CPUs doubles. Hence, the
workload and communication is increased by the same factor. The result is visualized in
fig. 3.5(e). As can be seen the code scales linearly up to 64 CPUs. As CPUs are doubled
to 128 the code does not scale linearly but continues to scale linearly as the number of
CPUs increases to 256. We cannot state a definite reason for this behavior, yet secondary
effects not related to parallelization might play a role. For instance the block size might
exceed system cache. However, in general our tests show that the code efficiently scales
up to at least 256 CPUs.
The parallelization is exclusively implemented by means of MPI-1 functions, that means
in particular we resign to use MPI-2 functions such as remote memory access. The code
is designed in such way that no distinguished “master-process” exists, i.e. every process
is coequal. Data is written in a poor man’s parallel fashion, i.e. every MPI-process writes
the data of the blocks on which it operates into an individual file. No synchronisation
is required during the file output. Afterwards, the data is combined via the visualization
software into a complete image. We use the VisIt1 visualization tool (Childs et al. 2005)






When using adaptive mesh-refinement for particle-mesh simulation codes, the implemen-
tation is not as straightforward as for uniform mesh-codes, in particular when it is intended
to be used on massive parallel computer clusters. It can be highly inefficient when not us-
ing a convenient concept. In the following we will discuss the implementation in detail.
This is in particular to support future code development. For furhter information we refer
the reader to van der Holst and Keppens (2007), Büchner et al. (2003), Lipatov (2002)
and references therein.
4.1 Uniform Blocks
As described in section 3.2, the entire simulation domain is built of blocks, where each
block is a uniform sub-mesh. This is also the case for uniform unrefined meshes, as the
code is meant to operate in parallel where each processor handles a pre-defined number
of blocks (see section 3.8). Figure 4.1 illustrates the numerical mesh of such a block in
two dimensions. There are two categories of mesh nodes: physical nodes (blue filled
circles) and ghost nodes (blue unfilled circles). The electromagnetic fields are calculated
on physical nodes while the ghost nodes are exclusively required to ensure an efficient
calculation and communication, but have no physical denotation.
We define a physical cell to be the volume between four mesh nodes (eight in three di-
mensions) where the upper left corner is a physical node (green square). If the upper left
corner is a ghost node, this volume is labeled ghost cell (red square). The physical volume
associated with the entire block is the set of all physical cells (blue square). Within this
volume particles move freely in between the mesh nodes (yellow dots). As can be seen,
the physical volume is not symmetrical arranged within the block, but it is shifted by ∆x/2
and ∆y/2, where ∆x and ∆y define the distance between two adjacent mesh nodes in x
and y direction, respectively. Compared to the symmetric definition, as indicated via the
dashed magenta square, the asymmetric definition turns out to exhibit several advantages
for both, refined and unrefined meshes. In particular, only the physical cells are assigned
particles while the ghost cells are exclusively assigned particles for an optimized inter
block communication as will be explained in section 4.3.
The number of physical mesh nodes and the block length may be chosen independently
for each direction x, y, z, where e.g. the block length LBlock,x is the edge length of the phys-
ical volume in x direction (black bar). The block origin refers to the physical node with



















Figure 4.1: The Sketch illustrates the numerical mesh of a block in two dimensions. The
mesh nodes are distinguished into physical nodes (blue filled circles) and ghost nodes
(blue unfilled circles). The electromagnetic fields are calculated on physical nodes while
the ghost nodes are exclusively specified to ensure an efficient calculation and communi-
cation, but have no physical meaning.
is decomposed into blocks, figure 4.2(a) displays two neighboring blocks that border on
each other. As can be seen the physical block volumes directly match such that no empty
space is left in between. The ghost nodes of the blue block coincide with the outer phys-
ical nodes of the red block and vice versa. The reason for the application of ghost nodes
is explained in the next section 4.2.
4.2 Field Update
As argued in section 3.4, central finite differences are used to solve the hybrid equations
introduced in section 2.1. Hence, for the field calculation at a given mesh node the field
values at the adjacent mesh nodes are needed. Due to the mixed second derivatives in
Faraday’s law (cf. equation 2.3) the values of 26 surrounding mesh nodes are required. If
an adjacent mesh node is inside the same block, its value can be accessed very quickly.
34
4.2 Field Update
Figure 4.2: To clarify how the domain is composed of blocks, the sketch (a) shows two
neighboring blocks that are located adjacent to each other. As can be seen the physical
block volumes directly adjoin such that no empty space is left in between. In coordinate
space the positions of the blue block’s ghost nodes are identical with the outside physical
nodes of the red block. However, in memory these values belong to distinct data structures
(b). Thus, they have to be synchronized prior to each field update (blue and red arrows).
The reason is that all values of a given block are allocated in the same sequence of mem-
ory. However, if the adjacent mesh node is located inside a neighboring block, its field
value cannot be accessed likewise quickly. Thus, the field update is decomposed into two
steps. In a first step, the physical values at the blue block’s edge are copied to the ghost
nodes of the red block and vice versa (see arrows in Figure 4.2). In a second step the
equations are solved within the respective blocks without requiring further communica-
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Figure 4.3: Block A requires values from block B in x-direction (blue dots), from block C
in y-direction (red dots) and in z-direction (green dots). In addition block A requires the
values for eight corners (magenta dots) and twelve edges (yellow). In a first step, the ghost
values in positive and negative x-direction are updated (blue arrows). In a second step, all
ghost values in positive and negative y-direction are updated (red arrows). Consequently,
all edge ghost values that are parallel to the z-axis are updated at the same time (red
bended arrow). Obviously the direct path, as sketched by the dashed yellow arrow, is not
required. Finally, in a third step, all ghost values in positive and negative z-direction are
updated (not shown here). This automatically updates all residual edge and corner ghost
values.
tion. In the following, the values at ghost nodes are referred to as ghost values.
The gain in efficiency is in particular significant when the blocks are processed in paral-
lel. Then neighboring blocks might be handled by different processors and consequently
network communication is required. As network communication is carried out by the
Message Passing Interface (MPI) in A.I.K.E.F., values are send via MPI-messages. Each
message may include as many values as needed. By using the ghost node method only two
MPI messages are needed to exchange the ghost values between the blue and red block
(see Figure 4.2). In contrast, when not using ghost nodes at least one message for each
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node would be required. Since the communication time mainly depends on the number
of messages rather than their size, it is much more efficient to send all values combined
within a single large message rather than using one message for each value. The perfor-
mance advantage becomes in particular significant for typical hybrid simulations in which
blocks include hundreds of ghost nodes in each direction rather than six, as indicated in
sketch 4.2.
Within an uniform mesh each block is surrounded by 3dim − 1 neighboring blocks. Thus,
in three dimensions each block requires the ghost values from 26 adjacent blocks. For
clarification the ghost value exchange is sketched in figure 4.3. As can be seen, block
A requires face-ghost values from block B in x-direction (blue dots), from block C in
y-direction (red dots) as well as in z-direction (green dots). In addition it requires the
ghost values for twelve edges (yellow) and eight corners (magenta dots). In this example
the right upper edge has to be obtained from block D (yellow dashed arrow). Obviously
one way to exchange the ghost values would be to send and receive 26 messages for each
block to update all faces, edges and corners. However, as will be explained in the follow-
ing six messaged are sufficient. In a first step, the ghost values in positive and negative
x-direction are updated (blue arrows). In a second step, all ghost values in positive and
negative y-direction are updated (red arrows). Consequently, all edge ghost values that
are parallel to the z-coordinate are updated as well (red bended arrow). Obviously the
direct path as sketched by the dashed yellow arrow is not required. Finally in a third step,
all ghost values in positive and negative z-direction are updated (not shown here). This
automatically updates all residual edge and corner ghost values. Hence, performing the
ghost values update this way requires only six messages instead of 26 are which reduces
the communication by more than a factor of four.
4.3 Particle Update
Not only values at ghost nodes but also particle positions have to be updated: during their
propagation particles may leave the physical volume of a given block, as sketched in Fig-
ure 4.4. The new positions of the green particles that leave the blue block are located
within the red block. On the other hand, the new positions of the light blue particles that
leave the red block are located within the blue block. Obviously one solution would be
to send each particle to the respective block immediately when it leaves this block. How-
ever, this would result in a huge number of MPI messages and thus drastically decrease
the code’s performance.
Hence, in a first step all particles are moved. If the new positions for certain particles
are outside the physical volume of the given block, these particles temporary accumulate
within ghost cells. In a second step, when the movement of all particles is completed,
all particles are reassigned to the new corresponding block and cell. This procedure is
very similar to the field update as argued in section 4.2: one step includes block-local cal-
culation and the next step inter-block-communication. The only difference is that twelve
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Figure 4.4: In a first step all particles are moved. In case their new positions are outside
the physical block-volume their position are temporary stored in ghost cells. In a second
step, all particles are reassigned to the corresponding block and cell. This procedure is
very similar to the field and ghost value update shown in figure 4.3.
messages are send instead of six, i.e. two in each direction: as the number of particles that
leave each block varies from time step to time step, the first set of messages includes the
information on how many particles will arrive in each cell of the new block. The second
set of messages includes the actual properties of the arriving particles.
As each block is surrounded by only a single layer of ghost cells, even the fastest particle
within the simulation may not cross more than one cell within one time step. Otherwise
the particle may overjump the ghost cell layer which will cause the simulation to exit.
However, in order to correctly model the involved physics the Courant-Friedichs-Lewy
38
4.4 Gather Update
(CFL) condition requires that no particle crosses a cell faster than within one time step
and hence, no additional restriction is introduced.
In the following we shall comment on the particle’s memory layout within the A.I.K.E.F.
simulation code: particles are allocated in arrays, i.e. entire memory blocks rather than
linked lists as e.g. implemented its predecessor code. The advantage of particles arrays
over linked lists is that today’s computer do access the main memory in cache-lines rather
than byte by byte. Cache-lines are blocks of bytes and typically several hundred bytes in
size. When using arrays, commonly the entire cache-line will be filled with particles that
are subsequently processed. In contrast, when using linked lists each particle structure
includes a pointer that references the next particle. Particles are allocated randomly dis-
tributed across the main memory resulting in significant memory fragmentation (“pointer
chasing problem”). Thus, cache-lines will commonly include only a single particle while
the other information remains unused. This will cause a drastic increase in cache-misses,
i.e. information that shall be processed is not found in CPU-cache and must be accessed
in main memory which is slow. As the trend in computer architecture shows the gap be-
tween processing speed and memory access rate to widen, the advantage of arrays will
even increase likewise in the future.
The improved memory layout is one reason why the A.I.K.E.F. simulation code outper-
forms its predecessor code by a factor of six even for uniform and serial simulations (see
section 5.1). A nice side effect of particle arrays is that the memory required for each par-
ticle decreases by about 30%: as each cell is assigned one particle array for each species,
the particle structure does neither require information on the particle species nor a pointer
to the next particle. Furthermore both, the gathering and particle acceleration method
benefit from the improved memory layout.
4.4 Gather Update
Like the field calculation and particle movement the gather method of section 3.5 is de-
composed into a block-local gathering step and communication step as well. In the fist
step, plasma moments such as currents and densities are gathered within each block ac-
cording to section 3.5. As sketched in Figure 4.5, particles may only be located inside
the blue shaded physical volume (cf. Figure 4.1). Due to the asymmetric definition of
the volume (see section 4.1), ghost nodes in positive x,y and z direction will be non-zero
(blue circles) while the ghost nodes in negative x,y and z direction will always be zero
and therefore remain unused (indicated via red crosses).
Assuming an undisturbed background density of one, each edge node in positive x,y and
z direction is assigned 1/2 while each corner node is assigned 1/4 after the gather step
(see Figure 4.5). Nodes inside the physical volume are assigned one and therefore do not
require further treatment. In order to complete the edge values as well, the edge ghost
values are successively added to the outside physical nodes of the neighboring block in
positive x, y and z direction (green arrows). As can be seen in Figure 4.5 the values at
the corners are assigned one after this procedure as well. Thus, only three messages have
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Figure 4.5: The sketch illustrates the particle gathering for a homogeneous background
density of one in two dimensions. As was shown in section 4.1, particles may exclusively
exist inside the blue shaded physical volume. Thus, ghost nodes in positive x and y direc-
tion are assigned non-zero values (blue circles). In contrast, the ghost nodes in negative
x and y direction are always zero and therefore remain unused (red crosses). After the
gathering inside the block is finished, ghost values at the edges equal half the background
density while those at the corners equal one quarter of the background density. To com-
plete the gathering, edge ghost values are added to the corresponding block in x direction
(green arrows). In a second step, ghost values are added in y direction (red arrows) which
automatically completes the values at the block corners.
to be sent by each block. However, an ordinary ghost node update has to be carried out
afterwards in order to allow the electromagnetic field calculation, as described in section
4.2. Hence, in total nine messages are required for each block for completing the gather
method.
We shall point out that the number of messages is independent of the number of ion
species involved, as A.I.K.E.F. is designed such that all macroscopic ion densities and the
total ion current are stored within the same message.
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Figure 4.6: The Sketch illustrates how each block can be refined in up to 2dim children
blocks, i.e. four in this two dimensional sketch. Physical nodes are indicated by means
of filled circles, ghost nodes are denoted via unfilled circles. The large block (blue) is of
refinement level Ln, the smaller blocks that cover the blue block are from refinement levels
Ln+1, (where n=0,1,2,...). The block nesting is chosen such that the combined physical
volume of the four refined Ln+1 blocks covers exactly the original volume of the Ln block.
Consequently, the edge length of Ln+1 blocks is half the edge length of the Ln block. As
the number of mesh nodes is the same in every block, the resolution doubles each level
increment.
4.5 Treatment of Refined Blocks
So far we have discussed the block decomposition of an uniform mesh. In the following
we will explain the implementation of block adaptive mesh refinement (Block-AMR). As
sketched in Figure 4.6, each block may be refined in up to 2dim children blocks, i.e. four
in this two-dimensional sketch. The sketch is an extension of Figure 4.1, the labeling is
basically the same. The large block (blue) is of refinement level Ln, where n=0,1,2,... .
The smaller red, yellow, magenta and green blocks are from higher refinement level Ln+1
and thus cover the blue block. These blocks are referred to as the children of the Ln block.
On the other hand, the Ln block is referred to as the parent of the Ln+1-blocks.
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Figure 4.7: The yellow cuboid indicates an Ln block, the green cuboids indicate Ln+1
blocks and the red cuboids Ln+2 blocks. When particles are moved, they may be tempo-
rary located inside ghost cells (light blue stripes (a)). Afterwards, particles inside ghost
cells of blocks that are located adjacent to refinement boundaries are sent to the ghost
cells of their parent blocks (b). In a second step, an ordinary particle reassignment is ap-
plied as explained in section 4.3, i.e. particles are exclusively exchanged within the same
refinement level (c). Finally, particles which are located inside a block that possesses a
child block at the respective position are sent to the respective child block (d).
The block nesting is chosen such that the combined physical volume of the four refined
Ln+1 blocks covers exactly the original volume of the Ln block. Consequently, the edge
length of Ln+1 blocks is half the edge length of the Ln block. As the number of mesh
nodes is the same in every block independent of its refinement level, the resolution dou-
bles each incrementing level. Due to this choice the origin of the upper left Ln+1 block
(red) coincides with the origin of the Ln block. In order to keep the interpolation between
blocks of levels n and n+1 simple, we claim that each mesh node of the Ln block has to
coincide with a mesh node of an Ln+1-block. This requires the number of mesh nodes in
each block to be a multiple of two, i.e. an even number. After each field update the values
calculated within Ln+1-blocks are projected to the Ln-blocks following equation 3.10 to
avoid aliasing. On the other hand, ghost nodes of Ln+1-blocks at refinement boundaries
receive there values via interpolation from subjacent Ln-blocks.
The particle motion and reassignment might not be as straight forward as Ln-blocks can
be surrounded by up to 4dim−2dim Ln+1 blocks, i.e. 56 blocks in three dimensions. To keep
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the particle reassignment as simple and fast as possible, the following method is applied
as sketched in Figure 4.7. The yellow cuboid denotes a Ln block, the green cuboids denote
Ln+1 blocks and the red cuboids Ln+2 blocks. Only the topmost blocks are colored as parti-
cles are always assigned to the topmost refinement level. The subjacent blocks (white) are
only kept allocated to simplify the communication. The light blue stripes indicate ghost
cells.
Like in the unrefined case, particles are moved and may leave the physical volume of
the respective blocks. Immediately after the movement step these particles are tempo-
rary located inside ghost cells, as explained in section 4.3 and sketched in Figure 4.7(a).
Starting from this initial state, three successive steps are required to reassign the parti-
cles to their designated blocks. In a first step particles inside ghost cells of blocks that
are located adjacent to refinement boundaries are sent to the ghost cells of their parent
blocks (see 4.7(b)). In a second step, an ordinary particle reassignment is applied as ex-
plained in section 4.3, i.e. particles are exclusively exchanged within the same refinement
level rather than in between refinement levels (see 4.7(c)). Finally, the particles which are
located inside a block that is not the topmost block at its location are send to the respec-
tive child block (see 4.7(d)). Consequently, all particles have arrived at their designated
blocks.
4.6 Tree Data Structure
Lastly, we shall comment on how the blocks logically connect. As described in section
3.2, each block in refinement level zero is the root of an oct-tree (quad-tree in two dimen-
sions, see Figure 4.8). Every block possesses a pointer to its parent and eight pointers
to its children. If the block is not or only partially refined, the respective pointers are
assigned zero. In principal these information are sufficient to access every block. How-
ever, to perform a ghost node update within a certain level one would have to climb up
all oct-trees starting from level zero to instruct the blocks of the respective level to com-
plete the ghost node update. This would be quite circuitous and inefficient. To selectively
access exclusively all blocks of certain refinement level, blocks that belong to the same
refinement level are sorted in a linked list as is sketched in Figure 4.8.
After a block has been created, it is assigned an integer number which is unique in the
respective refinement level. The number depends only on the block position in coordinate
space (cf. red numbers in Figure 4.8). The transformation we use to map the block coor-
dinate to an integer number is a Hilbert space-filling-curve (SFC) which for this purpose
can be considered a bijective transformation between the N3 and N1. After the number
has been estimated, the block is inserted at the respective position within the linked list.
While every possible position within refinement level zero is used, many blocks in higher
levels will usually remain unrefined and their numbers unused (see L1-SFC in Figure 4.8).
Besides the advantage of an optimized parallelization (see section 3.8) the linked list al-
lows to selectively access all blocks of a certain level for instance to perform a ghost node
update. In addition, it allows to store the entire refinement tree on hard disk in a data
structure that requires only one byte per block.
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Figure 4.8: The sketch illustrates the coordinate and data space of a two-dimensional
mesh that includes four root blocks and one refinement level. Each block in refinement
level zero is the root of a quad tree (oct tree in three dimensions). Every block of a
given refinement level is assigned a unique number that depends on the block position in
coordinate space and defines the location within a linked list. The number is estimated
via a space filling curve (SFC) transformation. The linked list allows the selective access
of all blocks within a given refinement level (e.g. to perform a ghost node update). While
the linked list of refinement level zero is a continuous sequence of integer values, many
numbers in higher refinement levels remain unused as not all blocks are refined (cf. L1-
SFC). The use of a linked list is not performance critical when dealing with large objects
like blocks.
As the blocks require to communicate with their direct six neighbours in coordinate space,
each block additionally possesses pointers to its six direct neighboring blocks in the same
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refinement level. Even though linked list do perform less well than arrays (see section
4.3) the application of linked lists is more simple and not performance critical here. The
reason is that the time required to complete one cycle through the linked list is negligible




During and after development, the A.I.K.E.F. simulation code has been constantly tested
for correct physical behavior. In this section several tests are presented and sorted by
means of increasing complexity. In section 5.1 results of the A.I.K.E.F. simulation code
are compared with results of its predecessor, the Bag2002 code. The conservation of sev-
eral quantities during splitting and merging is tested in section 5.2. In section 5.3 the
dispersion relation of high frequency whistler waves is estimated. In addition it is tested
via Fourier analysis in space and time whether wave reflexion occurs at refinement bound-
aries. In section 5.4 a standing fast wave is excited and observed whether it propagates
at correct velocity and whether it is modified as it travels across refinement boundaries.
In section 5.5 results of an adaptive simulation are compared with a reference uniform
mesh simulation and the speedup of the adaptive simulation is estimated. For the final
test in section 5.6 we chose a real scenario and compare MESSENGER measurements
with simulation results of Mercury’s plasma environment.
5.1 Comparison of the A.I.K.E.F. Simulation Code with
its Predecessor
As described in section 3, the A.I.K.E.F. simulation code and the Bag2002 code are based
on the identical numerical schema by Matthews (1994). The only difference is that the
Bag2002 code uses static curvilinear meshes while A.I.K.E.F. uses adaptive Cartesian
meshes. The Bag2002 code was tested for several physical properties such as conserva-
tion of energy and momentum or correct modeling of wave propagation and dispersion
relation on Cartesian meshes (Bagdonat and Motschmann 2002). Beyond that, it has been
successfully applied to a large number scenarios, such as comets (Bagdonat 2005), aster-
oids (Simon et al. 2006a), Mars (Bößwetter et al. 2004) and several Saturnian moons such
as Titan (Simon et al. 2006b), Rhea (Roussos et al. 2008) and Enceladus (Kriegel et al.
2009).
Since the application of block AMR requires a complete redesign in terms of data struc-
tures, the A.I.K.E.F. code is not based on its predecessor code but rewritten from scratch.
Hence, the first obvious test is to check whether the results of both codes are identical
when Cartesian meshes are applied, which can be handled by both simulation codes. As a
test scenario we choose the interaction of a strong comet with the solar wind that includes
many key processes such as wave excitation, heavy ion pick-up and wave particle interac-
tion. However, it is not our intention to analyze the physical processes. A detailed analysis
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(a) Bag2002 code (b) A.I.K.E.F. code
Figure 5.1: Cometary uniform mesh simulation of the Bag2002 simulation code (a) and
A.I.K.E.F. simulation code (b) are compared. The color coded physical quantities are the
heavy ion density nhi, heavy ion velocity vhi, the magnetic field B and the electric field E.
The physical structures are qualitatively and quantitatively identical. Due to optimization
the A.I.K.E.F. code performs six times faster.
of the physics and description of the simulation setup is given by Bagdonat (2005). The
only purpose of this comparison is to proof that both simulation models yield identical
results.
Figure 5.1 shows results of the three-dimensional cometary simulation by means of the
y-cross-section. The color coded physical quantities are the heavy ion density nhi, heavy
ion velocity vhi, the magnetic field B and the electric field E. As can be seen the physical
structures are both, qualitatively and quantitatively identical. A close view reveals that
the noise, which is due to the finite number of particles, is not exactly the same (eg. in the
heavy ion velocity). The reason is that the A.I.K.E.F. code uses the GSL1 random genera-
tors, while the Bag2002 code includes standard C random generators in combination with
less sophisticated methods to generate Maxwellian particle distributions in velocity space.
Both simulations have been carried out on an Intel Core2 Duo at 2.4GHz. In both cases
only one core had been active. However, due to strong optimization, redesign of particle
administration, memory layout and inclusion of GSL functions the A.I.K.E.F. simulation
code performed six times faster than its predecessor code.




When dealing with spatially varying mesh resolution, particle refinement is a key tech-
nique to obtain a sufficiently accurate representation of the phase function at reasonable
computational resources. Many schemas for particle refinement are discussed in the liter-
ature (Kallio and Janhunen 2003, Lapenta 2002, Fujimoto and Machida 2006b). However,
the usual discussion provided in these studies is about how to split up and merge particles.
Even though this must be considered, we find that it is at least likewise important where
particle refinement should be initiated.
Three strategies of particle refinement will be compared in the first part of this section.
It will be shown that particles should be refined before entering regions of increased res-
olution. The second part deals with the conservation of mass, momentum and kinetic
energy during particle refinement. In order to exclude the effect of any other energy sinks
or sources such as particle wave scattering, the electromagnetic fields are deactivated for
this particular test. The third part will deal with the conservation of magnetic and particle
energy in the presence of electromagnetic fields. Finally the fourth part will show the
conservation of the plasma temperature and it will be explained, how accuracy can be
treated against performance.
5.2.1 Activation of Particle Refinement
A sufficient number of particles must be present in each cell for mainly two reasons:
First, to accurately model the velocity space distribution function and second, to reduce
numerical noise, where we define the latter one as follows: ideally the collected density
of an undisturbed solar wind flow should exactly equal the background density. However,
depending on the number of particles in each cell, fluctuations of even several times the
background density may be present. These fluctuations are purely of numerical origin and
labeled numerical noise in the following.
Numerical noise due to the finite number of particles is a serious issue in particle-mesh
simulation codes. This noise maps to all other physical quantities, such as the electro-
magnetic fields, currents, velocities, etc. Even if the mesh resolution is sufficiently high
to resolve magnetic fine structures (eg. fossil fields, shocklets, thin current layers), it is
likely that the algorithm fails to capture these structures as their intensity is below back-
ground noise. Even worse, the numerical noise may cause the finite differencing schema
during field integration (see section 3.3) to become unstable, causing the numerical value
of the magnetic field to diverge. To stabilize the magnetic field integrator, numerical
diffusion has to be increased (see equation 3.3) which in turn eliminates magnetic fine
structures. The bottom line is that reduction of numerical noise must be considered a
key objective in particle-mesh simulation codes. In particular, the application of adaptive
mesh refinement becomes pointless if this objective is not achieved as even meshes of
higher resolution will fail to resolve magnetic fine structures.
We will show below that particle splitting by itself does not necessarily decrease nu-
merical noise. Even more important is where to initiate particle refinement and how the
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splitted particles should be distributed within the cell. In the following we will introduce
three concepts on particle refinement.
As explained in section 3.6, by default particles are refined before entering regions of
higher resolution and the splitting and merging procedures do not exactly conserve the
center of mass for each individual event, but a small random deviation is allowed. This
might seem inscrutable since the center of mass conservation during particle refinement
is used in other particle simulations codes (Fujimoto and Machida 2006b, Kallio and Jan-
hunen 2003, Lapenta 2002). In order to establish our choice, we shall compare three
concepts for particle refinement:
A) - center of mass conserved,
- refine particles inside meshes of increased resolution
B) - center of mass conserved,
- refine particles before entering meshes of increased resolution
C) - center of mass not conserved,
- refine particles before entering meshes of increased resolution
The methods are compared by means of the following setup: A three-dimensional sim-
ulation domain is used where its size is chosen to be Lx = 32x0 and Ly = Lz = 16x0.
Periodic boundaries are applied, i.e. plasma that leaves the domain at any boundary re-
enters the simulation domain from the opposite site. The region |x| ≤ 8x0 is refined into
level 1, the region |x| ≤ 4x0 is refined into level 2 (see fig. 5.5). The mesh spacing
is ∆L0 = 1x0,∆L1 = 0.5x0 and ∆L2 = 0.25x0, respectively. We choose a single-species
solar wind, consisting exclusively of hydrogen. The plasma velocity is super-alfvénic,
vplasma = (8vA, 0, 0) and both, the electron and ion plasma betas are set to βi = βe = 0.4.
The time step is set to dt = 0.01, thereby fulfilling the Courant Criterion at every re-
finement level. As can easily be estimated, the plasma requires 400 time steps to transit
the entire simulation domain in x-direction. The optimal number of particles in each cell
(oPiC) is set to 80.
At the current stage we are in particular interested in the intersection between refinement
level one and two as shown in Figure 5.2. The mesh of the entire domain can be seen in
Figure 5.5(c). Figure 5.2(d) illustrates the number density immediately after initialization
of the simulation. Ideally the density would be exactly one within the entire geometry.
However, due to the finite number of particles a certain noise level is always present. Con-
sequently, the maximal density is about 20% above the background value. Yet, it must be
regarded as a “best possible approximation” when 80 particles each cell are used.
In a next step, the simulation is run until the plasma has traversed the entire domain
twice. Particles are refined as they cross between meshes of different resolution. Figure
5.2(a) shows the corresponding state where the particle splitting concept (A) has been
utilized. As can be seen, the numerical noise has dramatically increased. The maximum
density exceeds the background values by nearly 130%. In order to improve the particle
refinement we shall address the question, why the numerical noise significantly increases
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(a) plama density - concept (A) (b) plama density - concept (B)
(c) plama density - concept (C) (d) plama density - reference (initial state)
Figure 5.2: The Figure shows the plasma density after two domain crossings for three dif-
ferent concepts for the particle splitting: While concept A and B do conserve the center of
mass during each split event, concept C allows a small deviation. In concept A the parti-
cles are split up after entering regions of enhanced resolution, while the particles are split
up before entering regions of enhanced resolution in concept B and C. For comparison
the initial state is shown in figure (d).
even though particles are split up as they enter meshes of increased resolution.
The splitting process for simulation of type (A) and particles that travel from refinement
level L0 to refinement level L2 is sketched in the left-hand column of Figure 5.3. For
this simple sketch, the number of particles in each cell is set to three. The initial state is
shown in Figure 5.3(a). Particles before being split up are labelled parent particle. The
newly created particles after the splitting process are labelled the corresponding children
particle. The cell of refinement level L0 is filled with three particles that are randomly
distributed (blue). All particles are of equal weight, which we define to be w0 = 16,
the total weight is thus wtotal = 48. As the plasma flows in positive x direction, two of
these particles enter the upper L1-cells and one enters the lower L1-cell (see Figure 5.3(b)).
In a next step the particles are split up until each cell is filled with three children par-
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ticles (see Figure 5.3(e)). For this concept (A) three rules are considered:
1. Each parent particle is split up into two children particles of half size each.
2. The children particles are shifted by a random vector ±∆r from the parent particle
position, where the vector ∆r is chosen perpendicular to the particle velocity v. The
parent particle is removed after the splitting process.
3. The process is canceled if one of the children particles is located outside the cell.
After the particles are split, each cell is filled with three particles (see Figure 5.3(c)).
The total weight in each cell remains unaffected, since the particles cannot leave the cells
while being split up. As the particles move into refinement level L2, they are distributed as
sketched in Figure 5.3(d). Since the number of particles in each cell underruns three, they
are split up again, which is shown in Figure 5.3(e). After the splitting process, each cell
is filled with three particles. Yet, the particle weight is poorly distributed. Even though
the total weight wtotal = 48 is conserved, the weight inside the lower cell adds up to four,
while the weight inside the cell immediately above adds up to 24. As the weight inside
the respective cell translates into the macroscopic moments, the particle density will be
distributed in a similar way. This explains the strong density fluctuations generated by
concept (A) (see Figure 5.2(a)).
One reason for the poor weight distribution obviously results from the rule that particles
may not leave the cell when being split up: if the total weight inside a given cell equals
wcell = 4 before the splitting procedure is applied (eg. see Figure 5.3(d)/(e)), it will remain
the same after the splitting as well. Hence, the next step to improve the weight distribution
could be to allow the particle splitting across cell boundaries. However, this introduces
two major drawbacks, both theoretically and practically:
On the one hand, Lapenta (2002) pointed out that the splitting must be carried out within
a given cell rather than across its boundaries. Otherwise the macroscopic moments will
be unphysically affected. On the other hand, expanding the splitting process over several
cells destroys the data locality and requires communication between different processes
which will significantly slow down the splitting algorithm. However, both of these draw-
backs can be avoided while keeping the advantage of improved weight distribution. This
will become clear when considering concept (B). This concept uses the same rules as con-
cept (A) except that particles are split up before entering meshes of increased resolution.
Concept (B) is explained by means of the middle column in Figure 5.3. As can be seen
in Figure 5.3(f)/(g) the three particles are split up into six children particles inside L0 and
before entering L1. In doing so, it becomes possible that the weight in both level one cells
equals wcell = 24 after the particles have entered L1 (see Figure 5.3(h)). In contrast, by
using concept (A) it is impossible to achieve such an equally balanced distribution: the
optimal case when using concept (A) is already shown in figure 5.3(b), i.e. the weight
inside one cell is twice the weight inside the other cell. Even though in common simu-
lations at least 20 particles are used rather than three (cf. Figure 5.4) we shall point out
that Figure 5.3 is a one-dimensional sketch. Thus, each parent particle is split up into two
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Figure 5.3: The sketch illustrates column-wise three concepts for particle-splitting which
are intended to reduce numerical noise: in concept (A) particles are split up after entering
higher refinement levels and the center of mass is conserved during each individual split
event. In concept (B) the center of mass is conserved but particles are split immediately
before entering higher refinement levels. The latter applies to concept (C) as well, but
the center of mass is not strictly conserved during each splitting event. The initial state
is chosen identical for all three concepts (cf. (a),(f),(k)). However, the final state after
the particles have propagated into the highest refinement level differs significantly (cf.
(e),(j),(o)). The most homogeneous particle weight distribution is achieved by concept
(C). In contrast to concept (B), artificial density accumulations at the cell edges are not




children particles whereas in real three dimensional simulations each particle has to be
split up into eight children particles. Beyond this, we found that the distribution achieved
when using concept (A) still turns out to be poor when 80 or more particles are initially
placed in each cell.
However, the drawback of concept (B) becomes obvious when considering the splitting
in level L1 (see Figure 5.3(h)/(i)). If parent particles that are close to the cell edges are
split up the children particles are very close to each other and to the cell edge (see Figure
5.3(i)). The reason simply is that firstly the center of mass is conserved and secondly the
children particles must be placed inside the same cell. The only solution to fulfill both
conditions is to shift the new particles by a very small ±∆r, where ∆r is perpendicular to
the particle velocity. Unfortunately using a very small ±∆r does not significantly reduce
the numerical noise. In contrast, if the parent particle is approximately located at the cell’s
center the ±∆r may be chosen somewhat larger as shown in Figure 5.3(i). However, the
corresponding children particles will be placed closer towards the cell edges. In summary,
the children of particles that are split up near the cell edges will remain there while the
children of particles that are split up near the cell centers will be shifted towards the cell
edges.
This tendency causes the children particles to accumulate near the cell edges. Yet, due to
the cloud-in-cell method (see section 3.5) this tendency is not visible in the macroscopic
moments, unless the children particles propagate into the next refinement level (cf. Fig-
ure 5.2(b)). There, each cell is halved and a new cell edge is present where in the lower
refinement level had been a devoid cell center. Consequently, this new cell edge is hardly
assigned any density by the cloud in cell method which is indicated by Figure 5.3(j)) and
is well visible in the test simulation in Figure 5.2(b). In contrast, the bulk of the macro-
scopic density is assigned to the cell edges that coincide with the edges of refinement level
L1. As a consequence artificial “stripes” appear within the macroscopic density. Mathe-
matically spoken these stripes are plane waves with a wave length of λ = 4∆L2.
Interestingly these stripes may only exist in a plane perpendicular to the magnetic field,
as shown in Figure 5.3(b). The stripes disappear in a plane parallel to the magnetic field
(not shown). The reason is that particles may move force-free only parallel to the mag-
netic field. Thus, devoid regions parallel to the magnetic field become rapidly refilled and
the density accumulations vanish. However, they cannot move freely perpendicular to the
magnetic field which maintains the stripes for quite a distance within the perpendicular
plane.
In order to maintain the advantage of improved weight distribution, but remove the ar-
tificial stripes we intermit the center of mass conservation for concept (C). Instead, the
children particles are placed at arbitrary positions on a plane perpendicular to the parti-
cles’ velocity vector and inside the same cell. However, even though the center of mass is
not conserved for every individual splitting event we found that the millions of splitting
events statistically ensure the conservation of the total center of mass. Besides we shall
point out the common center of mass conservation as described by Lapenta (2002) only
refers to the infinitesimal time during the splitting event. However, as the electromagnetic
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fields are usually different at the children particle positions, these particles will move dif-
ferently compared to the parent particle from the splitting event forth without conserving
the center of mass any longer. We therefore conclude that the importance of strictly con-
serving the center of mass for an infinitesimal time is commonly overestimated.
The splitting of concept (C) is sketched in the right column of Figures 5.3. As the cen-
ter of mass is not conserved any longer, parent particles that are close to the cell edges
may be split without the drawback that their children particles reside at the cell edges as
well (see Figure 5.3(n)). As indicated by sketch 5.3(o) the particle weight may be com-
pletely equal distributed in the highest refinement level. This is consistent with the test
simulation results in Figure 5.3(c) that show the by far most homogeneous macroscopic
densities without introducing numerical artifacts. The maximal numerical noise is 34%
above background density and therefore by nearly four times smaller than in the simula-
tion that uses concept (A). In fact, it is only slightly higher than the initial noise which
was estimated to be about 20% above the background density.
However, the most important advantage of concept (C) is that a sufficient number of par-
ticles already arrives at the highest refinement level. There, neither particle splitting nor
merging are required and consequently the particle distribution is not unphysically mod-
ified at all. This is in particular important since features of interest usually reside in the
highest refinement level where any numerical rooted influence should be avoided. Yet,
the impression could arise that method (C) works well in the simple test scenario of a
homogeneous density, as described above, but will fail in global plasma simulations with
a realistic obstacle to the flow. In order to proof that the advantages described above hold
for global plasma simulations with inhomogeneous plasma density as well, we applied
all three concepts to the simulations of Mercury’s plasma environment. As explained in
section 3.6 the splitting of particles before entering higher refinement levels is forced by
setting the optimal number of particles in each cell (oPiC) to oPiClocal = 8 · oPiCglobal
inside blocks that are located adjacent to refinement boundaries of higher levels.
The simulation results are shown in Figure 5.4 after the quasi-stationary state has been
reached. The different concepts are shown column-wise: concept (A) left column, con-
cept (B) middle column and concept (C) right column. For each concept, the macroscopic
density (first row), the macroscopic velocity (second row) and current density (third row)
are illustrated. The current density acts as the refinement criterion, i.e. if a given current
magnitude is exceeded the mesh becomes refined at the respective position. The quan-
tities are shown within the equatorial cross-section, i.e. perpendicular to the dipole and
background magnetic field.
These simulations confirm the conclusions that were drawn based on the homogeneous
simulations in Figure 5.2. The numerical noise of the macroscopic density in simula-
tion (A) is significantly increased compared to simulation (B) (see Figure 5.4(a)/(b)).
However, in simulation (B) artificial stripes are visible near the intersection between the
refinement levels which could already be observed in the homogeneous test simulation in
Figure 5.2. The lowest level of numerical noise is present in simulation (C). The same
observations apply to the macroscopic velocity which is shown in the second row. As
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Figure 5.4: Three simulations of Mercury’s plasma environment are carried out to com-
pare the concepts of particle refinement (A), (B) and (C) for a realistic hybrid simula-
tion scenario. The results are shown for the equatorial cross section by means of the
macroscopic density (first row), velocity (middle row) and current density (bottom row).
The numerical noise is strongest for concept (A) and smallest for concept (C). Artificial
stripes appear within the plasma moments of concept (B). Even though concept (C) does
not exactly conserve the center of mass during each individual split event, no unphysical
behavior can be observed.
can be seen in simulation (A) in Figure 5.4(d), in some regions even upstream to the bow
shock the undisturbed solar wind velocity drops to half the background speed at the in-
tersection between refinement levels L2 and L3. This feature is obviously completely of
numerical origin and a typical phenomenon when too less or poorly distributed particles
are present. This does neither happen in simulation (B) nor (C) (see Figures 5.4(e)/(f)).
However, artificial stripes are visible in the velocity pattern of simulation (B).
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Figure 5.5: The Figure shows the plasma velocity (top row) and density (bottom row)
immediately after initialization (left column) and after five simulation domain traversals
(right column). The numerical mesh is visualized on top the density plots. As can be seen
the noise level remains small in every level of refinement. The macroscopic quantities
are not affected by the splitting and merging processes, even after five simulation domain
traversals.
As the solar wind speed decreases at the intersection of refinement boundaries in sim-
ulation (A), the magnetic field piles up at this intersection forming a current sheet whose
magnitude is comparable to the bow shock current magnitude. As the current magnitude
is used as a refinement criterion, the mesh becomes further refined in this region which
is visible in Figure 5.4(g). This in turn causes even less or no particles to reside inside
several cells thereby further increasing the numerical noise. The drastically increase in
numerical noise usually cracks the magnetic field integration causing the simulation to
exit.
The lowest level of numerical noise is visible in simulation (C). As shown in Figure
5.4(i), the mesh refinement is exclusively triggered in regions of interest like the bow
shock or magnetopause rather than in the undisturbed solar wind flow as in simulation
(A). In particular, no unphysical behavior can be observed even though the center of mass
is not exactly conserved during each individual splitting event. In summary we conclude
that the particle refinement concept (C) is the by far most suitable choice for hybrid sim-
ulations. Even though all three concepts are included in the A.I.K.E.F. simulation code
and can be activated as favored, we recommend to use concept (C).
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Crossing Mass Momentum Energy Splits [Mio] Merges [Mio]
0 100% 100% 100% 0 0
1 100% 100% 99.9% 18,6 23,8
2 100% 100% 99.9% 36,2 41,7
3 100% 100% 99.8% 54,3 60,0
4 100% 100% 99.8% 72,5 78,0
5 100% 100% 99.7% 90,7 96,3
Table 5.1: The table illustrates the conservation of particle mass, momentum and energy
for a simulation within the absence of electromagnetic fields.
5.2.2 Conservation of Particle Properties
As stated in section 3.6, both the splitting and merging procedures are designed to con-
serve mass, momentum and energy. The following test is meant to reveal how well this
is fulfilled for the newly developed adaptive simulation code. As was shown by Bagdo-
nat and Motschmann (2002) the hybrid schema tends to dissipate particle energy. Due to
the finite number of particles a certain noise level in the macroscopic densities is always
present which in turn can excite waves. Therefore a certain amount of particle energy is
transferred into field energy which in turn is partially dissipated by physical or numerical
diffusion. In addition the particle acceleration method only acts energy-conserving in the
absence of electric fields, which in general is not the case (for details see Bagdonat and
Motschmann (2002) and references therein). Hence, the only way to quantify the con-
servation properties of the splitting and merging procedures is to use a simulation setup
in which the particles stream freely through the simulation domain with spatially refined
mesh. This setup is achieved by setting the electromagnetic fields to zero.
Each component of momentum, mass and energy are recorded for each time level. Be-
sides the merging and splitting events since simulation start are counted. To test whether
the number of macroparticles in each cell impacts on the conservation properties, two
simulations are carried out that use 20 and 80 particle in each cell, respectively. Since
the results for both simulations are identical to the fourth decimal place, we conclude that
the conservation of mass, momentum and energy is independent of the number of macro-
particles. Table 5.1 lists the results for the simulation that uses 80 particles each cell.
Figure 5.5 shows the plasma velocity (top row) and density (bottom row) immediately af-
ter initialization (left column) and after five simulation domain crossings (right column).
The numerical mesh is visualized on top the density plots. As can be seen the noise level
remains small in every level of refinement. The macroscopic quantities are not affected
by the splitting and merging processes, even after five simulation domain crossings.
As can be seen from table 5.1, the total particle mass and momentum are conserved nearly
exactly (tested up to fourth decimal place). In contrast, a small loss in total particle en-
ergy can be observed. After each simulation domain crossing the total particle energy is
decreased by about 0.05%.
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5.2.3 Conservation of Macroscopic Properties
The above described test was repeated with activated electromagnetic fields including the
full hybrid cycle that is described in section 3.3. Again, the above listed quantities and
in addition the electromagnetic energy have been recorded. For five domain crossings,
the time evolution of electromagnetic energy, total particle mass, energy and momentum
is visualized in figure 5.6. Each quantity is normalized to its initial value. As can be
seen, neither particle mass nor particle momentum are affected. However, the total parti-
cle energy decreases while the electromagnetic energy slightly increases. Hence, a small
fraction of particle energy is converted into electromagnetic energy while another fraction
of the particle energy is lost due to the splitting and merging process, as argued above.
However it should be pointed out that the change in either energy is below 1% per domain
crossing.
Not considered in the analysis shown above is the thermal energy, measured by the tem-
perature which needs a more detailed investigation. We compute the kinetic temperature





(vp − u)2 f (vp)d3vp , (5.1)
where m is the mass of the respective ion species, n the mean density, u the mean bulk
























Figure 5.6: The figure illustrates the evolution of particle mass, momentum, energy and
electromagnetic energy during five domain crossings.
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estimate how the particle refinement influences the temperature the above described test
is redone for 5 different refinement parameters. During five domain crossings the mean
temperature evolution is calculated according to equation 5.1 and normalized to its initial
value. To estimate the influence of particle refinement a reference simulation with deacti-
vated splitting and merging is carried out.
The temperature evolution of this reference simulation is shown by means of the red
line in Figure 5.7. Mainly two effects can be observed: firstly the average temperature
decreases by about ∆T = 2% during each domain crossing. This is comparable with the
findings of Bagdonat (2005). Secondly an oscillation is superimposed on this decrease
with a period that equals the time of one domain crossing. The oscillation’s amplitude
is about 3.5% of the initial temperature. The origin of this oscillation can be understood
as follow: initially each cell is filled with 80 particles. After half a domain crossing the
particles that originate from refinement level L0 will be located inside refinement level L2
and vise versa. As the particles are neither split nor merged in this reference simulation
and we set oPiClocal = oPiCglobal = 80 everywhere, the number of particles inside L2 will
be 80/(8 · 8) = 1.25 in average, thereby significantly too small to provide a reasonable
velocity phase function distribution.
As a consequence, the temperature is underestimated which is the reason for the over-
all temperature decrease. In addition, strong numerical noise is introduced that generates
small-scale electromagnetic field fluctuations. These in turn are dissipated by numerical
diffusion which acts as another energy sink. However, after one complete domain cross-
ing and due to the application of periodic boundaries, the particles that originate from
refinement level L2 have again arrived at approximately their original position in level L2.
Thus, the velocity phase function is again accurately modeled which improves the tem-
perature estimation. This yields a local maximum of the temperature oscillation.
In a next step, the simulation is repeated with activated particle splitting. Particles are
split up before entering higher refinement levels. This is achieved by setting oPiClocal =
8 · oPiCglobal in blocks adjacent to refinement boundaries. This ensures that a sufficient
number of particles is always present in each refinement level. The blue line illustrates
the temperature evolution for this simulation. As can be seen the oscillation has vanished.
The temperature decreases by about ∆T = 0.2% during each domain crossing, that is ten
times smaller compared to the simulation without particle splitting. The reason is that the
total particle number continuously increases which improves the phase function represen-
tation.
Due to the small simulation domain the number of particles has approximately doubled
after five domain crossings. However, when dealing with larger simulation domains and
more refinement levels the number may easily increase by more than one order of mag-
nitude which is numerically too expensive. Hence, this concept is more of theoretical
interest rather than of practical use. The key finding of this test is that particle splitting
improves the conservation of temperature.



























Number of Domain Crossings
PR deactivated
splitting active
 Ncompare =      N       
 Ncompare = 1 sqrt(N) 
 Ncompare = 4 sqrt(N) 
Figure 5.7: The figure illustrates the temperature evolution during five domain crossings
for a simulation with deactivated particle refinement (red line) and activated splitting (blue
line). Three further simulations show the temperature decay with activated splitting and
merging: on the one hand all N particles of a given cell are considered to estimate three
particles that have preferably similar velocity vectors for the merging process (green line).
Secondly this number is limited to
√
N (magenta line) and finally to 4
√
N (black line).
merged together that firstly have a small weight and secondly are close in velocity space.
If the velocity vectors of the three particles differ too strongly from each other, particle
merging tends to reduce the deviation from the mean velocity. In other words merging
reduces the thermal speed which is nothing but a temperature decrease. The green line in
Figure 5.7 shows the temperature evolution for a simulation that is set up as the previous
one, but with activated particle merging. All N particles of a given cell are considered to
estimate an optimal triplet of particles. As can be seen the temperature decreases by less
than ∆T = 1% during each domain crossing. For common hybrid simulations ∆T = 1%
temperature fluctuation is below the background noise and therefore can be considered
negligible.
Yet, as was explained in section 3.6, the computational cost required to find the optimal
particle triplet is of the order O(N2). For this test simulation the global optimal number
of particles is set to oPiCglobal = 80. Consequently, the local particle number for blocks
adjacent to refinement boundaries equals oPiClocal = 8 · 80 = 640. Thus, 6402 ≈ 410, 000
comparisons have to be carried out in these cells for each merging process. This trans-
lates into an immense computational effort. In fact more than 99% of the execution time is
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spent for the merging procedure. Furthermore, an algorithm that is of order O(N2) cannot
be efficiently parallelized (see section 3.8).
To achieve a convenient performance we limit the number of particles that shall be com-
pared in each cell to Ncompare =
√
N, where N is the individual number of particles in
the respective cell. This choice ensures that the merging algorithm performs with O(N)
operations and consequently may be efficiently parallelized. As was explained in section
3.6 the particles within one cell are sorted by increasing weight. Since only the particles
within the interval [0; Ncompare] are considered to find the optimal triplet in velocity space,
only particles with low weight are merged.
The gain in speedup is huge: the merging algorithm performs about 350 times faster
compared to the simulation where we set Ncompare = N. However, as indicated by the
magenta line in Figure 5.7, the temperature decays by 7% during each domain crossing.
This might seem to introduce a rather large error. However, whether or not this error is
acceptable depends on the scenario that shall be investigated: in most plasma-obstacle
interactions scenarios the actual obstacle is located within the maximal refinement level.
While streaming towards the obstacle, particles enter meshes of increased refinement and
consequently are split up but never merged. Hence, the temperature is conserved. Usually
particles are exclusively merged in the downstream region when moving to lower refine-
ment levels and therefore leaving the region of interest. In most cases a cooling of 7%
will be acceptable. In particular this will not affect the highest refinement level which is
the region of interest.
Yet, in some scenarios a temperature decay in the downstream region of ∆T = 7% might
be considered too large. For such a case we suggest to set Ncompare = α ·
√
N, with a real
number α > 1. Consequently, the algorithm still performs with O(α2 · N) = O(N) and the
parallelization remains likewise efficient. Still, one would expect the merging procedure
to slow down by a factor α2. However, we rather find that the merging procedure slows
down by about a factor of α. The reason is that finding the optimal triplet is only one part
of the merging procedure. The time required to the merging itself, memory access and
memory administration remains basically unchanged.
In usual simulations such as the Mercury simulations in chapter 6 the merging algorithm
requires about 2.7% of the total computational cycle. As we set α = 4 the merging
execution time increases by approximately a factor of 4 as well. This causes the total
hybrid cycle execution time to increase by about 8%. As will be shown in the discussion
on speedup in section 5.5, an increase of 8% execution time can be considered negligible
compared to the gain in speedup due to the use of adaptive meshes and particle refinement.
The results of a simulation with α = 4 is shown by means of the black line in Figure
5.7. The temperature decay during each domain crossing is ∆T = 3.3% which is an im-
provement compared to the simulation with α = 1. However, it is not as good the result
of ∆T = 1% when setting Ncompare = N. The bottom line is that the user of the A.I.K.E.F.
simulation code has to chose an appropriate value of α for the particular scenario that
shall be investigated.
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5.3 Whistler Waves Dispersion Relation
The Bag2002 simulation code has proven to correctly reproduce Alfvén waves, slow/fast
magnetosonic waves and ion whistler waves on a static Cartesian mesh (see Bagdonat and
Motschmann (2002) and Bagdonat (2005)). As was shown in section 5.1, the results of
the A.I.K.E.F. simulation code and Bag2002 are identical for static Cartesian meshes. It
is therefore not required to repeat these tests for the A.I.K.E.F. simulation code.
However, the question remains whether waves travel properly across refinement bound-
aries and whether their dispersion relation ω(k) is still modeled in a correct way. Due
to the finite mesh resolution of numerical models, there are always small deviations be-
tween the analytical and numerical ω(k)-relation and wave propagation velocity. Since
the accuracy depends on the mesh resolution and therefore on the level of refinement,
wave reflections might occur in case waves are traveling from highly resolved regions
into coarser regions and vice versa (see eg. Fujimoto and Machida (2006b)). In order to
show that no relevant reflections occur in our model, we chose to carry out simulations
on high frequency ion whistler waves which have very short wave lengths and therefore
should be most sensitive to generate wave reflection.
Any quantity or equation below is presented in normalized units (see sec. 2.2). After
some straightforward algebra the dispersion relation of ion whistler waves in normalized
units can be expressed as:
ω∗ = (k∗)2 . (5.2)
The following one-dimensional test setup is applied: The simulation domain is periodic
with size Lz = 10x0 and refined within the interval x = [3x0; 7x0]. The resolution at
the coarse level is ∆x0 = 0.1x0 and ∆x1 = 0.05x0 in the refined region. The magnetic
background field is set to B0 = (0, 0, 1). Initially a disturbance is superimposed that is
consistent with a right-hand polarized whistler wave:
B∗x(t0) = +A · cos(−kz) (5.3)
B∗y(t0) = −A · sin(−kz) , (5.4)
where we choose A = 0.3 and k in such a way that an integer number of wave length fits
inside the simulation domain:
ki = 2piiLz (5.5)
i = 1, 2, 3, ..., 18 (5.6)
The simulation is run for Nt = 2000 time steps with ∆t = 0.001 resulting in a total time of
T = 2. For each time step the magnetic field is recorded at Nz = 200 equidistant positions
along the z-direction. That is the same resolution as within the highly refined region.
After the simulation has finished, a two-dimensional FFT is carried out, i.e. the data are
transferred from z − t into k − ω − space. The Fourier space for the i = 11 simulation is
displayed in fig. 5.8(a). The mesh accounts for the finite resolution in Fourier space:
∆ω =
2pi























Figure 5.8: The Fourier space for the i = 11 whistler wave simulation is shown in (a),
where the mesh accounts for the finite resolution in Fourier space. If waves were reflected
at refinement boundaries, the FFT power spectrum would yield two maxima at (+k, ω)
and (−k, ω), respectively. However, the single sharply focused maximum indicates that no
relevant wave reflexion at refinement boundaries occurs. The whistler dispersion relation
in (b) is estimated by means of a uniform (green) and adaptive mesh (blue) and compared
with the analytical relation (red).
Inserting equation (5.7) into equation (5.5) yields the more convenient form ki = i∆k.
This means that the k value used for initializing the simulation is always exactly on a
mesh node in discreet Fourier space. However, since the ω(k) relation is nonlinear, it is
not possible to place the resulting values for ω on nodes of the discrete Fourier space.
Hence, the Fourier analyzed values for ω should considered to be accurate up to ±∆ω/2.
This limits the minimal and maximal ω and k to
ωmin = ∆ω = pi (5.9)
ωmax =
Nt∆ω
2 = 1000pi (5.10)






2 = 20pi (5.12)
The value of k11 = 11∆k applied in fig. 5.8(a) yields a frequency of ω = 15pi which is in
agreement with the analytical value k211 = 15.2pi within the accuracy of FFT. The simula-
tion is repeated for i = 1...18 and the dispersion relation is visualized in fig. 5.8(b) (blue).
For comparison the analytical relation is plotted (red). As can be seen both solutions are
in good agreement. In addition the simulations are repeated for a mesh without refine-
ment (green). Still the agreement is good, yet the deviation from the analytical relation is
slightly higher, in particular for large k. However, most important is that waves can travel
across refinement boundaries without falsifying the dispersion relation.
Furthermore fig. 5.8(a) illustrates that no relevant wave reflexion occurs at refinement
boundaries: The sign of k yields the direction of wave propagation. If the wave was re-
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flected partially at refinement boundaries, a wave of equal frequency but opposite sign
would be excited. The FFT power spectrum in turn would yield two maxima at (+k, ω)
and (−k, ω), respectively (see Fujimoto and Machida (2006b)). However, since only a sin-
gle maximum is visible in fig. 5.8(a), we conclude that no relevant wave reflexion occurs
at refinement boundaries.
5.4 Mach Cones - Standing Fast Waves
The following three-dimensional setup is applied to test whether waves propagate across
refinement boundaries without being refracted, i.e. without changing their direction of
propagation. This property could not be tested in the one-dimensional setup described in
section 5.3. We choose a simulation domain of size L = (72, 48, 48) x0 with a hydrogen
plasma of speed vplasma = 5vAex and place an immobile ion population at the simula-
tion box origin. This immobile ion population acts as an obstacle to the flow, exciting
a standing fast magnetosonic wave forming a mach cone (for details see Bagdonat and
Motschmann (2002)).
The fast wave velocity perpendicular to the magnetic field in normalized units reads
v∗wave =
√
(v∗A)2 + (v∗s)2 (5.13)
where v∗A = 1 is the Alfvén velocity and v
∗
s the sound velocity. When using an adiabatic
exponent of κ = 2, the sound velocity in normalized units results in:
v∗s =
√
βi + βe (5.14)
We choose βi = βe = 0.4 resulting in a wave velocity of v∗wave = 1.34. The opening angle








Two simulation runs are carried out. For simulation (A) in fig. 5.9(a) a uniform Cartesian
mesh is specified while for simulation (B) (see fig. 5.9(b)) a hierarchical mesh is used.
The figures show the total magnetic field strength in the y-cross-section, that is perpendic-
ular to the background magnetic field B0 ∝ −ey. In both cases a linear Mach cone forms
behind the immobile ion population, similar to the gas-dynamical case. The obstacle is
too weak to produce a bow shock. The opening angle in simulation (A) can be estimated
to be α ≈ 15◦, which is in good agreement with the calculated value of α = 15.6◦.
In the hierarchical simulation (B), the immobile ion population is placed exclusively
within the highest level of refinement L2. Hence the excited fast magnetosonic wave
has to cross two refinement boundaries as it moves downstream with the flow. No refrac-
tion at the refinement boundaries is visible. The direction of the wave remains unchanged
as it propagates from regions of high to regions of low resolution. The opening angle
measured at the x = xmax domain boundary in refinement level 0 equals the angle of the
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(a) mach cone - uniform mesh
(b) mach cone - hierarchical mesh
Figure 5.9: The images show the excitation of a standing fast wave due to an immobile
heavy ion population. The simulations have been carried out by using an uniform mesh
(a) and a hierarchical mesh (b). In the latter simulation the wave crosses two refinement
boundaries as it moves downstream with the flow. No refraction at the refinement bound-
aries is visible. The opening angle of the mach-cone reproduces the analytically estimated
value.
unrefined case α ≈ 15◦. In general both results are very similar, yet in the hierarchical
mesh simulation the mach cone is slightly more focused. In summary we conclude that
refinement boundaries do not influence the direction of wave propagation.
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5.5 Static versus Adaptive Mesh: Mercury
Due to the ongoing MESSENGER and upcoming Bepi-Colombo Mission, in particular
planet Mercury is currently subject of interest (Slavin et al. 2008). In order to resolve
small-scale features, a local high resolution is required. On the other hand a large sim-
ulation domain of many Mercury radii size is desirable in order to investigate possible
substorm activity in Mercury’s magnetotail. Thus, significantly different scales are in-
volved in Mercury’s interaction with the solar wind which is why we choose Mercury’s
plasma environment for the following test.
The test is meant to measure the speedup and quality of the adaptive Mercury simula-
tion. In particular it shall be tested whether the mesh refinement influences any of the
various physical structures in Mercury’s plasma environment. In order to distinguish
physical structures from potential mesh artifacts, a static mesh simulation is carried out in
a first step. The simulation’s coordinate frame is identical to the one of section 3.8 and is
sketched in fig. 3.5(a).
The resolution in the entire simulation domain is ∆static = 2.5x0 in each dimension. We
refer to this simulation as reference simulation. Secondly an adaptive simulation was car-
ried out that uses a coarse base resolution of ∆L0 = 8∆static = 20x0 in each dimension.
Four levels of refinement are used: L0, L1, L2 and L3. Hence, the resolution at the highest
level of refinement L3 is ∆L3 = ∆L0/8 = ∆static and thereby equal to the global resolution
of the static mesh simulation. The self-refinement within L0, L1 and L2 is guided by the
current density while it is fixed to |r| < 1.8RM in L3.
The plasma upstream parameters for both simulations are listed in table 2.1. Apart from
the parameters related to mesh refinement, all physical and numerical parameters are iden-
tical in both simulations. Hence, except for some random noise the simulation results
should be identical.
5.5.1 Simulation Results
The following discussion does not aim to provide a detailed explanation of the physical
structures, but to compare the two simulations from the numerical point of view. Figure
5.10 shows a comparison of the static and adaptive simulation for the polar cross-section
while fig. 5.11 provides an overview of the equatorial cross-section (the alignment of
polar- and equatorial crossection are sketched in fig. 3.5(a)). The first row illustrates the
results for the static (reference) simulation and the second row for the adaptive simulation,
respectively. Since the mesh refinement is guided by the current density, i.e. regions of
higher current are refined into higher levels, the block refinement is visualized on top the
current density in figs. 5.10(h) and 5.11(h).
By comparing figs. 5.10(a) and 5.10(e) it can be seen that the global image is basically
the same. In particular the shape of the bow-shock and the magnetopause, the position
of the neutral sheet and the cusp region are qualitatively identical. However, a closer
look reveals that two features differ quantitatively. In the adaptive simulation the neutral
67
5 Test Simulations
















(e) (f) (g) (h)
Figure 5.10: The figure shows a comparison of uniform mesh simulation (top row) with
adaptive mesh simulation (bottom row) by means of the polar cross-section. The color
coded physical quantities are the magnetic field |B|, plasma velocity |U |sw, plasma density
ρsw and current | j|. The block topology is visualized on top the current for the adaptive
simulation (h).
sheet and the magnetopause boundary are sharper focused compared to the static mesh
simulation. This observation is in agreement with a slightly higher current density at the
magnetopause and neutral sheet in fig. 5.10(h), compared to the static mesh simulation in
fig. 5.10(d). The increased neutral sheet current density is even better visible within the
equatorial cross-section figs. 5.11(d) and 5.11(h).
At first glance this seems incomprehensible, since both these features are embedded
within refinement level L2 which is coarser than the static mesh resolution. Hence, one
would expect to observe sharper focused features and increased current densities within
the highly resolved static mesh simulation.
In order to understand this observation, we shall point out that in the static mesh sim-
ulation a certain amount of numerical diffusion has to be added in order to guarantee
numerical stability (see equation (3.3)). The amount has to be based on the most critical
region, which in the mercury scenario is the strong intrinsic magnetic field near the plan-
etary surface. For the static mesh simulation we use αs = 0.08. In the adaptive simulation
the immediate vicinity of Mercury is embedded in refinement level L3, where we choose
numerical diffusion equal to the static mesh simulation αs,L3 = 0.08. However, it is suffi-
cient to choose a smaller value of αs,L2 = 0.012 for refinement level L2 since (a) coarser
meshes require less diffusion and (b) the magnetopause and neutral sheet are less critical
to model than the high magnetic dipole field close to Mercury’s surface. For this reason
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Figure 5.11: The figure shows a comparison of uniform mesh simulation (top row) with
adaptive mesh simulation (bottom row) by means of the equatorial cross-section. The
color coded physical quantities are the magnetic field |B|, plasma velocity |U |sw, plasma
density ρsw and current | j|. The block topology is visualized on top the current for the
adaptive simulation (h).
the magnetopause and neutral sheet are sharper focused in the adaptive simulation, even
though the mesh resolution in this region is lower than the static mesh simulation.
The plasma velocities in figs. 5.10(b) and 5.10(f) are very similar as well. The most no-
ticeable difference is the fine grained noise within the magnetosphere in the static mesh
simulation (light green dots). In the adaptive simulation this region is smeared out be-
cause of the coarser mesh resolution at this region. However, the plasma density in this
region is close to zero which is why this region is not particularly interesting from the
plasma-physical point of view. Having a look at the undisturbed upstream solar wind
flow it can be seen that in general, the noise within the adaptive simulation is higher (see
figs. 5.10(f) and 5.11(f)). This is due to the fact that adaptive mesh simulations inher-
ently include significantly fewer macroparticles than the static mesh simulation. Even
though particles are split several times as they move from level L0 to level L3, smooth
bulk distributions as smooth as in the reference simulation cannot be achieved. Since the
plasma velocity is directly derived from the particles (see sec. 3.5), its noise level reflects
the lower resolution in particle phase space. However, since this higher noise level ap-
parently does not influence further plasma quantities, we conclude that the impact on the
simulation results can be considered negligible. Still we shall point out that the number of
macroparticles (MPiC=30) that was used in this simulation should be regarded as a lower
limit for adaptive runs.
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Since the plasma density is directly derived from the particle positions similar to the
plasma velocity, the noise level is also increased compared to the reference simulation
(see figs. 5.10(c) and 5.10(g)). However, apart from that the results are in good agree-
ment. The shapes of bow shock, magnetopause and cusp regions are nearly identical. In
particular the stable plasma ring around Mercury within the equatorial cross-section (see
figs. 5.11(c) and 5.11(g)) exhibits the same shape in both simulations.
In summary we conclude that the adaptive and the reference simulation are qualitatively
identical within the entire simulation domain. Furthermore the results are quantitatively
identical everywhere, except for the slightly increased noise level in the adaptive simu-
lation which is expected, but negligible as it does not affect the shape of any physical
structure. Despite the coarser resolution the magnetopause and current sheet are even
more accurately modeled in the adaptive simulation, since reduced numerical diffusion
can be applied within these regions.
5.5.2 Speedup
In the following we shall explain how the speedup of the adaptive simulation is estimated.
For its rather small memory requirements the adaptive simulation was run in serial on a
personal computer at 2.83 GHz. The quasi stationary state (see figs. 5.10 and 5.11) was
reached after 30.85 CPU-hours. In contrast, because of its huge memory requirements the
static mesh simulation had to be carried out in parallel on 128 CPUs at 2.4GHz each. The
quasi-stationary state was reached after 128 · 20, 43h = 2615.22 CPU-hours, which is 85
times more than the adaptive simulation. However, if we account for the faster CPU of
the adaptive simulation, we shall multiply the speed by 2.4GHz / 2.83GHz = 0.848. Since
the static mesh simulation does not scale ideal (see section 3.8), we correct the speedup
corresponding to fig. 3.5(d) by multiplying with 0.98. This still results in a speedup of 71
or in other words: a static mesh simulation that takes 10 weeks requires less than one day
on an adaptive mesh while yielding essentially the same results.
5.6 Comparison of MESSENGER and Simulation Data
As introduced in section 5.5, planet Mercury is target of the MESSENGER spacecraft
mission (Slavin et al. 2008). At the time of this writing three flybys had been carried out,
where magnetic field measurements are available for flyby I and II. By chance the inter-
planetary magnetic field (IMF) conditions in both Flybys have been very different. While
during flyby I the IMF and dipole field were basically aligned, they have been anti-parallel
during flyby II. This offers the unique opportunity to compare the case of a closed and an
open magnetosphere, respectively.
In the following we shall test whether the A.I.K.E.F. simulation code is able to model the
configuration of both cases: a closed and an open magnetosphere at Mercury. However,
we shall point out that the results shown below are not meant to explain the involved
physics. A detailled physical analysis is carried out throughout chapter 6. Here, the sim-
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(a) (b)
(c) (d)
Figure 5.12: The figure shows the magnetic field (a) and plasma velocity (b) of the
three dimensional MESSENGER I simulation geometry. Mercury is indicated by means
of a black sphere. The red line shows the MESSENGER trajectory where the three
black marks indicate the bow-shock, magnetopause and C/A, respectively. The block
topology of refinement level three (c) and two (d) show that the refinement follows the
shape of bow-shock and magnetopause. Animations are available online at www.tu-
braunschweig.de/theophys/people/jmueller.
ulations should rather be considered a benchmark for the quality of the results. Therefore
two simulations were carried out that use the IMF configuration of MESSENGER flybys
I and II, respectively. Unfortunately neither plasma densities nor velocities are available.
However, we assume that the values of table (2.1) are a reasonable estimate. During both
flybys the magnetic field strength has been 21nT. While the IMF direction in flyby I has
been Θ f lybyI = 53◦ with a Parker spiral angle of φ f lybyI = 27◦, it has been Θ f lybyII = 118◦
with a Parker spiral angle of φ f lybyII = 37◦ during flyby II (Wang et al. 2010).
Another source of uncertainty is Mercury’s intrinsic magnetic dipole field: the few Mer-
cury flybys of MESSENGER and Mariner 10 have not been sufficient to derive a reliable
fit of Mercury’s intrinsic magnetic field. It is usually assumed to be dipolar. The values for










18:55 19:00 19:05 19:10 19:15 19:20 19:25
|B|































































Figure 5.13: Figures (a) to (d) show the magnetic field and its components for the MES-
SENGER I flyby. Fig (e) and (f) show the magnetic field and adaptive mesh of the equa-
torial cross-section. The three marks on MESSENGER’s trajectory indicate bow-shock,
magnetopause and C/A, respectively. See text for details. Animations are available online
at www.tu-braunschweig.de/theophys/people/jmueller.
2000). Corresponding to Anderson et al. (2008) Mercury’s dipole moment may exhibit
an inclination of 5◦ to 12◦ from the rotational axis. The most recent dipole fit has been
carried out by Alexeev et al. (2010) who estimates a dipole strength of 196 nTR3M, where
the dipole centre is shifted 405km in northern direction. The inclination is estimated to
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be 4◦ with an eastern longitude of 193◦ for the dipole northern pole. However, improved
models are subject to the orbital phase of MESSENGER.
Because of the large uncertainties we shall use a “simplified dipole model” of Mercury’s
intrinsic field. For the present simulations we assume the dipole strength to be 200nTR3M
and apply a shift of the dipole’s center of 405km in northern direction. However, any incli-
nation is neglected. Due to the uncertainties in plasma upstream parameters and intrinsic
dipole field we do not expect to observe perfect quantitative agreement between model
and spacecraft data, however physical structures should match up qualitatively. Again the
simulation coordinate frame is identical to the one of section 3.8 and is sketched in fig.
3.5(a).
A magnetic field and plasma velocity of the three dimensional MESSENGER I simula-
tion geometry are visualized in figs. 5.12(a) and 5.12(b). Mercury is indicated by means
of a black sphere. The red line shows the MESSENGER trajectory, where the three black
marks indicate the bow-shock, magnetopause and C/A, respectively. The block topol-
ogy of refinement level three and two are shown figs. 5.12(c) and 5.12(d). As can be
seen the refinement follows the shape of bow-shock and magnetopause. To obtain a bet-
ter understanding on how the physical quantities and numerical mesh develop in time
we recommend to view the associated animations that are available online at www.tu-
braunschweig.de/theophys/people/jmueller
The simulation results are visualized in figs 5.13 and 5.14. Magnetic field data along
MESSENGER’s orbit are displayed in figs (a)-(d): |B|, Bx, By and Bz, respectively. The
equatorial cross-section that includes MESSENGER’s trajectory (black line) is shown in
fig (e). The dark blue circle indicates the planetary surface. Figure (f) shows the mesh
refinement at quasi-stationary state. As can be seen in fig. 5.13 the magnetic field mag-
nitude of simulation and observation are in qualitative and quantitative agreement. In
particular the bow-shock and magnetopause position are virtually identical. While the By
component is in very good agreement as well, the simulation’s Bx component is slightly
to small at C/A while the Bz component is slightly to large. This quite likely is due to the
negligence of the dipole’s inclination within the simulation. However, both the Bx and Bz
component show very good agreement at magnetopause and bow-shock position which is
why we conclude that physics are correctly modeled.
In particular we shall point out that in both, spacecraft measurements and simulation re-
sults, a region of decreased magnetic field can be observed between 19:11 and 19:14 UTC
(see Figure 5.13(a)/(d)). This feature is not expected to be observed in common planetary
magnetosphere and was labeled Mercury’s “dayside boundary layer”. It is confined by a
double current sheet which is referred to as Mercury’s “double magnetosphere” (Slavin
et al. 2008). A trusted explanation for both these structures is missing to the present day.
However, for the time being we conclude that the A.I.K.E.F. simulation model is capable
of modeling the case of a closed magnetosphere and dedicate the next chapter to an in-
depth analysis of the involved physics.
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Figure 5.14: Figures (a) to (d) show the magnetic field and its components for the MES-
SENGER II flyby. Fig (e) and (f) show the magnetic field and adaptive mesh of the equa-
torial cross-section. The three marks on MESSENGER’s trajectory indicate bow-shock,
magnetopause and C/A, respectively. See text for details.
ery component as well, in particular at bow-shock and magnetopause position. However,
the total magnetic field strength appears to be under estimated. We cannot state with cer-
tainty whether this is due to the negligence of the dipole’s inclination, under estimation
of dipole strength or a shift of the dipole origin. This must be investigated by means
of different dipole setups which is beyond the scope of this chapter. However we shall
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point out that sharp discontinuities are correctly modeled, which can be best seen in the
Bz component at magnetopause and bow-shock position. In summary we conclude that
in consideration of several unknowns in both, dipole and plasma parameters, simulation
results and observations are in excellent agreement.
75

6 Potential Origin of Mercury’s
Double Magnetopause
As was shown at the end of the previous chapter a region of decreased magnetic field has
been observed inside Mercury’s magnetosphere during the MESSENGER flybys. Since
a trusted explanation for this feature is missing to the present day, we carry out an in-
depth analysis of the involved physical processes throughout this chapter. In section 6.1
we describe the MESSENGER flyby geometry and the discovery of the ”dayside bound-
ary layer“ and ”double magnetopause“ before we summarize the corresponding magnetic
field and plasma observations that were available at the time of this writing in section
6.2. We substantiate the application of a simplified magnetic field topology and dipole
moment in section 6.3 followed by listing the input parameter in section 6.4. Section 6.5
includes an elaborate presentation of the simulation results which are in detail discussed
in section 6.6. The results have been submitted for publication (Müller et al. 2011b).
6.1 MESSENGER Encounters in the Year 2008
On 14 January 2008 the MESSENGER spacecraft detected a wide region of decreased
magnetic field inside Mercury’s dawn magnetosphere (see Figure 6.1) that was confined in
between a double current sheet. Such a double current sheet had never been observed be-
fore, neither in Mercury’s nor in any other planetary magnetosphere. Slavin et al. (2008)
pointed out that both current layers are very similar in orientation and thickness, only
the intensity of the inner current sheet is weaker. Consequently, the authors called this
double current sheet Mercury’s “double magnetopause”. Slavin et al. (2008) concluded
that the outer current sheet separates the magnetosheath and magnetosphere and that the
region of decreased magnetic field in between the double sheet originates from enhanced
plasma pressure. This region in between both current sheets was labeled Mercury’s “day-
side boundary layer” (Anderson et al. 2011). The boundary layer could be observed in
both flybys that are abbreviated M1 and M2 in the following (Anderson et al. 2010). Dur-
ing the third flyby the spacecraft had been in secure mode and neither magnetic field nor
plasma data has been recorded for the respective region. MESSENGER’s orbital phase
was successfully initiated on 18 March 2011, but no measurements had been available at
the time of this writing.
Since both flybys M1 and M2 suggest the existence of the boundary layer and solar wind
conditions have been very quiet during M1, it is very likely that the boundary layer is
a stable and stationary region. Up to the present day the boundary layer itself and the
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Figure 6.1: The sketch (a) illustrates the MESSENGER trajectory of the first flyby where
the arrows indicate the spacecraft’s flight direction (red). The black dots mark from top to
bottom the positions of outbound bow shock (BS), outbound magnetopause (MP), dayside
boundary layer’s (D-BL) edge, closest approach (C/A) and nightside boundary layer’s (N-
BL) edge. The corresponding magnetic field measurements are shown in (b).
key processes of its formation are not well understood. Slavin et al. (2008) pointed out
that different processes could cause the layer’s formation: one explanation would be the
diamagnetic effect of solar wind plasma that enters Mercury’s magnetosphere along open
flux tubes. Alternatively exospheric ions that enter the magnetosphere after being picked
up by the solar wind and accelerated in the magnetosheath could produce the diamagnetic
decrease.
The study presented throughout this chapter intends to advance the understanding of the
boundary layer and its formation. Since ion kinetic processes are believed to play an im-
portant role within Mercury’s magnetosphere (Glassmeier et al. 2003, Slavin et al. 2008),
the A.I.K.E.F. simulation code is well suited for the investigation. Plasma quantities and
magnetic field results will be compared to the measurements that have been provided in
the initial, pre-orbital phase of the MESSENEGER mission.
6.2 On Mercury’s Dayside Boundary Layer
Based on Slavin et al. (2008), Anderson et al. (2011), Raines et al. (2011) we will summa-
rize the available knowledge about Mercury’s boundary layer. A more detailed overview
can be found in the respective articles and references therein. During both, M1 and M2,
a region of depressed magnetic field and increased proton flux adjacent to it could be
observed immediately after entrance into Mercury’s dawn magnetosphere. This region
of depressed magnetic field was labeled the “dayside boundary layer” (D-BL). The M1
trajectory and corresponding magnetic field are shown in Figure 6.1. While interplanetary
magnetic field (IMF) and Mercury’s dipole field were basically parallel at the sub-solar
point during M1, they had been anti-parallel during M2, resulting in notedly increased
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sub-solar reconnection (Anderson et al. 2011). Since the existence of the D-BL does not
seem to depend on the IMF direction, Anderson et al. (2011) concluded that sub-solar
reconnection is unlikely to be responsible for the D-BL formation at Mercury. In con-
trast, the low latitude boundary layer (LLBL) at Earth significantly depends on the rate
of sub-solar reconnection (Fuselier et al. 1999). Hence, it is unlikely that both layers are
formed by the same process. Furthermore, the D-BL at Mercury occupies a significant
fraction of Mercury’s magnetosphere and is much larger than the LLBL at Earth, at least
on scales comparable to respective magnetospheric dimensions.
During M1 the width of the D-BL was estimated to be 1000 - 1100 km and the magnetic
field magnitude inside varied between 60nT and 70nT (see Figure 6.1(b)). According to
Raines et al. (2011) the proton density was 16cm−3, resulting in a proton inertia length of
about 57km. Hence, the D-BL itself is a macro scale phenomenon for the protons. The
width of the D-BL’s inner edge, on the other hand, is comparable to proton gyration scale
(see Figure 6.1(b) at 19:10:37 UTC). While the magnetic field intensity showed a sudden
decrease from 101nT to 79nT when crossing the inner edge of the D-BL during M1, the
direction of the magnetic field remained basically unchanged. This is consistent with a
plasma pressure gradient that is directed outward and perpendicular to the magnetic field,
as pointed out by Anderson et al. (2011). The magnetic field decrease inside the boundary
layer was accompanied by an increased thermal pressure. The proton pressure inside the
D-BL during M1 was estimated to be 0.4nPa with a proton temperature of 2 ·106K during
M1, whereas the values were 1.0nPa and 10 · 106K during M2. A second magnetic field
decrease, at Mercury’s nightside, was observed during M1 at 19:00 UTC and went along
with an increased proton density of about 4-5 cm−3, during both M1 and M2 (Raines et al.
2011). The corresponding temperatures were measured to 4 − 8 · 106K during M1 and
8 · 106K during M2. This region was labeled the “nightside boundary-layer” (N-BL).
Hence, solar wind protons should be considered to significantly impact on the boundary
layer formation, even though heavy exospheric ions could play a role as well (Slavin et al.
2008, Anderson et al. 2011). In particular, the results show that both flybys yielded qual-
itatively the same results in terms of magnetic field and plasma observations, despite the
significant difference in IMF direction.
6.3 Simulations Setup
As was shown in section 5.6, simulations using the A.I.K.E.F. code have already been suc-
cessfully applied to model the magnetic field for the M1 and M2 flybys. However, these
simulation were not addressed to discuss the boundary layer formation. The analysis of
Mercury’s magnetosphere and boundary layer formation is subject to this chapter. Even
though the results are in very good agreement with the magnetic field that was recorded
by MESSENGER, the simulations are not well suited for the analysis of the physics in-
volved in the boundary layer formation because the shifted dipole and M1 IMF direction
considerably complicate the analysis. Hence, we redid the simulations using a slightly
simplified geometry and suggest that the corresponding physical processes are valid for
the real M1 case as well.
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Quantity Symbol (Müller et al. 2011a) present study
Solar wind density n 32/cm3 32/cm3
Solar wind velocity v 430km/s 430km/s
ion temperature Tion 2 · 105 K 2 · 105 K
electron temperature Telectron 2 · 105 K 2 · 105 K
planetary radius RM 2440 km 2440 km
magnetic moment M 200 nTR3M 200 nTR
3
M
magnetic moment offset ∆M,z 405 km 0 km
IMF magnitude B 21.0 nT 12.6 nT
IMF longitude angle φB −53◦ 90◦
IMF latitude angle λB 63◦ 0◦
Table 6.1: The table compares the physical parameter of the simulaton in section 5.6
with the simulation presented throughout this chapter. The values for Mercury’s plasma
environment are chosen corresponding to Wang et al. (2010).
For the simulation presented in this chapter we will focus on the M1 flyby since Mer-
cury’s dipole field and IMF were basically parallel in the sub-solar region, resulting in
negligible dayside reconnection. As the simulations of Müller et al. (2011a) did show
the dayside diamagnetic decrease even in a pure hydrogen plasma, we concluded that all
physics seen in the data can be completely explained without the inclusion of sodium or
any other exospheric species. Hence, at the current stage we decided to continue our mod-
eling by using single species hydrogen plasma that is exclusively injected at the domain
boundaries. The influence of exospheric ion species on the boundary layer will be subject
to future studies. Compared to the input parameters of Müller et al. (2011a) we introduce
the following modifications that are also listed in table 6.1:
1. Centered planetary dipole moment.
2. M1 trajectory mapped to equatorial plane.
3. IMF in y-direction, ie. perpendicular to Mercury’s magnetic moment
4. Improved model of Mercuries interior.
Each of the listed rearrangements is explained below:
1. According to Alexeev et al. (2010) the center of Mercury’s magnetic moment is shifted
about 405km in northern direction. Figure 6.2 shows the magnetic field of such a dipole
along the M1 trajectory (red). As can be seen, both Bx and By are non-zero. However, we
cannot see any physical reason why the existence of the boundary layer should depend
on this shift. Hence, we use a planetary centered magnetic moment in order to simplify
the analysis. The green line in Figure 6.2 shows the magnetic dipole field along the M1
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Figure 6.2: The images show the magnetic field and its components for an offset dipole
(Alexeev et al. 2010) along the M1 trajectory (red). Both Bx and By are non-zero. As we
do not see any physical reason why the boundary layer should depend on this shift we use
a planetary centered dipole in order to simplify the analysis. The green line shows the
magnetic field for a centered dipole along the M1 trajectory. Finally the blue line shows
the field of a centered dipole along the M1 trajectory that is projected on the equatorial
cross-section, i.e. the z-component of each coordinate is set to zero. We shall point out
that any of the modifications barely affects the magnetic field magnitude in plot (a).
2. The M1 Orbit is not exactly located inside the equatorial cross-section, but shows a
rather small inclination. For the present simulation we neglect this inclination, i.e. we
set z = 0 for each position while the x- and y-coordinates remain unchanged. Figure
6.2 shows the corresponding magnetic field (blue). As can be seen, both the Bx and By
components vanish everywhere along the trajectory. However, we shall point out that this
simplification barely impacts the total magnetic field strength: all three configurations
show nearly the same magnetic magnitude along the entire trajectory (see Figure 6.2(a).)
3. In contrast to the simulations of Müller et al. (2011a) that use the real M1 and M2
magnetic field configurations, a simulation with simplified IMF is carried out for the
present study. The IMF is set to BIMF = (0, 12.6, 0)nT, therefore being entirely directed in
y-direction. Like the Parker spiral field at Mercury the latitude angle of this IMF is zero,
i.e. the field is perpendicular to Mercury’s magnetic moment. Furthermore this choice
simplifies the differentiation between Mercury’s intrinsic field and the IMF: within the
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(a) 1D - resistivity in kΩm (b) 2D - resistivity profile in kΩm
Figure 6.3: The plot (a) shows the resistivity profile by means of a one-dimensional cut
along the x-axis. Within a radius of 0.75RM that is marked by blue dashed vertical line
a zero resistivity is specified, i.e. in this region Mercury’s intrinsic dipole field remains
unaffected during the entire simulation. Mercury’s mantle is divided into an inner region
of lower resistivity ηi ≈ 4kΩm between the blue and green vertical line. An outer region
of higher resistivity ηo ≈ 300kΩm is located between the green and black vertical line.
The black line coincides with Mercury’s surface. Plot (b) shows the resistivity profile in
the equatorial cross-section.
equatorial cross section we expect to observe a zero Bz component within the magne-
tosheath while inside the inner magnetosphere Bx and By are expected to be zero. Hence,
for the dayside boundary layer that resides in between these regions it will be easy to
distinguish whether Mercury’s intrinsic dipole field or the IMF dominates.
4. Due to the small stand-off distance at Mercury that is about 0.5RM above Mercury’s sur-
face (where RM=2440km is the planetary radius), current generation inside Mercury may
play an important role (Glassmeier et al. 2007, Grosser et al. 2004, Hood and Schubert
1979, Suess and Goldstein 1979). The A.I.K.E.F. simulation model self-consistently in-
corporates obstacles of arbitrary conductivity profile into the plasma environment (Müller
et al. 2011a). This method has already been successfully applied to model fossil fields at
Titan (Müller et al. 2010) and several other Saturnian moons (Roussos et al. 2008, Kriegel
et al. 2009). For the Mercury simulations the resistivity profile of the planetary body is
setup as visualized in Figure 6.3.
Within a radius of 0.75RM that is marked by blue dashed vertical lines a zero resistivity
is specified, i.e. in this region Mercury’s intrinsic dipole field remains unaffected during
the entire simulation, accounting for Mercury’s highly conducting ion core (Milillo et al.
2005) and therefore diffusion times of many thousand years. Formally this region can
be referred to be the simulation’s “inner boundary”. Assuming that electric properties of
Mercury’s mantle are similar to those of moon, Glassmeier (2000) concludes that values
of 10−2S/m to 10−9 S/m are reasonable to describe the mantle region. In terms of resistiv-
ity these values correspond to 0.1kΩm to 106kΩm. In our simulation we use values that
are in between these estimates. We divide Mercury’s mantle into an inner region of lower
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resistivity ηi ≈ 4kΩm that resides in between the blue and green vertical line (see Figure
6.3(a)). An outer region of higher resistivity ηo ≈ 300kΩm is located in between the green
and black vertical line. The black line coincides with Mercury’s surface. The highly re-
sistive outer region accounts for an isolating crust which confines any currents that are
generated inside the mantle region from Mercury’s surface. Figure 6.3(b) illustrates the
resistivity profile in the equatorial cross section. To guarantee numerical stability the re-
sistivity profile is slightly smoothed, which is visible at the smeared out edges near the
surface. However, at C/A the resistivity has already decayed to zero.
6.4 Numerical Parameters
The numerical parameters for the simulation presented in this chapter are listed in table
6.2. The simulation domain is visualized in Figure 6.4(a). A large simulation Box of
L=(12,20,20)RM is used in order to avoid any boundary effects. As argued before, the
M1 trajectory is projected into the equatorial cross-section, which is shown by means of a
blue frame. The trajectory is depicted in red where the arrows indicate the flight direction
of the MESSENGER spacecraft.
Quantity symbol value
Domain size L (12,20,20)RM
Origin O (4,10,10)RM
Mesh Spacing L2 ∆x (1.8,1.8,3.6)x0
Time Step ∆t 0.1 Ωp,100nT
Particles each Cell PPC 80
Minimal Proton Density MPD 1.6/cm3
Table 6.2: The table lists the numerical parameters for the simulation presented in this
chapter.
The simulation is carried out on 128 CPUs, the numerical mesh includes three levels of
refinement: L0, L1 and L2. Figure 6.4(b) illustrates an enlarged view on the plasma envi-
ronment that is close to Mercury and embedded inside refinement levels L1 and L2. The
spatial resolution within the highest level of refinement is ∆x = (1.8, 1.8, 3.6)x0, where
x0 = 40km is the proton inertia length, i.e. the gyro radius at Alfvén speed with respect
to the background parameter of table 6.1. Hence, the proton gyration is spatially resolved
inside the solar wind. Yet, the gyration of a proton that travels at background Alfvén
speed is spatially not yet resolved in a 100nT magnetic field as at D-BL’s inner edge.
However, as will be seen later the thermal velocity at the D-BL’s inner edge reaches three
to four times the background Alfvén speed. Hence, the local gyration radius in this region
is about 1.2 times ∆x in the equatorial cross section and therefore a reasonable spatial
resolution is guaranteed. Even more important, the kinetic treatment of the ions allows to
accurately capture the proton temperature distribution which will show to be an important
quantity for the boundary layer formation (cf. section 6.6).
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(a) (b)
Figure 6.4: The entire simulation domain is shown by means of the black cuboid in (a).
All results discussed in this chapter have been taken from the equatorial cross section,
that is indicated by the blue frame. The brown sphere represents Mercury where the
green arrow illustrates the direction of its magnetic moment. The red line illustrates the
MESSENGER trajectory where the red arrows indicate the direction of flight. An en-
larged view on the numerical mesh is shown in Figure (b) for the equatorial cross-section.
As can be seen the locations of interest from outbound bow shock (topmost red dot) to
nightside boundary layer (lowermost red dot) are located within the highest level of re-
finement.
Even though the code supports meshes that are also adaptive in time and may resolve
dynamical features, we use a mesh that is static in time and fix the level of highest resolu-
tion within a spherical region of 3.5RM from the planetary center. In doing so, we reside
to highly resolve the far downstream region and bow shock flanks. This saves computa-
tional resources that in turn are used to increase the number of particles and resolution
within the immediate vicinity of Mercury. We shall point out that in particular the fol-
lowing positions along the trajectory are embedded within this highest level of refinement
L2: Outbound bow shock crossing (BS), outbound magnetopause crossing (MP), dayside
boundary layer crossing (D-BL), closed approach (C/A) and nightside boundary layer
crossing (N-BL) (see Figure 6.4(b)). Thus, we can exclude that any of these positions are
influenced by refinement boundaries. Also we shall point out that the A.I.K.E.F. model
is designed such that particle refinement is not required within the highest level of refine-
ment and therefore the phase space distribution is not modified at all (Müller et al. 2011a).
However, as we do not employ a time adaptive mesh the inbound bow-shock and inbound
magnetopause reside in coarse refinement levels. For this reason we focus our analysis
on the outbound passage between 18:55 and 19:25 UTC that is entirely embedded in the
highest level of refinement.
The time step is chosen to be ∆t = 0.1Ωp,100nT, where Ωp,100nT = 0.1s is the proton gy-
ration period inside a 100nT field. This ensures that the proton kinetic motion is well
resolved in time, even near the planetary surface where the magnetic field is strongest. In
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some regions like the neutral sheet the proton density might drop to zero which cannot
be handled within the hybrid approximation. We therefore set a lower threshold for the
proton density to 1.6/cm3, that is 20 times below the solar wind density. The total number
of macro particles involved in this simulation is about 109.
6.5 Results
The simulation reaches the quasi stationary state after 3 domain traversals, i.e. after the
solar wind has traveled a distance of 36 RM. We shall point out that the physical quantities
are quasi-stationary, i.e. they are still subject to fluctuations. In order to eliminate high
frequency and numerical noise, the visualized magnetic fields and currents are averaged
over 20 time steps. In order to exclude any start-up-effect, we let the simulation continue
until the solar wind has travelled a distance of 108 RM. The magnetic field data along
the M1 Orbit is recorded in regular time intervals and compared against the M1 measure-
ments.
Figure 6.5 shows the magnetic field magnitude of the simulation along the M1 orbit at
simulation times t1 ≈ 3min (a), t2 ≈ 5min (b), t3 ≈ 8min (c) and t4 ≈ 10min (d) in red.
For comparison the M1 measurements are visualized in blue. The five dashed vertical
lines indicate the outbound bow-shock (BS), outbound magnetopause (MP), inner edge
of the boundary layer (D-BL), closest approach (C/A) and inner edge of the nightside
boundary layer (N-BL). As can be seen the overall shape remains the same, even though
the magnetic field jump at the D-BL’s inner edge does not show a sharp step in each snap-
shot. Hence, we resign to state a value for the magnetic field jump. However, a region
of decreased magnetic field strength between MP and the D-BL’s inner edge is clearly
visible and in agreement with the measured dayside boundary layer. The width of the
D-BL is about 1100km, which is within the range estimated by Anderson et al. (2011). In
contrast to this, the nightside diamagnetic decrease is a rather transient structure that dis-
and reappears with time (see Figure 6.5(d)). However, we have reason to assume that this
is due to numerical limitations and will comment this behavior at the end of this section.
In order to gain an improved understanding of the magnetic field topology, the magnetic
field magnitude and its components are visualized in Figure 6.6(a)-(h). The left column
shows an enlarged two dimensional view of Mercury’s magnetosphere for the equato-
rial cross-section while the right column shows the corresponding one-dimensional field
along the M1 trajectory. Black dots within the 2D plots correspond to the vertical lines
in the 1D plots, that are from top to bottom: bow shock (BS), magnetopause (MP), inner
edge of the dayside boundary layer (D-BL), closest approach (C/A) and nightside bound-
ary layer (N-BL).
The magnetic field magnitude along the M1 trajectory in plot (a) shows the existence of
four qualitative distinct regions: 1. undisturbed solar wind field (dark blue), 2. mag-
netosheath (light blue), 3. dayside boundary layer (green) and 4. inner magnetosphere
(red). These regions are separated by sudden increases in magnetic field intensity. While
bow-shock and magnetopause are well understood and have been observed in all magne-
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tospheres within the solar system, the differentiation between boundary layer and inner
magnetosphere is a feature exclusively related to the Hermean magnetosphere. To the
authors’ knowledge, the boundary layer has not been captured by any numerical model
before. Again we shall point out that the dayside boundary layer even exists in the ab-
sence of any exospheric ions like sodium.
The usage of a simple By IMF offers the unique opportunity to distinguish the regions
by means of their magnetic field component. It is instructive to follow the simulation
results from undisturbed solar wind at outbound 19:25 UTC to the N-BL at 19:00 UTC,
that is the reverse direction of the MESSENGER1 spacecraft and from right to left within
the 1D plots. The Bx component in Figure 6.6(c)/(d) vanishes within the undisturbed solar
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(d) |B| at t4 ≈ 10min
Figure 6.5: The images show the magnetic field magnitude along the MESSENGER1
trajectory (red) after the quasi-stationary state has been reached. The field is compared
with the MESSENGER measurements in blue for the simulation times t1 ≈ 3min (a),
t2 ≈ 5min (b), t3 ≈ 8min (c) and t4 ≈ 10min (d). After 10 minutes the solar wind has
traveled a distance of more than 100 RM. As can be seen the magnetic field is stationary,
yet not static. Several features such as the bow shock (BS), magnetopause (MP) and the
dayside boundary layer (D-BL) are well visible at every time. However, the inbound
diamagnetic decrease at 19:00 UTC is a rather transient structure. Over the observed time
of 10 minutes it dis- and reappears.
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(h) Bz in nT
Figure 6.6: Illustrated are the magnetic field and its components in the equatorial cross-
section (left column) and along the MESSENGER trajectory (right column). Plot (a)
shows the existence of four qualitatively different regions: 1. IMF (dark blue), 2. magne-
tosheath (light blue), 3. boundary layer (green) and 4. inner magnetosphere (red). 87
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IMF within the magnetosheath. When crossing the MP it decays to values close to zero,
i.e. it almost vanishes within the boundary layer. The fact that it is not exactly zero
might account for the slightly draped dipole field within the magnetopause. However,
when crossing the inner edge of the D-BL and moving into the inner magnetosphere, Bx
remains unaffected. Obviously, the boundary layer formation is controlled by Mercury’s
intrinsic field, rather than by the IMF.
This conclusion is supported by the view on the By-component in Figure 6.6(e)/(f): At
BS, a sudden increase in field intensity can be observed, but when moving from the mag-
netosheath into the boundary layer the field strength decays below IMF intensity. The
edge of the boundary layer is hardly visible within the By component.
A different behavior can be observed within Bz in Figures 6.6(g)/(h), which is zero within
the undisturbed solar wind flow. It experiences some fluctuations in the magnetosheath,
but remains basically zero outside the magnetosphere. The reason is, that, in contrast
to the Bx component, it does not contribute to the draped magnetosheath field. However,
when crossing the MP into the dayside boundary-layer a sudden increase can be observed,
i.e. Mercury’s intrinsic dipole field clearly dominates the boundary layer region. Cross-
ing the inner edge of the boundary layer into the inner magnetosphere, the Bz component
experiences another sudden increase. Continuing to C/A, the Bz component exhibits a
dipolar behavior. In the inbound region of the trajectory, a sudden decrease can be ob-
served denoting the nightside boundary-layer.
The magnetic field in Figure 6.6 is consistent with a current density j = ∇ × B/µ0 that is
visualized in Figure 6.7. Even though the current density is quite noisy (which is inherent
to particle mesh simulation codes), the basic current systems can be nevertheless iden-
tified. Besides the current magnitude in Figure 6.7(a)/(b) the jx and jy components are
visualized in Figures 6.7(c) to (f). The color scale of the jx and jy components in Figures
6.7(c)/(e) is arranged such that red indicates positive, blue negative and green zero values.
We resign to visualize the jz component that shows a single local maximum at the bow
shock and therefore is only of minor interest for our discussion.
The magnitude of the current density in Figure 6.7(a)/(b) shows at least four local max-
ima above background noise: the maximum at 19:19 UTC is consistent with the magnetic
field jump at the bow shock while the peak at the MP accounts for the magnetopause cur-
rent. As can be seen in Figures 6.7(d) and (f), this current is negative in jx and jy which
is obvious if one follows the MP geometry in the 2D Figures 6.7(c) and (e).
A third local maximum can be identified at 19:10:30 UTC in Figure 6.7(b) which co-
incides with the D-BL’s inner edge. This current mainly points in negative x-direction
and connects to the dayside magnetopause current, which can be seen in Figure 6.7(a)
and (c). The orientation is very similar to the orientation of the MP current even though
its intensity is weaker. The current extends to the nightside where the fourth local max-
imum at 19:00 UTC can be observed in consistency with the presence of the nightside
boundary layer. Obviously, both, the inbound and outbound diamagnetic decreases, are
caused by the same current layer, which we will label boundary layer current in the fol-
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(f) jy in µAm−2
Figure 6.7: The Figure illustrates the current density in µAm−2 in the equatorial cross-
section (left column) and along the MESSENGER trajectory (right column). The first row
shows the magnitude while the second illustrates the jx and the third the jy component,
respectively. The current magnitude clearly shows four local maxima above background
noise that are located at the bow shock, magnetopause, inner edge of the dayside and
nightside boundary layer.
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lowing. Since the boundary layer current exhibits a semi-circle shape, it is mainly directed
in positive y-direction at the nightside that can be seen well in Figure 6.7(e).
At about 18:55 UTC, close to the N-BL, the current’s direction is reversed into nega-
tive y-direction. This region can be clearly identified with the neutral sheet current that
extends from the dawn to the dusk flank of Mercury’s magnetopause. It resides at about
0.4 RM above Mercury’s nightside surface.
As will be shown below, the regions and boundaries described above can be observed
in the simulated plasma quantities as well. Since a single species hydrogen plasma is
used, any quantity shown below relates to protons. Their velocity is visualized in Fig-
ures 6.8(a)/(b). The plasma is diverted at the bow shock and its velocity decreases from
430km/s in solar wind to about 280km/s inside the magnetosheath. At the magnetopause,
the plasma velocity decreases to nearly zero within the magnetosphere. In contrast to
the terrestrial magnetosphere, the plasma does not co-rotate within Mercury’s magne-
tosphere. The reason is that Mercury itself does not rotate (at least not on time scales
discussed here). Furthermore, neither curvature nor gradient drift play a noteworthy role
near Mercury (cf. section 6.6).
As we follow the direction from the magnetopause towards C/A, the velocity exhibits
a sudden increase to about 80km/s adjacent to the D-BL’s inner edge. However, the ar-
rows in Figure 6.8(a) and the Ux-component in Figures 6.8(c)/(d) show that the velocity
is not directed downstream, but sun-ward. The color scale of the Ux component in Figure
6.8(c) is arranged in such way that red indicates down-stream, blue sun-ward and green
zero velocity. The sun-ward stream at the D-BL’s inner edge coincides with the sun-ward
directed current that was shown in Figure 6.7(c)/(d).
The Uy-component at the N-BL in Figure 6.8(e)/(f) shows a similar behavior as the jy-
component that was shown in Figure 6.7(e)/(f). The nightside diamagnetic decrease re-
sides between two opposing streams where the planet-ward plasma stream is directed in
positive y direction at 60km/s, while the flow points in negative y-direction at 160km/s on
the downstream side. Hence, the latter one accounts for the neutral sheet current while the
planet-ward stream constitutes for the boundary layer current. The fact that two opposing
plasma streams exist adjacent to each other at the N-BL within a narrow region results in
a rather unstable configuration. This is why we observe strong fluctuations at the N-BL
as mentioned at the beginning of this section. However, following the flow magnitude in
Figure 6.8(a) reveals that the flows at D-BL and N-BL are part of the same plasma stream.
While velocity measurements were not available at the time of this writing, density and
temperature estimates have been published by Raines et al. (2011). In the following, we
will compare our findings with these measurements. The proton number density is vi-
sualized in Figures 6.9(a)/(b). In the two-dimensional plot 6.9(a), the density is shown
color coded on a logarithmic scale. The regions map to the colors in orange (solar wind),
magnetosheath (red), boundary layer (yellow) and inner magnetosphere (green). Quan-
titative results along the M1 trajectory can be seen in Figure 6.9(b): At BS the density
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Figure 6.8: The Figure illustrates the proton velocity in km/s in the equatorial cross-
section (left column) and along the MESSENGER trajectory (right column). The first row
shows the magnitude while the second illustrates the Ux and the third the Uy component,
respectively. A local maximum of about 80 km/s can be observed at the inner edge of
the dayside boundary layer. As can be seen in Figures (c) and (d) the flow is not directed
downstream but sunward in this region.
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Quantity simulation observations M1
width 1100 km 1000-1400 km
|B| 60-70 nT 60-70 nT
nproton 20/cm3 16/cm3
Tproton 2.9 · 106K 2 · 106K
pproton 1nPa 0.4nPa
Table 6.3: The table shows a comparison of simulation results (left column) and MES-
SENGER observations during the M1 flyby (right column) for the dayside boundary layer
region. The observations correspond to Anderson et al. (2011) and Raines et al. (2011).
experiences a jump from 32cm−3 background value to 118cm−3, that is nearly a factor of
four. Within the magnetosheath it undergoes strong oscillations with an average density
of about 80cm−3. At the MP the density decays to about 20cm−3, which is comparable
to the 16cm−3 that have been estimated by Raines et al. (2011) for the density inside the
D-BL. At the inner edge of the D-BL the density experiences a further decrease to about
5cm−3. After 19:08 UTC it finally decreases to nearly zero.
A small local maximum of about 10cm−3 can be observed at 19:01 UTC, coinciding with
the N-BL. A comparable density increase of about 5cm−3 at the N-BL has been estimated
by Raines et al. (2011). Inside the plasma sheet the density resides at about 2cm−3 which
is within the range of 1-10/cm3 that was estimated by Raines et al. (2011) for this region.
Raines et al. (2011) estimated the proton pressure inside the boundary to be 0.4nPa during
M1 and 1nPa during M2. This is comparable to the proton pressure in our simulation (see
Figures 6.9(a)/(b)) that is slightly above 1nPa inside the D-BL. When crossing the D-BL’s
inner edge into the magnetosphere the pressure drops to nearly zero, which is expected for
a classical magnetosphere. At 19:01 UTC the proton pressure increases for a short inter-
val, thereby causing the inbound diamagnetic decrease. As can be seen in Figure 6.9(a),
the origin of this pressure increase is hot plasma that drifts towards the dusk side in the
direction of the neutral sheet current. We reside to discuss the electron pressure which is
pe = 5 · 10−3nPa in our simulation inside the BL and therefore negligible compared to the
proton pressure.
By comparing Figures 6.9(b) and 6.9(d), it can be seen that the proton pressure pp = npkBTp
inside the D-BL is only slightly smaller than inside the magnetosheath, even though the
density drops by nearly a factor of four. The reason is the temperature increase inside the
D-BL by more than a factor of three compared to the magnetosheath. However, while
the parallel temperature Tp,|| = 9·105K remains about the same in in both, magnetosheath
and layer (see Figure 6.9(f)), the perpendicular temperature increases to an average value
of about Tp,⊥ = 2·106K inside the boundary layer. A significantly increased perpendic-
ular temperature near Mercury has already been predicted by the hybrid simulations of
Trávnícˇek et al. (2009, 2010). Their results indicate that the perpendicular temperature
near Mercury may be one order of magnitude above the solar wind temperature. The max-
imal perpendicular temperature inside the D-BL of Tp,⊥ = 2.5·106K is reached at its inner
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Figure 6.9: The Figure illustrates the proton density in cm−3 (top row) and the proton
pressure in nPa (second row). The third row shows the perpendicular proton temperature
(left plot) and the parallel proton temperature (right plot) in K. Even though the plasma
density inside the dayside boundary layer is about four times smaller than in the magne-
tosheath (see Figure (b)), the pressure in both regions is comparable (see Figure (d)). The
reason is the increased perpendicular temperature
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edge. The values are comparable to the temperature of Tp = 2·106K that was estimated by
Raines et al. (2011) for the boundary layer.
At the N-BL the temperature increases to Tp = 7·106K, which is within the range of
Tp = 4-8·106K that was estimated by Raines et al. (2011) for this region. The key find-
ings of our simulation for the dayside boundary layer region are summarized in table 6.3
and compared to the M1 observations. We choose the M1 observations rather than the
M2 observations for comparison since the former configuration shows a sub-solar closed
magnetosphere which resembles the case in our simulations. Yet, both configurations are




In the following we will explain the physical processes that produce the signatures shown
above. In particular the boundary filling, the origin of the temperature asymmetry and the
formation of the boundary layer current will be discussed.
6.6.1 Boundary Layer Filling
At first we shall explore from the simulation where the plasma that populates the bound-
ary layer enters Mercury’s magnetosphere. In order to understand this process, a volume
of particles that enter the simulation geometry is marked at the inflow boundary and traced
during its propagation. The initial size of this volume is chosen to be V = (0.5RM,LY,LZ).
Similar to a flip-book, Figure 6.10 shows in real-time the motion of the marked protons
by means of their normalized macroscopic density within the equatorial cross-section. In
order to understand the particle motion it is instructive to account for the magnetic field
topology, which is shown in Figure 6.11. As the situation needs to be considered three
dimensional, Figures 6.12(a)/(b) illustrates the three dimensional shape of the proton den-
sity that drifts through the boundary layer. The gray plane in both Figures is the equatorial
cross-section of Figure 6.10. In addition, we show a 3D view of the total plasma density
in Figure 6.12(c)/(d) to explain how the marked particles are distributed within the mag-
netosphere.
We define t1 = 0s in Figure 6.10(a) to be the time when the marked particles reach
the bow-shock position of the M1 trajectory. As they enter the magnetosheath they are
strongly compressed, heated and decelerated. The width of the magnetosheath at this po-
sition is 1700km. At t2 = 20s the protons arrive at the magnetopause (see Figure 6.10(b)).
In the sub-solar region, the population is compressed to a narrow layer and deflected
around the magnetopause. We did not observe a single proton that entered the magneto-
sphere in the sub-solar region, which confirms the magnetosphere to be closed sub-solar.
At t3 = 36s the very first protons enter the magnetosphere in the equatorial cross-section
along the dawn flanks, see Figure 6.10(c). Figures 6.10(d) and 6.10(e) reveal that the
downstream dawn flank of Mercury’s magnetosphere is to some extent open to solar wind
particles, as will be explained in the following:
Figure 6.11 shows magnetic field lines that originate from both, Mercury and the IMF.
The color indicates the Bx component: blue is negative ie. pointing sun ward, red is pos-
itive ie. pointing downstream and green indicates zero. As the draped IMF exhibits a
positive Bx component at Mercury’s dawn side, IMF and closed field lines are directed
antiparallel in this region (see 6.11(a), black arrow). This topology is likely to trigger re-
connection. Hence, Mercury’s magnetic field lines may connect to the IMF as can be seen
in Figures 6.11(b) and (c). Figure 6.11(d) shows the identical topology of Figure 6.11(c)
from Mercury’s dawn side. The field line that is marked by means of a black arrow con-
nects to both, IMF and Mercury’s south pole. This type of reconnection where one end of
a flux tube connects to the solar wind while the other roots in the planet has alredy been
reported by Slavin et al. (2009) for the Hermean system. Figure 6.11(f) shows by means
of the density of the marked particle population that solar wind protons enter Mercury’s
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(a) t1 = 0s (b) t2 = 20s (c) t3 = 36s
(d) t4 = 58s (e) t5 = 82s (f) t6 = 100s
(g) t7 = 116s (h) t8 = 130s (i) t9 = 162s
(j) t10 = 192s (k) t11 = 290s (l) t12 = 436s
Figure 6.10: The Figure shows a time sequence of solar wind protons that are marked
immediately after being injected at the inflow boundary. This time sequence reveals where




magnetosphere in regions of exactly such open field lines. The yellow arrow indicates the
direction of motion that is planet-ward. The entire process can be observed best by means
of animations that are available at:
http://www.tu-braunschweig.de/theophys/people/jmueller/aikef/mercurybl
However, additional mechanisms may likewise promote the entrance of solar wind par-
ticles into the Hermean magnetosphere, such as the protons’ gyro-kinetic motion as pre-
dicted by Trávnícˇek et al. (2007, 2010). Another prominent candidate to transfer solar
wind plasma into the Hermean magnetosphere might be the Kelvin Helmholtz instability,
which most likely is excited at Mercury’s magnetospheric flanks (Glassmeier and Espley
2006). As pointed out by Sundberg et al. (2010), Mercury’s dawn magnetospheric flank
is shown to be less stable than the dusk flank. This could explain the asymmetric entrance
of solar wind protons into the magnetosphere as observed in our simulation in Figure 6.10.
After having shown that solar wind protons may enter Mercury’s magnetosphere at the
downstream dawn flank we shall explain why they drift planet-ward rather than down-
stream. At the dawn flank the neutral sheet current is present that flows from dawn to
dusk, i.e. basically in negative y-direction. However, it exhibits a positive x-component
as well. For clarification this configuration is sketched in Figure 6.13(c) by means of
magenta arrows. In consequence, protons experience a Lorentz force that is:
F = qp
(
E + vp × B
)
, (6.1)
where the electric field for a proton plasma in the hybrid approximation reads:






where up is the mean proton velocity, np the mean proton density and pe the electron
pressure. According to our simulations the electron pressure gradient within the neutral
sheet is significantly smaller than the Hall term and may be neglected in the following.
If we furthermore consider the drift direction of the particles to resemble the local bulk
velocity (ie. fluid behavior) we can assume vp ≈ up. The resulting force on the guiding





which is the j × B force known from MHD.
As the magnetic field in this region exhibits a positive z component (yellow circles in
6.13(c)), the resulting force points in negative x and negative y direction (red arrows).
Hence, protons are accelerated sunward and towards the planet. Plots 6.10(d) to 6.10(f)
show that the particle population splits up as it approaches Mercury: The larger frac-
tion moves in negative x-direction populating the D-BL. The smaller fraction propagates
in negative y direction populating the N-BL and finally re-unites with plasma at the dusk
flank of the magnetopause. We shall point out that the sequence described above indicates
that D-BL and N-BL are part of the same boundary layer that extends from Mercury’s
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(a) anti-parallel planetary and IMF field lines (b) planetary field line reconnecting to the IMF
(c) planetary field line connected to the IMF (d) same field as in (b), view from dawn side
(e) same field as in (b), view from south pole (f) proton motion along open field lines
Figure 6.11: Shown are magnetic field lines that originate from Mercury and the solar wind.
The M1 trajectory is the magenta line. The color indicates the Bx component: blue is negative
ie. pointing sun ward, red is positive i.e. pointing downstream and green indicates zero. As
the draped IMF exhibits a positive Bx component at Mercury’s dawn side, IMF and closed field
lines are directed antiparallel in this region (see (a), black arrow). This topology is likely to trigger
reconnection (b) and Mercury’s magnetic field lines may connect to the solar wind (c). Protons that
enter Mercury’s magnetosphere along such open field lines will arrive at the poles. Subsequently,
they are trapped on closed planetary field lines thereby populating the boundary layer (f).
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(a) t8 = 130s (b) t9 = 162s
(c) total density - front view (d) total density - back view
Figure 6.12: Three dimensional view on the ions that populate the boundary layer at
times t8 = 130s in (a) and t9 = 162s in (b). Mercury is illustrated by means of the
white sphere. Also shown is the MESSENGER trajectory where the dots indicate from
left to right outbound BS, MP and inner edge of the D-BL. The protons move in sun-
ward direction but remain inside the DB-L. The number of protons that arrive inside the
inner magnetosphere i.e. below the DB-L’s inner edge is negligible. Images (c) and (d)
show the total plasma density in front and back view, respectively. A logarithmic color
scale is used. The yellow boundary layer region can be clearly distinguished from the
red magnetosheath and green inner magnetosphere. Animations are available online at:
www.tu-braunschweig.de/theophys/people/jmueller
dawn-dayside over the nightside to the dusk-dayside.
The sequence of Figures 6.10(f) to (i) shows how the proton population slowly drifts
through the D-BL in sun-ward direction. By comparing Figures 6.10(f) and 6.10(i) the
drift velocity of the ions at the BL’s inner edge can be estimated to vdrift = 1.2RM/62s
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≈ 50km/s. The density’s maximum is close to the boundary layer’s inner edge. Figures
6.12(a) and (b) reveal that the motion must be considered 3-dimensional: While drifting
through the boundary layer the protons are mirrored between north and south pole on
closed magnetic field lines. Hence, the boundary layer itself is a three dimensional re-
gion. As sketched in Figure 6.13(a) that shows an enlarged view on the boundary layer,
the proton gyration coincides with the equatorial plane.
Furthermore, the time sequence Figure 6.10 reveals that only a negligible fraction of the
protons enters the inner magnetosphere. The inner magnetosphere is mainly devoid of
protons (also sketched in 6.13(a)). One reason for this behavior is that solar wind pro-
tons mainly arrive at high latitudes at the poles before being trapped on closed field lines.
Neighboring closed field lines extend to an altitude of about 0.4RM above Mercury’s sur-
face in the equatorial cross-section (see Figure 6.11(e)). Hence, protons that enter these
closed field lines near the poles will not underrun an altitude of 0.4RM while bouncing
from pole to pole and drifting sunward. This drift motion is indicated by means of an
yellow arrow in 6.11(e).
However, protons still could drift planet-ward due to an j × B-force as stated to be the
case near the magnetospheric flank. A j × B-force exist at the boundary layer’s inner
edge indeed but is oppositely directed: As sketched in Figure 6.13(c) by means of green
arrows and shown in the simulation results in Figures 6.7(c)/(d), a current forms at the
inner edge of the dayside boundary layer at about 0.4RM above Mercury’s surface. This
current is directed sunward. As the magnetic field in this region strictly points in positive
z-direction (yellow circles in sketch 6.13(c)), the resulting j×B-force is directed outwards
in positive y-direction (light blue arrows) thereby hindering protons from entering the in-
ner magnetosphere. This configuration sustains and enhances the devoid state of the inner
magnetosphere and explains the rather steep density decay that can be observed in Figure
6.9(b) at the D-BL’s inner edge.
More than 3 minutes after entrance into the D-BL the proton population arrives close
to the sub-solar point. The drift velocity is nearly reduced to stagnation. Several ions that
are close to the magnetopause are picked up and convected downstream, thereby com-
pleting their 4 minute-visit in the Hermean magnetopause (see Figure 6.10(k)). The drift
velocity of other ions is reversed and they drift back downstream again into the inner
magnetosphere while their altitude is constantly decreased until they finally impact on
Mercury’s surface. At t12 = 436s, i.e. about 5.5 minutes after the population had reached
the boundary layer, the density is reduced to less 1% of the initial density and can be
considered negligible. During the same time protons with background solar wind speed
would have passed a distance of 60 RM.
From the three-dimensional view in Figures 6.12(a)/(b) it can be well seen that the lo-
cation of the marked particles coincides with the location of the boundary layer that is
visible in the total plasma density in Figures 6.12(c) and (d), i.e. the yellow layer that re-
sides in between the magnetosheath (red) and inner magnetosphere (green). Animations






































Figure 6.13: The sketch (c) illustrates the locations of several current layers. The enlarged
view (a) explains the origin of the bondary-layer-current by means of the proton gyration.
Sketch (b) shows that the magnetic field related to the boundary-layer-current.
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6.6.2 Proton Trajectories
In order to clarify the kinetic motion of the protons, the trajectories of three representative
protons that enter the boundary layer are shown in Figure 6.14. While the particles A and
B impact on Mercury’s surface, particle C may escape the Hermean magnetosphere after
having crossed the boundary layer.
Figure 6.14 is arranged such that the left column illustrates the top view of the trajec-
tories (from above Mercury’s north pole) while the right column shows the trajectories
from the dawn side. Mercury is shown by means of a white sphere, the M1 trajectory
is visualized in magenta and the positions of BS, MP, D-BL, C/A and N-BL are marked
by means of small magenta spheres from top to button. The z=const cross-section shows
the color-coded magnetic field. The particle trajectories are colored in black. In addition
closed magnetic field lines are shown.
Particle A in Figures 6.14(a)/(b) enters the magnetosheath in the sub-solar region, is
subsequently deflected along the dawn-side magnetopause but enters the magnetosphere
downstream at x = 1.7RM. As was shown in sketch 6.13(c) by means of red arrows, it
experiences a j × B- force in this region that is directed planet-ward. The particle drifts
towards Mercury and is trapped on closed magnetic field lines. While it is trapped inside
the magnetic mirror configuration and bounces between north and south pole, it slowly
drifts in sun-ward direction. Again we shall point out that this drift is neither a gradient
nor a curvature drift which firstly is negligible in terms of magnitude and secondly would
cause the particles to drift clockwise within the D-BL region, which is the contrary direc-
tion. Particles like particle A account for the sun-ward plasma motion that was shown by
means of the macroscopic density in the previous section (see Figure 6.10). In the equa-
torial cross-section it stays off from Mercury’s surface at a distance of about 0.4RM, i.e.
at the inner edge of the boundary layer. The magnetic field increases as it drifts further in
sub-solar direction. Hence, while the gyro-frequency increases the gyro-radius decreases
and the mirror points move to lower latitudes since they depend on the particles pitch
angle.
If the particle’s magnetic moment is conserved, the motion into regions of increased field
strength goes along with a gain in perpendicular energy. This process is referred to as
“adiabatic heating”, i.e. drift energy is converted into perpendicular energy. As a conse-
quence the perpendicular temperature increases while the parallel energy and temperature
remain unaffected. This conclusion is in agreement with the temperature profile in Figures
6.9(e)/(f) where the perpendicular temperature increases inside the D-BL and experiences
a local maximum at the D-BL’s inner edge. In contrast to this the parallel temperature
remains unaffected and is hardly showing any change, neither inside the D-BL nor at its
inner edge. Another reason for a strong temperature asymmetry could arise as argued by
Trávnícˇek et al. (2009), who observed a significantly increased perpendicular temperature
near Mercury as well: the mirror points of protons that are heated parallel to the magnetic
field may be located below Mercury’s surface. As a consequence, these protons will be
lost by impacting on the planetary surface. In contrast, an increased perpendicular veloc-
ity enhances the proton’s pitch angle and thus the probability to be trapped without impact.
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(a) particle A - top view (b) particle A - side view
(c) particle B - top view (d) particle B - side view
(e) particle C - top view (f) particle C - side view
Figure 6.14: The Figure is arranged such that the left column illustrates the particle trajec-
tories by means of a top view (from above Mercury’s north pole) while the right column
shows the trajectories from the dawnside view. The top row illustrates the trajectory of
particle A, the second particle B and the third row particle C. See text for details.
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The second particle B in Figures 6.14(c)/(d) enters the magnetosphere further upstream
compared to particle A. It is accelerate sun-ward and traverses the D-BL at higher initial
altitudes than A. Simultaneously its altitude continuously decreases. Its guiding center
motion is reversed near the sub-solar point and for a short time the particle drifts down-
stream again before it finally impacts on the planetary surface. A close view on the density
in Figures 6.9(a)/(b) reveals that this type of particle is responsible for the small density
enhancement observed at 19:08 UTC.
The third particle C that is shown in Figures 6.14(e)/(f) enters Mercury’s magnetosphere
downstream at about 1 RM. Like particle B it traverses the D-BL at rather high altitudes.
Its guiding center motion is decelerated while it drifts in sun-ward direction. However,
in contrast to particle B its drift velocity is not reversed in the sub-solar region. Instead,
it is reflected at high latitudes and may escape the Hermean magnetosphere into the dusk
magnetosheath where it is picked up and convected downstream. We could observe many
particles that are picked up into the dawn magnetosphere as well (not shown here). This
behavior is consistent with the macroscopic density in Figures 6.10(j)-(l).
6.6.3 Origin of the Boundary Layer Current
So far we have shown the existence of the boundary layer current in Figure 6.7 and have
argued that it gives rise to a j × B-force, preventing solar wind protons from entering the
inner magnetosphere (see Figure 6.13(c)). The density decrease in Figure 6.9(a)/(b) is
a direct consequence of this force. We will discuss the formation of the boundary layer
current below.
A first hint towards the current formation can be observed when comparing the macro-
scopic particle motion in Figure 6.10 with the macroscopic velocity in Figure 6.8. As
was argued above, the sun-ward drift velocity of the ion population was estimated to
be vdrift ≈ 50km/s. In contrast to this, Figure 6.8(c) showed the macroscopic ion veloc-
ity in sun-ward direction to be about 80 km/s at the boundary layer’s inner edge. This
might seem conflicting since the average drift velocity of the ion’s guiding centers should
directly translate into the macroscopic velocity. Hence the the macroscopic velocity ap-
pears to be overestimated by ∆u ≈ 30km/s.
However, the macroscopic velocity includes any particle and fluid drifts, where the latter
does not necessarily require guiding center motion. In particular the diamagnetic drift is
solely a result of density and temperature gradients of a particle distribution that gyrates





where p⊥, q and n are the perpendicular thermal pressure, charge and number density of
the respective particle population. Since the drift direction depends on the sign of charge,









(a) ∇⊥p⊥ [] (b) vdiamagnetic [km/s]
(c) Jdiamagnetic [µA/m
2] (d) EHall [mV/m]
Figure 6.15: Shown is the perpendicular gradient of the perpendicular proton pressure
(a). As the magnetic field points in z-direction at the location of this pressure gradient,
a significant diamagnetic drift velocity results of about 30km/s that is shown in (b). The
corresponding diamagnetic current is shown in (c). As the diamagnetic current is perpen-
dicular to the magnetic field as well, this configuration yields a strong Hall electric field
pointing radially outward. This field prevents protons from entering the inner magneto-
sphere and consequently maintains the pressure gradient.
where p⊥ = p⊥h+ + p⊥e− . As was argued above the electron pressure turned out to be neg-
ligible as it is at least one order of magnitude smaller than the proton pressure inside the
D-BL. Hence, the following analysis will be carried out solely for the proton population.
As was shown in Figure 6.9(c)/(d), the proton pressure experiences a sudden decrease in-
side the inner magnetosphere at the D-BL’s inner edge. Figures 6.9(a) and (e) reveal that
this results from the decrease in density and perpendicular temperature. Hence, mainly
the perpendicular pressure is affected rather than the parallel pressure. The perpendicular
gradient of the perpendicular pressure is shown in Figure 6.15(a). For technical reasons
we assume ∇⊥ = (∂x, ∂y, 0) which can be justified by the observation Bx ≈ By ≈ 0 and
Bz  0 inside the boundary layer region (see Figure 6.6). However, this condition is
not met in other regions and the results of Figure 6.15 may be considered valid exclu-
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sively inside the boundary layer region. The direction of the respective quantity within
the boundary layer region is indicated by means of white arrows.
As has already been stated by Anderson et al. (2011) an outward directed plasma pressure
gradient is expected at the D-BL’s inner edge in consistency with the change in magnetic
field intensity. This conclusion is clearly confirmed by our simulation results, as can
be seen in 6.15(a). Since the proton pressure gradient is perpendicular to the magnetic
field in this region, this yields a significant proton diamagnetic drift velocity in negative
x-direction at the D-BL and positive y-direction at the N-BL, see Figure 6.15(b). In par-
ticular the drift velocity at the D-BL is about 30km/s that is superimposed on the guiding
center motion. This would explain the deviation between macroscopic velocity and ion
motion, as revealed at the beginning of this section.
The current related to the diamagnetic drift is shown in Figure 6.15(c). At the D-BL’s
inner edge its magnitude can be estimated to about 0.03 - 0.04 µA/m2, which is con-
sistent with the current at the D-BL that was shown in Figure 6.7. This in turn causes
an increased Hall electric field EHall = j × B/µ0enp that is directed outward (see Figure
6.15(d)), thereby preventing the drifting protons from entering the inner magnetosphere.
For clarification the situation is sketched in the enlarged view on the boundary layer in
Figure 6.13(a). While protons populate the boundary layer (pink region) the inner mag-
netosphere is mainly devoid of protons. This translates into a pressure gradient that is di-
rected outwards (brown arrow). For protons with guiding centers at rest the macroscopic
velocity cancels to zero inside the boundary layer. However, Figure 6.13(a) illustrates that
this is not valid at the boundary layer’s inner edge. The consequence is an enhanced pro-
ton velocity in negative x-direction at the boundary layer’s inner edge that superimposes
with the proton drift motion and is referred to as “diamagnetic drift”. This conclusion
is in agreement with the simulation results in Figure 6.8(c). As the direction of the dia-
magnetic drift depends on the rotational direction of the involved gyrating particles, the
diamagnetic drift of protons and electrons occurs counterwards (compare equation 6.5).
Hence, a current forms that in the case discussed here is the “boundary layer current”
which is sketched by means of a green arrow in Figure 6.13(a). The magnetic field which
is consistent with the boundary layer current enhances the inner magnetospheric field
while it causes the diamagnetic decreases inside the boundary layer (see yellow circles in
Figure 6.13(b)).
In summary we conclude that the dayside boundary layer forms by means of the following
sequence:
1. Protons enter the Hermean magnetosphere at its downstream flank on open mag-
netic field lines. They are accelerated planet-wards and their perpendicular energy
increases as they move into regions of increased field strength.
2. Most open magnetic field lines connect to the planet at high latitudes, i.e. near the
poles.




4. Hence, protons tend to complete their bounce motion at similar altitudes rather than
immediately above Mercury’s surface.
5. This causes an outward directed density gradient.
6. In combination with the increased perpendicular energy an outward directed per-
pendicular pressure gradient results.
7. The conjunction of perpendicular pressure gradient and dipole field initiates a dia-
magnetic current.
8. The conjunction of diamagnetic current and dipole field causes an outward directed
j × B-force.
9. This force enhances the initial state and steepens the pressure gradient as protons
are hindered to enter low altitudes, i.e. the inner magnetosphere.
10. Finally a self consistent quasi-stationary state is established with the current being
located at about 0.4RM above Mercury’s surface, thereby forming the inner edge of
the dayside boundary layer.
Obviously the equatorial altitude of closed magnetic field lines that connect to the poles
seems to be an important property. In this regard Mercury’s magnetic field very much
differs from that of Earth or any other planet within the solar system. From initial test
runs that are still in progress we can derive information on the boundary layer’s distance
to Mercury’s surface: As we increase the strength of Mercury’s dipole field the size of
the inner magnetosphere increases and the boundary layer moves to higher altitudes. This
might seem intuitively clear since closed magnetic field lines extend to higher altitudes.
Hence, protons complete there bounce motion at higher altitudes.
However, the influence of different core-mantle conductivities might be less intuitive: As
can be seen in Figures 6.7(c)/(e), the core-mantle current is directed such that it enhances
the inner magnetospheric field. The magnitude of the corresponding generated magnetic
field at the equatorial surface is about 13nT and at the D-BL it is still 6nT. The effect is
similar to an increased dipole field: closed magnetic field lines extend to higher altitudes
as without this field enhancement. As we decrease the core-mantle conductivity the core-
mantle current is suppressed. Consequently the inner magnetospheric field diminishes
and the boundary layer moves towards Mercury’s surface. Hence, current closure through
Mercury’s interior might play an important role, which has already been proposed by
Janhunen and Kallio (2004). However, quantitatively deriving the influence of different
core-mantle conductivities or dipole strengths is beyond the scope of this thesis and will
be subject to future studies.
107

7 Magnetopause Passage of Titan
After having studied the solar wind interaction of Mercury’s planetary magnetosphere
throughout the previous chapters, we now turn to Saturn’s largest moon Titan whose
plasma interaction is of fundamental difference. We therefore provide a detailed intro-
duction in section 7.1 and substantiate our motivation to model a magnetopause passage
which enables the observation of so called “fossil fields”. Before deriving the time scale
for their life time by means of self-consistent hybrid simulation, a rough analytical es-
timation is given in section 7.2. Physical and numerical input parameter are shown in
section 7.3 and 7.4, respectively. We describe the rather complex simulation geometry in
section 7.5 before providing a detailed analysis of the simulation results in section 7.6.
All results of this chapter have been published by Müller et al. (2010).
7.1 Field Fossilization in Titan’s Ionosphere
Titan, Saturn’s largest satellite, orbits its parent body in the outer magnetosphere at a dis-
tance of about 20.3RS (radius of Saturn: RS = 60268 km). Since Titan does not possess a
noteworthy intrinsic magnetic field (Ness et al. 1982, Neubauer et al. 1984, Backes et al.
2005), the moon’s atmosphere and ionosphere are directly exposed to the at least partially
corotating magnetospheric plasma. The resulting plasma interaction process is to some
extent analogous to the situation at Venus, Mars or comets. Of course, due to the sub-
magnetosonic speed of the magnetospheric plasma, no bow shock is formed in front of
Titan. However, the magnetic field lines are strongly draped around the obstacle, giving
rise to a magnetic pile-up region at Titan’s ramside and a bipolar induced magnetotail
in the wake region. Newly generated ionospheric particles are picked up by the ambient
magnetospheric fields, with their gyroradii exceeding the radius of Titan (RT = 2575 km)
by a large factor (see e.g. Simon et al. (2007) for details). The large gyroradii of the
involved ion species yield a pronounced asymmetry of the interaction region with respect
to the direction of the convective electric field (see e.g. Simon et al. (2006b), Luhmann
(1996), Wahlund et al. (2005) for details).
In the past years, a large number of numerical models have been applied to study Titan’s
interaction with Saturn’s magnetospheric plasma. While single-fluid magnetohydrody-
namic codes (e.g. Nagy et al. (2001), Ma et al. (2006)) are able to account for complex
chemical processes in the moon’s ionosphere, they do not include effects associated with
the large gyroradii of the involved pick-up species, such as non-Maxwellian distribution
functions or velocity differences between light and heavy plasma constituents. On the
other hand, hybrid codes are able to cover these effects in a self-consistent way (cf. Brecht
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et al. (2000), Kallio et al. (2004), Modolo and Chanteur (2008), Simon and Motschmann
(2009) and references therein). However, the grid resolution applied by the hybrid models
has so far been too coarse to provide a sophisticated description of ionospheric processes,
such as ion-neutral collisions. A compromise between hybrid and magnetohydrodynamic
(MHD) codes is represented by the multi-fluid approximation of Snowden et al. (2007)
and Winglee et al. (2009).
Apart from its proximity to Saturn’s warped and highly dynamic magnetodisk current
sheet (Arridge et al. 2008, Bertucci et al. 2009), a major source of variability in Titan’s
plasma environment is its proximity to Saturn’s magnetopause. As reported by Achilleos
et al. (2008), the average stand-off distance ranges between 22RS and 27RS . However,
when the magnetosphere is compressed during times of high solar wind dynamic pres-
sure, Titan might be able to leave the magnetosphere near local noon and enter the hot,
dense plasma in Saturn’s magnetosheath. The first in-situ observations of such a scenario
were made during the T32 encounter on 13 June 2007 (Bertucci et al. 2008). A passage
from the magnetosphere into the magnetosheath typically goes along with a significant
change in the ambient plasma and magnetic field conditions near Titan. During T32, the
magnetic fields inside and outside the magnetosphere were found to be nearly antiparal-
lel. Plasma density, temperature and composition also changed drastically during the pass
(Coates et al. 2007, Garnier et al. 2009).
As suggested by Neubauer et al. (2006), this kind of variability in the ambient mag-
netic field conditions leaves a long-time imprint in Titan’s ionosphere. Below altitudes
of 1600 km, the plasma mainly consists of a dense and slow heavy ion population with a
bulk speed of only a few 100 m/s. This value is about three orders of magnitude smaller
than the speed at which the rotating magnetospheric plasma impinges on Titan’s iono-
sphere (Neubauer et al. 1984). These small flow speeds yield a drastic increase in the
convection times of magnetic flux tubes through the near-Titan region: The findings of
Neubauer et al. (2006) imply that a flux tube which has entered the near-Titan region may
remain trapped there for about several hours. In other words, even after a strong change
in the ambient magnetic field conditions near Titan (e.g. due to a magnetopause passage
or current sheet oscillations (Arridge et al. 2007, Khurana et al. 2009)), magnetic flux
tubes “collected” in previously encountered field regimes may still be present in Titan’s
ionosphere. Neubauer et al. (2006) refer to these trapped magnetic field lines as fossil
fields. These authors suggest that fossil magnetic fields may be responsible for discrep-
ancies between Cassini magnetometer data (Dougherty et al. 2004) and results from their
global MHD model for the first series of Titan encounters in 2004 and early 2005 of
Cassini’s first Titan encounter in 2004 (see also Backes et al. (2005) and Backes (2005)).
We shall point out that fossil magnetic fields should be detectable at any obstacle that is
surrounded by slow heavy ion plasma and exposed to varying upstream conditions. For
instance Raeder et al. (1987) did observe layers of opposite magnetic field polarity inside
the pile up region of comet P/Halley. These layers arose from IMF field reversals that had
been convected into the pile up region and had not been destroyed by diffusial effects nor
magnetic field reconnection.
The first in-situ confirmation for the existence of fossil magnetic fields at Titan was
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made possible through magnetometer data collected during the T32 flyby. During this en-
counter, Cassini crossed to a bundle of trapped magnetic field lines that had been carried
from Saturn’s magnetosphere into the magnetosheath only a few minutes before closest
approach (Bertucci et al. 2008). Recently, Wei et al. (2009) suggested that Titan itself
may exert a certain level of control on the position of Saturn’s magnetopause. Near noon,
the magnetopause seems to be more frequently located inside Titan’s orbit with the moon
absent than with it present. Wei et al. (2009) suggest that due to mass-loading at Titan
the total pressure may locally be enhanced which would reduce the magnetospheric com-
pressibility (see also Glassmeier et al. (2004)).
The purpose of this study is to investigate the characteristic time scales upon which Ti-
tan’s plasma environment is reconfigured during a magnetopause passage. Especially, we
are interested in the lifetime of fossil fields after a change in the ambient magnetic field
conditions. Our study is based on a newly developed hybrid simulation model.
So far, only very few codes have been applied to study Titan’s plasma interaction in a
non-stationary magnetic environment. Simon et al. (2008) carried out a real-time simula-
tion study of Titan’s plasma interaction when a simple periodic distortion is imposed on
the background electromagnetic fields. They found that to a certain degree, the moon’s
pick-up tail can shield itself against the ambient field perturbations. These authors also
investigated the dynamics of the pick-up tail during a magnetopause passage and found
that crossing the tangential discontinuity does not go along with a detachment of the pick-
up tail from the satellite. Applications of this real-time model to the T32 magnetosheath
excursion and to Titan’s plasma interaction during an entry into the supersonic solar wind
have been presented in two subsequent works (Simon et al. 2009a, Simon 2009). It has
been shown that during a reversal of the ambient magnetic field, the large-scale structure
of Titan’s induced magnetotail is reconfigured due to reconnection, with the characteristic
time scale being prescribed by the convection time of the plasma flow through the inter-
action region. In this model, the tail reconfiguration is completed within a time window
of about 10 minutes.
However, the grid resolution in the Simon et al. (2009a) model was too coarse and numer-
ical diffusion too large to resolve any fossil fields trapped in the ionosphere, i.e. only the
rather short reconfiguration of the large-scale features of the magnetotail was reproduced.
So far, the only numerical model that could reproduce fossil magnetic field signatures in
Titan’s ionosphere is the MHD code applied by Ma et al. (2009). In Titan’s ionosphere,
this model achieves a mesh spacing of 0.01 RT, which is about a factor of 10 smaller than
the resolution reached in the preceding hybrid simulation studies. Ma et al. (2009) predict
the lifetime of trapped magnetic fields in Titan’s ionosphere to be of the order of 2 − 3 h.
However, the Ma et al. (2009) model does not contain a realistic description of magnetic
field diffusion through Titan’s interior. It is not clear to what degree the lifetime of fossil
magnetic field lines is affected by the inner boundary condition in their model. Further-
more, the approach by Ma et al. (2009) cannot consider the large-scale asymmetry of the
interaction region due to ion kinetic effects nor the strong velocity shear between magne-
tospheric upstream plasma and slow ionospheric pick-up ions. For this reason, the model
predictions for the dynamics of the pick-up tail are in contradiction to the hybrid model by
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Simon et al. (2009a): the MHD results show a tail detachment during the passage through
the discontinuity, whereas the hybrid results suggest the tail to remain connected to the
moon.
Our study intends to fill the following gaps in our understanding of fossil magnetic field
signatures at Titan:
• The grid resolution in the hybrid code developed for this study is comparable to
the resolution in preceding MHD studies of Titan’s plasma interaction. Thus, for
the first time, a self-consistent description of the important ion kinetic effects and a
high-resolution ionosphere region are combined within the same model.
• In contrast to any other existing global simulation code, our model permits a self-
consistent computation of the magnetic fields in Titan’s interior. Therefore, we can
separate the influence of long convection times in the ionosphere on the lifetime
of fossil magnetic fields from the impact of possible induction effects inside the
moon’s interior.
• The previous models of Titan’s plasma interaction during a magnetopause passage
did not consider a realistic flow geometry, since the bulk speed u0 of the ambient
plasma was assumed to point in the same direction during the entire duration of the
real-time simulation. More important, the bulk speed was aligned with the speed
of the magnetopause. In contrast to this, our newly developed model permits the
inclusion of different flow speeds on both sides of the tangential discontinuity.
7.2 Time Scales for the Survival of Fossil Magnetic Fields
The magnetic memory effect arises from low plasma convection speeds in the dense iono-
spheric heavy ion plasma and a sufficiently large electric conductivity, allowing strong
coupling between flow and magnetic field. In such a situation magnetic diffusion is a
minor effect only. The conductivity must be sufficiently large to keep the plasma and
the magnetic field lines from decoupling, i.e. to prevent diffusion from becoming the
predominant process. According to earlier simulation studies (e.g. Simon et al. (2007),
Neubauer et al. (2006)), the plasma flow speed drops to values of a few 100 m/s below
altitudes of h1 = 1600 km. For the following scaling, we consider the fossil field region to
be bounded by two concentric spheres, with the upper one being located at the altitude h1.
The lower boundary of the fossil field region is located at an altitude h2 where collisions
start to become dominant, i.e. the conductivity decreases and the magnetic field lines re-
main no longer connected to plasma motion. In a collision-dominated plasma, the Hall
conductivity vanishes, whereas the Pedersen conductivity becomes equal to the parallel
conductivity. As recently shown by Rosenqvist et al. (2009) and Garnier et al. (2009), this
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typically happens below altitudes of h2 = 800 km. In order to pass from the upper to the
lower sphere, a convection time of the order of
T1 ≈ 800 km0.1 km/s = 8 · 10
4 s (7.1)
is required when the convection speed is entirely radial directed. Since in general the ve-
locity is not directed radially, the estimated time must be regarded as a lower limit. Within
the region between h1 and h2, the plasma conductivity is always larger than σ = 10−2 S/m
(Garnier et al. 2009, Rosenqvist et al. 2009). Thus, a lower limit for the magnetic diffusion
time is given by




s ≈ 104 s . (7.2)
Hence, in the region where the magnetic memory effect will occur, magnetic convection
and diffusion times are of the same order. If the conductivity in this region is larger than
10−2 S/m by at least by one order of magnitude, the convection time scale is clearly ex-
ceeded by the diffusion scale.
However, it is important to notice that the magnetic diffusion time cannot become sig-
nificantly smaller than the convection times. Otherwise, the motion of the magnetic field
lines would no longer be governed by convection, i.e. the field lines could decouple from
the slow heavy ion plasma and their velocity would no longer be prescribed by the speed
of the slow ion population in Titan’s plasma mantle. The above scaling suggests that the
lifetimes of fossil magnetic fields should be of the order of 104 s, i.e. they should not
survive longer than a few hours.
7.3 Physical Parameters
In our model, most of the ambient plasma parameters inside Saturn’s magnetosphere cor-
respond to the “classical” upstream conditions for the Titan interaction deduced after the
Voyager 1 flyby in 1980 (Neubauer et al. 1984) which are still frequently applied in the
Cassini era (e.g. Kallio et al. (2004), Ma et al. (2006), Simon and Motschmann (2009)).
The magnetospheric and magnetosheath plasma quantities are listed in Table 7.1. The
bulk speed of the impinging magnetospheric flow is assumed at u0 = 120 km/s, thereby
yielding a superalfvenic, yet subsonic and submagnetosonic upstream situation.
Previous modeling attempts of Titan’s plasma environment under non-stationary upstream
conditions clearly showed that –as long as the total ram pressure is not altered– the mass
of the impinging ion species does not play a noteworthy role for the reconfiguration pro-
cess (Simon et al. 2009b, Ma et al. 2009). In order to keep the simulation geometry as
simple as possible, we therefore assume the particle mass, number density and tempera-
ture in Saturn’s magnetosheath to be the same as inside the magnetosphere.
Titan’s dayside ionosphere is assumed to be generated mainly by solar UV radiation.
In analogy to our preceding simulation studies, the applied dayside ionosphere model
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Parameter Magnetosphere Magnetosheath
Magnetic field B0 −(0, 0, 8 nT) +(0, 0, 8 nT)
Plasma velocity u0 +(120 km/s, 0, 0) −(120 km/s, 0, 0)
Plasma density n0 0.2 cm−3 0.2 cm−3
Ion Mass mi 14 amu 14 amu
Ion beta βi 1.88 1.88
Electron beta βe 0 0
Ion gyroradius (N+) rg 2193.1 km 2193.1 km
Alfven velocity VA 104.3 km/s 104.3 km/s
Alfvenic Mach number MA 1.15 1.15
Sonic Mach number MS 0.84 0.84
Magnetosonic Mach number MMS 0.68 0.68
Table 7.1: Upstream plasma parameters for the magnetospheric and magnetosheath
plasma.
considers functional dependency on both the altitude above Titan’s surface and the so-
lar zenith angle. The nightside ion production profile contains only a dependency on the
altitude above the surface (see e.g. Simon et al. (2006b) for details). The model consid-
ers three ionospheric species of representative masses: molecular nitrogen (N+2 ), methane
(CH+4 ) and molecular hydrogen (H
+
2 ), with the production rate for each of them being set
to 2 · 1025 s−1.
Like Ma et al. (2009), we set the inner boundary to 750 km above Titan. Both the inner
boundary and Titan are marked by means of black circles within our simulation results in
section 7.6. Particles hitting the inner boundary are removed from the simulation. How-
ever, unlike any other existing hybrid model of moon-magnetosphere interactions, we do
not impose any boundary condition on the electromagnetic fields in the interior of Titan.
The electromagnetic fields below the outer boundary are computed in a self-consistent
way from Maxwell’s equations and Ohm’s law for a conductor: since no particles can
penetrate into the moon, the computed plasma velocity is zero. The electromagnetic fields
inside the moon are exclusively propagated by means of diffusion depending on the con-
ductivity, which we assume to be 1 · 10−2S/m for both simulations, as argued in section
7.2. Therefore, the diffusion of magnetic field lines through Titan’s interior is not falsi-
fied by artificial boundary conditions imposed on the fields. This technique has already
been successfully applied to study the plasma interactions of Rhea (Roussos et al. 2008),
Tethys (Simon et al. 2009b) and Enceladus (Kriegel et al. 2009).
7.4 Numerical Parameters
The A.I.K.E.F. simulation code supports numerical meshes that are adaptive in both, space
and time. However, since we are in particular interested in resolving the immediate vicin-
ity of Titan in order to investigate field fossilization, we apply a numerical mesh that
is adaptive in space but static in time. The mesh operates on four levels of refinement:
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parameter symbol normalized value si value
mesh spacing L0 ∆L0 0.47rg 1031km
mesh spacing L3 ∆L3 0.059rg 129km
time step particle ∆t,particle 3 · 10−3Ω−1N+ 5 · 10−2s
time step BField ∆t,BField 6.8e−5Ω−1N+ 10
−3s
macro-particle / cell MPiC 120 /
Table 7.2: Numerical parameters that have been used in both simulations, (A) and (B).
For a detailed discussion see section 7.4
L0 . . . L3. Using adaptivity in time, e.g. to trace the reconfiguring heavy ion tail, is possible
yet not required: Even in the coarsest level of refinement (L0) the resolution is as high as
∆L0 = 0.47rg where rg = u0mN+/eB = 2193km is the gyro radius of the upstream species
(N+). Hence the kinetics of the heaviest ion species N+2 that dominates the tail reconfigu-
ration process (see section 7.6) is clearly resolved as well. Also the width of a cycloidal
arc rcg = 2pirg that dominate the ion pick-up motion are resolved at even higher accuracy.
The resolution in the highest level of refinement is ∆L3 = ∆L0/23 = 0.059rg = 129.5km,
i.e. the distance between adjacent mesh nodes is 17 times smaller than the gyro radius
of the upstream species and even 212 times smaller than a cycloidal arc of the heavy ion
species N+2 . The total number of mesh nodes accumulated over all levels of refinement is
2.5 millions. A uniform mesh with a resolution equal to the resolution achieved by the
adaptive mesh would require 5123 = 134 millions mesh nodes, that is 54 times more.
A global timestep ∆t is used for the time integration, i.e. the timestep is identical at each
of the four refinement levels. Even though this is more expensive in terms of computation
time, it keeps the propagation of physical quantities exactly synchronized. Interpolation
in time at refinement boundaries is not required which is more accurate than a local time
stepping schema. We set ∆t = 3 · 10−3Ω−1N+ where Ω−1N+ = 18.27s is the gyration period of
the upstream species, which means a full gyration cycle of an N+ ion is completed after
not less than 333 timesteps using an implicit second order accurate leapfrog schema. In
order to obtain a highly accurate description of the fossil magnetic field, we use a 44 times
subcycled second order accurate leapfrog schema for the magnetic field propagation, i.e.
the timestep for the magnetic field is ∆t,BField = ∆t,particle/44 = 6.8e−5Ω−1N+ . The numerical
values for both simulations are summarized in table 7.2.
In our preceding real-time simulation of Titan’s plasma interaction during a magnetopause
passage (Simon et al. 2008, 2009a) fossil fields could not be observed due to two limi-
tations in the numerical method: a) inaccurate resolution of ∆g = 0.15RT that is about
four times coarser in each direction and b) a rather large amount of numerical diffusion.
Both limitations have been overcome within the framework of this study. While the res-
olution has been increased by using an adaptive mesh, the numerical diffusion could be
completely removed. This will be explained below.
First we shall point out that we define numerical diffusion to be any type of non-physical
diffusion term which we will refer to as "‘smoothing"’ in the following. In our preceding
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simulation model this smoothing used to be a 26 point stencil averaging procedure. After





Bi+a, j+b,k+c · 2−(a
2+b2+c2+3) (7.3)
Afterwards the average weighted magnetic field was estimated:
Bi jk = (1 − αs)Bi jk + αsbi jk (7.4)
where we call αs the “smoothing parameter”. In finite differences this schema is similar
to a high order laplace operator and therefor acts similar as diffusion (see section 3.3 for
details).
For our previous simulation runs of (Simon et al. 2008, 2009a) the smoothing parame-
ter was set to αs = 0.18. However, we found that this value yields a physical conductivity
that is orders of magnitudes below Titan’s ionospheric conductivity and would eliminate
any field fossilization within a few seconds. The high smoothing value had been required
to reduce divergence of the magnetic field that in turn destabilizes the magnetic field inte-
gration schema. This destabilizing nature due to finite divergence had been observed by
Uyeshima and Schultz (2000) before.
We chose to apply the same method as Uyeshima and Schultz (2000) in order to maintain
the divB = 0 condition, which is the “projection method” by Brackbill and Barnes (1980).
After each time step the magnetic field is corrected in the following way: In a frist step
a poisson equation for the potential Φ is solved. In a second step the magnetic field is
projected onto the space of divergence-free magnetic fields:
0 = ∆Φ + divB (7.5)
Bcorrected = B + gradΦ (7.6)
The poisson equation for the potential Φ is solved by using an iterative multi-grid suc-
cessive over relaxiation (SOR) algorithm on the adaptive mesh. Since Φ barely changes
with time, the solution for Φ at time step N − 1 is used as an initial guess for time step N
therefor convergence is achieved after few iteration cycles.
The application of the projection method in combination with a ionospheric conductivity
of σ = 10−2 S/m guarantied stability of the numerical schema, even after the smoothing
parameter αs was set to zero. Since the value of σ = 10−2 S/m is in agreement to what
was estimated by Garnier et al. (2009) for the ionosphere, it is guaranteed that the fossil




In this chapter, we study the characteristics of the heavy ion tail reconfiguration and mag-
netic field memorization process in Titan’s ionosphere when the moon leaves Saturn’s
magnetosphere and enters the magnetosheath, where the magnetopause separates both
regions. The major purpose of this study is not to quantitatively reproduce Cassini ob-
servations made during the T32 magnetopause passage, but to systematically analyze the
dependency of the overall reconfiguration process on the relative magnetospheric and
magnetosheath flow directions as well as the relative magnetic field orientation in both
plasma regimes. Furthermore we will discuss the heavy ion tail reconfiguration which
changes its shape and orientation during the magnetopause passage.
So far, none of the available models has analyzed the impact of different flow directions
on the magnetic reconfiguration process during a magnetopause passage. As a first step
in this direction, two simulations (A) and (B) have been carried out that consider two
different geometries: in simulation (A) the plasma flow in the magnetosheath is assumed
to be antiparallel to the corotational magnetospheric flow, whereas in simulation (B) the
velocity directions in magnetosheath and magnetosphere are the same. In both simula-
tion geometries, the magnitude of the flow speed in magnetosheath and magnetosphere
are identical. This geometry may be somewhat idealized, but at this point we are mainly
interested in the overall physics of the reconfiguration process when a finite velocity shear
is included.
In the following, we shall provide a detailed description on the coordinate frame for simu-
lation (A). For simulation (B) the same setup is chosen except for the magnetosheath flow
direction being the same as inside the magnetosphere. Since this is the only difference, we
resign to sketch setup (B). The simulation domain and Titan coordinate frame is sketched
in Figure 7.1. Figure 7.2 shows the Titan coordinate frame with respect to Saturn and how
the upstream conditions change during the magnetopause passage.
In Figure 7.1 the simulation domain (black cube) and the position of Titan inside the do-
main (brown sphere) is sketched. The flow inside the magnetosphere (green arrows) is
superimposed by the magnetopause velocity (blue arrows). Therefore the simulation is
initialized with a plasma that moves in positive x and positive y direction (red shaded ar-
rows). We label the uy flow component the ’magnetopause velocity’ and choose uy ≈ ux.
While uy remains unchanged during the entire simulation, ux will be reversed after the
stationary state is reached thereby representing the magnetosheath flow (not sketched in
this figure). The simulation results in section 7.6 are visualized by either the y- or z-cross-
section, which are sketched by means of a cyan and magenta frame, respectively.
Figure 7.2 provides an overview of Titan’s magnetopause passage. It is subdivided into
three columns, each of which illustrates Titan before, during and after the magnetopause
crossing. Magnetospheric quantities are denoted in green, magnetosheath quantities in
yellow and the magnetopause in blue.
The first column illustrates the global configuration (see Figures 7.2(a), 7.2(d) and 7.2(g)).
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Figure 7.1: The plasma flow direction (red shaded arrows) inside the simulation geometry
is a superposition of the magnetospheric flow component in x-direction (green arrows)
and the magnetopause flow component in y-direction (blue arrows). Simulation results in
section 7.6 are visualized by means of the y-cross-section (cyan frame) and z-cross-section
(magenta frame).
In the idealized geometry discussed here, we assume Titan to be located at 12:00 Satur-
nian Local Time (SLT) and the latitude of the moon’s subsolar point to be zero. The
applied coordinate frame is the Titan Interaction System (TIIS, cf. Backes et al. (2005)
and Backes (2005)) whose origin coincides with the center of Titan. The x-axis is aligned
with the direction of ideal corotation (green arrows), whereas the y axis points from Titan
to Saturn. The positive z axis is directed perpendicular to the moon’s orbital plane, point-
ing “upward”, i.e. it is parallel to Saturn’s magnetic moment/ rotation axis. The direction
of the impinging solar UV radiation, which is responsible for generating Titan’s dayside
ionosphere, is therefore aligned with the positive y-axis throughout the entire duration of
the simulation. Similar to Neubauer et al. (1984) and Bertucci et al. (2008), the mag-
netic field inside the magnetosphere is directed anti-parallel to the z-axis (green crosses).
The magnetopause (blue boundary) separates the magnetosphere from the magnetosheath
where the velocity is aligned with the negative x direction (yellow arrows). The magnetic
field points in positive z direction, that is out of the plane (yellow circles). A complete
reversal of the ambient magnetic field direction corresponds to Cassini MAG observations
during the T32 encounter, as discussed by Bertucci et al. (2008). Superimposed on the
magnetospheric and magnetosheath velocity is the magnetopause velocity (blue arrows)
in positive y direction (towards Saturn) that makes the discontinuity sweep over Titan.
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Figure 7.2: Titan before, during, and after the magnetopause crossing: Magnetospheric
quantities are sketched in green, magnetosheath quantities in yellow and the magne-
topause in blue. The first column demonstrates the global configuration, the second
column provides a view on the simulation domain and the third column illustrates the
magnetic field configuration during the magnetopause passage.
Therefore both, the magnetosphere and magnetosheath plasma are in addition moving in
direction of Saturn, in synchronization with the Magnetopause motion. In other words
no flow component perpendicular to the tangential magnetopause discontinuity boundary
does exist.
The second column provides a view of the simulation domain within the z-cross-section.
It is not convenient for todays computers to model the entire Saturnian magnetosphere by
means of hybrid simulations. Fortunately this is not needed, therefore we constrain our
simulation domain to 25 RTitan length. The time of one simulation run can be subdivided
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into three steps: (1) magnetoshperic stationary state (see Figure 7.2(b)), (2) magnetopause
passage at Titan (see Figure 7.2(e)) and (3) magnetosheath stationary state (see Figure
7.2(h)). These three subsequent steps are described in detail below.
In step (1) where Titan is located inside Saturn’s magnetosphere the total flow is directed
towards the Saturn facing right corner within the z=const cross-Section (red shaded ar-
rows). The background magnetospheric field is antiparallel to the z axis, hence the con-
vective electric field points towards the Saturn averted right corner of the simulation do-
main (light blue arrows). By keeping the upstream parameters constant, the simulation
is continued until a quasi-stationary state is reached. After the quasi-stationary state has
been reached step (2) commences, which means the ux component of the plasma flow
is reversed now pointing in negative x-direction. The uy component, on the other hand
remains unchanged. Consequently, the resulting velocity points towards the Saturn facing
left corner of the simulation domain. At the same time, the magnetic field is rotated into
positive z-direction at the lower y-boundary. This goes along with a reversal in the con-
vective electric field now pointing towards the Saturn averted left corner of the simulation
domain. These new flow and magnetic field conditions are convected into the simulation
domain by means of the uy flow component. Moving boundary conditions are applied to
the left x = −12.5RT and right x = +12.5RT domain boundary, i.e. inflow and outflow
conditions are used in synchronization with the magnetopause motion. We would like
to emphasize that in this way, no flow component perpendicular to the magnetopause is
introduced, as it moves with the flow. Again the simulation is continued until a quasi-
stationary state is reached long after the magnetopause has left the simulation domain
(step (3)).
The third column provides a schematic sketch of the expected magnetic field configura-
tion (see Figures 7.2(c), 7.2(f) and 7.2(i)). These sketches provide a view on the magnetic
field draping within the y-cross-section that is perpendicular to the magnetopause motion.
For this reason, the projection of the plasma velocity is directed straight in positive or neg-
ative x-direction respectively, and does not appear to be diagonal. After the simulation
is driven into quasi-stationary state in the magnetosphere, the magnetic draping pattern
is fully developed. This configuration is identical to the steady-state scenario discussed
by Simon et al. (2007). Figure 7.2(f) illustrates the point in time when the magnetopause
sweeps over Titan. Even though the magnetic field and ux flow component are zero at
the magnetopause center, the magnetospheric field is still maintained inside Titan’s iono-
sphere for it is frozen in the slow heavy ion plasma near Titan. After the magnetopause
has left the near-Titan region the magnetosheath flow arrives streaming into negative x
direction. At this point, the third step of our simulation commences. The magnetopause
has left the simulation domain at the Saturn facing y = 19.2RT domain boundary and we
expect to find fossil magnetic fields in the moon’s lower atmosphere, i.e. the coexistence
of a magnetosheath draping which encloses the magnetospheric draping that has been
trapped in the slow and dense heavy ion plasma. In other words, we expect to find a resid-
ual bundle of draped field lines that has “survived” the transition from the magnetosphere
into the magnetosheath. As the direction of any fossil field line should be antiparallel
to the ambient (magnetosheath) field, the fossil fields will be eroded by the impinging
magnetosheath fields due to reconnection. For the duration of the third simulation step,
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the ambient plasma conditions are therefore again kept constant until the fossil field lines
have been completely eroded from Titan’s ionosphere.
7.6 Simulation Results
Since the geometry of antiparallel magnetospheric and magnetosheath plasma flow has
never been modeled before, we will analyze simulation (A) in great detail. Afterwards we
will provide a brief discussion of the parallel flow scenario (B). In order to illustrate the
key features of Titan’s plasma wake under stationary upstream conditions, the structure
of the moon’s plasma environment when being located inside Saturn’s magnetosphere is
shown in fig. 7.3. This scenario represents the initial configuration that is exposed to
the retracting magnetopause in the real-time simulations. The time-dependent behavior
during simulation (A) is illustrated by means of seven subsequent points in time which
are illustrated in Figures 7.4 to 7.10, similar to a series of snap-shots forming a flip-
book. The points in time are chosen in such a way that two figures show Titan before
the magnetopause crossing (see Figures 7.4 and 7.5), Figure 7.6 illustrates the moment
when the magnetopause sweeps over Titan and four additional figures show the evolution
of the moon’s plasma environment after the magnetopause crossing (see Figures 7.7 to
7.10). We define the moment when the magnetopause is in the y = 0 plane (i.e. Titan’s
terminator plane) to be t = 0 minutes. Hence any point in time before the magnetopause
crossing is negative, while any point in time after the magnetopause crossing is assigned
a positive sign. The exact time values for each of the plots are listed in table 7.3.
Time step Real time Figures Run (A) Figures Run (B)
t1 -5min 00s 7.4 N/A
t2 -1min 50s 7.5 N/A
t3 0min 00s 7.6 7.11
t4 +4min 35s 7.7 7.11
t5 +7min 30s 7.8 7.11
t6 +16min 15s 7.9 N/A
t7 +24min 07s 7.10 7.11
Table 7.3: For each of the seven subsequent time steps the table shows the corresponding
real time and figure number for both simulations (A) and (B).
7.6.1 Stationary State: Global View
All physical quantities within the result section 7.6 are either visualized for the y = 0
or z = 0-cross-sections, i.e. for the planes containing either B0 or E0 = −u0 × B0. In
order to clarify how these cross-sections are positioned wtih respect to Titan and its heavy
ion tail, Figure 7.3 provides a three dimensional view on the magnetospheric stationary
state, immediately before the magnetopause sweeps over Titan. Figure 7.3(a) illustrates
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the Bz-component and field line draping at t = t2. The yellow layer indicates the arriv-
ing magnetosheath field, the green to light blue transition is around zero field strength,
thereby representing the magnetopause. Dark blue denotes negative values, i.e. the mag-
netospheric field. Values below −3 nT. are set invisible, therefore most of the Saturn fac-
ing part of the simulation domain appears empty, except for the neutral sheet downstream
of Titan. Magnetic field lines drape around Titan forming a bipolar induced magnetotail
at the wakeside and the neutral sheet inbetween.
The actual obstacle to the plasma flow is not Titan’s solid body but its ionosphere and
heavy ion tail. These are illustrated in Figure 7.3(b) in addition to the Bz-component. The
red arrow indicates the total plasma flow direction and the light blue arrow marks the con-
vective electric field. As can be seen in Figure 7.3(d) both of these quantities are aligned
inside the z-cross-section while in the y-cross-section only their projection on the x-axis
is visible (see Figure 7.3(c)). We would emphasize that the heavy ion tail extents out of
the y-cross-section and therefore will appear to be shortened within the y-cross-section.
This must be considered for a correct interpretation of the simulation results (see section
7.6). In order to obtain a precise idea of the three dimensional structure we advise to view
the associated animations that are available online at:
www.tu-braunschweig.de/theophys/people/jmueller.
For both simulations the same numerical mesh is applied. Its hierarchical structure is
visible in Figures 7.3(c) and 7.3(d). The mesh resolution at the highest level of refine-
ment is 0.05 RT . This highly refined region covers a cubic volume of 5RT edge length
with Titan being located at its center.
7.6.2 Simulation (A), Anti Parallel Flow
In order to provide an impression of the time-depended magnetopause crossing, the sim-
ulation results at the seven different points in time are visualized for the y- and z-cross-
sections, respectively. To obtain a complete idea of the time sequence we recommend to
view the associated animations that are available online at:
www.tu-braunschweig.de/theophys/people/jmueller.
For each time step the By and Bz component and the magnitude of the magnetic field
are shown. Additionally the N+2 -density, N
+
2 -velocity and total velocity are visualized,
where the total velocity is the density weighted average of all ion species velocities. The
quantities are normalized by means of their background values B0, n0 and Va (cf. Tab.
7.1).
Titan in Saturn’s Magnetosphere 5 min before the Magnetopause Crossing: t = t1
At t = t1, Titan is completely embedded in the corotating plasma of Saturn’s magneto-
sphere. The simulation was ran until stationary state and the magnetopause is about to
enter the simulation domain from the Saturn-averted y-domain boundary and will travel
towards Titan in positive y-direction. Within the z = 0 cross-section the typical draping







Figure 7.3: Figures 7.3(a) to 7.3(d) show the Bz-component, immediately before the mag-
netopause sweeps over Titan. Figure 7.3(a) shows draping magnetic field lines around
Titan. In fig. 7.3(b) The actual obstacle to the plasma flow is schown that is not Titan’s
solid body but its ionosphere and heavy ion tail. Figures 7.3(c) and 7.3(d) illustrate the
position of the y- and z-cross-section. Figures 7.3(e) and 7.3(f) provide a 2D view of the
numerical mesh of the y- and z-cross-section, respectively. 123
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angle of α = 49◦ degree with respect to the y-axis. This means the magnetic tail is aligned
with the direction of the impinging magnetospheric plasma flow (see Figure 7.4(i)). It is
enclosed by the wake-side lobes of enhanced magnetic field strength (see Figure 7.4(d)).
While the By component is zero within the entire cross-section (see Figure 7.4(b)), the Bz
component is at -8nT background value everywhere except for the tail region where the
Bz component is zero (see Figure 7.4(c)).
The convective electric field is aligned inside the z-cross-section (see Figure 7.2(b) and
7.3(b)). Hence within the y-cross-section, we expect to observe a symmetry with respect
to the x-axis in all quantities which is in agreement with the results (see Figure 7.4(d)-
7.4(f)). The neutral sheet is compressed down to a narrow layer and appears to be cut off
about x = 3RT (see Figure 7.4(d)). This impression is due the choice of the coordinate
frame in which the magnetic tail is tilted by an angle of α = 41◦ with respect to this
cross-section (compare Figure 7.3(b) and Figure 7.3(c)). For the same reason, the typical
magnetotail seen in Figure 7.4(e) appears to be rather short. The negative By-component
in the northern lobe and positive By-component in the southern lobe reflect the typical
draping pattern. Note that this orientation will be reversed after the magnetopause cross-
ing, hence we expect the fossilized magnetic field to be visible in this component. The
Bz-component in the y-cross-section is at −8nT background value everywhere (except for
the induced magnetotail, see Figure 7.4(f)). As the Bz-component will be reversed to
+8nT at the magnetopause boundary, we expect to observe fossilized fields within the
Bz-component as well. In contrast, the Bx-component will not change its orientation after
the magnetopause passage.
In the z-cross-section the convective electric field is oriented perpendicular to the plasma
flow. Hence cycloidal heavy pick-up up motion should be visible in this cross-section. On
the other hand, in the y-cross-section the heavy ions are trapped in between the magnetic
lobes, which is why we expect to observe a narrow heavy ion layer there. Furthermore,
as shown by (Simon et al. 2007), the light ionospheric species (H+2 and CH
+
4 ) are shielded
by the heaviest one (N+2 ) , therefore not influencing the shape of the magnetic field lines
in Titan’s wake in a noteworthy way. For this reason we exclusively visualize the heaviest
(N+2 ) ionospheric species. The N
+
2 heavy ion tail in Figure 7.4(g) confirms the expecta-
tions described above. Furthermore the tail exhibits two different regimes: A first regime
can be identified close to Titan’s geometric plasma shadow. In this region, the density is
orders of magnitude above background values. In this regime the total plasma velocity
(see Figure 7.4(i)) is strongly reduced. Hence, the convective electric field drops to values
close to zero which is why the diameters of the cycloidal arcs of the ion’s pick-up motion
become very small. For this reason the heavy ion’s individual trajectories in this region
appear to be straight lines in direction of the E×B - drift motion. This type of slow heavy
ion outflow has been observed at several other ionospheric obstacles (Bößwetter et al.
2004).
A second regime can be identified about one RT above Titan’s surface: when approaching
the outer flank of the tail, the heavy ion density steadily decreases and finally becomes
much lower than the magnetospheric background plasma density, thereby hardly affecting
the average flow speed of magnetospheric plasma and heavy ions (see Figure 7.4(i)). The
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Figure 7.4: |B|, By, Bz, ρN+2 , uN+2 and utotal at t1
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convective electric field is barely decreased which is why the heavy ions are picked up on
large cycloids. In this region, the heavy ions are accelerated above background velocity
(see Figures 7.4(h) and 7.4(k)). The y-cross-section clearly reveals the two-dimensional
shape of the heavy ion pick up tail (see Figures 7.4(j) and 7.4(k)). The heavy ion popula-
tion is confined in between the magnetic lobes. Furthermore, we would like to point out
that the total velocity within one RT around Titan drops down to values less than 2% of
the background velocity therefore resulting in large convection times and being ideal to
trap fossil magnetic fields (see Figures 7.4(i) and 7.4(l)).
Titan two Minutes before the Magnetopause Crossing: t = t2
At time t = t2 the inward moving magnetopause has entered the simulation domain and
is located at −5RT upstream of Titan (see Figure 7.5(a)). It can already be seen in the
Bz-component at y=−5RT that the presence of Titan and its highly conducting ionosphere
shields the magnetospheric field against the magnetosheath field (see Figure 7.5(c)). The
magnetic field at y = 0 is hardly influenced by the magnetopause yet (see Figures 7.5(a) -
7.5(c)).
Magnetopause at Titan’s Center: t = t3
At t = t3 the magnetopause has arrived at y = 0 and therefore coincides with Titan’s ter-
minator plane. Hence, the background magnetic field in the y-cross-section vanishes (see
Figure 7.6(d)). The region of enhanced magnetic field in the immediate vicinity of Titan
has hardly changed its shape compared with t = t2. The reason clearly is the highly con-
ducting ionosphere and slow plasma velocity that conserve the magnetospheric conditions
due to large diffusion and convection time scales as argued in the analytical estimation in
section 7.2. This can be observed in both, the magnetic field (see Figures 7.6(d) - 7.6(f))
and plasma quantities (see Figures 7.6(j) - 7.6(l)). The anti-parallel magnetospheric and
magnetosheath field barely reconnect and a thin neutral sheet layer forms inbetween both
field regimes (see Figure 7.6(a)).
While the plasma flow is parallel to the y-axis at y = 0, the flow is already fully tilted
by α = −49◦ with respect to the y-axis at y = −5RT (see Figure 7.6(i)). In other words the
ux-component has reversed its sign. The heavy ion velocity is slightly decreased below
Titan but remains unaffected elsewhere (see Figure 7.6(h)).
While the high heavy ion density is not effected at all by the approaching magnetopause,
the thin regime at the Saturn averted flank of the pick-up tail is slightly compressed to-
wards Titan (see Figure 7.5(g)). The ux-component at y=−5RT is decreased to zero, hence
the total velocity is parallel to the y-axis at the magnetopause center (see Figure 7.5(i)).
The decrease of the total velocity in the y-cross-section reveals that the outer edge of the
magnetopause already arrived at Titan. However, the heavy ion density and velocity are
barely influenced at this time (see Figures 7.5(j) and 7.5(k)).
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Figure 7.5: |B|, By, Bz, ρN+2 , uN+2 and utotal at t2
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Figure 7.6: |B|, By, Bz, ρN+2 , uN+2 and utotal at t3
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Titan’s plasma environment at t4 = 4.5 minutes
At t = t4 the center of the magnetopause has traveled to y = 12RT and Titan is com-
pletely located inside Saturn’s magnetosheath. Therefore the background magnetic field
is at +8nT, now pointing northward (see Figure 7.7(f)). The ux-component has reversed
its direction as well (see Figure 7.7(l)). Still the magnetosheath field cannot enter Ti-
tan’s ionosphere or heavy ion tail. Instead the magnetosheath field piles up in front of
the tail and ionosphere, forming a region of enhanced magnetic field strength that ex-
tends up to 10RT downstream of Titan which is several times larger than the original
magnetic barrier (see Figure 7.7(a)). Because of the reversed magnetic field direction and
the unchanged flow component in y-direction, the polarity of the draping pattern of the
By-component is reversed. As the time since the magnetopause passage is shorter than the
high diffusion- and convection times within Titan’s ionosphere both, the magnetospheric-
and magnetosheath-draping coexist (see Figure 7.7(e)). The Bz component is still at mag-
netospheric values near Titan (see Figure 7.7(c)). As opposed to the By draping the the
perturbation of the Bx-component will remain unaffected since both, the Bz and ux direc-
tion are reversed, thereby canceling out the change in sign.
Due to the reversed ux-component the plasma flow now enters from the right-hand bound-
ary of the simulation domain. As a consequence the dense heavy ion regime is slowly
rotated towards the direction of the magnetosheath plasma flow. In the regions where the
heavy ion density is of the same order as the background density, the newly generated
heavy ions are immediately picked up. This difference in the involved time scales leads
to the interesting case that a dense tail aligned with the original flow direction and a cy-
cloidal pick up tail coexist, but in different hemispheres (see Figure 7.7(g)). While the
straight tail still points in magnetospheric plasma flow direction and is hardly accelerated
because of its high density, the cycloidal tail is already fully rotated in direction of the
magnetosheath plasma. This reconfiguration of the cycloidal tail is completed about 4
minutes after the magnetopause passage. As will be shown later, the reconfiguration of
the dense heavy ion regime will last 24 minutes. Again the total velocity is hardly affected
by the thin ion population that moves on cycloidal trajectories (see Figure 7.7(i)). Since
the magnetic lobes in −x direction are not fully developed yet, the rotated thin heavy ion
tail is not trapped in between magnetic lobes and therefore loses its two dimensional na-
ture for a few minutes (see Figure 7.7(j) and Figure 7.7(k)). However, we shall point out
that this relates exclusively to the thin heavy ion regime that is three orders of magnitude
below background density therefore not at all impacting on the total plasma velocity (see
Figure 7.7(l)).
Titan’s plasma environment at t5 = 7.5 minutes
At time t = t5 the magnetopause center has arrived at the upper (y = 20RT ) bound-
ary of the simulation box. Yet the presence of Titan prevents the magnetosheath field
from entering the large triangle-shaped area at the Saturn facing side of Titan (see Figure
7.8(c)). The magnetic field enhancement that arises in front of the slowly rotating heavy
ion tail splits up into smaller islands (see Figure 7.8(a)), filling up voids within the inho-
mogeneous heavy ion plasma density, thereby ensuring total pressure balance (see Figure
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Figure 7.7: |B|, By, Bz, ρN+2 , uN+2 and utotal at t4
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7.8(g)). The coexisting magnetosheath and magnetosphere draping are still clearly visi-
ble (see Figure 7.8(e)) and fossilized magnetic fields can be identified in the By and Bz
component close to Titan’s surface (see Figure 7.8(f)). However, meanwhile the magnetic
lobes that started to form after entry into the magnetosheath plasma flow are fully devel-
oped (see Figure 7.8(d)) which is why the downstream heavy ion population is re-trapped
and forced to return into its previous two-dimensional confinement (see Figure 7.8(j) and
7.8(k)). Hence, the time scale upon which the magnetic lobes are reversed is less than
seven minutes and therefore much shorter than the lifetime of the fossil fields. This is the
first time that the complex tail reversal as well as the field fossilization occurring on much
larger scales are resolved simultaneously within a single simulation model.
The total velocity in the y-cross-section (see Figure 7.8(l)) already appears to be nearly
the complement of the stationary magnetospheric state (see Figure 7.4(l)), yet a wide re-
gion of accelerated plasma downstream of Titan is visible since in this region, the dilute
heavy ion population experiences the nearly unperturbed background fields of the ambi-
ent magnetospheric plasma. Also, a decrease in velocity upstream of Titan can be seen
which forms due to the dense and slow heavy ion population (see Figure 7.8(j)). This
decrease in the total velocity causes an enhanced pile up in the magnetic field in front of
Titan (see Figure 7.8(d)).
Titan’s plasma environment at t6 = 16.25 minutes
The magnetopause has left the simulation domain and would now be located at y = 54RT
inside Titan’s orbit. Meanwhile the ion tail has been rotated towards the magnetosheath
downstream direction. During this process, the magnetic field pile up in front of the
heavy ion tail has split up into many isolated magnetic field islands that fill up voids in
the heavy ion density. Due to the shear between heavy ion and magnetosheath velocity
kelvin helmholtz instabilities are excited (see Figure 7.9(i)), resulting in periodic amplifi-
cations of density fluctuations at the Saturn facing flank of the heavy ion tail (see Figure
7.9(g)). These fluctuations in turn grow into huge heavy ion clouds to the extent of three
Titan radii and travel alongside the heavy ion tail at reduced velocity (see Figure 7.9(h)).
Compared to t = t5, little changes are visible in the y = 0-cross-section. The amplitude
of the fossilized fields has slightly diminished. (see Figures 7.9(e) and 7.9(f)). The broad
region of enhanced magnetic field strength above the ionosphere has vanished (see Figure
7.9(d)) and the total velocity (see Figure 7.9(l)) meanwhile is the exact complement of
that in the magnetospheric flow (see Figure 7.4(l)).
Titan’s plasma environment at t7 = 24.1 minutes
The magnetopause resides at y = 67RT distance to Titan and 24.1 minutes have passed
since it has swept over Titan. A quasi-stationary state is reached, representing the com-
plement of the magnetospheric stationary state at t = t1. Compared to t = t1, all quantities
are mirrored with respect to the x-cross-section. However we would like to point out
that the magnetosheath magnetic field has not yet entered the immediate vicinity of Ti-
tan which is visible in the Bz-component at Titan’s north pole above the inner boundary
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Figure 7.8: |B|, By, Bz, ρN+2 , uN+2 and utotal at t5
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Figure 7.9: |B|, By, Bz, ρN+2 , uN+2 and utotal at t6
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(see Figure 7.10(f)): since in the stationary magnetospheric case the Bz-component is at
−8nT , we consequently would expect to find the Bz-component at +8nT in the stationary
magnetosheath state. However, its value is still close to zero which originates from the
magnetopause crossing and therefore can be categorized as fossilized field.
Furthermore, the magnetospheric draping is still persistent above Titan’s north pole and
is enclosed by the magnetosheath draping (see Figure 7.10(e)). During the T32 encounter
Cassini did observe the fossilized fields above Titan’s north pole as well (Bertucci et al.
2008, 2009). A lower limit for their lifetime could estimated to be 20 minutes which is in
excellent agreement with our simulation results.
7.6.3 Simulation (B), Parallel Flow
The plasma processes in the simulations with parallel flows (B) will now be compared
to the antiparallel flow simulation (A). We like to point out the core differences of both
simulations and therefore resign to illustrate every time step and just show time steps t3,
t4, t5 and t7 instead (see Figure 7.11), which are the same moments in time that have
been shown for the antiparallel simulation (cf. Tab. 7.3). The image is divided into three
columns where the first one shows the heavy ion N+2 density, the second one the total
magnetic field and the third one the By component. The heavy ion density and the total
magnetic field are visualized for the z-cross-section, the By component for the y-cross-
section.
The first row for t = t3 illustrates the point in time when the magnetopause arrives at
Titan. The total magnetic field in Figure 7.11(b) and the By-component in Figure 7.11(c)
are nearly identical to their respective state in antiparallel flow simulation (cf. Figures
7.6(a) and 7.6(e)). The heavy ion density in contrast is less confined (see Figure 7.11(a))
compared to the antiparallel case in Figure 7.6(g) where the heavy ions have been com-
pressed into the tail by the reversed upstream velocity.
At time t = t4 there are several differences between the results of both simulation runs.
While in simulation (A) the thin heavy ion regime was separated from the dense heavy
ion regime (see Figure 7.7(g)), the heavy ion tail of the parallel simulation remains as
a whole. Nevertheless several fluctuation at its Saturn facing flank are present. These
differences are due to the reversed convective electric field that points towards the Saturn
facing left corner of the simulation domain. Hence, the cycloidal shape of the heavy ion
tail develops at the Saturn facing flank while the dense heavy ion regime is located at the
Saturn averted tail flank inside the magnetosheath. The magnetic field pile-up in figure
7.11(e) is rotated by 90◦ towards the −x direction. However, in contrast to the magnetic
field of simulation (A) (see Figure 7.7(a)) the pile-up is confined to the immediate vicinity
of Titan, i.e. here is no field enhancement along the entire flank of the heavy ion tail. Like
in simulation (A), the By-component of the draping signature is reversed and encloses
the magnetospheric draping (see Figure 7.11(f)), yet the transition from magnetospheric
to magnetosheath draping is more continuous (cf. Figure 7.7(e)). The reason is that the
downstream direction remains unchanged, hence the newly developing draping is less
strongly compressed towards Titan.
134
7.6 Simulation Results






























Figure 7.10: |B|, By, Bz, ρN+2 , uN+2 and utotal at t7
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At t = t5 the magnetopause has arrived at the Saturn facing boundary of the simulation
domain. Meanwhile the reversal of the ion tail is basically complete: the Saturn facing
flank of the tail features a cycloidal shape, while the Saturn averted flank forms a straight
boundary of dense heavy ion plasma (see Figure 7.11(g)). Small fluctuations of heavy
ion density are still present at the upper domain boundary that slowly stream outwards,
hardly influencing the surrounding plasma and therefore these small fluctuations of heavy
ion density can be considered negligible. Hence, the time scale of the tail reversal is at
least two times smaller compared to the antiparallel flow scenario. In contrast to simula-
tion (A) where the huge triangle-shaped area had been shielded against the magnetosheath
field (cf. Figure 7.8(a)), the magnetosheath field now fills the entire Saturn facing part of
the simulation domain. The only exception is the stretched neutral sheet that forms a tube
of reduced field strength which is still connected to the magnetopause, expanding more
than 20 RT downstream (cf. Figure 7.11(h)). Little changes are visible in the fossilized
field draping in Figure 7.11(i), except for the enclosing magnetosheath draping having
reached its final state in the meantime.
At t = t7 the final, quasi-stationary state is reached. The heavy ion tail exhibits its typical
shape, any fluctuations that were excited during the magnetopause crossing have vanished
(see Figure 7.11(j)). The stretched neutral sheet has been cut off the magnetopause. The
neutral sheet is not fully developed yet which can be seen in the magnetic field strength
that is still larger than zero (see Figure 7.11(k)). Like in the antiparallel flow simulation,
the fossil fields inside Titan’s ionosphere have almost completely vanished. Even though
the fossil contributions in Figure 7.11(l) appears to be somewhat stronger compared to
Figure 7.10(e), we shall point out that this effect is limited to Titan’s interior. Hence, the
lifetime of fossil magnetic fields inside Titan’s ionosphere is not influenced by the change
in flow direction in a significant way. The high ionospheric density shields the magnetic
field from the rapidly changing flow conditions that were specified in the presented simu-
lation, regardless of whether parallel or anti parallel flow conditions are applied.
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Figure 7.11: ρN+2 , |B| and By at t3, t4, t5 and t7
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8 Summary and Outlook
8.1 A.I.K.E.F.
The world’s first adaptive hybrid simulation code for planetary plasma interactions is pre-
sented throughout this thesis, which we label A.I.K.E.F. (Adaptive Ion-Kinetic Electron-
Fluid). Adaptivity in space and time is implemented by means of Hybrid-Block-AMR,
that is individual octs are refined rather than entire blocks, where an oct is one eighth
of a block. This enables a significant improved mesh flexibility, compared to the ordi-
nary block-AMR approach. The code is efficiently parallelized for distributed systems by
means of the Message Passing Interface (MPI). The application of Space Filling Curves
ensures optimal load balancing while communication between different CPUs is mini-
mized. The code has been demonstrated to scale nearly linearly on up to 256 CPUs.
To the present day the code has been successfully applied to study the plasma environ-
ments of Mercury (Müller et al. 2011a,b, Wang et al. 2010), the Saturnian moons Ti-
tan (Müller et al. 2010) and Enceladus (Kriegel et al. 2009, 2011), the terrestrial moon
(Wiehle et al. 2011b, Wang et al. 2011), comets (Wiehle et al. 2011a), asteroid Lutetia
(Richter et al. 2011), exoplanets (Johansson et al. 2011) and nonlinear wave particle in-
teraction (Verscharen et al. 2011).
In order to account for a reasonable number of particles in each cell, particles are refined
by means of splitting and merging. Even though both methods are based on well estab-
lished schemas, they have been strongly optimized for a better reduction of numerical
noise and enhanced performance. In particular the workload related to particle merging
is reduced such, that an efficient parallelization is possible. Both, splitting and merg-
ing, conserve total mass, momentum and energy. As particles are refined before entering
meshes of higher resolution, neither splitting nor merging of particles is required within
the highest level of refinement. This ensures a high accurate description of features of
interest.
A broad variety of test scenarios has been considered to validate the accuracy of the
code. The dispersion relation of ion whistler waves has been reproduced on both, uniform
and refined meshes. By carrying out a Fourier transformation in both space and time,
it has been demonstrated that waves are not reflected as they travel across refinement
boundaries. By exciting a standing fast wave a sharp Mach-cone forms that reproduces
the analytical opening angle and remains unaffected as it propagates from finer to coarser
meshes. We furthermore verify that the results obtained on a high resolution uniform
139
8 Summary and Outlook
mesh are nearly identical to the results from an adaptive mesh simulation that is initial-
ized by means of a coarse base resolution but includes various levels of refinement. An
estimation of speedup shows that the adaptive simulation performs 71 times faster than
the uniform mesh simulation. Simulations of the MESSENGER I and II flybys have been
carried out. Under consideration of several uncertainties in plasma and dipole parameters,
space-craft observations and simulation results are in very good qualitative and quantita-
tive agreement.
From the technical point of view we regard the A.I.K.E.F. simulation model as completed
with the exception of further optimizing the parallelization. As was mentioned in section
3.8, the code distributes blocks across CPUs by accounting for workload related to par-
ticles. This is in general not the ideal load distribution with respect to electromagnetic
field propagation. A further improvement would be to use two independent block distri-
butions, accounting for field computation and particle propagation, respectively. Another
range for further optimization offers the combinations of several messages into a single
one. If, for instance, a simulation is carried out on two CPUs and includes ten blocks that
require inter CPU communication, ten messages are send per CPU whereas a single com-
bined message would be sufficient. The more blocks and CPUs are involved, the higher
the gain of a further optimized CPU communication. However, as the code scales well
on the CPU number that is available to us nowadays (about 128), the above mentioned
concepts will become by far more important for future simulations that might be carried
out on many ten thousand CPUs.
In general the A.I.K.E.F. simulation model can be used to model scenarios that involve
plasma processes on different spatial scales. For instance it enables the possibility of
modeling the fine structures of the Enceladus plasma interaction by resolving the indi-
vidual jets emerging from the moons surface (Kriegel et al. 2009). However, apart from
the ability to model scenarios at high accuracy, the application of AMR offers the great
opportunity to execute simulations that took weeks or even months before within a few
hours. When comparing the execution speed of the A.I.K.E.F. simulation code the Bagdo-
nat2002 code, we measure a gain of six in speedup due to optimization even on uniform
and serial simulation runs(see section 5.1). A further gain of 71 due to the application of
AMR (see section 5.5). Additionally a gain of 40 in speed up is achieved when executed
on 64 CPUs (see section 3.8), resulting in the remarkable total speedup of larger than
17000, compared to a serial simulation of our successor code version.
8.2 Mercury
After having shown in chapter 5 that the simulation results of Mercury’s plasma environ-
ment represent well the MESSENGER measurements, we have carried out hybrid simu-
lations in order to advance the understanding of Mercury’s dayside boundary layer and
“double magnetopause”. An idealized IMF and dipole field configuration has been used
to simplify the analysis but referring to the preceding simulations we are confident that
the physical processes involved are valid for the real configuration as well. The major
findings are summarized below:
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• The simulation shows a region of decreased magnetic field strength that is consis-
tent with the pre-orbital-phase MESSENGER observations for the dayside bound-
ary layer in both, width and field magnitude as discussed by Slavin et al. (2008)
and Anderson et al. (2011). The proton plasma quantities such as density, pres-
sure and temperature inside the dayside boundary layer are very similar to what has
been estimated by Raines et al. (2011) for the dayside boundary layer during the
MESSENGER flybys.
• As a single species hydrogen plasma is used that is exclusively injected at the do-
main boundaries, the simulation suggest that the dayside boundary layer may exist
even in the absence of any exospheric ions like sodium. The boundary layer is
populated by solar wind protons that enter Mercury’s magnetosphere downstream
and subsequently are accelerated planet-wards. The planet-ward acceleration is a
consequence of the j × B-force that results from the configuration of neutral sheet
current and dipole field.
• The dayside boundary layer region is confined by a double current sheet. Both
current sheets are similar in orientation, but the outer one is stronger in intensity.
The occurrence of this “double magnetopause” configuration is in agreement with
the MESSENGER observations discussed by Slavin et al. (2008).
• While the outer current sheet can be considered the classical magnetopause, the
inner “boundary layer current” turns out to be a diamagnetic current sustained by
solar wind protons that are mirrored between north and south pole. This boundary
layer current extends to Mercury’s nightside and dusk-side causing the nightside
diamagnetic decrease. It exhibits a semi-circle shape and closes with the magne-
topause current.
• The conjunction of boundary layer current and Mercury’s dipole field causes a j ×
B-force that prevents the protons from entering the inner magnetosphere, thereby
enhancing the outward directed proton pressure gradient at the boundary layer’s
inner edge.
One next step to further improve the quantitative results of the boundary layer is to in-
crease the spatial resolution of the numerical mesh. In particular for quantitative compar-
ison of the magnetic field jump at the boundary layer’s inner edge an increased resolution
is desirable. The same applies for the nightside boundary layer which is still a rather tran-
sient structure in our simulations, most likely due to the limited resolution.
Secondly the influence of exospheric ions like sodium on the boundary layer formation
should be tested for different production rates. Even though our simulations show that the
layer may exist in the absence of exospheric ions, the physical processes involved might
be different when heavy ions are included.
Finally preliminary simulation results suggest that different conductivity profiles for Mer-
cury’s interior may influence the boundary layer location. This should be investigated
more precisely since in doing so, it might be possible to derive information on Mercury’s
interior from the boundary layer’s shape and distance to the planetary surface.
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8.3 Titan
We have carried out two hybrid simulations in order to investigate the plasma environment
of Saturn’s moon Titan during a magnetopause crossing, comparable to the one observed
by Cassini during the T32 flyby. While in simulation (A), a geometry with antiparallel
magnetospheric and magnetosheath has been studied, the flows were considered parallel
in simulation (B). This study was motivated by the fact that so far, none of the existing
simulation models had considered a shear between magnetospheric and magnetosheath
flow. This allowed an indepth analysis of the fossilization of magnetic fields in Titan’s
ionosphere as well as reconfigurations of the heavy ion tail and its feedback onto the Titan
plasma environment.
Major findings of our simulations are:
• According to our simulations, the lifetime of fossil magnetic fields in Titan’s iono-
sphere can estimated to be at least 25 minutes, which is in good agreement with
observations of the T32 encounter and is well covered by our analytical estimation.
• The change of the ambient flow direction does not influence the lifetime of fossil
magnetic fields in Titan’s ionosphere in any significant way. The high ionospheric
density shields the trapped magnetic field from rapidly changing ambient flow con-
ditions, regardless of whether parallel or antiparallel flow conditions are applied.
• In contrast to the magnetic field configuration, the change in ambient flow direction
does strongly influence the timescale of the heavy ion tail reconfiguration. In the
parallel flow scenario (B) the direction of the tail remains aligned with the upstream
plasma flow throughout the entire simulation. Its cycloidal shape is rotated within
4 minutes. In the antiparallel flow simulation (A), the entire tail is rotated by 90◦ in
direction of the magnetosheath plasma flow. This process takes approximately 24
minutes and is accompanied by the excitation of large scale instabilities.
In both simulations (A) and (B) the lifetime of fossil magnetic fields is limited due to
the convection time. Since the simulations do not account for a realistic ionospheric
chemistry, the convection speed could be over estimated. Likewise the lifetime of fossil
magnetic fields could be larger. For instance we observe an ionospheric velocity which
is about 2% of the upstream velocity. However according to Neubauer et al. (2006) the
velocity may decrease even down to 0.1% of the upstream velocity which is 20 time
smaller than in our simulation. Hence, the time scales of fossil magnetic field survival that
is estimated by the presented study should be regarded as a lower limit. The investigation
of fossil magnetic fields under the inclusion of a more realistic ionospheric chemistry is
one aspect that should be considered in future work.
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