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Abstract
With the increasing emergence of ambient intelligence, sensors and wireless network technologies, robotic assistance becomes a
very active area of research in autonomous intelligent systems. Robotic systems would be integrated in the environment as
physical autonomous entities. These entities will be able to interact independently with the ambient environment and provide
services such as assistance to people at homes, offices, buildings and public spaces. Furthermore, robots as cognitive entities will
be able to coordinate their activities with other physical or logical entities, to move, to feel and explore the surrounding
environment, decide and act to meet the situations they may encounter. These cognitive operations will be part of a smart
network which can provide individually or collectively, new features and various support services anywhere and anytime. The
aim of this research work is to build a multimodal fusion engine using the semantic web. This multimodal system will be applied
on a wheelchair with a manipulated arm to help people with disabilities interact with their main tool of movement and their
environment. This work focuses on building a multimodal interaction fusion engine to better understand the multimodal inputs
using the concept of ontology.
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1. Introduction
Every human continuously interacts with his environment and its entities. To interact with the environment,
humans use language and physical expression to understand the events and be understood. These communication
methods are natural features acquired at birth, with a few exceptions. Unfortunately, some people face interaction
difficulties because of disabilities or illnesses. To remedy to these problems, researchers have been designing
assistance robots which can imitate human interaction using multiple modalities. To do so, the robot must be able to
interact with humans using natural methods used by people such as speech, gestures, eye movements, etc. The robot
must be able to understand and execute the commands issued by the user through the different modalities. To do so,
we propose a smart system that will use a knowledge base to achieve the three tasks of "sensing-understanding-
acting" in an ambient environment. The robot, which becomes an intelligent system, will be able to understand an
environment in which events are detected by sensors. This system must be able to merge events in order to
understand a situation and be able to decide, act and perform different services. The ambient intelligent system
selects a service which may be in the form of a material, such as: moving and handling, or software service, such as
calling an operator or triggering an alarm. Given that the system components are interconnected in a network, our
architecture allows a robot to provide services to humans anytime and anywhere.
2. Related Work
In recent years, multimodal fusion is gaining attention of researchers of various domains due to the benefits of
using multimodal inputs and outputs. Multimodality provides access to various modalities, and their use based upon
accessibility and availability. Since the first multimodal system, the famous Bolt’s1 system “Put that there”, several
multimodal system have been proposed. For instance, in the human-robot spoken dialog system2, a Bayesian
network framework for interpretation of multimodal signals is used in a dialog between the tour guide RoboX and
the visitors of a museum under noisy conditions. The use of the Bayesian network in this work allowed the
combination of noisy speech recognition with data from a laser scanner used to detect the presence of people near
the robot. In another work, we can find a review of sensor fusion algorithms for wearable robots3. In this paper, the
authors highlight the various ways of multimodal sensor fusion. The fusion combines information from different
sensors either by using a single fusion algorithm, a unimodal switching, a multimodal switching or a parallel
multiple sensor fusion algorithm (mixing)3. In the same theme, a distributed cortically-inspired processing scheme
for sensor fusion has been implemented for ego-motion estimation on an autonomous mobile robot4. The authors
propose a model “that is a network of processing units whose connectivity is provided by relations defined between
the units; the relations between the units can be explicitly encoded in the network or obtained as a result of a
learning process”4. Another work on mobile robot uses vison and RFID data fusion for tracking and following a
person of interest using a mobile robot 5. For tracking method, the authors use particle filtering framework, and for
following the person, they have designed a multi-sensor-based control strategy based on the tracker output and
RFID data. Furthermore, human-computer interaction uses the multimodal fusion for the interpretation of the input
modalities. To do so an example is presented in the concept-based evidential reasoning form multimodal fusion in
human-computer interaction6. In this work, an approach is proposed for the semantic fusion of different input
modalities based on transferable belief models. This architecture is applied on a multimodal system composed of a
gesture recognition sensor and a brain computing interface. On the other hand, the Adaptive Resonance Theory
(ART)-based fusion of multimodal perception for robots7 uses ART for multimodal fusion. The ART is an
unsupervised neural network which has the ability of fast incremental on-line learning. Furthermore, the concept of
ontology is also used for the multimodal fusion. For instance, the work of detection of violence in movies8 uses
ontology for multimodal fusion. To do this, the authors first “perform an audio and visual analysis to extract audio
and visual cues. Then, two different fusion approaches are used: the first one is a multimodal fusion that provides
binary decisions on the existence of violence, and the second one is an ontological and reasoning fusion that
combines the audio-visual cues with violence and multimedia ontologies”8. In the same way, ontology is used in
multimodal fusion for interaction systems9. In this work, the environment is described in ontology and then used in
the fusion engine. It uses semantic web languages based on W3C standards.
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Fig. 1. The multimodal fusion and service composition engines.
Based to the works mentioned above, we conclude that no work has been made on a device such as our proposed
architecture to help people with disabilities to interact with their tool off daily life such as a wheelchair with an
embedded manipulation arm. We have chosen to use a multimodal ontology-based fusion engine to control our
system and to use a rule based fusion engine because it allows a good temporal alignment between different
modalities and is often used to better estimate the state of a moving object. The choice of using the concept of
ontology is guided by the fact that it allows the full description of the environment of a user and takes into
consideration its context. It provides an easy access to information and allows the possibility of reusing it and allows
us to introduce fusion rules to facilitate the fusion process according to predefined models in the ontology. Knowing
that we are using the OWL ontology concept, the use of SWRL language is guided by the fact that it can be used to
express rules as well as logic, combining OWL DL with RuleML. Our new approach will facilitate the fusion of
multimodal inputs for a mobile robot (in our case, a wheelchair with manipulated arm) that will ease the use of
mobile devices and allows the user to communicate in a natural way with the robot.
3. Proposed architecture
In representing our system architecture our approach of choice is a multimodal fusion and service composition
engine. The fusion engine will be associated with an assistant robot. In this case, the robot is a wheelchair with a
manipulator arm used by persons with disabilities to interact with the environment and to provide them services.
This system will be able to understand the surroundings of the robot and take into account the contextual
information obtained from the environment. The user can use multimodal inputs, such as speech, gesture, etc. to
request for a service. The proposed system will take into account the contextual information and combine it with the
inputs modalities. When the fusion is made, the composition service engine will subdivide the fusion results and
send it to output modalities to answer the request of the user.
Fig. 1 shows a general view of our architecture. This architecture is composed of four parts: the input, the
multimodal system architecture (MSA), the knowledge base and the output. The input part is responsible for input
modalities that detect events coming from the environment, such as a user request or contextual information. This
event will be sent to the MSA. The MSA is an essential part of our architecture because it is that part where the
fusion and the service composition will take place. It is composed of modality selection, the fusion model selection
and the service composition selection components. When an event is detected by the input modalities, it will be
understood by the system through the different components of the MSA. First, it will make a modality selection
according to the information obtained from the environment. Then, based on the knowledge base, which is the
ontology that describes the surroundings of the user, the MSA will merge the information obtained from the
environment using the fusion engine. Then, its result will be subdivided into subtasks using the service composition
engine which will be sent to the available output modalities to provide the service demanded by the user. In this
work, we will focus on the knowledge base, the understanding of the request and the fusion engine. The service
composition engine will be presented in a future article.
10
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3.1. Description of the engine
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a b
context takes into account the elements which can affect modalities; we have chosen to consider the lighting level,
the noise level, the weather condition, and the ambient temperature. For this approach, we have chosen to consider
that the data obtained from the sensors are accurate and we consider the uncertainty null.
After defining the classes, we add individuals (instances) to the ontology. When adding individuals to classes, we
are defining in details the elements that comprise the user’s environment. The individuals represent all the entities
present in the environment, such as persons, food, objects, etc. This integration makes our use of ontology more
efficient because it makes the system reusable and open. For this paper, we will just give some examples of
individuals. For instance, the class indoors (subclass of the class surroundings) has as individual: bathroom,
bedroom, corridor, kitchen, living room, sitting room and toilet. The class words for tracking (subclass of the class
vocabulary), has as individuals: find, locate, return, search and take.
After describing the classes and the individuals, we define the relations between different entities in the
environment using properties. We use object properties to link two objects, and data type properties to link an object
to XML schema datatype or rdf: literal. For this article, we will just give two examples rather than all the properties
used. For instance, Fig. 3(a) shows two of the objects property used in our ontology. The object property
“hasContext” links the class “Speech” to the class “Noise” to highlight that the modality speech is affected by the
noise level. In fact, if the noise level is above the maximum allowed, the modality speech cannot be detected without
error, so the modality speech will be deactivated. Also, the property “hasHandicapType” link the class “Speech” to
the class “HandicapType”. If the user is mute, then no speech can be detected and the modality speech will be
deactivated. The Fig. 3(b) shows the object property “IsActivatedBy” that link the individual “Alarm2” to the
individual “Battery”. Here, alarm2, which is the system alarm, is triggered by the level of the battery of the system.
If the level is low, the alarm will be triggered and advises the user about it. Also, we find the datatype property
“hasBatteryLevel” which links the individual “Battery” to its value which is 15 % (we provide this value in
percentage and is of type “int”).
4. Fusion engine
The fusion engine is the most important part of our system. It allows the merging of information obtained from
the environment, such as the modalities and the contextual information. When the user makes a request, the system
detects the event and merges them to offer the service requested by the user. To do so, our system will merge the
information by going through different stages to complete the fusion.
First, the system will have to make a semantic check. Indeed, by using the concept of ontology to describe the
environment, we have to check the consistency of the ontology by checking the relation between its components.
This can be done by using the inference engine Pellet and the Jess plug-in of Protégé. The Pellet engine will check
the inferences, the taxonomy and the consistency between the classes of the ontology. The engine will check if
contradictions were introduced when building the ontology, such as describing two classes as disjoint but having the
same individuals. Furthermore, the Jess engine will check the SQWRL queries defined in our ontology, such as the
command model, the modality selection, the alarm selection and the vocabulary verification.
Secondly, the system will check the presence of the detected events in the predefined vocabulary in the ontology.
This checking will allow the system to reject any undefined event that will not be used in the fusion engine such as
the sound of a door or a TV.
Fig. 3. (a) The object properties: hasContext and hasHandicapType; (b) The object property: IsAffectedBy and the data type property
hasBatteryLevel.
a b
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Fig. 4. (a) Vocabulary verification result; (b) Modality selection result
Table 1. Input modalities









To accomplish this, we use SQWRL query defined in the SWRL tab:
systemOntology: Event(?x) systemOntology: Environment(?y) tbox:equalTo (?x, ?y)tbox:
isDirectSubClassOf (?m, systemOntology:Environment) abox:hasIndividual(?m, ?y)
sqwrl:selectDistinct(?m, ?y)
Thirdly, the order of the events will be checked. To do so, the events obtained from different modalities will be
checked using SQWRL queries to check if the order predefined in different models in the ontology are respected or
not. We have defined nineteen models that describe examples of requests made by the user, and each model has its
own query defined in the SWRL tab of Protégé. For instance, the command “Take me there” will be classified as
being an example of commands that satisfies the model 3, defined as follow:
Model 3: WordsForTrackinghasNext_3PersonalPronounhasNext_3 Location
Finally, the time checking will allow the system to verify that the time between two modalities is less than the
maximum time allowed as well as the global time of the command which has to be under the maximum allowed
command time. Both of these maximum times are predefined in the ontology; the maximum time between two
successive modalities is 5 seconds while the maximum time of a full command is 15 seconds. We have chosen to
introduce this checking so that the system will not wait indefinitely for commands from the user. If a single modality
is detected or the second one arrived after the maximum waiting time, this command will be rejected. This applies
too if the global command time exceeds the maximum waiting time.
By completing this four stages, the system will be able to recognize the events obtained from the environment
and make the fusion according to the correct predefined model in the ontology.
4.1. Fusion example
Here we will present an example of a command made by the user and how the system deals with it and merge
the information using the fusion engine. The scenario chosen to test our fusion engine is “Give Mother Some Juice”.
In this case, the system has to understand the meaning of the phrase, find a model that corresponds to it and merge
the information, and take into account the maximum time allowed between the modalities and the full command.
We highlight that when asking for water, the system has to understand that the water has to be brought within an
appropriate object, such as a glass or a bottle.
a
a
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First, we launch the reasoning engine Pellet in Protégé to check consistency. When the check is completed and no
problem was detected, we start our test of the fusion engine. We assume that the system detected the input
modalities as described in table 1. When detecting inputs, the fusion engine checks their presence in the ontology by
using the SQWRL query defined earlier and gives the classes where they are defined as individuals in the ontology,
as shown in Fig.4 (a). We note that the fusion engine has recognized the words: “give”, “juice”, and “mother” and
gives us their location in different classes of the ontology. The word “ding” which is a sound emitted by the
television and detected by the system is rejected because it is not found in any class within the ontology. In
addition, let us assume that the wheelchair user has a manual handicap. Assume further that the light level is higher
than the minimum acceptable value and that the noise level is less than the maximum acceptable value. Furthermore,
the battery is fully charged and the user is in a good health situation. In this case, the modalities that will be
deactivated are only those affected by the manual handicap. The SQWRL query that will select the modalities is as
follow:
systemOntology:HandicapType(?h) systemOntology:Modality(?m) systemOntology:IsAffectedBy(?m, ?h)
systemOntology:hasDisability(?h, ?han) swrlb:equal(?han, 1) sqwrl:selectDistinct(?m, ?h, ?han)
After running the SQWRL query in Protégé, it returns the list of modalities that are deactivated, such as shown in
Fig. 4(b). The modalities that are enabled are: the gesture sensor, the keyboard, the mouse and the touch-screen.
This is explained by the fact that the manual disability is set to 1 (true).
Furthermore, the fusion engine will find the predefined model of the command “Give Mother Some Juice” that is
represented by the following order: words convenient objects  People  Liquid. Also, the fusion engine has to
understand that the liquid requested has to be brought in an object used for liquids. To do that, the fusion engine will
use the following SQWRL query:
systemOntology:Words_Convenient_Objects(?x) systemOntology:People(?y) systemOntology:Liquid(?z)
systemOntology:hasNext_19(?x, ?y) systemOntology:hasNext_19(?y, ?z) systemOntology:hasObject(?z, ?a)
tbox:isInDomainOf(?m, systemOntology:hasNext_19)sqwrl:selectDistinct(?m, ?x, ?y, ?a, ?z)
The result of the query is presented in Fig.5. The fusion engine has recognized the model as being model 19 of
the ontology and that the answer for such a request will not be the answer of the model: words convenient objects
People  Liquid, but of the model: words convenient objects People Object used for liquid Liquid. In fact,
the fusion engine has recognized the model and added the objects: bottle, glass or jug that can be used for the juice.
Finally, the fusion engine will check the arrival times of the modalities and the global time of the command. To
do so, the system will use the SQWRL query:
systemOntology:Words_Convenient_Objects(?x)systemOntology:People(?y)systemOntology:Liquid(?z)
systemOntology:has_Time_start(?x, ?Tsx) systemOntology:has_Time_start(?y, ?Tsy) )
systemOntology:has_Time_start(?z, ?Tsz) swrlb:subtract(?Txy,?Tsy,?Tsx)swrlb:subtract(?Tyz, ?Tsz, ?Tsy)
swrlb:subtract (?Full-Time-C, ?Tsz, ?Tsx) sqwrl:selectDistinct(?x, ?y, ?z, ?Txy, ?Tyz, ?Full-Time-C)
The result is given in the Fig.6, where Txy and Tyz are the times between the successive modalities “Bring”,
“Mother” and “Juice” respectively, and Full-Time-C is the time of the full command. We notice that the modalities
times are less than “5 seconds” which is the maximum allowed, and the full command time is “7 seconds” which is
less than “15 seconds” (the maximum command time allowed) so time condition has been satisfied.
We conclude that all the conditions are satisfied. First the sematic was satisfied when running the consistency
check in Protégé using the engine Pellet. Then, the vocabulary check was satisfied when running the SQWRL
queries and the events were found in the ontology. Also, the order of the events has been satisfied when running the
SQWRL query and the correct model was found. Finally, the time verification has been satisfied when checking the
time of the modalities and the full command time. For this reason, the fusion has been made by merging the events
detected and answered the user’s request “Give Mother Some Juice” by answering the command “Give Mother a
Glass of Juice”.
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