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STABILITY OF SYMMETRIC SPACES OF
NONCOMPACT TYPE UNDER RICCI FLOW
RICHARD H BAMLER
Abstract. In this paper we establish stability results for symmetric spaces
of noncompact type under Ricci flow, i.e. we show that any small perturba-
tion of the symmetric metric is flown back to the original metric under an
appropriately rescaled Ricci flow.
It will be important for us which smallness assumptions we have to impose
on the initial perturbation. We will find that as long as the symmetric space
does not contain any hyperbolic or complex hyperbolic factor, we don’t have
to assume any decay on the perturbation. Furthermore, in the hyperbolic and
complex hyperbolic case, we show stability under a very weak assumption on
the initial perturbation. This will generalize a result obtained by Schulze,
Schnu¨rer and Simon ([SSS2]) in the hyperbolic case.
The proofs of these results make use of an improved L1-decay estimate for
the heat kernel in vector bundles over symmetric spaces, which is of indepen-
dent interest.
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1. Introduction
1.1. Stability of symmetric spaces. Consider a locally symmetric space (M, g),
i.e. a Riemannian manifold which locally has a reflection symmetry at every point
(for more details see section 3). By the de Rham Decomposition Theorem, its
universal cover M˜ can be expressed as a product M1 × . . . ×Mm of irreducible
symmetric spaces. All Mi are Einstein. If all Einstein constants λi are negative,
then M is said to be of noncompact type. Furthermore, if all λi are equal to some
λ < 0, then (M, g) is Einstein itself with Einstein constant λ. Hence it is a fixed
point of the rescaled Ricci flow equation
∂tgt = −2Ricgt +2λgt. (1.1)
In this paper, we will prove stability results for the metric g, i.e. we will show
that every sufficiently small perturbation g0 = g + h flows back to g under (1.1)
as t→∞. Surprisingly, for most symmetric spaces we don’t have to impose any
spatial decay assumption on the perturbation h.
Theorem 1.1. Let (M, g) be a locally symmetric space of noncompact type which
is Einstein of Einstein constant λ < 0 and assume that the de Rham decomposi-
tion of M˜ contains no factors which are homothetic to Hn, (n ≥ 2) or CH2n, (n ≥
1). Then there is an ε > 0 depending only on M˜ such that if
(1− ε)g < g0 < (1 + ε)g,
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and if (gt) evolves by (1.1), then gt exists for all time t and as t → ∞ we have
convergence gt −→ g in the pointed Cheeger-Gromov sense, i.e. there is a family
of diffeomorphisms Ψt of M such that Ψ
∗
tgt −→ g and Ψt → Ψ∞ in the smooth
sense on every compact subset of M .
In the hyperbolic or complex hyperbolic case, we have to impose stronger
assumptions on the perturbation.
Theorem 1.2. Let (M, g) be either Hn for n ≥ 3 or CH2n for n ≥ 2, choose a
basepoint x0 ∈M and let r = d(·, x0) denote the radial distance function.
There is an ε1 > 0 and for every q <∞ an ε2 = ε2(q) > 0 such that the following
holds: If g0 = g + h and h = h1 + h2 satisfies
|h1| < ε1
r + 1
and sup
M
|h2|+
(∫
M
|h2|qdx
)1/q
< ε2,
then Ricci flow (1.1) exists for all time and we have convergence gt −→ g in the
pointed Cheeger-Gromov sense.
In the case M = Hn, n ≥ 4 Schulze, Schnu¨rer and Simon ([SSS2]) have shown
stability for every perturbation h for which ‖h‖L∞(M) is bounded by a small
constant depending on ‖h‖L2(M). This result is implied by Theorem 1.2 by the
interpolation inequality. Li and Yin ([LY]) have shown a stability result for
M = Hn, n ≥ 3 when the Riemannian curvature approaches the hyperbolic
curvature like ε1(δ)e
−δr.
One drawback of the decay assumption of Theorem 1.2 is that we cannot gen-
eralize the stability to quotients ofM under a group action which does not fix the
distance function r. Results of this kind have to be proven separately. For exam-
ple, for compact quotients of hyperbolic space, a stability result was obtained by
Ye in [Ye] and for finite volume quotients (i.e. if there are cusps) by the author
in [Bam2].
Theorems 1.1 and 1.2 have the following immediate consequences:
Corollary 1.3. Let (M, g) be a locally symmetric space of noncompact type
which is Einstein of Einstein constant λ < 0 and assume that the de Rham
decomposition of M˜ contains no factors which are homothetic to Hn, (n ≥ 2) or
CH2n, (n ≥ 1). Then there is an ε > 0 depending only on M˜ such the following
holds: If g is an Einstein metric on M with Einstein constant λ and
(1− ε)g < g < (1 + ε)g,
then g is isometric to g.
Corollary 1.4. Let (M, g) be either Hn for n ≥ 3 or CH2n for n ≥ 2, choose a
basepoint x0 ∈M and let r = d(·, x0) denote the radial distance function.
There is an ε1 > 0 and for every q <∞ an ε2 = ε2(q) > 0 such that the following
holds: If g is an Einstein metric on M of the same Einstein constant as g and
g = g + h1 + h2 with
|h1| < ε1
r + 1
and sup
M
|h2|+
(∫
M
|h2|qdx
)1/q
< ε2,
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then g is isometric to g.
By results of Graham-Lee ([GL]) and Biquard ([Biq]), the spaces Hn, (n ≥ 4)
and CH2n, (n ≥ 2) admit deformations g which are Einstein of the same Einstein
constant, are not isometric to g and satisfy
(1− ε)g < g0 < (1 + ε)g.
Hence for those spaces we cannot expect a result which is as strong as that of
Theorem 1.1 or Corollary 1.3. However, the following questions remain:
Question 1.5. Do we always have longtime existence of the Ricci flow for any
such initial metrics and under what assumptions do we have convergence to an
Einstein metric?
Question 1.6. Does Theorem 1.1 also hold for H3? Note that every nearby
Einstein metric is hyperbolic.
1.2. Heat kernel estimates in twisted vector bundles. Theorems 1.1 and
1.2 rely on a careful analysis of heat kernels in homogeneous vector bundles
over the symmetric space in question. Our main interest here will lie in the
bundle of symmetric bilinear forms, the bundle that perturbations of g live in,
but our analysis does not limit to this vector bundle. The results of our analysis
are not related to Ricci flow and are of independent interest. They provide a
characterization of the L1-decay behavior of heat kernels in homogeneous vector
bundles over symmetric spaces of noncompact type. The asserted decay rates are
optimal in many cases. Note that Carron ([Car]) has obtained strong pointwise
estimates on such heat kernels. However, in the settings analyzed by the author,
these estimates do not imply the optimal L1-decay rate.
We will now summarize our heat kernel estimates (see subsection 4.1 for more
details). In the following statements, we consider a simply-connected symmetric
space (M, g) of noncompact type and a homogeneous vector bundle E over M .
Note that there is a canonical connection ∇E on E. Let (kt)t>0 ∈ C∞(M ;E)⊗E∗p0
be the heat kernel for the connection Laplacian △ = −∇E∗∇E = ∑ni=1(∇E)2vi,vi
((vi)i=1,...,n denotes a local orthonormal frame) centered at some point p0 ∈ M ,
i.e.
∂tkt = △kt and kt t→0−−→ δp0 idEp0 .
In subsection 4.1 we will describe a recipe for computing constants λL, λB ≥ 0
(if M has rank 1) or constants λC, λ0, λ1 ≥ 0 (in the general rank case), based on
the geometry of E and M , such that the following Theorems hold:
Theorem 1.7 (Rank 1 case, cf Theorems 4.1, 4.2). Assume that M has rank 1.
Then there are constants c > 0, C <∞ such that:
If λB > λL, then the exponential decay rate is exactly −λL, i.e.
ce−λLt < ‖kt‖L1(M) < Ce−λLt for all t > 0.
If λB < λL, then the exponential decay rate lies between −λL and −λB, i.e.
ce−λLt < ‖kt‖L1(M) < Ce−λBt for all t > 0.
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If λB = λL, the upper bound still holds with λB replaced by any λ < λB (where C
depends on λ). More precisely, we have
ce−λLt < ‖kt‖L1(M) < C(log(t+ 2))1/2(t+ 2)a/2e−λLt for all t > 0
where a can be determined via the root system of M .
Moreover, we have the pointwise estimate
|kt(p)| < C
volBr(p0)
e−min{λL,λB}t where r = d(p0, p).
Note that the last assertion is neither stronger nor weaker than the first.
Theorem 1.8 (General rank case, cf Theorem 4.3). Assume that M has arbitrary
rank. Then there are constants c > 0, C <∞ such that:
If λ1 > λC, then the exponential decay rate is exactly −λ0 = −λC, i.e.
ce−λ0t < ‖kt‖L1(M) < Ce−λ0t for all t > 0.
If λ1 ≤ λC, then the upper bound still holds with λ0 replaced by any λ < λ0 (where
C depends on λ). More precisely, there is an A <∞ such that.
ce−λCt < ‖kt‖L1(M) < C(t+ 2)Ae−λ0t for all t > 0.
As an immediate corollary we obtain
Corollary 1.9. Assume that M has arbitrary rank. Consider a solution (st)t≥0 ∈
C∞(M ;E) to the heat eqation ∂tst = △st which is bounded on compact time
intervals. Then if λ < λ0 or λ ≤ λ0 and λ1 6= λC, we have
‖st‖L∞(M) ≤ Ce−λt‖s0‖L∞(M)
and in the case λ = λ1 = λC we get
‖st‖L∞(M) ≤ C(t+ 2)Ae−λt‖s0‖L∞(M).
Observe that we did not impose any spatial decay or compact support assump-
tions on s0.
Furthermore, we can use Theorem 4.3 to find an L1-estimate on the associated
Green’s kernel which leads to an L∞-estimate of the Poisson equation:
Corollary 1.10. Assume that M has arbitrary rank. Let λ < λ0 and consider
the Green’s kernel g ∈ C∞(M \ {p0};E)⊗E∗0 of the operator −△−λ centered in
p0. Then Λ = ‖g‖L1 <∞.
As a consequence, we obtain the estimate
Λ‖△s+ λs‖L∞ ≥ ‖s‖L∞ (1.2)
for all bounded sections s ∈ C∞(M ;E). In particular, −△ − λ does not have
L∞-bounded kernel elements.
Recall that the constants λL, λB or λC, λ0, λ1 are non-negative and depend on
the homogeneous vector bundle E. More specifically, they arise from a local
computation in the symmetric space M and the vector bundle E and depend on
the curvature of M and E. Our results are interesting for those vector bundles
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E for which λL, λB or λC, λ0, λ1 are even positive, which can only happen if the
curvature of E does not vanish. It will be an essential aspect of our proofs to
understand and use the curvature of E to our advantage. In fact, our results
would not imply a positive decay rate if the curvature of E vanished, i.e. if E
was flat. For example, in this case the quantity ‖kt‖L1 would be constant in
time, so Theorem 4.3 could not imply a positive decay rate. As for Corollary
1.9, observe that a simple application of the maximum principle already gives us
‖st‖L∞ ≤ ‖s0‖L∞ for any vector bundle E, which is sharp in the case in which
E is flat since constant solutions exist and are stationary. On the other hand, if
we consider the case in which E has non-vanishing curvature, then Theorem 4.3
and Corollary 1.9 may yield a better decay rate, which, however, only becomes
noticeable for large t. Corollary 1.10 illustrates the effect of the curvature of
E in the most demonstrative way: If E were flat, then any constant section
s ∈ C∞(M ;E) would contradict inequality (1.2) already for λ = 0. In the non-
flat case, however, it may happen that no constant section exist. So the curvature
of E forces every section indirectly to have non-zero Laplacian.
1.3. Outline of the paper. The main ingredients of the proofs Theorems 1.1
and 1.2 are the heat kernel estimates in twisted vector bundles over symmetric
spaces. We will apply these estimates to the vector bundle Sym2 T
∗M whose
sections are perturbations ht of the metric g. If ht is small, then the Ricci flow
equation expressed in terms of ht can be approximated by the linearized Ricci
deTurck flow equation. This linearized deTurck flow equation is a heat equation
with an extra zeroth order term, which just generates an additional exponential
decay or growth rate. Our goal will then be to use Theorems 1.7 and 1.8 to
estimate the exponential decay rate of the L1-norm of the heat kernel associated
to the linearized Ricci deTurck flow equation. If this rate is positive, then this
implies an exponential decay of the L∞-norm of any bounded solution of the
linearized Ricci deTurck flow equation similarly as in Corollary 1.9. In this case
the stability of the nonlinear equation follows easily.
Next, we will compute the constants λC, λ0, λ1 and find that the obstruction
against exponential decay of the linearized equation comes from so-called cusp
deformations (see subsection 5.9). Those deformations correspond to the “trivial
Einstein deformations” in [Bam1, sec 2.3] and can be seen as algebraic deforma-
tions of cusp cross-sections. Cusp deformations created also the major analytic
issues in [Bam2]. It will turn out that cusp deformations only exist for the spaces
Hn, (n ≥ 3) and CH2n, (n ≥ 2). Theorem 1.1 and Theorem 1.2 for type h2 pertur-
bations will then follow immediately from this heat kernel estimate. In order to
allow type h1 perturbations, we will use a trick from the geometry of negatively
curved spaces.
The paper is organized as follows: In section 2, we discuss the Ricci flow and
Ricci deTurck flow equation and give a short overview over all analytical tools
needed in this paper. Section 3 contains a brief introduction into the geometry of
symmetric spaces. In section 4, we prove more abstract bounds on heat kernels in
homogeneous vector bundles over symmetric spaces. These bounds involve certain
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constants, which we will then estimate for our particular purpose in section 5.
Finally, section 6 contains the proofs of Theorems 1.1 and 1.2.
1.4. Acknowledgments. I would like to thank my advisor Gang Tian for his
constant support. Moreover, I am grateful to Hans-Joachim Hein, Robert Kremser,
John Lott, Peter Sarnak and Anna Wienhard for many helpful discussions.
2. Analytical preliminaries
2.1. Ricci deTurck flow. In order to establish the desired stability results, we
will analyze Ricci deTurck flow. This flow is a modification of Ricci flow via a
continuous family of diffeomorphisms.
Recall that the rescaled Ricci flow equation reads
g˙RFt = −2RicgRFt +2λgRFt . (2.1)
In order to define the Ricci deTurck flow, we need to make use of a distinguished
background metric g which we will always choose to be the given symmetric
metric on M . Define the divergence operator
divg : C
∞(M ; Sym2 T
∗M) −→ C∞(M ;TM), h 7−→ −
∑
i
(∇eih(ei, ·))#
where we sum over a local g-orthonormal frame field (ei) and the musical operator
is also taken with respect to g. Set
Xg(h) = divg h+
1
2
∇ trg h.
Then the Ricci deTurck flow equation reads
g˙DTt = −2RicgDTt +2λgDTt −LXg(gDTt )gDTt . (2.2)
The advantage of Ricci deTurck flow over Ricci flow is that its linearization at
gt = g is strongly elliptic. This fact has been used by deTurck to give a simplified
proof for the short-time existence of Ricci flow ([DeT]). In fact, if we express
equation (2.2) in terms of the perturbation ht = g
DT
t − g, we obtain (for this and
the following computations compare with [Bam2, sec 2.2])
∂tht + Lht = Qt (2.3)
where L is called Einstein operator with
(Lh)ab = −△hab − 2guvgpqRaupbhvq
and Qt only contains terms of higher order:
Qab =− guvgpq(∇uhpa∇vhqb −∇phua∇vhqb + 12∇ahup∇bhvq)
− guvgpq(−∇uhvp + 12∇phuv)(∇ahqb +∇bhqa −∇qhab)
− guvgpq(−∇phqv + 12∇vhpq)∇uhab
− guvgpq(−∇2bphqv + 12∇2bvhpq)hau − guvgpq(−∇2aphqv + 12∇2avhpq)hbu
− (guv − guv)(∇2uahbv +∇2ubhav −∇2uvhab −∇2abhuv).
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Hence if |h| < 0.1, we can estimate |Q| ≤ C(|∇h|2 + |h||∇2h|). We will also
sometimes make use of the identity
Qt = Rt +∇∗St,
where
Rab =− guvgpq(∇uhpa∇vhqb −∇phua∇vhqb + 12∇ahup∇bhvq)
− guvgpq(−∇uhvp + 12∇phuv)(∇ahqb +∇bhqa −∇qhab)
+ guvgpq(−2∇phqv + 12∇vhpq)(∇ahbu +∇bhau −∇uhab)
+ guvgpq∇ahpu∇bhqv
and (∇∗S)ab = −gkl∇kSlab with
Slab =g
uvgpq(−∇phqv + 12∇vhpq)(glbhau + glahbu)
+ glp(g
pv − gpv)(∇ahbv +∇bhav −∇vhab)− gla(guv − guv)∇bhuv.
Observe that as long as |h| < 0.1 we have
|R| ≤ C|∇h|2 and |S| ≤ C|h||∇h|.
The following Proposition expresses the equivalence of Ricci deTurck flow and
Ricci flow.
Proposition 2.1. Let (gDTt )t∈[0,T ) be a smooth solution to the Ricci deTurck flow
equation (2.2) and assume that |gDTt − g| < ε0 everywhere for some universal
constant ε0 > 0, which only depends on (M, g). Define the time dependent vector
field Xt = Xg(g
DT
t ). Then Xt has a flow (Ψt)t∈[0,T ), i.e. there is a family of
diffeomorphisms Ψt :M → M such that
Ψ˙t = Xt ◦Ψt and Ψ0 = idM ,
and gt = Ψ
∗
t g
DT
t solves the normalized Ricci flow equation (2.1).
Proof. For the existence of the flow (Ψt) observe that we have |Xt| ≤ C(t−1/2 +
1) by Corollary 2.3 below. The fact that gt satisfies the normalized Ricci flow
equation follows directly from (2.2). 
Hence, in order to establish Theorems 1.1 and 1.2, it suffices to prove the
stability for Ricci deTurck flow instead of Ricci flow. As we will see later, the
main work will go into establishing the stability of the linearized Ricci deTurck
flow equation
∂tht + Lht = 0 (2.4)
2.2. A priori derivative estimates. We recall an a priori derivative estimate
for linear or a certain type of nonlinear parabolic equations. If Ω ⊂ Rn × R
denotes some parabolic neighborhood in space-time (e.g. Ω = Br(0) × [0, T ]),
then we denote by C2m;m(Ω) the space of scalar or vector valued functions on Ω
which are i times differentiable in spatial direction and j times differentiable in
time direction whenever i + 2j ≤ 2m. For α ∈ (0, 1
2
), the corresponding Ho¨lder
space is denoted by C2m,2α;m,α(Ω).
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In order to present our results in a scaling invariant way, we use the following
weights to define the Ho¨lder norm on C2m,2α;m,α(Ω): Assume
r = min{r′ : Ω ⊂ Br′(p)× [t− (r′)2, t] for some p, t} <∞.
Then set
‖u‖C2m,2α;m,α(Ω) =
∑
|ι|+2k≤2m
r|ι|+2k(‖Dι∂kt u‖C0 + r2α[Dι∂kt u]2α,α),
where ι runs over products of spatial derivatives.
Set Br = Br(0) ⊂ Rn.
Proposition 2.2. Let r > 0 and consider the parabolic neighborhoods Ω = Br ×
[−r2, 0] and Ω′ = B2r × [−4r2, 0].
Assume that u ∈ C2;1(Ω′) satisfies the equation
(∂t − L)u = R[u] = r−2f1(r−1x, u) · u+ r−1f2(r−1x, u) · ∇u
+ f3(r
−1x, u) · ∇u⊗∇u+ f4(r−1x, u) · u⊗∇2u,
where f1, . . . , f4 are smooth functions in x and u such that f2, f3, f4 can be paired
with the tensors u, ∇u, ∇u ⊗ ∇u, u ⊗ ∇2u. Assume that the linear operator L
has the form
Lu = aij(x)∂
2
iju+ bi(x)∂iu+ c(x)u.
Now assume that we have the following bounds for m ≥ 1, α ∈ (0, 1
2
):
1
Λ
< aij < Λ, ‖aij‖C2m−2,2α;m−1,α(Ω′) < Λ,
‖bi‖C2m−2,2α;m−1,α(Ω′) < r−1Λ, ‖c‖C2m−2,2α;m−1,α(Ω′) < r−2Λ.
Then there are constants εm > 0 and Cm < ∞ depending only on Λ, α, n, m
and the fi such that if
H = ‖u‖L∞(Ω′) < εm,
then
‖u‖C2m,2α;m,α(Ω) < CmH.
For a proof see e.g. [Bam2, Proposition 2.5].
We will frequently make use of the following consequence of Proposition 2.2.
Corollary 2.3. Let 0 < τ < 1 and assume that (ht)t∈[0,τ) satisfies either the Ricci
deTurck flow equation (2.3) or the linearized Ricci deTurck flow equation (2.4) on
a domain D′ ⊂M , where (M, g) is an arbitrary complete Riemannian manifold.
Let moreover D ⊂ IntD′ be a compact domain.
Then for any m, there exist constants εm > 0, Cm <∞ depending only on m,
n and bounds on the curvature tensor of M as well as its derivatives, such that if
H = ‖h‖L∞(D′×[0,τ)) < εm,
then
‖∇mht‖L∞(D) < Cmt−m/2H for all t ∈ [0, τ).
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Observe that εm, Cm are in particular independent of the injectivity radius of
M .
Proof. At each point p ∈ D pass over to a local cover and consider the domains
Ω = Br(p)× [3r2, 4r2] ⊂ B2r(p)× [0, 4r2] = Ω′ for 0 < r < 12τ 1/2. Proposition 2.2
then yields the desired result. 
2.3. Short-time existence. From (2.3), we see that the Ricci deTurck flow
equation is strongly parabolic if ht is small enough. We will quote a general
short-time existence result which follows by a standard inverse function theorem
argument. For more details see [Shi, Theorem 3.2], [LSU, Chapter VII, Theorem
7.1], [SSS1, sec 4] and [Bam3, sec 3.7].
Proposition 2.4 (Short-time existence). Let (M, g) be a complete Riemannian
manifold. Assume that its curvature tensor is globally bounded in the C0,α-sense.
Then there are εs.e., τs.e. > 0, Cs.e. <∞ which only depend on M and g such that
the following holds:
Let g0 be a smooth metric on M . If
‖g0 − g‖L∞(M) < εs.e.,
then there is a unique L∞-bounded smooth solution (gt) ∈ C∞(M × [0, τs.e.]) to
the Ricci deTurck flow equation (2.2) with initial metric g0. Moreover, we have
the bound
‖gt − g‖L∞(M×[0,τs.e.]) ≤ Cs.e.‖g0 − g‖L∞(M).
2.4. Short-time estimates for the heat kernel. For small times, we can es-
timate the heat kernel using a result by Cheng, Li and Yau ([CLY]):
Proposition 2.5. Let Mn be a complete Riemannian manifold of uniformly
bounded curvature, E a vector bundle over M and p0 ∈ M . Then for every
T < ∞ and δ > 0 there are constants Cm = Cm(M,E, p0, T, δ) such that the
following holds:
Let (kt)0<t<T ∈ C∞(M ;E)⊗ E∗p0 be the heat kernel in p0, i.e.
∂tkt = △kt and kt t→0−−→ δp0 idEp0 .
Then we have the estimates
|∇mkt|(p) ≤ Cmt−(n+m)/2 exp
(
− r
2
(4 + δ)t
)
,
where r = d(p0, p) and 0 < t < T .
Proof. Observe that by Kato’s inequality we have ∂t|kt| ≤ △|kt| and hence the
scalar heat kernel on M bounds |kt|. The bounds on the derivatives follow with
the help of Proposition 2.2. 
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3. The geometry of symmetric spaces
3.1. Introduction. We give a short introduction to the geometry of symmetric
spaces. More detailed expositions can be found e.g. in [Hel], [Ebe], [Bal], . . .
Let (M, g) be a Riemannian manifold and p ∈ M . We call an isometry Φ :
M → M with Φ(p) = p, a reflection at p, if dΦp = − idTpM . M is called a
(globally) symmetric space, if it admits a reflection at every point. If M admits a
local reflection at every point, then M is called a locally symmetric space. Every
locally symmetric space is the quotient of a simply connected symmetric space by
a properly discontinuous group action and vice versa. IfM is globally symmetric,
then its isometry group acts transitively on the points of M . Moreover, the
curvature tensor is parallel, ∇Rm ≡ 0, on every locally symmetric space.
Assume now that M is simply connected. We call M irreducible, if it does not
split as a product M = M ′ ×M ′′. In this case, M is automatically Einstein. If
the Einstein constant is zero, then M is isometric to Euclidean space. If it is
positive, then M has non-negative sectional curvature and is compact and M is
said to be of compact type and if it is negative, then M has non-positive sectional
curvature and is diffeomorphic to Rn andM is said to be of noncompact type. By
the de Rham Decomposition Theorem, every simply connected symmetric space
splits uniquely as the product
M = M1 × . . .×Mm
of irreducible factors Mi. Generally, we say that a locally symmetric space is of
compact (resp. noncompact) type, if all factors in the de Rham decomposition
of its universal cover are of compact (resp. noncompact) type.
Assume still that M is simply connected and choose a basepoint p0 ∈ M .
Denote by G the connected component of its isometry group and by K < G the
isotropy group at p0, i.e. the subgroup of isometries fixing p0. Then M = G/K
where we identify p0 with 1 ·K.
For a list of all irreducible symmetric spaces, see [Bes, p. 200].
3.2. The infinitesimal structure. Let M = G/K be a simply connected sym-
metric space of noncompact type. We will now discuss its infinitesimal structure.
Let g be the Lie algebra of G. The elements of g correspond to Killing fields
on M . There is an involutory isomorphism σ : g → g which corresponds to the
reflection at the basepoint p0. This isomorphism induces the splitting g = p⊕ k
into −1 and 1 eigenspaces, where k is the Lie algebra of K. Moreover, we see that
[p, p] ⊂ k, [k, p] ⊂ p, [k, k] ⊂ k. (3.1)
For v, w ∈ g we define the Killing form by
〈v, w〉 = tr[v, [w, ·]].
Due to (3.1) the splitting g = p⊕k is orthogonal with respect to the Killing form,
which is positive definite on p and negative definite on k.
Let a ⊂ p be amaximal abelian subalgebra, i.e. an abelian subalgebra that is not
contained in a bigger abelian subalgebra in p. The dimension r = dim a is called
12 RICHARD H BAMLER
the rank of M . Obviously, to every v ∈ p there is a maximal abelian subalgebra
containing v and that is contained in p. All such algebras are conjugate under
the adjoint action of K (cf. [Hel, Chapter V, Lemma 6.3]). Hence, the rank of
M is well defined.
Now consider the infinitesimal adjoint action [v, ·] : g → g of any v ∈ a on g.
Since it is antisymmetric with respect to the Killing form and interchanges p and
k, we can diagonalize [v, ·] with real eigenvalues. Moreover, since a is abelian, we
can find a simultaneous eigenspace decomposition
g =
⊕
α∈∆
gα
where ∆ ⊂ a∗ is called the root system and
[v, xα] = α(v)xα
for any v ∈ a and xα ∈ gα. The subspaces gα are pairwise orthogonal with respect
to the Killing form and for all α ∈ ∆ \ {0} the subspace gα is isotropic.
The existence of the involution σ implies −∆ = ∆ and the involution σ maps
gα to g−α. So if we set pα = (gα ⊕ g−α) ∩ p and kα = (gα ⊕ g−α) ∩ k, we have
gα ⊕ g−α = pα ⊕ kα. Let v0 ∈ a be an arbitrary vector such that α(v0) 6= 0 for all
nonzero α ∈ ∆ and define the set of positive roots by ∆+ = {α ∈ ∆ : α(v0) > 0}.
Then we have the following root space decomposition
g = a⊕
⊕
α∈∆+
(gα ⊕ g−α)⊕ k0
= p⊕ k =
(
a⊕
⊕
α∈∆+
pα
)
⊕
( ⊕
α∈∆+
kα ⊕ k0
)
.
These splittings are orthogonal with respect to the Killing form. The subspace
k0 is a Lie algebra. Its geometric meaning will be described below.
Using the Jacobi identity, we can conclude that for any two α, β ∈ ∆, we have
[gα, gβ] ⊂ gα+β. Hence n = n+ =
⊕
α∈∆+ gα and n
− =
⊕
α∈∆+ g−α are nilpotent
Lie algebras with σ(n+) = n−. The spaces n+ and n− are isotropic with respect
to the Killing form, but on n⊕ n−
(·, ·) = −〈·, σ·〉
is a positive definite scalar product. Let α1, . . . , αn−r be the roots of ∆+ occuring
with the appropriate multiplicities and let x1, . . . , xn−r be an orthonormal basis
of n+ with respect to (·, ·) such that xi ∈ gαi . Then [xi, xj ] ∈ gαi+αj . Set yi =
σxi ∈ g−αi ⊂ n−. So 〈xi, yj〉 = −δij and [xi, yj] ∈ gαi−αj and [yi, yj] ∈ g−αi−αj .
We set
pi =
1√
2
(xi − yi), ki = 1√
2
(xi + yi).
Hence, p1, . . . , pn−r form an orthonormal basis of the orthogonal complement a⊥
of a in p and k1, . . . , kn−r are a negative orthonormal basis of the orthogonal
complement of k0 in k. We also choose an orthonormal basis v1, . . . , vr of a with
respect to 〈·, ·〉.
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Observe that σ[xi, yi] = [yi, xi] = −[xi, yi], hence [xi, yi] ∈ p. Moreover,
[xi, yi] ∈ g0, so [xi, yi] ∈ a. Since for any v ∈ a, we have
〈[xi, yi], v〉 = −〈[xi, v], yi〉 = αi(v)〈xi, yi〉 = −αi(v),
we obtain
[xi, yi] = −α#i . (3.2)
Finally, we apply our knowledge on the infinitesimal structure to find out more
about the global geometry ofM . The subgroup A = exp(a) < G corresponding to
a is abelian and isomorphic to Rr. The orbit F = A.p0 is a geodesic submanifold
of M isometric to Rr and is called a maximal flat of M . The subgroup K0 =
exp(k0) < K corresponding to k0 is the point stabilizer of the flat F . Observe
that there are symmetric spaces with trivial K0, such as SL(n)/SO(n), however
many symmetric spaces, e.g. hyperbolic space Hn (n ≥ 3), have nontrivial K0.
The stabilizer (not the point stabilizer) StabK(F) of the flat F however consists
of several components of K0. Forming the quotient W = StabK(F)/K0 yields
a discrete group, called the Weyl group. It follows that the orbit K.p of every
point p ∈M under the isotropy group K intersects F in a nonempty set which is
invariant under W . Moreover, F can be decomposed into fundamental domains
for the action of W , which are called Weyl chambers, and W is generated by
reflections along the walls of an arbitrary Weyl chamber. Finally, consider the
subgroups N resp. N− corresponding to n resp. n−. The product subgroups
P = AN and P− = AN− are called Borel subgroups. They act simply transitively
on M and stabilize a Weyl chamber at infinity in the geodesic compactification
(see [Ebe, 2.17.20]).
3.3. Homogeneous vector bundles over symmetric spaces. LetM = G/K
as before. We can regardM as the base of a right K-principal bundle pi : G→M .
Given any representation ρ : K → GL(E) (where E is a real vector space), we
can form the associated vector bundle G×ρ E = (G×E)/ ∼ where
(gg′, e) ∼ (g, ρ(g′)e).
We will denote this associated vector bundle, the vector space as well as the
representation simply by E and we will also say that E is a homogeneous vector
bundle. We remark that the pullback pi∗E is the trivial bundle G× E.
A principal connection on G is a k-valued 1-form θ ∈ Ω1(G; k) satisfying the
following two properties (compare e.g. [Roe, chapter 2]):
(i) Equivariance: For any v ∈ TG, k ∈ K and right translate v.k, we have
θ(v.k) = Ad(k−1)θ(v). Here Ad : K → GL(k) is the adjoint representation
with Ad∗ : k→ gl(k), u 7→ (w 7→ [u, w]).
(ii) Being a projection: For u ∈ k denote by Ru the vector field Ru : G →
TG generated by the infinitesimal right action g 7→ g.u. Then we impose
θ(Ru) = u.
A principal connection induces a connection on every homogeneous vector bundle
E: Let f ∈ C∞(M ;E) be a section of E and consider its pullback f˜ = pi∗f as a
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function G→ E. Then we set for any v ∈ TpM
∇Ev f = (df˜(v′) + ρ∗θ(v′)f˜)/ ∼
where v′ ∈ Tp′G is any vector projecting to v, i.e. pi(p′) = p and dpi(v′) = v.
There is a canonical principal connection θ onG with which we will always work
from now on: Identify all tangent spaces of G with g = p⊕ k by the left G-action
and define θ everywhere to be the projection g→ k. This is the only connection
that is invariant by the left G action and the reflection at the basepoint. Note
that if we consider the adjoint representation Ad : K → GL(p) and its associated
vector bundle, the tangent bundle E = TM , then the induced connection is the
Levi-Civita connection.
3.4. Killing fields and Lie derivatives. Consider a homogeneous vector bun-
dle E over a symmetric space M = G/K corresponding to a representation
ρ : K → GL(E). Moreover, let θ be the principal connection on pi : G→ M from
the last subsection.
For each x ∈ g there is a Killing field X = d
dt
|t=0 exp(tx) ∈ C∞(M ;TM) and a
right-invariant vector field X˜ ∈ C∞(G;TG) with X˜(1) = x. Then dpi(X˜) = X .
Consider now a section f ∈ C∞(M ;E) and the corresponding function f˜ = pi∗f :
G→ E. We define f˜ ′ : G→ E as the derivative on G in the direction X˜
f˜ ′ = df˜(X˜).
Since f˜ ′(gg′) = ρ((g′)−1)f˜ ′(g), we find that f˜ ′ = pi∗f ′ for some section f ′ ∈
C∞(M ;E). We call f ′ the Lie derivative of f with respect to X or x and write
f ′ = LXf = Lxf.
Then for x, y ∈ g, we have (observe that since the vector fields X˜, Y˜ are right-
invariant, [X˜, Y˜ ] corresponds to −[x, y])
LxLyf − LyLxf = −L[x,y]f. (3.3)
We now relate the Lie derivative LX to the covariant derivative ∇X . At any point
p ∈M , we can decompose X = X0+X1 where X0 and X1 are Killing fields such
that for the corresponding right-invariant vector fields X˜0, X˜1 ∈ C∞(G;TG), we
have θ(X˜0) = 0 and θ(X˜) = X˜1 on pi
−1(p). Then X1(p) = 0 and at p
LX0f = ∇X0f and LX1f = ρ∗θ(X˜)f.
This implies
LXf = ∇Xf + ρ∗θ(X˜)f. (3.4)
Finally, we compute the Riemannian curvature of M at p0. Let x, y, z ∈ p and
denote byX, Y, Z the corresponding Killing fields. Then θ(X˜) = θ(Y˜ ) = θ(Z˜) = 0
and hence by (3.4) applied to E = TM , we must have ∇X = ∇Y = ∇Z at p0.
Hence
−[[X, Y ], Z] = ∇2Z,XY −∇2Z,YX = R(Z, Y )X − R(Z,X)Y = R(X, Y )Z.
So expressed on p
R(x, y)z = −[[x, y], z]. (3.5)
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3.5. Cross-sections of symmetric spaces. Consider the splitting g = p ⊕ k,
fix a maximal abelian subalgebra a ⊂ p and consider the set ∆+ ⊂ a∗ of positive
roots of g. We call a root α ∈ ∆+ simple if there is no decomposition α = α1+α2
with α1, α2 ∈ ∆+. We know (cf [Ebe, 2.9.5]) that the set B+ = {β1, . . . , βr} of
simple roots forms a basis of the vector space a∗ and that every α ∈ ∆+ can be
expressed as a linear combination
∑r
i=1 kiβi of the simple roots with nonnegative
integer coefficients ki.
We define the positive Weyl chamber
C = {v ∈ a : α(v) ≥ 0 for all α ∈ ∆+} = {v ∈ a : β(v) ≥ 0 for all β ∈ B+}.
C has the structure of a polytope and for every splitting B+ = B+ ·∪B+ we can
consider the corresponding wall
W = C ∩ {v ∈ a : β(v) = 0 for all β ∈ B+}.
So for B+ = ∅, we get W = C and for B+ = B+, we get W = {0}. From now on,
given a wall W ⊂ C, we will denote the corresponding splitting sets by B+W and
B+W . Every wall W ⊂ C has a boundary ∂W, which consists of walls W ′ ∈ ∂W
that are smaller than W by one dimension. Those walls W ′ correspond to the
splitting sets B+W ′ = B
+
W ∪ {β} for β ∈ B+W .
For every wallW ⊂ C, let ∆+W ⊂ ∆+ be the set of roots that can be represented
by linear combinations of the simple roots B+W and let ∆+W = ∆+ \∆
+
W . Setting
aW = span(B+W)#, we moreover obtain an orthogonal splitting a = aW⊕aW . Now
set pW = aW ⊕
⊕
α∈∆+W pα, kW = [pW , pW ] and gW = pW ⊕ kW . Note that gW
and kW are Lie algebras themselves. Denote by GW and KW the corresponding
Lie groups. Then MW = GW/KW is a symmetric space, which we will call a
cross-section of M . Hence M {0} = M and MC = {pt}. We remark that not
every symmetric space M = G′/K ′ with G′ < G and K ′ < K arises by this
construction, e.g. H2 is not a cross-section of H3.
We need to discuss a few more properties of MW : Its Weyl group WW , acting
on aW , is generated by reflections along the walls corresponding to the roots ∆
+
W .
Hence WW is a subgroup of the Weyl group W of M and its fixed point set in a
is exactly aW . Next, consider the nilpotent Lie algebras
nW =
⊕
α∈∆+W
gα and nW =
⊕
α∈∆+
W
gα.
Let NW , NW < G be the corresponding Lie groups, let AW , AW < G be the Lie
groups corresponding to aW resp. aW and set PW = AWNW and PW = AWNW .
Observe that N = NWNW and P = PWPW . We will now show that GW
normalizes PW : To do this, it suffices to establish [pW , aW ⊕ nW ] ⊂ aW ⊕ nW .
Obviously, [pW , aW ] = 0. For the second summand observe that for α ∈ ∆+W and
β ∈ ∆+W , we have [pα, gβ] ⊂ gα+β ⊕ g−α+β. Now if −α + β were not positive,
α − β would be, but expressing this root as a linear combination of the roots in
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B+ would lead to a negative coefficient in front of one of the roots of B+W . This
shows that [pα, gβ ] ⊂ nW and hence the claim.
Consider now a homogeneous vector bundle E over M . It corresponds to
a representation ρ : K → GL(E) on a vector space which we also denote by
E. Restriction to KW yields a respresentation ρW : KW → GL(E). We will
denote the associated homogeneous vector bundle over MW by EW . Let now f ∈
C∞(MW ;EW) be a section. It corresponds to a smooth map f˜ : GW → E such
that f˜(gk) = ρW(k−1)f˜(g) for all g ∈ GW , k ∈ KW . Using the fact that P and
PW operate simply transitively on M resp. MW , and the identity P = PWPW ,
we conclude that there is a unique smooth extension
˜ˆ
f : G → E of f˜ such that
the following holds:
˜ˆ
f(gk) = ρ(k−1) ˜ˆf(g) for all g ∈ G, k ∈ K and ˜ˆf(hg) = ˜ˆf(g)
for all h ∈ PW , g ∈ G. Hence ˜ˆf corresponds to a smooth PW -invariant section
f̂ ∈ C∞(M ;E) which we call the lift of f . Since the isometry group GW of MW
normalizes PW , the construction of the lift is equivariant under GW .
4. The heat kernel in homogeneous vector bundles
4.1. Statement of the results. In this section, we will prove a general decay re-
sult about the heat kernel in homogeneous vector bundles over symmetric spaces.
Let M = G/K be a simply-connected symmetric space of noncompact type and
consider a homogeneous vector bundle E over M . Choose a basepoint p0 ∈ M ,
set E0 = Ep0 and consider the heat kernel (kt)t>0 ∈ C∞(M ;E) ⊗ E∗0 for the
connection Laplacian △ = −∇E∗∇E = ∑ni=1(∇E)2vi,vi (for a local orthonormal
frame (vi)i=1,...,n) in E centered in p0, i.e. for all e ∈ E0
∂tkte = △kte and kte t→0−−→ δp0e.
In the following, we will explain how to compute a constant λ0 = λM,E, depending
on the space M and the bundle E, which controls the exponential L1-decay rate
of kt, i.e. for which ‖kt‖L1(M) < Ce−λ0t for all t > 0 and some C < ∞ or for
which, in certain cases, we have the slightly weaker bound ‖kt‖L1(M) < C(log(t+
2))1/2(t+ 2)a/2e−λ0t for all t > 0, some C <∞ and some a <∞, depending only
on M . In many cases, the bound on the decay rate is already the exact decay
rate, by which we mean that we even have ce−λ0t < ‖kt‖L1(M) < Ce−λ0t for all
t > 0 and some c > 0, C <∞.
The constant λ0 = λM,E is defined to be the minimum over certain constants,
each corresponding to a cross-section of the symmetric space M . In order to give
an idea about the concept behind these constants, we will first discuss the case
in which M has rank 1. In this case λ0 = min{λL, λB}, where λL and λB are
defined as follows:
The constant λL: Consider a Borel subgroup P = AN < G (see subsec-
tion 3.2), i.e. P acts simply transitively onM and fixes a point at infinity.
Let Vpar ⊂ C∞(M ;E) be the vector space of P -invariant sections (we will
later call those sections parabolically invariant). Evaluation at p0 induces
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an isomorphism Vpar ∼= E0. Observe that for every f ∈ Vpar, its (con-
nection) Laplacian △f = −∇∗∇f is also contained in Vpar and hence we
can define the operator Spar = −△ : Vpar → Vpar. As we will see in the
next subsection, Spar is self-adjoint and using the isomorphism Vpar ∼= E0,
we will compute that Spar(e) = −
∑n−1
i=1 ki.ki.e. Now define λL to be the
smallest eigenvalue of Spar. We will see that always λL ≥ 0.
The constant λB: Here we consider all Bochner formulas for sections in
E, i.e. expressions
−△ = D∗D + λ (4.1)
for some linear first order operator D : C∞(M ;E) → C∞(M ;E ′) and its
formal adjoint D∗ : C∞(M ;E ′) → C∞(M ;E). Let λB be the maximum
of all such λ. Obviously, λB ≥ 0, since we always have the trivial Bochner
formula −△ = ∇∗∇. The constant λB bounds the L2-decay of kt, i.e.
‖kt‖L2(M) ≤ Ce−λBt for all t > 1 and some C <∞.
Note that in the rank 1 case, we could also define λB to be the supremum
over all λ for which we have ‖kt‖L2(M) ≤ Ce−λt for all t > 1 and some
C <∞. This might improve the constant λ0 and lead to a stronger result.
However, it would make the computation of λB unnecessarily complicated
for our purposes and it is also not clear to the author how to carry this
concept over to the higher rank case.
The main theorem of this section in the rank 1 case now reads
Theorem 4.1 (Rank 1 case). Let M be of rank 1 and let λL and λB be defined
as above. Then there are constants c > 0, C <∞ such that:
If λB > λL, then
ce−λLt < ‖kt‖L1(M) < Ce−λLt for all t > 0.
If λB < λL, then we have at least
ce−λLt < ‖kt‖L1(M) < Ce−λBt for all t > 0.
Finally, if λB = λL, the upper bound still holds with λB replaced by any λ < λB
(where C depends on λ). More precisely, we have
ce−λLt < ‖kt‖L1(M) < C(log(t+ 2))1/2(t+ 2)a/2e−λLt
where a = max{(∑n−ri=1 |αi|)/mini |αi|, 2}.
The next result is in the same spirit as Theorem 4.1, but it gives a pointwise
bound on the heat kernel.
Theorem 4.2. Let M be of rank 1 and let λL and λB be defined as above. There
is a constant C <∞ such that for λ0 = min{λL, λB}
|kt(p)| ≤ C
volBr(p0)
e−λ0t where r = d(p0, p).
We give two examples that illustrate the possible constellations of λL and λB:
Example A. Consider M = Hn and E = T ∗, the bundle of 1-forms. In this
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case, we have λL = 1 and λB = n−1. So for n > 2, we have an exact exponential
decay with rate −λ0 = −1. For n = 2, we can show that et‖kt‖L1(M) does not
stay bounded for large t:
Assume the opposite and consider the disc model of H2 embedded in R2, i.e.
gH2 = (1 − r2)−2(dx2 + dy2), and choose p0 = 0. Then for f = dx ∈ C∞(M ;E),
we have △f + f = 0 and hence ∫
M
〈f, etkt〉 is constant in time and nonzero. But
since |f | = 1− r2 and since the L1-norm of etkt is assumed to stay bounded, we
conclude that the supremum of et|kt| over a sufficiently large ball around p0 has
to stay bounded from below as t→∞.
On the other hand, etkt is bounded in L
∞ along with all its derivatives for
the following reason: By Cauchy-Schwarz and the convolution property of kt, we
conclude that for t > 2 we have |∇mkt| = |∇mk1 ∗ kt−1| ≤ ‖kt−1‖L2(M) ≤ Ce−t.
Observe moreover that 1
2
∂t‖(etk)t‖2L2(M) = −‖d(etkt)‖2L2(M) − ‖d∗(etkt)‖2L2(M).
By Arzela-Ascoli we find a subsequence etikti which converges to some nonzero
k∞ ∈ C∞(M ;E). This k∞ must be bounded in L2 and L1 and by the right choice
of the ti, we can guarantee that dk∞ = 0 and d∗k∞ = 0. Since k∞ is also spherical
(see the next subsection), it is possible to conclude that k∞ must be a nonzero
multiple of f , but f is unbounded in L1.
Example B. Consider the case M = H2 and E = Sym02 T
∗, the space of qua-
dratic differentials. Then λL = 4 and λB = 2, so the exponential decay rate lies
between −4 and −2. Since f = dxdy ∈ C2(M ;E) is a bounded section satisfying
△f + 2f = 0, we conclude that ∫
M
〈f, e2tkt〉 is constant in time and nonzero.
Hence, ‖e2tkt‖L1(M) has to stay bounded from below and the exponential decay
rate is exactly −2.
We will now discuss the case in which M has general rank. As explained in
subsection 3.5, for every wall W ⊂ C of the positive Weyl chamber C, there is a
cross-sectional symmetric space MW of M . For example, M {0} = M and MC is
just a point. The vector bundle E restricts to a homogeneous vector bundle EW
over MW and to every section f ∈ C∞(MW ;EW) we find a lift f̂ ∈ C∞(M ;E),
which is invariant under the parabolic subgroup PW . Obviously, then also △f̂ is
invariant under PW and hence △f̂ = f̂ ′ for some f ′ ∈ C∞(MW ;EW). There is a
linear (zero-order) bundle endomorphism SW : C∞(MW ;EW) → C∞(MW ;EW)
which satisfies
f ′ = △Wf = △f − SWf, (4.2)
where △ denotes the Laplacian on MW . In the next subsection, we will see
that SW is self-adjoint at that at p0, we have SW(e) = −
∑
α∈∆+
W
kα.kα.e. We
remark that in the case W = {0}, we have △W = △ = △ and SW = 0. In the
case W = C, we have △W = −SW = −Spar. Now consider all possible Bochner
formulas
−△W = D∗D + λ (4.3)
on MW and let λW be the maximum of all such λ. We have λW ≥ 0, since there
is always the trivial Bochner formula −△W = ∇∗∇ + SW . Observe that in the
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two extreme cases we get λ{0} = λB and λC = λL. We finally set λ0 = λM,E =
minW⊂C λW and λ1 = minW$C λW
We can now state the main theorem of this section in its full generality:
Theorem 4.3 (General rank case). LetM be a simply-connected symmetric space
of noncompact type and let the constants (λW)W⊂C, λ0 and λ1 be defined as above.
Then there are constants c > 0, C <∞ such that:
If λ1 > λC, then the exponential decay rate is exactly −λ0 = −λC, i.e.
ce−λ0t < ‖kt‖L1(M) < Ce−λ0t for all t > 0.
If λ1 ≤ λC, then the upper bound still holds with λ0 replaced by any λ < λ0 (where
C depends on λ). More precisely, there is an A <∞ such that.
ce−λCt < ‖kt‖L1(M) < C(t+ 2)Ae−λ0t for all t > 0.
A few remarks on the proofs of Theorems 4.1, 4.2 and 4.3: Obviously, Theorem
4.3 implies Theorem 4.1 in the main case λL > λB (which is the one needed here).
Despite of this fact, we first carry out the proof of Theorem 4.1 in subsection 4.4,
since it is much simpler than the proof of Theorem 4.3, which is presented in
subsection 4.5. Subsection 4.2 contains a preparatory discussion on spherical
models, which will be used to describe the heat kernel kt. In subsection 4.3, we
discuss some basic bounds that will be needed in both the rank 1 as well as the
general rank case.
4.2. Spherical sections in symmetric spaces. Consider a homogeneous vec-
tor bundle E over M coming from a representation ρ : K → GL(E). We will
analyze two classes of sections of E, namely spherical and parabolically invari-
ant ones. Later, we will generalize the discussion of the parabolically invariant
sections to PW -invariant sections, what will then allow us to compute the endo-
morphisms SW . The last part will only be needed for the proof of Theorem 4.3
and can be skipped for the rank 1 case.
We first introduce spherical sections. Let p0 ∈ M be a basepoint and K its
stabilizer. Then K naturally acts on the space of sections C∞(M ;E) of E and
on the fiber E0 = Ep0 over p0. Hence it also acts on C
∞(M ;E) ⊗ E∗0 . We will
now consider elements of this space.
Definition 4.4. A section f ∈ C∞(M ;E)⊗E∗0 is called spherical if it is invariant
under the action of K.
(Compare also with the notion of spherical functions as introduced in [Kna,
Chapter VII.8].)
Obviously, the Laplacian△f of a spherical section is also spherical and (△f)(e) =
△(f(e)) for all e ∈ E0.
Let now f be a spherical section, consider a maximal abelian subalgebra a ⊂ p
and the flat F = exp(a).p0 (cf subsection 3.2). Recall that the orbit of any
point p ∈ M under the action of K intersects F in a nonempty set, which is
invariant under the Weyl group W . So f is already determined by its restriction
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to F . Since the curvature along F vanishes, the vector bundle E restricted to F
becomes trivial and we can view the restriction of f to F as a function
F : a −→ End(E0), v 7−→ f(exp(v).p0).
We conclude that F actually only takes values in the subspace of K0-equivariant
endomorphisms EndK0(E0) of E0 and is equivariant under the Weyl group, i.e.
for every w ∈ W and v ∈ a, we have F (w.v) = w.F (v) = w ◦ F (v) ◦ w−1.
Definition 4.5. The smooth function F : a → EndK0(E0) is called a spherical
model of f .
We will now compute the Laplacian f ′ = △f of a spherical section f in terms
of its spherical model F , i.e. for each v ∈ a we will compute F ′(v), where F ′
is the spherical model of f ′. Recall the vectors vi, ki, pi, xi, yi ∈ g as defined in
subsection 3.2. The conjugates k′i = Ad(exp(v))ki, p
′
i = Ad(exp(v))pi correspond
to rotations and translations at p = exp(v).p0. Hence
f ′(p) =
r∑
i=1
LviLvif(p) +
n−r∑
i=1
Lp′iLp′if(p). (4.4)
Note that, for example, Lp′if(p) denotes the Lie derivative of the section f ∈
C∞(M ;E) ⊗ E∗0 at p corresponding to p′i ∈ g, where p′i acts trivially on the
second factor E∗0 of the tensor product. Similarly, if we write Lkif later on, then
we assume that ki acts trivially on E
∗
0 , even though there is a non-trivial action.
So for any e ∈ Ep we have (Lkif)(e) = Lki(f(e)) at p.
We will now rewrite the previous equation (4.4). For this, observe that since
Ad(exp(v))xi = exp(αi(v))xi and Ad(exp(v))yi = exp(−αi(v))yi,
we have
p′i = −
1
shαi(v)
ki +
1
thαi(v)
k′i.
So since by (3.2) [ki, k
′
i] = sh(αi(v))α
#
i , we conclude by (3.3)
Lp′iLp′if =
1
sh2 αi(v)
LkiLkif+
ch2 αi(v)
sh2 αi(v)
Lk′iLk′if−
chαi(v)
sh2 αi(v)
(Lk′iLkif + LkiLk′if)
=
1
sh2 αi(v)
LkiLkif +
ch2 αi(v)
sh2 αi(v)
Lk′iLk′if − 2
chαi(v)
sh2 αi(v)
Lk′iLkif +cth(αi(v))Lα#i f.
We now use the fact that f is invariant under the action of K. So at p we have
Lkif(e)− f(ki.e) = 0. Moreover, since k′i = Ad(exp(v))ki, the parallel transport
of Lk′if(e) from p to p0 along F is equal to ki applied to the parallel transport of
f(e) from p to p0 along F . In other words, using the trivialization of E over F ,
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we have Lk′if(e) = ki.f(e). Hence, we obtain
F ′(v)(e) = △F (v)(e) +
n−r∑
i=1
[
1
sh2 αi(v)
F (v)(ki.ki.e) +
ch2 αi(v)
sh2 αi(v)
ki.ki.F (v)(e)
−2 chαi(v)
sh2 αi(v)
ki.(F (v)(ki.e)) + cth(αi(v))(∂α#i
F )(v)(e)
]
.
So for v →∞ in the sense that αi(v)→∞ for all i, the expression becomes in
the limit
F ′(v)(e) = △F (v)(e) +
n−r∑
i=1
[
ki.ki.F (v)(e) + (∂α#i
F )(v)(e)
]
. (4.5)
Next, let P = AN < G be a Borel subgroup and call a P -invariant section
f ∈ C∞(M ;E) parabolically invariant. Since P acts transitively on M , the
section f is determined by its value f(p0) ∈ E0 at p0. Observe that with f its
Laplacian △f is also parabolically invariant. We have
(△f)(p0) =
r∑
i=1
LviLvif(p0) +
n−r∑
i=1
LpiLpif(p0). (4.6)
Using the fact that Lvif = Lxif = 0 and pi = −ki +
√
2xi, we obtain
(△f)(p0) =
n−r∑
i=1
[
LkiLkif(p0)−
√
2LxiLkif(p0)
]
.
Since LxiLkif = LkiLxif + 1√2Lα#i f = 0, we obtain
(△f)(p0) =
n−r∑
i=1
ki.ki.f(p0). (4.7)
Observe that the right hand side is exactly the zero order term in (4.5). Note
also that the map E0 → E0, e 7→
∑n−r
i=1 ki.ki.e is self-adjoint.
Now consider a cross-sectionMW corresponding to a wallW ⊂ C and let PW =
AWNW be the corresponding parabolic subgroup. Let f ∈ C∞(MW ;EW) and
consider its (PW -invariant) lift f̂ ∈ C∞(M ;E). Then △f̂ is also PW -invariant
and hence there is an f ′ ∈ C∞(MW ;EW) such that f̂ ′ = △f̂ . We will calculate
f ′. First, recall that the isometry group GW of MW normalizes PW , so if f is
PW -invariant, then so are its translates by the action of GW . Hence, it suffices to
compute f ′(p0). Using (4.6) and the fact that Lvf̂ = 0 for v ∈ aW and Lxα f̂ = 0,
we obtain as above
f̂ ′(p0) = (△f̂)(p0) =
∑
i
LviLvi f̂(p0) +
∑
α∈∆+W
LpαLpαf̂(p0) +
∑
α∈∆+
W
kα.kα.f̂(p0).
So
f ′(p0) = (△f)(p0) +
∑
α∈∆+
W
kα.kα.f(p0)
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and comparing this with (4.2) yields
(SWf)(p0) = −
∑
α∈∆+
W
kα.kα.f(p0). (4.8)
4.3. First bounds on the heat kernel. First, observe that the homogeneous
vector bundle E arises from a representation ρ : K → GL(E) of a vector space
with the same name E. Since K is compact, we may fix a ρ-invariant metric on
the vector space E. This metric induces a metric 〈·, ·〉 on the homogenous vector
bundle E, which is parallel with respect to the connection ∇E .
Consider now the heat kernel (kt)t>0 ∈ C∞(M ;E)⊗E∗0 based at p0. Then we
have:
Lemma 4.6. (kt)t>0 is a spherical section and its spherical model (Kt)t>0 : a→
EndK0 E0 satisfies
∂tKt(v)(e) = △Kt(v)(e)+
n−r∑
i=1
[
1
sh2 αi(v)
Kt(v)(ki.ki.e) +
ch2 αi(v)
sh2 αi(v)
ki.ki.Kt(v)(e)
−2 chαi(v)
sh2 αi(v)
ki.(Kt(v)(ki.e)) + cth(αi(v))(∂α#i
Kt)(v)(e)
]
.
Moreover, Kt(v) ∈ EndK0 E0 is always self-adjoint.
Proof. By the uniqueness of the heat kernel, kt must be a spherical section for all
t > 0. So the evolution equation for Kt follows from the calculations in the pre-
vious subsection. It remains to show that Kt(v) is a self-adjoint endomorphism.
For this consider first the reflection Φ : M → M in p0. If we make the
identifications M = G/K and p0 = 1 · K, then this reflection comes from an
automorphism of G that stabilizes K. This automorphism corresponds to an
automorphism of the K-principal bundle G → M = G/K and hence induces
a reflection ΦE : E → E of the total space of the bundle pi : E → M such
that pi ◦ ΦE = Φ ◦ pi. Note that ΦE |E0 = − idE0. Since ΦE leaves the connec-
tion ∇E invariant, we conclude that kt is equivariant under ΦE . In other words
ΦE(kt(p)e) = kt(Φ(p))(−e). In terms of the spherical model Kt, this implies
Kt(v) = Kt(−v). (4.9)
Next consider the heat kernel (k˜t)t>0 ∈ C∞(M × M ;E ⊠ E∗) with variable
basepoint. This means that
∂k˜t(x, y) = △xk˜t(x, y) and k˜t(·, y) t→0−−→ δy idEy
In particular
kt(x) = k˜t(x, p0).
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Fix some points p1, p2 ∈M and let ei ∈ Epi. For any t > 0 we may compute
d
ds
∫ 〈
k˜s(z, p1)e1, k˜t−s(z, p2)e2
〉
dz
=
∫ (〈△zk˜s(z, p1)e1, k˜t−s(z, p2)e2〉− 〈k˜s(z, p1)e1,△zk˜t−s(z, p2)e2〉)dz = 0
So letting s go to t and 0 yields〈
k˜t(p2, p1)e1, e2
〉
=
〈
e1, k˜t(p1, p2)e2
〉
=
〈
k˜∗t (p1, p2)e1, e2
〉
.
Here k˜∗t (p1, p2) ∈ End(Ep1 , Ep2) denotes the adjoint of k˜t(p1, p2) ∈ End(Ep2, Ep1).
In terms of the spherical model, this relation implies that
K∗t (v) = Kt(−v) = Kt(v).
The last equality follows from (4.9). 
Observe that by (4.7) λL (in the rank 1 case) or λC (in the general rank case)
is the smallest eigenvalue of the endomorphism
E −→ E, e 7−→ −
n−r∑
i=1
ki.ki.e.
Denote moreover by µi the largest eigenvalue of the endomorphism
E −→ E, e 7−→ −ki.ki.e
and consider the differential operator
−L◦ = △− λC +
n−r∑
i=1
2µi
chαi(v)− 1
sh2 αi(v)
+
n−r∑
i=1
cth(αi(v))∂α#i
acting on scalar functions on a. The third term is a smooth, rotationally invariant
function onM and hence it is a spherical model coming from a spherical function
µ ∈ C∞(M ;R). Using the discussion from subsection 4.2 (in the case E = R),
we find that L◦ corresponds to the differential operator △ − λC + µ acting on
spherical functions on M . Let (k◦t )t>0 be the heat kernel of △− λC + µ centered
at p0, i.e.
∂tk
◦
t = △k◦t + (−λC + µ)k◦t and k◦t t→0−−→ δp0.
By uniqueness, k◦t is spherical and its spherical model K
◦
t satisfies
∂tK
◦
t = −L◦K◦t
We can show that K◦t bounds Kt:
Lemma 4.7. For every t > 0 and v ∈ a denote by Kt(v)(min) resp. Kt(v)(max)
the minimal resp. maximal eigenvalue of the endomorphism Kt(v). Then
0 < Kt(v)(min) ≤ Kt(v)(max) ≤ K◦t (v).
Moreover, Kt(v)(max) is a subsolution to the heat operator ∂t+L
◦ in the following
sense: If (Gt)t≥t0 ∈ C∞(a) is a solution to the equation ∂tGt = −L◦Gt and a
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spherical model at all times, then Kt0(v)(max) ≤ Gt0 implies Kt(v)(max) ≤ Gt
for all t ≥ t0.
Proof. The proof makes use of the maximum principle. We will first establish the
bound Kt(v)(min) > 0. If the inequality was not true then, by the local behavior
of the heat kernel for small times, we would find some ε > 0 and some first time
t′ > 0 such that there are v′ ∈ a and e′ ∈ E0 with |e′| = 1 such that
〈Kt(v)e, e〉 ≥ −ε
holds for all t ≤ t′, v ∈ a and e ∈ E0 with |e| = 1 with equality for t = t′, v = v′
and e = e′. This implies Kt′(v′)e′ = Kt′(v′)(min)e′ = −εe′ and
〈∂tKt′(v′)e′, e′〉 ≤ 0. (4.10)
as well as 〈∂uKt′(v′)e′, e′〉 = 0 for any direction u ∈ a and 〈△Kt′(v′)e′, e′〉 ≥ 0. As
for the zero order terms we compute (note that due to the invariance of 〈·, ·〉 on E0
under the action of K, we have 〈ki.e1, e2〉+ 〈e1, ki.e2〉 = 0 for any i = 1, . . . , n− r
and e1, e2 ∈ E0)
〈Kt′(v′)(ki.ki.e′), e′〉 = 〈Kt′(v′)(e′), ki.ki.e′〉
= Kt′(v
′)(min)〈ki.ki.e′, e′〉 = ε〈ki.e′, ki.e′〉
and
〈ki.(Kt′(v′)(ki.e′)), e′〉 = −〈Kt′(v′)(ki.e′), ki.e′〉 ≤ ε〈ki.e′, ki.e′〉.
So
〈∂tKt(v′)e′, e′〉 ≥
n−r∑
i=1
〈
1
sh2 αi(v′)
Kt′(v
′)(ki.ki.e′) +
ch2 αi(v
′)
sh2 αi(v′)
ki.ki.Kt′(v
′)(e′)
− 2 chαi(v
′)
sh2 αi(v′)
ki.(Kt′(v
′)(ki.e′)), e′
〉
≥ ε
n−r∑
i=1
(
1− chαi(v′)
shαi(v′)
)2
|ki.e′|2 > 0,
contradicting (4.10).
We will now prove the claim that Kt(v)(max) is a subsolution to the heat
operator ∂t + L
◦. The bound Kt(v)(max) ≤ K◦t (v) follows with a little more
effort and will not be proven here since we will not need it.
Denote by A a fixed constant that will be determined later. Let ε > 0 and
assume again that there is some first time t′ > t0 such that there are some v′ ∈ a,
e′ ∈ E0 with |e′| = 1 such that
〈Kt(v)e, e〉 ≤ Gt(v) + εeAt
holds for all t0 ≤ t ≤ t′, v ∈ a and e ∈ E0 with |e| = 1 and equality is true
for t = t′, v = v′ and e = e′. This implies Kt′(v′)e′ = Kt′(v′)(max)e′ and
Kt′(v
′)(max) = Gt′(v′) + εeAt
′
.
Obviously,
〈∂tKt′(v′)e′, e′〉 ≥ ∂tGt′(v′) + εAeAt′ . (4.11)
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Moreover, for any direction u ∈ a, we have 〈∂uKt′(v′)e′, e′〉 = ∂uGt′(v′) and
〈△Kt′(v′)e′, e′〉 ≤ △Gt′(v′). So
〈
△Kt′(v′)e′ +
n−r∑
i=1
cth(αi(v
′))(∂α#i Kt
′)(v′)(e′), e′
〉
≤ △Gt′(v′) +
n−r∑
i=1
cth(αi(v
′))∂α#i Gt
′(v′). (4.12)
Since Kt′(v
′)(e′) = Kt′(v′)(max)e′ and Kt′(v′)(max) > 0, we can estimate
n−r∑
i=1
〈ki.ki.Kt′(v′)(e′), e′〉 ≤ −λCKt′(v′)(max).
Moreover,
− 〈ki.(Kt′(v′)(ki.e′)), e′〉 = 〈Kt′(v′)ki.e′, ki.e′〉
≤ Kt′(v′)(max)〈ki.e′, ki.e′〉 = −Kt′(v′)(max)〈e′, ki.ki.e′〉.
This implies (we use ch
2 αi(v
′)
sh2 αi(v′)
= 1+ 1
sh2 αi(v′)
and Kt′(v
′)(e′) = Kt′(v′)(max)e′ here)
n−r∑
i=1
〈
1
sh2 αi(v′)
Kt′(v
′)(ki.ki.e′) +
ch2 αi(v
′)
sh2 αi(v′)
ki.ki.Kt′(v
′)(e′)
− 2 chαi(v
′)
sh2 αi(v′)
ki.(Kt′(v
′)(ki.e′)), e′
〉
=
n−r∑
i=1
(〈
ki.ki.Kt′(v
′)(e′), e′
〉
+
2
sh2 αi(v′)
〈
ki.ki.Kt′(v
′)(e′), e′
〉
+ 2
chαi(v
′)
sh2 αi(v′)
〈
Kt′(v
′)(ki.e′), ki.e′
〉)
≤
n−r∑
i=1
(
− λC + 2
sh2 αi(v′)
〈
ki.ki.e
′, e′
〉
+ 2
chαi(v
′)
sh2 αi(v′)
〈
ki.e
′, ki.e′
〉)
Kt′(v
′)(max)
=
n−r∑
i=1
(
− λC − 2chαi(v
′)− 1
sh2 αi(v′)
〈
ki.ki.e
′, e′
〉)
Kt′(v
′)(max)
≤
(
− λC +
n−r∑
i=1
2µi
chαi(v
′)− 1
sh2 αi(v′)
)
Kt′(v
′)(max).
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So with (4.12) we obtain
〈∂tKt′(v′)e′, e′〉 ≤ −L◦Gt′(v′)−
(
− λC +
n−r∑
i=1
2µi
chαi(v
′)− 1
sh2 αi(v′)
)
Gt′(v
′)
+
(
− λC +
n−r∑
i=1
2µi
chαi(v
′)− 1
sh2 αi(v′)
)
Kt′(v
′)(max).
Note that in the case in which αi(v) = 0 for some i, this inequality can be deduced
in a similar way. Combining the inequality with (4.11) and using the fact that
Kt′(v
′)(max) = Gt′(v′) + εeAt
′
, we conclude
εAeAt
′ ≤ ε
(
− λC +
n−r∑
i=1
2µi
chαi(v
′)− 1
sh2 αi(v′)
)
eAt
′
.
For sufficiently large A this yields a contradiction. 
4.4. The rank 1 case. Assume in this subsection that M has rank 1. Then
a ∼= R and we simply write αi = αi(1), i.e. αi(r) = αir. We will now prove
Theorems 4.1 and 4.2:
Proof of Theorem 4.1. For the lower bounds observe that by definition of λL,
there is a (parabolically invariant) section f ∈ C∞(M ;E) with △f = −λLf .
Hence its convolution with the heat kernel satisfies f ∗ kt = e−λLtf , and thus the
L1-norm of eλLtkt must be bounded from below.
In order to establish the upper bounds, set
H
(p)
t =
(∫ ∞
0
∣∣∣ n−1∏
i=1
sh(αir)
∣∣∣ · (Kt(r)(max))p dr)1/p
for p ≥ 1. Since End(E0) is finite dimensional, there are constants cp and Cp
depending on p such that
cpH
(p)
t ≤ ‖kt‖Lp(M) ≤ CpH(p)t .
By definition of λB, there is a Bochner formula of the form −△ = D∗D + λB. A
basic application of Stoke’s Theorem yields
d
dt
‖kt‖2L2(M) = −2λB‖kt‖2L2(M) − 2‖Dkt‖2L2(M) ≤ −2λB‖kt‖2L2(M).
Hence for t ≥ 1
H
(2)
t ≤
1
c2
‖kt‖L2 ≤ Ce−λBt. (4.13)
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Now from Lemma 4.7 we know that Kt(v)(max) is a subsolution to the heat
operator ∂t + L
◦ and hence
d
dt
H
(1)
t + λLH
(1)
t
≤
∫ ∞
0
∣∣∣ n−1∏
i=1
sh(αir)
∣∣∣(∂2rKt(r)(max) + n−1∑
i=1
αi cth(αir)∂rKt(r)(max)
)
dr
+
∫ ∞
0
∣∣∣ n−1∏
i=1
sh(αir)
∣∣∣ · n−1∑
i=1
2µi
ch(αir)− 1
sh2(αir)
Kt(r)(max)dr.
By integration by parts or Green’s formula applied to the corresponding spherical
function, the first integral vanishes. It remains to bound the second integral.
Let δ > 0. Choose the i0 for which αi0 is minimal and recall that a =
max{(∑n−1i=1 αi)/αi0, 2}. Using Ho¨lder’s inequality, we can bound the second in-
tegral by
C
(∫ ∞
0
∣∣∣ n−1∏
i=1
sh(αir)
∣∣∣(ch(αi0r)− 1
sh2(αi0r)
)a+δ
dr
) 1
a+δ
×
(∫ ∞
0
∣∣∣ n−1∏
i=1
sh(αir)
∣∣∣(Kt(r)(max))1+ 1a+δ−1dr
)a+δ−1
a+δ
≤ Cδ− 1a+δH(1+
1
a+δ−1
)
t ≤ Cδ−
1
a+δ
(
H
(1)
t
) a−2+δ
a+δ
(
H
(2)
t
) 2
a+δ .
We can rewrite this inequality as
d
dt
(
eλLtH
(1)
t
) 2
a+δ ≤ 2
a+ δ
Cδ−
1
a+δ
(
eλLtH
(2)
t
) 2
a+δ
.
In the cases λL < λB and λL > λB, we can integrate this inequality using (4.13)
to conclude that eλLtH
(1)
t or e
λBtH
(1)
t stays bounded. If λL = λB, we find
d
dt
(
eλLtH
(1)
t
) 2
a+δ ≤ Cδ− 1a+δ .
Hence for δ < 1
eλLtH
(1)
t ≤ C
(
δ−
1
a+δ t + 2
)a+δ
2 ≤ Cδ−1/2(t+ 2) a+δ2 .
The theorem follows for δ = 1/ log(t+ 2). 
Proof of Theorem 4.2. Note first that for an appropriate constant V0
volBr(p0) = V0
∫ r
0
n−1∏
i=1
sh(αir
′)dr′
and hence if we set a =
∑n−1
i=1 αi, we find that volBr(p0) is asymptotic to e
ar. So
for r ≥ 1 we have cear < volBr(p0) < Cear for large r. For r ≤ 1, can simply
compare with the Euclidean volume growth: crn < volBr(p0) < Cr
n.
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Now consider the heat kernel kt. For t <
1
2
, the inequality follows from Propo-
sition 2.5. For t ≥ 1
2
, we can argue as in the proof of Theorem 4.1 and conclude
‖kt‖L2(M) ≤ Ce−λBt.
By convolution and Cauchy-Schwarz, this gives us an L∞-bound for t ≥ 1
2
|kt|(p) = |kt/2 ∗ kt/2|(p) ≤ C0e−λBt ≤ C0e−λ0t. (4.14)
Observe that the quantities kt(max) and |kt| are comparable: C−1|kt| ≤ kt(max) ≤
|kt|. Now recall that by Lemma 4.7, the spherical model Kt(max) is a subsolution
to the heat operator ∂t + L
◦ where
−L◦ = ∂2r +
n−1∑
i=1
αi cth(αir)∂r − λL +
n−1∑
i=1
2µi
ch(αir)− 1
sh2(αir)
.
Let δ = 1
2
mini αi and set F (r) = e
−ar − e−(a+δ)r . Then there is some r0 such
that F ′(r) < 0 for r ≥ r0 and we have
− L◦F + λLF < F ′′(r) +
n−1∑
i=1
αiF
′(r) +
n−1∑
i=1
2µi
ch(αir)− 1
sh2(αir)
F (r)
< −δ(a+ δ)e−(a+δ)r + Ce−2δr(e−ar − e−(a+δ)r).
So, possibly after increasing r0, we can assume that (−L◦F +λLF )(r) < 0 for all
r ≥ r0. This shows that e−λLtF (r) and hence also e−λ0tF (r) is a supsolution for
the heat operator ∂t + L
◦ on the domain {r ≥ r0}.
Now choose C1 so large that C1F (r0) ≥ C0. By (4.14), we have the boundary
estimate Kt(r)(max)(r0) ≤ C1e−λ0tF (r0) for t ≥ 12 . Moreover, using Proposition
2.5 we find, after possibly increasing C1, that K 1
2
(r)(max) ≤ C1e−λ0 12F (r) for
r ≥ r0. So, by the maximum principle this implies Kt(r)(max)(r) ≤ C1e−λ0tF (r)
for all t ≥ 1
2
and r ≥ r0. Since F (r) < e−ar, this proves the claim. 
4.5. The L1-decay in the general rank case. We will now carry out the proof
of Theorem 4.3 for the case in which M is allowed to have rank greater than 1.
The difficulty here comes from the fact that the functions chαi−1
sh2 αi
are only decay-
ing towards one coordinate direction. We will resolve this issue by controlling
certain L2L1-norms of Kt, which allow us to reduce dimensions step by step.
Those norms will correspond to the possible splittings a = aW ⊕ aW for walls
W ⊂ C (see subsection 3.5) and will be controlled using Bochner formulae for
the corresponding symmetric spaces MW . In the case in which M is a product of
rank 1 symmetric spaces, this program can be carried out without any problems:
The spaces MW are factors of M and the spherical model Kt on a can be approx-
imated by a spherical model on aW and an NW -invariant section on aW as long as
we are far enough away from the origin on aW . However in the general case, the
domain, on which the spherical model resembles this mixed spherical-parabolic
model, has a more complicated geometry, due to the lack of orthogonality of the
roots. Therefore, a more careful localization has to be carried out.
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For the moment let λ0 be an arbitrary constant. We will need the following
results:
Lemma 4.8. There are constants Cm <∞ such that the following holds: Assume
that ‖kt‖L1(M) ≤ He−λ0t for t ∈ [0, T ]. Then
‖∇mkt‖L1(M) ≤ CmHe−λ0t for t ∈ [1, T ].
Proof. This follows from the fact that∇mkt = ∇mk1∗kt−1 and Young’s inequality.

Lemma 4.9. There are constants d > 0 and C < ∞ such that for every wall
W ⊂ C we have the following inequality on the cross-section MW of dimension
n: Let g ∈ C∞(MW ;EW)⊗ E∗0 be a spherical section. Then for any p ∈MW we
have
|g|(p) ≤ Ce−dr‖g‖W 1,n(MW)
where r = d(p0, p) and W
1,n denotes the Sobolev norm.
Proof. Since there are only finitely many cross-sections MW of M , it suffices
to show the inequality on M . By Sobolev embedding, the inequality holds for
some uniform C whenever r ≤ 10. Assume now r > 10 and consider the orbit
O = K.p. There are constants c, d > 0 that are independent of p such that we can
find N = ⌊cedr⌋ points p1, . . . , pN ∈ O whose pairwise distance is greater than 2.
Then on each Bk = B1(pk) we have by Sobolev embedding
|g|(p) = |g|(pk) ≤ C‖g‖W 1,n(Bk).
Hence
N |g|(x) ≤
N∑
k=1
C‖g‖W 1,n(Bk) ≤ C‖g‖W 1,n(M).
This yields the desired bound. 
We will need appropriate cutoff functions that specify the regions in which we
compare the spherical model Kt with some mixed spherical-parabolic models. We
will use a parameter σ > 10 to specify the accuracy with which this comparison
holds. For every wall W ⊂ C consider the splitting a = aW ⊕ aW . Corresponding
to W and the parameter σ, we will define cutoff functions ηWσ ∈ C∞(aW) and
ηW
σ
∈ C∞(aW) such that the support of ηWσ = ηWσ ηWσ ∈ C∞(a) and the region in
which ηWσ equals 1 resemble the wall W in a coarse sense.
In order to do this, we first define regions that will help us to characterize the
behavior of the ηWσ . Let (aW)W⊂C, (bW)W⊂C be numbers greater than 1, which
we will determine in the next Lemma and define the regions XWσ , S
W
σ , R
W
σ ⊂ a as
follows:
XWσ = {v + v ∈ aW ⊕ aW : |v| ≤ aW(σ − 1), α(v) ≥ 0 for all α ∈ B+W}
SWσ = {v + v ∈ aW ⊕ aW : |v| ≤ aWσ, α(v) ≥ bWσ for all α ∈ B+W}
RWσ = {v + v ∈ aW ⊕ aW : |v| ≤ aW(σ − 1), α(v) ≥ bW(σ + 1) for all α ∈ B+W}
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Figure 1. The regions XWσ , S
W
σ and R
W
σ .
XWσ
SWσ
RWσ
aW
aW
C
W
We will later identify SWσ as containing the support of η
W
σ , R
W
σ as a region in
which ηWσ is constantly equal to 1 and the regions X
W ′
σ for W ′ ∈ ∂W will serve
to cover a certain part of the support of ∂ηWσ (namely supp η
W
σ ∂η
W
σ
). We need
the following geometric identities:
Lemma 4.10. There are choices for aW , bW > 1 (which we will henceforth fix)
such that for any wall W ⊂ C and all σ > 10:
(1) α(v) ≥ σ whenever v ∈ SWσ for all α ∈ ∆+W .
(2) We can cover a certain boundary part of SWσ by X
W ′
σ for W ′ ∈ ∂W:
{v + v ∈ SWσ : β(v) ≤ bW(σ + 1) for some β ∈ B+W} ⊂
⋃
W ′∈∂W
XW
′
σ .
Recall, that ∂W denotes the set of all codimension 1 walls of W.
(3) For any f ≥ 1 we have
XWσ ⊂ RWfσ ∪
⋃
W ′∈∂W
XW
′
fσ .
Proof. Recall that the walls W of C stand in one-to-one correspondence with
splittings B+ = B+W ·∪B+W of the basis B+ and that aW = span(B
+
W)
#.
For property (1) observe that for v = v + v ∈ SWσ and α ∈ ∆+W we have
α(v) = α(v) + α(v) ≥ −C0aWσ + bWσ
for some large constant C0. So property (1) can be ensured if
bW − C0aW ≥ 1 for all W ⊂ C. (4.15)
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As for property (2) consider v = v+v ∈ SWσ and assume that β(v) ≤ bW(σ+1)
for some β ∈ B+W . Choose γ ∈ B+W such that
γ(v)
| proja
W
(γ)| ≤
α(v)
| proja
W
(α)| for all α ∈ B
+
W .
Then γ(v) ≤ C1β(v) ≤ C1bW(σ + 1). Let W ′ ∈ ∂W be the wall for which
B+W ′ = B+W\{γ}. Then aW ′ = span(aW∪{γ#}). Hence, if we consider the splitting
v = v′ + v′ ∈ aW ′ ⊕ aW ′, we find |v′| ≤ |v|+C2γ(v) ≤ aWσ+C2C1bW(σ+ 1). So,
if we choose
aW ′ ≥ 2C1aW + 4C2C1bW for all W ′ ∈ ∂W, (4.16)
we can ensure that |v′| ≤ aW ′(σ− 1). In order to conclude that v ∈ XW ′σ , we still
have to show that α(v′) ≥ 0 for all α ∈ B+W ′. For this, observe that
v′ = v − γ(v)| proja
W
(γ)|2 projaW (γ
#).
So for any α ∈ B+W ′
α(v′) = α(v)− γ(v)| proja
W
(γ)|2
〈
proja
W
(α), proja
W
(γ)
〉
≥ α(v)− γ(v)| proja
W
(γ)| | projaW (α)| ≥ 0
Finally, we analyze property (3): Let v ∈ XWσ \ RWfσ. Then there is a β ∈ B+W
such that β(v) ≤ bW(fσ + 1). As in the previous paragraph, we conclude that
property (3) holds whenever (4.16) is satisfied.
It is now easy to see that we can choose the constants (aW)W⊂C and (bW)W⊂C
to satisfy (4.15) and (4.16). 
In the following Lemma we introduce the cutoff functions ηWσ , η
W
σ
.
Lemma 4.11. We can define cutoff functions ηWσ ∈ C∞(aW), ηWσ ∈ C∞(aW)
and ηWσ = η
W
σ η
W
σ
∈ C∞(a) with the following properties (for σ > 10):
(1) 0 ≤ ηWσ , ηWσ ≤ 1 and |∂ηWσ |, |∂ηWσ |, |∂2ηWσ | ≤ C everywhere and independently
of σ and W. Moreover, ηWσ is invariant under the Weyl group WW .
(2) supp ηWσ ⊂ SWσ and {ηWσ = 1} ⊃ RWσ .
(3) On supp ηWσ we have α ≥ σ for all α ∈ ∆+W .
(4)
supp ηWσ ∂η
W
σ
, supp ηWσ ∂
2ηW
σ
⊂
⋃
W ′∈∂W
XW
′
σ .
Proof. Let ηWσ ∈ C∞(aW) be a radially symmetric cutoff function which is 1 on
BaW(σ−1)(0) ⊂ a and vanishes outside BaWσ(0). For W = C, we just set ηWσ = 1.
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In order to define ηW
σ
∈ C∞(aW), we choose a cutoff function ϕWσ ∈ C∞(R) which
is 1 on [bW(σ + 1),∞) and vanishes on (−∞, bWσ] and we set
ηW
σ
=
∏
α∈B+
W
ϕWσ (α ◦ projaW ).
For W = {0}, we set ηW
σ
= 1. Properties (1) and (2) trivially hold. Property (3)
is just a restatement of Lemma 4.10 (1) and property (4) follows from Lemma
4.10 (2). 
Now consider the heat kernel (kt)t>0 and its spherical model (Kt)t>0. Let λ0
still be an arbitrary constant and assume that ‖kt‖L1(M) ≤ He−λ0t for t ∈ [0, T ].
In the following analysis will always assume that t ∈ [1, T ].
Fix a wall W ⊂ C and some σ > 10. Unless denoted otherwise, we will mostly
omitW in the index, i.e. ησ = ηWσ and ησ = ηWσ . Consider the splitting a = a⊕a
associated to W and define the time-dependent function Gt : a→ EndK0 E0 by1
Gt =
∫
a
η
σ
Kt
∏
α∈∆+
eα.
In the case W = {0} we just have Gt = Kt. Observe that since Kt(min) > 0 by
Lemma 4.7, we can use Gt to bound the weighted L
1-norm of Kt along a:∫
a
η
σ
|Kt|
∏
α∈∆+
eα ≤ C|Gt|. (4.17)
By construction, Gt is a spherical model onMW (for this note that GW stabilizes
AW since [gW , aW ] = 0). Let gt ∈ C∞(M ;E) ⊗ E∗0 be the associated spherical
section. We can estimate that on supp ησ ⊂ a we have (using Lemma 4.11 (3))
|∂mGt| ≤
∫
a
η
σ
|∂mKt|
∏
α
eα ≤ C
∫
a
η
σ
|∂mKt|
∣∣∣∏
α
shα
∣∣∣.
So using Lemma 4.8 and the calculus from subsection 4.2, we can conclude that
for t ∈ [1, T ]
‖∇mgt‖L1(supp ησ) ≤ Cm‖∇mkt‖L1(M) ≤ CmHe−λ0t. (4.18)
So by Lemma 4.9 we obtain for t ∈ [1, T ], p ∈ supp ησ ⊂M and r = dist(p, p0)
|gt|(p) ≤ Ce−drHe−λ0t. (4.19)
We can understand the evolution of Gt using the evolution equation for Kt
from Lemma 4.6. To simplify notation we will denote all indices i corresponding
to roots αi ∈ ∆+ by i and we will denote the indices i similarly. Moreover, we
1In the following, whenever we write down an expression of this kind, we want to take the
multiplicities of the roots of ∆+ into account, i.e. a root of higher multiplicity will appear with
that multiplicity in the product or sum.
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will use the decomposition △ = △ +△ where △ denotes the Laplacian on aW
and △ the Laplacian on aW .
∂tGt =
∫
a
η
σ
[
△Kt +△Kt +
∑
α
cthα ∂α#Kt +
∑
α
(cthα− 1)∂α#Kt
+
∑
i
( 1
sh2 αi
Kt.ki.ki +
ch2 αi
sh2 αi
ki.ki.Kt − 2 chαi
sh2 αi
ki.Kt.ki
)
+
∑
α
∂α#Kt
]∏
α
eα
= △Gt +
∑
α
cthα ∂α#Gt +
∑
i
( 1
sh2 αi
Gt.ki.ki +
ch2 αi
sh2 αi
ki.ki.Gt
− 2 chαi
sh2 αi
ki.Gt.ki
)
+
∑
i
ki.ki.Gt +%1 +%2 +%3 (4.20)
where
%1 =
∫
a
η
σ
[
△Kt +
∑
α
∂α#Kt
]∏
α
eα
%2 =
∫
a
η
σ
∑
α
(cthα− 1)∂#αKt
∏
α
eα
%3 =
∫
a
η
σ
∑
i
( 1
sh2 αi
Kt.ki.ki +
(ch2 αi
sh2 αi
− 1
)
ki.ki.Kt
− 2 chαi
sh2 αi
ki.Kt.ki
)∏
α
eα
Recall that all but the %-terms in (4.20) together just represent the operator
△Wg from (4.2) in terms of spherical models on M . Hence, by the definition of
λW , there is a first order differential operator D such that
∂tgt = −D∗Dgt − λWgt +%1 +%2 +%3. (4.21)
Define the time-dependent quantity
BWσ,t =
∫
a
η2σ|Gt|2
∣∣∣∏
α
shα
∣∣∣ = ‖ησgt‖2L2(M).
If W = C, we just set BWσ,t = |Gt|2. We can compute its time derivative using
(4.21):
1
2
∂tB
W
σ,t = −‖ησDgt‖2L2(M) − λWBWσ,t
+
∫
M
ησ ∗ ∇ησ ∗ gt ∗ ∇gt +
∫
M
η2σ
(
%1 +%2 +%3
)
gt. (4.22)
The last two error terms can be estimated using the following Lemma.
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Lemma 4.12. There are constants C,A < ∞ and c > 0 such that we have the
following estimates: Assume that ‖Kt‖L1(M) ≤ He−λ0t for t ∈ [0, T ]. Then we
have for times [1, T ]: ∣∣∣∣
∫
M
η2σ
(
%2 +%3
)
gt
∣∣∣∣ ≤ Ce−cσH2e−2λ0t∫
M
ησ|∇ησ||gt||∇gt| ≤ Ce−cσH2e−2λ0t
Moreover, for every ε ∈ (0, 1) we have the following estimate: For W ′ ⊂ W set
fW ′ = εdimW
′−dimW . Then∣∣∣∣
∫
M
η2σ%1gt
∣∣∣∣ ≤ (BWσ,t)1/2‖ησ%1‖L2(M ) ≤ C(BWσ,t)1/2 ∑
W ′$W
eεAfW′σ
(
BW
′
f
W′
σ,t
)1/2
.
Proof. We start with the first inequality. Observe that by Lemma 4.11(3) we
know that on supp ησ ⊂ a
|%2|+ |%3| ≤ Ce−cσ
∫
a
η
σ
(|Kt|+ |∂Kt|)∏
α
eα.
Hence, by Lemma 4.8 and (4.19) we conclude (using e−dr ≤ 1)∣∣∣∣
∫
M
η2σ
(
%2+%2)gt
∣∣∣∣ ≤ Ce−cσHe−λ0t
∫
a
η2σ
(∫
a
η
σ
(|Kt|+ |∂Kt|)∏
α
eα
)∣∣∣∏
α
shα
∣∣∣
≤ Ce−cσHe−λ0t
(
‖kt‖L1(M) + ‖∇kt‖L1(M)
)
≤ Ce−cσH2e−2λ0t
The second inequality can be established in an analogous way. This time,
however, we need make use of the e−dr-factor in (4.19) and we need to make use
of (4.18) for m = 1. We find that for some c > 0 depending on d∫
M
ησ|∇ησ||gt||∇gt| ≤ Ce−cσHe−λ0t
∫
M
ησ|∇gt| ≤ Ce−cσH2e−2λ0t.
We now establish the third inequality. To avoid confusion, we will write out
the W-index again. Observe first that ∑α α# is invariant under WW and hence
it is contained in aW . Let now v ∈ aW . Then, by integration by parts
(
ηWσ |%1|
)
(v) ≤
∫
{v}×a
W
ηWσ
(|∂ηW
σ
|+ |∂2ηW
σ
|)|Kt| ∏
α∈∆+
W
eα
≤ C
∫
{v}×a
W
ηWσ
(|∂ηW
σ
|+ |∂2ηW
σ
|)|Kt|
∣∣∣∣ ∏
α∈∆+
W
shα
∣∣∣∣. (4.23)
Since by Lemma 4.11 (4) we know that the support of the integrand is cov-
ered by the XW
′
σ for W ′ ∈ ∂W, we can bound the right hand side of (4.23) by
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C
∑
W ′∈∂W Y
W ′
σ where
Y W
′
σ =
∫
{v}×a
W
∩XW′σ
|Kt|
∣∣∣∣ ∏
α∈∆+
W
shα
∣∣∣∣.
Now consider anyW ′ $W (not necessarily of codimension 1 inW) and let f ≥ 1.
Then we can bound Y W
′
σ using Lemma 4.10 (3) for f = ε
−1
Y W
′
σ ≤
∫
{v}×a
W
∩XW′σ
ηW
′
ε−1σ|Kt|
∣∣∣∣ ∏
α∈∆+
W
shα
∣∣∣∣+ ∑
W ′′∈∂W ′
Y W
′′
ε−1σ.
In order to bound the integral, let us first analyze its domain {v} × aW ∩ XW ′σ .
Observe that the set XW
′
σ can be written as a direct product X
W ′
σ = X
W ′
σ ×XW
′
σ
with respect to the splitting aW ′ ⊕ aW ′. Moreover, since aW ′ ⊂ aW , there is an
orthogonal splitting aW = a⊥ ⊕ aW ′ and we have aW ′ = aW ⊕ a⊥. So we can
represent the domain of the integral as a product with respect to the splitting
a = aW ′ ⊕ aW ′:({v}×aW)∩XW ′σ = ({v}×a⊥×aW ′)∩(XW ′σ ×XW ′σ ) = ({v}×a⊥∩XW ′σ )×XW ′σ
So by Cauchy-Schwarz
Y W
′
σ ≤
(∫
{v}×a⊥∩XW
′
σ
(
ηW
′
ε−1σ
)2(∫
XW
′
σ
ηW
′
ε−1σ
|Kt|
∣∣∣∣ ∏
α∈∆+
W′
shα
∣∣∣∣
)2∣∣∣∣ ∏
α∈∆+
W′
∩∆+
W
shα
∣∣∣∣
)1/2
×
(∫
{v}×a⊥∩XW
′
σ
∣∣∣∣ ∏
α∈∆+
W′
∩∆+
W
shα
∣∣∣∣
)1/2
+
∑
W ′′∈∂W ′
Y W
′′
ε−1σ.
The last integral can be bounded by Ce2Aσ for an appropriate A < ∞. The
second integral (inside the first integral) can be bounded by C|Gt| using (4.17) if
we define Gt for ε
−1σ instead of σ. So
Y W
′
σ ≤ CeAσ
(
BW
′
ε−1σ,t
)1/2
+
∑
W ′′∈∂W ′
Y W
′′
ε−1σ.
Now recall that fW ′ = εdimW
′−dimW for W ′ ⊂ W. Substituting in the identity
above εfW ′σ for σ, applying it recursively and plugging it back into (4.23) yields(
ηWσ |%1|
)
(v) ≤ C
∑
W ′$W
eAεfW′σ
(
BW
′
f
W′
σ,t
)1/2
.
So ∫
aW
(
ηWσ |%1|
)2∣∣∣∣ ∏
α∈∆+W
shα
∣∣∣∣ ≤ C ∑
W ′$W
e2AεfW′σBW
′
f
W′
σ,t.
This yields the desired result. 
So combining (4.22) with Lemma 4.12, we conclude
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Lemma 4.13. There are constants C,A < ∞ and c > 0 such that the following
holds: Let ε ∈ (0, 1), consider a wall W ⊂ C and set fW ′ = εdimW ′−dimW for each
W ′ ⊂ W.
Then, under the assumption that ‖kt‖L1(M) ≤ He−λ0t for t ∈ [0, T ], we have
for σ > 10 and times t ∈ [1, T ]
1
2
∂tB
W
σ,t ≤ −λWBWσ,t + Ce−2cσH2e−2λ0t + C
(
BWσ,t
)1/2 ∑
W ′$W
eεAfW′σ
(
BW
′
f
W′
σ,t
)1/2
.
We will come back to this evolution inequality later. First, we estimate the
evolution of ‖kt‖L1(M) in terms of the BWσ . For this, we define the quantity
St =
∫
C
Kt(max)
∏
α
shα
and observe that St is comparable to ‖kt‖L1(M), i.e.
cSt ≤ ‖kt‖L1(M) ≤ CSt for all t > 0.
Lemma 4.14. There are constants C,A <∞ and c > 0 such that: Let ε ∈ (0, 1)
and set fW = εdimW−dimC. Then at any time t > 0 and for σ > 10 we have the
estimate
∂tSt ≤ −(λC − Ce−cσ)St + C
∑
W$C
eεAfWσ
(
BWfWσ,t
)1/2
.
Proof. Recall that by Lemma 4.7 (see also the proof of Theorem 4.1)
(∂t + λC)
∫
C
Kt(max)
∏
α
shα ≤
∫
C
(∑
i
2µi
chαi − 1
sh2 αi
)
Kt(max)
∏
α
shα.
By Lemma 4.10 (3) we have C = XCσ ⊂ RCσ ∪
⋃
W∈∂CX
W
σ . So by Lemma 4.11
(3), we conclude that outside the regions XWσ , (W ∈ ∂C), the term inside the
parentheses can be bounded by Ce−cσ. Hence, in order to establish the Lemma,
it suffices to show that for every W ∈ ∂C, we have∫
XWσ
|Kt|
∣∣∣∏
α
shα
∣∣∣ ≤ C ∑
W ′⊂W
eεAfW′σ
(
BW
′
f
W′
σ,t
)1/2
.
Analogously to the proof of Lemma 4.12, we set for any wall W $ C (not only
for codimension 1 walls)
Y Wσ =
∫
XWσ
|Kt|
∣∣∣∏
α
shα
∣∣∣
Now, using Lemma 4.10 (3) with f = ε−1 and the splitting XWσ = X
W
σ ×XWσ , we
get
Y WεfWσ ≤
∫
XWεfWσ
ηWfWσ|Kt|
∣∣∣∏
α
shα
∣∣∣+ ∑
W ′∈∂W
Y W
′
εf
W′
σ
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≤
(∫
X
W
εfWσ
(
ηWfWσ
)2(∫
XWεfWσ
ηW
fWσ
|Kt|
∣∣∣ ∏
α∈∆+
W
shα
∣∣∣)2∣∣∣ ∏
α∈∆+W
shα
∣∣∣)1/2
×
(∫
X
W
εfWσ
∣∣∣ ∏
α∈∆+W
shα
∣∣∣)1/2 + ∑
W ′∈∂W
Y W
′
εf
W′
σ
≤ CeεAfWσ(BWfWσ,t)1/2 + ∑
W ′∈∂W
Y W
′
εf
W′
σ.
Iterating this inequality yields the desired result 
We have now transformed our geometric problem into a problem of bounding
the solutions of a system of evolution inequalities. In the first step, we use Lemma
4.13 to estimate the BWσ,t assuming a bound on ‖kt‖L1(M).
Lemma 4.15. There are constants C,A <∞ and 1 > c > 0 such that: Assume
that ‖Kt‖L1(M) ≤ He−λ0t for t ∈ [0, T ]. Consider a wall W ⊂ C, set λminW =
minW ′⊂W λW ′ and assume λminW > λ0.
If σ > 10 is so large that 2e−cσ < λminW − λ0, then we have for times t ∈ [1, T ]
BWσ,t ≤ Ce−cσH2e−2λ0t + CeAσ exp(−2(λminW − e−cσ)t).
Proof. Let c > 0 be the constant from Lemma 4.13. The constants C,A will be
determined in the course of the proof.
We proceed by induction over the dimension of W. Fix W ⊂ C and assume
that the inequality is true for any W ′ $ W. Let ε > 0 be a constant whose
value will be determined later and choose (fW ′)W ′⊂W according to Lemma 4.13,
i.e. fW ′ = εdimW
′−dimW . Then
1
2
∂tB
W
σ,t ≤ −λWBWσ,t + Ce−2cσH2e−2λ0t + C
(
BWσ,t
)1/2 ∑
W ′$W
eεAfW′σ
(
BW
′
f
W′
σ,t
)1/2
≤ −(λW − e−cσ)BWσ,t + Ce−2cσH2e−2λ0t + Cecσ
∑
W ′$W
e2εAfW′σBW
′
f
W′
σ,t
≤ −(λW − e−cσ)BWσ,t + Ce−2cσH2e−2λ0t + C
∑
W ′$W
e(2εAfW′+c)σe−cfW′σH2e−2λ0t
+ C
∑
W ′$W
e(2εAfW′+1)σeAfW′σ exp(−2(λminW − e−cε
−1σ)t).
Now choose ε small enough such that 2εAfW ′ + 1− cfW ′ ≤ −2c for all W ′ $W
and set A′ = 2εAf{0} + 1 + Af{0}. Since σ > 10, we can find a constant c′ > 0
such that e−cσ − e−cε−1σ > c′e−cσ. Applying those assumptions, we obtain the
evolution inequality
1
2
∂tB
W
σ,t ≤ −(λminW − e−cσ)BWσ,t + Ce−2cσH2e−2λ0t
+ CeA
′σ exp(−2c′e−cσt− 2(λminW − e−cσ)t).
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So
1
2
∂t
(
exp(2(λminW − e−cσ)t)BWσ,t
)
≤ Ce−2cσH2 exp(2(λminW − λ0 − e−cσ)t) + CeA
′σ exp(−2c′e−cσt).
Integrating this inequality and using the fact that 2(λmin − λ0 − e−cσ) > 2e−cσ
yields
exp(2(λminW − e−cσ)t)BWσ,t ≤ CBWσ,1
+ Ce−cσH2 exp(2(λminW − λ0 − e−cσ)t) + CeA
′σ+cσ
and hence the desired result. 
We can finally combine Lemmas 4.14 and 4.15 to prove Theorem 4.3.
Proof of Theorem 4.3. For small times, the theorem follows from Proposition 2.5.
In order to see the lower bound of Theorem 4.3, we proceed as in the proof
of Theorem 4.1: Recall that λC is the largest eigenvalue of the operator −△C =
SC = Spar acting on the finite dimensional vector space of all P = AN invariant
(i.e. parabolically invariant) sections of E. Let f ∈ C∞(M ;E) be a section
corresponding to λC, i.e. △f = −λCf . So its convolution with the heat kernel
satisfies f ∗kt = e−λCtf . It follows that the L1-norm of eλCtkt is uniformly bounded
from below.
We will now establish the upper bound of Theorem 4.3. Assume for the moment
that λ0 is an arbitrary constant satisfying λ0 < λ1 = minW$C λW and set Ht =
supt′∈[0,t] St′e
λ0t′ . Then by Lemma 4.14 and Lemma 4.15 as long as 2e−cσ < λ1−λ0
and σ > 10, we have for t ≥ 1
∂tSt ≤ −(λC − Ce−cσ)St
+ C
∑
W$C
eεAfWσ
(
e−cfWσ/2Hte−λ0t + eAfWσ/2 exp(−(λminW − e−cfWσ)t)
)
.
So, if ε is chosen small enough as to ensure εAfW − cfW/2 < −c for all W $ C,
we obtain for A′ = AfW/2
∂t
(
Ste
λCt
) ≤ Ce−cσHte(λC−λ0)t + CeA′σ exp(−(λ1 − λC − e−cσ)t). (4.24)
Now consider first the case λ1 > λC and set λ0 = λC = minW⊂C λW . Choose
δ > 0 small enough such that A′δ−λ1+λC < −2δ and set σ = δt. Then for large
t we can assume e−cσ < δ and 2e−cσ < λ1 − λ0 and we get
∂t
(
Ste
λ0t
) ≤ Ce−cδtHt + Ce−δt ≤ Ce−cδt(Ht + 1).
So whenever Ht ≤ 2Steλ0t, we find
∂t log(Ste
λ0t + 1) ≤ 2Ce−cδt.
Since the right hand side is integrable for t → ∞, we conclude that Steλ0t stays
bounded.
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Consider now the case λ1 ≤ λC. Plugging λ0 = λ1 − 2e−cσ into (4.24) yields
∂t
(
Ste
λ0t
) ≤ Ce−cσHt + CeA′σ exp((e−cσ − 2e−cσ)t) ≤ Ce−cσHt + CeA′σ.
So whenever Ht ≤ 2Steλ0t, we find
∂t
(
Ste
λ0t
) ≤ Ce−cσ(Steλ0t)+ CeA′σ.
By Gronwall’s Lemma, we conclude
Ste
λ0t ≤ C exp(Ce−cσt+ (A′ + 1)σ).
Choosing σ = c−1 log(t+ 2) yields the desired result. 
5. Analysis of the Einstein operator
5.1. Introduction. In this section, we will apply the results from section 4 to
the linearized Ricci deTurck equation ∂tht = −Lht, where L = −△ − 2Rm is
the Einstein operator (see 2.1). Let E = Sym2 T
∗ be the bundle of symmetric
bilinear forms. Observe that the zero order term 2Rm is a fiberwise self-adjoint
endomorphism on E and hence it can be diagonalized with eigenvalues ϕ1, . . . , ϕm
with respect to a splitting E = E1 ⊕ . . .⊕Em of vector bundles.
We can integrate the extra term 2Rm into Theorem 4.1 in the following way:
Redefine λL to be the smallest eigenvalue of the operator Spar = −△ − 2Rm :
Vpar → Vpar acting on parabolically invariant sections and λB as the optimal
constant λ for Bochner formulas −△− 2Rm = D∗D + λ. Those new constants
λL and λB are then just the old constants minus ϕi on each Ei. Now, redefine
(kt)t>0 ∈ C∞(M ;E) ⊗ E∗0 to be the heat kernel for the operator ∂t + L, i.e.
∂tkt = −Lkt. Obviously, kt is just the old heat kernel with some extra exponential
ϕi-decay on the Ei-component. So with these redefinitions, Theorem 4.1 stays
valid in its original reading: For λ0 = min{λL, λB}, we have ‖kt‖L1(M) ≤ Ce−λ0t.
The same is true for Theorem 4.2.
Analogously, we can integrate the 2Rm-term into Theorem 4.3: This time, we
have to redefine the constants (λW)W⊂C introduced in subsection 4.1 to include
the zero order term. In order to do this, we replace the Laplace operator△ by −L
in the paragraph preceding equation (4.2), i.e. we set −Lf̂ = f̂ ′. This changes
the definition of △W and −SW by an extra 2Rm summand and hence gives us a
new λW . Now Theorem 4.3 continues to hold for the redefined heat kernel.
So in order to estimate the L1-decay rate of kt, we need to get a good bound
on the redefined constants λW . In this section we will solely be concerned with
the analysis of these constants. Our result will be:
Proposition 5.1. Assume that M is a symmetric space of noncompact type that
is Einstein. Consider the Einstein operator L = −△− 2Rm acting on the vector
bundle E = Sym2 T
∗ of symmetric bilinear forms over M . Let (λW)W⊂C be the
constants associated to M , E and L as redefined above. Then
(i) λW ≥ 0 for all walls W ⊂ C and hence λ0 = minW⊂C λW ≥ 0.
(ii) We have λ0 > 0 if and only if M does not contain any hyperbolic or complex
hyperbolic factor in its de Rham decomposition.
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(iii) If M = Hn for n ≥ 3 or M = CH2n for n ≥ 2, then λL = λC = 0 and
λB = λ{0} > 0.
(iv) If M = H2, then λL = λC > 0 and λB = λ{0} = 0.
Hence in the last case in which M does not contain a hyperbolic or complex
hyperbolic factor, the L1-norm of the heat kernel kt associated to ∂t +L is expo-
nentially decaying as t→∞. IfM = Hn (n ≥ 3) or CH2n (n ≥ 2), then ‖kt‖L1(M)
stays bounded and by Theorem 4.2, we have the bound |kt| < C(volBr(p0))−1
for all t.
This section is organized as follows: In subsection 5.2, we recall the important
identities and carry out some of the basic calculations. The reader who is only
interested in the rank 1 case, will find an estimate on λB in subsection 5.3. For an
estimate on λL the reader can immediately jump to subsections 5.7 through 5.10
(where he or she can always replace the index m by m and leave out any term
with index l). In order to understand the higher rank case, subsection 5.3 will
still be important since it discusses a Bochner formula that will later be applied
to cross-section MW of M . In subsection 5.4, we will find that the problem of
estimating λW reduces to an estimate on three vector bundles Epp, ESym2 p and
ESym2 p. The estimates on Epp and ESym2 p will be carried out in subsections 5.5
and 5.6. The estimate on ESym2 p is the most difficult one and will be carried
out in subsections 5.7 and 5.8. During this discussion, a possible nullspace arises
which we will then analyze in subsection 5.9. Finally, subsection 5.10 contains
the proof of Proposition 5.1.
5.2. Preliminary calculations. Fix a wall W ⊂ C and consider the splitting
∆+ = ∆
+
W ·∪∆+W . As explained in subsection 3.5, we obtain orthogonal splittings
a = aW ⊕ aW , p = pW ⊕ pW and k = kW ⊕ kW . Here
pW = aW ⊕
⊕
α∈∆+W
pα and pW = aW ⊕
⊕
α∈∆+
W
pα.
Moreover, we set
kW = [pW , pW ] and kW =
⊕
α∈∆+
W
kα
We remark that kW is not a Lie algebra and in general k 6= kW ⊕ kW . In the
following, we will often make use of the fact that gW = pW ⊕ kW is a Lie algebra
and that moreover
[pW , pW ], [kW , kW ] ⊂ kW , and [pW , kW ], [pW , kW ] ⊂ pW . (5.1)
From now on, we will leave out the index W. Recall the orthonormal systems
k1, . . . , kn−r ∈ k and p1, . . . , pn−r ∈ p from subsection 3.2. They split into systems
{ki}, {pi} and {ki}, {pi} corresponding to roots αi ∈ ∆+ and αi ∈ ∆+, respec-
tively. In the following, we will denote by e1, . . . , en ∈ p an arbitrary orthonormal
basis of p that obeys the splitting p = p⊕ p, i.e. the index set {i} splits into {i}
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and {i} such that {ei} is an orthonormal basis for p and {ei} one for p. Note
that e1, . . . , en does not need to contain the vectors p1, . . . , pn−r.
Let E = Sym2 T
∗ be the vector bundle of symmetric bilinear forms. We will
identify T ∗ ∼= T . At the basepoint p0 ∈ M , we can identify T ∼= p and hence E0 =
Sym2 p. The splitting p = p⊕p induces a splitting Sym2 p = Sym2 p⊕Sym2 p⊕pp.
Observe that this splitting comes from a splitting
EW = ESym2 p ⊕ESym2 p ⊕Epp (5.2)
over the whole space MW . We will denote the elements of Sym2 p by v ·w = w · v
for v, w ∈ p and set 〈v · w, v′ · w′〉 = 1
2
〈v, v′〉〈w,w′〉 + 1
2
〈v, w′〉〈w, v′〉. Hence
{√2ei · ej , ek · ek : i < j} is an orthonormal basis for Sym2 p.
From (3.5), we obtain that Rm(v ·w) =∑l el ·R(el, v)w = −∑l el · [[el, v], w].
Hence using (4.8), we can compute that for v · w ∈ Sym2 p
SW(v · w) = −
∑
m
(
[km, [km, v]] · w + v · [km, [km, w]] + 2[km, v] · [km, w]
)
+ 2
∑
l
el · [[el, v], w].
Pairing this with v′ · w′ ∈ Sym2 p yields
2〈SW(v · w), v′ · w′〉 =
∑
m
(〈
[km, v], [km, v
′]
〉〈w,w′〉+ 〈[km, v], [km, w′]〉〈w, v′〉
+ 〈v, v′〉〈[km, w], [km, w′]〉+ 〈v, w′〉〈[km, w], [km, v′]〉
− 2〈[km, v], v′〉〈[km, w], w′〉− 2〈[km, v], w′〉〈[km, w], v′〉)
+ 2
〈
[[v′, v], w], w′
〉
+ 2
〈
[[w′, v], w], v′
〉
(5.3)
5.3. A Bochner formula. We will now derive a Bochner formula for L on M
and hence get a lower bound for λ{0} = λB. In the higher rank case, this Bochner
formula will be applied to cross-sections MW of M in subsection 5.6. So in order
to allow for this further application, we will not require M to be Einstein in this
subsection.
Recall the definition of the divergence operator
div : C∞(M ; Sym2 T
∗) −→ C∞(M ;T ∗), hij 7−→ −
∑
i
∇ihij
and define the exterior derivative with coefficients in T ∗
d : C∞(M ; Sym2 T
∗) −→ C∞(M ; Λ2T ∗ ⊗ T ∗), hij 7−→ ∇ihjk −∇jhik.
Their formal adjoints are
div∗ : C∞(M ;T ∗) −→ C∞(M ; Sym2 T ∗), γi 7−→ 12(∇iγj +∇jγi)
and
d∗ : C∞(M ; Λ2T ∗ ⊗ T ∗) −→ C∞(M ; Sym2 T ∗), γijk 7−→ −12(∇kγkij +∇kγkji).
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We can then calculate that
(Lh)ij = (div
∗ div+d∗d)hij − Rm(h)ij − 12
∑
k
(
Ricik hkj + hik Rickj
)
. (5.4)
In the following Lemma we will show that the zero order term is nonnegative and
most often even positive definite. Hence, by choosing D = div+d : C∞(M ;E)→
C∞(M ;T ∗⊕Λ2T ∗⊗T ∗), we conclude that λ{0} = λB is nonnegative resp. positive
(compare with (4.1) and (4.3)).
Lemma 5.2. Let Rm and Ric be the Riemannian and Ricci curvature at a point
of a symmetric space M of noncompact type and let T be the tangent space at
that point. Then the operator
A : Sym2 T
∗ −→ Sym2 T ∗, hij 7→ −Rm(h)ij − 12
∑
k
(
Ricik hkj + hjk Ricki
)
is self-adjoint and nonnegative definite.
Moreover, if we consider the splitting of the tangent space T = T1 ⊕ . . . ⊕ Tm
associated to the de Rham decomposition M = M1 × . . .×Mm and assume that
M1, . . . ,Mm′ are the only H2-factors, then the nullspace of A is{
h = h1 + . . .+ hm′ : hi ∈ Sym2 T ∗i , tr hi = 0
}
.
Hence, if M does not contain any H2-factor, then A is positive definite.
Proof. Assume first that M = M ′ × M ′′ is reducible and let T = T ′ ⊕ T ′′
be the corresponding splitting. Choose an orthonormal basis e1, . . . , en of T
which obeys this splitting. We first show that A preserves the induced split-
ting Sym2 T
∗ = Sym2(T
′)∗ ⊕ Sym2(T ′′)∗ ⊕ (T ′)∗(T ′′)∗: If h ∈ Sym2(T ′)∗, then
Rm(h)ij =
∑
s,tRistjhst is only nonzero if ei, ej ∈ T ′, since Ristj is only nonzero
if either all indices i, s, t, j belong to T ′ or to T ′′. Furthermore since RicT =
RicT ′ +RicT ′′ , we see that
∑
k Ricik hkj is only nonzero if ei, ej ∈ T ′. So A(h) ∈
Sym2(T
′)∗. Analogously, we see that A maps Sym2(T
′′)∗ into itself and by self-
adjointness it also has to preserve (T ′)∗(T ′′)∗.
Next, we show that A is positive definite on (T ′)∗(T ′′)∗. Let h ∈ (T ′)∗(T ′′)∗
and observe that Rm(h) = 0. Then 〈A(h), h〉 = −∑i,j,kRicik hkjhij > 0 if h 6= 0.
So, we can restrict our proof to the case in which M is irreducible.
Let h ∈ Sym2 T ∗ and choose an orthonormal basis e1, . . . , en for which h is
diagonal, i.e. h =
∑n
i=1 λie
∗
i ⊗ e∗i . Observe, that since M is of noncompact type,
the sectional curvatures Kij = 〈R(ei, ej)ej , ei〉 ≤ 0. We can compute that〈
Rm(h), h
〉
=
∑
i,i′,j,j′
Rijj′i′hii′hjj′ =
∑
i,j
Kijλiλj.
Hence, since Ricii =
∑
j Kij〈
A(h), h
〉
= −
(∑
i,j
Kijλiλj +
1
2
Kijλ
2
j +
1
2
Kijλ
2
i
)
= −
∑
i,j
1
2
Kij(λi + λj)
2 ≥ 0.
Assume now that h lies in the nullspace. Then we must have Kij = 0 whenever
λi 6= −λj . We can split T = T ′1 ⊕ . . . ⊕ T ′m′′ such that T ′k is spanned by all ek
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for which |λk| is a given constant. Then for ei and ej belonging to different T ′k,
we have Kij = 0 and since the Riemannian curvature even has the property of
having nonnegative curvature operator, we conclude that all sectional curvature
between different T ′k vanish and hence T
′
1⊕ . . .⊕ T ′m′′ corresponds to a geometric
splitting M = M1 × . . .×Mm′′ . Since we assumed M to be irreducible, we find
that m′′ = 1 and hence h only has two eigenvalues −λ and λ.
Let T = T−⊕T+ be the orthogonal splitting of eigenspaces of h. As before, we
conclude that the sectional curvatures on T− and T+ all vanish and hence those
subspaces correspond to flats in M or abelian subspace a−, a+ ⊂ p. Now since
the rank r of M is equal to the number of simple roots and hence is not larger
than n − r, we conclude 2r ≤ n. But since dim a− + dim a+ = n, we must have
2r = n and dim a− = dim a+ = r. In this case, all positive roots of M have to be
simple. So for any two distinct positive roots αi, αj ∈ ∆+ we have
〈α#i , α#j 〉 =
〈
[xi, yi], [xj , yj]
〉
= −〈[xi, [xj, yj]], yi〉
=
〈
[xj , [yj, xi]], yi
〉
+
〈
[yj, [xi, xj]], yi
〉
=
〈
[xi, yj], [xj , yi]
〉
+
〈
[xi, xj ], [yi, yj]
〉
= 0,
since αi−αj , αj−αi and αi+αj cannot be roots. Hence all roots are orthogonal to
each other. It follows that M = H2× . . .×H2 and by irreducibility M = H2. 
5.4. Block form of the Einstein operator. From now on assume that M is
Einstein. The splitting p = p⊕p induces a splitting Sym2 p = Sym2 p⊕Sym2 p⊕
pp. We will find that SW : Sym2 p → Sym2 p preserves this splitting, i.e. the
differential operator −△ + SW acting on C∞(MW ;EW) preserves the splitting
(5.2) if we view it as a bundle endomorphism. Hence we can analyze the operator
−△+SW on each component separately. This will be carried out in the following
subsections.
Lemma 5.3. The map p → p, v 7→ −∑m[km, [km, v]] is self-adjoint and pre-
serves the splitting p = p⊕ p.
In particular,
∑
m
〈
[km, v], [km, w]
〉
= 0 for any v ∈ p and w ∈ p.
Proof. Let e1, . . . , en ∈ p be an orthonormal basis which respects the splitting
p = p⊕ p. We find for v ∈ p and w ∈ p
−
∑
m
〈
[km, [km, v]], w
〉
=
∑
m
〈
[km, v], [km, w]
〉
=
∑
m,l
〈
[km, v], el
〉〈
[km, w], el
〉
=
∑
m,l
〈
[v, el], km
〉〈
[w, el], km
〉
(5.5)
Now recall from (5.1) that if the index l is of type l, we have [w, el] ∈ k and if it
is of type l, we have [v, el] ∈ k. So one of the two expressions [v, el] and [w, el] is
always contained in k and we conclude that (5.5) is equal to
−
∑
l
〈
[v, el], [w, el]
〉
= −Ric(v, w) = −R
n
〈v, w〉 = 0. 
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Lemma 5.4. For every wall W ⊂ C, the splitting p = p ⊕ p induces a splitting
Sym2 p = Sym2 p ⊕ Sym2 p ⊕ pp. The operator SW : Sym2 p → Sym2 p is self-
adjoint and preserves this splitting.
Proof. Let v, w, v′, w′ ∈ p. We conclude from (5.3) that
2〈SW(v · w), v′ · w′〉 =
∑
m
(〈
[km, v], [km, v
′]
〉〈w,w′〉+ 〈[km, v], [km, w′]〉〈w, v′〉
+ 〈v, v′〉〈[km, w], [km, w′]〉+ 〈v, w′〉〈[km, w], [km, v′]〉)
−2
∑
m
〈
[v, v′], km
〉〈
[w,w′], km
〉− 2〈[v, v′], [w,w′]〉
−2
∑
m
〈
[v, w′], km
〉〈
[w, v′], km
〉− 2〈[w, v′], [v, w′]〉.
The fact that SW is self-adjoint follows directly from this expression. Observe
that the last two lines in this formula are equal to
− 2〈 projk⊥[v, v′], [w,w′]〉− 2〈 projk⊥[w, v′], [v, w′]〉, (5.6)
where k⊥ is the orthogonal complement of k in k.
Now assume that v, w ∈ p and v′, w′ ∈ p, i.e. v ·w ∈ Sym2 p and v′ ·w′ ∈ Sym2 p.
Then [v, v′], [w, v′] ∈ k, so expression (5.6) vanishes. Since 〈w,w′〉 = 〈w, v′〉 =
〈v, v′〉 = 〈v, w′〉 = 0, we conclude 〈SW(v · w), v′ · w′〉 = 0.
Secondly, assume that v, w, v′ ∈ p and w′ ∈ p, i.e. v·w ∈ Sym2 p and v′·w′ ∈ pp.
Then [w,w′], [v, w′] ∈ k and (5.6) vanishes again. Moreover, 〈w,w′〉 = 〈v, w′〉 = 0
and by Lemma 5.3 we conclude
∑
m〈[km, v], [km, w′]〉 =
∑
m〈[km, w], [km, w′]〉 = 0.
So 〈SW(v · w), v′ · w′〉 = 0.
Finally, assume that v ∈ p and w, v′, w′ ∈ p, i.e. v ·w ∈ pp and v′ ·w′ ∈ Sym2 p.
Then (5.6) vanishes again since [v, v′], [v, w′] ∈ k and by Lemma 5.3 as well as
〈v, v′〉 = 〈v, w′〉 = 0, we conclude 〈SW(v · w), v′ · w′〉 = 0. 
5.5. The Einstein operator on pp. We now analyze the operator −△ + SW
on Epp. Here, we will only need the trivial Bochner formula −△ = ∇∗∇. Hence
it suffices to analyze SW acting on pp.
Lemma 5.5. For every wall W ⊂ C, the restricted operator SW : pp → pp is
positive definite.
Proof. Let v, v′ ∈ p and w,w′ ∈ p. Using the calculations from the proof of
Lemma 5.4, the fact that [v, v′] ∈ k and [w, v′] ∈ k and hence 〈projk[w, v′], [v, w′]〉 =
0, we conclude
2〈SW(v · w), v′ · w′〉 =
∑
m
(〈
[km, v], [km, v
′]
〉〈w,w′〉+ 〈v, v′〉〈[km, w], [km, w′]〉)
− 2〈[v, v′], [w,w′]〉.
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Let e1, . . . , en be an orthonormal basis of p which respects the splitting p = p⊕ p
and express h =
∑
i,j hijei · ej ∈ pp. Then summing over all free indices yields
2〈SWh, h〉 = hijhi′j
〈
[km, ei], [km, ei′ ]
〉
+ hijhij′
〈
[km, ej ], [km, ej′ ]
〉
− 2hijhi′j′
〈
[ei, ei′ ], [ej , ej′]
〉
.
We can rewrite the last coefficient as〈
[ei, ei′ ], [ej, ej′]
〉
= −〈[ei, [ej, ej′ ]], ei′〉 = −〈[ej , [ei, ej′]], ei′〉+ 〈[ej′, [ei, ej]], ei′〉
=
〈
[ei, ej′ ], [ej , ei′ ]
〉
+
〈
[ei, ej], [ei′ , ej′ ]
〉
= −
∑
m
〈
[ei, ej′], km
〉〈
[ej , ei′ ], km
〉
+
〈
[ei, ej], [ei′ , ej′ ]
〉
= 1
2
∑
m
〈
[km, ei], ej′
〉〈
[km, ei′], ej
〉
+ 1
2
∑
m
〈
[km, ej], ei′
〉〈
[km, ej′], ei
〉
+
〈
[ei, ej], [ei′, ej′ ]
〉
Hence
2〈SWh, h〉 = hijhi′j
〈
[km, ei], ej′
〉〈
[km, ei′ ], ej′
〉
+ hijhi′j
〈
[km, ei], ej′
〉〈
[km, ei′ ], ej′
〉
+ hijhij′
〈
[km, ej ], ei′
〉〈
[km, ej′], ei′
〉
+ hijhij′
〈
[km, ej ], ei′
〉〈
[km, ej′ ], ei′
〉
− hijhi′j′
〈
[km, ei], ej′
〉〈
[km, ei′ ], ej
〉− hijhi′j′〈[km, ej ], ei′〉〈[km, ej′ ], ei〉
− 2hijhi′j′
〈
[ei, ej], [ei′ , ej′ ]
〉
Since [km, ei] ∈ p, the first term vanishes and we can regroup the expression as
follows:
= 1
2
∑
m,j,j′
(∑
i
hij
〈
[km, ei], ej′
〉−∑
i
′
hi′j′
〈
[km, ei′], ej
〉)2
+ 1
2
∑
m,i,i
′
(∑
j
hij
〈
[km, ej], ei′
〉−∑
j′
hi′j′
〈
[km, ej′ ], ei
〉)2
+
∑
i,i′,m
(∑
j
hij〈[km, ej ], ei′〉
)2
− 2
∣∣∣∑
i,j
hij[ei, ej]
∣∣∣2 ≥ 0
Observe that this expression is nonnegative since the Killing form is negative
definite on k. If the expression is zero, then all the squared terms have to vanish,
in particular
0 = 〈[km, Hi], ei′〉 = 〈[km, ei′], Hi〉
for all i, i
′
and m where Hi =
∑
j hijej ∈ p. By the argument in the next
paragraph we have p ⊂ [k, p]. This implies that Hi = 0 for all i and hence h = 0,
establishing the Lemma.
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It remains to prove p ⊂ [k, p]. First observe that by (3.2) we have [km, pm] = α#m
and hence a ⊂ [k, p]. Moreover, for any index m there is a v ∈ a with αm(v) 6= 0
and we have [km, v] = −αm(v)pm, so pm ∈ [k, p] what establishes the claim. 
5.6. The Einstein operator on Sym2 p. We will now analyze the operator on
−△ + SW on ESym2 p. Let Rm be the Riemannian curvature operating on MW
acting on symmetric bilinear forms h ∈ Sym2 T ∗ ∼= ESym2 p. We now make use of
the same Bochner formula as in (5.4), but this time on MW , to conclude that
(−△h + SW(h))ij = (div∗div + d∗d)hij
+ Rm(h)ij − 12
∑
k
(
Ricikhkj + hikRickj
)
+ SW(h)ij .
Here div, d and Ric denote the corresponding operators and tensors on MW . It
remains to analyze the last line. This analysis can be carried out on Sym2 p.
Lemma 5.6. The operator B : Sym2 p→ Sym2 p,
h 7→ Rm(h)ij − 12
∑
k
(
Ricikhkj + hikRickj
)
+ SW(h)ij
is nonnegative definite. If M does not contain any H2-factor in its deRham
decomposition, then B is even positive definite.
Proof. For every h ∈ Sym2 p, we have〈
B(h), h
〉
=
〈
A(h), h
〉
+
〈
SW(h) + 2Rm(h), h
〉
,
where A : Sym2 p → Sym2 p is the expression from Lemma 5.2 on MW . By the
same Lemma we know that A is nonnegative definite and we will now show that
SW + 2Rm is nonnegative definite as well.
Let v, w, v′, w′ ∈ p. Using the calculation from the proof of Lemma 5.4, we
conclude
2〈SW(v · w), v′ · w′〉 =
∑
m
(〈
[km, v], [km, v
′]
〉〈w,w′〉+ 〈[km, v], [km, w′]〉〈w, v′〉
+ 〈v, v′〉〈[km, w], [km, w′]〉+ 〈v, w′〉〈[km, w], [km, v′]〉)− 4〈Rm(v · w), v′ · w′〉
Hence, for any h =
∑
i,j hijei · ej with hij = hji we find〈
SW(h)+2Rm(h), h
〉
= 2
∑
i,i
′
,j
hijhi′j
〈
[km, ei], [km, ei′]
〉
= 2
∑
j,m
∣∣∣[km,∑
i
hijei
]∣∣∣2
This establishes the nonnegativity of B.
Assume now that h lies in the nullspace of B. Hence, it lies in the nullspace of
A and for all j and m we have [km,
∑
i hijei] = 0. By Lemma 5.2, we have h =
h1+ . . .+hm′ corresponding to a splittingMW = H2×. . .×H2×Mm′+1×. . .×Mm
and each hk is traceless. Without loss of generality, we can assume that all
the hk are nonzero and hence the vectors
∑
i hijei span a subspace p
′ ⊂ p that
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corresponds to the tangent space of the H2 × . . .×H2 factor. We have [k, p′] = 0
and for every e ∈ p′ pointing in the direction of one of the H2-factors, we have
[ki, e] = 0 for all but one i, which corresponds to this H
2-factor. This implies that
this H2-factor is already an H2-factor of M , contradicting the assumption of the
second part of the Lemma. 
5.7. The Einstein operator on Sym2 p—Parts involving a. In the following
three sections, we will analyze the operator−△+SW on Ep. We will use the trivial
Bochner formula −△ = ∇∗∇ on MW and we will show that SW is nonnegative
definite on Sym2 p and we will characterize the nullspace.
First observe that we have the splitting p = a⊕ a⊥ where a⊥ =∑α pα, which
induces a splitting Sym2 p = Sym2 a⊕ a · a⊥ ⊕ Sym2 a⊥.
Lemma 5.7. For every wall W ⊂ C, the restricted operator SW : Sym2 p →
Sym2 p preserves the splitting Sym2 p = Sym2 a ⊕ a · a⊥ ⊕ Sym2 a⊥ and SW is
positive definite on Sym2 a⊕ a · a⊥.
Proof. Let v, w ∈ a. We will need the following identity:
〈v, w〉 = tr[v, [w, ·]] =
n−r∑
l=1
〈
[v, [w, pl]], pl
〉− n−r∑
l=1
〈
[v, [w, kl]], kl
〉
= 2
n−r∑
l=1
αl(v)αl(w).
Hence
∑n−r
l=1 α
#
l αl(v) =
1
2
v. Recall also that by (3.2) [kl, pl] = −[xl, yl] = α#l .
Let now v, w ∈ a, i.e. v · w ∈ Sym2 a. Choose an orthonormal basis e1, . . . , er
of a and consider the orthonormal basis e1, . . . , er, p1, . . . , pn−r of p. Then, since
αl(v) = αl(w) = 0 and [pl, v] = 0
SW(v ·w) =
∑
m
(
αm(v)[km, pm] ·w+ αm(w)v · [km, pm]− 2αm(v)αm(w)pm · pm
)
− 2
∑
l
αl(v)pl · [kl, w] =
∑
m
(
αm(v)α
#
m · w + αm(w)v · α#m
)
= v · w.
So SW is positive definite on Sym2 a.
Now assume that v ∈ a and w ∈ a⊥, i.e. v · w ∈ a · a⊥. Then
SW(v · w) =
∑
m
(
αm(v)[km, pm] · w − v · [km, [km, w]] + 2αm(v)pm · [km, w]
)
− 2
∑
l
αl(v)pl · [kl, w] = 12v · w −
∑
m
v · [km, [km, w]]
Hence SW maps the space a · a⊥ to itself and it can be expressed as a tensor
product of the identity on a and the map
a⊥ → a⊥, w 7→ 1
2
w −
∑
m
[km, [km, w]]
This map is positive definite, and so is the tensor product. 
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5.8. The Einstein operator on Sym2 p—The part Sym2 a
⊥. It remains to
analyze the operator SW on Sym2 a
⊥. This case is the most complicated one
since we have to deal with the richer nilpotent structure on n. We will find out
that SW is nonnegative definite on this space and that the nullspace corresponds
exactly to certain deformations of n. In the next subsection, we will then show
that in many cases such deformations do not exist and hence SW is positive
definite.
As a first step it will be essential to express the operator SW in terms of the
nilpotent structure on n. In order to do this, we first need to discuss how we can
recover the complete structure of the Lie-algebra g from the nilponent structure
on n and the roots αl. Recall that n is spanned by the basis vectors x1, . . . , xn−r
which are orthonormal with respect to the scalar product (·, ·) = −〈·, σ·〉. We
define the symbol
(
i j
k
)
by the following identity:
[xi, xj] =
∑
k
(
i j
k
)
xk.
Then
(
i j
k
)
is a (1, 2)-tensor on n in the indices i, j, k and it is antisymmetric in i
and j. Since n is nilpotent, we know that
(
i l
l
)
= 0 for all i and l, so in particular
∑
l
(
i l
l
)
= tr
(
i ·
·
)
= 0. (5.7)
Moreover, by nilpotency we know that
(
i j
k
)
or
(
i′ k
j
)
cannot both be nonzero.
Hence ∑
j,k
(
i j
k
)(
i′ k
j
)
= 0. (5.8)
Observe that equations (5.7) and (5.8) are tensorial, i.e. they also stay true if we
change the orthonormal basis x1, . . . , xn−r.
The symbol
(
i j
k
)
contains all the information on the structure of the nilpotent
Lie group n. Using this information and the roots α1, . . . , αn−r ∈ a∗, we will now
reconstruct the structure of the Lie algebra g. First, we analyze terms of the form
[xi, yj]. We have for any l:
〈
[xi, yj], yl
〉
=
〈
[yj, yl], xi
〉
=
〈
[xj , xl], yi
〉
= −
(
j l
i
)
.
So if prn denotes the projection on n, we have
prn([xi, yj]) =
∑
l
(
j l
i
)
xl.
Furthermore, we can compute that
〈
[xi, yj], xl
〉
= −〈[xi, xl], yj〉 = (i lj
)
.
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Hence
prn−([xi, yj]) = −
∑
l
(
i l
j
)
yl.
Finally, for any v ∈ a,〈
[xi, yj], v
〉
=
〈
[v, xi], yj
〉
= αi(v)
〈
xi, yj
〉
= −δijαi(v).
So
pra([xi, yj]) = −δijα#i .
We can thus write down the projection of [xi, yj] onto the space k
⊥
0 = a⊕ n⊕ n−:
prk⊥0 ([xi, yj]) =
∑
l
(
j l
i
)
xl −
∑
l
(
i l
j
)
yl − δijα#i
=
1√
2
∑
l
[(
j l
i
)
−
(
i l
j
)]
kl +
1√
2
∑
l
[(
j l
i
)
+
(
i l
j
)]
pl − δijα#i (5.9)
Understanding the part of [xi, yj] in k0 is more difficult, because we did not
introduce an orthonormal basis on this space. Hence, the best we can do here is
to determine the scalar product of two such terms.〈
[xi, yj], [xi′, yj′]
〉
= −〈[[xi, yj], yj′], xi′〉 = −〈[[xi, yj′], yj], xi′〉− 〈[xi, [yj, yj′]], xi′〉
=
〈
[xi, yj′], [xi′ , yj]
〉
+
〈
[xi, xi′], [yj, yj′]
〉
=
〈
[xi, yj′], [xi′ , yj]
〉−∑
l
(
i i′
l
)(
j j′
l
)
=
〈
[xi, yj′], σ[xi′ , yj]
〉
+ 2
〈
[xi, yj′], prp([xi′ , yj])
〉−∑
l
(
i i′
l
)(
j j′
l
)
= −〈[xi, yj′], [xj , yi′]〉+∑
l
{(
j′ l
i
)
+
(
i l
j′
)}{(
j l
i′
)
+
(
i′ l
j
)}
−
∑
l
(
i i′
l
)(
j j′
l
)
+ 2δij′δi′j
〈
α#i , α
#
i′
〉
.
We will now repeat this process twice while permuting j → j′ → i′ → j.
〈
[xi, yj′], [xj , yi′]
〉
= −〈[xi, yi′], [xj′ , yj]〉 +∑
l
{(
i′ l
i
)
+
(
i l
i′
)}{(
j′ l
j
)
+
(
j l
j′
)}
−
∑
l
(
i j
l
)(
j′ i′
l
)
+ 2δii′δjj′
〈
α#i , α
#
j
〉
,
〈
[xi, yi′], [xj′, yj]
〉
= −〈[xi, yj], [xi′ , yj′]〉 +∑
l
{(
j l
i
)
+
(
i l
j
)}{(
i′ l
j′
)
+
(
j′ l
i′
)}
−
∑
l
(
i j′
l
)(
i′ j
l
)
+ 2δijδi′j′
〈
α#i , α
#
i′
〉
.
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So if we add the first and third equation and subtract the second one, we obtain
〈
[xi, yj], [xi′ , yj′]
〉
=
1
2
∑
l
[{(
j′ l
i
)
+
(
i l
j′
)}{(
j l
i′
)
+
(
i′ l
j
)}
−
{(
i′ l
i
)
+
(
i l
i′
)}{(
j′ l
j
)
+
(
j l
j′
)}
+
{(
j l
i
)
+
(
i l
j
)}{(
i′ l
j′
)
+
(
j′ l
i′
)}]
− 1
2
∑
l
[(
i i′
l
)(
j j′
l
)
+
(
i j
l
)(
i′ j′
l
)
+
(
i j′
l
)(
i′ j
l
)]
+ δij′δi′j
〈
α#i , α
#
j
〉− δii′δjj′〈α#i , α#j 〉+ δijδi′j′〈α#i , α#i′ 〉.
For any i, i′, j, j′ set
Aiji′j′ = δij′δi′j
〈
α#i , α
#
j
〉− δii′δjj′〈α#i , α#j 〉+ δijδi′j′〈α#i , α#i′ 〉
and interpret Aiji′j′ as a (0, 4)-tensor on n.
We will now calculate the curvature. In order to simplify calculations later on,
we will for the moment assume that x1, . . . , xn−r is any orthonormal basis of n
with respect to the scalar product (·, ·), i.e. the xi do not satisfy the grading of n
anymore and there is no root associated to them. We furthermore set yi = σxi,
ki =
1√
2
(xi+ yi) and pi =
1√
2
(xi− yi). Observe that we can still use the identities
above as long as they are tensorial.
We now calculate the sectional curvature on the plane span{pa, pb} using (3.5):
4Rabba = 4
〈
[pa, pb], [pa, pb]
〉
=
〈
[xa − ya, xb − yb], [xa − ya, xb − yb]
〉
= 2
〈
[xa, xb], [ya, yb]
〉− 4〈[xa, xb], [xa, yb]〉− 4〈[xa, xb], [ya, xb]〉
+ 2
〈
[xa, yb], [xa, yb]
〉
+ 2
〈
[xa, yb], [ya, xb]
〉
= −2
∑
l
(
a b
l
)2
− 4
∑
l
(
a b
l
)〈
xl, [xa, yb]
〉− 4(a b
l
)〈
xl, [ya, xb]
〉
+
∑
l
[{(
b l
a
)
+
(
a l
b
)}{(
b l
a
)
+
(
a l
b
)}
−
{(
a l
a
)
+
(
a l
a
)}{(
b l
b
)
+
(
b l
b
)}
+
{(
b l
a
)
+
(
a l
b
)}{(
a l
b
)
+
(
b l
a
)}]
−
∑
l
[(
a a
l
)(
b b
l
)
+
(
a b
l
)(
a b
l
)
+
(
a b
l
)(
a b
l
)]
+ 2Aabab
−
∑
l
[{(
a l
a
)
+
(
a l
a
)}{(
b l
b
)
+
(
b l
b
)}
−
{(
b l
a
)
+
(
a l
b
)}{(
a l
b
)
+
(
b l
a
)}
+
{(
b l
a
)
+
(
a l
b
)}{(
b l
a
)
+
(
a l
b
)}]
+
∑
l
[(
a b
l
)(
b a
l
)
+
(
a b
l
)(
b a
l
)
+
(
a a
l
)(
b b
l
)]
− 2Aabba
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= −6
∑
l
(
a b
l
)2
+ 2
∑
l
{(
a l
b
)
+
(
b l
a
)}2
− 8
∑
l
(
a l
a
)(
b l
b
)
− 4
∑
l
(
a b
l
)(
a l
b
)
+ 4
∑
l
(
a b
l
)(
b l
a
)
+ 2Aabab − 2Aabba.
We will also need
4
〈
[km, pa], [km, pa]
〉
=
〈
[xm + ym, xa − ya], [xm + ym, xa − ya]
〉
= −2〈[xm, xa], [ym, ya]〉− 4〈[xm, xa], [xm, ya]〉+ 4〈[xm, xa], [ym, xa]〉
+ 2
〈
[xm, ya], [xa, ym]
〉
+ 2
〈
[xm, ya], [xm, ya]
〉
=
∑
l
(
2
(
m a
l
)2
− 4
(
m a
l
)〈
xl, [xm, ya]
〉
+ 4
(
m a
l
)〈
xl, [ym, xa]
〉
+
[{(
m l
m
)
+
(
m l
m
)}{(
a l
a
)
+
(
a l
a
)}
−
{(
a l
m
)
+
(
m l
a
)}{(
m l
a
)
+
(
a l
m
)}
+
{(
a l
m
)
+
(
m l
a
)}{(
a l
m
)
+
(
m l
a
)}]
−
[(
m a
l
)(
a m
l
)
+
(
m a
l
)(
a m
l
)
+
(
m m
l
)(
a a
l
)]
+
[{(
a l
m
)
+
(
m l
a
)}{(
a l
m
)
+
(
m l
a
)}
−
{(
m l
m
)
+
(
m l
m
)}{(
a l
a
)
+
(
a l
a
)}
+
{(
a l
m
)
+
(
m l
a
)}{(
m l
a
)
+
(
a l
m
)}]
−
[(
m m
l
)(
a a
l
)
+
(
m a
l
)(
m a
l
)
+
(
m a
l
)(
m a
l
)])
+ 2Amaam + 2Amama
=
∑
l
(
2
(
m a
l
)2
+ 2
{(
a l
m
)
+
(
m l
a
)}2
− 4
(
m a
l
)(
m l
a
)
− 4
(
m a
l
)(
a l
m
))
+ 2Amaam + 2Amama.
We can use these calculations to express the operator SW on Sym2 a
⊥. Consider
a symmetric bilinear form h ∈ Sym2 a⊥. Let {pa} be an orthonormal basis of a⊥
that diagonalizes h and that obeys the splitting p = a ⊕ a⊥. On ⊕α pα we
can just choose the standard orthonormal basis {pa}. Corresponding to this
new orthonormal basis p1, . . . , pn−r of
⊕
α pα there is then an orthonormal basis
x1, . . . , xn−r of n such that for ya = σxa, we have pa = 1√2(xa− ya). Moreover, we
set ka =
1√
2
(xa + ya). Observe that x1, . . . , xn−r respects the splitting n = n⊕ n,
i.e. {xa} is a basis for n and {xa} one for n.
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Let {λa} be the eigenvalues of h, i.e. h =
∑
a λapa · pa. We can compute
4〈Rm(h), h〉 =
∑
a,b,a′,b′
4Rabb′a′haa′hbb′ =
∑
a,b
4Rabbaλaλb
=
∑
a,b,l
(
− 6
(
a b
l
)2
+ 2
{(
a l
b
)
+
(
b l
a
)}2
− 8
(
a l
a
)(
b l
b
)
− 4
(
a b
l
)(
a l
b
)
+ 4
(
a b
l
)(
b l
a
))
λaλb + 2
∑
a,b
(Aabab − Aabba)λaλb
(5.10)
and
4
∑
a,m
〈
[km, [km, pa]], pa
〉
λ2a + 4
∑
a,b,m
〈
[km, pa], pb
〉2
λaλb
= −
∑
a,m,l
(
2
(
m a
l
)2
+ 2
{(
a l
m
)
+
(
m l
a
)}2
− 4
(
m a
l
)(
m l
a
)
− 4
(
m a
l
)(
a l
m
))
λ2a
− 2
∑
a,m
(Amaam + Amama)λ
2
a + 2
∑
a,b,m
{(
m a
b
)
−
(
m b
a
)
−
(
a b
m
)}2
λaλb
= −2
∑
x,y,z
(λ2x + λ
2
y + λ
2
z)
(x y
z
)2
− 2
∑
a,m,l
{(
a l
m
)
+
(
m l
a
)}2
λ2a
+ 2
∑
a,b,m
{(
m a
b
)
−
(
m b
a
)
−
(
a b
m
)}2
λaλb − 2
∑
a,m
(Amaam + Amama)λ
2
a.
(5.11)
Here, we have used the following two identities: First, by (5.8) and the fact that(
a l
m
)
= 0 ∑
m,l
(
m a
l
)(
a l
m
)
=
∑
m,l
(
m a
l
)(
a l
m
)
= 0
and secondly by exchange of l and m∑
m,l
{(
a l
m
)(
m l
a
)
−
(
m a
l
)(
m l
a
)}
= 0.
We can finally express the operator SW . For this note that the right hand side
of (5.3) is equal to the negative of the sum of the quantities of (5.11) and (5.10).
2〈SWh, h〉 = 2
∑
x,y,z
(λx + λy − λz)2
(x y
z
)2
+ 8
∑
a,b,l
(
a l
a
)(
b l
b
)
λaλb
+ 2
∑
a,m,l
{(
a l
m
)
+
(
m l
a
)}2
λ2a − 2
∑
a,b,l
{(
a l
b
)
+
(
b l
a
)}2
λaλb
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− 2
∑
a,b
(Aabab −Aabba)λaλb + 2
∑
a,m
(Amaam + Amama)λ
2
a
= 2
∑
x,y,z
(λx + λy − λz)2
(x y
z
)2
+ 8
∑
l
{∑
a
λa
(
a l
a
)}2
+
∑
a,b,l
{(
a l
b
)
+
(
b l
a
)}2
(λa − λb)2
− 2
∑
a,b
(Aabab −Aabba)λaλb + 2
∑
a,m
(Amaam + Amama)λ
2
a.
We will now show that the last line is always nonnegative. This will then establish
the nonnegativity of SW . To carry out the calculation, we rewrite the last line in
tensorial form:
−2
∑
a,a′,b,b′
(Aaba′b′ −Aabb′a′)haa′hbb′ + 2
∑
a,a′,l,m
(Amaa′m + Amama′)halhla′
and we return to the original orthonormal basis x1, . . . , xn−r, which obeys the
nilpotent grading of n. Then the expression above becomes
−2
∑
a,b
(habhba−haahbb+habhab−haahbb+habhba−habhab)
〈
α#a , α
#
b
〉
+4
∑
a,l
h2al|α#a |2
= 4
∣∣∣∑
a
haaα
#
a
∣∣∣2 + 2∑
a,b
h2ab|α#a − α#b |2.
So SW is indeed nonnegative definite on Sym2 a
⊥ and the nullspace consists
exactly of those h =
∑
ab habpa · pb (for hab = hba and the original orthonormal
basis x1, . . . , xn−r, which respects the grading of n) that satisfy the following five
identities (5.12)-(5.16) below
∑
i
hai
(
i b
c
)
+
∑
i
hbi
(
a i
c
)
=
∑
i
hci
(
a b
i
)
(5.12)
∑
i
hiiαi = 0 (5.13)
hab = 0 if αa 6= αb (5.14)∑
i,j
hij
(i a
j
)
= 0 (5.15)
Observe that condition (5.14) implies that if h lies in the nullspace of SW , then
it has block form with respect to the splitting
⊕
α pα and hence we can find an
orthonormal basis x1, . . . , xn−r which both respects the nilpotent grading of n
and for which the associated orthonormal basis p1, . . . , pn−r diagonalizes h. In
this basis, we see that identity (5.15) is redundant. In the said basis, the fifth
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identity characterizing the nullspace is
haa = hbb if
(
a l
b
)
+
(
b l
a
)
6= 0 for some l. (5.16)
5.9. Analysis of the nullspace. Let h ∈ Sym2 a⊥W be a symmetric bilinear form
on a⊥W . In the last subsection we found that h lies in the nullspace NW ⊂ Sym2 a⊥
of SW if and only if it satisfies the identities (5.12)-(5.16). Set a⊥ = a⊥C =
⊕
α pα
and let N = NC ⊂ Sym2 a⊥ be the nullspace corresponding to C. In other words,
N is the space of bilinear forms h ∈ Sym2 a⊥ satisfying∑
i
hai
(
i b
c
)
+
∑
i
hbi
(
a i
c
)
=
∑
i
hci
(
a b
i
)
(5.17)
∑
i
hiiαi = 0 (5.18)
hab = 0 if αa 6= αb (5.19)
(Recall that identity (5.15) is redundant.) In other words, we can say that N is
the space of all h ∈ Sym2 a⊥ that are in block form with respect to the splitting
a⊥ =
⊕
α pα and that satisfy the following two identities if h =
∑n−r
a=1 λapa · pa for
an orthonormal basis p1, . . . , pn−r for which the associated x1, . . . , xn−r respect
the nilpotent grading of n:
λa + λb = λc if
(
a b
c
)
6= 0 (5.20)∑
i
λiαi = 0 (5.21)
Lemma 5.8. For every wallW ⊂ C consider the embedding Sym2 a⊥W ⊂ Sym2 a⊥.
Then NW = N ∩ Sym2 a⊥W .
Proof. Let h ∈ NW and interpret h as a symmetric bilinear form on a⊥. Then
identy (5.21) is obviously satisfied as well as (5.20) in the case in which a, b, c
are of type a, b, c. If c is of type c, then a and b must be of a and b to guarantee(
a b
c
) 6= 0, but in this case both sides vanish. If a is of type a and c of type c,
then b must be of type b. So since one of the expressions
(
b a
c
)
and
( c a
b
)
has to
vanish, we can use (5.16) to conclude (5.20). The same is true reversing the roles
of a and b.
Let now on the other hand h ∈ N ∩Sym2 a⊥W and consider the diagonalizing ba-
sis p1, . . . , pn−r. Since (5.12)-(5.14) are trivially satisfied and (5.15) is redundant,
we only need to establish (5.16). This follows from identity (5.20) for b = l. 
We will now analyze the nullspace N . By the following Lemma, we can restrict
our analysis to irreducible symmetric spaces.
Lemma 5.9. Assume that g has a de Rham decomposition g1 ⊕ . . .⊕ gm. Then
N = N1 ⊕ . . .⊕Nm where Ni is the nullspace corresponding to gi.
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Proof. By (5.19) every h ∈ N takes block form with respect to the (coarse)
splitting a⊥ = a⊥1 ⊕ . . . a⊥m coming from the de Rham decomposition. The other
direction is clear. 
Lemma 5.10. Consider an h ∈ N and choose a diagonalizing orthonormal basis
x1, . . . , xn−r as above.
Assume that for two indices a, b we have αa = αb = α0 and that there is a
representation
xa =
∑
u,v
Auv[xu, xv] +
∑
u,v
Buv[xu, yv] (5.22)
such that Buv = 0 whenever αv = α0. Then λa = λb
Proof. Using the subspaces
gα,λ = span{xi : αi = α, λi = λ}
g−α,−λ = span{yi : αi = α, λi = λ} = σgα,λ,
we obtain refined splittings
n =
⊕
α∈∆+,λ
gα,λ and n
− =
⊕
α∈∆+,λ
g−α,−λ.
By (5.20) and (5.9), we conclude[
gα,λ, gα′,λ′
] ⊂ gα+α′,λ+λ′[
gα,λ, g−α′,−λ′
] ⊂ gα−α′,λ−λ′ if α 6= α′.
Consider the representation (5.22) of xa and observe that [xu, xv] ∈ gαu+αv ,λu+λv
and [xu, yv] ∈ gαu−αv,λu−λv . So if we set Auv = 0 whenever αu + αv 6= α0 or
λu + λv 6= λa as well as Buv = 0 whenever αu − αv 6= α0 or λu − λv 6= λa,
representation (5.22) continues to hold. We will assume this property from now
on.
Now observe that by (5.9), we have [xa, yb] ∈ k0 and hence [xa, yb] = σ[xa, yb] =
[ya, xb]. We can therefore compute using (3.2)
[[xa, yb], xa] = [[ya, xb], xa] = [[xa, xb], ya] + [[ya, xa], xb] = [[xa, xb], ya] + |α#0 |2xb
By looking at the right hand side, we conclude that [[xa, yb], xa] ∈ gα0,λb . More-
over, this expression does not vanish, since taking the scalar product with yb
yields 〈
[[xa, yb], xa], yb
〉
=
〈
[xa, xb], [ya, yb]
〉− |α#0 |2 < 0.
We will now show that also [[xa, yb], xa] ∈ gα0,2λa−λb. This will then imply
λa = λb. Using the representation (5.22), we find
[[xa, yb], xa] =
∑
u,v
Auv[[[xu, xv], yb], xa] +
∑
u,v
Buv[[[xu, yv], yb], xa]
=
∑
u,v
Auv
(
[[[yb, xv], xu], xa] + [[[xu, yb], xv], xa]
)
+
∑
u,v
Buv
(
[[[yb, yv], xu], xa] + [[[xu, yb], yv], xa]
)
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=
∑
u,v
Auv
(
[[xa, xu], [yb, xv]] + [[[yb, xv], xa], xu]
+ [[xa, xv], [xu, yb]] + [[[xu, yb], xa], xv]
)
+
∑
u,v
Buv
(
[[xa, xu], [yb, yv]] + [[[yb, yv], xa], xu]
+ [[xa, yv], [xu, yb]] + [[[xu, yb], xa], yv]
)
This implies [[xa, yb], xa] ∈ gα0,2λa−λb since none of the successive Lie brackets
lie in g0. Note here that for the seventh term, we have used the property that
Buv = 0 if αv = α0. 
Lemma 5.11. Assume that g is the Lie algebra of an irreducible symmetric space.
If its rank is greater than 1, then every xa has a representation (5.22).
If its rank is equal to 1, then ∆ = {−α′, 0, α′} or ∆ = {−2α′,−α′, 0, α′, 2α′} and
every xa ∈ g2α′ has a representation (5.22).
Proof. Set α0 = αa and consider the following subspace of gα0 :
V =
{∑
u,v
Auv[xu, xv] +
∑
u,v
Buv[xu, yv] : Buv = 0 if αv = α0
}
∩ gα0 .
Assume that V 6= gα0 . Then there is an x ∈ gα0 such that for y = σx we have〈
[xu, xv], y
〉
= 0 for all u, v and
〈
[xu, yv], y
〉
= 0 if αv 6= α0.
This implies that
[xu, y] has no component in g−αv for all u, v,
[xu, y] has no component in gαv if αv 6= α0,
[yv, y] has no component in g−αu if αv 6= α0.
Hence, we conclude that
[gβ , y] = 0 if β ∈ ∆ \ {−2α0,−α0, 0, α0, 2α0}.
Applying σ yields [gβ, x] = 0 for the same β’s. So we also have
0 = [gβ, [y, x]] = [gβ, α
#].
This implies that 〈α#, β#〉 = 0 for all β ∈ ∆ \ {−2α0,−α0, 0, α0, 2α0}. In the
higher rank case this contradicts the irreducibility of g.
In the rank 1 case, the Lemma follows from the fact that g2α′ = [gα′ , gα′ ]. 
We will now completely analyze the case in which g is the Lie algebra of a rank
1 symmetric space M . The only possibilities here are real, complex, quaternionic
and octonionic hyperbolic space:
RHn, CH2n, HH4n, OH16
where n ≥ 2. The symbols H and O denote the division algebras of the quater-
nions and the octonions. We left out the spaces CH2 and HH4 since they are
isometric to RH2 resp. RH4. Observe that octonionic hyperbolic space only
exists in dimension 16.
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Obviously, a has dimension 1. The set of positive roots ∆+ consists of a single
root α in the real case and two roots α, 2α in the other cases. We can model the
algebraic structure of the root spaces in the following way (see e.g. [Mos, §19]):
Let K = R,C,H or O depending on which space we look at. Denote by ImK =
{v ∈ K : v = −v} the imaginary subspace. Observe that dim ImK = dimK−1.
In the case K = O let n = 2. We have the identifications
gα = Kn−1, g2α = ImK. (5.23)
For v, w ∈ gα = Kn−1 set
(v, w) = v1w1 + . . .+ vn−1wn−1.
Then we can describe the Lie algebra structure on n = gα ⊕ g2α by
[v, w] = 2 Im(v, w).
Lemma 5.12. If g is the Lie algebra of a rank 1 symmetric space M , then we
can describe the nullspace N as follows (n ≥ 2)
(1) If M = RHn, then a⊥ ∼= Rn−1 and N = {h ∈ Sym2Rn−1 : tr h = 0}.
(2) If M = CH2n, then a⊥ ∼= Cn−1⊕R. View Cn−1 as R-vector space and let the
endomorphism J denote multiplication by i.
Then N = {h ∈ Sym2Cn−1 : Jh + hJ = 0}.
(3) If M = HH4n or M = OH16, then N = {0}.
Proof. Let K = R,C,H or O and recall the identifications (5.23). We will fur-
thermore identify n with a⊥ via the map x 7→ 1√
2
(x − σx) and sometimes view
symmetric bilinear forms on a⊥ as endomorphisms on n. Then a symmetric bi-
linear form h lies in N if and only if
(i) h = h0 + h1 for symmetric bilinear forms h0, h1 on gα = Kn−1 resp. g2α =
ImK (see (5.19)).
(ii) For all v, w ∈ Kn−1, we have [h0(v), w] + [v, h0(w)] = h1([v, w]) (see (5.17)).
(iii) trh0 + 2 trh1 = 0 (see 5.18).
Hence, the case K = R is settled.
Now assume that ImK is nontrivial. By Lemmas 5.10 and 5.11, we conclude
that h1 = λ id for some λ. Let x1, . . . , xd−1 be an orthonormal basis of g2α = ImK
and set yi = xi. For each i = 1, . . . , d − 1 define an endomorphism Ji ∈ End gα
by 〈
Jiv, w
〉
=
〈
Im(v, w), yi
〉
.
The Ji are antisymmetric and satisfy J
2
i = −1 (in the case K = C, we have
J1 = J). So condition (ii) reads
Jih
0 + h0Ji = λJi for all i = 1, . . . , d− 1.
We conclude that 2 trh0 = d(n− 1)λ and hence by condition (iii) it follows that
0 = tr h0 + 2 trh1 = 1
2
d(n − 1)λ + (d − 1)λ = (1
2
dn + 1
2
d − 1)λ and thus λ = 0.
This establishes the case K = C.
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In the case K = H we can choose x1, x2, x3 ∈ ImH such that x1x2 = x3 and
hence J1J2 = J3. Then
h0J3 = h
0J1J2 = −J1h0J2 = J1J2h0 = J3h0.
Together with J3h
0 + h0J3 = 0 this yields h
0 = 0.
Finally using a multiplication table, we see that in the case K = O we can
choose x1, . . . , x7 ∈ ImO such that J1J2J3J4J5J6 = J7. Hence with
h0J7 = h
0(J1 · · ·J6) = −J1h0(J2 · · ·J6) = . . . = (J1 · · ·J6)h0 = J7h0
and h0J7 + J7h
0 = 0, we conclude h0 = 0. 
5.10. Conclusion. We can finally give a proof of Proposition 5.1:
Proof of Proposition 5.1. The nonnegativity of λW follows from Lemmas 5.4, 5.5,
5.6, 5.7 and the calculations of subsection 5.8. In the caseM = Hn orM = CH2n,
the Proposition follows from Lemmas 5.2 and 5.12.
In order to show λ0 > 0, in the case in whichM does not contain any hyperbolic
or complex hyperbolic factor, we only need to show that NW = {0}. By Lemma
5.8, it suffices to show N = {0} and by Lemma 5.9, we can assume that M is
irreducible. For the rank 1 case we use Lemma 5.12 and the case M = H2 is clear
(see Example B in subsection 4.1).
Assume now that M is irreducible and of higher rank and let h =
∑n−r
a=1 λapa ·
pa ∈ N . Lemmas 5.10 and 5.11 yield that λa = λb whenever αa = αb. Hence the
eigenvalue λa depends only on the root αa. Consider the simple roots β1, . . . , βr
of ∆+ and let λ′1, . . . , λ
′
r be the corresponding eigenvalues.
We now show that n is generated by the linear subspace
r⊕
i=1
gβi.
Let αa ∈ ∆+ be a positive root. Since αa can be expressed as a linear combination
of the βi with positive coefficients, there must be an i ∈ {1, . . . , r} such that
〈α#a , β#i 〉 > 0 and such that αa−βi ∈ ∆+. Consider the vectors xa ∈ gα, ya ∈ g−α,
xi ∈ gβi, yi ∈ g−βi and recall that ya = σxa, yi = σxi and [xa, ya] = −α#a ,
[xi, yi] = −β#i . Then similarly as in the proof of Lemma 5.2
0 < 〈α#a , β#i 〉 =
〈
[xa, ya], [xi, yi]
〉
=
〈
[xa, yi], [xi, ya]
〉
+
〈
[xa, xi], [ya, yi]
〉
Since 〈[xa, xi], [ya, yi]〉 = 〈[xa, xi], σ[ya, yi]〉 ≤ 0, we must have
0 <
〈
[xa, yi], [xi, ya]
〉
= −〈ya, [xi, [xa, yi]]〉.
So xa ∈ [gαa−βi, gβi]. We find gαa = [gαa−βi, gβi]. This proves the claim.
By (5.20) we find that whenever α =
∑r
i=1 kiβi we have λa =
∑r
i=1 kiλi. So
there is an element v ∈ a such that λa = αa(v) for all a. By (5.21) and the first
identity in the proof of Lemma 5.7 we conclude
0 =
n−r∑
a=1
αa(v)α
#
a =
1
2
v
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and hence h = 0. This proves the desired result. 
6. Proofs of the main theorems
6.1. Introduction. In this section, we will prove the stability results Theorems
1.1 and 1.2. Consider a solution (gt)t∈[0,T ) to Ricci deTurck flow (2.2). Recall
from subsection 2.1 that we can write the evolution equation for ht = gt − g as
∂tht + Lht = Qt = Rt +∇∗St (6.1)
where
|Qt| ≤ C(|∇ht|2 + |ht||∇2ht|), |Rt| ≤ C|∇ht|2, |St| ≤ C|ht||∇ht|.
Let kt ∈ C∞(M ×M ; Sym2 T ∗M ⊠ (Sym2 T ∗M)∗) be the kernel of the Einstein
operator L, i.e.
∂tkt(·, x1) = −Lkt(·, x1) and kt(·, x1) t→0−−→ δx1 idSym2 T ∗x1M .
For (x1, t1) ∈M × [0, T ) and 0 ≤ t0 < t1, we obtain by convolution
h(x1, t1) =
∫
M
kt1−t0(x1, x)ht0(x)dx+
∫ t1
t0
∫
M
kt1−t(x1, x)Qt(x)dxdt
=
∫
M
kt1−t0(x1, x)ht0(x)dx
+
∫ t1
t0
∫
M
(
kt1−t(x1, x)Rt(x) +∇kt1−t(x1, x)St(x)
)
dxdt. (6.2)
We will frequently make use of this identity.
In the next subsection, we prove Theorem 1.1. In order to establish Theorem
1.2, we first derive some more precise short-time estimates in subsection 6.3.
Then, we present a trick involving the geometry of negative sectional curvature
to obtain a good estimate on the linearized equation in subsection 6.4. Finally,
we prove Theorem 1.2 in subsection 6.5.
6.2. Proof of Theorem 1.1.
Proof of Theorem 1.1. Observe that by passing to its universal cover, we can
always assume M to be simply connected.
By Theorem 4.3 and Proposition 5.1, we know that there are constants λ > 0
and C <∞ such that we have the following bound on the heat kernel
‖kt(x1, ·)‖L1(M) ≤ Ce−λt for all x1 ∈M and t > 0.
Let ε0 > 0 be a small constant which we will determine in the course of the
proof and define Tmax to be the maximum over all T such that Ricci deTurck
flow ht starting from h0 = g0 − g exists on [0, T ) and satisfies ‖ht‖L∞(M) < ε0
everywhere. In the following, we will show that for sufficiently small ε0, we have
‖ht‖L∞(M) ≤ C1εe−λt where ε is the constant that controls ‖h0‖L∞(M). Hence, if ε
is small enough, we conclude that ‖ht‖L∞(M) < ε0/2 on [0, Tmax) and Proposition
2.4 yields Tmax =∞.
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Now set for every t1 ∈ [0, Tmax)
Zt1 = max
t∈[0,t1]
eλt‖ht‖L∞(M)
Again, by Proposition 2.4, we find that if we choose ε small enough, we have
Tmax > τs.e. and Zτs.e. ≤ Cε. By Corollary 2.3, we conclude that for sufficiently
small ε0, we have for all t ∈ [τs.e., Tmax)
‖∇mht‖L∞(M) ≤ CmZte−λt =⇒ ‖Qt‖L∞(M) ≤ CZ2t e−2λt.
We now use (6.2) for t1 > t0 = τs.e.:
ht1(x1) =
∫
M
kt1−τs.e.(x1, x)hτs.e.(x)dx+
∫ t1
τs.e.
∫
M
kt1−t(x1, x)Qt(x)dxdt
to obtain the estimate
|ht1 |(x1) ≤ Cεe−λt1 + CZ2t1
∫ t1
τs.e.
e−λ(t1−t)e−2λtdt ≤ Cεe−λt1 + CZ2t1e−λt1 .
We conclude that there is a constant C0 <∞ such that
Zτs.e. ≤ C0ε and Zt ≤ C0(ε+ Z2t ) for all t ∈ [τs.e., Tmax).
Now assume ε < (2C0)
−2. Observe that since Zt is continuous in t, either Zt ≤
2C0ε holds for all times t ∈ [τs.e., Tmax) or there is a time t ∈ [τs.e., Tmax) with
Zt = 2C0ε. However, the latter case immediately gives a contradiction:
2C0ε = Zt ≤ C0(ε+ Z2t ) = C0(ε+ 4C20ε2) < 2C0ε.
This implies the claim for C1 = 2C0. 
6.3. Short-time estimates. In this subsection, we establish some analytical
facts that are needed later in the proof of Theorem 1.2. Our main result will
be Lemma 6.2, which states that a small perturbation that has a representation
as in the assumption of Theorem 1.2, will continue having such a representation
for a small times and there are suitable a priori derivative estimates. We will
partially make use of methods developed in [KL].
Lemma 6.1. There is an ε0 > 0 and constants εm > 0 such that: Let r1 < 1,
t1 = r
2
1, x1 ∈ M and assume that (ht)t∈[0,t1] is a solution to (6.1) on B2r1(x1).
Then if |ht| < ε0 everywhere,
r
− 1
2
(n+2)
1 ‖∇h‖L2(Br1 (x1)×[0,r21]) ≤ Cr
−1− 1
2
(n+2)
1 ‖h‖L2(B2r1 (x1)×[0,r21])
+ Cr
−1− 1
2
n
1 ‖h0‖L2(B2r1 (x1)).
Moreover, if |ht| < εm everywhere, we have for all (x, t) ∈ Br1(x1)× [12t1, t1]
|∇mh|(x, t) ≤ Cmr−m−
1
2
(n+2)
1 ‖h‖L2(B2r1 (x1)×[0,r21]).
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Proof. As for the first estimate consider a cutoff function η ∈ C∞(M) that is
equal to 1 on Br1(x1), vanishes outside B2r1(x1) and satisfies |∇η| ≤ Cr−11 . We
use ∂tht+∇∗∇ht = Rt+∇∗St and |Rt| ≤ C|∇ht|2, |St| ≤ C|ht||∇ht| to carry out
the following computation (integration will always be over B2r1(x1) and |ht| < ε0
is assumed to be sufficiently small)
1
2
∂t
∫
η2|ht|2 +
∫
η2|∇ht|2
≤
∫
η2|Rt||ht|+
∫
η2|St||∇ht|+ 2
∫
η|∇η||ht||∇ht|+ 2
∫
η|∇η||St||ht|
≤
∫
η2|Rt||ht|+
∫
η2|St|2 + 14
∫
η2|∇ht|2 + 4
∫
|∇η|2|ht|2
+ 1
4
∫
η2|∇ht|2 +
∫
η2|St|2 +
∫
|∇η|2|ht|2
≤ 3
4
∫
η2|∇ht|2 + 5
∫
|∇η|2|ht|2
Hence ∫ t1
0
∫
B2r1 (x1)
η2|∇ht|2 ≤ Cr−21
∫ t1
0
∫
B2r1 (x1)
|ht|2 + 2
∫
B2r1 (x1)
η2|h0|2.
This establishes the first inequality.
In order to prove the second inequality, we first choose constants ρm = 1+2
−m
and τm =
1
2
− 2−m−2 for m ≥ 0. Observe that 1 < ρm ≤ 2 decreases and
1
4
≤ τm < 12 increases in m. For the following fix m ≥ 0 and consider a cutoff
function η ∈ C∞(M) that is equal to 1 on Bρm+1r1(x1), vanishes outside Bρmr1(x1)
and satisfies |∇η| < Cmr−11 . If we differentiate (6.1) m times, we obtain
∂t
(∇mht)+∇∗∇(∇mht) = [∇∗∇,∇m]ht +Q(m)t
where
Q
(m)
t =
∑
i1+...+ik=m+2, k≥2,
i1≥0, i2,...,ik≥1
∇i1ht ∗ . . . ∗ ∇ikht.
Now observe that by Corollary 2.3 and the bound |ht| < εm, we have |∇ih| ≤
C ′iεmr
−i
1 for all i ≤ m+ 2 on M × [τmt1, t1] if εm is sufficiently small. Hence, we
can bound the two extra terms as follows
|Q(m)t | ≤ Cm
m+1∑
i=0
r−m−2+i1 |∇iht|,
∣∣[∇∗∇,∇m]ht∣∣ ≤ Cm m∑
i=0
|∇iht| ≤ Cm
m∑
i=0
r−m−2+i1 |∇iht|.
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Hence similarly as before
1
2
∂t
∫
η2|∇mht|2 +
∫
η2|∇m+1ht|2
≤
∫
η2|Q(m)t ||∇mht|+
∫
η2
∣∣[∇∗∇,∇m]ht∣∣|∇mht|+ 2 ∫ η|∇η||∇m+1ht||∇mht|
≤ Cm
m∑
i=0
r−m−2+i1
∫
η2|∇iht||∇mht|+ Cmr−11
∫
η|∇m+1ht||∇mht|
≤ Cm
m∑
i=0
r−2m−2+2i1
∫
Bρmr1 (x1)
|∇iht|2 + 12
∫
η2|∇m+1ht|2.
So
∂t
∫
η2|∇mht|2 +
∫
η2|∇m+1ht|2 ≤ Cm
m∑
i=0
r−2m−2+2i1
∫
Bρmr1 (x1)
|∇iht|2.
We now multiply this inequality by t/t1− τm+ 1
2
and integrate it first from τm+ 1
2
t1
to some t′ ∈ [1
2
t1, t1] and then from τm+ 1
2
t1 to t1 to find
‖∇mht′‖L2(Bρm+1r1 (x1)) ≤ Cm
m∑
i=0
r−m−1+i1 ‖∇ih‖L2(Bρir1 (x1)×[τit1,t1]),
‖∇m+1h‖L2(Bρm+1r1 (x1)×[τm+1t1,t1]) ≤ Cm
m∑
i=0
r−m−1+i1 ‖∇ih‖L2(Bρir1 (x1)×[τit1,t1]).
Hence, by induction
‖∇mht′‖L2(Bρm+1r1(x1)) ≤ Cmr−m−11 ‖h‖L2(B2r1 (x1)×[0,t1])
and Sobolev embedding for large m yields the desired result. 
In the following let σ20 = τs.e. where τs.e. is the constant from Proposition 2.4.
Lemma 6.2. There are constants Am < ∞ and εm > 0 such that for all a ≥ 0,
b1, b2 ≥ 0, σ ≤ σ0, m ≥ 0 and q ≥ 2 we have:
Let (ht)t∈[0,σ2] be a solution to (6.1) and assume that |h0| < εm and h0 = h10 + h20
with |h10|, |h20| < εm and
|h10| ≤
b1
r + 1 + a
,
(∫
M
|h20|q
)1/q
≤ b2.
Then, there are continuous families (h1t )t∈[0,σ2], (h
2
t )t∈[0,σ2] with ht = h
1
t + h
2
t such
that for m = 0 and all t ∈ [0, σ2] or m ≥ 1 and all t ∈ [1
2
σ20, σ
2] we have
|∇mh1t |, |∇mh2t | < Amεm and
|∇mh1t | ≤
Amb1
r + 1 + a
,
(∫
M
|∇mh2t |q
)1/q
≤ Amb2.
Moreover, for all t ∈ [1
2
σ20 , σ
2] we have |∇mh2t | ≤ Amb2.
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Proof. Let B1, B2 be positive numbers, which will be determined later and assume
that all εm are bounded by some constant ε0 > 0. By Proposition 2.4, we have
|ht| < Cε0 on M × [0, σ2] for some C. Hence, there is some constant w ≤ Cε0
such that
|ht| ≤ u+ v + w (6.3)
for all t ∈ [0, σ2], where u, v ∈ C∞(M) are nonnegative scalar functions with
u =
B1b1
r + 1 + a
, ‖v‖Lq(M) ≤ B2b2. (6.4)
Suppose that w is chosen almost minimal with this property. In the following we
will show that we can rechoose v such that (6.3) even holds for 1
2
w. Hence, by
induction it holds for w = 0.
Consider some 0 < r1 ≤ σ, set t1 = r21 and for any x ∈M
Hr1(x) := r
− 1
q
(n+2)
1 ‖h‖Lq(B2r1 (x)×[0,t1]) + r
− 1
q
n
1 ‖h0‖Lq(B2r1 (x))
≤ Cu(x) + Cw + 2r−
n
q
1 ‖v‖Lq(B2r1 (x)).
Observe, that also Hr1(x) ≤ Cε0. By Lemma 6.1 we have the following estimates
(for (x′, t′) ∈ Br1(x)× [12t1, t1] and m not too large)
r
− 1
2
(n+2)
1 ‖∇h‖L2(Br1 (x)×[0,t1]) ≤ Cr
−1− 1
2
(n+2)
1 ‖h‖L2(B2r1 (x)×[0,t1])
+ Cr
−1− 1
2
n
1 ‖h0‖L2(B2r1 (x)) ≤ Cr−11 Hr1(x),
|∇mh|(x′, t′) ≤ Cmr−m−
1
2
(n+2)
1 ‖h‖L2(B2r1 (x)×[0,t1]) ≤ Cmr−m1 Hr1(x).
From this we obtain estimates on R = ∇h ∗ ∇h (again for (x′, t′) ∈ Br1(x) ×
[1
2
t1, t1])
r
−(n+2)
1 ‖R‖L1(Br1 (x)×[0,t1]) ≤ Cr−21 H2r1(x) ≤ Cr−21 ε0Hr1(x),
|R|(x′, t′) ≤ Cr−21 H2r1(x) ≤ Cr−21 ε0Hr1(x).
as well as on S = h ∗ ∇h
r
−(n+2)
1 ‖S‖L1(Br1 (x)×[0,t1]) ≤ r
− 1
2
(n+2)
1 ‖S‖L2(Br1 (x)×[0,t1]) ≤ Cr−11 ε0Hr1(x).
|S|(x′, t′) ≤ Cr−11 ε0Hr1(x).
We now use (6.2) for x1 ∈M and t0 = 0
h(x1, t1) =
∫
M
kt1(x1, x)h(x, 0)dx
+
∫ t1
0
∫
M
(
kt1−t(x1, x)R(x, t) +∇kt1−t(x1, x)S(x, t)
)
dxdt.
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We can bound the first integral
∫
M
using the fact that |kt1 |(x1, x) ≤ CΦr1(x1, x)
where Φr1(x1, x) = r
−n
1 exp(−18r−21 d2(x1, x)) (see Proposition 2.5)∣∣∫
M
∣∣ ≤ ∫
M
Cb1Φr1(x1, x)dx
r(x) + 1 + a
+ C
∫
M
Φr1(x1, x)|h20|(x)dx
≤ Cb1
r(x1) + 1 + a
+ C
∫
M
Φr1(x1, x)|h20|(x)dx.
As for the second integral, we split the domain of integration M × [0, t1] into two
parts: Ω = Br1(x1) × [12t1, t1] and its complement. For the integral over Ω, we
use the pointwise bounds on R and S as well as the fact that by Proposition 2.5∫
Br1 (x1)×[0, 12 t1]
|kt|(x1, x)dxdt ≤ Cr21,∫
Br1 (x1)×[0, 12 t1]
|∇kt|(x1, x)dxdt ≤ Cr1
to conclude∣∣∫
Ω
∣∣ ≤ Cε0Hr1(x1) ≤ Cε0u(x1) + Cε0w + Cε0r−nq1 ‖v‖Lq(B2r1 (x1)).
On M × [0, t1] \ Ω, we use the fact that by Proposition 2.5 we have the bounds
|kt1−t|(x1, x) < CΦr1(x1, x) and |∇kt1−t|(x1, x) < Cr−11 Φr1(x1, x) to conclude∣∣∫
M×[0,t1]\Ω
∣∣ ≤ C ∫
M
Φr1(x1, x)
(∫ t1
0
(|R(x, t)|+ r−11 |S(x, t)|)dt
)
dx.
Note that for any x, y ∈M with d(x, y) < r1 we have
Φr1(x1, x) ≤ CΦ2r1(x1, y).
So by Fubini’s Theorem∣∣∫
M×[0,t1]\Ω
∣∣ ≤ C ∫
M
r−n1
(∫
Br1 (x)
Φ2r1(x1, y)
·
(∫ t1
0
(|R(x, t)|+ r−11 |S(x, t)|)dt
)
dy
)
dx
≤ Cr−n1
∫
M
(∫
Br1 (y)
Φ2r1(x1, y)
·
(∫ t1
0
(|R(x, t)|+ r−11 |S(x, t)|)dt
)
dx
)
dy
≤ Cr−n1
∫
M
Φ2r1(x1, y)
(∫
Br1 (y)×[0,t1]
(|R|+ r−11 |S|)
)
dy
≤ Cε0
∫
M
Φ2r1(x1, x) ·Hr1(x)dx
≤ Cε0u(x1) + Cε0w + Cε0r−
n
q
1
∫
M
Φ2r1(x1, x)‖v‖Lq(B2r1 (x))dx.
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Hence for some C1
|h|(x1, t1) ≤ C1(1 + ε0B1)b1
r(x1) + 1 + a
+ C1ε0w + v˜r1(x1).
where using v̂r1(x) = r
−n
q
1 ‖v‖Lq(B2r1 (x))
v˜r1(x1) = C
∫
M
Φ2r1(x1, x)
(|h20|(x) + ε0v̂r1(x))dx+ Cε0v̂r1(x1).
Set v˜ = sup0<r1<σ v˜r1 . Denote by Mσ the Hardy-Littlewood maximal operator
up to scale σ, i.e. for any nonnegative function f ∈ C∞(M), we set
(Mσf)(x1) = sup
0<r1<σ
1
volBr1(x1)
∫
Br1 (x1)
f(x)dx.
Using this operator, we can write∫
M
Φ2r1(x1, x)f(x)dx =
∫
M\Bσ(x1)
Φ2r1(x1, x)f(x)dx
+
∫
Bσ(x1)
(2r1)
−ne
− σ2
32r21 f(x)dx−
∫ σ
0
d
dr′
(
(2r1)
−ne
− (r′)2
32r21
)(∫
Br′(x1)
f(x)dx
)
dr′.
Note that for all x ∈ M \ Bσ(x1) we have Φ2r1(x1, x) ≤ CΦ2σ(x1, x). We also
have (2r1)
−n exp(− σ2
32r21
) ≤ Cσ−n ≤ CΦ2σ(x1, x) for any x ∈ Bσ(x1). Lastly, the
derivative under the last integral sign is non-positive. So we obtain∫
M
Φ2r1(x1, x)f(x)dx ≤ C
∫
M
Φ2σ(x1, x)f(x)dx
− (Mσf)(x1) ∫ σ
0
d
dr′
(
(2r1)
−ne
− (r′)2
32r2
1
)(∫
Br′(x1)
dx
)
dr′
≤ C
∫
M
Φ2σ(x1, x)f(x)dx+ C
(Mσf)(x1).
Hence
v˜(x1) ≤
(Mσ(|h20|+ ε0v̂r1))(x1)
+ C
∫
M
Φ2σ(x1, x)
(|h20|(x) + ε0v(x))dx+ Cε0v̂r1(x1).
By the Hardy-Littlewood maximal inequality (cf [SW]) and Young’s inequality
there is some C2 (which is independent of q) such that
‖v˜‖Lq(M) ≤ C‖h20‖Lq(M) + Cε0‖v̂r1‖Lq(M)
≤ C2‖h20‖Lq(M) + C2ε0‖v‖Lq(M) ≤ C2
(
1 + ε0B2
)
b2.
Now choose B1 = 2C1 and B2 = 2C2. Then we can choose ε0 small enough
such that C1(1 + ε0B1) ≤ B1, C2(1 + ε0B2) ≤ B2 and C0ε0 < 12 . We find that
|ht| ≤ u + v˜ + w˜ with w˜ = 12w and ‖v˜‖Lq(M) ≤ B2b2. Iterating this argument
shows that we can find u, v ∈ C∞(M) satisfying (6.4) and (6.3) for w = 0.
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Figure 2. The cases d < 0 and d > 0.
x0 x0x1 x1
x′x′
r0 + d r0 d
αα
Sv,α Sv,α
r′0
r′0a′
a′
Now consider such u and v and recall that for every x ∈ M and (x′, t′) ∈
Bσ0(x)× [12σ20 , σ2] we have
|∇mh|(x′, t′) ≤ Cmσ−m0 Hσ0(x) ≤ Cmσ−m0
(
u(x) + ‖v‖Lq(B2σ0 (x))
)
and recall that by Corollary 2.3 we have |∇mht| < Cmεm for t ∈ [12σ20 , σ2]. So on
Bσ0(x)×[12σ20 , σ2], we can find a splitting ht = h1t+h2t such that |∇mh1t |, |∇mh2t | <
Cmεm and
|∇mh1t | ≤
Cmb1
r + a + 1
, |∇mh2t | ≤ Cm‖v‖Lq(B2σ0 (x)) ≤ CmB2b2.
Using a suitable partition of unity, we can glue those splittings together. Since
these estimates are uniform in time, we can extend this splitting to the time
interval [0, σ2] such that the zero order bounds hold on [0, 1
2
σ20]. 
6.4. Hyperbolic geometry and bounds on the linear equation. We need
the following elementary observation.
Lemma 6.3. Let M = Hn or CH2n. There are constants C <∞ and µ > 0 such
that:
Consider two distinct points x0, x1 ∈M and let r0 > 0, 0 < α < pi2 . Let v ∈ Tx1M
be the vector pointing towards x0 and define the sector
Sv,α = {expx1(u) : u ∈ Tx1M, ∢x1(u, v) ≤ α}.
Then for d = d(x0, x1)− r0 we have
vol
(
Br0(x0) \ Sv,α
) ≤ Ce−µdα−2(n−1).
Proof. By rescaling we can assume that the sectional curvatures are ≤ −1. We
will then show the volume estimate for µ = n− 1.
Choose a such that sh a = e−d(1 − cosα)−1 ≤ Ce−dα−2. In the following, we
will show that
Br0(x0) \ Sv,α ⊂ Ba(x1).
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Since volBa(x1) ≤ C(sh a)n−1, this will give us the desired estimate.
Consider a point x′ ∈ Br0(x0)\Sv,α. Let a′ = d(x1, x′), r′0 = d(x0, x′), u ∈ Tx1M
such that expx1(u) = x
′ and α′ = ∢x1(u, v) > α. By the triangle inequality we
have a′ ≥ d. Consider a comparison triangle △x0x1x′ for the triangle △x0x1x′ in
H2 and let α′ be the angle at x1. By triangle comparison, we have α′ ≥ α′ ≥ α
and hence by the law of cosines in H2
ch r′0 ≥ ch(r0 + d) ch a′ − sh(r0 + d) sh a′ cosα.
Moreover, since
ch r′0 ≤ ch r0 = ch(r0 + d) ch d− sh(r0 + d) sh d,
we conclude
th(r0 + d)
(
sh a′ cosα− sh d) ≥ ch a′ − ch d.
Observe that since a′ ≥ d, either the right hand side is positive or d < 0 and
hence the left hand side is positive. So
sh a′ cosα− sh d ≥ ch a′ − ch d.
This implies
sh a′(1− cosα) ≤ e−d
and hence sh a′ ≤ sh a, which establishes the claim. 
Lemma 6.4. Let M = Hn, (n ≥ 3) or CH2n, (n ≥ 2) choose a basepoint x0 ∈M
and consider the radial distance function r = d(·, x0). For every w > 0 there is a
constant C = C(w) <∞ such that:
Assume that h ∈ C∞(M ; Sym2 T ∗M) and that
|h|(x) < 1
(r(x) + 1 + a)w
for some a ≥ 0. Then for all x1 ∈ M and r1 = r(x1) and t ≥ 0∫
M
|kt|(x1, x)|h|(x)dx < C
(r1 + 1 + a+ t)w
.
Proof. For small times t ≤ 1, the estimate follows with the help of Proposition
2.5. So assume that t > 1.
Recall λB > 0 from subsection 4.1. If r1 +
λB
µ
t ≤ 1 + a, then we find by the
L1-boundedness of kt (cf. Theorem 4.1 and Proposition 5.1)∫
M
|kt|(x1, x)|h|(x)dx ≤ C
(1 + a)w
≤ C
′
(r1 + 1 + a+ t)w
.
Assume from now on r1 +
λB
µ
t > 1 + a and hence r2 :=
1
2
r1 − 12(1 + a) + λB2µ t > 0.
We can then bound∫
M\Br2 (x0)
|kt|(x1, x)|h|(x)dx ≤ C
(r2 + 1 + a)w
≤ C
′
(r1 + 1 + a+ t)w
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and hence, it remains to bound the integral on Br2(x0). Set α = exp(− µ8(n−1)r1−
λB
4(n−1) t). Let v ∈ Tx1M be the vector that points in the direction of x0 and
consider the sector Sv,α. By Lemma 6.3, we have
vol(Br2(x0) \ Sv,α) ≤ Ceµ(r2−r1)α−2(n−1).
So by Cauchy-Schwarz and the bound ‖kt‖L2(M) ≤ Ce−λBt (cf. (4.13) in the proof
of Theorem 4.1)∫
Br2 (x0)\Sv,α
|kt|(x1, x)|h|(x)dx ≤ Ce
µ
2
(r2−r1)α−(n−1)e−λBt
= C exp
(− µ
8
r1 − µ4 (1 + a)− λB2 t
) ≤ C
(r1 + 1 + a+ t)w
.
In order to bound the integral on the remaining part Br2(x0) ∩ Sv,α, we use the
fact that ‖kt‖L1(Sv,α) ≤ Cαn−1 (observe that kt is spherical and that the set of
angles pointing into the sector Sv,α at x1 has measure ∼ αn−1):∫
Br2 (x0)∩Sv,α
|kt|(x1, x)|h|(x)dx ≤ Cαn−1 1
(1 + a)w
≤ C
(r1 + 1 + a+ t)w
. 
6.5. Proof of Theorem 1.2. We will need the following linear estimate:
Lemma 6.5. Assume that 2 ≤ q < ∞ and let h0 ∈ C∞(M ; Sym2 T ∗M) such
that ‖h0‖Lq(M) < ∞. Consider ht(x) =
∫
M
kt(x, x
′)h0(x′)dx′, the solution of
∂tht = −Lht. Then, for λ = 2qλB > 0 we have
‖ht‖Lq(M) ≤ Ce−λt‖h0‖Lq(M).
Proof. By the L1-boundedness of the heat kernel, the inequality is true for q =∞
with λ = 0 and by the Bochner formula (cf (4.13)), it holds for q = 2 and λ = λB.
Hence, by the Marcinkiewicz interpolation theorem, it holds for any 2 ≤ q < ∞
with λ = 2
q
λB. 
Proof of Theorem 1.2. Observe first that the Theorem is more general for larger
q. Hence, we can assume q ≥ 2.
Let ε0 > 0 be a small constant, which we will determine in the course of the
proof. As in the proof of Theorem 1.1, let Tmax be the maximum over all T such
that Ricci deTurck flow ht exists on [0, T ) and satisfies |ht| < ε0 everywhere. We
will show that for sufficiently small ε (independent of Tmax) we even have |ht| <
ε0/2 and hence Tmax =∞. Recall that by Proposition 2.4 we have Tmax > τs.e..
Let ε1, ε2 > 0 be constants whose value we will fix at the end of the proof.
By Lemma 6.2 (applied successively to the time intervals [0, τs.e.], [
1
2
τs.e.,
3
2
τs.e.],
. . .), we conclude that for every t ∈ [0, Tmax) there is a splitting ht = h1t +h2t with
h1t ≤
ε1Y
′
t
r + 1 + t
,
(∫
M
|h2t |q
)1/q
≤ ε2Y ′t e−
λ
2
t
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for some Y ′t <∞ (here λ is the constant from Lemma 6.5). For every t ∈ [0, Tmax)
let Yt be the infimum over all possible Y
′
t for all splittings ht = h
1
t + h
2
t and set
Zt = maxt′∈[0,t] Yt′.
By Lemma 6.2 we have Zτs.e. ≤ C0. Applying Lemma 6.2 at positive times, we
find that for any t1, t2 ∈ [0, Tmax), we have Zt2 ≤ C1Zt1 whenever t2 < t1 + τs.e..
Moreover, we conclude that for times [τs.e., Tmax) we can rechoose h
1
t and h
2
t
piecewise continuously in time such that ht = h
1
t +h
2
t and for m = 0, 1, 2 we have
|∇mh1t |, |∇mh2t | < Aε0 and
|∇mh1t | ≤
Aε1Zt
r + 1 + t
, sup
M
|∇mh2t |+
(∫
M
|∇mh2t |q
)1/q
≤ Aε2Zte−λ2 t.
Hence, since |Qt| ≤ C(|∇ht|2 + |ht||∇2ht|), we find that Qt = Q1t + Q2t with
|Q1t | ≤
Cε21Z
2
t
(r + 1 + t)2
,
(∫
M
|Q2t |q
)1/q
≤ Cε22Zte−
λ
2
t.
Let now t1 ∈ [τs.e., Tmax), x1 ∈M and r1 = r(x1) and recall from (6.2) that
ht1(x1) =
∫
M
kt1−τs.e.(x1, x)hτs.e.(x)dx+
∫ t1
τs.e.
∫
M
kt1−t(x1, x)Qt(x)dxdt
Hence, ht1 = h˜
1
t1 + h˜
2
t1 , where (i = 1, 2)
h˜it1(x1) =
∫
M
kt1−τs.e.(x1, x)h
i
τs.e.(x)dx+
∫ t1
τs.e.
∫
M
kt1−t(x1, x)Q
i
t(x)dxdt.
We will estimate h˜1t1(x1) and h˜
2
t1
(x1).
Observe first that by Lemma 6.4 for w = 1∣∣∣ ∫
M
kt1−τs.e.(x1, x)h
1
τs.e.(x)dx
∣∣∣ ≤ Cε1
r1 + 1 + t1
and for w = 2 and t ∈ [τs.e., t1]∣∣∣ ∫
M
kt1−t(x1, x)Q
1
t (x)dx
∣∣∣ ≤ Cε21Z2t
(r1 + 1 + t1)2
≤ Cε
2
1Z
2
t
t1(r1 + 1 + t1)
.
Hence
|h˜1t1 |(x1) ≤
C2(ε1 + ε
2
1Z
2
t1
)
r1 + 1 + t1
.
Secondly, by Lemma 6.5 we find(∫
M
|h˜2t1 |q
)1/q
≤ Cε2e−λt1 + C3ε22Zt1
∫ t1
σ2
e−λ(t1−t)e−
λ
2
tdt
≤ (C3ε2 + C4(q)ε22Zt1)e−
λ
2
t1 .
Here C4(q) depends on λ and hence on q. By the minimality of Yt1 we conclude
Yt1 ≤ max{C2(1 + ε1Z2t1), C3 + C4(q)ε2Zt1}.
Let C5 = max{C0, C2, C3} and observe that
Zτs.e. ≤ C5 and Zt ≤ max{C5(1 + ε1Z2t ), C5 + C4(q)ε2Zt}.
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Now set ε1 = (2C1C5)
−2 and ε2(q) = (2C1C4(q))−1. If Zt ≤ 2C5 did not
hold for all t ∈ [τs.e., Tmax), then there must be a jump, i.e. two times t1 < t2
with t2 − t1 < τs.e. such that Zt1 ≤ 2C5, but Zt2 > 2C5. By the fact that
Zt2 ≤ C1Zt1 ≤ 2C1C5, we find
2C5 < Zt2 ≤ max{C5(1 + ε1(2C1C5)2), C5 + C4(q)ε2(2C1C5)} = 2C5,
a contradiction. Hence, we have Zt ≤ 2C5 for all t ∈ [τs.e., Tmax) and the claim
follows. 
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