Abstract. In this paper, we prove that the tautological algebra in cohomology of the moduli space Mg of smooth projective curves of genus g is generated by the first [g/3] Mumford-Morita-Miller classes. This solves a part of Faber's conjecture [5] concerning the structure of the tautological algebra affirmatively. More precisely, for any k we express the k-th Mumford-Morita-Miller class e k as an explicit polynomial in the lower classes for all genera g = 3k−1, 3k−2, · · · , 2.
Introduction
Let M g be the moduli space of smooth projective curves of genus g and let κ i ∈ A * (M g ) be the i-th tautological class introduced by Mumford [24] where A * (M g ) denotes the rational Chow algebra of M g . Let R * (M g ) be the subalgebra of A * (M g ) generated by the classes κ i . It is called the tautological algebra of M g (see Faber [5] and Looijenga [15] ).
let M g be the mapping class group of a closed oriented surface Σ g of genus g. As is well known, there exists a close connection between the moduli space M g and the mapping class group M g . In particular, we have a canonical isomorphism H * (M g ; Q) ∼ = H * (M g ; Q) for any g ≥ 2.
In [18] [19] (see also [17] ) we defined certain integral cohomology classes e i ∈ H 2i (M g ; Z) (i = 1, 2, · · · ) which serve as characteristic classes of surface bundles. It turned out that, over the rationals e i corresponds to the projection of the class (−1) i+1 κ i to the rational cohomology under the above isomorphism. These classes are sometimes called the MumfordMorita-Miller classes. It may be natural to define the tautological algebra R * (M g ) of the mapping class group to be the subalgebra of H * (M g ; Q) generated by the classes e i . Then there is a natural surjection R * (M g )→R * (M g ) and we may call the latter the tautological algebra in cohomology of the moduli space.
In [5] , Faber proposed a beautiful conjecture about the structure of the tautological algebra R * (M g ) based on numerous explicit computations (see also [6] [9] ). There have been obtained several pieces of evidence for Faber's conjecture. Looijenga [15] proved that R * (M g ) is trivial in degrees > g − 2 and also that R g−2 (M g ) is isomorphic to Q or 0. Then Faber [4] proved that R g−2 (M g ) is in fact isomorphic to Q. Now the purpose of the present paper is to add one more evidence for Faber's conjecture. More precisely, it concerns the number of generators for the tautological algebra. Mumford [24] proved that R * (M g ) is generated by the classes κ 1 , · · · , κ g−2 . Then Faber [2] [3] proved that for g ≥ 4 the class κ g−2 can be expressed as a polynomial in the lower classes so that R * (M g ) is generated by the classes κ 1 , · · · , κ g−3 for g ≥ 4. He has some further results along these lines. Now it is a part of Faber's conjecture that R * (M g ) is already generated by the first [
We prove this part of Faber's conjecture affirmatively in cohomology. We mention that the full conjecture implies that the projection R * (M g )→R * (M g ) is an isomorphism. The following is the main theorem of the present paper. 
such that
for all genera g = 3k − 1, 3k − 2, · · · , 2.
The explicit polynomials f k,g mentioned in the above theorem will be given in Theorem 5.7, Theorem 6.5, Theorem 7.4 and Theorem 7.9 for g = 3k − 1, 3k − 2, 3k − 3, 3k − 4 respectively and in Theorem 8.5 for general g ≤ 3k − 1. We describe the first few cases separately because the general formula involves infinitely many sequences of natural numbers each of which is defined recursively in terms of previously defined ones so that it would be difficult to understand the geometrical background of the formula. Also in the first few cases, we compute our polynomials explicitly for low genera and we find that they are compatible with Faber's previous results mentioned in [5] whenever we can compare them.
The result of the present paper was announced in [23] . Remark 1.2. As is remarked in [5] , Harer's result in [8] , which improves his stability theorem in [7] , implies that in lower (real) degrees ≤ 2[ 
Cocycles for the Mumford-Morita-Miller classes
In this section, we summarize the results of our previous results from [22] [11] [12] (see also [23] ) for later use.
Let M g, * be the mapping class group of Σ g relative to a base point. We have the universal Euler class e ∈ H 2 (M g, * ; Z). Over the rationals, it corresponds to the negative of the first Chern class of the relative dualizing sheaf of the universal family of curves C g →M g over the moduli space. We define the tautological algebra R * (M g, * ) of M g, * to be the subalgebra of H * (M g, * ; Q) ∼ = H * (C g ; Q) generated by the classes e 1 , e 2 , · · · and e.
We denote simply by H the first homology group H 1 (Σ g ; Z) of Σ g and set H Q = H ⊗ Q. Fix a symplectic basis of H so that the Siegel modular group Sp(2g, Z) acts on H by automorphisms preserving the intersection pairing on it. In [21] 
3 H is a certain crossed homomorphism whose cohomology class is uniquely defined and ρ 0 : M g, * →Sp(2g, Z) is the classical representation. The other ρ 1 in the bottom row is defined similarly. Here Λ 3 H denotes the third exterior power of H and H is regarded as a natural submodule of Λ 3 H by the embedding
where ω 0 ∈ Λ 2 H denotes the symplectic class. We set U = Λ 3 H/H and U Q = U ⊗Q. Since the targets of the above representations are semi-direct products, they induce the following commutative diagram
where the symbol Sp in the left hand side indicates Sp(2g, Q)-invariant subspaces of various Sp-modules. Let G 2k denote the set of all isomorphism classes of connected trivalent graphs with 2k vertices and let G 0 2k ⊂ G k be the subset consisting of such graphs without loops. Here a loop means an edge whose two endpoints are the same vertex. We set G (resp. G 0 ) to be the disjoint union of G 2k (resp. G 0 2k ) for all k. Then by making use of Weyl's classical representation, we constructed surjective homomorphisms
from polynomial algebras generated by the graphs in G and G 0 to the Sp-invariant parts of the dual spaces of the exterior algebras of Λ 3 H Q and U Q . It turned out that these are specific cases of a general framework given by Kontsevich in [13] [14] . By combining (2) and (3), we obtain the following commutative diagram
which is in fact defined at the cocycle level. We simply write α Γ ∈ H 2k (M g, * ; Q) for Φ g, * (Γ ) and similarly write β Γ ∈ H 2k (M g ; Q) for Φ g (Γ ) for any trivalent graph Γ with 2k vertices which may not be connected. For completeness, we describe explicit formulae for the cocycles of M g, * and M g which represent α Γ and β Γ as definitions here (see [12] for details).
Definition 2.1. Let Γ be a trivalent graph with 2k vertices. Choose a linear chord diagram C with 6k vertices such that the associated trivalent graph Γ C is isomorphic to Γ (see Definition 3.1 in §3). Then we set
where
→Q is the homomorphism given in (5), §3.
Definition 2.2. For any 2k elements
It was proved in the above cited papers that β Γ is well defined independent of the choices ofφ i and also that α Γ and β Γ are in fact cocycles. Then by making use of the notion of generalized Mumford-Morita-Miller classes due to Kawazumi [10] , the following result was proved in [11] . 
Remark 2.4. For more details concerning the above theorem, in particular explicit forms of the cohomology classes α Γ and β Γ , incuding their dependence on the genus g, see our paper [12] .
Description of Sp-invariant tensors
Let H = H 1 (Σ g ; Z) and H Q = H 1 (Σ g ; Q) as before. H Q is the fundamental representation of the algebraic group Sp(2g, Q). In this section we prepare several facts concerning Sp-invariant tensors of various Sp-modules related to the mapping class groups. We first recall a few results about invariant tensors of H ⊗2k Q and its dual from our earlier papers [22] [23] .
Choose any symplectic basis
Then as is well known, the element
does not depend on the choice of the symplectic basis and is invariant under the natural action of Sp(2g, Z). Also we consider the skew symmetric bilinear form Sp . The way of the above applications can be described by a linear chord diagram C with 2k vertices which is a decomposition of the set of labeled vertices {1, 2, · · · , 2k} into pairs
[1]). We also consider C as a graph with k edges by connecting two vertices in each pair (i s , j s ) by an edge. We define sgn C by
It is easy to see that there are exactly (2k − 1)!! linear chord diagrams with 2k vertices. Let us write , and multiplied by the factor sgn C. We also consider the dual element
Sp which is defined by applying the intersection pairing µ on each two components corresponding to pairs (i s , j s ) of C and multiplied by sgn C. Namely we set
Next we consider Sp-invariant tensors of Λ 2k (Λ 3 H Q ) and its dual. We have a natural projection p :
Q is defined similarly. Hence for each C ∈ D (6k) we have the associated Sp-invariant tensors
We make the following definition.
Definition 3.1. For each C ∈ D (6k), we define Γ C to be the trivalent graph with 2k vertices which is obtained from C, regarded as a disjoint union of 3k edges, by joining the three vertices in each of the sets {1, 2, 3}, {4, 5, 6}, · · · , {6k−2, 6k−1, 6k} to a single point.
Then it is easy to see that both p(a C ) and i * (α C ) depend only on Γ C . Moreover it is clear that any trivalent graph Γ with 2k vertices can be lifted to a linear chord diagram C in D (6k) such that Γ C ∼ = Γ . Hence we can define Sp-invariant tensors
, respectively, where C is any lift of Γ . In §2, we already used the same symbol α Γ for the cocycle of M g, * associated to the element α Γ defined above. However, it should not yield any confusion because hereafter we use this symbol only with the former meaning. Let C : Λ 3 H→H be the contraction map defined by
As before we consider H as an Sp(2g, Z)-submodule of Λ 3 H and we denote by U the quotient Λ 3 H/H. It is easy to see that the composition Ker C ⊗ Q→Λ 3 H Q →U Q is an isomorphism and we identify Ker C ⊗ Q with U Q . Then we have a decomposition
which in fact gives the irreducible decomposition of the Sp(2g, Q)-module Λ 3 H Q . Explicitly the decomposition is given as follows. Let q :
Then C • q = 0 so that Im q ⊂ Ker C ⊗ Q and we have
The above decomposition (6) induces a canonical decomposition
Hence any element ξ ∈ Λ 2k (Λ 3 H Q ) can be expressed uniquely as
In particular
Let Γ be a trivalent graph with 2k vertices. Then the associated invariant tensor
where a
Sp . In particular, we simply writē
To compute the above decompositions, we prepare a few facts. First, in the above terminology we define another series of elements
If we apply the above to the invariant tensor 
In particular we haveξ
Proof. If we put ξ i = q(ξ i ) + Cξ i in the defining equation (12) of ξ (p) and compare it with the defining equation (10) (12), we obtain the second equation.
Let Γ be a trivalent graph with 2k vertices and let a Γ be the associated Spinvariant tensor of Λ 2k (Λ 3 H Q ). We would like to describe each component
Sp of a Γ explicitly. By virtue of Lemma 3.2, we have only to obtain formulas for the elements
Let i, j be two indices with 1 ≤ i < j ≤ 2k and let
be the map defined by first taking the contraction of i-th and j-th entries by the intersection pairing µ and then putting ω 0 there. More precisely
where C is the linear chord diagram defined as follows. Let j , i be indices such
Proof. If {i, j} ∈ C, then the assertion is clear because µ(ω 0 ) = 2g. Suppose that {i, j} / ∈ C. Then there are several cases to be considered according to the order of size of the four indices i, j , i , j. However it is easy to see that the computation is essentially the same for each of the two cases: j < i or i < j . Hence it is enough to prove the assertion for the following two typical cases. Namely we take k = 2, i = 1, j = 4 and consider the two elements
where C 3 = {{1, 4}, {2, 3}}. This completes the proof.
Example 3.4.
It is clear from the definition that if the indices of finitely many mappings p isjs are disjoint, then they are mutually commutative so that we can compute the effect of the product Π s p isjs on any element by applying Lemma 3.3 successively. For example, in the above notation we have
where the symbol ω
⊗v (2) means that we put ω 0 on the first and the third place of H ⊗3 while v is set on the second place. Then the following diagram is commutative
Proof. Direct computation using the fact p(ω 0 ) = 2 ω 0 implies the result.
Keeping in mind the above two lemmas, we introduce certain operation on trivalent graphs as follows.
Let Γ be a trivalent graph and let V Γ denote the set of vertices of Γ . For each vertex v ∈ V Γ , let E(v) be the set of all germs of edges starting from v. Here if τ is an edge starting from the vertex v and ending at another vetex v (which may be the same as v), then the corresponding germ of edge is the part of τ from v to, say its one third point. Thus E(v) has three elements for any v. Now let P(v) be the set of pairs of germs of edges starting from v, namely
P(v) has also three elements for any v.
Let Γ be a trivalent graph and Let F ⊂ V Γ be a subset. We denote by P(F ) the set of all correspondences
For each element ∈ P(F ) as above, we define the associated graph Γ as follows. At each vertex v ∈ F , we are given two germs of edges (v) = {τ, τ } ∈ P(v). Let p, q be the endpoints (other than v) of τ and τ , respectively. In a neighborhood of v, we first cut Γ at these two points and connect τ and τ to make a loop (with endpoint v) and at the same time we also connect the complements of τ, τ in the corresponding edges to make a new edge.
Applying the above operation at each point v ∈ F , we obtain a new graph Γ whose set of vertices is the same as that of Γ . Γ is also a trivalent graph with possibly finitely many disjoint circles (note that in the above argument if τ and τ are contained in a single loop, then after the above operation we are left with the same loop plus an extra disjoint circle). The operations Γ → Γ for various may be called the graphic contractions. Let Γ be the trivalent graph obtained from Γ by removing all the disjoint circles and let ( ) be the number of these circles. 
Proposition 3.6. Let Γ be a trivalent graph with 2k vertices and let
Proof. Lemma 3.3 and Lemma 3.5 show that the algebraic definition of a Γ (see (12) ) can be realized geometrically by the graphic contractions Γ → Γ . The result follows.
Degeneration of Sp-invariant tensors
and a C (C ∈ D (2k)) is a basis of it (see [23] 
which is induced by H Q ∼ = H * Q is that the matrix
is non-singular for g ≥ k.
Here the entries of the above matrix is given by
where r denotes the number of connected components of the graph C ∪ C (see [23] [12]).
and the unique relation is
Proof. We first prove that the relation above actually holds for g ≤ k − 1. For that it is sufficient to show that
for any fixed C 0 ∈ D (2k). It is clear that the above sum is independent of the choice of C 0 . Therefore we may assume that
For each r with 1 ≤ r ≤ k, let p(2k, r) denote the number of linear chord diagrams C ∈ D (2k) such that the number of connected components of C 0 ∪ C is equal to r. Then by (13) clearly we have
Hence to prove (14) it suffices to show that
For each C ∈ D (2k + 2), let n C denote the integer such that {1, n C } ∈ C. Then by considering the cases where n C = 2 and n C = 2 (there are 2k such cases), it is easy to see that the equality
holds (here we set p(2k, 0) = p(2k, k + 1) = 0). We now prove (15) (and hence (14) ) by induction on k. The assertion is clear for k = 1. Assume that it holds for 1, · · · , k (k ≥ 1). Using the induction assumption and (16), we can compute as follows.
Thus we proved (14) .
For that we first define a total order in the set D (2k) inductively as follows. If k = 1, D (2) has only one element so that it is trivially ordered. Assume that we have defined a total order in D (2k) and let
be the corresponding sequence. Then we define an order in D (2k + 2) as follows. We begin by . We finally multiply the resulting tensor by sgn C j to obtain u
where j = j − n k + n k−1 so that j = 1, · · · , n k−1 and C j denotes the totally ordered elements for the case with 2k − 2 vertices. The last two elements are linearly dependent. In fact C n k = −C n k −1 . Now we claim that the rank of the matrix 
Sp denotes the symplectic form. See also [16] for a recent result about Sp-invariant tensors in the unstable range.
The first relations
In this section, we show that the k-th Mumford-Morita-Miller class e k can be expressed as a polynomial in the lower classes e 1 , · · · , e k−1 for the genus g = 3k − 1 for all k. We call these the first relations because they are the first of infinitely many series of relations in the tautological algebra R * (M g ) which we are going to prove.
We begin by describing our method of obtaining relations. Recall from §3 that, associated to any linear chord diagram C ∈ D (6k), we have certain Sp-invariant tensors
Sp and passing to the natural quotient (as well as sub) space
By Theorem 2.3 and also by abuse of language (see §2), we can regard the last tensor as an element of the tautological algebra of M g, * . Thus we can write
where g can be any genus (however we mention that α ΓC does depend on g).
If there is a linear relation i ρ i a Ci = 0 for some genus g, then it induces a relation
In particular, the linear relation
given in Proposition 4.1, which holds for any g ≤ 3k − 1, yields the relations
for all genera g ≤ 3k − 1. However it is not so easy to identify these relations explicitly because the formula expressing α Γ as polynomials in e, e 1 , e 2 , · · · is complicated (see [12] ). Also the above relations hold in R * (M g, * ) and not in R * (M g ). Although we can apply the integration along the fiber R * (M g, * )→R * −2 (M g ) to the above relations, multiplied by any power of e, to obtain many relations in R * (M g ) (see Example 9.1 and Example 9.2 in §9), here we consider more essential operations.
For that we denote the left hand side of the unique relation given in Proposition 4.1 simply byr k . Thusr
In case we specify the genus g, we writer k (g) and r k (g) for the corresponding elements. In the stable range, namely if g ≥ 3k, r k (g) is a non-trivial element. We know by Proposition 4.1 that r k (g) = 0 for g ≤ 3k − 1. Now for each p with 0 ≤ p ≤ 2k, consider the element r (p) k associated to r k which was defined in §3 (see (12) ). We know by Lemma 3.2 that
Proposition 5.1. For any genus g ≤ 3k − 1, we have relations
Proof. By Proposition 4.1, we already know thatr k = 0 for g ≤ 3k − 1. Hence both r k andr k are zero because they are projections ofr k . It follows that, for any p with 0 ≤ p ≤ 2k, the component r 2k−p,p k of r k with respect to the direct sum decomposition (9) vanishes. In view of Lemma 3.2, the claim now follows from this.
Definition 5.2. For each genus g, let
be the characteristic class corresponding to the element r k . Namely in the terminology of §2
(see (4) and Theorem 2.3). Similarly we define 
Proof. This follows immediately from Proposition 5.1 except for the claim that α k (g) does not contain terms with e so that the induced relation holds in
. This is essentially a consequence of the Poincaré duality. More precisely, the usual Poincaré duality
under which U Q ⊂ Λ 3 H Q goes to U * Q . In particular, the Poincaré dual of any element in U Q annihilates H Q ⊂ Λ 3 H Q . Now (18) induces a canonical isomorphism
Sp under which the element a Γ corresponds to α Γ (up to non-zero scalar). Then it is clear that the Poincaré dual of any element in (Λ 2k U Q ) Sp takes the value 0 on any tensor In fact, in the terminology of Definition 2.2 we havē
Thus we see that the single relationr k = 0 in the unstable range gives rise to many associated relations in the tautological algebras. Our main task is then to write down these relations explicitly.
First we consider the case g = 3k − 1. Proposition 4.1 shows thatr k = 0 is the unique relation in (H ⊗6k Q ) Sp in this case. On the other hand, it is easy to check that the induced relationr k = 0 is also non-trivial. Hence this relation is the same as r k = 0 and all the other relations r There are (6k − 1)!! elements in D (6k) so that we can write
where by decomposable terms we mean those terms which correspond to linear chord diagrams C with disconnected Γ C . For the description of these terms, it is convenient to introduce another number b k defined by
because we then have the following formula which should be considered as the generating function for the enumeration of our trivalent graphs Γ C according to their connected types. Proposition 5.6.
Proof. We classify (6k 
where π runs through all partitions of k. By the definition of the numbers b k , we obtain
Since (2 )! = (2 − 1)!! 2 ! for any , we have
and we can write
On the other hand, the right hand side of the above expression is precisely equal to the coefficient of t k of the formal power series expansion of
This completes the proof. 
More precisely, for any k the coefficient of t k , in the formal power series expansion of the left hand side of the above expression, vanishes as an element of
Here the summation is taken over all multi-
with all entries positive integers such that i 1 < · · · < i s and
Proof. This follows from Proposition 5.3, Proposition 5.6 and Theorem 2.3. Here the sign (−1) k in the leading term of α Γ in Theorem 2.3 causes no problem because Proof. This is because the leading term of the coefficient of t k above is b k e k which is non-zero. For later use, we make the following definition. Definition 5.10. We denote simply by a k the number (6k − 1)!!, which is the number of linear chord diagrams with 6k vertices. It plays a fundamental role in this paper. We also denote the polynomial (−1) k α k (g) for g = 3k − 1 simply by
Namely, it is the polynomial obtained by replacing b π in (19) and the sum of all the coefficients of α k is equal to the number a k = (6k − 1)!!.
Remark 5.11. The above result essentially coincides with that of Faber given in [5] which was obtained earlier by a completely different method. Here we describe similarity as well as difference between the two approaches. He defines rational numbers ρ k recursively by the equation
(compare with Proposition 5.6) and mentions that the coefficient of t k in the formal power series
i+1 e i , we can conclude that ρ k = −2 2k b k (and hence ρ k is negative for any k) and that Faber's relation is (−1) k 2 2k times that of ours. At present our method only yields relations in the rational cohomology of the moduli spaces rather than in the Chow algebras. However there are also certain merits of our approach. First we know the precise geometrical meaning of the numbers b k (or b k ) so that the reason why the relations hold would appear to be natural. Secondly, once we obtain a relation for some genus g 0 by our method, then we can obtain induced relations for all genera g ≤ g 0 . Finally the coefficients of our equalities are all positive. This is because we are using the classes e i rather than κ i (though it is simply a matter of signs). These points will play crucial roles when we later prove non-trivialities of deeper relations.
The second relations
Recall from §5 that we denote byr k the sum of all the elements a C where C runs through the set D (6k). Hence we can write the element r k , which is the projection ofr k to Λ 2k (Λ 3 H Q ), by the form
Here Γ j runs through the set of all the isomorphism classes of trivalent graphs with 2k vertices and the coefficients n j are all positive integers. In general, it is very difficult to determine n j .
If we classify the trivalent graphs appearing in r k by their connected types, then we can determine the coefficients explicitly and that is nothing but the polynomial α k defined in §5.
To obtain deeper relations in the tautological algebra R * (M g ), we have to determine the coefficients ofr k with respect to connected types of trivalent graphs appearing in it. For that, we begin with the following proposition. 
Here all the coefficients n (p) j are non-negative integers and the sum is given by
Proof. Roughly speaking, we can prove the claim by applying Proposition 3.6 to the element r k . In doing so, by virtue of Lemma 3.5 we can user k instead of r k and apply the operation C ∧ ω 0 on various sub-H
There are 2k such subspaces, namely {1, 2, 3}, · · · , {6k − 2, 6k − 1, 6k} in coordinates. This operation in turn can be explicitly computed by the operations p ij :
More precisely, we first consider the case of r (1) k . Then we have (6k − 1)!! linear chord diagrams C inr k and we have to apply 3 × 2k operations p ij on each C. Here 2k is the number of blocks {1, 2, 3}, · · · , {6k − 2, 6k − 1, 6k}, while 3 is the number of necessary operations p ij in each block, namely p 12 , p 13 , p 23 for the first block {1, 2, 3} for example. In the language of the associated trivalent graph Γ C , 2k is the number of vertices while 3 is the valency at each vertex of Γ C . Sincer k contains all the linear chord diagrams evenly, by the obvious symmetry we have only to apply the operation p 12 onr k and multiply the result by 3 × 2k = 6k. Now consider the first chord {1, j C } of each chord diagram C. By Lemma 3.3, if j C = 2, then p 12 (a C ) = 2g a C and if j C = 2, then p 12 (a C ) = −a C for certain C . If we fix j C , then there are (6k − 3)!! linear chord diagrams with the prescribed value j C . Thus we can write
The number of elements of the set D (6k) (1) is equal to (6k − 3)!!. Since 6k{2g − (6k − 2)} = 2 · 3(2k)(g − g 0 ), this proves the claim for r (1) k . Next we consider r (2) k . In this case, we have to apply the operations p ij on two blocks in each chord diagram C. There are 2k 2 choices of two blocks out of 2k and in each choice we have to apply 3 2 operations. By an obvious symmetry again, we have only to apply the operation p 12 ⊗p 45 onr k and multiply the result by 3 2 × 2k 2 . We know already p 12 (r k ) as described in (21) . We have to apply p 45 to it. Then by a similar argument as above, using Lemma 3.3 and this time considering the chord {4, j C } of each chord diagram C ∈ D (6k) (1) , we obtain
The number of elements of the set D (6k) (2) is equal to (6k − 5)!!. Since
this proves the claim for r (2) k . It is now clear that similar arguments prove the remaining general cases.
Unfortunately it is very difficult to determine the coefficients n (p) j which appear in Proposition 6.1 (except for the most degenerate case p = 2k where there is only one non-trivial term corresponding to the disjoint union of k copies of Γ Z1 which is the trivalent graph with 2 vertices and two loops). However, we can determine the coefficients of r (p) k with respect to the connected types of trivalent graphs in it.
Here we consider the case of r (1) k . In view of (21), it is natural to make the following definition. Definition 6.2. For each natural number k, we define c k to be the number of linear chord diagrams C with 6k vertices satisfying the following two conditions: (i) {1, 2} ∈ C and (ii) the associated trivalent graph Γ C is connected. c k−1 a 1 (recall that we write a i for the number (6i − 1)!!). This is because of the following reason. We need 2k − 3 blocks other than the first one {1, 2, 3} to make Γ 
Lemma 6.3. We have the equality
Theorem 6.5. For any k ≥ 2, we have the relation
Proof. By Proposition 5.3, we know thatᾱ k = 0. Hence we have only to evaluatē α k explicitly. If g = 3k − 2 = g 0 − 1, Proposition 6.1 implies that
k .
Sinceᾱ k does not contain the Euler class e again by Proposition 5.3, we have only to identify the leading terms of the characteristic classes corresponding to r k and r (1) k . By the results of §5, the former is given by the polynomial α k . On the other hand, Proposition 6.1 and the definition of γ k above implies that the latter is expressed as
Strictly speaking, we have to put the sign (−1) k in the right hand side of the final formula above. However we omit it by the same reason as in the proof of Theorem 5.7. This completes the proof. 
The third and the fourth relations
In this section, we describe the relationᾱ k (g) = 0 given in Proposition 5.3 explicitly for the cases g = 3k − 3 and g = 3k − 4.
First we treat the case g = 3k − 2 = g 0 − 2. By Proposition 6.1, we havē
As in §5, to evaluate the leading terms of α (2) k (g), we make the following definition. Definition 7.1. For each natural number k, we define d k to be the number of elements C ∈ D (6k) which satisfy the following two conditions: (i) {1, 2}, {4, 5} ∈ C and (ii) the associated trivalent graph Γ C is connected.
Lemma 7.2. We have the equality
so that the number d k can be determined recursively (we set a 0 = 1). The first few values of d k are
Proof. There are (6k − 5)!! elements C ∈ D (6k) which satisfy the condition (i) above. Hence we can write
The decomposable terms are classified into two types. One is the type where the images of two chords {1, 2}, {4, 5} in Γ C belong to the same connected component and the other is the type where they belong to different components, say Γ 1 C and Γ 2 C , of Γ C . A similar argument as in the proof of Lemma 6.3 implies that the number of the former types is given by
Also it is easy to see that the number of the latter types is given by
Here the term c i c j a k−i−j corresponds to the case where Γ substituting c i e i , d i e i and α i in c i , d i and a i , respectively, in the right hand side of the equality in Lemma 7.2. Namely we set
Theorem 7.4. For any k ≥ 2, we have the relation
Proof. Proof is similar to that of Theorem 6.5. Here we only check the coefficients in the formula. In this case we have g = 3k − 3 so that
This completes the proof. . It is easy to see that the first equality above is consistent with this. Next we consider the second equality for g = 9 above, whose left hand side we denote by (A). Faber describes the tautological algebra R * (M 9 ) of the genus 9 moduli space explicitly. Among his relations in degree 8, let us consider the following two:
(B) 3644694 e 1 e 3 + 749412 e which shows that this case is also consistent with that of Faber.
Next we consider the case g = 3k − 4 = g 0 − 3. To evaluate the leading terms of α (3) k (g), we make the following definition. Definition 7.6. For each integer k ≥ 2, we define f k to be the number of elements C ∈ D (6k) which satisfy the following two conditions: (i) {1, 2}, {4, 5}, {7, 8} ∈ C and (ii) the associated trivalent graph Γ C is connected. Lemma 7.7. We have the equality
so that the number f k can be determined recursively. The first few values of f k are
Proof. There are (6k − 7)!! elements C ∈ D (6k) which satisfy the condition (i) above. Hence we can write
This time, the decomposable terms are classified into four types. The first one is the type where the images of the 3 chords {1, 2}, {4, 5}, {7, 8} in Γ C belong to the same connected component. The number of such types is given by
The second one is the type where there is a chord connecting two vertices in {3, 6, 9}.
There are 3 such choices so that the number of this types is given by
by the definition of the numbers c i (see Definition 6.2). The third one is the type where there are no chords connecting the 3 vertices {3, 6, 9} and the images of the 3 chords {1, 2}, {4, 5}, {7, 8} in Γ C belong to two connected components of Γ C . The number of this types is given by
where 3 is the number of choices of two chords out of the above mentioned 3 chords.
Finally, the fourth one is the type where the images of {1, 2}, {4, 5}, {7, 8} in Γ C belong to mutually different connected components. The number of this types is given by
Theorem 7.9. For any k ≥ 2, we have the relation
Proof. Proof is given in the same way as that of Theorem 7.4. We only mention that, in the definition of θ k above, we put e 1 in the term corresponding to the second type of linear chord diagrams. This is because there arises the trivalent graph Γ Z1 (which has two vertices and two loops) whose leading term is −e 1 . 
The i-th relations
In this section, we generalize the considerations in previous sections. We would like to describe the relationᾱ k (g) = 0 given in Proposition 5.3 explicitly for the general cases g = 3k − 1 − i (i = 1, 2, · · · ). To analize the leading terms of α k to be the number of elements C ∈ D (6k) which satisfy the following two conditions: (i) {1, 2}, {4, 5}, · · · , {3i −2, 3i−1} ∈ C and (ii) the associated trivalent graph Γ C is connected. We set c
Remark 8.2. We denoted the numbers c (1) k , c (2) k , c Finally it is easy to see that the number of such C can be expressed in terms of various binomial coefficients as in our formula. More precisely, the term
It is amusing to observe here the following fact. Let π * : R * (M 4, * )→R * −2 (M 4 ) be the integration along the fiber. If we apply π * to the above element, we obtain the trivial relation 54 e 1 − 54 e 1 = 0 (notice that π * (e) = −6) while if we apply it to e times the above element, then we obtain the second relation again. Similar computations for the cases g = 3 and g = 2 show that the above relations give a complete set of relations for R * (M g, * ) as well as R * (M g ) for these genera. Sp for any genus g, would be useful.
