1. Introduction {#sec0001}
===============

In epidemiological studies based on mathematical models, an accurate estimation of the model parameters is crucial for designing effective control strategies. The role of immune individuals is often neglected in these studies; that is, immune individuals are often disregarded in the transmission and healing processes [@bib0001]. The main goal of this work is to examine the validity of this assumption.

Suppose that recovery from an infection confers lifelong immunity. A typical example is varicella (chickenpox), a contagious disease transmitted through social contacts [@bib0002]. This disease primarily infects children. Usually, immune adults take care of sick children, without the risk of getting infected again. Also, the meeting of susceptible and infected children is partially promoted by these same immune adults, because children usually go to schools, parks, clubs in the company of them. In this scenario, immune individuals can increase the contagion rate of susceptible individuals and can decrease the convalescence period of infected individuals. Therefore, it is reasonable to conjecture that immune individuals play antagonistic roles in the spread of this infection.

The propagation of contagious diseases, in which immune individuals influence the contagion and recovery rates, was already analytically investigated from a model written as a set of differential equations [@bib0003]. Here, an equivalent model formulated in terms of cellular automaton [@bib0004] (CA) is proposed to analyze this issue.

Genetic algorithm (GA) is an optimization metaheuristics in which chromosomes, the candidate-solutions for the to-be-solved optimization problem, evolve by applying operators of crossover, elitism, mutation, and selection [@bib0005]. It is expected that some of these chromosomes represent near-optimal solutions after some generations. GA has been used for estimating parameters of models based on CA in epidemiological studies [@bib0006] and in other contexts [@bib0007], [@bib0008], [@bib0009].

The parameter identification of epidemic models can be considered an inverse problem, which has been solved by employing distinct computational techniques [@bib0010], [@bib0011], [@bib0012]. Here, GA is employed to determine the values of three parameters of the proposed epidemic model based on CA. This parameter identification is performed on data of prevalence of varicella in Belgium and Italy, around the year 2000. The values found for these parameters supports a discussion on the mentioned conjecture.

This manuscript is organized as follow. In [Section 2](#sec0002){ref-type="sec"}, the epidemic model based on CA and the GA employed in its parameter identification are introduced. In [Section 3](#sec0003){ref-type="sec"}, the numerical results are presented. In [Section 4](#sec0004){ref-type="sec"}, the possible relevance of this study is stressed.

2. Methods: CA and GA {#sec0002}
=====================

CA has been used in works on computational epidemiology [@bib0013], [@bib0014], [@bib0015], [@bib0016], [@bib0017], [@bib0018], [@bib0019], [@bib0020], [@bib0021], [@bib0022]. Let a CA be represented by a two-dimensional lattice with *n* × *n* cells. To avoid edge effects, the boundary conditions are taken as periodic (that is, the top and bottom edges are connected and the left and right edges are also connected; thus, the lattice has a toroidal shape). Here, each cell of the CA lattice corresponds to an individual of the host population, which may be infected by a pathogen. At each time step *t*, from each cell, *m* undirected links start and they end in other cells inside a Moore neighborhood with radius *r* (thus, *m* undirected links start from each cell to others pertaining to the square matrix of size $2r + 1$ centered in such a cell). Let $q_{i,r} = 2\left( r + 1 - i \right)/\left\lbrack r\left( r + 1 \right) \right\rbrack$ be the probability of a cell contacting any other in the *i*-th layer, with $i = 1,2,...,r$ (the *i*-th layer is formed by the cells with Moore radius equal to *i*). For instance, for $r = 2,$ then $q_{1,2} = 2/3$ is the probability of a cell contacting any of the 8 cells in the layer $i = 1$ and $q_{2,2} = 1/3$ is the probability of contacting any of the 16 cells in the layer $i = 2$. All links are rewired at each time step *t*. Such a time-varying connectivity is used to emulate migratory movements inside the geographical area represented by the two-dimensional lattice. This dynamic random network was called as mainly locally connected graph [@bib0023]. In the computer simulations shown in the next section, the topological features of this graph (that is, the values of *n, m*, and *r*) remain fixed and the chromosomes of the GA are only composed by genes related to the infection properties. Certainly, other types of complex networks could be employed [@bib0024], [@bib0025]. They could be used to take into account, for instance, non-isotropic features of the simulated environment [@bib0026], [@bib0027].

At each time step *t*, each individual is in one of three states regarding the health status: *S* (susceptible), *I* (infected), or *R* (recovered/immune). The rules of state transition of this SIR model are the following. At the time step *t*, the transition *S* → *I* representing contagion of a *S*-individual occurs with probability $P_{1}\left( V_{I} \right) = 1 - e^{- kV_{I}},$ in which *V~I~* is the number of *I*-neighbors at *t* and *k* is a positive constant expressing the disease infectivity (observe that $P_{1}\left( 0 \right) = 0$ and *P* ~1~(*V~I~*) → 1 for *kV~I~* → ∞). If this *S*-individual was not infected due to direct contact with sick neighbor, the transition *S* → *I* can still occur with probability $P_{2}\left( V_{I},V_{R} \right) = 1 - e^{- qV_{I}V_{R}},$ in which *V~R~* is the number of *R*-neighbors and *q* is a positive constant expressing the disease transmission mediated by *R*-individuals. At the time step *t*, the transition *I* → *R* representing recovery of an *I*-individual occurs with the constant probability *P* ~3~. If this *I*-individual remains sick, the transition *I* → *R* can still occur with probability $P_{4}\left( V_{R} \right) = 1 - e^{- pV_{R}},$ in which *p* is a positive constant expressing cure supported by *R*-individuals. The transitions *I* → *S* and *R* → *S* represent death of *I* and *R*-individuals, respectively. These transitions occur with the constant probabilities *P* ~5~ and *P* ~6~, respectively. Note that when *I* and *R*-individuals die, they are replaced by *S*-individuals. Thus, the population size is kept constant and equal to $N = n^{2}$. The states of all individuals are simultaneously updated in the end of each time step. Similar epidemic models based on probabilistic CA were already proposed [@bib0023], [@bib0028], [@bib0029], [@bib0030]; however, this is the first one that takes into consideration the role of immune individuals in the spreading of a contagious disease.

In a computer simulation, after a transient period, the percentages of *S, I* and *R*-individuals tend to fluctuate around constant values; that is, the system tends to a stationary solution, as illustrated in [Fig. 1](#fig0001){ref-type="fig"} . The percentages of *S, I* and *R*-individuals in this steady state are denoted by *S*\*, *I*\*, and $R^{*} = 1 - \left( S^{*} + I^{*} \right)$. If $I^{*} = 0,$ the steady state is known as disease-free; if *I*\* \> 0, as endemic. In a simulation, *S*\* and *I*\* are calculated as the average amounts of *S* and *I*-individuals divided by *N*, obtained in the last *w* time steps from a total of *T* time steps. Thus, fluctuations due to the random nature of the CA model are smoothed by this averaging process. On average, the values of *S*\* and *I*\* do not change from one simulation to another; that is, the endemic attractor reached in each simulation does not change. Obviously, *w* and *T* must be conveniently chosen; that is, *w* and *T* must be chosen in order to compute *S*\* and *I*\* after the system reaching its steady state. In [Fig. 1](#fig0001){ref-type="fig"}, $T = 100$. Observe that the steady state is attained for *t* ≃ 30; thus, in this case, $w = 70$ would be a suitable choice.Fig. 1Time evolutions of the percentages of *S*-individuals (solid line), *I*-individuals (dotted line), and *R*-individuals (dash-dotted line) from an initial condition with 99% of *S*-individuals and 1% of *I*-individuals (and, obviously, 0% of *R*-individuals), obtained from a numerical simulation of the CA model with $n = 500,$$m = 8,$$r = 192,$$k = 0.2,$$q = 0.1,$$p = 0.1,$$P_{3} = 0.5,$$P_{5} = 0.2,$ and $P_{6} = 0.2$. The systems reaches an endemic steady-state given by $S^{*} = 0.31,$$I^{*} = 0.18,$ and $R^{*} = 0.51$.Fig. 1

The CA parameters to be fitted by the GA are *k, q*, and *p*. The values of the other parameters (which are the constant probabilities *P* ~3~, *P* ~5~, and *P* ~6~) are obtained from literature. Thus, each GA chromosome is composed of three genes (the values of *k, q*, and *p*). The optimal chromosome contains values of *k, q*, and *p* such that, in a simulation with the CA model, then $S^{*} = S^{tar}$ and $I^{*} = I^{tar},$ in which *S^tar^* and *I^tar^* are the targets; that is, the average percentages of *S* and *I*-individuals found in the European countries considered in this work.

Three fitness functions, denoted by *F* ~1~, *F* ~2~, and *F* ~3~, are used to evaluate how good a chromosome (a candidate-solution) is. These functions are:$$F_{1} = \frac{1}{\sqrt{L_{S}^{2} + L_{I}^{2}}}$$ $$F_{2} = \frac{1}{L_{S} + L_{I}}$$ $$F_{3} = \min\left( \frac{1}{E_{S}},\frac{1}{E_{I}} \right)$$with $L_{S} = {\max\left( \epsilon, \middle| \log \right.}\left( S^{*}/S^{tar} \right){|)},$ $L_{I} = {\max\left( \epsilon, \middle| \log \right.}\left( I^{*}/I^{tar} \right){|)},$ $E_{S} = {\max\left( \epsilon, \right|}S^{*} - S^{tar}\left| /S^{tar} \right),$ $E_{I} = {\max\left( \epsilon, \right|}I^{*} - I^{tar}\left| /I^{tar} \right),$ and 0 \< ϵ ≪ 1. If $S^{*} = S^{tar}$ and $I^{*} = I^{tar},$ then *L~S~, L~I~, E~S~*, and *E~I~* are equal to ϵ. In this case, the maximum value is $1/\left( \sqrt{2}\epsilon \right)$ for *F* ~1~, 1/(2ϵ) for *F* ~2~, and 1/ϵ for *F* ~3~. Observe that the better the chromosome, the higher its fitness. In fact, the optimal chromosome maximizes these three functions. Recall that *R*\* is not explicitly considered in these fitness functions because it is not an independent variable.

Each generation of the GA has *η* chromosomes. In the first generation, these *η* chromosomes are randomly created. Then, genetic operators are employed for producing new chromosomes as follows [@bib0005]:1.the probability of a chromosome being picked for reproduction is proportional to the value of its fitness. Thus, by using the roulette wheel selection, *η* chromosomes are picked and *η*/2 pairs are formed;2.each pair swaps their genes with probability *c* per gene in a process called crossover. Thus, a new pair can be conceived;3.after crossover, a Gaussian mutation is applied for each gene; that is, a new value for each gene is randomly assigned from a Gaussian probability distribution with average as the current value of the gene and standard deviation equal to *s*. It is imposed that this standard deviation decreases from one generation to another;4.the new generation is formed by the *ξ* best evaluated chromosomes (without any modification) of the current generation, which is called elitism, and $\eta - \xi$ chromosomes created by crossover and mutation;5.each chromosome of this new generation is evaluated; that is, from its values of *k, q*, and *p*, a computer simulation with the CA model is performed (for *T* time steps) and the percentages *S*\* and *I*\* are obtained (by considering the last *w* time steps). Then, the fitness is calculated and the next new generation of *η* chromosomes is created as described.

Observe that only the long-term behavior of the CA model is taken into account to fit its parameters. The rationale behind this assumption is that varicella was (in fact, still remains, even after vaccination) endemic in many countries. Thus, only data related to *S*\* and *I*\* (and, consequently, $R^{*}{= 1 - (}S^{*} + I^{*}$)) are usually available and these are the data used here to fit the CA model. If the approach proposed in this work was employed to study the spread of a new pathogen, as the novel coronavirus, then features of the transient behavior of the amounts of *S, I* and *R*-individuals should/could taken into consideration.

The results obtained from numerical simulations by combining CA and GA are presented in the next section.

3. Results {#sec0003}
==========

In the CA model, the parameter values of the contact network are $n = 500$ (therefore, there are $N = 250000$ individuals in the host population), $m = 8$ (thus, 8 random undirected connections start from each individual), and $r = 192$ (recall that *r* is the radius of the Moore neighborhood where these connections are made). Preliminary tests revealed that these are suitable choices. One time step of the CA model corresponds to one day of real time. The probabilities *P* ~3~, *P* ~5~, and *P* ~6~ are assumed to be the inverse of the mean lifetime related, respectively, to the state transitions *I* → *R, I* → *S*, and *R* → *S*. Hence, the probability of recovery from varicella per time step is $P_{3} = 1/7$ $\text{day}^{- 1},$ because the convalescence period is about one week. The death rate by varicella is considered low (about 3 per 100,000 cases); therefore, the values of *P* ~5~ and *P* ~6~ are taken to be equal in this work. Thus, sick and immune individuals have the same mortality rate. In other words, here, the disease does not increase the chance of dying. By considering that the average life expectancy in Belgium and Italy was about 78 years around the year 2000, then $P_{5} = P_{6} = 1/\left( 78 \times 365 \right)$ $\text{day}^{- 1}$ [@bib0003].

For Belgium, the target is $S_{BEL}^{tar} = 0.035$ and $I_{BEL}^{tar} = 0.00022$ [@bib0003], [@bib0031]; for Italy, $S_{ITA}^{tar} = 0.1$ and $I_{ITA}^{tar} = 0.000033$ [@bib0003], [@bib0032]. These numbers represent the normalized amounts of susceptible and infected individuals found in each country.

The initial condition in the CA simulations is 99% of susceptible individuals and 1% of infected individuals, who are homogeneously distributed over the CA lattice. The steady state is achieved after 10--70 time steps. Here, $T = 100$ and $w = 20$. Thus, the average values for *S*\* and *I*\* are calculated by taking into account the last 20 time steps of a simulation with 100 time steps. Alternatively, *S*\* and *I*\* could be calculated by running *w* CA simulations and by averaging the percentages of *S* and *I*-individuals at the final time step *T* obtained in these *w* simulations.

Each GA generation is composed of $\eta = 100$ chromosomes and only the best one is carried over to the next generation without any alteration; that is, $\xi = 1$. Mutation starts with $s = 0.2$ and this standard deviation decreases $s/T = 0.002$ per GA generation. In the crossover, the probability of a pair of chromosomes exchanging their genes is $c = 0.3$ per gene. In the fitness functions, $\epsilon = 10^{- 5}$.

The chromosomes of the first generation are randomly created in the interval 0 ≤ *k, q, p* ≤ 10 from a uniform distribution in the logarithmic scale. This starting point and a time-decreasing standard deviation improved the GA performance. The total number of GA generations is 100; hence, since there are 100 candidate-solutions in each GA generation, the total number of CA simulations is 10000 for each fitness function. The simulations took about 80 hours to run in a workstation with two processors Intel Xeon E5 2620v4 2.1Gh, 64 GB RAM memory, and a graphics processing unit NVIDIA Tesla P100 12GB optimized for parallel computation.

The time evolution of the fitness functions *F* ~1~, *F* ~2~, and *F* ~3~ for the two countries are shown in [Fig. 2](#fig0002){ref-type="fig"}, [Fig. 3](#fig0003){ref-type="fig"}, [Fig. 4](#fig0004){ref-type="fig"} , respectively. Also, from the best chromosome found for each country and each fitness function, the difference between the target and the steady state reached in the CA model is calculated. [Table 1](#tbl0001){ref-type="table"} presents these results. Observe that *F* ~2~ gives the best result for Italy data; and *F* ~3~, for Belgium data. For Belgium, the average relative error (considering *S, I* and *R*-individuals) is about 4% for *F* ~3~; for Italy, the average relative error is about 2% for *F* ~2~. The three best chromosomes for the three fitness functions for both countries are shown in [Table 2](#tbl0002){ref-type="table"} .Fig. 2Time evolution of the fitness by using *F*~1~. The minimum, maximum, and average values of *F*~1~ are shown for the 100 generations. In each generation, the maximum value corresponds to the best-fit chromosome, the minimum value to the worst-fit chromosome, and the average value is determined by taking into account the 100 chromosomes.Fig. 2Fig. 3Time evolution of the fitness along 100 generations by using *F*~2~.Fig. 3Fig. 4Time evolution of the fitness along 100 generations by using *F*~3~.Fig. 4Table 1Relative errors for the best chromosome found for each fitness function and each country. For instance, for $S_{BEL}^{tar},$ the relative error $e_{F_{1}}$ is given by $e_{F_{1}} = \left| S^{*} - 0.035 \right|/0.035,$ with *S*\* obtained from a CA simulation with the best chromosome found by the GA with the fitness function *F*~1~. The average relative errors for each fitness function and each country are also shown.Table 1Target$e_{F_{1}}$$e_{F_{2}}$$e_{F_{3}}$$S_{BEL}^{tar}$0.035000.11430.16450.0625$I_{BEL}^{tar}$0.000220.05910.00000.0636$R_{BEL}^{tar}$0.964780.00410.00600.0023**Average error for Belgium0.05920.05680.0428**$S_{ITA}^{tar}$0.1000000.01860.02400.1523$I_{ITA}^{tar}$0.0000330.12120.03030.1212$R_{ITA}^{tar}$0.8999670.00210.00270.0169**Average error for Italy0.04730.01900.0968**Table 2The three best chromosomes and the corresponding average relative errors found for the three fitness functions and the two countries. The chromosomes in bold are the best ones presented in [Table 1](#tbl0001){ref-type="table"}.Table 2**Belgium**Fitness functionChromosome*kqp*Average relative error1st0.31714802.3803810.0592*F*~1~2nd0.32524904.0596660.07723rd0.32497602.7483910.07841st0.32188706.0856290.0568*F*~2~2nd0.32732004.6034810.05693rd0.32685705.3516040.0608**1st0.33911806.312226**0.0428*F*~3~2nd0.32848506.5991330.04533rd0.33765706.5820610.0593**Italy**Fitness functionChromosome*kqp*Average relative error1st00.0660870.3071630.0473*F*~1~2nd00.1585638.7029500.12033rd00.0736700.2903570.1299**1st00.0649270.299330**0.0190*F*~2~2nd00.0649270.2993300.01943rd00.1194961.3217680.03841st00.1024250.6843630.0968*F*~3~2nd00.0515060.1732860.16983rd0.0296810.0308670.1038710.1901

The best chromosome found for Belgium is $k_{BEL} = 0.339118,$ $q_{BEL} = 0,$ $p_{BEL} = 6.312226$; for Italy, $k_{ITA} = 0,$ $q_{ITA} = 0.064927,$ $p_{ITA} = 0.299330$. These results are discussed in the next section.

4. Discussion and conclusion {#sec0004}
============================

Despite the unknown degree of underreporting, the CA model proposed here can predict (with average relative error of $2\% - 4\%$) the varicella prevalence found in two European countries around the year 2000. For Belgium, *k* ≃ 0.3, $q = 0,$ and *p* ≃ 6. Thus, Belgium data can be explained by ignoring the role of *R*-individuals in the infection propagation (because $q = 0$). For Italy, the best chromosome corresponds to $k = 0,$ *q* ≃ 0.06, and *p* ≃ 0.3. Therefore, Italy data can be explained by considering contagion exclusively mediated by *R*-individuals (because $k = 0$). [Table 2](#tbl0002){ref-type="table"} confirms that $q = 0$ for Belgium and $k = 0$ for Italy compose the best chromosomes for the three fitness functions. Thus, in this work, real-world data can be predicted (with precision of 2--4%) by supposing that disease spread is only due to the direct contact among *S* and *I*-individuals (that is, *k* \> 0 and $q = 0$) or by supposing that disease spread is only due to the direct contact among *S* and *I*-individuals mediated by *R*-individuals (that is, $k = 0$ and *q* \> 0). Certainly, both these ways of disease propagation must simultaneously occur in both countries. However, the epidemic data can be explained by considering either one way or the other way, which is a surprising result. The way with *k* \> 0 and $q = 0$ is commonly found in theoretical studies; the way with $k = 0$ and *q* \> 0 is the novelty of the proposed CA model. In addition, for Belgium data, the parameter related to recovery mediated by *R*-individuals is greater than the one for Italy data. In fact, for the first country, *p* ≃ 6; for the second country, *p* ≃ 0.3.

In short, the main conclusion is: since *R*-individuals can take part in the processes of contagion and recovery, their roles should be accurately delineated in studies on dynamics of disease spread. Usually, their presence is assumed to be only beneficial from an epidemiological point of view, because, due to their acquired immunity, they can not directly propagate the infection. However, they can catalyze the meeting among *S* and *I*-individuals. This fact should not be neglected in mathematical approaches.

Two particular features of the implemented GA were crucial in the parameter identification: a decreasing mutation rate and the initial generation of chromosomes randomly picked from a uniform distribution in the logarithmic scale. From an expert system perspective, the methodology presented here can be applied to forecast the prevalence of other contagious diseases, as the one caused by the novel coronavirus. In future works, vaccination can also be taken into consideration.
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