The intensity statistics of light pulses in an atmospheric communication link are studied here for the case of a finite (nonpoint) detector aperture. The calculation of the statistics of the pulse intensities averaged over the aperture is performed by using a discrete aperture model and applying the multidimensional ognormal distribution. The results of the numerical calculations demonstrate the dependence of the level-crossing probability on aperture radius, number of pulses, and the length of a pulse sequence. The level-crossing probabilities were measured experimentally and found to be in close agreement with the theoretical values.
Introduction
The new ease in the design of high data rate solidstate optical transmitters has caused a renewed interest in atmospheric optical transmission. While lineof-sight optical communication systems are easier to install than their cable counterparts, their performance in clear air conditions may become severely limited by intensity scintillations, caused by turbulence-induced spatial and temporal fluctuations of the refractive index of air.
One important measure of the bit error rate in the above-mentioned systems is the level-crossing probability at the receiver end. 1 2 The one-pulse level-crossing probability is determined by the statistical distribution of the pulse intensity and the intensity level to be crossed. 3 -5 The level-crossing process in a sequence of pulses also depends on the correlation between pulses. The correlation function of the turbulent atmosphere has a complicated form that can be approximately described by a nonexponential function, resulting in a non-Markov character of the pulse statistics. 6 ' 7 The level-crossing probabilities in pulse sequences have been recently considered as a non-Markov process for the case of a point detector, 7 8 and the results of tained in the Markov approximation. However, most practical applications use detectors with finite apertures rather than point receivers, and the level-crossing statistics of an aperture-averaged sequence of pulses becomes vital.
The averaging of the light intensity over a receiver aperture has been considered in many papers. 3 5 9 -11 However, in studying a temporal pulse sequence the aperture-averaging intensity cannot be-used directly in the level-crossing probability calculations unless the interpulse correlation is weak, or at least much weaker than the correlation of intensities at different aperture points. Otherwise, the interpulse temporal correlation and the single-pulse spatial correlation across the aperture both have to be considered as an indivisible process.
We present the results of extensive studies of the aperture level-crossing probabilities in the condition of weak and strong turbulence. The pulse statistics for a point aperture are discussed in Sec. II. The discrete aperture model is presented in Sec. III and checked against analytical solutions in Sec. IV for the case of single-pulse aperture averaging. Section V deals with the interesting case of a sequence of pulses. The experimental setup and results are discussed in Sec. VI.
II. Pulse Statistics for a Point Aperture
Let us consider an optical communication system which consists of a transmitter emitting a series of identical pulses and a detector. The light is propagating from the transmitter to the detector through a turbulent atmosphere which induces fluctuations in the intensity of the detected pulses. Because of the random nature of the pulse intensities one needs a statistical model to describe the pulse detection. The statistics of the pulses detected by a point detector will be assumed here to follow the lognormal distribution. This model is well founded when the turbulence is weak, i.e., the propagation (Rytov) parameter al < 0. 3.5,12 The lognormal model can be considered as an acceptable approximation also for very strong turbulence (25 < o2 < 100). 5, [12] [13] [14] Since in the intermediate region (0.3 • 2 < 25) the distribution may be better described by other models, 1 5 1 6 we will not consider this region in the present work.
According to the lognormal model the variance of the log amplitude distribution a 2 is related to the variance of the irradiance distribution c through
The irradiance variance for the weak turbulence is equal to the propagation parameter o2:
In the strong turbulence region the irradiance variance a 1 can be expressed by the propagation parameter o2 in the following way 5 : In the weak turbulence region the irradiance variance cr2 increases with c2, whereas in the strong turbulence region the inverse dependence takes place. Consequently the maximum variance is expected in the intermediate regime.
In this work, the statistical properties of the pulses are studied using Monte Carlo techniques. Here the intensity of a single pulse is assigned a random value down from a population with a given statistical distribution. In the case of a sequence of pulses, the interpulse correlation requires the use of a correlated multidimensional distribution. The multidimensional Monte Carlo treatment was used in Ref. 8 to study level-crossing probabilities for a point detector.
Ill. Aperture Model
A finite aperture can always be divided into many subsections, small enough to be considered point detectors. For a circular aperture with radius, R, sections can be formed by the partition of the detector aperture on N rings with further partition of each of the rings on Mn equal subsections, where n is the ring index (Fig. 1) . Each section is now labeled by the two indices, n = 1,2,... N and m = 1,2, .. X. The section area of the nm subsection is
For simplicity we shall deal here with equiarea partitions which are easily generated if one chooses Mn = 2n -1 so that the area of each subsection becomes
The central points of the sections (xnmynm) are placed on the circles which are located in the middle of the rings (Fig. 1) . Their angular location, however, is chosen in a random way to randomize the interpoint distances. Thus (with the exception of n = 1,m = 1,
'where un are random numbers in the interval 0 < un < 1, and
The total flux passing through the aperture is the sum over all subsections:
n=l m=l where i is the pulse index, and Ii,nm is the light intensity of the ith pulse in the central point of the corresponding nm aperture section. The local intensities Ii,nm are considered separate but correlated pulses. Once the temporal and spatial correlations are determined, all the statistics of these local intensities can be fully described by the multidimensional lognormal distribution. 7 8 The lognormal amplitude correlation function BX between two points located in a plane perpendicular to the propagation line depends only on the interpoint distance p: (10) where CX(p) is the normalized correlation function (CX = 1 for p = 0). In the weak turbulence case the normalized correlation function is expressed by power se-
CX(s) = -10.9s:/ 3 + 10.7s
PF = FJ, (13) where PF is the radius of the first Fresnel zone, X is the wavelength, Z is the propagation distance, and (s) is of the order of pn (n > 2). In the strong turbulence case the normalized correlation function Cx(s) is expressed as follows 5 8 : (14) where
,[xnm andYnm are given by Eqs. (6) and (7)]. In the case of an equidistant pulse sequence, Eq. (21) becomes
where r = t -t 1 is the time interval between two successive pulses. Substituting Eq. (21) in Eq. (12) and calculating the normalized correlation function (11) or (14) for all combinations of indices one obtains a correlation matrix of order (N 2 J) X (N 2 J), where N 2 is the number of the aperture sections and J is the number of pulses in a single sequence. This correlation matrix is used in the Monte Carlo calculation of the local intensities Ii,nm in the way described in Ref. 8 .
IV. Single-Pulse Aperture Averaging
To check the validity of our model, we consider now the single-pulse case for which an analytic solution is also available. The probability density function of the aperture-averaged intensity is described by the lognormal model, and the dependence of the statistics on the aperture radius R is determined by the correlation functions. All results will be presented in terms of the dimensionless parameter
The variance of the aperture-averaged intensity (f)ap (19) can be expressed by the point receiver variance The degree of correlation between two local intensities inm and Ii,n'm' belonging to the same pulse but incident at different aperture points is determined by the distance p, which separates these points. If the local intensities belong to different pulses arriving at the receiver at t and t, respectively, the temporal correlation has to be. taken into account as well. According to the frozen turbulent flow hypotheses this temporal correlation can be deduced from its spatial counterpart BX(p) if p is replaced by
where v is the projection of the wind velocity on the aperture plane. Without loss of generality, we may assume this projection to be parallel to the x axis of Fig.  1 . Thus the degree of correlation between the twopoint intensities Iinm and Ii',n'm', separated both spatially and temporally, is a single-valued function of the generalized distance:
with
(24')
where CI(s) is the normalized irradiance correlation function which is related to the log amplitude correlation function C,(s) through
The function G(SR) is unity for a point detector and is expected to decrease as the aperture radius increases.
Using Eq. (11) or (14) for C in Eq. (26), one can numerically integrate Eq. (24) to obtain G(SR). In the weak turbulence case it was done by Tatarski. 3 The G(SR) functions obtained with the correlation functions (11) and (14) are presented in Fig. 2 all other properties of the intensity statistics (assuming, for example, a lognormal distribution for the averaged intensity). We also used our discrete aperture model to deter-mine the aperture-averaged statistics. Good accuracy was obtained when we chose N = 2 for a relatively small aperture (0.025PF) and N = 4-5 for an aperture of the order of PF-Consequently the number of points was 4
for SR = 0.025 and 16-25 for SR = 0.5. The single-pulse level-crossing probability as a function of the level-crossing values is presented in Table I for aperture radius R = 1.5 cm. The good agreement between the last two rows of the table indicates that indeed the averaged intensity is also lognormally distributed.
V. Level-Crossing Probability in the Pulse Sequence
The level-crossing probability P(N;Ip) is defined as the probability that in a sequence of N pulses the intensity of at least one of them will exceed the level Ip.2, 8 It is convenient to use as a level-crossing parameter the coefficient AP, which shows by how much the level Ip is larger than the average intensity (I):
The sequence of equidistant pulses is characterized by its length (the sequence sampling time) T and the number of pulses N inside this sampling time. The turbulent atmosphere is characterized by the propagation parameter o, the radius of the first Fresnel zone PF (13) , and the transverse wind velocity w. The receiver is characterized by the aperture radius R. The level-crossing probability P(Ip) depends on all seven parameters mentioned above: A, T, N, ul, PF, vw, R. In this section the results of the level-crossing probability calculation are discussed for two turbu- The dependence of the level-crossing probability on the aperture radius is presented in Fig. 3 for a sequence with N 10 pulses occupying a sampling time interval T = 0.01 and T = 0.05 s and for the case of no correlation (T = a). In accordance with the transverse dependence of a' (Fig. 2) , the level-crossing probability in the weak turbulence case significantly decreases only for R 2 1 cm (SR 2 0.33). In the strong turbulence case the level-crossing probability decreases significantly in the region of small radii, around R _ 0.25 cm (SR 0.05). The interpulse correlation decreases the level-crossing probability. This decrease is more important in the weak turbulence case than in the strong turbulence case due to stronger interpulse correlation between consecutive pulses for the same sampling time interval T. The influence of correlation is larger for large radii, first, in the strong turbulence case. This can be explained by strong correlation (C 1) among some of the beams belonging to different pulses and incidents at different points of the aperture.
The level-crossing probability dependence on the sampling time is presented in Fig. 4 for N = 10 and R = 1.5 cm. In the weak turbulence case, when Tis smaller than 0.25 s, the correlation function is large and the level-crossing probability increases sharply. The level-crossing probability is almost constant or even slightly decreases in the interval -2 T 2 0.25 s. The slight decrease can be explained by the negative tail in the correlation function, Eq. (11).8 In the strong turbulence case the level-crossing probability is slowly increasing with T. In both cases there is a tendency to the seasoning of the level-crossing probability dependence on small T when the interpulse correlation is strong.
The level-crossing probability dependence on the number of pulses Nis presented in Fig. 5 for a sampling time interval T = 0.01 s and aperture radii R = 0 (point receiver) and R = 0.15,0.6 cm. The N dependence of the statistics demonstrates a saturation region which was studied in detail for a point receiver in Ref. 8 . The increase in the aperture radius in the weak turbulence case decreases only slightly the saturation value of the level-crossing probability. In the strong turbulence case, however, the dependence of the saturation value on the aperture size is much more significant.
VI. Experimental Verification
Measurements of the aperture-averaged level-crossing probability for visible He-Ne laser light were made over a path length Z = 50 m. The experimental site was an airplane runway with nearly perfect homogeneous conditions. The transmitter was a 16-mW HeNe laser (X = 0.6328 Am) with a beam divergence of -3 mrad. The beam height above ground was -1.5 m.
The receiver aperture was circular with a variable diameter D ranging from 1 to 30 mm. At the receiver the beam was collected by a telescope T(f = 135 mm) on a PIN photodiode with an integrated linear preamplifier. Background radiation was minimized by interference filters and a field stop. The photodiode was followed by an amplifier, which fed an analog-to-digital converter having a conversion time of 15 gs. Conversion started under the control of a microcomputer, which also stored the data for later processing. Each measurment of the received laser signal was followed by background noise, system noise, and offset measurements. In our experiments we took 10-32-kbyte data points at a rate of 200-4000 samples/s. Normally we used the high sample rate. Short time periods were used to ensure stationarity of the statistics and to prevent changes in the background intensity measurements. During the experiments the index-of-refraction structure constant C2 attained the values C 2 10-13_10-12 -2/3.
The digitized optical signal, corrected for background and system noise, was then used to calculate the level-crossing probability, as defined in Sec. V.
The experimental results in the weak turbulence regime for two aperture sizes are shown in Fig. 6 together with our numerical results. Very good agreement is obtained.
VIl. Conclusion
Level-crossing probabilities in a sequence of pulses, propagating through the turbulent atmosphere, were calculated using Monte Carlo techniques on a discrete aperture. It was shown that interpulse correlations can significantly modify the level-crossing probability: the smaller the sampling time (for a given number of pulses) the stronger is the interpulse correlation, and consequently the smaller is the level-crossing probability. The results of the measurements performed for horizontal propagation of laser beams were also in very good agreement with the results of the calculation.
Thus we showed that our proposed technique is both accurate and useful. It can handle many practical problems as long as the spatial and temporal correlations are given together with the local probability density function. To get a better assessment of the utility and accuracy of the model, we are currently studying 
