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A TWO WEIGHT THEOREM FOR α-FRACTIONAL SINGULAR
INTEGRALS IN HIGHER DIMENSION
ERIC T. SAWYER, CHUN-YEN SHEN, AND IGNACIO URIARTE-TUERO
Abstract. Let σ and ω be locally finite positive Borel measures on Rn with
no common point masses, and let Tα be a standard α-fractional Caldero´n-
Zygmund operator on Rn with 0 ≤ α < n. Furthermore, assume as side con-
ditions the Aα
2
conditions and the α-energy conditions. Then Tα is bounded
from L2 (σ) to L2 (ω) if the cube testing conditions hold for Tα and its dual.
Conversely, if 0 ≤ α < n and the vector of α-fractional Riesz transforms
R
n,α
σ is bounded from L
2 (σ) to L2 (ω), or more generally a strongly elliptic
vector transform Tα is bounded, then the Aα
2
conditions hold. This exhibits
the energy conditions as the fundamental enemy in higher dimensions. We also
show that reversal of a key Energy inequality in the proof, that is typically
used to derive the necessity of the energy conditions, doesn’t hold in the plane
even for the infinite collection of all convolution Caldero´n-Zygmund operators.
The innovations in this higher dimensional setting are the Monotonicity and
Energy Lemmas using special Haar functions, the equivalence of energy and
functional energy modulo Aα
2
, the necessity of the Aα
2
conditions for strongly
elliptic vectors, the failure of energy reversal for all convolution Caldero´n-
Zygmund operators in the plane, and the extension of certain one-dimensional
arguments to higher dimensions in light of the differing Poisson integrals used
in A2 and modified energy conditions. The arguments of our indicator/interval
paper with M.Lacey, along with the argument used by M. Lacey in his recent
solution of the NTV conjecture for the Hilbert transform, are then adapted to
higher dimensions.
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1. Introduction
We prove a two weight inequality for standard α-fractional Caldero´n-Zygmund
operators Tα in Euclidean space Rn, where we assume the n-dimensional Aα2 and α-
energy conditions as side conditions (in higher dimensions the Poisson kernels used
in these two conditions differ, and the energy conditions can be mildly weakened).
In particular, we show that for locally finite Borel measures σ and ω in Rn with no
common point masses, and assuming the energy condition
(Eα)2 ≡ sup
Q=∪˙Qr
Q,Qr∈Qn
1
|Q|σ
∞∑
r=1
(
Pα
(
Qr,1Q\Qrσ
)
|Qr|
)2(∫
Qr
∣∣x− EωQr ∣∣2 dω) <∞
and its dual, a strongly elliptic collection of standard α-fractional Caldero´n-Zygmund
operators Tα is bounded from L2 (σ) to L2 (ω) if and only if the A2 condition
Aα2 ≡ sup
Q∈Qn
Pα (Q, σ) |Q|ω
|Q|1−αn
<∞
and its dual hold, along with the following cube testing conditions:∫
Q
|Tα (1Qσ)|2 ω ≤
∫
Q
dσ and
∫
Q
∣∣(Tα)∗ (1Qω)∣∣2 σ ≤ ∫
Q
dω,
for all cubes Q in Rn.
The recent proof by M. Lacey [Lac] of the Nazarov-Treil-Volberg conjecture for
the Hilbert transform is the culmination of a large body of work on two-weighted
inequalities beginning with the work of Nazarov, Treil and Volberg ([NaVo], [NTV1],
[NTV2], [NTV4] and [Vol]) and continuing with that of Lacey and the authors
([LaSaUr1], [LaSaUr], [LaSaShUr] and [LaSaShUr2]), just to mention a few. See
the references for further work.
In attempting to extend this result to higher dimensions, several difficulties im-
mediately arise, most notably regarding functions of minimal bounded fluctuation,
and the functional energy condition. However, Lacey’s stopping time and recursion
argument avoids minimal bounded fluctuation altogether, and we prove here that
the functional energy condition is implied by the energy condition and Aα2 , leaving
the energy condition as the fundamental enemy in higher dimensions.
The main innovations in this paper are:
(1) (a) the necessity of the Aα2 conditions for the boundedness of the vector of
α-fractional Riesz transforms Rα, and more generally strongly elliptic
collections,
(b) the Monotonicity and Energy Lemmas using special Haar functions,
(c) the equivalence of the functional energy condition with the energy
condition modulo Aα2 ,
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(d) the failure of reversing the Energy Lemma in dimension n = 2 even for
the infinite collection of all convolution Caldero´n-Zygmund integrals,
(2) and finally an adaptation of the arguments from our previous work [LaSaShUr2],
and the clever stopping time and recursion arguments of M. Lacey [Lac],
in view of the differing Poisson kernels and modified energy.
By a convolution Caldero´n-Zygmund integral T in the plane, we mean a principal
value operator with convolution kernel Kα (x) = Ω(x)|x|2−α where 0 ≤ α < 2 and Ω is
homogeneous of degree zero on R2. While even a weak form of the Energy Lemma
cannot be reversed for the collection of all classical Caldero´n-Zygmund operators
in the plane (those convolution Caldero´n-Zygmund integrals with
∫
S1 Ω (θ) dθ = 0),
the weak form is easily reversed for the positive fractional integral operator Iα,
which for α > 0 is an example of an α-fractional singular integral. Since the
weak form of energy reversal implies the energy condition, we see that the energy
conditions are necessary for boundedness of Iα, but in general they remain a basic
obstacle to two weight theory in higher dimensions. However, the energy conditions
are implied by the natural generalizations of all side conditions used previously for
the Hilbert transform, including doubling conditions on the measures and more
generally the Energy Hypothesis of [LaSaUr].
The basic idea of the fractional generalization is that all of the decompositions
of functions are carried out independently of the fractional parameter α, while
the estimates of the resulting nonlinear forms depend on the α-Poisson integrals
and the α-energy conditions. In order to state our theorem precisely, we need to
define standard fractional singular integrals, the two different Poisson kernels, and
a modified energy condition which remains sufficient for use in the proof. These
are introduced in the following three subsections respectively.
1.1. Standard fractional singular integrals. Consider a kernel functionK(x, y)
defined on Rn×Rn satisfying the following standard size and smoothness estimates:
|K (x, y)| ≤ C |x− y|−n ,(1.1)
|K (x, y)−K (x′, y)| ≤ C |x− x
′|
|x− y| |x− y|
−n
,
|x− x′|
|x− y| ≤
1
2
,
|K (x, y)−K (x, y′)| ≤ C |y − y
′|
|x− y| |x− y|
−n
,
|y − y′|
|x− y| ≤
1
2
.
Remark 1. The adjective ‘standard’ is usually reserved for a more general smooth-
ness condition involving a Dini function η (t) on (0, 1), and in the case at hand we
are restricting to η (t) = t.
We define a standard Caldero´n-Zygmund operator associated with such a kernel
as follows.
Definition 1. We say that T is a standard singular integral operator with kernel
K if T is a bounded linear operator on Lq (Rn) for some fixed 1 < q <∞, that is
(1.2) ‖Tf‖Lq(Rn) ≤ C ‖f‖Lq(Rn) , f ∈ Lq (Rn) ,
if K(x, y) is defined on Rn ×Rn and satisfies (1.1), and if T and K are related by
(1.3) Tf(x) =
∫
K(x, y)f(y)dy, a.e.-x /∈ supp f,
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whenever f ∈ Lq (Rn) has compact support in Rn. We say K(x, y) is a standard
singular kernel if it satisfies (1.1).
We will also consider generalized fractional integrals, including the Cauchy inte-
gral in the plane. The setup is essentially the same as above but with a fractional
variant of the size and smoothness conditions (1.1) on the kernel. Here are the
details. Let 0 ≤ α < n. Consider a kernel function Kα(x, y) defined on Rn × Rn
satisfying the fractional size and smoothness conditions,
|Kα(x, y)| ≤ C |x− y|α−n ,(1.4)
|Kα(x, y)−Kα (x′, y)| ≤ C |x− x
′|
|x− y| |x− y|
α−n
,
|x− x′|
|x− y| ≤
1
2
,
|Kα(x, y)−Kα (x, y′)| ≤ C |y − y
′|
|x− y| |x− y|
α−n
,
|y − y′|
|x− y| ≤
1
2
.
Example 1. The Cauchy integral C1 in the complex plane arises when K(x, y) =
1
x−y , x, y ∈ C. The fractional size and smoothness condition 1.4 holds with n = 2
and α = 1 in this case.
Then we define a standard α-fractional Caldero´n-Zygmund operator associated
with such a kernel as follows.
Definition 2. We say that Tα is a standard α-fractional integral operator with
kernel Kα if Tα is a bounded linear operator from some Lp (Rn) to some Lq (Rn)
for some fixed 1 < p ≤ q <∞, that is
‖Tαf‖Lq(Rn) ≤ C ‖f‖Lp(Rn) , f ∈ Lp (Rn) ,
if Kα(x, y) is defined on Rn×Rn and satisfies (1.4), and if Tα and Kα are related
by
Tαf(x) =
∫
Kα(x, y)f(y)dy, a.e.-x /∈ supp f,
whenever f ∈ Lp (Rn) has compact support in Rn. We say Kα(x, y) is a standard
α-fractional kernel if it satisfies (1.4).
A typical example is the α-fractional Riesz vector of operators
Rn,α = {Rn,αℓ : 1 ≤ ℓ ≤ n} , 0 ≤ α < n.
The Riesz transforms Rn,αℓ are convolution fractional singular integrals R
n,α
ℓ f ≡
Kn,αℓ ∗ f with odd kernel defined by
Kn,αℓ (w) ≡
wℓ
|w|n+1−α .
1.2. Poisson integrals. It turns out that in higher dimensions, there are two natu-
ral ‘Poisson integrals’ P and P that arise, the usual Poisson integral P that emerges
in connection with energy considerations, and a much smaller ‘reproducing’ Pois-
son integral P that emerges in connection with size considerations - in dimension
n = 1 these two Poisson integrals coincide. For any cube Q and any positive Borel
measure µ, let
P (Q,µ) =
∫
Rn
|Q| 1n(
|Q| 1n + |x− xQ|
)n+1 dµ (x) ,
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be the usual Poisson integral of µ at the point (xQ, |Q|) in the upper half space
Rn+1+ , and let
P (Q,µ) ≡
∫
Rn
 |Q| 1n(
|Q| 1n + |x− xQ|
)2

n
dµ (x) .
We also need the fractional analogues of the two Poisson integrals of a measure µ
on a cube Q:
Pα (Q,µ) ≡
∫
Rn
|Q| 1n(
|Q| 1n + |x− xQ|
)n+1−α dµ (x) ,
Pα (Q,µ) ≡
∫
Rn
 |Q| 1n(
|Q| 1n + |x− xQ|
)2

n−α
dµ (x) .
Note that
• for 0 ≤ α < n− 1, Pα is strictly larger that Pα,
• for α = n− 1, Pα and Pα coincide,
• for n− 1 < α < n, Pα is strictly smaller that Pα.
The standard Poisson integral Pα appears in the energy conditions, while the
reproducing Poisson kernel Pα appears in the Aα2 conditions.
1.3. Energy condition. It turns out that in higher dimensions, we can modify the
definition of the energy condition from a direct generalization of the one-dimensional
energy condition, and the resulting somewhat weaker condition suffices for use in
all arguments. The point of introducing this variant of energy is that it is necessary
for the two weight inequality in those situations where the Energy Lemma can be
reversed.
Define PµI to be orthogonal projection onto the subspace of L
2 (µ) consisting
of functions supported in I with µ-mean value zero. In addition, define P˜µI to
be orthogonal projection onto the subspace L2H(I) (µ) of L
2 (µ) consisting of those
functions f ∈ L2 (µ) whose Haar support is contained in
H (I) ≡
{
J ∈ Dn : either |J | 1n > 2−r |I| 1n or J ⋐ I
}
,
and where the notation J ⋐ I, read J is (r, ε)-deeply embedded in I, means that
J ⊂ I, |J | 1n ≤ 2−r |I| 1n , and that J satisfies the ‘good’ condition relative to the
cube I:
dist (J, ∂I) >
1
2
|J | εn |I| 1−εn .
Here r ∈ N and 0 < ε < 1 are the parameters in the definition of the ‘good’ dyadic
cubes below, and will be taken sufficiently large and small respectively depending
on the dimension n.
Definition 3. Let r ∈ N and 0 < ε < 1. A dyadic cube J is (r, ε)-good, or simply
good, if for every dyadic supercube I, it is the case that either J has side length
at least 2−r times that of I, or J ⋐ I is (r, ε)-deeply embedded in I.
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We thus have∥∥∥P˜µIx∥∥∥2
L2(µ)
≤ ‖PµI x‖2L2(µ) ≡
∫
I
∣∣∣∣∣x−
(
1
|I|µ
∫
I
xdx
)∣∣∣∣∣
2
dµ (x) , x = (x1, ..., xn) ,
where PµIx is the orthogonal projection of the identity function x : R
n → Rn onto
the vector-valued subspace of ⊕nk=1L2 (µ) consisting of functions supported in I
with µ-mean value zero.
Recall that in dimension n = 1 for α = 0, we defined the energy condition by∑
I⊃∪˙Ir
|Ir |ω E (Ir , µ)2 Pα (Ir,1Iσ)2 ≤ (E2)2 |I|σ ,
where
E (I, µ)
2 ≡ 1|I|ω
∥∥∥∥PµI x|I|
∥∥∥∥2
L2(µ)
.
Our extension of the energy conditions to higher dimensions will use the smaller
projection P˜µIx in place of P
µ
I x, and as a result, it is convenient to define the soft
energy of µ on a cube J by
Esoft (I, µ)
2 ≡ 1|I|ω
∥∥∥∥∥P˜µI x|I| 1n
∥∥∥∥∥
2
L2(µ)
.
Thus Esoft (I, µ) involves precisely those Haar coefficients 〈x, hω,aJ 〉ω for which J is
either close to I or deeply embedded in I. In particular, Esoft (I, µ) involves all of
the Haar coefficients 〈x, hω,aJ 〉ω for which J is good and contained in I, plus others.
Then we define the forward energy condition in dimension n ≥ 2 for 0 ≤ α < n by∑
I⊃∪˙Ir
|Ir|ω Esoft (Ir, µ)2 Pα (Ir,1Iσ)2 ≤ (Eα2 )2 |I|σ .
Note that this definition of the energy condition depends on the choice of goodness
parameters r and ε.
1.4. Statement of the Theorem. We can now state our main theorem. Let Qn
denote the collection of all cubes in Rn, and denote by Dn a dyadic grid in Rn.
Theorem 1. Suppose that Tα is a standard α-fractional Caldero´n-Zygmund oper-
ator on Rn, and that ω and σ are positive Borel measures on Rn without common
point masses. Set Tασ f = T
α (fσ) for any smooth truncation of Tασ . Then
(1) Suppose 0 ≤ α < n. Then the operator Tασ is bounded from L2 (σ) to L2 (ω),
i.e.
(1.5) ‖Tασ f‖L2(ω) ≤ Nα ‖f‖L2(σ) ,
uniformly in smooth truncations of Tα, and moreover
Nα ≤ Cα
(√
Aα2 +Aα,∗2 + Tα + T∗α + Eα + E∗α
)
,
provided that
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(a) the two dual Aα2 conditions hold,
Aα2 ≡ sup
Q∈Qn
Pα (Q, σ) |Q|ω
|Q|1−αn
<∞,
Aα,∗2 ≡ sup
Q∈Qn
|Q|σ
|Q|1−αn
Pα (Q,ω) <∞,
(b) and the two dual testing conditions hold,
T2α ≡ sup
Q∈Qn
1
|Q|σ
∫
Q
|Tα (1Qσ)|2 ω <∞,
(T∗α)
2 ≡ sup
Q∈Qn
1
|Q|ω
∫
Q
∣∣(Tα)∗ (1Qω)∣∣2 σ <∞,
(c) and the two dual energy conditions hold,
(Eα)2 ≡ sup
Q=∪˙Qr
Q,Qr∈Dn
1
|Q|σ
∞∑
r=1
(
Pα
(
Qr,1Q\Qrσ
)
|Qr|
)2 ∥∥∥P˜ωQrx∥∥∥2
L2(ω)
<∞,
(E∗α)2 ≡ sup
Q=∪˙Qr
Q,Qr∈Dn
1
|Q|ω
∞∑
r=1
(
Pα
(
Qr,1Q\Qrω
)
|Qr|
)2 ∥∥∥P˜σQrx∥∥∥2
L2(σ)
<∞,
uniformly over all dyadic grids Dn, and where the goodness parameters
r and ε implicit in the definition of P˜ are fixed sufficiently large and
small respectively depending on dimension.
(2) Conversely, suppose 0 ≤ α < n and that {Tαj }Jj=1 is a collection of Caldero´n-
Zygmund operators with standard kernels
{
Kαj
}J
j=1
. In the range 0 ≤ α <
n
2 , we assume the following ellipticity condition: there is c > 0 such that
for each unit vector u there is j satisfying
(1.6)
∣∣Kαj (x, x+ tu)∣∣ ≥ ctα−n, t ∈ R.
For the range n2 ≤ α < n, we asume the following strong ellipticity con-
dition: for each m ∈ {1,−1}n, there is a sequence of coefficients {λmj }Jj=1
such that
(1.7)
∣∣∣∣∣∣
J∑
j=1
λmj K
α
j (x, x+ tu)
∣∣∣∣∣∣ ≥ ctα−n, t ∈ R.
holds for all unit vectors u in the n-ant
Vm = {x ∈ Rn : mixi > 0 for 1 ≤ i ≤ n} , m ∈ {1,−1}n .
Furthermore, assume that each operator Tαj is bounded from L
2 (σ) to
L2 (ω),
‖Tασ f‖L2(ω) ≤ Nα ‖f‖L2(σ) .
Then the fractional Aα2 condition holds, and moreover,√
Aα2 +Aα,∗2 ≤ CNα.
Remark 2. Inequality (1.6) reverses the size inequality in (1.1) in the direction of
the unit vector u for one of the operators Tαj .
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Remark 3. The collection consisting of the Hilbert transform kernel 1x alone is an
example of a kernel satisfying both (1.6) and (1.7) for α = 0, while the complex
Cauchy kernel 1z satisfies both (1.6) and (1.7) for α = 1 in the plane. In general
however, the boundedness of an individual operator Tα cannot imply the finiteness
of either Aα2 or Eα. For a trivial example, if σ and ω are supported on the x-axis
in the plane, then the second Riesz tranform R2 is the zero operator from L
2 (σ)
to L2 (ω), simply because the kernel K2 (x, y) of R2 satisfies K2 ((x1, 0) , (y1, 0)) =
0−0
|x1−y1|3−α = 0.
Remark 4. The collection of fractional Riesz transform kernels
{
cj
xj−yj
|x−y|n+1−α
}n
j=1
is an example of a collection satisfying both (1.6) and (1.7) for 0 ≤ α < n.
We discuss the failure of reversing the Energy Lemma (3.4) in the final section
of the paper.
Acknowledgement 1. We thank Michael Lacey for showing us a counterexample
to the reversal of the Monotonicity lemma as formulated in an early extended version
of this paper on the arXiv, for pointing to a problem with the summing of Poisson
tails in the third version of that paper on the arXiv, and finally for showing us a
counterexample to the reversal of energy for the Cauchy transform that was claimed
in earlier versions of this shortened paper. This last example led to the identification
of a single sign error in a calculation that completely changed the conclusion of that
calculation: there is in general no reversal of the Energy inequality (3.4) below, and
in dimension n = 2, not even for the collection of all classical Caldero´n-Zygmund
operators.
2. Necessity of the Aα2 conditions
First we recall the necessity of the usual A2 condition for elliptic operators in
Euclidean space Rn from [LaSaUr1], where this result was proved also for 1 < p <
∞.
Lemma 1. Suppose that σ and ω have no point masses in common, and that
{Kj}Jj=1 is a collection of standard kernels satisfying the ellipticity condition (1.6)
with α = 0. If there are corresponding Caldero´n-Zygmund operators Tj satisfying
‖χETj(fσ)‖L2,∞(ω) ≤ C ‖f‖L2(σ) , E = Rn \ supp f,
for 1 ≤ j ≤ J , then the two weight A2 condition holds.
Now we prove the necessity of the fractional Aα2 condition when 0 ≤ α < n, for
the α-fractional Riesz vector transform Rα defined by
Rα (fσ) (x) =
∫
Rn
Rαj (x, y)f (y) dσ (y) , K
α
j (x, y) =
xj − yj
|x− y|n+1−α ,
whose kernelKαj (x, y) satisfies (1.4) for 0 ≤ α < n. Parts of the following argument
involving (1.6) are taken from unpublished material obtained in joint work with M.
Lacey.
Lemma 2. Suppose 0 ≤ α < n. Let Tα be any collection of operators with α-
standard fractional kernel satisfying the ellipticity condition (1.6), and in the case
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n
2 ≤ α < n, we also assume the more restrictive ellipticity condition (1.7). Then
for 0 ≤ α < n we have
Aα2 . Nα (Tα) .
Remark 5. Cancellation properties of Tα play no role the proof below. Indeed the
proof shows that Aα2 is dominated by the best constant C in the restricted inequality
‖χETα(fσ)‖L2,∞(ω) ≤ C ‖f‖L2(σ) , E = Rn \ supp f.
Proof. First we give the proof for the case when Tα is the α-fractional Riesz trans-
form Rα, whose kernel is Kα (x, y) = x−y|x−y|n+1−α . Define the 2
n generalized n-ants
Qm for m ∈ {−1, 1}n, and their translates Qm (w) for w ∈ Rn by
Qm = {(x1, ..., xn) : mkxk > 0} ,
Qm (w) = {z : z − w ∈ Qm} , w ∈ Rn.
Fix m ∈ {−1, 1}n and a cube I. For a ∈ Rn and r > 0 let
sI (x) =
ℓ (I)
ℓ (I) + |x− ζI |
,
fa,r (y) = 1Q−m(a)∩B(0,r) (y) sI (y)
n−α
,
where ζI is the center of the cube I. Now
ℓ (I) |x− y| ≤ ℓ (I) |x− ζI |+ ℓ (I) |ζI − y|
≤ [ℓ (I) + |x− ζI |] [ℓ (I) + |ζI − y|]
implies
1
|x− y| ≥
1
ℓ (I)
sI (x) sI (y) , x, y ∈ Rn.
Now the key observation is that with Lζ ≡ m · ζ, we have
L (x− y) = m · (x− y) ≥ |x− y| , x ∈ Qm (y) ,
which yields
L (Kα (x, y)) =
L (x− y)
|x− y|n+1−α(2.1)
≥ 1|x− y|n−α ≥ ℓ (I)
α−n sI (x)
n−α sI (y)
n−α ,
provided x ∈ Q+,+ (y). Now we note that x ∈ Qm (y) when x ∈ Qm (a) and
y ∈ Q−m (a) to obtain that for x ∈ Qm (a),
L (Tα (fa,rσ) (x)) =
∫
Q−m(a)∩B(0,r)
L (x− y)
|x− y|n+1−α sI (y) dσ (y)
≥ ℓ (I)α−n sI (x)n−α
∫
Q−m(a)∩B(0,r)
sI (y)
2n−2α dσ (y) .
Applying |Lζ| ≤ √n |ζ| and our assumed two weight inequality for the fractional
Riesz transform, we see that for r > 0 large,
ℓ (I)
2α−2n
∫
Qm(a)
sI (x)
2n−2α
(∫
Q−m(a)∩B(0,r)
sI (y)
2n−2α
dσ (y)
)2
dω (x)
≤ ‖LT (σfa,r)‖2L2(ω) . Nα (Rα)2 ‖fa,r‖2L2(σ) = Nα (Rα)2
∫
Q−m(a)∩B(0,r)
sI (y)
2n−2α
dσ (y) .
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Rearranging the last inequality, we obtain
ℓ (I)
2α−2n
∫
Qm(a)
sI (x)
2n−2α
dω (x)
∫
Q−m(a)∩B(0,r)
sI (y)
2n−2α
dσ (y) . Nα (R
α)
2
,
and upon letting r →∞,∫
Qm(a)
ℓ (I)
2−α
(ℓ (I) + |x− ζI |)4−2α
dω (x)
∫
Q−m(a)
ℓ (I)
2−α
(ℓ (I) + |y − ζI |)4−2α
dσ (y) . Nα (R
α)
2
.
Note that the ranges of integration above are pairs of opposing n-ants.
Fix a cube Q, which without loss of generality can be taken to be centered at
the origin, ζQ = 0. Then choose a = (2ℓ (Q) , 2ℓ (Q)) and I = Q so that we have(∫
Qm(a)
ℓ (Q)n−α
(ℓ (Q) + |x|)2n−2α dω (x)
)(
ℓ (Q)α−n
∫
Q
dσ
)
≤ Cα
∫
Qm(a)
ℓ (Q)
n−α
(ℓ (Q) + |x|)2n−2α dω (x)
∫
Q−m(a)
ℓ (Q)
n−α
(ℓ (Q) + |y|)2n−2α dσ (y) . Nα (R
α)2 .
Now fix m = (1, 1, ..., 1) and note that there is a fixed N (independent of ℓ (Q)) and
a fixed collection of rotations {ρk}Nk=1, such that the rotates ρkQm (a), 1 ≤ k ≤ N ,
of the n-ant Qm (a) cover the complement of the ball B (0, 4
√
nℓ (Q)):
B
(
0, 4
√
nℓ (Q)
)c ⊂ N⋃
k=1
ρkQm (a) .
Then we obtain, upon applying the same argument to these rotated pairs of n-ants,
(2.2)(∫
B(0,4
√
nℓ(Q))c
ℓ (Q)
n−α
(ℓ (Q) + |x|)2n−2α dω (x)
)(
ℓ (Q)
α−n
∫
Q
dσ
)
. Nα (R
α)
2
.
Now we assume for the moment the tailless Aα2 condition
ℓ (Q′)2(α−n)
(∫
Q′
dω
)(∫
Q′
dσ
)
≤ Aα2 .
If we use this with Q′ = 4
√
nQ, together with (2.2), we obtain(∫
ℓ (Q)n−α
(ℓ (Q) + |x|)2n−2α dω (x)
) 1
2 (
ℓ (Q)α−n
∫
Q
dσ
) 1
2
. Nα (R
α)
or
ℓ (Q)
α
 1|Q|
∫
1(
1 +
|x−ζQ|
ℓ(Q)
)2n−2α dω (x)

1
2 (
1
|Q|
∫
Q
dσ
) 1
2
. Nα (R
α) .
Clearly we can reverse the roles of the measures ω and σ and obtain
Aα2 . Nα (Rα) +Aα2
for the kernels Kα, 0 ≤ α < n.
More generally, to obtain the case when Tα is elliptic and the tailless Aα2 condi-
tion holds, we note that the key estimate (2.1) above extends to the kernel Kαj of
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Tαj in (1.7) if the n-ants above are replaced by thin cones of sufficently small aper-
ture, and there is in addition sufficient separation between opposing cones, which
in turn may require a larger constant than 4
√
n in the choice of Q′ above.
Finally, we turn to showing that the tailless Aα2 condition is implied by the norm
inequality, i.e.
Aα2 ≡ sup
Q′
ℓ (Q′)α
(
1
|Q′|
∫
Q′
dω
) 1
2
(
1
|Q′|
∫
Q′
dσ
) 1
2
. Nα (R
α) ;
i.e.
(∫
Q′
dω
)(∫
Q′
dσ
)
. Nγ (R
γ)2 |Q′|2− 2αn .
In the range 0 ≤ α < n2 where we only assume (1.6), we invoke the argument
used to prove Lemma 1 in [LaSaUr1]. Indeed, with notation as in that proof, and
suppressing some of the initial work there, then A2 (ω, σ;Q) = |Q|ω×σ where ω× σ
denotes product measure on Rn × Rn, and we have
A2 (ω, σ;Q0) =
∑
ζ
A2 (ω, σ;Qζ) +
∑
β
A2 (ω, σ;Pβ) .
Now we have∑
ζ
A2 (ω, σ;Qζ) =
∑
ζ
|Qζ |ω×σ ≤
∑
ζ
Nα (R
α)
2 |Qζ |1−
α
n ,
and∑
ζ
|Qζ |1−
α
n =
∑
k∈Z: 2k≤ℓ(Q0)
∑
ζ: ℓ(Qζ)=2k
(
22nk
)1−α
n
≈
∑
k∈Z: 2k≤ℓ(Q0)
(
2k
ℓ (Q0)
)−n (
22nk
)1−α
n (Whitney)
= ℓ (Q0)
n
∑
k∈Z: 2k≤ℓ(Q0)
2nk(−1+2−
2α
n )
≤ Cαℓ (Q0)n ℓ (Q0)n(1−
2α
n ) = Cα |Q0 ×Q0|2−
2α
n = Cα |Q0|1−
α
n ,
provided 0 ≤ α < n2 . Since ω and σ have no point masses in common, it is not hard
to show, using that the side length of Pβ = Pβ×P ′β is 2−N and dist (Pβ,D) ≤ C2−N ,
that we have the following limit,∑
β
A2 (ω, σ;Pβ)→ 0 as N →∞.
Indeed, if σ has no point masses at all, then∑
β
A2 (ω, σ;Pβ) =
∑
β
|Pβ |ω
∣∣P ′β∣∣σ
≤
∑
β
|Pβ |ω
 sup
β
∣∣P ′β∣∣σ
≤ C |Q0|ω sup
β
∣∣P ′β∣∣σ → 0 as N →∞,
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while if σ contains a point mass cδx, then
∑
β: x∈P ′
β
A2 (ω, σ;Pβ) ≤
 ∑
β: x∈P ′
β
|Pβ |ω
 sup
β: x∈P ′
β
∣∣P ′β∣∣σ
≤ C
 ∑
β: x∈P ′
β
|Pβ |ω
→ 0 as N →∞
since ω has no point mass at x. This continues to hold if σ contains finitely many
point masses disjoint from those of ω, and a limiting argument finally applies. This
completes the proof that Aα2 . Nα (R
α) for the range 0 ≤ α < n2 .
Now we turn to proving Aα2 . Nα (R
α) for the range n2 ≤ α < n, where we
assume the stronger ellipticity condition (1.7). So fix a cube Q =
n∏
i=1
Qi where
Qi = [ai, bi]. Choose θ1 ∈ [a1, b1] so that both∣∣∣∣∣[a1, θ1]×
n∏
i=2
Qi
∣∣∣∣∣
ω
,
∣∣∣∣∣[θ1, b1]×
n∏
i=2
Qi
∣∣∣∣∣
ω
≥ 1
2
|Q|ω .
Now denote the two intervals [a1, θ1] and [θ1, b1] by [a
∗
1, b
∗
1] and [a
∗∗
1 , b
∗∗
1 ] where the
order is chosen so that∣∣∣∣∣[a∗1, b∗1]×
n∏
i=2
Qi
∣∣∣∣∣
σ
≤
∣∣∣∣∣[a∗∗1 , b∗∗1 ]×
n∏
i=2
Qi
∣∣∣∣∣
σ
.
Then we have both ∣∣∣∣∣[a∗1, b∗1]×
n∏
i=2
Qi
∣∣∣∣∣
ω
≥ 1
2
|Q|ω ,∣∣∣∣∣[a∗∗1 , b∗∗1 ]×
n∏
i=2
Qi
∣∣∣∣∣
σ
≥ 1
2
|Q|σ .
Now choose θ2 ∈ [a2, b2] so that both∣∣∣∣∣[a∗1, b∗1]× [a2, θ2]×
n∏
i=3
Qi
∣∣∣∣∣
ω
,
∣∣∣∣∣[a∗1, b∗1]× [θ2, b2]×
n∏
i=3
Qi
∣∣∣∣∣
ω
≥ 1
4
|Q|ω ,
and denote the two intervals [a2, θ2] and [θ2, b2] by [a
∗
2, b
∗
2] and [a
∗∗
2 , b
∗∗
2 ] where the
order is chosen so that∣∣∣∣∣[a∗∗1 , b∗∗1 ]× [a∗2, b∗2]×
n∏
i=2
Qi
∣∣∣∣∣
σ
≤
∣∣∣∣∣[a∗∗1 , b∗∗1 ]× [a∗∗2 , b∗∗2 ]×
n∏
i=2
Qi
∣∣∣∣∣
σ
.
Then we have both ∣∣∣∣∣[a∗1, b∗1]× [a∗2, b∗2]×
n∏
i=3
Qi
∣∣∣∣∣
ω
≥ 1
4
|Q|ω ,∣∣∣∣∣[a∗∗1 , b∗∗1 ]× [a∗∗2 , b∗∗2 ]×
n∏
i=3
Qi
∣∣∣∣∣
σ
≥ 1
4
|Q|σ .
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Then we choose θ3 ∈ [a3, b3] so that both∣∣∣∣∣[a∗1, b∗1]× [a∗2, b∗2]× [a3, θ3]×
n∏
i=4
Qi
∣∣∣∣∣
ω
≥ 1
8
|Q|ω ,∣∣∣∣∣[a∗1, b∗1]× [a∗2, b∗2]× [θ3, b3]×
n∏
i=4
Qi
∣∣∣∣∣
ω
≥ 1
8
|Q|ω ,
and continuing in this way we end up with two rectangles,
G ≡ [a∗1, b∗1]× [a∗2, b∗2]× ... [a∗n, b∗n] ,
H ≡ [a∗∗1 , b∗∗1 ]× [a∗∗2 , b∗∗2 ]× ... [a∗∗n , b∗∗n ] ,
that satisfy
|G|ω = |[a∗1, b∗1]× [a∗2, b∗2]× ... [a∗n, b∗n]|ω ≥
1
2n
|Q|ω ,
|H |σ = |[a∗∗1 , b∗∗1 ]× [a∗∗2 , b∗∗2 ]× ... [a∗∗n , b∗∗n ]|σ ≥
1
2n
|Q|σ .
However, the rectangles G and H lie in opposing n-ants at the vertex θ =
(θ1, θ2, ..., θn), and so we can apply (1.7) to obtain that for x ∈ G,∣∣∣∣∣∣
J∑
j=1
λmj T
α
j (1Hσ) (x)
∣∣∣∣∣∣ =
∣∣∣∣∣∣
∫
H
J∑
j=1
λmj K
α
j (x, y) dσ (y)
∣∣∣∣∣∣
&
∫
H
|x− y|α−n dσ (y) & |Q|αn−1 |H |σ .
Then from the norm inequality we get
|G|ω
(
|Q|αn−1 |H |σ
)2
.
∫
G
∣∣∣∣∣∣
J∑
j=1
λmj T
α
j (1Hσ)
∣∣∣∣∣∣
2
dω
. N∑J
j=1 λ
m
j T
α
j
∫
12Hdσ = N∑J
j=1 λ
m
j T
α
j
|H |σ ,
from which we deduce that
|Q|2(αn−1) |Q|ω |Q|σ . 22n |Q|2(
α
n
−1) |G|ω |H |σ . 22nN∑Jj=1 λmj Tαj ,
and hence
Aα2 . 2
2nN∑J
j=1 λ
m
j T
α
j
.
This completes the proof of Lemma 2. 
3. Monotonicity lemma and Energy lemma
The Monotonicity Lemma below will be used in proving our theorem. It will use
the n coordinate Haar functions {hω,ekJ }nk=1 associated with the cube J defined in
(3.1) below, where ek = (1, ..., 1, 0, 1, ..., 1) is the multiindex in {0, 1}n with 0 in the
kth position and 1 elsewhere, i.e.the complement of the unit kth coordinate vector.
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3.1. A weighted Haar basis. We will use a specific construction of the Haar
basis in Rn that is adapted to a measure µ (c.f. [Hyt]). Consider the unit cube
Q0 ≡ [0, 1)n. Define
h1 ≡ 1[0, 12 ) + 1[ 12 ,1),
h0 ≡ −1[0, 12 ) + 1[ 12 ,1),
and for every multiindex a ∈ {0, 1}n and x ∈ Q0, define
Ha (x) =
n∏
k=1
hak (xk) .
Then Ha (x) equals ±1 on each of the 2n dyadic subcubes of Q0, and
∫
Ha (x) dx =
0 for all a 6= 1 ≡ (1, 1, ..., 1). Indeed, if aℓ = 0 then
∫ 1
0
haℓ (xℓ) dxℓ =
∫ 1
0
h0 (xℓ) dxℓ =
0 and ∫
Ha (x) dx =
n∏
k=1
∫
R
hak (xk) dxk = 0.
Thus the functions {Ha}a∈{0,1}n\{1} are the unweighted Haar functions associated
with the unit cube Q0.
We now adapt these Haar functions to a locally finite positive Borel measure
µ on Q0, and for convenience we assume that |Qβ |µ > 0 for the dyadic children
{Qβ}β∈{0,1}n of Q0. Here the cube Qβ is the child whose vertex closest to the
origin is the point 12β =
(
β1
2 ,
β2
2 , ...,
βn
2
)
. We define the weighted Haar functions{
Haµ
}
a∈{0,1}n\{1} by
Haµ (x) ≡
1
γµ (Q0)
Ha (x)
∑
β∈{0,1}n
1
|Qβ|µ
1Qβ (x)
where the constant γµ (Q0) is chosen so that
∥∥Haµ∥∥L2(µ) = 1 for all a ∈ {0, 1}n\{1},
i.e.
γµ (Q0) =
√√√√√∫ ∑
β∈{0,1}n
(
1
|Qβ|µ
)2
1Qβdµ =
√√√√ ∑
β∈{0,1}n
1
|Qβ |µ
.
Clearly, since Ha (x) equals the constant EdxQβH
a on Qβ, we have∫
Haµdµ =
∫  1
γµ (Q0)
Ha (x)
∑
β∈{0,1}n
1
|Qβ|µ
1Qβ (x)
 dµ (x)
=
1
γµ (Q0)
∑
β∈{0,1}n
(
EdxQβH
a
) 1
|Qβ |µ
∫
1Qβ (x) dµ (x)
=
1
γµ (Q0)
∑
β∈{0,1}n
EdxQβH
a =
1
γµ (Q0)
∫
Ha (x) dx = 0,
for a ∈ {0, 1}n \ {1}. Thus the functions {Haµ}α∈{0,1}n\{1} are the Haar functions
associated with Q0, and the remainder of the Haar basis{(
Haµ
)
Q
}
a∈Γn
Q∈D
, Γn ≡ {0, 1}n \ {1} ,
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for L2 (µ) is obtained by appropriately translating and dilating the functions
{
Haµ
}
α∈Γn
to the dyadic cubes Q in the gridD. In order to match our one-dimensional notation
as closely as possible, we will denote the Haar function
(
Haµ
)
Q
by hµ,aQ :
(3.1) hµ,aQ ≡
1√∑
Q′∈C(Q)
1
|Q′|µ
∑
Q′∈C(Q)
a
(
Q′
Q
)
1
|Q′|µ
1Q′ ,
where C (Q) denotes the children of Q, and where
a
(
Q′
Q
)
≡ EdxQβHa ∈ {−1, 1} ,
if Q′ ∈ C (Q) is a child of Q that occupies the same relative position inside Q as
the child Qβ ∈ C (Q0) does inside the unit cube Q0.
3.2. The Monotonicity Lemma. For 0 ≤ α < n, we recall the fractional Poisson
integral
Pα (J, µ) ≡
∫
Rn
|J | 1n(
|J | 1n + |y − cJ |
)n+1−α dµ (y) .
We can now state the Monotonicity Lemma, so-called because the right hand side
is montone increasing in the measure µ.
Lemma 3 (Monotonicity). Suppose that I, J and J∗ are cubes in Rn such that
J ⊂ J∗ ⊂ 2J∗ ⊂ I, and that µ is a positive measure on Rn supported outside
I. Suppose that hω,aJ is a Haar function associated with J . Finally suppose that
Tα is a standard fractional singular integral on Rn as defined in Definition 2 with
0 < α < n. Then we have the estimate
(3.2)
∣∣〈Tαµ, hω,aJ 〉ω∣∣ . Pα (J∗, µ)|J∗| 1n X̂ω (J) ,
where
X̂ω (J) =
n∑
ℓ=1
〈
xℓ − cℓJ , hω,eℓJ
〉
ω
=
n∑
ℓ=1
x̂ℓ (J, eℓ) ,
cJ =
(
c1J , ..., c
n
J
)
is the center of J.
Proof. The general case follows easily from the case J∗ = J , so we assume this re-
striction. The inner product
〈
xℓ − cℓJ , hω,eℓJ
〉
ω
is positive since the function
(
xℓ − cℓJ
)
hω,eℓJ (x)
is nonnegative and supported on the cube J . It follows that
n∑
ℓ=1
〈
xℓ − cℓJ , hω,eℓJ
〉
ω
=
∫ ( n∑
ℓ=1
(
xℓ − cℓJ
)
hω,eℓJ (x)
)
dω (x)(3.3)
=
n∑
ℓ=1
∫ ∣∣xℓ − cℓJ ∣∣ |hω,eℓJ (x)| dω (x) .
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Now we use the smoothness estimate (1.4), the assumptions that x ∈ J and y /∈ 2J ,
and then (3.3) and the fact that |hω,aJ | =
∣∣∣hω,a′J ∣∣∣ for all a, a′, to obtain∣∣〈Tαµ, hω,aJ 〉ω∣∣ = ∣∣∣∣∫ {∫ Kα (x, y)hω,aJ (x) dω (x)} dµ (y)∣∣∣∣ = ∣∣∣∣∫ 〈Kαy , hω,aJ 〉ω dµ (y)
∣∣∣∣
=
∣∣∣∣∫ 〈Kαy (x)−Kαy (cJ) , hω,aJ 〉ω dµ (y)
∣∣∣∣
≤
〈∫
y/∈2J
∣∣Kαy (x)−Kαy (cJ)∣∣ dµ (y) , |hω,aJ (x)|〉
ω
≤ C
〈∫
y/∈2J
|x− cJ |
|y − cJ |n+1−α
dµ (y) , |hω,aJ (x)|
〉
ω
≤ CP
α (J, µ)
|J | 1n
〈
n∑
ℓ=1
∣∣xℓ − cℓJ ∣∣ , |hω,aJ |
〉
ω
= C
Pα (J, µ)
|J | 1n
n∑
ℓ=1
〈
xℓ − cℓJ , hω,eℓJ
〉
ω
= C
Pα (J, µ)
|J | 1n
X̂ω (J) .

When n = 1 and α = 0, the estimate in the Monotonicity Lemma was reversed
for the Hilbert transform in [LaSaShUr2], i.e.
P (J∗, µ)
|J∗| 1n
x̂ω (J) . 〈Hµ, hω,aJ 〉ω ,
and this turned out to be the key to deriving control of the functional energy
constant F by A2 and the testing conditions for the Hilbert transform.
We thank Michael Lacey for pointing out to us an example showing that inequal-
ity (3.2) cannot be reversed in higher dimensions for the vector of Riesz tranforms.
His example is similar to the following modification of an example in the first version
of this paper.
Example 2. (M. Lacey) The simple reverse monotonicity inequality
Pα (J, µ)
|J | 1n
X̂ω (J) .
(∑
k∈F
∣∣〈Rαkµ, hω,ekJ 〉ω∣∣2
) 1
2
is false. Indeed, take T = Rk and let µ = δz0 be a point mass located outside CJ .
Then the quantities
∂Ky
∂xℓ
(cJ) are constants when integrated against µ, and thus the
equation
∑n
ℓ=1
(
xℓ − cℓJ
) ∂Ky
∂xℓ
(cJ) = 0 defines a hyperplane in Rn that contains the
point cJ . The basic idea of the example is to take k = 1, 2, ..., n− 1, consider the
intersection of the n− 1 hyperplanes that define a line in Rn through cJ , and let ω
consist of two point masses located on that line away from cJ but within J . Then
the right hand side of the monotonicity inequality is large, while the left hand side
is of order ε if the two point masses on the line are balanced correctly, so the mono-
tonicity lemma cannot be reversed by simply using the Riesz transform.
To make this example fit our hypotheses, let z0 = cJ + t (1, 1, ..., 1) for t ∈ R. Then
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the n − 1 vectors vk ≡
[
∂Rk
∂xℓ
(cJ , z0)
]n
ℓ=1
for k = 1, 2, ..., n − 1 are linearly inde-
pendent. Thus the intersection of the hyperplanes
∑n
ℓ=1
(
xℓ − cℓJ
)
∂Rk
∂xℓ
(cJ , z0) = 0
defines a line L through cJ . Let ω =
∑2n+1
m=1 δsm be a sum of 2
n+1 point masses of
mass 1 each. Put two of the point masses, say δs1 and δs2 , on the line L in one of
the children very close to opposite boundaries of J , and locate the remaining 2n− 1
point masses very close to cJ , at distance comparable to ε. Then all the children of
J are charged, the Haar functions associated to J are balanced, and the right hand
side of the monotonicity inequality is large. This is due to the fact that the masses
δs1 and δs2 contribute almost 2 while the the others contribute order ε, because for
those point masses the vector X̂ω (J) =
[〈
xℓ − cℓJ , hω,eℓJ
〉]n
ℓ=1
=
[
x̂ℓ (J, eℓ)
]n
ℓ=1
has
all components comparable in size to ε. On the other hand, the left hand side of
the monotonicity inequality is of size ε for T = Rk, 1 ≤ k ≤ n − 1, on account of
the construction of the line L, the contribution of point masses ε-close to cJ , the
balanced positioning of δs1 and δs2 , and finally the above error estimate (??) of size
ε.
3.3. The energy lemma. Suppose now we are given a cube J ∈ Dω , and a
subset H of the dyadic subgrid Dω (J) of cubes from Dω that are contained in J .
Let PωH =
∑
J′∈H△ωJ′ be the ω-Haar projection onto H and define the H-energy
EH (J, ω) of ω on the cube J by
EH (J, ω)
2 ≡ 1|J |ω
∫
J
(
E
ω(dx′)
J
P
ω(dx)
H (x− x′)
|J |
)2
dω (x)
=
1
|J |ω
∫
J
(
PωHx
|J | 1n
)2
dω (x)
=
1
|J |ω
∑
J′∈H
∑
a∈Γn
∣∣∣∣∣
〈
x
|J | 1n
, hω,aJ′
〉
ω
∣∣∣∣∣
2
≈ 1
|J |ω |J |
2
n
∑
J′∈H
∣∣∣X̂ω (J ′)∣∣∣2 .
For ν a signed measure on Rn, and H a subset of the dyadic subgrid Dω (J), and
0 ≤ α < n, we define the functional
ΦαH (J, ν) ≡
(
Pα (J, µ)
|J | 1n
)2 ∑
J′∈H
∣∣∣X̂ω (J ′)∣∣∣2 .
Lemma 4 (Energy Lemma). Let J be a cube in Dω. Let ΨJ be an L2 (ω) function
supported in J and with ω-integral zero. Let ν be a signed measure supported in
Rn \ 2J and denote the Haar support of ΨJ by H = suppΨ̂J . Let Tα be a standard
α-fractional Caldero´n-Zygmund operator with 0 ≤ α < n. Then we have
|〈Tα (ν) ,ΨJ〉ω| ≤ C ‖ΨJ‖L2(ω) ΦαH (J, ν)
1
2 .
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Proof. We calculate
|〈Tαν,ΨJ〉ω| =
∣∣∣∣∣
∫
J
∫
R\2J
Kα (x, y) ΨJ(x) dν (y) dω(x)
∣∣∣∣∣
=
∣∣∣∣∣
∫
J
∫
R\2J
Kα (x, y)
∑
J′∈H
∑
a∈Γn
〈ΨJ , hω,aJ′ 〉ω hω,aJ′ (x) dν (y) dω(x)
∣∣∣∣∣
=
∣∣∣∣∣ ∑
J′∈H
∫
R\2J
∑
a∈Γn
〈
Kαy , h
ω,a
J′
〉
ω
Ψ̂J (J
′) dν (y)
∣∣∣∣∣
=
∣∣∣∣∣ ∑
J′∈H
∫
R\2J
∑
a∈Γn
∫
J′
[
Kαy (x)−Kαy (cj)
]
hω,aJ′ (x) dω (x) Ψ̂J (J
′) dν (y)
∣∣∣∣∣ ,
and so we have
|〈Tαν,ΨJ〉ω| .
∑
J′∈H
Pα (J ′, |ν|)
|J ′| 1n
X̂ω (J ′) Ψ̂J (J ′)
.
∑
J′∈H
(
Pα (J ′, |ν|)
|J ′| 1n
)2
X̂ω (J ′)2

1
2 (∑
J′∈H
∣∣∣Ψ̂J (J ′)∣∣∣2)
1
2
= ΦαH (J, ν)
1
2 ‖ΨJ‖L2(ω) .

In particular we have the following dual formulation of the case when H consists
of all dyadic subcubes of J .
Corollary 1. Let J be a cube in Dω. Let ν be a signed measure supported in Rn\2J
and let Tα be a standard α-fractional Caldero´n-Zygmund operator with 0 ≤ α < n.
Then we have
(3.4)
|J |ω
2
Edω(x)J E
dω(z)
J |Tαν (x)− Tαν (z)|2 =
∫
J
|Tα (ν)− EωJ (Tα (ν))|2 dω ≤ CΦα (J, ν) .
It is useful to note the many faces of the energy functional Φα (J, µ) that will
arise in the sequel:
Φα (J, µ) = |J |ω E (J, ω)2 Pα (J, µ)2(3.5)
=
(
Pα (J, µ)
|J | 1n
)2 ∫
J
|x− EωJx|2 dω (x)
=
(
Pα (J, µ)
|J | 1n
)2
‖PωJx‖2L2(ω)
=
(
Pα (J, µ)
|J | 1n
)2 ∑
J′⊂J
∑
a∈Γ
|x̂ (J ′, a)|2
≈
(
Pα (J, µ)
|J | 1n
)2 ∑
J′⊂J
∣∣∣X̂ω (J ′)∣∣∣2 ,
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where
E (J, ω)
2
= Edω(x)J E
dω(z)
J
∣∣∣∣∣x− z|J | 1n
∣∣∣∣∣
2
= 2Edω(x)J
∣∣∣∣∣x− EdωJ x|J | 1n
∣∣∣∣∣
2
.
There is a similar equivalence involving the soft energy Esoft (J, ω) and the projec-
tion P˜ωJ .
Finally we mention that in the plane, the Energy inequality (3.4) cannot be
reversed even for the collection of all Caldero´n-Zygmund convolution operators
with smooth odd kernel. See Lemma 9 in the final section below.
4. Equivalence of energy and functional energy modulo Aα2
We begin by adapting to higher dimensions three definitions that are relevant to
functional energy.
Definition 4. A collection F of dyadic cubes is σ-Carleson if∑
F∈F : F⊂S
|F |σ ≤ CF |S|σ , S ∈ F .
The constant CF is referred to as the Carleson norm of F .
Definition 5. Let F be a collection of dyadic cubes. A collection of functions
{gF}F∈F in L2 (ω) is said to be F -adapted if for each F ∈ F , there is a collection
J (F ) of cubes in Dω such that
J (F ) ⊂ {J ∈ Dω : J ⋐ F}
and such that each of the following three conditions hold:
(1) for each F ∈ F , the Haar coefficients ĝF (J, a) = 〈gF , hω,aJ 〉ω of gF are
nonnegative and supported in J (F ), i.e.{
ĝF (J) ≥ 0 for all J ∈ J (F )
ĝF (J) = 0 for all J /∈ J (F ) , F ∈ F ,
(2) the sets {J (F )}F∈F are pairwise disjoint,
(3) there is a positive constant C such that if J ∗ (F ) consists of the maximal
cubes in J (F ), then for every cube I in Dσ, the set of pairs of cubes (F, J∗)
that ‘straddle’ I,
BI ≡ {(F, J∗) : J∗ ∈ J ∗ (F ) and J∗ ⊂ I ⊂ F} ,
satisfies the overlap condition∑
(F,J∗)∈BI
1J∗ ≤ C, I ∈ Dσ.
Definition 6. Let Fα be the smallest constant in the ‘functional energy’ inequality
below, holding for all non-negative h ∈ L2(σ), all σ-Carleson collections F , and all
F-adapted collections {gF}F∈F :
(4.1)∑
F∈F
∑
J∗∈J ∗(F )
Pα(J∗, hσ)
∣∣∣∣∣
〈
x
|J∗| 1n
, gF1J∗
〉
ω
∣∣∣∣∣ ≤ Fα‖h‖L2(σ)
[∑
F∈F
‖gF ‖2L2(ω)
]1/2
.
Now we show that the functional energy constants are equivalent to the energy
constants modulo Aα2 . We proceed in two propositions.
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Proposition 1.
Fα . Eα +
√
Aα2 and F∗α . E∗α +
√
Aα,∗2 .
To prove this first proposition, we fix F as in (4.1) and set
(4.2) µ ≡
∑
F∈F
∑
J∗∈J ∗(F )
∥∥∥∥∥PωF,J∗ x|J∗| 1n
∥∥∥∥∥
2
L2(ω)
· δ(
c(J∗),|J∗| 1n
) ,
where J ∗ (F ) is defined in Definition 6, and the projections PωF,J∗ onto Haar func-
tions are defined by
PωF,J∗ ≡
∑
J⊂J∗: J∈J (F )
∑
a∈Γn
△ω,aJ .
We can replace x by x− c for any choice of c we wish; the projection is unchanged.
Here δq denotes a Dirac unit mass at a point q in the upper half plane R2+. More
generally for any cube A we define
PωF,A ≡
∑
J⊂A: J∈J (F )
∑
a∈Γn
△ω,aJ .
We prove the two-weight inequality
(4.3) ‖Pα(fσ)‖L2(Rn+1+ ,µ) . ‖f‖L2(σ) ,
for all nonnegative f in L2 (σ), noting that F and f are not related here. Above,
Pα(·) denotes the α-fractional Poisson extension to the upper half-space Rn+1+ ,
Pαν (x, t) ≡
∫
Rn
t(
t2 + |x|2
)n+1−α
2
dν (x) ,
so that in particular
‖Pα(fσ)‖2L2(Rn+1+ ,µ) =
∑
F∈F
∑
J∗∈J ∗(F )
Pα (fσ) (c(J∗), |J∗| 1n )2
∥∥∥∥∥PωF,J∗ x|J∗| 1n
∥∥∥∥∥
2
L2(ω)
,
and so (4.3) implies (4.1) by the Cauchy-Schwarz inequality. By the two-weight
inequality for the Poisson operator in [Saw3], inequality (4.3) requires checking
these two inequalities
(4.4)
∫
Rn+1+
Pα (1Iσ) (x, t)
2 dµ (x, t) ≡ ‖Pα (1Iσ)‖2L2(Î,µ) .
(
Aα2 + E2α
)
σ(I) ,
(4.5)
∫
R
[Pα∗(t1Îµ)]
2dσ(x) .
(
Aα2 + Eα
√Aα2) ∫
Î
t2dµ(x, t),
for all dyadic cubes I ∈ D, where Î = I × [0, |I|] is the box over I in the upper
half-space, and
Pα∗(t1Îµ) (x) =
∫
Î
t2
(t2 + |x− y|2)n+1−α2
dµ (y, t) .
It is important to note that we can choose for D any fixed dyadic grid, the com-
pensating point being that the integrations on the left sides of (4.4) and (4.5) are
taken over the entire spaces Rn+ and R
n respectively.
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Remark 6. There is a gap in the proof of the Poisson inequality at the top of page
542 in [Saw3]. However, this gap can be fixed as in [SaWh] or [LaSaUr1].
The following elementary Poisson inequalities will be used extensively.
Lemma 5. Suppose that J,K, I are cubes satisfying J ⊂ K ⊂ 2K ⊂ I, and that µ
is a positive measure supported in Rn \ I. Then
Pα (J, µ)
|J | 1n
.
Pα (K,µ)
|K| 1n
.
Pα (J, µ)
|J | 1n
.
Proof. We have
Pα (J, µ)
|J | 1n
=
1
|J | 1n
∫ |J | 1n(
|J | 1n + |x− cJ |
)n+1−α dµ (x) ,
where
|J | 1n + |x− cJ | ≈ |K|
1
n + |x− cJ | , x ∈ Rn \ I.

4.1. The Poisson testing inequality. We choose the dyadic grid D in the testing
conditions (4.4) and (4.5) to be the grid Dω that arises in the definition of the
measure µ in (4.2). In particular all of the intervals J∗ lie in the good subgrid
Dωgood of D. Fix I ∈ D. We split the integration on the left side of (4.4) into a local
and global piece:∫
Rn+1+
Pα (1Iσ)
2
dµ =
∫
Î
Pα (1Iσ)
2
dµ+
∫
Rn+1+ \Î
Pα (1Iσ)
2
dµ.
The global piece turns out to be controlled solely by the Aα2 condition, so we leave
that term for later, and turn now to estimating the local term.
An important consequence of the fact that I and J∗ lie in the same grid D = Dω,
is that (c (J∗) , |J∗|) ∈ Î if and only if J∗ ⊂ I. Thus we have∫
Î
Pα (1Iσ) (x, t)
2
dµ (x, t)
=
∑
F∈F
∑
J∗∈J ∗(F ): J∗⊂I
Pα (1Iσ) (c (J∗) , |J∗|)2
∥∥∥∥∥PωF,J∗ x|J∗| 1n
∥∥∥∥∥
2
L2(ω)
=
∑
F∈F
∑
J∗∈J ∗(F ): J∗⊂I
Pα (J∗,1Iσ)
2 ‖PωF,J∗
x
|J∗| 1n
‖2L2(ω).
Note that the collections J ∗ (F ) are pairwise disjoint for F ∈ F , and that for
J∗ ∈ J ∗ (F ) we have
(4.6)
∥∥∥∥∥PωF,J∗ x|J∗| 1n
∥∥∥∥∥
2
L2(ω)
=
∥∥∥∥∥PωF,J∗
(
x− EωJ∗x
|J∗| 1n
)∥∥∥∥∥
2
L2(ω)
≤ Esoft (J∗, ω)2 |J∗|ω .
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In the first stage of the proof, we ‘create some holes’ by restricting the support
of σ to the interval F in the sum below.∑
F∈F
∑
J∗∈J ∗(F ): J∗⊂I
Pα (J∗,1F∩Iσ)
2 ‖PωF,J∗
x
|J∗| 1n
‖2L2(ω)
=
{ ∑
F∈F : F⊂I
+
∑
F∈F : F⊃I
} ∑
J∗∈J ∗(F ): J∗⊂I
Pα (J∗,1F∩Iσ)
2 ‖PωF,J∗
x
|J∗| 1n
‖2L2(ω)
= A+B.
Then
A ≤
∑
F∈F
∑
J∗∈J ∗(F ): J∗⊂I
Pα(J∗,1F∩Iσ)2Esoft (J∗, ω)
2 |J∗|ω
≤
∑
F∈F
E2ασ(F ∩ I) . E2ασ(I) ,
where the constant Eα is defined in the energy condition
sup
·∪
∞
i=1Ii⊂I
∑
i
P(Ii,1Iσ)
2Esoft (Ii, ω)
2 |Ii|ω ≤ E2α |I|σ , I ∈ Dσ .
We also used that the stopping cubes F satisfy a σ-Carleson measure estimate,∑
F∈F : F⊂F0
|F |σ . |F0|σ ,
which implies that if {Fj} are the maximal F ∈ F that are contained in I, then∑
F∈F
σ(F ∩ I) ≤
∑
j
∑
F⊂Fj
σ(F ) .
∑
j
σ(Fj) ≤ σ(I).
Now let J˜ (I) consist of those J∗ ⊂ I that lie in J ∗ (F ) for some F ⊃ I. For
J∗ ∈ J˜ (I) there are only two possibilities:
J∗ ⋐ I or J∗ 6⋐ I.
If J∗ ⋐ I and F ⊃ I, then J∗ ⋐ F by the definition of J∗ good, and then by
Property (3) in the definition of J (F ), Definition 5, we have the following two
conclusions:
• for each J∗ ⊂ I there are at most C cubes F with J∗ ∈ J (F ) and F ⊃ I,
• the cubes J∗ ∈ J˜ (I) with J∗ ⋐ I have overlap bounded by C, independent
of I.
As for the other case J∗ ∈ J˜ (I) and J∗ 6⋐ I, there are at most 2n(r+1) such
cubes J∗, and they can be easily estimated without regard to their overlap if we
let FJ∗ be the unique interval FJ∗ ⊃ I with J∗ ∈ J ∗ (FJ∗). The Poisson inequality
then shows that term B satisfies
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B ≤
 ∑
J∗∈J˜ (I): J∗⋐I
+
∑
J∗∈J˜ (I): J∗ 6⋐I
Pα (J∗,1Iσ)2 ‖PωFI ,J∗ x|J∗| ‖2L2(ω)
. C
∑
J∗∈J˜ (I): J∗⋐I
Pα (J∗,1Iσ)
2
Esoft (J
∗, ω)2 |J∗|ω
+2n(r+1) sup
J∗∈J˜ (I): J∗ 6⋐I
Pα (J∗,1Iσ)
2 ‖PωF,J∗
x
|J∗| ‖
2
L2(ω)
≤ C2E2ασ(I) + 2r+1E2ασ(I) . E2ασ(I) ,
since the intervals J∗ ∈ J˜ (I) with J∗ ⋐ I can be decomposed into C collections of
pairwise disjoint cubes. Indeed we have the following elementary result:
Lemma 6. Suppose G is a collection of dyadic subcubes of I with bounded overlap
C: ∑
G∈G
1G ≤ C.
Then we can write G =
C⋃
ℓ=1
Gℓ where each collection Gℓ consists of pairwise disjoint
cubes.
Proof. Let G1 consist of the maximal cubes in G. Then let G2 consist of the maximal
cubes in G \ G1, and continue by inductively defining Gℓ to consist of the maximal
cubes in G \G1, Gℓ = Gℓ−2 \Gℓ−1 for ℓ ≥ 3. Clearly the cubes in each Gℓ are pairwise
disjoint, and moreover, Gℓ = ∅ for ℓ > C since if there is a cube Gℓ in Gℓ then there
is a unique tower of cubes Gℓ $ Gℓ−1 $ ... $ G2 $ G1 with Gk ∈ Gk. 
It remains then to show the following inequality with ‘holes’, where the support
of σ is restricted to the complement of the interval F :∑
F∈FI
∑
J∗∈J ∗(F )
(
Pα
(
J∗,1I\Fσ
)
|J∗| 1n
)2 ∥∥PωF,J∗x∥∥2L2(ω) . E2ασ(I) ,
where FI consists of those F ∈ F with F ⊂ I. Let M (F ) consist of the maximal
deeply embedded good subcubes of F . Using the Poisson inequalities in Lemma 5
together with the additivity of the projections
∥∥PωF,J∗x∥∥2L2(ω), we obtain∑
F∈FI
∑
J∗∈J ∗(F )
Pα
(
J∗,1I\Fσ
)
|J∗| 1n
2 ∥∥PωF,J∗x∥∥2L2(ω)
.
∑
F∈FI
∑
J∗∗∈M(F )
(
Pα
(
J∗∗,1I\Fσ
)
|J∗∗| 1n
)2 ∑
J∗∈J ∗(F ): J∗⊂J∗∗
∥∥PωF,J∗x∥∥2L2(ω)
.
∑
F∈FI
∑
J∗∗∈M(F )
(
Pα
(
J∗∗,1I\Fσ
)
|J∗∗| 1n
)2 ∥∥PωF,J∗∗x∥∥2L2(ω) ,
where for J∗∗ ∈M (F ), we define PωF,J∗∗ ≡
∑
J∗∈J ∗(F ): J∗⊂J∗∗ P
ω
F,J∗ . Thus we can
replace J ∗ (F ) with M (F ) in the above sum, and if we revert to writing J∗ in
place of J∗∗, it suffices to prove the following lemma.
24 E.T. SAWYER, C.-Y. SHEN, AND I. URIARTE-TUERO
Lemma 7. We have
(4.7)
∑
F∈FI
∑
J∗∈M(F )
(
Pα
(
J∗,1I\Fσ
)
|J∗| 1n
)2 ∥∥PωF,J∗x∥∥2L2(ω) . E2ασ(I) .
Proof. We consider the space ℓ2̥ of square summable sequences on the index set ̥
where
̥ ≡ {(F, J∗) : F ∈ FI and J∗ ∈ M (F )}
is the index set of pairs (F, J∗) occurring in the sum in (4.7). We now take a
sequence a = {aF,J∗}(F,J∗)∈̥ ∈ ℓ2̥ with aF,J∗ ≥ 0 and estimate
S ≡
∑
F∈FI
∑
J∗∈M(F )
Pα
(
J∗,1I\Fσ
)
|J∗| 1n
∥∥PωF,J∗x∥∥L2(ω) aF,J∗
by
S =
∑
F∈FI
∑
J∗∈M(F )
∑
F ′∈F : F⊂F ′$I
Pα
(
J∗,1πFF ′\F ′σ
)
|J∗| 1n
∥∥PωF,J∗x∥∥L2(ω) aF,J∗
=
∑
F ′∈FI
∑
F∈F : F⊂F ′
∑
J∗∈M(F )
Pα
(
J∗,1πFF ′\F ′σ
)
|J∗| 1n
∥∥PωF,J∗x∥∥L2(ω) aF,J∗
=
∑
F ′∈FI
∑
K∗∈M(F ′)
∑
F∈F : F⊂F ′
∑
J∗∈M(F ): J∗⊂K∗
Pα
(
J∗,1πFF ′\F ′σ
)
|J∗| 1n
∥∥PωF,J∗x∥∥L2(ω) aF,J∗
.
∑
F ′∈FI
∑
K∗∈M(F ′)
Pα
(
K∗,1πFF ′\F ′σ
)
|K∗| 1n
∑
F∈F : F⊂F ′
∑
J∗∈M(F ): J∗⊂K∗
∥∥PωF,J∗x∥∥L2(ω) aF,J∗ ,
by the Poisson inequalities in Lemma 5. We now invoke∑
F∈F : F⊂F ′
∑
J∗∈M(F ): J∗⊂K∗
∥∥PωF,J∗x∥∥L2(ω) aF,J∗
.
 ∑
F∈F : F⊂F ′
∑
J∗∈M(F ): J∗⊂K∗
∥∥PωF,J∗x∥∥2L2(ω)
 12
×
 ∑
F∈F : F⊂F ′
∑
J∗∈M(F ): J∗⊂K∗
a2F,J∗

1
2
.
∥∥PωF ′,K∗x∥∥L2(ω) ∥∥QωF ′,K∗a∥∥ℓ2
̥
,
where for K∗ ∈ M (F ′) and f ∈ L2 (ω),
P
ω
F ′,K∗ ≡
∑
F∈F : F⊂F ′
∑
J∗∈M(F ): J∗⊂K∗
P
ω
F,J∗ ,
while for K∗ ∈ M (F ′) and a = {aG,L∗}(G,L∗)∈̥ ∈ ℓ2̥,
QωF ′,K∗a ≡
∑
F∈F : F⊂F ′
∑
J∗∈M(F ): J∗⊂K∗
QωF,J∗a;
Q
ω
F,J∗a ≡
{
1(F,J∗)aG,L∗
}
(G,L∗)∈̥ .
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Thus QωF,J∗ acts on the sequence a by projecting onto the coordinate in ̥ indexed
by (F, J∗).
Now denote by d (F ) ≡ dF (F, I) the distance from F to I in the tree F . Since the
collection F satisfies a Carleson condition, we have geometric decay in generations:∑
F∈FI : d(F )=k
|F |σ . 2−δk |I|σ , k ≥ 0.
Thus we can write
|S| .
∑
F ′∈FI
∑
K∗∈M(F ′)
Pα
(
K∗,1πFF ′\F ′σ
)
|K∗| 12
∥∥PωF ′,K∗x∥∥L2(ω) ∥∥QωF ′,K∗a∥∥ℓ2
̥
=
∞∑
k=0
∑
F ′∈FI : d(F ′)=k
∑
K∗∈M(F ′)
Pα
(
K∗,1πFF ′\F ′σ
)
|K∗| 12
∥∥PωF ′,K∗x∥∥L2(ω) ∥∥QωF ′,K∗a∥∥ℓ2
̥
≡
∞∑
k=0
Ak,
where
Ak .
 ∑
F ′∈FI : d(F ′)=k
∑
K∗∈M(F ′)
(
Pα
(
K∗,1πFF ′\F ′σ
)
|K∗| 12
)2 ∥∥PωF ′,K∗x∥∥2L2(ω)

1
2
×
 ∑
F ′∈FI : d(F ′)=k
∑
K∗∈M(F ′)
∥∥QωF ′,K∗a∥∥2ℓ2
̥
 12
.
E2α ∑
F ′′∈FI : d(F ′′)=k−1
|F ′′|σ

1
2
‖a‖ℓ2
̥
. Eα
(
2−δk |I|σ
) 1
2 ‖a‖ℓ2
̥
,
and we finally obtain
|S| .
∞∑
k=0
Eα
(
2−δk |I|σ
) 1
2 ‖a‖ℓ2
̥
. Eα
√
|I|σ ‖a‖ℓ2
̥
.
By duality of ℓ2̥ we now conclude that
∑
F∈FI
∑
J∗∈M(F )
(
Pα
(
J∗,1I\Fσ
)
|J∗| 1n
)2 ∥∥PωF,J∗x∥∥2L2(ω) . E2α |I|σ ,
which is (4.7). 
Now we turn to proving the following estimate for the global part of the first
testing condition (4.4): ∫
R2+\Î
Pα (1Iσ)
2 dµ . Aα2 |I|σ .
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We begin by decomposing the integral on the left into four pieces:∫
R2+\Î
Pα (1Iσ)
2
dµ =
∑
J∗:
(
c(J∗),|J∗| 1n
)
∈Rn+1+ \Î
Pα (1Iσ)
(
c (J∗) , |J∗| 1n
)2 ∑
F∼J∗
∥∥∥∥PωF,J∗ x|J∗| 1n
∥∥∥∥2
L2(ω)
=

∑
J∗∩3I=∅
|J∗| 1n≤|I| 1n
+
∑
J∗⊂3I\I
+
∑
J∗∩I=∅
|J∗| 1n>|I| 1n
+
∑
J∗%I
P
α (1Iσ)
(
c (J∗) , |J∗| 1n
)2 ∑
F∼J∗
∥∥∥∥PωF,J∗ x|J∗| 1n
∥∥∥∥2
L2(ω)
= A+B + C +D.
We further decompose term A according to the length of J∗ and its distance
from I, and then use (4.6) and E (J∗, ω) ≤ 1 to obtain:
A .
∞∑
m=0
∞∑
k=1
∑
J∗⊂3k+1I\3kI=∅
|J∗| 1n=2−m|I| 1n
(
2−m |I| 1n
dist (J∗, I)n+1−α
|I|σ
)2
|J∗|ω
.
∞∑
m=0
2−2m
∞∑
k=1
|I| 2n |I|σ
∣∣3k+1I \ 3kI∣∣
ω
|3kI|2(1+ 1n−αn )
|I|σ
.
∞∑
m=0
2−2m
∞∑
k=1
3−2k
{∣∣3k+1I∣∣
σ
∣∣3k+1I∣∣
ω
|3kI|2(1−αn )
}
|I|σ . Aα2 |I|σ .
We further decompose term B according to the length of J∗ and now use the
fractional version of the Poisson inequality (essentially in [Vol]),
(4.8) Pα (J∗,1Iσ)
2
.
(
|J∗| 1n
|I| 1n
)2−2(n+1−α)ε
Pα (I,1Iσ)
2
,
which uses the fact that our grid Dωgood is a good subgrid of D = Dω . Indeed, we
have
P
(
J, σχÎ\I
)
≈
∞∑
k=0
2−k
1
|2kJ |
∫
(2kJ)∩(Î\I)
dσ,
and
(
2kJ
) ∩ (Î \ I) 6= ∅ requires
dist (J, e (I)) ≤ 2k |J | 1n .
Let k0 be the smallest such k. By our distance assumption we must then have
|J | εn |I| 1−εn ≤ dist (J, e (I)) ≤ 2k0 |J | 1n ,
or
2−k0 ≤
(
|J | 1n
|I| 1n
)1−ε
.
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Now let k1 be defined by 2
k1 ≡ |I|
1
n
|J| 1n
. Then assuming k1 > k0 (the case k1 ≤ k0 is
similar) we have
Pα
(
J, σχÎ\I
)
≈
{
k1∑
k=k0
+
∞∑
k=k1
}
|J | 1n
|2kJ |n+1−αn
∫
(2kJ)∩(Î\I)
dσ
.
|I|n−αn
|2k0J |n+1−αn
(
1
|I|n−αn
∫
(2k1J)∩(Î\I)
dσ
)
+ 2−k1Pα
(
I, σχÎ\I
)
.
(
|J | 1n
|I| 1n
)(1−ε)(n+1−α)( |I| 1n
|J | 1n
)n−α
Pα
(
I, σχÎ\I
)
+
|J | 1n
|I| 1n
Pα
(
I, σχÎ\I
)
,
which is the inequality (4.8).
We then obtain
B .
∞∑
m=0
∑
J∗⊂3I\I
|J∗| 1n=2−m|I| 1n
(
2−m
)2−2(n+1−α)ε( |I|σ
|I|1−αn
)2
|J∗|ω
≤
∞∑
m=0
(
2−m
)2−2(n+1−α)ε |3I|σ |3I|ω
|3I|2(1−αn )
|I|σ . Aα2 |I|σ .
For term C we will have to group the cubes J∗ into blocks Bi, and then exploit
the mutual orthogonality in the pairs (F, J∗) of the projections PωF,J∗ defining µ, in
order to avoid overlapping estimates. We first split the sum according to whether
or not I intersects the triple of J∗:
C ≈

∑
J∗: I∩3J∗=∅
|J∗| 1n>|I| 1n
+
∑
J∗: I⊂3J∗\J∗
|J∗| 1n>|I| 1n

(
|J∗| 1n
dist (J∗, I)n+1−α
|I|σ
)2 ∑
F∼J∗
∥∥∥∥PωF,J∗ x|J∗| 1n
∥∥∥∥2
L2(ω)
= C1 + C2.
Let {Bi}∞i=1 be the maximal cubes in the collection of triples
{
3J∗ : |J∗| 1n > |I| 1n and 3J∗ ∩ I = ∅
}
,
arranged in order of increasing side length. Below we will use the simple fact that
the cubes Bi have bounded overlap,
∑∞
i=1 1Bi ≤ 3n. Now we further decompose
the sum in C1 by grouping the intervals J
∗ into the blocks Bi, and then using that
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PωF,J∗x = P
ω
F,J∗ (x− c (Bi)) along with the mutual orthogonality of the PωF,J∗ :
C1 ≤
∞∑
i=1
∑
J∗: 3J∗⊂Bi
(
|J∗| 1n
dist (J∗, I)n+1−α
|I|σ
)2 ∑
F∼J∗
∥∥∥∥PωF,J∗ x|J∗| 1n
∥∥∥∥2
L2(ω)
.
∞∑
i=1
(
1
dist (Bi, I)
n+1−α |I|σ
)2 ∑
J∗: 3J∗⊂Bi
∑
F∼J∗
∥∥PωF,J∗x∥∥2L2(ω)
.
∞∑
i=1
(
1
dist (Bi, I)
n+1−α |I|σ
)2
‖1Bi (x− c (Bi))‖2L2(ω)
.
∞∑
i=1
(
1
dist (Bi, I)
n+1−α |I|σ
)2
|Bi|
2
n |Bi|ω
.
{ ∞∑
i=1
|Bi|ω |I|σ
|Bi|2(1−
α
n)
}
|I|σ . Aα2 |I|σ
since dist (Bi, I) ≈ |Bi|
1
n and
∞∑
i=1
|Bi|ω |I|σ
|Bi|2(1−
α
n )
=
|I|σ
|I|
∞∑
i=1
|I|
|Bi|2(1−
α
n )
|Bi|ω
≈ |I|σ
|I|1−αn
∞∑
i=1
∫
Bi
|I|1−αn
dist (x, I)
2(n−α) dω (x)
=
|I|σ
|I|1−αn
∞∑
i=1
∫
Bi
(
|I| 1n
|I| 1n + dist (x, I)2
)n−α
dω (x)
=
|I|σ
|I|1−αn
Pα (I, ω) ≤ Aα2 ,
since
∑∞
i=1 1Bi ≤ 3n.
Next we turn to estimating term C2 where the triple of J
∗ contains I but J∗
itself does not. Note that there are at most 2n such cubes J∗ of a given side length,
one in each ‘generalized octant’ relative to I. So with this in mind we sum over the
cubes J∗ according to their lengths and use (4.4) to obtain
C2 =
∞∑
m=0
∑
J∗: I⊂3J∗\J∗
|J∗|=2m|I|
(
|J∗| 1n
dist (J∗, I)n+1−α
|I|σ
)2 ∑
F∼J∗
∥∥∥∥PωF,J∗ x|J∗|
∥∥∥∥2
L2(ω)
.
∞∑
m=0
(
|I|σ
|2mI|1−αn
)2
|3 · 2mI|ω =
{
|I|σ
|I|1−αn
∞∑
m=0
|I|1−αn |3 · 2mI|ω
|2mI|2(1−αn )
}
|I|σ
.
{
|I|σ
|I|1−αn
Pα (I, ω)
}
|I|σ ≤ Aα2 |I|σ ,
since
∞∑
m=0
|I|1−αn |3 · 2nI|ω
|2mI|2(1−αn )
=
∫ ∞∑
m=0
|I|1−αn
|2mI|2(1−αn )
13·2mI (x) dω (x) . Pα (I, ω) .
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Finally, we turn to term D, which is handled in the same way as term C2. The
intervals J∗ occurring here are included in the set of ancestors Ak ≡ π(k)D I of I,
1 ≤ k <∞. We thus have
D =
∞∑
k=1
Pα (1Iσ)
(
c (Ak) , |Ak|
1
n
)2 ∑
F∼Ak
∥∥∥∥PωF,J∗ x|Ak| 1n
∥∥∥∥2
L2(ω)
.
∞∑
k=1
(
|I|σ |Ak|
1
n
|Ak|1+
1−α
n
)2
|Ak|ω =
{
|I|σ
|I|1−αn
∞∑
k=1
|I|1−αn
|Ak|2(1−
α
n )
|Ak|ω
}
|I|σ
.
{
|I|σ
|I|1−αn
Pα (I, ω)
}
|I|σ . Aα2 |I|σ ,
since
∞∑
k=1
|I|1−αn
|Ak|2(1−
α
n )
|Ak|ω =
∫ ∞∑
k=1
|I|1−αn
|Ak|2(1−
α
n )
1Ak(x)dω (x)
=
∫ ∞∑
k=1
1
22(1−
α
n )k
|I|1−αn
|I|2(1−αn )
1Ak(x)dω (x)
.
∫  |I| 1n(
|I| 1n + dist (x, I)
)2

n−α
dω (x) = Pα (I, ω) .
4.2. The dual Poisson testing inequality. Again we split the integration on
the left side of (4.5) into local and global parts:∫
R
[Pα∗(t1Îµ)]
2σ =
∫
I
[Pα∗(t1Îµ)]
2σ +
∫
R\I
[Pα∗(t1Îµ)]
2σ.
We begin with the local part. Note that the right hand side of (4.5) is
(4.9)
∫
Î
t2dµ (x, t) =
∑
F∈F
∑
J∗∈J ∗(F )
J∗⊂I
‖PωF,J∗z‖2L2(ω) ,
where we are using the dummy variable z to denote the argument of PωF,J∗ so as to
avoid confusion with the integration variable x in dσ (x). Compute
(4.10) Pα∗
(
t1Îµ
)
(x) =
∑
F∈F
∑
J∗∈J ∗(F )
J∗⊂I
‖PωF,J∗z‖2L2(ω)(
|J∗| 1n + |x− c(J∗)|
)n+1−α ,
and then expand the square and integrate to obtain that the left hand side of (4.5)
is∑
F∈F
∑
J∈J ∗(F )
∑
F ′∈F
∑
J′∈J ∗(F ′)
∫
I
‖PωF,Jz‖2L2(ω)(
|J | 1n + |x− c (J)|
)n+1−α ‖PωF ′,J′z‖2L2(ω)(
|J ′| 1n + |x− c (J ′)|
)n+1−α dσ (x) ,
where we are now dropping the superscripts ∗ from the cubes J∗ and (J ′)∗, but not
from J ∗ (F ) and J ∗ (F ′), for clarity of display. We fix an integer s, and consider
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those cubes J and J ′ with |J ′| 1n = 2−s|J | 1n . The expression to control for fixed s is
Us ≡
∑
F∈F
∑
J∈J ∗(F )
∑
F ′∈F
∑
J′∈J ∗(F ′)
|J′| 1n=2−s|J| 1n
∫
I
‖PωF,Jz‖2L2(ω)(
|J | 1n + |x− c (J)|
)n+1−α ‖PωF ′,J′z‖2L2(ω)(
|J ′| 1n + |x− c (J ′)|
)n+1−α dσ (x) .
Note that J uniquely fixes F and J ′ uniquely fixes F ′.
Our first decomposition is to write
(4.11) Us = Ts + Ts,close ,
with
Ts,close ≡
∑
F∈F
∑
J∈J ∗(F )
∑
F ′∈F
∑
J′∈J ∗(F ′): |J| 1n=2s|J′| 1n
dist(J,J′)≥2s(1+ε)|J′| 1n∫
I∩B(J,J′)
‖PωF,Jz‖2L2(ω)(
|J | 1n + |x− c (J)|
)n+1−α ‖PωF ′,J′z‖2L2(ω)(
|J ′| 1n + |x− c (J ′)|
)n+1−α dσ (x) ,
where ε > 0 will be chosen later in the proof and
B (J, J ′) ≡ B (c (J) , dist (J, J ′)) ,
is the ball centered at c (J) with radius dist (J, J ′). We will exploit the restriction of
integration to I ∩B (J, J ′), together with the condition dist (J, J ′) ≥ 2s(1+ε) |J ′| 1n ,
in establising (4.14) below, which will then give an estimate for the term Ts,close
using an argument dual to that used for the remaining term Ts.
We begin with an analysis of the term Ts and write
Ts ≡
∑
F∈F
∑
J∈J ∗(F )
∑
F ′∈F
∑
J′∈J ∗(F ′)
|J′| 1n=2−s|J| 1n
×
∫
I
‖PωF,Jz‖2L2(ω)(
|J | 1n + |x− c (J)|
)n+1−α ‖PωF ′,J′z‖2L2(ω)(
|J ′| 1n + |x− c (J ′)|
)n+1−α dσ (x)
≤Ms
∑
F∈F
∑
J∈J ∗(F )
J⊂I
‖PωF,Jz‖2ω;
Ms ≡ sup
F∈F
sup
J∈J ∗(F )
As (J) ;
As (J) ≡
∑
F ′∈F
∑
J′∈J ∗(F ′)
|J′| 1n=2−s|J| 1n
∫
I
S(J′,J) (x) dσ (x) ;
S(J′,J) (x) ≡
1(
|J | 1n + |x− c (J)|
)n+1−α
∥∥PωF ′,J′z∥∥2L2(ω)(
|J ′| 1n + |x− c (J ′)|
)n+1−α ,
where the additional restriction due to removal of Ts,close from Us in (4.11) results
in a restricted range of integration I \ B (J, J ′) in the integral in As (J) in certain
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situations, and this will be understood throughout the proof, without being explic-
itly indicated in the notation. This additional restriction will however be needed
to establish (4.12) below.
Now fix J as in the definition of Ms (J), and decompose the sum over J
′ in
As (J) by
As (J) =
∑
F ′∈F
∑
J′∈J ∗(F ′)
|J′| 1n=2−s|J| 1n
∫
I
S(J′,J) (x) dσ (x)
=
∑
J′⊂2J
∫
I
S(J′,J) (x) dσ (x) +
∞∑
ℓ=1
∑
J′⊂2ℓ+1J\2ℓJ
∫
I
S(J′,J) (x) dσ (x) ≡
∞∑
ℓ=0
Aℓs (J) ;
and then decompose the integrals over I by
A0s (J) =
∑
J′⊂2J
∫
I\4J
S(J′,J) (x) dσ (x) +
∑
J′⊂2J
∫
I∩4J
S(J′,J) (x) dσ (x)
≡ A0s,far (J) +A0s,near (J) ,
Aℓs (J) =
∑
J′⊂2ℓ+1J\2ℓJ
∫
I\2ℓ+2J
S(J′,J) (x) dσ (x)
+
∑
J′⊂2ℓ+1J\2ℓJ
∫
I∩(2ℓ+2J\2ℓ−1J)
S(J′,J) (x) dσ (x)
+
∑
J′⊂2ℓ+1J\2ℓJ
∫
I∩2ℓ−1J
S(J′,J) (x) dσ (x)
≡ Aℓs,far (J) +Aℓs,near (J) +Aℓs,close (J) , ℓ ≥ 1.
Note the important point that the close terms Aℓs,close (J) vanish for ℓ > εs because
of the decomposition (4.11):
(4.12) Aℓs,close (J) = 0, ℓ > εs.
Indeed, if J ′ ⊂ 2ℓ+1J \ 2ℓJ , then we have
(4.13) 2ℓ |J | 1n ≈ dist (J, J ′) ,
and if ℓ > εs, then
dist (J, J ′) ≥ 2εs |J | 1n = 2(1+ε)s |J ′| 1n .
It now follows from the definition of Ts,close and Ts in (4.11), that in the term
Ts, the integration is taken over the set I \ B (J, J ′). But in the term Aℓs,close (J)
that is derived from Ts we are restricted to integrating over the cube 2
ℓ−1J , which
is contained in B (J, J ′) by (4.13). Thus the range of integration in the term
Aℓs,close (J) is the empty set, and so A
ℓ
s,close (J) = 0.
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Now using
∥∥PωF ′,J′z∥∥2L2(ω) ≤ |J ′| 2n |J ′|ω we have
A0s,far (J) =
∑
J′⊂2J
∫
I\(4J)
S(J′,J) (x) dσ (x)
.
∑
J′⊂2J
∫
I\(4J)
|J ′| 2n |J ′|ω(
|J | 1n + |x− c (J)|
)2(n+1−α) dσ (x)
= 2−2s
( ∑
J′⊂2J
|J ′|ω
)∫
I\(4J)
|J | 2n(
|J | 1n + |x− c (J)|
)2(n+1−α) dσ (x) ,
which is dominated by
2−2s |2J |ω
∫
I\(4J)
1(
|J | 1n + |x− c (J)|
)2(n−α) dσ (x)
≈ 2−2s |2J |ω
|2J |1−αn
∫
I\(4J)
 |J | 1n(
|J | 1n + |x− c (J)|
)2

n−α
dσ (x)
. 2−2s
|2J |ω
|2J |1−αn
Pα (2J, σ) . 2−2sAα2 .
To estimate the near term A0s,near (J), we initially keep the energy
∥∥PωF ′,J′z∥∥2L2(ω)
and use the energy constant Eα as follows:
A0s,near (J) =
∑
J′⊂2J
∫
I∩(4J)
S(J′,J) (x) dσ (x)
≈
∑
J′⊂2J
∫
I∩(4J)
1
|J | 1n (n+1−α)
∥∥PωF ′,J′z∥∥2L2(ω)(
|J ′| 1n + |x− c (J ′)|
)n+1−α dσ (x)
=
1
|J | 1n (n+1−α)
∑
J′⊂2J
∥∥PωF ′,J′z∥∥2L2(ω) ∫
I∩(4J)
1(
|J ′| 1n + |x− c (J ′)|
)n+1−α dσ (x)
=
1
|J | 1n (n+1−α)
∑
J′⊂2J
∥∥PωF ′,J′z∥∥2L2(ω) Pα
(
J ′,1I∩(4J)σ
)
|J ′| 1n
and by Cauchy-Schwarz this is dominated by
.
1
|J | 1n (n+1−α)
( ∑
J′⊂2J
∥∥PωF ′,J′z∥∥2L2(ω)
) 1
2
 ∑
J′⊂2J
∥∥PωF ′,J′z∥∥2L2(ω)
(
Pα
(
J ′,1I∩(4J)σ
)
|J ′| 1n
)2 12
.
1
|J | 1n (n+1−α)
( ∑
J′⊂2J
|J ′| 2n |J ′|ω
) 1
2
Eα
√
|I ∩ (4J)|σ
.
2−s |J | 1n
|J | 1n (n+1−α)
√
|2J |ωEα
√
|4J |σ . 2−sEα
√
|4J |ω
|J | 1n (n−α)
|4J |σ
|J | 1n (n−α)
. 2−sEα
√
Aα2 .
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Similarly, for ℓ ≥ 1, we can estimate the far term
Aℓs,far (J) =
∑
J′⊂(2ℓ+1J)\(2ℓJ)
∫
Iε\(2ℓ+2J)
S(J′,J) (x) dσ (x)
.
∑
J′⊂(2ℓ+1J)\(2ℓJ)
∫
I\(2ℓ+2J)
|J ′| 2n |J ′|ω(
|J | 1n + |x− c (J)|
)2(n+1−α) dσ (x)
= 2−2s
 ∑
J′⊂(2ℓ+1J)
|J ′|ω
∫
I\(2ℓ+2J)
|J | 2n(
|J | 1n + |x− c (J)|
)2(n+1−α) dσ (x)
≈ 2−2s2−ℓ 2n
 ∑
J′⊂(2ℓ+1J)
|J ′|ω
∫
I\(2ℓ+2J)
∣∣2ℓJ∣∣ 2n(
|2ℓJ | 1n + |x− c (2ℓJ)|
)2(n+1−α) dσ (x) ,
which is at most
. 2−2s2−ℓ
2
n
∣∣2ℓ+1J∣∣
ω
∫
I\(2ℓ+2J)
1(
|2ℓJ | 1n + |x− c (2ℓJ)|
)2(n−α) dσ (x)
≈ 2−2s2−ℓ 2n
∣∣2ℓ+1J∣∣
ω
|2ℓJ |1−αn
∫
I\(2ℓ+2J)
 ∣∣2ℓJ∣∣ 1n(
|2ℓJ | 1n + |x− c (2ℓJ)|
)2

n−α
dσ (x)
. 2−2s2−ℓ
2
n
{∣∣2ℓ+1J∣∣
ω
|2ℓJ |1−αn
Pα (2ℓJ, σ)} . 2−2s2−ℓ 2nAα2 ,
and the near term
Aℓs,near (J)
=
∑
J′⊂2ℓ+1J\2ℓJ
∫
I∩(2ℓ+2J\2ℓ−1J)
S(J′,J) (x) dσ (x)
≈
∑
J′⊂2ℓ+1J\2ℓJ
∫
I∩(2ℓ+2J\2ℓ−1J)
1∣∣2ℓ(1−ε)J∣∣ 1n (n+1−α)
∥∥PωF ′,J′z∥∥2L2(ω)(
|J ′| 1n + |x− c (J ′)|
)n+1−α dσ (x)
=
1
|2ℓ−1J | 1n (n+1−α)
∑
J′⊂2ℓ+1J\2ℓJ
∥∥PωF ′,J′z∥∥2L2(ω) ∫
I∩(2ℓ+2J\2ℓ−1J)
1(
|J ′| 1n + |x− c (J ′)|
)n+1−α dσ (x) ,
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which is dominated by
≤ 1
|2ℓ−1J | 1n (n+1−α)
∑
J′⊂2ℓ+1J\2ℓJ
∥∥PωF ′,J′z∥∥2L2(ω) Pα
(
J ′,1I∩(2ℓ+2J)σ
)
|J ′| 1n
≤ 1
|2ℓ−1J | 1n (n+1−α)
 ∑
J′⊂2ℓ+1J\2ℓJ
∥∥PωF ′,J′z∥∥2L2(ω)

1
2
×
 ∑
J′⊂2ℓ+1J\2ℓJ
∥∥PωF ′,J′z∥∥2L2(ω)
(
Pα
(
J ′,1I∩(2ℓ+2J)σ
)
|J ′| 1n
)2 12 ,
and which can now be estimated using
∥∥PωF ′,J′z∥∥2L2(ω) ≤ |J ′| 2n |J ′|ω and the energy
constant Eα to get
Aℓs,near (J) . 2
−s2−
ℓ
n
∣∣2ℓJ∣∣ 1n
|2ℓ−1J | 1n (n+1−α)
√
|2ℓ+1J |ωEα
√
|2ℓ+2J |σ
. 2−s2−
ℓ
n Eα
√
|2ℓ+2J |ω
|2ℓ+2J |1−αn
|2ℓ+2J |σ
|2ℓ+2J |1−αn
. 2−s2−
ℓ
n Eα
√Aα2 .
These estimates are summable in both s and ℓ.
Now we turn to the term Sℓclose (J), and recall from (4.12) that S
ℓ
close (J) = 0 if
ℓ > εs. So we now suppose that ℓ ≤ εs. We have
Aℓs,close (J)
=
∑
J′⊂2ℓ+1J\2ℓJ
∫
I∩(2ℓ−1J)
S(J′,J) (x) dσ (x)
≈
∑
J′⊂2ℓ+1J\2ℓJ
∫
I∩(2ℓ−1J)
1(
|J | 1n + |x− c (J)|
)n+1−α
∥∥PωF ′,J′z∥∥2L2(ω)
|2ℓJ | 1n (n+1−α)
dσ (x)
≈
 ∑
J′⊂2ℓ+1J\2ℓJ
∥∥PωF ′,J′z∥∥2L2(ω)
 1
|2ℓJ | 1n (n+1−α)
∫
I∩(2ℓ−1J)
1(
|J | 1n + |x− c (J)|
)n+1−α dσ (x) .
Now we use the inequality
∥∥PωF ′,J′z∥∥2L2(ω) ≤ |J ′| 2n |J ′|ω to get the relatively crude
estimate
Aℓs,close (J) . 2
−2s |J | 2n ∣∣2ℓ+1J∣∣
ω
1
|2ℓJ | 1n (n+1−α)
∫
I∩(2ℓ−1J)
1(
|J | 1n + |x− c (J)|
)n+1−α dσ (x)
. 2−2s |J | 2n
∣∣2ℓ+1J∣∣
ω
|2ℓJ | 1n (n+1−α)
∣∣2ℓ−1J∣∣
σ
|J | 1n (n+1−α)
. 2−2s
∣∣2ℓ+1J∣∣
ω
|2ℓ+1J |1−αn
∣∣2ℓ+1J∣∣
σ
|2ℓ+1J |1−αn
2ℓ(n−1−α)
. 2−2s2ℓ(n−1−α)Aα2 . 2
−sAα2
provided that ℓ ≤ sn . But we are assuming ℓ ≤ εs here and so we obtain a suitable
estimate for Sℓclose (J) provided we choose 0 < ε <
1
n .
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Remark 7. We cannot simply sum the estimate
Aℓs,close (J) . 2
−2s |J | 2n ∣∣2ℓ+1J∣∣
ω
1
|2ℓJ | 1n (n+1−α)
Pα (J,12ℓ−1Jσ)
|J | 1n
,
over all ℓ ≥ 1 to get
∑
ℓ
Aℓs,close (J) . 2
−2sPα (J, σ)
∑
ℓ
|J | 1n
|2ℓJ | 1n (n+1−α)
∣∣2ℓ+1J∣∣
ω
. 2−2sPα (J, σ) Pα (J, ω) ,
since we only have control of the product P (J, σ) P (J, ω) in dimension n = 1, where
the two Poisson kernels P and P coincide, and the two-tailed A2 condition is known
to hold.
Now we return to the term,
Ts,close ≡
∑
F∈F
∑
J∈J ∗(F )
∑
F ′∈F
∑
J′∈J ∗(F ′): |J| 1n=2s|J′| 1n
dist(J,J′)≥2s(1+ε)|J′| 1n∫
I∩B(J,J′)
‖PωF,Jz‖2L2(ω)(
|J | 1n + |x− c (J)|
)n+1−α ‖PωF ′,J′z‖2L2(ω)(
|J ′| 1n + |x− c (J ′)|
)n+1−α dσ (x) .
It will suffice to show that Ts,close satisfies the estimate,
Ts,close . 2
−sεEα
√
Aα2
∑
F∈F
∑
J∈J ∗(F )
J⊂I
‖PωF,Jz‖2L2(ω) = 2−sεEα
√
Aα2
∫
Î
t2dµ (x, t) .
We can write (suppressing some notation for clarity),
Ts,close =
∑
J,J′
∫
I∩B(J,J′)
∥∥PωF,Jz∥∥2L2(ω)(
|J | 1n + |x− c (J)|
)n+1−α
∥∥PωF ′,J′z∥∥2L2(ω)(
|J ′| 1n + |x− c (J ′)|
)n+1−α dσ (x)
≈
∑
J,J′
∥∥PωF,Jz∥∥2L2(ω) ∥∥PωF ′,J′z∥∥2L2(ω) 1dist (J, J ′)n+1−α
×
∫
I∩B(J,J′)
1(
|J | 1n + |x− c (J)|
)n+1−α dσ (x)
≈
∑
J,J′
∥∥PωF,Jz∥∥2L2(ω) ∥∥PωF ′,J′z∥∥2L2(ω) 1dist (J, J ′)n+1−α P
α
(
J,1I∩B(J,J′)σ
)
|J | 1n
≤
∑
J′
∥∥PωF ′,J′z∥∥2L2(ω)∑
J
1
dist (J, J ′)n+1−α
∥∥PωF,Jz∥∥2L2(ω) Pα
(
J,1I∩B(J,J′)σ
)
|J | 1n
,
and it remains to show that for each J ′,
Ss,close (J
′) ≡
∑
J
∥∥PωF,Jz∥∥2L2(ω)
dist (J, J ′)n+1−α
Pα
(
J,1I∩B(J,J′)σ
)
|J | 1n
. Eα
√
Aα2 .
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We write
Ss,close (J
′) ≈
∞∑
k=1
1(
2k |J ′| 1n
)n+1−α ∑
J: dist(J,J′)1−ε≈2k|J′| 1n
∥∥PωF,Jz∥∥2L2(ω) Pα
(
J,1I∩B(J,J′)σ
)
|J | 1n
≡
∞∑
k=1
1(
2k |J ′| 1n
)n+1−αSks,close (J ′) .
Now we apply Cauchy-Schwartz to get
Sks,close (J
′) ≤
 ∑
J: dist(J,J′)≈2k|J′| 1n
∥∥PωF,Jz∥∥2L2(ω)

1
2
×
 ∑
J: dist(J,J′)≈2k|J′| 1n
∥∥PωF,Jz∥∥2L2(ω)
(
Pα
(
J,1I∩Bε(J,J′)σ
)
|J | 1n
)2
1
2
.
 ∑
J: dist(J,J′)≈2k|J′| 1n
|J | 2n |J |ω

1
2 (E2α ∣∣2kJ ′∣∣σ) 12
. Eα2s |J ′|
1
n
√
|2kJ ′|ω
√
|C2kJ ′|σ . Eα
√
Aα2 2
s |J ′| 1n ∣∣2kJ ′∣∣1−αn
= Eα
√
Aα2 2
s2k(n−α) |J ′| 1n (n+1−α) ,
provided
B (c (J) , dist (J, J ′)) = B (J, J ′) ⊂ C2kJ ′.
But this follows from dist (J, J ′) ≈ 2k |J ′| 1n and k ≥ s. Of course k ≥ s follows
from the facts that |J | 1n = 2s |J ′| 1n and that J must fit inside 2kJ ′. But we can do
better from the definition of Ts,close, namely
(4.14) k ≥ (1 + ε) s.
Indeed, in the term Ts,close we have dist (J, J
′) ≥ 2(1+ε)s |J ′| 1n , and combined with
dist (J, J ′) ≈ 2k |J ′| 1n , we obtain (4.14). Then we have
Ss,close (J
′) =
∑
k≥(1+ε)s
1(
2k |J ′| 1n
)n+1−αSks,close (J ′)
. Eα
√
Aα2
∑
k≥(1+ε)s
1(
2k |J ′| 1n
)n+1−α 2s2k(n−α) |J ′| 1n (n+1−α)
. Eα
√
Aα2
∑
k≥(1+ε)s
2s−k . 2−εsEα
√
Aα2 ,
which is summable in s. This completes the proof of the estimate for the local part
of the second testing condition (4.5).
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It remains to prove the following estimate for the global part of the second testing
condition (4.5): ∫
R\I
[Pα∗(t1Îµ)]
2σ . Aα2 |I|σ .
We decompose the integral on the left into two pieces:∫
R\I
[Pα∗(t1Îµ)]
2σ =
∫
R\3I
[Pα∗(t1Îµ)]
2σ +
∫
3I\I
[Pα∗(t1Îµ)]
2σ = A+B.
We further decompose term A in annuli and use (4.10) to obtain
A =
∞∑
m=1
∫
3m+1I\3mI
[Pα∗(t1Îµ)]
2σ
=
∞∑
m=1
∫
3m+1I\3mI
∑
F∈F
∑
J∗∈J ∗(F )
J∗⊂I
‖PωF,J∗z‖2L2(ω)
(|J∗|+ |x− c (J∗)|)n+1−α

2
dσ (x)
.
∞∑
m=1
∫
3m+1I\3mI
∑
F∈F
∑
J∗∈J ∗(F )
J∗⊂I
‖PωF,J∗z‖2L2(ω)

2
1(
3m |I| 1n
)2(n+1−α) dσ (x) .
Now use (4.9) and∫
Î
t2dµ =
∑
F∈F
∑
J∗∈J ∗(F )
J∗⊂I
‖PωF,J∗z‖2L2(ω) . ‖1I (z − c (I))‖2L2(ω) ≤ |I|2 |I|ω
to obtain that
A .
∞∑
m=1
∫
3m+1I\3mI
[∫
Î
t2dµ
] [
|I|2 |I|ω
] 1(
3m |I| 1n
)2(n+1−α) dσ (x)
.
{ ∞∑
m=1
3−2m
∣∣3m+1I∣∣
ω
∣∣3m+1I∣∣
σ
|3m+1I|2(1−αn )
}[∫
Î
t2dµ
]
. Aα2
∫
Î
t2dµ,
where of course Aα2 ≤ Aα2 .
Finally, we estimate term B by using (4.10) to write
B =
∫
3I\I
∑
F∈F
∑
J∗∈J ∗(F )
J∗⊂I
‖PωF,J∗z‖2L2(ω)
(|J∗|+ |x− c (J∗)|)n+1−α

2
dσ (x) ,
and then expanding the square and calculating as in the proof of the local part
given earlier. The details are similar and left to the reader.
4.3. Control of energy by functional energy. Now we use an easy duality
argument to show that conversely, the energy condition is a consequence of the
functional energy condition.
Proposition 2.
Eα . Fα and E∗α . F∗α .
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Proof. To prove this second proprosition, we fix a subpartition {Ir}∞r=1 of the in-
terval I into D-dyadic subcubes Ir as in the definition of the energy constant. Let
F ≡ {Ir}∞r=1 ∪ {I}, and note that F trivially satisfies the Carleson condition (4).
Set
M˜ (Ir) ≡
⋃
J∗∈M(Ir)
{J ∈ D : J ⊂ J∗} ,
M˜ (I) ≡
∞⋃
r=1
M˜ (Ir) .
Given a sequence {aJ}
J∈M˜(I) of nonnegative numbers (with all but finitely many
vanishing), define
gIr =
∑
J∈M˜(Ir)
aJ
n∑
k=1
hω,ekJ , for 1 ≤ r <∞ and J∗ ∈ M (Ir) .
Then {gIr}∞r=1 = {gF }F∈F\{I} is F -adapted and the functional energy inequality
(4.1) with h = 1I gives
∞∑
r=1
(
Pα (Ir,1Iσ)
|Ir |
1
n
) ∑
J∗∈M(Ir)
∑
J⊂J∗
X̂ω (J) aJ
=
∑
F∈F
∑
J∗∈M(F )
Pα(J∗, hσ)
∣∣∣∣∣
〈
x
|J∗| 1n
, gF1J∗
〉
ω
∣∣∣∣∣
≤ Fα‖h‖L2(σ)
[∑
F∈F
‖gF‖2L2(ω)
]1/2
. Fα
√
|I|σ‖
 ∑
JM˜(I)
|aJ |2

1
2
.
Duality now yields
∞∑
r=1
(
Pα (Ir ,1Iσ)
|Ir|
1
n
)2 ∑
J∗∈M(Ir)
∑
J⊂J∗
X̂ω (J)
2
. F2α |I|σ .
Combining this with the easy estimate
∞∑
r=1
(
Pα (Ir,1Iσ)
|Ir |
1
n
)2 ∑
J⊂Ir : |J|
1
n≥2−r |Ir |
1
n
X̂ω (J)
2
.
∞∑
r=1
(
Pα (Ir,1Iσ)
|Ir|
1
n
)2
|Ir|ω . Aα2 |I|σ ,
gives Eα . Fα +
√Aα2 . 
5. Completion of the proof of the Main Theorem
Now we briefly describe how to apply the one-dimensional arguments from
[LaSaShUr2] and [Lac] to complete the proof of Theorem 1. Details can be found
in Chapters 8-10 of our expanded version of this paper [SaShUr] on the arXiv.
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Very broadly speaking, the method in [LaSaShUr3] and [Lac] uses the NTV split-
ting of an appropriate bilinear form intoParaproduct, Neighbour and Stopping
terms.
The Paraproduct term uses only cube testing.
The Neighbour term further splits into Short range, Middle range and Long
range terms. The Short and Middle range terms use only the tailless Aα2 condition,
while the Long range term uses the one-tailed ‘reproducing’ condition Aα2 , and so
its proof requires some modification. But these modifications are straightforward
and the reader can find the details in Chapter 8 of [SaShUr].
The Stopping term is further split into a Near term and a Far term. Our paper
[LaSaShUr2] or [LaSaShUr3] shows that the Far term is controlled by the func-
tional energy condition as defined there, and it is easy to check that our definition
of functional energy in this paper works just as well in generalizing the arguments
to higher dimension. Note that our definition is more restrictive in that points (2)
and (3) in our Definition 5 of F -adapted are stronger requirements than those in
the definition given in [LaSaShUr2], but nevertheless apply in all situations encoun-
tered. By one of the main results in this paper, the functional energy condition is
in turn controlled by the energy condition and the Aα2 condition. Finally, the Near
term is handled by Lacey in [Lac] using a stopping time and recursion that carry
over to all standard α-fractional singular integrals in higher dimension. A detailed
proof of this extension can be found in Chapter 10 of [SaShUr].
6. Failure of reverse energy
While the Monotonicity Lemma as stated earlier cannot be reversed, we now
turn to the question of whether or not there exists a reversal of the dual energy
inequality in Corollary 1 for certain vector transforms Tn,α. It turns out not to be
possible for the vector of α-fractional Riesz transforms Rn,α in dimension n ≥ 2,
with an even more spectacular failure in the plane, which we present in Lemma 9
below.
6.1. The reverse energy inequality. Recall the energy E (J, ω) of ω on a cube
J ,
E (J, ω)
2 ≡ 1|J |ω
1
|J |ω
∫
J
∫
J
∣∣∣∣∣x− z|J | 1n
∣∣∣∣∣
2
dω (x) dω (z) = 2
1
|J |ω
∫
J
∣∣∣∣∣x− EωJx|J | 1n
∣∣∣∣∣
2
dω (x) .
Define its associated coordinate energies Ej (J, ω) by
Ej (J, ω)2 ≡ 1|J |ω
1
|J |ω
∫
J
∫
J
∣∣∣∣∣xj − zj|J | 1n
∣∣∣∣∣
2
dω (x) dω (z) , j = 1, 2, ..., n,
and the rotations EjR (J, ω) of the coordinate energies by a rotation R ∈ SO (n),
which we refer to as partial energies,
E
j
R (J, ω)
2 ≡ 1|J |ω
1
|J |ω
∫
J
∫
J
∣∣∣∣∣xjR − zjR|J | 1n
∣∣∣∣∣
2
dω (x) dω (z) , j = 1, 2, ..., n,
where for R ∈ SO (n), xR =
(
xjR
)n
j=1
= R (xj)n
j=1
= Rx. Set ER (J, ω)2 ≡
E1R (J, ω)
2
+ ...+ EnR (J, ω)
2
. We have the following elementary computations.
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Lemma 8. For R ∈ SO (n) we have
ER (J, ω)
2
= E1R (J, ω)
2
+ ...+ EnR (J, ω)
2
= E (J, ω)
2
.
More generally, if R = {Rj}nj=1 ⊂ SO (n) is a collection of rotations such that the
matrix MR =
 R1e
1
...
Rne1
 with rows Rℓe1 is nonsingular, then
(6.1) E (J, ω)
2 ≤ 1
ǫR
n∑
ℓ=1
E1Rℓ (J, ω)
2
,
where ǫR is the least eigenvalue of M
∗
R
MR.
Proof. We have∣∣x1R − z1R∣∣2 + ...+ |xnR − znR|2 = |R (x− z)|2
= |x− z|2 = ∣∣x1 − z1∣∣2 + ...+ |xn − zn|2 ,
so that
ER (J, ω)
2 ≡ E1R (J, ω)2 + ...+ EnR (J, ω)2
= E1 (J, ω)2 + ...+ En (J, ω)2 = E (J, ω)2 .
More generally, if M ℓ
R
denotes the ℓth row of the matrix MR, we have
ǫR |x− z|2 ≤ (x− z)trM∗RMR (x− z)
=
n∑
ℓ=1
∣∣Rℓe1 · (x− z)∣∣2 ,
so that
ǫRE (J, ω)
2
=
(
1
|J |ω |J |
1
n
)2 ∫
J
∫
J
ǫR |x− z|2 dω (x) dω (z)
≤
(
1
|J |ω |J |
1
n
)2 ∫
J
∫
J
{
n∑
ℓ=1
∣∣Rℓe1 · (x− z)∣∣2} dω (x) dω (z)
=
n∑
ℓ=1
E
1
Rℓ (J, ω)
2
.

The point of the estimate (6.1) is that it could hopefully be used to help obtain a
reversal of energy for a vector transform Tn,α = {T n,αℓ }nℓ=1, where the convolution
kernel Kn,αℓ (w) of the operator T
n,α
ℓ has the form
(6.2) Kn,αℓ (w) =
Ωnℓ
(
w
|w|
)
|w|n−α ,
and where Ωnℓ is smooth on the sphere S
n−1. We refer to the operator T n,αℓ as
an α-fractional convolution Caldero´n-Zygmund operator. If in addition we require
that Ωnℓ has vanishing integral on the sphere S
n−1, we refer to T n,αℓ as a classical
α-fractional Caldero´n-Zygmund operator.
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However, we now dash this hope, at least for the most familiar singular operators
in the plane, in a spectacular way. We show that strong reversal of energy fails for
all convolution Caldero´n-Zygmund operators in the plane, and that when α = 1,
weak reversal of energy fails for all classical Caldero´n-Zygmund operators in the
plane. The following definitions will make this precise.
We say that a vector Tα = {Tαℓ }2ℓ=1 of α-fractional transforms in the plane
satisfies a strong reversal of ω-energy on a cube J if there is a positive constant C0
such that for all γ > 2 sufficiently large and for all positive measures µ supported
outside γJ , we have the inequality
(6.3) E (J, ω)
2
Pα (J, µ)
2 ≤ C0 Edω(x)J Edω(z)J |Tαµ (x) −Tαµ (z)|2 .
The right hand side of (6.3) is clearly dominated by C0 EdωJ |Tαµ|2, and so we say
that Tα = {Tαℓ }2ℓ=1 satisfies a weak reversal of ω-energy on a cube J if for γ and µ
as above, we have the weaker inequality
(6.4) E (J, ω)
2
Pα (J, µ)
2 ≤ C0EdωJ |Tαµ|2 .
We thank M. Lacey for pointing out the example µ = dθ on the circle and ω is
supported near the origin, which demonstrates the failure of energy reversal for the
Cauchy transform.
Lemma 9 (Failure of Reverse Energy). (1) Suppose that J is a square in the plane
R2 and γ > 2. Suppose also that 0 ≤ α < 2 and that Tα = {Tαℓ }2ℓ=1 is a vector of α-
fractional convolution Caldero´n-Zygmund operators with kernels Kαℓ (w) =
Ωℓ( w|w| )
|w|2−α .
Finally suppose that C0 > 0 is given. Then for γ sufficiently large, there exists a
positive measure µ = µα,γ on R
2 supported outside γJ and depending only on α
and γ, such that for all differentiable choices of Ωℓ, the strong reversal of energy
inequality (6.3) fails.
(2) Let 0 ≤ α < 2 and suppose that Tα is a single classical Caldero´n-Zygmund
operator with kernel Kα (w) =
Ω( w|w| )
|w|2−α . Then for any square J and γ > 2 sufficiently
large, there is a positive measure µ = µα,γ,Tα on R
2 supported outside γJ and
depending only on α, γ and Tα, such that the weak reversal of energy inequality
(6.4) fails.
Proof. Let ε > 0. We have
Tαℓ µ (x) =
∫
Kαℓ (x, y) dµ (y)
=
∫
Ωℓ (y − x)
|y − x|2−α dµ (y)
=
∫ {
1
|y − cJ |2−α
+ (x− cJ) · ∇x
(
1
|y − x|2−α
)
|x=cJ
× [Ωℓ (y − cJ )]} dµ (y) + Ex,
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and so
Tαℓ µ (x)− Tαℓ µ (z)
=
∫ [
(x− z) · ∇x
(
Ωℓ (y − x)
|y − x|2−α
)
|x=cJ
]
dµ (y) +
[
Eαℓ,x − Eαℓ,z
]
≡ Λαℓ +
[
Eαℓ,x − Eαℓ,z
]
,
where if γ > 2 is sufficiently large,
(6.5)
∣∣Eαℓ,x − Eαℓ,z∣∣ ≤ C 1γδ P˜α (J, µ)|J | 12 |x− z| ≤ εP
α (J, µ)
|J | 12
|x− z| .
The point of this inequality (6.5) is that it permits the replacement of the dif-
ference Tαℓ µ (x)− Tαℓ µ (z) in (6.3) by the linear part Λαℓ of the Taylor expansion of
the kernel Kαℓ .
Now we make the choice
Ωℓ (w) = Ω (θℓ (w)) ;
θℓ (w) ≡ tan−1 w
ℓ′
wℓ
, 1 ≤ ℓ ≤ 2,
where wℓ
′
denotes the coordinate variable other than wℓ, i.e. ℓ + ℓ′ = 3, and
calculate the gradient of the convolution kernel
Kαℓ (w) =
Ωℓ (w)
|w|2−α =
Ω(θℓ (w))
|w|2−α =
Ω
(
tan−1 w
ℓ′
wℓ
)
|w|2−α ,
using the temporary notation w =
(
wℓ, wℓ
′
)
in which we write the ℓth variable
first. We then have
∇w tan−1 w
ℓ′
wℓ
=
(
∂
∂wℓ
tan−1
wℓ
′
wℓ
,∇
ŵℓ
tan−1
wℓ
′
wℓ
)
=
 1
1 +
(
wℓ′
wℓ
)2 −wℓ′
(wℓ)
2 ,
1
1 +
(
wℓ′
wℓ
)2 1wℓ

=
1
|w|2
(
−wℓ′ , wℓ
)
,
and
∇ |w|α−2 =
(
∂
∂w1
((
w1
)2
+
(
w2
)2)α−22
,
∂
∂w2
((
w1
)2
+
(
w2
)2)α−22 )
=
α− 2
2
((
w1
)2
+
(
w2
)2)α−22 −1
2w
= (α− 2) |w|α−4 w.
Remark 8. In previous versions of this shortened paper, we mistakenly used the
negative of the right hand side of this last equality, and with disastrous consequences.
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Thus we obtain with θℓ (w) = tan
−1 wℓ′
wℓ ,
∇Kαℓ (w) = ∇
(
Ωℓ (w)
|w|2−α
)
= Ω(θℓ (w))∇ |w|α−2 + |w|α−2Ω′ (θℓ (w))∇θℓ
= Ω(θℓ (w)) (α− 2) |w|α−4 w + |w|α−2Ω′ (θℓ (w)) 1|w|2
(
−wℓ′ , wℓ
)
=
(α− 2)Ω (θℓ (w)) w+Ω′ (θℓ (w)) w⊥
|w|4−α ,
where w ≡
(
wℓ, wℓ
′
)
and w⊥ ≡
(
−wℓ′ , wℓ
)
. Now we compute that the linear part
Λαℓ is given by
Λαℓ = (x− z) ·
∫
∇Kαℓ (cJ ) dµ (y) ≡ (x− z) · ZαΩℓ (cJ ) ,
where
ZαΩℓ (cJ) =
∫
R2
(α− 2)Ω (θℓ (y − cJ)) (y − cJ) + Ω′ (θℓ (y − cJ)) (y − cJ )⊥
|y − cJ |4−α
dµ (y)
=
∫
S1
{
(α− 2)Ω (θℓ (w)) w
ℓ
|w| − Ω
′ (θℓ (w))
wℓ
′
|w|
}
eℓdΨµ
+
∫
S1
{
(α− 2)Ω (θℓ (w)) w
ℓ′
|w| +Ω
′ (θℓ (w))
wℓ
|w|
}
eℓ
′
dΨµ,
and eℓ is the coordinate vector with a 1 in the ℓth position. We have now reverted
to the usual ordering of the components of w =
(
w1, w2
)
in which w1 occurs first.
Here Ψµ is an essentially arbitrary positive finite measure on the circle S1 given
formally by
dΨµ
dθ
(ξ) =
∫ ∞
0
rα−3dµξ (r) =
∫ ∞
0
rα−3dµ (rξ) , ξ =
w
|w| = (cos θℓ, sin θℓ) ∈ S
1.
Now we use
tan θℓ (w) =
wℓ
′
wℓ
,
csc θℓ (w) =
√
1 + cot2 θℓ (w) =
√
1 +
(
wℓ
wℓ′
)2
=
|w|
wℓ′
,
sin θℓ (w) =
wℓ
′
|w| and cos θℓ (w) =
wℓ
|w| ,
to obtain
ZαΩℓ (cJ ) =
∫
S1
{(α− 2)Ω (θℓ (w)) cos θℓ (w) − Ω′ (θℓ (w)) sin θℓ (w)} eℓdΨµ
+
∫
S1
∫
{(α− 2)Ω (θℓ (w)) sin θℓ (w) + Ω′ (θℓ (w)) cos θℓ (w)} eℓ′dΨµ
≡
∫
S1
{
A2,α (θℓ (w)) e
ℓ +B2,α (θℓ (w)) e
ℓ′
}
dΨµ .
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Now we show that reversal of energy on J is ‘essentially’ equivalent to linear
independence of the vectors ZαΩ1 (cJ) and Z
α
Ω2
(cJ). More precisely, assume for the
moment that
∣∣ZαΩℓ ∣∣ ≥ Pα(J,µ)|J| 12 for 1 ≤ ℓ ≤ 2, and that there is a positive number
ηα > 0, depending only on α, such that the pair of vectors
{
ZαΩℓ (cJ )
}2
ℓ=1
satisfies
the matrix inequality
(6.6)

Z
α
Ω1∣∣∣ZαΩ1 ∣∣∣
Z
α
Ω2∣∣∣ZαΩ2 ∣∣∣

∗ 
Z
α
Ω1∣∣∣ZαΩ1 ∣∣∣
Z
α
Ω2∣∣∣ZαΩ2 ∣∣∣
  ηαI,
where A  B means that A−B is nonnegative semidefinite. From (6.5), (6.6) and
Lemma 8, we would then immediately obtain inequality (6.3) if we choose ε > 0
sufficiently small to absorb the error term from (6.5). Indeed, if we choose rotations
Rℓ so that
ZαΩℓ (cJ)∣∣ZαΩℓ (cJ)∣∣ = Rℓe1, 1 ≤ ℓ ≤ 2,
then ∫
J
∫
J
|Tαµ (x)−Tαµ (z)|2 dω (x) dω (z)
=
2∑
ℓ=1
∫
J
∫
J
∣∣(x− z) · ZαΩℓ (cJ) + [Eαℓ,x − Eαℓ,z]∣∣2 dω (x) dω (z)
≥
2∑
ℓ=1
∫
J
∫
J
∣∣∣∣∣Pα (J, µ)|J | 12 (x− z) · Z
α
Ωℓ
(cJ) (cJ )∣∣ZαΩℓ (cJ) (cJ )∣∣
∣∣∣∣∣
2
dω (x) dω (z)
−C
2∑
ℓ=1
∫
J
∫
J
∣∣∣∣∣εPα (J, µ)|J | 12 |x− z|
∣∣∣∣∣
2
dω (x) dω (z) ,
which for ε > 0 sufficiently small, is at least
Pα (J, µ)
2
{
2∑
ℓ=1
|J |2ω E1Rℓ (J, ω)2
}
− Cε2Pα (J, µ)2 |J |2ω E (J, ω)2
≥ (ηα − Cε2)Pα (J, µ)2 |J |2ω E (J, ω)2 ≥ 12ηα |J |2ω E (J, ω)2 Pα (J, µ)2 .
Conversely, if (6.6) fails, then ZαΩ1 (cJ ) and Z
α
Ω2
(cJ) are parallel, and we can only
reverse a partial energy at best, not the full energy. So it suffices to show the failure
of (6.6).
Taking ℓ = 1, setting θ = θ1 and dropping some subscripts we obtain
Aα (θ) ≡ (α− 2)Ω (θ) cos θ − Ω′ (θ) sin θ,
Bα (θ) ≡ (α− 2)Ω (θ) sin θ +Ω′ (θ) cos θ.
Now in the case α = 1 these coefficients are perfect derivatives,
A1 (θ) = −Ω (θ) cos θ − Ω′ (θ) sin θ = − [Ω (θ) sin θ]′ ,
B1 (θ) = −Ω (θ) sin θ +Ω′ (θ) cos θ = − [Ω (θ) cos θ]′ ,
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and so have vanishing integral on the circle. Thus with the choice dΨµ (θ) = dθ we
have
ZΩ (cJ) =
∫
S1
{
A1 (θ) e
1 +B1 (θ) e
2
}
dθ = 0
the zero vector, for every choice of differentiable Ω on the circle.
In the more general case 0 < α < 2, we can take dΨµ (θ) = ηα (θ) dθ with density
ηα (θ) so that
ZαΩ (cJ) =
∫
S1
{
Aα (θ) e
1 +Bα (θ) e
2
}
ηα (θ) dθ.
Now the e1 component of ZαΩ (cJ ) will vanish for all choices of differentiable Ω
provided we have, using integration by parts on the term involving Ω′ (θ),∫
S1
Aα (θ) ηα (θ) dθ
= −
∫
S1
{(2− α)Ω (θ) cos θ +Ω′ (θ) sin θ} ηα (θ) dθ
= −
∫
S1
{
(2− α)Ω (θ) cos θ ηα (θ)− Ω (θ) [sin θ ηα (θ)]′
}
dθ
= −
∫
S1
{(2− α)Ω (θ) cos θ ηα (θ)− Ω (θ) [cos θ ηα (θ) + sin θ η′α (θ)]} dθ
= −
∫
S1
Ω (θ) {(1− α) cos θ ηα (θ)− sin θ η′α (θ)} dθ = 0.
This will occur for all differentiable Ω exactly when ηα satisfies the equation
0 = (1− α) cos θ ηα (θ)− sin θ η′α (θ) ;
η′α (θ)
ηα (θ)
= (1− α) cos θ
sin θ
;
ln |ηα (θ)| = (1− α) ln |sin θ| ;
which gives
ηα (θ) = C |sin θ|1−α ,
a locally integrable density for all 0 < α < 2.
Similarly the e2 component of ZΩ2,α (cJ ) will vanish for all choices of differen-
tiable Ω provided we have, using integration by parts on the term involving Ω′ (θ),∫
S1
Bα (θ) ηα (θ) dθ
=
∫
S1
{(α− 2)Ω (θ) sin θ +Ω′ (θ) cos θ} ηα (θ) dθ
=
∫
S1
{(α− 2)Ω (θ) sin θ ηα (θ)− Ω (θ) [− sin θ ηα (θ) + cos θ η′α (θ)]} dθ
=
∫
S1
Ω (θ) {(α− 1) sin θ ηα (θ)− cos θ η′α (θ)} dθ = 0,
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which will occur if ηα satisfies the equation
0 = (α− 1) sin θ ηα (θ)− cos θ η′α (θ) ;
η′α (θ)
ηα (θ)
= (α− 1) sin θ
cos θ
;
ln |ηα (θ)| = (α− 1) ln |cos θ| ;
which gives
ηα (θ) = C |cos θ|α−1 ,
a locally integrable density for all 0 < α < 2.
These two densities are of course different when α 6= 1, and so we cannot have
a measure dΨµ for which the vector Z
α
Ω (cJ) vanishes for all differentiable Ω when
α 6= 1.
However the vectors ZαΩ1 (cJ ) and Z
α
Ω2
(cJ ) can be parallel when α 6= 1, i.e.
det
[
ZΩ2,α1
(cJ) ,ZΩ2,α2
(cJ)
]
= 0.
Indeed, we have
det
[
ZΩ2,α1
(cJ) ,ZΩ2,α2
(cJ)
]
= det
[ ∫
S1 Aα (θ1) ηα (θ1) dθ1
∫
S1 Aα (θ2) ηα (θ2) dθ2∫
S1 Bα (θ1) ηα (θ1) dθ1
∫
S1 Bα (θ2) ηα (θ2) dθ2
]
,
which is the determinant of the matrix whose two columns are( − ∫S1 Ω (θ1) {(1− α) cos θ1 ηα (θ1)− sin θ1 η′α (θ1)} dθ1∫
S1 Ω (θ1) {(α− 1) sin θ1 ηα (θ1)− cos θ η′α (θ1)} dθ1
)
;
and
( − ∫S1 Ω (θ2) {(1− α) cos θ2 ηα (θ2)− sin θ2 η′α (θ2)} dθ2∫
S1 Ω (θ2) {(α− 1) sin θ2 ηα (θ2)− cos θ2 η′α (θ2)} dθ2
)
.
Now θ2 = θ1 +
π
2 and so
cos θ2 = cos
(
θ1 +
π
2
)
= − sin θ1,
sin θ2 = sin
(
θ1 +
π
2
)
= cos θ1,
and writing θ for θ1 once again, we obtain that the above matrix is[ ∫
S1 Ω (θ) {(α− 1) cos θ ηα (θ) + sin θ η′α (θ)} dθ −
∫
S1 Ω (θ) {(α− 1) sin θ ηα (θ)− cos θ η′α (θ)} dθ∫
S1 Ω (θ) {(α− 1) sin θ ηα (θ)− cos θ η′α (θ)} dθ
∫
S1 Ω (θ) {(α− 1) cos θ ηα (θ) + sin θ η′α (θ)} dθ
]
.
This matrix has determinant[∫
S1
Ω (θ) {(α− 1) cos θ ηα (θ) + sin θ η′α (θ)} dθ
]2
−
[∫
S1
Ω (θ) {(α− 1) sin θ ηα (θ)− cos θ η′α (θ)} dθ
]2
,
which vanishes if and only if∫
S1
Ω (θ) {(α− 1) cos θ ηα (θ) + sin θ η′α (θ)} dθ(6.7)
= ±
∫
S1
Ω (θ) {(α− 1) sin θ ηα (θ)− cos θ η′α (θ)} dθ.
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Taking the plus sign in (6.7), we get that equality holds for all differentiable Ω if
and only if
(α− 1) cos θ ηα (θ) + sin θ = (α− 1) sin θ ηα (θ)− cos θ η′α (θ) ;
(1− α) (cos θ − sin θ) ηα (θ) = (cos θ + sin θ) η′α (θ) ;
η′α (θ)
ηα (θ)
= (1− α) cos θ − sin θ
cos θ + sin θ
= (1− α) 1− tan θ
1 + tan θ
;
ln |ηα (θ)| = (1− α)
∫
1− tan θ
1 + tan θ
dθ =
1− α
2
ln (2 sin 2θ + 2) ,
which gives
ηα (θ) = C (1 + sin 2θ)
1−α
2 .
This is a locally integrable density with singularity at θ = −π4 and results in
ZαΩ1 (cJ) =
(
Aα
Aα
)
= Aα
(
1
1
)
;
Aα =
∫
S1
Ω (θ) {(α− 1) cos θ ηα (θ) + sin θ η′α (θ)} dθ,
where since ηα (θ) = C (1 + sin 2θ)
1−α
2 is not the special weight ηα (θ) = C |sin θ|1−α,
there is Ω such that Aα 6= 0. However, in this case ZΩ2,α2 (cJ) is parallel to Z
α
Ω1
(cJ),
and so we can only reverse the partial energy E1−π4 (J, ω) at best, and not the full
energy E (J, ω). Similar considerations apply when taking the minus sign in (6.7)
above.
So for each α, there is a density dΨµ (θ) = ηα (θ) dθ and a measure ω such that
for γ so large that ε ≪ C0, the strong reversal of ω-energy inequality (6.3) fails
for all differentiable Ω with this single measure µ, even without the assumption of
vanishing integral
∫
S1 Ω (θ) = 0. Indeed, we have that∫
J
∫
J
|Tαµ (x)−Tαµ (z)|2 dω (x) dω (z)(6.8)
=
2∑
ℓ=1
∫
J
∫
J
∣∣(x− z) · ZαΩℓ (cJ) + [Eαℓ,x − Eαℓ,z]∣∣2 dω (x) dω (z)
≤
2∑
ℓ=1
∫
J
∫
J
∣∣∣∣∣Pα (J, µ)|J | 12 (x− z) · Z
α
Ωℓ
(cJ) (cJ )∣∣ZαΩℓ (cJ) (cJ )∣∣
∣∣∣∣∣
2
dω (x) dω (z)
+C
2∑
ℓ=1
∫
J
∫
J
∣∣∣∣∣εPα (J, µ)|J | 12 |x− z|
∣∣∣∣∣
2
dω (x) dω (z)
≤ E1−π4 (J, ω)
2
Pα (J, µ)
2
+ Cε2E (J, ω)
2
Pα (J, µ)
2
≤ 1
10
C0E (J, ω)
2 Pα (J, µ)2 ,
provided we choose γ so large that Cε2 ≤ 110C0 and provided we choose ω so that
E1−π4 (J, ω) = 0 but E
1
−π4 (J, ω) > 0. This completes the proof of part (1) of Lemma
9.
To show the failure of the weak reversal of energy inequality (6.4) in part (2), we
exploit the assumption that
∫
S1 Ω (θ) = 0 together with the following observation.
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We have
EωJL
α
ℓ µ =
∫
R2
{
1
|J |ω
∫
J
Ω (y − x)
|y − x|2−α dω (x)
}
dµ (y)
=
∫
ξ∈S1
Ω (ξ)
 1|J |ω
∫
(x,y)∈J×R2
ξ= y−x
|y−x|
dω (x) dµ (y)
|ξ|2−α
 dθ
=
∫
S1
Ω (θ) dΦµ (θ) ,
where
dΦµ
dθ
(ξ) =
1
|J |ω
∫
(x,y)∈J×R2
ξ= y−x
|y−x|
dω (x) dµ (y)
|y − x|2−α , ξ = (cos θ, sin θ) ∈ S
1.
We will now apply a transformation to µ that moves its mass along rays away
from cJ , but leaves the density
dΨµ
dθ invariant. Given a function ϕ : S
1 → [1,∞),
define the measure µ˜ in the plane by (we ignore the issue of measurability)
dµ˜ (y) ≡ ϕ
(
y − cJ
|y − cJ |
)3−α
dµ
cJ + y − cJ
ϕ
(
y−cJ
|y−cJ |
)
 ,
so that for ξ ∈ S1,
dΨµ˜
dθ
(ξ) =
∫ ∞
0
rα−3dµ˜ (rξ) =
∫ ∞
0
rα−3ϕ (ξ)3−α dµ
(
rξ
ϕ (ξ)
)
=
∫ ∞
0
[sϕ (ξ)]α−3 ϕ (ξ)3−α dµ (sξ) =
dΨµ
dθ
(ξ) .
Now we compute∫
S1
Ω (θ) dΦµ (θ) =
∫
{Ω(θ)>0}
Ω (θ) dΦµ (θ) +
∫
{Ω(θ)<0}
Ω (θ) dΦµ (θ)
and if this integral does not already vanish, then we may assume without loss
of generality that it is negative. Pick an arc K with γK contained in the set
Pδ ≡ {θ : Ω (θ) > δ} for some δ > 0. We now apply a transformation of the above
type to µ with
ϕ (θ) =
{
1 if θ /∈ Pδ
M if θ ∈ Pδ ,
and where M ≥ 1. From the definition of dΦµ˜dθ , and the change of variable
y′ = cJ +
y − cJ
ϕ
(
y−cJ
|y−cJ |
) ,
we have
y′ − cJ
|y′ − cJ | =
y−cJ
ϕ
(
y−cJ
|y−cJ |
)
∣∣∣∣∣∣ y−cJϕ( y−cJ|y−cJ |)
∣∣∣∣∣∣
=
y − cJ
|y − cJ | ,
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and so
dΦµ˜
dθ
(ξ) =
1
|J |ω
∫
(x,y)∈J×R2
ξ= y−x
|y−x|
dω (x) dµ˜ (y)
|y − x|2−α
=
1
|J |ω
∫
(x,y)∈J×R2
ξ= y−x
|y−x|
ϕ
(
y − cJ
|y − cJ |
)3−α
dω (x) dµ (y′)
|y − x|2−α
=
1
|J |ω
∫
(x,y′)∈J×R2
ξ=
ϕ
(
y′−cJ|y′−cJ |
)
(y′−cJ )−x∣∣∣∣∣ϕ
(
y′−cJ|y′−cJ |
)
(y′−cJ )−x
∣∣∣∣∣
ϕ
(
y′ − cJ
|y′ − cJ |
)3−α
dω (x) dµ (y′)∣∣∣ϕ( y′−cJ|y′−cJ |) (y′ − cJ)− x∣∣∣2−α .
It is clear from this formua that for θ ∈ K, only the values of dΦµ˜dθ on γK are
modified by the transformation, and since γK ⊂ Pδ with δ > 0, we conclude that
for θ ∈ K, we have limM→∞ dΦµ˜dθ (θ) = ∞. Thus there is a choice of M such
that the integral of Ω (θ) dΦµ (θ) over {Ω (θ) > 0} equals −
∫
{Ω1(θ)>0} Ω (θ) dΦµ (θ).
Then for the resulting measure µ˜, the density
dΨµ˜
dθ =
dΨµ
dθ remains unchanged, and
the density
dΦµ˜
dθ satisfies
EωJT
αµ˜ =
∫
S1
Ω (θ) dΦµ˜ (θ) = 0.
Then starting with dΨµ (θ) = ηα (θ) dθ as above, we conclude that T
α and the
transformed measure µ˜ fail the strong reversal of energy inequality (6.3), and also
that EωJT
αµ˜ = 0. Combining these two facts and taking γ sufficiently large gives
the failure of the weak reversal of energy inequality (6.4) for µ˜. Indeed, we have∫
J
∫
J
|Tαµ˜ (x)|2 dω (x) dω (z)
=
∫
J
∫
J
|Tαµ˜ (x)− EωJTαµ˜|2 dω (x) dω (z)
=
1
2
∫
J
∫
J
|Tαµ˜ (x) − Tαµ˜ (z)|2 dω (x) dω (z) ,
and we can now apply inequality (6.8) with µ˜ in place of µ. This completes the
proof of part (2) of Lemma 9. 
Corollary 2 (of the proof). For every rotation Rφ of the circle by angle φ, the
density ηφα (θ) = ηα (θ − φ) = C (1 + sin 2 (θ − φ))
1−α
2 is such that
ZRφΩ2,α1
(cJ ) = ZRφΩ2,α2
(cJ) = ARφ
(
1
1
)
.
Thus every unit vector can occur as a singular direction for the energy.
Remark 9. The argument in the proof of Lemma 9 above can be modified to show
that weak energy reversal fails for the α-fractional Riesz transform vector R2,α in
R2, for all 0 ≤ α < 2. The idea is to construct a measure µ˜ as in the proof above
with Tα = R2,α, but where
EωJR
α
ℓ µ =
∫
S1
Ωℓ (θ) dΦµ˜ (θ) = 0,
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for both ℓ = 1 and ℓ = 2. This can be achieved by choosing an appropriate pair of
disjoint arcs K1 and K2 and using some simple algebra, and the details are left to
the interested reader. In the case α = 1, the density η1 (θ) is constant, and it is easy
to find a measure ω with EωJR
1
ℓµ = 0 for ℓ = 1, 2 and E (J, ω) > 0, and an example
of this form was communicated to us by M. Lacey. There are also extensions for
other operators to dimension n ≥ 3, but due to the complexity of algebra involved,
we will not pursue them here.
6.1.1. Weak reversal of energy. Finally, we point out that we do have weak reversal
of energy (6.4) for the usual (positive) fractional integral operator
In,αf (x) =
∫
Rn
1
|y − x|n−α f (y) dy,
i.e.
E (J, ω)
2
Pα (J, µ)
2 ≤ Cn,α,γEdωJ |In,αµ|2 .
When α > 0, the operator In,α is an example of an α-fractional singular integral Tα
as defined above, since In,α maps unweighted Lp to unweighted Lq for 1q =
1
p − αn .
To see the weak reversal of energy for In,α we note that
E (J, ω)
2
Pα (J, µ)
2 ≤ Pα (J, µ)2
=
∫
Rn
|J | 1n(
|J | 1n + |y|
)n+1−α dµ (y)

2
≤
∫
Rn
1(
|J | 1n + |y|
)n−α dµ (y)

2
≈
(
1
|J |ω
∫
J
[∫
Rn
1
|y − x|n−α dµ (y)
]
dω (x)
)2
=
(
EdωJ (I
n,αµ)
)2 ≤ EdωJ (|In,αµ|2) .
6.2. Necessity of the energy conditions. The purpose of this final subsection
is to show that in those situations where we have weak reversal of energy for an
α-fractional vector transform Tn,α in Rn, then the energy conditions are indeed
necessary. Of course the previous subsection shows this fails for the class of oper-
ators of greatest interest, namely the α-fractional Riesz transform vector Rn,α in
Rn, and for classical Caldero´n-Zygmund operators in the plane.
Standing assumption for this subsection: We assume for the remainder
of this subsection that the reverse energy inequality (9) holds for some finite
collection Tn,α of Caldero´n-Zygmund operators.
We emphasize that in the standing assumption, we do not assume that the
operators Tn,α are of convolution type, nor that there are any Lebesgue measure
cancellation conditions on the kernel. The case when Tn,α is the fractional integral
Iα provides a trivial example in which this standing assumption holds.
We first define a preliminary energy constant Eweakα and its dual Eweak,∗α in higher
dimensions. Provided 0 ≤ α < 1, we prove they are controlled by Aα2 and the cube
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testing conditions for Ln,α. The proofs are a relatively straightforward application
of the properties obtained earlier.
We say that a collection {Ir}r=1 of cubes is a subpartition of a cube I if Ir ⊂ I
and Ir ∩ Ir′ = ∅ for r 6= r′. Now let {Ir}r=1 be a subpartition of a cube I. For
each Ir ∈ D let M (Ir) consist of the maximal deeply embedded subcubes J of Ir.
Furthermore, let γ > 1 be such that the expanded cubes J∗∗r ≡ γJ∗r for J∗r ∈M (Ir)
satisfy a bounded overlap condition
∑
J∗r∈M(Ir)
1J∗∗r . β1Ir , 1 ≤ r <∞,
for some constant β.
Definition 7. Define the weak energy constant by
(Eweakα )2 ≡ sup 1|I|σ
∞∑
r=1
∑
J∗r∈M(Ir)
(
Pα
(
J∗∗r ,1I\J∗∗r σ
)
|J∗∗r |
1
n
)2 ∥∥∥PωJ∗r x∥∥∥2L2(ω) ,
where notation is as above, and the supremum is taken over
(1) all dyadic grids D,
(2) all D-dyadic cubes I,
(3) and where {Ir}∞r=1 equals M (I).
There is a similar definition for the backward weak energy constant E∗weak. Note
that our decomposition of Ir into the collectionM (Ir) of maximal deeply embedded
subcubes is uniquely determined by Ir, and the decomposition of I into {Ir}∞r=1 =
M (I) is uniquely determined by I. Finally, we recall that using (3.5), the reverse
energy inequality (9),
E (J, ω)2 Pα (J, µ)2 . CTn,αE
dω(x)
J E
dω(z)
J |Tn,αµ (x) −Tn,αµ (z)|2
= 2CTn,αEdωJ
∣∣Tn,αµ (x)− EdωJ Tn,αµ∣∣2 ,
implies the weak form (6.4):
(6.9) ‖PωJx‖2L2(ω)
(
Pα (J, µ)
|J | 12
)2
. CTn,α
∫
J
|Tn,αµ (x)|2 dω (x) ,
which is the form needed in the following lemma.
Lemma 10. Let 0 ≤ α < 1. We have
Eweakα . TTn,α .
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Proof. Using (6.9) with µ = 1I\J∗∗r σ, we then ‘plug the hole’ in I \ J∗∗r to obtain
∞∑
r=1
∑
J∗r∈M(Ir)
(
Pα
(
J∗∗r ,1I\J∗∗r σ
)
|J∗∗r |
1
n
)2 ∥∥∥PωJ∗r x∥∥∥2L2(ω)
.
∞∑
r=1
∑
J∗r∈M(Ir)
∫
J∗r
∣∣Tn,α1I\J∗∗r σ∣∣2 dω
.
∞∑
r=1
∑
J∗r∈M(Ir)
∫
J∗r
|Tn,α1Iσ|2 dω +
∞∑
r=1
∑
J∗r∈M(Ir)
∫
J∗r
∣∣Tn,α1J∗∗r σ∣∣2 dω
.
∫
I
|Tn,α1Iσ|2 dω +
∞∑
r=1
∑
J∗r∈M(Ir)
∫
J∗∗r
∣∣Tn,α1J∗∗r σ∣∣2 dω
. TTn,α |I|σ +
∞∑
r=1
∑
J∗r∈M(Ir)
TTLn,α |J∗∗r |σ . TTn,α |I|σ ,
upon using the bounded overlap property of the squares {J∗∗r }J∗r∈M(Ir) and r≥1.
This completes the proof of Lemma 10. 
6.2.1. Necessity of the energy condition. Now we define an extension to higher di-
mensions of the one-dimensional energy constants Eα and Eα,∗. This will involve
the smaller projection P˜ωK , introduced in the introduction, that satisfies∥∥∥P˜µKx∥∥∥2
L2(µ)
=
∑
a∈Γn
∑
J∈H(K)
∣∣〈x, hω,aJ 〉ω∣∣2 ≈ ∑
J∈H(K)
X̂ω (J)
2
,
where
H (K) ≡
{
J ∈ D : J ⊂ K and either |J | 1n ≥ 2−r |K| 1n or J ⋐ K
}
.
Provided 0 ≤ α < 1, we prove the energy constants Eα and Eα,∗ are controlled
by Aα2 and cube testing for admissible local transforms. Recall that a collection
{Ir}r=1 of cubes is a subpartition of a cube I if Ir ⊂ I and Ir ∩ Ir′ = ∅ for r 6= r′.
Definition 8. Define the energy constant
E2α ≡ sup
1
|I|σ
∞∑
r=1
(
Pα (Ir,1Iσ)
|Ir |
1
n
)2 ∑
J∈H(Ir)
X̂ω (J)
2
,
where the supremum is taken over
(1) all dyadic grids D,
(2) all D-dyadic cubes I,
(3) and all subpartitions {Ir}∞r=1 of the interval I into D-dyadic subcubes Ir.
There is a similar definition for the backward energy constant E∗α. Recall that
the classical tailless Aα2 condition,
Aα2 ≡ sup
Q
|Q|2(αn−1) |Q|ω |Q|σ <∞,
satisfies Aα2 . Aα2 . The basic result proved here is this.
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Lemma 11. Let 0 ≤ α < 1. We have the energy condition,
Eα . TTn,α +
√
Aα2 .
Proof. We have
1
|I|σ
∞∑
r=1
(
Pα (Ir,1Iσ)
|Ir |
1
n
)2 ∑
J∈H(Ir)
X̂ω (J)
2
.
1
|I|σ
∞∑
r=1
(
Pα
(
Ir,1I\Irσ
)
|Ir|
1
n
)2 ∑
J∈H(Ir)
X̂ω (J)
2
+
1
|I|σ
∞∑
r=1
(
Pα (Ir,1Irσ)
|Ir |
1
n
)2 ∑
J∈H(Ir)
X̂ω (J)2

≡ A+B,
where
B .
1
|I|σ
∞∑
r=1
(
|Ir |σ
|Ir |1−
α
n |Ir|
1
n
)2 (
|Ir|
2
n |Ir|ω
)
. Aα2
1
|I|σ
∞∑
r=1
|Ir |σ ≤ Aα2 .
Now from Lemma 10 we obtain
A =
1
|I|σ
∞∑
r=1
∑
J∗∈M(Ir)
(
Pα
(
Ir,1I\Irσ
)
|Ir|
1
n
)2(∑
J⊂J∗
X̂ω (J)2
)
+
1
|I|σ
∞∑
r=1
(
Pα
(
Ir,1I\Irσ
)
|Ir|
1
n
)2 ∑
J⊂Ir and |J|
1
n≥2−r|Ir |
1
n
X̂ω (J)
2

.
1
|I|σ
∞∑
r=1
∑
J∗∈M(Ir)
(
Pα
(
J∗,1I\Irσ
)
|J∗| 1n
)2(∑
J⊂J∗
X̂ω (J)
2
)
+
1
|I|σ
∞∑
r=1
(
Pα
(
Ir,1I\Irσ
)
|Ir|
1
n
)2
C |Ir |ω
.
(Eweakα )2 +Aα2 . (TTn,α)2 +Aα2 ,
since
Pα(J∗,1I\Irσ)
|J∗| 1n
≈ P
α(γJ∗,1I\Irσ)
|γJ∗| 1n
. The estimate in the middle line above requires
Pα
(
Ir ,1I\Irσ
)
|Ir |
1
n
.
Pα
(
J∗,1I\Irσ
)
|J∗| 1n
, J∗ ∈M (I) .
However, if B ⊂ A, then using
Pα
(
K,1A\Bσ
)
|K| 1n
=
∫
A\B
1(
|K| 1n + |y − cK |
)n+1−α dσ (y) ,
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and the fact that |y − cK | ≥ |K|
1
n if K = J∗ ∈ M (B) or K = B, we conclude that
Pα
(
B,1A\Bσ
)
|B| 1n
≤
∫
A\B
1
(|y − cB |)n+1−α
dσ (y)
.
∫
A\B
1
(|y − cJ∗ |)n+1−α
dσ (y) .
Pα
(
J∗,1A\Bσ
)
|J∗| 1n
,
does indeed hold for J∗ ∈M (B). 
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