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ABSTRACT 
 
The objective of this investigation is to study the distinct physical and electronic 
properties of high-pressure solids, through state-of-the-art first-principles numerical 
computations.  This thesis is composed of four distinct research topics. 
 
The superconducting properties of several high-pressure solids were investigated 
based on the Migdal-Eliashberg theory within the framework of the BCS model.  The 
possibility of pressure-induced superconductivity was investigated for selected materials, 
including dense Li, Xe, and Group IV hydrides.  The pressure-induced phase transition 
FCC → cI16 in Li and the superconducting properties in the FCC and cI16 phases were 
investigated.  Noble gas Xe is predicted being a superconductor under pressure with a 
comparatively low Tc.  Two Group IV hydrides, SiH4 and SnH4, were predicted to be 
good superconductors under high pressure.  
 
The Bader’s AIM analysis, IR and Raman spectroscopes were used as diagnostic 
tools to differentiate among candidate structural models for solid H2, O2, and SiH4.  For 
solid H2, IR and Raman spectra are used to examine two recently proposed competing 
structures of the high-pressure phase III; the Cmcm and C2/c structures.  For solid O2, 
the experiment observed structure, IR and Raman spectra of the recently solved C2/m 
structure of the high-pressure ε phase were well produced.  Using Bader’s AIM method 
and from the analysis of the electron charge density, the preference on the formation of 
(O2)4 clusters in the C2/m structure and the nature of the interactions between O2 
molecules is explained.  For SiH4, IR and Raman spectra were calculated for our 
predicted P42/nmc structure and the agreement with available experiment results is very 
good.  
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Typical theoretical approaches for predicting/determining unknown high-pressure 
crystal structures usually involve dynamical processes.  An alternative approach based 
on a recently proposed genetic algorithm was explored in this thesis.  The focus is to 
predict stable and meta-stable structures at high pressure without any assumption on 
initial structures.  The high-pressure structures of Ca were investigated and two new 
stable structures that might explain the diffraction pattern of the Ca-IV and Ca-V phases 
were predicted.  The high-pressure phase II and phase III of AlH3 were also investigated, 
and structures were successfully predicted for each phase.  Another example presented 
is the prediction of a metastable single-bonded phase of nitrogen. 
 
A first-principles approach was developed for the calculation of XAS within the 
framework of the DFT.  The PAW method was used to reconstruct the core orbitals.  
These orbitals are essential for the calculation of the transition matrix elements.  This 
approach provides a straightforward framework for the investigation of single particle 
core hole and electron screening effects, which have been demonstrated to be significant 
for all investigated materials.  To test the implementation, the C, Si, and O K-edge XAS 
were calculated for diamond, fullerene C60, α-quartz and water molecule.  In all cases, 
the calculated XAS agree very well with experiments.  For the water molecule, the 
quality of the calculated XAS sensitively depends on the delicate theoretical treatment of 
core hole potential and electron screening.  The overall agreement between the 
calculated XAS and experiment is reasonable.   
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 CHAPTER 1  
Introduction 
 
Many interesting questions in geophysics and planetary physics, as well as in 
applied science, concern the physical properties of solids at high pressure.  At high 
pressure, most ambient-pressure materials become unstable and transform into new 
phases with higher densities.  In recent years, many solids with new structure types have 
been found at high pressure through experiments and numerical simulations [1].  These 
structures are often novel and sometimes not seen in any solids at ambient pressure.  It 
has been found that these new structures can possess a variety of electronic states, i.e., 
metallic, superconducting, super-hard, or super-ionic states.  These discoveries are of 
high interests both for their potential technological applications and contribute to the 
understanding of the fundamental aspects of electronic processes in solids such as 
chemical bonding.  The study of physical properties of high-pressure solids is one 
research area that have greatly benefited from numerical simulations.  In experiments, 
high pressure is not easy to reach and control in diamond anvil cells.  On the contrary, 
adjusting pressure in numerical simulations can be accomplished straightforwardly by 
varying the size of unit cell.  With the rapid developments of computational power and 
advanced software, theoretical studies of solids at high pressure have had a blossom over 
the past two decades.  The complexities of the materials that can be studied and the 
accuracy in which physical properties can be predicted have increased rapidly over the 
years.  Numerical simulations with well-established first-principles methods have played 
a very important role in exploring and guiding experiments at high pressure.  Numerical 
simulations have now been established as a very important tool in cooperation with 
experiments at high pressure.  On the other hand, new experiments at high pressure 
continue to provide challenging tests for both theory and numerical methods, and help to 
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further develop more sophisticated principles and algorithms.   
 
Solid materials are constructed by atomic nuclei and electrons whose behavior is 
governed by the laws of quantum mechanics.  In principle, physical properties in a solid 
can be calculated by solving the many-body Schrödinger equation.  In practice, however, 
a full quantum mechanical treatment is intractable for all but the simplest systems.  The 
total number of particles in a solid, including both nuclei and electrons, is on the scale of 
1023.  As one particle moves in the lattice, the other particles feel its Coulomb potential, 
experience a force, and move in response.  Hence, the motion of each particle in the 
system is correlated with the motions of all other particles.  The complexity of the total 
correlations increases exponentially with the degree of freedom of the system.  Therefore, 
only the simplest systems such as isolated atoms or simple polyatomic molecules can be 
completely solved.  Over the years, many approximations have been developed to reduce 
the burdens of solving such many-body problems.  For example, the Born-Oppenheimer 
approximation [2] separates the motion of electrons from that of massive nuclei assuming 
that the velocity of the nuclei is much slower than that of electrons.  In this way, the 
positions of nuclei can be considered as fixed and the electronic degree of freedom can be 
separated.  The periodic boundary conditions, based on the Bloch theorem, allows the 
treatment of very large number of electrons in a crystal by reducing the problem to that of 
a perfect periodic unit cells and confining all the physics within a single cell.  The density 
functional theory (DFT) [3-5] transforms a many-body electronic problem into multiple 
one-particle electronic problems by treating the ground-state electron density as a basic 
variable instead of the coordinate of each electron.  Pseudopotential methods [6-8] treat 
the overall effects of the core electrons into an ionic potential, and overcome the 
convergence problems associated with rapidly oscillating electronic wavefunctions within 
the core regions of the atoms.  Planewave basis sets are used to replace the complicated 
form of the electronic wavefunctions with simple and adjustable mathematical 
representations.  The pseudopotential planewave (PSPW) method within the DFT 
framework is a quantum mechanical approach incorporating all of these approximations 
[9, 10].  The PSPW method has evolved over recent years, and now it is possible to 
perform calculations for real materials entirely based on first-principles (without any 
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experimental input) with results allowing quantitative comparison with experimental 
measurements.  This method is now a well-established tool for studying solids.  In this 
thesis, all the first-principles calculations were performed using this method.  
 
1. 1  Density functional theory 
 
Within the DFT framework, the ground state of a crystal lattice is described by its 
ground-state electron density.  The electrons move in an effective potential that includes 
the static external ionic potential, Coulomb repulsion, and the exchange-correlation 
potential between the electrons.  The motion of each electron resembles that of a non-
interacting single electron, and is described by a single-particle Schrödinger-like equation, 
Kohn-Sham (KS) equation [5].  The many-body system is then mapped into a system of 
non-interacting single electrons.  The solutions to the KS equations of each electron in 
the system, often referred to as KS orbitals, are used to build the electron density.  As 
stated in the Hohenberg-Kohn theorem [3], all ground-state observables are functional of 
the electron density.  The total energy of the system can be derived from minimization in 
terms of the ground-state electron density.  The effective potential is a functional of 
electron density determined by the KS orbitals, which in turns depend on the effective 
potential.  Thus, the problem of solving a Kohn-Sham equation is iterative with the 
effective potential and the resulting charge density must be self-consistent.  The 
calculation starts with an initial guess of electron density, from which the corresponding 
effective potential is calculated.  The KS equation is solved with this effective potential, 
and resulting KS orbitals are used to produce a new electron density.  If this new electron 
density differs from the previous one by more than a given tolerance, one replaces the 
previous electron density with the new one and repeats the calculation again.  This 
procedure is repeated until convergence within the tolerance is achieved.  It should be 
noticed that the KS orbitals of non-interacting electrons are used to mimic the electron 
density of the original many-body system.  The total energy is obtained by minimizing 
the energy functional.  The KS orbitals and corresponding eigenvalues do not have well-
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defined physical interpretations.  The only physical observable of the DFT is the ground-
state electron density. 
 
1. 1. 1  Kohn-Sham formulation of DFT 
 
The microscopic description of a crystal is a system constructed from nuclei and 
electrons that interact with each other through Coulomb interactions.  An approximation 
to decouple the electronic degrees of freedom from those of the nuclei is the Born-
Oppenheimer approximation [2].  This is based on the fact that electrons have much 
smaller masses compared with the nuclei.  Within this approximation, the nuclei are 
regarded as fixed ions acting as an external potential.  The behavior of the interacting 
electrons in this nuclear potential is described by the Schrödinger equation,  
 
),...,(),...,(ˆ 11 nn rrErrH
rrrr ψψ = ,                                           (1.1) 
 
with Hamiltonian Hˆ  
 
∑∑∑
≠== −++∇−= ji ji
N
i
iext
N
i
i rr
rVH rr
rr 1
2
1)(
2
1ˆ
11
2 .                           (1.2) 
 
In this equation, as well as in the following discussion, the atomic units are used 
throughout with h =1, e=1, and me =1.  Here ir
r  is the position of the i-th electron.  The N 
is the number of electrons in the system.  The )(rVext
r  is the external potential describing 
the Coulomb interaction between the electrons and a given configuration of the nuclei.  In 
a solid, imposed by the periodic boundary condition, )(rVext
r is explicitly determined by 
the Bravais lattice vectors and internal atomic coordinates.  The last term in Eq. (1.2) 
represents the electron-electron Coulomb interactions.  This term involves all electronic 
degrees of freedom, and therefore makes the numerical solution of Eq. (1.1) intractable.  
An approximation to solve this problem was made by Hohenberg and Kohn, known as 
the Hohenberg-Kohn theorems [3].  The Hohenberg-Kohn theorems state that for any 
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system of interacting electrons in an external potential, the ground-state energy is a 
unique functional of the electron density.  Moreover, the true ground-state electron 
density minimizes the energy functional, and the resulting minimum energy is the correct 
ground-state energy.  However, the energy functional of an interacting many-body 
system is not known.  Kohn and Sham [5] proposed a practical scheme for DFT.  In this 
approach, the many-body model of interacting electrons in the external potential is 
reproduced by a simpler model of non-interacting electrons moving in an effective 
potential, and by construction the electron densities in these two systems are identical.   
 
The ground-state total energy of a solid, including both electrons and nuclei, can 
be written as,   
 
ionelectrontotal EnEnE += ][][ .                                         (1.3) 
 
Here Eion is the Coulomb energy between nuclei and is explicitly determined by the 
atomic configurations.  The electronic energy functional Eelectron [n] is written as,  
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where the functional F[n] includes all the kinetic energy and electron-electron interaction 
terms.  It is convenient to separate the Coulomb energy term arising from the electron 
distribution out of the functional F[n],  
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This new functional G[n] contains the kinetic energy functional T[n] and the exchange-
correlation energy functional Exc[n], 
 
][][][ nEnTnG xc+= .                                               (1.6) 
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The ground-state total energy is obtained by minimizing the electronic energy functional 
Eelectron [n] subject to the constraint that the electron number is conserved:  
 
Nrnrd
V
=∫ )(vv .                                                        (1.7) 
 
This minimization leads to  
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where µ is a Lagrange multiplier.  Since the form of the kinetic energy functional T[n] is 
unknown, one has to find an alternative way of finding )(rn v .  Considering a system 
constituted by non-interacting electrons in an external potential )(rVext
r , the many-body 
wavefunction is simply a product of all one-electron wavefunctions.  The electron density 
for this non-interacting system can be written readily as  
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Here )(ri
rφ  is the single-particle wavefunction in the non-interacting system.  Each 
wavefunction )(ri
rφ  obeys the Schrödinger equation 
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Kohn and Sham generalized this formulation to the case of interacting electrons.  They 
defined an effective potential to include all the potential terms in Eq. (1.8),  
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Therefore, analogously to the non-interacting electron system, each electron in the 
interacting electron system is described by 
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with the electron density  
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Eq. (1.12) is known as the KS equation and it clearly resembles non-interacting single-
electron Schrödinger equation.  The eigenstates and eigenvalues of the KS equation are 
often referred to as the KS orbitals and KS energies, respectively.  The KS orbitals are 
used to build up the ground-state electron density via Eq. (1.13).  The correct ground-
state total energy should be obtained from the minimization in terms of the ground-state 
electron density.   
 
1. 1. 2  Forms of exchange correlations 
 
The KS DFT provides a practical procedure to solve the many-body problem by 
breaking the problem into a set of single-particle problems.  This formalism is exact but 
practically still unsolvable since the many-body wavefunctions are still included in the 
exchange-correlation term Exc[n], whose exact form is not known.  To make the 
formalism useful, it is necessary to make some approximations for the exchange-
correlation term Exc[n].  The most common and straightforward approximation to Exc[n] 
is the Local Density Approximation (LDA) [3].  The idea of the LDA is assuming that 
the exchange-correlation energy per electron of a non-uniform system at any point in 
space is equal to the exchange-correlation energy per electron in a uniform electron gas 
having the same density at this point.  Thus 
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with 
      ][][ nn uniformxcxc εε = .                                        (1.15) 
 
By definition, the LDA is local because the exchange correlation energy ][nxcε at each 
point in space only depends on the electron density at the same point.  The ][nxcε  has 
been calculated and parameterized through Monte Carlo total energy calculation for a 
uniform electron gas with a variety of electron densities [11, 12].  Since the LDA is based 
on uniform electron gas, it is expected to be accurate only for systems in which the 
electron density varies slowly.  It is clearly not suitable for the situations where the 
electron density undergoes rapid changes, as in the case of covalent bounded solids.  To 
overcome this deficiency of the LDA, another form of exchanged-correlation functional 
has been developed, that is the Generalized Gradient Approximation (GGA) [13-17].  
The GGA functional depends on the local electron density as well as the spatial variation 
of the electron density that is represented by the density gradient.  The GGA functional 
can be written as  
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The analytic function Fxc is known as the enhancement factor that includes the correlation 
term Ec and exchange term Fx.  The enhancement factor are usually represented by a 
dimensionless reduced density gradient,  
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where kF is the Fermi wavevector.  Unlike the unique form of LDA, GGA can have many 
different forms, each corresponding to a different enhancement factor.  Among them, the 
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Perdew-Burke-Ernzerhof (PBE) functional [18] is the most commonly used.  The 
exchange enhancement factor of the PBE functional is  
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where µ ~ 0.2195 and κ ~ 0.804.  The exchange energy is written as  
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Here rs is the Seitz radius and ς  is the spin polarization.  The parameter t is another 
dimensionless gradient term given by  
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where 2/1)/4( πFs kk =  and 2/])1()1[( 3/23/1 ςς +++=g .  The term ][ncε  is the 
correlation energy per electron of a uniform electron gas.  The correction term ),,( ςsrtH  
is written as  
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Here β ~ 0.0667, γ ~ 0.031 and  
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The implementation of PBE functional has led to a simplified version of exchange-
correlation term that is parameterized entirely from fundamental constants.  
Computationally, the inclusion of simple gradients in the exchange-correlation term only 
result in minor cost of computer workload.  The PBE functional has gained considerable 
success.  Significant improvement has been observed using PBE functional compared 
with LDA functional in predicting the structural geometries, bulk modulus, atomic total 
energies, and vibrational properties.  For example, the lattice constants of ferromagnetic 
body centered cubic (BCC) phase for iron [19, 20], and the energy difference between α-
quartz and stishovite in the SiO2 system were correctly predicted by PBE functional [21].  
 
1. 1. 3 Periodic boundary condition, k-point sampling 
 
Even with a reasonable approximation for the exchange-correlation term, the KS 
equations of a solid are still intractable due to the infinite number of non-interacting 
electrons.  For each electron, the electronic wavefunction extends in the entire lattice, and 
thus the basis set required to expand the KS orbital is infinite too.  Fortunately, perfect 
crystallized solids can be described as spatially repeated unit cells that only contain a 
small number of electrons and nuclei.  This leads to the use of periodic boundary 
conditions through the Bloch theorem, which confines the study of a very large number 
of electrons into a single unit cell.  The Bloch theorem states that the solution of the 
single-particle Schrödinger equation (i.e., KS equation) in the presence of a periodic 
potential must have the form 
 
),(),( rkuerk i
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i
rrrr rr⋅=ψ ,                                             (1.23) 
 
where ),( rkui
rr is the cell-periodic part of the wavefunction such that 
),( rkui
rr = ),( Rrkui
rrr +  for all lattice vectors Rr .  The variable kr  is the wave vector of the 
electron in the first Brillouin zone (BZ).  Thus, 
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Substituting Eq. (1.24) into the KS equation Eq. (1.12), a new set of eigen-equations is 
found, each for a given k
r
.  Each electron occupies an electronic state of definite wave 
vector k
r
.  Therefore, the problem of solving for an infinite number (~1023) of electrons 
within the extended system is converted to solving for a finite number of electronic bands 
at an infinite number of k-points within the single (reciprocal) unit cell.  Changing from 
one infinite number to another, however, does not directly make the problem simpler.  
Nevertheless, the electronic wavefunctions at the k-points that are very close to each 
other will be almost identical, and therefore in practice one can represent the 
wavefunctions over a small region of reciprocal space around one k-point by the 
wavefunction at this k-point.  In this case, only a finite number of k-points are needed to 
determine the ground state of solids.  The density of allowed k-points is proportional to 
the volume of the solid.  
 
 Many efficient schemes have been developed for the k-point sampling in the first 
BZ.  Using these schemes, one can obtain very good approximation for the electron 
potential and total energy of a solid.  The idea is to represent any integral over almost 
continuous k-points in the first BZ by the summation over a k-points mesh,  
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where wi is the weight of the point ik
r
.  The most widely used scheme for the k-point 
sampling was developed by Monkhorst and Park [22], the so-called MP mesh.  The MP 
mesh utilizes the space group symmetries of the lattice and confines the sampling only in 
the irreducible wedge of the first BZ.  The k-points are also selected according to their 
point group symmetries, which in turn decide the weight wi.  In this way, a sufficient 
sampling can be achieved in a very small number of k-points.  The magnitude of error in 
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the calculated total energy due to insufficient k-point sampling can always be reduced by 
using a denser k-point mesh.  With sufficient k-points, the computed total energy will 
converge and the error due to the k-point sampling approaches zero.  
 
1. 1. 4  The planewave basis set 
 
With the approximation of exchange-correlation term and using the periodic 
boundary conditions, it is possible to solve the KS equation Eq. (1.12).  In order to solve 
the KS equation numerically, the KS orbitals need to be expanded by some well-defined 
basis sets.  Although there are many choices of basis sets available [23-25], the 
planewave (PW) basis set is probably the most straightforward.  The planewaves are not 
centered at atoms.  Moreover, it forms a complete basis set with very simple 
mathematical functions.  The completeness of the basis set is easy to adjust, essentially 
through only one parameter, i.e., the kinetic energy cutoff Ecut.  
 
The KS orbital ),( rki
rrψ  can be expanded using the PW basis set as,  
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where G
r
 is the reciprocal lattice vector.  In principle, an infinite basis set of G
r
 should be 
used to expand the KS orbital ),( rkui
rr .  In practice, it is possible to truncate the infinite 
basis set to include only PW’s that have kinetic energies less than a defined cutoff energy,   
 
cutEGk <+
2
2
1 rr .                                           (1.27) 
 
 Clearly, the truncation of the PW basis set will introduce some error in the 
calculated total energy.  However, the computed total energy to a given tolerance should 
converge by gradually increasing the kinetic energy cutoff.  
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1. 1. 5 The pseudopotential approximation  
 
It has been shown above that using the periodic boundary conditions the KS 
orbitals can be expanded with a discrete PW basis set of finite size truncated at the kinetic 
energy cutoff Ecut.  Unfortunately, it is still not straightforward to solve the KS equation 
numerically.  The core electrons are tightly bounded to the nuclei, and thus their 
wavefunctions are much localized in the regions near the nuclei (Fig. 1.1).  To expand 
localized wavefunctions a very high energy cutoff Ecut, and hence a very large set of 
PW’s are needed.  Since the wavefunctions of the valence electrons are orthogonal to the 
core wavefunctions, they must oscillate in the regions where the core wavefunctions exist 
(Fig. 1.1).  Expanding oscillating wavefunctions requires a very large number of PW’s.  
However, the energies of the core electrons are usually much negative than those of the 
valence electrons, therefore the chemical properties of a solid depends almost solely on 
the valence electrons.  Furthermore, the oscillations of valence wavefunctions in the core 
regions have very little influence to the electronic structure, since they interact very little 
with the neighboring atoms.  These facts lead to the use of the pseudopotential 
approximation [6-8, 26] in which the core electrons and ionic potential are removed and 
replaced by a pseudopotential that acts on a set of pseudo wavefunctions instead of the 
true valence wavefunctions.  In this approximation only the valence electrons outside the 
core regions are explicitly considered; therefore the pseudo wavefunctions need not be 
orthogonal to the core wavefunctions and can be represented by a node less function 
inside the core regions.  Hence, much fewer PW’s are required in the expansion of 
pseudo wavefunctions.  The pseudo wavefunction and pseudopotential are identical to the 
all-electron valence wavefunction and potential outside a cutoff radius rc (Fig. 1.2).  The 
cutoff radius rc is decided by the criteria that the core regions of neighboring atoms 
should not overlap.  Choosing smaller core cutoff radius usually means improving the 
transferability of the pseudopotential, i.e., making it suitable for more diversity of 
chemical environments.  However, small core cutoff radius also makes the pseudo 
wavefunctions tighter and therefore more PW’s are needed in the expansion.  
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Figure 1.1.  The calculated all-electron 1s and 2s wavefunctions of an isolated carbon 
atom.  Due to the orthogonal rule, the number of nodes in each wavefunction is n-l-1.  
Therefore the 1s wavefunction is node less and the 2s wavefunction has one node.   
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1.2.  Comparison of a valence wavefunction in the Coulomb potential of the 
nucleus (dashed curves) to that of pseudopotential (solid curves).  Outside the cutoff 
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radius rc, the pseudo wavefunction and pseudopotential are identical to the all-electron 
valence wavefunction and potential.  This figure is taken from Z. Song’s M. Sc. thesis 
(Department of Physics and Engineering Physics, University of Saskatchewan, 2007). 
 
1. 1. 6  Self-consistency and ground-state total energy 
 
 The ingredients needed to solve the KS equations are now complete.  The KS 
energies, KS orbitals, as well as the ground-state electron density and ground-state total 
energy, can be solved self-consistently through the pseudopotential planewave method [9, 
10].  Fig. 1.3 shows a flow chart diagram of this procedure.  The self-consistent 
calculation starts with an initial guess of electron density that is usually constructed by 
superimposing the electron densities of non-interacting atoms.  With this electron density, 
the effective potential ][nVeff  and therefore the set of KS equations can be constructed.  
The KS orbitals are represented by pseudo wavefunctions that are expanded with a finite 
set of PW’s truncated at the kinetic energy cutoff Ecut.  The KS equations need to be 
solved for each k-point, and the resulting KS orbitals are used to build a new electron 
density via Eq. (1.13).  If the new electron density differs from its initial guess beyond a 
tolerance, it means that the calculation is not converged.  One must construct a new set of 
potentials using the new electron density and repeat the calculations again.  The 
calculation is repeated until the solutions are self-consistent.  Once the convergence is 
achieved, the resulting electron density is used to calculate the ground-state total energy.  
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Figure 1.3.  The flow chart describing the self-consistent calculation using DFT with PW 
basis set.  
 
1. 2 Physics at high pressure using DFT 
 
The KS DFT presented in section 1.1 provides a theoretical scheme for the study 
of the properties of materials at high pressure.  This method is fully ab initio using very 
efficient PW basis set and pseudopotential approximations.  The quantities that are well 
defined and can be directly calculated in the DFT scheme are the ground-state total 
energy and the electron density.  However, many bulk physical observables of the solid 
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are derivatives of the total energy, taken with respect to some structural parameters or 
various external perturbations.  Examples include dielectric constants, Born effective 
charges, internal strains, and phonon dispersions.  The first derivatives can usually be 
calculated straightforwardly through the Hellmann-Feynman theorem [27, 28], which 
states that the first derivative of the eigenvalues of a Hamiltonian respect to parameter λ, 
can be determined by the expectation value of the first derivative of the Hamiltonian in 
the unperturbed eigenstates,  
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where λψ is the eigenstate of Hamiltonian λH corresponding to the eigenvalue λE .  
Clearly, the first derivative of the total energy does not need any expansion of the 
wavefunctions, and therefore it can readily be calculated in the DFT scheme.  The second 
derivative is more complicated, which requires calculation of both the ground-state 
electron density )(rn rλ and its linear response to the perturbation, λλ ∂∂ /)(rn r .  The 
calculation of higher-order derivatives of the total energy was made possible by the work 
of Baroni, Giannozzi, and Testa [29-31].  They introduced a perturbation theory into DFT 
and made an important extension, often referred to as the density functional perturbation 
theory (DFPT).  The DFPT provides an efficient scheme to calculate first-order 
corrections to the wavefunctions and therefore second-order corrections to the total 
energy.  In fact, it has been demonstrated that the first-order correction to the 
wavefunction calculated in DFPT can also be used to evaluate the correction to the total 
energy up to third order.  This is a special case of a more general theorem, the so called 
2n+1 theorem [32-35], which states that the (2n+1)-th derivative of the eigenvalue of a 
Hamiltonian can be determined with only a knowledge of the change in the eigenstates up 
to n-th order.  One of the main advantages of DFPT is that it allows the study of a 
perturbed system with computational workload comparable to that of a self-consistent 
calculation in the unperturbed system.  On the other hand, to perform a similar study via 
numerical differentiation, much more expensive supercell calculations would be needed.  
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With the application of DFT and its extension DFPT, many properties can be 
explored for solids at high pressure.  Some of them that are related to this thesis are listed 
below.   
 
1.  High-pressure phase diagrams.  
 
At high pressure, most ambient-pressure structures of solids become unstable and 
transform into new structures of higher densities.  The phase diagram provides 
information on the energetically favorable candidate structures of solids at various 
pressures.  Theoretically, a phase diagram can be constructed from comparison of the 
energies of candidate structures with pressure.  For each candidate structure, the total 
energy Etotal needs to be computed at a number of unit cell volumes.  At each volume, 
lattice shape and internal atomic coordinates that minimize Etotal need to be determined.  
An example phase diagram for three high-pressure phases of Si is presented in Fig. 1.4.  
The first phase transition happens at around 40 GPa where the Si-V (primitive hexagonal) 
structure [36, 37] transforms to the Si-VI (orthorhombic) structure [38].  The Si-VI 
structure is stable up to about 47 GPa, at which pressure it further transforms to the Si-
VII (hexagonal close packed) structure [36].  Several theoretical approaches have been 
utilized for the prediction of candidate structures, such as simulated annealing, meta-
dynamics, and genetic algorithm.  An essential step of all these methods is the 
determination of equilibrium geometry and total energy of candidate structures.  To 
optimize a crystal structure in the presence of a non-vanishing external pressure, both the 
forces acting on each atom and the stress tensor present in the unit cell need to be 
calculated.  In practice, these tasks essentially are performed using the Hellmann-
Feynman theorem [39, 40].  The atomic forces are the first derivatives of the total energy 
with respect to atomic displacements, while the stress tensor is the first derivative of the 
total energy with respect to the strain.  A solid is in equilibrium if all the atomic forces 
vanish.  A non-zero force acting on an atom means that the total energy of the solid can 
be lowered by displacing this atom in the direction of the force.  The external pressure 
subject on the solid is represented by non-zero stress tensors, which can be achieved by 
changing the size or shape of the unit cell.    
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Figure 1.4.  The enthalpies per atom as functions of pressure for three high-pressure 
phases of Si.  The enthalpy of the Si-VI phase is used as the zero-energy reference level. 
 
2.  Vibrational properties and structural stability of high-pressure solids. 
 
A necessary condition for a stable phase at high pressure is that the structure is 
mechanically stable.  A rigorous verification of structural stability of a crystal structure is 
that its phonon band structure should not possess imaginary frequency.  The phonon band 
structure, which is a representation of the vibrational frequency at arbitrary wavevector qr  
in the first BZ, can be calculated through interpolation of the inter-atomic force constants 
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that were computed from the second derivatives of the total energy with respect to atomic 
displacements [40, 41].  These inter-atomic force constants can be efficiently calculated 
using DFPT.  Consider an extended crystal lattice constructed by unit cells with n atoms 
in each cell.  The coordinates of each atom in this system is  
 
iLiL RR τr
rr +=, ,        i = 1,2,…n ,                                (1.29) 
 
where LR
r
 is the lattice vector of the L-th unit cell and iτr  is the fractional coordinates of 
the i-th atom inside the unit cell.  A displacement of the atomic coordinates on the 
equilibrium geometry is defined by  
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The atomic displacements are usually small, and therefore the total potential energy of 
the system can be expressed within harmonic approximations [43] in terms of the 
displacements as a Taylor expression,  
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Here the potential energy Epot includes the clamped-ion energy and electron-ion 
interaction energy,  
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V
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vrv .                                 (1.32) 
 
Since the average atomic positions are assumed constant, the first term in the expansion 
vanishes.  The coefficient ),( ', LLji RRC
rr
 is the inter-atomic force constant that is the 
second derivative of total the potential energy calculated at equilibrium,  
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The force acting on the i-th atom at site LR
r
can be calculated by differentiating the total 
potential energy respect to the atomic displacement,  
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Inserting Eq. (1.34) into the classical equation of motion amF r
r =  one has  
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with the atomic displacement  
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Here qr  is the wavevector in the first BZ that is decided by the periodic boundary 
conditions.  The frequency ω describing lattice vibrations at phonon qr , is known as the 
phonon frequency.  Combining Eqs. (1.24) and (1.35) the phonon frequency is  
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 Using calculated inter-atomic force constants by DFPT, the phonon frequency at 
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arbitrary wavevector qr  in the first BZ can be obtained (Fig 1.5).  With recent rapid 
development of computational power, it is now possible to calculate accurate phonon 
band structures of solids containing several tens of atoms in a unit cell with very fine 
meshes of wavevectors qr  (phonon q-points).  Fig. 1.5 shows a calculated phonon band 
structure of the candidate Cmcm structure of high-pressure III H2 with each unit cell 
containing 24 atoms [44].  From calculated phonon band structures, several other 
properties of the system, such as vibrational energies, heat capacities, and electron-
phonon couplings can be calculated.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1.5.  The phonon band structure of the Cmcm structure of H2 along several high-
symmetry lines in the first BZ calculated at 150 GPa [44].   
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3. Optical properties for high-pressure solids.   
 
Electromagnetic (EM) radiation interacts in several ways with the crystal solids.  
For an insulating solid, and considering frequencies of incident EM fields in the 
vibrational range, phonons are the predominant cause of features in absorption or 
reflection spectra.  Two experimental techniques are commonly used for phonon 
spectroscopy with the EM fields, infrared (IR) and Raman spectra [45, 46].  Both these 
two spectra can be modeled within the framework of DFPT.  The phonon frequencies 
only need to be calculated at the center of the first BZ.  For IR spectrum, the crystal 
lattice absorbs radiation by virtue of changes in its electric dipole moment.  The 
frequency of the dipole oscillations must be equal to the frequency of the incident EM 
radiation for the absorption to occur.  Essentially only two physical parameters need to be 
calculated, the normal-mode eigenvectors and Born effective charges.  A normal-mode 
eigenvector describe the polarization of a vibrational mode, which can be calculated 
though the linear response method described above.  Born effective charge is the second 
derivative of the electric enthalpy subjected to the macroscopic electric field,  
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where )(~ εrF  is the electric enthalpy in the present of macroscopic electric field εr .  The 
β,iu
r  is the atomic displacement of the i-th atom along Cartesian direction β.  The second 
derivatives can be calculated straightforwardly from the DFPT.  For Raman spectra, the 
incident photos interact with the zone center phonons through the change of polarizability 
of the system.  To model Raman spectra, instead of Born effective charges, the Raman 
tensors need to be calculated.  Raman tensor is the first derivative of the polarizability 
tensor and hence the third derivative of the electric enthalpy, i.e.,  
 
m
m
q
T ∂
∂= βαβα
α ,
, ,                                              (1.40) 
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where qm is the normal coordinates associated with the m-th vibrational mode.  The 
polarizability tensor βαα ,  is the second derivative of the electric enthalpy subjected to the 
macroscopic electric field,  
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F .                                             (1.41) 
 
The DFPT can be extended to handle this third derivative of the total energy through the 
2n+1 theorem.  A detailed description of modeling IR and Raman spectra will be 
presented in Chapter 3.  
 
For EM radiation with higher energy, such as X-ray and high energy electrons,  
core electrons in the crystal lattice are able to gain enough energy to be excited to 
unoccupied electronic states in the conduction band.  The corresponding techniques, 
namely X-ray emission spectroscopy (XES), X-ray absorption spectroscopy (XAS), and 
electron energy loss spectroscopy (EELS), are widely used crystallographic techniques to 
probe electronic states of materials [47-49].  These spectra can be modeled numerically 
by the DFT as well.  For example, XAS describe the transition of an electron from core 
states into empty lower unoccupied states.  The absorption cross section is given by the 
Fermi golden rule as a sum of probabilities per unit of time of making a transition from 
an initial state to an unoccupied final state through an interaction Hamiltonian: 
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coref EEO ,              (1.42) 
 
where α0 is the fine structure constant.  The ħω is the energy of the incident photon, 
which should match the energy difference Ef -Ecore between the initial and final electronic 
states |Ψcore > and |Ψf  >.  The <Ψf | Ô |Ψcore > is the matrix element of the transition 
between the initial and final states.  The band energy Ef can be directly calculated from 
the DFT.  The all-electron eigenstates of |Ψcore > and |Ψf  > can also be accurately 
evaluated from the extension of the DFT method using the projector augmented wave 
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(PAW) approach [50, 51].  A detailed description of modeling XAS will be presented in 
Chapter 5.  
 
1. 3  Description of this thesis 
 
The objective of this thesis is to investigate the distinct physical and electronic 
properties of high-pressure solids, through state-of-the-art first-principles numerical 
computations.  In this aspect, various properties such as crystal structures, phase 
transitions, electronic structures, vibrational properties, lattice dynamics, IR spectrum, 
Raman spectrum, XAS, electron-phonon coupling, and superconducting properties of 
selected high-pressure materials were investigated.  To explore and design new materials, 
a method combining recently proposed genetic algorithm for crystal structure prediction 
and first-principles structural optimizations was used to determine/predict candidate 
structures of materials at high pressure [52-56].  A first-principles computer code [57] 
was developed for calculation of XAS within the framework of DFT, employing the 
PAW method. The theoretical tools used are mainly density functional theory, density 
functional perturbation theory, PSPW methods, projector augmented wave method, and 
Migdal-Eliashberg theory [58-61].  The DFT and DFPT calculations were mainly 
performed using the first-principles software including Quantum-ESPRESSO [62], 
VASP [63], and SIESTA [64].  The following gives a brief description of Quantum-
ESPRESSO and VASP packages. 
 
1. Quantum-ESPRESSO package 
 
Quantum-ESPRESSO stands for Open Source Package for Research in 
Electronic Structure, Simulation, and Optimization.  It is an integrated suite of first-
principles codes for electronic structure calculations and material modeling based on 
PSPW DFT and DFPT.  A distinct advantage of Quantum-ESPRESSO package is that it 
is implemented for both norm-conserving [65] and ultrasoft [66] pseudopotentials and 
more recently, the PAW potential [51].  The availability of ultrasoft pseudopotential 
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makes the treatment of complicated crystal structures feasible.  The DFT component of 
Quantum-ESPRESSO, along with the VASP package (see below), has been used to 
perform structural optimizations, calculate band energies, and construct phase diagrams 
of candidate structures.  The DFPT component of Quantum-ESPRESSO has been used to 
calculate phonon band structures, acoustic sum rules, effective changes, Raman tensors, 
and electron-phonon coupling.   
 
2. VASP package 
 
VASP stands for Vienna Ab-initio Simulation Package.  It is a first-principles 
package to perform electronic calculations through quantum mechanical molecular 
dynamics (MD) using PSPW DFT.  The MD approach implemented in VASP is based on 
a finite-temperature LDA and an exact evaluation of the instantaneous electronic ground 
state at each MD step using efficient matrix diagonalization schemes and an efficient 
Pulay mixing.  The advantage of the VASP package is that the Blöchl’s PAW electronic 
method has been implemented [50, 51].  The PAW potential, in principle, is an all–
electron potential and therefore allows the calculation all-electron properties from 
pseudopotential-based schemes by reconstructing all-electron wavefunctions from the 
pseudo wavefunctions.  The PAW potential also allows the core orbitals to adjust under 
extreme pressure.  
 
This thesis is composed of five chapters.  For Chapters 2 to 5, each chapter 
describes research on a distinct topic and contains the motivation, theoretical 
formulations, computational methods and applications for selected high-pressure 
materials.  Chapter 6 presents a summary and perspectives.  A synopsis of Chapters 2 to 5 
is given below.  
 
Chapter 2.   Superconductivity in simple high-pressure solids. 
 
The superconducting properties of several high-pressure solids were investigated 
based on the Migdal-Eliashberg theory [58-61] within the framework of the BCS model 
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[67].  The selected materials, Li, Xe, and Group IV hydrides, each represents a group of 
chemically distinct system.  Alkali metal Li, at ambient conditions behaving like a nearly 
free-electron gas, has been found to be superconducting with Tc up to 17 K under 
pressure [68-71].  In this chapter, the pressure-induced phase transition face centered 
cubic (FCC) → cI16 in Li and the superconducting properties in the FCC and cI16 phases 
are investigated.  It is found that both phases are superconducting.  The estimated Tc for 
the FCC phase increases with pressure until it reaches the transition to the cI16 phase 
where Tc decreases abruptly.  Noble gas Xe is well known for being chemically inert at 
ambient pressure.  However, under pressure, it is predicted that solid Xe can be a 
superconductor albeit with a comparatively low Tc of ~ 0.04 K [72].  Two Group IV 
hydrides, SiH4 and SnH4, were predicted to be good superconductors under high pressure 
[73-77].  This is because that the hydrogen atoms are pre-compressed by heavier Group 
IV atoms and possess high-frequency vibrations.  This prediction is supported by the 
recent experiment on SiH4, in which the pressure-induced superconducting state was 
found and a Tc up to at least 17 K was observed [78].  To assist calculations and analyze 
results on phonons, we have developed a computer program on calculation of projected 
phonon density of states (DOS) on each atom (Appendix 1).  
 
Chapter 3.  Vibrational spectra and electronic structures of high-pressure materials.  
 
The IR and Raman spectra for several new resolved/proposed structures of three 
materials at high pressure, dense H2, O2, and SiH4, were investigated using the first-
principles PSPW calculations within the framework of DFPT.  The Bader’s atoms in 
molecules (AIM) method [79-81] was used to characterize electron topology and bonding 
of (O2)4 clusters in the newly discovered C2/m structure of the high-pressure ε phase [82, 
83] of solid O2.  For solid H2, the objective was to examine the two candidate structures 
of the high-pressure phase III, the Cmcm structure and the C2/c structure proposed very 
recently [84-86].  Both structures have similar structural features.  The Raman and IR 
spectra as well as the detailed phonon stability of both structures were examined.  
Comparison of the calculated Raman spectra and the pressure dependence of the IR 
intensity the structure of phase III of solid hydrogen can be unambiguously assigned to 
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the C2/c structure.  For O2, the experimental structure and vibrational spectra (IR and 
Raman) of the new resolved C2/m structure of the high-pressure ε phase were well 
reproduced via DFT using GGA [87].  The interactions in two competing structures, the 
theoretically proposed Cmcm chain structure and observed cluster C2/m structure were 
analyzed with the AIM method.  A candidate structure for the metallic and 
superconducting ζ phase is proposed and discussed [88].  For SiH4, the Raman spectrum 
of the theoretically predicted P42/nmc structure of the high-pressure insulating phase was 
calculated and compared with experimental data.  The good agreement between the 
calculated spectrum and experiment indicates that the P42/nmc structure can be a 
candidate structural model for the high-pressure insulating phase of SiH4.  
 
Chapter 4.  High-pressure crystal structure prediction via genetic algorithm. 
 
Theoretical methods for the prediction of unknown high-pressure crystal 
structures usually involve dynamical processes that depend strongly on the initial guesses 
of atomic configurations [10].  In this chapter, we employed an alternate approach based 
on a recently proposed genetic algorithm [52-56].  The focus is to predict stable and 
meta-stable structures at high pressure without any preference on initial structures.  In the 
evolutionary procedures, randomly generated structures evolve gradually into lower 
energy phases after a few generations.  The high-pressure structures of calcium were 
investigated and two new stable structures that might explain the diffraction pattern of the 
Ca-IV and Ca-V phases were predicted [89].  The high-pressure phase II and phase III of 
AlH3 were also investigated, and structures were successfully predicted for each phase 
[90].  Another example presented in this chapter is the prediction of a metastable single-
bonded phase of nitrogen [52].  All the calculations reported in this chapter were 
performed with a software package ASAP (Advanced Structure seArching Package) 
developed by the author.  A user’s guide for ASAP is presented in Appendix B.  
 
Chapter 5.   Ab initio X-ray adsorption spectroscopy. 
 
 A numerical algorithm is developed for the calculation of XAS within the 
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framework of DFT, employing the PAW method.  The dipole approximation is used, but 
higher-order multipoles can be easily accounted for and included in the calculation.  
Validation tests were performed on the carbon, silicon, and oxygen K-edge XAS of 
diamond, fullerene C60, α-quartz and water molecules [57].  The new results are 
compared with experiments and other calculations already available in the literature.  The 
present approach provides a straightforward framework for the investigation of single 
particle core hole and electron screening effects, which have been demonstrated to be 
significant for all investigated materials [91-93].  Significant improvements have been 
observed in the spectra by simulating the excitation process using both the Z+1 and core 
hole approaches.  In collaboration with the National Simulation Center of the Italian 
Istituto Nazionale per la Fisica della Materia (DEMOCRITOS), we have coded this 
method and implemented it into the Quantum-ESPRESSO package [62]. 
 
In Chapter 6, the research projects and major conclusions are summarized, with 
discussions on perspectives and possible directions for future work.  
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 CHAPTER 2  
Superconductivity in simple high-pressure materials  
 
In the words of Edward Teller [94], “Under special circumstances, it may be 
possible to observe an unusual phenomenon: a superconducting state which exists only at 
high temperatures.”  These words although remain largely unfulfilled; however, as 
highlighted by recent experimental studies, superconductivity is ubiquitous in high-
pressure materials [95].  At high pressure, most materials become unstable and transform 
into new structures of higher densities.  Many of these new structures are 
superconducting; despite the fact that sometimes, the materials are not even metallic at 
ambient pressure.  The theoretical prediction and subsequent experimental confirmation 
of elemental Si (a semiconductor under ambient condition) with a fairly high 
superconducting critical temperature Tc of 9 K at 15 GPa (Si-V) over 20 years ago was a 
remarkable feat [96, 97].  Over the years, more solids have been found to be 
superconducting under high pressure.  This list includes insulating and metallic elements 
and even ionic solids.  Elemental Li has a Tc up to 17 K at 37 GPa [69-71].  Recently, the 
value of Tc of Ca at 160 GPa was found to be surprisingly high at 25 K [98-101].  The 
superconducting behavior has been found even in the ionic compound CsI [102].   
 
The observation of superconductivity in simple solids at high pressure possesses a 
challenge to conventional understanding such as the Matthias rule [103], which states that 
the occurrence of superconductivity is most favorable in systems having (1) d-electrons, 
(2) high symmetries, and (3) high valence electron density.  Li, having only one valence 
electron and in many circumstances behaving like a nearly free-electron gas, is the 
‘simplest’ metal but becomes superconductive below 0.04 mK under ambient pressure 
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[104, 105].  Recent experiments show that under high pressure, however, this free-
electron like character changes radically in Li and leads to superconducting states with Tc 
up to 17 K [69-71].  What can possibly lead to more than a five order of magnitude 
increase in Tc when Li is still in a simple, monatomic phase?  Are the existing 
superconducting theories able to explain the mechanism of this startling observation?  
With recent advancement in computational power and the reliability of first-principles 
calculations based on the DFT, it is now possible to evaluate the electron-phonon 
coupling (EPC) strength and to estimate Tc with a fair degree of accuracy [62].  In this 
chapter, numerical simulations were employed to study the pressure-induced FCC→cI16 
transition and superconductivity in both phases. 
 
Pressure-induced superconductivity was observed in compressed compound CsI, 
which has a Tc of 2K at 180 GPa [102].  Considering that both pure iodine and cesium are 
also superconducting under high pressure, it leads to an interesting question: can solid Xe 
be superconducting as well, as the Xe atom is isoelectronic with Cs+ and I− ?  In fact, 
solid Xe can be a promising candidate since it is the heaviest noble gas atom with the 
lowest metallization pressure and possesses low-frequency lattice vibrations that may 
help promote phonon-mediated superconductivity [106-110].  In this chapter, the 
possibility of superconductivity of solid Xe under high pressure has been studied by first-
principles calculations.  It was found that solid Xe could be superconducting at pressure 
above 150 GPa albeit with a comparatively low Tc of ~ 0.04 K.   
 
The most fascinating pursue is searching for superconductivity in pure hydrogen, 
which has been predicted to become superconducting at high pressure with an 
extraordinary high Tc [73, 111].  However, the goal of producing metallic hydrogen in 
solid phase remains elusive, despite enormous experimental efforts up to 342 GPa [112-
114].  The superconductivity found in dense Li brings new hopes to this topic since it is 
the superconducting element closest to hydrogen.  In this chapter, it will be demonstrated 
that the metallization of hydrogen can be achieved in an alternative approach.  This work 
has been motivated by the recently reported proposals that instead of pure hydrogen, 
highly compressed hydrogen-rich molecules (hydrides) can be used to reach the 
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necessary hydrogen density for superconductivity at much lower pressure than with pure 
hydrogen [73, 74].  Considerably high Tc has been predicted in SiH4 and SnH4 
compounds at high pressure [75, 76].  This prediction is supported by the recent 
experiment on SiH4, in which the pressure-induced superconducting state was found 
successfully [78].    
 
 The research presented in this chapter provides a glimpse of the relevant 
properties that affect superconductivity in high-pressure materials.  It was found that 
superconductivity is likely to occur in low-dimensional structures close to structural and 
dynamic instabilities, i.e., with Fermi surface (FS) nesting and Kohn anomaly [76].  It 
was also shown that the simultaneous existence of flat and steep electronic bands close to 
the Fermi level together with soft phonon modes help promote EPC.  These characteristic 
features have been observed in a large number of superconductors, for example, the solid 
Li, Xe, SnH4, and even C60 fullerene [115].  It is hoped that this understanding of 
superconducting mechanism in high-pressure solids can be extended to other chemical 
systems, thus providing a practical guide for design of better superconducting materials. 
 
2. 1 The pairing theory of superconductivity—The BCS 
theory 
  
Superconductivity represents a remarkable many-body phenomenon where 
quantum coherence effects are manifest at the macroscopic scale.  The first successful 
theoretical understanding of superconducting states was proposed by Bardeen, Cooper 
and Schrieffer (BCS) from variational principle [67].  The theory provides a theoretical 
framework to explain other novel features of superconductivity, such as the Meissner or 
isotope effects.  The key concept of the BCS theory is that electrons with opposite 
momenta and spins close to the Fermi level form a pair (Cooper pair) [116].  All these 
pairs move in a single coherent motion, leading to the formation of a superconducting 
state.  The pairing of electrons is caused by small attractive interactions resulting from 
coupling with lattice vibrations.  This attractive interaction, usually called the EPC, may 
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be viewed as two electrons coupled by a virtual exchange of phonons (Fig. 2.1).  If the 
strength of EPC overcomes that of electron-screened Coulomb repulsion, the net 
interaction is attractive and superconductivity occurs.  In the presence of attractive 
interactions, the FS shows the instability towards formation of bound-pairs of electrons, 
and stabilizes the system by a second order transition to superconducting states.  There 
are three key ingredients in the BCS theory; EPC, Coulomb repulsion, and the instability 
at the Fermi surface.   
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.1.  (Left)  The model of attractive interaction between two electrons in a Cooper 
pair.  A passing electron attracts the ions, causing a slight lattice deformation and locally 
accumulated positive charges, which attracts another electron.  (Right) The Cooper pair 
interaction.  Lattice vibration is described by a phonon with wavevector qr  and frequency 
qrω .  The two electrons with momentum k
r
 and 'k
r
 are coupled via exchange of this 
phonon.  
 
  To describe the ground state of a superconductor, the variational wavefunction in 
the BCS theory is written as a superposition of the Cooper pair states with all possible 
number of pairs [67], 
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The operator + ↓
+
↑ k-k aa rr  creates a pair of electrons with opposite momenta and spins.  The 
parameters  kv r  and ku r  are the probability amplitudes of a pair created or annihilated in 
this state, which are chosen to minimize the expectation energy of the Hamiltonian, 
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subject to the condition that the average number of electrons is fixed.  Here )',( kkV
rr
 is 
the interaction leading to the transition of a pair of electron from the state ( ↑kr , ↓− kr ) to 
( ↑'kr , ↓− 'kr ).  The krε  is the kinetic energy of an electron in state k
r
.  The wavefunction 
BCSΨ  is normalized by the requirement that 122 =+ kk uv rr .  One can represent these two 
parameters in terms of a single phase,  
 
kku rr θsin= ,                                                             (2.3) 
          kkv rr θcos= .                                                            (2.4) 
 
The angle krθ  represents the probability that the state k
r
 is occupied by a Cooper pair. 
Minimizing the total energy yields the following relations: 
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with µεξ −= kk rr .  The µ   is the chemical potential.  The kr∆  is the order parameter.  
The  kr∆  and µ  are determined self-consistently from the BCS gap equation,  
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rr θ .                                     (2.7) 
 
Here Ω  is the volume of the system.  The total energy of the ground state is therefore,  
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2240 ξ .                                      (2.8) 
 
BCS made a simplifying assumption that the )',( kkV
rr
 is isotropic and exists only for the 
electrons in a narrow shell around the Fermi level [116],  
 
VkkV =)',( rr   for krε , Dk ωε hr ≤' ,                       (2.9) 
0)',( =kkV rr   elsewhere,                                     (2. 10) 
 
where Dω  is the Debye frequency.  Thus, the order parameter kr∆  becomes a constant as 
well, 
 
∆=∆ kr .                                                   (2.11) 
 
The energy required to break up a Cooper pair and excite an electron from state 'k
r
 to an 
unoccupied state is   
 
2
'
22 kE rξ+∆=∆ .                                       (2.12) 
 
Since the 'krε  can be arbitrarily close to the Fermi level, the minimum energy required to 
break up a Cooper pair is ∆2 , and ∆  is the superconducting energy gap.       
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 The materials studied in this chapter can have quite high Tc even comparable to 
that of the so-called high-Tc superconductors [117, 118].  Unlike unconventional high-Tc 
superconductors, the superconductivity investigated in this thesis is driven by electron-
phonon interactions.  Thus, it is appropriate to employ the conventional BCS theory to 
study these materials.  
 
2. 2 Superconducting critical temperature Tc from first-
principles 
 
The Migdal-Eliashberg theory is an extension of the BCS theory to the strong 
coupling regime [58-61].  It is a formalism relating the microscopic superconducting 
theory to the observed superconducting critical temperature Tc.  In the Migdal-Eliashberg 
theory, the strength of attractive electron-phonon interactions is characterized by the EPC 
parameter λ.  The repulsive electron-screened Coulomb interaction is represented by the 
Coulomb pseudopotential µ*.  The conventional BCS theory assumes the simplest form 
of the attractive interaction among electrons, where the strength of interaction is a 
constant and exists only within the Debye energy of the Fermi level (Eqs. (2.9) and (2.10)) 
[116].  On the other hand, the Migdal-Eliashberg theory incorporates all existing modes 
of electron-phonon interactions at all frequencies.  The EPC is characterized for each 
phonon branch and every phonon frequency, which are solely determined by the lattice 
dynamics of the material.  
 
The full description of the superconducting state can be derived from the 
Eliashberg spectral function )(2 ωα F [119],  
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Here jqrω is the phonon frequency of mode ( jqr ) (detailed description is presented in 
section 1. 2), and )(qw r is the weight of phonon point qr  in the first BZ.  The N(εF) is the 
DOS at the Fermi level εF.  The sum is taken over the complete q-point mesh in the first 
BZ and all phonon branch j.  The jqrγ  is the phonon linewidth of mode ( jqr ), which is 
defined as  
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where the volume integral is taken over the first BZ.  The nkrε and mqk rr+ε  are the Kohn-
Sham eigenvalues with wavevectors k
r
 and qk r
r +  in the n-th and m-th band.  The 
j
mqknkg rrr +,  is the electron-phonon matrix element determined from the linearized self-
consistent potential.   
 
The Eliashberg spectral function )(2 ωα F  describes the contributions to the total 
EPC of the system from various regimes of vibrational frequencies.  It is an observable 
that can be measured by tunneling experiments.  In theory, jqrγ  and hence )(2 ωα F  can be 
calculated from the EPC strength jqrλ  of each phonon mode ( jqr ): 
 
2)(/ jqFjqjq N rrr h ωεπγλ = .                                            (2.15) 
 
With rapid development of computational power and numerical methods, it is now 
possible to calculate )(2 ωα F  from first-principles.  In simple metals, first-principles 
calculations of )(2 ωα F have been performed for Al, Pb, and Li [120]; for Al, Cu, Mo, Nb, 
Pb, Pd, Ta, and V [121, 122]; and for Al, Au, Na, and Nb [123].  As an example, Fig. 2.2 
shows the calculated results of )(2 ωα F  for eight simple metals [121, 122] compared 
with experimental data.  The average effect of attractive interaction in the system is 
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represented by the EPC parameter λ, which is a weighted average of )(2 ωα F  over entire 
vibrational regime,  
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Namely in terms of the EPC strength jqrλ  projected on each mode ( jqr ), λ is approximated 
by a weighted average of jqrλ  for all vibrational modes ( jqr ) in the first BZ.  
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Figure 2.2.  Eliashberg spectral functions )(2 ωα F  for eight elemental metals [121, 122].  
Solid curves, calculated data; dashed curves, behavior of the electron-phonon pre-factor 
)(2 ωα  [defined simply as the ratio )(/)(2 ωωα FF ].  Symbol plots are the results of 
available tunneling experiments. 
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Once )(2 ωα F  is obtained, superconducting critical temperature Tc can be 
calculated by solving the Eliashberg gap equations with the knowledge of Coulomb 
pseudopotential µ*.  General reviews of solving the Eliashberg gap equations can be 
found in the works of Eliashberg, [58]; Schrieffer, [116]; Scalapino, [124]; McMillan and 
Rowell, [125]; and the more recent review of Carbotte, [119].  Solving the Eliashberg gap 
equations is a complicated task.  For a qualitative understanding, McMillan constructed a 
simplified equation relating Tc and )(2 ωα F , often referred to as the McMillan equation 
[103].  The original form of the McMillan equation is  
 
⎥⎦
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⎡
+−
+−=
)62.01(
)1(04.1exp
45.1 * λµλ
λωD
cT .                        (2.17) 
 
The original McMillan equation was found to be accurate for materials with λ < 1.0 but 
not appropriate for larger value of λ.  The most successful modification of the 
McMillan equation was made by Allen and Dynes [126, 127], who extended the 
equation to the large λ regime:  
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where ωlog is the logarithmic average of phonon frequency,  
  
]ln)(2exp[
0
2
log ∫∞= ωωαωωλω Fd .                            (2.19) 
 
The Allen-Dynes modification of the McMillan equation Eq. (2.18) is a successful and 
widely used equation for the estimation of  Tc.   
 
 Two of the three ingredients in the Allen-Dynes modification of the McMillan 
equation, λ and ωlog, can be derived readily from the knowledge of )(2 ωα F  (Eqs. (2.16) 
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and (2.19)).  The other ingredient, the Coulomb pseudopotential µ*, is approximated by 
rescaling the normal Coulomb repulsion parameter µ to include retardation effects [128]: 
 
)]/ln(1/[* DFT Θ+= µµµ ,                                          (2.20) 
 
where TF and ΘD are the Fermi and Debye temperatures.  The Coulomb repulsion 
parameter µ depends on the configuration of nuclei and is difficult to evaluate from first-
principles [129].  Thus in practice, the empirical value of µ* between 0.10-0.13 are 
widely used [73].  Without knowing µ, an approximate upper limit on µ* can be 
calculated by setting µ to infinity [130, 131], 
 
)/ln(/1*max DFT Θ=µ .                                               (2.21) 
 
The Debye temperature ΘD can be estimated from the semi-empirical equation [131] 
 
><=Θ 24.1 ω
B
D k
h ,                                               (2.22) 
 
where <ω2> is defined as 
 
∫∞>=< 0 22 )(2 ωωωαλω Fd .                                       (2.23) 
 
In this chapter, the superconducting properties of selected high-pressure materials will be 
investigated using the Migdal-Eliashberg theory briefly introduced above.  The Tc of 
these materials was estimated using the Allen-Dynes modification of the McMillan 
equation Eq. (2.18).  The vibrational frequency ωqj , EPC strength λqj, and Eliashberg 
spectral function )(2 ωα F were calculated with PSPW method within the framework of 
DFPT using the electronic structure package Quantum-ESPRESSO [62] (The description 
is presented in section 1. 3). 
 42
2. 3  Superconductivity in high-pressure Li 
 
Contrary to the nearly free-electron behavior under ambient conditions, high-
pressure phases of Li are expected to possess very different physical and electronic 
properties.  X-ray diffraction experiments observed that Li transforms from ambient BCC 
structure to FCC structure around 7.5 GPa [132-133].  Further compression leads to a 
mixture of two structures, hR1 and cI16, at 39.8 GPa [68].  Initially, the hR1 structure is 
the dominant component, but gradually transforms to cI16 with increasing pressure and 
disappears at 42.5 GPa.  There are evidences found in recent ac susceptibility and Raman 
spectroscopic studies that cI16 phase might further transform into a new phase around 50 
GPa and stabilizes into another high-pressure polymorph above 62 GPa [71, 134].  A 
recent theoretical study, however, predicts that the cI16 phase is stable and until it 
transforms to an orthorhombic structure (Cmca-24) at pressure higher than 88 GPa [135].  
Significantly, recent experiments have found that the high-pressure phases of Li are 
superconducting [69-71].  AC susceptibility measurement in nearly hydrostatic pressure 
cell uncovered several superconducting phase transitions [69].  It was found that the 
superconductivity first appears at 20.3 GPa with Tc increases rapidly from 5.4K to 14K at 
30 GPa.  Then Tc decreases with pressure until 50 GPa.  At pressure higher than 50 GPa, 
Tc increases again and disappears abruptly at 62 GPa.  A maximum in Tc has also been 
observed in early experiments under non-hydrostatic conditions but at a slightly higher 
pressure of 35 GPa [70, 71].  The observed changes in Tc have been attributed to 
structural transitions.  At 30 GPa, it is understood as the FCC→cI16/hR1 transition.  It is 
possible that at 50 GPa and 62 GPa, there were two successive phase transitions to new 
but unknown structures.  Theoretical investigations of the pressure-induced 
superconductivity, however, have been focused on the FCC phase only [136-146].  The 
variation of Tc near the FCC → cI16 phase transition and in the cI16 phase has not been 
studied.  In this section, the pressure-induced FCC→cI16 phase transition and 
superconductivity are investigated.  
 
The enthalpies of Li in the FCC, hR1, cI16 and Cmca-24 phases have been 
calculated at different pressures.  Total energy calculations were performed with the 
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program VASP [63] (The description of this program is presented in section 1. 3) using 
the PAW pseudopotential [147] (The description of the PAW method is presented in 
Chapter 5.) employing 1s2s as valence states.  The LDA exchange-correlation functional 
is used.  For the FCC and cI16 phases, a 24×24×24  k-point mesh was used.  For the hR1 
and Cmca-24 phases, a smaller 16×16×16 mesh was found to be sufficient.  The 
calculated enthalpies as a function of pressure of the four polymorphs are compared in 
Fig. 2.3.   
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.3.  The enthalpies per atom for FCC Li, hR1 Li, cI16 Li and Cmca-24 Li as a 
function of pressure.  The enthalpy for FCC Li is taken as a reference.  
 
The enthalpy difference between hR1 and FCC phases is almost indistinguishable 
below 46 GPa.  According to X-ray experiments at T=180K [68], the hR1 phase was 
found to co-exist with the cI16 phase in a narrow pressure range near the FCC→cI16 
phase transition.  However, the calculation of the phonon band structure of the hR1 
structure at 33 GPa shows that it is unstable with a very large imaginary frequency.  This 
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discrepancy suggests the possibility that the hR1 structure may be entropically stabilized 
and may not exist at low temperature.  A piece of supporting evidence is that accurate ac 
susceptibility measurements at low temperature failed to observe any notable change in 
Tc within the pressure range where the FCC/hR1/cI16 are expected to co-exist [69].  
Therefore, the hR1 structure was not considered further in this investigation.  The cI16 
phase becomes more stable than the FCC phase at around 33 GPa and up to 110 GPa, 
where the Cmca-24 phase becomes more stable.  The calculated transition pressure of 33 
GPa for the FCC→cI16 transition is close to a feature near 30 GPa observed in 
susceptibility experiment [69], indicating that the peak in Tc may be related to a structural 
change.  On the other hand, the transition pressure predicted for cI16 →Cmca-24 at 110 
GPa indicates that Cmca-24 phase is not a viable candidate for the unknown 
superconducting phase suggested to exist from 50 GPa to 60 GPa [134]. 
 
 Phonons of the FCC phase have been obtained from linear-response theory [62].  
Individual phonons were calculated on a 8×8×8 q-point mesh with a 16×16×16 k-point 
mesh used for the first BZ integrations.  The phonon dispersions for FCC Li have been 
calculated within the pressure range 25-40 GPa.  In agreement with previous studies [140, 
141], a notable feature in the phonon band structure of the FCC phase is the gradual 
development of a soft transverse acoustic (TA) mode along the Γ→ K direction with 
increasing pressure (Fig. 2.4 (a)).  The soft mode was found to vanish at ca. 33 GPa.  
When the pressure is increased slightly to 34 GPa, an imaginary frequency of 50i cm-1 
starts to appear, indicating that the FCC phase is now mechanically unstable.  The 
calculated instability at 33 GPa is close to the predicted pressure for the FCC → cI16 
phase transition from enthalpy calculations (Fig. 2.3).  Quite obviously, the soft phonons 
are responsible for initiating the structural transition.  It has also been shown to induce 
strong FS nesting and the significant enhancement of the EPC.   
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Figure 2.4.  (a) The evolution of TA phonon branch for the FCC phase along the Γ→K 
direction, within the pressure range 25 GPa to 40 GPa.  (b) The calculated λ and ωlog for 
the FCC phase as functions of pressure up to the critical point 33 GPa for the transition to 
cI16 phase.  
 
An objective of this investigation is to rationalize the observed maximum Tc near 
the FCC → cI16 phase transition.  In the experiment, Tc reaches a maximum and starts to 
decrease before transforming to the cI16 phase.  The EPC of the FCC phase were 
analyzed in the pressure range 25 GPa to 33 GPa.  The partial EPC parameters λqj have 
been computed in the first BZ on a 12×12×12 q-point mesh.  Individual λqj at each q-
point was calculated with a 32×32×32 k-point mesh.  Before embarking on the discussion 
of Tc, the upper limit of  µ* at different pressures have been estimated from the Fermi and  
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Figure 2.5.  The estimated Debye temperature ΘD and maximum possible value of µ* for 
FCC Li as a function of pressure. 
 
Debye temperatures, TF  and ΘD using Eq. (2.21).  It is found that TF  increases with 
pressure and ΘD decreases with pressure (Fig. 2.5).  As a result, µ*max decreases with 
pressure and reaches ~0.223 at the phase transition pressure of 33 GPa.  The calculated 
EPC parameter λ and the logarithmic average of phonon frequencies ωlog for the FCC 
phase are shown as a function of pressure in Fig. 2.4 (b).  The λ and ωlog increases 
(decreases) slowly at lower pressure but experiences larger changes as the pressure 
approaches 33 GPa.  These large changes are the consequence of the softening of the TA 
phonon near the K point.  As a result, the partial EPC parameter λqj of these modes are 
enhanced dramatically and results in notable increasing of the total λ but decreasing ωlog.  
Employing the calculated λ and ωlog, Tc for the FCC phase was estimated using the Allen-
Dynes modification of the McMillan equation Eq. (2.18) with the nominal value of µ* = 
0.22.  The results are compared with experimental data in Fig. 2.6.  Despite larger 
estimated magnitudes, the behavior of calculated Tc with varying pressure agrees very 
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well with experiments.  In view of the substantial phonon softening in FCC Li, it is 
reasonable to attribute the difference between the predicted and observed Tc to the neglect 
of anharmonic effects.  A significant result is that the calculated Tc also shows a 
maximum at 32 GPa.  This feature has not been reported in previous theoretical 
investigations [141, 142], which instead found Tc increase monotonously with pressure 
over a wide pressure range.  The present results provide an explanation of 
superconducting behavior of FCC Li near the FCC → cI16 phase transition. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.6.  Comparison between calculated and experimental Tc obtained at different 
pressures.  The calculated data are represented in solid symbols.  The experimental 
results are taken from Refs 69-71.  
 
The electronic band structures, phonons, and EPC for the cI16 phase have been 
studied at three selected pressures.  A pressure of 34 GPa was chosen to investigate the 
superconducting mechanism close to the phase transition.  A second pressure point at 45 
GPa was selected to investigate the pressure dependence of Tc in cI16 Li.  A higher 
pressure at 57 GPa was chosen to investigate the structural stability of cI16 Li since a 
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structural phase transition was suggested from Raman spectroscopy near 50 GPa.  The 
electronic band structure and DOS were computed with a 32×32×32 k-point mesh.  
Individual phonon calculations were performed on a 8×8×8 q-point mesh with a 
16×16×16 k–point mesh.  The EPC parameter λqj has been computed in the first BZ on a 
8×8×8 q-point mesh using individual EPC matrices obtained with a 32×32×32 k–point 
mesh.  The electronic band structure and DOS of the cI16 phase at 34 GPa are shown in 
Fig. 2.7.  The electronic bands crossing the Fermi level are very dispersive except around 
Γ.  This feature is contrary to the FCC phase, in which the electronic bands are flat and 
almost parallel to the Fermi level near the L point.  In this way, the spherical FS in the 
FCC phase is distorted anisotropically and develops parallel necks at the boundary of the 
first BZ.  The FS nesting between these necks has been shown to be the origin of strong 
EPC in the FCC phase [141, 142].  The phonon band structures of the cI16 phase at 34 
GPa, 45 GPa and 57 GPa are depicted in Fig. 2.8.  The phonon band structures show no 
imaginary modes, thus indicating that the cI16  phase is dynamically stable up to at least 
57 GPa.  
 
 
 
Figure 2.7.  The electronic band structure and DOS for the cI16 phase calculated at 34 
GPa. 
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Figure 2.8.  The phonon band structures for cI16 Li calculated at 34 GPa, 45 GPa and 57 
GPa.  Only acoustic modes are shown in the phonon band structures for the latter two 
pressures.  The most significant feature of the phonon band structure is that the 
vibrational modes near H softened as pressure increases. 
 
The estimated µ*max for the cI16 phase at three different pressures are almost 
constant at ~0.225.  The calculated λ and ωlog at 34 GPa are 0.98 and 233 K, respectively.  
These values are to be compared with the very large λ of 3.14 for the FCC phase at 33 
GPa.  The substantially reduced λ is particular interesting.  The calculated spectral 
function α2F(ω) for cI16 Li at 34 GPa and the integrated EPC parameter, λ, as a function 
of frequency are shown in Fig. 2.9.  As observed from the integrated λ, major 
contributions to EPC are from the broad peak below 250 cm-1.  Incidentally, the 
maximum in the spectral function coincides with the calculated ωlog.  The λ and ωlog both 
decrease slowly with pressure and reach 0.92 and 211 K at 45 GPa.  At 57 GPa, λ 
increases to 0.96 and ωlog continues to decrease to 180 K.  Using calculated λ and ωlog, 
the estimated Tc using the Allen-Dynes modification of the McMillan equation [126, 127] 
at the three different pressures reproduces the corresponding experimental data very well, 
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if a µ* of 0.14 was used (Fig. 2.6).  It is interesting that the cI16 phase returns to a more 
‘normal’ phonon-mediated superconductor having a nominal value of µ* between 0.1 and 
0.13.  The slight drop in Tc between 34 GPa and 45 GPa can be traced to the 
simultaneous decrease of the Debye temperature ΘD and density of electrons at the Fermi 
level. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.9.  The electron-phonon spectral function α2F(ω) in cI16 Li at 34 GPa. 
 
In summary, the pressure-induced phase transition FCC → cI16 in Li has been 
investigated.  The calculated transition pressure 33 GPa is close to the pressure where 
phonon softening is observed [69-71].  The estimated Tc for the FCC phase increases with 
pressure until it reaches the transition to the cI16 phase where Tc decreases abruptly.  
This predicted behavior of Tc is in good agreement with experiments [69-71].  The cI16 
phase was studied at three pressures, 34 GPa, 45 GPa and 57 GPa.  It is found that the 
cI16 phase is stable within this pressure range.  Using a µ* of 0.14, the Tc estimated at 
these three pressures are in very good agreement with the experimental values.  
 
2. 4 Superconductivity in high-pressure phase of SiH4 
 
Dense hydrogen has been predicted to become superconducting at high pressure 
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with an extraordinary high Tc [73, 111].  Electronic calculations at an electron density rs 
= 1.0 demonstrated that a Tc of 600 K may be possible [111].  However, the task of 
producing metallic hydrogen in solid state lies outside the possibilities of current 
experimental techniques, since it requires pressure in excess of 400 GPa [112-114].  To 
circumvent this problem, another approach has been proposed recently [73, 74].  It is 
suggested that the strongly compressed hydrogen-dominated alloys of Group IV hydrides 
can be considered as alternatives for dense hydrogen.  The hydrogen atoms are expected 
to be ‘pre-compressed’ by the heavy Group IV atoms and reach the density necessary for 
superconductivity at much lower pressure than with pure hydrogen.  This proposal is 
based on the BCS theory and argued that the lattice dynamics of these systems will 
comprise of high-frequency proton vibrations and low-frequency vibrations of the 
massive ions.  The combination of overlapping electron bands, which provide high 
density of states and large electron-ion interactions, yields the essential features of 
superconductivity.  However, the structures of the high-pressure metallic phase of Group 
IV hydrides remain unknown.  A recent theoretical report proposed an O3 structure 
having a puckered Si square net involving a distorted local octahedral arrangement of H 
atoms, which was found to be metallic at 91 GPa (Fig. 2.10) [148].  In another theoretical 
investigation, a different three-dimensionally connected I41/a structure (Fig. 2.10) was 
predicted [149].  It was shown that the I41/a structure is an insulator up to 200 GPa and 
more energetically stable than the O3 structure.  This prediction apparently agrees with 
the optical measurement [150], which suggested that the metallization of SiH4 might not 
be achievable below 210 GPa.  Recent high-pressure X-ray diffraction and infrared 
studies, however, dispute this finding [151].  It was found that at pressure above 60 GPa, 
a Drude-like feature was observed in the infrared spectrum indicating the possibility of 
indirect band gap closure.  The electronic state of the high-pressure phase of SiH4 is still 
under debate.   
 
In this section, an alternate approach was used to predict the high-pressure phase 
of SiH4 by combining a finite-temperature constant pressure molecular dynamic 
simulation and ab initio optimization [62, 64].  The results revealed a high-pressure 
metallic phase with C2/c symmetry [152].  This C2/c structure has higher enthalpy than 
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the I41/a structure.  Therefore, it is a meta-stable phase.  The important characteristic of 
the C2/c structure is that it is metallic and superconducting with a Tc close to 50 K at 125 
GPa.  Moreover, in subsequent experiments, the metallization and superconductivity of 
SiH4 were indeed observed at high pressure.  It was found that insulating molecular SiH4 
transforms to a metal and becomes superconducting above 50 GPa.   
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.10.  (Left) The predicted O3 structure of high-pressure SiH4 in Ref. 148.  (Right)  
The predicted I41/a structure of high-pressure SiH4 in Ref. 149.  The golden spheres are 
silicon atoms and white are hydrogen atoms. 
 
The present investigation started from a cubic structure where the Si atoms are 
placed in the face-centered positions with a tetrahedral arrangement of H atoms around 
each Si atom.  This is the structure adopted by the low-pressure phase of CH4.  The H 
positions between the closest SiH4 were chosen such that the H atoms on different 
molecules are eclipsed.  This conformation reduces unfavorable repulsive interactions 
between H atoms on neighboring molecules.  A complete structure-prediction procedure 
included exploratory simulated annealing and refined structural optimizations on selected 
candidate structures.  A series of simulated annealing at different pressures were performed 
using a 2×2×2 supercell consisting of 16 SiH4 units with the linear scaling SIESTA code 
[64], using Troullier-Martin pseudopotentials [153] and double-zeta valence basis sets and 
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a 4×4×4 k-point mesh.  Candidate structures obtained after simulated annealing at each 
pressure were selected from the trajectory and then fully optimized with more stringent 
criteria using the VASP code [63] employing the PAW pseudopotentials [147] and a larger 
8×8×8 k-point mesh.   
 
The low-energy crystal structures obtained are shown in Fig. 2.11.  At low 
pressure, SiH4 adopts a tetragonal P42/nmc structure with two molecules per unit cell.  
The calculated electronic DOS shows that this molecular phase is insulating.  The 
stability of this structure at 35 GPa is confirmed by phonon band structure calculations.  
At 60 GPa, the band gap closes and this structure becomes metallic.  The predicted 
transition pressure is supported by the subsequent Raman and electrical resistance 
measurement that showed the metallization pressure of SiH4 is between 50 and 65 GPa 
[78].  This tetragonal structure transforms to an orthorhombic Ccca structure.  The Ccca 
is a subgroup of P42/nmc and most likely an intermediate phase.  As pressure increases 
further, SiH4 transforms to a monoclinic structure with C2/c symmetry.  The structures of 
the Ccca and C2/c phases are similar with subtle differences.  At high pressure, as 
expected from the chemical characteristics of elemental Si, Si atoms expand the 
coordination shell and utilize the 3d orbitals to bond with the H atoms of neighboring 
SiH4.  This bonding picture is confirmed by the projected Si d-orbital DOS (Fig. 2.12).  
The result is the formation of a layer structure with H connecting the SiH4 units.  
However, the interactions between bridging H atoms of adjacent layers in the Ccca 
structure are in close contact, to alleviate this unfavorable repulsive interaction, and the 
two layers “slide” away from each other, resulting in the more stable monoclinic C2/c 
phase.  At 125 GPa, the calculated Si-H bond length of 1.58 Å is comparable to the 
distance between the bridging H-atom in molecular di-silane of 1.58 -1.68 Å.  There are 
two distinct in-plane Si…Si distances of 2.386 and 2.443 Å, which are close to the inter-
atomic distance of 2.362 Å in the high-pressure FCC Si-X phase.  It is noteworthy that 
the previously proposed O3 structure and the present C2/c structure share one important 
structural feature - both structures are composed of distinct 2D layers where the Si atoms 
form a square net bridged by hydrogen atoms. 
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Figure 2.11.  Crystal structures of SiH4 polymorphs at low pressure and high pressure.   
At 33 GPa the P42/nmc structure is stable.  The Ccca structure is likely an intermediate 
phase with a small stability range and transforms to the C2/c structure at ~ 60 GPa. 
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Figure 2.12.  The electronic band structure (left panel), and the DOS projected on Si and 
H atoms (middle panel) and on selected wavefunctions of Si atoms (right panel) of C2/c 
SiH4 at 125 GPa.  
  
 It was shown previously that the O3 structure has a higher enthalpy than the I41/a 
structure [149].  In Fig. 2.13, the enthalpies of the three structures are presented for 
comparison.  The enthalpy of the C2/c phase is lower than the O3 phase but higher than 
the I41/a phase.  The enthalpy difference between the C2/c and I41/a phase decreases 
slowly with pressure and reduces to 0.12 eV or 2.76 kcal/SiH4 unit at 150 GPa.  This 
energy difference is within the limit of absolute accuracy of ca. < 6 kcal/mol of the DFT 
methods [154].  Furthermore, inclusion of the zero-point energy reduces the energy 
difference to 0.068 eV at 150 GPa.  The C2/c structure was obtained by simulated 
annealing from a reasonable low-pressure structure.  The activation barrier is expected to 
be in the order of kT (T = 1000K), and therefore the transformation to the C2/c structure 
may be kinetically driven, even though it is thermodynamically meta-stable with respect 
to the I41/a phase.  For the O3 structure, the phonon band structures calculated at the 
predicted metallization pressure of 91 GPa and 125 GPa show substantial imaginary 
frequencies, indicating that it is unstable [152].  Therefore, it cannot be a viable candidate 
metallic structure at high pressure above 91 GPa.  Similar phonon calculations on the 
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C2/c phase (see later) and I41/a phase (not shown) show that both structures are stable 
between 90 GPa and 150 GPa.  Furthermore, from a comparison of the calculated C2/c 
with the experimental equations of states for Si IX and solid H2, it is found that the C2/c 
structure is stable against the dissociation into Si and H2 at 125 GPa.  Therefore, the C2/c 
structure is a competitive and stable structural model for the high-pressure phase of SiH4. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.13.  Enthalpies per SiH4 unit of the O3 and I41/a structures relative to the C2/c 
phase as functions of pressure.  
 
The electronic band structure of the C2/c phase at 125 GPa is shown in Fig. 2.12.  
The valence and conduction bands near the Fermi level are rather flat and not strongly 
dispersive.  Only a few electronic bands along the Γ→A, Γ→Y, Γ→V and M → Y 
directions cross the Fermi level.  The FS is composed of several bands with a significant 
Si and H character.  The projected DOS shown in Fig. 2.12 clearly indicates strong 
hybridization between the Si and H orbitals resulting in a broad valence band with a 
width of ca. 22 eV.   Close to the Fermi surface, the projected DOS on Si atoms shows 
large contribution from Si d-orbitals.   
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The phonon band structure and density of states (PHDOS) projected on Si and H 
atoms at 125 GPa are shown in Fig. 2.14.  Lattice dynamics calculations confirmed that 
the C2/c structure of SiH4 is dynamically stable from 65 to 150 GPa.  The H and Si 
vibrations are found to couple strongly in the entire frequency range.  As expected, the Si 
atoms dominate the low-frequency vibrations below 650 cm-1.  The lighter H atoms 
participate strongly in the high-frequency modes.  The PHDOS shows a significant 
mixing of Si and H characters for the vibrations in the 1500-2200 cm-1 region.  The bands 
around 1500 cm-1 are characteristic of vibrations associated with Si-H-Si, bending and 
the higher frequency bands at 2200 cm-1 can be assigned to Si-H bond stretching.  It is 
noteworthy that the calculated vibrations of superconducting high-pressure Si-V and Si-
VI also cover a similar frequency range as the Si-dominant vibrations in SiH4.  
Significantly, the flat dispersion of the acoustic branches at ca. 180 cm-1 throughout most 
of the BZ also shows some resemblance to that observed in Si-V and Si-VI. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.14.   The phonon band structure and DOS projected on Si and H atoms in C2/c 
SiH4 at 125 GPa.  
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In the EPC calculation, a 16×32×32 k-point mesh was found to converge to the 
zero-width limit.  The EPC matrices were calculated on a 3×5×5 q-point mesh.  A very 
careful convergence check was performed for the k-point and q-point meshes used here.  
The procedure of this convergence check has two steps.  First, to obtain accurate EPC 
parameter very accurate phonon results are required.  The convergence of the k-point 
mesh in the phonon calculations was checked by systematically increasing the kinetic 
energy cutoffs and employing denser k-point meshes.  A maximum deviation of less than 
0.05 THz in the calculated phonon frequencies is achieved with a 16×32×32 k-point mesh.  
The second step is to determine the zero limit (taken numerically as 0.03 Ry.) of the EPC 
parameter, λ, at a given k-point mesh.  A reasonable k-point mesh should yield a 
converged λ when the Gaussian broadening parameter σ approaches zero.  The procedure 
is as follows: the λ was calculated at several phonon q-points with a given set of k-point 
mesh.  Then calculations were repeated with a denser k-point mesh.  In principle, if the 
process is repeated one should approach a lower limit of σ.  Several q-points were 
checked and the results show that a k-point mesh 16×32×32 is sufficient to simulate the 
zero limit.  A 8×16×16 k-point mesh converged to a value of σ larger than 0.04.  This 
value is not very accurate but is already acceptable for qualitative investigation.  On the 
other hand, a 16×32×32 k-point mesh converges to a value of σ smaller than 0.025.  
Increasing the k-points even more may slightly alter the value of λ.  However, the 
difference is expected to be very little.  To validate this point, we compared the results 
obtained using 16×32×32 and 24×48×48 meshes and found the change in the computed λ 
is less than 10-2. 
 
The calculated Eliashberg spectral function )(2 ωα F  for SiH4 at 125 GPa and the 
integrated EPC parameter, λ, as a function of phonon frequency are shown in Fig. 2.15.  
Low-frequency Si translational vibrations make a significant contribution to the overall 
EPC parameter.  The integrated λ up to 200 cm-1 is 0.3 and constitutes almost 30% of the 
total coupling parameter.  The Si-H-Si torsional and bending vibrations from 650 cm-1 to 
1500 cm-1 contribute another 30%, with the remaining 40% derived from the Si-H 
stretching vibrations.  The calculated λ is 0.89 indicating that the EPC is fairly strong.  
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The Tc was estimated from Eq. (2.18).  At 125 GPa, the calculated ωlog is 959 K.  Using 
µ* of 0.1, 0.12 and 0.13 the estimated Tc for the C2/c high-pressure phase of SiH4 are 55, 
49 and 46 K, respectively.  The pressure dependence of Tc has also been studied.  At 90 
GPa, the EPC constant λ reduces to 0.81 but ωlog increases slightly to 987 K.  The 
estimated Tc are 48, 42 and 39 K with µ* of 0.1, 0.12 and 0.13, respectively.  The pressure 
coefficient (dTc/dP) is about 0.2 K/GPa. 
 
Figure 2.15.  The Eliashberg phonon spectral function )(2 ωα F  and electron-phonon 
integral λ(ω) (top) are compared to the PHDOS projected on Si and H atoms (bottom) in 
C2/c SiH4 at 125 GPa. 
 
The numerical results reported here support the theoretical analysis presented 
previously [73, 74].  High pressure enhances electronic interactions between SiH4 
molecules, leading to a metallic state with a broad valence band.  The combination of 
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these two effects helps to increase the attractive EPC over the repulsive Coulomb 
interaction among electrons.  The calculated EPC constant of 0.89 at 125 GPa is close to 
the predicted strong coupling value of 1.0.  The integral λ(ω) shows that the maxima of 
the translational acoustic phonon modes at 200 cm-1 are very effective in enhancing the 
EPC.  The Si-H torsional and bending vibrations also contribute significantly, while the 
highest energy and localized Si-H bond stretch modes above 2000 cm-1 seem to have 
little effect on the superconducting behavior.  
 
Recently, the experimental search for superconductivity in SiH4 has been 
performed at pressures up to 200 GPa [78].  It was found that SiH4 transforms 
successively to several insulating phase transitions below 50 GPa.  Between 50 and 65 
GPa, SiH4 transforms to a metallic and superconducting phase with Tc ~ 7 K.  Upon 
further compression, Tc increases and reaches 17.5 K at 96 GPa.  From 96 GPa up to 120 
GPa, Tc cannot be measured due to experimental difficulties.  At 120 GPa, the measured 
Tc is ~ 17 K.  At higher pressure, SiH4 gradually transforms to an insulator phase.  The 
metallic phase and the insulating phase were observed to co-exist for a broaden range of 
pressure, with Tc decreasing and reaching down 8.8 K at 165 GPa.  The measured 
metallization pressure and Tc are in good agreement with the theoretical prediction above.  
However, the observed structure of the superconducting phase is different.  The 
experimental structure was indexed from the X-ray diffraction pattern as a primitive 
hexagonal cell with lattice parameters a = b = 2.67 Å and c = 4.49 Å at 113 GPa.  The 
positions of hydrogen atoms cannot be determined directly from the diffraction patterns.  
However, for the close-packed arrangement of Si framework, the only way to place eight 
hydrogen atoms in the interstices of the unit cell is to have four hydrogen atoms occupy 
all tetrahedral interstices, with the other four H atoms located in pairs in the large 
octahedral cages.  The resulting structure has a space group of P63 [78].   
 
 The proposed P63 structure has been examined using the DFT calculations.  The 
structure was fully optimized with constant volume of unit cell.  It was surprising that for 
the same P63 structure, the unit cell observed in experiments is much denser than the one 
optimized by theory.  The difference is very large and far exceeds any anticipated error in 
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the calculations.  To search for a plausible explanation, a structural search using the 
genetic algorithm (This method is presented in Chapter 4) was performed.  Geometry 
search was started with a fixed hexagonal close packed (HCP) framework of Si atoms.  
The positions of H atoms were initially chosen randomly and improved in the 
evolutionary procedure.  Several energetically favorable candidate structures were found 
including a P63 structure, but none of the structures reproduce the volume of unit cell 
determined from experiment.  These results shown that given the HCP framework of Si 
atom there are no satisfactory ways to place H atoms that satisfy the experimental 
observation.  However, the high resolution of X-ray diffraction pattern is not likely to 
have other assignments other than the HCP Si framework.  In view of the discrepancy, a 
structural model that can bring agreement between experiment and theory is still missing.  
 
2. 5 Superconductivity in high-pressure phase of SnH4 
 
 The successful theoretical prediction [152] and experimental confirmation [78] of 
superconductivity of SiH4 at high pressure have motivated the search on the hydrides of 
heavier group IV elements such as SnH4.  SnH4 offers several potential advantages over 
SiH4.  The heavier Sn atom will yield lower-energy vibrations that help mediate EPC.  A 
weaker Sn-H bond enthalpy may facilitate complete dissociation of the Sn-H bonds at 
lower pressure.  To investigate these possibilities, first-principles calculations have been 
performed to characterize the high-pressure structure and potential superconducting 
properties of SnH4.  A high-pressure superconducting phase of SnH4 is revealed [75], 
which is stable between 70 GPa and 160 GPa with a predicted Tc close to 80 K at 120 
GPa.  More significantly, the predicted high Tc was characterized by two signatures, (i) 
the occurrence of low vibrational frequencies, and (ii) simultaneous occurrence of 
dynamical (phonons) and electronic (Fermi surface) instabilities.   
 
In the absence of knowledge of high-pressure SnH4 structure, the starting point of 
this investigation was initiated with the Ccca structure [152] (Fig. 2.11), the high-
pressure phase of SiH4.  A series of simulated annealing and geometry optimization 
revealed a metallic P6/mmm structure (Fig. 2.16 (a)).  The Sn atom occupies the 
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crystallographic 1a site and the H atoms are on the 4h sites.  The Sn atoms are arranged 
in 2-D close-packed hexagonal layers.  The in-plane Sn-Sn bond length varies from 3.189 
Å to 2.961 Å from 70 GPa to 160 GPa.  In this pressure range, adjacent Sn layers are 
bridged by a pair of H atoms with a Sn-H bond length from 2.129 Å to 1.962 Å.  The 
most striking feature of this structure is the exceptionally short H-H contact from 0.845 Å 
to 0.841 Å from 70 GPa to 160 GPa.  The analysis of the electron localization function 
(ELF) [155] (Fig. 2.16 (a)) shows a very high value (close to 1) in regions between the 
two H atoms.  The strong electron localization between the two H atoms indicates pairing 
of electrons from the H atoms.  As will be described later, interactions of these novel ‘H2’ 
units with the Sn framework contribute significantly to the EPC mechanism.  The ELF 
values in the region connecting the adjacent Sn layers are close to 0.6, suggesting weak 
covalent bonding. 
 
The electronic band structure and DOS at 120 GPa are shown in Fig. 2.16 (b).  
The DOS shows significant overlap between the orbitals of Sn and H atoms.  The band 
structure reveals metallic character with large dispersion bands crossing the Fermi level 
(EF) and a flat band near EF close to the M point.  The simultaneous occurrence of flat 
and steep bands near the Fermi level has been suggested as favorable conditions for 
enhancing electron pairing, which is essential to superconducting behavior [156].  The 
phonon band structure and the projected DOS at 120 GPa are shown in Fig. 2.17.  The 
absence of imaginary frequency modes indicates that the structure is stable.  Additional 
phonon calculations establish the stability range to be between 70 and 160 GPa.  A direct 
result of this unique H2 ‘intercalated layered’ structure is that the vibrational modes can 
be divided into three major regions.  Weak interactions between the Sn framework and H 
atoms are found in the low-energy translational region below 260 cm-1.  As will be 
discussed later, these low-frequency vibrations contribute significantly to the EPC 
parameter λ.  Molecular-like H-H vibrations are observed at high frequencies (2200-2600 
cm-1).  These almost localized vibrations are the consequence of strong H-H interactions 
as revealed from the ELF analysis (Fig. 2.16 (a)).  The H...Sn...H bending vibrations 
dominate the intermediate frequency region (500-1400 cm-1). 
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Figure 2.16.  (a) The crystal structure of P6/mmm SnH4 calculated at 120 GPa with the 
ELF shown in the (100) plane.  (b) The electronic band structure and projected DOS of 
P6/mmm SnH4 calculated at 120 GPa. 
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Figure 2.17.  The phonon band structure and projected DOS of P6/mmm SnH4 calculated 
at 120 GPa. 
 
A striking feature of the phonon band structure is the presence of soft phonon 
modes, which can be classified into two groups: those induced by FS nesting and by 
Kohn anomalies.  The former includes the decrease in the phonon frequency of the lowest 
acoustic branch (branch 1) observed at the K and M points, as well as the dip in the 
lowest optical branch (branch 4) at the K point.  The second group consists of the two 
dips in phonon branch 1 along the H→A and A→L directions (Fig. 2.17).  Details of the 
nesting of FS can be analyzed in terms of the nesting function [140, 157] 
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where the line integral is along the intersection of FS and its image displaced by vector qr , 
kv r
r  is the Fermi velocity, and N the number of k-points.  The )(qrξ  becomes large when 
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kv r
r  and qkv rr
r
+  are small and/or collinear.  This concept helps to determine possible nesting 
vectors from the FS shown in Fig. 2.18.  In the FS of the lowest-energy band crossing the 
Fermi level (Fig. 2.18(b)), the electron velocities of the opposite faces of the ‘hexagonal 
(sake) cup’ shaped portions are parallel to each other.  Therefore, FS nesting is expected 
to occur.  Moving downward from the top to the zone center, corresponding nesting 
vectors span q-points along the Γ→M and Γ→K directions.  This qualitative description 
is confirmed by the quantitative calculations presented in Fig. 2.19(a), where )(qrξ  is 
shown to be strongest along the Γ→M and Γ→K directions.  The strong peak at the K 
point is also facilitated by nesting between two opposite faces of the FS of the middle 
energy band (Fig. 2.18(c)).  This band has smaller Fermi velocities that are collinear in 
the top portion of the FS.  The two peaks in )(qrξ  along the Γ→A direction are related to 
nesting vectors along the z-axis.  Along the A→L and H→A directions, )(qrξ features 
several broad but weak peaks that can be attributed to Kohn anomalies.  Kohn anomaly is 
a special case of FS nesting with a nesting vector of 2 Fk
r
 (inset of Fig. 2.20), and it 
induces distinct phonon softening in branch 1 along the H→A and A→L directions.  
Finally, the decrease in the vibrational frequency of the second highest phonon branch 
along the H→A→L direction (Fig. 2.17) is likely to be a result of phonon 
renormalization caused by Kohn anomalies [158].  To explore the dependence of the EPC 
on soft phonon modes, the partial EPC parameter λ for the two softened branches (branch 
1 and 4) along several high-symmetry directions are depicted in Fig. 2.20.  As results of 
phonon softening and FS nesting/Kohn anomalies, broad peaks are observed at the K 
point and along the H→A and A→L directions.  As seen in )(qrξ  (Fig. 2.19(a)), although 
FS nesting vectors span q-points along the Γ→M direction, there is no peak at the M 
point in the partial EPC parameter λ shown in Fig. 2.20.  This feature is a result of 
smaller magnitudes of the relevant electron-phonon matrix elements [159].  This is 
substantiated by the fact that in branch 1, the phonon softening at the M point is not as 
distinct as that at the K point. 
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Figure 2.18.  The FS of P6/mmm SnH4 calculated at 120 GPa.  (a) The 3D view of the 
Fermi surface including all bands. (b), (c), (d) The FS of each band colored by the value 
of the Fermi velocity, with arrows representing the velocity directions.  Red color 
indicates high velocity; blue color represents low velocity.  The FS is sampled with a 
24x24x30 k-mesh.     
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Figure 2.19.  (a) The nesting function )(qrξ of P6/mmm SnH4 along several high 
symmetry lines of qr  calculated at 120 GPa.  (b) The Eliashberg phonon spectral function 
)(2 ωα F  and the electron-phonon integral )(ωλ  of P6/mmm SnH4 calculated at 120 GPa.   
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Figure 2.20.  The partial EPC parameter λ in two soft phonon branches (branch 1 and 4).  
Inset is the (001) cross section of the first B. Z. with the boundary represented by green 
dotted lines.  The FS is resented by blue curves.  Red curves correspond to the Kohn 
anomaly surface. 
 
To investigate possible superconductivity, phonon linewidths, the EPC parameter 
λ and the Eliashberg spectral function )(2 ωα F have been calculated.  The calculated λ is 
1.20 at 120 GPa.  The spectral function )(2 ωα F obtained at 120 GPa and the integrated 
EPC parameter λ as a function of frequency are shown in Fig. 2.19 (b).  The integrated λ 
from acoustic modes below 260 cm-1 constitutes 25% of the total EPC parameter.  The 
intermediate-frequency vibrational modes between 500 cm-1 and 1400 cm-1 contribute 
68% to the total EPC parameter.  The remaining 7% of the total EPC parameter is derived 
from the vibrational modes above 2200 cm-1.  The superconducting critical temperature 
can be estimated from the Allen-Dynes modified McMillan equation Eq. (2.18).  At 120 
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GPa, the calculated ωlog is 921K.  Using µ* of 0.1, 0.12 and 0.13, the estimated Tc are 83, 
77 and 73 K, respectively.   
 
In conclusion, first-principles calculations reveal a novel structure of SnH4 at high 
pressure.  This structure exhibits a P6/mmm symmetry and is stable between 70 and 160 
GPa.  Due to the exceptionally strong EPC, very high superconducting temperatures are 
estimated.  Low-frequency vibrations of massive Sn atoms and high-frequency vibrations 
of H2 units are essential for the EPC.  Soft phonon modes have been observed and found 
to be very effective to enhance the EPC.  The soft phonon modes are induced by the FS 
nesting and Kohn anomalies.   
 
2. 6 Superconductivity in the high-pressure HCP phase 
of xenon 
 
Noble gas solids have long been regarded not to be superconducting.  In one sense, 
they are against the conventional understanding of superconductivity, which states that 
the occurrence of superconductivity is most favorable in systems rich in valence electrons 
[103].  However, it is known that the inert characteristics of noble gas solids will change 
at high pressure.  At lower pressure, noble gases crystallize in the FCC structure.  Upon 
compression, they undergo a phase transition to the HCP structure and become metallic 
[106-110].  The pressure-induced metallization leads to an interesting question, can solid 
noble elements be superconducting as well at high pressure?  This question, however, has 
never been investigated.   
 
In this section, the possibility of superconducting behavior in the metallic HCP 
phase of Xe is explored.  Xe is the most promising noble gas solid.  It has the lowest 
metallization pressure (140 GPa).  Since it is also the heaviest noble gas atom, therefore it 
is expect Xe solid to possess low frequency vibrations that may help to promote phonon-
mediated superconductivity [106].  Moreover, Xe atom is isoelectronic with Cs+ and I- 
and CsI has been found to be superconducting under high pressure [102].  In this 
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investigation, HCP Xe has been studied from 150 to 315 GPa.  The results show that the 
EPC of HCP Xe is strongly spatially anisotropic and localized along a few high-
symmetry directions in the first BZ.  It is also shown that the EPC of HCP Xe is closely 
related to the topology of FS and enhanced by nesting.  The EPC is found to be largest at 
215 GPa with a predicted Tc of 0.04 K. 
 
 
 
Figure 2.21.  The evolution of the electronic band structure of HCP Xe near the Fermi 
level at selected pressures.  
 
 The electronic band structure calculated at 150 GPa (Fig. 2.21), which is close to 
the observed metallization pressure [109], shows clearly that the metallization in HCP Xe 
occurs via the closure of the indirect band gap between the Γ and K points.  This is 
supported by the experimental observation of a sudden appearance of an absorption peak 
arising from inter-band transition [109, 110].  When the pressure is increased, more 
conduction bands cross the Fermi level along the A→Γ→M direction and the dispersion 
of these bands becomes steeper.  Starting from 150 GPa, with increasing pressure the 
energy of the lowest conduction band at the M symmetry point decreases and eventually 
crosses the Fermi level around 200 GPa.  The crossing develops an electron pocket 
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(“hole”) at the M symmetry point and this has a noticeable effect on the crystal structure.  
Although the computed hexagonal lattice parameters, a and c, apparently decrease 
monotonously with increasing pressure, on closer inspection, a subtle change of slope in 
the c/a ratio was detected at around 200 GPa (Fig. 2.22).  This structural change is 
undoubtedly associated with a change in the FS electron topology due to the crossing of 
the conduction band at the M symmetry point.  This phenomenon is known as electron 
topological transition (ETT) and is very common in high-pressure metals.  A well-known 
example is the ETT transition in HCP Zn where a similar change in the c/a was also 
reported at 9 GPa [160, 161]. 
 
 
 
Figure 2.22.  The computed unit cell lattice parameters (a and c/a) of HCP Xe as a 
function of pressure.  The position of the electron topological transition is indicated by 
arrow.  
 
Examination of the electronic bands along the Γ→M direction reveals two almost 
parallel bands crossing the Fermi level and becoming more prominent when the pressure 
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approaches 200 GPa.  Similar parallel bands cutting the Fermi level are also found along 
the K→Γ direction.  The occurrence of parallel bands in the electron band structure is a 
sign of possible nesting of the two FS.  Another noteworthy feature in Fig. 2.21 is the 
simultaneous occurrence of ‘flat band and steep band’ near the Fermi level in the vicinity 
of the M symmetry point.  This feature has been suggested as a favorable condition for 
enhancing electron pairing essential to superconductivity [162]. 
 
Two- (2D) and three- dimensional (3D) FS of HCP Xe at selected pressures are 
depicted in Fig. 2.23.  From the plots of the 2D FS, it is observed that the lowest-energy 
valence band crossing the Fermi level develops into an almost regular hexagon from 150 
GPa to 200 GPa.  At pressure lower than 200 GPa, the hexagonal FS shrinks and distorts 
significantly.  On the other hand, the hexagonal FS expands and the sides become more 
concave towards the center of the BZ with increasing pressure.  At 200 GPa, the opposite 
faces of the hexagonal FS are nearly parallel, suggesting possible nesting of the two 
pieces of the FS.  For example, one possible vector is shown as the red arrow in Fig. 2.23.  
Moreover, other sets of possible nesting vectors can be identified and shown as blue and 
green arrows, connecting the FS of the second highest energy band to the highest energy 
band along the Γ→K and Γ→M directions, respectively.  These two sets of nesting 
vectors connect the parallel bands crossing the Fermi level along the Γ→K and Γ→M 
directions in the electronic band (Fig. 2.21).  The computed nesting function )(qrξ of HCP 
Xe at 200 GPa along several high-symmetry directions of qr in the first BZ is shown in 
Fig. 2.24.  The peaks along the Γ→A direction show nesting along the z-axis.  Along the 
Γ→M and Γ→K directions, )(qrξ exhibits several peaks corresponding to nesting located 
in the (001) plane.  Specifically, the strong sharp peak between the Γ and M symmetry 
points is related to the nesting vector connecting the opposite side faces of the hexagonal 
FS (red arrow), and several weaker peaks due to nesting vectors on the upper and lower 
surfaces of the hexagonal FS.  The sharp peak between the Γ and K symmetry points is 
attributed to the other set of nesting vectors (blue arrow).  The weak peaks around the K 
symmetry point are due to nestings within the highest energy band.  Although it is not 
feasible to visualize all the possible nesting vectors of a 3D FS, the nesting function )(qrξ  
clearly shows that nestings are more favorable in the (001) plane.  In general, the 
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occurrence of a FS nesting indicates that the structure is at the proximity of electronic 
instability.  As a result, a nested FS is often strongly correlated to EPC, and enhances the 
value of λ. 
 
 
 
Figure 2.23.  The FS of HCP Xe computed at selected pressures.  (Left) Three-
dimensional FS of HCP Xe at 200 GPa.  The FS of the four valence bands crossing the 
Fermi level, in order of decreasing energy, is colored in blue, green, red and cyan.  (Right) 
2D FS cross sections parallel to the (001) plane through Γ in the first BZ at three 
pressures.  Possible nesting vectors are indicated by arrows. 
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Figure 2.24.  The nesting function )(qrξ along several high-symmetry lines of qr for HCP  
Xe at 200 GPa.   
 
The calculated EPC parameter λ was found to increase from 150 GPa reaching a 
maximum value of 0.27 at 215 GPa.  Then it decreases gradually at higher pressures 
(inset of Fig. 2.25).  The two main factors governing λ are FS nestings, which have been 
quantified by the analysis of the nesting function (vide supra), and the electron-phonon 
matrix elements j mqknkg rrr +, .  The FS nesting is most significant at 200 GPa; therefore, the 
maximum value of λ is expected to be in the proximity provided that j mqknkg rrr +,  does not 
vary drastically with pressure.  In HCP Xe, as a result of a balance between FS nesting 
and electron-phonon matrix elements, a maximum value of λ = 0.274 is predicted at 215 
GPa. 
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Figure 2.25.  The estimated superconducting critical temperature Tc with several 
Coulomb pseudopotential µ* computed at selected pressures.  (Inset)  The EPC parameter 
λ as a function of pressure.  
 
Fig. 2.26 (a) shows the Eliashberg spectral function )(2 ωα F  at three different 
pressures.  At 150 GPa, a relatively narrow band (indicated by arrow) between 160 and 
210 cm-1 and centered at 190 cm-1 contributes most to the EPC.  The integrated λ over 
this frequency range is 0.54, which constitutes 43% of the total coupling parameter.  As 
pressure increases, the peak shifts to higher frequency and becomes broader.  At 215 GPa, 
the peak is located at ca. 220 cm-1.  As λ is inversely proportional to the vibrational 
frequency, lower frequency modes are expected to contribute more effectively to the total 
EPC.  In principle, the shift of the vibrational bands to higher frequency with increasing 
pressure should reduce the EPC parameter.  However, from 150 GPa to 215 GPa, the 
height of the peak in )(2 ωα F increases with pressure and this height increase overcomes 
the increase in frequency, i.e., decrease in 1/ω.  The net effect is that the EPC parameter λ 
increases within this pressure range.  When the pressure is increased beyond 215 GPa, the 
height of the “peak” in the spectral function decreases rapidly and the peak becomes very 
broad.  At 315 GPa, EPC is no longer localized within a narrow vibrational region.  The 
distribution of the spectral function now covers almost the entire vibrational range.  This 
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observation suggests that at pressure below 215 GPa, vibrational frequencies between 
180 to 220 cm-1 contribute most significantly to the EPC.  When pressure is increased 
further, these contributions are reduced, resulting in a net decrease of the EPC parameter.  
Fig. 2.26 (b) shows )(2 ωα F  and the integrated λ at 215 GPa projected onto individual 
vibrational modes.  The peak centered at 210 cm-1 in the )(2 ωα F  (Fig. 2.26 (a)) is found 
to derive mostly from the longitudinal acoustic (LA) mode.  The integrated value of λ of 
the LA mode between 200 and 214 cm-1 is 0.067 that is almost 25% of the total λ .  Two 
transverse acoustic modes (TA1 and TA2) also contribute to this band.  The transverse 
acoustic mode TA1 makes noticeable contribution to the total EPC parameter λ between 
115 and 160 cm-1.  On the other hand, the TA2 mode contributes more strongly between 
225 and 248 cm-1.  Several weaker peaks found in the optical region above 290 cm-1 do 
not contribute to the total λ as much as the acoustic modes.  Among the optical modes, 
the transverse mode TO1 contributes most, with an integrated λ of 0.019 which is only 
about 18 % of the LA mode. 
 
To fully characterize the distribution of EPC in the first BZ, the phonon linewidth 
of HCP Xe at 215 GPa along several high-symmetry directions are shown in Fig. 2.27 (a).  
Regions with large phonon linewidth are circled in red in the corresponding phonon band 
structure shown in Fig. 2.27 (b).  The phonon linewidth of the acoustic modes shows a 
strong spatial anisotropy.  The TA1 branch shows three broad peaks near the M, L and K 
symmetry points.  From the phonon band structure, it is found that the peaks in the 
phonon linewidth at M and L are associated with vibrational frequencies between 120 and 
200 cm-1.  This corresponds to the two weak low-frequency peaks in the )(2 ωα F  
function (Fig. 2.26 (b)).  The peak belonging to the TA1 mode at point K has vibrational 
frequencies between 210 and 230 cm-1 and also appears in the electron-phonon spectral 
function )(2 ωα F .  The TA2 mode has a broadly similar distribution of phonon linewidth 
as the TA1 mode, with the higher energy vibrations having a larger phonon linewidth.  
The LA mode shows two sharp peaks along the Γ→M→L direction corresponding to 
vibrations spanning from 180 to 220 cm-1.  Evidently, these are the dominant phonons 
giving the large integrated λ for the LA mode near the 210 cm-1 band in )(2 ωα F  as 
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discussed earlier.  Other LA phonons with large linewidths around the K symmetry point 
contribute to the EPC between 260 and 300 cm-1.  The LO phonon shows a sharp increase 
in the linewidth at K with minor peaks at several high symmetry points.  Weighed by 
relatively high vibrational frequencies, these modes do not contribute significantly to the 
EPC parameter. 
 
 
Figure 2.26.  The Eliashberg spectral function )(2 ωα F  as a function of vibrational 
frequency computed at selected pressures.  (a) The )(2 ωα F computed at three pressures.  
The arrows show the evolution of the most distinct peaks at the three pressures.  (b)  The 
projected )(2 ωα F  on different vibrational modes (solid curves) and the integrated λ  
from each mode (dash-dot curves) as a function of vibrational frequency, obtained at 215 
GPa. 
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Figure 2.27. (a) The phonon linewidth at 215 GPa along several high-symmetry 
directions in the first BZ. (b) The phonon band structure computed at 215 GPa. 
 
In summary, the possible superconductivity of HCP Xe has been studied for 
pressure between 150 and 315 GPa.  An ETT is found around 200 GPa.  This transition is 
due to a change in the topology of the FS as a result of the crossing of a conduction band 
below the Fermi level leading to an anomaly in the c/a ratio.  The EPC was found to 
increase with pressure and to be maximized at 215 GPa.  The EPC is facilitated by 
nestings of the FS.  Lattice dynamics and phonon linewidth calculations show that the 
EPC of HCP Xe is dominated by acoustic vibrations, especially the longitudinal 
vibrations with frequencies between 200 cm-1 and 214 cm-1.  The EPC strength was found 
to be localized around a few high-symmetry points in the first BZ.  The logarithmic 
average of the phonon frequencies ωlog, however, was found to be rather small and not 
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enough to support a superconducting critical temperature Tc higher than 0.04 K (µ*=0.1) 
at 215 GPa.  The predicted Tc is achievable with current experiment techniques.  
 
2. 7 A perspective 
 
In this chapter, through state-of-the-art numerical computations, the 
superconducting properties of several high-pressure solids were investigated based on the 
Migdal-Eliashberg theory [58-61] within the framework of the BCS model [67].  The 
selected materials, Li, Xe, and Group IV hydrides, each represents a group of chemically 
distinct system.  Alkali metal Li, at ambient conditions behaving like a nearly free-
electron gas, has been found to be superconducting with Tc up to 17K under pressure [69-
71].  Noble gas Xe is well known for being chemically inert at ambient pressure [72].  
However, under pressure, it was predicted that solid Xe could be superconducting albeit 
with a comparatively low Tc of ~ 0.04 K.  Group IV hydrides were predicted as good 
superconductors under high pressure, where the hydrogen atoms are pre-compressed by 
heavier Group IV atoms and possess high-frequency vibrations [73-76].  This prediction 
is supported by the recent experiments on SiH4, in which the pressure-induced 
superconducting state was found and Tc up to 17 K was observed [78].    
 
 These investigations have revealed several characteristic features in lattice or 
electronic structures lead to the pressure-induced superconductivity.  These features are,  
 
1. High-frequency phonons.  High-frequency phonons will increase the logarithmic 
average of phonon frequencies ωlog, and therefore enhance the EPC.  This is the 
reason that dense pure hydrogen is expected to have very strong EPC and high Tc.  
The hydrogen atom is the lightest element and possesses the high M-H (M=metal) 
vibrational frequency in the solid.  In the high-pressure phase SnH4, the high-
frequency phonons, are the molecular-like H-H vibrations with frequencies as high as 
2800 cm-1 [75].   
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2. Soft phonon modes.  All materials studied in this chapter share one common feature, 
the softening in their phonon band structures.  The phonons of the soft modes are 
strongly coupled and raise the partial EPC to a very high value without causing 
structural instability.  These soft modes are usually localized in a small region of the 
first BZ.  However, their contributions to the total EPC are crucial.  For FCC Li, Tc 
can be as high as 20 K with only the modes near the K point strongly coupled [140].   
 
3. FS nestings.  Through the study on SnH4 and Xe, it is observed FS nesting and 
phonon softening are strongly coupled to each other and contribute significantly to 
the EPC.  Indeed, both FS nesting and phonon softening indicate the structure is close 
to electronic and structural instability, respectively.  Thus, the system is in the 
proximity of structural phase transition, and this may be stabilized by a transition to 
superconducting states.  In the quantum mechanical description of the EPC in Eq. 
(2.14), two factors governing EPC and FS nesting, are (i) the possibility of two 
electrons being paired and (ii) the magnitude of the electron-phonon matrix 
elements j mqknkg rrr +,  reflecting the strength of the pairing.  In all the superconducting 
materials examined in this thesis, FS nesting is the major driving force for 
superconductivity.  The analysis of FS nesting gave information for a qualitative 
estimate of the EPC.  This analysis is very useful especially when quantitative 
calculations are not feasible for very large system.  For example, Fig. 2.28 shows the 
2D and 3D FS of pristine c-C60 [115].  FS nestings are expected to exist along the 
vectors indicated in the figure.  Without explicit calculation of EPC, which is not 
feasible for this complicated system, one can reasonably suggest from the possibility 
of FS nesting may lead to electronic instability and the enhancement of EPC. 
 
4. Kohn anomalies.  Kohn anomaly is a special case of FS nesting with a nesting vector 
of 2 Fk
r
.  As shown in the case of SnH4 (Fig. 2.17), the system underwent a substantial 
phonon renormalization to lower frequencies at the boundary of the first BZ where 
the Kohn anomalies happen.  This process is accompanied by strong EPC (Fig. 2.20).  
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5. Parallel electronic bands.  The appearance of parallel bands in the electronic band 
structures is a promising condition for superconductivity.  Eq. (2.24) shows that the 
FS nesting becomes larger when the velocities of two electrons are small and/or 
collinear.  The velocity of an electron is the derivative of its electronic band with 
respect to momentum.  Collinear velocities mean that the two electronic bands are 
parallel.  Small velocity of electrons means that their electronic bands are rather flat 
and non-dispersive. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.28.  (a) The electronic band structure of pristine c-C60 along the G-E1-X0 
direction.  (b) FS for the two bands crossing the Fermi level.  (c) 2D cross sections of FS 
at different ky values (planes perpendicular to Γ-Y0 and parallel to the Γ-X0-X3 plane) in 
the first BZ.  Arrows indicate possible nesting vectors. 
 
Through detail analysis of electronic and phonon structures, relevant properties 
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that affect superconductivity in high-pressure solids are generalized above.  It is hoped 
that these understandings can encourage further studies on superconductivity.  
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CHAPTER 3  
Vibrational spectra and electronic structures of high-
pressure materials 
 
 The IR and Raman absorptions are results of interactions between the lattice 
vibrations and incident EM field.  These are the two widely used spectroscopic 
techniques to characterize materials.  The vibrational spectra probe the potential energy 
surface of the atoms in the neighborhood of the equilibrium lattice geometry, and thus 
provide information on structural properties and chemical bonds.  IR measures the change 
in the electric dipole moment and Raman measures the change in the polarizability of the 
system with lattice vibrations.  The EM radiations used in IR and Raman experiments 
have frequency region between 400 cm-1 and 8000 cm-1.  The vibrational frequencies of 
all materials are well within this frequency range.  For example, at ambient pressure, the 
highest reachable vibrational frequency is the H-H stretching in hydrogen molecule, 
where the frequency is 4200 cm-1.  At high pressure, the vibrational frequencies of solids 
will increase due to enhanced inter-atomic force constants, but are still within the IR 
range.  Only zone center phonons are responsible for the IR and Raman absorptions.  
Moreover, the IR and Raman absorptions must satisfy specific selection rules. 
 
In this chapter, first-principles calculations of IR and Raman spectra are presented 
for the high-pressure structures of solid H2, O2, and SiH4.  The theoretical results will be 
compared with available experimental results to assist the characterization of the high-
pressure structures.  The calculations were performed using the PSPW method within the 
framework of the DFT [62].  The derivatives of total energy, namely Born effective 
 84
charges, polarizability tensors, and Raman tensors were calculated with the DFPT [9].  
Details of the theoretical framework will be presented below.  
 
 Another subject to be presented in this chapter is the characterization of chemical 
bonding of a high-pressure solid using the Bader’s AIM method [79-81].  The AIM 
method is based on the analysis of the gradient and Laplacian of the electron density )(rrρ , 
and offers several advantages over that of the inspection of charge density and/or the ELF 
technique.  First of all, weak features associated with slight variation in the electron 
density are amplified from the analysis of the derivatives of the charge density.  Second, 
the assignment of a “bond” is based on unambiguous and formal definitions derived from 
characteristics of the derivatives of the charge density.  The AIM method has been 
employed extensively mostly with great successes for the characterization of chemical 
bonds in molecular phases.  The application of AIM method to solid state structure is new 
[163-165].  In this chapter, this method was applied to characterize the chemical bonding 
of the high-pressure ε phase of solid O2, in which the structure has only been resolved by 
experiments recently [82, 83].  
 
3. 1  Introduction 
 
3. 1. 1  IR spectrum 
 
When EM radiation interacts with a crystal, the charge distributions will be 
perturbed by the electric field of the EM waves.  This perturbation results in oscillations 
of the atoms and induces electric dipole transitions within the lattice.  In ionic crystals, a 
long-range macroscopic electric field can also arise from the long wave ( qr ~0) 
longitudinal optical (LO) vibrations.  Since separations between positive and negative 
ions are changed in the LO vibrations, a macroscopic electric field will be induced and 
altered the restoring Coulomb forces between ions.  These restoring forces will change 
the frequencies of the LO vibrations and lead to the well known LO-TO splitting 
phenomenon in ionic crystals [166, 167].  To compute the change of the dipole moment 
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subject to the lattice vibrations, it is convenient to expand the dipole moment with respect 
to the normal coordinates of the vibrational modes,  
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Here α is the Cartesian component x, y, and z.  The derivative is evaluated at the 
equilibrium geometry.  The qm is the normal coordinates associated with the m-th 
vibrational mode and can be converted to the atomic displacements in Cartesian 
coordinates by the relation,   
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where miu β,  is the atomic displacement of the i-th atom along Cartesian direction β caused 
by the m-th vibrational mode.  The miU β,  is the eigenvector of this mode.  The IR intensity 
of the m-th vibrational mode, essentially proportional to the induced change of the dipole 
moment, is given by [168] 
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Substituting Eq. (3.2) into Eq. (3.3), the IR intensity can be rewritten as 
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Using the definition of the Born effective charge, Eq. (3.4) can be represented by [46, 169] 
 
 86
2
1 1 1
,
*
,,∑ ∑∑
= = =
⋅∝
α β
ββα
i
m
ii
m
IR eZI ,                                       (3.5) 
 
Here mie β,  is the atomic displacement eigenvector that is normalized to the atomic 
displacement by the square root of atomic mass.  The evaluation of IR intensity requires 
the knowledge of the eigenvalues and eigenfunctions of zone center phonons and the 
associated Born effective charges, both quantities are related to the second derivatives of 
the total energy and can be calculated using DFPT [9].  The Born effective charge is 
defined as 
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where α,macP  is the macroscopic polarization in direction α and 0Ω  is the unit cell volume.  
The Born effective charge describes the change of polarization in direction α caused by 
the atomic displacement in direction β.  In the presence of electric fieldεr , the electric 
enthalpy of the system is  
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where 0totalE  is the total energy of the system in the ground state.  Therefore,  
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Substituting Eq. (3.8) into Eq. (3.6), it is clear that the Born effective charge is a second 
derivative of the electric enthalpy [169],  
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3. 1. 2  Raman spectrum 
 
 Raman spectrum is associated with the change of polarizability during the lattice 
vibrations.  Therefore, when the polarizability changes with particular lattice vibrations, 
these vibrational modes are Raman active.  Similar to the analysis of the IR spectrum, the 
polarizability of the system can be related with the vibrational modes [169],   
 
])[( 2
0
,0
,,
m
m
m
m qOqq
+⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂+= ∑ βαβαβα ααα .                     (3.10) 
 
Here the polarizability tensor βαα ,  is the second derivative of the electric enthalpy,  
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The polarizability αt  describes the strength of induced dipole moment with external 
electric field,  
 
ββαα εα ,, =macP .                                          (3.12) 
 
The incident EM wave can be represented as  
 
)cos(0 tA inωε β = ,                                     (3.13) 
 
where A0 is the amplitude and ωin is the angular frequency.  If the lattice vibrations 
behave as harmonic oscillations, for each vibrational mode qm the instantaneous 
displacement can be written as,  
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With quantized vibrational energies,  
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The interaction between the vibrational modes and incident EM waves can be readily 
deduced by substituting Eq. (3.14) into Eq. (3.10), and then substituting Eq. (3.10) into 
Eq. (3.12),  
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From the above equation, the induced dipole moments will be created at three distinct 
angular frequencies, namely inω , mvibin ωω − , and mvibin ωω + .  The first term in Eq. (3.16) is 
corresponding to the elastic scattering in which the frequency inω of the EM wave and the 
polarizability 0,βαα  of the system do not change during the scattering procedure.  The 
other two terms are related to inelastic scattering in which the frequency of the EM wave 
decreases/increases and the polarizability of the system changes during the scattering 
procedure.  These two scattering procedures are known Raman scattering, with the 
energy-loss referred to Stokes scattering, and the energy-gain referred to anti-Stokes 
scattering [170, 171].  The Raman intensity associated with the m-th vibrational mode is 
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where Seˆ  and Leˆ  are the polarization vectors for the scattered and incident EM waves.  
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After angular average in the entire space, Eq. (3.17) becomes [168] 
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In the above equations the tensor mT βα ,  is the Raman tensor, which is the first derivative of 
the polarizability tensor with respect to the normal-mode coordinates qm,    
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Since the polarizability tensor is the second derivative of the electric enthalpy, to obtain 
the Raman tensor, third derivatives of the electric enthalpy needed to be calculated.  The 
third derivative can be calculated within the framework of DFPT using the 2n+1 theorem 
(see section 1. 2).  
 
3. 1. 3  AIM analysis 
 
The basic idea of the AIM analysis is to extract bonding information from the 
electron density )(rrρ in molecules or solids [79-81].  The analysis of the electron density 
gradient )(rrρ∇  helps to define an atom within a molecule or solid.  Since the electron 
density )(rrρ  is a continuous variable of electron coordinates, it is not well defined how 
to partition electrons amongst fragments of the system such as atoms.  The AIM analysis 
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is a scheme to divide a molecule into atomic regions based on the electron density 
gradient )(rrρ∇ .  In a solid or molecule, the atomic regions are defined by the ‘zero flux 
surfaces’ (Fig. 3.1), where there is no flux from the electron density gradient )(rrρ∇ .  
Therefore,   
 
0)()( =⋅∇ ss rnr rrrρ .                                                    (3.22) 
 
Here )( srn
rr  is the unit vector normal to the surface at position sr
r .   
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.1.  The contour map of the electron density )(rrρ  for a diatomic molecule.  The 
curve in red color denotes the ‘zero flux surface’ that is not crossed by any trajectory of 
the electron density gradient )(rrρ∇ .  The line in blue color shows an arbitrary surface 
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that does not satisfy the ‘zero flux’ boundary conditions.  This figure is taken from 
http://www.chemistry.mcmaster.ca/aim. Similar figure can be found in Ref . 79.  
 
The analysis of the electron density minima and maxima, i.e., at critical points 
(CP), cpr
r  for which )( cpr
rρ∇  = 0, allows the characterization of the nature of interactions.  
Once the CP cpr
r  points are located and the curvature with respect to the spatial directions 
calculated, (i.e., the second derivative — Laplacian, )(2 cpr
rρ∇ , or Hessian matrix), 
different classes of CP’s can be distinguished.  Each CP is quantified by its principal 
curvatures, i. e\., the eigenvalues of the Hessian matrix.  An ordered pair of integers (n, m) 
designates its rank (n — number of non-zero eigenvalues) and signature (m — the 
difference between the number of positive and negative eigenvalues).  For example, in 
the atomic nuclei, all curvatures in the three mutually perpendicular directions are 
negative and )(rrρ  is a local maximum at cprr .  These points are classified as (3, -3) CP’s.  
Along the bond direction between two atoms, two curvatures are negative and )(rrρ  is a 
maximum at cpr
r in the plane defined by their corresponding axes and is a minimum at cpr
r  
along the third axis that is perpendicular to this plane.  This CP is defined as (3, -1).  
When there is a bond between two atoms, it is observed that two (3, -3) CP’s are 
connected by one and only one gradient line that presents a (3, -1) bond critical point 
(BCP) in the limit between both basins (Fig. 3.2).  This is a signature for the occurrence 
of a chemical bond.  The gradient line connecting both nuclei defines the ‘bond path’.  
The value of )( cpr
rρ at a BCP gives a loose indication of bond strength.  In a similar 
manner, a (3, +1) CP can be assigned where two curvatures are positive and )(rrρ  is a 
minimum at cpr
r  in the plane defined by their corresponding axes.  The )(rrρ  is a 
maximum at cpr
r  along the third axis which is perpendicular to this plane.  Such CP’s are 
detected somewhere within a ring structure, and therefore, they are also called ring 
critical points (RCP).  Finally a (3, +3) CP, or cage critical point (CCP), is identified 
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when all curvatures are positive and )(rrρ  is a local minimum at cprr .  These correspond to 
a cage structure with a (3, +3) point found inside the cage structure. 
 
 
 
 
 
 
 
 
 
Figure 3.2.  A display of the electron density )(rrρ  for an ethene molecule.  (Left) The 
contour map of  )(rrρ  projected on the plane that contains two carbon and four hydrogen 
nuclei.  (Right) The three dimension view of )(rrρ .  The absolute maxima in )(rrρ  at the 
carbon nuclei are not shown completely because of their large values.  This figure is 
taken from http://www.chemistry.mcmaster.ca/aim. Similar figure can be found in Ref . 
79. 
Further information can be obtained once the CP’s of a given molecule are 
defined.  The energy at a CP )( cprH
r  can be used to distinguish between covalency and 
ionicity.  The )( cprH
r  is defined as [172, 173] 
)()()( cpcpcp rVrGrH
rrr += ,                                        (3.23) 
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where G and V stand for the kinetic and potential energies, respectively.  The local virial 
theorem is written as                         
                                                ( ) ( ) ( )rVrGr rrr +=∇ 2
4
1 2 ρ  .                                     (3.24)  
Combining these formulas, the energy at a CP is 
 
                                              ( ) ( ) ( )cpcpcp rGrrH rrr −∇= ρ241  .                                     (3.25)  
 
Since the kinetic energy ( )cprG r  is always > 0 and  ( )cprV r  is always < 0, when ( )cprH r  < 0, 
the potential energy dominates over the kinetic energy in cpr
r , the electronic charge 
stabilizes the system, indicating a covalent bond.  On the other hand, when the kinetic 
energy dominates over the potential energy, the electronic charge at this point destabilizes 
the system, and ( )cprH r  has a positive value and may correspond to closed-shell 
interactions or an ionic bond.  The value of )( cpr
rρ , electron density at the BCP, gives a 
loose indication of bond strength.  For a “regular” shared bond, )( cpr
rρ  is generally quite 
high (> 10-1 a.u.) and so is the Laplacian.  In contrast, for a weak “closed-shell” 
interaction, )( cpr
rρ   is substantially smaller (~10-2 a.u.) and the Laplacian is often positive.  
It should be emphasized that the topology of the charge density is not a consequence of 
the geometry.  Locations of the critical points are determined by the electron density 
distribution that is governed by the quantum mechanics of the system. 
 
3. 2  IR and Raman spectra of high-pressure phase III  
of hydrogen 
 
Solid molecular hydrogen at high pressure has been one of the most challenging 
research topics for many decades.  The strong IR absorption observed at about 150 GPa is 
a subject that has been investigated often and its understanding is essentially dependent 
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on the detailed structures of solid hydrogen [112, 174].  Previous studies proposed 
candidate structures and interpretations [84, 85, 175] for the origin of the sudden increase 
of IR absorption in the phase III of hydrogen at pressure above 150 GPa.  Phase III 
occupies an unique position in the pressure-induced phase diagram of solid hydrogen.  It 
was found that the IR activity of H2 vibrons increases dramatically from its precursor 
phase II.  This observation led to the hypothesis on the formation of a charge-transfer 
complex with an increasing band gap.  This suggestion is intriguing since it is suggested 
that solid hydrogen may not be metallic at high pressure.  Recently, based on the 
theoretically calculated melting curve [176, 177], it was speculated that hydrogen may 
even become a novel superfluid with superconducting properties [178].  Therefore, the 
knowledge of the crystal structure for this important phase III is critical.  However, the 
determination of the structures of high-pressure phases of hydrogen is experimentally 
challenging.  Intensity of the X-ray diffraction pattern is expected to be very low and it is 
difficult to determine the positions of the hydrogen atoms.  In principle, it is possible to 
determine the positions of hydrogen atoms with neutron scattering experiments.  
However, current technology limits the reachable pressure in neutron experiments under 
40 GPa.  With these difficulties, the structure of the high-pressure phase III of hydrogen 
remains unknown.  On the other hand, useful structural information can be deduced from 
the spectroscopic studies, i.e., the IR and Raman experiments.  This information might be 
used as a diagnostic tool to differentiate among proposed structural models.  Over the 
years, many candidate structures have been predicted for phase III of hydrogen through 
theoretical calculations [84-86].  Among these structures, an orthorhombic Cmcm 
structure was found to be dynamically stable and considered as a promising model [85].  
A very recent application of the quasi-random method (A brief description is presented in 
Chapter 4) to search for stable structures of high-pressure phases of hydrogen, however, 
obtained a new monoclinic structure with C2/c space group [44, 86].  To examine this 
new structure and compare it with the previous Cmcm structure, in this section the 
structures and spectroscopic properties of the C2/c and Cmcm structures are investigated 
and compared with experimental data.  It is found that these two structures have similar 
structural feature and their spectroscopic properties such as high IR intensity agree with 
experimental findings near 160 GPa.  The Raman and IR spectra as well as the detailed 
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phonon stabilities of the C2/c and Cmcm structures are examined.  The pressure 
dependence of the IR absorption intensity of the C2/c structure is shown to be in 
excellent agreement with experiment. 
 
PSPW first-principles calculations have been performed within the framework of 
DFPT with the electronic structure package Quantum-ESPRESSO [62] using the PBE 
GGA.  The electronic wavefunction and the charge density were expanded with a kinetic 
energy cutoff of 80 and 320 Ry, respectively.  MP meshes were used for the first BZ 
integrations in the electronic calculations (k-mesh), and the BZ sampling in phonon 
calculations (q-mesh).  The electronic band energies were computed with 16×16×16 and 
10×20×20 MP k-meshes for the C2/c and Cmcm structures, respectively.  For the C2/c 
structure, individual phonon calculations were performed on a 4×4×4 MP q-mesh with a 
8×8×8 MP k-mesh for the first BZ integrations.  For the Cmcm structure, individual 
phonon calculations were performed on a 5×10×10 MP q-mesh with a 6×12×12 MP k-
mesh for the first BZ integrations.  Born effective charges, IR and Raman intensities were 
obtained using DFPT as implemented in the Quantum-ESPRESSO package. 
 
The crystal structures optimized at 160 GPa and the pressure dependence of the 
enthalpies of the two candidate structures, orthorhombic Cmcm and monoclinic C2/c, are 
shown in Figs. 3.3 and 3.4.  Within this pressure range, the C2/c structure is lower in 
enthalpy by ~0.05 eV/atom than the Cmcm structure.  At 160 GPa, the optimized atomic 
coordinates and site symmetries for the C2/c structure are H1: 8f 0.1273 0.4460 0.2208;  
H2: 8f 0.2574 0.3314 0.2432;  H3: 4e 0.00 0.0957 0.250; H4: 4e 0.00 0.8521 0.250 with 
lattice constants a = 5.368, b = 3.063, c = 3.286 Å, and β = 123.19º.  At 150 GPa, the 
optimized coordinates for the Cmcm structure are H1: 8g 0.8689 0.2919 0.7500;  H2 8g 
0.7525 0.4231 0.7500;  H3 4c 0.0000 0.6563 0.7500;  H4 4c 0.0000 0.8997 0.7500 with 
lattice constant a = 5.319, b = 3.093 and c = 2.798 Å.  The C2/c structure is closely 
related to the Cmcm structure as seen in Fig. 3.3.  Both structures are planar but the 
principal difference is the monoclinic C2/c structure resulting from a slight compression 
and shearing of planes.  The critical feature of the C2/c structure is the different 
molecular H–H bond lengths.  At 160 GPa these bond lengths are 0.749 and 0.743 Å and 
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occur in a 2:1 ratio.  This is similar to an earlier structure obtained by first-principles 
molecular dynamics study, but in that study the shorter bonds were more prominent and 
the H2 molecules slightly non-planar.     
 
 
 
Figure 3.3.  Perspective views of two candidate structures of solid hydrogen optimized at 
160 GPa.  The dotted lines connect adjacent hydrogen atoms. 
 
 
 
 
 97
 
 
Figure 3.4.  Comparison of enthalpies of the C2/c and Cmcm structures near 160 GPa. 
 
The calculated phonon band structures shown in Figs. 3.5 and 3.6 confirm that 
both the C2/c and Cmcm structures are dynamically stable in the absence of imaginary 
frequency modes.  Additional phonon calculations establish the stability range of these 
two structures to be between 150 GPa and 200 GPa.  The two structures have essentially 
identical phonon DOS at 150 GPa, with the C2/c structure having slightly lower 
frequencies in the vibron region. 
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Figure 3.5.  Phonon band structure and DOS for the C2/c structure calculated at 150 GPa.  
Figure 3.6.  Phonon band structure and DOS for the Cmcm structure calculated at 150 
GPa.  
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The IR and Raman spectra of the C2/c and Cmcm structures calculated at several 
pressures are presented in Fig. 3.7.  To mimic experiment, a Gaussian width of 50 cm-1 
was used to broaden the calculated spectra.  The calculated and experimental [179] 
pressure dependences of the infrared active modes are compared in Fig. 3.8.  In 
agreement with the experiment, the calculations show in both the Cmcm and C2/c 
structures, there are IR activities in both the vibron and lower frequency phonon modes.  
The calculated pressure dependence for both phonons and vibrons is also in very good 
agreement with experimental results [179].  In particular, the number of IR and Raman 
active bands of the C2/c structure agrees exactly with that observed in the experiment.  It 
should be noted that the present calculation describes the solid at 0 K where there is 
complete conversion to para-hydrogen.  All calculations were performed in the spin-
restricted formalism.  Therefore, non-magnetic structures for both candidate models were 
assumed implicitly.  Ortho-para-hydrogen is not described by the methods employed 
here. 
 
An outstanding question is the understanding the origin of the enhanced IR 
activity in phase III of hydrogen.  The calculated IR intensity of the C2/c structural model 
agrees substantially with experiments [179].  A roton mode around 1600 cm-1 and its 
pressure dependence have been studied by Chen et. al. at low temperature [180].  This 
observation is reproduced by an infrared active mode (Fig. 3.8(c)) of the C2/c structure.  
The calculated IR and Raman spectra for the C2/c structure also yield very good 
agreement in the low frequency region (Fig. 3.8).  More significantly, the appearance of a 
single infrared active band (roton mode) in the 1600 cm-1 region is consistent with the 
C2/c structure obtained here.  The calculated IR spectrum for the Cmcm structure, 
however, gave two H2 vibron modes separated by 95–107 cm-1 between 150 and 200 GPa.  
Therefore, based on this observation, the Cmcm structure can be ruled out.  This study 
illustrates the importance of employing the spectroscopic data for identifying correct 
structures among competing ones with very similar enthalpies, as is the case for solid 
hydrogen. 
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Figure 3.7.  Calculated IR and Raman spectra of the Cmcm and C2/c structures at 150, 
180, and 200 GPa. 
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Figure 3.8.  Comparison of calculated and experimental pressure dependences of low 
frequency (a) IR and (b) Raman frequencies for two candidate structures.  (c) Calculated 
high frequency IR and Raman peak frequencies for the C2/c structure. 
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An important aspect of the current study is the calculation of the IR intensities and 
their pressure dependence.  A substantial increase in the intensity of the vibron peaks was 
originally reported on solid hydrogen at 85 K [175].  Several proposals have been 
suggested to explain this large enhancement of IR intensity and their pressure dependence 
[84-86].  The suggestions are dependence on the model structure.  An objective of the 
current study is to provide a quantitative comparison of the experimental spectra with 
different structural models.  The pressure dependence of the IR and Raman spectra of the 
C2/c and Cmcm structures is shown in Figs. 3.7 and 3.8, respectively.  The C2/c structure 
yields spectra features in the 150–200 GPa region that are in accord with the 
experimental spectra.  At 150 GPa, there is a single broad vibron band composed of two 
close absorption bands at 4174 and 4180 cm-1 (Fig. 3.7).  In addition, there is a strong 
band composed of peaks at 1656 and 1707 cm-1 (Fig. 3.7).  The calculated intensity of the 
vibron band is about 4 times more intense than that of the lower frequency phonon band.  
The lower frequency phonon band is composed of two main translational modes with 
small contributions from the librations.  The pressure dependence of the Born effective 
charges for the vibron band has also been reported [166].  The pressure dependence of the 
Born effective charges has been calculated from linear response theory, and the ratio for 
200 and 160 GPa is 1.16 for the C2/c structure compared to the experimental value of 
1.19.  As shown in Fig. 3.3, the local structure around a hydrogen atom in the C2/c 
structure is highly anisotropic.  At 160 GPa, there are two distinct H–H bond distances of 
0.749 and 0.743 Å indicating that not all the H2 molecules are equivalent in this structure.  
The difference of 0.006 Å is consistent with previous predictions for the Pnma and Cmcm 
candidate structures [84, 85].  On the other hand, the nearest H–H inter-molecular 
contacts range from 1.292 to 1.447 Å.  A unique feature of the C2/c structure is the 
approximate T-shape arrangement of a group of three H2 molecules.  In this configuration, 
the central hydrogen atom contacts with two hydrogen atoms from the two adjacent H2 
molecules at 1.292 Å.  Between the H2 molecules, there are small but still significant 
orbital overlaps.  In view of the very anisotropic environment and the covalent 
interactions between H2 molecules, the enhancement in the observed IR activity can be 
attributed to dynamical charge transfer in the vibrating H2 molecules. 
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The pressure dependence of the low-frequency IR and Raman spectra is compared 
with the experimental data obtained at 85 K in Fig. 3.8.  In the experimental data [179], 
only the peak positions in the spectra are shown.  It should be noted that there are three 
absorption bands in the calculated Raman spectrum.  These bands that are separated by 
only 50 cm-1 are not resolved in the experiment.  The comparison clearly reveals a 
reasonable agreement between theory and experiment [175].   
 
In summary, the structures, IR and Raman spectra of two competitive candidate 
structures for high-pressure phase III of solid hydrogen were examined in detail.  The 
results presented here confirm that the C2/c structure is the most reasonable model at 160 
GPa based on a minimum enthalpy.  The present results for the IR and Raman spectra 
demonstrate that the vibrational frequencies are very sensitive to the local structure.  This 
sensitivity can be used as a diagnostic tool to differentiate candidate structural models 
that have very close calculated enthalpies.  The DFPT predicted spectral features for the 
C2/c structure are in very good agreement with experiment.  Additional phonon 
calculations substantiate the stability of this structure.  The dominant spectroscopic 
feature of high-pressure phase III of solid hydrogen is the sudden enhancement of the IR 
intensity of the vibron.  This is correctly reproduced by the current calculations.  
Moreover, the calculated Raman spectra are in very good agreement with low 
temperature experimental data.  The close agreement of the spectral features of the C2/c 
structure with experiment indicates that it is a strong candidate for phase III of solid 
hydrogen. 
 
3. 3  Structure and bonding of the high-pressure phases 
of oxygen 
 
In the gaseous state, oxygen molecule is paramagnetic since there are two to 
unpaired electrons occupy the degenerate π* orbital giving rise to a total spin S = 1.  
Hence, in the condensed state, oxygen exhibits unique properties from competing 
molecular and magnetic interactions.  Over the last twenty years, high-pressure solid 
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oxygen has been studied using a variety of experimental and computational methods 
[181].  Unlike other simple molecular solids, such as those formed by N2 and the 
halogens, oxygen has a phase diagram consisting of phases exhibiting unusual thermal, 
magnetic (and non-magnetic), electrical transport, and optical properties.  When cooled 
under ambient pressure, three polymorphic forms (α, β, and γ) of oxygen have been 
identified.  Under compression at room temperature a sequence of structural 
transformations leads to four distinct phases, namely, β, δ, ε, and ζ.  At 300K, the 
rhombohedral (R-3m) β phase transforms first to δ phase at 5.4 GPa [181].  The δ phase 
has a space group of orthorhombic (Fmmm) and exhibits long-range anti-ferromagnetic 
order [182].  At 9.6 GPa, δ-O2 transforms into the ε phase [183].  The ε phase, is 
expected to be non-magnetic although the presence of a weak itinerant magnetic moment 
has not been ruled out [184], is stable up to 97 GPa where it transforms to the metallic ζ 
phase [185, 186].  The ζ phase is superconducting with a critical temperature of 0.5 K at 
105 GPa [187].  The structure of the superconducting ζ phase [186], however, still 
remains elusive.  Despite intense experimental and theoretical efforts, only recently the 
crystal structure of the ε phase was determined from single crystal [82] and powder X-ray 
diffraction [83].  The ε phase of oxygen has a remarkable monoclinic C2/m structure [82, 
83].  It is shown to consist of (O2)4 rhombohedral clusters.  At 17.5 GPa, the 
intermolecular O2…O2 distance of 2.20 Å is significantly longer than the O2 
intramolecular distance of 1.20 Å, which is incidentally almost identical to that of the free 
molecule.  The very long intermolecular distance however raises an important question 
on the nature of the bonding between molecules in the (O2)4 clusters.  In particular, the 
total energy of the observed C2/m structure computed from first-principles DFT is 
apparently higher than that of a zigzag Cmcm chain structure proposed earlier [54, 188, 
189]. 
In this section, results on the characterization of the nature of bonding in the 
different models proposed for the ε phase of oxygen through a topological analysis of 
charge density using the AIM method [79-81] will be presented.  As alluded in the 
introductory remarks, the AIM method is based on the analysis of the gradient and 
Laplacian of the electron density )(rrρ .  The starting point of this investigation is to 
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reproduce the experimental structure and vibrational spectra (IR and Raman) via first-
principles calculations within the gradient corrected (GGA) DFT with several numerical 
approaches.  The nature of the interactions from two competing structures, viz., zigzag 
chain and (O2)4 clusters, are then analyzed with the AIM method.  Conclusions are drawn 
regarding the nature of the intermolecular bands and the stability of crystalline structures 
with the application of pressure.  Finally, a structure for the metallic and superconducting 
ζ phase is proposed and discussed. 
 
The main results were obtained from the PSPW package Quantum-ESPRESSO 
[62].  Additional calculations and verification of the results were carried out using the 
PSPW packages VASP [63] and ABINIT [190] (Thanks to Dr. Dennis Klug of National 
Research Council of Canada who performed these calculations).  All calculations were 
performed in the spin-restricted formalism.  Therefore, a non-magnetic structure for solid 
oxygen is assumed implicitly.  To support this assumption, spin-unrestricted calculations 
were performed on the experimentally observed C2/m structure at 17 GPa with an initial 
density matrix constructed from oxygen atoms with all spin-up 2p electrons.  It was 
found that the self-consistent calculation and geometry optimization converged to the 
spin-restricted solution.  No residual itinerant magnetic moment remained in the structure.  
For the VASP calculations, the PAW potential was used.  For the ABINIT calculations, a 
Hartwigsen-Goedecker-Hutter potential [191] was used.  For the Quantum-ESPRESSO 
calculations, the GGA pseudopotential was constructed with radius cutoff rs= 1.2 and rp= 
1.3 a.u. and a plane wave energy cutoff Ecut of 100 Ry (A description on these parameters 
is presented in Chapter 1).  The generated pseudopotential has been carefully examined 
by reproducing the equations of states of an isolated O2 molecule obtained from all-
electron calculations.  Phonon calculations were performed with Quantum-ESPRESSO 
and ABINIT using linear response theory.  The EPC calculations were carried out using 
the program Quantum-ESPRESSO.  The electron-phonon matrices were computed in a 
4×4×2 q-point mesh with a 24×24×12 k-point mesh for the BZ integration.  The AIM 
analysis was performed with the program InteGrity [192].  Total charge density was 
calculated using the PAW potential with a recent version of VASP where both the atomic 
core and pseudo-valence charge densities are explicitly included.  A very dense mesh 
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(120×120×120) was used to generate the charge density.  A detailed description of the 
PAW method on how to reconstruct atomic core charge density from the pseudo 
wavefunctions is presented in Chapter 5. 
Adhering to the experimental C2/m space group for the ε phase [82, 83], high-
pressure structures were optimized at selected pressures from 9 to 110 GPa.  The C2/m 
symmetry was assumed in the structural optimizations using Wentzcovitch’s symmetry-
conserving algorithm [193].  Results on the predicted structural geometries are compared 
with the experimental values in Fig. 3.9.  Except for the very low pressure region below 
20 GPa, the agreement between calculated lattice parameters and experiments is highly 
satisfactory.  The discrepancy at low pressures can be attributed to the fact that the 
packing of the (O2)4 clusters arises mainly via dispersive (van der Waals) interactions 
which are not correctly accounted for by the GGA DFT method.  This observation is 
consistent with the underestimated inter-cluster distances d3 while the intramolecular 
O…O bond distances (d1, see Fig. 3.10) are well described.  The perspective view of the 
optimized C2/m structure and the notations of atomic distances d1 to d5 are depicted in 
Table 3.1.  In separate theoretical studies [54, 189], it was found that the zigzag Cmcm 
structure has a slightly lower energy than the experimentally observed C2/m structure.  In 
agreement with previous findings, at 25 GPa, the energy of the C2/m phase is found from 
our VASP calculations to be higher than that of the Cmcm structure by 3.0 mRy/atom. 
(~1 kcal/mol).  The same energy sequence was maintained even with the inclusion of the 
zero-point vibration energies.  The small differences in the calculated energies are beyond 
the general recognized limit of “chemical accuracy” (< 5 kcal/mol) of current GGA DFT 
methods and does not affect the ensuing discussion. 
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Figure 3.9.  Experimental (Ref. 83) and theoretical unit cell parameters (top) and the 
equation of state (bottom) for the C2/m structure of ε-O2. 
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Figure 3.10.  Variation of observed and calculated intra- (d1) and inter- (d3) cluster 
molecular distance with pressure (close symbols – experiment (Ref. 83); open symbols – 
theory). 
 
Three-dimensional total charge densities including the core charge on a fine mesh 
for the Cmcm and C2/m structures were generated with VASP from the respective 
structures optimized at 25 GPa.  The (3, -1) BCP’s obtained from AIM analyses on the 
C2/m and Cmcm structures are summarized in Tables 3.1 and 3.2, respectively.  The AIM 
analysis successfully identifies all the relevant BCP’s anticipated for the (O2)4 clusters in 
the C2/m structure.  As expected, the BCP’s of the O2 molecules have the largest value of 
)( cpr
rρ  (~0.55) and )( cprH r  (-1.10 a.u.) and indicate genuine O-O covalent bonds.  More 
significantly, intra-cluster BCP’s are also found between O2 molecules forming the (O2)4 
cluster.  The charge density at the critical point )( cpr
rρ ~ 0.06 with a positive Laplacian 
and a negative )( cprH
r  (-0.009) are unambiguous signs of covalent interactions between 
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O2 molecules although it is much weaker than a ‘normal’ covalent bond  [79, 172, 173].  
The positive Laplacian is perhaps surprising since it indicates “closed shell” interactions 
[79] between the two O atoms of the adjacent O2 molecules in the (O2)4 unit.  The 
theoretical analysis is consistent with the observed very long O2⋅⋅⋅O2 separation of about 
2.34 Å at 10 GPa and 2.17 Å at 17 GPa [82].  The electron density )(rrρ  at the inter-
cluster BCP’s (0.028) is much smaller.  Moreover, the Laplacian local energy density 
)( cprH
r is positive which typifies closed shell van der Waals interaction between the 
clusters [79].  RCP and CCP’s were also identified for the (O2)4 clusters.  These CP’s are 
of minor significance and will not be discussed here.  A similar charge density 
topological analysis was also performed on the energetically competing Cmcm structure 
at 25 GPa.  The results are presented in Table 3.2.  In comparison with the C2/m structure, 
the absolute values for the charge density (~0.549), Laplacian and local energy density 
(~1.104), evaluated at the BCP’s for molecular O2, are smaller.  These differences, albeit 
small, are consistent with a slightly longer O-O distance predicted for O2 in the Cmcm 
structure (1.205 Å) compared to C2/m (1.201 Å) as a consequence of a slightly weaker 
covalent bond.  This longer bond is compensated by slightly enhanced intra-chain 
interactions where in this case the charge density, the Laplacian, and the local energy 
density are slightly more favorable.  A larger difference is observed in the inter-layer 
BCP’s.  In comparison with the inter-cluster interactions in the C2/m structure, the 
interlayer interactions in the Cmcm structure are clearly smaller.  The AIM analysis hence 
provides hints as to how to reconcile the apparent discrepancy that even though the 
calculated total energy favors the Cmcm structure, the slightly more favorable 
interactions between O2 in the C2/m structure may help reduce the activation energy 
barrier for the transition from the δ phase to the ε phase as observed [82, 83].  When ε 
oxygen is compressed, the intra-cluster O2 distance (d1) and inter-cluster distance (d3) 
decrease rapidly.  Calculations reproduce the trend but the results are not quantitative 
(Fig. 3.10).  Interestingly, the shape of the (O2)4 clusters distorts from a square prism to a 
diamond shape prism with increasing pressure.  The O⋅⋅⋅O⋅⋅⋅O bond angle decreases 
gradually from 88o at 20 GPa to 80o near the ε → ζ transition at 97 GPa (vide supra).  
This distortion leads to changes in the structure and the electron density topology.  Table 
3.3 reports results of an AIM analysis of a slightly over-pressurized C2/m structure at 105 
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GPa.  As indicated by )( cpr
rρ  and )(2 cprrρ∇ the intra-cluster and inter-cluster interactions 
of 0.065 and 0.062, respectively, are now almost equivalent.  The (O2)4 clusters in the ab 
plane start to connect to each other.  At this pressure, the calculated electronic band 
structure of C2/m indicates that it is metallic but dynamically unstable.  The linking of 
(O2)4 clusters may be a precursor for the ε → ζ phase transition. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 3.1.  Bond critical points for C2/m ε-O2 at 25 GPa.  
 111
 
 
Table 3.2.  Bond critical points for the Cmcm chain structure at 25 GPa. 
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Table 3.3.  Bond critical points for an over-pressurized C2/m ε-O2 at 105 GPa. 
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The IR and Raman spectra for the ε phase has been recorded up to the transition 
to the ζ phase, i.e., from 27 GPa to 100 GPa.  A comparison of experimental and 
calculated IR and Raman vibrational frequencies over the entire stability range of the ε 
phase are shown in Fig. 3.11 (Thanks to Dr. Serge Desgreniers of the University of 
Ottawa for providing the experimental Raman data).  The overall agreement with the 
experiment is excellent.  For example, at 30 GPa, the experimental spectrum [82] shows 
three Raman active bands at 1610, 1430, and 450 cm-1, which are to be compared with 
the calculated Raman absorptions at 1613, 1372, and 648 cm-1.  The calculated relative 
intensities are also in reasonable accord with the experiment [82].  The highest energy 
Raman band is assigned to O-O intra-molecular vibration.  The weak Raman peak 
calculated at 1372 cm-1 can be assigned to an anti-symmetric vibration of coupled O2-O2 
in the (O2)4 unit; this is a signature of the C2/m structure.  This assignment is in full 
agreement with that deduced from the experiment and preliminary calculations for an 
isolated (O2)4 unit.  The calculated Raman band at 648 cm-1 is identified to be an inter-
cluster vibration mode.  This should correspond to the observed band at 450 cm-1.  The 
overestimated vibrational wavenumber is almost certainly due to the deficiency of DFT 
to provide a correct description of weak dispersive interactions.  This shortcoming is also 
reflected in a shorter calculated O⋅⋅⋅O distance (see Fig. 3.10) between the (O2)4 clusters 
at 30 GPa and that observed experimentally.  The calculated and observed IR spectra of 
the ε phase are also in good agreement (Fig. 3.11a).  Two mid-IR active bands were 
observed.  At 16 GPa, the observed bands at 391 and 1507 cm-1 correspond well to the 
calculated vibrations at 419 cm-1 (consisting of two overlapping vibrational modes) and 
1432 cm-1, respectively.  The calculated pressure coefficients between 25 and 70 GPa for 
the low/high frequency bands of 2.65/1.67 cm-1/GPa are in good agreement with the 
experimentally measured values of 1.24/3.80 cm-1/GPa, respectively [82]. 
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Figure 3.11.  Comparison between high-pressure experimental and theoretical infrared (a) 
and (b) Raman spectra for the ε phase of oxygen.  
 
When the ε phase of solid oxygen was compressed, a phase transition to a new 
metallic phase (ζ phase) was found at 97 GPa [185, 186].  This metallic phase was shown 
to be superconducting with a critical temperature Tc of 0.5 K at 110 GPa [187].  The 
detailed structure of the ζ phase has not been determined from experiment.  However, 
inspection of the powder X-ray diffraction pattern [185] and the more recent but 
somewhat limited single crystal diffraction data for the ζ phase [194] shows that the 
number of observed Bragg peaks has been reduced across the ε-ζ phase transition.  This 
observation may suggest the transformation to a structure of higher symmetry space 
group.  There have already been several theoretical predictions on the possible structures 
of the ζ phase [195].  In the present work, it is found from phonon band structure 
calculations that ε-O2 with the C2/m structure is dynamically unstable (appearance of 
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imaginary frequencies) at pressures exceeding ~100 GPa.  To determine possible 
structural models for the high-pressure phase, a series of simulated annealing MD 
calculations [196] employing the variable cell Parrinello-Rahman procedure [197] with 
the program SIESTA [64] were performed.  Starting from the precursor ε structure, a 
supercell consisting of 216 oxygen atoms was generated.  A localized basis set 
pseudopotential program was used for the MD calculations.  Structures selected from the 
MD trajectory were quenched and then fully optimized using the PW codes listed.   
 
Two energetically competitive structures with space group R-3m and C2/c were 
found through simulated annealing calculations.  In view of the higher symmetry, the 
electronic and dynamical stability of the R-3m structure were first examined (a=b=2.088, 
c=8.990 Å. O 6c 0, 0, 0.935).  It is found that this structure is metallic, but is not 
dynamically stable at 110 GPa with an imaginary frequency at the L symmetry point, and 
therefore, this structure cannot be a viable candidate for the ζ phase.  The C2/c structure 
consists of 4 O2 molecules per unit cell with cell parameters a=6.149, b=2.105, c=7.803 
Å and β=153o , O 8f  -0.633, 0.032, -0.784 at 113 GPa.  This phase is found to be metallic 
and energetically slightly more favorable (lower enthalpy) than the R-3m structure.  
Furthermore, it is dynamically stable up to at least 125 GPa, the highest pressure studied 
here.  Further examination of the structure shows that it can be derived from the R-3m 
structure with very small distortions and their X-ray diffraction patterns could hardly be 
distinguishable experimentally.  The experimental X-ray diffraction pattern of the ζ phase 
is much simpler than that of the ε phase, i.e., with fewer Bragg reflections [185].  The 
calculated X-ray diffraction pattern of the predicted C2/c structure is in substantial 
agreement with the experiment [185] as shown in Fig. 3.12.  All the X-ray diffraction 
peaks observed in the experiment are correctly reproduced.  The relative intensities of the 
Bragg peaks are also well reproduced.  It is significant that the weak X-ray diffraction 
peak observed at about 14o is correctly predicted by the C2/c structure.  A previous 
theoretically suggested structure did not reproduce this small but significant feature [195].  
The transformation pathway from the C2/m ε-structure to the C2/c ζ structure is depicted 
in Fig. 3.13.  At low pressure, the (O2)4 clusters in the ε-O2 structure resemble square-
based prisms.  Near the phase transition, the (O2)4 clusters distorted into diamond shape 
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prisms and the linking of these prisms in the ab plane eventually led to the C2/c structure.  
The breaking of the (O2)4 clusters in favor of linking at high pressure is reflected in the 
gradual increase of the inter-cluster BCP’s.  For example, )( cpr
rρ  and )(2 cprrρ∇  increase 
from ~0.02 and 0.09, respectively at 24 GPa to 0.045 and 0.21, respectively at 105 GPa 
(see Tables 3.1 and 3.3).  The transition pressure calculated from the equation of state of 
the C2/m and C2/c structure using the common tangent method is 92 GPa, which is very 
close to the observed transition pressure of 96 GPa at room temperature.   
 
 
Figure 3.12.  Comparison between calculated (C2/c) and experimental (ζ phase) powder 
X-ray diffraction patterns (λ=0.4817Å) near 110 GPa. 
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Figure 3.13.  A comparison of the C2/m and C2/c structures showing the gradual change 
in the crystal structure as pressure increases. 
 
Calculations show that the C2/c structure is superconducting with a calculated 
EPC parameter λ=0.71 at 125 GPa.  It is noteworthy that the EPC is localized around a 
small number of soft phonon modes in the BZ, which makes an accurate evaluation of λ 
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difficult.  It may require a much larger q-mesh beyond our current capability.  The Tc can 
be estimated from the semi-empirical Allen-Dynes modified McMillan equation (Eq. (2-
18)).  The logarithmic average of the vibration frequency ωlog can be evaluated from the 
Eliashberg spectral function.  Although µ* can be computed from first principles, the 
computation is rather complicated for a low symmetry structure as the one proposed here.  
To match the experimental Tc of 0.5 K at 105 GPa, a µ* ~ 0.3 is needed.  Nevertheless, 
the calculations confirmed that superconductivity exists in the C2/c model for the ζ phase, 
consistent with the experiment. 
 
In summary, the nature of the interactions between O2 molecules and the 
preference of the formation of (O2)4 clusters in the C2/m structure of the high-pressure ε 
phase have been rationalized from the analysis of the electron charge density using 
Bader’s atoms-in-molecules theory.  It was shown that overall interactions, in particular, 
weak non-bonding interactions between (O2)4 clusters help to stabilize the experimentally 
observed structure over an energetically competitive zigzag chain structure predicted 
from theoretical calculations.  Changes in the geometry of the (O2)4 cluster and the 
vibrational spectra with pressure have been examined; the overall agreement with the 
experiments is excellent.  It is shown that the lower pressure square prism cluster of ε 
phase deforms into a diamond-shaped prism at pressure close to the observed insulator-
metal transition.  It is shown that the enhanced interactions between the clusters lead to a 
structural phase transition at a calculated pressure of 92 GPa.  The predicted structure for 
the higher-pressure ζ phase has a C2/c space group.  The calculated diffraction pattern is 
in agreement with that observed for the ζ phase of oxygen to-date.  More significantly 
this structure is also found to be metallic and superconducting.  Therefore, the C2/c 
structure is proposed as a strong candidate for the still unresolved ζ phase. 
 
 
 
 
 119
3. 4  IR and Raman spectra for high-pressure phase of 
SiH4.  
 
The superconducting properties of the high-pressure phases of SiH4 have been 
investigated in Chapter 2.  From first-principles calculations, a series of pressure-induced 
phase transitions were predicted for SiH4 [76].  At low pressure, SiH4 adopts a tetragonal 
P42/nmc structure with two molecules per unit cell.  The calculated electronic density of 
states shows that this molecular phase is insulating [76].  The width of the band gap in the 
P42/nmc structure decreases with increasing pressure.  At 60 GPa, the band gap 
completely closes and the material becomes metallic.  With increasing pressure, the 
tetragonal P42/nmc structure transforms to an intermediate orthorhombic Ccca structure, 
which is a subgroup of its precursor.  At 90 GPa SiH4 transforms to a monoclinic C2/c 
superconducting phase.  The predicted trend of phase transitions is supported by the 
experiments carried out afterwards [78].  A detailed discussion of these phase transitions 
and corresponding crystal structures is presented in Chapter 2. 
 
The high-pressure structures of SiH4 above 20 GPa are not known.  The objective 
of this study is to compute the IR and Raman spectra of the proposed structures in the 
hope that the results will be useful for future comparison with experiments.  Raman 
studies on SiH4 have identified multiple transformations into insulating phases before the 
threshold of pressure-induced metallization [78, 198, 199].  Starting from a few GPa, the 
Raman spectra show the characteristic bands corresponding to internal vibrations of 
molecular SiH4, in accordance with known data at ambient pressure.  Discontinuities in 
the pressure dependence of Raman frequencies at 5 to 7 GPa and near 25 GPa indicate 
possible phase transitions.  Between 50 and 65 GPa, the sample suddenly darkened and 
Raman signals could no longer be detected.  This measured metallization pressure is in a 
good agreement with the theoretically proposed value of 60 GPa, at which pressure the 
band gap closes in the predicted P42/nmc structure.  The calculated Raman spectrum of 
the P42/nmc structure and the experimental Raman spectra (provided by Dr. Mikhail 
Eremets of Max Planck Institute für Chemie) are presented in Fig. 3.14 (b) and (c), 
 120
respectively.  The calculated frequencies of Raman shifts for the P42/nmc structure are in 
very good agreement with the experiments [78].  In particular, the number of Raman 
active modes agrees with that of the experiments in the low frequency range.  The Raman 
bands around 1000 cm-1 are characteristic of vibrations associated with Si-H bending 
modes.  The higher frequency bands around 2250 cm-1 are assigned to Si-H stretching 
modes.  The calculated IR spectrum for the P42/nmc structure is presented in Fig. 3.14 (a).  
So far, without refined structural information from X-ray diffraction patterns, there are no 
conclusive structures for the low-pressure insulating phases of SiH4.  On the other hand, 
the good agreements of the Raman spectrum and metallization pressure of the P42/nmc 
structure with the experiments indicate that it may be a good candidate structural model. 
 
 
Figure 3.14.  The calculated (a) IR and (b) Raman spectra for the P42/nmc structure of 
SiH4 at 35 GPa.  (c) The measured pressure dependence of Raman frequencies of SiH4 
(Ref. 78).  No Raman signal could be detected in the 50 to 110 GPa range by increasing 
pressure.  The Raman signal persists to higher pressures by releasing pressure (red dots). 
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3. 5  Summary 
 
In this chapter, the IR and Raman spectra for three selected high-pressure 
materials, solid H2, O2, and SiH4 were investigated using first-principles PSPW 
calculations within the framework of density functional perturbation theory.  The Bader’s 
atoms in molecules method was used to characterize electron topology and bonding of 
(O2)4 clusters in the newly discovered C2/m structure of the high-pressure ε phase of 
solid O2.  For solid H2 the objective was to examine two candidate structures for high-
pressure phase III, the Cmcm structure and the C2/c structure proposed recently.  The 
local H2 environments of these two structures are similar but there are subtle structural 
differences.  Thus, although intensities of the calculated IR spectra share many 
similarities and both agree with the experimental spectrum recorded at 160 GPa.  
Detailed Raman and IR features of the low-frequency vibrations reveal that C2/c is the 
more appropriate structure for phase III of hydrogen.  The calculated pressure 
dependence of the IR and Raman absorption intensities of the C2/c structure were shown 
to be in excellent agreement with experiment.  For solid O2 the experimental structure 
and vibrational spectra (IR and Raman) of the recently resolved C2/m structure of the 
high-pressure ε phase were well reproduced via density functional theory using 
generalized gradient approximation.  The nature of the interactions from two competing 
structures, the theoretically proposed Cmcm chain structure and observed cluster C2/m 
structure were analyzed with the atoms in molecules method.  The nature of 
intermolecular interactions and the stability of the structure with increasing pressure were 
related to the changes in charge density.  A possible structure for the metallic and 
superconducting ζ phase was proposed and discussed.  For SiH4, the Raman spectrum of 
the theoretically predicted P42/nmc structure of the high-pressure insulating phase was 
calculated and compared with experimental data.  The good agreement between the 
calculated spectrum and experiments indicates that the P42/nmc structure is a candidate 
structural model for the high-pressure insulating phase of SiH4.  
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CHAPTER 4  
High-pressure crystal structure prediction via genetic 
algorithm  
 
 A feature of crystallography at high pressure is the existence of a rich diversity of 
crystal structures.  With recent advancements in structural refinement techniques and 
synchrotron instrumentation, many new crystal structures of solid materials at high 
pressure have been discovered.  These structures are often novel and not seen in any 
solids under ambient conditions.  While it is now possible to determine crystal structures 
from experimental powder X-ray diffraction patterns, there are plenty of cases that the 
experimental data are not complete or not even available, especially under very high 
pressure, where high quality spectra are often difficult to obtain.  Therefore, it is 
important to develop a reliable theoretical structure prediction method to assist the 
solution of unknown structures.  The design of reliable method for crystal structure 
prediction will also provide a practical way for finding new materials.  
 
Conventional theoretical methods for predicting unknown crystal structures 
usually involve dynamical simulations.  Among those, the method of stimulated 
annealing employing molecular dynamics is widely used [200-204].  In molecular 
dynamics, each atom in the system interacts with all other atoms and the net force drives 
the atom toward a new configuration to minimize the total energy of the system.  The 
outcome of this method depends heavily on the initial configurations.  Molecular 
dynamics simulation is not a very efficient method since it only relaxes a set of chosen 
initial configurations to nearby minima in the free energy surface.  There is no guarantee 
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that the lowest-energy structure corresponds to the most stable structure.  One must 
choose the initial configurations sufficiently close to the optimum structure otherwise the 
configurations would be trapped in higher-energy local minima.  This is a severe problem 
because the number of local minima increases exponentially with the number of freedom 
of the system.  On the other hand, under high pressure the experimentally observed 
structure may not necessary be the lowest-energy one.  More problematically, most often 
the observed structure may be controlled by kinetic and it may be a meta-stable state with 
slightly higher energy than the thermodynamically most stable one.  The deficiency of the 
dynamics method is the lack of the ability to broadly explore the free energy surface due 
to the limited searching pathways confined mainly in neighboring regions of the initial 
configuration.  In this chapter, an approach for crystal structure perdition based on 
genetic algorithm (GA) [205-210] is employed.  The algorithm is comprised of several 
strategies proposed recently by several research groups [53-56], with additional 
improvements made by us that were found to be more efficient [52].  The GA has been 
found to be able to predict energetically most stable or meta-stable structures requiring no 
prior knowledge of structural information except for the numbers of the constituent 
elements in the unit cell.  The search starts with a population of randomly generated 
structures.  The population is improved through genetic operations by producing 
energetically favorable offspring structures from mating of selected parents.  In 
successive generations, new low-energy structures evolve and replace the high-energy 
structures in the preceding generation.  In this way, the search is self-improving and 
locates the optimal structures by zooming in promising regions of the free energy surface.  
Therefore, the GA method is expected to have a higher searching efficiency compared 
with the molecular dynamics method.  
 
4. 1 Method 
 
In this section the GA for predicting energetically favorable crystal structures, 
including both the lattice types and the internal atomic coordinates, is presented.  The 
method employed in the present study combines the algorithms proposed recently with 
additional features developed by us.   
 124
 
Figure 4.1.  The GA used for crystal structure prediction.  
 
The structure searching method adopted here uses a GA that simultaneously 
explores several parts of the free energy surface.  A population of crystal structures, each 
representing a possible realization of lattice configuration is defined.  These populations 
start from structures with the cell angles and cell vector lengths generated randomly.  The 
positions of the constituent atoms are chosen and distributed randomly within the unit 
cell.  Hard constraints are applied to inter-atomic distances, cell angles and the lengths of 
cell vectors, to ensure these randomly generated structures chemically reasonable.  First-
principles electronic structure methods are then used to fully optimize the atomic volume, 
unit cell shape, and atomic positions of each structure at a given external pressure until a 
minimum energy structure is reached.  For the optimized population, a fitness score using 
the total energy/enthalpy is assigned to each structure.  Structures in the population are 
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chosen according to the fitness scores to generate new structures by genetic operations of 
heredity and mutation.  Once the new structures are produced, the structure optimization 
step is repeated.  New populations are produced by replacing the structures with highest 
energies from the current population with the new generated structures.  Replacing the 
highest energy structures with new lower-energy structures is a way to sample new 
regions of the free energy surface with local minima whose energy may be lower than 
that of the local minima found in the previous generations.  New generations of the 
population are created iteratively in this way until no new low-energy structures are 
generated in several successive generations.  A pseudo code demonstrating this algorithm 
is presented in Fig. 4.1.  GA often invokes the heredity and mutation operations.  Details 
of these two procedures are described in the following section. 
 
4. 1. 1 Heredity operation 
   
  Heredity operation produces an offspring structure through the mating of two 
parent structures.  A good heredity operation should pass on preferable properties of the 
parent structures to the offspring.  An often-used heredity operation [209, 210] is 
encoding structural information with binary strings and using string recombination to 
produce the offspring.  This approach has gained considerable successes, but it was found 
not to be very efficient for complicated systems mainly because it does not preserve the 
characteristics of the parent structures.  In the present study the ‘cutting-shifting-splicing’ 
procedure originally proposed for determining the carbon fullerene structure and recently 
adapted to periodic systems is used [52-56].  This operation is achieved by taking a 
spatially coherent fractional slab from each parent and assembling them together to 
produce the offspring (Fig. 4.2).  In this procedure, before cutting a slab from each parent 
structure, it is convenient to map both parent structures onto a metric cell.  This step is 
achieved by transforming the atomic positions in the unit cell from Cartesian coordinates 
into fractional coordinates,  
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where fir
r  and cir
r  are the fractional and Cartesian coordinates of the i-th atom in the unit 
cell, respectively.  Here A is a 3x3 lattice matrix defined in terms of lattice vectors ia
r ,  
 
],,[ 321 aaaA
rrr= .                                                     (4.2) 
 
This transformation maps the original unit cells onto a metric cell with unitary cell 
vectors.  The fractional atomic coordinates are between 0 and 1.  The representation of 
the crystal structures in terms of fractional coordinates makes it easier to formulate a 
procedure for mating two parent structures with different cell shapes.  The cutting plane 
is chosen randomly passing through the center of mass of each parent structure.  The two 
parent structures are cut in this plane, and the offspring structure is assembled from the 
atoms that lie above the plane in one parent and the atoms that lie below the plane in the 
other.  The offspring generated in this way may not contain the correct number of atoms.  
If this is the case, the parent structures are translated by an equal distance in the opposite 
direction normal to the cut plane to change the number of atoms in the offspring (Fig. 
4.2).  If the translation of a complete lattice period still does not yield the correct number 
of atoms, the redundant atoms are removed randomly from the offspring.  After the 
atomic coordinates are generated, the unit cell of the offspring structure is produced by a 
linearly weighted combination of the lattice vectors of the parent structures,   
 
1             , 212211 =++= wwAwAwAoffspring .                         (4.3)  
 
The weighting factors w1 and w2 of the parent cell A1 and A2 can be chosen randomly or 
decided by the fitness scores of the parent structures.  
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Figure 4.2.  An offspring structure generated through heredity operation by mating two 
parent structures.  Slab A from parent 1 and slab B from parent 2 are assembled together.  
The dotted line denotes the cutting plane of each parent structure. 
 
4. 1. 2 Mutation operation 
  
 Mutation operation introduces distortions on a parent structure to generate the 
offspring structure.  This operation serves the purpose of ‘neighboring span’ in the free 
energy surface, by distorting the structure from one local minimum to another in the 
neighboring region.  It is achieved by subjecting the unit cell shape and atomic positions 
in the parent structure to small changes where the directions and size of the distortions 
are chosen randomly [52-56].  In this study, the new unit cell A’ is produced by applying 
a symmetric strain matrix on the matrix A representing the unit cell of the parent structure: 
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Here the matrix elements ep(i, j) are zero-mean Gaussian random numbers defined by     
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xxf −= ,                                    (4.5) 
 
where σ is the standard deviation and represents the width of Gaussian distribution.  The 
offspring cell is generated from a slight distortion of the unit cell of the parent structure 
(Fig. 4.3).  The resulting cell vectors are then re-scaled to produce the desired volume. 
 
 
 
 
 
 
 
 
 
Figure 4.3.  The unit cell of an offspring structure generated through mutation operation 
by distorting the unit cell of the parent structure.   
 
4. 1. 3 Retaining operation 
 
A retaining operation [52] is applied to the population after structural 
optimizations.  This procedure keeps a small subset of lowest-energy structures in the 
population to pass their genomes onto successive generations.  It is noteworthy that the 
GA tends to produce a large number of identical low-energy structures.  An ideal 
scenario is that during the evolution, the lowest-energy (fittest) structure evolves, 
reproduces itself, and eventually dominates the entire population.  The considerable 
redundancy constitutes a statistically strong indication that the redundant structures are 
energetically favored [211, 212].  However, under high pressure, it is not uncommon that 
meta-stable structures with slightly higher energies exist.  In this aspect, to avoid 
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eliminating meta-stable structures, it is helpful to remove redundancy of lowest-energy 
structures and retain only a single copy from the set of identical low-energy structures in 
the population.  The preference for the fittest structure is then decided by the fitness rank, 
i.e., lower-energy structure has higher priority for being selected as a parent structure.  
The evolution cycle is repeated until no new low-enthalpy structures are generated in 
several successive generations.  By using the retaining operation, best-fit structures in 
each generation are carried over to the next generation.  A criterion for convergence of 
the evolution is that the subset of lowest-enthalpy structures and their relative energy 
order are maintained within several new generations. 
 
4. 1. 4  Structure separating and evolutionary tracking 
 
A structure analysis package [213] has been implemented to examine structural 
similarity based on comparison of the radial distribution functions (RDF) and space 
group symmetries of the fully relaxed structures (Fig. 4.4).  Distinguishing structurally 
distinct structures, besides using them in the ‘retaining’ operation, is useful in the 
heredity operations to avoid mating between identical structures.  A monitoring routine 
[52] has been developed to trace the evolutionary history and analyze the production 
efficiency (Fig. 4.5).  Specifically, for each generation, a record of (i) the number of 
offspring structures having lower energy than their parents, (ii) the number of offspring 
structures different from their parents and (iii) the structural information and space 
groups of newly generated and disappeared structures is kept.  These records are needed 
for analysis of the evolutionary track of new structures from the closest kin. 
 
 130
 
Figure 4.4.  A sample output of the structure analysis package developed by us.  A group 
of fully relaxed structures was analyzed with each output line showing the results for one 
structure.  The structures are sorted in order of increasing energy, and thus the first 
structure is the lowest-energy structure.  For each structure, the calculated total energy, 
external pressure, atomic volume, sizes of concentric cells defined in the RDF analysis, 
the numbers of atoms in each concentric cell, and the space group symmetry are printed 
out.  The current version of GA code was implemented for VASP package.   
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.5.  A sample output of the evolutionary monitoring routine developed in this 
work.   
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4. 2 Tests and results 
 
 This section presents results of structure prediction of three high-pressure solids, 
single-boded phase of nitrogen, phases IV and V of calcium, and phase II of simple 
hydride AlH3.  
 
4. 2. 1 High-pressure single-bonded phases of nitrogen—a prediction 
prior to experiment.  
 
At ambient pressure, two nitrogen atoms form a diatomic molecule with a triple 
covalent bond.  Under high pressure, the molecular structure undergoes several phase 
transitions into non-molecular structures.  Since the dissociation energy of a triple bond is 
extremely high, the decomposition of a non-molecular structure back into the molecular 
form, if could be realized, would release a large amount of energy.  Therefore, non-
molecular nitrogen compounds might serve as potential high-energy storage materials 
and this possibility has been investigated for decades.   
 
Many theoretical predictions of non-molecular nitrogen started from distortion of 
the simple cubic (SC) structure [214].  For example, the earlier proposed A7 and black 
phosphorus (BP) structures were obtained from rhombohedral and orthorhombic 
distortions of SC, respectively [214].  Recently a systematic search method spanning all 
possible distortions of SC was developed and several new SB structures were proposed 
[215].  The other group of non-molecular nitrogen has a chain-like structure in which 
nitrogen atoms are connected by alternating single- and double-bonds, e.g., the Cmcm 
[216] and Imma [217] chain structures.  A breakthrough in investigating non-molecular 
nitrogen is the theoretical prediction [214] of the ‘cubic gauche’ (CG) structure that has 
been successfully synthesized in laboratory after intensive efforts [218].  In the present 
work, the GA is used to search for high-pressure single-bonded (SB) structures of 
nitrogen.  We not only recover the lowest-energy structures (CG, C2/c, BP and Cmcm 
chain) [54, 219, 220], but also reveal a novel metastable SB structure.   
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The search for high-pressure structures of nitrogen at 80 GPa has been performed 
with a population of 80 eight-atom unit cells.  An 8-atom model comprises of possible 
structures with 1, 2, 4 and 8 atoms per primitive cell.  In each generation, the top 20% 
highest enthalpy structures are rejected.  In the generation of new offspring structures, the 
parents are chosen according to the enthalpies (fitness score).  The 10% of the structures 
in the new generation are retained from the pervious generation.  The 70% of the 
structures are produced from heredity operations and the remaining 20% from mutation 
operations.  The atomic volume, unit cell shape, and atomic positions of each candidate 
structure are fully optimized at constant pressure.  Electronic calculations are performed 
with the VASP [63] package employing a PAW pseudopotential [147] and a PW energy 
cutoff of 910 eV.  The GGA (PBE) exchange-correlation functional is employed.  No 
symmetry is assumed in the calculations.  The MP meshes were used for the first BZ 
sampling.  The MP k-point meshes are generated by scaling according to the length of the 
reciprocal lattice vectors of the structure with a basic division of 4 and rounded to the 
nearest higher even integers.  Lowest-enthalpy structures evolved from each generation 
are re-optimized with more stringent convergence criteria and doubling the size of the k-
point grid. 
 
The evolution is performed for 20 generations.  Fig. 4.6 (a) shows results of the 
first 8 generations.  Candidate structures are sorted in order of increasing enthalpy, and 
thus the first structure in each generation is the lowest-enthalpy structure.  The efficiency 
of the evolution is analyzed and summarized in Fig. 4.6 (d).  Structures of the first 10 
generations are compared with their parents from previous generations.  The percentage 
of offsprings having lower enthalpies than their parents is indicated by open circles.  The 
percentage was initially fairly high, but decreased dramatically and then stabilized around 
30%.  This observation reveals the evolutionary trend of ‘chaos’→ ‘local minima’→ 
‘neighborhood spanning’ on the free-energy surface.  As shown in Fig. 4.6 (a) the first 
known non-molecular structure appears is the Cmcm chain structure that has the lowest 
enthalpy in the second generation.  The CG structure appears in the third generation.  The 
evolution of the CG structure is presented in Fig. 4.6 (b).  The structure is the heredity 
offspring of the Cmcm chain structure and a higher-enthalpy SB C2 structure.  The Cmcm 
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chain and C2 structures are both offsprings of distinct P1 structures.  The discovery of the 
CG structure from the GA is not trivial.  The CG structure exhibits all-gauche helicity in 
which all dihedral angles in single bonds have the gauche conformation to minimize the 
internal energy.  This unique structural topology makes it isolated in energy space by 
high activation barriers.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.6.  (a) The evolutionary procedure showing the first 8 generations by different 
symbol curves.  The Cmcm structure marked with the asterisk is a distorted form of the 
known Cmcm chain structure.  (b) The detailed evolution of the CG structure recovered 
in the third generation.  (c) The detailed evolution of the new P-1 structure found in the 
fourth generation.  (d) The searching efficiency analysis for the first ten generations; the 
percentage of offspring structures having lower enthalpies than their parents as a function 
of generation. 
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Pressure         Space group             Lattice parameters                     Atomic coordinates    
 (GPa)                                                      (Å, o)                                        (fractional)    
______________________________________________________________________ 
 
80                     P-1             a = 3.13  b = 3.48  c = 4.51            2i  0.8226  0.1801  0.5103 
                 α = 71.22  β = 83.18 γ = 74.41          2i  0.8528  0.4956  0.2508 
                                               2i  0.4838  0.3398  0.9432 
                                               2i  0.8892  0.2526  0.7701 
  
 
 
Table 4.1.  Details of the new P-1 structure at 80 GPa.  Inset (a) The primitive cell shows 
a puckered eight-member ring. (b) Connections between the eight-member rings in the 
crystal structure. 
 
A new SB structure with P-1 symmetry appears in the fourth generation.  Fig. 4.6 
(c) shows its evolutionary pathway.  This structure has eight atoms in the primitive cell 
and the structural details at 80 GPa are given in the Table 4.1.  Inset (a) of Table 4.1 
shows that the eight nitrogen atoms are arranged in a puckered eight-member ring with 
inversion symmetry.  Each ring is connected to six neighboring rings with alternating 
gauche- and trans-dihedral angles.  This topology is energetically favorable since the 
gauche- and trans-dihedral angles are two minimum-energy conformers in SB nitrogen 
[214, 221].  The equation of states of the new P-1 structure and several earlier proposed 
structures are compared in Fig. 4.7.  At 80 GPa, the new P-1 structure is the fifth lowest-
 135
enthalpy phase c.a. 0.17 eV/atom higher than the CG phase.  The enthalpy of the P-1 
structure approaches that of the Cmcm chain structure with increasing pressure and 
becomes lower at c.a. 110 GPa.  Besides the CG and Cmcm chain structures, two lowest-
enthalpy structures proposed earlier, the C2/c [54] and BP [214] structures, are recovered 
in the fourth and sixth generation, respectively (Fig. 4.6 (a)).  However, the A7 [214], #8 
[210], #11 [210], and Imma chain [217] (not shown) structures were not observed.  These 
structures have higher enthalpies than that of the new P-1 structure, with the enthalpy 
differences vary from 0.08 to 0.45 eV/atom at 80 GPa.  Since the GA is based on 
“survival of the fittest”, only a subset of the lowest-enthalpy structures survives.  Besides 
the structures discussed above, there are two other proposed SB nitrogen structures, LB 
[219] and CW [220].  The LB structure has proven to be unstable via phonon calculation.  
The CW structure has six atoms per primitive cell and therefore is not obtained in the 
present eight-atom simulation.  However, using the reported structure, the enthalpy is 
found to be 0.03 eV/ atom higher than that of the new P-1 structure at 80 GPa. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.7.  Enthalpies per nitrogen atom of the new P-1 structure and selected earlier 
proposed non-molecular structures as a function of pressure.  The enthalpy of the CG 
structure is taken as reference.   
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The energetic order of the lowest-energy SB structures shown in Fig. 4.7 can be 
understood from the analysis of the long-pair interaction between adjacent nitrogen atoms.  
Theoretical investigations [221-223] on X2N-NX2 (X=F, H, etc.) isomers have shown 
that the interaction is characterized by the dihedral angle.  The most unstable structure is 
the cis conformation with the zero dihedral angle.  As the dihedral angle increases, the 
bond energy decreases and reaches a minimum at the gauche conformation.  For example, 
in the CG structure the gauche angle is 107◦ [214].  The second energy minimum is found 
at the trans conformation with the dihedral angle of 180◦.  In the CG structure, nitrogen 
atoms are arranged entirely in the gauche conformation and therefore have the lowest 
enthalpy.  The BP structure, having both gauche and trans dihedral angles, is the second 
lowest energy structure and has only 0.11 eV/atom higher energy than that of the CG 
structure at 80 GPa.  In the new P-1 structure, four out of the eight dihedral angles (±125◦, 
±106◦) in the eight-member ring are close to the global minimum identified by the gauche 
arrangement.  The remaining four dihedral angles of ±48◦and ±27◦, especially the latter, 
are close to the cis conformation, and therefore the energy is expected to be higher than 
that of both the CG and BP structures.  
 
To examine the stability of the new P-1 structure the phonon dispersion has been 
calculated at 80 GPa.  The results are presented in Fig. 4.8 (a).  The absence of imaginary 
frequency mode confirms that the new P-1 structure is stable.  The electronic band 
structure at 80 GPa (Fig. 4.8 (b)) shows that this structure is an insulator with an indirect 
band gap of 2.8 eV between the U and V points. 
 
In summary, the GA for crystal structure prediction with first-principles structural 
optimizations has been applied to investigate SB structures of nitrogen at 80 GPa.  The 
four observed or predicted lowest-energy structures, CG, C2/c, BP and Cmcm chain, have 
been identified successfully.  A novel SB nitrogen structure with three-dimensionally 
connected eight-member rings has been discovered.  This new structure is stable and has 
only 0.17 eV/atom higher enthalpy than that of the CG phase at 80 GPa.  It is noteworthy 
that a previously proposed search procedure [215] based on rearrangements and 
distortions of SC cell failed to predict this new structure. 
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(a) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 (b) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.8. The phonon dispersion (a) and electronic band structure (b) of the new P-1 
structure calculated at 80 GPa.   
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4. 2. 2 Structures of the high-pressure Ca IV and V phases—an 
explanation to the elusive experimental data 
 
Recent experiments have revealed surprisingly high superconducting critical 
temperatures, Tc, of Ca under high pressure [98].  The Tc increases with pressure and 
reaches 25 K at 161 GPa, which is the highest observed Tc for all pressure-induced 
superconductors up to date.  At ambient pressure Ca has a FCC structure.  Under high 
pressure, it undergoes successive phase transitions into a BCC phase at 20 GPa then to a 
SC phase at 32 GPa [224].  At higher pressures, two new phases have been identified [99-
101]: Ca-IV near 100-110 GPa and Ca-V at about 139 GPa.  The SC, Ca-IV, and Ca-V 
phases were all found to be superconducting.  The knowledge of the lattice dynamics of 
these superconducting phases is crucial for understanding their electron-phonon 
mechanisms.  Unfortunately, the structures of Ca-IV and Ca-V could not be determined 
from experimental diffraction patterns [99] due to overlapping Bragg peaks from 
different phases and from the gasket material used in the diamond anvil apparatus (see 
Fig. 4.9).   
 
In the present study, an extensive search for possible structures for Ca-IV and Ca-
V was made using GA [52-56].  It was found that the lowest enthalpy structure for Ca-IV 
has a Pnma symmetry, while the high-pressure Ca-V has Cmca symmetry [89].  The 
calculated diffraction patterns for both phases are in good accord with the experimental 
patterns.  The strategy for structure searching, parameters used in the algorithm are 
similar to those described in section 4. 2. 1.  GA calculations were performed at 120 GPa 
and 165 GPa with a population of 80 candidate structures with supercells containing 8 Ca 
atoms.  The genetic evolution cycle was repeated until the results achieve convergence, 
i.e., with no new low-enthalpy structures appear in successive generations.  In the present 
study, it is found that for each pressure, 20 generations were more than enough to locate 
the most stable structure.  Structural optimizations were performed with the program 
VASP [63] employing the PAW pseudopotential [147].  The Ca pseudopotentials employ 
3s3p4s as valence states.  No crystal symmetry was assumed in the search.  The MP 
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meshes were scaled according to the length of the reciprocal lattice vectors of the 
candidate structure with a basic division of 4, i.e., 4×4×4 is the smallest mesh.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.9.  X-ray diffraction patterns of Ca at several pressures.  The diffraction pattern 
of the SC phase continuously shifted at pressures from 32 to 109 GPa.  The peaks with 
arrows show the new phase, Ca-IV. The peak with the star indicates another new phase, 
Ca-V.  The ‘‘g’’ mark denotes the peak from the Re gasket. 
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The lowest enthalpy structures found for Ca-IV and Ca-V have space groups of 
Pnma and Cmca, respectively (Fig. 4.10).  Details of the predicted structures are 
presented in Table 4.2.  The SC to Ca-IV transition pressure is predicted to c.a. 90 GPa 
(Fig. 4.10).  The theoretical value corresponds well to the observed abrupt drop in 
electrical resistance from 100-110 GPa.  The calculated enthalpy differences between 
the Pnma and Cmca structures are very small.  For example, at 160 GPa the enthalpy of 
the Cmca structure is only c.a. 0.02 eV/atom lower than the Pnma structure.  A very 
small enthalpy difference indicates that these two phases may co-exist over a pressure 
range of 90 – 140 GPa and the precise location of the Ca IV → V transition pressure 
will be difficult to identify. 
 
  
  
Phase    Pressure       SG           Lattice parameters                      Atomic        coordinates    
               (GPa)                                    (Å)                                               (fractional)    
______________________________________________________________________ 
 
Ca-IV     120           Pnma       a=4.420 b=3.386 c=2.959      4c   0.326       0.250    0.614    
                                                
Ca-V      140           Cmca       a=4.414 b=4.373 c=4.381      8f    0.000       0.169    0.685 
 
  
 
 
 
Table 4.2.  Structural parameters for the predicted structures of Ca-IV and Ca-V.  
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Figure 4.10.  (a)  Perspective view of the predicted structures for Ca-IV (Pnma) and Ca-
V (Cmca).  (b) Calculated enthalpy versus pressure and (c) comparison of calculated and 
observed (middle, black) diffraction patterns for Ca-IV (Pnma) and Ca-V (Cmca).  The 
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experimental diffraction patterns are taken from Ref. 99.  The red lines are intended as a 
guide to the eye for matching the theoretical and observed positions of the Bragg peaks.   
 
The experimental diffraction patterns for Ca-IV and V has been indexed 
successfully with the predicted structures.  A comparison between calculated diffraction 
patterns of the Pnma and Cmca structures to the experimental data of Ca-IV and Ca-V is 
given in Fig. 4.10.  As shown in Table 4.3, except for two spurious peaks that can be 
attributed to Ca-IV, all the experimental diffraction peaks can be indexed with the 
proposed Cmca structure of Ca-V.  In particular, the “new” diffraction peak observed at 
17.86o in the experiment (shown in Fig. 4.10 with an asterisk), which was attributed in 
Ref. 99 to the presence of phase V, is correctly reproduced and is assigned to the strong 
021 reflection.  The unit cell parameters derived from fitting the experimental pattern are 
very close to the theoretical predictions (Table 4.2 and 4.3).  The indexing for Ca-IV was 
not immediately obvious.  Indices for calculated low-angle reflections of the proposed 
Pnma structure can be assigned unambiguously to the low-angle Bragg peaks (Table 4.3).  
The recalculated cell parameters then index all the peaks with valid Pnma reflections.  A 
strong reflection belonging to Ca-IV coincidentally overlaps with the gasket (marked g) 
at c.a. 18o. 
 
Fig. 4.11 (a) and (b) show the electronic band structures of the Pnma and Cmca 
phases calculated at 120 and 140 GPa, respectively.  A distinct feature observed in both 
band structures is the simultaneous occurrence of ‘flat band and steep band’ near the 
Fermi level, e.g. at the X point of the Pnma band structure, and in the midway of the T2 
→ Z, Z → Γ and Γ → Y2 lines of the Cmca band structure.  These are common features in 
pressure-induced superconductors, and this scenario has been suggested as favorable 
conditions for enhancing electron pairing essential to superconductivity [156].  The 
phonon band structure of the Pnma and Cmca phases calculated at 120 GPa and 140 GPa 
are depicted in Fig. 4.11 (c) and (d).  The absence of imaginary vibration modes shows 
that the Pnma and Cmca phases are stable.   
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Phase        Pressure      SG              Lattice parameters (Å)                               
(GPa)                         (derived from experiment)      2θ(exp)   Indices  2θ(cal)    
______________________________________________________________________ 
 
Ca-IV         127      Pnma      a = 4.560 b = 3.227 c= 3.040       13.45       1 0 1        14.08 
16.12       0 1 1        16.11 
19.17       2 1 0        19.17 
19.54       2 0 1        19.57 
22.15       0 2 0        22.15 
22.50       2 1 2        22.52 
23.53       0 0 2        23.54 
25.13       1 0 2        24.83 
26.14       1 2 1        26.35 
  
                       
Ca-V          139     Cmca       a=4.508  b=4.481  c= 4.407        13.77       1 1 1        13.81 
                                                                                     16.15       0 0 2        16.18 
17.50       0 2 1        17.86 
19.32     spurious (Ca-IV) 
19.70       1 1 2        19.71 
22.50       2 2 0        22.50 
22.97       2 0 2        22.69 
23.94       2 2 1        23.94 
26.04     spurious (Ca-IV) 
26.92       1 1 3        26.89 
29.03       0 2 3        29.23 
  
 
 
 
Table 4.3.  A comparison of predicted and observed diffraction pattern of Ca-IV and V 
 
 144
 
Figure 4.11. Calculated electronic band structure and phonon dispersion for the Pnma (a) 
and (c) at 120 GPa;  Cmca (b) and (d) at 140 GPa. 
 
In summary, using the GA, two lowest enthalpy structures corresponding to the 
high-pressure Ca-IV and V phases were found.  From comparisons with experimental 
diffraction patterns, a Pnma structure is suggested for Ca-IV and a Cmca structure for 
Ca-V.   
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4. 2. 3 The structures of the high pressure Phases II and III of AlH3 – a 
case beyond single type of atom 
 
Dense hydrogen is expected to possess unusual properties, such as metallic 
conductivity and high-Tc superconductivity [177, 225-227].  However, despite enormous 
experimental efforts up to pressure of 320–340 GPa, the elusive goal of producing 
metallic hydrogen in the solid phase has not been achieved [112-114].  On the other hand, 
it was suggested that dense, metallic hydrogen-rich compounds might show similar 
properties to those of metallic hydrogen [73, 74, 228].  Specifically a ‘‘hydrogen-
dominant’’ metallic state might be found under pressure in covalent hydrides, which are 
insulators at ambient pressure.  Heavy compression is expected to result in the overlap of 
electronic bands and the hydrides become metallic.  Assuming that in the high-pressure 
metallic phases hydrogen atoms form a three-dimensional network, one would expect to 
obtain a hydrogen-dominant state having properties similar to metallic hydrogen.  As 
presented in Chapter 2, this suggestion has been proved by the investigation on dense 
SiH4, in which the metallic and superconducting state has been observed at high pressure 
with the maximum Tc of 17 K.  
 
 The first experimental proof of a pressure-induced hydrogen-dense metallic state 
in a covalent hydride, prior to the breakthrough discovery of SiH4, was achieved in 
compressed AlH3 [90].  At ambient pressure, the most stable structure of AlH3 is known 
to have a trigonal cell with space group R-3c (phase I) [229-234].  This structure has been 
found to be stable up to at least 35 GPa [235, 236].  New X-ray diffraction experiments 
have been performed up to 110 GPa, and two new high-pressure structures (denoted as 
phase II and phase III) have been discovered [90].  The pressure-induced metallization 
has been observed at around 100 GPa accompanying the phase transition from phase II to 
phase III.  The low-pressure X-ray results are in agreement with earlier reports that 
indicate a R-3c structure.  With increasing pressure, drastic changes in the diffraction 
pattern were observed at 63 GPa (Fig. 4.12).  The new phase (phase II) was tentatively 
described by a distorted unit cell of the initial R-3c structure.  The large broadening of 
diffraction peaks suggests that the symmetry of this structure is very low, perhaps 
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triclinic cell.  It was difficult to make a definitive index of the experimental X-ray 
diffraction patterns.  Phase-II is stable between 63-100 GPa.  A second phase transition 
(phase III) was observed at around 100 GPa.  The X-ray diffraction pattern of phase III is 
remarkably simple and can be indexed as two aluminum atoms forming a simple BCC 
lattice.  However, in both cases, the positions of the hydrogen atoms cannot be 
determined from the X-ray data due to their negligible contribution to the diffraction 
peaks. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.12.  X-ray diffraction patterns of the phases I, II and III of AlH3 at pressures of 
61, 72 and 110 GPa, respectively.  The incident wavelength is 0.412 Å.  Solid curves are 
calculated diffraction patterns.  Asterisks mark diffraction peaks from the gasket.  Phase I 
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has a hexagonal cell with a = 4.44 and c = 11.8 Å.  The Al atoms occupy atomic 
positions 6b 0.00 0.00 0.00, and the H atoms are in positions 18e 0.63 0.00 0.25.  Phase II 
at 72 GPa was described in a monoclinic unit cell (space group P2) with lattice 
parameters a = 3.21 Å, b = 6.18 Å, c = 2.95 Å, and α = 119.7º containing 3 AlH3 units 
(solid red line), or in a trigonal unit cell (space group P1) with a = 3.83 Å, b = 5.12 Å, c = 
6.72 Å, α = 112.6 º, β = 111.9 º, and γ = 56.6 º containing 6 AlH3 units suggested by the 
theory (solid blue line).  Phase III has a cubic unit cell with a = 3.08 Å at 110 GPa.  The 
Al atoms are in positions (0, 0, 0) and (0.25, 0.25, 0.25). 
 
The identification of the structure of phase III is quite straightforward since the 
positions of Al atoms are known from the X-ray diffraction pattern (Fig. 4.12).  In a cubic 
unit cell consisting of two AlH3 units, there are only two possibilities to locate 6 H atoms.  
The H atoms either occupy the centers of the faces and centers of the edges of the cell, or 
are grouped in pairs and located on the faces, forming linear chains along the cubic axes.  
The resulting structures have space groups of Im-3m and Pm-3n in the two cases, 
respectively (Fig. 4.13, left).  The Im-3m structure is the well-known ReO3 type structure 
but the Pm-3n structure has never been observed in any other compounds before.  Both 
Im-3m and Pm-3n structures are characterized by the same H-H distances (1.54 Å at 110 
GPa).  This H-H distance at 110 GPa are the shortest ever reported except for the H2 
molecule.  From the extrapolation of the low-pressure data, H2-H2 distances of the same 
value are expected in molecular hydrogen at 400 GPa [237].  The Al-H distances are 1.54 
and 1.72 Å in the Im-3m and Pn-3m structures, respectively.  The calculated energy of the 
Pm-3n structure is lower than that of the Im-3m structure, suggesting that it is more 
energetically favorable (Fig. 4.13, right).  The difference in energy is very large (2 eV at 
100 GPa) and far exceeds any anticipated error in the DFT calculations.  It is therefore 
concluded that the Pm-3n structure is likely to be the structure for phase III.  In addition 
to the analysis of the equation of states (EOS), a structure search for candidate structures 
of phase III was made using GA.  The search has been performed at 110 GPa with a 
population of unit cells containing 12 AlH3 units.  The choice of a 12 AlH3 units is 
commensurate with both trigonal and cubic unit cells.  At 110 GPa, the lowest-energy 
structure revealed from GA is the same as described above, viz. the Pm-3n structure.  As 
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expected, the calculated diffraction pattern of this predicted structure is almost identical 
to the experimental data (Fig. 4.14).  
 
 
 
 
Figure 4.13.  Left: the Im-3m (up) and Pm-3n (down) structures suggested for phase III.  
Al atoms are shown in red and H atoms are shown in blue.  Each cell contains 2 AlH3 
units and Al atoms form a BCC frame.  In the Pm-3n structure, hydrogen atoms occupy 
positions (1/2, 1/4, 0), (1/2, 3/4, 0), (1/4, 0, 1/2), (3/4, 0, 1/2), (0, 1/2, 1/4), (0, 1/2, 3/4).  
Right: calculated EOS for the R-3c, Im-3m, and Pm-3n structures.  The Pm-3n structure is 
substantially lower in energy than the Im-3m structure. 
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Figure 4.14.  Comparison between calculated diffraction pattern of the predicted Pm-3n 
structure and experimental data.  Asterisks mark diffraction peaks from the gasket.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.15.  Comparison between calculated diffraction pattern of the predicted P1 
structure and experimental data. 
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To search for possible structures of phase II of AlH3 stable between 70 to 110 
GPa, genetic evolution calculations were performed at 70 GPa.  A structure that 
reproduces the observed X-ray diffraction pattern has a triclinic unit cell (space group P1) 
formed by distorted and shifted triangular Al planes.  The calculated lattice parameters of 
the triclinic structure at 72 GPa are, a = 4.13 Å, b = 5.25 Å, c = 6.7 Å, α = 114.8º, β = 
114.4º, and γ =  53.7º, which agrees well with the experimental data (Fig. 4.15).  The 
EOS of the P1 structure is calculated from 60 GPa to 100 GPa.  As shown in Fig. 4.16, 
the calculated EOS of the P1 structure is in very good agreement with experiment. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.16.  Volume per AlH3 unit as a function of pressure.  Black curves are fits of the 
experimental data by the Murnaghan-Birch equation.  Red curves are results from ab 
initio calculations.  In the inset, partial hydrogen volume per H atom in AlH3 (circles) are 
compared with the volume per H atom (blue curve) and per H2 molecule (red curve) 
expected in molecular hydrogen.  Double lines are a guide to the eye. 
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Figure 4.17.  Pressure-induced metallization of AlH3.  (Top) Calculated DOS of the P1 
structure at 75 GPa.  (Bottom) Calculated DOS of the Pm-3n structure at 110 GPa.  
 
In was found in experiment [90] that the structural transitions of AlH3 are 
accompanied by drastic changes in electronic properties.  At 60 GPa the sample starts to 
darken, indicating a gradual transformation to a semiconducting state.  At 100 GPa, at the 
onset of the phase II—phase III structural transformation, the sample becomes black and 
electrical resistance shows a remarkably sharp insulator-metal transition.  Variation of 
electrical resistance in the temperature range 4–300 K shows a typical metallic behavior 
for phase III.  To examine the electronic properties of the predicted P1 and Pm-3n 
structures, the electronic DOS have been computed.  The calculated DOS for candidate 
structures of phase II (P1 structure) and phase III (Pm-3n structure) support the 
experimentally observed pressure-induced metallization (Fig. 4.17).  An energy gap in 
the DOS suggests that the P1 structure is an insulator.  On the other hand, the absence of 
an energy gap in the DOS suggests that the Pm-3n structure is metallic.  Metallization is 
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expected to occur accompanying the phase transition from phase II to phase III, as 
suggested by the experiments [90].  The good agreement of the calculated and observed 
diffraction patterns, EOS, and electronic structure strongly indicate that the predicted 
structures are correct.  
 
In summary, GA has been used to search for candidate structures for high-
pressure phase II and phase III of AlH3, which have been observed by experiments 
recently.  The proposed structure of phase III has a cubic cell with the Al atoms forming a 
BCC framework.  The H atoms are grouped in pairs and located on faces and form linear 
chains along the cubic axes.  This arrangement of the H atoms results in a Pm-3n space 
group.  The arrangement of hydrogen atoms is consistent with that derived from 
structural analysis.  The predicted structure for phase II has a triclinic cell.  The predicted 
lattice parameters, unit cell volumes, and diffraction patterns agree reasonably well with 
the experimental data.  The calculated electronic density of states also supports the 
pressure-induced metallization observed in the experiments.   
 
4. 3 Summary and discussion 
 
A reliable method for the prediction of the crystal structure of a solid is a central 
problem in high-pressure crystallography.  Traditional theoretical methods for predicting 
unknown crystal structures usually involve dynamical processes that strongly depend on 
the initial configurations.  An unreasonable initial guess may result in configurations 
being trapped in higher-energy local minima.  GA presents an attractive alternative to 
these methods, since it does not need any assumption of the topology of the energy 
landscape and initial structures, and is efficient in investigating the free energy surface.  
The recently proposed GA for crystal structure prediction with our own new features has 
been implemented and applied to the investigation of multiple high-pressure phases of 
three solids, N, Ca, and AlH3.  The procedure successfully recovered the known 
structures established by experiments, that is, the ‘cubic gauche’ structure in solid N and 
Pm-3n structure of phase III of AlH3.  Moreover, the GA method also revealed several 
energetically highly competitive meta-stable structures of solid N.  For unknown 
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structures lacking comprehensive experimental data, such as the Ca-IV, Ca-V, and phase 
II of AlH3, genetic evolution calculations have predicted possible structures for each case 
where the calculated diffraction patterns were in close agreement with the experimental 
patterns.   
 
 A random-search strategy [149] for the search of crystal structures was proposed 
recently.  In the random-search method, a large population of trial structures are 
generated randomly and fully optimized to local minima.  One then search for lowest 
enthalpy structures.  In this method, the trial structures are independent of each other, and 
the energetically favorable structures do not further evolve to produce new offspring 
structures.  This procedure is essentially equivalent to the generation of the initial 
candidate structures in GA, but with a much larger pool in the population.  The random-
search method has been found to be quite successful in several cases.  Examples are the 
high-pressure I41/a structure of SiH4 [149], the high-pressure phase III of solid H2 [86], 
and the high-pressure cubic phase III of AlH3 [238].  The search strategies employed in 
GA and random-search method are different.  The GA is ‘self-improving’ while the 
random-search method requires an ‘exhaustive’ search.  Therefore, the GA can employ a 
small population of trial structures but the “quality” of population is improved through 
genetic operations to produce lower-energy offspring structure and locates the optimal 
structure by zooming in promising regions of the free-energy surface.  The quasi-random 
method requires a much larger population of trial structures.  As both methods have been 
shown to be successful to locate correct structures, the only difference between them is 
the efficiency.  However, the efficiency is dependent on the complexity of the crystal 
structures.  For simple crystals, such as mono-atomic structures, an exhaustive search of 
the free-energy surface is often good enough.  In this case, the random-search method is 
very efficient.  Fig. 4.18 shows the results of the random-search method on Si performed 
at ambient pressure.  A population of 1250 trial structures with 8 atoms per unit cell was 
generated.  After structural optimization, 225 trial structures belong to the correct Si-I 
(diamond) structure.  The search efficiency for this particular case is very high, 225/1250 
~ 18%.  We have tested the random-search method carefully by searching high-pressure 
Si structures from 0 to 70 GPa.  All previously observed structures within this pressure 
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range, including the 7 stable structures and 2 meta-stable structures, were successfully 
recovered with a population of 500 trial structures (Fig. 4.19).  For complicated structures, 
the exhaustive search of the free-energy surface is very difficult to achieve, because the 
diversity of possible configurations goes up with the structural complexity.  In these cases 
GA is more efficient, since it is self-improving and tends to direct the search to the most 
promising region of the free-energy surface.  As shown in this chapter, the lowest-
enthalpy phase of solid nitrogen at high pressure, cubic gauche structure, has been 
recovered using GA in the third generation, with each generation comprising 80 
candidate structures.  Therefore, GA was able to locate the cubic gauche structure with 
only 240 candidate structures.  On the other hand, using the random-search method we 
failed to predict the correct cubic gauche structure from over 500 trial structures.  
Therefore, at least for this particular case, the efficiency of GA seems to be superior over 
the random-search method. 
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Figure 4.18.  The total energies of an optimized population of trial structures for Si 
calculated at ambient pressure.  The trial structures have 8 Si atoms in the unit cell.  This 
population contains 1250 trial structures and 225 of them are trapped in the low energy 
region (near the red line) after structural optimization.   
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Figure 4.19.  The Si structures found by random-search method at different pressures.  
The meta-stable structures are marked by M.  The structure search calculations were 
performed between 0 and 70 GPa with a population of 500 trial structures.  The trial 
structures have 8 Si atoms in the unit cells. 
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CHAPTER 5 
First-principles X-ray absorption spectroscopy 
 
XAS is a widely used spectroscopic technique to probe unoccupied electronic 
states of a material by creating electronic excitations from an occupied core state to 
unoccupied valence states [239-241].  The excited electron is normally originated from a 
deep core 1s or 2p state.  To the first approximation, the resulting spectrum directly 
images the energy distribution of the electronic states satisfying dipole excitation rules 
[242].  The creation of electronic excitations from core states requires high-energy X-ray 
and thus XAS is often performed with synchrotron radiations.  According to the 
excitation energy, excitations are broadly classified into three regions as shown in Fig. 
5.1.  The first type is ‘Low-Energy Near-Edge X-ray Absorption Fine Structure 
(LENEXAFS)’, the excited electron does not have enough energy to leave the absorbing 
atom, and promoted from a core state to a bounded unoccupied valence state.  This type 
of transition gives rise to discrete edge peaks at the absorption bands.  The second type of 
excitation is ‘Near-Edge X-ray Absorption Fine Structure (NEXAFS)’.  The excited 
electron has enough energy to escape the atom into the continuum.  However, the kinetic 
energy of the excited electron is still low, and the electron will strongly interact with 
neighboring atoms and undergoes multiple scattering processes that contribute to fine 
structure near the absorption edge.  The last type of excitation is the ‘Extended X-ray 
Absorption Fine Structure (EXAFS)’, in which case the excited electron has high enough 
kinetic energy that it only experience weak backscattering the immediate neighbor atoms.  
An absorption edge is the energy of the incident photon is sufficient to excite an electron 
of the absorbing atom from a core state into the continuum.  By convention, the 
absorption edges are labeled as, K, L,…, corresponding to the excitation of an electron 
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from the 1s, 2p,…, orbitals, respectively.  Energies of the absorption edge are dependent 
on the nature of the element and have higher energies with higher atomic numbers.    
 
In this chapter, a numerical method for first-principles calculations of X-ray XAS 
within the framework of the DFT employing the PAW method is described.  This method 
is implemented in the widely used electronic structure package Quantum-ESPRESSO [63] 
and takes advantage of reconstructed all-electron wavefunctions.  In the following, the 
method and implementation will be presented in detail.  To demonstrate the versatility of 
the code, validation tests were applied to three different solids and a molecule, namely, 
diamond, fullerene C60, α-quartz and water molecule.  The results will be compared with 
the literature and experiments.   
 
 Figure 5.1.  Three types of electronic excitations distinguished by the kinetic energy of 
excited electron.  The figure is taken from L-A. Näslund’s Licentiate thesis (Uppsala 
University, 2003). 
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5. 1 Theoretical calculation of XAS 
 
In this section, the theoretical background for first-principles calculations of XAS 
is presented.  The aim of this chapter is to numerically model electronic excitations, in 
particular, transitions from core states into lower unoccupied states.  The absorption 
cross section of XAS is given by the Fermi golden rule [243] as a sum of probabilities 
(per unit of time) for transition from an initial core state to an unoccupied final state 
through an interaction Hamiltonian, 
  
)(||ˆ||4)(
2
0
2 ωδψψωαπωσ hh −−><= ∑ coref
f
coref EEO ,              (5.1) 
 
where α0 is the fine structure constant.  ħω is the energy of the incident photon, which 
should match the energy difference Ef -Ecore between the initial and final electronic states 
|Ψcore > and |Ψf  >.  <Ψf | Ô |Ψcore > is the transition moment matrix element.  It is 
evaluated in the present work within the electric-dipole approximation as 
 
>⋅<>< corefcoref rO ψεψψψ |ˆ| ~ |ˆ| ,                               (5.2) 
 
where εˆ  is the polarization direction of the incident EM field, and r  is the single 
electron position operator.  The initial core state |Ψcore > is the localized ground core state 
of the absorbing atom.  The final state |Ψf > is the unoccupied valence state where the 
electron is excited into.  |Ψf > is obtained from the solution of the Schrödinger equation 
with an effective potential to mimic screenings by other electrons after the core excitation.  
 
5. 1. 1 PAW formalism  
 
Since the eigenvalue of a core state is much lower than those of the valence states, 
it can be treated as a localized wavefunctions around the absorbing nucleus.  In order to 
maintain the orthogonality with the core wavefunctions, the valence wavefunctions have 
 160
to oscillate rapidly in the core region.  Emulation of the oscillations of the valence 
wavefunction in the core region will require a very large plane wave basis sets and 
therefore makes electronic calculations very expensive [10].  As described in Chapter 1, 
the pseudopotential approximation [21, 244] is widely used in numerical calculations of 
solids to overcome these problems.  This approximation replaces the core electrons and 
strong nuclear potential by a weaker pseudopotential that acts on a set of pseudo 
wavefunctions.  The pseudopotential is constructed in such a way that there are no radial 
nodes in the pseudo wavefunctions in the core region and can thus speed up the 
calculation substantially.  The pseudo wavefunctions and pseudopotential are identical to 
the all-electron wavefunction and potential outside a cutoff radius rc (Fig. 1-2).  
 
 The pseudo wavefunctions have exactly the same eigenvalues and functional 
forms outside a prescribed cutoff distance from the core as the corresponding all-electron 
wavefunctions.  It is a good approximation for the calculation of the total energy and 
electronic properties for which matrix elements are dominated by the valence regions 
outside the core.  However in the calculation of XAS, detailed description of the all-
electron wavefunctions in the core region is crucial.  In this case, the deficiency of the 
pseudopotential approximation is evident.  It explicitly neglects components of the 
wavefunctions near the nucleus and therefore cannot be used to simulate neither the 
initial state >coreψ|  nor the final state >fψ| , which are needed in evaluation of the 
transition matrix elements  >< coref O ψψ |ˆ| .  To resolve this problem and avoid using 
expensive all-electron calculations, Van de Walle and Blöchl proposed a solution based 
on Blöchl’s PAW electronic structure method [50-51].  This method offers a general 
approach to calculation of all-electron properties from pseudopotential-based schemes by 
reconstructing all-electron wavefunctions from the pseudo wavefunctions [245-246].  
This approach has been used for the calculation of hyperfine parameters [245].  In the 
present study, the same approach has been used to develop formalism for the calculation 
of XAS from first-principles.  
 
In the pseudopotential approximation, the pseudo wavefunctions are exact outside 
the core region and artificially chosen to be as smooth as possible inside.  Thus the 
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wavefunctions need to be corrected within the cutoff radius rc.  Near the atomic nucleus, 
the core potential is much stronger than the potentials from neighboring nuclei.  
Therefore, the wavefunction should be approximately ‘atomic-like’ in the core region and 
can be expanded in terms of the all-electron partial waves [92].  This expansion is then 
used as corrections to the core wavefunctions in the PAW formalism.  When the all-
electron partial waves are added to the total wavefunction, the corresponding pseudo 
partial waves must be subtracted (Fig. 5.2) from the total wavefunction.  The 
reconstructed all-electron wavefunction is therefore a combination of the pseudo 
wavefunction outside the core region and the all-electron wavefunction inside the core 
region [92]. 
 
 
Figure 5.2.  A simplified depiction of reconstructed PAW wavefunction that contains on-
site and out-of-site contributions from all-electron and pseudo wavefunctions.  
 
The remainder of this section presents the quantum mechanical description of the 
PAW formalism.  The all-electron wavefunction of the final state |Ψf > can be related to 
the corresponding pseudo wavefunction >fψ~|  through a linear operator Tˆ  [93, 247],  
 
>>= ff T ψψ ~|ˆ| .                                                   (5.3) 
  
These two wavefunctions can be expanded in terms of the all-electron and pseudo partial 
waves for different orbital basis sets: 
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where nR,φ  and  ~ ,nRφ are the all-electron and pseudo partial waves at atomic site R
r
.  The 
index n here refers to the angular momentum quantum numbers and to an additional 
number, which is used if there is more than one projector per angular momentum channel 
[248].  The nRC ,r  is the expanding coefficient that can be obtained self-consistently.  In 
the pseudopotential approximation, the pseudo wavefunction is identical to the all-
electron wavefunction outside the core region so that  
 
cnRnR rr >=    ~ ,, rr φφ .                                                   (5.6) 
 
Defining >=< fnRnR PC ψ~|~ ,, rr  in which the vector |~ ,nRPr<  is the projector function, Eq. 
(5.3) can be written as  
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This equation is the quantum mechanical description of Fig. 5.2.  The PAW wavefunction 
is the summation of the pseudo wavefunction outside and the all-electron wavefunction 
inside the core region.  It is clear that the projector function |~ ,nRPr<  should be zero 
outside the core region. 
 
 The projector function |~ ,nRPr<  satisfies the orthogonal condition with the pseudo 
partial waves.  One can rewrite the pseudo-wavefunction of the final state >fψ~|  in Eq. 
(5.5) as 
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and considering  
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the orthogonal rule is reduced to  
 
',',',',
~|~ RRnnnRnRP rrrr δδφ >=< .                                   (5.10) 
 
Within the PAW approach, one can reformulate the XAS matrix elements in Eq. (5.2) by 
replacing the all-electron wavefunction of final state |Ψf > with the expansion in Eq. (5.7).  
The transition matrix then becomes  
 
2||ˆ|| >< coref O ψψ  
∑∑ >><><><<=
n n
nRcorecorenRfnRnRf OOPP
'
',,',, 0000
|ˆ||ˆ|~|~~|~ rrrr φψψφψψ ,    (5.11) 
 
where the summation over all atomic site R
r
 reduces to a single term at the absorbing site 
0R
r
, since at a given time only one electron can be excited.  In the present study, the 
pseudo final state >fψ~|  is computed using the Quantum-ESPRESSO package [63] 
within the framework of DFT.  The projector function |~ ,nRPr<  was computed using the 
GIPAW (Gauge-Including Projector Augmented Waves) [249] module in the Quantum-
ESPRESSO package.  The calculation of the interaction matrix element 
>< corenR O ψφ |ˆ|,0r  is described in the following section.  
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5. 1. 2 The XAS matrix elements 
 
 To compute the transition matrix element >< corenR O ψφ |ˆ|,0r , the electric dipole 
approximation is used for the incident EM field,   
 
 )(1)exp( 2rOrkirki rr
rrr +⋅+≈⋅ .                                              (5.12) 
 
The transition matrix element >< corenR O ψφ |ˆ|,0r  then reduces to,  
 
>⋅>≈<< corenRcorenR pO ψεφψφ |ˆ||ˆ| ,, 00
r
rr ,                   (5.13) 
 
where εˆ  is the polarization direction of the incident EM field, and pr  is the single-
electron momentum operator.  Since the system Hamiltonian Hˆ commutes with the 
single-electron position operator rr , the single-electron momentum operator pr  can be 
written as 
 
],ˆ[ rHip rr = .                                          (5.14) 
 
Substitute Eq. (5.14) into Eq. (5.13), one has the relation 
 
><⋅>=⋅< corenRcorenR rHip ψφεψεφ |],ˆ[|ˆ|ˆ| ,, 00
rr
rr                                             
 
>⋅<−= corenRcorenR rEEi ψεφ |ˆ|)( ,, 0
r
rr ,                    (5.15) 
 
where nRE ,r  and coreE  are the eigenvalues of >nR ,0| rφ  and >coreψ| , respectively.  If one 
defines εˆ  and rr  as 
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the interaction matrix element >⋅< corenR r ψεφ |ˆ|,0
r
r reduces to three matrices that couple 
initial and final states by position operators x, y, z for three orthogonal directions, 
>< corenR x ψφ ||,0r , >< corenR y ψφ ||,0r , and >< corenR z ψφ ||,0r .  
 
 To calculate the reduced matrices, it is convenient to use spherical coordinates 
and separate the wavefunction into its radial and angular part,   
 
>>>= lmnRnR YR ||| ,, 00 rrψ ,                                         (5. 18) 
 
     >>>= 00' 1, ||| 0 YR sRcore rψ .                                        (5. 19) 
 
Here for the core state, the 1s orbital is taken as an example (K-edge).  The three 
components of the reduced matrix become   
 
>><>=<< 00' 1,,, |cossin||||| 000 YYRrRx lmsRnRcorenR φθψφ rrr ,              (5. 20) 
 
>><>=<< 00' 1,,, |sinsin||||| 000 YYRrRy lmsRnRcorenR φθψφ rrr ,              (5. 21) 
 
>><>=<< 00' 1,,, |cos||||| 000 YYRrRz lmsRnRcorenR θψφ rrr .                 (5. 22) 
 
The first terms on the right hand side of Eqs. (5.20) to (5.22) depend only on the radial 
part of the wavefunctions.  The radial function >' 1,0| sRR r  is the 1s core wavefunction, 
obtained from the solution of the Schrödinger equation for an isolated absorbing atom 
(ground state).  The partial waves >nRR ,0| r are valence wavefunctions with angular 
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momentum quantum numbers n reconstructed by the PAW formalism from the pseudo 
wavefunctions, which are obtained by solving the Schrödinger equation for a potential 
with only one 1s electron in the absorbing atom (excited states). 
 
 The second terms on the right hand side of Eqs. (5.20) to (5.22) are integrations of 
a product of multiple spherical harmonics.  However, the spherical harmonics >lmY| are 
complex functions, whose integrations are not straightforward.  To avoid dealing with 
imaginary numbers, the complex function >lmY|  is represented by a linear combination 
of cubic harmonics >lmY~|  [250, 251].  The cubic harmonics >lmY~|  are real functions and 
form a complete basis set that is equivalent to >lmY| .  Sometimes the cubic 
harmonics >lmY~|  is also referred to as real spherical harmonics.  The relation between 
>lmY|  and >lmY~|  is [251] 
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In the >lmY~|  representation, the position operators x, y, z can be written as 
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by using the relations,  
 
φθπφθ
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θπφθ cos4
3),(0,1 =Y .                                           (5.28) 
 
By means of Eq. (5.26), the complex integrals in Eqs. (5.20) to (5.22) are reduced to the 
following real integrals  
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These integrals can be calculated analytically and it is reduced essentially to the 
evaluation of the Clebsch-Gordan (C-G) coefficients [253].  Moreover, if there is a need 
to extend the XAS calculation to higher angular momentum absorption edges, it can be 
done by changing the cubic harmonics >lmY~|  to those corresponding to the core state.  
 
To obtain the value of real spherical harmonics >lmY~| , one can use the associated 
Legendre functions ),,,( mlQ ϕθ  [254],   
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The higher-order Legendre functions can be derived from their lower-order counterpart 
using the recursion rule [254]:   
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Since the total angular momentum must be conserved during the electronic 
excitation, the angular momentum ( >lmY~|  ) for the final state |Ψf > cannot be arbitrary.  
Instead, it is governed by the selection rules of the C-G coefficients, 
 
coref mmM += ,                                          (5. 38) 
 
  corefcoref llLll +≤≤− .                                    (5.39) 
 
Here (L, M) is the angular momentum quantum number for position operators x, y, and z.  
The (mcore,, lcore) and (mf,, lf) are the angular momentum quantum numbers for the initial 
core and final valence state, respectively.  For K-edge XAS the initial core state is 1s. 
Applying the selection rules of Eqs. (5.38) and (5.39), the summations over angular 
momentum quantum numbers in Eq. (5.11) reduce to   
 
∑ >>=<<
lm
lm YxYYxY 001100
~||~~||~ ,                           (5. 40) 
 
 169
∑ >>=<< −
lm
lm YyYYyY 001100
~||~~||~ ,                         (5. 41) 
 
∑ >>=<<
lm
lm YzYYzY 001000
~||~~||~ .                         (5.  42) 
 
5. 2 The excitation process  
 
 An electronic excitation occurs when the energy of the incident photon is 
sufficient to promote an electron from a core state to an unoccupied state.  Once the 
electron is ejected, it will leave a deep potential well in the core state (core hole) of the 
absorbing atom.  The electrons within the system will respond to the new potential and 
migrate toward the core hole.  This effect is called as electron screening [255].  The 
nuclei might also be displaced according to the core hole potential, and this often result in 
structural change [92].  It is important to determine whether the structural change should 
be treated before attempting any calculation of XAS.  This can be decided qualitatively 
by comparing the timescale of the electronic excitation and that of respective electronic 
and ionic relaxations.  The timescale of an electronic excitation can be estimated from 
knowledge of the approximate bandwidth of the final state and the corresponding velocity 
of the excited electron.  The timescale of electron screening is related to the plasmon 
energy, and is much shorter than that of electronic excitations, approximately 1% of the 
latter.  The lattice relaxation takes much longer, the timescale of which is about 10 times 
that of electronic excitations.  The well-separated timescales indicate that for an 
electronic excitation to take place the electronic system has time to respond but the lattice 
is essentially fixed in its ground state configuration [92].  In the present study, the 
electronic system is relaxed self-consistently to the ground state in the presence of the 
core hole [63].  This calculation is consisted of two separate steps: 
 
1. Generation of an excited pseudopotential for the absorbing atom by removing a single 
electron or a fractional part of one electron to simulate the core hole effects, from the 
core state from which the electron is excited [256].  An example of the excited 
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pseudopotential is shown in Fig. 5.3.    
 
 
Figure 5.3.  The headers for the two Quantum-ESPRESSO pseudopotentials of carbon, 
with a full core hole (left) and without any core hole (right).  Red lines indicate the 
eigenvalues for the valence orbital 2s and 2p and the number of valence electrons.   
 
2. Relax the total electronic wavefunction to the hole state with the new ionic potential.  
No structural relaxation is needed since the ground-state geometry has no time to 
respond.  During the self-consistent calculation, the core hole will then be screened 
by electrons.  The electronic calculations have been performed with PW approach 
within the DFPT using Quantum-ESPRESSO package [63]. 
 
It is important to know that at a given time only one core electron at a certain 
absorbing atom is excited.  The absorbing atom needs to be treated separately from other 
atoms that stay in the neutral state.  As a result, the lattice symmetry of the system is 
broken when the excitation occurs.  Since the PW approach employs periodic boundary 
conditions, the supercell approximation [257] must be used in the calculation of core hole 
effects.  The supercell is constructed by replicating the unit cells of the bulk material. 
One of the atoms in the supercell is chosen to be excited.  In the core-excited state of the 
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system, the absorbing atom is represented by a core hole pseudopotential and the 
screening by the valence electrons is simulated by performing a self-consistent 
calculation.  This is then followed by a band structure calculation for unoccupied KS 
eigenstates (Eq. (1-12)) up to the energy for which the absorption spectrum is required.  It 
should be noted that in the supercell approximation unphysical interactions between the 
core holes from neighboring supercells must be minimized.  To avoid such interactions 
one should extend the distance between neighboring excited atoms by increasing the size 
of supercell.  Strictly speaking, the size of the supercell should be increased until the 
calculated XAS spectrum converges [8].  
 
5. 3 Tests and results 
 
 A computer program for the calculations of XAS using the method described 
above in this chapter has been developed and implemented in the Quantum-ESPRESSO 
package [63].  At present, the electronic spectrum is simulated by using the dipole 
approximation, but higher-order multipoles can easily be included in the calculation.  In 
this section, simple tests of K-edge XAS were applied on three solids and one molecule, 
diamond, fullerene C60, α-quartz and water molecule.  The calculated spectra will be 
compared with the literature and experiments.   
 
5. 3. 1 K-edge XAS of diamond 
 
The first test case is the carbon K-edge spectrum of diamond excluding core hole 
effects in the calculations.  This is a ‘pseudo process’ that describes a nonphysical 
excitation from a neutral ground state to itself.  In a non-excitonic interpretation, the final 
states evolve according to the ground state charge density, and therefore the XAS should 
resemble the p-electronic density of the unoccupied states.  Due to its simplicity, this 
approach has been used to provide a rough approximation of XAS.  However, it explicitly 
excludes the complexity of introducing the core hole in the calculations, and therefore 
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serves as a good test for debugging purposes.  For these reasons, this test has been widely 
applied and the results are available in the literature [92, 255].  
 
In order to reconstruct the all-electron response in a pseudopotential calculation 
using the PAW approach, the projectors are constructed with the all-electron and pseudo 
wavefunctions corresponding to each pseudopotential.  These wavefunctions are 
produced during the generation of the pseudopotentials.  For each type of atom, and 
selected orbital angular momentum (l), it is necessary to have two projectors to describe 
the bounded and unbounded states.  Therefore for each orbital momentum two all-
electron and pseudo wavefunctions are needed.  For this purpose, the valence and the first 
excited wavefunction of each orbital momentum were used.  For example, the electron 
atomic configuration 1s22s22p23s03p0 was to generate the carbon pseudopotential.  The 
valence 2s22p2 and excited 3s03p0 describe the bounded and unbounded states, 
respectively.  For all calculations in the present study, the pseudopotentials are generated 
employing the GGA (PBE) exchange-correlation functional [18].  
 
The calculated carbon K-edge spectrum of diamond excluding core hole effects is 
presented in Fig. 5.4 (a) and compared with those available in the literature [92, 255] in 
Fig. 5.4 (b).  The present calculated XAS successfully reproduces all the spectral features 
reported previously.  Considering the fact that the previous calculation has used a 
different exchange correlation functional (LDA) [11] and computer programs (CASTEP 
[258, 259]), the agreements is highly satisfactory.  This test validates the present 
implementation of the PAW approach. 
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Figure 5.4.  (a)  The XAS calculated for the carbon K-edge of diamond excluding core 
hole effects.  The calculation has been repeated with multiple k-point meshes for the first 
BZ sampling and the convergence has been achieved with a 24x24x24 k-point mesh.  A 
0.5 eV Gaussian smearing has been applied to all spectra.  (b)  The calculated spectrum is 
compared with the previously reported spectrum.  The grey curve indicates the data 
represented in Ref. 92 and the green curve is the new calculated spectrum.  The curves 
denoted by C*I and C*II are the XAS calculated for carbon K-edge of diamond including 
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the core-hole effects using two different excited pseudopotentials [92].  The C*I 
pseudopotential was generated using the atomic configuration 1s22s22p2 with the one core 
electron being fully removed from the system, while the C*II pseudopotential was 
generated using the same atomic configuration but one core electron is excited to the 2p 
orbital [92].  
 
5. 3. 2 Core hole effects on diamond 
 
 After successful validation of the computer code, the next step is to include the 
core hole effects in diamond and examine the improvements on the spectrum.  In the 
present study, the core hole effects are simulated by a core hole pseudopotential and 
electron screening in the self-consistent calculation.  As described above, since the 
timescale for electron screening in molecules and solid are very different, it is a common 
observation that for a solid the inclusion of a full core hole in the absorbing atom 
potential produces XAS spectra in better agreement with experiments [260].  On the other 
hand for molecules, removing partial electron (usually half) from the core state seems to 
perform better [261, 262].  For this reason the test on diamond started with the full core 
hole approximation.  Two different electron configurations, 1s12s22p23s03p0 and the other 
is 1s12s22p33s03p0, were used in the generation of the full core hole carbon potential.  For 
both configurations one electron is removed from the 1s orbital.  The difference is in the 
2p orbital.  In the first configuration, the excited electron is assumed to be fully removed 
from the atom so that the valence states are identical to their reference configurations.  In 
the second pseudopotential, the excited electron is considered to be promoted to the 
valence state 2p, so the configuration of the 2p orbital is changed from 2p2 to 2p3.  
However, it is found that these two configurations produce almost identical carbon K-
edge spectra.  For the rest of this study the type I configuration 1s12s22p33s03p0 is used.  
 
In passing it is worthy to comment that for a realistic description of the electronic 
excitation, the excited core electron does not vanish completely from the system as was 
done here.  It is promoted to an unoccupied state and in a time-dependent way, also 
contributes to the screening of the nuclear charge [92].  An accurate modeling of this 
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process can in principle be achieved by investigating excitons using the time-dependent 
DFT [263, 264].  Therefore, within the present time-independent approach, several 
approximations were made to include average electron screening effects.  There are two 
simplest approximations that may be thought of as two extreme cases, no screening and 
complete screening.  In the no screening case the excited electron is removed entirely 
from the system, and results in a charged supercell.  In this case there is no electron 
screening from the excited electron.  In the complete screening case the excited electron 
is included as an extra valence electron, and results in a neutral supercell.  In this case the 
excited electron is able to participate fully in the screening of the core hole.  In the self-
consistent calculation, this extra electron is attracted by the deeper potential well in the 
absorbing atom and it is expected to relax close to its valence orbital.  The carbon K-edge 
XAS of diamond was re-calculated using both approximations and the results are 
presented in Fig. 5.5.  The general shapes of two spectra are very similar to each other 
and the positions of the peaks are almost identical.  However, in detail intensities of 
several peaks were observed to change - especially at the low-energy region where 
electron screening is expected to be more important.  In the neutral cell calculation, an 
extra electron is introduced to screen the core hole, thus the strength of the core hole 
potential is reduced and the valence states are less confined and resulted in reduced peak 
intensities at the energy threshold.  In the higher energy region, the two calculated spectra 
are essentially identical to each other.  The result with correct electron screening is 
expected to lie somewhere between the two curves in Fig. 5.5 represented by the two 
extreme approximations.  However, it is needed to note that for molecules, the charged 
cell and neutral cell calculations produce quite different results, and neutral cell 
calculations tend to give better agreement with experiment [265].   
 
In Fig. 5.6 the carbon K-edge XAS for diamond calculated with a full core hole 
and a charged cell is compared with the previously calculated and experimental spectra 
reported in Ref. 247.  It is clear that our calculated spectrum is in a substantially good 
agreement with the previous calculation.  The overall agreement between the calculated 
spectrum and the experiment is fairly good.  All characteristic features in the 
experimental spectrum are recognizable in the calculated spectrum except for the first 
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low energy peak.  This peak has been attributed to carbon 1s core excitons that are not 
included in the present method.  The features from d to i are correctly reproduced in both 
positions and relative intensities.  In the low-energy region, the agreement between the 
experiment and calculations is not as good.  In Ref. 247, it was demonstrated that the 
low-energy spectrum is affected strongly by the interaction between core-holes from 
neighboring supercells.  This is an artifact of the supercell model and thus the quality of 
spectrum can be improved by increasing the size of supercell.  Comparing the carbon K-
edge XAS of diamond calculated with a full core hole in Fig. 5.6 with the same spectrum 
calculated without core hole in Fig. 5.4, a significant improvement is observed.  This 
observation suggests that the inclusion of the core hole effects is crucial for the 
calculations of XAS. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.5.  A comparison between calculated carbon K-edge XAS of diamond with 
charged cell and neutral cell.  A full core hole is included in both calculations.  A 
supercell of 16 atoms (2x2x2 primitive cell) and a 12x12x12 k-point mesh have been 
used.  A 0.5 eV Gaussian smearing has been applied to both spectra.  
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Figure 5.6.  (a)  The calculated carbon K-edge XAS of diamond with a full core hole and 
a charged cell.  A supercell of 16 atoms and a 12x12x12 k-point mesh have been used.  (b) 
The calculated and experimental carbon K-edge XAS of diamond reported in Ref. 247 
 
5. 3. 3 Z+1 approach 
 
 An alternative approach to include the core hole effects in the XAS calculations is 
the so-called Z+1 method [92].  The core hole effects can be approximated either by 
removing one electron from the core state as in the core hole approach, or by increasing 
the nuclear charge of the absorbing atom by one.  The latter case is the Z+1 approach.  
For example, one can use the nitrogen pseudopotential to model the excited-core carbon 
atom in XAS calculations.  Fig. 5.7 shows the carbon K-edge XAS of diamond calculated 
by both the Z+1 and core hole approach.  The results are broadly similar and the peak 
positions produced by the two methods agree.  On the second threshold, the agreement is 
very good on both positions and relative intensities of the peaks.  However, once again, 
near the threshold of the absorption spectrum where core hole effects are more important, 
the difference between the calculated observed intensity is quite large and the Z+1 
spectrum is less accurate.  This observation indicates the deficiency of the Z+1 approach.  
The Z+1 approach attempts to mimic the excited core by placing an additional charge at 
the nucleus.  This procedure can simulate the charge compensation in a general way, but 
clearly the spatial variation of the resulting potential is incorrect.  For example there is no 
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distinction between the core hole in 1s and 2p orbital, so it is impossible to separate K-
edge and L-edge spectra.  As described in previous section, the core hole approach can be 
achieved in a straightforward way.  Therefore, there is no advantage to use the less 
accurate Z+1 approximation.   
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.7.  A comparison between the carbon K-edge XAS of diamond calculated using 
the core hole and Z+1 approach.  A supercell of 16 atoms and a 12x12x12 k-point mesh 
have been used.  Nitrogen pseudopotential is used to simulate the excited carbon atom.  
 
5. 3. 4 C60 fullerene –experiments and theory  
 
Since the discovery of C60 [266], the buckyball, fullerenes and related materials 
have been the subject of great interest [267-268].  Among different experimental 
techniques, XAS measurements have been used to study electronic and changes in 
geometric conformations [269, 270].  In this section the carbon K-edge XAS for C60 
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fullerene is calculated and compared with the experimental spectrum.  The experimental 
spectrum was measured at the National Laboratory of Italian CNR-INFM ELETTRA 
Light Source [271].  The optimized structure of C60 fullerene is shown in Fig. 5.8.  There 
are three non-equivalent carbon atoms marked as C1, C2 and C3.  The structure 
resembles a soccer ball made of twenty hexagons and twelve pentagons with a carbon 
atom at the vertices of each polygon.  The hexagons are constructed by alternative single- 
and double-bonds with the lengths of 1.45 Å and 1.37 Å.  The carbon K-edge XAS for 
C60 fullerene has been calculated for an isolated molecule with a full core hole in a 
charged supercell.  Only one k-point (gamma point) was used in the calculation.  The 
calculated spectra were found to be very similar for the three types of carbon atoms and 
the C1 type XAS is selected for presentation.  Fig. 5.9 compares the calculated and 
experimental spectra.  The calculated spectrum is observed to be in very good agreement 
with the experiment [271].  All the observed peaks are correctly reproduced by the 
calculations. 
 
 
 
 
Figure 5.8.  Optimized C60 structure.  The three non-equivalent carbon atoms are labeled 
as C1–C3.  The two different bonds are marked with their bond lengths 1.37 Å and 1.45 
Å.  
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Figure 5.9.  A comparison between the calculated and measured carbon K-edge XAS of 
C60 fullerene. 
 
5. 3. 5 α–quartz : an angular dependent case 
 
 Besides the isotropic XAS spectra presented in previous sections, angular 
dependent XAS is also implemented in the calculations of XAS.  In this section, an 
example of calculated angular dependent absorption spectrum will be shown for the 
silicon K-edge XAS of α-quartz.  α-quartz has a trigonal space group P3221 with a 
hexagonal unit cell.  Since the point group is D3, α-quartz is a dichroic compound [243].  
There are two distinct angular dependent absorption spectra //σ and ⊥σ for α-quartz, 
corresponding to the polarization direction εˆ  of incident EM field parallel and 
perpendicular to the ternary axis [001] of the hexagonal cell, respectively [272-275].  
Any absorption spectrum in α-quartz can be expressed as a linear combination of these 
two distinct spectra.  For example, the isotropic absorption spectrum can be approximated 
by the special average 3/)2( // ⊥+ σσ , which has been found well reproduce measured 
XAS of  α-quartz using powder sample [247].   
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Figure 5.10.  The calculated silicon K-edge polarized XAS of α-quartz compared with 
previously reported calculations and experiments.  (Top) The XAS for polarization 
direction εˆ  parallel to the ternary axis [001].  (Bottom) The XAS for polarization 
direction εˆ  perpendicular to the ternary axis [001].  The previous calculations and 
experimental data are reported in Ref. 247. 
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In the present study, the absorption spectra //σ  and ⊥σ  of silicon K-edge of α-
quartz were calculated.  The coordinates and site symmetries for α-quartz used in the 
present calculations are Si : 3a 0.0000 0.4699 0.3333; H : 6c 0.4141 0.2681 0.7854 with 
lattice constants a=4.913, and c= 5.405 Å.  The full core hole approach is used with a 
charged supercell.  Construction of the pseudopotential for the absorbing silicon atom 
employed the electron configuration 1s12s22p23d63s03p03d0 with one electron removed 
from the 1s orbital.  A 72 atom supercell (2x2x2 primitive cell) has been used.  Charge 
density has been calculated with only one k-point in the BZ.  In order to mimic 
experiments, a Gaussian smearing of 1.0 eV was used to broaden the calculated spectra.  
The calculated spectra //σ and ⊥σ  are presented in Fig. 5.10 and compared with previous 
reported calculations and experiments [247].  It is observed that our calculated spectra 
agree very well with those from the previous theoretical calculation and the experiment.  
The positions and relative intensities of all the features are correctly reproduced.  
 
5. 3. 6  Water molecule in gas phase 
 
 For molecules, it was found that the choice of core hole potential, e.g., half or full 
core hole, plays an important role in the calculated XAS.  Usually the half core hole 
potential produces XAS that agree better with experiments [261, 262].  The quality of 
XAS of molecules also depends on the treatment of electron screening.  As shown in 
section 5. 3. 2, the two extreme cases of electron screening, no screening (charged cell) 
and complete screening (neutral cell), produce similar and reasonable carbon K-edge 
XAS for diamond.  For molecular phases the situation is very different.  Molecules 
experience substantial excitonic modifications in electronic excitations, and XAS 
calculated with the two extreme limits of electron screening are very different [276, 277].  
In this section, the XAS calculation of molecules is explored by calculating the oxygen 
K-edge XAS of water molecule in the gas phase.  The calculations are performed with 
both half and full core hole potential, and with both charged and neutral cell.  The results 
are compared with experiments [278] and previously reported theoretical calculated 
spectra [260]. 
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 The oxygen K-edge XAS of water molecule calculated with different core hole 
potentials representing different electron screening are compared with the experimental 
spectrum [278] in Fig. 5.11.  The experimental XAS spectrum is characterized by three 
main features at 535.7, 537.6, and 538.8 eV.  The positions of the first two peaks with a 
gap of about 2 eV, and their relative intensities (the first about half the height of the 
second) are well reproduced in all the calculated spectra.  For the third peak and higher-
energy but weaker peaks, the calculated and observed results are very different.  It is 
interesting that only the no core hole potential correctly reproduces both the position and 
relative intensity of the third peak.  The full core hole potential with neutral cell, and the 
half core hole potential with charged cell, reproduce the third peak correctly in relative 
positions, but with a much lower intensity.  As shown in the experimental spectrum [278], 
intensities of the higher-energy peaks are much lower when compared with the three 
main peaks.  This spectral feature is reproduced by all the calculated spectra except the 
one calculated with the no-core hole potential.  In general, the XAS spectrum calculated 
using the half core hole potential with a charged cell is the closest to the experimental 
spectrum.  However, it is clear that the agreement with the experiment, even in the best 
case, is not as good as the agreement achieved for solid materials.  As shown in Fig. 5.11, 
the full core hole potential produces similar spectrum as the half core hole potential, but 
tends to overestimate the energy gap between the second and third main peaks.  This 
observation indicates that the full core hole potential exaggerates the contraction of the 
low energy empty valence orbitals.  The contraction enhances the transition intensities of 
the two low-energy peaks and pushes other peaks to higher energies.  This behavior of 
the full core hole spectrum has also been observed in Ref. 260.  It was reported in Ref. 
260 that the combination of the half core hole potential and charged cell produce the best 
agreement of XAS for water molecule with experiment.  Fig. 5.12 shows the comparison 
between the oxygen K-edge XAS of water molecule calculated in the present study and 
that presented in Ref. 260.  Both spectra were calculated with the half core hole potential 
with a charged cell.  In the present study, the PAW approach and a PW basis set were 
used.  In previous calculations [260], the all-electron approach and localized basis set 
aug-cc-PV5Z were used.  In Fig. 5.12, the first two main peaks are clearly reproduced by 
both calculations.  For the third and fourth peaks, the all-electron calculation reproduces 
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the correct relative intensities but the predicted excitation energies are shifted to higher 
energies.  In conclusion, it is unfortunate that none of the above calculations reproduces 
the oxygen K-edge XAS of water molecule that agrees well with the experiment.  
However, improvements were achieved by modifying the core hole potential and electron 
screening.  The calculations presented provided information on the modeling of the 
effects of proper screening is difficult even in simple molecules as water.  Some of the 
discrepancies may be attributed to the neglect of vibrational and lifetime effects.   
 
Figure 5.11.  The oxygen K-edge XAS of water molecule calculated with different core 
hole potential and electron screening.  A Gaussian smearing of 0.5 eV is used to smooth 
all spectra.  The experimental spectrum is reported in Ref. 278. 
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Figure 5.12.  A comparison between the calculated oxygen K-edge XAS of water 
molecule and previously reported data [260]. 
 
5. 4  Summary 
 
 A numerical method employing the projector augmented wave method has been 
developed for the calculation of X-ray absorption spectrum within the framework of 
density functional theory.  This method has been coded and implemented into the 
electronic structure package Quantum-ESPRESSO.  To test the implementation, the 
carbon, silicon, and oxygen K-edge XAS were calculated for diamond, fullerene C60, α-
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quartz and water molecules.  It is observed that for solid materials, the agreement 
between calculated XAS and experiments are very good.  For molecules, the quality of 
the calculated XAS sensitively depends on details of the theoretical treatment of core 
hole potential and electron screening.   
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Chapter 6 
Summary and Perspectives 
 
              An interesting property of solids under high pressure is the ubiquitous presence 
of superconducting states.  Most often, crystal structures at ambient pressure become 
unstable at high pressure and transform into new phases.  Under suitable conditions, 
many of these new structures are superconductive.  One of the objectives of this research 
is to identify the favorable conditions in the formation of a superconducting state.  To this 
end, the possibility of pressure-induced superconductivity was investigated for selected 
materials, including dense Li, Xe, and Group IV (Si, Sn) hydrides using the Migdal-
Eliashberg theory within the framework of the BCS superconducting theory.  Alkali 
metal Li, generally regarded as a free-electron metal at ambient condition, was found to 
transform into two superconducting phases (FCC and cI16) at high pressure with a 
maximum superconducting critical temperature Tc up of 17K.  In Chapter 2, the phase 
transitions and superconductivity in these two phases were investigated.  The calculated 
pressure for the FCC →cI16 transformation is in good agreement with experiment.  
Strong electron-phonon coupling was found in both phases.  For the FCC phase, 
experimental Tc was reproduced with the theoretically calculated EPC parameter only if 
an unusually large Coulomb pseudopotential µ*~0.22 is used.  In contrast, the calculated 
Tc of the cI16 phase are also in good agreement with experiments but with a more 
nominal µ* of 0.14.  This observation may indicate that strong s/p hybridization increases 
the strength of the Coulomb repulsion in the FCC phase but the cI16 phase behaves more 
like a ‘normal’ superconductor.  More importantly, the calculations also successfully 
reproduced the observed maximum in Tc immediately preceding the FCC → cI16 
transition.  A surprising superconducting property is found in solid Xe.  Noble gas is 
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known as being chemically inert at ambient pressure.  Under high pressure, however, Xe 
undergoes a displacive phase transition to the HCP structure above 70 GPa and becomes 
metallic at 140 GPa.  The possibility of superconductivity of the metallic HCP phase was 
investigated from 150 to 315 GPa.  The results reveal that the EPC of Xe is spatially 
localized in separated regions in the first BZ.  The EPC is found to be largest at 215 GPa 
with a Tc of 0.04 K was predicted.  Recently Group IV hydrides have been suggested as 
good superconductors under high pressure because the H atoms are pre-compressed by 
heavier Group IV atoms and possess high-frequency vibrations.  The validity of this 
suggestion was confirmed by detailed analysis of the high-pressure phases of SiH4 and 
SnH4.  Very high Tc was predicted in SiH4 and SnH4 compounds at a pressure higher than 
100 GPa.  This prediction is confirmed by a recent experiment on SiH4, in which a 
pressure-induced superconducting state was found with a Tc up to 17 K.   
 
The results obtained here offer a glimpse on the properties that determine 
superconductivity at high pressure.  It is shown that superconductivity is likely to occur 
in low-dimensional structures, most favorable in two-dimensional planar structures [75, 
279].  It is shown that the simultaneous occurrence of dynamical and electronic 
instabilities of the materials help to enhance the EPC.  A remarkable feature found in 
these pressure-induced superconductors is the ubiquitous presence of soft phonon modes 
as a result of FS nestings and/or Kohn anomalies [75].  The good agreement found 
between theory and experiment demonstrated that first-principles methods can be used 
reliably to estimate Tc.  In the future, we expect to extend the investigation of pressure-
induced superconductivity to other materials at high pressure.  For example, as an 
extension of the superconductivity on Group IV hydrides, the Li-Be alloys have been 
suggested as a candidate material for pressure-induced superconductors [280].  As the 
density increases with pressure, the core orbitals of Li atoms start to overlap and expel 
valence electrons into two-dimensional layers characterized by delocalized nearly free 
electron states near Be ions.  This phenomenon is very similar to the procedure that the H 
atoms experience in the high pressure SnH4 [75].  Moreover, since both Li and Be are 
superconductors, the Li-Be alloys may well merit assessment for superconductivity.  
Another group of peculiar materials under pressure is the intercalated graphite.  In recent 
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experiment, CaLi2 was found that the hexagonal polymorph of Laves-phase CaLi2 is 
superconducting at high pressure with a maximum Tc of 13K at 81 GPa [281, 282].  
Moreover, the superconducting state of Ca-intercalated graphite CaC6 has also been 
found with a Tc up to 11.4K [283-285].  The experiments on graphite also leads to an 
interesting question that, can doped-grapheme, which is structurally similar to graphite, 
be superconducting as well?  The answer to these questions and the theoretical 
investigation on the high-pressure materials mentioned above will further extend the 
understanding on pressure-induced superconductivity.  On the other hand, further 
developments in the theoretical method are also desirable.  Instead of the empirical 
McMillan equation, or its’ extension by Dynes and Allen, the complete Eliashberg gap 
equations should be solved to obtain more accurate estimate of Tc [58-61].  Moreover, a 
better scheme for BZ sampling for the treatment of spatially localized EPC is needed.   
For many pressure-induced superconductors, the EPC is localized in small regions in the 
BZ, which makes an accurate evaluation of EPC parameter difficult.  Using the current 
MP sampling scheme, the accurate calculations of Tc for these systems may require 
impractically larger q-mesh beyond the current computational capability.  A possible 
solution to this problem is proposed through the study of boron-doped diamond by 
Giustino et. al. [286, 287], who designed a scheme to improve sampling of the first BZ 
with millions points using spatially localized Wannier orbitals [288].  Very accurate 
electron-phonon matrix elements at arbitrary phonon wavevector can then be easily 
evaluated.  Another factor affecting the reliability of the estimated Tc is the repulsive 
electron-screened Coulomb interactions or the Coulomb pseudopotential µ*.  µ* is very 
complicated to compute from first-principles [129, 289].  Thus in practice, empirical 
values of µ* between 0.10-0.13 are often used.  However, the choice of an empirical 
value of µ* sometimes can be problematic.  For example, µ* is found as high as 0.22 in 
the FCC phase of Li [141].  To solve this problem, Lüders et.al. proposed a new method 
[200-292] to calculate the Tc directly from the DFPT.  The Coulomb repulsion enters the 
perturbative treatment on the same footing as EPC and is explicitly calculated from 
DFPT.  In this way, a truly ab initio calculation of Tc can be achieved which does not 
need any empirical parameters.  An efficient implementation of this scheme to handle 
larger system is urgently needed. 
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A feature of the crystallography at high pressure is the existence of a rich 
diversity of morphologies.  At high pressure, it is possible that many candidate structural 
models have very similar enthalpy.  X-ray diffraction patterns are often used to 
differentiate the structural models.  However, it is sometimes very difficult to obtain 
reliable experimental data at high pressure.  It was demonstrated in Chapter 3 that 
through the calculation of Bader’s AIM analysis, IR and Raman spectroscopes can be 
used as sensitive diagnostic tools to differentiate among candidate structural models.  
These methods were applied to solid H2, O2, and SiH4.  In solid H2, IR and Raman 
spectra are used to examine two recently proposed competing structures of the high-
pressure phase III; the Cmcm and C2/c structures.  These two structures have very similar 
local structural motifs and therefore, the profile and the intensity of the IR active vibrons 
of both structures are also similar and apparently both agree with experiment.  Instead, it 
is found that Raman and IR spectra of low-frequency vibrations are very sensitive to the 
local structure.  The calculated Raman spectrum of the C2/c structure gives much better 
agreement with experiment than the Cmcm structure.  Moreover, the calculated pressure 
dependence of the IR absorption intensity of the C2/c structure is also shown to be in 
excellent agreement with experiment.  For solid O2, the experiment observed structure, 
IR and Raman spectra of the recently solved C2/m structure of the high-pressure ε phase 
were well produced using the DFPT method.  Although, it was found that the observed 
C2/m structure has a slightly higher enthalpy than the theoretically proposed Cmcm chain 
structure.  Using Bader’s AIM method and from the analysis of the electron charge 
density, the preference on the formation of (O2)4 clusters in the C2/m structure and the 
nature of the interactions between O2 molecules is explained.  It was shown that weak 
non-bonded interactions between (O2)4 clusters help to stabilize the structure.  Changes in 
the geometry of the (O2)4 cluster and the Raman vibrations with pressure have been 
examined and the overall agreement with experiments is excellent.  A new structure for 
the metallic and superconducting ζ phase is proposed and discussed.  For SiH4, IR and 
Raman spectra were calculated for our predicted P42/nmc structure and the agreement 
with available experiment results is very good.  More significantly, the predicted 
metallization pressure is also in a good accord with experiment.  The good agreement of 
the calculated and observed spectral features indicates that the P42/nmc structure is a 
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reasonable candidate for the high-pressure insulating phase of SiH4.   
 
As commented by John Maddox [293], ‘One of the continuing scandals in the 
physical sciences is that it remains in general impossible to predict the structure of even 
the simplest crystalline solids from knowledge of their chemical composition.’  Indeed, 
predicting the diverse crystal structures of a solid is one of the central problems in (high-
pressure) crystallography.  Traditional theoretical methods for predicting unknown 
crystal structures usually involve dynamical processes and have obvious shortcomings.  
The dynamical methods have limited ability to overcome energy barriers in the free 
energy surface, and therefore the accuracy is strongly dependent on the initial guess of 
structural configurations.  An unreasonable initial guess may result in the subsequent 
configurations being trapped in higher energy local minima.  On the other hand, GA 
presents an attractive solution to these problems, since it does not need any prior 
information on the topology of the energy landscape and initial structures, and is efficient 
in investigating the free energy surface.  The only information needed is the knowledge 
of chemical composition of the solids.  A recently proposed GA for crystal structure 
prediction with new developments have been implemented and applied to investigate 
high-pressure structures of solid N, Ca and AlH3.  For solid N, the GA method not only 
recovered the four lowest-energy non-molecular structures, CG, C2/c, BP, and Cmcm 
chain predicted theoretically or known experimentally, but also revealed a meta-stable 
single-bonded three-dimensional structure.  The stability of this structure at high pressure 
was established by phonon calculations.  For Ca, recently two new high-pressure phases, 
Ca IV and V, have been found and shown to possess surprisingly high Tc.  However, the 
crystal structures of these two phases cannot be identified due to the lack of reliable 
structural information.  The GA method was used to search for lowest enthalpy candidate 
structures, and unambiguously identified stable structures for Ca IV and V.  The 
calculated diffraction patterns of predicted structures of both phases are in substantial 
agreement with experiments.  For AlH3, the GA method was used to search for candidate 
structures for high-pressure phase II and phase III of AlH3 identified by experiments 
recently.  It is found that the structure for phase III has a space group of Pm-3n with Al 
atoms forming a BCC framework and H atoms locating on faces and forming linear 
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chains along the cubic axes.  The predicted structure for phase II has a triclinic cell with 
space group P1.  The predicted lattice parameters, unit cell volumes, diffraction patterns 
of the P1 structure fit reasonably well the experimental data.  The calculated electronic 
density of states also support the pressure-induced metallization observed in experiments.   
 
We demonstrated in this thesis that the current implementation of GA method for 
the search of crystal structure is successful.  Other than the materials presented in this 
thesis, there are still plenty of unknown high-pressure crystal structures need to be 
determined/predicted.  For example, there are evidences found in recent ac susceptibility 
and Raman spectroscopic studies that Li might transform into an intermediate phase 
around 50 GPa and stabilizes into another stable phase above 62 GPa [134].  The 
structures of these two possible phases remain unknown.  In the future, it is also expected 
to extend this method to more complex structures.  In the present study, we have 
employed the GA method to crystal structures containing up to 12 atoms (AlH3).  It 
would be interesting to apply this method on more complicated systems.  In a recent 
proposal, it was claimed that in principle, a well-tuned GA is reliable for searching 
crystal structures containing several tens of atoms [294].  A very challenging project will 
be resolving the structure of high-pressure ξ phase of solid N.  X-ray diffraction 
experiment has identified a phase transition from the molecular rhombohedral (R3/c) ε 
phase to another molecular phase, ξ phase at 60 GPa [295-297].  The structure of the ξ 
phase is unknown.  However, the X-ray diffraction experiment suggests that the primitive 
unit cell of the ξ phase can contain up to 24 N atoms [295].  Moreover, the N atoms form 
three types of bonds at high pressure, single-, double-, and triple-bonds.  As discussed in 
Chapter 4, at high pressure, solid N prefers to crystallize in chain-like structures in which 
N atoms are connected by alternating single- and double-bonds, e.g., the Cmcm and Imma 
chain structures.  Thus, to search for the molecular N structures that are solely 
constructed by triple-bonds, an efficient screening scheme needs to be developed to 
separate the offspring structures containing double and triple bonds.  On the aspect of 
further developing the algorithm, a new genetic operation, permutation, could be added to 
the current implementation.  A possible realization of permutation operation is to 
randomly exchange the positions of different types of atoms in the parent structure.  The 
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purpose of the permutation operation is to accelerate the location of correct atomic 
ordering.  The current GA code is implemented for the electronic band structure package 
VASP.  It is also possible to implement it to other first-principle codes, for example, 
Quantum-ESPRESSO and SIESTA.  
 
In Chapter 5, a first-principles approach was developed for the calculation of 
XAS within the framework of the DFT.  The PAW method was used to reconstruct the 
core orbitals.  These orbitals are essential for the calculation of the transition matrix 
elements.  This approach provides a straightforward framework for the investigation of 
single particle core hole and electron screening effects, which have been demonstrated to 
be significant for all investigated materials.  To test the implementation, the C, Si, and O 
K-edge XAS were calculated for diamond, fullerene C60, α-quartz and water molecule.  In 
all cases, the calculated XAS agree very well with experiments.  For water molecule, the 
quality of the calculated XAS sensitively depends on the delicate theoretical treatment of 
core hole potential and electron screening.  The overall agreement between the calculated 
XAS and experiment is reasonable.   
 
The reliability demonstrated by the reported cases indicates the current 
implementation of the first-principles calculations of XAS is successful.  A good project 
in the future is to extend the XAS calculations to disordered solids.  A few improvements 
can be added to the current method.  For example, the current code can only calculate the 
XAS for spin-restricted systems.  It is possible to extend the implementation to spin-
polarized systems in near future.  At present the interaction matrix is restricted to dipole 
approximation, we plan to extend it to higher-order multipoles.  Current XAS spectra are 
broadened by Gaussian smearing with constant linewidth.  In the future, a more realistic 
energy-convoluted broadening scheme needs to be developed.  Moreover, a reliable code 
for generating core hole PAW pseudopotential needs to be implemented.  Within the DFT 
framework first-principles simulations of several other spectroscopes, such as EELS and 
the XES, can also be developed.  
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In this thesis, electronic properties of materials under high pressure were studied 
through state-of-the-art computational methods.  The calculations were based on the first-
principles PW pseudopotential method within the framework of DFPT.  The work 
summarized in this thesis is comprised of four themes.  Separate chapter was devoted to 
each research topic.  The electronic structure, FS, IR and Raman spectrum, Bader’s AIM 
analysis, animation of atomic vibrations, lattice dynamics, and EPC all require 
tremendously large amount of computing time.  For example, EPC calculations of the 
high-pressure C2/c phase of SiH4 at 125 GPa took 19200 computational hours on a fast-
interconnected (full-bidirectional InfiniBand) Opteron cluster with 64 processors.  I have 
developed several major computer programs.  These include the genetic algorithm 
package used in Chapter 4 and the XAS code described in Chapter 5.  The genetic 
algorithm package was developed such that the evolutionary procedures are automatic 
and no users’ interference is needed.  An introduction of the genetic algorithm package 
and a user manual is given in Appendix B.  The XAS code was developed in 
collaboration with DEMOCRITOS National Simulation Center of the Italian CNR-INFM 
in Trieste, Italy.  This code was implemented into the Quantum-ESPRESSO package and 
will be released to the scientific community in near future.  Other programs developed in 
the thesis include a code for calculating the partial phonon DOS projected into atomic 
contribution (Appendix A) and the analysis of nesting of FS. 
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APPENDIX A 
Calculation of atom projected phonon DOS  
 
At a given phonon frequency ω, the total phonon DOS is defined as: 
 
∑∑ −=
j q
jqtot A r
r )(1)( ωωδωρ ,                                   (A.1) 
 
where jqrω is the phonon frequency of mode ( jqr ).  jqrω  can be obtained as the square root 
of the eigenvalue of the dynamical matrix.  The index j runs over all phonon branches.  
The q-point forms a complete MP mesh [22].  A is a normalization factor can be 
computed from a simple rule: the integrated sum of the total phonon DOS should be 
equal to 3 times the number of atoms in the primitive cell.  
 
If the primitive cell contains more than one atom, the partial phonon DOS projected 
on the a-th atom is calculated as follows.  At a given phonon wavevector qr , the a-th 
atom’s contribution to the j-th branch phonon frequency jqrω  is [298] 
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Here ),( qjCai
r and ),( qjCsi
r are coefficients of the eigenvectors corresponding to phonon 
frequency jqrω .  The index i indicates three Cartesian directions.  The index s sums over 
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all atoms in the primitive cell.  Thus it is straightforward to write the partial phonon DOS 
projected to the α-th atom as 
 
∑∑ −=
j q
jqa aqjfactorA r
r
r )(),,(1)( ωωδωρ .                    (A.3) 
 
This double summation in Eq. (A.3) is calculated using the tetrahedron integration 
scheme.  The complete q-point mesh forms N tetrahedra.  The vertices of the n-th 
tetrahedron are defined as nkq
r  with k=1, 4 [298].  Eq. (A.3) is calculated by summing 
over all tetrahedra inside the BZ, 
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Here ng is the weight of the n-th tetrahedron.  nkI  is the weight of the k-th vertex of the n-
th tetrahedron.  The normalization of the weights requires that 1∑ =
n
ng  and ∑ =
k
n
kI 1 for 
each tetrahedron n.  The nTV  is the volume of the n-th tetrahedron.  This method has been 
implemented in the first-principles electronic structure code Quantum-ESPRESSO [62].  
An example is shown in Fig. A.1 on the calculated partial phonon DOS for AlAs 
projected on Al and As atom. 
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Figure A.1.  Calculated total phonon DOS and partial phonon DOS projected on Al and 
As atom for AlAs.  
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APPENDIX B 
User ’s guide for ASAP 
 
B. 1 Introduction  
 
This guide covers the installation and usage of ASAP (Advanced Structure 
seArching Package).  ASAP is a suite of code and shell-script to perform structure 
prediction calculations based on the recently proposed genetic algorithms [52-56].  The 
goal is to predict the most stable crystal structure and/or energetically favorable meta-
stable crystal structures from the knowledge of only constituent elements at any given 
pressure or volume condition.  The search starts with a population of randomly generated 
structures.  The population is improved through genetic operations by producing 
energetically favorable structures.  In successive generations, new low-energy structures 
evolve and replace the highest-energy structures in the preceding generation.   
 
For each generation, there are essentially two computational steps, 
 
I. Generate the candidate structures by applying the genetic operations, namely 
heredity, mutation, and maintain operations on structures selected from 
current generation.  This step is performed by ASAP. 
 
II. Perform structural optimization on the generated structures of step I.  This 
step needs to be done with first-principles code.  The current version of 
ASAP code is implemented for VASP [63] only.  
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As seen from step I, ASAP code is used to analyze a population of candidate structures 
(optimized by VASP).  This step does not contain any first-principles calculations, and 
therefore it serves as a post-processing code.  Thus, the ASAP code works only in serial 
mode.   
 
B. 2 Installation 
 
The ASAP code contains four executables: analy, asap, pos2cif, and writeSYM.  
The function and usage of these executables will be explained later.  To install the ASAP 
code, one should use the Makefile.  A sample Makefile is provided with the code 
designed for Inter Fortran Compiler (ifort).  The ASAP code does not use any external 
math libraries and the optimization level is not important.  To “make” the code, execute 
the command, 
 
make  
 
To uninstall the code, one uses the command, 
 
make clean 
 
An external executable findsym [213] that calculates the space group of a crystal 
structure is used in the ASAP code.  The code can be downloaded from 
http://stokes.byu.edu/isolinux.html.  It is a pre-compiled package so does not need to be 
installed.  However, one has to set environment variable in order to run the program.  
Please follow the instructions provided on the website.  
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B. 3 Usages 
 
1. asap  
 
 This is the main executable for the ASAP code.  It performs the genetic 
operations as described above.  The input file looks like this:  
 
      100                              # control flag 
      110.0                            # defined volume, in a^3 
      0.00 0.00 0.00 0.00 0.00 0.00         # user-defined cell 
      2                                # of different elements 
      2   8                            # of Si atoms, # of H atoms 
      0.00 0.00 0.00 0.00                  # user-defined constraints 
      11                               # of offsprings 
      4                                # kscale 
      11                               # of parents, for ical =1 and 100 only. 
      ENERGY.gen1 
      RDF.gen1 
      SYM.gen1 
      GENE_INFO.gen2                  # Structure information, for ical=1 only. 
 
Explanation: 
 
Line 1.  This is the type of calculations.  There are three choices.  
 
0 :  generate a population of random structures. For each structure, the POSCAR and 
KPOINTS files will be generated. The naming of POSCAR and KPOINTS following this 
rule, 
 
        POSCAR0001 …POSCAR0010 … POSCAR 0100… POSCAR 1000 
        KPOINTS0001…KPOINTS0010…KPOINTS0100…KPOINTS1000 
 
1 : generate a new population of structures by applying genetic operations on selected 
structure from the current population .  For each structure, the POSCAR and KPOINTS 
files will be generated.  
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100 : analyze a population of optimized structures.  For each structure, the OUTCAR and 
CONTCAR are needed for the analysis.  The naming of OUTCAR and CONTCAR 
following the same rule as POSCAR and KPOINTS,  
 
        OUTCAR0001 …OUTCAR0010 …OUTCAR0100…OUTCAR1000 
        CONTCAR0001…CONTCAR0010…CONTCAR0100…CONTCAR1000 
 
The calculated energies, structural information of each structure will be printed out into 
an ENERGY file (Line 10).  The radial distribution function will be printed out into the 
RDF file (Line 11).  
 
Line 2.  This is the user-defined volume of unit cell (in Å3) for the structures to be 
generated.  For calculation type = 0 the program generates an initial population of 
random structures with the volumes scaled to the preset value.  For calculation type =1 
the program generates a new population of structures based on genetic operations and the 
input volume is not used.  Instead, a weighted average of this volume and the optimal 
volume extracted from the current population is used to scale the generated structures.  
Detail information on the weighted average is presented in the header file 
‘parameters.inc’. 
 
Line 3.  User-defined unit cell.  Input a, b, c, α, β, γ of the unit cell you would like to use.  
Otherwise the code will generate the unit cells either randomly (if Line 1 = 0) or from the 
parent structures (if Line 1 = 1).  In these two cases, hard constraints on lattice vectors 
and cell angles will be applied on the generated unit cells. These hard constrains can be 
adjusted in the file ‘parameters.inc’.  The units here are Å and degree.  These parameters 
are optional, and if used the line 2 will be blocked.  Input all ‘0’ if this line is not needed.  
   
Line 4.  Number of different types of elements in the unit cell.   
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Line 5.  Number of atoms for each type of elements in the unit cell.  The order of 
elements input here will be used to generate the POSCAR file.  Make sure the atom 
pseuopotentials in the POTCAR file are arranged in the same order.  
 
Line 6.  User-defined hard constraints on the shortest distances permitted between atoms.  
This key is optional.  The current implementation can treat only two types of atoms.  
Input the desired shortest distances, A-A, B-B, A-B.  Input all ‘0’ if this line is not 
needed, then the hard constraints will be automatically generated by scale the volume of 
unit cell.  Detail information on automatically generated constraints is presented in the 
header file ‘parameters.inc’. 
 
Line 7.  Number of offspring structures to be generated.   
 
Line 8.  The basic division of k-point used in KPOINTS files.  Depends on the hard 
constraints used, the generated structure could have arbitrary cell shapes.  Thus it is not 
reasonable to use an unitary k-point mesh to optimize them.  The ASAP code therefore 
generate a KPOINTS file for each structure.  A uniform k-point mesh is generated by 
scaling according to the length of the reciprocal lattice vectors of the structure with a 
basic division and rounded to the nearest higher even integers.  For example, if the basic 
division is 4 and the ratio between three lattice vectors is 1:2:3, the generated k-point 
mesh will be 12 x 8 x 4.  
 
Line 9.  Number of parent structures in the population.   
 
Line 10.  Filename for the ENERGY file.  This file stores the structural information and 
calculated energy for each optimized structure in the population. Here, if the structure 
optimization is constant-volume, the total energy of each structure will be printed out.  
However, if the structure optimization is done at constant-pressure, the enthalpy of each 
structure will be printed out.  The structures are sorted in order of increasing 
energy/enthalpy, and thus the first structure in each generation is the lowest-
energy/enthalpy structure.  For some structures that the structural optimizations fail to 
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converge, they will be sorted to the end regardless the energies/ enthalpies.  For 
calculation type = 100 that analyze the optimized structure, this file is written.  For 
calculation type = 1 that generates structures based on genetic operations, this file is read.  
 
Line 11. Filename for the RDF file.  This file is similar to the ENERGY file except the 
radial distribution function for each structure is added in.   
 
Line 12. Filename for the SYM file.  This file is similar to the RDF file except the space 
group for each structure is added in.  This file is generated by another subroutine 
writeSYM that will be explained below.  For calculation type = 1 that generates 
structures based on genetic operations, this file is read.  
    
Line 13. Filename for the GENE_INFO file.  This file is written when calculation type = 
1.  This file keeps a record of each new generated structure on the info of their parent 
structures and type of genetic operation used.  
 
2. pos2cif 
 
 This subroutine produces the .cif files (to be used with Material Studio and 
Mercury) for a population of optimized structures.  The ENERGY file is needed in this 
step to read structural information from.  The input file is like this,  
 
  1                      # of different elements 
  8                      # of Ca atoms 
  Ca                    Element names 
  66                     # of structures 
  ENERGY.gen1           # ENERGY file 
 
Explanation :  
 
Line 1.  Same as Line 4 of the input file for asap. 
 
 204
Line 2.  Same as Line 5 of the input file for asap. 
 
Line 3.  Element names.  Please make sure the order of elements here is consistent with 
the ENERGY file. 
 
Line 4.  Number of structures in this population.  
 
Line 5.  The filename of the ENERGY file.  
 
3.  writeSYM 
 
 This subroutine analyzes the structural information of a population of optimized 
structures (structural information stored in the ENERGY files), and produce the SYM file.  
The space group of each structure is calculated using the program findsym [6].  The 
writeSYM subroutine produces input files and collect output files for findsym.  The 
input file for wirteSYM is as follow,  
 
0                     # calculation type, 0: write input files  1: analyze results 
   1                     # of different elements 
   8                     # of Si atoms, # of H atoms 
   66                    # of parents 
   ENERGY.gen1         # ENERGY file 
   RDF.gen1             # RDF file 
   SYM.gen1             #  SYM file 
0.08 # tolenrance 
 
Explanation :  
 
Line 1.  Type of calculation.  There are two choices, 
        0 : produces input files for findsym 
        1 : analyze the output files from findsym and produce the SYM file.  
 
Line 2.  Same as line 4 of the input file for asap  
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Line 3.  Same as line 5 of the input file for asap 
        
Line 4.  Same as line 9 of the input file for asap 
 
Line 5.  Same as line 10 of the input file for asap 
 
Line 6.  Same as line 11 of the input file for asap 
 
Line 7.  Same as line 12 of the input file for asap 
 
Line 8.  User defined value of tolerance in the calculation of symmetry (in fractional 
coordinates).  
 
4. analy 
 
 This subroutine analyzes the genetic track of the parent population and offspring 
population.  Specifically, it reports the record on (i) the number of offspring structures 
having lower energy than their parents, (ii) the number of offspring structures different 
from their parents and (iii) structural information and space groups on newly generated 
and disappeared structures is kept.  The input file of analy is as follow,  
 
      SYM.gen2 
      SYM.gen1 
      GENE_INFO.gen2 
      ANALY.gen2 
 
Explanation : 
 
Line 1.  The SYM file for the offspring population. 
 
Line 2.  The SYM file for the parent population.   
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Line 3.  The GENE_INFO file for offspring generation.  
 
Line 4.  The filename for the ANALY file.  The analyzed results are stored in this new 
file.  
 
5. parameters.inc 
 
This header saved the adjustable parameters used by the various programs.  If it is 
necessary to adjust some parameters, please first uninstall the code by ‘make clean’ and 
reinstall the code afterwards.  The explanation on these parameters are given in the file.  
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