Abstract-This paper gives a detailed description of the prelaunch and in-orbit calibrations of the Mercury Laser Altimeter (MLA) on the MErcury Surface, Space ENvironment, GEochemistry, and Ranging (MESSENGER) mission, which was launched on August 3, 2004 and has been operating in orbit about Mercury since March 2011. A brief summary of the MLA instrument is given, followed by the instrument measurement model and calibration formulas. The prelaunch tests used to determine the values of various calibration coefficients are described. The boresight alignment parameters were verified and recalibrated by special tests, with the MESSENGER spacecraft en route to Mercury. The MLA instrument model and the calibration methods were largely derived from airborne and spaceborne lidar for Earth science observation at the NASA Goddard Space Flight Center and will benefit future space lidar developments for Earth and space science.
I. INTRODUCTION
T HE Mercury Laser Altimeter (MLA) is one of seven scientific instruments on the MErcury Surface, Space ENvironment, GEochemistry, and Ranging (MESSENGER) spacecraft developed and operated under NASA's Discovery Program [1] . MESSENGER was launched on August 3, 2004 and was inserted into orbit about Mercury on March 18, 2011, after a 6.6-year journey through the inner heliosphere and six planetary flybys, including one of Earth, two of Venus, and three of Mercury. MLA obtained two profiles across Mercury during flybys and began taking science measurements from Mercury orbit on March 29, 2011. Measurements will continue until the expected end of mission in March 2015.
MLA is similar to the Mars Orbiter Laser Altimeter (MOLA) [2] - [4] developed at the NASA Goddard Space Flight Center (GSFC) for the Mars Global Surveyor mission, but it is smaller in size and designed to withstand a much harsher thermal environment. Moreover, MLA must range over generally much greater distances and steeply off-nadir directions. The laser outputs a single spatial mode and is collimated so as to maintain a small footprint on the planet. The receiver has a narrow field of view and a narrow spectral bandwidth to minimize background Manuscript received July 16, 2013 ; revised March 27, 2014 and September 14, 2014; accepted October 23, 2014 .
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Digital Object Identifier 10.1109/TGRS.2014.2366080 light from the sunlit side of Mercury. The receiver detection threshold is kept as low as possible to achieve the highest possible receiver sensitivity. MESSENGER is in a highly eccentric near-polar orbit around Mercury, with a periapsis of 200 to 400 km, an apoapsis of ∼15 000 km, and an orbital period of 12 h from orbit insertion to March 2012 and 8 h thereafter. The spacecraft altitude comes within the MLA ranging capability near periapsis for 15 to 45 min during each orbit, depending on the time of year. The periapsis latitude lies within 30
• of the north pole, and MLA and other instruments can view lowlatitude regions during ascending or descending tracks. The intense heat from the Sun requires the spacecraft to point its sunshade toward the Sun at all times; during noon-midnight orbits, this requirement constrains the payload deck to point within ∼10
• about the ecliptic south pole, with MLA ranging at a slant angle as high as 70
• . The MLA measures the topography of Mercury via laser pulse time-of-flight and spacecraft orbit position data. The primary science measurement objectives for MLA are to provide a high-precision topographic map of the northern polar regions, to measure the long-wavelength topographic features of the mid-to-low latitude regions, and to detect and quantify the planet's forced librations. Fig. 1 shows a photograph and a mechanical drawing of MLA. Fig. 2 shows U.S. Government work not protected by U.S. copyright. the MESSENGER payload instruments and the location of MLA on the spacecraft.
MLA operates under a harsh and highly dynamic thermal environment, due to the large variation in heat flux from the Mercury surface from daytime to nighttime and from deep space background. The transmitter and receiver optics undergo rapid and uneven swings in temperature during science measurement (tens of degrees per hour at the laser-beam expander and the receiver telescope). The most challenging operational environment for MLA occurs near a Mercury true anomaly of 220
• -300
• [5] , where the spacecraft is in a noon-midnight orbit. As the spacecraft emerges from the nightside to the dayside of the planet, the instrument first experiences a thermal shock, then a continuously rising temperature due to self-heating and the hot planet, a brighter solar background light, and an increasingly oblique ranging angle. It is a major challenge to maintain optical alignment while the instrument undergoes such large and rapid thermal transitions. The receiver sensitivity has to be as high as possible since the transmitted laser pulse energy and receiver aperture size are limited by tight constraints on instrument mass, power, and size.
MLA has been calibrated through a series of ground tests before launch. The instrument model and parameters have been updated by means of numerical methods and measured data. This paper gives the details of the calibration methods, the measurement results, and the updated instrument model.
II. MLA INSTRUMENT DESCRIPTION
The MLA instrument consists of a laser transmitter, four receiver telescopes, aft optics, detector, electronics, and a microprocessor for instrument control and data processing. MLA is directly attached to MESSENGER's main payload deck with no steering mechanism. The laser beam pointing direction is perpendicular to the payload deck, and its pointing is controlled by the spacecraft body orientation. The instrument design concepts were inherited from MOLA [3] and the Geoscience Laser Altimeter System (GLAS) [6] . The detailed instrument design has been described earlier [7] . A functional block diagram of the MLA instrument is shown in Fig. 3 [7] , and the key instrument parameters are listed in Table I .
The MLA laser transmitter is a diode-pumped Nd:YAG slab laser with passive Q-switching. It consists of an oscillator stage and an amplifier stage. An external 15× beam expander provides the required beam divergence. The laser cavity is sealed but has a venting hole with a special particle and molecular filter to prevent contaminants from entering the laser cavity during ground testing and in space. A photodiode at the exit port detects the laser pulse emission. Its output is also used to terminate the pumping laser diode current. Further details about the MLA laser can be found elsewhere [8] .
The receiver consists of four 11.5-cm-diameter refractive telescopes and four equal-length 200-μm-core optical fibers to couple the received optical signal onto a single silicon avalanche photodiode (Si APD). The average laser speckle size at the entrance of the receiver is about one-tenth the telescope diameter; hence, the number of speckles within the receiver aperture is about 100, and the speckle noise is a small fraction of the overall receiver noise. Coherent interference of the signals from the four telescopes is mixed with the speckle patterns and further reduces its effect on the receiver signal-to-noise ratio (SNR). This multiaperture receiver optical design has a much larger tolerance to thermal gradients and transients than a larger Cassegrain telescope of equal aperture size. Additional details about the MLA optics design appeared earlier [9] .
The Si APD detector and pre-and postamplifier designs are similar to those in MOLA and GLAS. The Si APD and the preamplifier are housed in a hybrid circuit, along with a highvoltage bias-compensation circuit that maintains its responsivity to within 10% over the expected operating temperature range. The postamplifier consists of a wideband operational amplifier followed by a variable-gain amplifier (VGA). The VGA allows MLA to accommodate the wide signal dynamic range resulting from the constantly changing spacecraft altitude during science measurements.
There are three receiver channels, each with a different lowpass filter and a Gaussian-like impulse response. The channel that is the closest match to the received pulse has the highest SNR and is most likely to detect the ground return. Channel 1 has two comparators, i.e., one with a high threshold and one with a lower threshold. Channels 2 and 3 have only lowthreshold comparators. The upper threshold is set such that the false-alarm rate is less than 5% in each measurement. Although the detection sensitivity for this channel is lower, it ensures essentially noise-free range measurement under the most favorable ranging conditions such as near periapsis. The other three channels, i.e., one from each low-pass filter output, use much lower detection thresholds. The detailed characteristics of each channel are summarized in Table II . A lockout circuit is used to allow only the first pulse from the three low-threshold comparators to be passed on to the event timers. The lockout circuit reduces the number of event timers and the size of the circuit board. A channel identification number indicates which channel signaled an event. The event timer for the low-threshold channels can record up to 15 events, so that a lower detection TABLE I  MLA INSTRUMENT PARAMETERS threshold may be used to allow several false-alarm pulses in addition to the surface echo. Onboard software filters out the false alarms and selects the most likely ground echoes for downlink via a range-histogramming algorithm. In the flight software, only 10 events from the lower threshold comparators are processed, instead of the full 15 events supported by the hardware. The false-alarm pulses arrive randomly, whereas the ground echoes are likely to be contiguous in range. The histogramming technique allows an increase in the receiver sensitivity by about a factor of two compared with the upper threshold channel. The two-tier threshold detection effectively provides four samples of the received pulse waveform for strong echo signals that cross both thresholds. The pulsewidths at the two thresholds may be used to estimate the received pulse energy under the assumption of a well-behaved, e.g., Gaussian, pulse shape.
A range gate is used before each event timer to allow only those pulses that arrive within the expected time interval to be time tagged by the event timer. The range gate delay and window duration is set according to the slant range to the surface and the rate of change estimated by the spacecraft.
The range window duration is also controlled by the instrument state, i.e., maximum width during initial target acquisition and narrowing down after the receiver successfully acquires the target and tracks the Mercury surface. Four noise counters record the number of threshold crossings at the output of each comparator, but before the range gate. The detection threshold levels are adjusted automatically such that the average number of false-alarm pulses within the range gate interval is maintained at a predetermined value.
The receiver event timers consist of a set of time-to-digital converters (TDCs). The TDCs are based on the tapped-delayline technique [10] , and each channel is implemented in a silicon application-specific integrated circuit (ASIC) specially designed for space applications [11] . The tapped delay lines consist of a series of logic gates with precise and uniform propagation delay times. An on-chip phase-lock loop is used to self-calibrate the delay time against an external reference clock signal. The ASICs can perform subnanosecond timing, without the need for high-frequency logic circuits and clock oscillators. All other digital logic circuits are implemented in a field programmable gate array (FPGA). The combined circuit can time the leading and trailing edges of the transmitted laser pulses and the received echo pulses to better than 1-ns accuracy. The FPGA records the times of up to 15 events for every transmitted pulse, with a dead time of a few hundred nanoseconds. The laser pulse time-of-flight is the difference between the times of the received and transmitted laser pulses. The average of the pulse rising and falling edge times is used to define the pulse arrival time, in order to avoid time biases due to pulse-amplitude variation. A microprocessor carries out the onboard science algorithms that calculate the range gate, the detection thresholds, the gain of the detector postamplifier, and the histogram of the received pulses. The microprocessor also handles data compression, housekeeping, and interfaces with the spacecraft.
MLA acquires a one-pulse-per-second (1-pps) tick from the spacecraft, along with the corresponding mission elapsed time (MET) over the software data bus. MLA also obtains a 5-MHz clock signal from the spacecraft precision oscillator and uses it to drive the event timers. An 8-Hz timing signal is derived via a divider chain and is used to trigger the laser and start the event timers. The time from each 1-pps time mark to the subsequent laser triggering pulse is measured with a counter, in order to refer the laser transmission time to the spacecraft MET and thereby to the ephemeris time. MLA also carries its own clock oscillator and can operate without the spacecraft clock (SCLK) signal. However, use of the SCLK is preferred since it is much more stable and accurate. Furthermore, the clock frequency is directly monitored from Earth by the MESSENGER Mission Control Center (MOC).
The MLA main housing is thermally isolated from the spacecraft payload deck. The laser-beam expander and the four receiver telescopes also serve as radiators that cool the instrument after each science measurement period. There are three instrument power states, i.e., keep-alive, standby, and science, with their power dissipations listed in Table I . These three instrument thermal states are carefully phased, such that the instrument temperature is between 10
• C and 35
• C, when Mercury is within range and MLA can acquire ground returns.
The instrument heats up in science mode due to self-heating and cools down in keep-alive mode by radiating its heat to space. It must be switched to the standby mode to warm up the timing and laser electronics prior to the next science-mode operation. The cooling and heating rates of the keep-alive and standby modes were adjusted, so that the cool-down, warm-up, and science measurement times can fit into an 8-to 12-h orbital period. The MLA power-converter assembly on the side of the MLA main housing is mechanically and thermally attached to the payload deck and can tolerate a much larger temperature range without affecting the instrument operation.
III. MLA INSTRUMENT MODEL
MLA provides three measurements, i.e., the laser pulse timeof-flight, the echo pulsewidth, and the echo pulse energy, along with the laser emission time referenced to MET. Neglecting the relativistic effects of planetary and spacecraft motion, the distance from the MESSENGER spacecraft to the illuminated spot on the Mercury surface, i.e., R m , is related to the laser pulse time-of-flight by
where c = 299 792 458 m/s is the vacuum speed of light, and t tx and t echo are the times of the transmitted and echo laser pulses. Under the assumption that the pulse shapes are symmetric, the pulse arrival times can be taken as the average value of the signal threshold crossing times at the leading and trailing edges, as
where t txL , t txT , t echoL , and t echoT are the times of the transmitted and echo pulses at the leading and trailing edges. These are given as parts of the MLA science data product and referenced to the start of the event timer. The event timer restarts at the rising edge of every laser trigger pulse. The laser pulse emission time, in terms of the spacecraft MET, can be written as
where MET(t trig ) is the MET value at the laser trigger time t trig , and C tx is a calibration constant to account for the time delays of cables, internal optical path length, etc. MLA measures the time from the 1-pps tick to the first of the eight laser trigger pulses that comprise a 1-s data packet. The time of the subsequent seven laser trigger pulses within the second can be interpolated for an 8-Hz laser trigger rate. Therefore
where MET 1pps is the MET value (in integer seconds) for the 1-pps tick, which is given as part of the data packet header; Δt trig1 is the time from the 1-pps tick to the first laser trigger pulse in the packet; and i shot = 1, 2, . . . , 8 is the shot number.
The time interval between the 1-pps ticks is inversely proportional to the SCLK oscillator frequency, which may deviate slightly from the nominal value. The spacecraft guidance and control system monitors the MET and provides the correspondence between MET, ephemeris time, and coordinated universal time (UTC).
The distance traveled by the laser pulse, and the spacecraft position and laser boresight angle at the time when the pulse was transmitted, define a vector in space, which is used to solve for the coordinates and the height of the laser footprint on the planet surface with respect to the planet center of mass. A topographic map of the planet is constructed with a great number of such measurements along different ground tracks.
The accuracy of the surface height determination is mainly affected by the unknown biases in the spacecraft position and the pointing angle, and the random error in the MLA time-offlight measurement. The biases in the spacecraft position and pointing angle usually dominate, but they are slowly varying random variables and can be minimized by incorporating radio Doppler and range tracking into the precision orbit determination process together with ground-track crossovers as constraints [12] - [14] .
For relatively strong echoes, generally when the distance to the surface is less than 600 km and the laser-beam incident angle is less than 20
• , the pulse can cross both the upper and lower threshold levels, giving four sample points along the pulse waveform. For an ideal Gaussian-shaped pulse, the root-mean-square (RMS) pulsewidth and the pulse area can be uniquely solved as
where w Hi and w Lo are the measured pulsewidths from the high-threshold channel and the low-threshold channel, respectively, and y Hi and y Lo are the threshold values (in volts) at the comparator inputs. Likewise, the echo pulse area A echo (in volt-seconds) can be solved as
The echo pulse energy can be obtained as
where R det is the responsivity of the detector and postamplifiers (in volts per watt). In practice, however, the pulse shape is often different from an ideal Gaussian function, due to complex terrain conditions. The signal pulse waveform also becomes noisier at the pulse trailing edge, due to detector shot noise and crosstalk between the two comparators. As a result, the use of (7) can lead to large errors. Consequently, we fit the leading and trailing edges of the pulse at each threshold to a triangular waveform, for which the enclosed echo pulse area is
The resulting pulse energies are less influenced by noise and comparable to those from the Gaussian model for wellconstrained pulses. For those received pulses that trigger only the lower threshold, the received pulse energy is bounded by the two pulse energy levels determined by the lower and the higher thresholds.
To obtain a surface reflectivity measurement, MLA measures the transmitted laser pulse energies with an integrator circuit that also monitors laser health. The relationship between the reflectivity and pulse energies is given by the laser altimeter link equation
where E echo is the received signal pulse energy (in joules), E tx is the transmitted laser pulse energy (in joules), η r is the receiver optics transmission, A r is the receiver telescope entrance aperture area (square meters), and r s is the surface reflectivity of the target assumed to be Lambertian. The echo pulsewidth can be used to estimate the surface slope and roughness within the laser footprint [15] . If roughness is neglected, the RMS pulsewidth of the echo laser pulse is related to the surface slope as [16] , [17] < σ
where σ tx is the transmitted laser RMS pulsewidth, σ f is the RMS receiver impulse response, and γ is the RMS laserbeam divergence angle (half-angle at the 1/ √ e intensity point). The first term in the bracket of (11) accounts for the laserbeam curvature effect and can often be neglected since usually γ θ. The MLA science data consist of the following: 1) time from the 1-pps tick to the first laser trigger pulse in the packet, which can be used to reconstruct the laser pulse emission time by (4); 2) event times of the transmitted and echo laser pulses at both the rising and trailing edges; 3) channel identification number for each pair of time tags; 4) beginning and end points of the range window; 5) transmitted laser pulse energy; 6) gain value used in the detector postamplifier; 7) threshold values applied to the comparators for all the channels; and 8) false-alarm rate at each channel. Housekeeping data, such as the voltages and temperatures of key components needed for data calibration, are provided at less frequent intervals.
One high-threshold pulse and up to ten low-threshold pulses may be reported in the downlink data in response to a single transmitted laser pulse with event time measurements. The false alarms, which are distributed randomly and have no correlation with the surface topography, are filtered out during ground data processing.
The calibration of the MLA science data products is treated next. The equations and coefficients to convert the raw telemetry data to physical measurements are given in the Appendix. The calibration coefficients were obtained from the prelaunch ground testing data at several stages in instrument development. The test methods, setup, and results are also described.
IV. CALIBRATION RESULTS
MLA instrument parameters were calibrated during ground testing and some parameters also verified from a special test in flight. The calibration tests can be categorized into several groups: pointing and timing references; range biases; laser characteristics; and receiver characteristics. A series of calibration tests was conducted, and some were repeated at different temperatures with the instrument in the vacuum chamber. The calibration results are described here.
A. MLA Coordinates and Laser Pointing Angle
The MLA coordinates, with respect to the spacecraft coordinate system, are obtained from a combination of the MLA measurements and spacecraft survey results after payload integration. The definitions of the MESSENGER spacecraft coordinate system are labeled in Fig. 2 . The XY plane is the same as that defined by the launch vehicle separation plane, and the origin is at the center of the adapter ring. MLA orientation in the spacecraft coordinate system is shown in Fig. 1 . All the MLA physical dimensions and angular directions can be referenced to the alignment reference cube attached to the side of the main housing, as shown in Fig. 1 The MLA laser pointing angle was measured by focusing the beam with an off-axis parabola (OAP) to a reticle and measuring the angular offset between the reticle and the OAP optical axis. The offset between the OAP axis and the MLA alignment reference cube was determined using a pair of theodolites. The effective focal length of the OAP was 2.54 m (100 in), and the accuracy of the theodolite measurements was typically 5 μm. The overall measurement accuracy of the laser pointing angle was estimated to be 10-15 μrad. MLA was mounted vertically in these measurements to avoid gravity effects. A large flat mirror was placed underneath the instrument at 45
• to turn the light toward the OAP. More details about the optics alignment can be found elsewhere [9] . On the basis of MLA predelivery measurements, the center of the MLA laser-beam exit port is offset from the center of the MLA alignment reference cube by −131 mm in the spacecraft X-axis direction and 57 mm in the Y -axis direction. The laser-beam pointing angle in reference to the MLA alignment reference cube is given by the unit vector [−0.00125, −0.000281, 0.999999]. The unit boresight vector was determined with respect to the spacecraft frame as [0.0022105, 0.0029215, 0.999993289] during cruise by scanning the MLA laser beam across Earth from a distance of 24 million km and recording the times of the laser pulses received at a ground tracking station [19] . Receiver boresight coalignment was verified by radiometric scans of Earth, Venus, and Mercury following flybys, using the detector false-alarm rate to infer the radiance of the sunlit planets [20] .
B. Clock Frequency
The raw MLA time measurement data are given in units of the nominal clock periods. A multiplicative correction factor must be applied to obtain the actual times. The correction factor is given by
where f nominal = 5 MHz is the nominal clock frequency, and f clk is the actual clock frequency. The correction factor needs to be applied only to those MLA time-of-flight measurements for which the required timing accuracy is the highest, i.e., 10 When using the SCLK signal, the correction factor is provided by the MESSENGER MOC and regularly updated by the SCLK kernel. The spacecraft timing subsystem design enables ground control to track the clock oscillator frequency with an uncertainty that does not exceed 1 ms over a one-week period, or less than 1.7 parts per billion (ppb). There are two ovencontrolled crystal oscillators (OCXOs), each associated with an integrated electronics module (IEM) inside the spacecraft. Only one IEM operates at a time, with the other serving as a cold spare. According to the data collected during the spacecraft environment tests in the thermal vacuum chamber, the normalized frequency deviations at 20
• C were −1.7 × 10 
C. Event Times
The event times are the primary MLA measurements, and they are all referenced to the 8-Hz laser trigger signal. There are three sets of event times, i.e., the rise and fall times of the transmitted laser pulse, the rise and fall times of the highthreshold comparator outputs, and the rise and fall times of the low-threshold comparator outputs. There are up to ten lowthreshold comparator outputs, and the onboard software selects the low-threshold times that are closest to the high-threshold outputs. Fig. 4 shows the relationship of these event times. Each event time is given as the sum of the coarse time and fine time. The former is the output from a binary counter at 5-MHz clock frequency (i.e., 200-ns resolution). The latter is the output from the TDC. The event times can be expressed as
where i = 0, 1, 2 represents the transmitted pulse, the highthreshold comparator output pulse, and the low-threshold comparator output pulse, respectively; j = 0, 1 represents the pulse rising and trailing edges; t coarse (i, j) is the coarse time; and t fine (i, j) is the fine time.
The calibration of the coarse event times are the same as that of the clock frequency (12) . The calibration of the fine event timers was obtained from the subsystem-level tests and verified at the system level tests. Details of how to calculate the coarse and fine times from the raw telemetry data are given in the Appendix.
D. Laser Pulse Emission Time
The laser pulse emission time is essential in geolocating the laser footprint on Mercury. The required accuracy is 10 ms, so that the location where a laser pulse hits the Mercury surface can be determined to within a small fraction of the laser footprint size at the maximum ground-track speed of 5 km/s.
An MLA timing diagram is depicted in Fig. 5 . The MLA software always starts a new data packet on the detection (interrupt) of a 1-pps tick from the spacecraft. It then measures the time from the 1-pps tick to the first laser trigger pulse within the second, acquires the corresponding MET value over the data bus, and collects the MLA measurements until the next 1-pps tick.
The time from the 1-pps tick to the first laser trigger pulse in (5) is given by
where t R is the time from the 1-pps tick to the subsequent "dataready" pulse, which is always 15 ms after the start of the event timers. MLA measures t R in the software at a resolution of tens of microseconds. The calibration of the laser pulse emission times was conducted by comparing the laser pulse emission time measured by MLA with those measured by the MLA ground support equipment (GSE). The spacecraft SCLK kernel was used to convert the MET values reported by MLA to UTC times. The GSE event timer, with time referenced to that of the Global Positioning System, reported times directly in UTC. The two can then be compared shot to shot. A special sequence of simulated echo laser pulses from the GSE was used that could be uniquely identified from the MLA data stream. The pulse times from MLA and GSE were compared to determine the time offset of the MLA measurement with respect to MET. The resultant time offset for C tx in (4) was 30 ± 10 μs, which is well within the requirement.
E. Range Offset
The inherent time delay of the MLA receiver electronics causes an offset in the event time measurements. The transmitted and received signals undergo two different circuit paths and experience different time delays. These time delays cause offsets in the raw MLA range measurements. The combined range offsets were calibrated via a closed-loop ranging test, in which the MLA laser pulses were first coupled into a series of optical fiber delay lines and then fed back to the receiver. The path delays of the test setup and the optical fibers were calibrated independently using a 1064-nm wavelength pulsed laser, a high-speed photodiode, and a high-speed oscilloscope. Several fiber delay lines were used in order to extrapolate the time base at zero path delay. Each of the receiver channel and high-and low-threshold comparator combinations was tested individually. The tests were conducted at ambient conditions prior to instrument delivery to the spacecraft. The results are shown in Fig. 6 and Table III. Using the zero-range delay for the high-threshold comparator, range delays for low-threshold channels were adjusted in the ground data software, to bring low and high average ranges for channel 1 together and assure level profiles over smooth terrain.
The detector board is subject to temperature variations in Mercury orbit from 0
• C to 40 • C. The temperature effect on range bias of the channel 1 high-threshold comparator output was monitored throughout the instrument environmental test in the vacuum chamber. A small portion of the laser beam was retroreflected back to the receiver, and the laser pulse time-offlight was monitored throughout the thermal-vacuum testing. The retroreflected beam was used primarily to monitor the receiver boresight alignment, but also monitored the range bias drift of the timing electronics. The detailed test setup has been described previously [7] . The monitored range bias as a function of the detector temperature is shown in Fig. 7 . The temperature coefficient for the range bias was −0.105 ns/
• C from a linear fit. The errors in these retroreflected laser pulse measurements were significantly larger than those shown in Table III , due to the strong signal and the low detection threshold. Nevertheless, it gives us a guide about this phenomenon. The range bias variations for other channels should be similar because they share the same detector and postamplifiers and use the same type of comparator circuit. In practice, the detector temperature changes by only a few degrees on a given orbit, and the effect is not corrected in the current ground data processing.
F. Transmitted Laser Pulse Energy
The transmitted laser pulse energy versus temperature was characterized at the subsystem and system levels. There are three laser-related temperatures in the telemetry: the laser oscillator, the amplifier, and the electronics temperatures. The laser amplifier temperature is the most relevant to the laser characteristics. The laser oscillator temperature is controlled via a thermal electrical cooler (TEC), and its temperature reading remains constant under normal circumstances. Fig. 8 shows the laser output pulse energy versus the amplifier temperature measured at the subsystem level in vacuum and at ambient conditions. The laser pulse energy was measured at the output of the beam expander by a calorimeter-type optical power meter directly off the raw laser beam in the near field. The laser diode pumping time is also plotted in Fig. 8, which gives a measure of the laser oscillator electrical-to-optical conversion efficiency. The changes in the output laser pulse energy were primarily caused by the amplifier stage. There is an optimal temperature range over which the pump diode wavelength best matches the absorption band of the YAG crystal, which results in a higher amplifier gain and hence higher output pulse energy. These data were taken with the laser undergoing a 13
• C/h thermal transient, which was the expected orbital operating condition. The laser cavity length expands with temperature, which causes modal and pulse-energy fluctuations in the output laser beam. Nearly identical behavior was observed at the system level. A pyroelectrical optical Joule meter was also used in the measurement and resulted in the same reading.
A fourth-order polynomial may be used to model the laser output pulse energy as a function of temperature, as follows: where T LA is the laser amplifier temperature (in degree Celsius). The MLA internal laser pulse energy monitor consists of a photodiode and an integrating circuit that measures the area under the transmitted pulse waveform, which is proportional to the transmitted laser pulse energy. The energy monitor output is not affected by the threshold applied at the comparator, since the integration interval is set independently and is much wider than the laser pulsewidth. The internal pulse energy monitor was calibrated against an external pyroelectric optical Joule meter intercepting the raw beam in the near field over a broad laser temperature range. Fig. 9 shows the calibration results. The internal monitor was shown to be accurate to within ±1.5 mJ.
G. Laser Pulse Shape
The laser pulse shape was measured after instrument integration using a high-speed photodetector and oscilloscope. The results are shown in Fig. 10 . The pulsewidth may vary between 4.2-and 5.4-ns full-width at half-maximum (FWHM) on the basis of all the subsystem measurement data. The MLA laser may experience mode beating during thermal transient, where there are two or more longitudinal modes emitting at the same time and the average pulsewidth becomes wider, i.e., up to 7-ns FWHM. MLA measures the laser pulse leading and trailing edge times at a given threshold, which gives a relative measurement of the laser pulsewidth and an indication of changes in the laser pulse shape. The laser pulse time-of-flight measurement should not be affected by the laser pulsewidth since it uses the average of the leading and trailing edge times, or center of the pulse, to define the laser pulse time. The threshold voltage for the transmitted laser pulses is changed by ground command, with the conversion coefficient given in the Appendix. The default transmitter threshold voltage was 0.0624 V at launch. The threshold has been lowered since September 2012, as the laser output pulse energy decreased, and is currently 0.0297 V. 
H. Laser Far-Field Pattern, Pointing Jitter, Pointing Drift, and Wavelength
The laser far-field pattern was measured at the subsystem level with a 4-m focal length collimator and a charge-coupled device (CCD) camera at the focal plane. The results are shown in Fig. 11 . The laser far-field pattern is close to the fundamental transverse electromagnetic mode (TEM00) over the entire 10
• C-35
• C operating temperature range. The laser-beam divergence angle is 75-80 μrad, which is defined as the circle containing 70% of the total laser-beam energy. It was also found that some small sidelobes appeared after the initial test in vacuum but remained nearly unchanged throughout the subsystem and instrument-level environmental tests. The sidelobes are well within the receiver field of view (FOV) and should not affect measurement from flat surface, although it causes more pulse spreading and signal loss over sloped surfaces.
The laser pointing jitter was monitored during the environmental tests. Fig. 12 shows a sample of the test results taken with the laser in vacuum at about 20
• C for about 30 min, at a sample rate of 2 frames/s. It showed that the standard deviation of the laser shot-to-shot jitter was about 8 μrad. The data also included the effects of test setup movement and vibration, which might be the reason that the Y -axis (vertical) shift was several times greater than that of the X-axis. We did not further investigate the effect of the test setup jitter because overall laser-beam pointing jitter was a small fraction of the laser beam size.
The laser pointing angle drifted by about 100 μrad over a 10
• C-30 • C temperature range based on a set of subsystemlevel tests, which is within the MLA alignment margin (±100 μrad). This laser pointing angle drift is comparable to the uncertainty of pointing knowledge of the spacecraft instrument deck from telemetry. No corrections are applied for this temperature effect in the ground data processing software.
The laser wavelength was measured as a function of temperature, and it followed a linear relationship with a coefficient of 0.005 nm/
• C. Over the MLA laser operating temperature range, the laser wavelength is expected to shift by 0.05 nm, well within the 0.7-nm FWHM passband of the optical interference filter at the receiver. 
I. Receiver Optics Alignment and Throughput
The receiver FOV was verified for each telescope prior to instrument integration and was found to be 400-μrad FWHM and 380-μrad full-width at 90% maximum, for point sources at infinity. Under the worst thermal conditions, when the telescopes experience a 20
• C thermal gradient along the optical axis, the telescopes become defocused and the FOV at 90% maximum becomes 280 μrad.
The alignment of the receiver telescopes was verified by first focusing the laser beam with a 2.5-m focal length collimator to a reticle to mark the laser pointing. The laser was then powered off, and a continuous-wave (CW) laser point source was placed at the reticle position and translated in both lateral and vertical directions to scan the entire receiver FOV. The receiver detection threshold was fixed, and the false-alarm rate was monitored. The false-alarm rate was a function of the amount of the incident CW laser light, which was then used to locate the center of the receiver FOV with respect to the laser pointing angle.
At the spacecraft level, the boresight between the laser and the receiver was verified with a lateral transfer retroreflector to reflect part of the laser beam back to the receiver. A motorized Risley prism pair was used to scan the retroreflected beam across the receiver FOV. The MLA receiver was set at a fixed detection threshold, and the measured pulsewidth was used to infer the received pulse energy to determine the center of the receiver FOV with respect to the laser pointing angle. The measurement accuracy of the test setup was estimated to be about 25 μrad.
The four receiver telescopes were coaligned to within 50 μrad at instrument integration. The coalignment of the telescopes, with respect to the laser beam, was measured several times during the instrument and spacecraft environmental tests. The boresight alignment was tested several times at instrument delivery, after the spacecraft vibration test, and before launch at the Kennedy Space Center. The four telescopes were coaligned to within a 200-μrad radius circle centered on the initial laserbeam alignment. More details can be found elsewhere [9] .
J. Detector Responsivity, Gain, Bandwidth, and Dark Noise
The overall receiver responsivity in signal voltage at the comparator input as a function of the optical signal onto the photodetector can be expressed as
where i c = 1, 2, 3 is the channel number, η APD is the APD quantum efficiency, G APD is the APD photoelectron multiplication gain, Z preamp is the transimpedance gain of the preamplifier, G postamp is the voltage gain of the postamplifier, and G VGA is the VGA voltage gain.
Only the product of η APD , G APD , and Z preamp could be measured at the device level, and that quantity was 3 × 10 5 V/W ±10% over the 0 • C-40
• C operating temperature range. The postamplifier gain for each channel is listed in Table II . The gain value for each channel was chosen to give an equal output pulse amplitude for a given impulse light signal onto the detector. The VGA gain varies from 0 to 10 depending on the setting, and the actual value used is reported in the telemetry. The pulse waveform (in volts) at the comparator can be approximated as the convolution of the received optical signal pulse shape and the receiver impulse response of the channel considered. The output of the comparator can be determined by comparing the pulse waveform with the threshold level. The threshold setting for each of the channels can be found in the telemetry.
The impulse response of channel 1 may be modeled as that from a three-pole Bessel low-pass filter. The impulse response of channels 2 and 3 may be modeled as those from a fivepole Bessel low-pass filter. Bessel low-pass filters give a near Gaussian impulse response, with more symmetric responses at higher orders. These filters may be assumed to be passive and lossless, i.e., the integral of the impulse response function is equal to unity. The characteristics of the filters and the impulse response can be found in Table II. The receiver dark noise, i.e., the noise with no light onto the detector, was measured to be 4.5-mV standard deviation at the channel 1 comparator input, at the maximum VGA gain setting. The noise level at channels 2 and 3 may be computed by scaling the channel 1 results by the gain and the square root of the noise bandwidth. The measured noise level was about 10% (0.5 dB) higher than the noise from the preamplifier alone.
K. Receiver Sensitivity
The MLA receiver sensitivity was characterized with the detector circuit assembly prior to instrument integration. Figs. 13  and 14 show the test results. The engineering model and the flight detector assembly showed similar results. They both agreed with theoretical predictions and verified the design margins in the receiver sensitivity.
The receiver false-alarm rates were measured as a function of the threshold levels applied at the comparators, for each of the channels, during both the detector assembly tests and instrument environmental tests. The noise counter readings were very sensitive to the receiver output noise and threshold setting. Sample false-alarm rates versus threshold level under darknoise-only conditions are shown in Fig. 15 for all channels and comparator combinations over the MLA subassembly and instrument test period. Fig. 16 shows samples of false-alarm rates versus threshold level under dark, 1.4-, 2.7-, and 3.7-nW background light onto the MLA receiver.
The effects of temperature on the channel 1 detection threshold at fixed false-alarm rates under dark noise only and 1-nW background light are shown in Fig. 17 . The test data were taken during the instrument environmental tests in the vacuum chamber. The false-alarm rates, averaging 0.05 events over a 40-km range gate for the high threshold and 3 events for the low thresholds, were close to the nominal operating conditions at Mercury. The background light level was assumed to be 0.8 nW, which was close to the expected average daytime background at Mercury. These test data showed that the detection thresholds become lower at higher temperature. The detector was designed for operation from 0
• C to 40
• C, and the predicted operational temperature range on the basis of the instrument thermal model is 20
• C-30 • C. Channel 2 and 3 detection thresholds showed similar trends.
The relative receiver sensitivity was also monitored throughout the instrument environmental test in the vacuum chamber. The test was conducted by fixing the threshold levels to a predetermined value and varying the signal pulse energy until the detection probability dropped to 50%. The test was repeated at various stages of the environmental test and at different temperatures. The signal energy for 50% detection probability varied by no more than ±15%, and most of the variation was believed to originate from uncertainties in the monitoring of the input signal levels by the GSE.
L. Ranging Error
Ranging error is a function of range, background noise, and the surface slope. Ranging error standard deviations of 0.12, 0.15, 0.22, and 1.5 m, for the channel 1 high-threshold output and channel 1, 2, and 3 low-threshold output, respectively, were demonstrated during the closed-loop ranging test shown in Fig. 6 . These data were taken under near-ideal conditions with relatively strong input signal, and the detection threshold at about 50% of the pulse peak amplitude. Ranging error for channel 1 increases to about 1 m at the maximum range, where MLA just starts to acquire range measurements.
Another source of range error is the so-called range walk, which is a systematic range error varying with the received signal pulse shape, energy, and other factors. The MLA receiver range performance was tested under varying signal, background light level, and VGA gain settings. The range walk under different conditions was mainly a function of the received signal level and remained nearly constant for a given product of VGA gain and signal pulse energy. The range walk decreased slightly as the threshold increased under strong input signal. The range walk from channels 2 and 3 was similar to that of channel 1 but was less prominent compared with the inherent ranging errors. The threshold settings are optimized for the highest receiver sensitivity rather than for minimum range walk in these tests and in orbit. The total range walk is about 4 ns (0.6 m) without any correction, which is within the requirement (< 1 m). The range walk is mitigated by using a range-driven VGA gain profile during each science measurement period.
V. CONCLUDING REMARKS
The MLA instrument calibration has been described on the basis of ground testing and a few in-flight measurements. Laser altimetry by the MLA on the MESSENGER spacecraft has yielded a geodetically controlled elevation model of the northern hemisphere of Mercury in the course of two successful flyby ranging measurements [21] and three and a half years of successful operation at Mercury [22] , [23] . MLA measures not only the range from the spacecraft to the surface but also the surface reflectance to the laser light, including anomalously bright and dark material within cold and permanently shadowed craters near the north pole [18] . As of October 1, 2014, MLA has orbited Mercury 2780 times, transmitted over 37 million laser pulses [24] , and accumulated 22 million surface elevation measurements of Mercury, covering 83% of the Mercury northern hemisphere at a spatial resolution of 0.5
• by 0.5
• grid near the equator and much better in the north polar region. With a thermally robust, lightweight, and high-performance design, MLA is contributing to the assessment of long-wavelength shape, internal structure, magmatic and tectonic evolution, and cratering history of Mercury, as well as an assessment of the distribution of volatiles in permanently shadowed regions [25] .
APPENDIX CONVERSION OF RAW TELEMETRY DATA TO PHYSICAL QUANTITIES

A. Laser Pulse Energy
The transmitted laser pulse energy is calculated from E tx = 0.13453 × n laser − 5.4484 (mJ/pulse) (17) where n laser is an integer-valued telemetry datum.
B. Event Times
The event time is calculated with (13) . The coarse time (in seconds) can be written as
with the corresponding coarse-counter output N coarse (i, j). Note the coarse-counter output for the pulse trailing edges is truncated to 4 bits in the downlinked data, in order to minimize the data rate. The higher order bits are assumed to be the same as those for the pulse rising edge. For the transmitted pulse, coarse-counter outputs are truncated to 12 bits for the rising edge and 1 bit for the trailing edge, as the higher bits for the rising edge are always zero and the pulsewidth is always less than 200 ns. The fine times from the TDCs are given as 10-bit integers, and they can be converted to time (in seconds) through the equation
where N fine (i, j) is the fine timer output, and N min (i, j) and N max (i, j) are calibration coefficients. The event timers were calibrated during the subsystem testing with a precision electrical pulse delay generator, and the results are given as follows: The resolution of the fine time output is 0.39-0.41 ns, depending on channel. For more precise calculation of the fine timer output, a table of fine times versus counts from an average of five delay generator sweeps was used to determine t fine (i, j). Infrequently, the trailing edge times exceed that expected from a Gaussian-like pulse, which is possibly caused by the crosstalk or interference among channels. The trailing edge time from the low-detection-threshold channel 1 is limited to 30 ns after the leading edge time when calculating the centroid time, with limits of 90 and 270 ns for channels 2 and 3, respectively. Time offsets between the six event timer channels may be assumed to be zero by combining their effects into the receiver time bias coefficients.
C. Detector Gain
The detector gain setting is given by 
with an integer-valued telemetry datum n gainb . Note that the readback value is intended to give a confirmation of the command execution and has coarser resolution than the gain setting value.
D. Detection Threshold for the Transmitted Laser Pulses
The threshold for the transmitted laser pulses is given by V txth = 4.796 × 10 −3 n txth − 1.1031 × 10 −2 V
where n txth is an integer-valued telemetry datum. The nominal laser pulse threshold at the comparator is about 0.15 V, and the threshold should be set to < 50% of the pulse amplitude.
E. Detection Threshold for the Received Pulses
The threshold (in volts) for the received pulses, for each channel, is given by 
where n Ch1Hi , n Ch1Lo , n Ch2Lo , and n Ch3Lo are integer-valued telemetry data.
F. Temperature Sensors
There are 14 temperature sensors on MLA, and they all use the same equation and coefficients to convert to the engineering units, as follows: with a corresponding integer-valued temperature telemetry datum n T i .
