material are described in [3] , and this particular data is utilized here to show that soft computing is a useful tool which can be either used on its own or in a hybrid system to provide much needed information to advanced materials designers. (1) where P'A is referred to as the grade of membership of u in A.
SOFT COMPUTING METHODS

Basics of Fuzzy_ Sets
The support of A, is the set of elements in U whose memberships in fuzzy subset A, I.LA(U), are positive:
Supp(A) = [ulu zU, l_A(U) > 0 } (2) As an example, let us define a fuzzy subset %ld" on a crisp set of people of different ages. The support of "old" may be defined on nine points for ages 10 through 100 (in steps of ten). Grades of membership for these points can be assigned as .01/10, .05/20, .1/30, .5/40, .7/50, .8/60, .9/70, lo/80, 1/90,1/100; where _old/U means that _tol d is a grade of membership of element u in a fuzzy subset "old". Thus, say, .7/50 means that a person who is 50 years old belongs to a fuzzy subset "old" with the grade of membership equal to 0.7. 
Aggregation of fuzzy sets is
Radial Basis Furlf_/_ilg
The other type of soft computing comprises neural networks.
A neural network can be made to approximate any given function provided that the network has a sufficient number of processing units, called neurons. In this paper we shaU briefly describe a neural network algorithm called radial basis function (RB F) network [9]. It is a three layer network with"locally-tuned" processing unitsinthe hidden layer. RBF neurons are centered at the training data points, orsome subsetofit, and each neuron onlyrespondsto an inputwhich is closest to its center._The output layer neurons are linear or sigmoidal functions and their weights may be obtained by using a supervised ]earning method, such as a gradient descent method. 
i=1 where x _ R n istheinputvector, _b(.) isa functionfrom R n _ R, I I denotestheEuclidean norm, _(0 <= i <= nr)aretheweightsof the output node, ci(O <= i <= nr) are the R.BF centers, and nr is the number of the so-called RBF centers.
One of the most common functionsused for_b(.) is the Gaussian function:
s GI z where o 1 is a constant which detezmines the width of the i-th node.
fC_)
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where a s R (a _ 0) is a parameter by which d_ferent means are distinguished; c_-2 was used. The random selection method simply uses a random selection of nr centers from N data points, where nr < N. If the desired outputs are discrete and represent, say, C different classes, then clustering methods such as k-means clustering [11] may be used to cluster the data points within each class. A very effective method of choosing a set of RBF centers from the training data is the orthogonal least squares reduction method [10] which enables the selection of the most significant RBF centers from a given training data set.
METHOD OF MAKING PREDICTIONS AND DATA USED
For the room temperature, 18 different combinations of' milling time, sintering time, and nitrogen pressure yielded the composition strengths and densities shown in Table I . Next, we wanted to see whether it was possible to find combinations of input variables, other than those used in [3] , which would result in the strength and density values close to the optimal (6Y7.5) value. Thus, a training data set consisting of all the batch numbers (100%) except 6Y25 was created. Batch number 6Y25 was then placed in the training data set and we made predictions for different, not tried by experiments in [3], combinations of the input vectors.
For the fuzzy sets, the collected data was used to define fuzzy sets for each batch for both input and output variables. Toe input fuzzy sets were defined for three values of support (nitrogen pressure, sintering time, and milling time) while the output fuzzy sets had support of two elements (flexural strength and density). The grades of memberships were normalized elumentwise, and the normalization was repeated for every step of prediction. The resulting membership grades were combined by means of generalized mean operation. After that, a dissimilarity measure (a modified Hamming distance [2] ) was used to calculate the difference between the actual and generalized fuzzy sets of input parameters. Next, the k-fraction of the measure, where k E (0, I ) w as either added to or subtracted from the generalized grades of membersl_ps of the output pazameters. The graphical explanation of the method is shown in 
RESULTS
Utilization of Fuzz_ Sets
The method described above for fuzzy sets wes used to pred/ct, for randomly chosen values of input variables, the values for output variables, namely, flexural strength and density of batch samples at room temperature. This was done in order to estimate the en'or. The overall results are shown in Table rl" Since the errors were reasonably small, we made predictions for selected new, not tried in [3] , combinations of processing and sintering varlablas. Tshle HIshows the results. We can notice that the resultant strengths and densities are lower than the one for the optimum batch (6Y25 was the optimum because of low scatter, not shown in Table I 
Utilization of Neural Networks
The RBF networks were trained usingthe same tz_ulng data as described above. The '_enrons at data points" method was used to set up the hidden layer. The gradient descent method was used to train the output layer neurons which use sigmoidal function. The RBF netwo_ consisted of three input nem_ns and two output neurons which corresponds to the number of input and output variables, respectively. The number of neurons in the hidden layer depended on the number of the training vectors. The overaU results are shown in Table IV . Table V shows predictions made for selected, not previously tried [3] , combinations of processing and sintering variables that resulted in strengths and densities similar to that of the optimum batch (6Y25). The information in Table V suggests that there may have been other, than those tried in [3] , combinations of sintering and processing variables that would have produced results almost as good as that obtained for 6Y25 [3] but more efficiently.
For example, in Table   V , using a milling time of 250 hours, a sintering time of 1.5 hours, and a nitrogen pressure of 3 MPa, the network predicts that a strength of 709 MPa can be obtained. This is only slightly less th.an the optimal value for 6Y25 but with a reduction in milling time of 50 hours. Aword of caution here. Although the confidence in prediction results for strength and density lies within 11% and 2.5% (from Tables H and IV) , respectively, these predictions need to be confamed by fabrication of ceramics using the suggested in Table V input parameters. From the theoretical point of view, if the relation between the input and output variables is a smooth function, either increasing or decreasing, then RBF predictions will be accurate and valid for sufficiently large training data set.
DISCUSSION
If in the process of designing new ceramics the designers were to use soft computing in order to notice the correlations between the input and output variables, itmight greatlyshortenthefabrication cycle. We have shown thatthiswas trueforeven thesmall number ofinputvariables. Iflarger number ofinputvariables could be used thatwould certainly improve the reliability ofpredictions and their accuracy. Soft computing can be also seen as an alternative to the Taguchi method [13].
Predicting bulk density of ceramics was more successful than predicting strength. This may be explained by noticing that bulk density is more directly related to milling lime, sint_ing time, and pressure, whereas the flexural strength is additionally dependent on pore morphology, on microsla_cmre, and on thepresenee of failure causing defects.
Comparison of results obtained by using fuzzy sets [2]
with those obtained by using neural networks
[1] indicates that both were successful inmodelling relationships existing between the processingvariables and outputvariables. This isshown graphically, based on Tables 1/and IV, inFigure 3. As can be seen,smalldiHerences exist in terms of errors. Fuzzy sets were slightly better than neural networks in predicting strength, which isstatistically varied as a result ofthefabrication process. On theotherhand, themore precise relationship between the input variables and density was modelled better using neural networks.
When we triedto predictthe untriedcombinationsof inputvariableswhich might yieldthehighest("optimum") valuesforstrength and density,Tables 171 and V, the resultswere again slightly different. Now, however, in order to make a statement which method givesmore accurate predictions, the real experiments will need tobe performed and errors calculated.
In an absence of such an experiment we cannot compare the two methods of predictions. We can only say, from Tables 1/and IV, that our confidence in predicting strength is larger for fuzzy sets, while for predicting density it is larger for neural networks.
CONCLUSIONS
We have shown that soft computing, if it were the part of the design process, could help in optimizing the process of fabricating ceramics with high strength, accompanied by low scatter. We approached the problem by concentrating on three input variables and two output parameters. The available data set was divided into training and test parts. The former was used for training neural networks and defining fuzzy sets, and the second to validate them on the test part as to how accurately they can predict the strength and density of the test set given new "unknown" inputs.
Then, we have shown that it was possible to indicate other, than those tried, combinations of input variables which resulted in at least as strong material as the one fzom the known training data (5Y25), but more "optimal" in terms of either shorter milling and sintering times, or lower pressure.
Soft computing methods may not necessarily yield the optimal solution, butmost of thetime they willgive an acceptable, low cost solution.In many situations, a robustly obtained"good" solution is preferredto an optimal solutionwhich may take a lotof time to compute. error, for both methods, for the strength was less than or equal to 10.54%, and for density it was less than or equal to 2.4%. However, between the two methods, the combined minimum error was less than or equal to 5.7% for strength, and 0.98% for density. The latter clesrly shows that by using a hybrid approach one can achieve better results.
FUTURE RESEARCH DIRECTIONS
In the future we envision a more versatile and powerful hybrid system which will combine the two soft computing methods with genetic algorithms and n_al optimization methods. Genetic algorRhn_ will enable exploration of the entire design space in search for global optimum. 
