Introduction
Aerospace vehicles leaving and entering Earth's atmosphere experience Mach numbers on the order of 25, and stagnation temperatures on the order of 7000 K. Arguably, ground-based facilities offer the only practical means of testing aerospace vehicles during their development. Free-piston shock tunnels are hypersonicflow facilities designed to simulate these high-speed aerospace vehicle flight and reentry conditions. Measurements obtained at these facilities are used to understand the fluid mechanics and chemistry of hypersonic flows and their effects on space vehicles. The data are commonly used to validate computer codes used in computational fluid dynamics (CFD). 1, 2 The validated codes provide a means for predicting inflight behaviour and aid in vehicle design and performance evaluation.
Planar laser-induced fluorescence (PLIF) has been widely used for flow visualisation and as a combustion diagnostic. 3, 4 It provides high spatial and temporal resolution, two-dimensional quantitative measurements and is chemical species specific. PLIF uses a thin sheet of laser light to excite absorption transitions of a particular chemical species in the flow. Some of the absorbed light is emitted as fluorescence and is collected by a two dimensional detector. The laser sheet interrogates only a thin (< l mm) slice through the flowfield and therefore PLIF can resolve three-dimensional features in flows. The short duration of the laser pulse and resulting fluorescence gives PLIF the ability to freeze the motion of hypersonic flows which makes it particularly applicable to shock tunnels. For supersonic flows, PLIF has been used to measure rotational temperatures, 5 -7 vibrational temperatures, 8, 9 velocity, 10 pressure 11 and mole fraction. 12 Free-piston shock tunnels present a challenging environment for PLIF. The high-enthalpy flows produced in these facilities have a unique set of experimental problems not usually encountered in other flow facilities. There are large pressure and temperature variations which cause large fluorescence signal variations due to high collisional quench rates and changes to the overlap integral g. 13, 14 Other problems include laser beam attenuation and spectral hole burning, 15 spectral interference from other flow species (ie. O 2 ) and fluorescence trapping.
Under some simple experimental conditions, PLIF can be used to directly measure species concentration 16 ; in this case, the LIF signal is linearly proportional to the species concentration.
Unfortunately, in most reactive environments (including supersonic air flows), PLIF signal intensities are complicated by collisional relaxation of the laser-excited molecules, or collisional quenching. In the limit that the collisional quenching rate, Q , is large compared to that of spontaneous emission, A, the observed fluorescence intensity is proportional to the species concentration, n NO , divided by Q. Since Q depends on unknown environmental variables, such as the temperature, pressure and the gas composition, it is difficult to relate LIF intensities directly to species number density.
In this paper, we use the method outlined by Paul et al. 17 to calculate synthetic PLIF images including collisional quenching. Collisional quenching is dependent on the flow conditions which we determine from theoretical models. The collisional quenching rate is then calculated at each position in the image. Together with information about the exciting laser, we calculate theoretical PLIF images to compare with experimental images.
Theoretical PLIF images are useful for several reasons. Performed prior to an experiment, they can be helpful for designing optimal excitation and detection strategies. 17 For example, the images are useful for choosing rotational transitions that would yield signal intensities within the dynamic range of the detection system. Another important use for the theoretical images is for determining the relative importance of different theoretical (or experimental) parameters and assumptions (such as vibrational nonequilibrium and weak laser excitation). Finally, once PLIF simulation is working reliably, one could use comparisons to experimental PLIF images to validate CFD predictions of species concentration.
Theory

Fluid Mechanics
Since the collisional quenching rate depends on the composition, pressure and temperature of the flow, calculation of theoretical LIF intensities depends on calculation of the fluid mechanical environment. For our initial comparison between theoretical and experimental PLIF images, we chose a relatively simple flow configuration. We used a free-piston shock tunnel to generate a hypersonic flow over a 35-degree half-angle wedge. As Fig. 1 shows, the flow in the freestream (region 1) is uniform. An oblique shock forms at the tip of the wedge, resulting in a small uniform-flow region where the gas travels parallel to the surface of the wedge (region 2). At the shoulder of the wedge, a Prandtl-Meyer expansion (region 3) cools the flow and turns it parallel to the top surface of the wedge. At the end of the expansion fan, the gas reaches another uniform region (region 4). For the enthalpies used in this experiment (4.1 MJ/kg), a perfect-gas treatment of the fluid mechanics is justified. Furthermore, for these conditions, the chemical composition freezes out at some distance downstream of the nozzle throat. 1 8 Given the free stream values of temperature, T 1 , pressure, P 1 , Mach number, M 1 , and ratio of the specific heats, γ, the flow conditions across the oblique shock were determined from the normal shock equation, using the component of the flow velocity normal to shock wave. Given P 2 , T 2 , M 2 and the flow direction, we calculated the flow through the Prandtl-Meyer expansion fan using the method of characteristics. 19 Finally, the uniform conditions in region 4 were determined from the terminating characteristic of the expansion fan.
Planar Laser Induced-Fluorescence
PLIF Theory
The theory of planar laser-induced fluorescence is well developed. 3, 20 However, only recently has a complete and reliable model 17 been developed that predicts the collisional quenching of nitric oxide by gases relevant to hightemperature, hypersonic air flows. Assuming negligible saturation of the molecular transition and rapid repopulation of the laser-excited ground state, the fluorescence observed, S f , is: 1 7 
where the summation is performed over all transitions, i, φ = A/(A+Q) is the fluorescence yield, f Bi is the Boltzmann fraction, B i is the Einstein B coefficient, and g i is the spectral overlap integral:
where g L is the spectral profile of the laser, g a is the absorption line shape, and both g L and g a are normalised so that their integrals over all frequency equal unity.
As discussed above, the electronic quenching rate depends on the temperature, pressure and composition:
where v NO = 8k b T π m NO , k B is Boltzmann's constant, m NO is the molecular mass of NO and σ is the total electronic quenching cross section:
where χ p , is the mole fraction of the perturbing species, m p is the molecular mass of the perturbing species, and the summation is over all perturbing species, p.
For computational efficiency, we assumed that both the laser and the absorption transitions had normalised Gaussian lineshapes. This simplified the overlap integral to:
where ν ai 0 is the centre frequency of absorption transition i in a vacuum,
is the FWHM linewidth of the transition, ∆ν P , δν P , ∆ν D , and δν D are the pressure and Doppler widths and shifts, respectively. Neglecting the Voigt lineshape of the absorption transition in the current work resulted in an error in signal intensity of less than 20% in the worst case (caused by neglecting signal from a nearby transition). This is not true in general, however, and care should be taken to ensure that this approximation is used only when nearby transitions make negligible contribution to the signal.
To improve the agreement between theory and experiment, we found that we also needed to account for saturation of the molecular transitions. As a first-order correction for saturation, we calculated a correction factor,
) where I is the laser intensity and I sat is the line-centre saturation intensity for monochromatic excitation which has the approximate dependencies: [21] [22] [23] [24] 
where S J' J " is the Hönl-London factor and J is the rotational quantum number. The corrected fluorescence signal is S f s = S f C sat . Since the linewidth of our laser is comparable to the absorption linewidth, this formulation is not strictly accurate. Yet, the trends predicted by this simplified formula are still correct. Table 1 illustrates how thermodynamic and experimental properties affect the various parameters in the problem. In two-line PLIF thermometry, 5 φ , n NO and g i cancel, leaving only the T and i (related to the ground-state energy) dependencies in the Boltzmann fraction. To calculate synthetic PLIF images on the other hand, all of the parameters listed must be considered: and the LIF intensity distributions depend on P, T, χ p , V y , ν L , ∆ν L , i and I, where V y is the component of velocity towards the laser beam. Clearly, calculating synthetic PLIF images is more difficult than analysing two-line PLIF thermometry images.
Excitation and Detection Method
The scheme employed for the current work involves excitation of naturally present NO through the A 2 Σ + ←X 2 Π (0,0) band near 225 nm. Fluorescence is then collected from several vibrational bands at higher wavelengths, away from the excitation wavelength. Detection at the excitation wavelength is avoided to prevent contributions to the signal from laser scatter. Furthermore, fluorescence transitions ending in the less-populated vibrational bands (v''≥1) are preferred to reduce the influence of radiative trapping.
Metallic contaminants which are eroded from the shock tube walls produce strong emission in high-temperature regions in the flowfield. 25 This background emission can easily swamp fluorescence signals, so careful spectral filtering is necessary. Conventional transmission filters were found to be unsuitable since they attenuate the signal by as much as 80%. However, by using a narrowband dielectric mirror, narrowband filtering can significantly improve the signal-to-background ratio. Coupled with short detector gating times, the effects of background flow luminosity can be significantly reduced and even eliminated in some circumstances. Table 1 . Dependence of parameters in Eqs. (1) and (2) on thermodynamic variables and other experimental properties. Current experimental evidence indicates that, for nitric oxide, both A and Q are independent of rotational quantum number. 26 
Parameter Depends on:
A (none) σ p T σ T, χ p Q P, T, χ p φ P, T, χ p n NO P, T, χ NO f Bi T B i i g L ν L , ∆ν L g a P, T, V y g i P, T, V y , ν L , ∆ν L , i I sat P, T, i C sat P, T, i, I S f s P, T, χ p , V y , ν L , ∆ν L , i, I
Experimental Facility
The experiments were performed on the T2 free-piston shock tunnel at the Australian National University. A description of the shock tunnel and its operation is given by Stalker. 27 The test gas was air. The T2 nozzle has a 30 degree full-angle conical geometry with a 6.4-mm diameter throat and an exit-to-throat area ratio of 144. The primary shock speed was 1.90 km/s which corresponds to a flow enthalpy of 4.1 MJ/kg. The nozzle reservoir pressure was measured to be 28.4 MPa and the calculated reservoir temperature was 3320 K (calculated using the shock tube code ESTC 28 ).
We determined the freestream flow conditions by 1) estimating γ from the shock angle (47 degrees) formed over our 35 degree wedge and 2) using this estimate of γ together with the ratio of the measured reservoir stagnation pressure and free stream pitot pressure to estimate M 1 . Thermodynamic properties: P 1 , T 1 , V y1 , χ p , and the average molecular weight, MW, were determined from STUBE, a theoretical one-dimensional nonequilibrium nozzle-flow code. 29 To account for the presence of the viscous boundary layer in the nozzle, we used the measured Mach number to determine the effective nozzle exit area.
In the current study, a vibrational freezing temperature T v,ƒ for each of the molecular species was determined with STUBE. For each species, vibrational relaxation length L v was calculated at each point along the nozzle centreline using the Landau-Teller model, and compared with the distance L ƒ the flow moves for the vibrational energy to fall to 1/e of its local value. Sudden freezing occurs when the condition L v «L ƒ changes rapidly to L v »L ƒ , with the L v =L ƒ point defining T v , ∞ . For the flow conditions considered in this experiment, we determined T v , ∞ to be 1900 K, 1450 K, and 800 K, for N 2 , O 2 and NO, Figure 2 . Schematic of the experiment.
A schematic of the experiment is shown in Fig. 2 . A cell containing high-pressure hydrogen (1 MPa) was used to Raman-shift the output of a tunable excimer laser (Lambda Physik EMG150ETS) operating with KrF at 248 nm. The first anti-Stokes order was separated from the other orders with a Pellin-Broca prism and formed into a sheet 80-mm wide and loosely focussed to approximately 1-mm thickness. The radiation was tunable between 224.9 and 225.4 nm which coincides with the A 2 Σ + ← X 2 Π (0,0) band of NO. A small portion of the beam was split off and used for wavelength calibration by performing LIF in an H 2 /O 2 flame. The energy of the Raman-shifted beam was typically 4 mJ per pulse with a linewidth which varied between 0.3 and 0.8 cm -1 (a more detailed analysis of the experiment is presented by Palma et al. 30 ). The variation in linewidth was due to the deterioration of the locking efficiency between the oscillator and amplifier of the tunable excimer laser.
We tuned the laser to a particular NO transition prior to each "shot" of the shock tunnel. Immediately before the shot (<2 sec), the tunnel operator stopped the laser via a remote switch next to the firing valve. After the firing valve was opened, the nozzle reservoir pressure transducer detected the shock reflection at the end of the shock tube and the laser fired 450 µs later. This delay was chosen to coincide with the period of steady flow. An intensified CCD camera (in-house assembled dual-MCP, fibreoptically coupled to an 8-bit CCD, 512 by 240 pixels, 250-ns gating period) captured the fluorescence image at right angles to the laser sheet. The fluorescence was turned through 90 degrees by reflection from a dielectric mirror which has maximum reflectance between 210 and 240 nm. A 3-mm thick UG-5 Schott glass filter blocked elastic scatter at the laser wavelength. Therefore, only the nonresonant fluorescence bands (v''≥1) pass through to the camera. The spectral filtering and short camera gating times efficiently filtered out the broadband-background contaminant emission.
The variation in energy across the laser sheet was measured simultaneously with a dye cell and CCD camera. 31 This energy distribution measurement was then used to correct the PLIF image and it also accounts for pulse-to-pulse fluctuations in the total laser energy.
Results
Synthetic PLIF images
Viewing synthetic PLIF images alone can be very useful for understanding a PLIF experiment. Based on the measured freestream values, we calculated P, T, and V y , throughout the entire image. Table 2 shows the values of these parameters in the uniform regions 1, 2, and 4. Note that the pressure increase is 30 fold across the shock, while the temperature increases by a factor of 6. As expected, V y is zero in the freestream and increases to approximately 1 km/s across the shock. Through the expansion, P and T decrease, but they stay well above the freestream values. The fluorescence yield, φ, shown in Fig. 3(b) was calculated from Eqs. (3) and (4) . While the quenching cross section (σ) varies by less than 10% throughout the image, the quenching rate (Q) varies by a factor of 14, which emphasises the need for their calculations for predicting PLIF signal intensities.
Since this J=18.5 line is relatively insensitive to T over this temperature range, Fig. 3(c) shows that f B remains nearly constant across the shock, and then increases slightly through the expansion fan. On the other hand, for the J =38.5 transition, also probed in this work, f B increases by nearly a factor of 4500 across the shock. Clearly, the effect of T on f B is the single most important factor explaining the difference between the PLIF images from different transitions. The spectral overlap function, g, is shown in Fig. 3(d) . Figure 4 explains the trend in g across the shock and also shows the nearby R 1 + R 21 (23.5) transitions. The calculated spectra assume a Voigt absorption lineshape and a Gaussian spectral profile for the laser (recall that for calculation of the images in this investigation, we have assumed that both of these profiles had a Gaussian shape). In the freestream, the Doppler and Pressure shifts are both negligible compared to the laser linewidth, so the peak absorption frequency is approximately the same as the vacuum absorption frequency. Furthermore, since we tuned the laser to the peak fluorescence of the same transition in an atmospheric-pressure flame prior to each shot, the laser was tuned close (δν L ≡ ν a0 -ν L = -0.05 cm -1 ) to the vacuum absorption frequency, as shown in Fig. 4 . In region 2, the Doppler and pressure shifts are substantial: δν D = -0.15 cm -1 and δν p = -0.14 cm -1 . For the flow on the side of the wedge towards the laser (which we imaged), these shifts have the same sign and add together, as shown in Fig. 4 . The resulting shift is primarily responsible for causing the decrease in g across the shock. As discussed below, this effect is exaggerated as the laser linewidth decreases.
The correction factor to account for saturation of the molecular transition because of high laser intensity is shown in Fig. 3(e) . This factor has a much larger effect on the fluorescence intensity for stronger transitions.
The relative calculated fluorescence signal, S f s (Fig.  3(f) ), is effectively the product of these five images (a) -(e) in Fig. 3 . The large variations of n NO and φ in the flow appear to compensate, producing an image that contains only moderate intensity variations. While the signal drops sharply across the shock, it rises gradually through the expansion fan. Distance from wedge tip (mm) Fluorescence signal (a.u.) Figure 6 . Effect of vibrational nonequilibrium on synthetic PLIF images. For the nonequilibrium case, the NO vibrational temperature is frozen at 800 K. Figure 5 displays horizontal slices of the images shown in Fig. 3 , taken at a height of 2 mm above the top of the wedge. This figure summarises the results shown in Fig. 3 and will act as a basis for comparison in the following sections.
As discussed above, one can use the synthetic PLIF model to estimate the relative importance of various assumptions used in the calculation. For example, the above images were calculated assuming that the NO was vibrationally frozen. Vibrational freezing (where the vibrational temperature is constant and not equal to the rotational and translational temperatures) manifests itself in two ways: 1) it causes the ratio of the specific heats, γ, to increase, and 2) it causes the vibrational part of the Boltzmann fraction to stay constant. Figure 6 shows calculated S f s for the case of both vibrational equilibrium and vibrational freezing, where we have only considered the second of these two manifestations of vibrational nonequilibrium. When vibrational freezing is neglected, the signal in region 2 drops because the population of the ground vibrational state decreases in this hot region. This figure shows that vibrational nonequilibrium of NO should have little effect on experimental PLIF images. The spectral width of the excitation laser also had a large effect on the calculated fluorescence signals, through the overlap integral, g. Figure 7 shows how the calculated fluorescence intensities varied with laser linewidth, where ∆ν L = 0.1, 0.4, 0.8 and 2.0 cm -1 . Clearly, when the laser is broader, the signal intensity is much less sensitive to the large pressure and Doppler shifts shown in Fig. 4 .
Finally, the effect of transition saturation on the calculated fluorescence intensities is illustrated in Figure 8 . Since the saturation intensity is lowest in the freestream, C sat has the strongest effect there. The saturation intensity is very high in region 2, so I/I sat is low, and C sat has a negligible effect in this region. Finally, as the gas expands and cools in region 3, I sat decreases so that C sat once again has a stronger influence on the fluorescence intensity. Again, we should point out that the method of calculating C sat described above is only a first-order approximation.
The calculations can also be useful for planning experiments. For example, the fact that σ is nearly constant is a potentially important finding: for this case, Eq. (1) simplifies so that if the appropriate rotational transition is chosen to cancel the remaining temperature dependence in Eq (1), then the fluorescence intensity will scale linearly with χ NO . 17 Of course, in hypersonic flows that have large T and P variations throughout the images, spatial variations in g must be considered. Yet, the calculations shown in Fig. 7 indicate that use of a larger linewidth laser could suppress this variation of g throughout the images.
Comparison between calculations
and experiment Figure 9 shows the comparison between the calculated and experimental PLIF images. The calculated images were performed assuming ∆ν L = 0.8 cm -1 and they include the effects of vibrational nonequilibrium, and transition saturation (based on a measured value of the laser intensitỹ 1 mJ and sheet thickness of 1 mm). The overall agreement is very favourable. As the rotational quantum number increases from left to right, the maximum calculated intensity shifts to the hotter regions of the flow, in agreement with the experiment. Figures 9(g), (h) and (i) show a 1 pixel (0.2 mm) wide cross-section through the images at 2 mm above the wedge.
The experimental images in Fig. 9 are an average of five single-shot PLIF images. While this reduced shot noise in the images, it also smooths out the sharp features, such as the shock wave.
There are a few specific discrepancies between the synthetic and experimental images. One is in region 2 for the S 21 (18.5) line (Fig. 9(g) ) where the signal is under predicted by the theoretical model. The synthetic PLIF images have been calculated using Gaussian functions for the laser and absorption line shapes (see Eq. (5)). A more accurate synthesis could be achieved if Voigt profiles were used as shown in Fig. 4 . Figure 4 shows the Lorentzian wing from the nearby R 1 +R 21 (23.5) line contributing to the overlap integral. There is also a small contribution from the O 1 2 (47.5) line at 44429.2 cm -1 . These coincidences are only significant in region 2 where the line broadening is largest and the high rotational line is populated. Figure 9 (h) shows a relatively good agreement between experiment and theory. The signal rise in the expansion fan is evident in the experimental image although it is not as significant as in the calculated image. There is also more freestream signal in the experimental image compared to the calculated image. A possible cause is discussed below. Since there are no nearby NO lines which could contribute to the signal, we attribute the extra signal to a broadband spectral component of the laser pulse. Dreier et al. 32 discuss this peculiarity of tunable excimer lasers, its causes and possible solutions. Ultimately, the best way to deal with this broadband background is to measure the laser spectral characteristics with an etalon on a pulse-to-pulse basis. This information can then be used to improve the agreement between experiment and theory.
We investigated the possibility that the extra signal in the freestream was caused by interferences from predissociated O 2 fluorescence. But, for the temperatures and pressures considered in this experiment, fluorescence from O 2 was negligible. 33 Further discrepancies may be attributed to laser beam attenuation, which was neglected. Since the absorption coefficient was largest in regions 2 and 3, the worst attenuation problems occurred just above the surface of the wedge.
It is somewhat surprising that agreement between our model and experiments was rather good, even without addressing the issue of quenching from metallic contaminants. At present, little or no scientific data is available to determine the magnitude of the quenching cross sections for the metallic contaminants such as Cr, Fe, Ni, and Mo. We should investigate collisional quenching by contaminants in more detail in the future.
Improved agreement between experimental and synthetic images could probably be attained by using the doubled output from a pulsed dye laser. This would allow greater tuning flexibility, so that isolated transitions could be probed, and also provide increased stability for the laser spectral line shape. Accurate knowledge of the laser line shape, position and width would significantly help the modelling.
Conclusions
Electronic quenching depends on the collisional environment and strongly affects fluorescence intensities. Therefore synthetic PLIF images may be the only way to compare calculations of minor species concentration with experimental measurements. We have demonstrated the ability to calculate fluorescence images for hypersonic flows that compare favourably with experimentally observed images. Synthetic PLIF can show how effects like vibrational nonequilibrium and transition saturation alter the PLIF images. Furthermore, we determined the sensitivity of the images to such parameters as the laser's linewidth.
The model could be improved by including the effects of beam attenuation caused from absorption, and by extending the calculation of the overlap integral to calculate Voigt absorption profiles. Finally, this method should be used to predict PLIF for a simple, calculable flow at a higher enthalpy; in this case, real gas effects are important and χ NO ≠ const. This would further validate the method.
