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Abstract
Pantograph equations are characterized by the presence of a linear functional argument. These
equations arise in several applications and often the argument has a repelling fixed point at the ori-
gin. Recently, Marshall et al. [J. Math. Anal. Appl. 268 (2002) 157–170] studied a related class of
functional differential equations with nonlinear functional arguments and showed that, generically,
solutions to such equations have a natural boundary. Their approach uses some well-known proper-
ties of the Julia set and relies heavily on the nonlinearity of the functional argument. The method is
not directly applicable to pantograph type equations though some of the techniques can be exploited.
In this paper we show that solutions to pantograph equations generally have natural boundaries. We
focus on a special set of solutions that have the imaginary axis as a natural boundary.
 2004 Elsevier Inc. All rights reserved.
1. Introduction
In this paper we study solutions to functional differential equations of the form
y ′′(z)− ay ′(z)− by(z)+ λy(αz) = 0, (1.1)
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J.C. Marshall et al. / J. Math. Anal. Appl. 299 (2004) 314–321 315where, α, a, and b are real constants such that α > 1, a > 0, and b > 0. Here, z is a complex
variable and λ is a non-zero parameter. Boundary-value problems involving equations such
as (1.1) arise in models of cell growth, where y plays the rôle of a probability density
function (cf. Wake et al. [16]). A singular Sturm–Liouville problem involving Eq. (1.1)
has been studied by van-Brunt et al. [15] and Kim [8].
We note that the first order analogue of Eq. (1.1), i.e., the pantograph equation,
y ′(z)− by(z)+ cy(αz) = 0, (1.2)
has been studied by numerous researchers [3–5,7,10,12] among others. Generalized ver-
sions of the pantograph equation have been studied by Carr and Dyson [1], Derfel and
Iserles [2], and Iserles [6], where several other references to the pantograph equation and
applications may be found.
Equations (1.1) and (1.2) are examples of advanced functional differential equations
with linear functional argument. These equations admit Dirichlet series solutions of the
form
y(z) =
∞∑
n=0
cne
−rαnz, (1.3)
where r is a positive constant and the cn are constants. Kato and McLeod [7] showed that
the initial-value problem for Eq. (1.2) does not have a unique solution; van-Brunt et al.
showed that boundary-value problem for Eq. (1.1) need not have a unique solution. In
short, there are non-Dirichlet series solutions to these equations.
The Dirichlet series solutions to Eqs. (1.1) and (1.2) define functions that are holomor-
phic in the half plane Π0 = {z ∈ C: Re z > 0}. A straightforward power series argument
can be used to show that Eq. (1.2) does not have solutions that are holomorphic at z = 0
except for special values of a and b (and the trivial solution). For the first order case, the
Dirichlet series solutions are thus not holomorphic at the origin. In fact, for the very special
case b = 0 Fredrickson [4] showed that the associated Dirichlet series solution to Eq. (1.2)
defines a function that has the imaginary axis as a natural boundary. This intriguing result
led him to comment:
“The hypothesis b = 0 in this theorem seems quite unnatural (although it is essential
in the proof). Are any of the solutions we have generated continuable beyond the half
plane given?”
More recently, Marshall et al. [9] studied solutions to equations that include expressions
of the form
y ′′(z)− ay ′(z)− by(z)+ λy(g(z))= 0, (1.4)
where g is a nonlinear polynomial that has an attracting fixed point at z = 0. In this study
it was shown that Eq. (1.4) has a natural boundary that corresponds to the boundary of
the connected component of the basin of attraction for g. The proof of this result relies
crucially on the nonlinearity of g and the analyticity of the solution at z = 0.
Fredrickson’s work and that of Marshall et al. bring to the fore the question of whether
solutions to Eq. (1.1), in general, have the imaginary axis as a natural boundary. Neither
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cope with equations of this type.
In this paper we investigate the above question and show that, in general, solutions
to (1.1) have a natural boundary. Specifically, we focus on the question of whether the
imaginary axis forms a natural boundary for solutions that are holomorphic in some subset
of Π0 having the imaginary axis as a portion of its boundary. In the next section we study
a restricted class of solutions for integer values of α and show that these solutions must
have a natural boundary. This study motivates in a simpler framework the proof of the
general result, which after a brief discussion of exceptional solutions in Section 3 is given
in Section 4.
2. A simple case
We restrict our attention in this section to a class of Dirichlet series solutions to Eq. (1.1)
for the special case when α > 1 is an integer. It will be shown that the imaginary axis is a
natural boundary for such solutions.
It has been shown (cf. [15]) that Eq. (1.1) has nontrivial solutions of the form (1.3),
where
r = −a +
√
a2 + 4b
2
,
c0 = 0 and, for n 1,
cn
cn−1
= −λ
α2nr2 + aαnr − b . (2.1)
Consider the transformation defined by
w = e−rz, (2.2)
for z ∈ Π0. This transformation maps the half plane Π0 to the unit disc D = {w ∈ C:
|w| < 1}, and the imaginary axis to the circle ∂D = {w ∈ C: |w| = 1}. Under this transfor-
mation the Dirichlet series (1.3) becomes a series of the form
g(w) =
∞∑
n=0
cnw
αn. (2.3)
Now, α is an integer so that the series (2.3) is a power series in w. Relation (2.1) shows
that the power series converges for all w ∈ D. Since
ln
∣∣∣∣ cnw
αn
cn−1wαn−1
∣∣∣∣∼ −2n lnα + αn−1(α − 1) ln |w|
as n → ∞, however, we have that the power series diverges for |w| > 1. Consequently the
power series defines a function g that is holomorphic in D and has at least one singularity
on ∂D.
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terms. If we write g in the standard power series form
g(w) =
∞∑
n=0
ajw
j ,
we have that aj = 0 except when j belongs to the sequence {jk} = {αk}. Since α > 1, there
is certainly a number ν > 0 such that jk+1 > (1 + ν)jk for all k  1. We can thus appeal to
Hadamard’s gap theorem (cf. [14]) to assert that ∂D is a natural boundary for g.
The assumption that y has an analytic continuation across the imaginary axis leads to the
contradiction that g has an analytic continuation across ∂D. Hence we have the following
result.
Theorem 2.1. Let α > 1 be an integer and suppose that y is a nontrivial Dirichlet series
solution of the form (1.3) with coefficients satisfying (2.1). Then the imaginary axis is a
natural boundary for y .
3. Exceptional solutions
The conditions on y and α in Theorem 2.1 are too restrictive and, to use Fredrickson’s
term, “unnatural.” Unfortunately, if α is not an integer, then the resulting transformed series
is not a power series and hence Hadamard’s gap theorem cannot be used. Moreover, there
is no indication in the above analysis how the result might be extended to solutions that are
not representable by a Dirichlet series. We tackle the general case in Section 4 and show
that generically all the solutions have a natural boundary. In this section we note briefly the
existence of solutions that are obvious exceptions to the general case.
The irritating adverb “generically” needs to accompany any sweeping statements con-
cerning natural boundaries for solutions because there are some prominent exceptions.
Certainly, the trivial solution y = 0 is an entire function that satisfies Eq. (1.1). More in-
terestingly, if λ = b then y = c is also a solution for any constant c. Indeed, if λα = b then
any function of the form
y(z) = c
(
z − a
λ(α − 1)
)
gives a non-constant entire solution. In general, polynomial solutions are available if λ
and b satisfy λαk = b for some non-negative integer k. (These values of λ and b also
play a rôle as degenerate values in the singular Sturm–Liouville problem associated with
Eq. (1.1) (cf. [15]).)
Oberg [11] studied a related problem concerning the existence of solution to equations
of the form
f ′(z) = λq(z)f (g(z)),
where q and g are functions holomorphic at a point z0 that is also a repelling fixed point
for g. He showed that there is a discrete set of eigenvalues λ for which the above equation
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problem: the key property that defines the spectrum is analyticity at the repelling fixed
point.
Motivated by the work of Oberg, we restrict our attention to solutions of Eq. (1.1) that
are singular at the origin, which is a repelling fixed point for g(z) = αz. As will be shown in
the next section, the condition that the solutions be singular at z = 0 implies the existence
of a natural boundary.
4. The general case
The question of whether a function f has the imaginary axis as a natural boundary is
meaningful only if f is holomorphic in some connected open set Ω ⊂ C the boundary of
which includes the imaginary axis, ∂Π0. LetH(Ω) denote the set of functions holomorphic
in Ω . The set S is defined as the set of functions f such that
(a) there exists an open set Ω ⊆ Π0 such that ∂Π0 ⊆ ∂Ω and f ∈H(Ω);
(b) f has a singularity at z = 0; and
(c) f satisfies Eq. (1.1) for all z ∈ Ω .
The main result of this section is the following theorem.
Theorem 4.1. If y ∈ S, then there is no analytic continuation of y across the imaginary
axis, i.e., the imaginary axis is a natural boundary for y .
Before we launch into the proof of this result it is helpful to first motivate and describe
informally the strategy that underlies the proof and establish some key lemmas.
As noted earlier, neither the arguments used in Section 2 nor those used by Marshall
et al. [9] can be adapted directly to establish the theorem. Nonetheless, certain ingredients
from both approaches can be used to glean a viable strategy. Specifically, the arguments in
Section 2 bring to the fore the transformation (2.2), which arises naturally in the context
of Dirichlet series. The transformation allows us to convert the original natural boundary
problem into one concerning the unit circle ∂D. For integer values of α we were able to
exploit a well-known classical result from the theory of functions to deduce that ∂D is a
natural boundary. For general values of α > 1 we cannot appeal to such results that re-
quire an explicit power series representation; however, we can use some of the “complex
dynamics” arguments employed by Marshall et al. In particular, the transformation (2.2)
produces a Cauchy–Euler type functional differential equation that has a nonlinear func-
tional argument the inverse of which is multivalent, and this can be exploited to establish a
set of singularities dense on ∂D.
Suppose that y ∈ S. Then there is a set Ω such that ∂Π0 ⊆ ∂Ω and f ∈ H(Ω). Let
Υ = {w ∈ C: w = e−rz, z ∈ Ω}. Under the transformation (2.2), Eq. (1.1) becomes
g′′(w)+ b g′(w) − b g(w) + λ g(wα)= 0, (4.1)
r2w r2w2 r2w2
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g(w) = y
(
−1
r
logw
)
(4.2)
for w ∈ Υ . Without loss of generality we can assume that Ω does not contain the point
at infinity so that Υ does not contain w = 0. For any choice of w ∈ Υ , thus, there is a
branch of logw such that g is holomorphic at w; moreover, g as given by Eq. (4.2) is a
solution to Eq. (4.1) for any y ∈ S. We show that ∂D is a natural boundary for g, i.e., there
is no branch of logw such that g can be analytically continued to values outside D. First,
however, we establish a technical lemma.
Lemma 4.2. Let Z∗ denote the set of non-negative integers and for all k,n ∈ Z∗, let
φn,k = k
αn
,
where α > 1. The set Φ defined by
Φ = {φn,k: k  αn},
is dense on the interval [0,1].
Proof. Choose any two distinct points ρ0, ρ1 ∈ [0,1]. Without loss of generality we can
assume that ρ0 < ρ1. Since α > 1, we have that α−n → 0 as n → ∞ and hence there is a
positive integer N such that
1
αN
< ρ1 − ρ0.
Now, consider the points 0, α−N,2α−N, . . . , [αN ]α−N . These points are equi-spaced on
[0,1] with a maximum distance α−N < ρ1 − ρ0 between consecutive points; hence, there
is a k ∈ Z∗, k  αN such that
ρ0 <
k
αN
< ρ1.
Consequently, Φ is dense on the interval [0,1]. 
Lemma 4.3. Suppose that g is a solution to Eq. (4.1) holomorphic in some set Υ˜ ⊆ D such
that ∂D ⊆ ∂Υ˜ . Suppose further that g has a singularity at w = 1. Then ∂D is a natural
boundary for g.
Proof. Let
wn,k = e2φn,kπi ,
where φn,k is as defined in Lemma 4.2, and let Γ = {wn,k}. We show by induction on n
that g must have a singularity at every point in Γ .
By hypothesis, g has a singularity at w = 1, and since w0,k = 1 for all k, it is evident
that g has a singularity at the points w0,k for all k. Suppose now that g has a singularity at
points wn,k for some n 0 and all k. Since
(wn+1,k)α = wn,k ∈ ∂D,
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singularity at every point in Γ .
Lemma 4.2 shows that the set Φ is dense in the interval [0,1] and consequently the set
Γ must be dense on ∂D. Therefore, there is no analytic continuation of g that includes
points on ∂D. 
Armed with the above lemma we can now prove Theorem 4.1.
Proof. Suppose that y ∈ S and that there exists an analytic continuation Y of y across the
imaginary axis. Therefore there is a point z0 with Re z0 = 0 such that Y is holomorphic
at z0. Let g be a function defined by Eq. (4.2). Then g is a solution to Eq. (4.2) and for
some branch of logw the function G defined by
G(w) = Y
(
−1
r
logw
)
is holomorphic in some open set ∆ containing the point w0 = e−rz0 ∈ ∂D. Since y ∈ S,
property (a) is satisfied and hence there is an open set Υ˜ ⊆ Υ ⊆ D such that g ∈H(Υ˜ ) and
∂D ⊆ ∂Υ˜ . Since G(w) = g(w) for all w ∈ Υ˜ and Υ˜ ∩ ∆ = ∅, we have that G must be an
analytic continuation of g across ∂D.
Now, g must have a singularity at w = 1, for otherwise the relation y(z) = g(e−rz)
would imply that y is not singular at z = 0 in contradiction to the assumption that y ∈ S.
But Lemma 4.3 implies that ∂D is in fact a natural boundary for g, and this contradicts the
existence of the analytic continuation G. We thus conclude that for y ∈ S there does not
exist an analytic continuation across the imaginary axis. 
Remark 1. The above analysis can be readily adapted to deal with pantograph equations
of higher order and it can be specialized to deal with equations of the form (1.2).
Remark 2. Although we focused on solutions that satisfy condition (a), it is possible to
modify the analysis to cope with boundaries of the form {z ∈ C: argz = φ}, where φ ∈ R
is fixed (i.e., rotations of the imaginary axis). Indeed, it has been noted [13] that special
cases of Eq. (1.2) do have families of solutions characterized by natural boundaries that
correspond to rotations of the imaginary axis.
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