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Abstract
The paper extends existing Lie algebra representation theory related to Lie algebra grad-
ings. The notion of a representation compatible with a given grading is defined and applied
to finite-dimensional representations of sl(n,C) in relation with its Z2-gradings. For represen-
tation theory of sl(n,C) the Gel’fand-Tseitlin method turned out very effective.
1 Introduction
Contractions of Lie algebras are usually defined inside the Lie algebra structure. Remaining inside
the framework of Lie algebras, a slightly different notion of graded contractions was proposed
in [15]. Nevertheless, for physical applications only representations of Lie algebras are relevant.
In this matter the only existing mathematical theory [16] is in a very preliminary shape. There
has been a short note [17], but nobody has systematically investigated the representations of Lie
algebras related to their gradings. Our paper can be considered as a starting point of such an
investigation.
1.1 Graded contraction of Lie algebras
A grading of a Lie algebra L is a decomposition Γ of the vector space L into vector subspaces
Lj, j ∈ J , such that L is a direct sum of these subspaces Lj, and, for any pair of indices j, k ∈ J ,
there exists l ∈ J such that [Lj, Lk] ⊆ Ll. We denote the grading by
Γ : L =
⊕
j∈J
Lj .
Clearly, for any Lie algebra L 6= {0}, there exists the trivial grading Γ : L = L, i.e. the Lie algebra
is not split up at all. The opposite extreme of splitting the Lie algebra into as many subspaces Lj
as possible is called fine grading. Let us note that in our definition of grading we do not exclude
trivial subspaces Li = {0}. It follows directly from the definition that for any grading Γ :
⊕
j∈J Lj
and any automorphism g ∈ AutL the decomposition Γ′ :
⊕
j∈J g(Lj) is a grading as well. The
gradings Γ and Γ′ are called equivalent.
Now we describe a specific type of a grading, namely a so-called group grading. The most
notorious case of a group grading is the Z2-grading introduced by E. Ino¨nu¨ and E. Wigner when
decomposing a Lie algebra L into two non-zero grading subspaces L0 and L1, where
[L0, L0] ⊆ L0, [L0, L1] ⊆ L1, [L1, L1] ⊆ L0. (1)
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A grading Γ : L = ⊕j∈JLj is called a group grading if the index set J can be embedded into
a semigroup G (whose binary operation is denoted by +), and, for any pair of indices j, k ∈ J , it
holds that
[Lj , Lk] ⊆ Lj+k. (2)
Since we allow even trivial subspaces in decomposition of L, as index set of the group grading may
be used directly the semigroup G. In this case we will speak about G-grading Γ.
A grading Γ : L = ⊕i∈JLi of a Lie algebra L is a starting point for study of graded contrac-
tions of the Lie algebra. This method for finding contractions of Lie algebras was introduced in
[15, 16]. Since we will focus in this paper on group gradings only, we assume in the sequel that the
indices of grading subspaces belong to a group G, i.e., Γ is a G-grading of L.
In this type of contraction, we define new Lie brackets by prescription
[x, y]new := εj,k[x, y], where x ∈ Lj, y ∈ Lk. (3)
The complex or real parameters εj,k, for j, k ∈ G, must be determined in such a way that the
vector space L with the binary operation [., .]new forms again a Lie algebra. Antisymmetry of Lie
brackets demands that εj,k = εk,j . If moreover, the coefficients εj,k fulfill a system of quadratic
equations:
εi,jεi+j,k = εj,kεj+k,i = εk,iεk+i,j for all i, j, k ∈ G (4)
then the vector space L with new brackets [x, y]new satisfies the Jacobi identities as well. This new
Lie algebra will be denoted by Lε.
Example 1. For a Z2-grading of a Lie algebra L, the system of equations (4) has a very simple
form
(ε00 − ε01)ε01 = 0 = (ε00 − ε01)ε11
There exist infinitely many solutions ε = (εjk) of this system. Nevertheless for many solutions,
the contracted algebras Lε are isomorphic. It can by shown that only four solutions
(εjk) =
(
1 1
1 0
)
,
(
1 0
0 0
)
,
(
0 0
0 1
)
, and
(
0 0
0 0
)
give mutually non-isomorphic Lie algebras Lε. The contracted algebra obtained by the first solution
is the semidirect sum of L0 with a commutative algebra L1. The second solution is the direct sum of
L0 and the commutative algebra L1. The third solution leads to the Lie algebra of the Heisenberg
type, or equivalently, it is a central extension of the commutative algebra L1 by the commutative
algebra L0. The fourth solution is an Abelian Lie algebra.
1.2 Representations of graded contractions
Let us focus on the question of representation of the contracted Lie algebra Lε. We will describe
a method [17], which enables to find a representation of Lε by modifying a given representation of
the original algebra L.
Definition 1.1. Let r : L 7→ EndV be a representation of the Lie algebra L and Γ : L = ⊕i∈GLi
be its G-grading. We say that the representation r is compatible with the G-grading, if
there exists a decomposition of the vector space V into a direct sum V = ⊕i∈J Vi such that
r(Xi)Vj ⊂ Vi+j for each i, j ∈ G and any Xi ∈ Li . (5)
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Suppose we are given a representation r of L compatible with G-grading. We are looking for a
representation rε of a contracted Lie algebra Lε. Let us define
rε(Xi)vj := ψi,j r(Xi)vj for each i, j ∈ G , any Xi ∈ Li and any vj ∈ Vj , (6)
where ψi,j are unknown parameters. The requirement that r
ε is a representation of Lε formally
means
rε
(
[Xi, Xj ]new
)
vk = [r
ε(Xi), r
ε(Xj)]vk =
(
rε(Xi)r
ε(Xj)− r
ε(Xj), r
ε(Xi)
)
vk
for any Xi ∈ Li, Xj ∈ Lj , and vk ∈ Vk. Using equations (3), and (6) and the relation (5) we obtain
ψj,kψi,j+kr(Xi)r(Xj)− ψi,kψj,i+kr(Xj)r(Xi) = εi,jψi+j,kr([Xi, Xj ])
Since r is a representation of L, we know that r(Xi)r(Xj)− r(Xj)r(Xi) = r([Xi, Xj]). Therefore,
the choice of parameters ψi,j satisfying
ψj,kψi,j+k = ψi,kψj,i+k = εi,jψi+j,k (7)
implies that rε defined by (6) is representation of the contracted Lie algebra Lε. Comparing (7)
and (4) we see that the systems of quadratic equations for parameters ψi,j has at least one solution,
namely ψi,j = εi,j for each pair i, j. Therefore the mapping r
ε : Lε 7→ EndV defined by (6) is a
representation of the graded Lie algebra Lε. Usually, there exist also other solutions of the system
(7), and therefore more representations of the same contracted algebra Lε.
Example 2. Consider a Z2-grading of a Lie algebra L and its representation r which is compatible
with the grading. For the corresponding decomposition of the vector space V = V0 ⊕ V1 we may
construct a basis B of V by putting together the bases of V0 and V1. In such a basis B, the grading
relations (1) give explicitly
r(X0) =
(
A(X0) 0
0 B(X0)
)
and r(X1) =
(
0 C(X1)
D(X1) 0
)
.
In the sequel, we will illustrate all notions on the Lie algebra Lε, which is obtained by contraction
from Z2-grading of a Lie algebra L by the first solution
(εjk) =
(
1 1
1 0
)
given in Example 1. For this Lie algebra Lε the commutation relations have the form
[x, y]new = [x, y], if x, y ∈ L0 or if x ∈ L0, y ∈ L1 and [x, y]new = 0, if x, y ∈ L1.
In this case the system of equations (7) is
ψ00ψ00 = ψ00, ψ10ψ01 = ψ00ψ10 = ψ10 ,
ψ01ψ01 = ψ01, ψ11ψ00 = ψ01ψ11 = ψ11 ,
ψ10ψ11 = 0 .
All solutions (up to equivalence of representations) of this system are
(ψjk) =
(
1 1
1 0
)
,
(
1 1
0 1
)
,
(
1 1
0 0
)
,
(
1 0
0 0
)
,
(
0 1
0 0
)
, and
(
0 0
0 0
)
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The representations rε of the contracted Lie algebra Lε in the chosen basis B of the vector space
V have the form
r(X0) =
(
ψ00A(X0) 0
0 ψ01B(X0)
)
and r(X1) =
(
0 ψ11C(X1)
ψ10D(X1) 0
)
,
where for parameters (ψij) one may choose one of the six solutions. Let us mention that only two
first solutions are interesting since the elements of subalgebra L1 are in the remaining solutions
represented by zero operators.
1.3 Some open problems
The four notions introduced above: grading, group grading, graded contraction and representation
compatible with G-grading, immediately lead to many questions.
1. How many inequivalent gradings has a given Lie algebra L?
2. Do notions of grading and group grading coincide? On which Lie algebras?
3. Is the semigroup G assigned to a group grading Γ uniquely? If not, does there exist a
semigroup G to be preferred?
4. Does there exist a G-grading of L for a given Lie algebra L and a given semigroup G? How
many inequivalent G-gradings of L one can find?
5. How many non-isomorphic graded contractions can be found for a given G-grading of L?
6. Which irreducible representations of a Lie algebra L are compatible with its G-grading?
No question of this list has found a satisfactory answer yet. Let us briefly summarize the achieve-
ments of numerous papers in this direction.
It seems, from the theoretical point of view, that the most important question to be solved
is the second question on our list. In [7], Elduque contradicted the longstanding belief that any
grading is a group grading. He found a Lie algebra of dimension 17 and described its grading which
cannot be indexed by any semigroup G. The algebra which served to Elduque as counterexample
is not simple. But even in case of simple finite-dimensional Lie algebras the situation is not clear.
Up to now no non-group grading of a simple Lie algebra was found. Non-existence of non-group
grading for any simple Lie algebra was claimed in the seminal work [18]. But Elduque’s result
showed a gap in the proof of this statement. Therefore, the lists of fine inequivalent gradings of
simple Lie algebras which were given in [9], [6], [4] and [5] are complete only as lists of group
gradings. To show that these lists are complete in general sense, one needs to prove
Conjecture: Any grading of a simple Lie algebra is a group grading.
It is not difficult to answer negatively the first part of the third question. Namely, for any
group grading Γ there exist more non-isomorphic semigroups suitable for labeling subspaces Li.
As shown in [4], any group grading of a simple finite dimensional Lie algebra can be indexed by a
finitely generated Abelian group GI . Moreover, surjective homomorphisms of GI are in one-to-one
correspondence with coarsenings of the grading Γ. The Abelian group GI with this property is
given uniquely up to isomorphisms.
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From the point of view of the result Draper and Mart´ın in [4], the question 4 seems to be less
difficult for simple finite-dimensional Lie algebras. We can restrict our considerations to Abelian
finitely generated groups, i.e. to additive groups G = Zn1 ⊗ Zn2 ⊗ . . . ⊗ Znr ⊗ Z
k for some
integers n1, n2, . . . nr, k. Nevertheless, till now the answer is known only for the simplest groups
G, namely Zn, Z and Z2 ⊗ Z2, [2].
The task to decide whether two Lie algebras given by their structural constants are isomorphic
or not is far from being simple. Therefore only several examples of low-dimensional algebras and
their graded contractions are well understood, [12].
As we have already said, the first steps in construction of representation of graded contractions
were made in [16], [15] and [17]. In these works, authors showed for specific type of G-gradings of
simple Lie algebras that any irreducible representation is compatible with G-grading. Moreover,
they gave also a recipe how to find suitable decomposition of vector space V satisfying (5).
The article is organized as follows. For representation theory the distinction of gradings and
group gradings is important. This open problem is approached in Section 2. It contains a modest
improvement of the just mentioned conjecture: we show that the conjecture is true if a grading
consists of two subspaces only.
The central part of the paper (Sections 3 and 4) is devoted to representations compatible
with a grading. Explicit results are obtained for finite-dimensional representations of sl(3,C)
compatible with Z2-gradings generated either by an inner automorphism of order 2 or by an outer
automorphism of order 2.
Our goal is to enlarge the family of gradings of L for which one can decide about compatibility
with the given representation of L. These results are illustrated on the simple Lie algebra sl(3,C).
2 Grading versus group grading
In this section we concentrate on simple Lie algebras of finite dimension, say k ∈ N. In particular,
we will use the fact that L is perfect, i.e.
[L,L] := {[x, y] | x, y ∈ L} = L . (8)
At first we recall several ingredients needed in the proof of the theorem. We will work with the
adjoint representation which to any x ∈ L assigns the linear operatorMx given on the vector space
L by the prescription
Mx y := [x, y] . (9)
Since L is a simple algebra, the adjoint representation is irreducible and according to the Burnside
theorem
dim {Mx1Mx2 . . .Mxn | n ∈ N, x1, x2, . . . , xn ∈ L}lin = k
k (10)
The following theorem is a special case of the conjecture we mentioned in Section 1.1.
Theorem 2.1. Let L be a simple finite dimensional Lie algebra and let
Γ : L = La ⊕ Lb
be its grading into two nontrivial subspaces. Then Γ is a Z2-grading.
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Proof. Since Γ is a grading, there exist letters x, y, z ∈ {a, b} such that
[La, La] ⊂ Lx, [La, Lb] ⊂ Ly, and [Lb, Lb] ⊂ Lz . (11)
The property (8) guarantees that both letters a and b occur among x, y, z, i.e.,
{a, b} = {x, y, z} (12)
According to occurrences of inclusions [Lc, Lc] ⊂ Lc, we will discuss separately three cases:
• There exists only one letter c ∈ {a, b}, such that [Lc, Lc] ⊂ Lc. Without loss of generality, we
may assume c = a. Then necessarily for the second index [Lb, Lb] ⊂ La. Using (12), the relations
(11) have the form
[La, La] ⊂ La, [La, Lb] ⊂ Lb, and [Lb, Lb] ⊂ La
(which is equivalent to [La, La] ⊂ La, [La, Lb] ⊂ Lb, and [Lb, Lb] ⊂ La).
If we identify a with 0 and b with 1 in the group Z2, we see, that our grading fulfills [Li, Lj ] ⊂
Li+j , as desired.
• For both letters c = a and c = b we have [Lc, Lc] ⊂ Lc. Since the role of a, and b is symmetric,
we may write
[La, La] ⊂ La, [La, Lb] ⊂ La, and [Lb, Lb] ⊂ Lb (13)
Let us denote dimLa = ka and dimLb = kb. Clearly ka+ kb = k. Since L = La⊕Lb, a basis of La
and a basis of Lb form together a basis of L. Let us denote this basis X . Let us consider the form
matrices of operators Mx in this base. In fact we will identify Mx with its matrix. The definition
(9) and the relations (13) imply
Mx =
(
M11x M
12
x
0 0
)
for x ∈ La and My =
(
M11y 0
0 M22y
)
for y ∈ Lb
It means that Mx and My are both block upper triangular matrices. This contradicts (10).
• It remains to discuss the case
[La, La] ⊂ Lb, [La, Lb] ⊂ Lb, and [Lb, Lb] ⊂ La . (14)
Now Mx and My have the form
Mx =
(
0 0
M21x M
22
x
)
for x ∈ La and My =
(
0 M12y
M21y 0
)
for y ∈ Lb (15)
We may assume [La, La] 6= 0, otherwise we may write [La, La] = 0 ⊂ La and this case was already
discussed. It means that there exists x0 ∈ La such that M
21
x0 6= 0. Denote the rank of M
21
x0 by
h ≥ 1. The bases of La and Lb were chosen arbitrarily. Now we may assume without loss of
generality that we have chosen these bases in such a way that
M21x0 =
(
Ih 0
0 0
)
,
where Ih is the unit matrix of size h× h, and the blocks of zeros complete the matrix to the size
of M21x0 which is kb × ka.
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Let us compute for any y ∈ Lb the commutator [Mx0 ,My]. We obtain(
0 0
M21x0 M
22
x0
)(
0 M12y
M21y 0
)
−
(
0 M12y
M21y 0
)(
0 0
M21x0 M
22
x0
)
=
(
−M12y M
21
x0 −M
12
y M
22
x0
M22x0M
21
y M
21
x0M
12
y
)
Since [x0, y] ∈ Lb, we have
M21x0M
12
y = 0 =
(
Ih 0
0 0
)
M12y
It implies that for any y ∈ Lb the first h rows of the matrix M
12
y and therefore also of the matrix
My contain only zeros. Taking into account the form of Mx, we see that any element of the Lie
algebra is represented by the matrix whose first row is zero and this contradicts (10).
3 Representations compatible with grading
3.1 Group gradings and automorphisms
The simplest way how to find a group grading of a Lie algebra is to decompose the vector space
L into eigensubspaces of a diagonalizable automorphism g ∈ AutL, [9]. For any pair of its
eigenvectors xλ and xµ corresponding to eigenvalues λ and µ, respectively, we have
g([xλ, xµ]) = [g(xλ), g(xµ)] = λµ[xλ, xµ]) .
Thus the commutator [xλ, xµ] is either zero or an eigenvector corresponding to the eigenvalue
λµ. Let us denote by σ(g) the spectrum of the automorphism g and by Lλ the eigensubspace
corresponding to λ ∈ σ(g). The decomposition
Γ : L =
⊕
λ∈σ(g)
Lλ (16)
is a group grading, where as a semigroup G one can use the multiplicative semigroup generated
by the spectrum of g. Clearly, if h ∈ AutL then the decomposition of L into eigensubspaces of
the automorphism hgh−1 is L =
⊕
λ∈σ(g) h(Lλ), i.e., the grading given by automorphisms g and
hgh−1 are equivalent. Therefore, the automorphisms g and hgh−1 are called equivalent as well.
Note however that different inequivalent automorphisms may give the same grading.
Similarly, if g1, g2, . . . , gr are mutually commuting automorphisms of L, then the decomposition
of L into common eigensubspaces of all these automorphisms is a group grading of L. The suitable
semigroup for indexing of this grading is G1⊗G2⊗ . . .⊗Gr, where Gi is the semigroups generated
by the spectrum of gi.
Furthermore, for Lie algebras over the complex field C, any group grading can be obtained by
the described procedure. Let us stress, that this is not the case for real Lie algebras.
3.2 Group grading determined by one automorphism
Let Γ be a grading of the form (16), i.e. obtained by decomposition of L into eigensubspaces of a
single automorphism g. We may assume that g has finite order, say gk = Id. For its spectrum we
have
σ(g) ⊂ {ei
2pi
k
ℓ | ℓ = 0, 1, 2, . . . , k − 1} =: G. (17)
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It means that Γ is a G-grading. Let us consider an irreducible d-dimensional representation r of
the Lie algebra L. Our aim is to discuss the question of compatibility of r with the G-grading.
Let Rg be a non-singular matrix in C
d×d such that
r(g(x)) = Rgr(x)R
−1
g for all x ∈ L . (18)
As gk = Id, the previous equality gives
r(x) = r(gk(x)) = Rkgr(x)R
−k
g or [R
k
g , r(x)] = 0 for all x ∈ L .
Since the representation r is irreducible, by Schur’s lemma Rkg = α Id, for some α ∈ C. Of course,
any nonzero multiple of Rg satisfies the relation (18) as well. Therefore without loss of generality,
we may assume that
Rkg = Id , where k is the order of the automorphism g. (19)
This normalization guarantees that the spectrum of the matrix Rg and the spectrum of the au-
tomorphism g belong to the same group G. In particular, since Rkg is the identity, the matrix Rg
is diagonalizable. Let V = ⊕λ∈GVλ denote the decomposition of the column space C
d into eigen-
subspaces of the matrix Rg. We will show, that this decomposition is exactly the decomposition
required in the definition 1.1.
Let us consider some µ ∈ σ(g) so that g(xµ) = µxµ for all xµ ∈ Lµ. From (18) for x = xµ, one
can deduce
r(g(xµ))Rg = r(µxµ)Rg = µ r(xµ)Rg = Rgr(xµ)
and after multiplying by the column vector vλ ∈ Vλ
µλ r(xµ)vλ = Rgr(xµ)vλ .
The last equality means that the column r(xµ)vλ is either zero, or it is an eigenvector of the matrix
Rg corresponding to the eigenvalue µλ. Therefore
r(xµ)Vλ ⊂ Vµλ for any λ, µ ∈ G and any xµ ∈ Lµ .
This is the relation (5), just written in the multiplicative form. Of course, our multiplicative group
G defined in (17) is isomorphic with the additive group Zk.
We have seen, that the matrix Rg with the properties (18) and (19) guarantees the compat-
ibility of the grading of L with the representation of the Lie algebra L. Such matrix Rg will be
called simulation matrix of the automorphism g. The matrix Rg depends on the chosen au-
tomorphism g and on the chosen representation r. The idea how to find the simulation matrix is
more straightforward if g ∈ AutL is an inner automorphism. In this case it is natural to search for
Rg among matrices in the representation of the corresponding Lie group. This idea was already
presented in [15] and [17], where Rg was a representation of power of an element of finite order
[13]. Nevertheless, we show that it is possible to find the simulation matrix Rg even for an outer
automorphism g as well. In the sequel, we will concentrate on the Lie algebras sl(n,C). The reason
is, that these algebras (with the exception of o(8,C)) are the only simple classical Lie algebras for
which the group of automorphisms contains an outer automorphism as well.
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4 Representations of sl(n,C) compatible with Z2-grading
According to Theorem 2.1 any graded decomposition of sl(n,C) into two parts is a Z2-grading.
Any such grading is uniquely related by an automorphism of order 2. We will identify the Lie
algebra sl(n,C) with {X ∈ Cn×n | trX = 0}.
Let us first recall the structure of Aut sl(n,C) as described in [11]:
• for any inner automorphism g there exists a matrix A ∈ SL(n,C) := {A ∈ Cn×n | detA = 1}
such that
g(X) = AdAX = AXA
−1 for any X ∈ sl(n,C) ;
• the mapping given by the prescription
OutIX := −X
T for any X ∈ sl(n,C)
is an outer automorphism of order 2;
• any outer automorphism g is a composition of an inner automorphism and the automorphism
OutI .
The second ingredient for construction of simulating matrices of automorphisms is the knowl-
edge of finitedimensional irreducible representations of sl(n,C). These representations are well
described by Gel’fand-Tseitlin formalism [8, 14, 3]. Any irreducible representation r of sl(n,C)
is in one-to-one correspondence with an n-tuple (m1,n,m2,n, . . . ,mn,n) of non-negative integer
parameters m1n ≥ m2n ≥ . . . ≥ mnn = 0. The dimension of the representation space of
r = r(m1,n,m2,n, . . . ,mn,n) is given by the number of triangular patterns
m =


m1,n m2,n m3,n . . . mn,n
m1,n−1 m2,n−1 m3,n−1 . . . mn−1,n−1
m1,n−2 m2,n−2 . . . mn−2,n−2
...
...
...
m1,2 m2,2
m1,1


in which the numbers mi,j ∈ Z satisfy mi,j+1 ≥ mi,j ≥ mi+1,j+1 for all 1 ≤ i ≤ j ≤ n− 1. To any
such pattern m, we assign the basis vector ξ(m). The representation r is fully determined by the
action r(Ekℓ) on all basis vectors ξ(m) for any k, ℓ = 1, 2, . . . , n. (We have adopted notation Ekℓ
for the matrices n× n with elements
(
Ekℓ
)
ij
= δikδℓj.) This action can be found e.g. in [8]. For
reader convenience the representation is described in Appendix.
4.1 Inner automorphisms of order two
Any inner automorphism g of order two is associated by equality g = AdA with a group element
A ∈ SL(n,C) such that A does not belong to the center Z[SL(n,C)] and A2 belongs to the
center. If we denote ω = e
ipi
n , then the center can be written explicitly Z[Sl(n,C)] = {ω2ℓIn |
ℓ = 0, 1, . . . , n − 1}. A simple calculation shows that any such element A ∈ SL(n,C) is up to
equivalence one of the matrices
An,s := ω
η(s)
(
In−s 0
0 −Is
)
where s = 0, 1, . . . , ⌊n2 ⌋ and η(s) =
{
0 if s is even
1 if s is odd
9
These matrices may be rewritten by using elements of the Lie algebra sl(n,C) as follows:
An,s = exp(Xn,s) with Xn,s = iπ
(
η(s)
n In−s 0
0 η(s)n Is +Ms
)
,
where Ms = diag(−1, 1,−1, . . . , (−1)
s) ∈ Cs×s. One can use notation of Ekk and write
Xn,s = iπ
(
η(s)
n
n∑
k=1
Ekk +
n∑
k=n−s+1
(−1)n−s+1−kEkk
)
. (20)
If r is any representation of the Lie algebra sl(n,C), then RAn,s := exp(r(Xn,s)) satisfies
RAn,sr(X)
(
RAn,s
)−1
= r(An,sXA
−1
n,s) = r(AdAn,sX) and
(
RAn,s
)2
= Id .
Therefore, the matrix RAn,s := exp(r(Xn,s)) is the simulation matrix of the inner automorphism
g = AdAn,s . We have shown
Theorem 4.1. Any Z2-grading of the Lie algebra sl(n,C) obtained by an inner automorphism and
any irreducible representation of sl(n,C) are compatible.
Using (20) and the explicit form of the Gel’fand-Tseitlin representation we obtain for any basis
vector ξ(m)
r(Xn,s)ξ(m) = iπ
(
η(s)
n
rn(m) + 2
s−1∑
k=1
(−1)k−1rn−s+k(m)− rn−s(m)− (−1)
η(s)rn(m)
)
ξ(m) .
So we arrived at the explicit form of the simulation matrix of the automorphism g = AdAn,s
RAn,sξ(m) = e
iπ
„(η(s)
n −1
)
rn(m)−rn−s(m)
«
ξ(m)
4.2 Outer automorphisms of order two
Any outer automorphism of order two on sl(n,C) is up to equivalence the automorphismOutI(X) =
−XT , and thus we will focus only on it.
It is well known, that for an irreducible representation r characterized in the Gel’fand-Tseitlin
formalism by the n-tuple (m1,n,m2,n, . . . ,mn,n), the mapping −r
T is an irreducible representation
as well. This representation is equivalent to the so called contragradient representation rc which
is characterized by the n-tuple (m′1,n,m
′
2,n, . . . ,m
′
n,n), where
m′i,n = m1,n −mn−i+1,n for i = 1, 2, . . . , n .
Let us consider a triangular pattern m filled by indices mi,j , 1 ≤ i ≤ j ≤ n, and associated with
the basis vector ξ(m) of the representation r. To any such pattern m, we may assign the unique
triangular pattern m′ with indices m′i,j := m1,n −mj−i+1,j . It is easy to check that m
′
i,j satisfies
the necessary inequalities for m′ to be a correct pattern of the contragradient representation rc.
Let us define the linear mapping J of the representation space of r onto the representation space
of rc by
J ξ(m) := (−1)
P
i,j
mi,jξ(m′) .
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Now from the formulae in the Appendix one sees that(
r(Eij)
)T
= r(Eji) = r(E
T
ij ) . (21)
Using this fact one can prove by the direct verification that the mapping J satisfies
− J rT (X) = rc(X)J for any X ∈ sl(n,C) . (22)
Let us return to our original task. We are looking for the simulation matrix of the automorphism
g = OutI , i.e., we are looking for a matrix Rg of order two such that
r(OutI (X)) = −r(X
T ) = Rgr(X)R
−1
g .
According to (21), we have r(XT ) =
(
r(X)
)T
and therefore the existence of the simulation matrix
Rg means equivalence of the representations r and −r
T , i.e. equivalence of r and its contragradient
representation rc. The Gel’fand-Tseitlin result says that it is possible if and only if n-tuples
(m1,n,m2,n, . . . ,mn,n) and (m
′
1,n,m
′
2,n, . . . ,m
′
n,n) coincide. In this case the simulation matrix Rg
is equal to J . We have deduced
Theorem 4.2. A Z2-grading of the Lie algebra sl(n,C) obtained by an outer automorphism is
compatible with an irreducible representation r of sl(n,C) if and only if the representation is self-
contragradient.
If we do not insist on the irreducibility of the representation r, the class of representations
compatible with Z2-grading obtained by the automorphism OutI is larger. Of course, if for a
representation r1 it is possible to find a simulation matrix R
(1) and for a representation r2 a
simulation matrix R(2), then the direct sum R(1)⊕R(2) is the simulation matrix for the direct sum
r1⊕r2. To avoid the discussion of all such obvious cases, we will describe only those representations
r with simulation matrices R, for which the operator set {R}∪{r(X) | X ∈ sl(n,C)} is irreducible,
whereas the set {r(X) | X ∈ sl(n,C)} is reducible.
If r0 is a d-dimensional irreducible representation of sl(n,C) then the 2d-dimensional represen-
tation r := r0 ⊕
(
−r T0
)
assigns to X the matrix
r(X) =
(
r0(X) 0
0 −
(
r0(X)
)T
)
and therefore
r(OutI (X)) =
(
−
(
r0(X)
)T
0
0 r0(X)
)
=
(
0 Id
Id 0
)
r(X)
(
0 Id
Id 0
)
.
The matrix
(
0 Id
Id 0
)
is the simulation matrix of OutI . It is easy to see that the simulation
matrix together with all r(X) form an irreducible set.
4.3 Z2-grading of sl(3,C)
Let us illustrate the conclusions of two previous sections on the Lie algebra sl(3,C). On this algebra
there exists only two inequivalent automorphisms of order two. In our notation g1 = AdA31 with
A31 = ω

 1 0 00 1 0
0 0 −1

 , where ω = e ipi3
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and g2 = OutI . The corresponding Z2-gradings are
Γ1 : sl(3,C) =
{ a b 0c d 0
0 0 −a− d

∣∣∣ a, b, c, d ∈ C}⊕ {

 0 0 a0 0 b
c d 0

∣∣∣ a, b, c, d ∈ C} ,
Γ2 : sl(3,C) =
{ 0 a b−a 0 c
−b −c 0

∣∣∣ a, b, c ∈ C}⊕ {

 a b cb d e
c e −a− d

∣∣∣ a, b, c, d, e ∈ C} .
The first grading Γ1 is compatible with any irreducible representation. The simulation matrix Rg1
of the automorphism g1 = AdA31 acts on the Gel’fand-Tseitlin triangular patterns as follows
Rg1


m13 m23 0
m12 m22
m11

 = e− 2ipi3 (m13+m23)e−iπ(m12+m22)


m13 m23 0
m12 m22
m11

 .
The irreducible representations compatible with the second grading are only self-contragradient
representations, i.e., representations r = r(2ℓ, ℓ, 0). In such representation, the operator J is defined
by
J

 2ℓ ℓ 0m12 m22
m11

 = (−1)ℓ+m12+m22+m11

 2ℓ ℓ 02ℓ−m22 2ℓ−m12
2ℓ−m11

 .
The lowest-dimensional non-trivial self-contragradient representation is r = r(2, 1, 0). Its di-
mension is 8 and has the following explicit form on the basis vectors:
Rg2


2 1 0
2 1
2

 =


2 1 0
1 0
0

 , Rg2


2 1 0
1 0
0

 =


2 1 0
2 1
2

 , Rg2


2 1 0
2 1
1

 = −


2 1 0
1 0
1

 ,
Rg2


2 1 0
1 0
1

 = −


2 1 0
2 1
1

 , Rg2


2 1 0
2 0
2

 = −


2 1 0
2 0
0

 , Rg2


2 1 0
2 0
2

 = −


2 1 0
2 0
2

 ,
Rg2


2 1 0
1 1
1

 =


2 1 0
1 1
1

 , Rg2


2 1 0
2 0
1

 =


2 1 0
2 0
1

 .
If the representation r = r(m13,m23, 0) is not self-contragradient, then the grading Γ2 is com-
patible with the reducible representation
r⊕(X) :=
(
r(X) 0
0 −
(
r(X)
)T
)
and the corresponding simulation matrix on the double-dimensional space is J = σ1 ⊗ I, where I
is the identity operator on the representation space of representation r.
12
Acknowledgements
We are grateful to Vyacheslav Futorny for fruitful discussions on relations between notions grading
and group grading and to Jiˇr´ı Patera for introducing us to the problems connected with representa-
tions of contracted Lie algebras. We acknowledge financial support by the grants MSM6840770039
and LC06002 of the Ministry of Education, Youth, and Sports of the Czech Republic.
Appendix
Let us give explicit description of irreducible representation of sl(n,C) in Gel’fand Tseitlin formal-
ism. Since any Ekℓ can be obtained by commutation relations from Ek,k, Ek,k−1 and Ek−1,k, only
formulas for r(Ek,k), r(Ek,k−1) and r(Ek−1,k) are needed.
r(Ek,k)ξ(m) = (rk − rk−1)ξ(m) ,
where rk = m1,k + . . .+mk,k for k = 1, 2, . . . , n and r0 = 0,
r(Ek,k−1)ξ(m) = a
1
k−1ξ(m
1
k−1) + . . .+ a
k−1
k−1ξ(m
k−1
k−1) ,
where mjk−1 denotes the triangular pattern obtained from m replacing mj,k−1 by mj,k−1 − 1,
a
j
k−1 =
[
−
∏k
i=1(mik −mj,k−1 − i+ j + 1)
∏k−2
i=1 (mi,k−2 −mj,k−1 − i+ j)∏
i6=j(mi,k−1 −mj,k−1 − i+ j + 1)(mi,k−1 −mj,k−1 − i+ j)
]1/2
r(Ek−1,k)ξ(m) = b
1
k−1ξ(m
1
k−1) + . . .+ b
k−1
k−1ξ(m
k−1
k−1) ,
where mjk−1 denotes the triangular pattern obtained from m replacing mj,k−1 by mj,k−1 + 1, and
b
j
k−1 =
[
−
∏k
i=1(mik −mj,k−1 − i+ j)
∏k−2
i=1 (mi,k−2 −mj,k−1 − i+ j − 1)∏
i6=j(mi,k−1 −mj,k−1 − i+ j)(mi,k−1 −mj,k−1 − i+ j − 1)
]1/2
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