INTRODUCTION
Parameter uncertainties are inherent in system models utilized for analysis and design. The explosion of recent research activity in related areas, in particular, in the area of robust stability, is mainly due to the seminal work of Kharitonov [l] . Since this result, robust stability of time-invariant (TI) systems with uncertain parameters have received considerable attention (see , and references therein).
Many important results regarding robust stability of time-variant (TV) systems with uncertain parameters are also available. Some earlier results appear in , and references therein; newer results are constantly being introduced (see , and references therein). Such systems find application in various branches in signal processing and control, such as, adaptive signal processing, finite wordlength implementation of digital filters [ 121, and design of reconfigurable systems [ 131. For a TV system represented in its difference equation formulation, the work in [IO] provides a region in the coefficient space wherein the coefficients may vary while maintaining global asymptotic stability (GAS). For a TV system represented in its state-space (SS) formulation, the work in [ 111 provides a necessary and sufficient condition for robust GAS. However, in these work, no restriction has been imposed on its maximum rate of change whereas, in most practical situations, such a restriction is typically inherent. An important outstanding research problem is to incorporate such information and obtain a region (or, regions) in the coefficient space where GAS of a TV system is guaranteed [2, Open Problem MI.
The work below attempts to address the above problem. The results presented, as they stand, can be computationally demanding. For second-order systems at least, it is quite conveniently applicable. The authors hope that this work may serve as an impetus for further improvements. The paper is organized as follows: Section I1 formulates the problem where, for the readers' convenience, we follow the same notation as in [IO] . A different but enlightening proof of the main result in [lo] is provided. Section 111 contains the main results. A procedure that can generate a region in the coefficient space that guarantees asymptotic stability (AS) is described. Section IV is provides an example. Section V contains concluding remarks.
PROBLEM FORMULATION
Consider the following linear, possibly time-variant (TV), finite dimensional, zero input, difference equation of order m : = 0 whenever a(n) E CL. Vn.
, = I
Remarks: 1) Due to the fact that the system under consideration is linear, AS, as defined above, is equivalent to the notion of GAS [14, ch. 31. . . 0 -1 -Now, consider 0 E Rm. The problem of determining the "largest" such region so that, whenever a(n) E R, Vn, AS of (2.1) is guaranteed has been addressed in [IO] . A relevant result is R is in fact the largest hyperdiamond region with the origin as its center. In this sense, the region R is in fact not too conservative.
Therefore, with no restriction imposed on the amount of perturbation allowable on each coefficient a, ( n ) at each time instant, as long as a ( . ) E R, V n , AS of the system in (2.1) is guaranteed. However, in practice, the rate of change of each coefficient a, ( n ) , is restricted. Can we incorporate this additional restriction into the above result? Intuitively, the region obtained thus must be larger than that indicated in Theorem 11.1. It is this problem (see also [2] , Open Problem #9) that we attempt to address. la,(n)l = 1 + E , for any E > 0.
IV. MAIN RESULTS
By expressing the system in (2.1) in its SS formulation, we now prove Theorem 11.1 utilizing norm arguments. Such a proof has the following advantages: a) It exposes a certain interesting norm property of companion matrices (see Lemma 111.1); b) then, proof of Theorem 11.1 follows quite easily; c) SS formulation is an ideal tool for the problem at hand; and d) it provides the possibility of using different norms thus yielding different regions of AS.
Clearly, utilizing the state variables
then, Zimn--y(n) = 0 implying AS of (3.2) (or (2.1)). Here, 11. 11 denotes any mutually consistent matrix norm [14], in particular, the p-norms.
Remarks:
2) Note that A(n + j ) is the corresponding system matrix in its companion form as in (3.3). Taking this structure into account, one notices that premultiplication of P)) by A(n + j ) simply shifts the last n -1 rows of P)) upwards by one row. Hence, the first n -1 rows of P)") are identical to the last n -1 rows of pi'). 3) With remark 2 in mind, it is not difficult to show that
Using the m-norm, the condition for AS in (3.6) may now be utilized to prove Theorem 11.1. First, we need Lemma 111.1: Consider the TV system in (3.2)-(3.3). Whenever
Here, R is the region given by Theorem 11.1.
Pro03
What we need to ascertain is that, whenever a(n) E R, Vn, the product of m consecutive A(n + i)'s, that is, Pim', V n , has an m-norm of not more than y. With remark 2 above in mind, we show that, given a(n) E R, Vn, the newly computed last row of P)") has an m-norm of not more than y. If this holds true for m consecutive products, we will have IIP!i"llt0 5 y < 1, as desired.
We proceed with an inductive scheme on j = 1 , 2 , . . . , m -1.
First, when j = 1, clearly the claim is true.
Next, assume that, for some & = 1 , 2 , . . . . m -1, the last row of Pif' has an m-norm of not more than y. Noting that Pip' is arrived at by E consecutive multiplications, each row of the submatrix {&} a=m-t+1, ,m must have an m-norm of not more than y.
Finally, we need to show that, the newly computed last row of Pip+') also has an m-norm of not more than y. Note that, from Hence, the corresponding AS region is (I(,") where is obtained by consecutive multiplication of the same system matrix A( n ) (compare with PiJ+')) and A?'') E %" n1 is ' a certain matrix that is solely due to the coefficient perturbations. In fact, It is (3.20 ) that we will utilize to arrive at our goal.
To satisfy the norm condition in (3.6), we need Clearly, 11Al1 = 0 (that is, the TI case) satisfies (3.29). Let r t . i = 1,. . . . j, be the non-negative (we are only interested in this case since 11A11 2 0) roots of h = 0. Note that, 0 cannot be a root of h. If 0 < < r2 < . . . < y J r we conclude that 0 5 1 1 1 1 1 < r 1 . Note that, r2 < 11A11 < r3 is of no use since, at any arbitrary instant in time, we must allow for the coefficients to be stationary, that is, 11A11 = 0.
Summarizing the above, assuming (3.27), we have the following:
Step I: Pick j = 2. With j = 1, Theorem 11.1 provides the "optimal" region. For a suitable 0 < 6 < 1, let a ( n ) E f i : : " .
V71.
Step 11: Find the bounding function g in (3.28 ). An appropriate algorithm that is applicable to a system of any general order is in [ 151.
Step III: On the ( m -1)-dimensional boundary of fi:Z1), find the maximum values of Il-A(n)'ll. i = 1.. . . . j.
Step IV: Obtain h in (3.29).
Step V:
Step VI:
The maximum allowable rate of change of coefficients If the actual allowable rate of change is higher, one may repeat the procedure with a lower 6 resulting in a smaller region. If the actual allowable rate of change is restricted to be lower, one may repeat the procedure with a higher j resulting in a larger region.
is the least positive root of h.
Remarks:

1)
Step 111 can be very computer intensive. For second-order systems, however, this search procedure is quite easy. See next section. 2) By using different norms, one may obtain different "shapes" of regions (in the coefficient space) for the maximum allowable perturbation on the coefficients. For example, x-norm gives a diamond-shaped region; 2-norm gives a circular region; 1-norm gives a box-shaped region. (cl) Choose a(n) E !Rm such that
Vu. Step 11 Taking the maximum allowable rate of change at each time instant
to be equal, let
IlA(n + 2 ) l l 5 11A11, vz = R:. + IlAll-= . ll4L.
Step 111: For the second-order case consider here, it is extremely easy to find the corresponding maximum values of IIA(n)l150 and llA(r1)'11~. In fact, these simultaneously occur at the same point.
See Table I .
Step IV: The function h in (3.29) is given by
Step V!:
The lowest positive root of k gives the maximum allowable rate of change of coefficients within
The procedure above was repeated for j = 3. The regions Cl:),, are in Fig. 3 while the corresponding results are See Table I . Table 11 . Note how it verifies the remarks made under
Step VI in Section 111.
Remarks:
Similar computations may be done using the 2-and 1-norms as well.
The value of ~~A~~m . m a x obtained with the use of the xm-norm provides a diamond-shaped region at each coefficient a( n ) E Similarly, IIAlla,max corresponds to a circular region while IIAlll,max corresponds to a box-shaped region. Often, the coeficients are given to be TV and restricted to be within a box-shaped region in the coefficient space. Note the difference between the coefficients and the perturbations. Item 2 above describes the "shape" of possible perturbations. Such a situation may be easily incorporated into the above procedure to obtain a value for the maximum rate of change that is sufficient for A S .
$+U
where it may be perturbed to a(n + 1) E fik+j).
VI. CONCLUSION AND FINAL REMARKS
The results presented in this paper provides a technique that may be utilized to obtain regions of AS in the coefficient space of linear TV difference equations. The regions thus obtained incorporate information regarding the maximum rate of change of the system parameters.
The technique proposed yield only sufficient conditions. In dealing with higher order systems, the computational burden may be quite heavy. However, the regions f i~~l ) are invariant for a given m , and hence, it is only necessary to compute them once. When m = 2 , the application of the proposed method is quite straightforward. It is the authors' hope that this work will encourage improvements to the technique presented and development of alternate algorithms.
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