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1 Introduction and main result
Let Ω ⊂ RN be a smooth bounded domain. In this paper, we consider the following
nonlocal fractional p(x)-Laplacian equation:
Lu(x) = f(x), in Ω,
u = 0, on ∂Ω.
(1.1)
∗Corresponding author. E-mail addresses: piecesummer1984@163.com, czhangmath@hit.edu.cn.
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Here we assume that
0 ≤ f ∈ L1(Ω). (1.2)
The operator L is given by
Lu(x) := (−∆)sp(·)u(x) = P.V.
∫
Ω
|u(x)− u(y)|p(x,y)−2(u(x)− u(y))
|x− y|N+sp(x,y)
dy, x ∈ Ω,
where P.V. is a commonly used abbreviation in the principal value sense, 0 < s < 1,
p : Ω × Ω → (1,∞) is a continuous functions with sp(x, y) < N for any (x, y) ∈ Ω.
This operator was first introduced by Kaufmann, Rossi and Vidal in [14], in which they
established a compact embedding theorem and proved the existence and uniqueness of
weak solutions for the fractional p(x)-Laplacian problem
Lu(x) + |u(x)|q(x)−2u(x) = f(x), in Ω,
u = 0, on ∂Ω,
(1.3)
provided f ∈ La(x)(Ω) for some a(x) > 1.
In the constant exponent case, the operator L is known as the regional fractional p-
Laplacian, see [9]. The regional fractional Laplacian arises, for instance, from the Feller
generator of the reflected symmetric stable process ([6, 7, 12, 13]). On the other hand, this
operator is also a fractional version of the p(x)-Laplacian, given by div(|∇u|p(x)−2∇u),
which is associated with the variable exponent Sobolev space.
Regarding the non-local p-Laplacian operator (−∆)sp, the linear elliptic case p = 2 has
been studied in [1, 15, 17]. In particular, the existence and uniqueness of renormalized
solutions for the problems of the kind
β(u) + (−∆)su ∋ f in RN
was proved by Alibaud, Andreianov and Bendahmane in [3], where f ∈ L1(RN ) and β is
a maximal monotone graph in R. Using a duality argument, in the sense of Stampacchia,
Kenneth, Petitta and Ulusoy in [15] proved the existence and uniqueness of solutions to
non-local problems like (−∆)su = µ in RN with µ being a bounded Radon measure whose
support is compactly contained in RN . In [16], Kuusi, Mingione and Sire discussed the
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elliptic non-local case p 6= 2 with measure data and developed an existence of SOLA,
regularity and Wolf potential theory. In addition, Abdellaoui et al in [1] investigated the
fractional elliptic p-Laplacian equations with weight and general datum and showed that
there exists a unique nonnegative entropy solution.
In this paper, we focus our attention on the existence and uniqueness of renormalized
solutions for the fractional p(x)-Laplacian problem (1.1). It is well-known that the notion
of renormalized solutions was first introduced by DiPerna and Lions [11] in their study
of the Boltzmann equation. Our results can be seen as a continuation of the paper
[14] and are new even in the constant exponent fractional p-Laplacian equation case.
We construct an approximate solution sequence and establish some a priori estimates
in order to draw a subsequence to obtain a limit function. Then based on the strong
convergence of the truncations of approximate solutions and the decomposition for the
region of integration according to the different contributions, we prove that this function
is a renormalized solution. Moreover, the uniqueness of renormalized solutions follows
by choosing suitable test functions.
We denote u ∈ T
s,p(x,y)
0 (Ω) if u : Ω → R is measurable and Tk(u) ∈ W
s,p(x,y)
0 (Ω) for
any k > 0 (see Section 2), where the truncation function Tk is defined by
Tk(t) = max{−k,min{k, t}},
for any t ∈ R.
Next we give the definition of renormalized solutions to problem (1.1) which is influ-
enced by [3] and [18].
Definition 1.1. We say that u ∈ T
s,p(x,y)
0 (Ω) is a renormalized solution to (1.1) if the
following conditions are satisfied:
(i)
lim
h→∞
∫
{(x,y)∈Ω×Ω:(u(x),u(y))∈Rh}
|u(x)− u(y)|p(x,y)−1
|x− y|N+sp(x,y)
dxdy = 0,
where
Rh = {(v, w) ∈ R
2 : max{|v|, |w|} ≥ h+ 1 and (min{|v|, |w|} ≤ h or vw < 0)};
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(ii) For any ϕ ∈ C∞0 (Ω) and S ∈W
1,∞(R) with compact support,∫
Ω×Ω
|u(x)− u(y)|p(x,y)−2(u(x)− u(y))[(S(u)ϕ)(x) − (S(u)ϕ)(y)]
|x− y|N+sp(x,y)
dxdy
=
∫
Ω
fS(u)ϕdx
(1.4)
holds.
The main result of this work is the following theorem:
Theorem 1.1. Under the integrability condition (1.2), there exists a unique nonnegative
renormalized solution to problem (1.1).
The rest of this paper is organized as follows. In Section 2, we collect some basic
properties for variable exponent Sobolev fractional spaces which will be used later. We
will prove the main result in Section 3.
2 Preliminaries
For the convenience of the readers, we recall some definitions and basic properties of
variable exponent Sobolev fractional spaces. For a deeper treatment on these spaces, we
refer to [8] and [14]. For a smooth bounded domain Ω ⊂ RN , let
p : Ω× Ω→ (1,∞)
and
q : Ω→ (1,∞)
be two continuous functions. We assume that p is symmetric, i.e. p(x, y) = p(y, x) and
1 < p− = inf
(x,y)∈Ω×Ω
p(x, y) ≤ p+ = sup
(x,y)∈Ω×Ω
p(x, y) <∞,
and
1 < q− = inf
x∈Ω
q(x) ≤ q+ = sup
x∈Ω
q(x) <∞.
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For 0 < s < 1, the variable exponent Sobolev fractional space W s,q(x),p(x,y)(Ω) is the
class of all functions u ∈ Lq(x)(Ω) such that∫
Ω×Ω
|u(x)− u(y)|p(x,y)
tp(x,y)|x− y|N+sp(x,y)
dxdy <∞,
for some t > 0, where Lq(x)(Ω) is the variable exponent Lebesgue space.
Define
[u]s,p(x,y)(Ω) = inf
{
t > 0 :
∫
Ω×Ω
|u(x)− u(y)|p(x,y)
tp(x,y)|x− y|N+sp(x,y)
dxdy ≤ 1
}
.
It is the variable exponent seminorm. For simplicity, we omit the set Ω from the notation.
We could get the following properties:
Lemma 2.1. (1) If 1 ≤ [u]s,p(x,y) <∞, then
([u]s,p(x,y))
p− ≤
∫
Ω×Ω
|u(x)− u(y)|p(x,y)
|x− y|N+sp(x,y)
dxdy ≤ ([u]s,p(x,y))
p+ ;
(2) If [u]s,p(x,y) ≤ 1, then
([u]s,p(x,y))
p+ ≤
∫
Ω×Ω
|u(x)− u(y)|p(x,y)
|x− y|N+sp(x,y)
dxdy ≤ ([u]s,p(x,y))
p− .
Remark 2.1. Similarly to the discussion of the norm in variable exponent space, we
could get the above results. Here we omit the proof of Lemma 2.1.
The space W s,q(x),p(x,y)(Ω) is a Banach space with the norm
‖u‖W s,q(x),p(x,y)(Ω) = ‖u‖Lq(x)(Ω) + [u]s,p(x,y).
By W
s,q(x),p(x,y)
0 (Ω) we denote the subspace of W
s,q(x),p(x,y)(Ω) which is the closure
of compactly supported functions in Ω with respect to the norm ‖ · ‖W s,q(x),p(x,y)(Ω).
Especially, if q(x) = p¯(x) := p(x, x), we denote W s,q(x),p(x,y)(Ω) and W
s,q(x),p(x,y)
0 (Ω) by
W s,p(x,y)(Ω) and W
s,p(x,y)
0 (Ω) (see [8]), respectivly.
For any u ∈ W s,q(x),p(x,y)(Ω), define
ρ(u) =
∫
Ω×Ω
|u(x)− u(y)|p(x,y)
|x− y|N+sp(x,y)
dxdy +
∫
Ω
|u|q(x) dx (2.1)
and
‖u‖ρ = inf
{
λ > 0 : ρ
(u
λ
)
≤ 1
}
. (2.2)
It is easy to see that ‖ · ‖ρ is a norm which is equivalent to the norm ‖ · ‖W s,q(x),p(x,y)(Ω).
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Lemma 2.2. (W s,q(x),p(x,y)(Ω), ‖ · ‖ρ) is uniformly convex and W
s,q(x),p(x,y)(Ω) is a
reflexive Banach space.
Proof. The result is essentially known. Here is a short proof of it. As p+ <∞, from the
definition of ρ we know that ρ satisfies ∆2-condition, i.e. there exists K ≥ 2 such that
ρ(2u) ≤ Kρ(u)
for all u ∈W s,q(x),p(x,y)(Ω).
Since p− > 1, similar to the proof of Theorem 3.4.9 in [10], we could verify that ρ is a
uniformly convex semimodular, i.e. for any ε > 0, there exists δ > 0 such that
ρ
(
u− v
2
)
≤ ε
ρ(u) + ρ(v)
2
or
ρ
(
u+ v
2
)
≤ (1− δ)
ρ(u) + ρ(v)
2
for all u, v ∈W s,q(x),p(x,y)(Ω).
Theorem 2.4.14 in [10] further implies that the norm ‖ · ‖ρ is uniformly convex and
(W s,q(x),p(x,y)(Ω), ‖ · ‖ρ) is uniformly convex. Hence, W
s,q(x),p(x,y)(Ω) is a reflexive Ba-
nach space by virtue of Theorem 1.20 in [2].
In the following, we give a compact embedding theorem into the variable exponent
Lebesgue spaces.
Lemma 2.3. Let Ω ⊂ RN be a smooth bounded domain and s ∈ (0, 1). Let q(x), p(x, y)
be continuous variable exponents with sp(x, y) < N for (x, y) ∈ Ω×Ω and q(x) ≥ p(x, x)
for x ∈ Ω. Assume that r : Ω→ (1,∞) is a continuous function such that
p∗(x) :=
Np(x, x)
N − sp(x, x)
> r(x) ≥ r− > 1,
for x ∈ Ω. Then, there exists a constant C = C(N, s, p, q, r,Ω) such that for every
u ∈ W s,q(x),p(x,y)(Ω), it holds that
‖u‖Lr(x)(Ω) ≤ C‖u‖W s,q(x),p(x,y)(Ω).
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That is, the space W s,q(x),p(x,y)(Ω) is continuously embedded in Lr(x)(Ω). Moreover, this
embedding is compact.
In addition, if u ∈ W
s,q(x),p(x,y)
0 (Ω), it holds that
‖u‖Lr(x)(Ω) ≤ C[u]s,p(x,y).
Remark 2.2. (1) We would like to mention that the compact embedding theorem
has been proved in [14] under the assumption q(x) > p(x, x). Here we give a slightly
different version of compact embedding theorem assuming that q(x) ≥ p(x, x) which can
be obtained by following the same discussions in [14].
(2) Since Np(x,x)
N−sp(x,x) > p¯(x) ≥ p− > 1, Lemma 2.3 implies that [u]s,p(x,y) is a norm on
W
s,p(x,y)
0 (Ω), which is equivalent to the norm ‖ · ‖W s,p(x,y)(Ω).
3 Proof of the main result
In order to discuss Eq. (1.1), we restrict ourselves to sp− > 1 to have a well defined
trace on ∂Ω. In fact, there exist s˜ ∈ (0, s) and r ∈ (0, p−) such that s˜r ∈ (0, N).
Therefore, W s,p(x,y)(Ω) is continuously embedded in Lq(∂Ω) for all q ∈ [1, (N−1)r
N−s˜r ] (see
[8]). That is, for any u ∈ W s,p(x,y)(Ω), u|∂Ω is well defined.
Now we are ready to prove the main results. Some of the reasoning is based on the
ideas developed in [1, 18].
We first introduce the approximate problems. Define Tn(f) = fn, we know that
0 ≤ fn ≤ f such that
fn → f strongly in L
1(Ω).
Consider the following approximate problem of (1.1)
Lu = fn(x), in Ω,
u = 0, on ∂Ω.
(3.1)
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Lemma 3.1. For any n ∈ N, there exists a unique weak solution un ∈ W
s,p(x,y)
0 (Ω) to
(3.1) in the sense that for any v ∈ W
s,p(x,y)
0 (Ω),∫
Ω×Ω
|un(x) − un(y)|
p(x,y)−2(un(x)− un(y))(v(x) − v(y))
|x− y|N+sp(x,y)
dxdy =
∫
Ω
fnv dx.
Besides, {un}n is an increasing nonnegative sequence.
Proof. For any u ∈ W
s,p(x,y)
0 (Ω), define
F (u) =
∫
Ω×Ω
|u(x)− u(y)|p(x,y)
|x− y|N+sp(x,y)
dxdy −
∫
Ω
fnu dx.
Then, for any u ∈ W
s,p(x,y)
0 (Ω) with [u]s,p(x,y) ≥ 1, by using Lemmas 2.1 and 2.3 we
derive that
F (u) ≥
1
p+
∫
Ω×Ω
|u(x)− u(y)|p(x,y)
|x− y|N+sp(x,y)
dxdy − ‖fn‖L(p¯(x))′ (Ω)‖u‖Lp¯(x)(Ω)
≥
1
p+
([u]s,p(x,y))
p− − C[u]s,p(x,y),
which implies that F is coercive on W
s,p(x,y)
0 (Ω). Then, there is a unique minimizer un
of F . Similar to the proof of Theorem 1.4 in [14], we could also verify that un is a weak
solution to problem (1.1).
Thanks to f ≥ 0 and fn = Tn(f), we get that {un}n is an increasing nonnegative
sequence.
Let u : Ω→ R be a measure function. In the following, for simplicity, we denote
Un(x, y) = |un(x) − un(y)|
p(x,y)−2(un(x) − un(y)),
{u > t} = {x ∈ Ω : u(x) > t}, {u ≤ t} = {x ∈ Ω : u(x) ≤ t},
and denote |E| by the Lebesgue measure of a measurable set E and
dν =
dxdy
|x− y|N+sp(x,y)
.
Lemma 3.2. There exists u ∈ T
s,p(x,y)
0 (Ω) such that un → u in measure and un → u
a.e. in Ω, as n→∞.
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Proof. Taking Tk(un) as a test function in (3.1), we get∫
Ω×Ω
Un(x, y)[Tk(un)(x) − Tk(un)(y)] dν =
∫
Ω
fnTk(un) dx ≤ k
∫
Ω
fn dx ≤ Ck, (3.2)
where C is independent of k and n.
Note that
|Tk(un)(x) − Tk(un)(y)|
p(x,y) ≤ Un(x, y)[Tk(un)(x) − Tk(un)(y)],
from (3.2) we obtain ∫
Ω×Ω
|Tk(un)(x) − Tk(un)(y)|
p(x,y)dν ≤ Ck. (3.3)
Then, {Tk(un)}n is bounded in W
s,p(x,y)
0 (Ω). In the following, we assume that
Tk(un)⇀ v weakly in W
s,p(x,y)
0 (Ω),
as n → ∞. As W
s,p(x,y)
0 (Ω) →֒ L
p¯(x)(Ω) is compact due to Lemma 2.3, Tk(un) → v
strongly in Lp¯(x)(Ω). Passing to a subsequence, still denoted by {un}n, we assume that
Tk(un)→ v a.e. in Ω.
From (3.3), for any k ≥ 1, we have∫
Ω×Ω
∣∣∣∣Tk(un)(x) − Tk(un)(y)
k
1
p
−
∣∣∣∣p(x,y) dν ≤ C.
As [u]s,p(x,y) is a norm on W
s,p(x,y)
0 , it follows from Lemmas 2.1 and 2.3 that
‖k
− 1
p
− Tk(un)‖Lp¯(x)(Ω) ≤ C,
where C is independent of k and n. Then,∣∣{un ≥ k}∣∣ = ∣∣{Tk(un) = k}∣∣
≤
∫
Ω
∣∣∣∣Tk(un)k
∣∣∣∣p¯(x) dx
≤ k1−p−
∫
Ω
∣∣∣k− 1p− Tk(un)∣∣∣p¯(x) dx ≤ Ck1−p− ,
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which implies
lim
k→∞
lim sup
n→∞
∣∣{un ≥ k}∣∣ = 0. (3.4)
For any t > 0, we get
∣∣{|un − um| > t}∣∣ ≤ ∣∣{un > k}∣∣+ ∣∣{um > k}∣∣+ ∣∣{|Tk(un)− Tk(um)| > t}∣∣. (3.5)
Note that ∣∣{|Tk(un)− Tk(um)| > t}∣∣
≤
∫
{|Tk(un)−Tk(um)|>t}
∣∣∣∣Tk(un)− Tk(um)t
∣∣∣∣p¯(x) dx
≤ (t−p− + t−p+)
∫
{|Tk(un)−Tk(um)|>t}
|Tk(un)− Tk(um)|
p¯(x) dx,
we have
lim
m,n→∞
∣∣{|Tk(un)− Tk(um)| > t}∣∣ = 0. (3.6)
From (3.4)–(3.6), then
lim
m,n→∞
∣∣{|un − um| > t}∣∣ = 0,
which implies that un → u in measure and un → u a.e. in Ω, as n→∞.
Then v = Tk(u) ∈ W
s,p(x,y)
0 (Ω) and Tk(un) → Tk(u) strongly in L
p¯(x)(Ω). As {un}n
is increasing, we have un(x) ≤ u(x) a.e. in Ω.
Lemma 3.3. For any k > 0, Tk(un)→ Tk(u) strongly in W
s,p(x,y)
0 (Ω) as n→∞.
Proof. Taking Tk(un)− Tk(u) as a test function in (3.1) to yield that
〈Lun, Tk(un)− Tk(u)〉 =
∫
Ω
fn(Tk(un)− Tk(u)) dx. (3.7)
Denote
I1,n =
∫
Ω×Ω
Un(x, y)[Tk(un)(x)− Tk(un)(y)] dν
and
I2,n =
∫
Ω×Ω
Un(x, y)[Tk(u)(x)− Tk(u)(y)] dν.
10
From (3.7), we have
I1,n = I2,n +
∫
Ω
fn(Tk(un)− Tk(u)) dx. (3.8)
Denote
Tn,k(x, y) = |Tk(un)(x)− Tk(un)(x)|
p(x,y)−2[Tk(un)(x) − Tk(un)(x)].
Then
I1,n =
∫
Ω×Ω
|Tk(un)(x) − Tk(un)(y)|
p(x,y) dν
+
∫
Ω×Ω
(Un(x, y)− Tn,k(x, y))[Tk(un)(x) − Tk(un)(y)] dν
and
I2,n =
∫
Ω×Ω
Tn,k(x, y)[Tk(u)(x) − Tk(u)(y)] dν
+
∫
Ω×Ω
(Un(x, y)− Tn,k(x, y))[Tk(u)(x) − Tk(u)(y)] dν
≤
∫
Ω×Ω
1
p(x, y)
|Tk(u)(x)− Tk(u)(y)|
p(x,y) dν
+
∫
Ω×Ω
p(x, y)− 1
p(x, y)
|Tn,k(x, y)|
p(x,y)
p(x,y)−1 dν
+
∫
Ω×Ω
(Un(x, y)− Tn,k(x, y))[Tk(u)(x) − Tk(u)(y)] dν.
From (3.8), we have∫
Ω×Ω
|Tk(un)(x)− Tk(un)(y)|
p(x,y)
p(x, y)
dν
+
∫
Ω×Ω
(Un(x, y)− Tn,k(x, y))[Tk(un)(x)− Tk(u)(x)− Tk(un)(y) + Tk(u)(y)] dν
≤
∫
Ω×Ω
|Tk(u)(x) − Tk(u)(y)|
p(x,y)
p(x, y)
dν +
∫
Ω
fn(Tk(un)− Tk(u)) dx.
In the following, we will verify that the second term on the left-hand side of the above
inequality is nonnegative. We divide Ω× Ω into the following four parts:
A1 = {(x, y) ∈ Ω× Ω : un(x) ≤ k, un(y) ≤ k},
A2 = {(x, y) ∈ Ω× Ω : un(x) ≥ k, un(y) ≥ k},
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A3 = {(x, y) ∈ Ω× Ω : un(x) ≤ k, un(y) ≥ k},
A4 = {(x, y) ∈ Ω× Ω : un(x) ≥ k, un(y) ≤ k}.
Similar to the proof of Lemma 3.6 in [1], we could verifty that
(Un(x, y)− Tn,k(x, y))[Tk(un)(x)− Tk(u)(x)− Tk(un)(y) + Tk(u)(y)] ≥ 0
a.e. in A1 ∪ A2 ∪ A3 ∪A4. Then∫
Ω×Ω
(Un(x, y)− Tn,k(x, y))[Tk(un)(x) − Tk(u)(x)− Tk(un)(y) + Tk(u)(y)] dν ≥ 0,
which implies∫
Ω×Ω
|Tk(un)(x) − Tk(un)(y)|
p(x,y)
p(x, y)
dν
≤
∫
Ω×Ω
|Tk(u)(x) − Tk(u)(y)|
p(x,y)
p(x, y)
dν +
∫
Ω
fn(Tk(un)− Tk(u)) dx.
(3.9)
As Tk(un)→ Tk(u) strongly in L
p¯(x)(Ω), we derive that as n→∞,∫
Ω
fn(Tk(un)− Tk(u)) dx→ 0.
It follows from Fatou lemma and (3.9) that∫
Ω×Ω
|Tk(u)(x)− Tk(u)(y)|
p(x,y)
p(x, y)
dν
=
∫
Ω×Ω
lim inf
n→∞
|Tk(un)(x) − Tk(un)(y)|
p(x,y)
p(x, y)
dν
≤ lim inf
n→∞
∫
Ω×Ω
|Tk(un)(x) − Tk(un)(y)|
p(x,y)
p(x, y)
dν
≤ lim sup
n→∞
∫
Ω×Ω
|Tk(un)(x) − Tk(un)(y)|
p(x,y)
p(x, y)
dν
≤
∫
Ω×Ω
|Tk(u)(x) − Tk(u)(y)|
p(x,y)
p(x, y)
dν,
which yields
lim
n→∞
∫
Ω×Ω
|Tk(u)(x) − Tk(u)(y)|
p(x,y)
p(x, y)
dν =
∫
Ω×Ω
|Tk(u)(x) − Tk(u)(y)|
p(x,y)
p(x, y)
dν.
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Note that∣∣[Tk(un)(x)− Tk(un)(y)]− [Tk(u)(x) − Tk(u)(y)]∣∣p(x,y)
≤ 2p+
(
|Tk(un)(x)− Tk(un)(y)|
p(x,y) + |Tk(u)(x)− Tk(u)(y)|
p(x,y)
)
,
then by Fatou lemma, we have∫
Ω×Ω
2p++1|Tk(u)(x)− Tk(u)(y)|
p(x,y)
p(x, y)
dν
=
∫
Ω×Ω
1
p(x, y)
lim inf
n→∞
(
2p+
∣∣Tk(un)(x) − Tk(un)(y)∣∣p(x,y) + 2p+ ∣∣Tk(u)(x) − Tk(u)(y)∣∣p(x,y)
− |[Tk(un)(x) − Tk(un)(y)]− [Tk(u)(x) − Tk(u)(y)]|
p(x,y)
)
dν
≤ lim inf
n→∞
∫
Ω×Ω
1
p(x, y)
(
2p+
∣∣Tk(un)(x) − Tk(un)(y)∣∣p(x,y) + 2p+ ∣∣Tk(u)(x)− Tk(u)(y)∣∣p(x,y)
−
∣∣[Tk(un)(x) − Tk(un)(y)]− [Tk(u)(x)− Tk(u)(y)]∣∣p(x,y)) dν
=
∫
Ω×Ω
2p++1
∣∣Tk(u)(x) − Tk(u)(y)∣∣p(x,y)
p(x, y)
dν
− lim sup
n→∞
∫
Ω×Ω
∣∣[Tk(un)(x) − Tk(un)(y)]− [Tk(u)(x) − Tk(u)(y)]∣∣p(x,y)
p(x, y)
dν.
Thus, ∫
Ω×Ω
∣∣[Tk(un)(x) − Tk(un)(y)]− [Tk(u)(x)− Tk(u)(y)]∣∣p(x,y)
p(x, y)
dν → 0.
As [u]s,p(x,y) is a norm on W
s,p(x,y)
0 , it follows from Lemma 2.1 that Tk(un) → Tk(u)
strongly in W
s,p(x,y)
0 (Ω).
Theorem 3.1. The function u obtained in Lemma 3.2 is a unique renormalized solution
to problem (1.1).
Proof. (i) Existence of renormalized solutions. We will divide the proof into the following
two steps.
Step 1. We will verify that
lim
h→∞
∫
{(u(x),u(y))∈Rh}
|u(x)− u(y)|p(x,y)−1 dν = 0.
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For any h > 0, denote Gh(t) = t− Th(t). Taking T1(Gh(un)) as a test function in (3.1),
we have ∫
Ω×Ω
Un(x, y)[T1(Gh(un))(x) − T1(Gh(un))(y)] dν
=
∫
Ω
fnT1(Gh(un)) dx
≤
∫
{un>h}
fn dx ≤
∫
{un>h}
f dx.
If (un(x), un(y)) ∈ Rh,
|un(x)− un(y)|
p(x,y)−1 ≤ Un(x, y)[T1(Gn(un))(x) − T1(Gn(un))(y)].
Then ∫
{(un(x),un(y))∈Rh}
|un(x) − un(y)|
p(x,y)−1 dν ≤
∫
{un>h}
f dx. (3.10)
By Fatou lemma,∫
Ω×Ω
|u(x)− u(y)|p(x,y)−1χ{(u(x),u(y))∈Rh} dν
=
∫
Ω×Ω
lim inf
n→∞
|un(x) − un(y)|
p(x,y)−1χ{(un(x),un(y))∈Rh} dν
≤ lim inf
n→∞
∫
Ω×Ω
|un(x) − un(y)|
p(x,y)−1χ{(un(x),un(y))∈Rh} dν
≤ lim inf
n→∞
∫
{un>h}
f dx.
As f ∈ L1(Ω), by (3.4) we obtain that
lim
h→∞
∫
Ω×Ω
|u(x) − u(y)|p(x,y)−1χ{((u(x),u(y))∈Rh} dν
≤ lim
h→∞
lim
n→∞
∫
{un>h}
f dx = 0.
Step 2. For any ϕ ∈ C∞0 (Ω) and S ∈ W
1,∞(R) with compact support, we will verify
that u satisfies (1.4).
Taking S(un)ϕ as a test function in (3.1), we have∫
Ω×Ω
Un(x, y)[(S(un)ϕ)(x) − (S(un)ϕ)(y)] dν =
∫
Ω
fnS(un)ϕdx. (3.11)
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Note that ∫
Ω×Ω
Un(x, y)[(S(un)ϕ)(x) − (S(un)ϕ)(y)] dν
=
∫
Ω×Ω
Un(x, y)[S(un)(x)− S(un)(y)] ·
ϕ(x) + ϕ(y)
2
dν
+
∫
Ω×Ω
Un(x, y)(ϕ(x) − ϕ(y)) ·
S(un)(x) + S(un)(y)
2
dν
:=I1 + I2.
In the following, we assume that suppS ⊂ [−M,M ], where M > 0 and define the
following subdomains of Ω× Ω:
B1,n = {(x, y) ∈ Ω× Ω : un(x) ≥M,un(y) ≥M},
B2,n = {(x, y) ∈ Ω× Ω : un(x) ≤M,un(y) ≤M},
B3,n = {(x, y) ∈ Ω× Ω :M ≤ un(x) ≤M + 1, un(y) ≤M},
B4,n = {(x, y) ∈ Ω× Ω : un(x) ≥M + 1, un(y) ≤M},
B5,n = {(x, y) ∈ Ω× Ω : un(x) ≤M,M ≤ un(y) ≤M + 1},
B6,n = {(x, y) ∈ Ω× Ω : un(x) ≤M,un(y) ≥M + 1}.
First, we will estimate I1 and denote
Gn(x, y) =
Un(x, y)[S(un)(x)− S(un)(y)]
|x− y|N+sp(x,y)
·
ϕ(x) + ϕ(y)
2
,
G(x, y) =
U(x, y)[S(u)(x) − S(u)(y)]
|x− y|N+sp(x,y)
·
ϕ(x) + ϕ(y)
2
,
where
U(x, y) = |u(x)− u(y)|p(x,y)−2(u(x)− u(y)).
(1) In B1,n, S(un)(x) = S(un)(y) = 0. Then, Gn(x, y) = 0.
(2) In B2,n, TM (un)(x) = un(x) and TM (un)(y) = un(y). Then
Un(x, y)[S(un)(x) − S(un)(y)]
= |TM (un)(x) − TM (un)(y)|
p(x,y)−2[TM (un)(x) − TM (un)(y)]
· [S(TM (un))(x) − S(TM (un))(y)].
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Note that
S(TM (un))(x) − S(TM (un))(y) = S
′(ξ)[TM (un)(x) − TM (un)(y)],
where ξ is between TM (un)(x) and TM (un)(y). We could verify that{
[S(TM (un))(x) − S(TM (un))(y)]
|x− y|
N+sp(x,y)
p(x,y)
·
ϕ(x) + ϕ(y)
2
· χB2,n
}
n
is bounded in Lp(x,y)(Ω× Ω). Besides, it follows from Lemma 3.3 that
|TM (un)(x) − TM (un)(y)|
p(x,y)−2[TM (un)(x) − TM (un)(y)]
|x− y|(N+sp(x,y))
p(x,y)−1
p(x,y)
→
|TM (u)(x)− TM (u)(y)|
p(x,y)−2[TM (u)(x)− TM (u)(y)]
|x− y|(N+sp(x,y))
p(x,y)−1
p(x,y)
strongly in L
p(x,y)
p(x,y)−1 (Ω× Ω).
Then, we obtain∫
B2,n
Gn(x, y) dxdy
=
∫
Ω×Ω
|TM (un)(x) − TM (un)(y)|
p(x,y)−2[TM (un)(x) − TM (un)(y)]
· [S(un)(x) − S(un)(y)]
ϕ(x) + ϕ(y)
2
χB2,n dν
→
∫
Ω×Ω
|TM (u)(x) − TM (u)(y)|
p(x,y)−2[TM (u)(x) − TM (u)(y)]
· [S(u)(x) − S(u)(y)]
ϕ(x) + ϕ(y)
2
χ{u(x)≤M, u(y)≤M} dν.
(3) In B3,n, similar to the discussion of (2), we verify that
lim
n→∞
∫
B3,n
Gn(x, y) dxdy =
∫
{M≤u(x)≤M+1,u(y)≤M}
G(x, y) dxdy.
(4) In B4,n, we have
max{un(x), un(y)} ≥M + 1 and min{un(x), un(y)} ≤M,
which implies (un(x), un(y)) ∈ RM . By (3.10), we conclude that
lim
M→∞
lim
n→∞
∫
B4,n
|un(x) − un(y)|
p(x,y)−1 dν = 0.
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Thus
lim
M→∞
lim
n→∞
∫
B4,n
Gn(x, y) dxdy = 0.
Since ∫
B3,n
Gn(x, y) dxdy =
∫
B5,n
Gn(x, y) dxdy
and ∫
B4,n
Gn(x, y) dxdy =
∫
B6,n
Gn(x, y) dxdy,
we have
I1 =
(∫
B1,n
+
∫
B2,n
+2
∫
B3,n
+2
∫
B4,n
)
Gn(x, y) dxdy.
It follows from (1)–(4) that
lim
n→∞
I1 = lim
M→∞
lim
n→∞
I1
= lim
M→∞
∫
{u(x)≤M,u(y)≤M}
G(x, y) dxdy
+ 2 lim
M→∞
∫
{M≤u(x)≤M+1,u(y)≤M}
G(x, y) dxdy
+ lim
M→∞
2 lim
n→∞
∫
B4,n
Gn(x, y) dxdy
=
∫
Ω×Ω
G(x, y) dxdy.
Similarly, we could verify that
I2 →
∫
Ω×Ω
U(x, y)(ϕ(x) − ϕ(y)) ·
S(u)(x) + S(u)(y)
2
dν.
Besides, ∫
Ω
fnS(un)ϕdx→
∫
Ω
fS(u)ϕdx.
Thus by (3.11), we find∫
Ω×Ω
|u(x) − u(y)|p(x,y)−2(u(x)− u(y))
|x− y|N+sp(x,y)
[(S(u)ϕ)(x)− (S(u)ϕ)(y)] dxdy =
∫
Ω
fS(u)ϕdx.
Combining with Step 1 and Step 2, we verify that u is a renormalized solution to (1.1).
(ii) Uniqueness of renormalized solutions.
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Now we prove the uniqueness of renormalized solutions to problem (1.1) by choosing
an appropriate test function motivated by [4, 5, 18]. Let u and v be two renormalized
solutions to problem (1.1). Fix a positive number k. For σ > 0, let Sσ be the function
defined by 
Sσ(r) = r if |r| < σ,
Sσ(r) = (σ +
1
2
)∓
1
2
(r ∓ (σ + 1))2 if σ ≤ ±r ≤ σ + 1,
Sσ(r) = ±(σ +
1
2
) if ± r > σ + 1.
(3.12)
It is obvious that 
S′σ(r) = 1 if |r| < σ,
S′σ(r) = σ + 1− |r| if σ ≤ |r| ≤ σ + 1,
S′σ(r) = 0 if |r| > σ + 1.
It is easy to check Sσ ∈ W
1,∞(R) with suppS′σ ⊂ [−σ − 1, σ + 1]. Therefore, we may
take S = Sσ in (1.4) to have∫
Ω×Ω
U(x, y)(ϕ(x) − ϕ(y)) ·
S′σ(u)(x) + S
′
σ(u)(y)
2
dν
+
∫
Ω×Ω
U(x, y)(S′σ(u)(x)− S
′
σ(u)(y)) ·
ϕ(x) + ϕ(y)
2
dν
=
∫
Ω
fS′σ(u)ϕdx
and ∫
Ω×Ω
V (x, y)(ϕ(x) − ϕ(y)) ·
S′σ(v)(x) + S
′
σ(v)(y)
2
dν
+
∫
Ω×Ω
V (x, y)(S′σ(v)(x) − S
′
σ(v)(y)) ·
ϕ(x) + ϕ(y)
2
dν
=
∫
Ω
fS′σ(v)ϕdx,
where
V (x, y) = |v(x) − v(y)|p(x,y)−2(v(x) − v(y)).
For every fixed k > 0, we plug ϕ = Tk(Sσ(u) − Sσ(v)) as a test function in the above
equalities and subtract them to obtain that
J1 + J2 = J3, (3.13)
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where
J1 =
∫
Ω×Ω
[
S′σ(u)(x) + S
′
σ(u)(y)
2
U(x, y)−
S′σ(v)(x) + S
′
σ(v)(y)
2
V (x, y)
]
·[Tk(Sσ(u)− Sσ(v))(x) − Tk(Sσ(u)− Sσ(v))(y)] dν,
J2 =
∫
Ω×Ω
[U(x, y)(S′σ(u)(x)− S
′
σ(u)(y))− V (x, y)(S
′
σ(v)(x) − S
′
σ(v)(y))]
·
Tk(Sσ(u)− Sσ(v))(x) + Tk(Sσ(u)− Sσ(v))(y)
2
dν,
J3 =
∫
Ω
f(S′σ(u)− S
′
σ(v))Tk(Sσ(u)− Sσ(v)) dx.
We estimate J1, J2 and J3 one by one. Writing
J1 =
∫
Ω×Ω
(U(x, y)− V (x, y)) · [Tk(Sσ(u)− Sσ(v))(x) − Tk(Sσ(u)− Sσ(v))(y)] dν
+
∫
Ω×Ω
(
1−
S′σ(u)(x) + S
′
σ(u)(y)
2
)
U(x, y)
·[Tk(Sσ(u)− Sσ(v))(x) − Tk(Sσ(u)− Sσ(v))(y)] dν
+
∫
Ω×Ω
(
S′σ(v)(x) + S
′
σ(v)(y)
2
− 1
)
V (x, y)
·[Tk(Sσ(u)− Sσ(v))(x) − Tk(Sσ(u)− Sσ(v))(y)] dν
:= J11 + J
2
1 + J
3
1 ,
and setting σ ≥ k, we have
J11 ≥
∫
{|u−v|≤k}∩{|u|,|v|≤k}
(U(x, y)− V (x, y))
·[(u(x)− v(x)) − (u(y)− v(y))] dν. (3.14)
By the Lebesgue dominated convergence theorem, we conclude that
J21 , J
3
1 → 0, as σ → +∞.
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Furthermore, we have
|J2| ≤ C
( ∫
{(u(x),u(y))∈Rσ}
|u(x)− u(y)|p(x,y)−1 dν
+
∫
{(v(x),v(y))∈Rσ}
|v(x)− v(y)|p(x,y)−1 dν
)
.
From the above estimates and (i) in Definition 1.1, we obtain
lim
σ→+∞
(|J21 |+ |J
3
1 |+ |J2|) = 0.
Observing
f(S′σ(u)− S
′
σ(v))→ 0 strongly in L
1(Ω)
as σ → +∞ and using the Lebesgue dominated convergence theorem, we deduce that
lim
σ→+∞
|J3| = 0.
Therefore, sending σ → +∞ in (3.13) and recalling (3.14), we have∫
{|u|≤k2 ,|v|≤
k
2 }
(U(x, y)− V (x, y)) · [(u(x)− v(x)) − (u(y)− v(y))] dν = 0,
which implies u = v a.e. on the set
{
|u| ≤ k2 , |v| ≤
k
2
}
. Since k is arbitrary, we conclude
that u = v a.e. in ΩT . This finishes the proof of Theorem 1.1.
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