Molecular epidemiologic studies may use genotypic clustering of isolates as an indicator of recent transmission. It has been shown that missing cases lead to underestimating clustering, and modelling studies suggested that they may also lead to underestimating odds ratios for clustering. Using a national, comprehensive database from the Netherlands covering 15 years between 1993 and 2007 and including over 12,000 patients and their isolates, the authors determined the effects of sampling at random, in time, and by geographic area. As expected, sampling reduced the observed clustering percentages. However, sampling did not reduce the observed odds ratios for clustering. The main explanations for this discrepancy with model outcomes were that a substantial proportion of clustered cases were found in large clusters and that risk factors for clustering tended to be-among clustered cases-also risk factors for large clusters. The authors conclude that, in settings where risk factors for clustering may be interpreted as risk factors for recent transmission, these risk factors are also associated with larger cluster sizes. As a result, odds ratios would show limited sampling bias. DNA fingerprinting; epidemiologic methods; molecular epidemiology; selection bias; tuberculosis Abbreviations: MIRU, mycobacterial interspersed repetitive unit; RFLP, restriction fragment length polymorphism; VNTR, variable number tandem repeat.
The molecular epidemiology of tuberculosis is extensively used to study transmission dynamics, in particular in highincome, low-incidence countries (1) (2) (3) (4) (5) (6) (7) (8) . In general, patients whose isolates have identical DNA fingerprints are called ''clustered'' and are presumed to be linked through recent transmission, while those with unique molecular profiles are attributed to reactivation or importation. In addition to the criterion of clustering, the time between isolates and/or epidemiologic confirmation of contact may be used as additional criteria to define recent transmission (5, 7, 9, 10) . Risk factors for clustering may be used to identify risk groups for ongoing transmission and also to target contact investigations (11) .
Missing cases will lead to underestimating clustering percentages and therefore the rate of recent transmission (12, 13) . If cases from a cluster are missed, the remaining cases may be considered nonclustered. This is particularly likely for small clusters (12, 13) . Moreover, it has been suggested that missing cases may affect the observed associations between risk factors and clustering: Observed odds ratios would systematically underestimate associations as a result of sampling bias (13, 14) . The effect of reducing both clustering percentages and odds ratios would increase as the sampling fraction gets smaller (12, 13) .
Unfortunately, sampling limitations in molecular epidemiologic studies cannot be completely avoided. Any study is restricted by its study duration and geographic coverage, and it is usually not possible to detect all cases and, if diagnosed, to culture and fingerprint all cases. Study windows have varied from less than 1 year (15) to 15 years (16) , and the selection of study areas has ranged from country or state (4, 6, 7) to province (10) , city (1, 2, 5, 8) , and suburb (17, 18) . Investigators therefore need to know the order of magnitude of the effect of sampling on the observed clustering proportions and on the odds ratios as measures of association between risk factors and clustering.
Early studies to quantify sampling bias were conducted by taking subsamples from small data sets in San Francisco, California, and New York, New York (12, 14) , which themselves were probably affected by sampling bias. Theoretical extensions were made on hypothetical data sets and modelled to represent realistic scenarios (13) . An important assumption in these models was that risk factors for clustering were not associated with the cluster sizes among clustered cases (13) . This assumption and these extended estimates based on models have not yet been validated. Such validation is now possible by using a comprehensive nation-wide database from the Netherlands covering 15 years and including over 12,000 patients and their isolates (16) . We used this database to determine the effects of sampling at random, in time, and by geographic area in order to quantify sampling bias and to aid the interpretation of molecular epidemiologic studies.
MATERIALS AND METHODS

Study design
We studied the effects of sampling at random, in time, and by geographic area on the clustering proportion and odds ratios of the following risk factors for clustering: male sex, age under 35 years, being native (vs. foreign born), and belonging to the risk groups of those being homeless or abusing alcohol or drugs. The risk factors explored are often included in molecular epidemiologic studies (19) (20) (21) (22) (23) and represented a range of odds ratios from 1.3 to 3.4 and proportions of tuberculosis patients with these risk factors from 5% to 60%.
Population
In the Netherlands, the notification rate of tuberculosis declined from approximately 10 per 100,000 in 1993 to 6 per 100,000 in 2007, with the majority of patients being foreign born. For this study, we used a data set that has been described elsewhere (16) . In the period 1993-2007, 21,155 patients were diagnosed with tuberculosis in the Netherlands, with their data reported in the Netherlands Tuberculosis Register. Of these patients, 14,818 (70%) were confirmed by culture. Of all tuberculosis cases, 6% were children aged less than 15 years, only 27% of whom were culture confirmed.
Laboratory
DNA fingerprinting of the Mycobacterium tuberculosis complex isolates was performed at the National Institute for Public Health and the Environment (RIVM) with standard restriction fragment length polymorphism (RFLP) typing using IS6110 as a probe (24) . Strains with fewer than 5 IS6110 copies in RFLP typing were subjected to subtyping with the polymorphic guanine/cytosine-rich sequence probe (25) .
Definitions
Clusters were defined as groups of 2 or more patients who had isolates with identical DNA fingerprints at any time in the period 1993-2007. Risk group was used to identify tuberculosis patients who were homeless or abusing alcohol or drugs. The 1-digit postal area code was defined by the first digit of the postal area code.
Analysis
Patient data of the Netherlands Tuberculosis Register were matched to DNA fingerprinting results by using sex, date of birth, postal area code, and year of diagnosis as identifiers, yielding a total of 12,222 (82%) cultureconfirmed patients with information on the genotype of their M. tuberculosis isolate.
We assessed the influence of sampling on clustering proportions and odds ratios, using the following sampling strategies. First, we took random samples of 10%, 20%, 40%, 60%, and 80% of the total number of cases and repeated this 1,000 times. Similarly, we selected 1,000 study windows of 1, 2, 4, and 8 years each. For these sampling strategies, we report the median and 5th and 95th percentiles as indicators of the influence of sampling on the point estimate and precision, respectively. We report the influence of restricting the geographic study area to postal area code identified by its first digit, of which there are 9, or to infectious disease control region, of which there are 7, in the Netherlands. Finally, we conducted a sensitivity analysis to determine the influence of the exclusion of larger (size at least 10 or 5 cases, respectively) or smaller (size 2 or 2-4 cases, respectively) clusters on the results. In this analysis, we took 100 random samples and compared the median clustering percentages and odds ratios in 10%, 20%, 40%, 60%, and 80% random samples of the complete data set with those excluding large and small clusters, respectively.
Permission to use the data of the Netherlands Tuberculosis Register was obtained from the Register's Registration Committee. Because the database is anonymous and data are reported at an aggregate level, further ethical approval was not deemed necessary.
RESULTS
Of the 12,222 patients in the total data set, 6,456 (53%) were clustered, divided over 1,356 clusters. The crude odds ratios for clustering were 1.34 for male sex, 1.56 for being less than 35 years of age, 1.26 for being native, and 3.42 for belonging to a risk group of homeless or substance abusers ( Table 1 ). The proportions of tuberculosis patients with these risk factors were 60%, 49%, 33%, and 5%, respectively. The risk factors for clustering were, among clustered cases, also associated with being a member of a large cluster (Table 1 ). This applied most strongly to risk group (homeless or abuse of alcohol or drugs), less strongly to sex, and least strongly to age and country of birth. Only for age was the risk larger for clustering (odds ratio ¼ 1.56, 95% confidence interval:
1.46, 1.68) than for being a member of a large cluster (odds ratio ¼ 1.20, 95% confidence interval: 1.08, 1.32).
Random sampling lowered the observed clustering proportions, with an increasing effect as the sampling size decreased (Table 2) . Random sampling did not affect the point estimates of the odds ratios, although, as expected, precision declined with smaller sampling fractions. The association between risk group and clustering tended to increase with smaller sampling fractions. However, all odds ratios of the samples were within the 95% confidence interval of the total data set.
The effect of reducing the study duration was similar to that of random sampling. A shorter study duration was associated with smaller clustering percentages but did not systematically affect the point estimates of the odds ratios of risk factors for clustering. Given the same sample size, random sampling reduced the clustering percentage somewhat more strongly than did sampling in time (Figure 1) .
Sampling either the 9 one-digit postal area codes or the 7 infectious disease control regions resulted in a median number of more than 1,000 patients and clustering percentages of over 30% (Table 3 ). The clustering percentages of geographic samples were somewhat larger than in similarly sized random samples ( Figure 1) . Overall, the odds ratios were consistent with those of the total population with 2 exceptions. The odds ratios of native versus foreign born and of those belonging to a risk group were higher in the geographic samples than in the total data set (Table 3) .
Excluding larger clusters in a sensitivity analysis reduced the clustering percentage and odds ratios for clustering in the total data set. Taking random samples further reduced the clustering percentages and tended to bias the odds ratios toward unity (Table 4) . These effects increased with smaller sampling fractions. Excluding smaller clusters led to increased odds ratios in the total data set (Table 4) . Further random sampling showed limited effect on the clustering percentages and had hardly any effect on the odds ratios.
DISCUSSION
This study has confirmed that clustering percentages are underestimated as a result of sampling randomly, in time, or in place. However, contrary to predictions based on mathematical models that assumed that risk factors for clustering were not associated with cluster size, our findings suggest that odds ratios are not systematically biased toward unity by these types of sampling. If there was a trend at all, it tended to be away from unity with smaller samples. The discrepancy between our results and those of modelling may primarily be explained by the model assumption that risk factors for clustering were not associated with cluster size (13, 14) . We found, on the contrary, that risk factors for clustering were also risk factors for being in a larger cluster. In settings where risk factors for clustering may be interpreted as risk factors for recent transmission, it may be expected that these risk factors are also associated with larger cluster sizes. As a result, odds ratios would show limited sampling bias. The identification of risk factors for clustering may be used to prioritize contact investigations (11) and active case finding in risk groups (26) . Our study results suggest that tuberculosis control programs can reliably identify risk factors for clustering in study windows of a year or more and in limited geographic areas, provided the total sample size is in the order of 1,000 or more. Although our results suggest that the sampling fraction is not critical provided that over 40% of cases are included and sampling is random, low sampling fractions will cast serious doubt on whether sampling was indeed random. Therefore, much larger sampling fractions, for example, over 70%, are desirable.
The results of this study may apply not only to the Netherlands but also to other countries where tuberculosis incidence rates are declining and clustering may be interpreted as indicating recent transmission (27) . In countries with stable or increasing tuberculosis incidence, nearly all cases may be attributable to recent transmission, and absence of clustering is much more likely to be due to misclassification (27) . In order to determine the influence of sampling bias in high burden settings, this study would need to be repeated there.
A sensitivity analysis suggested that the odds ratios were generally insensitive to random sampling unless larger clusters were excluded and sampling fractions were small. The effect of excluding larger clusters was most pronounced for the risk factor most strongly associated with large cluster size: the risk group of the homeless and those abusing alcohol or drugs. Previously described model effects with respect to the influence of sampling on clustering percentages are supported by our results, although the observed effect was somewhat less than predicted for the Netherlands (13). The most likely explanation is that observed cluster sizes were somewhat larger than predicted by the model (13) . The largest cluster in the model had 15 cases, while we observed 61 clusters that were larger than 15 patients in 1996 (4.5% of clusters, 31% of clustered patients), the largest comprising 143 patients.
Geographic sampling and sampling in time reduced clustering percentages a bit less than was observed in similarly sized random samples. The main explanation for this finding is that clustered cases are also likely to be somewhat clustered in space and time. In geographic samples, the odds ratios were consistent with those of the total population with 2 exceptions. The odds ratios of native versus foreign born and of those belonging to a risk group were higher in the geographic samples than in the total data set. The main explanation for this finding is that risk factors for clustering were also risk factors for being in a large cluster. Those clustered and belonging to the risk groups were therefore less likely to be misclassified as nonclustered in the sometimes small geographic samples.
Less clustering among the foreign born than among the native population may be the result of various influences. First, in high-burden countries, clustering percentages may be expected to be much higher than in the Netherlands. Immigrants from the same high-burden country therefore have a higher probability of clustering, even if they are not directly linked through transmission. Second, from each country outside the Netherlands, only a minor fraction of tuberculosis cases is found within the Netherlands, thus reducing the clustering percentage observed among immigrants. Third, some clustering may be attributable to recent transmission within the Netherlands. The net result we observe is a somewhat reduced clustering percentage among the foreign born in comparison with the native population.
A strength of this study is that it is based on a comprehensive national data set covering a period of 15 years and includes over 12,000 patients and their isolates. However, even in this study there was some sampling bias: Some patients who would be culture positive in principle may have been missed because of logistic or diagnostic problems. However, given that 70% of all cases, including those with extrapulmonary tuberculosis, were culture confirmed, we believe that this bias is limited. The proportion of children with culture confirmation was much lower than average at 27%. Because most children are likely to have tuberculosis attributable to recent transmission, this low proportion implies a downward bias of the clustering percentage. However, because overall only 6% of tuberculosis cases were found among children, this bias is limited in the total data set. Moreover, we matched 82% of genotyping results to patient data, resulting in another 18% missed cases. Matching was not associated with age, sex, or country of birth and was less complete for those belonging to the risk group (72%) than those not belonging to the risk group (83%). Given the high proportion of registry-notified cases in the Netherlands (28), we expect to have included over 70% of all culture-positive cases, suggesting that sampling bias was minor. The study window of the current study of 15 years may be considered rather long when interpreting clustering as evidence of recent transmission, because an interval of more than 5 years may be considered more compatible with endogenous reactivation (29) . In our study, 93% of secondary cases in a cluster occurred less than 5 years after a previous clustered case, so we consider this bias as relatively unimportant. Moreover, the effect of shorter study windows has been explicitly presented and was shown to be limited. This is important when comparing with modelling results, because a 4-year study window was used in the model (13) .
In 2009, the National Institute of Public Health and the Environment changed the main technique of routine DNA fingerprinting from RFLP typing to 24-loci mycobacterial interspersed repetitive unit (MIRU)-variable number tandem repeat (VNTR) typing. The advantages of MIRU-VNTR typing are easier standardization of results and the much greater speed at which results are obtained, making the results much more useful for contact investigations (30, 31) . It is believed that the resolution of 24-loci MIRU-VNTR typing is similar to that of RFLP typing (32) . If confirmed, the influence of sampling on VNTR clustering and associations of clustering with risk factors would be similar for VNTR typing as reported here for RFLP typing. a The results displayed are medians in 100 runs for each combination of exclusion criterion and sampling fraction.
