The public reporting burden for this collection of information is estimated to average 1 hour per response, including the time for reviewing instructions, searching existing data sources, searching existing data sources, gathering and maintaining the data needed, and completing and reviewing the collection of information. Send comments regarding this burden estimate or any other aspect of this collection of information, including suggestions for reducing this burden, to Department of Defense, Washington Headquarters Services, Directorate for Information Operations and Reports (0704-0188), 1215 Jefferson Davis Highway, Suite 1204, Arlington, VA 22202-4302. Respondents should be aware that notwithstanding any other provision of law, no person shall be subject to any penalty for failing to comply with a collection of information if it does not display a currently valid OMB control number. PLEASE DO NOT RETURN YOUR FORM TO THE ABOVE ADDRESS.
Introduction
Characterization techniques to verify designed semiconductor operation needed to be developed to quantify the number and strength of the spatial modes. This is important because lasers operating with more than one spatial mode results in increased noise in telecommunication systems and reduced transmission capability of the transmitter.
Device Design, Growth, and Fabrication
The laser structure was designed to operate with a single transverse mode as well as a single lateral mode. The epitaxial layer design ensured the single transverse mode while the fabrication of a ridge waveguide laser structure ensured single lateral mode operation for the high-speed laser devices. The laser material was fabricated ridge-waveguide lasers for net modal gain and high-frequency analysis.
The lasers were grown by molecular beam epitaxy on a semi-insulating, 2° off-axis (from the <100> to the <110> crystal plane) GaAs substrate. The epitaxial layer structure beginning at the substrate consisted of a 1,000 Å Si-doped (4 (10 18 ) cm -3 ) GaAs buffer layer followed by a 10,000 Å Si-doped (4 (10 18 ) cm -3 ) Al 0.60 Ga 0.40 As optical confinement barrier. The active region consisted of 2,000 Å or 1,775 Å Al 0.20 Ga 0.80 As spacing layer (single quantum well or four quantum well, respectively), a 100 Å GaAs electrical confinement barrier followed by either one or four periods of 80 Å In 0.20 Ga 0.80 As quantum well(s) and 100 Å GaAs electrical confinement barrier(s), and, finally, a 2,000 Å or a 1,775 Å Al 0.20 Ga 0.80 As spacing layer. The top cladding layers consisted of a 10,000 Å Be-doped (~10 18 cm -3 ) Al 0.60 Ga 0.40 As optical confinement barrier, and a 500 Å heavily Be-doped (~10 19 cm -3 ) GaAs cap layer. Single-mode ridge-waveguide high-speed lasers (shown in Figure 1 ) with 1, 2, 3, 4, and 5 µm wide stripes were then fabricated. [1] The p-ohmic metal was evaporated and annealed. The fabricated for use with high-speed cascade probes. The wafer was lapped to ~85 µm and metal was evaporated onto the backside of the wafer. The devices were diced into individual laser, soldered onto laser TO submounts and wire bonded.
Spatial Mode Characterization
The characterization of the in-house developed laser diodes are highlighted in a paper [2] that appears in Appendix 1. Further information on the characterization technique can be found and reference [3] . Pertinent presentations [4] and [5] are also referenced
Conclusions
In-house developed InGaAs quantum well devices were used to perform spatial mode analysis. The analysis provided excellent agreement between in-house developed models to design single-mode ridge waveguide structures and their actual modal operation. This analysis was published in peer reviewed scientific journals and resulted in the successful defense of a doctoral dissertation. 
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Introduction
The quality of a laser beam is a topic of interest to both designers and users of optical systems. The designer wants to specify the optimum characteristics of the laser, and the consumer needs a standard for comparison of different lasers. In addition, a quality factor can be useful in the manufacturing process to determine the acceptance criteria. Different aspects of the beam quality may have higher priority in various optical systems. Therefore it is difficult to define a quality factor by a single number. Some of the methods to measure beam quality are the M 2 second-moment method, knifeedge scanning, slit scanning, and energy measurement in a variable aperture. 1 An alternative way to specify the quality of a laser beam is to define the form of the spatial modes and the distribution of power over the modes. This information can be of value to the designer in examining variations in the refractive-index profile, gain distribution, or structure of the laser. Similarly, specifying the modes and weights defines a standard of comparison of beam characteristics for the user.
A common standard for an ideal laser is one with a single Gaussian spatial mode. However, a laser beam could appear to be Gaussian and still be multimode. It is also possible for a laser to be single mode and not be Gaussian. For example, thinjunction semiconductor lasers have an approximately Lorentzian-shaped spatial mode in the plane perpendicular to the junction that may be truncated by packaging because of the large divergence. [2] [3] [4] Even parallel to the junction plane there may be asymmetries in fabrication and gain guiding that would cause the fundamental mode to differ from the Gaussian model.
Multimode lasers can be characterized by a basis set of spatial modes and the weights of each mode. Other techniques of determining modal weights rely on assumed expressions for the spatial modes, usually Hermite-Gaussian modes for rectangular symmetry lasers. Although Hermite-Gaussian modes have the advantage of mathematical tractability, they may not adequately represent the physical characteristics of the laser. If the Hermite-Gaussian model is physically inconsistent with the laser, erroneous results will be found for the number of modes and their weights.
The technique outlined in this paper shows how it is possible to find the weights and forms of the spatial modes without any a priori assumptions of the shape of the modes. The spatial modes found in this experimental method may show greater insight into the physical characteristics of the laser. This insight is especially useful in laser analysis and design.
Various methods have been proposed for determining the weights of a laser's spatial modes including curve fitting, 5 matrix inversion, 6,7 M 2 analysis, 8 frequency mixing, 9 and coherence measurements. 10 -12 All these methods assumed the Hermite-Gaussian form of the spatial modes. In addition, the first three methods, which use intensity measurements in a plane, require some additional information to uniquely reconstruct the weights, 13 such as intensity in an additional plane 5 or parameters, particularly the spot size, taken from knowledge of the laser cavity. 6 -8 The frequency mixing method is not suitable for measuring quantitative mode weights but has been used for real-time adjustments to reduce modes in a slow-flow CO 2 laser.
We propose a technique for taking spatial coherence measurements in an arbitrary axial plane of the laser beam. These measurements comprise a mutual intensity matrix that, when decomposed with our algorithm into eigenvectors and eigenvalues, leads to the spatial modes and mode weights. This technique is particularly suited to semiconductor lasers or other lasers that have a few low-order modes that would be difficult to distinguish by intensity measurements. For example, Fig. 1 demonstrates how a Gaussian beam, shown by a solid curve, is similar to a beam, represented by a dashed curve, with 95% of the total power in the Gaussian mode and 5% in the first-order Hermite-Gaussian mode.
This paper has a total of seven sections. In Section 2 we present the theoretical background of the spatial coherence of modes. In Section 3 we explain the experimental setup that we used to extract information about spatial modes and modal weights from an arbitrary laser beam. In Section 4 we summarize the numerical analysis used to process the experimental data. Experimental results are given in Section 5. In Section 6 we look at the robustness of our method by performing computer simulations with noisy data. A short summary concludes the paper.
Theory
In this section we define the terms necessary to explain our experimental technique. We discuss spatial modes and spatial coherence and how the two are related.
A laser cavity can have multiple longitudinal modes and multiple spatial modes, depending on the geometry of the cavity. In this paper we are concerned with the spatial modes, sometimes called transverse modes to distinguish them from the longitudinal modes. Multiple spatial modes increase the overall spectral linewidth of the laser, and the higher-order spatial modes also increase the spatial width of the beam.
The spatial modes define a basis set for the spatial variation of the optical field of the laser beam. Using z as the distance along the optical axis, we define the x and y axes suitable to the cavity geometry. If the spatial modes are separable, the wave function can be written as mn ͑x, y, z͒ ϭ m ͑x, z͒ n ͑ y, z͒exp͓ j␣ mn ͑x, y, z͔͒, (1) where m is the mode index in the x direction, n is the mode index in the y direction, m ͑x, z͒ and n ͑ y, z͒ are the amplitude functions of the spatial modes, and ␣ mn is a phase term. Amplitude functions need not be analytically known for a physical laser.
In the general case, if the spatial modes, m ͑x, z͒, and n ͑ y, z͒ are known in any arbitrary plane, then standard diffraction theory can be used to transform the modes to the form at the exit face of the laser. In the specific case of Hermite-Gaussian modes, the modes are shape invariant during propagation so the same form is found at any point along the z axis. In contrast, the shape of the transverse mode of a thinjunction semiconductor laser is propagation dependent. This mode, perpendicular to the junction, can be modeled as E 0 exp͑Ϫp͉x͉͒ at the exit face but the far-field distribution is Lorentzian, 2 which is the Fourier transform of the exit face mode.
Laser cavities with rectangular geometries are usually described by separable Hermite-Gaussian spatial modes based on the work by Fox and Li. 14 This model is often useful because the modes are shape invariant and can be defined functionally. In addition, any arbitrary distribution can be expanded in terms of these modes. They can sometimes describe the physical characteristics of the laser well, especially when the laser is symmetric, has low diffraction losses from finite-aperture mirrors, and the dimensions of the resonator are large compared to the wavelength. 15 Conversely, certain types of lasers have spatial modes that are not Hermite-Gaussian. These include lasers that are asymmetric either in structure or gain and lasers with small cavity dimensions.
Optical coherence, measured by the mutual coherence function, is both spatial and temporal. The mutual coherence function ⌫ is defined as the cross correlation between the optical fields at two points, P 1 and P 2 , with a time difference of and is given as 16 where the angle brackets refer to time averaging and the asterisk refers to complex conjugation. We assume cross-spectral purity which allows the mutual coherence function to be factored into spatial and temporal functions. 17 The time dependence of the mutual coherence function is sinusoidal with the frequency of the light and also has a slowly varying dependence on the time difference between the two sample points. If the beam is narrow band, as is the case for lasers, and is much less than the coherence time, the beam is temporally coherent and the sinusoidal variation is the only time dependence measured. Light that satisfies these conditions is called quasi-monochromatic 17 and is assumed throughout this paper. Under quasi-monochromatic conditions the mutual coherence function simplifies to 17
where J 12 ϭ ⌫ 12 ͑0͒ is the mutual intensity and 0 is the center frequency of the light. The subscripts for J or ⌫ do not refer to the mode number but to the two points P 1 and P 2 . The mutual intensity is possibly complex because of phase differences between P 1 and P 2 and can be thought of as a phasor amplitude of a spatial sinusoidal fringe. 17 The spatial coherence of a laser beam is determined by the composition of the spatial modes. The modes are mutually uncorrelated, and each mode is completely spatially coherent at the laser mirror surface if there are no frequency degeneracies. 18 ͑Fre-quency degeneracies can arise when different combinations of m and n give a constant m ϩ n. For thin-junction semiconductor lasers this is not a factor because m is constrained to be 0.͒ Because the basis set of modes is complete and orthogonal, the mutual intensity in one dimension can be written as 19
where m is the power weight of the mth mode and m is the wave function of the mth mode. Wolf originally developed this idea in the frequency domain, 19 but under the quasi-monochromatic conditions the functions in the frequency domain are approximately delta functions and are therefore constant in the time domain. Mutual intensity can be separated into a phase term, exp͑ j␤ 12 ͒, multiplied by a real term J 12 r or
The real part of Eq. ͑4͒ is
where the 's refer to the amplitude functions of Eq. ͑1͒. Using the homogeneous Fredholm integral equation, we obtain the weights of the modes, m , from
if the forms of the modes are known. This is the underlying principle that the other spatial coherence methods use for finding modal weights. For our method we work directly with Eq. ͑6͒ to find not only the eigenvalues, or modal weights, but also the eigenvectors, which are the mode shapes. We explain our experimental procedure for measuring J 12 r in Section 3.
Experimental Setup
To acquire data for spatial coherence, some type of optical interference is necessary. This can be implemented in a variety of ways including two pinholes, 11 a reverse phase-front interferometer, 10 a lateral shear interferometer, 20 or a twin-fiber interferometer. 12 The reverse phase-front interferometer is only capable of interfering a point x with its mirror image Ϫx so is not general enough for our purposes. Use of two pinholes introduces significant diffraction losses, and the setup is not as flexible as the twinfiber interferometer. The trade-offs between the lateral shear interferometer and the twin-fiber interferometer are speed of data acquisition versus resolution, data range, and fewer surfaces. The shearing interferometer is inherently faster because split portions of the beam interfere together and are recorded in parallel by a CCD camera. In contrast the twinfiber interferometer steps through many locations in the beam with the two arms of a fiber coupler sampling the beam. Because of the slow speed of the interface with the optical powermeter, our current setup requires 2-4 h to acquire data using the twinfiber interferometer. This could be improved by 2 orders of magnitude if a high-speed optical powermeter were used. However, even a slow powermeter has resolution and range advantages over most cameras, especially 8-bit cameras. This advantage is important to distinguish low-amplitude modes from noise. In addition, the lateral shear interferometer has surfaces from beam splitters and neutral-density filters that can introduce unwanted interference effects. For the experimental setup described in this section we used the twin-fiber interferometer.
The twin-fiber interferometer is shown in simplified form in Fig. 2 . The figure is drawn in the x-z plane but we could equivalently picture it in the y-z plane by replacing x with y. The interferometer includes a single-mode fiber coupler, indicated by a thick line, with the two input arms sampling the beam on the left and one output arm emitting onto a detector, shown at the top of the figure. The input arms must be cleaved to the same length to maintain temporal coherence. To improve the visibility of the interference, a polarization controller, labeled PC in the figure, is used to match the polarization states of the two arms. One fiber arm is wrapped around a piezoelectric stretcher, labeled PZS in the figure, to vary the phase difference between the two arms. Alternatively, one fiber could be translated in z, varying the phase between points x 1 and x 2 .
In our experimental setup, the input arms of the twin-fiber interferometer are on computer-controlled x-y-z stages, and the detected output is recorded by a computer. The bare fibers of the input arms are attached to grooved plates that can be mounted so that the plates lie either in the x-z or the y-z plane. The mounting of the fibers is shown in Fig. 3 .
To measure the mutual intensity across the full diameter of the beam we take measurements with x 1 and x 2 at all possible combinations in the beam. This is shown graphically for one row in Fig. 4 . For one row one fiber is fixed at a point x 1 in the beam, and the other fiber is then stepped through the possible range of positions for x 2 . To take measurements for another row, the first fiber is moved to a different x 1 , and the second fiber steps through the new range of x 2 . These measurements result in a matrix of data with the steps of x 1 indicating rows and the steps of x 2 indicating columns. As the position of x 1 increases, the row index increases; and as the position of x 2 increases, the column index increases. Because of the physical limitations in the positioning of the fibers,
The sampled fields are added by the coupler, and the total sum is squared by the detector. To produce interference fringes, we introduce a time difference either by stretching one of the fibers with a piezoelectric stretcher or by translating one fiber perpendicular to the wave front. Mathematically the detector intensity is described by
where I D is the detector intensity, the K terms quantify the loss of each fiber arm, and E refers to the field sampled at the two points x 1 and x 2 . This simplifies to
where ␥ 12 includes the effects of ␤ 12 from Eq. ͑5͒, any phase difference introduced by K 1 and K 2 , and 0 or depending on the sign of J 12 r . Also, I 1 refers to the intensity at point x 1 measured at the detector without interference from any field at x 2 . Similarly, I 2 is the intensity at point x 2 .
The amplitude of the mutual intensity is proportional to the peak-to-peak value of the detected intensity. This can be written as
where I max is the detected intensity when the cosine term is 1 and I min is the intensity when the term is Ϫ1. The value of the constant 4͉K 1 ͉͉K 2 ͉ is not important because it cancels out when relative weights are determined. The phase term ␥ 12 is important only if there are jumps of rad as x 1 and x 2 vary. These jumps point to a sign change of J 12 r and can be inferred from the shape of the mutual intensity.
Numerical Analysis
The next step after we measure the mutual intensity is to decompose the data to determine the spatial modes and modal weights. We recognize in Eq. ͑6͒ that the mutual intensity is the sum of the outer products of the modes, or a q ϫ q correlation matrix,
where the T refers to the transpose, q is the number of data points for x 1 in a complete matrix, and boldface signifies a matrix. The matrix R is necessarily real and symmetric with eigenvectors ⌽, the spatial modes, and eigenvalues, which are the diagonal values of ⌳, that are the modal power weights. We record mutual intensity data in the correlation matrix by varying the two sample points over one dimension x of the beam. This one-dimensional implementation is valid if the modes are separable. ͑Thin-junction semiconductor lasers have separable spatial modes when measured along the x or y axes. 4 ͒ A row refers to a constant x 1 , and a column refers to a constant x 2 . With a complete, noise-free matrix the eigenvectors and eigenvalues can be found through standard eigenvector or singular value decomposition ͑SVD͒ routines. With enough data the form and weights of the modes can be found without any assumptions about the modes.
There are two experimental issues that make it more difficult to find the actual modes and weights: noise and insufficient data. Under the category of noise there are laser output fluctuations, detector noise, background light variations, and position errors in the fiber translations. Noise may produce false higher-order modes or may distort the shape of low-order modes, or both. Insufficient data can occur if the number of modes exceeds the rank of the matrix or can be due to experimental limitations, such as in the twin-fiber interferometer. Because the fibers cannot physically be superimposed or pass through each other, the data points are in the upper triangle of the correlation matrix. Thus the diagonal and one or more superdiagonals are missing, particularly if the diameter of the fiber is larger than the step size between data points. The symmetry of the matrix is used to fill in the lower triangle of the matrix but the diagonals are unknown. We can circumvent this experimental issue by displacing the fibers in the y axis if the modes are separable. However, there will be a reduction in the overall mutual intensity amplitude, and the intensity levels may be too low. With enough redundancy in the data, however, the modes can be recovered even without these diagonal elements.
Our method to recover the modes is known as vector Newton's method in numerical analysis or Jacobian control in the field of robotic control. 21 It is an iterative algorithm that starts with an initial guess for the modes and weights and then updates these to fit two independent conditions: namely, orthogonality of modes and a least-squares fit to the measured data. Typically we choose to find a specific small number of modes before running the algorithm. Later we rerun the algorithm for progressively larger number of modes until additional modes are clearly noise. The initial guess for the modes is the column eigenvectors found from a SVD of the incomplete matrix, with 0 in the missing diagonal elements. This initialization assures that the results are not biased by any assumptions about the modes.
The Jacobian algorithm develops from Taylorseries approximations. A first-order Taylor-series approximation of a vector function f with a vector argument v that changes by ⌬v is f͑v ϩ ⌬v͒ ϭ f͑v͒ ϩ J⌬v, where J is the Jacobian matrix whose elements are defined by J͑i, j͒ ϭ ‫ץ‬f i ͞‫ץ‬v j . Now suppose we want to find a particular ⌬v that causes a new desired value of f͑v ϩ ⌬v͒. The change is found when we solve J⌬v ϭ r ϭ f͑v ϩ ⌬v͒ Ϫ f͑v͒, (12) where the difference between the desired and current values of f is called the residual vector r. Because the Jacobian matrix is not generally square, we must use the pseudoinverse J ϩ to solve for ⌬v. The resulting solution is
where I is the identity matrix and z is an arbitrary vector in ⌬v space. The second term represents homogeneous solutions to Eq. ͑12͒ when it is underdetermined.
To find the set of modes, there are two sets of conditions and therefore two Jacobian matrices and two residual vectors. Our unknowns, the modes and weights, can be represented as the single vector v.
To do this, we first define the weighted spatial modes v k , where k ϭ 1, 2 . . . n, to be the same as the eigenvectors of Eq. ͑11͒ multiplied by the square root of the appropriate eigenvalues. We then form a single vector v of length nq by concatenating the weighted spatial modes. To represent the two conditions we define J m as the data-matching Jacobian matrix and J o as the orthogonality condition Jacobian matrix. The corresponding residuals are r m and r o .
The calculated modes must be orthogonal and have a least-squares fit to the measured data. These requirements dictate that we treat the orthogonality condition as the primary criterion and the data matching as secondary. Applying the orthogonality condition in Eq. ͑13͒, we obtain ⌬v
Next ⌬v is substituted into the Jacobian equation for data matching, and we solve for a z which finds a least-squares fit to the data while preserving the orthogonality of the modes. When we substitute this z into Eq. ͑13͒ and follow the simplifying procedure of Ref. 21 , the result is
The initial guess for v results from the SVD of the measured matrix with 0 for the missing diagonal elements. After computing Eq. ͑14͒, we update v by adding ⌬v. This process is repeated until the size of ⌬v or the residual errors are less than a defined criterion.
To see how we calculate the orthogonality Jacobian matrix, first note that orthogonality requires that the inner product of two different spatial modes be 0. Mathematically, this is expressed as v k T v 1 ϭ 0 for k l, where k, l ϭ 1, 2 . . . n and n is the number of modes. Because the order of k and l does not matter, there are n͑n Ϫ 1͒͞2 unique combinations. The size of J o is therefore n͑n Ϫ 1͒͞2 by nq and r o is a column vector of length n͑n Ϫ 1͒͞2. We desire that each unique combination be 0, therefore the elements of the residual vector are the negatives of the current products.
For a concrete example, consider a problem in which we are looking for three modes. The updated modes, v 1 ϩ ⌬v 1 and v 2 ϩ ⌬v 2 , must be orthogonal. Therefore their inner product is 0, or
The first term is considered a known residual error, and the last term is dropped in a first-order expansion. The residual vector in the next iteration will include the effects of our using only a first-order approximation in the current iteration; as the system converges, all errors go to 0. Likewise, we can expand the orthogonality conditions for the other mode combinations: modes v 1 and v 3 and modes v 2 and v 3 . Combining these expressions in matrix form, we generate the orthogonality Jacobian and residual vector:
The Jacobian system for data matching can be generated in a similar way. We want the elements of the calculated q ϫ q matrix R of Eq. ͑11͒ to be as close as possible to the measured data elements of matrix D. If 1 ϩ 2p diagonals are missing from D, then it can be shown that there are exactly ͓͑q Ϫ p͒ 2 Ϫ ͑q Ϫ p͔͒͞2 unique measured elements. The factor of 2 comes from the symmetry of the matrix. Suppose D͑i, j͒ is one of the measured elements of D. The corresponding i, j element of R can be expressed as
Performing a first-order expansion of Eq. ͑17͒, as in Eq. ͑15͒, we determine the following pattern for generating J m . Start J m as a zero valued ͓͑q Ϫ p͒ 2 Ϫ ͑q Ϫ p͔͒͞2 by an nq matrix. Then we obtain the rows, indexed by h, by stepping through the combinations of i ϭ 1 . . . q Ϫ ͑p ϩ 1͒ and j ϭ i ϩ ͑p ϩ 1͒ . . . q and defining, for k ϭ 1 . . . n,
The elements of the residual vector r m ͑h͒ are then D͑i, j͒ Ϫ R͑i, j͒, where h determines the choice of i and j.
Experimental Results
To test our spatial mode extraction method we performed some experiments on an infrared, ridgewaveguide, multiple-quantum-well laser with a stripe width of 5 m. The laser was fabricated of GaAs and AlGaAs, had a Fabry-Perot cavity, and was edge emitting. In the lateral direction, in the plane of the junction, one approximately Gaussianshaped mode was expected with possible higherorder modes. In the transverse direction, perpendicular to the junction, only one mode was expected with a probable Lorentzian shape. Mutual intensity measurements were made separately in the lateral and transverse directions. We found a single spatial mode in the transverse direction. This mode, shown in Fig. ͑5͒ , is a good example of when one retrieves physical modes rather than predetermined analytical modes, e.g., Lorentzian. The transverse mode has some sidelobes, similar to a sinc function, that were the diffraction effects of the beam being truncated by the collimating lens. It was still fully spatially coherent because spatial coherence propagates through an optical system just as beams do. If Lorentzian or Hermite-Gaussian modes had been assumed, the sidelobes in the intensity profile would erroneously indicate multiple higher-order modes.
In the lateral direction, the data were also analyzed with the Jacobian algorithm. We extracted two modes that are plotted with ϩ's in Fig. 6 . As a comparison, Hermite-Gaussian modes with the same relative powers are plotted with dashed curves. The relative field weights of the experimental modes are 83.4% and 16.6%, making the power weights 96.2% and 3.8%.
We analyzed the same data again requesting three modes. The strongest mode was virtually identical for either case, whether we specified two or three modes in the algorithm. The next smaller mode in weight had similar shapes for both cases and the same norms. In the presence of noise, our algorithm forces some of the noise energy into higher-order modes if too many modes are requested. When we requested three modes from the experimental data, it resulted in a third mode with high spatial frequency variations, which is typical of noise. From the fact that the two strongest modes were consistent and from the spurious nature of the third mode, we concluded that only the two stronger modes were genuine physical modes.
An important point must be emphasized for the results shown in Fig. 6 . The algorithm used no assumptions about the shape of the modes because the initial guess in the algorithm came from a SVD of the incomplete correlation matrix. The fact that the two modes are similar to Hermite-Gaussian modes reflects the geometry of the Fabry-Perot cavity and not any presuppositions of the mode shapes.
There are some differences between the physical modes shown in Fig. 6 and similar HermiteGaussian modes. The asymmetry in the shape of the stronger mode was probably caused by asymmetry in the laser itself. Some of the variation in the weaker mode near the peaks may be due to noise. As we discuss in Section 6, noise effects on the fundamental mode are confined mainly to the center of the beam. The weaker mode is more affected by the noise.
Noise Simulations
As a check on the validity of the mode extraction algorithm in the presence of noise, we performed a number of computer simulations. We generated one-dimensional spatial modes as an example of an almost single-mode Gaussian beam. We used two Hermite-Gaussian modes with relative power weights of 95% in the fundamental mode and 5% in the first-order mode. These weights correspond to 81.3% and 18.7% in terms of the electric field. The modes were normalized so the total energy was 1.
The spatial width was 4w 0 , where 2w 0 is the diameter of the fundamental mode 1͞e field spot size. The width was normalized to w 0 ϭ 1, and the range of positions was Ϫ2 Յ x Յ 2.
From the simulated modes we generated a 29 ϫ 29 correlation matrix, the size corresponding to the data matrix used in experimental measurements. The noise-free correlation matrix was made up of the sum of the outer products of the exact weighted modes. We calculated the matrices of maximum and minimum intensities at each point, I max and I min , using Eq. ͑9͒, with K 1 ϭ K 2 ϭ 1.
The number of missing diagonals was varied to see how well the modes could be retrieved as the available data points were reduced. For an error-free correlation matrix, five superdiagonals, or a total of 11 diagonals out of 57, could be missing, and the two remaining modes were still extracted with virtually no error. Even when three or four modes were requested, two modes were found with the correct weights and the extra modes converged to 0. For the simulated noise tests that follow, the number of missing superdiagonals was kept at two, for a total of five missing diagonals.
To simulate noise, we modeled two different types of noise. The first is background noise, with a constant variance over the whole beam, and the second is intensity-dependent noise, proportional to the detected intensity at each point. The noisy correlation matrix was then ͑Ĩ max Ϫ Ĩ min ͒͞4, where the tilde signifies that noise has been added.
To model the background noise we generated a matrix of noise with a uniform distribution from Ϫ0.5 to 0.5 and then multiplied it by a percentage of the peak of the I max matrix. Different realizations of this noise were added to I max and I min . We used three levels of background noise: 0, Ϯ0.5%, and Ϯ1%.
The intensity-dependent noise was generated for the maximum and minimum intensities at each data point. Random noise matrices, uniformly distributed over Ϫ0.5 to 0.5, were multiplied element by element by a percentage of I max or I min . The resulting noise was added to I max or I min , as appropriate. We used 21 levels of intensity-dependent noise: 0, Ϯ0.5%, Ϯ1%, Ϯ1.5%, . . . Ϯ10%.
The results for the relative weight of the first-order mode are summarized in Table 1 . The rows represent the varying amounts of intensity-dependent noise, as listed in the leftmost column. The second, third, and fourth columns show the relative weight for background noise of 0%, Ϯ0.5%, and Ϯ1%. The relative weight should be 0.05, because 5% of the power is in the first-order mode, but the effect of noise is shown by increased power being attributed to the weaker mode. The values listed are the average for the 50 different noise simulations for each combination.
The extracted modes for six of the 63 combinations of noise from Table 1 tric field amplitude, normalized so that the total energy in the noise-free beam is 1. The subplots each represent a different set of conditions. Each subplot superimposes the results from 50 different noise realizations of the same conditions. A comparison of the first column of subplots with the second column shows an increase in background noise. The rows of subplots have increasing intensity-dependent noise as can be seen from top to bottom. In the first row of plots there is no intensity-dependent noise, and the background noise is Ϯ0.5% in Fig. 7͑a͒ and Ϯ1% in Fig. 7͑b͒ . The second row has Ϯ2.5% intensitydependent noise with no background noise in Fig. 7͑c͒ and Ϯ1% background noise in Fig. 7͑d͒ . In the third row, the intensity-dependent noise is increased to Ϯ5%, with no background noise in Fig. 7͑e͒ and Ϯ1% background noise in Fig. 7͑f ͒.
We can see in Fig. 7 that the error in the shape of the extracted modes is most sensitive to background noise. This is reasonable because the areas of low intensity in the beam will have a low signal-to-noise ratio, as opposed to the intensity-dependent noise where the signal-to-noise ratio stays constant. Obviously, an increase in intensity-dependent noise also increases the error in the mode forms, but not as significantly. Note also that for all cases the weaker mode is more corrupted by noise than the fundamental mode.
The mode weights were found within less than a percentage point for the worst case shown in Fig. 7 . The relative power weight of the first-order mode in Fig. 7͑f ͒ is within the range 0.049 -0.055, where 0.05 is the noise-free weight. ͑On this scale, the weight of the fundamental mode is 1 minus the weight of the first-order mode.͒ For all the possible noise levels tested, even with Ϯ10%, the relative weight of the weaker mode stayed within the range of 0.048 -0.065. The weight of the weaker mode tended to increase as the noise levels increased because most of the noise power was included in the extraction of the weaker mode.
In the experimental results in Section 5, the overall noise was less than Ϯ5%. Background noise was less than Ϯ0.1%. Short-term intensity-dependent fluctuations during 5-10 min were not more than Ϯ3% at any point in the beam. Taking into account laser power drift and possible positional errors, the noise was still less than Ϯ5%. This most closely corresponds to the case of Fig. 7͑e͒ . Comparing Fig.  6 with Fig. 7͑e͒ we can see that the irregularities in the weak mode are not surprising for the amount of noise. Any variation in the fundamental mode, however, would basically be confined to the center of the beam. This suggests that the asymmetry observed in the strong mode of Fig. 6 is physical.
Summary
We have demonstrated the ability of determining the weights and arbitrary structure of spatial modes in a few-mode laser. No prior knowledge of the laser beam, such as spot size, is necessary. The 5-mwide stripe, ridge-waveguide laser that we tested had two modes, with 96.2% of the power in the fundamental mode and 3.8% in a first-order mode. Using exact modes of 95% and 5%, our computer simulations show that this method is robust and extracts the correct modes with weights within one half of a percentage point for a background noise level of Ϯ0% of maximum intensity and an intensity-dependent noise level of Ϯ5%. The experimental measurements were made under similar noise conditions. We thank Wright-Patterson Air Force Base which provided the laser tested under a Cooperative Research and Development Agreement. Background noise is 0% in ͑c͒ and ͑e͒, Ϯ0.5% in ͑a͒, and Ϯ1% in ͑b͒, ͑d͒, and ͑f ͒. Intensity-dependent noise is 0% in ͑a͒ and ͑b͒, Ϯ2.5% in ͑c͒ and ͑d͒, and Ϯ5% in ͑e͒ and ͑f ͒.
