Abstract. Under some technical assumptions it is shown that the Hausdor dimension of the harmonic measure on the limit set of a conformal in nite iterated function system is strictly less than the Hausdor dimension of the limit set itself if the limit set is contained in a real-analytic curve, if the iterated function system consists of similarities only, or if this system is irregular. As a consequence of this general result the same statement is proven for hyperbolic and parabolic Jul+ia sets, nite parabolic iterated function systems and generalized polynomial-like mappings. Also su cient conditions are provided for a limit set to be uniformly perfect and for the harmonic measure to have the Hausdor dimension less than 1. Some results in avor of PUZ] are obtained.
Introduction, Preliminaries
The general framework of this paper is provided by the scheme of conformal in nite iterated function systems (see MU1] and the description below). Extending in this way the setting from Vo] and PV] we focus our attention mainly on the same problem as they did: Is the Hausdor dimension of the harmonic measure on the limit set (the repeller and the Julia set in their context) of the iterated function system considered strictly less than the Hausdor dimension of of the limit set? Under some technical assumptions, assuming that the closure of the limit set is uniformly perfect our answer is positive in the following three cases: If the limit set is contained in a real-analytic curve, if the iterated function system consists of similarities only, or if it is irregular.
The motivation of our approach come essentially from three sources: the paper Zd2], where a method of constructing invariant measures has been proposed and turned out to be adaptable with some modi cation to our setting, from HMU], MU4] and MU3], where H older families of functions and H older potentials on a subshift of nite type with in nite alphabet have been treated from the point of view of thermodynamic formalism and, in our present setting, applied to the Jacobian of harmonic measure, and nally from MPU] , where the Radon-Nikodym derivative of the invariant measure equivalent with conformal measure has been shown to have a real-analytic extension on a neighbourhood of the limit set. This
The research of the rst author was supported in part by the NSF Grant DMS 9801583. The rst author wishes to thank very much the Institut des Hautes Etudes Scienti ques and also the Mathematical Institute of the Polish Academy of Sciences in Warsaw, where a part of his research has been done, for the warm hospitality and excellent working conditions. The research of the second author was supported in part by the Polish KBN Grant 2 P03A 009 17. 1 2 MARIUSZ URBA NSKI AND ANNA ZDUNIK last result enabled us to avoid delicate and di cult considerations concerning the Jacobian of harmonic measure. The strategy of the proof of our main theorem is the following. By HMU] equality of dimensions of harmonic measure and the limit set implies equality of invariant harmonic measure and invariant conformal measure. In view of the result for the Radon-Nikodym derivative of the invariant measure conformal measure, this equality of invariant measures yields that the Jacobians of harmonic measure have a real-analytic extensions. Hence, by harmonic rigidity lemma these are constant. Since the invariant harmonic and conformal measures coincide, due to some results from MPU] , this implies that our iterated function system is conformally conjugate with a linear one. And for linear systems we have a separate argument.
Developing various inducing procedures we create suitable in nite iterated function systems to apply our general results for such systems to a large class of "1-dimensional" examples comprising Julia sets of hyperbolic and parabolic rational functions of the Riemann sphere, nite parabolic iterated function systems, and generalized polynomial-like mappings. Note that the main theorem is also true on a su ciently small open neighbourhood of a "1-dimensional" hyperbolic rational function.
We also provide su cient conditions for a limit set to be uniformly perfect, for the harmonic measure to have the Hausdor dimension less than 1, and we obtain some results in avor of PUZ]. Remark 1.1. We would like to end this introduction by emphasizing that if an appropriate version of the harmonic rigidity (Lemma l3.10) is proven, then our results automatically become true for all the systems considered without the "1-dimensionality" assumption.
To start preliminaries, let I be a countable index set with at least two elements and let S = f i : X ! X : i 2 Ig be a collection of injective contractions from X into X for which there exists 0 < s < 1 such that ( i (x); i (y)) s (x; y) for every i 2 I and for every pair of points x; y 2 X. Thus, the system S is uniformly contractive. Any such collection S of contractions is called an iterated function system. We are particularly interested in the properties of the limit set de ned by such a system. We can de ne this set as the image of the coding space under a coding map as follows. Let I = S n 1 I n , the space of nite words, and for 2 I n , n 1, let = 1 2 n . Let I 1 = ff n g 1 n=1 g be the set of all in nite sequences of elements of I. If 2 I I 1 and n 1 does not exceed the length of , we denote by j n the word 1 2 : : : n . Since given 2 I 1 , the diameters of the compact sets jn (X), n 1, converge to zero and since they form a descending family, the set (X) Observe that J satis es the natural invariance equality, J = S i2I i (J). Notice that if I is nite, then J is compact and this property fails for in nite systems. Let X(1) be the set of limit points of all sequences x i 2 i (X), i 2 I 0 , where I 0 ranges over all in nite subsets of I. (1d): Bounded Distortion Property(BDP). There exists K 1 such that j 0 (y)j Kj 0 (x)j for every 2 I and every pair of points x; y 2 V , where j 0 (x)j means the norm of the derivative. In fact throughout the whole paper we will need one condition more which (comp. MU1]) can be considered as a strengthening of (BDP).
(1e): There are two constants L 1 and > 0 such that j 0 i (y)j ? j 0 i (x)j Ljj 0 i jjjy ? xj : for every i 2 I and every pair of points x; y 2 V .
Remark that in the case d 3 the conditions (1d) and (1e) are always satis ed, the latter with = 1.
Let us now collect some geometric consequences of (BDP). We have for all words 2 I and all convex subsets C of V diam( (C)) jj 0 jjdiam(C) for every x 2 X, every 0 < r dist(X; @V ), and every word 2 I .
The topological pressure function, P(t), for a conformal iterated function systems is de ned as follows. P(t) = lim n!1 1 n log X j j=n jj 0 jj t
As it was shown in MU1] there are two natural disjoint classes of conformal iterated function systems, regular and irregular. A system is called regular if there exists t 0 such that P(t) = 0. In Theorem 1.9 we will provide a di erent, in a sense more geometric, characterization of regular systems. Otherwise the system is called irregular. Denote by HD(A) the Hausdor dimension of a set A (treated as a subset of a metric space) and by H t the t-dimensional Hausdor measure. The following result has been proved in MU1].
Theorem 1.3. If S is a conformal iterated function system, then HD(J) = supfHD(J F ) : F I; F niteg = infft 0 : P(t) 0g: If a system is regular and P(t) = 0, then t = HD(J).
Following MU4] we will work with the following. 
Proof. Consider the following function
de ned in W. Then F is subharmonic in X, positive and harmonic on X n J, and vanishes on J. In addition
Since there is some de nite space between = @W and @X, one can use Harnack's inequality on to deduce that there exists a constant K > 0 such for all 2 I and all x; y 2
If for some y 2 , F (y) < CG(y) with some C < 1=K 2 , then by above inequalities we would have F (x) < cG(x) for every x 2 W with some constant c < 1. This implies that the Radon-Nikodym derivative of F with respect to G is bounded from above by c < 1. But since both F and G are probability measures, this is impossible. The conclusion is that for every y 2 G( (y)) > 1 K 2 !( (J)): The opposite inequality is obtained in the same way. The proof is complete. Now, we continue the proof of Proposition 2.1. Let F 2 G. Then (by Maximum Principle) there exist constants c,C such that cG F CG. Thus, the functions P j (F )(y) = X i j F( i (y)) satisfy for y 2 @W
By Maximum Principle the same inequality holds in the whole domain W. Thus, the sequence F i is increasing and uniformly bounded, by constG; the in nite sum is an element of G. Lemma 2.6. If the system S is !-conservative then for every g 2 G there exists a constant
for all n 1 and all z 2 W, a neighbourhood of X.
Proof. Recall that W is the domain of g. Since @W is a compact Jordan curve, using Harnack's inequality, we deduce that there exists a constant T 1 such that for all n 1 and all g 2 G sup @W L n g inf @W L n g T:
Let l = inf @W g and M = sup @W g. Fix n 1. Suppose that at some point z 0 2 @W we have L n g(z 0 ) l=2T. Then L n g(z) TL n g(z 0 ) L=2 1 2 g(z) for every z 2 @W. Since in addition L n g ? 1 2 g vanishes on J, is continuous on X and harmonic on X n J, we conclude from the Maximum Principle that L n g ? 1 2 g 0 on IntX n J. Since L n g ? 1 2 g , 0 on J, we therefore obtain L n g 1 2 g on the whole set X. By !-conservativity, G( S i2I (X) = g(X) and therefore g S n (J), n 1 are all probability measures. Since in addition the measures L n g and g are supported on J, we therefore get from Corollary 2.4 and Proposition 2.3 that
This contradiction shows that inf @W L n g l=(2T). Thus, for every z 2 @W we have
and applying the Maximum Principle in the same way as above we conclude that L n g l 2TM g on X. Starting with the hypothesis that there exists a point z 0 2 @W such that L n g(z 0 )
2MT we could proceed similarly as above to conclude that L n g 2MT l g on X. The proof is complete. Proof. Recall that G is the Green's function of the domain C I n J with the pole at 1.
Consider the sequence
of the functions from G. By Lemma 2.6 there exists a constant C 0 1 such that C ?1 1 G G n C 1 G on W. Thus G n , n 1, are uniformly bounded and one can choose a subsequence G n k converging uniformly on compact subsets of W to a functionG 2 G satisfying
on W. Let x 2 W n J. We x " > 0 and choose a compact subset F W n J such that x 2 F and X fi: i (x)2WnFg
Let M = #fi 2 I : i (x) 2 Fg. Since G n converges toG on compact sets, there exists n 0 such that for n n 0 M sup z2F jG(z) ? G n (z)j < ":
By (2.3) and (2.4) we get
(2.6) for all n large enough. Now, by (2.5) and (2.6) we get jL(G)(x) ? G n (x)j < 3": But by (2.4), jG n (x) ?G(x)j < ". So, jL(G(x)) ?G(x)j < 4":
Since " was arbitrary, we get L(G(x)) =G(x). Denote = G G (J) . Then, applying Proposition 2.3, we get
This means that is S-invariant and, in view of (2.2), C ?1 d d! C for C = C 1 = G (J). In particular, is supported on J. The proof is complete.
We want to close this section with an example of a system which is not !-conservative. The construction goes as follows. Let C S 1 be a closed totally disconnected set of positive 1-dimensional Lebesgue measure. Consider a countable set I and asystem S consisting of similarities i : B(0; 2) ! C I; i 2 I such that the images i (B(0; 2)) are disjoint, i (B(0; 2) B = B(0; 1) and X(1) = C S 1 .
If J is the limit set of this system, then C J. Let ! be the harmonic measure in C I n J evaluated at 1. Denote by ! B the harmonic measure in C I n B. It coincides with the usual Lebesgue measure, thus ! B (C) > 0. But !(C) ! C (C), so it is positive and the system is not !-conservative.
Uniform Perfectness
In this section we will provide some number of auxiliary results needed to complete the proofs in Section 4. Let us recall from Section 1 that
where the intersection is taken over all nite subsets of I. We start with the following.
Theorem 3.1. Suppose that the following condition (UP) holds. X(1) is nite and for each index i 2 I there exists an in nite countable set fi n g n 1 of elements in I such that i 1 = i and
Then J, the closure of the limit set J, is uniformly perfect.
Proof. It follows from (1.2) and (1.3) that for every 2 I diam( (X)) Djj 0 jj D 2 diam( (J)):
(3.1) Let C be the maximum of 1 and the supremum appearing in the condition (UP) above. It is su cient to demonstrate that there exists a constant 0 < c < 1 such that for each positive radius small enough and each point z 2 J the annulus A(z; cr; r) := fw 2 C I : cr jw?zj < rg intersects J. Let us consider rst the set X a (1) X(1) of all those points w 2 X(1) for which there exists an in nite sequence fj n g n 1 for which the supremum appearing in condition (UP) is bounded from above by C and w 2 lim n!1 jn (X) := \ k 1 n k jn (X):
We shall show rst the uniform perfectness of J at the points w of X a (1). By the Cone Condition (1c) and the Bounded distortion property (1d) the set fn 1 : w 2 jn (X)g is nite. Let n w 1 be the least element in the complement of this set. Set R w = dist(w; jn w (X)) and consider any radius 0 < r < R w . Since w 2 lim n!1 jn (X) and since lim n!1 diam( jn (X)) = 0, there exists an element k n w such that j k (X) B(w; r). Then j > n w and let p be such a least index k. If diam( jp (J)) r=8D 2 C, then using the fact that jp (J) B(w; r),
we conclude that A(z; r=16D 2 C; r) \ jp (J) 6 = ;. But since jp (J) J, we get A(z; r=16D 2 C; r) \ J 6 = ;
and we are done in this case with any constant c 1=16D 2 C. So suppose that diam( jp (J)) r=8D 2 C. Then by (3.1), diam( jp (X)) r=8C. So, by the de nition of w, dist( jp (X); j p?1 (X)) < r 8 and diam( j p?1 (X)) r 8 :
Since j p?1 (X) \ (C I n B(w; r)) 6 = ;, we deduce that dist( jp (X); @B(w; r)) < r 8 + r 8 = r 4 : Since jp (X) B(w; r) and diam( jp (X)) r=8C < r=4, we conclude that jp (X) A(w; r ? r 4 ? r 4 ; r) = A(w; r=2; r). Since J \ jp (X) 6 = ;, we are done in this case with any constant c 1=2. Put R = minfR w : w 2 X a (1)g > 0 and c 1 = minf1=2; 1=16D 2 Cg: Consider now an arbitrary point z 2 i (J) for some i 2 I and 4 c 1 diam( i (X)) < r < R. Let fi n g n 1 be the sequence claimed by our hypothesis. Suppose that in (X) \ C I n B z; c 1 4 r) 6 = ;
for some n 1. Then n 2 and let q 2 be the least index n with this property. If diam( i q?1 (J)) c 1 r=32D 2 C, then using the fact that i q?1 (J) B(z; c 1 r=4), we conclude that A(z; c 1 r=64D 2 C; c 1 r=4) \ i q?1 (J) 6 = ;. But since i q?1 (J) J, we get A(z; c 1 r=64D 2 C; c 1 r=4) \ J 6 = ;
and we are done in this case with any constant c c 1 =64D 2 C. on (X) n J. In particular for every i 2 I and every x 2 J the limit
exists, where z converges to x in X n J.
on k and, by the Maximum Principle these inequalities hold everywhere in the domain j k (W ). In order to follow the proof from Ca] we have to exploit two properties:
(1): osc j j log(G) and osc j jG ( 1 ) ?1 are bounded by a constant independent of (2): For every 1 k j j we consider the harmonic measure ! k (x; :) in j k (W ) n J. We claim that for x; x 0 2 k+1 the measures ! k (x; :) k and are equivalent with RadonNikodym derivatives bounded independently of k . Both properties are consequences of invariance of harmonic measure by conformal maps. It is enough to verify (1) and (2) for curves 0 = and 1 . Then the properties (1) and (2) follow from the fact that each curve 1 can be covered by a nite collection of disks D k such that the union S 2D k does not intersect J. The number of disks is bounded (i.e.it does not depend on the curve 1 ). Now, to prove (1) and (2) it is enough to use Harnack's inequality. and
To nish the proof of our corollary we notice that the bounds on the ratioG In the sequel in order to simplify notation we will write H ( ) for H D ( ). We would like to end this section up with the following two technical results, the rst proven in Theorem 3.1 of MPU], the second being a rigidity fact from PV].
Lemma 4.7. Suppose that the system S = f i g i2I is regular. Then the following two conditions are equivalent.
(a): For all i 2 I the Jacobians D i are constant on a common neighbourhood of X. (b): The conformal structure on J admits a euclidean isometries re nement so that all maps i , i 2 I, become a ne conformal, more precisely there exists an atlas f t : U t ! u(x) v(x) exists and has a real-analytic extension on B. However our weaker assumptions are su cient for their proof to go through.
Results and Proofs
We start our considerations with the linear case.
Theorem 5.1. If the system S is regular, !-conservative, H ( ); H ( ) < 1, J is uniformly perfect, and all the maps f i g i2I are a ne (similarities), then HD(!) < HD(J). In the case (2), J is contained in l i , a nite union of analytic curves (the set of solutions to the equation H i = 0). Let x i 2 J be the only xed point of the contraction i . The set l i forms around x i an analytic curve since otherwise the branching points of l would spread over a dense subset of J. Therefore for all n large enough l i \ n i (X) is an analytic curve. But then J ?n i (l i \ n i (X)) which is also an analytic curve. So, ( n i ) 0 (x i ) is a real number and this curve must be a segment of a straight line. Without loss of generality we may assume that this segment is contained in the real line. Let G =G +G(z):
Since by symmetry H i (z) = ?H i (z), we get
Notice that the equation 5.2 is satis ed also with i replaced by any j , j 2 I, since we havẽ G j = j 0 j j h G + H j and H j jl i = 0. The conclusion is that, in this way, we have reduced the case (2) to the case (1), which has been already excluded.
There is a short argument for inequality HD(!) < HD(J) in the case of irregular systems. Namely.
Theorem 5.2. If the system S is irregular and H ( ) < 1 or < 1, then HD(!) < HD(J). 
HD(!) = HD( ) = h h + P(h) < h:
The proof is complete.
Let us now deal with the next case.
Theorem 5.3. If the system S is regular, !-conservative, R j log j 1 ( ( ( ))j k d~ ( ) < 1 for some real k > 2, h is in nite, and the limit set J is uniformly perfect, then HD(!) < HD(J).
Proof. Suppose on the contrary that HD(!) = HD(J) and denote this common value by t. Since, the system S is !-conservative, it follows from Proposition 4. Denote the set of 0 s appearing in this formula by Z i;n . We x i = i(n) and consider the family G i;n of all words u 2 I n+1 such that u 1 = i and u k = k?1 for some 2 Z i;n and every 2 k n + 1 (thus u 1 = u n+1 = i). In this way we obtain a collection of disjoint disks Since ( u (D)) exp P n j=0 j ( ) for any 2 I 1 such that j n+1 = u, we get for every u 2 G i;n and corresponding 2 Z i;n that jj 0 (u) Hence HD(J(f)) HD(J S ) HD(J Sn ) > t (the system S n is nite) and the proof is complete.
Let us recall that the system S is 1-dimensional if X is contained a closed real-analytic arc M X such that i (M) M for all i 2 I. Then of course the limit set J I is contained in M. We shall now prove our main result about 1-dimensional systems by reducing it to the linear case above.
Theorem 5.4. If a 1-dimensional system S is regular, !-conservative, H ( ); H ( ) < 1, and J is uniformly perfect, then HD(!) < HD(J).
Proof. Suppose on the contrary that HD(!) = HD(J). Then HD( ) = HD(J), where is the invariant measure produced by Theorem 2.7. It then follows from Theorem 1.10 that = . Hence, in view of Theorem 1.11 all the Jacobians D i : J ! (0; 1) have a real-analytic extension on a common open neighbourhood of X. Decreasing it if necessary we may assume that this neighbourhood is a topological disk. From Theorem 2.7 we get the following.
Since the system S is conservative, !(J n J) = 0. Denote the harmonic measure in C I n M by ! M . Obviously ! M (jovJ n J) !(J n J) = 0 and ! M is equivalent with the 1-dimensional Hausdor measure H 1 on M. Hence H 1 (J n J) = 0. Since, HD(J) < 1 by Theorem 4.5 from MU1], and consequently H 1 (J) = 0, we conclude that H 1 (J) = 0. We therefore infer from ( (J) ). Hence, as holomorphic, this map must be a ne on the whole connected domain s ( (V )). Therefore, due to Proposition 5.1, HD(! ) < HD(J S ), where ! is the harmonic measure of the domain C I n J S . Since J S = s ( (J)) and since J S = s ( (J)), we get HD(J) = HD(J S ) and HD(!) = HD(! ). Thus HD(!) < HD(J) and the proof is complete.
We would like to notice that we needed 1-dimensionality of the system S only to apply Lemma 4.8 (harmonic rigidity). As an immediate consequence of Theorem 5.4 along with Theorem 3.1, we get the following.
Corollary 5.5. If a 1-dimensional system S is regular, !-conservative, H ( ); H ( ) < 1 and condition (UP) is satis ed, then HD(!) < HD(J).
Let (S) = infft 0 : P(t) < 1g. Following MU1] the system S is called hereditarily regular if P( (S)) = 1. Each system hereditarily regular is regular and it is easy to verify (see the proof of Corollary 3.25 in MU1]) H ( ) < 1 for such a system. Therefore, as an immediate consequence of Theorem 5.4, we get the following.
Corollary 5.6. If a 1-dimensional system S is hereditarily regular, !-conservative, H ( ) < 1 and J is uniformly perfect, then HD(!) < HD(J).
The remainder of this section is devoted to describe the ner structure of harmonic measure in the spirit of PUZ,I,II]. In order to do it we need some short preparations. We say that a Frequently the name conformal expanding repeller is attributed also to the set Y .
Perhaps the best known examples of conformal expanding repellers are hyperbolic rational functions with Y being the Julia sets. For a systematic treatment of these repellers the reader may consult the book PU]. The uniform perfectness of Y is a straightforward consequence of the bounded distortion theorem which can be proved in this context. We will however provide a di erent simple indirect proof whose idea is apllicable also in other contexts. In particular A(x; (2C 2 ) ?1=h r; r) \ Y 6 = ; and the proof is complete.
We shall now temporarily restrict our attention to the special class of conformal expanding repellers mentioned above, namely to hyperbolic rational functions. Surprisingly enough, checking the requirements of the previous sections for general conformal expanding repellers turns out much more di cult than for the class of hyperbolic rational functions. The crucial fact is provided by the following. function system satisfying conditions (1.8) and (2.1). We wrote \actually" since the maps f ?1 i , i = 1; : : : ; d, do not have to be contractions. Due to the Koebe distortion theorem and a simple area argument this can be however remedy by xing n large enough and considering the system S n consisting of all compositions of n mappings from the system S. Since the system S n is nite, the entropies H ( ) and H ( ) are nite. Since J(f) obviously coincides with the limit set J S , the proof is completed for the function f itself by invoking Theorem 5.4. To see this for g su ciently close to f notice that the Hausdor dimension depends continuously on g (use Bowen's formula ( Bo] and PUZ,I] and J-stability of f) and also that the Hausdor dimension of harmonic measure depends continuously on g (see B1] , B2]). The proof is complete.
Remark that having Proposition 6.3 one could also use results from Vo] to establish this theorem for f.
Let us come back to the class of general conformal expanding repellers f : Y ! Y . It is known (see PU]) that the map f : Y ! Y admits Markov partitions of su ciently small diameters. For us it means that there exists a nite cover R = fR t g t2T of Y consisting of mutually disjoint closed disks such that @R t \ Y = ; for every t 2 T. Moreover, we may require the existence of an integer q 1 and > 0 such that the following holds: If x 2 Y , say x 2 R s , and f qn (x) 2 R t , then there exists a unique holomorphic inverse branch f ?qn x : B(R t ; 2 ) ! C I of f qn sending f qn (x) to x. Moreover f ?qn x (R t ) R s and, taking q su ciently large, we may require, due to (6c.2) that f ?qn x : B(R t ; 2 ) B(R s ; ).
For every t 2 T we now build recursively our conformal iterated function system S t as a disjoint union of the families S j t , j 1, as follows. S 1 t consists of all the maps f ?q x , where
x; f q (x) 2 Y \ R t . Suppose that the families S 1 t ; S 2 t ; : : : ; S n?1 t have been already constructed. S n t is composed then of all the maps f ?qn y such that y; f qn (y) 2 Y \ R t and f qj (y) = 2 R t for every 1 j n ? 1. We shall prove the following. Theorem 6.5. For each t 2 T, S t = f t;i g i2It is a conformal iterated function system satisfying conditions (1.8) and (2.1) Proof. Checking the conditions (1b)-(1e) with X = R t and V = B(R t ; 2 ) is immediate (to verify (1d) and (1e) one applies either the Koebe distortion theorem or, actually the same distortion theorem resulting from the theory of expanding maps (see PU] for ex.) In order to prove (2.1) which is a stronger version of the open set conditions (1a), take two distinct maps f ?qm x and f ?qn y belonging to S t . Without loosing generality we may assume that m n. Suppose on the contrary that f ?qm x (R t ) \ f ?qn y (R t ) 6 = ;:
f qm (y) (R t ): Hence f ?q(n?m) f qm (y) (R t ) R t , and therefore f qm (y) 2 R t . Due to our construction of the system S t , this implies that m = n. But then f ?qn x (R t ) \ f ?qn y (R t ) = ; since f ?qn x and f ?qn y are distinct inverse branches of the same map f qn . This contradiction nishes the proof.
Our next aim is to demonstrate that the systems R t are regular. By J t we denote the limit set of the system S t . We will need the following. From Section 1 we know that for every t 2 T there exists an S t -invariant measure equivalent with mj Jt (see Lemma 6.7) with bounded Radon-Nikodym derivatives. Combining this fact and the properties of the measure listed before Lemma 6.7, we get the following.
Lemma 6.9. For every t 2 T the measures t and j Jt are equivalent, and even more G(x) ; x 2 C I n J(f); its logarithm is H older continuous and this limit is the Jacobian of the harmonic measure !. So, its Gibbs state provides us with a unique f-invariant probability measure equivalent with the harmonic measure !. On the other hand, it follows from Theorem 2.7 that for every t 2 T there exists an S t -invariant Borel probability measure t on J t equivalent with the harmonic measure on J t . Since the map f is conformal and T is nite, we get the following. Proof. Since f is conformal and transitive, HD( t ) = HD(!) and, by Lemma 6.7, HD(J t ) = HD(Y ) for all t 2 T. By Theorem 6.2 Y is uniformly perfect. Fix t 2 T. It then follows from Lemma 6.8 that J t is uniformly perfect. By Lemmas 6.11, 6.10 and 6.11, the entropies H t ( t ) and H t ( t ) are both nite. Since, by Lemma 6.7, the system S t is regular, it follows from Theorem 5.4 that HD(!) = HD( t ) < HD(J t ) = HD(Y ). The proof is complete.
We have already seen that hyperbolic rational functions with connected Fatou set provide good examples of conformal expanding repellers. Another natural class of examples is given by the limit sets of Kleinian groups of Schottky type. Corollary 6.13. If G is a Fuchsian group of Schottky type, and its limit set L(G) is contained in a real-analytic curve, then HD(!) < HD(L(G)), where ! is the harmonic measure on L(G). Following MU2] we shall now recall the de nition of parabolic iterated function systems slightly modi ed to t better into our needs. We shall then prove that they satisfy the assumptions of Theorem 5.4 and afterwards, we shall show that parabolic rational functions and parabolic Fuchsian groups (respectively with the Julia sets and limit set homeomorphic with the Cantor set) can be treated as parabolic iterated function systems.
De nition 6.14. Let X be a compact topological disk in C I with a piecewise smooth boundary. Suppose that we have nitely many conformal maps i : X ! X, i 2 I, where I has at least two elements and the following conditions are satis ed. Any system S satisfying the above conditions (6pa)-(6pi) will be called a parabolic iterated function system. Notice that conditions (6pe) and (6ph) are satis ed because of Koebe's distortion theorem.
We shall now recall from MU2] how to associate with any parabolic iterated function system S a canonical, in nite but hyperbolic, iterated function system S which essentially has the same limit set as S.
De nition 6.15. The system S is by de nition generated by the set of maps of the form i n j , where n 1, i 2 , i 6 = j, and the maps k , where k 2 I n . The corresponding alphabet fi n j : i 2 ; i 6 = j; n 1g (I n ) will be denoted by I .
The following fact has been proved in MPU] as Theorem 5.1.
Theorem 6.16. The system S is a (hyperbolic) conformal iterated function system in the sense of Section 1. Increasing X a little bit to X we may make condition (1.8) satis ed for the system S (but not S) and to keep condition (2.1) satis ed for S .
Note that J S = J S n f ! (x i ) : i 2 ; ! 2 I g. By (6pa), J S = J S = J S is a topological Cantor set. Since each nite (parabolic or hyperbolic) iterated function system is regular, the following is an immediate consequence of Corollary 5.8 from MU2].
Proposition 6.17. The hyperbolic system S is regular.
In view of Lemma 2.4 in MU2], every parabolic point lies on the boundary of X. It is easy to see that 0 i ( ) = 1 (i is the corresponding parabolic element of I) and the Taylor's series expansion of i at has the form i (z) = z + a(z ? ) p+1 + : : :
for some integer p 1. Changing the system of coordinates via the map 1 z? sending to 1, one can easily deduce that for every j 6 = i and for every n 1 diam( i n j (X )) dist i n+1 j (X ); i n j (X ) jj 0 i n j jj n ? p+1 p : (6. 3) It immediately follows from (6.3) that the assumptions of Theorem 3.1 are satis ed for the system S . Thus, we get the following. Theorem 6.18. If S is a parabolic iterated function system, then J S , the closure of the limit set J S , is uniformly perfect. Let = f i n j (J) : i 2 ; i 6 = j; n 1g f i (J) : i 2 I n g:
We shall prove the following. ?m( i n j (J)) log m( i n j (J)) < 1: where i is the parabolic xed point associated with the parabolic index i. Since J is uniformly perfect and is nite, there exists 0 < < 1 such that !(B( i ; r)) = O(r ). Therefore the last series in the above display converges, and consequently the Lyapunov exponent is nite. The proof is complete.
We would like to remark that another method of estimating the entropy for parabolic rational functions with Julia sets contained in the real line has been proposed in PV].
Combining now Proposition 6.17, Theorem 6.18 and Lemmas 6.19 and 6.20, as an immediate consequence of Theorem 5.4, we get the following.
Theorem 6.21. If S is a parabolic 1-dimensional iterated function system, then HD(!) < HD(J S ), where ! is the harmonic measure on J.
Recall from DU] that a rational function f : C I ! C I is said to be parabolic if the Julia set J(f) contains no critical points but it contains at least one rationally indi erent periodic (abbr. parabolic) point. If the Fatou set C I n J(f) is connected, then C I n J(f) is the basin of immediate attraction to a unique parabolic point a which, in fact, is a xed point of f. We shall prove the following.
Proposition 6.22. If f : C I ! C I is a parabolic rational function such that the Fatou set C I n J(f) is connected, then there exists a closed topological Jordan disk X Int(X) fag J(f) with a piecewise smooth boundary such that f ?1 (X) Int(X) fag and X is disjoint from the forward orbit of all critical points of f. The point a appearing here is a unique parabolic xed point of f.
Proof. Since C I n J(f) is connected, f has only one petal. By the Fatou's ower theorem there exists a closed topological disk B such that a 2 @B, @B is a Jordan curve smooth everywhere except at the point a, do not have to be contractions. Due to the Koebe distortion theorem, the observation that lim k!1 diam(f ?k d (X)) = 0, and a simple area argument, this can be however remedy by xing n large enough and considering the system S n consisting of all compositions of n mappings from the system S. Since J S = J(f) n S n 0 f ?n (fag), we nally obtain the following result as an immediate consequence of Theorem 6.21.
Theorem 6.23. If f : C I ! C I is a parabolic rational function such that the Fatou set C I nJ (f) is connected and the Julia set is contained in a real-analytic curve, then HD(!) < HD(J(f)), where ! is the harmonic measure on J(f)).
Remark that the maps f a;b (z) = z ? a + b z with big positive a and small real b provide examples of maps satisfying the assumptions of Theorem 6.23 which are not conjugate to Blaschke products, the case explored in PV]. We shall now turn our attention to the class of examples generated by continued fractions with restricted entries. So, we x I = fn i g i 1 , an in nite subset of positive integers represented as an increasing to in nity sequence of positive integers (if I is nite then our statement below become actually obvious modulo results of sections 1-4). We will assume that I has bounded gaps. More precisely, we assume that there exists a positive integer b 2 such that 2 n i+1 ? n i b (6.4) for all i 1. Consider the iterated function system S = S I = i (x) = 1 n i + x i 1 de ned on the closed disk X = B(1=2; 3=4). It is easy to see that S I (actually the system of compositions of su ciently long length) is a conformal system in the sense of Section 1, satisfying conditions (1.8) and (2.1) (this is the place where we need the left-hand side of inequality (6.4 and the above series is less than 1 for n 0 large enough. This takes care of properties (a) and (b) of our lemma. The properties (c) and (d) are obviously satis ed by the way our construction was carried out.
All the inverse branches described in part (c) of the previous lemma will be called admissible. Denote (6.7) Composing now appropriate branches of f ?n 0 and f ?kn 0 we get a collection of holomorphic branches f ?(k+1)n 0 mapping D n 0 into some Y i D n 0 . But we have the starting collectionF of (in nite) sequences of backward branches which are de ned on the whole disk D n 0 . This gives a subsetG F (k) n F (k+1) consisting of backward branches which are built as follows.
Each inverse branch f ?(k+1)n 0 de ned above is continued using all sequences of backward trajectories belonging toF . Moreover where the second inequality is a combined consequence of (6.7) and Proposition 4.1 from Zd2]; is independent of k. This gives (F (k+1) ) (1 ? )~ (F (k) ) and we are done.
Fix D to be an arbitrary closed disk with smooth boundary containing in its interior X( n 0 ) and contained in D n 0 . By Poincar e's recurrence theorem for~ a.e.x 2F there exists a least n(x) 1 such thatf ?n(x)n 0 (x) 2F. After removing a set of~ measure 0 fromF we may assume that this holds for everyx 2F. Denote by T the rst return map, i.e. T(x) =f ?n(x)n 0 (x). where for every n 2 Z Z, n :J ! J denotes the projection onto nth coordinate, i.e. n (fx j g j2Z Z ) = x n . By the de nition of the measure~ ?kn 0 F (k?1) n F (k) ~ F (k?1) n F (k) :
