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Let (M,g) be an n-dimensional (n  2) compact Riemannian manifold with or without
boundary where g denotes a Riemannian metric of class C∞ . This paper is concerned with
the study of the wave equation on (M,g) with locally distributed damping, described by
utt −gu + a(x)g(ut) = 0 on M × ]0,∞[, u = 0 on ∂M × ]0,∞[,
where ∂M represents the boundary of M and the last condition is dropped when M
is boundaryless. Let  > 0. We prove that there exist an open subset V ⊂ M and a
smooth function f : M → R such that meas(V )  meas(M) − , Hess f ≈ g on V and
infx∈V |∇ f (x)| > 0. This function f is used in order to prove that if a(x) a0 > 0 on an
open subset M∗ ⊂ M that contains M\V and if g is a monotonic increasing function such
that k|s| |g(s)| K |s| for all |s| 1, then uniform and optimal decay rates of the energy
hold. Therefore, given an arbitrary  > 0, uniform and optimal decay rates of the energy
hold if the damping is effective in a well-chosen open subset with volume less than .
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Let (M,g) be an n-dimensional (n  2) compact Riemannian manifold with smooth boundary ∂M or without boundary
where g denotes a Riemannian metric of class C∞ . For  > 0, we prove that there exist an open subset V ⊂ M and a smooth
function f : M → R such that meas(V )meas(M)−  , Hess f ≈ g on V and infx∈V |∇ f (x)| > 0.
We let ν denote the outward unit normal vector ﬁeld along the boundary ∂M . Further, we denote by ∇ the Levi-Civita
connection on M and by  the Laplace–Beltrami operator on M . A summary of the main Riemannian geometric notions
needed in this manuscript is provided in Section 4.1. This paper is devoted to the study of the uniform stabilization of
solutions of the following damped problem{utt −u + a(x)g(ut) = 0 in M × ]0,∞[,
u = 0 on ∂M × ]0,∞[,
u(x,0) = u0(x), ut(x,0) = u1(x) on M,
(1.1)
where a(x) a0 > 0 on an open proper subset M∗ ⊃ M\V of M . The condition u = 0 on ∂M × ]0,∞[ is dropped when M
does not have a boundary.
From now on we are assuming that the compact Riemannian manifold (M,g) can have a boundary ∂M or not.
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The subset M∗ ⊃ M\M01 is an open set that contains M\M01 and the damping is effective there.
When the damping term acts on the whole manifold, the problem has been studied by many authors, see [1,2,5] and
references therein. For the linear wave equation on compact manifolds and making use of a reﬁned microlocal analysis, we
can mention the works due to Rauch and Taylor [15], Bardos, Lebeau and Rauch [3], Hitrik [12], Bellassoued [4] and recently
Christianson [9]. For the nonlinear wave equation on compact manifolds with boundary, we cite the important work due to
Triggiani and Yao [18]. In what concerns the linear wave equation on compact surfaces (without boundary) supplemented by
a nonlinear and localized dissipation, this conjecture was studied, more recently, by the same authors of the present paper [6].
In this article the authors prove the above conjecture when the portion of M where the damping is effective is strategically
chosen. Setting M = M0 ∪ M1, where
M1 :=
{
x ∈ M; m(x) · ν(x) > 0} and M0 = M\M1,
m(x) := x−x0 (x0 ∈ R3 ﬁxed) and roughly speaking, the region which is not subjected to dissipative effects must be umbilical.
This is required since the authors employed the well-known multiplier given by the vector ﬁeld m(x) := x − x0, x0 ∈ Rn
arbitrary, but ﬁxed, taken out of M , according to Fig. 1.
Once the multiplier m(x) = x− x0 is not intrinsically connected with the manifold M they have to impose a restriction on
the part M0 (without damping), namely, M0 must be umbilical, or umbilical by parts.
At this point, we would like to mention the most recent work due to the same authors of the present article, namely [7],
who proved a sharp result, by reducing arbitrarily the region where the dissipative effect lies, but for the very particular case
when M ⊂ R3 is a smooth oriented embedded compact surface without boundary.
The main goal of the present manuscript is to generalize the previous result due to [7] treating the conjecture in a more
general setting, extending the result for n-dimensional compact Riemannian manifolds (M,g) with or without boundary. In
fact, the main merits and novelty of the paper is centered around geometric aspects and issues associated with it, like how
to obtain inverse inequalities for PDE with variable principal part. In other words: If a ≡ 0 and for T large enough, it can be
deduced, as a consequence of the proof, that there exists a constant C > 0 such that the following inequality holds
E(0) C
T∫
0
∫
M\V
[
u2t + |∇u|2
]
dM dt,
where E(t) is the energy associated to problem (1.1). This shows, roughly speaking that if u ≡ 0 in M\V then, indeed, u ≡ 0.
Finally, we would like to emphasize that the main issue in the present article is to handle the geometry. We would like to
emphasize the role of the function f mentioned above which construction will be clariﬁed during the proof. While in [7]
the authors were able to solve the problem in 2 − d, the techniques used there are not adequate to the present paper.
Multidimensionality of the tangent space makes a big difference so that different constructions are required.
We would like to observe that the proofs of [3,4,12,15], based on microlocal analysis, do not extend to the nonlinear
problem (1.1).
Our paper is organized as follows. Section 2 is concerned with the statement of the problem and the introduction of
some notation. Our main result is stated in Section 3. Section 4 is devoted to the proof of the main result.
2. Statement of problem
Let (M,g) be an n-dimensional compact Riemannian manifold. For  > 0 we prove that there exist an open sub-
set V  M\∂M and a smooth function f : M → R such that meas(V )  meas(M) −  , its Hessian ∇2 f ≈ g on V and
infx∈V |∇ f (x)| > 0.
In this paper, we investigate the stability properties of function u(x, t) which solves the following damped problem
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u = 0 on ∂M × ]0,∞[,
u(0) = u0, ut(0) = u1, x ∈ M,
(2.1)
where the feedback function g satisﬁes the following assumptions:
Assumption 2.1.
(i) g(s) is continuous and monotone increasing,
(ii) g(s)s> 0 for s = 0,
(iii) k|s| g(s) K |s| for |s| > 1,
where k and K are two positive constants.
In addition, to obtain the stabilization of problem (2.1), we shall need the following geometrical assumption:
Assumption 2.2. We assume that a ∈ L∞(M) is a nonnegative function such that
a(x) a0 > 0, a.e. on M∗, (2.2)
where M∗ is an open set of M that contains M\V .
In the sequel we deﬁne by Σ = M × ]0, T [ and we set
W :=
{
v ∈ H1(M);
∫
M
v(x)dM = 0, v|∂M = 0
}
,
which is a Hilbert space with the topology endowed by H1(M). A summary of the geometric tools needed, is presented
in Section 4.1, including Sobolev spaces on Riemannian manifolds. For details about this subject we refer to the reader to
Taylor’s book [17].
The condition
∫
M v(x)dM = 0 is required in order to guarantee the validity of the Poincaré inequality
‖h‖2L2(M)  (λ1)−1‖∇h‖2L2(M), for all h ∈ W , (2.3)
where λ1 is the ﬁrst eigenvalue of the Laplace–Beltrami operator.
Remark 2.1. It is convenient to observe that the space W may be not invariant under the ﬂow because of the nonlinear
character of the equation under consideration. In this case, it is suﬃcient to add an extra term αu (α > 0) in the equation
in order to control L2 norms. However, for simplicity in the computations, we shall omit this term since it does not bring
any additional diﬃculty or novelty.
Considering
U =
(
u
ut
)
,
we observe that the problem (2.1) can be written in the following form
dU
dt
+ AU = G(U ),
where
A =
(
0 −I
− 0
)
is a maximal monotone operator and G(·) represents a locally Lipschitz perturbation. So, making use of standard semigroup
arguments we have the following result:
Theorem 2.1.
(i) Under the conditions above, problem (2.1) is well posed in the space W × L2(M) i.e. for any initial data {u0,u1} ∈ W × L2(M),
there exists a unique weak solution of (2.1) in the class
u ∈ C(R+;W )∩ C1
(
R+; L2(M)
)
. (2.4)
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ut ∈ L2loc
(
R+; L2(M)
)
(2.5)
(consequently, g(ut) ∈ L2loc(R+; L2(M)) by Assumption 2.1).
Furthermore, if {u0,u1} ∈ {W ∩ H2(M)× W }, then the solution has the following regularity
u ∈ L∞(R+;W ∩ H2(M))∩ W 1,∞(R+;W )∩ W 2,∞(R+; L2(M)).
Remark 2.2. A weak or mild solution to problem (1.1), obtained by semigroup theory, is given by the integral equation
U (t) = S(t)U0 +
t∫
0
S(t − τ )GU (τ )dτ , U0 =
(
u0
u1
)
.
Supposing that u is the unique global weak solution of problem (2.1), we deﬁne the corresponding energy functional by
E(t) = 1
2
∫
M
[∣∣ut(x, t)∣∣2 + ∣∣∇u(x, t)∣∣2]dM. (2.6)
For every solution of (2.1) in the class (2.4) the following identity holds
E(t2)− E(t1) = −
t2∫
t1
∫
M
a(x)g(ut)ut dM dt, for all t2 > t1  0, (2.7)
and therefore the energy is a nonincreasing function of the time variable t .
3. Main result
Before stating our stability result, we will deﬁne some needed functions. For this purpose, we will follow the ideas ﬁrstly
introduced in Lasiecka and Tataru [13]. For the reader’s comprehension we present them here brieﬂy. Let h be a concave,
strictly increasing function, with h(0) = 0, and such that
h
(
sg(s)
)
 s2 + g2(s), for |s| 1. (3.1)
Note that such function can be straightforwardly constructed, given the hypotheses on g in Assumption 2.1. With this
function, we deﬁne
r(·) = h
( ·
meas(Σ)
)
, Σ := M × (0, T ). (3.2)
As r is monotone increasing, then cI + r is invertible for all c  0. For L a positive constant, we set
p(x) = (cI + r)−1(Lx), (3.3)
where the function p is easily seen to be positive, continuous and strictly increasing with p(0) = 0. Finally, let
q(x) = x− (I + p)−1(x). (3.4)
We can now proceed to state our stability result.
Theorem 3.1. Assume that Assumptions 2.1 and 2.2 hold. Let u be the weak solution of the problem (2.1). With the energy E(t) deﬁned
as in (2.6), there then exists a T0 > 0 such that
E(t) S
(
t
T0
− 1
)
, ∀t > T0, (3.5)
with limt→∞ S(t) = 0, where the contraction semigroup S(t) is the solution of the differential equation
d
dt
S(t)+ q(S(t))= 0, S(0) = E(0) (3.6)
(where q is as given in (3.4)). Here, the constant L (from Deﬁnition (3.3)) will depend on meas(Σ), and the constant c (from deﬁni-
tion (3.3)) is taken here to be c ≡ k−1+Kmeas(Σ)(1+‖a‖∞) .
Remark 3.1. From (3.5) we can derive some examples of explicit decay rates as stated in Cavalcanti, Domingos Cavalcanti
and Lasiecka [8].
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4.1. Preliminaries
The theory about differential calculus of tensor ﬁelds on Riemannian manifolds can be found in [16].
Let (M,g) be an n-dimensional, n  2, compact Riemannian manifold, with smooth boundary or without boundary,
with smooth metric g(·,·) = 〈·,·〉 and norm | · |. The tangent space of M at x is denoted by TxM . Fix a coordinate system
(x1, . . . , xn) and let (∂/∂x1, ∂/∂x2, . . . , ∂/∂xn) be the coordinate vector ﬁelds. If gij = 〈∂/∂xi, ∂/∂x j〉, we have that
g(X, Y ) = 〈X, Y 〉 =
n∑
i, j=1
gijαiβ j, X =
n∑
i=1
αi
∂
∂xi
, Y =
n∑
i=1
βi
∂
∂xi
∈ TxM, (4.1)
|X | = (g(X, X)) 12 . (4.2)
Let T ∗x M be the space of linear forms on TxM . The Riemannian metric induces natural isomorphism ι : TxM → T ∗x M
given by v → 〈v, ·〉. For v ∈ TxM we denote v := ι(v) and similarly for ϕ ∈ T ∗x M we denote ϕ := ι−1(ϕ). ι and ι−1 are
called musical isomorphisms.
Let Tm,sx M be the space of tensors of type (m, s) on TxM . If m = 0, then we simply denote T sxM := T 0,sx M . The musical
isomorphisms allow us to identify Tm,sx M and T
m+s
x M in the following way: Ψ ∈ Tm,sx M is identiﬁed with Ψ˜ ∈ Tm+sx M which
is deﬁned as
Ψ˜ (v1, . . . , vm, vm+1, . . . , vm+s) = Ψ
(
v1, . . . , v

m, vm+1, . . . , vm+s
)
.
Denote the tangent bundle of M by TM , the cotangent bundle of M by T ∗M and the tensor bundle of type (m, s) by
Tm,sM . Let ∇ denote the Levi-Civita connection of M . Consider a vector ﬁeld X on M . ∇X is a differential operator that
when operated on a Ck , k  1, tensor ﬁeld of type (m, s), it gives a Ck−1 tensor ﬁeld of type (m, s). If f is a C1 function
on M (tensor ﬁeld of type (0,0)), then ∇X f := df (X) = X( f ). If Y is another vector ﬁeld on M , then ∇X Y is the covariant
derivative of Y with respect to X . Other covariant derivatives are deﬁned in such a way that the “product rule” holds. If ϕ
is a one-form on M , then ∇Xϕ is deﬁned as
(∇Xϕ)(Y ) := X
(
ϕ(Y )
)− ϕ(∇X Y ).
It is not diﬃcult to prove that ∇Xϕ is well deﬁned, that is, if x ∈ M then [(∇Xϕ)(x)](Y ) depends only on Y (x). If Ψ is a
tensor ﬁeld of type (m, s) on M , ϕ1, . . . , ϕm are one-forms on M and X, Y1, . . . , Ys are vector ﬁelds on M , then ∇XΨ is
deﬁned as
(∇XΨ )(ϕ1, . . . , ϕm, Y1, . . . , Ys) := X
(
Ψ (ϕ1, . . . , ϕm, Y1, . . . , Ys)
)−Ψ (∇Xϕ1, . . . , ϕm, Y1, . . . , Ys)
−Ψ (ϕ1,∇Xϕ2, . . . , ϕm, Y1, . . . , Ys)− · · · −Ψ (ϕ1, . . . ,∇Xϕm, Y1, . . . , Ys)
−Ψ (ϕ1, . . . , ϕm,∇X Y1, . . . , Ys)− · · · −Ψ (ϕ1, . . . , ϕm, Y1, . . . ,∇X Ys).
Likewise, it is not diﬃcult to prove that (∇XΨ )(x) : Tm,sx M → Tm,sx M is well deﬁned.
Let Ψ , Ψ1 and Ψ2 be tensor ﬁelds of type (m, s) on M , c ∈ R and X a vector ﬁeld on M . Then covariant derivative has
the following properties:
(1) ∇X (cΨ1 +Ψ2) = c∇XΨ1 + ∇XΨ2.
(2) ∇X (T1 ⊗ T2) = (∇X T1)⊗ T2 + T1 ⊗ (∇X T2),
where ⊗ denotes the tensor product.
∇ is also a differential operator that operates on Ck , k 1, tensor ﬁelds of type (m, s) on M and gives as a result a Ck−1
tensor ﬁeld of type (m, s+ 1). If Ψ is a tensor ﬁeld of type (m, s) on M , then ∇Ψ is called the covariant differential of Ψ and
it is deﬁned as
(∇Ψ )(ϕ1, . . . , ϕm, X, Y1, . . . , Ys) = (∇XΨ )(ϕ1, . . . , ϕm, Y1, . . . , Ys),
where ϕ1, . . . , ϕm are one-forms on M and X, Y1, . . . , Ys are vector ﬁelds on M . It is not diﬃcult to see that ∇Ψ is a
well-deﬁned tensor ﬁeld of type (m, s + 1).
Let Ψ be a tensor ﬁeld of type (0, s) on M . The divergence divΨ of Ψ is a tensor ﬁeld of type (0, s − 1) deﬁned as
(divΨ )(v2, . . . , vs)(x) :=
n∑
i=1
(∇wiΨ )(wi, v2, . . . , vs)(x),
where x ∈ M and (w1, . . . ,wn) is an orthonormal basis of TxM .
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as
∇ f (X) = ∇X f = X( f ) = df (X) =
〈
(∇ f ), X 〉.
The usual gradient of f can be identiﬁed with ∇ f because (∇ f ) = grad f . In what follows, we denote the gradient of f
by ∇ f if there is no possibilities of misunderstandings.
Another important tensor ﬁeld is the Hessian of a C2 function on M . It is deﬁned as ∇2 f := ∇(∇ f ). It is well known
that ∇2 f is a symmetric tensor ﬁeld of type (0,2) on M . Notice that
∇2 f (X, Y ) = 〈∇Y (∇ f ), X 〉, for all X, Y ∈ Mx, x ∈ M. (4.3)
The divergent of a vector ﬁeld Y is deﬁned as div X := div X . If x ∈ M and {w1, . . . ,wn} is an orthonormal basis of TxM ,
then
div X = 〈∇wi X,wi〉. (4.4)
If f is a C1 function deﬁned on M , then
div( f X) = f div X + X( f ). (4.5)
The Laplacian  f of a C2 function f on M is deﬁned as
 f = div∇ f . (4.6)
 is the Laplace–Beltrami operator.
If H , X , Y are vector ﬁelds on M , then
∇H(X, Y ) := ∇H(X, Y ) = 〈∇X H, Y 〉, for all X, Y ∈ TxM, x ∈ M. (4.7)
For any function f and vector ﬁeld H on M , the following identity holds on each x ∈ M (see [14, p. 22])〈∇ f ,∇(H( f ))〉= ∇H(∇ f ,∇ f )+ 1
2
[
div
(|∇ f |2H)− |∇ f |2 div H]. (4.8)
In what follows we shall denote by χ(M) the set of all smooth vector ﬁelds on M . Analogously, we will denote by Ek(M)
the set of all smooth tensor ﬁelds of type (0,k).
For each x ∈ M , T kxM is an inner product space deﬁned as follows. Let {e1, . . . , en} be an orthonormal basis of TxM . For
any α,β ∈ T kxM , x ∈ M , the inner product is given by
〈α,β〉T kx M =
n∑
i1,...,ik=1
α(ei1 , . . . , eik )β(ei1 , . . . , eik ). (4.9)
In particular, for k = 1, we have 〈α,β〉T 1x M = g(α,β) for all α,β ∈ T 1x M .
In view of (4.9), Ek(M) are inner product spaces endowed with the following inner product
〈T1, T2〉Ek(M) =
∫
M
〈T1, T2〉T kx M dM, T1, T2 ∈ Ek(M), (4.10)
where dM is the volume element of M in the metric g. We denote by L2(M, Ek(M)) the completion of Ek(M) in the inner
product given by (4.10). In addition, L2(M) is the completion of C∞(M) with the usual inner product
( f1, f2)L2(M) =
∫
M
f1(x) f2(x)dx, f1, f2 ∈ C∞(M). (4.11)
The Sobolev space Hk(M) is the completion of C∞(M) with respect to the norm ‖ · ‖,
‖ f ‖2
Hk(M)
=
k∑
i=1
∥∥∇ i f ∥∥2L2(M,Ei (M)) + ‖ f ‖2L2(M), f ∈ C∞, (4.12)
where ∇ i f is the ith covariant differential of f in the metric g and ‖ · ‖L2(M,Ei (M)) are the corresponding norms, induced
by the inner products (4.9) and (4.10). For details on Sobolev spaces on Riemannian manifold, we refer to the reader to
Taylor [17].
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Remark 4.1. In order to simplify the notation, we denote the L2-norm, without distinguishing whether the argument of the
norm is a function or tensor ﬁeld of type (0,k).
We collect below few formulas to be invoked in the sequel (see [17]).
Divergence or Gauss Theorem. If X ∈ H1(M,χ(M)) and ν is the outward normal vector ﬁeld to ∂M, then∫
M
div X dM =
∫
∂M
〈X, ν〉d∂M. (4.13)
Green’s Theorem 1. If H ∈ H1(M,χ(M)) and q ∈ H1(M) then∫
M
(div H)qdM = −
∫
M
〈H,∇q〉dM +
∫
∂M
(〈H, ν〉)qd∂M. (4.14)
Green’s Theorem 2. If f ∈ H2(M) and q ∈ H1(M), then∫
M
( f )qdM = −
∫
M
〈∇ f ,∇q〉dM +
∫
∂M
(∂ν f )qd∂M (4.15)
(see Fig. 2).
4.2. An identity
From now on and in order to obtain the decay rate estimate given in (3.5) we will work with regular solutions of
problem (2.1). So, by using standard arguments of density the same decay rate estimate remains true for weak solutions.
We begin by proving the following proposition:
Proposition 4.2.1. Let (M,g) be an n-dimensional compact manifold and H a vector ﬁeld of class C1. Then, for every regular solution
u of (1.1) we have the following identity
[∫
M
ut〈H,∇u〉dM
]T
0
+ 1
2
T∫
0
∫
M
(div H)
{|ut |2 − |∇u|2}dM dt + T∫
0
∫
M
∇H(∇u,∇u)dM dt +
T∫
0
∫
M
a(x)g(ut)〈H,∇u〉dM dt
=
T∫
0
∫
∂M
∂νu〈H,∇u〉d∂Mdt + 1
2
T∫
0
∫
∂M
〈H, ν〉[u2t − |∇u|2]d∂Mdt. (4.16)
Proof. Multiplying Eq. (1.1) by the multiplier H(u) = 〈∇u, H〉 and integrating on M × ]0, T [, we obtain
0 =
T∫
0
∫
M
(
utt −u + a(x)g(ut)
)〈H,∇u〉dM dt. (4.17)
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we obtain
T∫
0
∫
M
(−u)〈H,∇u〉dM dt
=
T∫
0
∫
M
〈∇u,∇(〈H,∇u〉)〉dM dt − T∫
0
∫
∂M
∂νu〈H,∇u〉d∂Mdt
=
T∫
0
∫
M
∇H(∇u,∇u)dM dt +
T∫
0
∫
M
[
1
2
div
(|∇u|2H)− 1
2
div H|∇u|2
]
dM dt −
T∫
0
∫
∂M
∂νu〈H,∇u〉d∂Mdt
=
T∫
0
∫
M
∇H(∇u,∇u)dM dt +
T∫
0
∫
M
1
2
〈
H,∇[|∇u|2]〉dM dt − T∫
0
∫
∂M
∂νu〈H,∇u〉d∂Mdt
=
T∫
0
∫
M
∇H(∇u,∇u)dM dt − 1
2
T∫
0
∫
M
div H|∇u|2 dM dt
−
T∫
0
∫
∂M
∂νu〈H,∇u〉d∂Mdt + 1
2
T∫
0
∫
∂M
〈H, ν〉|∇u|2 d∂Mdt (4.18)
and, integrating by parts and considering (4.5) and (4.14), we obtain
T∫
0
∫
M
(
utt + a(x)g(ut)
)〈H,∇u〉dM dt
=
[∫
M
ut〈H,∇u〉
]T
0
−
T∫
0
∫
M
ut〈H,∇ut〉dM dt +
T∫
0
∫
M
a(x)g(ut)〈H,∇u〉dM dt
=
[∫
M
ut〈H,∇u〉
]T
0
− 1
2
T∫
0
∫
M
〈
H,∇(u2t )〉dM dt + T∫
0
∫
M
a(x)g(ut)〈H,∇u〉dM dt
=
[∫
M
ut〈H,∇u〉
]T
0
+ 1
2
T∫
0
∫
M
(div H)u2t dM dt
+
T∫
0
∫
M
a(x)g(ut)〈H,∇u〉dM dt − 1
2
T∫
0
∫
∂M
〈H, ν〉(ut)2 d∂Mdt. (4.19)
Combining (4.17)–(4.19), we deduce (4.16), which concludes the proof of Proposition 4.2.1. 
Employing (4.16) with H = ∇ f where f : M → R is a C3 function to be determined later, from (4.7) and (4.3), we infer
[∫
M
ut〈∇ f ,∇u〉dM
]T
0
+ 1
2
T∫
0
∫
M
 f
{
u2t − |∇u|2
}
dM dt +
T∫
0
∫
M
∇2 f (∇u,∇u)dM dt +
T∫
0
∫
M
a(x)g(ut)〈∇ f ,∇u〉dM dt
=
T∫
0
∫
∂M
∂νu〈∇ f ,∇u〉d∂Mdt + 1
2
T∫
0
∫
∂M
〈∇ f , ν〉︸ ︷︷ ︸
=∂ν f
[
u2t − |∇u|2
]
d∂Mdt. (4.20)
We have the following identity:
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[∫
M
utξu dM
]T
0
=
T∫
0
∫
M
ξu2t dM dt −
T∫
0
∫
M
ξ |∇u|2 dM dt −
T∫
0
∫
M
〈∇u,∇ξ〉u dM dt
−
T∫
0
∫
M
a(x)g(ut)ξu dM dt +
T∫
0
∫
∂M
∂νuξu d∂Mdt. (4.21)
Proof. Multiplying the ﬁrst equation of (1.1) by ξu and integrating by parts we obtain the desired identity. 
Substituting ξ = α > 0 in (4.21) and combining the obtained result with identity (4.20), we deduce
T∫
0
∫
M
(
 f
2
− α
)
u2t dM dt +
T∫
0
∫
M
[
∇2 f (∇u,∇u)+
(
α −  f
2
)
|∇u|2
]
dM dt
= −
[∫
M
ut〈∇ f ,∇u〉dM
]T
0
− α
[∫
M
utu dM
]T
0
− α
T∫
0
∫
M
a(x)g(ut)u dM dt −
T∫
0
∫
M
a(x)g(ut)〈∇ f ,∇u〉dM dt
+
T∫
0
∫
∂M
∂νu〈∇ f ,∇u〉d∂Mdt + 1
2
T∫
0
∫
∂M
〈∇ f , ν〉[u2t − |∇u|2]d∂Mdt + α T∫
0
∫
∂M
∂νu u︸︷︷︸
=0
d∂Mdt. (4.22)
We observe that since we are working with regular solutions, then ut = 0 on ∂M .
Remark 4.2. This is the precise moment where the properties of the function f will play an important role. Note that
everything we need is to ﬁnd a subset V  M\∂M such that
C
T∫
0
∫
V
[
u2t + |∇u|2
]
dM dt 
T∫
0
∫
V
(
 f
2
− α
)
u2t dM dt +
T∫
0
∫
V
[
∇2 f (∇u,∇u)+
(
α −  f
2
)
|∇u|2
]
dM dt, (4.23)
for some positive constants C and α and a smooth function f on M such that ∇ f |∂M = 0. Assuming, for a moment,
that (4.23) holds, then (4.22) yields
2C
T∫
0
E(t)dt  C∗
T∫
0
∫
M\V
[
u2t + |∇u|2
]
dM dt +
∣∣∣∣[∫
M
ut〈∇ f ,∇u〉dM
]T
0
∣∣∣∣+ α∣∣∣∣[∫
M
utu dM
]T
0
∣∣∣∣
+
∣∣∣∣∣α
T∫
0
∫
M
a(x)g(ut)u dM dt
∣∣∣∣∣+
∣∣∣∣∣
T∫
0
∫
M
a(x)g(ut)〈∇ f ,∇u〉dM dt
∣∣∣∣∣, (4.24)
where C∗ = C∗(C, supx∈M |Hess( f (x))|, supx∈M | f (x)|,α).
The next sections are devoted to the construction of a function f as well as a subset V of M such that the inequality
(4.23) holds. This will be done in a compact Riemannian manifold (with smooth boundary or without boundary) with
Riemannian metric g of class C2.
4.3. Construction of a function such that infx |∇ f (x)| > 0 and ∇2 f ≈ g locally
The construction of such a function can be found in [7]. We reproduce it here for the sake of completeness.
Let Mn be a compact n-dimensional Riemannian manifold (without boundary) with Riemannian metric g of class C2.
Let ∇ denote the Levi-Civita connection. Fix p ∈ M . Our aim is to construct a function f : V p → R such that ∇2 f ≈ g and
infx∈V p |∇ f | > 0, where V p is a neighborhood of p.
We begin with an orthonormal basis (e1, . . . , en) of T pM . Put a normal coordinate system (x1, . . . , xn) in a neighborhood
V˜ p of p such that ∂/∂xi(p) = ei(p) for every i = 1, . . . ,n. It is well known that in this coordinate system we have that
Γ ki j (p) = 0, where Γ ki j are the Christoffel symbols with respect to (x1, . . . , xn) (see, for instance, [10]).
The Hessian with respect to (x1, . . . , xn) is given by
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(
∂
∂xi
,
∂
∂x j
)
= ∂
2 f
∂xi∂x j
−
n∑
k=1
Γ ki j
∂ f
∂xk
.
The Laplacian of f is the trace of the Hessian with respect to the metric g. If gi j denote the components of the Rieman-
nian metric with respect to (x1, . . . , xn) and gi j are the components of the inverse matrix of gi j , then the Laplacian of f is
given by
 f =
∑
i, j
gi j∇2 f
(
∂
∂xi
,
∂
∂x j
)
.
Consider the function f : V˜ p → R deﬁned by
f (x) = x1 + 1
2
n∑
i=1
x2i .
It is immediate that  f (p) = n and |∇ f (p)| = 1. Moreover ∇2 f (p) = g(p), what implies that
∇2 f (p)(v, v) = |v|2p .
We are interested in ﬁnding a neighborhood V p ⊂ V˜ p of p and a strictly positive constant C such that
C
T∫
0
∫
V p
(|∇u|2 + u2t )dM dt  T∫
0
∫
V p
[
∇2 f (∇u,∇u)+
(
α −  f
2
)
|∇u|2 +
(
 f
2
− α
)
u2t
]
dM dt (4.25)
for some α ∈ R. We claim that if we consider α = n2 − 12 and C = 1/4 we obtain the desired inequality, what this means is
that it is enough to prove that there exist V p ⊂ V˜ p verifying
T∫
0
∫
V p
∇2 f (∇u,∇u) +
(
n
2
− 3
4
−  f
2
)
|∇u|2 dM dt  0 (4.26)
and
T∫
0
∫
V p
(
 f
2
− n
2
+ 1
4
)
u2t dM dt  0. (4.27)
In order to prove the existence of a subset V p ⊂ V˜ p where (4.26) holds, let θ1 be the smooth ﬁeld of symmetric bilinear
form on V˜ p deﬁned as
θ1(X, Y ) = ∇2 f (X, Y )+
(
n
2
− 3
4
−  f
2
)
g(X, Y ),
where X and Y are vector ﬁelds on V˜ p . It is clearly a positive deﬁnite bilinear form on p since ∇2 f (p)(X, Y ) = g(p)(X, Y )
and
θ1(p)(X, Y ) = 1
4
g(p)(X, Y ).
Therefore, there exists a neighborhood V̂ p such that θ1 is positive deﬁnite and
T∫
0
∫
V̂ p
∇2 f (∇u,∇u) +
(
n
2
− 3
4
−  f
2
)
|∇u|2 dM dt  0.
To prove the existence of V˘ p ⊂ V˜ p such that (4.27) holds is easier. It is enough to notice that at p we have that(
 f (p)
2
− n
2
+ 1
4
)
= 1
4
and the existence of V˘ p ⊂ V˜ p such that (4.27) holds is immediate. Furthermore we can eventually choose a smaller V p such
that infx∈V p |∇ f (x)| > 0. Therefore the existence of V p ⊂ V˜ p such that infx∈V p |∇ f (x)| > 0 and (4.25) holds is settled.
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Let V ⊂ M\∂M be an open set. In what follows, V¯ denotes the closure of V and ∂V denotes the boundary of V . When
V¯ ⊂ W is compact, we say that V is compactly contained in W and we denote this relationship by V W .
The following lemma is classical and can be found in [19] (see the proof of Lemma 1.9 there).
Lemma 4.1. Let X be a topological space which is locally compact, Hausdorff and has countable basis. Then there exists an increasing
sequence of open sets (Ui)i∈N such that:
(1) X =⋃∞i=1 Ui .
(2) U¯ i ⊂ Ui+1.
(3) U¯ i is compact.
The main aim of this section is to prove the following theorem:
Theorem 4.2. Let (Mn,g) be a compact n-dimensional Riemannian manifold, eventually with boundary. Fix  > 0. Then there exist a
smooth function f : M → R such that inequality (4.23) holds with α = n2 − 12 and C = 14 in an open subset V  M\∂M with smooth
boundary and vol(V ) vol(M)−  . Moreover infx∈V |∇ f (x)| > 0 and f is zero in a neighborhood of ∂M.
Before proving this theorem, we introduce some necessary results. Given a compact Riemannian manifold M , eventually
with boundary, the injectivity radius inj(U ) of a subset U  M is given by infx∈U inj(x), where inj(x) is the injectivity radius
of x in M . If M is a Riemannian manifold with boundary, the injectivity radius of a subset U  M\∂M can be deﬁned
analogously.
Let U  M\∂M be an open subset. We want to deﬁne a molliﬁer smoothing fε : U → R of a locally summable function
f : M → R. The bump function η : U → R is deﬁned similarly as in Euclidean case:
η̂(x, y, ε) =
{
exp
( 1
(
dist(x,y)
ε )
2−1
)
if dist(x, y) < ε < inj(U ),
0 if dist(x, y) ε.
The function η̂ is clearly C∞ . We normalize η̂ and get
η(x, y, ε) = η̂(x, y, ε)∫
M η̂(x, y, ε)dM(y)
.
Notice that η is also smooth. We deﬁne the molliﬁer smoothing fε : U → R by
fε(x) =
∫
M
η(x, y, ε) f (y)dM. (4.28)
Lemma 4.3. Let f : M → R be a locally summable function, U  M be an open subset and ε < inj(U ) be a strictly positive number.
Then the molliﬁer smoothing fε : U → R deﬁned by (4.28) is a smooth function.
Proof. The theorem holds because a Riemannian manifold behaves like Euclidean domains inside the injectivity radius. For
the complete proof, see [11]. 
Lemma 4.4. Let M be a compact Riemannian manifold (eventually with boundary) and consider two subsets A and B such that
dist(A, B) > 0 and dist(A, ∂M) > 0. Then there exist open subsets O A  A and O B  B with smooth boundaries such that
dist(O A, O B) > 0. Moreover there exists a smooth (cut-off ) function ρ : M → R such that ρ|O A ≡ 1, ρ|O B ≡ 0 and ρ(M) ⊂ [0,1].
Proof. First of all, we can replace B by B ∪ ∂M if ∂M ⊂ B . Set d := dist(A, B)/3 > 0, Ad := {x ∈ M;dist(x, A)  d} and
Bd := {x ∈ M;dist(x, B) d}. Notice that ρ̂ : M → R deﬁned by
ρ̂(x) =
d(x,Bd)−d(x,Ad)
d(x,Bd)+d(x,Ad) + 1
2
is continuous, ρ̂(x) = 1 if x ∈ Ad , ρ̂(x) = 0 if x ∈ Bd and ρ̂(M) ⊂ [0,1].
Set Md/2 = {x ∈ M;dist(x, ∂M) > d/2}. Let ε > 0 such that ε < min{d/2, inj(Md/2)}. Consider the molliﬁer smoothing
ρ̂ε : Md/2 → R of ρ̂ , which is a smooth function. Moreover ρ̂ε(x) = 0 in x ∈ Md/2 − Md′/2 for d′ > d suﬃciently close to d.
Therefore, if we deﬁne ρε : M → R as
ρε(x) =
{
ρ̂ε(x) if x ∈ Md/2;
0 if x /∈ Md/2,
then ρε will be smooth, ρε|A ≡ 1, ρε|B ≡ 0 and ρε(M) = [0,1].
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regular values s1 and s2 such that 0 < s1 < s2 < 1. We also know that the inverse image of a regular value is a smooth
embedded hypersurface of M (in our case it is compact and without boundary). Therefore O A := ρε−1((s2,1]) and O B :=
ρε
−1([0, s1)) satisﬁes the requirements of the theorem.
It remains to prove the existence of a smooth (cut-off) function ρ . Let λ < dist(O A, O B) be a positive number such
that (∂O A)λ := {x ∈ M;dist(x, ∂O A) < λ} is a tubular neighborhood of ∂O A ⊂ M . Consider a non-increasing smooth function
α : R → R given by
{
α(s) = 1 if s 1/3;
α(s) = 0 if s 2/3;
α(s) ∈ [0,1] if s ∈ [1/3,2/3].
Set αλ(s) := α(s/λ). Deﬁne
ρ(x) =
⎧⎨⎩
1 if x ∈ O A;
0 if x ∈ M − (O A ∪ (∂O A)λ);
αλ
(
dist(x, O A)
)
otherwise.
Then ρ is in fact a smooth (cut-off) function satisfying the stated properties. 
Lemma 4.5. The set O A constructed in Lemma 4.4 has a ﬁnite number of components and the closure of each component is a Rieman-
nian manifold with smooth boundary.
Proof. Denote the set of the components of O A by {Oλ}λ∈Λ . Choose a point xλ from the boundary of the connected
component Oλ of O A . The set {xλ, λ ∈ Λ} does not have an accumulation point because the boundary of O A is the inverse
image of a regular point. Then {xλ, λ ∈ Λ} is a ﬁnite set. Therefore O A has a ﬁnite number of components and the closure
of each component is a Riemannian manifold with smooth boundary. 
Now we prove the main theorem of this section:
Proof of Theorem 4.2. For every p, ﬁnd a connected neighborhood Ŵ p with smooth boundary and a function f p : Ŵ p → R
such that infx∈Wp |∇ f p(x)| > 0 and (4.23) holds with α = n2 − 12 and C = 14 . Using the compactness of M , we can choose a
ﬁnite covering {Ŵ i}ki=1 of M . Denote the respective functions by f i : Ŵ i → R, i = 1, . . . ,k.
Denote B =⋃ki=1 ∂Ŵ i ∪ ∂M . Notice that M − B is an open subset of M . Denote by W1 the set of points of M − B which
are in Ŵ1. For i = 2, . . . ,k, denote by Wi the set of points of M − B which are in Ŵ i −⋃i−1l=1 Ŵl . Observe that we have the
disjoint union M − B =⋃ki=1 Wi . Moreover, without loss of generality, we can suppose that Wi = ∅, i = 1, . . . ,k. We claim
that Wi , i = 1, . . . ,k, are open subsets of M: In fact, M − B is an open subset and it can be written as a countable union
of connected components. Each connected component is either completely contained in Ŵ i or it does not intercept Ŵ i .
Therefore each Wi is a union of connected components of M − B . For the sake of simplicity, we keep writing f i : Wi → R
instead of f i |Wi .
Fix i ∈ {1, . . . ,k}. Using Lemma 4.1, we can ﬁnd an open set V̂ i  Wi such that Vol(Wi − V̂ i) < /k. Notice that
dist(V̂ i, B) = di > 0 due to the compactness of B and V̂ i . Using Theorem 4.4 there exist open subsets Vi  V̂ i and
Ui  M − Wi with smooth boundaries and a smooth (cut-off) function ρi : M → R such that ρi |Vi ≡ 1, ρi |Ui ≡ 0 and
ρi(M) ⊂ [0,1].
Now set ρ =∑ki=1 ρi and V =⋃ki=1 Vi . We can see that
(1) Vol(M)− Vol(V ) =∑ki=1 Vol(Wi − Vi)∑ki=1 Vol(Wi − V̂ i) <  what implies that Vol(V ) > Vol(M)− ;
(2) ρ|V ≡ 1;
(3) ρ ≡ 0 in a neighborhood of B .
Now we are in position to construct f . Deﬁne
f (x) =
{
f i(x)ρ(x) if x ∈ Wi;
0 if x ∈ B.
Using the properties of ρ stated above and Lemma 4.5, it is not diﬃcult to see that f satisﬁes all the required conditions,
what settles the theorem. 
M.M. Cavalcanti et al. / J. Math. Anal. Appl. 351 (2009) 661–674 673Fig. 3. The demarcated region M\V (in black) illustrates the damped region on the compact manifold M with boundary ∂M , which can be considered as
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Fig. 4. The marked region in black illustrates where the dissipative effect lies and can be considered as small as possible. The white region is arbitrarily
large, does not contain dissipative effects and contains a piece of a region Ω which is totally free of dissipation. What kind of region Ω can be free of
dissipative mechanism?
Denoting
χ =
[∫
M
ut〈∇ f ,∇u〉dM
]T
0
+ α
[∫
M
utu dM
]T
0
, R := max
x∈M
∣∣∇ f (x)∣∣,
and after some standard computations from (4.24) yields
T∫
0
E(t)dt  |χ | + C1
T∫
0
∫
M
a(x)
(
g(ut)
)2
dM dt + C1
T∫
0
∫
M\V
[|∇u|2 + a(x)u2t ]dM dt
where C1 := C1{C,‖a‖L∞(M), λ−11 , R,a−10 ,n}. It remains to estimate the quantity
∫ T
0
∫
M\V |∇u|2 dM dt in terms of the damp-
ing term
∫ T
0
∫
M [a(x)|g(ut)|2 + a(x)u2t ]dM dt and after that, to employ Lasiecka and Tataru’s method [13]. The main idea
behind this is to consider the dissipative area, namely, M∗ , containing the set M\V as stated in (2.2). It is important to
observe that M∗ is as small as big V can be. For this purpose we have to built a “cut-off” function ηε on a speciﬁc neigh-
borhood of M\V . Since this is a standard procedure, whose proof can be found verbatim in the references [6] and [7], this
will be omitted.
5. Conclusion
Consider problem (1.1). This paper’s main result states that given an arbitrary  > 0, we can choose an open set which
volume is less than  in such a way that if the damping is effective there, then the solution of (1.1) has uniform and optimal
decay rates of the energy (see Fig. 3).
Although this result is sharp with respect to the volume where the damping acts, we do not have any control about the
regions that can be left free of damping. The connected components of V can be extremely small. In the other direction, [6]
states that some umbilical domains of surfaces in R3 can be left free of damping.
Therefore the next step is to combine the ideas of the present work and [6] and try to put the damping in an arbitrarily
small domain, but in such a way that domains with interesting properties can be left free of damping, as considered in Fig. 4.
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