Abstract. In this study, a Regional Flood Frequency Analysis (RFFA) was applied to 33 stream gauging stations in the Eastern Black Sea Basin, Turkey. Homogeneity of the region was determined by discordancy (D i ) and heterogeneity measures (H i ) based on L-moments. Generalized extreme-value, lognormal, Pearson type III, and generalized logistic distributions were tted to the ood data of the homogeneous region. Based on the appropriate distribution for the region, ood quantiles were estimated for return periods of T = 5; 10; 25; 50; 100, and 500 years. A non-linear regression model was then developed to determine the relationship between ood discharges and meteorological and hydrological characteristics of the catchment. In order to compare regression analysis with other models, Arti cial Bee Colony algorithm (ABC) and Teaching-Learning Based Optimization (TLBO) models were developed. The equations were obtained using the ABC and TLBO algorithms to estimate ood discharges for di erent return periods. The analysis showed that the TLBO and ABC results were superior to the regression analysis. Error values indicated that the TLBO method yielded better results for the estimation of ood quantiles for di erent independent variables.
Introduction
Reliable estimation of ood discharges has great importance in the planning, design, and management of hydraulic structures. Regional Flood Frequency Analysis (RFFA) enables estimation of ood magnitudes in di erent return periods at any stream location where stream ow data are quite limited or completely absent. Thus, RFFA is frequently used to obtain design ood estimates.
Identi cation of homogeneous regions, selection of appropriate regional frequency distribution, and estimation of ood quantiles at sites of interest are the basic concepts of RFFA. Many RFFA methods have been developed up to now. Some of the most commonly adopted RFFA methods in practice include (i) the rational method, (ii) index ood procedures with probability weighted moments and L-moments, and (iii) regression and arti cial intelligence based methods [1] . As an example of rational method, Jiapeng et al. [2] proposed formulas that are modi cations of the traditional rational formula and able to calculate the ood design peak discharges. The use of the index ood procedure started with Wallis [3] , who used it in conjunction with probability weighted moments and the Wakeby (WAK) distribution as a method of estimating quantiles in the frequency distribution. Probability weighted moments were found to perform well for other distributions, but were hard to interpret [4] . Hosking [5] found that certain linear combinations of probability weighted moments, which he called the \L-moments", have some theoretical advantages over conventional moments of being able to characterize wider range of distributions.
So far, a variety of L-moments based methods have been extensively investigated in RFFA across the world to obtain more reliable estimates. Rao et al. [6] analyzed maximum ow data from 93 sites in the Wabash River, USA, using L-moments, and concluded that Generalized-Extreme Value (GEV) distribution appeared to be more robust to the region. Parida et al. [7] performed a regional ood frequency analysis on Mahi-Sabarmati basin in India using the L-moments and index ood procedure. They modeled oods in the region using the Lognormal (LN) distribution as the appropriate distribution. Adamowski [8] studied probability density functions for oods in the Provinces of Ontario and Quebec, Canada. In Turkey, Haktanir [9] , Sorman and Okur [10] , Atiem and Harmancioglu [11] , Saf [12] , and Bayazit and Onoz [13] carried out Lmoments based RFFA. In recent years, Seckin et al. (2011) showed that GEV and WAK distributions, whose parameters are computed by the L-moments method, are adequate in predicting quantile estimates in Turkey. Seckin et al. [14] then enhanced their Lmoments based study with arti cial intelligence techniques to predict ood peaks of various return periods at ungauged sites in that basin in Turkey. It was concluded that the Multi-Layer Perceptrons (MLP) model is observed to ensure estimates close to the L-moments approach. Aydogan et al. [15] applied a RFFA to Coruh Basin by L-moments method in Turkey. They estimated ood quantiles and compared them with those estimated previously by an at-site frequency analysis (Gumbel distribution) on the basin master plan for four large dams in the Coruh Basin. Frat et al. [16] also calculated ood discharges for Turkey using distribution function parameters and observed higher error values with the increase of recurrence period.
The spatial variations in ow statistics are closely related with the variations in regional physiographical and meteorological factors. Quantile Regression (QR) models are often used to make estimates of ow statistics for ungauged sites and their relationships between catchment properties [17, 18] . Ouarda et al. [19] applied the Canonical Correlation Analysis (CCA) technique to a dataset of 106 stations from the province of Ontario, Canada, and presented its usefulness in RFFA. Jingyi and Hall [20] performed Residuals method, Ward's cluster method, the fuzzy c-means method, and Kohonen neural network on 86 sites in the Gan River Basin and the Ming River Basin in China to identify homogeneous regions based on site characteristics; they also examined the discordancy and homogeneity of the groups by L-moments of the distribution of annual oods. Reis et al. [21] introduced a Bayesian analysis of the Generalized Least Squares (GLS) model, which provides measures of the model error variance that are more accurate. Many studies with regression-based techniques [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] have been used to describe quantitative relationships between independent and dependent variables.
As an alternative to these methods, arti cial intelligence methods can be applied to RFFA by combining several methods [32] . Dawson et al. [33] used Arti cial Neural Networks (ANN) model for RFFA, and concluded that ANN provided more accurate ood quantile estimates than the traditional regression techniques. Shu and Ouarda [34] integrated CCA and ANN for ood quantile estimation at ungauged sites in Quebec, Canada. They concluded that the proposed CCA-based ANN models presented better performance than the original ANN models. Shu and Ouarda [35] provided a general framework named as Adaptive Neuro-Fuzzy Inference System (ANFIS) with combining two techniques, i.e. ANN and fuzzy systems. Their study revealed that the ANFIS model provided an integrated mechanism for identifying the hydrological regions and ood estimates with nonlinear modeling capability. Aziz et al. [36] compared the performances of the ANN-based RFFA model with classical regression techniques, and indicated that ANN presented the best performing RFFA model. Seckin et al. [14] applied ANN models to compare them with multiple regression ones. They found that the performance of the ANN-MLP model is superior to the others.
With the increase in the application of arti cial intelligence techniques in hydrology, optimization techniques have also been frequently used in this area in recent years. Chau [37] used Particle Swarm Optimization training algorithm (PSO) to predict water levels in Shing Mun River of Hong Kong with di erent lead times based on the upstream gauging stations or stage/time history at the speci c station. It was shown that the PSO technique could act as an alternative training algorithm for ANNs. Jiong-feng and Wanchang [38] applied Genetic Algorithm model (GA) to the daily rainfall-runo simulations, and indicated that the proposed approach was feasible and of high computational e ciency and could be transferred to model parameter calibrations for conceptual hydrological models in the similar categories. Jun et al. [39] proposed an Ant Colony Optimization-based (ACO) support vector machine algorithm SVM model (ACO-SVM) to optimize the parameters using an ACO random-seeking strategy. It was concluded that ACO-SVM is much more e cient in global optimization and its forecasting accuracy is better than that of the con-ventional parameter-choosing method. Kisi et al. [40] investigated Arti cial Bee Colony algorithm (ABC) for modeling discharge-suspended sediment relationship and compared the model with neural di erential evolution, adaptive neuro-fuzzy, neural networks, and rating curve models. They concluded that the ANN-ABC was able to produce better results than the other models. ANN-ABC model was used by Salimi et al. [41] to predict the average weekly discharge of Tang-e Karzin station, Iran, through the discharge information. It was observed that applying ABC to ANN could improve the estimations of the network outputs. Uzlu et al. [42] applied ABC and a recently developed advanced optimization algorithm, Teaching-Learning Based Optimization (TLBO), to the regression functions of the data for the estimation of the berm parameters in understanding sediment movements. Although these optimization techniques have been applied to a wide range of hydrological and hydraulics problems, such as rainfall runo modeling, hydrologic forecasting, and coastal engineering, there is not any in RFFA with the ABC and TLBO. Therefore, this study will be the rst to use the ABC and TLBO algorithms in a RFFA.
The object of the study is to compare the traditional Regression Analysis (RA) with the ANN-based algorithms of ABC and TLBO using both physical and meteorological characteristics of the Eastern Black Sea Basin (EBSB), Turkey. This study examines the applicability of the algorithms to RFFA using an extensive and elaborated data. In accordance with this purpose, L-moments method is also used for the estimation of ood quantiles, and regression models are developed for the selection of independent variables. An overview of L-moments, ABC, and TLBO methods is presented in Section 3. Model development is also presented in this section. Section 4 presents the details of the RFFA with ABC and TLBO. In Section 5, the results obtained by applying the proposed approaches are presented and discussed. Finally, in Section 6, the conclusions are presented.
The study area and data description
With respect to its river stream ow, Turkey is divided into 26 basins [43] . Among them, the Black Sea Coast receives rainfall all the year round and also the greatest amount of rainfall in Turkey [44] . The EBSB is located on the northeastern coast of Turkey (Figure 1 ). The basin is surrounded by the Eastern Black Sea Mountains on the south and the Black Sea on the north. It averages nearly 1,100 mm annually; this gure can reach 2,300 mm near Rize Province. This region was selected as the study area since it has a great potential risk against oods due to its meteorological and topographic characteristics. Devastating ood events have occurred in the EBSB, especially in recent years. In this region, nearly 50 destructive oods have taken place between the years 1955 and 2010, causing 258 deaths and nearly US $500,000,000 of damage [44] . Therefore, reliable estimation of peak discharges is essential for the design of hydraulic structures and also for ood risk management.
Two types of data were used in this study: (i) stream ow data (the annual maximum ood data) for RFFA and estimation of ood quantiles and (ii) physiographical, meteorological, and hydrological data for regression analysis techniques. The annual maximum ood data of 33 Stream-Gauging Stations (SGS) used in the study were obtained from both General Directorate of State Hydraulic works (DSI) and General Directorate of Electrical Power Resources and Development Administration (EIE). The locations of the stations used are shown in Figure 1 . The longer the period of the record is, the more accurate and representative statistical results will be in RFFA. Therefore, a minimum of ten years of SGSs were selected for the quality of the estimates. Record lengths of the selected 33 SGSs range 10-42 years (mean: 28 years). Flood quantiles of these stations were estimated for the selected return periods T = 5; 10; 25; 50; 100, and 500 years (Q 5 ; Q 10 ; Q 25 ; Q 50 ; Q 100 , and Q 500 ) by tting the best distribution with the region. The selection of independent variables is a critical point in the estimation of ood discharges since they are in uenced by both physical and meteorological factors. Previous RA in RFFA studies was examined for the selection of independent variables. It was determined that most of them adapted drainage area (A), main stream slope (S), mean annual rainfall (R), stream density (D), and elevation (E) to RA, as presented in Table 1 . Therefore, these variables were included in this study. Rainfall intensity (I) was also used in this study as an independent variable, since it is known as an important meteorological parameter to a ect the oods. However, there are few studies to include rainfall intensity in RA for RFFA [29, 36] .
The annual greatest precipitation values (mm) observed in various standard times, measured in ten meteorological stations in the region and obtained from Turkish State Meteorological Service (DMI), were used to calculate the rainfall intensities (I) [45] . Rainfall intensities were calculated by Aziz et al. [36] for various return periods with duration equal to time of concentration (in hours):
where A is basin area (km 2 ). The rainfall parameters for each SGS were calculated by Thiessen Polygons method. EASYFIT goodness of t procedure was adapted to rainfall intensities to determine the most appropriate distribution of the region. Then, using the [46] . Mainstream slopes and stream density values were compiled from Saka [47] . In summary, the independent variables used in this study are: drainage area, A (km 2 ), main stream slope, S (m/km), elevation, E (m), stream density, D (km/km 2 ), mean annual rainfall, R (mm), and rainfall, intensities, I (mm/h) for T = 5; 10; 25; 50; 100, and 500 years. Ranges and summary statistics of these data are presented in Table 2. 3. Methodology 3.
Estimation of ood quantiles
In all stages of RFFA, the identi cation of homogeneous regions has great signi cance. It is expected that the more homogeneous a region is, the more accurate the estimation will be in RFFA based on L-moments method [48] . The e ciency of the regionalization is relatively dependent on the historical ow record length and the similarity of the hydrological characteristics of regions [49] . After identifying a homogeneous region, an appropriate distribution needs to be selected for the regional frequency analysis. Assessment of the goodness of di erent candidate distributions for a particular application will largely be based on how well the distributions t the available data. When several distributions t the data su ciently, the best choice among them will be the distribution that is most robust [50] .
In this study, homogeneity of the region was determined by discordancy (D i ) and heterogeneity measures (H i ) based on L-moments. The probability distributions, whose parameters were computed by the L-moments method, were Generalized Logistic (GLO), GEV, PE3, and LN distributions in the analysis Z DIST statistics used for the goodness of t for each of 33 stations.
The fundamental quantity of statistical frequency analysis is the frequency distribution, which speci es how frequently the possible values of Q occur. The probability that the actual value of Q is at most x is denoted by F (x):
F (x) is the cumulative distribution function of the frequency distribution. Its inverse function, x(F ), the quantile function of the frequency distribution, expresses the magnitude of an event in terms of its nonexceedance probability F . The quantile of return period T , Q T , is an event magnitude so extreme that it has probability 1=T of being exceeded by any single event. For an extreme high event, in the upper tail of the frequency distribution, Q T is given by:
for an extreme low event, in the lower tail of the frequency distribution, the corresponding relations are Q T = x(1=T ) and F (Q T ) = 1=T . The goal of the frequency analysis is to obtain a useful estimate of quantile Q T for a return period of scienti c relevance [51] . Q T functions of the best-t distribution were used for the estimation of quantiles related to T values of 5; 10; 25; 50; 100, and 500 years.
Selection of independent variables
Regression analysis was applied to the data to get a set of variables that provides the best statistical model. 16 models expected to be signi cant were developed for six variables. Drainage area and rainfall intensity were found to be the most important predictor variables in the previous RFFA studies [36] . These models, which contain drainage area, rainfall intensity, and combinations of the other four-predictor variables, are shown in Table 3 . The pre-calculated discharges for T = 5; 10; 25; 50; 100, and 500 years return periods were then adapted to the independent variables using a regression model. Regression analysis was applied to the data for the determination of discharges as a function of the catchment characteristics having the highest determination coe cient (R 2 ). In this analysis, each return period of discharges corresponds to the rainfall intensities with the same return periods. Model 16 represents the best R 2 values, and indicates that drainage area, stream frequency, stream slope, elevation, average annual rainfall, and rainfall intensity are signi cant variables that greatly in uence the discharges. Further details of the model results were discussed by Anilan [52] .
Arti cial Bee Colony (ABC) algorithm
The ABC algorithm is a new population-based metaheuristic approach proposed by Karaboga in [53] . The algorithm simulates the intelligent foraging behavior of honey bee swarms. In the ABC algorithm, the position of a food source represents a possible solution to the optimization problem and the nectar amount of a food source corresponds to the quality ( tness) of the associated solution. In this study, the unknown coe cients of regression functions are the parameters of a solution, and ABC algorithm tries to nd optimum coe cients.
The ABC algorithm includes three control parameters: the number of food sources (SN), equal to the number of employed or onlooker bees; the \limit"; and the Maximum Cycle Number (MCN) [54] . The algorithm generates a randomly distributed initial population of SN solutions (for food source position) by Eq. (3) An onlooker bee chooses a food source depending on the probability values (Eq. (6)) calculated using the tness value provided by the employed bees:
when a food source cannot be improved in a predetermined number of trials (the \limit"), then food source is abandoned by the employed bee, which becomes a scout and seeks a new source without using experience [53] . A new food source position is generated randomly by Eq. (3), and the abandoned ones are replaced by scouts. The best food source is determined, and its position is memorized. This cycle is repeated until the requirements are met [56, 57] .
Teaching-Learning Based Optimization (TLBO) algorithm
Rao et al. rst developed a new meta-heuristic optimization algorithm based on the natural phenomenon of teaching and learning [58] . The TLBO algorithm has two common control parameters: the number of students (population size) and the stopping criterion (maximum number of iterations) [59] . Like other optimization algorithms, it uses a randomly generated initial population that consists of an even number of students, which are any solutions according to the population size and number of design variables in TLBO. These students consist of a number of design variables (X i ) that generate an initial population as follows [60] : for i = 1 : P n for j = 1 : ng randomly select any X between X min and X max student (i; j) = X end for end for, where P n is the population size, ng is the number of groups if the design variables are categorized, X min and X max are the minimum and maximum values, respectively, of the design variables of the regression functions in this study.
In the TLBO algorithm, a new population is obtained as a result of two basic stages: the \teacher phase" or learning from the teacher, and the \learning phase," or trade of information between learners [61] . In the teacher phase, the student, with minimum objective function, f, in the entire population, is found and mimicked as a teacher. Other students in the current population are modi ed as the neighborhood of the teacher using the following equations: student i = X i;1 X i;2 :::X i ; D n i=1; 2; ::::; P n; (7) mean= mean (X 1 ) mean (X 2 ):::: mean (X DN )
; (8) student new t =student i +r (teacher T F mean); (9) where DN is the number of design variables, P n is the population size, r is a random number varying in [0,1], and T F is the teaching factor (1 or 2). X i is the unknown coe cient of a regression function:
The size of r must be equal to that of the student for the scalar multiplication given in Eq. (7). The teaching phase is carried out with the hope of upgrading the students' level to teachers' [60] . In the learning phase, modi ed students increase their knowledge by interacting with each other according to the teaching-learning process [59] .
At the end of the learning phase, a cycle (iteration) is completed for the TLBO algorithm. The learning and teaching phases are continued until the termination criterion is reached [59] . Uzlu et al. [42] presented detailed information about the TLBO algorithm and its implementation.
Regional ood frequency analysis based on the ABC and TLBO algorithms
In the prediction process, three regression functions, i.e. Linear Function (LF, Eq. (11)), Power Function (PF, Eq. (12)), and Exponential Function (EF, Eq. (13)), were used to estimate the regional ood frequency for the EBSB, Turkey. The general form of LF, PF, and EF can be expressed as follows: 
where y is the dependent variable, w i s are the regression coe cients, and x i s are independent variables for general signi cation. In this study, y corresponds to Q, and x i s are drainage area (A), rainfall intensities (I), stream density (D), mean annual rainfall (R), main stream slope (S), elevation (E), respectively.
Since the values of the independent variables are in extremely di erent ranges, optimization of the coe cients will become so di cult. This is because some values will be too big and some too small. 
The aim of estimating regional ood frequency is to nd the ttest model to the observed data. The equations for six parameters were evaluated using 33 experimental data and the best equations with minimum SSE were determined. In addition, performances of ABC and TLBO models were compared using Mean Relative Error (MRE), Root Mean Square Error (RMSE), and Mean Absolute Error (MAE). MRE, RMSE, and MAE are calculated as follows:
Ln(Q) i observed Ln(Q) i predicted ; (17) where N is the number of elements in the series. The parameters of the ABC algorithms were set to the same values for all models: colony size (NP) = 200, number of food sources (SN) = 100, limit = 700-800, and the maximum number of cycles was MCN = 3,000. On the other hand, control parameters of TLBO were adjusted as follows: number of maximum iteration (NMI)= 50,000 and size of population (SP)=50. Both TLBO and ABC parameters' ranges were set between [{5,5] . After setting control parameters, thirty independent runs were performed using TLBO and ABC algorithms for each of dimensional and nondimensional regression equations. Table 4 provides control parameters and convergence values used in ABC and TLBO algorithms.
Results and discussion
Homogeneity of the region was determined by discordancy measure (D i ) and heterogeneity measure (H i ) tests based on L-moments. As a result of these tests, ve of the stations which failed to pass the homogeneity criteria were extracted from consideration. The rest of 33 stations indicated that the region was homogeneous. There was no site identifying that D i value exceeded the critical value of D cr = 3 in these 33 stations. The region was also considered homogeneous according to heterogeneity measure, as H 1 (1.69) value took part between H cr ranging 1 to 2.
GLO, LN, PE3, and GEV distributions were tted with the ood data of the homogeneous region. The parameters of these distributions were estimated by L-moments approach. Z DIST statistics goodness of t test expressed that the data of 33 stations t with LN distribution for the region. Seckin et al.
(2011) accepted the GEV distribution for whole Turkey according to the Z DIST goodness of t test. In this study, LN distribution was approved for the EBSB. The reason for the di erence may be the fact that they applied the distribution to the heterogeneous region. Based on the appropriate distributions for each site, ood discharges were estimated for return periods of T = 5; 10; 25; 50; 100, and 500 years and represented as dependent variables for the regression analysis. Q T functions of the best-t distribution were used for the estimation of quantiles related to T values of 5, 10, 25, 50, 100, and 500 years. Summary of the L-moments statistics and ood quantiles is presented in Tables 5  and 6 . For developing the regional ood-prediction equations, the relation of the ood quantiles of selected intervals and basin characteristics was determined by non-linear RA. 16 models expected to be signi cant were developed for six variables. LP, PF, and EF were used in the non-linear RA. The results of di erent combinations showed that drainage area and rainfall intensity were the variables with the most signi cant in uence on the performance of the model. R 2 values appeared to signi cantly decrease as the quantiles increased in all of 16 models as expected. This approach showed that the development of non-regression model using di erent independent variables leads to e cient models of di erent ood quantiles for the range of 5 to 500 years. On the basis of this assumption, MRE, RMSE, and MAE values were applied to Model 16 to evaluate the performance of regression analysis. In order to compare them with RA, the ABC and TLBO models were also developed for Model 16.
Similarly, six independent variables were related to ood quantiles and three functions were adapted to the model. The coe cients obtained from the ABC and TLBO are presented in Tables 7 and 8, respectively. Results of the analysis with RA, ABC, and TLBO were compared in terms of the MRE, MAE, and RMSE, as given in Table 9 . Among all of the error values of di erent return periods, the smallest one was obtained through the exponential function for Q 5 with the TLBO model as 23.42 (MAE) as marked in bold in Table 9 .
As shown in the When they were generally considered for each return period (T = 5; 10; 25; 50; 100, and 500), MRE, RMSE, and MAE error values indicated that TLBO method gave better results for the estimation of ood quantiles for di erent independent variables. The best-t equations for Q 5 ; Q 10 ; Q 25 ; Q 50 ; Q 100 , and Q 500 obtained with the ABC and TLBO models are given in Table 10 . Figures 2-7 also show the best functions in terms of comparison of ABC and TLBO.
Conclusion
The paper presents the application of the regression analysis, along with ABC and TLBO models to RFFA based on L-moments for the EBSB, Turkey. Based on the L-moments approach, ood quantiles were estimated for return periods of T = 5; 10; 25; 50; 100, and 500 years. Moreover, these quantiles were used as dependent variables in the analysis. It has been found that Model 16, including the independent variables of drainage area, mainstream slope, mean annual rainfall, stream density, elevation, and rainfall intensity, outperforms other models with di erent combinations in terms of higher R 2 values. It has also been found that the choice of inputting independent variables to the model has a signi cant impact on the estimation of discharges. For developing the regional ood-prediction equations, the relation of the ood quantiles of selected intervals and basin characteristics was determined by non-linear RA. In order to evaluate the performance of the RA in comparison with those of the ABC and TLBO methods, MRE, RMSE, and MAE measures were applied to the model. The results indicated that the TLBO and ABC outperformed the RA. TLBO-EF was performed as the best model with the MRE = 26.87, MAE = 23.42, and RMSE = 29.41. The results also further suggest that TLBO is superior to the ABC. The proposed equations obtained using the ABC and TLBO algorithms successfully estimate the ood quantile parameters. As the results of the TLBO algorithm were found to be satisfactory in this study, the use of the ABC and TLBO algorithm in hydrology is encouraged and recommended for future studies. 
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