Abstract. For A ∈ M 2×2 let S(A) = √ A T A, i.e. the symmetric part of the polar decomposition of A. We consider the relation between two quasiregular mappings whose symmetric part of gradient are close. Our main result is the following. Suppose v, u 
Rigidity and stability of differential inclusions is a classical subject. Reshetnyak's monograph [Re 82 ] is devoted to proving a quantitative stability result generalizing Liouville's classic theorem [Lio 50 ] that solutions of the differential inclusion Du ∈ CO + (n) := {λR : λ > 0, R ∈ SO(n)}, n ≥ 3 are affine or Mobius. Korn's inequality is an optimal quantitative stability result for the fact that the differential inclusion Du ∈ Skew(n × n) := M ∈ M n×n : M T = −M is satisfied only by an affine map.
This subject has received considerable impetus from the work of Friesecke, James and Müller [Fr-Ja-Mu 02] who proved an optimal quantitative stability result for the corollary to Liouville's theorem that states solutions to the differential inclusion Du ∈ SO(n) are affine.
Theorem 1 (Friesecke, James and Müller, 2002). For every bounded open connected Lipschitz domain U ⊂ IR
n , n ≥ 2, and every q > 1, there exists a constant C = C(U, q, n) such that writing K := SO(n),
Previously strong partial results controlling the function (rather than the gradient) have been established by John The simplicity of the statement of Theorem 1 can lead to the strength of the advance that is represented by this theorem being overlooked. It is rare in contemporary research in analysis to prove a new and deep result about elementary mathematical objects; Theorem 1 is exactly such a result. It has had wide application in applied analysis and is one of the main tools used to make a rigorous and complete analysis of the multiple thin shell theories in classical elasticity , , . Beyond this it has the merit of being a statement whose significance would be clear to mathematicians of two hundred years ago.
A number of works have extended Theorem 1 to cover various larger classes of matrices than SO (n). In this paper we will provide a positive answer to Question 1 for pairs of Quasiregular mappings in two dimensions. Note in Theorem 2 and throughout the paper a ball of radius r centred on zero will be denoted B r . 
Theorem 2 to a certain extent shares the property that Theorem 1 has of being a new and interesting statement about the classical objects of mathematical analysis. The credit for this however is largely due to Theorem 1 as the methods of proof of this theorem are used in an essential way in the proof of Theorem 2. In this author's opinion there are a number of results in the area of classical Quasiconformal analysis that can be harvested by use of the ideas in the proof of Theorem 1, Theorem 2 is just one of them. Note if we take u = Id hypothesis (1) is exactly While this is much weaker than Theorem 1 it is still a result that was not known prior to the publication of . In some sense the line of generalization that this paper contributes to is the desire to replace Id by a mapping of non-trivial degree.
Ciarlet and Mardare were motivated to study Question 1 as part of a program to develop a theory of elasticity based on study the "Cauchy Green" tensor Du T Du of a deformation u, , , . They proved a version of Theorem 2 for C 1 mappings with the property that det(Du) > 0 everywhere in the domain and the constant c in (2) depends on u. Their method was again to apply Theorem 1, this will be sketched in the next section.
Theorem 2 is clearly suboptimal however we believe the power of ǫ in inequality (2) is of the right form in the sense that the power decreases as the degree of the mapping u increases or as Q increases. As the dependence on the degree is a key issue an example showing the dependence will be presented in [Lo 13c]. We give a sketch of the construction of the example in Section 5. 
and result is established. 
we have
So applying Theorem 1 we have that there is constant C = C(u) such that
and unwrapping gives the estimate we seek, however with a constant depending on u.
1.3. Sketch of the General case. Our problem is that we do not have global invertibility and we would like an estimate that depends on u in a more explicit way. Under the hypothesis that the mappings u, v are Q-quasiregular we know that u is locally invertible at all but countably many points, but we have no estimates of the size of the of neighbourhoods of invertibility. If we wanted to prove an estimate of the form (2) where the constant c depended on u we could patch together neighbourhoods of invertibility so long as we knew the "size" of the neighbourhoods were bounded below on all compact subdomains. Under the hypothesis det(Du) > 0 everywhere for a C 1 function u this is true and this is how 
A good reference are the monographs of Astala-Iwaniec-Martin [As-Iw-Ma 10] Section 5.5. and Ahlfors . The heart of the Stoilow decomposition is the fact that it is possible to solve Beltrami's equation. This allows us to find a Q-quasiconformal mapping w u that has the same Beltrami Coefficient as Du. The Beltrami Coefficient of a matrix M is a 2 × 2 conformal matrix µ M (or more typically a complex number) that encodes the geometry of the deformation of the unit ball by M, but not the orientation or the size (formally [M] 
a are the conformal and anticonformal parts of M and I is a reflection across the y-axis, see Subsection 2.1 for more details). By solving Beltrami's equation we can find a homeomorphism w u with the property that
and
So for any z ∈ B 1 the shape of the image of the unit ball under Du(z) is similar to the shape of the image of the unit ball under Dw u (z). Hence the factorization represented by (5) is entirely natural. Now the symmetric part of a gradient encodes both the geometry and the size. So a key result that starts the proof is a bound of the difference between Beltrami coefficients of two Q- 
This is part of the contents of Lemma 7 and Lemma 2.
Having established a quantitative relation between w u , w v in order to prove the estimate on Du, Dv we need to establish the relation φ ′ v − ζφ ′ u ≈ 0 for some ζ ∈ C with |ζ| = 1. We will establish this relation by applying Theorem 1 but first we have to set up some preliminary estimates. Since w u is a solution of the Beltrami equation we have explicit estimates on its L p norm and the L p norm of its inverse in terms of Q. Hence we are able to establish the existence of a constant
This is the contents of part of Lemma 5 and Lemma 6. Now by (8) we know w u (B 1 2 ) ⊂ w v (B 1 ) so φ u and φ v are both defined on this set. Since the hypotheses are that the symmetric part of gradient are close we also know the size of the gradients Du and Dv are close. By the chain rule this implies an estimate of the form
this is the content of Lemma 9. We would like to apply Theorem 1 so a natural thing to do would be to use Cauchy's Theorem to find an analytic function ψ such that
The non-degeneracy condition B 1 det(Du(z)) −p dz ≤ C p allows to find such a ball centred somewhere in B µ 2 (w u (0)), this is a the contents of Lemma 10. Specifically we find some
Letψ(x, y) = (Re(ψ(x + iy)), Im(ψ(x + iy))). Reformulating (11) in matrix notation gives
So we can apply Theorem 1, however for reasons we will explain later we will instead use a more restricted version of it given by Proposition 2 proved in Appendix. So we can conclude there exists some rotation R such that
Returning this into complex notation and unwrapping it using the definition of ψ we have
We need to extend control on φ ′ v − ζφ ′ u to include an explicit neighbourhood of w u (0). We are able to do this by the fact that we are dealing with an analytic function φ v − ζφ u and so have 
By the Coarea formula we can find q ∈ (
We can also use the upper bound Du L 2 (B 1 ) ≤ 1 and the upperbounds on w u , w v to get upper bounds on φ u and φ v on B µ (w u (0)) (this is part of the contents of Lemma 6) so can estimate the
The key is to make the right choice of m. If we choose m too large then ∑ (11), (13), (14) and (12). For this reason much effort will be made to track all constants in the estimates in this paper, since the methods are not close to being sharp we do not attempt to consistently calculate the best possible constants, but we do make efforts to prevent the constants blowing up too much throughout the paper. The reason we need the simplified version of Theorem 1 that is given by Proposition 2 is that we need to know explicitly the constant in this inequality. This requires us to rewrite the proof of an estimate from [Fr-Ja-Mu 02] while tracking the constants. The fact we are able to do this with the methods of [Fr-Ja-Mu 02] is one of the reasons that Theorem 2 was not in practical terms accessible before the ideas introduced in [Fr-Ja-Mu 02]. So making these estimates (recalling the fact
This is the contents of Lemma 11. By using the estimates on the closeness of Dw u and Dw v in L p we can then conclude that for some constant
This is the contents of Proposition 1 below. Theorem 2 follows by a straightforward covering argument that gives estimate (2).
Remark. We can assume with loss of generality
since if not the quasiregular mapping defined byũ(x) = u(x) − u(0) has this property. 
It will often be convenient to write this decomposition as A = αR θ + βN ψ where
The Beltrami Coefficient of a matrix A that relates the conformal and anticonformal parts of A is the conformal matrix µ A defined by
Now notice that 
As
2.2. The Beltrami equation. The Beltrami equation is a linear complex PDE the relates the conformal part of the gradient to the anti-conformal, we briefly describe the connection between the classical complex formulation and and the matrix formulation we will be using in this paper. Take function from the complex plane to itself,
. Let CO + (2) denote the set of conformal 2 × 2 matrices. And let
It is straight forward to see that
(recall the decomposition into conformal and anticonformal parts given by (21), (22)). Now as in 2.9.1. [As-Iw-Ma 10] letting D f (z) : C → C denote the linear map that is the derivative of f at z, then we have
Given f : Ω → C one of the basic equations of Quasiregular analysis is the Beltrami equation
As above definef = (Re( f ), Im( f )) thenf satisfies
By uniqueness this implies that
The basic theorem about the solvability of the Beltrami equation (sometimes known as the measurable Riemann mapping theorem) is the following
Definition 1. Given a Q-quasiregular mapping u we say the pair w u :
Function w u is a Q-quasiregular mapping obtained by solving the Beltrami equation
where
Note that (35), (36) are just the reformulation of the standard Beltrami equation and Beltrami coefficient in matrix notation as explained in Subsection 2.1 (23) and equations (31), (32) of this subsection.
As explained in the introduction, a consequence of (34), (35) we have that Dφ u ∈ CO + (2) = {λR : λ > 0, R ∈ SO(2)}. So considered as a complex valued function of a complex variable, function φ u is holomorphic. We will often consider φ u as a holomorphic function of a complex variable without relabelling it. 
3. Lemmas for Theorem 2
Proof of Lemma 2. Let denote the operator norm. Since |A| ≤ |Ae 1 | + |Ae 2 | ≤ 2 A we have the following estimate
as the decomposition into conformal and anti-conformal parts are unique, so
S(A)S(B)
−1 a
Note AD J(B)
Now
Thus as we know from (37) Lemma 1 applied to B −1 that
so
For any matrix
. So putting these things together we have that
. By definition of Π for any ǫ > 0 we can find w ∈ S 1 such that
. 
Proof of Lemma 3. We will use the following Poincare type inequality (see page 267 [Ev-Ga 92])
Now B r (y)
Putting this together with (50) we have 
Let p ∈ (2, 2 + 1−κ 3κ ). For any x ∈ IR 2 , r > 0 we have
Proof of Lemma 4. Let S denote the Beurling transform, let S p denote the L p norm of S. Consider the operator (Id − µS)
So we require κS p < 1 in order for (Id − µS) −1 to be well defined. By inequality (4.89) Section 4.5.2 [As-Iw-Ma 10] we have
Thus it is sufficient for κ(1 + 3(p − 2)) < 1 which is equivalent to p < 1−κ 3κ + 2. If this inequality is satisfied then 
Thus ∂σ ∂z
and ∂σ ∂z
Hence
Now as in the proof of Theorem 5. 
for any x 1 , x 2 ∈ B 1 .
And
for any y 1 , y 2 ∈ f (B 1 ). 
In addition for any α > 0 such that B
Proof of Lemma 5. By Lemma 4 we have that
So by Lemma 3 we know that
(using the fact κ(1 + 2(p − 2)) ∈ (0, 1) for the last inequality) so estimate (61) holds true.
Now if we consider the Beltrami equation of f we have
Let
Note that for any
So returning to complex notation we have 
By Lemma 4 (52) we know
Now for any y 1 , y 2 ∈ f (B 1 ) by (69) we know y 2 ∈ B 2Λ κ p (y 1 ) so by Lemma 3
and hence (62) is established. Now suppose B r (x) ⊂ B 1 . Let
If p < 3 then
If p = 3 then 2 +
So for any p we have that
and so
Thus
Now if p ∈ (2, 3) then 2 + 1−κ 6κ < 3 so
And if p = 3 since κ ≤ 1 7 we have
Thus in all cases we have p − 2 p (79),(77)
So as we have
In addition
Proof of Lemma 6. We will argue the estimate for u, φ u . The estimates for v, φ v follow by exactly the same arguments. Now recall from (24), (27) we can take
Now (w u (0)) which establishes (87).
Now by (86) since w u is a homeomorphism
Thus for any z ∈ B µ (w u (0))
In the same way for any z ∈ B µ (w u (0))
Let w u , w v be the quasiconformal mappings we obtain from the Stoilow decomposition of u and v we have
(98)
Proof of Lemma 7. We will require Lemma 5. 
where s is a number such that p < sp < 1 + 1 k .
Recall from (24), (27) we can take κ = Q−1
Now from (24) and (27) 
Now for any z ∈ B 1 \B by Lemma 2 we have
And note
Now we consider first the case Q ≥ 2. Note 
Hence 
Now in the case Q < 2 note P Q s Q s Q − 1 
Putting (111) and (109) together we have
Now the Beurling transform S of the anti-conformal part of the gradient of the L 2 function gives the conformal part of the gradient, see (4.18) Chapter 4 [As-Iw-Ma 10]. So
Since S is an isometry on L 2 (C) (using the fact that w u and w v are homomorphic outside B 1 (see (36)) for the last inequality)
Lemma 8. We will show
Proof of Lemma 8. As before we will take κ =
Note that
And note 1 − κ 6κ
and thus
So from Lemma 4 (52) (and recalling (117))
In the same way 
So Dw u L 2 (B 1 ) ≤ 13πQ and in the same way Dw v L 2 (B 1 ) ≤ 13πQ. So (114) is established.
Since by (117), 2 < ̟ ≤ 3, so r ∈ (2, ̟) and thus 1 ̟ < 1 r < 1 2 and thus there exists θ ∈ (0, 1) such
By interpolation of L p norms we know
So again since by (117) 2 < ̟ ≤ 3, thus
Now from the proof of Lemma 4.28 of [Ad 03] letting Q r (x) denote the square of side length r centred on x, we have that
So by (127), (128), (129) we have that
This establishes (116).
Lemma 9. Given Q-quasiregular mappings u, v with the property that
then letting w u , φ u denote the Stoilow decomposition of u and w v , φ v denote the Stoilow decomposition of v. We will show that
Proof of Lemma 9.
So to simplify notation let
Thus from (132), (134)
Recall constant µ = (2 × 10 10 (Q + 1) 6 ) −6(Q+1) and γ = µ 2000(Q+1) 2 6(Q+1)
. Since S(Du) 2 =
Du T Du and S(Dv)
Now note
Thus we have
And note for k = 1, 2,
So applying (145) and (114) to (144)
Putting this together with (138) we have that
Proof of Lemma 10. Note
Let ς > 4Q be some constant we decide on later
Thus by Theorem 13.1.4 [As-Iw-Ma 10]
In particular |D ς | < 1.
Now let ϕ = min .
Now note 2ϕ = ̟ where ̟ is the constant from from the statement of Lemma 8. Note
Now let
so ς
thus
hence
So note by (154) we have that
So there must exist
thus (recalling p ∈ (0, 1))
Hence as h 0
for any y ∈ B h 0 (x 0 ). Lemma 11. We will show there exists ζ ∈ C such that
Proof of Lemma 11. Let h 0 be the constant defined by (147) of Lemma 10 and let x 0 ∈ B µ 2 (w u (0)) be the point from Lemma 10 that satisfies (148).
By Cauchy's theorem we can find an analytic function ψ such that
So
where w m (z) =
So for any z ∈ B µ (x 0 ) we have
Now note that q ∈ ( αµ 2 , αµ), 
Let m be the smallest integer such that
Thus as ̟
> 32π and α
Using the fact that ̟ 
So we have
Since m is the smallest integer such that (189) holds true we have
Thus as α 2
where Step 2. 
So we can apply Proposition 1 and for some R k ∈ SO(2) we have 
Since e x is convex by Jensen's inequality we know 
and for which function G defined (234) forms a quasiregular mapping. These things will be addressed in forthcoming preprint [Lo 13c].
Appendix
We will prove an estimate from [Fr- 
Step 1. We will show (2)). Which establishes (244).
Step 2. For any w ∈ W 1,2 (B 1 , IR
2 ) we will show 
