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ABSTRACT 
 
The Hubbard U parameter is applied to the organic-based magnet 
[FeII(TCNE)(NCMe)2][Fe
IIICl4] using the Orthogonalized Linear Combination of Atomic 
Orbitals (OCLAO) methods. The Local Spin Density Approximation (LSDA) method plus 
the Hubbard U parameter is used to account for on-site atomic Coulombic repulsion and 
exchange correlation interactions for the d orbitals of the FeII atoms. Applying the Hubbard 
U parameter results in an increased band gap and clear spin splitting. 
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CHAPTER 1 
 
INTRODUCTION 
 
Context 
 
Current technologies continue to progress in complexity through a self-reinforcing 
cycle. New technologies necessitate the development of myriad different materials and 
these materials enable the development of new technologies. A primary bottleneck in the 
efficient operation of this feedback loop is the fact that the materials often need to optimize 
a unique or controllable property or combination of properties.1–5 Unfortunately, this is a 
costly and laborious activity. First, serious consideration must be given to determine if a 
given material is capable of being optimized to the level(s) required for satisfying 
application parameters. Then, significant effort must be applied to learn how to tune each 
of the properties (which are usually not independent and which may sometimes work in 
opposition to each other). This creates a need for systematic and iterative testing and 
exploration of the space of synthesis parameters. However, the iterative process of 
fabrication and testing can potentially be avoided with the advent of computational studies. 
Computational predictions can save time, money, materials, and resources by simulating 
the properties of the target material according to the dictates of fundamental physical laws, 
thereby removing the need to synthesize and test large numbers of samples.6,7 
A large target area of interest is magnetic materials. Considering inorganic 
magnetic materials first, we have seen their widespread use across commercial and 
industrial sectors through digital storage media, power generation in electric motors, 
routine medical procedures, fundamental scientific investigations, etc.8–11 Traditionally, 
inorganic magnets have been fabricated through experimental and resource intensive 
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methods as described above. While numerous breakthrough materials with immense 
technological applicability have arisen through that approach the effort has been costly.  
An interesting alternative to inorganic magnets are organic-based magnets, which 
are also known as molecule-based magnets or molecular magnets. These materials also 
have vast application potential because of their combination of inherent magnetism and an 
organic structure which enables them to be easily synthesized (in principle) through 
traditional organic chemistry methods. Additionally, they are soluble in a variety of 
solvents, can be made to produce uniform crystallized structures, are compatible with 
biological substances, and have the ability to incorporate multiple functional properties 
such as optical transparency and electrical insulation.12 Conventional magnets usually 
contain only metals or metal oxides where only unpaired d- or f-type electrons on the metal 
ion contribute to the magnetization. In contrast, the organic molecule and coordination 
complex-based composition of organic-based magnets lead to magnetization from 
unpaired electrons on the metal ion and/or s and p electrons from the organic species. With 
respect to the materials optimization process many of the same problems remain. 
Therefore, there is an even greater need for a computational approach that can model these 
materials and filter out configurations that are unlikely to be useful while homing in on 
useful configurations. 
Unfortunately, there are a number of challenges associated with performing 
simulations that model the electronic structure of organic magnets. The presence of 
interacting unpaired d and f electrons in organic-based magnets are a challenge to current 
electronic structure calculations. The most popular method of the present day for studying 
electronic structure, density functional theory (DFT13,14), obtains a representation for the 
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ground state wave function of a given system in terms of non-interacting electrons with the 
addition of a correction term. The correction term (a functional of the electron density) 
accounts for so-called exchange and correlation effects (detailed later), but the true form 
for the functional is not known analytically. Many approximations have been developed, 
but, when the correlation effect becomes particularly strong these methods tend to perform 
poorly. When multiple electrons are in the d or f orbitals of a transition metal or rare earth 
atom the close proximity of the orbital lobes to each other enhances the electron correlation 
effect. The standard approximations do not account for that repulsive effect and the 
electrons are allowed to be closer to each other than would otherwise be the case. As a 
result, many transition metal oxides with d and f electrons are computed to have a band 
structure showing metallic character when they are, in fact, insulators. Accurately 
accounting for the interaction of electrons in d and f orbitals in computational studies can 
offer a significant advantage when predicting material properties for magnetic applications. 
Motivation 
 
This thesis will focus on improving the description of the electronic structure and 
resultant properties of a specific material within the tetracyanoethylene (TCNE) family of 
organic-based magnet while using the orthogonalized linear combination of atomic orbital 
(OLCAO) method for calculations conducted. The organic-based magnet of interest is 
[FeII(TCNE)(NCMe)2][Fe
IIICl4] where Me = methyl. Fe-TCNE has a layered magnetic 
structure with MeCN ligands separating the layers. The FeII ion bonds to four TCNE anions 
while two MeCN ligands bond perpendicularly to the FeII ion. The FeIIICl4 anion is located 
between the layers, but has been reported not to contribute to the magnetic ordering (Fig. 
1).15,16 The magnetic behavior orders as a ferrimagnet below a Tc = 90 K and spin 
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polarization has been experimentally reported.15,17 A band gap of 40 meV has been 
previously calculated with an older version of the Orthogonalized Linear Combination of 
Atomic Orbitals method. 
Figure 1. Crystal structure of [Fe(TCNE)(NCMe)2][FeCl4] (H, white; C, gray; N, 
blue; Cl, green; Fe, red). Due to structural disorder each methyl group displays 6 H 
atoms.18 
In addition to Fe, the TCNE structure can bond with other metals including V, Mn, 
Co, and Ni. A number of calculations have been performed for these materials; however, 
only preliminary investigations for Fe[TCNE] have been performed using OLCAO. 
Outline 
 
Chapter Two describes a wide range of fundamental theoretical developments that 
are needed for understanding the Fe-TCNE calculations. In particular, Hartree-Fock theory 
and density functional theory are introduced to emphasize the role of exchange and 
correlation effects in obtaining good electronic band structures. After a description of 
various exchange and correlation functionals in common use the Hubbard U method is 
introduced as a direct modification of the exchange-correlation effect that is specific to 
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strongly correlated electrons that share a common d- or f- orbital at a given atomic site. 
Finally, the program code that actually implements the theory is described. 
Chapter Three presents the detailed program development activities that were 
undertaken for this research. The code that the development was built on is the OLCAO 
method. The OLCAO method is an implementation of many of the theoretical methods 
described in Chapter Two. Important practical information regarding the implementation 
is presented here. 
Chapter Four presents the results of applying the OLCAO method with the new 
Hubbard U based exchange-correlation functional to the organic magnet Fe-TCNE. The 
important data such as spin polarized density of states and symmetric spin-polarized band 
structure is presented. 
In Chapter Five a summary of the Thesis is presented and placed into the context 
of potential future work, both for exchange-correlation functional development in the 
OLCAO method and for the development of organic magnets. 
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CHAPTER 2 
 
THEORETICAL METHODS 
 
Electronic Structure Problem 
 
The goal of most electronic structure theory calculations is to solve the non-
relativistic time-independent many-body Schrodinger equation shown in Equation (1). 
 ?̂?𝛹({𝐑𝐴}, {𝐫𝑖, 𝜎𝑖}) = 𝐸𝛹({𝐑𝐴}, {𝐫𝑖, 𝜎𝑖}) (1) 
In a system containing M nuclei and N electrons the many-body wavefunction (Ψ) is a 
function of all nuclear spatial coordinates ({RA}, A = 1, 2,…, M) and of all electronic spatial 
and spin coordinates ({ri, σi}, i = 1, 2,…, N). 
The Hamiltonian (Ĥ) is a sum of all possible interactions between nuclei and electrons. The 
Hamiltonian can be expanded as shown in Equation (2). 
 
?̂? = − ∑
𝛁𝑖
2
2
𝑁
𝑖=1
− ∑
𝛁𝐴
2
2𝑀𝐴
𝑀
𝐴=1
+ ∑ ∑
1
|𝐫𝑖 − 𝐫𝑗|
𝑁
𝑗>𝑖
𝑁
𝑖=1
+ ∑ ∑
𝑍𝐴𝑍𝐵
|𝐑𝐴 − 𝐑𝐵|
− ∑ ∑
𝑍𝐴
|𝐫𝑖 − 𝐑𝐴|
𝑀
𝐴=1
𝑁
𝑖=1
𝑀
𝐵>𝐴
𝑀
𝐴=1
 
(2) 
For Equation (2) MA is the ratio of the mass of nucleus A to the mass of an electron and ZA 
is the atomic number of nucleus A. The 𝛁𝑖
2 and 𝛁𝐴
2 are the Laplacian operators for the 
electrons and nuclei, respectively. The first term represents the kinetic energy of all 
electrons. The second term represents the kinetic energy of all nuclei. The third term 
accounts for the Coulomb repulsion between electrons while the fourth term is the 
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Coulomb repulsion between nuclei. The final term is the Coulomb attraction between 
electrons and nuclei. 
For a many-body quantum system of particles Equation (2) is essentially impossible 
to solve exactly. The calculations would need to deal with N+NZ individual particles. 
Different approximations are needed to reduce this problem to a manageable level. 
Born-Oppenheimer Approximation 
 
The first approximation to be made is the Born-Oppenheimer approximation.19 This 
approximation uses the fact that the protons and neutrons that make up a nucleus are much 
heavier than the electrons in a given atom. A proton is roughly 1800 times more massive 
than an electron. This difference in inertia causes protons to move extremely slowly in 
response to any combination of motions from the surrounding electrons. Born and 
Oppenheimer used this fact to consider the nuclei stationary compared to the electrons. The 
stationary nuclei can be considered classical particles and become an external source of 
electric potential. This allows the calculations to reduce from N+NZ individual particles to 
NZ individual particles. The impact of the Born-Oppenheimer approximation to the 
Hamiltonian of Equation (2) is that select terms change. The second term representing the 
kinetic energy of the nuclei is now ignored. The fourth term containing the Coulomb 
repulsion between nuclei now becomes a constant. The resultant equation is called the 
electronic Hamiltonian and is shown in Equation (3). 
 
?̂?𝑒 = − ∑
𝛁𝑖
2
2
𝑁
𝑖=1
+ ∑ ∑
1
|𝐫𝑖 − 𝐫𝑗|
𝑁
𝑗>𝑖
𝑁
𝑖=1
− ∑ ∑
𝑍𝐴
|𝐫𝑖 − 𝐑𝐴|
𝑀
𝐴=1
𝑁
𝑖=1
 (3) 
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Using the electronic Hamiltonian, the Schrodinger equation now becomes Equation (4). 
 ?̂?𝑒𝛹𝑒({𝐑𝐴}, {𝐫𝑖, 𝜎𝑖}) = 𝐸𝑒𝛹𝑒({𝐑𝐴}, {𝐫𝑖, 𝜎𝑖}) (4) 
Because the nuclear coordinates, {𝐑𝐴 }, are now in a fixed configuration its explicit 
dependence can be dropped. Additionally, it is common to combine the electronic spatial 
coordinates and spin coordinates, {𝐫𝑖, 𝜎𝑖}, into one variable {𝐱𝑖}. Equation 4 can be written 
as Equation (5): 
 ?̂?𝑒𝛹𝑒({𝐱𝑖}) = 𝐸𝑒𝛹𝑒({𝐱𝑖}) (5) 
Even with the Born-Oppenheimer approximation, solving the interaction between 
the electrons is extremely difficult because each one interacts with all of the others (an 
interacting many-body problem) and because the electrons are fermionic quantum 
mechanical particles that require an anti-symmetric wave function. The many-body 
interactions are correlated so that predicting the motion of one electron would require 
knowledge of the instantaneous coordinates of each other electron, meaning that the 
calculation grows to be a problem of 3N variables for an N-electron system. 
Notwithstanding this challenging problem many approximation schemes going beyond the 
Born-Oppenheimer approximation have been devised. Most involve a different 
representation of the Schrodinger (or Schrodinger-like) equation by converting the N-
electron Schrodinger equation into an effective one-electron Schrodinger equation. Two 
overarching schemes will be presented:  (1) wave function based methods and (2) density 
functional based methods. This thesis will primarily concern itself with density functional 
based methods, so wave function based methods will be described briefly. 
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Wave Function Based Methods 
 
The fundamental entity of interest for wave function based methods is, of course, 
the solid state wave function itself. In this approach, an expression for the solid state wave 
function is directly constructed as a linear combination of products of spin-orbitals with 
unknown coefficients in such a way so as to satisfy the antisymmetric structure required 
by electrons. In most cases, the object of interest is further defined to be the ground state 
wave function. Excited state wave functions tend to be more complicated, but are usually 
derived from the ground state. The ground state wave function is the wave function with 
the lowest total energy and it can be obtained through the use of the variational principle, 
detailed below. 
The first step for the determination of the wave function is an educated guess 
usually influenced by empirical data or past calculations. Next the variational principle 
dictates that the expectation value of the electronic Hamiltonian (?̂?𝑒) of the trial wave 
function will always be larger than the true electronic ground state energy, 𝐸0[𝛹0]. The 
equality, 𝐸[𝛹] ≥ 𝐸0[𝛹0], will also hold when the trial wave function is in the true ground 
state. The use of the variational principle allows one to consider any trial wave function 
and take incremental steps towards the ground state wave function. The power of the 
variational principle can now be applied to minimize the approximated wave function. 
The Hartree-Fock approximation is the first major development for accurately 
describing interacting electrons by executing the process described above.20,21 The Hartree-
Fock expression for the wave function, 𝛹({𝐱𝑖}), is compactly represented by a single Slater 
determinant. The Slater determinant is a linear combination of the product of independent 
electron wave functions, {𝜙𝑖(𝐱𝑖)}. These independent electron wave functions are also 
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called spin orbitals. The structure of the Slater determinant inherently satisfies the 
antisymmetrization requirement mentioned above. Antisymmetry (or inversion of the 
overall wave function sign with an exchange of the spatial coordinates of two electrons) is 
a requirement because electrons are fermions that obey Pauli’s exclusion principle. The 
resultant Hartree-Fock wave function for a many-electron system is shown in Equation (6). 
 
𝛹({𝐱𝑖}) ≈ 𝛹
𝐻𝐹({𝐱𝑖}) =
1
√𝑁!
||
𝜙𝑖(𝐱𝑖) 𝜙𝑗(𝐱𝑖)
𝜙𝑖(𝐱𝑗) 𝜙𝑗(𝐱𝑗)
⋯ 𝜙𝑁(𝐱𝑖)
⋯ 𝜙𝑁(𝐱𝑗)
⋮ ⋮
𝜙𝑖(𝐱𝑁) 𝜙𝑗(𝐱𝑁)
⋱ ⋮
⋯ 𝜙𝑁(𝐱𝑁)
|| (6) 
Each of the columns in the Slater determinant is labeled by a spin orbital. Any interchange 
of columns is reflected in the resulting equation as the swapping of the spatial coordinates 
of two electrons combined with an overall sign change of the determinant, satisfying again 
the antisymmetrization requirement. The simplest example to show this process is with the 
two-electron system in Equations (7-10) where Equation (9) exchanges the columns. 
 
𝛹𝐻𝐹(𝐱1, 𝐱2) =
1
√2!
|
𝜙1(𝐱1) 𝜙2(𝐱1)
𝜙1(𝐱2) 𝜙2(𝐱2)
| (7) 
 
𝛹𝐻𝐹(𝐱1, 𝐱2) =
1
√2!
[𝜙1(𝐱1)𝜙2(𝐱2) − 𝜙2(𝐱1)𝜙1(𝐱2)] (8) 
 
𝛹𝐻𝐹(𝐱2, 𝐱1) =
1
√2!
|
𝜙2(𝐱1) 𝜙1(𝐱1)
𝜙2(𝐱2) 𝜙1(𝐱2)
| (9) 
 
𝛹𝐻𝐹(𝐱2, 𝐱1) =
1
√2!
[𝜙2(𝐱1)𝜙1(𝐱2) − 𝜙1(𝐱1)𝜙2(𝐱2)] (10) 
Examining Equations (8) and (10) reveals that the antisymmetry requirement is met as 
shown in Equation (11). 
 𝛹𝐻𝐹(𝐱1, 𝐱2) = −𝛹
𝐻𝐹(𝐱2, 𝐱1) (11) 
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Now that the general Hartree-Fock wave function has been established it can be used to 
find actual observables. The observable of most interest is the expectation value of the total 
electronic energy as shown in Equation (12). Starting with Dirac notation: 
 𝐸𝐻𝐹 = ⟨𝛹𝐻𝐹|?̂?𝑒|𝛹
𝐻𝐹⟩ 
= ∑ ∫ 𝜙𝑖
∗(𝐱𝑖) [−
𝛁𝑖
2
2
+ 𝑉𝑒𝑥𝑡(𝐱𝑖)] 𝜙𝑖(𝐱𝑖)𝑑𝐱𝑖
𝑁
𝑖=1
  
+
1
2
∑ ∑ ∬ 𝜙𝑖
∗(𝐱𝑖)𝜙𝑗
∗(𝐱𝑗)
1
|𝐫𝑖 − 𝐫𝑗|
𝜙𝑗(𝐱𝑗)𝜙𝑖(𝐱𝑖)𝑑𝐱𝑖𝑑𝐱𝑗
𝑁
𝑗=1
𝑁
𝑖=1
 
−
1
2
∑ ∑ ∬ 𝜙𝑖
∗(𝐱𝑖)𝜙𝑗
∗(𝐱𝑗)
1
|𝐫𝑖 − 𝐫𝑗|
𝑁
𝑗=1
𝑁
𝑖=1
𝜙𝑗(𝐱𝑖)𝜙𝑖(𝐱𝑗)𝑑𝐱𝑖𝑑𝐱𝑗 
(12) 
In the above equation 𝑉𝑒𝑥𝑡 is a defined external potential. This equation is interpreted as 
an energy functional, 𝐸𝐻𝐹[{𝜙𝑖
∗(𝐱𝑖)}, }𝜙𝑖(𝐱𝑖)}]. Functionals will be expanded on in the next 
section when density functional based methods are discussed. This energy functional can 
be variationally minimized using the method of undetermined Lagrange multipliers with 
the constraint that the set of independent electron wave functions {𝜙𝑖(𝐱𝑖)} are orthonormal, 
i.e., ⟨𝜙𝑖(𝐱𝑖)|𝜙𝑗(𝐱𝑗)⟩ = 𝛿𝑖𝑗 where 𝛿𝑖𝑗 is the Kronecker delta. Therefore, a mapping from 
the many-electron Schrodinger equation to effective one-electron Schrodinger-like 
equations can occur. 
 ?̂?𝑖𝜙𝑖(𝐱𝑖) = 𝜀𝑖𝜙𝑖(𝐱𝑖) (13) 
 
?̂?𝑖 = −
𝛁2
2
+ 𝑉𝑒𝑥𝑡(𝐱𝑖) + 𝑉
𝐻𝑎𝑟𝑡𝑟𝑒𝑒(𝐱𝑖) + 𝑉𝑖
𝐸𝑥𝑐ℎ𝑎𝑛𝑔𝑒(𝐱𝑖) (14) 
?̂?𝑖  is the Fock operator that represents the one-electron Hamiltonian. Eigenvalues and 
eigenfunctions are represented by 𝜀𝑖 and 𝜙𝑖(𝒙𝑖), respectively. The first term in ?̂?𝑖 is the 
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kinetic energy operator for N-independent electrons. The second term, 𝑉𝑒𝑥𝑡, is the external 
potential which is the Coulomb attraction between the ith electron and all of the nuclei. The 
third and fourth terms contain approximations for the many-body electron interactions.  
𝑉𝐻𝑎𝑟𝑡𝑟𝑒𝑒 is the Hartree potential; this is the Coulomb repulsion between the ith electron and 
the electron density from all other electrons. 
 
𝑉𝐻𝑎𝑟𝑡𝑟𝑒𝑒(𝐱𝑖) = ∫
𝑛(𝐱𝑗)
|𝐫𝑖 − 𝐫𝑗|
𝑑𝐱𝑗 (15) 
 
𝑛(𝐱𝑗) = ∑|𝜙𝑗(𝐱𝑗)|
2
𝑁
𝑗=1
 (16) 
It is important to note that the electron density from all other electrons is an averaged 
density. That is, the potential due to other electrons is derived from their average spatial 
distribution and not their instantaneous position. Proceeding from the Coulombic repulsion 
between individual electrons to the repulsion between averaged densities is a significant 
approximation. The unaccounted energy difference between those two Coulombic 
repulsion expressions is one of the biggest disadvantages of Hartree-Fock theory. Density 
functional methods, discussed later, are a powerful way to overcome this failure. 
The fourth term, called the exchange potential, 𝑉𝑖
𝐸𝑥𝑐ℎ𝑎𝑛𝑔𝑒
, is necessary in order to 
account for the antisymmetry of the wave function. This term is a consequence of quantum 
mechanics and does not have a classical analogue. The form of 𝑉𝑖
𝐸𝑥𝑐ℎ𝑎𝑛𝑔𝑒
 is shown in 
Equation (17). 
 
𝑉𝑖
𝐸𝑥𝑐ℎ𝑎𝑛𝑔𝑒(𝐱𝑖) = ∑ ∫ 𝜙𝑗
∗(𝐱𝑗)
𝑁
𝑗=1
1
|𝐫𝑖 − 𝐫𝑗|
𝜙𝑗(𝐱𝑖)𝑑𝐱𝑗 (17) 
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As mentioned above, the use of an average electron density, also called an effective 
mean field, in Hartree-Fock theory leads to an incomplete description of the spatial charge 
distribution. The missing item is identified as electron correlation. In fact, the difference 
between an exact ground state electronic energy and the approximated ground state 
Hartree-Fock electronic energy is named the correlation energy.22 Even though this can be 
a small contribution to the overall energy, it is significant enough to influence physical and 
chemical properties of interest. 
There are many quantum chemistry-based methods that are designed to go beyond 
Hartree-Fock23 theory by including correlation effects. Some widely used methods include 
configuration interaction, Møller-Plesset perturbation theory, and coupled cluster theory.  
These will be described very briefly. Configuration interaction24 is a variational method 
that uses a linear combination of Slater determinants for its wave function. The 
‘configuration’ refers to the electron configuration represented in each of the Slater 
determinants (e.g. one electron excitation, two electron excitation, etc.) and the ‘interaction’ 
refers to those different configurations or states interacting according to the same 
variational principle as were originally used for one Slater determinant. Because the 
number of possible configurations grows factorially this method usually requires excessive 
amounts of computational time (even when the series is truncated) and is therefore limited 
in practical application to small, typically molecular, systems. Møller-Plesset25 is, as 
indicated by the name,  a perturbation theory that uses Rayleigh-Schrodinger perturbation 
theory. Like any perturbation theory, Møller-Plesset starts with a simple model and if the 
perturbations are not too large, then the desired observables can be obtained. The coupled 
cluster technique makes use of an exponential cluster operator in its wave function, 
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Equation (18). In Equation (19) this operator T is a summation of Tn operators that account 
for excited states whether they be occupied or virtual (unoccupied).  This method has been 
employed for small to medium-sized systems.26,27 
 
𝛹𝑐𝑐 = 𝑒
𝑇𝜙0 = (1 + 𝑇 +
1
2!
𝑇2 +
1
3!
𝑇3 + ⋯ )𝜙0 (18) 
 𝑇 = 𝑇1 + 𝑇2 + 𝑇3 + ⋯ + 𝑇𝑛 (19) 
 
Density Functional Theory 
 
The principal difference between density functional theory and the wavefunction 
based methods described above is the use of the electron density n(r) as the item of interest. 
Density functional theory has become the most widely used approach for electronic 
structure calculations today, especially in condensed matter physics, because of the 
combination of its economical computational requirements and its largely acceptable 
accuracy. The higher performance derives from the fact that the electron density n(r) is one 
variable of three dimensions while wavefunction based methods require construction of an 
explicit expression for all N electrons, each with its own three spatial dimensions. Because 
the work in this thesis contains an extension of the density functional theory formalism a 
more detailed discussion of density functional theory will be presented than the previous 
section regarding wavefunction based methods. Many articles and textbooks have been 
written reviewing density functional theory. A selection of these is referenced in the 
bibliography.28–33 
The electron density is defined for normalized wave functions as (Equation (20)) 
 
𝑛(𝐫) = 𝑁 ∫ ⋯ ∫|𝛹(𝐱1, 𝐱2, … , 𝐱𝑁)|
2 𝑑𝐱1𝑑𝐱2 ⋯ 𝑑𝐱𝑁 (20) 
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where {𝐱𝑖} = {𝐫𝑖, 𝜎𝑖} represents the spatial and spin coordinates of the electrons. Equation 
(20) determines the probability of finding any of the N electrons within a volume located 
at r with arbitrary spin. The electron density can also be integrated to yield the total number 
of electrons in the system (Equation 21). 
 
𝑁 = ∫ 𝑛(𝐫)𝑑𝐫 (21) 
 
Thomas-Fermi Model 
 
The first density-based approach to the electronic structure of solids was the 
Thomas-Fermi model. In the 1920s Llewellyn Thomas and Enrico Fermi developed a semi-
classical theory applying the electronic density to determine the electronic energy.34,35 This 
is considered an important precursor to modern density functional theory because it 
achieves the goal of using the electron density as the sole input to ascertain the electron 
energy. The quantum statistics of a uniform or homogeneous electron gas are used to derive 
the electronic kinetic energy. The electron-nucleus and electron-electron interactions are 
treated classically. Thus, the kinetic energy of the electrons in this model is defined as 
(Equation 23) 
 
𝑇[𝑛] = 𝐶𝐹 ∫[𝑛(𝐫)]
5 3⁄ 𝑑𝐫 (22) 
where 
 
𝐶𝐹 =
3
10
(2𝜋2)2 3⁄ = 2.871 (23) 
In this approach an approximation is made to the kinetic energy that depends solely on the 
electron density. Adding the electron-nucleus and electron-electron interaction energies to 
the electronic kinetic energy, the total energy is found as (Equation 24). 
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𝐸[𝑛] = 𝐶𝐹 ∫[𝑛(𝐫)]
5 3⁄ 𝑑𝐫 − 𝑍 ∫
𝑛(𝐫)
𝑟
𝑑𝐫 +
1
2
∫ ∫
𝑛(𝐫1)𝑛(𝐫2)
|𝐫1 − 𝐫2|
𝑑𝐫1𝑑𝐫2 (24) 
The semi-classical Thomas-Fermi model will not provide highly accurate ground state 
energies. The impact of the model is that it shows that the energy can be obtained by using 
the electron density. 
Functionals 
 
Before we begin to review modern density functional theory, the concept and 
properties of functionals must be introduced. In general, a functional 𝐹[𝑛] is a function that 
takes a vector as its argument and returns a scalar, similar to how a function 𝑦 = 𝑓(𝑥) takes 
a scalar x and returns a scalar y. A pertinent example of a functional is the particle number 
or the electron number from Equation (22). 
 
𝑁 = ∫ 𝑛(𝐫)𝑑𝐫 = 𝑁[𝑛] (25) 
This is a rule for obtaining the number N given the function 𝑛(𝐫) as its input. A property 
of functionals to note is that it does not matter what the argument of n is since the functional 
only depends on the function itself and not the variable of the function. For example, it is 
not necessary to distinguish between 𝐹[𝑛(𝐫)] and 𝐹[𝑛(𝐫′)]. 
A function 𝑦 = 𝑓(𝑥) can be varied in two ways:  the argument x can be varied or f 
can be varied. For the function 𝑓(𝑥) the ordinary differential dy measures how y changes 
when the variable x becomes 𝑥 → 𝑥 + 𝑑𝑥. This is the everyday ordinary calculus with 
which most people are familiar. In a similar fashion, the functional variation 𝛿𝑦 measures 
how the value of y changes as a result of the variation of the function 𝑓(𝑥). This is the 
calculus of variations. 
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Derivatives of functionals can be obtained in a similar way as ordinary derivatives. 
In an ordinary derivative 𝑑𝑓 𝑑𝑥⁄  measures the change of 𝑦 = 𝑓(𝑥) when changing x. This 
is the familiar slope of 𝑓(𝑥) (Equation 26). 
 
𝑓(𝑥 + 𝑑𝑥) = 𝑓(𝑥) +
𝑑𝑓
𝑑𝑥
𝑑𝑥 + 𝑂(𝑑𝑥2) (26) 
Expanding this idea to functionals, a functional derivative measures the change in the 
functional when the function of its argument changes (Equation 27). 
 
𝐹[𝑓(𝑥) + 𝛿𝑓(𝑥)] = 𝐹[𝑓(𝑥)] + ∫ 𝑠(𝑥)𝛿𝑓(𝑥)𝑑𝑥 + 𝑂(𝛿𝑓2) (27) 
The integral is required because the function f is varied over all points. The functional 
slope, or 𝑠(𝑥) coefficient, is defined as the functional derivative (Equation 28). 
 
𝑠(𝑥) =
𝛿𝐹[𝑓]
𝛿𝑓(𝑥)
 (28) 
A general form for a function 𝑛(𝑥) of functional 𝐹[𝑛] is (Equation 29) 
 
𝐹[𝑛] = ∫ 𝑓(𝑛, 𝑛′, 𝑛′′, 𝑛′′′, … ; 𝑥)𝑑𝑥 (29) 
Here the primes denote ordinary derivatives of the function 𝑛(𝑥) with respect to x. The 
functional derivative can be written as (Equation 30).32 
 𝛿𝐹[𝑛]
𝛿𝑛(𝑥)
=
𝜕𝑓
𝜕𝑛
−
𝑑
𝑑𝑥
𝜕𝑓
𝜕𝑛′
+
𝑑2
𝑑𝑥2
𝜕𝑓
𝜕𝑛′′
−
𝑑3
𝑑𝑥3
𝜕𝑓
𝜕𝑛′′′
+ ⋯ (30) 
This expression is used with considerable frequency in modern density functional theory 
to obtain exchange-correlation potentials from exchange-correlation energies. These topics 
will be further discussed in later sections. 
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Hohenberg-Kohn Theorems 
 
Modern density functional theory was formally solidified with the theorems of Pierre 
Hohenberg and Walter Kohn in 1964.13 These theorems express the electronic Hamiltonian 
as a functional of 𝑛(𝐫) and are summarized here. 
i. There exists a one-to-one correspondence between the external potential 𝑣(𝐫) and 
the electron density 𝑛(𝐫). 
ii. The ground state electron density can be found using the variational principle. 
Typically, one first considers the positions of the atomic nuclei and then anticipates that 
the electron density will be dependent on the external potential that it produces. That is, 
the external potential 𝑣(𝐫) of the electronic Hamiltonian depends explicitly on the nuclear 
configuration. However, working from the electron density first, theorem (i) states that one 
can invert the usual line of thinking and obtain 𝑣(𝐫) from 𝑛(𝐫) to within an additive 
constant. Thus, crucially, the entire electronic Hamiltonian can be expressed as a functional 
of 𝑛(𝐫). The derivations are reviewed here. 
Consider a non-degenerate system where there is a collection of electrons enclosed 
in a box. There is an external potential 𝑣(𝐫) acting on the system. Assume the electron 
density is known and that it determines the 𝑣(𝐫) and the associated properties. If there 
exists a different external potential 𝑣′(𝐫) that differs from 𝑣(𝐫) by more than an additive 
constant that can also produce the same ground state electron density 𝑛(𝐫), then there are 
two different Hamiltonians, ?̂?  and ?̂?′. The ground state electron density of these two 
Hamiltonians would be the same, but the normalized wave functions 𝛹0 and 𝛹0
′  would be 
different. Expressing the above mathematically (Equation 31). 
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 𝐸0 < ⟨𝛹0
′ |?̂?|𝛹0
′ ⟩ 
< ⟨𝛹0
′ |𝐻′ + 𝑉 − 𝑉′|𝛹0
′ ⟩ 
< ⟨𝛹0
′ |𝐻′|𝛹0
′ ⟩ + ⟨𝛹0
′ |𝑉 − 𝑉′|𝛹0
′ ⟩ 
< 𝐸0
′ + ∫ 𝑛0
′ (𝐫) [𝑣(𝐫) − 𝑣′(𝐫)]𝑑𝐫 
(31) 
Where 𝐸0 and 𝐸0
′  are the ground state energies for ?̂? and ?̂?′ Hamiltonians, respectively. 
The last step has used the result that 
 
⟨𝛹0
′ |𝑉|𝛹0
′⟩ = ∫ 𝑛0
′ (𝐫)𝑣(𝐫)𝑑𝐫 (32) 
This comes from the definition 
 
𝑛0
′ (𝐫) = ∫|𝛹(𝐫, 𝐫2 … 𝐫𝑁)|
2 𝑑𝐫 … 𝑑𝐫𝑁 (33) 
Similarly, (Equation 34) 
 𝐸0
′ < ⟨𝛹0|?̂?′|𝛹0⟩ 
< ⟨𝛹0|𝐻 + 𝑉
′ − 𝑉|𝛹0⟩ 
< ⟨𝛹0|𝐻|𝛹0⟩ + ⟨𝛹0|𝑉
′ − 𝑉|𝛹0⟩ 
< 𝐸0 + ∫ 𝑛0(𝐫)[𝑣
′(𝐫) − 𝑣(𝐫)]𝑑𝐫 
(34) 
If it is then assumed that the different ground state wavefunctions can produce the same 
ground state density, then 𝑛0(𝐫) = 𝑛0
′ (𝐫). Adding Equation (31) and Equation (34) one can 
obtain Equation (35). 
 𝐸0 + 𝐸0
′ < 𝐸0
′ + 𝐸0 (35) 
This is an obvious contradiction. Therefore, no two potentials that are different by more 
than a constant can produce the same electronic density 𝑛(𝐫). Further, 𝑛(𝐫) uniquely 
determines 𝑣(𝐫) (with the associated ground state properties). 
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Given an external potential 𝑣(𝐫)  the energy 𝐸𝑣  can be written explicitly as a 
function of the electron density 𝑛(𝐫) (Equation 36). 
 𝐸𝑣[𝑛] = 𝑇[𝑛] + 𝑉𝑛𝑒[𝑛] + 𝑉𝑒𝑒[𝑛] 
= ∫ 𝑛(𝐫)𝑣(𝐫)𝑑𝐫 + 𝐹𝐻𝐾[𝑛] 
(36) 
Where 
 𝐹𝐻𝐾[𝑛] = 𝑇[𝑛] + 𝑉𝑒𝑒[𝑛] (37) 
In Equation 36 𝑉𝑛𝑒  and 𝑉𝑒𝑒  are the nucleus-electron and electron-electron interaction 
energies, respectively. Note that 𝐹𝐻𝐾[𝑛]  (‘HK’ denotes ‘Hohenberg-Kohn’) is only 
dependent on 𝑛(𝐫) and is independent from any external potential 𝑣(𝐫), so 𝐹𝐻𝐾[𝑛] is a 
universal functional of 𝑛(𝐫). The first HK theorem has freed us to produce an expression 
for the ground state energy that is not directly derived from a solid-state wave function and 
which instead comes from the electron density. Thus, if we can guess the correct electron 
density, then we can obtain the ground state energy. 
The second Hohenberg-Kohn theorem states that the electronic density that 
minimizes the ground state total energy will be the exact ground state electronic density 
(Equation 38), 
 𝐸0[𝑛0] ≤ 𝐸𝑣[𝑛] (38) 
and that the ground state energy can be obtained using the variational principle. Consider 
the ground state wave function Ψ with its related electron density 𝑛(𝐫). From the first 
theorem we have that 𝑛(𝐫) uniquely determines the external potential 𝑣(𝐫). If there is 
another wave function Ψ’ with electron density 𝑛′(𝐫), then one has Equation (39). 
 
⟨𝛹′|?̂?|𝛹′⟩ = ∫ 𝑛′(𝐫)𝑣(𝐫)𝑑𝐫 + 𝐹𝐻𝐾[𝑛
′] = 𝐸[𝑛′] ≥ 𝐸[𝑛] (39) 
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Consequently, the total energy will reach a minimum only when the electron density is the 
ground state electron density. 
If 𝐹𝐻𝐾[𝑛] was a known and relatively simple function of 𝑛(𝐫), then solving for the 
ground state energy and density for a given external potential would be a straightforward 
exercise since it only requires the minimization of a functional of a three-dimensional 
density function. Unfortunately, the functional is not simple. Therefore, a key part of the 
study of many-electron systems is the determination of the universal functional 𝐹𝐻𝐾[𝑛]. 
 
Kohn-Sham Equations 
 
In 1965 Walter Kohn and Lu Jeu Sham presented equations that turned density 
functional theory into a tool for practical electronic structure calculations.14 Because the 
Thomas-Fermi model is a semi-classical model it does not appropriately describe the 
kinetic energy of the interactions. To resolve this, Kohn and Sham re-introduced the 
concept of non-interacting electrons moving in an effective field. That is, the kinetic energy 
was broken into two terms, one that contained the kinetic energy of non-interacting 
electrons at the given density and a second term that contained the residual, unknown, 
contribution to the kinetic energy due to the true interacting nature of the electrons. The 
functional 𝐹𝐻𝐾[𝑛(𝐫)] is then expressed as a sum of the kinetic energy of non-interacting 
electrons, 𝑇𝑠, the Hartree energy, 𝐸
𝐻𝑎𝑟𝑡𝑟𝑒𝑒, and the remaining many-body and quantum 
effects (e.g. interacting part of the kinetic energy and exchange). These terms are 
consolidated into 𝐸𝑥𝑐, the exchange and correlation energy (Equation 40). 
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𝐸[𝑛] = ∫ 𝑛(𝐫)𝑣(𝐫)𝑑𝐫 + 𝐹𝐻𝐾[𝑛(𝐫)] 
= ∫ 𝑛(𝐫)𝑣(𝐫)𝑑𝐫 + 𝑇𝑠 [𝑛(𝐫)] + 𝐸
𝐻𝑎𝑟𝑡𝑟𝑒𝑒[𝑛(𝐫)] + 𝐸𝑥𝑐[𝑛(𝐫)] 
(40) 
Defining the effective potential (Equation 41) 
 
𝑉𝑒𝑓𝑓 =
𝛿{∫ 𝑛(𝐫)𝑣(𝐫)𝑑𝐫 + 𝐸𝐻𝑎𝑟𝑡𝑟𝑒𝑒[𝑛(𝐫)] + 𝐸𝑥𝑐[𝑛(𝐫)]}
𝛿𝑛(𝐫)
 
= 𝑣(𝐫) + ∫
𝑛(𝐫′)
|𝐫 − 𝐫′|
𝑑𝐫′ + 𝑣𝑥𝑐(𝐫) 
(41) 
where 𝑣𝑥𝑐(𝐫) is the exchange-correlation potential defined as (Equation 42) 
 
𝑣𝑥𝑐(𝐫) =
𝛿𝐸𝑥𝑐[𝑛(𝐫)]
𝛿𝑛(𝐫)
 (42) 
Equation (41) gives us the opportunity to write a central equation in the Kohn-Sham 
formulation of density functional theory. This is the one-electron Schrodinger-like 
equation (Equation 43). 
 
[−
1
2
∇2 + 𝑉𝑒𝑓𝑓] 𝜙𝑖 = 𝜖𝑖𝜙𝑖 (43) 
The set of one-electron Kohn-Sham orbitals, {𝜙𝑖}, are not formally related to any physical 
atomic orbitals or electronic energy levels, but they can be used formally to obtain both the 
total energy and the electron density (Equation 44). 
 
𝑛(𝐫) = ∑|𝜙𝑖|
2
𝑁
𝑖=1
 (44) 
Clearly, the 𝜖𝑖’s are the energy eigenvalues of the Kohn-Sham one-electron orbitals. The 
total energy is determined from the density in (Equation 45) 
 
𝐸 = ∑ 𝜖𝑖
𝑁
𝑖=1
−
1
2
∫ ∫
𝑛(𝐫)𝑛(𝐫′)
|𝐫 − 𝐫′|
+ 𝐸𝑥𝑐[𝑛] − ∫ 𝑣𝑥𝑐 (𝐫)𝑛(𝐫)𝑑𝐫 (45) 
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Equations 41, 43, and 44 are the central equations that encompass the Kohn-Sham 
formulation. These equations must be solved in an iterative, self-consistent process. A 
general procedure is outlined below. 
1. Start with an initial, informed guess for the electron density. 
2. Construct the 𝑉𝑒𝑓𝑓 equation. 
3. Use the 𝑉𝑒𝑓𝑓  equation with the one-electron Schrodinger-like equation to 
determine the Kohn-Sham orbitals. 
4. These orbitals are used to obtain a new density. This density is used as a new guess 
to repeat the process until a specified convergence is attained. 
5. Once convergence is achieved, the total energy is calculated using the final 
electronic density. 
Equation 45 could be solved for the exact ground-state energy and density if every term 
was known. In reality, the exchange-correlation functional term, 𝐸𝑥𝑐, contains the quantum 
many-body electron-electron interactions and it is not known exactly. Therefore, 
approximations must be made to this functional. 
 
Exchange-Correlation Functionals 
 
The exact exchange-correlation functional is unknown and may never be known 
exactly. However, it is considerably well-studied and much is understood.36 Another 
possible resolution is that the exact expression for the exchange-correlation functional will 
demand computational resources that are on the same order as the configuration interaction 
approach. In any case, certain approximations, each with their own advantages and 
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disadvantages, have been developed that describe the electronic system to varying degrees 
of accuracy. 
Figure 2:  Jacob’s Ladder depiction of exchange correlation functionals of increasing 
complexity.  
 
A framework was developed by John Perdew and Karla Schmidt for organizing the 
myriad of different exchange-correlation functionals that exist.37 This scheme imagines the 
rungs of a ladder as exchange-correlation functionals of increasing complexity. At the 
bottom is the Hartree-Fock theory while the top rung represents the ideal exact exchange-
correlation energy. The common types of functionals along the ladder will be discussed. 
Local Density Approximation (LDA) is the first rung on the ladder followed by the 
Generalized Gradient Approximation (GGA), Meta-Generalized Gradient Approximation 
(Meta-GGA), and then hybrid functionals. 
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Local Density Approximation 
 
For this approximation, an inhomogeneous system is divided into infinitesimal 
volumes where the electron density is assumed to be constant for each volume. Next, the 
exchange-correlation energy for each volume is assumed to be the same as the exchange-
correlation energy obtained for the uniform electron gas for that density.38,39 The total 
exchange-correlation energy can be written as (Equation 46). 
 
𝐸𝑥𝑐
𝐿𝐷𝐴[𝑛] = ∫ 𝑛(𝐫)𝜖𝑥𝑐
𝑢𝑛𝑖𝑓(𝑛(𝐫))𝑑𝐫 (46) 
Here 𝜖𝑥𝑐
𝑢𝑛𝑖𝑓
 is the exchange-correlation energy per particle of an interacting uniform 
electron gas of density 𝑛(𝐫). In application, the exchange energy and correlation energy 
are calculated separately. In fact, it is often defined as (Equation 47). 
 𝐸𝑥𝑐
𝐿𝐷𝐴[𝑛] = 𝐸𝑥
𝐿𝐷𝐴[𝑛] + 𝐸𝑐
𝐿𝐷𝐴[𝑛] (47) 
The expression for the exchange energy is known exactly (Equation 48). 
 
𝐸𝑥
𝐿𝐷𝐴[𝑛] = −
3
4
(
3
𝜋
)
1/3
∫ 𝑛4 3⁄ (𝐫)𝑑𝐫 (48) 
An analytic expression for the correlation energy is not known except in the limiting 
cases of weak and strong correlation.32 However, intermediate density values have been 
computed by Monte Carlo methods.39 The most successful exchange-correlation 
functionals have used the results from the Monte Carlo computations while also 
reproducing the limiting cases.40–43 Initially, the LDA was not expected to perform well as 
an approximation for the exchange and correlation effects. However, at least for metals, a 
fortuitous cancellation of errors in the exchange and correlation terms lead to relatively 
good results. For other materials which do not have an inherent electronic structure that 
resembles a homogeneous electron gas, the LDA performs more poorly. For example, in 
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the LDA, the band gap for insulators tends to be underestimated by 20%-50%. Even with 
these issues, the relative simplicity of the LDA formalism, the explicit theoretical 
attachment of the LDA to an exactly treatable concept (the homogeneous electron gas), 
and the predictable consistency of trends in its errors have led the LDA (and its spin 
polarized form, the Local Spin-Density Approximation (LSDA)) to continue to be a widely 
used method of approximating the exchange and correlation effects in a wide range of 
materials. 
 
Generalized Gradient Approximation 
 
While the Local Density Approximation works well for systems of slowly varying 
densities, most real systems do not have slowly varying electron densities. In fact, the 
electron densities around atoms are quite inhomogeneous and as a result the LDA has 
systematic errors. In an attempt to overcome those errors, an extension to the LDA was 
proposed almost from the outset that incorporates the gradient of the electron density.13 
The Generalized Gradient Approximation (GGA) employs the electronic density as well 
as the gradient of the electronic density. However, because a suitable reference system does 
not exist for GGA in the same way that the homogeneous electron gas does for the LDA, 
a number of possible GGA forms have been developed.44 A general form of these 
functionals resembles (Equation 49). 
 
𝐸𝑥𝑐
𝐺𝐺𝐴[𝑛] = ∫ 𝑓𝐺𝐺𝐴 (𝑛(𝐫), ∇𝑛(𝐫))𝑑𝐫 (49) 
These functionals are called “semi-local” functionals in comparison to the LDA local 
approach. The form of 𝑓𝐺𝐺𝐴 is used as a correction to the LDA exchange and correlation 
energies. The exchange energy looks like (Equation 50). 
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𝐸𝑥
𝐺𝐺𝐴[𝑛] = ∫ 𝑛(𝐫)𝜖𝑥
𝑢𝑛𝑖𝑓 (𝑛(𝐫))𝐹𝑥
𝐺𝐺𝐴(𝑠)𝑑𝐫 (50) 
Here 𝐹𝑥
𝐺𝐺𝐴(𝑠)  is called the exchange enhancement factor. This indicates how much 
exchange energy is added beyond the LDA value for a given 𝑛(𝐫). The argument of the 
exchange enhancement factor, s, is defined to be (Equation 51). 
 
𝑠 =
|∇𝑛(𝐫)|
2(3𝜋2)
1
3𝑛
4
3(𝐫)
 (51) 
Of particular interest in the development of an accurate GGA is consideration of 
the conditions and limits on its form.45 One exact condition for GGA is that 𝐸𝑥𝑐[𝑛] reduce 
to the gradient expansion approximation when the density is slowly-varying. Others require 
that 𝐸𝑥𝑐[𝑛] reduce to the LDA when the density is uniform and the exchange-correlation 
hole is normalized. Additionally, coordinate scaling conditions that address the high and 
low electron density limits can be imposed which satisfy a different set of conditions. 
 
Meta-Generalized Gradient Approximations 
 
The next functionals on the ladder add the kinetic energy density, 𝜏𝜎(𝑟), to the local density 
of the LDA and the gradient density of the GGA.46 The kinetic energy density is the second 
derivative of the electronic density (Equation 52).  
 
𝜏𝜎(𝑛) = ∑
1
2
𝑜𝑐𝑐𝑢𝑝
𝑖
|∇𝜓𝑖𝜎(𝐫)|
2 (52) 
Here the kinetic energy density is incorporated into the exchange-correlation functional to 
complete the third rung of Jacob’s ladder (Equation 53). 
 
𝐸𝑥𝑐[𝑛↑, 𝑛↓] = ∫ 𝑑
3𝑟𝑛𝜖𝑥𝑐(𝑛↑, 𝑛↓, ∇𝑛↑, ∇𝑛↓, 𝜏↑, 𝜏↓) (53) 
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Where 𝑛(𝑟) = 𝑛↑(𝑟) + 𝑛↓(𝑟) is the total density and 𝑛↑(𝑟) and 𝑛↓(𝑟) are the spin-up and 
spin-down densities, respectively. The extra degree of freedom provided by the kinetic 
energy density term has been used to satisfy additional constraints on the exchange-
correlation functional such as a self-interaction corrected correlation functional, recovery 
of the fourth-order gradient expansion in the limit of slowly varying densities, and a finite 
exchange potential at the nucleus. 
 
Hybrid Functionals 
 
Hybrid functionals represent functionals that incorporate exact exchange from the 
Hartree-Fock calculations. A key formula used in hybrid functionals is (Equation 54). 
 
𝐸𝑥𝑐 = ∫ 𝑈𝑥𝑐
𝜆
1
0
𝑑𝜆 (54) 
Here λ is a parameter controlling the inter-electronic coupling strength related to the 
Coulomb repulsion. The potential energy of exchange and correlation for a given λ is 𝑈𝑥𝑐
𝜆 . 
This formula links together a non-interacting system with a fully interacting system at an 
electronic density 𝑛(𝐫). 
 
The Hubbard Model 
 
The Hubbard Model is an approximation for interacting electrons introduced by 
John Hubbard in a series of papers between 1963 and 1964.47–49 In these papers, Hubbard 
proposed that the most dominant electron-electron interactions are between electrons that 
are bound to the same atom. This idea of strongly interacting or strongly correlated 
electrons has been used to describe ferromagnetism50–52, antiferromagnetism53,54, high-
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temperature superconductivity55,56, and the Mott metal-insulator transition.57,58 The 
mathematical framework was initially presented as applying only to s orbitals, but was later 
expanded and generalized to account for interaction between electrons in d and f orbitals. 
The Hubbard Hamiltonian takes the form (Equation 55) 
 
𝐻 = −𝑡 ∑ (𝑐𝑖,𝜎
† 𝑐𝑗,𝜎 + 𝑐𝑗,𝜎
† 𝑐𝑖,𝜎) + 𝑈 ∑ 𝑛𝑖↑𝑛𝑖↓
𝑁
𝑖=1〈𝑖,𝑗〉,𝜎
 (55) 
where 〈𝑖, 𝑗〉 indicates an interaction with the nearest-neighbor on a lattice. The raising and 
lowering operators are 𝑐† and 𝑐, respectively. 𝑛𝑖𝜎 represents the number of electrons with 
a particular spin at an atomic site i. The first term embodies the kinetic energy of the 
electrons as they hop between their nearest neighbors; thus, it is often called the hopping 
integral. The second term describes the on-site Coulomb repulsion between electrons in the 
same atomic orbital. It is the Hubbard U parameter that is defined as the Coulomb energy 
cost to place two electrons at the same site (Equation 56). 
 𝑈 = 𝐸(𝑑𝑛+1) + 𝐸(𝑑𝑛−1) − 2𝐸(𝑑𝑛) (56) 
Two limits are discussed in Hubbard’s papers:  𝑈 ≫ 𝑡 and 𝑈 ≪ 𝑡. In the 𝑈 ≫ 𝑡 
limit the Hubbard U Coulomb repulsion overcomes the kinetic hopping energy and the 
material cannot move electrons from atomic site to atomic site; thus, resulting in an 
insulator. For the 𝑈 ≪ 𝑡 limit the kinetic hopping energy is dominant compared with the 
on-site Coulomb repulsion allowing for electrons to move to a nearest-neighbor. How the 
ratio of 𝑈/𝑡 varies is of interest because it can elucidate how the metal-insulator transition 
(and the Mott metal-insulator transition) occurs in transition metal complexes, specifically 
those with important 3d orbital character. 
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The work in this thesis extracts the concept of Hubbard on-site Coulomb repulsion 
and incorporates it into the energy calculations. Specific details are expanded upon in 
Chapter 3, but examples of recent work utilizing Hubbard U within the LDA framework 
are mentioned here. In the work of Anisimov et al.59 an exchange-correlation potential was 
proposed for Mott insulators. The energy functional used the LDA plus a mean-field 
approximation for the Hubbard U term. It was found that all late-3d transition metal 
monoxides are large gap magnetic insulators of the charge-transfer type. Their version fails 
for early-3d transition metal monoxides and for late-3d transition metals. Liechtenstein et 
al.60 applied the LDA plus Hubbard U to account for spin and orbital polarization as caused 
by on-site Coulomb interactions instead of exchange interactions of the homogeneous 
electron gas. They showed that the electronic orbital ordering was a necessary condition to 
obtain the correct crystal structure for the material of interest, the Mott-Hubbard insulator 
KCuF3. Lastly, the linear combination of pseudo-atomic orbital (LCPAO) method has been 
used in conjunction with the LDA.61 As opposed to an on-site representation of the 
occupation number matrix, a dual representation is presented leading the LDA+U 
formalism to be consistent with a non-orthogonal LCPAO basis. The band gap, magnetic 
properties, and electronic structure of numerous transition metal oxide systems were 
investigated with different choices of basis sets and effective U values. The LDA+U 
LCPAO method was found to be in good agreement with previous theoretical and 
experimental studies. 
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CHAPTER 3 
THE ORTHOGONALIZED LINEAR COMBINATION OF ATOMIC ORBITALS 
METHOD 
 
The Orthogonalized Linear Combination of Atomic Orbitals (OLCAO) method is 
a set programs based on density functional theory. The developed features of the method 
have found use in studying large periodic systems such as amorphous solids, complex 
crystals, and biological molecules. The history, theory, and applications of the method can 
be found in Electronic Structure Methods for Complex Materials: The Orthogonalized 
Linear Combination of Atomic Orbitals by Ching and Rulis.62 The OLCAO method uses 
atomic orbitals as the basis functions for a Bloch sum (Equation 57). 
 
𝑢𝑖(𝐫) = [∑ 𝐴𝑗
𝑁
𝑗=1
𝑟𝑙𝑒(−𝛼𝑗𝑟
2)] ∙ 𝑌𝑙
𝑚(𝜃, 𝜙) (57) 
In the atomic orbital function 𝑢𝑖(𝐫) the term in the square brackets is the Gaussian-
type orbital (GTO) radial part and the 𝑌𝑙
𝑚 function is the angular part. The radial term is a 
linear combination of GTOs while 𝑌𝑙
𝑚 represent the normal real spherical harmonics. Here, 
i represents a set of quantum numbers, 𝐴𝑗 is an expansion coefficient, and 𝛼𝑗 is a decay 
exponent. The decay exponent is usually chosen as a set of values that varies from element 
to element and is determined from past test calculations. These atomic basis functions are 
used to construct a Bloch sum (Equation 58). 
 
𝑏𝑖𝛾(𝐤, 𝐫) = (
1
√𝑁
) ∑ 𝑒𝑖(𝐤∙𝐑𝜐)
𝜐
𝑢𝑖(𝐫 − 𝐑𝜐 − 𝐭𝛾) (58) 
In the Bloch sum the atomic basis functions are centered at different atomic site 
and combined linearly. The set of quantum numbers is again denoted by i, γ labels the 
atoms in a cell, and k is the wave vector. Besides the radius r in the atomic basis function, 
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𝐑𝜐 is the lattice vector and 𝐭𝛾 is the position of the atomic site designated by γ. The final 
step to achieve the solid state wave function is to assemble the Bloch sums in a linear 
combination (Equation 59) 
 𝛹𝑛𝐤(𝐫) = ∑ 𝐶𝑖𝛾
𝑛 (𝐤)𝑏𝑖𝛾(𝐤, 𝐫)
𝑖,𝛾
 (59) 
where n is the band index or energy levels and 𝐶𝑖𝛾
𝑛  is the expansion coefficient. 
The basis functions are divided into two groups, core and valence. The core atomic 
orbital basis functions are generally those with a binding energy of -30 eV or deeper and 
the valence orbitals are all the remaining basis functions. The number of basis functions to 
use depends on the accuracy needed or the property of interest to be calculated. For 
convenience, the OLCAO method uses three main groupings of basis set functions. First, 
the minimal basis set includes the core orbitals and then only the occupied valence shell 
orbitals designated by n and l quantum numbers. (Note that for an element such as boron 
which has one electron in a 2p-orbital, the minimal basis would include the 1s, 2s, and 2px, 
2py, and 2pz orbitals. As a consequence, some minimal basis orbitals will be unoccupied.) 
Second, the full basis set adds empty orbitals of the next higher n quantum number for each 
of the occupied type of angular momentum quantum numbers. As an example, the full basis 
for boron would include the 3s and 3p orbitals, but not 3d. Third, the extended basis set 
adds yet again the next higher n quantum number orbitals. Therefore, the extended basis 
for boron would include 4s and 4p orbitals, but again not 3d or 4d. This description should 
be interpreted as a rule of thumb that defines the default set of basis sets for each element 
and not a hard and fast requirement. There are some cases, such as for silicon, where the 
extra variational freedom introduced by the inclusion of unoccupied 3d orbitals in the full 
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basis set is necessary for achieving the desired accuracy. These variations have been built 
up through experience and testing of the method over many years. 
 
Modifications to OLCAO code 
 
As discussed at the end of Chapter 2 the modifications to the OLCAO code are 
focused on borrowing concepts from the Hubbard Hamiltonian and an orbital-dependent 
on-site potential presented by Anisimov et al. The idea of an on-site Coulomb repulsion 
parameter, the Hubbard U, is incorporated into an LSDA potential (Equation 60) 
 𝑉𝑖𝑚𝜎 = 𝑉
𝐿𝐷𝐴 + 𝑈 ∑(𝑛𝑖𝑚′−𝜎 − 𝑛
0)
𝑚′
+ (𝑈 − 𝐽) ∑ (𝑛𝑖𝑚′𝜎 − 𝑛
0
𝑚′≠𝑚
) (60) 
where m and m’ denote orbitals, i and σ specify the atom and the spin, and (𝑛𝑖𝑚′𝜎 − 𝑛
0) 
represents the deviation of the electron number in the m’th orbital of the ith atom from 
the average electron number n0. Additionally, VLDA is the usual LSDA potential, U is the 
Hubbard parameter and J is a Hund’s rule exchange parameter. For Fe-TCNE it is 
expected that FeII and [TCNE]•- will be the largest contributors to magnetic ordering. For 
calculations performed in this work, the average electron number n0 = 6/10 since there 
are six Fe 3d electrons to be placed across the ten possible spin states. Typically, 
Hubbard U is on the order of 10 eV while the Hund’s rule J is on the order of 1 eV.59 
Modifications were made primarily in the potential.f90 and secularEqn.F90 files of the 
OLCAO code to include the Anisimov potential, to identify how the +UJ terms were 
applied, and to control how the input and output of those files interacted with the larger 
OLCAO program structure. 
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CHAPTER 4 
RESULTS AND DISCUSSION 
 
Fe-TCNE and Hubbard U 
 
Atomic Structure 
 
The organic-based magnet [FeII(TCNE)(NCMe)2][Fe
IIICl4], where Me = methyl, 
has a layered magnetic structure with MeCN ligands separating the layers. The FeII ion 
bonds to four TCNE anions while two MeCN ligands bond perpendicularly to the FeII ion. 
The FeIIICl4 anion is located between the layers. The magnetic behavior orders as a 
ferrimagnet below a Tc = 90 K and spin polarization has been experimentally reported. Fe-
TCNE has an orthorhombic cell with several different types of atoms depending on an 
atom’s particular species or position within the cell. There two types of Fe (FeII and FeIII, 
as mentioned above), seven types of C, four types of N, three types of Cl, and six types of 
H; this totals to 112 atoms. Crystallographic structure information was obtained from a cif 
file available online from the Crystallography Open Database.15 The unit cell has a, b, and 
c vector values of 14.3327 Å, 16.482 Å, and 7.28 Å. The α, β, and γ angles are all 90° and 
the Hermann-Mauguin space group is Pnam. 
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Figure 3:  Crystal structure of Fe-TCNE. 
 
Calculations were performed for Fe-TNCE to demonstrate self-consistent 
convergence before application of the Hubbard U parameter. A full basis set containing 
atomic orbitals of Fe ([Ar] core plus 3d,4s,4p,5s,5p,4d), N (1s,2s,2p,3s,3p) C 
(1s,2s,2p,3s,3p) and H (1s,2s,2p) was used for the calculations. In order to aid the analysis 
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of the partial density of states (PDOS), the b and c axes were exchanged within the olcao.skl 
skeleton file. This was done so as to allow the FeII dz
2 orbital to better align with the unit 
cell axes. To decrease the computational time required the number of k point vectors prior 
to performing symmetry operations were used. Moreover, this allowed for the removal of 
extra H atoms on the methyl groups before they even appeared, an error caused during the 
symmetry operations. Note that once the makeinput command is given the space group is 
changed to P1. This was captured in the olcao.skl file before any calculations were made. 
A convergence limit of 0.0001 or less was achieved with a k point mesh of 5 x 10 x 5 for 
both the self-consistent field and post-self-consistent parts. A comparison of convergence 
data is presented in the +UJ paragraphs below. Spin polarization was turned on within the 
program and a thermal smearing value of 0.8 eV was used. A feedback level of 4 and a 
relaxation factor of 0.15 and 0.1 was selected. The FeII ions (Fe type 1) were identified to 
have a spin splitting factor of 0.3 Bohr magnetons with spin splitting set to 0.0 Bohr 
magnetons for all other atoms. Finally, the exchange correlation functional used was per 
Ceperley-Alder and the U and J values were 4.0 eV and 0.0 eV, respectively. 
Electronic Properties 
 
Partial Density of States 
 
The partial density of states obtained for Fe-TCNE prior to +UJ application is 
presented and described below for various parts of the material. 
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Figure 4:  (Left) PDOS of s, p, and d orbitals for all atoms. (Right) PDOS of s, p, and d 
orbitals for all atoms in an x range of -5 eV to +5 eV. 
 
Figure 4 showcases an overall view of the spin up and spin down density of states 
of s, p, and d orbitals for all atoms. The largest contributors to the density of states are the 
electrons residing in the p and d orbitals. Considering the narrow view of the PDOS (Figure 
4, Right) gives a better indication of how the p and d orbitals behave close to the Fermi 
energy. One can observe that there is spin splitting near the Fermi energy and that d orbital 
behavior is the most prominent. This is a good indication that correctly describing the d 
orbital behavior close to the Fermi energy will provide a better result for the band gap. 
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Figure 5:  (Left) PDOS of FeII d orbitals. (Right) PDOS of FeII d orbitals in an x range of 
-5 eV to +5 eV. 
 
Figure 5 shows the PDOS of the FeII d orbitals. Recall that the FeII atoms are part 
of the TCNE layer and thought to add the most to the magnetic ordering. In fact, looking 
at the following figures for the other atom types it is clear that they do not greatly influence 
behavior at the Fermi level. Focusing on the narrow view (Figure 5, Right), the most 
important d orbitals are dxy, dx
2
-y
2, and dz
2. Contributions from orbitals dxz and dyz are 
minimal. Spin splitting is evident for all orbitals. 
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Figure 6:  (Left) PDOS for all C types. (Right) PDOS for all C types in an x range of -5 
eV to +5 eV. 
 
Figure 6 shows the PDOS for all C atom types. The C atom types have a low number 
of states and almost no spin splitting is observed. 
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Figure 7:  (Left) PDOS for all Cl types. (Right) PDOS for all Cl types in an x range of -5 
eV to +5 eV. 
 
Figure 7 shows the PDOS for all Cl atom types. A small amount of spin splitting is 
observed, but there is little indication that it contributes to the overall magnetism. 
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Figure 8:  (Left) PDOS for all H types. (Right) PDOS for all H types in an x range of -5 
eV to +5 eV. 
 
Figure 8 shows the PDOS for all H types. The density of states for all H atom types 
are far away from the Fermi energy and do not indicate any contribution to magnetic 
ordering. 
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Figure 9:  (Left) PDOS for all N types. (Right) PDOS for all N types in an x range of -5 
eV to +5 eV. 
 
Figure 9 shows the PDOS for all N types. Spin splitting is observed for the N types 
within 2 eV of the Fermi energy, but the density of states is low. 
 
Figure 10:  (Left) PDOS for all Fe types. (Right) PDOS for all Fe types in an x range of -
5 eV to +5 eV. 
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Figure 10 shows a comparison of the PDOS for Fe types 1 and 2; i.e, the FeII and 
FeIII species. The most interesting behavior occurs close to the Fermi energy. Spin splitting 
is apparent for both Fe types, but the FeII species exhibits more than the FeIII species. It is 
expected that once the +UJ is applied that the distance between the density of states for FeII 
will increase. 
 
Figure 11:  PDOS for various sections of the Fe-TCNE structure. (From top to bottom) 
TCNE, TCNE and the FeII ion, Cl atoms and FeIII ion, NCMe ligands, and NCMe ligands 
with FeII ions. 
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Figure 11 shows the PDOS for various sections of Fe-TCNE; specifically, TCNE 
itself, TCNE and FeII, Cl atoms and FeIII, the NCMe ligands, and the NCMe ligands with 
FeII atoms. The TCNE and TCNE with FeII show spin splitting near the Fermi edge. As 
would be expected with the TCNE/FeII fragment, the FeII atoms increase the spin up and 
spin down density of states values. The Cl/FeIII portion show spin splitting near the Fermi 
level. The NCMe and NCMe/FeII ligands are very similar; the only difference being some 
extra states between approximately 0.5 eV and 2.0 eV because of FeII. 
 
Figure 12:  (Left) Symmetric band structure for spin up. (Right) Symmetric band 
structure for spin down. 
 
The overall symmetric band structure for spin up and spin down is shown in Figure 
12. The plots are extremely similar; however, one can observe that the bands near the Fermi 
energy are slightly different, specifically between 0.8 eV and -0.8 eV. A band gap of 
approximately 1.2 eV is observed which is an increase from the 0.04 eV previously 
reported.17 
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Partial Density of States with +UJ Application 
 
The partial density of states obtained for Fe-TCNE with +UJ applied is presented 
and described below for various parts of the material. The Hubbard U and Hund’s J values 
were treated as adjustable parameters instead of being calculated from a first principles 
approach. A Hubbard U value of 4.0 eV and a Hund’s J exchange value of 0.0 eV were 
selected. In addition, convergence data is included for calculations before and after +UJ. 
Data shows that the time to convergence improved when using the +UJ values. 
Table 1:  Convergence data for Fe-TCNE without +UJ treatment. 
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Table 2:  Convergence data for Fe-TCNE with +UJ treatment. 
 
 
 
47 
 
 
Figure 13:  (Left) PDOS of s, p, and d orbitals for all atoms. (Right) PDOS of s, p, and d 
orbitals for all atoms in an x range of -5 eV to +5 eV. 
 
Figure 13 showcases an overall view of the spin up and spin down density of states 
of s, p, and d orbitals for all atoms. The largest contributors to the density of states are the 
electrons residing in the p and d orbitals. Considering the narrow view of the PDOS (Figure 
13, Right) gives a better indication of how the p and d orbitals behave close to the Fermi 
energy. One can observe that there is spin splitting near the Fermi energy and that d orbital 
behavior is the most prominent. 
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Figure 14:  (Left) PDOS of all elements with +UJ. (Right) PDOS of all elements with 
+UJ in an x range of -5 eV to +5 eV. 
 
Figure 14 shows the PDOS of all elements with +UJ applied. Spin splitting is most 
obvious for the Fe, Cu, and N elements close to the Fermi level. Also, the Fe element 
displays the highest density of states. 
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Figure 15:  (Left) PDOS for all C types with +UJ. (Right) PDOS for all C types with +UJ 
in an x range of -5 eV to +5 eV. 
 
Figure 15 shows the PDOS for all C atom types with +UJ applied. The C atom types 
have a low number of states and little spin splitting is observed. 
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Figure 16:  (Left) PDOS for all Cl types with +UJ. (Right) PDOS for all Cl types with 
+UJ in an x range of -5 eV to +5 eV. 
 
Figure 16 shows the PDOS for all Cl atom types with +UJ. There is no obvious sign 
of spin splitting for any of the Cl atoms. 
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Figure 17:  (Left) PDOS for all H types with +UJ. (Right) PDOS for all H types with +UJ 
in an x range of -5 eV to +5 eV. 
 
Figure 17 shows the PDOS for all H types with +UJ. The density of states for all H 
atom types are far away from the Fermi energy and do not indicate any contribution to 
magnetic ordering. 
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Figure 18:  (Left) PDOS for all N types with +UJ. (Right) PDOS for all N types with +UJ 
in an x range of -5 eV to +5 eV. 
 
Figure 18 shows the PDOS for all N types. Spin splitting is observed for the N types 
within 2 eV of the Fermi energy, but density of states is low. 
 
Figure 19:  (Left) PDOS for all Fe types with +UJ. (Right) PDOS for all Fe types with 
+UJ in an x range of -5 eV to +5 eV. 
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Figure 19 shows a comparison of the PDOS for Fe types 1 and 2; i.e, the FeII and 
FeIII species. Again, the most interesting behavior occurs close to the Fermi energy. Spin 
splitting is apparent for only the FeII type. 
 
Figure 20:  (Left) PDOS for s, p, and d orbitals for all atoms in an x range of -5 eV to +5 
eV. (Right) PDOS for s, p, and d orbitals for all atoms with +UJ in an x range of -5 eV to 
+5 eV. 
 
Figure 20 shows an overall view of the spin up and spin down density of states of 
s, p, and d orbitals for all atoms before and after the +UJ application. As before, the largest 
contributors to the density of states are the electrons residing in the p and d orbitals. Also, 
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as seen with Fe types 1 and 2 mentioned below, the use of +UJ shifts the spin down peaks 
slightly to the right for p and d orbitals. 
 
 
Figure 21:  (Left) PDOS for all Fe types in an x range of -5 eV to +5 eV. (Right) PDOS 
for all Fe types with +UJ in an x range of -5 eV to +5 eV. 
 
Figure 21 shows the PDOS for all Fe types before and after the application of +UJ. 
There is a clear difference for Fe type 2, FeIII, in regards to spin splitting. The treatment of 
+UJ shifts the peaks near the Fermi level slightly to the right for both spin up and spin 
down. 
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Figure 22:  (Left) PDOS for FeII d orbitals. (Right) PDOS for FeII d orbitals in an x range 
of -5 eV to +5 eV. For both plots, B-J indicates the 5 different d orbitals. From top to 
bottom, xy, xz, yz, x2-y2, and dz2. 
 
Figure 22 shows the PDOS of the FeII d orbitals +UJ. Recall that the FeII atoms are 
part of the TCNE layer and thought to add the most to the magnetic ordering. Focusing on 
the narrow view (Figure 22, Right), the most important d orbitals are dxy, dx
2
-y
2, and dz
2. 
Contributions from orbitals dxz and dyz are minimal. Spin splitting is evident for all orbitals. 
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Figure 23:  PDOS for various sections of the Fe-TCNE structure with +UJ. For B-J (top 
to bottom) TCNE, TCNE and the FeII ion, Cl atoms and FeIII ion, NCMe ligands, and 
NCMe ligands with FeII ions. 
 
Figure 23 shows the PDOS for various sections of Fe-TCNE with +UJ; specifically, 
TCNE itself, TCNE and FeII, Cl atoms and FeIII, the NCMe ligands, and the NCMe ligands 
with FeII atoms. The TCNE and TCNE with FeII show spin splitting near the Fermi edge. 
As would be expected with the TCNE/FeII fragment, the FeII atoms increase the spin up 
and spin down density of states values. The Cl/FeIII portion show spin splitting near the 
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Fermi level. The NCMe and NCMe/FeII ligands are very similar; the only difference being 
some extra states between approximately 0.5 eV and 2.0 eV because of FeII. 
 
Total Density of States with +UJ Application 
 
 
Figure 24:  (Left) Total DOS. (Right) Total DOS with +UJ. 
 
Figure 24 shows the Total DOS plots before and after the +UJ treatment. In order 
to make any comments on these plots a magnified view is needed; this is mentioned below. 
 
Figure 25:  (Left) Total DOS with an x range of -5 eV to +5 eV. (Right) Total DOS with 
+UJ with an x range of -5 eV to +5 eV. 
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Figure 25 shows the Total DOS before and after the +UJ application with an x range 
of -5 eV to +5 eV. The results are consistent with the PDOS and the Fe types plots presented 
earlier; i.e., the spin down peaks shift slightly to the right. 
 
Figure 26:  (Left) PDOS for FeII d orbtials in an x range of -5 eV to +5 eV. (Right) PDOS 
for FeII d orbitals in an x range of -5 eV to +5 eV. B-J indicates the 5 different d orbitals. 
From top to bottom, xy, xz, yz, x2-y2, and dz2. 
 
Figure 26 shows the PDOS for the FeII d orbitals before and after the application of 
+UJ. The treatment of +UJ shifts the peaks near the Fermi level slightly to the right for 
spin down peaks for all d orbitals. 
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Figure 27:  (Left) PDOS for various sections of the Fe-TCNE structure. From top to 
bottom, TCNE, TCNE and the FeII ion, Cl atoms and FeIII ion, NCMe ligands, and NCMe 
ligands with FeII ions. (Right) PDOS for various sections of the Fe-TCNE structure with 
+UJ. For B-J (top to bottom) TCNE, TCNE and the FeII ion, Cl atoms and FeIII ion, 
NCMe ligands, and NCMe ligands with FeII ions. 
 
Figure 27 shows the PDOS for various sections of Fe-TCNE before and after +UJ; 
specifically, TCNE itself, TCNE and FeII, Cl atoms and FeIII, the NCMe ligands, and the 
NCMe ligands with FeII atoms. The TCNE and TCNE with FeII show spin splitting near 
the Fermi edge. Again, as is expected with the TCNE/FeII fragment, the FeII atoms increase 
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the spin up and spin down density of states values. The Cl/FeIII portion show spin splitting 
near the Fermi level. The NCMe and NCMe/FeII ligands are very similar; the only 
difference being some extra states between approximately 0.5 eV and 2.0 eV because of 
FeII. As previously seen in comparisons between prior to and after the +UJ application, the 
spin down density of states peaks near the Fermi energy level shift slightly to the right. 
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CHAPTER 5 
CONCLUSIONS AND FUTURE WORK 
 
Conclusions 
 
The work in this thesis sought to apply the LSDA+U method to a specific organic-
based magnet material within the general TCNE family of materials and to incorporate the 
+UJ potential into the overall structure of the OLCAO program suite. The second objective 
will be reviewed first. 
The LSDA+U formalism and the incorporation of the Anisimov potential have been 
successfully integrated into OLCAO, including for both d and f orbitals. This addition can 
now find use in future calculations to better describe the electronic structure and band gap 
of other Mott insulators and late 3d-transition metal materials. The implementation of the 
+U formalism can better elucidate the electronic structure and magnetic ordering for 
magnetic materials as well. 
The application of the +UJ potential to Fe-TCNE was performed and differences 
were noted for the overall p and d orbitals, the Fe types, and the Fe type 1, FeII, d orbitals. 
Although the +UJ treatment was expected to yield a more significant increase in the band 
gap than what was observed, the results are still a better description of the on-site 
Coulombic repulsion than what was available before. The band gap increased from 0.04 
eV to 1.2 eV. In addition, the shifting of the density of states peaks led to a better account 
of the spin splitting that leads to magnetism; specifically, the spin up and spin down peaks 
that included FeII atoms were separated by a greater amount. 
Future Work 
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A number of interesting activities could be performed as an extension of the work 
in this thesis. First, performing calculations to look at the optical properties would be 
interesting, in addition to XANES and ELNES calculations. Second, exploring the 
parameter space of different U and J values for Fe type 1, as well as different values for 
other atom types, could prove to yield a better description of the electronic structure. 
Finally, considering U and J values obtained from a first principles method, like 
constrained DFT, could reduce the time needed to explore the parameter space. A likely 
candidate for those would be using Slater integrals, Fk. 
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