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Abstract
By generalizing the Fujikawa approach, we show in the path-
integral formalism: (1) how the infinitesimal variation of the fermion
measure can be integrated to obtain the full anomalous chiral ac-
tion; (2) how the action derived in this way can be identified as the
Chern-Simons term in five dimensions, if the anomaly is consistent;
(3) how the regularization can be carried out, so as to lead to the
consistent anomaly and not to the covariant anomaly. Our method
uses Schwinger’s “proper-time” representation of the Green’s func-
tion and the gauge invariant point-splitting technique. We find that
the consistency requirement and the point-splitting technique allow
both an anomalous and a non-anomalous action. In the end, the na-
ture of the vacuum determines whether we have an anomalous theory,
or, a non-anomalous theory.
I. INTRODUCTION
It has become increasingly evident that the anomalous action in chiral theo-
ries incorporates important nonperturbative dynamics. For example, the Wess-
Zumino-Witten (WZW) action in the gauged non-linear σ-model has been central
to the development of the topological soliton model of the nucleon [1,2]. The
predictions of the WZW action that (1) the baryonic current is topological, and
(2) the vector meson ω couples to it as a gauge boson have been crucial in realiz-
ing that high-energy elastic pp and p¯p scattering, in fact, provide strong evidence
in favor of the soliton model of the nucleon [3]. These developments have moti-
vated us to inquire into the quantum field theory origin of the nonperturbative
anomalous action in the context of the path-integral formalism. We note that
the original geometric argument of Witten in writing down the anomalous action
was based on an intuitive analogy with the Dirac monopole quantization and the
recognition that π5 (SU(3)) = Z provided a winding number for the mapping of
1
a five dimensional space onto the internal space of SU(3) [4,5]. In the differential
geometric approach that followed [6,7,8], one identified the anomalous action as
a Chern-Simons (CS) term in a five dimensional space and showed that it auto-
matically satisfied the Wess-Zumino (WZ) consistency condition required of the
non-Abelian anomaly.
We have approached the question of obtaining the anomalous action in a chi-
ral theory in a different way. The work of Fujikawa [9,10] suggests that, in the
path-integral formalism, the chiral anomaly originates from the variation of the
fermion measure under an infinitesimal chiral gauge transformation. Therefore,
in principle, one may integrate all such variations to determine the full anomalous
action. Investigation of this approach [11], however, points to two major difficul-
ties: (1) there is no simple way of seeing how the full anomalous action becomes a
five dimensional quantiy from the integration of the four dimensional variations;
(2) how Fujikawa’s regularization method [9] can be modified so that, instead of
the covariant anomaly, one obtains the consistent anomaly [12]. Fujikawa’s ap-
proach, however, has the appealing feature that the anomalies are contained in
the path-integral formalism from the very beginning via Jacobians, and do not
have to be brought in through additional geometric considerations.
Against the above background, we have addressed the following questions:
1. Is it possible to obtain the variation of the fermion measure in such a way
that the origin of the chiral anomaly can be easily seen, and at the same time the
variations can be integrated to lead to the full five-dimensional anomalous action?
2. Can it be established that the action obtained above is, in fact, a Chern-
Simons term as given by the differential geometric approach ?
3. Is it possible to determine how the regularization should be carried out, so
that the anomaly is consistent (as required by the WZ consistency condition)?
In this paper, we present the results of our investigation of the above questions.
We would like to mention that even though very technical and extensive studies
on the subject of the chiral action exist [13], the kind of generalization of the
Fujikawa approach we envisage has not been done before.
II. ANOMALOUS ACTION FROM THE FERMION MEASURE
We consider a chiral theory of a massless left-handed fermion that interacts via
a non-Abelian gauge field Aµ(x). The path-integral representation of the action
functional (or, effective action) W [A] of the theory in Euclidean space is
eiW [A] =
1
N
∫
dψLdψ¯Le
∫
d4xψ¯L(x)γ
µ(∂µ+Aµ(x))ψL(x) . (2.1)
Here, Aµ = −iAaµT
a and the T a’s are the generators of the symmetry group.
γµ’s are antihermitian, (γµ)† = −γµ (µ = 1, 2, 3, 4); ψ¯L = ψ
†
Lγ
4 = ψ†Liγ
0. The
Euclidean metric is g11 = g22 = g33 = g44 = −1. We first consider extending the
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gauge field Aµ(x) from the four-dimensional space to a five-dimensional space in
the following way. The fifth dimension is a parameter space with t denoting the
parameter and
Aµ(x, t) = U
−1(x, t)Aµ(x)U(x, t) + U
−1(x, t)∂µU(x, t), (2.2)
where U(x, t) is a unitary matrix: U(x, t) = eθ(x,t), θ(x, t) = −iT aθa(x, t) (T a’s are
hermitian matrices; tr T aT b = 1
2
δab,
[
T a, T b
]
= ifabcT c). To obtain the effective
action W [A], we adopt the following strategy.
We define first a parameter dependent effective action W [A(x, t)]
eiW [A(x,t)] =
1
N
∫
dψLdψ¯Le
∫
d4xψ¯L(x)γ
µ(∂µ+Aµ(x,t))ψL(x) (2.3)
and require U(x, t) to satisfy the boundary conditions:
U(x, t) =
{
1, t = 0
U(x), t = 1.
(2.4)
U(x) represents a unitary field that transforms under a gauge transformation in
the following way:
U(x)
g
→ Ug(x) = g−1(x)U(x). (2.5)
Since under a gauge transformation
Aµ(x)
g
→ Agµ = g
−1(x)Aµ(x)g(x) + g
−1(x)∂µg(x) , (2.6)
we find that
AUµ (x) = U
−1(x)Aµ(x)U(x) + U
−1(x)∂µU(x) (2.7)
is gauge invariant. From the boundary conditions (2.4), we see that at t = 0
W [A(x, t)] coincides withW [A], and at t = 1 it becomes a gauge invariant effective
action W [AU ]. From (2.3), we have
eiW [A(x,t+δt)] =
1
N
∫
dψLdψ¯Le
∫
d4xψ¯L(x)γ
µ(∂µ+Aµ(x,t+δt))ψL(x)
=
1
N
∫
dψLdψ¯Le
∫
d4xψ¯L(x)U
−1(x,t+δt)γµ(∂µ+Aµ(x))U(x,t+δt)ψL(x)
=
1
N
∫
dψLdψ¯Le
∫
d4xψ¯L(x)[1−U
−1∂tUδt]γµ(∂µ+Aµ(x,t))[1+U−1∂tUδt]ψL(x) (2.8)
We now change the Grassmann integration variables ψL, ψ¯L to ψ
′
L, ψ¯
′
L:
ψ′L = (1 + U
−1∂tUδt)ψL , (2.9)
3
ψ¯′L = ψ¯L(1− U
−1∂tUδt) . (2.10)
Correspondingly, the fermion measure dψLdψ¯L transforms into a new measure
dψ′Ldψ¯
′
L The Jacobian of the transformation can be calculated following Fujikawa’s
approach [9,10].
We introduce a complete set of eigenfunctions of the Dirac operator
γµ (∂µ +Aµ(x, t)):
γµ (∂µ +Aµ(x, t))ϕn(x, t) = λn(t)ϕn(x, t). (2.11)
From the ϕn’s, we construct a complete set of chiral wavefunctions ϕnC(x, t)’s
(C = L,R):
γ5ϕnL(x, t) = −ϕnL(x, t) ,
γ5ϕnR(x, t) = ϕnR(x, t) . (2.12)
ψL(x) can now be expanded in terms of the left-handed wavefunctions:
ψL =
∑
n
anL ϕnL(x, t) , (2.13)
where the anL’s are Grassmann numbers. Similarly, ψ¯L(x) can be expanded in
terms of the right-handed wave functions:
ψ¯L(x) =
∑
n
a¯nRϕ
†
nR(x, t) , (2.14)
where a¯nR’s are another set of Grassmann numbers. The expansions (2.13) and
(2.14) define the fermion measure
dψLdψ¯L =
∏
n
danL
∏
n
da¯nR (2.15)
The Grassmann elements ψ′L and ψ¯
′
L can also be expanded as in (2.13) and (2.14),
and the expansions define the measure
dψ′Ldψ¯
′
L =
∏
n
da′nL
∏
n
da¯′nR. (2.16)
Eqs. (2.9) and (2.10) give us
a′nL =
∑
m
(
ϕnL, [1 + U
−1∂tUδt]ϕmL
)
amL , (2.17)
a¯′nR =
∑
m
a¯mR
(
ϕmR, [1− U
−1∂tUδt]ϕnR
)
. (2.18)
These relations yield
4
∏
n
danL
∏
n
da¯nR = Det〈ϕC |
[
(1 + U−1∂tUδt)a− + a+
]
|ϕC〉
×Det〈ϕC |
[
(1− U−1∂tUδt)a+ + a−
]
|ϕC〉
∏
n
da′nL
∏
n
da¯′nR, (2.19)
where the determinants are defined with the ϕnC ’s as the basis functions. a−, a+
are the chiral projection operators: a− =
1
2
(1− γ5), a+ =
1
2
(1 + γ5), and
a−ϕnC = ϕnL (C = L) , a+ϕnC = 0 (C = L)
= 0 (C = R) , = ϕnR (C = R)
Since δt is infinitesimal and a− + a+ = 1, the determiants in (2.19) differ from
unity only by infinitesimal variations. Eq. (2.19) can then be written as
dψLdψ¯L = e
Tr〈ϕC |U
−1∂tUa−|ϕC〉δt−Tr〈ϕC |U
−1∂tUa+|ϕC〉δt dψ′Ldψ¯
′
L
= e−Tr〈ϕC |U
−1∂tUγ
5|ϕC〉δt dψ′Ldψ¯
′
L , (2.20)
where Tr stands for an integral over the coordinate space and trace over the
group and Dirac matrices (Tr =
∫
d4x tr =
∫
d4x trGtrD). Switching back to the
eigenfunctions ϕn(x, t)’s as basis functions, Eq. (2.20) becomes
dψLdψ¯L = e
−
∫
d4x tr[U−1∂tUγ5
∑
n
ϕn(x,t)ϕ
†
n(x,t)]δtdψ′Ldψ¯
′
L . (2.21)
From (2.8) and (2.21), we obtain
eiW [A(x,t+δt)] = e−
∫
d4x tr[U−1∂tUγ5
∑
n
ϕn(x,t)ϕ
†
n(x,t)]δt
×
1
N
∫
dψ′Ldψ¯
′
Le
∫
d4x ψ¯′
L
(x)γµ(∂µ+Aµ(x,t))ψ′L(x)
= e−
∫
d4x tr[U−1∂tUγ5
∑
n
ϕn(x,t)ϕ
†
n(x,t)]δteiW [A(x,t)] . (2.22)
From (2.22), we find
∂W [A(x, t)]
∂t
= i
∫
d4x tr
[
U−1(x, t)∂tU(x, t)γ
5
∑
n
ϕn(x, t)ϕ
†
n(x, t)
]
. (2.23)
Therefore,
W [A] = −i
∫ 1
0
dt
∫
d4x tr
[
U−1(x, t)∂tU(x, t)γ
5
∑
n
ϕn(x, t)ϕ
†
n(x, t)
]
+W [AU ] (2.24)
As noted earlier, W [AU ] is a gauge invariant effective action.
We can derive an alternative expression for the derivative of W [A(x, t)] with
respect to the parameter t by directly differentiating (2.3):
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i
∂W [A(x, t)]
∂t
=
∫
〈ψ¯Lγ
µ(−iT a)ψL〉A˙
a
µ(x, t)d
4x
=
∫
jµ,aL (x, t)A˙
a
µ(x, t)d
4x , (2.25)
where jµ,aL is the chiral current:
jµ,aL (x, t) = i
δW [A(x, t)]
δAaµ(x, t)
(2.26)
= 〈ψ¯Lγ
µ(−iT a)ψL〉. (2.27)
Eq.(2.25) can be written as
∂W [A(x, t)]
∂t
= 2i
∫
trG
[
A˙µ(x, t)j
µ
L(x, t)
]
d4x, (2.28)
where jµL = −iT
ajµ,aL . Now,
A˙µ(x, t) = ∂tAµ(x, t)
= Dµ(A)
(
U−1(x, t)∂tU(x, t)
)
, (2.29)
where Dµ(A) = ∂µ + [Aµ, ]. Therefore,
∂W [A(x, t)]
∂t
= 2i
∫
trG
[
Dµ(A)
(
U−1(x, t)∂tU(x, t)
)
jµL(x, t)
]
d4x
= −2i
∫
trG
[
U−1(x, t)∂tU(x, t)Dµ(A)j
µ
L(x, t)
]
d4x (2.30)
Comparing Eqs. (2.23) and (2.30), we obtain
Dµ(A)j
µ
L(x, t) = −
1
2
trD
[
γ5
∑
n
ϕn(x, t)ϕ
†
n(x, t)
]
. (2.31)
Since the right-hand side (RHS) of Eq. (2.31) is not well defined, it has to be reg-
ularized to be meaningful. Let a(A) be the corresponding regularized expression:
a(A) ≡ −
1
2
trDγ
5
∑
n
ϕn(x, t)ϕ
†
n(x, t)|reg (2.32)
Then,
Dµ(A)j
µ
L(x, t) = a(A); (2.33)
that is, a(A) is the covariant divergence of the chiral current jµL. A nonvanishing
a(A) means that the current is not conserved covariantly, and a(A) is referred to
as the chiral anomaly. From Eq.(2.24), we see that
6
W [A] = Γ[A,U ] +W [AU ] , (2.34)
where
Γ[A,U ] = 2i
∫ 1
0
dt
∫
d4x trG
[
U−1(x, t)∂tU(x, t)a(A)
]
(2.35)
can now be identified as the anomalous action (or, WZW action).
We note the following: 1) Eq.(2.22) shows how an infinitesimal change of the
parameter t leads to an infinitesimal variation of the fermion measure; 2) Eq.
(2.31) makes it evident that such a variation of the fermion measure can produce
the anomaly; 3) Eq. (2.35) shows how such variations can be integrated to obtain
the full anomalous action. Our method of calculating the variation of the fermion
measure follows that of Fujikawa. However, by extending the guage field Aµ(x) to
a parameter space (Eq.(2.2))and by considering variation of the parameter , we
have been able to generalize the Fujikawa approach, so as to obtain an anomalous
action in five dimensions.
In the next section (Sec. 3), we prove that, if the anomaly a(A) is the consistent
anomaly, then the anomalous action Γ[A,U ] is the Chern-Simons term as given by
the differential geometric approach [6,7]. In sections 4 and 5, we then investigate
how trD γ
5
∑
n
ϕn(x, t)ϕ
†
n(x, t) has to be regularized, so that a(A), in fact, becomes
the consistent anomaly.
III. IDENTIFYING THE ANOMALOUS ACTION AS THE
CHERN-SIMONS TERM
In this section, our objective is to determine the anomalous action Γ[A,U ],
assuming that the regularized anomaly a(A) is the consistent anomaly. The latter
assumption implies [12]
a(A) = a˜(A)−Dµ(A)X
µ(A) , (3.1)
where
a˜(A) =
1
64π2
ǫλµρσGλµ(A)Gρσ(A); (3.2)
Gλµ(A) is the field tensor: Gλµ(A) = ∂λAµ − ∂µAλ + [Aλ,Aµ], and Xλ(A) is a
polynomial in A and its derivatives:
Xλ(A) =
1
48π2
ǫλµρσ
[
∂µAρAσ +Aσ∂µAρ +
3
2
AµAρAσ
]
(3.3)
The first term on the RHS of (3.1), a˜(A), is known as the covariant anomaly.
It is the usual anomaly one obtains using Fujikawa’s regularization procedure.
Inserting (3.1) in (2.35), and writing A0(x, t) ≡ U−1(x, t)∂tU(x, t), we obtain
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Γ[A,U ] = 2i
∫ 1
0
dt
∫
d4x tr [A0 (a˜(A)−Dµ(A)X
µ(A))] (3.4)
= 2i
∫ 1
0
dt
∫
d4x tr
[
A0a˜(A) + A˙µX
µ(A)
]
(3.5)
= −i
∫ 1
0
dt
∫
d4x
[
Aa0a˜
a(A) + A˙aµX
µ,a(A)
]
, (3.6)
where we have used Dµ(A)A0 = A˙µ (Eq.(2.29))
The identification of Γ[A,U ] as the Chern-Simons action now becomes easy,
because of a key observation by Dunne and Trugenberger (DT) [14]. These au-
thors point out that a Chern-Simons Lagrangian in odd dimensions can be split
into two parts, as in Eq(3.6), where the time component of the gauge field is mul-
tiplied by the covariant anomaly, and the time derivative of the space components
is multiplied by a polynomial Xµ,a(A), whose covariant divergence relates the co-
variant anomaly to the consistent anomaly. In our case, it is of course pertinent to
bear in mind that the gauge field Ai(x, t) (i = µ, 0) in the odd dimensional space
has been specified by extending the original gauge field Aµ(x) via a parameter
dependent gauge transformation (Eq.(2.2)), and the time component A0 in five
dimensions has beeen identified as U−1(x, t)∂tU(x, t). We now explicitly verify
that Γ[A,U ] is the Chern-Simons action.
To this end, we start with the definition of the Chern-Simons action in five
dimensions [6,7,14]:
SCS =
i
8π2
∫ 1
0
dξ tr
(
AG2ξ
)
(in form notation)
=
i
32π2
∫ 1
0
dt
∫
d4x
∫ 1
0
dξ tr (AiGjk(ξA)Glm(ξA)) ǫ
ijklm
=
i
32π2
∫ 1
0
dt
∫
d4x tr {ǫµνρσA0Gµν(A)Gρσ(A)
+A˙µ 2
∫ 1
0
dξ ξ (AνGρσ(ξA) +Gρσ(ξA)Aν) ǫ
µνρσ
−∂µ
(
A0 2
∫ 1
0
dξ ξ [AνGρσ(ξA) +Gρσ(ξA)Aν] ǫ
µνρσ
)}
(3.7)
Let
P µ(A) ≡ 2
∫ 1
0
dξ ξ [AνGρσ(ξA) +Gρσ(ξA)Aν] ǫ
µνρσ (3.8)
Then,
P µ(A) =
4
3
[
Aν∂ρAσ + ∂ρAσAν +
3
2
AνAρAσ
]
ǫµνρσ (3.9)
From (3.7), we obtain
8
SCS =
i
32π2
∫ 1
0
dt
∫
d4x tr
{
A0Gµν(A)Gρσ(A)ǫ
µνρσ + A˙µP
µ(A)− ∂µ (A0P
µ(A))
}
(3.10)
We observe that, if we write SCS =
∫
dt LCS , then LCS as given by Eq.(3.10) is of
the form deduced by DT. Since A˙µ = Dµ(A)A0 in our case, we get from (3.10)
SCS = 2i
∫ 1
0
dt
∫
d4x tr
{
U−1∂tU
[
1
64π2
Gµν(A)Gρσ(A)ǫ
µνρσ −
1
64π2
Dµ(A)P
µ(A)
]}
= 2i
∫ 1
0
dt
∫
d4x tr
{
U−1∂tU [a˜(A)−Dµ(A)X
µ(A)]
}
= Γ[A,U ] (3.11)
using Eq.(3.4). Establishing this result also implies that—in the path-integral
framework the topological aspects of the theory are contained in the variation of
the fermion measure.
IV. REGULARIZATION USING PROPER-TIME REPRESENTATION
OF GREEN’S FUNCTIONS
Our next objective is to specify the regularization of tr
[
γ5
∑
n
ϕn(x, t)ϕ
†
n(x, t)
]
To this end, we first introduce the propagator S(x, y) of a massive fermion and a
“proper-time” integral representation of it:
S(x, y) =
∑
n
ϕn(x)ϕ
†
n(y)
λn + im
= ( 6D − im)
∑
n
ϕn(x)ϕ
†
n(y)
λ2n +m
2
= ( 6D − im)
∫ ∞
0
dτe−τ(6D
2+m2) M(x, y), (4.1)
where τ is the proper-time variable of Schwinger [15], and M(x, y) ≡∑
n
ϕn(x)ϕ
†
n(y) is an infinite dimensional matrix; 6D = γ
µDµ, Dµ = ∂µ +Aµ (µ =
1− 4). For simplicity, we have suppressed the t-dependence in (4.1). (We do this
in other places as well, if no confusion arises). Eq. (4.1) can be expressed in the
form
S(x, y) = SR(x)M(x, y), (4.2)
where
SR(x) = ( 6D − im)
∫ ∞
0
dτ e−τ(6D
2+m2) (4.3)
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is the fermion propagator as a differential operator that acts only to the right. Its
inverse is S−1R (x) = 6D+ im (formally, SR(x) =
1
6D+im
). Besides (4.1), an alternative
representation of S(x, y) is
S(x, y) =
∑
n
ϕn(x)ϕ
†
n(y)
λ2n +m
2
(
←
6D−im)
=M(x, y)
∫ ∞
0
dτ e−τ(
←
6D2+m2)(
←
6D−im) , (4.4)
where
←
6D= γµ(−
←
∂µ +Aµ(y)), and
←
∂µ=
←
∂
∂yµ
. We can also write
S(x, y) =M(x, y)SL(y), (4.5)
where
SL(y) =
∫ ∞
0
dτ e−τ(
←
6D2+m2)(
←
6D−im) (4.6)
is the fermion propagator as a differential operator that acts to the left. The
inverse of SL(y) is S
−1
L (y) = (
←
6D+im) (formally, SL(y) =
1
←
6D+im
). Next we observe
that all the following expressions are equivalent to tr
[
γ5
∑
n
ϕn(x)ϕ
†
n(y)
]
:
tr γ5 [SRM(x, y)]S
−1
L , tr γ
5S−1R [SRM(x, y)] , tr γ
5SR
[
S−1R M(x, y)
]
,
tr γ5S−1R [M(x, y)SL] , tr γ
5 [M(x, y)SL]S
−1
L , tr γ
5
[
M(x, y)S−1L
]
SL .
For example,
tr γ5SR(x)M(x, y)S
−1
L (y)
= tr γ5( 6D − im)
∫ ∞
0
dτ e−τ(6D
2+m2)
∑
n
ϕn(x)ϕ
†
n(y)
(
←
6D+im
)
= tr γ5
∑
n
ϕn(x)ϕ
†
n(y) . (4.7)
Furthermore, we note that each expression involves the fermion propagator and
its inverse as differential operators, and we have above all the six possible arrange-
ments of them acting on the matrix M(x, y).
As a first step to obtain a regularized expression for tr γ5
∑
n
ϕn(x, t)ϕ
†
n(x, t),
we consider the following average with x 6= y as the regularized expression for
tr γ5
∑
n
ϕn(x, t)ϕ
†
n(y, t):
10
tr γ5
∑
n
ϕn(x, t)ϕ
†
n(y, t)|reg
=
∫ 1
0
dg
∂
∂g
tr γ5
∑
n
ϕgn(x, t)ϕ
g †
n (y, t)
=
∫ 1
0
dg
∂
∂g
1
6
tr γ5
{
[SRI(x, y)]S
−1
L + S
−1
R [SRI(x, y)] + SR[S
−1
R I(x, y)]
+S−1R [I(x, y)SL] + [I(x, y)SL]S
−1
L + [I(x, y)S
−1
L ]SL
}
. (4.8)
In (4.8), g is the gauge coupling constant, ϕgn’s are the eigenfunctions of the
Dirac operator γµ(∂µ + gAµ), and we have subtracted out the free-field term
corresponding to g = 0 [16] . Furthermore, in (4.8)M(x, y) ≡
∑
n
ϕn(x)ϕ
†
n(y) has
been replaced by I(x, y) =
∫
d4k
(2π)4
eik·(x−y), i.e., the completeness of the single-
particle wavefunctions has been replaced by that of the plane wave solutions. A
few comments are in order here: 1) If we replace in (4.8) I(x, y) byM(x, y), we get
back the formal expression: tr γ5
∑
n
ϕn(x, t)ϕ
†
n(y, t)−tr γ
5
∑
n
ϕ0n(x, t)ϕ
0 †
n (y, t). 2)
The form of Eq.(4.8) is dictated by the requirement that the matrix structure be
symmetric between the variables x and y. 3) The particular averaging considered
in (4.8) corresponds to taking the identity matrixM(x, y) =
∑
n
ϕn(x)ϕ
†
n(y) as the
product of the particle propagator and its inverse (taken in all possible manner).
At this point, the averaging has to be regarded as ad hoc and can only be justified
a posteriori by showing that it yields the consistent anomaly, and in turn, the
Chern-Simons term with the right normalization.
Introducing the Green’s functions GR(x, y) =
∫ 1
0
dτe−τ(6D
2+m2) I(x, y) and
GL(x, y) =
∫ 1
0
dτ I(x, y) e−τ(
←
6D2+m2) [17], we can express Eq.(4.8) in the following
form:
tr γ5
∑
n
ϕn(x, t)ϕ
†
n(y, t)|reg
=
1
6
∫ 1
0
dg
∂
∂g
{
tr γ5( 6D − im)GR(x, y)(
←
6D +im)
+ tr γ5( 6D + im)GL(x, y)(
←
6D −im)
}
=
1
6
{
tr γ5 6DGR(x, y)
←
6D +tr γ5 6DGL(x, y)
←
6D
+m2tr γ5GR(x, y) +m
2tr γ5GL(x, y)
}
g=1
. (4.9)
The lower limit g = 0 does not contribute as it involves the free Green’s func-
tions. Eq.(4.9), which is in five-dimensions because of the parameter t, should be
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contrasted with the usual equation for the anomaly in 4-dimensions as given by
Fujikawa’s regularization [9]:
tr γ5
∑
n
ϕn(x)ϕ
†
n(y)|reg = limm→∞ tr γ
5e−
6D2
m2
∑
n
ϕn(x)ϕ
†
n(y)
= lim
m→∞
tr γ5e−
6D2
m2
∫
d4k
(2π)4
eik·(x−y) . (4.10)
We now outline how the terms on the RHS of (4.9) are calculated. Using 6D2 =
D2 + 1
2
γργσGρσ(x) (Dρ = ∂ρ +Aρ), the proper-time representation of the Green’s
function GR(x, y) leads to
GR(x, y) =
∫
d4k
(2π)4
eik·(x−y)
∫ ∞
0
dτ e−τ(D
2+2ik·D−k2+ 1
2
γργσGρσ+m2)
=
∫
d4k
(2π)4
eik·(x−y)
∫ ∞
0
dτ e−τ(m
2−k2)
∞∑
n=0
(−1)n τn
n!
(
D2 + 2ik · D +
1
2
γργσGρσ(x)
)n
=
∫
d4k
(2π)4
eik·(x−y)
1
m2 − k2
∞∑
n=0
(−1)n
(
D2 + 2ik · D + 1
2
γργσGρσ(x)
m2 − k2
)n
. (4.11)
Eq. (4.11) shows that ( 6D2 +m2)GR(x, y) = δ(x− y), as we expect [18]. We then
obtain
tr γ5 6DGR(x, y)
←
6D
= −tr γ5γµγλ
∫ d4k
(2π)4
eik·(x−y)(Dλ + ikλ)
×
1
m2 − k2
∞∑
n=0
(−1)n
(
D2 + 2ik · D + 1
2
γργσGρσ(x)
m2 − k2
)n
(ikµ +Aµ(y)) (4.12)
Using
γµγλ = gµλ + σµλ,
(
gµλ =
1
2
{
γµ, γλ
}
, σµλ =
1
2
[
γµ, γλ
])
,
and
tr γ5γλγµγργσ = −4ǫλµρσ (γ5 = γ4γ1γ2γ3 , ǫ1234 = +1),
we find
tr γ5 6DGR(x, y)
←
6D
=
∫ d4k
(2π)4
eik·(x−y)(Dν + ikν)ǫλµρσ
Gλµ(x)Gρσ(x)
(m2 − k2)3
(ikν +Aν(y))
+2
∫ d4k
(2π)4
eik·(x−y)(Dλ + ikλ)ǫ
µλρσ
×
{
−
1
(m2 − k2)2
Gρσ(x) +
1
(m2 − k2)3
[2ik · DGρσ(x) +Gρσ(x)2ik · D]
}
(ikµ +Aµ(y)). (4.13)
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The proper-time representation of GL(x, y) using
←
6D2=
←
D2 +1
2
γργσGρσ(y)(
←
Dρ= −
←
∂ ρ +Aρ(y)
)
is
GL(x, y) =
∫
d4k
(2π)4
∫ ∞
0
dτ e−τ(
←
D2+2ik·
←
D−k2+ 12γ
ργσGρσ(y)+m2)eik·(x−y)
=
∫ d4k
(2π)4
1
m2 − k2
∞∑
n=0
(−1)n


←
D2 +2ik·
←
D +12γ
ργσGρσ(y)
m2 − k2


n
eik·(x−y) (4.14)
This gives
tr γ5 6DGL(x, y)
←
6D
=
∫
d4k
(2π)4
(ikν +Aν)ǫλµρσ
1
(m2 − k2)3
Gλµ(y)Gρσ(y)(
←
Dν +ikν)e
ik·(x−y)
+2
∫
d4k
(2π)4
(ikλ +Aλ)ǫ
µλρσ
×
{
−
1
(m2 − k2)2
Gρσ(y) +
1
(m2 − k2)3
[
2ik·
←
D Gρσ(y) +Gρσ(y)2ik·
←
D
]}
(
←
Dµ +ikµ)e
ik·(x−y). (4.15)
From (4.11) and (4.14), we also obtain
m2tr γ5GR(x, y) = −m
2
∫
d4k
(2π)4
eik·(x−y)ǫλµρσ
1
(m2 − k2)3
Gλµ(x)Gρσ(x) , (4.16)
m2tr γ5GL(x, y) = −m
2
∫
d4k
(2π)4
eik·(x−y)ǫλµρσ
1
(m2 − k2)3
Gλµ(y)Gρσ(y) . (4.17)
At this point, we simplify Eqs. (4.13) and (4.15) by dropping terms of O( 1
m
), as
we are interested in the limit m→∞:
tr γ5 6DGR(x, y)
←
6D
≃ −
∫ d4k
(2π)4
eik·(x−y)ǫλµρσ
k2
(m2 − k2)3
Gλµ(x)Gρσ(x)
−2
∫
d4k
(2π)4
eik·(x−y)ǫµλρσ
1
(m2 − k2)2
{DλGρσ(x)ikµ +DλGρσ(x)Aµ(y) + ikλGρσ(x)Aµ(y)}
+2
∫
d4k
(2π)4
eik·(x−y)ǫµλρσ
1
(m2 − k2)3
{Dλ [2ik · DGρσ(x) +Gρσ(x)2ik · D] ikµ
+ikλ [2ik · DGρσ(x) +Gρσ(x)2ik · D]Aµ(y)} . (4.18)
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tr γ5 6DGL(x, y)
←
6D
≃ −
∫ d4k
(2π)4
eik·(x−y)ǫλµρσ
k2
(m2 − k2)3
Gλµ(y)Gρσ(y)
−2
∫
d4k
(2π)4
eik·(x−y)ǫµλρσ
1
(m2 − k2)2
×
{
ikλGρσ(y)
←
Dµ +Aλ(x)Gρσ(y)
←
Dµ +Aλ(x)Gρσ(y)ikµ
}
+2
∫ d4k
(2π)4
eik·(x−y)ǫµλρσ
1
(m2 − k2)3
{
ikλ
[
2ik·
←
D Gρσ(y) +Gρσ(y)2ik·
←
D
]
←
Dµ
+Aλ(x)
[
2ik·
←
D Gρσ(y) +Gρσ(y)2ik·
←
D
]
ikµ
}
.
(4.19)
(Terms having kλkµ in their integrand are dropped, since they vanish due to the
anti- symmetric tensor ǫλµρσ.)
Let us consider the coincidence limit (y → x) of tr γ5
∑
n
ϕn(x, t)ϕ
†
n(y, t)|reg
given by Eq.(4.9). From Eq.(4.18), we find
lim
y→x
tr γ5 6DGR(x, y)
←
6D
= −ǫλµρσ
∫
d4k
(2π)4
k2
(m2 − k2)3
Gλµ(x)Gρσ(x)
−2ǫµλρσ
∫
d4k
(2π)4
1
(m2 − k2)2
{DλGρσ(x)ikµ +DλGρσ(x)Aµ(y) + ikλGρσ(x)Aµ(y)}y=x
+2ǫµλρσ
∫
d4k
(2π)4
1
(m2 − k2)3
{Dλ [2ik · DGρσ(x) +Gρσ(x)2ik · D] ikµ
+ikλ [2ik · DGρσ(x) +Gρσ(x)2ik · D]Aµ(y)}y=x . (4.20)
Evaluation of the RHS of Eq. (4.20) is considerably simplified, if we note
Gρσ(x) = [Dρ,Dσ], ǫ
λµρσGρσ(x) = 2ǫ
λµρσDρDσ,
2ǫλµρσDλGρσDµ = 4ǫ
λµρσDλDρDσDµ = ǫ
λµρσGλµGρσ ;
furthermore,∫
d4k kµ f(k
2) = 0 ,
∫
d4k kλkµf(k
2) = δλµ
∫
d4k
1
4
(−k2)f(k2).
The divergent terms in Eq.(4.20) cancel, and the equation becomes
lim
y→x
tr γ5 6DGR(x, y)
←
6D = −2ǫµλρσ
∫ d4k
(2π)4
m2
(m2 − k2)3
DλGρσ(x)Aµ(y)|y=x
=
1
16π2
ǫλµρσGρσ(x)Aλ(x)Aµ(x) . (4.21)
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At the last step, we have used the Bianchi identity ǫµλρσDλGρσ(x) = 0 to write
ǫµλρσDλGρσ(x) = ǫµλρσGρσ(x)Aλ(x). (Dλ = ∂λ + [Aλ, ],Dλ = ∂λ + Aλ.) From
Eq.(4.19), we have
lim
y→x
tr γ5 6DGL(x, y)
←
6D
= −ǫλµρσ
∫ d4k
(2π)4
k2
(m2 − k2)3
Gλµ(y)Gρσ(y)
−2ǫµλρσ
∫ d4k
(2π)4
1
(m2 − k2)2
{
ikλGρσ(y)
←
Dµ +Aλ(x)Gρσ(y)
←
Dµ
+Aλ(x)Gρσ(y) ikµ
}
y=x
+2ǫµλρσ
∫
d4k
(2π)4
1
(m2 − k2)3
{
ikλ
[
2ik·
←
D Gρσ(y) +Gρσ(y)2ik·
←
D
]
←
Dµ
+Aλ(x)
[
2ik·
←
D Gρσ(y) +Gρσ(y)2ik·
←
D
]
ikµ
}
y=x
(4.22)
To evaluate the RHS of (4.22), we use:
Gρσ(y) = [
←
Dρ,
←
Dσ], ǫ
λµρσGρσ(y) = 2ǫ
λµρσ
←
Dρ
←
Dσ,
2ǫλµρσ
←
Dλ Gρσ(y)
←
Dµ= 4ǫ
λµρσ
←
Dλ
←
Dρ
←
Dσ
←
Dµ= ǫ
λµρσGλµ(y)Gρσ(y) .
As before, the divergent terms in (4.22) cancel, and we arrive at
lim
y→x
tr γ5 6DGL(x, y)
←
6D = −2ǫµλρσ
∫ d4k
(2π)4
m2
(m2 − k2)3
Aλ(x)Gρσ(y)
←
Dµ |y=x
=
1
16π2
ǫλµρσAλ(x)Aµ(x)Gρσ(x) (4.23)
From Eqs.(4.16) and (4.17), we get
lim
y→x
m2tr γ5GR(x, y) = −
1
32π2
ǫλµρσGλµ(x)Gρσ(x) , (4.24)
lim
y→x
m2tr γ5GL(x, y) = −
1
32π2
ǫλµρσGλµ(x)Gρσ(x) . (4.25)
Inserting the above results in (4.9), we obtain
lim
y→x
tr γ5
∑
n
ϕn(x, t)ϕ
†
n(y, t)|reg
= −
1
24π2
ǫλµρσ∂λ
(
Aµ∂ρAσ +
1
2
AµAρAσ
)
−
1
48π2
ǫλµρσAλ∂µAρAσ (4.26)
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The first term on the RHS of (4.26), in fact, yields the consistent anomaly. The
presence of the extra term on the RHS of (4.26) shows that a simple coincidence
limit of tr γ5
∑
n
ϕn(x, t)ϕ
†
n(y, t)|reg does not satisfy the consistency condition. In
the next section, we show that if the point-splitting of tr γ5
∑
n
ϕn(x, t)ϕ
†
n(x, t)
is done in a gauge invariant way, then besides the terms on the RHS of (4.26),
additional terms appear. These terms are formally of O(ǫ2), where ǫ = x − y.
In the coincidence limit, they provide a finite contribution that cancel the last
term in (4.26) and yield the consistent anomaly. Clearly, a gauge invariant point-
splitting regularization is needed in the evaluation of the anomaly. This agrees
with the Abelian case, where the gauge invariant point-splitting leads to the U(1)A
anomaly [19-21].
V. ANOMALY EVALUATION BY GAUGE INVARIANT
POINT-SPLITTING
We examine now the evaluation of the anomaly as given by the gauge invariant
point-splitting technique. To this end, we note that the wavefunction ϕ†n(x) can
be related to the wavefunction ϕ†n(y) by a path-ordered gauge transformation:
ϕ†n(x) = ϕ
†
n(y)Ω(y, x) ,
where Ω(y, x) = P
[
e−
∫ y
x
Aµ(x′)dx′µ
]
[22]. Therefore, we can write
tr γ5
∑
n
ϕn(x)ϕ
†
n(x) = tr γ
5
∑
n
ϕn(x)ϕ
†
n(y)Ω(y, x) . (5.1)
Differentiating this with respect to y, we get
0 =
∂
∂yα
tr
[
γ5
∑
n
ϕn(x)ϕ
†
n(y)
]
· Ω(y, x)− tr
[
γ5
∑
n
ϕn(x)ϕ
†
n(y)
]
Aα(y)Ω(y, x),
and hence,
tr
[
γ5
∑
n
ϕn(x)ϕ
†
n(y)
]
Aα(y) =
∂
∂yα
tr
[
γ5
∑
n
ϕn(x)ϕ
†
n(y)
]
. (5.2)
We next consider y to be infinitesimally separate from x, i.e., x − y = ǫ, where
ǫ→ 0. Then, from Eqs. (5.1) and (5.2),
tr γ5
∑
n
ϕn(x)ϕ
†
n(x)
= lim
y→x
[
tr γ5
∑
n
ϕn(x)ϕ
†
n(y)− tr γ
5
∑
n
ϕn(x)ϕ
†
n(y)Aα(y)(y − x)
α
]
= lim
y→x
[
tr γ5
∑
n
ϕn(x)ϕ
†
n(y) + (x− y)
α ∂
∂yα
tr γ5
∑
n
ϕn(x)ϕ
†
n(y)
]
. (5.3)
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As before, in (5.3) the dependence on the parameter t is suppressed. In the previ-
ous section, we obtained a regularized expression for the first term on the RHS of
(5.3), i.e., for tr γ5
∑
n
ϕn(x)ϕ
†
n(y) given by Eq.(4.9) and Eqs.(4.16-4.19). Also, we
pointed out that a simple coincidence limit of the expression does not lead to the
consistent anomaly. This suggests that the second term in (5.3) may produce a
finite contribution in the coincidence limit, which combined with the contribution
of the first term, may lead to the consistent anomaly. We now investigate this
point.
Eq.(4.9) and Eqs.(4.16-4.19) show that tr γ5
∑
n
ϕn(x, t)ϕ
†
n(y, t)|reg is of the
following form:
tr γ5
∑
n
ϕn(x, t)ϕ
†
n(y, t)|reg =
∫
d4k
(2π)4
eik·(x−y) [f(k; x) + g(k; y) + h(k; x, y)] ,
(5.4)
where the functions f(k; x), g(k; y), and h(k; x, y) can be read off from the RHS
of (4.16-4.19). Let us examine the contribution of each of these terms to the RHS
of (5.3):
∫
d4k
(2π)4
eik·(x−y)f(k; x) + (x− y)α
∂
∂yα
∫
d4k
(2π)4
eik·(x−y)f(k; x)
=
∫ d4k
(2π)4
eik·(x−y)f(k; x) +
∫ d4k
(2π)4
eik·(x−y)
∂
∂kα
[kαf(k; x)]
=
∫
d4k
(2π)4
f(k; x) +
∫
d4k
(2π)4
∂
∂kα
[kαf(k; x)] , (5.5)
in the coincidence limit (y → x).
∫ d4k
(2π)4
eik·(x−y)g(k; y) + (x− y)α
∂
∂yα
∫ d4k
(2π)4
eik·(x−y)g(k; y)
=
∫
d4k
(2π)4
eik·(x−y)g(k; x) +
∫
d4k
(2π)4
eik·(x−y)
∂
∂kα
[kαg(k; y)]
=
∫
d4k
(2π)4
g(k; x) +
∫
d4k
(2π)4
∂
∂kα
[kαg(k; x)] , (5.6)
again in the coincidence limit. The integrals over h(k; x, y) need more care:
∫
d4k
(2π)4
eik·(x−y)h(k; x, y) + (x− y)α
∂
∂yα
∫
d4k
(2π)4
eik·(x−y)h(k; x, y)
=
∫
d4k
(2π)4
eik·(x−y)h(k; x, x) + (x− y)α
∫
d4k
(2π)4
eik·(x−y)(−ikα)h(k; x, y)
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=
∫
d4k
(2π)4
eik·(x−y)h(k; x, x) + (x− y)α
∫
d4k
(2π)4
eik·(x−y)(−ikα)
×
[
h(k; x, x)− (x− y)β
∂
∂yβ
h(k; x, y)
]
=
∫
d4k
(2π)4
eik·(x−y)h(k; x, x) +
∫
d4k
(2π)4
eik·(x−y)
∂
∂kα
[kαh(k; x, x)]
+(x− y)α(x− y)β
∫
d4k
(2π)4
eik·(x−y)ikα
∂
∂yβ
h(k; x, y)
=
∫
d4k
(2π)4
h(k; x, x) +
∫
d4k
(2π)4
∂
∂kα
[kαh(k; x, x)]
−5i
∫ d4k
(2π)4
∂
∂kα
∂
∂yα
h(k; x, y)|y=x
−i
∫ d4k
(2π)4
kα
∂2
∂kα∂kβ
∂
∂yβ
h(k; x, y)|y=x , (5.7)
in the coincidence limit. We note that the second term on the RHS of (5.7) is
formally of O(ǫ), whereas the last two terms are formally of O(ǫ2).
Let us give an example to show how a finite contribution can emerge from the
last two terms in (5.7). This also illustrates how we carry out these calculations.
We consider h(k; x, y) having a term like
h˜(k; x, y) = iǫµλρσ
kµξλρσ(x, y)
(m2 − k2)2
,
which is odd in k (in fact, such terms occur in h(k; x, y) as seen from Eqs.(4.18) and
(4.19)). Here, ξλρσ(x, y) is some polynomial in the gauge field and its derivative.
Inserting h˜(k; x, y) for h(k; x, y) in the last two terms in (5.7), we obtain
5
∫
d4k
(2π)4
ǫµλρσ
{
δµα
(m2 − k2)2
−
4kµkα
(m2 − k2)3
}
∂
∂yα
ξλρσ(x, y)|y=x
+
∫
d4k
(2π)4
ǫµλρσkα
∂
∂kα
{
δµβ
(m2 − k2)2
−
4kµkβ
(m2 − k2)3
}
∂
∂yβ
ξλρσ(x, y)|y=x
= 5
∫ d4k
(2π)4
ǫµλρσ
m2
(m2 − k2)3
∂ξλρσ(x, y)
∂yµ
|y=x
+6
∫
d4k
(2π)4
ǫµλρσ
m2 k2
(m2 − k2)4
∂ξλρσ(x, y)
∂yµ
|y=x
=
1
32π2
ǫµλρσ
∂ξλρσ(x, y)
∂yµ
|y=x , (5.8)
which is a finite contribution. We also note that, because h˜(k; x, y) is odd in k,
its contribution to the first two terms on the RHS of (5.7) is zero.
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From Eqs. (5.3-5.7), we now have
tr γ5
∑
n
ϕn(x)ϕ
†
n(x)|reg
≃
∫
d4k
(2π)4
[f(k; x) + g(k; x) + h(k; x, x)]
+
∫
d4k
(2π)4
∂
∂kα
(kα [f(k; x) + g(k; x) + h(k; x, x)])
−5i
∫
d4k
(2π)4
∂
∂kα
∂
∂yα
h(k; x, y)|y=x
−i
∫
d4k
(2π)4
kα
∂2
∂kα∂kβ
∂
∂yβ
h(k; x, y)|y=x . (5.9)
At this point, we notice certain inherent freedom in the choice of
g(k; y) and h(k; x, y). If we change
g(k; y)→ g′(k; y) = g(k; y)− χ(k; y) (5.10)
and
h(k; x, y)→ h′(k; x, y) = h(k; x, y) + χ(k; y) , (5.11)
then the original expression for tr γ5
∑
n
ϕn(x)ϕ
†
n(y)|reg (Eq. (5.4)) remains the
same. Now, on the RHS of Eq. (5.9), the first two terms remain unchanged.
However, the last two terms (formally of order ǫ2) can change, since h(k; x, y)
is being replaced by h′(k; x, y). This can result in a different expression for the
anomaly. The only restriction on the choice of h′(k; x, y) and g′(k; y) is that the
anomaly has to satisfy the WZ consistency condition.
This restriction allows us only two choices. One is to take h′(k; x, y) such that
in Eq.(4.19) the following change occurs:
Aλ(x)Gρσ(y)ikµ → Aλ(x)Gρσ(y)ikµ + 2Aλ(y)∂ρAσ(y)ikµ . (5.12)
Correspondingly, g′(k; y) has to be taken such that in the same equation
ikλGρσ(y)
←
Dµ→ ikλGρσ(y)
←
Dµ +2ikλAµ(y)∂ρAσ(y). (5.13)
With this h′(k; x, y), we find from the last two terms of (5.9) the contribution:
1
48π2
ǫλµρσAλ(x)∂µAρ(x)Aσ(x) .
This contribution exactly cancels the extra term we obtain from the coincidence
limit as given by Eq.(4.26). The contribution of the second term on the RHS
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of (5.9) vanishes. We, therefore, obtain the consistent anomaly given by the
differential geometric approach as well as by the diagrammatic approach using
Pauli-Villars regularization [23,24]:
a(A) = −
1
2
tr γ5
∑
n
ϕn(x, t)ϕ
†
n(x, t)|reg
=
1
48π2
ǫλµρσ∂λ
[
Aµ∂ρAσ +
1
2
AµAρAσ
]
. (5.14)
The other choice for h′(k; x, y) is to take it such that in Eq.(4.19)
Aλ(x)Gρσ(y)ikµ → Aλ(x)Gρσ(y)ikµ + ikλGρσ(y)
←
Dµ , (5.15)
and the corresponding g′(k; y) no longer contains the term ikλGρσ(y)
←
Dµ. We find
from the last two terms in (5.9) the contribution:
1
24π2
ǫλµρσ∂λ
(
Aµ∂ρAσ +
1
2
AµAρAσ
)
+
1
48π2
ǫλµρσAλ∂µAρAσ .
This contribution exactly cancels the contribution of the first term on the RHS
of (5.9) (as given by the Eq.(4.26)). The contribution of the second term on the
RHS of (5.9) again vanishes. This leads to
a(A) = −
1
2
tr γ5
∑
n
ϕn(x, t)ϕ
†
n(x, t)|reg
= 0, (5.16)
which, of course, is a perfectly acceptable result, since Dµ(A)jµ(x, t) = 0 trivially
satisfies the WZ consistency condition. Clearly, the choice (5.12) corresponds to
an anomalous theory with a nonvanishing WZW action, while the choice (5.15)
corresponds to a non-anomalous theory.
The above two choices, therefore, show that either
Dµ(A)j
µ
L(x, t) =
1
48π2
ǫλµρσ∂λ
[
Aµ∂ρAσ +
1
2
AµAρAσ
]
, (5.17)
or
Dµ(A)j
µ
L(x, t) = 0 , (5.18)
where the current jµ,aL (x, t) is the vacuum expectation value of an operator current
(Eq.(2.27)):
jµ,aL (x, t) = 〈Ψo|ψ¯L(x)γ
µ(−iT a)ψL(x)|Ψo〉 .
Aµ(x, t) is the gauge transformed field Aµ(x, t) = U
−1(x, t)Aµ(x)U(x, t) +
U−1(x, t)∂µU(x, t) and |Ψo〉 is the vacuum of the fully interacting system. The five
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dimensional space (x, t) in our case corresponds to a cylinder with its flat ends at
t = 0 and t = 1. If we denote this cylindrical space by C51 , then there is another
cylindrical space C52 with the same flat ends, such that C
5
1 − C
5
2 = S
4 × S1 = S5,
where S5 is a five dimensional torus [13]. The unitary field U(x, t) provides a
mapping of the five dimensional space S5 onto the internal space of SU(3) and
corresponds to a winding number n [4,5]:
2πn = −
i
240π2
∫
S5
dtd4xǫijklmtr
[
U−1∂iUU
−1∂jUU
−1∂kUU
−1∂lUU
−1∂mU
]
.
(5.19)
We can explore the significance of the above results. The action functional
W [A] is related to the the vacuum functional (that is, the vacuum to vacuum
amplitude) in the following way:
eiW [A] = Z[A] = lim
t1 → −∞
t2 → +∞
〈Φo|e−iH(t2−t1)|Φo〉
〈Φo|e−iHo(t2−t1)|Φo〉
. (5.20)
If Aµ(x) becomes a pure gauge g
−1∂µg in the vacuum, then the vacuum state |Φo〉
can be characterized by this gauge. Similarly, if we consider W [AU ], then the
corresponding vacuum state will be characterized by the gauge U−1g−1∂µ(gU).
The vacuum state in the two cases can be different yielding the result
eiW [A] = eiΓ[A,U ] eiW [A
U ] , (5.21)
obtained by us earlier (Eq.(2.34)). If they do not differ, we have the non-
anomalous case. This situation is reminiscent of a Type II superconductor. When
a magnetic field pierces through it, the vacuum (i.e., the superconductor itself) is
characterized by a topological quantum number that specifies the quantized mag-
netic flux enclosed by it. When no magnetic field pierces through it, we simply
have a BCS vacuum. One further remark: In building models of the nucleon,
clearly non-topological models of the kind proposed by Friedberg and Lee [25]
should have an ordinary vacuum (n = 0), whereas topological soliton models of
the kind proposed by Witten [4] should have a topologically nontrivial vacuum.
Phenomenological evidence from high energy elastic pp and p¯p scattering, indi-
cating a superconducting type condensed quark-antiquark ground state forming
the outer cloud of the nucleon [3,11], appears to support strongly the case for the
topological soliton model of the nucleon.
VI. CONCLUDING REMARKS
Motivated by evidence from both low energy and high energy studies that the
nucleon is a topological soliton [1-3], we set out to examine how the (topological)
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anomolous chiral action can be derived from the path-integral formalism. By
generalizing the Fujikawa approach, we obtained first an infinitesimal variation of
the fermion measure and then integrated it to derive formally the full anomalous
action. This procedure requires extending the gauge field to a five-dimensional
space (the fifth dimension being a parameter space), such that when the parameter
t = 0, we have the original gauge field Aµ(x), but when t = 1, we get an invariant
gauge field AUµ (x). The expression for this anomalous action shows explicitly how
it is obtained by integrating the anomaly (Eq.(2.35) ).
The anomaly, i.e., the covariant divergence of the current is given by an expres-
sion similar to Fujikawa’s: Dµ(A)jµ(x, t) = −
1
2
tr[γ5
∑
n
ϕn(x, t)ϕ
†
n(x, t)], except
that the gauge field and the wavefunctions depend on the parameter t as well.
Assuming the anomaly to be consistent, we have shown in section 3, following the
observation of Dunne and Trugenberger [14], that the anomalous action can be
identified as the Chern-Simons term. The question then becomes how to regular-
ize the theory, so that tr[γ5
∑
n
ϕn(x, t)ϕ
†
n(x, t)] yields the consistent anomaly. To
this end, we introduced Schwinger’s proper-time representation for the Green’s
function and the gauge invariant point-splitting technique. We find that there are
two ways of regularizing the theory – both allowed by the WZ consistency condi-
tion and the point-splitting technique. One way, indeed, leads to the consistent
anomaly and therefore to a geometric theory with Chern-Simons term. The other
way leads to an anomaly free theory.
An alternative to the point-splitting method to derive the anomaly is the
Pauli-Villars regularization method. In the Abelian case, both methods yield
the same result [20,21]. In the non-Abelian case, the Pauli-Villars method has
been mainly used to derive the anomaly [23,24]. Our work shows how the point-
splitting method can also be applied in the non-Abelian case. We note that even
though the Fujikawa approach needs to be generalized to connect with the Chern-
Simons action, the Fujikawa regularization method (with appropriate regulators)
has been found to be equivalent to the Pauli-Villars regularization method for the
axial anomaly in four dimensions [26,27]. The same non-minimal terms appear
in both methods, which can then be removed by introducing additional counter
terms in the action [26-28].
The usual discussion of the connection between the chiral anomaly and the
WZ consistency condition in the path-integral framework is quite complicated,
because: (i) the determinant of the Dirac operator 6D can be specified in various
ways, (ii) different specifications lead to different forms for the Ward-Takahashi
identities, (iii) different definitions of current operators are involved [29]. Our
strategy has been to require the chiral anomaly to be consistent from the beginning
and see how the full anomalous action can be derived from the variation of the
fermion measure.
We note that a low-energy effective action has been obtained by Balog [30] by
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integrating the non-Abelian chiral anomalies. His results correspond to choosing
U(x, t) in Eq. (2.35) as exp [−tΦ(x)] where Φ(x) is the matrix-valued Goldstone
field (Φ(x) = −2iT aφa(x)/fpi, φa(x)’s are the pion fields). Balog obtains not only
the expected geometrical part (an integral over the Bardeen anomaly in his case),
but also other terms – the “non-minimal” anomaly terms. Our calculations in
sections 4 and 5 have shown that the expression for the anomaly (Eq. (2.31)) needs
to be regularized carefully, so that its evaluation yields the consistent anomaly, and
as such only the term dictated by differential geometry. The non-minimal anomaly
terms obtained by Balog come from the regularization scheme of Andrianov and
Bonora [31], which he used. As noted by Ebert and Reinhardt [32], the non-
minimal anomaly terms can arise from the modulus of the fermion determinant
(more generally, from the gauge invariant part of the effective action, which is
W [AU ] in our case). The non-minimal terms can be removed by adding counter
terms in the Lagrangian (as mentioned above), so that for a vector-axial-vector
theory one is left only with the Bardeen anomaly.
In conclusion, our investigation establishes a bridge between the differential
geometric approach and the Fujikawa approach of obtaining the anomaly from the
infinitesimal variation of the fermion measure. This entails extending the gauge
field to a five dimensional space via a parameter dependent gauge transformation
and requiring that the anomaly is consistent. The anomalous action obtained
in this way turns out to be the Chern-Simons term in five dimensions. We use
the gauge-invariant point-splitting technique and the WZ consistency condition to
regularize the theory. We find that the regularization can lead to an anomalous
theory as well as to a non-anomalous theory. Further investigation shows that
the nature of the vacuum determines whether the theory is anomalous or non-
anomalous.
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APPENDIX A:
The WZ consistency condition plays an important role in our investigation,
because we require the anomaly a(A) to be consistent. Following the original
work of Wess and Zumino [33], the consistency condition is generally discussed in
terms of the generators of gauge transformations, which are functional differential
operators obeying the gauge algebra [13]. Here, we discuss the condition in a way
that makes its physical meaning transparent.
Under an infinitesimal gauge transformation
Aµ(x)→ A
θ
µ(x) = e
−θAµ(x)e
θ + e−θ∂µe
θ
= Aµ +Dµθ . (A1)
Correspondingly,
W [Aθ]−W [A] =
∫
d4x (Dµθ)
a δW
δAaµ
= −2i
∫
d4x tr [θa(A)] , (A2)
where a(A) = Dµj
µ, jµ,a = i δW
δAaµ
, jµ = −iT ajµ,a, θ = −iT aθa. If we now consider
the initial gauge configuration to be Aθ1µ , then Eq. (A2) yields for an infinitesimal
gauge transformation θ2
W [Aθ1θ2]−W [Aθ1 ] = −2i
∫
d4x tr
[
θ2a(A
θ1)
]
(A3)
On the other hand, if the initial gauge field configuration is Aµ(x),
W [Aθ2]−W [A] = −2i
∫
d4x tr [θ2a(A)] (A4)
Subtracting (A4) from (A3), we find
W [Aθ1θ2 ]−W [A]− (W [Aθ1]−W [A])− (W [Aθ2]−W [A]) = −2i
∫
d4x tr [θ2δθ1a(A)]
(A5)
where δθ1a(A) = a(A
θ1) − a(A). Now Aθ1θ2 = Aθ
′
, where e−θ
′
= e−θ2e−θ1 , since
two successive gauge transformations are equivalent to one, and we have θ′ =
θ1 + θ2 +
1
2
[θ1, θ2] + ... From (A5), we therefore obtain
∫
d4x tr [θ′a(A)]−
∫
d4x tr [θ1a(A)]−
∫
d4x tr [θ2a(A)] =
∫
d4x tr [θ2δθ1a(A)] .
(A6)
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Let us next interchange θ1 and θ2. Then A
θ2θ1 = Aθ
′′
, where e−θ
′′
= e−θ1e−θ2, and
we get∫
d4x tr [θ′′a(A)]−
∫
d4x tr [θ1a(A)]−
∫
d4x tr [θ2a(A)] =
∫
d4x tr [θ1δθ2a(A)] .
(A7)
Subtracting (A7) from (A6), we find
∫
d4x tr [ [θ1, θ2]a(A)] =
∫
d4xtr [θ2δθ1a(A)− θ1δθ2a(A)] , (A8)
which is the WZ consistency condition in the integrated form [6].
From (A8), it is easy to see that the covariant anomaly a˜(A) =
1
64pi2
ǫλµρσGλµ(A)Gρσ(A) does not satisfy the consistency condition. Since
Gλµ(A
θ) = e−θGλµ(A)e
θ, δθa˜(A) = [a˜(A), θ] and the RHS of (A8) for the co-
variant anomaly is∫
d4x tr [θ2 [a˜(A), θ1]− θ1 [a˜(A), θ2]] = 2
∫
d4x tr [ [θ1, θ2]a˜(A)] , (A9)
which is twice the corresponding LHS.
We now explicitly show that the consistent anomaly
1
48π2
ǫλµρσ∂λ
[
Aµ∂ρAσ +
1
2
AµAρAσ
]
satisfies the consistency equation (A8). For this purpose, we introduce the form
notation:
a(A) =
1
48π2
d
[
AdA+
1
2
A3
]
=
1
96π2
d
[
AdA+ dAA+ A3
]
, (A10)
and for an infinitesimal gauge transformation
δθA = A
θ −A
= dθ + [A, θ]. (A11)
Eq. (A10) yields
δθa(A) = d
{
[K(A), θ]−
1
96π2
AdθA
}
, (A12)
where
K(A) =
1
96π2
(
AdA+ dAA+ A3
)
. (A13)
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Therefore,
∫
tr θ2δθ1a(A) =
∫
tr θ2d[K, θ1]−
1
96π2
∫
tr θ2d(Adθ1A)
=
∫
tr dθ2[θ1, K] +
1
96π2
∫
tr dθ2Adθ1A . (A14)
Interchanging θ1 and θ2,
∫
tr θ1δθ2a(A) =
∫
tr dθ1[θ2, K] +
1
96π2
∫
tr dθ1Adθ2A
=
∫
tr dθ1[θ2, K] +
1
96π2
∫
tr dθ2Adθ1A . (A15)
Subtracting (A15) from (A14), we find
∫
tr {θ2δθ1a(A)− θ1δθ2a(A)} =
∫
tr[dθ2, θ1]K +
∫
tr[θ2, dθ1]K
=
∫
tr d[θ2, θ1]K
=
∫
tr[θ1, θ2]dK
=
∫
tr[θ1, θ2]a(A), (A16)
which is the consistency condition (A8).
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