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Abstract
A search was made among 

charged current events collected in the NOMAD
experiment for the reaction:


+N ! 
 
+D
?+
+ hadrons
,! D
0
+ 
+
,! K
 
+ 
+
A high purity D
?+
sample composed of 35 events was extracted. The D
?+
yield
in 

charged current interactions was measured to be T = (0:79  0:17(stat:) 
0:10(syst:))%. The mean fraction of the hadronic jet energy taken by the D
?+
is
0:67  0:02(stat)  0:02(syst:). The distributions of the fragmentation variables z,
P
T
2
and x
F
for D
?+
are also presented.
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1 INTRODUCTION
The main goal of the NOMAD experiment is the study of the neutrino oscillation


! 

using the CERN SPS wide-band neutrino beam. The search uses kinematic cri-
teria to identify 

charged current interactions (

CC) [1]. A set of drift chambers in a
magnetic eld (0.4 T ) was used to reconstruct charged particle momenta [2]. The appa-
ratus has been extensively described in [3]. The oscillation search in NOMAD requires a
precise measurement of all visible nal-state particles and an ecient event reconstruction.
The detector is optimized to have good energy and momentum resolution [3]. The sample
of 1:3  10
6


charged current interactions (

CC), collected during four years (1995-
1998), allows the measurement of open charm production. In this paper, we present the
study of D
?+
production using its hadronic decays. This choice allows the measurement
of all the D
?+
decay products lending some insight into the charm production mechanism.
Using the extracted sample of D
?+
, we also report on the z, x
F
and P
T
2
dependence of
D
?+
production.
2 CHARM PRODUCTION
Charm production in neutrino charged current interactions has rst been studied
using opposite sign dimuons produced in charged current interactions at a rate of about
0.6% for neutrino energies below 150 GeV [4]. However, these results have been obtained
using massive detectors which prevent the direct observation of the charmed particles.
Charm production was also studied in dilepton (
 
e
+
) production [5] with P
e
+
> 300
MeV/c and a rate of ( 0.42  0.06 )%. Only a few bubble chamber and emulsion experi-
ments [6][7] have actually reconstructed the charmed particle decays.
NOMAD has also published a study of charm through dimuon events produced in a mas-
sive calorimeter preceding the standard NOMAD target [9]. This study was based on 30%
of the available data, the full data sample being currently analyzed. The analysis presented
in this paper aims at identifying fully reconstructed charm events in order to separate the
various contributions to the overall charm production rate measured through dimuon
events. In the NOMAD detector the space resolution is not sucient for a reconstruction
of the decay vertex of the charmed meson, separating it from the primary interaction
point. One therefore must rely on the measurement of the momenta of all the produced
hadrons and on kinematical methods for the selection of the D
?+
within the hadronic
jet. We have in particular chosen the following purely hadronic channel, for which all the
decay products are measured in the detector:
D
?+
! D
0
+ 
+
B.R = (67.7  0.5)%
,! K
 
+ 
+
B.R = (3.83  0.09)%
The D
?+
yield in 

CC interactions has been measured previously in the BEBC
experiments to be T = (1:22 0:25)% [6]. With this value, we expect an observable rate
of (3:16 0:75) 10
 4
D
?+
per 

CC events.
The mean neutrino energy of our 

CC events was 45.3 GeV. In order to estimate
the background, we have used a Monte Carlo sample of about 3:3 10
6


CC events. In
addition, we have generated a sample of 1310
3
D
?+
events in the decay channel studied.
Our simulation program is based on a version of LEPTO 6.1 [10] and JETSET 7.4 [11] with
the Q
2
and W
2
cuto parameters removed. To dene the parton content of the nucleon
for the cross-section calculation we have used the GRV-HO parametrization [12] of the
1
parton density functions available in PDFLIB [13]. The nucleon Fermi motion distribution
of reference [14], truncated at 1 GeV/c was also used. A full detector simulation based on
GEANT[15] was performed.
3 CANDIDATE SELECTION
A sample of 

CC events was selected requiring at least one primary negative muon
identied in the muon chambers and with a momentum greater than 3 GeV/c. The tracks
used to reconstruct the D
?+
candidate were all the primary tracks except for those iden-
tied as electrons in the Transition Radiation Detector [16] or as muons in the muon
chambers. The selected non-leptonic tracks were combined to reconstruct the D
0
candi-
date, building the invariant mass m
(+ )
with a positive and a negative track to which
we have assigned a  mass and a K mass respectively. The D
?+
candidate was obtained
by adding a low momentum (< 4 GeV/c) positive track, assigning it a 
+
mass, to the
previous ones to build the invariant mass m
(+ )+
. This last track corresponds to the low
energy (slow) pion coming from the D
?+
decay and will be referred to as 
s
subsequently.
The combinatorial background was reduced using four cuts exploiting the kinematics of
D
?+
and D
0
decays:
{ P
T

s
: 
s
transverse momentum with respect to the D
?+
momentum direction.
P
T

s
< 0:06 GeV/c
{ 

s
D
0
: laboratory angle between 
s
and D
0
:
cos

s
D
0
> 0:996
{ 
K
: laboratory angle between  and K from the D
0
decay: cos
K
> 0:7
{ 
KD
0
: laboratory angle between K and D
0
:
cos
KD
0
> 0:95
The values of the last two cuts have been optimized using the simulation.
With these cuts, we nd a single D
?+
candidate in 96% of the surviving data and
MC events. For the remaining events, in which there are several candidates, we have
kept the track combination that minimizes the quantity jm   0:1454j GeV/c
2
where
m = m
(+ )+
  m
(+ )
and 0:1454 GeV/c
2
is the mass dierence m
D
?+
  m
D
0
[17]. At
this stage the signal to background ratio in the MC sample was 
1
38
. To improve upon
this ratio we have used a neural network method which allowed the selection of samples
with a signal purity as high as 90%.
4 NEURAL NETWORK METHOD
We have used the JETNET package [18], choosing a \feed-forward" neural network
with a \back-propagation" learning. For this treatment we have kept the events which
satisfy:
m = m
(+ )+
 m
(+ )
< 0:2 GeV/c
2
The training sample contained 2060 MC signal events taken from the simulated signal
sample and 2117 background events taken from the 

CC simulated sample. Dierent
network structures have been tested with a single hidden layer. The last layer was always
composed of 2 outputs. However, as the results did not show any dierence between these
two outputs, we used only the rst one. We tuned the number of nodes in the hidden layer
and the number of variables at the input layer. We kept the structure which gave the best
2
signal selection eciency for a given background rejection level. The network was trained
during a large number of epochs (30000). During the training, we have tested the structure
every 100 epochs. The test consisted of minimizing the background contamination in the
nal selected sample. The contamination was computed for events in the range jm
(+ )+
 
2:01j < 0:05 GeV/c
2
. We have kept the weight values which gave the best signal selection
eciency. The network training was performed by requiring a given output value as shown
in Figure 1. The test procedure was done with events not used in the training: 2891
events from the simulated signal sample were used to compute the signal eciency and
8447 events (8083 background events + 364 D
?+
events) to estimate the background
contamination. Eight variables were nally used as inputs:
1. cos
?
: cosine of the angle between D
0
and 
+
momenta in the D
0
center of mass
2. P
T

: transverse pion momentum with respect to P
D
0
direction from the decay
D
0
! K
 
+ 
+
in the laboratory frame
3. m = jm
(+ )+
 m
(+ )
j
4. P

s
: pion momentum from D
?+
decay in the laboratory
5. P
?

s
: pion momentum from D
?+
in D
?+
center of mass
6. 
P
had:

s
: angle between hadronic jet momentum and pion momentum from the decay
D
?+
! D
0
+ 
+
7. 
P
had:
D
?+
: angle between the direction of the hadronic jet momentum and the D
?+
momentum
8. 
P
had:

: angle between the direction of the hadronic jet momentum direction and the
neutrino direction
The structure which provides an optimal signal selection eciency for a 10% back-
ground contamination has 8 inputs, 12 nodes on the hidden layer and 2 outputs. The
values of the output, K, given by the network for the simulated test sample and for the
data are shown in Figure 2.
1 2
signal: 0 signal: 1
Background : 1Background : 0
2 output nodes
.  .  .
Hidden layer
.  .  . input variables
Figure 1: Neural network used in this selection. Only output 1 is used in the signal
selection.
5 SIGNAL SELECTION
With the structure (8-12-2) chosen here, we computed the number of signal events
in the data applying two selection criteria. We required K larger than 0:8735, to dene a
3
sample containing a background contamination smaller than 10% (Fig. 2) resulting in a
signal eciency of (13:1  0:4)%. The resulting m
(+ )+
mass distributions are shown in
Figure 3 for MC and data. A clear peak is seen at the D
?+
mass, amounting to 47 events
in the mass interval jm
(+ )+
  2:01j < 0:05 GeV/c
2
. Interpolating the background from
outside the signal mass interval gives a total number of ( 35  7:2 )D
?+
events.
            
Figure 2: Comparison between the output value K given by the network for data (points
with error bars) and MC test sample (histogram) for events falling in the window
jm
(+ )+
  2:01j < 0:05 GeV/c
2
. The MC signal component is shaded. Selecting events
with K > 0:8735 results in a signal sample with a 90% purity. The MC distributions are
normalised to the data.
We then reduced the threshold on K to 0:6 to increase the signal eciency to more
than 30%. For this threshold, the remaining background was large and the Monte Carlo
simulation showed that the background was purely combinatorial. We used the m
(+ )+
reconstructed mass distribution to estimate this background using three methods based
on the MC sample of 

CC events (Fig. 4):
1. For each MC event, we know whether it is a D
?+
event or a background event. The
shape of the background distribution can be deduced from this sample.
2. We apply the same selections and cuts as in section 3 to MC events but instead
of reconstructing m
(+ )+
, we select m
( +) 
. Since D
? 
, which would require the
production of c quark, which are produced at a negligeable rate in 

CC events, we
are left with only background.
3. With each mass combination m
(+ )
we have associated a positive track taken from
another MC event and required that this combination passes the selection and the
cuts used in section 3.
The estimations of the background 2 and 3 above were veried with the data sample
which was 3 times less copious than the MC one .
Each background estimation was subtracted from the data after normalisation in
the region m
(+ )+
< 1:9 GeV/c
2
and m
(+ )+
> 2:1 GeV/c
2
(Fig. 4). The number of signal
events, averaged over the three background subtraction methods is: N
evt
= 85:7  18:5.
4
Figure 3: The m
(+ )+
distribution for MC (left) and for data (right) for events with K
larger than 0.8735. The vertical lines show the window (jm
(+ )+
  2:01j < 0:05 GeV/c
2
)
used for the signal denition. The shaded area on the left plot is the background contri-
bution.
The corresponding signal eciency is (33:8 0:5)%.
Two alternative analysis methods were also used, one based on a standard sequential cuts
method and the other based on a likelihood function. The results of the three analyses
are listed in Table 1 which gives the number of identied D
?+
, the eciencies and the
total eciency corrected number of D
?+
for the given decay mode. The three methods
yield results which are in very good agreement with each other. Note that the cleanest
sample with the highest eciency is obtained from the neural network analysis. This will
therefore be used for the fragmentation study.
Figure 4: Data m
(+ )+
distribution for events with K larger than 0:6 with the three
normalized background estimations: MC (full circles), inverted charged combination (open
circles) and with a third track taken from another event (open crosses).
5
Total number
E.(%) N
evt
of signal events
stat: stat: produced
stat:  syst:
Neural
network 13.1 35 267  55  26
(high purity)  0.4  7.2
Neural
network 33.8 85.7 254  55  29
(e. ' 30%)  0.5  18.5
Sequential
cuts 30.6 84.4 276  58  32
(e. ' 30%)  0.4  17.6
Likelihood
ratio 9.7 30 274  48  34
(high purity)  0.4  5
Likelihood
ratio 33.3 91.2 274  56  32
(e. ' 30%)  0.6  18.6
Table 1: Number of signal events obtained using the selection method described in the
text, and using two alternative methods (sequential cuts and likelihood ratio). The total
number of signal events (last column) has been obtained by dividing N
evt
(third column)
by the eciency (second column).
6 FRAGMENTATION STUDY
The fragmentation of charmed mesons can be described by three variables: the frac-
tion z of the total hadronic jet energy carried by the meson, the Feynman x
F
variable
dened as the ratio of the meson longitudinal momentum in the hadronic rest system
to the maximum possible for this momentum, and the transverse momentum P
T
of the
charmed meson with respect to the direction of the hadronic system.
The z, x
F
and P
T
2
distributions of the 47 events selected with the neural network
method with high purity were obtained. From these we subtracted the contribution of
the 12 background events as determined from events in the invariant side band regions
(1:80GeV=c
2
< m
(+ )+
< 1:96GeV=c
2
) and (2:06GeV=c
2
< m
(+ )+
< 2:22GeV=c
2
).
The resulting distributions have been corrected for the detector eciency and renormal-
ized to the number of signal events (35). The z distribution can be parametrized using
the Collins-Spiller [19] or the Peterson [20] functions, D
c
(z) and D
p
(z) respectively:
D
c
(z) = N

1  z
z
+

c
(2  z)
1  z

(1 + z
2
)

1 
1
z
 

c
1  z

 2
D
p
(z) =
N
z

1  1=z   
p
=(1  z)

2
N is a normalisation factor and 
c
and 
p
are free parameters to be determined by
a t to the data.
6
The P
T
2
distribution can be parametrized as: Nexp
h
  B(m
2
+ P
T
2
)
1
2
i
[7], where
N is a normalisation factor and B and m are free parameters to be determined by a t to
the data or set to given values.
The mean values of x
F
and z that we nd, hx
F
i = 0:47 and hzi = 0:67, clearly show that
the D
?+
is produced forward with respect to the jet and carries a large fraction of the jet
energy. The results of the fragmentation study are given in Table 2 and in Figures 5 and
6.
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Figure 5: x
F
distribution (left) and P
T
2
distribution (right) for the events selected by the
neural network method with a high purity.
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Figure 6: z distribution for the events selected by the neural network method with a high
purity. The ts obtained using the parametrisation given in the text and the values of 
c
and 
p
in Table 2 are also shown.
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Variables Mean value Fit value
stat: syst: stat: syst:
z 0.67
0:02 0:02

p
= 0:075
0:028 0:036

c
= 0:13
0:08 0:11
x
F
0.47
0:05(stat:)
P
T
0:49
(GeV/c) 0:05(stat:)
P
T
2
0:23
(GeV/c)
2
0:06(stat:)
B = 3.38 0:40(stat:)
m = 0:
B = 8.26 0:19(stat:)
m = 1:14 0:03(stat:)
Table 2: Results of the D
?+
fragmentation study. The third column gives the values of
the tted parameters for the z and P
T
2
distributions. For this latter case two ts were
performed using the parametrization Nexp
h
 B(m
2
+P
T
2
)
1
2
i
, one with the m parameter
set to zero and the other with m as a free parameter.
7 SYSTEMATIC ERRORS
Systematic errors on the number of D
?+
events, as well as on the parameters of the
x
F
, P
T
2
and z distributions arise from the initial cuts that we have applied in order to
suppress the background, as well as from the chosen neural network method. The eect
on the nal result of the experimental uncertainties on the variables used for selecting the
signal, was studied by changing each variable in turn by a quantity equal to its uncertainty,
and repeating the analysis. The uncertainty on the background level under the \90%
purity" peak (see section 5) was also included in the systematic errors. The systematic
error was obtained by adding each contribution in quadrature. It is worth noting that
in this estimation, the selection eciency does vary slightly and that this variation is
accounted for. For the neural network method, to determine the bias introduced by the
choice of the training sample, we have built two new training samples out of the Monte
Carlo events and repeated the whole selection procedure. Here again, the systematic error
was estimated using the deviation from the standard value.
Fragmentation The systematic error on the fraction of energy carried by theD
?+
over the
total hadronic jet energy has two origins. The rst one comes from the errors on the energy
of the D
?+
meson and the second one from the estimation of the total hadronic jet energy.
Monte Carlo studies showed that the total hadronic jet energy can be underestimated by
at most 10%. Combining these two gives an error on hzi of 0.01. In addition, the procedure
described above to study the systematics using the neural network also showed that the
mean value of z has a systematic uncertainty of 0.02. The total systematic error on hzi,
8
therefore, is 0.02. The same procedure has been used to compute the systematic error on

p
and 
c
. The results of the fragmentation study are summarised in Table 2.
8 DISCUSSION
The total D
?+
yield in 

CC events, T , computed for the selection using the neural
network method for the high purity selection and the branching ratios quoted earlier, is
found to be :
T = ( 0:79 0:17(stat:) 0:10(syst:) ) %.
The BEBC experiments [6], which used a similar neutrino beam to NOMAD, have re-
ported D
?+
production in the hadronic channel [6]. They have obtained a D
?+
yield of:
T = (1:22  0:25)% and a mean value: hzi = 0:59  0:03(stat)  0:08(syst:). These are
compatible with our values. Note that the total charm yield in neutrino interactions at
these energies as measured by dimuon experiments [4] is about 6%. The E531 experiment,
with a nuclear emulsion target and a neutrino beam with energy similar to the CERN
SPS has also studied charm fragmentation. In their publications of 1983 [7], they report
23 charmed events, of which 15 were D mesons, and gave the following mean values for
z and P
T
: hzi = 0:59  0:04 and hP
T
i = 0:64  0:16 GeV/c. In two additional papers
[8], the events sample was increased to 122 charmed events, of which 104 were D mesons.
Fitting the z distribution of the mesons they obtained 
p
= 0:076 0:014. Fitting the P
T
2
distribution, with exp
h
  B(m
2
+ P
T
2
)
1
2
i
they obtained B = 3:1 GeV
 1
assuming m = 0
and B = 6 GeV
 1
assuming m = 1:3 GeV/c
2
. Their x
F
distribution is also similar to
ours, as all their D mesons have values of x
F
greater than - 0.2 .
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9 SUMMARY
The production of D
?+
in 

CC interactions was observed through the following
decay chain:
D
?+
! D
0
+ 
+
,! K
 
+ 
+
The total yield of D
?+
was measured to be ( 0:79 0:17(stat) 0:10(syst:) )%.
With the selected D
?+
events a study of fragmentation variables was performed. The
mean value of z, the fraction of energy carried by the meson over the total hadronic jet
energy is hzi = 0:67 0:02(stat:) 0:02(syst:) The parameters of the Collins-Spiller and
Peterson fragmentation functions have been obtained from a t to the z distribution: 
c
=
0:130:08(stat:)0:11(syst:) and 
p
= 0:0750:028(stat:)0:036(syst:). The x
F
and P
T
2
distributions have also been extracted and the mean values are: hx
F
i = 0:47 0:05(stat:)
and hP
T
2
i = 0:23 0:06(stat:) GeV
2
/c
2
.
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