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Opis:
V diplomskem delu naj kandidat implementira knjižnico za izračun in eval-
vacijo ocen zanesljivosti regresijskih napovedi (Bosnić in Kononenko, 2008).
Pri tem naj se zgleduje po arhitekturi in organizaciji sorodnih knjižnic s
področja. Pravilnost in hitrost delovanja knjižnice naj ustrezno ovrednoti,
knjižnico pa naj objavi v javnem repozitoriju knjižnic za R (CRAN).
Title: Implementation of library in statistical package R for estimation of
regression prediction reliability
Description:
In the thesis, the candidate shall implement a library for computation and
evaluation of reliability estimates for regression predictions (Bosnić and Ko-
nonenko, 2008). To do so, the candidate shall consider the architecture and
organization of the related libraries within the state-of-the-art. The thesis
shall also evaluate the correctness and computational speed of the develo-
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CNK local modeling of prediction er-
rors
ocena lokalne napake
LCV local cross-validation lokalno prečno preverjanje
SA sensitivity analysis analiza občutljivosti
BAGV bagging bagging
GC garbage collector čistilec pomnilnika

Povzetek
Naslov: Implementacija knjižnice v statističnem paketu R za ocenjevanje
zanesljivosti regresijskih napovedi
Za razliko od ocenjevanja kakovosti celotnih regresijskih modelov se lahko
na podlagi ocen zanesljivosti regresijskih napovedi uporabnik odloči, kako
obravnavati posamezne napovedi modela. Diplomsko delo opisuje izdelavo
knjižnice za ocenjevanje zanesljivosti posameznih regresijskih napovedi v pro-
gramskem jeziku R. Predstavljene so štiri implementirane metode: analiza
občutljivosti, bagging, lokalno prečno preverjanje in ocena lokalne napake.
Implementirana je tudi metoda za evalvacijo, ki uporabniku omogoča iz-
biro najbolǰse metode za specifično učno množico. Zanesljivost posamezne
napovedi nam da pomembno informacijo o njeni kakovosti. V delu opisu-
jemo arhitekturo, parametre in proces delovanja knjižnice od klica funkcije
do vrnjenih rezultatov. Implementirana knjižnica nudi tudi možnost para-
lelnega izvajanja za hitreǰsi izračun ocen zanesljivosti. Ovrednotenje ocen
zanesljivosti je izvedeno z izračunom korelacijskega testa z dejansko napako
napovedi. Delovanje knjižnice na koncu ocenimo na podlagi pravilnosti, hi-
trosti in porabe pomnilnika. Opazne izbolǰsave smo dosegli pri časovni in
prostorski zahtevnosti pri metodah LCV in CNK. Učinkovitost paralelnosti
primerjamo z navadnim izvajanjem, pri čemer smo v večini primerov opazili
pospešitev.
Ključne besede: regresija, analiza občutljivosti, bagging, lokalno prečno
preverjanje, ocena lokalne napake

Abstract
Title: Implementation of library in statistical package R for estimation of
regression prediction reliability
In contrast to estimating accuracy of entire regression models, reliability
estimates of regression predictions allow the user to decide how to handle
individual predictions given by the regression model. The thesis describes
the implementation of a package for estimating the reliability of individual
regression predictions in the computer language R. The work describes four
implemented methods: sensitivity analysis, bagging, local cross-validation
and local modeling of prediction errors. A method for evaluation has also
been implemented, which helps the user to choose the best reliability esti-
mation method for their dataset. The reliability of each predicted example
gives the user important information about its quality. We also present the
architecture, parameters and process of execution from the functions’ call
to its return values. The implemented library offers the possibility of pa-
rallel execution for faster calculation of reliability estimates. By computing
the correlation with the actual prediction error the user can decide which
method works best. Lastly, we evaluate the time and memory efficiency of
our package and compared the efficiency of parallel and single thread exe-
cution. We accomplished noticeable improvements in the time and memory
complexity of the LCV and CNK methods.
Keywords: regression, sensitivity analysis, bagging, local cross-validation,




V strojnem učenju gradimo modele za napovedovanje ciljnih spremenljivk
neoznačenih primerov. Pri tem se pogosto srečamo s težavo primerjanja več
modelov med seboj in z ugotavljanjem, kateri bo imel pri napovedi najmanǰso
napako. Najpogosteje se za take primerjave uporabljajo ocene točnosti celega
modela (pri regresiji so to srednja kvadratna napaka ali relativna srednja na-
paka). Take metode so koristne za primerjavo celotnih modelov, ne nudijo pa
nobene informacije o zanesljivosti napovedi za posamezen neoznačen primer.
Taka informacija je lahko zelo koristna pri kritičnih napovednih sistemih,
kjer je zanesljivost posamezne napovedi pomembna (medicinska diagnostika,
navigacija, ...) [1, 2].
Bosnić in Kononenko (2008) [1] sta razvila več metod za ocenjevanje
zanesljivosti posamezne napovedi. Metode nam za posamezen testni primer
ocenijo zanesljivost napovedi regresijskega modela. Vse metode na različne
načine merijo vpliv sprememb na napoved ciljnega atributa. Med njimi smo
za implementacijo [1] izbrali naslednje metode: BAGV, CNK, LCV, SA in jih
implementirali v programskem jeziku R v obliki knjižnice za splošno uporabo.
Knjižnice oz. paketi so za programski jezik R ključne. Predstavljajo naj-
bolǰsi in najenostavneǰsi način deljenja kode z drugimi uporabniki. Na sple-
tnem repozitoriju CRAN je objavljenih več kot 13000 [19, 24] knjižnic. Taka
velika raznolikost in dostopnost nam omogočata hitreǰse pisanje kode, saj
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lahko za veliko problemov, na katere naletimo med delom, najdemo rešitev
na spletu [24]. Istočasno pa imajo paketi strogo definirano strukturo in nam
nudijo odlično podporo za enostavno in pravilno navajanje virov [11].
1.1 Metodologija
Knjižnico bomo razvijali v integriranem razvojnem okolju RStudio, s ka-
terimi odpravimo nekaj slabosti osnovnega okolja, ki ga nudi R. Omogoča
nam enostavneǰsi pregled nad vsemi komponentami, ki jih redno potrebujemo
pri pisanju kode (koda, dokumentacija, terminal). Nudi nam tudi močneǰse
orodje za odkrivanje napak in analize specifičnih delov kode.
Za izdelavo knjižnice smo uporabili več orodij, s katerimi smo zagotovili
pravilno strukturo datotek, dokumentacije, odvisnosti od drugih knjižnic in
čim preprosteǰso uporabo. S pomočjo knjižnice Devtools [26] smo naredili
strukturo datotek, ki so potrebne za pravilno delovanje knjižnice. Devtools
nam nudi tudi veliko funkcij, ki nam olaǰsajo spreminjanje in testiranje delo-
vanja knjižnice. Za pisanje potrebne dokumentacije smo uporabili Roxygen2
[25]. Ta nam omogoča pisanje dokumentacije v kodi nad funkcijo in enostaven
način dodajanja sklicevanj na druge knjižnice ter strukture. Tako dosežemo
videz, ki je konsistenten z ostalimi obstoječimi knjižnicami. Uporabili smo
tudi nabor funkcij za merjenje časa izvajanja in porabe pomnilnika. Naš
cilj je bil razviti knjižnico, ki s klicem ene funkcije nudi izvajanje izbrane
metode za ocenjevanje zanesljivosti in vrne lokalno oceno za vsak podani te-
stni primer. Pri tem pa uporabnik poda svojo funkcijo za učenje modela in
napovedovanja.
Želimo, da bo delovanje knjižnice imelo nizko porabo časa, in da lahko
omogočimo uporabniku možnost paralelnega izvajanja na procesorju. Pri
tem si nameravamo pomagati s knjižnico parallel, ki nudi nabor funk-
cionalnosti za enostavno optimizacijo kode. Možnost uporabe paralelnega
delovanja bomo prepustili uporabniku zaradi primerov, kjer sta učenje in na-
povedovanje že optimizirana in bi lahko to povzročilo težave pri izvajanju.
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Knjižnica bo lahko vrnila samo ocene zanesljivosti vsake izbrane metode ali
pa bo izračunala tudi korelacije med oceno zanesljivosti in napako napovedi
modela. Želimo, da bo uporaba čim enostavneǰsa, zato bomo vse metode
implementirali v okviru ene funkcije, ki bo omogočala izbiro metod. Izračun
bomo izvedli s klicem funkcije predReliability(), ki ji bo uporabnik podal
vse argumente, med drugim tudi izbiro vseh dodatnih funkcionalnosti.
Pri pisanju učinkovite kode se bomo sklicevali predvsem na prvo in drugo
izdajo knjige Advanced R [23]. Knjigi podrobno opisujeta vse posebne lastno-
sti okolja R, objekte, funkcije in napotke za učinkovito kodo. Implementirane
metode pa bomo definirali s pomočjo prvotnega dela [2] in članka [1], ki me-
tode primerja med seboj. Delovanje metod bomo validirali s primerjavo z
rezultati dosedanjih eksperimentov v disertaciji [2].
1.2 Struktura vsebine
Diplomska naloga obsega 6 poglavij. V drugem poglavju so predstavljena
sorodna dela in podobne knjižnice, ki že obstajajo. Podrobneje je opisano
ocenjevanje zanesljivosti, posamezne metode, ki smo jih implementirali, in
njihova razlaga. Predstavljen pa je tudi razvoj knjižnice v R-ju, njegove
posebne lastnosti, problemi in dobre ter slabe prakse obstoječih knjižnic.
Tretje poglavje pokriva delovanje knjižnice. Opisuje vse funkcionalnosti,
ki jih nudi, in natančneje predstavi njeno delovanje ter arhitekturo.
Četrto poglavje oceni delovanje knjižnice. Najprej vrednosti primerjamo
z rezultati v disertaciji [2]. Nato sledijo meritve časa izvajanja na različnih
podatkih. Meritve merijo, kako dolgo traja izračun zanesljivosti in kako hitro
je delovanje knjižice, če odštejemo čas učenja modela in napovedovanja, ki
sta odvisna od uporabnikove implementacije. Na koncu pa še preverimo
učinkovitost dodane možnosti paralelnega izvajanja.
Peto poglavje vsebuje splošne napotke za naložitev in uporabo knjižnice.
Razdelek podaja tudi primer njene uporabe. V šestem poglavju povzamemo





Pri ocenjevanju zanesljivosti se bomo ukvarjali s štirimi regresijskimi meto-
dami, ki so se v preǰsnjih raziskavah izkazale za najbolǰse. To so: varianca
modela bagging (BAGV), ocena z uporabo lokalnega prečnega preverjanja
(LCV), ocena lokalne napake (CNK) in analiza občutljivosti (SA). Vsaka iz-
med metod se je bolje obnesla s svojim naborom regresijskih modelov in jih
bomo v tem poglavju podrobneje predstavili.
2.1.1 Analiza občutljivosti
Analiza občutljivosti nam omogoča, da preverimo, kako občutljiv je model
na spremembe učne množice. To dosežemo tako, da učni množici dodamo
en dodaten učni primer in opazujemo izhod (napoved). Pri zanesljivih mo-
delih lahko pričakujemo majhne spremembe pri napovedih, medtem ko ve-
like spremembe kažejo na nezanesljiv model. Če imamo neoznačen primer,
za katerega je naš model vrnil napoved, lahko preverimo njeno zanesljivost
tako, da v učno množico dodamo podobne primere našemu neoznačenemu
in ponovno izračunamo napoved. Natančneje, dodamo primer z vrednostjo
označbe K+ε×(lmax−lmin), kjer sta lmin in lmax minimum in maksimum cilj-
nega atributa v učni množici, K vrednost originalne napovedi ter ε parameter
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občutljivosti, ki odloča velikost spremembe novega primera. Vrednost ε [1]
obsega množico števil ε ∈ E, E = {0.01, 0.1, 0.5, 1.0, 2.0}. S pomočjo novih
napovedi (Kε) lahko izračunamo povprečne razlike v napovedih in definiramo








ε∈E(Kε −K) + (K−ε −K)
|E|
,
kjer je K originalna napoved, E množica različnih ε parametrov, Kε in K−ε
pa napovedi ob dodanem primeru z ε in −ε [1].
2.1.2 Bagging
Pri metodi variance modela bagging zgradimo več napovednih modelov z na-
ključnimi permutacijami učne množice. Pri tem dobimo povprečno napoved






kjer je Ki i-ta napoved neoznačenega primera izmed vseh, m število generira-
nih modelov in Ki i-ta napoved neoznačenega primera, i = 1, 2, ...m. Oceno







V delu [1] se je pri testiranju generiralo m = 50 modelov, zato smo se držali
enakih parametrov.
2.1.3 Lokalno prečno preverjanje
Pri oceni z uporabo lokalnega prečnega preverjanja LCV (local cross-validation)
izračunamo k najbližjih sosedov našemu neoznačenemu primeru (parameter
k je vnaprej določen kot 1
20
učnih primerov [1]). Generiramo k modelov in pri
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vsakem enega izmed sosedov odstranimo iz učne množice. Z vsakim modelom
izračunamo napoved za izločenega soseda in izračunamo absolutno napako
med napovedjo Ki in pravo vrednostjo ciljnega atributa Ci:
Ei = |Ci −Ki|.
Oceno LCV izračunamo kot povprečje, uteženo z absolutno napako Ei in kjer
je d(xi, x) inverzna vrednost razdalje med sosedom in neoznačenim primerom
[1]: ∑
(xi,Ci)∈N d(xi, x) · Ei∑
(xi,Ci)∈N d(xi, x)
.
2.1.4 Ocena lokalne napake
Zadnja metoda je ocena lokalne napake CNK. Za neoznačen primer izračunamo
5 najbližjih sosedov. Oceno CNK definiramo kot razliko med povprečjem







Pri računanju razdalje in iskanju najbližjih sosedov uporabimo enake mere
razdalj pri obeh metodah (LCV, CNK). V primeru, da podatki vsebujejo






kjer je d(~k,~j) razdalja med učnima primeroma k in j, m število atributov v
učni množici ter ki in ji vrednosti i-tega atributa pripadajočih učnih prime-
rov [4]. V primeru, da naši podatki vsebujejo diskretne atribute, uporabimo
Gowerjevo razdaljo. Gowerjeva razdalja d(~k,~j) se med dvema učnima prime-
roma izračuna kot povprečje delnih razlik med posameznimi atributi učnih







kjer m predstavlja število atributov učnih primerov k in j. Delne razlike





kjer sta ki, ji vrednosti i-tega atributa pripadajočih učnih primerov in Rkiji
razlika med maksimumom in minimumom atributa i. Za diskretne atribute
velja dkiji = 0, če sta vrednosti ki in ji enaki, in 1 v primeru, da sta različni
[9].
2.2 Sorodna dela
V tem delu bomo predstavili knjižnice, ki so sorodne naši (prediction [14],
rms [10], forecast [12]). Opisali bomo njihove funkcionalnosti in potencialne
omejitve, na katere bi uporabnik lahko naletel.
2.2.1 Razširitve
Knjižnici prediction in rms služita kot razširitev osnovne funkcije predict
[16], ki je dostopna vsem uporabnikom okolja R. Prva razširi njeno upo-
rabo za več napovednih modelov iz drugih knjižnic, druga pa doda več ocen
kakovosti modela (Hi-kvadrat, P-vrednost, C-indeks, korelacijski test med
napovedanimi in pravimi vrednostmi ...).
Prednost obeh knjižnic je v preprostosti uporabe, ker bo vsak uporabnik
programskega jezika R seznanjen z uporabo funkcije predict. Uporaba teh
knjižnic zahteva minimalno raziskovanje dokumentacije. Na problem nale-
timo, ko nam osnovna napovedna funkcija ne zadošča ali pa naš napovedni
model ni podprt. Obe knjižnici v takih primerih nista uporabni.
2.2.2 Specifične knjižnice
Knjižnica forecast nudi velik nabor funkcionalnosti za računanje intervala
zaupanja in njegovega spreminjanja s časom. Vsebuje pomožne funkcije za
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gradnjo napovednih modelov in napovedovanje.
Zaradi obsežnosti knjižnice se lahko poglobimo v reševanje specifičnih
problemov. Knjižnica je samostojna, kar pomeni, da celoten proces učenja
in napovedovanja opravimo s klici funkcij, ki so vsebovane v knjižnici. Če
za posamezni korak (priprava podatkov, učenje, napovedovanje) uporabimo
različne knjižnice, lahko naletimo na problem nekompatibilnosti (npr. napo-
vedna funkcija ne podpira našega modela). Z uporabo knjižnic, ki so sa-
mostojne in zajamejo celoten proces reševanja našega problema preprečimo
morebitne težave nekompatibilnosti.
Zaradi obsežnosti knjižnice je njena uporaba bolj zapletena, v primerjavi
s preprosteǰsimi (npr. prediction), ki v pogosto vsebujejo le eno funkcijo.
Uporabnik mora porabiti več časa za branje in razumevanje dokumentacije,
ki v tem primeru obsega 140 strani [12]. Na težave tudi naletimo, ko kakšna
od vmesnih funkcij ni primerna za naš problem. Če želimo zamenjati funkcijo
za učenje modela, ker za naš specifičen problem knjižnica ne nudi potrebne
funkcionalnosti, moramo opustiti celotno knjižnico.
2.2.3 Ugotovitve
Vse predstavljene knjižnice imajo svoje prednosti in slabosti. Želimo, da bi
naša knjižnica podpirala čim več napovednih modelov in funkcij napovedo-
vanja. Zato smo se odločili, da bo ti dve komponenti prispeval uporabnik.
S tem podpremo nabor že obstoječih knjižnic, uporabniku omogočimo, da
delovanje knjižnice prilagodi svojim potrebam, poenostavimo njeno uporabo
in zmanǰsamo količino dokumentacije. Naša knjižnica lahko služi kot vme-
sni korak, kar pomeni, da je lahko uporabljena s samostojnimi knjižnicami
(npr. forecast).
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2.3 Ovrednotenje in izbira metode ocenjeva-
nja zanesljivosti
Uspešnost opisanih metod ocenjevanja zanesljivosti se lahko močno razlikuje.
Glede na uporabljen napovedni model nekatere metode vračajo bolǰse rezul-
tate kot druge [20]. Iz tega razloga smo v knjižnico vključili možnost vre-
dnotenja metod ocenjevanja zanesljivosti, ki bi uporabniku olaǰsala uporabo
in razumevanje vrnjenih napovedi.
Implementirali smo metodo notranjega prečnega preverjanja, ki se je v
raziskavi [3] pokazala za najbolǰso. Združene učne in testne podatke raz-
delimo na n podmnožic (v našem primeru 10). Nato izračunamo oceno
zanesljivosti in napako pri napovedi z uporabo postopka “izpusti enega”
za vsako podmnožico. Sledi izračun Pearsonovega korelacijskega koeficienta
med oceno zanesljivosti in napako oz. absolutno napako napovedi.
2.4 Razvoj knjižnic v okolju R
V tem segmentu povzemamo pomembne značilnosti programskega jezika R,
ki smo jih morali upoštevati pri pisanju knjižnice. Pogledali pa bomo tudi
nekaj dobrih in slabih praks, uporabljenih v drugih knjižnicah, od katerih
smo se lahko kaj naučili.
2.4.1 Upravljanje s pomnilnikom
Pri pisanju knjižnic in funkcij v okolju R moramo biti previdni, kako rav-
namo s pomnilnikom. Zaradi posebnih lastnosti sistema za čǐsčenje pomnil-
nika (angl. garbage collector, GC) se nam lahko hitro zgodi, da neprestano
kopiramo ogromne količine podatkov in obenem preobremenimo pomnilnik.
Sistem R uporablja upravljanje s pomnilnikom s sledenjem (angl. tracing
garbage collector). To pomeni, da na vsake toliko časa izvede čǐsčenje, kjer
rekurzivno preǐsče globalno okolje in označi vse dosegljive objekte. Sledi
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sproščanje neoznačenih objektov brez referenc. GC se proži avtomatično,
zato je skoraj nemogoče predvideti, kdaj se bo to zgodilo [23].
Odvisno od števila referenc, ki kažejo na objekt, bo R prirejal vrednosti
na dva načina: prirejanje bo opravil na mestu, kamor spremenljivka kaže,
ali pa bo ustvaril kopijo spremenljivke, ki ji spreminjamo vrednost, izvedel
prirejanje in popravil naslov, na katerega spremenljivka kaže. Če na objekt
kaže samo ena referenca, se bo zgodil prvi scenarij, če pa nanj kaže več re-
ferenc, pa drugi. To je zelo pomembno, ker se lahko zgodi, da pozabimo
na stare reference in povzročimo kopiranje. Kateri scenarij se bo zgodil, je
skoraj nemogoče zagotoviti. Prirejanje brez kopiranja lahko zagotovimo le
za primitivne funkcije zamenjave (spreminjanje lastnosti določenih objektov,
kot so npr. dolžine vektorjev, imen atributov, vrednosti atributov itd.). Ne-
primitivne funkcije same ustvarjajo reference na objekte, kar pomeni, da po-
sredovanje objektov funkciji lahko poveča število referenc. Klic funkcije, ki ji
posredujemo objekt, se avtomatično kopira, ker klicana funkcija sama poveča
število referenc. Vsakič, ko imamo objekt z več referencami, povzročimo
kopiranje argumentov, kar lahko močno upočasni delovanje in poveča po-
rabo spomina. Prekomernega kopiranja in porabe spomina se lahko rešimo s
pomočjo okolij, ki lahko služijo kot kazalci. Njihova posebnost je, da se vedno
prenašajo preko reference in se nikoli ne kopirajo. Pri pisanju kode moramo
torej biti pozorni, da vse argumente, ki jih ne nameravamo spreminjati, hra-
nimo in prenašamo v okoljih. S to metodo pa tudi močno zmanǰsamo število
izvajanj GC in tako še dodatno pospešimo našo kodo [23].
2.4.2 Dobre prakse
V tem delu si bomo pogledali že obstoječe knjižnice, ki smo jih imeli za
zgled med našim delom. Osredotočili smo se predvsem na strukturo in do-
kumentacijo. Za naš zgled smo izbrali knjižnici rpart in data.table ter
nekaj osnovnih funkcij, ki pridejo s paketom R (npr.: predict). Knjižnica
rpart nam je bila za zgled pri pisanju dokumentacije. Razlage podobnih pa-
rametrov smo poskušali ubesediti na podoben način, kar naj bi uporabniku
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zagotovilo čim bolǰse razumevanje. S pomočjo knjižnic rpart in predict
smo izbrali tudi privzet vrstni red parametrov za klic funkcije napovedi in
učenja modela. Predvidoma bo to omogočilo uporabnikom čimbolj intuitivno
uporabo.
2.4.3 Izdelava knjižnice
Paketi v R-ju imajo zelo strogo strukturo, ki se je moramo držati, če jih
želimo objaviti. Struktura vsebuje datoteke “R”, “man”, “DESCRIPTION”
in “NAMESPACE” [24]:
• R: datoteka, ki vsebuje vso kodo paketa,
• man: datoteka, ki vsebuje podatke o dokumentaciji,
• DESCRIPTION: meta podatki o paketu (ime paketa, naslov, verzija,
opis, odvisnosti od drugih paketov, licenca),
• NAMESPACE: določa, katere funkcije so vidne uporabniku.
Pri zagotavljanju pravilne strukture si bomo pomagali s knjižnicama devtools
[26] in roxygen2 [25]. Devtools preko funkcije create() ustvari prazen
paket, ki vsebuje večino potrebnih datotek. Roxygen nam s pomočjo funk-
cije document() ustvari potrebno dokumentacijo znotraj datoteke “man” in
označi uporabniku vidne funkcije. Oboje dosežemo preko enostavne psev-
dokode, ki jo pripnemo v kodi nad funkcijo. Izgled dokumentacije lahko
preverimo preko devtools::install(), ki namesti naše lokalne pakete na
podoben način kot install.packages().
Ko je naš paket končan in ga želimo pripraviti za objavo, je naš prvi korak
preveriti zgradbo paketa in predvsem pravilnost kode. Če želimo, da proces
objave poteka čimbolj tekoče, mora koda slediti določenim standardom. To
je nabor strogih zahtev, ki jih komisija za odobritev objave zahteva, da ob-
staja čim manǰsa verjetnost napak. Devtools nudi funkcijo check(), ki nas
opozori na vse take potencialne napake (pomanjkljiva dokumentacija, neu-
streznost meta-podatkov, pomanjkljivosti v kodi). Po najnoveǰsih standardih
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paketi ne smejo vsebovati odvisnosti od drugih paketov, ampak je potrebno
klicati vsako funkcijo s predpono paketa (npr.: devtools::check()). Koda
ne sme vsebovati potencialno nedefiniranih spremenljivk, njihovo poimenova-
nje pa ne biti v konfliktu s privzetimi funkcijami. Ko odpravimo vse napake,
moramo vse ponoviti na najnoveǰsi testni verziji okolja R, nato pa sledi po-





Tukaj bomo podrobno opisali arhitekturo knjižnice in njeno delovanje. Pred-
stavili bomo tudi posamezne parametre funkcije in njihov pomen ter podali
primere funkcijskih klicev. Knjižnica je na voljo uporabnikom na repozitoriju
CRAN [6].
3.1 Delovanje knjižnice
Na sliki 3.1 je prikazana struktura delovanja knjižnice. Uporabnik kliče
funkcijo predReliability. Najprej preverimo pravilnost vhodnih podatkov.
Preverimo, da sta učna in testna množica formata data.frame, da je formula
pravilna in označuje numeričen ciljni atribut, da sta funkciji za učenje in na-
povedovanje res funkciji in da so pomožni argumenti pravilni. Sledi obdelava
vhodnih podatkov, kjer se vsi argumenti zapakirajo v okoljsko spremenljivko.
Vse argumente zavijemo v novo okolje, ki ga vrne funkcija newDataPointer.
Kot prikazuje odsek kode 3.1, do posameznih atributov dostopamo preko
simbola “$”. Vrnjenemu okolju določimo svoj razred “kazalec”, kar nam
omogoča, da lahko kasneje potrdimo tip spremenljivke.
V primeru paralelnega izvajanja aktiviramo zahtevano število niti in vsaki
15
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Slika 3.1: Slika arhitekture knjižnice
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newDataPointer <− function (data . t e s t , data . t ra in , types ,
formula , model . function , predict . function , nThread ){
ob j e c t <− new . env( parent<− globalenv ( ) )
ob j e c t $ t r a i n <− data . t r a i n
ob j e c t $ t e s t <− data . t e s t
ob j e c t $ types <− types
ob j e c t $formula <− formula
ob j e c t $modelF <− model . function
ob j e c t $pred ic tF <− predict . function
ob j e c t $nThread <− nThread
class ( ob j e c t ) <− ’ po in t e r ’
return ( ob j e c t )
}
Odsek kode 3.1: Kazalec na okolje z vsemi potrebnimi podatki
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i f (data . po in t e r$nThread > 1) r e t . va l <−
p a r a l l e l : : parSapply ( c l , 1 : nrow(data . po in t e r$ t e s t ) ,
lcv , n , dm, data . po inter , l oo )
else r e t . va l <− sapply ( 1 :nrow(data . po in t e r$ t e s t ) ,
lcv , n , dm, data . po in t e r )
l cv <− function (x , n , dm, data . po inter , . . . ) {
index <− u t i l s : : head ( order (dm$value [ , x ] ,
d e c r ea s ing = F) , n)
l oo . e r r <− unlist ( sapply ( 1 : n , loo ,
data . po in t e r$ t r a i n [ index , ] , data . po in t e r ) )
d <− s t a t s : : dnorm(10 ∗ dm$value [ index , x ] )
i f (sum(d) == 0) d = 1
return (sum(d ∗ l oo . e r r ) / sum(d ) )
}
Odsek kode 3.2: Primerjava kode med paralelnim in navadnim izvajanjem
posredujemo potrebne podatke za delovanje. Funkcija nato izračuna posa-
mezno oceno zanesljivosti. Izračun se zgodi po vrstnem redu, ki ga je podal
uporabnik. Zasnova implementacije posamezne ocene zanesljivosti je modu-
larna. Vsaka enačba, predstavljena v 2. poglavju, predstavlja svojo funkcijo.
S pomočjo funkcije apply() in podobnih dobimo zgoščeno in pregledno kodo.
Istočasno pa imamo zelo dobro izhodǐsče za implementacijo paralelnega iz-
vajanja. Knjižnica parallel [16] nudi alternativo vsaki funkciji tipa apply,
ki se bo izvedel paralelno (število niti definiramo prej). Taka modularna im-
plementacija nam omogoča, da vklopimo paralelno izvajanje na poljubnem
segmentu, ki se izkaže za časovno zahtevneǰsega. Kot prikazano v odseku
kode 3.2, je razlika med paralelnim in navadnim izvajanjem samo v vektori-
zirani funkciji, ki kliče funkcijo, ki jo želimo izvesti paralelno.
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V vsaki podfunkciji se specifični odseki izvedejo paralelno v primeru, da
je ta funkcionalnost vklopljena. Izračunane vrednosti se združijo v objekt, ki
bo vrnjen. Če je uporabnik izbral izračun korelacije med ocenami zaneslji-
vosti, se sedaj izvede še ta korak. Pred vračanjem rezultata funkcija za sabo
počisti spomin (sprosti kazalce na podatke, ugasne morebitne aktivirane niti
in izvede klic zbiralca smeti).
3.2 Parametri funkcije predReliability
Z uporabnikovega vidika je potreben le klic funkcije predReliability, ki ji
podamo seznam argumentov. Nujni parametri za delovanje so:
• učna množica (podatki, uporabljeni za učenje modela),
• testna množica (podatki, ki bodo služili kot testni, neoznačeni primeri),
• formula (objekt R, uporabljen za označevanje ciljnega atributa, ki ga
poizkušamo napovedati),
• seznam uporabljenih metod (BAGV, SA, CNK, LCV),
• funkcija za učenje modela (funkcija, ki ji podamo formulo, učno množico
in parameter “...”, vrne pa naučen model),
• funkcija za napovedovanje (funkcija, ki ji podamo naučen model, testno
množico in parameter “...”, vrne pa napovedi ciljnega atributa).
Obstajata še dva pomožna parametra, ki za delovanje nista potrebna:
• korelacijski test (boolean vrednost, ki pove, ali naj funkcija opravi še
korelacijski test),
• število niti (število niti, na katerih se bo program izvajal; če ima vre-
dnost 1, se paralelno računanje ne izvede).
Uporabnik lahko dostopa do dokumentacije preko ukaza ?predReliability
in dobi vse potrebne informacije o knjižnici (opis funkcije, uporaba, predsta-
vitev parametrov, reference), kot prikazuje slika 3.2.
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Slika 3.2: Izpis dokumentacije ob klicu ?predReliability
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Evalvacija
V tem poglavju evalviramo delovanje knjižnice in njenih funkcionalnosti.
Osredotočili se bomo predvsem na pravilnost delovanja knjižnice in hitrost
oz. učinkovitost glavne funkcije za izračun ocen zanesljivosti.
4.1 Pravilno delovanje
Pravilnost rezultatov smo zagotovili s primerjavo z referenčnimi vrednostmi
korelacijskih koeficientov v disertaciji [2]. Za vsako metodo ocenjevanja zane-
sljivosti smo na 28 učnih množicah preverili 7 različnih regresijskih modelov
(regresijska drevesa, linearna regresija, nevronska mreža, bagging, metode
podpornih vektorjev, lokalno utežena regresija, naključni gozdovi, posplošeni
aditivni model) [2]. Pri primerjavi rezultatov smo morali upoštevati prisot-
nost manǰsih razlik pri metodah, ki vsebujejo klice generatorjev naključnih
števil in pri nekaterih funkcijah, ki so čez čas rahlo spremenile delovanje
zaradi sprememb in posodobitev. V tabeli 4.3 vidimo srednjo kvadratno na-
pako med korelacijami za vseh 28 testnih množic podatkov. Metode BAGV,
CNK, LCV, SA pri večini modelov ohranijo minimalno odstopanje, ki je spre-
jemljivo. Izstopa LCV, pri katerem smo odkrili napako v implementaciji v
izvornem delu [2]. Korelacijske vrednosti pri LCV-ju bodo torej tu odstopale.
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Tabela 4.1: Izračuni srednje kvadratne napake med korelacijskimi koeficienti
v disertaciji in vrnjenimi vrednosti knjižnice
RT LR BAG SVM LWR RF GAM
BAGV 0.0121 0.0360 0.0123 0.1927 0.0347 0.2813 0.1851
CNK 0.0012 0.0028 0.0011 0.0331 0.0027 0.0191 0.0342
LCV 0.2062 0.2018 0.1744 0.1435 0.2360 0.1691 0.1623
SAbias 0.0222 0.0178 0.0242 0.2188 0.0177 0.1109 0.2356
SAbias(a) 0.0222 0.0161 0.0225 0.2198 0.0172 0.1271 0.2065
SAvar 0.0159 0.0490 0.0164 0.1271 0.0481 0.0557 0.0789
4.2 Časovna zahtevnost in izbolǰsave
V tem razdelku ocenjujemo časovno in prostorsko zahtevnost kode in nava-
jamo izbolǰsave, ki smo jih implementirali v primerjavi z izvorno eksperimen-
talno kodo. V splošnem smo uspeli izbolǰsati učinkovitost preko vektorizacije
kode. Zanke in nevektorizirane funkcije so v R-ju v večini primerov slabše
optimizirane [23].
Časovni zahtevnosti metod BAGV in SA sta ostali enaki. Veliko iz-
bolǰsavo smo dosegli pri metodah CNK in LCV. Oba izračuna zanesljivosti
potrebujeta izračun medsebojnih razdalj. Z uporabo knjižnice Cluster [15]
in funkcije daisy() dobimo matriko razdalj med vsemi primeri množice po-
datkov. Časovna zahtevnost funkcije je O(n2a), kjer je n število primerov v
množici podatkov in a število atributov [2]. Podobna je tudi prostorska zah-
tevnost O(n2). S pomočjo druge knjižnice StatMatch [7] lahko izračunamo
medsebojne razdalje samo med učnimi in testnimi primeri. S tem dosežemo
časovno zahtevnost O(jka) in prostorsko zahtevnost O(jk), kjer je j število
učnih primerov, k število testnih primerov in a število atributov. Ker ve-
lja k + j = n, lahko zapǐsemo j = n − k in izračunamo velikost matrike
razdalj preko k ∗ j = nj − j2. Če ǐsčemo primer največje matrike, moramo
poiskati maksimum preǰsnje enačbe preko prvega odvoda po spremenljivki j:
d
dj
(nj − j2) = n − 2j = 0. Sledi j = n
2
, kar pomeni, da je matrika razdalj
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največja pri k = j = n
2




Dobili smo podobno časovno zahtevnost, ki je v najslabšem primeru štirikrat
manǰsa, ampak pri veliko podatkih je tudi to zanemarljivo. Izbolǰsava se še
posebej pozna pri primerih, kjer se velikosti učne in testne množice razliku-
jeta. Naša implementacija omogoča uporabo velikih učnih množic z manǰsim
številom testnih primerov, medtem ko daisy() ohranja časovno in prostorsko
zahtevnost O(n2).
4.3 Evalvacija paralelnosti
V tem delu bomo ovrednotili hitrost knjižnice in možnosti za paralelizacijo
izvajanja. V teh testih nas je zanimal samo čas izvajanja, ki smo ga merili
s pomočjo knjižnice tictoc [13]. Ker nas zanima predvsem primerjava med
navadnim in paralelnim izvajanjem, pri teh testih nismo računali korelacij-
skega testa.
4.3.1 Testne množice
Za evalvacijo učinkovitosti paralelnega izvajanja smo uporabili pet različnih
testnih množic podatkov, ki so podrobneje opisane v tabeli 4.2: Insurance
Company Benchmark (COIL 2000) [21], Communities and Crime [17], Solar
Flare [8], Bias correction of numerical prediction model temperature forecast
[5], Seoul Bike Sharing Demand [18, 22].
Množice smo dobili iz spletnega repozitorija UCI [8]. Izbirali smo jih pred-
vsem na podlagi dimenzij podatkov (število primerov, atributov). Za teste
smo vzeli 10% primerov za testno množico in preostali del za učno množico.
Za vse teste smo uporabili isto funkcijo za učenje (rpart) in napovedovanje
(predict).
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Tabela 4.2: Dimenzije podatkovnih množic
domena # primerov # atributov
Insurance 9000 86
Crime 1994 128
Solar Flare 1389 10
Temperature 7750 25
Bike 8760 14
Tabela 4.3: Meritve računanja ocen zanesljivosti na podatkovnih množicah.
Na vsaki testni množici je bil opravljen zaporeden (zap.) in vzporeden (vzp.)
test za vsako metodo ocenjevanja zanesljivosti.





















BAGV 52.77 16.09 15.96 3.41 1.0 0.92 6.67 2.13 2.28 1.19
CNK 1.22 / 2.53 / 0.09 / 9.48 / 6.8 /
LCV 12731 3524 5636 987 176 19 10419 1872 8341 1144
SA 502 160 601 165 28 21 305 282 227 214
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4.3.2 Rezultati
V tabeli 4.3 vidimo, da paralelno izvajanje postane bolj učinkovito pri
časovno zahtevneǰsih metodah za ocenjevanje zanesljivosti (LCV, SA). Para-
lelnost ima tudi manǰsi vpliv pri podatkih z manj primeri, ker inicializacija
niti in čǐsčenje za njimi predstavlja večji delež v primerjavi s časom njihove
uporabe. Pri metodi SA opazimo nihanje med različnimi množicami podat-
kov. Metoda SA nauči veliko modelov, zato na njen čas izvajanja močno




Paket je objavljen na repozitoriju [6]. Uporabnik ga lahko pridobi s klicem
funkcije install.packages(predReliability). Vsa potrebna dokumenta-
cija je dostopna preko ukaza ?predReliability ali na spletnem naslovu:
“cran.r-project.org/web/packages/predReliability/predReliability.pdf”, kjer
je podan tudi primer uporabe. Sprva moramo definirati vhodne podatke
(učna, testna množica in napovedni model), kot je prikazano v odseku kode
5.1. Segment, prikazan v odseku kode 5.2, prikazuje klic funkcije predReliability,
ki ji podamo učno in testno množico podatkov ter funkciji za učenje in na-
povedovanje. Poleg osnovnih podatkov določimo, naj se izračun izvede na
desetih nitih in naj izvede še korelacijski test. Kot je prikazano na sliki 5.1,
funkcija vrne oceno zanesljivosti za posamezno napoved za vse zahtevane
metode. Na podlagi korelacijskega testa pa opazimo, da ima metoda BAGV
največjo značilno (pozitivno) korelacijo in da je za naše podatke najbolj
uspešna metoda.
l ibrary ( mlbench )
l ibrary ( rpar t )
data ( BostonHousing )
data . t e s t <− BostonHousing [ 1 : 5 , ]
data . t r a i n <− BostonHousing [ − ( 1 : 5 ) , ]
Odsek kode 5.1: Inicializacija potrebnih komponent
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# Uporaba z dodatno oceno k o r e l a c i j e in para l e ln im
# izva jan jem na d e s e t i h n i t i h
r e l 1 <−p r e d R e l i a b i l i t y (data . t e s t , data . t ra in ,
c ( ”bagv” , ” l cv ” , ”cnk” , ” sa ” ) , medv˜ . , rpart , predict , T, 10)
Odsek kode 5.2: Izračun ocene zanesljivosti
Slika 5.1: Slika vrnjenega rezultata
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Zaključek
V diplomski nalogi smo prikazali razvoj knjižnice za ocenjevanje zanesljivo-
sti regresijskih modelov. Knjižnica je objavljena in dostopna na repozitoriju
CRAN z vso potrebno dokumentacijo za čim lažjo uporabo. Omogoča upo-
rabniku, da poda poljubno funkcijo za učenje regresijskih modelov in izračun
njihovih napovedi. Knjižnica nudi izračun štirih ocen zanesljivosti (analiza
občutljivosti, bagging, lokalno prečno preverjanje in ocena lokalne napake).
Uporabnik lahko na svojo željo izvede tudi korelacijski test za vsako izmed
zahtevanih metod in evalvira, katere metode se bolje obnesejo za njegov mo-
del in učno množico podatkov. V primeru obsežnih podatkov nudi knjižnica
možnost paralelnega izvajanja, ki pri časovno bolj zahtevnih metodah in mo-
delih skraǰsa čas skupnega izvajanja.
Podajamo tudi nekaj idej za nadaljnje delo. Uporabnost knjižnice lahko
močno povečamo, če dodamo podporo za knjižnico data.table in njeno ver-
zijo objekta za hranjenje podatkov. Knjižnica nadgradi strukturo data.frame
in omogoča hitreǰse poizvedovanje po velikih podatkih ter je za njihovo obde-
lavo skoraj nujna. Kljub temu, da smo za praktične primere močno zmanǰsali
porabo prostora, pa knjižnica še vedno ne more prenesti zelo velikih podat-
kov. Za obsežneǰse probleme predlagamo hranjenje podatkov in vmesnih
rezultatov na disku. Za praktično uporabo bi lahko tudi omogočili hranjenje





[1] Bosnić, Z., and Kononenko, I. Comparison of approaches for
estimating reliability of individual regression predictions. Data &
Knowledge Engineering 67, 3 (2008), 504–516.
[2] Bosnić, Z. Ocenjevanje zanesljivosti posameznih napovedi z analizo
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