ABSTRACT. Let k be a field with cohomological dimension less than 3; we call such fields low-dimensional. Examples include algebraically closed fields, finite fields and function fields thereof, local fields, and number fields with no real embeddings. We determine the 1-column of the motivic Adams-Novikov spectral sequence over k. Combined with rational information we use this to compute π1S, the first stable motivic homotopy group of the sphere spectrum over k. Our main result affirms Morel's π1-conjecture in the case of low-dimensional fields. We also determine π1+nαS for weights n ∈ Z {−2, −3, −4}.
INTRODUCTION
The stable motivic homotopy groups of the sphere spectrum over a field form an interesting and computationally challenging class of invariants. They are at least as difficult to compute as the stable homotopy groups of the topological sphere spectrum (cf. [19] for a precise sense in which this is true), but also incorporate a great deal of nuanced arithmetic information about the base field. These groups were first explored by Morel [27, 28] , who computed the 0-th group as the GrothendieckWitt ring of quadratic forms. Work of Dugger-Isaksen [11] and Hu-Kriz-Ormsby [17] produced hands-on computations in a range of dimensions over algebraically closed fields, but results encompassing a richer class of fields remained elusive.
Given a field k, let p denote the exponential characteristic of k (p = 1 if char k = 0; otherwise p = char k), and let S[1/p] denote the motivic sphere spectrum over k with p inverted, S[1/p] = hocolim(S p − → S p − → · · · ). In particular, if p = 1 then S[1/p] = S. In this paper we determine the first stable motivic homotopy group of S[1/p], π 1 S[1/p], over any field k with cohomological dimension less than 3. In fact, when k satisfies these hypotheses and p = 2, 3, we prove a variant of Morel's conjecture on π 1 S stating that there is a short exact sequence
Here, K M * (k) denotes Milnor K-theory, defined by generators and relations in [25] . The short exact sequence for π 1 S[1/p] is a stable version of [1, Conjecture 7] .
Our cohomological dimension assumption holds for many examples of interest, e.g., algebraically closed fields, finite fields, local fields, and number fields with no 2 KYLE M. ORMSBY AND PAUL ARNE ØSTVAER real embeddings [33] . The factor of 24 is related to the fact that π 3 of the topological sphere spectrum is cyclic of that order, and also to the computation of unstable π 3 (A 3 0) by Asok-Fasel in their work on splittings of vector bundles [3] .
To put our result in context, recall that Morel-Voevodsky [31] constructed a homotopy theory of smooth k-schemes in which the affine line, A 1 , plays the rôle of the unit interval; this is called motivic homotopy theory. Whenever we have a homotopy theory of a particular type of spaces, we may invert the smash product with a space T by forming a category of T -spectra. In motivic homotopy theory, inverting T = P 1 corresponds to inverting the Lefschetz motive, and the resulting homotopy theory of P 1 -spectra is called stable motivic homotopy theory. There are several Quillen equivalent model category structures on P 1 -spectra giving the same stable homotopy theory. For concreteness and convenience, we will work with Bousfield-Friedlander P 1 -spectra as in [18, Theorem 2.9] .
In order to detect weak equivalences of P 1 -spectra, one applies the homotopy presheaf functor, π . Here stands for all indices of the form (m, n) ∈ Z 2 . Following a grading convention inspired by Z/2-equivariant homotopy theory, we write m + nα for (m, n), and let S m+nα = (S 1 ) ∧m ∧ (G m ) ∧n . With this definition we can identify P 1 with the (1 + α)-sphere in the motivic homotopy category. Then for a P 1 -spectrum E, π m+nα (E) is the presheaf taking a smooth k-scheme X to
where X + denotes X with a disjoint basepoint and [−, −] denotes stable motivic homotopy classes of maps. For cellular motivic spectra [10] , built from S 1 and G m by homotopy pushouts, weak equivalences are detected by actual homotopy groups. That is, we can simply compute π m+nα E = (π m+nα E)(Spec k).
Thus in order to understand stable motivic homotopy theory, it is essential to compute stable motivic homotopy groups. The ring π S is particularly interesting due to the distinguished rôle of the sphere spectrum. Expressed in the notation just introduced, Morel computed
where K M W * (k) is the so-called Milnor-Witt K-theory of k, a graded ring generated as an algebra by symbols [u] , u ∈ k × , in degree 1 and η in degree −1 subject to the relations where GW (k) is the Grothendieck-Witt ring of symmetric bilinear forms over k.
Note that π m+nα S = 0 for m < 0 by Morel's A 1 -connectivity theorem [29] . Thus the next sensible class of stable motivic homotopy groups to compute is π 1+ * α S. It is this task which we undertake in this paper.
It will be convenient to have a short moniker for the class of fields considered in this paper. We propose the term low-dimensional, though we do not insist on this terminology being used outside these pages. We refer the reader to [ Recall [40, II §2.2 Proposition 3] that cd p k ≤ 1 whenever k has positive characteristic p, so k is low-dimensional if and only if k is -low-dimensional for all primes = p. Our computations intertwine motivic and topological Hopf maps in nontrivial ways. Recall the stable motivic Hopf map η is represented unstably by the Hopf fibration
and Sq 2 (t) = t 2 on the generator t of mod 2 motivic cohomology in bidegree 1 + α. A similar argument with Sq 4 and the quaternionic projective space HP 2 shows the quaternionic motivic Hopf map ν ∈ π 1+2α S is nontrivial, cf. [3, Theorem 4.17] and [9, Remark 4.14] . Finally, by triangulating the topological Hopf map S 3 → S 2 and applying the constant presheaf functor, we get the simplicial Hopf map η s in motivic spectra. We are now ready to state our main theorem, which determines π 1 S[1/p] as a group.
Main Theorem. For a low-dimensional field k with p = 2, 3, there is a short exact sequence of abelian groups
. As a short exact sequence of abelian groups, the Z/2{η s }-summand splits, while for
In fact, we prove more in Theorem 7.1, which addresses the p = 2, 3 cases as well. For all p our computations are in agreement with Morel's conjecture. Moreover, in §8 we produce a brief outline of computations of the 1-line π 1+nα S[1/p] for n ∈ Z {−2, −3, −4}. When k is a finite field we compute π 1+nα S[1/p] in all weights.
Example 1.2.
We illustrate the main theorem with several specific cases.
• If k is algebraically closed with p = 2, then π 1 S[1/p] ∼ = Z/2{η s } is the first topological stable stem. This extends the π 1 case of rigidity for stable motivic homotopy to fields of positive characteristics [19] .
• If k is a finite field with p = 2, then
• If F is a finite field and k = F (T ) with p = 2, 3, there is an exact sequence
where p runs through the maximal ideals of the affine line F [T ].
• Suppose k is a non-archimedean local field and n is the number of roots of unity contained in k. The Hilbert symbol of order n defines a surjection K 2 (k) → µ n with uniquely divisible kernel nK 2 (k) [23] . Let q denote the order of the residue field of k. If p = 2, 3 is positive, the first K-group
and there is a short exact sequence
• If k is a nonreal number field, e.g., the Gaussian numbers Q( √ −1), there is an exact sequence
By Dirichlet's unit theorem, the group of square classes of units in k is an infinite dimensional Z/2-vector space. Moreover, there is an exact sequence
where p runs through the maximal ideals of the rings of integers O k . Thus π 1 S is not a finitely generated abelian group.
1.1. Relation to other work. The groups π 1−nα S are related to the unstable motivic homotopy groups of punctured affine space π n (A n 0). These latter groups (or, in fact, the Nisnevich sheafifications π A 1 n (A n 0) of the associated presheaves) are of central interest in the Asok-Fasel program [1, 2] studying splitting of vector bundles. Indeed, there is a direct system given by P 1 -suspension so that
This isomorphism follows from [18, p. 487 ] and the identification A n 0 S n−1+nα . Thus a computation of π 1−nα S is a computation of the "stable part" of Asok-Fasel's obstruction group π A 1 n (A n 0). Unfortunately, it is difficult to make the above statement any more precise. In motivic homotopy theory, we lack a P 1 -Freudenthal suspension theorem, i.e., we lack a theorem giving us a stable range m ≥ N for which π n+m(1+α) (P 1 ) ∧m ∧A n 0 is STABLE MOTIVIC π 1 OF LOW-DIMENSIONAL FIELDS 5 isomorphic to π 1−nα S. Producing such a theorem should be viewed as a significant goal for motivic homotopy theorists. It is possible that there would be immediate dividends in terms of translating the determination of Asok-Fasel's obstruction groups into stable (and hence more accessible) computations.
Our work is also closely related to (and uses -see the proof of Proposition 5.5) Dugger and Isaksen's recent work on relations between motivic Hopf elements [9] . For low-dimensional fields, we verify the speculated relation 12ν = η 2 η s from §1.7 of loc. cit.
1.2.
Outline of the argument. Our computations proceed one prime at a time via the motivic Adams-Novikov spectral sequence (MANSS). In order to use this machinery, we have to understand certain features of algebraic cobordism and the motivic Brown-Peterson spectrum over low-dimensional fields. In §2, we use the slice spectral sequence to determine the coefficient ring π BP and cooperations BP BP for BP over a low-dimensional field. In §3, we use the special form that the Hopf algebroid (π BP, BP BP) takes over low-dimensional fields to determine the E 2 page of the MANSS. We outline how to use the -primary MANSS to compute π 1 S ∧ in the beginning of §4, and then go on to run these computations for > 2. Here S ∧ is the -completion of the motivic sphere spectrum. The crucial 2-primary computation is contained in §5.
In order to glue our -complete computations into an integral computation, we collect some information about rational motivic homotopy groups in §6. That allows us to complete the proof of our main theorem in §7 via arithmetic fracture methods which we review in Appendix A. In §8, we recapitulate our methods for nonzero weights, completely determining π 1+nα S[1/p] for n ∈ Z {−2, −3, −4} over low-dimensional fields. We compute π 1+nα =p S ∧ for all n ∈ Z over lowdimensional fields, but some subtle issues about rational motivic homology groups prevent us from producing a full answer.
1.3. Some history. Many of the ideas in this paper date back to the first author's thesis [34] but with the extra limitation that the base field k be a p-adic field. In 2010, the second author adapted these techniques to finite fields and local fields of positive characteristic. In Fall 2012, Aravind Asok gave a talk at Harvard in which he highlighted Morel's conjecture on π 1 S. This reinvigorated the authors' interest in the project since it became apparent that machinery developed to study infinite families in the motivic stable stems could also produce explicit computations in low degrees. It was at this point that the authors sought to generalize their techniques as much as possible and settled on the low-dimensional fields of Definition 1.1.
1.4. Notation and computational input. Before continuing, we pause here and record the notation and computational input used in this paper. While some of the following terms have already been defined, it is our hope that recording everything in one place will assist the reader.
Throughout the subsequent pages, • k is a field of exponential characteristic p,
• S is the motivic sphere spectrum,
where [−, −] denotes the hom set in the stable motivic homotopy category over k, • π = m,n∈Z π m+nα and π m+ * α = n∈Z π m+nα ,
• MA denotes the motivic Eilenberg-MacLane spectrum with coefficients in an abelian group A, • KGL is the motivic algebraic K-theory spectrum, • KO is the motivic Hermitian K-theory spectrum, • MGL is the motivic algebraic cobordism spectrum, • BP is the motivic Brown-Peterson spectrum at a prime , or, in §3 and later, the -completion of this spectrum,
is the N-graded Milnor K-theory ring of k, • η is the stable motivic Hopf map induced by the projection S 1+2α
• η s is the stable simplicial Hopf map induced by applying the constant presheaf functor to the topological Hopf map, • ν is the stable motivic map induced by applying the Hopf construction to the split quaternions, and
(the meaning will be clear from context).
Since they will be important later, we also recall the definitions of K M W * (k) and
Finally, some arguments in §5 will require manipulation of the coefficient ring π MF 2 of the mod 2 motivic Eilenberg-MacLane spectrum MF 2 . By the Milnor conjecture, this ring is isomorphic to
where |K M n (k)/2| = −nα and τ is the generator of π 1−α MF 2 ∼ = H 0 (k; µ 2 ) ∼ = {±1}. The slice tower is Voevodsky's substitute for the Postnikov tower in stable motivic homotopy theory. We refer to [43, §2] for the rudiments of its construction, and only briefly recall that, starting with the effective stable motivic homotopy category SH(k) eff , one constructs the categories Σ q P 1 SH(k) eff and the adjoint functor pairs
for q ∈ Z. The q-th stage of the slice tower for a motivic spectrum E is then f q E = i q r q E. By construction these assemble into a tower . . .
in which s q E, the cofiber of f q+1 E → f q E, is the q-th slice of E.
The slice tower for E has an associated tri-graded spectral sequence with E 1 -page
, which suggests drawing an "Adams graded" picture of the slice spectral sequence with q on the vertical axis and m + nα on the horizontal axis (for a fixed weight n). We will freely use the language of spectral sequences in this and the following sections. By an infinite cycle, we mean a class x such that d r (x) = 0 for all r. A permanent cycle is an infinite cycle which is not a boundary (and hence survives to represent a nonzero class in E ∞ ).
In good situations, the E 1 -page of the slice spectral sequence for E is computable and the slice spectral sequence converges to π E. This is exactly the case for algebraic cobordism with p inverted, MGL [1/p] , and the motivic Brown-Peterson spectra BP at a prime = p, where p is the exponential characteristic of k. Remark 2.2. The -complete algebraic cobordism spectrum, the -complete motivic Brown-Peterson spectrum BP, and the -complete truncated Brown-Peterson spectra BP n are all slice diagonal at .
In order to manipulate the slice spectral sequence of slice diagonal spectra over low-dimensional fields, we will need the following lemma which records the known vanishing range for π MZ .
Proof. The vanishing range for π MZ follows from the Bloch-Kato conjecture along with the definition of cohomological dimension. In particular, we have
Theorem 2.4.
Suppose k is -low-dimensional and E is slice diagonal at . Then the slice spectral sequence for E collapses at the E 1 -page.
Proof. By Lemma 2.3, we know that π m+nα s q E = 0 whenever 0 > 2q − (m + n) or 2q − (m + n) > 2. Now whenever 0 ≤ 2q − (m + n) (so that the source of a differential d r is possibly nonzero) we have
whence the target vanishes and d r = 0.
Corollary 2.5. The coefficients of the -complete algebraic cobordism spectrum over an -low-dimensional field are
where
Corollary 2.6. The coefficients of the -complete motivic Brown-Peterson spectrum over an -low-dimensional field are
Remark 2.7. Under the above hypotheses, similar result holds for the truncated motivic Brown-Peterson spectra
Remark 2.8. There are many cases in which the slice spectral sequences for MGL ∧ and related motivic spectra do not collapse. The authors determined π BP n ∧ 2 and π BP ∧ 2 over Q via the motivic Adams spectral sequence in [35] , and Mike Hill covered the case of base field R in [12] . Over both Q and R, the slice spectral sequence for BP n ∧ 2 does not collapse for n ≥ 1, and the slice spectral sequence for BP ∧ 2 in fact has infinitely many pages with nontrivial differentials.
THE MOTIVIC ADAMS-NOVIKOV SPECTRAL SEQUENCE AND ITS E 2 -TERM
Here we recall basic facts about the motivic Adams-Novikov spectral sequence (MANSS) and then compute its E 2 -term, the cohomology of the motivic BrownPeterson Hopf algebroid, when k is a low-dimensional field.
3.1. The MANSS. For each motivic spectrum X and motivic homotopy ring spectrum E there is an associated E-motivic Adams spectral sequence (E-MASS) for X constructed in the following manner (completely analogous to the construction in, e.g., [37, Lemma 2.2.9]). Set X 0 = X, let K s = E ∧ X s , and let X s+1 be the fiber of X s → K s , the map induced by the unit S → E. We get the E-Adams resolution for X,
Applying the bigraded homotopy group functor to the Adams resolution yields an exact couple and an associated spectral sequence in a standard way. Our primary example is the BP-MASS, where BP is the -completion of the -local motivic Brown-Peterson spectrum. For legibility we abuse notation by omitting a symbol for the -completion. There is, of course, another BP-MASS in which BP is notcompleted, but we will not use it here. A good reason for doing this is that π MZ can be computed in terms ofétale (or Galois) cohomology of the base field, while π MZ ( ) is much more difficult. Translating our abuse of notation into an abuse of terminology, we will call the BP-MASS (based on -complete BP), the ( -primary) motivic Adams-Novikov spectral sequence (MANSS). . Now assume that k has postivie characteristic p. The above argument goes through as long [16, Theorem 1] holds in positive characteristic with = p. The argument in [16] is in fact independent of characteristic as long as the dual motivic Steenrod algebra π MF ∧ MF has the same structure as its characteristic 0 counterpart.
1 This is precisely the main theorem of [15] with = p, so we are done.
3.2.
The cohomology of the motivic Brown-Peterson Hopf algebroid. We now study the E 2 -term of the motivic Adams-Novikov spectral sequence. For the moment, let k be an arbitrary base field with p = . We have
which in turn can be computed as the cohomology of the cobar complex for the Hopf algebroid (π BP, BP BP denote the E 2 -term of the topological ANSS grade-shifted so that Ext s,t appears in motivic tri-degree (s,
There is a quint-graded universal coefficient spectral sequence of homological type
)α 2 converging to the E 2 -term of the MANSS.
Proof. This is a direct consequence of the homology Künneth spectral sequence [39, Theorem 10 .90].
Remark 3.3. Given the intractability of the π * BP top -module structure on C * (BP top ), (4) is difficult to work with in cases when (3) does not simplify. When k is an -lowdimensional field we will observe precisely such a simplification. For arbitrary k, it would be beneficial to have an alternate "topological-to-motivic" spectral sequence computing the motivic Adams-Novikov E 2 , perhaps one that takes advantage of extra structure available in the stable motivic homotopy category.
We now specialize to k an -low-dimensional field. By Corollary 2.6, in this case we have
As such, we can rewrite (3) as
We can thus apply the universal coefficient spectral sequence (now better known as the universal coefficient theorem) over Z to arrive at the following description of the MANSS E 2 -term.
Theorem 3.4.
If k is an -low-dimensional field, then the E 2 -term of the MANSS sits in a (non-canonically) split short exact sequence
In what follows, we will frequently abbreviate Tor Z 1 to Tor.
THE FIRST -COMPLETE STABLE MOTIVIC STEM, > 2
Let us now refer to the groups π m+nα S ∧ as the -complete stable motivic stems. For k -low-dimensional, we will use the explicit decomposition of the MANSS E 2 -term in Theorem 3.4 to perform computations in the -complete stable motivic stems.
Recall that the MANSS based on -complete BP converges as
Henceforth we will follow the good practice of depicting and thinking about the MANSS in "Adams grading." We will fix a weight nα and think of the MANSS as a bi-graded spectral sequence in s and m. We will then plot (either graphically or mentally) the integers m − s along the horizontal axis and s along the vertical axis (with n suppressed). In such a grading scheme, the differential
Our strategy for computing π 1 S ∧ is simple: compute the 0-, 1-, and 2-columns of the -primary MANSS and then make various arguments regarding potential differentials. The computations break into three pieces: > 3 (very easy), = 3 (easy), and = 2 (hard). In this section, we address > 3 and = 3 as a warmup for = 2 in the next section. In this case, t − s + m + n = 1, and since k is -low-dimensional we can use 2.3 to see that 1 ≤ t − s ≤ 3. (This uses the fact that the 0-column of top E 2 is concentrated in homological degree s = 0.) For any prime , the first entry after Z = top E
By the same logic, 1 ≤ t − s ≤ 2, and we see that there are no Tor contributions to the 1-column for ≥ 3.
In summary, the 1-column of the -MANSS vanishes when > 3, and we deduce the following. 
(See, e.g., [44, p.501 ] for a picture of the E 2 -page of the topological ANSS at the prime 3.) By similar bookkeeping, the 0-column is concentrated in homological degree 0, so our 1-column entry is an infinite cycle. Additionally,
has homological degree 1, and hence survives the spectral sequence.
THE FIRST 2-COMPLETE STABLE MOTIVIC STEM
We now execute the same strategy when = 2 and k is a 2-low-dimensional field. It turns out that all the classes in the 1-column of the 2-MANSS are infinite cycles, but there exists a nontrivial entering d 3 -differential. There are also several nontrivial extensions. Unlike when ≥ 3, there is real work to do when = 2 and our arguments are not strictly combinatorial. In this section, we shall refer to the 2-MANSS as simply the MANSS.
We begin by reviewing some known facts about top E * , * 2 and π MZ 2 . By Lemma 2.3 and the low-dimensionality of k, we know that π m+nα MZ 2 = H −(m+n) (k; Z 2 (−n)) = 0 for m < 0, n > −m, or −m − 2 > n. Figure 1 is a graphical representation of top E s,t 2 in which the horizontal axis represents t − s and the vertical axis represents s. (This is the standard, "Adams graded" way of drawing the picture in which the (t−s)-column contains all the potential π t−s contributions.) This picture is well-known to algebraic topologists and can be found in, e.g., [44, p .500]; see [24] or [37] for the naming conventions and many more details. Here represents a copy of Z 2 , • represents Z/2, • represents Z/4, and • with two circles around it represents Z/16. Theorem 3.4 provides a method for combining this picture with π MZ 2 in order to produce the E 2 page of the MANSS. Figure 2 presents this data in the following form: each ANSS term A produces A ⊗ π MZ 2 and Tor(A, π MZ 2 ) terms in the MANSS E 2 . If we draw our chart for E s,m+nα 2 so that m − s + n is on the horizontal axis and s is on the vertical axis (and keep in mind our vanishing results on π MZ 2 when k is 2-low-dimensional), then the A ⊗ π MZ 2 terms appear in the original position of A (in the topological ANSS E 2 chart) and the two positions to the left of this location. Similarly, the Tor(A, π MZ 2 ) contribution appears one down and one It is important to keep in mind that the weight n is suppressed in our picture. Weights may be recovered by recalling that an ANSS term in bidegree s, t has weight 1 2 t and then applying the universal coefficient theorem. Single graphical primitives represent contributions to infinitely many different weights. Proposition 5.1. After choosing splittings in Theorem 3.4, the 0-, 1-, and 2-columns of the E 2 -page of the MANSS over a 2-low-dimensional field take the form depicted in Table  1 .
Proof. This is a rote calculation given Theorem 3.4, the form of top E * , * 2 , and Lemma 2.3 on the vanishing range of π MZ 2 .
We will need the following lemma about the simplicial Hopf map.
Lemma 5.2.
The simplicial Hopf map η s is nontrivial of order 2 in π 1 S ∧ 2 over any scheme. Proof. It suffices to check the result over Spec Z. It is observed in [36] that (working in topological spectra) η s represents the class of −1 in K 1 (Z) ∼ = π 1 KGL ∼ = {±1}. Consider the Quillen pair (c * , c * ) in which c * is induced by the constant presheaf functor. Since (reinterpreting the construction of KGL in [13] ) c * KGL K(k) (where K(k) is the topological spectrum representing algebraic K-theory of k) and the adjoint of the unit map S → KGL is the unit map for K(k), we find that the image Proof. By Proposition 5.1, specifically the form of the 0-and 1-columns, there is only one potentially nontrivial differential, the (1, 0) -coordinate to the (0, 2)-coordinate. We argue that the source of this differential is either 0 or represents η s (modulo higher filtration elements). By Lemma 5.2, this enough to conclude that the above d 2 is trivial.
Recall that τ is the generator of π 1−α MF 2 . It follows from [27, p.968] that h 1 τ is an infinite cycle in the motivic Adams spectral sequence. As such, we have a map π 1−α MF 2 → π 1 S ∧ 2 given by multiplication by η. By Lemma 5.2, this map is injective since h 1 τ represents η s = h 1 τ + h 2 ρ 2 over any field in which ρ 2 = 0.
The standard cofiber sequence MZ 2 2 − → MZ 2 → MF 2 induce a short exact sequence
(Note that, depending on the base field, either the first term is Z/2 and the last is 0, or vice versa.) In order for the motivic Adams-Novikov spectral sequence to detect the image of h 1 τ in π 1 S ∧ 2 , the above must be an extension in the motivic ANSS. Since h 2 corresponds to ν which in turn corresponds to α 2/2 , whenever Tor(Z/2{α}, π −α MZ 2 ) is nonzero it must detect η s mod higher filtration, hence the d 2 in question is trivial.
Proposition 5.4.
Over a 2-low-dimensional field, the MANSS differential
Proof. We invoke the multiplicative structure of the MANSS to prove this result. Let 1 denote the class of the identity map and note that the multiplication
is a surjection (this can be checked on cobar representatives), and the classes in Z 2 {1} ⊗ π −α MZ 2 are permanent. Thus to determine the differential of the proposition we can analyze d 2 on Tor(Z/4{α 2/2 }, π −α MZ 2 ). By Theorem 3.4, the target of this
we see that the proposition follows as long as d 2 on
Tor(Z/4{α 2/2 }, π −α MZ 2 )
composed with projection onto Z/2{α
We now make the following claim about the coefficients of MZ 2 :
This claim follows from the isomorphism
and direct computation of the limit on the right-hand side. By (7), we now see that whenever Tor(Z/4{α 2/2 }, π −α MZ 2 ) is nontrivial, the group Z/2{α 2 1 } ⊗ π 1−α MZ 2 vanishes, proving that the d 2 -differential in question is trivial.
Proposition 5.5. Over a field k with p = 2 and cd 2 k(i) < ∞, we have the relation 4ν = η 2 η s in π 1+2α S ∧ 2 . Remark 5.6. Proposition 5.5 is a 2-adic motivic version of the relation 12ν = η 3 in the topological π 3 S. This has ramifications in the first motivic stable stem: First, identify Z/2{α 3 1 } ⊗ π 1−2α MZ 2 appearing in the weight one MANSS with
(See §8.3 for more information on this spectral sequence.) Then we have that
in the 1-column of the MANSS.
Proof. Dugger and Isaksen [11] observe that h 2 0 h 2 = τ h 3 1 in the E 2 -page of the motivic Adams spectral sequence. (Their computations are done over the base field C, but this particular relation may be checked in the cobar complex. The computation of MF 2 MF 2 in [15] implies that the argument works in characteristic p > 2.) Over the prime field of k, it is known that h 0 represents 2+ρη, h 1 represents η, h 1 τ +h 2 ρ 2 represents η s (the simplicial Hopf element), and h 2 represents ν. Dugger and Isaksen [9] also have a geometric argument showing that ην = 0, whence their relation in the MASS becomes 4ν = η 2 (η s − νρ 2 ) = η 2 η s .
Proposition 5.7. The MANSS differential
from the (2, 1)-coordinate to the (1, 3)-coordinate is trivial. In fact, the source of this differential is permanent in the MANSS.
Proof. We show that d 2 is trivial on each summand. Note that the Tor-term is either 0 or Z/2 depending on whether µ 2 ∞ (k) is infinite or finite, respectively. In the latter case, by an argument similar to Proposition 5.3's, this group is Z/2 and represents η 2 s mod higher filtration. Since η 2 s = 0 ∈ π 2 KGL over Z, we can conclude that this class is permanent. Now note that π 1−2α MZ 2 is permanent in the MANSS by dimensional accounting. Meanwhile, α 2/2 is permanent because its potential targets (via d 2 and d 3 ) are
The potential targets survive via Morel's calculation of the 0-line π * α S. By the Leibniz rule, we find that the second summand is permanent.
In order to state the following proposition, we need to know some facts about Tor(Z/4{α 2/2 }, π −2α MZ 2 ) in the MANSS. 
By the proof of the universal coefficient theorem, cobar representatives of the elements in Tor(Z/4{α 2/2 }, π −2α MZ 2 ) are of the form f ⊗ s(a, b), where f satisfies d 1 f = 4α 2/2 andα 2/2 is a cobar representative of α 2/2 in the topological ANSS.
A rote calculation shows that we may take f = v 2 1 . We define σ a,b α 2/2 to be the MANSS E 2 element represented by f ⊗ s(a, b) .
. Proof. The proof proceeds by analysis of the MANSS for the mod-2 Moore spectrum S/2, i.e., the cofiber of S 2 − → S. The MANSS E 2 for S/2 over a low-dimensional field takes a particularly simple form. Via the slice spectral sequence and a simple change of base, we see that
By [37, Theorem 5.3.13(a)], this E 2 -term contains
as a direct summand where v 1 has Adams degree 1 + α and homological degree 0 and h 0 has Adams degree α and homological degree 1. We know that the mod 2 reduction map red induces a map of spectral sequences which takes α 1 to h 0 . Since η 2 η s = 4ν, we know that red(τ α 3 1 ) = τ h 3 0 represents a trivial class in π S/2. It follows that τ h 3 0 dies in the MANSS for S/2. The only way this can happen is if Since 2α 1 = 0, this implies that
, which is the claimed differential.
Remark 5.9. The standard relations in Milnor-Witt K-theory imply that the class ρ[u]τ α 3 1 must die in the MANSS. Indeed, since (2 + ρη)η = 0, it follows that ρη 2 η s = −2ηη s = 0 since 2η s = 0. It is fascinating to note that the differential in Proposition 5.8 witnesses torsion on η 2 η s that is not a trivial consequence of its module structure over Milnor-Witt K-theory.
The preceding propositions account for all possible MANSS differentials which affect the 1-column. It follows that the 1-column of the E ∞ -page is exactly that of Table 1 with the exception that Z/2{α
. In order to determine π 1 S ∧ 2 , it only remains to solve the extension problems.
Proof. The first extension has already been observed in the proof of Proposition 5.3. For the second extension, first note that such a short exact sequence of abelian groups exists by applying π 1−2α to the cofiber sequence
to make the identification.) We see that this extension is realized by multiplying the first extension by α 1 .
The unit map S → KO for Hermitian K-theory over any field with p = 2 induces
is given by (SN, det) where SN is the spinor norm and det is the determinant composed with the isomorphism {±1} ∼ = Z/2. Lemma 5.12. The unit map S → KO over any field with p = 2 induces a surjection
In fact, the integral version of this result holds so that
Proof. First note that e(η s ) = (0, 1). This fact is classical, coming from the fact that e(η s ) is represented by the matrix (−1) in O(k) ab and the same topological-tomotivic argument as in Lemma 5.2 (with KO in place of KGL). Now note that there is a GW (k)-module map GW (k) → k M 1 ⊕ Z/2 induced by multiplying with e(η s ). This takes a one-dimensional quadratic form u to ([u], 1). Since the unit map S → KO is a ring map, we have e( u η s ) = ([u], 1). Furthermore, e((1 + u )η s ) = ([u], 0), so we see that e is surjective.
We can now write down the group structure on π 1 S ∧ 2 . Theorem 5.13. Over a 2-low-dimensional field k, π 1 S ∧ 2 fits into a short exact sequence
. As a short exact sequence of abelian groups, the Z/2{η s }-summand splits, while there is an extension so that
Proof. Lemma 5.12 gives us the surjectivity of e. On the E ∞ -page of the MANSS the kernel of e is represented by Z/4{α 2/2 } ⊗ π −2α MZ 2 and Z/2{α 3 1 } ⊗ π 1−3α MZ 2 . The hidden extension identified in Proposition 5.10 implies that the kernel of e is a copy of K M 2 (k)/8 generated by ν. To identify the group structure, first note that the Z/2-summand splits via ε → εη s since η s has order 2. Thus it suffices to compute the addition law on elements
where the last equality follows from Proposition 5.5.
THE FIRST RATIONAL STABLE MOTIVIC STEM
In order to perform an arithmetic fracture computation of the first stable motivic stem, we have to understand a couple of things about S Q , the rationalization of the motivic sphere spectrum. To define S Q , consider a free resolution
Then S Q is the the cofiber
of the map induced by f . As in topology, the homotopy groups of E ∧ S Q for any spectrum E are
We also note that
(Warning: S Q is the rationalization of the motivic sphere spectrum over k, not the motivic sphere spectrum over Q.) Let (−) Q denote Bousfield localization at the rational Moore spectrum S Q .
Proposition 6.1. For all motivic spectra E,
Proof. The proof is exactly as in [6, Proposition 2.4].
Morel [26] constructs the idempotent by twisting G m ∧ G m and proves that it corresponds to − −1 ∈ π 0 S = GW (k). When 2 is invertible, there are corresponding projectors e + = MQ, so our hypothesis on k implies that S Q MQ. We record this fact in the following theorem. Proof. The first assertion follows from [42] (see also [21, Corollary 4.2] ). The second assertion is a consequence of Morel's stable connectivity theorem [29] .
Remark 6.4. The rational version of Beilinson-Soulé vanishing asserts that π m+nα MQ also vanishes whenever m + n > 0. In the low range of dimensions we consider, these groups will not interfere with our π S computations, but they become important as soon as one considers π 2+ * α S. Proof. This is an immediate consequence of Theorem 6.2 and Lemma 6.3. Proposition 6.6. We have
over any low-dimensional field k, i = 1, 2.
Proof. The result for π 1 is clear at this point. By the methods of Sections 4 and 5 we may compute the 2-column of the E 2 -page of the -MANSS for all primes . For each prime, all the entries are torsion, hence π 2 S ∧ is torsion. We conclude that π 2 of the rationalization of S ∧ is trivial.
THE FIRST STABLE MOTIVIC STEM
We employ the arithmetic fracture square of Appendix A in order to glue together our MANSS and rational computations into an integral result. The homotopy pullback square
induces the long exact sequence
By Propositions 6.5 and 6.6, we see that, over a low-dimensional field k, this results in an isomorphism
Theorems 4.1, 4.2, and 5.13 now imply our main theorem.
Theorem 7.1. Over any low-dimensional field k of exponential characteristic p = 2, 3, π 1 S[1/p] sits in a short exact sequence of abelian groups
. In general, the sequence does not split. Rather, the Z/2{η s }-summand splits and there is an extension so that
If k is low-dimensional with p = 3, then there is a short exact sequence
If k is low-dimensional with p = 2, then
Proof. Assume p = 2, 3. The cases p = 2, 3 are similar (and easier) and we leave those details to the interested reader.
We have already produced the short exact sequence for
Note that the −2α-column of the E 2 -page of the -MANSS consists only of Z {1} ⊗ π −2α MZ in homological degree 0. Computing the 1 + 2α-column of the MANSS (see §8.2) and the multiplication on E ∞ -pages implies that
(k) acts on η s . It suffices to restrict our attention to the 2-MANSS where the E ∞ associated graded of Table 1 . Our claim follows from recording how the 0-column acts on the 1-column combined with the fact that η s is the generator of Z/2{α 1 }⊗π 1−α MZ 2 or Tor(Z/2{α 1 }, π −α MZ 2 ) (only one of which is nonzero).
It remains to calculate the value of 
The first three * + nα-columns of the MANSS over a lowdimensional field for n ≥ 5
Since 12 [u, v] ν has the same image, we can conclude that
NONZERO WEIGHTS
In this section we briefly record how the computations play out in weights other than 0. Throughout we assume that k is a low-dimensional field and use Theorem 3.4 as our primary computational tool. We warn the reader that we have included much less detail in this section and the following should be viewed only as a roadmap for verifying these calculations. 8.1. Weights greater than 2. For an integer n > 2 it is easy to see that the 1 + nα-column of the -MANSS is trivial for = 2. When = 2 (and p = 2) and n ≥ 5, the nα-, 1 + nα-, and 2 + nα-columns take the form depicted in Table 2 .
For n = 3, 4 there are additional terms arising from α 2 2/2 = β 2/2 in the 2 + nα-column, but they aren't important for our argument.
A pattern of d 2 -and d 3 -differentials on the terms in the 2 + nα-column kill off all of the 1 + nα-column. The point is that the nα-column is permanent, being the associated graded of
Meanwhile, every element in the 1 + nα-column represents a multiple of η 3 η s = 4ην = 0 and hence is hit by a differential. (This is of course all very plausible as
is an extension of Tor(Z/2, π −rα MZ 2 ) and Z/2 ⊗ π 1−rα MZ 2 .) We conclude that π 1+nα S ∧ 2 = 0 for n ≥ 3. In fact, π 1+nα S[1/p] = 0 for n ≥ 3. By the arithmetic fracture square and the fact that the 2 + nα-column is torsion in every -MANSS, it suffices to check that π 1+nα S Q = 0, which is a special case of Proposition 6.5.
Remark 8.1. It is actually the case that the d 2 -and d 3 -differentials responsible for the vanishing of π 1+nα S ∧ 2 for n ≥ 3 eliminate all the classes in the 2 + nα-column of the 2-MANSS for n ≥ 5, implying that π 2+nα S ∧ 2 = 0 for n ≥ 5. There are no contributions at other primes, so get the intriguing vanishing result
over a low-dimensional field. It would be interesting to pursue other vanishing results in the m + * α-lines via our methods.
With a great deal of perseverance one can probably use our methods to determine the 2 + * α-line of coefficients for S[1/p]. We have gone so far as to determine the permanent cycles in these columns of the -MANSS, but have thus far not been able to determine all the differentials entering from the 3 + * α-columns.
Weight 2.
This weight has no -adic contributions for = 2, 3. The 1 + 2α-column of the 3-MANSS consists of Z/3{α 1 } in homological degree 1, so π 1+2α S ∧ 3 = Z/3.
The 1 + 2α-column of the E 2 -page of the 2-MANSS in weight 2 is similar to the weight 3 picture above: one simply decreases all the α 1 exponents by 1 and adds in one new group, Z/4{α 2/2 } ⊗ π 0 MZ 2 . These terms combined with Z/2{α Again by Proposition 6.5 and arithmetic fracture we can conclude that
8.3. Weight 1. By very similar arguments, we have
This weight has no -adic contributions for = 2. The 1 − α-column in the 2-MANSS has entries
Z/2{α 1 } ⊗ π 1−2α MZ 2 , and Z/2{α 2 1 } ⊗ π 1−3α MZ 2 in homological degrees 0, 0, 1, and 2, respectively. We deduce that π 1−α S ∧ 2 has an associated graded with pieces
Again by Proposition 6.5 and arithmetic fracture we have 
If k is a finite field or a global field of positive characteristic this group is trivial. If k is a nonreal number field, then H 1 (k; Q(2)) = Q r 2 , where r 2 is the number of pairs of complex valuations. The papers [20] , [22] give elegant proofs of these results. For n = −3, the rational motivic cohomology group H 2 (k; Q (3)) is a direct summand of K 4 (k) Q , which is trivial for finite and global fields. For n = −4, the group H 3 (k; Q (4)) is trivial for every low-dimensional field k since Q is divisible [40, I §3.1 Corollary].
The terms π i+nα =p S ∧ Q for i = 1, 2 and n = −2, −3, −4 are of the form
If i = 1 and n = −4, then this group vanishes, but in general and it can be nontrivial for low-dimensional fields.
8.6. Weight −2. This weight has no -adic contributions for = 2. The 1 − 2α-column in the 2-MANSS has entries π 1−2α MZ 2 {1} and Z/2{α 1 } ⊗ π 1−3α MZ 2 in homological degrees 0 and 1, respectively. We deduce that π 1−2α S ∧ 2 has an associated graded with pieces π 1−2α MZ 2 {1} and K M 2 (k)/2. Hence there is short exact sequence
From (9) we obtain the exact sequence
Since there is only one 2-adic contribution of homological degree 0, we find that
This sequence simplifies considerably when k is a finite or global field, cf. §8.5. To a motivic spectrum E we can associate its rationalization E Q and -adic completion E ∧ for each rational prime number . We claim that there is a homotopy cartesian square:
A theory of classical Bousfield localization for motivic spectra is worked out in [38] . When localizing at a motivic spectrum E the idea is to associate to any motivic spectrum F the part of F that can be seen through the eyes of E. More precisely, there exists an E-equivalence η E : F → L E F where L E F is E-local. Recall that a map F → G is called an E-equivalence if smashing with E yields a weak equivalence.
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Moreover, G is E-local if the group of stable homotopy classes of maps [F, G] is trivial for every F with the property that E ∧ F * , i.e., F is E-acyclic. Let S/ denote the mod-Moore spectrum. Then L S/ F is the -adic completion F ∧ of F [38, §3] . And the rationalization F Q of F is the localization L S Q F with respect to the rationalized motivic sphere spectrum.
Theorem A.1. Suppose E, F and G are motivic spectra and E ∧ L F G E ∧ L F L E G * . Then there is a homotopy cartesian square:
Before starting the proof of Theorem A.1 proper we deduce our main example (11) of an arithmetic square. When E is the sum S/ indexed over all rational prime numbers, there are no nontrivial homotopy classes of maps from an E-acyclic space to a product of spectra of the form G ∧ . Moreover, since smashing with S/ commutes with products, there is a natural isomorphism
It follows that L E G = G ∧ . In addition, when
* for every . This shows the arithmetic square (11) for E, and hence for S[1/p] as in Section 7, is a special case of (12) .
Proof of Theorem A.1. In the diagram (12) , the E-equivalence η E is the unique factorization of η E : G → L E G through L E∨F G. It exists because G → L E∨F G is an Eequivalence. The same remarks apply to the map η F . Let hp denote the homotopy pullback of
Suppose H is both E-and F-acyclic. Then the long exact sequence It remains to show the induced map G → hp is both an E-and F-equivalence. To begin, note that hp → L E G is an E-equivalence, being the pullback of L F η E . Thus since G → L E G is an E-equivalence, so is G → hp. By pulling back η F a verbatim argument shows that G → hp is an F-equivalence. Corollary A.2. A map between motivic spectra E → F is a weak equivalence if and only if the naturally induced maps L Q E → L Q F and E ∧ S/ → F ∧ S/ are weak equivalences for every rational prime number .
Proof. Apply Theorem A.1 in the case when E = S/ and F = S Q .
It is curious to note that one can also produce a direct proof that (11) is homotopy cartesian by employing generators of the motivic stable homotopy category SH and comparing with the classical stable homotopy category SH top . In fact, the following proof works in any model category with a set of compact generators that is also enriched over topological spectra.
Alternate verification that (11) is homotopy cartesian. Suppose X is a smooth scheme of finite type over the base scheme in SH. For integers m and n we form the smash product X m+nα ≡ S m+nα ∧ X + in SH. Then {X m+nα } m,n∈Z is a set of compact generators of SH.
Denote by
Hom : SH op × SH → SH top the composite of the internal hom functor in SH with the right adjoint of the canonical functor
It is obtained by first viewing ordinary spectra as constant presheaves of S 1 -spectra for the simplicial circle and second as motivic spectra. We claim that applying Hom(X m+nα , −) to (11) yields the classical arithmetic square of Hom(X m+nα , E) shown in [6, §2] . This finishes the proof. In effect, Hom(X m+nα , −) commutes with products and with -completions because the latter is an internal hom [38, §3] . Moreover, since the generator X m+nα is compact, Hom(X m+nα , −) is seen to commute with rationalization by viewing the latter as a filtered homotopy colimit.
