Abstract -Closed loop control of linear stochastic control systems with unknown parameters is studied by using a dual control approach. At each stage, the cost functional associated with the system objective is decomposed into a certainty equivalence cost and a dual cost. The dual cost is appropriately expressed in terms of filter variables in algebraic form, and it appears to be a sum of dual costs of each future stage. It is shown that the dual cost at the next immediate stage dominates the future uncertainties and the resulting optimal control problem is solved in closed form using this property.
Introduction
The interaction between identification and control is a result of the fact that the future uncertainties of the parameters are functions of the control signals applied to the system. The performance function to be minimized contains some information of the future observation process through the conditional statistics of the observations. A sufficient set of statistics for the problem may not be finite dimensional, this makes the implementation of more complicated on-line control difficult and sophisticated dual controllers as practical solutions to real control problems must deal with the "curse of dimensionality" inherent in dynamic programming.
The principle of dual control takes into account the "quality" of the estimates and attempts to reconcile short term regulation objectives and long term objectives for reducing future uncertainty. Active learning is particularly important in problems where incipient failure detection is important.
The formal solution of the dual control problem has been known for many years [1,2], the solution, however, leads to a functional equation, which generally is difficult or even impossible to solve. Numerically solved problems, for example, include [%6]. In [7, 8] , general systems were analyzed. A numerical solution admits a one-step dual control. An algorithm was presented for linear system with unknown parameters, where the parameter is governed by a known Markov process and the cost is quadratic.
Existing dual controller designs, implemented using numerical methods or approximations, however, are usually too complicated t o be practical. Therefore, the additional expenses of synthesizing a dual controller design * Currently with Bitelephonic Inc., Cleveland, OH 44102 will outgrow the possible benefits, and potential applications of such techniques will not be attempted.
This paper discusses the dual control for the class of linear stochastic systems with unknown parameters. A dual control algorithm is developed which can be easily implemented and also provides good performance.
Problem Statement
The control problem for a discrete-time linear system with a finite set of unknown parameters, or a general unknown parameter system with the unknown parameters quantized into a finite (discrete) subset of the parameter space is given by The number of unknown modes s is finite, 2 5 s < 00.
Each value of r is associated with a particular realization of the system, and all the realizations are distinct. The uncertainty about r is described by the a priori probabilities: pi,o = Pr(r = p i ) ,
Denote the smallest U algebra generated by the sequence of observations up to time t and the sequence of past control history by 1' 2 yo, y 1 , . . . , y k , U O , u 1 , . . ., 
From the total probability law, the density function of the probability distribution of the state is no longer Gaussian. The covariance of the state at time k is
where f i , k = E ( t k 1 I k , r = r i ) . Note that k i , k and f j , k are functions of U k -1 , the control has the dual effect.
Finite Horizon Dual Control Problem
An N-stage control problem for a single input single output system is discussed.
Without loss of generality, assume the state weighting and the control penalty do not depend on the parameter r , for the time being, the system parameters A and B are known, and C is unknown but constant.
Next we derive a recursive decomposition of the functional equation for the cost in the stochastic dynamic programming procedure at each stage k , 0 5 k 5 N-2.
The decomposition will include the CE cost and the dual cost in closed form, for the multi-stage control problem. In order to obtain a decomposition of the cost functional at each stage k, we assume that future controls will be CE controls. The additional term, the dual cost, which is a highly nonlinear function of the control, appears in the cost-te go at stages k = 0 to N -2 , and accounts for active probing to improve the estimates of the unknowns in the system and realize a reduction in the future cost.
Examine eqn(6), the dual cost at each stage is the sum of costs, each associated with the dual covariance of the state from stage k + 1 to N -1. The current control signal will affect future uncertainties, quantified in terms of the dual covariance of state estimates. The covariance of the state estimates at stage k + 1 appears as the first term of eqn (6) , and the covariance of state estimates at stage k + 2 appears as the second term of eqn(6), and so forth.
As will be shown next, as the a posteriori probabilities converge, the dual effect of the control becomes smaller and smaller, the main impact of the dual control effect will be on enhancing the learning for the next stage. This property of the dual cost suggests that the priority of the dual control should be to improve the system identification and state estimates as early as possible. This agrees with the intuition that the earlier the unknowns of the system are identified or estimated, the more confidence about the system parameters and states we have, the better performance we can achieve by using an controller designed on more accurate information. As the a posteriori probabilities of the mode converges to their true value, either0 or 1, assuming one of the modes represents the real system, the smaller the dual cost term becomes. This indicates that a truncated dual cost from (6) can be a reasonably good approximation. and it can be further simplified
Proof. See [9] . 0
The term g i , k + l ( & , k + l ) in the dual cost characterizes the amount of discrimination of the mean of the observation process in different modes, and the term ( f i , k + l -*j,k+l) ' represents the difference of the state estimates for different modes; both affect the uncertainty at next stage, but they can be conflicting.
The control applied at stage k affects the future uncertainties through both the predicted observation and the state estimate differences. In the dual cost, large discrimination of the observations helps in separating the different modes, hence reducing the uncertainty. Large discriminations in the state estimates also reduces uncertainty, but as eqn (8) indicates, the discrimination of the observations in different modes contribute more than the discrimination of the state estimates in different modes to reducing the dual cost.
The task of solving the dual control problem is equivalent to finding a compromise between the regulation and identification (discrimination) objectives of the control.
Therefore, from ( 5 ) , we have the optimal control for the CE cost
Under the conditions of Theorem 2 , one mode (mode i ) becomes distinct from the other mode, since the conditional probability density function of the predicted observation for mode i becomes an impulse function. In this case, the dual cost integral is easily computed; this can be used to approximate the dual cost. We can show that the local minimum control for the dual cost For multi-mode cases, where more than bwo possible modes for the system parameters occur, we have the approximation from [9] , where the pairwise dual cost is
We can use the following scheme to develop a dual 1 . At stage k , compute Uk using eqn(9) and (lo), ufE and uf"al(i, j), respectively, where U $~I (~, j) is the dual control for the pairwise dual cost associated with each pair of modes i and j.
controller:
2. Calculate J k ( u f E ) and each J k ( U p a l ( i , j ) ) . J k ( u p a ' ( i , j ) ) . Choose the control that yields the minimum cost J k as the control policy to be applied at stage k .
Compare h ( U f E ) and all

4.
Advance stage from k to k + 1 . Go to Step 1 .
Remarks. (1)
The algorithm is of the 1-step measurement closed-loop type control, the approximation is in the value of the dual cost in the cost-to-go. Theorem 2 shows that the 1-step measurement closed-loop control can be nearly as good as the closed-loop control. The importance of the dual cost approximation lies in the fact that it makes the computation possible. (2) The algorithm eliminates numerical search, guarantees at each stage better performance over the certainty equivalence control considering the one-step ahead cost, and is very simple to implement. (3) In the development of the algorithm, it is noted that the choice of the future control as the CE control is "artificial" in the sense that it may not actually be applied in the future, unless the CE control is a nearly optimal control, or the system becomes a neutral system. This approximation can be very close to the optimal cost-to-go, once the a posteriori probabilities converge to their true values, that is, the controls in the future will practically be CE controls.
Next we consider that A and B are also unknown.
Since is a nonlinear function of the a posteriori probability pi,k , i = 1,2. . . 8 , direct mathematical manipulation in closed form is not possible, we use the zero-order approximation. The CE cost part in the cost-to-go at each stage becomes a quadratic, convex function of the state and the control, and the dual cost J e : is in a form similar to eqn(6) from [9] , suggesting that the properties of the d u d cost are preserved for general systems.
When we use the two-stage subsystems to approximate the control systems, the mode of A will not appear i m ediately at the end of the two-stage, but it will show afterwards for A is unknown but constant, the following twostage subsystems will contain the information that was presented in the previous two-stage subsystems. Consequently, the proposed algorithm can be easily modified to be used on more general systems, with all parameters dependent on the unknown mode r.
Illustrative Example
An example is presented here to illustrate the improvement of using the dual control algorithm developed vs.
CE control. Using a SISO model described by (1) and (2) The cost-t-go vs. control is depicted in Fig. 1 . The optimal control is ui; = -17.63 and the optimal cost is J(uz) = 12.76. The CE control and the its cost are ugE = -10.44, J(uFE) = 13.78, respectively. It is noted that the CE control yields almost the worst performance in this control range, but the dual control can improve the dual cost actively, resulting in a lot lower cost.
The dual control obtained from the algorithm and the dual cost are u$'~( = -17.75, J(U$'~') = 12.77, respectively. We can see that the suboptimal control upar is very close to the optimal control, and the dual control suboptimal cost is very close to the optimal cost.
Conclusion
This paper develops a simple and efficient one-stepahead closed-loop feedback dual controller. The algorithm proposed has the advantage that all the computations can be done in analytical form. It guarantees at each stage better performance over the certainty equivalence control considering the one-step ahead cost.
Simulations show that the dual control algorithm can achieve nearly optimal control performance. The situations when the dual control shows significant improvement in performance over the certainty equivalence control for a non-neutral control system and the dependence on the state weighting and the control energy penalty in the performance functional are of interest for further investigation.
