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Abstract. We set up a homological algebra for N -complexes, which are graded modules
together with a degree −1 endomorphism d satisfying dN = 0. We define Tor- and Ext-
groups for N -complexes and we compute them in terms of their classical counterparts
(N = 2). As an application, we get an alternative definition of the Hochschild homology of
an associative algebra out of an N -complex whose differential is based on a primitive N -th
root of unity.
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Re´sume´. Nous de´veloppons une alge`bre homologique pour les N -complexes, c’est-a`-dire
pour des modules gradue´s munis d’un endomorphisme d de degre´ −1 tel que dN = 0.
Dans ce cadre nous de´finissons des groupes Tor et Ext que nous calculons en fonction des
groupes Tor et Ext classiques (N = 2). Comme application, nous obtenons l’homologie de
Hochschild d’une alge`bre associative comme l’homologie d’un N -complexe dont la diffe´ren-
tielle s’exprime a` l’aide d’une racine primitive N -ie`me de l’unite´.
Mots-Cle´s : alge`bre homologique, homologie de Hochschild, module simplicial, ope´rateur
aux q-diffe´rences
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Le point de de´part de ce travail est l’observation que l’homologie de Hochschild d’une
alge`bre associative A au-dessus d’un anneau commutatif k peut se de´finir a` partir de
diffe´rentielles dans lesquelles −1 est remplace´ par n’importe quelle racine de l’unite´.
Pour tout n ∈ Z, posons Cn(A) = A
⊗(n+1) si n ≥ 0 et Cn(A) = 0 si n < 0. De´finissons
b : Cn(A)→ Cn−1(A) par
b(a0⊗a1⊗ · · ·⊗an) =
n−1∑
i=0
qi a0⊗ · · ·⊗aiai+1⊗ · · ·⊗an + q
n ana0⊗a1⊗ · · ·⊗an−1 (0.1)
ou` q est un scalaire et a0, a1, . . . , an ∈ A. Fixons maintenant un entier N ≥ 2. On ve´rifie
que bN = 0 dans les deux cas suivants :
(i) q est une racine N -ie`me de 1 diffe´rente de 1 ;
(ii) q = 1 et N = 0 dans l’alge`bre A.
Lorsque q = −1 et N = 2, l’application b est le bord de Hochschild standard et
l’homologie du complexe (C(A), b) est l’homologie de Hochschild HH∗(A) de l’alge`bre A.
Lorsque N > 2, le couple (C(A), b) n’est plus un complexe de chaˆınes. On peut cependant
de´finir des avatars pHH∗(A) de l’homologie de Hochschild pour p = 1, . . . , N − 1 par
pHHn(A) =
Ker
(
bp : Cn(A)→ Cn−p(A)
)
Im
(
bN−p : Cn+N−p(A)→ Cn(A)
) . (0.2)
Notre premier re´sultat (dont une version cohomologique a e´te´ annonce´e par Dubois-Violette
[Dub]) e´nonce que, sous certaines conditions, les groupes ainsi de´finis sont soit nuls, soit
isomorphes aux groupes de Hochschild usuels, ce qui nous donne une de´finition alternative
et exotique de l’homologie de Hochschild.
The´ore`me 1.— Conside´rons un entier N ≥ 2, un scalaire q et une alge`bre associative
unife`re A. Sous chacune des deux hypothe`ses suivantes :
(a) q 6= 1 est une racine primitive N -ie`me de l’unite´,
(b) N est un nombre premier, q = 1 et A est une Z/NZ-alge`bre,
nous avons, pour tout entier n ≥ 0 et tout p = 1, . . . , N − 1,
pHHn(A) ∼=


HH2(n−p+1)/N (A) si n+ 1 ≡ p mod N,
HH(2n+2−N)/N (A) si n+ 1 ≡ 0 mod N,
0 dans tous les autres cas.
Pour e´tablir ce the´ore`me, nous nous plac¸ons dans le cadre ge´ne´ral des N -complexes,
c’est-a`-dire des modules gradue´s munis d’un endomorphisme d de degre´ −1 tel que dN = 0.
Ces objets ont e´te´ abondamment utilise´s dans les travaux re´cents de Dubois-Violette et al.
et de Kapranov sur le calcul diffe´rentiel quantique (cf. [Dub], [DK1], [DK2], [Kap]). Un
embryon d’alge`bre homologique adapte´e aux N -complexes est apparu dans [Kap].
Dans cet article, nous avons de´veloppe´ syste´matiquement une telle alge`bre homologique
en de´finissant la notion deN -re´solution projective ou injective ainsi que des groupes pTor et
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pExt qui jouissent de proprie´te´s paralle`les aux groupes Tor et Ext classiques. Le cadre dans
lequel nous travaillons est celui de l’alge`bre homologique relative d’Eilenberg et Moore.
Entre les groupes pTor et pExt et leurs pendants classiques, nous e´tablissons des isomor-
phismes formellement similaires a` ceux du the´ore`me 1.
Ce dernier est alors conse´quence de l’isomorphisme
pHH∗(A,A) ∼= pTor
A⊗Ao
∗ (A,A) (0.3)
e´tabli au §5 au moyen d’une N -re´solution projective (relativement aux suites exactes
de A-bimodules munies d’un scindage k-line´aire). Pour de´montrer l’acyclicite´ de cette
re´solution, nous construisons une homotopie a` l’aide d’identite´s remarquables dans l’alge`bre
des ope´rateurs aux q-diffe´rences engendre´e par deux inde´termine´es X et Y soumises a` la
relation Y X−qXY = 1. Ces identite´s sont valides pre´cise´ment sous les meˆmes hypothe`ses
sur le scalaire q que celles du the´ore`me 1.
Pour terminer, signalons que des diffe´rentielles analogues a` celles de (0.1) et des
groupes d’homologie du type (0.2) ont e´te´ conside´re´s de`s les anne´es 1940. C’est ainsi
que Mayer [May] a introduit des groupes d’homologie singulie`re des espaces topologiques a`
coefficients dans un corps fini Z/ℓ avec une diffe´rentielle du type (0.1) dans laquelle q = 1.
Spanier [Spa] a de´montre´ que les groupes d’homologie de Mayer se re´duisaient aux groupes
d’homologie traditionnels dans un the´ore`me dont l’e´nonce´ est formellement le meˆme que
celui du the´ore`me 1 plus haut. Pour q 6= 1 il y a des re´sultats similaires de Sarkaria
[Sar1], [Sar2] concernant l’homologie simpliciale.
Nous remercions chaleureusement Michel Dubois-Violette pour ses remarques et ses
encouragements.
Conventions et Notations. Dans toute la suite, on fixe un entier N ≥ 2 et un anneau
commutatif k qu’on appellera l’anneau de base. Toutes les ope´rations d’alge`bre line´aire
effectue´es le sont dans la cate´gorie des k-modules. Les k-alge`bres conside´re´es dans ce
travail sont associatives et unife`res.
On choisit un e´le´ment q de k. Pour tout n ∈ Z, nous posons
[n] =
{
qn−1
q−1 si q 6= 1,
n si q = 1.
Si r ∈ N on convient que [0]! = 1 et [r]! = [1][2] · · · [r] si r > 0. Enfin, pour 0 ≤ r, s ≤ N−1
on de´finit les q-coefficients binomiaux (r, s) par
(r, s) =
[r + s]!
[r]! [s]!
.
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1. Ge´ne´ralite´s sur les N-complexes et leur homologie
Nous nous plac¸ons dans une cate´gorie abe´lienne A.
1.1. De´finitions. Un N -complexe est un objet Z-gradue´ C de A muni d’un endomor-
phisme d de degre´ −1 tel que dN = 0. On notera (C, d) la donne´e d’un N -complexe. On
dit que (C, d) est positif (resp. ne´gatif ) si Cn = 0 pour tout n < 0 (resp. pour tout n > 0).
Un morphisme f : (C, d) → (C′, d′) de N -complexes est un morphisme f : C → C′
d’objets Z-gradue´s de A qui est de degre´ 0 et tel que d′f = fd.
Deux morphismes f, g : (C, d) → (C′, d′) de N -complexes sont homotopes s’il existe
un morphisme h : C → C′ de degre´ N − 1 tel que
f − g =
N−1∑
i=0
d′N−1−ihdi. (1.1)
L’homotopie est une relation d’e´quivalence.
1.2. Homologie. A tout N -complexe (C, d) et tout p = 1, . . . , N − 1 on peut associer les
groupes d’homologie pH∗(C) de´finis par
pHn(C) =
Ker
(
dp : Cn → Cn−p
)
Im
(
dN−p : Cn+N−p → Cn
) . (1.2)
Ces groupes sont fonctoriels, c’est-a`-dire tout morphisme f : (C, d) → (C′, d′) de N -
complexes induit une application f∗ : pH∗(C) → pH∗(C
′) telle que id∗ soit l’identite´ et
(f ◦ g)∗ = f∗ ◦ g∗ (lorsque f et g sont composables).
1.3. Lemme.— Deux morphismes homotopes f, g : C → C′ de N -complexes induisent la
meˆme application sur les groupes d’homologie.
De´monstration.— Si x ∈ Cn tel que d
px = 0 repre´sente un e´le´ment de pHn(C), alors
nous tirons de (1.1) que
f(x)− g(x) =
p−1∑
i=0
d′N−1−ihdi(x) = d′N−p
(p−1∑
i=0
d′p−1−ihdi(x)
)
,
ce qui montre que f et g induisent la meˆme application pHn(C)→ pHn(C
′). 
1.4. Acyclicite´. On dit que le N -complexe (C, d) est acyclique si pHn(C) = 0 pour tout
n ∈ Z et tout p = 1, . . . , N − 1. Kapranov a montre´ que pour que (C, d) soit acyclique, il
suffit qu’il existe p tel que pHn(C) = 0 pour tout n ∈ Z (voir [Kap], Proposition 1.5).
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1.5. Les morphismes i∗ et d∗. Soit (C, d) un N -complexe. Lorsque N ≥ 3, on a deux
familles importantes de morphismes naturels
i∗ : pHi(C)→ p+1Hi(C) et d∗ : pHi(C)→ p−1Hi−1(C).
La premie`re, de degre´ 0, est induite par l’inclusion Ker(dp) ⊂ Ker(dp+1). La seconde,
de degre´ −1, est induite par d : Ker(dp) → Ker(dp−1). On a le re´sultat suivant dont on
trouvera une de´monstration dans [DK], Lemme 1.
1.6. Lemme.— Pour tous les entiers strictement positifs r, p tels que 0 < p + r < N ,
il existe une longue suite exacte naturelle de la forme
pH∗(C)
ir∗−−−−→ p+rH∗(C)
dp∗−−−−→ rH∗(C)
dN−p−r∗
x iN−p−r∗ y
N−rH∗(C)
ip∗←−−−− N−p−rH∗(C)
dr∗←−−−− N−pH∗(C)
1.7. De´finition. Une suite exacte courte 0→ C′
u
−→C
v
−→C′′ → 0 de N -complexes est la
donne´e de morphismes C′
u
−→C
v
−→C′′ de N -complexes tels que pour tout n ∈ Z la suite
0→ C′n
u
−→Cn
v
−→C′′n → 0 est exacte.
1.8. Lemme. Soit 0→ C′
u
−→C
v
−→C′′ → 0 une suite exacte courte de N -complexes. Alors
il existe une longue suite exacte naturelle
pH∗(C
′)
u∗−−−−→ pH∗(C)
v∗−−−−→ pH∗(C
′′)
∂2
x ∂1 y
N−pH∗(C
′′)
v∗←−−−− N−pH∗(C)
u∗←−−−− N−pH∗(C
′)
ou` ∂1 est une application de degre´ −p et ∂2 une application de degre´ −(N − p).
De´monstration.— Appliquons le lemme du serpent au diagramme de suites exactes
0→ C′n+N
u
−→ Cn+N
v
−→ C′′n+N → 0
dN−p
y dN−p y dN−p y
0→ C′n+p
u
−→ Cn+p
v
−→ C′′n+p → 0
Nous obtenons pour tout n les deux suites exactes
0→ Ker(dN−p) ∩ C′n
u
−→ Ker(dN−p) ∩ Cn
v
−→ Ker(dN−p) ∩ C′′n
et
C′n+p/Im(d
N−p)
u
−→ Cn+p/Im(d
N−p)
v
−→ C′′n+p/Im(d
N−p)→ 0,
que nous assemblons dans le diagramme commutatif de suites exactes
C′n+p/Im(d
N−p)
u
−→ Cn+p/Im(d
N−p)
v
−→ C′′n+p/Im(d
N−p) → 0
dp
y dp y dp y
0→ Ker(dN−p) ∩ C′n
u
−→ Ker(dN−p) ∩ Cn
v
−→ Ker(dN−p) ∩ C′′n
Une autre application du lemme du serpent nous donne la longue suite exacte de´sire´e. 
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2. Re´solutions
On se place a` nouveau dans une cate´gorie abe´lienne A.
2.1. Rappels d’Alge`bre Homologique Relative (voir [EM]). Une classe projective
dans A est un couple (P,S) ou` P est une classe d’objets de A et S est une classe de suites
Y ′
u
−→Y
v
−→Y ′′ de A telles que vu = 0, ve´rifiant les trois axiomes suivants :
(i) Un objet P de A est dans P si et seulement si pour toute suite Y ′
u
−→Y
v
−→Y ′′
de S, la suite de groupes abe´liens
Hom(P, Y ′)→ Hom(P, Y )→ Hom(P, Y ′′)
est exacte.
(ii) Une suite Y ′
u
−→Y
v
−→Y ′′ de A est dans S si et seulement si pour tout objet P
de P, la suite
Hom(P, Y ′)→ Hom(P, Y )→ Hom(P, Y ′′)
est exacte.
(iii) Pour tout morphisme X → Y de A il existe un objet P de P et un morphisme
P → X de A tels que P → X → Y est dans S.
Dans une classe projective (P,S), la classe P d’objets et la classe S de suites se
de´terminent mutuellement. Les objets de P sont appele´s P-projectifs.
2.2. Exemples. (a) (Classe projective absolue) C’est la classe projective (Pa,Sa) pour
laquelle Sa est la classe de toutes les suites exactes de A.
(b) (Classe projective k-scinde´e) Supposons que la cate´gorieA soit k-line´aire au-dessus
de l’anneau de base k. Il existe alors une classe projective (Pk,Sk) pour laquelle Sk est
constitue´e de toutes les suites Y ′
u
−→Y
v
−→Y ′′ telles que le morphisme induit Y ′ → Ker(v)
est un e´pimorphisme k-scinde´, c’est-a`-dire posse´dant un inverse a` droite qui est k-line´aire.
Par exemple, si A est la cate´gorie des modules a` gauche sur une k-alge`bre A, alors
Pk est forme´e de tous les A-modules de la forme A⊗V ou` V est un k-module quelconque.
2.3. De´finitions. On fixe une classe projective (P,S) de A. Un N -complexe (C, d) est
P-exact si le N -complexe induit Hom(P,C) est acyclique pour tout objet P-projectif P .
Soit M un objet de la cate´gorie A. Une N -re´solution P-projective de M est la donne´e
d’un N -complexe positif (P, d) de A et d’un morphisme ε : P0 →M tels que
(i) l’objet Pn est P-projectif pour tout n ≥ 0,
(ii) la suite
· · ·
d
−→P2
d
−→P1
d
−→P1
ε
−→M → 0
est un N -complexe P-exact.
Nous noterons (P, d, ε : P0 →M) la donne´e d’une N -re´solution P-projective de M .
2.4. Existence de N-Re´solutions P-Projectives. De´montrons que tout objet M
de A posse`de une N -re´solution P-projective. On sait que M a une re´solution P-projective
au sens de l’alge`bre homologique traditionnelle. Choisissons-en une, soit (Q, δ)
ε
−→M .
Conside´rons la suite d’applications
· · ·
id
−→Q2
δ
−→Q1
δ
−→Q0
id
−→ · · ·
id
−→Q0
ε
−→M → 0 (2.1)
ou` l’application identite´ a e´te´ inse´re´e N − 2 fois a` la place de tous les objets Q2i (i ≥ 0).
On ve´rifie facilement que le N -complexe (2.1) est une N -re´solution P-projective de M .
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2.5. Contraction de N-Complexes. La construction du §2.4 a une re´ciproque. Soit
(P, d) une N -re´solution P-projective d’un objet M . Etant donne´ p = 1, . . . , N −1 nous lui
associons la re´solution P-projective (traditionnelle) ∆pP
· · ·
dp
−→P2N−1
dN−p
−→ PN+p−1
dp
−→PN−1
dN−p
−→ Pp−1
εdp−1
−→ M → 0.
Notons qu’on a des morphismes de N -complexes
∆N−1P → ∆N−2P → · · · → ∆2P → ∆1P (2.2)
induits par la diffe´rentielle d comme suit :
· · ·
dp+1
−→ P2N−1
dN−p−1
−→ PN+p
dp+1
−→ PN−1
dN−p−1
−→ Pp
εdp
−→ M → 0
id
y dy idy dy idy
· · ·
dp
−→ P2N−1
dN−p
−→ PN+p−1
dp
−→ PN−1
dN−p
−→ Pp−1
εdp−1
−→ M → 0
Nous e´nonc¸ons maintenant l’analogue pour les N -complexes du lemme fondamental
de l’alge`bre homologique.
2.6. Lemme.— Soit u : M → N un morphisme de A. Si (P, d, ε : P0 → M) est une
N -re´solution P-projective de M et (Q, d, ε : Q0 → N) est une N -re´solution P-projective
de N , il existe un morphisme de N -complexes f : P → Q tel que εf0 = uε.
Si g : P → Q est un autre morphisme de N -complexes tel que εg0 = uε, alors f et g
sont homotopes.
De´monstration.— (a) Le N -complexe
· · ·
d
−→Q1
d
−→Q0
ε
−→N → 0 (2.3)
e´tant P-exact, l’application Hom(P0, Q0) → Hom(P0, N) est surjective. Il existe donc un
morphisme f0 : P0 → Q0 tel que εf0 = uε.
Supposons construits des morphismes fi : Pi → Qi pour i = 0, . . . , n tels que dfi =
fi−1d pour tout 1 ≤ i ≤ n. Pour simplifier, posons ε = d, f−1 = u et fk = 0 si k < −1.
On a ainsi dN = 0 pour le N -complexe (2.3) tout entier et dfi = fi−1d pour tout i ≤ n.
L’hypothe`se de re´currence entraˆıne que
dN−1fnd = fn−N+1d
N−1d = fn−N+1d
N = 0.
L’exactitude de la suite
Hom(Pn+1, Qn+1)→ Hom(Pn+1, Qn)→ Hom(Pn+1, Qn−N+1)
implique l’existence de fn+1 : Pn+1 → Qn+1 tel que dfn+1 = fnd.
(b) Si g : P → Q est un autre morphisme de N -complexes tel que εg0 = uε, alors
ε(f0 − g0) = uε− uε = 0. L’exactitude de la suite
Hom(P0, QN−1)→ Hom(P0, Q0)→ Hom(P0, N)
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nous donne un morphisme h0 : P0 → QN−1 tel que f0 − g0 = d
N−1h0.
Supposons construits des morphismes hk : Pk → Qk+N−1 pour k = 0, . . . , n tels que
fk − gk =
N−1∑
i=0
dN−i−1hk−i d
i
avec la convention hk = 0 si k < 0. Alors
d(fn+1 − gn+1) = (fn − gn)d =
N−1∑
i=0
dN−i−1hn−i d
i+1
=
N−2∑
i=0
dN−i−1hn−i d
i+1 = d
(N−1∑
i=1
dN−i−1hn+1−i d
i
)
.
Et donc dF = 0 avec
F = fn+1 − gn+1 −
(N−1∑
i=1
dN−i−1hn+1−i d
i
)
.
La suite
Hom(Pn+1, Qn+N )→ Hom(Pn+1, Qn+1)→ Hom(Pn+1, Qn)
e´tant exacte, il existe un e´le´ment hn+1 ∈ Hom(Pn+1, Qn+N ) tel que F = d
N−1hn+1. Par
conse´quent,
fn+1 − gn+1 = d
N−1hn+1 +
N−1∑
i=1
dN−i−1hn+1−i d
i
=
N−1∑
i=0
dN−i−1hn+1−i d
i.
On construit ainsi, de proche en proche, une homotopie entre f et g. 
3. Les groupes pTor
A
∗ (M,N)
Soit A une k-alge`bre et soit Amod (resp. modA) la cate´gorie abe´lienne des A-modules a`
gauche (resp. a` droite). Dans chacune de ces cate´gories, nous distinguons deux classes
projectives, a` savoir la classe projective absolue (Pa,Sa) et la classe projective k-scinde´e
(Pk,Sk). Chaque classe projective fournit un bifoncteur gradue´ Tor
A
∗ (−,−).
Fixons l’une des classes projectives pre´ce´dentes (P,S) et conside´rons un A-module a`
droite M et un A-module a` gauche N .
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3.1. Proposition.— Soit (P, d, ε : P0 → M) une N -re´solution P-projective de M et
(Q, d, ε : Q0 → N) une N -re´solution P-projective de N . Pour tout p = 1, . . . , N − 1 et
tout n ∈ N, on a
pHn(P⊗AN, d⊗id) = pHn(M⊗AQ, id⊗d)
=


TorA2(n−p+1)/N (M,N) si n+ 1 ≡ p mod N,
TorA(2n+2−N)/N (M,N) si n+ 1 ≡ 0 mod N,
0 sinon.
3.2. De´finition. La proposition pre´ce´dente montre que les groupes pH∗(P⊗AN, d⊗id)
et pH∗(M⊗AQ, id⊗d) sont inde´pendants des N -re´solutions P-projectives choisies. Nous
pouvons donc poser
pTor
A
n (M,N) = pHn(P⊗AN) = pHn(M⊗AQ) (3.1)
ou` (P, d, ε : P0 → M) est une N -re´solution P-projective de M et (Q, d, ε : Q0 → N) est
une N -re´solution P-projective de N .
3.3. Corollaire.— Les groupes pTor
A
n (M,N) sont lie´s aux groupes Tor
A
n (M,N) par
pTor
A
n (M,N) =


TorA2(n−p+1)/N (M,N) si n+ 1 ≡ p mod N,
TorA(2n+2−N)/N (M,N) si n+ 1 ≡ 0 mod N,
0 sinon.
3.4. De´monstration de la Proposition 3.1.—Soit p un entier compris entre 1 etN−1.
Nous allons calculer pH∗(P⊗AN, d⊗id). Les groupes pH∗(M⊗AQ, id⊗d) se calculent par
la meˆme me´thode.
Le complexe ∆pP construit au §2.5 a` partir de la N -re´solution P-projective est une
re´solution P-projective de M au sens usuel. Il en re´sulte que TorA∗ (M,N) est l’homologie
du complexe ∆pP⊗AN = ∆p(P⊗AN) :
· · ·
(d⊗id)p
−→ P2N−1⊗AN
(d⊗id)N−p
−→ PN+p−1⊗AN
(d⊗id)p
−→ PN−1⊗AN
(d⊗id)N−p
−→ Pp−1⊗AN → 0.
Par conse´quent,
TorA2n(M,N) = pHnN+p−1(P⊗AN) et Tor
A
2n+1(M,N) = N−pH(n+1)N−1(P⊗AN)
pour tout entier n ≥ 0. En particulier, le groupe N−pH(n+1)N−1(P⊗AN) ne de´pend pas
de p, ce qui nous permet d’e´crire
TorA2n+1(M,N) = pH(n+1)N−1(P⊗AN).
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On en de´duit aussitoˆt le calcul de pH∗(P⊗AN, d⊗id) lorsque n + 1 ≡ 0 ou p modulo N .
Si N = 2 il n’y a plus rien a` montrer.
Si N > 2, il nous reste a` e´tablir la nullite´ de pHn(P⊗AN, d⊗id) lorsque n + 1 6≡ 0, p
modulo N . Pour alle´ger les notations, posons pHn(P⊗AN, d⊗id) = pHn.
Du morphisme de re´solutions ∆p+1P → ∆pP de´fini au §2.5, nous de´duisons un
quasi-isomorphisme ∆p+1P⊗AN → ∆pP⊗AN . En particulier, en degre´ pair 2k, il in-
duit l’isomorphisme
(d⊗id)∗ : p+1HkN+p → pHkN+p−1
qui n’est autre que le morphisme d∗ du §1.5. En degre´ impair 2k−1, il induit l’isomorphisme
id∗ : N−p−1HkN−1 → N−pHkN−1
qui s’identifie avec le morphisme i∗ du §1.5.
Soit r > 0 un entier tel que p+ r < N . Du lemme 1.6 nous tirons la suite exacte
rHkN−1
ip∗−→ r+pHkN−1
dr∗−→ pHkN−1−r
iN−r−p∗
y
N−rHkN−1−r
dp∗−→ N−r−pHkN−1−r−p.
D’apre`s ce qui pre´ce`de, le premier morphisme ip∗ est un isomorphisme ; il en est de meˆme du
dernier morphisme dp∗. On en de´duit que le groupe pHkN−1−r est nul. En d’autres termes,
pHn = 0 lorsque n+1 ≡ N − r modulo N . Comme les conditions r > 0 et r+ p < N sont
e´quivalentes a` la condition p < N − r < N , on a de´montre´ que pHn = 0 lorsque n+ 1 ≡ s
avec p < s < N .
Pour e´tablir que pHn = 0 lorsque n+ 1 ≡ s avec 0 < s < p, prenons l’entier r tel que
0 < r < p et r + p < N , et conside´rons la suite exacte e´galement tire´e du lemme 1.6
N−rH(k+1)N−r−1
dN−p∗−→ p−rHkN+p−r−1
ir∗−→ pHkN+p−r−1
dp−r∗
y
rHkN−1
iN−p∗−→ N−p+rHkN−1.
Comme pre´ce´demment, les morphismes extreˆmes sont des isomorphismes. On en de´duit
que pHkN+p−r−1 = 0. Ainsi, on a prouve´ que pHn = 0 lorsque n + 1 ≡ p − r modulo N .
On conclut en remarquant que p− r parcourt tous les entiers s tels que 0 < s < p. 
3.5. Fonctorialite´. Les modules pTor
A
n (M,N) sont fonctoriels en M et N . Cela re´sulte
du lemme 2.6 ou de l’identification donne´e par le corollaire 3.3.
3.6. Proposition. (a) Soit 0 → N ′ → N → N ′′ → 0 une suite P-exacte courte de
N -complexes de A-modules a` gauche. Pour tout A-module a` droite M il existe une longue
suite exacte naturelle
pTor∗(M,N
′) −−−−→ pTor∗(M,N) −−−−→ pTor∗(M,N
′′)
∂2
x ∂1 y
N−pTor∗(M,N
′′) ←−−−− N−pTor∗(M,N) ←−−−− N−pTor∗(M,N
′)
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(b) De meˆme, si 0 → M ′ → M → M ′′ → 0 est une suite P-exacte courte de N -
complexes de A-modules a` droite et si N est un A-module a` gauche, alors il existe une
longue suite exacte naturelle
pTor∗(M
′, N) −−−−→ pTor∗(M,N) −−−−→ pTor∗(M
′′, N)
∂2
x ∂1 y
N−pTor∗(M
′′, N) ←−−−− N−pTor∗(M,N) ←−−−− N−pTor∗(M
′, N)
Dans les cas (a) et (b), l’application ∂1 est de degre´ −p et ∂2 de degre´ −(N − p).
De´monstration.— Nous nous contenterons d’e´tablir (a). Le point (b) se de´montre de
manie`re similaire.
Soit (P, d, ε : P0 →M) une N -re´solution P-projective de M . Conside´rons la suite de
N -complexes
0→ P⊗AN
′ → P⊗AN → P⊗AN
′′ → 0. (3.2)
La suite (3.2) est exacte a` droite. Si nous montrons que Pn⊗AN
′ → Pn⊗AN est injectif
pour tout n ≥ 0, alors la suite (3.2) est exacte, ce qui permet de lui appliquer le lemme 1.8
et de conclure.
Lorsque nous sommes dans le cas de la classe projective absolue, le N -complexe
est constitue´ de A-modules qui sont facteurs directs de modules libres. L’injectivite´ de
Pn⊗AN
′ → Pn⊗AN se rame`ne au cas ou` Pn est un A-module libre, c’est-a`-dire un cas ou`
l’injectivite´ est triviale.
Lorsque nous sommes dans la situation de la classe projective k-scinde´e (Pk,Sk), alors
Pn est de la forme V⊗A avec la structure naturelle de A-module a` droite. L’exactitude
de (3.2) se re´duit alors a` celle de la suite de k-modules
0→ V⊗N ′ → V⊗N → V⊗N ′′ → 0
pour tout k-module V . Cette dernie`re est bien exacte. En effet, la Pk-exactitude de la
suite 0→ N ′ → N → N ′′ → 0 implique qu’elle est exacte et scinde´e dans la cate´gorie des
k-modules (et re´ciproquement), proprie´te´ qui est pre´serve´e par le foncteur V⊗−. 
3.7. Caracte´risation des Bifoncteurs pTor. La famille de bifoncteurs gradue´s
pTor
A
∗ (−,−) (0 < p < N) est caracte´rise´e par les trois proprie´te´s (i), (ii), (iii) ci-dessous
ou` M de´signe un A-module a` droite et N un A-module a` gauche.
(i) Pour tout p tel que 0 < p < N , on a
pTor
A
p−1(M,N)
∼= M⊗AN.
(ii) Si P et Q sont des modules P-projectifs et si n 6= p− 1, on a
pTor
A
n (P,N) = 0 = pTor
A
n (M,Q).
(iii) La proposition 3.6 est ve´rifie´e.
Pour la de´monstration, on proce`de comme dans le cas classique.
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4. Les groupes Ext∗A(M,N)
Soit A une k-alge`bre et Amod la cate´gorie abe´lienne des A-modules a` gauche. Nous nous
restreignons volontairement aux deux classes projectives (Pa,Sa) et (Pk,Sk) conside´re´es
aux §§2–3. A chacune de ces classes correspond la classe I forme´e de tous les A-modules I
tels que la suite
Hom(Y ′′, I)→ Hom(Y, I)→ Hom(Y ′, I)
soit exacte pour toute suite Y ′
u
−→Y
v
−→Y ′′ de S. Un e´le´ment de I est appele´ un module
I-injectif.
Ainsi, si S = Sa est la classe de toutes les suites exactes de Amod, alors I est constitue´e
de ce que l’on appelle d’habitude les A-modules injectifs. Par contre, si S = Sk, alors I est
la classe des A-modules de la forme Homk(A, V ) sur lesquels A ope`re par (af)(a
′) = f(a′a)
pour tout f ∈ Homk(A, V ) et a, a
′ ∈ A.
4.1. De´finition. Un N -complexe (C, d) est I-exact si le N -complexe Hom(C, I) est
acyclique pour tout objet I-injectif I.
Une N -re´solution I-injective d’un A-module M est la donne´e d’un N -complexe I-
exact
0→M
η
−→ I0
d
−→ I−1
d
−→ I−2
d
−→ · · · (4.1)
tel que le module In est I-injectif pour tout n ≤ 0.
Nous noterons (I, d, η :M → I0) la donne´e d’une N -re´solution I-injective de M .
4.2. Rapport avec les Re´solutions Injectives Traditionnelles. L’existence de
N -re´solutions I-injectives se de´montre comme au §2.4. On part d’une re´solution I-injective
de M au sens de l’alge`bre homologique usuelle
0→M
η
−→J0
d
−→J−1
d
−→J−2
d
−→ · · ·
On obtient une N -re´solution I-injective de M en inse´rant l’application identite´ N − 2 fois
a` la place de tous les modules J−2i (i ≥ 0).
Re´ciproquement, si on part de la N -re´solution I-injective (4.1), on a, pour tout p tel
que 0 < p < N , la re´solution I-injective usuelle ∆pJ
0→M
dp−1η
−→ I−(p−1)
dN−p
−→ I−(N−1)
dp
−→ I−(N+p−1)
dN−p
−→ I−(2N−1)
dp
−→ · · · (4.2)
Les re´solutions ∆pI sont lie´es par des morphismes de N -complexes
∆1P → ∆2P → · · · → ∆N−2P → ∆N−1P (4.3)
de´finis comme suit :
0→ M
dp−1η
−→ I−(p−1)
dN−p
−→ I−(N−1)
dp
−→ I−(N+p−1)
dN−p
−→ I−(2N−1)
dp
−→ · · ·
id
y dy idy dy idy
0→ M
dpη
−→ I−p
dN−p−1
−→ I−(N−1)
dp+1
−→ I−(N+p)
dN−p−1
−→ I−(2N−1)
dp+1
−→ · · ·
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Le lemme 2.6 a le pendant suivant dont nous laissons la de´monstration au lecteur.
4.3. Lemme.— Soit u : M → N un morphisme de A. Si (I, d, η : M → I0) est une
N -re´solution I-injective de M et (J, d, η : N → J0) est une N -re´solution I-injective de N ,
il existe un morphisme de N -complexes f : I → J tel que f0η = ηu.
Si g : I → J est un autre morphisme de N -complexes tel que g0η = ηu, alors f et g
sont homotopes.
Nous fixons maintenant l’une des deux classes projectives (Pa,Sa) et (Pk,Sk) de
la cate´gorie abe´lienne Amod. Il lui correspond une classe injective I et des bifoncteurs
Ext∗A(−,−).
Conside´rons des A-modules a` gauche M et N . Soit (P, d, ε : P0 → M) une N -
re´solution P-projective de M et (I, d, η : N → I0) une N -re´solution I-injective de N .
Graduons HomA(M, I) et HomA(P,N) par
HomA(M, I)n = HomA(M, In) et HomA(P,N)n = HomA(P−n, N)
et munissons-les des endomorphismes de degre´ −1 donne´s respectivement par f 7→ d ◦ f
et g 7→ g ◦ d pour tout f ∈ HomA(M, I) et g ∈ HomA(P,N). On obtient ainsi des
N -complexes ne´gatifs.
4.4. Proposition.— Sous les hypothe`ses pre´ce´dentes, pour tout p = 1, . . . , N − 1 et tout
n ∈ N, on a
pH−n(HomA(M, I)) = pH−n(HomA(P,N))
=


Ext
2(n+1−(N−p))/N
A (M,N) si n+ 1 ≡ N − p mod N,
Ext
(2n+2−N)/N
A (M,N) si n+ 1 ≡ 0 mod N,
0 sinon.
De´monstration.— Le complexe ∆pP construit au §2.5 est une re´solution P-projective
de M au sens usuel. De meˆme, ∆pI est une re´solution I-injective de N . On peut donc
calculer les groupes Ext∗A(M,N) a` partir des complexes HomA(M,∆
pI) et HomA(∆pP,N).
On obtient pour tout n ∈ N
Ext2nA (M,N) = N−pH−(nN+p−1)(HomA(M, I)) = pH−(nN+N−p−1)(HomA(M, I))
= N−pH−(nN+p−1)(HomA(P,N)) = pH−(nN+N−p−1)(HomA(P,N))
et
Ext2n+1A (M,N) = pH−[(n+1)N−1](HomA(M, I)) = pH−[(n+1)N−1](HomA(P,N)).
On en de´duit, comme au §3.4, le calcul de pH−n(HomA(M, I)) et de pH−n(HomA(P,N))
lorsque n+ 1 ≡ 0 ou N − p modulo N .
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Quant aux autres cas, on les traite au moyen des morphismes de re´solutions (4.3) en
proce´dant comme au §3.4. 
4.5. De´finition. La proposition pre´ce´dente montre que les groupes pH∗(HomA(M, I))
et pH∗(HomA(P,N)) sont inde´pendants des N -re´solutions choisies. Nous pouvons donc
poser
pExt
n
A(M,N) = pH−n(HomA(M, I)) = pH−n(HomA(P,N))
ou` (P, d, ε : P0 →M) est une N -re´solution P-projective de M et (I, d, η : N → I0) est une
N -re´solution I-injective de N .
4.6. Corollaire.— Les groupes pExt
n
A(M,N) sont donne´s par
pExt
n
A(M,N) =


Ext
2(n+1−(N−p))/N
A (M,N) si n+ 1 ≡ N − p mod N,
Ext
(2n+2−N)/N
A (M,N) si n+ 1 ≡ 0 mod N,
0 sinon.
4.7. Caracte´risation des Bifoncteurs pExt. Les modules pExt
n
A(M,N) sont fonc-
toriels en les A-modules a` gauche M et N . Ils sont caracte´rise´s par les proprie´te´s (i)–(iv)
ci-dessous.
(i) Pour tout p tel que 0 < p < N , on a
pExt
N−p−1
A (M,N)
∼= HomA(M,N).
(ii) Pour tous n et p tels que n 6= N−p−1, tout module P-projectif P et tout module
I-injectif I, on a
pExt
n
A(P,N) = 0 = pExt
n
A(M, I).
(iii) Soit 0 → N ′ → N → N ′′ → 0 une suite P-exacte courte de N -complexes de
A-modules. Pour tout A-module M il existe une longue suite exacte naturelle
pExt
∗
A(M,N
′) −−−−→ pExt
∗
A(M,N) −−−−→ pExt
∗
A(M,N
′′)
∂2
x ∂1 y
N−pExt
∗
A(M,N
′′) ←−−−− N−pExt
∗
A(M,N) ←−−−− N−pExt
∗
A(M,N
′)
(iv) De meˆme, si 0 → M ′ → M → M ′′ → 0 est une suite I-exacte courte de N -
complexes de A-modules et si N est un A-module quelconque, alors il existe une longue
suite exacte naturelle
pExt
∗
A(M
′′, N) −−−−→ pExt
∗
A(M,N) −−−−→ pExt
∗
A(M
′, N)
∂2
x ∂1 y
N−pExt
∗
A(M
′, N) ←−−−− N−pExt
∗
A(M,N) ←−−−− N−pExt
∗
A(M
′′, N)
Les applications ∂1 et ∂2 ci-dessus sont de degre´s respectifs p et N − p.
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Dans la de´monstration de l’exactitude des longues suites pre´ce´dentes pour le cas ou`
S = Sk, on utilise les isomorphismes d’adjonction
HomA(A⊗kV,M) ∼= Homk(V,M) et HomA(M,Homk(A, V )) ∼= Homk(M,V )
ou` M est un A-module a` gauche et V un k-module.
5. De´monstration du the´ore`me 1
Dans ce paragraphe nous aurons besoin des deux hypothe`ses (H0) et (H1) suivantes, de´ja`
mentionne´es dans l’introduction. Elles portent sur l’entier N ≥ 2, l’anneau commutatif k
et l’e´le´ment q de k.
(H0) On a [N ] = 0 dans k.
(H1) L’hypothe`se H0 est ve´rifie´e et, de plus, [p] est inversible dans k pour tout 0 < p < N .
L’hypothe`se (H0) est e´quivalente a` : soit q est une racine N -ie`me de l’unite´ diffe´rente
de 1, soit q = 1 et N = 0 dans k.
L’hypothe`se (H1) est e´quivalente a` : soit q est une racine primitive N -ie`me de l’unite´,
soit q = 1, l’entier N est premier et k est une alge`bre sur le corps Z/N .
5.1. Modules simpliciaux. Soit (C, di, si) un k-module simplicial muni d’applications
face di et de´ge´ne´rescence si. On a notamment les formules de commutation simpliciales
didj = dj−1di si i < j et disj =


sj−1di si i < j,
id si i = j, j + 1,
sjdi−1 si i > j + 1.
Pour tout scalaire q ∈ k, on de´finit d : Cn → Cn−1 par
d =
n∑
i=0
qi di. (5.1)
Kapranov ([Kap], Proposition 0.2) et Dubois-Violette ([Dub], Lemme 3) ont observe´ que
l’on a dN = 0 sous l’hypothe`se (H0).
5.2. Proposition.— Avec les notations pre´ce´dentes, de´finissons δ : Cn → Cn−1 par
δ =
n−1∑
i=0
qi di. (5.2)
On a δN = 0 sous l’hypothe`se (H0) ; si, de plus, l’hypothe`se (H1) est ve´rifie´e, alors (C, δ)
est un N -complexe acyclique.
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Nous allons nous placer dans la situation plus ge´ne´rale suivante. Supposons que
δ : Cn → Cn−1 soit de la forme
δ =
n−1∑
i=0
an−1−i q
i di
ou` a0, a1, . . . sont des scalaires fixe´s une fois pour toutes.
5.3. Lemme.— Si l’on pose (N, j, k) =
∑N−k
s=0 q
san−k−j−s, on a
δN =
∑
0≤i1≤i2≤···≤iN≤n−N
qi1+i2+···+iN
N∏
k=1
(N, ik, k) diNdiN−1 . . . di2di1 .
De´monstration.— Nous allons proce´der par re´currence sur l’entier N . La formule est
ve´rifie´e lorsque N = 1. Supposons qu’elle le soit pour un entier N ≥ 1. Nous avons
δN+1 = δδN =
(n−N−1∑
j=0
an−N−1−j q
jdj
)
δN
=
∑
0≤i1≤···≤iN≤n−N
0≤j≤n−N−1
qi1+···+iN+j an−N−1−j
N∏
k=1
(N, ik, k) djdiN . . . di1
=
N∑
r=0
Sr
ou` Sr est la somme des termes pre´ce´dents pour lesquels on a l’encadrement ir ≤ j < ir+1
si 0 ≤ r ≤ N−1 (convenons que i0 = 0) et iN ≤ j si r = N . Des relations de commutation
simpliciales on tire pour r < N
Sr =
∑
qi1+···+iN+j an−N−1−j
N∏
k=1
(N, ik, k) diN−1 . . . dir+1−1djdir . . . di1 .
En renommant les indices, on obtient
Sr =
∑
qi1+···+iN+1qN−r an−N−1−ir+1
r∏
k=1
(N, ik, k)
N∏
k=r+1
(N, ik+1 + 1, k) diN+1diN . . . di1
ou` la somme est prise sur 0 ≤ i1 ≤ · · · ≤ iN+1 ≤ n−N − 1. Posons
Φr = q
N−r an−N−1−ir+1
r∏
k=1
(N, ik, k)
N∏
k=r+1
(N, ik+1 + 1, k)
si 0 ≤ r ≤ N − 1 ; sinon,
ΦN = (N + 1, iN+1, N + 1)
N∏
k=1
(N, ik, k).
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En sommant sur r = 0, . . . , N , on a
δN+1 =
∑
0≤i1≤···≤iN+1≤n−N−1
qi1+···+iN+1
( N∑
r=0
Φr
)
diN+1 . . . di1 .
Il ne reste plus qu’a` montrer que
N∑
r=0
Φr =
N+1∏
k=1
(N + 1, ik, k).
Remarquons que, pour tous les entiers i, k,
(N + 1, i, k)− (N, i, k) = qN+1−kan−1−N−i et (N, i+ 1, k) = (N + 1, i, k+ 1).
Par conse´quent,
Φr =
[
(N + 1, ir+1, r + 1)− (N, ir+1, r + 1)
] r∏
k=1
(N, ik, k)
N∏
k=r+1
(N + 1, ik+1, k + 1)
=
r∏
k=1
(N, ik, k)
N+1∏
k=r+1
(N + 1, ik, k)−
r+1∏
k=1
(N, ik, k)
N+1∏
k=r+2
(N + 1, ik, k).
Les termes de la somme
∑N
r=0 Φr s’e´liminent deux a` deux sauf
∏N+1
k=1 (N + 1, ik, k). 
5.4. Corollaire.— De´finissons δ : Cn → Cn−1 par
δ =
n−2∑
i=0
qi di + [ℓ] q
n−1dn−1 (5.3)
ou` ℓ est un entier quelconque. Alors δN = 0 sous l’hypothe`se (H0).
De´monstration.— Comme [ℓ] = [m] lorsque ℓ ≡ m modulo N , nous pouvons nous
limiter au cas ou` 0 ≤ ℓ ≤ N − 1.
Supposons dans un premier temps que ℓ = 1. Nous appliquons le lemme 5.3 au cas
ou` ai = 1 pour tout i ≥ 0. Le produit
∏N
k=1 (N, ik, k) est nul, et donc δ
N = 0, car
(N, i1, 1) =
N−1∑
s=0
qs an−1−i1−s =
N−1∑
s=0
qs = [N ] = 0.
Si maintenant ℓ = 0, alors δ =
∑n−2
i=0 q
idi. En remplac¸ant n par n− 1, on se rame`ne
au cas ℓ = 1.
Si ℓ > 1 on applique le lemme 5.3 avec a0 = [ℓ] et ai = 1 pour tout i ≥ 1. Montrons a`
nouveau que le produit
∏N
k=1 (N, ik, k) est nul en e´tablissant la nullite´ d’un de ses facteurs.
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Lorsque i1 < n − N , on a an−N−i1+r = 1 pour r ≥ 0. Alors le facteur (N, i1, 1) est
nul en vertu du meˆme calcul que dans le cas ℓ = 1.
Lorsque i1 = n − N , il en est a fortiori de meˆme de iℓ. Maintenant, c’est le facteur
(N, iℓ, ℓ) qui est nul. En effet,
(N, iℓ, ℓ) =
N−ℓ∑
s=0
qs an−ℓ−iℓ−s =
N−ℓ∑
s=0
qs aN−ℓ−s
= qN−ℓ [ℓ] +
N−ℓ−1∑
s=0
qs = qN−ℓ [ℓ] + [N − ℓ]
= qN−ℓ [ℓ] + [−ℓ] = 0.
En conclusion, δN = 0. 
Avant de passer a` la de´monstration de la Proposition 5.2, de´montrons deux relations
dans la k-alge`bre Dq engendre´e par les variables X et Y et la relation Y X − qXY = 1.
5.5. Lemme.— Sous l’hypothe`se (H1) on a les relations suivantes dans Dq :
N−1∑
k=0
XN−k−1Y N−1Xk = [N − 1]!,
N−1∑
k=0
Y N−k−1XN−1Y k = (−1)N−1q−N(N−1)/2[N − 1]!.
De´monstration.— Commenc¸ons par e´tablir la premie`re relation. Remarquons tout
d’abord que dans Dq on a la formule
1
Y ℓXk =
ℓ∑
r=0
q(ℓ−r)(k−r) (ℓ− r, r) [k][k− 1] · · · [k − r + 1]Xk−rY ℓ−r (5.4)
pour tout k, ℓ ≥ 0. Elle peut se de´montrer par re´currence sur ℓ. Pour ℓ = 0, il n’y a rien
a` e´tablir. Pour ℓ = 1 la formule (5.4) a la forme
Y Xk = qkXkY + [k]Xk−1, (5.5)
formule qu’on e´tablit par re´currence sur k. Pour ℓ > 1, on calcule Y ℓXk = Y (Y ℓ−1Xk) a`
partir de la formule (5.4) pour Y ℓ−1Xk et de (5.5).
1
L’alge`bre Dq s’obtient aussi comme extension d’Ore de l’alge`bre de polynoˆmes k[X] a` l’aide des ope´rateurs
∂q et τq de´finis plus bas. La formule (5.4) est un cas particulier d’identite´s du meˆme type valides dans toute
extension d’Ore.
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En utilisant (5.4) on obtient
N−1∑
k=0
XN−k−1Y N−1Xk
=
N−1∑
k=0
N−1∑
r=0
q(N−1−r)(k−r) (N − 1− r, r) [k][k− 1] · · · [k − r + 1]XN−1−rY N−1−r
=
N−1∑
r=0
(N − 1− r, r) a(r)XN−1−rY N−1−r
ou`
a(r) =
N−1∑
k=r
q(N−1−r)(k−r) [k][k − 1] · · · [k − r + 1].
Nous affirmons que a(r) = 0 pour 0 ≤ r < N − 1. Il en re´sulte que
N−1∑
k=0
XN−k−1Y N−1Xk = (0, N − 1) a(N − 1) = [N − 1]!,
ce qui de´montre la premie`re identite´ du lemme 5.5.
Pour e´tablir la nullite´ de a(r) lorsque 0 ≤ r < N − 1, introduisons sur l’alge`bre de
polynoˆmes k[X ] l’ope´rateur aux q-diffe´rences ∂q de´fini par
∂q(X
k) = [k]Xk−1
pour tout k ≥ 0. Alors
a(r) =
N−1∑
k=r
[k][k − 1] · · · [k − r + 1]Xk−r|X=qN−1−r
= ∂rq
(
N−1∑
k=0
Xk
)
|X=qN−1−r
= ∂rq
(
XN − 1
X − 1
)
|X=qN−1−r
.
Admettons pour l’instant que
∂rq
(
XN − 1
X − 1
)
= (−1)r
[r]!(XN − 1)
(X − 1)(qX − 1) · · · (qrX − 1)
. (5.6)
Si q = 1, alors N est un nombre premier sous l’hypothe`se (H1) et donc
(XN − 1)
(X − 1)(qX − 1) · · · (qrX − 1)
=
(X − 1)N
(X − 1)r+1
= (X − 1)N−r−1,
polynoˆme qui admet 1 comme racine lorsque r < N − 1. Par conse´quent,
a(r) = (−1)rr! (X − 1)N−r−1|X=1
= 0.
19
Si q 6= 1, alors q est une racine primitive N -ie`me de 1, ce qui nous permet d’e´crire
XN − 1 comme produits des polynoˆmes (X − q−i) ou` i = 0, . . . , N − 1. Il en re´sulte que
(XN − 1)
(X − 1)(qX − 1) · · · (qrX − 1)
= q−r(r+1)/2
N−1∏
i=r+1
(X − q−i)
s’annule pour X = qN−1−r = q−(r+1). La nullite´ de a(r) pour r < N − 1 en de´coule.
Il reste a` de´montrer (5.6). Posons
Pr = ∂
r
q
(
XN − 1
X − 1
)
.
On va e´tablir (5.6) par re´currence sur r. C’est vrai pour r = 0. On sait que l’ope´rateur ∂q
est une τq-de´rivation de k[X ] ou` τq est l’automorphisme d’alge`bre qui envoie X sur qX ,
c’est-a`-dire que l’on a
∂q(P1P2 . . . Pn) =
n∑
i=1
τq(P1 . . . Pi−1) ∂q(Pi)Pi+1 . . . Pn (5.7)
pour tous P1, P2, . . . , Pn ∈ k[X ]. Supposons la formule (5.6) de´montre´e jusqu’au cran r.
Appliquons l’ope´rateur ∂q aux deux membres de l’identite´
(−1)r[r]!(XN − 1) = (X − 1)(qX − 1)(qrX − 1)Pr.
A gauche, on obtient (−1)r[r]![N ]XN−1 qui est nul sous l’hypothe`se (H1). A droite, la
formule de Leibniz (5.7) donne
(qX − 1) . . . (qrX − 1)
(
(1 + q + · · ·+ qr)Pr + (q
r+1X − 1)Pr+1
)
.
Par conse´quent,
Pr+1 = −
[r + 1]Pr
(qr+1X − 1)
= (−1)r+1
[r + 1]!(XN − 1)
(X − 1)(qX − 1) · · · (qrX − 1)(qr+1X − 1)
,
ce qu’il fallait de´montrer.
La seconde formule du lemme 5.5 se rame`ne a` la premie`re comme suit. Conside´rons
l’alge`bre D′q engendre´e par les variables X˜ et Y˜ et la relation Y˜ X˜ − q
−1X˜Y˜ = 1. Elle est
obtenue de Dq en remplac¸ant q par q
−1. Dans D′q la premie`re formule du lemme 5.5 s’e´crit
N−1∑
k=0
X˜N−k−1Y˜ N−1X˜k = q−(N−1)(N−2)/2[N − 1]!. (5.8)
Il ne reste plus qu’a` lui appliquer le morphisme d’alge`bres α : D′q → Dq de´fini par
α(X˜) = −qY et α(Y˜ ) = X,
ce qui nous donne la seconde formule du lemme. 
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5.6. De´monstration de la Proposition 5.2.— L’assertion δN = 0 re´sulte du corol-
laire 5.4 avec ℓ = 1.
Etablissons maintenant l’acyclicite´ de (C, δ). Conside´rons l’application σ : Cn → Cn+1
de´finie par σ = q−nsn. On a
δσ − q−1σδ = id.
En effet, les relations de commutation simpliciales donnent
δσ =
n∑
i=0
qi−ndisn =
n−1∑
i=0
qi−ndisn + dnsn
=
n−1∑
i=0
qi−nsn−1di + id = q
−nsn−1
(n−1∑
i=0
qidi
)
+ id
= q−1σδ + id.
Sous l’hypothe`se (H1) on peut appliquer la premie`re formule du lemme 5.5 avec X = δ et
Y = −q−1σ, ce qui donne
(−1)N−1q−(N−1)
N−1∑
k=0
δN−k−1σN−1δk = [N − 1]! id.
Puisque [N − 1]! est inversible sous nos hypothe`ses, l’application σN−1 convenablement
normalise´e est une homotopie entre l’identite´ et l’application nulle. 
5.7. Remarque.— Le N -complexe C muni de la diffe´rentielle (5.3) est encore acyclique
lorsqu’il existe une application line´aire s : Cn → Cn+1 telle que
d0s = id et dis = sdi−1
pour tout i > 0. En effet, dans ce cas on a
δs =
n−1∑
i=0
qi dis+ [ℓ] q
n dns = d0s+
n−1∑
i=1
qi dis+ [ℓ] q
n dns
= id +
n−1∑
i=1
qi sdi−1 + [ℓ] q
n sdn−1
= id +
n−2∑
i=0
qi+1 sdi + [ℓ] q
n sdn−1 = id + q sδ.
La relation δs − qsδ = id nous permet d’appliquer la seconde formule du lemme 5.5 avec
X = s et Y = δ, et d’obtenir ainsi l’identite´
N−1∑
k=0
δN−k−1 sN−1 δk = (−1)N−1q−N(N−1)/2[N − 1]! id.
On conclut comme au §5.6.
Ceci s’applique, en particulier, au cas ℓ = −1, ou` l’on retrouve la diffe´rentielle dq
conside´re´e dans [Dub]. De meˆme, le lemme 2 de [Dub] qui de´duit l’acyclicite´ de (C, δ) de
l’existence d’une application s ve´rifiant sδ − qδs = id, peut se de´montrer a` l’aide de la
premie`re identite´ du lemme 5.5.
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5.8. Application. Soit A une alge`bre associative unife`re et (C(A), di, si) le module
simplicial de Hochschild de A. Rappelons que Cn(A) = A
⊗(n+1) et que les applications
di : Cn(A) → Cn−1(A) et si : Cn(A) → Cn+1(A) sont donne´es pour a0, a1, . . . , an ∈ A et
i = 0, . . . , n par
di(a0⊗a1⊗ · · ·⊗an) =
{
a0⊗ · · ·⊗aiai+1⊗ · · ·⊗an si 0 ≤ i ≤ n− 1,
ana0⊗a1⊗ · · ·⊗an−1 si i = n,
et
si(a0⊗a1⊗ · · ·⊗an) = a0⊗ · · ·⊗ai⊗1⊗ai+1⊗ · · ·⊗an.
5.9. Proposition. Soit B = A⊗Ao l’alge`bre enveloppante de l’alge`bre associative uni-
fe`re A. Posons Pn = A
⊗(n+2) si n ≥ 0 et Pn = 0 si n < 0. On de´finit ε : P0 → A et
d′ : Pn → Pn−1 par
ε(a0⊗a1) = a0a1 et d
′(a0⊗a1⊗ · · ·⊗an+1) =
n∑
i=0
qi a0⊗ · · ·⊗aiai+1⊗ · · ·⊗an+1
ou` a0, a1, . . . , an ∈ A. Alors (P, d
′, ε : P0 → A) est une N -re´solution de A pour la classe
projective k-scinde´e (Pk,Sk) de Bmod.
De´monstration.— Les B-modules Pn sont des modules projectifs relativement aux mor-
phismes k-scinde´s puisqu’ils sont de la forme A⊗A⊗n⊗A ∼= B⊗A⊗n. L’acyclicite´ du N -
complexe (P, d′, ε : P0 → A) est une conse´quence de la proposition 5.2. 
5.10. De´monstration du The´ore`me 1.— Conside´rons la N -re´solution Pk-projective
(P, d′, ε : P0 → A) de B-modules fournie par la proposition 5.9. Un calcul facile mon-
tre que le N -complexe (P⊗BA, d
′⊗id) est isomorphe au N -complexe (0.1) (C∗(A), b) de
l’introduction. Par conse´quent, son homologie co¨ıncide avec les avatars de l’homologie de
Hochschild de´finis par (0.2) :
pH∗(P⊗BA, d
′⊗id) ∼= pHH∗(A).
Or, d’apre`s la de´finition 3.2 applique´e a` la meˆme N -re´solution Pk-projective, on a
pH∗(P⊗BA, d
′⊗id) ∼= pTor
B
∗ (A,A),
d’ou` nous tirons l’isomorphisme (0.3) de l’introduction. On termine la de´monstration
du the´ore`me 1 en utilisant le corollaire 3.3 et en rappelant que l’homologie de Hochschild
usuelle (c’est-a`-dire celle du complexe de Hochschild standard) est isomorphe a` TorB∗ (A,A).

5.11. Remarque.— Les meˆmes me´thodes permettent de donner une version cohomo-
logique du the´ore`me 1. Nous laissons au lecteur le soin de l’e´noncer.
22
Re´fe´rences
[Dub] M. Dubois-Violette, Generalized differential spaces with dN = 0 and the q-differential
calculus, preprint q-alg/9609012.
[DK1] M. Dubois-Violette, R. Kerner, Universal q-differential calculus and q-analog of
homological algebra, preprint q-alg/9608026.
[DK2] M. Dubois-Violette, R. Kerner, Universal ZN -graded differential calculus, preprint.
[EM] S. Eilenberg, J. C. Moore, Foundations of relative homological algebra, Memoirs of
the Amer. Math. Soc. 55, Providence, Rhode Island, 1965.
[Kap] M. M. Kapranov, On the q-analog of homological algebra, preprint q-alg/9611005.
[May] W. Mayer, A new homology theory, I, II, Annals of Math. 43 (1942), 370–380 et
594–605.
[Sar1] K. S. Sarkaria, Combinatorial methods in topology, Notes of Chandigarh Topology
Seminar (1994–95).
[Sar2] K. S. Sarkaria, Some simplicial (co)homologies, preprint IHES/M/95/83.
[Spa] E. H. Spanier, The Mayer homology theory, Bull. Amer. Math. Soc. 55 (1949), 102–
112.
Institut de Recherche Mathe´matique Avance´e
Universite´ Louis Pasteur - C.N.R.S.
7 rue Rene´ Descartes
67084 Strasbourg Cedex, France
E-mail : kassel@math.u-strasbg.fr, wambst@math.u-strasbg.fr
Fax : +33 (0)3 88 61 90 69
(29 avril 1997)
23
