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Summary
This thesis is dedicated to the definition of a 3-manifold invariant and to
a systematic study of its properties. The invariant is built on the work
of Kirk and Lesch, who introduced a generalization of the Atiyah-Patodi-
Singer rho invariant to manifolds with boundary. Their invariant is not
purely topological, in that it depends on the choice of a Riemannian metric
on the boundary (up to pseudo-isotopy). The starting point of this thesis is
the observation that, on a torus, the choice of a framing, i.e. of a basis for
its first homology group, is enough to define such a metric. This elementary
fact leads to the definition of our main invariant: a real number ρα(X,F)
associated to a compact, oriented 3-manifold X whose boundary is a union
of tori with a specified framing F , and a representation α : pi1(X) → U(n).
In particular, we obtain in this way a new invariant for links in S3.
One of the main techniques to study the new invariant is the use of gluing
formulas. This is made effective thanks to an enhancement of the formulas of
Kirk and Lesch, which stands as one of our main results. A special emphasis
is put on the computation of the rho invariant of the solid torus D2×S1 and
of the thick torus [0, 1] × T 2 for all possible framings and representations,
as they appear, via the gluing formulas, as correction terms respectively to
Dehn fillings and to changes of framing. The problem turns out to be a
complicated one, and it remains open in general. Interestingly, it leads to
the definition of two families of functions whose behavior is still partially
mysterious, which have relations with some classical functions in analytic
number theory. The thesis is concluded with applications to knot theory. An
invariant %α(L) of a link L in S
3 with a representation α : pi1(S
3\L)→ U(n)
arises as the rho invariant of the link exterior, with framing given by the
usual meridian and longitudes of L. We show that %α(L) is a generalization
of the rho invariants of the closed manifolds obtained by Dehn surgeries
on L. For abelian α, this leads to a comparison with signatures of links,
providing for them an alternative definition. The invariant %α(L) is tested
with success to be an effective tool in simplifying some proofs of classical
results, showing potential for further discoveries.
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Introduction
Atiyah-Patodi-Singer rho invariants
Given a closed, oriented, odd-dimensional manifold M with a representa-
tion α : pi1(M) → U(n), the Atiyah-Patodi-Singer rho invariant ρα(M) is a
real number with the following property: if there exists a compact oriented
manifold W whose boundary is M and such that α extends to pi1(W ), then
ρα(M) is an integer and it satisfies the equality
ρα(M) = nσ(W )− σα(W ), (1)
where σ(W ) and σα(W ) are the traditional and twisted signature of W . In
this sense, the rho invariant can be seen as an odd-dimensional counterpart
to the signature, and it shares many features with it. However, its direct
computation is often very difficult. In fact, the invariant is defined by fixing
a Riemannian metric on M and taking the difference
ρα(M) := ηα(M)− n η(M), (2)
where the numbers η(M) and ηα(M) are spectral invariants of some first-
order differential operators on N (namely of the odd signature operator,
whose square is the Hodge Laplacian), and of its twisted version. These eta
invariants appear as correction terms in the celebrated signature theorem
for manifolds with boundary of Atiyah, Patodi and Singer [2], of which (1) is
a direct consequence [3]. Eta invariants depend indeed on the Riemannian
metric. However, the rho invariant is independent of this choice, as it follows
by applying the signature theorem to the product [0, 1]×M with two different
metrics at the two ends.
Rho invariants and knot theory
The fact that the right-hand term of (1) only depends on the boundary M
and on the restriction of α to pi1(M) was known before the Atiyah-Patodi-
Singer signature theorem was proved. This lead people to use variations of
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(1) as definitions of invariants of odd-dimensional manifolds. Such disguised
forms of rho invariants appear in classical papers in knot theory such as
those of Casson and Gordon [10, 11], Litherland [33] and Gilmer [25], often
in relationship to the Levine-Tristram signature function σK : S
1 → Z of a
knot K in S3. A well known result, whose origin goes back to a computation
of Viro, states in fact that, if MK is the closed manifold obtained by 0-
framed surgery on K and α : pi1(MK)→ U(1) is the representation sending
the meridian of K to ω ∈ U(1), then
ρα(MK) = −σK(ω).
This is indeed proved using (1), since an appropriate 4-manifold W with
∂W = MK can be constructed in this case. Atiyah-Patodi-Singer rho in-
variants of the 0-framed surgery manifold of a knot or link, associated to
higher-dimensional, non-abelian representations, were used in knot theory
by Levine [31, 32] and Friedl [22, 23] as obstructions to concordance.
Cut-and-paste formulas and Wall’s non-additivity
In order to work with rho invariants, it is often useful to have the machinery
of cut-and-paste. Namely, if we have three closed manifolds that decompose
along a codimension-1 submanifold Σ as X1∪ΣX2, X1∪ΣX0 and −X0∪ΣX2,
and α is a representation on pi1(X1 ∪ X2 ∪ X3), we want to compute the
correction term C in the formula
ρα(X1 ∪Σ X2) = ρα(X1 ∪Σ X0) + ρα(−X0 ∪Σ X2) + C. (3)
Now, if X1∪ΣX0 and −X0∪ΣX2 bound manifolds W1 and W2 such that the
representation extends, then a theorem of Wall about non-additivity of the
signature, together with (1), tells us how to compute the correction term.
Namely, in that case we have
C = τ(V αX0 , V
α
X1 , V
α
X2)− n τ(VX0 , VX1 , VX2), (4)
where τ is the Maslov triple index in the twisted and untwisted cohomology
of Σ in degree k = dim Σ/2, and the variables are the canonical Lagrangians
of the three manifolds with boundary, i.e. the subspaces
VXi := im(H
k(Xi;C)→ Hk(∂Xi;C) (5)
and their twisted equivalents. We show that the correction term C of (3) is
always given by (4), no matter whether the manifolds W1 and W2 exist, and
that Wall’s non-additivity theorem is enough to prove it (see Proposition
2.1.7).
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Eta and rho invariants for manifolds with boundary
In the nineties, several authors studied versions of eta invariants for man-
ifolds with boundary and gluing formulas for them. In most cases, such
formulas were only stated up to integer contributions. An exception to this
trend is a paper of Bunke [7], where the integer contribution is described
in terms of indices of some non-canonical linear operators. However, the
correction term remains in practice quite mysterious.
Eventually, Kirk and Lesch [29] proved a gluing formula for the eta
invariant that identifies the correction term more explicitly, making it com-
putable in the case of the odd signature operator. Suppose that X is a
compact oriented manifold, with a Riemanniam metric having product form
near the boundary, and let α : pi1(X)→ U(n) be a representation. In order
to get a well-defined eta invariant, boundary conditions have to be fixed,
and these can be can be specified by the choice of a Lagrangian subspace
L ⊆ H∗(∂X;Cnα). This leads to the invariants ηα(X,L) considered by Kirk
and Lesch. A natural choice for L is the extension to all degrees of the
canonical Lagrangian V αX defined in (5), but more flexibility is often useful.
If Y is a Riemannian manifold with the same boundary Σ as X but oriented
the opposite way, we can form a closed manifold X ∪Σ Y by gluing them
along their boundary. Kirk and Lesch prove the formula
ηα(X ∪Σ Y ) = ηα(X,V αX ) + ηα(Y, V αY ) +m(V αX , V αY ), (6)
where m is a real number depending on the Riemannian metric and on the
relative position of V αX and V
α
Y . In order to get an even more treatable cor-
rection term, we introduce a slightly modified version of their eta invariant,
denoted by ηα(X,L), that still coincides with the Atiyah-Patodi-Singer in-
variant whenever X is a closed manifold. Using their result, we show that,
for each choice of L, we have
ηα(X ∪Σ Y ) = ηα(X,L) + ηα(Y,L) + τ(L, V αX , V αY ) (7)
(see Proposition 2.3.4.) The advantage of (7) is that the correction term is
now an integer, it is independent of the metric and it computable by linear
algebra. Using either (6) or (7), it is easy to prove a cut-and-paste formula
for the eta invariant of closed manifolds. We complete an argument of Kirk
and Lesch in relating this to the cut-and-paste formulas discussed above, by
reducing the correction term to the middle degree (see Section 2.3.4).
The topological significance of the eta invariants for manifolds with
boundary is that, as it happened for closed manifolds, taking a relative
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version of them reduces the dependence on the Riemannian metric. The
result proved by Kirk and Lesch [29, 28] is that, given Lagrangian subspaces
L1 ⊆ H∗(∂X;Cnα) and L2 ⊆ H∗(∂X;Cn), the difference
ρα(X, g, L1, L2) := ηα(X,L1)− ηε(X,L2), (8)
where ε is the trivial n-dimensional representation, is independent of the
metric in the interior of X, and it depends on the metric g on ∂X only up
to (pseudo-)isotopy. This last observation will be crucial in order to define
a topological invariant later on.
The gluing formula for cobordisms
The gluing formulas (6) and (7) only allow to express the Atiyah-Patodi-
Singer eta invariant of a closed manifold in terms of its constituent parts. If
the only goal of rho invariants for manifolds with boundary is to use them as
building blocks to compute Atiyah-Patodi-Singer rho invariants, this might
be enough. As our ultimate goal is to use them as topological invariants on
their own, a more general formula is needed.
For this purpose, suppose that X is an odd-dimensional manifold whose
boundary components are partitioned as ∂X = −Σ′ unionsq Σ. We see then X
as a cobordism from Σ to Σ′. Let Lag(H) denote the set of Lagrangians of
a complex symplectic space H. Employing a formalism of Turaev [45], this
leads X to induce a Lagrangian action
VX : Lag(H∗(Σ′;C))→ Lag(H∗(Σ;C)),
that behaves well under the stacking of cobordisms. Heuristically, if L′ is
an element of the first set, VX(L
′) is the canonical Lagrangian of a fictional
manifold X ′ obtained from X by capping the boundary piece Σ′ with a
manifold whose canonical Lagrangian is glued to L′. In particular, if Σ′ is
empty (so that L′ = 0), the result is the canonical Lagrangian VX itself.
If Y is a manifold with boundary ∂Y = −Σ unionsqΣ′′, we can glue X and Y
along Σ, obtaining a manifold Z with boundary ∂Z = −Σ′ unionsq Σ′′. Suppose
now that α : pi1(Z)→ U(n) is a representation, and set
H = H∗(Σ,Cnα), H ′ = H∗(Σ′,Cnα), H ′′ = H∗(Σ′′,Cnα).
Under a mild topological assumption, the formalism of Lagrangians actions
can be extended to the twisted setting, leading to maps V αX : Lag(H ′) →
Lag(H) and V αY t : Lag(H ′′)→ Lag(H). Provide Z with a Riemannian met-
ric which is of product form near Σ, Σ′ and Σ′′. We have then the following
result, which is the content of Theorem 2.4.3.
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Theorem 1. Let L ∈ Lag(H), L′ ∈ Lag(H ′) and L′′ ∈ Lag(H ′′) be arbi-
trary Lagrangian subspaces. Then, we have
ηα(Z,L
′ ⊕ L′′) = ηα(X,L′ ⊕ L) + ηα(Y, L⊕ L′′) + τ(L, V αX (L′), V αY t(L′′)).
Theorem 1 gives a satisfying generalization of (7). Its proof depends
on the fact that the triple Maslov index interacts well with the Lagrangian
actions, as it was already observed by Turaev [45].
Rho invariants of 3-manifolds with toroidal boundary
We define a framing on a 2-torus T to be an ordered basis (µ, λ) for its first
homology group H1(T ;Z), and extend this definition to disjoint union of tori
in the obvious way. The element µ is called the meridian of the framing, and
the element λ is called its longitude. We say that a Riemannian metric g on
T is compatible with (µ, λ) if there exists an isometry ϕ from (T, g) to the
standard flat torus S1 × S1 such that (ϕ∗(µ), ϕ∗(λ)) is the canonical basis
of H1(S
1 × S1;Z) ∼= Z2. The observation that is crucial for what follows is
that, up to isotopy, there is exactly one metric on T which is compatible
with (µ, λ).
Suppose that X is a compact, oriented 3-manifold whose boundary is
a union of tori, and let F be a framing on ∂X. We call the pair (X,F)
a 3-manifold with framed toroidal boundary. Given such a pair, let gF be
a Riemannian metric on ∂X which is compatible with F . Then, given a
representation α : pi1(X) → U(n), we define the rho invariant of (X,F) as
the real number
ρα(X,F) := ρ(X, gF , LαF , LF ),
where LαF ⊆ H1(∂X;Cnα) and LF ⊆ H1(∂X,C) are some Lagrangian sub-
spaces that are naturally associated to the longitudes of F . The observations
made so far, together with the properties of the rho invariant (8) of Kirk
and Lesch, lead to the following result, which is the starting point of the
subsequent work (see Theorem 3.2.3 for a more precise statement)
Theorem 2. The number ρα(X,F) is well defined, it is invariant under
orientation-preserving diffeomorphisms, and it changes sign if the orienta-
tion of X is reversed.
Once that an appropriate Riemannian metric on X is fixed, the rho
invariant ρα(X,F) can be described in terms of the modified eta invariants
η as
ρα(X,F) = ηα(X,MαF )− n η(X,MF ), (9)
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where MαF and MF are now Lagrangians depending on the meridians of F
(see Proposition 3.2.6). Using Theorem 1, it is then possible to obtain nice
gluing formulas for the rho invarant of 3-manifolds with framed toroidal
boundary. Before doing so, it is convenient to introduce some more La-
grangian subspaces, which correspond to the restriction to middle degree of
the Poincare´ duals of some of the Lagrangians discussed so far. Namely, we
set
VX := ker(H1(∂X;C)→ H1(X;C)) ⊆ H1(∂X;C)
and, if the framing F has meridians µ1, . . . , µk,
MF := SpanC{µ1, . . . , µk} ⊆ H1(∂X;C).
We present now a simplified version of the main gluing formula (see Theorem
3.2.10), corresponding to the case where the two manifolds are glued along
all of their boundary, and the twisted homology of this manifold vanishes
(which is true in most applications).
Theorem 3. Let M = X ∪Σ Y be a closed, oriented manifold which is the
union of two 3-manifolds X,Y over a disjoint union of tori Σ. Let F be
any framing on Σ, and let α : pi1(X) → U(n) be a representation such that
H∗(Σ;Cnα) = 0. Then, we have
ρα(M) = ρα(X,F) + ρα(Y,F)− n τ(MF ,VX ,VY ). (10)
It is normally easy to find generators for the Lagrangians VX , and VY ,
and this makes the correction term computable explicitly in most situations.
Suppose now for simplicity thatX has single boundary component T , framed
by (µ, λ) (everything extends easily to the several component case). Then,
given coprime integers p and q, Theorem 3 can be used to compare the rho
invariant of (X,F) with the Atiyah-Patodi-Singer rho invariant of the closed
manifolds obtained by Dehn filling on X, i.e. by gluing a solid torus D2×S1
to X in such a way that the homology class of ∂D2 × {1} corresponds to
pµ+ qλ ∈ H1(T ;Z). In fact, the rho invariant of (X,F) contains potentially
more information than the Atiyah-Patodi-Singer rho invariants of its Dehn
fillings, as not every representation α : pi1(X) → U(n) can be extended to
the fundamental group of some Dehn filling of X.
Rho invariants of solid tori and lens spaces
In order to get an explicit formula for the difference between ρα(X,F) and
the rho invariant of the p/q-Dehn filling along one of its boundary compo-
nents, we have to be able to compute the rho invariant of the solid torus
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D2 × S1 with the induced framing on its boundary. This framing depends
on the slope p/q of the filling. In fact, the number p/q ∈ Q ∪ {∞} can be
used to classify all framings (within a specified “orientation”) on ∂D2 × S1
up to orientation-preserving self-diffeomorphism of D2 × S1. We get in this
way a family of framings Fr on ∂D2 × S1, for r ∈ Q ∪ {∞}.
Using the symmetries of the solid torus, it is easy to show that, for all
representations α : pi1(D
2 × S1)→ U(n), we have
ρα(D
2 × S1,F0) = ρα(D2 × S1,F∞) = 0. (11)
In general, however the rho invariant of (D2×S1,Fr) is non-trivial, and it is
surprisingly hard to compute. In order to study this problem systematically,
we introduce the following notation. For each r ∈ Q ∪ {∞}, we define a 1-
periodic function Sr : R→ R by setting
Sr(t) := ραt(D
2 × S1,Fr), (12)
where αt : pi1(D
2 × S1) → U(1) is the representation sending the class of
{0} × S1 to e2piit ∈ U(1). We show that the functions Sr are continuous
outside of Z (where their value is 0), and prove that they satisfy many
interesting relations (see Proposition 3.3.31). One of these is the reciprocity
formula (with the convention sgn(∞) := 0)
Sr(t) + S1/r(t) = − sgn(r) for all t ∈ R \ Z.
By gluing together two copies of the solid torus along some framing of
their boundaries, we obtain a 3-dimensional lens space L(p, q), where the
integers p and q depend on the framings. Atiyah-Patodi-Singer eta and rho
invariants were computed since early on [3], and expressed in many different
fashions. Let α : pi1(L(p, q)) = Z/p → U(1) be the representation sending
the natural generator to a pth root of unity e2piiy. Then, starting from a
description of Casson and Gordon [10] of ρα(L(p, q)) in terms of a count of
lattice points inside of a triangle, we find, for p > 0, that (see (3.9))
ρα(L(p, q)) = −4(s0,y(q, p)− s(q, p)), (13)
s(a, c) is a classical Dedekind sum, and sx,y(a, c), for x, y ∈ R, is a generalized
Dedekind sum due to Rademacher. Lens spaces have a natural Riemannian
metric, coming from their description as quotients of S3. Combining (13)
with a computation of Atiyah, Patodi and Singer for the untwisted eta invari-
ant of L(p, q) with respect to this metric, we reach the following description
for the twisted eta invariant (with respect to the same metric).
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Theorem 4. Let p, q coprime integers with p ≥ 0, and let α : pi1(L(p, q)) =
Z/p → U(1) be the representation sending 1 to e2piiy (for some y ∈ 1pZ).
Then, we have
η(L(p, q), e2piiy) = −4s0,y(q, p).
In fact, for computations, the right-hand term of (13) can be replaced by
a fairly simple expression (see Corollary 3.3.25). Thanks to this knowledge
about the rho invariants of lens spaces, using the gluing formula (10) we can
compute Sr(t) for many values of t (see Corollary 3.3.32). With the help of
a computer program, it is now easy to visualize the known values of Sr(t) for
any reasonable choice of r = p/q. In Appendix A.3, we added some images
of this kind. The above method, however, will always only give the answer
for a discrete subset of R. The problem of computing Sr(t) for all values of
r and t stays open.
A similar treatment can be given for the (related) problem of computing
the rho invariant of a thick torus [0, 1]× T 2, with two different framings on
the two boundary components. By the gluing formula, this serves the goal of
being able to express explicitly the difference ρα(X,F)− ρα(X,F ′) for two
different framings F ,F ′ on the (toroidal) boundary of a same 3-manifold X.
The rho invariant of [0, 1]× T 2 leads to the definition of a function
Θ: SL(2,Z)× R2 → R,
which is related to the Rademacher function Φ: SL(2,Z)→ 13Z. The com-
putation of Θ(A, v) for some choices of A ∈ SL(2,Z) and v ∈ R2 is possible
thanks to a result of Bohn [5], who computed the Atiyah-Patodi-Singer rho
invariants of torus bundles TA over the circle.
An invariant for links
Let L be an oriented link in S3, and let XL denote its exterior, i.e. the
complement of an open tubular neighborhood of L. Then, XL is a compact
oriented 3-manifold whose boundary is a disjoint union of tori. The usual
meridians and longitudes of L determine a basis for H1(∂XL;Z), and thus
framing on ∂XL. Given a representation α : pi1(XL) → U(n), we can now
define a link invariant, called the rho invariant of L, as
%α(L) := ρα(XL,FL). (14)
We introduce the following notation, which will turn useful in a moment.
If the components of L are L1, . . . , Lk, let ΛL ∈ Zk×k denote matrix whose
(i, j)-coefficient is given by the linking number Λij := lk(Li, Lj), with the
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convention that Λii = 0. As ΛL is a symmetric matrix, its signature
sign ΛL ∈ Z is well defined.
Performing 0-framed Dehn surgery on L, i.e. filling every boundary com-
ponent of XL with a solid torus D
2 × S1 in such a way that the classes
∂D2×{1} correspond to the longitudes of the link, we obtain a closed man-
ifold that is denoted by ML. As we have anticipated, the Atiyah-Patodi-
Singer rho invariant of ML is a well studied invariant [31, 32, 22, 23]. In
particular, it is interesting to compare %α(L) to ρα(ML). Using the gluing
formula and (11), we show that the following simple relation holds between
the two invariants (see Theorem 4.1.9).
Theorem 5. Let L be a link and let α : pi1(ML)→ U(n) be a representation
such that H∗(∂XL;Cnα) = 0. Then, we have
ρα(ML) = %α(L) + n sign ΛL.
In particular, if L = K is a knot, we have ρα(MK) = %α(K).
Observe that %α(L) is defined for every representation α : pi1(XL) →
U(n), and not all of them extend to pi1(ML). In particular, by Theorem 5,
the invariant %α(L) is a strict extension of ρα(ML).
Very often, more general surgeries than the 0-framed one are considered
in knot theory. By allowing the flexibility of a framing different from the
standard one in the definition (14), this leads to a useful generalization of
Theorem 5 (see Theorem 4.1.16).
The thesis is concluded by a thorough treatment of the case of one-
dimensional representations ψ : pi1(XL) → U(1). If L has k components
L1, . . . , Lk, the set of such representations are in a natural correspondence
with Tk := (S1)k. One of the driving goals of this project was a comparison
between the rho invariant and the multivariable signature of L, which is a
function
σ′L : (T \ {1})k → Z
defined by Cimasoni and Florens as a generalization of the Levine-Tristram
signature function σL : T → Z. We managed to prove the following result,
which implies that %ψ(L) (for ψ : pi1(XL) → U(1)) and the function σ′L
contain the same amount of topological information about the link (see
Theorem 4.2.23 for the complete statement).
Theorem 6. Let L = L1∪· · ·∪Lk be an oriented link in S3, let (ω1 . . . , ωk) ∈
(T \ {1})k and let ψ : H1(XL;Z) → U(1) be the representation sending the
meridian of Li to ωi for i = 1, . . . , k. Then, we have
%ψ(L) = −σL(ω1, . . . , ωk) + C(ΛL, ω1, . . . , ωk),
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where the real number C(ΛL, ω1, . . . , ωk) only depends on the linking matrix
ΛL and and on the k-tuple (ω1, . . . , ωk).
On the way to the proof of Theorem 6, we reformulate the definition
of the Levine-Tristram and Cimasoni-Florens signature in terms of Atiyah-
Patodi-Singer rho invariants of closed manifolds (see Theorem 4.2.7, Propo-
sition 4.2.21). Using the invariant %ψ(L) and its framed version, together
with gluing formulas, this allows to simplify many classical proofs in knot
theory. As an example, we give new short proofs of two classical results. The
first is a theorem of Litherland expressing the Levine-Tristram signature of
a satellite knot in terms of the signatures of its companion and orbit (see
Theorem 4.2.10). The second is a theorem of Casson and Gordon giving
a computation for the Atiyah-Patodi-Singer rho invariant of a 3-manifold
(with respect to some representations) in terms of the Levine-Tristram sig-
nature of a link (see Theorem 4.2.11).
Organization of the work
In Chapter 1, we review several concepts that are needed in the rest of the
thesis. In particular, we recall the basics about complex symplectic spaces
and the Maslov triple index of Lagrangians, we give several different views
on twisted homology, we review twisted signatures of manifolds and the non-
additivity theorem of Wall, and we conclude with a section on the formalism
of cobordisms and Lagrangian relations.
Chapter 2 is dedicated to the general theory of rho invariants for closed
manifolds and for manifolds with boundary. Apart from recalling the main
results about them, we prove a cut-and-paste formula for closed manifolds
and our main gluing formula for cobordisms.
In Chapter 3, we define the main invariant of our interest, namely the
rho invariant of a 3-manifold with framed toroidal boundary. We study its
general properties and rewrite the gluing formulas in this context. We also
focus on explicit computations for the rho invariant of the solid torus and
of the thick torus.
In Chapter 4, we use the rho invariant of the previous chapter to define an
invariant of links, and we compare it to several previously known invariants
in knot theory.
In the Appendix, we recall the construction and some basic results about
3-dimensional lens spaces and some basics about Dedekind sums and of the
Rademacher Φ function. Finally, we include a series of images representing
some of our results about the rho invariant of the solid torus.
xiii
Acknowledgements
First and foremost, I would like to express my deepest gratitude to my
advisor Stefan Friedl. He initiated me to knot theory, proposed me a research
topic that I really enjoyed working on, and guided me during these years
with his expertise and his sincere passion for mathematics. Furthermore,
his words of encouragement had an invaluable importance during the most
difficult moments of my journey.
A special thanks goes to Paul Kirk. From our first meeting in Bonn,
to his review of my manuscript, passing through my visit of two weeks in
Bloomington, he has always given the greatest support to this project both
professionally, with his knowledge about the subject, and personally, with
his kindness and hospitality.
I wish to thank Paolo Piazza, who supervised my master’s thesis at the
University of Rome “La Sapienza”, for introducing me to rho invariants and
for encouraging me to come to Regenburg. I am grateful to Maciej Borodzik
for the opportunity to spend one month as a guest at the University of
Warsaw and for the many interesting discussions during that period. Special
thanks also go to Anthony Conway and to Matthias Nagel for the hours they
spent working with me in a fruitful collaboration.
A big inspiration during my work was the doctoral thesis of Michael
Bohn about rho invariants of fiber bundles, which I looked upon as a model
of good writing and dedication.
My academic growth was shaped in these years by the people who sur-
rounded me at the University of Regensburg. For everything I learned from
them and for the nice moments spent together, I would like to thank my two
longtime doctoral siblings Gerrit Herrmann and Johanna Meumertzheim, as
well as Bernd Ammann, Ulrich Bunke, Luigi Caputi, Daniel Fauser, Clara
Lo¨h, Micha l Marcinkowski, Jose´ Pedro Quintanilha, Johannes Witzig and
Raphael Zentner.
For three years, I was supported by GRK “Curvature, Cycles, and Co-
xiv
homology”. I wish to express my gratitude to all the people involved in this
program, and in particular its secretary Brigitte Lindner, who was always
available to help. I also thank the SFB “Higher Invariants” for accepting
me as an associate member and providing financial support to my visit in
the United States.
Doing a doctorate in a new city is not always easy to go through, but I
was lucky to find good friends who lived this experience together with me. I
wish to thank Simo, Gigi and Martino for all the moments of joy, frustration,
sadness and fun that we shared inside and outside the department.
These years in Regensburg would have been much more gray without
all the other wonderful people I met there. In a time-lapse sequence from
first to last day, I would like to thank Francesca, Koen, Fritz, Johanna,
Maria, Charlotte, Claudia, Rau´l, Teresa, Andrea, Dahli, Danny, Emilia,
Pippi, Vane, Pati, Marta, Binda, Yuka, Edo, Ce´sar and Marco for walking
with me some steps of this path.
In Regensburg I also met Celia, who entered my life with a good timing
to have to cope with all the stress that writing a thesis brought me. I hope
that, whenever she needs it, I will have with her at least half of the patience
that she has had with me.
I would like to thank my parents, Saverio and Kitty, and my brothers,
Giulio and Michele, for supporting my decision to go live abroad and for
staying always close in spite of the thousand kilometers of distance.
Every time I went to Rome to visit, my friends there received me warmly,
and playing football with them made me feel like I had never left. A special
thanks for their proximity goes to Antonio, Dario and Giacomo.
Thanks in caps lock go to the Italian community of HaxBall for making
me enjoy some long evening hours in my office, spent punctuating work with
play or quite often the other way round.
During the more than fifty months I spent working on this project, mil-
lions of people were born and millions passed away.
Among the latter, I would like to commemorate two brilliant mathemati-
cians: Andrew Ranicki, who I wish to thank in particular for his fantastic
collection of papers, and Michael Atiyah, without whom no single line of
this thesis could have been written.
Among the former, two more than others were important in my life:
Luzia, who shared her first two years of life with me as a flatmate, and my
little niece Lara, who I look forward to spend more time with in the near
future. This thesis is dedicated to them.
xv

Chapter 1
Preliminaries
1.1 Hermitian and skew-Hermitian forms
In this section, we fix conventions and recall some basic properties about
the linear algebra of sesquilinear forms on finite-dimensional complex vector
spaces. In Section 1.1.1 we discuss the basics on reflexive sesquilinear forms.
In Section 1.1.2, we restrict our attention on Hermitian forms and their sig-
nature. In Section 1.1.3, we focus instead on skew-Hermitian forms, leading
to the concept of a complex symplectic space. In Section 1.1.4, we introduce
the so-called Hermitian symplectic spaces, where a symplectic form arises
from a Hermitian structure together with an automorphism of order four.
1.1.1 Reflexive sesquilinear forms
A sesquilinear form ϕ on a complex vector space H is a map
ϕ : H ×H → C
that is linear in the first variable and antilinear in the second variable. Given
a sesquilinear form ϕ1 on a space H1 and a sesquilinear form ϕ2 on the space
H2, we define the sesquilinear form ϕ1 ⊕ ϕ2 on H1 ⊕H2 by
(ϕ1 ⊕ ϕ2)((v1, v2), (w1, w2)) := ϕ1(v1, w1) + ϕ2(v2, w2).
If the space H has finite dimension n and B = {b1, . . . , bn} is a basis, the
matrix A ∈ Mn(C) representing a sesquilinear form ϕ with respect to B is
defined by Ai,j = ϕ(bi, bj). If ψ : V × V → R is a bilinear form on the real
vector space V , we get a sesquilinear form ψC on the complex vector space
V ⊗ C, called the complexification of ψ, by
ψC(v ⊗ x,w ⊗ y) := xy ψ(v, w).
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Definition 1.1.1. A sesquilinear form ϕ on a complex vector space H is
• Hermitian if, for all a, b ∈ H, ϕ(b, a) = ϕ(a, b);
• skew-Hermitian if, for all a, b ∈ H, ϕ(b, a) = −ϕ(a, b);
• reflexive if, for all a, b ∈ H, ϕ(a, b) = 0 ⇐⇒ ϕ(b, a) = 0.
We see immediately that all Hermitian and skew-Hermitian sesquilinear
forms are reflexive. We shall normally just speak of “Hermitian forms”
and “skew-Hermitian forms” when referring to these, omitting the adjective
“sesquilinear”. A reflexive sesquilinear form ϕ on H has a well-defined
radical, which is the subspace of H given by
rad(ϕ) := {a ∈ H |ϕ(a, b) = 0 ∀ b ∈ H} = {a ∈ H |ϕ(b, a) = 0 ∀ b ∈ H}
(for a general sesquilinear form, the two descriptions above need not coincide,
and they define two different spaces called the left and right radical). We
say that ϕ is non-degenerate if rad(ϕ) = 0. Otherwise, we say that ϕ is
degenerate.
Given a complex vector space H with a reflexive sesquilinear form ϕ, we
define the orthogonal complement (with respect to ϕ) of a subspace V ⊆ H
as the subspace
V ϕ := {a ∈ H |ϕ(a, v) = 0 ∀ v ∈ V }.
Once again, because of reflexivity, it does not matter whether we write a
as the first or second variable in the above definition. Moreover, we see
immediately that rad(ϕ) = Hϕ and that, for all subspaces V , we have
V ⊆ (V ϕ)ϕ.
Definition 1.1.2. LetH be a complex vector space with a reflexive sesquilin-
ear form ϕ. A subspace V ⊆ H is called, with respect to ϕ:
• isotropic , if V ⊆ V ϕ;
• maximal isotropic, if V ⊆ V ϕ and there is no isotropic subspace that
properly contains V ;
• Lagrangian (or “a Lagrangian” ), if V = V ϕ.
It is immediate to see that every Lagrangian subspace is maximal isotropic,
but the converse in general is not true. Restricting ourselves to non-degenerate
sesquilinear forms, we get the following result.
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Proposition 1.1.3. Let H be a finite-dimensional complex vector space and
let ϕ be a non-degenerate reflexive sesquilinear form on H. Then, for all
subspace V ⊆ H, we have
dimV + dimV ϕ = dimH.
As a consequence, (V ϕ)ϕ = V .
Proof. Let ϕ be the given sesquilinear form, and consider the linear map
ϕ∗ : H → H∗ from H to the dual space of the complex conjugate of H,
defined by ϕ∗(a)(b) := ϕ(a, b). As ϕ is non-degenerate, the map ϕ∗ is
injective, and hence it is an isomorphism as dimH
∗
= dimH. We consider
now the map f : H → V ∗ given as the composition
H
ϕ∗−→ H∗ p−→ V ∗,
where p denotes the restriction to V . Clearly p is surjective and hence f is
also surjective. Moreover, the null-space of f coincides by definition with
the orthogonal complement V ϕ of V . From the rank-nullity theorem, we get
dimH = dimV
∗
+ dimV ϕ.
The first statement follows as dimV
∗
= dimV . By a double application of
the formula (to V ϕ and to V ), we get then
dim(V ϕ)ϕ = dimH − dimV ϕ = dimV,
and the equality (V ϕ)ϕ = V follows as V is cointained in (V ϕ)ϕ.
An immediate consequence of Proposition 1.1.3 is that, under the hy-
potheses of the lemma, if H admits a Lagrangian subspace V , then the
dimension of H is even and V is a half-dimensional subspace. Moreover, we
have the following.
Corollary 1.1.4. Let H be a finite dimensional complex vector space with
a non-degenerate reflexive sesquilinear form, and let V ⊆ H be an isotropic
subspace such that dimV ≥ dimH/2. Then, dimH is even and V is La-
grangian.
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1.1.2 The signature of a Hermitian form
Let H be a complex vector space, and let ϕ be a Hermitian form H. From
the equation ϕ(h, h) = ϕ(h, h), we see that the value ϕ(h, h) is a real number
for all h ∈ H. We say that a nonzero vector h ∈ H is positive (with respect
to ϕ) if ϕ(h, h) > 0, negative if ϕ(h, h) < 0 and isotropic if ϕ(h, h) = 0.
We say that a subspace V ⊆ H is positive if all of its non-zero elements
are positive, and negative if all of its non-zero elements are negative. We
suppose from now on that H is finite dimensional. Then, we can define
integers
n+(ϕ) := max{dimV+ |V+ is a positive subspace},
n−(ϕ) := max{dimV− |V− is a negative subspace}.
Lemma 1.1.5. If ϕ is non-degenerate, there exists a positive subspace V+
and a negative subspace V− that are mutually orthogonal and satisfy
H = V+ ⊕ V−.
Moreover, for each such a decomposition, V+ and V− have maximal dimen-
sion among subspaces of their sign. In particular, we have
dimH = n+(ϕ) + n−(ϕ).
Proof. For brevity, we only sketch the proof. Start by choosing any negative
subspace V− of maximal dimension, and set V+ := V
ϕ
− . By maximality of V−,
there are no negative vectors in V+, and hence V+∩V− = 0. By Proposition
1.1.3, we have dimH = dimV− + dimV+, and hence there is a direct sum
decomposition
H = V+ ⊕ V−.
The fact that V+ is positive and not just “semi-positive” follows from the
fact that ϕ is non-degenerate. It has maximal dimension among positive
subspaces, because every supsbace of higher dimension intersects V− non-
trivially and hence it contains at least a negative vector. In particular,
n+(ϕ) = dimV+ and n−(ϕ) = dimV−, and the second statement follows.
Definition 1.1.6. Let H be a complex vector space of finite dimension, and
let ϕ be a Hermitian form on H. The signature of ϕ is the integer
sign(ϕ) := n+(ϕ)− n−(ϕ).
The following properties of the signature are immediate to be verified.
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Proposition 1.1.7. Let H,H ′ finite-dimensional vector space with Hermi-
tian forms ϕ,ϕ′ respectively. Then:
(i) sign(−ϕ) = − sign(ϕ);
(ii) sign(ϕ⊕ ϕ′) = sign(ϕ) + sign(ϕ′);
(iii) if f : H → H ′ is a surjective map such that ϕ′(f(a), f(b)) = ϕ(a, b) for
all a, b ∈ H, then signϕ′ = signϕ.
Remark 1.1.8. In particular, we see from (iii) that we can always obtain a
non-degenerate Hermitian form ϕ′ with the same signature of ϕ by looking
at the well-defined Hermitian form
ϕ′ : V/ rad(ϕ)× V/ rad(ϕ)→ C
([a], [b]) 7→ ϕ(a, b).
A Hermitian form ϕ on a complex vector space H is called metabolic if
there is a subspace of H that is Lagrangian with respect to ϕ. The following
result is often useful.
Proposition 1.1.9. Let ϕ be a metabolic Hermitian form on a complex
vector space of finite dimension. Then sign(ϕ) = 0.
Proof. Let V be a Lagrangian for ϕ, and let V+, V− a positive and a negative
subspace of maximal dimension. As all vectors v ∈ V satisfy ϕ(v, v) = 0,
the Lagrangian V intersects trivially with both V+ andd V−. We have then
dimH ≥ dimV+ + dimV, dimH ≥ dimV− + dimV. (1.1)
Suppose now for the moment that ϕ is non-degenerate. Then, from Propo-
sition 1.1.3 and Lemma 1.1.5 we have
dimH = 2 dimV, dimH = dimV+ + dimV−. (1.2)
Comparing (1.1) and (1.2), we see that
dimV+ = dimV− = dimH/2.
It follows that sign(ϕ) = dimV+−dimV− is 0. If ϕ has a non-trivial radical,
we consider the non-degenerate Hermitian form ϕ′ on H/ rad(ϕ), that has
the same signature of ϕ. Then the subspace V/ rad(ϕ) is a Lagrangian for
ϕ′, and hence we can conclude by the above argument.
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Remark 1.1.10. In case of a degenerate Hermitian form, with our defini-
tion, it is not enough to find a half-dimensional isotropic subspace to deem it
metabolic. For example, the space C2 with the Hermitian form represented
in the standard basis by the matrix ( 0 00 1 ) has a 1-dimensional isotropic sub-
space but it is not metabolic, and it has signature 1 (see Proposition 1.1.11).
However, if the space H is decomposed as the direct sum of two isotropic
subspaces V1 and V2, then the Hermitian form is metabolic. This can be
seen by applying Corollary 1.1.4 to the non-degenerate form ϕ′ on H/ radϕ
and observing that metabolicity of ϕ′ implies metabolicity of ϕ.
Proposition 1.1.11. Let H be a complex vector space of finite dimension,
and let ϕ a Hermitian form on H. Let A be the matrix associated to ϕ with
respect to some basis of H. Let e+(A) be the number of positive eigenvalues
of A, and let e−(A) be the number of negative eigenvalues. Then
sign(ϕ) = e+(A)− e−(A).
Proof. Let B be the basis of H with respect to which ϕ is represented by
the matrix A. By the spectral theorem for Hermitian matrices, we can find
a unitary matrix U such that UAU∗ is diagonal. The matrix D := UAU∗ is
the matrix representing ϕ with respect to the basis B′ obtained from B by
seeing U as change of basis matrix. Moreover, the elements on the diagonal
of D are exactly the eigenvalues of A. The positive eigenvalues correspond
to the elements of B′ that are positive with respect to ϕ, and the negative
eigenvalues correspond to the elements of B′ that are negative with respect
to ϕ.
Let V+ be the span of the positive elements of B′, and let V− be the span
of the negative ones, so that e+(A) = dimV+ and e−(A) = dimV−. We can
conclude if we show that V+ have maximal dimension among subspaces of
their sign. If ϕ is non-degenerate, this is a consequence of Lemma 1.1.5, as
H gets decomposed as an orthogonal sum V+ ⊕ V− in this case. Otherwise,
we take the associate non-degenerate form on H/ rad(ϕ), and observe that
the dimension of V+ and V− in the quotient is not affected.
1.1.3 Complex symplectic spaces
A complex symplectic space is a pair (H,ω), where H is a complex vector
space of finite dimension and ω is a non-degenerate skew-Hermitian form
on H, called the symplectic form. The symplectic form ω will often be im-
plicit, and we shall call H itself a complex symplectic space. We define
6
the opposite of a complex symplectic space (H,ω) as the complex symplec-
tic space (H,−ω). When the symplectic form is implicit we shall denote
the opposite of H by H−. Given two complex symplectic spaces (H1, ω1)
and (H2, ω2), we define their direct sum as the complex symplectic space
(H1 ⊕H2, ω1 ⊕ ω2). A linear isomorphism f : H1 → H2 is called symplectic
if ω2(f(v), f(w)) = ω1(v, w) for all v, w ∈ H1. If a symplectic isomorphism
f : H1 → H2 exists, we say that the symplectic spaces H1 and H2 are iso-
morphic.
The main difference with the theory of real symplectic spaces is that
a complex symplectic space need not be even-dimensional, and a maximal
isotropic subspace need not be a Lagrangian. This is illustrated by the
following example.
Example 1.1.12. Consider the vector space C together with the skew-
Hermitian form ω given by ω(z, w) = izw. Then, (C, ω) is a complex sym-
plectic space. The only isotropic subspace is the trivial subspace 0, hence
it is maximal isotropic. However, its orthogonal is the whole space C and
hence it is not a Lagrangian.
In order to get a theory resembling more the theory of real symplectic
spaces, we have to add an additional assumption. It is immediate to check
that, as the symplectic form ω is skew-Hermitian, the sesquilinear form iω
is Hermitian. This leads us to the following definition.
Definition 1.1.13. A complex symplectic space (H,ω) is called balanced if
the Hermitian form iω has signature 0.
From Lemma 1.1.5, we see that the signature of a non-degenerate Her-
mitian form has the same parity of the dimension of the space. As a conse-
quence, balanced complex symplectic spaces are are always even-dimensional.
Observe now that, if (V, ψ) is a real symplectic space (i.e. V is a real vector
space and ψ is a non-degenerate skew-symmetric form), then (V ⊗ C, ψC)
is a complex symplectic space, called the complexification of (V, ψ). The
following result characterizes balanced complex symplectic spaces.
Proposition 1.1.14. Let H be a complex symplectic space. Then, the fol-
lowing conditions are equivalent:
(i) H is balanced;
(ii) every maximal isotropic subspace of H is Lagrangian;
(iii) there exists a Lagrangian subspace of H;
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(iv) H is isomorphic to the complexification of a real symplectic space.
Proof. Let ω be the symplectic form. We show that (i)⇒ (ii)⇒ (iii)⇒ (i),
and then that (i) is equivalent to (iv). Suppose hence that H is balanced,
and let L be a maximal isotropic subspace. We need to prove that L = Lω.
Thanks to Lemma 1.1.5 we can write H = V+ ⊕ V−, with V+ a positive
subspace and V− a negative subspace for the Hermitian form iω, orthogonal
one to each other. As H is balanced, there is a natural number n such that
dimH = 2n, dimV+ = dimV− = n.
Thanks to Lemma 1.1.3 we also have dimL + dimLω = 2n. As L ⊆ Lω by
assumption, it is enough to show that dimL = dimLω = n. Suppose by
contradiction that dimLω > n. Then, there are non-zero vectors
v+ ∈ Lω ∩ V+, v− ∈ Lω ∩ V−,
that we can choose in such a way that i ω(v+, v+) = 1 and i ω(v−, v−) = −1.
Clearly v+ and v− do not belong to L, as L is isotropic for ıω. Then at least
one between v+ + v− and v+ − v− does not belong to L. Call this vector v.
Then v is isotropic, as ω(v, v) = ω(v+, v+)+ω(v−, v−) = −i+i = 0, and it is
orthogonal to L. Hence, the subspace L⊕Cv is also isotropic, contradicting
the maximality of L.
We have thus proved that (i) implies (ii). It is immediate that (ii)
implies (iii), as 0 is an isotropic subspace and it is clearly contained in
some maximal isotropic subspace, that turns out to be a Lagrangian. From
Proposition 1.1.9, it follows that (iii) implies (i), as a Lagrangian for ω is
also a Lagrangian for i ω.
Let us prove the equivalence between (i) and (iv). We start by sup-
posing that H is isomorphic to the complexification of a real symplectic
space. It follows that there is a basis {v1, . . . vn, w1 . . . wn} of H such that
ω(vj , vk) = ω(wj , wk) = 0 and ω(vj , wk) = −δjk for all i, j. Then, the sub-
space generated by v1, . . . , vn is a Lagrangian for the Hermitian form iω, so
that the signature of iω is 0 by Proposition 1.1.9 and hence H is balanced.
Suppose now that H is balanced. We can diagonalize the Hermitian form
iω and find a basis {v1, . . . vn, w1, · · · , wn} of H such that, for all i, j,
i ω(vj , wk) = 0, i ω(vj , vk) = δjk, i ω(wj , wk) = −δjk,
the vj ’s and the wj ’s being in equal number because sign(iω) = 0. We define
now a linear map f : C2n → H by setting, for j = 1, . . . , n,
f(ej) := vj + iwj , f(en+j) := ivj + wj ,
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where {ei, . . . , e2n} is the standard basis of C2n. Then f is a symplectic
isomorphism if we provide C2n with the symplectic form associated to the
matrix A =
(
0 2 Id
−2 Id 0
)
. Since the A has real coefficients, the complex
symplectic space (C2n, A) is clearly isomorphic to the complexification of
the real symplectic space (R2n, A).
1.1.4 Hermitian symplectic spaces
Following Kirk and Lesch [28], we define a Hermitian symplectic space as
a triple (H, 〈·, ·〉, γ), where H is a finite-dimensional complex vector space,
〈·, ·〉 is an inner product on H (i.e. a positive-definite Hermitian form), and
γ : H 7→ H is a unitary operator such that γ2 = − id, called the symplectic
operator. A Hermitian symplectic space (H, 〈·, ·〉, γ) has a natural underlying
structure of a complex symplectic space, with the symplectic form ω given
by
ω(a, b) = 〈a, γ(b)〉.
The sesquilinear form ω is non-degenerate as γ is an isomorphism, and it is
skew-Hermitian as
ω(b, a) = 〈b, γ(a)〉 = 〈γ(b), γ2(a)〉 = −〈γ(b), a〉 = −〈a, γ(b)〉 = −ω(a, b).
Given a Hermitian symplectic space (H, 〈·, ·〉, γ), we define its opposite as
the Hermitian symplectic space (H, 〈·, ·〉,−γ). Whenever the symplectic op-
erator γ is assumed implicitly, we use the notation H− to refer to this space.
Given two Hermitian symplectic spaces (H1, 〈·, ·〉1, γ1), (H2, 〈·, ·〉2, γ2), their
direct sum is defined as the Hermitian symplectic space (H1 ⊕H2, 〈·, ·〉1 ⊕
〈·, ·〉2, γ1⊕ γ2). A linear isomorphism f : H1 → H2 is called an isomorphism
of Hermitian symplectic spaces if it is unitary with respect to the inner
products and it satisfies f ◦ γ1 = γ2 ◦ f . It is immediate to check that all
of these notions correspond to those given in Section 1.1.3 if we restrict our
attention to the underlying complex symplectic spaces.
Let (H, 〈·, ·〉, γ) be a Hermitian symplectic space. As γ is unitary and
it satisfies the equation γ2 = − id, it is diagonalizable with eigenvalues ±i.
Let E+(γ) denote its i-eigenspace and E−(γ) denote its (−i)-eigenspace.
We have then an orthogonal decomposition H = E+ ⊕ E−. Properties
about the symplectic structure of a Hermitian symplectic space can be easily
reformulated in terms of the symplectic operator γ and orthogonality with
respect to the Hermitian product.
Lemma 1.1.15. Let (H, 〈·, ·〉, γ) be a Hermitian symplectic space. Then
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(i) a subspace V is isotropic ⇐⇒ γ(V ) ⊆ V ⊥;
(ii) a subspace V is Lagrangian ⇐⇒ γ(V ) = V ⊥;
(iii) H is balanced ⇐⇒ dimE+(γ) = dimE−(γ).
Proof. The first two points are immediate. For (iii), fix an orthonormal basis
of H. Let A be the matrix representing the Hermitian form iω (defined by
i ω(a, b, ) = i〈a, γ(b)〉) and let B the matrix representing γ. We have then
B = iA, so that A2 = 1, and every occurrence of the eigenvalue 1 of A
corresponds to an occurrence of the eigenvalue i of B, and the same for −1
with −i. By Proposition 1.1.11, the signature of iω coincide hence with the
difference between the dimensions of E+(γ) and E−(γ).
1.2 The Maslov triple index
In this section, we discuss the Maslov triple index, which is a well known
function associating an integer to a triple of Lagrangians of a symplectic
space. In Section 1.2.1, we review the definition of this function. In Section
1.2.2, we give a simple formula for the function in the 2-dimensional case.
In Section 1.2.3, we discuss a function defined for pairs of Lagrangians in a
Hermitian symplectic space that is related to the Maslov triple index.
1.2.1 Definition and first properties
Let (H,ω) be a balanced complex symplectic space, and let Lag(H) denote
the set of its Lagrangian subspaces. Our goal is to define a function
τH : Lag(H)× Lag(H)× Lag(H)→ Z.
Given three Lagrangian subspaces L1, L2, L3 ∈ Lag(H), we first introduce
a sesquilinear form by
ψL1L2L3 : (L1 + L2) ∩ L3 × (L1 + L2) ∩ L3 → C
(a, b) 7→ ω(a1, b),
where a1 is any element in L1 such that a− a1 ∈ L2.
Lemma 1.2.1. The sesquilinear form ψL1L2L3 is well defined and Hermi-
tian.
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Proof. Given a different element a′1 ∈ L1 such that a − a′1 lies in L2, the
difference a′1 − a1 lies in L1 ∩ L2. Thus, for all b ∈ L1 + L2, we have
ω(a′1, b)− ω(a1, b) = ω(a′1 − a1, b) = 0,
and hence ψL1L2L3(a, b) does not depend on this choice. We prove now that
the form is Hermitian. Chosen b1 ∈ L1 such that b− b1 lies in L2 and using
the fact all three subspaces are isotropic, we get
ψL1L2L3(b, a) = ω(b1, a) = ω(b, a)− ω(b− b1, a) = 0− ω(b− b1, a) =
= −ω(b− b1, a− a1)− ω(b− b1, a1) = 0− ω(b− b1, a1) =
= −ω(b, a1) + ω(b1, a1) = −ω(b, a1) + 0 = ω(a1, b) =
= ψL1L2L3(a, b).
We are now ready to define the function of our interest.
Definition 1.2.2. The Maslov triple index 1 of (L1, L2, L3) is the integer
τH(U, V,W ) := signψL1L2L3 .
The Maslov index satisfies the following properties.
Proposition 1.2.3. (Properties of the Maslov triple index)
(i) Let L1, L2, L3 ∈ Lag(H), and let α be a permutation of the set {1, 2, 3}.
Then
τH(Lα(1), Lα(2), Lα(3)) = sgn(α) τH(L1, L2, L3).
In particular, τH(L1, L2, L3) = 0 if two of the Lagrangians coincide.
(ii) Let L1, L2, L3 ∈ Lag(H) and L′1, L′2, L′3 ∈ Lag(H ′). Then
τH⊕H′(L1 ⊕ L′1, L2 ⊕ L′2, L3 ⊕ L′3) = τH(L1, L2, L3) + τH′(L′1, L′2, L′3).
(iii) Let g : H → H ′ be a symplectic isomorphism, and L1, L2, L3 ∈ Lag(H).
Then
τH′(g(L1), g(L2), g(L3)) = τH(L1, L2, L3).
1Also known as the Ho¨rmander-Kashiwara index.
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(iv) On the complex symplectic space C2 with the symplectic form repre-
sented by the matrix
(
0 −1
1 0
)
we have,
τC2(C(1, 0),C(1, 1),C(0, 1)) = 1.
(v) Let L1, L2, L3 ∈ Lag(H). Then τH−(L1, L2, L3) = −τH(L1, L2, L3).
(vi) Let L1, L2, L3, L4 ∈ Lag(H). Then
τH(L1, L2, L3)− τH(L1, L2, L4) + τH(L1, L3, L4)− τH(L2, L3, L4) = 0.
Proof. It is enough to prove (i) for two elements that generate the group S3.
The case of α = (12) is easy, as the subspace of H where the Hermitian forms
ψL1L2L3 and ψL2L1L3 are defined is the same. Given a, b ∈ (L1 + L2) ∩ L3,
with a = a1 + a2 for elements a1 ∈ L1 and a2 ∈ L2, we see that
ω(a2, b) = ω(a, b)− ω(a1, b) = −ω(a1, b)
(because L3 is Lagrangian), and hence we have ψL2L1L3 = −ψL1L2L3 and
thus τH(L2, L1, L3) = −τH(L1, L2, L3) as desired. Let us now prove the
statement for α = (123). Consider the map
f :
(L1 + L2) ∩ L3
L1 ∩ L3 →
(L3 + L1) ∩ L2
L1 ∩ L2
sending the class of a = a1+a2 ∈ (L1+L2)∩L3 (with a1 ∈ L1, a2 ∈ L2) to the
class of a2. It easy to show that f is well-defined and it is an isomorphism.
As L1∩L3 is contained in radψL1L2L3 and L1∩L2 is contained in radψL3L1L2 ,
these forms descend to forms ψ′L1L2L3 and ψ
′
L3L1L2
on the quotient spaces,
having the same signatures. Moreover, for elements a = a1 + a2 and b =
b1 + b2 of (L1 + L2) ∩ L3, we have
ψL3L1L2(a2, b2) = ω(a, b2) = ω(a1, b) = ψL1L2L3(a, b),
so that
ψ′L3L1L2(f(a+L1 ∩L3), f(b+L1 ∩L3)) = ψ′L1L2L3(a+L1 ∩L3, b+L1 ∩L3).
As a consequence, we have sign(ψ′L3L1L2) = sign(ψ
′
L1L2L3
), and it follows
that τH(L3, L1, L2) = τH(L1, L2, L3) as desired.
Properties (ii), (iii) and (iv) follow immediately from the properties of
the signature (see Proposition 1.1.7). For proving (iv), we observe that the
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relevant Hermitian form ψ : C(0, 1) × C(0, 1) → C is defined on the basis
element (0, 1) as
ψ((0, 1), (0, 1)) = ω((−1, 0), (0, 1)) = 1.
In particular, ψ is positive definite and it has hence signature 1. For the
proof of (vi), see Remark 1.2.16 or the book of Turaev [45, Chapter IV, 3.6].
The Maslov triple index was studied in depth by Cappell, Lee and Miller.
Working with real symplectic spaces, they proved in particular that the first
four properties above characterize the Maslov triple index [9, Theorem 8.1].
Their proof can be adapted without any formal change to the framework of
balanced complex symplectic spaces, yielding the following.
Theorem 1.2.4 (Cappell-Lee-Miller). If a family of functions
τ˜H : Lag(H)× Lag(H)× Lag(H)→ R
satisfies the properties (i), (ii), (iii) and (iv) of Proposition 1.2.3, then it
coincides with the Maslov triple index.
Warning 1.2.5. Given our definition of the Maslov index in the complex
case, it is possible to get a real version of it by
τRH(L1, L2, L3) := τH⊗C(L1 ⊗ C, L2 ⊗ C, L3 ⊗ C).
This function corresponds to the triple index of Wall [47], but it differs from
the function τ of Cappell, Lee and Miller by a sign. In fact, it takes the
value −1 on their standard triple considered in Property IV [9, p. 163],
as they take R2 with the symplectic structure corresponding to the matrix(
0 1−1 0
)
, which is opposite to our convention.
We conclude the section with the following result, that will turn out
useful later on.
Lemma 1.2.6. Let H be a complex symplectic space and let L1, L2 be two
Lagrangian subspaces with L1 ∩ L2 = 0. Let U, V,W three Lagrangian sub-
spaces that decompose as U = U1 + U2, V = V1 + V2, W = W1 + W2, with
Ui, Vi,Wi ⊆ Li for i = 1, 2. Then τH(U, V,W ) = 0.
Proof. It is enough to prove the result in the special case W = L1. The
full statement follows then from the properties of the Maslov triple index
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(Proposition 1.2.3 (i) and (vi)). By definition, τH(U, V, L1) is the signature
of the Hermitian form
ψ : (U + V ) ∩ L1 × (U + V ) ∩ L1 → C
(u+ v, x′) 7→ ω(u, y) if u ∈ U, v ∈ V .
Since both U and V split with respect to the direct sum decomposition
L1 + L2, we have (U + V ) ∩ L1 = U1 + V1. In particular, in the definition
of ψ, we can take the elements u and v to belong to U1 and V1 respectively.
It is then clear that ω(u, y) = 0, as both u and y belong to L1, which
is a Lagrangian subspace. Hence, ψ is the trivial Hermitian form and its
signature is 0.
1.2.2 Computations in the symplectic plane
Suppose now that (H,ω) is a balanced complex symplectic space of dimen-
sion 2.
Definition 1.2.7. An ordered basis (µ, λ) of H is called symplectic if the
form ω is represented in this basis by the matrix
(
0 −1
1 0
)
, i.e. if
ω(µ, µ) = ω(λ, λ) = 0, ω(µ, λ) = −1.
Let (µ, λ) be a symplectic basis of H. Given a 1-dimensional subspace
L of H, generated by a vector aµ+ bλ, we define the slope of L with respect
to (µ, λ) as the number
slope(L) := a/b ∈ C ∪ {∞}.
The slope is indeed well defined, and it gives a bijection between the set of
lines in H and C ∪ {∞}. It is immediate to check that a vector aµ + bλ is
isotropic if and only if ab is real. As a consequence, the Lagrangian subspaces
of H are exactly the lines with slope in R∪{∞}. For such subspaces, we can
always find a generator aµ+ bλ with a, b ∈ R. Thanks to Proposition 1.2.3
(iii), the Maslov index of three Lagrangian subspaces of H only depends on
their slopes, i.e. there is a function
τ : (R ∪ {∞})× (R ∪ {∞})× (R ∪ {∞})→ {−1, 0, 1}
such that
τH(L1, L2, L3) = τ(s1, s2, s3)
whenever L1, L2, L3 are three Lagrangian subspace of a balanced 2-dimensional
complex symplectic space, with slope(Li) = si for i = 1, 2, 3 (see Degtyarev,
Florens and Lecuona [20, Section 2] for more details). The function τ is
then computed in the following way [20, Corollary 2.2].
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Proposition 1.2.8. A complete description of the function τ is:
τ(s1, s2, s3) =

sgn((s2 − s1)(s3 − s2)(s1 − s3)) if s1, s2, s3 6=∞
sgn(s2 − s3) if s1 =∞, s2, s3 6=∞
sgn(s3 − s1) if s2 =∞, s1, s3 6=∞
sgn(s1 − s2) if s3 =∞, s1, s2 6=∞
0 otherwise.
Remark 1.2.9. Proposition 1.2.8 allows us to compute the Maslov index
explicitly for all triples of Lagrangian subspaces in a 2-dimensional H once
we know their slopes. In practice, a convenient method for quick compu-
tations is to draw the subspaces as real lines L1, L2, L3 in SpanR{µ, λ} and
counting:
• +1 if the three lines are distinct and, rotating L1 counterclockwise, L2
is met before L3;
• −1 if the three lines are distinct and, rotating L1 counterclockwise, L3
is met before L2;
• 0 if at least two lines coincide.
1.2.3 The function m of pairs of Lagrangians
Suppose now that (H, γ) is a balanced Hermitian symplectic space. Using
this additional structure, we introduce a function
mH : Lag(H)× Lag(H)→ R,
that was studied extensively by Bunke [7] and then by Kirk and Lesch [29, 28]
in relation to eta invariants for manifolds with boundary, after appearing in
a formula of Lesch and Wojciechowski [30].
As we have seen, there is an orthogonal decomposition H = E+ ⊕ E−,
where E± denotes the ±i-eigenspace of γ, and dimE+ = dimE− as the
space is balanced. The next result shows that the Lagrangians subspaces of
H are in a natural bijection with the set U(E+, E−) of isometries E+ → E−.
Lemma 1.2.10. There is a bijection  L : U(E+, E−)→ Lag(H) given by
L(A) := {x+Ax |x ∈ E+}.
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Proof. First of all, we show that L(A) is a Lagrangian subspace, i.e. that
γ(L(A)) = L(A)⊥. The inclusion γ(L(A)) ⊆ L(A)⊥ follows from the fact
that, for all x, y ∈ E+, we have
〈x+Ax, γ(y +Ay)〉 = 〈x+Ax, iy − iAy〉 = 〈x, iy〉 − 〈Ax,Aiy〉 = 0.
As L(A) is half-dimensional, thus, it is Lagrangian. As consequence, the
map L is well defined, and clearly it is injective.
To show surjectivity, we observe that every Lagrangian subspace V ∈
Lag(H) has trivial intersection with both E+ and E−, and hence there is a
unique linear map A : E+ → E− such that V = {x+Ax |x ∈ E+}. In order
to conclude the proof, it remains to be shown that A is unitary, and this
follows from the fact that, given x, y ∈ E+, we can write
〈Ax,Ay〉 = i〈x+Ax, iy − iAy〉+ 〈x, y〉 = i〈x+Ax, γ(y +Ay)〉+ 〈x, y〉
and the first summand vanishes as V is Lagrangian.
Let Φ: Lag(H) → U(E+, E−) denote the inverse of L, so that every
Lagrangian subspace V gets written as
V = {x+ Φ(V )(x) |x ∈ E+}.
Moreover, given two Lagranians V,W ∈ Lag(H), we set
ΦV,W := Φ(V )Φ(W )
−1 ∈ U(E−).
Definition 1.2.11. We define now the function of our interest as
mH(V,W ) := − 1
pi
∑
eiλ∈Spec(−ΦV,W )
λ∈(−pi,pi)
λ.
Remark 1.2.12. In the definition of mH(V,W ), the sum ranges along all
eigenvalues of −ΦV,W that are different from −1. The −1-eigenspace, cor-
responding to the intersection V ∩W , is expressly not counted.
The following properties of the function m are proved immediately using
the definition.
Proposition 1.2.13. Let H,H ′ Hermitian symplectic spaces. Then, for
Lagrangian subspaces V,W ∈ Lag(H) and V ′,W ′ ∈ Lag(H ′), we have:
(i) mH(V,W ) = −mH(W,V ) (hence, mH(V, V ) = 0);
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(ii) mH⊕H′(V ⊕ V ′,W ⊕W ′) = mH(V,W ) +mH′(V ′,W ′);
(iii) If g : H → H ′ is an isometry such that gγ1 = γ2g, then mH′(g(V ), g(W )) =
mH(V,W );
(iv) mH−(V,W ) = −mH(V,W );
Remark 1.2.14. Combining (i) and (iii), for m = mH we get the useful
formulas
m(γ(V ), γ(W )) = m(V,W ), m(γ(V ),W ) = m(V, γ(W )), m(V, γ(V )) = 0.
Since every Hermitian symplectic space is also a complex symplectic
space, given three Lagrangian subspaces V,W,Z it is possible to define their
Maslov index τH(V,W,Z), which is an integer and does not depend on the
Hermitian structure. The following result relates the function mH to the
Maslov triple index τH . We give a proof which is due to Kirk and Lesch [28,
Section 8.3],
Proposition 1.2.15. Let U , V and W any three Lagrangian subspaces of
a balanced Hermitian symplectic space H. Then,
mH(U, V ) +mH(V,W ) +mH(W,U) = τH(U, V,W ).
Proof. For any complex symplectic space H, pick a Hermitian symplectic
structure and define τ˜H(U, V,W ) := mH(U, V )+mH(V,W )+mH(W,U). As
proved by Kirk and Lesch, τ˜H satisfies the first four properties of Proposition
1.2.3 [29, Proposition 8.19] 2. The result follows then by Theorem 1.2.4.
Remark 1.2.16. Proposition 1.2.15 gives an easy way to prove the cocy-
cle property of the Maslov index (Proposition 1.2.3 (vi)). In fact, once a
Hermitian symplectic structure on H is fixed, we can write (for τ = τH and
m = mH)
τ(L1, L2, L3)− τ(L1, L2, L4) =
= m(L1, L2) +m(L2, L3) +m(L3, L1)−m(L1, L2)−m(L2, L4)−m(L4, L1) =
= m(L2, L3) +m(L3, L1)−m(L2, L4)−m(L4, L1) =
= −m(L1, L3)−m(L3, L4)−m(L4, L1) +m(L2, L3) +m(L3, L4) +m(L4, L2) =
= −τ(L1, L3, L4) + τ(L2, L3, L4).
2Thanks to (iii), τ˜H is independent of the specific Hermitian structure inducing the
given symplectic one, and hence for (iv) it is enough to check the result for C2 with the
standard Hermitian product and the operator γ corresponding to the matrix ( 0 −11 0 ), as
they do.
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1.3 Homology and cohomology with local coeffi-
cients
In this section, we discuss various definitions of twisted homology and co-
homology. In the Section 1.3.1, we take the point of view of local coefficient
systems, which will be the preferred one in most abstract developments. In
Section 1.3.2, we see how under certain circumstances it is possible to view
a local coefficient system on a topological space as a representation of the
fundamental group of the space, and we use this fact to define twisted ho-
mology and cohomology more explicitly. In Section 1.3.3, we quickly discuss
the de Rham version of this theory, available for smooth manifolds.
1.3.1 Local coefficient systems and homology theory
Let X and F be topological spaces. By a fiber bundle on X with typical
fiber F , we mean a topological space E together with a surjective map
pi : E → X such that there exists an open cover {Uj} of X provided with
homeomorphisms ϕj fitting into commutative diagrams
pi−1(Uj)
ϕj //
pi %%
Uj × F
zz
Uj .
The family {(Uα, ϕα)} is called a local trivialization for the fiber bundle.
For all x ∈ X, the space ξx := pi−1(x) is called the fiber over x. It is
homeomorphic to the typical fiber, but not in a canonical way. For every
open set Uα belonging to a local trivialization and such that x ∈ Uα, we
have a homeomorphism ϕxα : ξx → F obtained by restricting ϕx to ξx.
Notation 1.3.1. Let Cndis denote the vector space Cn equipped with the
discrete topology.
Definition 1.3.2. A local coefficient system of complex vector spaces on
X of dimension n is a fiber bundle ξ → X with typical fiber Cndis and the
structure of a complex vector space on every fiber, which admits a local
trivialization {(Uα, ϕα)} such that every homeomorphism ϕxα : ξx → Cndis is
a linear isomorphism.
Notation 1.3.3. We let Ln(X) denote the class of all local coefficient sys-
tems of complex vector spaces of dimension n over X.
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Example 1.3.4. The product τn = X × Cndis together with the natural
projection X × Cndis → X is a local coefficient system of complex vector
spaces on X, called the trivial local coefficient system of dimension n.
A local coefficient system of complex vector spaces over X can be used
for defining graded complex vector spaces H∗(X;Cnξ ), H∗(X;Cnξ ), forming
the homology and cohomology with (local) coefficients in ξ [26, Chapter 3.H]
[18, Chapter 5]. If ξ is the product bundle X×Cn (with the discrete topology
on Cn), (co)homology with local coefficients in L is naturally isomorphic to
the ordinary (co)homology with values in Cn.
Homology and cohomology with local coefficients preserve most of the
formal properties of the ordinary homology and cohomology. Given a con-
tinuous map f : X ′ → X, the pull-back bundle ξ′ := f∗ξ is a local coefficient
system of complex vector spaces over Y , and there are induced maps
f∗ : H∗(X ′;Cnξ′)→ H∗(X;Cnξ ), f∗ : H∗(X;Cnξ )→ H∗(X ′;Cnξ′)
that behave functorially with respect to composition. Relative homology and
cohomology can also be defined, and they fit in long exact sequences gener-
alizing the one for ordinary homology and cohomology. If M is a compact
oriented manifold of dimension m, there are Poincare´ duality isomorphisms
Hk(M,∂M ;Cnα)
∼−→ Hm−k(M ;Cnα)
Hk(M ;Cnα)
∼−→ Hm−k(M,∂M ;Cnα)
arising from cap products generalizing those on homology with traditional
coefficients.
We define now a local coefficient system ξ : Ln(X) to be Hermitian if it
is equipped with a scalar product on the fibers that varies continuously.
Notation 1.3.5. The class of Hermitian coefficient system will be denoted
by Un(X) .
If ξ is Hermitian, the scalar product induces a bundle map ξ ⊗ ξ → ε,
where ξ denotes the local cofficient system obtained from ξ by taking the
opposite complex structure on all fibers, and ε is the trivial 1-dimensional
local coefficient system on X. As a consequence, given subspaces A,B ⊆ X
that form an excisive pair, there is a bilinear cup product
^ξ : H
j(X,A;Cnξ )×H l(X,B;Cnξ )→ Hj+l(X,A ∪B;C).
Using the Hermitian metric on the fibers, we can also define an evaluation
map
〈·, ·〉ξ : Hj(X,A;Cnξ )×Hj(X,A;Cnξ )→ C
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that gives a natural isomorphism Hj(X,A;Cn
ξ
) ∼= Hom(Hj(X,A;Cnξ ),C).
These facts are well known to the experts. Some details about them, albeit
treated in higher generality and from the point of view of Section 1.3.2, can
be found in the thesis of Conway [15, Chapter 5].
1.3.2 Representations of the fundamental group
In practice, local coefficient systems arise most of the times in the following
way. Suppose that X is path connected, locally path connected and locally
simply connected (we assume the latter two conditions from now on), and
that a base point x0 ∈ X is fixed. Suppose that
α : pi1(X,x0)→ GL(V )
is a representation of the fundamental group pi := pi(X,x0) of X into a
complex vector space V . Then, we can can construct a local coefficient
system ξα associated to α by seeing the universal cover X˜ as a principal
pi-bundle and taking the associated fiber bundle
ξα := X˜ ×pi V.
The above construction can be reversed. Starting from a local coefficient
system ξ ∈ L(X,n), we observe that the projection ξ → X is a covering
space. In particular, given an element a ∈ pi1(X,x0), that we see as a loop
a : [0, 1]→ X, for each element v of ξx0 there is a unique lift a˜ : [0, 1]→ ξ of
a such that a˜(0) = v. We can hence define a map
αξ : pi(X,x0)→ GL(ξx0)
, by αξ(a)(v) := a˜(1), which can be easily verified to be a representation into
the fiber over x0. The correspondences α 7→ ξα and ξ → αξ are inverses one
of each other in the sense that there are canonical isomorphisms between
the representations αξα and α, and between the fiber bundles ξ
αξ and ξ.
Remark 1.3.6. Because of the dependence on base points, working with
representations of the fundamental group can be cumbersome in some cases
(for example for dealing with induced maps and with non-connected spaces),
making implicit choices and some abuse of notation often necessary in order
to keep the proofs readable. This is the reason why in the theory we prefer
to adopt the point of view of local coefficient systems instead. However,
whenever explicit descriptions of our local coefficients systems are needed
in the applications, we shall normally see them as representations, taking
advantage on the correspondence described above.
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Representations of the fundamental group lead to the following alter-
native view on homology and cohomology with local coefficients. Consider
the natural left action of the fundamental group pi1(X,x0) on the universal
cover X˜ of X. We transform this left action into a right action by replac-
ing the action of an element by that of its inverse. The resulting action
induces the structure of right Z[pi]-modules on the singular complex C∗(X˜).
Given a representation α : pi1(X,x0) → GL(V ) into a complex vector space
of dimension n, we have then natural isomorphisms [18, Theorem 5.8 and
5.9]
Hk(X;Cnξα) ∼= Hk(C∗(X˜)⊗Z[pi] V )
Hk(X;Cnξα) ∼= Hk(HomZ[pi](C∗(X˜)t, V )),
where the t denotes the fact that we are turning the right Z[pi]-module
structure back into a left one in this instance.
Remark 1.3.7. If the vector space V has a scalar product, and the repre-
sentation α : pi1(X)→ U(V ) is unitary, then the associated local coefficient
system ξα has a well-defined induced Hermitian structure, i.e. ξα ∈ Un(X).
Conversely, if ξ ∈ Un(X) is a Hermitian local coefficient system, then the
associated representation on one of the fibers is unitary, i.e. we can write
αξ : pi1(X,x0)→ U(ξx0).
An elementary property of twisted cohomology is that H0(X,Cnα) is
isomorphic to the subspace of Cn on which α acts trivially [18, Proposi-
tion 5.14]. We apply this easy fact in the next computation, that will be
useful later on.
Lemma 1.3.8. Let X = S1 or X = T 2, and let α : pi1(X) → U(n) be a
representation that has no trivial subrepresentation. Then, H∗(X;Cnα) = 0.
In particular, homology vanushes for all non-trivial α ∈ U1(X).
Proof. Let us prove the result for the circle first. From the above description
of H0, we see that H0(S1;Cnα) = 0. Then, by the Poincare´ duality and
universal coefficient isomorphisms, we have
dimH0(S
1;Cnα) = dimH1(S1;Cnα) = dimH1(S1;Cnα) = dimH0(S1;Cnα) = 0,
and the conclusion follows. In the case of the solid torus, with the same
argument we find
H0(T
2;Cnα) = H2(T 2;Cnα) = 0
As the Euler charachteristic of T 2 is 0, it follow that H1(T
2,Cnα) also has to
vanish.
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1.3.3 Flat connections and twisted de Rham cohomology
We sketch here one more point of view of twisted cohomology (for details,
see the lecture notes of Bunke [8, Chapter 4]). Let M be a manifold. Given a
(smooth) complex vector bundle E →M , we define the space of differential
k-forms with values in E as
Ωk(X,E) := Γ
(
k∧
T ∗M ⊗ E
)
.
If E is equipped with a flat connection, i.e. with vanishing curvature form,
we call it a flat vector bundle. Associated to a flat vector bundle E, there is
a twisted de Rham complex
0→ Ω0(X,E) d0−→ Ω1(X,E) d1−→ Ω2(X,E) d2−→ · · · ,
whose cohomology Hk(M ;E) := ker dk/ im dk−1 is called the twisted de
Rham cohomology of X (with values in E).
Suppose now that ξ ∈ Ln(X) is a local coefficient system. Then, there
is an associated vector bundle pi : Eξ → X. To define it we set Eξ to be
equal to ξ as a set, we take pi to coincide with the projection ξ → X, and
we keep the vector space structure on the fibers. We pick then any local
trivialization (Uα, ϕα) for ξ, and we equip Eξ with the only topology that
makes all the compositions
pi−1(Uα)
ϕα−−→ Uα × Cndis → Uα × Cn
into diffeomorphisms. Such a topology exists uniquely, it makes Eξ a vector
bundle and it is independent of the choice of the trivialization [43, pp. 12-14].
A local trivialization for Eξ obtained in this way is such that the transition
functions
ϕαβ : Uα ∩ Uβ → GL(n,C)
are locally constant. As a consequence, we can define a flat connection on
Eα by pulling back, for each chart Uα, the trivial connection on Uα × Cn,
and patching these together. There is then a twisted de Rham isomorphism
Hk(M ;Eξ) ∼= Hk(M ;Cnξ )
(for an explanation of this fact, based on sheaf theory, see Ramanan [41,
5.14]).
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1.4 Twisted intersection forms and signatures
In this section, we review twisted intersection forms and signatures of man-
ifolds. In Section 1.4.1, we recall the definition of the intersection form with
local coefficients. In Section 1.4.2, we see how the pairing in middle degree
can be used to define twisted signatures and, for closed manifolds, the struc-
ture of a complex symplectic space on twisted cohomology. In Section 1.4.3,
we discuss a theorem of Wall about the behavior of the signature under
gluing of manifolds along part of their boundary.
1.4.1 The intersection form with local coefficients
Suppose now that M is a compact oriented manifold of dimension m with a
Hermitian local coefficient system ξ ∈ Un(M). The conventional intersection
pairing on M can be generalized in the following way.
Definition 1.4.1. The intersection form of M with coefficients in ξ is the
sesquilinear form on H∗(M,∂M ;Cnξ ) coming from the pairings
IξM : H
j(M,∂M ;Cnξ )×Hm−j(M,∂M ;Cnξ )→ C
defined for j = 0, . . . ,m by
IξM (a, b) := 〈a ^ξ b, [M ]〉,
where the bar denotes the obvious antilinear bijection from H∗(M,∂M ;Cnξ )
to H∗(M,∂M ;Cn
ξ
).
For a ∈ Hj(M,∂M ;Cnξ ) is a j-form and b ∈ Hm−j(M,∂M ;Cnξ ), from
the basic properties of the cup product we get the formula
IξM (b, a) = (−1)j(m−j)IξM (a, b). (1.3)
Thanks to (1.3) the sesquilinear form IξM on H
∗(M,∂M ;Cnξ ) is reflexive.
The intersection pairing can be described alternatively as follows.
Lemma 1.4.2. Let p : M → (M,∂M) be the natural inclusion. Then
IξM (a, b) = 〈b, [M ] _ p∗(a)〉ξ.
Proof. It is enough to check that the equality 〈ψ, σ _ ϕ〉ξ = 〈ϕ ^ξ ψ, σ〉,
generalizing a classical formula relating the cup and cup product, holds in
this context.
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As a consequence, we have the following description of the radical of the
interesection form.
Proposition 1.4.3. The radical of IξM coincides with the kernel of the nat-
ural map H∗(M,∂M ;Cnξ )→ H∗(M ;Cnξ )). In particular, if M is closed, then
IξM is non-degenerate.
Proof. In Section 1.3.1, we have seen that cap product with the fundamental
class gives rise to an isomorphism by Poincare´ duality, and that the eval-
uation pairing between homology and cohomology is non-degenerate. The
statement now follows immediately from Lemma 1.4.2.
Given a compact, oriented manifold with boundary X with a local co-
efficient system ξ ∈ U(X), we are now going to define a natural Lagrangian
subspace of H∗(∂X;Cnξ ) that will be central in this work.
Convention 1.4.4. For the orientation induced by a manifold on its bound-
ary, we follow the usual “outward normal first” convention. A consequence
of this convention is that the boundary of (−ε, 0]×M is oriented the same
way as M , while the boundary of [0, ε)×M is identified with −M . For this
reason we shall prefer to write collars of the boundary as (−ε, 0]× ∂X.
Warning 1.4.5. Our orientation convention is opposite to the one used by
Kirk and Lesch, who consider collars [0, ε)× ∂X [28, Section 2].
Define
V ξX = im(H
∗(X;Cnξ )→ H∗(∂X;Cnξ )). (1.4)
Proposition 1.4.6. The subspace V ξX ⊆ H∗(∂X;Cnξ ) is Lagrangian with
respect to the intersection form Iξ∂X .
Proof. Let i : ∂X → X denote the inclusion, and consider the induced maps
i∗ : H∗(∂X;Cnξ )→ H∗(X;Cnξ ), i∗ : H∗(X;Cnξ )→ H∗(∂X;Cnξ ),
so that, by definition, V ξX = im i
∗. Thanks to Lemma 1.4.2, the orthogonal
complement of V ξX is made of all the elements a such that
〈b,PD(a)〉ξ = 0, ∀ b ∈ V ξX ,
where PD(a) = [∂X] ∩ a is the Poincare´ duality isomorphism on ∂X. By
definition of V ξX , we can rewrite this property as
〈i∗b,PD(a)〉ξ = 0, ∀ b ∈ H∗(X;Cnξ ).
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Using the fact that i∗ and i∗ are dual one of each other with respect to the
evaluation map, we rewrite this one more time as
〈b, i∗ PD(a)〉ξ = 0, ∀ b ∈ H∗(X;Cnξ ).
As the evaluation pairing is non-degenerate, this happens if and only if
i∗ PD(a) = 0. In order to conclude, we need to show that ker(i∗ ◦ PD) =
im i∗. This is clear from the following commutative diagram, where the first
row is exact, and the vertical maps are isomorphism by Poincare´ duality.
H∗(X;Cnξ )
i∗ // H∗(∂X;Cnξ ) //
PD∼

H∗(X, ∂X;Cnξ )
∼ PD

H∗(∂X;Cnξ )
i∗ // H∗(X;Cnξ ).
Definition 1.4.7. We refer to V ξX defined by (1.4) as the canonical La-
grangian associated to X and ξ.
1.4.2 The pairing in middle degree and signatures
We suppose now that M is a compact oriented manifold of even dimension
2k with a local coefficient system ξ ∈ Un(M). By (1.3), the intersection
form in middle-degree
IξM : H
k(M,∂M ;Cnξ )×Hk(M,∂M ;Cnξ )→ C
is Hermitian if k is even and skew-Hermitian if k is odd. This observation
leads to the following definition.
Definition 1.4.8. Let M be a compact oriented manifold of dimension 2k
with a local coefficient system ξ ∈ Un(M). We define the signature of M
with coefficients in ξ as the integer
σξ(M) :=
{
sign(IξM ), if k is even,
sign(i IξM ), if k is odd,
where IξM denotes the intersection pairing in degree k.
If M is an oriented manifold, let −M denote the same manifold with the
opposite orientation. The signature has the following immediate properties.
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Proposition 1.4.9 (Properties of the signature).
(i) If f : M ′ → M is an orientation-preserving diffeomorphism and α is
an element of Un(M), we have σf∗α(M ′) = σα(M).
(ii) On the other hand, we have σα(−M) = −σα(M).
(iii) If α, β ∈ Un(M) are isomorphic, we have σα(M) = σβ(M).
(iv) For α ∈ Un(M) and β ∈ Um(M), we have σα⊕β(M) = σα(M)+σβ(M).
(v) If ε ∈ Un(M) is trivial, then σε(M) = nσ(M).
(vi) For α ∈ Un(M unionsqM ′), we have σα(M unionsqM ′) = σα(M) + σα(N ′).
Corollary 1.4.10. Let N be a closed, oriented odd-dimensional manifold.
Then, for all ξ ∈ Un([0, 1]×N), we have
σξ([0, 1]×N) = 0.
Proof. Consider the orientation reversing diffeomorphism f : [0, 1] × N →
[0, 1]×N defined by f(t, x) = (1−t, x), that we see as orientation-preserving
diffeomorphism [0, 1]×N → −[0, 1]×N . As f is homotopic to the identity,
f∗ξ must be isomorphic to ξ. We have hence
σξ([0, 1]×N) (iii)= σf∗ξ([0, 1]×N) (i)= σξ(−[0, 1]×N) (ii)= −σξ([0, 1]×N),
and the conclusion follows.
Remark 1.4.11. If ε ∈ U1(M) is the trivial one-dimensional local coefficient
system, then στ (M) is the classical (or untwisted) signature σ(M). This is
an interesting invariant only if k is even, i.e. if the dimension of the manifold
is a multiple of 4. In fact, if k is odd, the intersection form
IM : H
k(M,∂M ;C)⊗Hk(M,∂M ;C)→ C
is the complexification of the correspending skew-symmetric form on coho-
mology with real coefficients, and consequently the complex symplectic space
Hk(M,∂M ;C)/ rad(IM ) is balanced by Proposition 1.1.14. This means, in
other words, that σ(M) = sign(i IM ) = 0 for all manifolds of dimension of
the form 4l + 2. The same is not true for twisted signatures.
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Remark 1.4.12. In principle, we could make the whole pairing
IξM : H
∗(M,∂M ;Cnξ )×H∗(M,∂M ;Cnξ )→ C
into a Hermitian form, by multiplying it by some power of the complex
number i on the various degrees. For the purpose of extracting the signature,
however, this would not add any extra information. In fact, the space
H :=
⊕
j 6=k
Hj(M ;Cnξ )
admits two complementary isotropic subspaces, given by the cohomology in
degrees smaller and bigger than k respectively. Thus, the signature of this
modified intersection pairing is 0 outside of middle degree by 1.1.10. For the
same reason, the signature of the intersection form is 0 on odd-dimensional
manifolds, and thus it does not yield an interesting invariant in that case.
Signatures with local coefficients can be substantially different invariants
from the classical signature only in the case of manifolds with non-empty
boundary. In fact, for closed manifolds, the following classical result is true.
Theorem 1.4.13 (Atiyah-Singer, Hirzebruch). Let M be a closed, oriented
manifold of even dimension, and let α ∈ Un(M) be a local coefficient system.
Then
σα(M) = nσ(M).
Proof. The formula follows from a comparison between the ordinary Hirze-
bruch signature theorem with its analogue for signatures with local coeffi-
cients [4, Theorem 4.7].
If the closed even-dimensional manifold M bounds a compact oriented
manifold X such that the local coefficient system ξ extends to X, the La-
grangian subspace V ξX defined in Section 1.4.1 is also Lagrangian when re-
stricted to middle degree. By Proposition 1.1.9, we see that σξ(M) = 0 in
this case. This is in particular true for the untwisted signature, as it is well
known. In this case, the (trivial) coefficient system can always be extended.
Thanks to Theorem 1.4.13, we can hence improve the above observation to
the following result.
Corollary 1.4.14. Let M be a closed, oriented manifold of even dimension,
and suppose that there is a compact oriented manifold X such that ∂X = M .
Then, for all local coefficient system ξ ∈ Un(M), we have σξ(M) = 0.
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On closed manifolds, we shall often consider a skew-Hermitian form in-
stead of a Hermitian one, namely the sesquilinear form on Hk(M ;Cnξ ) de-
fined by
ωξM :=
{
IξM , if k is odd,
i IξM , if k is even.
This skew-Hermitian form ωξM is non-degenerate for closed manifolds thanks
to 1.4.3, which makes the pair (Hk(M ;Cnξ ), ω
ξ
M ) a complex symplectic space.
As a consequence of Theorem 1.4.13, we have the following result.
Corollary 1.4.15. The complex symplectic space (Hk(M ;Cnξ ), ω
ξ
M ) is bal-
anced if and only if the signature of M is 0.
Proof. By definition, the complex symplectic space of the statement is bal-
anced if and only if the signature of i ωξM is 0. It is immediate to see that
this form coincides up to sign with the Hermitian form used to the define
the signature with coefficients in ξ. In particular, thanks to Theorem 1.4.13,
we have
sign(iωξM ) = ±σξ(M) = ±nσ(M),
and the result follows.
Combining the results and observations of this section, we see in partic-
ular that the complex symplectic space of our interest is always balanced for
manifolds of dimension of the form 4l + 2, and it is balanced on manifolds
of dimension 4l at least when they bound a compact oriented manifold.
1.4.3 Wall’s non-additivity of the signature
Let M be a compact oriented manifold. Suppose that there is a closed
properly embedded submanifold X ⊆ M of codimension 1 that splits M
into two manifolds with boundary M1 and M2. We use in this case the
notation
M = M1 ∪X M2.
Warning 1.4.16. Notice that X is a boundary component of both M1 and
M2, but the orientation that it inherits from being a boundary component
of M1 is different from the one obtained from being a boundary component
of M2.
Suppose now that the dimension of M = M1 ∪X M2 is an even number
2k (for the moment, we can further suppose that k is even). A classical
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result, first observed by Novikov and subsequently referred to as Novikov
additivity, states that in this case we have
σ(M) = σ(M1) + σ(M2).
The proof of this fact follows from a careful decomposition of Hk(M,∂M ;R)
with respect to the Mayer-Vietoris sequence for the decomposition of M as
the union of M1 and M2 [21, Theorem 27.5], and it generalizes without
complications to signatures with local coefficients, once a local coefficient
system ξ ∈ Un(M) is given.
We shall now revise a more general result due to Wall. Suppose that M is
a compact oriented manifold of dimension 2k which is split as M = M1 ∪X0
M2 along a properly embedded submanifold X0 of codimension 1, which is
now allowed to have boundary Σ (note that M1 and M2 are just topological
manifolds unless some way to “smooth the corners” is specified, but neither
the definition of the signature nor the next result need the hypothesis of
smoothness). Let X1 := ∂M1 \ int(X0) and X2 := ∂M2 \ int(X0). At the
level of unoriented manifolds, we have then ∂X1 = ∂X1 = ∂X2 = Σ and
∂M1 = X1 ∪Σ X0, ∂M2 = X0 ∪Σ X2, ∂M = X1 ∪Σ X2. (1.5)
•Σ
•
X0=M X1 M1 M2 X2
We pick on X1 the orientation coming from being a codimension 0 submani-
fold of ∂M1, and we give Σ the orientation coming from being the boundary
of X1. Then, we have the following result, originally proved by Wall for
the untwisted signature [47] (see also the paper of Py [38, (3.2)] for a more
detailed proof, where it can be easily checked that the result extends to
signatures with local coefficients).
Theorem 1.4.17 (Wall). Let ξ ∈ Un(X) be a local coefficient system, and
set H := Hk−1(Σ;Cnξ ). Then
σξ(M) = σξ(M1) + σξ(M2)− τH(V ξX0 , V
ξ
X1
, V ξX2).
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Remark 1.4.18. The correction term changes sign if the order of V ξX1 and
V ξX2 is exchanged, which might be surprising at first sight, as the two man-
ifolds seem to play perfectly symmetric roles. In fact, the orientation that
we are giving Σ would be opposite if we saw it as the oriented boundary
of X2 ⊆ ∂M2. If we want to truly exchange the roles of M1 and M2, we
should also reverse the orientation of Σ. We see then that in this case the
correction term is
−τH−(V ξX0 , V
ξ
X2
, V ξX1) = τH(V
ξ
X0
, V ξX2 , V
ξ
X1
) = −τH(V ξX0 , V
ξ
X1
, V ξX2),
i.e. it coincides with that of Theorem 1.4.17.
Remark 1.4.19. Very often, in the applications, it is not the manifold M
to be given from the start, but instead we have two manifolds M1,M2 such
that
∂M1 = X1 ∪Σ1 Y1, M2 = Y2 ∪X2,
and an orientation-reversing homeomorphism f : Y1 → Y2. We can then
define
M := M1 ∪f M2 = M1 unionsqM2/∼,
where ∼ is the equivalence relation that identifies x ∈ Y1 with f(x) ∈ Y2.
Then, M is an oriented manifold and we have natural inclusions of M1 and
M2 into M as oriented submanifolds. Moreover, the submanifold X0 :=
Y1/∼= Y2/∼ splits M as M = M1 ∪X0 M2. We orient Σ1 and Σ2 as
Σ1 = ∂X1 = −∂Y1, Σ2 = ∂X2 = −∂Y2,
and observe that f restricts to an orientation-reversing homeomorphism
f : Σ1 → Σ2. If we have local coefficient systems ξ1 ∈ U(M1) and ξ2 ∈
Un(M2), in order to apply Theorem 1.4.17 we need them to glue well together
into a local coefficient system ξ ∈ Un(M), and this is the case if f∗(ξ2|Y2) =
ξ1|Y1 . Set H1 := Hk(Σ1;Cnξ1). Then, by Theorem 1.4.17, we have
σξ(M) = σξ1(M1) + σξ2(M2)− τH1(V ξ1Y1 , V
ξ1
X1
, f∗(V ξ2X2).
1.5 Lagrangian subspaces and cobordisms
In this section, we discuss how Lagrangian subspaces of the twisted coho-
mology of a manifold propagate through cobordisms. In Section 1.5.1, we
review the algebraic setting about Lagrangian relations and Lagrangian ac-
tions. In Section 1.5.2, we see how these concepts arise in topology. In
Section 1.5.3, we describe the interplay between Lagrangian actions and the
triple Maslov index.
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1.5.1 Lagrangian relations and actions
Given a Hermitian symplectic space (H,ω), let Lag(H) denote the set of
Lagrangian subspaces of H.
Warning 1.5.1. A vector subspace V ⊆ H is Lagrangian for (H,ω) if
and only if it is Lagrangian for (H,−ω). In this sense, we have Lag(H) =
Lag(H−), and we shall usually not change the notation for a subspace when
it is seen as a Lagrangian subspace of one symplectic space or the other.
A Lagrangian subspace L ∈ Lag(H−1 ⊕ H2) is sometimes called a La-
grangian relation from H1 to H2, and denoted by L : H1 ⇒ H2. The ter-
minology and notation are justified by the following construction: given
two Lagrangian relations L1 : H1 ⇒ H2 and L2 : H2 ⇒ H3, we define their
composition as the subspace
L2L1 := {(h1, h3) ∈ H−1 ⊕H3 | ∃h2 ∈ H2, such that (h1, h2) ∈ V, (h2, h3) ∈W}.
It is not hard to prove that L2L1 is a Lagrangian subspace of H
−
1 ⊕H3 (i.e. it
is a Lagrangian relation H1 ⇒ H3), and that this composition is associative
[13, Lemma 2.5 and Theorem 2.7]. We define for each complex symplectic
space H the diagonal relation ∆H : H ⇒ H as the Lagrangian subspace
∆H := {(h,−h) ∈ H− ⊕H} ∈ Lag(H− ⊕H),
and verify that ∆HL = L and L∆H = L whenever this composition makes
sense. In other words, the class of complex symplectic spaces with La-
grangian relations as morphisms form a category, where the identities are
the diagonal relations. A Lagrangian relation L : H1 ⇒ H2 induces a map
of sets
L∗ : Lag(H1)→ Lag(H2),
called the Lagrangian action of L and defined by
L∗(U) := p2((U ⊕H2) ∩ L),
where p2 denotes the projection on the second term. It is not hard to
see that this subspace is indeed Lagrangian [45, Chapter IV, 3.4]. The
diagonal relation induces the identity, and we have the covariant relation
(L2L1)∗ = (L2)∗ ◦ (L1)∗.
Given a Lagrangian relation L : H1 ⇒ H2, we obtain a Lagrangian rela-
tion Lt : H2 ⇒ H1 by considering the subspace
Lt = {(h2, h1) ∈ H−2 ⊕H1 | (h1, h2) ∈ L} ∈ Lag(H−2 ⊕H1).
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Hence, we also get an induced map
Lt∗ : Lag(H2)→ Lag(H1),
that can be defined more explicitly as
Lt∗(V ) = p1((H1 ⊕ V ) ∩ L).
Given two Lagrangian relations L1 : H1 ⇒ H2 and L2 : H2 ⇒ H3, we have
an equality (L2L1)
t = Lt1L
t
2 : H3 ⇒ H1, and hence (L2L1)t∗ = (Lt1)∗(Lt2)∗
holds at the level of induced maps (as the correspondence is contravariant,
Turaev uses the notation L∗ for the induced map Lt∗).
Example 1.5.2. Suppose that L : H1 ⇒ H2 is of the form L = L1 ⊕ L2,
with L1 ∈ Lag(H1) and L2 ∈ Lag(H2). Then, for all U1 ∈ Lag(H1) and
U2 ∈ Lag(H2) we have
L∗(U1) = L2, Lt∗(U2) = L1.
Remark 1.5.3. If we see Lagrangian subspaces of a space H as Lagrangian
relations 0 ⇒ H, the action of a Lagrangian relation L : H1 ⇒ H2 can be
interpreted as particular case of the composition, in the sense that
L∗(U) = LU.
Remark 1.5.4. It is immediate to see that, if f1 : H1 → K1 and f2 : H2 →
K2 are symplectic isomorphisms, if L : H1 ⇒ H2 is a Lagrangian relation
and if U ⊆ Lag(H1) is a Lagrangian subspace, then we have
f2(L∗(U)) = ((f1 ⊕ f2)(L))∗(f1(U)).
1.5.2 Propagation through cobordisms
The motivation for the definitions of Section 1.5.1 comes from the following
topological setting. Given two closed, oriented manifolds Σ,Σ′ of dimension
2k, we say that a (2k + 1)-dimensional oriented manifold X is a cobordism
from Σ to Σ′ if ∂X is identified to −∂Σ unionsq Σ′.
If a cobordism X from Σ to Σ′ comes with a local coefficient system
α ∈ Un(X), we can see the canonical Lagrangian subspace V αX ⊆ H∗(∂X,Cnα)
as a Lagrangian relation
V αX : H
∗(Σ,Cnα)⇒ H∗(Σ′,Cnα).
We have then a Lagrangian action
(V αX )∗ : Lag(H∗(Σ,Cnα))→ Lag(H∗(Σ′,Cnα))
(this corresponds to the map LαX of Kirk and Lesch [28, Section 4]).
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Example 1.5.5. A product [0, 1]×Σ is a cobordism from Σ to itself, called
the trivial cobordism, as ∂([0, 1]×Σ) = −({0}×Σ)unionsq({1}×Σ) (see Convention
1.4.4). If α is a local coefficient system of product form, then V αX is the
diagonal relation ∆: H∗(Σ,Cnα)⇒ H∗(Σ,Cnα), and (V αX )∗ is the identity on
Lag(H∗(Σ,Cnα)).
Observe that, if X is a cobordism from Σ to Σ′, the same underlying
manifold also yields a cobordism from −Σ′ to −Σ. By reversing the orien-
tation, we get a cobordism from Σ′ to Σ, that we denote by Xt. In terms
of Lagrangian relations, it is immediate to see that V αXt = (V
α
X )
t. We have
thus an induced map
(V αXt)∗ = (V
α
X )
t
∗ : Lag(H∗(Σ′,Cnα))→ Lag(H∗(Σ,Cnα)).
If X is a cobordism from Σ1 to Σ2 and X is a cobordism from Σ2 to Σ3, we
can glue them together along Σ2 and get a cobordism Y X := X ∪Σ2 Y from
Σ1 to Σ3. The following result says that the canonical Lagrangian relation
of Y X is then the composition of the canonical Lagrangian relations of X
and Y . This implies that, if Σ1 = ∅, the Lagrangian action of V αZ transforms
V αX into V
α
Y X (in the words of Kirk and Lesch, “the bordism propagates the
distinguished Lagrangian” [28, Theorem 4.1]).
Proposition 1.5.6. Let X be a cobordism from Σ1 to Σ2 and Y be a cobor-
dism from Σ2 to Σ3. Let α ∈ Un(Y X) be a local coefficient system. Then
V αY X = V
α
Y V
α
X
In particular, if Σ1 = ∅, we have V αY X = (V αY )∗(V αX ).
Proof. Let Z := Y X. For i = 1, 2, 3 and W being either X, Y or Z, we
denote the restrictions maps by riW : H
∗(W ) → H∗(Σi). Here and in the
rest of the proof, coefficients in Cnα are assumed. We consider then the
commutative diagram
H∗(Z) //
(
r1Z
r3Z
)

H∗(X)⊕H∗(Y )
(r2X ,−r2Y ) //
r1X⊕r3Y
vv
H∗(Σ2)
H∗(Σ1)⊕H∗(Σ3),
where the first row is exact by Mayer-Vietoris. We have then
V αZ = im
(
r1Z
r3Z
)
= (r1X ⊕ r3Y )(ker(r2X ,−r2Y )),
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or, put differently,
(a1, a3) ∈ V αZ ⇐⇒ ∃(x, y) s.t. r1X(x) = a1, r3Y (y) = a3, r2X(x) = r2Y (y).
Call (P ) the property on the right side of the equivalence. If (P ) is sat-
isfied, by taking a2 = r
2
X(x) = r
2
Y (y), we see that (a1, a2) =
(
r1X
r2X
)
(x)
and (a2, a3) =
(
r2Y
r3Y
)
(y), and hence that (a1, a2) ∈ V αX and (a2, a3) ∈ V αY .
Conversely, if there is an element a2 ∈ H∗(Σ2) such that (a1, a2) ∈ V αX and
(a2, a3) ∈ V αY , we can find x and y such that (P ) is satisfied. We have hence
shown that
V αZ = {(a1, a3) ∈ V αZ | a2 s.t. (a1, a2) ∈ V αX and (a2, a3) ∈ V αY },
and this is V αY V
α
X . by definition.
If Σ1 = ∅, V αX is a Lagrangian subspace of H∗(Σ2,Cnα) and V αY X is a
Lagrangian subspace of H∗(Σ3,Cnα). By Remark 1.5.3, in this case we can
reinterpret the composition as V αY V
α
X = (V
α
Y )∗(V
α
X ), and the desired result
follows.
Remark 1.5.7. We can give now a heuristic interpretation of the La-
grangian action associated to a cobordism in the following way. Let Y
be a cobordism from Σ to Σ′′, and consider the Lagrangian action
(V αY )∗ : Lag(H∗(Σ,Cnα))→ Lag(H∗(Σ′,Cnα)).
Then, if L ∈ Lag(H∗(Σ,Cnα)) is any Lagrangian, we can interpret its image
(V αY )∗(L) as the canonical Lagrangian V
α
Y ′ of a fictional manifold Y
′ obtained
from Y by capping Σ with a manifold X to which α extends and whose
canonical Lagrangian is identified to L under the gluing. Of course, such a
manifold in general does not exist.
Notation 1.5.8. For not overloading the notation of some formulas, we
shall sometimes drop the lower star from the induced map of the canonical
Lagrangian relation, and just write V αX instead of (V
α
X )∗. Because of Remark
1.5.3, the notation shall not create any ambiguity.
Remark 1.5.9. Cobordisms of dimension (2k+ 1) up to the right notion of
equivalence can be seen as the morphisms of a category whose elements are
2k-dimensional closed, oriented manifolds. Composition is given by gluing,
and the identity morphisms are the trivial cobordisms [0, 1]×Σ. This notion
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can be extended to the context of cobordisms with a local coefficient system,
which can be glued when the local systems on the two pieces of boundary
that we are attaching agree. Then, the correspondence
(Σ, α) 7→ H∗(Σ,Cnα), (X,α) 7→ V αX
becomes a covariant functor to the category of complex symplectic spaces
with Lagrangian relations as morphism. As discussed in the first part of this
section, the induced map LαX is the image of a further covariant functor to
the category of sets.
1.5.3 Lagrangian actions and the Maslov index
We discuss now some results relating the Maslov index with the Lagrangian
relations introduced in Section 1.5.1. First observe that, by Proposition
1.2.3 (ii) and (v), we have
τH−1 ⊕H2(U1 ⊕ U2, V1 ⊕ V2,W1 ⊕W2) = −τH1(U1, V1,W1) + τH2(U2, V2,W2).
If the Lagrangian W1⊕W2 is replaced by any Lagrangian relation W : H1 ⇒
H2, this formula generalizes in the following way.
Proposition 1.5.10. Let W : H1 ⇒ H2 be a Lagrangian relation, and let
U1, V1 ∈ Lag(H1) and U2, V2 ∈ Lag(H2) Lagrangian subspaces. Then,
τH−1 ⊕H2(U1⊕U2, V1⊕V2,W ) = −τH1(U1, V1,W
t
∗(U2))+τH2(U2, V2,W∗(V1)).
Proof. The argument is substantially contained in the book of Turaev [45,
Lemma 3.7], but for the convenience of the reader we write it here in full
detail. We first prove the result in the special case where U1 = V1. Namely,
we prove
τH−1 ⊕H2(V1 ⊕ U2, V1 ⊕ V2,W ) = τH2(U2, V2,W∗(V1)). (1.6)
Let ω1 be the symplectic form on H1, ω2 the symplectic form on H2 and
ω = (−ω1)⊕ ω2 the symplectic form on H−1 ⊕H2. The Maslov index in the
left side of the equation is by definition the signature of a Hermitian form
on ((V1 ⊕ U2) + (V1 ⊕ V2)) ∩W = (V1 ⊕ (U2 + V2)) ∩W , namely of
β : (V1 ⊕ (U2 + V2)) ∩W × (V1 ⊕ (U2 + V2)) ∩W → C
((x1, u2 + v2), (x
′
1, y2)) 7→ ω((0, u2), (x′1, y2)) = ω2(u2, y2).
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On the other hand, the Maslov index on the right-hand of (1.6) is the sig-
nature of a Hermitian form on (U2 + V2) ∩W∗(V1), namely of
β′ : (U2 + V2) ∩W∗(V1)× (U2 + V2) ∩W∗(V1)→ C
((u2 + v2), (y2)) 7→ ω2(u2, y2).
Using the definition of W∗(V1), we have
(U2+V2)∩W∗(V1) = (U2+V2)∩p2((V1⊕H2)∩W ) = p2((V1⊕(U2+V2))∩W ),
and clearly p2 brings the form β to the form β
′. Hence, their signatures
coincide, and (1.6) is established. In the same way we prove the equivalent
statement for the special case U2 = V2, i.e.
τH−1 ⊕H2(U1 ⊕ U2, V1 ⊕ U2,W ) = −τH1(U1, V1,W
t
∗(U2)). (1.7)
We can now prove the general formula. Using the properties of the
Maslov index (Proposition 1.2.3 (i) and (vi)), we write, for τ := τH−1 ⊕H2
τ(U1 ⊕ U2, V1 ⊕ V2,W ) = τ(V1 ⊕ U2, V1 ⊕ V2,W )+
+ τ(U1 ⊕ U2, V1 ⊕ U2,W ) + τ(U1 ⊕ U2, V1 ⊕ V2, V1 ⊕ U2).
The last term of the sum vanishes, as it can be seen by Proposition 1.2.3 (ii)
and (i). By applying (1.6) to the first term and (1.7) to the second term,
we get to the desired formula.
Specializing Proposition 1.5.10 to the diagonal relation yields the follow-
ing useful formula.
Corollary 1.5.11. Let H be a complex symplectic space and let A,B,C,D
four Lagrangian subspaces. Then
τH−⊕H(A⊕B,C ⊕D,∆H) = τH(A,B,C)− τH(B,C,D).
Remark 1.5.12. Applying Proposition 1.5.10 to both sides of the identity
τH−1 ⊕H2(U1 ⊕ U2, V1 ⊕ V2,W ) = −τH−1 ⊕H2(V1 ⊕ V2, U1 ⊕ U2,W ),
and rearranging the terms, we get
τH1(U1, V1,W
∗(U2))− τH1(U1, V1,W t∗(V2)) + τH2(W∗(U1), U2, V2)
− τH2(W∗(V1), U2, V2) = 0.
This is a generalization of the cocycle property of the Maslov index (Propo-
sition 1.2.3 (vi)), which corresponds to the case H1 = H2 and W = ∆H1 .
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Using Proposition 1.2.15 and Corollary 1.5.11, we prove now easily the
following result about the function m.
Corollary 1.5.13. Let H be a Hermitian symplectic space, and let A,B ∈
Lag(H) two Lagrangian subspaces. Then
mH−⊕H(∆H , A⊕B) = mH(A,B).
Proof. We first prove the statement in the special case A = B, i.e. we show
that mH−⊕H(∆H , A ⊕ A) = 0. Consider the map g : H− ⊕ H → H ⊕ H−
that exchanges the two coordinates. Then g is an isometry which transforms
the symplectic operator of the first space into the symplectic operator of the
second space. Moreover, g preserves the Lagrangian subspaces ∆H and
A⊕A. Let m stand for mH−⊕H . By Proposition 1.2.13 (3. and 4.), we get
−m(∆H , A⊕A) = m(∆H , A⊕A),
whence m(∆H , A ⊕ A) = 0 as expected. We now prove the result in the
general case. By Proposition 1.2.15, we have
τ(A⊕A,A⊕B,∆H) = m(A⊕A,A⊕B) +m(A⊕B,∆H) +m(∆H , A⊕A).
By Corollary 1.5.11, the left hand side is equal to τH(A,A,A)−τH(A,A,B) =
0. On the right hand side, the first summand is equal to −m(A,A) +
m(A,B) = m(A,B), and the last summand vanish by the first part of the
proof. Hence, the last formula can be rewritten as
0 = mH(A,B) +m(A⊕B,∆H),
which is equivalent to the one in the statement by the antisymmetry of
m.
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Chapter 2
Eta and rho invariants for
manifolds with boundary
2.1 The Atiyah-Patodi-Singer rho invariant
This section is dedicated to the eta and rho invariants of closed manifolds.
In Section 2.1.1, we briefly recall the definition of the eta and invariant and
its role in the Atiyah-Patodi-Singer signature theorem. In Section 2.1.2, we
define the Atiyah-Patodi-Singer rho invariant and highlight its relationship
to signatures. In Section 2.1.3, we prove a cut-and-paste formula for the rho
invariant.
2.1.1 The signature theorem for manifolds with boundary
Let N be a closed, oriented, Riemannian manifold of dimension 2k−1, with
a local coefficient system α ∈ Un(N) (if N is connected, by the results of
Section 1.3.2 we can see α as a representation pi1(N)→ U(n)). Let Eα → N
be the associated flat vector bundle (see Section 1.3.3), and consider the
subspace
Ωev(N,Eα) :=
k−1⊕
q=0
Ω2q(N,Eα)
of twisted differential forms of even degree. Let DαN be the twisted odd
signature operator, i.e. the first-order differential operator on Ωev(N,Eα)
defined by
DαN φ := (−1)q+1ik(?d− d?)φ, for φ ∈ Ω2q(N,Eα).
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The operator DαN can be extended to a self-adjoint elliptic operator with
discrete spectrum and, by the results of Atiyah, Patodi and Singer [2], it
has a well defined eta invariant
ηα(N) := η(D
α
N ) ∈ R,
that is defined as the value at 0 of a meromorphic extension of the eta
function
η(s) =
∑
λ∈Spec(DαN )
λ 6=0
sgnλ |λ|−s.
We say that a compact Riemannian manifold M has metric of product
form near the boundary, if there exists a neighborhood of ∂M that is iso-
metric to (−ε, 0]× ∂M with the product metric. The main result about the
eta invariant of the twisted signature operator is the following [3, Theorem
2.2].
Theorem 2.1.1 (Atiyah-Patodi-Singer). Let M be a compact, oriented
manifold with ∂M = N , equipped with Riemannian metric of product form
near N , and let α ∈ Un(M) be a local coefficient system. Then
σα(M) = n
∫
M
L(p)− ηα(N),
where L(p) is the Hirzebruch L-polynomial in the Pontryagin forms of M .
Note that both summands on the right-hand term depend on the Rie-
mannian metric. As the left-hand term is a topological invariant of M , we
see that the integral of the L-polynomial only depends on the metric on the
boundary N (this fact can be proved more easily by applying the signature
theorem to the closed double of M). We shall not dwell upon the geometrical
significance of this summand, as it will disappear soon in the paper.
The Atiyah-Patodi-Singer eta invariant shares many properties with the
signature with local coefficients. In the following, we assume the manifolds
to be closed, oriented and with a metric. The following result follows easily
from the definition (compare with Proposition 1.4.9).
Proposition 2.1.2 (Properties of the APS eta invariant).
(i) If f : N ′ → N is an orientation-preserving isometry and α ∈ Un(N),
then ηf∗α(N
′) = ηα(N).
(ii) On the other hand, we have ηα(−N) = −ηα(N).
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(iii) If α, β ∈ Un(N) are isomorphic, we have ηα(N) = ηβ(N).
(iv) For α ∈ Un(N) and β ∈ Um(N), we have ηα⊕β(N) = ηα(N) + ηβ(N).
(v) If ε ∈ Un(N) is trivial, then ηε(N) = n η(N).
(vi) For α ∈ Un(N unionsqN ′), we have ηα(N unionsqN ′) = ηα(N) + ηα(N ′).
2.1.2 Rho invariants and signatures
We are now going to define the rho invariant, which is a relative version of
the eta invariant. Note that, for the untwisted odd signature operator DN
on Ωev(N,C), we set η(N) := η(DN ).
Definition 2.1.3. Let N be a closed, oriented manifold of odd dimension,
and let α ∈ Un(N) be a local coefficient system. The Atiyah-Patodi-Singer
rho invariant of N associated to α is the real number
ρα(N) := ηα(N)− n η(N),
where the eta invariants are computed for an arbitrary Riemannian metric
on N .
We shall see in a moment that the difference ηα(N) − n η(N) is inde-
pendent of the Riemannian metric, so that ρα(N) is well defined. From the
properties of the eta invariant, it is clear that ρα(N) also only depends on
the isomorphism class of the local coefficient system and that it is additive
under direct sum of local coefficient systems and disjoint union of manifolds.
Moreover, ρτ (N) is 0 for trivial local coefficient systems, and it satisfies
ρα(−N) = −ρα(N). (2.1)
The main theorem about the rho invariant is the following [3, Theorem
2.4]. As the proof is simple (once Theorem 2.1.1 is settled), we repeat it
here.
Theorem 2.1.4 (Atiyah-Patodi-Singer).
(i) ρα(N) is independent of the Riemannian metric on N .
(ii) If M is a compact, oriented manifold with ∂M = N and α extends to
M , then
ρα(N) = nσ(M)− σα(M).
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Proof. We first prove that (ii) is satisfied for any Riemannian metric on N .
This is an immediate conseguence of Theorem 2.1.1, for any Riemannian
metric on M that extends the metric on N and has product form near it. It is
enough to apply the theorem tin the twisted and untwisted case, and observe
that the L-polynomial summand is the same in the two cases. To prove
(i), let N ′ be a copy of N with a different Riemanniann metric. Consider
the manifold M = [0, 1]×N , and extend α as a product. Pick Riemannian
metrics on ∂M in such a way that, up to an orientation-preserving isometry,
we have ∂M = −N unionsq N ′. Then, by (i) and the basic properties of the rho
invariant we obtain
ρα(N
′)− ρα(N) = nσ([0, 1]×N)− σα([0, 1]×N),
and the conclusion follows as all signatures of [0, 1]×N are 0 by Corollary
1.4.10.
We state one more result about the rho invariant that will turn useful
later on.
Proposition 2.1.5. Let M and N be closed, oriented manifolds, of dimen-
sion respectively 2m and 2k − 1. Let α ∈ Un(M) and β ∈ Ur(N) be local
coefficient systems. Then
ρα×β(M ×N) = (−1)mknσ(M)ρβ(N).
In particular, if m is odd, we have ρα×β(M ×N) = 0.
Proof. As explained by Neumann [36, Theorem 1.2 (v)], it follows from a
direct computation about the eta invariants that
ρα×β(M ×N) = (−1)mkσα(M)ρβ(N)
(note that the “tensor product representation” on pi1(M ×N) corresponds
to the cartesian product of local coefficient systems). The statement follows
then from Theorem 1.4.13.
We will only need the following consequence of Proposition 2.1.5 (com-
pare with the similar results [23, Proposition 7.1] [17, Lemma 4.2]).
Corollary 2.1.6. Let F be a closed, oriented surface, and let ψ ∈ U1(F×S1)
be a local coefficient system. Then ρψ(F
′ × S1) = 0.
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Proof. Without loss of generality, we can suppose that F is connected. We
see in this case ψ as a representation ψ : pi1(F × S1) → U(1). As U(1) is
abelian, ψ factors through
ψ′ : H1(F ′ × S1;Z) ∼= H1(F ′;Z)⊕H1(S1;Z)→ U(1).
Then, there are α′ : H1(F ′;Z) → U(1) and β′ : H1(S1) → U(1) such that
ψ′ is equivalent to α′ ⊗ β′. Then ψ is equivalent to the direct product of
the corresponding representations α : pi1(F )→ U(1) and β : pi1(S1)→ U(1),
and the result follows from Proposition 2.1.5 .
2.1.3 A cut-and-paste formula
Suppose we have a closed, oriented (2k − 1)-dimensional manifold that is
split by a codimension one closed manifold Σ, yielding a decomposition
X1 ∪Σ X2. In many concrete situations, it is possible to find a manifold X0
with ∂X0 = −Σ such that X1 ∪Σ X0 and −X0 ∪Σ X2 are “simpler” than
X1∪ΣX2. The operation of obtaining the first manifold from the latter two
is often called cut-and-paste. Schematically, we have hence
X1 ∪Σ X0 unionsq −X0 ∪Σ X2  X1 ∪Σ X2.
•Σ
•
•Σ
•
X1 X0 −X0 X2  
•Σ
•
X1 X2
It is then useful to be able to compute invariants of X1 ∪Σ X2 in terms of
invariants of the other two manifolds.
Using Wall’s non-additivity theorem and the Atiyah-Patodi-Singer the-
orem, we prove such a cut-and-paste formula for the rho invariant. In order
to upgrade this formula to one valid for the eta invariant, a delicate treat-
ment of the differential geometry near the boundary is needed (see Remark
2.1.8). As we shall see in Section 2.3.4, a cut-and-paste formula for the eta
invariant can be proved directly by means of gluing formulas for the corre-
sponding invariants of manifolds with boundary. The relationship between
gluing and cut-and-past formulas was already investigated by Bunke [7, 2.5]
and Kirk and Lesch [29, Section 8.3]. The following result is closely related
to their treatments, and it overlaps partially with their results.
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Proposition 2.1.7. Let X1, X2 and X0 be compact, oriented manifolds
of dimension 2k − 1 with ∂X1 = Σ = −∂X0 = −∂X2. Then, for every
α ∈ Un(X1 ∪X2 ∪X0), we have
ρα(X1 ∪Σ X2) = ρα(X1 ∪Σ X0) + ρα(−X0 ∪Σ X2)+
+ τ(V αX0 , V
α
X1 , V
α
X2)− n τ(VX0 , VX1 , VX2),
where the first Maslov triple index is performed on Hk−1(Σ;Cnα), and the
second on Hk−1(Σ;C).
Proof. Consider the oriented manifolds
M1 := [0, 1]× (X1 ∪Σ X0), M2 := [0, 1]× (−X0 ∪Σ X2),
and extend the local coefficient system α on them as a product. We glue
then M1 with M2 along {1}×X0, obtaining a topological oriented manifold
M to which α extends.
M1 M2
•Σ
•
•Σ
•
X1 X0 ∪ −X0 X2 =
M
•Σ
•
X1 X2
The boundary of M can be described as
∂M = (−(X1 ∪Σ X0) unionsq −(−X0 ∪Σ X2)) unionsq (X1 ∪Σ X2), (2.2)
and we can equip M of a smooth structure such that (2.2) is satisfied in the
smooth sense [44, 15.10.3]. We compute now the terms in the equation
ρα(∂M) = nσ(M)− σα(M). (2.3)
given by Theorem2.1.4. By (2.2), the left-hand term is given by
ρα(∂M) = −ρα(X1 ∪Σ X0)− ρα(−X0 ∪Σ X2) + ρα(X1 ∪Σ X2). (2.4)
By Wall’s non-additivity (Theorem 1.4.17), together with Corollary 1.4.10
(which ensures that the signatures of M1 and M2 vanish) we can compute
the twisted and untwisted signature of M as
σ(M) = 0+0−τ(VX0 , VX1 , VX2), σα(M) = 0+0−τ(V αX0 , V αX1 , V αX2). (2.5)
Substituting (2.4) and (2.5) into (2.3), we obtain the desired formula.
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Remark 2.1.8. If X0, X1 and X2 are equipped with Riemannian metrics
that coincide on Σ and have product form near it, the three closed manifold
obtained by their gluing inherit well-defined Riemannian metrics. We can
then ask ourselves whether the following formula is true:
ηα(X1 ∪Σ X2) = ηα(X1 ∪Σ X0) + ηα(−X0 ∪Σ X2) + τ(V αX0 , V αX1 , V αX2). (2.6)
Such a formula, if proved for both α and the trivial local coefficient system,
would imply Proposition 2.1.7 immediately by definition of the rho invariant.
As we have already mentioned, we shall prove such a formula by a different
means in Section 2.3.4 (see Proposition 2.3.9). However, we discuss here an
approach based on the proof of Proposition 2.1.7.
In such proof, we can equipM1 andM2 with Riemannian metrics that ex-
tend the given metrics on their boundary, and have product form near them.
Applying the Atiyah-Patodi-Singer signature theorem (Theorem2.1.1) to M1
and M2, we see then that∫
M1
L(p) =
∫
M2
L(p) = 0,
as their signatures vanish by Corollary 1.4.10, and the eta invariant of their
boundaries is 0 as they are made up of two copies of the same manifold with
opposite orientations. Bunke [7, pp. 414-415] suggests that, by choosing an
appropriate smoothing of the corner, in gluings of this kind it is possible to
equip the union M = M1 ∪X0 M2 with a metric of product form near the
boundary and such that∫
M
L(p) =
∫
M1
L(p) +
∫
M2
L(p) = 0.
Theorem 2.1.1 applied to M tells us hence that
σα(M) = ηα(X1 ∪Σ X0) + ηα(−X0 ∪Σ X2)− ηα(X1 ∪Σ X2),
and the proof of (2.6) is then concluded by Wall’s non-additivity applied to
M .
Remark 2.1.9. Bunke [7, Lemma 2.12] uses the aforementioned argument
about smoothing the corner while keeping control of the integral of the L-
form to give a proof of (2.6) for the untwisted eta invariant. As we have
said, in Section 2.3.4 we shall prove (2.6) in full generality without need of
this delicate operation.
44
If N1 and N2 are closed, oriented manifolds of the same dimension m,
we can form the connected sum N1#N2. If m ≥ 3, we have an isomorphism
pi1(N1#N2) ∼= pi1(N1) ? pi1(N2). As a consequence, if α1 ∈ Un(N1) and
α2 ∈ Un(N2) are local coefficient systems, there is a local coefficient system
α1 ? α2 ∈ Un(N1#N2) that restricts, up to isomorphism, to α1 and α2 on
the two sides (this can be seen by passing to the associate representations).
An immediate consequence of Proposition 2.1.7 is the following.
Corollary 2.1.10. ρα1∗α2(N1#N2) = ρα1(N1) + ρα2(N2).
Proof. It is enough apply the cut-and-paste formula with Σ a sphere and
X0 a disk. Then, the twisted cohomology of Σ coincides with the ordinary
one (as Σ is simply connected), and both Maslov triple indices vanish as the
cohomology of Σ is trivial in middle degree.
2.2 Eta and rho invariants of Kirk and Lesch
In this section, we review the main properties of eta and rho invariants for
manifolds with boundary, as they were defined and studied by Kirk and
Lesch. In Section 2.2.1, we set some notational convention. In Section 2.2.2,
we sketch the definition and recall some properties of the eta invariants for
manifolds with boundary. In Section 2.2.3, we discuss the corresponding rho
invariants and their dependence on the metric.
2.2.1 The Hermitian symplectic structure
Let Σ be a closed, oriented, Riemannian manifold of dimension 2k. Let
α ∈ Un(Σ) be a local coefficient system, and let Eα denote the associated
flat vector bundle. Then, the space of twisted differential forms Ω∗(Σ;Eα)
inherits a Hermitian product and a unitary operator ? such that ?2 = (−1)p
on Ωp(Σ;Cnα). Following Kirk and Lesch [28, Section 2], we define
γ := (−1)kp(−1) p(p+1)2 ik+1 ? on Ωp(Σ;Cnα). (2.7)
This renormalization of the star operator satisfies γ2 = −1.
Warning 2.2.1. The expression defining γ coincides only up to a minus sign
with the one used by Kirk and Lesch. This difference is there in order to
compensate the different convention in orienting Σ when it is the boundary
of a (2k + 1)-dimensional oriented manifold X (see Warning 1.4.5).
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Restrict now to the finite-dimensional subspace H∗(Σ;Eα) of harmonic
forms with respect to the twisted de Rham operator Dα. The Hodge-de
Rham theorem gives an identification
Hp(Σ;Cnα) ∼= Hp(Σ;Eα),
that we use to push the Hermitian product and the operator γ to complex
vector space H∗(Σ;Cnα). This makes the pair (H∗(Σ;Cnα), γ) a Hermitian
symplectic space (see Section 1.1.4).
Associated to the Hermitian symplectic structure, there is a symplectic
form ω on H∗(Σ;Cnα) that is defined by
ω(x, y) := 〈x, γy〉.
It can be checked that ω is independent of the Riemannian metric, as it can
be described in terms of the intersection form IαΣ as
ω(x, y) = (−1)pk+k(−1) p(p+1)2 ik+1IαΣ(x, y) if x has degree p.
Note that, on degree k, the form ω coincides up to sign with the symplectic
form ωαΣ defined in Section 1.4.2.
Remark 2.2.2. In general, the complex symplectic space (H∗(Σ;Cnα), ω)
is not balanced (see Definition 1.1.13). From Remark 1.4.12 and Theorem
1.4.13, however, we see that
sign(iω) = ± sign(i(IαΣ)k) = ±σα(Σ) = ±nσ(Σ),
so that H∗(Σ;Cnα) = 0 whenever the ordinary signature of Σ vanishes (com-
pare with Corollary 1.4.15). In particular, it is balanced whenever k is odd
or Σ bounds a compact, oriented manifold of dimension 2k + 1.
2.2.2 The eta invariant of the odd signature operator
Let X be a compact, oriented manifold of dimension 2k+ 1, with boundary
∂X = Σ, provided with a Riemannian metric of product form on a collar
(−ε, 0]×Σ of the boundary of X. Given a local coefficient system α ∈ Un(X),
we consider the twisted signature operator DαX on Ω
ev(X;Eα). In order for it
to have a well-defined eta invariant, we need to impose boundary conditions.
Following Kirk and Lesch, near the boundary we have an identification
Ωev((−ε, 0]× Σ;Eα) ∼= C∞((−ε, 0],Ω∗(Σ;Eα))
46
under which the signature operator is rewritten locally as
DαX = γ
(
∂
∂t −Aαb
)
,
where γ is the bundle isomorphism defined in (2.7), t is the coordinate
on (−, 0] and the boundary operator Aαb is a square root of the twisted
Hodge Laplacian on Ω∗(Σ, Eα). For details, see Kirk and Lesch [29, Section
8.1] (the difference of sign in the local form of DαX is due to our different
conventions on orientations). The operator Aαb has a discrete spectrum,
giving an orthogonal decomposition
L2Ω∗(Σ;Eα)) = F− ⊕ kerAαb ⊕ F+,
and the null-space kerAαb corresponds to the space of twisted harmonic dif-
ferential forms H∗(Σ,Cnα). Given a Lagrangian subspace V of H∗(Σ,Cnα),
we use the Hodge–de Rham theorem to identify it to a subspace of the har-
monic forms H∗(Σ,Cnα) = kerAαb . Let DαX,V be the odd signature operator
with the Atiyah-Patodi-Singer boundary conditions given by the projection
on V ⊕ F+. Then, DαX,V has a well-defined eta invariant η(DαX,V ) (see for
example Kirk Lesch [29, Theorem 3.1]). We set
ηα(X,V ) := η(D
α
X,V ).
As we have seen in Section 2.2.1, associated to X there is a canonical
Lagrangian V αX ⊆ H∗(Σ,Cnα) defined as the image of the restriction map
H∗(Σ,Cnα)→ H∗(Σ,Cnα).
We recall here some of the basic properties of the eta invariants of Kirk
and Lesch. The manifolds are understood to be odd dimensional, compact
and oriented, with a metric of product form near the boundary. We start
from the following list of results extending the corresponding ones for the
Atiyah-Patodi-Singer eta invariants (see Proposition 2.1.2). They are mostly
implicit in the work of Kirk and Lesch, but they can all be proved easily
from the definition.
Proposition 2.2.3 (Properties of the Kirk-Lesch eta invariant).
(i) Let f : Y → X be an orientation preserving isometry. Then, we have
ηf∗α(Y, f
∗(V )) = ηα(X,V ).
(ii) On the other hand, we have ηα(−X,V ) = −ηα(X,V ).
(iii) If α, β ∈ Un(X) are isomorphic and ϕ : H∗(X;Cnα) → H∗(X;Cnβ) is
the induced isomorphism, we have ηα(X,V ) = ηβ(X,ϕ(V )).
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(iv) ηα⊕β(X,V ⊕W ) = ηα(X,V ) + ηβ(X,W ).
(v) If ε ∈ Un(X) is trivial and V is a Lagrangian subspace of H∗(Σ;C),
we have ηε(X,V
n) = n η(X,V ).
(vi) ηα(X unionsqX ′, V ⊕ V ′) = ηα(X,V ) + ηα(X ′, V ′).
The following consequence of the first two properties of Proposition 2.2.3
is a very useful computational tool.
Corollary 2.2.4. If X admits an orientation-reversing isometry f : X → X
such that f∗α = α and f∗V = V , then ηα(X,V ) = 0.
Proof. The same map f can be seen as an orientation preserving isometry
from X to −X. We have hence
ηα(X,V ) = ηf∗α(X, f
∗(V ))
(i)
= ηα(−X,V ) (ii)= −ηα(X,V ),
and the statement follows immediately.
The main two results of Kirk and Lesch about the eta invariant for
manifolds with boundary can be summarized in the following way.
Theorem 2.2.5 (Kirk-Lesch). Let X be a compact, oriented Riemannian
manifold of odd dimension with product metric near Σ = ∂X. Let α ∈ U(X)
be a local coefficient system, and set H = H∗(∂X;Cnα). Then:
(i) for every Lagrangian subspace L ∈ Lag(H), we have
ηα(X,L)− ηα(X,V αX ) = mH(V αX , γ(L));
(ii) if Y is a compact, oriented Riemannian manifold with ∂Y = −Σ and
product metric near the boundary, and α extends on X ∪Σ Y , then
ηα(X ∪ Y ) = ηα(X,V αX ) + ηα(Y, V αY ) +mH(V αX , V αY ).
Proof. (i) is the statement of [28, Theorem 3.2 (i)], and (ii) is the content
of [29, p. 618 (8.32)] (see also [28, p. 632 (2.5)]).
Remark 2.2.6. Although we adopt a different convention in orienting the
boundary, the formulas coincide with those of Kirk and Lesch because the
operator γ and hence the structure of Hermitian symplectic space is also
reversed (see Warning 1.4.5 and 2.2.1).
48
Remark 2.2.7. In (ii), the correction term is not symmetric in X and Y ,
as mH(V
α
Y , V
α
X ) = −mH(V αX , V αY ). The reason is that the orientation of Σ
coincides by assumption with the one induced from being the boundary of
X, while ∂Y = −Σ instead. If we want to exchange the role of X and Y ,
hence, we need to consider Σ with the opposite orientation, and the minus
sign above is compensated by the fact that mH− = −mH .
2.2.3 The rho invariant for manifolds with boundary
As in the case of closed manifolds, we can define a rho invariant as the
difference between the twisted and untwisted eta invariant, and hope to get
rid of the dependence on the metric. Unfortunately this is only true for the
metric in the interior, while the invariant will still depend on the metric on
the boundary (as well as on the boundary conditions). Following Kirk and
Lesch, we give the following definition.
Definition 2.2.8. Let X be an odd dimensional compact, oriented manifold
with boundary. Let g be a Riemannian metric on Σ = ∂X. Let α ∈ Un(X)
be a local coefficient system, and let V ⊆ H∗(X,Cnα) and W ⊆ H∗(X,Cn)
be two Lagrangian subspaces. We set
ρα(X, g, V,W ) := ηα(X,V )− ηε(X,W ),
where the eta invariants are defined using any Riemannian metric X of
product form near Σ extending the metric g.
Notation 2.2.9. For the rho invariant corresponding to the canonical La-
grangians of X, we use the shortened notation
ρα(X, g) := ρα(X, g, V
α
X , V

X) = ηα(X,V
α
X )− n η(X,VX).
A priori, ρα(X, g, V,W ) depends on the chosen Riemannian metric on
X that extends the metric g of the boundary. In fact, it does not, as the
following result of Kirk and Lesch shows. They prove the result using a
gluing formula for the so-called “reduced eta-invariants” [29, Lemma 8.16],
that we have not introduced. As the argument is simple, we repeat the proof
using the gluing formula of Theorem 2.2.5 instead.
Theorem 2.2.10 (Kirk-Lesch). ρα(X, g, V,W ) is independent of the metric
in the interior of X.
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Proof. Let X, X ′ denote the same manifold with two different Riemannian
metrics of product form near the boundary Σ, and suppose that the two
Riemannian metrics agree on Σ. We need to show that
ηα(X,V )− ηε(X,W ) = ηα(X ′, V )− ηε(X ′,W ) (2.8)
Consider the closed Riemannian manifold M := X ∪ (−X ′), and pull back α
to M by means of the natural retraction M → X. As a manifold, M is just
the double of X, and we have the identifications V αX′ = V
α
X and V

X′ = V

X .
By Theorem 2.2.5 (i) and Proposition 2.2.3 (ii), we get hence
ηα(M) = ηα(X,V
α
X )−ηα(X ′, V αX′), and ηε(M) = ηε(X,V X)−ηε(X ′, V X′).
As ηε(M) is just n times the eta invariant η(M) associated to the untwisted
odd signature operator, the difference ηα(M)− ηε(M) is the Atiyah-Patodi-
Singer rho invariant of M , and it is thus independent of the metric by
Theorem 2.1.4. It is actually zero, as M admits an orientation-reversing self-
diffeomorphism f such that f∗α = α, constructed by sending the element
x ∈ X to the corresponding x ∈ −X ′. By rearranging the terms, it follows
that
ηα(X,V
α
X )− ηε(X,V αX ) = ηα(X ′, V αX′)− ηε(X ′, V αX′).
We have thus proved (2.8) for the canonical boundary conditions. The state-
ment can be extended to arbitrary boundary conditions V,W by Theorem
2.2.5 (i), whose correction term does not depend on the Riemannian metric
on the interior.
The results Proposition 2.2.3 can be readily restated in terms of rho
invariants. We shall only write explicitly the first two properties.
Proposition 2.2.11. Let f : X → Y be an orientation preserving diffeomor-
phism. Then, for every local coefficient system α ∈ Un(Y ) and Lagrangian
subspaces V ⊆ H∗(∂Y ;Cnα) and W ⊆ H∗(∂Y ;Cnε ), we have
ρf∗α(X, f
∗g, f∗V, f∗W ) = ρα(Y, g, V,W ).
On the other hand, we have ρα(−X, g, V,W ) = −ρα(X, g, V,W ).
Theorem 2.2.5 also gives for free formulas for the rho invariant. For
example, the gluing formula for M = X ∪Σ Y gets written as
ρα(M) = ρα(X, g) + ρα(Y, g) +m(V
α
X , V
α
Y )− nm(VX , VY ).
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There is one more result that will be essential in the applications. Recall
that a pseudo-isotopy between two diffeomorphisms f, g : Σ→ Σ is a diffeo-
morphism F : [0, 1]× Σ→ [0, 1]× Σ such that
F (0, x) = (0, f(x)), F (1, x) = (1, g(x)) ∀x ∈ Σ.
It is clear that isotopic diffeomorphisms are always pseudo-isotopic, and that
pseudo-isotopic diffeomorphisms are smoothly homotopic.
Definition 2.2.12. Two Riemannian metrics g, g′ on Σ are said to be
pseudo-isotopic if there exists a self-diffeomorphism f on Σ which is pseudo-
isotopic to the identity and such that g′ = f∗(g).
Kirk and Lesch prove the following result for the canonical boundary
conditions [28, Corollary 5.2]. We repeat here their proof, and check that it
actually applies to arbitrary boundary conditions.
Proposition 2.2.13. ρα(X, g, V,W ) only depends on g up to pseudo-isotopy.
Proof. Let g, g′ be two pseudo-isotopic Riemannian metrics on ∂X, and let
f : ∂X → ∂X be a diffeomorphism that is pseudo-isotopic to the identity
such that g′ = f∗(g). Let F : [0, 1]× ∂X → [0, 1]× ∂X be a pseudo-isotopy,
so that F (0, ·) = id, F (1, ·) = f . Now, we can see (0, 1] × ∂X as a collar of
∂X in X, and extend F to a diffeomorphism F : X → X by defining it to
be the identity outside of (0, 1]× ∂X. By definition, F is homotopic to the
identity on X, and hence we have a natural isomorphism F ∗α ∼= α, up to
which there is an identification F ∗V = V , and of course F ∗W = W as F ∗ is
the identity on untwisted cohomology. As F restricts to f on the boundary,
moreover, we have F ∗g = g′. From Proposition 2.2.11, it follows now, as
desired, that
ρα(X, g
′, V,W ) = ρα(X, g, V,W ).
2.3 Eta invariants and the Maslov index
In this section, we develop some gluing formulas whose correction term is
represented by a Maslov triple index. In Section 2.3.1, we define a slightly
modified eta invariant that behaves better for this purpose. In Section 2.3.2,
we prove the main result about the decomposition of a closed manifold into
two manifolds with boundary. In Section 2.3.3, we show that in many cases
the Maslov index is only non trivial in middle cohomological degree. In
Section 2.3.4, we improve the cut-and-paste formula for the Atiyah-Patodi-
Singer rho invariant discussed in Section 2.1.3.
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2.3.1 A little change of the definition
We start by introducing the following notation.
Notation 2.3.1. Let X be a compact, oriented Riemannian manifold of odd
dimension, with metric of product form near the boundary. Let α ∈ Un(X)
be a local coefficient system, and let V ⊆ H∗(∂X;CnΣ) be a Lagrangian
subspace. We set
ηα(X,V ) := ηα(X, γ(V )).
Let us compute explicitly the difference between ηα(X) and ηα(X). For
this purpose, we first prove a more general result that will turn useful many
times.
Lemma 2.3.2. Suppose that H∗(∂X,Cnα) splits as an orthogonal sum of
balanced Hermitian symplectic subspaces H1 ⊕ H2, and let V1 ∈ Lag(H1)
and V2 ∈ Lag(H2) be two Lagrangian subspaces. Then
ηα(X,V1 ⊕ γ(V2))− ηα(X,V1 ⊕ V2) = τ(γ(V1)⊕ V2, γ(V1)⊕ γ(V2), V αX ).
Proof. By adding and subtracting ηα(X,V
α
X ), a double application of The-
orem 2.2.5 (i) gives us
ηα(X,V1⊕γ(V2))−ηα(X,V1⊕V2) = m(V αX , γ(V1)⊕V2)−m(V αX , γ(V1)⊕γ(V2)).
We add 0 = m(γ(V1)⊕ V2, γ(V1)⊕ γ(V2)) and, by skew-symmetry of m, we
rewrite the right-hand term as
m(V αX , γ(V1)⊕ V2) +m(γ(V1)⊕ γ(V2), V αX ) +m(γ(V1)⊕ V2, γ(V1)⊕ γ(V2)).
The first statement follows then from Proposition 1.2.15.
Proposition 2.3.3. ηα(X,V ) = ηα(X,V ) + τ(V, γ(V ), V
α
X ).
Proof. It is enough to apply Lemma 2.3.2 to the case where H1 and V1 are
trivial, so that V2 = V .
Given an odd dimensional manifold X with a local coefficient system
α ∈ Un(X), a Riemannian metric g on Σ = ∂X and Lagrangian subspaces
V ⊆ H∗(Σ,Cnα), W ⊆ H∗(Σ,Cnε ), we can define
ρα(X, g, V,W ) := ρα(X, g, γ(V ), γ(W )).
This means that ρα(X, g, V,W ) = ηα(X,V ) − ηε(X,W ) for some choice of
Riemannian metric on X of cylindrical form near Σ extending g. In par-
ticular, ρα(X, g, V,W ) satisfies gluing and change of boundary conditions
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formulas which are the relative version of those listed above, the correction
term being a difference of Maslov indices that do not depend on the Rieman-
nian metric. We shall not write these formulas explicitly, but refer instead
to the gluing formulas about the eta invariants whenever needed.
2.3.2 Gluing along the boundary
Let M be a closed Riemannian manifold that splits as M = X ∪Σ Y , with
Σ = ∂X, such that the metric has product form around Σ. Let α ∈ Un(M)
be a local coefficient system. Set H = H∗(Σ,Cnα). The driving reason for
the definition of η is the following result.
Proposition 2.3.4. Let L ⊆ H be any Lagrangian subspace. Then
ηα(M) = ηα(X,L) + ηα(Y,L) + τH(L, V
α
X , V
α
Y ).
Proof. By Proposition 2.2.3 (iv), we have
ηα(M) = ηα(X,V
α
X ) + ηα(Y, V
α
Y ) +m(V
α
X , V
α
Y ). (2.9)
Changing the boundary conditions on X and Y with (iii) of the same propo-
sition, and using then the definition of η and the basic properties of m (see
Proposition 1.2.13), we get
ηα(X,V
α
X ) = ηα(X, γ(L))−m(V αX , L) = ηα(X,L) +mH(L, V αX ),
ηα(Y, V
α
Y ) = ηα(Y, γ(L))−mH−(V αY , L) = ηα(Y, V ) +mH(V αX , L).
Substituting these two equations into (2.9) and applying Proposition 1.2.15,
we get the desired result.
Remark 2.3.5. Using the invariants η instead of η, the main formula of
Proposition 2.3.4 reads as
ηα(M) = ηα(X,V ) + ηα(Y, V ) + τH(γ(L), V
α
X , V
α
Y ).
In particular, even though the correction term is expressed in terms of a
Maslov index, it still depends on the Riemannian metric, because the opera-
tor γ does. Instead, with the introduction of η, we obtain an invariant whose
correction term under gluing is independent of the Riemannian metric.
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2.3.3 The Maslov index of graded Lagrangians
We call a Lagrangian subspace V ⊆ H∗(Σ;Cnα) graded if it splits as
V =
2k⊕
i=0
V i, V i ⊆ H i(Σ;Cnα) ∀i.
Example 2.3.6. Canonical Lagrangians V αX are graded and their Lagrangian
actions (associated to cobordisms) transform graded Lagrangians into graded
Lagrangians.
The following result allows to reduce the computation of the Maslov
index of graded Lagrangians to middle degree.
Proposition 2.3.7. Let Σ be any 2k-dimensional closed, oriented manifold
with a local coefficient system α ∈ Un(Σ), and let U, V,W ⊆ H∗(Σ;Cnα) be
three graded Lagrangians. Then
τ(U, V,W ) = τ(Uk, V k,W k).
Proof. The complex symplectic space H∗(Σ;Cnα) splits as a direct sum of
two complex symplectic subspaces in the following way:
H∗(Σ;Cnα) = Hk(Σ;Cnα)⊕H 6=k(Σ;Cnα),
where H 6=k(Σ;Cnα) :=
⊕
i 6=kH
i(Σ;Cnα). Since the three Lagrangian sub-
spaces split accordingly as U = Uk ⊕ U 6=k, V = V k ⊕ V 6=k and W = W k ⊕
W 6=k, in view of Proposition 1.2.3 (ii), we have
τ(U, V,W ) = τ(Uk, V k,W k) + τ(U 6=k, V 6=k,W 6=k).
In order to prove the desired result, it is enough to show that the second
summand is zero. The spaces H<k(Σ;Cnα) and H>k(Σ;Cnα) are two La-
grangian subspaces of H 6=k(Σ;Cnα), and once again, the Lagrangians U 6=k,
V 6=k and W 6=k split accordingly. Thanks to Lemma 1.2.6, we have
τ(U 6=k, V 6=k,W 6=k) = 0,
and the proof is completed.
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2.3.4 Cut-and-paste revisited
We use now the gluing formulas, together with the above “reduction to mid-
dle degree”, in order to prove a cut-and-paste formula for the Atiyah-Patodi-
Singer eta invariants, that implies its version for rho invariants Proposition
2.1.7 as an immediate corollary. As in Section 2.1.3, suppose we have split-
tings of Riemannian manifolds X1 ∪Σ X2, X1 ∪Σ X0 and −X0 ∪Σ X2, such
that the metrics have product form around Σ (look at the referred section
for more details). We have then the following result. Let 2k + 1 be the
dimension of these manifolds, so that Σ has dimension 2k.
Warning 2.3.8. In the next result, the same notation V αXi is used for
both the full canonical Lagrangian in H∗(Σ;Cnα) and for its restriction to
Hk(Σ;Cnα). The space will be specified in the text.
Proposition 2.3.9. Let α ∈ Un(X1∪X2∪X0) be a local coefficient system,
and set H := Hk(Σ;Cnα). Then, we have
ηα(X1 ∪Σ X2) = ηα(X1 ∪Σ X0) + ηα(−X0 ∪Σ X2) + τH(V αX0 , V αX1 , V αX2).
Proof. We apply Proposition 2.3.4 to the three gluings, in all cases with
L = V αX0 , obtaining thus
ηα(X1 ∪Σ X2) = ηα(X1, V αX0) + ηα(X1, V αX0) + τH′(V αX0 , V αX1 , V αX2),
ηα(X1 ∪Σ X0) = ηα(X1, V αX0) + ηα(X0, V αX0) + τH′(V αX0 , V αX1 , V αX0),
ηα(−X0 ∪Σ X2) = −ηα(X0, V αX0) + ηα(X1, V αX0) + τH′(V αX0 , V αX0 , V αX2),
where H ′ is the symplectic space H∗(Σ;Cnα). Note that, in the second and
third formula, the Maslov triple index vanishes, as two of the variables
coincide. Comparing the three formulas, we obtain
ηα(X1∪ΣX2) = ηα(X1∪ΣX0)+ηα(−X0∪ΣX2)+τH′(V αX0 , V αX1 , V αX2). (2.10)
In order to complete the proof, we need to show that
τH′(V
α
X0 , V
α
X1 , V
α
X2) = τH(V
α
X0 , V
α
X1 , V
α
X2),
i.e. that the Maslov triple index computed on the full symplectic space
H∗(Σ;Cnα) coincides with the one computed on its subspace Hk(Σ;Cnα). As
the three Lagrangian subspaces are all graded, this follows from Proposition
2.3.7.
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Remark 2.3.10. The first part of the proof, up to (2.10), can be also carried
out with the original formulas of Theorem 2.2.5, together with Proposition
1.2.15 in order to rewrite the correction term as a Maslov triple index. This
was probably noticed by Kirk and Lesch, who performed the same compu-
tation in their discussion about Wall’s non-additivity for the signature [29,
Section 8.3]. We made this statement more explicit, and completed the ar-
gument by showing that the contribution of the Maslov index is indeed only
non-trivial in middle degree.
2.4 Eta invariants and cobordisms
The gluing formulas discussed so far only apply when the two manifolds
are glued along their whole boundary. In this section, using the formalism
about Lagrangians actions, we generalize such formulas to the gluing of
cobordisms, obtaining the main theorem of this chapter. In Section 2.4.1,
we start our discussion by studying the eta invariant of a trivial cobordism,
while in Section 2.4.2, we prove the main formula.
2.4.1 Eta invariants of cylinders
If Σ is an even dimensional Riemannian manifold with a local coefficient
system α ∈ Un(Σ), for all r > 0 we can consider the Riemannian product
Xr := [0, r]× Σ.
The local coefficient system clearly extends as a product over Xr, and we
can ask ourselves what is the value of the eta invariant of this manifold with
a given boundary condition. Taking care of the orientations, the boundary
of Xr can be described as ∂Xr = (−{0} × Σ) unionsq ({r} × Σ), so that
H∗(∂Xr,Cnα) = H∗(Σ,Cnα)− ⊕H∗(Σ,Cnα),
where, as usual, the minus sign on top denotes the reversal of the symplectic
structure. Let H denote the Hermitian symplectic space H∗(Σ,Cnα).
Proposition 2.4.1. For all Lagrangian subspace L ⊆ H− ⊕H, we have
ηα(Xr, L) = mH−⊕H(∆H , L).
In particular, the eta invariant of Xr does not depend on the length r.
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Proof. The canonical Lagrangian V αXr is the diagonal ∆H ⊆ H− ⊕H, and
it is preserved by the orientation-reversing isometry f : Xr → Xr defined by
f(t, x) := (r − t, x). The local coefficient system is also preserved , in the
sense that f∗α = α. Hence, by Corollary 2.2.4, we have ηα(Xr, V αXr) = 0.
Using the definition of η and Proposition 2.2.3 (iii), we get
ηα(Xr, L) = ηα(Xr, γ(L)) = ηα(Xr, V
α
Xr)+mH−⊕H(V
α
Xr , L) = 0+mH−⊕H(∆H , L).
Suppose now that the signature of Σ is 0, so that the Hermitian sym-
plectic space H∗(Σ,Cnα) is balanced. Then, we can consider Lagrangian
subspaces of H∗(∂Xr,Cnα) of the form L1 ⊕ L2, with L1 ∈ Lag(H−) and
L2 ∈ Lag(H). Identifying as usual the sets Lag(H−) and Lag(H), we get
the following result, that can be compared with the original formula of Lesch
and Wojcechowski for eta invariants of differential operators on cyclinders
[30, Theorem 2.1].
Corollary 2.4.2. Let L1, L2 ∈ Lag(H). Then ηα(Xr, L1⊕L2) = mH(L1, L2).
Proof. By Proposition 2.4.1, we have
ηα(Xr, L1 ⊕ L2) = mH−⊕H(∆H , L1 ⊕ L2),
and the result follows immediately from Corollary 1.5.13.
2.4.2 The main gluing formula
Proposition 2.3.4 has a limitation, in that it only applies to the case where
two manifolds are attached along their full boundary, giving rise to a closed
manifold. We give now a generalization that allows X and Y to have extra
boundary components.
Let Z be a compact, oriented manifold that splits as Z = X ∪Σ Y , with
∂X = −Σ′ unionsqΣ and ∂Y = −ΣunionsqΣ′′, as it is schematically represented by the
next picture.
−Σ′ Σ′′ = ∪
X Y
−Σ′ Σ −Σ Σ′′
Z
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Then, we can see X as a cobordism from Σ′ to Σ and Y as a cobordism from
Σ to Σ′′. In this way, as a composition of cobordisms we have Z = Y X. Let
now α ∈ Un(Z) be a local coefficient system, and set
H = H∗(Σ,Cnα), H ′ = H∗(Σ,Cnα), H = H∗(Σ′′,Cnα).
Then, as in Section 1.5.1, we have Lagrangian actions
(V αX )∗ : Lag(H ′)→ Lag(H), (V αY t)∗ : Lag(H ′′)→ Lag(H)
(we will often omit the lower ∗ from the notation). Suppose that Z = Y X
is equipped with a Riemannian metric, which has product form near ∂Z =
−Σ′unionsqΣ′′ and around the gluing hypersurface Σ. We have then the following
result, generalizing Proposition 2.3.4.
Theorem 2.4.3. Let Z = X ∪Σ Y as above, and let L ⊆ H, L′ ⊆ H ′ and
L′′ ⊆ H ′′ be arbitrary Lagrangian subspaces. Then
ηα(Z,L
′ ⊕ L′′) = ηα(X,L′ ⊕ L) + ηα(Y,L⊕ L′′) + τH(L, V αX (L′), V αY t(L′′)).
Proof. We first prove the result in the case where Σ′′ = ∅, so that only X
has boundary components outiside of the gluing area. In this case, consider
the Riemannian double M := (−Z)∪Σ′ Z, and pull back the local coefficient
system α to M using the natural retraction M → Z. We decompose now
M as M = X ∪(−Σ′)unionsqΣ ((−Z) unionsq Y ).
M = X ∪
Y
−X −Y
−Z
−ΣΣ
Σ′−Σ′
Applying Proposition 2.3.4 to the above decomposition, we get
ηα(M) = ηα(X,L
′ ⊕ L) + ηα((−Z) unionsq Y,L′⊕) + τ(L′ ⊕ L, V αX , V αZ ⊕ V αY ).
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For symmetry reasons, we have ηα(M) = 0. Moreover, for the disjoint union
Y unionsq (−Z) we have
ηα((−Z) unionsq Y,L′ ⊕ L) = ηα(Y,L)− ηα(Z,L′).
Rearranging the terms in the equation and applying an even permutation
to the variables of the Maslov index, we obtain
ηα(Z,L
′) = ηα(X,L⊕ L′) + ηα(Y, L) + τ(V αZ ⊕ V αY , L′ ⊕ L, V αX ).
The complex symplectic space on which we are computing the Maslov in-
dex is H∗(Σ′;Cnα)− ⊕H∗(Σ;Cnα). Seeing V αX as a Lagrangian relation from
H∗(Σ′;Cnα) to H∗(Σ;Cnα), we can apply Proposition 1.5.10 and rewrite the
correction term as
τ(V αZ ⊕ V αY , L′ ⊕ L, V αX ) = −τ(V αZ , L′, V αXt(V αY )) + τ(V αY , L, V αX (L′))
(following Notation 1.5.8, we dropped the stars out of the induced map). In
the first summand of the right side of the equation, two of the three variables
coincide, as V αXt(V
α
Y ) = V
α
Z by Proposition 1.5.6. Hence, the first summand
vanishes. As for the second summand, we apply an even permutation and
get
ηα(Z,L
′) = ηα(X,L⊕ L′) + ηα(Y, L) + τ(L, V αX (L′), V αY ), (2.11)
which is the desired result in the case Σ′′ = ∅.
Let us now prove the general case. We form in this case the Riemannian
manifold N := (−Z) ∪Σ′′ Z, which has boundary ∂N = (−Σ′) unionsq Σ′. We
extend the local coefficient system α on N by symmetry as we did before.
We consider now the splitting N = (X unionsq (−Z)) ∪Σunionsq(−Σ′′) Y .
N = ∪ Y
X−Σ′ Σ −Σ
−Σ′′ Σ′′Σ′ −Y−X
−Z
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As Y gets glued along all of its boundary components, we are in the setting
of the first part of the proof. Applying (2.11) to this decomposition of N ,
we obtain
ηα(N,L
′ ⊕ L′) =ηα(X unionsq (−Z), (L⊕ L′)⊕ (L′ ⊕ L′′)) + ηα(Y,L⊕ L′′)+
+ τ(L⊕ L′′, V αX (L′)⊕ V αZ (L′), V αY ).
Similarly to what happened in the first part of the proof, we have ηα(N,L
′⊕
L′)=0. Writing the eta invariant of X unionsq (−Z) as a sum of the eta invariants
of X and −Y and rearranging the terms, we get
ηα(Z,L
′⊕L′′) = ηα(X,L⊕L′)+ηα(Y,L⊕L′′)+τ(L⊕L′′, V αX (L′)⊕V αZ (L′), V αY ).
The complex symplectic space on which we are computing the Maslov index
is H∗(Σ;Cnα)⊕H∗(Σ′′;Cnα)−. Proposition 1.5.10 now tells us
τ(L⊕ L′′, V αX (L′)⊕ V αZ (L′), V αY ) =
= τ(L, V αX (L
′), V αY t(L
′′))− τ(L′′, V αZ (L′), V αY (V αX (L′))).
(we had to put the minus sign on the second summand instead that on
the first, because in our splitting the opposite structure is on the right-
hand summand). But the second summand vanishes, because V αY (V
α
X (L
′)) =
V αZ (L
′) thanks to Proposition 1.5.10 and covariance of the induced map.
Hence, we are left with the desired formula.
Remark 2.4.4. In the situation of Σ′′ = ∅, which corresponds to the first
step in our proof, Kirk and Lesch prove by analytical means the gluing
formula [28, Theorem 4.1]
ηα(Z, V
α
Z ) = ηα(X,V
α
Z ⊕ γ(V αY )) + ηα(Y, V αY ). (2.12)
Let us check that (2.12) can be retrieved using Theorem 2.4.3. By choosing
L = γ(V αY ) and L
′ = γ(V αZ ) and passing from η to η, our theorem gives
ηα(Z, V
α
Z ) = ηα(X,V
α
Z ⊕ V αY ) + ηα(Y, V αY ) + τ(γ(V αY ), LαX(γ(V αZ )), V αY ).
(2.13)
We want to show that (2.12) and (2.13) are equivalent. Applying Lemma
2.3.2 to the splitting H∗(∂X;Cnα) = H∗(Σ′;Cnα)⊕H∗(Σ;Cnα), we get
ηα(X,V
α
Z ⊕γ(V αY )) = ηα(X,V αZ ⊕V αY )+ τ(γ(V αZ )⊕V αY , γ(V αZ )⊕γ(V αY ), V αX ),
and, thanks to Proposition 1.5.10, the correction term can be rewritten as
τ(γ(V αZ )⊕ V αY ,γ(V αZ )⊕ γ(V αY ), V αX ) =
= −τ(γ(V αZ ), γ(V αZ ), LαXt(V αY )) + τ(V αY , γ(V αY ), LαX(γ(V αZ ))) =
= 0 + τ(γ(V αY ), L
α
X(γ(V
α
Z )), V
α
Y ),
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which is what we wanted to show.
Remark 2.4.5. Suppose that X is a cobordism from Σ0 to Σ1, Y is a
cobordism from Σ1 to Σ2 and Z is a cobordism from Σ2 to Σ3. In computing
the eta invariant of N = X ∪Σ1 Y ∪Σ2 Z, we can either first glue X with
Y and then glue the resulting manifold with Z, or first glue Y with Z, and
then glue X with the resulting manifold, or even glue X unionsq Z with Y in a
single step. One can check that the correction term coincides at the end in
three cases. Let Hi := H
∗(Σi;Cnα), and fix Lagrangian subspaces Li ⊆ Hi
for i = 0, 1, 2, 3.
(i) By first gluing X with Y and then X ∪Σ1 Y with Z, from Theorem
2.4.3 we get a correction term
C1 = τH1(L1, V
α
X (L0), V
α
Y t(L2)) + τH2(L2, V
α
X∪Y (L0), V
α
Zt(L3)).
(ii) By first gluing Y with Z, and then X with Y ∪Σ2 Z, we get
C2 = τH1(L1, V
α
X (L0), V
α
(Y ∪Z)t(L3)) + τH2(L2, V
α
Y (L1), V
α
Zt(L3)).
(iii) By gluing X unionsq Z with Y , we get
C3 = τH1⊕H−2 (L1 ⊕ L2, V
α
X (L0)⊕ VZt(L2), V αY ).
Using Proposition 1.5.6 and Proposition 1.5.10, it is not hard to show that
C1 = C2 = C3.
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Chapter 3
Rho invariants of 3-manifolds
with toroidal boundary
3.1 Framed tori and 3-manifolds
In this section we introduce the main objects of our study and prove some
basic results about them. In Section 3.1.1, we define framed tori and 3-
manifolds with framed toroidal boundary and give some examples. In Sec-
tion 3.1.2, we study the twisted cohomology of a framed torus, and some
important Lagrangians subspaces. In Section 3.1.3, we prove the important
observation that a framing on a torus can be used to define (up to isotopy)
Riemannian metric on the torus.
3.1.1 Basic definitions
We call a torus any surface which is diffeomorphic to S1 × S1.
Definition 3.1.1. A framing on a torus T is an ordered basis of H1(T ;Z).
If F = (µ, λ) is a framing on T , we call µ the meridian of F , and λ the
longitude of F . We call the triple (T, µ, λ) a framed torus.
A compact, oriented 3-manifold whose boundary is a disjoint union of
tori with a specified framing will be called a 3-manifold with framed toroidal
boundary. It is convenient to see 3-manifolds with framed toroidal boundary
as couples (X,F), where X is the manifold and F (the framing) is the data
of a framing for each boundary component. Framings on the boundary tori
of 3-manifolds arise naturally in many topological contexts. Here are two
examples.
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Example 3.1.2. Let F be a compact oriented surface. Then F × S1 is a
compact, oriented 3-manifolds with toroidal boundary. We give a framing
to each boundary component C × S1 (C ⊆ ∂F ) by choosing µ = [C] as the
meridian and λ = [S1] as the longitude. We call this framing the product
framing on F × S1 and use the notation F×F or simply F×.
Example 3.1.3. Let L be an oriented link in S3. The link exterior XL :=
S3\N(L) is an oriented 3-manifold with toroidal boundary, and a framing FL
on ∂XL can be given by the standard definitions of meridians and longitudes
of L (see Section 4.1.1). If no additional assumption is given, the longitude
of a component K of L is the one being characterized by being homologically
trivial in S3 \ K. More generally, if L is a framed link, the longitudes of
∂XL are prescribed by the framing on L.
If T is a torus with a framing F = (µ, λ) and f : T → T ′ is a diffeomor-
phism, there is an induced framing f∗(F) := (f∗(µ), f∗(λ)). The definition
extends readily to the case of a diffeomorphism between 3-manifolds with
toroidal boundary, one of the two with a framing.
Definition 3.1.4. Two framings on a disjoint union of tori are said to
coincide up to signs if its is possible to get from one to the other by reversing
the sign of some number of meridians and longitudes.
Once a framing F0 on a torus T is fixed, the set of all framings on
T is in a natural bijection with GL(2,Z), where we can associate to any
framing F the change of basis matrix from F to F0. If a framed torus T is
given an orientation, there is a well defined intersection pairing H1(T,Z)×
H1(T,Z)→ Z, and µ · λ is either 1 or −1.
Definition 3.1.5. A framing (µ, λ) on an oriented torus is said to be stan-
dardly oriented if µ · λ = −1. It is said to be non-standardly oriented if
µ · λ = 1.
The terminology comes from the fact that, if (µ, λ) is a standardly ori-
ented framing, then its image in the homology with complex coefficients
is a symplectic basis of H1(T ;C) in the sense of Definition 1.2.7. As we
shall see more in detail, if in Example 3.1.3 we choose the meridian of a
link component K in such a way that lk(µ,K) = 1, and the longitude λ
is oriented coherently with the orientation of K, then the framing is stan-
dardly oriented. On the other hand, the product framing of Example 3.1.2
is naturally non-standardly oriented.
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3.1.2 Symplectic structure and Lagrangians
Let Σ be a closed, oriented surface with a local coefficient system α ∈ Un(Σ).
The construction of Section 2.2.1 gives the structure of a complex symplectic
vector space to the cohomology with twisted coefficients H∗(Σ;Cnα). Thanks
to Proposition 2.3.7), we shall mostly care about middle degree H1(Σ;Cnα),
where we see that the symplectic form ω coincides with the intersection form
IαΣ (see Section 2.2.1). In our applications, Σ is a union of tori with a framing,
which is given in terms of (integer) homology classes. For these reason, it
is often more natural to work with homology instead of cohomology. We
consider thus the Poincare´ duality isomorphism
PDΣ : H1(Σ;Cnα)
∼−→ H1(Σ;Cnα),
and use it to induce the structure of a complex symplectic space onH1(Σ;Cnα).
If Σ is the boundary of a compact, oriented 3-manifold X with a local coef-
ficient system α ∈ Un(X), we define now
VαX := ker(H1(Σ;Cnα)→ H1(X;Cnα)).
Notation 3.1.6. In the case of the trivial one-dimensional local system,
leading to the usual cohomology with complex coefficients, we let the above
subspace be denoted simply by VX .
Let (V αX )
1 := (V αX ) ∩ H1(Σ;Cnα) denote the topological Lagrangian re-
stricted to middle degree.
Lemma 3.1.7. The space VαX is a Lagrangian subspace of H1(Σ;Cnα), and
PDΣ(VαX) = (V αX )1.
If the boundary components of X is decomposed as a disjoint union
∂X = −Sigma1unionsqΣ2 and X is seen as a cobordism from Σ1 to Σ2, we can use
the formalism of Section 1.5.1 and see the above subspace as a Lagrangian
relation VαX : H1(Σ1;Cnα)⇒ H1(Σ2;Cnα). We have then the following result,
where the data of an appropriate local coefficient system α is implicit.
Proposition 3.1.8. Let Y be a cobordism from a surface Σ1 to a surface
Σ2, and let L ∈ H1(Σ1;Cnα) be a Lagrangian subspace. Then, we have
PDΣ2((VαY )∗(L)) = (V αY )1∗(PDΣ1(L)).
In particular, if X is a compact, oriented 3-manifold with ∂X = Σ, we have
(VαY )∗(VαX) = VαY X .
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Proof. Consider the symplectic isomoprhism PD∂Y : H1(∂Y ;Cnα)→ H1(∂Y ;Cnα),
that thanks to Lemma 3.1.7 is such that
PD∂Y (VαY ) = (V αY )1.
As ∂Y = −Σ1 unionsq Σ2, this ismorphism can be described as
PD∂Y = PD−Σ1 ⊕PDΣ2 ,
and we can thus write the right-hand term of the equation of the first state-
ment as (PD−Σ1 ⊕PDΣ2(VαY ))∗(PDΣ1(L)). The statement follows then from
Remark 1.5.4, as PD−Σ1 = −PDΣ1 . The second statement is a consequence
of the first, as we can now write
PDΣ2((VαY )∗(VαX)) = (V αY )1∗(PDΣ1(VαX)),
and then, thanks to Lemma 3.1.7 and Proposition 1.5.6, we have
(V αY )
1
∗(PDΣ1(VαX)) = (V αY )1∗((V αX )1) = (V αY X)1 = PDΣ2(VαY X).
Remark 3.1.9. The composition of Lagrangian relations as it is defined in
Section 1.5.1 is better suited for cohomology than for homology. In fact, the
formula VαY X = VαY VαX , if Z is the composition of two cobordisms X and
Y , fails in this case. Moreover, the Lagrangian VαC associated to a product
cobordism [0, 1] × Σ is not the diagonal relation, but the “anti-diagonal”
instead, and thus it is not the neutral element under composition. 1 Notice
in any case that, even though V αY X = V
α
Y V
α
X is false at the level of Lagrangian
relations, the equality
(VαY )∗ ◦ (VαX)∗ = (VαY X)∗
holds true for the maps induced on the sets of Lagrangian subspaces.
Let T be an oriented torus with a local coefficient system α ∈ Un(T ),
that we shall think of as a representation α : pi1(T ) → U(n). We give a
1The reason of this difference is that the sign of the Poincare´ duality isomorphism
depends on the orientation of the surface, and thus it is opposite when viewing the same
attaching surface from the two cobordisms that are being glued. In principle, the definition
of the composition can be slightly modified in order to suit better in this context. We
shall not do it, as Proposition 3.1.8 is enough for our goals, and we do not need to ever
talk about composition of Lagrangian relations.
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way to associate to any element ν ∈ H∗(T ;Z) a Lagrangian subspace Wαν
of H1(T ;Cnα). Represent the class ν ∈ H∗(T ;Z) as a curve f : S1 → T , and
let α′ = f∗α the induced local coefficient system on S1. Then, the map
f∗ : H∗(S1;Cnα′)→ H∗(T ;Cnα) only depends on the initial element ν.
Wαν := im f∗ ⊆ H∗(T ;Cnα). (3.1)
Proposition 3.1.10. The space Wαν constructed above is a Lagrangian sub-
space of H1(T ;Cnα).
Proof. We decompose the representation space Cnα as A ⊕ B, where A is
the maximal subspace where the representation acts trivially, and B is a
complementary subspace. By Lemma 1.3.8, we have H∗(T ;B) = 0, and
thus there is a natural isomorphism
ϕ : H1(T ;Cnα)
∼−→ H1(T ;A)⊕H1(T ;B) = H1(T ;A).
The isomorphism ϕ clearly respects the symplectic structure. The induced
representation α′ on S1 gets decomposed accordingly, and we get a commu-
tative diagram
H1(S
1;Cnα)
f∗ //
∼

H1(T ;Cnα)
ϕ ∼

H1(S
1, A)⊕H∗(S1, B) // H1(T,A)⊕ 0,
where the lower horizontal map is also induced by f . In particular Wαν ,
which is by definition the image of f∗, is isomorphic through ϕ to
im(H1(S
1, A)→ H1(T,A)) = SpanC{a1 ⊗ ν, . . . , ar ⊗ ν},
where {a1, . . . , ar} is any basis of A. This is clearly a Lagrangian subspace,
because it is a half-dimensional subspace of H1(T,A) on which the intersec-
tion form vanishes. Hence Wαν ⊆ H1(T ;Cnα) is Lagrangian as well.
Example 3.1.11. Let α be a 1-dimensional unitary representation. If
α is nontrivial, the whole symplectic space H1(T ;Cα) vanishes thanks to
Lemma 1.3.8. If α is the trivial one-dimensional representation, we have
H1(T ;Cα) = H1(T ;C), and we can describe our Lagrangian explicitly as
Wαc = SpanC{c}.
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Let now Σ = T1 ∪ · · · ∪ Tr be a collection of framed oriented tori, with
framing F given by a meridian µi and longitude λi for each torus Ti. Let
α ∈ Un(Σ) be a local coefficient system. We define Lagrangian subspaces of
H1(Σ;Cnα) =
⊕r
i=1H1(Ti;Cnα) by
MαF :=
r⊕
i=1
Wαµi , LαF :=
r⊕
i=1
Wαλi .
We callMαF the Lagrangian generated by the meridians of F , and LαF the La-
grangian generated by the longitudes of F . If α is the trivial one-dimensional
system, we remove it from the notation. In view of Example 3.1.11, we have
in this case MF = SpanC{µ1, . . . , µr} and LF = SpanC{λ1, . . . , λr}. We
define corresponding Lagrangian subspaces in cohomology as
MαF := PD(H0(Σ;Cnα)⊕MαF ) = PD(MαF )⊕H2(Σ;Cnα),
LαF := PD(H0(Σ;Cnα)⊕ LαF ) = PD(LαF )⊕H2(Σ;Cnα).
Clearly, both Lagrangians are graded.
3.1.3 Compatible Riemannian metrics
Let T be a framed torus with meridian µ and longitude λ. We say that
a Riemannian metric g on T is compatible with the framing if there is an
isometry ϕ from T to the standard flat torus such that ϕ∗(µ) and ϕ∗(λ) are
the two canonical generators of H1(S
1×S1) ∼= Z2. The following result says
that up to isotopy there is exactly one such a metric on T (we recall that two
Riemannian metric on T are called isotopic if there is a self-diffeomorphism
of T isotopic to the identity that is an isometry between the two metrics).
Proposition 3.1.12. Let T be a framed torus. Then there is at least one
Riemannian metric compatible with the framing. Moreover, any two such
metrics are isotopic.
Proof. In order to construct a metric on T which is compatible with the
framing it is enough to choose a diffeomorphism ϕ : T → S1 × S1 such that
ϕ∗(µ) and ϕ∗(λ) are the two canonical generators of H1(S1×S1) ∼= Z2, and
equip T with the pull-back metric g := ϕ∗h of the standard flat metric h.
Let now g1 and g2 be two Riemannian metrics on T that are compatible
with the framing. Then, we have g1 = ϕ
∗
1h and g2 = ϕ
∗
2h for two diffeomor-
phisms ϕ1, ϕ2 : T → S1 × S1 such that, for i = 1, 2, (ϕi)∗(µ) and (ϕi)∗(λ)
are the two canonical generators of H1(S
1×S1). It is a well-know fact that
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two self-diffeomorphisms of the torus are isotopic if and only if they induce
the same map on pi1 = H1 (see Rolfsen [42, Theorem 4 of Section 2D]). As
a consequence, ϕ1 and ϕ2 (and hence g1 and g2) are isotopic.
Suppose now that α ∈ Un(T ) is a local coefficient system. As we
have seen in Section 2.2.1, a Riemannian metric on T allows us to iden-
tify H∗(T ;Cnα) with the space of twisted harmonic forms H∗(T ;Cnα) via the
Hodge–de Rham theorem. These identification give H∗(T ;Cnα) an inner
product and a unitary operator ? on H∗(T ;Cnα). By defining
γ =
{
−?, on H0 and H1,
? on H2,
,
we obtain a unitary operator on H∗(T ;Cnα) with the property that
γ2 = − id, 〈x, γ(y)〉 = ω(x, y).
This makes H∗(T ;Cnα) a Hermitian symplectic space. We shall now have
a closer look at Hermitian symplectic structure on a framed torus with a
compatible metric. We start with the untwisted case.
Lemma 3.1.13. Let (T, µ, λ) be a framed oriented torus, and let g be a
compatible Riemannian metric. Then, {PD(µ),PD(λ)} is an orthonormal
basis of H1(T ;C), and γ(PD(µ)) = ±PD(λ).
Proof. Suppose that the framing is standardly oriented, i.e. that µ ·λ = −1.
The proof can be easily adapted to the case where µ · λ = 1, and result will
have its sign reversed. Consider the canonical 1-forms on S1 × S1 whose
pull-backs to R2 under the exponential map are dx and dx respectively.
Using an isometry ϕ : T → S1×S1 sending λ and µ respectively to the first
and second canonical generator of H1(S
1× S1;Z), we pull back these forms
further to 1-forms dθλ, dθµ on T which are orthogonal, harmonic, of norm
2pi, and such that∫
µ
dθµ = 2pi,
∫
λ
dθµ = 0,
∫
λ
dθλ = 2pi,
∫
µ
dθλ = 0. (3.2)
Moreover, as λ · µ = 1, the diffeomorphism ϕ is orientation-preserving, and
hence we have ?dθλ = dθµ.
In order to understand how the star operator acts on Poincare´ duals of
homology classes, we need to see to what elements in H1(T ;C) the differen-
tial forms dθλ and dθµ correspond. We will show that, up to the Hodge–de
Rham isomorphism, we have
dθλ = −2piPD(µ), dθµ = 2piPD(λ). (3.3)
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It follows from the properties of dθλ and dθµ that {PD(λ),PD(µ)} is an
orthonormal basis of H1(T ;C). Moreover, the relation ?dθλ = dθµ gets
rewritten as ?(−2piPD(µ)) = 2piPD(λ), from which we deduce ?PD(µ) =
−PD(λ). It follows from the definition of γ that γ(PD(µ)) = PD(λ), so
that the proof is complete.
Let us hence prove (3.3). Using the fact that the Poincare´ duality map
is inverse to capping with the fundamental class, and the standard formula
〈α ∪ β, c〉 = 〈α, β _ c〉, we compute
〈PD(µ), λ〉 = 〈PD(µ),PD(λ) _ [T ]〉 = 〈PD(µ) ∪ PD(λ), [T ]〉 = µ · λ = −1,
〈PD(µ), µ〉 = 〈PD(µ),PD(µ) _ [T ]〉 = 〈PD(µ) ∪ PD(µ), [T ]〉 = µ · µ = 0,
〈PD(λ), µ〉 = 〈PD(λ),PD(µ) _ [T ]〉 = 〈PD(λ) ∪ PD(µ), [T ]〉 = λ · µ = 1,
〈PD(λ), λ〉 = 〈PD(λ),PD(λ) _ [T ]〉 = 〈PD(λ) ∪ PD(λ), [T ]〉 = λ · λ = 0.
By the universal coefficient theorem, the pairing with homology identifies
cohomology elements in an unequivocal way. Comparing these formulas with
those of (3.2), we see that dθλ corresponds to PD(µ) up to a factor −2pi,
and dθµ corresponds to PD(λ) up to a factor 2pi, so that (3.3) is verified.
As a consequence of Lemma 3.1.13, we get the following result about the
Lagrangians associated to a framing.
Proposition 3.1.14. Let Σ be a collection of tori with a framing F and a
compatible Riemannian metric. Then, for all α ∈ Un(Σ), we have γ(PD(MαF )) =
PD(LαF ).
Proof. By working, on each component separately, it is enough to prove the
result for a single framed torus (T,F), with F = (µ, λ). Arguing like in the
proof of Proposition 3.1.10, we have natural isomorphisms
H1(T,Cnα) ∼= A⊗H1(T ;C), H1(T,Cnα) ∼= A⊗H1(T ;C),
where A is the maximal subspace of Cn where α acts trivially. The Poincare´
duality isomorphism decomposes accordingly, and the symplectic operator
γ corresponds to − id⊗?, where ? denotes now the operator on H1(T ;C).
SinceMF = A⊗ SpanC(µ) and LF = A⊗ SpanC(λ), the conclusion follows
now from Lemma 3.1.13.
3.2 The main invariant
In this section, we introduce the rho invariant of a 3-manifold with framed
toroidal boundary. In Section 3.2.1, we define the invariant and prove some
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basic properties. In Section 3.2.2 we study how the invariant changes under
exchanging the role of meridians and longitudes. In Section 3.2.3, we see
how the general gluing formulas proved in Chapter 2 get translated in this
framework.
3.2.1 Definition and first properties
We are now ready to define the main invariant of our study.
Definition 3.2.1. Let (X,F) be a 3-manifold with framed toroidal bound-
ary and a local coefficient system α ∈ Un(X). The rho invariant of (X,F)
associated to α is the real number
ρα(X,F) := ρα(X, gF , LαF , LF ),
where  is the trivial n-dimensional local coefficient system on X and gF is
any Riemannian metric on ∂X that is compatible with F .
Remark 3.2.2. In other words, ρα(X,F) is defined in the following way: we
choose any Riemannian metric on X of product form near ∂X that extends
gF , and we set
ρα(X,F) = ηα(X,LαF )− n η(X,LF ).
Theorem 3.2.3. The invariant ρα(X,F) is well defined, and it is functorial
in the following way: if f : X → X ′ is an orientation-preserving diffeomor-
phism, F ′ := f∗(F) and α′ := (f−1)∗(α), we have
ρα(X,F) = ρα′(X ′,F ′).
On the other hand, we have ρα(−X,F) = −ρα(X,F).
Proof. Thanks to Proposition 3.1.12, all metrics on ∂X that are compatible
with F are isotopic. Then, ρα(X,F) is well defined by Proposition 2.2.13.
Let us prove the functoriality property. As F ′ = f∗(F), it is clear that the
metric gF ′ on ∂X ′ such that gF = f∗g′F is compatible with F ′. Moreover,
since Lα′F ′ = f∗(LαF ), we have
LαF = PDX(LαF )⊕H2(∂X;Cnα) = f∗ PDX′ f∗(LαF )⊕H2(∂X;Cnα) =
= f∗(PDX′(Lα′F ′)⊕H2(∂X;Cnα)) = f∗(Lα
′
F ′),
and in the same way we get LεF = f
∗(LεF ′). By definition, we get thus
ρα(X,F) = ρα(X, gF , LαF , LεF ) = ρf∗α′(Y, f∗gF ′ , f∗(Lα
′
F ′), f
∗(LεF ′)).
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while
ρα′(X
′,F ′) = ρα′(X ′, gF ′ , Lα′F ′ , LεF ′).
The conclusion follows by applying Proposition 2.2.11.
Remark 3.2.4. In fact, the metric gF and and the Lagrangians LαF and L
ε
F
only depend on the framing up to the sign of the meridians and longitudes.
In particular, ρα(X,F) = ρα(X,G) if F and G coincide up to sign. As a con-
sequence, in the setting of Theorem 3.2.3, we have ρα(X,F) = ρα′(X ′,F ′)
even if F ′ coincides with f∗(F) just up to signs.
Remark 3.2.5. Thanks to Theorem 3.2.3 and Remark 3.2.4, if f : X → X ′
is orientation reversing and F ′ coincides with f∗(F) up to signs, we have
ρα(X,F) = −ρα′(X ′,F ′).
The flexibility about signs is here very important for proving vanishing re-
sults, as an orientation-reversing self-diffeomorphism of X cannot satisfy
f∗(F) = F .
By choosing appropriate orientation-reversing self-diffeomorphisms, this
last remark can be readily used to prove that the rho invariant of a solid
torus D2 × S1 and of a cylinder I × S1 × S1, provided with the product
framing discussed in Example 3.1.2, vanish for all local coefficient system.
We postpone however the details to the following sections, where the rho
invariants of these manifolds will be studied for more general framings.
In Section 2.3 we introduced a slight modification of the eta invariants,
which fits somehow better in the gluing formulas. Namely, we set ηβ(X,V ) =
ηβ(X,V ). The next result describes the freshly defined rho invariant of a
3-manifold with framed toroidal boundary in terms of these modified eta
invariants.
Proposition 3.2.6. Let (X,F) be a 3-manifold with framed toroidal bound-
ary, and let α ∈ Un(X) be a local coefficient system. Then, for every Rie-
mannian metric on X that restrics to gF on the boundary and has product
form near it, we have
ρα(X,F) = ηα(X,MαF )− n η(X,MF ).
Proof. We need to show that ηβ(X,M
α
F ) = ηβ(X,L
β
F ) for β = α, . By
definition, we have ηβ(X,M
α
F ) = ηβ(X, γ(M
α
F )). Let H
k be a shorthand
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for Hk(Σ;Cnβ). Thanks to Proposition 3.1.14, γ(M
β
F ) coincides with L
β
F in
degree 1, so that. we have the decompositions
LβF = U ⊕H2, γ(MβF ) = U ⊕H0,
where U = PD(LβF ). Since H0 = γ(H2), we can apply Lemma 2.3.2, that
gives
ηβ(X, γ(M
β
F ))− ηβ(X,LβF ) = τ(γ(U)⊕H2, γ(U)⊕H0, V βX).
Because all Lagrangians involved are graded, the Maslov index can be com-
puted on the degree-one summands (Proposition 2.3.7), where it clearly
vanishes as two of them coincide. Hence, ηβ(X, γ(M
β
F )) = ηβ(X,L
β
F ) as
desired.
3.2.2 The reverse framing
Given a framing F , let F? denote the framing whose meridians are the
longitudes of F , and whose longitudes are the meridians of F . We call
F? the reverse framing of F . It is immediate to see that the Lagrangians
depending on the two framings are related by
MαF? = L
α
F , L
α
F? = M
α
F .
The rho invariants of (X,F) and (X,F?) differ by an integer, which can be
computed using Maslov indices.
Notation 3.2.7. In order to make the notation a bit lighter, in this chapter
we shall denote every triple Maslov index just by τ , omitting the name of
the complex symplectic space. It shall hopefully not create any confusion,
as it is normally clear from the variables. Whenever there is some ambiguity
related to whether we are using some symplectic structure or its opposite,
we shall specify the space in the text.
Proposition 3.2.8. Let (X,F) a 3-manifold with framed toroidal boundary
and let α ∈ Un(Y ) be a local coefficient esystem. Then,
ρα(X,F?)− ρα(X,F) = τ(LαF ,MαF ,VαX)− n τ(LF ,MF ,VX).
Proof. Using Proposition 3.2.6, we have
ρα(X,F?) = ηα(X,MαF?)− ηε(X,M εF?) = ηα(X,LαF )− ηε(X,LεF ).
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On the other hand, by definition we have ρα(X,F) = ηα(X,LαF )−ηε(X,LεF ).
By Lemma 2.3.2, we compute hence
ρα(X,F?)− ρα(X,F) = τ(LαF ,MαF , V αX )− τ(LεF ,M εF , V εX).
Since all the Lagrangians involved are graded, we can apply Proposition
2.3.7 and restrict the Maslov index to the degree 1 summands. On degree
1, we have LαF = PD(LαF ), MαF = PD(MαF ) and V αX = PD(VαX), and hence
we can compute the Maslov index in homology as
τ(LαF ,M
α
F , V
α
X ) = τ(LαF ,MαF ,VαX).
The same observation holds for the trivial local system. The proof is con-
cluded by observing that τ(LεF ,MεF ,VεX) = n τ(MF ,LF ,VX). This follows
from the fact that there is a natural symplectic isomorphism
H1(Σ;Cnε )
∼−→ (H1(Σ;C))n,
which transforms our initial Lagrangians to direct sums of n identical copies
of the ones appearing in the final formula.
3.2.3 Gluing formulas
Suppose that a 3-manifold Z with framed toroidal boundary is split along
some disjoint union of (framed) tori Σ as a union X ∪Σ Y . For comparing
the rho invariant of Z with those of X and Y , we shall employ the gluing
formulas of Section 2.3. It is hence convenient to see these manifolds as
cobordisms and adopt the formalism of Section 1.5.1. We shall then special-
ize the formula to the case where the result is a closed manifold, for which
such a formalism is not needed.
We can see an oriented 3-manifold X with boundary ∂X = −Σ1 ∪ Σ2
as a cobordism from Σ1 to Σ2. Given a local coefficient system α ∈ Un(X),
the canonical Lagrangian VαX will be seen as a Lagrangian relation
VαX : H1(Σ1,Cnα)⇒ H1(Σ2,Cnα).
If Σ1 is a disjoint union of tori with a framing F1 and Σ2 is a disjoint union
of tori with a framing F2, we shall denote the framing on ∂X coinciding
with F1 on −Σ1 and with F2 on Σ2 as F1 ∪F2. The framing F1 determines
a Lagrangian subspace MαF1 ⊆ H1(Σ1,Cnα) and the framing F2 determines
a Lagrangian subspace MαF2 ⊆ H1(Σ2,Cnα).
We obtain a new Lagrangian subspace of H1(Σ2,Cnα) by the action of
the cobordism on MαF1 .
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Notation 3.2.9. We set VαX,F1 := (VαX)∗(MαF1).
As we will see in Lemma 3.3.20, VαX,F1 has to be thought of (at least
heuristically) as the canonical Lagrangian associated to the manifold ob-
tained by gluing solid tori to X on Σ1 by capping the meridians of F1 with
a disk (compare with Remark 1.5.7). The relative position of MαF2 andVαX,F1 will be relevant in the next result, that is the main gluing formula for
rho invariants of 3-manifolds with framed toroidal boundary.
Theorem 3.2.10. Let Z = X ∪Σ Y an oriented 3-manifold, with ∂X =
−Σ′ unionsq Σ and ∂Y = −Σ unionsq Σ′′. Suppose that Σ, Σ′ and Σ′′ are all disjoint
unions of tori, with framings F , F ′ and F ′′ respectively. Let α ∈ Un(Z) be
a local coefficient system. Then
ρα(Z,F ′ ∪ F ′′) = ρα(X,F ′ ∪ F) + ρα(Y,F ∪ F ′′)+
+ τ(MαF ,VαX,F ′ ,VαY t,F ′′)− n τ(MF ,VX,F ′ ,VY t,F ′′),
(3.4)
where the two Maslov triple indices are taken respectively on H1(Σ;Cnα) and
H1(Σ;C).
Proof. By Proposition 3.2.6, we have
ρα(Z,F ′ ∪ F ′′) = ηα(Z,MαF ′ ⊕MαF ′′)− ηα(Z,M εF ′ ⊕M εF ′′),
ρα(X,F ′ ∪ F) = ηα(X,MαF ′ ⊕MαF )− ηα(X,M εF ′ ⊕M εF ),
ρα(Y,F ∪ F ′′) = ηα(Y,MαF ⊕MαF ′′)− ηα(Y,M εF ⊕M εF ′′).
Thanks to Theorem 2.4.3, we have
ρα(Z,F ′ ∪ F ′′) = ρα(X,F ′ ∪ F) + ρα(Y,F ∪ F ′′) + C,
where
C = τ(MαF , V
α
X (M
α
F ′), V
α
Y t(M
α
F ′′))− τ(M εF , V εX(M εF ′), V εY t(M εF ′′)).
The above Lagrangian subspaces are all graded, and thus the Maslov triple
index is 0 outside of degree 1. Thanks to Proposition 3.1.8 and the definition
of the Lagrangians, on degree 1 we have, for β = α, τ and PD = PDΣ,
(MβF )
1 = PD(MβF ), V βX(MβF ′)1 = PD(VβX,F ′), V βY t(MβF ′′)1 = PD(VβY t,F ′′).
The proof is then concluded by using the same argument as in the proof
of Proposition 3.2.8.
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In many applications, the correction term gets simplified. in the appli-
cations, for example, we shall normally restrict to local coefficient systems α
such that H∗(∂X;Cnα) = 0 because of Lemmma 1.3.8, and hence the Maslov
triple index in twisted homology disappears. Another common situation is
the one where the manifold X ∪Σ Y is closed, and the cobordism formalism
becomes unneeded. We make this explicit in the following.
Corollary 3.2.11. Let M = X ∪Σ Y be a closed, oriented manifold which
is the union of two 3-manifolds X,Y over a disjoint union of tori Σ. Let F
be any framing on Σ and α ∈ Un(M) be a local coefficient system. Then
ρα(M) = ρα(X,F) + ρα(Y,F) + τ(MαF ,VαX ,VαY )− n τ(MF ,VX ,VY ).
Proof. We apply Theorem 3.2.10 with Z = M . As Σ′ = Σ′′ = ∅, we have
VαX,F ′ = (VαX)∗(0) = VαX , VαY t,F ′′ = (VαY t)∗(0) = VαY t ,
and similarly for the trivial local system.
3.3 Solid tori and Dehn fillings
The simplest 3-manifold with non-empty toroidal boundary is the solid torus
D2×S1. The computation of ρα(D2×S1,F) for every framing F and local
coefficient system α turns out to be an interesting problem, which stays open
in general. In Section 3.3.1, we study the different framings on ∂(D2 × S1).
In Section 3.3.2, we prove some basic results that allow us to compute the
invariant for the product framing and for its reverse framing. In Section
3.3.3, we study in detail the behavior of the rho invariant of a 3-manifold
when a solid torus is glued to one of its toroidal boundary components.
In Section 3.3.4, we recall a classical formula for the Atiyah-Patodi-Singer
rho invariants of 3-dimensional lens spaces, and rewrite it in many different
ways. Using this computation and the gluing formulas, the computation of
ρα(D
2 × S1,F) is then approached again in Section 3.3.5.
3.3.1 Framings on the solid torus
The simplest 3-manifold with non-empty toroidal boundary is the solid torus
D2 × S1. The first integral homology group of its boundary is freely gener-
ated by the classes [∂D2] and [S1]. Classically, [∂D2] is called the meridian
of the solid torus, and [S1] is called the longitude (with respect to the specific
product structure at hand, which we take as fixed). The classical denomi-
nation coincide with the one arising from the product framing F× defined
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in Example 3.1.2. However different framings can be considered. As usual,
the set of all framings on ∂(D2×S1) is in a natural bijection with GL(2,Z)
(once a preferred framing is fixed). If we are only interested in framings
up to orientation-preserving diffeomorphisms of the solid torus, though, the
classification becomes simpler.
Definition 3.3.1. Given torus T with a framing F = (µ, λ), define the
slope with respect to F of an element γ = aµ+ bλ ∈ H1(T ;Z) as the number
a/b ∈ Q ∪ {∞}. We define the gradient of F as the slope of the class [∂D2]
with respect to F .
Convention 3.3.2. We set 1/∞ = 0 and −∞ =∞, so that the operations
of taking the opposite and the reciprocal of an element of Q∪ {∞} are well
defined. Moreover, we extend the sign function to Q∪{∞} (or even R∪{∞})
as
sgn(r) :=

1, if r 6=∞, r > 0
−1, if r 6=∞, r < 0
0, if r ∈ {0,∞}.
If F is standardly oriented, passing to complex coefficients, the slope
of γ with respect to a framing F = (µ, λ) coincides with the slope of the
Lagrangian subspace SpanC{γ} in H1(T ;C) with respect to the symplectic
basis (µ, λ), as it was introduced in Section 1.2.1. However, we shall now
focus on framings on the boundary solid torus that are non-standardly ori-
ented. There is a double reason for this choice: firstly, the most natural
framing, i.e. the product framing, is non-standardly oriented; secondly, very
often we shall use solid tori to perform Dehn fillings on 3-manifolds with
framed toroidal boundary (see Section 3.3.3), and the induced framing on
the boundary of the solid torus has in this case the opposite orientation.
The following result is a rephrasing of an elementary classical result.
Lemma 3.3.3. Let F and G be two non-standardly oriented framings on
∂(D2 × S1). Then, there exists an orientation-preserving diffeomorphism
f : D2×S1 → D2×S1 such that G = f∗(F) if and only if F and G have the
same gradient.
As a consequence of Lemma 3.3.3, non-standardly oriented framings up
to diffeomorphism are classified byQ∪{∞}. In fact, for every r ∈ Q∪{∞} we
can choose coprime integers p, q such that r = p/q and associate to r the class
of the framing Fr = (µ, λ) with µ = b[∂D2]−q[S1] and λ = −a[∂D2]+p[S1],
for some integers a, b such that bp−aq = 1. It is immediate to check that this
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choice of Fr gives a non-standardly oriented framing with [∂D2] = pµ+ qλ,
and hence with gradient r.
Example 3.3.4. The framings F∞ of gradient ∞ are those with meridian
µ = ±[∂D2] and longitude λ = k[∂D2] ± [S1], with k ∈ Z and the same
sign in the two equations. In particular, the product framing F× is in this
class. The other framings in this class can be seen as the product framings
corresponding to different choices of a product structure on the solid torus.
Warning 3.3.5. Given r ∈ Q∪{∞}, a non-standardly oriented framing Fr
of gradient r is only determined up to orientation-preserving diffeomorphism
of D2 × S1. Nevertheless, we shall often speak of Fr without specifying
explicitly which representative we are considering. As we are about to prove,
the rho invariant ρα(D
2 × S1,Fr) does not depend on this choice.
Remark 3.3.6. An analogous classification holds for standardly oriented
framings. As we have already said, we shall focus here on non-standardly
oriented framings. This is enough for the purpose of computing rho invari-
ants, as any standardly oriented framing can be turned into a non-standardly
oriented one by reversing (precisely) one between the meridian and the lon-
gitude, without changing the result. Notice though that this process also
changes the sign of the gradient. In other words, a standardly oriented fram-
ing on ∂(D2 × S1) of gradient r coincides up to sign with a non-standardly
oriented framing of gradient −r. In order to avoid confusion, we shall reserve
the notation Fr to non-standardly oriented framings.
3.3.2 First explicit computations
We shall think of local coefficient systems α ∈ Un(D2×S1) as representations
α : pi1(D
2 × S1) ∼= Z → U(n) Let t be the generator of pi1(D2 × S1) ∼= Z
corresponding to the fundamental class [S1] ∈ H1(S1;Z). A representation
α : pi1(D
2 × S1)→ U(n) is determined by the matrix α(t) ∈ U(n). Unitary
matrices are diagonalizable, and the equivalence class of a representation
α is determined by its eigenvalues of α(t). It follows that, for all α, the
complex conjugate representation α is equivalent to the one sending t to
α(t)−1.
We shall now prove a series of results about the rho invariants of D2×S1
by taking advantage of the symmetries of this manifold.
Proposition 3.3.7. For all framings F on ∂(D2 × S1) and for all repre-
sentations α : pi1(D
2 × S1)→ U(n), we have
ρα(D
2 × S1,F) = ρα(D2 × S1,F).
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Proof. Let ϕ be a reflection of D2, and ψ be a reflection of S1. Then
the map f := ϕ × ψ : D2 × S1 → D2 × S1 is an orientation preserving
diffeomorphism. The restriction of f to the boundary induces minus the
identity on H1(∂(D
2 × S1);Z), and hence f∗(F) coincides with F up to
signs. The induced map f∗ on pi1(D2 × S1) → U(n) sends the generator t
to t−1, and hence, by the discussion above, the induced representation f∗α
is equivalent to α. The result follows now from Proposition 3.2.8.
Corollary 3.3.8. The number ρα(D
2×S1,Fr) does not depend on the choice
of Fr inside the class of non-standardly oriented framings of slope r.
Proof. Let F and G be two non-standardly oriented framings of gradient r.
By Lemma 3.3.3, there is an orientation-preserving self-diffeomorphism of
D2×S1 such that f∗(F) = G. The induced map f∗ on pi1(D2×S1)→ U(n)
is either the identity or the involution t 7→ t−1. In the first case, Proposition
3.2.8 tells us immediately that ρα(D
2 × S1,F) = ρα(D2 × S1,G). In the
second case, it tells us that ρα(D
2×S1,F) = ρα(D2×S1,G), and the same
conclusion follows now from Proposition 3.3.7.
Proposition 3.3.9. For all r ∈ Q∪{∞} and for all α : pi1(D2×S1)→ U(n),
we have
ρα(D
2 × S1,F−r) = −ρα(D2 × S1,Fr).
Proof. Let Fr = (µ, λ) be a non-standardly oriented framing of gradient r,
i.e. such that [∂D2] = pµ+ qλ with p/q = r. Let ϕ be again a reflection of
D2. We consider now the map g := ϕ× id : D2×S1 → D2×S1, which is an
orientation reversing diffeomorphism. The induced framing g∗(Fr) = (µ′, λ′)
is by definition such that g∗([∂D2]) = pµ′ + qλ′, i.e. [∂D2] = −pµ′ − qλ′.
However, it is standardly oriented, because the restriction of g to ∂(D2×S1)
is also orientation-reversing. By turning the sign of one between µ′ and λ′, we
get a non-standardly oriented framing of gradient −p/q = −r. In particular,
g∗(Fr) coincides up to sign with F−r. Moreover, we have g∗α = α for all
choices of α, as g is homotopic to the identity on D2 × S1. The conclusion
follows once again from Proposition 3.2.8.
Corollary 3.3.10. For every choice of α : pi1(S
1 ×D2)→ U(n) we have
ρα(D
2 × S1,F0) = ρα(D2 × S1,F∞) = 0.
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Proof. The gradients r = 0 and r =∞ satisfy r = −r. Applying Proposition
3.3.9 to these values of r, we get
ρα(D
2 × S1,Fr) = −ρα(D2 × S1,Fr),
which implies that the rho invariant vanishes in the two cases.
For the next result, it is convenient to restrict the attention to one-
dimensional representations.
Proposition 3.3.11. For all r ∈ Q∪{∞} and non-trivial α : pi1(S1×D2)→
U(1), we have
ρα(D
2 × S1,F1/r) = −ρα(D2 × S1,Fr)− sgn(r).
Proof. Let F−r = (µ, λ) be a non-standardly oriented framing of gradient
−r, so that [∂D] = pµ + qλ with p/q = −r. Then, the framing (µ′, λ′)
defined by µ′ = λ, λ′ = −µ is non-standardly oriented and has gradient
−1/r, so that we can legitimately call it F1/r. Of course F1/r coincides up
to sign with the reverse framing F?−r = (λ, µ) (which is standardly oriented).
In particular, we have
ρα(D
2 × S1,F1/r) = ρα(D2 × S1,F?−r).
We apply now Proposition 3.2.8. Since the representation is one-dimensional
and non-trivial, the twisted homology of ∂(D2×S1) is 0 and the first Maslov
index vanishes. We remain hence with
ρα(D
2 × S1,F1/r) = ρα(D2 × S1,F−r)− τ(LF−r ,MF−r ,VD2×S1).
By definition we have LF−r = Cλ and MF−r = Cµ. Moreover, it is imme-
diate to see that VD2×S1 = ker(H1(∂(D2 × S1);C) → H1(D2 × S1;C)) is
generated by [∂D] = pµ+ qλ. We have hence
τ(LF−r ,MF−r ,VD2×S1) = τ(0,∞,−p/q).
In the last equality, we are using the notation of Section 1.2.1, and writing
slopes with respect to the symplectic basis (µ,−λ). By Proposition 1.2.8,
together with Convention 3.3.2, this equals − sgn(p/q) = sgn(r).
Corollary 3.3.12. For all non-trivial α : pi1(S
1 ×D2)→ U(1), we have
ρα(D
2 × S1,F1) = −1
2
.
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Proof. Applying Proposition 3.3.11 with r = 1, we get the equation
ρα(D
2 × S1,F1) = −ρα(D2 × S1,F1)− 1,
which yields immediately the desired result.
We conclude with the following result, showing that the canonical La-
grangian VαD2×S1 corresponds to the Lagrangian MαF∞ generated by the
meridian of the framing F∞ = F×.
Lemma 3.3.13. Let α : pi1(D
2 × S1)→ U(n) be any representation. Then,
VαD2×S1 =MαF∞ .
Proof. The two spaces we want to compare are described as
MαF∞ = im(H1(∂D2 × 1;Cnα)→ H1(∂D2 × S1;Cnα)),
VαD2×S1 = ker(H1(∂D2 × S1;Cnα)→ H1(D2 × S1;Cnα)).
In particular, proving MαF∞ = VαD2×S1 is the same as showing that the
sequence
H1(1× ∂D2;Cnα)→ H1(S1 × ∂D2;Cnα)→ H1(S1 ×D2;Cnα)
induced by the inclusions is exact. It is clear that the composition of the
two maps is trivial, because it factors through H1(1 × D2,Cnα) = 0. As a
consequence, the inclusion MαF∞ ⊆ VαD2×S1 is satisfied, and the two spaces
have to coincide as they are both half-dimensional.
3.3.3 Dehn fillings
Let X be an oriented 3-manifold and let T be a connected component of ∂X
which is provided with a framing F = (µ, λ). Let r be an element of Q∪{∞}.
Then there are coprime integers p, q such that p/q = r (with the convention
that ±1/0 = ∞), which are determined by r up to simultaneous change
of sign. We obtain a new oriented manifold Dp/q(X,F) by gluing a solid
torus V = D2 × S1 to X through an orientation-reversing diffeomorphism
f : ∂V → T such that the induced map f∗ : H1(∂V ;Z) → H1(T,Z) sends
the meridian [∂D2] of V to the element pµ+ qλ.
Definition 3.3.14. The manifold Dp/q(X,F) is said to be obtained through
a p/q-framed Dehn filling of X along F .
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The manifoldDp/q(X,F) is only well-defined up to orientation-preserving
diffeomorphism. The well-posedness in this sense of the above definition de-
pends on the following well-known elementary facts:
a) a diffeomorphism f as the one required above always exists;
b) for two such diffeomorphisms f1, f2 : ∂V → T , there is an orientation-
preserving diffeomorphism g : V → V such that f2 = f1 ◦ f1|∂V .
Remark 3.3.15. The r-framed Dehn filling along T identifies T with the
boundary ∂(D2×S1) of the solid torus. Under this identification, the fram-
ing F on T induces a framing on ∂(D2 × S1). If F is standardly oriented,
then the induced framing on ∂(D2×S1) is a non-standardly oriented framing
Fr of gradient r.
Suppose that X is connected and that x0 ∈ T is fixed, so that we can see
local coefficient systems α ∈ Un(X) as representations α : pi1(X,x0)→ U(n).
If i : T → X is the inclusion map, we have an induced map
i∗ : H1(T ;Z) ∼= pi1(T ;x0)→ pi1(X,x0),
and by Seifert-van Kampen’s theorem we have a natural isomorphism
pi1(Dp/q(X,F), x0) = pi1(X,x0)/〈i∗(pµ+ qλ)〉.
As a consequence, a representation α : pi1(X) → U(n) can be extended to
pi1(Dp/q(X,F)) if and only if it is trivial on i∗(pµ + qλ). In that case,
the extension is unique, and we shall normally keep calling it α. Notice
in particular that α extends to D∞(X,F) if and only if it is trivial on the
meridian, and to D0(X,F) if and only if it is trivial on the longitude.
Suppose now that (X,G) is a 3-manifold with framed toroidal boundary.
If T is a boundary component of X, we can write G = F∪F ′, where F is the
framing on T and F ′ is the framing on the remaining components. Then, a
Dehn filling Dr(X,F) is again a 3-manifold with framed toroidal boundary,
namely with framing F ′. We can now apply the gluing formulas of Section
3.2.3 to the case of Dehn fillings. For r ∈ Q ∪ {∞}, it is useful to consider
the Lagrangian subspace generated by a curve of slope r, namely
WαF ,r :=Wαpµ+qλ,
for F = (µ, λ) and p, q coprime integers such that p/q = r (see Section 3.1.2
(3.1) for the definition ofWαc ). From the definition, we see immediately that
WαF ,∞ =MαF , WαF ,0 = LαF
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and, for the trivial 1-dimensional representation,
WF ,r = SpanC(pµ+ qλ).
We have then the following result.
Proposition 3.3.16. Suppose that F is standardly oriented. If α ∈ Un(X)
extends to Dr(X,F), we have
ρα(Dr(X,F),F ′) = ρα(X,F ∪ F ′) + ρα(D2 × S1,Fr) + C,
where C = τ(MαF ,VαX,F ′ ,WαF ,r)− n τ(MF ,VX,F ′ ,WF ,r).
Proof. We use the gluing formula of Theorem 3.2.10 to get
ρα(Dr(X,F), α,F ′) = ρα(X,F ∪ F ′) + ρα(D2 × S1,F) + C,
with C = τ(MαF ,VαX,F ′ ,VαD2×S1)− n τ(MF ,VX,F ′ ,VD2×S1). Thanks to Re-
mark 3.3.15, the framing F on the boundary of the solid torus is a non-
standardly oriented framing of gradient r. In particular, we have
ρα(D
2 × S1,F) = ρα(D2 × S1,Fr).
The proof is hence completed if we show that, for a general α, VαD2×S1 gets
identified by the gluing with WαF ,r. By Lemma 3.3.13, we have VαD2×S1 =
MαF∞ . In other words, it is the Lagrangian generated by the meridian ofF∞, i.e. by [D2] ∈ H1(∂(D2 × S1);Z). The gluing sends [D2] to a curve
pµ+ qλ ∈ H1(T ;Z) of slope r, and hence it identifies VαD2×S1 with WαF ,r as
desired.
Proposition 3.3.16 gives a relationship between the rho invariant of the
manifold obtained by a Dehn filling and the one of the original manifold. In
order to make this useful in the applications, it would be good to know the
value of ρα(D
2 × S1,Fr) for as many choices of α and r as possible. The
problem is addressed in Section 3.3.5. The correction term C is often easy
to compute, as we see the following remark.
Remark 3.3.17. Suppose that the restriction of α to T has no trivial sum-
mand. Then, by Lemma 1.3.8, we have H∗(T ;Cnα) = 0. In particular, the
term τ(MαF ,VαX,F ′ ,WαF ,r) vanishes, and the correction term is just given by
C = −n τ(MF ,VX,F ′ ,WF ,r).
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This can be computed easily as soon as we are able to identify the Lagrangian
VX,F ′ ⊆ H1(T ;C). In fact, if a generator of this Lagrangian has slope s with
respect to F , by Proposition 1.2.8 we have
τ(MF ,VX,F ′ ,WF ,r) = τ(∞, s, r) = sgn(s− r),
where sgn(s − r) has to be interpreted as 0 as soon as r = ∞ or s = ∞.
Thus, under the assumption that α has no trivial summand on T , we have
ρα(Dr(X,F)) = ρα(X,F) + ρα(D2 × S1,Fr) + n sgn(r − s). (3.5)
Without any assumption on the representation (apart from the exten-
sion), moreover, the correction term vanishes in the case of ∞-framed Dehn
filling, as expressed by the following result.
Corollary 3.3.18. In the setting of Proposition 3.3.16, suppose that α ex-
tends to D∞(X,FT ). We have then
ρα(D∞(X,F),F ′) = ρα(X,F ∪ F ′).
Proof. The result follows immediately from Proposition 3.3.16, once it has
been observed that WαF ,∞ =MαF and WF ,∞ =MF .
Remark 3.3.19. Sometimes, we are interested in doing a Dehn filling on all
boundary components of (X,G), in order to obtain a closed manifold. We
introduce notation for one specific case that we will need in the applications,
namely that of the 0-framed filling along all boundary components of X
along the framing G. We let D0(X,G) denote the closed manifold obtained
in this way (this agrees with the usual notation if X only has one boundary
component). Suppose now that α ∈ Un(XL) extends to D0(X,G). As a 0-
framed filling is the same thing as an∞-filling on the reverse framing F∗, and
as the ∞-filling (whenever it is allowed) does not change the rho invariant,
we have thus ρα(D0(X,G)) = ρα(X,G∗) and thus, by Proposition 3.2.8,
ρα(D0(X,G)) = ρα(X,G) + τ(LαG ,MαG ,VαX)− n τ(LG ,MG ,VX).
The correction term in the gluing formulas seen so far appears to be
more complicated when there are non-glued boundary components, because
the Lagrangians of the form VαX,F do not carry an immediate geometrical
meaning and it might be hard to describe them explicitly using the defini-
tion. We conclude the section with a more geometrical description for them
in terms of Dehn fillings, which is available for some representations.
Let X be a 3-manifold with framed toroidal boundary, with ∂X parti-
tioned into two groups of components Σ and Σ′, with framings F and F ′
respectively. Let α ∈ Un(X) be a local coefficient system.
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Lemma 3.3.20. Let X be a compact, oriented 3-manifold, and let Σ ⊆ ∂X
be a disjoint union of tori with framing F . If α extends to the manifold X ′
obtained by an ∞-framed surgery along F on all components of Σ, then
VαX,F = VαX′ .
Proof. The manifold X ′ is obtained by gluing to X a disjoint union Y of
solid tori. By definition, ∞-framed Dehn filling identifies the meridians of
the solid tori to the meridians of the framing. In particular,MαF is identified
under the gluing with the corresponding Lagrangian MαF∞ for the product
framing of Y . By Lemma 3.3.13, we have hence MαF = VαY , and the result
follows now from Proposition 1.5.6 about the propagation under bordisms
of the canonical Lagrangians.
Remark 3.3.21. The above description of VαX,F always works if α is a triv-
ial local coefficient system. In general, α might not extend to D∞(X,F),
and in those cases the right term is not defined. We can think of VαX,F as
a formal replacement for it. In many cases, we shall restrict our attention
to 1-dimentional representations that restrict nontrivially to each boundary
component. In those cases, twisted homology of the boundary vanishes, and
the only correction term to be computed is the one for the trivial represen-
tation, which can be done with the help of Lemma 3.3.20.
3.3.4 Atiyah-Patodi-Singer invariants of lens spaces
Before going on with the computation for solid tori, it is useful to recall
and reformulate some classical results about eta and rho invariants of 3-
dimensional solid tori. For coprime integers p, q, consider the 3-dimensional
lens spaces L(p, q) (see Appendix A.1 for the conventions). A Hermitian
local coefficient system on L(p, q) can be seen as a unitary representation
α : pi1(L(p, q)) = Z/p → U(n). As every such α can be written as a di-
rect sum of 1-dimensional representations, we shall focus on representations
α : Z/p → U(1). The case p = 0 is not interesting. In fact, in that case we
have defined L(0,±1) to be S2 × S1, and its rho invariant is trivial because
it admits an orientation-reversing self-diffeomorphism that is trivial on the
fundamental group.
We suppose from now on that p is different from 0. We observe in
this case that the representations α : Z/p→ U(1) are in a natural bijection
with the set of pth roots of unity: to each such root ω, we associate the
representation αω sending 1 to ω.
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Notation 3.3.22. Given a pth root of unity ω, we write
ρ(L(p, q), ω) := ραω(L(p, q)).
Remark 3.3.23. Thanks to the equalities and diffeomorphisms of Propo-
sition A.1.1, for r ≡ q mod p and s ≡ q−1 mod p, we have
ρ(L(p, q), ω) = ρ(L(p, q), ω−1) = −ρ(L(−p, q), ω) = −ρ(L(p,−q), ω)
= ρ(L(p, r), ω) = ρ(L(p, s), ωs).
Formulas for the rho invariants of lens spaces were given since the orig-
inal paper of Atiyah, Patodi and Singer [3, Proposition 2.12], using the
G-signature theorem. The result can be expressed in many equivalent ways.
We choose as a starting point a description of Casson and Gordon in terms
of lattice points in a triangle. For (x, y) ∈ R2, let ∆(x, y) be the triangle
with vertices (0, 0), (x, 0) and (x, y). For such a triangle, we consider the
number int(∆(x, y)) given by counting:
• +1 for every point of Z2 that lies in the interior of ∆(x, y);
• +1/2 for every point of Z2 that lies in the interior of its edges;
• +1/4 for every point of Z2 \ {(0, 0)} that coincides with one of the
vertices.
Then, the following formula is verified.
Theorem 3.3.24 (Casson-Gordon). Let p, q be two positive coprime inte-
gers, and let ζ = e2pii/p. Then, for k ∈ {1, 2, . . . , p− 1}, we have
ρ(L(p, q), ζkq) = 4
(
int ∆
(
k,
kq
p
)
− area ∆
(
k,
kq
p
))
.
Proof. Set z := e2piin/p, with n = gcd(p, k), and set r := k/n. Then, we
have ζkq = zrq. The representation sending 1 to ωq has as its image the set
of mth roots of unity, with m such that p = mn. In this setting, Casson and
Gordon [10, pp.187-188] gave the formula 2
ρ(L(p, q), zrq) = −4
(
area ∆
(
nr,
rq
m
)
− int ∆
(
nr,
rq
m
))
,
that can be immediately rewritten as in the statement.
2Thanks to the Atiyah-Patodi-Singer theorem, their invariant σ coincides indeed with
the rho invariant up to a minus sign.
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We rewrite now the formula of Casson and Gordon in a way that make-
explicit computations more feasible. In the following let ((·)) : R→ (−12 , 12)
be the periodic sawtooth function defined by
((x)) :=
{
x− bxc − 12 , if x ∈ R \ Z,
0, if x ∈ Z.
Corollary 3.3.25. Let p, q be two coprime integers with p 6= 0, and let
ζ = e2pii/p. Then, for k ∈ {1, 2, . . . , |p| − 1}, we have
ρ(L(p, q), ζkq) = −4
k−1∑
j=1
((
qj
p
))
− 2
((
qk
p
))
.
Proof. We first suppose p, q > 0, in order to apply Theorem 3.3.24. It is
clear that 4 area ∆
(
k, kqp
)
= 2qp k
2. Moreover, we can count the lattice points
inside the triangle by following vertical lines {(x, y) |x = j}, for j = 1, . . . , k,
and then summing over j. We obtain
4 int ∆
(
k,
kq
p
)
= 4
k−1∑
j=1
(
1
2
+
⌊
jq
p
⌋)
+ 4
(
1
4
+
1
2
⌊
kq
p
⌋)
=
= 2k − 1 + 4
k−1∑
j=1
⌊
jq
p
⌋
+ 2
⌊
kq
p
⌋
,
and it follows thus from Theorem 3.3.24 that
ρ(L(p, q), ζkq) = −2q
p
k2 + 2k − 1 + 4
k−1∑
j=1
⌊
jq
p
⌋
+ 2
⌊
kq
p
⌋
. (3.6)
This is exactly −4 times the final expression of Remark A.2.5, and thus it
can be rewritten as it appears in the statement. As the two sides of the
identity behave in the same way when either p or q is changed sign, the
result keeps holding for non-positive choices of p and q.
Remark 3.3.26. Even though it is less elegant than the formula in the
statement, the intermediate step (3.6) can be more useful for quick compu-
tations. For example, in the case q = 1 it leads immediately to
ρ(L(p, 1), ζk) = −2
p
k2 + 2k − 1 = 2k(p− k)
p
− 1.
Alternatively, in terms of t = k/p ∈ 1pZ, this can be written as
ρ(L(p, 1), e2piit) = 2p · t(1− t)− 1.
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The lens space L(p, q) has a natural Riemannian metric inherited from
the standard metric of S3. It is possible to get a sharper result than Theorem
3.3.24, identifying precisely the contribution of the twisted and untwisted
eta invariant with respect to this metric. Namely, in the original series of
paper about eta invariants, Atiyah, Patodi and Singer proved that
η(L(p, q)) = −1
p
p−1∑
j=1
cot
pik
p
cot
pikq
p
. (3.7)
Up to a multiplicative constant, this is a classical expression for the value
of the Dedekind sum s(q, p). We show that, more generally, the twisted
eta invariant η(L(p, q), ω) := ηω(L(p, q)) can be expressed in terms of the
Dedekind-Rademacher sum
sx,y(a, c) :=
|c|−1∑
j=0
((
a(j + x)
c
+ y
))((
j + x
c
))
,
defined for coprime integers a, c with c 6= 0 and real numbers x, y (note that
sx,y(a, c) is 1-periodic in both x and y). This is a true generalization of the
classical Dedekind sums, as we have s0,0(a, c) = s(a, c). See Appendix A.2
for some basic results about the classical and generalized Dedekind sums.
Theorem 3.3.27. Let p, q coprime integers with p ≥ 0, and let y ∈ 1pZ.
Then, we have
η(L(p, q), e2piiy) = −4s0,y(q, p).
Proof. If y is an integer, we are looking at the untwisted eta invariant. By
the 1-periodicity of the Dedekind-Rademacher sums, we have s0,y(q, p) =
s0,0(q, p) = s(q, p). So, the result to be proved in this case is
η(L(p, q)) = −4s(q, p). (3.8)
This follows from (3.7) via the cotangent formula for the Dedekind sums
(A.4), as it was observed by Atiyah [1, p. 356].
In the general case, find k, n ∈ Z such that y = kq/p + n. Then, by
Corollary 3.3.25 we have
ρ(L(p, q), e2piiy) = −4
k−1∑
j=1
((
qj
p
))
+
1
2
((
qk
p
)) .
Thanks to Lemma A.2.4, we can rewrite the above expression as
ρ(L(p, q), e2piiy) = −4 (s0,y(q, p)− s(q, p)) . (3.9)
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On the other hand, we have by definition
ρ(L(p, q), e2piiy) = η(L(p, q), e2piiy)− η(L(p, q)),
and the conclusion follows then from (3.8).
3.3.5 More computations on the solid torus
In Section 3.3.1, we classified all positively-oriented framings on the bound-
ary of a solid torus up to orientation-preserving diffeomorphism. Namely,
we saw that they are in bijection with Q ∪ {∞} through their gradient
(see Definition 3.3.1 and Lemma 3.3.3). Moreover, we saw that the number
ρα(D
2 × S1,Fr) does not depend on the choice of the specific framing Fr
among the positively-oriented framings of gradient r, and established some
properties and first computations. With the help of the result of Section
3.3.4, together with our gluing formulas, we wish now to compute the rho
invariants of solid tori for more values of α and r. As we will see, the
invariant has (maybe unexpectedly) a very complicated behavior.
First of all, we observe that every representation α : pi1(D
2×S1)→ U(n)
can be written as the direct sum of 1-dimensional representations. As rho
invariants are additive with respect to direct sums of representations, hence,
it is enough to compute ρα(D
2 × S1,Fr) for 1-dimensional representations.
Every 1-dimensional representation, in turn, can be represented by an ele-
ment in U(1), corresponding to the image of the class [S1]. Pre-composing
with the exponential map, this leads to a family of 1-periodic functions
Sr : R→ R given, for fixed r ∈ Q ∪ {∞}, by
Sr(t) := ραt(D
2 × S1,Fr),
where αt is the representation sending [S
1] to e2piit. Of course we have
Sr(0) = 0 for all r, as 0 corresponds to the trivial representation. More
generally, by periodicity, Sr(n) = 0 for all integers n, and we can focus on
the study of the function on R \ Z or even just on (0, 1). We prove now
that Sr is continuous outside of Z, and recall the properties about it that
we proved in Section 3.3.1.
Proposition 3.3.28. For all r ∈ Q ∪ {∞}, Sr : R \ Z→ R is a continuous
function, satisfying, for all t ∈ R \ Z,
(i) Sr(t+ 1) = Sr(t).
(ii) Sr(−t) = Sr(t).
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(iii) S−r(t) = −Sr(t). As a consequence, S0(t) = S∞(t) = 0.
(iv) Sr(t) + S1/r(t) = − sgn(r). As a consequence, S1(t) = −12 .
Proof. Property (i) is the 1-periodicity of Sp, that we have already dis-
cussed. Properties (ii), (iii) and (iv) follow respectively from Proposition
3.3.7, Proposition 3.3.9 and Proposition 3.3.11.
Now, set Y := D2 × S1. For proving that Sr is continuous on R \ Z, we
write
Sr(t) = ηαt(D
2 × S1, LαtFr)− η(D2 × S1, LFr),
where the eta invariants are computed with respect to any Riemannian met-
ric on Y whose restriction to ∂Y is compatible with Fr. Hence, Sr is con-
tinuous exactly where the function t 7→ ηαt(Y,LαtFr) is continuous. For every
non-trivial representation α : pi1(Y )→ U(1), by Lemma 1.3.8 we have
H∗(Y ;Cα) = 0, H∗(∂Y ;Cα) = 0. (3.10)
It follows that, for non-trivial α, we have LαFr = V
α
Y = 0. For t ∈ R, let Dt
denote the odd signature operator on Y associated to the representation αt
and the canonical boundary conditions V αtY (see Section 2.2.2). For t /∈ Z
we have then, by definition,
ηαt(Y,L
αt
Fr) = ηαt(Y, 0) = η(Dt).
Now, fix s ∈ R \ Z. By the results of Kirk and Lesch [28, (7.6)], for h small
enough we have
η(Ds+h)− η(Ds) = 2 SF(h)− (dim kerDs+h − dim kerDs) + I(h), (3.11)
where SF(h) ∈ Z denotes the spectral flow of Dt between s and s + h,
and I(h) =
∫ s+h
s
dη(Dt)
dt dt is a smooth function with respect to h with the
property that I(0) = 0. From (3.10) and the general observation that there
is an isomorphism [29, Lemma 8.6]
kerDαY,V αY
∼= im(Heven(Y, ∂Y ;Cα)→ Heven(Y ;Cα)),
we see immediately that, for t /∈ Z, we have ker(Dt) = 0. From these facts,
it also follows that SF(h) is zero. As a consequence, (3.11) can be rewritten
as
η(Ds+h)− η(Ds) = I(h),
and it follows that t 7→ η(Dt) is continuous at the point s.
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Thanks to properties (ii) and (iii), we can focus on studying the function
Sr for r ≥ 1, and derive it then for all other values of r. For example, with
the information at hand we can also see that S−1(t) = 12 for all t /∈ Z.
We use the above result, together with the gluing formulas for Dehn
fillings, in order to relate the functions Sr with the rho invariants of lens
spaces. It is convenient to set up the following notation.
Notation 3.3.29. Given coprime integers p and q, with p 6= 0, for k ∈ Z
we set
`(p, q, k) := ρ(L(p, q), e2piikq/p).
Remark 3.3.30. The value of `(p, q, k) is clearly p-periodic on k. According
to the result of Section 3.3.4, for p > 0 and k ∈ {1, . . . p − 1}, we have
equalities
`(p, q, k) =− 2q
p
k2 + 2k − 1 + 4
k−1∑
j=1
⌊
jq
p
⌋
+ 2
⌊
kq
p
⌋
=
= −4
k−1∑
j=1
((
qj
p
))
− 2
((
qk
p
))
= −4 (s0,kq/p(q, p)− s(q, p)) .
Proposition 3.3.31. Let (a, c) and (p, q) be two pairs of coprime integers,
and let b, d integers such that ad − bc = 1. Then, for t = kpc+qa ∈ 1pc+qaZ,
t /∈ Z, we have
Sp/q(t) + Sa/c((pd+ qb)t) + sgn
(
p
q +
a
c
)
= `(pc+ qa, pd+ qb, k).
Proof. Let V,W be two copies of the solid torus D2 × S1, and denote their
usual meridians and longitudes by
µV , λV ∈ H1(∂V ;Z), µW , λW ∈ H1(∂W ;Z)
(i.e. µV and µW correspond to the class [∂D
2], while λV and λW correspond
to [S1]). Moreover, let F = (µ, λ) be the standardly oriented framing on ∂V
defined by the relations{
µV = −pµ+ qλ
λV = −rµ+ sλ,
with
(
p r
q s
)
∈ SL(2,Z). (3.12)
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Thanks to Proposition 3.3.16 (see also Remark 3.3.17), for every represen-
tation α : pi1(V )→ U(1) that extends to the filling, we have
ρα(Da/c(V,F)) = ρα(V,F) + ρα(W,Fa/c) + sgn
(
p
q +
a
c
)
. (3.13)
By definition, the framing F coincides up to sign with a non-standardly
oriented framing Fp/q of gradient p/q. Hence, ρα(V,F) = ρα(V,Fp/q).
Now, the manifold Da/c(V,F) can be built as the union of V and W
along a gluing diffeomorphism ϕ : ∂W → ∂V such that{
ϕ∗(µW ) = aµ+ cλ
ϕ∗(λW ) = bµ+ dλ
(such a map is indeed orientation-reversing, as the framing (µW , λW ) is
non-standardly oriented). Its inverse map ψ : ∂V → ∂W , thus, is such that{
ψ∗(µ) = dµW − cλW
ψ∗(λ) = −bµW + aλW .
(3.14)
Putting together (3.12) and (3.14), we see thus that{
ψ∗(µV ) = −(pd+ qb)µW + (pc+ qa)λW
ψ∗(λV ) = −(rd+ sb)µW + (rc+ sa)λW .
(3.15)
From the first equation of (3.15), it follows that there is an orientation-
preserving diffeomorphism
f : Da/c(V,F) ∼−→ L(pc+ qa, pd+ qb)
such that the induced map on the fundamental groups sends the class of λW
to [1] ∈ Z/(pc+ qa) (see Proposition A.1.2 and Remark A.1.3)
For t = kpc+qa , we consider now the (pc+qa)
th root of unity ω = e2piit, and
we let α : pi1(V ) → U(1) be the representation sending λV to ω. From the
inverse relations of (3.15), we see that such a representation extends to the
filling, and that the class corresponding to λW is sent to ω
pd+qb = e2pii(pd+qb)t.
It follows that, with respect to this representation, we have
ρα(V,F) = ρα(V,Fp/q) = Sp/q(t), ρα(W,Fa/c) = Sa/c((pd+ qb)t)
and
ρα(Da/c(V,F)) = ρ(L(pc+ qa, pd+ qb), ωpd+qb) = `(pc+ qa, pd+ qb, k).
Plugging these values into (3.13), we find the desired formula.
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Proposition 3.3.31 allows us to compute the value of Sp/q(t) for many
values of t ∈ (0, 1).
Corollary 3.3.32. Let p, q be two positive coprime integers, with p > q.
Then, we have
(i) Sp/q(k/q) = `(q, p, k) for all k ∈ Z;
(ii) Sp/q(k/p) = −`(p, q, k)− 1 for all k ∈ Z, k 6≡ 0 mod p;
(iii) Sp/q(k/(p+ q)) = −`(p+ q, q, k)− 1/2 for all k ∈ Z, k 6≡ 0 mod p+ q;
(iv) Sp/q(k/(p− q)) = −`(p− q, q, k)− 3/2 for all k ∈ Z, k 6≡ 0 mod p− q.
In Appendix A.3 we added graphs, generated with the software Math-
ematica, representing all the values that can be computed for Sp/q(t) for
p = 31 and all 1 ≤ q ≤ 30, by the use of Corollary 3.3.32. This gives at least
an idea of the shape of the graph of these functions on the whole interval
(0, 1).
Remark 3.3.33. As the formula for the rho invariant of L(p, q) is partic-
ularly simple in the case q = 1 (see Remark 3.3.26), there are very nice
expressions for the value Sp(t) (p ∈ N) at some values of t. Namely, for
positive p, we find from the formulas (ii), (iii) and (iv) of Corollary 3.3.32
that
Sp(t) =

−2pt(1− t), if t ∈ 1pZ ∩ (0, 1),
−2(p+ 1)t(1− t) + 12 , if t ∈ 1p+1Z ∩ (0, 1),
−2(p− 1)t(1− t)− 12 , if t ∈ 1p−1Z ∩ (0, 1).
(3.16)
In fact, the expression Sp(t) = −2pt(1−t) stays true for every t ∈ 1pZ∩(0, 1).
This can be seen by applying Proposition 3.3.31 with a = p, c = q = 1,
b = −1, d = 0, leading to
Sp(t) + Sp(−t) + 1 = `(2p,−1, k).
This can be rewritten as
2Sp(t) = −`(2p, 1, k)− 1,
which implies the said expression. The formulas of (3.16) show that, on
some discrete subset of (0, 1), the points of the graph of Sp(t) distribute
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themselves along three different parabolas, all having the same vertex at
t = 1/2, where
Sp(
1
2) = −p2 .
See for example the first graph of Appendix A.3, corresponding to the case
p = 31.
Even though using Corollary 3.3.32 we are able to identify the value of
Sp/q(t) for t a discrete subset of (0, 1), that grows bigger for bigger p and
q, the function is continuous and a complete relation with already known
functions remains so far mysterious. The fact that Sp/q(t) coincides with
−4(s0,pt(p, q) − s(p, q)) for t ∈ 1qZ and that both functions are well-defined
1-periodic functions on R might lead to the expectation that the functions
coincide for all values. In fact, however, this conjecture is quickly disproved
by direct computation, and the function on the right is not even continuous
in t.
The family of functions Sr seems to contain a quite high amount of
number-theoretical information, and it satisfies a reciprocity formula that is
even simpler than the one satisfied by Dedekind sums, namely
Sp/q(t) + Sq/p(t) = −1
for positive p and q. For these reasons, we conclude the section with the
following (loosely formulated) open problem.
Problem 3.3.34. What is the value of Sr(t) = ραt(D
2×S1,Fr) for generic
r ∈ Q∪{∞} and t ∈ R? What is the true relation of this family of functions
with analytic number theory and with other mathematical objects?
3.4 Additional topics and problems
In this section, we give a precise formulation and partial solutions to two
more important problems regarding the rho invariant of 3-manifolds with
framed toroidal boundary. In Section 3.4.1, we attack the problem of study-
ing a formula for a general change of framing on the boundary of a manifold.
In Section 3.4.2, we study the rho invariant of a manifold of the form F×S1,
where F is a compact oriented surface.
3.4.1 Change of framing formulas and thick tori
Given two different framings F and F ′ on the (toroidal) boundary of a com-
pact, oriented 3-manifold X with a local coefficient system α ∈ Un(X), we
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can ask ourselves how ρα(X,F) and ρα(X,F ′) are related. The dependence
of Kirk-Lesch rho invariants on the boundary conditions is well understood
thanks to Theorem 2.2.5 (i). However, a framing prescribes not only the
boundary conditions, but also the Riemannian metric on the boundary,
which makes the problem much harder. The case of the conjugate fram-
ing is easier to analyze, as it induces the same Riemannian metric as the
original framing. For this specific change of framing, we have computed in
Proposition 3.2.8 that
ρα(X,F?)− ρα(X,F) = τ(MαF ,LαF ,VαX)− n τ(MF ,LF ,VX). (3.17)
Suppose now for simplicity that X has a single boundary component T ,
and let F and F ′ be any two framings on T . Then, up to diffeomorphism,
we can see the manifold (X,F ′) as obtained from gluing to (X,F) a cylinder
[0, 1] × T , with framing F on −{0} × T and F ′ on {1} × T . We set from
now on I := [0, 1]. We obtain thus the following result.
Proposition 3.4.1. The difference ρα(X,F ′)− ρα(X,F) is given by
ρα(I × T,F ∪ F ′) + τ(MαF ,VαX ,MαF ′)− nτ(MF ,VX ,MF ′).
Proof. It is a direct application of the gluing formula of Theorem 3.2.10,
together with the observation that the cylinder I ×T acts as the identity in
the propagation of Lagrangian subspaces in the sense of Section 1.5.2.
It is thus clear that, in order to get an explicit change-of-framing formula,
it is needed to compute the rho invariant of a thick torus I × T with two
different framings at the two ends. We shall see local coefficient systems
α ∈ Un(I × T ) as representations α : pi1(I × T ) → U(n). As in the case of
solid tori, it is enough to consider 1-dimensional representations, as every
other representation splits as a direct sum of them.
In order to study the rho invariants of thick tori, we introduce the fol-
lowing notation. Given an oriented torus T with two standardly oriented
framings F = (µ, λ) and F ′ = (µ′, λ′), there are integers a, b, c, d such that{
µ = aµ′ + cλ′
λ = bµ′ + dλ′,
with A :=
(
a b
c d
)
∈ SL(2,Z). (3.18)
We write in this case F ′ = AF . In this way, SL(2,Z) acts freely and
transitively on the left on the sets of all standardly oriented framings on T .
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Remark 3.4.2. Note that, if F is standardly oriented, then the conjugate
framing F∗ is non-standardly oriented. Thus, it does not fall in the previous
description. However, by reversing either the meridian or the longitude, we
obtain a standardly oriented framing that coincides with F∗ up to sign. The
two framings obtained in this way correspond to the matrices
(
0 −1
1 0
)
and(
0 1−1 0
)
.
Observe now that there is a natural isomorphism pi1(T ) = H1(T ;Z), and
a framing F on T prescribes two generators µ, λ, for this abelian group. We
set the following notation.
Notation 3.4.3. Given two framings F ,F ′ on a torus T , let F ∪F ′ denote
the framing on ∂(I × T ) given by F on −{0} × T and F ′ on {1} × T .
We define now a function Θ: SL(2,Z)× R2 → R
Θ(A, (x, y)) := ρα(I × T,F ∪AF),
where (T,F) is any standardly oriented torus, AF = (µ′, λ), and α : pi1(I ×
T )→ U(1) is the representation defined by α(µ′) = e2piix and α(λ′) = e2piiy.
From the diffeomorphism properties of rho invariants (Theorem 3.2.3), it is
immediate to see that Θ is well defined function, which is 1-periodic in both
of its real variables.
Set S :=
(
0 −1
1 0
) ∈ SL(2,Z). We state now some of the basic properties
of Θ.
Proposition 3.4.4. Let v ∈ R2 \ Z2, and let A = ( a bc d ) , B = ( a′ b′c′ d′ ) ∈
SL(2,Z). Then
(i) Θ(Id, v) = Θ(S, v) = 0;
(ii) Θ(−A, v) = Θ(A, v);
(iii) Θ(A, v) = −Θ(A−1, Atv);
(iv) Θ(AB, v) = Θ(A,Btv) + Θ(B, v)− sgn(cc′c′′), where AB =: ( a′′ b′′
c′′ d′′
)
.
Moreover, for all A ∈ SL(2,Z), the function Θ(A, ·) is continuous in R2\Z2.
Proof. (ii) is trivial, as the framings corresponding to A and −A coincide
up to sign. We prove then (iii). Using the reflection on I, for every repre-
sentation α we have by Theorem 3.2.3
ρα(I × T,F ∪AF) = −ρα(I × T,AF ∪ F). (3.19)
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Now, let F = (µ, λ), AF = (µ′, λ′) and v = (x, y). Then, it follows from
(3.18) that {
α(µ′) = e2piix,
α(λ′) = e2piiy,
=⇒
{
α(µ) = e2pii(ax+cy),
α(λ) = e2pii(bx+dy).
(3.20)
This implies that (3.19) gets rewritten as Θ(A, v) = −Θ(A−1, Atv), as
desired. We prove now (i). The equality Θ(Id, v) = 0 follows immedi-
ately from (iii). For proving the other equality, observe that, by definition,
Θ(S, v) = ρα(I × T,F ∪ F∗). Using (3.17), we see (after an easy Maslov
index computation) that
Θ(S, v) = ρα(I × T,F∗ ∪ F) = Θ(S−1, Stv).
Then, (iii) also implies that Θ(S, v) = 0, and the proof of (i) is complete. For
proving (iv), we write Θ(AB, v) = ρα([0, 2]× T,F ∪ABF). We decompose
the thick torus above as
[0, 2]× T = ([0, 1]× T ) ∪{1}×T ([1, 2]× T ),
and provide the torus {1} × T with the framing BF . Then, by Theorem
3.2.10, we have
Θ(AB, v) =ρα([0, 1]× T,F ∪BF) + ρα([1, 2]× T,BF ∪ABF)+
− τ(MBF ,MF ,MABF ).
From the same observation as the one used for proving (iii), we have
ρα([0, 1]× T,F ∪BF) = Θ(A,Btv), ρα([1, 2]× T,BF ∪ABF) = Θ(B, v),
and it only remains to identify the Maslov index. Set G := BF and write
now G = (µ, λ). Then, we have
τ(MBF ,MF ,MABF ) = τ(MG ,MB−1G ,MAG).
From the descriptions
MG = SpanC(µ), MB−1G = SpanC(a′µ+ c′λ), MAG = SpanC(dµ− cλ),
we can hence compute, using Proposition 1.2.8,
τ(MG ,MB−1G ,MAG) = τ
(
∞, a
′
c′
,−d
c
)
= sgn
(
a′
c′
+
d
c
)
= sgn
(
ca′ + dc′
cc′
)
.
This is exactly the desired result, as we have the identity ca′+dc′ = c′′, and
sgn(∞) is 0 by definition.
The proof of continuity is the same as the one for the analogous result
about the function Sr (see Proposition 3.3.31).
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The function Θ is at least as complicated as the family of functions Sr
(for r ∈ Q ∪ {∞}) defined in Section 3.3.5. In fact, we have the following
result.
Proposition 3.4.5. Let A =
(
a b
c d
) ∈ SL(2,Z). Then, for all ω ∈ U(1), we
have
Θ(A, (0, t)) = −Sd/c(t).
Proof. Consider the standard torus T = S1×S1 with the standardly oriented
framing F× = (−e1, e2), where
e1 := −[{1} × S1], e2 := −[S1]× {1}.
By definition, then, we have
Θ(A, 1, ω) = ρβ(I × T, (A−1F×) ∪ F×),
where β is the representation sending −e1 to 1 and e2 to e2piit. Observe that,
as F and A−1F are standardly oriented on T , A−1F is non-standardly ori-
ented on the boundary component −{0}×T , while F is standardly oriented
on {1}×T . We can perform an∞-framed filling on {1}×T = {1}×S1×S1,
by capping the first S1-factor with a disk, without changing the rho in-
variant thanks to Corollary 3.3.18. The resulting manifold is a solid torus
D2 × S1, with framing F = (µ, λ) corresponding to A−1F×. Recalling that
F× = (−e1, e2) and that in the gluing we have identified [∂D2] with −e2, by
(3.18) we have
[∂D2] = dµ− cλ.
This means that F is a non-standardly oriented framing of slope −d/c. As
a consequence, we have
Θ(A, (0, t)) = ρβ(D
2 × S1,F−d/c) = S−d/c(t) = −Sd/c(t).
Let A =
(
a b
c d
)
denote from now on a generic element of SL(2,Z). Con-
sider now the 3-manifold with framed toroidal boundary (I × T,F ∪ AF),
with F = (µ, λ) and AF = (µ′, λ′). We can form a closed 3 manifold by
gluing −{0} × T with {1} × T under the identifications given by µ = µ′
and λ = λ′. Because of our orientation conventions for the framing, the
manifold obtained in this way is the torus bundle −TA, i.e. the oppo-
site of the s1 × S1-bundle over S1 with monodromy A. A representation
α : pi1(I × T ) → U(1), prescribed as usual by v ∈ R2, then, extends to
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−TA if and only if (Id−At)v ∈ Z2. In that case, we can compare Θ(A, v)
with the rho invariant of TA. In order to do so, we consider the function
ν : SL(2,Z)→ Z defined as
ν(A) :=
{
sgn(b), if A =
(
1 b
0 1
)
,
sgn(c(a+ d− 2)), otherwise.
(see Appendix A.2.2).
Proposition 3.4.6. Let A ∈ SL(2,Z), and let v ∈ R2 \ Z2 be an element
with the property that (Id−At)v ∈ Z2. Let α : pi1(TA) → U(1) be the repre-
sentation induced by v. Then, we have
Θ(A, v) = −ρα(TA) + ν(A).
Proof. As usual, let F = (µ, λ) and F ′ = (µ′, λ′). Instead of obtaining TA
from I × T by gluing its two ends together, we can obtain the same result
by gluing I × T together with another framed thick torus (I × T ′,F ∪ F)
(where T ′ is a copy of T ) under diffeomorphisms
f0 : {0} × T ′ → {1} × T, f1 : {1} × T ′ → {0} × T,
where f0 gives the identifications of (3.17), while f1 is just the identity on
T . From Corollary 3.2.11, we have hence
ρα(−TA) = ρα(I×T,F ∪AF)+ρα(I×T,F ∪F)−τ(MF⊕AF ,VI×T ,VI×T ′).
Now, it is clear that ρα(−TA) = −ρα(TA), that ρα(I×T,F ∪AF) = Θ(A, v)
and that ρα(I × T,F ∪ F) = 0. Thus, in order to complete the proof, we
need only show that τ := τ(MF⊕AF ,VI×T ,VI×T ′) coincides with ν(A). We
have the descriptions
MF⊕AF = SpanC(µ, µ′),
VI×T = SpanC(µ− aµ′ − cλ′, λ− bµ′ − dλ′),
VI×T ′ = SpanC(µ− µ′, λ− λ′).
The space W := (MF⊕AF ⊕ VI×T ) ∩ VI×T ′ , then, surely contains µ− µ′ as
a generator, but it does not contribute to the Maslov index because it also
lies in MF⊕AF . As consequence, the τ is 0 if λ− λ′ does not belong to W ,
while, if it does, we have
τ = sgn Ψ(λ− λ′, λ− λ′),
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where Ψ is the bilinear form associated to the triple of Lagrangians (see
Section 1.2.1).
Let us check the case A =
(
1 b
0 1
)
first. In that case, we have
VI×T = SpanC(µ− µ′, λ− λ′ − bµ′),
and we can write
λ− λ′ = (bµ′) + (λ− λ′ − bµ′),
where the first summand belongs to MF⊕AF , and the second to VI×T . In
particular, λ− λ′ ∈W , and we have by definition
Ψ(λ− λ′, λ− λ′) = (bµ′) · (λ− λ′ − bµ′) = −bµ′ · λ′ = b,
as AF is standardly oriented on {1} × T . As a consequence, we have τ =
sgn(b) = ν(A) as desired.
Suppose now that c = 0. Then λ − λ′ does not belong to W unless we
have d = 1, which forces A to be of the form already considered. Excluding
the matrices of that form, thus, we have τ = 0 as expected.
We can now prove the general formula for c 6= 0. If this is the case, in
fact, we can write
λ− λ′ = (1−dc µ− 1−ac µ′)+ (1−dc (µ− aµ′ − cλ′) + (λ− bµ′ − dλ′)) ,
(to verify the equality, the fact that detA = 1 has to be used), where the first
summand belongs to MF⊕AF , and the second to VI×T . As a consequence,
λ− λ′ belongs to W , and we can compute
Ψ(λ− λ′, λ− λ′) = (1−dc µ− 1−ac µ′) · (1−dc (µ− aµ′ − cλ′) + (λ− bµ′ − dλ′)) =
=
(
1−d
c µ− 1−ac µ′
) · (λ− λ′) = −1−dc − 1−ac = a+d−2c ,
from which it follows that τ = sgn(c(a+ d− 2) as desired.
We introduce now a classical function Φ: SL(2,Z) → Q called the
Rademacher function (see Appendix A.2.2), defined by
Φ(A) :=
{
b
3d , if c = 0,
a+d
3c − 4 sgn(c)s(a, c), otherwise,
where, again, A =
(
a b
c d
)
. The rho invariant of TA is computed by Bohn by
subdividing the problem in three cases, depending on whether A is elliptic,
parabolic or hyperbolic, i.e. on whether we have, respectively trA2 − 4 < 0,
99
trA2 − 4 = 0 or trA2 − 4 > 0. For briefness, we recall here Bohn’s result
only in the case of hyperbolic matrices (which is the “generic” case). In
order to do so, we set
P2(x) := {x}2 − {x} − 1
6
, where {x} = x− bxc
and, for A hyperbolic (i.e. such that tr(A)2 > 4, which implies c 6= 0 )
Φx,y(A) :=
2(a+ d)
c
P2(x)− 4 sgn(c)sx,y(a, c)
(observe that, for (x, y) ∈ Z2 and A hyperbolic, we have Φx,y(A) = Φ(A)).
Now, an element v = (x, y) ∈ R2 satisfying (Id−At)v ∈ Z2 induces a one-
dimensional representation α of
H1(TA;Z) = Ze1 ⊕ Ze2 ⊕ Zt/〈e1 − ae1 − ce2, e2 − be1 − de2〉
by the rules α(e1) := e
2piix, α(e2) := e
2piiy, α(t) := 1. Then, Bohn’s result
[5, Theorem 4.4.20, (4.67)] can be expressed in a compact way as follows.
Theorem 3.4.7 (Bohn). Let A ∈ SL(2,Z) be hyperbolic, and let v ∈ R2 \Z2
be an element with the property that (Id−At)v ∈ Z2. Let α : pi1(TA)→ U(1)
be the representation induced by v. Then, we have
ρα(TA) = Φv(A)− Φ(A) + ν(A). (3.21)
Combining Theorem 3.4.7 with Proposition 3.4.6, we obtain thus the
following result.
Corollary 3.4.8. Let A ∈ SL(2,Z) hyperbolic, and let v ∈ R2 \ Z2 be such
that (Id−At)v ∈ Z2. Then, we have
Θ(A, v) = Φ(A)− Φv(A).
Remark 3.4.9. We conclude with following long list of only partially de-
veloped observations.
(1) Theorem 3.4.7 is proved by picking an appropriate Riemannian metric
on TA and using it to compute the twisted and untwisted eta invariant
separately.
(2) The study of the untwisted eta invariant η(TA) goes back to Atiyah [1].
In fact, an adiabatic limit (i.e. the limit of η(TA) under a rescaling of the
metric by ε 7→ 0) is needed in order to get a value that is independent
from the specific metric chosen, but we shall ignore this technical issue
here.
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(3) Atiyah proved that the coboundary of −η(TA) ∈ Q is the signature
cocycle [1, (5.12) Proposition]. In particular, from the work of Kirby
and Melvin [27, Theorem 6.1], it follows that, for every A ∈ SL(2,Z),
we have
η(TA) = Φ(A)− ν(A). (3.22)
(see Appendix A.2.2 for a brief discussion about the signature cocycle
and the result of Kirby and Melvin).3
(4) By the definition of rho invariants, we have now ρα(TA) = ηα(TA) −
η(TA). For hyperbolic A, Bohn computes that ηα(TA) = Φv(A), and
together with (3.22) (which Bohn reproves by a different method) this
gives Theorem 3.4.7.
(5) The invariant ρα(TA) is computed by Bohn not only for hyperbolic ele-
ments, but also for elliptic [5, Theorem 4.4.4] and parabolic [5, Theorem
4.4.8] ones. Using his results, thus, it is possible to calculate ηα(TA) in
the three different cases. In view of the results about the untwisted
eta invariant, it would be now satisfactory to find a single nice ex-
pression extending Φv to a function Φv : SL(2,Z) → R that satisfies
Φv(A) = ηα(TA) for elliptic, parabolic and hyperbolic elements at the
same time (whenever the hypothesis (Id−At)v ∈ Z2 is satisfied).
(6) The same kind of reasonings can be applied to the eta invariants of
a thick torus I × T with an appropriate metric depending on A (this
can be obtained by cutting −TA open along a fiber). Letting (I × T )A
denote such Riemannian manifold, and observing that the Maslov index
computed in the proof of Proposition 3.4.6 comes from the untwisted
eta invariant only, we see that (up to adiabatic limits) we have
η((I × T )A,F ∪AF) = −η(TA)− ν(A) = −Φ(A). (3.23)
(7) In view of formula (A.6) of Appendix A.2.2, the equality (3.23) explains
the correction term − sgn(cc′c′′) of Proposition 3.4.4 (iv). Put differ-
ently, (3.23) can be used to give a new proof, via gluing formulas, of the
fact that
δΦ(A,B) = sgn(cAcBcAB),
3A word of warning here is due. Atiyah also gave explicit expressions for η(TA) in the
three cases of elliptic, parabolic and hyperbolic elements, but his results seems to differ
from (3.22) by a global sign. Bohn computed η(TA) for elliptic [5, Corollary 4.4.5] and
hyperbolic elements [5, Theorem 4.4.13] by different methods, and his result coincides
with the formulas of Atiyah in the former case, and with (3.22) in the latter.
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where cA denotes the coefficient c in the usual description A =
(
a b
c d
)
of
an element A ∈ SL(2,Z).
(8) Because of (3.23), the twisted eta invariant of (I × T )A corresponds to
the function
Θ˜(A, v) := Θ(A, v) + Φ(A).
This function, in turn, satisfies the cocycle condition
Θ˜(AB, v) = Θ˜(A,Btv) + Θ˜(B, v). (3.24)
The open problem of determining the value of Θ(A, v) for all A and v
can be now attacked by trying to solve the same problem for Θ˜(A, v),
which satisfies the nicer property (3.24). By Corollary 3.4.8, we already
know that if A is hyperbolic and v ∈ R2 satisfies (Id−At)v ∈ Z2, we
have Θ˜(A, v) = −Φv(A).
3.4.2 Rho invariants of products
Let F be a compact, oriented surface, and consider the manifold F × S1.
As discussed in Example 3.1.2, there is a natural framing F×F (often just
denoted by F×) on ∂F ×S1, called the product framing, which is associated
to the product structure. It is defined in such a way that the meridians are
the classes of the boundary curves of F , and the longitudes are the classes of
[S1]. A natural question is: how to compute ρα(F ×S1,F×) for a Hermitian
local coefficient system α ∈ U(F × S1)? We shall try to face this problem
for 1-dimensional α’s.
We suppose now that F is connected, and adopt the following convention.
As usual, we shall think of an element α ∈ U1(F × S1) as a representation
α : pi1(F × S1)→ U(1). As U(1) is an abelian group, α factors through the
abelianization ab: pi1(F × S1)→ H1(F × S1;Z), and hence it is determined
by the unique representation ψ : H1(X;Z)→ U(1) such that ψ ◦ ab = α.
Convention 3.4.10. By a little abuse of notation, we shall see α ∈ U1(F ×
S1) itself as a representation of α : H1(F × S1;Z)→ U(1).
Given a representation α : H1(F × S1;Z) → U(1), we have an induced
representation ∂α : H1(∂F×S1;Z)→ U(1), obtained by pulling back through
the inclusion of the boundary. The following result says that ρα(F×S1,F×)
is determined by ∂F ×S1 together with the given product structure and the
induced representation ∂α.
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Proposition 3.4.11. Let F1 and F2 be two compact, oriented surfaces,
with representations αi : H1(F × S1;Z) → U(1) for i = 1, 2. Suppose that
f : ∂F1× S1 → ∂F2× S1 is a diffeomorphism between their boundaries such
that f∗(F×F1) = F×F2 and ∂α1 = f∗(∂α2). Then, we have
ρα1(F2 × S1,F×1 ) = ρα2(F2 × S1,F×2 ).
Proof. From the fact that the representations coincide on the longitudes,
we have α1([S
1]) = α2([S
1]. If this number ζ ∈ U(1) is the trivial element,
then both rho invariants are 0, as a reflection on the S1-factor produces
appropriate orientation-reversing self-diffeomorphisms of F1×S1 and F2×S1.
We can thus suppose ζ 6= 1, which implies that the representations are
non-trivial on all boundary components of the 3-manifolds, so that twisted
homology of the framed tori vanishes. Now, form the closed oriented surface
F := F1 ∪ (−F2). Then, the representations α1 and α2 glue well to a
representation α on F . By Corollary 3.2.11, we get
ρα(F × S1) = ρα1(F2 × S1,F×1 )− ρα2(F2 × S1,F×2 ),
as the twisted Maslov index vanishes because of the assumption ζ 6= 1,
and the untwisted one vanishes because VF1×S1 = VF2×S1 . The conclusion
follows from the fact that ρα(F×S1) = 0, which is a consequence of Corollary
2.1.6.
Suppose now that F has k boundary components C1, . . . Ck, and let
µi := [Ci] ⊆ H1(Ck × S1;Z), λi := [S1] ⊆ H1(Ck × S1;Z),
for i = 1, . . . , k, denote the meridians and longitudes of the product framing
F×. Then, a representation α : H1(∂F × S1;Z) → U(1) is determined by
the values of α(µi), α(λi) ∈ U(1) for i = 1, . . . , k. Moreover, if α is the
restriction to the boundary of a representation H1(F ×S1;Z)→ U(1) (that
we shall also call α), we have
k∏
i=1
α(µi) = 1, α(λ1) = · · · = α(λk).
Set T := U(1). Thanks to Proposition 3.4.11, then, ρα(F × S1,F×) is
determined by the k-tuple
(α(µ1), . . . , α(µk−1), β(λ1)) ∈ Tk.
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This observation leads to the definition of a function
Γk−1 : Tk−1 × T→ R
(ω1, . . . , ωk−1; ζ) 7→ ρβ(Σ0,k × S1,F×),
where Σ0,k denotes the k-punctured sphere, and β : H1(Σ0,k×S1;Z)→ U(1)
is the representation determined by the equations{
β(µi) = ωi for i = 1, . . . , k,
β([S1]) = ζ.
ω1
ω2
(ω1ω2 · · ·ωk−1)−1
ωk−1
Σ0,k × S1
ζ
By the above discussion, if F is any compact, oriented surface and α : H1(F×
S1;Z)→ U(1) is a representation, we have
ρα(F × S1,F×) = Γk−1(α(µ1), . . . , α(µk−1);α(λ1)),
and we have reduced our problem to the one of describing the function Γk
for k ≥ 0.
Remark 3.4.12. A quick computation using Proposition 3.2.8 shows that if
we use the reverse of the product framing (i.e. with meridians corresponding
to [S1] and longitudes corresponding to the boundary class), then nothing
changes. More precisely, we have
ρα(F × S1, (F×)∗) = ρα(F × S1,F×) = Γk−1(α(µ1), . . . , α(µk−1);α(λ1)).
This observation shall be useful in knot theory constructions, where the
S1-factor is more naturally glued to the meridian of a link.
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The function has the following elementary properties.
Lemma 3.4.13. Let k ∈ N and let (ω1, . . . , ωk; ζ) ∈ Tk × T. Then:
(i) Γk(ω1, . . . , ωk; ζ) is invariant under any permutation of ω1, . . . , ωk;
(ii) Γk(ω1, . . . , ωk; ζ) = Γk(ω1, . . . , ωk−1, (ω1 · · ·ωk)−1; ζ);
(iii) Γk(ω
−1
1 , . . . , ω
−1
k ; ζ) = −Γk(ω1, . . . , ωk; ζ);
(iv) Γk(ω1, . . . , ωk; ζ
−1) = −Γk(ω1, . . . , ωk; ζ);
(v) Γk+1(ω1, . . . , ωk, 1; ζ) = Γk(ω1, . . . , ωk; ζ);
(vi) Γ0 and Γ1 are 0 at every point;
(vii) if k ≥ 2, we have
Γk(ω1, . . . , ωk; ζ) = Γ2(ω1, ω2; ζ) + Γk−1(ω1ω2, ω3, . . . , ωk; ζ).
Proof. (i) and (ii) follow immediately from the definition of Γk. (iii) and
(iv) are obtained by applying Theorem 3.2.3 to an appropriate orientation-
reversing self-diffeomorphism of Σ0,k+1 × S1. (v) is a consequence of Corol-
lary 3.3.18, as we can do an ∞-framed fillling to the boundary component
with coefficient 1, which accounts to capping the boundary with a disk. (vi)
follows from (ii) and (iii) (or equivalently from the observation that Γ0 and
Γ1 represent rho invariants of the solid torus and of the cylinder I × T with
the product framing, which were proven to be trivial with the same argu-
ment). For proving (vii), we shall employ a gluing formula. If ζ = 1, all
terms are 0 as consequence of (iv), and the result is trivially satisfied. We
suppose hence ζ 6= 1. We decompose the k-punctured sphere as
Σ0,k = Σ0,k−1 ∪C Σ0,3
(where C is a boundary component of Σ0,k−1) as shown in the following
picture.
105
ω1
ω2
ω3Σ0,k =
ω1ω2
ω3
Σ0,k−1
∪
ω1
ω2
Let F = (µ, λ) the restriction of the product framing to C×S1 ⊆ ∂Σ0,k×S1,
and let F ′,F ′′ denote the product framing on the remaining component of
respectively ∂Σ0,k−1 × S1 and Σ0,3 × S1 (after the identification of one of
the boundary components of Σ0,3 with C given by the gluing). By taking
the product with S1, by Theorem 3.2.10 we get
Γk(ω1, . . . , ωk; ζ) = Γk−1(ω1ω2, ω3, . . . , ωk; ζ) + Γ2(ω1, ω2; ζ) +N,
where the correction term N is given by the Maslov triple index
N = −τ(MF ,VΣ0,k−1,F ′ ,VΣ0,3,F ′′)
(note that the Maslov index in twisted homology is 0 because it follows
from the assumption that ζ 6= 1 that the twisted homology vanishes on the
gluing torus). From Lemma 3.3.20, it follows that the second and third
Lagrangian subspaces correspond to the canonical Lagrangians of manifolds
obtained from Σ0,k−1 × S1 and Σ0,3 × S1 by capping the punctured spheres
with disks along all the components outside of the gluing, which gives solid
tori. This means that
MF = VΣ0,k−1,F ′ = VΣ0,3,F ′′ = SpanC(µ).
As a consequence we have N = 0, and the result is proved.
By a repeated application of Lemma 3.4.13 we can always reduce our
computation of Γk to the computation of Γ2, which represents the rho in-
variant of P ×S1, where P is a pair of pants. The next result is to be taken
as an example, and it shows that this function is non-trivial.
Proposition 3.4.14. Let ζ = e2pii/3. Then, we have Γ2(ζ, ζ; ζ) = −16 .
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Proof. Let C1, C2, C3 be the three boundary components of a pair of pants
P = Σ0,3. By definition, we have,
Γ2(ζ, ζ; ζ) = ρα(P × S1,F×), (3.25)
where α is the representation satisfying
α(µi) = α(λi) = ζ for i = 1, 2, 3
on the meridians and longitudes of F×. We perform now a Dehn filling
on every component of ∂P × S1 by orientation-reversing diffeomorphisms
ϕi : ∂D
2 × S1 → Ci × S1 giving the identifications{
[∂D2] = µi − λi,
[S1] = µi,
(3.26)
that is, we perform a −1-framed filling with respect to F× on every compo-
nent. Let N be the closed manifold obtained in this way. In the language
of plumbing calculus [37], the manifold obtained by this filling can be rep-
resented and simplified as
11
1
∼= −3 ∼= L(3, 1).∼=N
Clearly, the representation α extends to the filling L(3, 1). It is irrelevant
whether it sends the standard generator of pi1(L(3, 1)) = Z/3 to ζ or to
ζ−1 = ζ2, as in both cases the formula of Remark 3.3.26 gives
ρα(N) = ρ(L(3, 1), ζ
±1) =
1
3
. (3.27)
In order to find Γ2(ζ, ζ; ζ), we use now a gluing formula. As F× is non-
standardly oriented on ∂P × S1 and as we prefer to compute the correction
term for the three glued pieces at once, we shall not apply Proposition 3.3.16,
but the more general gluing formula of Corollary 3.2.11. Namely, we find
ρα(N) = ρα(P × S1,F×) + ρα(Y,F×)− τ(MF× ,VP×S1 ,VY ), (3.28)
where Y is the disjoint union of the three solid tori of the filling. We still
have to identify the last two summands of (3.28). First, we observe that, on
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each of the solid tori that we have glued, because of (3.26), the framing F×
induces a standardly oriented framing of gradient −1. Up to sign, in turn,
this coincides with a non-standardly oriented framing F1 of gradient 1 (see
Remark 3.3.6). As a consequence, thanks to Corollary 3.3.12, we have
ρα(Y,F×) = 3 ρα(D2 × S1,F1) = −3
2
. (3.29)
For computing the triple Maslov index, we first identify the three Lagrangians
asMF× = SpanC{µ1, µ2, µ3}, VP×S1 = SpanC{µ1 +µ2 +µ3, λ1−λ2, λ1−λ3}
and VY = SpanC{µ1− λ1, µ2− λ2, µ3− λ3}. Then, recalling that µi · λi = 1,
it is not hard to compute directly with the definition of the triple index that
τ(MF× ,VP×S1 ,VY ) = −2. (3.30)
Substituting (3.25), (3.27), (3.29) and (3.30) into (3.28), we find
1
3
= Γ2(ζ, ζ; ζ)− 3
2
+ 2,
and the conclusion follows.
Remark 3.4.15. It follows from Lemma 3.4.13 (i), (iii) and (vii) that, for
all (ω1, ω2; ζ) ∈ T2 × T, we have
Γ2(ω1, ω2; ζ) + Γ2(ω1ω2, ω3; ζ) = Γ2(ω1, ω2ω3; ζ) + Γ2(ω2, ω3; ζ).
This means that, for fixed ζ ∈ T, Γ2 is a 2-cocycle on T. By adapting the
proof of continuity in Proposition 3.3.28, moreover, one can prove that Γ2
is continuous if restricted to the subset of points such that ω1, ω2, ω1ω2 and
ζ are all different from 1.
Set T∗ := T \ {1}. Remark 3.4.15 leads to the following conjecture.
Conjecture 3.4.16. There is a function γ : T × T → R, continuous on
T∗ × T∗, such that Γ2 = ∂γ with respect to the first two variables, i.e. such
that
Γ2(ω1, ω2; ζ) = γ(ω1, ζ) + γ(ω2, ζ)− γ(ω1ω2, ζ). (3.31)
If Conjecture 3.4.16 is true, then for every surface F with k boundary
components we have
ρα(F × S1,F×) =
k∑
i=1
γ(ωi, ζ),
where the ωi’s are values of α on the meridians of F×, and ζ = α([S1]).
Thus, the problem of computing rho invariants of products would reduce
itself to that of computing the function γ.
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Remark 3.4.17. If we restrict our attention to the finite subgroup TN ⊆
T of the N th roots of unity, then Conjecture 3.4.16 has positive answer.
Namely, from the fact that H i(Z/N ;Q) = 0 for i > 0, it follows that, for all
ζ ∈ T, there exists a unique function γN (·, ζ) : TN → Q satisfying (3.31) for
all (ω1, ω2) ∈ T2. The questions, then, are
(a) whether these functions for N ∈ N patch together well into determining
a continuous function on T∗;
(b) if (a) is satisfied, whether the resulting function varies continuously with
respect to ζ.
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Chapter 4
Rho invariants and knot
theory
4.1 The rho invariant of a link
In this section, we use the rho invariant of 3-manifolds with framed toroidal
boundary in order to define a new invariant for links. In Section 4.1.1, we fix
some conventions about the exterior of a link. On Section 4.1.2, we define
the rho invariant of a link and prove some basic properties about it. In
Section 4.1.3 we give a mild generalization of this invariant that is useful in
the applications. In Section 4.1.4, we prove a general formula for the rho
invariant of a satellite knot.
4.1.1 Topological setting
Let L be an oriented link in S3 (from now on, just a link). By removing
from S3 the interior of a closed tubular neighbourhood N(L), we get the
link exterior
XL := S
3 \ int(N(L)).
The link exterior is a compact, oriented 3-manifold, whose boundary is a
union of tori: to each link component K ⊆ L, there corresponds a boundary
component TK = −∂(N(K)) (this is the orientation coming from being part
of the boundary of XL, and it is the one we shall always consider). Every
component TK ⊆ ∂XL has a well defined framing FK = (µK , λK) in the
sense of Definition 3.1.1, given by the following description:
• the meridian is the only element µK ∈ H1(TK ;Z) whose image in
H1(N(K);Z) is 0 and such that lk(µK ,K) = 1;
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• the longitude is the only element λK ∈ H1(TK ;Z) whose image in
H1(N(K);Z) is homologous to K and such that lk(λK ,K) = 0.
The above pair of elements forms a basis of H1(TK ;Z), and hence FK is
indeed a framing. As it is easy to check, the framing FK is standardly
oriented (see Definition 3.1.5), as we have
µK · λK = −1.
Definition 4.1.1. The framing on ∂XL given by the collection of the fram-
ings FLi defined above is called the standard framing associated to L, and
it is denoted by FL.
It is now clear that the pair (XL,FL) is a 3-manifold with framed toroidal
boundary.
Definition 4.1.2. The linking matrix of L is the symmetric matrix ΛL =
(Λij)i,j ∈ Zk×k defined by
Λij =
{
lk(Li, Lj), if i 6= j,
0, if i = j.
Notation 4.1.3. Given a link L = L1 ∪ · · · ∪ Lk, if there is no danger of
confusion, we shall freely use the shorthands
Ti = TLi , µi = µLi , λi = λLi .
Similarly, for a knot K, we shall often just use T , µ and λ for the boundary
torus, the meridian and the longitude.
For every link component Li of L, we can consider the natural map
H1(Ti;Z) → H1(XL;Z). We shall keep calling meridian and longitude the
images of µi and λi in H1(XL;Z), and keep the same notation for them.
The following is an elementary well-known result.
Lemma 4.1.4. The abelian group H1(XL;Z) is freely generated by the
meridians µ1, . . . , µk, and every longitude λi satisfies
λi =
k∑
j=1
Λij µj ∈ H1(XL;Z).
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As an immediate consequence of Lemma 4.1.4, the canonical Lagrangian
VXL = ker(H1(∂XL;C)→ H1(XL;C)) can be described explicitly as
VXL = SpanC
{
λi −
k∑
j=1
Λijµj
∣∣∣∣ i = 1, . . . , k} ⊆ H1(∂XL;C). (4.1)
In Chapter 3, we used extensively two more Lagrangians, depending on the
framing. In this context, they are the subspaces of H1(∂XL;C) given by
MFL = SpanC{µ1, . . . , µk}, LFL = SpanC{λ1, . . . , λk}.
Recalling that the signature of a real symmetric matrix is defined as the
difference between the numbers of its positive and negative eigenvalues, the
Maslov triple index of the three Lagrangians MFL , LFL and VXL can be
computed in the following way.
Lemma 4.1.5. τ(MFL ,LFL ,VXL) = sign ΛL.
Proof. The two Lagrangians MFL and LFf are transverse, so that we can
write every element v ∈ H1(XL;C) in a unique way as v = v′+v′′, with v′ ∈
MFL and v′ ∈ LFf . By definition of the Maslov triple index, τ(MFL ,LFf ,VXL)
is thus the signature of the Hermitian form
ϕ : VXL × VXL → C
(v, w) 7→ v′ · w′′.
For i = 1, . . . , k, let vi := λi −
∑
j Λijµj , so that B = (v1, . . . , vk) is a basis
of VXL by (4.1). As µi · λj = −δij , we have then
ϕ(vi, vl) =
− k∑
j=1
Λijµj
 · λl = Λil.
This means that the form ϕ is represented in the basis B by the matrix ΛL,
and hence signψ = sign ΛL by Proposition 1.1.11.
4.1.2 Definition and first properties
We are now ready to define the main invariant of this chapter.
Definition 4.1.6. Let L ⊆ S3 be a link, and let α ∈ Un(XL) be a local
coefficient system. We define the rho invariant of L associated to α as the
real number
%α(L) := ρα(XL,FL).
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As usual, once a base point x0 ∈ XL has been fixed, up to isomorphism
we can see the local coefficient system α ∈ Un(XL) as a representation
α : pi1(XL)→ U(n). For each boundary component Ti of XL, the restriction
of α to Ti is well defined as a local coefficient system. Notice however that
the induced maps pi1(Ti)→ pi1(XL) only make sense once a base point xi for
Ti and a path from xi to x0 are fixed. Hence for working in the language of
representations of the fundamental groups, we need to make these choices in
order to get induced representations αi : pi1(Ti)→ U(n) (note that we shall
normally call αi just α).
Warning 4.1.7. We take these choices for given, and do not make them
explicit in the notation.
Observe in any case that two different choices give equivalent represen-
tations pi1(Ti) → U(n). In particular, the eigenvalues of the image of an
element of pi1(Ti) are independent of the choices. In order to get simpler
formulas, we shall often make an additional assumption.
Definition 4.1.8. We say that α ∈ Un(XL) is non-degenerate if, for every
boundary component Ti of XL, the restriction of α to Ti (as a local coefficient
system) admits no trivial summand.
In terms of representations, this means that the restriction α : pi1(Ti)→
U(n) admits no trivial subrepresentation. Because of lemma 1.3.8, we have
the equivalence
α is non-degenerate ⇐⇒ H∗(∂XL;Cnα) = 0.
In particular, if this is the case, then all triple Maslov indices onH∗(∂XL;Cnα)
vanish.
We compare now the rho invariant of L with a classical invariant. Let ML
denote the manifold obtained by 0-framed surgery on the link L. This means
that ML is the result of a 0-framed filling on every boundary component of
XL along the framing FL. In the notation of Remark 3.3.19, we have thus
ML = D0(XL,FL).
If the local coefficient system extends to ML, we can consider the Atiyah-
Patodi-Singer rho invariant of ML. In terms of representations, this is the
case if and only if α(λi) = Id for all longitude λi. The invariant ρα(ML) was
studied among others by Levine [31, 32] and Friedl [22, 23]. The next re-
sult shows that, whenever ρα(ML) is defined, it coincides with our invariant
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ρα(ML) up to an integer correction term that only depends on the linking
numbers of L. In other words, the invariant %α(L) is for all practical pur-
poses an extension of the Atiyah-Patodi-Singer rho invariant of the manifold
obtained by 0-framed surgery.
Theorem 4.1.9. Let L be a link and let α ∈ Un(XL) be a non-degenerate
local coefficient system that extends to ML. Then
ρα(ML) = %α(L) + n sign ΛL.
In particular, if L = K is a knot, we have
ρα(MK) = %α(K).
Proof. By the discussion in Remark 3.3.19, we have
ρα(ML) = ρα(XL,FL) + τ(LαFL ,MαFL ,VαXL)− nτ(LFL ,MFL ,VXL).
Now, ρα(XL,FL) = %α(L) by definition, the first Maslov index is 0 because
the local coefficient system is non-degenerate, while
−n τ(LFL ,MFL ,VXL) = n τ(MFL ,LFL ,VXL) = n sign(ΛL)
thanks to Lemma 4.1.5.
Remark 4.1.10. The Atiyah-Patodi-Singer rho invariant ρα(ML) of the
manifold obtained by 0-framed surgery on a knot or link L was used By
Levine [31, 32] and by Friedl as concordance invariant. Theorem 4.1.9 gives
a new interpretation for this invariant. Moreover, while ρα(ML) is only
defined for representations that extend to the fundamental group of ML,
the invariant %α(L) exists for every representation α : pi1(XL) → U(n). As
a consequence, its employment might lead to generalizations of the results
of Levine and of Friedl about concordance of links.
4.1.3 Framed links and surgery descriptions
Sometimes it is convenient to have a more flexible invariant, allowing fram-
ings different from FL. We start with recalling the following classical defi-
nition.
Definition 4.1.11. A framing on a link L ⊆ S3 is a tuple of integers
f ∈ Zpi0(L), each associated to a component of L. The pair (L, f) is called a
framed link.
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If the link is described as L = L1 ∪ · · · ∪ Lk, we shall write framings on
L as k-tuples f = (f1, . . . , fk) ∈ Zk. A framing f = (f1, . . . , fk) on a link
L = L1 ∪ · · · ∪ Lk determines a framing on ∂XL that may differ from the
standard framing FL. For each component Ti = −∂N(Li), we set
F ′i = (µ′i, λ′i), with
{
µ′i := µi,
λ′i := λi + fi µi,
and call Ff the framing on ∂XL obtained by taking the union of these.
Definition 4.1.12. Let (L, f) be a framed link. Given a local coefficient
system α ∈ Un(XL), we define the rho invariant of (L, f) associated to α as
the real number
%α(L, f) := ρα(XL,Ff ).
Remark 4.1.13. For the 0-framing f = (0, . . . , 0), the invariant %α(L, f) co-
incides with %α(L). For a general framing f , the difference between %α(L, f)
and %α(L) can be easily written in terms of the function Θ of Section 3.4.1.
in particular, an explicit computation seems hard in general.
Given a framed link (L, f), it is also convenient to introduce a modifica-
tion of the linking matrix as
Λf := ΛL + diag(f1, . . . , fk).
We shall call Λf the framed linking matrix of (L, f). Of course, if f is the
0-framing, we have Λf := ΛL. We have then the following generalization of
Lemma 4.1.5.
Lemma 4.1.14. τ(MFL ,LFf ,VXL) = sign Λf .
Proof. Let λ′i = λi + fiµi as above, so that LFf = SpanC{λ′1, . . . , λ′k}. We
set moreover
aij :=
{
Λij , if i 6= j,
fi, if i = j,
so that Λf = (aij)i,j . Then, the basis elements of VXL given by (4.1) can
be written as vi = λ
′
i −
∑k
j=1 aijµj . Once again, the meridians and the
longitudes generate transversal Lagrangians, and they satisfy µi ·λj = −δij .
The rest of the proof follows exactly like the one of Lemma 4.1.5, but this
time the matrix representation of the relevant Hermitian form is Λf = (aij).
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Given a framed link (L, f), we can consider the closed manifold ML(f)
obtained by the Dehn surgery on (L, f), i.e. by performing, on each compo-
nent Ti of the boundary of XL, an fi-framed Dehn filling with respect to the
standard framing FL. Equivalently, ML(f) can be described as the result of
a 0-framing filling along the modified framing Ff , so that
ML(f) = D0(XL,Ff )
in the notation of Remark 3.3.19. By a famous theorem of Lickorish and
Wallace, every closed, oriented 3-manifold can be obtained as the result of
Dehn surgery along a framed link.
Definition 4.1.15. Given a framed link L with a local coefficient system
α ∈ Un(XL), we say that a framing f on L is compatible with α if α extends
to ML(f).
If we see the local coefficient system as a representation α : pi1(XL) →
U(n), then
f is compatible with α ⇐⇒ α(λi)α(µi)fi = 1 ∀i.
Note that, in general, given a local coefficient system α, there might be no
framing that is compatible with it. We have the following generalization of
Theorem 4.1.9.
Theorem 4.1.16. Let L = L1 ∪ · · · ∪ Lk be a link, α ∈ Un(XL) a non-
degenerate local coefficient system and f be a compatible framing on L.
Then, we have
ρα(ML(f)) = %α(L, f) + n sign Λf . (4.2)
More generally, if in addition g is any framing on L, we have
ρα(ML(f)) = %α(L, g) + n sign Λf +
k∑
i=1
n∑
j=1
Sfi−gi(tij), (4.3)
where S is the family of functions defined in Section 3.3.5, and the real
numbers tij are such that, for j = 1, . . . , k, the matrix α(µj) ∈ U(n) has
eigenvalues e2piitj1 , . . . , e2piitjn.
Proof. For proving (4.2), it is enough to reproduce the proof of Theorem
4.1.9, using Lemma 4.1.14 instead of Lemma 4.1.5. In order to prove (4.3),
instead, we apply the gluing formula of Corollary 3.2.11 directly. We glue
a union Y = D1 × S1 unionsq · · · unionsq Dk × S1 of solid tori to XL according to the
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framing f , but equip the boundary tori with the framing Fg. We obtain
then
ρα(ML(f)) = ρα(XL,Fg) +
k∑
i=1
ραi(Di × S1,F i)− n τ(MFg ,VXL ,VY ),
where αi denotes the restriction of α to Di×S1, and F i denotes the framing
induced by Fg on ∂Di × S1, after the identification with Ti given by the
gluing. Now, MFg = MFL , while VY is generated by the meridians of the
solid tori, which are identified with λi+ fiµi, so that VY = LFf . By Lemma
4.1.14, we get thus
−n τ(MFg ,VXL ,VY ) = n τ(MFL ,LFf ,VXL) = n sign Λf .
The framings on the solid tori are F i = (µi, λ′i),with λ′i = λi + giµi. As the
meridian [∂Di] is glued according to the framing f , we have
[∂Di] = λi + fiµi = (fi − gi)µi + λ′i.
This means that the framing F i on ∂Di × S1 is a non-standardly oriented
framing of gradient fi−gi (see Definition 3.3.1), and we can use the notation
F i = Ffi−gi . Now, the class [S1] ∈ H1(Di × S1;Z), instead, is identified
with µi, and thus it is sent to αi(µi) ∈ U(n) by the representation. Up to
equivalence, αi can be decomposed as αi = αi1⊕· · ·⊕αin, with αij : pi1(Di×
S1)→ U(1) sending the standard generator to ωij . We see that
ραi(Di × S1,F i) =
n∑
j=1
ραij(Di × S1,Ffi−gi) =
n∑
j=1
Sfi−gi(tij)
by definition of the function Sfi−gi , and the proof is concluded.
4.1.4 The satellite construction
We start by recalling the satellite construction for knots. Let C ⊆ S3 be a
knot, and let K ∪A ⊆ S3 be a 2-component link, such that A is unknotted.
The exterior XA of A is a solid torus, whose meridian is the longitude λA
of A. The component K can then be seen as a knot in XA, i.e. as a pattern.
Choose a diffeomorphism ϕ : ∂XA → ∂XC be a diffeomorphism such that
ϕ∗(λA) = µC , ϕ∗(µA) = λC . (4.4)
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Then we have an orientation-preserving diffeomorphism Φ: XC∪ϕXA → S3,
and the isotopy class of Φ(K) ⊆ S3 only depends on the knot C and on the
link K ∪A. The knot
S(C,K,A) := Φ(K)
is called a satellite knot with companion C, orbit K and axis A. The integer
lk(K,A) is called the winding number of the satellite construction.
Let S be a shorthand for S(C,K,A). By construction, we have XS =
Φ(XC∪TAXK∪A), in such a way that the restriction to TK acts by Φ∗(FK) =
FS . because of this, we identify the two manifolds completely, by writing
XS = XC ∪TA XK∪A, FS = FK .
We have the following fairly general result.
Proposition 4.1.17. Let S := S(C,K,A) be a satellite knot, and let α ∈
Un(XS) be a local coefficient system whose restriction to XC is either trivial
or non-degenerate. Then, we have
%α(S) = %α(C) + %α(K ∪A).
Proof. By (4.4), under the gluing XS = XC ∪TA XK∪A we have the iden-
tification F∗C = FA (where F∗C = (λC , µC) is the reverse framing of FK).
Suppose that α is non-degenerate on XC . Then, the twisted homology of
TA vanishes. By Theorem 3.2.10, we have
ρα(XS ,FS) = ρα(XC ,F∗C) +ρα(XK∪A,FK∪A)−n τ(MF∗C ,VXC ,VXK∪A,FK ).
(4.5)
Now, by definition we have
ρα(XK∪A,FK∪A) = %α(K ∪A),
and by Proposition 3.2.8 we compute
ρα(XC ,F∗C) = ρα(XC ,FC)− τ(LFC ,MFC ,VXC ) = %α(C), (4.6)
where the Maslov index vanishes because VXC = LFC = SpanC(λC). Thus,
in order to conclude it is enough to show that the Maslov index in (4.5) also
vanishes. Once again, this is immediate from the equality MF∗C = LFC =VC .
We have thus proved the result in the case when α is non-degenerate on
XC . The other case that we have to consider is the one where α is trivial
on XC (in which case, the desired formula reduces to %α(S) = %α(K ∪ A)).
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The only difference in the proof is that in (4.5) and (4.6) there is a priori an
extra correction term, given by the Maslov index in the twisted cohomology.
However, from the fact that α is trivial on XS , we have
MαF∗C = L
α
FC = VαC
as for the corresponding untwisted Lagrangians. As a consequence, both
Maslov indices in twisted homology are also 0.
4.2 The abelian case
In this section, we focus on the rho invariant of a link associated to repre-
sentations into U(1). In Section 4.2.1, we recall the classical definition of the
Levine-Tristram signature function of a link and a characterization in terms
of signatures of manifolds. In Section 4.2.2, we express this function in two
ways: as the Atiyah-Patodi-Singer rho invariant of some simple 3-manifold
associated to the link, and in terms of the rho invariant of the link itself
as defined above. Using this description, in Section 4.2.3 we give new easy
proofs to two classical results about links. In Section 4.2.4, we compare the
rho invariant of a knot with the Atiyah-Patodi-Singer rho invariant of the
closed manifolds obtained by Dehn surgery on it. In Section 4.2.5, we discuss
the multivariable signatures of Cimasoni and Florens, and a characteriza-
tion of these in terms of twisted signatures of manifolds. In Section 4.2.6,
we express the multivariable signature function as the Atiyah-Patodi-Singer
rho invariant of some 3-manifold associated to the link (more complicated
than the one used for the Levine-Tristram signature). We conclude with a
comparison of the multivariable signatures with the rho invariant of the link
itself.
Convention 4.2.1. Let X be a topological space. As U(1) is an abelian
group, every representation α : pi1(X) → U(1) factors through the abelian-
ization ab: pi1(X) → H1(X;Z), and hence α is determined by the unique
representation ψ : H1(X;Z) → U(1) such that ψ ◦ ab = α. For this reason,
we shall draw out the abelianization from the picture altogether, and simply
speak of the representation ψ : H1(X;Z) → U(1). Whenever an invariant
requires a representation on pi1(X) to be defined, it will be meant that we
are considering the composition α = ψ ◦ ab
4.2.1 The Levine-Tristram signature function
Let L be an oriented link in S3. We start by recalling the definition of
the Levine-Tristram signature function of L. First of all, consider a Seifert
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surface S for L, i.e. an embedded connected oriented surface F ⊆ S3 such
that ∂F = L. Associated to F there is a bilinear form VF on H1(F ;Z), called
the Seifert pairing and defined essentially by VF (a, b) = lk(a, b
+), where the
superscript + means that we are pushing a representative of the class b in
the positive direction of a tubular neighborhood [−1, 1]× F ⊆ S3 of F . By
taking its complexification, we can also see VF and V
t
F as sesquilinear forms
on H1(F ;C). We identify now U(1) with S1 ⊆ C. For ω ∈ U(1), we define
now the form
ΦF (ω) := (1− ω)VF + (1− ω)V tF .
It can be checked that ΦF (ω) is Hermitian, and that the signature of ΦF (ω)
only depends on the link L and not on the choice of the Seifert surface F .
We have thus the following definition.
Definition 4.2.2. The Levine-Tristram signature of an oriented link L is
the function σL : U(1)→ Z defined by
σL(ω) := sign(ΦF (ω)),
where F is any Seifert surface for L.
The Levine-Tristram signature has the following well-known 4-dimensional
description (a detailed account of this discussion, albeit for knots, can be
found inside the proof of Lemma 5.4 of Cochran, Orr and Teichner [14]; the
generalization to links is harmless). See S3 as the boundary of the 4-ball
D4, and consider the 4-manifold with boundary WF obtained by taking the
exterior of a push-in of F in D4. Then, the group H1(WF ;Z) is free with
one generator (the meridian of F ), corresponding to the image of any of
the meridians of L. We can define the representation ψ : H1(WF ;Z)→ U(1)
sending this generator to ω. One computes then that H2(WF ;Cψ) is isomor-
phic to H1(WF ;Z), and that up to this identification and Poincare´ duality,
the intersection form IψWF is given by
IψWF = (1− ω)V tF + (1− ω)VF .
In particular, IψWF has the same signature as ΦF (ω), as matrix representa-
tions for these Hermitian forms with respect to the same basis are transpose
one of the other, and hence they have the same eigenvalues. It follows then,
by definition of the Levine-Tristram signature and of the signature with local
coefficients of a 4-manifold, that
signL(ω) = σψ(WF ). (4.7)
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Remark 4.2.3. With an argument based on Wall’s non-additivity theorem,
it is possible to show that signL(ω) = σψ(WS) whenever WS is the exterior of
a properly embedded connected oriented surface S ⊆ D4 such that ∂S = L,
even if it is not the push-in of a Seifert F ⊆ S3.
This last observation gives an alternative definition for the Levine-Tristram
signature that is purely 4-dimensional. However, both approaches depend
on the non-canonical choice of either a Seifert surface F ⊆ S3 or of such
a “bounding surface” S ⊆ D4. In the next section, we will give two de-
scriptions of signL(ω) that, instead, are independent of any choice, and that
imply the claim of Remark 4.2.3 as a corollary. The first is a description
of signL(ω) as the Atiyah-Patodi-Singer rho invariant of a closed 3-manifold
NL obtained naturally from L. The second is a description of signL(ω) in
terms of the rho invariant of L with some framing (or, in other words, as
the rho invariant of the manifolds with boundary XL with an appropriate
framing on ∂XL).
4.2.2 Rho invariants and Levine-Tristram signatures
We define the following framing on an oriented link L.
Definition 4.2.4. The Seifert framing on an oriented link L = L1∪· · ·∪Lk
is the framing gL = (g1, · · · , gn) defined by
gi := −
k∑
j=1
Λij .
Remark 4.2.5. The longitudes λ′i = λi+giµi associated to the Seifert fram-
ing correspond to the intersections of a Seifert surface with the boundary
tori Ti.
Consider the surjection  : H1(XL;Z) → Z sending all meridians to 1.
We shall consider here representations ψ : H1(XL;Z) → U(1) that factor
through , i.e that send all meridians to the same value ω ∈ U(1). Of course
these representations are in a natural bijection with U(1) itself.
Lemma 4.2.6. The Seifert framing is compatible with every representation
ψ : H1(XL;Z)→ U(1) that factors though  : H1(XL;Z)→ Z.
Proof. It is enough to prove that all longitudes λ′i = λi + giµi are sent
to 0 by . Clearly  factors through the abelianization H1(XL;Z), and by
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Lemma 4.1.4 we see that
(λi) =
k∑
j=1
Λij(µj) =
k∑
j=1
Λij = −(giµi),
and hence (λ′i) = 0 for all i.
We construct a closed 3-manifold YL in the following way: we take a k-
punctured sphere Σ0,k := S
3 \ (D1 unionsq · · · unionsqDk), and define a diffeomorphism
ϕ : ∂(−Σ0,k × S1) = (∂D1 unionsq · · · unionsq ∂Dk)× S1 → ∂XL (4.8)
as the union of the orientation-reversing diffeomorphisms ∂Di × S1 → Ti
(determined up to isotopy) that give the identifications{
−[∂Di] = λ′i = λi + giµi,
[S1] = µi.
We define then the closed, oriented 3-manifold
YL := XL ∪ϕ (−Σ0,k × S1). (4.9)
The representation ψ : H1(XL;Z) → U(1) sending all the meridians to a
same value ω extends in a unique way to a representation ψ : H1(YL;Z) →
U(1), whose restriction to Σ0,k × S1 is the map
H1(Σ0,k × S1;Z) ∼= H1(Σ0,k)⊕H1(S1)→ U(1)
that is 0 on H1(Σ0,k) and that sends [S
1] to ω. We are now ready to state
our result.
Theorem 4.2.7. Let L be an oriented link and ψ : H1(XL;Z) → U(1) be
the representation sending every meridian to the same ω ∈ U(1). Let g be
the Seifert framing on L. Then
%ψ(L, gL) = ρψ(YL) = −σL(ω). (4.10)
In particular, if K is a knot, we have
%ψ(K) = ρψ(MK) = −σK(ω). (4.11)
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Proof. For a knot K, the Seifert framing is the 0-framing, and the 3-manifold
Σ0,1×S1 glued to XL to obtain YL is just a solid torus. In particular, YK is
the 0-framed surgery MK , and the second statement is just a specialization
of the first.
We prove the second equality of (4.10) first, by a cut-and-paste argu-
ment. As the statement is trivial for ω = 1 (where it reads as 0 = 0), we
shall suppose that ω ∈ U(1) \ {1}. By (4.7), the Levine-Tristram signature
can be written as
σK(ω) = σψ(WF ),
where WF is the exterior of a pushed-in Seifert surface F , and ψ is the repre-
sentation sending the meridian of F to ω (the notation coincides on purpose
with that of the representation in the statement, as this map restricts to
the desired representation on XL). Thanks to 1.4.3, we see easily that the
untwisted intersection form is trivial on WF . Hence, by Theorem 2.1.4 we
have
ρψ(∂WF ) = σ(WF )− σψ(WF ) = −σK(ω). (4.12)
By choosing an appropriate trivialization for the tubular neighborhood of
the pushed-in surface in the 4-ball, we see that the boundary of ∂WF can
be written, up to diffeomorphism, as
∂WF = XL ∪ϕ′ (−F × S1).
In the above formula, the gluing diffeomorphism ϕ′ : ∂(−F × S1) → ∂XL
behaves exactly like the diffeomorpphism ϕ of (4.8), in that it sends the
homology classes of the boundary components of F to the longitudes λ′i =
λi + giµi of the Seifert framing, and the classes coming from the circle to
the meridians of L. We have thus
(F × S1) ∪ϕ−1ϕ′ (−Σ0,k × S1) = F ′ × S1,
where F ′ is the closed surface by gluing −F with Σ0,k along their boundary
components. By Proposition 2.1.7, we obtain now
ρψ(YL) = ρψ(∂WF ) + ρψ(F
′ × S1)− τ(VF×S1 ,VXL ,VΣ0,k×S1),
where the Maslov triple index in twisted cohomology does not appear as
H∗(∂XL;Cψ) = 0. After the identification given by the gluing, we easily see
that VΣ0,k×S1 = VF×S1 , and hence the untwisted Maslov triple index also
vanishes. Thanks to Corollary 2.1.6, we also have ρψ(F
′ × S1) = 0. We are
hence left with
ρψ(YL) = ρψ(∂WF ),
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that together with (4.12) gives us ρψ(YL) = −σL(ω) as desired.
We prove now the equality %ψ(L, gL) = ρψ(YL). Thanks to Corollary
3.2.11, for any framing F on ∂XL, we have
ρψ(YL) = ρψ(XL,F)− ρψ(Σ0,k × S1,F)− τ(MF ,VXL ,VΣ0,k×S1).
We choose F = FgL so that ρψ(XL,F) = %ψ(L, gL) by definition. Moreover,
by definition of the gluing, F coincides on ∂Σ0,k × S1 with the reverse of
the product framing defined in Example 3.1.2. As the representation ψ on
H1(Σ0,k×S1;Z) is trivial on the surface summand, the term ρψ(Σ0,k×S1,F)
vanishes by Remark 3.4.12 and Lemma 3.4.13 (iii). We are thus left with
ρψ(YL) = %ψ(L, gL)− τ(MF ,VXL ,VΣ0,k×S1),
and we need to show that the Maslov triple index vanishes. If we set ΛgL =
(aij), as in the proof of Lemma 4.1.14, we have the explicit descriptions
MF = SpanC{µi, . . . , µk},
VXL = SpanC
{
λ′i −
∑k
j=1 aijµj
∣∣∣ i = 1, . . . , k}
VΣ0,k×S1 = SpanC
{
µ1 − µk, . . . , µk−1 − µk,
∑k
i=1 λ
′
i
}
.
Up to sign, the Maslov index we want to compute is the signature of the
Hermitian form
Ψ: (MF + VΣ0,k×S1) ∩ VXL × (MF + VΣ0,k×S1) ∩ VXL → C
defined by Ψ(a, b) = a′ · b, where a = a′ + a′′ is any decomposition of a
such that a′ ∈ MF and a′′ ∈ VΣ0,k×S1 . By the explicit descriptions of
the Lagrangians, we see that the space where the form is defined is one
dimensional. Namely, we have
(MF + VΣ0,k×S1) ∩ VXL = SpanC
 k∑
i=1
λ′i −
k∑
i=1
k∑
j=1
aijµj
 .
From the definition of the Seifert framing, we see however that
k∑
i=1
k∑
j=1
aijµj =
k∑
j=1
(
k∑
i=1
aij
)
µj =
k∑
j=1
(
gj +
k∑
i=1
Λij
)
µj = 0,
so that the generator is actually just v :=
∑
i λ
′
i. We compute now easily
that
Ψ(v, v) = 0 · v = 0,
so that sign(Ψ) = 0 and the Maslov triple index vanishes as desired.
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As the Seifert framing gL is compatible with every ψ : H1(XL;Z)→ U(1)
that sends all meridians to the same ω, such representations also extend to
the closed 3-manifold ML(gL) obtained by surgery along gL. The Atiyah-
Patodi-Singer rho invariant of ML(gL) is related to the Levine-Tristram
signature of L in the following way.
Corollary 4.2.8. ρψ(ML(gL)) = −σL(ω) + sign ΛgL .
Proof. By Theorem 4.1.16, we have ρψ(ML(gL)) = %ψ(L, gL) + sign ΛgL ,
which is equivalent to the desired formula because of (4.10).
Remark 4.2.9. If L has vanishing pairwise linking numbers, then gL is the
0-framing, and we have the equalities
%ψ(L) = ρψ(YL) = ρψ(ML) = −σL(ω).
4.2.3 A short proof of two classical results
With the help of rho invariants and gluing formulas, it is now possible to
give an easy proof of a classical result of Litherland [33, Theorem 2] about
the Levine-Tristram signature of a satellite knot.
Theorem 4.2.10 (Litherland). Let S := S(C,K,A) be a satellite knot with
winding number n, and let ω ∈ U(1). Then, we have
σS(ω) = σC(ω
n) + σK(ω).
Proof. Let ψ : H1(XS) → U(1) defined by ψ(µS) = ω. By Proposition
4.1.17, we have
%α(S) = %α(C) + %α(K ∪A),
and we only need to write the above rho invariants as Levine-Tristram sig-
natures of knots. Now, we can easily see that, under the identification
XS = XC ∪XK∪A, the restriction of ψ to XK∪A is the representation send-
ing µA to 1 and µk to ω, while its restriction to XC sends µC to ω
n. From
Theorem 4.2.7 and the above discussion, it follows immediately that
%ψ(S) = −σS(ω), %ψ(C) = −σC(ωn).
As the restriction of ψ to XK∪A is trivial on µA, we can fill the link compo-
nent A with a solid torus in a trivial way. The representation will extend,
and the resulting manifold is (up to an orientation-preservig diffeomorphism
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that preserves the framings) just XK . By Corollary 3.3.18, and the defini-
tions, hence, we get
%ψ(K ∪A) = ρψ(XK ,FK) = %ψ(K) = −σK(ω).
Putting together all the equations, we obtain the desired formula.
We reprove now a result of Casson and Gordon [11, Lemma 3.1] about
the rho invariant of a 3-manifold M with a representation pi1(M) → U(1)
that factors through a finite cyclic group, once a presentation of M as the
surgery along a framed link is known (see also the later article of Gilmer [25,
Theorem 3.6], who proved independently a slightly more general formula).
Theorem 4.2.11 (Casson-Gordon). Let ψ : pi1(XL)→ U(1) be the reprenta-
tion sending every meridian to ω = e2piir/p, with p ∈ N and r ∈ {1, · · · , p−
1}. Then, for all compatible framing f , we have
ρψ(ML(f)) = −σL(ω)−
2(
∑
i,j aij)r(p− r)
p2
+ sign Λf ,
where (aij) = Λf is the framed linking matrix of (L, f).
Proof. As usual, let gL = (g1, . . . , gk) denote the Seifert framing on L. It is
immediate to check that, in the given context, a framing f = (f1, · · · , fk) is
compatible if and only if, for all i,
fi = gi + ni, for some ni ∈ p
gcd(p, r)
Z.
By Theorem 4.1.16, together with (4.10), we obtain
ρψ(ML(f)) = −σL(ω) +
k∑
i=1
Sni(r/p) + sign Λf . (4.13)
Thanks to Remark 3.3.33 we can compute
Sni(r/p) = −
2nir
p
(
1− r
p
)
= −2nir(p− r)
p2
.
Plugging these values in (4.13), we obtain
ρψ(ML(f)) = −σL(ω)− 2(
∑
i ni)r(p− r)
p2
+ sign Λf . (4.14)
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Note that, by definition of the framing gL, we can now write∑
i
ni =
∑
i
(fi − gi) =
∑
i
fi +
∑
i,j
Λij =
∑
i,j
aij ,
so that (4.14) is equivalent to the formula in the statement.
Remark 4.2.12. As it is observed by Casson and Gordon, every closed,
oriented 3-manifold N with a representation ψ : pi1(N)→ U(1) that factors
through Z/p can be written as the result of the surgery on a link L with
a representation sending every meridian to ω = e2piir/p along a compatible
framing. Hence, (4.14) gives a general formula for computing rho invari-
ants of 3-manifolds with such representations, once a surgery description is
known.
4.2.4 Dehn surgery and signatures of knots
Let K be a knot, and let p, q be coprime integers. We let MK(p/q) denote
the closed 3-manifolds obtained by p/q-Dehn surgery on K . In the notation
of Dehn fillings, this is described as
MK(p/q) = Dp/q(XK ,FK).
A local coefficient system ψ ∈ U(1), seen as a representation ψ : H1(XK)→
U(1), extends to MK(p/q) if and only if ψ(µ)
p = 1, i.e. if and only if ω :=
ψ(µ) is a pth root of unity.
The next result shows that the Atiyah-Patodi-Singer rho invariant of
MK(p/q) can be nicely expressed in terms of the Levine-Tristram signature
and of the rho invariant of an appropriate lens space. We were not able to
trace this result in the literature.
Proposition 4.2.13. Let K be a knot, let ω be a pth root of unity, and let
ψ : H1(XK ;Z)→ U(1) be the representation defined by ψ(µ) = ω. Then, we
have
ρψ(MK(p/q)) = −σK(ω)− ρ(L(p, q), ω).
Proof. Using formula (3.5) of Remark 3.3.17, we can write
ρψ(MK(p/q)) = ρψ(XK ,FK) + ρψ(D2 × S1,Fp/q) + sgn(p/q). (4.15)
Now, by definition of %ψ(K), together with Theorem 4.2.7, we have
ρψ(XK ,FK) = %ψ(K) = −σK(ω). (4.16)
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Under the gluing, the class [S1] ∈ H1(D2 × S1) is identified with bµ + dλ,
where b, d are integers such that pd− qb = 1. It follows that we have
ψ([S1]) = ψ(µ)b = ωb.
Let k ∈ Z such that ω = e2piik/p. Then, by definition of the function Sp/q,
together with Corollary 3.3.32 (ii) and the definition of `, we have
ρψ(D
2 × S1,Fp/q) = Sp/q(bk/p) = −`(p, q, bk)− sgn(p/q).
As bq is just 1 mod p, we have by definition
`(p, q, bk) = ρ(L(p, q), e2piibkq/p) = ρ(L(p, q), ω),
so that
ρψ(D
2 × S1,Fp/q) = −ρ(L(p, q), ω)− sgn(p/q). (4.17)
Plugging (4.16) and (4.17) into (4.15), we obtain the desired result.
Using some “exceptional surgeries”, we get now the following description
of the Levine-Tristram signature of a torus knot in terms of rho invariants
of lens spaces. Given the explicit expressions of Remark 3.3.30, it would
be interesting to compare this result to the computations of Borodzik and
Oleszkiewicz [6].
Corollary 4.2.14. Let r, s be positve coprime integers, and let T (r, s) denote
the (r, s)-torus knot. Let ζ := e2pii(rs−1). Then, for all 0 ≤ k ≤ rs − 2, we
have
σT (r,s)(ζ
k) = −`(rs− 1, s2, kr)− `(rs− 1, 1, k).
Proof. The (rs−1)-Dehn surgery on T (r, s) gives a manifold which is orientation-
preserving diffeomorphic to the lens space L(rs−1, s2) [35, Proposition 3.2].
Keeping track of the induced map on the fundamental group under this dif-
feomorphisms, by Proposition 4.2.13 (applied with ω = ζk) we obtain
ρψ(L(rs− 1, s2), ζkrs2) = −σT (r,s)(ζk)− ρ(L(rs− 1, 1), ζk),
which immediately gives the desired equality.
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4.2.5 Cimasoni-Florens signatures
Using a generalizition of the concept of Seifert surfaces (called C-complexes),
Cimasoni and Florens [12] defined a multivariable version of the Levine-
Tristram signature of a link. In their work, a link L is considered with
the extra structure of a coloring, i.e. a partition of its components into n
non-empty subsets, indexed by {1, . . . , n}, and the signature is a function
σL : Tn∗ → Z,
where T∗ := T \ {1} = U(1) \ {1}. At the two extremes there are the
case where n = 1 and all components are grouped together, where σL co-
incides with the Levine-Tristram signature function, and the case where n
corresponds to the number of components of L, and every components is
grouped on its own. As the resulting function contains in this latter case
the highest amount of information and all other functions can be easily re-
covered from it, for simplicity we shall not talk of colored links, and we shall
always consider the function corresponding to this maximal coloring. Given
a link L witk k components, in order to distinguish this function from the
Levine-Tristram signature function, we shall use the notation
σ′L : Tk∗ → Z
for the multivariable signature with maximal coloring.
Remark 4.2.15. By a result of Cimasoni and Florens [12, Proposition
2.5], the Levine-Tristram signature can be recovered from the multivariable
signature by the formula
σL(ω) = σ
′
L(ω, . . . , ω)−
∑
i<j
Λij ,
where Λij denotes as usual the linking number lk(Li, Lj).
Instead of giving the original definition of the multivariable signatures,
we shall employ a 4-dimensional characterization, due to Conway, Nagel and
the author [17, Proposition 3.5]. We need the following definition.
Definition 4.2.16. A bounding surface for a link L = L1 ∪ · · · ∪Lk ⊆ S3 =
∂D4 is a union F = F1∪· · ·∪Fk of properly embedded, locally flat, compact,
oriented surfaces Fi ⊂ D4 with ∂Fi = Li and which only intersect each other
transversally in double points.
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Given a bounding surface F = F1 ∪ · · · ∪ Fk ⊆ D4 for a link L, we can
take a small tubular neighbourhood N(Fi) of each surface Fi and define the
exterior of F in D4 as the 4-manifold with boundary
WF := D
4 \ (N(F1) ∪ · · · ∪N(Fk)).
It is easy to show that H1(WF ;Z) is freely generated by the images of the
meridians µ1, . . . , µk of the link L. We have then the following result [17,
Proposition 3.5].
Proposition 4.2.17. Let L be a link in S3 and let F be a bounding surface
for L. Given a k-tuple (ω1, . . . , ωk) ∈ Tk∗, let ψ : H1(WF ;Z) → U(1) be the
representation sending µi to ωi, for i = 1, . . . , k. Then, we have
σ′L(ω1, . . . , ωk) = σψ(WF ).
Remark 4.2.18. The proof of Proposition 4.2.17 is made of two steps.
First, one proves that the value of σψ(WF ) is independent of the choice of
the bounding surface. This is originally due to Viro [46, Theorem 2.A] (see
also Degtyarev, Florens and Lecuona [19, Proposition 3.9]). As a second
step, one shows the result for the specific case of F being a pushed-in C-
complex. This is based on a computation of Conway, Friedl and the author
[16, Theorem 1.2].
Remark 4.2.19. Multivariable signatures are good concordance and cobor-
dism invariants. Let Tk! denote the dense subset of Tk∗ made of k-tuples
(ω1, . . . , ωk) such that there is no Laurent polynomial p ∈ Z[t±11 , . . . , t±1k ]
which satisfies p(ω1, . . . , ωk) = 0 and p(1, . . . , 1) = ±1. Then, by a re-
sult of Conway, Nagel and the author [17, Theorem 1.5], the invariant
σL(ω1, · · · , ωk) is invariant under 0.5-solvable cobordism of links for all for
(ω1, . . . , ωk) ∈ Tk! .
4.2.6 Rho invariants of links and multivariable signatures
In this section, we shall give analogues of the results of Section 4.2.2 about
the Levine-Tristram signature. First, given a link L, we shall construct a
closed manifold Y ′L which is only determined by L and whose Atiyah-Patodi-
Singer rho invariant coincides with the multivariable signature of L. Then,
we shall compare the multivariable signature of L with the rho invariant
%ψ(L) defined in Section 4.1.2.
Let L = L1, · · · , Lk be a k-component link. In order to define the closed
manifold Y ′L of our need, we first build a 3-manifold with boundary PL in
the following way.
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1. Take k copies D1, · · · , Dk of the 2-disk D2.
2. For each ordered pair (i, j), remove pij := |Λij | disjoint disksD1ij , . . . Dpijij
from Di.
3. For each i, let D˜i denote the surface obtained from Di by removing∑
j 6=i pij small disks in the way described above.
4. For each triple (i, j,m) with i < j and 1 ≤ m ≤ pij , let
ϕmij : ∂D
m
ij × S1 → ∂Dmji × S1
be the orientation-reversing diffeomorphism given by
ϕmij (x, y) =
{
(y, x), if sgn Λij > 0,
(y−1, x−1), if sgn Λij < 0,
where ε = sign Λij and we are implicitly using an identification of ∂D
m
ij
and ∂Dmji with S
1.
5. Set
PL :=
(
k⊔
i=1
−D˜i × S1
)
/ ∼,
where ∼ is the equivalence relation given by the gluings with respect
to the diffeomorphisms ϕmij for all triples (i, j, k).
In other words, PL is obtained by plumbing along the graph having k disks
−D1, · · · ,−Dk as vertices, and edges corresponding to the linking numbers
between the corresponding link components [17, 4.2]. By construction, PL
is an oriented 3 manifolds with k boundary components Σ1, · · · ,Σk, given
by Σi = −∂Di × S1. On the other hand, the boundary of the link exterior
XL is a union of tori T1, · · · , Tk, where Ti is the boundary of a tubular
neighborhood of Li, and has a standardly oriented framing with meridian
µi and longitude λi. We set now
Y ′L := XL ∪ϕ PL,
where the gluing map ϕ is given by the collection of orientation-reversing
diffeomorphisms Σi → Ti ⊆ ∂XL determined up to isotopy by the identifi-
cations {
[∂Di] = λi,
[S1] = µi.
(4.18)
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We use the identifications given by (4.18) to define a framing of ∂PL which
thus, by construction, coincides with FL under the gluing that gives rise to
Y ′L. We describe next the canonical Lagrangian VPL ⊆ H1(∂PL;Z) in terms
of the meridians µi and longitudes λi.
Lemma 4.2.20. The canonical Lagrangian of PL is given by
VPL = SpanC
{
λi −
k∑
j=1
Λijµj
∣∣∣∣ i = 1, . . . , k}.
In particular, VPL coincides with VXL under the gluing XL ∪ϕ PL.
Proof. The first statement is an easy Mayer-Vietoris calculation [17, Lemma
4.7]. The second statement follows immediately from (4.1).
An immediate consequence of Lemma 4.2.20 is that the images of the
meridians µi are linearly independent in H1(PL;Z) and in H1(Y ′L;Z). In
particular, given a k-tuple (ω1 . . . , ωk) ∈ Tk∗, we can define a representation
ψ : H1(Y
′
L;Z)→ U(1)
by sending every meridian µi to ωi, and the complement of the subgroup
generated by the meridians to 1. We have then the following result.
Proposition 4.2.21. Let L = L1∪· · ·∪Lk be a link in S3, let (ω1 . . . , ωk) ∈
Tk∗ and let ψ : H1(Y ′L;Z) → U(1) be the representation corresponding to
(ω1 . . . , ωk) as described above. Then, we have
ρψ(Y
′
L) = −σ′L(ω1, . . . , ωk).
Proof. We shall only give the sketch of a proof. More details for most of
the claims are found in the references. See S3 as the boundary of D4, and
pick a bounding surface F = F1 ∪ · · · ∪ Fk ⊆ D4 for L. The boundary of its
exterior WF , then, is given by XL∪∂MF , where MF is a 3-manifold obtained
by plumbing along the graph whose vertices are the surfaces −F1, . . . ,−Fk
and whose edges correspond to the intersection points between them, with
the sign of the intersection as decoration [17, Example 4.12]. Of course, the
representation ψ extends to WF . By the cut-and-paste formula for the rho
invariant (Proposition 2.1.7), we find now
ρψ(Y
′
L) = ρψ(∂WF ) + ρψ(−MF ∪∂ PL)− τ(VMF ,VXL ,VPL) (4.19)
(as usual we compute Maslov indices in homology instead of cohomology,
and the twisted one is 0 because all ωi’s are non-trivial by assumption).
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From Lemma 4.2.20, we see that τ(VMF ,VXL ,VPL) is also 0. The term
ρψ(−MF ∪∂ PL) is also 0 thanks to a computation of Conway, Nagel and the
author [17, Proposition 4.10], because −MF∪PL can be seen as the plumbing
of a balanced graph with vertices the closed surfaces Fi∪∂ (−Di) (otherwise,
the same result can be proved by using gluing formulas and Proposition
3.4.11). Using the Atiyah-Patodi-Singer signature theorem, (4.19) can be
now rewritten as
ρψ(Y
′
L) = ρψ(∂WF ) = sign(WF )− signψ(WF ).
As the untwisted signature of WF is 0 [17, Proposition 3.3], the result follows
now from Proposition 4.2.17.
Remark 4.2.22. The original definition of the multivariable signature [12]
depends on the choice of a C-complex in S3. Proposition 4.2.17 can be
used to give an alternative definition of the multivariable signature as the
twisted signature of an appropriate 4-manifold [17, 19]. However, this 4-
manifold depends on the non-canonical choice of a bounding surface for the
link. Proposition 4.2.21, in turn, gives a description of the multivariable
signature as the rho invariant of a closed 3-manifold which is unequivocally
determined by the link, providing a possible more intrinsic definition.
We conclude with a comparison between rho invariants for links (in the
abelian case) and multivariable signatures.
Theorem 4.2.23. Let L = L1∪· · ·∪Lk be a link in S3, let (ω1 . . . , ωk) ∈ Tk∗
and let ψ : H1(XL;Z) → U(1) be the representation sending µi to ωi for
i = 1, . . . , k. Then, we have
%ψ(L) = −σL(ω1, . . . , ωk)− ρψ(PL,FL).
In particular, the difference between %ψ(L) and −σL(ω1, . . . , ωk) only de-
pends on the linking matrix ΛL and and on the k-tuple (ω1, . . . , ωk).
Proof. Clearly, we can extend ψ to the whole of Y ′L in the usual way. From
the description Y ′L = XL ∪ϕ (−PL), using the gluing formula of Corollary
3.2.11 we obtain now
ρψ(Y
′
L) = ρψ(XL,FL) + ρψ(PL,FL)− τ(MFL ,VXL ,VPL).
The first summand on the right-hand side is exactly %ψ(L), and the Maslov
triple index vanishes as we have seen that VXL = VPL . From Proposition
4.2.21, we get thus
%ψ(L) = −σL(ω1 . . . , ωk)− ρψ(PL,FL)
as desired.
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Remark 4.2.24. The manifold PL whose rho invariant corresponds to the
correction term C(ΛL, ω1, . . . , ωk) of Theorem 4.2.23 is built by gluing prod-
ucts −D˜i × S1, where D˜i is a punctured disk. With the help of gluing
formulas, we can thus express the result in terms of the rho invariants of
these manifolds, corresponding to the function Γ of Section 3.4.2. A lengthy
Maslov index calculation, namely, leads to the formula
%ψ(L) = −σL(ω1, . . . , ωk)− sign ΛL +
k∑
i=1
Γpi(vi),
where pi :=
∑
j 6=i |Λij |, and vi ∈ Tpi∗ is a tuple made of |Λij | repetitions of
ω
sgn Λij
j for each j 6= i. In particular, if we were able to compute the rho in-
variants of products F×S1 effectively, we would have a more explicit formula
for the difference between the invariant %ψ(L) and (minus) the multivariable
signature.
Remark 4.2.25. As a consequence of Theorem 4.2.23, we see that the link
invariant %ψ(L) is as good as a concordance invariant as the multivariable
signatures. Even though it might be hard to compute explicitly, its topolog-
ical description is nicer than that of multivariable signatures (it is just the
rho invariant of the link exterior), and can be effectively used at their place
in proofs requiring constructions that start from the link exterior.
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Appendix
A.1 3-dimensional lens spaces
Let p, q ∈ Z be two coprime integers. We define the 3-dimensional lens space
L(p, q) as follows.
• For p > 0, we set L(p, q) = S3/Z/p where we see S3 as standarly
embedded in C2 and the quotient is with respect to the action
Z/p× S3 → S3
([k], (z, w)) 7→ (e2piik/pz, e2piikq/pw).
Notice that L(p, q) inherits from S3 the structure of a closed, oriented
3-manifold.
• For p < 0, we set L(p, q) := −L(−p, q).
• For p = 0, we set L(0, 1) = L(0,−1) := S2 × S1.
In all three cases, there is a natural isomorphism pi1(L(p, q)) ∼= Z/p. We
prove now the following basic results.
Proposition A.1.1 (Relationship between different lens spaces).
(i) L(−p, q) = −L(p, q) for p 6= 0;
(ii) L(p, q) = L(p, r) if r ≡ q mod p;
(iii) there is an orientation-reversing diffeomorphism f : L(p,−q)→ L(p, q)
such that f∗ : Z/p→ Z/p satisfies f∗([1]) = [1];
(iv) there is an orientation-preserving diffeomorphism g : L(p, q)→ L(p, q)
such that g∗ : Z/p→ Z/p satisfies f∗([1]) = [−1];
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(v) if s ≡ q−1 mod p, there is an orientation-preserving diffeomorphism
h : L(p, s)→ L(p, q) such that h∗ : Z/p→ Z/p satisfies h∗([1]) = [s].
Proof. Point (i) follows from the definition of L(a, b) for negative a. Because
of the same definition, it is enough to prove the other points for p > 0 and
for the special case p = 0. We start with p > 0. Then, point (ii) follows
immediately from the definition. For the other three points, we define the
diffeomorphisms explicitly as
f([(z, w)]) = [(z, w)], g([(z, w)]) = [(z, w)], h([(z, w)]) = [(w, z)],
and easily verify that the induced map in the fundamental group are those
listed in the statement. For p = 0, (ii) is trivial and (v) is either trivial or
coincides with (iv). For (iii) and (iv), we have to provide diffeomorphisms
f, g : S2 × S1 → S2 × S1 with f orientation-reversing and trivial on the
fundamental group, and g orientation preserving and non-trivial on the fun-
damental group. We can thus define f = τ × idS1 and g = τ × σ with τ a
reflection of S2 and σ a reflection of S1.
There is another classical description of lens spaces in terms of genus 1
Heegaard splittings. Given a matrix A =
(
a b
c d
)
with detA = −1, we de-
note by HA the closed 3-manifold obtained by gluing two copies V1, V2 of
the standard solid torus D2 × S1 ⊆ C2 through the orientation-reversing
diffeomorphism
fA : ∂V2 = S
1 × S1 → ∂V1 = S1 × S1
(z, w) 7→ (zawc, zbwd).
By Seifert–Van Kampen, the fundamental group of HA can be described in
terms of the positive generators x ∈ pi1(V1) and y ∈ pi1(V2) as
pi1(HA) = 〈x, y |xc = 1, y = xd〉 ∼= 〈x |xc〉.
We have the following result.
Proposition A.1.2. Let A =
(
a b
c d
)
be a matrix with detA = −1. Then,
there is an orientation-preserving diffeomorphism
ϕA : HA
∼−→ L(c,−a)
such that (ϕA)∗ : 〈x |xc〉 = pi1(HA) → pi1(L(c,−a)) = Z/c is the map send-
ing x to [1].
136
Proof. For positive c, the diffeomorphism is constructed explicitly in the
lecture notes of Friedl [24], once the inverse of the matrix is taken, which
corresponds to using the inverse of the gluing diffeomorphism. The observa-
tion about the fundamental group is immediate from the explicit description
of the diffeomorphism.
For negative c, consider the matrix A′ :=
(
a −b
−c d
)
. Since we defined in
this case L(c,−a) to be −L(−c,−a), it is enough to find an orientation-
reversing diffeomorphism g : HA → −HA′ which behaves correctly on the
fundamental group, and then define ϕA as the composition
HA
g−→ −HA′ ϕA′−−→ −L(−c,−a) = L(c,−a).
By definition, HA′ is built by gluing two copies V
′
1 , V
′
2 of D
2 × S1 through
the map
fA′ : ∂V2 = S
1 × S1 → ∂V1 = S1 × S1
(z, w) 7→ (zaw−c, z−bwd).
We define the map g : V1 ∪fA V2 = HA → HA′ = V ′1 ∪f ′A V ′2 as the union of
the maps
g1 : V1 → V ′1 g2 : V2 → V ′2
(z, w) 7→ (z−1, w) (z, w) 7→ (z−1, w).
It is immediate to check that the two maps respect the gluing, so that g is
well defined. Moreover, if x′ ∈ pi1(V ′1) is the positive generator, so that we
have a description pi1(HA′) = 〈x′ | (x′)−c〉 analogous to the one of pi1(HA),
we have the induced map g∗(x) = (x′), and hence (ϕA)∗ = (ϕA′)∗ ◦ g∗ sends
x ∈ pi1(HA) to [1] ∈ Z/p as desired.
It remains to consider the case c = 0, which implies a = ±1. We de-
fined in these cases L(0, 1) = L(0,−1) = S2 × S1. So, we have to find an
orientation-preserving diffeomorphism ϕA : HA
∼−→ S2 × S1 such that
(ϕA)∗ : 〈x〉 = pi1(HA)→ pi1(S2 × S1) = Z
sends x to 1. The fact that HA is diffeomorphic to S
2×S1 is well-known (see
Rolfsen [42, Chapter 9.B]). By composing the chosen diffeomorphism with
an appropriate self-diffeomorphism of S2×S1, we obtain easily the map ϕA
with the desired properties.
Remark A.1.3. In practice, in order to build the lens space L(p, q) out of
two solid tori V1, V2, with meridians µ1, µ2 and longitudes λ1, λ2 respectively,
137
it is enough to choose an orientation-reversing diffeomorphism f : ∂V2 → ∂V1
with
f∗(µ2) = −qµ1 + pλ1.
The element [1] ∈ Z/p = pi1(L(p, q)) concides then with the image of the
generator of pi1(V1). With respect to the bases (µ1, λ1) of H1(∂V1;Z) and
(µ2, λ2) of H1(∂V2;Z), the diffeomorphism f is represented in homology by
a matrix
A =
(−q a
p b
)
, detA = −1.
The values a, b ∈ Z are not unequivocally determined by p and q, but they
do not play a role in the determination of the diffeomorphism class of the
resulting manifold. However, it is sometimes important to keep track of
them, as they appear if we try to look at the fundamental group of pi1(L(p, q))
from the point of view of V2. In fact, the generator of pi1(V2) corresponds to
the element [b] ∈ Z/p.
A.2 Dedekind sums and the Rademacher function
The topic of this section is a very classical one, but we shall not try to outline
the history of the results or to be exhaustive in the treatment. Instead, we
shall just outline the definitions and results that we need in relationship to
our goal, which is centered in the computation of the eta and rho invariants
of some particular manifolds.
A.2.1 Classical Dedekind sums
For coprime integers a, c such that c 6= 0, the Dedekind sum of the pair (a, c)
is the rational number
s(a, c) :=
|c|−1∑
j=1
((
aj
c
))((
j
c
))
, (A.1)
where ((·)) : R→ (−12 , 12) be the periodic sawtooth function defined by
((x)) :=
{
x− bxc − 12 , if x ∈ R \ Z,
0, if x ∈ Z.
From the oddness of the function ((·)), it is immediate to see that
s(−a, c) = −s(a, c), s(a,−c) = s(a, c).
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From the 1-periodicity of ((·)), we see that s(a, c) only depends on a up
to equivalence modulo c. For the same reason, we can see the sum in the
definition of s(a, c) as running through elements modulo c, and then an easy
change of variable leads to the equality
s(a, c) = s(a′, c), if aa′ ≡ 1 mod c. (A.2)
Suppose now that a and c are positive coprime integers. One of the
most important relations satisfied by the Dedekind sums, admitting, several
different proofs, is the reciprocity formula [40, Chapter 2]
s(a, c) + s(c, a) =
1
12
(
a
c
+
1
ac
+
c
a
)
− 1
4
. (A.3)
Another useful property is the cotangent formula [40, (26)]
s(a, c) =
1
4c
c−1∑
j=1
cot
pik
c
cot
piak
c
. (A.4)
A.2.2 The Rademacher function
In this section, we shall consider various functions defined on SL(2,Z) and
on SL(2,Z)× SL(2,Z). Given a function f : SL(2,Z)→ R we shall consider
its coboundary δf : SL(2,Z)× SL(2,Z)→ R, given by
δf(A,B) := f(A) + f(B)− f(AB).
Given an element A ∈ SL(2,Z), we define its coefficients by
A =
(
aA bA
cA dA
)
.
When a single matrix is being considered, we shall normally omit its name
from the notation of the coefficients.
We start with the definition of the main function of our interest. The
Rademacher function Φ: SL(2,Z)→ Q is defined as
Φ(A) :=
{
b
3d , if c = 0,
a+d
3c − 4 sgn(c)s(a, c), otherwise.
(A.5)
Remark A.2.1. In fact, the original function considered by Rademacher is
3Φ, and it takes integer values as a consequence of the reciprocity formula
(A.3) for the Dedekind sums [39, p. 50].
139
Remark A.2.2. It is immediate to check that Φ(−A) = Φ(A), so that Φ
actually gives rise to a well-defined function PSL(2,Z)→ Z.
Rademacher was able to give a simple formula for the coboundary of the
function Φ. Namely, he proved that
δΦ(A,B) = sgn(cAcBcAB). (A.6)
An analytic proof of this fact based on the transformation properties of the
Dedekind eta function can be find in the book of Rademacher and Grosswald
[40, (62)]. In the same text, a reference to the original (purely arithmetic
but lengthy) proof is also given.
Remark A.2.3. Both the Rademacher function Φ: PSL(2,Z)→ Z and the
function ε : PSL(2,Z)× PSL(2,Z)→ Z defined by
ε(A,B) = sgn(cAcBcAB) (A.7)
have geometric interpretations in terms of invariants of triangles in the hy-
perbolic plane, as observed by Kirby and Melvin [27, Section 1]. They call
the latter (with the opposite sign normalization) the area cocycle, and show
by geometric means that δΦ = ε.
Following the work of Kirby and Melvin, we define one more function
ν : SL(2,Z)→ Z as
ν(A) :=
{
sgn(b), if A =
(
1 b
0 1
)
,
sgn(c(a+ d− 2)), otherwise.
The authors prove [27, Theorem 6.1] that the coboundary of −Φ + ν is the
famous signature cocycle
σ : SL(2, Z)× SL(2, Z)→ Z,
of Meyer, originally defined as the twisted signature of a torus bundle over
a pair of pants [34]. Together with (A.6), this gives the simple expression
σ(A,B) = ν(A) + ν(B)− ν(AB)− sgn(cAcBcAB).
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A.2.3 Dedekind-Rademacher sums
For coprime integers a, c such that c 6= 0, and real numbers x, y ∈ R, we
define the Dedekind-Rademacher sum
sx,y(a, c) :=
|c|−1∑
j=0
((
a(j + x)
c
+ y
))((
j + x
c
))
. (A.8)
It is immediate to see that, for fixed a and c, sx,y(a, c) is 1-periodic in both x
and y, so that it can be seen as a function of R/Z×R/Z. Clearly, moreover,
we have
s0,0(a, c) = s(a, c).
Hence, this is a true generalization of the classical Dedekind sums. The
function sx,y(a, c) was first defined in this generality by Rademacher [39].
We took our notation from [5, Appendix C.2.2].
We shall now focus on the special case x = 0, establishing some formulas
that will be useful in the applications. By definition, we have
s0,y(a, c) =
|c|−1∑
j=0
((
aj
c
+ y
))((
j
c
))
.
First of all, using the oddness and the periodicity of the sawtooth function,
we observe that
s0,y(a, c) = −s0,y(−a, c) = s0,y(a,−c) = s0,−y(a, c)
and
s0,y(a
′, c) = s0,y(a, c) if a′ ≡ a mod c.
If cy is an integer, we obtain more relations. For example, for d ∈ Z such
that ad ≡ 1 mod c, and y = nc ∈ 1cZ, we have
s0,ay(a, c) = s0,y(d, c),
as it can be seen with the substitution k = a(j + n) in the expression
s0,ay(a, c) =
∑
j mod c
((
a(j + n)
c
))((
j
c
))
.
Moreover, we have the following result.
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Lemma A.2.4. Let a, c coprime integers with c > 0, and let y = k/c with
k ∈ {1, . . . , c− 1}. Then
s0,ay(a, c)− s(a, c) =
k−1∑
j=1
((
aj
c
))
+
1
2
((
ak
c
))
. (A.9)
Proof. By definition, we have
s0,ay(a, c) =
∑
i mod c
((
a(i+ k)
c
))((
i
c
))
,
and with the substitution j = i+ k we obtain
s0,ay(a, c) =
∑
j mod c
((
aj
c
))((
j − k
c
))
=
c−1∑
j=1
((
aj
c
))((
j − k
c
))
.
Now, it is immediate to verify that
((
j − k
c
))
=

((
j
c
))
+ 1− kc , if 1 ≤ j ≤ k − 1,
0, if j = k,((
j
c
))
− kc , if k + 1 ≤ j ≤ c− 1.
As a consequence, we can write
s0,ay(a, c)− s(a, c) =
c−1∑
j=1
((
aj
c
))[((
j − k
c
))
−
((
j
c
))]
=
=
k−1∑
j=1
((
aj
c
))
− k
c
c−1∑
j=1
((
aj
c
))
+
[
k
c
−
((
k
c
))]((
ak
c
))
.
The second summand in the last expression is 0, as
((
aj
c
))
= −
((
a(c−j)
c
))
,
and thus all terms in the sum get canceled. By observing that
k
c
−
((
k
c
))
=
k
c
−
(
k
c
− 1
2
)
=
1
2
,
we obtain the desired result.
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Remark A.2.5. Expanding (A.9), we get
k−1∑
j=1
((
aj
c
))
+
1
2
((
ak
c
))
=
k−1∑
j=1
(
aj
c
−
⌊
aj
c
⌋
− 1
2
)
+
1
2
(
ak
c
−
⌊
ak
c
⌋
− 1
2
)
=
=
ak(k − 1)
2c
−
k−1∑
j=1
⌊
aj
c
⌋
− k − 1
2
+
ak
2c
− 1
2
⌊
ak
c
⌋
− 1
4
=
=
ak2
2c
− k
2
+
1
4
−
k−1∑
j=1
⌊
aj
c
⌋
− 1
2
⌊
ak
c
⌋
.
Note that here the assumption c > 0 is not needed. This computation will
turn useful in the study of rho invariants of lens spaces (see Corollary 3.3.25).
A.3 Some software-generated images
In Section 3.3.5, we introduced a family of 1-periodic functions Sr : R→ R,
for r ∈ Q ∪ {∞}, so that Sr corresponds to the rho invariant of the solid
torus D2 × S1 with a non-standardly oriented framing Fr of gradient r, for
all possible representations α : pi1(D
2 × S1)→ U(1).
Because of the relations between different functions in this family, we
have observed that it is enough to know Sr for r > 1 in order to recover all
other functions. One way to proceed is to fix p ∈ N \ {0, 1}, and consider
the rational numbers r = p/q for all integers q that are coprime with p and
satisfy 1 ≤ q ≤ p − 1. In this way, for each p we get a finite number of
functions, and by letting p vary in N \ {0, 1} we recover all of them.
The general features of the finite sequence of functions corresponding to
a choice of p seem not to vary by changing p. We illustrate next the sequence
of 30 functions corresponding to the choice p = 31. For all r = 31/q with
1 ≤ q ≤ 30, we append the graph, generated with the software Mathematica,
representing all the values of Sr(t) for t ∈ (0, 1) that we are able to compute,
thanks to Corollary 3.3.32, as rho invariants of lens spaces. The color scheme
is the following (see Notation 3.3.29):
• red dots represent `(q, 31, k) for 1 ≤ k ≤ q − 1;
• green dots represent −`(31, q, k)− 1 for 1 ≤ k ≤ 30;
• blue dots represent −`(31 + q, q, k)− 1/2 for 1 ≤ k ≤ 30 + q;
• orange dots represent −`(p− q, q, k)− 3/2 for 1 ≤ k ≤ 30− q.
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