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Abstract
In this letter, we take a new approach to the explanation of the inverse isotope effect in PdH(D).
Our approach introduces two new aspects. First, we took into account the experimental evidence
that at temperatures below 50 K, the crystal structure of PdH and of PdD is zincblende. Second,
we studied the contribution of both, the electron-electron and the electron-phonon interactions.
We used the Migdal-Eliashberg theory to perform our ab initio calculations. We found that the
electron-electron contribution is the most important one to explain the inverse isotope effect. We
reproduced the experimental found values for the critical temperature and the isotope coefficient.
Our analysis represents a direct and simple explanation for the inverse isotope effect in PdH(D).
PACS numbers: 74.62.Fj, 74.62.-c, 74.62.Yb, 74.20.-z
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The vibration spectrum, the electron-phonon coupling and the Coulomb electron-electron
repulsion determine the isotope effect. If only phonons are taken into account the Bardeen-
Cooper-Schrieffer theory (BCS)1 predicts that the transition temperature of a single-
element-superconductor goes as Tc ∝ M
−α where M is the isotope mass and α = 0.5.
If we take into account the contribution of the Coulomb electron-electron repulsion some
deviations from this value can occur2.
Quite an amount of theoretical and experimental work3–18 has been done since the dis-
covery of the inverse isotope effect in PdH(D) (α ≈ −0.3) without reaching to a satisfactory
explanation of this phenomenon. Karakozov et al.13 and Klein et al.14 attribute the in-
verse isotope effect to anharmonic effects in the vibrational spectrum of PdH(D). Jena et
al.15 found that the zero-point vibration of Hydrogen and Deuterium can contribute to the
isotope effect in an important way. The effect has been associated to certain electronic
properties or to volume effects16,17.
Another aspect of this problem is associated to the crystal structure considered for
PdH(D). Most of the work done so far considers the rocksalt crystalline structure where
the hydrogen atoms are located on the octahedral sites of the fcc lattice of Palladium3–18.
Neutron diffraction techniques have been employed to study the hydrogen-atom configura-
tion in a single-phase sample of beta-PdH at several selected temperatures. The suggested
low-temperature (T ≪ 55 K) structure of this compound is one which conforms to the
space group R3¯m. This means that, depending on temperature (T ≪ 55 K), the hydrogen
atoms move from their octahedral positions towards tetrahedral ones forming the zincblende
structure19–22 For PdD something very similar occurs23. In a theoretical study, for pressures
below 20 GPa at 0 K the stable structure was found to be zincblende24. We conclude from
these observations that in the superconducting state (Tc ≈ 9 K) at zero pressure PdH(D)
is in the zincblende and not in the rocksalt crystal structure as it has been assumed up to
now. Therefore, in this work, we consider PdH(D) in the zincblende structure and will show
that the inverse isotope effect can be explained in agreement with experiment starting with
this hypothesis and without assuming anharmonicity.
In this letter, we show that using the Migdal-Eliashberg theory25,26 and considering the
vibrational modes to be harmonic it is possible to account for the inverse isotope effect.
The importance of this work lies not only on the fact that it gives a simple and direct
explanation of the inverse isotope effect but also that it can be taken as a starting point to
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explain the isotope effect and the change in the critical temperature of the isotope in new
superconductors formed by introducing hydrogen into other elements as S, Pt, Se and P
among other possibilities27–36.
BCS theory gives for a compound with several atoms the following formula for the partial
isotope effect coefficients αi ≡ −d lnTc/d lnMi whereMi is the mass of the different atoms in
the compound and Tc the critical temperature. The total isotope effect coefficient is given by
the sum of the partial ones, namely αtot =
∑
i αi. According to Migdal-Eliashberg theory,
the αi coefficients contain information on both the electron-phonon interaction and the
electron-electron repulsion. If we take into account only the mass dependence of the electron-
phonon interaction, Rainer and Culetto37 have shown that the isotope effect coefficient can
be calculated from the formula
αe−ph (ω) ≡ R (ω)α
2F (ω) , (1)
where R (ω) is given by
R (ω) =
d
dω
[
ω
2Tc
δTc
δα2F (ω)
]
. (2)
The Eliashberg function is defined as
α2F (ω) =
1
N (ǫF )
∑
nm
∑
~qν
δ (ω − ω~qν)
∑
~k
∣∣∣g~qν,nm~k+~q,~k
∣∣∣2 (3)
×δ
(
ǫ~k+~q,m − ǫF
)
δ
(
ǫ~k,n − ǫF
)
,
where g~qν,nm~k+~q,~k are the matrix elements of the electron-phonon interaction, ǫ~k+~q,m and ǫ~k,n are
the energy of the quasi-particles in bands m and n with vectors ~k + ~q and ~k respectively.
The functional derivative of the critical temperature with respect to the Eliashberg function
is given by38
δTc
δα2F (ω)
= −
(
∂ρ
∂T
)
−1
Tc
δρ
δα2F (ω)
. (4)
Now we can calculate the change in the critical temperature and in the isotope coefficient
as37
△ lnTc = −
∫
∞
0
dωα2F (ω)R (ω)△ lnM, (5)
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and
αel−ph =
∫
∞
0
dωα (ω) . (6)
The phonon spectrum in PdH(D) is neatly separated in two frequency regions. The Pd
vibrations produce acoustic modes while the hydrogen (deuterium) modes give rise to the
optical modes. So, by integrating Eq. (6) in the range of frequencies corresponding to Pd
we can find the electron-phonon contribution to the isotope effect coefficient corresponding
to this atom. In a similar manner we can get the corresponding contribution from hydrogen
or deuterium.
Further, the information on the electron-electron contribution can be found from the
corresponding Coulomb repulsion parameter µ∗. In the Random phase approximation it is
given by39
1
µ∗
=
1
µ
+ ln
(
ωel
ωph
)
. (7)
Where µ = 〈V 〉N (EF ) is the product of the average of the coulomb potential and the
density of states at the Fermi level, ωel is an electron energy scale and ωph is a phonon
energy one. It is therefore evident from Eq. (7) that µ∗ depends on the ion mass through
the phonon energy.
The isotope coefficient for the electron-electron interaction is given by2
αel−el = −
d lnTc
d lnM
. (8)
Here the critical temperature of the isotope is given by40
T PdDc = T
PdH
c +△T
el−el
c (9)
where
△T el−elc =
∂Tc
∂µ∗
(µ∗PdD − µ
∗
PdH) , (10)
and
∂Tc
∂µ∗
= −
(
∂ρ
∂T
)
−1
Tc
∂ρ
∂µ∗
. (11)
Now, if we take both contributions into account the total isotope effect coefficient is given
by the following equation
αtot = αel−ph + αel−el, (12)
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and the total change in the critical temperature, Tc,
△Tc = △T
el−ph
c +△T
el−el
c . (13)
According to Eqs. (6 -12), to know αtot it is necessary to know first µ
∗ and δTc/δα
2F (ω).
We can get µ∗ by solving the linearised Migdal-Eliashberg equation (LMEE) valid at Tc
ounce α2F (ω) is known and then we can calculate the functional derivative, δTc/δα
2F (ω),
using the formulism of Bergmann38 and of Leavens2. For an isotropic superconductor, the
LMEE
ρ△¯n = πT
∑
m
[
λnm − µ
∗ − δnm
|ω˜n|
πT
]
△¯m. (14)
Where △¯n is given by
△¯n =
|ω˜n/ωn|△n
|ω˜n|+ πTρ
, (15)
Here ρ is the breaking parameter that becomes zero at Tc. The frequency ω˜n is
ω˜n = ωn + πT
∑
m
λnmsig(ωm), (16)
and iωn are the Matsubara frequencies, iωn=iπT (2n+ 1) with n = 0,±1,±2 . . .. The
coupling parameter λnm is defined as
λnm = 2
∫
∞
0
dωωα2F (ω)
ω2 + (ωn − ωm)
2
. (17)
Notice that λnn is the known electron-phonon interaction parameter.
The Eliashberg function α2F (ω) was obtained using the Quantum - Espresso suite code41.
We used the density functional perturbation theory41,42 and the scalar relativistic pseudo
potentials of Pardue and Zunger (LDA)43. We used 150 Ry cutoff for the plane-wave basis
and a 32 X 32 X 32 mesh for the BZ integrations in the unit cell. For the force constants
matrix we used a 16 X 16 X 16 mesh. The sum over ~k in Eq.(3) required a 72 X 72 X
72 grid. To cut the sum over the matsubara frequencies in the LMEE, we used a cutt-off
frequency, ωcutoff = 10ωph where ωph is the maximum phonon frequency.
The electron-phonon contribution to the change in the critical temperature due to the
substitution of hydrogen by deuterium, ∆T e−phc , can be computed from Eq.5. Now, if we take
the experimental critical temperature for PdH to be Tc = 8.8K
12, we find that ∆T e−phc =
−0.332K and the contribution due to the electron-electron interaction, ∆T e−ec = +2.556K.
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It is obvious that the electron-phonon contribution is almost negligible as compared to the
electron-electron one. Furthermore, this theory predicts a critical temperature for PdD
T PdDc = T
PdH
c +∆T
total
c = 11.024K (18)
this critical temperature for the isotope PdD is very close to the experimental value of 11.05
K12. Further, we calculated the isotope effect coefficient contribution to be +0.0556 from the
electron-phonon interaction and −0.369 from the electron-electron interaction. This gives
a total isotope coefficient αtotal = −0.3134 which is remarkably near to the experimental
value. Further, if we take the experimental values for the critical temperature of PdH and
PdD, we obtain an isotope effect coefficient of -0.32889, very close to our findings.
In conclusion, we have shown that if we consider the zincblende crystal structure as the
proper one for PdH(D) at low temperatures (T ≪ 55 K), the inverse isotope effect can
be explained by taking the electron-electron contribution into account. We found that the
electron-phonon contribution is much less important. We can reproduce the experimental
measured values for the isotope coefficient and the change in the critical temperature. Our
work provides a simple and direct explanation of the observed inverse isotope effect in PdH.
This work was performed using the facilities of the super-computing center (Xiuhcoatl)
at CINVESTAV-Me´xico. S. Villa acknowledges the support of Conacyt-Me´xico through a
PhD scholarship.
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