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Abstract
Let A be a semisimple n-dimensional commutative algebra over a field F. It is easy to see that,
given a basis B of A, the transposes of the matrices over F that represent a ∈ A regularly with
respect to B can be simultaneously diagonalized over many fields. Using the multiplication table of
the algebra we construct an ideal I of F[x1, . . . , xn] given in terms of a Gro¨bner basis of the ideal
I with respect to a total degree lexicographic monomial ordering and show that A is isomorphic to
F[x1, . . . , xn]/I. We will then use Gro¨bner basis properties to prove the properties of the algebra.
© 2003 Elsevier Ltd. All rights reserved.
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1. Introduction
Eigenvalues of elements of semisimple finite-dimensional commutative algebras have
been extensively used in many areas, for example, values of characters of finite
groups, eigenvalues of generalized circulant matrices, Mattson–Solomon coefficients of
a codeword of a cyclic code (Chillag, 1995), and elementary properties of commutative
association schemes (Martı´nez-Moro, 1999, 2002).
In this paper we adopt an approach using the language of Gro¨bner bases which, although
not strictly necessary, leads to concise arguments and gives a common background for
dealing with these structures. Eigenvalue techniques have been used already for solving
zero-dimensional systems of equations (see, for example, Cox et al., 1998, Chapter 2;
Mo¨ller and Stetter, 1995). We take a different approach and translate the eigenvalue
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problem into a system of equations. This allows us to define an ideal I ⊂ F[x1, . . . , xn]
such that the algebra being considered is isomorphic to F[x1, . . . , xn]/I (since it is finite
dimensional) and moreover we describe I in terms of a Gro¨bner basis with respect to a
total degree lexicographic ordering.
The paper is organized as follows. In Section 2 we state the basic background material
on finite-dimensional algebras and representation of algebras. The following section is
devoted to the main subject of the paper, namely how to associate a Gro¨bner basis to a
finite-dimensional separable semisimple algebra via its multiplication table. Some basic
results and manipulations of the ideal are also considered in that section. In Section 4 we
consider the relations of subalgebras and partitions (as given in Chillag, 1995), using our
Gro¨bner basis setting. Finally we present some examples in Section 5. The examples in the
paper can be consider as teaching hints and can be easily worked out by hand.
2. Background material on finite-dimensional algebras
Most of the material in this section is in Cox et al. (1998, Chapter 2) and Chillag (1995).
For an introduction on all Gro¨bner bases topics in the paper see Adams and Loustaunau
(1994). From now on A will be an n-dimensional commutative algebra with identity 1
over a field F. For each element a ∈ A we have the linear mapping Ta given by the regular
representation of A:
Ta : A A
u → au.
If B = {b1, . . . , bn} is a basis of A then, for every element a ∈ A, we define the
n × n matrix M(a;B) := (mi, j (a,B))ni, j=1 where abi =
∑n
j=1 mi, j (a,B)b j and
mi, j (a,B) ∈ F, i.e. M(a;B)t is the matrix representing Ta with respect to the basis B.
Consider the matrix algebra given by M(A;B) := {M(a;B) | a ∈ A}. It is easy to prove
that M(A;B) is isomorphic to A over F.
For each a ∈ A, let ma(x) be the minimal polynomial of Ta . An element a ∈ A is
called separable if the irreducible factors of ma(x) over F do not have multiple roots in the
splitting field of ma(x) over F. We say that the algebra A is separable if every element of
A is separable. In particular, if F is perfect then all algebras with 1 over F are separable.
Theorem 1. IfA is a separable, semisimple, finite-dimensional commutative algebra over
a field F and B a basis of A, then all the elements of M(A;B) can be simultaneously
diagonalized over some finite extension field of F.
Proof. See Chillag (1995) for a proof. 
From now on SFCA will stand for semisimple finite-dimensional commutative algebra.
Example 2. Consider the matrix algebra A1 over C generated by the base B1 =
{D0, D1, D2} of symmetric 9 × 9 matrices given by
Dk(i, j) =
{
1 if i − j ∈ Ok mod 9
0 elsewhere
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where
O0 = {0},O1 = {±3},O2 = {±1,±2,±4}.
A1 is an SFCA, and following the notation above, we have
X−1 M(D0;B1)X = diag(1, 1, 1) X−1 M(D1;B1)X = diag(2, 2,−1)
X−1 M(D2;B1)X = diag(6,−3, 0)
X =

 1 1 12 2 −1
6 −3 0

 .
This algebra arises as the Bose–Mesner algebra of a commutative association scheme. See
Martı´nez-Moro (1999, 2002) for a detailed treatment of commutative association schemes
using Gro¨bner basis techniques.
Example 3. Let A2 = Q(
√
2,
√
3). Then it is a SFCA of dimension 4 over Q. Let
B2 = {b1 = 1, b2 =
√
2, b3 =
√
3, b4 =
√
6}. We have the following:
X−1 M(b1;B2)X = diag(1, 1, 1, 1)
X−1 M(b2;B2)X = diag(−
√
2,−√2,√2,√2)
X−1 M(b3;B2)X = diag(−
√
3,
√
3,−√3,√3)
X−1 M(b4;B2)X = diag(
√
6,−√6,−√6,√6)
(1)
X =


1 1 1 1
−√2 −√2 √2 √2
−√3 √3 −√3 √3√
6 −√6 −√6 √6

 .
See Chillag (1995) for more details about this example.
3. Diagonalizing the algebra, structure equations
Let A be a SFCA over F of dimension n, and letB = {b1, b2, . . . , bn} be a basis of A.
We have that for each pair 1 ≤ i, j ≤ n
bi b j =
n∑
k=1
mi,k (b j ,B)bk . (2)
We call equations in (2) the multiplication table of the algebraA with respect to the base
B. It is easy to see that any other multiplication table M(a;B) can be derived from this
one just by linearity. Note also that only the products 1 ≤ i ≤ j ≤ n are needed since A is
a commutative algebra.
Consider now the set of polynomials in F[x1, . . . , xn] given by
xi x j −
n∑
k=1
mi,k(b j ,B)xk 1 ≤ i ≤ j ≤ n. (3)
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We call these the structure polynomials of the algebra A. For the sake of simplicity,
since a SFCA always contains 1 (see Chillag, 1995), we shall let b1 = 1 the unit of F, so
the polynomials in (3) become1
F :=
{
xi x j − mi,1(b j ,B) −
n∑
k=2
mi,k(b j ,B)xk
}
2≤i≤ j≤n
∪ {x1 − 1}. (4)
We shall denote I = 〈F〉 ⊆ F[x1, . . . , xn] the ideal generated by F .
Proposition 4. F is a reduced Gro¨bner basis of the ideal I with respect to a total degree
lexicographic ordering.
Proof. This can be shown by computing the S-polynomial for each pair of polynomials
in F and checking that it reduces to 0. Let Fij = xi x j − fi j where fi j = mi,1(b j ,B) +∑n
k=2 mi,k(b j ,B)xk , 2 ≤ i ≤ j ≤ n.
(1) If i, j, k are pairwise distinct we have
S(Fij , Fjk) = xi f j k − xk fi j ()=
n∑
l=2
m j,l(bk,B)Fli −
n∑
p=2
mi,p(b j ,B)Fpk
+ (xi m j,1(bk,B) − xkmi,1(b j ,B))(x1 − 1).
Hence, S(Fij , Fjk) →F 0.
Note that equality () holds because the algebra is associative, and hence
n∑
l=1
m j,l(bk,B)mi,s (bl ,B) =
n∑
p=1
mi,p(b j ,B)m p,s(bk,B)
1 ≤ i, j, k, s ≤ n.
(2) In the case k, l are different from i and j , we have
S(Fij , Fkl ) = xi x j fkl − xk xl fi j = (Fij − fi j ) fkl − (Fkl − fkl ) fi j
= Fij fkl − Fkl fi j
and therefore S(Fij , Fkl ) →F 0.
(3) Finally, S(Fij , x1 − 1) = Fij + fi j (x1 − 1), hence S(Fij , x1 − 1) →F 0.
It is straightforward that the Gro¨bner basis in (4) is a reduced basis since no leading
term of any of the polynomials in the basis divides any monomial appearing in the other
polynomials in (4). 
By Proposition 4 we can reproduce most of the material in Section 2 in a Gro¨bner
setting. Fixing a monomial ordering < on the terms in F[x1, . . . , xn], as usual, we will
denote by lt ( f ), where f ∈ F[x1, . . . , xn], to the leading term of f with respect to the
ordering <. The set of terms will be denoted by
T = {xi11 . . . xinn | i1, . . . , in ∈ N0}.
1 The discussion with any other basis can be done in the same manner, see Remark 11.
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Let us define the normal set of F in a total degree monomial ordering (<tdeg) as
N(F;<tdeg) = {t ∈ T |  f ∈ F such that lt ( f ) | t} = {xi }ni=1. (5)
This is a basis of F[x1, x2, . . . , xn]/I and its cardinality is just the number of roots of the
system of equations given by the polynomials in the set F in a adequate field extension of
F, say K. Therefore, if we let V (F) = { ∈ Kn | f ( ) = 0 and f ∈ I} be the variety in
Kn defined by the ideal I, then V (F) is zero dimensional.
We can describe the effect of multiplying an arbitrary element by f ∈ F[x1, x2, . . . ,
xn]/I just by multiplying f by each term in N(F;<tdeg). Let nf( f ;<tdeg) denote the
normal form with respect F , we have that
nf( f · xi ;<tdeg) =
∑
ai j ( f ) · xi i = 1, . . . , n. (6)
As usual, the matrix A( f ;<tdeg) = (ai j ( f ))ni, j=1 is the multiplication matrix of f in
F[x1, x2, . . . , xn]/I. Hence it is clear that we can rebuild any multiplication table from
the matrices in the set {A(xi;<tdeg)}ni=1. The following lemma is a modified version of a
theorem in Mo¨ller and Stetter (1995).
Lemma 5. Let F be the Gro¨bner basis given above with respect to a total degree
monomial ordering, and let M1, . . . , Mn be the multiplication tables for the normal set
N(F;<tdeg). Let X be the n × n matrix whose entries are in some extension K of F such
that X−1 Mi X = Fi is diagonal. Then the diagonal entries of the matrices Fi are the points
of V (F) in Kn.
Proof. Suppose that = (z1, z2, . . . , zn) ∈ Kn is a root of the system given by F . We
have that f ( ) · xi = ∑nj=1 ai j ( f ) · z j . Therefore we have
(A( f ;<tdeg) − f ( )Id) t = . (7)
Note that = since z1 = 1, thus zi is an eigenvalue of M j .
To prove that all eigenvalues are roots is straightforward since for any p( ) ∈
K[x1, x2, . . . , xn] we have that X−1 p(M1, M2, . . . , Mn)X is diagonal and the conclusion
follows from the fact that for all p ∈ I the result is . 
Remark 6 (Eigenvectors). Note that from Eq. (7) we have that the vector given by the
diagonal entries of the diagonal matrices is also an eigenvector.
This gives the following straightforward consequence:
Theorem 7. Given a SFCA A over F of dimension n, and B = {b1 = 1, b2, . . . , bn} a
basis of A, the eigenvalues of the matrices M(bi ;B) in some extension field K of F are
given by the variety V (I).
Example 8. Recalling the examples above:
• LetA1 be the SFCA in Example 2. Let F1 = {x22 −6−6x1−3x2, x0−1, x21 −x1−2,
x1x2 − 2x2}. Then V (F1) is the variety in Lemma 5.
• Let A2 be as in Example 3. The variety V (F2) defined by
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F2 = {x1 − 1, x22 − 2, x23 − 3, x24 − 6, x2x3 − x4,
x2x4 − 2x3, x3x4 − 3x3}
consist of the eigenvalues of the multiplication matrices corresponding to the given
basis.
Remark 9 (On Ordering the Solutions). Let A be a SFCA over F of dimension n, let
B = {b1, b2, . . . , bn} be a basis of A, and let X be a diagonalizing matrix of A with
respect toB. Let X−1 M(bi ;B)X = diag(bi (1), . . . , bi (n)) and Y = (bi ( j)). Then
X−1 M(bi ;B)X = Y −1 M(bi ;B)Y.
See Theorem 2.3 in Chillag (1995) for a non-Gro¨bner basis proof. This result can also be
directly obtained from Remark 6. It therefore gives us a set of common right eigenvectors.
Theorem 10. The ideal I ⊆ K[x1, . . . , xn], where K is an extension field where the
algebra diagonalizes, is radical.
Proof. The algebra A is commutative and semisimple, hence it contains no nilpotent
elements (see Drozd and Kirichenko, 1994, Corollary 2.2.7), and the elements in the
radical of I correspond to nilpotent elements in the algebra. 
From the discussion above we have constructed—directly from the structure of a SFCA
A of dimension n over a field F—a Gro¨bner basis with respect to a total degree monomial
ordering for a radical ideal I such that A  F[x1, x2, . . . , xn]/I as F-algebras.
Remark 11 (Change of Base). Let A be a SFCA over F of dimension n, and let B =
{b1, b2, . . . , bn} be a basis of A, and F its associated Gro¨bner basis with respect to a total
degree monomial ordering. Let 0 = u = ∑ni=1 ai bi be an element of A. If ai1 = 0 we can
easily rebuild a Gro¨bner basis F ′ for
B′ =

b1, b2, . . . ,
i0︷︸︸︷
u , . . . , bn

 ,
just by replacing xi0 = (1/ai0)(u −
∑n
i=1,i =i0 ai xi ) and reducing the degree 2 terms. This
is illustrated in the next example.
Example 12. In the same setting as Example 3, let u = √2 + √3, and consider the base
B′2 = {1,
√
2, u,
√
6} of A2. Taking x3 = y − x2 in the equations in Example 8 we get:
{x1 − 1, x22 − 2, y2 + x22 − 2yx2 − 3, x24 − 6, x2y − x22 − x4,
x2x4 − 2y + 2x2, yx4 − x2x4 − 3x2}
and thus we have the Gro¨bner basis
F ′2 = {x1 − 1, x22 − 2, y2 − 2x4 − 5, x24 − 6, x2y − x4 − 2,
x2x4 − 2y + 2x2, yx4 − x2 − 2y}. (8)
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4. Subalgebras and partitions
Let f (x) = ∑ri=0 αi x i ∈ F[x], and let a ∈ A. We define f (a) as the element∑r
i=0 αi ai ∈ A. For each a ∈ A, let F[a] the subalgebra of A generated by a. The
following is a standard result.
Proposition 13. Let A be a separable SFCA over a field F, and let u ∈ A. Let I be the
ideal associated with A with respect to a basis B. If u ∈ B then mu(xi1) is the monic
polynomial generating I ∩ F[xi1 ] where xi1 is the variable assigned to u.
Corollary 14. Let A be a separable SFCA over a field F, and let u ∈ A. Let I be the
ideal associated with A with respect to a basisB. If u ∈ B then mu(xi1 ) is the only monic
polynomial in a reduced Gro¨bner basis of I with respect to a lexicographic monomial
ordering such that xi1 < xi , for all i = i1 where xi1 is the variable assigned to u.
Example 15. Following Example 12, we compute a Gro¨bner basis of the ideal generated
by the polynomials in (8), with respect to a lexicographic order such that y < xi .
{x1 − 1, x2 − y3 + 9y, 2x4 − y2 + 5, y4 − 10y2 + 1}.
Hence, m√2+√3(x) = x4 − 10x2 + 1.
Remark 16. • The condition of u ∈ B is not a restriction, since, by Remark 11, it is
easy to obtain a new Gro¨bner basis with respect to a total degree monomial ordering
forB from any other base of the algebra.
• Moreover, we do not need to compute directly a Gro¨bner basis with respect the
lexicographic ordering from the polynomials generating the ideal since we are given
one Gro¨bner basis and  I is a zero-dimensional ideal, so we can use FGLM techniques
(Fauge`re et al., 1995).
• Comparing the example above with the techniques of Adams and Loustaunau (1994,
Chapter 2.6), we note that the extra structure of knowing a basis of the algebra allow
us to avoid computing the minimal polynomials of the generators of the algebra and
also avoids the use of an extra variable for doing the elimination.
We shall now define some terminology from Gianni et al. (1988) and Gianni and Mora
(1989).
Definition 17. An ideal I ⊂ F[x1, . . . , xn] is in generic position with respect n if, for each
(a1, . . . , an) and (b1, . . . , bn) distinct points in the variety V (I ) in Fn , an = bn .
Let c = (c1, . . . , cn) ∈ Fn and let Lc : F[x1, . . . , xn] → F[x1, . . . , xn] be the morphism
Lc(xn) = xn +
n−1∑
i=1
ci xi
Lc(xi ) = xi if i < n.
Definition 18. A change of coordinates given by Lc is a generic change of coordinates for
an ideal I if the ideal Lc(I ) is in generic position for at least one of the variables.
Lemma 19. Let F be an infinite field. For almost all choices of c, Lc(I ) is in generic
position.
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See Gianni et al. (1988) for a proof. We can now rephrase the following theorem in
Chillag (1995):
Theorem 20. LetA be a separable SFCA over an infinite field F. Then there is an element
u ∈ A such that A = F[u].
Proof. The algorithm in Gianni et al. (1988) or its modified version in Martı´nez-Moro
(2002) gives us a Gro¨bner basis with respect to a lexicographic monomial ordering of the
ideal I associated with the algebra A such that the last variable is in generic position, i.e.
the n roots of the minimal polynomial are distinct. Therefore the element u in the algebra
corresponding to that variable generates A and the minimal polynomial of u is just the
characteristic polynomial of Tu . 
Remark 21. This remark completes the proof of Theorem 20. We show here the algorithm
in Martı´nez-Moro (2002) for computing a Gro¨bner basis of the ideal associated with an
SFCA over an infinite field F such that is in generic position for a given base. The idea is
quite simple, just keep on doing generic changes of coordinates until the ideal is in generic
position. If we are in the case of an infinite field, Lemma 19 ensures that the algorithm
stops.
• Input F (structure equations of A),
• Compute a reduced Gro¨bner basis G for 〈F〉 with respect to a pure lexicographic
monomial ordering where xd < x j , 0 ≤ j < d
• Repeat
Let 〈g〉 = G ∩ F[xd ].
Let i the maximal index such that for j ≤ i , x j is expressible in terms of xd .
If i < d − 1 then
Choose a random constant c ∈ F
Make the change of coordinates
x j → x j
cxi + xd → xd 0 ≤ j < d
Compute a reduced Gro¨bner basis G with respect to the same ordering in the new
variables fi
Until i = d − 1 Stop
• Return The Gro¨bner basis and the change of coordinates to achieve the last xd .
Remark 22. Note that our ideal is already radical, so we do not need to compute the
radical as in Gianni et al. (1988).
See Example 30 for an application of the algorithm. As a corollary of Theorem 20 we
have the following result (originally proved in Chillag, 1995):
Corollary 23. Let A be a separable SFCA over an infinite field F, and let C be a
subalgebra of A. Then there is an element u ∈ C such that C = F[u].
Proof. Every subalgebra of A is isomorphic to F[x1, . . . , xn]/J where I ⊆ J , and
therefore the proof of Theorem 20 applies. 
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Theorem 24. Let A be a separable SFCA over a field F, and let a, b ∈ A such that
a /∈ bF. Let B be a basis of A such that a, b ∈ B. Then F[b] ⊆ F[a] if and only if in
a Gro¨bner basis of I for the basis B with respect to a lexicographic monomial ordering
where xa < xb < xi we have that xb = p(xa), where p(x) ∈ F[x].
Proof. The proof is straightforward, since b ∈ F[a] implies b = ∑i αi ai = p(a), where
αi ∈ F, and hence by the isomorphism between I and F[x1, . . . , xn]/J the theorem
follows. 
Remark 25 (Partitions). There is a nice relationship between subalgebras and partitions
of the roots of the minimal polynomial of an element that Chillag (1995) pointed out. We
will look at it in our setting.
Let n be a positive integer and = (α1, . . . , αn) ∈ Kn . The type of α, denoted
by T (α), is the partition {T (α)1,T (α)2, . . . ,T (α)s } of {1, 2, . . . , n} such that {i, j} ⊆
T (α)s for some s if and only if αi = α j . As usual, if P = {P1, P2, . . . , Ps} and
Q = {Q1, Q2, . . . , Qr } are two partitions of {1, 2, . . . , n}, and if for each i , 1 ≤ i ≤ s,
there exists j , 1 ≤ j ≤ s, such that Pi ⊆ Q j , then we say that P is a refinement of Q
and write P ≤ Q. For each element a in A we define the type of a as T (a) the type of its
vector of eigenvalues. It is clear that |T (a)| is the degree of ma(x) the minimal polynomial
of a.
The set F(P) = {a ∈ A | P ≤ T (a)} is a subalgebra of A (see Chillag (1995, Lemma
2.5) for a proof).
Lemma 26. Let A be a separable SFCA over an infinite field F, and let a, b ∈ A. Then:
(1) F[a] = F(T (a)),
(2) F[a] ⊆ F[b] if and only if T (a) ≤ T (b).
Proof. (1) The set {1, a, . . . , ak}, where k = deg(ma(x)), is a basis for F[a]. It is clear
that all the elements have the same type or a refined one as a, and therefore all the
F-linear combinations of the elements in the basis have also the same type as a. By
Corollary 23, there is a b ∈ A such that F[b] = F(T (a)). Hence T (b) ≤ T (a), and
thus dimF F[b] ≤ dimF F[a] and the equality holds.
(2) This is a direct consequence of (1). 
Remark 27. (1) Note that Theorem 24 gives us a procedure for comparing the types of
two elements in the algebra.
(2) The conditions in Lemma 26 can be a little less restrictive: instead of F being an
infinite field we only need F[b] = F(T (a)), b ∈ A.
5. Some examples and applications
In this section we point out some properties that we can derive from the Gro¨bner base
associated with certain classes of SFCA. We review some examples from Chillag (1987a,b,
1988, 1995) and Martı´nez-Moro (1999, 2002).
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5.1. Characters of finite groups
Let G be a finite group. Denote by C1 = {1}, C2, . . . , Ck the conjugacy classes of G
and by Irr(G) = {χ1 = 1G, χ2, . . . , χk} the set of all the irreducible characters of G (for
an introduction to group characters see Ledermann (1987)). Let f be a class function on
the equivalence classes and f (Ci ) its values. Q[Irr(G)] will denote the set of all linear
combinations of elements in Irr(G) with coefficients in Q. Q[Irr(G)] is an SFCA over Q
with Irr(G) as a basis. Let X be the character table. Then
X−1 M( f ; Irr(G))X = diag( f (C1), f (C2), . . . , f (Ck)).
We illustrate this with a simple example:
Example 28. The group S3 has 3 conjugacy classes
C1 = {1}, C2 = {(12), (13), (23)}, C3 = {(123), (132)}.
Let χ1, χ2 be the identity character and the alternating character and let χ3 be given by
χ3(C1) = 2, χ3(C2) = 0, χ3(C3) = −1. We have
χ22 = χ1, χ2χ3 = χ3, χ23 = χ1 + χ2 + χ3.
Therefore {χ1−1, χ22 −1, χ2χ3−χ3, χ23 −1−χ2−χ3} is a Gro¨bner basis with respect to a
total degree monomial ordering of Q(Irr(S3)). If we compute a Gro¨bner basis with respect
to the lexicographic monomial ordering such that χ3 < χ2 we get
χ1 − 1, χ2 − χ23 + χ3 + 1, χ33 − χ3 − 2χ3.
Thus χ3 generates the whole algebra.
Remark 29. Note that Theorem 20 corresponds to the known fact that there is a
character θ of the group G such that Q[Irr(G)] = Q[θ ], i.e. every character of G is a
polynomial in θ with rational coefficients. Moreover, θ(Ci ) = θ(C j ) if i = j because the
ideal is in generic position with respect θ (see Definition 17). The Gro¨bner basis setting
allows us to compute such an element θ and compute the representation of the elements of
the algebra in terms of it (see Chillag, 1995 for the original discussion).
5.2. Commutative association schemes
The idea of an association scheme generalizes the idea of group characters. A classical
reference on association schemes is Bannai and Ito (1984). A commutative association
scheme with d classes is a pair S = (X, {Ri }di=0), given by a finite set X and a set of
relations {Ri }di=0 on X × X , such that
(1) R0 = {(x, x) | x ∈ X}
(2) {Ri }di=0 is a partition on X × X .(3) ∀i ∈ {0, . . . , d}, Rti = Ri where Rti = {(y, x) | (x, y) ∈ Ri }(4) For each selection of i, j, k ∈ {0, . . . d}
pki j = |{z ∈ X | (x, z) ∈ Ri (z, y) ∈ R j }|
is constant for all (x, y) ∈ Rk and pki j = pkj i ∀i, j, k ∈ {0, . . .d}.
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We can rewrite these relations as matrices. Consider the set of square matrices of order
v = |X | given by
i = 0, 1, . . . , d, Di = [Di (x, y)]1≤x,y≤v, Di (x, y) =
{
1 if (x, y) ∈ Ri
0 otherwise.
Let Id be the identity matrix and J the v × v matrix where all the entries are 1. Therefore,
the conditions (1)–(4) above are equivalent to
D0 = Id,
d∑
k=0
Dk = J, ∀i ∈ {0, . . . d}Dti = D j
and
Di · D j =
d∑
k=0
pki j Dk .
The set of matrices {Di }di=0 is the generating set of a semisimple algebra B over C
called the Bose–Mesner algebra.
The following example illustrates the algorithm in Section 4 by computing a single
matrix generating the association scheme.
Example 30 (See Martı´nez-Moro, 2002). Consider the commutative association scheme,
defined as in Example 2, given by the 8 × 8 matrices
O0 = {0}, O1 = {±1,±3}, O2 = {±2, }, O3 = {4}
Dk(i, j) =
{
1 if i − j ∈ Ok mod 8
0 elsewhere.
The associated ideal I is generated by
{x12 − 4x2 − 4x3 − 4, x32 − 1, x0 − 1, x1x2 − 2x1, x1x3 − x1,
x2
2 − 2x3 − 2, x2x3 − x2}. (9)
If we compute the reduced Gro¨bner basis with respect to pure lexicographic orderings we
have
(1) x1 < x2, x3
4x3 + 4x2 − x12 + 4, 2x22 + 4x2 − x12, x1x2 − 2x1,
−16x1 + x13, x0 − 1
(2) x2 < x1, x3
x0 − 1, x12 − 4x2 − 2x22, x1x2 − 2x1, −x22 + 2x3 + 2, −4x2 + x23
(3) x3 < x1, x2
x1
2 − 4x2 − 4x3 − 4, x1x2 − 2x1, x1x3 − x1, x22 − 2x3 − 2,
x2x3 − x2, x32 − 1, x0 − 1.
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None of the three cases above is in generic position. We need at least two relations in the
association scheme to generate the algebra. If we consider the change of coordinates given
by
xi → yi
x3 + x1 → y3 0 ≤ i < 3
then the structure Eq. (9) in the new basis become
y21 − 4y2 − 4(y3 − y1) − 4, (y3 − y1)2 − 1, y0 − 1, y1y2 − 2y1
y1(y3 − y1) − y1, y22 − 2(y3 − y1) − 2, y2(y3 − y1) − y2
and a Gro¨bner basis for a pure lexicographic monomial ordering where y3 < y1, y2 is
given by
12y1 − y33 + 3y23 + y3 − 3, 27 + 24y2 − 3y23 + 25y3 − y33 ,
15 − 16y23 + 2y3 − 2y33 + y43 , y0 − 1.
Now the ideal is in generic position and the algebra is expressible in terms of the matrix
given by D1 + D3.
Some conditions and properties of commutative association schemes can be stated as
conditions on the ideal associated with its Bose–Mesner algebra (see Martı´nez-Moro, 1999,
2002 for an overview on this techniques).
5.3. Other examples
Chillag (1995) gives other examples of SFCA that are important in applied mathematics
such as generalized circulants and generalized cyclic codes. All the techniques in this paper
can be applied to these and the results in that paper can be translated to properties of the
associated ideal.
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