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RÉSUMÉ 
Scanneur de profilométrie laser tridimensionnelle adapté au LabPET 
Par 
Nicolas Dao Phan 
Programmes de médecine nucléaire et radiobiologie et génie électrique 
 
Mémoire présenté à la Faculté de médecine et des sciences de la santé en vue de l’obtention 
du diplôme de maître ès sciences (M.Sc) en Sciences des radiations et imagerie 
biomédicale, Faculté de médecine et des sciences de la santé, Université de Sherbrooke, 
Sherbrooke, Québec, Canada, J1H 5N4 
 
L'imagerie préclinique regroupe les méthodes d'imagerie permettant de faire une étude des 
processus biologiques in vivo et de manière non-invasive sur animaux de laboratoire. La 
tomographie d'émission par positrons (TEP) est une de ces méthodes. Elle utilise des 
molécules marquées par des émetteurs de positrons afin de pouvoir mesurer la 
biodistribution in vivo de ces molécules. Cependant, l'imagerie TEP est limitée à la 
détection de molécules marquées dans un organisme et n'offre pas toujours de référentiel 
suffisamment précis pour indiquer leur position exacte relativement aux organes et aux 
tissus internes. Le but du scanneur de profilométrie tridimensionnel (SPT) est donc de 
fournir un modèle 3D du contour de l'organisme qui sera superposé aux images TEP. Ce 
mémoire porte sur le développement de l'appareil et son installation sur le LabPET, un 
appareil d'imagerie TEP pour souris et rats de laboratoire développé au le Centre d'imagerie 
moléculaire de Sherbrooke. Ce mémoire détaille la méthodologie, le développement du 
matériel de mesure et les algorithmes utilisés pour la conception et la réalisation du SPT 
ainsi que les résultats obtenus. Une emphase est placée sur l'utilisation d'une bipyramide à 
base triangulaire afin d'obtenir une méthode de calibrage flexible permettant de calibrer 
simultanément les multiples systèmes d'acquisition du SPT et leur fournir un même 
référentiel unique. 
 
Mots clés : métrologie, profilométrie, TEP, préclinique, souris, rat, imagerie, recalage. 
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1.1 Introduction à l'imagerie médicale 
L'imagerie médicale est l'ensemble des techniques et méthodes permettant de créer une 
représentation visuelle de l'intérieur d'un organisme pour des fins d'analyse clinique ou de 
traitement médical de manière non-invasive. Elle permet de visualiser l'anatomie et les 
anomalies du sujet sans avoir recours à des procédures complexes (Macovski, 1983). 
 
Plusieurs techniques d'imagerie existent, comme l'imagerie par résonance magnétique 
(IRM), la tomodensitométrie (TDM), l'échographie, la tomographie d’émission par 
positrons (TEP) et la tomographie optique diffuse (TOD). Le développement de ces 
techniques implique entre autres les domaines de la médecine, de la physique, de la 
biologie, de l'ingénierie et de l'informatique. 
 
1.2 Introduction à l'imagerie préclinique sur modèle animal 
L'imagerie préclinique sur modèle animal est l'application de l'imagerie médicale sur des 
animaux pour des fins de recherche. Le but est de pouvoir observer les changements au 
niveau des organes, des tissus, des cellules ou moléculaire dans ces animaux en réponse à 
des maladies ou à des pressions environnementales. 
 
Les techniques d'imagerie in vivo et non-invasives sont devenues particulièrement 
importantes pour des études longitudinales de modèles animaux. L'IRM, la TDM, la TEP et 
la TOD sont des modalités d'imagerie habituellement utilisées pour ces études (Kiessling & 
Pichler, 2011). 
 
1.3 Introduction à la TEP 
La tomographie d’émission par positrons (TEP) est une méthode d'imagerie utilisée en 
médecine nucléaire pour produire une image tridimensionnelle des processus fonctionnels 




Le système utilise des paires de photons gamma résultant de l'annihilation de positrons 
émis par des radionucléides, introduits dans l'organisme par une molécule biologiquement 
active. Après une certaine période de temps, les molécules actives se concentrent dans les 
tissus d'intérêt et le sujet est placé dans le scanneur. La molécule la plus souvent utilisée est 
la fluorodésoxyglucose (FDG), un sucre, pour lequel la demi-vie est de 109 minutes. 
Durant la mesure tomographique, la concentration des radiotraceurs décroît physiquement 
selon la décroissance radioactive de l'isotope, et biologiquement selon l'extraction du 
radiotraceur par le sang. 
 
Lorsque le radionucléide se désintègre, il émet des positrons, l'antiparticule de l'électron. Le 
positron émis parcourt une courte distance de l'ordre de 1 mm dans les tissus avant de 
rencontrer un électron. Cette rencontre résulte en une annihilation des deux particules et 
l'émission de deux photons d'annihilation de 511 keV qui se propagent dans des directions 
quasiment opposées. Cet événement d’annihilation est détecté lorsque les deux photons 
sont détectés en coïncidence via des scintillateurs dans le scanneur qui convertissent 
l’énergie de 511 keV en énergie lumineuse visible qui peut ensuite être détectée par des 
photomultiplicateurs ou des photodiodes à avalanche. Les scintillateurs/détecteurs sont 
généralement disposés en un ou plusieurs anneaux autour du sujet (figure 1). 
 
Plus précisément, la technique de reconstruction d'images dépend de la détection 
coïncidente d'une paire de photons d'annihilation se déplaçant dans des directions opposées. 
Il faut que ces deux photons soient détectés par deux scintillateurs opposés par rapport au 
champ utile du tomographe dans une courte fenêtre temporelle de l'ordre de quelques 
nanosecondes, sinon, ils sont ignorés. Lorsqu’une coïncidence est détectée, on suppose qu'il 
y a eu un événement d'annihilation dans le segment de droite formé par la position des 
scintillateurs, tel que montré à la figure 1. Avec la mesure d'un grand nombre de 
coïncidences, un grand nombre de segments de droites est obtenu et la position de la source 
de positrons peut être déduite à partir des intersections de ces segments de droite. La figure 






Figure 1 Représentation d'un scanneur TEP, de la détection d'une réaction 
d'ahnihilation par anneau de scintillateurs et du matériel de traitement de données 
(adapté d'une image de Jens Maus, domaine public). 
 
 
Figure 2 Images par TEP sur un rat et une souris (Courtoisie de Roger Lecomte, 





1.4 Présentation du LabPET 
Le LabPET est un appareil d'imagerie TEP développé à l'Université de Sherbrooke et utilisé 
comme outil de recherche. L'appareil est principalement utilisé en imagerie préclinique sur 
des petits animaux comme les souris et les rats (Bergeron, et al., 2009). 
 
La détection des photons gamma se fait par un anneau de 15.6 cm de diamètre composé de 
scintillateurs couplés avec des photodiodes à avalanche (figure 3) (Fontaine, et al., 2009). 
 
Dans le LabPET les sujets sont mis sur un lit mobile relié à un axe de translation 




Figure 3 Représentation du fonctionnement LabPET, de l'anneau de scintillateurs et 






Figure 4 LabPET avec un sujet animal sur le lit mobile (Courtoisie de Jean-François 
Beaudoin, Centre d’imagerie moléculaire de Sherbrooke). 
 
1.5 Limitations de l'imagerie TEP 
Les images obtenues par la TEP sont des images de position et de concentration de 
radiotraceurs à l'intérieur d'un organisme. Cependant, la position de cet organisme dans le 
référentiel du scanneur n'est pas connue même si celle des radiotraceurs l'est. La TEP ne 
fournit donc pas toujours assez d'information pour pouvoir déterminer où se situent les 
concentrations mesurées par rapport à l’anatomie du sujet. Il y a donc une difficulté de 
repositionnement pour des études longitudinales.  
 
Une méthode possible pour régler ce problème est la combinaison de la TEP et de la TDM 
tel qu'illustré à la figure 5 (Townsend, 2008). 
 
 
Figure 5 (A) Image TDM(B) Image TEP(C) Image TEP/TDM (adapté d'images de 




D'autres combinaisons sont aussi possibles comme la TEP avec l’IRM. Cependant, la 
combinaison d'un appareil TEP et d'un appareil TDM ou IRM n'est pas toujours pratique et 
est coûteuse. En outre, il serait intéressant de pouvoir recaler les images d'un appareil TEP 
avec un autre sans que ces deux appareils soient combinés ensemble. 
 
Il serait donc utile d'avoir des méthodes alternatives de référence du positionnement des 
sujets dans le scanneur. Ceci permettrait de faciliter l'étude d'images TEP et le recalage 
d'images et de référentiel entre diverses modalités sans avoir à relier physiquement les 
appareils respectifs. 
 
1.6 Scanneur de profilométrie tridimensionnel 
1.6.1 Objectif 
Tel que mentionné ci-dessus la TEP permet seulement d'obtenir des images des processus 
biologiques et des concentrations de radionucléides à l'intérieur de l'organisme. Ceci ne 
permet pas toujours de voir le contour externe de l'organisme. Le contour permettrait 
d'obtenir un référentiel afin de mieux visualiser les images TEP par rapport à cet 
organisme. 
 
L'objectif du présent projet est donc de concevoir un système de métrologie permettant de 
mesurer en 3D la forme de la surface (ou contour) de sujets imagés par TEP. On réfère dans 
ce qui suit à ce système en tant que scanneur de profilométrie tridimensionnel (SPT), 
développé ici pour être utilisé en conjonction avec le LabPET. Ce contour peut être 
superposé avec les images TEP afin d'offrir un référentiel pour faciliter les études 
longitudinales du sujet. 
 
1.6.2 Sujets du SPT 
Les sujets principaux du SPT sont des petits animaux, principalement des souris, des rats et 
des lapins. Les animaux sont anesthésiés avant d'être scannés, mais bougent quand même 
légèrement dû aux mouvements de leur respiration. L'impact de ces mouvements sur la 




assurer que la qualité de mesure soit semblable entre un sujet de taille moyenne comme le 
lapin et un sujet plus petit comme une souris. 
 
1.6.3 Contraintes d'utilisation 
Le SPT doit pouvoir être facilement installé sur le LabPET. La présence de l'appareil ne 
doit pas interférer avec la fonctionnalité du LabPET ou des appareils auxiliaires situés 
autour du LabPET. 
 
Il doit être facile d'installation pour les employés du laboratoire. Il faut qu'ils soient 
capables d'installer le système sans avoir de connaissances préalables sur son 
fonctionnement. 
 
L'interface usager doit permettre à l'utilisateur de faire un scan uniquement en choisissant la 
taille du sujet et en appuyant sur un bouton. 
 
1.6.4 Contraintes mécaniques 
Le LabPET ne comporte qu'un seul axe de translation. Tout mouvement lors d'une 
numérisation du sujet imagé sera limité à une seule dimension parallèle à cet axe de 
translation. La distance de déplacement de cet axe est aussi limitée et doit être tenue en 
compte pour déterminer l'espace de travail disponible pour le SPT. 
 
1.6.5 Contraintes lumineuses 
Le SPT doit pouvoir opérer dans un local comportant de nombreux appareils de recherche 
et espaces de travail. Étant donné que l'appareil n'est pas couvert ou isolé du reste de la 
pièce, on ne peut pas l'utiliser dans des conditions lumineuses idéales, c'est à dire à l'abri de 
sources de lumière qui lui sont externes. La méthodologie de numérisation doit donc tenir 





1.6.6 Taille du SPT 
L'espace de travail est restreint autour du LabPET. Le SPT doit être le plus compact 
possible afin de ne pas empiéter sur l'espace de l'équipement adjacent ou bloquer les accès 
situés autour du LabPET. 
 
1.6.7 Contraintes du calibrage 
Tout appareil de mesure nécessite un calibrage préalable à son utilisation. Il faut s'assurer 
que la méthode de calibrage du SPT soit fiable, la plus rapide possible et facile d'exécution 
pour l'utilisateur. Étant donné qu'il y aura beaucoup d'activité autour du SPT, il est possible 
pour un utilisateur d'accidentellement heurter l'appareil et ainsi invalider le calibrage. 
L'utilisateur ne doit pas avoir besoin d'effectuer des calibrages souvent, mais doit pouvoir le 
faire facilement si le besoin se présente. 
 
1.7 Profilométrie laser et TEP 
Présentement, il y a peu de littérature concernant l'utilisation de la métrologie de surface en 
combinaison avec la TEP. Il y a des techniques utilisant des détecteurs de mouvements 
avec des marqueurs pour suivre la position d'un organisme lors d'un scan TEP, cependant, 
nous n'avons pas trouvé d'exemple d'utilisation de la métrologie de surface, peu importe la 
méthode, afin d'obtenir un contour complet pour le superposer avec des images TEP 






2.1 Fonctionnement général d'un scanneur 3D 
2.1.1 Fonctionnement d'un système d'acquisition 3D 
Le fonctionnement d'un scanneur optique 3D comprend les éléments suivants : le matériel 
d'acquisition, l'enregistrement, la compensation d'erreurs de champ de vision, l'intégration 
des scans dans un seul modèle et la retouche. Tous ces éléments sont expliqués dans cette 
section (Bernardini & Rushmeier, 2002). 
 
2.1.2 Matériel d'acquisition 
Le matériel d'acquisition est l'ensemble de l'équipement permettant de mesurer ou d'obtenir 
des données sur un sujet. Il comprend les senseurs et le matériel mécanique permettant de 
tenir ou de déplacer ces senseurs par rapport à un sujet afin d'obtenir des données brutes. Le 
choix de ce matériel dépend fortement de l'application de la machine. Il comprend aussi les 
algorithmes permettant de convertir les données brutes en points dans l'espace représentant 
le sujet. Une caméra avec un laser projetant un point afin d'effectuer des mesures par 
triangulation serait un exemple de matériel d'acquisition. 
 
2.1.3 L'enregistrement 
Les points dans l'espace obtenus par le matériel d'acquisition sont séparés en sous-
ensembles. Si, par exemple, un sujet est mesuré de plusieurs cotés, chaque sous-ensemble 
de points représentera un côté du sujet. Tous ces sous-ensembles doivent être alignés dans 
un référentiel commun. Ceci peut se faire, entre autres, par une mécanique très précise. Si 
la position relative des senseurs est bien connue, il est facile de recaler les sous-ensembles 
de points. L'enregistrement peu même être fait manuellement par un utilisateur. Par 
exemple, si on a trois ensembles de points représentant chacun une partie du sujet, ils 





2.1.4 Compensation d'erreurs du champ de vision 
En pratique, le matériel d'acquisition n'est jamais parfait. Lorsqu'on prend des mesures sur 
un sujet, celles-ci seront toujours sujettes à certaines distorsions. Ces distorsions peuvent 
être dues à l'imprécision des senseurs, au bruit sur le signal mesuré ou bien à des erreurs de 
calibrage. Il faut donc prendre des mesures afin de pouvoir compenser pour ces distorsions. 
Par exemple, pour une caméra avec une lentille donnée, il y a une distorsion de l'image à 
cause de la courbure de la lentille. Il faut donc étalonner cette caméra en mesurant cette 
distorsion et en tenir compte lors du traitement d'une image. Un autre cas serait de faire une 
moyenne des mesures pour compenser pour le bruit 
 
2.1.5 Intégration des scans dans un seul objet 
Pour la plupart des applications, il est préférable d'obtenir une seule représentation 3D du 
sujet à partir de ses sous-ensembles de points. Une des méthodes possibles est d'utiliser la 




La retouche consiste à adapter le résultat de l'intégration des scans dans un seul à 
l'application du scanneur 3D. Ceci peut inclure une réduction du nombre de polygones du 
maillage ou l'ajout de textures sur la reconstruction de surface. 
 
2.2 Fonctionnement d'un SPT par ligne laser 
2.2.1 Principe de base de la mesure par triangulation 
Le principe de base d'un SPT par balayage d’une ligne laser est la mesure par triangulation 
active. La triangulation active est une méthode de mesure utilisant une caméra et une 
source de lumière. Le principe géométrique de base est que la source lumineuse est placée à 
une distance b du centre de projection d'un sténopé (figure 6). Le centre de projection est 
l'origine du référentiel 𝑋𝑌𝑍 par lequel les mesures du senseur sont exprimées. L'axe Z et 




axes X et Y sont respectivement parallèles et opposés. La distance f est la distance focale de 
la caméra. L'axe Y est perpendiculaire à la page (Trucco & Verri, 1998, p. 43). 
 
 
Figure 6 Représentation d'un système de triangulation active. L'axe Y et le plan 
lumineux sont perpendiculaires à la page. Le plan lumineux forme un angle ϴ avec le 
plan de la caméra. Le trou du sténopé se situe à l'origine. 
 
La source lumineuse émet un plan de lumière perpendiculaire à l'axe XZ et formant un 
angle ϴ avec le plan XY. L'axe Y est parallèle au plan de lumière. L'intersection du plan de 
lumière et du sujet que l'on veut mesurer forme une courbe lumineuse (ayant généralement 
une certaine épaisseur) visible par la caméra. À partir de ces informations, nous pouvons 




















Figure 7 Représentation d'un système de triangulation active avec la projection du 





2.2.2 Fonctionnement de base d'un SPT par balayage laser 
 
Figure 8 Illustration d'un SPT de balayage de base. La cible est déplacée 
perpendiculairement au plan laser (Image de Quidd). 
 
Un SPT par balayage laser comporte quatre composantes principales : une caméra, un 
projecteur de ligne lumineuse, un axe mobile et un ordinateur (Trucco & Verri, 1998, p. 
45). 
 
Le projecteur de ligne lumineuse projette une ligne de lumière sur un sujet que l'on veut 
scanner. Ce projecteur est habituellement un laser avec une lentille permettant de focaliser 
la lumière émise sous la forme d'une ligne. Des méthodes alternatives existent comme 
utiliser un simple projecteur d'image et projeter l'image d'une ligne (Fechteler, et al., 2007). 
 
La fonction de la caméra est d'acquérir des images. La caméra ou l'environnement dans 
lequel la caméra est située doit être ajusté afin que la seule chose visible soit la projection 






L'axe mobile déplace l'objet à scanner par rapport au projecteur et à la caméra afin que la 
ligne lumineuse projetée sur l'objet effectue un balayage de la région à l'étude. L'ordinateur 
contrôle la caméra, le laser et l'axe mobile. Il traite aussi les images reçues par la caméra 
afin d'obtenir une reconstruction de la surface de l'objet scanné (Trucco & Verri, 1998, p. 
45). 
 
2.2.3 Conception d'un SPT 
Lors de la conception d'un SPT, les paramètres suivants doivent être pris en compte 
(Trucco & Verri, 1998, p. 47) : l'espace de travail, la distance de recul, la profondeur de 
champ, la fiabilité, la résolution, la vitesse, la taille et le poids. 
 
L'espace de travail est une région dans l'espace à l'intérieur de laquelle des données peuvent 
être acquises. La taille de cette région est dépendante de la taille des sujets du SPT. La 
distance de recul est la distance entre le senseur et l'espace de travail. Ces deux paramètres 
influent sur le choix du senseur d'image et de la lentille. Le point focal de la lentille et la 
taille du senseur doivent permettre à un point situé dans l'espace de travail d'être visible par 
le senseur. 
 
La profondeur de champ est la profondeur de l'espace de travail. Cette profondeur 
représente une distance longitudinale à l'intérieur de laquelle le senseur est capable 
d'acquérir une image acceptablement nette. Les critères d'acceptabilité dépendent de 
l'utilisation du SPT. 
 
La fiabilité représente les variations statistiques des mesures répétitives d'un même objet de 
dimensions connues. Les spécifications de fiabilité seraient, par exemple, une valeur 
moyenne et maximale des erreurs de mesures sur N mesures du sujet. La rigidité des 
composantes mécaniques du SPT améliorent cette fiabilité. 
 
La résolution est la plus petite variation physique d'un objet que le senseur peut mesurer. La 
résolution est habituellement inversement proportionnelle à la taille de l'espace de travail 





La vitesse est la quantité de données acquises par seconde. Souvent cette vitesse est 
inversement proportionnelle à la résolution. Il faut donc aussi trouver un équilibre entre ces 
deux paramètres. 
 
La taille et le poids sont des contraintes physiques spécifiques à l'application du SPT. Par 
exemple, il faut réduire la taille et le poids de l'appareil le plus possible s’il est monté au 
bout d'un bras robotisé. 
 
2.2.4 Principe général du calibrage d'un SPT 
Le but du calibrage est d'établir la relation entre le référentiel des senseurs et un référentiel 
connu, nommé référentiel global. 
 
Le calibrage d'une caméra d'un SPT comporte en général 2 composantes : Les paramètres 
intrinsèques et les paramètres extrinsèques de la caméra. Les paramètres intrinsèques de la 
caméra sont caractéristiques du senseur et de la lentille de la caméra, soit : la distance 
focale, le centre optique, et le format d'image. Les paramètres extrinsèques concernent la 
transformation entre le référentiel de la caméra et le référentiel général. Ceci comporte la 
rotation et la position de la caméra dans ce référentiel général (Trucco & Verri, 1998, pp. 
126-127). 
 
Lorsque nous combinons ces deux types de paramètres, nous pouvons établir la corrélation 
entre un point dans l'espace vu par la caméra et le point correspondant dans le référentiel 
général. 
 
2.3 Solution initiale 
2.3.1 Système CamLas3D de Quidd 
Le système de profilométrie initial qui devait être installé sur le LabPET est un système de 
numérisation 3D produit par la compagnie Quidd. Ce système a été conçu pour être simple 





Le CamLas3D est composé d'une caméra produite par PixeLink de modèle PL-B741U avec 
une lentille 18 mm fabriquée par Edmund Optics et d'un émetteur de ligne laser (Quidd, 
2009, p. 3). 
 
Aucune composante mécanique n'est fournie avec le CamLas3D. C'est à l'utilisateur de 
fournir un axe de translation ou d'installer l'appareil sur l'axe de translation d'un autre 
appareil comme le LabPET. 
 
Une librairie logicielle d'acquisition et de calibrage est fournie avec le système. L'utilisateur 
doit compléter le logiciel pour le contrôle du laser et des composantes mécaniques. 
 
C'est un design peu coûteux et comportant peu de composantes. L'avantage de ce système 
est qu'il peut facilement être adapté afin d'être utilisé en conjonction avec un autre appareil. 
 
2.3.2 Fonctionnement du système CamLas3D 
Le système CamLas3D fonctionne selon une méthode de mesure par triangulation tel que 





Figure 9 Système de numérisation CamLas3D avec laser et caméra (Image de Quidd). 
 
Afin de pourvoir effectuer des scans, un calibrage du CamLas3D doit être effectué avec la 
méthode suivante. En prenant un espace 3D dans lequel l'axe X est parallèle à l'axe de 
translation de la numérisation et le plan formé par les axes Y et Z est perpendiculaire à l'axe 
de translation, on peut établir une correspondance entre la position x et y des pixels sur une 
image prise par la caméra et une position dans le plan YZ. L'ensemble de ces 
correspondances est appelée la table de correspondance ou table de calibrage. Cette table 





Pour calculer la table de correspondance, un objet de calibrage en forme de pyramide 
étagée (ziggurat) en cuivre sablé est utilisé. Cet objet est illustré à la figure 10 (Quidd, 
2009, p. 12). 
 
Figure 10 Pyramide de calibrage en cuivre sablé du système CamLas3D de Quidd 
(Image de Quidd). 
 
La figure 11 montre une image de l'objet de calibrage tel que vu par la caméra. La 
correspondance entre la position des pixels du capteur d'image et le plan YZ est calculée à 






Figure 11 Pyramide de calibrage telle que vue par le système CamLas3D (Image de 
Quidd). 
 
Une fois le calibrage effectué, la numérisation se fait en déplaçant la cible le long de l'axe 
de translation à travers le plan du laser tel que vu à la figure 9. Chacune des images 
correspond à une tranche de l'objet cible. Ces tranches sont converties en points ayant des 
coordonnée Y et Z déterminées par le calibrage. Les coordonnées en X correspondent à la 
position de l'objet sur l'axe de translation (Quidd, 2009, p. 3). 
 
2.3.3 Désavantages du système CamLas3D 
2.3.3.1 Difficulté du calibrage 
En expérimentant avec le système CamLas3D, on découvre que la pyramide de calibrage, 
le laser et la caméra doivent être parfaitement alignés. 
 
Le plan du carré formant la base de la pyramide doit être rigoureusement parallèle avec 
l'axe de translation. Les côtés opposés du carré doivent être respectivement parallèles et 
perpendiculaires à l'axe de translation. Ensuite, la source laser doit aussi être placée de 





La caméra doit être placée de façon à ce que la ligne laser projetée sur la pyramide soit 
visible exactement tel que dans la figure 11. L'étage le plus haut doit être centré et les 
autres étages doivent être à la même hauteur par paires. 
 
Ces paramètres rendent le système difficile à ajuster mécaniquement et à calibrer dans le 
contexte d'une installation sur le LabPET. Étant donné que le seul axe de déplacement est 
un axe longitudinal et qu'il n'y a pas d'axe de rotation permettant de tourner la caméra, le 
laser ou la pyramide de calibrage, on ne peut pas facilement ajuster la position de ces 
composantes relativement l'une à l'autre. 
 
2.3.3.2 Angles morts 
Un autre désavantage du système CamLas3D est qu'il ne comporte qu'un seul système de 
mesure. Seul le côté du sujet faisant face au scanneur peut être mesuré. On a donc des 
angles morts dans lesquels on n'obtient aucune information. La figure 12 est une 
représentation de zones situées dans les angles morts. Or pour l’application envisagée ici, il 
faut un profil 3D tout autour du sujet. 
 
 
Figure 12 Représentation d'angles morts du CamLas3D. La zone rouge représente le 





2.4 Principes de la base projective et de l'homographie 
2.4.1 Géométrie projective 
Afin de bien comprendre la mesure par triangulation, il est important de posséder certaines 
notions en géométrie projective, domaine des mathématiques omniprésent en vision par 
ordinateur. La géométrie projective est un outil important pour la conception d'un appareil 
de modélisation du monde réel. 
 
À première vue, la géométrie euclidienne semble plus familière et donc plus adaptée à nos 
besoins. Cependant la géométrie euclidienne est en fait plus compliquée que la géométrie 
projective. Pour commencer, la géométrie projective utilise des coordonnées homogènes et 
rend l'algèbre qui lui est reliée linéaire par rapport aux rotations et translations, ce qui est un 
avantage par rapport à la géométrie euclidienne. Cette section décrit en détail des concepts 
de géométrie projective sur lesquels se base la conception du SPT (Faugeras, 1997, p. 7). 
 
2.4.2 Espace projectif 
Un point dans un espace projectif à n dimensions 𝑃𝑛  est représenté par un vecteur de 
taille 𝑛 + 1 de forme 𝒙 =  [𝑥1, … , 𝑥𝑛+1]
𝑇, où au moins une valeur 𝑥𝑖 n'est pas égale à zéro. 
Les valeurs 𝑥𝑖  sont appelées des coordonnées projectives ou homogènes. En espace 
projectif, deux vecteurs de taille  𝑛 + 1 ,  𝒙 =  [𝑥1, … , 𝑥𝑛+1]
𝑇  et  𝒚 = [𝑦1, … , 𝑦𝑛+1]
𝑇 sont 
équivalents s’il existe un scalaire  𝜆 non nul tel que  𝒙 =  𝜆𝒚 (Faugeras, 1997, p. 9). 
 
2.4.3 Homographie 
Soit une matrice carrée  𝐴 de taille  𝑛 + 1 avec déterminant non-nul. La matrice 𝐴 définit 
une transformation linéaire ou homographie de  𝑃𝑛  sur lui-même. L'ensemble de ces 
homographies se nomme groupe projectif. La matrice associée à une homographie est 





2.4.4 Base projective 
Une base projective est un ensemble de  𝑛 + 2 points de l'ensemble 𝑃𝑛 tel qu'aucun groupe 
de  𝑛 + 1 points ne soit linéairement dépendant. La base projective standard est 
l'ensemble  𝒆𝑖 = [0, … , 1, … , 0]
𝑇 , 𝑖 = 1 , … , 𝑛 + 1  où 1 est situé à la i-ème position 
et  𝒆𝑛+2 = [1, … , 1, … , 1]
𝑇 . Tout point  𝑥  de l'ensemble  𝑃𝑛  peut être écrit comme une 
combinaison linéaire de n'importe quels 𝑛 + 1 points de la base standard. 
 
Pour toute base projective, il existe une matrice A telle que  𝐴𝒆𝑖 =  𝜆𝑖𝒙𝒊, 𝑖 = 1, … , 𝑛 + 2 où 
 𝜆𝑖 sont des scalaires non-nuls. Toute paire de matrices avec ces propriétés ne diffèrent au 
maximum que par un facteur scalaire. 
 
2.4.5 Changement de base projective 
Soit deux bases projectives représentées par les vecteurs de coordonnées  𝒙1, … , 𝒙𝑛+2 
et 𝒚1, … , 𝒚𝑛+2 tel qu'aucun groupe de  𝑛 + 1 points soit linéairement dépendant. On montre 
alors qu’il existe une matrice 𝑃 tel que  𝑃𝒙𝑖 =  𝜌𝑖𝒚𝒊, 𝑖 = 1, … , 𝑛 + 2 où 𝜌𝑖 sont scalaires et 
la matrice  𝑃 est unique à part un facteur scalaire. Ceci démontre qu'une homographie est 
définie par 𝑛 + 2 paires de points correspondants. La figure 13 représente un changement 
de base projective dans un espace 2D. 
 
 
Figure 13 Exemple de changement de base projective dans un espace 2D à partir de 4 





2.4.6 Définition de l'espace projectif 𝑷𝟑 
L'espace projectif 𝑃3, souvent simplement nommé espace projectif, est l'espace projectif 
correspondant à un espace euclidien tridimensionnel. On peut considérer que l'espace 
euclidien ou affine tridimensionnel est immergé dans l'espace projectif (Faugeras, 1997, p. 
25). 
 
La correspondance entre l'espace affine et l'espace projectif peut être établie par la méthode 
suivante. Pour un point dans l'espace affine  𝑋𝑎𝑓𝑓𝑖𝑛𝑒 = [𝑥1 𝑥2 𝑥3]
𝑇 , le point 
correspondant dans l'espace projectif est 𝑋𝑝𝑟𝑜𝑗 = [𝑥1 𝑥2 𝑥3 1]
𝑇. 
 
Cette transformation est une correspondance un pour un entre l'espace affine et l'espace 
projectif sans le plan à l'infini représenté par un vecteur [𝑥1 𝑥2 𝑥3 0]
𝑇. 
 
Alternativement, si on veut passer d'un espace projectif à un espace affine, on utilise la 
méthode suivante. Pour un point dans l'espace projectif 𝑋𝑝𝑟𝑜𝑗 = [𝑥1 𝑥2 𝑥3 𝑥4]
𝑇 , le 











2.4.7 Matrice de transformation homographique dans l'espace projectif 𝑷𝟑 
Soit dans l'espace  𝑷𝟑 deux ensembles de 5 points représentés par les vecteurs de 
coordonnées  𝒙1, 𝒙2, … , 𝒙5  et  𝒚1, 𝒚2 … , 𝒚5  tel que les points de chaque ensemble  𝒙𝑖 et 
 𝒚𝑖 sont linéairement indépendants par sous ensemble de 4 (LI4). On a donc 2 bases 
projectives. Conséquemment à ce qui est présenté à la section 2.4.5 ci-dessus, il existe donc 
une matrice  𝑃  où  𝑃𝐱𝑖 = 𝑢𝑖𝐲𝑖  et  𝑢𝑖  sont des scalaires. La matrice  𝑃  permet donc de 
déterminer pour chaque point  𝒙 dans la première base projective son point 𝒚 correspondant 






Soit 𝑃 = [
𝑝11 𝑝12 𝑝13 𝑝14
𝑝21 𝑝22 𝑝23 𝑝24
𝑝31 𝑝32 𝑝33 𝑝34
𝑝41 𝑝42 𝑝43 𝑝44












Étant donné que les séries de points  𝒙1, 𝒙2, … , 𝒙5 et  𝒚1, 𝒚2 … , 𝒚5 sont chacune LI4, donc 
 𝒙5 et  𝒚5 peuvent être définis comme suit. 
𝒙5 = 𝑎1𝒙1 + 𝑎2𝒙2 + 𝑎3𝒙3 + 𝑎4𝒙4, 
𝒚5 = 𝑏1𝒚1 + 𝑏2𝒚2 + 𝑏3𝒚3 + 𝑏4𝒚4. 
 
Introduisons les matrices 𝑋, 𝑌, 𝐴 et 𝐵. 
𝑋 = [
⋮ ⋮ ⋮ ⋮
𝒙1 𝒙2 𝒙3 𝒙4











⋮ ⋮ ⋮ ⋮
𝒚1 𝒚2 𝒚3 𝒚4










On obtient donc 𝒙5 = 𝑋𝐴 et 𝒚5 = 𝑌𝐵. Par conséquent, 𝐴 = 𝑋
−1𝒙5 et 𝐵 = 𝑌
−1𝒚5. 
 
Puisque 𝑷𝒙5 = 𝑢5𝒚5, on obtient l'équation suivante en combinant les équations ci-dessus : 
 
𝑃𝑎1𝒙1 + 𝑃𝑎2𝒙2 + 𝑃𝑎3𝒙3 + 𝑃𝑎4𝒙4 =  𝑎1𝑢1𝒚1 + 𝑎2𝑢2𝒚2+ 𝑎3𝑢3𝒚3 + 𝑎4𝑢4𝒚4 





En définissant 𝑢5 = 1 étant donné qu'une coordonnée homogène est toujours déterminée à 






Définissons aussi 𝑈 = [
𝑢𝑖 0 0 0
0 𝑢2 0 0
0 0 𝑢3 0
0 0 0 𝑢4
]. 
 
On obtient alors 𝑃𝑋 = 𝑌𝑈 donc 𝑃 = 𝑌𝑈𝑋−1. 𝑃 n'est pas une matrice singulière car 𝑌, 𝑈 
et  𝑋 ne sont pas singulières. Cette matrice  𝑃 est la matrice d'homographie entre les base 
projectives définies par  𝒙1, 𝒙2, … , 𝒙5 et 𝒚1, 𝒚2 … , 𝒚5. 
 
2.4.8 Géométrie projective dans la conception du SPT 
Les concepts spécifiques de géométrie projective élaborés dans cette section forment la 
base mathématique utilisée lors de la conception du SPT. Le concept de transformation 
homographique est l'élément principal sur lequel se base le calibrage du SPT ainsi que le 
traitement de données brutes pour obtenir la surface 3D du sujet. Ceci est élaboré plus en 






3 MÉTHODOLOGIE RETENUE 
3.1 Conception générale du SPT 
3.1.1 Assemblage caméra et laser 
L'assemblage caméra et laser (ACL) est le système de base pour prendre des mesures pour 
le SPT. L'ACL est composé d'une caméra et d'un émetteur de ligne laser comme pour le 
système CamLas3D. La caméra et le laser sont installés sur des supports ajustables. Le but 
de ce montage est de maintenir fixes les positions du laser et de la caméra relativement à 
l'axe de translation. 
 
Le laser comporte un collimateur et une lentille cylindrique transparente permettant de 
créer un plan de lumière. Idéalement, ce plan doit être le plus perpendiculaire possible à 
l'axe de translation. La caméra est placée en angle par rapport au plan de lumière. Ce 
montage nous permet de mesurer la forme d'un objet par triangulation tel que montré à la 
section 2.2.1 ci-dessus. 
 
La figure 14 montre un prototype de test utilisé pour développer chacun des trois ACL qui 
formeront le SPT. Le lit mobile et l'axe de translation présents sur l'image sont utilisés 
comme substituts pour ceux du LabPET. Les spécifications de la caméra et du laser sont 





Figure 14 Photo du montage de test pour mettre au point le SPT. Le laser et la caméra 
sont fixés au dessus l'axe de translation sur lequel se situe le lit mobile. 
 
3.1.2 Utilisations des ACL pour le SPT 
Comme indiqué à la section 2.3.3.2 ci-dessus, un des désavantages du CamLas3D est les 
angles morts dus à un seul point de mesure. La conception générale du SPT corrige ce 
problème de la manière suivante. 
 
Le SPT comporte plusieurs ACL au lieu d'un seul comme pour le CamLas3D. Les ACL 
sont placés à des angles différents autour de l'axe de translation selon lequel le sujet est 
déplacé. De cette façon, plusieurs angles autour du sujet peuvent être mesurés et les angles 
morts sont réduits. 
 
La figure 15 illustre une représentation du SPT. Trois ACL sont placés à des angles 






Figure 15 Représentation de la conception du SPT. Les champs de vision des trois 
caméras atténuent les angles morts. 
 
Les mesures prises par le SPT sont donc la superposition des mesures individuelles des 
ACL. Cette superposition est représentée à la figure 16. 
 
 
Figure 16 Exemple d'acquisition d'un objet en forme d'étoile à différents angles et 
superposition des mesures individuelles. 
















3.2 Fonctionnement général d'une numérisation par le SPT 
3.2.1 Méthode générale de l'acquisition de données brutes 
L'acquisition d'images par le SPT fonctionne de la manière suivante. Le lit mobile sur 
lequel est placé le sujet est déplacé à sa position de départ. Ensuite, à tour de rôle, chaque 
ACL s'active. Le laser de l'ACL s'allume, la caméra prend une image et le laser s’éteint. La 
position du lit mobile est incrémentée et le tout recommence. Ce cycle se poursuit jusqu'à 
ce que le lit mobile atteigne la position de fin. Normalement, à ce point, le sujet, ou la zone 
d’intérêt sur celui-ci, devrait avoir été balayé au complet. La figure 17 montre un 
diagramme de cet algorithme. 
 


























3.2.2 Algorithme d'acquisition d'un ACL 
Le logiciel d'acquisition fonctionne de la façon suivante. Après chaque déplacement d'axe, 
une image est acquise par chacune des caméras. L'image est en noir et blanc et ne tient 
compte que de l'intensité lumineuse et non de la couleur. Chaque pixel de l'image est 
encodé sur 8 bits donc entre 0 et 255. Si les caméras ont été bien ajustées et qu'un sujet est 
visible, l'image devrait comporter une ligne laser dont la forme correspond au contour du 
sujet. La figure 18 montre une série d'images acquises par une ACL durant un scan. L'objet 
de calibrage qui est présenté plus loin a été utilisé pour cet exemple. 
 
 
Figure 18 Exemple d'acquisition d'images brutes. Chaque image représente la 
projection de la ligne laser sur un sujet (objet de calibrage) telle que vue par une 
caméra à divers incréments de position.  
 
L'image est ensuite analysée par colonne. Sur chaque colonne, on cherche la ligne laser 




est plus élevée qu'un seuil prédéterminé. La colonne est balayée à partir du haut jusqu'à ce 
qu'un pixel dépassant le seuil soit trouvé. La position du pixel est notée. Le balayage se 
poursuit jusqu'à ce qu'un pixel de valeur sous le seuil soit trouvé. La position du pixel 
précédent est notée. La moyenne des deux positions est calculée et enregistrée comme 
position d'un point sur cette tranche. 
 
La figure 19 est une représentation du processus d'extraction des points. Chaque case 
représente un pixel d'une image de 13 pixels par 12. Les cases rouges représentent les 
limites dans chaque colonne de la section contenant la ligne laser. Les cases vertes 






Figure 19 Représentation d'une image acquise par une caméra. Les cases rouges sont 
les limites dans chaque colonne de la section contenant la ligne laser. Les cases vertes 
sont la position moyenne de chaque section. 
 
Le tableau 1 représente les valeurs obtenues du processus d'extraction à partir de la figure 
19. Ces valeurs sont utilisées pour la création du nuage de points bruts. 
 
Tableau 1 Extraction de points à partir de l'image représentée à la figure 19. 
Colonne Position 1
e
 pixel Position 2
e
 pixel Position moyenne 
0 4 8 6 
1 3 7 5 
2 2 8 5 




4 3 7 5 
5 4 8 6 
6 4 8 6 
7 4 8 6 
8 3 9 6 
9 4 8 6 
10 3 7 5 
11 2 7 4.5 
12 3 7 5 
13 4 8 6 
 
3.2.3 Nuage de points bruts 
Un nuage de points bruts est le résultat d'une mesure complète d'un sujet par un ACL. Un 
nuage de points est extrait de chaque image acquise. La position chacun de ces points est 
composée du numéro de colonne pour l'axe X et la position moyenne pour l'axe Y. On 
obtient donc un nuage de point par image ou tranche. 
 
Le nuage de points bruts est composé du regroupement des nuages de points par tranche. 
Chaque point du nuage brut comporte les informations suivantes : index de la tranche, 
index de colonne et position sur la colonne. À la fin de la procédure d'acquisition, on 
obtient un nuage de points bruts  𝑋𝑏𝑟𝑢𝑡 =  [𝑥𝑐𝑎𝑚 𝑦𝑐𝑎𝑚 𝑧𝑙𝑖𝑡] où  𝑥𝑐𝑎𝑚  est la colonne, 
 𝑦𝑐𝑎𝑚  est la position moyenne et  𝑧𝑙𝑖𝑡  est l'index de la tranche. La figure 20 montre un 





Figure 20 Visualisation du nuage de points bruts dans un tableau 3D (Objet de 
calibrage). 
 
Ce nuage de points bruts peut aussi être représenté par un tableau  𝑀 ×  𝑁 où  𝑁 est le 
nombre de colonnes et est égal à la largeur en pixel de l'image et  𝑀 est le nombre de lignes 
et est égal au nombre de tranches. Chaque élément du tableau comporte une valeur 𝑦𝑐𝑎𝑚. 
 𝑥𝑐𝑎𝑚 correspond donc à l'index de colonne du tableau et  𝑧𝑙𝑖𝑡 à l'index de ligne. 
 
3.2.4 Traitement du nuage de points bruts 
Lors de l'acquisition du nuage de points bruts, il se peut que des points inutiles soient 
détectés. Un point inutile est un point situé hors de l'espace d'intérêt du SPT. Par exemple, 
un ACL pourrait voir de l'équipement ou des objets situés derrière le sujet du scan, ce qui 
ferait qu'une partie du nuage de points bruts représenterait ces objets parasites. Pour ces 
objets situés derrière le sujet, les points correspondants ont des coordonnées en 𝑦𝑐𝑎𝑚 plus 
hautes. On peut donc les éliminer en retirant tous les points dont la composante 𝑦𝑐𝑎𝑚 est 
plus haute qu'une certaine valeur. Notez qu'il semble contre-intuitif de dire qu'un objet situé 
plus bas aura une valeur en 𝑦𝑐𝑎𝑚  plus élevée, mais pour une image numérique, l'axe Y 





3.2.5 Transformation du nuage de points bruts en nuage de points réels. 
Le nuage de points réels est défini comme le nuage de points représentant les mesures 
réelles de la cible du SPT. Ce nuage de points est obtenu en appliquant la matrice 
d'homographie sur chacun des points du nuage brut transformés en coordonnées 
homogènes. Cette matrice d'homographie est obtenue via le calibrage qui est expliqué à la 
section 3.3 ci-dessous. La figure 21 présente le nuage de points présenté à la figure 20 
transformé en nuage de points réels. 
 
 
Figure 21 Visualisation du nuage de points réels dans un tableau 3D (Objet de 
calibrage). 
 
Les différents nuages de points acquis par les différentes caméras sont ensuite superposés. 
Il n'y a présentement pas d'algorithme de recalage de ces nuages de points pour lisser la 
transition entre ceux-ci. 
 
3.2.6 Contraintes dues aux conditions lumineuses 
Étant donné que la pièce dans laquelle se trouve le système de profilométrie 3D est une 
pièce illuminée et qu'il n'est pas toujours possible d'éteindre la lumière à cause du personnel 




commencer l'acquisition d'images. Il n'y a présentement pas de système automatisé pour 
calibrer les paramètres d'exposition et de seuil de luminosité pour les caméras. 
 
Dans le cas des mesures prises dans le cadre du présent travail, les caméras sont ajustées 
pour avoir un minimum d'exposition et un seuil le plus élevé possible pour que la ligne 
laser soit visible, le but étant de filtrer la lumière ambiante. Une proposition a été faite pour 
utiliser des lasers en conjonction avec des filtres à une longueur d'onde donnée afin de 
mieux filtrer la lumière ambiante. Alternativement, on pourrait aussi utiliser une ligne laser 
plus fine et plus au point focal dans la région d'intérêt où se trouve le sujet. 
 
Un autre problème est la précision de la ligne laser. Sur d'autres systèmes de profilométrie 
laser, le laser projetterait une ligne gaussienne sur la cible, c'est à dire que le centre de la 
ligne serait plus brillant. L'exposition des caméras serait ajustée pour que la forme 
gaussienne de la ligne soit visible. Or, étant donné que l'on fonctionne en saturation, il est 
plus difficile de déterminer le centre de la ligne laser. On ne peut pas se fier uniquement au 
centre vertical de la ligne laser, car celui-ci, dépendamment de la forme de l'objet et de 
l'angle d'incidence du laser, ne représente pas nécessairement le centre projeté de la ligne 
laser. 
 
L'intensité lumineuse de la ligne laser telle que vue par les caméras ne comporte pas 
d'informations utiles. Étant donné que la couleur du sujet est rarement uniforme, même si 
on pouvait utiliser le laser dans des conditions idéales, c'est-à-dire dans le noir et avec les 
caméras ajustées pour avoir une gaussienne, les variations de couleur du sujet rendent 
l'intensité lumineuse inutile comme donnée. On ne peut donc pas pondérer la position du 
centre de la ligne avec l'intensité des pixels. Seule la présence d'un point lumineux au 
dessus d'un certain seuil est utile. 
 
3.2.7 Propriétés nécessaires des cibles du SPT 
La texture des sujets du SPT doit idéalement être la plus matte possible. Pour qu'une ligne 
laser projetée soit facilement visible, il faut que sa réflexion sur une surface soit la plus 






Figure 22 Réflexion diffuse sur une surface matte. 
 
La couleur de la surface de la cible doit idéalement être blanche ou de couleur claire afin de 
réfléchir le plus de lumière possible en provenance du laser. Les objets noirs peuvent être 
visibles par la caméra lorsque le laser est projeté dessus, mais ceci rend l'ajustement des 
paramètres optiques de la caméra plus difficile. Il serait conseillé de mettre une poudre 
blanche sur des objets sombres afin d'améliorer la qualité du scan. 
 
Le sujet ne doit ni être transparent ni avoir une surface spéculaire (miroir). S'il est 
transparent, la ligne laser est réfractée et n'est pas visible par la caméra. Une surface 
spéculaire réfléchirait le laser de manière non diffuse et rendrait la projection du laser sur 




Les types A et B sont invisibles car A est une surface réfléchissante non-diffuse et B est 
transparent. Seulement C est visible. 
 
 
Figure 23 Types de surface : (A) spéculaire, (B) transparente/translucide et (C) diffuse 
(images provenant de sources de domaine public). 
 
Finalement, la texture du sujet doit être la plus uniforme possible. Des variations abruptes 
de couleur ou de texture feraient varier la quantité de lumière réfléchie et donc l'épaisseur 
de la ligne laser telle que vue par les caméras. 
 
3.2.8 Déformation de l'image due à la lentille 
Étant donné la taille du sujet et la précision millimétrique de la métrologie, la déformation 
de l'image due à la lentille est considérée comme négligeable. Cependant, si le système 
devait être agrandi tout en gardant la même configuration, la déformation de l'image serait 
beaucoup plus importante et il faudrait la compenser. 
 
Il faut aussi noter que le montage de la caméra de l'ACL n'adhère pas au principe de 
Scheimpflug. Le principe de Scheimpflug est une méthode optique qui requiert qu’il y ait 
un angle entre le plan image et le plan de la lentille afin qu’un objet situé dans un plan objet 
(ou plan focal) oblique soit imagé dans le plan image. Un système obéissant au principe de 
Scheimpflug permettrait de superposer le plan objet de la caméra avec le plan formé par la 




dans le plan de la ligne laser, car le matériel utilisé ne le permet pas. Dans le cas du système 
présent, ceci fait en sorte que la ligne laser peut être floue dans le plan image. Le principe 
de Scheimpflug permettrait d’éviter cela. Pour ce faire, il faudrait utiliser un bloc optique à 
haute précision mécanique sur lequel on pourrait établir un angle fixe et stable entre la 
lentille et le capteur d'image de la caméra (Evens, 2008). 
 
 
Figure 24 Principe de Scheimpflug. L'angle entre le plan de l'image et le plan de la 
lentille induit un angle entre celui-ci et le plan du sujet (plan focal). 
 
3.3 Méthode de calibrage 
3.3.1 Objectif du calibrage 
L’objectif du calibrage est d’établir la correspondance entre les données acquises par les 
caméras et les dimensions du sujet mesuré. Ceci implique la détermination des paramètres 






3.3.2 Contraintes du calibrage 
Il existe différentes techniques pour déterminer la position d'un plan par rapport à une 
caméra. On peut utiliser une méthode par "essai et erreur" c'est-à-dire déplacer un plan à 
diverses positions et mesurer les différences vues par la caméra en fonction du déplacement 
du plan. 
 
Un système tel que celui indiqué plus haut nécessiterait plusieurs axes de translation ou de 
rotation, ce qui impliquerait plus de composantes mobiles et donc une complexification du 
système mécanique. Dans le contexte présent, il faut travailler avec un système comportant 
le moins de composantes mobiles possible. 
 
Le seul axe mécanique disponible est un axe de translation longitudinal (ultimement celui 
du LabPET). Il faut donc un système de calibrage qui ne demande qu'un déplacement de 
translation. 
 
En utilisant le principe de transformation homographique, il faut un objet de calibrage 
ayant 5 points de coordonnées connues et non coplanaires 4 par 4. Ceci veut dire que 4 
points donnés sur les 5 utilisés pour le calibrage ne peuvent pas être coplanaires. 
 
3.3.3 Calibrage par homographie d'un plan projectif 
Une méthode de calibrage alternative est envisageable pour déterminer les paramètres 
extrinsèques de la caméra et pallier aux faiblesses du système CamLas3D. 
 
Cette méthode de calibrage consiste à utiliser un plan avec 4 points de positions connues et 
linéairement indépendants 3 à 3 afin de déterminer la correspondance entre le plan et 
l'image de la caméra. Avec ces 4 points, on peut établir une base projective dans un plan 
projectif. La position du plan de calibrage doit être connue. Pour 4 points dans 2 bases 
projectives différentes 2D, il existe une homographie qui transforme la première série de 
points pour obtenir la deuxième. L'homographie est applicable à n’importe quel point pour 




ces 4 points sur des images acquises par caméra, on peut déterminer cette base projective 
qui associe le plan de calibrage et le point de vue de la caméra (Faugeras, 1997, p. 10). 
 
La figure 25 illustre un exemple d'homographie. À gauche on voit un quadrillé imprimé sur 
une feuille papier. L'image centrale est une photo de cette impression obtenue à partir d’une 
caméra faisant un angle  avec le plan de calibrage. L'image de droite est une 
reconstruction via homographie du quadrillé à partir de la photo. 
 
Figure 25 Test d'application d'une homographie. Quadrillé imprimé (gauche). Photo 
en angle du quadrillé imprimé (centre). Reconstruction par homographie (droite). 
 
3.3.4 Faiblesse du plan projectif 
La méthode de calibrage par homographie d'un plan projectif n'a pas été retenue. 
Normalement, le calibrage avec un quadrillé se fait sur un système mécanique permettant la 
rotation du plan. La position exacte du plan peut être mesurée en faisant tourner le plan 
quadrillé à des angles connus tel qu’illustré à la figure 26 (Zhang, 1999). 
 
 
Figure 26 Série de captures d'image d'un plan quadrillé à différents angles.  
 
À partir de ces images et d'algorithmes de détection de coins, on peut déterminer les 






Cependant, étant donné qu’on ne dispose que d'un seul axe de translation longitudinal, cette 
méthode ne peut pas être appliquée. Le matériel mécanique permettant une rotation facile 
du plan de calibrage, tel que montré à la figure 27, n'est pas disponible pour notre 
application (Putz & Zagar, 2008). 
 
Figure 27 Méthode de calibrage avec rotation du plan. Le motif de test est fixé sur 
l'axe goniométrique et l'axe de rotation permettant ainsi sa rotation devant une 
caméra. 
 
3.4 Méthode retenue pour le calibrage 
3.4.1 Objet de calibrage 
Comme indiqué plus haut, l’objectif du calibrage est d’établir la correspondance entre les 
données acquises par les caméras et l’objet réel. On doit donc pouvoir déterminer les 
paramètres intrinsèques et extrinsèques de la caméra par rapport au laser et à l’objet de 
calibrage. Ces paramètres ne sont pas déterminés individuellement, mais sont plutôt 
calculés comme un ensemble de paramètres déterminés projectivement. Cet ensemble de 
paramètres est consigné dans une matrice 4x4 qui sera appliquée sur les points acquis mis 





L'objet de calibrage est une bipyramide à base triangulaire. Le but est d'avoir un objet 
présentant à chacune des trois paires laser/caméra, 5 points non coplanaires 4 à 4. En 
numérisant l'objet de calibrage au complet, on retrouve les 5 coins du côté de la bipyramide 
exposés du côté de la caméra. On obtient ainsi un objet unique qui présente toujours 5 
points dans l'espace si les caméras sont placées à peu près à des intervalles de 120 degrés. 
 
 
Figure 28 Schéma de l'objet de calibrage. 
 
Le scan complet de la bipyramide permet d’effectuer la détection de coins. La tige est 





Du point de vue de l’acquisition brute de données sur l’objet de calibrage, 7 coins (A à G 
sur la figure 28) seront détectés. Seulement 5 des coins détectés sont nécessaires et 
l’algorithme de détection de coin doit être en mesure de les différencier et d’établir leur 
correspondance avec les coins connus. 
 
La méthode de différentiation est la suivante. L’objet de calibrage est pointé 
approximativement selon le même axe longitudinal que le lit mobile et la section tronquée 
fait face au LabPET. À partir de ce positionnement approximatif, on peut déterminer la 
position relative de chaque coin l’un par rapport à l’autre. À partir de leur position relative, 
on peut déterminer la correspondance entre les points bruts et les points connus. 
 
La méthode présentement retenue est la détection des points les plus proches des minima et 
des maxima. Si on considère que les axes X et Y engendrent le plan de la caméra et que 
l'axe Z est l'axe de déplacement du sujet, on peut alors considérer que les cinq points sont 
les points avec le plus grand et le plus petit Z, le plus grand et le plus petit X et le plus grand 
Y. Avec ces 5 coordonnées, on peut déterminer une matrice de transformation 
homographique car on utilise la position réelle de l'objet de calibrage comme référence. 
 
3.4.2 Indépendance linéaire des 5 points sur l’objet de calibrage 
Les 5 points connus sur l’objet de calibrage doivent être linéairement indépendants 4 à 4. 




























Les matrices Xi sont les matrices de vecteurs xi combinés 4 à 4 
 
𝑋1 =  [x2 x3 x4 x5] 
𝑋2 =  [x1 x3 x4 x5] 
𝑋3 =  [x1 x2 x4 x5] 




𝑋5 =  [x1 x2 x3 x4] 
𝑑𝑒𝑡(𝑋1) =  0.47 
𝑑𝑒𝑡(𝑋2) =  −0.47 
𝑑𝑒𝑡(𝑋3) =  0.47 
𝑑𝑒𝑡(𝑋4) =  0.71 
𝑑𝑒𝑡(𝑋5) =  −0.71 
 
Étant donné que les déterminants de ces matrices ne sont pas égaux à zéro, les vecteurs sont 
indépendants 4 à 4. Si une transformation est effectuée sur l’objet, c'est-à-dire qu’une 
matrice  𝑋𝑖  est multipliée par une matrice de transformation homographique dont le 
déterminant est non-nul, alors, selon la propriété que 𝑑𝑒𝑡(𝐴𝐵) = 𝑑𝑒𝑡(𝐴) 𝑑𝑒𝑡 (𝐵), même si 
les 5 points sont transformés, ils restent linéairement indépendants 4 à 4. 
 
3.4.3 Texture de surface de l'objet de calibrage 
Il est préférable que l'objet soit blanc et avec une surface la plus Lambertienne possible afin 
de réfléchir le plus de lumière possible tel qu’expliqué précédemment. Le SPT mesure la 
surface d'un objet par la lumière réfléchie de manière diffuse. Si une partie de la lumière est 
réfractée ou diffusée par le sujet, ceci causera des erreurs de mesures. Il ne faut donc pas 
que l'objet soit translucide. Par exemple, si l'objet est en plastique blanc, une partie du laser 
sera diffusée dans l'objet, ce qui causera des artéfacts. Il faudrait donc appliquer une couche 
de peinture blanche matte et opaque sur sa surface. 
 
3.4.4 Taille de l'objet de calibrage 
La qualité du calibrage est dépendante de la précision des mesures de l'objet de calibrage 
prises par la caméra. Cette précision est dépendante de la granularité des mesures, c'est à 
dire la distance entre les tranches d'images et la résolution de la caméra. 
 
L'objet de calibrage doit être le plus gros possible tout en restant visible par les caméras. 
Idéalement, l'objet de calibrage doit être plus grand que les sujets mesurés. Le calibrage par 




appliquée sur la reconstruction de la cible. Cependant, l'effet de cette erreur de 
reconstruction s'amenuise à mesure que l'on se dirige vers le centre de l'espace occupé par 
l'objet de calibrage et s'accentue lorsqu'on s'en éloigne. Donc, plus l'objet de calibrage 
occupe d'espace au moment du calibrage, plus la reconstruction de la cible est précise. 
 
3.4.5 Détection des coins de l'objet de calibrage 
La première étape est un scan brut de l'objet de calibrage selon la procédure d'acquisition 
montrée à la figure 17. Normalement, les points B, C et D apparaissant à la figure 28 
doivent chacun être visibles par la caméra. on obtient ainsi un nuage de points non traités. 
 
La deuxième étape consiste à trouver les points A, B, C, D et E, F ou G à partir de ce nuage 
de points bruts. Ici, on assume que la caméra est pointée vers le vertex C. 
 
Tel que mentionné précédemment, un point de ce nuage est 𝑃𝑏𝑟𝑢𝑡 =  [𝑥𝑐𝑎𝑚 𝑦𝑐𝑎𝑚 𝑧𝑙𝑖𝑡]. 
Le tableau 2 montre comment on identifie les points A, B, C et D.  
 
Tableau 2 Méthode d'identification des coins. 
Coin Méthode d'identification 
A Point avec la plus grande valeur de 𝑧𝑙𝑖𝑡 
B Point avec la plus petite valeur de 𝑥𝑐𝑎𝑚 
C Point avec la plus petite valeur de 𝑦𝑐𝑎𝑚 
D Point avec la plus grande valeur de 𝑥𝑐𝑎𝑚 
 
Le coin F est plus difficile à déterminer. Nous ne pouvons pas uniquement utiliser le point 
avec la plus petite valeur de  𝑧𝑙𝑖𝑡 car le point F pourrait être confondu avec les points E et 
G. 
 
Tel que mentionné à la section 3.2.3, un nuage de points peut être représenté par un tableau 
dans lequel les colonnes représentent les coordonnées  𝑥𝑐𝑎𝑚  et les lignes les 




dire pour une valeur 𝑥𝑐𝑎𝑚 donnée, le point avec la plus basse valeur de 𝑧𝑙𝑖𝑡 . On obtient 
donc un sous-ensemble de points correspondant au segment de droite entre les points F et G 
et au segment de droite entre les points F et E. En trouvant le point avec la plus grande 
valeur de 𝑦𝑐𝑎𝑚 dans ce sous ensemble, on trouve le point F. 
 
3.4.6 Flexibilité du calibrage et du positionnement des caméras 
Pour le calibrage proposé ici, les positions des caméras et des lignes laser n'ont pas besoin 
d'être parfaitement alignées. Tant que le bas des plans des caméras pointe plus ou moins 
vers l'objet de calibrage, que le plan de la ligne laser soit relativement perpendiculaire avec 
l'axe de translation et que la ligne laser soit visible par les caméras, la position des éléments 
du système est flexible. 
 
Cela est pratique, car l'utilisateur n'a pas besoin de faire d'ajustement précis avant de lancer 
le calibrage. Dans un contexte de laboratoire et surtout dû au fait que la machine n'est pas 
protégée contre les contacts ou les chocs accidentels, cela rend le système plus facile à 
calibrer en cas d’incidents. 
 
3.4.7 Justification de la transformation homographique 
En général, le calibrage direct de la caméra, c'est-à-dire établir une correspondance entre 
chaque pixel de la caméra avec un point dans l'espace est une possibilité. Cependant, étant 
donné que le système ne comporte qu'un seul axe mobile, il faut que la position du plan ou 
de l'objet de calibrage soit parfaitement connue pour pouvoir établir une table de calibrage 
par image, mais ce n'est pas le cas. L'homographie permet d'obtenir la position relative de 
l'objet de calibrage par rapport à l'axe de translation. 
 
On peut considérer qu'une mesure de la forme d'un sujet par un ACL est une transformation 
homographique de cette forme. On peut donc considérer que la position des 5 coins de 
l'objet de calibrage dans le référentiel d'un ACL est le résultat de la transformation 
homographique de leurs positions dans le référentiel global. Le but de la méthode de 




les principes de la géométrie projective, si la transformation est valide pour ces 5 points, 
elle est valide pour tous les autres points. 
 
Étant donné que l'espace de référence du SPT, c'est-à-dire la transformation rigide qui 
permet de recaler l'espace du SPT sur l'espace de la TEP n'a pas besoin d'être déterminé 
immédiatement, il est préférable d'utiliser celui du LabPET. 
 
3.5 Reconstruction 
3.5.1 Méthode retenue de reconstruction 
Le nuage de points obtenu lors de la procédure d'acquisition est dans une base projective 
reposant sur la position des pixels dans les images et la position de l'axe de translation. La 
matrice d'homographie permet d'établir le lien entre cette base projective et celle de l'objet 
de calibrage. 
 
Premièrement, chaque point du nuage brut est donné en espace affine. Il faut donc d'abord 
convertir un tel point en un point dans l'espace projectif donné par ses coordonnées 
homogènes, soit passer de  𝑋𝑏𝑟𝑢𝑡 =  [𝑥𝑐𝑎𝑚 𝑦𝑐𝑎𝑚 𝑧𝑙𝑖𝑡] à  𝑋𝑏𝑟𝑢𝑡 =
[𝑥𝑐𝑎𝑚 𝑦𝑐𝑎𝑚 𝑧𝑙𝑖𝑡 1]
𝑇 . Le point  𝑋𝑏𝑟𝑢𝑡  est donc, à ce stade, dans la base projective 
donnée par la méthode d'acquisition. 
 
Pour obtenir le point dans le référentiel global, le point étant alors dénoté par 𝑋𝑔𝑙𝑜𝑏𝑎𝑙, il faut 
effectuer l'opération 𝑋𝑔𝑙𝑜𝑏𝑎𝑙 = 𝑃𝑋𝑏𝑟𝑢𝑡 où 𝑋𝑔𝑙𝑜𝑏𝑎𝑙 =  [𝑥1 𝑥2 𝑥3 𝑥4]
𝑇. Finalement, pour 
obtenir le point dans l'espace de référence global affine on applique la méthode décrite à la 











3.5.2 Création du maillage 
Dans le contexte du SPT, un maillage a pour but de faciliter la visualisation des résultats de 




tridimensionnel constitué de sommets, d'arêtes et de faces organisés en polygones dans une 
infographie tridimensionnelle. 
 
Un sommet est un point dans l'espace, une arête est une ligne entre deux sommets et une 




Figure 29 Représentation d'un maillage. Un maillage est composé de sommets, 
d'arêtes et de faces. 
 
Il existe différentes méthodes d'encoder un maillage en informatique. La méthode utilisée 
pour le SPT est la méthode faces-sommets. Les informations du maillage sont contenues 
dans une liste de faces. Chaque face est composée d'une liste de trois sommets. Chaque 
sommet est composé de la liste de coordonnées le composant. Un exemple est montré à la 
figure 30. 
 
Dans le contexte du SPT, un maillage a pour but de faciliter la visualisation des résultats du 





Figure 30 Structure de données représentant un maillage à partir de la liste de 
sommets et de la liste de faces. 
 
Lors de la phase de reconstruction, avant que la matrice d'homographie ne soit appliquée 
sur le nuage de points bruts, la liste des faces est établie, chaque face étant composée de 
trois sommets correspondant chacun à un point du nuage brut. 
 
Comme indiqué à la section 3.2.2, le nuage de points peut être représenté par un tableau 
de 𝑁 colonnes et 𝑀 lignes où chaque colonne correspond à une coordonnée en X, chaque 
ligne correspond à une coordonnée en Z et chaque élément du tableau correspond à la 
coordonnée Y. L'assignation des points correspondants à chaque face est faite de la manière 
suivante.  
 
Soit  𝐸(𝑛, 𝑚) un élément où 𝑛 est l'index de colonne et  𝑚 est l'indice de ligne, pour chaque 
E où  0 < 𝑛 < 𝑁 − 1 et  0 < 𝑚 < 𝑀 − 1 , les faces sont composées des ensembles 
d'éléments suivants : 
[𝐸(𝑛, 𝑚) 𝐸(𝑛 + 1, 𝑚) 𝐸(𝑛 + 1, 𝑚 + 1)] 




La figure 31 montre le lien entre ces points. 
 
 
Figure 31 Algorithme de maillage utilisé avant que la matrice d'homographie ne soit 
appliquée sur le nuage de points bruts. 
 
3.5.3 Voxélisation 
Le format d'image utilisé par le LabPET est le format DICOM, utilisé dans le milieu 
médical. Ce format comporte de nombreux champs et données. La composante intéressante 
de ce format est la méthode de visualisation des images générées par le LabPET. Ce format 
est composé de plusieurs images qui peuvent être superposées pour former un tableau 
tridimensionnel. Chaque élément du tableau, un voxel, comporte une valeur représentant 
l'intensité à ce point donné dans l'espace. Ceci est similaire à la valeur d'un pixel sur une 
image Bitmap (NEMA, 2014). 
 
Le but de la numérisation 3D de l'animal est de fournir un contour superposable avec les 
images fournies par le LabPET. Pour ce faire, le maillage doit être voxélisé afin d’être 
superposé avec un volume 3D, divisé en sections selon les 3 axes. Si un voxel est traversé 
par un vertex, un bord ou une face du maillage, celui-ci sera considéré comme plein. Les 







Figure 32 Exemple de conversion d'une forme 3D (gauche) en format voxel (droite). 
 
On obtient ainsi un objet 3D de format semblable à celui utilisé dans le format DICOM 
qu'on peut superposer avec les images du LabPET. Par exemple, le maillage de la figure 33 
est converti sous format DICOM à la figure 34. 
 
 





Figure 34 Maillage converti en voxels sous format DICOM. 
 
3.6 Utilisation sur petit animal 
La vitesse de numérisation cause aussi des artéfacts lors de la reconstruction du profil 3D 
du sujet. Le temps de numérisation du sujet est d'environ 2 minutes. Si le sujet est vivant et 
qu'il peut bouger, il y a des déformations causées par sa respiration. Certaines tranches sont 
plus minces si l'acquisition se fait au moment où il expire ou sont plus larges s'il inspire. 
 
De plus, étant donné que l'animal doit être contraint et anesthésié, la numérisation inclut le 





4 MATÉRIEL ET MÉTHODES 
4.1 Fonctionnement général du SPT 
Le schéma à la figure 35 représente le fonctionnement général du SPT. Premièrement, une 
acquisition complète de la cible est effectuée afin d'obtenir le nuage de points brut. Ensuite, 
si la cible est l'objet de calibrage, le nuage de points est utilisé pour le calibrage du 
scanneur. Si la cible est un sujet et que le calibrage a été effectué, l’homographie est 
appliquée sur le nuage de points afin d'obtenir le nuage de points modélisant le sujet. 
Finalement, un maillage est fait à partir du nuage de points et une voxélisation peut être 











4.2.1 Caméra et optique 
L'acquisition des images se fait par une caméra de marque PixeLink et de modèle PL-
B741U. La caméra possède un port USB 2.0 pour la communication avec un PC. Elle a une 
dimension de 102 x 50 x 41 mm et un poids de 204 g (PixeLINK, 2009). 
 
La lentille utilisée est une lentille 18mm faite par Edmund Optics. L'ajustement des lentilles 
est fait manuellement après l'installation de l'appareil. Le point focal de la lentille est ajusté 
afin d'avoir l'image la plus nette possible de l'espace de travail dans lequel sera situé l'objet 
de calibrage ou les sujets (Edmund Optics, 2014). 
 
La lentille ne comporte aucun filtre optique. Il n'y a donc pas filtrage des longueurs d'ondes 
autres que celles du laser. 
4.2.2 Laser 
Le laser est un laser rouge de modèle VLM-635-27 LPA. Il comporte une combinaison de 
collimateur et de lentille cylindrique permettant de concentrer l'émission lumineuse du laser 
en une ligne tel que montré à la figure 36 (Quarton inc, 2014). 
 
 
Figure 36 Coupe longitudinale du laser VLM-635-27 LPA. 
La ligne laser a une épaisseur (précision) de 3 mm à une distance de 5 m et de 6 mm à une 








Figure 37 Paramètres d'un projecteur de ligne laser. 
La longueur d'onde du laser est de 635 nm avec une puissance 5 mW. Étant donné qu'il n'y 
a pas d’enceinte autour du système pour bloquer la lumière ambiante, il faut que le laser 
soit assez puissant pour être visible par la caméra dans une pièce illuminée. Il faut aussi 
qu'il soit sécuritaire pour le personnel qui travaille autour du SPT, car, par commodité, on 
ne veut pas qu’il ait à porter de lunettes de protection oculaire contre les lasers. 
 
4.2.3 Circuit de contrôle laser 
L'objectif du circuit de contrôle laser est de fournir une interface entre l'ordinateur et les 
lasers. Ce circuit fournit une alimentation au laser, une entrée pour les signaux venant du 





Un circuit assemblé à la main contrôle l'alimentation des lasers. Il est composé d'un 
régulateur de tension 5 V ainsi que de trois transistors MOSFET. Chaque transistor 
MOSFET a une alimentation 5 V comme source, fournie par le régulateur. 
 
La tension à la grille de chacun de ces MOSFET provient des broches du port série de 
l'ordinateur. On utilise la sortie logique d'une des broches pour appliquer une tension de 5 
V au MOSFET lorsqu'on veut que celui-ci conduise et 0 V lorsqu'on veut qu'il y ait une 
coupure d'alimentation. Ainsi, en changeant l'état logique des broches du port "série", on 
peut contrôler l'état des MOSFET qui à leur tour contrôlent l'alimentation des lasers. 
 
Ainsi, chaque laser est contrôlé indépendamment. Ceci est nécessaire puisque seul le laser 




Figure 38 Circuit de contrôle des lasers. Les lasers sont contrôlés par des transistors 





4.2.4 Lit mobile 
L'axe de translation pour le SPT est le même que celui utilisé pour le LabPET. Comme le 
SPT est installé à l'entrée du LabPET, il est logique que les deux appareils partagent le 
même axe. Un lit est installé sur l'axe afin de pouvoir tenir le sujet du scan 3D. 
 
Pour l'objet de calibrage, un adaptateur pour le lit mobile est fixé à l'objet de calibrage afin 
que l'axe de translation puisse le tenir. 
 
De plus, étant donné que l'objet de calibrage est fixé au même axe de translation, ceci 
permet d'avoir une référence fixe à une translation près entre le SPT et le LabPET. 
4.2.5 Ordinateur 
Les caméras sont connectées à un PC. Les images brutes capturées par les caméras sont 
envoyés au PC pour être traitées, soit à la fin d'une acquisition de plusieurs images ou en 
temps réel. 
 
Les lasers sont contrôlés via un port série. Tel que mentionné plus haut, les sorties logiques 
du port sont utilisées afin de contrôler les transistors qui alimentent les lasers. Les sorties 
utilisées sont les broches RTS, DTR et TxD. Chacun de ces signaux peut être mis dans un 
état haut ou bas indépendamment. 
 
Le port série qui a été utilisé pendant le développement est un convertisseur USB à série; 
un émulateur plutôt qu’un vrai port série est utilisé. 
 
4.3 Montage final du SPT 
Initialement, le SPT devait comporter trois ACL à  600 ,  −600  et  1800  par rapport à la 
verticale (00 ). Cependant, l'axe de translation est situé sous le lit mobile. Il est donc 
impossible de placer un ACL sous l'axe de translation à moins de complètement modifier 
son mécanisme. Le montage final sur le LabPET ne comporte donc que deux caméras, une 







Figure 39 Montage final du scanneur de profilométrie tridimensionnel. 
 
 






Figure 41 Objet de calibrage monté sur le lit mobile. 
 
 
4.4 Ajustement des composantes du SPT 
4.4.1 Ajustement de la position des caméras 
La position des caméras est ajustée après l'installation du SPT sur le LabPET. Il faut 
s'assurer que chaque caméra soir centrée à peu près sur un même volume de travail dans 
l'espace. L'objet de calibrage peut être utilisé à cet effet. Après qu'il ait été installé sur le lit 
mobile, les caméras sont repositionnées afin d'être centrées sur celui-ci.  
 
4.4.2 Alignement des lasers 
Une fois que la position des caméras est ajustée, il faut ajuster la position des lasers. 
Toujours en utilisant l'objet de calibrage comme référence, les lasers sont ajustés afin que 
les lignes qu’ils projettent soient visibles sur l'objet de calibrage par leurs caméras 
respectives. Idéalement, les plans formés par les projections de ligne laser doivent être le 
plus perpendiculaires possible à l'axe de translation comme le montre la figure 42. Aussi, la 





Figure 42 Schéma de l'alignement des lasers. Idéalement la distance d est nulle et les 
plans des lasers sont perpendiculaires avec l'axe de translation. 
 
Cependant, l'alignement des lasers n'a pas besoin d'être parfait. Une déviation d'angle 
jusqu'à environ 10° et une distance 𝑑  maximum de 1 cm est acceptable. Le SPT peut 
fonctionner pour des déviations plus grandes, mais la qualité des mesures en est réduite. 
 
4.4.3 Ajustement de la lentille de la caméra 
Le point focal de chaque caméra est réglé manuellement après l'installation du système sur 
le LabPET. Normalement, l'objet de calibrage est installé sur le lit mobile et celui-ci est 
déplacé jusqu'à ce que l'objet de calibrage se trouve dans le plan du laser. La lentille est 





4.4.4 Ajustement des paramètres de la caméra 
Lors de l'installation des caméras du SPT sur le LabPET, il faut considérer les paramètres 
d’exposition et de contraste. 
 
L'exposition est la période de temps durant laquelle le capteur de la caméra accumule du 
signal lumineux. Plus le temps d'exposition est long, plus la valeur de chaque pixel sur 
l'image acquise sera élevée. Étant donné que le SPT fonctionne dans une pièce illuminée, il 
est préférable d’avoir un temps d'exposition le plus court possible tout en s'assurant que la 
ligne laser projetée sur la cible soit toujours visible. 
 
Le contraste est un paramètre permettant d'intensifier les différences de tons de blanc et de 
noir. Plus le contraste est élevé, plus les tons de gris sombres tendront vers le noir et les 
tons de gris clair tendrons vers le blanc. Il est préférable d’essayer d'avoir le contraste le 
plus élevé possible. De la manière dont l’algorithme d'acquisition est conçu, les différents 
tons de gris ne comportent aucune information utile. Il est donc possible d’augmenter le 
contraste sans perdre d'information afin que la caméra puisse facilement distinguer la 
réflexion diffuse du laser de la réflexion de la lumière ambiante. 
 
L'image de la figure 43 a été prise dans une pièce illuminée et sans couverture sur le SPT. 







Figure 43 Résultat de la projection d'une ligne laser sur un objet tel que vu par une 
caméra bien ajustée. Seule la projection de la ligne laser sur le sujet est visible. 
 
4.5 Procédure d'acquisition du système final 
L'acquisition des données brutes se fait par la répétition d'un cycle combinant le 
déplacement du lit mobile et une prise d’image par chaque système caméra/laser. Après 
chaque déplacement du lit mobile, chaque paire caméra/laser s'active à tour de rôle. Un seul 
laser s'allume et la caméra correspondante acquiert une image qui est envoyée au PC. Il faut 
s'assurer qu'à chaque prise d'image, seul le laser correspondant à une caméra soit allumé. La 
raison étant que si le laser d'une autre caméra est allumé, la première caméra confond les 
deux lignes laser présentes et ne peut pas identifier laquelle est la bonne. 
 
Cette méthode d'acquisition considère que toutes les paires caméra/laser sont indépendantes 
et scannent un sujet chacune de leur côté. Notre méthodologie ne fait que paralléliser le 




séparés avec chacun des systèmes et obtenir le même résultat. On peut considérer que le 
SPT est en fait composé de deux scanneurs 3D que nous utilisons en parallèle. La 
bipyramide de calibrage leur donne un référentiel commun. Ceci est utilisé pour combiner 
les données finales des deux scans. Un avantage de cette méthode est que l'on n’a pas 
besoin d'aligner les lasers afin qu'ils se superposent parfaitement. 
 
4.6 Logiciel 
4.6.1 Sommaire du système logiciel 
Le logiciel de contrôle du SPT comporte 4 modules : un pour contrôler la mécanique du lit 
mobile sur lequel est fixé le sujet, un pour contrôler les lasers, un pour contrôler les 
caméras et un pour analyser les images acquises par les caméras. Chacun de ces modules 
est indépendant et peut être substitué par d'autres modules équivalents. 
 
Ceci a pour but d'augmenter la flexibilité du logiciel. Si jamais certaines composantes du 
système de profilométrie devaient être substituées par d'autres, les autres modules restent 
utilisables. 
 
4.6.2 Interface utilisateur 
L'interface utilisateur permet de contrôler les différentes composantes du logiciel, ajuster 
les paramètres du matériel, effectuer des calibrages et faire des mesures. La figure 44 





Figure 44 Interface utilisateur. 
 
4.6.3 Contrôle du lit mobile 
L'ordinateur envoie les commandes de déplacement à l'axe du lit mobile à travers des 
commandes envoyées à un serveur. Le serveur, à son tour, contrôle les moteurs de l'axe. Le 
serveur utilisé pour le déplacement du lit mobile est le même que celui du LabPET.  
 
4.6.4 Contrôle des lasers 
Nous utilisons une libraire C# permettant de contrôler l'état des broches du port série 





4.6.5 Contrôle des caméras 
Cette partie du logiciel contrôle les caméras en utilisant la librairie fournie par PixeLink. 
Elle contrôle les paramètres de la caméra et l'acquisition d'images. Les images sont reçues 
sous format Bitmap en tons de gris. Un algorithme de traitement d'images analyse ces 
images. Le résultat de ces traitements est utilisé pour la reconstruction du sujet scanné et 
pour le calibrage. 
 
Les images sont converties en données brutes afin de sauver de l'espace mémoire. Les 
images prises par les caméras peuvent être conservées pour des fins de développement 
logiciel, mais requièrent un espace de stockage important. Le nombre d'images non 
converties que l'on peut conserver est donc beaucoup plus limité que les données brutes. 
 
La meilleure méthode pour conserver les données reçues par les caméras est d'appliquer 
l'algorithme de détection de ligne sur une image brute et conserver uniquement le nuage de 
points résultant sous format binaire. L'image traitée est immédiatement effacée afin de 
libérer de l'espace mémoire. 
 
4.6.6 Algorithme de traitements d'images 
Ce module comporte tout le code C# permettant de traiter les images reçues par les 
caméras. Le traitement des images individuelles et l'interprétation des données recueillies 
pour faire la reconstruction du sujet se fait dans ce module. Le fonctionnement exact de 






5.1 Résultats d'un ACL sur un rat 
Un scan d'un rat par un seul ACL a été effectué pour tester son fonctionnement ainsi que 
l'effet de la fourrure sur la qualité des mesures. Le résultat est présenté à la figure 45. On 
peut voir que le contour de l'animal reste quand même assez lisse malgré la présence de la 
fourrure. On note que le contour ne correspond pas à la peau du rat mais bien à sa fourrure. 




Figure 45 Résultat d'un scan d'un rat par un ACL seul. Les deux images représentent 
la même surface à des angles différents. 
 
La figure 46 montre la conversion du modèle de la figure 45 sous format DICOM pour 
tester le fonctionnement de la conversion. Les images sous format DICOM utilisent le 






Figure 46 Conversion de la surface 3D de la figure 45 en format DICOM. 
 
5.2 Résultats du SPT avec l'objet de calibrage 
Le scan de l'objet de calibrage a été fait pour vérifier la validité du calibrage. Si on arrive à 
reconstruire correctement l'objet de calibrage, on considère que le calibrage est valide. Il est 
à noter que la validation est présentement faite visuellement. Il n'y a aucun algorithme 
d'implanté présentement pour mesurer la validité du calibrage. 
 
La figure 47 et la figure 48 montrent un scan de l'objet de calibrage. On note qu'il y a des 
imperfections le long des arêtes dans la reconstruction. Il y a un décalage d'environ 1 à 2 
mm entre les nuages de points superposés alors que ce décalage devrait être théoriquement 
nul. Ceci est dû à l'imprécision du calibrage ainsi qu'au problème d'acquisition de données 






Figure 47 Scans individuels de l'objet de calibrage par les ACLs. Chaque maillage 
résulte d'un ACL différent. 
 
 
Figure 48 Combinaison des scans individuels de l'objet de calibrage de chaque ACL. 
Chaque image est le même maillage combiné vu a différents angles. 
 
5.3 Résultats du SPT avec un bloc rectangulaire de mousse 
La figure 49 montre le scan d'un bloc de mousse avec des trous. L'intérieur de ces trous ne 
peut pas être visualisé à cause des angles morts On note que les coins du morceau de 







Figure 49 Scan d'un morceau de mousse rectangulaire. 
 
5.4 Résultats du SPT avec une souris en plastique 
La figure 50 est une souris en plastique utilisée pour tester le SPT. La souris était placée sur 
son dos et les pattes forment des angles morts pour chaque ACL individuellement. Ce 
modèle fournit plusieurs angles morts comme les côtés des oreilles et le dessous de la tête. 
Le but était de pouvoir tester que l'utilisation de plusieurs ACL permet d'éliminer ces 
angles morts. À la figure 51, on peut voir le scan du modèle de souris en plastique. On note 
que les oreilles et la tête sont modélisées correctement de tous les angles.  
 
 





Figure 51 Scan du modèle de souris en plastique. 
 
5.5 Résultats du SPT avec une souris vivante 
La figure 52 montre un test du SPT effectué sur une souris vivante. Une partie de la tête est 
cachée par l'équipement d'anesthésie. La qualité du scan est moins bonne si on la compare 
avec la souris en plastique. Ce test a été effectué sur une souris vivante incluant sa fourrure. 
Ses pattes sont aussi beaucoup plus minces. Les mesures sont donc plus difficiles à 
effectuer. Cependant, nous sommes quand même en mesure de reconnaître la forme de la 
souris et avec les améliorations proposées à la section 6.2, la qualité de l'acquisition d'un 
sujet vivant devrait s'améliorer. 
 






6.1 Développements à compléter 
6.1.1 Mise en correspondance des référentiels du LabPET et du SPT 
Une fois qu'une transformation projective a été effectuée sur les données mesurées à partir 
de la matrice de calibrage, il faut effectuer une transformation rigide supplémentaire afin 
d'établir la correspondance entre le référentiel défini par l'objet de calibrage et le référentiel 
défini par le LabPET. 
 
La méthodologie retenue serait de positionner des sources radioactives (marqueurs 
fiduciaux) dans ou autour de l'objet de calibrage. Le but est d'avoir une position exacte des 
sources par rapport à l'objet de calibrage lui-même. Il faut au minimum trois sources 
placées en triangle radioactives visibles par le LabPET afin de pourvoir établir cette 




Figure 53 Exemple de positionnement (cercles bleus) de sources de positrons en 





Le LabPET et le SPT obtiendraient des mesures de l'objet individuellement. Il faut s'assurer 
que l'objet de calibrage reste fixe sur l'axe de translation du LabPET, car c’est cet axe qui 
permet d'établir la correspondance entre l'espace du LabPET et l'espace du SPT. 
 
6.1.2 Recalage du SPT et du LabPET 
Chaque image obtenue avec le LabPET peut être considérée comme un tableau 
bidimensionnel contenant les valeurs en ton de gris de chaque pixel. Si on prend en compte 
la valeur de position associée à chaque image, on obtient un tableau tridimensionnel où les 
axes transversaux sont les axes X et Y des images individuelles et l'axe longitudinal 
correspond à l'ensemble de ces valeurs de position. Ce tableau représente les données de 
TEP obtenues par l'appareil dans un espace tridimensionnel, soit le référentiel du LabPET. 
 
On désire obtenir un second tableau correspondant au contour de l'objet. Ce tableau peut 
être obtenu à partir du maillage généré par le SPT. Le maillage est positionné à l'intérieur 
de ce tableau et chaque cellule de ce tableau qui contient un point ou qui est coupé par une 
arête ou une face se fait attribuer une valeur non-nulle arbitraire. Les autres cellules 
comportent des valeurs nulles. 
 
On peut ainsi obtenir deux tableaux tridimensionnels de mêmes tailles contenant 
respectivement les données du LabPET et les données du SPT. En superposant ces deux 
tableaux, on obtiendra des images combinées de TEP et de contour. 
 
6.1.3 Format DICOM 
Le standard de données utilisé pour le LabPET est le format DICOM (Digital Imaging and 
Communications in Medicine). Ce format standard permet de stocker, manipuler, imprimer 





Les images obtenues par le LabPET sont organisées par tranches. Chaque image est 
associée avec une position longitudinale du sujet au moment de l'acquisition des données 
qui ont permis la reconstruction de cette image. 
 
6.2 Améliorations 
6.2.1 Filtre sur la lentille de la caméra 
Un filtre chromatique rouge a été placé sur les lentilles des caméras. Ce filtre à été 
sélectionné en fonction de la longueur d'onde des lasers. Celui-ci permet de filtrer la partie 
de la lumière ambiante qui est située hors de la gamme de transmission de longueurs 
d'ondes du filtre. On obtient ainsi un meilleur contraste entre la réflexion de la ligne laser et 
la réflexion de l'éclairage de la pièce. Ceci permet de diminuer l'intensité de la ligne laser 
nécessaire pour qu'elle reste détectable par la caméra. Cet ajout au système a été fait suite 
aux travaux de l’auteur de cet ouvrage par M. Maxime Paillé. 
 
6.2.2 Amélioration de la méthode d'acquisition 
La méthode d'acquisition qui a été validée est une méthode pour laquelle le lit est immobile 
durant les acquisitions d'images. Le lit est déplacé d'une certaine distance et immobilisé 
pendant la procédure de prises d'images par les caméras. Cette méthode (dite de « step-and-
shoot ») ralentit le scan complet du sujet. 
 
Une méthode alternative pour accélérer le processus a été testée. Le lit se déplace à une 
vitesse constante pendant qu'un seul des lasers est allumé et que la caméra correspondante 
prend des images à des intervalles de temps réguliers. À chaque fois qu'une image est prise, 
on interroge le contrôleur du lit mobile sur sa position du lit mobile qui est ensuite 
enregistrée. Une fois qu'une paire caméra/laser a terminé son acquisition, le lit est déplacé 
en sens inverse pour que l'autre caméra puisse aussi prendre des images selon la même 
méthode. 
 
Cette méthode accélère le processus d'acquisition. Cependant, il faut s'assurer que les délais 




communication trop grand introduit une disparité entre la position mesurée et la position 
réelle du sujet au moment de la prise de l'image.  
 
6.2.3 Amélioration du calibrage par mesure des arêtes 
Présentement, la faiblesse du système de calibrage est que la détection des coins de l'objet 
de calibrage se fait de manière absolue. On obtient un nuage de points dont la résolution est 
limitée par la résolution de la caméra dans le plan transversal de l'axe de déplacement et le 
nombre de tranches d'images qu'on acquiert pour la résolution longitudinale. 
 
Le problème avec cette méthode est qu'on choisit certains points de ce nuage comme points 
de références pour le calibrage. L'algorithme suppose que ces points représentent 
réellement la position exacte des coins de l’objet de calibrage. Or ce n'est pas le cas et il y a 
des disparités entre la mesure et la position réelle. Ces disparités sont causées par la faible 
résolution de l'acquisition. 
 
Ensuite, l'objet de calibrage lui-même peut causer des problèmes de mesure. Ce qu’on 
cherche à obtenir, c'est la position des coins de l'objet de calibrage. Or le coin est très petit 
et donc plus difficile à mesurer. De plus, il faut supposer que le coin est parfaitement 
pointu, ce qui n'est pas nécessairement le cas. 
 
Une meilleure technique serait de détecter les points sur les arêtes de l'objet de calibrage. 
On obtiendrait ainsi plusieurs nuages de points représentant les arêtes de la bipyramide. En 
utilisant une régression linéaire sur les nuages de points représentant les arêtes, on obtient 
plusieurs droites. On détermine ensuite les points d'intersection de ces droites. Ces points 
sont une mesure plus précise de la position des coins de l'objet de calibrage. 
 
Pour déterminer quels nuages de points forment les arêtes, il faudrait prendre le nuage de 
points de l'objet de calibrage et ensuite éliminer les tranches comportant les coins tels que 
détectés avec la méthode précédente ainsi que quelques tranches autour. On obtient alors un 
nuage de points comportant uniquement les arêtes longitudinales. En faisant une régression 




arêtes. À partir de ces arêtes, on peut déterminer la position des coins en trouvant 
l'intersection de ces arêtes ou sinon, le point le plus proche des deux arêtes. La figure 54 
montre les arrêtes de l'objet de calibrage en rouge et leur intersection en vert. Les positions 
des 5 coins de l'objet de calibration seraient déterminées par les intersections 
suivantes : 𝐹𝐶̅̅ ̅̅ ∩ 𝐶𝐴̅̅ ̅̅ , 𝐺𝐷̅̅ ̅̅ ∩ 𝐷𝐴̅̅ ̅̅ , 𝐸𝐵̅̅ ̅̅ ∩ 𝐵𝐴̅̅ ̅̅ , 𝐺𝐷̅̅ ̅̅ ∩ 𝐸𝐵̅̅ ̅̅  et 𝐷𝐴̅̅ ̅̅ ∩ 𝐵𝐴̅̅ ̅̅ . 
 
 
Figure 54 Méthode alternative de détection des coins de l'objet de calibrage à partir 
des arêtes (rouge) et de leurs intersections (vert) 
 
6.2.4 Amélioration du calibrage par mesures multiples 
Une autre amélioration possible du calibrage serait de prendre plusieurs acquisitions de 
l'objet de calibration. À partir de plusieurs mesures brutes de l'objet de calibrage, on peut 
effectuer une série de détections pour chaque coin, que ce soit par la méthode présentement 




de l'objet de calibrage, ce qui améliorerait la qualité du calibrage vu que celle-ci est 
fortement dépendante de la position de ces coins. 
 
6.3 Faiblesses du SPT 
6.3.1 Faible résolution longitudinale 
La résolution longitudinale du SPT est définie par la distance longitudinale entre deux 
tranches de points bruts. Elle est dépendante de l'incrément en translation de la position du 
lit mobile entre deux acquisitions d'images. 
 
Étant donné que le temps de numérisation est proportionnel au nombre d'images acquises et 
que des images sont acquises pour chaque position du lit mobile, plus les incréments sont 
petits, plus la numérisation prend de temps. Un équilibre entre la taille de l'incrément et le 
temps voulu pour effectuer une numérisation complète du sujet doit être choisi. Pour les 
besoins du SPT, l'incrément doit être, au maximum, de 1 mm. 
 
6.3.2 Faible résolution transversale 
La résolution transversale est définie comme la plus petite variation en hauteur de la ligne 
laser projetée sur une cible qui peut être mesurée. Cette résolution est dépendante de deux 
facteurs : l'épaisseur de la ligne laser et la résolution de la caméra. 
 
La résolution transversale est inversement proportionnelle à l'épaisseur de la ligne laser. 
Dans des conditions lumineuses idéales, c'est à dire dans l'obscurité totale, il aurait été plus 
facile de déterminer le centre de la ligne projetée. Ordinairement, l'intensité lumineuse est 
plus forte au centre de la ligne que sur les bords. Il serait donc théoriquement facile de 
déterminer le centre de la ligne avec une analyse gaussienne ou minimalement, déterminer 
que le centre mesuré est l'endroit le plus lumineux. Malheureusement, étant donné que nous 
opérons l'appareil avec la lumière ambiante du laboratoire, l'intensité lumineuse ne donne 
aucune information utile concernant le centre de la ligne. Nous devons donc nous fier à la 
moyenne par colonne comme indiqué précédemment. Or, plus la ligne est épaisse, plus la 




Des différences de hauteur seront ainsi perdues ou moyennées vu qu'une tranche 
enveloppera un plus grand volume du sujet. 
 
6.3.3 Difficultés de l'algorithme d'acquisition 
Une des faiblesses de tout système d'acquisition par ligne laser est l'acquisition de données 
sur les bords du sujet.  
 
Par exemple, si on prend un cylindre sur lequel on projette une ligne laser, du point de vue 
de la caméra, on verrait un demi-cercle. Sur les bords de ce demi-cercle, on aurait des 
colonnes dans lesquelles la ligne laser serait particulièrement épaisse. Il faut donc inclure 
dans l'algorithme le rejet de colonnes comportant des lignes laser trop épaisses. C'est-à-dire 
que si le nombre de pixels entre le début et la fin de la ligne est trop élevé dans la colonne, 
le point devrait être rejeté car ils affecteraient la précision du contour.  
 
Alternativement, étant donné que la forme de l'objet est rarement perpendiculaire à la ligne 
laser, comme un rectangle qui serait placé de façon parfaitement perpendiculaire au plan 
formé par la ligne laser, les extrémités de la ligne laser auront tendance à s'amincir 
abruptement sans que cela ne corresponde à une donnée métrologique valide. Il faut donc 
aussi éliminer ces points, car ils causent des artéfacts lors de la reconstruction du sujet, 
notamment sur les bords des nuages de points acquis par chaque caméra.  
 
6.4 Perspectives 
L'utilisation du SPT ne se limite pas aux petits animaux. Il peut aussi être utilisé pour des 
objets non-vivants et immobiles tant que ceux-ci ne sont pas transparents. 
 
Le système pourrait aussi être agrandi et utilisé sur des cibles beaucoup plus grosses que 
des rats ou des souris. Cependant, la précision du scan et le temps d'acquisition serait 





Le système peut aussi être installé sur d'autres appareils et pas uniquement la TEP. P.ex. la 
TOD en bénéficierait, car la TOD nécessite une mesure préalable du contour du sujet, 
contour qui doit être fourni à l’algorithme de reconstruction d’images. Le SPT ne donne pas 
uniquement une représentation du contour de l'objet, mais aussi un point de référence. Par 
exemple, si on installe un SPT sur une machine TEP et un autre sur une machine IRM, à 
partir des deux profils 3D obtenus, on pourrait plus facilement recaler les images IRM et 
TEP. La même approche peut facilement être utilisée pour le recalage d’images TEP et de 
fluorescence. En fait, en ayant accès à des SPT sur chacun appareils, il deviendrait possible 
de recaler les images issues de toutes les modalités entre elles par l’intermédiaire de la 
profilométrie 3D sans avoir recours à d’autres procédures, souvent plus exigeantes en 
temps de calcul. 
 
6.5 Coût du système 
Le manque de précision du système est contrebalancé par son faible coût relatif. La mise en 
place du système coûte environ 2000 $. Ce prix peut potentiellement être réduit en 
substituant des caméras de moindre coût. Si l'utilisation se limite à fournir des données 
supplémentaires et comme outil suppléant de visualisation comme pour le LabPET, le SPT 
offre une alternative peu coûteuse et rapide d'utilisation et d'installation. 
 
6.6 Conclusion générale 
L'objectif de ce projet était de concevoir et de mettre en place un appareil de profilométrie 
pouvant être utilisé en conjonction avec le LabPET. Un prototype du SPT à été installé et 
testé sur des objets immobiles ainsi que des souris. Ce prototype est relativement peu 
coûteux et son installation est facile. 
 
Une des innovations dans ces travaux est l'utilisation d'une approche originale de calibrage 
d'un scanneur 3D. La combinaison d'un objet de calibrage en forme de bipyramide 
triangulaire et d'une homographie tridimensionnelle rend la méthode de calibrage flexible 




précis, et ce dans un contexte où le seul degré de liberté pouvant être utilisé est une 
translation le long d'un seul axe. 
 
Une autre contribution originale est de joindre la profilométrie laser à la TEP. Le SPT 
permet d'obtenir un modèle 3D pouvant être superposé à des images TEP. Ce modèle 3D 
donne une référence anatomique du sujet de la TEP rapidement et à peu de coûts. Cette 
référence peut aussi être utilisée pour faciliter le recalage d'images entre diverse modalités. 
 
Finalement, il serait possible d'utiliser le SPT en conjonction avec d'autres modalités 
d'imagerie que la TEP comme la TOD. Le système peut aussi être adapté pour des sujets 
plus grands que les souris. Avec du développement supplémentaire, le SPT pourrait devenir 
un outil utile en imagerie préclinique. 
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