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 The post-synthesis modification of polymer properties has very broad applications in 
industry.  It is employed to produce products that are impossible to directly synthesize, modify 
biomolecules for medical use, and provide compounds for industrial and academic research.  
Modifying the polymer molecular weight distribution through crosslinking is one of the simplest 
methods of achieving the desired properties.  The crosslinking of polymers to form gels has 
been used for decades in the automotive industry to produces tires.  More recently, polymer 
crosslinking has been applied to environmental cleanup, wound healing materials, consumer 
products, artificial organs, self-healing coatings, and the micro-patterning of surfaces.  
Photocrosslinking using additives is one of the safest and most robust methods as it allows 
precise control of the reaction in space and time.   
This thesis explores the photocrosslinking of polymers and relates it to structure and 
mechanism:  the properties and intermiscibilities of four crosslinker chemistries and five 
polymers are rationally designed in Chapter 3.  The influence of additive functionality on the 
reaction is explored in depth with a single additive chemistry in Chapter 4.  The mechanism and 
reaction location is examined in Chapter 5, and a survey of the efficacy of additional 
crosslinking chemistries is performed in Chapter 6. 
 
 
Multiple polymers and additives are examined in Chapter 3 and their reactions and 
mechanisms are examined to predict efficacy and utility.  It is shown that multiple reaction 
chemistries allow crosslinking, and that the manipulation of functionality and polymer allows 
the exploration of specific reaction mechanisms.  The differential refractive indices of the 
polymers are measured by experiment, and the intermiscibility of polymer-additive systems are 
calculated using group contribution techniques.  
A hydrogen abstraction induced radical crosslinking mechanism is explored in depth in 
Chapter 4.  Benzophenone-derived additives are used to study photocrosslinking in thin films 
while varying multiple parameters:  the irradiation time, additive to polymer molar ratio, 
additive functionality, and polymer mobility.  Bi-functionality is found to increase the density of 
radicals in glassy and rubbery systems.  The macroradical recombination and scission reactions 
are modeled and shown to conform to experiment.  Analysis of the model results shows that 
the functionality of the additive is only important above a molar ratio threshold.  Below the 
threshold combination reactions are binary and there are no macroradical bridging reactions in 
the bi-functional system.  Above the threshold the density of radicals is so high that the 
combination reactions are pseudo first order and macroradical bridging causes differences in 
the behavior of mono- and bi-functional additive systems.  The changes in the molecular weight 
distributions with reaction extent are tracked using size exclusion chromatography (SEC) with 
multiple detectors. 
Chapter 5 studies the hydrogen abstraction reaction of Chapter 4 using electron 





experiments demonstrate that radicals primarily form on the expected tertiary carbon, 
confirming the hydrogen abstraction mechanism employed in Chapter 4.  Unexpected peaks in 
the EPR spectra point towards a potentially new reaction between benzophenone and the spin-
trap.  The EPR experiments are also used to verify that no other radical reactions are occurring 
in the systems of Chapter 4. 
The experimental space is expanded in Chapter 6 to other polymers and other 
crosslinking chemistries.  Full characterization of all the potential reactions was impossible, but 
many polymer-additive combinations are shown to react in the predicted ways.  Certain 
crosslinker chemistries and functionalities combine to allow the study of macromolecule 
combination without scission and these chemistries are suggested for further use in the 
experimental study of the early stages of crosslinking and gelation. 
This thesis finds that at low molar ratios, the additive functionality does not matter; 
functionality is only important at high molar ratios of additive to polymer due to high radical 
density and a transition to pseudo-first order kinetics.  The expectations in Chapter 3 are shown 
to be accurate and the choice of additive chemistry and polymer allows the preferential 
selection of desired reactions.  Hydrogen abstraction can be forced to occur either from the 
pendant group or the chain backbone, leading to systems in which chain scission is not possible 
and combination can be exclusively selected.  Non-radical based crosslinking chemistries can 
also be used to produce crosslinks without risk of chain scission.  These findings have a wide 
applicability in many fields and implications for the improved design of radical-based 
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1. Chapter 1:  Motivation and Introduction 
1.1. Motivation 
Polymers bridge both the gap between small molecules and large biological molecules and 
the gap between molecular-scale interactions and bulk interactions.  Small molecule properties 
are constant irrespective of the number of molecules in the bulk.  Large biological molecules 
such as proteins require stabilization to extend their individual properties to the aggregate (1).  
Polymers are long chain molecules made up of one or more simple chemical building blocks 
whose molecular-scale interactions can have a large influence on bulk properties through short- 
and long-range physical and chemical interactions.  The a priori design of polymer systems from 
desired properties is an ongoing challenge (2-10).  
Polymer property manipulation begins at synthesis.   The length of the chains (11-14),  
the width of the length distribution (15, 16) , the presence of other monomers and their order 
on the chain (17-20), the addition of functional groups within or at the end of the chain (21-24), 
the incorporation of multifunctional monomers (25, 26) or crosslinking agents (27-35), and the 
synthesis method (36-39) all affect the physical, chemical, and thermodynamic properties of 
the resulting material.  The industrial production of polymers with specific properties 
introduces high volume and high throughput requirements to polymer synthesis that can make 
production infeasible(40, 41). 
Post-synthesis processing offers an alternative route to the desired properties at both 





reactions with functional groups added during synthesis (24, 43, 44), and crosslinking allow the 
further modification of synthetic polymers.   
Crosslinking, either to promote chain branching (45-50) or full network formation (17, 
51-54), is a common method for polymer modification because of its profound influence on 
polymer mechanical properties (45, 55, 56) and other characteristics such as mobility, solubility, 
and diffusion. Covalent crosslinks introduced during polymer synthesis generally produce 
thermoset polymers that retain the shape in which they were polymerized and are insoluble in 
all solvents.  Crosslinks are introduced after synthesis by the addition of a crosslinking additive, 
by exposure to high energy radiation, or by a combination of the two processes.  Examples of 
crosslinking additives include sulfur (i.e. vulcanization) (57-59) and peroxides (60-62) that 
crosslink upon heating, and glutaraldehyde, a common fixative for proteins (63-68).  Radiative 
methods are typically based on the formation of radicals by exposure to high energy radiation 
such as gamma rays (52, 69) and electron beams (28, 70-72). 
Alternatively, photocrosslinking of preformed polymers can be achieved by use of a 
photosensitizer and visible or UV radiation.  The ease and safety of photochemical crosslinking 
makes it an attractive option.  Most photosensitizers crosslink through radical chemistry; 
hydrogen abstraction reactions are often used to generate the radicals.  These reactions will be 
discussed in more detail later.  Polymer crosslinking through hydrogen abstraction is used in the 
synthesis of grafted polymers (73), the initiation of thiol-ene crosslinking (74), and macroradical 





 This thesis explores the photocrosslinking of preformed polymers using primarily 
hydrogen abstraction methods.   The properties of four photoactive crosslinkers, both mono-
functional and bi-functional, are discussed in Chapter 3 as well as the properties of the 
polymers in which they are being studied.  Their mutual miscibility is also discussed.  Chapter 4 
examines one additive, Benzophenone, in detail in both glassy and rubbery thin films and 
investigates the effects of additive functionality on the changing molecular weight distributions.  
Chapter 5 investigates the location of the radical on the polymer and where reactive preference 
lies in the systems of Chapter 4.  Chapter 6 surveys the results of preliminary investigations into 
other combinations of additive and polymer and links the results to the properties discussed in 
Chapter 3. 
 
1.2. Introduction to Photochemistry 
 Photochemistry is the study of the chemical effects of light.  While light can have many 
effects on molecules, we focus here on the photochemical generation of radicals. 
1.2.1. Radicals 
 The term radical is usually used in one of two ways.  It can be used to refer to an atom 
or molecule with an unpaired electron (25), or it can be used to refer to the unpaired electron 
itself.  In this work we will use the second definition.  The ‘benzophenone radical’, for example, 
will refer to the unpaired electron on the benzophenone molecule.  If there is more than one 






 Radicals are generally produced through homolysis of covalent bonds, induced by 
pyrolysis, thermal decomposition, or photolysis(78).  Some oxidation and reduction reactions 
can also generate single radicals(79).  Ketones, aldehydes and azo- compounds are often used 
to generate alkyl radicals(78) thermally or photochemically. 
1.2.2. Photochemical Generation of Radicals (80, 81) 
 The photochemical generation of radicals occurs through the absorption of a photon.  A 
photon of energy h  is absorbed by a molecule if the molecule contains a subunit 
(chromophore) in which the difference in energy between the excited state (  ) and ground 
state (  ) is equal to the photon energy as shown in equation (1.1). 
ℎ =    −    (1.1) 
Photon absorption promotes an electron from a σ, π, or n orbital to a  ∗ or  ∗ orbital.  Each 
transition is associated with photons of different energies; the transitions and their energies are 
shown in Table 1.1.1.    





(            ) 
  →  ∗ 100-200 103 
  →  ∗ 150-250 102-103 




















Photoexcitation leads to two singly occupied orbitals.  If the excitation occurred without an 
electron spin inversion, then there are no unpaired spins in the molecule and a singlet state 
results.  This is associated with the   →  ∗ transition.  An excitation with spin inversion leads to 
two unpaired spins and the triplet state, associated with the   →   ∗ transition.  Spin inversion 
during excitation is forbidden (82) but the magnitude of spin-orbital coupling in the specific 
molecule or chromophore can bias the system towards an intersystem crossing to the triplet 
state immediately after excitation.  The energies of the photons required for orbital transitions 
indicate that orbital energies increase as   <   <   <   ∗ <   ∗.  The specific orbital energies, 
transition energies, and excitation wavelengths to generate a specific state are highly 
dependent upon the local environment.  Interorbital and interatomic interactions all have an 
effect all of these criteria and the specific chromophore that the photon interacts with is very 
important.  Selected chromophores and their orbital transitions are shown in Table 1.1.2.        
is the wavelength at which there is an absorption peak, and       is the molar extinction 
coefficient from the Beer-Lambert law, equation (1.2): 
  = log(    ⁄ )=     (1.2) 
where A is the optical absorbance,    is the incident light flux,   is the transmitted light flux,   is 
the solute concentration,   the instrument path length, and   the molar extinction coefficient, a 







Table 1.1.2:  Selected Chromophores (80)A 
Chromophore 
       
(   )( )  
       
(            )( ) 
Orbital Transition 
 






  →  ∗  
  →  ∗  
 
347 5   →  ∗  
(A)  This table is an  excerpt from reference (80), Table 1.1 pg. 6. 
(b)  Wavelength of maximum optical absorption  
(c)   Molar extinction coefficient (   (    ⁄ )=    ) at       
 
 
 Table 1.1.2 shows three different chromophores that are important for the molecules 
used in our studies and some of their properties.  The alkenyl group, with a carbon-carbon 
double bond, requires a high energy photon for its   →  ∗ singlet transition and has a 
commensurate high extinction coefficient because there is significant spatial overlap between 
the π and  ∗ orbitals(82).  A high extinction coefficient, which is associated with high 
absorbance values, means that a small number of alkenyls in a system will have a deceptively 
large effect on the system’s chemistry, assuming light of the appropriate wavelength is present 
in the system.  Conjugation of the   bond is also possible depending upon R1 to R4.  Conjugated 
  bonds provide both energy stabilization (83) and lower the energy required for excitation 
(84).  The carbonyl group, with a carbon-oxygen double bond, has two different states.  Low 
wavelength photons have sufficient energy for a   →  ∗ singlet transition.  This transition also 
has a relatively high extinction coefficient and therefore a large influence on the chemistry of 













dissociates into two molecules, because the excited resonance has a higher energy and 
therefore produces larger oscillations (85, 86).  Longer wavelength photons have less energy 
and are therefore lead predominantly to the lower energy   →   ∗ triplet transitions.  The 
triplet state has relatively low molar extinction, indicating decreased concentration sensitivity 
in comparison to the higher energy transitions and higher stability with a lower probability of 
homolysis.  This is an advantage in our systems because the lower rate of triplet formation with 
time will allow us to investigate the initial stages of the reaction and assume a quasi steady 
state concentration of triplets and reactants.  The conjugation of the carbonyl   bond is less 
likely than that of the alkenyl both because of the 2 fewer potential bonds and the highly polar 
nature of the carbon-oxygen bond (87).  The third and final group in Table 1.1.2 is an azo group, 
with a nitrogen-nitrogen double bond.  This is also a   →   ∗ transition, and has the smallest 
extinction coefficient as well as the longest wavelength requirement.  With       = 347   , 
the shoulder of the wavelength sensitivity approaches visible light, which makes the 
compounds much more difficult to work with, for obvious reasons.   
 From the above information we can therefore predict that the   →   ∗ triplet transition 
of the carbonyl will probably produce additives for our systems that are easy to work with 
because the wavelength is too short for visible light sensitivity.  Carbonyl-derivatives will also 
lead to fewer side and dissociation reactions because they do not react with molecularly 
destructive high energy photons and most polymer systems we are interested in do not contain 





 Molecules in the singlet or triplet state have two unpaired electrons which can 
recombine into their ground state by giving up their energy through fluorescence (from the 
singlet), phosphorescence (from the triplet) or molecular vibrations (85).  A radical is formed 
when a chemical reaction occurs between one of the excited electrons and another molecule, 
leaving a single unpaired electron in the molecule.  In most of our systems, the radical is 
generated on the additive’s carbonyl through hydrogen abstraction from the polymer backbone 
as shown in Figure 1.1.1.  In this representative reaction schema, an ultraviolet photon excites 
the carbonyl chromophore to the singlet state, which immediately transitions to a triplet 
through an intersystem crossing (not shown, as the quantum yield is 1 (85, 88)).  The triplet, 
which has a lifetime of 10-4 seconds (85), then encounters the polymer backbone and its 
multiple carbon-hydrogen bonds.  Assuming it is sterically favored, the triplet will abstract a 
hydrogen from the polymer backbone, producing free radicals on both the carbonyl 
chromophore and the polymer backbone.  The free radical is of lower energy than the triplet 
state (85, 89) and is energetically preferred.  It is also more stable and therefore will last longer 






































Figure 1.1.1:  Photochemical formation of a free radical through carbonyl excitation and hydrogen abstraction 
from the backbone of an alkyl polymer.  This schema is representative of the majority of systems in this study. 
 Figure 1.1.1 shows how two free radicals are formed from the excitation of a carbonyl 
chromophore by light and the excited triplet state’s interaction with the polymer backbone.  
The hydrogen on the polymer backbone that is abstracted by the triplet state is determined by 
how stable the resulting radical will be.  In general, the stability of a radical center is 
determined by how substituted it is.  A tertiary radical is more stable than a secondary radical, 
which is more stable than a primary radical (Figure 1.1.2).  The stability of the radical center 
increases with substitution because there is an inverse correlation between substitution and 
radical energy.  The orbital overlap in highly substituted centers allows more freedom of 
movement to the radical and there is the possibility of radical migration with enough energy, 
both of which lower the energy of the radical.  We would therefore expect a carbonyl triplet to 
hydrogen abstract first from a tertiary carbon.  This is discussed in more detail in Chapter 3. 
 
Figure 1.1.2:  The stability of radical centers and their relation to hydrogen abstraction. 
 We have seen how photons excite molecules, producing singlet or triplet excited states 
in chromophores that can, in interaction with other molecules, produce free radicals.  These 
radicals are the source of the reactions discussed in this thesis.  They will be investigated in 




















molecular weight distribution changes in the polymer; in solutions they are investigated directly 
through electron paramagnetic resonance. 
1.3. Polymers and their Properties 
1.3.1. Individual Chain Properties 
 A linear homopolymer is made up of a large number of covalently bonded bivalent 
monomers.  The molecular weight of the chain is defined as the number of monomers,   times 
the molecular weight of the monomer,  .  Equation (1.3) shows this quantity. 
  =    (1.3)
Polymers are long chain molecules whose secondary structure is constantly in flux due 
to thermal energy.  Simple physical properties of the molecule such as size, volume, and shape 
can never be absolutely defined.  Instead, a series of analogous properties are used.  Flory(31) 
and de Gennes(90) have excellent derivations and discussions of these properties in chapters 
10 and 1, respectively.  The square end to end distance of the polymer chain,   , is found to be 
   =     (1.4)
with   the number of monomers in the chain and   the linear size of the mer along the 










This assumes the polymer is a freely jointed chain with no external flow field and no 





form of the radius of gyration for a polymer molecule treated as an aphysical, purely 
mathematical construct.  Equation (1.5) is a good first approximation for polymer properties 
and can be modified to increase its physical accuracy to the degree desired.   
All covalent chemical bonds connect at an angle proscribed by the interactions of the 
individual valence shells.  Equation (1.6) introduces fixed bond angles to the radius of gyration, 









There are energetic barriers to bond rotation as the valence shells of pendant atoms 
interact with each other during rotation.  The energetic minima during rotation are the gauche+, 
gauche-, and trans positions.  These energetic minima bias the free rotation of the bonds in the 
chain.  Equation (1.7) introduces restricted rotation to the fixed bond angle radius of gyration in 
Equation (1.6), with 〈    〉 the ensemble average of the allowed rotational angles as defined 












Equations (1.5)- (1.7) are increasingly accurate radii of gyration for an individual polymer 
chain developed a priori from mathematical random walks.  They neglect both physical and 
chemical interactions.  Equations (1.5)- (1.7) are valid for polymer chains that behave like 
Gaussian random walks; only individual polymer chains in certain solvents have the freedom of 





 Van der Waals, Hydrogen bonding, and solvation effects all change the conformation 
and size of a polymer chain in solution.  If we assume only London dispersion forces affect the 
solvent-polymer interactions and the validity of mean field theory in a polymer-solvent system, 
then the Gibbs free energy of mixing a polymer molecule into solvent (for a binary mixture 
only) as derived in (31) is shown in equations (1.8)-(1.9). 






Where R is the gas constant, T the absolute temperature,    and    the number of moles and 
volume fraction of species  ,    and     the Hildebrand solubility parameter of the polymer and 
solvent, respectively, and   is the molar volume of a polymer monomer.   
The specific and nonspecific interactions of a single polymer molecule in solution 
generally change the physical dimensions of the polymer chain.  If the favorable interactions 
perfectly balance out the unfavorable interactions, then the polymer chain is said to be in a 
Theta solvent, and the chain configuration is that of a random walk.  In the theta state, 
equations (1.5)- (1.7) are essentially valid and perfectly describe the radius of gyration, with 
accuracy increasing with increasing equation number for the reasons discussed in their section.  
In a bad solvent, the unfavorable interactions dominate and the polymer condenses into itself 
and may precipitate.  In a good solvent the favorable interactions dominate, the polymer 
swells, the radius of gyration increases, and excluded volume effects begin to dominate.   
Excluded volume considerations appear when the long range polymer-polymer and 





caused both by previous occupancy of a space by a polymer segment far down the chain and 
the formation of a solvent “sheath”, where each monomer surrounds itself with solvent 
molecules which stiffen the chain and shield polymer-polymer interactions.  The chain, in 
essence, straightens and expands.  Flory and Krigbaum showed (91) that despite the lack of 
defined shape for  the polymer in solution, the radius of gyration for a non-ideal polymer in 

















 1 2  −    √                  
where    is the Flory-Huggins interaction parameter defined in equation (1.9), and   is the 
number of monomers. 
The expansion factor ∝ incorporates the polymer-polymer and polymer-solvent 
interaction thermodynamics.  We simplify equation (1.10) by defining the statistical segment 
length, β, which is the length of the chain that, from far away, behaves exactly like an ideal 
Gaussian random walk.  All length and size affecting terms are collected in this variable and we 
redefine equation (1.5): 
  















The renormalization of the length of the chain requires a renormalization of the number 
of monomers in the chain, N.  We define    =      , with   the number of monomers per 
statistical segment β, also known as the Kuhn length.  The Kuhn length is a simple 
approximation for the stiffness of the chain, as it quantifies the distance at which chain motion 
is no longer correlated.   
 Within the statistical segment length β, the size of the chain scales as the number of 
segments to a power that reflects the quality of the solvent,   ∝      (90). The radius of 
gyration of a molecule is proportional to the number of monomers and the statistical segment 
length to a solvent-dependent power. 
  
  ∝      ∝
 
 
    ∝        ∝     
 
    (1.12) 
where 1 2  ≤   ≤
3
5   as the system varies from a theta    =
1




 We have defined the radius of gyration of a single polymer molecule both as an ideal 
and in solution.  This simplest of properties – the size of a molecule in solution – has surprising 
depths that require both complicated assumptions and detailed knowledge of the polymer and 
its properties.  The extension of polymer properties to multiple chains is equally complicated. 
1.3.2. Ensemble Properties 
 It is currently impossible to synthesize polymers samples in which every polymer chain is 
exactly the same length (31, 90, 92).  Polymer samples are defined by their distributions.   





number average molecular weight,   , the number of monomers per chain averaged over all 





The second moment of the distribution, the weight average molecular weight    , 







 This is the quantity most often associated with the bulk properties of a polymeric material 
because large molecular weight species play a disproportionately large role in the properties of 
a polymer.  Dividing the     by    produces the polydispersity index, the measure of the width 
of the distribution.  The theoretical minimum polydispersity is 1; the lowest achieved 
polydispersity is around 1.01.  The theoretical maximum polydispersity is infinite.  Experimental 
polydispersities above 2 or 3 are not uncommon. 
 The z-average and z+1 average molecular weights are defined below and are generally 

















 Each theoretical distribution is generally related to a different experimental method.  





the polymer into lower and lower PDIs, measures the number average molecular weight, as the 
separation is dependent upon the size of the molecule.  Turbidity measurement techniques 
extract the weight average molecular weight, while viscometric methods extract the z average 
molecular weights.  The main polymer analysis technique used in this work is high pressure 
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2. Chapter 2:  Experimental Techniques 
 
Electron Paramagnetic Resonance (EPR) and High Pressure Liquid Chromatography-Size 
Exclusion Chromatography (HPLC-SEC) are the major analytical techniques used in the current 
study.  Preparation and Characterization techniques used include Spin Coating and 
Ellipsometry.  In this chapter, a brief introduction to these techniques is given. 
 
2.1. Electron Paramagnetic Resonance 
 Electron Paramagnetic Resonance (EPR) is a powerful technique for studying radicals in 
materials.  Unpaired electrons are paramagnetic: they can be induced into aligning with the 
magnetic field of a strong magnet but are not normally aligned.  An EPR induces the unpaired 
electrons in a material to line up with a magnetic field, much like atomic nuclei are aligned in 
Nuclear Magnetic Resonance (NMR).  Microwave radiation is input into the EPR as the magnetic 
field is varied.  The unpaired electrons resonate with the microwave energy at a specific 
magnetic field strength that is unique to their orbital environment, allowing the determination 
of their neighboring atoms. 
Electrons are spin ½ with a magnetic quantum number of ms=±½.  Unpaired electrons 
align with the EPR’s magnetic field, and when resonance occurs, the electrons oscillate between 
the antiparallel (ms=+½) and the parallel (ms=-½) energy levels, corresponding to two different 
energies, as shown in Figure 2.1.  This state flip changes the energy flowing through the system, 





radicals in orbitally complicated molecules without interference from the rest of the molecule, 
as in NMR.  Atoms with multiple unpaired electrons can have compound spins; the most 
abundant paramagnetic isotopes in organic molecules are listed in Table 2.1. 
 
Figure 2.1:  Energy diagram of unpaired electrons in an induced magnetic field. 
The flip between the parallel and antiparallel state occurs at a specific energy level for 
every radical.  Equation (2.1) is the energy difference between the two states: 
∆  = ℎ  =     (2.1)
Where ℎ is Planck’s constant,   is the frequency of the microwave radiation,    is the  -factor, 
β is the Bohr magneton, and   is the magnetic field.  The  -factor is a measure of the intrinsic 
magnetic moment of the electron and is unitless. 
 The interaction of the unpaired electron with the spins of nearby nuclei through 
magnetic coupling (in a similar way to spin-spin coupling in NMR) opens up additional energy 
states to the electron.  The coupling can occur either between the unpaired electron and its 
own nucleus, which allows for energy states linked to the paramagnetic spin (Table 2.1), or 





intensities are linked to the number of nearby atoms through Pascal’s triangle.   The additional 
states generate additional resonances that produce spectra that are unique to the local 
environment and are a combination of the intra- and inter-nuclear magnetic interactions.  Each 
interaction generates a number of peaks based upon how many nuclei are nearby (Table 2.2). 
Table 2.1: Most abundant paramagnetic 




17O        5 2      
14N 1 
 
 Table 2.2:  Number of EPR peaks generated by 
the combination of spin and number of atoms.  
Number of Atoms: 1 2 3 4 
Spin Number of Peaks 
½ 2 3 4 5 
1 3 5 7 9 
3
2                5 11 17 23 
5




Figure 2.2:  Diagram of a basic EPR instrument.  A microwave source sends microwaves through an attenuator 
into a circulator that guides them into the sample chamber and then back out to the detector.  The sample 
chamber sits between electromagnets. 
 An EPR instrument is diagrammed in Figure 2.2.  The microwaves are generated in a 
source, usually a klystron, and follow waveguides through an attenuator and other systems into 
the sample chamber.  If unpaired electrons are resonating at the current magnetic field 





energy follows the waveguide out of the resonator and into the detector, where the spectra are 
recorded by a computer. 
 
2.2. High Pressure Liquid Chromatography 
High Pressure Liquid Chromatography (HPLC) is a technique developed in the early 
1900s by the Russian botanist Mikhail S. Tswett, and is one of the most powerful analytical 
tools used in polymer science today.  Tswett filled a glass column with powdered chalk or 
alumina, and then poured his sample of plant pigments in solvent into the column.  Gravity 
pushed the solution through the packing, and the differential attraction between the packing 
and the various pigment compounds in the sample led to striped bands of pure pigment 
compounds.  Tswett was thus able to separate and individually test the compounds for their 
properties and structure(1).  His initial gravimetric liquid chromatography technique has been 
upgraded with today’s modern equipment and technology, and is critical to the manufacture of 
modern pharmaceuticals. 
All modern HPLC systems consist of four key components: a high pressure pump, an 
injector, chromatography column(s), and one or more detectors.  The HPLC system used in this 
study is diagrammed in Figure 2.3. The pump pushes high pressure solvent (known as eluent) 
through the system while the sample is injected into the eluent.  The sample passes through 
the column(s), where separation occurs through one of many different techniques, and then 
the separated sample is characterized using one or more detectors that analyze different 





the heart of any HPLC system and will be discussed in more detail later.  The columns separate 
the sample into its constituents based on the chemistry or property desired, while the 
detectors characterize the separated sample in the desired way.  HPLC can therefore be 
optimally tuned to the particular sample and information desired. 
 
Figure 2.3: Diagram of an HPLC system.  The pump takes the eluent from the reservoir and pumps it at high 
pressure through the injector, column(s), and detector(s).  Samples are introduced into the injector and are 
separated into their analytes in the column(s).  The detector(s) measure the properties of the analytes.  The 
column oven maintains an isothermal system. 
The columns separate the sample into its constituents because some constituents have 
more interaction with the column packing material than others, and therefore exit the column 
later.  There are many different types of columns, each designed for separation based upon a 
different chemical or physical interaction.  For example, polar packing materials separate the 
constituents based upon polarity; ion-exchange packing materials separate by charge; affinity 
packing separates based upon specific interactions such as hydrogen bonding or enzyme-
substrate interactions, and size exclusion packing materials separate by molecule size.  The 
most widely used HPLC column used in polymer science is the size exclusion column, as it 
provides details on the size and distribution of polymer chains.  When size exclusion columns 
are used, people often refer to HPLC as Size Exclusion Chromatography (SEC) or Gel Permeation 
Chromatography (GPC).  In order to fully understand SEC and how it will be used in this work to 






2.2.1. Size Exclusion Chromatography(2) 
 As discussed above, SEC separates polymer molecules based upon their size.  But the 
“size” of a polymer molecule is hard to define, as polymers in solution behave both as freely-
deformable spheres and freely-moving chains.  As we will see, SEC separates polymer molecules 
based upon a “size” that can and must be correlated to their molecular weight through 
absolute measurement or calibration of the SEC. 
 All HPLC columns operate on the same basic principles as the first column developed by 
Tswett.  They consist of a tube (now stainless steel) filled with a stationary phase that separates 
the analytes and a mobile phase that moves the analytes through the system.  While Tswett’s 
packing material was powdered chalk or alumina, modern stationary phases are highly 
engineered application-specific materials that are packed in proprietary ways to insure as 
optimal a packing distribution as possible.  The stationary phase in SEC is usually polystyrene-
divinylbenzene copolymer beads that have been synthesized with a known pore-size 
distribution that is optimal for analytes to only partially diffuse into and out of the pores.  Thus, 
smaller molecules can diffuse farther into the pores than larger molecules, making the volume 
of the column a function of the molecule size and separating the molecules such that the larger 
ones elute from the columns first.  The mobile phase moves the analytes through the column 
and limits bulk diffusion times.  A model of an HPLC column therefore has two regimes: the 






Figure 2.4: HPLC mobile phase.  The flow is left to right.  Cutaway shows not-to-scale representation of the 
packed stationary phase. Figure adapted from (2). 
  The mobile phase and its variables are shown in Figure 2.4. The flow is left to right.  The 




 is the mobile phase velocity between the packing, and is related to the inner 
diameter of the column,   and the void fraction   .  The column has length L and is oriented on 
the Z-axis.  The mobile phase concentration of component   is      while its radial diffusivity is 
    . 
 
Figure 2.5: HPLC stationary phase.  Solid particle (black line) is surrounded by a stagnant boundary (dotted line) 
through which only mass transfer occurs.  Pore is not to scale and represents the pore volume of the particle 






 The stationary phase and its variables are shown in Figure 2.5.  Mass transfer of species 
  through the stagnant film boundary (dotted line) with rate    is the only source to the particle 
of radius   .  The particle has a porosity of   , and species   has an intrapore concentration of 
   , a porosity independent effective diffusivity of    , and a concentration within the solid 
phase of    
∗ . 
 For the development of a model, which follows (2), we will assume: 
1. The system is isothermal (experimentally maintained by a column oven) 
2. The packing is spherical and uniform. 
3. Radial concentration gradients are negligible. 
4. There is no convective flow within pores. 
5. There is an instantaneous equilibrium between the particle surface and the interior of 
the pores. 
6. Film mass transfer is the mechanism mediating the interfacial mass transfer between 
the mobile and stationary phases. 
7. Diffusion and mass transfer parameters are constant and independent of mixing effects.  
Based upon the assumptions above, we can derive the differential mass balance on species   in 
both the mobile (Equation (2.2)) and stationary phase (Equation (2.3)) where the variables have 


































The first term of the mobile balance (Equation (2.2)) is the Fickian diffusion in the Z-direction; 
the second term the convective transport; the third term the temporal concentration gradient; 
and the fourth term the interfacial transport between the stationary and mobile phase.  The 
first term of the stationary balance (Equation (2.3)) is the concentration with time of species   
attached through affinity or other interactions to the solid; the second term is the 
concentration with time in the pores; and the third term is the diffusion into and out of the 
pores. 
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where      is the maximum value of    ( ). 
 Equations (1.1) and (1.2) are the general differential mass balances for any 
multicomponent HPLC separation.  We incorporate size exclusion effects by defining the 
accessible porosity, 0 <    
  <   , the volume fraction of the pore volume accessible to a 
species  , which replaces    in     and    , and the        term of Equation (1.2).  If we further 
assume that there are no specific interactions between the analyte and the solid surface of the 
packing, then we can also neglect all    
∗  related terms. 
 The multicomponent HPLC SEC separation equations, with the above assumptions and 
constraints, show that the sample separation in a SEC column is therefore only dependent upon 
the accessible porosity,    
  , for each species in the sample.  A large accessible porosity implies 
the molecules are comparatively small and will therefore have a larger volume to traverse 
before eluting from the column.  A small accessible porosity implies the molecules are large and 
have a relatively small volume to traverse before eluting.  Molecules smaller than the smallest 
pore can traverse the entire volume. They will not separate, and will elute last in an 
undifferentiated group. Molecules larger than the largest pore cannot enter the pores and will 





 The difficulty in defining the size of a polymer molecule has already been discussed.  The 
changing shape and size of a polymer makes absolute calculation of interactions between 
polymer and SEC pores incredibly difficult.  We can gain some understanding, though, by 
approximating the pores as cylindrical tubes and the polymer molecules as solid spheres of 
radius   .  The accessible porosity for a species   is then proportional to the volume of the 
polymer molecule, as the relative volume of the pore and polymer determine the volume 








  Substituting in the definition of single chain molecular weight from equation (1.12) we 
find that the key separation variable in SEC-HPLC is proportional to the molecular weight of 
each species to the 3 2   power though the overall power incorporates both the molecular 









 We will therefore expect the calibration curve to have a power law dependence on the 
molecular weight.  The accessible porosity in equation (1.3) is that of only a single molecular 
weight; this is the source of the SEC-HPLC’s ability to separate polymer molecules: each 
molecular weight traverses a different volume. 
2.2.2. HPLC Detectors 
 There are many types of HPLC detectors, each designed to work on different principles 





absorbance, fluorescence, electrochemical properties, refractive index, conductivity, mass 
spectrometry, FT-IR spectrometry, dynamic and static light scattering, and other properties of 
samples.  The HPLC used in these studies was equipped with three detectors:  a refractive index 
detector, an ultraviolet absorbance detector, and a static light scattering detector.  The 
information from each complements the other two to provide a complete picture of the sample 
under investigation. 
Refractive Index Detectors 
 A refractive index detector (RID) uses the differential refractive index between the 
sample and a reference to determine concentration.  It has a comparatively high required 
detection concentration, but has the advantage of being universally applicable to almost every 
species.  Only substances that are isorefractive with the eluent cannot be detected.  The basic 
hardware configuration of a RID is shown in Figure 2.6. 
 
Figure 2.6:  Basic operation of a Refractive Index Detector.  A beam of light passes through a cell containing both 
the reference and the sample.  The difference in refractive index between the two leads to a change in the angle 
of the refracted light, from which the instrument calculates the difference in refractive index. 
A light source and optical bench produce a beam of light, which enters the sample cell.  The 
sample cell is usually quartz and has two compartments separated by a quartz pane oriented at 
45 degrees to the incident light.  One compartment is filled with the pure eluent as a reference, 
while the stream from the HPLC columns passes through the other.  Snell’s law,      (  )=





the refractive indices,    and   , of the two materials at the boundary.  Thus, for the RID’s cell, 
equation (2.8) holds. 
     (45)=     (45−  ) (2.8)







where we have combined the instrument constants into a calibration term and made the 





, is the change in the refractive index of a solvent with changes in analyte 
concentration.  The signal from the RID will therefore be related to the concentration,   the 








 So two constants are required to calculate the concentration: the instrument specific 
calibration constant,               , which must be experimentally determined, and the 
species-specific differential refractive index increment,        , which also must be 
experimentally determined, though there are tables of values for most common species.  The 
concentration measured in a RID is independent of molecular weight above a degree of 
polymerization of around 20.  A RID detector measures the number average distribution of the 





Ultraviolet Absorption Detectors 
 An ultraviolet absorption detector (UVD) uses the differential absorbance of the sample 
at a specific wavelength to determine concentration.  It can detect species at much lower 
concentrations than a refractive index detector, but requires the species to absorb light at 
specific wavelengths.  The basic hardware configuration of a UVD is shown in Figure 2.7. 
 
Figure 2.7:  Basic hardware of an Ultraviolet Absorption Detector.  A beam of light passes through a 
monochromator to select the desired UV wavelength, and then into a beam splitter.  One of the resulting beams 
passes through the sample flow cell and to a photodiode and the other beam passes through a reference 
(usually air) to another photodiode.   
An UV light source produces a beam of light, which passes through a monochromator to isolate 
the wavelength to be used for probing the sample.  The wavelength is chosen to maximize the 
absorbance of the sample.  The monochromatic light then passes through a beam splitter or 
other device such that one part passes through the sample and the other passes through a 
reference that allows    to be measured.  The sample beam passes through the sample cell of 
width  , with a sample   of concentration     and extinction coefficient     inside.  The Beer-
Lambert law for species   passing through the sample cell at time  , equation (2.11), defines the 
absorbance. 
  ,  =        
  
  





  is an easily determined length scale unique to the model of instrument, and     is a 
wavelength dependent constant unique to the species.  So a monochromic UVD (the Beer-
Lambert law is only valid for monochromatic light) requires only the value of     at its 
wavelength of operation to accurately measure the concentration.  This assumes, of course, 
that the species absorbs at the chosen wavelength.  The concentration measured by a UVD is 
the concentration of UV absorbing species.  Their connectivity is not measured.  Therefore a 
UVD measures the number of chromophores of a species (3).  In a polymer with one 
chromophore per monomer, this is equivalent to the weight average distribution. 
Static Light Scattering Detectors 
 Light scattering is the only technique that directly measures the properties of the 
molecule in question and as such it is uniquely suited to determine the properties of a 
polymeric sample.  In a light scattering detector (LCD), an incident beam of light passes through 
a sample cell with a very dilute polymeric solution and the Rayleigh scattering from a polymer 
chain is detected by photodiodes.  A dilute solution is very important; one must be able to say 
with some certainty that the laser is impacting one polymer chain at a time (there are models 
and techniques for light scattering in more concentrated solutions, but they will not be treated 
herein).  Assuming that this criterion is met, the incident light will be absorbed by the polymer 
chain and be immediately scattered away at multiple angles.  The scattering is detected by one 







Figure 2.8: Basic hardware of the Multiangle Laser Light Scattering Detector.  A laser passes through a polarizer 
to minimize out-of-plane scattering, and then into the scattering volume of the sample cell.  Radially arranged 
photodiodes detect the scattered light as a function of angle, while a photodiode at zero degrees measures the 
light intensity. 
In the LCD shown in Figure 2.8, a monochromatic laser beam passes through a polarizer to 
insure the proper polarization for maximum scattering in the plane of the photodiodes.  It then 
enters the sample cell, where it interacts with a polymer molecule in the scattering volume at 
the center of the sample cell and the secondary scattering is detected by the photodiodes.  Two 
basic principles make light scattering a powerful technique:  the intensity of the scattered light 
is directly proportional to the molar mass times the concentration, and the angular dependence 
of the scattered light is directly proportional to the molecule size.  This is expressed in the 




=   ∗   ( )[1− 2     ( )] (2.12)
    is the incident light,  ( )           the scattered light with angle.   ( ) is therefore the 
excess Rayleigh ratio: the ratio of scattered and incident light, corrected for size and distance of 
scattering volume.    is the molar mass;   the solute concentration.     is the second virial 





function, which relates the angular variation in intensity to the radius of gyration of the 











with     the refractive index of the solvent,     Avogaro’s number,     the wavelength of the 
incident light in vacuum, and 
  
  
 the specific refractive index increment, a measure of the 
change in refractive index of the solution with concentration.  The molar mass measured by 
the LSD is the weight average molecular weight because the degree of scattering is directly 
related to the molecular weight (3).  The Rayleigh-Gans-Debye equation (equation (2.12)) is 
valid under two conditions:  








the refractive indices of the polymer and solvent must be close; and the size of the polymer 
must be much less than the wavelength of the light. 
By removing all the instrument- and polymer-independent constants, we can simplify 







 Thus according to equation (2.13), with any two of the molar mass, the concentration, or the 





increment is very important for this instrument, but any errors in the measurement are 
doubled in calculations from light scattering data.  LSDs are therefore usually used in 
conjunction with refractive index detectors because the ratio of light scattering data to the 
refractive index data eliminates the error doubling and outputs the molar mass directly, as 








2.2.3. Calibration of the HPLC Instrument 
We have discussed the four constitutive equations of the SEC-HPLC instrument for 
practical experimentation.  Each equation includes instrument-specific constants that must be 
determined and understood before accurate measurements can be taken.  The SEC columns 
separate based upon equation (2.7); the relationship between the molecular weight of the 
molecule and the degree of separation has to be experimentally determined.  Equation (2.11) 
determines the detection of analytes in a UVD; it contains an instrumental length scale,  , and a 
species-specific extinction coefficient,   .  The RID is built upon equation (2.10); it requires an 




.  The LSD, whose constitutive equation is equation (2.12), requires merely the 
species specific refractive index increment, 
  
  
.  This section describes in detail the calibration of 





Light Scattering Detector Calibration 
 The light scattering detector used in these studies was a Wyatt Technology Corporation 
miniDAWN TREOS with attached COMET ultrasonic cleaner.  It is a three angle LS detector that 
operates at 657nm and is operable in both in-line and batch modes.  The instrument was 
calibrated first by injecting 0.02μm filtered HPLC Toluene and measuring the voltage of the 90° 
photodiode with the laser on and off.  The known refractive index and transmission properties 
of toluene allow for the calibration of photodiode voltage to photon counts.  The other two 
photodiodes were calibrated from the first measurement by injecting an isotropic scatterer (10 
kDa monodisperse Polystyrene) into the chamber and adjusting the gains on the photodiodes 
until all the signals were the same.  There is no angular dependence to the scattering from an 
isotropic scatterer; therefore the detected photons should be exactly the same in all 
photodiodes.  With both the toluene and isotropic scatterer calibrations, the LS detector could 
convert voltages to scattering intensity.  The toluene calibration was done in batch mode; the 
isotropic scatterer in in-line mode.  The light scattering detector was recalibrated in this way 
every six months. 
SEC Column Calibration 
 The light scattering instrument provides, in theory and practice, a direct measurement 
of the molecular weight of the samples and, if the molecules are large enough, a direct 
measurement of the radius of gyration through the Rayleigh-Gans-Debye equation, equation 
(2.12).  The calibration of the SEC columns provides both a confirming measurement and a tool 
that allows us to exploit the differences in measurement techniques to investigate more subtle 





inject a sample of known constitution and then measure where the peak appears.  This 
provides an accurate and easy method of linking the elution time of a sample to its molecular 
weight. 
The instrument was calibrated using a commercial SEC calibration package (Varian 
EasiVIAL™) which contains twelve well characterized, low polydispersity polystyrene samples in 
batches of four, so a single run provides four data points for the calibration curve.  The 
calibration samples were prepared and filtered through a 0.2μm Teflon filter to remove 
particulates and large aggregates.  The retention time at which the calibration sample peaks 
appeared were compiled into a table and then fitted using a third or fourth order polynomial.  
Originally a fourth order fit was used, but the difference between that and a third order fit was 
so small that the calibration was switched to third order for ease of subsequent calculation.  
The polystyrene calibration curves for the SEC columns over the course of this work are shown 
below in Figure 2.9.  The curves for both the UV and RI detectors are shown, with each plot 
containing four curves taken at different times during the course of the experiments.  The 
major deviations in the calibration curve over long times occur for molecular weights under 
1000Da, a range in which we are not interested.  Irrespectively, the SEC columns were 






Figure 2.9: SEC Column Calibration curves for both the UV (left) and RI (right) detectors.  Each plot includes the 
calibration curves from four different times over the course of the experiments to show the continuity of the 
column calibration. 
The calibrations to link elution time to molecular weight were performed on commercially 
available polystyrene standards (Varian EasiVIAL™).  We know from equation (2.7) that the 
accessible volume of the column in SEC is related to both the number of monomers in the 
chain,  , and the polymer-solvent interactions, β.    is independent of the polymer, but β is 
system dependent.  To extend the calibration to polymers other than polystyrene, we utilize 
the viscosity average, which is the  -th moment of the distribution (as opposed to the first, 
equation (1.13), or the second, equation (1.14)).  The  -th moment, often referred to as the 










 Staudinger (4) found the measurement of the viscosity of a dilute polymer solution was 
a simple method of determining the molecular weight of the polymer because their presence, 






































































































even in very dilute quantities, greatly increased the viscosity of the solution.  This defined the 
intrinsic viscosity, the theoretical viscosity of a polymer solution as the concentration dropped 
to zero.  This theoretical value was found to be linear in log-log space when the molecular 
weight is plotted against the viscosity of the solution.  This relationship, shown in equation 
(2.16), is the Mark-Houwink-Sakurada equation, with    and   the Mark-Houwink-Sakurada 
constants, which are valid for an individual polymer-solvent-temperature system. 
[ ]=     (2.16)
 The Mark-Houwink-Sakurada equation provides a simple method of converting SEC calibration 
curves from one polymer to another and relates the viscosity of a solution to the polymer 
molecular weight.  Two polymer solutions with the same intrinsic viscosity behave the same; if 
each solution has a different polymer we can use equation (2.16) to calculate the molecular 
weight of either if we know the molecular weight for one polymer and Mark-Houwink-Sakurada 
constants for both.  We therefore calibrate the SEC with well characterized polystyrene 
standards and use Mark-Houwink-Sakurada constants to calculate the molecular weights of 
eluted polymers. 
Refractive Index Detector Calibration 
 The refractive index detector used was a Shimadzu RID-10A refractive index detector 
with active temperature control and a broad spectrum light source.  The refractive index 
detector was calibrated by injecting a sample of known refractive index,         , and 
concentration into the detector and measuring the output.  Equation (2.9) then allowed a direct 





Ultraviolet Light Detector Calibration 
 The UV detector used was a Shimadzu UV-10AV UV detector with deuterium lamp and 
variable wavelength selection.  The UV detector was not directly calibrated; equation (2.11) 
shows that it is not necessary.  The only variable in the Beer-Lambert law is the concentration 
of the analyte; the comparison of the sample beam to the reference beam automatically 
calibrates the scale of the UV detector. 
 
2.3. Preparation and Characterization Techniques 
 This work investigates the crosslinking properties of additives in polymer thin films.  Size 
Exclusion Chromatography was the main technique used in this work.  The SEC was used to 
study the reaction products and samples, and Electron Paramagnetic Resonance was used to 
probe the radicals present in solution analogs of the polymer thin films.  Other techniques were 
needed to prepare and characterize the samples.  The preparation and characterization of the 
thin films required both Spin Coating to produce the films and Ellipsometry to characterize 
them.   
2.3.1. Spin Coating 
 Spin coating is a simple technique used to produce uniform thin films on substrates 
from liquid solutions.  The film substrate is held on a rotating platform whose rotational period 
can be precisely controlled.  The sample solution is placed on the substrate while the platform 
rotates.  The power of the technique is the uniform and predictable film heights achieved 





molecular weight,  , Mark-Houwink-Sakurada exponent,  , and the solution concentration,  , 






 This simple technique allows one to quickly produce high quality films of a set thickness.  
Confirming the thickness requires ellipsometry. 
2.3.2. Ellipsometry 
 An ellipsometer is an instrument used to study the dielectric properties, including 
complex refractive index, of thin films.  This study used a spectroscopic ellipsometer to measure 
the thickness of the polymer films and to determine the optimal spin coating conditions for film 
preparation.  A spectroscopic ellipsometer (Figure 2.10) uses a broad band light source to 
investigate the complex refractive index of a thin film.  The light passes through an elliptical 
polarizer, which polarizes the light into the plane of incidence of the sample.  The interaction of 
the light with the thin film modifies the polarization of the reflected light both parallel ( -
polarized) and perpendicular ( -polarized) to the plane, which passes through a second 







Figure 2.10:  Basic setup of a spectroscopic ellipsometer.  A broadband light source is elliptically polarized and 
reflects off the sample on a substrate in the plane of incidence.  The reflected light, which has been modified 
both parallel ( -polarized) and perpendicular ( -polarized) to the plane of incidence, passes through another 
polarizer (referred to as the analyzer) and into the detector. 
The complex reflectance ratio, ρ, is measured and decomposed into the   and   components.  
The ratio of the amplitudes of the   and   components is parameterized into an amplitude, Ψ, 





 These quantities cannot directly measure the film properties except in special cases.  Instead, a 
mathematical model of a surface and substrate is created, and the calculated amplitude and 
phase shift is compared to the experimental one.  Some understanding of the constituents of 
the thin film is therefore required. 
2.3.2.1. Characterization of the Thin Films 
 The spin coater and ellipsometer were used in conjunction to determine the 
relationship between film thickness and spin speed.  Films were prepared from sample 
solutions by spin coating onto piranha and UVOCS cleaned silicon wafers from a 20mg/ml 





Poly(n-butylacrylate) solutions.  Three samples were made at each speed and their thicknesses 
were averaged to produce Figure 2.11.  Error bars are the sum of the three ellipsometer-
reported errors in the thickness measurement.  The dotted line demonstrates that both 
polymers follow the expected ℎ ∝   
 
    relationship.  A spin speed of 2000rpm was chosen for 
all subsequent experiments.  This corresponds to a film thickness of 128±6 nm for Polystyrene 
and 110±29 for Poly(normal-butylacrylate). 
 
Figure 2.11:  Determination of the relationship between spin speed and film thickness for polystyrene and 
poly(n-butylacrylate) thin films spun coated from 20mg/ml solutions of toluene.  Each data point is an average 
of three samples with error bars the sum of the ellipsometer-reported errors in the three measurements.  
Dotted line is the   ∝   
 
    relationship from equation (2.17) scaled to the PS data.  
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3. Chapter 3:  Rational Design and Preliminary Investigations 
3.1. Introduction  
This chapter discusses the polymers and crosslinkers chosen for these studies.  Each is 
discussed individually.  The important values and properties of the compounds are outlined and 
the rational for choosing them is explained.  Preliminary experiments and calculations are then 
performed to understand their properties and interactions in preparation for understanding the 
results of the experiments.   
The polymers and crosslinkers we chose to investigate the hydrogen abstraction reactions 
are discussed below.  In choosing the polymers we focused on the following criteria: 
 Their use in previous studies of similar reactions. 
 Their mobility in thin films.  We wished to explore these reactions in both static 
and dynamic binary systems; we therefore needed to explore polymers both 
above and below their glass transition temperature. 
 The ease and location of the hydrogen abstraction 
 Their miscibility in HPLC-SEC eluent and with the chosen additives 
Here we explore the polymers chosen and discuss their predicted responses to hydrogen 






3.2. Polymer Selection 
 The polymers that were chosen are discussed here along with the rationale behind the 
choice and their accessibility to hydrogen abstraction.  The polymers chosen were polystyrene, 
poly(∝-methylstyrene), polyisobutylene, polymethylmethacrylate, poly(normal-butylacrylate), 
and 1,4 polybutadiene. 
3.2.1. Polystyrene (PS) 
 Previous investigations by our group and others of bi-functional benzophenone species 
in polymers demonstrated the inhibition of dewetting (1), the formation of gels (2) , and other 
property changes including crosslinking (3).  Polystyrene is a commodity polymer that has been 
studied extensively.  Its physical and thermodynamic properties are readily available.  The 
prevalence of information on PS and its previous use in similar studies insured its use in these 
studies. 
 Polystyrene is shown in Figure 3.1.  Polystyrene consists of an alkyl backbone chain with 
a pendant phenyl ring every two carbons.  The ideal atacticity of the polystyrene is assumed in 
this discussion.  PS is synthesized using living anionic polymerization (LAP) with a sec-butyl-
lithium initiator; the LAP synthesis of polystyrene is shown in Figure 3.1.  Polystyrene is a glass 
at experimental temperatures. 
 









 Polystyrene is photoactive at low wavelengths because of the alkenyl groups in the 
phenyl ring, which absorb at around 200nm.  The conjugation of the π bonds in the phenyl ring 
lowers the energy required for a   →  ∗ transition to      ≈ 254   .  This excited singlet 
state can migrate along the polystyrene chain through the formation of eximer singlets with 
neighboring phenyl groups (4).  This has been used in “photon harvesting”, in which the chain is 
designed to funnel the energy through energy migration to specific reaction centers on the 
chain (5).  The excited singlet state can also quench through fluorescence or internal conversion 
or through homolytic bond cleavage to form radical pairs.  This restricts the available excitation 
wavelengths for additives to those where PS is not photoactive. 
 Hydrogen abstraction was proposed as the mechanism by which benzophenone (BP) 
and PS react (1-3, 6).  The hydrogen abstraction reaction between PS and BP is below in Figure 
3.2.  The UV photon excites the BP into the singlet state.  There is an immediate intersystem 
crossing (I.S.C) to the triplet, which can hydrogen abstract from PS if they interact within the 
triplet lifetime. 
 
Figure 3.2: PS radical generation through hydrogen abstraction by BP. 
The hydrogen that is abstracted is determined by how stable the resulting radical will be 
(Figure 1.1.2).  The lower the energy of the resulting species the more stable the radical is.  The 
bond dissociation energy (BDE) of the abstracted hydrogen provides a quantitative measure for 















the C-H bonds of PS provides allows us to predict both the ease of hydrogen abstraction and 
the location, as lower energy bonds will be preferentially abstracted from.  BDE tables are 
readily available (8-10), but do not have the BDEs of every bond on every substance.  We 
therefore use the BDEs of representative compounds with similar orbital configurations to the 
compound we’re interested in.  Table 3.1 shows the structure of PS with C-H bonds numbered 
in increasing BDE, the representative compound for the numbered bond, and the BDE of that 
bond.  The specific C-H bond in the representative compound is bolded. 
Table 3.1: Structure and hydrogen bond dissociation energies of polystyrene. 

















The PS BDEs indicate that the C-H bond on the tertiary backbone carbon is the most likely 
hydrogen abstraction location.  The second lowest BDE, that of the secondary carbon on the 
backbone, has a 60 kJ/mol higher energy barrier.  The tertiary carbon is where the hydrogen 
abstraction will take place in PS.  The radicals formed in PS can only be backbone radicals.  This 













3.2.2. Poly( -methyl styrene) (PamS) 
 Polystyrene was chosen because it has an extensive literature and a history in similar 
studies.  BDEs predict that the majority of radicals will form on the tertiary carbon.  We isolate 
the secondary carbon radical and investigate it using a derivative of polystyrene:  poly(∝-
methylstyrene), shown below in Figure 3.3. 
 PamS has the same basic structure as polystyrene, except there is a methyl group 
attached to the alpha carbon where the tertiary radical forms in PS.  The tertiary radical cannot, 
therefore, form.  The ideal atacticity of the PamS is assumed in this discussion.  The synthesis of 
PamS is the same as PS synthesis (Figure 3.3).  PamS is a glass at experimental temperatures. 
 
Figure 3.3: LAP synthesis of PamS. 
Without the ability to hydrogen abstract from the tertiary carbon, PamS radicals are 
theoretically both more difficult to form and in different locations. Table 3.2 quantifies the 
potential abstraction locations and their BDEs.  Where before the tertiary carbon had a 60 
kJ/mol advantage in abstraction, in PamS the BDEs are equal.  Both the secondary and primary 
carbons can abstract with equal probability (again without considering steric effects).  We 
would therefore expect to see radicals in either location, and the radicals may migrate along 










Table 3.2: Structure and hydrogen bond dissociation energies of poly(∝-methylstyrene). 

















The PamS BDEs indicate that the primary and secondary C-H bonds are the most likely 
hydrogen abstraction locations and the abstraction itself is more unlikely than in PS because 
the BDE are 60 kJ/mol higher. 
3.2.3. Polyisobutylene (PIB) 
 Polystyrene was used to investigate the tertiary radical; poly(∝-methyl styrene) was 
used to investigate the secondary radical; and polyisobutylene was used to investigate the 
secondary radical without the stabilization effect and steric hindrance of the phenyl group.  The 
phenyl group provides some stabilization to the β-carbon radical in polystyrene and Poly(∝-
methyl styrene)  (11-13), so polyisobutylene, shown below in Figure 3.4, was used to investigate 
radical formation and reactions without the stabilization and steric effects of the phenyl group.   
 Structurally, PIB is the same as PamS but with the phenyl group replaced with another 














cationic polymerization (LCP); its synthesis is shown in Figure 3.4.  PIB is a rubber at 
experimental temperatures. 
 
Figure 3.4: LCP of polyisobutylene. 
Without the phenyl ring, we expect the radical stability to be much less than that of PS 
and less than that of PamS.  There are two possible locations for a radical on PIB:  the primary 
and secondary carbons.  Table 3.3 lists the BDEs of the primary and secondary carbons; they are 
close and very similar to the PamS BDEs.  The secondary carbon is more preferred in PIB than in 
PamS, but the 9 kJ/mol BDE difference is not significant enough to predict primarily secondary 
radicals after hydrogen abstraction. 
Table 3.3: Structure and hydrogen bond dissociation energies of polyisobutylene. 














The PIB BDEs indicate that the probability of hydrogen abstraction in PIB is about equal to that 
in PamS for energetic reasons; there is no phenyl group to hinder the approach of the 























3.2.4. Polymethylmethacrylate (PMMA) 
 We used the previously discussed polymers to investigate the consequences of methyl 
groups and phenyl groups on the reaction; we can use other polymers to investigate the effects 
of alternate pendant groups.  Poly(∝-methyl styrene) investigated the effects of the methyl 
group in conjunction with the stabilization effects of the phenyl ring.  Isobutylene investigated 
the effects of the pure methyl group.  We can use polymethylmethacrylate, shown in Figure 
3.5, to investigate the effects of a new, more polar and chemically reactive pendant group on 
hydrogen abstraction and radical reactions.   
 PMMA introduces an ester group with a pendant methyl in the place of one of the PIB 
methyl groups.  We assume ideal atacticity for this discussion.  It is synthesized through ATRP; 
the synthesis is in Figure 3.5.  PMMA is a glass at experimental temperatures. 
 
Figure 3.5:  The ATRP synthesis of polymethylmethacrylate. 
 The ester group introduces new locations for hydrogen abstraction to occur.  In PS, 
PamS and PIB, the favored reaction locations were on backbone carbons.  With PMMA, the 
favored reaction location is the methyl pendant to the ester.  The bonds and BDEs are shown in 
Table 3.4.  The BDEs of all three abstractable hydrogens are similar, with a 4 kJ/mol advantage 
to the pendant methyl.  The backbone methyl is about the same energy in the other direction 












Table 3.4:  Structure and hydrogen bond dissociation energies of polymethylmethacrylate. 
















The PMMA BDEs indicate that the probability of hydrogen abstraction in PMMA is about equal 
to that in PamS and PIB without taking sterics into account.  Sterically, PMMA will have an 
advantage of PamS.  The polar carbonyl may have an effect as well on the abstraction 
probabilities. 
3.2.5. Poly(normal-butylacrylate) (PnBA) 
 The polymethylmethacrylate introduces new chemistries and new chemical centers.  It 
opens up the possibilities of pendant group radicals and reactions.  All but one of the carbon 
radical centers, though, are tertiary carbons (the sole secondary carbon is on the backbone).  
We introduce pendant secondary carbons to the system using poly(normal-butylacrylate), 
Figure 3.6. 
 PnBA replaces the methyl group pendent to the ester in PMMA with an n-butyl group, 
introducing three secondary carbons between the ester and the methyl.  It also removes the 

















assume ideal atacticity for this discussion.  It is synthesized through LAP; the synthesis is in 
Figure 3.5.  PnBA is a rubber at experimental temperatures. 
 
Figure 3.6:  LAP of poly(normal-butylacrylate). 
PnBA reintroduces the tertiary carbon to potential hydrogen abstraction and introduces 
secondary carbons on the pendant group.  The reintroduction of the tertiary carbon makes it 
the favored location of hydrogen abstraction.  The bonds and BDEs of PnBA are in Table 3.5.  
The tertiary backbone carbon has the lowest BDE, followed by the pendant secondary carbons.  
Both have BDEs below 400 kJ/mol, and they are within on 4 kJ/mol of each other.  We therefore 
expect equal reactivity from both, though the pendant secondary carbons are favored for steric 
reasons (7).  The other possible locations for abstraction have approximately the same BDE as 























Table 3.5:  Structure and hydrogen bond dissociation energies of poly(normal-butylacrylate). 






















The PnBA BDEs indicate that PnBA has a higher probability of hydrogen abstraction than all 
other polymers other than PS, though the advantage is only 28 kJ/mol at best.  The n-butyl 
pendant group has been shown to be the preferred hydrogen abstraction site (7) because of its 
high mobility.  We would therefore expect little radical-induced scission in the backbone.  The 
radicals formed in PnBA can only form on the pendant side chain. 
3.2.6. 1,4-polybutadiene (PBD) 
 All the previous polymers discussed allow us to elucidate the effects of various pendent 
groups and radical formation locations on alkyl chain polymers.  The radicals formed on carbon 
centers on the backbone or pendant groups and the radical reactions extended from there.  The 
alkyl backbone, though, is one of many possible foundations on which a polymer can be 
created.  There are many inorganic polymers, such as polysiloxanes or polystannanes, in which 
























properties that are beyond the scope of this text.  One of the relatively simplest non-alkyl chain 
backbones is a vinyl backbone.  A vinyl backbone consists of single carbon-carbon bonds 
alternating with double carbon-carbon bonds.  Its relative simplicity comes out of the pure 
carbon backbone; its complexity from the double bonds.  We are investigating the effects of 
functional groups and their placement on the reactions of the photocrosslinkers under 
investigation.  We can use one of the simplest vinyl polymers, 1,4-polybutadiene, shown in 
Figure 3.7, to investigate the interactions of hydrogen abstractors with backbone double bonds. 
 PBD removes all pendant groups and forms a chain of pure secondary carbons.  While 
there are many potential reactions due to the double bond, we want to see if hydrogen 
abstraction is feasible.  Its LAP is shown in Figure 3.7.  PBD is a rubber at experimental 
temperatures. 
 
Figure 3.7:  LAP of 1,4 polybutadiene. 
PBD consists solely of secondary carbons connected by double bonds.  The double bond 
increases the secondary carbon BDE by 17 kJ/mol (Table 3.6) over its single bonded 
counterpart.  We expect the least probability of hydrogen abstraction from PBD, and there is 












Table 3.6:  Structure and hydrogen bond dissociation energies of poly(1,4 butadiene). 










PBD will most likely not hydrogen abstract.  Other work has shown that benzophenone, for 
example, can only hydrogen abstract from bonds with BDEs of 427 kJ/mol and less (7). 
3.2.7. Conclusion 
 Each chosen polymer explores a different aspect of the hydrogen abstraction reaction.  
PS explores the backbone tertiary carbon, PamS blocks it off and forces secondary and primary 
carbon abstraction, PIB is PamS without the steric interactions of the phenyl group, PMMA 
introduces a polar pendant group which PnBA makes the preferred abstraction location, and 
PBD explores backbone double bonds and secondary carbons.  From the discussion above we 
expect PS and PnBA to react the most, as they have the lowest BDEs.  The PS reaction location 
is on the backbone; unreacted backbone radicals may cause chain scission.  PnBA, though, 
preferentially forms the radical on the side chain, limiting chain scission.  PS and PnBA are 
glassy and rubbery, respectively, allowing the exploration of chain dynamics in systems that 
highly favor hydrogen abstraction. 
 
3.3. Crosslinker Selection 
The crosslinkers that were chosen are discussed here along with the rationale behind their 
choice and their primary crosslinking mechanism.  The crosslinkers chosen were derivatives of 








synthesized by Jeffrey Lancaster after the methods of (7, 14).  Crosslinker names used here are 
not chemically rigorous; they are used for convenience.  Structures are provided to make 
rigorous names unnecessary. 
3.3.1. Benzophenone (BP) 
This thesis was initially motivated by previous investigation into the inhibition of dewetting 
in polystyrene thin films by bi-functional BP species (14).  Bi-functional BP species were being 
studied as well in polymer degradation (3), and BP itself was used as a crosslinker as a pendant 
functional group (15, 16) and as a photosensitizer (17, 18).  BP has been extensively studied 
both in polymeric systems and alone (4, 18, 19) and its physical and chemical properties are 
readily available.  The prevalence of information about BP and its previous use in similar studies 
insured its use in these studies. 
 Benzophenone and the bi-functional benzophenone (BP-BP) used in these studies are 
shown in Figure 3.8.  The hydrogen abstraction mechanism of BP was previously discussed in 
Figure 3.2.  UV photons of 350nm are absorbed by the ketone, promoting electrons to the 
singlet state.  An immediate intersystem crossing to the triplet state occurs with a quantum 
yield of unity (7, 11, 20).  The two excited electrons abstract a hydrogen from the polymer, 
forming a radical on the BP and one on the polymer.  These radicals then participate in radical 






Figure 3.8:  Benzophenone (left) and the bi-functional benzophenone (right) used in these studies. 
 The BP triplet has an energy of 287 kJ/mol and a lifetime of 6.9 μs (20).  The hydrogen 
abstraction reaction must be exothermic to spontaneously occur (8); the energy of the excited 
state and exiting bonds must be more than that of resulting bond, equation (2.16). 
∆     =           −           < 0
∆     = [ ({  }
‡)+       ]− [       +       ]< 0
 (3.1)
For ∆     < 0 , with the BP triplet energy of 287 kJ/mol, the bond dissociation energy (BDE) of 
the abstractable group        ≤ 481 
  
     .  The hydrogen abstraction step must also be 
exothermic (11), so the upper limit of the bond energy is reduced to approximately 427 kJ/mol 
(7) in benzophenone. 
Table 3.7: Bond dissociation energies of Benzophenone for Equation (1.10). 
  ({  }‡) (20)         (21)         (22) 
Benzophenone 287 442.7 




 The upper limit on the bond energy required for hydrogen abstraction in BP systems is 
427 kJ/mol.  The polymers under investigation must therefore have C-H bond energies below 
this value for abstraction to take place; the lower the value the more likely the reaction.  The bi-
functional BP species will have similar requirements; the attached ester chains will modify the 












reduces         by 17 kJ/mol before the rate determining step is incorporated.  Hydrogen 
abstraction will therefore be less favored in bi-functional BP than in mono-functional. 
3.3.2. Xanthone (XAN) 
Benzophenone was chosen because its properties are well understood and it was previously 
used in similar studies.  Xanthone was chosen because it is structurally similar to benzophenone 
and reacts in the same way but has a shorter lifetime and is slightly more polar.  We study the 
hydrogen abstraction reaction with a shorter lived species that better dissolves in polar 
polymers such as PMMA and PnBA. 
 The mono-functional carboxyl-xanthone and its bi-functional species (XAN-XAN) are 
shown in Figure 3.9.  Its hydrogen abstraction mechanism is the same as that of BP; the triplet 
ketone induces hydrogen abstraction.  Its absorbance around 354nm is higher than that of BP, 
generating more triplets, each of which has a lifetime of only 0.02μs in non-polar solvents and a 
lifetime of 17.9 μs in polar solvents (20).  It should preferentially crosslink more polar polymers. 
 
Figure 3.9:  The mono-functional xanthone (left) and the bi-functional xanthone (right) used in these studies. 
  
XAN has a triplet energy of 310 kJ/mol;        ≤ 458 
  
      from equation (2.16).  
The          for hydrogen abstraction in XAN-XAN is lowered by 30 kJ/mol by a para-vinyl 
















incorporated.  Hydrogen abstraction will be less favored in XAN-XAN than in XAN, and more 
favored in slightly polar polymers than non-polar ones.  The yield of triplets will be higher than 
in BP. 
3.3.3. Phthalimide (PTH) 
Benzophenone was chosen because of its previous uses in similar systems; Xanthone was 
chosen because its hydrogen abstraction reaction is the same as BP but is favored in more polar 
polymers.  Both BP and XAN react in the triplet state.  Phthalimide and its bi-functional form 
were chosen because they react from the singlet state and triplet state (23, 24) and there 
should only be a reaction in mono-functional systems. 
 The structure of phthalimide and its bi-functional species (PTH-PTH) are shown in Figure 
3.10.  The structure of PTH and its hydrogen abstracting reaction are very different from those 
of BP and XAN. 
 
Figure 3.10:  Phthalimide (left) and the bi-functional phthalimide (right) used in these studies. 
Phthalimide hydrogen abstracts, but only after a single electron transfer (SET) reaction (23-25) 
that it can self-catalyze (26).  The reaction is shown in Figure 3.11.  A proton acceptor is 
required for the first step, after which PTH is excited to the singlet state and reacts with an 















Figure 3.11: Radical generation through hydrogen abstraction after a SET in phthalimide(26) 
BP and XAN generate radicals on polymers and themselves at the same time; they may react 
with the polymers themselves, eliminating the radicals and covalently bonding to the polymer.  
This is a mechanism by which BP-BP forms a crosslink; in BP this mechanism permanently 
removes the BP from the system.  The generation of macroradicals by phthalimide removes the 
PTH radical and prevents covalent bonding with the polymer.  The density of radicals on the 
polymer should therefore be higher with PTH than BP or XAN, assuming the same density of 
photoexcitation.  The alkyl chain in PTH-PTH prevents intermolecular reactions; it can react with 
itself (23, 24).  We therefore expect phthalimide to react in polymers with hydrogen acceptors 
and only as a mono-functional species.  In alkenes, it is not expected to photo-generate radicals 
as it undergoes a cycloaddition reaction with alkenes (24). 
3.3.4. Phenylazide (FEN) 
Phenylazide was chosen because it reacts using a different mechanism from BP, XAN, and 
PTH and only the bi-functional form can crosslink.  FEN reacts through nitrene insertion.  The 































functional form.  It has no mechanism for radical formation and therefore no mechanism for 
mono-functional crosslinking. 
 Phenylazide and its bi-functional analog (FEN-FEN) are shown in Figure 3.12.  The aryl 
azide group is the location of the reaction in both FEN and FEN-FEN.  The nitrene insertion 
reaction is diagrammed in Figure 3.13. 
 
Figure 3.12: Phenylazide (left) and the bi-functional form (right) used in these studies. 
In the nitrene insertion reaction, the phenylazide photogenerates nitrogen gas and a nitrene.  
The nitrene inserts itself into a nearby C-H bond.  This reaction does not generate macroradicals 
and therefore only FEN-FEN can form crosslinks through a covalent bridging mechanism. 
 
Figure 3.13: Nitrene insertion reaction between a phenylazide and a C-H bond. 
FEN is used to investigate the formation of crosslinks through bi-functional methods exclusively, 
using a different mechanism from BP, XAN, and PTH. 
3.3.5. Conclusion 
Mono-functional and bi-functional benzophenone, xanthone, phthalimide, and phenylazide 
were the photochemical additive.  BP and XAN react through hydrogen abstraction.  BP has a 























more polar than BP.  PTH has very specific reactions that catalyze radical generation on 
polymer, but only when mono-functional and the system can donate a proton.  Phenylazide 
reacts with polymers through nitrene insertion.  It can only crosslink when bi-functional, and 
does not generate radicals.  Scission, macroradical recombination, and other radical side 
reactions are therefore impossible and a pure understanding of crosslinking kinetics and 
structures can be achieved. 
 
3.4. Differential Refractive Index 
 As discussed in the section on light scattering detectors, the polymer’s refractive index 
increment is an important requirement for determining the molecular weight of a sample from 
light scattering data.  The refractive index increment, dn/dc, measures the change in refractive 
index of a polymer solution with concentration.  The dn/dc allows the light scattering detector 
to eliminate changes in detector intensity due to increased refraction and allows the calculation 
of concentration from RID data.  Polymer dn/dc values are available in literature (27-30), but 
the reported values can vary widely for common polymer and be difficult to find for less 
common ones.  The dc/dc is dependent upon the specific polymer, solvent, wavelength, and 
temperature combination being investigated.  We therefore independently measured the 
dn/dc values of the polymers used in this study in the conditions under which they will be 
analyzed to insure quality and applicability.  dn/dc was measured in two ways: the Shimadzu 
RID-10A broad spectrum refractive index detector used in all studies in batch mode, and a 





were performed separately from the same source solutions.  Two different series of polymer 
solutions were made, each with at least five different concentrations (Table 3.8).    
3.4.1. Experimental 
 Polystyrene (PS) (Mn=46000, PDI=1.03, Waters Associates), poly(normal-butyl acrylate) 
(PnBA) (Mn=60000  PDI=1.08, Polymer Source, Inc.),  poly(∝-methyl-styrene) (PamS) 
(Mn=32300, PDI=1.02, Polymer Source, Inc.), poly(1,4 butadiene) (PBD) (Mn=37500, PDI=1.03, 
Polymer Source, Inc.), polyisobutylene (PIB) (Mn=47000, PDI=1.3, Polymer Source, Inc.), 
carboxy-terminated polymethylmethacrylate (PMMA) (Mn=34300, PDI=1.06, Polymer Source, 
Inc.), Potassium Chloride (KCl) (Sigma-Aldrich) and HPLC-grade Tetrahydrofuran (THF) 
(Pharmco-Aaper) were used as received. 
 Two 6mL of 25mg/ml polymer in THF solutions were prepared for each polymer and two 
6mL of 25mg/ml KCL in DI H2O solutions were prepared as a control.  All solutions were shaken 
for 30 minutes and then filtered through 0.2μm Teflon syringe filters in a clean hood to remove 
large impurities.  KCL and polymer solutions were then split into separate vials and diluted to 
the desired concentrations.  Table 3.8 shows the solution concentrations.  Solutions were 
0.2μm filtered again after preparation. 
Table 3.8:  Control and polymer solution concentrations used in differential refractive index experiments. 
KCl Concentration (mg/ml) 25 12.5 5 1 0.5 0.1 






 Solutions were injected into a temperature controlled differential refractometer 
(535nm, Bi-DNDCW, Brookhaven Instruments) (stabilized at 40oC) and the temperature 
controlled refractive index detector (RID-10A, Shimadzu Scientific) (stabilized at 40oC) in batch 
mode.  Calibration was performed after cleaning the flow cells with THF, HPLC toluene, 
Acetone, HPLC methanol, and DI H2O in that order to transition from organic solvents to polar.  
After calibration, cleaning was performed in the opposite solvent order to transition back to 
THF.  Samples were injected in low-to-high concentration order, to minimize inaccuracies due 
to residual polymer, and 20mL of HPLC THF was injected through between polymers to insure a 
clean flow cell. 
3.4.2. Results 
 The differential refractive indices of the studied polymers were measured to insure the 
quality and applicability of the MW measurements in this study.  They were measured both in a 
differential refractometer and in the HPLC-SEC RID detector used to study all the samples in this 
study. 
 
Figure 3.14:  Representative dc/dc plots from the RID.  A) PamS in THF at 40oC B) PMMA in THF at 40oC. 



























































































 Figure 3.14 shows two representative dn/dc plots from the RID detector.  As the 
concentration increases from zero to ten mg/ml, the refractive index difference between the 
reference and sample cells in the RID increases.  The plot on the left shows the increase in the 
PamS system with the fit line whose slope is the dn/dc.  Detector saturation can be seen in the 
4, 5, and 10 mg/ml data; these are not included in the fit.  The plot on the right shows the 
increase in the PMMA system with the dn/dc fit line.  The response is much less; saturation only 
appears in the 10mg/ml solution.  All samples provided at least five data points before 
saturation occurred.   
Plots similar to Figure 3.14 were produced for all polymers and both the RID detector 
and the differential refractometer.  The calculated dn/dc for the polymers in both instruments 
are tabulated in Table 3.9 and compared with literature values. 
Table 3.9:  Differential refractive index increment of polymers used in this study 





Representative Literature Value 
(mL/g) 
Polystyrene 0.212 0.177 0.193 (546nm, 25oC) (29) 
Poly(α-methylstyrene) 0.219 0.191 0.2044 (633nm, 25oC) (28) 
Polyisobutylene 0.123 0.124 0.1131 (633nm,27oC) (31) 
Poly(1,4 butadiene) 0.136 0.138 0.132 (546nm, 25oC) (29) 
Poly(methylmethacrylate) 0.092 0.084 0.087 (633nm, 25oC) (29) 
Poly(n-butyl-acrylate) 0.069 0.065 0.0651 (546nm, 30oC) (29) 
  
The calculated values agree within variations due to wavelength dependence and temperature.  





the dn/dc at the LS detector’s wavelengths, which increases the error in the molecular weight 
as measured by the LS detector.  A fixed wavelength source at the same wavelength as the LS 
detector would be optimal; this was not available.  Nevertheless we used the dn/dc values 
measured by the broad spectrum refractive index detector in molecular weight calculations 
because the LS detector uses the data from the RID for many of its calculations. 
 
3.5. Mark-Houwink-Sakurada Constants 
The Mark-Houwink-Sakurada equation (equation (2.16)) was discussed in section 2.2.3.  
It uses the intrinsic viscosity to relate the molecular weights of different polymers.  The Mark-
Houwink-Sakurada constants,    and  , are valid for an individual polymer-solvent-temperature 
system. 
 The MHS constants used in these studies are tabulated in Table 3.10 along with their 
sources.  The difficulty in measuring the intrinsic viscosity of a material in a rigorous way, 
combined with the constants’ dependence on temperature, solvent, and to some extent 
molecular weight produces a wide range of literature values (19, 29, 31, 34, 35) for the same 
polymers in the same conditions.  The values used must be self-consistent.  MHS constants 
were used only when literature sources listed both the PS and other values.   
Table 3.10 shows the MHS constants used in this study; the first listed PS values were 
used in conjunction with the PnBA values, while the second listed PS values were used for all 





Table 3.10:  Mark-Houwink-Sakurada constants of the polymers in THF. 










PamS 30 11.1 0.69 (35) 
PIB 30 26.6 0.654 (35) 
PMMA 30 8.97 0.71 (35) 
PnBA 30 12.2 0.7 (19) 
PBD 30 25.2 0.727 (35) 
 
3.6. Solubility and Interaction Parameter. 
 Our systems are spun coated from a solution above C* into a non-equilibrium thin film.  
The polymer chains interpenetrate and we have assumed that the additives are evenly 
distributed throughout the thin film and in the solution and there are no preferred inter- or 
intra- molecule interactions.  The non-equilibrium thin film forces the polymer and additive 
together initially, but the segmental motion in glassy systems and reputation in rubbery 
systems allow limited motion that may lead to local phase separation.  If separate additive and 
polymer phases form over time, then the probability of local radical formation drops rapidly, as 
most additives will be unable to react with polymer.  We can gain insight into this by calculating 
the solubility of the additives, polymers, and solvents.  As discussed previously in section 1.3.1, 
the Gibbs free energy of mixing a polymer molecule into solvent (for a binary mixture only) as 











Where R is the gas constant, T the absolute temperature,    and    the number of moles and 
volume fraction of species  ,    and     the Hildebrand solubility parameter of the polymer and 
solvent, respectively, and   is the molar volume of a polymer monomer.  The quality of mixing 
between the two species is dependent upon their Hildebrand solubility parameters (Equation 
(3.3)).  The Hildebrand solubility parameter, the square root of the cohesive energy density, is a 
parameter that was found to quantify the order of solubility of a solute in solvents (36).  The 
cohesive energy density is the amount of energy required to move a unit volume of molecules 
from the bulk to infinity.  The Hildebrand solubility parameter is therefore a measure of the 
internal pressure of a molecule; molecules with similar solubility parameters will, in general, be 
miscible.  By comparing the solubility parameters of the polymers and additives we can 
determine whether they will preferentially mix. 
 We use group contribution techniques to determine the solubility parameters of the 
polymers and additives under investigation.  Group contribution is a technique that is used to 
calculate physical and thermodynamic properties from structure information in the absence of 
experimental data (37).  It is used most often in molecular design applications to provide first 
order approximations for properties that are not readily available in literature (38).  Group 
contribution posits that physical and thermodynamic properties can be estimated by breaking 
the compound of interest into specific atomic groups which contribute additively to the 





segregation (40-43), interpolymer surface tension in polymer blends (44), and the transport 
properties of crosslinked rubbers (45).  There are many different group contribution methods 
(36-38), each with separate group definitions and approaches.  In this study, we use the 
methods of Sheldon and Constantinou (37, 38, 46) and the DIPPR structure properties database 









where      is the enthalpy of vaporization,   the gas constant,   the temperature, and    the 
molar volume.  Equations (3.5) and (3.6) are those for      and   . 










In these equations,   and   are the number of groups of each type, ℎ    and       are the 
contribution of the first order groups to the enthalpy and volume, respectively, ℎ    and      
are the contribution of the second order groups to the same, and ℎ   and     are method 
specific adjustable parameters.  For the group contribution method used here, ℎ   =
6.829          (37) and     = 0.1211 
  
       (46).  In this method, the primary groups are 
atoms or small functional groups and the secondary groups account for larger structures.  The 
structure of styrene (Figure 3.15) includes three primary groups (five aromatic C-H bonds 





6-membered ring, atoms 1-6) while the structure of polystyrene (Figure 3.15) is the same 
except the CH2=CH primary group is replaced by individual CH2 and CH groups (atoms 7 and 8). 
 
Figure 3.15:  Structures of styrene and polystyrene 
 The Hildebrand Solubility parameters were calculated and compared to literature values 
when available.  Table 3.11 includes the solubility parameters of the solvents used in our 
systems, Table 3.12 compares the solubility parameters of the polymers to their monomer, and 
Table 3.13 compares the solubility parameters of the mono-functional additives to their bi-
functional forms.  Monomer solubility was calculated as a validation tool; accurate values 
within narrow ranges are available in literature while polymer solubility depends upon factors 
including molecular weight and temperature which widen the range of reported solubility 
parameters.  The average absolute percent error (38) for the substances which we have 
literature values for is 3.15±2.74%, which is comparable to the database error of 3.96±1.48% 
when 664 experimental values were compared to calculated ones (38).  The error for polymers 
was defined as the distance outside the closest value of the literature range.  This validates the 
method for use with our additives, and we expect the additive solubility parameters to be 











 Calculated Literature (47) % 
Error 
Toluene 19.29 18.25 5.69 
THF 17.68 18.97 6.83 
 






 Calculated Literature(47) 
% 
Error 









Styrene 19.01 19.02 0.03  Polystyrene 20.38 17.4-19.0 7.26 
∝-
methylstyrene 
18.71 18.33 2.09  
Poly(∝-
methylstyrene) 
19.61 N/A  
Normal-
butylacrylate 
18.03 17.92 0.62  
Poly(Normal-
butylacrylate) 
19.64 18-18.5 6.16 
Methyl-
methacrylate 
17.83 18.53 3.76  
Poly(Methyl-
methacrylate) 
19.47 18.6-26.4 0 
Isobutylene 13.73 13.66 0.54  Polyisobutylene 15.51 16-16.6 3.06 
1,3 butadiene 15.30 14.46 5.79  
Poly(1,4 
butadiene) 






















Benzophenone 21.22 20.73 2.30  Bifunctional Benzophenone 21.38 
Xanthone 18.74 N/A   Bifunctional Xanthone 24.05 
Phthalimide 20.04 N/A   Bifunctional Phthalimide 19.19 
Phenylazide 17.58 N/A   Bifunctional Phenylazide 20.11 
 
Similar solubility parameters imply miscibility (36).  In trinary systems, preferential interaction 
can increase the local density of species above the bulk average (33, 48-50).  If the additives are 
preferentially miscible in the polymer, the probably of reaction will increase significantly even if 
residual solvent is present in the system.   
Comparing Table 3.11, Table 3.12 and Table 3.13 we find that PIB and the bi-functional 
xanthone additive are the least miscible of all the species; the large difference implies partial 
solubility or insolubility both in each other and in the solvents.  The bi-functional xanthone is 
most likely immiscible in all other species, while only phenylazide is soluble in PIB.  We 
therefore expect few if any reactions in any system containing the bi-functional xanthone or 
PIB.  Phenylazide is quite miscible in PBD, which itself is at best only partially soluble with the 
other additives.   All the other polymers and additives are inter-miscible; PS is preferentially 
miscible with all the additives other than the bi-functional xanthone and phenylazide, while 






Group contribution methods allow the calculation of thermodynamic and physical 
properties from structure.  They provide property guidelines that help with molecular and 
system design.  They are not infallible; hydrogen bonding , dipole, and other specific 
interactions can make substances that have the same solubility parameter immiscible, and 
make apparently immiscible species miscible (36).  Our group contribution calculations predict 
that PS is the most miscible with the additives and that we should expect favorable interactions 
with PamS, PMMA, and PnBA.  The xanthone based additives will most likely microphase 
separate rendering the majority of the molecules reactively impotent, and PIB is unlikely to 
react at all.  Despite these predictions, these studies were performed in non-equilibrium thin 
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4. Chapter 4:  Photochemically Induced Radical Reactions in Polystyrene 
and Poly(normal-butylacrylate) 
 (with Madalina Ene, Jeffrey Lancaster, and Gregory Carroll) 
 This chapter applies the insights developed in Chapter 4 to explore benzophenone-
induced radical reactions in polystyrene and poly(normal-butylacrylate).  These two polymers 
were chosen for this in-depth investigation because they are the two with the lowest bond 
dissociation energies and therefore the highest probabilities of hydrogen abstraction.  They 
have few side reactions.  Polystyrene is a glassy polymer at experimental temperatures and 
poly(normal-butylacrylate) is rubbery.  The reaction in two different diffusive regimes can 
therefore also be explored. 
 
4.1. Introduction 
Crosslinking, either to promote chain branching (1-6) or full network formation (7-11), is a 
common method for polymer modification because of its profound influence on polymer 
mechanical properties (1, 12, 13) and other characteristics such as mobility, solubility, and 
diffusion.  Covalent crosslinks are usually introduced during polymer synthesis by the 
incorporation of multifunctional monomers (14, 15) or crosslinking agents (16-19).  The 
resultant materials are generally thermoset polymers that retain the shape in which they were 
polymerized and are insoluble in all solvents.  Polymers may also be crosslinked after synthesis 
by the addition of a crosslinking additive, by exposure to high energy radiation, or by a 
combination of the two processes.  Examples of crosslinking additives include sulfur (i.e. 





common fixative for proteins (26-31).  Radiative methods are typically based on the formation 
of radicals by exposure to high energy radiation such as gamma rays (9, 32) and electron beams 
(17, 33-35).  Alternatively, photocrosslinking of preformed polymers can be achieved by use of 
a photosensitizer that forms radicals upon exposure to visible or UV radiation.  The excited 
photosensitizer generally abstracts a hydrogen atom from the polymer to form a macroradical.  
Covalent crosslinks form when two macroradicals annihilate by recombination.  A macroradical 
on a chain backbone can also undergo chain scission by β-scission, a process which decreases 
the molecular weight.  The photosensitizer can be attached to the polymer during synthesis 
(36-38) or can be incorporated as an additive (39-41).  
Benzophenone and its derivatives are perhaps the most widely used photosensitizers 
and have been studied extensively, both as additives (39, 40, 42-44) and incorporated in 
functional polymer side chains (45, 46).  Most recently, bi-functional bis-benzophenone 
compounds have been used to induce photocrosslinking in preformed polymers (39, 47, 48) and 
have been shown to be effective even for polymer glasses.  The focus of the current study is to 
compare the photocrosslinking properties and efficacy of benzophenone (BP) with those of a 
bis-adduct (BP-BP) of benzophenone, both for a glassy polymer, polystyrene (PS), and a rubber, 
poly(normal-butylacrylate) (PnBA).  The spatial distribution of radical formation may differ in 
the two systems because two benzophenones are coupled together to form BP-BP, and 
because BP-BP introduces an additional bridging mechanism for crosslinking that is not possible 
with BP.  The photochemically-induced radical reactions leading to macroradicals in BP and BP-
BP are compared in Figure 4.1 and the macroradical crosslinking and chain scission reactions of 






Figure 4.1: Schematic descriptions of the photochemically induced radical reactions of BP and BP-BP leading to 
the production of macroradicals. 
 
Figure 4.2:  Schematic description of macroradical crosslinking reactions, including the radical recombination-





4.2. Modeling of scission and combination reactions 
Figure 4.1 and Figure 4.2 graphically portray the radical generation and depletion reactions 
present in the polymer-additive binary thin films discussed herein.  Only two classes of 
reactions affect the molecular weight distributions in the polymer thin film: macroradical 
scission and macroradical recombination.  Macroradical β-scission, represented in Figure 4.3, 
occurs when a radical on the backbone of the polymer breaks the bond two carbons away 
through electron transfer as shown by the arrows in Figure 4.3.  One of the resulting chains 
becomes a dead polymer and the other contains an end radical which can undergo further 
radical reactions. 
 
Figure 4.3:   -scission of allylic polymer backbone. 
Macroradical recombination occurs when two radicals come together to form a covalent bond.  
Macroradical scission and macroradical recombination are the only processes that change the 
MWD in our systems.  We can model these two reactions mathematically and compare the 
models with our experiments to validate the hypothesized reactions in the system and gain an 
understanding of the role of functionality and radical density in these systems. 
4.2.1. Modeling random macroradical  -scission  
We assume equal reactivity; no monomer on a polymer chain has a higher probability of 
radical formation and subsequent scission than any other.  Even if radical formation or scission 











compared to at the ends makes the effects of end-scission very small.  We assume pure linear 
chains; this restricts our focus to the early stages of crosslinking before network formation.  We 
expect the model to become less accurate the further along the recombination reaction 
progresses.  We assume that there are significantly fewer scissions than the number of 
structural units in a chain; this also restricts our focus to the early stages of scission.  Large 
numbers of scission events reduce all chains to a few monomers in length.  We use the model 
developed by Osamu Saito (49-52) and the formalisms of Hamielec (53) . 
 With these assumptions, we can write the differential mass balance of the weight 










The first term on the right is the decrease of chains of length   due to scission; the second term 
is the increase of chains of length   due to the scission of larger chains.  We assume that chains 
are large enough that a continuous distribution is an accurate approximation to the discrete 
distribution.  Saito found the analytical solution to equation (1.10).  Equation (1.12) is his 
solution. 
 ( , )=   ( ,0)+    






The first term on the right is the original weight fraction distribution.  In these equations, the 
degree of scission   is defined as the number of chain scission events per number of monomers 
and is a time and kinetics independent radiation dose analog.    can therefore be derived from 












where   ,      is the number average chain length after degree of reaction   and   ,0     is the initial 
number average chain length. 
4.2.2. Modeling random macroradical recombination 
 We assume equal reactivity; no monomer on a polymer chain has a higher probability of 
radical formation or macroradical recombination than any other.  Even if radical formation or 
macroradical scission is more likely near the ends of a polymer chain, the number of monomers 
in the chain compared to at the ends makes the effects of end-recombination very small.  We 
assume pure linear chains; this restricts our focus to the early stages of crosslinking before 
network formation.  We expect the model to become less accurate the further along the 
recombination reaction progresses.  We assume a single recombination per chain; this also 
restricts our focus to the early stages of crosslinking.  The solutions of the crosslinking models 
of Saito (49, 50, 52)  and McCoy (54, 55) are infinite sums of moment generating functions that 
return increasingly accurate distributions through the modeling of the evolution of the number 
average, weight average and higher moments of the polymer distribution.  We employ a much 
simpler model to achieve approximate results. 
 With these assumptions we investigate the probability of a single chain of length   
forming from the macroradical recombination of a single chain of length   with another chain: 
 ( )=  ( ) (  −  ) (4.4)
where   is the probability.  Equation (2.1) merely states that the probability of a chain of length 





each of the individual chains existing multiplied together.  This applies the equal reactivity 
assumption in an aphysical manner:  every monomer has an equal chance of reacting with any 
other monomer in the system irrespective of the distance between the monomers.  This is not 
true in an actual physical system, but is accurate if one considers all possible ways to connect a 
saturated lattice of monomers into a distribution of chains.  Equation (4.4) is valid for a single 
chain formed from two individual chains; we sum over all   to produce the un-reduced 
probability distribution: 




 The assumption of equal reactivity, in which every monomer has an equal chance of 
reacting, means that longer chains have a higher probability of reacting.  The probability of a 
chain of length   participating in a reaction is therefore  ( )∝   ( ), where  ( ) is the 
number fraction.  This is equal to the probability that a radical has formed on the chain.  The 
probability of chain length   after macroradical recombination is therefore proportional to the 
weighted sum of the number fractions of the two polymer chains and is itself a number 
fraction: 




The entire recombination distribution is therefore the sum of equation (4.6) over all  . 
4.2.3. Linking the model to HPLC-SEC data 
The model uses number and weight fraction distributions of polymer chains of length  .  





As discussed in the section on the HPLC-SEC detectors (section 2.2.2), RIDs measure the number 
of chains of length   and UVDs measures the number of chromophores.  All data used in this 
paper was first converted to the number of chains of length  .  If a different distribution was 
needed for modeling, the data was converted to the needed distribution before calculations.  If 
  is the detector signal and   is the number fraction of chains of degree of polymerization,  , 








Once the data has been converted to the number fraction distribution of chains using equation 
(2.2), we can interconvert between the number fraction and weight fraction using a conversion 













where   =    is the degree of polymerization of species   and    is the number of chains of that 
species.  We rearrange equation (4.2) and develop both a data analysis method and a method of 
quantifying the extent of reaction: 
 ( , )− ( ,0)exp (−  )=   exp (−  ) 






The left hand side (LHS) of equation (4.9) provides an alternate method of quantifying  : we 





least square error of the LHS.  This provides an excellent fit of the control to the data, and the 
differences between them are therefore the changes due to irradiation.  
 
4.3. Materials 
Polystyrene (PS) (Mn=46000, PDI=1.03, Waters Associates), poly(normal-butyl acrylate) 
(PnBA) (Mn=60000  PDI=1.08, Polymer Source, Inc.),  HPLC-grade Toluene (Pharmco-Aaper) and  
Benzophenone (BP) (Fischer Scientific) were used as received.   
The bi-functional bis-benzophenone adduct (BP-BP) shown in Figure 4.4 was synthesized 
following the method reported previously (39).  Further details are given in (56). 
 
Figure 4.4: Photoactive Crosslinker α-meta-,ω-para-bis-benzophenone (BP-BP) 
 
4.3.1. Substrate Preparation 
Silicon Wafers (Wafer World, Inc) were cut into 1cm2 squares and placed in Piranha 
solution (3:1 H2SO4:H2O2 DANGER: Piranha is extremely dangerous) overnight.  Wafers were 
washed first in DI H2O and then in ethanol, and were subsequently dried with N2 in a clean 
hood.  After treatment in a UV-Ozone Cleaning System (UVOCS, ,Inc) for 20 minutes, the wafers 
were again washed in DI H2O and Ethanol and dried with nitrogen in a clean hood.  The cleaning 





4.3.2. Solution Preparation 
Solutions of 20mg/ml PS and PnBA in Toluene were agitated with a vortexer for 30 
minutes and split into nine scintillation vials containing approximately 0.5mL of solution each.  
One vial was set aside as a control.  BP was added to four vials in molar ratios of 32:1, 8:1, 2.4:1, 
and 1:1, respectively, while BP-BP was added to the last four vials in molar ratios of 16:1, 4:1, 
1.2:, and 0.5:1. The molar ratios for BP-BP were kept at half those of BP to keep the overall 
content of the benzophenone moiety equal. 
4.3.3. Sample Preparation 
Polymer solutions were spin coated (Laurell Technologies Co.  WS-400A-6NPP/LITE) 
onto the silicon substrates at 2000 rpm for 1 minute.  The film thicknesses measured by 
ellipsometry (alpha-SE, J.A. Woolam, Co.) were 128±6 nm for Polystyrene and 110±29 nm for 
poly(normal-butylacrylate).  Samples were irradiated with a 350nm ultraviolet source (UVP, Inc, 
200  W/cm2) under an Argon blanket in quartz-topped chambers for 0min (control), 30 min, 60 
min, 90 min, 3 hr, 4.5 hr, 6 hr, and 7.5hr.  The source was run for 30 min before the start of 
each experiment to eliminate startup transients.  Specimens were irradiated on a rotating stage 
to optimize the homogeneity of irradiation.  
4.3.4. GPC analysis 
After irradiation, specimens (i.e. films on cut silicon wafers) were stored in scintillation 
vials in a dark drawer to eliminate the possibility of further reactions.  No differences in GPC 
response were observed between a fresh specimen and a specimen stored in this fashion for 5 
days confirming the appropriateness of this storage method.  EPR analysis showed no extant 





Solutions for GPC analysis were prepared by placing 0.200 mL of HPLC toluene in each 
vial and followed by shaking on a vortexer for 30 min.  0.05mL of a 1mg/mL solution of 2350 
Dalton PS in tetrahydrofuran was added as an internal standard subsequent to the shaking.  
Solutions were then filtered through a 0.2 micrometer PTFE syringe filter and injected into the 
GPC (2 Polymer Laboratories’ ResiPore™ Columns in a Shimadzu HPLC system: LC-10ATvp 
pump, CTO-10ACvp column oven, SPD-10a UV-Vis detector, RID-10A RI detector, SCL-10Avp 
system controller and a Wyatt miniDAWN TREOS static light scattering detector).  Analysis was 
performed using custom MATLAB™ programs and Origin 8.0™.  Molecular weights were 
confirmed using a Wyatt miniDAWN light scattering detector (PS dn/dc: 0.185ml/g;  PnBA 
dn/dc: 0.08 ml/g).  dn/dc was measured using Wyatt miniDAWN in batch mode at 657nm as 
well as Brookhaven Instruments differential refractometer (BI-DNDCW) at 535nm to determine 
wavelength dependence. GPC data were calibrated using linear PS standards (EasiVial PS-
M(2mL), Varian). Absolute PnBA molecular weights were determined from the PS calibrated 
values by correcting for hydrodynamic volumes using tabulated Mark-Houwink constants (57). 
 
4.4. Results 
Polymer thin films containing BP and BP-BP were UV irradiated in an inert atmosphere to 
affect photocrosslinking while varying multiple parameters:  the irradiation time, additive to 
polymer molar ratio, and polymer mobility.  Polymer mobility was varied through the use of 
glassy PS, in which motion is restricted to sub-chain length scales, and rubbery PnBA, in which 





Figure 4.5a shows how the molecular weight distribution evolves with UV exposure time for 
the polystyrene and BP system.  The progression of both molecular weight increases and 
decreases is easy to see, demonstrating the effectiveness of the benzophenone in polystyrene 
thin films.  Similar progressions are seen in samples with our bi-functional benzophenone 
(Figure 4.5b).  Figure 4.5c compares the distributions after 9 hours with different molar ratios of 
benzophenone additive to polystyrene while Figure 4.5d compares the same with the BP-BP.  
The molar ratios insure that the density of BP moieties in the system is the same throughout 
the experiment.  In the inset graph the pure PS control shows no change in molecular weight 
when compared to the control PS after 9 hours of irradiation, demonstrating a lack of 








Figure 4.5: Results of experiments with polystyrene and additives, both BP and BP-BP.  A)  Number fraction of 
chains in 32:1 BP:PS films after 0, 3, 6, and 9 hours of irradiation. Inset graph shows the control after 0 and 9 
hours of irradiation.  B) Number fraction of chains in 16:1 BP-BP:PS films after 0, 3, 6, and 9 hours of irradiation. 
C)  Number fraction of chains in 0:1, 1:1, 2.4:1, 8:1 and 32:1 BP:PS films after 9 hours of irradiation.  D)  Number 
fraction of chains in 0:1, 0.5:1, 1.2:1, 4:1 and 16:1 BP-BP:PS films after 9 hours of irradiation.  All axes are equal. 
 
Figure 4.6 contains the evolving molecular weight distributions of PnBA.  The molecular 
weight distributions of 1.2:1 BP:PnBA after up to 9 hours of irradiation are shown in Figure 4.6a.  
The progression of molecular weight increases is easy to see, demonstrating the effectiveness 
of the benzophenone in poly(n-butyl-acrylate) thin films.  The inset graph again demonstrates 
the lack of photosensitivity at experimental wavelengths.   A similar progression is seen in 
Figure 4.6b, which features the BP-BP system.  More scission is visible than in Figure 4.6a.  
Figure 4.6c compares the distributions after 3 hours with different molar ratios of BP while 






Figure 4.6: Results of experiments with poly(n-butyl-acrylate) and additives, both BP and BP-BP.  A)  Number 
fraction of chains in 2.4:1 BP:PnBA films after 0, 3, 6, and 9 hours of irradiation. Inset graph shows the control 
after 0 and 9 hours of irradiation.  B) Number fraction of chains in 1.2:1 BP-BP:PnBA films after 0, 3, 6, and 9 
hours of irradiation. C)  Number fraction of chains in 0:1, 1:1, 2.4:1, 8:1 and 32:1 BP:PnBA films after 3 hours of 
irradiation.  D)  Number fraction of chains in 0:1, 0.5:1, 1.2:1, and 16:1 BP-BP:PnBA films after 3 hours of 
irradiation.  All axes are equal. 
 
4.5. Discussion 
The results of the UV photocrosslinking of polymer thin films containing BP and BP-BP while 
varying multiple parameters, Figure 4.5 and Figure 4.6, demonstrate that benzophenone and bi-
functional benzophenone work in both PS and PnBA to change the molecular weight 





4.5.1. Higher functional species generate more radicals 
Figure 4.5 demonstrates that both the BP and BP-BP act to increase the molecular 
weight of the polystyrene.  The peak forming through macroradical recombination is primarily 
twice the molecular weight of the original sample.  Simulations discussed later show that chains 
are not combining end-to-end; macroradicals are forming branch points.  Single branch points 
are therefore favored over multiple branch points per chain. Lower molecular weights also 
increase with time and ratio due to macroradical scission (Figure 4.1).  Area increases due to 
macroradical recombination are equivalent at long irradiation times between BP and BP-BP; 
macroradical scission occurs much more in the BP-BP systems.  The evolution of the 
macroradical recombination peak with time suggests that BP-BP recombination occurs more 
rapidly than BP recombination at intermediate times.  Once within reaction distance of the 
backbone hydrogens, the hydrogen abstraction kinetics of BP and BP-BP are essentially the 
same; the higher apparent speed of the reaction is therefore most likely due to a higher local 
radical density in the BP-BP systems and therefore more opportunities for reaction.  This is 
shown later.  Figure 4.5 demonstrates that benzophenone, whether BP or BP-BP, produces 
molecular weight increases even in a solid, binary, glassy system consisting solely of PS and 
additive. 
Figure 4.6 demonstrates that both the BP and BP-BP act to increase the molecular 
weight of the poly(normal-butylacrylate).  The peak forming through macroradical 
recombination is not primarily twice the molecular weight of the original.  The number of 
branch points per chain in the PnBA system vary much more than in the PS system.  While there 





broader and, with time and ratio, appears to be approaching a flat distribution.  The formation 
of infinite networks is suggested, though not proven as our experimental technique focuses on 
the sol fraction.  Macroradical recombination occurs frequently in the PnBA; macroradical 
scission does not.  NMR studies (56) of the reaction between a PnBA analog and BP proved that 
PnBA preferentially forms radicals on the pendant group for steric and energetic reasons 
(section 3.2.5).  The PnBA branch points are therefore primarily on the pendant group; if 
pendant group radicals are left unreacted the pendant group will undergo scission while 
maintaining the macromolecule.  PnBA therefore shows much less macroradical scission than 
PS, in which the radicals form on the polymer backbone.  Figure 4.6 demonstrates that 
benzophenone, whether BP or BP-BP, produces molecular weight increases even in a solid, 
binary, rubbery system consisting solely of PnBA and additive. 
Figure 4.5c-d and Figure 4.6c-d prove that BP and BP-BP are directly responsible for the 
reactions seen in both figures:  as the molar ratio of additive to polymer is increased from 0:1 to 
16:1 in the BP-BP system and 0:1 to 32:1 in the BP system, the size of the macroradical 
recombination peaks and the extent of reaction increase.  The molecular weight changes are 






Figure 4.7:  A) Number fraction of chains in Polystyrene films after 9 hours of irradiation with pure PS (line), 
Benzophenone and PS 32:1 molar ratio (dashed), and bi-functional benzophenone and PS 16:1 molar ratio 
(dotted).   B) Number fraction of chains in Poly(n-butyl-acrylate) films after 3 hours of irradiation with pure PnBA 
(line), Benzophenone and PnBA 2.4:1 molar ratio (dashed), and bi-functional benzophenone and PnBA 1.2:1 
molar ratio (dotted).  All distributions have an area of 1.   
 
Figure 4.7 shows the molecular weight distributions of representative samples of PS and 
PnBA with BP and BP-BP.  Distributions have been normalized to an area of 1.  The system is not 
closed; chains too large or too small for effective SEC separation are not included in these plots 
or in the normalization. We use the relative peak heights to estimate the percentage of chains 
that have reacted.  Results are shown in Table 4.1.  After 9 hours, about 10% of the PS chains 
have reacted in the BP system while 16% have reacted in the BP-BP system.  For PnBA, 20% of 
the chains have reacted after only 3 hours in the BP system and 63% have reacted after 3 hours 
in the BP-BP system.  As only radical reactions are feasible in these systems, we assert that BP-
BP generates more radicals than BP in both polymeric systems and more radicals are generated 





Table 4.1:  Percent of Original Distribution that has Reacted in Figure 4.7 
 
% Control Chains Reacted 
BP 
% Control Chains Reacted 
BP-BP 
PS (9 Hours) 9.79 15.66 
PnBA (3 hours) 20.28 62.94 
  
In both PS and PnBA there are more radicals generated by BP-BP than by BP.  There is 
therefore a fundamental difference between BP-BP and BP that leads to a difference in 
hydrogen abstraction yield.  The two benzophenones on BP-BP are photochemically and 
sterically isolated from each other by an alkyl linkage; NMR experiments showed neither intra- 
nor inter- BP radical reactions in CD3CN (56) and no resonance coupling.  The BP-BP 
chromophore includes an ester group that is not present in the BP.  While this slightly changes 
the absorbance of the molecule the change is too small to account for the large difference in 
hydrogen abstraction yield.  We can assume therefore that one bis-benzophenone basically 
functions as two benzophenone molecules with the primary difference being that they are 
connected in the bis adduct. 
There are a number of reactions that compete with macroradical scission or 
recombination in the binary thin films.  As Figure 4.8 explores, after excitation but before 
radical formation BP and BP-BP triplets can self quench:  if two additive molecules are in close 
proximity, then their triplet states can interact and they reduce to the ground state.  NMR 
studies (56) showed no radical reactions between BP moieties on the same BP-BP; this implies 
there is no intra-molecule self-quenching and BP-BP self-quenching only occurs 





covalently bond with macroradicals to generate dead polymer (Figure 4.8) in the BP case and 
macroradicals in the BP-BP case.  This is the precursor to the macroradical recombination-
bridging reaction in Figure 4.2 and produces a macroradical that cannot undergo scission, as the 
radical is isolated from the polymer.  It is not a truly competing reaction, but is one mechanism 
that removes BP-BP radicals from the system. 
 
Figure 4.8: Reactions that compete with macroradical scission and combination. 
 
 These competing reactions affect the number of radicals in the BP and BP-BP systems.  
We build a simple lattice model of the thin film to visualize how. 
Simple lattice model of the thin film 
Throughout the experiments, the molar ratio of polymer to benzophenone moieties was 
kept constant; the molar ratio of BP to polymer was twice the ratio of BP-BP to polymer to 





lattice model.  We assume a cubic lattice with a unit cell the volume of a benzophenone moiety.  
We assume an ideal case in which the additives are uniformly distributed. Figure 4.9 is a planar 
projection of the lattice around two adjacent additive molecules.  The assumption of uniform 
distribution allows Figure 4.9 to represent the local density at all locations in the polymer thin 
film.  
The lattice makes clear that the local density of benzophenone moieties is different in 
BP and in BP-BP.  BP, which is mono-functional, provides one photoactive molecule within each 
average volume, assuming it is well distributed.  BP-BP, which is bi-functional, also provides one 
photoactive molecule within each average volume.  But because it is bi-functional, there are 






Figure 4.9:  Comparison of lattice cell sizes for BP (top) and BP-BP (bottom).  Lattice volumes are scaled such that 
the molar ratio of BP is twice that of BP-BP to mirror experiments.  Representative inter-benzophenone moiety 
distances are marked. 
 
The volume of a lattice cell is smaller in BP than in BP-BP, and the distance between BP 
moieties in BP,    , is smaller than the distance between BP-BP molecules,       .  The 
nearest neighbor distance distribution (NND) in BP is a delta function; all moieties have six 
neighbors at distance    .  The NND in BP-BP is more complicated; there are six moieties at 
      , one at        − 1, one at         , and one at a lattice distance of one.  The average 





Effects of diffusion distance on radical formation 
The competing reactions all require either two triplets or two radicals to come together.  
If we assume that the thin films are ideal at time   = 0  and are allowed to grow increasingly 
non-ideal with time, then the distance between species and the lifetimes of the species become 
important. 
The BP triplet has a lifetime of 10-4 seconds (58), while it can abstract a mol of H from a 
secondary carbon within 2x10-6 seconds (58) and a mol can self-quench (in Benzene, which has 
no abstractable hydrogens) in 3x10-6 seconds (58).  H-abstraction and intermolecular self-
quenching are therefore equally probable in a saturated system.  The NMR studies (56) showed 
no radical reactions between BP moieties on the same BP-BP; this implies there is no intra-
molecule self-quenching.  As shown in Figure 4.9, in an ideal distribution benzophenone 
moieties are always surrounded by polymer.  If non-idealities exist at   = 0  or there is a high 
diffusion coefficient, aggregation will increase the local probability of self-quenching over 
hydrogen abstraction.  While the probabilities of intermolecular self-quenching and H-
abstraction are the same, H-abstraction and macroradical formation is always favored in our 
systems assuming an ideal distribution.   
The thin films under investigation are primarily polymer and additive; in the dense 
network of physical entanglements small molecules have a significant diffusional advantage.  
Table 4.2 tabulates the radius of gyration and ovality of BP and BP-BP in their most extended 





Table 4.2:  Radius of gyration and ovality of additive molecules1 
 BP BP-BP 
Radius Of Gyration (nm) 0.324 0.749 
Ovality 1.37 1.75 
1
Values calculated in CS Chem3D Ultra from the most extended conformation’s energy minimum. 
 
The significantly larger radius and ovality of the BP-BP decreases the effective diffusion 
constant of BP-BP in the polymer thin film.  The rotational flexibility of the alkyl linker in the BP-
BP allows for steric interactions that further restrict the volume swept out by BP-BP as 
compared to BP.  BP can therefore diffuse much farther than BP-BP, allowing BP molecules to 
self-segregate and form aggregates that self-quench much more easily than BP-BP.  The self-
quenching in BP aggregates due to non-idealities and a higher diffusion constant is one reason 
why BP-BP generates more radicals than BP.  The higher numbers of radicals in BP-BP systems 
cause more radical reactions than in BP; the local distance between benzophenone moieties in 
the thin films leads to more scission in BP-BP systems than BP. 
The local distance between benzophenone in the system is very important to the 
probability of reaction; the average distance is not.  Figure 4.10 compares the NND of BP-BP 
and BP for the four experimental molar ratios.  At low ratios the NND of BP-BP is always farther 
than that of BP.  As the ratios increase, the NNDs of BP and BP-BP begin to overlap.   
Once a macroradical has formed, it can undergo macroradical scission, recombination, 
or reaction with a BP or BP-BP radical.  Scission can occur spontaneously; macroradical 





radicals must be within a distance,   , where τ is the lifetime of the radical before scission 
occurs, for macroradical recombination to occur.  Figure 4.10 includes a representative 
diffusion distance at which     <     and        >   .  Consideration of the average lattice 
distance between benzophenone moieties in Figure 4.10 would therefore predict macroradical 
recombination in BP, but not BP-BP.  The bi-functionality of BP-BP insures there are always two 
moieties within   , though they have a higher probability of being on the same macromolecule 
than BP radicals. 
 
Figure 4.10 Nearest Neighbor distance vs Molar Ratio.  This plot compares the nearest neighbor distance of BP 
(grey) to BP-BP (black) at 1:1, 2.4:1, 8:1, and 32:1 molar ratios of benzophenone moieties to PS molecules of 
length Mn.  There are two benzophenone moieties per BP-BP.  Distance is the lattice distance, with the molar 
volume of BP the lattice cell volume.  Alkyl linker in BP-BP is ignored.  Dotted line is diffusion distance for 






Figure 4.10 demonstrates, though, that the BP-BP systems will always have a greater 
NND than BP systems.  There will therefore be a greater distance for a radical to travel before it 
can react with another radical.  The probability of scission over recombination is therefore 
always higher in BP-BP systems than BP systems from an average-distance perspective. 
The lattice model interpretation of the polymer thin films demonstrates that the higher 
average density and larger diffusion constant of BP promote general radical formation, but will 
also lead to more microphase separation as BP molecules diffuse together and self-quench.  
The higher local density of BP-BP and its lower diffusion rate guarantees less self-segregation 
between BP-BP molecules and therefore more radical generation in BP-BP systems than BP 
systems.  The higher average distance in BP-BP systems also guarantees more scission than in 
BP systems. 
Effect of chain mobility on radical formation 
Table 4.1 and Figure 4.7 further demonstrate that more radicals are generated in PnBA 
than in PS.  10% of the PS has reacted in the presence of BP after 9 hours, while 20% of the 
PnBA has reacted in the presence of BP after only 3 hours.  This large difference in reaction 
extent is mirrored in the BP-BP systems.  This is because PS is in the glassy state in our systems 
and PnBA is in the rubbery state.  PS is restricted to   and higher motional modes in the glassy 
state; segmental motion is therefore the primary mode for hole formation and additive motion.  
PnBA, in the rubbery state, is not restricted to sub-modes; full chain mobility and reptation 
provide a continuously evolving environment for chain and additive motion, increasing 





In BP systems, the higher diffusion constants allow microphase separation and rapid 
self-quenching of the triplet state, reducing the hydrogen abstraction yield compared to BP-BP 
systems.  The higher diffusion constants in rubbery systems, at the same time, allow more 
macroradical recombination.  The quantitative measurement of the diffusion constants and 
kinetic parameters are beyond the scope of this work. 
4.5.2. Insights from macroradical scission and recombination modeling 
The models were not applied to the PnBA systems because the extent of reaction is too 
high.  Both models assume approximately one scission or one recombination per chain; the 
PnBA data is indicative of many.  The models were therefore only applied to PS data.  Best fits 
are defined by the minimization of the sum of squared error between the data and the fit. 
The role of functionality in glassy binary systems 
The results of the modeling of random scission, from equation (4.9), are compared with 
data in Figure 4.11.  The LHS of equation (4.9) calculated from the data is compared to the RHS 
calculated from the control.  The control is also present as a comparison.  It is immediately 
apparent that the fit is excellent in shape but poor in width.  The congruence of the shape 
confirms that the assumptions of the model are valid in our system and that the scission 
present is random scission.  The scission is therefore caused by the random formation of 
radicals on the chain and subsequent β-scission.  The disparity between the width of the model 
and the data, in which the model extends to a degree of polymerization of about 500 and the 
data to about 350, is caused primarily by the subtraction of the control peak in the LHS of 
equation (4.9).  The preferential reaction of large MW chains also plays a small role.  The 





both scission and macroradical recombination and the large MW chains react preferentially in 
both these processes. 
 
Figure 4.11:  Arbitrarily scaled subtraction (LHS equation (1.2)) (line), model of scission (RHS equation (1.2)) 
(dashed) and control data (dotted) from which the scission was calculated.  Data is from BP-BP:PS 16:1 after 9 
hours irradiation. Plot is for comparison only. 
 
 The closest recombination fits are achieved using the scission calculated from equation 
(4.9).  Figure 4.12 compares the data and the fit for BP and BP-BP and both the model scission 
and the scission from the data subtraction.  Fits using the model scission to generate 
recombination are closest.  Inspecting the fits, we see that there is more scission in the BP-BP 
systems than the BP systems as discussed in earlier sections.  For the BP system, the best fit is 
produced with equal amounts of end-linked, 3-arm, and 4-arm polymers.  End-linked polymers 
occur when scission products react with each other; the greater mobility of chain ends allows 
them to react despite their low density in the polymer systems.  For the BP-BP system in Figure 
4.12, chain end macroradical recombination (Figure 4.2) (end-linking) is required for the best 
fit. 
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Figure 4.12: Fitting of the model distributions to data.  Left column BP:PS 32:1 after 9 hours.  Right column BP-
BP:PS 16:1 after 9 hours.  Top plots are fits with the model scission used in the combination modeling.  Bottom 
plots are fits with the data scission used in the combination modeling.  Data (thick line), overall fit (circles), and 
arbitrarily scaled control (dotted), scission (squares), end-linked (dash-dotted), 3-arm star (dashed) and 4-arm 
star (line) polymers are included.  Inset graphs show the same plots full scale. 
 
Figure 4.11 and Figure 4.12 establish that the scission in our system is random macromolecule 
scission and that some systems require the assumption of end-to-end macroradical 
recombination and other systems do not.  We therefore fit our combination models to the LHS 
of equation (4.9) both with and without end-linking to investigate the fits and extract 





 We compare the data to the model fits in both BP-BP and BP systems at two different 
molar ratios in Figure 4.13, Figure 4.14, Figure 4.15, and Figure 4.16.  Figure 4.13 and Figure 
4.14 compare BP:PS 32:1 and BP-BP:PS 16:1 fits, respectively, both without and with end-linking 
as a mechanism.  Figure 4.15 and Figure 4.16 compare BP:PS 8:1 and BP-BP:PS 4:1 fits, 
respectively, both without and with end-linking as a mechanism.  In the mono-functional 
systems at both ratios, the recombination model without an end-linking mechanism best fits 
the data, suggesting 3-arm and 4-arm stars are the primary recombination products in mono-
functional systems.  In the bi-functional systems, the higher ratio (Figure 4.14) requires end-
linking for a good fit while the lower ratio (Figure 4.16) fits best without end-linking.  This 
continues to lower ratios: BP-BP:PS of 0.5:1, 1.2:1, and 4:1 fit best without end-linking while 
16:1 fits best with end-linking. BP:PS ratios of 1:1, 2.4:1, 8:1, and 16:1 all fit best without end-







Figure 4.13:  Best fits (thick line) to the LHS of equation (4.9) using a peak fitting algorithm that does not  
incorporate end-linking (left) and one that does (right).  Data (points) is from BP:PS 32:1 after 3 (top), 6 (middle) 
and 9 (bottom) hours of irradiation.  Curves include the end-linking combination (dash-dotted), the 3-arm star 






Figure 4.14: Best fits (thick line) to the LHS of equation (1.1) using a peak fitting algorithm that does not  
incorporate end-linking (left) and one that does (right).  Data (points) is from BP-BP:PS 16:1 after 3 (top), 6 
(middle) and 9 (bottom) hours of irradiation.  Curves include the end-linking combination (dash-dotted), the 3-







Figure 4.15: Best fits (thick line) to the LHS of equation (4.9) using a peak fitting algorithm that does not  
incorporate end-linking (left) and one that does (right).  Data (points) is from BP:PS 8:1 after 3 (top), 6 (middle) 
and 9 (bottom) hours of irradiation.  Curves include the end-linking combination (dash-dotted), the 3-arm star 







Figure 4.16: Best fits (thick line) to the LHS of equation (4.9) using a peak fitting algorithm that does not  
incorporate end-linking (left) and one that does (right).  Data (points) is from BP-BP:PS 4:1 after 3 (top), 6 
(middle) and 9 (bottom) hours of irradiation.  Curves include the end-linking combination (dash-dotted), the 3-
arm star (dashed) and the 4-arm star (line).  All axes are equal. 
 
The macroradical scission model proves that the scission in our systems is a random process, as 





mono-functional systems produce 3-arm and 4-arm stars, as expected.  It also indicates that 
there is a transition in the bi-functional systems between primarily 3-arm and 4-arm stars and 
primarily end-linked and 4-arm stars when the ratio is between 4:1 and 16:1.  We investigate 
the transition in the following section. 
Best fits and the probabilistic transition 
 The previous section demonstrates that there is a transition in the BP-BP system at an 
additive:polymer molar ratio of between 4:1 and 16:1.  Between these two ratios, the 
macroradical recombination best fit model changes from one in which there is no end-linking of 
chain end macroradicals to one in which end-linking is dominant.   
 Macroradical scission is a unitary process: only one radical is required for scission to 
occur.  Macroradical recombination is at the least a binary process: at least two radicals are 
required for recombination.  Photochemistry is the only source of radicals in the system.  The 
photon dose is therefore an analog to the density of radicals in the system.  We therefore 
expect the binary radical reactions to be second order in photon dose: 
                                              ∝  ℎ           
The peak heights of the best fit peaks in Figure 4.13, Figure 4.14, Figure 4.15 and Figure 4.16 are 
fitted using linear and second order fits in Figure 4.17.  Figure 4.17a compares the best fit 3-arm 
and 4-arm peaks in BP-BP:PS 4:1 with both linear and second order fits.  Figure 4.17b compares 
the best fit end-linked and 4-arm peaks in BP-BP:PS 16:1 with both linear and second order fits.  
The correlation coefficient for each fit is marked.  Below the transition, second order fits have 






Figure 4.17:  Comparison of linear (dotted) and squared (line) fits for best fit peaks in BP-BP:PS 4:1 (left) and BP-
BP:PS 16:1 (right).  Fits are end-linking (triangles), 3-arm stars (circles) and 4-arm stars (squares).  The correlation 
coefficients for the fits are included.  Y-axes are not the same. 
 
The same fits are performed for all other PS ratios and both bi- and mono-functional 
additive.  The fits with the highest    are plotted in Figure 4.18 for both BP:PS and BP-BP:PS 
systems for the four benzophenone moiety molar ratios.  Below the transition we identified, 
the functionality of the additive does not matter.  Both mono- and bi-functional additive best fit 
peaks increase at the same rate within the same ratio.  Above the transition ratio, there is a 
first order dependence between photon dose and recombination reaction amplitude and there 
is more radical recombination in bi-functional additive than mono-functional.  The additives act 
to increase the MWD of the glassy polystyrene solely through the density of radicals they 






Figure 4.18:  Comparison of best fit lines for bi-functional additive (dashed) and mono-functional additive (line) 
at four ratios of benzophenone moieties to PS:  1:1 (upper left), 2.4:1 (upper right), 8:1 (lower left) and 32:1 
(lower right).  Y-axes are not equal.  Bottom two fits in each plot are 4-arm star fit; top two are 3-arm star (1:1, 
2.4:1, 8:1) or end-linking (32:1). 
 
 The density of radicals at high molar ratios is large enough for functionality to play a role 
in the reaction.  Macromolecular covalent bridging (Figure 4.2) is the only mechanism that 
depends on functionality.  It therefore is expected to have significant probabilistic differences 
from the other mechanisms that allow it to only occur in high radical density systems.  We 
assume the reaction rates in our system have two components: a kinetic and a probabilistic.  
The kinetic contribution to the reaction rate is a function of the bulk diffusion of the chain, 





Radicals near or on the ends of chains have more mobility and will react more often than those 
at the center of the chain.  The probabilistic contribution comes from the probability that the 
chain is of a specific type.  The probability of end-radical formation is different than that of 
macroradical formation.  Equation (4.10) describes this dependence. 
            ∝  ( ,ℒ)         (4.10)
where  ( ,ℒ) is the rate of reaction as a function of the bulk mobility of the chain,  , and the 
location of the radical on the chain, ℒ.    incorporates the chain length, conformation, and 
local environment.           is the probability of the species in question existing.  We trace the species 
probabilities in BP in Figure 4.19 and the probabilities in BP-BP in Figure 4.20.  In both figures, a 
photon excites a benzophenone moiety and a macroradical is generated with probability  .  From 
there, a fraction,  , of macroradicals undergo scission and a fraction, (1 −  ), do not.  The probability of 
an end-radical is therefore    and that of a macroradical is  (1−  ).  Assuming that the kinetic term 
incorporates all mobility and diffusion considerations, the probability of reaction between two species is 
then the product of the chances of them existing.  The probability of an end-linked recombination is 






Figure 4.19: Map of the radical reactions with mono-functional additive and the species probabilities. 
 
The mono-functional probabilities are listed with their species in Figure 4.19.  The bi-functional 
systems require an extra photon.  The probability of the new photon leading to a radical in Figure 4.20 
is  , though the assumption of equal reactivity requires that   =   .  They are kept separate in Figure 
4.20 for clarity.  Comparing the probability of a 4-arm star with that of a macromolecular bridging 
reaction, we find that        ∝  
  while         ∝  
 .  This is the reason bridging only occurs at high 









Figure 4.20:  Map of the radical reactions with bi-functional additive and the species probabilities. 
 
The macroradical scission and recombination modeling has revealed that the 





molar densities.  The weight fraction of 3-arm and 4-arm stars formed in the thin films is the 
same irrespective of additive functionality up to a point; above that point the density of radicals 
is so high that covalent bridging begins to play a role. 
4.5.3. The lattice model and the probabilistic transition 
There is a transition molar ratio at which macroradical combination reactions become 
first order and the density of radicals in the system allows covalent bridging.  The lattice model 
was used to define the NND between additive species in the thin film, with a lattice unit cell of 
one benzophenone molar volume.  Benzophenone has a molar volume of 
   
  = 168.077   
 
       (59) while a PS chain with Mn=46000 
 
      and ρ=1.05 
 
     has 
a molar volume of    
  = 43809.5   
 
      .  That corresponds to 1.69 monomers per 
lattice unit cell.   
Taking the molar ratios of additive to polymer into account, Table 4.3 lists the 
volumetric ratios of additive unit cells to polymer unit cells.  In the 32:1 case, for example, 
there is 1 additive molecule (in this case mono-functional) for every 8.1454 unit cells of 
polymer (13.8 monomers).  The bi-functional volumetric ratios are for BP-BP molecules, 























=         
0:1 N/A N/A 0:1 N/A N/A 
1:1 260.651 6.39 0.5:1 521.303 8.05 
2.4:1 108.605 4.77 1.2:1 217.209 6.01 
8:1 32.5814 3.19 4:1 65.1628 4.02 
32:1 8.1454 2.01 16:1 16.2907 2.54 
 
The linear NND between mono-functional species is the cube root of the volumetric ratio 
(equivalent to     and    −    in Figure 4.9) and is also shown in Table 4.3.  At the highest ratio, 
there is one additive for every two lattice cells.  This is the cause of the transition: with every 
other cell an additive there is a high probability that two radicals will form either in the same 
lattice cell or in adjacent cells.  Kinetics and chain motion will therefore play a very small role in 
the radical recombination reactions compared to probabilities and the second order 
combination reactions will become pseudo first order due to the excess radicals.   
 
4.6. Conclusions 
We have shown that the hydrogen abstractor benzophenone increases the density of 
radicals in polymer thin films and this increase causes combination reactions that increase the 
molecular weight of the polymer.  This occurs in both glassy and rubbery polymers, represented 
here with polystyrene and poly(n-butyl-acrylate).  Increases in benzophenone molar 
concentration increase the rate of reaction and, in rubbery poly(n-butyl-acrylate), increase the 





benzophenone in both PS and PnBA because the higher mobility of benzophenone leads to 
more self-quenching.  The higher mobility also leads to more radicals in rubbery PnBA than in 
glassy PS.  The functionality of the benzophenone moiety is only a significant variable at high 
molar densities for probabilistic reasons; physical entanglement and diffusive differences are 
what lead to most reactive differences at low molar ratio. 
 
4.7. Further Directions 
 Mathematical modeling of the full reaction network to extract kinetic constants. 
 Studies of the diffusion rate of the additives in the thin films. 
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5. Chapter 5:  Electron Paramagnetic Resonance of Benzophenone and 
Polystyrene in Toluene 
(with Dr. Alberto Moscatelli)  
5.1. Introduction 
 Electron Paramagnetic Resonance (EPR) allows the direct study of radicals in both 
solution and solid media (1).  In is used in a wide variety of fields to better understand the 
sources, the sinks, and the reactions in radical-containing systems.  Its uses include: in medicine 
the study of the effects of titanium dioxide exposure on nucleic acids (2); in inorganic chemistry 
the study of the mechanism behind photoluminescence in ZnO phosphors (3); and in organic 
chemistry it is used extensively in polymer science. 
 EPR is used in polymer science to study many different aspects of the synthesis, 
properties, and degradation of polymers in solid and liquid form.  Yamada (4) and Kamachi (5) 
each wrote an excellent review of the uses of EPR in radical polymerization.  It is used to 
determine the mechanisms for initiation, propagation, termination, and chain transfer in a 
variety of polymers, both solid and liquid, as well as the study of the kinetics and intermediates 
(6) of the same.  EPR can be used to study the photodegradation and stabilization of polymers 
(7) post synthesis, included the effect of weathering on automotive coatings (8).  It is also used 
to study the segmental dynamics (9, 10) and activation volumes for the local glass transition 
(11) of polymers.  
 In most studies, a spin trap is used because the radical species under investigation has 
too short a lifetime or too low a concentration (12).  This allows the investigation of 





disappears.   A spin trap is a compound that, upon reaction with a short-lived radical, generates 
a stable radical on itself.  The structure of the initial radical can then be inferred from the EPR 
spectrum of the spin adducts.  The spin trap n-tert-butyl-∝-phenyl-nitrone (PBN) (Figure 5.2) 
was chosen for this study.  The reaction of PBN with a radical can be seen in Figure 5.1.  The 
highly polar nitrone, upon reaction with a transient radical, become a nitroxide with a stable 
radical on the oxygen.  The hyperfine interaction of this radical with both the ∝-hydrogen and 
the atoms or groups bonded to the ∝-carbon as the C-N bond rotates probes the identity of the 
attached groups and from there the identity of the initial radical is determined. 
 
Figure 5.1:  Reaction of the spin trap n-tert-butyl-∝-phenyl-nitrone (PBN) with a radical.  A transient radical 
becomes essentially permanent when reacted with a spin trap. 
In the previous chapter we found that hydrogen abstracting additives such as 
benzophenone (BP) increase the density of macroradicals in polymer thin films when irradiated 
with ultraviolet light.  Subsequent radical reactions lead to macroradical combination and 
macroradical scission reactions that change the molecular weight distributions (MWD) of the 
polymer.  We characterized and discussed the MWD changes in the previous chapter.  In this 
chapter we use EPR to investigate the radicals and macroradicals in the system.   
In this investigation we used the unique ability of EPR to probe the radicals that form in 
our systems, with an eye towards determining which hydrogen is abstracted from PS.  We use 
combinations of the four species in Figure 5.2 to identify the radicals in the systems before, 





unequivocally prove the hydrogen abstraction location, we proved that PS acts to facilitate 
hydrogen abstraction in the system even with toluene as a potential donor.  We also found an 
interesting reaction that appears to strip the ketone from benzophenone, though we did not 
conclusively establish the mechanism, as that was beyond the scope of this work. 
 
Figure 5.2:  Molecular structure of the chemicals used in these investigations.  A) Toluene  B) Polystyrene  C) 
Benzophenone  D) n-tert-butyl-∝-phenyl-nitrone. 
 
5.2. Materials 
Polystyrene (PS) (Mn=46000, PDI=1.03, Waters Associates), HPLC-grade Toluene (Pharmco-
Aaper), n-tert-butyl-∝-phenyl-nitrone (PBN) (Sigma Aldrich) and Benzophenone (BP) (Fischer 
Scientific) were used as received.  The structures of these molecules are shown in Figure 5.2. 
5.2.1. Sample Preparation 
 Solutions were prepared with various combinations of PS, BP, and PBN following the 
ratios of (13).  Solutions were as close to 1wt% PS, with a 90:1 molar ratio of spin trap to PS and 
32:1 molar ratio of BP to PS as possible.  If all three components were not present in a sample, 






Table 5.1:  Samples used in EPR studies 
Sample  Toluene (mL) BP (mg) PS (mg) PBN (mg) 
PS and Tol 0.5 N/A 4.100 N/A 
PBN and Tol 0.5 N/A N/A 1.571 
PS, PBN and Tol 0.5 N/A 4.362 1.980 
BP, PBN and Tol 0.5 0.579 N/A 1.569 
PS, BP, PBN and Tol 0.5 0.572 4.338 1.569 
 
Solutions were prepared in 20mL scintillation vials and shaken for 20 minutes.  They were 
placed in quartz EPR liquid cells and gasses were removed using 4 freeze-pump-thawed cycles 
in liquid nitrogen.  Sample cells were wrapped in tin foil and placed in a dark drawer for 48 
hours to allow any non-photochemical reactions to take place. 
 Used sample cells were washed with HPLC toluene, then acetone, then HPLC ethanol 
and dried in a lab oven at 80oC for one hour.  They were then filled with fresh piranha solution 
(3:1 H2SO4:H2O2 DANGER: Piranha is extremely dangerous) and left until the next use.  Prior 
to the introduction of the sample, the piranha was removed and the sample cells were washed 
consecutively with DI H20, acetone, HPLC toluene, acetone, and HPLC ethanol, covered with 
aluminum foil and placed in a lab oven at 80oC for 1 hour to evaporate residual wash and 
remove any residual organics. 
5.2.2. EPR Measurements 
Sample cells were placed in the EPR (EMX EPR Spectrometer, Bruker) and 
measurements were taken both before, during, and after UV irradiation with a 350nm 
ultraviolet source (UVP, Inc, 250  W/cm2) as the EPR allows concurrent irradiation and sample 





Amplitude: 1, Attenuation: 10, Frequency: 9.75, RC filter time constant: 20.48, and Conversion 
time: 81.92) were tuned to produce the best calibration resonance. 
EPR data was analyzed using the instrument software (Bruker WINEPR System v2.1 and 
Bruker WINEPR SimFonia v1.25) and the EasySpin(14) MATLAB© toolbox.  These software 
suites also provided all simulations. 
 
5.3. Results and Discussion 
 Solutions with various combinations of polystyrene, benzophenone, and n-tert-butyl-∝-
phenyl-nitrone in HPLC toluene were examined before, during, and after UV irradiation in an 
EPR to explicate the radical and macroradical locations and reactions. 
5.3.1. Controls and the Intrinsic PBN Peak 
 Initial EPR measurements of pure PS under irradiation proved that there were no PS 
macroradicals visible at the temperature and time frame under investigation.  Figure 5.3 plots 
the EPR signal before, during, and after the concurrent UV irradiation.  The flat signal indicates 
that there are no detectable radicals.  The plot is a representative of wider sweeps of the 
magnetic spectrum and is centered where peaks appear in later investigations.  A lack of radical 
peaks does not prove that there are no radicals; it proves that if there are radicals present their 
lifetime or density is not sufficient to be detected.  There were no visible macroradicals in the 
pure PS solution before, during or after irradiation.  Other investigations of pure PS radicals are 
usually performed at low temperatures using specially designed EPR cavities (4, 5) to freeze or 





spin trap was chosen to allow room temperature investigations of the radicals in the system.  
PBN was chosen because it is widely used in similar polymer investigations (10, 15, 16), it is 
available from commercial chemical sources, and its hyperfine interactions are well studied 
(17).   
 
Figure 5.3:  EPR spectra of a sample consisting solely of PS in toluene before, during, and after concurrent UV 
irradiation.  There are no detectable radicals. 
 Pure PS had no detectable radicals.  The spin trap was therefore required to make 
radicals in the system permanent.  PBN was first characterized in the EPR as a control.  Despite 
being both newly from Sigma-Aldrich and being kept in the dark, it has the background signal in 
Figure 5.4, indicating a radical is already present on some of the PBN molecules.  Subtracting 
any two of the three signals in Figure 5.4 removes the signal from the noise; that the signal 
stays unchanged throughout UV irradiation proves that it is intrinsic to the spin trap and not the 
























Figure 5.4:  PBN background signal before, during, and after irradiation.  When any two of the three signals are 
subtracted, the bottom plot is produced. 
The PBN intrinsic peak in Figure 5.4 appears as a triplet of peaks all of the same height.  
Three equal peaks are characteristic of the radical interacting with one spin 1 atom (Table 2.2), 
as two spin ½ atoms produce three peak with a height ratio of 1:2:1.  The only spin 1 atom in 
PBN is 14N (Table 2.1).  We confirm this in Figure 5.5 which compares PBN in toluene data 
during irradiation to a simulation of a radical interacting with a single 14N atom with an 
   = 1.54    hyperfine interaction.  The fit is compelling, and a triplet hyperfine interaction of 
1.54mT is associated with Nitrogen (17).  When the fit is subtracted from the data the resulting 
plot shows no peaks, though there is the hint of another peak we will discuss later.  The PBN 

































Figure 5.5:  EPR of pure PBN in toluene (dotted) and a simulation of the expected peaks formed by a single spin 1 
atom (solid).  The hyperfine interaction of the peaks is noted.  The subtraction below shows nothing but noise, 
though there are hints of another set of peaks discussed later. 
 The identity of the PBN intrinsic peak allows us to look at the interaction between PS 
and PBN in toluene.  This system includes a polymer and spin trap, but no BP to photogenerate 
radicals.  We would therefore expect to only see radicals if PS reacts with either PBN or 
toluene; there was no reaction in the PBN in toluene sample.  Figure 5.6 compares the EPR 
spectrum of PBN in toluene to the spectrum of PS and PBN in toluene.  There is no difference; 
only the PBN intrinsic peak is present.  Pure PS does not generate macroradicals under UV 
irradiation at experimental wavelengths and therefore does not change the signal.  With a 90:1 
molar ratio of PBN to PS in the liquid sample, any macroradicals that form should be trapped in 
sufficient quantity to form a peak.  There is no change in the signal after 40 minutes of 
irradiation.  This proves that the PS used in our experiments does not have impurities, initiator 
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combination or scission seen is therefore due to macroradicals generated by BP, as BP is the 
only radical source in the thin film systems discussed in Chapter 4.   
 
Figure 5.6:  Comparison of the EPR spectra of PBN in toluene and PS and PBN in toluene samples during 
irradiation.  The plot of the subtraction shows no reaction has taken place. 
 Preliminary EPR investigations of pure PS in toluene were inconclusive; the lack of signal 
indicated either no radicals or radicals too short lived to be detected.  The inclusion of a spin 
trap, which turned out to contain an intrinsic peak commensurate with a 14N interaction, 
proved that few if any radicals were present in PS under UV irradiation at experimental 
wavelengths.  No change was seen in the EPR spectrum between irradiated samples of PBN in 
toluene and irradiated samples of PS and PBN in toluene, demonstrating few if any radicals 
were generated in PS, which confirms what we found in the GPC studies in Chapter 4. 
5.3.2. Benzophenone and PBN: A Potential New Reaction 
 UV irradiation had no effect on PS in toluene, PBN in toluene, and PS and PBN in 
toluene.  The radicals trapped in those systems were brought in by an intrinsic PBN peak that 



































with the investigation of BP and PBN in toluene.  This was not expected, but produced a very 
interesting result that, while not proven in this study, is a wonderful candidate for further 
research. 
 The spectra of the BP and PBN system before and during irradiation are shown in Figure 
5.7.  The before spectrum shows the same intrinsic PBN peak we would expect; after thirty 
minutes of irradiation the spectrum has changed significantly.  The pure before spectrum, 
shown in the top plot, shows more pronounced secondary peaks on top of the 14N already 
discussed.  These secondary peaks, which were hinted at in Figure 5.5, are much more 
prominent here and become obvious as a triplet of doubles.  The two sample cells, post freeze-
pump-thaw, were wrapped in tin foil and placed in a dark drawer for 48 hours.  This allowed 
non-photochemical reactions to take place.  This triplet of doubles is therefore the product of a 
non-photochemical reaction that is sped up in the presence of but does not require BP, as both 
samples spent about the same amount of time between preparation and the EPR.  Thirty 
minutes of UV irradiation in the EPR, as seen in the main plot of Figure 5.7, increases the 






Figure 5.7:  Comparison of BP and PBN in Toluene before (solid) and after (dark solid) thirty minutes of 
irradiation within the EPR.  Top plot is BP and PBN before irradiation. 
 The increase of the triplet of doubles under irradiation is incredibly rapid compared to 
the 48 hours it took the peak to form in the first place; it is fully formed and does not 
subsequently change in size after only 4 minutes of irradiation.  Figure 5.8 shows the system 
after 30 minutes of irradiation (the secondary intrinsic peak does not change in size after 4 
minutes of irradiation, but all the peaks in the system are best visible and isolated after 30 
minutes).  It includes a simulation of the second peak.  Capture of a radical causes the 
formation of a nitroxide according to Figure 5.1.  The hyperfine interaction between the 
unpaired electron, the spin 1 nitrogen (     = 1.37   ) and the spin ½ alpha hydrogen 
(     = 0.19   ) gives rise to the triplet of doubles with equal amplitudes.  The nature of the 
trapped radical is inferred indirectly by the value of      .  According to literature, the       
value decreases as the trapped radical progresses through methyl, primary, secondary, tertiary, 



















0.19    is consistent with a phenyl or diphenyl radical (12, 17, 18).  To be consistent with both 
the suggestion of this second peak in PBN in toluene, its obvious presence in BP and PBN in 
toluene, and its sudden increase in rate with irradiation, its structure must be the left one in 
Figure 5.9 in PBD-toluene systems and a mixture of both structures in BP and PBD in toluene 
systems.  Over time in pure toluene, without irradiation, some toluene radicals form or are 
present and react with PBN to generate the left nitroxide in Figure 5.9.  The photogenerated 
triplet BP accelerates this process by hydrogen abstracting the toluene to generate the phenyl 
radical and generates its own diphenylmethyl radical through a process that explains the third 
set of peaks. 
 
Figure 5.8:  EPR of BP and PBN in toluene (dotted) after 30 minutes of concurrent irradiation and a simulation of 
the interaction between the radical and a single spin 1 atom and a single spin ½ atom (solid).  Hyperfine 
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Figure 5.9:  The two possible structures of PBN after trapping the radical that forms the triplet of doublets.  The 
phenyl radical (left) comes from toluene while the diphenylmethyl radical (right) comes from BP. 
  
The third set of peaks in the BP, PBN, and toluene system is a triplet of lines which are 
not present in any previous system.  They appear in Figure 5.7 between the triplets of doubles 
only after irradiation has begun.  This links them directly to the photogenerated triplet BP.  
Simulations (Figure 5.10) of the third component show it is a single triplet with     = 0.79   .  
No doublet split indicates there is no alpha hydrogen; there must be a double bond on the 
alpha carbon of the nitroxide.      = 0.79    is an unusually small hyperfine interaction for a 
nitroxide; the only possible species with that small of a pure 14N hyperfine interaction is a 
carbonyl in the alpha position in relation to the nitroxide (17, 19).  Given the absence of oxygen 
due to the four cycles of freeze-pump-thaw at liquid nitrogen temperatures, the only O present 






Figure 5.10:  EPR of BP and PBN in toluene (dotted) after 30 minutes of concurrent irradiation and a simulation 
of the interaction between the radical and a single spin 1 (solid).  Hyperfine interactions are labeled. 
 
A plausible mechanism for this reaction is shown in Figure 5.11.  During irradiation the 
triplet benzophenone is trapped by the PBN.  The unreacted BP radical hydrogen abstracts from 
the alpha carbon of PBN, and the electrons rearrange to produce a stable carbonyl alpha to the 
nitroxide on PBD and a stable diphenylmethyl radical.  While this reaction is plausible, it is not 
conclusively demonstrated here.  There is no signal from the pure diphenylmethyl radical (20, 
21), but the      = 0.19    hyperfine interaction is consistent with a diphenylmethyl radical 
attached to PBN.  Low temperature studies of the reaction in toluene, d8-toluene, and benzene 
as solvents would be conclusive. 


































Figure 5.11:  Plausible mechanism for the creation of a carbonyl on the alpha carbon of the Nitroxide. 
 
Figure 5.12:  EPR of BP and PBN in toluene (dotted) after 30 minutes of concurrent irradiation and the sum of 
the previously discussed simulations (solid). 
 
 We have determined the major radicals present in the BP and PBN in toluene system.  
Figure 5.12 compares the sum of the above simulations with the data.  The fit is quite good and 
we have accounted for the majority of the radicals in the system.  The subtraction indicates 
there may be an additional one, but its intensity needs to be increased before it can be 
conclusively analyzed.  We can say with confidence that the triplet BP preferentially hydrogen 
abstracts over quenching and it is, in solution, involved in a very interesting side reaction that 
































5.3.3. Polystyrene, Benzophenone and PBN: Preferential Hydrogen 
Abstraction 
 The previous sections demonstrated that toluene and PBN react on their own without 
irradiation, and that the addition of BP and light speeds up this reaction and introduces a new 
reaction that generates a ketone alpha to the nitroxide in PBN.  In this section we introduce PS 
into the system and observe that the EPR ketone peak increases in intensity significantly, which 
is evidence that the BP preferentially hydrogen abstracts from the PS. 
 We have already determined the constituents of the EPR signal in solutions of BP and 
PBN in toluene.  The introduction of PS to the system introduces the opportunity for more 
reactions but the already discussed reactions should still be present.  We therefore begin with 
the peaks already discussed previously and find that they fit the PS data quite well without the 
introduction of new reactions.  Figure 5.13 compares the previous fits in A) and B) and shows 
that a weighted sum of the two fits the data in part C).  From this we conclude that the PS does 








Figure 5.13:  EPR of PS, BP, and PBN in toluene (dotted) and the simulation fits. A) and B) are the constitutive 
simulations from the BP and PBN in toluene system.  The weighted sum of the fits in A) and B) is fitted to the 
new system in C).  Subplots show the residual data after subtraction. 
 The introduction of PS does not introduce new reactions.  But the triplet associated with 
the ketone is five times larger than the same triplet without PS after the same amount of 
irradiation (Figure 5.14).  There are therefore five times more ketones in the PS system 
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abstraction; the acceleration of the BP-PBN reaction is the result.  This is most likely due to the 
lower dissociation energy of hydrogen in polystyrene than in toluene (348.1 kJ/mol for the 
tertiary carbon in PS (22, 23); 375.5 kJ/mol for toluene (23)) as well as the superior stability of a 
tertiary radical over a primary radical.  
 
Figure 5.14:  Direct overlay of the raw data with (thin line) and without (thick line) PS in solution with the BP and 
PBN in toluene after thirty minutes of concurrent irradiation. 
 The involvement of the PS in the reaction suggests but does not prove that BP prefers 
hydrogen abstraction from the tertiary carbon on the PS backbone.  The abstraction results in a 
radical on the PS and on BP.  The PS radical is indistinguishable from toluene radical; the lack of 
increase in the toluene radical signal implies that PBN is unable to bond the PS radical for steric 
reasons.  The radical on the BP leads to an increase in the ketone peak, which proves PS plays a 
role in the reaction preferentially to toluene, and that the result of the reaction is a radical on 
the BP, as that is the only source of ketones for PBN.  The only PS bond whose dissociation 
energy is less than that of the primary carbon on toluene is the tertiary carbon.  The difference 
is 27.4 kJ/mol, which is low enough to allow the continued generation of toluene radicals, 







though at a lower rate as there is a more energetically favored competing reaction.  The 
dissociation energy required for the secondary PS hydrogen is an additional 34.7 kJ/mol above 
that of toluene (22, 23).  It does demonstrate that PS participates in the reaction in the same 
way as toluene, and that they both generate radicals on the BP.  There are no additional peaks 
from the spin trapping of new species.  Further investigation into the reaction is required, but 
EPR data proves that there is a reaction between BP and PS that generates BP radicals, and that 
it is preferred over available reactions with toluene.  For the binary thin films in Chapter 4, we 
have proven that there is a reaction between BP and PS and that it generates phenyl or 
diphenyl radicals, which is only feasible for a hydrogen abstraction mechanism. 
 
5.4. Conclusion 
 In this chapter we use EPR to study the radicals generated by combinations of BP, PS, 
and PBN in toluene in hopes of determining the location of the radicals on the PS.  We proved 
that radicals are generated and a reaction occurs.  The reaction is accelerated by the presence 
of BP and UV irradiation and the hyperfine interactions correspond to the formation of a phenyl 
or diphenyl radical.  Radicals form on toluene, BP, and PS through hydrogen abstraction, and a 
mechanism that an unsuccessful literature search suggests is novel strips the ketone from BP 
and attaches it to PBN.  The introduction of PS increases the ketone peak without increasing the 
phenyl peak, which proves BP reacts preferentially with PS over toluene but PBN cannot trap 





5.5. Further Directions 
 Low temperature studies of the BP and toluene reaction to fully understand the 
mechanism and allow the diphenylmethyl radical to be seen alone.    
 Further investigations of the PS and BP reaction using d8-tolune and benzene to isolate 
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6. Chapter 6:  Preliminary Investigations of other Polymer and 
Crosslinker Systems 
 
Previous chapters have delved deeply in to the photochemistry of benzophenone and its 
interactions with polystyrene and poly(normal-butylacrylate).  In this chapter we examine other 
polymer-crosslinker systems, as discussed in Chapter 3.  The following is a survey of the results.  
Each polymer and crosslinker combination is examined for changes in the molecular weight 
distribution (MWD).  Changes are linked back to the discussion in Chapter 3 and further 
directions are noted. 
 These investigations are incomplete.  They were intended as a survey of the interactions 
between the polymers and additives, but they instead revealed issues in both the experimental 
apparatus and the materials.  A new, more intense UV lamp was employed in these 
investigations.  This new lamp increased the photon dose per unit time in order to speed up the 
reactions.  It will be shown that the wavelength range of the lamp was too broad and it most 
likely included a short wavelength UV tail that induced transesterification and homolytic bond 
cleavage.  Most of the additives used contain ester groups, mostly in the bis-functional species.  
The new lamp therefore introduced additional reactions that make the interpretation of the 
MWD difficult.  The homolytic bond cleavage introduces additional end radicals into the 
systems which cause macroradical recombination and a broadening of the MWD. 
 While the intent of the investigation was unachievable, there are some conclusions that 
can be drawn from the results.  In this chapter we discuss the conclusions that can be reached 





they do not provide the information they were designed for, but some validation of additive 
choice can be achieved.  Polyisobutylene is not discussed because it was found to have a UV-
active polymeric contaminant.  Poly(∝-methylstyrene) is not discussed because all its results 
were inconclusive due to a complicated reaction in the control. 
 
6.1. Materials 
Polystyrene (PS) (Mn=46000, PDI=1.03, Waters Associates), poly(normal-butyl acrylate) 
(PnBA) (Mn=60000  PDI=1.08, Polymer Source, Inc.),  poly(1,4 butadiene) (PBD) (Mn=37500 PDI 
1.03, Polymer Source, Inc), polyisobutylene (PIB) (Mn=47000 PDI=1.3, Polymer Source, Inc), 
poly(∝-methylstyrene) (PamS) (Mn=32300 PDI=1.02, Polymer Source, Inc), and 
polymethylmethacrylate (PMMA) (Mn=34000 PDI=1.06, Waters Associates), HPLC-grade 
Toluene (Pharmco-Aaper) ,  Benzophenone (BP) (Fischer Scientific), Xanthone (XAN) (Fischer 
Scientific), Phthalimide (PTH) (Fischer Scientific), and Phenylazide (FEN) (Sigma-Aldrich) were 
used as received after purification.   
The bi-functional bis-benzophenone adduct (BP-BP), bi-functional bis-xanthone adduct 
(XAN-XAN), bi-functional bis-Phthalimide adduct (PTH-PTH), and bi-functional bis-phenylazide 
(FEN-FEN)  were synthesized following similar methods to those reported previously (1) by our 
collaborator Jeffrey Lancaster(2). 
6.1.1. Substrate Preparation 
Silicon Wafers (Wafer World, Inc) were cut into 1cm2 squares and placed in Piranha 





washed first in DI H2O and then in ethanol, and were subsequently dried with N2 in a clean 
hood.  After treatment in a UV-Ozone Cleaning System (UVOCS, ,Inc) for 20 minutes, the wafers 
were again washed in DI H2O and Ethanol and dried with nitrogen in a clean hood.  The cleaning 
procedure removes all organic contaminants and produces a fresh oxide layer on the silicon. 
6.1.2. Solution Preparation 
Solutions of 20mg/ml polymer in Toluene were agitated with a vortexer for 30 minutes 
and split into scintillation vials containing approximately 0.5mL of polymer solution each.  Each 
vial contained a single polymer.  One vial was set aside as a control.  Mono-functional additives 
were added in a molar ratio of 8:1, while bis-functional additives were added in a molar ratio of 
4:1. The molar ratios for the bis-functional additives were kept at half those of the mono-
functional to keep the overall content of the additive moieties equal. 
6.1.3. Sample Preparation 
Polymer solutions were spin coated (Laurell Technologies Co. WS-400A-6NPP/LITE) onto 
the silicon substrates at 2000 rpm for 1 minute.  The film thicknesses measured by ellipsometry 
(alpha-SE, J.A. Woolam, Co.) were 130±20nm for all samples.  Samples were irradiated with a 
350nm ultraviolet source (UVP, Inc, 550  W/cm2) under an Argon blanket in quartz-topped 
chambers for 0min (control), 1 hr, 3 hr, 6 hr.  The source was run for 30 min before the start of 
each experiment to eliminate startup transients.  Specimens were irradiated on a rotating stage 





6.1.4. GPC analysis 
After irradiation, specimens (i.e. films on cut silicon wafers) were stored in scintillation 
vials in a dark drawer to eliminate the possibility of further reactions.  No differences in GPC 
response were observed between a fresh specimen and a specimen stored in this fashion for 5 
days confirming the appropriateness of this storage method. 
Solutions for GPC analysis were prepared by placing 0.100 mL of HPLC toluene and 0.100 mL 
of HPLC THF in each vial and followed by shaking on a vortexer for 30 min.  0.05mL of a 1mg/mL 
solution of 2350 Dalton PS in THF was added as an internal standard subsequent to the shaking.  
Solutions were then filtered through a 0.2 micrometer PTFE syringe filter and injected into the 
GPC (2 Polymer Laboratories’ ResiPore™ Columns and 1 Polymer Laboratories’ MesoPore™ in a 
Shimadzu HPLC system: LC-10ATvp pump, CTO-10ACvp column oven, SPD-10a UV-Vis detector, 
RID-10A RI detector, SCL-10Avp system controller and a Wyatt miniDAWN TREOS static light 
scattering detector).  Analysis was performed using custom MATLAB™ programs and Origin 
8.0™.  Molecular weights were confirmed using a Wyatt miniDAWN light scattering detector.  
dn/dc was measured using Wyatt miniDAWN in batch mode at 657nm as well as Brookhaven 
Instruments differential refractometer (BI-DNDCW) at 535nm to determine wavelength 
dependence (Section 3.4). GPC data were calibrated using linear PS standards (EasiVial PS-
M(2mL), Varian). Absolute polymer molecular weights were determined from the PS calibrated 







6.2. Polystyrene and Other Crosslinker Chemistries  
The polystyrene and benzophenone interactions have been well characterized in previous 
chapters.  Here we expand the investigation to the reactions between polystyrene and the 
crosslinkers based upon phenylazide and phthalimide.  Polystyrene shows no reaction in the 
control. 
6.2.1. Polystyrene and Phenylazide 
Phenylazide, as discussed in section 3.3.4 reacts through nitrene insertion (Figure 3.13).  
It does not generate radicals on the polymer; instead it inserts into an C-H bond.  Polystyrene 
has seven C-H bonds per monomer.  The C-H bond on the tertiary carbon has the lowest bond 
dissociation energy (BDE).  There are no mechanisms for scission, and only FEN-FEN can form 
crosslinks.  The mono-functional FEN can insert into the chain, but it neither generates radicals 
nor participates in other reactions. 
    
Figure 6.1:  PS and FEN (left) and PS and FEN-FEN (right) after 0 (dotted), 3 (dashed), and 6 (solid) hours of 
irradiation.  Inset graphs are the full peak of the respective plot. 
 The results of six hours of irradiation are shown in Figure 6.1.  The MWD of FEN and 
FEN-FEN both increase and decrease; scission and combination are occurring.  FEN-FEN 
produces a much larger number of crosslinks than FEN.  Additional reactions are occurring 
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within the system.  The nitrene insertion reaction (Figure 3.13) does not generate radicals and 
FEN is not a bivalent molecule.  Additional reactions that have not been previously accounted 
for are the source of the reaction in the FEN system.  If the additional reactions are responsible 
for the crosslinking and scission in the FEN system, then FEN-FEN crosslinking may be partially 
responsible for the differences between the FEN and FEN-FEN systems.  Further investigations 
into the FEN system are required to identify the source of the MWD changes. 
6.2.2. Polystyrene and Phthalimide 
Phthalimide, as discussed in section 3.3.3, self-catalyzes radical generating reactions 
that generate polymer radicals in the deactivation of PTH (Figure 3.11).  The PTH-PTH does not 
react in polymer systems; the only radical mechanism lies with the PTH.  Proton acceptors are 
required to begin the photochemical reaction.  No proton acceptors are present in this system, 
so we do not expect a reaction in PS unless there is contamination.  
 
Figure 6.2: PS and PTH and PS and PTH-PTH after 0 (dotted), 3 (dashed) and 6 (solid) hours of irradiation. 
   The results of six hours of irradiation are above in Figure 6.2.  There is no reaction.  Both 
PTH and PTH-PTH are inert in PS binary systems.  PTH can react with toluene derivatives (3); 
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none of that occurs here.  This provides more evidence that there are no impurities or 
contaminates in our systems.  The need for proton acceptors to begin the reaction allows for 
intriguing design possibilities.  Self-healing polymer films may be feasible with PTH-PTH and 
provide one avenue for further investigation. 
 
6.3. Poly(normal-butylacrylate) and Other Crosslinker 
Chemistries 
The poly(normal-butylacrylate) and benzophenone interactions have been well 
characterized in previous chapters.  Here we expand the investigation to the reactions between 
poly(normal-butylacrylate) and the crosslinkers based upon xanthone, phenylazide and 
phthalimide. 
 PnBA has a reaction in the control in this new system.  There were no reactions after 9 
hours in the systems of Chapter 4, but with the more intense light used in this study there are 
crosslinking reactions.  The reaction after 6 hours is visible in Figure 6.3.  After 3 hours, there is 
scission but little crosslinking.  The intensity of the UV lamp used in this study, which was 
intended to speed up the reaction time without affecting the reactions, is most likely unzipping 






Figure 6.3:  PnBA after 0 (dotted), 3 (dashed) and 6 (solid) hours of irradiation 
The lowest BDE is on the side chain (section 3.2.5).  Forming a radical at that location would 
allow crosslinking without scission, which is visible in the 6 hour data.  This was also a new 
batch of PnBA, so there may have been contaminants or impurities that were not present in the 
previous batch. 
 The control reaction was more extensive than most of the reactions with other 
crosslinkers.  Figure 6.4 is a representative graph.  The PnBA control irradiated for 6 hours 
shows more reaction than the PnBA and FEN system after 6 hours of irradiation.  The same 
trend is visible in the systems with FEN-FEN, XAN, and XAN-XAN. 
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Figure 6.4:  PnBA control (dotted), PnBA and FEN after 6 hours (dashed) and PnBA control after 6 hours (solid). 
The decrease in the control reaction extent due to additive inclusion occurs because the 
additives are inhibiting the reaction in some way.  Both the XAN and FEN additives inhibit the 
reaction to the same extent, as do their bis-functional adducts, despite different crosslinking 
chemistries.  Figure 6.5 demonstrates that the PTH additives do not affect the reaction.   
 
Figure 6.5:  PnBA control (dotted), PnBA and PTH (dashed), and PnBA and PTH-PTH (solid) after 6 hours 
irradiation. 
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The additives that react to inhibit the reaction all contain an ester group.  PTH and PTH-PTH do 
not.  Transesterification, Figure 6.6, is most likely the competing reaction.  The new lamp must 
have a wavelength tail that includes short UV wavelengths that induce transesterification with 
trace water or trace oxygen. 
 
Figure 6.6: Transesterification. 
 The PnBA systems do not allow us to draw conclusions about the additive-polymer 
reactions.  Instead we discover that the higher intensity lamp that was intended to explore 
higher photon doses in shorter times has a short UV tail that causes transesterification with 
trace water or oxygen.  This mechanism may also account for the additional reactions seen in 
the PS and FEN systems (section 6.2.1). 
 
6.4. Poly(1,4-butadiene) and Crosslinkers 
Here we investigate the reactions between poly(1,4-butadiene) and the crosslinkers 
based upon benzophenone, xanthone, phenylazide and phthalimide.  Poly(1,4-butadiene) has a 
reaction in the control system.  This reaction is again most likely due to a lamp wavelength tail. 
The plot of the MWD after the irradiation is included in Figure 6.7. 
Benzophenone generates radicals through hydrogen abstraction.  We predicted (section 











too high.  Figure 6.7 proves this true, as the addition of BP and BP-BP to the system has no 
effect on the PBD control reaction.   
 
Figure 6.7: PBD control (dotted) and after 6 hours (solid), PBD and BP (dashed) and PBD and BP-BP (dashed) 
after 6 hours. 
This should also be true of XAN and XAN-XAN, as they also crosslink using hydrogen abstraction.  
We therefore expect all hydrogen abstracting mechanisms to be inert in PBD for our purposes.  
Other mechanism may have better results. The results of the investigations with other 
crosslinkers were inconclusive.  No other conclusions could be drawn. 
 
6.5. Polymethylmethacrylate and Crosslinkers 
Here we investigate the reactions between polymethylmethacrylate and the crosslinkers 
based upon benzophenone, xanthone, phenylazide and phthalimide.  PMMA has a reaction in 
the control (Figure 6.8) that is purely a combination reaction.   
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Figure 6.8: PMMA control before (dotted) and after (solid) 6 hours of irradiation 
The lack of scission in the control reaction indicates that the reaction occurs on the 
methacrylate pendant group.  If the reaction occurred in the backbone, the polymer chains 
would split and scission would occur.  The crosslinking reaction is most likely a 
transesterification involving the methacrylate pendant group.  This would explain the lack of 
scission in the control reaction.  PMMA does not show any additional reactions in XAN, XAN-
XAN, FEN, or FEN-FEN.  These additives all have ester groups on them. 
6.5.1. Polymethylmethacrylate and Benzophenone 
Benzophenone reacts through hydrogen abstraction.  In section 3.2.4 we predicted that 
the tertiary carbon on the methacrylate pendant group was the most likely location for 
hydrogen abstraction because it had the lowest BDE of the PMMA C-H bonds.  The plot of the 
PMMA MWD with both BP and BP-BP (Figure 6.9) shows that there is reaction beyond the 
control reaction in benzophenone systems.  BP shows an increase in MW above that of the 
control, and BP-BP forms a new peak.  In both cases there is very little if any scission, 
supporting the idea that all the reactions in the PMMA systems occur on the pendant group.   
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Figure 6.9:  PMMA and BP-BP (dashed), PMMA and BP (bold line), and PMMA (line) after 6 hours irradiation.  
Dotted line is control.    
BP and BP-BP, as sources of radicals in the system, are the most likely of all the additives to 
induce β-scission of the alkyl backbone; this does not occur.  BP and BP-BP in PMMA is an 
excellent candidate for further investigations of purely crosslinking reactions in polymer thin 
films.  The other hydrogen abstractor, Xanthone and its derivative, showed no reactions in 
PMMA. 
6.5.2. Polymethylmethacrylate and Phthalimide 
Phthalimide, as discussed in section 3.3.3, reacts with proton acceptors and then self-
catalyses a SET reaction that generates a phthalimide radical that can hydrogen abstract.  These 
reactions are not possible in the PTH-PTH because the alkyl chain linker is connected to the 
secondary amine required for the SET reaction.  Crosslinks in PTH systems are therefore the 
result of macroradical recombination and should only produce four arm stars unless backbone 
scission occurs.  Scission of the backbone is unlikely in PMMA, as radicals are generated on the 
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pendant groups.  Figure 6.10 shows the results of the reactions between PMMA and PTH, and 
PMMA and PTH-PTH.  There is no significant scission.       
 
Figure 6.10:  PMMA control (dotted) and control, PMMA and PTH (bold line), and PMMA and PTH-PTH (dashed) 
after 6 hours irradiation. 
The mono-functional PTH generates more combination reactions than the control 
reaction, and the bis-functional PTH-PTH shows little to no reaction as would be expected by 
the predicted PTH reaction scheme.  The presence of the PTH reaction indicates that there are 
proton acceptors in the PMMA system.  Transesterification is not a good candidate for 
generating proton acceptors unless it generates a radical, which is unlikely.  Short UV 




The preliminary investigations were hampered by a change in the UV lamp.  The higher 
intensity introduced a short wavelength tail that caused reactions within the control samples.  
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Despite this, the data provided evidence for a number of conclusions that further our 
understanding of the polymer and additive systems under investigation. 
 The polystyrene controls did not react and we were able to examine its reactions with 
phenylazide and phthalimide.  Polystyrene reacts in both the FEN and FEN-FEN systems, which 
contradicts expectations and is only possible if another reaction is present.  The larger amount 
of crosslinking in the FEN-FEN system indicates that the FEN-FEN is forming covalent bridges 
between macromolecules as it was designed to do and bis-functional phenylazide is a good 
crosslinker for PS.  The additional reaction was exposed by the PnBA systems. 
The PnBA control reacted, while it did not in the previous investigations with the other 
UV lamp.  The lamp is therefore the cause of these additional reactions and the incompleteness 
of these investigations.  The reactions between PnBA and both the xanthones and the 
phenylazides did not reach the same extent as the control reactions, indicating that the 
additives compete with the additional reaction in the control.  Neither PS nor PnBA reacted 
with the phthalimides.  The competing additive reactions reached the same extent after the 
same amount of time, indicating the reaction is the same even though the xanthones and 
phenylazides are designed to crosslink using different chemistries.  Transesterification is 
therefore the hypothesized additional reaction in the control, as PnBA, the xanthones and the 
phenylazides have ester groups and the phthalimides do not.  Transesterification requires 
alcohols; trace oxygen and water in combination with short UV irradiation from the new lamp 





 The PBD control also reacted, and the addition of benzophenone derivatives did not 
affect the reaction.  The reaction is therefore not a radical reaction.  PBD is a vinyl polymer, and 
the addition of short UV has the potential to produce many reactions.  The results in other 
additive systems were therefore inconclusive. 
 PMMA reacted without additives; this further supports the transesterification 
hypothesis as PMMA also includes an ester.  The fact that no reaction in PMMA, whether with 
or without additive, produced scission is further confirmation.  Transesterification of the 
pendant ester would not affect the polymer backbone.  PMMA reacted with BP and BP-BP, with 
BP-BP generating more macroradical combination than BP.  Benzophenone can therefore be 
used to crosslink PMMA.  The BP and BP-BP radical reactions also did not generate scission 
product.  Hydrogen abstraction is therefore also occurring on the pendant methacrylate group 
as was predicted by the group contribution calculations, and not the backbone methyl.  A 
radical on the backbone methyl could migrate to the secondary backbone carbon and cause 
scission of the chain.  PMMA’s reaction with phthalimide further supported the 
transesterification hypothesis and proved, as predicted, that only the bis-functional phthalimide 
species reacts to produce crosslinks. 
 These studies did not achieve what they set out to, but they provided important insights 
into both the experimental setup and the polymer and additive reactions.  The fact that none of 






6.7. Further Directions 
 Repeat these experiments with only low intensity, long wavelength (>300nm) UV to 
confirm the results that suggest polymer-additive reactions. 
 Study macromolecule combination-only reactions and gain further insight into the early 
stages of polymer network formation using the bis-functional phthalimide or 
phenylazide additives.  PMMA, is a prime candidate as there are no scission reactions 
with the additive. 
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7.  Chapter 7:  Conclusions 
 
This thesis explored the photochemical crosslinking of polymers using photoactive 
additives.  Additives are used extensively in the post-synthesis modification of polymer 
properties; this work focused on photocrosslinkers active in the ultraviolet.  A survey of 
common polymers was performed and the bond dissociation energies for the carbon-hydrogen 
bonds on the monomers calculated.  The calculation of bond dissociation energies allowed the 
location of hydrogen abstraction and other chemical reactions to be predicted.  A survey of 
both mono- and bi-functional crosslinkers that utilize various reactive chemistries was 
performed.  Hydrogen abstraction, using benzophenone, was of primary interest as it has been 
used extensively previously.  The bond dissociation energies predicted that benzophenone 
would preferentially hydrogen abstract from the backbone in polystyrene and from the 
pendant group in poly(normal-butylacrylate).  These two polymers were chosen for further, in-
depth investigations because they were the only two polymers that had clearly preferred 
abstraction locations.  Polystyrene is a glass and poly(normal-butylacrylate) is a rubber at 
experimental temperatures.  This provided further incentive, as the experiments could 
investigate multiple diffusion regimes. 
 Polystyrene and poly(normal-butylacrylate) thin films were irradiated for multiple 
lengths of time, with multiple ratios of additive to polymer, and with two additive 
functionalities.  The data, in conjunction with modeling of the scission and combination 





Below the threshold, the functionality does not play a role in the reaction because diffusion and 
kinetic considerations outweigh probabilistic ones.  Instead, the higher diffusion rate in mono-
functional additive leads to more self-quenching of the triplet state due to aggregation and a 
lower density of radicals in the system.  Above the threshold, probabilistic considerations 
dominate and a covalent macroradical bridging mechanism appears in the bi-functional 
additive.  The density of radicals above the threshold is so high that the normally second-order 
macroradical recombination reactions become pseudo first-order. 
 The radical reactions in benzophenone-polystyrene systems were studied using EPR to 
identify the location of the reaction and confirm the prediction of the bond dissociation 
energies.  The EPR studies confirmed that polystyrene  is the preferred hydrogen abstraction 
location when competing with toluene, but identification of the exact bond was prevented by a 
previously unseen reaction between the spin trap and benzophenone.  The reaction was shown 
to strip the ketone from benzophenone and transfer it to the spin trap, generating a diphenyl 
radical. 
 A broad survey of polymers and crosslinkers was then performed.  The survey indicated 
the bi-functional phenylazide was a good candidate for investigating combination mechanisms 
without scission mechanisms present.  Polymethylmethacrylate was also shown to ideal for 
those investigations, as it preferentially reacted through the pendant group, as did poly(normal-
butylacrylate).  Transesterification was also shown to be a viable alternative to additives when 





8. Chapter 8: Implications for Future Work 
Throughout this thesis we have explored crosslinking reactions in a number of polymers 
using a number of different additive chemistries.  In Chapter 3, we used rational design 
methodologies to predict the crosslinking location in a number of polymers for a number of 
different chemistries.  It was found that the bond dissociation energies and sterics allow the 
prediction of reaction location; the EPR experiments in Chapter 5 confirmed some of the 
predictions. 
 The location of the reaction plays a large role in the resulting network of reactions.  
When the hydrogen is abstracted from the polymer backbone, significant polymer scission 
occurs.  But systems in which the abstraction occurs on the pendant group show no scission.  
Non-radical based chemistries also showed a lack of scission.  The smart design of polymer and 
additive systems therefore allows one to design the exact network of reactions available to the 
systems.  Polystyrene, for example, is used extensively as a biocompatible material.  We found 
that radical-based crosslinking reactions generate significant scission products.  But if the 
polystyrene were modified by, for example, a para-methyl group, then the crosslinking 
reactions would occur solely on the pendant group and scission would not be a viable reaction, 
making the material safer for biological applications.  Other chemistries, such as nitrene 
insertion, are also available to generate crosslinks without the addition of radicals or other, 
undesired reactions in the system. 
 In Chapter 4 we found that the functionality of the additive is only important at high 





applies to all radical-generating crosslinkers including hydrogen abstractors.  The covalent 
bridging mechanism that is often hypothesized to cause the property changes in polymer-
additive systems does not play a large role; instead it is the density of radicals that is important.  
We would therefore expect high densities of mono-functional additives to produce the same 
results as bi-functional additives.  At low molar ratios, the functionality is even less important, 
and the same results can be achieved irrespective of functionality.  Our probability calculations 
show that increasing the functionality of radical generating additives is a self-defeating process, 
as the probability of even a single covalent bridge is low, and increasing the functionality makes 
the probability even less.  Mono- and bi-functional additives are therefore all that are required 
for crosslinking reactions. 
 In summary, this thesis shows how best to design photoactive crosslinker systems.  To 
maximize the crosslinking and minimize scission, design the polymer and additive chemistry 
such that the reaction occurs on the pendant group.  The additive functionality is then not 







The appendix begins with an explanation of the code used to calculate the Hamielec 
Scission and the recombination models followed by the code itself.  Then the appendix 
continues with an explanation of the simulation principles used in the design of the simulation 
code that is included later in the appendix.  The files were used to simulate scission and 
combination.  In the end, their results were not used in the thesis but they were used in model 
development, testing, and comprehension and served as confirmation of Hamielec results.  
Aspects of the simulation were written with the advice of John Zhang. 
The appendix then includes the computer code used in the data analysis and simulation 
of the HPLC-SEC data.  The code was written by Nicholas Carbone over the course of this thesis.  
Code consists of custom MATLAB® m-files and was run in MATLAB® version 7.10.  MATLAB® and 
all related patents, copyrights and trademarks are the property of The Mathworks, Inc. and 
were used under license.   
EPR data was analyzed using the instrument software (Bruker WINEPR System v2.1 and 
Bruker WINEPR SimFonia v1.25) and the EasySpin MATLAB© toolbox.  These software suites 
also provided all simulations.  For more details on the commercial software, see their 
respective websites. 
 M-files are listed individually, with a page break between them.  M-files with 
subfunctions have the subfunctions below with the names underlined.  In MATLAB, code 
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A. Hamielec Modeling 
a. Modeling random macroradical  -scission (from Chapter 4) 
Chapter 4 describes the derivation and assumptions behind the model.  Here we discuss 
the implementation.  Saito’s equation in Hamielec’s formulation adjusted for our use is 
(7.1)(2.18): 
 ( , )− ( ,0)exp (−  )= exp (−  )   






The second term on the left is the original weight fraction distribution.  In these equations, the 
degree of scission   is defined as the number of chain scission events per number of monomers 
and is a time and kinetics independent radiation dose analog.    is derived by fitting the LHS of 
equation (7.1).  The data,  ( ,  ), is compared to the control,  ( , 0), and the exponential 
term is fitted using a sum of least squares algorithm.  FitShape.m is the sub program used. 
 As we’re only interested in fitting the differences, we ignore the first term of equation 
(7.1) and use a for loop to calculate the integral (assuming we can transition back to a discrete 
function without loss of solution quality).  The calculated distribution is a weight fraction; we 
convert the data to a weight fraction to compare it to the model.  We arbitrarily scale it on the 
yaxis for best fit using FitPeaks.m. 
b. Modeling random macroradical recombination 
 For the combination modeling, the approach is simpler.  Equation (7.2) is a simple 




 ( )∝  ( )=   (  −  ) ( ) (  −  )
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The entire recombination distribution is therefore the sum of equation (7.2) over all  . 
c. Linking the model to HPLC-SEC data 
The model uses number and weight fraction distributions of polymer chains of length  .  
The experimental distributions from the HPLC-SEC must be converted into these distributions.  
As discussed in the section on the HPLC-SEC detectors (section 2.2.2), RIDs measure the number 
of chains of length   and UVDs measures the number of chromophores.  All data used in this 
paper was first converted to the number of chains of length  .  If a different distribution was 
needed for modeling, the data was converted to the needed distribution before calculations.  If 
  is the detector signal and   is the number fraction of chains of degree of polymerization,  , 










B. Hamielec M-Files 
 These files was used to simulate scission using the equations in (5) as well as the 
combination reactions as described in the thesis. 
Hamielec.m 
 This file is the heart of the Hamielec scission and combination model.  It changes the 





from there models the scission.  It then uses the modeled scission to calculate end-to-end 
combinations, the formation of 3-arm stars, and the formation of 4-arm stars.  Once the 
scission and combination have been modeled, it fits the results to the data. 
function [NumberFractions WeightFractions uwt unum ufromsubtraction]= 
Hamielec(xaxis,DataDist,ControlDist,range,g1,g2,g3) 
%This function models random chain scission from an input distribution. 
% 
%The code is based upon equations 10 and 13 from 
%Triacca, V.J. et al; Polymer Engineering and Science; 33(8) 1993 pg445. 
% 
%xaxis: the number of monomers per chain 
%DataDist: the distribution of polymer after degradation 
%ControlDist: the distribution of polymer before degradation 
%range: the full width of the distribution for normalization 
%g1 to g3: the g-factors for end-to-end, 3-arm, and 4-arm branches.  make 
%them all 1 to have no effect on anything. 
  
%we don't want to incorporate species too small or too large into the 
%calculations.  We want the distributions to reflect the GPC range.  We 




%we assume the input distributions are the number fraction. 
%to make sure it is normalized correctly, we renormalize the number 
%fraction distributions within the range of the GPC columns.  If it's 
%already normalized correctly this won't do anything; if not this will 




%after normalization the sums should be 1 
disp('The number fraction normalization; data and control') 
[sum(DataDistnum,1) sum(ControlDistnum,1)] 
  






%Area normalize to produce fraction on the same interval. 





%after normalization the sums should be 1 






%we now have the scaled number and weight fraction of the input 
%distributions.  We need to determine u. 
  
%first we calculate the u based upon the weight fraction, with a range that 
%is chosen to be a 100 points around the peak of the distributions.  This 
%guarantees a good fit around the peak, as there fewest changes are there 
%due to the large number of original MW species remaining. 
  




%use the index of the max as the center and calculate the fit to get u and 
%the percent depletion. 
[fittedwt uwt depwt]=FitShape(xaxis,DataDistwt, ControlDistwt, (range(1)  
+indexwt-50):(range(1)+indexwt+50)); 
[fittednum unum depnum]= FitShape(xaxis,DataDistnum, ControlDistnum,  
(range(1)+indexnum-50):(range(1)+indexnum+50)); 
  
%the depletion is the constant we multiply the control by to fit the max 





%estimates is the u; fitted the fitted control peaks. 




%We assume everything bigger than the control peak location is combination 
%and everything smaller is scission.  We put them in their own variables. 




























%we now have the weight average and number average subtraction plots.   









%Now that we have both the weight and number fraction, and we have also 
%isolated the scission area of the distribution, we use the equations of 
%Hamielec and Saito to predict the scission from the control weight 
%fraction 
  
%the data is usually input as MW high-low (the first value in the array is 
%the highest MW, the last the lowest.  We check if this is true, and if so, 
%flip the arrays to make it increase for loop work. 
if xaxis(end,1)==1 
    xaxisflip=flipud(xaxis); 
    ControlDistwtflip=flipud(ControlDistwt); 











%use a for loop to cycle through each w(r,u) of equation 13 on the r axis 
for r=1:1:maxMonomerNum 
    % another for loop to cycle through the integral from r to inf in eq13 
    count=1; 
    integral=0; 
    for s=r:1:maxMonomerNum 
        integral=integral+(2+uwt.*(s-r))./s.*ControlDistwtflip(s,1); 
        count=count+1; 
    end 
    resultDist(r,1)=uwt.*r.*(integral./count).*exp(-uwt.*r); 
end 
  
%zero the resulting scission distribution everywhere except where the data 
%exists. 
















%Now that we have all the distributions and have calculated the Hamielec 
%scission, we can calculate the recombinations based on our model 
  
%we employ another m-file, as there will be multiple combination 
%calculations 
  
































%we have the scission and the combination distributions.  We here fit them 
%to the data in amplitude.  This destroys the weight or number fraction, 
%but allows us to see how the data overlays 
  
%to set no end-linking, set noendlink=1.  With end-linking set noendlink=0 
noendlink=0; 









%the peaks are fitted to the subtraction.  We calculate the area of the 
%best fit combination and scission peaks.  We use the data subtraction, 
%only the >0 parts, as we will be using this to calculate probabilities and 
%the data subtraction is obviously the data fit.  This reduces the error. 
%The recombination areas are from the best fit peaks.  Every input must be 
%large MW first, as the area calc uses a trapezoidal riemann sum using the 
%xaxis. 
  





%now that we have the areas, we use the probability arguments to determine 
%f, the fraction scission.  We assume that depwt, the wt percent fractional  
%depletion that is the equivalent of exp(-x*u), is all the reacted species  
%and is equivalent to m. 
[fscissionm, fendlinkm, fthreearmm, ffourarmm, fscissionb, fendlinkb, 
fthreearmb, ffourarmb, f, Pmono, Pbis]= 


















text(100,2E-4,{'End-link g-factor= ',num2str(g1),'  3-arm g-factor= 
',num2str(g2),'4-arm g-factor= ',num2str(g3)}) 
axis([100 2000 -1E-5 3.5E-4]) 
  
%----------------------------------------------------- 
%Prepare data for output 
  
NumberFractions=[ControlDistnum DataDistnum fittednum Subtractionnum  
SubtractionnumComb SubtractionnumScis resultDistnum ContContCombnum 
HamHamCombnum HamContCombnum]; 
WeightFractions=[ControlDistwt DataDistwt fittedwt Subtractionwt  










This file scales the control peak by exp(-ru) to the data (the left side of the Hamielec scission 
equation) and fits u to determine the degree of scission.  
function [fitted uestimates depestimates]= 
FitShape(xData,yData,referenceData,range) 
%this function fits the control distribution to the data by multiplying by 
%a function of the scission extent.  It also calculates the depletion, 
%defined as the fraction of the reference that best matches the data.  This 
%is a single number equivalent of the exp(-x*u) used to fit u, the scission 
%extent.  The depletion, in other words, has no x-dependence. 
if size(xData,2)==1 
    xData=repmat(xData,1,size(yData,2)); 
end 
if size(referenceData,2)==1 
    referenceData=repmat(referenceData,1,size(yData,2)); 
end 
  
%this for loop cycles through all data and fits to both the exponential and 
%to a pure multiple.  The pure multiple is the %depletion: what percent of 
%the original chains have reacted 
for i=1:size(yData,2) 
    r=referenceData(range,i); 
    y=yData(range,i); 
    x=xData(range,i); 
     
    %exponential fit 
    start_point = 0.0001; 
    options=optimset('Display','none','MaxIter',10000,'MaxFunEvals',  
10000,'TolX',1E-40,'TolFun',1E-40); 
    uestimates(i,:) = fminsearch(@expfun, start_point,options); 
    fitted(:,i)=referenceData(:,i).*exp(-xData(:,i).*uestimates(i,1)); 
     
    %depletion fit 
    start_point = rand(1,1); 
     
    options=optimset('Display','none','MaxIter',10000,'MaxFunEvals',  
10000,'TolX',1E-40,'TolFun',1E-40); 
    depestimates(i,:) = fminsearch(@depletionfun, start_point,options); 
    fitteddep(:,i)=referenceData(:,i).*depestimates(i,1); 
     
end 
 
%function that calculates the sum of squared errors for the exponential 
function sse = expfun(params) 
    m = params(1); 
    line = r.*exp(-x.*m); 
    FittedCurve=line; 
    ErrorVector = y - FittedCurve; 







%function that calculates sum of squared errors for the depletion 
function sse = depletionfun(params) 
    m = params(1); 
    line = r.*m; 
    FittedCurve=line; 
    ErrorVector = y - FittedCurve; 








This file finds the fit of the combination peaks that best fit the data, with or without g-factor 
incorporation.  It minimizes the sum of squared errors between the sum of the 3 fitted peaks 
and the data. 
 





    xData=repmat(xData,1,size(yData,2)); 
end 
  
%first we change the convolution in the xaxis using the g-factors 
%find the index of the max 
[~,index1]=max(convolution1); 
%we find the MW at g1 
mw1=xData(index1,1); 
%we scale the MW by g1 and round to the nearest whole number 
newmw1=round(mw1.*g1); 
%we find the index of the new mw 
newindex1=find(xData(:,1)==newmw1,1); 
%calculate the shift 
shift1=newindex1-index1; 
%add that shift in zeros to the beginning of the convolution 
convolution1=[zeros(shift1,1);convolution1(1:end-shift1,:)]; 
  
%we do it again for the second g-factor 
%find the index of the max 
[~,index2]=max(convolution2); 
%we find the MW at g1 
mw2=xData(index2,1); 
%we scale the MW by g1 and round to the nearest whole number 
newmw2=round(mw2.*g2); 
%we find the index of the new mw 
newindex2=find(xData(:,1)==newmw2,1); 
%calculate the shift 
shift2=newindex2-index2; 
%add that shift in zeros to the beginning of the convolution 
convolution2=[zeros(shift2,1);convolution2(1:end-shift2,:)]; 
  
%we do it again for the second g-factor 
%find the index of the max 
[~,index3]=max(convolution3); 
%we find the MW at g1 
mw3=xData(index3,1); 
%we scale the MW by g1 and round to the nearest whole number 
newmw3=round(mw3.*g3); 






%calculate the shift 
shift3=newindex3-index3; 




    y=yData(range(1):6076,i); 
    x=xData(range(1):6076,i); 
    start_point = rand(1, 3); 
    options=optimset('Display','none','MaxIter',10000,'MaxFunEvals',  
10000,'TolX',1E-40,'TolFun',1E-40); 
 
    estimates(i,:) = fminsearch(@expfun,start_point,options); 
    estimates=abs(estimates); 
    fitted(:,i)=(1-noendlink).*estimates(i,1).*convolution1+estimates(i,2).*      
convolution2+estimates(i,3).*convolution3; 




%function that calculates the sum of squared errors 
function sse = expfun(params) 
    m = abs(params(1)); 
    b = abs(params(2)); 
    q = abs(params(3)); 
    line = m.*convolution1.*(1-noendlink)+ b.*convolution2+q.*convolution3; 
    FittedCurve=line(range(1):6076,1); 
    ErrorVector = FittedCurve - y; 









This file calculates the macroradical recombination of any two input distributions and outputs it 
for further use. 
 
function resultDist=MacroRadicalCombination(xaxis,signal1,signal2,range) 
%this is a subfunction of Hamielec that calculates the macroradical 
%recombination of any 2 input distributions.  It assumes the distributions 
%are correct (number fraction)). 
%we again employ nested for loops; the outer to cycle through r and the 
%inner to cycle through s. 
%signal1 and signal2 should be flipped so the small MWs are first; xaxis 
%should not be flipped and should have the large MWs first. 
  





%cycle through n(r) 
for r=2:1:maxMonomerNum 
    %cycle through all smaller molecules 
    count=1; 
    thesum=0; 
    for s=1:1:r-1 
        thesum=thesum + s.*(r-s).*signal1(s,:).*signal2(r-s,:); 
        count=count+1; 
    end 
    %we divide by count to prevent from unintentionally multiplying by r, 
    %as count=r, and the number of contributions to thesum will increase 
    %with time. (at r=4, there will be 4 terms of thesum; at r=10 there 
    %will be 10 terms of thesum; we divided by count to make a single term 
    %and therefore remove the extra r) 
    resultDist(r,1)=thesum./count; 
end 
  
%make sure it is a number fraction 
resultDist=resultDist./repmat(sum(resultDist,1),size(resultDist),1); 










This file calculates the area of the input peaks using trapezoidal Riemann sums.  It is used in the 
determination of peak height/area and relative reactions. 
function [ScissionArea EndLinkingArea ThreeArmArea FourArmArea]= 
AreaofPeaks(xaxis,ScissionPeak,EndLinkingPeak,ThreeArmPeak,FourArmPeak) 
%this function calculates the areas of the input peaks.  It calculates the 
%ENTIRE AREA input; this is feasible because the combination peaks are zero 
%everywhere except at the peaks.  We artificially impose this on the 
%ScissionPeak, which is data, by making all data<0=0.  We also only use the 
%scission section, but that is set through the input. 
  
%This calculates area by doing a trapezoidal reiman sum of the 
%form:  (1/2)*Q*[f(a)+2f(a+Q)+2f(a+2Q)+2f(a+3Q)+...+f(b)] 
%where a is the beginning of the xaxis, b the end, and Q the step 
%size.  So it's .5*rate*[y(1)+2y(2)+2y(3)+...+2y(b-1)+y(b)] 
  
%Pad the scission data with zeros at the high MW so it's the same size 
%vector as the xaxis and then set the data scission peak to just the  










%if any of the areas are near zero, set the area to zero.  That way the 
%floating point calculation errors don't propagate 
if ScissionArea<1E-10 
    ScissionArea=0; 
end 
if EndLinkingArea<1E-10 
    EndLinkingArea=0; 
end 
if ThreeArmArea<1E-10 
    ThreeArmArea=0; 
end 
if FourArmArea<1E-10 








This uses the probabilities of each radical species to attempt to calculate the fraction reacted.  
function [fscissionm, fendlinkm, fthreearmm, ffourarmm, fscissionb, 
fendlinkb, fthreearmb, ffourarmb, f, Pmono, Pbis]= 
Probabilities(m,ScissionArea, EndLinkingArea, ThreeArmArea, FourArmArea) 
%This function uses the probabilities and the depletion percent (in 
%decimal form) to calculate, f, the balance of chains that underwent 
%scission vs those that didn't. 
 
%we assume that the scission area reflects the dead chains that exist 
%after scission events 
  
%we are assuming that the depletion, exp(-ru), is equal to the sum of all 
%the processes.  IE mass conservation. So: 
%depletion=dead polymer (scission) + endlinking + 3arm stars + 4arm stars 








































C. Simulation Principles 
The combination and scission of the chains in our system can be simulated simply to 
quantitatively predict the distribution changes.  We begin with a theoretical polymer length 
distribution,  ( ).   ( ) is the number of polymer chains of length N monomers.  In the 
simulation, chains in the original distribution  ( ) will randomly undergo combination or β-
scission reactions as radicals are generated on the backbone by BP, bi-functional BP, or any 
other photosensitizer.  For the model we are only interested in reactions that change the 
molecular weight distribution; we assume only interpolymer combination and polymer scission 
reactions, and that the radicals are generated directly on the backbone.  We can therefore 
neglect the photochemistry and the additive.    
The principle of equal reactivity states that all monomers in a polymerization reaction 
react with equal probability.  Equivalently, we assert that all bonds in the (homopolymer) 
polymer distribution can form radicals with equal probability.  The probable location of a radical 
in a polymer distribution  ( ) is therefore (  − 1) ( ), as there is one less bond than 
monomer in a polymer chain.   ( ) can either be a theoretical distribution or an experimental 
HPLC-SEC curve.  To determing  ( ) from experiment we begin with the distributions as 
reported by a UV detector,    ( ), and/or a RI detector,    ( ), with N the number of 
monomers per chain calculated from the calibrated retention-time to molecular-weight axis or 
using a LS detector.  UV detectors detect the concentration of UV-active monomer in the eluent 
stream; monomer connectivity is ignored.  Thus the distribution reported by a UV detector is 
related to the N-mer distribution by    ( )=   ( ).  Above 10N  , a RI detector detects 
the concentration of polymer independent of molecular weight (8), so    ( )=  ( ).  For the 
simulations the non-irradiated control distributions were used as the input  ( )s. 
The simulation models both combination and scission of the input distribution.  The 











Low values of   correspond to a high relative probability of combination while low values 
correspond to a high relative probability of scission.  A pseudorandom number generator 
generates a value between zero and one; values above   switch to a combination calculation 
while values below   switch to a scission calculation.  A pseudorandom integer generator 
randomly identifies one of the bonds in the distribution. In the simulation, each bond in the 
distribution is labeled individually and consecutively.   This facilitates the locating of the chain 
to which it belongs; the cumulative number of bonds, when compared with the cumulative 
  ( ) easily locates the length,  , of the chain the bond comes from.  Modular arithmetic 
determines where on the chain the bond is located for use in calculation of branching 
coefficients and non-ideality of the chain.  After the first bond/chain is identified, the simulation 
diverges based on reaction.  If a scission reaction was predicted, then the chain is split at the 
identified bond and the pieces are added to the distribution while the original chain is removed.  
If a combination reaction was predicted, then the first chain is removed from the distribution to 
prevent intrapolymer reactions and a second random bond is identified.  The first chain is 
reacted to the second chain at the bond locations and this combined chain is added to the 
distribution.  The same procedure is performed repeatedly on the constantly updating 
distribution until a set percentage of the original chains have reacted.  One can either proscribe 
a percentage and  , or the variables can be fitted to the data using a least squares minimization 
algorithm.  The overall procedure is repeated multiple times and the results averaged together 
in order to minimize the effects of outliers on the results.  The program flowchart is shown in 
Figure 9.1 below. 
 The program simulation predicts the chain lengths after reaction.  We incorporate 
branching using the equations of Zimm and Stockmayer(9).  This allows the prediction of the 






6  , where   is the branching coefficient.  





that the simulation branching coefficients will be smaller than those of the real chains.  Figure 
9.2 compares the 16:1 bis:PS 9 hour data with the simulation results for pure linear chains 
( =1) as well as those with accurate branching coefficients as calculated following the methods 
of Zimm and Stockmayer.  The simulation in Figure 9.2 does not incorporate scission.  The pure 
linear combination peak has a radius of gyration larger than the data peak; the combination 
peak from the calculated branching coefficients has a radius of gyration smaller than the data 
peak as expected due to the lack of specific interactions.  The experimental data therefore does 
not correspond to the pure linear, end-to-end, combination reaction expected if the reaction 
was end linking due to initiator fragments or other residual synthesis contaminants.  We can 
say with confidence that the combination reactions are along the backbone of the polymers.  
The swelling of the chains in the eluent (a good solvent) due to excluded volume, straining, and 
other specific interactions not included in Zimm and Stockmayer’s treatmeant increase the 











Figure 9.2:  Comparison of Data and Simulation results for pure linear chains (right black dots, g=1) and branched 
chains (left black dots, g=variable) assuming 10% of original chains combined.  Data (line) is 16:1 bis:PS 
irradiated for 9 hours. 






D. Simulation M-Files 
 These files were used to simulate scission and combination.  In the end, their results 
were not used in the thesis but they were used in model development, testing, and 




This is the heart of the simulation.  It does the calculation either on user-input distributions or 
on user-defined ones by removing the commenting to the Gaussian definition. 
function [CombScisPureN] = 
CombinationScissionWithRg(NIn,FNIn,FNcompare,fraction) 
%This function models the CombScis distribution. 
%designed in conjunction with John Zhang 
  






%input is a fraction distribution; this converts to # of chains, and can be 
%adjusted for detail (more chains=more fine detail) as well as processor load 
%(fewer chains=less crashing and smaller memory footprint) 
FNIn=round(10000.*FNIn); 
  






%populate the axes with F(N) distribution.  This allows distribution d 
for i=1:1:size(NIn,1) 
    FNaxis(Naxis==NIn(i,1))=FNIn(i); 
end 
  
%what percent of the bonds do we want to react? 





balance=0;       %distribution between pure combination (0) and pure scission 
%(1) 
  
%create a vector of every chain, by length.  The lengths are repeated once 
%for every chain of that length.  So if there are 3 chains of length 1 and 
%4 chains of length 2, the resulting vector will be 
%  [1;1;1;2;2;2;2]. 
chains_static = cumsum(FNaxis); 
%bond_static = cumsum(FNaxis.*Combaxis); 
  
experiment_num=10; 
%do the "experiment" experiment_num times and then we can average to get a 





    %the first column is the distribution; the second column counts the 
    %number of single branched polymers in each part of the distribution; 
    %third column counts double branched; four counts triple branched 
    FNaxisUse=FNaxis; 
    toobig=zeros(1,experiment_num);      
%keep track of chains that get too big to be tracked 
    toomanybranches=zeros(1,experiment_num);      
%keep track of chains that have too many branches to be tracked, just %
 %in case 
    %variables that track the combination locations of the branches.  These 
    %are stored with each column a branched molecule. 
    branchingarraychains=zeros(5,round(fraction.*max(chains_static))); 
    branchingarraybonds=zeros(4,3.*round(fraction.*max(chains_static))); 
     
    chain_counter=1; 
    evolution_counter=1; 
    while chain_counter <= round(fraction.*max(chains_static)) 
        random_reaction=rand(1); 
        if random_reaction>balance 
             
            bond=cumsum(FNaxisUse(:,1).*(Combaxis-1)); 
            %Where_It_Broke=[NaN,NaN,NaN]; 
             
            %choose a random bond 
            bond_rand(1,1) = randi([1,max(bond)],1,1); 
            %locate the length of chains selected by the bonds and remove a 
            %chain 
            index=find(bond<bond_rand(1,1),1,'last')+1; 
            FNaxisUse(index,1)=FNaxisUse(index,1)-1; 
             
            %locate the exact bond within that chain 
            bond_number1=mod(bond(index,1)-bond_rand(1,1), 
Combaxis(index,1)-1); 
             
            if bond_number1==0 
                bond_number1=Combaxis(index,1)-1; 
            end 




%we determine if this chain is branched. the branching array 
%consists of 4 columns per branch, with 5 rows.  The 
%first column is the chain lengths in a branch, the second column 
%the first two bonds to react, the third the second two bonds to 
%react, and the fourth the third two bonds to react.  The bottom 
%row is the total length of the chain. We assume the branched 
%chains are at the beginnning of the size. 
 
            %first we make sure the chain lengths of the previously 
            %branched molecules are correct 
            branchingarraychains(5,:)=sum(branchingarraychains(1:4,:),1); 
 
            %we know from above the length of the chosen chain; we search 
            %the branching array for all chains of that length and compute 
            %the number of bonds in them 
            [row,column]=find(branchingarraychains(5,:)==index); 
            branchbonds=sum(row,2).*(Combaxis(index,1)-1);         
%calculate the number of bonds in branched molecules of that size 
            chosenindex1=[]; 
 
%if the randomly selected bond is higher than the number of bonds in the 
%previous size plus the bonds in the branch for the current size, then it's 
%not branched 
            if branchbonds+bond(index-1,1)<bond_rand(1,1)     
                chain1is=0;  %no branching 
                %find the first empty column in the branching matrix to 
                %make a new branch 
                chosenindex1=find(branchingarraychains(5,:)==0,1); 
%add the chain length 
                branchingarraychains(1,chosenindex1)=index;  
%add the bond number 
                branchingarraybonds(1,3.*chosenindex1-2)=bond_number1;  
%if otherwise, it is branched 
            elseif branchbonds+bond(index-1,1)>=bond_rand(1,1)        
%determine which of the branched molecules has been chosen, and the bond 
%within that molecule 
                if rem(bond_rand(1,1)-bond(index-1,1),Combaxis(index,1)-1)==0 
                    chosenchain=floor((bond_rand(1,1)-bond(index- 
1,1))/(Combaxis(index,1)-1)); 
                else 
                    chosenchain=floor((bond_rand(1,1)-bond(index- 
1,1))/(Combaxis(index,1)-1))+1; 
                end 
%get the chain itself from the column 
                chosenindex1=column(:,chosenchain); 
%get info on chain-how many branches already? 
                chain1is=find(branchingarraychains(1:4,chosenindex1)==0,1)-2;    
%if 1, one branch.  if 2, two branch.  if three,we must eliminate it 
%allows infinite branching off the same bond 
 
                if ~isempty(chain1is)    
%if it has less than 3 branches, add the new reacting bond. first determine 
%what chain within the already branched chain reacted 
                    if bond_number1<=branchingarraychains(1,chosenindex1);    
%first chain 






  2+chain1is)=bond_number1;    




branchingarraybonds(2,3.*chosenindex1-2+chain1is)   
  =bond_number1-branchingarraychains(1,chosenindex1); 





bond_number1<=sum(branchingarraychains(1:3,chosenindex1),1)    
  
                  branchingarraybonds(3,3.*chosenindex1-2+chain1is)  
  =bond_number1-sum(branchingarraychains(1:2, 
chosenindex1),1); 
%error catching 
                    else 
                        disp('This should never print Combination Scission  
WithRg:1') 
                    end 
                elseif isempty(chain1is) 
                    chain1is=3; 
                end 
            else 
                disp('This should never print CombinationScissionWithRg:2') 
            end 
             
            %recount the bonds to account for the selected chain 
            %(This sets interpolymer reactions only) 
            bond=cumsum(FNaxisUse(:,1).*(Combaxis-1)); 
            %choose second random bond and remove the chain from the 
            %distribution 
            bond_rand(2,1) = randi([1,max(bond)],1,1); 
            index2=find(bond<bond_rand(2,1),1,'last')+1; 
            FNaxisUse(index2,1)=FNaxisUse(index2,1)-1; 
             
            %locate the exact bond within that chain 
            bond_number2=mod(bond(index2,1)-bond_rand(2,1), 
Combaxis(index2,1)-1); 
             
            if bond_number2==0 
                bond_number2=Combaxis(index2,1)-1; 
            end 
             
             
            %we determine again if this chain is branched 
            %we know from above the length of the chosen chain; we search 
            %the branching array for all chains of that length and compute 
            %the number of bonds in them 
            [row,column]=find(branchingarraychains(5,:)==index2); 
 
%calculate the number of bonds in branched molecules of that size 





%this insures there's not an error with the ~isempty(chosenindex2) below when 
%checking for a second branched molecule.  Otherwise its value is held over 
%from the previous iteration. 
            chosenindex2=[];       
%if the randomly selected bond is higher than the number of bonds in the 
%previous size plus the bonds in the branch for the current size, then it's 
%not branched 
            if branchbonds+bond(index2-1,1)<bond_rand(2,1)  
%no branching 
                chain2is=0;   
%if otherwise, it is branched 
            elseif branchbonds+bond(index2-1,1)>=bond_rand(2,1)  
                if rem(bond_rand(2,1)-bond(index2-1,1), Combaxis(index2,1)- 
1)==0 
                    chosenchain=floor((bond_rand(2,1)-bond(index2- 
1,1))/(Combaxis(index2,1)-1)); 
                else 
                    chosenchain=floor((bond_rand(2,1)-bond(index2- 
1,1))/(Combaxis(index2,1)-1))+1; 
                End 
%get the chain itself from the column 
                chosenindex2=column(:,chosenchain); 
%get info on chain-how many branches already? 
                chain2is=find(branchingarraychains(1:4,chosenindex2)==0,1)-2;    
%if 1, one branch.  if 2, two branch.  if three, we must eliminate it 
            end 
            if isempty(chain2is) 
                chain2is=3; 
            end 
 
%we only allow up to 3 branches.  Check if there are more than 3 branches in 
%the combination, and make the chain(s) dissapear 
            %if there are 3 branches 
            if chain1is+chain2is+1>3 
                branchingarraychains=[branchingarraychains(:,1:chosenindex1- 
1) branchingarraychains(:,chosenindex1+1:end)]; 
                
branchingarraybonds=[branchingarraybonds(:,1:3.*(choseninde
x1-1)) branchingarraybonds(:,3.*chosenindex1+1:end)]; 
                if ~isempty(chosenindex2) 
                    
branchingarraychains=[branchingarraychains(:,1:chosenindex2
-1) branchingarraychains(:,chosenindex2+1:end)]; 
                    
branchingarraybonds=[branchingarraybonds(:,1:3.*(choseninde
x2-1)) branchingarraybonds(:,3.*chosenindex2+1:end)]; 
                end 
                    
       toomanybranches(1,experiment_num)=toomanybranches(1,experiment_num)+1; 
%skip the rest of this loop 
                continue     
            end 
             
 





%if chain 2 is not branched; add it to the branching array 
case 0 
                       
emptyrow=find(branchingarraychains(1:4,chosenindex1)==0,1); 
%add the chain length 
                branchingarraychains(emptyrow,chosenindex1)=index2;  
    %add the bond number 
                branchingarraybonds(emptyrow,3.*chosenindex1-2+chain1is)=  
bond_number2;  
                     
%if it has 1 branch 
                case 1  
                  %transplant the lengths directly to the first chain vector. 
                    
emptyrow=find(branchingarraychains(1:3,chosenindex1)==0,1); 
                     
%should always be 2 for the same reason 
emptycolumn=find(sum(branchingarraybonds(:,3.*chosenindex1-
2:3.*chosenindex1),1)==0,1);   








                     
%first determine what chain within the already branched chain reacted 
                  if bond_number2<=branchingarraychains(1,chosenindex2);    
%first chain 
%add the bond that reacted to the bond array 
branchingarraybonds(emptyrow,3.*chosenindex1-2+chain1is)=  
  bond_number2;    
%second chain 
elseif bond_number2>branchingarraychains(1,chosenindex2) && 
bond_number2<=sum(branchingarraychains(1:2,chosenindex2),1)  
                         
branchingarraybonds(emptyrow+1,3.*chosenindex1-2+chain1is)=  
bond_number2-branchingarraychains(1,chosenindex2); 
                   
else 
                  disp('This should never print CombinationScissionWithRg:3') 
                  end 
                     
%remove chain 2 from the branching arrays 
branchingarraychains=[branchingarraychains(:,1:chosenindex2-
1) branchingarraychains(:,chosenindex2+1:end)]; 
                    
branchingarraybonds=[branchingarraybonds(:,1:3.*(chosenindex
2-1)) branchingarraybonds(:,3.*chosenindex2+1:end)]; 
                     
%if it has 2 branches 
case 2  
%transplant the lengths directly to the first chain vector. 




%should always be 2 as we just created this branch in the first chain section 
emptyrow=find(branchingarraychains(1:2,chosenindex1)==0,1);  
                     
%should always be 2 for the same reason 
emptycolumn=find(sum(branchingarraybonds(:,3.*chosenindex1-
2:3.*chosenindex1),1)==0,1);   
                    
branchingarraychains(emptyrow:emptyrow+2,chosenindex1)=bran
chingarraychains(1:3,chosenindex2); 






%first determine what chain within the already branched chain reacted 
                    if bond_number2<=branchingarraychains(1,chosenindex2);    
%first chain 
%add the bond that reacted to the bon array 
branchingarraybonds(emptyrow,3.*chosenindex1-
4+emptycolumn)=bond_number2;    

















                     
else 
                  disp('This should never print CombinationScissionWithRg:4') 
                  end 
                     
%remove chain 2 from the branching arrays 
                    
branchingarraychains=[branchingarraychains(:,1:chosenindex2
-1) branchingarraychains(:,chosenindex2+1:end)]; 
                    
branchingarraybonds=[branchingarraybonds(:,1:3.*(choseninde
x2-1)) branchingarraybonds(:,3.*chosenindex2+1:end)]; 
                     
                otherwise 
          disp('This should never print CombinationScissionWithRg:5') 
            end 
             






%if the size of the combined chain is greater than 5 times the maximum input 
array size (irrespective of if there are any chains at that size; this is 
about just the array size) these chains "dissapear" from the distribution and 
are counted as reacted,though too big to be part of the output distribution. 
            if index+index2>max(Combaxis) 
                toobig(1,experiment_num)=toobig(1,experiment_num)+1; 
                continue 
            end 
             
             
%add the new, combined chain to the distribution.  This variable is the pure 
%linear length; radius of gyration changes in output location are not 
%considered. 
            FNaxisUse(index+index2,1)=FNaxisUse(index+index2,1)+1; 
             
%now the distribution is adjusted. 
%if it’s the first experiment, the changes are just the distribution 
            if evolution_counter==1   
                CombScis_evolution(:,evolution_counter)=FNaxisUse(:,1); 
%account for multiple experiments by averaging the new experiment with 
%previous 
            else   
               
CombScis_evolution(:,evolution_counter)=mean([FNaxisUse(:,1
), CombScis_evolution(:,evolution_counter)],2); 
            end 
             
            chain_counter=chain_counter+2; 
            evolution_counter=evolution_counter+1; 
             
        elseif random_reaction<balance 
             
            bond=cumsum(FNaxisUse(:,1).*(Combaxis-1)); 
                         
            %choose a random bond 
            bond_rand = randi([1,max(bond)],1,1); 
             
            %locate the index (length of chain) of that bond 
            index=find(bond<bond_rand,1,'last')+1; 
            %locate the exact bond with the chain that broke 
            bond_number=mod(bond(index,1)-bond_rand,Combaxis(index,1)-1); 
%The size of one piece is the bond_number (since a break of bond 2 produces a 
%piece of size 2); the size of the other is the chain length minus the bond 
%number+1. Remove 1 chain from the original length and add 1 chain each to 
%each pieces' length.  A bond_number of zero indicates the last bond in a 
%chain; this is equivalent to Naxis(index,1)-1 
            if bond_number==0 
                bond_number=Combaxis(index,1)-1; 
            end 
            FNaxisUse(index,1)=FNaxisUse(index,1)-1; 
            FNaxisUse(bond_number,1)=FNaxisUse(bond_number,1)+1; 
            FNaxisUse(Combaxis(index,1)- 
bond_number,1)=FNaxisUse(Combaxis(index,1)-bond_number,1)+1; 




%now the distribution is adjusted. 
%if it’s the first experiment, it's just the distribution 
            if evolution_counter==1   
                CombScis_evolution(:,evolution_counter)=FNaxisUse(:,1); 
%account for multiple experiments by averaging the new experiment with 
previous 
            else   
                
CombScis_evolution(:,evolution_counter)=mean([FNaxisUse(:,1), 
CombScis_evolution(:,evolution_counter)],2); 
            end 
            chain_counter=chain_counter+1; 
            evolution_counter=evolution_counter+1; 
        elseif random_reaction == balance 
            continue 
        else 
            disp('This should never print error CombinationScissionWithRg:6') 
            keyboard 
        end 
    end 
    CombScis_repeat(:,j)=FNaxisUse; 
    branchingarraychains(5,:)=sum(branchingarraychains(1:4,:),1); 
    [linRg2b2(:,j) FNaxisRg(:,j) singlebranchchains twobranchchains  










chains_static2 = sum(CombScisPureN,1); 
plot(Combaxis,CombScisPureN,'og') 
CombScisPureN=CombScisPureN./repmat(sum(CombScisPureN,1),size(CombScisPureN,1
),1);  %scale to 1 
title('Direct Chain Lengths') 
 
%Pass results to g-factor code 
linRg2b2Ave=mean(linRg2b2,2); 
FNaxisRgAve=mean(FNaxisRg,2); 



















This subfunction implements Zimm and Stockmayer’s calculations on the arrays from the 
simulation and produces the radii of gyration of all species in the system. 
function [linRg2b2 FNaxisRg singlebranchchains twobranchchains 
threebranchchains onebranchRg twobranchRg 
threebranchRg]=RadiusOfGyration(Naxis,FNaxisUse,Chains,Bonds) 
 
%This function uses the equations from 
%Zimm,Stockmeyer, J.Chem.Physics,v17#12,1949,pg 1301 
%To calculate from an input distribution and branching locations the 
%relative radius of gyration for polymers with 0,1,2,3 branch units 
  
%first calculate linear dimention.  These equations are in R^2/b^2 space to 
%eliminate the rotational, bond angle, and solvent effects within a 
%polymer.  In other words, all below equations are R^2/b^2=... 
  
%check to insure the sums are correct 
Chains(5,:)=sum(Chains(1:4,:),1); 
  






%linear Rg axis: this is merely R^2=b^2*N/6 changed to R^2/b^2=N/6 
linRg2b2=Naxis./6;         
  
%one branch  R^2/b^2=1/N*sumv(Nv 
%find the chains in Chains that have only 1 branch 
[~,column1br]=find(Chains(1,:)~=0 & Chains(2,:)~=0 & Chains(3,:)==0 & 
Chains(4,:)==0 & Chains(5,:)~=0);   %because the third row of chains is only 
if there are 2 or more branches 
  
if ~isempty(column1br)  %if there are any branches 
    %we get the chains and bonds of just the single chain species.  To 
    %calculate Rg, we need to count the number of monomers in each arm of the 
    %single branch species. 
    %this is an easy calculation.  The chains variable has the length of the 
    %chain; the bonds variable the bond that's reacted 
    %for each branched chain, create a 4 row array with the branch lengths. 
    singlebranchchains=Chains(:,column1br); 
     
    %we have to do a bit of manipulation to get the bond columns from the 
    %chain one 
 
%we only need these, as one branch only uses the first of the 3 available 
branch columns 
    singlebranchbonds=Bonds(:,3.*column1br-2);    




    for i=1:1:size(singlebranchchains,2) 
        
branchesofsingle(:,i)=[singlebranchbonds(1:2,i);singlebranchchain
s(1:2,i)-singlebranchbonds(1:2,i)]; 
         onebranchRg(1,i)=singlebranchchains(5,i); 












%find the chains in Chains that have 2 branches 
[~,column2br]=find(Chains(3,:)~=0 & Chains(4,:)==0 & Chains(5,:)~=0);   
%because the third row of chains is only if there are 2 or more branches 
  
if ~isempty(column2br)      %if there are any 2 branch chains 
    twobranchchains=Chains(:,column2br); 
     
%we have to do a bit of manipulation to get the bond columns from the chain 
%one 
    bonds1=3.*column2br-2; 
    bonds2=3.*column2br-1; 
    twobranchcolumns=sort([bonds1 bonds2]); 
     
    %we need the first two of the 3 available branch columns 
    twobranchbonds=Bonds(:,twobranchcolumns);    
     
    for i=1:1:size(twobranchchains,2) 
        %we eliminate a bug, sofar of unknown source, whereby there is 
        %sometimes a column of all zeros counted as a two branch species. 
        if sum(twobranchbonds(:,2.*i-1),1)==0 ||  
sum(twobranchbonds(:,2.*i),1)==0 
            break 
        end 
         
        %we find the row in the bonds that has no zeros; this row is the 
        %cross-chain that contains the interbranch ab chain. We make it a 
        %boolean vector, with 1 the row and 0 the others 
        row=twobranchbonds(:,2.*i-1)~=0 & twobranchbonds(:,2.*i)~=0; 
         
%we find the column of the row with the larger #; this helps determine how to 
%match up the ends.  If inequality is 0 (false), then the first column is 
%greater; if it's 1 (true) then the second is greater. 
        column=twobranchbonds(row,2.*i-1) < twobranchbonds(row,2.*i); 
%this allows the following definition: 
%   column index of the greater=2.*i-1+column; 
%   column index of the lesser2.*i-column; 





%NOTE: if the two values are equal, then the inequality is 0 and everything 
%is correct except the interbranch ab chain is length 0 and the equation 
%reduces to the one branch equation, which is valid for arbitrary 
%functionality and therefore still valid in this calculation (on branch of 
%functionality 6). 
         
%we define branch a as the branch connected to the branch point with the 
%lesser of the two bonds connected to the interbranch ab chain 
 
%xor finds the row that contains both a number, and not a number in the 
%second column; the column is the lesser one as defined above 
        branchesoftwoa(:,i)= [ 
            twobranchbonds(xor(row,twobranchbonds(:,2.*i-column)),2.*i- 





%and finds the row that has reacted with the other column, and is 
%of the lesser value. 
twobranchbonds(and(row,twobranchbonds(:,2.*i-column)),2.*i-
column)                  
            ]; 
         
        %branch b is the branch of the greater of the 2 connected bonds. 
        %The only changes are the final row calculation, and the 
        %substitution of 2.*i-1+column for the lesser code. 
 
%xor finds the row that contains both a number, and not a number in the 
second column; the column is the greater one as defined above 
        branchesoftwob(:,i)=[ 
            twobranchbonds(xor(row,twobranchbonds(:,2.*i-1+column)),2.*i- 
1+column);    





%and finds the row that has reacted with the other column, and is 




         
        %branch ab is the branch that connects branch a to b.  It's the 
        %only branch with no ends.  It's length is the difference between 
        %the greater and lesser value in the row that connects the columns. 
        branchesoftwoab(:,i)=[ 
            twobranchbonds(and(row,twobranchbonds(:,2.*i-1+column)),2.*i- 
1+column)-twobranchbonds(and(row,twobranchbonds(:,2.*i-
column)),2.*i-column)]; 
         
        %to make the radius of gyration calculation easier, we put all the 
        %branches into a single array for part of it. 




      
alltwobranches=[branchesoftwoa(:,i);branchesoftwob(:,i);branchesoftwoab
(:,i)]; 
         
        twobranchRg(1,i)=twobranchchains(5,i); 
         
        %first calculate the single branch equation using the single array 
        parta=sum(alltwobranches.^2./2- 
alltwobranches.^3./(3.*twobranchchains(5,i)),1); 
         
%then the modification for two branches 




        %and finally put the two parts of the equation together 
        twobranchRg(2,i)=(1./twobranchchains(5,i)).*(parta+partb); 
        gfactor2(:,i)=(6./twobranchchains(5,i).^2).*(parta+partb); 





%find the chains in Chains that have 3 branches 
[~,column3br]=find(Chains(4,:)~=0 & Chains(5,:)~=0);   %because the fourth 
row of chains is only if there are 3 or more branches 
  
if ~isempty(column3br) %if there are any three branch chains 
    threebranchchains=Chains(:,column3br); 
     
    %we have to do a bit of manipulation to get the bond columns from the 
    %chain 
    %one. 
    bonds1=3.*column3br-2; 
    bonds2=3.*column3br-1; 
    bonds3=3.*column3br; 
    threebranchcolumns=sort([bonds1 bonds2 bonds3]); 
     
    threebranchbonds=Bonds(:,threebranchcolumns);   %we need all 3 of the 
available branch columns 
     
    for i=1:1:size(threebranchchains,2) 
        %we eliminate a bug, sofar of unknown source, whereby there is 
        %sometimes a column of all zeros counted as a three branch species. 
        if sum(threebranchbonds(:,3.*i-2),1)==0 ||  
sum(threebranchbonds(:,3.*i-1),1)==0 || 
sum(threebranchbonds(:,3.*i),1)==0 
            break 
        end 
         
        bonds=threebranchbonds(:,3.*i-2:3.*i); 
         
        %this calculation is relatively simple because they treat the 3 
        %branches as one "reference branch" which connects to both other 





        %reference branch and a, and the reference branch and b.  This will 
        %overcount the reference branch, but we can then remove the excess 
        %branches. 
        %first find the reference branch, which is the only one that has 
        %both its reacted bonds connected to other branches 
 
 
%we first boolean AND columns 1,2 and 2,3 and 1,3.  This gives us the 
%matching row in each.  A boolean OR gives us the boolean signature of the 
%reference column (the rows that aren't zero).  We repeat the signature into 
%a 3 column matrix, then AND it with the bonds and sum that in the row 
%direction.  The reference column will be the only one with sum==2 
refcolumn=sum((bonds>0 & repmat((bonds(:,1)~=0 & bonds(:,2)~=0) | 
(bonds(:,1)~=0 & bonds(:,3)~=0) | (bonds(:,2)~=0 & 
bonds(:,3)~=0),1,3)),1)>=2;   
         
        %we have to account for the situation where one chain has all the 
        %crosslinks (acts more like a comb polymer than a branch...but in 
        %this code we still treat it like as a branch).  We know this has 
        %happened when the sum of refcolumn is not 1 (more than 1 
        %"refcolumn") 
        if sum(refcolumn,2)~=1 
            %get the row 
            row=sum(bonds~=0,2)==3; 
            %find the columns that correspond to the max and min 
            [~,maxcol]=max(bonds(row,:)); 
            [~,mincol]=min(bonds(row,:)); 
             
            %we can directly get the b branches from this 
            branchb(:,1)=[ 
                bonds(bonds(:,mincol)~=0,mincol); 
                threebranchchains(xor(row,bonds(:,mincol)),i)- 
    bonds(xor(row,bonds(:,mincol)),mincol)]; 
             
            branchb(:,2)=[ 
                bonds(xor(row,bonds(:,maxcol)),maxcol); 





            %we identify the middle column; this determines the reference 
            %crosslink.  We do it by removing the max and min columns from 
            %the bonds array 
            if mincol<maxcol 
                midcol=bonds(:,[1:mincol-1 mincol+1:maxcol-1 maxcol+1:end]); 
            elseif mincol>maxcol 
                midcol=bonds(:,[1:maxcol-1 maxcol+1:mincol-1 mincol+1:end]); 
            end 
             
            %we have the midcolumn thus 
            brancha=[midcol(xor(row,midcol>0));  
            threebranchchains(xor(row,midcol>0),i)-midcol(xor(row,midcol>0)) 
                ]'; 




%last we calculate the connecting branches from the single chain. Use an and 
%to extract the three values and sort them lowest to highest. 
            thechain=sort(bonds(and(repmat(row,1,3),bonds))); 
            branchab=[thechain(2)-thechain(1)  thechain(3)-thechain(2)]; 
             
        elseif sum(refcolumn,2)==1 
%the negation of the refcolumn array gives us the nonreference bond 
%columns, while it itself gives us the reference bond column 
 
            refbonds=bonds(:,refcolumn); 
            nonrefbonds=bonds(:,~refcolumn); 
             
%we can then use the code for 2 branches on each pair, nonreference1 and 
%reference, and nonreference2 and reference.  We know for a fact which of the 
%2 contains the reference branch; we can therefore use that instead of the 
%greater/lesser method for part of it. What we do is change the variable 
%names and change the indexing from k to i and from 2.*i-1+column to 1+column 
%and 2.*i-column to 2-column 
            for k=1:1:2 
                twobonds=[refbonds nonrefbonds(:,k)]; 
                 
%we find the row in the bonds that has no zeros; this row is the cross-chain 
%that contains the interbranch ab chain. We make it a boolean vector, with 1 
the row and 0 the others 
                row=twobonds(:,1)~=0 & twobonds(:,2)~=0; 
                 
%we find the column of the row with the larger #; this helps determine how to 
%match up the ends.  If inequality is 0 (false), then the first column is 
%greater; if it's 1 (true) then the second is greater. 
                column=twobonds(row,1) < twobonds(row,2); 
 
%this allows the following definition: 
%   column index of the greater=1+column; 
%   column index of the lesser=2-column; 
                 
%NOTE: if the two values are equal, then the inequality is 0 and everything 
%is correct except the interbranch ab chain is length 0 and the equation 
%reduces to the one branch equation, which is valid for arbitrary 
%functionality and therefore still valid in this calculation (on branch of 
%functionality 6). 
                 
                %brancha is the 2 ends off the reference, a branch 
                %branchb are both the other branchs 
                %branchab is the distance between the branches and branch a 
                %we know that the reference chain is in column 1; 
%xor finds the row that contains a number in the nonreference column but no 
number in the reference; this is one of the linear branch ends.  The number 
and the lenght of chain minus that number are 2 of the 3 arms. 
                branchb(1:2,k)=[ 
                    twobonds(xor(row,twobonds(:,2)),2);      
                    threebranchchains(xor(row,twobonds(:,2)),i) –  
  twobonds(xor(row,twobonds(:,2)),2) 





%if the second column of the branch is the lesser, then that is the value for 
%the third arm.  If it's the greater, the value is the chain length minus the 
%value.  The same is true for branchb; we can do both in one if loop 
                if 1+column == 1 
                    branchb(3,k)=twobonds(and(row,twobonds(:,2)),2); 
                    brancha(1,k)=threebranchchains(and(row,twobonds(:,1)),i)- 
twobonds(and(row,twobonds(:,1)),1); 
                elseif 1+column == 2 
                    branchb(3,k)=threebranchchains(and(row,twobonds(:,2)),i)- 
twobonds(and(row,twobonds(:,2)),2); 
                    brancha(1,k)=twobonds(and(row,twobonds(:,1)),1); 
                else 
                    disp('This should not print RadiusOfGyration:1') 
                    keyboard 
                end 
                 
%branch ab is the branch that connects branch a to b.  It's the only branch 
%with no ends.  It's length is the difference between the greater and lesser 
%value in the row that connects the columns. 
                branchab(:,k)=[ 
                    twobonds(and(row,twobonds(:,1+column)),1+column)- 
  twobonds(and(row,twobonds(:,2-column)),2-column) 
                    ]; 
            end 
        else 
            disp('This should not print RadiusOfGyration:2') 
            keyboard 
        end 
 
        %to make the radius of gyration calculation easier, we put all the 
        %branches into a single array for part of it. 
        allthreebranches=[brancha;branchb;branchab]; 
        allthreebranches=reshape(allthreebranches,numel(allthreebranches),1); 
         
        threebranchRg(1,i)=threebranchchains(5,i); 
         
        %first the all chain part of the equation 
        parta=sum(allthreebranches.^2./2- 
allthreebranches.^3/(3.*threebranchchains(5,i)),1); 
        %then we deal with the branch a and branch b chain 





        %put it all together 
        threebranchRg(2,i)=(1./threebranchchains(5,i)).*(parta+sum(partb,2)); 
        gfactor3(:,i)=6./(threebranchchains(5,i).^2).*(parta+sum(partb,2)); 
    end 
end 
  
%now we've determined the Rg of all the branched chains (up to 3 branches) 
%we are going to combine this data with the input original distribution 





%one-,two-,and three-branchRg have the N in the top row and the Rg in the 
%bottom.  We recombine them into one larger array; one branch then 2 branch 
%then 3 branch. 
BranchRgs=[onebranchRg twobranchRg threebranchRg]; 
%go through each column, remove a chain the appropriate N from the 
%FNaxisUse, then locate that 
%chain on the linear Rg axis and add a chain there. 
for i=1:1:size(BranchRgs,2) 
    %we will "round" to nearest Rg on the linear Rg axis. 
    %first, remove the chain from the linear N axis 
    FNaxisUse(BranchRgs(1,i),1)=FNaxisUse(BranchRgs(1,i),1)-1; 
 
    %If the Rg of the current chain is closer to the higher linear Rg, add 
    %the chain to that population.  if it is closer to the lower linear Rg, 
    %add the chain there.  This is the "rounding". 
    if ~isempty(find(BranchRgs(2,i)==linRg2b2,1)) 
        index=find(BranchRgs(2,i)==linRg2b2); 
        FNaxisUse(index,1)=FNaxisUse(index,1)+1; 
    elseif abs(BranchRgs(2,i)- 
linRg2b2(find(linRg2b2<BranchRgs(2,i),1,'last'),:)) > 
abs(BranchRgs(2,i)-linRg2b2(find(linRg2b2>BranchRgs(2,i),1,'first'),:)) 
        index=find(linRg2b2>BranchRgs(2,i),1,'first'); 
        FNaxisUse(index,1)=FNaxisUse(index,1)+1; 
 
    elseif abs(BranchRgs(2,i)- 
linRg2b2(find(linRg2b2<BranchRgs(2,i),1,'last'),:)) < 
abs(BranchRgs(2,i)-linRg2b2(find(linRg2b2>BranchRgs(2,i),1,'first'),:)) 
        index=find(linRg2b2<BranchRgs(2,i),1,'last'); 
        FNaxisUse(index,1)=FNaxisUse(index,1)+1; 
 
    elseif abs(BranchRgs(2,i)- 
linRg2b2(find(linRg2b2<BranchRgs(2,i),1,'last'),:)) == 
abs(BranchRgs(2,i)-linRg2b2(find(linRg2b2>BranchRgs(2,i),1,'first'),:)) 
        %if it is exactly equidistant between the two (unlikely, but 
        %possible), add .5 to each 
        index=find(linRg2b2<BranchRgs(2,i),1,'last'); 
        index2=find(linRg2b2>BranchRgs(2,i),1,'first'); 
        FNaxisUse(index,1)=FNaxisUse(index,1)+0.5; 
        FNaxisUse(index2,1)=FNaxisUse(index2,1)+0.5; 
    else 
        disp('Radius large then linear axis') 










E. Data Importation M-Files 




This function reads all Shimadzu™ HPLC software export files in the MATLAB® directory and 
creates two large arrays, one of the RID data and the other of the UV data.  Filenames and time 
axes are also imported. 
function [SampleNames TimeAxis UVData RIDData]=GetGPCData 
  
%get the list of exported GPC data in current directory (.dat.asc) 
a=dir('*.dat.asc'); 
  
%for each file get the filename and then extract the data 
for i=1:size(a,1) 
 
  Name=a(i).name; 
     
  %get the numeric data and the header 
  GPC=importdata(Name,'\r',13); 
  SampleNames{1,i=sscanf(GPC.textdata{3},'Sample ID:%s%s%s%s'); 
  SamplingRate=sscanf(GPC.textdata{8},'Sampling Rate:%f%f'); 
  DataPoints=sscanf(GPC.textdata{9},'Total Data Points:%f%f'); 
  Xmult=sscanf(GPC.textdata{12},'X Axis Multiplier:%f%f'); 
  Ymult=sscanf(GPC.textdata{13},'Y Axis Multiplier:%f%f'); 
     
  %pad UV and RID data with zeros if there are more data points in the        
  %next set of data (this accounts for different collection times by zero 
  %padding at THE END of the collection so as to not change the elution 
  %time of the samples 
  if DataPoints(1)==DataPoints(2) 
      k=1; 
  elseif DataPoints(1)>DataPoints(2) 
      k=1; 
  elseif DataPoints(1)<DataPoints(2) 
      k=2 
  end 
   
%UV 




      UVData(:,i)=GPC.data(1:DataPoints(1),1).*Ymult(1); 
        
TimeAxis(:,i)=0:Xmult(1)./SamplingRate(1):DataPoints(k)./(SamplingRate(
1).*60); 
 elseif size(UVData,1)<DataPoints(1) 
      UVData=[UVData;zeros(DataPoints(1)-size(UVData,1),size(UVData,2))]; 
      TimeAxis=[TimeAxis;zeros(DataPoints(k)-size(TimeAxis,1),  
size(TimeAxis,2))]; 
         
      UVData(:,i)=GPC.data(1:DataPoints(1),1).*Ymult(1); 
      TimeAxis(:,i)=(0:1:DataPoints(k)-1)./(10.*60) 
 elseif size(UVData,1)>DataPoints(1) 
      intermediateUV=GPC.data(1:DataPoints(1),1).*Ymult(1); 
         
      UVData(:,i)=[intermediateUV;zeros(size(UVData,1)-DataPoints(1),1)]; 




if i==1 || size(RIDData,1)==DataPoints(2) 
RIDData(:,i)=GPC.data(DataPoints(1)+1:DataPoints(1)+ 
DataPoints(2).*Ymult(2); 






      RIDData(:,i)=GPC.data(DataPoints(1)+1:DataPoints(1)+ 
DataPoints(2)).*Ymult(2); 


















This file, like GetGPCData.m, processes the raw EPR data files into MATLAB® readable 
format.  This is important because EASYSPIN is a MATLAB® toolbox and can only be used in 
MATLAB®. 
%processes epr signals into something understandable 
function [Gvalues,Avalues,Minutes,TextNames]=EPR 
  
%get the list of txt files 
a=dir('*.txt'); 
  
%first, extract the time in minutes from the .par file 
for i=1:size(a,1) 
    %get the .txt filename for i 
    Name=a(i).name; 
     
    %first,extract just the name, not the extension, then add par to the 
    %end 
    justname='[a-z_A-Z0-9~]*\.'; 
    filenamepart=regexp(Name,justname,'match'); 
    TimeFileName=strcat(filenamepart,'par'); 
    TextNames{i}=Name; 
     
    %error catching to make sure the .par file exists 
    b=dir(TimeFileName{1,1}); 
    if isempty(b) 
        continue 
    else 
        filetext=fileread(TimeFileName{1,1}); 
    end 
     
    %extract the time from the .par file, convert to number then minutes. 
    expr='[0-9]*:[0-9]*'; 
    time=regexp(filetext,expr,'match'); 
    hours=str2num(time{1,1}(1,1:2)); 
    minutes=str2num(time{1,1}(1,4:5)); 
    Minutes(i)=60.*hours+minutes; 
end 
  
%next, extract the data.  It's in a different for loop just for easy of 
%viewing. 
for i=1:size(a,1) 
    Name=a(i).name; 
     
    fid=fopen(Name); 
    frewind(fid); 
    data=textscan(fid,'%f%f%s','HeaderLines',6); 
    indices=data{1,1}; 




    cell=data{1,3}; 
    Gvalues(:,i)=values; 
    for j=1:size(indices,1) 
        Avalues(j,i)=str2num(cell{j,1}); 
    end 
     








F. Data Preparation M-Files 
These m-files were used to prepare the raw data for analysis. 
 
TransformX.m 
This file used the HPLC calibration curves to convert the x-axis from elution time to PS 
molecular weight.  It gives the user the option of choosing the calibration curve appropriate to 
when the data was taken. 
function MWXaxis=TransformX(xTime,oldnew) 
%This function transforms the x axis from time(min) to MW based on 
%the GPC calibration curve. 
%This changes the values in the time vector so that only the 
%Calibrated range is changed to MW.  All other values are set to 
%the MW at 12.5minutes, which is outside the calibrated range 
  




xTime=xTime.*60; %convert to seconds 
  
if oldnew==0  %this is 2 column 
    a=1.93165E7; 
    b=2.81645E6; 
    c=-1.75077E6; 
    d=236534.44232; 
    e=-14585.34916; 
    f=435.78173; 
    g=-5.13227; 
elseif oldnew==1  %this is 2column/2column (Resi-Resi/Mesi-Resi) 
    a=-4.900882244E-11; 
    b=2.058938486E-7; 
    c=0.0003153731941; 
    d=0.2025771423; 
    e=-40.44872522; 
    f=0; 
    g=0; 
elseif oldnew==2  %this is 2/3 column switchable 2 column UV detector 
    a=-2.866117528; 
    b=0.04002332988; 
    c=-5.382586768E-5; 
    d=2.026961038E-8; 




    f=0; 
    g=0; 
elseif oldnew==3  %this is 2/3 column switchable 2 column RID detector 
    a=-3.177184773; 
    b=.04084312483; 
    c=-5.428356495E-5; 
    d=2.026913156E-8; 
    e=0; 
    f=0; 
    g=0; 
elseif oldnew==4  %this is 2/3 column switchable 2 column UV detector 12/3 
with EasiVial 
    a=-39.982; 
    b=0.2059; 
    c=-0.00033031; 
    d=2.2402E-7; 
    e=-5.5887E-11; 
    f=0; 
    g=0; 
elseif oldnew==5  %this is 2/3 column switchable 2 column RID detector 12/3 
with EasiVial 
    a=-45.63992636; 
    b=0.2183448071; 
    c=-0.0003307921861; 
    d=2.116468266E-7; 
    e=-4.962786325E-11; 
    f=0; 
    g=0; 
elseif oldnew==6  %this is 2/3 column switchable 2 column UV from 1/2010 
    a=-44.734588; 
    b=0.2175808327; 
    c=-0.0003343674405; 
    d=2.169212995E-7; 
    e=-5.156317144E-11; 
    f=0; 
    g=0; 
elseif oldnew==7 %this is 2/3 column switchable 2 column RID from 1/2010 
    a=-45.63992636; 
    b=0.2183448071; 
    c=-0.0003307921861; 
    d=2.116468266E-7; 
    e=-4.962786325E-11; 
    f=0; 
    g=0; 
elseif oldnew==8 %this is 2/3 column switchable 2 column UV from 3/2010 
    a=-43.58527992; 
    b=0.2130353005; 
    c=-.0003277485637; 
    d=2.126715507E-7; 
    e=-5.055083433E-11; 
    f=0; 
    g=0; 
elseif oldnew==9 %this is 2/3 column switchable 2 column RID from 3/2010 
    a=-44.70487894; 
    b=0.214725017; 
    c=-0.0003256570381; 





    e=-4.888727017E-11; 
    f=0; 
    g=0; 
elseif oldnew==10 %this is 2/4 column switchable 4 column UV from 6/2010 
    a=11.23177528; 
    b=-0.003088471478; 
    c=-2.485245588E-6; 
    d=1.647091749E-9; 
    e=-2.915523588E-13; 
    f=0; 
    g=0; 
elseif oldnew==11 %this is 2/4 column switchable 4 column RID from 6/2010 
    a=16.61365117; 
    b=-0.01482312072; 
    c=7.087251289E-6; 
    d=-1.781351636E-9; 
    e=1.622308918E-13; 
    f=0; 
    g=0; 
elseif oldnew==12 %this is 2/4 column switchable 2 column UV from 8/2010 
    a=12.83444155; 
    b=-0.01174746014; 
    c=2.847842538E-6; 
    d=-1.364719786E-10; 
    e=0; 
    f=0; 
    g=0; 
elseif oldnew==13 %this is 2/4 column switchable 2 column RID from 8/2010 
    a=12.92780856; 
    b=-0.01164914189; 
    c=2.699787596E-6; 
    d=-9.135393069E-11; 
    e=0; 
    f=0; 
    g=0; 
else 













This program converts a PS molecular weight axis to the molecular weight axis of any other 
polymer in this thesis based upon the Mark-Houwink-Sakurada coefficients. 
function NewMWs=TransformPStoOther(MWxaxisPS,choice) 








    case 1 
        %PnBA 
        %need to redefine Kps and aps because this data is from a different 
        %source.  Therefore the relative values have to be maintained. 
        Kps=.000114; 
        aps=.716; 
        K=0.000122; 
        a=0.700; 
    case 2 
        %Poly alpha methyl styrene (mL/g) 
        K=0.0111; 
        a=0.690; 
    case 3 
        %polyisobutylene (mL/g) 
        K=0.0266; 
        a=.654; 
    case 4 
        %polymethylmethacrylate (mL/g) 
        K=0.00897; 
        a=0.710; 
    case 5 
        %1,4 polybutadiene 
        K=.0252; 
















This program allows the subtraction of baseline drift or noise from the data.  Options are a 
linear drift or a curve that is fit to the tail of the solvent peak, as some data included that tail.  
The solvent peak was run 10 times, averaged together, and then a fit was produced.  This code 
fits the data baseline curve to that fit.  Linear drift is also available. 
function [Output FittedData]=BaselineChoice(xData,yData,FittedData,startover) 
%this allows one to compare the two baseline subtractions and adjust them 
%to best produce results. 
i=1; 
if startover==1 
    start=1; 
else 
    load BaselineChoicetemp 




%for bulk processing, it saves outside of matlab every 5 spectra 
for i=start:1:size(yData,2) 
    i 
    if i==5 || i==10 ||i==15 || i==20 ||i==25 || i==30 ||i==35 || i==40 
||i==45 || i==50 ||i==55 || i==60 ||i==65 || i==70 ||i==75 || i==80 ||i==85 
|| i==90 ||i==95 || i==100 ||i==105 || i==110 ||i==115 || i==120 ||i==125 || 
i==130 ||i==135 || i==140 
        save BaselineChoicetemp 
    end 
 
%this while loop is the heart; it cycles until the user says the fit is 
acceptable. 
    choice=0; 
    while choice==0 
   %plot the fits that may already be present 
        close all 
        LineFit(:,i)=FitLine(xData(:,i),yData(:,i),[100:9000]); 
        plot(yData(:,i),'k') 
        hold 
        text(1000,1,num2str(i)); 
        plot(FittedData(:,i),'r') 
        plot(LineFit(:,i),'b') 
        legend(['Original Data ';'Decay Fit Data';'Line Fit Data ']) 
        xlabel('Index') 
        ylabel('GPC') 
         
        choice2=input('Redo any fit? 1 is Linear, 2 is Decay:    '); 
        if choice2==1 
            range=input('What is the range for a linear fit?  Form [x:y]:   
'); 




            FittedDecay=FittedData(:,i); 
        elseif choice2==2 
            range=input('What is the range for a Decay fit?   
  Form [x:y]:   '); 
            LineFit(:,i)=ones(size(yData,1),1); 
            FittedDecay=SubtractTail(yData(:,i),range); 
        else 
            FittedDecay=FittedData(:,i); 
        end 
        close all 
        plot(yData(:,i),'k') 
        hold 
        text(1000,1,num2str(i)); 
        plot(FittedDecay,'r') 
        plot(LineFit(:,i),'b') 
        if choice2==1 
            plot(yData(:,i)-LineFit(:,i),'g') 
        elseif choice2==2 
            plot(yData(:,i)-FittedDecay,'g') 
        else 
            plot(yData(:,i)-FittedDecay,'g') 
            plot(yData(:,i)-LineFit(:,i),'c') 
        end 
        legend(['Original Data ';'Decay Fit Data';'Line Fit Data  
';'SubtractedData';'SubtractedLine']) 
        xlabel('Index') 
        ylabel('GPC') 
        which=input('What fit do you prefer?  1 is line, 2 is Decay,  
anything else reasks the question:   '); 
         
        switch which 
            case 1 
                Output(:,i)=LineFit(:,i); 
                choice=1; 
            case 2 
                FittedData(:,i)=FittedDecay; 
                Output(:,i)=FittedData(:,i); 
                choice=1; 
            otherwise 
                choice=0; 
        end 
    end 










This is a linked function of BaselineChoice.m that fits a line to the baseline. 
function [fitted estimates]=FitLine(xData,yData,range) 
if size(xData,2)==1 
    xData=repmat(xData,1,size(yData,2)); 
end 
 
%find the range of the data to fit, then pass data to fit function 
for i=1:size(yData,2) 
    y=yData(range,i); 
    x=xData(range,i); 
    start_point = rand(1, 2); 
     
    options=optimset('Display','none','MaxIter',10000,'MaxFunEvals',10000, 
'TolX',1E-40,'TolFun',1E-40); 
    estimates(i,:) = fminsearch(@expfun, start_point,options); 








    function sse = expfun(params) 
        m = params(1); 
        b = params(2); 
        line = m.*x+b; 
        FittedCurve=line; 
        ErrorVector = FittedCurve - y; 
        sse = sum(ErrorVector .^ 2); 







This is another linked function to BaselineChoice.m.  It fits the solvent tail discussed previously. 
function [Fitted Subtracted estimates FVAL]=SubtractTail(yData,range) 
%this fits the experimental decay of the solvent peak to the beginning of 




%Get the full fitting curve.  Dynamically generating it wastes lots of 





%do the fit for every data set in the array (column) 
for i=1:size(yData,2) 
    y=yData(range,i); 
     
    %make sure the error is smaller than 100.  If not, redo fit with 
    %new start points.  100 is arbitrary, a magic number.  We also stop the 
    %retesting if we can't find a smaller solution after 100 iterations of 
    %the search (again, a magic number) 
    skip = 0; 
    counter = 1; 
            start_point_lin=rand(26,1); 
 
    while skip==0; 
               
options=optimset('Display','iter','MaxIter',10000,'MaxFunEvals',10000,' 
TolX',1E-20,'TolFun',1E-20); 
[estimates(:,i) FVAL(:,i)]= fminsearch(@fitfun, 
start_point_lin,options); 
         
        coefficients=estimates(:,i); 
         
        a = coefficients(1); 
        b = coefficients(2); 
        c = coefficients(3); 
        d = coefficients(4); 
        e = coefficients(5); 
        f = coefficients(6); 
        g = coefficients(7); 
        h = coefficients(8); 
        ii = coefficients(9); 
        j = coefficients(10); 
        k = coefficients(11); 
        l = coefficients(12); 
        m = coefficients(13); 
        n = coefficients(14); 
        o = coefficients(15); 





        q = coefficients(17); 
        r = coefficients(18); 
        s = coefficients(19); 
        t = coefficients(20); 
        u = coefficients(21); 
        v = coefficients(22); 
        w = coefficients(23); 
        xx = coefficients(24); 
        yy = coefficients(25); 
        z = coefficients(26); 
         




         
%here you set the quality of the fit; it will recalculate until the 
termination parameters here are satisfied. 
        if FVAL(:,i)<1000 || counter == 20 
            skip=1; 
        elseif FVAL(:,i)>3000 
                    start_point_lin=rand(26,1); 
            skip=0; 
            counter=counter+1 
        elseif FVAL(:,i)>1000 && FVAL(:,i)<3000 
            start_point_lin=coefficients; 
            skip=0; 
        end 
    end     
end 
  
    function sse=fitfun(coefficients) 
         
        fitted=TheFit(coefficients,range(end),range(1)); 
         
        %remove the importance of the first 5% of pts in the fit; 
  %this is where the largest differences are and it is the least    
  %important part of the fit since the data comes out at the end. 
        thesize=max(size(range)); 
        begin=round(0.05.*thesize); 
         
        sse=sum((y-fitted).^2); 


















%arrived at through iterative solver 
 coefficients = [ 
     0.0244; 
     -0.9764; 
     0.5183; 
     1.0842; 
     1.1943; 
     0.5741; 
     0.3423; 
     0.2008; 
     0.0031; 
     -0.2028; 
     -1.3604; 
     -0.0181; 
     1.4508; 
     2.6194; 
     0.0079; 
     -0.0015; 
     0.1100; 
     0.4387; 
     -0.0482; 
     0.0011; 
     0.8196; 
     0.2022; 
     0.1109; 
     0.0032; 
     0.8422; 
     0.1687; 
     ]; 
% in case a new fit needs to be made, just comment above and uncomment below 
% a = coefficients(1); 
% b = coefficients(2); 
% c = coefficients(3); 
% d = coefficients(4); 
% e = coefficients(5); 
% f = coefficients(6); 
% g = coefficients(7); 
% h = coefficients(8); 
% i = coefficients(9); 
% j = coefficients(10); 
% k = coefficients(11); 
% l = coefficients(12); 
% m = coefficients(13); 
% n = coefficients(14); 





% p = coefficients(16); 
%q = coefficients(17); 
% r = coefficients(18); 
% s = coefficients(19); 
% t = coefficients(20); 
% u = coefficients(21); 
% v = coefficients(22); 
% w = coefficients(23); 
% xx = coefficients(24); 
% yy = coefficients(25); 










G. Data Analysis M-Files 
 After the data has the baseline removed, it was analyzed.  The following m-files were 
used in the analysis. 
 
Histogram.m 
Histogram linearized the distribution.  It takes the molecular weight axis in number of 
monomers which, due to the nonlinearity of separation, are often fractional according to the 
calibration curve and converts the x-axis into degree of polymerization, N.  It also bins the data 
such that it is also only for whole number molecules.  It does this by averaging all the fractional 
polymer lengths and placing the result in the nearest whole number. 
function [linaxis,Histograms]=Histogram(Naxis,Data) 
%this takes an N axis and a set of Data, and fills the gaps in the data 







%create a new axis that goes by 1 from 1 to the max of Naxis (up to 10000 
%monomers) 
if max(roundN)<=10000 
    linaxis=(max(roundN):-1:1)'; 
elseif max(roundN)>10000 




%now we map the Data to the new axis 
Histograms=zeros(size(linaxis,1),size(linaxis,2)); 
for k=1:1:size(linaxis,2) 
    %cycle through lengths and directly match sizes 
    for i=1:1:size(linaxis,1) 
        %find the indices of the data that matches the current length 
        x=find(roundN(:,k)==linaxis(i,k)); 
         





            %if no data is of the current length, amplitude is zero 
            Histograms(i,k)=0; 
        else 
            %if some data is of current length, average that data for 
            %amplitude 
            Histograms(i,k)=sum(Data(x,k),1)./size(x,1); 
        end 
    end 
%fill in the holes in the distribution by averaging the two nearest 
%values 
    for i=2:1:size(linaxis)-1 
        %if the amplitude is zero, find the next nonzero amplitude 
        if Histograms(i,k)==0 
            for j=i+1:size(linaxis,1) 
                if Histograms(j,k)~=0    %finds where the next number is and 
sets j to that index 
                    break 
                end 
            end 
            %the amplitude is the average of the previous amplitude and the 
            %next 
            Histograms(i,k)=mean([Histograms(i-1,k);Histograms(j,k)]); 
        end 









 This m-file uses the trapezoidal reiman sum to calculate the area under a user-specified 
curve. 
function [Norm,Area,AreaAfter]=AreaNormalize(xaxis,yaxis,range) 
%This normalizes by area by doing a trapezoidal reiman sum of the 
%form:  (1/2)*Q*[f(a)+2f(a+Q)+2f(a+2Q)+2f(a+3Q)+...+f(b)] 
%where a is the beginning of the xaxis, b the end, and Q the step 















 This m-file takes user-specified data and normalizes its maximum height in a specified 
range to the same range in a control.  It was extended to also subtract off the control peak after 
normalization, determine the percent depletion, scale the subtracted peak by that, and 
calculate the area of the residual change in distribution.  All the advanced options are included 
in varargin. 
function [Normed Depletion Subtracted SubtractedScaled AreaComb   
    AreaScis]=HeightNorm(Data,control,range,varargin) 
  
if size(control,2)==1 
    control=repmat(control,1,size(Data,2)); 
end 
 
%find the max value in the control and data within the specified range.  Then 




    Normed(:,i)=cont(i).*Data(:,i)./index(i); 
    Depletion(:,i)=index(i)./cont(i); 
    if Depletion(:,i)>1; 
        Depletion(:,i)=1./Depletion(:,i); 
    end 









%if calculations of the area of the changes are needed, do them 
if nargin==5  %varargin{1} is the xaxis  while varargin{2} is the outer 
bounds of the area calculation 
    for i=1:size(Subtracted,2) 
      [~,AreaComb(i,:),~]=AreaNormalize(varargin{:,1}(:,1),Subtracted(:,i),  
  varargin{:,2} (1,1):location(:,i)+range(1)); 
      [~,AreaScis(i,:),~]=AreaNormalize(varargin{:,1}(:,1),Subtracted(:,i), 
  location(:,i)+range(1):varargin{:,2}(end,end)); 
    end 
    AreaComb=AreaComb'; 







 Calculates the number average, weight average, and PDI of the input distribution. 
function [Mn Mw PDI]=MolWDist(MWaxis,Amplitude,range) 
     
    %Mn calc 
    %insure all positive amplitudes 
    Amplitude=abs(Amplitude(range,:)); 
    %calculate the numerator (Number of chains*MW of chains) 
    num=sum(Amplitude.*repmat(MWaxis(range,:),1,size(Amplitude,2)),1); 
    %calculate the denominator (Number of chains) 
    den=sum(Amplitude,1); 
     
    Mn=(num./den)'; 
     
    %Mw calc 
    %calculate the numerator (Number of chains*MW of chains^2) 
    num2=sum(Amplitude.*(repmat(MWaxis(range,:),1,size(Amplitude,2))).^2,1); 
    %calculate the denominator (Number of chains*MW of chains) 
    den2=sum(Amplitude.*repmat(MWaxis(range,:),1,size(Amplitude,2)),1); 
     
    Mw=(num2./den2)'; 
     
    %PDI Calc 
    PDI=Mw./Mn; 
end 
     







 Shifts the distribution on the x-axis to match the location of a user specified peak.  Used 
in adjustment to internal standards. 
function Shifted=SameX(yData,AveData,range) 
  




%add zeros to the beginning or end of the data array to push the peak to the 




    if diff(i)<0 
        Shifted(:,i)=[yData(absdiff(i)+1:end,i); zeros(absdiff(i),1)]; 
    elseif diff(i)>0 
        Shifted(:,i)=[zeros(absdiff(i),1); yData(1:end-absdiff(i),i)]; 
    elseif diff(i)==0 
        Shifted(:,i)=yData(:,i); 
    else 
        disp('Shift Error') 
    end 
end 
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