We examine the stability properties of the ground state of two-component Bose-Einstein condensates as a function of the interspecies interactions. A stability criterion is identified from the curvature matrix of the Gross-Pitaevskii energy functional subject to the normalization conditions. By analyzing the stability signature, the characteristic features of the spontaneous spatial symmetry breaking are verified in various types of traps. The details of the differences between the continuous symmetry breaking and discrete symmetry breaking are discussed.
I. INTRODUCTION
Recently two-component Bose-Einstein condensates ͑2BEC͒ have been realized by the systems of two different spin states of Rb in a magnetic trap ͓1,2͔ and, subsequently, Na in an optical trap ͓3͔. Since then, a lot of theoretical works have focused on how the presence of the interspecies interactions affects the stability of the ground state structures and the excitation spectra of 2BEC. Different from the case of one-component BEC, 2BEC offers an opportunity to study a wide variety of interesting ground state structures such as phase separation and spontaneous spatial symmetry breaking due to an additional interspecies interaction. The phase separation of 2BEC has been first addressed in the Thomas-Fermi approximation ͓4͔ and studied more accurately within the Hartree-Fock theory ͓5,6͔. In these studies, the ground state of 2BEC has been assumed to retain the spherical trap symmetry, so the phase separation proceeds with the forming of a central core dominated by one species with an outer shell of the second species. On the other hand, the symmetrybreaking phase separation of 2BEC, in which the ground state does not possess the symmetry of the trap potential, has been recently demonstrated numerically by solving the coupled Gross-Pitaevskii equations ͑GPEs͒ ͓7͔. When the lowest excitation frequency becomes zero the symmetrypreserving ground state of 2BEC shows the onset of the instability and a subsequent transition to the symmetrybreaking state ͓8,9͔. More recently, the effects of the trap geometry and finite temperature on the symmetry breaking were also investigated ͓10͔.
Until now most theoretical works on the spontaneous spatial symmetry breaking had used the approach based on the coupled Gross-Pitaevskii equations obtained from the optimum condition of the Gross-Pitaevskii energy functional ͑GPEF͒ ͓10,9͔. However, it should be noted that the solutions of the GPEs do not always correspond to the local minimum of the GPEF since the set of solutions of the coupled GPEs also includes maxima and saddle points of the energy functional ͓8͔. Therefore, it is more natural to investigate the stability properties of the ground state of 2BEC starting from the Gross-Pitaevskii energy functional. In this paper, we obtained the stationary solutions of the GPEF by applying the gradient projection method ͓11͔, which minimizes the GPEF subject to constant particle number. The specific symmetry-breaking states were obtained by imposing an additional symmetry constraints on the ground state wave function. After the determination of the stationary solutions of the GPEF, we investigated the stability properties of the stationary solutions by computing the eigenvalues of the curvature matrix of the GPEF subject to the normalization constraints. We found that, as crossing the instability point, the lowest eigenvalue of the curvature matrix, which corresponds to our stability criterion, becomes negative for the symmetry-preserving states making the excitation frequency purely imaginary, whereas it remains at zero or positive for the symmetry-breaking states depending on the broken symmetry. In earlier works, the stability of the ground state of 2BEC had been examined by computing the HartreeBogoliubov frequencies ͓8͔ or by solving the time-dependent GPEs under the modulation of the trap ͓12͔. These stability analyses can only tell whether the stationary solutions are stable or not with respect to the time evolution. However, our stability criteria provide quantitative knowledge on the stability of the stationary solutions by identifying the saddleness of the stationary points on the GPEF surface.
The instabilities associated with the spontaneous spatial symmetry breaking can be classified according to the spatial symmetry of the resulting ground state. In general, the ground state of 2BEC breaks a symmetry in the direction corresponding to the weakest trap frequency ͓9͔. However, the characteristic behaviors of the symmetry breaking show a marked difference depending on whether the broken symmetry is continuous or not. The invariance of the symmetry breaking under some continuous group produces a nonlocality in the critical solution set, which can be identified by the degeneracy of zero eigenvalue of the stability matrix ͓13͔. These general behaviors accompanied with the instabilities in the symmetry breaking have not been studied in previous works. Our results show that the continuous symmetry breaking occurring in the radially symmetric trap or a pancakelike trap is always accompanied by the marginal stability, which implies the existence of an infinite number of degenerate symmetry-breaking states. The marginal stability can be noticed by occurrence of degenerate zero eigenvalues in the curvature matrix at the instability points. On the other hand, the discrete symmetry breaking in the cigarlike trap proceeds by making the locally stable two degenerate states that are mirror images of each other.
In Sec. II, the basic theory and detailed numerical methods are explained. We define a different stability criterion from computation of the local curvatures of the GrossPitaevskii energy functional at the stationary points. In Sec. III, we present the numerical results of the symmetry breaking in various types of traps with a discussion of characteristic features of the continuous and discrete symmetry breaking. Finally, the conclusions and the limitation of our method are summarized in Sec. IV.
II. THEORY AND NUMERICAL COMPUTATION
We start by considering the Gross-Pitaevskii energy functional of 2BEC,
where N j and ⌿ j are the number of atoms and the normalized wave function of jth condensate, respectively. Here, m and are the ratio of the mass and the radial frequency as m 1 /m 2 and 1 / 2 , respectively. By scaling the length and energy with respect to the harmonic units of l 1 ϭͱប/m 1 1 and ប 1 , respectively, the one-body operators are given by ĥ j ϭϪٌ 2 /2ϩ(A jx 2 x 2 ϩA jy 2 y 2 ϩA jz 2 z 2 )/2, where A 2␣ ϭA 1␣ / m (␣ϭx,y,z), A j␣ being the anisotropic parameter along the axis ␣ for the species j. We approximate the atomic interactions as the pseudopotential g i j ϭ2ប
2 a i j /m i j , where m i j is the reduced mass defined by 1/m i j ϭ1/m i ϩ1/m j , and a i j is the s-wave scattering length between the species i and j. By same scaling, g 11 ϭ4a 11 /l 1 , g 22 ϭ4a 22 /l 1 , and g 12 ϭ(1ϩ m )2a 12 /l 1 .
At zero temperature the condensate wave functions of jth component ⌿ j obeys the time-dependent Gross-Pitaevskii equations i‫ץ‬⌿ j /‫ץ‬tϭ␦E/␦⌿ j * . Various numerical techniques have been applied to determine the stationary solutions of time-dependent GPEs ͓15-17͔. Here we take a different approach by transforming the Hamiltonian systems to the gradient systems whose dynamics is governed by the diffusion equations ‫ץ‬⌿ j /‫ץ‬ϭϪ␦E/␦⌿ j *ϭ f ͓⌿ j ͔, where is the imaginary time it. Then f ͓⌿ j ͔ can be considered as a force that is derived from the negative gradient of the potential function E͓⌿ 1 ,⌿ 2 ͔ with respect to ⌿ j * . Thus the minimizing process of E is equivalent to a process of finding stationary states of ⌿ j () and the stability properties of the stationary states are determined from the local curvatures of the GPEF subject to the normalization constraints. The condensate wave function ⌿ j are assumed to be real, since any phase factor can be trivially eliminated. By expanding ⌿ j with the harmonic oscillator basis as ⌿ j ϭ ͚c ␣ j ␣ j , the GPEF reduces to a finite dimensional form as
where
The stationary states of Eq. ͑1͒ corresponding to optima of the GPEF are obtained by minimizing Eq. ͑2͒ subject to the constraints of constant particle numbers, i.e., by the condition
. We used the gradient projection technique that minimizes E iteratively along the gradient projected onto the linear subspace defined by the constraint set ͓11͔. The projection matrix P is defined as IϪu 1 u 1 Ϫu 2 u 2 , where I is 2N basis ϫ2N basis identity matrix, and u 1 and u 2 are normalized 2N basis dimensional column vectors spanning the linear constraints subspace identical to (c ␣ 1 ,0) T and (0,c ␤ 2 ) T , respectively. Here means the ''outer'' product of two vectors. The gradient projection method forces ⌿ j to converge to the lowest energy state. To find a specific symmetry-breaking state, we have to impose an additional symmetry constraint on ⌿ j .
The stability of stationary states can be identified by examining the eigenvalues of the curvature matrix of the Gross-Pitaevskii energy functional. The curvature matrix is obtained by projecting the Hessian matrix of the GPEF on the subspace defined by the constraint set, i.e., H pro j
Notice that the normalization constraints G j restrict the fluctuations of c ␣ j around the stationary points. The normal modes of H pro j are decomposed into two subspaces. One subspace corresponds to the constraint space composed of u 1 and u 2 , and the other subspace corresponds to the orthogonal subspace whose normal modes are orthogonal to both u 1 and u 2 . The onset of the instability and the transition to the symmetry-breaking states occur when the lowest eigenvalue of H pro j in the orthogonal subspace becomes zero. At the instability point, the direction of the symmetry-breaking solution is determined uniquely by the eigenvector with zero eigenvalue. Our stability criterion also provides the degree of the stability of the stationary solutions by identifying a saddleness of the stationary point on the GPEF surface. Indeed, we found that the symmetrypreserving and symmetry-breaking states correspond to 1 saddle and 0 saddle, respectively, in the symmetry-breaking parameter regime. Here, i saddle means a saddle point of the GPEF surface, which has i negative eigenvalues. The number of degeneracy of eigenvalues, which become zero at the instability point depends on the symmetry of the trap. It is threefold degenerate for a radially symmetric trap, and twofold degenerate for a pancakelike trap. Finally, for a cigarlike trap, it is nondegenerate.
III. RESULTS AND DISCUSSIONS
We first carried out calculations with the same parameter set as used in the work of Pu and Bigelow ͓14͔ for comparison. We assumed Rb as component 1 and Na as component 2 with intraspecies scattering lengths of 6 nm and 3 nm, respectively. The radial trap frequencies were taken as 1 ϭ2ϫ160 Hz and 2 ϭ2ϫ310 Hz. In Fig. 1 the lowest eigenvalue of H pro j ( H pro j) and H ( H ) for the case of a radially symmetric trap were plotted for the symmetrypreserving and symmetry-breaking solutions, respectively, as a function of the interspecies scattering length a 12 for fixed N 1 ϭN 2 ϭ10 3 . The closed and open squares represent H pro j corresponding to the symmetry-breaking states and symmetry-preserving states, respectively. Notice that, as a 12 crosses the instability point (a 12 ϭ5.0), H pro j becomes negative for the symmetry-preserving states, whereas it remains at zero for the symmetry-breaking states. This shows that the occurrence of the instability of the symmetrypreserving state is always accompanied with the symmetrybreaking state that is marginally stable. If the symmetry breaking is invariant under some continuous group, the critical solution sets are nonlocal in nature with one or two more eigenvalues of the stability matrix being zero. In the radially symmetric trap, L 2 rotational symmetry becomes broken and the resulting symmetry-breaking states are degenerate under the L 2 symmetry operation. Thus lowest eigenvalues of H pro j for the symmetry-preserving branch are threefold degenerate and become zero simultaneously at the instability point. As expected, H for the symmetry-preserving solution, denoted by the open triangles, becomes negative prior to the onset of the instability ͑see Fig. 1͒ . Indeed, the semipositive definiteness of H is only sufficient condition for the stable solution since it accounts for the stability with respect to arbitrary nonzero fluctuations including number of particles. To confirm this, the square of the Hartree-Bogoliubov frequency 1 2 for the symmetry-preserving solutions is plotted with open circles in Fig. 1 . In the symmetry-breaking parameter regime, 1 becomes purely imaginary. It implies that the fluctuations of the condensates grow exponentially with time. On the other hand, for the symmetry-breaking solutions, 1 becomes zero at the critical value a 12 c and stays at zero even for a 12 Ͼa 12 c , implying the marginal stability of the symmetry-breaking state. It is consistent with the fact that H pro j remains at zero for a 12 Ͼa 12 c . The point where 1 becomes complex exactly coincides with the instability point defined by our criterion H pro jϭ 0.
Our study also revealed that two types of phase separated, but symmetry-preserving solutions at a 12 ϭ9.6 nm, which had been believed to be a ground state ͓Rb core with surrounding Na atoms in Fig. 2͑a͔͒ and a metastable state ͓Na core with surrounding Rb atoms in Fig. 2͑b͔͒, actually 
FIG. 2.
The spatial density profiles of the phase separated, but symmetry-preserving state at zϭ0 plane Rb core with surrounding Na atoms ͑a͒, Na core with surrounding Rb atoms ͑b͒. The spatial density profile of the symmetry-breaking state ͑c͒. Here, a 12 ϭ9.6 nm and the spatial coordinates are scaled by the harmonic oscillator length l 1 .
we impose the constraint that requires the solutions to be symmetry preserving, the states in Figs. 2͑a͒ and 2͑b͒ become local minima in the constrained subspace of energy functional E due to the symmetry-preserving constraint. In the constrained subspace, Fig. 2͑b͒ state can be considered as the metastable one that relaxes slowly to the Fig. 2͑a͒ state by applying the symmetry-preserving perturbations. The transition from Fig. 2͑b͒ to Fig. 2͑a͒ was pointed out by the nonlinear response analysis under radially symmetric offresonance modulations of the trapping potential ͓14͔.
When the system is in the symmetry-breaking parameter regime, the ground state of 2BEC breaks a symmetry in the direction corresponding to the weakest trap frequency. Therefore, in a cigarlike cylindrically symmetric trap, the discrete z-parity symmetry ⌸ z is broken and two degenerate symmetry-breaking states that are mirror images of each other with respect to the xy plane appear. On the other hand, in a radially symmetric trap, the continuous rotational symmetry L 2 is broken and an infinite number of degenerate symmetry-breaking states, whose orientation of the symmetry axis is random, appear. However, in the symmetrybreaking parameter regime, the characteristic feature of H pro j shows a marked difference depending on whether the symmetry breaking is continuous or not. For the case of continuous symmetry breaking, H pro j remains at zero, showing that it is neither in a stable state nor in an unstable state. It implies that the symmetry-breaking state has an infinite number of degeneracy due to the invariance of symmetry breaking with respect to a broken symmetry. In contrast, for the case of discrete symmetry breaking, H pro j becomes positive again in the symmetry-breaking parameter regime. In Figs. 3͑a͒ and 3͑b͒, we plotted H pro j for both cases of the symmetry-preserving and symmetry-breaking solutions in the pancakelike trap (A 1x ϭA 1y ϭ0.8 and A 1z ϭ1.0) and cigarlike trap (A 1x ϭA 1y ϭ1.0 and A 1z ϭ0.8), respectively. The characteristic feature of H pro j for the case of a pancakelike trap is the same as that for a radially symmetric trap except that the number of degeneracy of H pro j is two ͑see Fig. 1͒ . In a pancakelike trap, the marginal stability is due to the existence of an infinite number of degenerate symmetrybreaking states retaining a plane of symmetry that include the z axis, but whose orientation is random. On the other hand, the discrete z-parity symmetry-breaking states in the cigarlike trap correspond to local minimums of the energy functional E since H pro jϾ 0.
At the instability points, the eigenvector e H pro jϭ 0 of zero eigenvalue H pro jϭ 0 determines the initial direction of a new bifurcating solution. In Figs. 4͑a͒ and 4(aЈ), we plot the symmetry-preserving states of each component and their eigenvectors in a cigarlike trap at the critical value a 12 c ϭ4.7. The symmetry-preserving state in Fig. 4͑a͒ is a phase separated one where Na atoms surround Rb core atoms. The solid and dashed lines correspond to the condensate profile of Rb and Na, respectively. The density profiles of the eigenvectors for each component are composed of ␦ j ϭ ͚ ␣ (e H pro jϭ 0 ) ␣ ␣ j ( jϭ1,2), respectively. Since H pro j is nondegenerate in the cigarlike trap, the density profiles of e H pro jϭ 0 in Fig. 4 (aЈ) determine a unique direction of newly bifurcating solution, which has symmetry breaking along the z axis. We confirmed that the direction of the symmetry breaking at a 12 ϭ4.8 as shown in Fig. 4͑b͒ coincide with the polarization direction of e H pro jϭ 0 . The direction of the eigenvector of Fig. 4͑b͒ also coincides with the direction of the symmetry-breaking solution along the z axis as can be seen in Fig. 4(bЈ) . The other degenerate state of the symmetrybreaking solution, which is mirror image of Fig. 4͑b͒ , can be obtained by adding the eigenvector of zero eigenvalue in the opposite direction to Fig. 4͑a͒ as Ϫe H pro jϭ 0 .
Furthermore, e H pro jϭ 0 also plays an important role in constructing new degenerate symmetry-breaking states for the case of the continuous symmetry breaking where the stability is marginal ( H pro jϭ 0). In Fig. 5 we plot the condensate wave functions and corresponding eigenvectors profiles ␦ j in the pancakelike trap at the symmetry-breaking parameter regime a 12 ϭ5.2. The initial state in Fig. 5͑a͒ is a symmetrybreaking state along the x axis. It produces the eigenvectors of H pro jϭ 0 whose profiles are polarized along the y axis as shown in Fig. 5(aЈ) . The addition of Fig. 5(aЈ) to Fig. 5͑a͒ and the subsequent optimization gives the slightly counterclockwise-rotated symmetry-breaking state in Fig.  5͑b͒ . The eigenvectors of H pro jϭ 0 corresponding to the state in Fig. 5͑b͒ become the one in Fig. 5(bЈ) ,which is counterclockwise-rotated one as compared to that in Fig. 5  (aЈ) . Next, addition of Fig. 5(bЈ) to Fig. 5͑b͒ produces the further counterclockwise-rotated symmetry-breaking state of Fig. 5͑c͒ .
IV. SUMMARY
We investigated the stability properties of the ground state of 2BEC as a function of the interspecies interactions within the framework of the Gross-Pitaevskii energy functional. The stability criterion indicated by the sign of H pro j provides a necessary and sufficient condition for the onset of the instability associated with the spontaneous spatial symmetry breaking in the ground states of 2BEC. Also the characteristic features of the spontaneous spatial symmetry breaking for both continuous and discrete cases were investigated by examining the stability signature in the symmetry-breaking parameter regime.
In the present study, our main concern is about the stability problems of the ground states of 2BEC associated with the symmetry breaking. Recently, there have been several theoretical efforts to understand the phase separation of 2BEC in the presence of vorticity ͓18͔. Our stability analysis can be extended to a more complicated case of the phase separation of 2BEC associated with a creation of quantized vortex or soliton. However, to investigate the stability and dynamics of 2BEC creating a vortex or soliton, the phase contributions of the condensate wave function have to be explicitely considered in the Gross-Pitaevskii energy functional. Here we used the fact that the ground state of 2BEC can be expressed by a real wave function with a constant phase. So, our stability analysis is actually restricted to the real stationary solutions of the Gross-Pitaevskii energy functional.
