Summary. We propose a novel method for variable selection in functional linear concurrent regression. Our research is motivated by a fisheries footprint study where one of the goal is to identify important time varying socio-structural drivers influencing patterns of seafood consumption and hence fisheries footprint over time. We develop a variable selection method in functional linear concurrent regression extending the classically used scalar on scalar variable selection methods like LASSO, SCAD and MCP. We show in functional linear concurrent regression the variable selection problem can be addressed as a group LASSO, and their natural extension; group SCAD or a group MCP problem. Through simulations, we illustrate our method, particularly with group SCAD or group MCP penalty can pick out the relevant variables with high accuracy and has minimal false positive and false negative rate even when data is observed sparsely, is contaminated with noise and the error process is highly non stationary. We also demonstrate two real data applications of our method in study of dietary calcium absorption and fisheries footprint, in selection of influential time varying covariates.
Introduction
Function on function regression is an active area of research in functional data with new statistical methods emerging frequently to address data where both the response variable and the covariates are functions over some continuous index such as time. Functional concurrent regression model is a special case of function on function regression where the predictor variables influence the response variable only through their value at current time point (Kim et al., 2018) . The commonly used functional linear concurrent regression model assumes a linear relationship between the response and the predictors, where the value of the response at a particular time point is modeled as a linear combination of the covariates at that specific time point, where the coefficients of the functional covariates are univariate smooth functions over time (Ramsay and Silverman, 2005) . Multiple methods exist in literature for estimation of these regression functions in functional linear concurrent regression and the closely related varying coefficient model (Hastie and Tibshirani, 1993) , using kernel-local polynomial smoothing Hoover et al., 1998; Fan and Zhang, 1999; Kauermann and Tutz, 1999) , polynomial spline (Huang et al., 2002 (Huang et al., , 2004 , smoothing spline (Hastie and Tibshirani, 1993; Hoover et al., 1998; Chiang et al., 2001; Eubank et al., 2004 ) among many others. Similar to classical scalar regression, when there are large number of covariates present, the primary interest might be to select only the set influential variables and estimate their effects. While doing significance testing and building confidence bands can help for assessing individual effect of a predictor, they are computationally infeasible, when the number of covariates is large. Thus arises the need to perform variable selection in functional linear concurrent regression.
Our research in this article is motivated by a fisheries footprint study where the goal is to identify important time varying socio-structural and economic drivers influencing fisheries footprint (Global Footprint Network's measure of total marine area required to produce the amount of seafood products a nation consumes) over time. Although a number of variable selection methods have been developed for scalar on function regression (Gertheiss et al., 2013a,b) and function on scalar regression (Chen et al., 2016) , literature for variable selection in functional linear concurrent regression is relatively few. Recently Goldsmith and Schwartz (2017) developed a variable selection method in functional linear concurrent model using a variational Bayes approach with sparsity being introduced through a spike and slab prior on the coefficients of the basis expansion of the regression functions. In this article we propose a variable selection method in functional linear concurrent regression extending the classically used variable selection methods like LASSO (Tibshirani, 1996) , SCAD (Fan and Li, 2001 ) and MCP (Zhang et al., 2010) .
Our work is inspired from Gertheiss et al. (2013b) , where they show the variable selection problem in scalar on function regression scenario can be reduced to a group LASSO (Yuan and Lin, 2006) problem. We have shown in functional linear concurrent regression the variable selection problem can be addressed as a group LASSO , and their natural extension group SCAD or group MCP problem. Chen et al. (2016) also used group MCP for their variable selection in function on scalar regression. Our model is fundamentally different from them in the sense the covariates we consider are time varying functions; and possibly observed with measurement error. Our method is similar to Wang et al. (2008) in which they use a group SCAD penalty for variable selection in varying coefficient models, but we propose a different penalty on the coefficient functions which simultaneously penalizes departure from sparsity as well as roughness of the coefficient functions, and our research shows there is much to be gained by using the group MCP penalty. We also consider that the covariates might be contaminated with measurement error and therefore use functional principal component analysis (FPCA) to get denoised trajectories of the covariates which improves estimation accuracy of our approach.
Through simulations we illustrate our method particularly with group SCAD or group MCP penalty can pick out the relevant variables with very high accuracy and has minimal false positive and false negative rate even when data is observed sparsely and is contaminated with measurement error. We note that the group LASSO selection method has a significantly higher false positive rate compared to other two penalties and use this as a benchmark for comparison.
We demonstrate two real data applications of our method in study of dietary calcium absorption (Davis, 2002) and the fisheries footprint study, in selection of the influential time varying covariates.
The rest of the article is organized as follows. In section 2 we present our modeling framework and illustrate our variable selection method. In section 3 we conduct a simulation study to evaluate the performance of our method and summarize the simulation results. In section 4
we go back to the two real data examples; calcium absorption study and fisheries footprint study, apply our variable selection method to find out the influential covariates and present our findings. We conclude in section 5 with a discussion about some limitations and possible extensions of our work.
Methodology
Suppose that the observed data for the i-th subject is
. . , Z ip (·) are the corresponding functional covariates. We assume the covariates and the response are observed on a fine and regular grid of points S = {t 1 , t 2 , . . . , t m } ⊂ S = [0, T ] for some T > 0, and the covariates are measured without any error. We discuss later in this section how our model and method can be easily extended to accommodate more general scenarios where the covariates are contaminated with measurement error and observed sparsely. We consider a functional linear concurrent regression model of the form,
where β j (t) (j = 1, 2, . . . , p) are smooth functions representing the functional regression parameters. We assume Z ij (·) are independent and identically distributed (i.i.d.) copies of
, where Z j (·) is a stochastic processes with finite second moment. We further assume ǫ i (·) are i.i.d copies of ǫ(·) which is a mean zero stochastic process. The model (1) in stacked form can be written as Y (t) = Z(t)β(t) + ǫ(t). Generally in functional linear concurrent regression, estimation is done (Ramsay and Silverman, 2005) by minimizing the penalized residual sum of square,
For example when L j = I, we minimize r(t) T r(t)dt + p j=1 λ j (β j (t)) 2 dt. Now suppose {θ kj (t), k = 1, 2, . . . , k j } is a set of known basis functions for j = 1, 2, . . . , p . We model the unknown coefficient functions using basis function ex-
T is a vector of unknown coefficients. In this article, we use B-spline basis functions, however, other basis functions can be used as well. Then the minimization in the example mentioned above, can be carried out by minimizing (
Here b, Θ(t) and penalty matrix R are defined in stacked form as b =
For our variable selection method we define penalty on the regression functions β j (·) as,
, where
. This is done similarly as in Gertheiss et al. (2013b) . This penalty simultaneously penalizes departure from sparsity and roughness of the coefficient functions. Subsequently we propose to minimize the following penalized mean sum of square of the residuals for variable selection,
Since we assume data is observed in a dense equispaced grid, the variable selection in practice is carried out by minimizing the following equivalent criterion,
Now using Cholesky decomposition of K ψ,j = L ψ,j L T ψ,j and denoting γ j = L T ψ,j b j , the penalized sum of square of residuals can be reformulated as,
where 
where Z * j i refers to the jth block column in this matrix. We recognize this minimization problem as performing a group LASSO (Yuan and Lin, 2006) , where the grouping is introduced by covariates. In particular we obtain estimates of γ j by minimizing similar penalized least square as in group LASSO namely;
We extend this group LASSO formulation to non convex penalties, which are known (Breheny and Huang, 2015) to produce sparser and less biased estimates, especially when there are large number of variables and magnitude of original parameter of interest is large. In particular we propose to use two non convex penalties; SCAD (Fan and Li, 2001 ) and MCP (Zhang et al., 2010) . These two penalties have been shown to ensure selection consistency and estimation consistency under standard assumptions in scalar regression case. They also enjoy the so called oracle property in terms of selection. This motivates us to use them in our functional variable selection context, and then the problem of variable selection reduces to a group SCAD or group MCP problem in our modeling set up as follows.
Group SCAD Method
In this method we perform variable selection and obtain estimates of γ aŝ
where P SCAD,λ,φ (||γ j || 2 ) is defined in the following way:
Group MCP Method
For Group MCP method we estimate γ aŝ
, where P M CP,λ,φ (||γ j || 2 ) is defined as :
We use cubic B-spline basis with same number of basis functions to model the regression functions β j (t)s, where the number of basis is large so the basis is rich enough. For selection of the tuning parameter ψ (for smoothness) and the penalty parameter λ we use the Extended BIC (EBIC) criterion proposed by Chen and Chen (2008) . They established consistency of EBIC under standard assumptions and illustrated it's superiority over other methods like cross validation, AIC and BIC, which tend to over select the variables. For Tuning parameter φ we use the values 4 for SCAD and 3 for MCP, as proposed by the original authors.
More generally we can consider the case where data is observed sparsely and covariates are observed with measurement error. This is most often the case for longitudinal data. Here the observed data is the response {(Y i (t ij ), t ij ), j = 1, 2, . . . , m i } and the observed covariates
Here U ijk s represent the observed covariates with measurement error, i.e., we have U ijk = Z k (t kij )+e ijk for i = 1, 2, . . . , n, j = 1, 2, . . . , m ki and k = 1, 2, . . . , p. The measurement error e ijk are assumed to be white noises with zero mean and variance σ 2 k . In sparse data set up it is generally assumed (Kim et al., 2018 ) although individual number of observations m i is small,
Then we can reconstruct the original curves from the observed sparse and noisy curves using FPCA methods (Yao et al., 2005) by estimating the eigenvalues and eigenfunctions corresponding to the original curves. Li et al. (2010) proved uniform convergence of the mean, eigenvalues and eigenfunctions associated with the curves for both dense and in particular sparse design under suitable regularity conditions. For prediction of the scores we can use PACE method as in Yao et al. (2005) . Then these estimates can be put together using Karhunen-Loève expansion (Karhunen,Loeve 1946) to get estimatesẐ ik (·) of the true curves Z ik (·) asẐ ik (t) =μ k (t) + S s=1ζ skψsk (t), where the number of eigenfunctions S to use is typically chosen using the percent of variance explained (PVE) criterion. Then for sparse data observed on irregular grid and observed with measurement error, we use
as our original data and use this data for performing variable selection.
Simulation Study

Simulation Set Up
In this section we evaluate the performance of our variable selection method using a simulation study. To this end we generate data from the model,
The regression functions are given by β 0 (t) = 8sin(πt/50), β 1 (t) = 5sin(πt/100), β 2 (t) = 4sin(πt/50) + 4cos(πt/50), β 3 (t) = 25e −t/20 and rest of the β j (t) = 0 for j = 4, 5, 6, . . . , 20,
i.e., the last 17 covariates are not relevant. The original covariates Z ij (·)
iid ∼ Z j (·), where Z j (t) (j = 1, 2, . . . , 20) are given by Z j (t) = a j √ 2sin(πjt/400) + b j √ 2cos(πjt/400), where a j ∼ N (50, (2) 2 ), b j ∼ N (50, (2) 2 ). We moreover assume that Z ij (t) are observed with measurement error i.e., we observe U ij (t) = Z ij (t) + δ j , where δ j ∼ N (0, .6 2 ). The error process ǫ i (t) is generated as follows; For each sample size we use 500 generated datasets for evaluation of our method.
Simulation Results
Our primary interest is selection (identification) of the relevant covariates Z 1 (·), Z 2 (·), Z 3 (·) and estimating their effects β 1 (t), β 2 (t), β 3 (t) accurately. As the covariates are observed sparsely and with measurement error we apply FPCA as discussed in section 2 and obtain the denoised curveŝ Z ij (t il ) before applying our variable selection method. Table 1 shows the selection percentage of each variable for each of the three selection methods discussed in section 2 and for the three sample sizes n = 100, 200, 400. It can be seen from Table 1 that all the three methods (group LASSO, group SCAD, group MCP) picks out the three true covariates Z 1 (·), Z 2 (·), Z 3 (·); 100% of the time. The group LASSO method has relatively higher false positive selection percentage in the range of 10% − 15%. The group SCAD and group MCP method on the other hand has false selection percentage in the range of 0.2% − 1%; the performances improving with increasing sample size. In scalar regression SCAD and MCP are known to produce sparser solutions than LASSO due to its concave nature and here also in context of variable selection in functional linear concurrent regression we observe these two methods (their group extension) out performing LASSO. The average model sizes for each scenario are also given in Table 1, and here also the group SCAD and group MCP method produces smaller and closer values to the true model size 3. Next as an assessment of the accuracy of the estimatesβ k (t) (k = 1, 2, 3)
we plot the true regression curves overlaid by their Monte Carlo (MC) LASSO is known to have a relatively high bias when magnitude of the regression coefficient is large. The group SCAD (dotted line) and group MCP (dashed dotted line) estimates have almost identical accuracy and variability as seen from Figure 1 ; they have superimposed on each other and on the true curves represented by solid lines. To further evaluate the performance of the estimates we calculate the absolute bias and the MC mean square error of the estimates averaged across 100 equally spaced grid points in [0, 100] , for all the selection methods and the 3 sample sizes. This is given in Table 2 . We again see group SCAD and group MCP method outperforming the group LASSO method in terms of both absolute bias and mean square error, 
Real Data Applications
In this section we demonstrate application of our variable selection method in selection of influential time varying predictors in two real data studies. For performing variable selection we use only the group SCAD and group MCP method, as the group LASSO method yields a significantly higher false positive rate, as illustrated by our simulations.
Study of Dietary Calcium Absorption
We consider the study of dietary calcium absorption in Davis (2002) . In this study the subjects are a group of 188 patients. We have data on calcium absorption (Y (t)), dietary calcium intake (Z 1 (t)), BMI (Z 2 (t)) and BSA (Body surface area) (Z 3 (t)) of these patients at irregular timepoints between 35 to 64 years of their ages. The number of repeated measurements for each patient is between 1 to 4. We are primarily interested in finding out which covariates influence calcium absorption (Y (t)). As data is observed sparsely and the original covariates might be observed with measurement error we apply FPCA methods as discussed in section 2 and get the denoised trajectoriesẐ j (t) for j = 1, 2, 3. We expect that calcium intake out of the three covariates will definitely be associated with calcium absorption. Figure 2 displays the individual curves of patients' calcium absorption, calcium intake, BSA, BMI along their ages. To illustrate the selection performance and false positive rate of our variable selection method we further add 15 pseudo covariates by simulating from the following functional model. We generate 
this a large number of times and observe which variables are being selected in each iteration.
We would expect our variable selection method to pick out the truly influential predictors and ignore the randomly generated functional covariates majority of the times. Table 3 illustrates the selection percentage of each of the variables. We see that both the group SCAD and group MCP method identifies calcium intake (Z 1 (t)) as a significant predictor 100% of the time. Also all other variables including all the pseudo covariates are ignored in 100% of the iterations. So both the group SCAD and group MCP method do a good job in selecting the true predictor set and ignoring the irrelevant variables.
As calcium intake is the only significant variable selected by both the methods we want to estimate it's effect and also get a measure of uncertainty of our estimate. Therefore we use a subject-level bootstrap on our original data (no pseudo covariates added) while performing variable selection to come up with estimated regression curveβ 1 (t) and a pointwise confidence interval for the effect of calcium intake. This is displayed in Figure 3 . We notice as calcium intake increase calcium absorption should decrease, asβ 1 (t) < 0 through out, which might be due to dietary calcium saturation or due to interaction with some other elements in the body;
although the overall magnitude of the effect seems to decrease with age.
Study of Fisheries Footprint
Production of fisheries is a source of protein as well as an economic livelihood across the world.
Along with the increasing global population the importance of fish production and consumption has steadily increased through the modern era. Fisheries Footprint is defined as the Global Footprint Network's measure of total marine area required to sustain consumption levels of aquatic production of fish, crustacean (e.g., shrimp), shellfish, and seaweed from captures and aquaculture; so the fisheries footprint basically represents the coastal and marine area required to sustain the amount of seafood products a nation consumes. As pointed out by Longo and Clark (2016) the interaction between marine and social systems calls for further sociological analysis.
The goal of this study is to identify the relevant socio-economic functional drivers such as levels of economic development, population size, and transformations in food-system dynamics that Table 4 . The variables in their original scale are very large in magnitude and therefore are converted into log scale, and the covariates observed as percentages are used without any conversion. We assume the functional linear concurrent regression model (1) discussed in this paper holds for the fisheries data. Finally before applying our variable selection method all the covariates are preprocessed using FPCA methods as discussed in section 2. The variables selected by the group SCAD and the group MCP method are given in Table 5 . Out of 20
covariates group SCAD and group MCP both identify the same set of 10 predictors. Some of them are aquaculture production, food imported as percentage of merchandise, GDP per capita, meat consumption, urban population etc. Figure 4 shows the estimated regression curves for each covariate effect obtained by applying the group MCP selection method. The estimates from the group SCAD method are similar. We see aquaculture production, GDP per capita, food imported/exported as percentage of merchandise, population total have a net positive effect on fisheries footprint. For meat consumption we see the net effect is negative which might be because of possible interaction of meat consumption and fish consumption of a nation or interaction with other set of variables. All these variables are important in the sense they control the primary aspects of population growth, economics, fish production, food consumption which directly interact with a nation's need for seafood and therefore should influence fisheries footprint.
Discussion
In this article we have proposed and extended the usual penalized variable selection methods like LASSO, SCAD and MCP to the functional linear concurrent regression set up and we have shown the problem can be addressed as a group LASSO and their natural extension group SCAD or group MCP problem. Through numerical simulations, we have shown our selection method with group SCAD or group MCP penalty can select the true underlying variables with high accuracy and has minimal false positive and minuscule false negative rate even when data is observed sparsely, is contaminated with measurement error and the error process is highly non stationary. We also observed that both group MCP and the group SCAD perform similarly although the group MCP penalty enjoys a marginally less false positive rate and therefore would be our suggested method to use. We have proposed to use EBIC (Extended Bayesian Information Criterion) for selection of tuning parameter which is efficient and solves the over selection problem that cross validation or other information criterion can encounter.
We have illustrated usefulness our method by applying to two real dataset: the dietary calcium absorption study data and the fisheries footprint data in identification of the relevant time varying covariates.
In future we would like to extend our variable selection method to nonparametric concurrent functional regression which is a more general and flexible model to capture complex relationships present between the response and covariates, that one might expect to see in real data. In this article we have used a subject level bootstrap method to measure uncertainty of the regression functions estimates, theoretical properties corresponding to such bootstrap would be worth exploring, and this is certainly a direction this work can head into.
Software
All the methods discussed in this article has been implemented using the 'grpreg' package (Breheny and Breheny, 2019) in R. Illustrations of implementation of our method using R are available with this article on Wiley Online Library.
