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ABSTRAKT
Bakalárˇská práce je zameˇrˇena na zálohování dat a podrobneˇji se zabývá vlastnostmi sou-
borových systému˚, které zálohování usnadnˇují. V praktické cˇásti se rˇeší kompletní návrh
zálohovacího úložišteˇ organizace Centrum experimentálního divadla, p. o.
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ABSTRACT
The bachelor thesis is focused on data backup and in particular it tackles the features of
file systems that facilitate the backup. The practical part deals with the complete design
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Informace - slovo se stále rostoucím významem - v podnikovém prostrˇedí, ve státní
správeˇ, ve školství, v domácnostech. Uložené informace v pocˇítacˇích nazýváme data. Jsou
produktem práce, zkušeností a leckdy bylo jejich získání zaplaceno peneˇzi nebo cˇasem.
Avšak ta nejcenneˇjší data byla získána prˇispeˇním obojího. Mnohá jsou nenahraditelná,
jelikož situace, kdy byla vytvorˇena, již nenastane.
Zálohování by meˇlo být samozrˇejmostí, avšak ne vždy je práveˇ nejjednodušší - tato
práce se snaží nalézt zpu˚sob, jak zálohování zjednodušit, k cˇemuž využívá pokrocˇilé
funkce souborových systému˚.
Praktická cˇást této práce se veˇnuje návrhem datového úložišteˇ pro zálohy v organizaci
Centrum experimentálního divadla, p.o., a to po hardwarové i softwarové stránce vcˇetneˇ
konfigurace.
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CÍLE PRÁCE, METODY A POSTUPY ZPRACOVÁNÍ
Cílem této práce je navrhnout systém zálohovaní, který bude komplexneˇ schopen záloho-
vat veškerá data, která vyprodukují uživatelé v organizaci CED, p.o., jeho provoz nebude
zateˇžovat uživatele, nebude nákladný a bude škálovatelný tak, aby vyhoveˇl i budoucím
datovým nároku˚m.
Systém by meˇl být schopný zachovávat denní historii po dobu alesponˇ 180 dní. Data
musí být obnovitelná po jednotlivých souborech a samotný systém musí být schopen fun-
govat bez pravidelných zásahu˚ administrátora.
Úložné systémy mají mnoho vrstev: pevné disky, nad nimi RAID, na ním jsou dis-
kové oddíly, souborový systém, zálohovací software, software pro správu záloh a software
z teˇchto záloh obnovující data. Tato práce se snaží pocˇet vrstev co nejvíce redukovat, což




„V urcˇitém okamžiku prˇijdete o soubory, které jsou pro vás skutecˇneˇ du˚ležité. Stane se
to každému bez ohledu na to, jaký typ pocˇítacˇe si koupíte. Mu˚že se to stát dnes nebo za
deset let, ale nakonec k tomu dojde. Úložišteˇ nikdy nevydrží veˇcˇneˇ.“ [1, s. 215]
Hrubý výcˇet situací kdy dochází ke ztráteˇ dat [1, s. 215]:
• Náhodná ztráta souboru
• Náhodný prˇepis souboru
• Narušení souboru
• Selhání hardware
• Krádež cˇi ztráta
• Prˇírodní katastrofa
Obecneˇ je možno použít neˇkolik ru˚zných metod zálohování:
Zálohování na stejný disk: acˇ zálohování souboru˚ na stejný disk mu˚že vypadat
smeˇšneˇ, ochrání uživatele prˇed ztrátou dat zejména v teˇch prˇípadech, kdy ji zavinil sám
(ztráta souboru/prˇepis souboru). Pokud není nastaveno žádné zálohování, lze v systému
Windows soubory obnovit pomocí dvou nástroju˚: Koš (soubor nebyl smazán, pouze vy-
hozen) a obnovení systému, jenž umožnˇuje procházet i souborovou historii [1, s. 216]
Zálohování na jiný disk: Kromeˇ zakoupení a prˇipojení extra hardwaru je nutné na-
stavit zálohování a monitorovat ho, zda je opravdu zálohováno. [1, s. 216]
Zálohování mimo prostory, kde se pocˇítacˇ nalézá: tyto zálohy ochrání uživatele
i v prˇípadeˇ ztráty pocˇítacˇe a prˇírodní katastrofy. Lze to rˇešit pomocí online záloh, avšak
je nutno pocˇítat s vyššími náklady. Lze zálohovat i na externí disk a ten prˇenést jinam,
ovšem zálohovací metody, kdy musí cˇloveˇk neˇco pravidelneˇ udeˇlat v dlouhodobém meˇ-
rˇítku, nefungují. [1, s. 216]
Vícenásobné pole nezávislých disku˚ (RAID): Chrání data proti selhání pevného
disku, je však si potrˇeba uveˇdomit, že data nejsou chráneˇna proti nechteˇné modifikaci
uživatelem samotným. [1, s. 217]
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Smazání souboru X X X
Prˇepis souboru X X X
Porušení souboru X X X
Selhání disku X X X
Krádež X
Prˇírodní katastrofa X
Tab. 1.1: Situace, kdy dochází ke ztrátám dat a metody zálohování
1.1.1 Testování záloh
Kromeˇ samotného zálohování je nutné testovat i obnovování dat ze zálohy. Existují i uži-
vatelé, kterˇí prˇestože sveˇdomiteˇ zálohují, prˇišli o svá data, jelikož jejich zálohy nepraco-
vali správneˇ. Problémy se zálohami jsou beˇžné a pokud zálohy nejsou testovány, nelze
odhalit problém, dokud není pozdeˇ [1, s. 222].
1.2 Ochrany proti poškození dat
1.2.1 RAID
RAID1 je technologie, která chrání data proti selhání pevného disku. RAID však není
zálohování a nechrání proti nicˇemu jinému, než práveˇ onu selhání disku. Úrovenˇ ochrany
je dána typem RAID (naprˇ. RAID 1, RAID 5 atd.) a ty nejdu˚ležiteˇjší jsou zde uvedeny.
RAID 0 (prokládání): Ve skutecˇnosti neposkytuje žádnou ochranu - data jsou uklá-
dána strˇídaveˇ na více disku˚. Kapacita tohoto pole je tak rovna soucˇtu velikostí teˇchto
nejmenších disku˚. Pokud však dojde k selhání jednoho z disku˚, data jsou ztracena.
[2, s. 454]
JBOD2: data se zapisují na první disk, když se zaplní, tak na další a tak dále, až se
zaplní celé JBOD pole. Na rozdíl od RAID 0 využívá celou kapacitu disku˚ a mu˚že být
1Anglicky Redundant Array of Inexpensive/Independent Disks: vícenásobné diskové pole laciných/ne-
závislých disku˚
2Just a Bunch Of Disks - jen hromada disku˚
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Obr. 1.1: RAID 0
Zdroj: seagate.com
použit i s disky ru˚zné velikosti. Jednotlivé disky jsou využívány na 100 %. [24]
Obr. 1.2: JBOD
Zdroj: seagate.com
RAID 1 (zrcadlení): Data jsou uložena na dva a více disku˚ zárovenˇ. Prˇi selhání pev-
ného disku, tak zu˚stávají na teˇch zbývajících. [2, s. 457]
RAID 5: vyžaduje alesponˇ 3 cˇleny, prˇicˇemž kapacitu jednoho cˇlenu zabírají samoo-
pravné kódy, které jsou uloženy na cˇlenech strˇídaveˇ. Je odolný vu˚cˇi selhání jednoho disku.
Smysluplné minimum pro RAID 5 jsou 3 disky. [2, s. 462]
RAID 6: Obdoba RAID 5, používá dva paritní disky, prˇicˇemž na každém z nich je
samoopravný kód vypocˇten jiným zpu˚sobem. Opeˇt kvu˚li vytížení paritních disku˚ jsou
paritní data uložena strˇídaveˇ na všech discích. Výhodou je odolnost proti výpadku dvou
disku˚. RAID 6 je tedy výhodné prˇi použití peˇti a více disku˚. [24]
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Obr. 1.3: RAID 1
Zdroj: seagate.com
Obr. 1.4: RAID 5
Zdroj: seagate.com
Vícenásobný RAID: Neˇkterá RAID rˇešení lze kombinovat, v tom prˇípadeˇ se cˇíslují
od nejnižšího RAID rˇešení po nejvyšší. Prˇíkladem jest RAID 10, který pomocí RAID 0
spojuje dveˇ pole RAID 1 (na obrázku 1.6). Obvyklé použitelné kombinace jsou: již zmi-
nˇovaný RAID 10, RAID 01, RAID 50, RAID 60 a RAID 100. [24]
1.2.2 ECC pameˇti
Zkratka ECC3 oznacˇuje skupinu pameˇt’ových modulu˚, které jsou schopny samy najít
a opravit 1-bitovou chybu v prˇenosu dat, aniž by to meˇlo vliv na cˇinnost pocˇítacˇe. Chyba
se automaticky opraví a systém pokracˇuje v cˇinnosti bez veˇdomí uživatele. V závislosti
3Error Correction and Detection
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Obr. 1.5: RAID 6
Zdroj: seagate.com
Obr. 1.6: RAID 10
Zdroj: seagate.com
na typu pameˇt’ového kontroléru, který je integrován v základní desce nebo CPU, je ECC
pameˇt’ schopna sama opravovat i méneˇ cˇasté 2, 3 a 4-bitové chyby. [16]
Tyto pameˇti brání tomu, aby se do dat náhodneˇ vnášeny chyby vlivem nespolehlivosti
hardware. ECC RAM se používají prakticky ve všech serverech a v neˇkterých pracovních
stanicích.V desktopech a noteboocích, kde se na spolehlivost obvykle neklade takový
du˚raz, se používají ojedineˇle. [15]
Tato kontrola je du˚ležitá, protože pameˇti nejsou stoprocentneˇ spolehlivé. Vlivem elek-
tromagnetického zárˇení (zejména z pocˇítacˇového zdroje nebo kosmického zárˇení), teploty,
napeˇt’ových špicˇek atp. se mu˚žou nahodile meˇnit hodnoty uložené v pameˇti. Tyto naho-
dilé zmeˇny jsou oznacˇovány termínem Soft Errors. Množství takto vygenerovaných chyb
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se pak oznacˇuje termínem Soft Error Rate (SER). [15]
Podle analýzy AMD se u moderních pameˇt’ových modulu˚ vyskytuje zhruba jeden
Soft Error za 2 až 4 týdny na 1 GB pameˇti RAM. To v praxi znamená, že prˇi dnes docela
beˇžných 4 GB dojde k poškození dat zhruba jednou až dvakrát do týdne, prˇi 16 GB se tak
mu˚že stávat zhruba cˇtyrˇikrát až osmkrát do týdne. [15]
1.3 Souborový systém ZFS
ZFS4 je univerzální souborový systém, který k vytvárˇení úložišteˇ nepotrˇebuje podvrstvy,
jenž virtualizují úložná média. Znamená to, že je možné sestavit agregované úložišteˇ po-
mocí neˇkolika málo prˇíkazu˚. [4, s. 14]
Každý blok dat zabezpecˇen 256 bitovým kontrolním soucˇtem, který má za úkol chránit
data prˇed poškození. Data jsou tak chráneˇna pro tzv. tichému poškození dat5. ZFS spravuje
data inteligentneˇ, pokud jejich detekuje poškození, pokusí se získat data z jiné kopie, pro
zvýšení redundance lze také nastavit zapsání dat na médium vícekrát. [4, s. 14]
ZFS poskytuje (mimo jiné) podporu pro deduplikaci (stejná data jsou uložena jen jed-
nou), šifrování souborového systému, snímky a kopie souborového systému. Podporuje
variabilní velikost bloku˚ a pokrocˇilou vyrovnávací pameˇt’, která mu˚že být uložena v RAM
- nazývá se ARC6, nebo na pomalejší pameˇti jakou jsou SSD7 disky - nazývá se L2ARC.
ZFS využívá princip copy-on-write - prˇi kopírování nejsou data fyzicky kopírována,
jen je odkazováno na již existující data. Až pokud jsou data zmeˇneˇna, jsou teprve zapsána.
Maximální velikost souboru na ZFS je 16 EB (264 bajtu˚), maximální pocˇet souboru˚ ve
složce je 248. Maximální velikost úložišteˇ je 256 ZB (278 bajtu˚). [4, s. 5]
1.3.1 Organizace dat
Struktura ukládání dat na ZFS je následující (obrázek 1.7): Jednotlivé disky (nebo obecneˇ
bloková zarˇízení) jsou spojována do virtuálních zarˇízení (vdev), tato zarˇízení jsou spojo-
vána do úložišt’ (zpool). V úložišti se nacházejí jednotlivé souborové systémy (a dokonce
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nemusejí být ani ZFS). V souborových systémech se potom již nachází soubory a složky.
[4, s. 18]
Obr. 1.7: Organizace ZFS
Zdroj: Scott Watanabe: Solaris 10 ZFS essentials
V ZFS existují následující typy virtuálních zarˇízení [4, s. 23]:
• Dynamické prokládání: neredundantní konfigurace s jedním nebo neˇkolika disky.
• Redundantní skupina (zrcadlení, RAID-Z): Zrcadlení mu˚že být dvojité nebo tro-
jité, v RAID-Z konfiguraci je doporucˇené maximum disku˚ 9, pole s více disky se
doporucˇuje rozdeˇlit mezi více virtuálních zarˇízení.
• Náhradník: disk k dispozici jako okamžitá náhrada, pokud neˇkterý jiný selže.
• Log: zarˇízení pro ZIL8, zvyšuje výkon prˇi zápisu, lze ho však použít jen prˇi dyna-
mickém prokládání a prˇi zrcadlení.
• Vyrovnávací pameˇt’: Zarˇízení pro zrychlení náhodných cˇtení z RAID-Z konfigu-
race. Používá se ve velmi zatíženích diskových polích. U tohoto zarˇízení se nepou-
žívá redundance a pokud dojde k chybeˇ, data budou cˇtena z pu˚vodního úložišteˇ.
Doporucˇení pro ZFS úložišteˇ [4, s. 24]:




• Používejte celé disky - ZFS nejlépe funguje jako JBOD.
• Používejte disky stejné velikosti (ru˚zná geometrie nevadí) pro dosažení maximál-
ního prostoru na úložišti.
• Používejte stejné velikosti virtuální zarˇízení pro konstrukci úložišteˇ pro dosažení
maximálního výkonu.
Neˇkterá konfiguracˇní omezení [4, s. 26]:
• Pokud je virtuální zarˇízení prˇidáno do úložišteˇ, není ho již možné odebrat.
• Odebrat je možné pouze speciální zarˇízení: náhradník, log a vyrovnávací pameˇt’.
• Disky mohou být nahrazeny velikostneˇ stejnými, nebo veˇtšími.
• Trojité zrcadlo lze vytvorˇit tak, že stávající zrcadlo se zrcadlí s jediným diskem.
• Další disky nemohou být prˇidány do RAID-Z konfigurace.
1.3.2 Redundance
U ZFS je možné nastavit následující konfiguraci redundance:
• zrcadlení [4, s. 15],
• RAID-Z (jednoduchá parita), také nazýván RAID-Z1 - ekvivalent RAID 5 [4, s. 15],
• RAID-Z2 (dvojitá parita) - ekvivalent RAID 6 [4, s. 15],
• RAID-Z3 (trojitá parita) - nemá klasická RAID ekvivalent [22].
RAID-Z je podobný mechanizmu RAID-5, ale využívá variabilní délku bloku k eli-
minaci poškození, které je zpu˚sobeno výpadkem napájení mezi zapsáním dat a zápisem
paritního záznamu9. [4, s. 20]
1.3.3 Hardwarové požadavky
Pro bezproblémový provoz je nutné, aby meˇlo zarˇízení alesponˇ 1 GB RAM. Po bezproblé-
mový beˇh vyžaduje minimálneˇ 4 GB pameˇti [22], dojde také k velkému zvýšení výkonu.
Pokud je zapnuta deduplikace, tak konzumace pameˇti je zhruba 5 GB RAM na každý
TB dat [21]. Vzhledem ke spotrˇebované pameˇti je ZFS velmi citlivé na poškození dat
v pameˇti, proto se du˚razneˇ doporucˇuje používat ECC pameˇti.
9Anglicky: RAID-5 write hole
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1.3.4 Licence
ZFS je uvolneˇn pod licencí CDDL10, která není kompatibilní s GPL11, tudíž nemu˚že být
naprˇíklad soucˇástí linuxového jádra. Po použití v Linuxu je nutné potrˇebný modul manu-
álneˇ dokompilovat. V neˇkterých distribucích je dokonce potrˇeba jádro znovu sestavit ze
zdrojového kódu. [12]
ZFS je však možné nalézt v BSD systémech, které se šírˇí pod tzv. BSD licencí a která
je kompatibilní s CDDL [12]. Konkrétní systémy jsou to naprˇ. FreeBSD nebo OpenBSD
[3, s. 16].
1.4 Souborový systém BTRFS
Btrfs12 je souborový systém, který zacˇala vyvíjet firma Oracle v roce 2007. [11]
Zatím však stále není v produkcˇní kvaliteˇ, na rozdíl od ZFS je však šírˇen pod GPL
licencí, což umožnˇuje, aby na rozdíl od ZFS byl soucˇástí Linuxového jádra. Zatím (psáno
2016) se doporucˇení pro jeho produkcˇní použití ru˚zní. Je však možné, že se v budoucnu
stane alternativou k ZFS. [11]
1.5 Souborový systém NTFS
Souborový systém NTFS13 byl navržen firmou Microsoft na konci 80 let prˇi soucˇasneˇ
zahájeném vývoji Windows NT a lze rˇíct, že byl navržen, aby splnˇoval nejen soucˇasné,
ale i prˇedpokládané budoucí požadavky. [2, s. 508]
NTFS prˇináší následující vylepšení:
• Zvýšená spolehlivost - NTFS užívá log a je z neˇho schopen obnovit konzistenci
souborového systému i když je systém neplánovaneˇ restartován. V prˇípadeˇ chyb-
ných sektoru˚ je NTFS schopen prˇemapovat sektory pro nová data a stará oznacˇí,
aby již do nich nebylo zapisováno. [2, s. 531]
10Common Development and Distribution License
11GNU General Public License
12B-tree file system
13New Technology File System
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• Zvýšená bezpecˇnost - NTFS umožnˇuje nastavit práva pro soubory a složky. Umož-
nˇuje povolovat a zakazovat prˇístup uživatelu˚ a skupin. NTFS také podporuje šifro-
vaný souborový sytém (EFS) pro ukládání šifrovaných dat. [14]
• Podpora velkých úložišt’ - NTFS umožnˇuje vytvorˇit až 16 TB úložišteˇ, pokud délka
sektoru bude výchozích 4 KB. Je možné vytvorˇit až 256 TB úložišteˇ, pokud bude
délka sektoru maximálních 64 KB. [2, s. 505]
• Limitování místa na úložišti - diskové kvóty umožnˇují kontrolovat uživatelský pro-
stor. NTFS podporuje kompresi dat. NTFS také umožnˇuje prˇipojovat další soubo-
rové systémy jako cesty - vhodné tehdy, pokud by systému mohly dojít písmena k
prˇipojování disku˚. [2, s. 522]
• Distribuované sledování odkazu˚ - spravuje integritu zástupcu˚ a OLE odkazu˚, i po-
kud je prˇesunut cíl a to dokonce i na jiný pocˇítacˇ, zástupci zu˚stanou konzistentní.
[14]
• zhušteˇné soubory - velké soubory plné nul, NTFS dokáže nají zacˇátek a konec uži-
vatelských dat. Nevyužité místo v teˇchto souborech je k dispozici jako volné místo.
[2, s. 515]
• Pevné odkazy - pomocí pevných odkazu˚ je možno mít v ru˚zných složkách stejné
soubory, aniž by se duplikovaly. [2, s. 509]
• Služba stínové kopie - vytvárˇí infrastrukturu pro prˇesné a vcˇasné stínové kopie.
Kopie mohou být vytvárˇeny bez vlivu na výkon. Stínové kopie mohou být vyžívány
pro zálohy a hardware úložišteˇ. [14]
• Distribuovaný souborový systém - do hierarchie souborového systému lze prˇepojit
soubory ze vzdáleného serveru a prˇistupovat k nim jako k lokálním. [14]
• Replikace souborového systému - umožnˇuje replikovat soubory v sdílených adresá-
rˇích. Pokud jsou detekovány zmeˇny v souborech, soubory jsou nahrány na vzdálený
server. [14]
1.5.1 Stínové kopie
Stínové kopie, nebo také stínové kopie svazku14 je technologie, která na systémech Win-
dows umožnˇuje automaticky, nebo manuálneˇ zálohovat soubory, nebo celé svazky. A to
14Anglicky: Volume Snapshot Service, Volume Shadow Copy Service nebo VSS
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i když jsou práveˇ používány. Tato technologie vyžaduje souborový systém NTFS, je
možné zálohovat na interní i externí médium. Tuto technologii používají programy Zá-
lohování Windows a Automatické obnovení. [13]
Stínová kopie pracuje na úrovni bloku˚. Snímek je kopie svazku porˇízená v urcˇitém
cˇase a pouze pro cˇtení. [13]
Snímky ve výchozím nastavením nejsou trvalé a ztrácí se po restartu systému. Mož-
nost trvalých snímku˚ byla zavedena ve Windows Serveru 2003 a to vcˇetneˇ procházení dat
v grafickém rozhraní. [13]
Ekosystém kolem stínových kopií obsahuje následující komponenty [13]:
• VSS service - soucˇást operacˇního systému zajišt’ující, aby jednotlivé komponenty
fungovaly navzájem.
• VSS requester - software, který požaduje vytvorˇení stínové kopie (nebo vysoko-
úrovnˇovou práci nad nimi, jako je importování nebo smazání). Obvykle jsou to
zálohovací programy.
• VSS writer - komponenta, která garantuje, že zálohovaná data jsou konzistentní.
Je obvykle soucˇástí aplikací, co vyžadují mít konzistentní data beˇhem zálohování.
Prˇíkladem bud’ MS SQL Server, nebo MS Exchange.
• VSS provider - komponenta starající se o vytvorˇení a obsluhu stínové kopie. Mu˚že
být bud’ softwarová, nebo hardwarová.
Pro vytvorˇení stínové kopie je nutné provést následující roky [13]:
1. VSS requester zavolá VSS service, získá seznam VSS writeru˚, shromáždí metadata
pro VSS writery a prˇipraví se na vytvorˇení stínové kopie.
2. Každý VSS writer vytvorˇí XML popisující komponenty a data, která jsou se mají
zálohovat a prˇedá je zpátky VSS service. VSS service prˇedá informace o VSS wri-
terech a ten si stanoví, které z teˇchto komponent použije.
3. VSS service informuje všechny VSS writery, aby prˇipravily data pro vytvorˇení stí-
nové kopie.
4. VSS writery prˇipraví data odpovídajícím zpu˚sobem, jako dokoncˇí všechny ote-
vrˇené transakce, prˇestane spoušteˇt transakce noveˇ prˇíchozí a vyprázdní mezi pameˇt’.
Jakmile je to hotovo, informují VSS service.
5. VSS service oznámí VSS writeru˚m, aby docˇasneˇ zmrazily všechny V/V požadavky
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na zápis (V/V požadavky na cˇtení jsou stále možné) na neˇkolik sekund, které jsou
nutné pro vytvorˇení stínové kopie celého svazku. Zamrznutí požadavku˚ nesmí tr-
vat déle než 60 sekund. VSS service vyprázdní mezi pameˇt’ souborového systému
a zmrazí souborový systém, což zajistí korektnost zapsaných metadat souborového
systému a stínová kopie tak bude konzistentní.
6. VSS service oznámí VSS providerovi, aby vytvorˇil stínovou kopii. Vytvárˇení stí-
nové kopie by nemeˇlo zabrat více, než 10 sekund, beˇhem nichž jsou všechny V/V
požadavky na zápis zmrazeny.
7. VSS service povolí souborovému systému V/V zápisy.
8. VSS service oznámí VSS writeru˚m, aby rozmrazily aplikacˇní V/V zápisy. Od to-
hoto bodu mohou aplikace pokracˇovat se zápisy na disk, jako prˇed zacˇnutím tvorby
stínové kopie.
9. Vytvárˇení stínové kopie mu˚že být zrušeno, pokud zmražení VSS writeru˚ trvá déle
než 60 sekund, nebo VSS providerovi se nepodarˇí vytvorˇení stínové kopie dokoncˇit
beˇhem 10 sekund. Pokud se tak stane, VSS requester mu˚že proces opakovat, nebo
oznámit administrátorovi, že aby proces opakoval pozdeˇji.
10. Pokud je vytvorˇení stínové kopie úspeˇšné, VSS service vrátí VSS requesteru in-
formace o umísteˇní stínové kopie. V neˇkterých prˇípadech mu˚že být stínová kopie
ješteˇ docˇasneˇ k dispozici pro cˇtení a zápis, tudíž jedna cˇi více aplikací mu˚že upravit
obsah stínové kopie. Až aplikace dokoncˇí úpravy, stínová kopie zu˚stane k dispozici
pouze pro cˇtení. Této fáze se rˇíká automatická obnova a je použita k vrácení zpeˇt
transakce aplikace, nebo souborového systému, která se nestihla dokoncˇit beˇhem
vytvárˇení stínové kopie.
1.6 Protokol iSCSI
iSCSI15 je protokol, než umožnˇuje prˇipojovat úložišteˇ (jako je trˇeba diskové pole) prˇes
pocˇítacˇovou sít’. [8]
iSCSI dokáže prˇenášet SCSI prˇíkazy jak prˇes lokální pocˇítacˇovou sít’, tak prˇes inter-
net. Pro prˇenos používá TCP/IP. Protokol iSCSI je definován v RFC 3720. [9]
15Internet Small Computer System Interface
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iSCSI klient, který se v terminologii iSCSI nazývá iSCSI inicializátor, posílá SCSI prˇí-
kazy úložným zarˇízením, které se nazývá iSCSI host. Umožnˇuje to data ukládat v SAN16,
což je sít’, kde se pracuje s daty na úrovni bloku˚. V hostitelském systému zarˇízení prˇipo-
jené prˇes iSCSI vytvárˇí iluzi zarˇízení lokálního. Na rozdíl od technologie Fibre Channel,
která vyžaduje zvláštní kabeláž, iSCSI mu˚že být provozován na velkou vzdálenost na již
existující sít’ové infrastrukturˇe. [8]
Jako LUN17 oznacˇujeme jednotlivá média umožnˇující cˇtení a zápis nacházejících se
na iSCSI hostech. Acˇ to mohou být libovolná media umožnˇující cˇtení a zápis, obvykle se
jedná o pevné disky, nebo disková pole. [8]
Obr. 1.8: Architektury ru˚zných sít’ových úložišt’
Zdroj: linux-iscsi.org
1.7 RSync
Rsync je aplikace pro unixové systémy, která dokáže synchronizovat soubory a složky




Rsync má naprˇ. oproti klasickému nástroji cp18 neˇkolik výhod. Tou nejvýrazneˇjší je
optimalizace velikosti prˇenášených dat. Rsync k tomuto používá speciální algoritmus, vy-
vinutý australským programátorem Andrewem Tridgellem, který zefektivní prˇenos struk-
tury (jako jsou naprˇíklad soubory) prˇes komunikacˇní linku, když má cílový pocˇítacˇ již ji-
nou verzi stejné struktury. Platí to však také pro lokální kopírování. Znamená to, že rsync
nekopíruje celé soubory, ale jen rozdíly mezi nimi. Celý proces kopírování to znacˇneˇ
urychlí. [10]
Další výhody rsync jsou naprˇ. zachování oprávneˇní a vlastnické informace souboru˚,
kopírování symbolických odkazu˚, atd. Prˇi prˇenosu je také možné zapnout kompresi dat,
což je výhodné zejména prˇi zálohování prˇes internet. [10]
Utilitu rsync lze snadno využít i pro kopírování souboru˚ mezi ru˚znými pocˇítacˇi. Jako
prˇenosový kanál prˇes internet nejlépe poslouží ssh. Díky ssh jsou kopírovaná data za-
bezpecˇena proti odposlechu a zárovenˇ rˇeší i dálkový prˇístup na jiný stroj. Server ssh bývá
u veˇtšiny linuxových stroju˚ standardním prostrˇedkem pro dálkovou správu, není tedy trˇeba
nic nastavovat. [5, s. 164] [3, s. 328]
Jsou však prˇípady, kdy je vhodné použít rsync server. Typické použití je naprˇíklad ad-
resárˇ /usr/portage v distribuci Gentoo. V tomto adresárˇi je velké množství informací
o jednotlivých balících. Veˇtšina teˇchto informací se nemeˇní, je však nutné mít pro rˇádné
fungování systému ve svém pocˇítacˇi vždy aktuální kopii. Díky tomu, že utilita rsync prˇe-
náší pouze rozdíly, je její použití pro podobné úcˇely velmi výhodné. [7]
1.8 Úložná zarˇízení
1.8.1 Optická média
CD a DVD média jsou tu s námi již dlouho, ale stále mají z hlediska zálohování co rˇíci.
A to z hlediska rozšírˇenosti jak tzv. vypalovacˇek, tak samotných médií. Hlavní výhodou
zálohování na optické disky je jejich cena, která se pohybuje v desítkách korun za jedno
CD/DVD. Na trhu je ovšem mnoho výrobcu˚ a je trˇeba vybírat pecˇliveˇ. [6]
Pokud dodržíte pravidla správného skladování (tma, optimální vlhkost, teplota, atd.),
meˇli jste šteˇstí na kvalitní média a dobrou vypalovací mechaniku, mohou vám zálohy vy-
18Unixový program na kopírování souboru˚
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držet i neˇkolik desítek let. Obecneˇ je ale doporucˇováno zálohy postupneˇ prˇevádeˇt v pravi-
delných cˇasových intervalech (cca 1× za rok) na nová a nová média a tím si prodlužovat
životnost a minimalizovat ztrátu dat ze starších médií. Stejný postup je možné uplatnit
i na média Blu-ray, pokud máte vypalovací mechaniku podporující tento formát. [6]
1.8.2 Magnetická páska
Magnetická páska je populární médium pro zálohování a archivaci dat. Neˇkteré nové
pásky jsou již dnes rychlejší (cˇtení/zápis) než pevné disky. Nevýhodou je vysoká porˇi-
zovací cena páskové jednotky, výhodou pak nízká cena médií. [6]
Další nevýhodou je nutný sekvencˇní prˇístup v zápisu a cˇtení dat. Obnova jednoho
souboru z pásky, podle použité technologie, ji znamená neˇkdy celou prˇecˇíst. [6]
1.8.3 Pevné disky
Harddisky nabízejí skveˇlý pomeˇr ceny, velikosti a bezpecˇí pro vaše data. Je relativneˇ
jedno, jestli další disk budete mít prˇímo v pocˇítacˇi, nebo se rozhodnete pro externí rˇešení.
[6]
Jako nevýhody lze uvést možné poškození disku a možnou nemožnost zapojení har-
ddisku na budoucích základních deskách. Poškození lze prˇedejít zapojením disku˚ do tzv.
RAIDu, kdy je možné trˇeba obsah disku zrcadlit na druhý disk. Dá se rˇíci, že záloha na
pevné disky patrˇí k nejlepším možným rˇešením. [6]
1.8.4 Cloud/Online zálohy
Pod online zálohováním si mu˚žeme prˇedstavit služby poskytované trˇetí stranou ve formeˇ
možnosti odeslat data z PC na jejich úložišteˇ a podle potrˇeby si je kdykoliv stáhnout
zpátky. [6]
1.9 Ceny pevných disku˚
Tabulka 1.2 uvádí cenu prˇepocˇtenou na GB a také cenu tohoto rˇešení pokud, bude nad
tímto diskem vytvorˇen RAID6, cˇi RAID-Z2 s 5 disky. Z každé kategorie byl vybrán nej-
levneˇjší pevný disk urcˇený pro 24hodinový serverový provoz.
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Kap. Cena Záruka Kcˇ/GB Kcˇ/GB/rok Kcˇ/TB/rok Kap. Z2 Cena Z2
1000 1 793 3 1,79 0,60 612,01 3 000 8 965
2000 2 603 3 1,30 0,43 444,25 6 000 13 015
3000 3 184 3 1,06 0,35 362,27 9 000 15 920
4000 4 394 3 1,10 0,37 374,95 12 000 21 970
5000 5 858 3 1,17 0,40 399,91 15 000 29 290
6000 6 923 3 1,15 0,38 393,84 18 000 34 615
1000 2 313 5 2,31 0,46 473,70 3 000 11 565
2000 3 692 5 1,85 0,37 378,06 6 000 18 460
3000 5 181 5 1,73 0,35 353,69 9 000 25 905
4000 6 318 5 1,58 0,32 323,48 12 000 31 590
5000 6 034 5 1,21 0,24 247,15 15 000 30 170
6000 8 240 5 1,38 0,27 281,26 18 000 41 200
Tab. 1.2: Cena za HDD na kapacitu
Data: heureka.cz, k 14. 5. 2016
1.10 Ceny online úložišt’
Online úložišteˇ (cloud) mají ru˚zné parametry a zpu˚soby použití. Existují specializovaná
úložišteˇ urcˇená pro zálohování. V tabulce 1.3 jsou uvedeny neˇkteré služby s cenou, kapa-
citou úložišteˇ, maximálním pocˇtem zarˇízení (nebo uživatelu˚), uchovaným pocˇtem revizí
souboru˚ a dobou uchování nejstarší revize. [23]
Jdou zde vysledovat dva trendy, neˇkterá úložišteˇ neomezují pocˇty zarˇízení/uživatelu˚
ale omezují maximální kapacitu úložišteˇ. Naopak neˇkteré mají neomezené úložišteˇ, ale je
potom potrˇeba platit za každého uživatele. [23]
Jednotlivá úložišteˇ se také liší v použitém šifrování a zpu˚sobu šifrování - jestli je
šifrovaná pouze komunikacˇní trasa, nebo i samotná data a jestli poskytovatel má možnost
je sám rozšifrovat. Každá úložišteˇ má vlastní aplikaci pro zálohování z nichž ne všechna
jsou kompatibilní s ru˚znými operacˇními systém a liší se v zálohování sdílených souboru˚
a systémových souboru˚. Také u jednotlivých aplikací probíhá vývoj a neˇkteré vlastnosti
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mohou být do budoucna prˇidány, prˇípadneˇ odebrány. [23]
Úložišteˇ Cena Kapacita Zarˇízení Revizí Živ. revize
IDrive 1488 1 TB ∞ 10 ∞
CrashPlan 1500 ∞ 1 ∞ ∞
SOS Online Backup 1500 ∞ 1 ∞ ∞
Carbonite 1500 ∞. 1 12 90 dní
SpiderOakONE 3225 1 TB ∞ ∞ ∞
Acronis True Image Cloud 2500 ∞ 1 6 6 meˇsícu˚
Backblaze 1250 ∞ 1 ∞ ∞
EMC MozyHome 1650 50 GB 3 ∞ 30 dní
OpenDrive 1250 100 GB 1 99 ∞
SugarSync 1875 100 GB ∞ 6 30 dní
Tab. 1.3: Cloudová úložišteˇ
Data: PCMag.com ke 24. 2. 2016
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2 ANALÝZA SOUCˇASNÉHO STAVU
2.1 O organizaci
Centrum experimentálního divadla, p. o. je prˇíspeˇvková organizace, jejíž hlavní cˇinností
je divadelní cˇinnost a tvu˚rcˇí umeˇlecká práce, realizovaná stálými profesionálními alter-
nativními soubory Divadlo Husa na provázku a HaDivadlo. A realizace "Projektu CED",
jehož obsahem je naplnˇování programu Divadla u Stolu, porˇádání festivalu˚ alternativního
divadla a kultury, vyhledávání umeˇleckých aktivit (zejména divadelních), uskutecˇnˇování
tvu˚rcˇích dílen pro verˇejnost, porˇádání výstav a galerijních aktivit a vedení knihovny -
archivu pro verˇejnost zameˇrˇené na divadlo a umeˇní. [17, s. 2]
Organizace byla založena 1. 1. 1992 [17, s. 1], avšak existence provozovaných umeˇ-
leckých souboru˚ se datuje do roku 1968 v prˇípadeˇ Divadla Husa na provázku [19] a od
roku 1974 v prˇípadeˇ HaDivadla [20].
K 31. 12. 2014 meˇla organizace 94 zameˇstnancu˚ [18, s. 89] a rozpocˇet se pohybuje




























Obr. 2.1: Organizacˇní struktura CED, p. o.
Zdroj: ced-brno.cz
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2.2 Historie ukládání a zálohování dat
V organizaci Centrum experimentálního divadla, p. o. dlouhá léta zálohování plneˇ spocˇí-
valo na morálce zameˇstnancu˚. Jednotliví zameˇstnanci tak jednou za cˇas nakopírovali data,
které jim prˇipadala du˚ležitá, na externí média. Historicky to byly diskety (5.25"i 3.5"),
média ZIP, optické disky (CD a pozdeˇji DVD) a externí pevné disky (externí box s IDE
rozhraním, pozdeˇji USB, ojedineˇle se používalo i FireWire).
Takto rˇešené zálohování meˇlo za následek velmi nepravidelné zálohy – zameˇstnanci
zálohovali, když si na to vzpomneˇli a když na to meˇli cˇas. V neˇkterých prˇípadech tak
zálohování probíhalo trˇeba jen jednou rocˇneˇ, nebo také vu˚bec. Druhým problémem byla
chybeˇjící historie záloh – stará záloha byla prˇepsána zálohou aktuální. Trˇetím problémem
byla neúplnost záloh – zameˇstnanci zkrátka zapomínali zálohovat neˇkteré data – zejména
to byly emaily a historická data, se kterými nepracovali prˇíliš cˇasto. Cˇtvrtým problémem
byla bezpecˇnost, jelikož externí disky se nepožívali jen na zálohy, ale na i prˇenášení dat.
Data tak mohla být teoreticky kompromitována, avšak autorovi této práce není známo, že
by k tomuto neˇkdy došlo. Na druhou stranu se tato média se stávala prˇenašecˇem pocˇíta-
cˇových viru˚, šírˇících se po externích médiích.
Cˇasem zacˇal být tento stav neudržitelný a tak vybrané pocˇítacˇe zacˇaly být zálohovány
pravidelneˇ – a to bud’ programem Cobian, nebo integrovaným prˇíkazem robocopy a to na
vyhrazený externí pevný disk, nebo na disk sít’ový (prˇes protokol SMB).
Zálohování na interní disk, prˇípadneˇ externí prˇipojený prˇes USB, má neˇkolik zásad-
ních problému˚. Tím prvním jest zranitelnost vu˚cˇi živelným pohromám a krádežím. To
plneˇ ukázal blesk, který v roce 2008 plneˇ znicˇil pocˇítacˇ i s perifériemi v kancelárˇi Divadla
U Stolu, umísteˇné v podkroví. Prˇi tomto došlo u ke ztráteˇ dat. Dalším problémem je nutný
pravidelný dohled na zálohování, jelikož se se zveˇtšujícím objemem dat dochází místo na
zálohovacích discích a je podle toho nutné upravovat zálohovací plány.
Sít’ové zálohování naráží prˇedevším na propustnost síteˇ, která je 100Mb/s. Tento pro-
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Obr. 2.2: Schéma pocˇítacˇové síteˇ CED, p. o.
Zdroj: vlastní
2.3 Pocˇítacˇová sít’ organizace
Pocˇítacˇová sít’ Centra experimentálního divadla zahrnuje 2 geograficky oddeˇlené síteˇ.
První je sít’ s pracovním názvem CED s vnitrˇním rozsahem 192.168.1.0/24 pokrývající
budovu Domu pánu˚ z Fanalu a Novou scénu. V této síti se nachází oba servery a je do
ní prˇipojeno výrazneˇ veˇtší pocˇet pocˇítacˇu˚. Druhá je sít’ HADI s rozsahem 192.168.2.0/24
pokrývající prostory HaDivadla.
Tyto síteˇ jsou propojené prˇes VPN, tudíž pocˇítacˇe z jednotlivých vnitrˇních sítí mohou
vzájemneˇ komunikovat. Existují 4 další podsíteˇ ucˇené pro bezdrátová prˇipojení zameˇst-
nancu˚ chráneˇné heslem a otevrˇená bezdrátová sít’ pro návšteˇvníky. Tyto síteˇ jsou oddeˇleny
firewallem bez možnosti prˇistupovat do vnitrˇní síteˇ. Schéma propojení pocˇítacˇové síteˇ je
zobrazeno na obrázku 2.2.
Aktuálneˇ je v organizaci zhruba 40 pracovních stanic a 20 notebooku˚. Dále 2 servery,
10 bezdrátových AP a ostatních 10 zarˇízení prˇipojených do síteˇ (sít’ové tiskárny, kame-
rový systém, autorizace dverˇí). Ve verˇejných cˇástech síteˇ se však podle denní doby mu˚že
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vyskytovat dalších 200-300 zarˇízeních zameˇstnancu˚ a návšteˇvníku˚ (obvykle se jedná o chyt-
ré telefony).
Cˇástecˇneˇ historicky, cˇástecˇneˇ z organizacˇních a cˇástecˇneˇ z financˇních du˚vodu˚ nejsou
jednotlivé pocˇítacˇe zapojené do domény, ale uživatelé jsou ve veˇtšineˇ prˇípadu˚ administrá-
torˇi svých pracovních pocˇítacˇu˚.
2.4 Aktuální zálohovací rˇešení
Zde je uveden seznam softwarových rˇešení používaných v organizaci pro zálohování
vcˇetneˇ jejich problému˚ a omezení.
2.4.1 Cobian Backup
Jedná se o známý freewarový program. Mezi jeho prˇednosti kromeˇ toho, že je zdarma,
patrˇí hlavneˇ možnosti inkrementálních a diferenciálních záloh, komprimace dat a využí-
vání stínové kopie systému. Bohužel má následující problémy: v prˇípadeˇ sít’ového zálo-
hování program plneˇ využívá prˇístupových práv systému Windows, což bohužel v praxi
znamená, že uživatel musí mít prˇístupová práva k zápisu na zálohovací úložišteˇ. V opacˇ-
ném prˇípadeˇ nastávají problémy s prˇístupem k souboru˚m uživatele.
V prˇípadeˇ výpadku/prˇerušení spojení se serverem není software schopen po navázání
spojení znovu pokracˇovat. Obzvlášteˇ velký je to problém v prˇípadeˇ inkrementálních záloh,
kdy program neúspeˇšneˇ zálohované soubory v dalším zálohováním nezálohuje.
Program se také neumí vyrovnat se zmeˇnou cˇasu (z letního na zimní a obráceneˇ)
a pokud dojde ke zmeˇneˇ cˇasu, tak v prˇíští inkrementální/diferenciální záloze zálohuje
všechny soubory.
Posledním problémem je, že program slouží pouze k zálohování a nemá žádné roz-
hraní na obnovení dat. Je to velmi neprˇíjemné, pokud je trˇeba obnovit urcˇité soubory k ur-
cˇitému datu v prˇípadeˇ inkrementálního zálohování, což znamená projít všechny prˇíru˚st-
kové zálohy až k poslední plné záloze. Není také jednoduše možné sloucˇit již vytvorˇené
inkrementální zálohy se zálohou plnou.
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2.4.2 Robocopy
Výhoda této utility je v integrovanosti v do operacˇního systému, v opakování, pokud prˇe-
nos souboru selže a v kopírování pouze zmeˇneˇných souboru˚. Nevýhodou je, že neumí pra-
covat se stínovou kopií systému, tudíž není bezpecˇné zálohovat soubory uživatele pokud
k nim prˇistupuje. Dále není možné k vytvárˇet separované zálohy a k ukládání zálohovací
historie je potrˇeba používat další technologie.
2.4.3 7zip
Program slouží zejména k práci s komprimovanými soubory, avšak je ho možné použít
pro plné/diferenciální zálohování. Výhodou je jednoduchost a možnost používání v dáv-
kových souborech. Program neumožnˇuje prˇistupovat ke stínové kopii svazku podobneˇ
jako robocopy.
2.4.4 Body obnovení
Prˇestože se nejedná o skutecˇné zálohování a nemeˇlo by se používat bez dalších technologií
je možné tímto zpu˚sobem udržovat souborovou historii s velmi malými nároky na místo
na disku. Prˇi použití na serveru mu˚že v kombinaci s robocopy uchovávat i souborovou
historii.
2.5 Zabezpecˇení dat proti HW selhání
Kromeˇ softwarového rˇešení používá organizace následující technologie, které snižují ri-
ziko ztráty dat v prˇípadeˇ selhání jedné urcˇité hardwarové komponenty. Jak již bylo rˇecˇeno
v cˇásti teoretická východiska, tato rˇešení nelze samostatneˇ považovat za zálohování dat.
2.5.1 RAID 1
Ochranu dat proti chybeˇ jednoho pevného disku má záložní server, všechny úcˇetní po-
cˇítacˇe, pocˇítacˇ v archivu a pocˇítacˇe tajemníku˚ jednotlivých souboru˚. Kromeˇ serveru, je




Hardwarový rˇadicˇ s RAID 5 má aplikacˇní server. Konfigurace je 3x 1 TB pevný disk
a tvorˇí tak efektivní využitelný prostor o kapaciteˇ 2 TB.
2.5.3 Pameˇti s kontrolou chyb
Pameˇti s kontrolou chyb ECC jsou prˇítomny pouze v aplikacˇním serveru. U pocˇítacˇe
bez ECC pameˇtí mu˚že dojít o neodhalitelnému poškození dat prˇímo v pameˇti, neˇkteré




Toto úložišteˇ je urcˇeno pro sdílení dat mezi jednotlivými uživateli vnitrˇní síteˇ. Všichni
uživatelé mají právo pro cˇtení, ale do vybraných složek mohou zapisovat pouze neˇkterˇí
z nich. V lednu 2016 bylo v tomto úložišti uloženo 866 GB dat. Veˇtšinu tohoto prostoru
(jak je videˇt na obrázku 2.3) zabírá video, což jsou zejména záznamy z divadelních in-
scenací. Zbytek prostoru pak zabírají fotografie a scany dokumentu˚ (ve formátu PDF,
nebo TIFF). Toto úložišteˇ je umísteˇno na aplikacˇním serveru na discích o kapaciteˇ 2 TB
(3x 1 TB disk v RAID 5). Cˇást úložišteˇ je zálohována na druhý server s kapacitou disku˚
1 TB (2x 1 TB v RAID 1). Nejsou zálohována videa, která jsou již uložena na DVD
mediích v archivu organizace.
2.6.2 Soukromé synchronizované úložišteˇ
Uživatelé notebooku˚ mají svá data synchronizovaná pomocí protokolu WEBDAV a mají
je tak zárovenˇ na serveru, notebooku a potencionálneˇ i na své pracovní stanici. Prˇestože
jsou data uložena na minimálneˇ 2 zarˇízení (serverová cˇást je uložena na aplikacˇním ser-
veru), jsou ješteˇ extra zálohována na server záložní. Je to zejména z toho du˚vodu, že pokud
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Obr. 2.3: Složení souboru˚ na sdíleném uložišti
Zdroj: vlastní
Uživatelé jsou vedeni k tomu, aby na tato úložišteˇ neukládali všechna svá data, proto
je rozložení typu dat jiné než u sdíleného úložišteˇ - viz. obrázek 2.4. Celkem mají tato
data 87 GB.
2.6.3 Lokální úložišteˇ
Uživatelé pracovních stanic mají svá data uložena lokálneˇ na discích. Kapacita pevných
disku˚ stanic se pohybuje od 500 GB do 1 TB. Neˇkteré stanice jsou vybavené technologií
RAID 1, cˇást stanic je zálohována na externí disk, nebo na zálohovací server.
Celkový objem dat na stanicích (pouze data, systémové soubory nejsou zapocˇítávány)
se pohybuje kolem 3 TB (leden 2016). Na obrázku 2.5 je videˇt, že veˇtšinu prostoru zabírají
videa, následneˇ fotografie. Kategorie ostatních souboru˚ zahrnuje zejména projekty a pra-
covní soubory programu˚ pracující se zvukem a videem, cˇást z nich jsou také souborové
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Obr. 2.4: Složení souboru˚ na soukromém synchronizovaném úložišti
Zdroj: vlastní
2.7 Serverový software
Kromeˇ programu˚ beˇžících lokálneˇ využívá organizace i software beˇžící na aplikacˇním
serveru a v prˇevážné veˇtšineˇ prˇípadu˚ využívající neˇjakou databázi.
2.7.1 Colosseum
Vstupenkový systém - zajišt’uje prodej a výdej vstupenek a poskytuje také informace
o tržbách. Dále poskytuje program divadla pro webové stránky a online portál pro prodej
vstupenek prˇes internet (zatím neaktivní, jeho spušteˇní je plánováno na zárˇí 2016). Apli-
kace používá databázi Firebird ve verzi 2.5 a velikost její databáze se pohybuje kolem
400 MB.
2.7.2 Ferman
Technicky se jedná jen o Excelovskou tabulku, je však v ní uložen kompletní organi-
zacˇní plán celé organizace. Je také automaticky publikován na webu a pokud by došlo
k technickým problému˚m s tímto dokumentem, znamená to pro organizaci jisté zásadní
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Obr. 2.5: Složení souboru˚ na lokálním úložišti
Zdroj: vlastní
2.7.3 Loginet
Spisová služba - je do ní zapisována prˇíchozí a odchozí pošta a to jak elektronická (da-
tové schránky), jak klasická listovní. Databáze zabírá 40 MB (Firebird 2.0), souborové
úložišteˇ, v neˇmž jsou samostatné datové zprávy však zabírá dalších 650 MB.
2.7.4 Verbis
Knihovní software zajišt’ující chod knihovny organizace. Kromeˇ knihovního katalogu
a evidence výpu˚jcˇek, také na teˇchto datech funguje webový katalog. Databázový server je
Firebird 2.5 a databáze má kolem 200 MB.
2.7.5 Elektronické formulárˇe
Zameˇstnanci mají pro cˇasto používané úrˇední dokumenty (výkaz odpracovaných hodin,
cestovní prˇíkaz a neˇkteré vybrané smlouvy) zvláštní aplikaci. Aplikace si ukládá historii
formulárˇu˚, aby bylo možné již vytišteˇný formulárˇ znovu vyvolat do elektronické podoby,
je však použita jen souborová databáze a velikost dat se pohybuje kolem 10 MB. Aplikace
beˇží na webovém serveru a nikoliv na serveru aplikacˇním, zejména z du˚vodu˚, aby byla
k dispozici i zameˇstnancu˚m, co pracují z domu.
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2.7.6 Webové stránky
Webové stránky využívají databázi MySQL, prˇestože neobsahují žádná nenahraditelná
data, jejich naplneˇní a správa stála hodneˇ lidského cˇasu a proto je nutné pamatovat se zálo-
hováním i na webové stránky. Záloha databáze má ve zkomprimované podobeˇ do 10 MB,
avšak nahrané soubory (fotografie a videa) mají dalších 5 GB.





































































Obr. 2.6: Velikost prˇíru˚stkových záloh na serverovém úložišti
Zdroj: vlastní
Kromeˇ samotné diskové kapacity je potrˇeba odhadnout, kolik místa budeme potrˇebo-
vat k uložení prˇíru˚stkových záloh. K tomu nám poslouží informace získané ze zálohování
serveru (sdílené úložišteˇ plus synchronizované soukromé úložišteˇ) beˇhem listopadu a pro-
since 2015, které byly vyneseny do grafu 2.6. Pru˚meˇrná velikost zálohy je 470 MB na
957 GB dat. Odhadem tedy budeme potrˇebovat pro 4 TB úložišteˇ 2 GB na den. K tomu
budeme muset prˇipocˇítat i zálohu systémových souboru˚ serveru, jejichž prˇíru˚stek se po-
hybuje kolem 4 GB a databáze, které se nedají prˇíru˚stkoveˇ zálohovat a které mají dalších
1 GB.
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Z prˇedchozího odstavce plyne, že na prˇíru˚stkové zálohy budeme potrˇebovat asi 7 GB
dat na den. Potencionálneˇ bychom meˇli tedy pocˇítat s dalšími 1 240 GB v úložišti, abychom


















Obr. 2.7: Histogram velikosti prˇíru˚stkových záloh
Zdroj: vlastní
Další otázkou je, zda nebude denní zálohování znamenat problémy s výkonem a zda
dokážeme za noc zazálohovat všechna data, ješteˇ než prˇijdou zameˇstnanci do práce. Na to
odpoví histogram na obrázku 2.7, který ukazuje, že prˇíru˚stkové zálohy mají exponenciální
rozložení a tedy prˇíru˚stky bývají obvykle velmi malé. Denní zálohování tak nebude o moc
nárocˇneˇjší, než postupneˇ plánované zálohování týdenní (meˇsícˇní apod.) s výhodou denní
souborové historie.
2.9 Výhledové požadavky na kapacitu
Kromeˇ zmeˇn v datech musíme pocˇítat i s trvalým prˇíru˚stkem dalších dat. Odhadem je
to kolem 100-200 GB rocˇneˇ, tudíž musíme plánovat i extra místo pro uložení dat, které
budou postupem let prˇibývat. Plánujeme to na životnost našeho úložišteˇ, než bude muset
být nahrazeno noveˇjším. Toto je diskutováno v cˇásti Návrh rˇešení.
40
Dalším požadavkem prˇispeˇl archiv, který má cca 500 hodin záznamu˚ na analogových
nosicˇích (obvykle VHS) a zastaralých digitálních nosicˇích (DV kazety). Pokud budeme
pocˇítat 1 GB na hodinu záznamu1, musíme na novém úložišti vyhradit dalších 0,5 TB
volné kapacity. Tato archivace by meˇla probeˇhnou v prˇíštích 2 letech. Na druhou stranu
neprˇedpokládáme, že se u teˇchto dat budou objevovat neˇjaké prˇíru˚stky.
2.10 Shrnutí požadavku˚ na kapacitu
V tabulce 2.1 jsou shrnuté veškeré požadavky na kapacitu. K celkovému objemu byla
prˇipocˇítána 10% rezerva, protože disky by nemeˇly být úplneˇ plné, a hodnota byla uvedena
v bajtech, jelikož výrobci pevných disku˚ uvádeˇjí kapacity v mocninách desítky a nikoliv
dvojky2.
- Servery Stanice Archiv Celkem 110% Celkem v bajtech
Objem dat 1,0 3,0 0,5 4,5 5,0 5 497 558 138 880
Místo pro zálohy 1,0 0,2 0,0 1,2 1,3 1 539 316 278 886
Rocˇní prˇíru˚stek 0,2 0,2 0,0 0,4 0,5 549 755 813 888
Celkem za 1 rok 2,2 3,5 0,5 6,2 6,8 7 476 679 068 877
Celkem za 3 roky 2,5 4,0 0,5 7,0 7,7 8 576 190 696 653
Celkem za 5 let 2,9 4,5 0,5 7,9 8,7 9 565 751 161 651
Tab. 2.1: Požadavky na kapacitu v TB
2.11 Omezení stávajícího rˇešení
Aktuální rˇešení není dostatecˇné hned z neˇkolika du˚vodu˚. Prˇedevším neposkytuje dosta-
tecˇné kapacity pro zálohování veškerých dat. Cˇást dat je nutné ukládat na externí média
bez možnosti hromadné, nebo alesponˇ vzdálené správy.
1Digitální záznam na DV kazeteˇ má asi 12 GB na hodinu, tento záznam však bude zkomprimován h.264
nebo h.265/HEVC kodekem
2Operacˇní systém: 1 MB = 1 048 576 B, výrobce HDD: 1 MB = 1 000 000 B
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Také je vyžadována soucˇinnost uživatelu˚, kterˇí jsou v plneˇní zálohovacího plánu prin-
cipiálneˇ nespolehliví. Cˇást záloh vyžaduje i obcˇasný zásah administrátora, zejména je
nutno odmazávat staré zálohy a hlavneˇ kontrolovat, jestli se zálohy opravdu vytvárˇejí.
Zálohy neposkytují dostatecˇnou ochranu proti smazání a zálohovací historie není scho-
pna pojmout delší cˇasové úseky.
Poslední závažný problém spocˇívá v komplikovaném a pomalém obnovení, tudíž cˇasto
není možné provést okamžitou a rychlou obnovu práveˇ smazaného souboru.
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3 NÁVRH RˇEŠENÍ
V této cˇásti práce je podrobneˇ popsán požadovaných hardware, úpravy v topologii síteˇ,
konfigurace úložišteˇ, konfigurace aplikacˇních serveru˚ a stanic. Nakonec je popsáno neˇko-
lik scénárˇu˚, kde je rˇešena obnova dat.
Jako zálohovací úložišteˇ bude sloužit nový server s operacˇním systémem FreeBSD
a souborovým systémem ZFS. Zálohování serveru˚ bude probíhat prˇed iSCSI a zálohovat
se budou celé servery (vcˇ. operacˇního systému). Stanice budou zálohované pomocí Rsync
a budou zálohované pouze soubory. Server bude vybaven diskovým polem s technolo-
gií RAID-Z2 (ekvivalent RAID 6) z toho du˚vodu, aby pokud dojde k výpadku jednoho
pevného disku, meˇlo diskové pole stále ješteˇ redundanci, než bude tento disk vymeˇneˇn
a synchronizován.
3.1 Úpravy v topologii pocˇítacˇové síteˇ
Aby bylo možné zálohovat aplikacˇní server bez zateˇžování zbytku síteˇ, propojíme apli-
kacˇní servery a zálohovací server zvláštní sítí - SAN1. Bude k tomu potrˇeba Gbps switch
s podporou protokolu Jumbo frame. Rozsah síteˇ bude 172.16.24.0/24. Využijeme toho,
že stávající servery mají dveˇ sít’ové karty a ty propojíme se zálohovacím úložišteˇm tímto
novým switchem. Schéma upraveného propojení pocˇítacˇové síteˇ je na obrázku 3.1.
3.2 Konfigurace zálohovacího serveru
3.2.1 Hardware
Základ byl zvolen server Fujitsu Primergy TX1310M1 a k neˇmu diskové pole s 5 disky,
aby bylo možné realizovat RAID-Z2 (2 paritní disky). Konfiguraci pole uvádím ve dvou
variantách - jedno s 3letou zárukou a ocˇekávanou životností 3 roky, druhé s 5letou záru-
kou a ocˇekávanou životností 5 let. V tabulce je také switch pro SAN. Nakonec je v tabulce
240 GB SSD, který slouží jako disk pro operacˇní systém. Požadovaná kapacita byla zvo-
































Obr. 3.1: Upravená topologie síteˇ
Zdroj: vlastní
Hardware Cena bez DPH Záruka
Fujitsu Primergy TX1310M1 32 500,- 5 let
/E3-1226v3/16GB ECC/Bez HDD
Intel SSD 535 Series - 240 GB 1 886,- 5 let
Netgear GS108T ProSafe 1 542,- doživotní
5x WD Red - 3TB 15 920,- 3 roky
5x Seagate Enterprise NAS - 5TB 30 170,- 5 let
Celkem (pole 3 roky) 51 848,- min. 3 roky
Celkem (pole 5 let) 66 098,- min. 5 let
Tab. 3.1: Hardware a cena
Data: heureka.cz, fucon.cz; k 14. 5. 2016
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Konstrukcˇní poznámka: Na jednotlivé disky je vhodné nalepit štítky obsahující po-
sledních 6 znaku˚ ze sériového cˇísla, tak aby byly cˇitelné prˇi otevrˇení skrˇíneˇ. Lze takto
snadno identifikovat disk, který je potrˇeba vymeˇnit.
3.2.2 Operacˇní systém
Operacˇní systém bude použit FreeBSD, který má na rozdíl od systému˚ založených na
jádru Linux zabudovanou podporu ZFS a na rozdíl od ostatních BSD systému˚ (jako naprˇ.
OpenBSD) má nejširší podporu soucˇasného HW a obsahuje aktuální verze softwaru.
3.2.3 Oddíly systémového disku
Systém bude instalován na SSD disk, rozložení oddílu˚ ilustruje tabulka 3.2. Rozložení
mu˚žeme nastavit nastavit graficky prˇímo v instalátoru operacˇního systému [3, s. 16], nebo
pomocí neˇkterého programu na práci s diskovými oddíly, jako je naprˇ. gpart.
Velikost Prˇípojný bod Souborový systém Využití
32 GB / ufs systém
64 GB - swap odkládací prostor
~144 GB - L2ARC pameˇt’ pro deduplikaci na ZFS
Tab. 3.2: Rozdeˇlení systémového disku
3.2.4 Konfigurace OS
Do základního systému je potrˇeba doinstalovat program Rsync, který bude sloužit na zá-
lohování stanic. Instalaci mu˚žeme provést pomocí balícˇkovacího systému sledem prˇíkazu˚:
1 # pkg u p d a t e
2 # pkg i n s t a l l r s y n c
Poté editujeme soubor /etc/rc.conf a doplníme do neˇj: zfs_enable - zapne pod-
poru ZFS, ctld_enable - zapne iSCSI, rsyncd_enable - spoušteˇní služby Rsync. Rovneˇž
musíme nastavit IP adresu (podle obrázku 3.1 volíme adresu 172.16.24.2) pro adaptér
SAN. Obsah tohoto souboru bude vypadat takto:
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1 hostname =" bsd01−backup "
2 keymap =" cz . i s o 2 . kbd "
3 # a d a p t e r LAN n a s t a v e n na DHCP
4 i f c o n f i g _ e m 0 ="DHCP"
5 # a d a p t e r SAN n a s t a v e n s t a t i c k y
6 i f c o n f i g _ e m 1 =" i n e t 1 7 2 . 1 6 . 2 4 . 2 netmask 2 5 5 . 2 5 5 . 2 5 5 . 0 "
7 s s h d _ e n a b l e ="YES"
8 n t p d _ e n a b l e ="YES"
9 powerd_enab le ="YES"
10 dumpdev ="AUTO"
11 z f s _ e n a b l e ="YES"
12 r s y n c d _ e n a b l e ="YES"
13 c t l d _ e n a b l e ="YES"
Konfigurace se projeví až po restartu zarˇízení, pokud budeme chtít neˇkteré služby
spustit okamžiteˇ mu˚žeme toho dosáhnou prˇíkazem service. [3, s. 221]
3.2.5 Souborový systém pro data
V tabulce 3.3 je uvedeno rozdeˇlení datového úložišteˇ. Rozdeˇlení na menší úložišteˇ prˇed-
stavuje výhodu v možnosti deˇlat dle potrˇeby ru˚zné snímky souborového systému s roz-
dílnou frekvencí, mu˚žeme také zapnout deduplikaci jen pro neˇkterá data. Kromeˇ úložišt’,
která slouží jako bloková zarˇízení, se prostor pro neˇ prˇirˇazuje dynamicky a není potrˇeba
diskový prostor urcˇit prˇedem, jako u tradicˇního rozdeˇlení disku˚.
Cesta Využití
/data1 ZFS pool
/data1/backup Úložišteˇ pro zálohy stanic
/data1/archive Úložišteˇ pro archiv
/dev/zvol/data1/backup-server-app1 Prostor pro zálohování serveru #1
/dev/zvol/data1/backup-server-app2 Prostor pro zálohování serveru #2
Tab. 3.3: Rozdeˇlení datového úložišteˇ
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První vytvorˇíme prostor nad fyzickými pevnými disky. Udeˇláme to pomocí prˇíkazu
zpool create a požadujeme RAIDZ2. FreeBSD pojmenovává bloková zarˇízení jako
/dev/adaX, kde X je porˇadové cˇíslo zarˇízení. Pro zjišteˇní jména zarˇízení, mu˚žeme použít
naprˇíklad prˇíkaz camcontrol devlist.
1 # z p o o l c r e a t e d a t a 1 r a i d z 2 / dev / ada1 / dev / ada2 / dev / ada3 \
2 > / dev / ada4 / dev / ada5
Nyní mu˚žeme tento prostor rozdeˇlit na jednotlivá úložišteˇ. Docílíme toho prˇíkazem
zfs create.
1 # z f s c r e a t e d a t a 1 / backup
2 # z f s c r e a t e d a t a 1 / a r c h i v e
Pro zálohování našich aplikacˇních serveru˚ budeme muset vytvorˇit bloková zarˇízení,
které ovšem musí mít prˇedem urcˇenou kapacitu. Opeˇt použijeme prˇíkaz zfs create s pa-
rametrem -V.
1 # z f s c r e a t e −V 2T d a t a 1 / backup−s e r v e r−app1
2 # z f s c r e a t e −V 512G d a t a 1 / backup−s e r v e r−app1
Nakonec mu˚žeme prˇistoupit k optimalizaci. Vypneme prˇíznak atime2, který slouží na
ukládání cˇasu posledního prˇístupu k souboru. Tato informace je pro nás bezvýznamná
a generuje zápis na médium i pokud se data pouze cˇtou.
1 # z f s s e t a t i m e = o f f d a t a 1
Mu˚žeme zapnou i kompresi, neušetrˇíme tím sice prˇíliš prostoru, ale komprese má
v prˇípadeˇ ZFS i pozitivní dopad na výkon.
1 # z f s s e t c o m p r e s s i o n = l z 4 d a t a 1
3.2.6 Konfigurace iSCSI
Aplikacˇní servery se budou zálohovat pomocí iSCSI protokolu. FreeBSD má zabudovaný
iSCSI target, jeho konfigurace je v souboru /etc/ctl.conf. Je potrˇeba nakonfiguro-
vat skupinu s naslouchací adresou a zpu˚sobem autorizace. Pak je trˇeba nastavit „target“
a v neˇm cesty k jednotlivých LUNu˚m a jejich velikost. Nastavíme naslouchání pouze na
2Zkráceno z „access time“
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adrese adaptéru SAN síteˇ a jako LUNy nakonfigurujeme cesty z blokovým zarˇízením,
které jsme vytvorˇili o pár odstavcu˚ výše.
1 p o r t a l−group pg0 {
2 d i s c o v e r y−au th−group no−a u t h e n t i c a t i o n
3 l i s t e n 1 7 2 . 1 6 . 2 4 . 2
4 }
5 t a r g e t i q n . 2 0 0 1 . 0 6 . cz . ced−brno : backup−s e r v e r−ced {
6 auth−group no−a u t h e n t i c a t i o n
7 p o r t a l−group pg0
8 l u n 0 {
9 p a t h / dev / z v o l / d a t a 1 / backup−s e r v e r−app1
10 s i z e 2T
11 }
12 l u n 1 {
13 p a t h / dev / z v o l / d a t a 1 / backup−s e r v e r−app2
14 s i z e 512G
15 }
16 }
Bezpecˇnostní upozorneˇní: Je nutné se ujistit, že do síteˇ 172.16.24.0/24 nemají
prˇístup klientské pocˇítacˇe, cˇi dokonce nezabezpecˇené zarˇízení. Také je nutné nepovolit ve
firewallu forward na toto rozhraní.
3.2.7 Konfigurace Rsync
Zálohování stanic bude rˇešeno protokolem Rsync. Pro maximální rychlost spustíme Rsync
v systému jako službu. Data budou uložená vždy v /data1/backup/jméno stanice.
Z bezpecˇnostních du˚vodu˚ bude mít každá stanice svoje jméno a heslo - jména a hesla se
ukládají ve formátu jméno:heslo v souboru /usr/local/etc/rsync/rsyncd.secrets,
kam je také zapíšeme. K vygenerování hesel mu˚žeme požít naprˇíklad prˇíkaz pwgen.
Kromeˇ toho musíme editovat soubor /usr/local/etc/rsync/rsyncd.conf, kam
nastavíme cestu k úložišti a oprávneˇní. Protože Rsync úložiští mu˚že být na serveru více,
to pro zálohy bude pojmenováno jako backup. Obsah konfiguracˇního souboru bude násle-
dující:
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1 u i d = r s y n c
2 g i d = r s y n c
3 use c h r o o t = no
4 s y s l o g f a c i l i t y = f t p
5
6 [ backup ]
7 p a t h = / d a t a 1 / backup /%RSYNC_USER_NAME%
8 a u t h u s e r s = *
9 s e c r e t s f i l e = / u s r / l o c a l / e t c / r s y n c / r s y n c d . s e c r e t s
10 r e a d on ly = f a l s e
Bezpecˇnostní upozorneˇní: Soubor rsyncd.secrets nesmí být pro pro ostatní uži-
vatele systému prˇístupný ani pro cˇtení. Rsync, pokud není konfigurován jinak, beˇží pod
uživatelem rsync, tudíž nastavení práv dosáhneme prˇíkazy [3, s. 221]:
1 # chmod 0400 / u s r / l o c a l / e t c / r s y n c / r s y n c d . s e c r e t s
2 # chown r s y n c : r s y n c / u s r / l o c a l / e t c / r s y n c / r s y n c d . s e c r e t s
3.2.8 Plánované snímky souborového systému
U uchování souborové historie nám poslouží snímky souborového systému nad ZFS. Je
možné je vytvorˇit prˇíkazem zfs snapshot. K vytvorˇení snímku úložišteˇ backup a po-
jmenování ho podle aktuálního data použijeme následující kód:
1 # ! / b i n / sh
2 snapname= d a t a 1 / backup@$ ( d a t e "+%Y%m%d " )
3 / s b i n / z f s s n a p s h o t $snapname
4 e x i t $ ?
Tento kód budeme spoušteˇt každý den v 2:00. Použijeme k tomu cron - do souboru
crontab prˇidáme tento rˇádek:
1 2 0 * * * / u s r / l o c a l / b i n / d a i l y s n a p . sh
3.2.9 Monitoring
Pokud dojte k chybeˇ, bylo by záhodno informovat administrátora, proto doplníme do
souboru crontab email, kam se mají posílat chyby.
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1 MAILTO= a d m i n i s t o r a t o r @ d o m a i n . t l d
Doplníme tam také úlohu, která každých 10 minut oveˇrˇí stav diskového pole a chyby
pošle emailem.
1 * /10 * * * * z p o o l s t a t u s | g r ep −v " a l l p o o l s a r e h e a l t h y " >&
/ dev / s t d e r r
Zbývá server nakonfigurovat tak, aby odesílal emaily mimo lokální uživatele, ve Free-
BSD výchozí MTA3 je Sendmail, jehož správná a bezpecˇná konfigurace nepatrˇí mezi
úplneˇ triviální, a pokud stroj nebude sloužit jako poštovní server není od veˇci nainstalovat
jednoduší MTA, který pouze prˇedává emaily na urcˇený SMTP server. Použít lze naprˇíklad
ssmtp, konfigurace je vysveˇtlena na manuálové stránce ssmtp.conf.
3.2.10 Deduplikace
Vhledem k tomu, že zálohujeme pracovní stanice, je pravdeˇpodobné, že se na nich budou
vyskytovat stejné soubory. Deduplikace nám umožní uložit duplicitní data pouze jednou.
Deduplikace mu˚že fungovat bud’ na úrovni bloku˚, nebo souboru˚, ZFS používá první zpu˚-
sob. Obrovské množství pameˇti, které tento proces spotrˇebovává, se dá eliminovat pomocí
L2ARC, což umožnˇuje struktury, které by se ukládaly do RAM, ukládat na pevný disk.
Protože jsou na tento disk kladeny požadavky na rychlé náhodné cˇtení a zápis, využi-
jeme na to 3. oddíl na systémovém disku.
1 # z p o o l add d a t a 1 cache / dev / ada0s1c
Deduplikaci lze zapnou prˇíkazem zfs set dedup:
1 z f s s e t dedup=on d a t a 1 / backup
Upozorneˇní: obecneˇ použít deduplikaci pro jakákoliv data není doporucˇeno. Meˇjme
na pameˇti velké požadavky na spotrˇebovanou RAM. L2ARC je použita, jen pokud ARC
spotrˇebuje veškerou RAM. Navíc zápisy, cˇtení a rychlost prˇístupu se zpomalí a to i neˇko-
likrát. Není od veˇci odsimulovat, kolik dat lze ušetrˇit, lze to provést prˇíkazem:
1 zdb −S / d a t a 1 / backup
3Mail Transfer Agent
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3.3 Konfigurace aplikacˇního serveru
Na aplikacˇním serveru je nutné nakonfigurovat iSCSI host, zálohovací zarˇízení pu˚jde po-
užívat stejneˇ jako místní pevný disk. Je nutné nastavit zálohování databáze a poté je nutné
nakonfigurovat zálohování samotných dat.
3.3.1 Konfigurace iSCSI
Obr. 3.2: Konfigurace iSCSI na systémech Windows
Zdroj: vlastní
Systémy MS Windows mají zabudován iniciátor iSCSI, který se stará o prˇipojení za-
rˇízení prˇes iSCSI. Pro konfiguraci mu˚že být použit následující postup (kroky oznacˇené
na obrázku 3.2): na karteˇ Zjišt’ování kliknout na tlacˇítko Vyhledat portál, vložíme adresu
zálohovacího úložišteˇ (172.16.24.2, port necháme 3260).
Nyní se disky objeví ve správeˇ disku˚ (diskmgmt.msc), zatím však jako offline. Pro-
tože LUN mu˚že být prˇipojen vždy práveˇ k jednomu zarˇízení, tak na prˇíslušných serverech
klikneme na prˇíslušný disk pravým tlacˇítkem a vybereme volbu online.
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3.3.2 Zálohování databází
V našem prˇípadeˇ není efektivní databáze replikovat, databáze Firebird dokonce nemá za-
budovaný mechanismus replikace. Databáze tedy budeme zálohovat pomocí jejich vlast-
ního zálohovacího mechanizmu a tyto zálohy budeme zálohovat s ostatními daty.
V prˇípadeˇ MySQL/MariaDB bude zálohovací skript vypadat takto:
1 @echo o f f
2 s e t MYSQL_PWD= h e s l o _ d b _ a d m i n i s t r a t o r a
3 mysqldump −u r o o t −A −x > D : \ Backup \ mysql . s q l
4 e x i t / b %e r r o r l e v e l%
Parametr -x zamyká všechny tabulky, avšak pokud bychom provádeˇli zálohování da-
tabáze využívající pouze úložišteˇ InnoDB, bude vhodneˇjší použít parametr --single-
transaction, jenž provede zálohu pomocí jediné transakce. Záleží však na prˇípadu po-
užití, jelikož naprˇ. úložišteˇ MyISAM transakce vu˚bec nepodporuje.
Zálohovací skript databáze Firebird je o neˇco složiteˇjší, kromeˇ toho, že je nutné spe-
cifikovat jednotlivé zálohované databáze, je rovneˇž doporucˇeno použít zálohovací utilitu
dodávanou s konkrétní verzí:
1 @echo o f f
2 s e t ISC_PASSWORD= h e s l o _ u z i v a t e l e _ s y s d b a
3
4 s e t FB25=%P r o g r a m F i l e s %\ F i r e b i r d \ F i r e b i r d _ 2 _ 5 \ b i n
5 s e t FB20=%P r o g r a m F i l e s ( x86 ) %\ F i r e b i r d \ F i r e b i r d _ 2 _ 0 \ b i n
6 s e t FB15=%P r o g r a m F i l e s ( x86 ) %\ F i r e b i r d \ F i r e b i r d _ 2 _ 0 \ b i n
7
8 %FB25%\gbak −b −u SYSDB −y l o c a l h o s t / 3 0 5 5 :COLLOSEUM ^
9 D : \ Backup \ Col loseum . fbk
10 i f NOT ERRORLEVEL 0 go to q u i t
11
12 %FB25%\gbak −b −u SYSDB −y l o c a l h o s t / 3 0 5 5 : LOGINET4 ^
13 D : \ Backup \ L o g i n e t 4 . fbk
14 i f NOT ERRORLEVEL 0 go to q u i t
15
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16 %FB25%\gbak −b −u SYSDB −y l o c a l h o s t / 3 0 5 5 : VERBIS ^
17 D : \ Backup \ V e r b i s . fbk
18 i f NOT ERRORLEVEL 0 go to q u i t
19
20 %FB20%\gbak −b −u SYSDB −y l o c a l h o s t / 3 0 5 0 : LOGINET ^
21 D : \ Backup \ L o g i n e t . fbk
22 i f NOT ERRORLEVEL 0 go to q u i t
23
24 %FB15%\gbak −b −u SYSDB −y l o c a l h o s t / 3 0 5 1 : CODEXIS ^
25 D : \ Backup \ Codex is . fbk
26 i f NOT ERRORLEVEL 0 go to q u i t
27
28 : q u i t
29 e x i t / b %e r r o r l e v e l%
Bezpecˇnostní upozorneˇní: Neuvádeˇjte heslo v parametru k zálohovacímu programu,
ostatní uživatelé ho mohou videˇt prˇed výpis beˇžících procesu˚. Soubory s hesly zabezpecˇte
tak, aby je ostatní uživatelé systému nemohli cˇíst. Nakonec ani umísteˇní záloh by nemeˇlo
být prˇístupné ostatním uživatelu˚m a to ani pro cˇtení.
3.3.3 Zálohování dat
Zálohování samotné obstará nástroj Zálohování serveru. Pokud není instalován, lze ho
do systému prˇidat jako další funkci.
Spustíme nástroj zálohování serveru (wbadmin.msc) a v pru˚vodci vytvorˇení plánu
záloh nastavíme Zálohování na pevný disk vyhrazený pro zálohy (viz. obrázek 3.3)
a jako cíl vybereme prˇíslušný disk v prˇipojený prˇes iSCSI - bude videˇn jako klasický
místní pevný disk.
Dále nastavíme, kdy se bude zálohovat - pro Aplikacˇní server cˇ. 2 nastavíme každý
den v 1:30 a pro Aplikacˇní server cˇ. 1 nastavíme každý den v 2:30. Nakonec pru˚vodce
dokoncˇíme a vybraný „disk“ by se meˇl naformátovat na NTFS.
Výchozí konfigurace zálohuje vždy všechna data, což je zbytecˇneˇ pomalé. Proto je
výhodné nakonfigurovat v konfiguraci výkonu vyšší výkon zálohování (obrázek 3.4).
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Obr. 3.3: Výbeˇr typu cíle zálohování na systémech Windows
Zdroj: vlastní
3.4 Konfigurace pracovních stanic
Pracovní stanice se budou zálohovat pomocí souborové synchronizace programem Rsync.
Abychom zajistili, že nedojde k poškození dat jiným programem beˇhem kopírování pou-
žijme technologii stínových kopií.
3.4.1 Zálohování pomocí Rsync
Existují ru˚zné porty této aplikace na systém Windows, poslední verzi je možné prˇeložit ze
zdrojového kódu v prostrˇedí Cygwin. Je v tomto prˇípadeˇ nutno brát na zrˇetel potrˇebu kon-
vertovat cesty na unixové. Naprˇíklad cesta C:\Users\Uživatel\Desktop bude vypadat
takto: /cygdrive/C/Users/Uživatel/Desktop. Také je nutné zmeˇnit zpeˇtná lomítka
na beˇžná.
Od Rsync budeme požadovat rekursivní pru˚chod souborovým systémem (-r), zacho-
vání informace o cˇasu poslední modifikace pro zkopírované soubory (-t), smazat prˇeby-
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Obr. 3.4: Konfigurace výkonu zálohování na systémech Windows
Zdroj: vlastní
tecˇné soubory (--delete) a kopírovat symbolické odkazy jako symbolické odkazy (-l).
V prˇípadeˇ posledního argumentu by Rsync ve výchozím nastavením expandoval symbo-
lické odkazy a kopíroval by data do expandovaných cest. V kombinaci se stínovou kopií
prˇipojenou do souborového stromu symbolickým odkazem by se nepodarˇilo data zkopí-
rovat.
Zálohovací dávka, která synchronizuje uživatelovu plochu, dokumenty a emaily (v apli-
kaci Thunderbird) bude vypadat následovneˇ:
1 @echo o f f
2 s e t RSYNC_PASSWORD= r s y n c _ h e s l o
3 s e t RSYNC_USER= rsync_ jmeno
4 s e t USER_PATH=/ c y g d r i v e / C / Use r s / u z i v a t e l
5 s e t SERVER_PATH=bsd01−backup / backup
6
7 r s y n c − r l t −−d e l e t e %USER_PATH%/ Desktop / ^
8 r s y n c : / / %RSYNC_USER%@%SERVER_PATH%/ Desktop /
9 r s y n c − r l t −−d e l e t e %USER_PATH%/Documents / ^
10 r s y n c : / / %RSYNC_USER%@%SERVER_PATH%/Documents /
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11 r s y n c − r l t −−d e l e t e %USER_PATH%/AppData / Roaming / T h u n d e r b i r d / ^
12 r s y n c : / / %RSYNC_USER%@%SERVER_PATH%/ T h u n d e r b i r d /
Bezpecˇnostní upozorneˇní: Heslo rovneˇž neprˇedávejte v parametrech programu. Dáv-
ce se také musí nastavit taková práva, aby z ní uživatel pracovní stanice nemohl heslo
získat, nebo ji dokonce modifikovat. Dále je potrˇeba veˇdeˇt, že protokol Rsync není nijak
šifrován a tento prˇenos nesmí být použit mimo bezpecˇnou vnitrˇní sít’. Pokud bude potrˇeba
prˇenos prˇes internet, protokol lze tunelovat prˇes protokol SSH [5, s. 164], další možností
je použít šifrovanou VPN.
3.4.2 Stínová kopie svazku
Aby bylo možné bezpecˇneˇ data zkopírovat, využijeme služeb VSS. K vytvárˇení stínových
kopií pod systémem Windows je možné použít nástroj vssadmin, bohužel verze prˇítomné
v desktopové verzi operacˇního systému neumožnˇují stínové kopie vytvárˇet.
Existuje neˇkolik programu˚ trˇetích stran, které mu˚žou VSS pracovat. Lze napsat i krátký
program, který bude volat VSS API. Struktura kódu bude následující:
1 # i n c l u d e < v s s . h>
2 # i n c l u d e < v s w r i t e r . h>
3 # i n c l u d e <vsbackup . h>
4
5 i n t main ( i n t a rgc , c h a r ** a rgv ) {
6 / * . . . * /
7 VSS_SNAPSHOT_PROP prop ;
8 VSS_ID s n a p s h o t I d ;
9 VSS_ID f u l l S n a p s h o t I d ;
10 IVssAsync * pAsync
11
12 IVssBackupComponents * pVssBackup = NULL;
13 CreateVssBackupComponents (&pVssBackup ) ;
14 pVssBackup−> I n i t i a l i z e F o r B a c k u p ( ) ;
15 pVssBackup−>S e t B a c k u p S t a t e ( FALSE , FALSE , VSS_BT_COPY) ;
16 pVssBackup−> S t a r t S n a p s h o t S e t ( f u l l S n a p s h o t I d ) ;
17 pVssBackup−>AddToSnapshotSet ( "C : \ \ " , GUID_NULL , s n a p s h o t I d ) ;
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18 pVssBackup−>DoSnapsho tSe t (&pAsync ) ;
19
20 pAsync−>Wait ( ) ;
21 pAsync−>R e l e a s e ( ) ;
22
23 pVssBackup−>G e t S n a p s h o t P r o p e r t i e s ( vss−>s n a p s h o t I d , &prop ) ;
24 V s s F r e e S n a p s h o t P r o p e r t i e s (& prop ) ;
25
26 mount ( prop . m_pwszSnapshotDeviceObjec t , L"C : \ \ Za lohy \ VSS " ) ;
27 _wsystem ( L"cmd . exe C : \ \ Zalohy \ \ z a l o h o v a t . b a t " ) ;
28
29 pVssBackup−>R e l e a s e ( ) ;
30 / * . . . * /
31 }
Tento konkrétní kód vytvorˇí stínovou kopii, prˇipojí ji do souborového sytému, zavolá
zálohovací dávku a pak stínovou kopii odstraní. Meˇjte prosím na pameˇti, že tento kód
pouze ukazuje sled prˇíkazu˚, které je potrˇeba volat a v reálné aplikaci je nutné testovat
návratové hodnoty všech volání.
Pro použití stínové kopie se musí upravit i dávka, kde je do cesty nutno prˇidat prˇípojný
bod stínové kopie. Naprˇíklad:
1 r s y n c − r l t −−d e l e t e / c y g d r i v e / C / Zalohy / VSS / Use r s / admin / Desktop / ^
2 r s y n c : / / %RSYNC_USER%@%SERVER_PATH%/ Desktop /
3.4.3 Plánování záloh
Zálohy budou naplánovány, aby se spoušteˇly bud’ prˇi vypnutí pocˇítacˇe a pro ty uživatele,
kterˇí pocˇítacˇe zásadneˇ nevypínají, se bude záloha spoušteˇt vždy v 1:00.
3.4.4 Zmeˇna konfigurace programu˚
Obecneˇ se lépe zálohují data programu˚, která jsou uložena do malých souboru˚ málo mo-
difikovaných, než do velkých, modifikovaných cˇasto.
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3.5 Obnovovací scénárˇe
V této cˇásti je popisováno, jak rˇešit neˇkteré problémy, které se mohou beˇhem provozu
vyskytnout.
3.5.1 Vadný disk v zálohovacím zarˇízení
Stav diskových polí je možné zjistit prˇíkazem zpool status. Disk je možno odpojit
pomocí zpool offline. Pro prˇíklad budeme prˇedpokládat vadný disk /dev/ada3.
1 # z p o o l o f f l i n e d a t a 1 / dev / ada3
Zjistíme sériové cˇíslo daného zarˇízení pomocí prˇíkazu camcontrol identify.
1 # c a m c o n t r o l i d e n t i f y ada3 | g r ep s e r i a l
Tento pevný disk vymeˇníme. Potom opravíme zpool pomocí prˇíkazu zpool replace.
1 # z p o o l r e p l a c e d a t a 1 / dev / ada6
Je možné vymeˇnit disk prˇímo za jiný již prˇipojený:
1 # z p o o l r e p l a c e d a t a 1 / dev / ada3 / dev / ada6
Prˇíkazem zpool status lze si opeˇt oveˇrˇit stav a postup synchronizace.
Upozorneˇní: Meˇjte na pameˇti, že opeˇtovná synchronizace velkých diskových polí
mu˚že trvat rˇádoveˇ desítky hodin, ne-li neˇkolik dní.
3.5.2 Obnovení souboru˚ na serveru
Spustíme nástroj zálohování serveru (wbadmin.msc). V pravém sloupci klikneme na tla-
cˇítko obnovit. Vybereme, že chceme obnovit tento pocˇítacˇ a z kalendárˇe vybereme po-
žadované datum (viz. obrázek 3.5). Vybereme, zda chceme obnovit soubor, cˇi složku.
Vybereme požadovanou složku a cíl, kam se mají data obnovit.
3.5.3 Obnovení souboru˚ na stanici
Do zálohy libovolného dne se dostaneme na cesteˇ /data1/backup/.zfs/snapshot,
prˇejdeme do složky s požadovaným dnem (datum ve formátu RRRRMMDD). V ní potom
vyhledáme požadovaný soubor a zkopírujeme ho zpátky mezi živá data. naprˇ.:
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1 # cp " / d a t a 1 / backup / . z f s / s n a p s h o t / 2 0 1 6 0 4 3 0 / pc− t e s t / Desktop / Muj
so ub o r . t x t " / d a t a 1 / backup / t e s t −pc / Desktop
Na pracovní stanici ho dostaneme obráceným prˇíkazem Rsync:
1 @echo o f f
2 s e t RSYNC_PASSWORD= r s y n c _ h e s l o
3 s e t RSYNC_USER= rsync_ jmeno
4 s e t PC_USER= u z i v a t e l
5
6 r s y n c − r l t " r s y n c : / / %RSYNC_USER%@bsd01−backup / Desktop / Muj so ub o r
. t x t " Desktop /
Z parametru˚ programu lze doporucˇit odstranit --delete, jelikož Rsync by potom
smazal všechny prˇebytecˇné soubory ve složce, což obvykle není žádoucí.
Obr. 3.5: Výbeˇr data zálohy
Zdroj: vlastní
3.5.4 Obnovení celého aplikacˇního serveru
Celý aplikacˇní server je možné obnovit následujícím zpu˚sobem. Tento postup je možné
použit i na novém HW, pokud pu˚vodní server zkolabuje.
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1. Nabootujte instalacˇní médium4
2. Zvolte opravit pocˇítacˇ
3. Zvolte uprˇesnit
4. Zvolte prˇíkazový rˇádek
5. Pomocí prˇíkazu ipconfig nakonfigurujte IP adresu
6. Spust’te prˇíkaz net start msiscsi
7. Spust’te grafické rozhraní iSCSI inicializátor prˇíkazem iscsicpl
8. Prˇipojte úložišteˇ stejneˇ jako v bodeˇ 3.3.1.
9. Zavrˇete prˇíkazový rˇádek
10. Zvolte obnovit operacˇní systém
11. V pru˚vodci zvolte prˇipojený disk
3.5.5 Obnovení celé klientské stanice
U klientské stanice nezálohujeme systém, tudíž ji musíme znovu nainstalovat. Data ob-
novíme pomocí Rsync, naprˇíklad:
1 @echo o f f
2 s e t RSYNC_PASSWORD= r s y n c _ h e s l o
3 s e t RSYNC_USER= rsync_ jmeno
4 s e t USER_PATH=/ c y g d r i v e / C / Use r s / u z i v a t e l
5 s e t SERVER_PATH=bsd01−backup / backup
6
7 r s y n c − r l t r s y n c : / / %RSYNC_USER%@%SERVER_PATH%/ Desktop / ^
8 %USER_PATH%/ Desktop /
9 r s y n c − r l t r s y n c : / / %RSYNC_USER%@%SERVER_PATH%/Documents / ^
10 %USER_PATH%/Documents /
11 r s y n c − r l t r s y n c : / / %RSYNC_USER%@%SERVER_PATH%/ T h u n d e r b i r d / ^
12 %USER_PATH%/AppData / Roaming / T h u n d e r b i r d /
Obnovovací dávka je v podstateˇ stejná jako zálohovací, jen bude prohozen zdroj a cíl.
4Je možné, že instalacˇní prostrˇedí (Windows RE), nebude iSCSI inicializátor obsahovat, lze ho však
doplnit pomocí služeb v balícˇku Windows ADK.
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ZÁVEˇR
Tato práce meˇla za cíl navrhnou odpovídající úložišteˇ a to jak po hardwarové stránce,
tak po stránce softwarové. V rámci analýzy byly zjišteˇny požadavky, byly navrhnuty
dveˇ hardwarové možnosti a rovneˇž byl navržen odpovídající zpu˚sob zálohování a soft-
warová realizace rˇešení. Na zálohovacím zarˇízení byl využit souborový systém ZFS a vy-
užita jeho podpora redundance, snímku˚ dat, komprese a deduplikace. Na zálohovaných
stanicích byla využita služba stínových kopií v souborovém systému NTFS.
Rˇešení by meˇlo pokrýt soucˇasné a výhledoveˇ i budoucí požadavky organizace Cent-
rum experimentálního divadla. Cíle této bakalárˇské práce tak byly splneˇny.
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