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Uncertainty with regards to estimated grades and tons of a mineral deposit demands risk 
assessment in order to mitigate investment risks and build the confidence of investors and other 
stakeholders on the success of a project. Classification of uncertainties associated with resource 
estimation is a major challenge in the mining business because their negative impacts lead to 
unreliable production schedules and unpredictable cash flows. The various standard codes for 
public disclosure provide guidelines and recommendations for the classification of mineral 
resources and reserves but they lack the provision of details, for example, geological and 
geostatistical information needed for each category of the mineral resources and reserve. Another 
problem is the dependency of the parameters used to generate the resource classification categories 
on the assumptions made by the Qualified Person (QP). 
 
The research work described in this dissertation focuses on the development of simple resource 
classification methods to address the complexity challenges that the industry professionals 
currently experience. Also, the work has introduced a classification process with minimized or no 
QP dependency or influence. Again, the uniformity and consistency challenges associated with 
resource classification due to the application of different QP assumptions are addresses with 
proposed uniform frameworks. Unlike the traditional Kriging Variance (KV) method, the proposed 
production adjusted KV approach corrects the error variance for quarterly and annual production 
volumes before applying the 90% confidence interval around the mean grade of each block. 
Similarly, the simulation variance and the e-type mean for each block are used in the simulation 
approach.  
 
Generally, the application of the proposed methods and the traditional methods on a one-bench 
copper deposit and a gold deposit produced close results. Due to the consistency of the proposed 
methods, effective project economics, reliable investment decisions and investor confidence will 
be strengthened in future resource classification results, after the industry professionals adopt the 
new methods.  
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An effective estimate of mineral resources with a credible classification leads to reliable mine 
designs, efficient production schedules, robust business plans and solid financial forecasts. The 
process of developing or building a mining project is a long-term investment which requires 
intensive capital investment, carries various degrees of risks, and involves technical expertise. For 
instance, Billiton’s Olympic Dam Project in Australia was estimated at US$27 billion, which 
involves lots of capital (Olympic dam economic assessment, BHP Billiton, 2011). After intensive 
capital investments on the deposit, billions of dollars may be lost if the mineral resources and 
reserves were estimated with high degree of uncertainty or wrongly classified to meet the expected 
production.  
 
Uncertainty with regards to estimated grades and tons of a mineral deposit demand risk assessment 
in order to mitigate investment risks and build the confidence of investors and other stakeholders 
on the success of a project. Classification of uncertainties associated with resource estimation is a 
major challenge in the mining business because their negative impacts lead to unreliable 
production schedules and unpredictable cash flows. The various standard codes for public 
disclosure provide guidelines and recommendations for the classification of mineral resources and 
reserves but they lack the provision of details, for example, they may lack geological information 
needed for each category of the mineral resources and reserves. The parameters used to generate 
the resource classification categories are dependent on the assumptions made by the Qualified 
Person (QP). 
 
Based on reliable resource and reserve information on a deposit, with evidence from public reports, 
mining investors may be convinced to support the commencement of site development projects 
and subsequent extractions. A public report is required purposely to inform investors or potential 
investors and their advisors on exploration results, mineral resources or mineral reserves (PERC, 
2017) and uncertainties associated with the reported estimates. Estimation results and their 
classifications reflecting uncertainty of the estimates are critical to mineral resource confidence in 
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a feasibility study and the day-to-day operation of a mine. The methods used to perform 
classification of uncertainty remain subjective because of lack of formal standards. The various 
public reporting codes do not categorically recommend the method or threshold needed to be used 
for classification, as the process depends on the judgement of the responsible Competent Person 
(CP) or Qualified Person (QP). Currently, the mineral resource classification categories practiced 
in the mining industry include the measured, indicated and inferred classes in decreasing order of 
confidence levels. The best practice for resource classification is the assessment of uncertainty on 
grade and tonnage estimations and quantifying the associated risks. 
 
The two basic methods used in the mining industry to perform classification tasks are the geometric 
and geostatistical techniques. The recent survey conducted on the different mineral classification 
techniques practiced in the industry, as published by Owusu and Dagdelen (2019), showed that 
approximately 93% of the QPs in the industry prefer the use of the geometric method and 7% use 
the geostatistical method. After analyzing the publicly disclosed technical reports from the System 
for Electronic Document Analysis and Retrieval (SEDAR), the researchers concluded that the gold 
mining industry players support the use of the geometric method. Classification is commonly 
performed on a block-by-block basis but the volumes are chosen reasonably large and contiguous, 
because one often believes that confidence in the grade should not change abruptly between 
adjacent blocks (Deutsch et al, 2016). 
 
The geometric method of mineral resource classification considers the amount, proximity and 
location of data available for estimation of a block. In the review of the recent classification reports, 
the geometric information used by the industry professionals include the dimensions of ellipsoidal 
search (ES), number of drill holes (NDH), minimum number of samples per estimate (NS), 
distance to nearest drill hole (DNDH), average drill hole spacing (DHS), and declustering by octant 
search (OS). The survey indicated that the choice of values assigned to above parameters in mineral 
resource classification reports depend on the judgement of the QP of the project under 
consideration, as there are no standards to determine the needed information to be used for a 
particular type of deposit. The quantity of information used for classification is unrestricted, hence 
various QPs in the industry make different assumptions in assigning parameters to define the 
classification categories.  
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The geostatistical classification method is used to quantify risk on a given future production period. 
It is an effective and efficient method used to model geologic and grade uncertainty in mineral 
deposits but it is associated with some shortcomings. Confidence Interval (CI) approach and 
Kriging Variance (KV) approach are the two techniques also known in the mining industry. Few 
mining companies practice the CI method but the survey also indicated that the KV method, 
although it has been discussed in literature a lot, is also not normally used in mineral resource 
classification. This dissertation proposes a global parametric probabilistic mineral resource 
framework that can be used in the mining industry followed by a local framework to classify 
mineral deposits into measured, indicated and inferred categories.  
 
The probabilistic method is an application of statistical measurement formulations to calculate the 
exceedance grades and tonnages at different probabilities of occurrence to quantify uncertainty in 
mineral deposits. It is a spreadsheet approach and similar to the global uncertainty quantification 
applied to the hydrocarbon estimations in the petroleum industry.  At the local block level, a newly 
developed kriging variance (KV) and simulation approaches are proposed, using the application 
of ±15 estimation accuracy at 90% confidence level on a quarterly and yearly production supports. 
To populate the classification results into local blocks, the new simple kriging variance and the 
simulation methods have been developed to execute the work. For the detail description of mineral 




Unlike the existing traditional classification methods that depend on the knowledge and experience 
of the Qualified Person (QP), the proposed methods try to develop frameworks that are objective 
and don’t depend on the judgement of a QP and hence promote uniformity in the resource 
classification system. In the early days of mining until the 1990s, there were no industry standards 
for mineral assets reporting and this led to doubtful and erroneous reports from individuals as well 
as companies. A typical example is the Bre-X scandal in 1997, where the company fraudulently 
estimated about 47 million ounces of gold in the Busang property in Indonesia (Groia et al, 2008). 
The scandal motivated the creation of international reporting standards to encourage investor 
confidence in the exploration and mining business. The categorization of resources and reserves 
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relies on the judgement of a CP t or QP in charge of a project, based on knowledge and experience, 
if necessary, in conjunction with others. Although the codes suggest quantification of uncertainty 
associated with the estimated grades used for classification, there is no established framework to 
ensure uniformity among the QPs. 
 
 
1.2 Dissertation Outline 
The contents indicate the purpose of each chapter in this research work. The chapter-by-chapter 
description of the contents of the dissertation are as follows: 
 
Chapter 1: This chapter describes the purpose of the research and introduces the different mineral 
classification methods used in the mining industry. It explains some of the shortcomings of the 
traditional methods and explicate how the proposed method can address them. It presents some of 
the challenges the mining industry faces due to some of the publicly misleading mineral 
classification results in the various technical reports. It emphasizes the need to address the resource 
classification challenges in the mining industry to enhance investor confidence. 
 
Chapter 2: Discusses the mineral resource definitions of the different classes considered in the 
mining industry and explains the purpose of the various standard reporting codes. The chapter 
describes how the reporting codes promote high reporting standards in the industry. It provides the 
similarities of the various standard reporting codes and describes some of the shortcomings that 
lead to inconsistencies in mineral resource classification results.  
 
Chapter 3: This is the literature review section that provides scholarly sources on mineral resource 
estimation and classification. It provides the knowledge, relevant theories and the gaps in the 
traditional classification methods. It presents the description of the different classification methods 
and the steps followed to assign confidence to resource estimates.  An overview of the adaptation 




Chapter 4: Discusses the geometric method of mineral resource classification and the different 
techniques used in the process.  Application of the different techniques on a one-bench copper 
deposit is presented to explain how different Qualified Persons assumptions on same drilling data 
can produce different classification results. Some of the shortcomings of the geometric method are 
discussed and the need for an improved methodology is explained. 
 
Chapter 5: Describes the traditional geostatistical methods of resource classification. It introduces 
the different techniques applied in the geostatistical method used in the industry and the associated 
shortcomings. Brief explanations of the proposed resource classification methods, including the 
illustrations of the flow charts of the proposed kriging variance and simulation classification 
methods algorithms are presented. The chapter is organized as an argument to justify the purpose 
of this research work, aiming at providing a consistent framework to address the Qualified 
Person(s) influence on the classification of mineral resources.   
 
Chapter 6: Provides a brief discussion on the different probabilistic classification methods applied 
in the petroleum industry and how the proposed parametric probabilistic classification can be 
applied in the mining sector. It expounds details of the proposed parametric mineral resource 
classification approach in this dissertation. It includes the description of the step-by-step 
methodology and a flow chart that describes the probabilistic classification procedure. It contains 
the statistical formulations used to develop the spreadsheet that generates the probability estimates 
for the measured, indicated, and inferred classes of mineral resources. The section presents an 
application of the proposed methodology on a one-bench copper deposit as a case study. 
 
Chapter 7: Introduces the data used for the case study. Outlines the creation of geological model 
and estimation domains of the gold deposit used for the resource estimation and the subsequent 
classification.  It provides the explanation of key steps that are followed to create geological 
models and resource estimation needed to be executed before the assignment of confidence levels 
to the individual blocks. 
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Chapter 8: Presents a quantitative comparison of the different traditional mineral resource 
classification methods. A 3-dimensional real-world gold data is used to investigate how different 
QP assumptions have significant impacts on classification results. Three different estimation 
domains are treated separately and the analysis of the results are presented. The work under this 
section aims at underpinning the need for a uniform classification framework in the mining 
industry to minimize the inconsistencies in resource classification results.  
 
Chapter 9: Presents the application of the proposed mineral classification frameworks on a 3-
dimensional industry gold data and the subsequent discussions of the results. It provides a 
comparative analysis of the proposed probabilistic, kriging variance, and simulation approaches 
and the existing traditional methods. It justifies the purpose of the research and how it can 
contribute to improvement of mineral resource classification results in terms of uniformity and 
consistency.  
 
Chapter 10: Discusses the conclusions and suggested future work. It summarizes the key findings 
in this dissertation and recommends potential research works that can be conducted in future to 
improve the proposed new methods. 
 
1.3 Original Contribution 
The research work has introduced simple mineral resource classification processes to address the 
complex steps needed to be followed in the existing methods. The proposed methods address the 
QP influence and ensures consistency and transparency in classification results. Uniform 
frameworks introduced through this research work will help promote investor confidence in 
mineral resource classification. More work needs to be performed on the proposed parametric 
probabilistic resource estimation method, as it can only be used to quantify uncertainty on a global 
scale but not in local blocks. It can be useful during early stage preliminary economic assessments 
(PEA’s), considering the scope of this research. At least, two additional academic papers can be 
published from this research work, apart from the already published critical review of mineral 




MINERAL RESOURCE REPORTING STANDARDS 
 
2.1 Mineral Resource Definitions in the Mining Industry 
Mineral resource classification is crucial in the analysis of risks as part of determining the viability 
of a mineral project. The implementation of best practices to estimate resources and categorize the 
uncertainty into measured, indicated and inferred classes in increasing order, helps mining 
companies and investors to quantify risk associated with reported resources and can enhance the 
chances of a successful mining operation. On the other hand, any misleading technical report on 
resource estimation and classification can result in incorrect mine design, poor mine planning, 
unreliable production schedules and lawsuit for misrepresentation to the investors. This can lead 
to ineffective financial forecasts and unstable business plans. According to Owusu and Dagdelen 
(2019), the quality and quantity of materials estimated to be mined from a deposit have economic 
implications on the production schedule, forecast of annual cash flows and the economic outcome 
for a given project. At least, two additional publications can be made from this research work, 
including: 
1. Quantitative comparison of the existing mineral resource classification methods, using a 
copper deposit and gold deposit as case studies. 
2. Simple production adjusted Kriging Variance mineral resource classification method. 
3. Simple production adjusted Simulation mineral resource classification method. 
  
There were uncertain mineral assets reporting in the mining industry until the early 1990s due to 
the unavailable standards to be followed by the resource estimators in the mining discipline. 
Reported fraudulent mineral resource estimates were rampant and it discouraged investors from 
injecting money into exploration and mining business. In order to boost investor confidence, the 
industry leaders deemed it necessary to establish international reporting standards to ensure 
reasonable publicly disclosed mineral resource reports. The Council of Mining and Metallurgical 
Institutes (CMMI) introduced classification standard codes in 1994 to provide guidelines to 
categorize mineral resources into the three classes, based on confidence level. The authenticity of 
the available data for estimation and classification determines the geological confidence assigned 
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by the Competent Person (CP) or Qualified Person (QP). The main factors that are evaluated to 
justify the credibility of a data include nature, quality, quantity and distribution, where most earth 
science data are skewed or lognormal. 
 
Various international standard codes have been created by different countries and each code 
requires a CP or QP to determine the classification of each mineral resource estimate. The 
designated QP or CP has to meet the relevant knowledge and at least 5 or 7 years of estimation 
experience respectively to justify the quality of the classification. Notwithstanding the various 
definition standards, the application of the continuity of geology and grade are not always 
reasonably or sufficiently implied, assumed or confirmed to support the classification of mineral 
estimates (Lewis W., 2016). According to Lewis, the judgment of a CP or QP can lead to certain 
shortcomings, including: 
(a) Lack of geological reasoning from the CP or QP who estimates the resources. 
(b) Classified blocks based on the application of poor variogram range without further 
geological information. 
(c) Use of geostatistical procedures without sound knowledge of the technique, especially the 
application of confidence interval limits. 
(d) Poor nugget effect determination can have a significant impact on the grade of a bonanza 
style gold or silver deposit. 
 
An oversight or human error caused by a CP or QP can cause translation of reliability of resource 
estimate into higher category without accurate supporting information. A reliable block modeling 
and resource estimate of a deposit is subsequently generated after the mineral exploration stage. 
The responsible CP or QP for the resource estimate uses limited data from few drill holes to predict 
the distribution of grades throughout a deposit, using a geostatistical interpolation technique. The 
industry procedure for resource estimation include drill hole data analysis, statistical analysis, 
compositing of drill hole data, 3-dimensional (3D) block modeling, variogram modeling, and grade 
estimation of unsampled blocks (David, 1977).  Uncertainty exists in the estimated block grades 
because of the limited information used for the interpolation of the grades in each block.  
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After resource estimation, the CP or QP quantifies the uncertainty associated with the grade 
estimation. The objective of each standard reporting code is to guide resource estimators to apply 
best professional practice in the preparation of mineral resource estimates that lead to reliable mine 
designs and production schedules. According to the Canadian Institute of Mining, Metallurgy and 
Petroleum (CIM, 2014) best practice guidelines, the three mineral resource classes include 
Measured, Indicated and Inferred in decreasing order of confidence level. The definitions of the 
categories are as follows: 
 
Measured: It is that part of a mineral resource for which quantity, grade or quality, densities, shape, 
and physical characteristics are so well established that they can be estimated with confidence 
sufficient to allow the appropriate application of technical and economic parameters, to support 
production planning and evaluation of the economic viability of the deposit. The estimate is based 
on the detailed and reliable exploration, sampling and testing information gathered through 
appropriate techniques from locations such as outcrops, trenches, pits, workings and drill holes 
that are spaced closely enough to confirm both geological and grade continuity. This category 
requires a high level of confidence and understanding of the geology and controls of the mineral 
deposit. 
 
Indicated: It is that part of a mineral resource for which quantity, grade or quality, densities, shape 
and physical characteristics, can be estimated with a level of confidence sufficient to allow the 
appropriate application of technical and economic parameters, to support mine planning and 
evaluation of the economic viability of the deposit. The estimate is based on detailed and reliable 
exploration and testing information gathered through appropriate techniques from locations such 
as outcrops, trenches, pits, workings and drill holes that are spaced closely enough for geological 
and grade continuity to be reasonably assumed. The category is of sufficient quality to support a 
preliminary feasibility study which can serve as the basis for major development decisions. 
 
Inferred: It is that part of a mineral resource for which quantity and grade or quality can be 
estimated on the basis of geological evidence and limited sampling and reasonably assumed but 
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not verified, geological and grade continuity. The estimate is based on limited information and 
sampling gathered through appropriate techniques from locations such as outcrops, trenches, pits, 
workings and drill holes. Confidence in the estimate is insufficient to allow the meaningful 
application of technical and economic parameters or to enable an evaluation of economic viability 
worthy of public disclosure.  
 
2.2 Standard Codes for Public Reporting  
The aim of the Public Reporting codes is to promote high-level reporting standards for mineral 
deposit estimates, including resources and reserves.  In 1976, a team of staff members from the 
United States Geological Survey (USGS) and the United States Bureau of Mines (USBM) 
developed a classification nomenclature, which was published as principles of mineral resource 
classification system of the USGS and USBM (USGS Circular 831, 1980).  Professionals who 
practiced the resource classification system realized that it needed some changes in order to make 
it more workable in practice and more useful in long-term planning. In 1989, JORC Code added a 
requirement for reasonable expectations for eventual economic extraction. The JORC Code 
definitions were adopted by SME, CIM, IMM, AusIMM and SAIMM in the 1997 Denver Accord 
(Parker and Dohm, 2014). 
 
 
Based on the misleading information on mineral resources that were not supporting mine planning, 
the Council of Mining and Metallurgical Institute (CMMI) in 1994, formed a working group of 
representatives from different organizations to standardize mineral resource definitions. In 2000, 
the committee became the Combined Reserves International Reporting Standards Committee 
(CRIRSCO) and introduced a concept that Indicated and Measured Resources had to support mine 
planning (Parker and Dohm, 2014). The committee was responsible for developing mineral 
reporting codes and guidelines in most parts of the world, including Australia, Asia, Canada, Chile, 
Europe, South Africa and the United States of America.  In 2012 and 2013, the Committee for 
Mineral Reserves International Reporting Standards further broadened the requirement that the 
grade or quality, density and shape of an Indicated or Measured Mineral Resource are estimated 
with sufficient confidence to allow the application of modifying factors in sufficient detail to 
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The main reporting codes include the National Instrument 43-101 (NI 43-101) in Canada, the Joint 
Ore Reserves Committee (JORC) in Australia, the South African Mineral Resource Committee 
(SAMREC) in South Africa and the Society for Mining, Metallurgy and Exploration Guide (The 
SME Guide, 2007) in the USA. Some other countries have their codes of publicly reporting mineral 
resources and mineral reserves. CRIRSCO members have their respective National Reporting 
Standards that are very close to the CRIRSCO template, but some of the countries may have 
another resource and reserve classification for reporting to the government (Ilieva, 2016). The 
codes do not change, supersede or invalidate any country, state or provincial mining code, mining 
law or any other laws.  
 
Mineral Resource estimation often involves a team of professionals who work in a collective effort. 
Thus, one person or team collects the data while another person or team prepares the geological 
modeling and resource estimation. The Competent (CP) or Qualified QP) person who plays the 
pivotal role in the final public report should ensure that each team’s report is accurate and reliable. 
All the reporting codes admonish the responsible CPs and QPs to be diligent and meticulous in 
their public disclosures to avoid misleading information to investors. Currently, the public 
reporting codes across the world include the following as published on the CIM international 
reporting codes for exploration results, mineral resources and reserves definitions (www.cim.org): 
 
i. Australia and Australasia (JORC Code): The Australian Code for Reporting of Exploration 
Results, Mineral Resources and Ore Reserves.  
ii. Brazil (CBRR Guide): Brazilian Resource and Reserve Commission.  
iii. Canada (NI 43-101): CIM Definition Standards for Mineral Resources and Mineral 
Reserves. 
iv. Chile and Peru, Commission Minera de Chile (CMC): Certification Code for Exploration 
Prospects, Mineral Resources and Ore Reserves. 
12 
 
v. Colombia (CCRR): Colombian Standard for the Public Reporting of Exploration Results, 
Mineral Resources and Reserves. 
vi. Europe and United Kingdom (PERC Code): Pan-European Reserves and Resources 
Reporting Committee. 
vii. Indonesia (KCMI): Indonesian Code for Exploration Results, Mineral Resources and 
Mineral Reserves. 
viii. Kazakhstan (KAZRC): Kazakhstan Code for the Public Reporting of Exploration Results, 
Mineral Resources and Mineral Reserves. 
ix. Mongolia (MRC Code): Mongolian Code for Public Reporting of Exploration Results, 
Mineral Resources and Mineral Reserves. 
x. Russia (NAEN Code): Russian Code for the Public Reporting of Exploration Results, 
Mineral Resources and Mineral Reserves. 
xi. South Africa (SAMREC): The South African Code for Reporting of Exploration Results, 
Mineral Resources and Mineral Reserves. 
xii. Turkey (UMREK): National Public Reporting of Exploration Results, Mineral Resources 
and Mineral Reserves Code of Turkey. 
xiii. United States (The SME Guide 7): SME guide for Reporting Exploration Results, Mineral 
Resources, and Mineral Reserves has been adopted by the Society for Mining. 
 
2.2.1 National Instrument 43-101 (NI 43-101) Code 
The CIM Definition Standards on Mineral Resources and Reserves (CIM Definition Standards) 
established the guidance on the definitions for mineral resources, mineral reserves, and mining 
studies used in Canada (www.cim.org). In the 1990s, the mining industry found it difficult to raise 
capital because of the loss of public confidence in the mining industry, due to various incidents 
that had negative impacts on securities of mineral exploration and mining companies. The Ontario 
Securities Commission and the Toronto Stock Exchange jointly formed the Mining Standards Task 
Force (MSTF) in 1997 to help address the problem. The team submitted its final report containing 
sixty-six (66) recommendations to CIM within two years.  
 
Based on the report, CIM developed the CIM Definition Standards on Mineral Resources and 
Mineral Reserves, which were adopted by CIM Council in 2000. It was amended in 2005, 2010 
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and 2014. The report helped in setting new standards to focus on improving the standards of 
practice governing operating activities and the need for good public disclosure. The standards are 
an attempt to force the Qualified Persons to provide information that are comprehensive in their 
technical reports on exploration information, mineral resources and mineral reserves. 
However, the standards are not prescriptive in terms of geological details under the NI 43-101 
code, as the details about quantity of geological information, needed to categorize the resources 
were not provided. For example, the detailed number of drill holes, the number of samples per drill 
holes, their proximity to the block being estimated and the block size per deposit type needed to 
categorize mineral resource into measured or indicated were not provided in the code. Failure to 
categorically state the provision of detailed geological information needed to generate resource 
models has led to various misleading public reports in the mining industry, because each QP has a 
different approach to analyzing and interpreting data. Assumptions should include estimates of 
cutoff grade and geological continuity at the selected cutoff, metallurgical recovery, smelter 
payments, commodity price or product value, mining and processing method, and general 
administrative costs.  
 
2.2.2 The Joint Ore Reserves Committee (JORC) Code 
The JORC code is a professional Australasian code of practice that sets minimum standards for 
public reporting of minerals exploration results, mineral resources and ore reserves.  It provides a 
mandatory compliance for public companies listed on the Australian and New Zealand Stock 
Exchange to classify exploration results, mineral resources and ore reserves according to the levels 
of confidence in geological knowledge, technical and economic considerations in public reports. 
The JORC committee was established in 1971 and published the first edition of the JORC code in 
1989. The committee consists mainly of representatives from three regulatory bodies, namely; The 
Minerals Council of Australia (MCA), The Australasian Institute of Mining and Metallurgy 
(AusIMM), and the Australian Institute of Geoscientists (AIG).  
 
Other representatives involved are members from the Australian Securities Exchange (ASX), the 
Financial Services Institute of Australasia (FinSIA) and the Accounting Profession (The JORC 
Code, 2012). The committee coordinates with CRIRSCO to ensure consistent development of 
international reporting standards and promote best practice of the standards. The JORC code was 
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updated in 2004 and the current edition was published in 2012. According to the 2012 edition of 
the JORC code (The JORC Code, 2012), all mineral resources reports must satisfy the requirement 
that there are reasonable prospects for eventual economic extraction, regardless of the 
classification of the resource. The JORC Code was established earlier than the rest of the codes 
and hence, the other codes are based on the JORC Code except for the Russian and Chinese Codes.  
 
According to the code, where considered appropriate by the Competent Person (CP), mineral 
resource estimates may include material below the selected cut-off grade to ensure that the mineral 
resources comprise of bodies of mineralization of adequate size and continuity to properly consider 
the most appropriate approach to mining. Documentation of mineral resource estimates should 
clearly identify any diluting material, and the public reports should include commentary on the 
matter. Similar to the Canadian NI 43-101 code, the guidelines for estimation and reporting of 
mineral resources under the JORC code did not specify details about the number or quantity of 
geological information, needed to classify the mineral resources. The competent person determines 
the sufficient information needed to classify mineral resources and that has led to the various 
misleading public reports in the mining industry. Details of the criteria for reporting mineral 
resources can be found in the JORC Code, 2012 Edition (www.jorc.org). 
 
2.2.3 The South African Mineral Resource Committee (SAMREC) Code 
This is the standard code for reporting exploration results, mineral resources and mineral reserves 
in South Africa (SAMREC Code, 2016). The code was established in March 2000 and was adopted 
by the Johannesburg Stock Exchange (JSE) in the same year. A committee of representatives from 
various organizations in South Africa was put together to draft the code. They are the South African 
Institute of Mining and Metallurgy (SAIMM), the Geological Society of South Africa (GSSA), the 
South African Council for Natural Scientific Professions (SACNASP), the Geostatistical 
Association of South Africa (GASA), the South African Geomatics Council (SAGC), the Institute 
of Mine Surveyors of Southern Africa (IMSSA), the Association of Law Societies of South Africa, 
the General Council of the Bar of South Africa, the Department of Mineral Resources (DMR), and 
the JSE Limited, the Council for Geoscience, the Banking Association of South Africa, Directorate 
of Mineral Economics/Minerals Bureau, the Chamber of Mines of South Africa (CoM, now the 
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Mineral Council South Africa), South African Institute of Chartered Accountants (SAICA) and the 
Investment Analysts Society of South Africa (IAS).  
 
The code admonishes mineral resource professionals to be guided by its intent, which is to provide 
a minimum standard for public reporting and the guidelines of materiality, transparency and 
competence. In addition, it encourages them to ensure that such reporting contains all information 
by which stakeholders, interested parties, investors and their professional advisers would 
reasonably require and expect to find in the report. For the purpose of making a reasoned and 
balanced judgment regarding the exploration results, mineral resources or mineral reserves need to 
be reported, according to the code. It adds that the Competent Person (CP) should not remain silent 
on any issue for which the presence or absence of comment could impact the public perception or 
value of the deposit.  
 
The CP responsible for the resource estimate must determine the appropriate mineral resource 
category based upon the quantity, distribution and quality of data available and the level of 
confidence attached to the data. The code stipulates that the resource classification report must 
describe and justify the criteria and methods used as the basis for the classification of the mineral 
reserves into varying confidence categories, based on the mineral resource category, and including 
consideration of the confidence in all the modifying factors. Details of the criteria for reporting 
mineral resources can be found in the SAMREC Code, 2016 Edition (www.samcodes.co.za).  
 
 
2.3 Similarities of the Codes. 
The definitions of the inferred, indicated and measured categories in the various codes published 
by CRIRSCO are similar to one another as they have a common goal. The fundamental objective 
of all the codes is to minimize or eliminate misleading mineral resource reporting and also create 
global standards for generating resource estimates. The Competent or Qualified Person responsible 
for public disclosure must conform to certain experience levels and qualifications, which are very 
similar for all the major reporting mineral resource standards. The CP or QP must belong to a 
professional organization and is required to make reasonable judgments. Generally, the different 
reporting codes describe mineral resources and reserves classifications as shown in Figure 1. The 
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major reporting codes, including NI43-101, the JORC, the SME Guide 7 and the SAMREC, each 
defines mineral resources as shown in Figure 1: 
 
 
Figure 2. 1: General relationship between exploration results, mineral resources and reserves 
(CRIRSCO, 2006). 
 
2.3.1 National Instrument, NI 43-101 Code (2011) 
A Mineral Resource is a concentration or occurrence of solid material of economic interest in or 
on the earth’s crust in such form, grade or quality and quantity that there are reasonable prospects 
for eventual economic extraction. The location, quantity, grade or quality, continuity and other 
geological characteristics of a Mineral Resource are known, estimated or interpreted from specific 
geological evidence and knowledge, including sampling. Mineral Resource and Mineral Reserve 
estimates and any supporting technical reports must be prepared by or under the direction of a 
Qualified Person, as that term is defined in NI 43-101.   
 
2.3.2 JORC Code (2012) 
A ‘Mineral Resource’ is a concentration or occurrence of solid material of economic interest in or 
on the earth’s crust in such form, grade (or quality), and quantity that there are reasonable prospects 
for eventual economic extraction. The location, quantity, grade (or quality), continuity and other 
geological characteristics of a mineral resource are known, estimated or interpreted from specific 
geological evidence and knowledge, including sampling. The statement ‘reasonable prospects for 
eventual economic extraction’ implies an assessment by the Competent Person with respect to 
17 
 




2.3.3 The SME Guide (2014) 
A ‘Mineral Resource’ is a concentration or occurrence of material of economic interest in or on 
the Earth’s crust in such form, quantity, and quality that there are reasonable prospects for eventual 
economic extraction. The location, quantity, grade, geological characteristics and continuity of a 
Mineral Resource are known, estimated or interpreted from specific geological evidence and 
knowledge. Documentation detailing Exploration Results, Mineral Resources and Mineral 
Reserves estimates, on which a Public Report on Exploration Results, Mineral Resources and 
Mineral Reserves is based, must be prepared by, or under the direction of, and signed by, a 
Competent Person or Persons (CP). 
 
 
2.3.4 SAMREC Code (2016) 
A ‘Mineral Resource’ is a concentration or occurrence of solid material of economic interest in or 
on the Earth’s crust in such form, grade or quality and quantity that there are reasonable prospects 
for eventual economic extraction. The location, quantity, grade, continuity and other geological 
characteristics of a Mineral Resource are known, estimated or interpreted from specific geological 
evidence and knowledge, including sampling. A report on the technical aspects of a project or 
mine must be prepared by a Competent Person (CP). 
 
The following are the general requirements for the author of a public mineral resources report: 
i.  Require five (5) years 'relevant' experience. 
ii.  Must be an engineer or geoscientist. 
iii.  Must be a member of a professional organization that complies with high ethical 
standards. 
iv.  Must be exposed to similar style and type of mineralization under consideration. 
v.  Must have experience in mineral exploration, mine development or exploration or 
mineral project evaluation, or any combination of these experiences. 
vi.  The CP or QP must be independent. 
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vii.  The author of public report must state full name, academic qualification, occupation, 
relevant work experience, and any prior involvement in the project.  
 
All the international mineral resource reporting codes specify three fundamental principles, 
including transparency, materiality and competence (Shaw et al, 2006). 
 
a. Transparency: This requires that the information contained in a public report should be 
accurate with sufficient information and does not mislead. 
 
b. Materiality: It requires that all the relevant information required by investors and their 
professional advisors should be contained in the public report to enable them to make 
informed business decisions. 
 
c. Competence: A requirement that a CP or QP with suitable qualification and experience, 
coupled with affiliation to an organization with enforceable professional code of ethics, 
should be responsible for the work of a public report. 
 
The principle of competence implicitly assumes that the estimation and classification are done 
correctly, according to the current accepted practice, but does not specify the procedures to be used 
(Shaw, 2006). There are shortcomings in these reporting codes that need to be addressed so that 
investors can make prudent decisions when financing projects in the mineral resources industry. 
The fact that the classification criteria are entirely dependent on the judgment of the CP or QP, 
there will always be difficulties in obtaining consistent reports. This is because each of them has a 
different approach to analyzing data and applying preferred interpolation techniques to generate 
mineral resource reports. Other causes of misleading public reports are incorrect block models and 
resource estimation, since every decision concerning modeling and estimation is a cumulation of 
interpretative decision which may result in varying classification of the estimated blocks.  For 
example, in 1990, the U.S. Environmental Protection Agency (EPA) conducted an experiment 
where twelve reputable geostatisticians were each tasked to perform independent straightforward 
block estimation with the same data (Isaaks and Srivastava, 1989). The twelve results were 
completely different from one another because of different data analysis 
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conclusions, variogram models, choices of interpolation technique, and search strategy.  
CRIRSCO member organizations define the standards for public reporting for the world’s major 
mining capital markets. Although the main reason for all these organizations is to protect the public 
and potential investors from misleading information, some industry players still publish deceptive 
resources and reserves reports.  According to William Lewis (Lewis 2016), some of the 
questionable resource classification practices include the following: 
 
• Resource blocks or mineralization outlines that are based upon a single drill hole. 
• Small numbers or groups of blocks that are given a higher or lower classification than 
surrounding blocks. 
• Use of geostatistical procedures without sound knowledge of the technique. Blocks are 
often classified using poor variography or based upon variography without regard to further 
geological or supporting information. This also applies to the classification of resources 
based solely upon geostatistical information, including categories that are based upon 
confidence limits that do not also consider either the continuity of mineralization or the 
geology. 
• Historic resources translated into current resources and reserves without regard to the 
quality of the supporting information or with no supporting information. 
• Resources translated into higher confidence categories when historical mining has 
occurred, despite limited or no information regarding the location of the historic mining 
stopes or adequate records of the amount of material previously mined. This, in some cases, 
may lead to overestimation of the resource tonnages as well. 
• Classification of resources where drilling recovery is questionable. i.e. less than 70% core 
recovery, or selective recovery of chips or mineralization due to water issues. 
• Absent or uncertain down-hole surveys in long holes, which should result in down-grading 
the resource classification. 







Mineral resource classification involves the assignment of confidence levels to the uncertainty 
associated with resource estimation. It is a challenging task faced by resource estimators after 
generating the estimates. Generally, mineral resource classification is performed after the resource 
estimation is completed. The quality of resource classification is dependent on the knowledge, 
experience and judgment of the CP or QP of the project. Several researchers have worked on 
different methods to find the best mineral classification approach but there is currently no right or 
wrong answer to the various classification methods used in the mining industry. The quality of 
uncertainty classification is based on the assumptions made by the CP or QP because these 
assumptions decide the classification results. 
 
The early mining operations used little or no exploration and mining data to estimate resources or 
reserves for monitoring exploitations, due to lack of planning and technology. Grade estimation 
for ore blocks began before geostatistics became widely known. For example, underground face 
and raise samples were used to delineate mining blocks.  In the middle of the 20th century, mining 
operators realized the importance of planning and scheduling operations and hence, started using 
mineral exploration drill holes to define ore bodies through mineral resources and reserves 
estimations. Geostatistical grade estimation techniques were later implemented in the attempts to 
predict a single value for each block (Krige, 1951; Sichel, 1952; Matheron, 1963).  
 
The probabilistic estimation of grade distribution in the different blocks of an ore deposit was 
developed purposely because of the assumptions given to statistical properties and variable 
transformations. In the late 1960’s, mine planning computer software for resource and reserve 
estimations were introduced to generate models of ore bodies. Great advances in mining software 
packages were accomplished during the 1980s to develop the modeling and estimation of complex 
geological domains. However, the mineral resource industry still faces problems with 
uncertainties, despite the technological advancements to address the estimation problems. 
According to Deutsch (2000), the purpose of a geostatistical study is to quantify geological 
uncertainty and transfer it to production uncertainty. The reliable estimation of mineral resources 
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and ore reserves is critical to all mining operations irrespective of size or commodity (Annels, A. 
E., 1991; Stone and Dunn,1996; Goldsmith, T., 2002). 
 
Dagdelen (1992), proposed that estimating the distribution of ore grades in a given deposit 
typically involves discretization of the ore deposit into tridimensional blocks, composition of the 
drillhole sample data, exploratory data analysis to determine statistical domains and finally, use of 
some preferred interpolation technique to assign average grades to unsampled blocks. The 
accuracy, flexibility and efficiency of the model is very crucial in the mineral resource and reserve 
estimation process. Creation of orebody domain boundaries is very critical in the modeling 
process, as it contributes to the success of grade and tonnage estimation. The boundaries are 
complex, irregular 3D surfaces normally generated from sparse, irregularly spaced drilling data. 
A logical statistical analysis conclusion of the data and diligent variogram models lead to reliable 
geological model. Also, the selection of good interpolation method and search strategy can 
determine the success of estimation results. 
 
Snowden et al. (2002), proposed that the risks associated with mining are varied and complex, 
where the dominant source of risk is the orebody itself.  The EPA experiment (Isaaks and 
Srivastava, 1989) that resulted in widely different results from twelve different competent 
reputable geostatisticians, justified the need for more research into how the mining industry can 
minimize the problematic uncertainties associated with mineral resources and reserves 
estimations. Exploration and mining companies usually minimize their budgets on drilling 
expenses because of the costs involved and that leads to insufficient data, resulting in increased 
uncertainties in mineral resource estimation.  
 
Generally, the estimators in the mining industry follow a sequence of steps to create block models 
and calculate the resource estimates. The main steps include drillhole data acquisition, data 
reduction, analysis and preparation, geological modeling, variogram modeling, and grade and 





3.1 Drill Hole Data Acquisition and Preparation 
Drillhole data used for mineral resource estimates should be free from cross contamination and 
checks conducted to ensure that the collection and logging of the samples were conducted through 
the application of acceptable standard procedures. The data is cleaned and validated to remove 
possible errors before the creation of the database. The steps followed include data collection, data 
validation, statistical analysis, geostatistical analysis, data declustering and data compositing. 
 
3.1.1 Data Collection and Validation 
Data collection is the first step in mineral resource estimation and it involves sample collection, 
preparation process, downhole surveying, quality control and quality assurance (QA/QC) checks 
and analysis of assay results. Usually, chip and core samples are collected during the drilling stage. 
Each stage of the sampling process is associated with its own error that contribute to the total errors 
of the process. Data validation is very important because it ensures accuracy of the subsequent 
grade and tonnage estimation. Figure 1 shows photos of chip and core samples. 
 
 
Figure 3. 1: Photo of drilling samples. Left shows chip samples and right shows core samples. 
 
Few erratic values in earth science data can have significant impact on the resource estimation. 
During this process, data inconsistencies are identified and corrected. Details of data collection, 
expected errors, and error elimination are covered in drilling and sampling theory books such as 
Peters (1978) and Gy (1982).  
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3.1.2 Exploratory Data Analysis (EDA) 
This is an important step in mineral resource estimation, involving the investigations conducted to 
understand the quality of data under study. Most of the EDA techniques used in mining are 
graphical in nature with few applications of quantitative methods. It is basically a creative process 
that uses statistical tools, including summary statistics, histograms, probability plots, Q-Q plots, 
and box plots. The two main data description methods used are the univariate and bivariate 
descriptions. Histograms and frequency tables commonly represent univariate description of data, 
thus data of a single variable. The frequency shows the number of observed values recorded within 
certain intervals and the histogram illustrates its corresponding graph. 
 
Figure 3. 2: Representation of histogram (left) and cumulative probability plot (right) showing 
data distribution (Rossi and Deutsch, 2014). 
 
After plotting histograms, the summary statistics, which organizes and presents the data provide 
very important information needed to understand the characteristics of the distribution of the 
variable under study. The location, spread, and shape of the variable can be determined from the 
summary statistics. The quantiles provide the location of the distribution. The variance, standard 
deviation, and interquartile range describe the spread. The coefficient of variation and skewness 
give clues about the shape of the distribution (Isaaks and Srivastava, 1989). The mean, median and 
mode indicate the center of the distribution of the variable. Figure 3.3 shows an example of 




Figure 3. 3: Example of summary statistics of a gold data.  
 
Box plot is a graph that displays variations in sample of a statistical population. The values required 
to build a box plot are minimum (smallest observation), first quartile (Q1), second quartile 
(median), third quartile (Q3) and maximum (largest observation). The plot is primarily used to 
compare several distributions against each other and determine similar statistics. The tool is a quick 
way for examining the variations in a data set. The First Quartile (Q1) separates the lowest 25% 
of the variable distribution from the entire data. The Median (Q2) divides the lowest 50% of the 
variable distribution from the upper 50%. The Third Quartile (Q3) divides the upper 25% of the 
variable distribution from the rest of the data. Interquartile Range (IQR) is the difference between 
the third and first quartiles (Q3-Q1). 
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Figure 3. 4: Illustration of a box plot showing the different quantiles (Galarnyk, M., 2018). 
 
Bivariate description analyzes relationships and dependencies between pairs of variables of data 
sets. A visual comparison of two distributions of variables can be made by plotting the quantiles 
of the two distributions versus one another. This graph is called Q-Q plot, where two identical 
distributions of variables are displayed as a straight line. Scatterplot is a useful tool used to describe 
how two variables of a data relate to or deviate from each other. It can be used to interpret data in 
terms of comparing different variables, analyzing clusters and determining outliers. Correlation 
coefficient (p(h)) calculates the relationship between the variables under consideration. It is a 
dimensionless measure between -1, a perfect inverse linear relationship and +1, a perfect direct 
linear relationship. 2016 
 
A zero-correlation coefficient shows independence between the variables under study but the 
variables may be related in a nonlinear manner (Rossi & Deutsch, 2014).  Figure 3.5 illustrates 
scatter plots and all the three diagrams display sample points corresponding to x and y coordinates, 
where each coordinate represents one of the variables. On the left diagram, quadrants II and IV 
show positive correlation of the data points. Quadrants I and III show negative correlation of the 
points. The middle diagram illustrates poor correlation of the sample points with outliers.  On the 





Figure 3. 5: Illustration of scatterplots showing the impact of outliers on correlation coefficient 
(Rossi & Deutsch, 2014). 
 
Scatterplot is an important tool used to validate data before estimation process. Details of 
univariate and bivariate data descriptions can be read from (Rossi & Deutsch, 2014) and (Isaaks 
& Srivastava, 1989).  
 
3.1.3 Data Declustering 
During data collection process, there is the tendency of samplers to concentrate on specific high-
grade areas of the orebody, instead of focusing on uniform distribution across the whole area. This 
is known as clustering and it introduces bias to statistical and geostatistical analyses. The practice 
does not characterize the full range of data distribution. It can cause misleading results, especially 
in central tendency measures such as arithmetic mean and median. In the resource estimation 
process, clustering may lead to overestimation of mean grades. Declustering technique is used to 
address sample clustering in earth science data. In this process, different weights are assigned to 
the available samples to obtain representative distribution of the variables under consideration. 
Generally, two declustering methods are applied to sample datasets, including the polygonal 
method and the cell declustering method (Isaaks & Srivastava, 1989). 
The polygonal method assigns a polygon of influence to each sample and the area of the polygon 
is used as the declustering weight. In this method, small weights are assigned to clustered samples 
in correspondence to their small polygons of influence. Contrarily, larger weights are assigned to 
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samples with larger polygons of influence to indicate their representation of larger areas. Figure 
3.6 shows an example of polygonal declustering samples and their areas of influence. 
 
 
Figure 3. 6: Polygonal declustered samples and their respective area of influence (Rossi & 
Deutsch, 2014). 
 
The cell declustering technique uses a moving window concept to calculate the number of samples 
that fall within a particular region. A declustering weight assigned to a sample is inversely 
proportional to the number of other samples that fall within the same cell (Isaaks & Srivastava, 
1989). The method divides the sample space into regular cell sizes as shown in figure 3.4. The 
steps follow performing cell declustering are as follows: 
1. Division of the volume of interest into uniform grid cells  k = 1,…, K 
2. Determination of the number of occupied cells K0, and the number of data in each occupied  
cell  𝑛𝑘0; k0 =  1 ,…., K0 





𝑊𝑖 = 1𝑛𝑘 𝐾0                (3.1) 
 
0 ≤ ∑ 𝑊𝑖  𝑁𝑖=1 ≤ 1  ∀𝑖              (3.2) 
 
 
The sum of the weights is equal to one and each weight is greater than zero. Practically, it is 
recommended that different cell sizes are experimented and the size that minimizes the declustered 
weighted average is chosen. Figure 3.7 illustrates the cell declustering method. 
 
 
Figure 3. 7: Illustration of cell declustering method. Left shows plot of cell size vs. declustered 
mean; on the right, declustered weights for a specific cell size (Rossi & Deutsch, 2014). 
 
3.1.4 Compositing  
Sample compositing is the averaging of the individual samples to a specific length in order to 
create homogeneity of sample volume support for estimation. In surface mine operations, a fixed 
length that corresponds to the bench height of the proposed mine is chosen for mine selectivity. In 
underground operations, the composite depends on the method of mining and the height of the 
drifts. Different types of composites are performed for different purposes, including regular length 
downhole composites, metallurgical composite, lithological composite and bench composite. In 
mineral resource estimation, regular length downhole and bench composites are usually used.  
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Although compositing can result in dilution of the assay data, it is a very important step in 
generating robust resource estimates. This is because the small-scale assay may be highly variable 
and compositing can lessen the variability. Data with less variability leads to efficient statistical 
and geostatistical analysis. Details of data compositing can be read from Rossi & Deutsch (2014). 
 
3.2 Geological Interpretation and Modeling 
A solid understanding of the geology and mineralization controls of a deposit is crucial in mineral 
resource estimation. The geological or estimation domains are constructed from the information 
mapped from drill holes, including lithology, mineralization, alteration, structures, and oxidation 
zoning. These must be analyzed and interpreted before a 3-dimensional geological model is 
created.  
 
3.2.1 Construction of Geological Domains 
The mineralization controls are generated from the drilling information, although not all the 
information is needed for geologic model, depending on the type of deposit. Since different types 
of mineralization are transported to different processing plants during the mining stage, the 
determination of the distinction between mineralization is important within a deposit. Different 
orebodies differ in characteristics and hence, the geologic model should capture the mineralization 
controls for the estimation domains. A set of mineralization controls define estimation domains 
used to perform mineral resource estimation. In geological modeling, it is difficult to predict the 
right model because of limited information challenges but estimators make efforts to generate 
useful fit-for-purpose representation of mineral deposits with respect to the available data. Figure 





Figure 3. 8: Examples of Geologic model (left) and structural model (right). 
 
3.2.2 Contact Plot Analysis 
Contact plot analysis is an important step in resource estimation because it shows the separation 
of one rock type from another, in terms of grade differences and other geological characteristics. 
It represents grade distribution profile with respect to distance. Sharp and gradational contacts help 
in making decisions on hard boundary and soft boundary respectively. When there is an abrupt 
change in grades from one rock type to another, sharp contact occurs. Likewise, if there is a gradual 








3.3   Variography and Block Modeling 
Variography is the study of the spatial continuity of data, which measures the variability between 
pairs of points at various distances. For a resource estimator to effectively model grade continuity 
of a deposit, it involves the combination of technical capability on variogram modeling and 
understanding of the geology. A block model is a set of same-sized blocks with different geological 
characteristics, created to represent the shape of an orebody. 
 
3.3.1 Variogram Modeling 
Establishment of spatial continuity or distribution of geologic data points is critical in mineral 
resource estimation. The strike, dip, plunge, dip direction and other orebody orientation parameters 
are determined through modeling of variogram parameters. Variogram is the measure of 
dissimilarity of data points with respect to increase in separation distance. Covariance measures 
the similarity or how data points are linearly associated. Variogram analysis establishes the 
correlation of data in space, such that closer samples have similar characteristics than the samples 
that are farther apart. It is performed to determine the existence of geological continuity of data. 
Using wrong variogram parameters in estimation can lead to misestimation. The mathematical 
representation of variogram γ(h) is given by 
 𝛾(ℎ) =  12𝑛(ℎ)  ∑ (𝑥𝑖 − 𝑦𝑖)2𝑛𝑖=1                        (3.3) 
                    
Where: 
n = number of sample pairs 
h = separation distance or lag distance 
xi, yi = data values separated by distance h 
 
The commonly used models for experimental variograms are the Spherical, Exponential and 
Gaussian. Correlogram or Auto Correlation Function (ACF) is used as a robust alternative to the 
traditional variogram.  It is an image of correlation statistics, which is used to check randomness 
in a dataset. It displays the relationship between pairs of samples of a data and measures the spatial 
continuity.  Correlograms and other spatial continuity models are affected by the amount of data 
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available. For a separation distance with a given direction, there is an existence of correlation 
coefficient associated with the pairs of the data. To compare two data points Z(u) and Z(u+h) with 
their locations separated by distance h, the correlogram is calculated as shown below: 
 𝑝(ℎ) = 𝐸[(𝑍(𝑢)−𝑚)(𝑍(𝑢+ℎ)−𝑚)]Var(Z)              (3.4) 
  𝑚 = 𝐸[𝑍(𝑢 + ℎ)] = 𝐸[𝑍(𝑢)]             (3.5) 
 
 








Nugget Effect: A discontinuity at the origin of a variogram due to sampling error and short scale 
variability. Sample values can be dissimilar with an extremely small separating distance due to 
these errors.  
Sill: The total variance at which the variogram reaches its maximum separation distance. Any 
additional increase in separation distance cannot have any impact in the variogram value. The 
variogram points below and above the sill show positive and negative correlations respectively. 
Range: The separating distance at which the variogram reaches the sill. The sample points are 
correlated within the range and uncorrelated outside the range. 
 
3.3.2 Block Modeling  
Geologic block model is a 3-dimensional computerized representation of an orebody. Each block 
in the model represents a small volume of material in the deposit. Each block contains lithological, 
structural, mineralogical and other geological information at the known x, y, z location of the 
block. The block model framework defines the characteristics of each block in terms of grade, 
density, rock type, etc. After developing and analyzing the block model, grade estimates are 
calculated and populated in each block of the orebody. After the estimation, the classification of 
block takes place where a resource confidence can be assigned to each block. 
 
Figure 3. 11: Illustration of block model in Deswik software (Poniewierski, 2019).  
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3.4 Grade and Tonnage Estimation  
During the process of estimating grades of blocks in a deposit, limited information is usually 
available to construct geological models before the application of interpolation techniques to 
generate the average grade and tonnage. Different interpolation methods are used and there are 
shortcomings associated with each technique. Validation is performed after the estimation to 
ensure reliable grade and tonnage values for future predictions.  
 
3.4.1 Resource Interpolation Methods 
The selection of an appropriate estimation interpolation method is mostly dependent on the 
geometry of the deposit, the characteristics of the ore boundaries, grade variability and grade 
distribution. It requires a combination of geological understanding of the deposit and technical 
skills in geostatistics. Mineral deposits can vary from simple, tabular vein structures to highly 
complex shear zones and the characteristics of the ore boundaries influence the quality of estimates 
at the borders between different grade domains. The average grade and tonnage of ore are the two 
important parameters in mineral resource estimation. The location of the ore body is another useful 
parameter in resource estimation. The grades and tonnages of blocks can be estimated through the 
analysis of the grades and volumes of the actual localized samples. According to David (1977), 
the process involves two main basic concepts, namely the concept of extension, and the concept 
of error of estimation. 
 
In the concept of extension, the attributes of a sample are extended to the block to be estimated. 
The concept of error of estimation provides an estimate that yields the smallest deviation from the 
true mean. Based on the principle of extension, resource estimation methods may be grouped as 
conventional resource estimation and geostatistical methods. The conventional methods that are 
known as deterministic interpolation methods include Inverse Distance Weighting (IDW) and 
Nearest Neighbor (NN) methods. The geostatistical methods typically comprise of Kriging, which 
is a linear interpolation technique. Examples are Ordinary Kriging (OK), Indicator Kriging (IK) 
and Multiple Indicator Kriging (MIK) methods.  
 
There is an error involved in any estimation procedure because samples and blocks are not strictly 
equivalent (David, 1988). Due to this inequivalence, an estimator cannot precisely predict the 
geological properties in between drill hole samples, and this leads to estimation uncertainty. The 
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true grade distribution can only be known after the deposit is mined and processed. Reducing the 
estimation errors and optimizing the interpolation techniques of the limited data can help in 
producing accurate results. Geostatistical methods have attributes to evaluate this estimation error 
but conventional methods have no mechanism to evaluate the error. Validation is a key attribute 
to assess the prediction of block grades from a dataset in the mineral resources discipline. In the 
cross-validation process, the goal is to generate a standardized mean prediction error close to zero. 
In addition, obtaining a smaller estimation variance or standard deviation is another goal in 
validating mineral resource estimation results. 
 
3.4.1.1 Inverse Distance Weighting Method (IDW) 
The method assigns weights to samples, based on the distance between the estimated point and the 
sample point. It is one of the simple interpolation techniques used in the mining industry, especially 
when the variogram modeling cannot be determined because of limited data or high nugget effect. 
In the estimation process, the closer samples to the estimated block are assigned with more weights 
than the samples farther apart. The industry estimators normally use powers of 2 and 3, thus ID2 
or ID3. The weight of each sample is inversely proportional to its separation distance from the 
point being estimated. The technique is mathematically expressed as follows (Isaaks & Srivastava, 
1989): 
  
 V = ∑ 1 𝐷𝑖𝑉𝑖𝑛𝑖=1∑ 1 𝐷𝑖𝑛𝑖=1      (3.6) 
       
Where: 
V1,….., Vn are the sample values. 
D1,……., Dn are the distance from each sample value to the point being estimated. 
 
The advantages of the method include simple computations and flexibility in the chosen exponent. 
The method comes with shortcomings, including unreliable estimates due to preferential sampling, 
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inconsistencies because of exponent decision by the estimator without laid down rules, and the 
required decision as to which samples to be considered for the interpolation. Details and examples 
of this method can be found in Isaaks & Srivastava (1989). 
 
3.4.1.2   Nearest Neighbor Method (NN) 
In this method, block grades are estimated or assigned by the nearest sample to the block. The 
closest sample receives the total weight of one and each of the rest of the samples is assigned with 
a weight of zero. The advantages of the method include easy calculation of block grades and faster 
generation of results. The shortcomings include unrealistic local discontinuities and creation of 
bias estimates of grade and tonnage above cutoff grade, since other surrounding samples are not 
considered. 
 
3.4.1.3   Ordinary Kriging (OK) 
This is an interpolation technique that was developed to provide optimal linear and unbiased 
estimates. The technique depends on the spatial variation of the data and it minimizes the error 
variance associated with interpolation. The method is considered as Best, Linear, Unbiased, 
Estimator (BLUE). The estimator is formally derived from a constrained optimization problem in 
which the variance of the estimation residuals is minimized, subject to an unbiasedness condition 
that translates to the kriging weights adding to one (Isaaks & Srivastava, 1989). The technique can 
be ineffective and biased if incorrect variogram input parameters are used. A mining engineer in 
South Africa called Daniel Krige introduced the technique when he was working on ore reserve 
estimation for a gold mining company (Krige, 1951). The procedure involves a convex weighted 
linear combination of the sample data that surrounds the location to be estimated within certain 
neighborhood. Mathematically, a kriging estimation is represented as: 
 
 z* = ∑ 𝑤𝑖𝑖=𝑛𝑖=1 ∗  𝑧𝑖     (3.7)    
       




 ∑ 𝑤𝑖 = 1𝑛𝑖=1           (3.8)    
       
z* = estimated variable 
wi = kriging weight assigned to sample at location i. 
zi = value of sample at location i. 
Kriging uses a set of simultaneous equation in matrix notation, using the semivariogram as follows: 
C * W = D      (3.9)     
 
[ 𝐶11 ⋯ 𝐶1𝑛⋮ ⋱ ⋮𝐶𝑛1 ⋯ 𝐶𝑛𝑛  1⋮1  1   ⋯      1 0 ]    [
𝑤⋮𝑤𝑛𝜇 ]   =   [
𝑐10⋮𝐶𝑛01 ] (3.10) 
 (3.7)    
 
Where: 
C = Covariance matrix; thus the variance values between all the samples Cij 
D = Covariance matrix between individual samples and the estimation location 
The kriging weights rely on a statistical measure that quantifies the spatial interrelation between 
the data samples and also between the samples and the unsampled locations. With the equations 
provided, the kriging weight can be solved as: 
 
W = C-1 * D      (3.11)   
  




3.4.1.4    Indicator Kriging (IK) 
There is increasing demand for reliable techniques needed for constructing accurate wireframes 
for 3-D geological modeling. Indicator kriging is a nonlinear geostatistical technique currently 
used by the minerals industry professionals for estimation involving highly skewed data sets. 
Practically, it treats the upper tail of the data distribution without depending entirely on an arbitrary 
capping value. Indicator Kriging provides a non-parametric distribution that is estimated directly 
at a fixed threshold by considering indicator transforms of conditioning data in the form of 
cumulative distribution function with 0 or 1 step functions (Richmond, 2002). This method 
provides an estimate of uncertainty at unsampled locations, by estimating the probability of 
mapping the percentile of the given distribution. 
 
Journal first proposed indicator kriging (Journal, 1983) and this method was accepted by the 
mining industry for resource modeling. Difficulty of dealing with non-ideal data distribution 
motivated Journal to develop this method. After efforts by modelers, including Switzer, to produce 
quality estimates from highly skewed distributions, through disjunctive kriging (DK), and 
MultiGaussian kriging (MG), (Switzer, 1977), Journal proposed this method as an easier way to 
address the estimation problem without going through the deep understanding and mathematical 
difficulties associated with the previous methods.  
 
The technique is associated with some shortcomings. In the evaluation of resources and reserves 
of a deposit, indicator kriging can lead to strong bias, especially in scope of lognormal random 
function model. When performing a change of support based on the global variance reduction 
factor, systematic overestimation of the local distribution occurs. This method generates 
cumulative distribution at each point or block, causing order relations violation. In an effort to 
prevent order relations issue, many methods have been proposed. There are inconsistencies in the 
estimation results when one sample is added or removed. 
 
 
3.4.1.5  Multiple Indicator Kriging (MIK) 
Multiple Indicator Kriging (MIK) is often applied to deposits with complex geological controls on 
grades. Thus, it is used to estimate the grades of panels, which can be localized into smaller blocks, 
for widely spaced drilling deposits and/or skewed sample grade distribution. The concept was 
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developed by Andre Journel in Rosce and it provides resource SMU grade distributions. Recently, 
Dhaniel and Clayton worked on (MIK) purposely to manage high variable natural phenomena 
without cutting high values or nonlinear transformation (Carvalho and Deutsch, 2017). It estimates 
local distribution at each unsampled location to provide risk–qualified estimates. The method is 
used to model complex mineralization with non-Gaussian structure, including asymmetric spatial 
continuity of high and low values. It is more resistant to outliers than most methods. 
 
Linear estimation models such as OK often produce good estimates but may encounter problems 
estimating recoverable reserves in cases where the distribution of samples is highly skewed. Some 
of the advantages of MIK over linear estimation methods, including: 
▪ Less prone to conditional bias and over-smoothing of grades. 
▪ Explicitly models the continuity of grades across a range of cut-offs and hence, reduces the 
need for cutting extreme sample grades. Grades above the highest selected cut-off can be 
restricted by interpolation over short distances. 
▪ It allows estimation of recoverable resources, including ore loss and dilution over a range 
of selective mining unit sizes. 
▪ It does not depend on the shape of the grade distribution. 
 
The MIK technique has some disadvantages. It provides block uncertainty but it can be run through 
a Localized Indicator Kriging (LIK). This localized procedure provides a unique value per block 
that reproduces the block distribution in larger panels (Hardtke, Allen, & Douglas, 2011). 
 
 
3.4.1.6  Conditional Simulation (CS) 
Currently, details of block-by-block attributes generated by geostatistical estimation methods drive 
classification decisions with less emphasis on the general geological consideration. This practice 
has resulted in the various “smooth out” classifications with alarming rate of misleading outputs. 
Conditional simulation is developed to provide alternative grade models to assess the uncertainty 
in grade estimation on a block-by-block basis. It is a grade computational efficiency approach used 
as a validation process for mineral resource estimation parameters, optimization of grade control 
sample grids, and optimization of ore blocks for mining grade control. It provides an objective 
40 
 
measurement of grade or tonnage risk (Thomas et al 1998). The method provides a set of possible 
values for each block, representing a measure of uncertainty. It is built on fine grids or small block 
sizes to provide a sufficient number of connecting points or nodes within a block size of interest.  
 
The vertical resolution of the chosen grid is normally determined by the sample interval used, 
usually the composite sample interval. The realizations or set of grades which are equally likely to 
occur describe the model of uncertainty for each block. A large number of simulations between 20 
and 50 provide sufficient iterations that result in the range of possible values of a simulated block.  
The method is based on a Multi-Gaussian Random Function model assumption, where simple 
kriging is used to produce the estimated Gaussian mean and variance.  
 
The process can be constrained by various factors, including geological, statistical and 
geostatistical to ensure that the images reasonably represent the characteristics of the deposit 
(Snowden et al., 2002). To validate simulated values, the results should reproduce the histograms 
or variograms of the original sample data. In 2005, Srivastava proposed a P-field simulation 
(Srivastava, 2005) as an alternative to deterministic modeling of tabular orebodies. The 
methodology is highly demanding in computer resources, as it requires multiple realizations. In 
2009, Roussos Dimitrakopoulos and his group worked on approaches for drill hole spacing, using 
conditional simulation (Dimitrakopoulos et al, 2009).  Recent resource estimators prefer 
conditional simulation over ordinary kriging due to its improvement in its heterogeneity 
characterization, joint uncertainty quantification and reduced conditional unbiasedness.  
 
Comparing conditional simulation to kriging, simulation provides a local distribution of possible 
grade values for each Selective Mining Unit (SMU) in the model whereas kriging provides only 
one grade value. The degree of risk can be expressed quantitatively, as well as consider grade 
variability and location of data. In applying this technique, data integrity, geological continuity 
and mining assumptions must always be considered, regardless of the technology used. The basic 
procedure followed to perform sequential conditional simulation are as follows (Mustapha, H., and 





1. Exploratory data analysis of the original data, including variography and domain definition. 
2. Normalize and standardize existing sample data. (Applies to Gaussian methods) 
3. Compute and model the variogram, covariance, or correlogram of the normalized data. 
4. Define a random path that goes through each node of the grid representing the deposit. 
5. Perform simple (or ordinary) kriging of the normalized value at the selected node using 
both actual and simulated data to estimate the local normal conditional distribution. 
6. Simulate the value by randomly sampling the estimated local conditional distribution 
having the SK (or OK) estimate and its variance as mean and variance respectively. 
7. Add the new simulated value to the conditioning data set and move to the next grid node. 
8. Repeat the process until all nodes are simulated. 
9. Back-transform the Gaussian simulated values to the original variable space and validate 
the results. Thus, the histogram of the denormalized data should be similar to the original 










3.5    Mineral Resource Classification 
Mineral resource classification is the quantification of uncertainty in mineral resource estimates.  
In 2014, professionals from AMEC Resources and Goldcorp Inc. worked on the assessment of 
uncertainty with drill hole spacing studies. They used an estimation variance calculation approach 
from long-term drill hole information (Verly et al, 2014). The team used production drilling grid 
analysis to define open-pit and underground mineral resources classification (Verly, Postolski, and 
Parker 2014). At a 90% confidence interval, they generated the classes based on the following 
error ranges; measured ± 15% over quarterly or monthly production increment and indicated ± 
15% over annual production increment. They concluded that the inferred has insufficient 
geological information to establish confidence level. According to the team, quarterly or monthly 
production increments are typically used for operating budget tons and grade predictions and cash 
flows. In addition, the annual production increments are typically used for pre-feasibility and 
feasibility cash flows. 
 
Currently, the two basic frameworks used to perform mineral resource classification tasks in the 
mining industry are the geometric and geostatistical techniques. Classification is commonly 
performed on a block-by-block basis, but the volumes are chosen reasonably large and contiguous, 
because one often believes that confidence in the grade should not change abruptly between 
adjacent blocks (Deutsch et al (2006). Clayton, Leuangthong, and Ortiz (Deutsch et al, 2006) 
proposed the application of geometric criteria and supporting it with probabilistic analysis. In the 
early days of mining, kriging variance generated from the application of geostatistical techniques 
was used as a measure of confidence (Royle, 1977; Diehl and David, 1982; Froidevaux, 1982; 
Blackwell, 1998). 
 
3.5.1 Geometric Method 
This technique of mineral resource classification considers the amount and proximity of data 
available for estimation of a block. It considers the amount of data available for classification. The 
data information includes: drill hole spacing, drill hole density and closeness to the nearest drill 
hole. In the case of irregularly spaced data, there are some differences in the geometric parameters. 
Deutsch, Leuangthong, and Ortiz (Deutsch, Leuangthong and Ortiz, 2006), concluded that there is 
a clear relationship between drill hole spacing, density and radius, and they recommended drill 
43 
 
hole spacing or drill hole density for mineral resource classification. According to them, the 
measured, indicated and inferred classifications based on drill hole spacing threshold is transparent 
and understandable. However, in the presence of irregular spaced data, the accuracy of calculation 
within geologic domains and anisotropy become questionable. 
 
The geometric information used by the industry professionals include the dimensions of ellipsoidal 
search, number of drill holes (NDH), minimum number of samples per estimate (NS), distance to 
nearest drill hole (DNDH), average drill hole spacing (DHS), sample data configuration (DC), and 
de-clustering by octant search (OS) (Owusu and Dagdelen, 2019). The quantity of information 
used for classification is unrestricted; hence, various QPs in the industry make different 
assumptions in assigning parameters to define the classification categories. Considering the 
minimum distance between a block’s centroid and the composite samples for estimation, some 
QPs assign different percentages of the variogram sill range while others assume different values, 
based on their understanding of the deposits. Generally, the geometric classification method does 
not consider the spatial continuity of the data in characterizing uncertainty associated with the 
estimation of the grades. 
 
3.5.2 Geostatistical Method 
This method involves geostatistical approach of classifying resources, based on the model 
uncertainty. It is usually used to quantify risk on a given future production period. It is an effective 
and efficient method used to model geologic and grade uncertainty in mineral deposits. According 
to Deutsch et al (2016), purely probabilistic criteria based on sound estimates of uncertainty are 
understandable. The method is subdivided into Confidence Interval (CI), Kriging Variance (KV), 
Drill Hole Spacing Studies (DHSS) and Conditional Simulation (CS). 
 
3.5.2.1  Confidence Interval Technique (CI) 
This technique involves the calculation of confidence intervals (CI) on tonnage, grade and metal 
content within production blocks of a given drill hole spacing. The method is simple and much 
faster to perform than conditional simulation. Drill hole spacing (DHS) studies can be useful when 
the risk assessment requirement is limited to an assessment of uncertainty of an estimated attribute 
within large production blocks, according to Verly et al. (2014). Previously, the DHS technique 
was used in resource classification, based upon confidence in geological and grade continuity, 
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Diehl and David (1982); Witchurch et al. (1987); Abzalov and Bower (2009); Silva and Boisvert 
(2014).  
 
A recognized mining industry practice in the application of this technique is the ability of the drill 
hole spacing to be sufficient in the prediction of tonnage, grade and metal content within ±15% 
relative precision at 90% confidence interval within a certain production period. Measured 
resource considers quarterly production period and Indicated resource corresponds to annual 
production period. In the Inferred class, inadequacy of data information makes it unjustifiable to 
assess confidence interval. However, some industry players have suggested ±30% relative 
precision at 90% confidence interval within an annual production period.  
 
3.5.2.2   Kriging Variance Technique (KV) 
Kriging is a minimum variance estimator which minimizes the squared error between the estimated 
value and the unknown true value. The error variance generated from the estimation is the KV, 
which is mostly dependent on the number and proximity of the samples to the estimation location, 
sample data configuration and the corresponding variance accounts for spatial continuity of the 
grades measured by the variogram, Emery et al. (2006). The KV applies geostatistical parameters, 
which combine both geometric and geological inputs. The consideration of the spatial structure of 
the estimated variable and the redundancy between samples are the purposes of using kriging 
variance as the criterion for classification.  However, this method is unable to resolve the common 
proportional effect of earth science data, especially in high-grade areas with high variance. The 
KV does not depend on data values and therefore does not account for the proportional effect, 
Journel and Huijbregts (1978). In the process of assigning confidence levels, estimated blocks with 
high kriging variance have lower confidence than those with lower kriging variance.  
 
3.5.2.3   Conditional Simulation (CS) 
The technique provides access to detailed equal likelihood of occurrence for uncertainty and risk 
assessment of estimated mineral resources. The simulated points or blocks can be reblocked to any 
shape to assess different geological and mining risks and optimize the value of the project, 
Ravenscroft (1992); Froyland et al (2007); Boucher et al. (2005). It is comparatively more work 
intensive but allows the incorporation of different kinds of uncertainty, including geological 
domain limits and grade uncertainty. The actual production increment and the actual drill hole 
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spacing are needed. The measured production volume corresponds to the quarterly production 
increment, whereas the indicated production increment corresponds to the yearly production 
increment. Conditional Simulation corrects proportional effect through the generation of smooth 
maps from multiple realizations that are processed simultaneously. Each realization in this process 
is an equally probable representation of the mineral grades. 
 
The full set of realizations must be treated as an ensemble, but has the benefit of being able to 
quantify the uncertainty in the variable under consideration, Silver and Boisvert (2014). The 
technique takes local variability into account, and enables customization of drill spacing, Parker 
and Dohm (2014). The technique quantifies grade confidence by using data configuration and 
continuity, Glacken and Snowden (2001). At any specified scale, this technique provides an ability 
to predict uncertainty in multiple variables, Goovaerts (1997), Deutsch and Journel (1998), 
Deutsch (2002), Wackernagel (2003). The method assumes normality and generalization of the 
coefficient of variation. This assumption is a disadvantage since normal and lognormal distribution 
can be determined after generating the realizations. There are concerns raised about the accuracy 
of this method, including model dependence, nontransparent parameters, parameter uncertainty, 
and definition of the probabilistic criteria Deutsch et al. (2016). 
 
3.6 Adaptation of Resource Estimation Technique from Petroleum to Mining Industry 
Hydrocarbon resources and reserves estimation is crucial in assessing the future success of projects 
in the oil and gas industry. Generally, petroleum resources are the estimated quantities of 
hydrocarbons naturally occurring on or within the earth’s crust. For planning purposes, it is 
important to assess the expected current and future quantities of petroleum available for production 
and recovery within a period (Petroleum Resources and Reserves Definitions, 1997). In the oil and 
gas industry, probabilistic method is widely used for uncertainty analysis of hydrocarbons, where 
the exceedance probabilities of 90%, 50%, and 10% are assigned to define proved, probable and 
possible reserves. According to this classification, proved reserves are those that have at least 90 
percent probability that the quantities recovered will equal or exceed the estimate. Probable 
reserves are such that, there should be at least 50 percent probability that the quantities recovered 
will equal or exceed the estimate. For possible reserves, there should be at least 10 percent 
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probability that the quantities recovered will equal or exceed the estimate (Petroleum Reserves 
Management System, 2007).  
 
The method is simple and has worked in the petroleum industry and results from some studies 
have indicated that the analytical procedure such as the easily generated spreadsheet parametric 
method can be used to replace the “black box” Monte Carlo Simulation method of estimating 
hydrocarbon resources and reserves (Ampomah et al, 2016). In this research, the parametric 
probability value (p-value) method is investigated with copper and gold drilling data to determine 
if it can be used in the mining industry. In the petroleum sector, the classification is performed 
together with the estimation, unlike the mining industry where the estimation is executed before 
the assignment of the confidence levels in the form of classification. To correspond with the 
classification systems in mining, the probability of 90% (P90) is assigned to the measured 
resources, the probability of 50% minus 90% (P90-P50) is assigned to indicated resources and the 
probability of 10% minus 50% (P10-P50) is assigned to inferred resources.  Details of the 
methodology, the illustration of the algorithm and the application using drilling data are discussed 

















GEOMETRIC METHOD OF MINERAL RESOURCE CLASSIFICATION 
 
This chapter discusses how the mining industry professionals apply the geometric techniques in 
the classification of mineral resources. A survey conducted in 2019 concerning the use of different 
mineral resource classification methods in the gold mining industry showed that approximately 
93% of the industry professionals practice the geometric method and 7% use the geostatistical 
method (Owusu and Dagdelen, 2019). The purpose of the research was to explore and understand 
how different companies consider the classification procedures and requirements outlined in the 
various reporting codes. Further investigations showed that most of the geostatistical applications 
include some geometric techniques in addition. A Qualified Person (QP) assumptions and 
judgements play major role in the application of geometric method in resource classification. 
 
4.1 Different Geometric Classification Parameters 
The different parameters applied to generate geometric resource classification include Drill Hole 
Spacing (DHS), Distance to Nearest Drill Hole (DNDH), Number of Samples (NS), Number of 
Drill Holes (NDH), Ellipsoidal Search (ES), Octant Search (OS), and Drill Hole Intercept (DHI). 
Table 4.1 shows the detailed mineral resource classification parameters used in the mining 
industry. 
 
Generally, the parameters used in the different techniques applied in the geometric method differ 
even in the case of same type of deposit. For example, using the variogram range as a measure of 
search neighborhood, different companies apply different percentages of the variogram range, for 
example, 95%, 90%, 80%, etc., as the search radius.  Currently, no single technique is considered 
for a specific type of deposit, as the various project QPs make different assumptions for similar 
type of deposits. Some of the mining companies use different classification parameters or 
requirements for similar type of deposit in different locations, according to the survey conducted 




Table 4. 1: Different geometric classification techniques applied in the mining industry. 
 
Source: Owusu & Dagdelen, 2019. 
 
This practice introduces inconsistencies in the geometric classification of deposits. For example, 
a gold deposit categorized by QP-A as indicated may not pass the classification filters for inferred 
by QP-B. In this scenario, QP-A may report more resources and reserves than QP-B, since inferred 
resources are not considered in economic evaluations. Since it is difficult to determine a reliable 
resource classification result from one QP to the other, it is difficult for investors to justify the 
correct reports from the misleading ones in the public domain. The current industry practices lack 
consistency, resulting in various forms of implications, hence the need for the development of 
common frameworks with minimized or no influence of a QP. Table 4.2 shows details of the 






Table 4. 2: Geometric classification parameters applied to different deposit types. 
Deposit 
Type 




   
DNDH ≤55 ≤110 ≤200 
NDH ≥3 ≥1 ≥1 
Carlin-
Type 
DHS ≤35ft ≤75ft ≤150ft 
DNDH ≤30ft, 80% sill 
range 
≤80% - 90% sill 
range 
≤90% sill range 
NDH ≥2 ≥1 - 2 ≥1 - 2 
NS ≥2 -3, with 
intercept 
≥1 - 2 ≥1 - 2 
ES 
 





   
DNDH 
 
≤20m - 35,  ≤40m - 
70 
≤23m - 65,  ≤70m - 
110, ≤180m 
NDH ≥1 - 2 ≥1 - 2 ≥1 - 2 
NS ≥1, with intercept ≥1 - 2 ≥1 - 2 
ES 




DHS ≤75ft ≤200ft ≤300ft 
DNDH ≤50ft, ≤95ft , 70% 
sill range 
≤135ft, ≤140ft , 80% 
sill range 
≤300ft, 95% sill 
range 
NDH ≥3-5 ≥2-3 ≥1-2 
NS ≥4-8, ≤9-15 ≥3-6, ≤7-12 ≥1-5, ≤7-15 




DHS ≤50m ≤80m 
 
DNDH ≤10m - 35m, 50% - 
60% sill range 
≤40m - 50m, 75 - 
80% sill range 
≤50m, 90% -100 sill 
range 
NDH ≥1 - ≥3 ≥1 - ≥3 ≥1 
NS ≥4 ≥4, ≥8 ≥4 - 5 
50 
 




DHS ≤25m ≤25m, 50m ≤100m, 120m 
DNDH ≤20 ≤20 - 30 
 
NDH ≥2 ≥3 ≥2 
NS ≥16 ≥16 ≥8 





40m x 40m 80m x 80m 




NDH ≥3 ≥1 - 2 ≥1 - 2 
NS ≥3, ≥6 ≥2, ≥3 ≥3 
Mesozonal 
Orogenic 
DHS ≤25m ≤100m 
 
DNDH ≤30ft, ≤50ft ≤75ft, ≤100ft 
 
NDH ≥1, ≥3 ≥2 
 




≤80% sill range ≤90% sill range 
 
Source: Owusu & Dagdelen, 2019. 
 
4.2 Application of Geometric Classification Method on One-Bench Copper Deposit 
The geometric classification technique uses different parameters but the key among them are 
sample search distance mostly with respect to sill range, number of composites (NC), and number 
of drill holes (NDH). From the survey conducted from SEDAR public technical reports, almost all 
the QPs used these key classification parameters. The one-bench copper deposit is a 300ft x 300ft 
wide and 50ft elevation. It includes 36 exploration drill holes which are irregularly spaced. The 
available drill hole information include eastings, northings, elevations, and copper assay results. 
A block model of 25ft x 25ft x 50ft was created for the dataset in correspondence to the 50ft bench 
height. The available regularly spaced blast hole data of the deposit which is 25ft x 25ft wide has 




4.2.1 Drill Hole Display and Data Analysis 
Before the mineral resource classification process, the grade and tonnage of the deposit are 
estimated. Drill hole display and analysis are the fundamental steps in generating the geological 
model and resource estimation. The holes of the copper deposit are scattered in the drilling area 
and it is difficult to visualize a mineralization trend. Figure 4.1 shows the irregularly spaced 36 
drill holes of the 50ft bench copper deposit. The distribution of copper in the deposit was analyzed 
using the statistical and geostatistical techniques. The histograms of the original composite data 
and the declustered data are shown in Figure 4.2 and both produced close variance values as 
presented in the summary statistics in table 4.3.   
 
 





Figure 4. 2: Histogram of the 2D copper composite data (left) and declustered data (right). 
 




Variogram modeling was generated from the data to determine the spatial continuity of the data 
points. Considering the inadequacy of the data, good variograms and correlograms could not be 
created. A normal score transformed correlogram was created and used for both the drill hole 
spacing studies and the grade-tonnage estimation. Figures 4.3 and 4.4 show the normal score 
transformed histogram and the correlograms respectively. 
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Figure 4. 3: Normal score transformed histogram of the one-bench copper deposit. 
 
 




4.2.3 Block Modeling, Grade-Tonnage Estimation and Validation  
The MineSight software package was used to generate the block model and ordinary kriging (OK) 
interpolation technique was used for the estimation. Information with respect to lithologic units, 
structures, alterations and orientations of mineralization among others, were not provided in the 
dataset, hence the estimation was generated based on the copper values. For validation, inverse 
distance squared (ID2) and nearest neighbor (NN) estimates were created for comparison. The 
three models are displayed in figure 4.5. Swath plot is another tool used to validate block models, 
as it shows the moving window mean plots of block grades at different locations. The results from 
the three estimation techniques represented well on the swath plot as shown in Figure 4.6.  
 
Subsequent to block model creation, grade and tonnage estimations are the quantitative resource 
assessments upon which economic calculations are built. MineSight software package was used to 
generate these estimates. One common error found in tonnage determination of a deposit is the 
application of a wrongful tonnage factor in ft3/t. The higher the tonnage factor, the lower the 
tonnage of a deposit and the vice versa. Usually, different tonnage factors are applied to represent 
the variation of density within the deposit under consideration. Some industry players assign 
different tonnage factors to ore and waste rocks while others assign an average tonnage factor to 
all rocks, depending on the nature of the deposit.  For the purposes of this study, an arbitrary 
tonnage factor of 12.5 ft3/ton was assigned to all rocks. The tonnages and grades generated from 
the three models under different cutoff grades are summarized in table 4.4. The ordinary kriging 
model which provides the best linear unbiased estimate was used for the newly proposed 





Figure 4. 5: Display of OK (top left), ID2 (top right) and NN (bottom left) block models. 
 
 
Figure 4. 6: Swath plots for OK, ID2, and NN block models. 
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Table 4. 4: Grade and tonnage results for OK, ID2 and NN estimates. 
 
 
4.2.4 Geometric Mineral Resource Classification 
Three QP scenarios from the classification survey (Owusu and Dagdelen, 2019) have been used to 
generate measured, indicated and inferred resources from the copper data. Different search 
distances for the scenarios were calculated from different percentages of the variogram range. In 
this case study, the same number of composites and number of drill holes were used, as the focus 
was to investigate how different search radii application could have significant impact on 
classification results. From the variogram model, the range is 84ft and the geometric classification 
parameters are summarized in Table 4.5. 
 
 





After generating the classification categories using MineSight software, the images illustrating the 
different classes are shown in Figure 4.7. The legend colors, including red (1), green (2), and 
yellow (3) represent measured, indicated, and inferred classes respectively. The color differences 
shown in the individual blocks within the three block models due to the different parameters 
applied, indicate that the current geometric techniques, which are highly dependent on QPs 
assumptions, produce inconsistent results.  
 
 
Figure 4. 7: Display of classification blocks for scenarios 1(left), 2(middle), 3(right). 
 
The grades, tonnages, and metal contents generated from the measured, indicated and inferred 
classes of the three classification scenarios are presented in Tables 4.6 – 4.8.  
 







Table 4. 7: Grade (%) classification results for geometric method scenarios. 
 
 
Table 4. 8: Metal content (lb) classification results for geometric method scenarios. 
 
 
4.3 Discussions of the one-bench copper deposit Classification Results 
The differences shown from the classification results due to the application of different QP 
assumptions, are indications of classification inconsistencies in the mining industry, as majority of 
the professionals prefer the geometric method. Although, each result from the three scenarios were 
generated by following the standard classification guidelines, the varying QP assumptions applied 
resulted in different outcomes and every result was assumed to be right. This example has proved 
that the industry lacks standard procedure to be followed by all QPs, hence the need to develop a 
common framework with minimized or no QP influence. Implementation of such a framework 





GEOSTATISTICAL METHOD OF MINERAL RESOURCE CLASSIFICATION  
 
The geostatistical methods are currently considered to provide the best techniques available to 
model geologic and grade uncertainty in mineral deposits but the complexities and work time 
requirements deter practitioners from using the methods. It is evident from the survey conducted 
that the industry professionals do not usually use these methods and in cases when they are used, 
inclusion of geometric assumptions are applied (Owusu and Dagdelen, 2019). 
 
5.1 Confidence Interval Technique of Resource Classification 
This technique is used by few mining companies and supported with geometric techniques. To 
apply this technique, the drill hole spacing must be sufficient to allow prediction of tonnage, grade 
and metal content within ±15% relative precision at 90% confidence interval within a certain 
production period. Figure 5.1 illustrates the 90% confidence interval calculation. In this section, a 
one-bench copper deposit is used to show how the method is applied in the mining industry. The 
principles of drill hole spacing (DHS) studies involve a computation of estimation variance of a 
large production block from a given set of samples, assuming that the error is normally distributed 
and a calculation of relative confidence interval (Verly et al, 2014).  
 
In this approach, the block size, which can be regularly or irregularly shaped, is related to the 
predicted or actual mining production rate. The results from DHS studies are basically used for 
mineral resource classification and the assessment of risks on future production. According to 
Verly and his team, the relative confidence interval (CI) generated from this method can be 
presented in several ways, including CI versus DHS, CI versus production period and CI versus 
some element. Measured resource considers quarterly production period and Indicated resource 
corresponds to annual production period. In the Inferred class, inadequacy of data information 
makes it unjustifiable to assess confidence interval. However, some industry players have 






Figure 5. 1:  Example of 90% confidence interval calculation. 
 
The step-by-step procedure for the CI application according (Verly et al, 2014) and a personal 
conversation with Dr. Georges Verly, is shown below: 
i. Generation of the Coefficient of Variation (CV) from the sample data. 
ii. Generation of normalized variogram using normal score transformed data. 
iii. Creation of unit sill variogram model (USVM) with a total sill (nugget + sill) equal to one. 
iv. Determination of normalized kriging variance (KV), using the USVM parameters to 
perform ordinary kriging (OK) estimation of a block representing one-month production 
using the data with predetermined drillhole spacing. 
v. Calculation of the relative kriging variance (thus KV multiplied by 1.645) and the relative 
standard deviation, which is the square root of the relative KV. 
vi. Calculation of the CI for monthly, quarterly and yearly production volumes. 
vii. Repetition of the steps on different drill spacings and the determination of the drill 




As an illustration, a systematic procedure to calculate the relative standard deviation (RStd) and 
the CI of a deposit with a coefficient of variation (CV) = 1.05 and individual block kriging variance 
(KV) value for each block is shown as follows: 
RStd =√𝐾𝑉 𝑥 𝐶𝑉2       (5.1)   
            
RStd = Relative standard deviation 
RStd = √𝐾𝑉 𝑥 1.052      (5.2)   
Using the property of Gaussian distribution, 90% of the distribution values is 1.645 multiplied by 
the standard deviation. 
 
90% CImonth = [(√𝐾𝑉 𝑥 1.052) x 1.645) x100]   (5.3)  
Quarterly Production, 90% CIquarter = (90% CImonth) / √3   (5.4) 
If CI <= 15%, then it is good for Measured Class 
Annual Production, 90% CIyear  = (90% CImonth) / √12       (5.5)  
If CI <= 15%, then it is good for Indicated Class 
 
For the inferred category, the proponents of this approach did not establish any mathematical 
formulation to quantify it because of the limited information and its irrelevance to economic 
calculations. However, some mining company studies have recommended the inferred class as the 
prediction of tonnage, grade and metal content within ±30% relative precision at 90% confidence 
interval within a yearly production period, as illustrated as follows: 
Annual Production, 90% CIyear = (90% CImonth) / √12    (5.6)  




The principles are applied to the one-bench copper deposit described earlier and different drill 
hole spacings were created from the original 144 sampled 25ft x 25ft one-bench blast hole data, 
including 50ft x 50ft, 75ft x 75ft, 100ft x 100ft, 150ft x 150ft, 175ft x 175ft and 300ft x 300ft 





Figure 5. 2: 2D copper drill hole display with different drill spacings. 
 
Following the step-by-step CI calculation procedure and with reference to the summary statistics 
in table 4.3, the coefficient of variation (CV) of 0.40 was used in this process. The data was 
normally transformed as discussed in chapter 4 in the normal score transform histogram in figure 
4.3 and USVM was created. A kriging variance of 0.05 was generated from the OK model as 
shown in figure 5.3.  
 
Considering the fundamental parameters from the histograms and the block model, the quarterly 
and yearly 90% CI calculations are as follows: 
KV = 0.05     (5.7) 
      
CV = 0.40     (5.8) 
        
       
RStd =√𝐾𝑉 𝑥 𝐶𝑉2       (5.9) 
 Where: 
RStd = Relative standard deviation; KV = Kriging Variance; CV = Coefficient of variation 
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RStd = √0.05𝑥 0.402    (5.10) 
RStd = 0.089        (5.11) 
90% CI = (0.089 x 1.645) x100   (5.12) 
90% CI month   = 14.7 %     (5.13) 
90% CI quarter = (90% CImonth) / √3    = 8.5 %    (5.14) 
90% CI year = (90% CImonth) / √12    = 2.45 % (5.15) 
 
The confidence interval results based on the calculations indicate that the 25ft x 25ft drill hole 
spacing within the 300ft x 300ft production panel size qualifies for a measured category. The 
procedure was repeated for drill spacings 50ft x 50ft, 100ft x 100ft, 150ft x 150ft, and 300ft x 
300ft. The results from the calculations for the different drill hole spacings are shown in Table 5.1 
and the corresponding quarterly and annual graphs are shown in Figures 5.7 and 5.8 respectively. 
 









Figure 5. 4: Error at 90% CI versus drill hole spacing for annual production rate. 
 
The results from the table and the graphs show that drilling spacing up to 150ft x 150ft in the 
production block can be classified into the measured category. Indicated blocks begin from drilling 
spacing greater than 150ft x 150ft to the entire 300ft x 300ft. These drill spacings are dependent 
on the CV of the data and the KV of the model. Information generated from the drill hole spacing 
studies is used to assign classes to the blocks through the application of the CI method. The 
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results. Three-hole-rule is applied to drill holes during estimation interpolation to determine the 
closest distance to each block. The estimation parameters of three-hole-rule are shown in table 5.2. 
 
Table 5. 2: Geostatistical Three-Hole-Rule classification parameters. 
Estimation Parameters Values 
Min # of composites per block 3 
Max # of composites per block 3 
Min # of drill holes 3 
Max # of drill hole3 3 
Max # of composites per drill hole 1 
Search distance 2-3X drill spacing 
 
In this process, three drill holes surround a block and Pythagoras theorem is used to calculate the 
average distance to the block. From the illustration, a 35m x 35m drill hole spacing has a 
hypotenuse of 49.5m ~ 50m. Hence, the estimated block is 25m to each drill hole as shown in 
figure 5.6.   
 
Figure 5. 5: Illustration of closest distance to block calculation using the three-hole-rule 
(Resource Classification Guidelines of a Gold mining company, 2015). 
 
After calculating the different distances nearest to blocks, as shown in table 5.3, the resource model 
group of a reputable large-scale gold mining company proposed that a factor of 0.7 can be 
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multiplied by a drill hole spacing to provide the approximate closest drill hole distance (CLDST) 
to an estimated block. The CLDST is used in the resource classification computation process. 
 
Table 5. 3: Calculation of closest drill hole distance to a block from drill hole spacing. 
 
 
The procedure was used to generate the closest distances to blocks used to classify the estimated 
blocks of the one-bench copper deposit. Tables 5.4 presents details of the isotropic search and 
distance to closest block parameters for the 300ft x 300ft size panel one-bench copper deposit. 
MineSight software package was used to run the classification using the closest distance to block 
(CLDST) in Table 5.5, number of samples, and number of drill holes in table 5.3. Figure 5.10 and 
Table 5.6 show the image and results produced from the classification, indicating a measured 
resource from the panel. 
 





Figure 5. 6: Image of the classified blocks of the one-bench copper deposit using the CI method. 
 




5.2 Kriging Variance Technique (KV) of Resource Classification 
Kriging is a minimum variance estimator which minimizes the squared error between the estimated 
value and the unknown true value. The error variance generated from the estimation is the KV, 
which is mostly dependent on the number and proximity of the samples to the estimation location, 
sample data configuration and the corresponding variance accounts for spatial continuity of the 
grades measured by the variogram, Emery et al. (2006). The KV applies geostatistical parameters, 
which combine both geometric and geological inputs. The consideration of the spatial structure of 
the estimated variable and the redundancy between samples are the purposes of using kriging 
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variance as the criterion for classification.  However, this method is unable to resolve the common 
proportional effect of earth science data, especially in high-grade areas with high variance. The 
KV does not depend on data values and therefore does not account for the proportional effect, 
Journel and Huijbregts (1978). In the process of assigning confidence levels, estimated blocks with 
high kriging variance have lower confidence than those with lower kriging variance. According to 
Julian Ortiz, the following procedure is used to perform classification using the KV technique: 
 
i. Computation of KV of regular blocks, where the KV values are located at the center of the 
individual blocks. 
ii. Creation of regular sampling mesh with the same size as the estimated blocks and 
generating variance at the center of each mesh. 
iii. Determination of the highest variance from the sampling mesh as the threshold for 
measured category. Thus, blocks with lower KV than the threshold is classified as 
measured. 
iv. A wider spaced regular mesh can be created and the process repeated to determine indicated 
threshold and the subsequent indicated blocks. 
 
This method is unable to resolve the common proportional effect of earth science data, especially 
in high-grade areas with high variance. The KV does not depend on data values and therefore does 
not account for the proportional effect (Journel and Huijbregts 1978). The industry professionals 
don’t use this method and therefore a more improved and simple approach should be developed. 
 
 
5.3  Proposed Kriging Variance Mineral Resource Classification Approach  
In this thesis, the traditional kriging variance (KV) approach has been modified and adapted to 
classify blocks into measured, indicated, and inferred categories such that it may be used as the 
local indicator of the uncertainty associated with global mineral resource classifications calculated 
by p-value spread sheet method that will be discussed in Chapter 6. In this research, several 
attempts have been made to classify the blocks whose grade is estimated by using ordinary kriging 
(OK), using the Kriging Variance (KV). Assuming that the error around the estimated grade of 
each block is normally distributed with a mean and variance determined by ordinary kriging, it is 
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possible to classify each block into measured, indicated and inferred categories based on whether 
plus and minus accuracy interval around each estimated grade can be stated at 90% confidence 
level if KV associated for each block is adjusted for an assumed production period. The process 
involves the following definitions: 
 
i. Measured - blocks showing estimation error within ±15% accuracy at 90% confidence 
level with KV of the block is adjusted over a quarterly production period. 
ii. Indicated - blocks showing estimation error within ±15% accuracy at 90% confidence level 
with KV of the block is adjusted over a yearly production period. 
iii. Inferred - blocks showing estimation error within ±30% accuracy at 90% confidence level 
over a yearly production period. 
The KV for each block represents the grade uncertainty around the estimated grade since it is 
calculated from the ordinary kriging (OK) interpolation process as such is associated with 
production volume represented by the size of the block (ie. one day of production). In the proposed 
method, one needs to adjust the block KV coming from ordinary kriging of block grade estimates 
to the quarterly and annual production volumes first and then determine the 90% confidence 
interval around the block’s OK grade estimates assuming that the error around the estimated OK 
grade is normally distributed. Figure 5.13 shows the flow chart that illustrates the proposed KV 
method algorithm.  
 
In order to classify the blocks into measured class, the following calculation is performed: 
KVday = KV of the block if the size of the block represents the daily production volume 
KVquarter = KVday / 90    (5.16)  
         
Using the property of Gaussian distribution, 90% of the confidence interval values around the 
estimated mean grade can be generated by multiplying KVquarter by 1.645.  
CIquarter = √𝐾𝑉𝑞𝑢𝑎𝑟𝑡𝑒𝑟   x 1.645)   (5.17) 
CIquarter = Upper 90% Confidence Interval limit around the OK estimated block grade    




In order to classify the blocks into Indicated and Inferred category the following calculations are 
performed: 
KVannual = KVday / 360    (5.18) 
Using the property of Gaussian distribution, 90% of the confidence interval values around the 
estimated mean grade can be generated by multiplying KVannual by 1.645.  
CIannual = √𝐾𝑉 𝑎𝑛𝑛𝑢𝑎𝑙   x 1.645)   (5.20) 
Where: 
CIannual = Upper 90% Confidence Interval limit around the OK estimated block grade  
If CIannual <= 15%, then the block is classified as Indicated Class         
To classify the block into inferred then: 




Figure 5. 7: Flow chart for the proposed resource classification method using the KV method.  
 
5.4 Traditional Conditional Simulations Method of Resource Classification  
In the mining industry, simulation is used by a few companies as a validation tool to confirm if a 
given drill hole spacing will be sufficient to come up with the desired resource classification of 
quarterly and annual production volumes determined by the mine plans. The common practice by 
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a few mining companies is the use of drill hole spacing studies and the geometric method to 
classify estimation blocks into measured and indicated categories, where much attention is not 
given to the inferred class. Next is the development of mine plans that divide the deposit into 
quarterly and annual production schedules. The workflow for this study uses multiple simulations 
and each simulation is independent from the others, to confirm plus minus 15% accuracy limits 
around grades of the quarterly or annual production outlines. The general steps that some of the 
mining companies follow in drill hole spacing studies and the application of simulations in 
resource classification are as follows: 
 
1. Definition of the number of drill hole spacings to evaluate. In this process, practical 
consideration is given to the direction and spacing of historical drilling in relation to the strike 
of the orebody. For example, if the orebody is already drilled at 200ft spacing, the modeler can 
consider spacings of 100ft, 75ft or 50ft since these drilling spacings can serve as infills.  
2. Determination of cutoff grade to be considered for the discrimination of ore/waste or high 
grade/low grades. 
3. Generation of orebody simulations, usually between 50 and 100 realizations, depending on the 
QP and the deposit. Validation of the simulations follows, such that the reproducible histogram 
or variogram should be similar to the original data. 
4. Creation of simulated drill holes by extracting drill patterns from each simulation at the 
required spacings. For example, if 50 simulations were generated and 4 drill hole spacings 
need to be evaluated, there will be 200 sets of simulated drill holes. 
 
5. Generate composites for the simulated drill hole intervals same as the composite size used in 
the estimation of the resource model. 
6.  Reblocking of the selected simulation to a particular SMU size, same as the SMU size used in 
the resource model. 
7. Estimation of the grades in models at the same support as the reblocked simulations, using the 
same method used for resource model estimation.  The estimation parameters should match 
each drill spacing. 
8. At least one estimated model per drill hole spacing should be validated.  
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9. Annual and quarterly production shapes or solids should be created.  Alternatively, the deposit 
can be divided based on the annual or quarterly production volumes. 
10.  Calculation of the annual and quarterly average grades, tons and metal contents using the 
production schedule shapes at the cutoff grade. For each model (reblocked simulations and 
estimated models). 
11. Determination of the difference between each reblocked simulation, thus the assumed to be the 
truth and the estimated grades, tons and metal contents for each annual and quarterly periods. 
This shows how many of the estimated models exceed the 15% threshold.  The difference can 
be calculated using the relative precision measure as follows: 
 
Relative Precision = 
Estimated model−Reblocked simulationReblocked simulation  
  
12. Tabulation of the results for each annual and quarterly period.  Each drill hole spacing can be 
used to define measured resource, such that 90% of 50 estimated models (45 models) have to 
be within +/- 15% of their associated simulated models over quarterly periods. Similarly, the 
indicated resources should have 90% of 50 estimated models (45 models) to be within +/- 15% 
of their associated simulated models over annual periods.  
  
Figure 5.11 shows the flowchart for the generation of simulations for resource classification. This 
methodology may differ when geological domains have been simulated as well as grade.  Some 




Figure 5. 8:  Flow chart for traditional resource classification using the simulations method. 
 
Despite the advantages of simulation, which is known to produce better results, the procedure is 
computationally intensive, complex and takes lots of time to execute, hence preventing lots of 




5.5 Proposed Conditional Simulations Approach to Resource Classification  
Classification using the simulation approach was developed and suggested to classify the blocks 
into measured, indicated and inferred categories as an alternate way to the KV approached 
discussed in the previous section. For this thesis, in the proposed approach, thirty (30) realizations 
were performed on smaller blocks, 5ft x 5ft x 20ft and the e-type mean and variance for each block 
were calculated. The simulations were reblocked into same sized blocks, 40ft x 40ft x 20ft, as the 
ordinary kriging blocks.  Using the average grade of the reblocked simulation grades as the mean 
grade of 40ft x 40 x 20 ft blocks, one can also determine the variability of grades around this mean 
using the averages determined by each simulated realizations. The proposed technique assumes 
that one can use this grade variance and adjust them similar to the way KV are adjusted, and 
determine 90% confidence intervals for potential quarterly and annual production sizes.   As it was 
done in the previous section, the 90% confidence interval for each block is compared to plus minus 
15 percent and 30% accuracy intervals to classify each block into measured, indicated and inferred 
categories as follows: 
 
i. Measured - blocks with realizations showing simulated error around the e-type mean within 
±15% accuracy at 90% confidence level over a quarterly production period. 
ii. Indicated - blocks with realizations showing simulated error around the e-type mean within 
±15% accuracy at 90% confidence level over a yearly production period.  
iii. Inferred - blocks with realizations showing simulated error around the e-type mean within 
±30% accuracy at 90% confidence level over a yearly production period.  
 
The three proposed resource classification methods, including the p-value, kriging variance and 
simulations developed in this dissertation produced similar results, after their applications on three 
different estimation domains of a real-world gold data. Details of the results from each method are 
discussed in chapter 9. Figure 5.10 shows the flow chart that illustrates the algorithm of the 











PETROLEUM ESTIMATION AND CLASSIFICATION METHODS 
 
Petroleum is the world’s major source of energy and a key factor in the development of the 
economies in the world.  According to the Oil and Gas Reserves Committee of the Society of 
Petroleum Engineers (SPE), Petroleum Resources are the estimated quantities of hydrocarbons 
naturally occurring on or within the earth’s crust. For planning purposes, it is important to assess 
the expected current and future quantities of petroleum available for production and recovery 
within a period. This assessment is important for the industry players, who make investment 
decisions, including governments, chief executives, economists, and bankers. Petroleum resources 
and reserves are the relevant factors considered in the classification system. The resources include 
the quantities of petroleum that are estimated to be initially-in-place. The reserves are the quantities 
of petroleum that are expected to be recovered commercially from a known hydrocarbon 
accumulation within a given time period. 
 
In the 1930s, attempts to standardized petroleum reserves terminology began and the American 
Petroleum Institute considered classification for petroleum and definitions of various reserve 
categories (SPE and WPC, 1997). Petroleum researchers have engaged in investigations to 
determine classification methods aimed at achieving consistency among professionals in their 
reserves reports. In 1987, the Society of Petroleum Engineers (SPE) and the World Petroleum 
Council (WPC) worked separately and generated similar sets of petroleum reserve definitions for 
known petroleum accumulations. The boards of SPE and WPC established a taskforce to develop 
a common set of definitions based on a statement of principles which reserve estimations should 
be based. These definitions are the preferred standards for reserves classifications across the 
industry.  
 
In 2000, the American Association of Petroleum Geologists (AAPG), SPE, and WPC jointly 
developed a classification system for all petroleum resources. It was followed by additional 
supporting documents, evaluation guidelines and glossary of terms utilized in the resource 
definitions in 2001, 2005, and 2007 respectively. The definitions and classifications systems 
provide a measure of comparability, common reference and reduce the subjective nature of 
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resource estimation. They are meant to improve clarity in global communications regarding 
petroleum resources (Petroleum Resources Management System, 2007). 
 
 
6.1 Petroleum Resources and Reserves Classification Framework 
The range of uncertainty in petroleum resources and reserves can be classified using the 
probabilistic methods. Uncertainty in petroleum resources and reserves estimation is a 
characteristic attribute and the purpose of quantifying uncertainties is to minimize potential risks 
in the best possible manner. In the probability (p-value) approach, resource and reserve estimation 
values are expressed using the probability distributions of all the possible input parameters 
available to evaluate the hydrocarbons in place (Walstrom et al, 1967).  
 
In order to achieve accurate estimates, the uncertainty of the input variables used to generate an 
estimate of volumetric reserve needs to be quantified. Probability density functions for the input 
variables are used to estimate the probabilistic reserves of hydrocarbons. In the deterministic 
approach, a discrete value or array of values for each parameter is selected based on the estimator’s 
choice of values that are most appropriate for the corresponding resource category. According to 
the Petroleum Resource Management System (PRMS), deterministic volumes are estimated for 
discrete increments and defined scenarios. This method is further categorized into the incremental 
or risk-based approach and the scenario or cumulative approach.  A single outcome of recoverable 
quantities is derived for each deterministic increment or scenario.  
 
The probabilistic method defines a distribution that represents the full range of possible values for 
each input parameter. The three probabilistic approaches that are widely used in the petroleum 
industry include First Order, Parametric and Monte Carlo Simulation (Ampomah et al, 2016). The 
techniques are mostly applied to volumetric resource calculations in the early stages of exploration 
and development projects. The procedure uses reservoir rock and fluid properties to calculate 
hydrocarbons in-place and then estimates the portion to be recovered (Petroleum Resource 




The graphical representation of petroleum resources and reserves classification systems is shown 
in Figure 6.1. It illustrates the major recoverable resources classes, including contingent resources, 
reserves, prospective reserves and unrecoverable petroleum. From the diagram, the estimated 
petroleum recoverable quantities are classified as production, reserves, contingent resources, and 
prospective resources. Production is the cumulative quantity of petroleum that has been recovered 
at a given date. Reserves are the quantities of petroleum anticipated to be commercially 
recoverable by the application of development projects to known accumulations from a given date 
forward under defined conditions. 
 
 
Figure 6. 1: Graphical representation of petroleum resources and reserves classification system 
(SPE, WPC, AAPG, and SPEE 2007). 
The four conditions to be satisfied by reserves include discovered, recoverable, commercial, and 
remaining, based on the development project(s). Contingent resources are quantities of petroleum 
estimated as of a given date, to be potentially recoverable from known accumulations but the 
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applied project(s) are not yet considered mature enough for commercial development due to one 
or more contingencies. Prospective resources are the quantities of petroleum estimated as of a 
given date to be potentially recovered from undiscovered accumulations by application of future 
development projects. These resources have both an association chance of discovery and a chance 
of development (Petroleum Resource Management System, 2007). 
 
In the petroleum industry, reserves are classified into three categories, including proved (1P or 
P90), probable (2P or P50) and possible (3P or P10), based on the degree of uncertainty. In this 
classification system, proved reserves provide at least 90 percent probability that the quantities 
recovered will be equal or exceed the estimate. Probable reserves are those estimates that provide 
at least 50 percent probability that the quantities recovered will be equal or exceed the estimate. 
Possible reserves estimate should provide at least 10 percent probability that the quantities 
recovered will be equal or exceed the estimate.  Contingent resources are classified as 1C, 2C, and 
3C to represent low, best, and high level of confidence respectively for estimates (Petroleum 
Resources Management System, 2007).  
 
6.2 Principles of Hydrocarbon Uncertainty Determination 
The widely used volumetric reserves estimation method used in the petroleum industry is 
associated with uncertainty. The uncertainty is dependent on geologic setting and the quality of 
available data (Cronquist, 2001). It is laudable to quantify the uncertainty related to hydrocarbon 
estimates, rather than depending on deterministic computations. The probability density function 
(PDF) of the input parameters in volumetric resources or reserves estimation can be normally, 
triangularly or lognormally distributed. The distribution of data is usually defined by its mean and 
standard deviation. For a normal distribution with symmetric nature of data, the mean, median and 
mode are generally equal. Generation of input statistical distribution such as mean and standard 
deviation from an existing data set is proposed by Chen (Chen, H-Y, 2012).  
 
For a random variable X represented by normal distribution, the PDF equation is illustrated in 
Equation 6.1. In situations where there are limited data, triangular distribution is commonly used. 
A triangular distribution is represented by a minimum (a), mean (m) and a maximum (b) to indicate 
a random variable X (X~ triangular (a, m, b). Equation 6.2 shows a PDF equation to specify a 
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triangular distribution of a random variable X. A random function is lognormally distributed when 
the logarithms of the values of X are normally distributed. The lognormal distribution is mostly 
asymmetric and represented by Ln(X) ~ N (α, β2). The degree of skewness increases with an 
increasing standard deviation in the lognormal distribution (Ampomah et al, 2016). Equation 6.3 
illustrates the PDF of lognormal distribution.  
 
 𝑓(𝑥) =  1√2𝜋𝑠 exp [− 12  (𝑥−𝑚𝑠 )2]     (6.1) 
    
𝑓(𝑥) =  {  
  2(𝑥 − 𝑎)(𝑏 − 𝑎)(𝑚 − 𝑎)    𝑤ℎ𝑒𝑟𝑒 𝑎 < 𝑥 < 𝑚2(𝑏 − 𝑥)(𝑏 − 𝑎)(𝑏 − 𝑚)   𝑤ℎ𝑒𝑟𝑒 𝑚 ≤ 𝑥 < 𝑏                                                                           (6.2)                                                           
 𝑓(𝑥) = 1𝑥√2𝜋𝛽 exp [−12 (𝐼𝑛(𝑥) − 𝛼𝛽 )2]                                                                                (6. 3)  
 
Considering a hydrocarbon reservoir, reserves can be estimated by a generally known equation; 
 𝐻𝐶𝐼𝐼𝑃 = 7758 × 𝐴 × ℎ𝑔𝑟𝑜𝑠𝑠 ×𝑁𝐺𝑅 × 𝜙 × 𝑆ℎ𝑖𝑏ℎ𝑖                                                               (6.4)  
 
where HCIIP= hydrocarbon initially in place, Stb; A= area, acre; hgross= gross thickness, ft; 
NGR= net-to-gross ratio, fraction; ϕ= porosity, fraction; Shi = hydrocarbon saturation, fraction; 




Given the mean and standard deviation of the input parameters of a hydrocarbon project as shown 





Table 6. 1: Mean and standard deviation of input parameters of a hydrocarbon project. 
 
Source: Ampomah et al, 2016. 
 
Substituting the mean values in the HCIIP equation approximately yields 145,334,904 Stocktank 
barrels (Stb). The is the hydrocarbon initially in place, where uncertainty is not assigned. A 
reserves classification method is applied to the parameters to assign uncertainty at different 
probability values to produce the expected exceedance stock tank barrels.  
 
 
6.3 Hydrocarbon Reserves Classification Methods 
The details of the three mathematical procedures used for the quantification of uncertainty in 
hydrocarbon estimation are explained in the following subsections. 
 
6.3.1 First Order Method 
This method applies the Taylor’s series expansion theorem, where the mean and standard deviation 
are used as input random variables (Cacuci, 2003). It analyses the contribution of individual inputs 
toward the total uncertainty and the computed mean is usually the same as the deterministic mean. 
The method is a statistical technique which was developed (Davidson and Cooper, 1976, Smith et 
al. 1993) to obtain quick results, using an analytical procedure to quantify the uncertainty in 
reserves as compared to the black box Monte Carlo Simulation method (Ampomah et al. 2014). It 
involves the application of mean, variance and coefficient of variation for a normal, lognormal or 
triangular distribution for a given parameter or set of parameters. The sensitivity of the variables 
in order of their contribution to the overall uncertainty is shown by a relative impact plot. An 
expectation probability plot is generated to represent the P90, P50, and P10 reserves. Equations 
6.5 – 6.9 show the analytical procedure of the first order method (Chen, H-Y, 2012).  
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 𝑚Ω = ∏𝑚𝑗                                                                                                                                                 (6.5) 
  𝑉𝑗 = 𝑠𝑗𝑚𝑗                                                                                                                                                            (6.6) 
 𝑉Ω2 = ∑𝑉𝑗2                                                                                                                                                   (6.7) 
 𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝑖𝑚𝑝𝑎𝑐𝑡, 𝜇 =  𝑉𝑗2∑𝑉𝑗2                                                                                                                      (6.8)   𝑠Ω = 𝑉Ω ×𝑚Ω                                                                                                                                              (6.9) 
 
This approach classifies variables in terms of their importance in estimating resources and 
reserves. The product of input base values is the output mean of HCIIP (mΩ), shown in Equation 
6.5. The relative uncertainty (Vj) of each input variable (j) is shown in Equation 6.6. As shown in 
Equation 6.7, the squared relative uncertainty of output is the sum of squared relative uncertainties 
of inputs. In Equation 6.8, the relative impact of various inputs is the normalized Vj2 as the fraction 
of total uncertainty ∑VΩ2. The output standard deviation (sΩ), which is the total uncertainty is 
shown in equation 6.9. The output base value (mΩ) and standard deviation (sΩ) can be transformed 
logarithmically to lognormal mean (αΩ) and lognormal standard deviation (βΩ) respectively to 
compute various statistical outcomes such as measures of location, spread and shape for HCIIP. 





Figure 6. 2: A flow chart illustrating the first order method (Ampomah et al, 2016). 
 
6.3.2 Monte Carlo Simulation Method 
The method assesses the impact of risk by building models of possible outcomes to allow for better 
decision making. It can generally be defined as a means of designing and understanding a 
stochastic model which simulates a mathematical or physical process (Stoian, 1965).  It is usually 
good for solving non-linear random function problems (Karacaer et al., 2012). Monte Carlo 
simulation along with reserves estimation can simultaneously be used as a sensitivity test which 
assists in understanding the impact of the individual input variables (Ampomah et al, 2016). The 
evaluation process of this method includes all the statistical variables in terms of their probability 
distributions rather than the best-case values. The Monte Carlo software package calculates 
hundreds of realizations of the hydrocarbons in place during the simulation process and finally 
generates a probability distribution function for the hydrocarbons in place. The major 
shortcomings of the method are the non-transparent “black box” nature and the high cost. 
 
6.3.3 Parametric Method 
This is a statistical technique developed to establish quick results by using an analytical procedure 
to quantify the uncertainty in reserves (Davidson and Cooper, 1976, Smith et al. 1993, Ampomah 
et al. 2014). The technique uses the mean, variance and coefficient of variation for a normal, log 
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normal or triangular distribution for a given parameter or set of parameters. A systematic procedure 
is used to combine the distributions and evaluate the mean and the coefficient of variation for the 
hydrocarbon under consideration. The method is simple and classifies variables in terms of their 
importance in estimating reserves. Histograms are used to display the sensitivity of the input 
variables in order of their contributions to the overall uncertainty. To show the graphical 
representation of the P90, P50, and P10 reserves, an expectation probability plot is generated. 
 
The mathematical procedures are illustrated in Equations 6.10 - 6.14.  The first step in the process 
is to transform the mean (mj) and standard deviation (sj) of input variables from their original 
space to lognormal mean (αj) and lognormal standard deviation (βj). The output lognormal mean 
(αΩ) and lognormal variance (βΩ2) are computed by summing input lognormal mean (αj) and 
lognormal variance (βj2) as shown in Equations 6.12 and 6.13 respectively. The relative impact of 
individual input is shown in Equation 6.14.  Figure 6.3 shows a flow chart for the simple parametric 
method. 
 𝛽2𝑗 = 𝐼𝑛(1 + 𝑉2𝑗), 𝑤ℎ𝑒𝑟𝑒 𝑉2 𝑖𝑠 𝑐𝑜𝑚𝑝𝑢𝑡𝑒𝑑 𝑏𝑦 𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛 (6)                                                     (6.10) 
 𝛼𝑗 = 𝐼𝑛(𝑚𝑗) − 0.5 × 𝛽2𝑗                                                                                                                         (6.11) 
 𝛼Ω = ∑𝛼𝑗                                                                                                                                                 (6.12) 
 𝛽Ω2 = ∑𝛽𝑗2                                                                                                                                                (6.13) 





Figure 6. 3: A flow chart illustrating the parametric method (Ampomah et al, 2016). 
 
The output lognormal mean (αΩ) and standard deviation (βΩ) are used to generate the various 
statistical measurements. These statistical outputs are classified into measures of location, 
measures of variability and measures of shape. The P90, P50, P10, variance and P10-to-P90 ratio 
are shown in Equations 6.15 - 6.19 respectively (Capen 2001). 
 𝑃90( 90% 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑎𝑡 𝑙𝑒𝑎𝑠𝑡 𝑡ℎ𝑖𝑠 𝑣𝑎𝑙𝑢𝑒) = exp(𝛼 − 1.2816𝛽)                                      (6.15) 𝑃50(50% 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑎𝑡 𝑙𝑒𝑎𝑠𝑡 𝑡ℎ𝑖𝑠 𝑣𝑎𝑙𝑢𝑒) = exp(𝛼)                                                             (6.16) 𝑃10(10% 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑎𝑡 𝑙𝑒𝑎𝑠𝑡 𝑡ℎ𝑖𝑠 𝑣𝑎𝑙𝑢𝑒) = exp(𝛼 + 1.2816𝛽)                                       (6.17) 𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒, 𝑠2 = [exp(2𝛼 + 𝛽2)][exp(𝛽2) − 1]                                                                            (6.18) 𝑃10 − 𝑡𝑜 − 𝑃90 𝑟𝑎𝑡𝑖𝑜 (𝑢𝑛𝑐𝑒𝑟𝑡𝑎𝑖𝑛𝑡𝑦 𝑚𝑒𝑎𝑠𝑢𝑟𝑒) = exp(2 × 1.2816𝛽)                                (6. 19) 
 
A spreadsheet is developed to input the formulations and values to generate the various confidence 
levels of an estimation. All the input variables (x, α, β) are greater than zero (0). The cumulative 
probability “p” is expressed as (0≤ p≤ 1). A plot of exceedance probabilities (1-p) versus x 
generates the expectation curve. A straight-line plot also known as “log probability plot” can be 
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created to show the relationships between key confidence levels. The number of lognormal 
standard deviations (zc) for the various exceedance probabilities are listed in Table 6.2. 
 
Table 6. 2: Exceedance probability versus the number of lognormal standard deviation (zc). 
 
Source: Chen, H-Y (2012). 
 
The probabilistic methods provide probability distribution of resources and reserves estimate 
instead of a single deterministic estimate. The First Order, Monte Carlo and Parametric methods 
usually produce similar expectation curves and relative impact plots. These are simple analytical 
procedures that are performed in a simple spreadsheet, except the Monte Carlo method which is a 
black box model and computationally expensive. The difference between the first order and 
parametric methods is the capability of the parametric to assume that all input variables are 
89 
 
lognormally distributed. According to (Ampomah et al, 2016), the parametric method works well 
with both normal and lognormal distributed data.  
 
Example 
An example of the application of the three classification methods is the research project of the 
Farnsworth Unit (FWU), situated in the northwestern margin of the Anadarko basin, located at 
western Oklahoma in USA, which is a site of an active CO2 Enhanced Oil Recovery (EOR) project 
as well as a large-scale demonstration carbon capture and storage project (Ampomah et al, 2016). 
The objective of the project was to provide a distribution of Oil Initially-In-Place (OIIP) estimates, 
identify confidence levels in these estimates and rank individual input parameter uncertainty 
towards the total spread for the FWU. The First Order, Parametric and Monte Carlo probabilistic 
methods were applied and compared to determine the robustness of each method. The input 
parameters used for the project is summarized in Table 6.3.  
 
Table 6. 3: Mean and standard deviation of FWU input parameters. 
 
Source: Ampomah et al, 2016 
 
The deterministic OIIP for FWU based on the input data was 121.75 million stock tank barrels 
(MMstb) which is equal to the mean computed from the three classification methods that yielded 
practically the same results. The output mean and standard deviation of the first order method were 
transformed to lognormal to generate detail statistical measures. The analytical parametric and first 
order methods were simply constructed using spreadsheets and the Monte Carlo was a computer-
based simulation method. The first order method had few approximation errors which led to the 
comparatively few deviated results among the three methods, as shown in table 6.4. From the table, 
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the P90 which is approximately 51 MMstb represented 90% confidence that the estimated FWU 
reserves would be at least that value. Alternatively, it could also be presented as 10% chance of 
OIIP estimation being less than 51 MMstb. From the analysis, there was a 50% probability (P50) 
that OIIP estimation for FWU would be at least 104 MMstb, as indicated by the parametric method. 
Also, there was 90% certainty that estimated reserves would be less than 213 MMstb as shown in 
the parametric method, which translated to P10 or 10% probability. 
 
Table 6. 4: Summary of probabilistic classification results of the FTU project. 
 
Source: Ampomah et al, 2016 
 
The OIIP expectation curves which depict various possible total reserves estimates and their 
corresponding probabilities are presented in figure 6.4. With these curves, it is easier to know the 
anticipated exceedance values that would be produced from a hydrocarbon reservoir at different 
probabilities. In petroleum, a reservoir needs to include sufficient number of wells to technically 
be able to calculate reservoir properties to establish a base oil initially in place before resource and 
reserve classifications and the subsequent commencement of production.   
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Figure 6. 4: Expectation curves showing the probabilistic distribution of OIIP for FWU 
(Ampomah et al, 2016) 
 
6.4  Implementation of Parametric Probability Method in Mining  
The probability value (p-value) approach calculates the exceedance probabilities of expected 
outcomes. In this research work, the parametric method is chosen over the first order method to 
avoid approximation errors and the capability of the parametric to assume that all input variables 
are lognormally distributed. Also, it is chosen over the Monte Carlo because of its simplistic nature 
and not a “black box”. In the petroleum sector, the classification is performed together with the 
estimation, unlike the mining industry where the estimation is executed before the assignment of 
the confidence levels in the form of classification. Hence, in mining, the input variables for the 
exceedance probabilities calculations are the estimated mean tonnage and mean grade. In the 
petroleum approach, a high value of twenty-five to thirty-five percent (25% - 35%) of the mean of 
an input variable is assigned as the standard deviation for input parameters with unknown standard 
deviations. In this research, it is assumed that there are sufficient drill holes in the deposit to 
establish geologic domains and spatial variability (ie. Variograms) to obtain the tonnage and 
grades at a cutoff for a given domain. The uncertainty associated with these estimated tons at 
different cutoff grades are assumed to be 15% after different percentages of the mean tonnage were 
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assessed and fifteen percent (15%) produced the expected comparative results. For the uncertainty 
associated with the grade above cutoff, assigning five percent (5%) of the mean grade as standard 
deviation found to generated good comparative results after evaluating different percentages. 
 
Using the statistical measurement formulas, a spread sheet was created to calculate the various 
exceedance probabilities at different cutoff grades. The first step of the mathematical procedure 
involved the transformation of the mean (m) and standard deviation (s) of the tonnage and grade 
inputs from their original space to their lognormal means (α) and lognormal standard deviations 
(β). The output lognormal mean (α) and lognormal standard deviation (β) were used to generate 
the final results of the tonnage and grade distributions, using the statistical measurement formulas. 
Representations of the classification algorithm for is illustrated in Figures 6.5. 
 
 
Figure 6. 5: Flow chart for mineral resource classification parametric probability value approach.  
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In mining, increasing confidence is an ongoing effort.  Resources are first classified, then an 
increasing percentage of Measured and Indicated are required by most companies to progress from 
scoping to pre-feasibility studies and feasibility studies.  Since regulatory agencies only allow for 
Measured and Indicted to be reported as reserves, a company needs to know what drilling pattern 
or configuration allowed for the conversion from Inferred to Indicated or Measured classes.  Most 
companies require some amount of a near term production period to be drilled to Measured and 
this is subjective and not specified in the standard codes.  Classification method in mining must be 
tied back to data, hence at any time that additional drilling on a deposit is available, the estimation 
and classification need to be revised to satisfy the changes in the block model and the resource 
estimation. It is recommended that future work needs to be done on the p-value method to adjust 
the amount of decrease in uncertainty one may expect from the additional drilling requirements. 
 
6.4.1 Application of the Proposed P-Value Approach on a One-Bench Copper Deposit 
The proposed parametric probability method has been applied to a one-bench copper deposit and 
the results are presented in this sub-section. The classification results obtained from the proposed 
parametric probabilistic classification spreadsheet framework corresponded well with the results 
generated from the traditional methods. A trend was observed, such that at higher exceedance 
probabilities, lower grade results were produced than at lower probabilities. Thus, at higher 
confidence levels, the newly proposed methodology assigns lower grade values and at lower 
confidence levels, it produces higher values. The method prefers underestimation at higher 
confidence to overestimation. 
 
The mean tonnage was generated from the OK estimate using a 0.40 %Cu cutoff grade and the 
corresponding standard deviation was calculated from 15% of the mean. Different percentages of 
the mean tonnage were assessed and fifteen percent (15%) produced the expected comparative 
results. Also, the mean grade generated from OK at 0.40% Cu was used and its 5% as the standard 
deviation. On the exceedance grade, assigning five percent (5%) of the mean grade as standard 
deviation after assessing different percentages, generated good comparative results. A summary 
of the results of the p-values of the tonnages and the grades are presented in tables 6.5 and 6.6 
respectively. The tables show the mean tonnage or grade values from the OK estimation, standard 
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deviation, logarithmic transforms, statistical measurement equations and the corresponding results 
at each probability. 
 
Table 6. 5:  Tonnage statistical distribution results from the one-bench copper deposit. 
 
 
Table 6. 6: Grade statistical distribution result from the one-bench copper deposit. 
 
 
Metal content in a deposit is a key factor considered in mineral resource results, as it provides the 
basis for economic decision-making. It is calculated from the product of tonnage and grade with a 
subsequent conversion to pounds, using a factor of 2204.6 in copper deposits. The graphical 
representation of the expected copper metal contents from the exceedance probabilities at 0.4% 





Figure 6. 6: Copper metal content in (000’s) expectation curve at 0.4 %Cu cutoff grade. 
 
After considering the various probability values (p-values), the P90 results correlated with the 
measured class of the two existing traditional methods. The difference between P90 and P50 was 
considered to be the indicated and the combined measured and indicated was close to the P50. 
Thus, in this approach, the proposed mineral resource result to be used for economic evaluations 
is the 50% exceedance probability, which is the combined measured and indicated resources. The 
difference between P10 and P50 has been assigned for the inferred category. 
 
6.4.2 Quantitative Comparison Between the Proposed and Traditional Methods. 
The classification results from the proposed new parametric probabilistic method and the two 
existing traditional methods correlate. A chosen cutoff grade of 0.4% Cu was used for the 
comparison. Considering the tonnage results, the P90 of the proposed classification method is less 
than the measured class of the CI method and scenario #2 of the geometric method but more than 
geometric method scenarios #1 and #3. The indicated results for the proposed method generated 
less tonnage than geometric method scenarios #1 and #3 but more than scenario #2. The CI method 
produced no tonnage at the indicated category. Economic decisions on a deposit’s development 
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and mining are based on the combined measured and indicated results. In all, the new proposed 
method generated slightly higher combined measured and indicated outcome than the two 
traditional methods. Also, the proposed method generated the highest inferred tonnage result. 
Details of the tonnage classification results comparison are presented in Table 6.7. Overall, the 
tonnage of the proposed classification method correlated well with the CI and the geometric 
methods, especially for indicated and measured resources for economic decision-making purposes. 
 
Table 6. 7: Tonnage (tons) class comparison between proposed and traditional methods. 
 
 
Grade is another key factor that is considered in mineral investment decision-making. Details of 
the grade classification results are shown in Table 6.8. In this new approach, lower grades are 
produced at higher exceedance probabilities, as the method prefers underestimation at higher 
confidence to overestimation. On the other hand, the traditional methods usually generate higher 
grades at higher confidence levels. The measured class generated lower grade than the geometric 
and CI methods. At the indicated class, the proposed method generated higher grade than the three 
geometric method scenarios and the CI method generated no result. The combined measured and 
indicated grade produced same results for the proposed and the CI methods but the three geometric 
method scenarios generated slightly higher grades. At the inferred class, the proposed method 
generated higher grade than the geometric method scenario #1. The CI method and the geometric 
scenarios #2 and #3 did not generate grade results. The general results showed good correlation 








Table 6. 8: Grade (%Cu) class comparison between proposed and traditional methods.  
 
 
Metal content in a deposit is a key determinant of forecasted revenue and this factor is of most 
interest to investors in considering economic decisions. Details of the metal content classification 
results are summarized in Table 6.9. The proposed method produced very close copper content to 
the results produced from the CI method in the combined measured and indicated classes. The 
geometric method scenarios produced slightly less copper content results. At the measured class, 
the proposed method produced close but slightly less metal content than the CI and the geometric 
scenarios #2 but more than geometric scenarios #1 and #3.  The CI method generated the highest 
copper content result at the measured class but did not produce any result at the indicated and 
inferred categories. The proposed method generated more metal content than the geometric 
scenario #2 but less than scenarios #1 and #3 at the indicated category. At the inferred class, the 
proposed method generated higher copper content than geometric method scenario #1. The rest of 
the geometric scenarios and the CI method produced no metal content.  
 
Table 6. 9: Metal content (pounds) class comparison between proposed and traditional methods. 
 
 
6.4.3 Graphical Comparison Between the Proposed and Traditional Methods. 
Graphical representation is very important in analyzing results, hence Figure 6.7 shows the 
tonnage, grade, and copper content at a cutoff grade of 0.4% Cu at the different mineral resource 
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classification classes. In this graph, the tonnage at each class is on the y-axis and the corresponding 
class on the x-axis. The labels on the graphs represent the proposed p-value results at the measured, 
indicated, combined resource, and inferred classes. The p-value graph, which is the blue color is 
positioned between the existing traditional method graphs. The CI method and Scenario #3 of the 
geometric method deviate from the p-value approach at the measured and indicated classes but all 
the methods correlate well at the combined measured and indicated classes. 
 
 














GEOLOGICAL MODELING, BLOCK MODELING, AND GRADE-TONNAGE 
ESTIMATION OF 3D GOLD DATA FOR THE CASE STUDY 
 
Prior to mineral resource classification, the resource estimation which is the determination of ore 
grade and tonnage of a mineral deposit is conducted from a developed block model. As practiced 
in the industry, the geological and block modeling of a drill hole dataset are generated and 
validated before the subsequent estimation and classification. This chapter focuses on the 
construction of geological model, block model, and ore estimation of 3-dimensional (3D) industry 
gold dataset used to generate the different estimation domains for the traditional and proposed 
mineral resource classifications. The estimation methods considered in this work are ordinary 
kriging (OK), inverse distance squared (ID2) and nearest neighbor (NN), which are mostly used in 
the mining industry.  
 
The proposed and traditional methods were applied on the McLaughlin gold deposit as another 
case study. The McLaughlin gold deposit was discovered in 1978 and located in the Napa County 
in California, USA. The deposit consists of large but low-grade set of veins spread over 6000 feet 
and 1000 feet deep segment of a fault zone. It was developed in a shallow epithermal and hot 
spring environment and the primary commodities are gold and silver. Other associated minerals in 
the deposit include mercury, lead, iron, copper, thallium, arsenic, antimony and zinc (Homestake 
Mining, Western Mining History, 2019). In this study, the mineral under consideration is gold and 
the southern portion of the deposit (6600N – 10500N) is the area of focus. This portion generally 
strikes north-north west (NNW) and the dip varies depending on the orientation of the vein set. 
The drill holes are irregularly spaced and the available information includes eastings, northings, 
elevations, assays, and rock types. Limited information is provided on the data and the rock types 
are represented by numbers 0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 11, 12, 14, 15 with the original statistics 
shown in table 7.1.  
 
Resource classification is not assigned to the grade and tonnage estimation results achieved and 
validated in this section. The classification of the deposit which is the application of confidence 
categories to determine the measured, indicated and inferred classes will be presented and 
100 
 
discussed in chapter 8. Different classification techniques applied by different QPs in the industry 
will be used to classify the 3D gold into the different classes. 
 
Table 7. 1: Original statistics of gold data by rock types. 
 
 
7.1 Drill hole Data Display and Analysis 
Leapfrog software package was used for the drill hole display and the generation of the geological 
model. The geological information was later exported into MineSight software and coded into the 
block model. Data analysis and validation were conducted prior to the determination of estimation 
domains, statistical analysis, geostatistical analysis, block modeling, and grade-tonnage 
estimation. Figure 7.1 shows the drill hole display of the validated rock types. Three estimation 
domains were created from the drilling information, based on the lithology codes and assay data, 
as they were the only available information. The domains included domain one (1) consisting of 
rocks 6 and 7, domain two (2) consisting of rocks 1 and 4, and domain three (3) consisting of rocks 
2, 3, and 5.  The grouping decision was made after careful analysis of the box plots as shown in 
figure 7.2 and contact plots as shown in figure 7.3. The average grade and variance were also 
considered. The sigma tool in MineSight software package was used for these analyses. 
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Figure 7. 1: Display of drill holes of the gold dataset by rock types. 
 
 




Figure 7. 3: Contact plots for domains 1, 2 and 3. 
 
 
The statistical analysis for each domain was conducted on the composite data and the declustered 
data. Figure 7.4 shows the composite data histogram and summary statistics for each estimation 
domain. Cell declustering details are shown in Figure 7.5 and the corresponding histograms and 












Figure 7. 6: Declustered composite histograms and statistics for domain 1 (top left), 2 (top right) 
and 3 (bottom left). 
 
7.2 Geological and Block Modeling 
The geological model represents the 3D characteristics of the deposit, including the distribution of 
grades and rock types. It illustrates the size, shape, location, orientation, depth and other properties 
which influence the selection of the proposed mining method, technical and financial planning. 
The Leapfrog software package was used to create the geological model as shown in Figure 7.7. 
In this model, sufficient data information was not available to delineate the structural controls, 
alteration, oxidation, etc. The block model for the gold dataset was constructed such that, each 
block had a length of 40ft, a width of 40ft and a height of 20ft. The block size was chosen to 
correspond to the appropriate SMU selected for the block model in the selected technical reports 
from SEDAR, which are used for the resource classification comparison case studies in the next 
chapter. The block extends east-west for 3600, north-south for 3900, and vertically for 1,400. The 
model is not rotated and has 90 columns, 185 rows, and 70 benches. The block model has 




Figure 7. 7: Display of geological model of the 3D gold dataset. 
 
Variogram modeling is an important data evaluation step and a critical input into grade and tonnage 
estimation process, as it quantifies the spatial variability of the gold minerals in the deposit. In this 
study, Gaussian space correlograms were created for each estimation domain purposely for drill 
hole spacing studies and the determination of interpolation search distances. The original data was 
transformed to normal score distribution and displayed on histograms. The correlograms were 
created on the transformed data with a total sill of one (1), as described in the drill hole spacing 
procedure (Verly et al, 2014). Figures 7.8 and 7.9 show the normal score transformed histograms 
and correlograms respectively. The correlograms include the major continuity direction, minor 
continuity direction and the downhole. Table 7.2 shows the correlogram parameters generated 










Figure 7. 9: Correlograms for domains 1(top left), 2 (top right) and 3 (bottom left). 
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7.3 Grade-Tonnage Estimation for the Domains 
The ordinary kriging (OK) interpolation method was used for the resource estimation. For 
comparison and validation, the inverse distance weighting to the power two (ID2) and the nearest 
neighbor (NN) interpolation techniques were used. The estimation interpolation parameters that 
were applied to all the domains are shown in table 7.3.  
 






7.3.1 Domain 1 Estimation and Results 
The display of the block models of domain 1 using the different interpolation methods are shown 
in Figure 7.10, the grade-tonnage curves in Figure 7.11 and the swath plots in Figure 7.12. The 
Estimation Parameters Values 
Min # of composites per block 2 
Max # of composites per block 10 
Max # of composites per hole 2 
Search distance Variogram X, Y, Z parameters 
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variogram parameters for domain 1 were used for the search distances and directions. The grade 
and tonnage estimation results are shown in Table 7.4. 
 
 





Figure 7. 11: Domain 1 Grade-Tonnage curves for OK, ID2 and NN estimates 
 
 
Figure 7. 12: Domain 1 swath plot for OK, ID2 and NN estimates.   
 




7.3.2    Domain 2 Estimation and Results 
The display of the block models of domain 2 using the different interpolation methods are shown 
in Figure 7.13, the grade-tonnage curves in Figure 7.14 and the swath plots in Figure 7.15. The 
variogram parameters for domain 2 were used for the search distances and directions. The grade 
and tonnage estimation results are shown in Table 7.5. 
 
 




Figure 7. 14: Domain 2 Grade-Tonnage curves for OK, ID2 and NN estimates 
 
 
Figure 7. 15: Domain 2 swath plot for OK, ID2 and NN estimates.   
 




7.3.3    Domain 3 Estimation and Results 
The display of the block models of domain 3 using the different interpolation methods are shown 
in Figure 7.16, the grade-tonnage curves in Figure 7.17 and the swath plots in Figure 7.18. The 
variogram parameters for domain 3 were used for the search distances and directions. The grade 
and tonnage estimation results are shown in Table 7.6. 
 
 




Figure 7. 17: Domain 3 Grade-Tonnage curves for OK, ID2 and NN estimates 
 
 
Figure 7. 18: Domain 3 swath plot for OK, ID2 and NN estimates.   
 





COMPARATIVE ANALYSIS OF THE TRADITIONAL RESOURCE 
CLASSIFICATION METHODS ON A GOLD DEPOSIT CASE STUDY 
 
This chapter presents illustrations of varying classification results with respect to the application 
of different qualified persons (QPs) assumptions, using the traditional confidence interval (CI) 
classification method and scenarios of the geometric method. Following the critical review of 
technical reports published on SEDAR concerning classification techniques applied to gold 
deposits (Owusu and Dagdelen, 2019), this section applies the different techniques to classify the 
McLaughlin real-world gold deposit into measured, indicated, and inferred categories. The results 
from this investigation justifies the impacts of QP assumptions on mineral resource classification 
results.  Again, the outcomes show how a small change in classification parameters can have 
significant impacts on the resource results and subsequently influence the cash flow, as more 
inferred categories can be misclassified as indicated and vice versa. 
 
The existing traditional mineral classification methods are dependent on the assumptions made by 
the QP. These individual assumptions by the QPs have direct impacts on the estimation passes 
applied to quantify the uncertainties assigned to mineral deposits. Although QPs generate varying 
results with same data, there is no framework in the industry to differentiate between the right from 
the wrong judgements. The fundamental rule for every resource classification work is the ability 
of a reasonable investor to understand the report and the availability of the documentations of the 
methodology in sufficient details to ensure that the results can be reproducible by other reviewers. 
In this work, the gold deposit introduced in chapter 7 with three different estimation domains were 
used to demonstrate this variability using classification by geostatistical (CI) technique along with 








8.1 Resource Classification Case Study Using Confidence Interval (CI) Technique for   
McLaughlin Gold Deposit 
 
Following chapters 4 and 5 which described the step-by-step procedures in the geometric and 
confidence interval methods respectively, the parameters used for the gold deposit classification 
were generated for the individual estimation domains. Considering the CI approach, a similar drill 
hole spacing studies was conducted with the one-bench copper deposit for 25ft x 25ft, 30ft x 30ft, 
40ft x 40ft, 50ft x 50ft, 75ft x 75ft, 100ft x 100ft, 150ft x 150ft, 160ft x 160ft, 175ft x 175ft, 300ft 
x 300ft. The variogram parameters for the different estimation domains were used to generate the 
OK models and the kriging variance (KV). Tables 8.1 to 8.3 show the confidence levels for 
quarterly and annual production periods per each domain. Figures 8.1 to 8.6 show the graphs of 
drill hole spacings against their errors at 90% confidence intervals over quarterly and annual 
production periods.  
 
 







Figure 8. 1: Domain 1 error at 90% CI versus drill hole spacing for quarterly production rate. 
 
 




















































Domain 1: 3D Data Drill Spacing Vrs Annual CI
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Figure 8. 4: Domain 2 error at 90% CI versus drill hole spacing for annual production rate. 
 
 

































Figure 8. 5: Domain 3 error at 90% CI versus drill hole spacing for quarterly production rate. 
 
 
Figure 8. 6: Domain 3 error at 90% CI versus drill hole spacing for annual production rate. 
 
After a critical interpretation of the tables and graphs, approximate drill spacings for measured, 




















































Domain 3: 3D Data Drill Spacing Vrs Annual CI
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by a factor of 0.7 as explained in chapter 5, the approximate values for the closest distance of 
samples to blocks (CLDST) in the block models are presented in table 8.4. 
 
Table 8. 4: Drill hole spacing and closest distance to estimated blocks for each domain. 
 
 
Subsequent to the drill hole spacing studies to determine the appropriate spacings for the different 
CI classification categories, the isotropic search distances which are usually chosen from twice to 
thrice the drill hole spacings as practiced in the industry, were calculated. For consistency in this 
work, the average of the twice to thrice each drill hole spacing was chosen as the search radius. 
Table 8.5 shows the isotropic search distance used for each resource class per each estimation 
domain. 
 
Table 8. 5: CI method isotropic interpolation search distances for the different domains.  
 
 
The isotropic distances were used in the classification interpolation process for the measured, 
indicated, and inferred classes. Tables 8.6 to 8.8 show the tonnages, grades and metal contents 
generated from domain 1, 2, and 3 respectively at different cutoff grades. 
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Table 8. 6: Domain 1 CI results for measured, indicated and inferred classes. 
 
 








8.2 Resource Classification Case Study Using Geometrical Techniques for McLaughlin 
Gold Deposit 
 
In this subsection, three different geometric parameters applied by different QPs in the survey 
conducted from the SEDAR public reports are used as scenarios to analyze the McLaughlin gold 
dataset and demonstrate the discrepancies associated with different QP assumptions. The QP 
parameters used included the percent of variogram range for search radius, minimum number of 
composites, maximum number of composites, and number of composites per hole. Each 
classification parameter is solely dependent on the assumptions and judgements of the QP, based 
on the individual experience and knowledge. Three scenarios, based on the information published 
on SEDAR by three mining companies were used for the comparison. The different geometric 
techniques applied by the companies include search distance based on percentage of sill range, 




Scenario 1 represents one of the sites of Coeur Mining in USA and ordinary kriging (OK) 
interpolation technique was used for the estimation. The sample search distance for each class was 
determined based on a certain percentage of the sill range of the major continuity direction of the 
variogram. The parameters for the measured, indicated, and inferred classification requirements 
are listed in Table 8.9.  
 
Table 8. 9: Resource classification parameters for Coeur Wharf Mine, South Dakota, USA, 2018. 
 
 
Scenario 2 is one of the sites of Kinross Gold in Chile. The QP applied ID2 for the interpolation 
and the search distance for each class was determined based on a certain percentage of the sill 
range of the omnidirectional correlogram. The parameters for the six different classification 
requirements for the three resource classes are listed in Table 8.10. 
 
Table 8. 10: Resource classification parameters for Kinross Cerro Casale Project, Chile, 2008. 
 
 
Scenario 3 is one of the sites of Barrick Gold in USA. The QP applied ID2 for the interpolation 
and the search distance for each class was determined based on a certain percentage of the sill 
range of the major continuity direction of the correlogram. For the measured class estimation pass, 
a box search of 40ft x 40ft x 20ft was used to include only composites found within each evaluated 
block. Thus, blocks without samples did not qualify for a measured class. The parameters of the 
five different classification passes for the three resource categories are presented in Table 8.11. 
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The different mineral resources requirements from the different geometric scenarios, applied on 
each estimation domain produced different results. Tables 8.12 to 8.14 show the tonnages and 
grades generated from domain 1, 2, and 3 respectively at different cutoff grades.  
 







Table 8. 13: Domain 2 tonnage (t) and grade (oz/t) of the geometric scenarios at different cutoffs.  
 
 




8.3 Domain by Domain Comparison of Resource Classification Results of the Case Study 
This section presents comparative results of the different classification methods applied on the 
McLaughlin gold dataset. Each scenario in the geometric method and the CI method generated 
different results in tonnage, grade and metal content. The quantitative comparison of the results 
for measured, indicated, and inferred classes from the geostatistical and geometric methods per 
domain are summarized in Tables 8.15 to 8.23. 
 
Domain 1 CI and Geometric Comparison 












Table 8. 16: Domain 1 grade comparison for CI and Geometric methods. 
 
 





Domain 2 CI and Geometric Comparison 
Table 8. 18: Domain 2 tonnage comparison for CI and Geometric methods. 
 
 








Domain 3 CI and Geometric Comparison 




Table 8. 22: Domain 3 grade comparison for CI and Geometric methods. 
 
 




8.4 Analysis of the Classification Results 
The quantitative review of the existing traditional classification methods, through their individual 
applications on the three different domains of the industry gold data, has provided a clear 
understanding of the inconsistencies associated with the techniques. All the domains produced 
varying results because of the differences in the classification requirements used to assign classes 
to the blocks, based on the individual QP assumptions. Diligent analysis of the classification results 
produced from the same dataset and domains is congruous with the conclusion made in a published 
paper on the critical review of classification techniques used in the gold mining industry (Owusu 
and Dagdelen, 2019). Again, the results from this investigation has underpinned the need for a 
consistent or uniform resource classification framework to be followed in the industry. This will 



















APPLICATION OF THE PROPOSED PROBABILISTIC AND GEOSTATISTICAL 
RESOURCE CLASSIFICATION TECHNIQUES TO GOLD DEPOSIT CASE STUDY 
 
The three proposed mineral resource classification approaches in this research work are applied to 
the grade and tonnage estimation of the 3D industry gold dataset. The results generated from the 
three estimation domains at different cutoff grades are compared with the results obtained from 
the two traditional classification methods. The detailed development of the proposed p-value 
methodology on the 3D gold data is presented and discussed. The detailed step-by-step 
calculations and descriptions of the mineral resource parametric probability (p-value) tonnage and 
grade results, generated from each domain at different cutoff grades are described in this section. 
In the tables and graphs, D1, D2, and D3 refer to domain 1, domain 2, and domain 3 respectively.  
 
 
The kriging variance (KV) approach proposed in this dissertation, as described in chapter 5 is 
applied to the gold dataset. The same ordinary kriging (OK) estimation model interpolation 
parameters used to generate the grade and tonnage estimation of the mean values of the parametric 
probability method were used for the KV method. The variance calculated from the OK estimate 
per each local block is used in the computation and assignment of confidence levels to each block. 
The results generated from the step-by-step procedure and the images produced from each domain 
are presented in this section. The new simulation method proposed in this work is used as a 
validation tool for the parametric probabilistic, kriging variance and the traditional methods. With 
reference to Chapter 5, the application of the proposed simulation procedure is used.  Comparison 
of the results between the proposed methods and the traditional methods are discussed.  
 
Overall, there is a good correlation between the results from the traditional and the proposed 
methods in all the three estimation domains of the gold deposit. The major difference and the key 
contribution of the new method is the elimination of the dependency of the individual QP 
assumptions on classification interpolation parameters, which have major influence on the 




9.1 Domain 1 Resource Classification 
The detailed computation of the exceedance values at different probabilities are summarized in 
Tables 9.1 – 9.10. Also, the expectation curves of the metal contents at each cutoff grade are shown 
in Figures 9.1 to 9.5.  
 
9.1.1 Parametric Probabilistic Resource Classification Method 
 
Results from 0.01 oz/t Cutoff Grade 
Table 9. 1:  D1 tonnage statistical distribution results at 0.01 oz/t cutoff grade. 
 
 









Results from 0.02 oz/t Cutoff Grade 
Table 9. 3:  D1 tonnage statistical distribution results at 0.02 oz/t cutoff grade. 
 
 




Results from 0.03 oz/t Cutoff Grade 








Results from 0.04 oz/t Cutoff Grade 
Table 9. 7:  D1 tonnage statistical distribution results at 0.04 oz/t cutoff grade. 
 
 





Results from 0.05 oz/t Cutoff Grade 
Table 9. 9:  D1 tonnage statistical distribution results at 0.05 oz/t cutoff grade. 
 
 
















Expectation Curves for Metal Contents of the Exceedance Outputs 
 
Figure 9. 1: D1 gold metal content in (000’s) expectation curve at 0.01 oz/t cutoff grade. 
 
 




Figure 9. 3: D1 gold metal content in (000’s) expectation curve at 0.03 oz/t cutoff grade. 
 
 




Figure 9. 5: D1 gold metal content in (000’s) expectation curve at 0.05 oz/t cutoff grade. 
 
 
9.1.2 Proposed Kriging Variance and Simulation methods 
The algorithms for the kriging variance and simulation, as illustrated in Chapter 5 were followed 
to generate the results. Separate python scripts were written with MineSight software package for 
each method and the resource results at different cutoff grades were calculated. Figure 9.6 shows 
the images of blocks displayed from the KV and simulation methods applications at elevation 1840 




Figure 9. 6: Images of D1 local block class distribution for KV and simulation @ 1840 level. 
 
9.1.3 Classification Results Comparison Between Proposed and Traditional Methods 
Generally, the proposed parametric probabilistic and the kriging variance mineral classification 
results generated from the estimation of domain one (1) of the 3D gold data correlate well with the 
results produced from the conditional simulations. Also, the proposed results correspond with the 
traditional methods currently practiced in the mining industry, especially at the combined 
measured and indicated category which is used to estimate mineral reserves. At the 0.03 oz/t cutoff 
grade, the tonnage results from the p-value and the KV methods are almost the same and close to 
the conditional simulation method. On the traditional methods, the geometric scenarios #1, #2, and 
the CI methods produced higher tons of ore than the proposed methods and the conditional 
simulation method. However, the geometric scenario #3 produced less tons than all the methods.  
 
The grades generated from the combined measured and indicated classes are close among all the 
methods. On the proposed p-value spreadsheet approach, there is a trend such that the higher the 
confidence level, the lower the grade and the vice versa. Hence, the inferred class grades are higher 
in the proposed p-value method than all the other methods because of this consistent grade trend. 
The traditional methods don’t generate such consistency in the assigned grades. The metal content 
in ounces produced from the proposed methods are closer to the conditional simulation method 
than the existing traditional methods. The geometric scenarios #1, #2, and the CI methods 
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produced higher ounces of gold than the p-value, KV and the simulation methods. Nonetheless, 
the geometric scenario #3 produced far less ounces than all the methods discussed.  
 
Table 9. 11: D1 tonnage in (000 t) classification comparison for proposed & traditional methods. 
 
 








9.1.4 Graphical Comparison of Proposed and Traditional Classification Methods  
At the deposit’s cutoff grade of 0.03 oz/t, the results from the simulation approach, which serve as 
the validation outcomes are used to compare with the results generated from the proposed methods, 
including the p-value spreadsheet approach and the KV approach. Similarly, a comparison is made 
between the simulation results and the traditional methods, which are the three geometric method 
scenarios and the CI method.  Figures 9.7 to 9.9 show the graphs at a cutoff grade of 0.03 oz/t. The 
tonnage, grade and metal content are plotted on the y-axis and the corresponding resource classes, 
measured (left), indicated (middle) and combined measured and indicated (right) are plotted on 
the x-axis. The inferred class is not considered in this comparison, since the CI method does not 
consider it in its process. Also, QPs don’t pay much attention to inferred result, as it is not 
considered in economic decisions. The purpose of the graphical comparison is to show how the 
simulation classification results correspond with the proposed and the traditional classification 





Figure 9. 7: D1 Tonnage representation of the proposed, traditional and simulation methods.  
 
 
Figure 9. 8: D1 Grade representation of the proposed, traditional and simulation methods.  
 








9.2 Domain 2 Resource Classification 
 
9.2.1 Parametric Probabilistic Resource Classification Method 
Similar to domain 1, results of the calculations and descriptions of the mineral resource parametric 
probability (p-value) tonnage and grade results, generated from domain 2 at different cutoff grades 
are presented. The computation of the exceedance values at different probabilities are summarized 
in Tables 9.14 – 9.23 and the expectation curves of the metal contents at each cutoff grades are 
shown in Figures 9.10 to 9.14. 
 
Results from 0.01 oz/t Cutoff Grade 
Table 9. 14:  D2 tonnage statistical distribution results at 0.01 oz/t cutoff grade. 
 
 







Results from 0.02 oz/t Cutoff Grade 
Table 9. 16:  D2 tonnage statistical distribution results at 0.02 oz/t cutoff grade. 
 
 




Results from 0.03 oz/t Cutoff Grade 




Table 9. 19:  D2 grade statistical distribution results at 0.03 oz/t cutoff grade. 
 
 
Results from 0.04 oz/t Cutoff Grade 
Table 9. 20:  D2 tonnage statistical distribution results at 0.04 oz/t cutoff grade. 
 
 






Results from 0.05 oz/t Cutoff Grade 
Table 9. 22:  D2 tonnage statistical distribution results at 0.05 oz/t cutoff grade. 
 
 















Expectation Curves of Parametric Probability Exceedance Outputs 
 
 
Figure 9. 10: D2 gold metal content in (000’s) expectation curve at 0.01 oz/t cutoff grade. 
 
 




Figure 9. 12: D2 gold metal content in (000’s) expectation curve at 0.03 oz/t cutoff grade. 
 
 





Figure 9. 14: D2 gold metal content in (000’s) expectation curve at 0.05 oz/t cutoff grade. 
 
 
9.2.2 Proposed Kriging Variance and Simulation Methods 
Figure 9.15 shows the images of blocks displayed from the KV and simulation methods 
applications at elevation 1840 of the deposit within the domain 2 boundary. 
 
 
Figure 9. 15: Images of D2 local block class distribution for KV and simulation @ 1840 level. 
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9.2.3    Classification Results Comparison Between Proposed and Traditional Methods 
From Tables 9.24 to 9.26, the proposed parametric probabilistic and the kriging variance mineral 
classification results generated from the estimation domain two (2) of the 3D gold data match well 
with the results produced from the conditional simulations. Again, the proposed results correspond 
with the traditional methods currently practiced in the mining industry, mostly at the combined 
measured and indicated category. At a chosen cutoff grade of 0.03 oz/t, the tonnage results from 
the p-value and the KV methods are very close and correspond well with the conditional simulation 
method. On the traditional methods, the geometric scenarios #1, #2, and the CI methods produced 
higher tons of ore than the proposed methods and the conditional simulation method. The 
geometric scenario #3 produced less tons than all the methods.  
 
The grades generated from the combined measured and indicated classes are close among all the 
methods but the geometric scenario #3 generated a bit higher grade. Repeatedly, the proposed p-
value spreadsheet approach resulted in higher grades at lower confidence levels. The metal content 
in ounces produced from the proposed methods are closer to the conditional simulation method 
than the existing traditional methods. The geometric scenarios #1, #2, and the CI methods 
produced higher ounces of gold than the p-value, KV and the simulation methods. Nonetheless, 
the geometric scenario #3 produced less ounces than all the other methods.  
 




Table 9. 25: D2 grade (oz/t) classification comparison for proposed & traditional methods. 
 
 





9.2.4 Graphical Comparison of Proposed and Traditional Classification Methods  
Similar to domain 1, The tonnage, grade and metal content are plotted on the y-axis and the 
corresponding classes, measured (left), indicated (middle) and combined measured and indicated 
(right) are plotted on the x-axis. Figures 9.16 to 9.18 show the graphs at a cutoff grade of 0.03 oz/t. 
The black graph on each chart represents the classification using the simulation method.  From the 
plots on both charts, it is evident that the simulation model correlates well with the proposed p-
value and the KV methods, especially at the combined measured and indicated category which 
economic decisions are based on. Considering the traditional methods, it is obvious from the 
graphs that the results vary and not as close to the simulation as the proposed p-value and kriging 

















9.3 Domain 3 Resource Classification  
 
9.3.1 Parametric Probabilistic Resource Classification Method 
The calculations and descriptions of domain 3 mineral resource parametric probability (p-value) 
tonnage and grade results at different cutoff grades are discussed. The computations of the 
exceedance values at different probabilities are summarized in tables 9.27 to 9.36.  The expectation 
curves of the metal contents at each cutoff grade are shown in Figures 9.19 to 9.23. 
 
 
Results from 0.01 oz/t Cutoff Grade 










Results from 0.02 oz/t Cutoff Grade 
Table 9. 29:  D3 tonnage statistical distribution results at 0.02 oz/t cutoff grade. 
 
 




Results from 0.03 oz/t Cutoff Grade 
Table 9. 31:  D3 tonnage statistical distribution results at 0.03 oz/t cutoff grade. 
 
 
Table 9. 32:  D3 grade statistical distribution results at 0.03 oz/t cutoff grade. 
 
 
Results from 0.04 oz/t Cutoff Grade 








Results from 0.05 oz/t Cutoff Grade 
Table 9. 35:  D3 tonnage statistical distribution results at 0.05 oz/t cutoff grade. 
 
 




Expectation Curves of Parametric Probability Exceedance Outputs 
 
 
Figure 9. 19: D3 gold metal content in (000’s) expectation curve at 0.01 oz/t cutoff grade. 
 
 




Figure 9. 21: D3 gold metal content in (000’s) expectation curve at 0.03 oz/t cutoff grade. 
 
 





Figure 9. 23: D3 gold metal content in (000’s) expectation curve at 0.05 oz/t cutoff grade. 
 
 
9.3.2 Proposed Kriging Variance and Simulation methods 
Figure 9.24 shows the images of blocks displayed from the KV and simulation methods 
applications at elevation 1840 of the deposit within the domain 3 boundary. 
 
Figure 9. 24: Images of D3 local block class distribution for KV and simulation @ 1840 level. 
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9.3.3 Classification Results Comparison Between Proposed and Traditional Methods 
The domain three (3) of the 3D gold data produced interesting results, as shown in Tables 9.37 to 
9.39. At a cutoff grade of 0.03 oz/t, the p-value, KV and geometric scenario #2 correlate very well 
in terms of ore tons and they correspond with the conditional simulation results at the combined 
measured and indicated classes. Geometric scenario #1 produced more similar results to the 
conditional simulation results than all the methods. The CI and scenario #3 produced less ore tons.  
At the combined measured and indicated classes, the proposed methods generated very close 
results to the simulations method. The geometric and CI methods produced less grades. On the 
metal content, the geometric scenarios #1 and #2 produced closer metal content to the simulation 
method than all the other methods, although the proposed methods correlated. The geometric 
scenario #3 and the CI methods produced far less ounces of gold.  
 
Broadly, it is observed that the results from the proposed parametric probabilistic and the kriging 
variance mineral classification methods are found in between the traditional methods. The 
variations of the results between the traditional classification methods are due to the individual QP 
assumptions that influence the parameters used in generating the results. The proposed p-value 
classification methodology does not depend on a QP’s assumption, since the results are created 
from established statistical measurement formulations. Unfortunately, the method can only work 
on a global scale at this stage. Further work can be conducted to determine how the spreadsheet 
approach can be reflected in the local blocks. Considering the proposed production adjusted 
kriging variance method, a uniform application of local block kriging variance without a QP’s 
assumption is utilized. The existing Confidence Interval (CI) method also uses similar production 
adjusted local block variance but complex and time-consuming process for the drill hole spacing 
study is needed to be followed before the final classification. The proposed method requires a 
simple process after adjusting local blocks with the production volumes. All the proposed methods 








Table 9. 37: D3 tonnage in (000 t) classification comparison for proposed & traditional methods. 
 
 










9.3.4    Graphical Comparison of Proposed and Traditional Classification Methods  
Similar to domains 1 and 2, the tonnage, grade and metal content are plotted on the y-axis and the 
corresponding classes, measured (left), indicated (middle) and combined measured and indicated 
(right) are plotted on the x-axis. Figures 9.25 to 9.27 show the graphs at a cutoff grade of 0.03 oz/t. 
The black graph on each chart represents the classification using the simulation method.  From the 
plots on both charts, it is evident that the simulation model correlates well with the proposed p-
value and the KV methods, although there is little deviation. Comparing to the traditional methods, 






Figure 9. 25: D3 Tonnage representation of the proposed, traditional and simulation methods 
 
 
Figure 9. 26: D3 Grade representation of the proposed, traditional and simulation methods 
 
 









CONCLUSIONS AND FUTURE WORK 
 
10.1 Conclusions 
A simple and uniform mineral resource classification framework to ensure consistency in public 
disclosure has been initiated in this dissertation, which can significantly improve the classification 
inconsistencies in the mining industry. The two methods introduced from this research work 
address the Qualified Person’s (QP’s) influence on classification results, because no individual 
assumptions are required to categorize the estimated blocks into measured, indicated and inferred 
classes in the application of these processes. The mining industry’s uniformity requirements in 
resource classification to help minimize misleading public reporting and operational challenges 
can be resolved upon incorporating these approaches in the standard procedure guidelines. 
Inaccurate resource classification can cause imprecise ore reserves estimates, inefficient mine 
designs, and unreliable targets in day-to-day as well as long term operations of a mine. 
 
The current geometric and geostatistical classification methods used in the industry produce 
varying results with the same datasets, as each QP applies different parameters to generate the 
results. Considering the present standard codes and guidelines, it is difficult to determine right or 
wrong mineral resource classification report. The proposed three methods from this research work 
will contribute positively to the resource classification in the mining industry on the following: 
1. Simple resource classification processes to address the complexity challenges. 
2. Resource classification processes with minimized or no QP dependency or influence. 
3. Uniform classification frameworks to promote consistency by using one algorithm. 
 
The proposed global p-value classification methodology is created from established statistical 
measurement formulations which cannot be influenced by a QP. Unfortunately, this spreadsheet 
approach can only work on a global scale and not in local blocks. The proposed kriging variance 
and simulation methods to localize resource classes in blocks employ a uniform application of 
local block variance either determined by modified kriging variance (KV) or simulation approach 
and precision error without the utilization of a QP’s assumption.  These proposed methods will 
help in enhancing consistency and transparency in the classification of mineral resources. 
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Considering the good correlation between the results from the p-value, the KV and the simulation 
approach in all the three estimation domains of the case study, the classified local blocks from 
either the KV or simulation application can be used for the identification of blocks in the global p-
value approach at this stage. Effective project economics, reliable investment decisions and 
strengthening of investor confidence can be obtained from the mineral resource classification 
results generated from the proposed classification methods. 
 
10.2   Suggested Future Work 
Firstly, this research work has introduced the parametric probabilistic spreadsheet method used in 
the petroleum industry into the mining industry for global resource classification. Further research 
can be conducted to import the spreadsheet approach into local blocks. A joint research between a 
computer science coding professional and a geostatistician may produce a meaningful importation 
of the global spreadsheet results into the local blocks. 
 
Secondly, the work has suggested a new production adjusted kriging variance approach and the 
production adjusted conditional simulation to improve on the existing ones which are not practiced 
in the gold mining sector because of their application complexities and the disinterest in their 
results by the industry professionals. To affirm the easy applications, incorporation and adoption 
of the proposed method to be used in the industry, additional testing is recommended to check 
their performances and reliabilities in different types of deposits. 
 
Thirdly, the incorporation of deleterious materials in mineral resource classification is very crucial 
but it is currently not considered in the industry’s classification processes. The proposed and 
traditional mineral resource classification methods lack the inclusion of geology, which is the 
foundation of ore modeling. The uncertainty with regards to the composition of a deposit usually 
leads to inefficient estimates and misclassification of orebodies. The geochemistry and 
geometallurgy of an orebody determine the processing destinations. Also, the amount of 
deleterious materials, for example clays, can change production schedule and reduce the metal 
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SPREADSHEETS FOR EXCEEDANCE PROBABILITY CALCULATIONS FOR 
MINERAL RESOURCE CLASSIFICATION METHOD 
 
Table A.1: Example of a spreadsheet to show the calculations of the tonnage exceedance 













Table A.2: Example of a spreadsheet to show the calculations of the grade exceedance probability 




Table A.3: Example of a spreadsheet to show the calculations of the tonnage exceedance 




Table A.4: Example of a spreadsheet to show the calculations of the grade exceedance probability 

















PYTHON SCRIPTS FOR THE PRODUCTION ADJUSTED KRIGING VARIANCE AND 
PRODUCTION ADJUSTED CONDITIONAL SIMULATION METHODS 
 
 
Figure B.1: Python script for the production adjusted KV method for gold deposit domain 1 
 
KV = Kriging Variance 
KPL15 = Value for the ±15% around the estimated mean 
KPL30 = Value for the ±30 % around the estimated mean 
CFD1 = Value for the 90% confidence adjusted for quarterly production 









Figure B.2: Python script for the production adjusted CS method for gold deposit domain One 
 
VARC = Simulation Variance 
KPL15 = Value for the ±15% around the e-type simulated mean 
KPL30 = Value for the ±30 % around the e-type simulated mean 
CFD1 = Value for the 90% confidence adjusted for quarterly production 
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