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Re´sume´ – Cet article propose deux modifications de l’algorithme haute re´solution line´aire SWEDE pour la mesure de retard de
propagation. La premie`re modification consiste a` ame´liorer le proce´de´ initial de blanchiment du bruit de [1]. La seconde introduit
l’algorithme ESPRIT dans le formalisme de SWEDE, re´duisant ainsi le temps de calcul. Les re´sultats de simulation concernent
la mesure d’e´paisseur de mate´riaux de ge´nie civil a` l’aide d’un radar en ondes centime´triques. Ils montrent que la re´solution
temporelle et la pre´cision de mesure de ces deux algorithmes sont ame´liore´es.
Abstract – In this paper, two improvements of the linear high resolution algorithm SWEDE are proposed within the scope of
time delay estimation with a microwave radar. The first one aims at improving the original technique of whitening noise in [1].
The second improvement consists of using ESPRIT in conjunction with SWEDE in order to make the estimation more efficient.
Both algorithms are tested on simulated data to measure the layer thickness of material for civil engineering applications. The
results show that the time resolution and the accuracy delivered by both algorithms can be improved.
1 Introduction
Les me´thodes d’analyse spectrale Haute Re´solution (HR)
base´es sur la de´composition en e´le´ments propres de la ma-
trice de covariance des observations (MUSIC, Min-Norm,
et ESPRIT) sont apparues dans les anne´es 80 ; elles peuvent
eˆtre utilise´es pour l’estimation de fre´quences pures, de
directions d’arrive´e (DOA), et de temps de propagation
(TDE) a` partir de l’observation d’un signal dans du bruit
[4]. Dans le courant des anne´es 90, sont apparues les me´-
thodes Haute Re´solution line´aires telles que BEWE, PM,
OPM et SWEDE [1, 3], ([4], chap. 5). Tout en conser-
vant des performances haute re´solution, ces me´thodes sont
d’une plus grande simplicite´ calculatoire : elles n’impliquent
que des ope´rations line´aires sur les donne´es et ne ne´ces-
sitent plus de de´composition en e´le´ments propres de la
matrice de covariance des observations. En conse´quence,
elles sont potentiellement applicables en temps re´el ou du
moins, mieux adapte´es au traitement d’un grand volume
de donne´es. Ces me´thodes line´aires HR ont surtout e´te´
de´veloppe´es dans le domaine de la goniome´trie [1, 3], ([4],
chap. 5), [5, 7]. Parmi les quatre me´thodes HR line´aires ci-
te´es, on s’inte´resse dans cet article a` l’algorithme SWEDE
de [1] car son principe de fonctionnement est une ge´ne´-
ralisation des algorithmes PM et BEWE. Cet algorithme
est applique´ a` l’estimation de retards de propagation, afin
de mesurer de fines e´paisseurs de reveˆtements routiers, a`
l’aide d’un syste`me radar impulsionnel (GPR) fonction-
nant dans le domaine des ondes centime´triques. Actuelle-
ment, ce type de radar pre´sente une re´solution temporelle
limite´e (de l’ordre de 5 cm environ), qui s’ave`re insuffi-
sante pour satisfaire le controˆle de nouveaux reveˆtements
routiers (de l’ordre de 1 a` 3 cm d’e´paisseur). Cet article
s’inscrit dans le cadre de la de´marche initie´e dans [8], pour
ame´liorer les performances de radars conventionnels.
En premier lieu, on adapte l’algorithme SWEDE a` l’ap-
plication radar, en prenant en compte la forme de l’impul-
sion dans le formalisme de l’algorithme. Ensuite, cet ar-
ticle propose deux ame´liorations possibles de l’algorithme
SWEDE. La premie`re est ne´e du constat que la proce´dure
de blanchiment du bruit, initialement propose´e dans [1],
n’est pas optimale, introduisant un biais sur l’estimation
des parame`tres dans certaines configurations. On corrige
cet inconve´nient en utilisant une me´thode de blanchiment
qui permet la diagonalisation totale de la matrice de co-
variance du bruit. L’objectif de la seconde ame´lioration
consiste a` diminuer la complexite´ calculatoire de l’algo-
rithme ESPRIT, en combinant le principe de fonctionne-
ment de SWEDE a` celui d’ESPRIT. On obtient ainsi un
nouvel algorithme, baptise´ ESPRITWED pour ESPRIT
Without Eigen Decomposition, qui ge´ne´ralise a` SWEDE
le travail initialement propose´ par [2] en traitement d’an-
tennes. A l’instar de [1], les deux modifications propose´es
supposent que la matrice de covariance du bruit est connue
ou mesurable.
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2 Formulation du proble`me
La structure de la chausse´e est conside´re´e comme un mi-
lieu stratifie´, compose´ de K couches homoge`nes de faible
contraste die´lectrique, et dont on ne´glige la rugosite´ de sur-
face aux fre´quences usuelles (1 a` 2 GHz). Chaque couche
est caracte´rise´e par son e´paisseur et sa constante die´lec-
trique relative. En configuration standard de mesures ra-
dar, i.e. radar monostatique en champ lointain, chaque
interface du milieu donne lieu a` une onde re´fle´chie. Si le
milieu est a` faibles pertes, les diffe´rents e´chos sont simple-
ment des copies retarde´es de l’impulsion radar e(t). Les
amplitudes des e´chos, sk, de´pendent du contraste die´lec-
trique entre les couches du milieu par l’interme´diaire des
coefficients de re´flexion de Fresnel. Dans le domaine fre´-
quentiel, le signal rec¸u est une combinaison line´aire d’ex-
ponentielles complexes (cisso¨ıdes) module´es par la trans-
forme´e de Fourier de l’impulsion radar, a` laquelle s’ajoute
un bruit blanc gaussien centre´ d’e´cart-type σ.
r˜(f) =
K∑
k=1
ske˜(f)e
−2jpifTi + b˜(f) (1)
Dans cette expression, le terme .˜ repre´sente la transforme´e
de Fourier du signal temporel rec¸u. Cette forme mathe´ma-
tique de l’observation est adapte´e a` la mise en oeuvre des
techniques d’analyse spectrale pour estimer les retards de
propagation. Si N de´signe le nombre de fre´quences dans
une bande B, le vecteur d’observation r peut s’e´crire sous
la forme matricielle suivante :
r = ΛAs+ b (2)
Ce vecteur r repre´sente indiffe´remment le re´sultat de la
FFT d’un signal radar impulsionnel (GPR), ou des me-
sures obtenues avec un radar a` saut de fre´quences. Pour
simplifier, on conside`re par la suite que les fre´quences
sont e´quiespace´es de ∆f . Λ repre´sente la matrice diago-
nale comportant la transforme´e de Fourier de l’impulsion,
A est la matrice comportant le vecteur mode`le a(Tk) =[
e−2jpif1Tk e−2jpif2Tk . . . e−2jpifN Tk
]T
, tel que
A = [a(T1) a(T2) . . . a(TK)]. s est le vecteur d’amplitude
des sources et b, le vecteur du bruit. En notant Γs et σ
2Σ
la matrice de covariance de sources et du bruit respecti-
vement, la matrice de covariance des observations s’e´crit
sous la forme suivante :
Γ = Λ AΓsA
HΛH + σ2Σ (3)
3 SWEDE avec diagonalisation to-
tale de la matrice de covariance
du bruit
Parmi toutes les variantes de SWEDE que [1] a propo-
se´es, la version SWEDE(G) re´alise le meilleur compromis
entre complexite´ et performances. Son adaptation a` l’es-
timation de retards en prenant en compte la forme de
l’impulsion radar est de´taille´e dans [9].
Le fonctionnement de l’algorithme SWEDE repose sur le
partitionnement suivant de la matrice des vecteurs sources
A (2) :
AH =
[
AH1 A
H
2 A
H
3
]
(4)
avec A1, A2 et A3 de dimensions K × K, K × K et
N − 2K ×K respectivement, et avec N ≥ 3K. Par suite,
la matrice de covariance de l’observation Γ est partition-
ne´e en 9 sous matrices-blocs de dimensions correspon-
dantes. Chacune des sous matrices-blocs s’e´crit sous la
forme Γij = ΛiAiΓsA
H
j Λ
H
j + σ
2Σij = Γ
H
ji , avec Λ1,2,3
les blocs diagonaux de la matrice Λ de´finie dans l’eqn.
(2), de dimensions K ×K, K ×K et N − 2K ×N − 2K
respectivement.
La me´thode SWEDE utilise les blocs non diagonaux de la
matrice de covariance, i.e. Γij pour i 6= j [1]. Elle n’est
the´oriquement pas perturbe´e par la pre´sence de bruit, en
supposant que la matrice de covariance de bruit est dia-
gonale par blocs. Dans le cas d’un bruit quelconque pour
lequelΣij 6= 0, la me´thode conventionnelle de blanchiment
du bruit consiste a` multiplier le vecteur des observations
par la matrice Σ−1/2, tel que y = Σ−1/2r. Cette me´thode
implique un couˆt calcul important, de l’ordre de N2 ope´-
rations arithme´tiques. [1] propose d’annuler les blocs Σ13
et Σ23 de la matrice de covariance du bruit en multipliant
les donne´es par la matrice Q suivante :
Q =


I 0 0
0 I 0
Q31 Q32 I

 (5)
ou` Q31 = (Σ32Σ
−1
22 Σ21 − Σ31)(Σ11 − Σ12Σ
−1
22 Σ21)
−1 et
Q32 =
(
Σ31Σ
−1
11 Σ12 −Σ32
) (
Σ22 −Σ21Σ
−1
11 Σ12
)−1
.
La multiplication du vecteur des observations r par la ma-
trice Q peut eˆtre re´alise´e en O(NK) ope´rations arithme´-
tiques [1]. Apre`s blanchiment, la matrice de covariance des
observations s’e´crit sous la forme :
Γw = QΓQH =


Γw11 Γ
w
12 Γ
w
13
Γw21 Γ
w
22 Γ
w
23
Γw31 Γ
w
32 Γ
w
33

 (6)
Ce blanchiment produit une diagonalisation par blocs par-
tielle de la matrice du bruit sous la forme suivante (ou`
Σw12 = Σ12 est le bloc non diagonal non nul restant) :
Σw = QΣQH =


Σ11 Σ12 0
Σ21 Σ22 0
0 0 ×

 (7)
En conse´quence, la version orginelle de SWEDE produit
une estime´e biaise´e des retards de propagation pour cer-
taines configurations de la matrice de covariance du bruit.
Pour corriger cet inconve´nient, nous proposons d’utiliser
une matrice Q de la forme :
Q =


I 0 0
Q21 I 0
Q31 Q32 I

 (8)
avec Q21 = −Σ21Σ
−1
11 , Q31 = −Q32Σ21Σ
−1
11 −Σ31Σ
−1
11 et
Q32 = (Σ31Σ
−1
11 Σ12 −Σ32)(Σ22 −Σ21Σ
−1
11 Σ12)
−1.
Dans ce cas, la matrice de covariance du bruit apre`s blan-
chiment retrouve une structure comple`tement diagonale
par blocs tel que :
Σw = QΣQH =


Σ11 0 0
0 × 0
0 0 ×

 (9)
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Ce nouvel algorithme appele´ FBD-SWEDE dans [9] (pour
Full Block Diagonalization-SWEDE) permet d’annuler le
terme Γw12, a` l’origine du biais re´siduel de la version ini-
tiale de SWEDE.
En pratique, le calcul des retards de propagation est de´-
duit de la position des maxima du pseudo-spectre. Cette
e´tape de l’algorithme ne´cessite une charge de calcul impor-
tante selon le pas d’e´chantillonnage temporel. Nous pro-
posons d’utiliser au paragraphe suivant le principe de la
me´thode ESPRIT pour avoir un calcul direct des para-
me`tres.
4 ESPRITWED : ESPRIT Without
Eigen Decomposition
L’ide´e de re´duire la complexite´ calculatoire de l’algo-
rithme ESPRIT en utilisant une me´thode a` sous-espace
line´aire a e´te´ initalement propose´e par [2] en 1994. Cette
partie tente de ge´ne´raliser ce travail en faisant intervenir
l’algorithme SWEDE d’une part, et d’autre part, en uti-
lisant un formalisme simplifie´. D’apre`s le partitionnement
de la matrice des vecteurs sources A en trois sous matrices
(eqn. 4), il est aise´ de ve´rifier que A2 = A1Φ. Cette rela-
tion fait intervenir un ope´rateur de rotation, i.e. la matrice
diagonale Φ de´finie telle que :
Φ = diag
(
e−2ipiK∆fT1 , ..., e−2ipiK∆fTK
)
(10)
De manie`re e´quivalente a` l’algorihme ESPRIT, l’estima-
tion des valeurs propres de Φ permet de de´duire la va-
leur des retards de propagation Tk. On pre´sente ci-apre`s
le moyen de calculer ces valeurs propres a` partir de l’al-
gorithme SWEDE et apre`s le blanchiment du bruit par la
matrice de´fini par l’eqn. (5). Les relations a` appliquer dans
le cas de la seconde me´thode de blanchiment, propose´e a`
l’eqn. (8), sont de´taille´es dans [9].
Apre`s blanchiment, la matrice de covariance des observa-
tions s’e´crit sous la forme (6). Dans cette expression, les
blocs Γw13 et Γ
w
23 de la matrice de covariance des observa-
tions sont insensibles a` la pre´sence du bruit, et sont de´finis
telles que :
Γw13 = Γ11Q
H
31 + Γ12Q
H
32 + Γ13 (11)
Γw23 = Γ21Q
H
31 + Γ22Q
H
32 + Γ23 (12)
Le principe d’ESPRITWED reside dans la relation line´aire
suivante :
Γw13 = YΓ
w
23 (13)
En inte´grant les e´quations (11) et (12) dans l’e´quation
(13), cette dernie`re relation devient alors :
Λ1A1ΓsG = YΛ2A2ΓsG (14)
avec G = AH1 Λ
H
1 Q
H
31+A
H
2 Λ
H
2 Q
H
32+A
H
3 Λ
H
3 . Sachant par
hypothe`se que N − 2K ≥ K et que la matrice G est de
dimension (K,N−2K), alors la pseudo-inverse de Moore-
Penrose de la matrice G existe et la relation (14) devient :
A1Φ
−1A−11 = P (15)
avec la matrice P de´finie par :
P = Λ1
−1YΛ2 (16)
La relation (15) indique que les matrices P et Φ−1 sont
similaires, et partagent les meˆmes valeurs propres. En pra-
tique, on estimera les e´le´ments de Φ−1 a` partir des valeurs
propres de P. Cette dernie`re matrice est estime´e a` partir
des mesures par la relation (16), ou` Y est obtenue par
les moindres carre´es ci-dessous (la solution aux moindres
carre´s totaux n’a pas e´te´ utilise´e ici du fait de son couˆt de
calcul plus e´leve´).
Y = Γw13Γ
wH
23
(
Γw23Γ
wH
23
)−1
(17)
Finalement, le principe de l’algorithme ESPRITWED se
de´roule suivant les 5 e´tapes suivantes (le nombre d’e´chos
K ayant e´te´ estime´ par un crite`re de de´tection [6]) :
– Calcul des e´le´ments Γw13 et Γ
w
23 par les relations (11) et
(12). La matrice de covariance Γij est estime´ a` partir
de M mesures inde´pendantes de ri = ΛiAis + bi
(i = 1, 2, 3) sur les trois sous-bandes adjacentes de
fre´quences.
– Estimation de Y par (17).
– Estimation de P par (16).
– Calcul des valeurs propres de P
– Calcul des retards de propagation a` partir des argu-
ments des valeurs propres de P.
En comparaison de SWEDE, ESPRITWED avec le blan-
chiment de SWEDE propose´ en [1] est optimal d’une part,
garantissant une estimation non biaise´e des retards de pro-
pagation. En effet, la me´thode propose´e utilise les deux
seuls e´le´ments (Γw13 et Γ
w
23) de la matrice de covariance
des observations qui ne sont pas affecte´s par la pre´sence
du bruit. D’autre part, on obtient directement les valeurs
des parame`tres, en e´vitant le calcul du pseudo-spectre et
la recherche de ses maxima.
5 Simulations
Les donne´es ve´rifient les hypothe`ses du mode`le d’obser-
vation de´fini par l’eqn. (2), et comportent 2 e´chos. Les
sources sont conside´re´es de´corre´le´es. Le vecteur d’obser-
vation comporte 41 e´chantillons espace´s de 50 MHz dans
une bande de fre´quences de 2 GHz. Nous effectuons un
moyennage d’ensemble pour estimer la matrice de cova-
riance a` partir de M = 200 re´alisations inde´pendantes. La
dimension de l’espace signal est fixe´e au nombre d’e´chos
attendus, i.e. deux. Cette dimension devrait eˆtre estime´e
en pratique par un crite`re de de´tection [6]. L’impulsion ra-
dar est de type ”ricker”, i.e. obtenue par de´rivation d’une
impulsion gaussienne. La fre´quence centrale de l’impulsion
est 1.5 GHz. Le rapport signal sur bruit (RSB) est de´fini
a` partir de la puissance du premier e´cho et de la puissance
du bruit. La puissance du premier e´cho est de 0 dB et celle
du second est de -6 dB. L’e´paisseur de la premie`re couche
du milieu stratifie´ est de 1 cm, et le RSB est variable. Le
bruit ge´ne´re´ est corre´le´ et colore´, i.e. la matrice de cova-
riance du bruit est hermitienne non diagonale et de´finie
positive.
Les figures (1) et (2) pre´sentent le taux d’e´chec et l’e´cart
type obtenus lorsque le taux d’e´chec est infe´rieur a` 1%
sur l’e´paisseur en fonction du RSB. Le taux d’e´chec et
l’e´cart-type sont calcule´s a` partir de 500 re´alisations inde´-
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pendantes obtenues par les trois versions de l’algorithme
SWEDE discute´es dans cet article : a) SWEDE apre`s le
blanchiment propose´ par [1] (eq. (7)) nomme´ SWEDE(a),
b) SWEDE apre`s le blanchiment de l’eq. (9) nomme´
SWEDE(b), c) ESPRITWED. Le crite`re de taux d’e´chec
choisi consiste a` dire que pour deux temps de retard de
propagation distinctes T1 et T2 avec (T1 < T2), espace´es
de ∆τ = T2 − T1, l’estimation n’est valide´e que si l’algo-
rithme donne deux temps de retard de propagation dans
l’intervalle [T1 −∆τ/2 , T2 + ∆τ/2].
La figure (1) donne le taux d’e´chec en fonction du RSB.
Notons que pour avoir un taux d’e´chec infe´rieur a` 1%,
le RSB doit eˆtre supe´rieur a` 26 dB, 18,5 dB et 15 dB
pour les me´thodes SWEDE(a), SWEDE(b), et ESPRIT-
WED respectivement. La me´thode ESPRITWED posse`de
un pouvoir de re´solution supe´rieur aux deux autres me´-
thodes. SWEDE(b) posse`de une meilleure re´solution que
SWEDE(a). La figure (2) donne l’e´cart-type obtenu lorsque
le taux d’e´chec est infe´rieur a` 1% en fonction du RSB pour
les trois me´thodes pre´sente´es dans cet article. Comme at-
tendu, l’e´cart-type diminue lorsque le RSB diminue. De
plus, dans une configuration de bruit colore´ et corre´le´,
l’e´cart-type des deux me´thodes propose´es est infe´rieur a`
celui de la me´thode SWEDE conventionnelle, i.e. SWEDE(a).
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Fig. 1 – Variations du taux d’e´chec en fonction du RSB,
obtenues avec a) SWEDE conventionnel apre`s le blanchi-
ment de l’eq. (7), b) SWEDE apre`s le blanchiment de l’eq.
(9), c) ESPRITWED.
6 Conclusion
Cet article a pre´sente´ deux modifications de l’algorithme
haute re´solution line´aire SWEDE dans le cas d’un bruit
quelconque. Les deux algorithmes propose´s ont e´te´ tes-
te´s en simulation pour estimer des temps de retard de
propagation a` partir d’un radar ge´ophysique. La premie`re
modification propose´e consiste a` ame´liorer le proce´de´ de
blanchiment du bruit sugge´re´ dans [1] par une diagonali-
sation totale de la matrice de covariance du bruit. La se-
conde modifications introduit l’algorithme ESPRIT dans
la formulation de SWEDE, re´duisant ainsi le temps de cal-
cul. Les re´sultats de simulation ont montre´ que ces deux
modifications permettent d’ame´liorer les performances de
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Fig. 2 – Variations de l’e´cart-type en fonction du RSB,
obtenues avec a) SWEDE apre`s blanchiment propose´ par
[1] (eq. (7)), b) SWEDE apre`s le blanchiment de l’eq. (9),
c) ESPRITWED.
l’algorithme SWEDE en termes de re´solution et de pre´ci-
sion.
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