We consider the problem of determining which of k simulated systems is most likely to be the best performer based on some objective performance measure. The standard experiment is to generate v independent vector observations (replications) across the k systems. A classical multinominal selection procedure, BEM (Bechhofer, Elmaghraby, and Morse), prescribes a minimum number of replications so that the probability of correctly selecting the true best system meets or exceeds a prespecified probability. Assuming that larger is better, BEM selects as best the system having the largest value of the performance measure in more replications than any other.
sure. The standard experiment is to generate v independent vector observations (replications) across the k systems. A classical multinominal selection procedure, BEM (Bechhofer, Elmaghraby, and Morse), prescribes a minimum number of replications so that the probability of correctly selecting the true best system meets or exceeds a prespecified probability. Assuming that larger is better, BEM selects as best the system having the largest value of the performance measure in more replications than any other.
We propose using these same v replications across k systems to form v k pseudoreplications (no longer independent) that contain one observation from each system, and again select as best the system having the largest value of the performance measure in more pseudoreplications than any other. We expect that this new procedure, AVC (aII vector comparisons), dominates BEM in the sense that AVC will never require more independent replications than BEM to meet a prespecified probabllit y of correct selection. We present analytical and simulation results to show how AVC fares versus BEM for different underlying distribution families, different numbers of populations and various values of v. We also present results for the closely related problem of estimating the probability that a specific system is the best.
INTRODUCTION AND MOTIVATION
Motivating Example:
As tactical war planning analysts, we are directed to provide the Joint Task Force Commander with the best plan to cripple the enemy's command and control.
"Best" means achieving the highest level of cumulative damage expectancy (CDE) against a selected set of targets given current intelligence estimates of enemy defense capabilities and available friendly forces. Our team prepares four independent attack plans and we simulate v replications across all four plans. For each replication we compare the CDE between each of the four plans. Since the chosen plan can only be executed a single time, we select as the best plan the one that has the largest CDE in most of the replications.
We consider the general problem of selecting the best of k >2 independent populations, ml, 7rz,.. .,~k, where in our context "populations" is taken to mean simulated systems. Thk is known as the multinominal selection problem (MSP). Let Xi = (x,,,xZ,, . . . . xk~) represent a vector of independent observations of some common performance measure across all populations on the ith replication. For each i, the best population is the population with the largest Xii. The goal is to find the population that is most likely to be the best performer among, the populations, as opposed to identifying the best average performer over the long run. Applications include selecting the best of a set of tactical or strategic military actions, as presented above. In the areas of marketing research or opinion surveys, we might determine the most popular brand, flavor, etc., or the most favored candidate or position on a political issue. .An example in the area of structural engineering is finding the design that performs best in a one-time cataetrophlc event, such as an earthquake.
The goal in any MSP is to achieve a prespecified probability of correctly selecting the best population with a minimum amount of data. The goal of MSP is to find the population mi associated with the largest pi. The paper is organized as follows: We first provide a brief review of MSP and the claesical approach to solving it. Then we describe our new procedure that uses the same data and increases the probability of correctly selecting the best population. Some analytical results are presented next, along with empirical results for a number of specific distributions for the Xj;. Finally, we describe the closely related problem of estimating pj, the probability that population j will be the best.
BACKGROUND
Bechhofer, Elmaghraby and Morse (1959) describe a single-stage procedure for selecting the multinominal event (population) which has the largest success probability. BEM requires the specification of P* (where I/k < P* < 1), a minimum probability of correctly identifying the population with the largest success probability (i.e., the best population), and 0" (where 1< 0" < oo), the ratio of the largest success probability to the second largest success probability. The procedure consists of the following steps:
1.
2.
3.
Procedure BEM
For given k and i3*, find the minimum value of v that guarantees that the probability of selecting the best population is at least P". Select v as the minimum number of independent vector observations required to achieve a probability of correct selection (PCS) greater than or equal to P* whenever 0 z 0:. If we obtain a PCS z P* with our selected v under the least favorable configuration (LFC) of p =
of at le~t P* can be guaranteed for any configuration of p with 0 2 Q:. K* ston and Morse (1959) prove that the LFC for BEM is given by
However, the PCS can be calculated for any con- 
NEW METHOD
We propose a method to provide a PCS greater than or equal to PCSbem using the same replications x~, i=l,2,..., v. In other words, an improvement in PCS for "free." We use the BEM parameters k, P*, and 0', and we execute the first step of BEM to find a value of v. This new procedure consists of the following steps:
2.
4.
Procedure AVC Given values for k, P', and 6*, use step 1 of procedure BEM to determine a value for v. As an example, suppose k = 3, v = 2. Then The (p -J) > 0 term in equation (6) shows that when X is the best population, AVC always shows an improvement in PCS over BEM. Similar analytical results have been obtained for exponential populations with k = 2,v = 3 and k = 3,v = 2. AddL tionally, results for continuous uniform populations (k= 2,v = 2,3; k = 3,v = 2) show an increase in PCS with AVC, but the increase is different than it is for the exponential populations.
As an illustration of how AVC compares to BEM for discrete d~tributions, let X -Bern@Z) and OBern@O) with p. > pO. For k = 2, v = 2, we have -p.) and P[ll = Pr{X < O} = l/2(p0 + 1 -p.). From equation (4) 
We again see S, term, (pZ -po) >0 in Equation (7), which shows an improvement in PCS with AVC when X is the better population. We have determined that the increase in PCS with AVC can be attributed to a subset of the total possible rank orders. Most rank orders result in the same conclusion with either BEM or AVC!. For illustration consider k = 2. For any rank order with 2[21 > v2/2, AVC always makes the correct selection, however; for values of 2[21 close to v2/2, BEM can make an incorrect selection. We refer to such rank orders as a. gain.
Similarly, for rank orders with 2[21 < v2/2, AVC always makes an incorrect selection; however, for such values of 2[21 close to V2/2, BEM can make a correct selection. We refer to such a rank order as a loss.
Given a particular rank order, the probability of a gain (loss) is simply the fraction of the time AVC is correct and BEM is incorrect (BEM is correct and AVC is incorrect). The contribution to the overall PCS is then the probability of obtaining a particular rank order times the probability of the gain or loss with that rank order.
Summing this contribution over all possible rank orders with a gain or loss provides an alternative way to quantify the difference in PCS between BEM and AVC. Calculations using this approach with exponential and continous uniform populations (k = 2, v = 2,3; k = 3, v = 2) match results for finding the gain in PCS by taking PCS'VC -PCSbem. Our conjecture is that we can systematically identify all rank orders with a gain or a loss and then group these gains and losses in some faehlon to show the sum of the probabilities of the gains exceeds the sum of the probabilities of the losses. When trying to pick the best system out of k systems, there are many instances when thk selection should be based on one-time performance rather than longrun average performance.
Multinominal selection procedures provide a framework for defining such a problem, and Procedure BEM is the classical approach for solving it. Procedure AVC is an alternative approach designed to obtain a higher PCS by performing all possible comparisons across all systems for a given set of system performance data. Construction of prc edure AVC closely follows that of BEM allowing re searchers to easily move from a standard approach to our new approach.
Given fixed values of k, P*, and 0", we conjecture that PCSavc z PCSbem. An interesting question is how many fewer replications are needed for an AVClike procedure to perform just as well as BEM. Table 2 presents some preliminary comparisons of the minimum number of independent replications needed to achieve a given P* for AVC and BEM. Values for BEM are taken from Bechhofer, Santner, and Goldsman (1995) .
The AVC values are from simulations (10,000 replications) using exponential populations under the LFC for BEM. As P' increases and the difference between the best population and the other populations decreases, we see a more dramatic reduction in the number of vector observations needed with AVC to achieve the same P*. 
