This paper presents a new analysis tool for predicting the closed-loop performance of a robust constrained Model Predictive Control (MPC) scheme. Currently, performance is typically evaluated by numerical simulation, leading to extensive computation when investigating the effect of controller parameters, such as horizon length, cost weightings, and constraint settings. The method in this paper avoids this computational burden, enabling a rapid study of the trades between the design parameters and performance. Previous work developed an MPC scheme employing constraint tightening to achieve robust feasibility and constraint satisfaction despite the action of an unknown but bounded disturbance. This paper shows that the expected performance of that scheme can be predicted using a combination of the gains of two linear systems, the optimal control for the unconstrained system, and a candidate policy used in performing the constraint tightening. The method also accounts for possible mismatch between the predicted level of disturbance and the actual level encountered. The predictions are compared with simulation results for several examples.
I. Introduction

Model Predictive Control (MPC)
5 is a promising technology for many aerospace applications. 1, 3, 7, 8 It uses the on-line solution of a numerical optimization problem and can readily accommodate hard constraints, such as relative position tolerances (or "error boxes") in spacecraft formation flight 3 and collision avoidance in UAV guidance.
1 Stability and robustness results for constrained MPC are well-addressed by existing work (see, for example, Ref. 6 ). However, robust performance of MPC is rarely considered analytically, but typically evaluated by numerical simulation instead. If various controller settings are to be investigated, this requires extensive computation. The contribution of this paper is a method of analytically predicting the performance of a system controlled by MPC, enabling rapid investigation of the effect of controller parameters without recourse to extensive simulation.
In Ref. 2 , the authors describe a formulation for MPC offering robust feasibility, guaranteeing feasibility of each optimization and satisfaction of the constraints in the presence of an unknown but bounded disturbance. This method is an extension of an earlier work 4 involving tightening constraints and retaining a "margin" in each plan for compensation against future disturbances. The margin is chosen such that a predetermined feedback policy can always be employed to counteract the disturbance, although in practice the on-line optimization usually finds a better solution than the application of that policy. While robust constraint satisfaction can imply bounds on the performance, e.g. the rate of fuel use of a spacecraft is clearly limited if its thrust at any time is limited, such bounds are very conservative. The new prediction method in this paper considers the expected performance. Fig. 1 gives an overview of the performance prediction method. Fig. 1(a) shows the block diagram of the prediction method, in particular the roles of the actual and predicted disturbance levels. Fig. 1(a) , z is the performance output. In Fig. 1(b) , W max is the greatest level of predicted disturbance that allows a feasible optimization. The two shaded areas are those in which performance predictions can be made. the designer's estimate of the actual disturbance level. It forms a disturbance model that is used to make the controller robust. The new performance analysis is based on two observations of the variation of performance over the space of actual and predicted disturbance levels, shown in Fig. 1(b) . The first observation is that, if the actual disturbance is sufficiently low, corresponding to the lightly-shaded unconstrained region in Fig. 1(b) , the controller behaves like the optimal finite-horizon regulator for the unconstrained system. This is not surprising in itself, but one of the contributions of this paper is a method of quantifying "sufficiently low" for this behavior. Observe that the upper limit of the unconstrained region varies with the predicted disturbance, as this determines the constraint tightening. The second observation is that, at the limit of feasibility, shown by the heavy line on the right of Fig. 1(b) , the controller behaves like the predetermined candidate control used to determine the margin. Beyond the limit of feasibility, the constraint tightening means the problem is always infeasible, but right at the limit, it has only one solution available and its behavior is therefore predictable. Between the end of the unconstrained region and the limit of feasibility lies the transition region, shaded dark gray in Fig. 1(b) . In this region, we approximate the performance by a smooth interpolation between the unconstrained behavior and the predetermined control policy. The key technical challenges of performing the prediction are determining, analytically, the limit of feasibility and the upper limit of the unconstrained region of operation.
The paper begins with a definition of the problem, in Section II. Section III reviews the robust MPC algorithm. The analytical prediction of performance is described in Section IV. Finally, Section V compares the performance predictions with numerical simulations for several examples.
II. Problem Statement
The aim is to control a linear system with discretized dynamics, a constrained output, performance output and disturbance input
where
Ny is the constrained output and z(k) ∈ Nz is the performance output. The pair (A, B) is assumed to be controllable. The matrices C and D are chosen by the designer to form the outputs, which are constrained to remain within a bounded set
This form of output constraints can capture both input and state constraints, or mixtures thereof, such as a limited control magnitude or an error requirement. The set Y, also chosen by the designer, is a polytope defined by
The disturbance is unknown but bounded. It is to be assumed uncorrelated and uniformly distributed in a hypercube
We do not assume that W a is known a priori : the disturbance model for control design, described in Section III, uses a different value of the bound. Thus the prediction method considers the implication of inaccurate disturbance modeling.
III. Robustly-Feasible MPC
Define robust MPC optimization problem P(x(k), W p ), starting from state x(k) with predicted disturbance bound W p , as follows
subject to
where N is the planning horizon. The choice of N is the responsibility of the designer, but the analysis tool presented in this paper enables investigation of its effect on performance. R and Q are symmetric weighting matrices, with Q positive definite and R positive semi-definite. The set Y(j; W p ) denotes the constraints on the j th predicted step, tightened to accommodate a predicted disturbance level W p . Tightening is performed by the recursion
where the set B ∞ (W p ) is the predicted disturbance set. As discussed in Section II, the predicted disturbance limit W p is not assumed to be equal to the actual limit W a . The operator ∼ denotes the Pontryagin difference 9 defined by
A Matlab routine is available 10 for calculating the Pontryagin difference between two polytopes, and the result is also a polytope, with only the right-hand side of the inequalities changed, 11 i.e. of the form
where the values of q n (j; W p ) are determined by the Pontryagin difference algorithm. The controller K H in (13) is chosen by the designer such that the static linear feedback control law u = K H x makes the system nilpotent in at most N steps. Also in (13), define L H (j) as the state transition matrix for the closed-loop system under this control law
The problem defined above is employed in the following algorithm. Since the origin 0 is an invariant terminal constraint set and, for
For brevity, only an outline is given here. Assuming that a feasible solution is known for problem P (x(k), W p ), then a solution can be constructed for problem P (x(k + 1), W p ) by shifting the previous solution by one step and adding a perturbation using controller K H to accommodate the disturbance. Since this solution can be shown to be feasible for problem P (x(k + 1), W p ) for all disturbances obeying (4), it follows that the optimization itself is feasible. Thus feasibility at time k implies feasibility at time k + 1, and the theorem follows by recursion. Remark 1. The formulation shown above is specialized to suit the performance analysis method developed in this paper. Robust feasibility can be proven under much more general conditions, 2 with generalized cost function and terminal constraints, no requirement to find optimal solutions at each step, and without the assumption of any particular distribution of the disturbance within its bounding set.
IV. Analytical Performance Prediction
The performance prediction is expressed in the following conjecture. The expected steady-state performance of a system (1a) under the control of Algorithm 1, expressed as the RMS value of the performance output (1c), for predicted and actual disturbances obeying
where • G(K) is the gain, from the infinity-norm of the disturbance to the two-norm of the output, of the system under a static, stabilizing, linear control u(k) = Kx(k)
• K L is the finite-horizon LQR controller for the unconstrained system
is the level of actual disturbance at which the constraints, tightened for predicted disturbance W p , begin to influence the performance. This defines the line separating the transition region and unconstrained region in Fig. 1(b) .
• W max is the highest level of predicted disturbance W p that has a non-empty set of feasible initial states for the optimization P(x(k), W p )
• λ(W a , W p ) is an interpolation function such that λ(W C (W p ), W p ) = 0 for any W p (i.e. on the dividing line between constrained and unconstrained regions in Fig. 1(b) ) and λ(W a , W max ) = 1 for any W a = 0 (i.e. at the limit of feasibility). With this definition, the performance gain is G(K L ) at the edge of the unconstrained region and G(K H ) at the limit of feasibility.
The above is the mathematical expression of the observations expressed in Fig. 1(b) . The following subsections describe how these quantities are calculated.
A. Gain under Linear Control
Under the assumptions concerning the disturbance made in Section II, the covariance matrix of the disturbance for unit input level W a = 1 is given by
Then, under the assumption that the state and input can be treated as normal random variables, the system gain is given by
with C and X satisfying
is the state covariance matrix under control K and can be found by solving the Lyapunov equation for its positive-definite solution. The validity of this analysis will be demonstrated by examples in Section V.
Remark 2. (Alternative Performance
Metric) It may be desirable to express the performance in terms of a quadratic cost
whereQ andR are weighting matrices for the cost under investigation and need not match those used in the optimization cost (6) . This can be achieved by setting
using the Cholesky factorsQ TQ =Q andR TR =R.
B. Unconstrained Control Solution
The controller K L is the unconstrained finite-horizon LQR solution, found by solving the following Ricatti equation
It is also necessary to express the predicted outputs associated with the unconstrained solution as a function of the initial state x(k). Write
and the matrix L is the state transition matrix given by recursion
These relations are used in Section D to find the limit of the unconstrained region.
C. Limit of Feasibility
The problem P(x(k), W p ) becomes more constrained as the predicted disturbance W p is increased. The limit of feasibility W max is defined as the greatest value of W p for which the set of feasible initial states for the problem P(x(k), W p ) is non-empty. Since the terminal constraint is the origin, the problem will be infeasible if the origin is not contained in the tightest constraint set Y(N ; W p ) defined in (13). Therefore the limit of feasibility is found by solving the following optimization
By the definition of the Pontryagin difference (14), the condition
Further, if A is convex and B is a mapping of a unit hypercube of dimension N w through a matrix M, this can be expressed in terms of the vertices of B
where v i are the vertices of the unit hypercube, which can be evaluated straightforwardly. Extending this principle to the recursion for Y(N ; W p ) in (13) gives the following optimization to find W max
Observe that the constraint has to be evaluated for all combinations of vertices of the unit hypercube. Since Y is a polytope (3), this can be rewritten as
which can be readily found, despite the large numbers of constraints to check.
D. Limit of Unconstrained Operation
The quantity W C (W p ) is the greatest value of the actual disturbance W a for which the constraints, tightened for a predicted disturbance W p , do not significantly influence the control performance. This corresponds to the division between the unconstrained region and the transition region, shown in Fig. 1(b) . To calculate W C (W p ), we find the value of actual disturbance W a for which, if the closed-loop system behaves like the unconstrained optimal control u(k) = K L x(k), then 95% of the solutions to the optimal unconstrained problem (26) satisfy the constraints. The choice of 95%, as opposed to any other probability, is arbitrary and will be checked in simulations in Section V.
If the system behaves like the unconstrained optimal control, and assuming that the state can be treated as a Gaussian random variable, then with 95% probability, the state resides in an ellipsoid
where X(K L ) is the state covariance matrix (20) under unconstrained control (25). This can be rewritten as a norm bound
where the matrix
is taken to be the positive definite solution to the Lyapunov equation (20), the matrix Y exists and is invertible. Since the constraints (11) are of the form
we use (34) to derive a bound (for 95% probability) on the quantity p T n y(k + j|k) as follows
where F(j) are given by (26). Therefore, using the limits q n (j; W p ) for the tightened constraints (15), the unconstrained solution is feasible, with 95% probability, if
Then the value of W C (W p ) can be found by finding the greatest value of W a for which all conditions (35) hold, which can be done by simply checking each constraint and taking the minimum value
E. Interpolation Function
The function λ(W a , W p ) is used in the transition region for interpolation between the unconstrained regime and the limit of feasibility
where r > 2 gives a smooth transition away from the unconstrained performance. As
Finally, the calculations described in the subsections above are combined in the following algorithm for performance prediction. 3. Calculate the unconstrained controller K L using (25), gains G(K L ) using (19) and form the constraints q n (j; W p ) (15) using (12) and (13) 4. Calculate W C (W p ) using (36)
6. Calculate gain G(K H ) and interpolation function λ using (37) and return
V. Examples
This section demonstrates the performance prediction approximation (18) by comparing analytical predictions with simulation results for a variety of systems. The first two examples in this section investigate the variation of performance with actual and predicted disturbances, exploring the space shown in Fig. 1(b) . The third example shows variation of performance with constraint limits, demonstrating the application of the analytical performance prediction to studying trades between design parameters. The constraints are a unit bound on the infinity norm i.e. a unit magnitude bound on each element
The optimization costs and performance metric, using the form in Remark 2, are identical, penalizing the control energyQ = Q = I 2R = R = 100
The problem was solved with a horizon of N = 6 steps. The expected disturbance W p and actual disturbance W a were varied between 0 and the appropriate W max , precalculated for each system. In the prediction results (Figs. 2(a) and 2(c)), the unconstrained region is white and the transition region shaded gray. In both cases, the predictions closely match the results of the simulations. Fig. 3 shows an example in which the constraint levels are varied. The example uses the neutrally-stable system matrix A 1 . The predicted disturbance W p is fixed at 80% of the maximum W max and the actual disturbance W a at 80% of W p . The constraints are
where Y 1 and Y 2 are variable limits on the position and velocity, respectively, whose effect is to be investigated. In the transition region, shaded gray in Fig. 3(a) , the exact level of performance is underestimated by the prediction method. However, the predictions still capture important trends in the performance. The limiting values of Y 1 and Y 2 at which the constraints become significant are accurately predicted, as are the limits of feasibility. Also, the prediction correctly identifies regions in which the performance depends on Y 1 but not Y 2 and vice versa, as well as the line of transition between. Hence it can be seen that the prediction method allows the designer to assess the impact of design decisions such as constraint settings. 
VI. Conclusion
This paper has presented a method of analytically predicting the expected closed-loop performance of a system using a form of robust Model Predictive Control. This enables trade studies on the effect of controller parameters to be performed without extensive numerical simulation. The prediction method has been demonstrated for several example systems and compared to simulation results. It has been shown to correctly identify trends in performance as a function of disturbance levels and constraint settings. 
