Abstract-Parallel computing has become a standard tool with architectures such as Google MapReduce, Hadoop, and Spark being broadly used in applications such as data processing and machine learning. Common to these systems are a fork operation, where jobs are first divided into tasks that are processed in parallel, and a join operation where completed tasks wait for the other tasks of the job before leaving the system. The synchronization constraint of the join operation makes the analysis of fork-join systems challenging, and few explicit results are known. In this work, we formulate a max-plus server model for parallel systems which allows us to derive performance bounds for a variety of systems in the GI j GI and G j G cases. We contribute end-to-end delay bounds for multi-stage fork-join networks. We perform a detailed comparison of different multi-server configurations, including an analysis of single-queue fork-join systems that achieve a fundamental performance gain. We compare these results to both simulation and a live Spark system.
INTRODUCTION
T HERE are many models and many implementations of parallel computing systems. The simplest is a traditional load balancing system where jobs are submitted to the system and dispatched to one of many servers. Other architectures fork jobs into tasks which are processed in parallel by the servers, and the results joined once all tasks complete. This join is a synchronization constraint on the output of the system. In addition to the forking/non-forking behavior of different parallel computing architectures, the location and nature of the queueing of jobs and tasks can have a dramatic effect. Specifically, whether the system has a single centralized queue that dispatches jobs and tasks to servers as they become available, or multiple queues, one at each server.
These two dichotomies, load balancing versus forking and single-queue versus multi-queue, create a matrix of four types of parallel systems, and each is plausibe in different situations. Under load balancing no job's processing is sped up, since each job is assigned in its entirety to a single server. In a forking system jobs may finish faster than if they had to run on a single server, but a job must wait for all of its tasks to finish before departing the system; if one task is delayed then the entire job suffers, and as the number of tasks increases so does the chance that one of them will be delayed.
There are also trade-offs in the queueing dimension. Consider for example the MapReduce model of parallel computation which has become extremely popular, with implmentations such as Google's MapReduce [2] , Hadoop, and Apache Spark [3] . A MapReduce program typically operates on a large dataset that is divided into "slices" and distributed amongst the servers. In a map stage a function is applied in parallel to the records in these slices. In a single-queue system, each task is assigned to the first available server. Therefore the task processing a certain slice may not be assigned to the server which holds that slice, requiring slices to be shuffled between servers. A MapReduce system could therefore reasonably be implemented to behave like either a singlequeue or multi-queue system. The default schedulers in both Hadoop MRv2/Yarn and Apache Spark have a single task queue, but the InputSplit interface in Hadoop MRv2 makes slice location information available to the scheduler, which would enable it to act as a multi-queue system.
In this paper we use the tools of max-plus network calculus to formulate a general definition of a parallel server and ðs; rÞ burstiness constraints, and derive bounds on the waiting and sojourn time distributions in the GI j GI and G j G settings. We then show that this model applies to the entire matrix of forking/non-forking and single-queue/multiqueue systems, as well as multi-stage fork-join systems, yielding specific performance bounds for each system type. We compare the bounds to simulation and to experiments run on a real Spark cluster. Additionally, we apply our result for the fork-join system to arrival and service process data extracted from publicly available cluster traces. We discover cases of significant correlations in some users' arrival processes, demonstrating the necessity of deriving bounds for the G j G case.
The most intensely studied fork-join model is the multiqueue one, depicted in Fig. 1 . Jobs are forked into k tasks and queued at k servers. The tasks are processed in order of arrival, and then the results joined after all tasks are
MAX-PLUS SYSTEM MODEL
We derive a set of results for a general parallel system in max-plus system theory. Max-plus system theory [18] , [19] , [22] , [23] , [24] , [25] , [26] is a branch of the deterministic [18] , [19] , [27] , respectively, stochastic network calculus [18] , [20] , [28] , [29] , [30] , [31] that can deal specifically with timestamps of jobs. In comparison to [14] , which is focused entirely on waiting and sojourn times of specific systems, the more general max-plus approach enables us to derive bounds for a wide variety of parallel systems as well as multi-stage fork-join networks. This also generalizes the Oðln kÞ scaling from [14] by considering general arrival and service processes. Throughout this work, we consider only the case of homogeneous servers, i.e., all servers have identical service time distribution. Heterogeneous servers can be dealt with in the same way by a notational extension. We show results for heterogeneous servers in [1] .
Notation and Queueing Model
We label jobs in the order of arrival by n ! 1 and let AðnÞ denote the time of arrival of job n. It follows for n ! m ! 1 that AðnÞ ! AðmÞ ! 0. For notational convenience, we define Að0Þ ¼ 0. Further, we let Aðm; nÞ ¼ AðnÞ À AðmÞ be the time between the arrival of job m and job n for n ! m ! 1. Hence, Aðn; n þ 1Þ is the inter-arrival time between job n and job n þ 1 for n ! 1. Similarly, DðnÞ denotes departure times. To model systems, we adapt the definition of g-server from [18, Definition 6.3 .1] using a notion of service process Sðm; nÞ that characterizes the cumulated service time of jobs m to n.
Definition 1 (Max-plus server). A system with arrivals AðnÞ
and departures DðnÞ is an Sðm; nÞ server under the max-plus algebra if it holds for all n ! 1 that DðnÞ max m2½1;n fAðmÞ þ Sðm; nÞg:
It is an exact Sðm; nÞ server if it holds for all n ! 1 that DðnÞ ¼ max m2½1;n fAðmÞ þ Sðm; nÞg:
The following Lemma 1 [18, Example 6.2.3] shows that the general class of G j G j 1 systems satisfy the definition of exact server. We phrase the result as a lemma including a proof as it serves as a template for subsequent systems. We use V ðnÞ to denote the time at which job n starts service.
Lemma 1 (Work-conserving system). Consider a lossless, work-conserving, first-in first-out system and let LðnÞ denote the service time of job n, where n ! 1. Define for n ! m ! 1 Sðm; nÞ ¼ X n n¼m
LðnÞ:
The system is an exact Sðm; nÞ server.
Proof. As the system is lossless, work-conserving, and serves jobs in first-in first-out order, job n ! 2 starts service at V ðnÞ ¼ maxfAðnÞ; V ðn À 1Þ þ Lðn À 1Þg;
(1) Fig. 1 . Multi-queue fork-join system. Each job is composed of k tasks with individual service requirements, that are distributed to k servers (fork). Once all tasks of a job are completed, the job leaves the system (join), i.e., the tasks of a job wait at the join step until all tasks of the job are completed.
and job 1 at V ð1Þ ¼ Að1Þ. By recursive insertion of (1)
for n ! 1. Since DðnÞ ¼ V ðnÞ þ LðnÞ, it follows with (2) that DðnÞ ¼ max m2½1;n fAðmÞ þ P n n¼m LðnÞg, which proves that the work-conserving system is an exact max-plus server.
t u
For the sojourn time of job n ! 1, defined as T ðnÞ ¼ DðnÞ À AðnÞ, it follows by insertion of Def. 1 that T ðnÞ ¼ max m2½1;n fSðm; nÞ À Aðm; nÞg:
The waiting time of job n ! 1 is W ðnÞ ¼ V ðnÞ À AðnÞ. fSðm; n À 1Þ À Aðm; nÞg
Here, we use the supremum since for n ¼ 1 (4) evaluates to an empty set. For non-negative real numbers the sup of an empty set is zero. While we used the definition of an exact server to derive the sojourn and waiting times, we note that the upper bound specified by the definition of a server is sufficient to provide upper bounds of sojourn and waiting times.
Statistical Performance Bounds
Next, we derive statistical performance bounds for servers as defined above. Throughout the paper, we generally assume that the arrival and service processes are independent of each other. Considering general arrival and service processes, the server is a G j G j 1 queue. The results enable us to generalize recent conclusions on the speed of the tail decay obtained for iid service times, i.e., for a GI service model, in [14] . We consider arrival and service processes that belong to the broad class of ðs; rÞ-constrained processes [18] . The parameters s and r specify an affine bounding function, i.e., intercept and slope, of the logarithm of the moment generating function (MGF), and can be thought of as a stochastic version of the burst and rate parameters of a leaky-bucket regulator. The MGF of a random variable X is defined as
where u is a free parameter. MGFs of a variety of relevant sources are known including periodic, regulated, Markov, and fractional Brownian motion processes [32] as well as empirical MGFs obtained from data traces [33] . In the following definition we adapt the ðs; rÞ constraint [18, Definition 7.2.1] to max-plus systems.
Definition 2 (ðs; rÞ-Arrival and Service Envelopes).
An arrival process is ðs A ; r A Þ-lower constrained if for all n ! m ! 1 and u > 0 it holds that E h e Similarly, a service process is ðs S ; r S Þ-upper constrained if for all n ! m ! 1 and u > 0 it holds that E h e uSðm;nÞ i e uðr S ðuÞðnÀmþ1Þþs S ðuÞÞ :
Considering the service times of jobs as in Lemma 1, we also apply Definition 2 to characterize the cumulative service process Lðm; nÞ ¼ P n n¼m LðnÞ by ðs L ; r L Þ. In the special case of GI arrival processes, Aðm; nÞ ¼ P nÀ1 n¼m Aðn; n þ 1Þ has iid inter-arrival times Aðn; n þ 1Þ. It follows that E Â e ÀuAðn;nþ1Þ
Ã for n ! 1. Next, we use that the MGF of a sum of independent random variables is the product of their individual MGFs, i.e., E Â e ÀuAðm;nÞ
Ã nÀm to derive minimal traffic parameters from Definition 2 as s A ðÀuÞ ¼ 0 and
Similarly for GI service processes, Sðm; nÞ is composed of iid service increments Sðn; nÞ, i.e., Sðm; nÞ ¼ P n n¼m Sðn; nÞ, so that it has minimal parameters s S ðuÞ ¼ 0 and
Parameter r A ðÀuÞ decreases with u > 0 from the mean to the minimum inter-arrival time and r S ðuÞ increases with u > 0 from the mean to the maximum service time. In the case of G j G arrival and service processes, the free parameter u > 0 has to satisfy r S ðuÞ < r A ðÀuÞ and
1 À e Àuðr A ðÀuÞÀr S ðuÞÞ :
In the special case of GI j GI arrival and service processes, u > 0 has to satisfy r S ðuÞ r A ðÀuÞ and a ¼ 1.
For the special case of GI j GI arrival and service processes, Theorem 1 recovers the classical bound for the waiting time of GI j GI j 1 queues [34] in the max-plus system theory. Like [34] and subsequent works in the stochastic network calculus [14] , [21] , [24] , [30] , [35] , [36] , the proof uses Doob's martingale inequality [37] . The proof for the G j G arrival and service processes adapts the approach from [18, Ch. 7] , [29] to max-plus systems. The important property of the G j G result is that it differs only by a constant factor a from the GI j GI result and otherwise recovers the characteristic exponential tail decay e Àut with the same maximal decay u.
Proof. We only show the proof of the sojourn time, as the proof of the waiting time follows similarly. G j G j 1 servers: We obtain from (3) [24] , [36] we have for non-negative UðmÞ for m ! 1 that xP max m2½1;n fUðmÞg ! x ! E½Uð1Þ:
We derive
E½Uð1Þ which completes the proof. t u
Example (The M j M j 1 Queue). The purpose of this example is to illustrate the relative tightness of the GI j GI and G j G bounds. We apply Theorem 1 to the M j M j 1 queue since exact reference results are available for this case. We note that the relation of stochastic network calculus and queueing theory has been investigated also in [24] , [35] . Given iid exponential inter-arrival and service times with parameters and m, respectively, (5) and (6) evaluate to
for u > 0, and
for u 2 ð0; mÞ. From the condition r S ðuÞ r A ðÀuÞ it follows that u m À under the stability condition < m. By the choice of the maximal u ¼ m À we have from Theorem 1 that
Compared to the exact CCDF of the sojourn time of the M j M j 1 queue, that is P T ðnÞ > t ½ ¼e ÀðmÀÞt see, e.g., [38] , the bound (10) has the same tail decay and differs only by the pre-factor m=. Therefore the bound becomes tighter if the utilization is high, in which case m= approaches one.
In Fig. 2 , we illustrate the bounds from Theorem 1 compared to the exact M j M j 1 CCDF. Clearly, the curves show the same tail decay, where the GI j GI j 1 bound provides better numerical accuracy compared to the G j G j 1 bound that has parameter a > 1. In the case of the G j G j 1 bound, the parameter u is optimized numerically to obtain the smallest delay bound. We note that the deviation of the bounds is due to relaxed assumptions. Particularly, Theorem 1 provides results for general, i.e., non-exponential and non-independent, interarrival and service times by substitution of the MGFs of the respective processes into Definition 2. We provide an example of how to use MGFs of empirical trace data in Section 3.
MULTI-QUEUE FORK-JOIN SYSTEMS
The multi-queue fork-join system is the standard fork-join model. We will generally refer to them simply as "fork-join" systems. Later in Section 6 we will study a single-queue variation on the standard fork-join model.
In a fork-join system, each job n ! 1 is composed of k tasks with service times Q i ðnÞ for i 2 ½1; k; i.e., the service requirements of the tasks may differ from each other and may or may not be independent. The tasks are distributed (fork) to k parallel servers and once all tasks of a job are served, the job leaves the system (join), see Fig. 1 . The parallel servers are not synchronized; i.e., server i starts serving task i of job n þ 1 (assuming it is already in the system), once it finishes serving task i of job n, which departs from server i at D i ðnÞ. Job n has finished service once all of its tasks i 2 ½1; k have finished service. The following lemma shows that fork-join systems are servers under the max-plus algebra.
Lemma 2 (Multi-queue fork-join system). Consider a forkjoin system with k parallel servers as in Lemma 1. Let Q i ðnÞ denote the service time of task i of job n where i 2 ½1; k and n ! 1. Define for n ! m ! 1
Proof. Since a job departs from the system once all of its tasks i 2 ½1; k are completed, we have for n ! 1 that
By insertion of Definition 1 for each of the servers i 2 ½1; k, it follows that
After reordering the maxima
we conclude that the fork-join system is an exact Sðm; nÞ ¼ max i2½1;k fS i ðm; nÞg server. In the last step, we invoke Lemma 1 with Q i ðnÞ for each of the servers i 2 ½1; k. t u
Performance bounds are obtained using the MGF of the service process Sðm; nÞ. For Lemma 2, we estimate the MGF for n ! m ! 1 by E h e uSðm;nÞ
Assuming homogeneous tasks with parameters ðs Q ðuÞ; r Q ðuÞÞ for i 2 ½1; k, it follows by insertion of This shows that the service process of the fork-join system has parameters
and r S ðuÞ ¼ r Q ðuÞ:
Corollary 1 (Multi-queue fork-join system). Consider a fork-join system as in Lemma 2, with arrival and service parameters ðs A ðÀuÞ; r A ðÀuÞÞ and ðs Q ðuÞ; r Q ðuÞÞ as specified by Definition 2. For n ! 1, the sojourn time satisfies
P½T ðnÞ > t kae ur Q ðuÞ e Àut ;
and the waiting time of the task that starts service last
In the case of G j G arrival and service processes, the free parameter u > 0 has to satisfy r Q ðuÞ < r A ðÀuÞ and
In the special case of GI j GI arrival and service processes, u > 0 has to satisfy r Q ðuÞ r A ðÀuÞ and a ¼ 1.
We note that Corollary 1 does not assume independence of the parallel servers. Indeed, independence cannot be assumed as the waiting and sojourn times of the individual servers depend on the same arrival process [11] , [13] .
Proof. The proof depends on Lemma 2 that verifies that the fork-join system is a max-plus server. Hence, Theorem 1 applies, and by insertion of (12) and (13) the result of Corollary 1 for G j G arrival and service processes is obtained. We note that the waiting time of a job is defined to be that of its task that starts service last. This follows by insertion of (11) into the definition of waiting time W ðnÞ ¼ ½Dðn À 1Þ À AðnÞ þ .
As the increment process of Sðm; nÞ in Lemma 2 is non-trivial, we pursue a different approach 1 to show the result for the special case of GI j GI arrival and service processes. With (11), we derive the sojourn time T ðnÞ ¼ DðnÞ À AðnÞ of job n as T ðnÞ ¼ max i2½1;k fD i ðnÞÀ AðnÞg for n ! 1. Hence, the sojourn time of job n is expressed as a maximum T ðnÞ ¼ max i2½1;k fT i ðnÞg of the sojourn times T i ðnÞ ¼ D i ðnÞ À AðnÞ of the individual tasks i 2 ½1; k of job n. Since the individual servers satisfy Lemma 1, we can invoke Theorem 1 for each of the servers i 2 ½1; k and use the union bound to obtain the result of Corollary 1. The waiting time max i2½1;k fW i ðnÞg where W i ðnÞ is given by (4) can be derived in the same way. t u 1. The approach applies also in the case of G j G arrival and service processes. We showed the alternative approach via (12) and (13) though, as it extends to multi-stage fork-join networks, see Section 3.2.
Scaling of Fork-Join Systems. To investigate the scaling of fork-join systems with k parallel servers, we first note that the stability condition r Q ðuÞ < r A ðÀuÞ is independent of k. Hence, our first observation is that the speed of the tail decay of the performance bounds u does not depend on the number of parallel servers. Next, we equate the sojourn time bound from Corollary 1 with " and solve for
for u > 0 subject to the stability condition r Q ðuÞ < r A ðÀuÞ. Eq. (14) expresses a sojourn time bound that is exceeded at most with probability ". It exhibits a growth in Oðln kÞ. The growth is larger for smaller u corresponding to a higher utilization. The result applies for general arrival and service processes subject to Definition 2 and generalizes the finding of Oðln kÞ that is obtained in [13] , [14] for iid service times.
In Fig. 3a , we consider a fork-join system with k ! 1 parallel servers that serve jobs composed of k tasks each. For reasons of space we avoid defining further workload models and consider jobs with iid exponential inter-arrival times with parameter r A ðÀuÞ, see (8) , and tasks with iid exponential service times with parameter r Q ðuÞ, (9), where we let m ¼ 1. The parameters of other distributions can be straightforwardly obtained from their MGFs, see e.g., [31] , [39] . We show sojourn time bounds t, where P½T ðnÞ > t " and " ¼ 10 À6 . The curves show the characteristic logarithmic growth with k. This is also confirmed in simulation results (exact results are not known) that agree well with the sojourn time bounds.
Cluster Trace Data
Google's publicly-available Cluster2011 trace [40] records one month of activity in a cluster of approximately 12,000 machines, and includes events in the life-cycles of both jobs and tasks. For each user we obtain an arrival process AðnÞ by extracting the user's job SUBMIT events. The number of tasks per job in the trace is usually much larger than the number of servers, and there are often failed and repeated tasks. To obtain a task service time process, QðnÞ, we extract the service time of the first successful task from each of the user's jobs. In order to produce comparable processes we normalize the processes to have the same means, 1= and 1=m. We multiply AðnÞ by 1=ðAÞ and multiply QðnÞ by 1=ðmQÞ, where A and Q are the respective empirical averages. This scales the processes, but does not affect their correlations.
In order to apply Corollary 1 we need to estimate ðs A ; r A Þ, ðs Q ; r Q Þ, and u > 0. Taking the log of the MGFs in Definition 2 and dividing by Àu and u, respectively, we have
ÀuAðm;nÞ
Let us focus on the arrivals. On the left side of (15) we compute the empirical log-MGF [33] from the arrival data. The right side of the inequality is a linear envelope function of the lag, ðn À mÞ. If the inter-arrival times were independent, then the empirical log-MGF would be linear with slope r A and intercept s A ¼ 0. Fig. 3b , however, shows an example where the log-MGF is convex (user 68, u ¼ 0:27). Therefore, there are a range of feasible ðs A ; r A Þ lines satisfying (15) . The empirical log-MGF of service times in this example appears close to linear. Stability requires that r Q < r A , i.e., the lines must intersect. For a given pair of processes, A and Q, we search of the space of feasible ðs A ; r A Þ, ðs Q ; r Q Þ, and u > 0 to find the minimal G j G bound in Corollary 1. Fig. 3c demonstrates the practical task of capacity provisioning for a desired sojourn time bound t with violation probability " ¼ 10 À6 . The capacity of a server is m=, the inverse of the load. For two users with particularly correlated arrivals, we normalize the arrival process to have ¼ 1 and scale the service process to have the desired capacity m= to compute corresponding delay bound quantiles. We observe a dramatic increase in the sojourn times of users 68 and 74 compared to the exponential model due to the correlations of the job arrivals.
Multi-Stage Fork-Join Networks
We contribute a new bound on the growth of end-to-end sojourn times for multi-stage fork-join networks, where we consider h fork-join stages in tandem, each with k parallel servers. We use subscript i 2 ½1; k to distinguish the servers of a stage and superscript j 2 ½1; h to denote the stages. Since jobs depart from each fork-join stage in the order of their arrival, the following lemma can be obtained by repeated application of [18, Theorem 6.3.6] .
Lemma 3 (Multi-stage fork-join network). Consider a multi-stage network of h fork-join systems as in Lemma 2 in tandem. Define for n ! m ! 1 S net ðm; nÞ ¼ max
The fork-join network is an exact S net ðm; nÞ server. 
where we used a variable substitution, estimated the maximum by the sum of its arguments, and used the statistical independence of the stages. Given homogeneous stages that are ðs S ; r S Þ constrained as specified by Definition 2 and using [39, Prop. 
Next, we estimate for r S ðuÞ < r A ðÀuÞ that (12) and (13) for each of the fork-join stages to complete the proof. t u
Scaling of Multi-Stage Fork-Join Networks. To evaluate the growth of t with h and k, we equate the sojourn time bound in Theorem 2 with " and solve for
that grows in Oðh ln kÞ. The result compares to a growth in Oðh lnðhkÞÞ obtained previously in [1] . The improvement is achieved by taking advantage of the statistical independence of the stages, whereas [1] does not make this assumption.
MULTI-QUEUE LOAD BALANCING SYSTEMS
We compare the performance of fork-join systems to that of traditional load balancing systems, both with multiple queues. A schematic of such a system with k servers is depicted in Fig. 4 . In this system jobs are not divided into tasks; instead each job is assigned in its entirety to one of the servers. Therefore, in the language of point processes, the external arrival process AðnÞ is divided into k thinned processes A i ðmÞ. Thinning is an operation whereby some of the points in the point process are removed. In the case of a multi-queue load balancing system we have an external arrival process AðnÞ, specifying the arrival time of job n, and a collection of k thinned arrival processes, A i ðmÞ, i 2 ½1; k, denoting the arrival time of the mth job of the ith thinned process at server i. The corresponding service time is L i ðmÞ. The opposite operation, where multiple point processes are combined, is called superposition. The thinned processes have the constraint that the superposition of the A i ðmÞ must give the external arrival process, AðnÞ. That is, each job is mapped to exactly one server. Superposition of the departure processes D i ðmÞ, i 2 ½1; k gives the external Fig. 4 . Multi-queue load balancing system. Compared to a fork-join system, jobs are not divided into tasks. Instead, entire jobs are assigned to the servers, resulting in thinned arrival processes. The load balancing system does not maintain the order of jobs unless a resequencing step is added (dashed).
departure process DðnÞ that may optionally be resequenced in the original order of AðnÞ.
In the case of random thinning, each job is assigned to one of the k servers according to iid discrete (not necessarily uniform) random variables with support ½1; k. From the iid property, the mapping of each job to a certain server i 2 ½1; k is an independent Bernoulli trial with parameter p i where P k i¼1 p i ¼ 1. Let X i ðmÞ denote the number of the job that becomes the mth job that is assigned to server i. It follows that X i ðmÞ is a sum of m iid geometric random variables with parameter p i ; i.e., X i ðmÞ is negative binomial. The arrival process at server i is
for m ! 1. Conversely, given jobs 1; 2; . . . ; n of the external arrival process, let Y i ðnÞ denote the number of jobs assigned to server i. It follows that Y i ðnÞ is binomial with parameter p i . Further, it holds that X i ðY i ðnÞÞ n for n ! 1.
In the case of deterministic thinning, a round-robin assignment of the jobs of an arrival process AðnÞ to k servers results in the processes A i ðmÞ as in (17) where
for m ! 1 and i 2 ½1; k. Given jobs 1; 2; . . . ; n, the number of jobs that are assigned to server i is
for n ! 1 and i 2 ½1; k. To see this, note that job n of the external arrival process becomes the m ¼ dn=keth job of server j ¼ ðn À 1Þmod k þ 1. Hence, Y i ðnÞ ¼ m for i j and Y i ðnÞ ¼ m À 1 for i > j. The same is verified for (19) .
Corollary 2 (Multi-queue load balancing). Assume arrivals with iid inter-arrival times and parameter r A ðÀuÞ for u > 0 as in (5) . In the case of random thinning with probabilities p i for i 2 ½1; k, the thinned arrival processes have parameter where u > 0 so that e Àur A ðÀuÞ < 1=ð1 À p i Þ. In the case of deterministic thinning, for u > 0 the thinned arrival processes have parameter 
for n ! 1. After some reordering, it follows that M A i ðn;nþ1Þ ðÀuÞ ¼ M X i ð1Þ ðln M Að1;2Þ ðÀuÞÞ:
Since X i ð1Þ is a geometric random variable with MGF M X i ð1Þ ðuÞ ¼ p i e u =ð1 À ð1 À p i Þe u Þ for u < À lnð1 À p i Þ, we obtain by insertion of (21) into (5) that
where u > 0 so that M Að1;2Þ ðÀuÞ < 1=ð1 À p i Þ.
In the case of deterministic thinning, (20) Since each of the servers in the load balancing system serves its arriving jobs independently, statistical performance bounds are obtained by insertion of the arrival parameters from Corollary 2 into Theorem 1. Further, the modularity of this approach allows for the case where the servers themselves are fork-join systems, as could be the case if a scheduler were performaning load balancing between racks in a data center. This case is handled by insertion of Corollary 2 into Corollary 1. We provide an example of such a hybrid system in [41] .
The main effect of load balancing is captured in the stability condition in Theorem 1, which becomes r L ðuÞ < r A i ðÀuÞ, where r A i ðÀuÞ increases with k. Given fixed r L ðuÞ, the increase of r A i ðÀuÞ permits larger u that yield a faster tail decay.
Tail Decay of Random versus Deterministic Load Balancing
For this comparison, we consider arrivals with iid exponential inter-arrival times and jobs with iid Erlang-k service times with parameters and m, respectively. This choice of service time distribution will be motivated in Section 4.2. Performance bounds for the multi-queue load balancing system are obtained from Theorem 1 using the parameters of the thinned arrival processes given in Corollary 2. Deterministic thinning gives processes A i ðmÞ where the interarrival times are a sum of k exponential random variables; that is, Erlang-k distributed. It follows by insertion of r A ðÀuÞ from (8) into Corollary 2 that
for u > 0. In the case of random thinning we have by insertion of r A ðÀuÞ from (8) into Corollary 2 with p i ¼ 1=k that
for u > 0. In this case, the inter-arrival times of the thinned processes are exponentially distributed with parameter =k. Lastly, the Erlang-k service times of the jobs have parameter
for u 2 ð0; mÞ. For deterministic thinning, the maximal u that satisfies the stability condition r L ðuÞ r A i ðÀuÞ is u ¼ m À . Fig. 5a contrasts the tail decay of deterministic and random thinning for m ¼ 1, ¼ 0:5, and k 2 f4; 8; 12g. The speed of the tail decay does not depend on k for deterministic thinning. In contrast, for random thinning the tail decay becomes slower with increasing k. Deterministic thinning generally outperforms random thinning. Hence, we only include deterministic thinning in the next section.
Comparison to Multi-Queue Fork-Join Systems
In order to facilitate a comparison between fork-join systems, where jobs are divided into tasks, and load balancing systems where they are not, the distribution of job sizes in the load balancing case must be the same as the distribution of the sum of the task sizes in the fork-join case. That is, the total job sizes must have the same distribution. One example of this is a fork-join system with exponential task service times, and a load balancing system with Erlang-k job service times, both with the same rate parameter, m. In general, given iid task service times with parameter r Q ðuÞ for i 2 ½1; k as defined by (6), the job service times have parameter r L ðuÞ ¼ kr Q ðuÞ.
Considering the load balancing system, we obtain the stability condition kr Q ðuÞ < kr A ðÀuÞ by insertion of r L ðuÞ and r A i ðÀuÞ from Corollary 2 into Theorem 1. Hence, the maximal u that achieves the stability condition is independent of k. As a consequence, the waiting time bound from Theorem 1 and the speed of the tail decay of the sojourn time bound do not depend on k. Regarding the sojourn time, we equate the bound from Theorem 1 with " and solve for
for u > 0 under the stability condition r Q ðuÞ < r A ðÀuÞ.
Eq. (26) shows a linear growth with k. The result compares to the logarithmic growth established by (14) for the forkjoin system. If k is large, the sojourn time of a job at the load balancing system is dominated by its service time, which depends linearly on k. The fork-join system avoids this effect, as the tasks of the jobs are served by k servers in parallel. Fig. 5b compares the performance of the load balancing system with the fork-join system, as already evaluated in Fig. 3a , for m ¼ 1, 2 f0:5; 0:7; 0:8g, and " ¼ 10 À6 . Clearly, the sojourn time bounds of the load balancing system with deterministic thinning grow at most linearly with k, as established by (26) . For large k the sojourn time of a job is dominated by its service time, so that the curves that are depicted for different arrival rates converge slowly. The fork-join system mitigates the impact of large jobs by serving the tasks in parallel. It achieves a scaling in ln k, see (14) , that is due to the synchronization constraint of the join operation. The fork-join system mostly outperforms the load balancing system, except in the case of large and small k. The reason is that in a fork-join system the occurrence of a large task blocks all subsequent tasks of that server so the respective jobs cannot complete the join operation. In contrast, in a load balancing system there is no synchronization constraint, so subsequent jobs that are served by other servers can finish service earlier.
Resequencing
Unlike fork-join systems, load balancing systems do not guarantee that jobs depart in their order of arrival. An optional resequencing step is depicted in Fig. 4 . It applies for example in case of a multi-path transmission of packet data, e.g., using multi-path TCP. As the resequencing step does not affect the waiting time of a job, we state the following corollary only for the sojourn time. In the case of GI j G arrival and service processes, the free parameter u > 0 has to satisfy r L ðuÞ < r A i ðÀuÞ and
In the case of GI j GI arrival and service processes, u > 0 has to satisfy r L ðuÞ r A i ðÀuÞ and a ¼ 1.
Proof. Given the departure processes of each of the servers D i ðnÞ for i 2 ½1; k, the combined in-sequence departure process for n ! 0 is
where D i ð0Þ ¼ 0 by convention. Note that in evaluating (27) ; (28) for n ! 1, where supf;g ¼ 0.
We estimate the sojourn time T ðnÞ ¼ DðnÞ À AðnÞ DðnÞ À A i ðY i ðnÞÞ for n ! 1, where we used that AðnÞ ! A i ðY i ðnÞÞ for i 2 ½1; k. By insertion of (28), it follows for n ! 1 that T ðnÞ max To evaluate the scaling with k, we consider the case where the service time grows with k, expressed as r L ðuÞ ¼ kr Q ðuÞ, as before. We investigate deterministic thinning and equate the sojourn time bound from Corollary 3 with " to solve for
for u > 0 under the stability condition kr Q ðuÞ < kr A ðÀuÞ.
Eq. (29) shows two effects: a linear growth with k that is due to the increase of the job service time, as also observed for the load balancing system in (26) , and a logarithmic term, ln k, that is due to resequencing. Scaling of Load Balancing with Resequencing. We show a numerical comparison of multi-queue load balancing systems with deterministic thinning, and with and without resequencing in Fig. 5c . We use the same parameters as above. The results clearly show the additional logarithmic delay due to resequencing. Compared to the fork-join system, resequencing consumes the advantage that load balancing systems showed for large in Fig. 5b .
SINGLE-QUEUE LOAD BALANCING SYSTEMS
A major drawback of both types of multi-queue systems is that servers may idle while tasks or jobs are queued at other servers. This is due to the early and static assignment of tasks to servers at their time of arrival. Single-queue systems assume we have additional feedback from the servers and can perform a dynamic assignment of tasks or jobs to the servers as they become available. This eliminates idling of servers when there are unserviced jobs or tasks in the system.
We assume that feedback and job/task assignment are instantaneous. In a real single-queue system there would be some overhead incurred from moving a task's code and data to its assigned server. One way to include this in our model is to incorporate the overhead into the service time distribution. Another complication of single-queue systems is that jobs may depart out of order; i.e., DðnÞlDðn À 1Þ. This implies also that the waiting time of job n cannot simply be determined from Dðn À 1Þ as in (4) and Theorem 1.
In this section we derive performance bounds for singlequeue load balancing systems without a resequencing constraint, i.e., G j M j k queues, as shown in Fig. 6 . First, we prove that the system satisfies the definition of max-plus server.
Lemma 4 (Single-queue load balancing system). Consider a single-queue load balancing system with k parallel servers as in Lemma 1. Let LðnÞ denote the service time of job n for n ! 1. Given job n starts service at V ðnÞ, define ZðnÞ to be the time until the next server becomes idle. Trivially, ZðnÞ ¼ 0 if there is an idle server at V ðnÞ. Define for n ! m ! 1 Sðm; nÞ ¼ LðnÞ þ
ZðnÞ:
i) The system is an exact Sðm; nÞ server. ii) Given that the jobs have iid exponential service times with parameter m. The non-zero elements of ZðnÞ are iid exponential random variables with parameter km. iii) Replace the zero elements of ZðnÞ by iid exponential random variables with parameter km and compute Sðm; nÞ as above. The system is an Sðm; nÞ server.
Proof. Using the definition of ZðnÞ, it holds for n ! 2 that
Further, V ð1Þ ¼ Að1Þ and since ZðnÞ ¼ 0 for n 2 ½1; k À 1 we have V ðnÞ ¼ AðnÞ also for n 2 ½2; k. By recursive insertion of (30) we obtain for n ! 1 that
Since DðnÞ ¼ V ðnÞ þ LðnÞ we have with (31) that DðnÞ ¼ max m2½1;n fAðmÞ þ Sðm; nÞg, which proves the first part. Next, we consider iid exponential service times with parameter m and investigate the distribution of ZðnÞ for n ! 1. Given all servers are busy after the start of service of job n at V ðnÞ. This implies that there are another k À 1 jobs with indices smaller n that are already in service at V ðnÞ. Due to the memorylessness of the exponential distribution, the residual service time of each of these jobs as well as the service time of job n are iid exponential random variables with parameter m. Since the minimum of k iid exponential random variables with parameter m is an exponential random variable with parameter km, it Fig. 6 . Single-queue load balancing system. The system is non-idling; once a server finishes a job, the next job in the queue is assigned to that server.
follows that the time until the next server becomes idle is exponentially distributed with parameter km.
For the last part, we use that exponential random variables are non-negative. If we replace all ZðnÞ that are zero by iid exponential random variables with parameter km, (31) becomes V ðnÞ max m2½1;n fAðmÞ þ P nÀ1 n¼m ZðnÞg for n ! 1, and consequently DðnÞ max m2½1;n fAðmÞ þ Sðm; nÞg. t u
Considering iid exponential service times LðnÞ with parameter m, we have r L ðuÞ for u 2 ð0; mÞ as in (9) . With Lemma 4 (iii), ZðnÞ is composed of iid exponential random variables with parameter km. Invoking (9) with parameter km gives
for u 2 ð0; kmÞ. With (9) and (32) 
Lemma 4 (iii) verifies that the single-queue load balancing system is an Sðm; nÞ server, where Sðm; nÞ is composed of independent increments. Hence, a sojourn time bound can be derived from Theorem 1 using the parameters ðs S ðuÞ; r S ðuÞÞ defined above. However, the waiting time bound of Theorem 1 uses a definition of waiting time W ðnÞ ¼ ½Dðn À 1Þ À AðnÞ þ that does not apply to the single-queue load balancing system, where the departure of job n À 1 does not generally mark the start of the service of job n. The following theorem first formulates the waiting time for single-queue load balancing systems and in a second step derives a sojourn time bound from the waiting time. The derivation avoids the technical limitation u 2 ð0; mÞ that applies if (9) is inserted into Theorem 1 and thus enables tighter bounds.
Theorem 3 (Single-queue load balancing system). Consider a single-queue load balancing system as in Lemma 4, with arrival parameters ðs A ðÀuÞ; r A ðÀuÞÞ as specified by Definition 2, iid exponential job service times with parameter m, and parameter r Z ðuÞ given by (32) . For n ! 1, the sojourn time satisfies
and the waiting time P½W ðnÞ > t ae Àut :
In the case of G j M arrival and service processes, the free parameter u 2 ð0; kmÞ; u 6 ¼ m has to satisfy r Z ðuÞ < r A ðÀuÞ and
1 À e Àuðr A ðÀuÞÀr Z ðuÞÞ :
In the special case of GI j M arrival and service processes, u 2 ð0; kmÞ; u 6 ¼ m has to satisfy r Z ðuÞ r A ðÀuÞ and a ¼ 1.
Proof. With Lemma 4 (iii) and (31) Àmt for t ! 0 we obtain the CDF of the sojourn time as
that evaluates for u 6 ¼ m to
which completes the proof. t u
Accuracy Compared with the M j M j k Queue. To obtain exact reference results, we consider the special case of the M j M j k queue. While the following conclusions can be readily obtained from queueing theory, we note that Theorem 3 is not limited to exponential arrivals. Fig. 7a compares the waiting time and the sojourn time bounds with the exact results for k ¼ 8, " ¼ 10 À6 , m ¼ 1 and different utilizations defined as =ðkmÞ. The exact waiting time distribution of the M j M j k queue is P½W ðnÞ > t ¼ P k e
ÀðkmÀÞt where P k is the probability of waiting, i.e., the probability that k or more jobs are in the system [42] . The bounds from Theorem 3 are obtained by insertion of r A ðÀuÞ from (8) . From the stability condition r Z ðuÞ r A ðÀuÞ we find u km À . By the choice of maximal u, the waiting time bound P½W ðnÞ > t e ÀðkmÀÞt exhibits the same exponential speed of decay and differs by the prefactor P k that approaches one for high utilization. Fig. 7a confirms the good agreement of the bounds. Visible differences appear only in the case of the waiting time and low utilization.
Service versus Waiting Time. Regarding the sojourn time bound in Fig. 7a , two effects can be distinguished. These are expressed by the two parts of the sojourn time bound in Theorem 3 that decay as e
Àut and e Àmt , respectively. In the case of high utilization, the sojourn time is dominated by the waiting time that decays with e Àut where u ¼ km À . Otherwise, if the utilization satisfies =ðkmÞ < 1 À 1=k (that is 0.875 for k ¼ 8 here), it follows that u > m so that the waiting time decays quickly and the sojourn time is mostly due to the service time of the job itself that decays slower with e Àmt . Fig. 7b details the effect, again for k ¼ 8. For utilizations below 0.875, the waiting time decays faster than the service time so that the sojourn time changes only 2. We note that for a > 1, a tighter bound can be derived, using that F W ðtÞ ¼ 0 for t < À lnð1=aÞ=u. We omit the details for notational brevity.
marginally if the utilization is increased from 0.5 to 0.8. In contrast, once the utilization exceeds 0.875, the waiting time dominates.
Comparison to Multi-Queue Load Balancing . Fig 7c evalu ates the sojourn time of the single-queue load balancing system for k ¼ f1; 2; 4; 8; 16g with respect to the multi-queue system. For comparability, we use the same technique to derive the sojourn time from the waiting time as in Theorem 3 for both systems. While for k ¼ 1 the systems are identical, the single-queue load balancing system outperforms the multi-queue system for larger k. Given a target sojourn time bound, the single-queue system sustains a significantly higher utilization.
SINGLE-QUEUE FORK-JOIN SYSTEMS
In a single-queue fork-join system, jobs are composed of k tasks that are stored in a single-queue. Once any of the k parallel servers becomes idle, it fetches the next task from the head of the queue. A diagram is shown in Fig. 8 . Our analysis of single-queue fork-join systems follows the same essential steps as in the case of the single-queue load balancing systems with the additional synchronization constraint of the join operation.
Lemma 5 (Single-queue fork-join system). Consider a single-queue fork-join system with k parallel servers as in Lemma 1. Let Q i ðnÞ denote the service time of task i of job n for n ! 1 and i 2 ½1; k. Given task i of job n starts service at V i ðnÞ, define Z i ðnÞ to be the time until the next server becomes idle. Trivially Z i ðnÞ ¼ 0 if there is an idle server at V i ðnÞ.
i) The system is an exact Sðm; nÞ server. ii) Given that the tasks have iid exponential service times with parameter m. The non-zero elements of Z i ðnÞ are iid exponential random variables with parameter km. iii) Replace the zero elements of Z i ðnÞ by iid exponential random variables with parameter km and compute Sðm; nÞ as above. The system is an Sðm; nÞ server.
Proof. Using the definition of Z i ðnÞ, it holds for n ! 1 and
and for n ! 2 and i ¼ 1
Further, V 1 ð1Þ ¼ Að1Þ and since Z i ð1Þ ¼ 0 for i 2 ½1; k À 1 we have V i ð1Þ ¼ Að1Þ also for i 2 ½2; k. By recursive insertion of (33) and (34) we obtain for n ! 1 and i 2 ½1; k that
Above we used that Z i ðnÞ is non-negative to reduce the number of terms that are evaluated by the maximum operator. Given V i ðnÞ, task i of job n finishes service after another Q i ðnÞ units of time at D i ðnÞ ¼ V i ðnÞ þ Q i ðnÞ. Finally, job n is completed once all of its tasks have finished service at DðnÞ ¼ max i2½1;k fV i ðnÞ þ Q i ðnÞg. Inserting (35) and reordering the maxima proves the first part. The proof of the remaining parts is a notational extension of the proof of Lemma 4 that considers tasks instead of jobs. The sojourn time decreases with k. The improvement is significantly larger in the case of the single-queue system that can sustain a utilization close to one if k is large. Fig. 8 . Single-queue fork-join system. The system is non-idling; once a server finishes a job, the next task in the queue is assigned to that server. The join operation uses a random access buffer to complete jobs (possibly out of sequence) once all tasks are finished.
for u 2 ð0; mÞ where
Hence, Sðm; nÞ satisfies Definition 2 with parameters s S ðuÞ ¼ r Q ðuÞ À kr Z ðuÞ þ ln b=u and r S ðuÞ ¼ kr Z ðuÞ.
Theorem 4 (Single-queue fork-join system). Consider a single-queue fork-join system as in Lemma 5, with arrival parameters ðs A ðÀuÞ; r A ðÀuÞÞ as specified by Definition 2, iid exponential task service times with parameter m, parameter r Z ðuÞ as specified by (32) , and b as given in (36) . For n ! 1, the sojourn time satisfies
and the waiting time of task i P½W i ðnÞ > t ae uðiÀ1Þr Z ðuÞ e Àut :
In the case of G j M arrival and service processes, the free parameter 0 < u < km; u 6 ¼ m has to satisfy kr Z ðuÞ < r A ðÀuÞ and
1 À e Àuðr A ðÀuÞÀkr Z ðuÞÞ :
In the special case of GI j M arrival and service processes, 0 < u < km; u 6 ¼ m has to satisfy kr Z ðuÞ r A ðÀuÞ and a ¼ 1.
We note that the waiting time of the task of job n that starts service last is simply the waiting time of task k of job n as all other tasks start service before, i.e., no maximum as in the multi-queue fork-join system is needed.
Proof. Similar to the proof of Theorem 3, we start with the waiting time that is expressed as W i ðnÞ ¼ V i ðnÞ À AðnÞ for task i 2 ½1; k of job n ! 1. With Lemma 5 (iii) and (35) we have for n ! 1 that A sojourn time bound for each task i 2 ½1; k of job n follows from its waiting time bound by convolution with the exponential task service time PDF as in the proof of Theorem 3. Finally, estimating the maximum sojourn time of all tasks i 2 ½1; k of job n by use of the union bound leads to parameter b defined by (36) .
Performance Gain of Single-Queue Fork-Join Systems. We compare the single-queue fork-join system with the multiqueue system from Section 3. Jobs have iid exponential interarrival times and are composed of k tasks with iid exponential service times. The parameters r A ðÀuÞ and r Q ðuÞ are as specified by (8) and (9) , respectively, where we let m ¼ 1. For comparability, we use the same technique to derive the sojourn time from the waiting time as in Theorem 4 for both systems. In Fig. 9a , we fix " ¼ 10 À6 and show the impact of the utilization =m for different k 2 f1; 2; 4; 8; 16g. For k ¼ 1 the single-queue and the multi-queue system are identical and the sojourn time bounds from Corollary 1 and Theorem 4 agree. For increasing k, the sojourn time bound of the multiqueue fork-join system shows logarithmic growth with k; i.e., the lines are equally spaced. This effect is due to the synchronization constraint of the join operation. In contrast, the sojourn time bounds of the single-queue fork-join system improve with k with decreasing gain. Here, two opposing effects are superimposed: 1.) the fact that the single-queue system is non-idling and assigns the task from the head of the queue immediately to the next idle server achieves a gain if k is increased, most visible for medium to high utilization; 2.) the synchronization constraint of the join operation, similar to the case of the multi-queue fork-join system. Fig. 9b depicts the effects for fixed ¼ 0:3 and ¼ 0:7, respectively, " ¼ 10 À6 , and varying k. For small the gain of the singlequeue system is small. For intuition, if all servers of the two systems are idle at the time of a job arrival, the single-queue and the multi-queue system perform identically and the sojourn time is determined by the task with the maximal service time. For large the advantage of being non-idling becomes more significant as k is increased, but for large k the synchronization constraint of the join operation eventually consumes the gain.
Spark Experiments. The default scheduler of Apache Spark is a prominent implementation of a single-queue system. While the sojourn time of the multi-queue system grows with ln k, the single-queue system achieves a significant improvement due to the fact that it is non-idling if k is increased, particularly in the case of high utilization. The gain diminishes for large k and is eventually consumed by the synchronization constraint of the join operation (parameter b in Theorem 4). (c) Spark experiment. The bound predicts the trend of the sojourn time with k of the Spark system. Fig. 9c shows results for ¼ 0:7, m ¼ 1, and " ¼ 10
À3 from experiments on a live Spark cluster [43] . The units are in seconds. Our simulation results match the Spark measurements almost perfectly. Similarly, the sojourn time bound from Theorem 4 captures the trend that is observed for Spark as k is increased. First the gain due to the non-idling implementation dominates, and that is later consumed by the synchronization constraint.
Spark experiments were carried out using our MRSperf benchmarking software. 3 We run a Spark master in standalone mode, and k single-core executors in Docker containers. The program submits map-only jobs according to a configurable random process. The jobs have k tasks whose runtimes are also random from a configurable distribution. Our simulator, forkulator, is event-driven and written in Java. 4 It supports numerous queue types and arrival and service processes. A more detailed description of both can be found in [41] , [43] .
CONCLUSIONS
We formulated a general model of parallel systems in maxplus system theory which allows us to derive bounds on the waiting and sojourn time distributions of a variety of systems. This included the full matrix of single-versus multiqueue and fork-join versus load-balancing. In the multiqueue fork-join case we extended known results to obtain a bound that applies in the G j G case, and evaluated the bound based on empirical cluster trace data that exhibited correlations in the arrival process. We also obtained bounds for multi-queue fork-join systems with h independent stages that scale in Oðh ln kÞ compared to Oðh lnðhkÞÞ without independent stages. We found that the single-queue systems achieve a fundamental performance gain over multi-queue systems that is due to load balancing and possible overtaking of jobs, and observed that the Spark task manager is more accurately modeled as a single-queue system. We included an experimental validation using simulation, as well as MapReduce trace data and measurements obtained from Spark experiments which show that the analytical bounds closely predict the actual performance of systems. " For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
