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  Introduction 
Every year Tilburg hosts a large event known as the “Kermis” (funfair). The Tilburg Kermis is the 
biggest in the Benelux, as well as one of the oldest (over 440 years old), and it consists of hundreds of 
amusement rides, interactive fun machines, and a large variety of other games, catered for people of 
all age groups but especially for children. If one would study the activities of the visitors of the 
Kermis, it would soon become clear that these various attractions induce a wide spectrum of 
emotions, ranging from euphoria (for example when young children win a prize in a shooting game) 
and laughter (for instance when people laugh at their own distorted faces while looking into carnival 
mirrors) to anxiousness (when adults wait for the results of the lottery) and even frustration (when 
children cannot control the robotic arm of a Claw crane for grabbing a toy). Most of these emotions 
are clearly visible on the faces of the visitors. They not only serve as a display of the visitors’ internal 
emotional state, but can also be understood as a sign for other people of how much fun and 
enjoyment a particular activity triggers. The fascinating thing about these facial expressions is that 
they are natural, spontaneous, and embedded in a rich social context.  
But a closer look at the emotional faces of the funfair visitors might also raise questions. Do all 
children, for example, express their emotions in a similar way, or are there systematic differences 
depending on, say, whether a child is younger or older, or from one cultural background or another? 
And what role do other people, such as friends or family members, play when a child expresses his 
or her emotions; does this influence the way an emotion is expressed? Does winning a prize (in a 
shooting game, say) in the presence of a friend instead of alone cause a different, possibly stronger 
emotional response? And what if the co-present person is not a friend but a stranger? These are 
some of the questions that are addressed in this thesis. 
Background 
As the funfair example illustrates, emotions can both have an intrapersonal function (revealing a 
person’s internal state) as well as an interpersonal one (communicating this emotion to others). 
Early studies on emotion tended to focus on the intrapersonal aspects (Tomkins, 1962) and 
emotions were often seen as deeply personal experiences (Simon, 1967). These days researchers also 
believe that an important function of facial expressions of emotion is to communicate these 
emotions, arguing that they serve as social signals (Oatley, 2000). Indeed, the source of our emotions 
is often social and they can be seen as typical responses to different social events and entities 
occurring in a particular context (the joy of sitting in the roller coaster with a friend, the shared 
pleasure of taking a ride with the whole family in the Ferris Wheel). Modern theories of emotion, in 
particular, focus on the social facet of emotions and emphasize that for understanding human 
behaviors and social experiences, it is imperative to understand human emotions in social contexts.  
In general, researchers subscribing to the ‘sociology of emotions’ approach emphasize that both 
the micro-social context (including individuals’ identities and social relationships) and the macro-
social contexts (such as cultural norms and societal constraints) play a role in generating and 
regulating our emotional responses (Parkinson, 1996). In the case of the micro-social context, there 
is a general consensus that the presence of others, such as friends, family members, even strangers, 
not only generates emotional responses in us but also influences their expression.  A comedy movie, 
 
18    |    Chapter 1: Introduction 
watched in the presence of a friend, may look more hilarious than watched alone. At the macro-
social level, it has been argued that cultures can have different display rules for different social 
situations and relationships, which guide humans in suitably showing or suppressing a particular 
emotion depending on the social context (Schimmack, 1996) 
The idea that emotions are an integral part of our social life is not restricted to the archetypical 
human-human interactions in face-to-face settings. As technology is becoming an essential part of 
human life, it is also giving a new dimension to emotional transactions.  For example, we use 
modern computing systems to convey our feelings (updating our emotional state using social media) 
and satisfy our emotional needs (having a Skype session with loved ones, or sharing pictures on 
Facebook about a recent trip to a funfair and waiting anxiously for comments). In addition, 
technology may elicit a wide range of emotional reactions, such as frustration when a particular 
device or program cannot be used in the way we want or happiness after winning an online game 
from a digital opponent. In recent years, many researchers have worked to make human-computer 
interaction more natural, allowing computers to recognize and adapt to human emotions, in a 
strand of research also known as “affective computing” (Picard, 1997). One exciting application in 
this field is Affective Gaming, where a player’s emotional states are monitored and directly fed back 
into the system, with the purpose of maintaining a state of flow which may improve the overall game 
experience, for instance making the game more challenging if players appear to be bored and 
making it easier if they appear to be frustrated (Mandryk and Atkins, 2007).  
Studying emotions in naturalistic and authentic social settings is a difficult task and it is there-
fore not surprising that a fundamental issue in emotion research is how to develop methods for 
inducing emotions in a naturalistic and ethical way. An important drawback of many existing 
emotion induction procedures (such as showing validated movie clips with a certain emotional 
content, or playing emotional music (Coan and Allen, 2007)) is that they are primarily designed for 
non-social situations, in which individual participants are confronted with these emotional stimuli. 
Furthermore, such emotion induction methods may be effective in one particular culture or for one 
age group (typically adults), but not for a variety of other groups and cultures. This is why some 
have argued that the results gained using these techniques may not easily generalize (Kaiser and 
Wehrle, 1996). 
In this thesis, we suggest a new method for eliciting emotions in natural and ethical manner for 
different social settings, which we call the GAME (Game As a Method of eliciting Emotions) 
paradigm (Shahid et al., 2008). Games are usually characterized as interactive, result-oriented, 
competitive, dynamic and engaging in nature (Salen and Zimmerman, 2003) and precisely these 
features can be exploited for using them as emotion inducers. The level of engagement in a game can 
lead to an intense emotional state, which may be positive --when the game is going well-- or negative 
--when it is not-- (Lazzaro, 2004). The relation between emotions and games is interesting from a 
double perspective: on the one hand, games appear to present themselves as handy tools to induce 
natural emotions; on the other hand, the level of emotional involvement while playing games can be 
used as a metric to measure the fun and engagement in the games.  
Using the GAME paradigm, we zoom in on two factors potentially influencing the expression of 
emotion, namely physical co-presence of an external agent (a factor related to micro-social context) 
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and cultural background of users (a factor related to macro-social context).  In particular, we explore 
to what extent non-verbal expressions of emotion of participants engaging in playful interactions are 
influenced by their cultural background and by the physical co-presence of a game-partner. To study 
the impact of cultural background, we compare players from a Western-European culture (The 
Netherlands) with those from a South-Asian culture (Pakistan), a comparison which so-far has 
received hardly any attention but one which is interesting nevertheless, since these cultures differ 
along a number of dimensions which might influence emotional expressiveness. In addition, and 
orthogonally to the previous point, we experimentally compare a number of social settings, 
comparing the emotional expressions of participants playing games alone with those who play 
games with a social robot (the iCat) or with a friend, who could be physically co-present or not.  
Overview 
In this dissertation we report on four studies, each one using a game developed under the GAME 
paradigm. Each of these four studies explores one way in which the social context may shape non-
verbal expressions of emotion and social interaction among players.  The first study investigates the 
influence of physical co-presence of a friend as a game partner on the emotional expressions of game 
playing children across cultures (Pakistani vs. Dutch). We also explore to what extent a simple card 
game can be used for eliciting rich socio-emotional responses across cultures. If emotional 
expressions primarily serve to reflect the individual and are not influenced by social context (culture 
and co-presence), then we can hypothesize that emotional responses will be highly comparable for 
both cultures while playing alone or with a friend. However, if the expressions also have a consider-
able social component and are rooted in culture, we expect to find differences in expressiveness 
across cultures and between individual players and pairs of players. 
The second study explores the influence of the presence of a social robot (the iCat) as a game 
partner on the social and emotional response of children across cultures (Pakistani vs. Dutch). We 
employ the same collaborative card game and general set-up as used in Study 1 for eliciting 
emotions and social interaction. This allows us to effectively propose a new method to evaluate 
children’s appreciation of social robots, by asking the child whether playing a game with a social 
robot is more similar to playing this game alone or with a friend. Ideally, playing with a social robot 
will be experienced more like playing with a friend (an ideal and truly social experience) than 
playing alone (an unsocial experience). If children find playing with a social robot comparable to 
playing with a friend, then we would expect similar socio-emotional response during child-child and 
child-robot interactions. Similar to the first study, if cultural background shapes the way children 
emotionally interact with a social robot then we would also expect to find differences in expressive-
ness and social interaction across cultures. 
The third study investigates how variations in natural gaze influence the perceived social pres-
ence, emotional expressions, social interaction and game playing behavior of children during video-
mediated gameplay. We also compare how similar a video-mediated gameplay experience is 
compared to a co-present experience (that is: a situation in which children are physically co-present 
in pairs and interact in a face-to-face manner). In this study, we particularly focus on the role of 
‘mutual gaze’ (i.e. ability to have an eye-contact) during video-mediated gameplay. Mutual gaze 
plays a key role in regulating human-human communication, suggesting that the absence of mutual 
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gaze during mediated communication may influence players’ game experience and perceived sense 
of presence in a technologically mediated environment. Furthermore, if the co-present (face-to-face) 
game playing experience is considered as an ideal form of communication then we would expect 
differences in the way people express emotions and exchange social cues during video-mediated 
gameplay and co-present gameplay. 
The fourth and final study evaluates if and how an affective interface (a laughter mirror), which 
distorts a user’s face in a manner which might be perceived as funny, and which adapts itself 
according to the perceived user’s state, can be used as a tool for inducing positive emotions. In this 
study, consistent with the first three studies, we explore the influence of physical co-presence of a 
friend on the induction and expression of positive emotions and laughter. If emotion induction and 
positive expressions are influenced by the social context, we again expect a stronger response of 
participants in the presence of their friends. In this study, we also focus on one additional factor, 
namely “repeated exposure” and investigate whether the induced positive affect is repeatable after a 
fixed interval. If the laughing mirror is strong enough in inducing laughter repeatedly then we 
expect comparable emotional response (both felt and expressed) after a first and a second session.  
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     CHAPTER 
!
The effect of co-presence and culture on the facial 
expressions of game playing children: 




In this chapter we study how children of different age groups (8 and 12 years old) and with different 
cultural backgrounds (Dutch and Pakistani) signal positive and negative emotions while playing a 
game either alone or together. A simple but effective number guessing game was developed and used 
as a tool for inducing emotions, which was played by Pakistani and Dutch individual and pairs of 
children. The data collected was used in a series of cross-cultural perception studies, in which Dutch 
and Pakistani observers classified the emotional expressions of the Dutch and Pakistani children, 
where a higher level of expressiveness is assumed to result in better classifications. Results show that 
classification accuracy is uniformly high for Pakistani children, but drops for older and for winning 
Dutch children. Furthermore, the correct classification in both cultures is higher for children 
playing games in pairs than for children playing alone. The implications of these findings for 
affective computing are discussed. 
2
A journal paper based on this chapter is submitted for publication. Earlier versions of this chapter 
appeared as: 1) Book chapter: Shahid, S., Krahmer, E., Swerts, M., 2008. Alone or Together: Exploring 
the effect of physical co-presence on the emotional expressions of game playing children across 
cultures. In P. Markopoulus et. al. (Ed.), Fun and Games, 94-105. Berlin/Heidelberg: Springer. - Best 
Paper Award, and as 2) Shahid, S., Krahmer, E., Swerts, M., 2008. GAME: Game As a Method for 
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1.  Introduction 
Emotions are an important ingredient of daily life and play a central role in many of our everyday 
interactions. It is not surprising, therefore, that in recent years research on emotions has also entered 
the field of human-computer interaction, based on the assumption that this can make interaction 
between humans and computers more natural and satisfying (Pantic and Rothkrantz, 2003) (Picard, 
2003). There are already a number of application areas where integrating emotions into the system 
design is both realistic and valuable. One exciting example is Affective Gaming, where a player’s 
affective states are monitored and directly fed back into the system, with the purpose of maintaining 
a state of flow which improves the overall game experience (Mandryk and Atkins, 2007). 
A key challenge faced in the design of many affective system is that of recognizing natural hu-
man emotions. Researchers have explored two alternative strategies: performing physiological 
measurements on users, or focussing on their facial expressions and other forms of non-verbal 
behavior. Physiological measurements, such as skin conductance, blood pressure, heart rate, and 
brain scanning (Picard et al., 2001), have been argued to be reliable (a person may smile without 
feeling happy, but physiological signals are harder to fake) (Picard and Klein, 2002). This is an area 
of active research, and recent technological advancements are helping researchers to gain valuable 
insights into the affective states of users. Still, this approach also has its limitations. In particular, it is 
not always obvious what physiological measures are actually assessing and measurements are 
sometimes difficult to interpret. Furthermore, in real world applications (including but not limited 
to gaming), measuring the physiological response of a user can be invasive and practically unfeasi-
ble, even with the availability of good sensing technologies.  
An alternative approach, and the one we explore in this chapter, is to automatically observe the 
non-verbal behaviour of users. It is well known that humans have a natural tendency to communi-
cate their emotional states both consciously and unconsciously via facial expressions, body postures, 
gestures and tone of voice. Such non-verbal expressions can often be measured in a non-intrusive 
way (more and more computers and mobile devices contain build-in camera’s). Moreover, there is a 
long research tradition (at least going back to (Darwin, 1972)) of analysing non-verbal expressions 
of emotion, and the insights from this tradition can offer an important source of inspiration for 
developing affective interfaces.  
However, there is a significant gap between the way non-verbal expressions of emotion have 
often been studied in the past, and the expressions of users that are encountered by affective 
interfaces such as games. In many older studies, emotions were studied based on posed, static 
expressions of adult individuals, whereas computer games are often played by children of different 
ages, who show spontaneous, dynamic expressions, and who may play a game alone or with a friend. 
In addition, these children may come from different cultural backgrounds, which is another 
understudied aspect in older research on emotion. In general, it is fair to say that little is known 
about how children of different age groups and belonging to different cultures show their emotions 
in a natural, social environment.  
Clearly, this is a potential problem for many affective applications. It has been found, for in-
stance, that an emotion recognizer, which was trained on acted, spoken expressions, performs 
poorly when tested on spontaneous expressions in a natural setting (Vogt and André, 2005). In a 
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similar vein, it does not seem farfetched to assume that such recognizers would show a comparable 
drop in performance when trained on data from one cultural group, and tested on users from a 
different cultural background. However, the extent to which emotional facial expressions of game-
playing children differ as a function of the setting in which games are played (alone or together, in 
one culture or another) remains largely unexplored 
In this chapter, we report on a series of experiments that focus on the facial expressions of 8 and 
12 year old children, with either a West-European (Dutch) or South-Asian (Pakistan) cultural 
background, playing a computer game either alone or with a friend. Using perception experiments, 
we investigate if and to what extent their emotional facial expressions change in these varying 
circumstances.  
1.1   Affective Interfaces  
In recent years, interface designers have started including emotional expressions in user interfaces 
using different modalities such as speech (Clavel et al., 2008), textual contents (Lu et al., 2009), video 
(Baenziger et al., 2009) and synthetic facial expressions (Sattar et al., 2009). In some cases, combina-
tions of these modalities can be used as well, such as in the design of Embodied Conversational 
Agents. In such agents, recognizing and showing appropriate emotions is often an integral part of 
the agent’s design (Beale and Creed, 2009),  to increase the credibility of the agent (Cowell and 
Stanney, 2005). Applications of these agents include interactive teaching, and developing a social 
bond between (virtual) teacher and students (Sarrafzadeh et al., 2008), persuading users to maintain 
a healthy lifestyle (Bickmore and Picard, 2005), and virtual training and simulation (Gratch and 
Marsella, 2004). Affective Gaming is another important application area, where the recognition of 
user emotions and the adequate response to them can be integrated into the system design 
(Mandryk and Atkins, 2007), which may help students to learn complex concepts in a playful 
manner (Annetta et al., 2009), and may even induce emotions in players (Shahid et al., 2009).  
Affective computing is a relatively new area of research and that is why researchers are also 
focusing on developing new methods for collecting emotional data (Isomursu et al., 2007), for 
recognizing affective states of users (Bailenson et al., 2008) and for evaluating the use of emotions in 
interfaces (Isbister et al., 2007). However, designing an affective interface is not straightforward 
(Tractinsky, 2004), not least because users may differ along numerous dimensions (including age, 
social co-presence and cultural background) and how such differences should impact the design of 
affective interfaces is still relatively understudied.  
1.2   Social and cultural aspects of human emotion  
While there can be little doubt that emotions are at least partially a social phenomenon, early studies 
on emotion were inclined to focus on the intrapersonal aspects of emotions (Tomkins, 1962) and 
emotions were often seen as profoundly personal experiences (Simon, 1967). Many researchers 
believed that an important function of emotional facial expressions was to display the internal state 
of the individual (Ekman, 1994). More recently, researchers also began to investigate the interper-
sonal aspect of emotions, emphasizing that emotional expressions may serve as social signals 
(Fridlund, 1994, Rime et al., 1991). (Oatley, 2000) claimed that one of the major roles of emotion is 
“the management of co-operation between self-and-other”. According to this perspective, the 
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expression of emotion helps guide and motivate social partners towards the completion of shared 
objectives (Ward, 2005).  
In general, researchers subscribing to both perspectives accept that non-verbal expressions of 
emotions, either via voice or via facial expressions, play a role in social communication, but the 
general trend in research has been to study the expression of emotions by looking at individuals, 
mostly without taking the social context into account (Manstead, 2005). The field of human-
computer interaction (HCI) is no exception in this regard where the effect of affective interfaces has 
mainly been investigated in a non-social context, albeit with a few notable exceptions such as 
(Kleinsmith et al., 2006) 
Naturally, many different factors may contribute to the social context, but in this study we limit 
ourselves to two important ones, namely physical co-presence and culture. If emotional expressions 
primarily serve to reflect the individual state of an individual, then it could be hypothesized that the 
emotional expressions of users will remain the same across various contexts (when they do an 
activity alone or together with someone else). Although some researchers have investigated the effect 
of the social context on the expression of emotions (Masuda et al., 2008), there are relatively few 
studies looking at the direct effect of physical co-presence on the expression of emotion (Wagner and 
Lee, 1999).  
Even though certain expressions of emotion have been claimed to be universal, culture arguably 
also plays an important role in shaping the emotional reactions and perceptions of people (Elfenbein 
et al., 2002, Mesquita, 2001). What is natural in a particular social setting of one culture, might be 
impolite or otherwise marked in a similar social setting of another culture (Mesquita and Frijda, 
1992, Mesquita and Leu, 2007). While various studies have compared the expression of emotions 
across cultures in different social settings (Elfenbein and Ambady, 2002), ours is, to the best our 
knowledge, the first study looking at game-playing children of different age groups from a cross-
cultural perspective.  
1.3   The current study 
In this study, we study the emotional expressions of children from two different cultures (Pakistan 
and Dutch) who either play a game alone or in pairs (together with a friend). If the children’s 
emotional expressions have a considerable social and cultural component then we would expect to 
find differences in expressivity not only between individual players and pairs of players but also 
between Pakistani players and Dutch players.  In addition to these contextual factors, we also include 
one individual factor in our studies, namely age. An interesting albeit largely unexplored question is 
how children learn to “use” their non-verbal expressions in a social context. Generally speaking, 
adults are more stable in their expression of emotions than children, who are overall more expres-
sive than adults e.g., (Fabes and Martin, 1991). In particular, young children use emotions as a 
communication aid because of their limited verbal abilities. This raises the question how children 
“grow” towards more adult-like expressiveness, and whether this developmental process is the same 
for different cultures and contextual settings. In general, we know relatively little about how children 
of different age groups express their emotions audio-visually, and how sensitive observers are to 
these emotional expressions. For our studies, we concentrate on facial expressions during game play, 
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not only because this is highly relevant for HCI and affective gaming, but also because games offer 
an attractive and natural way of inducing emotions.  
An important drawback of many existing emotion induction procedures (such as showing mov-
ie clips with an emotional content, or playing emotional music) (Coan and Allen, 2007) is that they 
are primarily designed for non-social situations, in which individual participants are confronted 
with emotional stimuli. Furthermore, such emotion induction methods may be effective in one 
particular culture or for one age group (adults), but not for a variety of groups and cultures. This is 
why some have argued that the results gained using these techniques may not easily generalize 
(Kaiser and Wehrle, 1996).  
Games, by contrast, may be characterized as interactive, result-oriented, competitive, dynamic 
and engaging in nature (Salen and Zimmerman, 2003) and precisely these features can be exploited 
for using them as emotion inducers. The level of engagement in a game can lead to an intense 
emotional state, which may be positive (when the game is going well) or negative (when it is not) 
(Lazzaro, 2004). There are very few examples where researchers used games as a tool for inducing 
emotions (Wang and Marsella, 2006), although as far as we know, not in a social or cross-cultural 
setting. 
The rest of this chapter is organized as follows. In section 2, we describe our data collection 
procedure, which was based on a simple card-guessing game. This game was played by Dutch (a 
western-European culture) and Pakistani (a south-Asian culture) children of two age groups, 
playing the game either on their own or together with a friend. The data thus collected was used in 
two perception studies. Study 1, described in section 3, zoomed in on the effect of culture on 
emotional expressions, by asking both Dutch and Pakistani adult observers to guess based solely on 
the facial expressions of individual children whether they had just lost or won their most recent 
game. Study 2, which is the topic of section 4, looks at the effect of co-presence, using a similar set-
up. Finally, in section 5 we discuss the collected data in a more qualitative manner and draw 
conclusions for affective game design. 
2.  Data Collection 
2.1   GAME paradigm 
To induce positive and negative emotions in children in a natural way, we developed the GAME 
(Game As a Method of eliciting Emotions) paradigm. Under the GAME paradigm, the objective is 
to design simple games which can be used as tools for inducing emotions in a natural way (Shahid et 
al., 2008).  
2.2   The card game 
We developed a simple card game as a tool for inducing emotions in children. In the card game, 
children have to guess whether an upcoming number is higher or lower than the previous (refer-
ence) number. When the game starts, players see a row of six cards on the screen where the number 
of the first card is visible (‘3’ in the case of the example in Figure 1) and the other five cards are 
placed upside down so the numbers are hidden. The numbers on the cards range from 1 to 10, and a 
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number displayed once is not repeated in a particular game. Players have to guess whether the 
number on the next card will be higher or lower than the previous number.  
Once players have guessed the number, the relevant card is turned around and the correct an-
swer is shown on the screen. Players are also informed about the correctness or incorrectness of 
their answer via a characteristic non-speech feedback sound. If players make a wrong guess, the 
game is finished and they move to the next game. If players guess the number correctly, they are 
asked to guess the next number. Players only win a game if they guess all numbers in the row 
correctly. In the case of winning a game, they receive a coin. At the end of the experiment, which 
consisted of multiple games, players could exchange the coins they won for a prize.  
       
Figure 1: Winning Scenario - Start of a game (left) and end of the game (right) 
The card games were developed using Microsoft® PowerPoint®. Appropriate colourful images 
were chosen for the game background and different animations were used to turn cards around in 
an attempt to make the game attractive for children. During the experiment, children played six 
games, and could in theory win six coins. However, unbeknownst to the children, each game was 
completely deterministic, and two different game variants were used. In the first alternative, a 
rational decision procedure would result in winning the game, and in the second alternative, being 
rational would result in losing the game. Figure 2 is an example of the latter: the most probable 
outcome for the final card would be a “lower” number than 9, but guessing “lower” would make this 
a losing game. The two other losing games were: 8-3-9-7-2-1 and 1-9-4-8-3-2. Winning scenarios 
were 9-2-8-1-10-7, and 3-8-2-10-9-2 and 1-3-9-2-7-6. Winning and losing games were mixed in the 
sequence, starting and ending with a variant in which children were likely to win.  
  
Figure 2: Losing Scenario - Start of a game (left) and end of the game (right) 
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2.3   Participants 
In total, 144 children participated in the experiment of which 96 children played the games in pairs, 
48 Dutch children (24 pairs) and 48 Pakistani ones (24 pairs). The remaining 48 children played the 
game individually, 24 Dutch and 24 Pakistani ones. In both conditions (individual and pairs), half of 
the Dutch and Pakistani children were around 8 years old (group 4 in the Dutch elementary school 
system, second grade) and the other half were around 12 years old (Dutch group 8, sixth grade). 
Pairs were always self-selected and always consisted of children from the same grade. Parents and 
teachers gave prior written permission for their child to participate, and signed a consent form 
stating that the recordings could be used for research purposes.  
2.4   Procedure 
The experiment was conducted in four elementary schools, two in Tilburg (the Netherlands) with 
Dutch participants and two in Lahore (Pakistan) with Pakistani participants. The procedure for both 
conditions (pairs and individuals) in all four schools was essentially the same. A separate room was 
chosen, where, depending on the condition, pairs of children or individual children were invited and 
asked to sit on the chair(s) placed in front of a desk on which a laptop computer was placed. On the 
top of the laptop, a camcorder was positioned in such a way that it could record the children’s faces 
and the upper part of their body. Another computer was attached to the laptop to facilitate the 
experiment leader in controlling the game. The experimenter was always outside of the visual field 
of the game-playing children. Once the children were in the room and had chosen the appropriate 
seat(s) for sitting, the experimenter welcomed the children and started a small talk discussion by 
asking a few questions to break the ice (e.g., “How old are you? Do you like to play games?”). After 
this introductory phase, the experimenter gave spoken instructions, telling the children about the 
game and the coins they could win. All the game rules outlined in the previous section were 
explained to the children (in Urdu and Dutch for Pakistani and Dutch children, respectively), and 
when they seemed to understand the rules, the experimenter started a practice game (“So you only 
have to say whether the next card is higher or lower. This is just an exercise and it doesn’t really 
count”). After this practice session, the experimenter asked the children whether they had any 
questions, and if not the experimenter left the children’s field of vision and started the first 
experimental game. 
The experiment did not have a fixed duration because the (pairs of) children varied in the time 
they needed to make a decision, and in the case of pairs this sometimes involved substantial 
discussions between the children, which also varied substantially from pair to pair. On average each 
experimental session lasted for approximately 10 to 15 minutes. After the sixth and final game, the 
experimenter congratulated the children and they could trade in their coins for an individual gift (a 
whistle or small plastic ball in the case of the Dutch participants and big size chocolates and key 
rings for the Pakistani participants).  
Overall, the game worked well, in that all individuals and pairs of participants indeed made the 
rational choices they were expected to make in most of the games, so that each individual child and 
pair of children lost at least two games and won at least two games.  Furthermore, not a single child 
noticed and reported that the game was rigged, i.e., a deterministic simulation. The data gathered in 
this way is rich and constitutes a valuable collection of non-verbal emotional responses to winning 
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or losing a game. Informal observations reveal clear differences in the way emotions are expressed 
non-verbally between individual players, and between individual players and players in pairs. There 
also seem to be clear differences among the different age groups and cultures. We attempt to 
quantify all these differences in two cross-cultural perception studies described below. 
3.  Study 1: The effect of culture on emotional responses 
3.1   Stimuli 
From the child-pairs (92 children) that participated in the game playing sessions, we selected the 
responses to the first two of their winning games (in which they made a correct prediction for the 
last card) and the first two of their losing games (in which the final guess turned out to be incorrect). 
Some of the Pakistani and Dutch children could not be used in the perception test because of the 
poor video quality. The stimuli were cut from the moment the final card was turned until the 
primary response of the game playing children was finished. This resulted in 88 Dutch stimuli [11 (8 
year old pairs) + 11 (12 year old pairs) x 2 won x 2 lost] and 80 Pakistani stimuli [10 (8 year old 
pairs) + 10 (12 year old pairs) x 2 won x 2 lost]. The selected stimuli were presented in a perception 
test to observers for a rating experiment. In this experiment, stimuli were presented in a random 
order, in a vision-only format to avoid participants from relying on auditory cues (e.g. “Yahooo!”). 
3.2   Participants 
131 adults participated in the cross-cultural perception experiments, 71 Dutch (M = 21 years, SD = 
3.7 years) and 60 Pakistani (M = 20 years, SD = 2.3 years), with a roughly equal number of men and 
women. 
3.3   Procedure 
Four experiments were conducted: Dutch viewers judging Dutch children [31 participants], Dutch 
viewers judging Pakistani children [40 participants], Pakistani viewers judging Dutch children [30 
participants] and Pakistani viewers judging Pakistani children [30 participants] with essentially the 
same procedure for all four experiments. For every experiment, groups of participants were invited 
into a quiet classroom where the computer screen was projected on the classroom wall using a 
beamer. Participants were told that they would see 88 stimuli in the case of Dutch children or 80 
stimuli in the case of Pakistani children. In addition, they were instructed that the children were 
showing their emotions after winning or losing a game and that their task was to determine whether 
the children had just won or lost their game. Each stimulus was preceded by a number displayed on 
the screen indicating the upcoming stimulus, and followed by a six second pause during which 
participants could fill in their score on the answer form. The actual experiment was preceded by a 
short training session in which 3 clips were shown (different from the ones shown in the actual 
experiment) to make participants familiar with the stimuli and the experimental task. If everything 
was clear, the actual experiment started, which lasted for approximately 16 minutes. During the 
experiment there was no interaction between participants and experimenter. 
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Figure 3: Representative stills for (L-R): Pakistani 8 year old winning and loosing, (1st row), Dutch 8 year old 
winning and loosing, (2nd row), Pakistani 12 year old winning and loosing, (3rd row), and Dutch12 year old 
winning and loosing, (4th row) 
3.4   Statistical Analysis 
All tests for significance were performed using a repeated measures analysis of variance (ANOVA) 
with two within-subjects factors: Age group (levels: 8 years old, 12 years old), Game status (levels: 
Win, Lose) and two between-subjects factors: Game players (levels: Dutch, Pakistani), Observers 
(levels: Dutch, Pakistani) and with percentage of correct classification as the dependent variable.  
3.5   Results 
Table 1 summarizes the results. Overall, classification accuracy is high, which indicates that 
participants were able to correctly determine the status of the game based on the emotional response 
of the children. In most cases there are no differences between Dutch and Pakistani observers. Quite 
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substantial differences are found between stimuli of Dutch and Pakistani children, however; the 
percentage of correct classifications for the Pakistani children are uniformly high (always more than 
80% correct), whereas for the Dutch children it can be seen that the percentage of correct classifica-
tion drops for the 12 years olds. Interestingly, when 12 year old Dutch children win the game, this is 
rather difficult to see; most observers, especially the Dutch ones, perceive this as losing.  
Table 1 - (Experiment 1): Mean correct classification results (with standard errors between brackets) for Dutch 
and Pakistani observers judging stimuli from Dutch and Pakistani game playing children as a function of Age 
Group and Game Status 
The first thing to note in Table 1 is that the percentage of correct classifications is higher for 
Pakistani children (M = .89) than for Dutch Game playing children (M = .69), F (1,127) = 380.86, p 
< .001, η2p = .75. In addition, overall the percentage of correct classifications is higher for 8 year olds 
(M = .83) than it is for 12 year olds (M = .74), F (1,127) = 226.80, p < .001, η2p = .64. Similarly, 
overall the percentage of correct classifications is higher for losing games (M = .84) than it is for 
winning games (M = .73), F (1,127) = 62.07, p < .001, η2p = .33. No main effect of Observer was 
found (F <1). 
Given the differences in how Dutch and Pakistani children respond to winning and losing, the 
interaction effects are especially interesting. To begin, we found significant interactions between Age 
group and Game players (F (1,127) = 342.14, p < .001, η2p = .73) and between Game status and 
Game players  (F (1,127) =103.63, p < .001, η2p = .45), which can be explained by observing that the 
percentage of correct classifications drops for Dutch 12 year olds and for Dutch children that lose 
their game. These two interactions are visualized in Figures 4 and 5, respectively. 
Game Players Age Group Game Status Observers 
   Dutch Pakistani 
Dutch 8 Lost .87 (.02) .83 (.02) 
  Won .70 (.02) .74 (.02) 
 12 Lost .76 (.02) .76 (.02) 
  Won .37 (.02) .46 (.02) 
Pakistani 8 Lost .86 (.01) .83 (.02) 
  Won .92 (.02) .89 (.02) 
 12 Lost .93 (.02) .86 (.02) 
  Won .91 (.02) .87 (.02) 
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Figure 4: Average percentage correct as a function of Age Group and Game Players 
 
Figure 5: Average percentage correct as a function of Game Status and Game Players 
We also found a significant interaction between Age group and Game Status (F (1,127) = 127.81, 
p < .001, η2p = .50). This interaction can be explained by the fact that overall for 8 years old, both 
winning and losing are mostly recognized correctly, while for 12 years old (mainly for Dutch 12 
years old), losing is more often classified correctly than winning (Figure 6). The related three-way 
interaction between Age group, Game status and Game players was significant as well (F (1,127) = 
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Figure 6: Average percentage correct as a function of Age Group and Game Status 
3.6   Summary 
The results from study 1 showed that the overall number of correct classifications was high, 
indicating that people could usually decide, based on the visual responses of the children, whether 
they had just lost or won a game. Interestingly, for Dutch children it appears that losing is easier to 
detect than winning; this is true for both 8 and 12 year olds, but the differences are especially clear 
for the older children, where both Dutch and Pakistani observers misclassify the majority of the 
games that were won as games that were lost. It is clear from study 1 that culture plays an important 
role in shaping the expression of emotions. We not only found cross-cultural differences but also age 
differences in the expression of emotions. Furthermore, we also learnt that there was no in-group 
advantage in judging the emotions of game playing children. Dutch were no poorer than Pakistanis 
in judging Pakistani children, and vice versa. In study 1, the stimuli always consisted of pairs of 
children. To find out to what extent the physical co-presence effects the emotional response of 
children and how this emotional response varies across cultures, we conducted a second study.  
4.  Study 2: The effect of physical presence on emotional responses 
4.1   Stimuli 
From all of the individuals and pairs that participated in a game playing session, we selected the first 
response of their winning game (in which they made a correct prediction for the last card) and the 
first response of their losing games (in which the final guess turned out to be incorrect). In addition, 
from the clips of child-pairs, we randomly selected one child from each pair by zooming in on 
his/her face as shown in figure 7.  In this selection, half of the children sitting on the right chair and 
half of the children sitting on the left chair were selected. We selected equal numbers of boys and 
girls. As in Study 1, the stimuli were cut from the moment the final card was turned until the main 
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x 2[boy/girl] x 2[8/12 years old] x 6[instances]. In a similar fashion, the 96 Pakistani stimuli were 
developed. Stimuli were presented to participants in a random order, in a vision-only format to 
avoid participants from relying on auditory cues. 
    
Figure 7: Representative stills of children playing the game alone (top row) or in pairs (bottom row). Pakistani 
children are on the Left, Dutch ones on the Right.  
4.2   Participants 
72 Dutch adults (M = 21 years, SD = 2.1 years), with a roughly equal number of men and women, 
participated in the perception experiments. None had participated in Study 1. 
4.3   Procedure 
Two group experiments were conducted: Dutch viewers judging Pakistani children [36 participants] 
and Dutch viewers judging Dutch children [36 participants] with essentially the same procedure for 
both experiments. Each experiment lasted for approximately 18 minutes. The procedure for both 
experiments was similar to those conducted in Study 1 and described in section 3.4. 
4.4   Statistical Analysis 
All tests for significance were performed using a repeated measures analysis of variance (ANOVA) 
with three within-subjects factors: Co-presence (levels: individual, individual from pairs), Age 
(levels: 8 years old, 12 years old), Sex (levels: boy, girl), and one between-subjects factor: Culture 
(levels: Dutch, Pakistani) and with percentage of correct classification as the dependent variable.  
4.5   Results 
Table 2 summarizes the results. Again it is clear that most classifications are correct, which indicates 
that participants were able to correctly determine the status of the game based on the emotional 
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 Table 2 - (Experiment 2): Mean of correct classification results (with standard errors between brackets) for 
Dutch observers judging stimuli from Dutch and Pakistani game playing children (individual and individual 
taken from pairs) as a function of Co-presence, Sex and Age Group 
First of all, it is interesting to observe about these results that the average percentage of correct 
classifications is significantly higher for individuals taken from pairs (M = .81) than it is for 
individuals playing alone (M = .60), F (1,70) = 716.75, p < .001, η2p = .91. Furthermore, the average 
percentage of correct classifications for Pakistani children (M = .78) is significantly higher than for 
Dutch children (M = .64), F (1,70) = 168.9, p < .001, η2p = .71). No significant main effect of sex is 
found.   
Once again, given the differences between individuals and pairs in their emotional expressions, 
it is interesting to look at the significant two-way interactions. We found a significant interaction 
between culture and co-presence (F (1,70) = 24.18, p < .001, η2p = .26). This interaction is visualized 
in Figure 8 and can be explained as follows: even though Pakistani children are overall more 
expressive than Dutch children (higher percentage correct), the difference between Pakistani 
individuals (M = .66) and Pakistani individuals from pairs (M = .90) is larger than the difference 
between Dutch individual (M = .55) and Dutch individuals from pairs (M = .72).  
Culture Co-presence Sex Age Group   Mean (SE) 
 Individuals Boy 8 .62 (.02) 
   12 .46 (.02) 
Dutch  Girl 8 .56 (.02) 
   12 .55 (.02) 
 Individuals taken Boy 8 .76 (.01) 
       from pairs  12 .68 (.01) 
  Girl 8 .71 (.02) 
   12 .72 (.01) 
     
 Individuals Boy 8 .62 (.02) 
   12 .78 (.02) 
Pakistani  Girl 8 .59 (.02) 
   12 .64 (.02) 
 Individuals taken Boy 8 .92 (.01) 
 from pairs  12 .87 (.01) 
  Girl 8 .89 (.02) 
   12 .94 (.01) 
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Figure 8: Average percentage correct as a function of Culture and Co-presence 
We also found a significant interaction between Culture and Sex (F (1,70) = 7.77, p < .01, η2p = 
.11). This interaction can be explained by observing that while both Pakistani boys and girls are 
more expressive than Dutch boys and girl, this difference is overall somewhat higher for the boys 
(Figure 9).  
 
Figure 9: Average percentage correct as a function of Culture and Sex 
Another interesting significant interaction was found between Culture and Age (F (1,70) = 
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and 12 are highly expressive, the Dutch 8-year olds are overall clearly more expressive than the 
Dutch 12 year olds (as visualized in Figure 10). 
 
Figure 10: Average percentage correct as a function of culture and age group 
We also found a significant interaction between Co-presence and Sex (F (1,70) = 9.12, p < .01, 
η2p = .11). This interaction can be explained by the fact that while playing a game together, both boys 
and girls are comparable in their expressiveness, but when playing alone, boys were overall 
perceived as somewhat more expressive than girls (Figure 11). 
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Finally, a significant interaction was found between Sex and Age (F (1,70) = 11.28, p < .01, η2p = 
.14). This interaction is caused by the fact that 8 year old boys are overall more expressive than 12 
year old boys, while the opposite is true for girls, as can be seen in Figure 12. 
 
Figure 12: Average percentage correct as a function of Age Group and Sex 
4.6   Summary 
We found that judges’ classifications were more often correct for children taken from pairs than for 
children playing alone, even though in both cases only the face of a single game playing child was 
visible. This suggests that children playing the game in pairs were more expressive than those 
playing the game individually, irrespective of the cultural background of the children.  
5.  General Conclusion and Discussion 
In this chapter, we investigated how children of different age groups (8 and 12 years old) belonging 
to different cultures (Pakistani and Dutch) express their emotions in different social settings 
(playing a game alone or together with their friends). For this purpose, we devised a simple but 
effective and culture-independent computer game, in which individual children or pairs of children 
have to guess whether a card will contain a higher or lower number than a reference card. The 
recordings collected in this way were used in two perception experiments. In the first, both Dutch 
and Pakistani adult viewers saw fragments (without sound) of Pakistani and Dutch children; they 
were instructed to guess for each fragment whether the children that were shown had just won or 
lost their game.  
We found that overall the number of correct classifications was high, indicating that our judges 
could usually decide whether the children had just lost or won, based on their facial expressions. 
Interestingly, scores were high overall for Pakistani children, whereas for the Dutch children it was 
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indicates that expressions of disappointment were more pronounced in the Dutch children than 
expressions of joy, as Figure 13 illustrates.  
     
Figure 13: 8 year old Dutch children loosing (left) and 12 year old Dutch children winning (right) 
This is different for the Pakistani children, where both winning and losing are easier to detect 
(though the classification scores are slightly higher for winning games), both for 8 and for 12 year 
old children, as shown in figure 14 
     
Figure 14: 8 year old Pakistani children losing (left) and 12 years old Pakistani children winning (right). 
Experiment 2 presented judges with clips of individual, “zoomed in” children who either played 
the games alone or together with a friend. Besides confirming many of the findings from Experiment 
1, this study also revealed that judges were more often correct about children who played in pairs 
than about children who played alone, indicating the children are more expressive when a friend is 
present. This finding, which was true for both cultures, confirms our major hypothesis that physical 
co-presence influences the emotional expressions of children, and is in line with previous research 
(e.g. (Wagner and Lee, 1999)) arguing that the presence of other people influences the behaviour of 
participants.  
The findings for the Dutch children are in accordance with the ‘internalization of emotion’ 
framework, which says that younger children express their emotions more clearly than older ones 
(Thompson, 1994), but this pattern was not found for the Pakistani children. An interesting 
question is what causes the difference between cultures that we found. While it is conceivable that 
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differences in gaming experience partially explain these findings, we believe they reflect real 
differences between the two cultures. One argument for this is that the exact same pattern of our 
cross-cultural findings (Dutch signal negative emotions more clearly, Pakistani signal positive 
emotions more clearly) was also encountered in an analysis of how adult speakers signal positive and 
negative emotions, using a completely different setting, namely producing emotionally laden 
sentences rather than playing a game (Shahid et al., 2008). Systematic comparisons of western 
European and south Asian expression and recognition of emotion are scarce, with the notable 
exception of (Elfenbeinet al., 2002) who compare the emotion recognition patterns of American, 
Japanese and Indian  adults.  
Comparing Figure 13 and 14 suggests that Pakistani children respond more enthusiastically to 
winning than Dutch children, and this is indeed one noticeable difference between the two cultures. 
A qualitative analysis of the recordings revealed three further behavioural differences. First of all, it 
appeared that the Pakistani children gesture more than the Dutch children. In particular, Pakistani 
children frequently produce a number of culture specific gestures, most notably a praying gesture, as 
shown in figure 15. Pakistani children prayed quite often, especially before the last card of a game 
was shown. Dutch children, by contrast, never prayed. This, incidentally, might be a further 
explanation for the observed cross-cultural difference; if one prays for a positive outcome (winning), 
it would be inappropriate to show too much disappointment when losing. 
     
Figure 15: Pakistani 12 years old praying before the final card is shown in the left picture, red square highlights 
the praying gesture 
Another noteworthy finding is related to the fact that the Pakistani 12 years old girls (especially 
the individuals taken from pairs) are not only more expressive than their Dutch counterparts but 
also more expressive than the 8 years old Pakistani girls and boys, an illustration of which can be 
found in Figure 16. 
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Figure 16: 12 year old Pakistani girls winning  
This is an interesting finding, which, at first sight, seems to be incompatible with expectations 
based on the age theory (Thompson, 1994) that younger children are more expressive than older 
ones, though it is consistent with the outcome of the work by (Chapman, 1973) that girls are more 
expressive in showing their emotions than boys. This result is also in line with another study where 
it was shown that females were more expressive in the presence of a friend than in the presence of 
stranger (Wagner and Lee, 1999). We conjecture that our findings might be due to culture-specific 
display rules, which dictate that Pakistani girls from a certain fairly young age on are expected to 
behave in a mature and calm way when expressing their emotions in a public setting. They may 
compensate for this in game situations like the ones we analysed. 
A final noteworthy difference is that the social and physical bonding while playing together 
appears to be stronger in Pakistani pairs than in Dutch pairs. Pakistani children took more time in 
coming to a decision than their Dutch counterparts, and also frequently tried to sit closer to each 
other (they tended to move their chair closer to that of their partner, even when the sitting arrange-
ment was deliberately fixed). Irrespective of age, Pakistani children touched, hugged and even hit 
(mostly in a polite manner) each other more often than Dutch children (as shown in figure 17). 
      
Figure 17: 8 year old Pakistani girls hugging each other after loosing a game (left), 12 year old Pakistani boy 
hitting his friend after loosing a game (right). 
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 In fact, the Dutch children never hit each other and hardly ever hugged after winning or losing a 
game. One important thing to note is that the Pakistani hugging and hitting only happened among 
same sex pairs. A minority of the 12 year old pairs consisted of members of both sexes, and in these 
cases a certain physical distance was maintained, albeit without effecting the overall expressiveness 
of children. In the case of 8 year olds, opposite sex pairs occasionally touched each other but not as 
common as in the 8 year old same sex pairs. This is most probably due to cultural-specific social 
norms of Pakistani society. At a certain age, children (and especially girls) are encouraged to 
maintain some distance to the opposite sex, and close physical contact, such as hugging, would be 
considered odd. The detailed annotations of different visual behaviours will be presented in the 
Chapter 3. 
Our findings are relevant for Human-Computer Interaction in general, and Affective Compu-
ting in particular, in two different ways. First, we have shown that computer games offer a natural 
and highly efficient way to collect affective data. The card game we developed is a straightforward 
implementation of an extremely simple game, certainly when compared to games currently on the 
market. Still, as this study has shown, children responded strongly, and with a variety of emotional 
behaviours, after winning or losing this game. Second, our results indicate that there may be 
considerable differences in how positive and negative emotions (as a response to winning or losing a 
game) are expressed, depending on whether they are produced by younger children or older ones, by 
boys or girls, by western European or south Asian children and by children who play alone or who 
play together with a friend. Since we know from earlier research that emotion recognition systems 
perform best when the training data matches the real, application data, it seems important to take 
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with a social robot compare to playing a game 




In this chapter we investigate how children in different age groups (8 and 12 year olds) and 
belonging to different cultural backgrounds (Pakistani vs. Dutch) experience interacting with a 
social robot (iCat) during collaborative game play. We propose a new method to evaluate children’s 
interaction with such a robot, by asking whether playing a game with a social robot is more similar 
to playing this game alone or with a friend. A combination of self-report scores, perception test 
results and behavioral analyses indicate that child-robot interaction in game playing situations is 
highly appreciated by children, although more by Pakistani and younger children than by Dutch and 
older children. Results also suggest that children had more fun playing with the robot than playing 
alone, but had more fun still when playing with a friend. Children were more expressive when 
playing with the robot than they were when playing alone, but less expressive than when playing 
with a friend. Our results not only stress the importance of using new benchmarks for evaluating 
child-robot interaction but also highlight the significance of cultural differences for the design of 
social robots.  
 
A journal paper based on this chapter is submitted for publication. Earlier versions of this chapter 
appeared as: Shahid, S., Krahmer, E., and Swerts, M., 2011. Child-robot Interaction: Playing Alone or 
Together? Proceedings of the ACM annual conference on Human factors in computing systems (CHI 
EA 11), 1399-1404, as Shahid, S., Krahmer, E., Swerts, M., and Mubin, O., 2011. Who is More 
Expressive During Child-Robot Interaction: Pakistani or Dutch Children?, Proceedings of the 
IEEE/ACM annual conference on Human Robot Interaction (HRI 11), and as Shahid, S., Krahmer, 
E.J., Swerts, M.J.G., and Mubin, O. (2010). Child-Robot Interaction during Collaborative Game Play: 
Effects of Age and Gender on Emotion and Experience. Proceedings of the ACM OzCHI 2010 







54    |    Chapter 3: Child-robot Interaction 
  
!
Fun & Face    |    55  
 3 





1.  Introduction 
In the last decade, there has been an increased interest in designing robots that have the ability to 
build an interpersonal relationship with humans by exchanging social and emotional cues (Breazeal, 
2002). Unlike traditional research on service robotics where humans were seen as obstacles and 
robots were supposed to avoid them while performing their tasks, the new breed of robots is 
deliberately designed to interact and cooperate with humans both for serious and entertaining 
purposes (Fong et al., 2003; Lee et al., 2004). These robots are called social robots and are used 
increasingly not only in entertainment and education, but also in rehabilitation and therapy.  
Social robots may have a particularly strong impact for specific user groups. In particular, chil-
dren are likely to have the potential to get substantial benefits from robotic devices in many ways 
(Woods, 2006). Child-robot interaction (CRI) in itself is emerging as a research area and researchers 
are particularly motivated by the possibilities of letting children interact and collaborate with a robot 
in a social and intuitive way, which ideally could be highly similar to how they interact with their 
peers. The relationship and type of interaction between children and robots is fundamentally social 
and children probably do not use robots merely as a tool in a task-oriented manner (Salter et al., 
2010).  
Keeping in mind the social nature of child-robot interaction, researchers have started asking key 
questions about the societal consequences and acceptance of robots, especially when focusing on 
younger users. How do children perceive and interact with these robots? How do they establish a 
social bond with them? Can these social robots provide children with similar psychological 
outcomes and levels of interaction as human partners do (Salter et al., 2008)? A complication is that 
norms of social behavior differ from culture to culture, and as a consequence it is conceivable that 
different forms and social behaviors of robots may generate different responses across cultures 
(Nomura et al., 2007). Now, when the world is turning into a global village and the market for robots 
is rapidly expanding and they are starting to reach diverse cultures and user groups, it is crucial to 
investigate how children with different cultural backgrounds respond to a social robot. 
Existing research on how children perceive and interact with robots, particularly across cultures, 
is inconclusive. A few studies have shown that children like robots as companions and that certain 
elements of human-human communication are replicated in human-robot communication, but 
others have shown that there are differences in how people collaborate with human and human-like 
(i.e., robotic) partners (Castellano et al., 2010). Only a very limited number of studies have looked at 
human-robot interaction from a cross-cultural perspective, and these studies suggest that the type 
and richness of social relations that people have with robots vary considerably across cultures. In 
general, it seems fair to say that in the area of human-robot interaction, and CRI in particular, most 
of the research is conducted in developed countries, with hardly any studies paying attention to the 
cultures of developing countries (with Bartneck et al., 2005, as a notable exception). Finally, CRI as a 
research area is still in its infancy and previously most of the research in HRI has focused on adult 
participants who mainly interacted with robots in a task-oriented manner. Children are different 
from adults in many ways. In fact, even children of different age groups are different from each 
other, and little research exists on how children of different age groups (and different cultural 
backgrounds) interpret and interact with robots in playful settings.  
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To address these various issues, we developed a new experimental paradigm in which children of 
different age groups (8 vs. 12 years) and cultures (Pakistani vs. Dutch) play the same game either 
alone, with a friend or with a social robot as their game partner. We are interested in whether 
playing a game with a modern social robot is more similar to playing this game alone or with a 
friend,  and in how children of different cultures establish a social bond with a robot and exchange 
(non)verbal cues during playful interactions. 
1.1   Child-Robot Interaction 
Child-robot interaction is an increasingly important application area for robotic research, and the 
number of robots and range of applications specifically designed for children is rapidly increasing. A 
key research question addressed in this field is whether and how a robot can be used as a medium 
for social interaction. The fundamental challenge is to identify means by which children interact 
with robots and design the overall child-robot interaction experience in such a way that it closely 
resembles the human-human interaction experience (Francois, 2009). 
Robot technology is being used for children, for example, in the education sector where robots 
not only act as assistants to teachers but also as autonomous agents in a school environment (Kanda 
et al., 2004). Various studies have looked at robots in education, and the results of different studies 
are mixed (Han et al., 2008; Oh and Kim, 2010). In general, it is shown that children are able to 
develop a social bond with educational robots over time and also report a positive learning 
experience, but factors like participants’ age, cultural backgrounds and duration of interaction can 
have a large influence on the results. Another important application area for robot technology is in 
child development, rehabilitation and healthcare (Baxter et al., 2011; Kozima et al., 2007; Robins et 
al., 2004). Studies in this area show that robot technology can assist children with physical disabili-
ties to move and play, and can help children with autism learn about communication and emotions 
(Conn et al., 2008). Studies such as these also confirm that the success of learning and rehabilitation 
technologies largely depends on individual differences (including age and mental capacity) and the 
context in which these technologies are used (Francois, 2009; Salter et al., 2008).  
Robots are also being designed for purely entertaining and playful purposes, and different stud-
ies have investigated children’s attitudes towards this application of robots. Sony’s AIBO is an 
example of an autonomous entertaining home robot, which is often used in HRI and CRI studies 
(Bartneck et al., 2007; Kerepesi et al., 2006). It is designed to elicit socio-emotional responses and 
shows learning and growth abilities. The iCat is another animal-like robot frequently used in HRI 
and CRI studies, developed for in-home usage (Castellano et al., 2010). It is designed to show six 
basic emotions and elicit rich socio-emotional responses (Verhaegh et al., 2007). 
Evaluating how social or entertaining robots are is a challenging issue in human-robot interac-
tion research and it is even more difficult when special user groups, such as children are involved. A 
well-known finding from the HCI literature is that, in many situations, humans treat computers as 
social actors (Reeves and Nass, 1996). Unlike traditional computers, which exhibit relatively few 
cues that could be seen as socially intelligent, social robots are “borderline objects” that explicitly 
mimic many properties of living beings. It seems plausible that the findings of Reeves and Nass 
apply even stronger to social robots. If this is the case, then an interesting question is to what extent 
this applies to children and how children of different age groups treat a social robot during an 
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interactive game play. 
For investigating the social aspects of child-robot interaction, different evaluation methodolo-
gies have been used. In one type of experimental setup, child-robot interaction is compared with 
child-animal and child-toy interactions (Pepe et al., 2008; Ribi et al., 2008). Such investigations are 
uncommon but indeed help in identifying where on the “social” continuum these ‘borderline 
objects’ fall in terms of interaction. For our study, we relied on a similar paradigm, where the novelty 
is that we focus on a human partner instead of an animal partner or a toy. A human partner is, 
obviously quite different from an animal partner or a pet (Mitchell and Hamm, 1997). Earlier 
research on child-animal relationship shows that children associate different attributes and expect a 
different kind of a response from a pet than from a peer (Bursie, 2004).  
In one study, (Kahn et al., 2006) looked at the differences in children’s responses to a stuffed dog 
and a robotic dog. They reported that the children engaged in imaginary play with the robotic dog in 
a similar fashion to how they engaged with the stuffed dog. However, based on a behavioral analysis, 
they reported that the quality and type of interactions with these two artifacts varied. Children 
showed more reciprocal and apprehensive behavior towards the robotic dog, and displayed less 
cautious behavior to the stuffed dog, which also included more mistreatment. In another study, 
(Melson et al., 2005) investigated the interactions of children with a robotic dog (AIBO) in 
comparison to a live dog (an Australian shepherd). The results showed that children preferred to 
stay in closer proximity to the live dog than to the robotic dog, and were more inclined to associate 
sociality, morality and mental states to the live dog. They also touched and engaged in physical 
activity more with the live dog than with the robotic dog. Another study (Kerepesi et al., 2006), 
compared the interaction of children and adults with a real and with a robotic dog and showed that 
the robot was appreciated as an equally affective playing partner as the dog puppy.  
In another type of experimental setup, researchers compared different types of robots (e.g., iCat 
vs. Nao, a full-body robot) (Baxter et al., 2011), robots with virtual agents (Looije et al., 2008), or 
different attributes of the same robot (e.g., aggressive vs. polite) (Fussell et al., 2008). In one such 
study, (Vink, 2011) compared a socio-cognitive variant of the iCat (the robot behaved socially and 
took the mood of the child into account) with an ego-reactive iCat (the robot did not take the mood 
of the child into account) with children. The results showed that children were happier when 
interacting with the socio-cognitive iCat than with the ego-reactive iCat.  
Taken together, the results of these various studies present an unclear picture. On the one hand 
children are able to differentiate a robot from a toy and a pet, but on the other hand, they have 
mixed responses and attitudes towards robots. Furthermore, in surveys and questionnaires children 
indicate that a robot is like a companion or a family member, but behavioural analyses show that 
children clearly respond differently to living objects, such as a pet dog, than to a robot. In general, 
differences between the various studies in methodology and set-up make it difficult to draw general 
conclusions. 
Therefore, in this chapter, we focus on young children of different age groups in a game-playing 
context and investigate how children play collaborative games and establish a bond with a social 
robot. We compare the child-robot interactions to situations where children either play the same 
game alone or together with a friend. This experimental setup helps to understand where on the 
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continuum CRI falls; is it more like a truly non-social situation (playing alone) or more like a 
normal social situation (playing with a friend). In addition, we will study these issues from a cross-
cultural perspective, comparing Dutch and Pakistani children for reasons discussed in the next 
section. This comparison is interesting, since it contrasts a developed and a developing country, 
which may have an impact on how participants from these cultures appreciate the interaction with a 
robot.  In general, there may be differences in the way such different cultures respond to robotic 
technology due to the their exposure to robots in everyday life, social norms, religious beliefs, and 
the way their media portrays robots. 
1.2   Effect of Culture 
“Culture is a fuzzy set of attitudes, beliefs, behavioural conventions, and basic assumptions and 
values that are shared by a group of people, and that influence each member's behaviour and each 
member's interpretations of the 'meaning' of other people's behaviour” (Spencer-Oatey, 2000). What 
may be logical to do in a particular social setting of one culture might be impolite or even rude in a 
similar social setting of another culture. Different cultures have different social norms for respond-
ing to different social situations and for showing emotional and other non-verbal expressions 
(Elfenbein et al., 2002). This suggests that it is important to look at different cultures when studying 
child-robot interaction. 
Cross-cultural differences have been investigated across many disciplines and the field of HCI is 
no exception. In the HCI literature, it has been shown that people belonging to different cultural 
backgrounds respond to computers and technology in different ways (Oshlyansk, 2007). In one 
cross-cultural study, (Weil and Rosen, 1995) showed cultural differences on “technophobia,” 
especially when it comes to advanced technology. In another cross-cultural study, (Shinozawa et al., 
2003) investigated social responses to lifelike characters, showing that Japanese participants had 
stronger emotional responses (both negative and positive) to an onscreen robot than to a physical, 
3D robot, whereas the opposite held for American participants. 
As shown in the previous chapter, we conducted a comparable cross-cultural study where chil-
dren of two age groups and belonging to two cultures (Pakistan and Dutch) played computer games 
in different social settings (Shahid et al., 2008a). The results showed that the Pakistani children were 
more expressive than their Dutch counterparts. Furthermore, we also found that Pakistani 8 and 12 
year olds behave differently from Dutch 8 and 12 years olds during interactive gameplay. Here an 
important question arises: do these cross-cultural differences between children of different cultures 
(developed and developing countries) and age groups exhibited during human-computer interac-
tions also hold for human-robot interaction? This question is addressed in this chapter. 
In the area of human-robot interaction (HRI), a number of cross-cultural studies have been 
conducted which show that different cultures appreciate robots differently (Shibata et al., 2003, 
2004), (Bartneck et al., 2005), (Nomura et al., 2007). Most of these studies are conducted with adults 
and there are only few examples where CRI is investigated across cultures, and even then the focus is 
sometimes on the parents rather than the children. In a couple of studies, (Cho et al., 2008) used an 
educational robot and compared child-robot interaction in a school environment across cultures. 
The results suggested that European parents seem to have a more negative view on educational 
robots than Asian ones.  Korean parents have a strong tendency to regard these robots as ‘friends of 
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children’. In this study, the opinion of children was not directly asked, as the focus was on the 
parent’s attitudes. In an extension of this study, (Han et al., 2009) showed that Spanish and Japanese 
parents hold more conservative attitudes towards tutoring robots than Korean parents. Findings 
such as these findings suggest that even within developed countries people respond to robots in a 
different manner. 
Children from western cultures and cultures of developed countries are more likely to have been 
exposed to robots through toys, television shows, cartoon, and games. Japan is an extreme example, 
where robotic culture has been embedded into regular culture, and Japanese children are more likely 
to see robots as friends than children from other developed cultures (Han et al., 2009). Compared to 
developed countries, children from developing countries have had only limited exposure to robotic 
devices and it seems likely that this will influence their expectations about robots and the way they 
treat them. What this influence will be remains unclear; it is conceivable that they would appreciate 
interacting with a social robot more, because it is newer for them, but it could also be that they will 
be more restrained in their interactions, precisely because of this novelty. 
In some studies, a number of previously found cross-cultural differences in human-human 
interaction are tested during human-robot interaction. In one such study, (Evers et al., 2008) 
showed that differences in cultural backgrounds can lead to varied responses to autonomous robots. 
They showed that when a robot was presented as an in-group member (forming a team with the 
participant), Chinese participants were more satisfied with the interaction and reported a stronger 
sense of control compared to US participants. In another study, (Wang et al., 2010) reported that 
Chinese participants were likely to trust a robot and show compliance with its recommendations if 
the robot communicated more implicitly, while the reverse was true for American participants. 
There are only a handful of HRI studies where researchers compared participants of developed and 
developing countries. The results of one such study showed that respondents from the USA (a 
developed country) were more positive about robots than respondents from Mexico (a developing 
country). They also showed that, contrary to the popular belief that Japanese love everything about 
robots, Japanese participants were actually concerned about the emotional aspects of interacting 
with robots (Bartneck et al., 2007).  
In general, cross-cultural studies such as those discussed above show the diversity of responses 
to robots across different cultures, and that findings from cross-cultural psychology about the 
differences in human-human interaction may also hold for human-robot interaction. One key 
limitation of existing research on robotics is that most of this research is conducted in developed or 
western countries. In the case of Asian countries, most researchers still focused on developed 
countries. Results of different studies conducted in few developed Asian countries cannot be 
generalized for ‘Asia’ as a whole, given that differences between Asian cultures can be huge (Aubrey, 
2009). Furthermore, many of the existing cross-cultural HRI studies are either based on surveys or 
on self-report questionnaires and only few studies used behavioral analyses for identifying the 
complex differences across cultures.  
In this study, we ask whether the cultural background of children has an influence on how they 
interact with a social robot, focusing on a comparison of Dutch and Pakistani children of different 
age groups during an interactive gameplay. 
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1.3   The Current Study 
In this chapter, we study child-robot interaction using an experimental paradigm in which children 
(both boys and girls, either 8 or 12 years old) played a simple card game in one of three conditions: 
alone, with a friend, or with a social robot. After each game, subjective fun and overall game 
experience ratings were collected from all children (Experiment 1, Section 2). In addition, all game 
playing interactions were videotaped and randomly selected fragments were subsequently presented 
in a perception test to human judges, allowing us to objectively compare the non-verbal behavior of 
the children in the various conditions, and see whether these were in accordance with the self-
reports (Experiment 2, Section 3). Finally, we did an observational analysis (Section 4) in which we 
looked at different visual (positive and negative) features and social cues shown during different 
game playing conditions.  
2.  Experiment 1: Game Playing   
We used a card guessing game as a tool for evaluating child-robot interaction and for investigating 
the influence of a robot’s presence as a game partner on the emotional response and social experi-
ence of children. The card guessing game was developed under the GAME (Game As a Method of 
eliciting Emotions) paradigm. Under this paradigm, the objective is to design simple games which 
can be used as tools for inducing emotions and eliciting rich social interactions in a natural and 
ethical way (Shahid et al., 2008b). Games are a popular medium to investigate human-robot 
interaction (Castellano et al., 2010; Short et al., 2010). Compared to traditional experimental settings 
of eliciting rich socio-emotional behaviour, games are more interactive in nature, but still allow 
control (to both players and experimenters) to create a natural ambience (Kaiser and Wehrle, 1996). 
2.1   Method 
2.1.1    Material 
In this study, we use the same game materials (the card guessing game) as in the previous chapter. In 
the card game, children have to guess whether an upcoming number is higher or lower than the 
previous (reference) number. When the game starts, players see a row of six cards on the screen 
where the number of the first card is visible (‘3’ in the case of the example in Figure 1) and the other 
five cards are placed upside down so the numbers are hidden. The numbers on the cards range from 
1 to 10, and a number displayed once is not repeated in a particular game. Players have to guess 
whether the number on the next card will be higher or lower than the previous number. Once 
players have guessed the number, the relevant card is turned around and the correct answer is 
shown on the screen. Players are also informed about the correctness or incorrectness of their 
answer via a characteristic non-speech feedback sound. If players make a wrong guess, the game is 
finished and they move to the next game. If players guess the number correctly, they are asked to 
guess the next number. Players only win a game if they guess all numbers in the row correctly. In the 
case of winning a game, they receive a coin. At the end of the experiment, which consisted of 
multiple games, players could exchange the coins they won for a prize.  
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Figure 1: Winning Scenario - Start of a game (left) and end of the game (right) 
The card games were developed using Microsoft® PowerPoint®. Appropriate colourful images 
were chosen for the game background and different animations were used to turn cards around in 
an attempt to make the game attractive for children. During the experiment, children played six 
games, and could in theory win six coins. However, unknown to the children, each game was 
completely deterministic, and two different game variants were used. In the first alternative (Figure 
1), a rational decision procedure would result in winning the game, and in the second alternative, 
being rational would result in losing the game. Figure 2 is an example of the latter: the most probable 
outcome for the final card would be a “lower” number than 9, but guessing “lower” would make this 
a losing game. The two other losing games were: 8-3-9-7-2-1 and 1-9-4-8-3-2. Winning scenarios 
were 9-2-8-1-10-7, and 3-8-2-10-9-2 and 1-3-9-2-7-6. Winning and losing games were mixed in the 
sequence, starting and ending with a variant in which children were likely to win.  
    
Figure 2: Losing Scenario - Start of a game (left) and end of the game (right) 
2.1.2    Participants 
112 children, 52 Dutch and 60 Pakistani, participated in this study and played the game with the 
iCat. For comparisons we also used data from our earlier study as described in chapter 2 (Shahid et 
al., 2011). In this earlier study, 144 children participated, of which 48 children played the games 
individually (24 Dutch and 24 Pakistani ones), and 96 children played the games in pairs (24 pairs of 
Dutch children and 24 pairs of Pakistani children).  All together this resulted in 256 participants 
spread over three conditions (alone, iCat, friend).  In all conditions, half of the children were around 
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8 years old (group 4 in the Dutch elementary school system, second grade in the Pakistani school 
system) and the other half were around 12 years old (Dutch group 8, Pakistani sixth grade). Parents 
and teachers gave prior written permission for their child to participate, and signed a consent form 
stating that the recordings could be used for research purposes.  
2.1.3    Procedure 
The experiment was conducted in six elementary schools, four in Tilburg (the Netherlands) with 
Dutch participants and two in Lahore (Pakistan) with Pakistani participants. The procedure for the 
iCat condition was essentially similar to the previous conditions (playing individually or playing in 
pairs). In all conditions, a separate room was chosen in each school, where depending on the 
condition, pairs of children (self-selected pairs of the same age group) or individual children 
(playing game alone or with iCat) were invited and asked to sit on the chair(s) placed in front of a 
desk on which a large computer screen was placed. In the iCat condition, children sat next to the 
iCat to keep the sitting position similar to the ‘pairs’ condition. The iCat was positioned in such a 
way that by turning its head it could look both at the screen and the child allowing for eye contact 
(see Figure 3). Half of the children were positioned on the right side of the iCat, and half on the left. 
The game was displayed on the computer screen placed in front of the participant(s). On top of the 
computer screen, a camcorder was positioned in such a way that it could record the children’s faces 
and the upper part of their body. A laptop was attached to the screen to facilitate the experiment 
leader in controlling the game. In the case of the iCat condition, an additional computer was also 
used for controlling the verbal and non-verbal response of the iCat. The experimenter was always 
outside the visual field of the game-playing children. Once the children were in the room and had 
chosen the appropriate seat(s) for sitting, the experimenter welcomed the children and started a 
small talk by asking a few questions to break the ice (e.g., “How old are you? Do you like to play 
games?”). In the iCat condition, the children were first informally introduced to the iCat and the 
role of the iCat as a game partner was explained to them.  
   
Figure 3: Experimental setup for the ‘child-robot interaction’ condition 
After this introductory phase, the experimenter gave spoken instructions, telling the children 
about the game and the coins they could win. All the game rules outlined in the previous section 
were explained to the children (in Urdu and Dutch for Pakistani and Dutch children, respectively), 
and when they seemed to understand the rules, the experimenter started a practice game (“So you 
only have to say whether the next card is higher or lower. This is just an exercise and it doesn’t really 
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count”). In the case of the iCat condition (as in the pairs condition), participants were encouraged to 
discuss the outcome with the iCat before giving the final answer. When the practice session was 
finished, the experimenter asked the children whether they had any questions, and if not the 
experimenter left the children’s field of vision and started the first experimental game. 
The experiment did not have a fixed duration because children varied in the time they needed to 
make a decision, and some took more time to negotiate with their partners or iCat on the decisions. 
On average each experimental session lasted between approximately 10 and 15 minutes. After the 
sixth and final game, the experimenter guided the children to another room where they had to fill in 
a post-experiment questionnaire. After this, the experimenter asked the children some open 
questions in an interview. At the end of the whole session, the experimenter congratulated the 
children and informed them that they could trade in their coins for an individual gift (a whistle, 
small plastic ball, or chocolates in the case of the Dutch participants and chocolates/ juices, geometry 
boxes or key rings for the Pakistani participants).  
 
Figure 4: Children’s reactions after winning or losing a game in playing alone (top), playing with iCat (middle) 
and playing with friend (bottom) conditions 
Figure 4 shows children’s reactions after winning or losing a game in different game playing 
conditions. Overall, the game worked well, in that all children made the logical choices they were 
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expected to make in most of the games, so that each child and pair of children lost at least two games 
and won at least two games.  Furthermore, not a single child reported that the game was in fact a 
fake, i.e., a deterministic simulation.  
2.1.4    Child-robot Interaction 
We used a Wizard of Oz method to simulate both the verbal and non-verbal behavior of the iCat. 
The wizard was located outside of the child’s field of vision and relied on simple pre-programmed 
behaviors of the iCat in a contextually appropriate way. A text-to-speech engine was also employed 
in order to synthesize the vocal responses of the iCat. We designed a number of game-specific 
scripts, which were controlled by the wizard as well.  
The regular game scripts included realistic utterances from the iCat, in such a way that for every 
higher or lower suggestion of the child (“I think the next card will be higher’’), the wizard had 
possibilities to start a dialogue about the next guess (“I think lower”) or to agree with the child (“I 
think so too”). In all cases, we made sure that the iCat would initiate the discussion in half of the 
cases (“I think the next card will be higher, what do you think?”) and waited for the child in the 
other half. In addition, we made sure that the robot made correct and wrong suggestions an equal 
number of times. The iCat also showed certain and uncertain behaviour (“I think bigger but I am 
not sure”) while guessing the next number. In our script and design of interactions with the iCat, we 
also used some design patterns (e.g. reciprocal turn taking in game context) for social human-robot 
interaction proposed by (Kahn et al., 2008). In general, developing natural and representative scripts 
was facilitated by (a) the deterministic nature of the game, which made it possible to make “educated 
guesses” about what children are likely to say and (b) the fact that we used this same game in our 
earlier studies, from which we learned how children were likely to express themselves during 
different phases of the game. This formed the basis for the scripting of the iCat’s verbal and non-
verbal behavior (see Figure 5). 
 
Figure 5: iCat showing frown expression (with head down, lower eyelids, curved lips) and the child showing 
sympathy to iCat after losing a game 
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2.1.5    Measurements 
For measuring the experience of fun after playing games in three conditions (alone, iCat, friend), we 
used different variants of the  ‘funometer’ to assess children’s experiences (Read, 2008). For analysis, 
scores of all fun measurement were mapped on a 1-7 point likert scale where 1 was no fun at all and 
7 represents a lot of fun. We also videotaped all interactions for further analysis. 
In the iCat condition, we used various additional measurements. We used the pictorial card 
sorting method for ranking children’s preference about playing alone, playing with friends, playing 
together with a stranger and playing with iCat (Markopoulos et al., 2008). For evaluating the 
children’s social experience, we adapted the Game Experience Questionnaire (GEQ) (IJsselsteijn et 
al., 2007). The adapted questionnaire contains sixteen questions distributed over four categories, 1) 
endurability (e.g., “I would like to play this game again”), 2) engagement (e.g., “the game was 
exciting, I was fully involved in the game”), 3) iCat likeability (e.g., “I liked playing with iCat, the 
iCat was friendly”) and 4) iCat smartness (e.g., “I think the iCat was smart”, “iCat couldn’t help me 
in this game as good as my real friend would do”) all on 5 point Likert scales. All questionnaires 
were translated in Urdu for Pakistani children and in Dutch for Dutch children. 
2.2   Data Analysis and Results 
To gain some first insight into how children had experienced the game, we compare the reported 
fun scores across all three conditions. To test for significance we conducted a univariate analysis of 
variance (ANOVA) with three between-subject factors, namely Partner (levels: Alone, iCat, Friend), 
Culture (levels: Pakistani, Dutch) and Age (levels: 8 years, 12 years) and with the mean fun score as 
the dependent variable. The Bonferroni correction was used for pairwise comparisons. 
Table 1: Average fun scores with standard deviation (SD) on a 7-point Likert scale (1= very negative, 7= very 
positive) 
Table 1 summarizes the results. The ANOVA showed a main effect of partner (F (2,220) = 61.26, 
p < .001, η2p = .42): the children reported having the most fun while playing with friends (M = 6.40, 
SD = .61), least fun while playing alone (M = 5.10, SD = .70) and their rating of fun while playing 
with the iCat was in between (M = 6.01, SD = .70). All pairwise comparisons are statistically 
Culture Age Conditions 
Alone  With iCat With Friend 
Dutch 8 years 5.00 (.74) 6.04 (.89) 6.22 (.61) 
 12 years 4.63 (.64) 5.88 (.67) 6.04 (.66) 
Pakistani 8 years 5.60 (.51) 6.32 (.62) 6.50 (.51) 
 12 years 5.09 (.53) 6.12 (.52) 6.67 (.48) 
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significant (p < .001). Note that the difference in means between the iCat and Alone conditions (Md 
= 0.81) is about twice as large as that between the iCat and Friend conditions (Md = 0.39).  The 
Pakistani children reported having overall more fun (M = 6.10, SD = .56) than Dutch children (M = 
5.63, SD = .73), F (1,220) = 21.66, p < .001, η2p = .09. Furthermore, the 8 years old children reported 
having more fun (M = 5.94, SD = .68) than the 12 years old (M = 5.74, SD = .59), F (1,220) = 5.336, p 
< .05, η2p = .02. No significant interactions were found.  
Next we analyzed the GEQ questionnaire by zooming in on the iCat data. In this case, four 
separate univariate analyses of variance were performed for the four different Game Experience 
Questionnaire categories (engagement, endurability, likeability, iCat smartness) with two between 
factors, namely Culture (levels: Pakistani, Dutch), and Age (levels: 8 years, 12 years). The mean score 
for each GEQ category was the dependent variable. For the purpose of the current analyses, the 
values of negatively formulated questions were reversed, so that high numbers always represented a 
positive score. 
Table 2 summarizes the results of all four categories. The two-way ANOVA for the ‘engagement’ 
dimension revealed that overall Pakistani children were more engaged in the game play while 
playing with the iCat (M = 4.46, SD = .67) than Dutch children (M = 4.10, SD = .78), F (1,96) = 
6.906, p < .05, η2p = .067. Furthermore, 8 year old children found playing with iCat more engaging 
(M = 4.56, SD = .50) than 12 year old children (M = 4.00, SD = .86), F (1,96) = 16.710, p < .001, η2p = 
.148. 
The two-way ANOVA for the ‘endurability’ dimension revealed a similar pattern. Overall Paki-
stani children showed a stronger interest in playing again with iCat (M = 4.30, SD = .75) than Dutch 
children (M = 3.90, SD = .79), F (1,96) = 6.894, p < .05, η2p = .067. Furthermore, 8 year old children 
were more unhappy when the game was over (M = 4.44, SD = .58) than 12 year old children (M = 
3.72, SD = .81), F (1,96) = 27.574, p < .001, η2p = .223.  
Table 2: Average Engagement, Endurability, Likeability and Smartness scores (with SD) on a 5-point Likert (1= 
very negative, 5= very positive) for Dutch and Pakistani children. 
Culture Age GEQ Dimensions 
Engagement  Endurability Likeability Smartness 
Dutch 8 years 4.40 (.70) 4.28 (.61) 4.32 (.69) 4.36 (.63) 
 12 years 3.80 (.91) 3.52 (.77) 3.96 (.45) 4.76 (.43) 
Pakistani 8 years 4.72 (.45) 4.60 (.50) 4.56 (.51) 4.12 (.73) 
 12 years 4.21 (.76) 3.92 (.77) 4.08 (.70) 4.48 (.59) 
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Regarding likeability of iCat, 8 years old children liked the iCat more  (M = 4.54, SD = .61) than 
12 year old children (M = 4.02, SD = .58), F (1,96) = 12.307, p < .001, η2p = .114. Interestingly there 
was no effect of culture (F<1), which implies that Pakistani (M = 4.32, SD = .65) and Dutch (M = 
4.19, SD = .60) equally liked the iCat.  Also, compared to 8 year old children (M = 4.24, SD = .69), 12 
year old children found iCat more intelligent (M = 4.62, SD = .53), F (1,96) = 9.845, p < .01, η2p = 
.093. Furthermore, Dutch children rated the smartness of iCat higher (M = 4.56, SD = .57), than 
Pakistani children (M = 4.30, SD = .67), F (1,96) = 4.609, p < .05, η2p = .046.  
Finally, we report on the pictorial card sorting test where children could rank four alternatives 
(playing alone, playing with friend, playing with a stranger and playing with the iCat) in terms of 
their preference. To analyze the results we used the Friedman Test, and to test for pairwise 
significance we used the Wilcoxon Signed-Rank Test. Both tests were run separately for both 
cultures. For this analysis, we mapped the card ranking on a 1 to 4 scale where 1 means the card was 
ranked as the first choice and 4 means the card was ranked as the last choice (see Figure 6). The 
result of Friedman Test for Pakistani children showed that playing with friend was ranked on top 
(M=1.46), followed by playing with iCat (M =1.66), then playing with stranger  (M =3.19) and 
playing alone was ranked the lowest (M = 3.69), !2(3) = 110.82, p < .001. The Wilcoxon Signed-Rank 
Test revealed a significant difference between all comparisons. For Dutch children, the Friedman 
Test revealed that children’s first choice was ‘playing with iCat’ (M = 1.53), followed by ‘playing with 
friend’ (M = 1.69), ‘playing alone’ (M = 3.27) and ‘playing with stranger’ (M = 3.61), !2(3) = 111.00, p 
< .001. The Wilcoxon Signed-Rank Test revealed a significant difference among all comparisons 
except for one (playing with iCat vs. playing with friend). 
 

















Alone Stranger iCat Friend 
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3.  Experiment 2: Perception Test 
In the previous section we discussed children’s self-reports on how they appreciated the interaction 
with the iCat, and compared the results with those obtained from children playing alone or with a 
friend. During the game playing session, children were also videotaped. These recordings comprise a 
rich collection of social behaviour and of verbal and non-verbal emotional responses to winning or 
losing a game.  In this section we present judgements of selected recordings from children (taken 
from all three conditions). The task of judges is to guess whether the child has just won or lost the 
game. In this way we can objectively estimate the expressiveness of the children in the different 
conditions; more correct guesses indicate that children are more expressive. 
3.1   Stimuli 
We randomly selected 80 children who played games with the iCat, 40 Dutch and 40 Pakistani. For 
comparisons, we also used clips of 144 children from the ‘alone’ and ‘pairs’ condition, which were 
collected earlier, mentioned in the introduction of this chapter. We balanced for age and gender and 
for each child we chose the first winning game (in which children made a correct prediction for the 
last card) and the first losing game (in which the final guess turned out to be incorrect) from the 
video recordings. Furthermore, from the clips of child-pairs, we randomly selected one child from 
each pair by zooming in on his/her face. In the case of the iCat condition, we also zoomed in on the 
child’s face so that the iCat was never visible in the stimuli. Half of the children sitting on the right 
chair and half of the children sitting on the left chair were selected. The video snippets were cut from 
the moment the final card was turned until the main response of the child was finished.  
This resulted in 4 sets of stimuli: stimuli 1 – 80 Dutch iCat clips [= (10 (iCat - 8 year old boys) + 
10 (iCat - 8 year old girls) + 10 (iCat - 12 year old boys) + 10 (iCat - 12 year old girls)) x 2 (1 win + 1 
lost)], stimuli 2 – 80 Pakistani iCat clips [similar to stimuli 1], stimuli 3 – 96 Dutch alone and pairs 
clips [= (12 (Alone - 8 years old alone) + 12 (Alone - 12 years old) + 12 (Pairs - 8 years old) + 12 
(Pairs - 12 years old)) x 2 (1 win + 1 lost)], stimuli 4 – 96 Pakistani alone and pairs clips (similar to 
stimuli 3).  
 
Figure 7: Representative stills of children for winning and loosing games during three conditions 
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These four sets of stimuli were presented in a perception test to observers for a rating experi-
ment. In this experiment, stimuli were presented in a random order, in a vision-only format so that 
participants could not rely on auditory cues (e.g. “Yahooo!” sound used as feedback to children that 
they had won the game). 
3.2   Participants 
144 Dutch adults participated in the perception experiments (M = 21 years, SD = 2.7 years), with a 
roughly equal number of men and women. 
3.3   Procedure 
Four group experiments were conducted and in each experiment 36 Dutch viewers viewed one set of 
stimuli. For every experiment, groups of participants were invited into a quite classroom where the 
computer screen was projected on the classroom wall using a projector. Participants were told that 
they would see a set of stimuli in which children were showing their emotions after winning or 
losing a game and that their task was to determine whether the children had just won or lost their 
game (Figure 7 shows representative stills from each clip). Each stimulus was preceded by a number 
displayed on the screen indicating the upcoming stimulus, and followed by a six second interval 
during which participants could fill in their score on the answer form. The actual experiment was 
preceded by a short training session in which 3 clips were shown (different from the ones shown in 
the actual set of stimuli) to make participants familiar with the stimuli and the experimental task. If 
everything was clear, the actual experiment started. During the experiment there was no interaction 
between participants and experimenter. 
3.4   Data analysis 
In the following, we first statistically compare the results across the three main conditions of interest 
(Alone, Friend, iCat) using independent samples t-tests (an analysis of variance could not be used 
since we compare data collected in various experiments, as described above). We compared through 
two t-tests how the results for the iCat condition relate to that for the alone and together conditions, 
respectively. For a detailed analysis, we then zoomed in on the iCat data only, where tests of 
significance were performed using a repeated measure analysis of variance (ANOVA) with three 
within-subjects factors, namely Culture (levels: Pakistani, Dutch), Age (levels: 8 years, 12 years), 
Game status (levels: winning, losing) and with the percentage of correct classification as the 
dependent variable. Our working hypothesis is that when children are more expressive, participants 
will be better able to determine whether a child had won or lost. A higher percentage of correct 
classifications is therefore related to more nonverbal expressiveness. 
3.5   Results 
Figure 8 summarizes the results, and presents a very clear picture. Children playing a game with the 
iCat are more expressive than children playing alone (more correct classifications), but less 
expressive than children playing with a friend. This pattern is identical across the two cultures, but 
Pakistani children appear to be more expressive than Dutch ones. 
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Figure 8: Percentage of correct classification of children winning and losing for three game playing conditions 
and two cultures (higher percentage correct = more expressive, lower percentage correct = less expressive, 50% = 
chance level) 
We first statistically compare the data across the three conditions for determining the main 
effect. An independent samples t-test confirmed that the percentage of correct classification for the 
iCat condition (M = .73) is higher than for the alone condition (M =.61), t(142) = 8.73, p<.001. In 
turn, the percentage of correct classification of children playing with a friend (M =.81) is higher than 
that for children playing with the iCat (M =.73), t(142) = 5.09, p<.001. 
Next, we turn to the iCat data. First of all, we found that the percentage of correct classifications 
is higher for Pakistani children (M = .80) than for Dutch children (M = .66), F (1,29) = 230.68, p < 
.001, η2p = .89. In addition, overall the percentage of correct classifications is higher for 8 year olds 
(M = .75) than it is for 12 year olds (M = .71), F (1,29) = 22.31, p < .01, η2p = .45, indicating that 
younger children are more expressive when playing with the iCat than older children.  Furthermore, 
the percentage of correct classifications is higher for losing games (M = .82) than it is for winning 
games (M = .64), F (1,127) = 148.33, p < .001, η2p = .84. 
Given the differences in how Dutch and Pakistani children of different age groups respond to 
winning and losing while playing with iCat, the interaction effects are especially interesting. We 
found a significant interaction between Culture and Age (F (1,29) = 4.25, p < .05, ηp2 = .13). This 
interaction can be explained by the fact that while playing game with iCat, the Dutch children aged 8  
(M = .67) and aged 12 (M = .64) are comparable in their expressiveness, while the Pakistani 8-year 
olds  (M = .83) are overall more expressive (higher percentage correct) than the Pakistani 12 year 
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Figure 9: Average percentage correct as a function of Culture and Age  
We also found a significant interaction between culture and game status (F (1,29) = 119.28, p < 
.001, ηp2 = .80). This interaction can be explained as follows: for Dutch children, losing games are 
more often classified correctly than winning ones, while for Pakistani children the difference 
between these two is much smaller, as can be seen in figure 10. 
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4.  Observational Analysis 
4.1   Introduction 
The perception tests clearly showed that children are more expressive when playing a game with an 
iCat than when playing the game alone, although they are more expressive till when playing with a 
friend. In this section, we describe a detailed observational analysis of the children’s non-verbal 
behavior in the various conditions. This was partly done to find out what kinds of features partici-
pants of our perception tests may have used as cues in their judgments, but also to gain insight into 
specific behaviors that children display in various game contexts.  
4.2   Development of observation scheme  
We developed a new observation scheme for observing and quantifying children’s responses at two 
different moments during the game, i.e., (1) children’s affective response after winning or losing a 
game and (2) children’s social interaction during the game play. The first part of the scheme focused 
on the game outcome, to quantify the positive (joy after winning) and negative (disappointment 
after losing) emotions. This part of the coding scheme was developed on the basis of informal 
observations of video clips taken from three game playing conditions (playing alone, playing with 
iCat, and playing with friend) and on an existing coding scheme (Shahid et al., 2011). This resulted 
in two main categories (see appendix 1 for details): 1) positive affect (subcategories: smile, laughter, 
clapping, jumping, moving, winning arm gesture, verbal response (e.g. “yes”, “yahoo”, etc.)), and 2) 
negative affect (subcategories: sadness (frown), anger, closing eyes, covering face, head down, verbal 
response (e.g. “ohoo”, “no”, etc.).  
For this part of the coding scheme, some chosen facial features are roughly comparable to the 
well-known Action Units (AU’s) of the Facial Action Coding Systems (FACS) proposed by (Ekman 
and Friesen, 1978) (AU 12 for smiling, AU 51-58 for turn taking or head movement, AU 4 for 
frowning, etc.). All visual features and relevant stills of social behaviors can be found in the appendix 
1. In addition to these visual features, we also added one auditory feature, i.e. the verbal response to 
a winning or losing situation, even though these could not have served as cues in the perception 
study, given that sound was removed from the clips.  
The second part of the coding scheme focused on observing social interactions during gameplay. 
We used video recording from two conditions (playing with iCat, playing with friend) as a point of 
reference for identifying different social behaviors. We based this part of the scheme on the social 
interaction framework in gameplay (Kort et al., 2007) (e.g. measuring (non) verbal communication, 
immediacy, monitoring, etc.) and guidelines for measuring social play (Isbister, 2010). All together 
this resulted in six categories: 1) physical connectedness (subcategories: hugging, touching, hitting), 
2) responsiveness (subcategories: stool moved (for sitting closer to the partner), turn to partner, turn 
taking (guessing numbers one by one), gaze partner (looking into the partner’s eyes) and 3) 
compliance (subcategories: accepting certain proposal, accepting uncertain proposal. 
We coded the presence and absence of these features and counted the number of times a par-
ticular behavior (e.g. smiling, touching, hugging, etc.) occurred in the selected fragments. In the case 
of eye-gaze behavior, we coded the duration of the behavior for a fixed interval. Even when we 
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coded for the social interaction in the ‘playing with friend’ condition, we coded the behavior of only 
one player, thus ignoring the behavior of his/her team partner.  
4.3   Stimuli 
The stimuli for coding affective response were the same as we used previously in the perception test. 
For coding social interaction, the stimuli were extended, so as to  include the decision process 
leading up to the final choice. Sound was not muted, as it contained conversation about the last 
guess and verbal responses to winning and losing. Furthermore, coding was done on the original 
and not on the zoomed clips, to ensure that the participant was clearly visible during the entire 
interaction. 
4.4   Procedure 
The first author and two independent assistants, one Dutch and one Pakistani, performed the 
labeling of the observational data. The procedure was as follows: The first author trained the two 
other coders until an acceptable level of inter-rater agreement was established before starting the 
coding. After the coding, the inter-rater reliability for each feature was measured. All three coders 
coded all fragments and scored the number of times different behaviors mentioned in the coding list 
happened in the given stimulus. The coding was done in two rounds where each coder watched all 
fragments twice, while being blind for condition. In the first round, all coders coded the ‘affective’ 
dimension (positive, negative or neutral response to winning and losing) of the gameplay. In the 
second round, each coder primarily coded the social dimension of gameplay. Coders also coded the 
verbal response to winning and losing during this round.  
4.5   Inter-rater reliability 
At the end of the coding sessions, the coding of the principle researcher and the other two coders 
were checked for the percentage agreement for all categories separately. The inter-rater agreement 
ranged from 63% to 88% for positive affect, 69% to 92% for negative affect, 74% for neutral, 81% for 
tense, 87% to 94% for physical connectedness, and 79% to 91% for responsiveness. For further 
analyses, disagreement between three labelers was resolved through majority voting. 
4.6   Data Analysis 
For finding the similarities and differences in the exhibition of positive and negative cues during the 
three game playing conditions, two separate univariate ANOVAs were performed for positive and 
negative affect categories with culture (levels: Pakistani, Dutch) and presence (levels: alone, iCat, 
friend) as between subject factors, and mean number of visual features as the dependent variable.   
4.7   Results 
Table 3 summarizes the results and shows the number and type of visual features displayed by 
Pakistani and Dutch children in three game-playing conditions. In general, it can be seen that more 
features are shown in the together conditions than in the alone condition, with the iCat condition 
sandwiched in between. Furthermore, the number of features shown by Pakistani children is overall 
higher than the number by the Dutch children.  
 




Features               Dutch Pakistani 
  Alone iCat Friend Alone iCat Friend 
Positive  Smile (happy) 16  18 21 16  21 25 
 Laugh 0 2 5 1 7 14 
 Clapping 0 3 5 2 9 16 
 Jumping/Moving 0 4 10 3 8 22 
 Winning gesture 1 7 11 2 13 21 
 Verbal response 2 4 13  3 8  10 
Total positive Features 19 38 65 27 66 108 
Negative  Sad (frown) 17  19 22 16 18 21 
 Anger 0 1 4  0 2  5 
 Closing eyes 8 10 14 7 15 21 
 Covering face 1 6 10 4 8 14 
 Head down 2 4 6 2 6 9 
 Verbal response 3 10 16  5 7 8 
Total Negative Features 31 50 72 34 56 78 
Total Visual Features 50 88 137 61 122 186 
Table 3: Number of positive and negative features shown by children during three game playing conditions 
The two-way ANOVA for the positive affect category (Figure 11) revealed that children were 
more expressive and showed the most number of positive cues while playing with friends, the least 
number of cues while playing alone and the number of positive cues shown while playing with the 
iCat was in between, F (2,287) = 42.708, p < .001. The two-way ANOVA also showed a main effect of 
culture, in the sense that Pakistani children showed a higher number of visual cues than their Dutch 
counterparts, F (1,287) = 21.670, p < .001. 
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Figure 11: Mean of positive features shown by Pakistani and Dutch children  
The two-way ANOVA for the negative affect category (Figure 12) revealed that children showed 
the most number of negative cues while playing with friends, the lowest number of cues while 
playing alone and the number of negative cues shown while playing with the iCat was in between, F 
(2,287) = 18.823, p < .001. For the negative cues category, no significant effect of culture was found 
which suggest that both Dutch and Pakistani children were equally expressive after losing a game.  
 
Figure 12: Mean of negative features shown by Pakistani and Dutch children  
We also explored to what extent there is a relation between the percentage of correct classifica-
tion of games (perceived status of a game by judges) and the number of visual features shown in 
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tion test results. In this way, for each clip used in the perception test and observational analysis, we 
had a one to one mapping between percentage of correct classification and number visual cues.   
 
Figure 13: Correlation between percentage of correct classification and number of visual features shown by 
Dutch children 
We performed separate correlational analyses for the two cultures. These correlation analyses 
revealed that the percentage of correct classification increases as a function of the number of visual 
features shown by children. Figure 13 and 14 shows that, both for Dutch (r = .672, p < .001) and 
Pakistani (r = .799, p < .001) children, the increase in the amount of visual features present in a 
stimulus gives rise to better classification. This correlation is significantly higher for Pakistani 
children than for Dutch children.  
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To find out which social cues children exhibited while interacting with the iCat and with friends, 
a two-way ANOVA was run for ‘physical connectedness’, ‘responsiveness, and ‘compliance’ 
categories with culture (levels: Pakistani, Dutch) and partner (levels: iCat, together) as between 
subject factors and mean of visual features as the dependent variable.   
Category Features Dutch Pakistan 
iCat Together iCat Together 
  
Physical connected- Hugging 1 0 3  13 
ness Touching 4 8  19  26  
 Hitting 0 2 0 7 
 Total features 5 10 22 46 
Responsiveness Stool moved  6 15 25  30 
 Turn to partner  23 30 45 40 
 Gaze Partner  13 19 38 31 
 Turn taking 43 39 35 30 
 Total features 85 103 143 131 
Compliance Accepting certain 
proposal 
42 45 44 37 
 Accepting uncer-
tain proposal 
12 6 21 10 
 Total features 54 51 65 47 
Table 4: Number of social cues shown by children during three game playing conditions 
Table 4 summarizes the results. For physical connectedness, the two-way ANOVA showed that 
Pakistani children were more socially connected with partners than Dutch children, F (1,191)= 
46.585, p < .001, η2p = .20. We also found that children were more connected while playing with 
their friends than with the iCat, F (1,191)= 14.378, p < .001. We also found a significant interaction 
between culture and partner, F (1,191)= 2.038, p <. 05, η2p = .03, which indicates that although in 
both cultures children were more connected while playing with their friends as compared to playing 
with iCat, this difference in the two game playing conditions is higher for Pakistani children. 
For responsiveness, the two-way ANOVA showed that Pakistani children were more responsive 
to their partners than Dutch children, F (1,191)= 40.333, p < .001, η2p = .29. We also found a 
significant interaction between culture and partner, F (1,191)= 4.083, p < .01, η2p = .04, which 
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indicates that Dutch children were more responsive to their friends but Pakistani children were 
more responsive to iCat. No main effect of partner was found. 
For compliance, the two-way ANOVA showed that children more often agreed with the iCat 
than with their friends, F (1,191)= 7.219, p <. 01, η2p = .04. We also found a significant interaction 
between culture and presence, F (1,191)= 4.061, p < .05, η2p = .02, which can be explained by the fact 
that although in both cultures children agreed more with iCat than with their friends, this difference 
in agreement between the two game playing conditions was much larger for the Pakistani children. 
5.  Discussion 
In this chapter we studied how children of different age groups (8 vs. 12 year old) and belonging to 
different cultural backgrounds (Dutch vs. Pakistani) experience playing a game with a robot in 
comparison to playing the same game alone or with a friend. To the best of our knowledge, our 
study is the first to investigate cross-cultural child-robot interaction in playful settings using such an 
experimental paradigm. In this study, unlike many of the previous cross-cultural HRI studies, we 
systematically used a combination of self-reports, objective measures and behavioral analyses and in 
the next section we summarize our major findings and reflect on them in a detailed manner. 
5.1   Child-robot interaction: playing alone or together 
In general the results of the subjective measures, the perception test and behavioral analyses are very 
consistent. Subjective fun scores suggest that children have more fun playing with the robot than 
playing alone, but have more fun still when playing with a friend. Overall the experience of playing 
with the iCat is much closer to playing with a friend than playing alone: the mean difference of the 
fun scores for the iCat and Alone conditions is about twice that of the iCat and Friend condition.  A 
perception test of selected fragments shows a similar trend and indicates that children are more 
expressive when playing with the robot than they are when playing alone, but less expressive than 
when playing with a friend. In a similar vein, finally, the behavioral analyses indicate that children 
showed the highest number of visual and social cues while playing with a friend, the lowest number 
of cues while playing alone, while the number of cues shown while playing with a robot was in 
between these two extremes.  
So, to what extent did children respond to and showed attitudes towards the iCat as if it were a 
human partner? The answer to this question is not straightforward. On the one hand, disregarding 
the cultural and age differences, most of the children indeed strongly felt the presence of the iCat as 
a game partner and also showed a tendency of treating the iCat as a human partner. Many of the 
elements and social behaviors of “normal” child-child interaction were present during child-robot 
interactions such as responding to the iCat after every guess, or gazing at the iCat, showing 
sympathy and affection (as shown in figure 15). Furthermore, most of the children were positive 
about their interaction with the iCat and almost all types of visual (negative and positive) cues 
present when interacting with a friend were also present during their interaction with the iCat.  
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Figure 15: Left: A 8 year old Dutch girl padding (showing empathy) iCat after losing a game, Right: a 12 year old 
Pakistani girl saying goodbye by kissing the iCat. 
On the other hand, however, there are key differences in the way children responded to the iCat 
and to a human partner. Compared to playing with the iCat, children were not only more expressive 
while playing with their friends, but they also showed more nonverbal cues. Furthermore, the coding 
of the social cues revealed differences between playing with friends and playing with iCat. For 
example, children jumped/moved more while interacting with their friends and they touched their 
friends more often than they did with the iCat. Children also sometimes hit their friends after losing 
a game, but they (fortunately) never hit the iCat. Children, by moving their stools, sat in closer 
proximity to their friends than was the case with the iCat.  
Although, in general, playing with a friend was appreciated more than playing with a robot, 
there were important individual differences, in particular because of cultural background and age of 
the child participants. 
5.2   Child-robot interaction: Effect of culture and age 
When looking at the effects of culture and age, the results of the subjective measures, the perception 
test, and the behavioral analysis are again consistent. Subjective fun scores suggest that in all three 
game playing conditions, Pakistani children reported more fun than Dutch children. In both 
cultures, 8 year olds generally reported more fun than 12 years old. The results of the GEQ 
dimensions suggest that Pakistani children were more engaged and showed a stronger interest in 
playing with the iCat again, compared to Dutch children. Furthermore, 8 year old children found 
playing with the iCat more engaging than 12 year olds and 8 years olds were also unhappier when 
the game was over. Both Pakistan and Dutch children equally appreciated and liked the iCat but 
overall 8 year olds liked the iCat more than 12 year olds. These findings are also in line with the 
findings of the post-game interviews. After the experiment, a number of Dutch children showed an 
interest in buying the iCat. One child said, “I would like to buy this iCat and I am willing to pay 
from my pocket money”. Furthermore 8 year old children liked the iCat as a game partner more 
than 12 year old children and thought it was as helpful as their friends would be. A number of 
Pakistani children, mostly young, asked the researcher about the shop where they could buy this 
robot. This result is consistent with the survey results of (Dautenhahn et al., 2005), where they 
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showed that as compared to older participants, young participants showed strong interest in having 
a robot companion as a friend at home.  
Both Pakistani and Dutch Children appreciated the very basic movements and behaviors of the iCat 
such as moving the head, eyes, and lips and the display of feedback with lights.  From retrospective 
interviews with these children, we learned that the feeling that children had a rich social interaction 
was caused by the emotional response of the iCat with appropriate facial expressions, the fact that 
the conversation proceeded in a natural language, and the fact that the iCat quickly reacted to 
different actions. 
In terms of the perceived smartness of the iCat, 12 year old children (compared to the 8 year old 
children) thought that the iCat was more intelligent and was able to give them a decent number of 
right answers. Furthermore, Dutch children rated the smartness of the iCat higher than Pakistani 
children. One possible explanation for this effect is the ‘level of expectations’ associated with the iCat 
by children. In the post-game interviews, we learned that younger children associated higher 
expectations with the iCat than older children and when these expectations were not fully met, i.e., 
sometimes iCat’s guess was wrong, children got disappointed.  
In the perception experiment, we found that the percentage of correct classification was higher 
for Pakistani children than Dutch children while playing with the iCat. Moreover, both Pakistani 
and Dutch 8 year old children were more expressive, as shown by more correct classifications, than 
12 year old children interacting with iCat. This result are in line with the theory that younger 
children are more expressive than older ones (Thompson, 1994). The perception experiment also 
revealed that both Pakistani and Dutch children were equally expressive while showing negative 
emotions (after losing), while Pakistani children were more expressive than Dutch children while 
showing positive emotions (after winning). The perception test scores are also very much in line 
with the fun scores and GEQ self-reports in the sense that the children’s appreciation of the robotic 
partner during collaborative game play is reflected in the degree to which they become expressive. In 
sum: culture and age not only had an effect on children’s subjective feelings towards collaborative 
gameplay with the iCat, but these factors also shaped their expressive behavior.   
The results of observational analysis also support this. Observational coding for the affective 
dimension revealed that Pakistani children showed more positive cues than their Dutch counter-
parts, while the number of negative cues shown by children during all three game playing conditions 
was comparable across both cultures. This is in line with the perception test results, which showed 
that Pakistani and Dutch children were equally expressive after losing while playing with iCat. The 
correlational analysis for Pakistani and Dutch cultures showed that for both cultures there was a 
strong positive correlation between the percentage of correct classifications and the number of visual 
features shown by children after winning or losing a game. The results of the correlational analysis 
not only strengthen the results of the perception test but also endorse it as a practical method to get 
an objective measure of the affective states of participants.    
The results of the observational analysis of the social dimension showed remarkable differences 
between the two cultures while interacting with a robotic partner and a human partner. Pakistani 
children hugged and particularly touched iCat more often than their Dutch counterparts who 
almost never touched the iCat and also rarely touched their friends. Pakistani children were also 
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found to be more responsive to the iCat than their Dutch counterparts. Dutch children on the other 
hand were more responsive to their friends than to iCat. Dutch children almost never moved their 
stool while interacting with iCat and rarely gazed at iCat, especially not during the guessing process. 
  
  
Figure 16: Top row: 12 year old Dutch girl (left) and Pakistani girl (right) after losing a game, bottom row: 8 year 
old Dutch boy(left) and Pakistani boy (right) communication with the iCat after losing a game 
Both Pakistani and Dutch children agreed with iCat when it expressed itself in a certain way, yet 
Pakistani children (more often than Dutch ones) also agreed relatively frequently when the iCat 
showed uncertainty about the next guess. Although Dutch children accepted more uncertain 
proposals from the iCat than from their friends, they were overall very strict about their first guess 
and they hardly ever changed their opinion on the basis of the iCat’s recommendations, especially 
not when the iCat was uncertain.   
   
Figure 17: Pakistani 12 years old girl praying before the final card, a square highlights the praying gesture 
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In terms of specific cross-cultural differences, Pakistani children also showed some culture 
specific gestures which were never shown by Dutch children such as dancing after winning a game, 
praying gesture while waiting for the final answer (Figure 17), ‘grabbing both ears’ after losing (as an 
apology to partner). Dutch children never prayed or showed different culture-specific gestures.  
Another cross-cultural difference was the way Dutch and Pakistani children communicated with 
iCat. Compared to Dutch children who almost always used ‘informal you’ (“jij” rather than “u”) for 
addressing the iCat, Pakistani children, depending on age, used both formal and informal variants of 
‘you’. A majority of 8 year old children used informal version of ‘you’ (“Tum” in Urdu) and this 
variant of ‘you’ is usually used between friends or persons of same age groups. On the other hand, 
many 12 year old children used the formal variant of ‘you’ (“Aap” in Urdu). Note that the iCat 
always used informal you, for both cultures. Dutch children did not raise any concerns about the 
iCat addressing them in an informal manner but a few Pakistani 12 year old children did notice this 
behavior. One 12 year old girl said, “I am always using “Aap” for her but she kept on saying “Tum” 
to me. I think she should start talking in a good manner.”  
5.3   Considerations for CRI methodology and theory 
Our study provided clear results on how children of different age groups and cultural backgrounds 
treat an entertaining social robot in a natural social setting. Our method of using two control 
conditions (playing ‘alone’ and playing ‘together’ with a friend) for evaluating child-robot interac-
tion seems promising and reveals an interesting dimension of this interaction where the overall 
experience of playing a game with a modern social robot falls in between these two extremes.  
Although playing with a robot is more fun than playing alone, and approaches playing with a friend, 
for achieving the latter level more attention should be paid on designing a better interaction between 
children and robots.  
Our evaluation method can be useful, for example, for interactions with autistic children or 
children with special needs, given that robotic technology is also designed for improving the socio-
emotional skills of children. Our method provides a new way to ‘benchmark’ CRI by comparing it to 
other conditions. We feel this is more informative than the evaluation in many existing HRI studies 
where participants merely rate their experience in an absolute sense. If one wants to improve CRI 
and make it more human- and life-like, it would seem important to compare it with human-like 
benchmarks. 
In terms of theory, in line with the observations of (Melson et al., 2005), we also believe that the 
media equation theory, stating that people treat computers as human actors, holds for CRI on a 
more general level. As mentioned earlier, despite the iCat’s limitations, many children (especially 
young ones in both cultures of interest) were able to associate social attributes to the iCat, imagined 
that the iCat is socially competent and interacted with iCat in socially appropriate manner. We 
realized that this effect is probably as strong as it is because the iCat was able to show basic social 
competence and responded to the game situations in an appropriate manner (showing sadness after 
loosing, showing surprise on an unexpected question or reaction of the child, appreciating the 
child’s input by showing a smile in the case of correct guess). We believe that the well-controlled 
wizard of Oz set-up helped to achieve a very realistic CRI scenario. This is also what children seemed 
to appreciate most during the post-experiment interviews.  
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Nevertheless our results also clearly showed that cultural background and age differences played 
a big role in the way children interacted with iCat. Unlike traditional computers, robots (particularly 
social ones) are not only more responsive but also display more life-like and social properties, which 
make children of different age groups and cultures sensitive to such robotic devices, as we found, for 
instance, concerning the use of formal and informal ‘you’. In general, our results show that age and 
culture are important factors to take into account when developing CRI applications. Cross-cultural 
robot design should go beyond mere translations and high-level localizations as also insisted by 
(Wang et al., 2010). The underlying social norms of a particular culture should be part of the robot 
design process.  
6.  Conclusion 
In this chapter we took a new approach to study child-robot interaction, by asking whether playing a 
game with a modern social robot is more similar to playing this game alone or with a friend.  We 
focused on children of different age groups (younger vs. older children) and belonging to different 
cultural backgrounds (Dutch vs. Pakistani). This study consisted of two main experiments. In the 
first experiment, we collected data using a deterministic card guessing game, which children played 
in one of three conditions (alone, with a friend or with the iCat). After the game playing session, we 
collected children’s subjective fun reports and overall game experience. In the second experiment, 
we used a perception test as an objective evaluation method, for measuring the emotional response 
of children after winning or losing a game. In the last part of this study, we did an observational 
analysis and coded the video data along affective and social interaction dimensions.  
Our study highlighted some important, but previously understudied aspects of child-robot 
interaction in an authentic social setting. The results showed that the overall experience of playing a 
game together with a modern social robot falls in between the playing ‘alone’ and playing ‘together 
with a friend’ conditions.  Although playing with a robot is more fun than playing alone, and 
approaches playing with a friend, more work is needed before playing with a social robot is truly like 
playing with a friend. Our results also show clear differences in the way children of different age 
groups and cultural backgrounds interacted, not only with a human partner but also with a robot. In 
general, we found that Pakistani children had richer social interactions than Dutch children, and 
that younger children were more positive about the robot than older children (12 years old). Based 
on these results, we propose that one way of designing a better interaction between children and 
robots is to take individual differences such as cultural background and age explicitly into account 
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We study how pairs of children interact socially and express their emotions while playing games in 
different communicative settings. In particular, we study how such interactions can vary for 
environments that differ regarding the level of mediation and feelings of co-presence. To this end, 
we investigate how variation in natural eye-gaze influences the players’ game experience and 
perceived sense of presence in a technologically mediated environment, and to what extent this 
experience resembles that of a natural co-present environment. The results show that eye-gaze is a 
crucial ingredient for the perceived sense of presence, enjoyment and positive game experience; 
conversely, the absence of mutual eye-gaze dramatically effects the quality of interaction in the 
video-mediated environment.  The results also show that overall the mediated gameplay with 
mutual gaze present was appreciated the most, followed by the co-present gameplay, while playing 
in the mediated environment without gaze turned out to be the least ideal one.  The results of this 
study stress the importance of mutual gaze, and we therefore argue that it should become an integral 
component of future video mediated communication systems, particularly in those designed for 
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1.  Introduction 
Video-mediated communication (VMC) systems allow remote users to communicate synchronously 
using verbal, nonverbal and interpersonal cues (Finn et al., 1997; Giannakos et al., 2011). One of the 
most important features of the VMC medium is its ability to replicate a communication experience 
which is closer to face-to-face communication, by supporting the feeling of social presence amongst 
its users (Kirk et al., 2010). Social presence during mediated communication positively effects the 
feeling of psychological accessibility and enhances affective connectedness (Biocca et al., 2001; Tu 
and McIsaac, 2002). In VMC systems, many factors contribute to the creation of social presence 
(Biocca et al., 2003; Kim et al., 2011). It includes system characteristics such as audio-video quality, 
audio-video delay, and image size (McCulloch and Oborne, 1999; Tang, 1992), but also the fact that 
VMC allows of the transmission of visual cues such as gestures, facial expressions and gaze. (Annetta 
et al., 2009; Bruce, 1996; O'Malley et al., 1996). 
In this study, we emphasize one particular visual cue namely ‘mutual gaze’ (i.e. when two indi-
viduals make eye-contact), considered as the most sophisticated form of gaze-awareness (Cook, 
1977; Fagel and Blanche, 2010; Kleinke, 1986), and investigate its role in creating social presence and 
enriching social interaction in VMC systems. It has been argued that, as in face-to-face communica-
tion, VMC systems should support mutual gaze between two parties (Grayson and Monk, 2003) 
because lack of gaze not only effects the system’s overall usability and the naturalness of the medium 
(Ohno, 2005) but also diminishes the sense of intimacy between remote parties (Karahalios, 2004; 
Mukawa et al., 2005). 
However, even though prior research explored the effect of different levels of gaze-awareness on 
the quality of VMC systems, the findings of these studies have not always been straightforward and a 
number of important aspects have not received sufficient attention to date. In many studies, the 
absence of mutual gaze in VMC systems was taken as a limitation of the medium (Mukawa et al., 
2005; Vertegaal and Ding, 2002), and most of the time its effect was only measured on the system’s 
usability and users’ task performance (Grayson and Monk, 2003). It has also been reported that the 
success of VMC systems largely depends on the situation in which it is used in and the tasks it is 
designed for (O'Malley et al., 1996), but the contexts explored in VMC research have often been 
limited in that they mostly focused on settings where remote participants, generally adults, were 
involved in professional tasks related to business, work or education (Knoblauch, 1999; Masoodiana 
et al., 2000).  
In this chapter, we focus on mutual gaze in a non-professional, game playing context and study 
how the presence and absence of mutual gaze during video-mediated gameplay effects the perceived 
social presence and user experience of physically-apart children. Based on the existing line of 
research (Bailly et al., 2010; Fullwood and Doherty-Sneddon, 2006; Grayson and Monk, 2003; Monk 
and Gale, 2002), we predict that the ability or inability to look into the partner’s eye (eye-contact), 
even during playful interactions, can strongly influence the perceived social presence, game 
experience and player’s behaviours. Even though the focus of this study is on the role of mutual gaze 
during collaborative gameplay, we also compare the mediated gameplay conditions with a co-
present condition to see to what extent the mediated experience resembles that of a natural co-
present environment in this more playful context.  
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1.1   Video-mediated Communication in Playful Settings 
Although many VMC systems have been designed for a variety of purposes and in a number of 
fields, research in the area of VMC has been primarily directed to work related and business settings 
(Finn et al., 1997). Examples include systems for distant collaborative meetings and computer-
supported cooperative work (Panteli and Dawson, 2010), healthcare related activities (Demiris et al., 
2009), and for various distance education activities (Fels and Weiss, 2001). Furthermore, a number 
of high production and resolution systems were designed and deployed by big corporations, such as 
HP‘s Halo and Cisco‘s Tele-Presence systems (Szigeti et al., 2009). These systems were all primarily 
developed for adults, and associated studies for evaluating these systems also tended to focus on 
adult user groups (Karahalios and Donath, 2004; Karahalios, 2004; Mueller et al., 2003). 
As video technology is becoming more affordable and accessible, VMC systems are moving from 
typical work settings to home environments for casual, non-work and social interactions (Wheatley 
and Basapur, 2009). The use of VMC technology for non-work settings, particularly for fun and 
playful situations such as game playing is still understudied. Furthermore, when it comes to playful 
situations, children are the natural group to target, but not much research has been conducted with 
regard to VMC and children (Bobick et al., 1999; Giannakos et al., 2011). 
There are only a handful of studies where researchers observed children’s gameplay in VMC and 
face-to-face settings. In one study, (Yarosh et al., 2009) observed parent-child pairs playing a board 
game in a video-enabled communication environment using a shared tabletop. They found that 
children were highly engaged with their parents during gameplay and interacted socially. In another 
study, researchers observed college students playing the social game “mafia” using VMC (Batcheller 
et al., 2007). The results show that people in the VMC conditions had similar levels of fun, satisfac-
tion, and frustration to those that play while co-present. However, the gameplay via VMC 
introduced new challenges in terms of managing attention and signaling remote players. In one 
study, researchers investigated the free game play of young children over a VMC channel (Yarosh et 
al., 2010). They showed that children were largely successful in playing games using VMC, but that 
the problems of managing visibility and attention made VMC gameplay more difficult than face-to-
face gameplay; in the end children preferred collocated play over VMC play.  
Although, these previous studies revealed some important aspects of playful interactions during 
VMC, especially in comparison to face-to-face communication, the findings are arguably still 
preliminary and indecisive. For example, it remains unclear which factors play a fundamental role in 
making a VMC experience as playful and fun as a face-to-face experience. Therefore, in this chapter, 
we focus on young children in a game-playing context and investigate how children play collabora-
tive games and establish a social bond in both mediated and co-present conditions.  
1.2   Mutual Gaze  
Do we feel our game partner is socially present with us when he/she sends us a message in an online 
game?  Does the level of social presence increase when we are engaged with him/her in an audio 
only or audio-video call? The concepts of being “socially present” and “socially absent” have become 
much more relevant after the arrival of different communication systems (Biocca et al., 2003). Many 
modern communication technologies (including, for example, speech interfaces, agent-based e-
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commerce systems, virtual environments and so on), despite their diversity, share a common goal, 
which is to improve social presence during interactions (Biocca and Harms, 2002). Video-mediated 
communication systems are no exception in this regard.  
Video-mediated communication systems capture and transmit a wide range of visual cues dur-
ing dyadic interactions, and it has been argued that these visual cues contribute considerably to the 
feeling of social presence among remote participants during mediated interactions (Biocca et al., 
2001). It has also been suggested that different visual cues in video-mediated communication are 
particularly helpful for children because these cues offer better means for conversation and support 
playfulness more strongly during remote communication (Ballagas et al., 2009). One important 
visual cue, which received considerable attention in the body of VMC research, is ‘mutual gaze’. 
Mutual gaze and its impact on perceived social presence is also the main focus of our study.  
Previous research has shown the crucial role of mutual gaze in establishing a social bond be-
tween partners, communicating emotional and interpersonal information, providing feedback, 
avoiding distraction and regulating conversations (Argyle and Dean, 1965). A review of the HCI 
literature also shows a strong connection between presence and absence of gaze and perceived social 
presence particularly in virtual environments (Bailenson et al., 2001), during human-robot 
interaction (Fong et al., 2003), and during avatar mediated communication (Garau et al., 2001; 
Steptoe et al., 2010). Mutual gaze seems to have an effect on task performance and perceived social 
presence during VMC (Bondareva et al., 2006). 
Different studies of the development of eye contact behavior in children have also found that eye 
contact is an important conversation resource for children (Argyle, 1972; Mirenda et al., 1983) and 
from their early ages they start using it in a systematic manner for regulating conversations (Krantz 
et al., 1983). The amount of eye contact is lowest during ages 4 to 5 (pre-school) but rapidly 
increases and reaches the highest level around age 7- 8. It decreases during early adolescence and 
after the ages 15 to16 it again gradually increases to a more standard adult level (Ashear and 
Snortum, 1971; Levine  and Sutton-Smith, 1973). Since the use and importance of eye contact seems 
to vary with different age groups, it is interesting to study, as we do in this chapter, the role of eye 
contact during VMC with younger children (7-8 year olds). 
A number of approaches have been used for evaluating the effect of mutual gaze on different 
aspects of VMC systems. Most of the time, the effect of mutual gaze has been investigated either on 
the system’s usability (where traditional usability measures are used for evaluating the system) or on 
the user’s performance (where different efficiency related measures are used). In this chapter, 
contrary to much previous work, we focus on investigating the effect of presence or absence of 
mutual gaze on perceived social presence of children using direct measures, in particular their non-
verbal expressiveness, in playful situations.  
1.3   Media Capacity Theories 
Research on VMC is often couched in terms of media capacity theories, such as social presence 
theory and media richness theory, which are based on the principle that different media vary in their 
capacity to carry personal and social communicative cues during remote communication (De Greef 
and IJsselsteijn, 2001). The social presence theory, introduced by Short, Williams and Christie 
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(Short et al., 1976), was the first to discuss social presence in the context of mediated environments, 
and defined it as ‘the degree of awareness of another person in the interaction and the subsequent 
appreciation of an interpersonal relationship’. The research related to social presence is quite diverse 
and many different definitions and concepts of social presence have emerged since the inception of 
social presence theory (Ijsselsteijn and Riva, 2003; Waterworth and Waterworth, 2003), but these 
different definitions usually relate to two perspectives (Weinel et al., 2011), with each perspective 
having its own pros and cons (Riva et al., 2011).  
The first perspective, in line with social presence theory, focuses on the importance of technolo-
gy and the role of the medium in creating social presence. It looks at the effect of variations in 
medium settings on social presence (Wise et al., 2004). Many researchers call this type of sense of 
presence as ‘Media Presence’ (Lombard and Ditton, 1997; Schloerb, 1995). In our study, we follow 
this perspective and investigate social presence as influenced by a medium and its underlying 
characteristics. For example, how does the mere presence of mutual gaze contribute to social 
presence and social behavior? The other perspective emphasizes the significance of individual 
differences and perceptions and their impact on social presence (Lee, 2004; Riva and Davide, 2001; 
Waterworth and Waterworth, 2001). Under this perspective, researchers investigate social presence 
as the ability of communicators and look at individuals performing different tasks in mediated 
settings (Rourke et al., 1999).  It is also called ‘Inner Presence’, a more general psychological 
phenomenon, not essentially linked to experience of medium (Riva et al., 2011).  
Another theory, related to the first perspective of social presence, is media richness theory, 
proposed by (Daft and Lengel, 1984). According to this theory, a “medium’s capacity for immediate 
feedback, the number of cues transmitted, channels utilized, personalization, and language variety” 
all influence its degree of information richness (Daft and Lengel, 1986).  The theory proposes that 
the task performance will increase if the richness of the medium matches with task needs. According 
to media richness theory, face-to-face communication has the highest richness and numeric 
communication (e.g. numeric spread sheets) the lowest. The richness of computer-mediated 
communication systems falls somewhat on this continuum, where systems showing more visual cues 
such as VMC systems are richer and closer to face-to-face communication experience and systems 
without a visual channel, such as audio conferencing and chat systems, are lower in richness. 
Systems with high media richness are considered much more suitable for complex social tasks such 
as negotiations or decision-making tasks, where many interpretations of the existing information are 
possible (Bordia, 1997; Dennis and Valacich, 1999; Steptoe et al., 2010). 
In this chapter, we position our research questions in terms of media capacity theories. Media 
richness theory explains the potential capacity of a medium to communicate different cues (e.g. 
gaze, wink, lip movement, etc.) via a communication channel and in our study it is evaluated by 
manipulating different levels of eye gaze in three game playing conditions (VMC with mutual gaze, 
VMC with no gaze, and co-present). The social presence theory describes the sense of collocation 
and being there with a remote user during a mediated interaction, and it is evaluated by a set of 
social presence questionnaires, user’s emotional expressions and social behavior exhibited by 
children during gameplay. 
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1.4   The current studies 
The goal of this chapter is to study the role of mutual gaze in VMC from a fresh perspective: we 
focus on young (7-8 year old) children that play a card game in one of three conditions that differ in 
the possibilities for mutual gaze: (1) a condition in which children play via VMC and have the 
possibilities of mutual gaze, (2) another VMC variant which is exactly like the previous one, except 
that mutual gaze is not possible, and (3) a condition in which children are physically co-present and 
interact in a face-to-face manner. We study how the various conditions, and the possibilities for 
mutual gaze that they offer, influence the extent to which children enjoy the game, feel co-present 
with their game partner, and how these various conditions influence the non-verbal expressiveness 
of the children (thereby offering a direct way to measure the impact the conditions have on how 
children enjoy the gameplay). Expressiveness is studied both by asking judges to interpret non-
verbal behaviour in a perception experiment and by annotating different visual cues in the record-
ings of the children. 
The rest of this chapter is organized as follows. In section 2, we describe our data collection 
procedure, which was based on a card-guessing game. 132 children (66 pairs), equally distributed 
over the three experimental conditions, played this game. We then present the results of game 
experience and social presence questionnaires filled out by children after the gameplay sessions. In 
section 3, we discuss the results of a perception experiment in which we asked adult observers to 
guess -based solely on the facial expressions of individual children- whether they had just lost or 
won their most recent game. Observational analysis, which is the topic of section 4, looks at the 
different visual (positive and negative) features and social cues shown during game playing sessions. 
Finally, in section 5 we synthesize all results, discuss them in the light of existing findings and draw 
conclusions for designing better VMC systems for playful settings and children.  
2.  Experiment 1: Mediated and non-mediated game playing 
2.1   Material: The Card game 
In this study, we once again used the card game presented in Chapter 2 and developed in (Shahid et 
al., 2008a), as a tool for investigating our research questions. In this game, players have to guess 
whether the next number of a sequence will be bigger or smaller than the previous (reference) 
number. When the game starts, players see a row of six cards on the screen where the number of the 
first card is visible (‘1’ in the case of the example in Figure 1) and the other five cards are placed 
upside down so the numbers are hidden. All the numbers on the cards are between 1 to 10 and a 
number displayed once is not repeated in a particular game. Players have to guess whether the 
number on the next card will be higher or lower than the previous number. Once players have 
guessed the number, the relevant card is turned around and the correct answer is visible on the 
screen. Players are also informed about the correctness or incorrectness of their guess via a 
characteristic non-speech sound. If players make a wrong guess, the game is finished and they move 
to the next game. If players guess the number correctly then they are asked to guess the next 
number. Players only win a game if they guess all numbers in the row correctly.    
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Figure 1: Start of a game (left) and end of the game (right) 
The card game was developed using Adobe Flash®. Appropriate colorful images were chosen for 
the game background and different animations were used to turn cards around in an attempt to 
make the game more attractive for children. During the experiment, children played six games, and 
could in theory win six coins (one for each game that the won). However, unknown to the children, 
each game was completely deterministic, and two different game alternatives were used. In the first 
alternative, a rational decision procedure would result in winning the game, and in the second 
alternative, being rational would result in losing the game. Figure 1 is an example of the losing 
variant: the most probable outcome for the final card would be a “higher” number than 3, but 
guessing “higher” would make this a losing game. One winning scenario is shown in figure 2 where 
10 is shown on the second last card. No number can be bigger than 10 and that is why children were 
expected to win this game. Winning and losing games were mixed in the sequence, starting and 
ending with a variant in which children were likely to win. Before the actual experiment started, 
children played a practice game. During the gameplay, children were encouraged to discuss every 
next guess with their partner.  
   
Figure 2: Winning Scenario - Start of a game (left) and end of the game (right) 
2.2   Participants 
88 Dutch children (44 pairs) participated in this study of which 44 children (22 pairs) played the 
game in the ‘mutual gaze’ condition and the remaining 44 children played the game in the ‘no gaze’ 
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condition. To compare the two mediated conditions (‘no gaze’ and ‘mutual gaze’) with a non-
mediated, co-present condition, we used the data from Chapter 2. In that study, 44 children (22 
pairs) participated in the experiment and played the card game while sitting next to each other. All 
together this resulted in 132 participants spread over three conditions (mediated-mutual gaze, 
mediated-no gaze, non-mediated/co-present). All children were native speakers of Dutch and were 
around 8 years old (group 4 in the Dutch elementary school system). In all conditions we balanced 
for gender (equal number of boys and girls). Parents and teachers gave prior written permission for 
their child to participate, and signed a consent form stating that the recordings could be used for 
research purposes.   
2.3   Setup 
2.3.1    Mediated Conditions 
The experimental setup was the same for both mediated conditions, except for the gaze manipula-
tion. Children played the game in pairs, and each child was directed to a different room. 
Communication between the rooms was made possible via a wireless Internet connection. The 
experimental setup for children was the same in both rooms. Two adults supervised the experiment. 
During the actual experiment, one was in a separate space, and could control the Card Game and 
observe the whole experiment, without being noticed by the children. In both rooms, two chairs 
were placed in front of a desk on which a Windows XP laptop computer was placed, on which the 
card game ran. Behind the desk, a camcorder was placed on a tripod in such a way that it could 
record the children’s face and upper part of their body. Before the start of each experiment, the 
camera was adjusted to the height of the participating child.  
 
Figure 3: (Part of the) experimental setup: Position of the card game, camcorder and participant. 
The two chairs placed in front of the desk were turned to each other with an angle of about 45 
degrees.  One chair was reserved for the child participant, on the other chair a 24-inch computer 
monitor was placed vertically (comparable to children’s height). A live video stream of the second 
participant, sitting in the other room, was shown on this monitor. This monitor was placed in such a 
way that the participant sitting next to the monitor could see the live video stream properly (figure 
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4). This was all done to make the sitting environment and experimental setup as similar as possible 
to the co-present condition. 
   
Figure 4: Mutual gaze Condition: Webcam on the top of the side screen where partner’s live video is shown (a 
rectangle shows the camera position) 
The 24-inch monitor, placed on the chair, was attached to a MacBook, which was placed behind 
the monitor (visible in figure 5). We used iChat (Mac’s embedded audio-video conferencing utility) 
for enabling the audiovisual communication between the two children. A different Mac computer, 
connected wirelessly with the MacBooks in the room, allowed us to control the connection between 
the two rooms, without actually entering.  
 
Figure 5: No gaze Condition - Webcam on the top of the front screen where card game is projected (a square 
shows the camera position) 
A high definition (1080p), separate webcam was attached to the MacBooks in the respective 
rooms. In the case of the mutual gaze condition, it was placed on top of the 24 inch monitor as 
shown in figure 4. By looking at the monitor where the partner’s video steam was broadcasted, the 
participants were able to see each other's faces simultaneously.  In the case of the no gaze condition, 
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the webcam was placed on the top of the windows XP computer showing the card game, as shown in 
the figure 5. This condition did not allow the participants to see each other's faces simultaneously 
and therefore no eye-contact was possible. All they could see was partner’s left or right side of the 
face.  
2.3.2    Co-present Condition 
Data for the co-present condition was collected in essentially the same way, except that both 
children were in the same room. For this a quiet room in the school was used. The children were 
positioned on two chairs, placed in front of desk on which a computer monitor was placed. The 
computer monitor was used to show the card game. Behind the computer monitor a camcorder was 
placed on a tripod in such a way that it could record the children’s faces and the upper part of their 
body. The experimenter was positioned behind a screen, outside the visual field of the participants. 
A laptop was used by the experimenter to control the game. 
2.4   Procedure 
The experiment was conducted in three elementary schools located in Tilburg and Helmond, the 
Netherlands.  Children were asked to form pairs themselves. In all conditions, children received 
instructions in pairs. The experimenter always welcomed the children and started a small discussion 
by asking a few questions to break the ice (“How old are you? Do you like to play games?” Etc.). 
After this introductory phase, the experimenter gave spoken instructions, telling the children about 
the game, the game rules and the coins they could win. In the case of mediated conditions, an audio-
video session was already established and participants were informed about the audiovisual setup 
and how they could see and talk to each other using this communication system. When the children 
seemed to understand the rules and the setup, they were asked to take their position. In the mediated 
conditions, each child was brought to a different room, and asked to sit down on the chair next to 
the chair containing the monitor showing their friend. In the non-mediated condition, children 
stayed in the same room and sat down in the chairs next to each other. 
When both children were in their chairs, the experimenter started a practice game (“So you only 
have to say whether the next card is higher or lower. This is just an exercise and it doesn’t really 
count”). After this exercise, the experimenter asked the children whether they had any questions. If 
not, the experimenter left the children’s field of vision and the first experimental game was started. 
The experiment did not have a fixed duration because different pairs of children took different time. 
On average, each session lasted for approximately 10 to 15 minutes.  
After the sixth and final game, the experimenter asked the participants to fill in a post-
experiment questionnaire. After this, the experimenter asked the children some open questions. To 
finish the whole session, the experimenter congratulated the children and informed them that they 
could trade in their coins for an individual gift (a key ring or chocolates). Overall, the game worked 
well. All children made the logical choices they were expected to make in most of the games, so that 
each pair of children lost at least two games and won at least two games. Furthermore, not a single 
child reported any suspicion that the game was not real, but a deterministic simulation. Figure 6 
shows some representative stills of children winning a game in each of the conditions. 
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Figure 6: Reaction of children after winning the game in the mutual gaze (top left), no gaze (top right) and co-
present (bottom) conditions.  
2.5   Measurements 
To measure the experience of fun after playing the games in the three conditions (mediated-mutual 
gaze, mediated- no gaze, co-present), we used the ‘funometer’, which is a part of the fun toolkit [8]. 
For analysis, scores of the fun measurements were mapped on a 1-7 point Likert scale, where 1 
represented “no fun at all” and 7 represented “a lot of fun”. For evaluating the overall game 
experience, we adapted a questionnaire from (IJsselsteijn et al., 2007; Read, 2008), resulting in eight 
questions distributed over two dimensions, 1) endurability (e.g. “I would like to play this game 
again”), and 2) engagement (e.g. “the game was exciting, I was fully involved in the game”), all on 5 
point Likert scales. 
For evaluating the children’s social experience, perceived social presence, and connectedness, we 
adapted (i.e., selected relevant questions and translated them in Dutch) the network minds social 
presence measure (NMSPM) for children (Biocca and Harms, 2002), to which we added some 
questions about partner evaluation (Garau et al., 2001). The adapted NMSPM contained sixteen 
questions distributed over four categories, 1) perceived co-presence (e.g. “I was often aware of my 
partner”), 2) perceived message understanding (e.g. “my partner understood what I meant”), 3) 
perceived affect understanding (e.g. “I understood how my partner felt") and 4) partner evaluation 
(e.g. “I trusted my partner”) all on 5 point Likert scales. For analyses, negatively formulated 
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questions were recoded, so that high numbers always represented a positive score. The NMSPM 
questionnaire  was only administered during the mediated (no gaze and mutual gaze) conditions. 
Before using this questionnaire during the experiment, we translated it into the Dutch. We then 
showed the text to a schoolteacher and asked her whether or not children would be able to under-
stand this. After some modifications, we pre-tested the questionnaire with 3 children (Mage = 7.86). 
After the final modifications, we used the questionnaire in our study. 
2.6   Statistical Analysis 
To test for significance on the fun scores we conducted three univariate analysis of variance with one 
between subject factors, namely presence (levels: co-present, mutual gaze, no gaze) and with the 
mean of the fun, engagement and endurability scores as the dependent variables. All pairwise 
comparisons were performed using Tukey’s HSD.  
In the case of NMSPM, we zoomed in on the two mediated conditions (no gaze and mutual 
gaze). In this case, four separate ANOVAs were performed for each different NMSPM category 
(perceived co-presence/ connectedness, perceived message understanding, perceived affect 
understanding, and partner evaluation), and with one between subjects factor, namely presence 
(levels: no-gaze, mutual gaze). The internal consistency of the NMSPM questionnaires was 
measured using Cronbach’s alpha and was very good (.76 < α < .87) for four categories. Due to the 
high Cronbach’s alpha values, all items belonging to a particular category were merged for each 
condition and the average mean of each category is used in the analysis.   
2.7   Results 
Table 1 summarizes the results on the fun, engagement and endurability questions and shows a 
rather consistent picture.  The children reported having most fun while playing in the mutual gaze 
condition (M = 6.47, SD = .64), least fun while playing in the no gaze condition (M = 5.57, SD = 
0.92) with the co-present condition in between (M = 6.15, SD = .73), F (2,119) = 17.09, p < .001, ηp2 





No gaze Mutual gaze Co-present 
Fun 5.57 (.92) 6.47 (.64) 6.15 (.73) 
Engagement 4.07 (.94) 4.60 (.89) 4.47 (.60) 
Endurability 3.97 (.03) 4.72 (.63) 4.45 (.81) 
Table 1: Average Fun scores with standard deviation (SD) on a 7-point Likert scale (1= very negative, 7= very 
positive) and average Engagement and Endurability scores (with SD) on a 5-point Likert (1= very negative, 5= 
very positive). 
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The results of the engagement dimension showed that children were roughly equally engaged 
with each other in the mutual gaze (M = 4.60, SD = .89) and co-present (M = 4.47, SD = .60) 
conditions, while their level of engagement was relatively low in the no-gaze condition (M = 4.07, SD 
= .94), F (1,119) = 7.93, p < .01, ηp2 = .12. With the exception of the co-present vs. mutual gaze 
comparison, all pairwise comparisons are statistically significant.   
The results for the endurability (interest in playing the game again) dimension revealed that 
children who played in the mutual gaze condition showed the strongest interest in playing again (M 
= 4.72, SD = 0.63), followed by children who played in the co-present condition (M= 4.45, SD = .81), 
while children in the no gaze condition were least interested in playing again (M= 3.97, SD= 1.03), F 
(1,119) = 15.72, p < .001, ηp2 = .21. Pairwise comparisons revealed that all comparisons are statisti-
cally significant.  
Next we describe the results of the NMSPM scale for mediated conditions (no gaze and mutual 
gaze) of which table 2 summarizes the results. The results for the perceived co-presence category 
reveal that children were more involved and felt the presence of their partner stronger when playing 
in the mutual gaze condition (M = 4.57, SD = .51), than in the no gaze condition (M = 4.02, SD = 
.73), F (1,79) = 15.34, p < .001, ηp2 = .16. 
We did not find a significant difference between the mutual gaze and no gaze conditions on the 
message understanding dimension (F < 1). However, children who played the game in the mutual 
gaze condition indicated that they were better able to understand the emotional state of their partner 
(M = 4.47, SD = .76), than children who played in the no gaze condition (M = 3.80, SD = .89), F 
(1,79) = 20.66, p < .001, ηp2 = .21.  
Finally the game playing condition had a significant effect on the partner’s evaluation. Children 
trusted their game partners more and appreciated their involvement more in the mutual gaze 
condition (M = 4.63, SD = .69) than in the no gaze condition (M = 4.15, SD = .50), F (1,79) = 13.91, p 
< .001, ηp2 = .17.  
 
Social Presence Dimensions  Conditions 
No gaze Mutual gaze 
Co-presence 4.02 (.73) 4.57 (.51) 
Message Understanding 4.30 (.72) 4.41 (.63) 
Affect Understanding 3.80 (.89) 4.48 (.76) 
Partner Evaluation 4.15 (.50) 4.63 (.69) 
Table 2: Mean (and standard deviation) of the four categories of Network Minds Social Presence Measure on a 5-
point Likert (1= very negative, 5= very positive) 
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3.  Experiment 2: Perception Test 
In the previous section we presented children’s self-reports on how they appreciated the game 
playing experience in two mediated conditions, and we also compared the results with those 
obtained from children playing in the non-mediated (co-present) condition. We found that children 
in the mutual gaze condition scored significantly higher on fun and endurability than children in the 
co-present condition. In the case of NMPSP, children in the mutual gaze condition scored signifi-
cantly higher than children in the no gaze condition on all dimensions of the NMPSP, with the 
exception of message understanding. But how do the children actually behave in the various 
conditions? Can we tell from their non-verbal behavior that they have most fun in the mutual gaze 
condition?  
To test this, we ran a perception experiment in which we showed short clips (taken from all 
three conditions) and presented them to judges, who were asked for each clip to guess whether the 
child appearing in the clip had just won or lost the game. In this way, we can estimate the expres-
siveness of the children in the various conditions; more correct guesses indicate that children are 
more expressive. Running such perception tests is a standard procedure in many research disciplines 
(e.g., speech and emotion research) and allows us to collect objective judgments of non-verbal 
behavior. 
3.1   Stimuli 
We randomly selected 20 pairs of children from each of the mediated conditions (mutual gaze and 
no gaze) of Experiment I. From these 40 pairs, we selected the response of their first winning game 
(in which they made a correct prediction for the last card) and the response of their first losing game 
(in which the final guess turned out to be incorrect). From each pair, we quasi-randomly selected 
one child, making sure that half of the children came from one room, and half from the other, and 
that half of the children were boys and half were girls. In all clips, we zoomed in on the face of the 
child, making sure that the computer screen, placed next to the participants, was never visible in the 
final clip.  
For comparisons, we also used clips of 20 pairs of children from the ‘co-present’ condition, 
where winning and losing responses were selected in the same way as above. Furthermore, from the 
clips of the co-present condition, we randomly selected one child from each pair, and zoomed in on 
his or her face. Half of the children sitting on the right chair and half of the children sitting on the 
left chair were selected. In all cases, the video snippets were cut from the moment the final card of 
the game was turned until the main response of the child was finished. The average length of the 
stimuli was similar across the three conditions. This resulted in 3 sets (one for each condition), each 
consisting of 40 clips (2 (win/lose) x 20 children).  
3.2   Participants 
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Figure 7: Representative stills of children for winning (right) and losing games (left) during no gaze (top), mutual 
gaze (middle) and co-present (bottom) conditions 
3.3   Procedure 
Three group experiments were conducted and in each experiment 30 Dutch viewers viewed one set 
of stimuli. For every experiment, groups of participants were invited into a quiet classroom where a 
computer screen was projected on the classroom wall using a beamer. Stimuli were projected 
without sound, to avoid that participants could pick up auditory cues for winning or losing. 
Participants were told that they would see a set of 40 stimuli in which children were showing their 
emotions after winning or losing a game and that their task was to determine whether the children 
had just won or lost their game. Each stimulus was preceded by a number displayed on the screen 
indicating the upcoming stimulus, and followed by a six second pause during which participants 
could fill in their score on the answer form. The actual experiment was preceded by a short training 
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session in which 3 clips were shown (different from the ones shown in the actual set of stimuli) to 
make participants familiar with the stimuli and the experimental task. If everything was clear, the 
actual experiment started. During the experiment there was no interaction between participants and 
experimenter. 
3.4   Statistical Analysis 
To test for significance we performed a repeated measurement analysis of variance (ANOVA) with 
two within-subjects factors, namely game status (levels: win, lost), and gender (levels: boy, girl) and 
with one between-subjects factor: presence (levels: no gaze, mutual gaze, co-presence) and with 
percentage of correct classification as the dependent variable. All pairwise comparisons were 
performed using Tukey’s HSD. 
3.5   Results 
First of all, we found that the average number of correct classifications is highest for children playing 
in the mutual gaze condition (M = .84), lowest for children playing in the no gaze condition (M = 
.68), with the scores for children playing in the co-present condition in between (M = .74), F (2,87) = 
66.28, p < .001, ηp2 = .60 (all pairwise comparisons significant). 
In addition, judges found it easier to see whether children lost their game (M = .80) than wheth-
er they won (M = .70), F (1,87) = 28.21, p < .001, ηp2 = .245, and judges made more correct 
classifications for boys (M = .77) than for girls (M = .72), F (1,87) = 12.40, p < .01, ηp2 = .125.  Besides 
these main effects, there was one significant two-way interaction, between game status and presence 
(F (1,70) = 24.177, p < .001, ηp2 = .257). This interaction can be explained by inspection of Figure 8: 
there it can be seen that for both no gaze and co-present conditions, losing clips are more often 
classified correctly than winning clips, but in the case of the mutual gaze condition both winning 
and losing are classified correctly about equally often.  
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4.  Observational Analysis 
The perception tests clearly showed that judges perceive children to be most expressive when 
playing in the mutual gaze condition, least expressive in the no gaze condition and that their 
expressiveness is judged to be in between these two extremes while playing in the co-present 
condition. In this section, we describe a detailed observational analysis of the children’s actual non-
verbal behavior, and correlate these with the scores from the perception test, to see which cues our 
judges relied on. We also code cues of their social interactions in the three conditions, to see how 
these conditions influenced children’s’ social behavior. 
4.1   Development of observation scheme  
To quantify behavior in terms of (1) their affective responses to winning or losing a game and (2) the 
children’s social interactions during gameplay, we developed two new observation schemes. The first 
focused on observing and quantifying positive (joy after winning) and negative (disappointment 
after losing) emotions. This part of the coding scheme was developed on the basis of an existing 
coding scheme (as discussed in Chapter 3), and extended based on informal observations of video 
clips taken from the various conditions.  
This resulted in two main categories (see appendix 1 for details): 1) positive affect (subcatego-
ries: smile, laughter, clapping, jumping/moving, winning arm gesture), and 2) negative affect 
(subcategories: sadness (frown), anger, closing eyes, covering face, head down). In addition to these 
visual features, we also added one auditory feature, namely the verbal response to winning or losing. 
For this part of the coding scheme, a number of facial features are roughly comparable with Action 
Units (AU’s) of the Facial Action Coding Systems (FACS) proposed by (Ekman and Friesen, 1978), 
e.g. AU 6 & 12 for smile/happiness.  
The second part of the coding scheme focused on observing social interaction during gameplay. 
This scheme was designed on the basis of the informal consultation of video recordings from all 
conditions. All together this resulted in two categories: 1) connectedness (subcategories: thumbs up, 
waving, virtual (touching)), and 2) responsiveness (subcategories: chair moved (for sitting closer to 
the partner), eye fixation (looking at each other for 1.5 or more seconds), turn to partner, and turn 
taking between players (guessing the upcoming cards one by one)). 
We coded the presence and frequency of a feature and the number of times a particular behavior 
(e.g. smiling, touching, hugging, etc.) occurred in the selected fragments. In a few cases, we coded 
the duration of the behavior for a certain interval (e.g. eye-fixation). During the coding, the unit of 
analysis was always one (player).  
4.2   Stimuli 
The stimuli used for the non-verbal analysis of positive and negative affect were the same as those 
presented previously in the perception test. For coding social interaction, essentially the same set of 
stimuli was used, but in a extended duration (including the discussion leading up to the final higher 
or lower decision) and with sounds not muted. Furthermore, for coding social interaction we did 
not zoom in on one participant, but looked at both participants and their interaction in the way it 
was recorded. 
 
 Fun & Face   |    111 
 4 





4.3   Procedure 
The first author and one independent researcher (trained by him) performed the labeling of the 
observational data. Both coders worked independently, after which the inter-rater reliability for each 
feature was measured and was found to be substantially high for all categories (ranging from 61% to 
92%). The coding was performed in two rounds: first focusing on non-verbal cues related to affect, 
and then focusing on social cues.  
4.4   Data Analysis 
To test for significant differences we conducted separate ANOVAs with presence (levels: no gaze, 
mutual gaze, co-present) as the between subjects factor and mean number of visual features as the 
dependent variable. 
4.5   Results 
Table 3 summarizes the number and type of visual features related to affect displayed by children in 
three game-playing conditions. In general, it can be seen that both for positive and negative effect 
the number of features is the highest for the mutual gaze category, slightly lower for the co-present 




Features               Game Playing Conditions 
  No gaze Mutual gaze Co-present 
   
Positive  Smile (happy) 17 22 18 
 Laugh 3 14 5 
 Clapping 4 13 3 
 Jumping/Moving 4 14 9 
 Winning gesture 5 13 9 
 Verbal response 3 12 11 
Total positive Features 36 88 55 
Negative  Sad (frown) 19 19 20 
 Anger 5 4 4 
 Closing eyes 5 14 13 
 Covering face 4 11 8 
 Head down 4 7 5 
 Verbal response 5 15 14 
Total Negative Features 42 70 64 
Total Visual Features 78 158 119 
Table 3: Number of positive and negative features shown by children during three game playing conditions 
 
 112    |    Chapter 4: Video mediated and co-present gameplay 
The one-way ANOVA for the affective dimension revealed that children showed most 
(non)verbal cues while playing in the mutual gaze condition, the least while playing in the no gaze 
condition, with the co-present condition was in between, F (2,119) = 14.15, p < .001, ηp2 = .19. All 
pairwise comparisons are statistically significant.  
We also explored to what extent these visual (positive and negative) cues correlate with the 
percentage of correct classifications. To do so, we correlated the number of different cues observed 
in a stimulus with the percentage of correct classifications in the perception test and we indeed 
found a strong and statistically significant positive correlation between the two (Pearson r = 0.81, N 
= 120, p < .001). Figure 9 clearly shows that the increase in the amount of visual features present in 
stimuli gives rise to better classification. 
 
Figure 9: Correlation between percentage of correct classification and number of visual features shown by 
children 
The one-way ANOVA for the social dimension revealed that the number of social cues and 
behaviors shown by the children in the mutual gaze condition are much higher compared to the no 
gaze and co-present conditions, F (2,119) = 35.04, p < .001, ηp2 = .37. With the exception of the co-
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Category Features Presence 
No Gaze Mutual gaze Co-present 
Connectedness (Virtual) Touching 1 8 6 
 Thumbs up 3 9 0 
 Waving 2 14 0 
 Total features 5 31 6 
Responsiveness Stool moved  16 28 9 
 Turn to partner  28 39 24 
 Eye fixation  13 39 15 
 Turn taking1 23 38 34 
 Total features 80 144 82 
Total Social features 86 175 88 
Table 4: Number of social cues shown by children during three game playing conditions 
5.  Discussion 
In this chapter, we studied how children experienced playing a card game with a friend, comparing 
three conditions: two video-mediated conditions, one which allows for natural, mutual gaze, and 
one which does not, and one condition in which game-playing children were sitting next to each 
other without a mediating interface. The general results are remarkably consistent: children seem to 
enjoy playing the card game least in the no gaze condition, while their appreciations for the mutual 
gaze and co-present condition are comparable (often with a preference for the former over the 
latter). Below we give a more elaborate discussion of several of our findings. 
                                                                          
1 Children were instructed to guess the next number turn by turn (first guess by player A, second guess by 
player B, so on).  We observed whether or not turn taking process was respected during a particular game. 
2 Abbreviations: SIKS – Dutch Research School for Information and Knowledge Systems; CWI – 
Centrum voor Wiskunde en Informatica, Amsterdam; EUR – Erasmus Universiteit, Rotterdam; KUB 
– Katholieke Universiteit Brabant, Tilburg; KUN - Katholieke Universiteit Nijmegen; OU – Open 
Universiteit; RUL – Rijksuniversiteit Leiden; RUN – Radbourd Universiteit Nijmegen; TUD – 
Technische Universiteit Delft; TU/e - Technische Universiteit Eindhoven; UL – Universiteit Leiden; 
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5.1   Effect on Game Experience and Social Presence 
The post game questionnaires revealed that children had more fun, and were more engaged in the 
mutual gaze than in the no gaze condition, and children in the mutual gaze condition were also 
more interested in playing again. These results are in line with the media richness theory, and 
strengthen the results of previous studies where researchers reported similar effects with different 
user groups and in different domains, i.e., the presence of mutual gaze increases users’ satisfaction 
and pleasantness of tasks. In addition, we found that children in the co-present condition always 
scored higher for these scales than those in the no gaze condition but not quite as high as those in 
the mutual gaze condition. However, keeping into account the differences of subjective ratings 
between co-present and mutual gaze conditions, it is clear that both conditions are closely related to 
each other with overall high positive scores.  
The results of the networked minds social presence measure (NMSPM) scale showed that the 
absence or presence of mutual gaze during video-mediated game play has a number of effects on the 
way the games were experienced by the child players. The mutual gaze had a direct effect on the 
perceived intimacy and closeness of children. Children reported that they felt more strongly 
connected with each other and felt the presence of their partner in the same physical space in the 
mutual gaze condition, as compared to the no gaze condition. This is an interesting new finding in 
the context of children’s remote game play, and is in line with the findings of (Bondareva et al., 
2006), who showed the direct influence of presence or absence of mutual gaze on perceived social 
absence of adults. 
Results also show that mutual gaze enabled remote players to understand and synchronize each 
other’s emotional responses in an adequate manner. These findings strengthen the already 
established but less emphasized argument that gaze not only has a communicative function but it 
also assists in regulating joint arousal, a function which is also closely connected to intimacy and 
tele-presence (Vertegaal, 1999; Vertegaal and Ding, 2002). Our results show that the findings of 
previous studies are not restricted to formal tasks performed by adults but can also be seen in more 
playful situations with children.  
However, regarding the  ‘affective understanding’ dimension, we observe that children in the 
two mediated conditions were able to understand each other’s messages without problem. Mutual 
gaze or lower level of social presence did not have an effect on the perceived message understanding. 
Although mutual gaze was not present in one condition, other visual cues, system characteristics, 
and children’s own capacity could have helped them in understanding each other (Wise et al., 2004). 
Furthermore, the task at hand did not require extensive explanation or argumentation, which might 
have positively effected the ‘perceived understanding’ scores.  
Overall the results of three categories of the NMSPM and their relationship can be interpreted in 
terms of what Kim and others (Kim et al., 2011) have previously reported, as they showed that social 
presence is developed on the basis of  shared attention, mutual support, open communication and 
affective connectedness. According to their model, mutual attention and understanding are 
relatively easy and affective connectedness is quite difficult to achieve in a mediated environment. 
This is also in line with the argumentation of (Biocca et al., 2003), creators of the NMSPM construct 
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(Biocca and Harms, 2002), who claim that social presence follows a pattern, that starts with spatial 
presence and develops into psychological involvement and affective connectedness.  
The different game conditions revealed some other social consequences as well. Children trusted 
their partners more in the mutual gaze condition than in the no gaze condition, and found their 
partners friendlier and more attentive, compared to the no gaze condition. In the mutual gaze 
condition, children also respected the logical guesses of partners more often and did not stick to 
their own guesses even when it was their turn to decide. Apparently, higher level of trust in each 
other’s opinion and friendly attentiveness also led to more games won during the mutual gaze 
condition. In view of VMC and children’s gameplay, it would be interesting to explore the relation-
ship between trust and game status more in future work. 
5.2   Effect on Emotional Expressions 
In the perception experiment, we found that overall the number of correct classifications of the child 
data in terms of whether they had won or lost was rather high, showing that facial expressions and 
other nonverbal features have clear cue value in that respect. Interestingly, the percentage of correct 
classification was the highest for the mutual gaze condition and the lowest for the no gaze condition, 
which implies that children were very expressive while playing games in the presence of mutual gaze 
and absence of mutual gaze had a negative effect on expressiveness. In the co-present condition, 
children were also rated more expressive than in the no gaze condition but not quite as high as in the 
mutual gaze condition. The perception test scores are very much in line with the fun scale and fun 
toolkit self-reports in the sense that the children’s appreciation of the game is reflected in the degree 
to which they become expressive. Moreover, the results of the perception test support the social 
presence self-reports, particularly in as far as the  ‘affective understanding’ dimension of the 
NMSPM scale is concerned. In sum: mutual gaze not only had an effect on children’s subjective 
feelings but it also influenced their expressive behaviour.  
The perception test also showed that in the case of no gaze and co-present conditions, children 
were more expressive after losing a game than winning which is in accordance with the results of a 
previous study (described in chapter 2) using the game play setting (Shahid et al., 2011b) and with 
data of adult participants (Shahid et al., 2008b). However children were equally expressive after 
winning or losing a game in the mutual gaze condition, which is not in accordance with our 
previous findings. One possible explanation for this result could be that this is due to a ceiling effect, 
namely that in this condition children were so excited about the game that it made them very 
expressive overall, irrespective of the game status. 
The results of the observational analysis also agree with the results of self-reports and perception 
test scores. Observational codings for the affective dimension revealed that children showed the 
highest number of visual cues, both negative and positive, in the mutual gaze condition, the lowest 
number of visual cues in the no gaze condition and the number of visual cues shown in the co-
present condition was in between two mediated conditions.  There was also a strong positive 
correlation between percentage of correct classifications and the number of visual features shown by 
children after winning or losing a game. The results of a correlational analysis not only strengthen 
the results of perception test but also endorse it as a practical method to get an objective response 
about the affective states of participants.   
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The results of the social dimension revealed that children showed more social cues and felt more 
connected with each other in the mutual gaze condition than in the no gaze and the co-present 
conditions, whereas the no gaze and the co-present conditions did not differ. Interestingly, only for 
the mediated gaze condition, children produced typical gestures, like thumbs up and waving, to give 
feedback or get attention from the other player, which could have strengthened the feeling of social 
connectedness.  Similarly, it turned out that children turned to their partner more often in the 
mutual gaze condition. Furthermore, in the mutual gaze condition, players always waited for the 
response of their partner for having a true eye contact (eye-fixation). In the co-present condition, 
players may have felt less of a need to constantly turn to their partner and establish eye contact as 
players were sitting side by side in the same physical space and were sure about each other’s 
response.  In the case of no gaze condition, children did not turn to their partners very often because 
they might have realized that turning to partner does not give any additional feedback about the 
partner’s state.  In the mutual gaze condition, players may have felt a stronger desire to give each 
other feedback and synchronize their actions because turning to partner does give additional 
feedback about the partner’s current state.  This appears to be in line with existing studies in the 
context of VMC (Bondareva et al., 2006; Bordia, 1997), where it has been shown that people in 
mediated conditions (with possible mutual gaze) gesture more (hyper-gesturing) than the co-present 
condition for conveying the message.  
5.3   Mutual Gaze in Co-present and Video-mediated Communication  
And finally, it is noteworthy that our analyses revealed that children tend to appreciate the mutual 
gaze condition more than the co-present one. Both subjective self-reports and objective assessments 
were higher for the mutual gaze than for the co-present condition. Prima facie, these findings seem 
to contradict a general prediction of the media-richness theory, that face-to-face communication is 
the ideal form of communication and that people generally prefer it over a mediated communication 
experience. It should be stressed, however, that with a few notable exceptions (Yarosh et al., 2009; 
Yarosh et al., 2010), most studies that found evidence for this assumption, were conducted in 
professional settings with adult participants. We think it is precisely the fact that our experiments 
involved young participants engaging in playful interaction that accounts for our findings. 
There is also a general consensus among researchers in the computer-mediated communication 
(CMC) research area, that the success of a CMC system largely depends on the type of task it is 
designed for (Bordia, 1997; Hollingshead et al., 1993). Under right settings and over time the CMC 
experience can not only match the face-to-face experience (Thurlow et al., 2004), it can even be 
hyperpersonal (Walther, 1992, 1996). A couple of studies conducted in the gameplay context, one 
with adults (Bos et al., 2002) and another one with children (Batcheller et al., 2007), also showed that 
mediated experience can nicely match the face-to-face experience, however with some limitations.  
We explain our results along similar lines and argue that the simplicity of the game-playing task, 
the naturalness of the mutual gaze condition’s setup, and its close resemblance with the co-present 
condition played a key role in shaping the results the way they are. We also conjecture that in the 
mediated mutual gaze condition, the children have to “work somewhat harder” to communicate 
than in the face-to-face condition. Obviously, the same applies to the no gaze mediated condition, 
but since communication is not facilitated there, the children fail in their attempts to properly 
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communicate. That children work a bit harder can also be seen from the frequency of social cues 
displayed by children in this condition. Plausibly, the extra effort pays off in fun, engagement and 
endurability as well and children appreciated the video-mediated mutual gaze condition over the co-
presence one. 
Another possible explanation of these results relates to the novelty of the mediated gaze condi-
tions. The ‘novelty effect’ is potentially relevant in this case because the child praticipants 
presumably never played such a game using VMC before and it has been shown that children are 
usually more positive about new products during their first few uses (Markopoulos et al., 2008). 
Plausibly, this ‘novelty effect’ caused children to appreciate the video-mediated mutual gaze 
condition over the co-presence one. Crucially, however, is the observation that mutual gaze is a 
necessary precondition for this novelty effect, since children clearly didn’t appreciate the no gaze 
condition.   
Interestingly, we found these effects even though the mutual gaze was not perfect, in the sense 
that players could see each other’s gaze without true eye-contact.  In other words, even when mutual 
gaze may not be ideal, it can still improve the mediated communication. See also (Grayson and 
Monk, 2003), who argue that depending on the task and the context, mutual gaze awareness in 
typical video conferring systems may support similar communicative functions as true mutual gaze. 
This is particularly relevant with regard to young children, where previous research shows that 
children do not always go for direct eye contact. Rather they sometimes seem to prefer “eye-to-face” 
contact (or focus on a boarder area around eyes) because it is unusual for them to fixate eyes on a 
small area (Argyle and Cook, 1976).   
6.  Conclusion 
This study aimed to explore the effect of variations in level of gaze on the perceived social presence, 
emotional expressions, social interaction and game playing behavior of children during video-
mediated and co-present communication situations.  This study consisted of two experiments where 
the first experiment was primarily used to collect data. We used a deterministic card guessing game 
and asked children to play games in three different conditions. After the game playing session, we 
collected children’s subjective response to fun, engagement, and perceived social presence. In the 
second experiment, we used a perception test, as an objective evaluation method, for measuring the 
emotional response of children after winning and losing a game. In the last part of this study, we did 
an observational analysis and coded the video data along affective and social interaction dimensions. 
The results show that compared to the no-gaze condition where pairs did not feel a social bond, 
the feeling of social presence and connectedness was high in the mutual gaze condition and children 
experienced the mutual gaze condition at least as intensely as co-presence. Furthermore, children 
had more fun and showed rich social and emotional behavior in the presence of mutual gaze than in 
the absence of it. Overall the co-present condition was also much more appreciated over the no gaze 
condition with high self-reports and expressiveness scores but not quite as high as those in the 
mutual gaze condition.  The study has yielded new and interesting insights into the video mediated 
gameplay of young children. The children we focused on are particularly relevant because during 
this age (7-8 years) they exploit mutual gaze for supporting and regulating communication. This 
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study suggests that mutual gaze is a crucial ingredient for establishing a joyful video mediated game 
play and without it the quality of interaction is dramatically effected.  
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We describe and evaluate a new interface to induce positive emotions in users: a digital, interactive 
adaptive mirror. We study whether the induced affect is repeatable after a fixed interval (Study 1) 
and how social co-presence influences the emotion induction (Study 2). Results show that partici-
pants systematically feel more positive after an affective mirror session that this effect is repeatable, 
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1.  Introduction 
The days of most people contain one or more episodes of slightly boring inactivity; standing in a 
queue for a ticket, waiting on a train, sitting in front of a computer before starting another day of 
work. During episodes such as these, one may get a slight feeling of ennui, and one's mood may start 
to linger. Wouldn't it be great if there were a way to induce positive emotions in people during 
situations such as these?  
In this chapter we describe and extensively evaluate our attempt of developing such an applica-
tion: an interactive digital laughing mirror that tries to make people happier. The basic idea is that 
this mirror deforms a person's face in an adaptive way, during a game-like interaction that lasts only 
a few minutes. The application could be positioned, say, in a location where queues are likely to 
form, or activated in the morning on a worker's personal computer, just before starting the work of 
the day.  
Of course, such application contexts raise many difficult questions that need to be addressed 
before they could become a reality. But they also pose specific evaluation questions: for example, it is 
not only relevant whether such an application indeed leads to more positive feelings in users the first 
time they use it, but also whether the effect is repeatable, or gone after the first time. In addition, 
since there may be other people around in the example scenarios, it is important to see what the 
effect is of different social settings on the effectiveness of the application. These are the questions 
that we address in this chapter.  
1.1   Positive Emotions  
Traditionally, research on emotion in psychology has tended to focus more on negative feelings and 
emotions (Sheldon and King, 2001) and how to understand and lessen the distress of people 
(Csikszentmihalyi and Csikszentmihalyi, 2006; Seligman and Csikszentmihalyi, 2000), while positive 
emotions have generally received less scholarly attention (Fredrickson and Cohn, 2008; Gross, 
1999). A similar pattern can be observed in the field of Human-Computer Interaction (HCI), where 
the main focus is often on the negative feelings and emotions of users when interacting with a 
computer (e.g., recognizing human frustration) (Fernandez and Picard, 1997; Picard, 1999). There 
are relatively few examples where researchers primarily focused on positive emotions, either for 
personalizing the interaction or for improving the overall feeling of human users and developing 
their lives on a short or long term basis (Calvo and D’Mello, 2010). 
This relative lack of interest in positive emotions is somewhat surprising, since it is well-known 
that positive emotions serve a bigger purpose than merely showing that a person is feeling fine 
(Fredrickson, 1998). Positive emotions may directly influence a person’s behaviour, and help in 
achieving positive goals (Fredrickson, 2001). It has been shown that positive emotions enhance 
creativity (Vosburg, 1998; Zhou and George, 2003), trigger optimistic feelings about the self 
(emotional well being) (Fredrickson and Joiner, 2002), increase self esteem (Ikegami, 2002), and 
help in achieving both short-term and long-term goals (Loewwnstein and Lerner, 2003; Lyubo-
mirsky et al., 2005).  
In view of these positive effects of positive emotions, it would clearly be beneficial if there were 
ways of inducing positive feelings in persons, yet changing someone’s emotional state from negative 
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or even from neutral to positive is not a straightforward task (Seligman et al., 2005). People may use 
different cognitive and behavioural strategies to increase their everyday feelings of happiness 
(Boehm and Lyubomirsky, 2009; Sin and Lyubomirsky, 2009). Although this may vary from one 
person to another, it has been found that factors like ‘social affiliation’ (spending time and doing 
activities with friends and family members, supporting and helping others, etc.), ‘mental control’ 
(not thinking too much about unhappy things and events), ‘active and passive leisure’ and particu-
larly ‘direct attempts to remain happy’ (performing activities which directly involves happiness, 
laughing, etc.) have a positive effect on emotional state (Boehm and Lyubomirsky, 2009; Tkach and 
Lyubomirsky, 2006). There are also a number of scientifically proved happiness increasing, positive 
emotion inducing and sustaining strategies (Lyubomirsky, 2007), such as fostering social relation-
ships, expressing gratitude, savoring, meditative practices, and increasing both short-term and long-
term flow experiences (Bryant, 1989; Chesney et al., 2005; Csikszentmihalyi, 1990; Emmons and 
McCullough, 2003; Gross et al., 2006; Shapiro et al., 2005). To some extent, such strategies have also 
been used in HCI for building a better user experience. For example, the ‘encouraging social 
relations’ strategy has been applied in gaming environments for a better game play (Ochs et al., 
2008). Flow experience has also received a lot of attention in HCI and particularly in the gaming 
industry (Chen, 2007; Sweetser and Wyeth, 2005). Informally, ‘flow’ can be defined as an optimal 
state of enjoyment, where participants (players) are completely absorbed in an activity (game 
playing), and a balance is achieved between the task at hand (challenge) and the user’s experience 
(game playing skills) (Sweetser and Wyeth, 2005). 
1.2   Is laughter the best medicine? 
Charles Darwin (Darwin, 1972) said that “Joy, when intense, leads to various purposeless move-
ments – dancing about, clapping the hands, stamping, etc., and to loud laughter.” Modern research 
has indeed shown that laughter may work as an effective medicine (stress-reliever) and may also 
contribute to positive affect (Bennett and Lengacher, 2008; Nichols and Zax, 1977).  
Various researchers have studied laughter directly, for instance by eliciting it (Kori, 1989; La 
Pointe et al., 1990; Mowrer et al., 1987) or by looking at recordings (Trouvain, 2001). Much of this 
research suggests that spontaneous laughter is the only form of the genuine laughter (Ruch and 
Ekman, 2001) and that it positively influences the emotional state of humans (Provine, 2000).  In 
addition, the relation between laughter and smiling has been the subject of study (Haakana, 2010) 
where it was found that smiles may occur as a ‘pre-laughing device’, and that they can be a used as a 
substitute for laughter (‘silent laughter’), for instance if the social conditions call for this.  
In general, there is evidence that laughter is a social phenomenon and that human smiles and 
laughter may fluctuate with a change in social context (Glenn, 2003; Jefferson, 1979). A humorous 
film, watched together with friends, elicits more smiles and more laughter, and works better in 
inducing a positive emotion, than a film watched alone. In different social settings, people tend to 
regulate their smiles and laughter in an appropriate manner (Preuschoft, 1997), but compared to 
smiling, facial expressions that supplement laughter are under less deliberate control (Devereux and 
Heffner, 2007). While there are some studies that addressed the effect of humorous stimuli on 
eliciting laughter in different social situations (Chapman, 1973; Devereux and Ginsburg, 2001), 
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(Fuller, 1974), there are to the best of our knowledge no studies that looked into the repeatable 
nature of these elicitation procedures.   
One important thing to note is that laughter in itself is not an emotion; although it is usually 
taken as an indication of a positive emotional state, it does not necessarily signal such a state. On the 
one hand, people can find something truly amusing without laughing out loud, while on the other 
hand, people can produce a fake laugh without finding something amusing or without having any 
positive feelings. Furthermore, other emotional states such as, for example, nervousness and 
embarrassment can also give rise to laugher (Vaid and Ramachandran, 2001). 
In a somewhat similar vein, it is known that, compared to smiles, it is more difficult to fake 
laughter (Glenn, 2003). In the case of smiles, usually a distinction is made between natural, 
spontaneous smiles (the so-called Duchenne smiles) and fake, unfelt smiles (the non-Duchenne 
smiles). A number of behavioural markers can help differentiate between the Duchenne and non-
Duchenne smiles, including the timing and intensity of the smile, and laterality of the mouth, and 
the appearance of “crows’ feet wrinkles” around the eye (Fredrickson, 1998; Soussignan, 2002). For 
observers, differentiating fake from natural laughter requires more effort because it involves 
multiple modalities and more complex behavioural markers. 
Given the many positive effects that genuine laughter, and positive emotions in general, may 
have on a person's well-being and productivity, it would be interesting to develop an affective 
computing application that makes people laugh and feel better. Here we describe and evaluate such 
an application, with a focus on repeatability and social presence. 
1.3   Current Study 
In this chapter we describe a new, multimodal affective interface concept: the Affective Mirror 
(AM), which tries to make users happy, by showing a distorted (“funny”) representation of their 
face. It integrates automatic emotion detection from both face and voice, and uses the fused, 
perceived emotional state of the user as a “trigger” for selecting different audiovisual effects and for 
creating a ‘flow’ experience. The AM may be likened to a traditional carnival mirror, but obviously 
extends beyond this by its interactive and adaptive nature. 
Here, we not only describe the design of this new interface concept but also report on two exten-
sive evaluation studies. We aim to test the effectiveness of the AM in inducing positive emotions and 
try to gain insight into two specific issues. First, much past experimental work into the expression 
and detection of emotion has been based on studies that consist of a single experiment where 
participants are typically tested once through a specific emotion induction procedure (Martin, 
1990). Consequently, it is unknown to what extent the reported changes in emotional state in these 
studies are repeatable. In study 1, we look at the effect of repeated, individual sessions in front of the 
AM. Second, not much is known about possible social factors that may have an influence on the 
expression of emotion (Manstead, 2005). Usually, past experiments in this field are conducted with 
single participants, even though there are indications that the mere presence of another person may 
have an effect on the extent to which people show their emotions (Coan and Allen, 2007). In Study 
2, we look at the effectiveness of the AM as a function of physical co-presence of a friend.  
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Evaluating affective interfaces is complex and requires more than the “standard” usability evalu-
ations (Isbister and Hook, 2005). In both studies, we collect different kinds of data of participants 
interacting with the AM, including overall user experience measurements and self-reported emotion 
scores. In addition, we argue that a lot can be learned from the facial expressions of participants, 
which is why in both studies we also conduct perception experiments in which independent judges 
rate the facial expressions of participants.  
1.4   Chapter overview 
The remainder of this chapter is organized as follows. First, we describe the design and different 
software and hardware components of the AM. After this we present our first study where we look 
into the effect of repeated, individual sessions in front of the AM. We report on two experiments 
where the first experiment measures the induced emotion and the overall user experience from 
users’ self reports and the second, perception experiment concentrates on the facial expressions of 
participants. We then present our second study in which we look at the effects of physical co-
presence of a friend on the emotions of users. We finally reflect on both studies in the general 
discussion section and conclude the chapter by presenting some qualitative analyses and observa-
tions. 
2.  Affective Mirror 
2.1   The General Idea of the AM 
The Affective Mirror (AM) is an affective multimodal interface that adapts itself to the user’s 
perceived affective state. The purpose of the AM is to try and elicit laughter in people and thereby 
induce positive emotions in them. While doing this, it also intends to help in collecting spontaneous 
expressions of positive emotions.   
 The basic idea of AM is simple: it detects the state of the user and then provides audiovisual 
feedback in the form of a distortion of the user's face, just like a traditional ‘Carnival Mirror’. The 
AM is different from a traditional ‘Carnival Mirror’ though, because it is not static but creates an 
interactive ‘production-perception-adaptation’ loop thereby creating a rich user experience. The 
amount and type of facial distortions depend on the detected levels of laughter and smiling. The 
more participants laugh, the more they progress in different levels of distortions. 
The concept of our affective mirror is different from the one introduced by Picard (Picard, 1997) 
where she used the term for a machine which literally mirrors users’ emotions by first understanding 
a user’s emotions and then reflecting them back to a user (for example via an avatar). The persuasive 
mirror is another, somewhat related interface concept that unobtrusively monitors the behaviour of 
users and assists them in improving and maintaining a healthy lifestyle (Andrés del Valle and 
Opalach, 2006). A few other ‘distorting mirror’ concepts have been developed in the past, such as a 
‘multimodal caricature mirror’ in which an avatar’s visual and auditory expressions reflect the user’s 
emotional expressions in an enlarged manner (Olivier et al., 2005) and a  ‘conventional virtual 
distortion mirror’ that tries to make users laugh by transforming their faces but without involving 
any real time emotion recognition.  
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Even though the idea of distorting a user’s face has been explored before, the AM is the first 
system that actively tries to change a user’s emotional state in an interactive and adaptive way, and 
moreover, is the only system whose effect on the emotional state of users has been extensively 
studied. 
The first version of the AM was developed in the MultimediaN project (Melder et al., 2007). For 
the current version, various new features have been added, in particular for improving the sensing 
system and the general appearance. In this chapter, we mainly focus on the use and experimental 
evaluation of the AM, but we do give a general overview of the system’s technical components and 
setup. 
2.2   AM’s Working Scenario 
This section presents a brief interaction scenario between a user and the AM. The user sits in front 
of the mirror when the session starts. The mirror captures the user’s face, and displays a distorted 
version of the face to the user together with a corresponding funny sound. Typical manipulations 
are effects where eyes are blown up, or the mouth corners of the user are raised in an extreme 
fashion, or the face appears in a swirl mode. Such visual distortions tend to generate surprise effects 
in the user’s face, or make the users laugh. These facial expressions are in turn detected by the 
system, after which the user is confronted with a more extremely distorted version of his/her face. 
2.3   Game-like Interaction 
The Affective Mirror has a game-like interaction. A reward and penalty system has been implement-
ed in the AM that relies on continuous scoring. An interaction with the AM consists of five levels, 
and participants require 100 points to move to the next level. One episode of recognized laughter 
will result in an increase of 10 points. The possibility exists to change these setting, which gives an 
opportunity to make the mirror more susceptible to laughter.  
If participants laughed a lot, then they could move to the next level quickly (reward) but if par-
ticipants did not laugh then they had to stay in a particular level for a longer duration (punishment). 
The minimum time in each level was set to 25 seconds and the maximum to 45 seconds.  These 
settings were experimentally decided based on user feedback on development trials.  
2.4   System Components and Functionality 
The AM senses the user’s state by interpreting observational user data. The affect sensing system is 
based on a visual subsystem and a vocal subsystem that detect smiles and laughter. The affect 
recognition system captures laughter and affective verbal expressions in the voice, and facial 
expressions from the frontal video stream. Fusion of the recognition subsystems results in monitor-
ing the overall user experience and adapts the AM to the current user state.  
The AM consists of a number of software modules and hardware components. The most im-
portant software components are Face Reader (FaceReader, 2008), Laughter Recognition in Speech 
(LARS) (Truong and Raaijmakers, 2007) and a multimodal fusion module. In this section, we will 
briefly describe the key subcomponents that were used to evoke and recognize the emotional state of 
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users. The overall structure of all subcomponents and the user-system interaction loop is shown in 
figure 1. 
Even though both FaceReader and LARS sometimes make incorrect predictions about the user’s 
emotional state, this does not damage the interaction. The recognized emotional state merely acts as 
a trigger for new visual distortions, and is never communicated directly to the user.  
 
Figure 1: Systematic view of Affective mirror components and underlying interaction loop 
2.4.1    Facial Expression Recognizer 
We used FaceReader for analysing facial expressions of participants. This software is maintained by 
Noldus (NoldusTechnologies, 2011) and automatically analyses a person’s facial expressions and 
makes an estimate of a person’s emotional state. The software is pre-trained on a database of visual 
expressions of emotion from a large number of participants. 
A live video stream from the user is transmitted to FaceReader, which then analyses it frame by 
frame and stores the assessment of a person’s emotions in a text file. FaceReader also outputs a value 
on the valence scale (positive–negative). The recognition scores are used in AM to determine 
whether evidence is found in the face of smiling or laughing. A screenshot of FaceReader while 
analysing one participant’s video stream is shown in Figure . 
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Figure 2: A screenshot of FaceReader during the AM session. The horizontal green bar (right) shows that the 
picture quality (input to the FaceReader) is excellent. The vertical green bar (left) shows the perceived valence 
and the pink horizontal bars (extreme left) show the emotion categories. In this case, FaceReader categorizes the 
face as ‘happy’ with a high degree of certainty (purple bar crossing the dotted vertical line). 
2.4.2    Laughter Recognition in Speech 
The vocal laughter recognizer (LARS) was originally developed at TNO (Truong and Raaijmakers, 
2007). It detects auditory laughter by first differentiating silence from speech and laughter and then 
performing voice activity detection to filter out non-speech and non-laughter sounds. LARS works 
on the basis of trained acoustic models for laughter, speech and silence, where the ICSI Meeting 
Recorder Corpus (Janin et al., 2003) was used for this training.  
2.4.3    Multi Modal Fusion 
In the multimodal expression analysis module, several classification systems are trained to work 
with multiple modalities for getting a reliable hypothesis on the user state (Truong et al., 2007). In 
the AM, we developed a dedicated “multi modal fusion (MMF)” module, and we used the decision 
level fusion technique of (Pantic and Rothkrantz, 2003) for building the MMF. In the decision level 
fusion, the user state is determined after the subsystems have taken their decision for a single 
modality.  
2.4.4    Audiovisual Affective Feedback  
To make a person laugh, audiovisual effects are added to the user’s mirror image as shown in figure 
3. The real-time graphical filters, the geometric image deformations to the user’s face, are created 
with the “Realizer”, an audio/video-rendering engine that is part of the KeyWorx platform. 
KeyWorx is an open source platform to develop, integrate and deploy applications with multi-user/ 
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multimedia features, under Open Source license (KeyWorx, 2011). The “Realizer” also uses Apple 
Core Image video effects, which requires Apple Mac OSX to run. To achieve a stimulating and 
adaptive behaviour for the mirror, we created a video effect adaptation that depends on a) time 
(time elapsed in current user state, time elapsed in current level and time elapsed without laughter 
are effect modifiers), b) valence (recognized value from the facial subsystem), c) recognized laughter 
score and d) a random binomial quantity for creating slightly unpredictable distortions.  
           
 
Figure. 3: Examples of visual distortions created by the AM 
2.5   System Architecture 
2.5.1    Eye Catcher 
To capture participants’ live video stream and for displaying their video stream on the screen after 
appropriate facial distortions, we used the Eye Catcher (QConferencing, 2011). The Eye Catcher is a 
essentially a videophone with a high-resolution camera installed behind the screen that is invisible to 
the participants sitting in front of it because of its half-silvered mirror. The camera captures the live 
video of the participants while they are watching their distorted representation on the mirror. The 
Eye Catcher provides the AM with a frontal video stream, without the bias of a camera standing next 
or on top of the screen. This not only improves the performance of FaceReader, but also allows users 
to have a real ‘mirror’-experience of looking straight into their own eyes, without the notion of being 
recorded by a camera.  
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2.5.2    Hardware and Software Setup 
For running the realizer, we used an iMac with Mac OSX. For running the FaceReader, we used a 
Dell laptop with Windows XP, service pack 2, and the .NET framework. The modules LARS and 
MMF were implemented on a Win32 architecture, using the multimedia audio drivers and were also 
running on a Windows machine.  The video signal came from an analogue surveillance camera that 
is part of the Eye Catcher and positioned behind the half silvered mirror. The camera outputs a y/c 
(luminance and chrominance) signal or s-video signal, which we split with an s-video splitter. One 
s-video output was available for the facial expression recognition (SVA) and one to use as the mirror 
image that the user actually sees (SVB). The SVA output was connected to a USB Video grabber that 
provided digital video streaming to the laptop. The second output SVB was connected to an Imaging 
Source video-to-firewire converter that provided the iMac with a digital video stream. The audio 
signal came from a standard desktop microphone that was connected to the microphone input of a 
SoundCard. The video stream sent to the laptop (FaceReader) for online analysis was recorded and 
stored on the windows machines for further offline analysis. Screen capturing software was used for 
capturing the video of the realizer (distorted faces of participants). Figure  gives a behind the scenes 
impression of the hardware/software setup.  
 
 
Figure 4: Behind the scenes look at the setting of the Affective Mirror 
3.  Study 1: Repeated Exposure 
The aim of study 1 is to find out whether users indeed feel more positive after a session with the AM, 
and whether this effect is repeatable over time. We also study how users express their emotions 
during this interaction and whether the repeated exposure influences this expressiveness. We 
compare a “natural” condition with a control condition in which participants are asked to suppress 
their laughter.  We added this suppress condition to check whether participants would not “fake” 
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their subjective response and laughter (to please the experimenter). In addition, if participants fail to 
suppress and start laughing, this would be strong evidence for the effectiveness of the AM. 
We conducted two experiments in this study. In the first experiment, we exposed participants to 
the AM in two sessions and we collected their subjective responses about their emotional state and 
the overall user experience. This experiment also resulted in a rich set of spontaneous expressions of 
emotion, which was used in the second experiment.  In the second experiment, we ran a perception 
test where judges objectively rated the expressivity of participants on the basis of their facial 
expressions. 
Our hypothesis is that participants will report a positive change in emotions after interacting 
with the affective mirror in both conditions and after both sessions. The positive change in emotions 
may be smaller but still substantial after the second session. The adaptive and dynamic nature of AM 
will amuse participants and it will be difficult for participants to suppress their laughter, particularly 
in the first session. 
3.1   Experiment 1: Data Collection and Subjective AM Experiences 
3.1.1    Participants 
Participants were 40 (26 females) Dutch undergraduate students (M = 22 years, SD = 3.1 years), who 
participated for course credits. Participants were randomly assigned to an experimental condition. 
Participants were recruited using the Tilburg University’s participant-pool.  
3.1.2    Procedure 
The experiment lasted approximately 70 minutes, and was individually performed in an experi-
mental lab as shown in figure 5. To create a pleasant and informal atmosphere, the lab was adorned 
with a SpongeBob poster and this poster was present in all experimental conditions. Each experi-
mental session consisted of three parts, where parts 1 and 3 provided the repeated interactions with 
the AM and part 2 consisted of a controlled “waiting period”. Upon arrival in the experimental lab, 
the participant was seated in a comfortable chair facing the Affective Mirror, which was placed on a 
small table. Two microphones, the experiment task booklet and physiological sensing equipment 
were also placed on the same table. At this point the mirror was not active.  
After seating adjustments, the experimenter introduced himself and briefly described the pur-
pose of the experiment, after which the participant was asked to fill an informed consent form. All 
participants gave written consent to record and use audiovisual data for research purposes. After 
this, the participant filled in a self-report emotion questionnaire (“At this moment, I feel…”) derived 
from (Mackie and Worth, 1989), consisting of six 7-point bipolar semantic differential scales with 
positive and negative adjectives (happy/sad, pleasant/unpleasant, satisfied/unsatisfied, con-
tent/discontent, cheerful/sullen, high spirits/low-spirited). The order of the adjectives was 
randomized; for processing negative adjectives were mapped to 1 and positive ones to 7. Following 
this, electrodes for measuring galvanic skin response (GSR) and heart rate were attached to the 
participant and this was followed by a rest period of 5-7 minutes for recording the baseline 
physiological measurements of the participant (the results of biophysical data analysis are not 
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presented in this chapter). The participant was also fitted with a tie clip microphone for recording 
the audio required for the AM.  
 
 
Figure 5: Individual participant in study 1 
After these pre-session measurements, the experimenter started the actual AM session and left 
the room. In the “suppress laughter” condition, participants were instructed not to laugh during 
their interaction with the AM. In the natural, “show laughter” condition, participants received no 
further instructions except that they simply had to look into the Affective Mirror. Each session 
lasted 3-5 minutes depending on the amount of detected laughter. As soon as the final level was 
over, the experimenter entered the room and gave the participant the same emotion questionnaire as 
before.  
     Next, the participant was asked to fill in additional questionnaires about the overall user 
experience (UX) and fun of the AM experience, marking the end of the first part. The UX question-
naire was derived from (IJsselsteijn et al., 2007), consisting of eighteen 5-point Likert scale items. 
These eighteen items were divided into five distinct but related categories:  Naturalness of the AM 
(“The AM was rather artificial…”), enjoyment (“It was fun to sit in-front of the mirror…”), feeling 
of time (“Time passed quickly/I found it a waste of time…”), play again (“I would like to play again/ 
playing again would be boring…”), and induce laughter (“The mirror stimulated amusement...”). 
Positive and negative questions were randomly combined in the questionnaire. For data-processing 
purposes, negative questions were recoded such that 1 always represents very negative and 5 
represents very positive. The Funometer from Read’s fun toolkit (Read, 2008) was used for 
measuring fun.  
Next, the experimenter asked the participant to follow him to another room where the con-
trolled waiting period took place, for which the participant was asked to sit in a quiet room for 40 
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minutes. There they were asked to perform various cognitive tasks, which were neither cognitively 
overloaded nor emotionally sensitive. After this period, the experimenter asked the participant to 
follow him back to the room where part 1 had been conducted. Upon arrival, the participant filled in 
the self-report emotion questionnaire again, after which the second session with the AM started, 
which proceeded in the way described above. At the end of the second session, participant filled the 
emotion questionnaire and answered few questions about the overall experience during an informal 
interview. After the final interview, the participant was debriefed and thanked for the participation.  
Finally, participants received a token of appreciation, shown in the figure 6, which consisted of a 
printed Score Card showing the perceived laughter statistics (amount and duration of recognized 
laugher from face and voice) together with a funny picture of participant.  
 
Figure 6: Scorecard presented as a token of appreciation 
3.1.3    Statistical Analysis and Design 
The experiment had a mixed design, with Time of emotion measurement (4 levels: 1, 2, 3, 4, with 1 
and 3 pre-measurements and 2 and 4 post-measurements of the two respective sessions) as within-
variable and Condition (2 levels: suppress laughter, show laughter) as between-variable and the self-
reported emotion scores as well as various user experience scores as the dependent variables. The 
internal consistency of the self-reported emotion questionnaire was measured using Cronbach’s 
alpha and was very good (.83 < α < .92). Checks for statistical significance were performed with a 
repeated measures analyses of variance where the Bonferonni correction was used for making 
pairwise comparisons. The internal consistency of the user experience (UX) questionnaires was also 
measured using Cronbach’s alpha and was very good (.77 < α < .85) for all five categories. Due to the 
high Cronbach’s alpha values, all items belonging to a particular category were merged for each 
condition and the average mean of each category is discussed in the results section.  For the fun 
question, the data from the ‘funometer’ free scale was mapped on the 1-10 scale where 1 represented 
no fun at all and 10 represented a lot of fun. Checks for statistical significance on the UX categories 
were performed using independent sample t-tests.  
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3.1.4    Results 
Self-report emotion questionnaire 
Figure 7 summarizes the results and reveals a remarkably consistent picture. First of all, it can be 
seen that participants’ self reported emotion scores were not influenced by Condition, F<1. Thus, 
participants report the same emotional state, irrespective of whether they were in the “suppress 
laughter” or in the “natural” condition. However, the time of the emotion measurement did have a 
strong, significant effect on the self-reported emotion scores, F (3,114) = 131.166, p < .001, η2p = 
.775. 
 
Figure 7: Average self-reported emotion scores as a function of Condition and Time of the emotion measure-
ment.  The blue straight line represents the ‘suppress laughter’ condition and the green dotted line represents the 
‘show laughter’ condition. The x-axis represents the four emotion measurement points and y-axis represents the 
average self-reported emotion scores on a 7-point scale ranging from 1 (very negative) to 7 (very positive) 
Inspection of figure 7 reveals that the first session with the AM worked exactly as intended; 
participants report more positive feelings after sitting in front of the AM than before (pre-emotion 
(1): M = 4.18, post-emotion (2): M = 5.63). Right before the second session with the AM starts, the 
self-reported emotion scores are back to the initial level (pre-emotion (3): M = 4.28), but the second 
session again works well and afterwards participants report more positive feelings (post-emotion (4): 
M = 5.36). Pairwise comparisons show that measurements 1 - 2 and 3 - 4 differ significantly (p < 
.001), none of the other comparisons is statistically significant. The interaction between Condition 
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Figure 8: Distorted Face of users (Right), Users’ reaction to their distorted face (Left) 
User experience and fun questionnaire 
Table 1 summarizes the results of the user experience questionnaire. It can be seen that participants 
scored well above neutral (M > 3) for all constructs, irrespective of condition. This shows that 
participants were positive about the interaction with the AM and the overall user experience. No 
effect of condition was found for any of the categories, with the exception of the Enjoyment category 
where participants enjoyed the experience more in the natural, laugh condition (t (38) = 2.316, p < 
.05).  It was also found that participants in the Laugh condition had more fun (M = 8.45, SD = 1.09) 
than participants in the Suppress condition (M = 7.50, SD = 1.19) (t (38) = 2.52, p < .01). Apart from 
this, it was found that the user experience was very similar in the Laugh and the Suppress condition. 
 
Category Condition Mean (Std. Dev.) 
Laughter Induction Laugh 3.85 (.489) 
 Suppress 3.70 (.544) 
Play Again Laugh 4.05 (.510) 
 Suppress 3.80 (.616) 
Feeling of Time Laugh 4.10 (.541) 
 Suppress 4.15 (.489) 
Naturalness of AM Laugh 3.90 (.641) 
 Suppress 3.65 (.933) 
Enjoyment Laugh 4.35 (.489) 
 Suppress 3.90 (.618) 
Table 1: Mean (and standard deviation) for five ux questionnaire categories on a 5-point scale (1=very negative, 
5=very positive)  
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3.2   Experiment 2: Perception Test 
3.2.1    Stimuli 
From all the participants of Experiment 1, we selected their response during the last 10 seconds of 
level 3 of the AM session. This resulted in 2 clips for each participant, one clip from the first session 
and a second clip from the second session. All together, this resulted in 80 stimuli [20 clips (round 1- 
suppress condition) + 20 clips (round 1 – laugh condition) + 20 clips (round 2 – suppress condition) 
+ 20 clips (round 2  - laugh condition)]. The duration of each clip was approximately 10 seconds. 
Stimuli were presented to participants in a random order during a group experiment.  
3.2.2    Participants 
35 Dutch adults, with a roughly equal number of men and women, participated in the perception 
experiments. None had participated in Experiment 1. 
3.2.3    Procedure 
A group of participants was invited into a classroom where the stimuli were projected on a white 
screen using an overhead projector. Participants were told that they would see 80 video clips of 
adults sitting in front of a video camera in different experimental conditions and their job, as 
viewers, was to rate the expressiveness of these adults based on their facial expressions.   No other 
information about the experiment and different conditions was given to viewers. They were asked to 
mark the expressiveness using a 7 point Likert scale ranging from 1 (not expressive at all) to 7 (very 
expressive). Each stimulus was preceded by a number displayed on the screen indicating the 
upcoming stimulus, and followed by a six second interval during which participants could fill in 
their score on the answer form. Before the actual experiment, there was a short training session in 
which 4 clips were shown (different from the ones shown in the actual experiment) to make 
participants familiar with the stimuli and the experimental task. If there were no further questions, 
the actual experiment started which lasted for approximately 15 minutes. During the experiment 
there was no interaction between participants and experimenter. After the experiment, participants 
were debriefed about the stimuli. 
3.2.4    Statistical Analysis 
To test for significance we performed a repeated measures analysis of variance with two within-
subjects factors, namely repeated-exposure (levels: first session, second session) and condition 
(levels: show laughter, suppress laughter) and with average mean of expressiveness as the dependent 
variable.   
3.2.5    Results 
The results are summarized in figure 9. We found that the average rated expressiveness of partici-
pants is higher during session 1 (M = 4.3, SD = 1.02) than during session 2 (M = 3.6, SD = .83), F 
(1,19) = 11.834, p < .01, η2p = .384). In addition, as one would expect, participants were perceived as 
more expressive in the ‘show laughter’ condition (M = 4.2, SD = 1.01) than in the ‘suppress laughter’ 
condition (M = 3.7, SD = .82), F (1,19) = 6.153, p < .05, η2p = .245. There was no significant 
interaction effect. 
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Figure 9: Average perceived expressiveness as a function of Condition and Time of the emotion measurement.  
The blue straight line represents the ‘suppress laughter’ condition and green dotted line the ‘show laughter’ 
condition. The x-axis shows the two sessions of interaction with the AM and y-axis represents the expressiveness 
on a 7-point scale ranging from 1 (not expressive at all) to 7 (very expressive). 
3.3   Discussion 
Study 1 offers a first evaluation of the Affective Mirror, focussing on the effects of repeated exposure. 
We found that, in general, the interface worked quite well in inducing positive emotions and that 
participants reported that they indeed felt more positive after their AM session. As one would 
expect, this is a temporary effect, which was essentially over after the 40-minute controlled waiting 
interval. However, we also discovered that the positive affect induced by the affective mirror is 
repeatable, in that participants again reported positive feelings after their second interaction with the 
Affective Mirror. Interestingly, the results revealed that for the reported emotions it did not matter 
whether participants were instructed to suppress their laughter or not. In fact, various participants 
failed to suppress their laughter, which we take as important evidence that the AM indeed elicits 
spontaneous laughter in participants.  
Furthermore, the results from the user experience (UX) questionnaire are consistent with the 
self-report emotion questionnaire. Participants not only felt better after the AM session but they also 
indicated that they had fun while interacting with the AM and overall reported a good user 
experience. Participants appreciated the naturalness of the Affective Mirror, reported that the time 
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mirror again, and reported that the AM was indeed funny and elicited laughter, irrespective of 
whether they were in the natural or in the suppress condition. As one would expect, participants in 
the natural condition reported enjoying the interaction more than those in the suppress condition. 
This result is also in line with results of the fun questionnaire, where participants reported having 
more fun in the natural condition compared to the suppress condition. These findings are corrobo-
rated by the qualitative data collected in the interview afterwards, where one participant explained 
the reason of having less fun in the suppress condition in this manner “It is an interesting game with 
one bad rule … ‘Suppress your laughter’. Actually it means: do not play the game. I enjoyed it but 
could have enjoyed it much more if I was allowed to smile, react, move, whatever!” (Here and 
elsewhere, we give English translations of Dutch original statements.) Another participants who 
interacted with the AM in the natural condition appreciated the AM in this manner: ”I have an 
exam in a few minutes. Usually experiments are really boring but this one made me happy. I am 
feeling good. You should put it outside the examination hall (with smile).”  
The second experiment revealed that participants were rated as more expressive during session 1  
(particularly in the ‘show laughter’ condition) than during session 2. If we compare these results 
with self-report emotion and user experience questionnaires then we can conclude that AM not only 
‘induced’ positive emotions (participants felt positive after the session) but also ‘elicited’ positive 
expressions and participants enjoyed the sessions. However, the perception test also suggests that the 
expressiveness of participants dropped during the second session, even though the self-reports of the 
participants did not reveal a significant difference between sessions 1 and 2. It is important to realize 
that the self-reports were collected at the end of a session with the AM, while the stimuli for the 
perception test were taken from the middle of the interaction, and only show a small part of the 
interaction, which makes it somewhat difficult to compare the self-reports and judged expressive-
ness scores.  
4.  Study 2: Physical co-presence 
The aim of this study was to see whether there is an effect of physical co-presence on the effective-
ness of the AM. For this we compared single participants (who sat in front of the AM alone) with 
participants who sat in front of the AM in the presence of a friend. Again, we compared a “natural” 
condition with a control condition in which participants are asked to suppress their laughter.  
Similar to study 1, we conducted two experiments in this study. In the first experiment, we collected 
subjective responses of participants about their emotional state and the overall user experience. This 
experiment once again resulted in an extensive dataset of spontaneous expressions of emotion, 
which was sampled for the second experiment, in which judges rated the expressivity of participants 
on the basis of their facial expressions. 
We hypothesize that co-presence will have a positive effect on the induced emotions (partici-
pants are expected to report feeling more positive) and will result to more visual expressiveness. We 
also hypothesize that it will be more difficult for participants to suppress their laughter when sitting 
together with a friend than when they are alone, which is also likely to influence the expressiveness 
scores. 
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4.1   Experiment 3: Data collection 
4.1.1    Participants 
Participants were 94 (55 female) Dutch undergraduate students (M = 21 years, SD = 2.4). Of these, 
54 participated in self-selected pairs, consisting of friends. Pairs were randomly assigned to either a 
suppress (N = 14 pairs) or a natural condition (N = 13 pairs). The 40 individuals were those of Study 
1, where we only used data from their first session. All participants received a course credit for doing 
this experiment. 
4.1.2    Procedure 
The procedure of experiment 3 was essentially the same to that of experiment 1 (session 1), which 
allows us to compare data from individuals with data from pairs. In the case of pairs of participants, 
it was first decided which participant would sit in front of the AM first. The other participant sat on 
the left side of the participant in front of the AM, such that the other participant could look at both 
the friend’s face and at the distortions of the affective mirror. The setup is shown in figure 10. After 
this session, which proceeded exactly as described for study 1 (including measurements and 
questionnaires), the two participants switched positions, and another session with the AM was 
initiated in exactly the same way as before. When both participants had been in front of the AM, 
they were debriefed and thanked for their participation with an individual score card. 
 
Figure 10: Pair of participants in study 2. 
4.1.3    Statistical Analysis and Design 
The internal consistency of the self-reported emotion questionnaire was measured using Cronbach’s 
alpha and was again very good (.82 < α < .93). Two separate analyses were run. First we analysed the 
data from the pairs in a mixed between-within design, with Time of emotion measurement (2 levels: 
pre and post) as within-variable and Condition (2 levels: suppress laughter, show laughter) and Turn 
(2 levels: first, second) as between variables. Next we compared the data from individuals and pairs 
in a comparable mixed between-within design, with Time of emotion measurement as within-
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variable, and Co-presence (2 levels: alone or together) as between-variables and the self-reported 
emotion scores and the various usability experience questions as the dependent variables. Checks for 
statistical significance were performed with repeated measures analyses of variance in the case of the 
self-report emotion scores. In the case of user experience (UX) questionnaire, only the data from the 
pairs was analyzed (data from individual participants have already been discussed above). The 
internal consistency of the UX questionnaires was measured using Cronbach’s alpha and was very 
good (.80 < α < .88) for four categories with an exception of α = .69 for the ‘Naturalness of the AM’ 
category. Due to the high Cronbach’s alpha values, all items belonging to a particular category were 
merged for each condition and the average mean of each category is discussed in the results section.  
Data from the ‘funometer’ scale were analysed as before.  
4.1.4    Results 
Self-report emotion questionnaire 
Analysis of the pairs’ data revealed that there was no significant effect of Condition nor of Turn 
(both F<1). These two factors did not interact with any of the other factors. In other words, for the 
self-reported emotion scores it does not matter whether participants from pairs sat in front of the 
mirror first or second. In addition, as in study 1, it does not matter whether participants were asked 
to suppress their laughter or not. Based on these results, we aggregated the data of all participants 
across Condition and Turn for further analysis.  
 
Figure 11: Comparison of the changes in self-reported emotion scores for members of pairs and for individual 
participants. The blue straight line represents the emotion scores for individuals and green dashed line represents 
the pairs. The x-axis represents the two emotion measurement points (before and after a sessions with the AM) 
and the y-axis represents the average self-reported emotion scores on a 7-point scale ranging from 1 (very 
negative) to 7 (very positive) 
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Figure 11 summarizes the results for the comparison between pairs and individuals. It can clear-
ly be seen that participants report overall more positive scores after their session with the AM (M = 
6.36) than before (M = 4.29), F (1,92) = 957.170, p < .001, η2p = .912). Interestingly, this effect is 
stronger for participants who participated with a friend than for single participants, as shown by the 
significant interaction between Time of the emotion measurement and co-presence, F (1,92) = 
29.249, p < .001, η2p = .241.  
User experience and fun questionnaire 
Table 2 summarizes the results of the user experience questionnaire for pairs of participants. Again, 
no significant effect of the Turn was found for any category of the UX questionnaire. Based on this 
result, we once more aggregated the data of all participants across Turn. 
Category Condition Mean (Std. Dev.) 
Laughter Induction Laugh 4.29 (.460) 
 Suppress 4.04 (.720) 
Play Again Laugh 4.39 (.629) 
 Suppress 4.00 (.693) 
Feeling of Time Laugh 4.11 (.497) 
 Suppress 4.23 (.765) 
Naturalness of AM Laugh 3.75 (.645) 
 Suppress 3.69 (.618) 
Enjoyment Laugh 4.50 (.509) 
 Suppress 4.12 (.516) 
Table 2:  Mean of five UX questionnaire categories on a 5-point scale (1=very negative, 5=very positive) for Pairs 
It can be seen that participants scored above neutral (3) for all constructs, irrespective of wheth-
er they participated in Laugh or Suppress condition. This shows that participants were positive 
about the interaction with the AM and the overall user experience. A t-test revealed a significant 
effect of the condition for the ‘enjoyment’ (t (52) = 2.756, p < .01) and ‘feeling of time’ category (t 
(38) = 2.184, p < .05). No effect of condition was found for the other three categories. Finally, it was 
found that participants in the Laugh condition had somewhat more fun (M = 8.96, SD = .90) than 
participants in the Suppress condition (M = 8.15, SD = 1.02) (t (52) = 2.966, p <.01). 
4.2   Experiment 4: Perception Test 
4.2.1    Stimuli 
From all the pairs that participated in Experiment 3, we randomly selected 20 for the perception test 
(10 from each condition). For both participants in each pair, we selected their response during the 
last 10 seconds of the level 3 of the AM game. This resulted in 2 clips for each pair: one clip from the 
first turn (participant 1) and the other clip from the second turn (participant 2). For individuals, the 
stimuli from the Experiment I were used. This resulted in 80 stimuli: 40 from Pairs [10 clips (turn 1- 
suppress laughter) + 10 clips (turn 2 – suppress laughter) + 10 clips (turn 1 – show laughter) + 10 
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clips (turn 2 – show laughter)] + 40 from individuals [20 clips (round 1- suppress condition) + 20 
clips (round 1 – laugh condition)].  
4.2.2    Participants 
35 Dutch adults, with a roughly equal number of men and women, participated in the perception 
experiment. None participated in any of the other experiments. 
4.2.3    Procedure 
The procedure of was the same as that of experiment 2 (study 1).  
4.2.4    Statistical Analysis 
Tests for significance were performed using a repeated measurement analysis of variance with two 
within-subjects factors, namely co-presence (levels: alone or together) and condition (levels: show 
laughter, suppress laughter) and with average mean of expressiveness as the dependent variable.   
4.2.5 Results 
The results, summarized in figure 12, show that participants who sat in front of the AM together 
with their friends were perceived as more expressive (M = 6.1, SD = .73) than those who sat alone in 
front of the AM (M = 4.2, SD = .93), F (1,19) = 52.810, p < .001, η2p = .735).  
 
Figure 12: Mean of expressiveness as a function of Condition and co-presence. The blue (bottom) line represents 
the ‘suppress laughter’ condition and green (top) dotted line represents the ‘show laughter’ condition. The x-axis 
represents the two variations in co-presence and y-axis represents the mean of expressiveness on a 7-point scale 
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Even though participants in the suppress condition were perceived as slightly less expressive, the 
difference was not significant (F < 1), and neither was the interaction between co-presence and 
condition. We separately tested (for the members of pairs of participants) whether it mattered 
whether they interacted with the AM during the first or second turn, but no difference in expres-
siveness was found. 
4.3   Discussion 
In general, the analysis of the self-reported emotion scores in study 2 confirm the findings of study 
1: the affective mirror succeeds in inducing positive emotions in participants, irrespective of whether 
they are in the “natural” condition or in the “suppress laughter” condition. In addition, this study 
showed that the effect is stronger for people who interacted with the AM with a friend present, 
suggesting that social factors strengthen the effectiveness the AM. These results are consistent with 
the results found by (Wagner and Lee, 1999; Wagner and Smith, 1991) that doing an activity 
together with a friend results in feeling better than doing an activity alone. These results also 
strengthen the results of other studies (Gajadhar et al., 2008; Shahid et al., 2008) where the effect of 
social presence on game players was investigated and it was revealed that the game experience and 
emotional response increase when a friend is physically present.  
The analysis of the UX and fun questionnaire score in study 2 is also in line with that of study 1: 
participants appreciate the interaction with the AM. They reported that they found the interaction 
with the AM hilarious, engaging, natural and, most importantly, fun and enjoyable. Pairs of 
participants in the natural condition did enjoy it more than those in the suppress condition, for 
reasons similar to those expressed in study 1. Comparing Table 1 (mean score for individuals) with 
Table 2 (mean score for pairs) reveals that participants who interacted with the AM in pairs were 
more positive about the AM than those who participated alone. They enjoyed their session more, 
showed a stronger interest in playing again, and were highly convinced that the AM induces 
laughter and is fun. Interestingly, participants in the suppress condition reported that it that it was 
difficult to suppress their laughter, which we take as evidence that the AM indeed elicits laughter to 
some extent.  
These findings are also in line with qualitative findings reported during post-session interviews. 
One participant from a pair said “It is simply not possible to continuously suppress your laughter 
and keep a straight face. Even if you are very good in controlling, you will still smile and break 
once.” People were less critical about the naturalness of the suppression task while sitting in pairs. 
Another participant said, “Gosh! This mirror inspects and maybe understands me. After a long 
suppression it does something magical and I break.” Both participants of a pair equally enjoyed the 
AM, irrespective of their turn. In some sense this can be interpreted as a repeated exposure effect 
(each pair participates in two sessions with the AM), and the results suggest that the effect of 
repeated exposure might be stronger for pairs, even when the gap between exposures during study 2 
is much shorter than the gap during study 1. One participant said, “My turn was second. (…) The 
first session was hilarious. I thought when I would sit, it would be less funny but that was not the 
case. There were many new visual effects and it looked like a new experience.” 
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The second experiment revealed interesting results about the emotional expressions of 
participants: clearly participants in pairs were much more expressive than individual participants, 
which is perfectly in line with the self-reports, and confirms that social co-presence strengthens the 
effectiveness of the AM. Participants in pairs not only felt happier after their session with the AM, it 
was also easily detectible from their facial expressions.  
5.  General Discussion and conclusion 
The Affective Mirror is a novel interface concept for inducing happiness in participants. The AM 
creates a game-like situation and adapts itself intelligently based on the user’s perceived current 
affective state. Two experimental evaluation studies revealed that participants indeed report feeling 
more positive after a session in front of the AM, that they enjoyed interacting with the AM and were 
quite expressive during their interaction with the AM. Study 1 revealed that this effect is repeatable 
in the sense that the AM induces positive emotions after both sessions, although the expressiveness 
of participants decreases over time.  
Study 2 showed that the positive effect of the AM is stronger for pairs of participants than for 
individual participants; when people participate in pairs, they report feeling happier and enjoying 
the interaction more, and independent judges rate them as more expressive. In both studies we 
asked half of the participants to suppress their laughter. This was done as a control, on the one hand 
to avoid “demand effects”  (the AM is trying to make people laugh, and we want to avoid partici-
pants from laughing because they suspect that that is what the experimenter demands from them), 
but also to see whether the AM is funny enough to make people laugh even when they are instructed 
not to. The latter was clearly the case, which lends further support to the general conclusion that the 
AM succeeds in making people laugh and feel happier. 
A closer inspection of the participants’ behaviour in front of the AM also offers additional evi-
dence of this. One striking thing that can be observed is that participants frequently respond to the 
AM’s transformations by making “weird” faces themselves (figure 13). In addition, they moved their 
body in and out of the screen, and moved their arms and torso. These playful interactions were more 
frequent in study 2. One participant said, “One of the reasons I like this is mirror is that I can make 
my own distortions and transformations while playing with the mirror.”  
Interestingly, suppressing laughter appeared to be more difficult in the presence of friend (study 
2). It was frequently clear from participants’ facial expressions that they were indeed trying to 
suppress their laughter, and were not always successful (Fig. 14).  Participants in pairs also consulted 
and occasionally communicated with their partners during the interaction and tried to involve them 
in the whole experience. 
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Figure 13: Top: Participants playing with the AM and transforming their faces in response to AM’s distortions. 
Bottom: Participants physically moving their position and bodies while interacting with AM during show 
laughter condition 
 
Figure 14: Participant trying to suppress laughter in study 1 (top-left), participant laughing after failing to 
suppress laughter in study 2 (top-right), participants using their hands to hide their laughter after failing to 
suppress it during study 2 (bottom row), 
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In conclusion, both the quantitative and qualitative analyses show that the AM is an effective 
tool inducing feelings of happiness and eliciting laughter. This can be illustrated nicely with a quote 
from one participant who claimed that the AM is a real mood changer and said, “This mirror is like 
an Aspirin… a tablet for happiness” 
 
 
Figure 15: Spontaneous expression of emotion while interacting with the AM (study 1).  
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In this dissertation, we explored to what extent non-verbal emotional expressions of people 
engaging in playful interactions depend on aspects of the social context and how variation in social 
settings, including differences in cultural background of players and physical co-presence of a game-
partner, influences players’ emotional expressions, game experience and social interaction. We 
conducted four empirical studies, in each study systematically using a combination of subjective and 
objective measures. Each of these studies highlights one way in which the social context shapes non-
verbal expressions of emotion and social interaction among players. 
Chapter 1: The effect of co-presence and culture on the facial 
expressions 
In our first study we investigated how physical co-presence of a friend as a game partner influences 
the non-verbal emotional expressions of game playing children in a cross-cultural setting. We 
focused on 8 and 12 year old children, either from Pakistan or The Netherlands, and studied how 
they signaled joy (a positive emotion) and disappointment (a negative emotion) after winning or 
losing a specifically designed card game, while playing alone or together with their friends. This 
allowed us to focus on the spontaneous expression of emotions in a natural and playful settings, 
eliciting emotions across cultures in a consistent way.  
Our hypothesis was that if the children’s emotional expressions have a considerable social and 
cultural aspect then we would expect to find differences in expressivity not only between individual 
players and pairs of players but also between Pakistani players and Dutch players. The results of our 
study confirmed this hypothesis. The presence of a friend as a game partner clearly influenced the 
emotional expression of children in that they were more expressive while playing with their friends 
than while playing alone. Furthermore, we found that Pakistani children were overall more 
expressive than their Dutch counterparts confirming that the cultural background influenced the 
way children experience and display emotions.  
The findings of our study are potentially relevant for Human-Computer Interaction in general, 
and Affective Computing in particular. Our results show that games offer an interactive, natural and 
highly efficient way to collect affective data without any artificial posing. The card game turns out to 
be particularly useful, because it appears to generalize to multiple settings: it works quite well in both 
cultures, across different age groups and in different social contexts. In the future, we plan to expand 
the GAME (“Game As a Method of eliciting Emotions”) paradigm and we will use games to study 
other basic emotions, such as surprise, and more complex emotions such as shame and pride in 
cross-cultural settings. 
Our findings also suggest that it would be good to include facial expression analyses as an evalu-
ation metric of (computer) games. Such analyses seem to be especially useful when game-players are 
children, whose verbal skills are not as good as those of adults, which may be a disadvantage when 
one wants to evaluate a product (such as a game). Finally the affective data, collected in our study, 
can be used for training future affective systems, because we know from earlier research that 
emotion recognition systems perform best when the training data matches the real, application data.  
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Chapter 2: Child-robot Interaction  
In the second study, we investigated how children experience the presence of a social robot (the 
iCat) as a game partner and how they develop a social and emotional bond with this robot while 
playing the same collaborative game as used in Study 1. This allowed us to propose a new method to 
evaluate children’s appreciation of social robots, by asking whether playing games with such robots 
is like playing alone (an unsocial experience) or more like playing with a friend (an ideal and truly 
social experience). In this study, we controlled for differences between children of different cultures 
(Pakistani and Dutch) and age groups (8 and 12 years old), since these could potentially influence 
the appreciation of the child-robot interaction. 
Our results show that for children of both cultures ‘playing with a social robot’ is a social activity 
and is more similar to ‘playing with a friend’ than to ‘playing alone’ even though, in general, a friend 
is more appreciated than the iCat. The results do suggest that, despite the limitations of the iCat, 
many children (especially the younger ones in both cultures) associate social attributes to the iCat, 
imagined that the iCat is socially competent, and interacted with the iCat in a socially appropriate 
manner. In other words, in line with the CASA theory (Computers As Social Actors) (Reeves and 
Nass, 1996), children indeed treated the iCat as a social actor. 
The results of our Study 2 also reinforce the importance of cultural background and age differ-
ences while designing interactive systems, confirming the findings of Study 1. Cultural background 
not only influenced how children behaved during child-child interactions, but also played a key role 
in shaping children’s responses and attitudes towards the iCat.  Pakistani children, for example, were 
generally more engaged and showed a stronger interest in playing with the iCat than Dutch children. 
Furthermore, Pakistani children were not only more expressive but also seemed to have a richer 
social interaction than their Dutch counterparts, touching and hugging iCat more often, sitting 
closer to the iCat and paying more attention to its feedback. Furthermore, younger children (8 years 
old) were found to be more expressive and considered playing with the iCat more engaging than 
older children (12 years old).  
Although, in general, playing with a robot was clearly considered more fun than playing alone, it 
is fair to say that playing with a friend was even more fun. However, there is ample room for 
improving the child-robot interaction,  and based on our results, we suggest that one way of 
designing a better interaction between children and robots would be to take individual differences 
(such as cultural background and age) explicitly into account during the design process.  
It is important to note that, certainly when compared to a friend, the robot was still a “stranger” 
for the children. It is possible that children’s first interaction with a robot is more comparable to 
interacting with a randomly selected, unfamiliar partner to them than interacting with self-selected 
partners (friends). In a follow-up experiment, we therefore plan to compare child-robot interaction 
with a ‘playing with strangers’ condition. Furthermore, in our current study, the children’s 
interaction with the iCat was restricted to a few minutes. Previous research has shown that repeated 
exposure to a robot may change the children’s attitude towards this robot in both a negative and a 
positive way. In future studies, we plan to investigate repeated interactions between robot and child, 
where we would like to explore how the longitudinal interaction effects the overall evaluation. 
‘Repeated exposures’ is a theme to which we return in Study 4. 
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Taken together, our first two studies, are among the first to show systematic differences in ex-
pression of emotion between Dutch and Pakistani children. It would be important to replicate these 
findings, not only using games as a tool, but also using other emotion eliciting methods to see how 
whether such cultural differences are also found during other, possibly non-playful, interactions.  
Chapter 3: Mutual gaze in video-mediated gameplay 
In the third study, we explored the effect of variations in gaze on the perceived social presence, 
emotional expressions, social interaction and game playing behavior of children during video-
mediated gameplay.  We also investigated to what extent this video-mediated gameplay experience 
resembled that of a natural co-present experience (that is a situation in which children are physically 
co-present in pairs and interact in a face-to-face manner). Mutual gaze is known to play a key role in 
regulating face-to-face communication, and our hypothesis therefore was that mutual gaze would 
influence the players’ game experience and perceived sense of presence during video-mediated 
communication.  
Our results indeed suggest that children seem to enjoy playing a card game least in a no-gaze 
condition, while their appreciations for the mutual gaze and co-present condition are comparable 
(often with a preference for the former over the latter). Having the possibilities for mutual gaze had 
a direct effect on the perceived intimacy and closeness of children. Children reported that they felt 
the presence of their partner in the same physical space more strongly in the mutual gaze condition 
than in the no gaze condition. Children also had more fun, and were more engaged in the mutual 
gaze than in the no gaze condition, which is generally in line with Media Richness theories (Daft and 
Lengel, 1986; Short et al., 1976). The perception test and behavioral analysis confirmed that children 
were more expressive and showed richer social and affective cues while playing games when mutual 
gaze was possible, while having no possibilities for mutual gaze had a negative effect on expressive-
ness. In the physically co-present condition, children were also more engaged in game play and were 
rated as more expressive than children in the no gaze condition, although they were rated as most 
expressive in the (non-physically co-present) mutual gaze condition. 
This study yielded interesting insights into video-mediated gameplay, which are potentially 
relevant for designing video-mediated communication systems, particularly for young children and 
playful settings. The children we focused on here seem particularly relevant because during this age 
(7-8 years) they strongly exploit mutual gaze for supporting and regulating communication. Our 
results indeed show that the possibility of eye-gaze is a crucial ingredient for the perceived sense of 
presence, enjoyment and positive game experience. Interestingly, our results also show that in the 
right context and settings, video-mediated communication experiences can not only match but even 
supersede physically co-present experiences, which is often considered an ideal form of human-
human communication.  The advantage of video-mediated communication in our experiment is 
possibly due to a “novelty-effect”; for the vast majority of the children this was the first time they 
played a game in such a video-mediated way. 
In this study, we only focused on 8 year old Dutch children. In line with our first two studies it 
would be interesting to see how variations in level of gaze during video-mediated communication 
would influence the perceived social presence, emotional expressions and game playing behavior of 
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older children and ones from other cultures, such as Pakistani. We would expect that, compared to 
Dutch children, the novelty effect could be stronger for Pakistani children, because of their lesser 
exposure to such communication systems, thereby possibly eliciting stronger emotional and social 
responses from the children.  
Another thing to note is that, although our mutual gaze condition enabled a reasonable level of 
natural, mutual gaze, it was still not an ideal form of eye-gaze, where participants can look directly 
into each other’s eyes, as is possible in face-to-face communication. Therefore, in another follow-up 
study, we would like to replicate Study 3 using so-called Eye Catchers. An Eye Catcher is a video-
phone with a high-resolution camera installed behind the screen that is invisible to the participants 
sitting in front of it because of its half-silvered mirror. The camera is located right in the center of 
the screen, which offers true eye-gaze during video conferencing.  Such a setup would be interesting 
for our purposes, because if children who communicate via an Eye Catcher are more expressive than 
those communicating via the original “mutual gaze” condition, then we can conclude that true eye-
gaze is most important for mediated communication and the lack of it during our “mutual gaze” 
condition was perhaps partly compensated for by the novelty effect of the communication setup. 
However, if children’s expressiveness while playing via Eye Catchers would be comparable to the 
“mutual gaze” condition, then we can conclude that a less ideal form of mutual gaze appears to be 
enough for specific tasks and contexts, and having a true, direct mutual gaze facilities does not add 
much to the overall communication experience. 
Chapter 4: Affective Positive Interactions 
In the fourth and final study, we investigated if and how an affective interface (an adaptive laughing 
mirror) induces positive affect and laughter in individual participants and in people who participate 
with the physical co-presence of a friend. In addition, we also investigated whether the induced 
effect lasts for a longer period and whether it is repeatable after a fixed interval. The application we 
developed is called the Affective Mirror (AM), and what it does is distorting a participant’s face in a 
manner which might be perceived as “funny” and which adapts itself according to the perceived user 
state. It was developed as a tool for inducing positive emotions and laughter in participants. 
We found that, in general, the AM interface worked well for inducing positive emotions in that 
participants indeed reported feeling more positive after their AM session. Our results revealed that 
this effect is repeatable, in the sense that the AM could induce positive emotions in participants for a 
second time after a fixed interval, although the expressiveness of participants did decrease somewhat 
with repeated exposure. Furthermore, the positive effect of the AM was found to be stronger for 
pairs of participants than for individual one; when people participate in pairs, they report feeling 
happier and enjoying the interaction more, and independent judges rate them as more expressive as 
well. 
Overall the results show that affective mirror interface can be used as a reliable tool for inducing 
positive emotions in a natural manner and the audio-visual data can be used for training affective 
systems. The results also show the importance of two key factors which can influence the perfor-
mance of automatic affect recognition systems: the way human behavior changes after a repeated 
exposure to an affective system and the way human participants change their behavior in the 
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presence of others. The data collected in this study is already being used for training a commercial 
emotion recognition system, and it would be interesting to study how the new version of the affect 
recognition system works in similar setups.  
In this study, similar to the study 3, we only focused on Dutch participants. Again, it would be 
interesting to use the Affective Mirror with Pakistani participants and see how they express positive 
emotions during repeated exposure and in the presence of friends. In our studies, we found that the 
Pakistani children were more expressive in showing positive emotions than Dutch ones. It is quite 
possible that we would see a similar effect for adults. In another study where we induced positive 
and negative emotions in Pakistani and Dutch adults (Shahid et al., 2008), we found that Pakistani 
adults, compared to the Dutch ones, were indeed more expressive while showing positive emotions. 
The Affective Mirror interface might help in replicating these results. Finally it would be interesting 
to run a similar study with children instead of adult participants, because it is likely that Affective 
Mirror, if tested with children, will induce stronger emotional responses both in the repeated 
exposure and physical co-presence conditions.   
 
Taken together, these four studies clearly showed that the GAME paradigm offers a useful 
way to study the non-verbal expression of emotions. Each of these stud-
ies, in its own way, contributed to our understanding of factors 
influencing the expression of emotion, where especially the physical co-
presence of another game participant (such as a friend or a social robot) 
and the cultural background of users (e.g., Dutch or Pakistani) were 
shown to be important in shaping the non-verbal expression of emotion 
during playful interactions. So, when you visit the Tilburg Kermis (or 
any other fun fair) next year, hopefully you will notice that not only the 
attractions are worth exploring, but also the facial expressions of 
the visitors – real Fun is on the Face. 
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In this dissertation, we explored the role of social context in shaping the non-verbal expression of 
emotions during playful interactions. To do this, we proposed a new method for eliciting emotions 
in a natural manner for different social settings, which we call the GAME (Game As a Method of 
eliciting Emotions) paradigm. We reported on four studies, each one using a game developed under 
the GAME paradigm. Each of these four studies explores one way in which the social context may 
shape non-verbal expressions of emotion and social interaction among players.  Moreover, we 
systematically explored different methods for measuring emotional responses and social interactions 
among players, ranging from self-reports and interviews to objective measures and behavioral 
analyses. 
In our first study, described in chapter 2, we investigated the influence of physical co-presence of 
a friend as a game partner on the emotional expressions of game playing children across cultures. 
We explored how children of different age groups (8 and 12 years old) and with different cultural 
backgrounds (Dutch and Pakistani) signal positive and negative emotions while playing a game 
either alone or together. A simple number guessing game was developed and used as a tool for 
inducing emotions, which was played by Pakistani and Dutch individual and pairs of children. The 
data collected was used in a series of cross-cultural perception studies, in which Dutch and Pakistani 
observers classified the emotional expressions of the Dutch and Pakistani children. If emotional 
expressions primarily serve to reflect the individual and are not influenced by social context (culture 
and co-presence), then the emotional responses of children will be highly comparable for both 
cultures while playing alone or with a friend. However, if the expressions also have a considerable 
social component and are rooted in culture, we should find differences in expressiveness across 
cultures and between individual players and pairs of players. 
The results of study 1 showed that computer games offer a natural and highly efficient way to 
collect affective data. The card game we developed was a straightforward implementation of an 
extremely simple game, certainly when compared to games currently on the market. Still, our results 
showed that children responded strongly, and with a variety of emotional behaviours, after winning 
or losing this game. The results of our study showed that the presence of a friend as a game partner 
clearly influenced the emotional expression of children in that they were more expressive while 
playing with their friends than while playing alone. We also found that Pakistani children were 
overall more expressive than their Dutch counterparts confirming that the cultural background 
influenced the way children display emotions. Finally, we found that younger (8 year old) children 
were more expressive than older ones (12 year old). These findings are relevant for Human-
Computer Interaction in general, and Affective Computing in particular. We know from earlier 
research that emotion recognition systems perform best when the training data matches the real, 
application data, so it seems important to take factors such as age, culture and co-presence into 
account when designing affective applications. 
In the second study, described in chapter 3, we studied the influence of the presence of a social 
robot (the iCat) as a game partner on the social and emotional response of children across cultures. 
We investigated how children of different age groups (8 and 12 year olds) and belonging to different 
cultural backgrounds (Pakistani vs. Dutch) experience interacting with a social robot (iCat) during 
collaborative game play.  We employ the same collaborative card game and general set-up as used in 
Study 1 for eliciting emotions and social interaction. This allows us to effectively propose a new 
!
Summary    |    173 
method to evaluate children’s appreciation of social robots, by asking whether playing a game with a 
social robot is more similar to playing this game alone or with a friend. Ideally, playing with a social 
robot will be experienced more like playing with a friend (an ideal and truly social experience) than 
playing alone (an unsocial experience). Our reasoning was that if children find playing with a social 
robot comparable to playing with a friend, then we would expect similar socio-emotional responses 
during child-child and child-robot interactions. Similar to the first study, if cultural background 
shapes the way children emotionally interact with a social robot then we would also expect to find 
differences in expressiveness and social interaction across cultures. 
A combination of self-report scores, perception test results and behavioral analyses indicated 
that child-robot interaction in game playing situations is highly appreciated by children, although 
more by Pakistani and younger children than by Dutch and older children.  Results also suggest that 
children had more fun playing with the robot than playing alone, but had more fun still when 
playing with a friend. Similarly, children were more expressive when playing with the robot than 
they were when playing alone, but less expressive than when playing with a friend.  
The second study highlighted some important, but previously understudied aspects of child-
robot interaction in an authentic social setting.  Our results not only stress the importance of using 
new benchmarks for evaluating child-robot interaction but also reinforce the importance of cultural 
background and age differences while designing interactive systems, confirming the findings of 
Study 1. Cultural background not only influenced how children behaved during child-child 
interactions, but also played a key role in shaping children’s responses and attitudes towards the 
iCat. Based on these results, we propose that one way of designing a better interaction between 
children and robots is to take individual differences such as cultural background and age explicitly 
into account during the design process. Furthermore, we argue that cross-cultural robot design 
should go beyond mere translations and high-level localizations. The underlying social norms of a 
particular culture should be part of the robot design process.  
In our third study, described in chapter 3, we extended the concept of study 1 and studied how 
pairs of children interact socially and express their emotions while playing games in a video 
mediated communication environment. We not only investigated the influence of the presence of a 
remote friend as a game partner on the game experience children but also studied how variations in 
gaze (mutual gaze condition vs. no gaze condition) during video-mediated gameplay influence the 
perceived social presence, emotional expressions, social interaction and game playing behavior of 
children. We employed the same collaborative card game and general set-up as used in Study 1 for 
eliciting emotions and social interactions. This helped us to study to what extent the video-mediated 
gameplay experience resembles that of the natural co-present experience (as discussed in chapter 1).   
Mutual gaze plays a key role in regulating human-human communication, suggesting that the 
absence of mutual gaze during mediated communication may influence players’ game experience 
and perceived sense of presence in a technologically mediated environment. Furthermore, if the co-
present (face-to-face) game playing experience is considered an ideal form of communication then 
we would expect differences in the way people express emotions and exchange social cues during 
video-mediated gameplay and co-present gameplay. 
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We used a combination of self-reports, objective facial expression analysis and behavioral anal-
yses for measuring the perceived social presence, emotional expressions and game experience. Our 
results showed that eye-gaze is a crucial ingredient for the perceived sense of presence, enjoyment 
and positive game experience; conversely, the absence of mutual eye-gaze dramatically influences 
the quality of interaction in the video-mediated environment.  Our results indeed suggest that 
children seem to enjoy playing a card game least in a no-gaze condition, while their appreciations 
for the mutual gaze and co-present condition are comparable (often with a preference for the former 
over the latter). Having the possibilities for mutual gaze had a direct effect on the perceived intimacy 
and closeness of children. Children reported that they felt the presence of their partner in the same 
physical space more strongly in the mutual gaze condition than in the no gaze condition.  
The results of this study stress the importance of mutual gaze, and we therefore argue that it 
should become an integral component of future video mediated communication systems, particular-
ly in those designed for playful settings and children. Interestingly, our results also show that in a 
playful context and with the right settings, video-mediated communication experiences can not only 
match, but even supersede physically co-present experiences, which are often considered the ideal 
form of human-human communication.   
In our fourth and final study, described in chapter 5, we presented a new affective interface (a 
digital laughing mirror), which distorts a user’s face in a manner which might be perceived as funny, 
and which adapts itself according to the perceived user’s state, and we evaluated if and how this 
affective interface can be used as a tool for inducing positive emotions. In this study, consistent with 
the first three studies, we explored the influence of physical co-presence of a friend on the induction 
and expression of positive emotions and laughter. If emotion induction and positive expressions are 
influenced by the social context, we would again expect a stronger response of participants in the 
presence of their friends. In this study, we also focused on one additional factor, namely “repeated 
exposure” and investigate whether the induced positive affect is repeatable after a fixed interval. If 
the laughing mirror is strong enough in inducing laughter repeatedly then we would expect 
comparable emotional responses (both felt and expressed) after a first and a second session.  
Consistent with study 2 and 3, we used a combination of self-reports, objective facial expression 
analysis and behavioral analyses for measuring the emotional expressions, game experience and 
mood of participants. Results show that the AM interface worked well for inducing positive 
emotions and participants systematically felt more positive after an affective mirror session. Our 
results revealed that this effect is repeatable, in the sense that the AM could induce positive emotions 
in participants for a second time after a fixed interval, although the expressiveness of participants 
did decrease somewhat with repeated exposure. Moreover, the positive effect of the AM was found 
to be stronger for pairs of participants than for individual ones; when people participate in pairs, 
they report feeling happier and enjoying the interaction more, and independent judges rate them as 
more expressive as well.  
Overall the results show that the affective mirror interface can be used as a reliable tool for in-
ducing positive emotions in a natural manner and the audio-visual data collected in this way can be 
used for training affective systems. The results also show the importance of two key factors which 
can influence the performance of automatic affect recognition systems: the way human behavior 
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changes after a repeated exposure to an affective system and the way human participants change 
their behavior in the presence of others. 
To conclude, the main objective of this dissertation was to study the effectives of the GAME 
paradigm as a new method for eliciting emotions in different social contexts and to explore how 
systematic variations in the social context shape non-verbal expressions of emotion and social 
interactions among players. The four studies described in this thesis, showed that the GAME 
paradigm offers a useful way to study the non-verbal expression of emotions. Each of these studies, 
in its own way, contributed to our understanding of factors influencing the expression of emotion, 
where especially the physical presence of another game participant (such as a friend or a social 
robot) and the cultural background of users (e.g., Dutch or Pakistani) were shown to be important 
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