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Abstract
N-point functions of holomorphic fields in conformal field theories can
be calculated by methods from algebraic geometry. We establish explicit
formulas for the 2-point function of the Virasoro field on hyperelliptic
Riemann surfaces of genus g ≥ 1. Virasoro N-point functions for higher
N are obtained inductively, and we show that they have a nice graph
representation. We discuss the 3-point function with application to the
(2, 5) minimal model.
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1 Introduction
Quantum field theories are a major challenge for mathematicians. Apart from
cases without interaction, the theories best understood at present are confor-
mally invariant and do not contain massive particles.
Conformal Field Theories (CFTs) can be defined over arbitrary Riemann
surfaces. A theory is considered to be solved once all of its N -point functions
are known. We restrict our consideration to meromorphic CFTs [5] which are
defined by holomorphic fields, and a rather specific class of Riemann surfaces.
The case of the Riemann sphere X0 is easy, and for the torus X1, one can
use the standard tools of doubly periodic and modular functions ([23],[2] and
more recently, e.g. [3],[16]). The case g > 1 is technically more demanding,
however. Some progress has been made in the Vertex Operator Algebra (VOA)
formalism by sewing surfaces of lower genus. There is no canonical way to do
this and two different sewing procedures have been explored. Explicit formulas
could be extablished for the genus two N -point functions for the free bosonic
Heisenberg VOA and its modules ([13], [14]), and for the free fermion vertex
operator superalgebra [21].
Instead, quantum field theory on a compact Riemann surface of any genus
can be approached differently using methods from algebraic geometry ([17],
[20], [4]) and complex analysis. N -point functions of holomorphic fields are
meromorphic functions. That is, they are determined by their poles and their
respective behaviour at infinity. By compactness of Xg, these functions are
rational.
The present paper establishes explicit formulas for the 2-point functions of
the Virasoro field over hyperelliptic genus-g Riemann surfaces Xg, where g ≥ 1.
N -point functions for N ≥ 3 are obtained inductively from these, up to a finite
number of parameters which in general cannot be determined by the methods
presented in this paper. In comparison, the formulas given by the work of
Mason, Tuite, and Zuevsky determine all constants, but are given in terms of
infinite series.
We show that the N -point functions can be written in terms of a list of
oriented graphs. For g = 1 the result reduces to a formula which is very similar
to eq. (3.19) in [11]. The method we used is essentially the one developed in
[11] though it was found independently.
Although we deal with the Virasoro field, our method applies to more general
holomorphic fields.
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2 Notations
For any k ≥ 0 and any rational function R(x) of x with Laurent expansion
R(x) =
∑
i∈Z
aix
i
for large |x|, we define the polynomial
[R(x)]>k :=
∑
i>k
aix
i . (1)
3 Rational coordinates
Let X1 be a compact Riemann surface of genus g = 1. Such a manifold is biholo-
morphic to the torus C/Λ (with the induced complex structure), for the lattice Λ
spanned over Z by 1 and some τ ∈ H+, unique up to an SL(2,Z) transformation.
Here H+ denotes the upper complex half plane. We denote by z the local coordi-
nate onX1 and by z1, . . . zN the corresponding variables of theN -point functions
on X1 [2]. The latter are elements of C(℘(z1), ℘
′(z1), . . . , ℘(zN ), ℘′(zN ))/J ,
where ℘ is the Weierstrass function associated to Λ, ℘′ = ∂℘/∂z, and J is the
ideal defined by y2 = 4(x3 − 15G4x− 35G6), where
x = ℘(z), y = ℘′(z), (τ fixed). (2)
G2k for k ≥ 2 are the holomorphic Eisenstein series. Instead of z we shall work
with the pair of complex coordinates x, y defined by (2). We compactify X1
by including the point x = ∞ (corresponding to z = 0 mod Λ), and view x as
a holomorphic function on C/Λ with values in P1
C
. y = ℘′(z) defines a double
cover of P1
C
. N -point functions can be expressed in terms of ℘(z1), ℘
′(z1), . . .,
or equivalently as rational functions of x1, y1, . . . , xN , yN . The latter possibility
generalizes much more easily to higher genus. Instead, one can try to work
with the Jacobian of the curve and the corresponding theta functions. This
would generalize to arbitrary curves, but it is unknown for which conformal
field theories this is possible.
If g > 1, one can write Xg as the quotient of H
+ by a Fuchsian group, but
working with a corresponding local coordinate z becomes difficult (e.g. [6], and
more recently [12]). We shall consider hyperelliptic Riemann surfaces Xg only,
where g ≥ 1. Such surfaces are defined by
Xg : y
2 = p(x),
where p is a polynomial of degree n = 2g+1 (the case n = 2g+2 is equivalent and
differs from the former by a rational transformation of C only). We assume p has
no multiple zeros so that Xg is regular. Locally we will work with one complex
coordinate, either x or y. A coordinate on Xg out of the set of x and y is locally
an admissible coordinate if it defines a chart. x is an admissible coordinate away
from the ramification points (where p = 0), whereas y is admissible away from
the locus where p′ = 0.
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4 The Virasoro OPE
4.1 The vector bundle of holomorphic fields
For any Riemann surface X , the holomorphic fields of a meromorphic CFT on
X form a vector bundle F over X whose trivialisation on parametrized open
sets is canonical. More specifically, let (U, z) be a chart on X : The holomorphic
map
U
z→ C
is called a coordinate on U , and U will be referred to as a coordinate patch. We
postulate that (U, z) induces a trivialization
F|U z
∗
→ F × U .
Here the fiber F is the infinite dimensional complex vector space of holomorphic
fields. For U ′ ⊆ U , the trivialization corresponding to (U ′, z) is induced by the
one for (U, z). For any coordinate patch U with coordinate z, elements of F|U
can be written as
ϕz(u) = (z
∗)−1(ϕ× {u}) ,
with ϕ ∈ F , u ∈ U . Abusing notations, we shall simply write ϕ(z) where
we actually mean ϕz(u). (This will entail notations like ϕˆ(zˆ) instead of ϕzˆ(u)
etc.). Thus an isomorphism between two coordinate patches on X induces an
isomorphism between the corresponding fields. On P1
C
the bundle F splits into
line bundles. The corresponding Chern numbers can be established to be the
(holomorphic) dimensions of the fields. For C ⊂ P1
C
, the splitting of F induces a
Z grading of the fiber F . Thus to every (nonzero) field ϕ ∈ F there is associated
the (holomorphic) dimension h(ϕ) of ϕ. We assume that
h(ϕ) ≥ 0 , ∀ ϕ ∈ F , (3)
so that
F =
⊕
h∈N0
F (h) ,
where F (0) ∼= C is spanned by the identity field 1, and we assume that for any
h ∈ N0, the dimension of F (h) is finite.
We postulate that for any Riemann surface X and any u ∈ X , the ascending
filtration of the fiber Fu (of F in u) associated to the grading does not depend
on the choice of the coordinate. Since in a conformal field theory fields of finite
dimension only are considered, it is sufficient to deal with finite sums.
It may be useful to compare our formalism to the approach by P. Goddard
[5] where only the case g = 0 is discussed in detail. Goddard interprets F as
a dense subspace of a space of states H using the field-state correspondence.
He works on C ⊂ P1
C
. In our notation this corresponds to the identity map
id : U → C. Our field ψid(z) is Goddard’s V (ψ, z). We will not use the field-
state correspondence and reserve the word state for something different. Our
notion of state on a Riemann surface X is a map 〈 〉 from products of fields
Ψ = ψz1(p1)⊗ . . .⊗ψzN (pN ) to numbers 〈Ψ〉 ∈ C, in analogy to the language of
operator algebra theory. We will not use the interpretation of fields as operators,
however, since the necessary ordering is unnatural for g > 1.
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4.2 Meromorphic conformal field theories
Let Xg be a connected Riemann surface of genus g ≥ 1 (when the genus is
fixed, we shall simply refer to Xg as X). We don’t give a complete definition of
a meromorphic conformal field theory here, but the most important properties
are as follows [15]:
1. For i = 1, 2, let Xi be a Riemann surface and let Fi be a rank ri vector
bundle over Xi. Let p
∗
iFi be the pullback bundle of Fi by the morphism
pi : X1 ×X2 → Xi. Let
F1 ⊠ F2 := p∗1F1 ⊗ p∗2F2
be the rank r1r2 vector bundle whose fiber at (z1, z2) ∈ X1×X2 is F1,z1⊗
F2,z2. We are now in position to define N -point functions for bosonic
fields. Let F be the vector bundle introduced in section 4.1. A state on
X is a multilinear map
〈 〉 : S∗(F) → C,
where S∗(F) denotes the restriction of the symmetric algebra S(F) to
fibers away from the partial diagonals
∆N := {(z1 . . . , zN) ∈ XN | zi = zj, for some i 6= j},
for any N ∈ N. For ease of notations, when writing ⊗ and ⊠ we shall in
the following actually mean the respective symmetrized product.
Locally, over any UN ⊆ XN \∆N such that (U, z) defines a chart on X ,
a state is the data for any N ∈ N of an N -linear holomorphic map
〈 〉 : F⊗N × UN → C
(ϕ1, z1)⊠ . . .⊠ (ϕN , zN) 7→ 〈ϕ1(z1)⊗ . . .⊗ ϕN (zN )〉
satisfying the following conditions:
(a) 〈 〉 is compatible with the Operator Product Expansion (OPE).
(The OPE is defined below in point 3, and the compatibility condition
is explained in point 4.)
(b) For ϕ1 = 1, we have
〈1⊗ ϕ2(z2)⊗ . . .⊗ ϕN (zN )〉 = 〈ϕ2(z2)⊗ . . .⊗ ϕN (zN )〉 .
Remark 1. In standard physics’ notation the symbol for the symmetric
tensor product is omitted. We shall adopt this notation and write
〈ϕ1(z1) . . . ϕN (zN )〉
instead of 〈ϕ1(z1) ⊗ . . . ⊗ ϕN (zN )〉 but keep in mind that each zi lies in
an individual copy of U whence the ϕi(zi) are elements in different copies
of F and multiplication is meaningless.
Since each ϕi is defined over U , we may view 〈ϕ1(z1) . . . ϕn(zN )〉 as a
function of (z1, . . . , zN) ∈ UN . We call it the N -point function of the
fields ϕ1, . . . , ϕN over U . For example, the zero-point function 〈1〉 is a
complex number.
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Remark 2. One can make contact to the notion of N -point function used
in [5] by considering states for manifolds with boundary (see G. Segal’s
axioms) [19].
2. Fields are understood by means of their N -point functions. A field φ is
zero if all N -point functions involving φ vanish. That is, for any N ∈ N,
N ≥ 2, and any set {φ2, . . . φN} of fields,
〈φ(z1) φ2(z2) . . . φN (zN )〉 = 0 .
3. We assume the existence of an OPE on F , i.e. for any m ∈ Z of a linear
degree m map
Nm : F ⊗ F → F .
Nm has degree m if for any ϕ1, ϕ2 ∈ F , Nm(ϕ1, ϕ2) has holomorphic
dimension
m+ h(ϕ1) + h(ϕ2) .
Note that the degree condition is void when Nm(ϕ1, ϕ2) is the zero field.
Remark 3. For ϕ ∈ F , the family of induced linear maps Nm(ϕ, ) : F →
F indexed by m ∈ Z span a VOA (in particular a Lie algebra).
4. While fields and coordinates are local objects, states should contain global
information. A state is said to be compatible with the OPE if for any
N ∈ N, N ≥ 2, and whenever ϕ1, . . . , ϕN are holomorphic fields over
a coordinate patch U ⊂ X , the corresponding N -point function has a
Laurent series expansion in z1 about z1 = z2 given by
〈ϕ1(z1) ϕ2(z2) . . . ϕN (zN )〉
=
∑
m≥m0
(z1 − z2)m〈Nm(ϕ1, ϕ2)(z2) ϕ3(z3) . . . ϕN (zN )〉,
for some m0 ∈ Z. Symbolically we write
ϕ1(z1) ϕ2(z2) 7→
∑
m≥m0
(z1 − z2)mNm(ϕ1, ϕ2)(z2) .
This arrow defines the OPE of ϕ1, ϕ2 ∈ F|U . We postulate that every
OPE admits compatible states.
Remark 4. Physicists write an equality here. Recall however that ⊗ is
understood on the l.h.s.
5. We have Nm(ϕ, 1) = 0 for ϕ ∈ F and m < 0. Define the derivative of a
field ϕ by
∂ϕ := N1(ϕ, 1) .
Equivalently, ∂ϕ is defined by prescribing
〈∂ϕ(z)ϕ2(z2) . . . ϕN (zN )〉 := ∂z〈ϕ(z) ϕ2(z2) . . . ϕN (zN )〉 ,
for all N -point functions involving ϕ.
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6. In conformal field theories, one demands the existence of a Virasoro field
T ∈ F (2) which satisfies
N−1(T, ϕ) = ∂ϕ ,
whenever ϕ is a holomorphic section in U × F .
The choice ϕ1 = ϕ2 = T in point 4 yields the Virasoro OPE. It is specified
by the assumptions made in Section 4.1 and the properties 1-6 above:
Lemma 1. In local coordinates z and w, the Virasoro OPE has the form
T (z)T (w) 7→ c/2
(z − w)4 1 +
1
(z − w)2 (T (z) + T (w)) + Φ(w) +O(z − w) , (4)
for some c ∈ C.
The constant c is called the central charge of the theory. Note that
Φ = N0(T, T )− ∂
2T
2
.
Proof. By assumption (3), all holomorphic fields have non-negative dimension,
and h(T ) = 2. This yields the lowest order term, since F (0) is spanned by 1.
Symmetry (point 1) implies the existence of a field Ω, of dimension 2, such that
T (z)T (w) 7→
c
2 .1
(z − w)4 +
Ω(z) + Ω(w)
(z − w)2 +O(1)
=
c
2 .1
(z − w)4 +
2Ω(w)
(z − w)2 +
∂Ω(w)
(z − w) +O(1) .
Thus N−1(T, T ) = ∂Ω, from which (considering dimensions) we conclude Ω =
T .
Example 1. A Virasoro model is minimal if it has only finitely many non-
isomorphic irreducible representations of the VOA. For the (p, q) minimal model
the number of such representations is (e.g., [2], [1])
(p− 1)(q − 1)
2
.
The (2, 5) minimal model has just two irreducible representations, the vacuum
representation 〈1〉 for the lowest weight h = 0, and one other for h = − 15 .
Let us recapitulate the behaviour of T under coordinate transformations.
Definition 1. Given a holomorphic function f (with non-vanishing first deriva-
tive f ′), we define the Schwarzian derivative of f by
S(f) :=
f ′′′
f ′
− 3[f
′′]2
2[f ′]2
.
The Schwarzian derivative S has the following well-known properties:
1. S(λf) = S(f), ∀ λ ∈ C, f ∈ D(S), the domain of S.
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2. Suppose f : P 1
C
→ P 1
C
is a linear fractional (Möbius) transformation,
f : z 7→ f(z) = az + b
cz + d
, where
(
a b
c d
)
∈ SL(2,C).
Then f ∈ D(S), and S(f) = 0.
3. Let f, g ∈ D(S) be such that f ◦ g is defined and lies in D(S). Then
S(f ◦ g) = [g′]2 S(f) ◦ g + S(g) .
Remark 5. Let p, y ∈ D(S) with y2 = p(x). Then by the properties 1 and 3 of
the Schwarzian derivative,
S(y) = S(p) +
3
8
[
p′
p
]2
. (5)
Direct computation yields [8]
Lemma 2. Let T be the Virasoro field in the coordinate x. We consider a
coordinate change x 7→ xˆ(x) such that xˆ ∈ D(S), and set
Tˆ (xˆ)
[
dxˆ
dx
]2
= T − c
12
S(xˆ).1 . (6)
Then Tˆ satisfies the OPE (4) in xˆ. 
Corollary 1. Let Xg be a Riemann surface of genus g ≥ 2 with a complex
projective coordinate covering (i.e. a covering by coordinate patches whose re-
spective local coordinates differ by a Möbius transformation only). Then for any
state 〈 〉 on X, and for any local coordinate x in this class, 〈T (x)〉(dx)2 defines
a global section of (T ∗X)⊗2.
This section is holomorphic by assumption.
Proof. (e.g. [22]) By property 2 of the Schwarzian derivative, and by eq. (6),
〈T (x)〉 (dx)2 = 〈Tˆ (xˆ)〉 (dxˆ)2 .
Any compact Riemann surface Xg of g ≥ 2 admits a projective structure [9].
Moreover, there is a one-to-one correspondence between projective structures
on X and projective connections on X . For any choice of a local coordinate z
and of a projective connection 〈1〉−1C(z) on X ,
〈T (z)〉 (dz)2 − c
12
C(z) ∈ H0((T ∗X)⊗2) , (7)
i.e., the difference connection defines a global section in (T ∗X)⊗2 [9]. By the
Riemann-Roch Theorem (e.g. [6]), the affine linear space of projective connec-
tions has dimension
dimC H
0((T ∗X)⊗2) = 3(g − 1).
Example 2. Let Xg be a Riemann surface of arbitrary genus. Let T be de-
fined by holomorphic fields of massless free fermions on Xg. In this case, the
projective connection 〈1〉−1C is known as the Bergman projective connection
([10],[7],[18]).
Example 3. Let g = 1. Then T ∗X is trivial. When one uses local coordinates
given by the affine structure on X [9], then 〈T (z)〉 is constant.
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5 The Virasoro 1-point function
Associate to the hyperelliptic surface X its field of meromorphic functions K =
C(x, y)/〈y2 − p(x)〉. Then K is a field extension of C of trancendence degree
one, and the two sheets (corresponding to the two signs of y) are exchanged by
a Galois transformation.
In what follows, we set
p(x) =
n∑
k=0
akx
n−k,
where n = 2g + 1, or n = 2g + 2. For convenience of application, we shall
treat both cases separately throughout this section, though they are of course
equivalent.
Theorem 1. (On the Virasoro one-point function)
For g ≥ 1, let Xg be the genus g hyperelliptic Riemann surface
X : y2 = p(x),
where p is a polynomial with deg p = n.
1. As x→∞,
〈T (x)〉 ∼ x−4 , for even n ,
〈T (x)〉 = c
32
x−2〈1〉+O(x−3) , for odd n .
2. We have
p〈T (x)〉 = c
32
[p′]2
p
〈1〉+ 1
4
Θ(x, y) , (8)
where Θ(x, y) is a polynomial in x and y. More specifically, we have the
Galois splitting
Θ(x, y) = Θ[1](x) + yΘ[y](x). (9)
Here Θ[1] is a polynomial in x of degree n− 2 with the following property:
(a) If n is even,
[
Θ[1] + c8
[p′]2
p
〈1〉
]
>n−4
= 0.
(b) If n is odd,
[
Θ[1] + c8
(
n2 − 1)a0xn−2〈1〉]>n−3 = 0.
Θ[y] is a polynomial in x of degree n2 − 4 if n is even, resp. n−12 − 3 if n
is odd, provided g ≥ 3.
3. Let g ≥ 2. Then the space of 〈T (x)〉 has dimension 3(g − 1).
Remark 6. The number of degrees of freedom in Theorem 1.3 for g ≥ 2 equals
the dimension of the automorphism group of the Riemann surface Xg, which in
genus g = 0 and g = 1 is dimCSL(2,C) = 3 and dimC(C,+) = 1, respectively.
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Proof. 1. For x→∞, we perform the coordinate change x 7→ x˜(x) := 1
x
. By
property 2 of the Schwarzian derivative, S(x˜) = 0 identically, and
T (x) = T˜ (x˜)
[
dx˜
dx
]2
,
where
[
dx˜
dx
]2
= x−4. If n is even, then x˜ is an admissible coordinate, so
〈T˜ (x˜)〉 is holomorphic in x˜. If n is odd, then we may take y˜ := √x˜ as
coordinate. dy˜
dx
= − 12x−1.5, and according to eq. (6) and eq. (5),
T (x) =
c
32
x−2 +
1
4
T˘ (y˜) x−3, (10)
where 〈T˘ (y˜)〉 is holomorphic in y˜.
2. 〈T (x)〉 is a meromorphic function of x and y over C, whence rational in
either coordinate. The ring C[x, y] of polynomials in x and y is a vector
space over the field of rational functions in x, spanned by 1 and y. Thus
we have a splitting
〈T (x)〉 = 〈T (x)〉[1] + y 〈T (x)〉[y].
〈T (x)〉 is O(1) in x iff this holds for its Galois-even and its Galois-odd part
individually, as there can’t be cancellations between these. We obtain a
Galois splitting for 〈Tˆ (y)〉 by applying a rational transformation to 〈T (x)〉.
From (6) and (5) follows
p〈T (x)〉[1] = c
32
〈1〉 [p
′(x)]2
p(x)
+
1
4
Θ[1](x),
p〈T (x)〉[y] =1
4
Θ[y](x),
where Θ[1] and Θ[y] are rational functions of x. We have
1
4
Θ[1]
= p〈T (x)〉[1] − c
32
〈1〉 [p
′]2
p
=
1
4
[p′]2〈Tˆ (y)〉[1] + c
12
〈1〉pS(p).
The l.h.s. is O(1) in x for finite x and away from p = 0 (so wherever x is
an admissible coordinate) while the r.h.s. is holomorphic in y(x) for finite
x and away from p′ = 0 (so wherever y is an admissible coordinate). The
r.h.s. does not actually depend on y but is a function of x alone. Since
the loci p = 0 and p′ = 0 do nowhere coincide, we conclude that Θ[1] is
an entire function on C. It remains to check that Θ[1] has a pole of the
correct order at x =∞. We have
[p′]2
p
= n2a0x
n−2 + n(n− 2)a1xn−3 +O(xn−4). (11)
(a) If n is even, then p〈T (x)〉[1] = O(xn−4) as x→∞, by part 1. By eqs
(8) and (11), Θ[1](x) has degree n− 2 in x. Moreover,
Θ[1](x)
=− c
8
(
n2a0x
n−2 + n(n− 2)a1xn−3
) 〈1〉+O(xn−4).
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(b) If n is odd, then p〈T (x)〉[1] = c32a0xn−2〈1〉+O(xn−3) as x→∞, by
eq. (10). Thus Θ[1] has degree n− 2 in x. Moreover, by eq. (8) and
eq. (11),
Θ[1](x) = − c
8
(
n2 − 1) a0xn−2〈1〉+O(xn−3).
Likewise, we have
1
4
yΘ[y](x) = yp〈T (x)〉[y] = 1
4
[p′]2y〈Tˆ (y)〉[y];
the l.h.s. is O(1) in x wherever x is an admissible coordinate while the
r.h.s. is holomorphic in y wherever y is an admissible coordinate. Since y
is a holomorphic function in x and in y away from p = 0 and away from
p′ = 0, respectively, this is also true for
1
4
pΘ[y](x) = p2〈T (x)〉[y] = 1
4
p[p′]2〈Tˆ (y)〉[y].
Now the r.h.s. does no more depend on y but is a function of x alone, so
the above argument applies to show that pΘ[y] =: P is an entire function
and thus a polynomial in x. We have p|P :
P
y
= yΘ[y](x) = y[p′]2〈Tˆ (y)〉[y]
is holomorphic in y about p = 0. Since P is a polynomial in x, and p has
no multiple zeros, we must actually have y2 = p divides P . This proves
that Θ[y] is a polynomial in x. The statement about the degree follows
from part 1.
3. This is a consequence of the Riemann-Roch Theorem, cf. Section 4.
Remark 7. The main purpose of Theorem 1 is to introduce the polynomial
Θ. Part of the results actually follow from classical formulas for the projective
connection. For instance, for n even and g ≥ 3, we have [6]
p〈T (x)〉 (dx)2 = c
12
p C(x) + 〈1〉
2g−2∑
i=0
αix
i(dx)2 + y〈1〉
g−3∑
j=0
βjx
j(dx)2
in the notations of (7). Here the projective connection 〈1〉−1C on X is given by
p C(x) = 3
8
[
[p′]2
p
]
≤n−4
〈1〉(dx)2 ,
and
[
Θ[1](x)
]
≤n−4
= 4〈1〉
2g−2∑
i=0
αix
i , Θ[y](x) = 4〈1〉
g−3∑
j=0
βjx
j .
Eq. (10) (for odd n) follows from the formula for C(x) on p. 20 in [7].
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6 The Virasoro 2-point function
6.1 Calculation of the 2-point function
For the polynomial Θ = Θ[1] + yΘ[y] defined by eqs (8) and (9), we set
Θ[1] =
n−2∑
k=0
Akx
n−2−k, Ak ∈ C.
It will be convenient to replace Θ[1](x) =: − c8Π(x) for which we introduce even
polynomials Π[1] and Π[x] such that
Π(x) =: Π[1](x) + xΠ[x](x). (12)
Likewise, there are even polynomials p[1] and p[x] such that
p(x) = p[1](x) + xp[x](x). (13)
Lemma 3. For any even polynomial q of x, we have
q(x1)+q(x2) +O((x1 − x2)4)
= 2q(
√
x1x2) + (x1 − x2)2 1
4
(
q′(
√
x1x2)√
x1x2
+ q′′(
√
x1x2)
)
,
and
x1q(x1)+x2q(x2) +O((x1 − x2)4)
= (x1 + x2)
{
q(
√
x1x2) + (x1 − x2)2 1
8
(
3q′(
√
x1x2)√
x1x2
+ q′′(
√
x1x2)
)}
.
Note that the polynomials q and q′′ in
√
x1x2 are are actually polynomials
in x1x2.
Proof. Direct computation. The calculation can be shortened by using
x1 = (1 + ε) x,
x2 = (1− ε) x,
where |ε| ≪ 1.
Abusing notations, for j = 1, 2, we shall write pj = p(xj) and Θj = Θ(xj , yj)
etc. For k ≥ 0, we denote by [R(x1, x2)]>k the polynomial in x = x1 defined
by eq. (1), with x2 held fixed, and let [R(x1, x2)]
>k be the polynomial for the
opposite choice x = x2 (x1 fixed).
Theorem 2. (The Virasoro two-point function)
For g ≥ 1, let Xg be the hyperelliptic Riemann surface
X : y2 = p(x),
where p is a polynomial, deg p = n odd. Let
〈T (x1)T (x2)〉c := 〈1〉−1〈T (x1)T (x2)〉 − 〈1〉−2〈T (x1)〉〈T (x2)〉
be the connected two-point function of the Virasoro field. We have
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1.
〈T (x1)T (x2)〉c p1p2 = O(xn−31 ). (14)
2. For |x1|, |x2| small,
〈T (x1)T (x2)〉c p1p2 = 〈1〉−1R(x1, x2) +O (1) |x1=x2 ,
where R(x1, x2) is a rational function of x1, x2 and y1, y2, and O(1)|x1=x2
denotes terms that are regular on the diagonal x1 = x2.
3. The rational function is given by
R(x1, x2) =
c
4
〈1〉 p1p2
(x1 − x2)4
+
c
4
y1y2〈1〉
(
p[1](
√
x1x2)
(x1 − x2)4 +
1
2
(x1 + x2)
p[x](
√
x1x2)
(x1 − x2)4
)
+
c
32
〈1〉 p
′
1p
′
2
(x1 − x2)2
+
c
32
y1y2〈1〉
(
1√
x1x2
p[1]
′
(
√
x1x2)
(x1 − x2)2 +
3
2
(x1 + x2)
1√
x1x2
p[x]
′
(
√
x1x2)
(x1 − x2)2
)
+
1
8
p1Θ2 + p2Θ1
(x1 − x2)2
+
1
8
(
y1Θ
[y]
2 + y2Θ
[y]
1
)(p[1](√x1x2)
(x1 − x2)2 +
1
2
(x1 + x2)
p[x](
√
x1x2)
(x1 − x2)2
)
+
c
32
y1y2〈1〉
(
p[1]
′′
(
√
x1x2)
(x1 − x2)2 +
1
2
(x1 + x2)
p[x]
′′
(
√
x1x2)
(x1 − x2)2
)
− c
32
y1y2
(
Π[1](
√
x1x2)
(x1 − x2)2 +
1
2
(x1 + x2)
Π[x](
√
x1x2)
(x1 − x2)2
)
.
Here p[1] and p[x] and Π[1] and Π[x] are the even polynomials introduced
in (13) and in (12), respectively.
4. For R(x1, x2) thus defined, the connected Virasoro two-point function reads
〈1〉〈T (x1)T (x2)〉c p1p2
= R(x1, x2) + P (x1, x2, y1, y2)
− 1
8
a0
(
xn−21 Θ2 + x
n−2
2 Θ1
)− c
64
〈1〉(n2 − 1)a20xn−21 xn−22
− 1
8
y1a1x
n
2− 52
1 x
n
2− 12
2 Θ
[y]
2 −
1
8
y2a1x
n
2− 12
1 x
n
2− 52
2 Θ
[y]
1
− 1
16
y1a0x
n
2− 32
1 x
n
2− 12
2 Θ
[y]
2 −
1
16
y2a0x
n
2− 12
1 x
n
2− 32
2 Θ
[y]
1
− 3
16
y1a0x
n
2− 52
1 x
n
2 +
1
2
2 Θ
[y]
2 −
3
16
y2a0x
n
2 +
1
2
1 x
n
2− 52
2 Θ
[y]
1
− 1
16
y1a2x
n
2− 52
1 x
n
2− 32
2 Θ
[y]
2 −
1
16
y2a2x
n
2− 32
1 x
n
2− 52
2 Θ
[y]
1 ,
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where
P (x1,x2, y1, y2) (15)
= P [1](x1, x2) + y1P
[y1](x1, x2) + y2P
[y2](x1, x2) + y1y2P
[y1y2](x1, x2) .
Here P [1], P [y1y2] and for i = 1, 2, P [yi] are polynomials in x1 and x2 with
degi P
[1] = n− 3 = degi P [yj] , for j 6= i ,
degi P
[yi] =
n− 1
2
− 3 = degi P [y1y2] .
(degi denotes the degree in xi). Moreover, P
[1], P [y1y2] and y1P
[y1] +
y2P
[y2] are symmetric under flipping 1 ↔ 2. These four polynomials are
specific to the state.
Proof. Direct computation (cf. Appendix).
In the following, let [T (x1)T (x2)]reg. + 〈T (x1)〉c〈T (x2)〉c.1 with 〈T (x)〉c =
〈1〉−1〈T (x)〉 be the regular part of the OPE (4) on the hyperelliptic Riemann
surface X ,
T (x1)T (x2) p1p2 7→ c
32
f(x1, x2)
2.1 +
1
4
f(x1, x2) (ϑ1 + ϑ2)
+ [T (x1)T (x2)]reg. p1p2 + 〈T (x1)〉c〈T (x2)〉cp1p2.1 . (16)
Here f(x1, x2) :=
(
y1−y2
x1−x2
)2
, and
ϑ(x) := T (x) p− c
32
[p′]2
p
.1 (17)
satisfies 〈ϑ(x)〉 = 14 Θ(x, y). ϑ(x) is holomorphic about p = 0 since by eqs (5)
and (6),
Tˆ (y) =
4
[p′]2
(
ϑ− c
12
S(p) p
)
,
where S(p) is regular at p = 0.
6.2 Application to the (2, 5) minimal model, in the case
n = 5
In Section 4 we introduced the so-called normal ordered product
N0(ϕ1, ϕ2)(x2) = lim
x1→x2
[ϕ1(x1)ϕ2(x2)]regular
of two fields ϕ1, ϕ2, where [ϕ1(x1), ϕ2(x2)]regular is the regular part of the OPE
of ϕ1, ϕ2. In particular, 〈N0(T, T )(x)〉 can be determined from Theorem 2.4.
To illustrate our formalism, we provide a short proof of the following well-known
result ([1], Sect. 3):
Lemma 4. The condition N0(T, T ) ∝ ∂2T implies c = − 225 and
N0(T, T )(x) =
3
10
∂2T (x). (18)
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Proof. The statement is local, so we may assume w.l.o.g. g = 1. In this case,
Θ[1](x) = −4cx〈1〉+A1, Θ[y] = 0,
by Theorem 1.(2b). Using Corollary 1 and the transformation rule (6), we find
〈T (x)〉 = c
32
[p′]2
p2
〈1〉 − c〈1〉x
p
+
〈T 〉
p
,
where by (8), 〈T 〉 = A14 . Direct computation shows that
〈N0(T, T )(x)〉 = α ∂2〈T (x)〉
iff α = 310 and c = − 225 . Since by assumption the two underlying fields are
proportional, the claim follows.
The aim of this section is to determine at least some of the constants in
the Virasoro two-point function in the (2, 5) minimal model for g = 2. We will
restrict our considerations to the case when n is odd. (Better knowledge about
Θ[1] when n is even doesn’t actually provide more information, it just leads to
longer equations.) In the first case to consider, namely n = 5, all Galois-odd
terms are absent. Restricting to the Galois-even terms, condition (18) reads as
follows:
Lemma 5. In the (2, 5) minimal model for g ≥ 1, we have
7c
640
〈1〉 [p
′′]2
p2
− 7c
960
〈1〉p
′p′′′
p2
+
c
1536
p(4)
p
+
1
20
p′′
p2
Θ[1] +
3
80
p′
p2
Θ[1]
′ − 3
160
Θ[1]
′′
p
− 1
16
〈1〉−1
(
Θ[1]
2
p2
+
Θ[y]
2
p
)
+
1
4
a0
xn−2
p2
Θ[1] − 1
8
A0a0
x2n−4
p2
− c
8 · 32
1
xp
(
Π[1]
′
+ xΠ[x]
′
)
− c
256
1
xp
〈1〉
(
−p(3) − 1
2
(
p[1]
′′
x
− p[x]′′
)
+
1
2x
(
p[1]
′
x
+ 5p[x]
′
))
=
P [1](x, x)
p2
+
P [y1y2](x, x)
p
.
Note that the equation makes good sense since the l.h.s. is regular at x = 0.
For instance, Π[1]
′
is an odd polynomial of x, so its quotient by x is regular.
Proof. Direct computation.
Example 4. When n = 5,
degP [1](x, x) = 4, P [y1y2](x, x) = 0 .
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Thus we have 5 complex degrees of freedom. One of them is the number 〈1〉,
and according to Theorem 1.3, at most 3 of them are given by 〈T (x)〉. Set
P [1](x1, x2) = B2,2 x
2
1x
2
2
+B2,1(x
2
1x2 + x1x
2
2)
+B2(x
2
1 + x
2
2) +B1,1 x1x2
+B1(x1 + x2)
+B0 ,
B0, B1, Bi,j ∈ 〈1〉C, i, j = 1, 2. The additional constraint (18) provides knowl-
edge of
P [1](x, x) =B2,2 x
4 + 2B2,1 x
3 + (2B2 + B1,1) x
2 + 2B1 x+B0
only, so we are left with one unknown. We will see later that all constants can
be fixed using (18) when the three-point function is taken into account.
7 The Virasoro N-point function
7.1 Graph representation of the Virasoro N-point func-
tion
For g ≥ 1, let Xg be the genus g hyperelliptic Riemann surface
X : y2 = p(x),
where p is a polynomial, deg p = n, with n = 2g + 1, or n = 2g + 2. Let F be
the bundle of holomorphic fields introduced in Section 4.
Theorem 3. Let S(x1, . . . , xN ), N ∈ N, be the set of oriented graphs with
vertices x1, . . . , xN (not necessarily connected), subject to the condition that
every vertex has at most one ingoing and at most one outgoing line.
Given a state 〈 〉 on X, there is a multilinear map
〈 〉r : S∗(F)→ C ,
normalised such that 〈1〉r = 〈1〉, with the following properties:
1. For all k ∈ N, k ≥ 2, and any ϕ2, . . . , ϕk ∈ {1, T }, we have
〈1 ϕ2(z2) . . . ϕk(zk)〉r = 〈ϕ2(z2) . . . ϕk(zk)〉r .
2. For all k ∈ N, 〈ϑ1 . . . ϑk〉r is a polynomial in x1, . . . , xk and y1, . . . , yk.
3. We have
〈T (x1) . . . T (xN)〉 p1 . . . pN =
∑
Γ∈S(x1,...,xN )
F (Γ) , (19)
where for Γ ∈ S(x1, . . . , xN ),
F (Γ) :=
( c
2
)♯loops ∏
(xi,xj)∈Γ
(
1
4
f(xi, xj)
)〈 ⊗
k∈AN∩ENc
ϑ(xk)
⊗
ℓ∈(AN∪EN )c
T (xℓ)pℓ
〉
r
.
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Here for any oriented edge (xi, xj) ∈ Γ,
f(xi, xj) :=
(
yi + yj
xi − xj
)2
,
and ϑ is the field defined by eq. (17). AN , EN ⊂ {1, . . . , N} are the subsets
AN :={i |∃ j such that (xi, xj) ∈ Γ} ,
EN :={j |∃ i such that (xi, xj) ∈ Γ} .
∪ and ∩ are the set theoretic union and intersection, respectively, and
(. . .)c denotes the complement in {1, . . . , N}.
Note that 〈 〉r is not a state (it is not compatible with the OPE).
Proof. We use induction on N . By multilinearity of 〈 〉r and eq. (17), F (Γ)
for Γ ∈ S(x1, . . . , xN ) is determined by 〈T (x1) . . . T (xk)〉r, for k ≤ N .
Suppose 〈T (x1) . . . T (xk)〉r, for k ≤ N has the required properties for k < N .
We define
〈T (x1) . . . T (xN )〉r
by (19) and show first that 〈T (x1) . . . T (xN)〉r is regular as two positions coin-
cide. In other words, let Γ0(x1, . . . , xN ) ∈ S(x1, . . . , xN ) be the graph whose
vertices are all isolated. Then
∑
Γ6=Γ0 F (Γ) reproduces the correct singular part
of the Virasoro N -point function as prescribed by the OPE (16) on X .
For N = 1, Γ0(x) is the only graph, and
〈T (x)〉 p = F (Γ0(x)) = 〈T (x)〉rp . (20)
For N = 2, the admissible graphs form a closed loop, a single line segment
(with two possible orientations), and two isolated points. Thus by eq. (19),
〈T (x1)T (x2)〉rp1p2 = 〈T (x1)T (x2)〉 p1p2 − c
32
f212〈1〉r −
1
4
f12〈ϑ1 + ϑ2〉r ,
where f12 := f(x1, x2). According to the OPE (16), 〈T (x1)T (x2)〉rp1p2 is reg-
ular on the diagonal x1 = x2.
In order to prove regularity of 〈T (x1) . . . T (xN)〉rp1 . . . pN on all partial di-
agonals for N > 2, it suffices to show that the coefficients of the singularities are
correct. Suppose the graph representation for the k-point function of the Vira-
soro field is correct for 2 ≤ k ≤ N − 1. For 1 ≤ i ≤ N , set S[i] := S(xi, . . . , xN )
and Γ
[i]
0 := Γ0(xi, . . . , xN ). For 1 ≤ i, j ≤ N , i 6= j, define
S(ij) :={Γ ∈ S[1]| (i, j), (j, i) ∈ Γ} ,
S(i,j) :={Γ ∈ S[1]| (i, j) ∈ Γ, (j, i) /∈ Γ} ,
S(i)(j) :={Γ ∈ S[1]| (i, j), (j, i) /∈ Γ} .
S[1] decomposes as
S[1] = S(12) ∪ S(1,2) ∪ S(2,1) ∪ S(1),(2).
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Since S(12) ∼= S[3], the equality∑
Γ∈S(12)
F (Γ) =
c
32
f212 〈T (x3) . . . T (xN)〉 p3 . . . pN
(with f12 := f(x1, x2)) holds by the induction hypothesis. By the symmetriza-
tion argument following eq. (22), it remains to show that
∑
Γ∈S[1]\S(12)
F (Γ) =
f12
2
〈ϑ2T (x3) . . . T (xN )〉 p3 . . . pN +O((x1 − x2)−1) ,
which under the induction hypothesis on S[2] and S[3], we reformulate as∑
Γ∈S[2]
F (ϕ−1(Γ)) + F (ϕ¯−1(Γ))
=
f12
2

 ∑
Γ∈S[2]
F (Γ)− c
32
[p′2]
2
p2
∑
Γ′∈S[3]
F (Γ′)

 +O((x1 − x2)−1) .
Here ϕ, ϕ¯ are the invertible maps
ϕ : S(1,2) → S[2],
ϕ¯ : S(2,1) → S[2],
given by contracting the link (x1, x2) resp. (x2, x1) into the point x2, and leav-
ing the graph unchanged otherwise. Let S(2) ⊂ S[2] be the subset of graphs
containing x2 as an isolated point, and let χ : S(2) → S[3] be the isomorphism
given by omitting the vertex x2 from the graph. Now for Γ ∈ S(2), the graph
representation yields
F (ϕ−1(Γ)) + F (ϕ¯−1(Γ))
=
f12
2
(
F (Γ)− c
32
[p′2]
2
p2
F (χ(Γ))
)
+O((x1 − x2)−1) ,
while for Γ ∈ S[2] \ S(2),
F (ϕ−1(Γ)) + F (ϕ¯−1(Γ)) =
f12
2
F (Γ) +O((x1 − x2)−1) .
It remains to show part 2. It is sufficient to show that 〈ϑ1 . . . ϑk〉r for 1 ≤
k ≤ N is regular at p1 = 0. We use induction. From eqs (17) and (20) follows
〈ϑ〉r = 〈ϑ〉 = 14Θ, which is a polynomial in x and y. Now suppose 〈ϑ1 . . . ϑk〉r
is regular at p1 = 0, for k ≤ N − 1. For I ∈ P({2, . . . , N}), the powerset of
{2, . . . , N}, we have by eq. (17),
〈ϑ1 . . . ϑN 〉r = 〈T (x1) . . . T (xN)〉rp1 . . . pN − c
32
[p′1]
2
p1
∑
I∈P({2,...,N})
∏
i∈I
(
c
32
[p′i]
2
pi
)
〈
⊗
j∈Ic
ϑj〉r
+ terms regular at p1 = 0
= 〈T (x1) . . . T (xN)〉rp1 . . . pN − c
32
[p′1]
2
p1
〈T (x2) . . . T (xN )〉rp2 . . . pN
+ terms regular at p1 = 0 .
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Here we have, using the graph representation,
〈T (x1) . . . T (xN )〉rp1 . . . pN = 〈T (x1) . . . T (xN)〉p1 . . . pN −
∑
Γ∈S[1]\Γ[1]0
F (Γ)
=
c
32
[p′1]
2
p1

〈T (x2) . . . T (xN )〉p2 . . . pN − ∑
Γ∈S[2]\Γ[2]0
F (Γ)


+ terms regular at p1 = 0
=
c
32
[p′1]
2
p1
〈T (x2) . . . T (xN )〉rp2 . . . pN
+ terms regular at p1 = 0 .
We explain the second identity. Consider the augmentation map a : S[2]\Γ[2]0 →
S[1] \ Γ[1]0 defined by adjoining the isolated vertex x1 to the graph. We have
F (a(Γ)) =
c
32
[p′1]
2
p1
F (Γ) + {terms regular at p1 = 0} .
Indeed, all terms in F (a(Γ)) that involve ϑ1 are k-point functions with k < N ,
since end points of edges are not labelled, and so are regular at p1 = 0 by
assumption. We conclude that 〈ϑ1 . . . ϑN 〉r is regular at p1 = 0.
Since the proof is by recursion, it should generalise easily to more general
Riemann surfaces.
We illustrate the theorem for the case N = 3. Recall that the connected
1-point, 2-point and 3-point functions are given by
〈ϕ(x)〉c = 〈1〉−1〈ϕ(x)〉 ,
〈ϕ1(x1)ϕ2(x2)〉c = 〈1〉−1〈ϕ1(x1)ϕ2(x2)〉 − 〈1〉−2〈ϕ1(x1)〉 〈ϕ2(x2)〉 ,
and
〈ϕ1(x1)ϕ2(x2)ϕ3(x3)〉c = 〈1〉−1〈ϕ1(x1)ϕ2(x2)ϕ3(x3)〉
− 〈1〉−2 {〈ϕ1(x1)ϕ2(x2)〉 〈ϕ3(x3)〉+ cyclic}
− 〈1〉−3〈ϕ1(x1)〉 〈ϕ2(x2)〉 〈ϕ3(x3)〉 .
Example 5. When deg p = n is odd,
〈T (x1)T (x2)T (x3)〉c p1p2p3 = O(xn−31 ) .
In the region where x1, x2, x3 are finite, the connected Virasoro three-point func-
tion is given by
〈T (x1)T (x1)T (x3)〉cp1p2p3 = R(0)(x1, x2, x3) +O(1)|x1,x2,x3 ,
19
where R(0) is the rational function of x1, x2, x3 and y1, y2, y3 given by
R(0)(x1, x2, x3) =
c
64
(
y1 + y2
x1 − x2
)2(
y1 + y3
x1 − x3
)2(
y2 + y3
x2 − x3
)2
+
1
64
(
y1 + y2
x1 − x2
)2(
y1 + y3
x1 − x3
)2
〈1〉−1(Θ2 +Θ3)
+
1
64
(
y1 + y2
x1 − x2
)2(
y2 + y3
x2 − x3
)2
〈1〉−1(Θ1 +Θ3)
+
1
64
(
y1 + y3
x1 − x3
)2(
y2 + y3
x2 − x3
)2
〈1〉−1(Θ1 +Θ2)
+
1
4
(
y1 + y2
x1 − x2
)2 (
〈1〉−1〈[T (x1)T (x3)]reg.〉p1p3
+ 〈1〉−1〈[T (x2)T (x3)]reg.〉p2p3
)
+
1
4
(
y1 + y3
x1 − x3
)2 (
〈1〉−1〈[T (x1)T (x2)]reg.〉p1p2
+ 〈1〉−1〈[T (x2)T (x3)]reg.〉 p2p3
)
+
1
4
(
y2 + y3
x2 − x3
)2 (
〈1〉−1〈[T (x1)T (x2)]reg.〉 p1p2
+ 〈1〉−1〈[T (x1)T (x3)]reg.〉 p1p3
)
.
Here for i, j ∈ {1, 2, 3}, [T (xi)T (xj)]reg. is defined by (16). By part 2 in the
Proof of Theorem 2, 〈[T (xi)T (xj)]reg.〉 pipj is a polynomial in xi, xj and yi, yj.
Moreover, the O(1)|x1,x2,x3 term is a polynomial in x1, x2, x3 and y1, y2, y3.
Indeed, 〈T (x1)T (x2)T (x3)〉c is regular at p1 = 0 because
〈T (x1)T (x2)T (x3)〉c = 〈1〉−1〈T (x1)T (x2)T (x3)〉 − 〈1〉−2〈T (x1)〉 〈T (x2)T (x3)〉
− 〈1〉−1 {〈T (x1)T (x2)〉c 〈T (x3)〉+ 〈T (x3)T (x1)〉c 〈T (x2)〉} .
7.2 Application to the (2, 5) minimal model, in the case
n = 5
Theorem 4. We consider the (2, 5) minimal model on a genus g = 2 hyperel-
liptic Riemann surface
X : y2 = p(x).
There are exactly 4 parameters, given by 〈1〉 and 〈T (x)〉, and all other constants
in the two-and three-point function are known.
Proof. W.l.o.g. n = 5. In this case the two-point function in the (2, 5) minimal
model has been determined previously, up to one constant, cf. Example 4. In
the three-point function, there is only one polynomial P [1](x1, x2, x3), of degree
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n− 3 in each of x1, x2, x3, free to choose. Set
P [1](x1, x2, x3) =B2,2,2 x
2
1x
2
2x
2
3
+B2,2,1(x
2
1x
2
2x3 + x
2
1x2x
2
3 + x1x
2
2x
2
3)
+B2,1,1(x
2
1x2x3 + x1x
2
2x3 + x1x2x
2
3)
+B2,2,0(x
2
1x
2
2 + x
2
1x
2
3 + x
2
2x
2
3)
+B2,1,0(x
2
1x2 + x
2
1x3 + x1x
2
2 + x1x
2
3 + x
2
2x3 + x2x
2
3)
+B1,1,1 x1x2x3
+B2,0,0(x
2
1 + x
2
2 + x
2
3) +B1,1,0(x1x2 + x1x3 + x2x3)
+B1,0,0(x1 + x2 + x3)
+B0,0,0, Bi,j,k ∈ 〈1〉C, i, j, k ∈ {1, 2}, k ≤ j ≤ i.
The constraint eq. (18) provides the knowledge of
P [1](x2, x2, x3) =B2,2,2 x
4
2x
2
3
+B2,2,1(x
4
2x3 + 2x
3
2x
2
3)
+2B2,1,1x
3
2x3 + (B2,1,1 + 2B2,2,0)x
2
2x
2
3 +B2,2,0x
4
2
+2B2,1,0(x
3
2 + x2x
2
3) + (B1,1,1 + 2B2,1,0) x
2
2x3
+(B1,1,0 + 2B2,0,0)x
2
2 +B2,0,0x
2
3 + 2B1,1,0x2x3
+B1,0,0(2x2 + x3)
+B0,0,0,
(obtained in the limit as x1 → x2), and thus of all 9 coefficients. So the three-
point function is uniquely determined. Since 〈[T (x1)T (x2)]reg.〉 p1p2 obtained
from (16) is just the O(1)|x1=x2 part in the connected two-point function given
by eq. (25), the remaining unknown constant in the two-point function is deter-
mined using Example 5.
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A Proof of Theorem 2
1. We have
〈T (x1)T (x2)〉 p1p2
= [〈T (x1)T (x2)〉 p1p2]n−2 + [〈T (x1)T (x2)〉 p1p2]≤n−3 ,
where according to (10),
[〈T (x1)T (x2)〉 p1p2]n−2 =
c
32
a0x
n−2〈T (x2)〉 p2
= 〈1〉−1 [〈T (x1)〉〈T (x2)〉 p1p2]n−2 ,
so
〈T (x1)T (x2)〉 p1p2 − 〈1〉−1〈T (x1)〉〈T (x2)〉p1p2
= [〈T (x1)T (x2)〉 p1p2]≤n−3 − 〈1〉−1 [〈T (x1)〉〈T (x2)〉p1p2]≤n−3 .
This shows (14).
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2. The proof is constructive. We build up a candidate and correct it subse-
quently so as to
• match the singularities prescribed by the OPE,
• behave at infinity according to (14),
• be holomorphic in the appropriate coordinates away from the diag-
onal. X is covered by the coordinate patches {p 6= 0}, {p′ 6= 0} and
{|x−1| < ε}.
General outline: The two-point function is meromorphic on X whence
rational. So once the singularities are fixed it is clear that we are left
with the addition of polynomials as the only degree of freedom. The key
ingredient is the use of the rational function
f(x1, x2) :=
(
y1 + y2
x1 − x2
)2
, (21)
which has a double pole at x1 = x2 as y1 = y2 6= 0, and is regular for
(x1, y1) close to (x2,−y2).
For finite and fixed but generic x2, and for the function f defined by eq.
(21), we have
c
32
1
p1p2
f(x1, x2)
2 =
c/2
(x1 − x2)4 +
c
16
[p′2]
2
p22(x1 − x2)2
+O(1),
where O(1) includes all terms regular at x1 = x2. Moreover,
1
4
1
p1p2
f(x1, x2) =
1
p2(x1 − x2)2 +O((x1 − x2)
−1) . (22)
Thus
[p′2]
2
p22(x1 − x2)2
=
1
8p1p2
(
[p′1]
2
p1
+
[p′2]
2
p2
)
f(x1, x2) +O(1) .
We conclude that
c/2
(x1 − x2)4 〈1〉 =
c
32
1
p1p2
〈1〉
{
f(x1, x2)
2
− 1
4
f(x1, x2)
(
[p′1]
2
p1
+
[p′2]
2
p2
)}
+O(1).
(23)
Now by eq. (22),
〈T (x1)〉+ 〈T (x2)〉
(x1 − x2)2 =
1
4
f(x1, x2)
( 〈T (x1)〉
p2
+
〈T (x2)〉
p1
)
+O(1) . (24)
From eqs (23) and (24) we obtain
c/2
(x1 − x2)4 〈1〉+
〈T (x1)〉+ 〈T (x2)〉
(x1 − x2)2
=
1
p1p2
(
c
32
〈1〉f(x1, x2)2 + 1
16
f(x1, x2)(Θ1 + Θ2)
)
+O(1) ,
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by eq. (8) Thus in the region where x1 and x2 are finite, we have
〈1〉〈T (x1)T (x2)〉c p1p2 = R(0)(x1, x2) +O (1) |x1=x2 , (25)
where
R(0)(x1, x2) :=
c
32
f(x1, x2)
2〈1〉+ 1
16
f(x1, x2)(Θ1 +Θ2) . (26)
Note that the O(1)|x1=x2 terms are restricted to polynomials in x1, x2 and
y1, y2. This simplification is due to the use of the connected two-point
function.
The degree requirement (14) yields the upmost specification of eq. (25),
because some terms appearing in
R(0)(x1, x2) =
c
32
〈1〉 (p1 − p2)
2
(x1 − x2)4
+
c
8
y1y2〈1〉 p1 + p2
(x1 − x2)4 +
c
4
〈1〉 p1p2
(x1 − x2)4
+
1
16
p1 + 2y1y2 + p2
(x1 − x2)2
(
Θ
[1]
1 +Θ
[1]
2
)
+
1
16
p1 + 2y1y2 + p2
(x1 − x2)2
(
y1Θ
[y]
1 + y2Θ
[y]
2
)
are absent in eq. (25) and so determine some of the polynomials in the
connected two-point function (which in the following we shall refer to as
correction terms). To keep formulas short, we shall go over to the rational
function R(x1, x2) introduced in part 3 of Theorem 2, since it has milder
divergencies for |x| large than R(0)(x1, x2) does. Thus we show now that
R(0)(x1, x2) = R(x1, x2) + polynomials, (27)
where the “polynomial“ part is a sum of polynomials x1, x2 and in y1, y2.
Indeed, we have the following identities:
(p1 − p2)2
(x1 − x2)4 =
p′1p
′
2
(x1 − x2)2 + polynomial.
Lemma 3 yields
c
8
y1y2〈1〉 p1 + p2
(x1 − x2)4
=
c
4
y1y2〈1〉
p[1](
√
x1x2)
(x1 − x2)4 +
c
8
y1y2(x1 + x2)〈1〉
p[x](
√
x1x2)
(x1 − x2)4
+
c
32
y1y2〈1〉
1√
x1x2
p[1]
′
(
√
x1x2)
(x1 − x2)2
+
3c
64
y1y2(x1 + x2)〈1〉
1√
x1x2
p[x]
′
(
√
x1x2)
(x1 − x2)2
+
c
32
y1y2〈1〉
p[1]
′′
(
√
x1x2)
(x1 − x2)2
+
c
64
y1y2(x1 + x2)〈1〉p
[x]′′(
√
x1x2)
(x1 − x2)2
+polynomial. (28)
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Likewise,
1
8
y1y2
Θ
[1]
1 +Θ
[1]
2
(x1 − x2)2
= − c
32
y1y2
(
Π[1](
√
x1x2)
(x1 − x2)2 +
1
2
(x1 + x2)
Π[x](
√
x1x2)
(x1 − x2)2
)
+ polynomial. (29)
Let r, s be polynomials in the only one variable x. Then we have
r1s1 + r2s2
(x1 − x2)2 =
r1s2 + r2s1
(x1 − x2)2 + polynomial . (30)
Thus
1
8
p1Θ1 + p2Θ2
(x1 − x2)2 =
1
8
p1Θ2 + p2Θ1
(x1 − x2)2 + polynomial. (31)
(30) generalises to terms including yi as
y1r1 + y2r2
(x1 − x2)2 =
y1r2 + y2r1
(x1 − x2)2 +
p1 − p2
x1 − x2
r1 − r2
x1 − x2
1
y1 + y2
.
Thus
1
16
p1 + 2y1y2 + p2
(x1 − x2)2 (y1Θ
[y]
1 + y2Θ
[y]
2 )
=
1
16
p1 + 2y1y2 + p2
(x1 − x2)2 (y1Θ
[y]
2 + y2Θ
[y]
1 ) + polynomial,
and Lemma 3 yields
1
16
p1 + p2
(x1 − x2)2
(
y1Θ
[y]
2 + y2Θ
[y]
1
)
=
1
8
(
y1Θ
[y]
2 + y2Θ
[y]
1
)
×
×
(
p[1](
√
x1x2)
(x1 − x2)2 +
1
2
(x1 + x2)
p[x](
√
x1x2)
(x1 − x2)2
)
+ polynomial. (32)
This proves eq. (27). Note that this result implies that in the finite region,
R(x1, x2) has the correct singularities. It remains to correct its behaviour
for large |x|.
3. We first subtract all terms from R which are of non-admissible order in x1.
These depend polynomially on x2 because this is true for
[
(x1 − x2)−ℓ
]
>k
with ℓ ∈ N, k ∈ Z, (x1 large), and may depend on y2. The result may still
be degree violating in x2. Thus the corrected rational function reads
R− [R]>n−3 −
[
R− [R]>n−3
]>n−3
=R− [R]>n−3 − [R]>n−3 +
[
[R]>n−3
]>n−3
.
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Since the subtractions could be done in a different order, the procedure
only works due to
[
[R]>n−3
]>n−3
=
[
[R]
>n−3
]
>n−3
. (33)
The connected two-point function is thus determined up to addition of
a polynomial P (x1, x2, y1, y2) of the form (15) which is specific to the
state. The degree and symmetry requirements for P (x1, x2, y1, y2) are
immediate.
For clarity, we first list the terms contained in− [R]>n−3 resp.−y1 [R]>n2−3:
From (28),
− 3c
64
y1y2
[
x1〈1〉
1√
x1x2
p[x]
′
(
√
x1x2)
(x1 − x2)2
]
>n2−3
, (34)
− c
64
y1y2
[
x1〈1〉
p[x]
′′
(
√
x1x2)
(x1 − x2)2
]
>n2−3
, (35)
from (29),
c
64
y1y2
[
x1
Π[x](
√
x1x2)
(x1 − x2)2
]
>n2−3
, (36)
from (31),
− 1
8
Θ2
[
p1
(x1 − x2)2
]
>n−3
, (37)
and from (32),
1
8
y1 Θ
[y]
2
[
p[1](
√
x1x2)
(x1 − x2)2
]
>n2−3
, (38)
1
16
y1Θ
[y]
2
[
x1
p[x](
√
x1x2)
(x1 − x2)2
]
>n2−3
, (39)
1
16
y1x2Θ
[y]
2
[
p[x](
√
x1x2)
(x1 − x2)2
]
>n2−3
. (40)
Now we give the full explicit expression for
− [R]>n−3 − [R]>n−3 +
[
[R]>n−3
]>n−3
.
(34) and (35) yield
c
64
y1y2(n
2 − 1)a0x
n
2− 32
1 x
n
2− 52
2 = −
1
8
y1y2A0x
n
2− 32
1 x
n
2− 52
2 ,
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which is cancels against the term we obtain from (36). For odd n, A0 =
− c8 (n2 − 1)a0〈1〉, so (37) yields
−1
8
a0
(
xn−21 Θ2 + x
n−2
2 Θ1
)− c
64
(n2 − 1)a20xn−21 xn−22 .
(38) yields
1
8
y1a1x
n
2− 52
1 x
n
2− 12
2 Θ
[y]
2 +
1
8
y2a1x
n
2− 12
1 x
n
2− 52
2 Θ
[y]
1 .
(39) yields:
1
16
y1a0x
n
2− 32
1 x
n
2− 12
2 Θ
[y]
2 +
1
16
y2a0x
n
2− 12
1 x
n
2− 32
2 Θ
[y]
1 ,
1
8
y1a0x
n
2− 52
1 x
n
2 +
1
2
2 Θ
[y]
2 +
1
8
y2a0x
n
2 +
1
2
1 x
n
2− 52
2 Θ
[y]
1 ,
1
16
y1a2x
n
2− 52
1 x
n
2− 32
2 Θ
[y]
2 +
1
16
y2a2x
n
2− 32
1 x
n
2− 52
2 Θ
[y]
1 .
(40) yields:
1
16
y1a0x
n
2− 52
1 x
n
2 +
1
2
2 Θ
[y]
2 +
1
16
y2a0x
n
2 +
1
2
1 x
n
2− 52
2 Θ
[y]
1 .
Since all terms are symmetric w.r.t. interchange of x1 and x2, eq. (33) has been
verified. This completes the proof.
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