Branching variable selection can greatly affect the effectiveness and efficiency of a branchand-bound algorithm. Traditional approaches to branching variable selection rely on estimating the effect of the candidate variables on the objective function. We propose an approach which is empowered by exploiting the information contained in a family of fathomed subproblems, collected beforehand from an incomplete branch-and-bound tree. In particular, we use this information to define new branching rules that reduce the risk of incurring inappropriate branchings. We provide computational results that demonstrate the effectiveness of the new branching rules on various benchmark instances.
Introduction
Branch-and-bound (B&B) empowered with advanced features such as presolve, cuts, heuristics, and strong branching is the preferred algorithm for solving Mixed-Integer Linear Programming (MILP) problems. Branching, that is, partitioning the feasible region of a MILP into two or more subproblems, is at the heart of all B&B algorithms and thus the importance of good branching strategies was recognized early in the development of MILP algorithms (Bénichou et al. (1971) ). A subproblem corresponding to a node in a B&B tree is fathomed when we are able to certify that it has been fully explored, that is, all of its feasible solutions have been explicitly or implicitly visited; otherwise, it's referred to as an open subproblem.
The ultimate theoretical goal in branching is to find a strategy that minimizes the total number of B&B nodes that need to be evaluated. Typically the feasible region is divided by branching on a variable, that is, identifying an integer variable x j which has a fractional valuex j at the current node and creating two new subproblems by enforcing x j ≤ x j in one of them and x j ≥ x j in the other. Thus, every open subproblem is restricted to be identical to a previously examined subproblem except for its chronologically last branched variable. Therefore, inappropriate branchings performed at the beginning can jeopardize the effectiveness of B&B (Forrest et al. (1974) ).
Changing the rule for branching variable selection can have a dramatic effect on the overall time needed to solve a problem. With only a few exceptions, existing rules for branching variable selection are based on the impact of a candidate variable on the objective function values of the Linear Programming (LP) relaxation in the child nodes. The candidate variable having the greatest estimated impact is chosen for branching. The motivation for such a rule for branching variable selection is that maximizing the degradation of the objective function values of the LP relaxation at the child nodes gives tighter bounds on the open nodes. For a comprehensive study of early rules for branching variable selection see Linderoth and Savelsbergh (1999) . Pseudocosts, introduced by Bénichou et al. (1971) , estimate the degradation in the objective function value of the LP relaxation of the child node per unit change in the value of a candidate branching variable. Strong branching, introduced by Applegate et al. (1998) to solve large-scale traveling salesman problems, tentatively branches on a candidate branching variable and performs a fixed, limited number of dual simplex pivots to get a lower bound on the degradation of the objective function value of the LP relaxation of the child node. Achterberg et al. (2005) examine various combinations of these rules and suggest reliability branching, a hybrid between pseudocost and strong branching in which strong branching is performed for candidate variables whose pseudocost values have been updated fewer than a fixed number of times. Glankwamdee and Linderoth (2006) suggest lookahead branching, which estimates and uses the impact of a branching decision on the values of the objective function of the LP relaxation of the child nodes two levels deeper than the current node. Gilpin and Sandholm (2007) propose branching based on the entropy (remaining uncertainty) of a variable. The entropy is estimated by treating the fractional portions of integer variables in the LP solution as probabilities, indicating the probability with which the variable is expected to be greater than its current value in the optimal solution. Patel and Chinneck (2007) show that one can reach feasibility for MILPs much faster by selecting the branching variable based on its impact on the active constraints in the parent LP relaxation, instead of using the traditional approach of selecting the branching variable based on its impact on the objective function.
Historically, variable disjunctions have been preferred as a mechanism for partitioning the solution space due to the computational benefits of the dual simplex algorithm when solving the resulting subproblems. However, the partitioning of the solution space can be based on any disjunction. Beale and Tomlin (1970) suggests branching on disjunctions determined by "special ordered sets." More recently, partitioning the solution space using general disjunctions has been investigated (see Owen and Mehrotra (2001) , Karamanov and Cornuéjols (2005) , Cornuéjols et al. (2008) , Mahajan and Ralphs (2008a) , and Mahajan and Ralphs (2008b) ).
The information-based variable selection methods we propose are quite different from the existing approaches as they rely on collecting information up-front (as opposed to during B&B) and they estimate the impact of a candidate branching variable on the fathoming decision of child nodes (as opposed to the objective function value of the LP relaxation of child nodes). The methods recognize that the branching decisions made at the top of the B&B tree are the most important ones and use two ideas:
1. A restart strategy. To make more informed decisions at the top of the B&B tree, we perform an incomplete B&B search and collect information on fathomed nodes and exploit this information in the actual B&B search.
2. Fathoming-based branching variable selection. To generate small B&B trees, we choose branching variables that are likely to lead to fathoming of child nodes.
Note that using information derived from nodes that are fathomed early in the search, as in back-jumping or learning B&B (see Stallman and Sussman (1977) , Marques-Silva and Sakallah (1999) ), may be ineffective as this information may already be tainted by inappropriate branchings. Therefore, in our approach, we strengthen the information on fathomed subproblems by eliminating unnecessary branching decisions that had no effect on their fathoming. In addition to using the derived information to guide branching decisions, we use the information to generate valid inequalities and to fix variables. Chvátal (1997) also suggests obtaining a minimal cardinality clause for each fathomed node, but this clause information is used in resolution search which is quite different than B&B .
The concepts of learning and restarts have been used in artificial intelligence to solve, for example, SAT problems (see Gomes et al. (2008) and Marques-Silva and Sakallah (1999) ).
We use some of the ideas from the SAT domain in a B&B MILP solver. As such, this work is part of an increasing effort in the integration of approaches from mathematical logic and mathematical programming (see Hooker (1998 ), Hooker (2000 , Dixon and Gins-berg (2000) , Achterberg (2007a) , Achterberg (2007b) , Sandholm and Shields (2006), Avenali (2007) , Achterberg (2009) and Achterberg and Berthold (2009) ).
Since Davey et al. (2002) , Achterberg (2007a) and Sandholm and Shields (2006) investigate obtaining clauses from fathomed nodes, although in a heuristic fashion and without employing restarts, these papers are most closely related to our research.
More recently, Achterberg (2007b Achterberg ( , 2009 proposed inference branching, inspired by satisfiability (SAT) solvers, in which inference values, i.e., the number of domain reductions triggered by a branching decision, are computed and used to guide branching decisions. In order to initialize inference values, he suggests collecting historical information in a fashion similar to pseudocosts and using implication graph and clique tables. Compared to our branching rules, this idea is of the "one-step look-a-head" type as it only considers and counts the immediate propagations, whereas our rules are based on the entire active segment of a clause and looks for the overall probability of fathoming a node based on the information collected in the collection phase. Motivated, in part, by a conference presentation of our results (Kılınç Karzan et al. (2008) ), Achterberg and Berthold (2009) suggest Hybrid branching, a strategy that combines pseudocosts, inference values, and conflict values (related to the variable independent decaying sum strategy of SAT solvers (Moskewicz et al. (2001) )) with clause length information.
Restarts have become a standard component of modern SAT solvers. The most common form of a restart in SAT solvers is to restart whenever a certain number of fathomed nodes has been reached. Recently, restarts have been introduced in integer programming solvers as well. The latest releases of CPLEX (11.1), SCIP (1.1.0) and MINTO (3.1) include an automatic restart at the root node if a certain amount of preprocessing reductions is achieved.
Moreover, SCIP (1.1.0) offers the possibility of a restart based on a specified set of criteria, including the number of clauses generated.
The main contribution of our research is assessing the value of restarts in a binary MILP framework using clause information obtained from fathomed nodes. To strengthen the information obtained from the incomplete B&B search, we develop a MILP that derives a minimum cardinality clause for each fathomed node. (An extension of that model can be used to generate clauses from scratch.) We also provide various branching alternatives that use this information in the restart framework. Our computation study shows that the restart framework is effective for moderate and large-size instances as node counts and solution times are reduced significantly.
The remainder of the paper is organized as follows. In Section 2, we present some basic concepts and results. Our approach to using restart with advanced branching based on information collected from the previous incomplete tree is detailed in Section 3. In Section 3.1, we present a model to improve the information obtained from the fathomed nodes of a partial B&B tree. This model is quite general and can be used to generate generalized cover inequalities for binary MILP problems. Our computational results are provided in Section 4. We give conclusions and further research directions in Section 5.
Preliminaries and Notation
We consider the binary MILP problem
Its LP relaxation is obtained by
Recall that in a B&B tree, or for short a tree, a node can be fathomed in three ways:
(i) the node LP-relaxation is infeasible, (ii) the optimal solution to the node LP-relaxation is integer, and (iii) the optimum value of the node LP-relaxation is no better than the objective value of the currently best known integer feasible solution. To formalize the notion of fathoming, we use the following definitions and notation.
Definition 1. Let υ * be an upper bound on the objective value of the optimum solution to
Let N 0 denote the root node, N i denote a node in the tree and
) be the set of binary variables fixed at node N i , where C 0 i (C 1 i ) denotes the indices of binary variables fixed to 0 (1). Without loss of generality, we can assume that C 0 = ∅. Therefore for any given fathomed node N i in a B&B tree, the corresponding pair of index sets (C 0 i , C 1 i ), gives a clause. Let f l j denote fixing the binary variable x j to the value l ∈ {0, 1}, i.e. setting x j = l.
If C is a minimal clause, no node N i in the tree with C i ⊂ C can be fathomed by any of the fathoming rules. Moreover any node N i with C i ⊇ C can be fathomed together with the subtree rooted at N i . Note that there exists a minimal clause (not necessarily unique) associated with each fathomed node in any binary B&B tree.
Given a clause C = (C 0 , C 1 ), the inequality i∈C 0
eliminates all solutions that do not comply with it. Clearly (1) might cut off some feasible solutions. However, the region cut off by (1) is guaranteed not to contain any feasible solution with an objective value better than the current best objective value, υ * . Furthermore (1) is a generalized cover inequality and hence, by obtaining minimal clauses, we actually derive a generalized cover inequality for (P).
Since shorter clauses yield fathoming more quickly, we are particularly interested in finding a minimal clause of minimum cardinality. Identifying a minimum cardinality clause is closely related to identifying a minimally infeasible subsystem of inequalities (IIS) (Gleeson and Ryan (1990), Amaldi et al. (2003) ). Achterberg (2007a) shows that the minimal cardinality bound IIS problem is NP-Hard, which implies the following result:
Corollary 1. Finding a minimum cardinality clause associated with a fathomed node in a tree is NP-Hard.
As opposed to the heuristic approach for reducing the size of the clauses in Achterberg (2007a), we choose to obtain a minimum cardinality clause for each clause corresponding to a fathomed node.
An Information-Based Approach
We wish to efficiently identify the most useful clauses and use them effectively in B&B in a restart framework. Our approach is based on deriving information in the form of clauses from the fathomed nodes of an incomplete tree. We employ this information in guiding the search through designing advanced propagation and branching schemes as well as in generating valid inequalities of the form (1).
It is quite likely that the clauses obtained from an incomplete tree are not minimal.
We therefore strengthen the information on fathomed nodes by identifying the branching decisions that are essential to the fathoming of the node. We do this by solving a MILP model that obtains a minimum cardinality clause from a given basic clause.
Identifying Minimum Cardinality Clauses
We present a model that can be used to generate a clause of minimum cardinality. Without loss of generality, we assume that the upper and lower bounds of the binary variables are included in the original formulation as constraints, i.e., Ax+By ≥ b includes 0 ≤ x i ≤ 1 ∀i ∈ {1, . . . , n}. Let υ * be an upper bound on the objective value of the optimum solution to (P). We can fathom any node of the tree which is either infeasible or has an objective value greater than υ * . Fathoming based on the integrality of the LP solution is quite infrequent and given υ * , we can simply fathom all nodes with objective value greater than or equal to υ * by bound, which includes fathoming of all integer solutions that are no better than the current best bound as well.
Consider a leaf node of the tree that is fathomed by bound and denote the corresponding set of variable fixings by C = (C 0 , C 1 ). The LP relaxation of this leaf node is
Define the following variables z
Note that the fixing of the last variable on the path from the root node to a leaf node is required to fathom the leaf node. Hence in any feasible solution to the above formulation, we will always have the corresponding binary variable (z 0 i or z 1 i ) fixed to 1. In our computations, we take advantage of this fact by actually fixing the value of z i corresponding to the last branched variable to 1. We also replace α > 0 with α ≥ 10 −5 , which is equivalent to a big-M formulation where the big-M value can be chosen as 1 α = 10 5 . We are aware of the fact that this lower bound on α value might lead to non-optimal solutions for some instances,
i.e. for some instances using a smaller bound will lead to a clause with smaller cardinality.
A more careful analysis using the inverses of the maximum upper bound values for the dual variables can be applied to find better bounds in this regard. However, in order to avoid possible numerical difficulties, we simply choose to use 10 −5 . This issue can also be handled using the indicator-variable feature provided in some integer programming solvers.
As an aside, an auxiliary problem can be solved to obtain a clause (i.e., a set of binary variable fixings that leads to a fathoming) without any knowledge of a fathomed node.
Furthermore, when υ * is the optimal objective value, the optimal value to this problem will give a lower bound on the length of any path in the B&B tree. This problem is given by:
0 < α.
If an upper bound on the objective value is not available, then we fathom a node only when the corresponding LP relaxation is infeasible or the corresponding optimum solution is integral. In such a case, our models can still be used to identify clauses corresponding to infeasible node LPs by setting the objective function to zero, i.e. c = 0, d = 0 and υ * = 1.
Guiding Search with Dynamic Branching
Once the clause information is collected, there is still the question of how to use this information to aid the search in the restart phase. Let C = {C 1 , ..., C K } be a set of clauses.
Consider a node of the treeÑ other than the root node, and letC 0 (C 1 ) denote the set of binary variables fixed to 0 (1). We say a clause C = (C 0 , C 1 ) is active atÑ if C 0 ∩C 1 = ∅ and C 1 ∩C 0 = ∅, i.e. if it is possible to obtain a descendent node (not necessarily a child) from the current node that can be fathomed by the clause C. Whenever a clause becomes inactive for a particular node, it will remain inactive for all the descendent nodes of that node. Since some variables are already fixed atÑ , the active clauses can be updated using this information, i.e., the clause C = (C 0 \C 0 , C 1 \C 1 ) indicates the possible extension of the current node to a child node which can be fathomed by clause C. In the rest of the text whenever we refer to an active clause at a node, we actually mean the updated version of the clause.
Whenever an active clause C has only one variable, i.e., |C| = 1, we can immediately fix the value of that variable. Suppose C = C 0 = {j}, then we can set x j = 1 and create only a single child node, as the other branch will automatically be fathomed by the clause. We refer to this as propagation.
Given a node and a set of active clauses at that node, there are several ways to use this information in determining a branching variable. Letx be the vector of current LP relaxation values of variables at the node. We first weight each active clause, denoted by ω(C i ), to estimate its importance in fathoming. We have tested four different alternatives to estimate ω(C i ): 0. ω(C i ) = 1 for all clauses C i (i.e. all clauses are of equal importance),
where |C i | is the number of variables included in clause C i (i.e. short clauses are preferred), 2. ω(C i ) = 2 −|C i | (i.e. exponentially higher preference is given to the shorter clauses),
where we use the closeness to violation of the clause inequality (1).
Then using the weights of the clauses, we estimate the effectiveness of fixing the binary variable x j to 0 (1), denoted by β 0 j (β 1 j ). We have tested two alternatives to estimate the overall effect of creating a branch with x j = 0 (1):
Let β j denote the overall effect of branching on variable x j . To estimate β j , we combine β 0 j and β 1 j using rules that have been derived to combine pseudocosts (see Linderoth and Savelsbergh (1999) ). We suggest and test the following alternatives:
Note that the first alternative considers the fractionality of the variable, whereas the second one simply adds the individual effects, the third one is similar to the weights used in strong branching and the last one is a multiplicative rule inspired by the one in Achterberg (2007b) .
We denote a specific rule for determining a branching variable as a − b − c where a ∈ {0, 1, 2, 3}, b ∈ {0, 1} and c ∈ {0, 1, 2, 3}.
Computational Results
The purpose of our computational study is to assess the benefits of learning and restart with both basic information directly obtained from the incomplete tree and improved information obtained through the minimum clause identification models. We investigate the impact of propagation, of branching, and of adding clause inequalities (1).
Experimental Setup
All experiments are done on a Dual 2.4GHz Xeon Linux workstation with 2GB of RAM.
CPLEX 11.1 is used both as a representative state-of-the-art commercial MILP solver with which we compare our new methods, and as the basic MILP solver framework upon which our new methods are built. A C++ program manages the interface between CPLEX and our new routines, especially the process of obtaining necessary information via the callback routines in the CPLEX callable library.
In all of the experiments, including the information collection and restart phases, whenever the branching rule is not overwritten by one of our rules, we use strong branching.
In order to make the comparison among the different branching rules as fair as possible,
we provide the value of the optimal solution as a cutoff value. Thus in all of the restart experiments, node counts and solution times indicate the effort required to prove optimality.
As heuristics have no effect in this setting, they are turned off. Advanced features such as presolve and cut generation are applied at the root node. The root node relaxation thus obtained is used in the minimum clause identification model. We allow CPLEX to perform local preprocessing and cut generation at nodes both in the information collection and restart phases. Although including local information in the auxiliary problems for obtaining minimum cardinality clauses may lead to significant improvements, we still only use the root node LP to construct the auxiliary problems because retrieving local information is cumbersome and can be very time consuming. Moreover, in the clause improvement phase, we provide the value of the optimal solution as υ * and use default CPLEX to solve the minimum clause identification models while enforcing a time limit of 5 seconds for each solve.
To collect information from a diverse set of nodes in the B&B tree, we use best-first search in the information collection phase. As we provide the optimum value to the problems in all of the experiments, the node selection strategy does not have a significant effect on the number of nodes. As the easy retrieval of the basis provides some benefits in terms of time, depth-first search is used in the restart solves as well as comparison runs with CPLEX B&B and CPLEX dynamic search.
In the information collection phase, we terminate the search based on a fixed number of fathomed nodes detected. We use a limit of 200 fathomed nodes as a base, but also investigate the impact of this limit.
We use instances from MIPLIB 3.0 (Bixby et al. (1996) (2009) for our computational experiments. In order to give results on a meaningful set of problems, we eliminate all instances that meet at least one of the following criteria:
• the instance cannot be solved with CPLEX B&B under these settings in 7200 seconds (the instance is too hard);
• the instance solves in less than 60 seconds or the B&B tree has fewer than 1000 nodes with CPLEX B&B under these settings (the instance is too easy);
• the clause collection phase terminates with fewer than 200 clauses (note that many instances that might have been eliminated by this criterion would have already been eliminated under the "too easy" criterion. However the main reason for eliminating instances by this rule that were neither too hard nor too easy is that the instance had general integer variables as well as binary variables and we could not obtain 200 fathomed clauses that only contained binary variables.);
• the clause collection phase for the instance cannot be completed in a time limit of 7200 seconds or due to memory limits. (Note that the time spent on the collection phase strictly depends on the instance as the collection process is halted whenever we collect 200 clauses or the whole B&B process is finished.)
In addition to this, we divide the set of instances into three groups based on their CPLEX B&B node counts as easy, medium and hard where easy instances require between 1000 and 5000 nodes, medium instances require between 5000 and 50,000 nodes, and hard ones require at least 50,000 nodes. This yields 13 hard, 23 medium and 15 easy instances with a total of 51 instances. We present and discuss summary results for instances from these three groups in the main text. (Detailed results for all of the instances are given in the Appendix.) In the summary tables, we provide summary statistics, i.e. arithmetic and shifted geometric means with a shift of 1, for all of the instances as well as the instances within each group.
For a set of nonnegative values T = {t 1 , . . . , t n }, the shifted geometric mean with a shift of δ, is given by the formula (
In addition, we provide various performance profiles (see Dolan and Moré (2002) for more information on performance profiles) to summarize our findings on the behavior of the algorithms in the restart phase. In a performance profile for the number of nodes (solution time), for a given method f and a given point (θ, γ) on the plot of f , the value γ indicates the fraction γ of the instances that were solved by that particular method f , within θ times the number of nodes (time) required by the method with fewest nodes (fastest method) for each instance. In particular, the intercepts of the plot (if any) with the vertical axis to the left indicate the fraction of the instances for which the method performed best respectively.
The Value of the Restart Strategy with Fathoming-based Branching
In Table 1 , we report a summary of the computational results for our test set of instances.
(Detailed results for all instances are given in Table 6 in the Appendix.) In the first part of Table 1 , we provide information about the Collection phase, namely the number of nodes in the incomplete tree and the time (in seconds) required to construct the incomplete tree, and the number of clauses collected and their average size, i.e., the average number of binary variables involved in the clauses. In the second part, we provide information about the Improvement phase, namely the minimum, the maximum, and the total number of nodes as well as the corresponding solution times required for solving the minimum clause identification problems, the number of clauses improved together with the average size of the improved set of clauses. It is somewhat surprising that the easy instances took more time than the others in the collection and improvement phases. We do not have a good explanation for this. However it is possible that although these instances are easy in the MIP sense of having small trees, they have large or hard LP relaxations.
In the third part, we provide information about the Restart phase, namely the node count and solution time statistics for B-Cuts&Prop&Branch and I-Cuts&Prop&Branch. In B-Cuts&Prop&Branch we use basic clause information, i.e., information obtained directly from the incomplete tree, whereas in I-Cuts&Prop&Branch we use improved clauses, i.e., information resulting from solving a minimum clause identification problem for each basic clause obtained from the incomplete tree. In both cases, clause inequalities are added to the cut pool and, whenever we have clause information on a candidate branching variable at a node, we perform branching based on the 3-1-1 combination as well as propagation. The "3-1-1" (a-b-c) choice for "weight-effect-combination" is shown to be effective in subsequent experiments.
Finally, for comparison, we provide the node counts and solution times of CPLEX with and without dynamic search enabled, CPLEX-DS and CPLEX-BB, respectively, as well as information on the total effort involved with our algorithms. For B-Cuts&Prop&Branch this is the sum of the efforts in collection and restart phases and for I-Cuts&Prop&Branch it is the sum of the efforts in collection, improvement and restart phases. Comparing the performance of B-Cuts&Prop&Branch with the performance of CPLEX B&B, we see that the node counts and solution time improve on average (even when the statistics are added from the collection phase and restart phase and compared with that of CPLEX B&B ). The node count improvements are substantial for some instances: for neos-1480121 the node count goes from 1,711,005 to 484,311, and for neos-1228986 from 137,818 to 36,581 (see Table 6 in the Appendix for details). Although the computation times improve too on average, the changes are not as significant due to the overhead of our branching strategy at each node. Note that this overhead can be reduced with advanced data structures and the use of internal CPLEX structures. Comparing the performance of I-Cuts&Prop&Branch with the performance of B-Cuts&Prop&Branch, we see from the performance profile of Figure 1 that for the majority of instances the B&B trees get even
smaller. This improved behavior obtained is much more significant for the instances from the hard set. Note that although our methods are built on top of CPLEX B&B, the overall performance of our approach is comparable with CPLEX dynamic search. By simply adding up the overall average number of nodes from the collection, improvement and restart phases for I-Cuts&Prop&Branch we obtain 77849.0 whereas average CPLEX B&B node count is 104274.6 and CPLEX DS node count is 81421.9. The same procedure for overall solution times leads to 1089.9 seconds for I-Cuts&Prop&Branch, whereas CPLEX B&B is 1116.2 seconds and CPLEX DS is 1026.7 seconds. We want to emphasize that the improvements over CPLEX are clearer when we restrict ourselves to hard instances.
The benefits of our restart strategy with fathoming-based branching can also be seen in Figures 1 and 2 , where we provide performance profiles in which we compare CPLEX, CPLEX-DS, B-Cuts&Prop&Branch and I-Cuts&Prop&Branch in terms of node counts and solution times in the restart phase. harp2, neos-598183 and stein45 (see Table 6 in the Appendix). For most instances, the time to improve clauses is a fraction of the solution time of the original instance. However, some easy and medium size instances, such as neos22, neos-631694, lrn and seymour-1, are exceptions since they require quite significant improvement times, yet not so many of the clauses are improved. Usually, this behavior is due to numerical difficulties in the solution of the LP-relaxations of the minimum clause identification problems. In fact, frequently in In Table 2 , we report a summary of the computational results for our test set of instances where we focus on the contribution of each of the components of our approach.
(Detailed results for all instances are given in Table 7 The performance improvement from the addition of clause inequalities alone as cuts is limited, particularly when only basic clause information is used. Propagation alone gives comparable performance, although with improved clauses its performance is better than that of cuts especially on the hard instances. Adding cuts and applying propagation together gives a slight improvement to just applying propagation or cuts in both basic and improved cases. Using our branching in addition to applying propagation gives significantly Number of instances Number of times slower than fastest CPLEX-BB CPLEX-DS B-Cuts&Prop&Branch I-Cuts&Prop&Branch greater performance. Finally, using all the components is only slightly better than just using branching and propagation. This clearly suggests that the value of adding clause inequalities as cuts is rather limited when this information is already provided in another form, as has been already reported by Achterberg (2007a) . The most noteworthy finding is the performance of the improved clauses. While using only the basic clauses can reduce time and node counts, the results using improved clauses together with branching and propagation are by far the most significant. We attribute this to the fact that as the clauses get shorter, they are more likely to be active at a node and their effectiveness increases.
The relative performance of the different variants of our approach (when using improved clause information) can also be seen in Figures 3 and 4 , where we provide performance Recall that we make branching and propagation decisions only when there are fractional variables in the solution to the LP relaxation at a node for which we have clause information, otherwise we let CPLEX decide on the branching variable. Table 8 in the Appendix.) The results show that when using improved information, we make many more propagation and branching decisions. However, the number of branching decisions increases more significantly. For example, on average, nearly 50,000 branching decisions are made for the hard instances although we only collect and use 200 clauses.
Effect of Collecting More Information
An important question to address is how many fathomed nodes (and hence clauses) to collect from an incomplete tree. Given that collecting information from the complete B&B tree is unrealistic, we did experiments with a few of the harder instances to see the effect of collecting more fathomed nodes from an incomplete tree. We varied the number of clauses collected from 10 to 1000 and used the I-Cuts&Prop&Branch algorithm with the branching rule combination 3-1-1 in these experiments. The summary results are given in Table 4 and the detailed results are provided in Table 9 in the Appendix.
We observe that the number of improved clauses increases linearly with the number of collected clauses, whereas the average sizes of the collected and improved clauses do not vary much, except for neos-1480121 and neos14 (see Table 9 in the Appendix). As 
Effect of Different Branching Variable Selection Rules
Branching rules can have a significant impact on the size of the B&B tree. Table 5 summarizes the performance of the different branching rules detailed in Section 3.2 (see Table 11 from Appendix for detailed results on individual instances.). In these experiments, we limit the number of clauses collected to 200 and use the I-Cuts&Prop&Branch algorithm while varying the branching rule combination. The best rule with respect to the node count and time is shown in bold face.
We observe significant variability. For example, the first branching policy 0-0-0 performs very poorly for all instances, except for neos-1480121 where it is the best (see Table 11 in the Appendix). We expected poor performance of this policy as it weights each active clause the same regardless of its size, uses the maximum count of the number of times each variable occurs in these clauses and weights this with the fractionality of the variable. Although there is a clear indication that giving equal weight to each clause (setting 0 − x − x) is worse than weighting schemes that take clause size into account (settings 1 − x − x, 2 − x − x, and 3 − x − x), there is no clear winner among any of these strategies. We further observe that in general, the policies that simply add the weights of the clauses that a variable occurs in (setting x − 1 − x) rather than the policies that use the maximum of the weights of the clauses that a variable occurs in (setting x − 0 − x) lead to better results. The changes observed when varying the estimation method for β j are smaller, and although there is no policy that clearly outperforms the others with respect to the arithmetic means, x − x − 0 seems to perform slightly better than the x − x − 1, x − x − 2 and x − x − 3 weighting schemes with respect to the geometric means.
Conclusions and Further Research
In this research, we have integrated restart strategies and learning mechanisms for binary MILPs. Our computational results demonstrate the effectiveness of learning and restart mechanisms in terms of both node counts and solution times. Most of the improved performance can be attributed to branching and propagation and the use of improved clause information. The benefit of collecting more information from a larger incomplete tree diminishes rapidly. Clause-informed branching, especially when the importance of the clauses are weighted according to their size, seems to be especially beneficial.
Some important topics for further investigation are:
• Is it important to generate minimum cardinality clauses exactly, or should it be done heuristically based on minimal clauses?
• Are there benefits of generating more clauses from each leaf node? (There may be many minimum cardinality clauses corresponding to a leaf node, but we only generate one for each fathomed node. Note that generating multiple clauses will require significant modification in the branching rules as the group of clauses generated from the same leaf node will be highly correlated in terms of the variables involved.)
• Would multiple restarts be beneficial?
• Is it possible to use the clause information to do a partial restart and if so how?
• Should information from open nodes in the incomplete tree be used in the learning phase?
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