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Abstract
In this study, we present a new epidemiological model, with contamination from confirmed and
unreported. We also compute equilibria and study their stability without intervention strategies.
Optimal control theory has proven to be a successful tool in understanding ways to curtail the spread
of infectious diseases by devising the optimal disease intervention strategies. We investigate the impact
of distancing, case finding, and case holding controls while at the same time, we minimize the number
of infected and dead individuals. The method consists of minimizing the cost functional related to
infectious, death, and controls through some strategies to reduce the spread of the COVID19 epidemic.
Keywords— Optimal control strategy, Optimal control theory, Covid 19, Stability, Parameters esimates, Fitting
COVID19 data
1. INTRODUCTION
The COVID-19 pandemic has continued to evolve for more than six months around the world.
Many countries have applied containment measures, then deconfinement. Currently, because of
the resurgence of cases, some of these countries are proceeding with re-containment measures.
The health and social distancing measures are not always respected by the populations. Among
the confirmed cases, there are caregivers. That shows a security flaw in the quarantine procedures.
There are many undetected cases in the people who favor the evolution of the pandemic.
Hopes are on the discovery of a vaccine. But in the meantime, it is useful to come up with strategies
that allow us to manage the pandemic better.
Several recent works have used SIR / SEIR models and other types of nonlinear differential equations([1],
[2], [15]) to understand the evolution of the pandemic but also to predict its subsequent evolution.
Other techniques are also used such as machine learning, stochastic ([1], [2], [16], [17]), etc.
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2 MODEL FORMULATION
There is some work dedicated to the application of optimal control to the pandemic. Many authors
has used optimal control to study some diseases like HIV [8], [20].
We analyze an epidemiological differential equation model with the identification of its parameters
and initial values, based upon reported case data from public health sources. The objective of this
work is to develop control strategies to stem the evolution of the pandemic.
The paper is organized as follows. In section 2, we present the model. In section 3, a mathematical
analysis of the model is performed. Then, in section 4, we introduce an optimal control problem
to study. Thus in section 5, we show numerical results of the optimal control problem. We discuss
the results in section 6. We explain the methods we use in this work in section 7. Finally, we give
conclusions and perspectives in section 8.
2. MODEL FORMULATION
Figure 1: Compartments and flow chart of the model.
We consider the following differential equation model:
S˙ = Λ− β S (I + I1 + I2)− µS,
I˙ = β S (I + I1 + I2)− (µ+ α1 + α2) I,
I˙1 = α1 I − (µ+ d+ θ1) I1,
I˙2 = α2 I − (µ+ d+ θ2) I2,
R˙ = θ1 I1 + θ2 I2 − µR.
(1)
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Table 1: The model variables
Variable Explanations for different classes
S(t) Number of susceptible population at time t
I(t) Number of infected population at time t (i.e. asymptomatic infectious)
I1(t) Number of infected reported population at time t (i.e. symptomatic infectious with
sever symptoms)
I2(t) Number of infected unreported population at time t (i.e., symptomatic infectious
with mild symptoms)
R(t) Number of recovered adults satisfying undetectable criteria at time t
Table 2: Parameters model formulation and their description
Parameter Description
α1 Rate at which asymptomatic infectious become reported symptomatic
α2 Rate at which asymptomatic infectious become unreported symptomatic
β Rate of transmission
µ Natural death rate of the population
Λ Recruitment rate
θ1 Rate of recovery from reported population
θ2 Rate of recovery unreported population
d Death rate of infected population due to COVID-19 coronavirus
The system is supplemented by initial conditions
S(t0) = S0 > 0 , I(t0) = I0 > 0 , I1(t0) = I10 = 0 and I2(t0) = I20 ≥ 0, (2)
with t0 the starting time of the epidemic. Figure 1 depicts a flow diagram of the model.
In this model, the confirmed are automatically quarantined. Even in general, there may have
some stages before confirmed individuals become quarantined. In this work, we consider these
two compartments as one. Security failing during the quarantine or the process of quarantine can
expose susceptible people to contamination. That is modeled by the term βSI1. Then a proportion
 of confirmed I1 can interact with susceptible.
3. MATHEMATICAL ANALYSIS
One of the most critical concerns about any infectious disease is its ability to invade a population.
The basic reproduction number, R0 is a measure of the potential for disease spread in a population.
It represents the average number of secondary cases generated by an infected individual introduced
into a susceptible population with no immunity to the disease in the absence of interventions to
control the infection. If R0 < 1, then on average, an infected individual produces less than one
newly infected individual throughout his infection period. In this case, the infection may die out in
the long run. Reversely, ifR0 > 1, each infected individual produces, on average more than one new
infection. Hence the disease will be able to spread in a population. A significant value of R0 may
3
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indicate the possibility of a major epidemic. Using the next-generation operator technique described
by ([5]) and subsequently analyzed by ([21]), we obtained the basic reproduction number.
3.1. Well–posedness of the model
In this section, we prove that the system (1) is epidemiologically meaningful. In other words,
solutions of system (1) with positive initial data remain positive for all time t > 0. Now, adding all
equations in the differential system (1) gives
N˙ = Λ− µN − d1I1 − d2I2 ≤ Λ− µN.
It then follows that, limt7→∞N(t) =
Λ
µ
which implies that the trajectories of system (1) are bounded.
On the other hand, solving the differential inequality
N˙ ≤ Λ− µN, (3)
so that,
0 ≤ N(t) ≤ Λ
µ
+ (N(0)− Λ
µ
)e−µt.
Thus, at t 7→ ∞, 0 ≤ N(t) ≤ Λ
µ
. Therefore, all feasible solutions of model system (1) enter the
region:
D = {(S, I, I1, I2, R) ∈ R5+} (4)
which is a positively invariant set of system (1) . Furthermore, the model (1) is well-posed epi-
demiologically and we will consider dynamic behavior of model (1) on D.
3.2. Equilibrium point
To obtain the disease-free equilibrium, I(t), I1(t), I2(t) and the right-hand-side of system (1) are set
to zero. Then, the disease-free equilibrium will be given by
E = (S0, 0, 0, 0, 0) = (
Λ
µ
, 0, 0, 0, 0) (5)
3.3. Rate reproduction number
By using the next-generation operator method on the system (1), we establish the linear stability of
E0. Using the notation in [21], the matrices F and V, for the new infection terms and the remaining
transfer terms respectively, are given by (noting that S0 =
Λ
µ
at the DFE E0)
F =
 βS0 βS0 βS0α1 0 0
α2 0 0
 , V =
 µ+ α1 + α2 0 00 µ+ d+ θ1 0
0 0 µ+ d+ θ2
 .
Thus,
R0 = ρ(FV −1) = βS0
µ+ α1 + α2
=
βΛ
µ(µ+ α1 + α2)
. (6)
The following result follows from Theorem 2 of [21]
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Lemme 3.1. The DFE of the Covid 19-only model (1), is locally asymptotically stable (LAS) ifR0 < 1,
and unstable if R0 > 1.
The threshold quantity of R0 is the reproduction number for COVID-19. It measures the aver-
age number of new Covid-19 infections generated by a single COVID-19 infected individual in a
population where a certain fraction of infected individuals is treated.
3.4. Global stability of the disease-free equilibrium
We now turn to the global stability of the disease-free equilibrium E0. We prove that the disease-
free equilibrium E0 is globally asymptotically stable under a certain threshold condition. To this
aim, we use a result obtained by Kamgang and Sallet [11].
Let x1 = (S,R) and x2 = (I2, I1, I). We express the sub-system
x˙1 = A1(x1, 0).(x− x∗1), as (7)
{
S˙ = Λ− µS,
R˙ = −µR.
It is a linear system which is globally asymptotically stable at the equilibrium E0, corresponding to
the DFE where the hypotheses H1 and H2 in [11] are satisfied.
The matrix A2(x) is given by
A2(x) =

−(µ+ d2 + θ2) 0 α2
0 −(µ+ d1 + θ1) α1
0 0 βS0 − (µ+ α1 + α2)
 .
The eigenvalues of the sub-matrix:
J0 =
 −(µ+ d1 + θ1) α1
0 βS0 − (µ+ α1 + α2)
 .
Since J0 is a matrix of dimension 2, necessaries conditions for J0 to be stable is tr(J0) < 1 and
det(J0) > 0. Note that tr(J0) < 0 gives βS0 < µ+ α1 + α2. Also, the condition det(J0) > 0 gives
βS0 ≤ µ+ α1 + α2. (8)
Note that the inequality (8) corresponds to R0 ≤ 1. This achieves the proof.
We have the following result about the stability of the disease-free equilibrium.
Théorème 3.1. The disease-free equilibrium of system (1) is globally asymptotically stable in D when-
ever R0 ≤ 1. This implies the global asymptotic stability of the disease-free equilibrium on the nonneg-
ative orthant R5, i.e., the disease naturally dies out.
Proof. We consider the Lyapunov function defined by V (S, I, I1, I2) = I . So, we have
5
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V˙ = I˙
= βSI − (µ+ α1 + α2)I
= I[βS − (µ+ α1 + α2)]
= I(µ+ α1 + α2)[
R0S
S0
− 1]
≤ 0.
Moreover V˙ = 0 if I = 0 or S = S0 and R0 = 1. Since we are in a positively invariant compact, by
LaSalle’s invariance principle [12], the DFE is globally asymtotically stable in D.
4. OPTIMAL CONTROL IN THE EPIDEMIC MODEL
Optimal control problems have generated a lot of interest from researchers all over the world. For
instance (Imanov, 2011, see [9]) examined the application of the method of similar solutions in
solving time optimal control problems with state constraints. Similarly, various techniques have
been applied to study optimal control problems related to dynamical systems. However, we consid-
ered the aspect of optimal control to reduce the spread of COVID-19 disease through the combina-
tion of the aspects of the education campaign, quarantine, and treatment of infected individuals.
This study intends to apply optimal control theory to minimize the spread disease by some control
strategies and minimize the cost of applying controls in order to best combat the spread of COVID-
19 disease.
Consider these two epidemic models with controls u1(t), u2(t), u3(t), death D(t), recovered R1(t)
from infected reported and recovered R2(t) from infected unreported, given by the following two
models:
• Model 1:
S˙ = Λ− β S (I + (1− u1)I1 + I2(1− u1))− µS,
I˙ = β S (I + (1− u1)I1 + I2(1− u1))− (µ+ α1(1 + u2) + α2(1− u3)) I,
I˙1 = α1(1 + u2) I − (µ+ d(1− u3) + θ1(1 + u3)) I1,
I˙2 = α2(1− u3) I − (µ+ d(1− u3) + θ2(1 + u3)) I2,
R˙1 = θ1(1 + u3) I1 − µR1,
R˙2 = θ2(1 + u3) I2 − µR2,
D˙ = d(1− u3) (I1 + I2).
(9)
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• Model 2:
S˙ = Λ− β S (I + (1− u1)I1 + (1− u1)I2)− µS,
I˙ = β S (I + (1− u1)I1 + (1− u1)I2)− (µ+ α1(1 + u2 + u3) + α2(1− u2 − u3)) I,
I˙1 = α1(1 + u2 + u3) I − (µ+ d(1− u3) + θ1(1 + u2 + u3)) I1,
I˙2 = α2(1− u2 − u3) I − (µ+ d(1− u3) + θ2(1 + u2 + u3)) I2,
R˙1 = θ1(1 + u2 + u3) I1 − µR1,
R˙2 = θ2(1 + u2 + u3) I2 − µR2,
D˙ = d(1− u3) (I1 + I2).
(10)
We consider, in this work, three controls: distancing control u1(t) , case finding control u2(t)
, and case holding control u3(t) and 0 ≤ u1(t), u2(t), u3(t) ≤ 1.
– The distancing control, u1(t): implies the effort of preventing susceptible individuals
from becoming infectious individuals. The strategies, such as early detection of infec-
tious individuals, isolation of infectious people, and health campaign and education,
are related to u1(t). It reduces the risk of contamination of susceptible by the reported
individuals during quarantine and treatment. It also reduces the contamination from
unreported, since due to health campaigns and education, individuals who suspect they
are infected may apply social distancing and self-quarantine.
– The case-finding control, u2(t): represents the screening of high-risk exposed individuals
in the first model and, additionally, the treatment of infected individuals in the second
model. It increases the detection of infected individuals and also increases the recovered
cases in the second model.
– The case holding control, u3(t): refers to the effort required to complete the treatment
of infected individuals, such as activities used to ensure the regularity of drug intake
until a lasting cure is attained and financial support by the government. It increases
the detection of cases in the second model, reduces unreported cases, increases the
recovered cases, and reduces death cases in the two models.
4.1. Modeling the optimal control problem
In this subsection, we present the optimal control problem we intend to solve. Two strategies are
proposed to analyze the spread of the viruses when some controls are applied.
Let’s set u(t) = (u1(t), u2(t), u3(t)) ∈ [0, 1]3, x(t) = (S(t), I(t), I1(t), I2(t), R1(t), R2(t), D(t)) and
x0 = (S0, I0, I10, I20, R10, R20, D0).
Our objective functional to be minimized is as follows:
J(x, u) =
∫ T
0
[a1I(t) + a2I1(t) + a3I2(t) + a4D(t) +
a5
2
u21(t) +
a6
2
u22(t) +
a7
2
u23(t)]dt (11)
We assume that the relative intervention costs are nonlinear and take a quadratic form in the con-
trols. The coefficients, ai i = 1 · · · 7, are balancing factors according to the size and the importance
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of the objective functional. Thus, we seek optimal controls variables u∗ and states variables x∗ such
that
J(x∗, u∗) = min
u(t)∈[0, 1]3
J(x, u)
subject to: x(t) satisfies the DE model (9) or (10) (12)
x(0) = x0
By minimizing the functional, we want to reduce, at the same time, the infectious asymptomatic,
the reported and unreported symptomatic, the death, and the controls.
Further, we will propose a constructed functional J(x, u). For the construction of that functional,
refer to section 7.
4.2. Existence of an optimal control solution
We analyze sufficient conditions for the existence of a solution to the optimal control problem
((13)). Using a result in Fleming and Rishel ([6] ) and Hattaf and Yousfi ([7]), the existence of the
optimal control can be obtained.
Théorème 4.1. There exists an optimal control u∗ and corresponding state x∗ to the problem (13).
Proof. The existence of an optimal control is guaranteed by Corollary 4.1 of Fleming ([6] ) due the
following
1. the convexity of the integrand of J with respect to u;
2. a priori boundedness of the state solutions;
3. Lipschitz property of the state system with respect to the state variables.
Since the functional is continuously differentiable in t, x, u, and with the bounded domains of the
state x and the control u, there exist an optimal control and state (x∗, u∗) that minimize the func-
tional (11).
The following theorem is a consequence of the maximum principle.
Théorème 4.2. Given an optimal control u∗ and corresponding state x∗ solutions to the problem (13),
then there exist adjoint variable p such that u∗, x∗ satisfy the Pontryagin’s Maximum Principle.
Proof. Since the problem (13) with the model (10) generalize the problem with the model (10),
we only perform a proof for the problem (13) with the model (10).
The theorem is a direct application of Pontryagin’s maximum principle ([18]). Then the Hamilto-
nian of the problem (13) is given as follows:
H = a1I(t) + a2I1(t) + a3I2(t) + a4D(t) +
a5
2
u21(t) +
a6
2
u22(t) +
a7
2
u23(t) +
n∑
i=1
pigi (13)
where gi, i = 1 · · · 7 denotes the right side of the differential equation of the i the state variables,
and p = (p1(t), p2(t), p3(t), p4(t), p5(t), p6(t), p7(t)) the associated adjoints for the states x. Then,
we obtain
8
5 NUMERICAL SIMULATION OF OPTIMAL CONTROLS
H = a1I(t) + a2I1(t) + a3I2(t) + a4D(t) +
a5
2
u21(t) +
a6
2
u22(t) +
a7
2
u23(t)+
p7(t).(d(1− u3(t))(I1(t) + I2(t))) + p3(t).(α1I(t)(u2(t) + u3(t) + 1)− I1(t)(d(1− u3(t)) + µ+
θ1(u2(t)+u3(t)+1)))+p4(t).(α2I(t)(−u2(t)−u3(t)+1)−I2(t)(d(1−u3(t))+µ+θ2(u2(t)+u3(t)+1)))+
p1(t).(−βS(t)(I1(t)(1− u1(t)) + I2(t)(1− u1(t)) + I(t)) + Λ− µS(t))+
p2(t).(βS(t)(I1(t)(1− u1(t)) + I2(t)(1− u1(t)) + I(t))− I(t)(µ+ α1(u2(t) + u3(t) + 1))−
α2I(t)(−u2(t)− u3(t) + 1)) + p5(t).(θ1I1(t)(u2(t) + u3(t) + 1)− µR1(t))+
p6(t).(θ2I2(t)(u2(t) + u3(t) + 1)− µR2(t)) (14)
Therefore we can derive the following:
p˙1 = −∂H
∂S
, p˙2 = −∂H
∂I
, p˙3 = −∂H
∂I1
,
p˙4 = −∂H
∂I2
, p˙5 = − ∂H
∂R1
, p˙6 = − ∂H
∂R2
, p˙7 = −∂H
∂D
with pi(T ) = 0, for i = 1, 2, 3, 4, 5, 6, 7. evaluated at the optimal controls and the corresponding
states, which results in adjoint system of theorem (4.2). The Hamiltonian H is minimized with
respect to the controls at the optimal controls; therefore, we differentiate H with respect to u1 , u2,
and u3 on the set Γ , respectively, thereby obtaining the following optimality conditions:
∂H
∂u1
= 0,
∂H
∂u2
= 0,
∂H
∂u3
= 0
Solving for u∗1 , u
∗
2, and u
∗
3, we obtain
u∗1(t) =
1
a5
(−p1(t).(−βS(t)(−I1(t)− I2(t)))− p2(t).(βS(t)(−I1(t)− I2(t))))
u∗2(t) =
1
a6
(−p3(t).(α1I(t)− θ1I1(t))− p5(t).(θ1I1(t))− p4(t).(−θ2I2(t)− α2I(t))
−p6(t).(θ2I2(t))− p2(t).(α2I(t)− α1I(t)))
u∗3(t) =
1
a7
(−p7(t).(−d(I1(t) + I2(t)))− p3(t).(α1I(t)− (θ1 − d)I1(t))
−p4(t).(−(θ2 − d)I2(t)− α2I(t))− p5(t).(θ1I1(t))
−p6(t).(θ2I2(t))− p2(t).(α2I(t)− α1I(t)))
This end the proof
5. NUMERICAL SIMULATION OF OPTIMAL CONTROLS
In this section, we show numerical simulation of optimal controls problem. We use ACADO an
optimal control solver tool to solve the problems. ACADO solver use direct method that is it starts
by discretizing the problem to get a non linear problem (NLP) and at the end solve the NLP prob-
lem. The parameters of the model are estimated by fitting data of the cumulative cases of Senegal
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country. That method of fitting cumulative data cases has been presented in [15], [1] and [2].
Details is given in the appendix section. The values of the parameters are: Λ = 0.0914N/100, with
N = 16743927 the total population of Senegal. β = 1.04756 · 10−8, µ = 0.000219,α1 = 0.110064,
α2 = (1− f)α1/f , with f = 0.8; θ1 = 1/7, θ2 = 1/7, d = 0.00194523,  = 0.02.
The initial conditions are: t0 = 0.0166363, I0 = 190.612, I10 = 98.3121, I20 = 24.578, S0 =
N − I0, R10 = 0, R20 = 0, D0 = 0.
We constructed and use the following functional J(x, u) = ck(I(t) + I1(t) + I2(t) +D(t)) +
1
2
(u21 +
u22 + u
2
3). With c = 4.9 · 10−5 and k = 1.
We consider different strategies:
1. We solve the optimal control problem (13) with the model (9).
2. We solve the optimal control problem (13) with the model (10).
The functional are constructed based on the general one (11). See Section 7 for more details.
The figures 2 show results of the model (1) where we do not consider controls. The figures 4 and 3
show the results related to the strategy 1, while the figures 6 and 5 show the results related to the
strategy 2.
(a) (b)
(c) (d)
Figure 2: Plot of the differential equation (1). There is no controls strategies.
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(a) (b)
(c) (d)
Figure 3: Plot of controls of the first strategy.
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(a) (b)
(c) (d)
Figure 4: Plot of states of the first strategy.
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(a) (b)
(c) (d)
Figure 5: Plot of controls of the second strategy.
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(a) (b)
(c)
Figure 6: Plot of states of the second strategy.
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(a) (b)
(c) (d)
(e) (f)
Figure 7: Comparative plot of states with and without controls.
15
5 NUMERICAL SIMULATION OF OPTIMAL CONTROLS
(a) (b)
(c) (d)
(e) (f)
Figure 8: Zoom of comparative plot of states with and without controls showing the effect of
optimal controls strategies on the infected and death population.
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6. DISCUSSION
The functional we minimize has two parts. The first part is composed of infected and death terms,
while the second part is composed of the control terms. The size scale of these two parts is very
different. Hence the choice of the coefficients a1, · · · , a7, as balance, has a great influence on the
result.
We construct a function with an economic sens by using some data. More details on the construc-
tion of that function can be found in the appendix.
We see in the figures 2, 4 and 6, that for all the two strategies the infected asymptomatic individuals
I, the infected reported individuals I1 and the infected unreported individuals I2 are reduced com-
pared to the case without controls. Also, the death cases are reduced with controls in comparison
to the situation without controls.
The second strategy is better than the first one. Indeed, in the second strategy, there is no epidemic.
The results in the figures 7 and 8 show a difference in the number of infected (Reported/ Unre-
ported) individuals without controls compared to the number with optimal strategies. Due to the
control strategies 1 and/or 2, the number of infected individuals (Reported/ Unreported) decreases
and reaches the turning point of the asymptomatic infectious cases later than without controls. At
the same time, optimal strategies reduced the maximal number of infected (Reported/ Unreported)
people compared to the case without controls. In other words, the maximal value of the peak
decreases, and the time of the peak is postponed by applying controls.
7. MATERIAL AND METHODS
7.1. Estimation of parameters
The estimation of the parameters of the model (1) is done by using techniques in [15], [1] and
[2]. We fit the cumulative data with an exponential function TNI(t) = b exp(ct) − a. In addition,
we assume that the cumulative function can be given in integral form as TNI(t) = α1
∫ t
t0
I(s)ds+
TNI0.
Then TNI(t0) = TNI0 = b exp(ct0)− a. Thus, we obtain t0 = ln(TNI0 + a)− ln(b)
c
.
Also, we have:
I(t) = ˙TNI(t) = bc exp(ct). (15)
Then I(t0) =
bc
α1
exp(ct0) =
c
α1
(TNI0 + a) = I0 and
I(t)
I(t0)
= exp(c(t− t0)). Hence, we obtain
I(t) = I(t0) exp(c(t− t0)), (16)
then I˙(t) = cI(t) and I˙(t0) = cI(t0).
Let’s set δ1 and δ2 such that I1 = δ1I and I2 = δ2I. Then replacing in the second an third equation
of the following system: 
I˙ = β S (I + I1 + I2)− (µ+ α1 + α2) I,
I˙1 = α1 I − (µ+ d+ θ1) I1,
I˙2 = α2 I − (µ+ d+ θ2) I2,
(17)
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we obtain
δ1 =
α1
c+ µ+ d+ θ1
=
I10
I0
(18)
δ2 =
α2
c+ µ+ d+ θ2
=
I20
I0
(19)
Then introducing (19) in the first equation of (17), we obtain:
c+ µ+ α1 + α2 = β S0 (1 + δ1 + δ2)
Hence
β =
c+ µ+ α1 + α2
S0 (1 + δ1 + δ2)
(20)
Replacing (19) in (20), we obtain:
β =
(c+ µ+ α1 + α2)(c+ µ+ d+ θ1)(c+ µ+ d+ θ2)
S0 ((c+ µ+ d+ θ1)(c+ µ+ d+ θ2) + α1(c+ µ+ d+ θ1) + α2(c+ µ+ d+ θ2))
(21)
To estimate the death rate, we have:
D1(t) =
∫ t
t0
dI1(s)ds =
∫ t
t0
dδ1I(s)ds (22)
=
d
c+ µ+ d+ θ1
(b exp(ct)− a− TNI0). (23)
With D1, the death from reported cases.
We consider that 80% of cases can be detected. Then f = 0.8 and α2 =
1− f
f
α1, with α1 estimated
above. We set the infectious period to medical values 1/7 for all infected reported and unreported.
The pandemic death rate d is estimated by using reported death data. We consider the same value
for death from unreported cases.
For the birth rate, we use 32.9% of year 2018, from https://fr.wikipedia.org/wiki/Démographie_
du_Sénégal. Then the recruitment is Λ = 32.9%N/365 by day. The death rate is 7.9% by year at
2018.
7.2. Construction of the functional
In order to have a functional with economic sens, we consider what follows:
• We lost money when people are infected or death. Let’s note that cost a by individual and by
day, associated to I, I1, I2 and , D. Then a = a1 = a2 = a3 = a4.
• We lost money when we perform test on susceptible individuals. Let’s note that cost a6 by
day, associated to controls u2.
• We spend money to provide treatment. Let’s note that cost a7 by day, associated to the control
u3.
• We spend money to carry out health campaigns and education. Let’s note that cost a5 by day,
associated to the control u1.
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Then the functional (11) become: J(u1, u2, u3) = a(I(t)+I1(t)+I2(t)+D(t))+a5
u21
2
+a6
u22
2
+a7
u23
2
.
We consider that J(u1, u2, u3) ≤ C, with C a maximal expense. Then we can rewrite the functional
with proportion coefficients a
′
=
a
C
, a
′
5 =
a5
C
, a
′
6 =
a6
C
, a
′
7 =
a7
C
:
J(u1, u2, u3) = a
′
(I(t) + I1(t) + I2(t) +D(t)) + a
′
5
u21
2
+ a
′
6
u22
2
+ a
′
7
u22
2
≤ 1.
To characterize the loss of money due to infected and death individuals, we use the GDP per
capita. The Gross domestic product (GDP) per capita is an indicator of the level of economic
activity. It is the value of GDP divided by the number of inhabitants of a country. This indicator
is sometimes used to roughly measure per capita income. See https://fr.wikipedia.org/wiki/
Produit_intérieur_brut_par_habitant.
Now considering the 2018 GDP per capita and per day of the Senegal country evaluated to 2456.334
FCFA calculated from 1522 $ per capita, per year. The data come from https://www.populationdata.
net/pays/senegal/. We set a = 2456.334.
A COVID-19 test in Senegal country is evaluated to 50000 FCFA by individual. If we fix a number
of test to perform at 1000 by day, then we have a6 = 50000000. We see that a = a6 · 4.91267 · 10−5.
We set c = 4.91267 · 10−5. We choose to fix a5, a7 to the same value of a6. Then the functional
becomes:
J(u1, u2, u3) = ca
′
6(I(t) + I1(t) + I2(t) +D(t)) + a
′
5
u21
2
+ a
′
6
u22
2
+ a
′
7
u22
2
≤ 1.
Thus considering that the costs are proportional to there respective control, we write:
J(u1, u2, u3) =c
u2
2
(I(t) + I1(t) + I2(t) +D(t)) +
u21
2
+
u22
2
+
u23
2
≤ c
2
(I(t) + I1(t) + I2(t) +D(t)) +
u21
2
+
u22
2
+
u23
2
.
Finally to generalize the functional we obtain:
J(u1, u2, u3) = ck(I(t) + I1(t) + I2(t) +D(t)) +
u21
2
+
u22
2
+
u23
2
.
8. CONCLUSION AND PERSPECTIVES
In this work, we solve optimal control problems. A new epidemic model, with confirmed contam-
ination, has been presented. We use distancing, case finding, and case holding controls to reduce
the spread of the epidemic. We mathematically analyze the model and estimates the parameters
used to solve the optimal control problems. In this particular research, the trend of population dy-
namics is important. It can be easily seen that by increasing educational campaigns, disease tests,
and financial support ensure drug for infected individuals, we can successfully decrease the number
of infected and death.
In further work, we intend to use models with additional compartments as quarantine and treat-
ment.
REFERENCES
[1] M.A.M.T. Baldé, Fitting SIR model to COVID-19 pandemic data and comparative forecast-
ing with machine learning, medRxiv preprint doi: https://doi.org/10.1101/2020.04.26.
20081042. (2020).
19
REFERENCES REFERENCES
[2] M.A.M.T. Baldé, C. Baldé and B.M. Ndiaye, Impact studies of nationwide measures COVID-
19 anti-pandemic: compartmental model and machine learning, https://arxiv.org/abs/
2005.08395. (2020).
[3] Bogoch, Isaac I and Watts, Alexander and Thomas-Bachli, Andrea and Huber, Carmen and
Kraemer, Moritz UG and Khan, Kamran. Pneumonia of Unknown Etiology in Wuhan, China: Po-
tential for International Spread Via Commercial Air Travel. Journal of Travel Medicine, (2020).
[4] Chinese Center for Disease Control and Prevention. Available
online:https://www.worldometers.info/coronavirus/country/south-korea/ (accessed on 14
April 2020).
[5] Diekmann, O. & Heesterbeek, J. A. P. Mathematical epidemiology of infectious diseases: Model
building, analysis and integration. New York: John Wiley. (2000)
[6] Fleming, W. H., Rishel, R. W. Deterministic and stochastic optimal contro. Springer, New York
(1975)
[7] Hattaf K., Yousfi N. Dynamics of HIV infection model with therapy and cure rate. Int J Tomogr
Stat 16(11):74–80, (2011).
[8] H. R. Joshi. Optimal control of an HIV immunology model. Optimal Control Applications &
Methods, 23 (2002), 199–213.
[9] Imanov, M.H., Application of the method of similar solutions in the time optimal control problems
with state constraints, Appl. Comput. Math., 10: 463-471, (2011).
[10] E. Jung, S. Lenhart and Z. Feng Optimal control of treatments in a two-strain tuberculosis.
Discrete and Continuous Dynamical Systems. Series B, 2 (2002), 473–482.
[11] J.C. Kamgang, G. Sallet. Computation of threshold conditions for epidemiological models and
global stability of the disease-free equilibrium (DFE) Mathematical Biosciences 213 (2008) 1-
12.
[12] J. P. LaSalle and S. Lefschetz, Stability by Liapunov’s direct method, Academic Press, 1961.
[13] Li, Qun and Guan, Xuhua and Wu, Peng and Wang, Xiaoye and Zhou, Lei and Tong, Yeqing
and Ren, Ruiqi and Leung, Kathy SM and Lau, Eric HY and Wong, Jessica Y and others. Early
transmission dynamics in Wuhan,China, of novel coronavirus–infected pneumonia. New England
Journal of Medicine, Mass Medical Soc, (2020)
[14] Goel, Narendra S and Maitra, Samaresh C and Montroll, Elliott W. On the Volterra and other
nonlinear models of interacting populations. Reviews of modern physics, APS, (1971).
[15] Z. Liu , P. Magal , O. Seydi and G. Webb, Understanding Unreported Cases in the COVID-19
Epidemic Outbreak in Wuhan, China, and the Importance of Major Public Health Interventions.
Biology 2020, 9, 50; doi:10.3390/biology9030050
[16] B.M. Ndiaye, L. Tendeng, D. Seck, Analysis of the COVID-19 pandemic by SIR model and
machine learning technics for forecasting, (2020). https://arxiv.org/abs/2004.01574v1.
[17] B.M. Ndiaye, L. Tendeng, D. Seck, Comparative prediction of confirmed cases with COVID-
19 pandemic by machine learning, deterministic and stochastic SIR models, (2020). https:
//arxiv.org/abs/2004.13489.
20
REFERENCES REFERENCES
[18] L. S. Pontryagin, V. G. Boltyanskii, R. V. Gamkrelize, and E. F. Mishchenko. The Mathematical
Theory of optimal processes. Wiley, New York, 1962.
[19] Suzanne L. Lenhart and John T. Workman. Optimal Control Applied to Biological Models. Chap-
man Hall/CRC, 2007.
[20] U. Ledzewicz and H. Schaettler. On optimal controls for a general mathematical model for
chemotherapy of HIV. Proceedings of the 2002 American Control Conference, Anchorage,
Alaska, (2002), 3454–3459.
[21] P. van den Driessche and J. Watmough. Reproduction numbers and sub-threshold endemic equi-
libria for compartmental models of disease transmission. Mathematical Biosciences. 180: 29-48.
(2002).
[22] Zhou, Peng and Yang, Xing-Lou and Wang, Xian-Guang and Hu, Ben and Zhang, Lei and
Zhang, Wei and Si, Hao-Rui and Zhu, Yan and Li, Bei and Huang, Chao-Lin and others A
pneumonia outbreak associated with a new coronavirus of probable bat origin. Nature, (2020)
pages 1–4. Nature Publishing Group, .
21
