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Abstract
In this paper we consider a number of higher-order duals to a nondifferentiable pro-
gramming problem and establish duality under the higher-order generalized invexity
conditions introduced in an earlier work by Mishra and Rueda.
 2002 Elsevier Science (USA). All rights reserved.
1. Introduction
Mond [4] considered the class of nondifferentiable mathematical programming
problems
(NDP) Minimize f (x)+ (xT Bx)1/2
subject to g(x) 0, (1.1)
where f and g are twice differentiable functions from Rn to R and Rm, respec-
tively, and B is an n× n positive semi-definite (symmetric) matrix. Let x0 satisfy
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(1.1). Mond [4] defined the set
Z0 =
{
z: zT∇gi(x0) 0 (∀i ∈Q0) and
zT∇f (x0)+ zT Bx0
/(
xT0 Bx0
)1/2
< 0 if xT0 Bx0 > 0,
zT∇f (x0)+ (zT Bz)1/2 < 0 if xT0 Bx0 = 0
}
,
where Q0 = {i: gi(x0)= 0}, and established the following necessary conditions
for x0 to be an optimal solution to (NDP).
Proposition 1.1 [4]. If x0 is an optimal solution of (NDP) and the corresponding
set Z0 is empty, then there exist y ∈ Rm,y  0, and w ∈ Rn such that
yT g(x0)= 0, ∇yT g(x0)=∇f (x0)+Bw, wT Bw  1,(
xT0 Bx0
)1/2 = xT0 Bw.
We shall make use of the generalized Schwarz inequality [6]
(xT Bw) (xT Bx)1/2(wT Bw)1/2. (1.2)
The second-order Mangasarian type [2] and Mond–Weir type [5] duals to
(NDP) were given by Bector and Chandra [1] as the following problems:
(ND2MD) Maximize f (u)− yT g(u)+ uT Bw
− 1
2
pT∇2[f (u)− yT g(u)]p
subject to ∇f (u)−∇yT g(u)+Bw+∇2f (u)p
−∇2yT g(u)p = 0,
wT Bw  1, y  0,
where u,w,p ∈ Rn and y ∈Rm;
(ND2D) Maximize f (u)+ uT Bw− 1
2
pT∇2f (u)p
subject to ∇f (u)−∇yT g(u)+Bw+∇2f (u)p
−∇2yT g(u)p = 0,
yT g(u)− 1
2
pT∇2yT g(u)p  0,
wT Bw  1, y  0.
Using the second-order convexity condition Bector and Chandra [1] estab-
lished duality theorems between (NDP) and (ND2MD) and (ND2D), respectively.
The Mangasarian type [2] and Mond–Weir type [5] higher-order dual to (NDP)
were given in [7] as follows:
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(NDHMD) Maximize f (u)+ h(u,p)+ (u+ p)T Bw− yT g(u)
− yT k(u,p)
subject to ∇ph(u,p)+Bw =∇p
(
yT k(u,p)
)
, (1.3)
wT Bw  1, y  0,
where u,w,p ∈Rn and y ∈Rm;
(NDHD) Maximize f (u)+ h(u,p)+ uT Bw− pT∇ph(u,p)
subject to ∇ph(u,p)+Bw =∇p
(
yT k(u,p)
)
,
yT g(u)+ yT k(u,p)− pT∇p
(
yT k(u,p)
)
 0,
wT Bw  1, y  0.
Duality results are established under higher-order invexity and generalized
higher-order invexity assumptions between (NDP) and (NDHMD) and (NDHD),
as in [7], respectively.
Definition 1.1. The objective function f and the constraint functions gi , i =
1,2, . . . ,m, are said to be higher-order type I at u with respect to a function η
if, for all x , the following inequalities hold:
f (x)+ xT Bw− f (u)− uT Bw
 η(x,u)T
[∇ph(u,p)+Bw]+ h(u,p)− pT (∇ph(u,p))
and
−gi(u) η(x,u)T∇pki(u,p)+ ki(u,p)− pT
(∇pki(u,p)),
i = 1,2, . . . ,m.
Definition 1.2. The objective function f and the constraint functions gi , i =
1,2, . . . ,m, are said to be higher-order pseudo-quasi type I at u with respect to a
function η if, for all x , the following implications hold:
η(x,u)T
[∇ph(u,p)+Bw] 0
⇒ f (x)+ xT Bw− f (u)− h(u,p)− uT Bw+ pT∇ph(u,p) 0
and
−gi(u) ki(u,p)− pT∇pki(u,p)
⇒ η(x,u)T∇pki(u,p) 0, i = 1,2, . . . ,m.
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2. Mangasarian type higher-order duality
In this section we obtain duality results between (NDP) and (NDHMD). The
following theorem generalizes Theorem 4.4.1 given by Zhang [7] to higher-order
type I functions.
Theorem 2.1 (weak duality). Let x be feasible for (NDP) and let (u, y,w,p) be
feasible for (NDHMD). If, for all feasible (x,u, y,w,p), there exists a function
η :Rn ×Rn→ Rn such that
f (x)+ xT Bw− f (u)− uT Bw
 η(x,u)T
[∇ph(u,p)+Bw]+ h(u,p)− pT (∇ph(u,p)) (2.1)
and
−gi(u) η(x,u)T∇pki(u,p)+ ki(u,p)− pT
(∇pki(u,p)),
i = 1,2, . . . ,m, (2.2)
then infimum (NDP)  supremum (NDHMD).
Proof.
f (x)+ xT Bw− f (u)− h(u,p)− (u+ p)T Bw+ yT g(u)+ yT k(u,p)
 η(x,u)T
[∇ph(u,p)+Bw]− pT [∇ph(u,p)+Bw]+ yT g(u)
+ yT k(u,p)
= η(x,u)T [∇p(yT k(u,p))]− pT [∇pyT k(u,p)]+ yT g(u)
+ yT k(u,p) 0.
The first inequality follows from (2.1), the equality follows from (1.3), and the
second inequality follows from (2.2) and y  0.
Since wT Bw  1, by the generalized Schwarz inequality (1.2), it follows that
f (x)+ (xT Bx)1/2
 f (u)+ h(u,p)+ (u+ p)T Bw− yT g(u)− yT k(u,p). ✷
Theorem 2.2 (strong duality). Let x0 be a local or global optimal solution of
(NDP) with corresponding set Z0 empty and
h(x0,0)= 0, k(x0,0)= 0, ∇ph(x0,0)=∇f (x0),
∇pk(x0,0)=∇g(x0). (2.3)
Then there exist y ∈ Rm and w ∈ Rn such that (x0, y,w,p = 0) is feasible for
(NDHMD) and the corresponding values of (NDP) and (NDHMD) are equal.
If also (2.1) and (2.2) are satisfied at x0 for all feasible (x,u, y,w,p), then x0
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and (x0, y,w,p = 0) are global optimal solutions for (NDP) and (NDHMD),
respectively.
Proof. Since x0 is an optimal solution to (NDP) and the corresponding set Z0 is
empty, then from Proposition 1.1, there exist y ∈Rm and w ∈ Rn such that
yT g(x0)= 0, ∇yT g(x0)=∇f (x0)+Bw, wT Bw  1,(
xT0 Bx0
)1/2 = xT0 Bw, y  0.
Then, using (2.3), we have that (x0, y,w,p = 0) is feasible for (NDHMD) and
the corresponding values of (NDP) and (NDHMD) are equal. If (2.1) and (2.2)
are satisfied then from Theorem 2.1 (x0, y,w,p = 0) must be an optimal solution
for (NDHMD). ✷
We now show that weak duality between (NDP) and (NDHMD) holds under
weaker higher-order type I conditions than those given in Theorem 2.1. The
following theorem is a generalization of Theorem 4.4.3 given by Zhang [7].
Theorem 2.3 (weak duality). Let x be feasible for (NDP) and let (u, y,w,p) be
feasible for (NDHMD). If, for all feasible (x,u, y,w,p), there exists a function
η :Rn ×Rn→Rn such that
η(x,u)T
[∇ph(u,p)+Bw−∇p(yT k(u,p))] 0
⇒ f (x)+ xT Bw− (f (u)+ uT Bw− yT g(u))
− (h(u,p)− yT k(u,p))
+ pT [∇ph(u,p)−∇pyT k(u,p)] 0. (2.4)
Then infimum (NDP)  supremum (NDHMD).
Proof. From ∇ph(u,p)+Bw =∇p(yT k(u,p)), we have
η(x,u)T
[∇ph(u,p)+Bw−∇p(yT k(u,p))]= 0.
Hence, by (2.4), we have
f (x)+ xT Bw− (f (u)+ uT Bw− yT g(u))
− (h(u,p)− yT k(u,p))+ pT [∇ph(u,p)−∇pyT k(u,p)] 0.
Since (u, y,w,p) is feasible for (NDHMD), we get
f (x)+ xT Bw  f (u)+ (u+ p)T Bw− yT g(u)+ h(u,p)− yT k(u,p).
Then, by wT Bw  1 and the generalized Schwarz inequality (1.2) it follows that
f (x)+ (xT Bx)1/2
 f (u)+ (u+ p)T Bw− yT g(u)+ h(u,p)− yT k(u,p). ✷
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Remark 2.1. If
h(u,p)= pT∇f (u)+ 1
2
pT∇2f (u)p
and
ki(u,p)= pT∇gi(u)+ 12p
T∇2gi(u)p, i = 1,2, . . . ,m,
then the conditions (2.1) and (2.2) are sufficient for (f (.)+ .T Bw,−gi(.)) to be
second-order type I.
Remark 2.2. The following example (see [3]) shows that condition (2.4) is weaker
than (2.1) and (2.2).
Consider f (x1, x2)= x1x2 + x1 + x2, g1(x1, x2)= x2 − x31 , g2(x1, x2)= 1−
x1x2, g3(x1, x2)= x1 − x22 , B ≡ 0, p = 0, and h and k defined as in Remark 2.1.
Condition (2.4) is satisfied at (0,0) for any η, while conditions (2.1) and (2.2) are
satisfied only when the components of η are nonnegative.
3. Mond–Weir type higher-order duality
We now consider a Mond–Weir type higher-order dual to (NDP) as in [7]:
(NDHD) Maximize f (u)+ h(u,p)+ uT Bw− pT∇ph(u,p)
subject to ∇ph(u,p)+Bw =∇p
(
yT k(u,p)
)
, (3.1)
yT g(u)+ yT k(u,p)
− pT∇p
(
yT k(u,p)
)
 0, (3.2)
wT Bw  1, y  0.
The following theorem is a generalization of Theorem 4.4.4 given by Zhang [7]
to higher-order type I functions.
Theorem 3.1 (weak duality). Let x be feasible for (NDP) and let (u, y,w,p) be
feasible for (NDHD). If, for all feasible (x,u, y,w,p), f (.) + .T Bw and g(.)
satisfy the conditions (2.1) and (2.2) of Theorem 2.1, respectively, then infimum
(NDP)  supremum (NDHD).
Proof.
f (x)+ xT Bw− f (u)− h(u,p)− uT Bw+ pT∇ph(u,p)
 η(x,u)T
[∇ph(u,p)+Bw], by (2.1),
= η(x,u)T [∇p(yT k(u,p))], by (3.1),
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−yT g(u)− yT k(u,p)+ pT (∇p(yT k(u,p))), by (2.2) and y  0,
 0, by (3.2).
Since wT Bw  1, by the generalized Schwarz inequality (1.2), it follows that
f (x)+ (xT Bx)1/2  f (u)+ h(u,p)+ uT Bw− pT∇ph(u,p). ✷
The following strong duality theorem follows along the lines of Theorem 2.2.
Theorem 3.2 (strong duality). Let x0 be a local or global optimal solution of
(NDP) with corresponding set Z0 empty and let condition (2.3) be satisfied.
Then there exist y ∈ Rm and w ∈ Rn such that (x0, y,w,p = 0) is feasible for
(NDHD) and the corresponding values of (NDP) and (NDHD) are equal. If also
(2.1) and (2.2) are satisfied at x0 for all feasible (x,u, y,w,p), then x0 and
(x0, y,w,p = 0) are global optimal solutions for (NDP) and (NDHD), respec-
tively.
Weaker conditions under which (NDHD) is a dual to (NDP) can also be
obtained. The following is a generalization of Theorem 4.4.6 given by Zhang
[7] to higher-order pseudo-quasi type I functions.
Theorem 3.3 (weak duality). Let x be feasible for (NDP) and let (u, y,w,p) be
feasible for (NDHD). If, for all feasible (x,u, y,w,p), there exists a function
η :Rn ×Rn→Rn such that
η(x,u)T
[∇ph(u,p)+Bw] 0
⇒ f (x)+ xT Bw− f (u)− h(u,p)− uT Bw
+ pT∇ph(u,p) 0 (3.3)
and
−yT g(u) yT k(u,p)− pT∇pyT k(u,p)
⇒ η(x,u)T [∇p(yT k(u,p))] 0, (3.4)
then infimum (NDP)  supremum (NDHD).
Proof. Since (u, y,w,p) is feasible for (NDHD), then by (3.2), we have
−yT g(u) yT k(u,p)− pT∇pyT k(u,p)
⇒ η(x,u)T [∇p(yT k(u,p))] 0, by (3.4),
⇒ η(x,u)T [∇ph(u,p)+Bw] 0, by (3.1),
⇒ f (x)+ xT Bw  f (u)+ h(u,p)+ uT Bw
− pT∇ph(u,p), by (3.3).
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Since wT Bw  1, by the generalized Schwarz inequality (1.2), it follows that
f (x)+ (xT Bx)1/2  f (u)+ h(u,p)+ uT Bw− pT∇ph(u,p). ✷
Remark 3.1. If
h(u,p)= pT∇f (u)+ 1
2
pT∇2f (u)p
and
ki(u,p)= pT∇gi(u)+ 12p
T∇2gi(u)p, i = 1,2, . . . ,m,
then (NDHD) becomes (ND2D).
4. General Mond–Weir type higher-order duality
In this section, we consider the following general higher-order dual to (NDP):
(NDHGD) Maximize f (u)+ h(u,p)+ uT Bw− pT∇ph(u,p)
−
∑
i∈I0
yigi(u)−
∑
i∈I0
yiki(u,p)
+ pT∇p
[∑
i∈I0
yiki(u,p)
]
subject to ∇ph(u,p)+Bw =∇p
(
yT k(u,p)
)
,∑
i∈Iα
yigi(u)+
∑
i∈Iα
yiki(u,p)
− pT
[
∇p
(∑
i∈Iα
yiki(u,p)
)]
 0,
α = 1,2, . . . , r,
wT Bw  1, y  0,
where Iα ⊆M = {1,2, . . . ,m}, α = 0,1,2, . . . , r , with ⋃rα=0 Iα =M and Iα ∩
Iβ = ∅ if α = β .
Theorem 4.1 (weak duality). Let x be feasible for (NDP) and let (u, y,w,p) be
feasible for (NDHGD). If, for all feasible (x,u, y,w,p), there exists a function
η :Rn ×Rn→ Rn such that
η(x,u)T
[
∇ph(u,p)+Bw−∇p
(∑
i∈I0
yiki(u,p)
)]
 0
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⇒ f (x)+ xT Bw−
(
f (u)+ uT Bw−
∑
i∈I0
yigi(u)
)
−
(
h(u,p)−
∑
i∈I0
yiki(u,p)
)
+ pT
[
∇ph(u,p)−∇p
(∑
i∈I0
yiki(u,p)
)]
 0 (4.1)
and
−
∑
i∈Iα
yigi(u)−
∑
i∈Iα
yiki(u,p)+ pT
[
∇p
(∑
i∈Iα
yiki(u,p)
)]
 0
⇒ η(x,u)T
[
∇p
(∑
i∈Iα
yiki(u,p)
)]
 0, α = 1,2, . . . , r. (4.2)
Then infimum (NDP)  supremum (NDHGD).
Proof. Since (u, y,w,p) is feasible for (NDHGD), we have, for all α = 0,1,
2, . . . , r ,
−
∑
i∈Iα
yigi(u)−
∑
i∈Iα
yiki(u,p)+ pT
[
∇p
(∑
i∈Iα
yiki(u,p)
)]
 0
⇒ η(x,u)T
[
∇p
(∑
i∈Iα
yiki(u,p)
)]
 0, by (4.2),
⇒ η(x,u)T
[
∇p
( ∑
i∈M\I0
yiki(u,p)
)]
 0
⇒ η(x,u)T
[
∇ph(u,p)+Bw−∇p
(∑
i∈I0
yiki(u,p)
)]
 0,
since (u, y,w,p) is feasible for (NDHGD),
⇒ f (x)+ xT Bw−
(
f (u)+ uT Bw−
∑
i∈I0
yigi(u)
)
−
(
h(u,p)−
∑
i∈I0
yiki(u,p)
)
+ pT
[
∇ph(u,p)−∇p
(∑
i∈I0
yiki(u,p)
)]
 0.
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Since wT Bw  1, by the generalized Schwarz inequality (1.2), it follows that
f (x)+ (xT Bx)1/2  f (u)+ uT Bw−
∑
i∈I0
yigi(u)
+ h(u,p)−
∑
i∈I0
yiki(u,p)
+ pT
[
∇ph(u,p)−∇p
(∑
i∈I0
yiki(u,p)
)]
. ✷
The proof of the following strong duality theorem follows along the lines of
Theorem 2.2, therefore we state the result but omit the proof.
Theorem 4.2 (strong duality). Let x0 be a local or global optimal solution of
(NDP) with corresponding set Z0 empty and let condition (2.3) be satisfied.
Then there exist y ∈ Rm and w ∈ Rn such that (x0, y,w,p = 0) is feasible for
(NDHGD) and the corresponding values of (NDP) and (NDHGD) are equal.
If also (4.1) and (4.2) are satisfied at x0 for all feasible (x,u, y,w,p), then x0
and (x0, y,w,p = 0) are global optimal solutions for (NDP) and (NDHGD),
respectively.
Remark 4.1. If I0 =M , then (NDHGD) becomes (NDHMD) and the conditions
(4.1) and (4.2) of Theorem 4.1 reduce to the condition (2.4) of Theorem 2.3.
If I0 = ∅ and Iα = M for some α ∈ {1,2, . . . , r}, then (NDHGD) becomes
(NDHD) and the conditions (4.1) and (4.2) reduce to the conditions (3.3) and
(3.4), respectively, of Theorem 3.3.
Theorem 4.3 (strict converse duality). Let x0 be an optimal solution of (NDP)
with corresponding set Z0 empty. Let conditions (2.3) be satisfied at x0, and
let conditions (4.1) and (4.2) of Theorem 4.1 be satisfied for all feasible (x,u,
y,w,p). If (x∗, y∗,w∗,p∗) is an optimal solution of (NDHGD) and if, for all
x = x∗,
η(x, x∗)T
[
∇ph(x∗,p∗)+Bw∗ − ∇p
(∑
i∈I0
y∗i ki(x∗,p∗)
)]
 0
⇒ f (x)+ xT Bw∗ −
(
f (x∗)+ x∗T Bw∗ −
∑
i∈I0
y∗i gi (x∗)
)
−
(
h(x∗,p∗)−
∑
i∈I0
y∗i ki(x∗,p∗)
)
+ p∗T
[
∇ph(x∗,p∗)−∇p
(∑
i∈I0
y∗i ki(x∗,p∗)
)]
> 0,
506 S.K. Mishra, N.G. Rueda / J. Math. Anal. Appl. 272 (2002) 496–506
then x0 = x∗, i.e., x∗ solves (NDP) and
f (x0)+
(
xT0 Bx0
)1/2 = f (x∗)+ h(x∗,p∗)+ x∗T Bw∗ − p∗T∇ph(x∗,p∗)
−
∑
i∈I0
y∗i gi (x∗)−
∑
i∈I0
y∗i ki(x∗,p∗)+ p∗T∇p
[∑
i∈I0
y∗i ki(x∗,p∗)
]
.
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