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0.1. Introduccio´n
Dec´ıa Galileo que los secretos de la naturaleza esta´n escritos en el lenguaje
de las matema´ticas. I. Newton tambie´n se dio cuenta de este hecho e invento´ el
ca´lculo infinitesimal para entender el movimiento de los planetas. Al ser es-
tudiados los feno´menos ele´ctricos y magne´ticos surgieron nuevas matema´ticas.
Ahora esta parte de la naturaleza se expreso´ en te´rminos de campos vectoria-
les y ecuaciones diferenciales parciales, las cuales se resumen en las ecuaciones
de Maxwell. Al resolver las ecuaciones de Maxwell surgieron funciones con
caracter´ısticas especiales, por ello se les llama funciones especiales. Para la
electrodina´mia, dentro de esas funciones especiales, de notable importancia
son las funciones de Bessel, los polinomios de Legendre, as´ı como las llamadas
series de Fourier. Las cantidades importantes de la electrodina´mica se expresan
en te´rminos de estas funciones. Despue´s de mucho esfuerzo los matema´ticos se
dieron cuentas que estas funciones forman espacios vectoriales con dimensio´n
infinita, lo que hoy se conoce como espacios de Hilbert. Textos cla´sicos sobre
electrodina´nica se pueden ver en [1, 2] y referencias sobre espacios de Hilbert
se pueden ver en [3, 4].
Por otra parte, en un inicio nadie entend´ıa los feno´menos cua´nticos y co-
mo expresarlos matema´ticamente. Sin embargo, al proponer Schro¨dinger su
ecuacio´n de onda las cosas se entendieron un poco ma´s. Sorprendentemen-
te al resolver la ecuacio´n de Schro¨dinger surgieron funciones especiales, como
los polinomios de Hermite y los polinomios de Laguerre. As´ı, los matema´ti-
cos de la e´poca se dieron cuenta que estaban frente a una nueva aplicacio´n
de los espacios de Hilbert. Dos excelentes referencias sobre meca´nica cua´ntica
se pueden ver [5, 6]. Adema´s, se encontro´ que una generalizacio´n de las se-
ries Fourier, la transformada de Fourier, es de vital importancia para entender
diversos feno´menos cua´nticos. La transformada de Fourier es un caso particu-
lar de las transformadas integrales, un texto sobre este tema se puede ver en [7].
Cabe sen˜alar que en un inicio las ecuaciones diferenciales que surg´ıan en
la electrodina´mica y en la meca´nica cua´ntica se resolv´ıan mediante series de
potencial, ese es el me´todo tradicional [8, 9, 10]. Sin embargo, el matema´ticos
france´s Jean Gaston Darboux se dio cuenta que muchas de esas ecuaciones se
pueden resolver con lo que hoy se llama el me´todo de Factorizacio´n. Al ser
aplicado este me´todo en meca´nica cua´ntica mostro´ su gran potencia. Refe-
rencias sobre este u´ltimo me´todo se pueden ver en [11, 12]. Otra aportacio´n
importante fue dada por el matema´tico france´s Sophus Lie, quien mostro´ que
la teor´ıa de grupos es de gran ayuda para encontrar soluciones de las ecuacio-
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nes diferenciales. Posteriormente, Pauli mostro´ que usando teor´ıa de grupos
pod´ıa obtener los estados cua´nticos de varios sistemas f´ısicos. As´ı, pocos se
sorprendieron cuando se encontro´ una relacio´n entre algunos grupos, como el
grupo de rotaciones, y algunas funciones especiales, como los polinomios de
Legendre. Con el tiempo la teor´ıa de grupos se convirt´ıo en una herramienta
fundamental en varias a´reas de la f´ısica teo´rica. Textos sobre aplicaciones de
la teor´ıa de grupos a las ecuaciones diferenciales se pueden ver [13, 14].
Notablemente, recientemente se ha encontrado que herramientas de la meca´ni-
ca cua´ntica se pueden aplicar para abordar problemas de otras disciplinas. Por
ejemplo, en estudios de las Finanzas [15] .
En este libro, se busca introducir al estudiante en las funciones especiales y
las transformadas integrales junto con sus aplicaciones en la electrodina´mica y
en la meca´nica cua´ntica. El objetivo principal de este texto es dar al estudiante
las herramientas ba´sicas para que aborde sin dificultad problemas avanzados
a nivel licenciatura. Para que el lector tenga una visio´n de los objetos ma-
tema´ticos que se estudian, se da una introduccio´n a los espacios de Hilbert. En
el libro se usan tres diferentes me´todos para obtener las funciones especiales.
Se usan la series de potencia para obtener las funciones de Bessel. Se usa el
me´todo de factorizacio´n para obtener los polinomios de Hermite y se usa el
grupo de rotaciones para obtener los polinomios de Legendre y los armo´nicos
esfe´ricos.
A lo largo del texto, se realizan varios ejercicios para mostrar como se
usan las funciones especiales. As´ı, se encuentran soluciones a ecuaciones como
la ecuacio´n de Laplace, de onda, de Helmholtz, de calor, de Schro¨dinger. En
particular se obtienen los estados para el oscilador armo´nico y del a´tomo de
Hidro´geno. Tambie´n se obtienen las funciones de Green de la ecuacio´n de La-
place, de la ecuacio´n de Helmholtz y la ecuacio´n de onda.
El material de este texto ha sido utilizado en cursos para estudiantes de las
carreras de F´ısica y Matema´ticas de la UNAM y de Matema´ticas Aplicadas
de la UAM-Cuajimalpa. Normalmente los f´ısicos se muestran ma´s interesados
en los aspectos formales, mientras que los matema´ticos se interesan ma´s en las
aplicaciones. Se trato´ de tener un punto de equilibrio para que las dos clases
de estudiantes logren obtener fundamentos so´lidos y al mismo tiempo sean
capaces de abordar problemas sofisticados.
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Cap´ıtulo 1
La Convencio´n de Suma de
Einstein, el Tensor de
Levi-Civita y las Ecuaciones de
Maxwell
Le calcul tensoriel sait mieux la physique que le physicien lui-meˆme
( El ca´lculo tensorial sabe ma´s f´ısica que los mismos f´ısicos)
Paul Langevin 1964.
1.1. Introduccio´n
En este cap´ıtulo veremos algunas herramientas matema´ticas que facilitan
la manipulacio´n de operaciones vectoriales. Para ver la eficacia de estas herra-
mientas las aplicaremos a las ecuaciones de Maxwell y a la fuerza de Lorentz.
En particular, ocupando estas herramientas, obtendremos las cantidades con-
servadas que implican las ecuaciones de Maxwell.
Las ecuaciones de Maxwell son
~∇ · ~E = 4πρ, (1.1)
~∇× ~E = −1
c
∂ ~B
∂t
, (1.2)
~∇ · ~B = 0, (1.3)
~∇× ~B = 4π
c
~J +
1
c
∂ ~E
∂t
. (1.4)
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Donde ρ es la densidad volume´trica de carga y ~J es la densidad de corriente
ele´ctrica. De forma gene´rica ~J se puede escribir como ~J = ρ(~x, t)~v(~x, t), con
~v(~x, t) la velocidad de las part´ıculas cargadas en el punto ~x al tiempo t.
La ley de Gauss Eq. (1.1) relaciona la densidad de carga ele´ctrica con el
campo ele´ctrico. La ley de Faraday Eq. (1.2) nos dice que un campo magne´tico
que varia en el tiempo produce un campo ele´ctrico. La ecuacio´n Eq. (1.3) nos
dice que no existen cargas magne´ticas. La ley de Ampe`re Eq. (1.4) nos dice
dos cosas, la primera es que la corriente ele´ctrica produce campo magne´tico
y la segunda es que la variacio´n temporal del campo ele´ctrico produce campo
magne´tico. Como se puede ver todas estas ecuaciones son lineales.
Adema´s, la fuerza de Lorentz nos dice que una part´ıcula de masa m y carga
q en un campo ele´ctrico ~E y magne´tico ~B siente la fuerza
m~a = ~F = q ~E + q
~v
c
× ~B. (1.5)
Esta fuerza se puede obtener de las ecuaciones de Maxwell, sin embargo para
interpretar los resultados que obtendremos la supondremos independiente.
Las ecuaciones de Maxwell Eqs. (1.1)-(1.4) tambie´n se pueden escribir de
forma integral. Para ver esto, recordemos el teorema de Gauss y el teorema de
Stokes. Supongamos que tenemos una regio´n de volumen V cuya frontera es la
superficie S. Entonces, el Teorema de Gauss nos dice que, si ~F es un campo
vectorial suave definido en V, se cumple∫
V
~∇ · ~FdV =
∮
∂V
~F · d~a =
∫
S
~F · nˆda, (1.6)
aqu´ı d~a es el elemento de a´rea de S y nˆ representa la normal exterior a esta
superficie.
Ahora, supongamos que tenemos una superficie S cuya frontera esta´ dada
por la curva Γ. Entonces, el Teorema de Stokes nos dice que si ~F es un
campo regular sobre S, se cumple∫
S
(~∇× ~F ) · nˆda =
∫
Γ
~F · d~l. (1.7)
donde ~l es el vector tangente a Γ y gira en el sentido opuesto a las manecillas
del reloj.
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As´ı, ocupando el teorema de Gauss Eq. (1.6) y de Stokes Eq. (1.7), las
ecuaciones de Maxwell toman la forma∫
∂V
~E · nˆda = 4πQT , (1.8)∫
∂S
~E · d~l = −1
c
dΦm
dt
, (1.9)∫
∂V
~B · nˆda = 0, (1.10)∫
∂S
~B · d~l = 4π
c
I +
1
c
dΦe
dt
. (1.11)
Donde
QT =
∫
V
ρdv (1.12)
es la carga total contenida en el volumen V. Mientras que
Φm =
∫
S
~B · nˆda, Φe =
∫
S
~E · nˆda (1.13)
son, respectivamente, el flujo magne´tico y ele´ctrico que pasa por la superficie
S. Adicionalmente
I =
∫
S
~J · nˆda (1.14)
representa la corriente total que pasa por la superficie S.
1.2. Producto escalar y la delta de Kronecker
Recordemos que un vector tridimensional se define como
~A = (Ax, Ay, Az) = (A
1, A2, A3), (1.15)
tambie´n lo podemos representar como Ai con i = 1, 2, 3, es decir, Ai es la
componente i-e´sima.
Una operacio´n importante entre vectores es el producto escalar. Si tenemos
los vectores ~A y ~B = (B1, B2, B3), el producto escalar se define como
~A · ~B = A1B1 + A2B2 + A3B3 =
3∑
i=1
AiBi. (1.16)
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Por simplicidad es comu´n escribir
~A · ~B = AiBi, (1.17)
donde se entiende que los ı´ndices repetidos se suman, a esta regla se le llama
convencio´n de Einstein. Cuando dos ı´ndices esta´n repetidos se dice que esta´n
contraidos. Por ejemplo, si
~r = (x, y, z) = (x1, x2, x3) (1.18)
es el vector posicio´n, entonces el cuadrado de la distancia es
r2 = ~r · ~r = xixi = x1x1 + x2x2 + x3x3 = x2 + y2 + z2. (1.19)
Ahora, definamos la delta de Kronecker como el s´ımbolo tal que
δij =
{
1 si i = j,
0 si i 6= j. (1.20)
En realidad se esta´ definie´ndo una matriz, la matriz identidad I, pues,
δij =

 δ11 δ12 δ13δ21 δ22 δ23
δ31 δ32 δ33

 =

 1 0 00 1 0
0 0 1

 = I. (1.21)
Con la delta de Kronecker y la convencio´n de Einstein se tiene
δ1jAj =
3∑
j=1
δ1jAj = A1, δ2jAj = A2 δ3jAj = A3, (1.22)
es decir
δijAj = Ai. (1.23)
Por lo que, el producto escalar se puede escribir como
AiδijB
j = AiBi = ~A · ~B. (1.24)
Adema´s, con la convencio´n de Einstein el s´ımbolo δii significa
δii =
3∑
i=1
δii = δ11 + δ22 + δ33 = 3. (1.25)
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Un vector importante es el gradiente, el cual se define como
~∇ =
(
∂
∂x
,
∂
∂y
,
∂
∂z
)
=
(
∂
∂x1
,
∂
∂x2
,
∂
∂x3
)
. (1.26)
Por simplicidad, en algunos casos solo escribiremos
(
~∇
)
i
=
∂
∂xi
= ∂i, i = 1, 2, 3. (1.27)
Veamos que significa
∂xj
∂xi
= ∂ix
j, (1.28)
para cada valor de i y j se tiene un valor de ∂ix
j por lo que se tiene la matriz
∂xj
∂xi
=

 ∂x
1
∂x1
∂x2
∂x1
∂x3
∂x1
∂x1
∂x2
∂x2
∂x2
∂x3
∂x2
∂x1
∂x3
∂x2
∂x3
∂x3
∂x3

 =

 1 0 00 1 0
0 0 1

 = δij. (1.29)
Ahora, considerando que r =
√
xixi, se tiene
∂r
∂xj
=
∂
√
xixi
∂xj
=
1
2
√
xixi
∂ (xixi)
∂xj
=
1
2r
(
∂xi
∂xj
xi + xi
∂xi
∂xj
)
=
1
2r
(
δijx
i + xiδij
)
=
xj
r
. (1.30)
De donde
∂r
∂xj
=
xj
r
, ~∇r = ~r
r
= rˆ. (1.31)
Si f(r) es una funcio´n que solo depende de r se tiene
∂f(r)
∂xi
=
∂f(r)
∂r
∂r
∂xi
=
∂f(r)
∂r
xi
r
, ~∇f(r) = ∂f(r)
∂r
~r
r
=
∂f(r)
∂r
rˆ. (1.32)
Veamos otro ejemplo, consideremos la funcio´n
φ(~r) =
~P · ~r
r3
, (1.33)
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con ~P un vector constante, entonces
∂φ(~r)
∂xi
=
∂
∂xi
(
~P · ~r
r3
)
=
(
∂ ~P · ~r
∂xi
)
1
r3
+ ~P · ~r ∂
∂xi
(
1
r3
)
=
(
∂Pjxj
∂xi
)
1
r3
− 3~P · ~r 1
r4
∂r
∂xi
=
Pj
r3
∂xj
∂xi
− 3~P · ~r 1
r4
xi
r
=
Pjδij
r3
− 3~P · ~rxi
r5
=
Pi
r3
− 3~P · ~rxi
r5
=
Pir
2 − 3~P · ~rxi
r5
,
de donde
~∇
(
~P · ~r
r3
)
=
~Pr2 − 3
(
~P · ~r
)
~r
r5
. (1.34)
Note que con esta notacio´n la divergencia de un vector ~E se puede escribir
como
~∇ · ~E = ∂Ex
∂x
+
∂Ey
∂y
+
∂Ez
∂z
=
∂E1
∂x1
+
∂E2
∂x2
+
∂E3
∂x3
=
3∑
i=1
∂Ei
∂xi
=
∂Ei
∂xi
= ∂iEi. (1.35)
Tambie´n se puede probar la identidad
~∇ ·
(
fg ~A
)
= g
(
~∇f
)
· ~A + f
(
~∇g
)
· ~A + fg
(
~∇ · ~A
)
. (1.36)
En efecto
~∇ · (fg ~A) = ∂i (fgAi) = (∂if) gAi + f (∂ig)Ai + fg (∂iAi)
= g
(
~∇f
)
· ~A+ f
(
~∇g
)
· ~A+ fg
(
~∇ · ~A
)
. (1.37)
1.3. Producto vectorial y el tensor de Levi-
Civita
Otra operacio´n importante entre vectores es el producto vectorial:
~A× ~B =
∣∣∣∣∣∣
iˆ jˆ kˆ
A1 A2 A3
B1 B2 B3
∣∣∣∣∣∣ (1.38)
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= (A2B3 − A3B2) iˆ+ (A3B1 − A1B3) jˆ + (A1B2 −A2B1) kˆ,
es decir (
~A× ~B
)
1
= (A2B3 − A3B2), (1.39)(
~A× ~B
)
2
= (A3B1 − A1B3), (1.40)(
~A× ~B
)
3
= (A1B2 − A2B1). (1.41)
Note que en la componente
(
~A× ~B
)
1
no esta´ A1 ni B1. De hecho, esto tam-
bie´n ocurre para las dema´s componentes, es decir, en la componente
(
~A× ~B
)
i
no esta´ la componente Ai ni la componente Bi.
Anteriormente vimos que el producto escalar se puede escribir en te´rminos
de una matriz, veamos si con el producto vectorial ocurre lo mismo. Conside-
remos la matriz antisime´trica
ǫij =
(
0 1
−1 0
)
. (1.42)
Con esta matriz, las igualdades Eqs. (1.39)-(1.41) se pueden escribir como
(
~A× ~B
)
1
=
(
A2 A3
)( 0 1
−1 0
)(
B2
B3
)
= ǫabAaBb, a, b = 2, 3, (1.43)(
~A× ~B
)
2
=
(
A3 A1
)( 0 1
−1 0
)(
B3
B1
)
= ǫcdAcBd, c, d = 3, 1, (1.44)(
~A× ~B
)
3
=
(
A1 A2
)( 0 1
−1 0
)(
B1
B2
)
= ǫefAeBf , e, f = 1, 2. (1.45)
Note que la matriz Eq. (1.42) esta´ en dos dimensiones, mientras que el espacio
es tridimensional. As´ı es ma´s conveniente ocupar una generalizacio´n de Eq.
(1.42) en tres dimensiones, la cual denotaremos con
ǫijk, i, j, k = 1, 2, 3. (1.46)
En principio, para reproducir el productor vectorial basta que ǫijk sea anti-
sime´trico en las dos u´ltimas entradas. Sin embargo, como en
(
~A× ~B
)
i
no
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esta´ Ai ni Bi, pediremos que ǫijk sea antisime´trico tambie´n en las dos primeras
entradas. Es decir, pediremos las propiedades
ǫijk = −ǫikj , ǫijk = −ǫjik, ǫ123 = 1. (1.47)
Note que esto implica que, para cualquier i y k, se cumpla
ǫiik = −ǫiik = 0, (1.48)
de donde
ǫiki = −ǫkii = 0. (1.49)
Es decir, las componentes de ǫijk con dos ı´ndices repetidos tienen valor cero. Por
lo tanto, las componentes de ǫijk no nulas tienen todos los ı´ndices diferentes.
Ocupando las propiedades de ǫijk Eq. (1.47) se puede ver que
ǫ123 = 1, (1.50)
ǫ132 = −ǫ123 = −1, (1.51)
ǫ213 = −ǫ123 = −1, (1.52)
ǫ231 = −ǫ213 = 1, (1.53)
ǫ312 = −ǫ132 = 1, (1.54)
ǫ321 = −ǫ312 = −1. (1.55)
Claramente, todos estos valores se obtienen de permutar los ı´ndices de ǫ123.
Al s´ımbolo Eq. (1.46) se le llama tensor de Levi-Civita. Ahora veremos que
este tensor es u´til para expresar el producto vectorial. Definamos
(
~A× ~B
)
i
=
3∑
j=1
3∑
k=1
ǫijkAjBk = ǫijkAjBk. (1.56)
Veamos que esta igualdad es correcta, para la primera componente tenemos
(
~A× ~B
)
1
=
3∑
j=1
3∑
k=1
ǫ1jkAjBk =
3∑
k=1
(ǫ11kA1Bk + ǫ12kA2Bk + ǫ13kA3Bk)
=
3∑
k=1
(ǫ12kA2Bk + ǫ13kA3Bk) (1.57)
= ǫ121A2B1 + ǫ122A2B2 + ǫ123A2B3 (1.58)
+ǫ131A3B1 + ǫ132A3B2 + ǫ133A3B3 (1.59)
= ǫ123A2B3 + ǫ132A3B2 (1.60)
= A2B3 − A3B2. (1.61)
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Este ca´lculo es ma´s fa´cil si se ocupan las propiedades de ǫijk. En efecto, si se
tiene ǫ1jk, los u´nicos valores que puede tomar j son 2 o´ 3 y k solo puede tomar
los valores 3 o´ 2. Por lo que,(
~A× ~B
)
1
=
3∑
j=1
3∑
k=1
ǫ1jkAjBk = ǫ123A2B3 + ǫ132A3B2
= A2B3 − A3B2. (1.62)
Para las dema´s componentes tenemos(
~A× ~B
)
2
=
3∑
j=1
3∑
k=1
ǫ2jkAjBk = ǫ213A1B3 + ǫ231A3B1
= A3B1 − A1B3, (1.63)(
~A× ~B
)
3
=
3∑
j=1
3∑
k=1
ǫ3jkAjBk = ǫ312A1B2 + ǫ321A2B1
= A1B2 − A2B1. (1.64)
Como podemos ver, la definicio´n de producto vectorial Eq. (1.56) coincide con
Eq. (1.38).
Con el s´ımbolo ǫijk es ma´s econo´mico escribir un producto vectorial. Por
ejemplo el momento angular se puede escribir como
Li = (~r × ~p)i = ǫijkrjpk. (1.65)
Mientras que el rotacional se puede escribir como(
~∇× ~A
)
i
= ǫijk∂jAk. (1.66)
Adema´s el momento angular cua´ntico, ~L = −i~
(
~r × ~∇
)
, se escribe
Li = −i~ǫijkrj∂k. (1.67)
El tensor de Levi-Civita no es solo otra forma de expresar el producto vectorial,
tambie´n es u´til para simplificar los ca´lculos.
1.4. El tensor de Levi-Civita y las matrices
Vimos que con el tensor de Levi-Civita se puede expresar el producto vecto-
rial de forma sencilla. Este tensor tambie´n se puede relacionar con las matrices.
Se tienen resultados particularmente interesantes con matrices antisime´tricas
y sime´tricas.
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1.4.1. El tensor de Levi-Civita y las matrices antisime´tri-
cas
Cualquier matriz antime´trica de 3× 3 se puede escribir como
Mij =

 0 B3 −B2−B3 0 B1
B2 −B1 0

 . (1.68)
Con las componentes no nulas de esta matriz se puede formar el vector ~B =
(B1, B2, B3). Note que si hacemos la contraccio´n de ǫijk con Bi se tiene ǫijkBk
que es un objeto con dos ı´ndices libres, es decir es una matriz. Considerando
las propiedades Eq. (1.47) se tiene
ǫijkBk =

 0 ǫ123B3 ǫ132B2ǫ213B3 0 ǫ231B1
ǫ312B2 ǫ321B1 0

 =

 0 B3 −B2−B3 0 B1
B2 −B1 0

 = Mij .
Por lo tanto, cualquier matriz antisime´trica M de 3 × 3 se puede poner en
te´rmino del tensor de Levi-Civita y un vector B:
Mij = ǫijkBk. (1.69)
1.4.2. El tensor de Levi-Civita y las matrices sime´tricas
Hasta aqu´ı hemos ocupado ǫijk con vectores. Pero tambie´n lo podemos
emplear con matrices de 3× 3. En efecto, dada la matriz Mij podemos definir
Vi =
3∑
j=1
3∑
k=1
ǫijkMjk = ǫijkMjk. (1.70)
Para evitar confusiones notemos que la contraccio´n de los ı´ndices de ǫijk se
puede escribir de diferentes forma. Por ejemplo,
Vi =
3∑
j=1
3∑
k=1
ǫijkMjk =
3∑
k=1
3∑
j=1
ǫikjMkj. (1.71)
Esta igualdad no se obtiene por un intercambio de ı´ndices en ǫijk. Se obtiene
por renombrar al mismo tiempo los dos u´ltimos ı´ndices de ǫrst y los dos ı´ndices
de Mab. Con la convecio´n de Einstein esta igualdad se escribe como
Vi = ǫijkMjk = ǫikjMkj. (1.72)
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Un resultado de este hecho trivial es que siMij es una matriz sime´trica entonces
la contraccio´n con ǫijk es cero, es decir,
Mij =Mji =⇒ ǫijkMjk = 0. (1.73)
Esto se debe a que
ǫijkMjk = −ǫikjMjk = −ǫikjMkj = −ǫijkMjk. (1.74)
En la primera igualdad, se empleo que ǫijk es antisime´trico, en la segun-
da que Mjk es sime´trica, en la tercera la igualdad Eq. (1.72). Por lo tanto,
ǫijkMjk = −ǫijkMjk y se cumple Eq. (1.73).
Por ejemplo, con cualquier vector Ai se puede forma la matriz Mij = AiAj .
Esta matriz es sime´trica, pues
Mij =

 A1A1 A1A2 A1A3A2A1 A2A2 A2A3
A3A1 A3A2 A3A3

 =

 A1A1 A2A1 A3A1A1A2 A2A2 A3A2
A1A3 A2A3 A3A3

 . (1.75)
Esto implica que
~A× ~A = 0. (1.76)
En efecto, ocupando la definicio´n de producto vectorial y que la matriz
Mij = AiAj
es sime´trica se cumple
0 = ǫijkAjAk = ( ~A× ~A)i. (1.77)
Otra matriz sime´trica esta´ dada por Mij = ∂i∂j . Esto implica que(
~∇× ~∇φ
)
= 0. (1.78)
Pues,
(~∇× ~∇φ)i = ǫijk∂j
(
~∇φ
)
k
= ǫijk∂j∂kφ = 0. (1.79)
Tambie´n se puede mostrar la identidad
~∇ · (~∇× ~A) = 0. (1.80)
En efecto, como Mij = ∂i∂j es sime´trica se llega a
~∇ · (~∇× ~A) = ∂i
(
~∇× ~A
)
i
= ∂i (ǫijk∂jAk) = ǫijk∂i∂jAk
= ǫkij∂i∂jAk = 0. (1.81)
Esta identidad tiene implicaciones en las ecuaciones de Maxwell.
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1.4.3. Conservacio´n de carga
Un hecho experimental bien conocido es que la carga ele´ctrica se conserva.
Veamos si las ecuaciones de Maxwell son compatibles con este resultado. Para
esto ocuparemos la ley de Gauss Eq. (1.1) y la ley de Ampe´re Eq. (1.4). De la
ley de Gauss obtenemos
∂ρ
∂t
=
1
4π
~∇ · ∂
~E
∂t
(1.82)
y ocupando la ley de Ampe`re se tiene
∂ρ
∂t
= ~∇ ·
(
~∇× ~B − ~J
)
. (1.83)
Ahora, considerando Eq. (1.80) tenemos que ~∇ · (~∇× ~B) = 0, de donde
∂ρ
∂t
+ ~∇ · ~J = 0, (1.84)
que es la llamada ecuacio´n de continuidad. Integrando sobre un volumen V la
expresio´n Eq. (1.84) y ocupando el teorema de Gauss Eq. (1.6) se encuentra
dQT
dt
=
d
dt
(∫
dV ρ
)
=
∫
dV
∂ρ
∂t
= −
∫
dV ~∇ · ~J = −
∫
∂V
da ~J · nˆ. (1.85)
Si el volumen de integracio´n es suficientemente grande, de tal forma que en su
frontera no haya corriente, el u´ltimo te´rmino de Eq. (1.85) es cero y se obtiene
dQT
dt
= 0, (1.86)
es decir, la carga total se conserva en el tiempo.
1.5. Triple producto escalar
Algunas identidades vectoriales son fa´ciles de demostrar con la convencio´n
de Einstein y el s´ımbolo de Levi-Civita. Por ejemplo el triple producto escalar
~A ·
(
~B × ~C
)
= ~C ·
(
~A× ~B
)
= ~B ·
(
~C × ~A
)
, (1.87)
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que se demuestra simplemente de la forma
~A ·
(
~B × ~C
)
= Ai
(
~B × ~C
)
i
= AiǫijkBjCk = Ck (ǫkijAiBj)
= Ck
(
~A× ~B
)
k
= ~C ·
(
~A× ~B
)
,
~A ·
(
~B × ~C
)
= Ai
(
~B × ~C
)
i
= AiǫijkBjCk = −BjǫjikAiCk
= BjǫjkiCkAi = Bj
(
~C × ~A
)
j
= ~B ·
(
~C × ~A
)
. (1.88)
Por lo tanto, se cumple Eq. (1.87). Note que ocupando la regla del triple
producto escalar y la igualdad ~A× ~A = 0, se encuentra
~A ·
(
~A× ~C
)
= ~C ·
(
~A× ~A
)
= 0. (1.89)
Si en lugar del vector constante ~C se tiene el operador ~∇, la identidad del
triple producto escalar ya no es va´lido. En este caso se cumple la identidad(
~∇× ~A
)
· ~B = ~∇ ·
(
~A× ~B
)
+
(
~∇× ~B
)
· ~A. (1.90)
En efecto,(
~∇× ~A
)
· ~B =
(
~∇× ~A
)
i
Bi = (ǫijk∂jAk)Bi = ǫijk (∂jAk)Bi
= ǫijk [∂j(AkBi)− Ak∂jBi] = ∂j (ǫjkiAkBi) + (ǫkji∂jBi)Ak
= ~∇ ·
(
~A× ~B
)
+
(
~∇× ~B
)
· ~A. (1.91)
Otra identidad que se puede mostrar ocupando so´lo las propiedades del tensor
de Levi-Civita es
~∇×
(
φ ~A
)
= ~∇φ× ~A + φ~∇× ~A. (1.92)
Pues(
~∇×
(
φ ~A
))
i
= ǫijk∂j
(
φ ~A
)
k
= ǫijk∂j (φAk) = ǫijk (∂jφ)Ak + φǫijk∂jAk
=
(
~∇φ× ~A
)
i
+
(
φ~∇× ~A
)
i
. (1.93)
En la pro´xima seccio´n veremos implicaciones de estas propiedades vectoriales.
1.6. Aplicaciones del triple producto escalar
Las identidades de la seccio´n anterior tienen consecuencias importantes
para las ecuaciones de Maxwell, veamos cuales son.
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1.6.1. Energ´ıa cine´tica
Ocupando Eq. (1.89) en la fuerza de Lorentz se encuentra
~F · ~v =
(
q ~E +
q
c
~v × ~B
)
· ~v = q ~E · ~v, (1.94)
este resultado nos indica que el campo magne´tico no hace trabajo.
Ahora, recordemos que la derivada temporal de la energ´ıa cine´tica es
E˙cin = d
dt
(m
2
~v2
)
= m
d~v
dt
· ~v = m~a · ~v = ~F · ~v. (1.95)
Para el caso particular de la fuerza de Lorentz se tiene
E˙cin = ~F · ~v = q
(
~E +
~v
c
× ~B
)
· ~v = q ~E · ~v. (1.96)
Adema´s, suponiendo que no tenemos una carga si no una distribucio´n de cargas
ρ en un volumen V , como dq = ρd3x,
dq ~E · ~v = ~E · (ρ~v)dx3 = ~E · ~Jdx3. (1.97)
Por lo tanto
E˙cin =
∫
V
~E · ~Jdx3. (1.98)
Para este razonamiento solo hemos ocupado la fuerza de Lorentz. Posterior-
mente veremos lo que dicen las ecuaciones de Maxwell respecto a la energ´ıa.
1.6.2. Conservacio´n de la energ´ıa
Veamos que implicaciones tiene Eq. (1.91) en las ecuaciones de Maxwell.
Para esto consideremos la ley de Faraday Eq. (1.2) y de Ampe`re Eq. (1.4).
Haciendo el producto escalar de ~B con la ley de Faraday encontramos que
(
~∇× ~E
)
· ~B = −1
c
∂ ~B
∂t
· ~B = − 1
2c
∂ ~B2
∂t
. (1.99)
Si hacemos el producto escalar de ~E con la ley de Ampe`re se llega a
(
~∇× ~B
)
· ~E = 4π
c
~J · ~E + 1
c
∂ ~E
∂t
· ~E = 4π
c
~J · ~E + 1
2c
∂ ~E2
∂t
. (1.100)
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Restando estas dos ecuaciones y ocupando la identidad Eq. (1.91) se obtiene
1
8π
∂
∂t
(
~E2 + ~B2
)
= − ~J · ~E + c
4π
(~∇× ~B) · ~E − c
4π
(~∇× ~E) · ~B
= − ~J · ~E − c
4π
~∇ ·
(
~E × ~B
)
. (1.101)
Al vector
~S =
c
4π
(
~E × ~B
)
(1.102)
se le llama vector de Poynting. Ahora, integrando Eq. (1.101) sobre un volumen
V y ocupando la teorema de Gauss Eq. (1.6) se encuentra
d
dt
(Eem + Ecin) = −
∫
V
d3x~∇ · ~S = −
∮
∂V
~S · nˆda, (1.103)
donde
Eem = 1
8π
∫
V
d3x
(
~E2 + ~B2
)
. (1.104)
Como podemos ver, adema´s de la energ´ıa cine´tica, las ecuaciones de Max-
well nos dicen que hay otra energ´ıa. Esta nueva energ´ıa se debe a los campos
ele´ctricos y magne´ticos dada por Eem, a esta energ´ıa se le llama energ´ıa elec-
tromagne´tica. El te´rmino ∮
∂V
~S · nˆda
se interpreta como flujo de energ´ıa. Si el volumen es suficientemente grande de
tal forma que no haya flujo de energ´ıa en su frontera, Eq. (1.103) implica
ET = Eem + Ecin = constante, (1.105)
es decir, la energ´ıa total se conserva.
1.7. Contraccio´n de dos tensores de Levi-Civita
El tensor δij es sime´trico mientras que ǫijk es totalmente antisime´trico. Sin
embargo estos dos tensores esta´n relacionados. Primero notemos que en dos
dimensiones se cumple
ǫikǫkj =
(
0 1
−1 0
)(
0 1
−1 0
)
= −
(
1 0
0 1
)
= −δij . (1.106)
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En tres dimensiones se cumple la identidad
3∑
k=1
ǫijkǫklm = ǫijkǫklm = δilδjm − δimδjl. (1.107)
Para mostrar esto definamos el s´ımbolo
Mijlm = δilδjm − δimδjl. (1.108)
Debido a que δab es un tensor sime´trico, se cumple
Mijlm = −Mjilm = −Mijml, (1.109)
en efecto
Mjilm = δjlδim − δjmδil = − (δilδjm − δimδjl) = −Mijlm, (1.110)
Mijml = δimδjl − δilδjm = − (δilδjm − δimδjl) = −Mijlm. (1.111)
En particular se tiene Miilm = Mijmm = 0. Tambie´n se puede observar que
ǫijkǫklm es antisime´trico si hacemos una permutacio´n en (ij) o´ (lm), es decir
ǫijkǫklm = −ǫjikǫklm = −ǫijkǫkml. (1.112)
Las igualdades Eqs. (1.109)-(1.112) nos indican que si Eq. (1.107) se cumple
para una cuarteta ordenada (ijml), tambie´n se cumple para las cuartetas or-
denadas (jilm), (ijml).
Note si i = j, Eq. (1.107) toma la forma 0 = 0. As´ı, los valores que falta por
probar son i 6= j. De la definicio´n Eq. (1.108) es claro que Mijlm es diferente
de cero so´lo si i = l, j = m o´ i = m, j = l, que son las cuartetas ordenadas
(ijij) y (ijji). Esta propiedad tambie´n la tiene la cantidad ǫijkǫklm. En efecto,
recordemos que los ı´ndices i, j, k, l,m so´lo pueden tomar los valores (1, 2, 3),
adema´s en la suma ǫijkǫklm los u´nicos te´rminos que contribuyen son tales que
i 6= j, i 6= k, j 6= k y k 6= l, k 6= m, l 6= m. Estas condiciones implican que
i = m, l = j o´ i = l, j = m. Es decir las u´nica cuartetas ordenadas que dan
resultados no nulos en ǫijkǫklm son (ijij) y (ijji).
Como probar Eq. (1.107) para el caso (ijij) es equivalente a probarla para
el caso (ijji), so´lo probaremos los caso (ijij) = (1212), (1313), (2323).
Si (ijij) = (1212), se tiene
ǫ12kǫk12 = ǫ123ǫ312 = 1, M1212 = δ11δ22 − δ12δ21 = 1. (1.113)
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Por lo tanto, Eq. (1.107) se cumple.
Si (ijij) = (1313), se encuentra
ǫ13kǫk13 = ǫ132ǫ213 = 1, M1313 = δ11δ33 − δ13δ23 = 1. (1.114)
Por lo tanto, Eq. (1.107) se cumple.
Si (ijij) = (2323), se llega a
ǫ23kǫk23 = ǫ231ǫ123 = 1, M2323 = δ22δ33 − δ23δ32 = 1. (1.115)
Por lo tanto, Eq. (1.107) se cumple.
En conclusio´n la igualdad Eq. (1.107) es va´lida para cualquier ijlm. Una
implicacio´n de Eq. (1.107) es
ǫilmǫmjs + ǫsimǫmjl = ǫijmǫmls. (1.116)
En efecto ocupando Eq. (1.107) se tiene
ǫilmǫmjs + ǫsimǫmjl = (δijδls − δisδlj) + (δsjδil − δslδij)
= δilδsj − δisδlj = ǫijmǫmls. (1.117)
En la pro´xima seccio´n veremos la importancia de la igualdad Eq. (1.107).
1.8. Triple producto vectorial I
Ocupando Eq. (1.107), se puede probar el llamado triple producto vectorial
~A× ( ~B × ~C) = ~B( ~A · ~C)− ~C( ~A · ~B), (1.118)
pues [
~A× ( ~B × ~C)
]
i
= ǫijkAj
(
~B × ~C
)
k
= ǫijkAj(ǫklmBlCm)
= ǫijkǫklmAjBlCm = (δilδjm − δimδjl)AjBlCm
= (AmCm)Bi − Ci(AlBl)
= ( ~A · ~C)Bi − ( ~A · ~B)Ci. (1.119)
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Si en lugar de un vector constante se tiene el operador ~∇, la identidad Eq.
(1.118) ya no es va´lidad. Por ejemplo, si en lugar de ~B× ~C se considera ~∇× ~A,
ahora se cumple[
(~∇× ~A)× ~A
]
i
= ∂j
(
AiAj − 1
2
δijA
2
)
− (~∇ · ~A)Ai. (1.120)
En efecto, [
(~∇× ~A)× ~A
]
i
= ǫijk(~∇× ~A)jAk = ǫijk(ǫjlm∂lAm)Ak
= −ǫikjǫjlm(∂lAm)Ak
= − (δilδkm − δimδkl) (∂lAm)Ak
= Al∂lAi − Am∂iAm
= ∂l(AiAl)− Ai∂lAl − 1
2
∂i(AmAm)
= ∂l
(
AiAl − 1
2
δilA
2
)
− Ai~∇ · ~A. (1.121)
Con esta identidad posteriormente veremos que se conserva el momento.
1.9. Conservacio´n del momento
Para estudiar la conservacio´n del momento veamos de nuevo la fuerza de
Lorentz, la cual se puede escribir como
d~Pcin
dt
= m~a = ~F = q
(
~E +
~v
c
× ~B
)
. (1.122)
Si tenemos una distribucio´n ρ de carga, un elemento de carga esta´ dado por
dq = ρd3x y el elemento de fuerza es
d~F =
(
ρ~E +
ρ~v
c
× ~B
)
d3x = ~Fd3x, (1.123)
con
~F = ρ~E +
~J
c
× ~B (1.124)
la densidad de fuerza meca´nica. As´ı, la fuerza total meca´nica es
d~Pcin
dt
= ~F =
∫
V
(
ρ~E +
~J
c
× ~B
)
d3x. (1.125)
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En este resultado solo se ocupo la fuerza de Lorentz. Veamos que dicen las
ecuaciones de Maxwell.
Si hacemos el producto vectorial de ~E con la ley de Faraday Eq. (1.2) se
tiene (
~∇× ~E
)
× ~E = −1
c
(
∂ ~B
∂t
)
× ~E. (1.126)
Si hacemos el producto vectorial de ~B con la ley de Ampe`re Eq. (1.4) encon-
tramos (
~∇× ~B
)
× ~B =
(
4π
c
~J +
1
c
∂ ~E
∂t
)
× ~B (1.127)
=
4π
c
~J × ~B + 1
c
∂ ~E
∂t
× ~B. (1.128)
Sumando estas dos ecuaciones y considerando
∂
(
~E × ~B
)
∂t
=
∂ ~E
∂t
× ~B + ~E × ∂
~B
∂t
, (1.129)
se llega a(
~∇× ~E
)
× ~E +
(
~∇× ~B
)
× ~B = 4π
c
~J × ~B + 1
c
(
∂ ~E
∂t
× ~B − ∂
~B
∂t
× ~E
)
=
4π
c
~J × ~B + 1
c
(
∂ ~E
∂t
× ~B + ~E × ∂
~B
∂t
)
=
4π
c
~J × ~B + 1
c
∂
(
~E × ~B
)
∂t
. (1.130)
Adema´s, tomando en cuenta Eq. (1.120), la ley de Gauss Eq. (1.1) y la ley de
inexistencia de monopolos magne´ticos Eq. (1.3), se tiene((
~∇× ~E
)
× ~E
)
i
= ∂j
(
EiEj − 1
2
δijE
2
)
− (~∇ · ~E)Ei (1.131)
= ∂j
(
EiEj − 1
2
δijE
2
)
− 4πρEi, (1.132)((
~∇× ~B
)
× ~B
)
i
= ∂j
(
BiBj − 1
2
δijB
2
)
− (~∇ · ~B)Bi (1.133)
= ∂j
(
BiBj − 1
2
δijB
2
)
. (1.134)
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Introduciendo estos resultados en Eq. (1.130) se llega a
∂j
(
EiEj +BiBj − δij
2
(
E2 +B2
))
= 4π
(
ρ~E +
1
c
~J × ~B + 1
4πc
∂
∂t
(
~E × ~B
))
i
. (1.135)
Antes de continuar definamos la densidad de momento electromagne´tico como
~P = 1
4πc
~E × ~B = 1
c2
~S (1.136)
y el tensor de esfuerzos de Maxwell como
τij =
1
4π
(
EiEj +BiBj − δij
2
(
E2 +B2
))
. (1.137)
Entonces, la igualdad Eq. (1.135) toma la forma
∂Pi
∂t
+ Fi = ∂jτji. (1.138)
Integrando esta ecuacio´n sobre un volumen V se tiene∫
V
dx3
(
∂Pi
∂t
+ Fi
)
=
d
dt
(∫
V
dx3Pi
)
+
∫
V
dx3Fi =
∫
V
dx3∂jτji
=
∮
∂V
τijnjda. (1.139)
Definiremos el momento electromagne´tico como
~Pem =
1
4πc
∫
V
dx3 ~E × ~B, (1.140)
entonces, considerando Eq. (1.125) se encuentra que
d
dt
(
~Pem + ~Pcin
)
i
=
∮
∂V
τijnjda (1.141)
Como podemos ver, adema´s del momento cine´tico, las ecuaciones de Maxwell
implican el momento electromagne´tico ~Pem que solo depende de los campos.
Tambie´n podemos ver que ∮
∂V
τijnjda
30
es un te´rmino de fuerza y τijnj es una presio´n. De hecho, si definimos
~PT = ~Pcin + ~Pem, Fi =
∮
∂V
τijnjda (1.142)
se tiene la segunda ley de Newton
d~PT
dt
= ~F . (1.143)
Ahora, si el volumen de integracio´n es suficientemente grande de tal forma que
el te´rmino de la derecha sea nulo, la ecuacio´n Eq. (1.141) implica
(Pcin + Pem)i = constante (1.144)
que significa que el momento total se conserva.
1.9.1. Conservacio´n del momento angular
Tomando en cuenta la ecuacio´n Eq. (1.138) se encuentra
ǫijkxj
∂Pk
∂t
+ ǫijkxjFi = ǫijkxj∂lτlk. (1.145)
Considerando que ∂txj = 0 y que τlk es sime´trico se llega a
∂
∂t
(ǫijkxjPk) +
(
~x× ~F
)
i
= ǫijk (∂l(xjτlk)− τlk∂lxj)
= ǫijk (∂l(xjτlk)− τlkδlj)
= ∂l (ǫijkxjτlk)− ǫijkτjk
= ∂l (ǫijkxjτlk) . (1.146)
Definamos el momento angular electromagne´tico como
~Lem =
∫
V
dx3~x× ~P . (1.147)
Adema´s, note que, como ~F es una densidad de fuerza, ~x× ~F es una densidad
de torca. Por lo que, la torca, que es la deriva temporal del momento angular
cine´tico, es
d~Lcin
dt
=
∫
V
dx3~x× ~F . (1.148)
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As´ı, integrando Eq. (1.146) sobre un volumen V y ocupando el teorema de
Gauss, se tiene
d
dt
(
~Lem + ~Lcin
)
i
=
∮
∂V
(ǫijkxjτlk)nlda. (1.149)
Si V es suficientemente grande de tal forma que no haya campo electromagne´ti-
co en su frontera se tiene
d
dt
(
~Lem + ~Lcin
)
i
= 0. (1.150)
Es decir, el momento angular total se conserva.
1.10. Triple producto vectorial II
Hay otra versiones del triple producto escalar, una de ellas es la identidad
~∇×
(
~∇× ~A
)
= ~∇
(
~∇ · ~A
)
−∇2 ~A. (1.151)
Esta propiedad se demuestra de la siguiente forma[
~∇×
(
~∇× ~A
)]
i
= ǫijk∂j
(
~∇× ~A
)
k
= ǫijk∂j(ǫklm∂lAm) = ǫijkǫklm∂j∂lAm
= (δilδjm − δimδjl) ∂j∂lAm = ∂i (∂jAj)− ∂j∂jAi
= ∂i
(
~∇ · ~A
)
−∇2Ai. (1.152)
Con esta identidas porteriomente mostraremos que de las ecuaciones de Max-
well se puede obtener la ecuacio´n de onda.
Otro tipo de triple producto escalar es
~∇×
(
~A× ~B
)
= ~B · ~∇ ~A+ ~A
(
~∇ · ~B
)
− ~A · ∇ ~B − ~B
(
~∇ · ~A
)
. (1.153)
Que se demuestra de la siguiente forma(
~∇×
(
~A× ~B
))
i
= ǫijk∂j
(
~A× ~B
)
k
= ǫijk∂jǫklm(AlBm)
= ǫijkǫklm∂j(AlBm)
= (δilδjm − δimδjl) (Bm∂jAl + Al∂jBm)
= δilδjmBm∂jAl + δilδjmAl∂jBm
− (δimδjlBm∂jAl + δimδjlAl∂jBm)
= Bj∂jAi + Ai∂jBj − Bi∂jAj − Aj∂jBi
=
[(
~B · ~∇
)
~A+ ~A
(
~∇ · ~B
)
−
(
~A · ~∇
)
~B − ~B
(
~∇ · ~A
)]
i
,
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que es la prueba de Eq. (1.153).
1.10.1. Ecuacio´n de onda
Con la identidad Eq. (1.152) se puede probar que las ecuaciones de Maxwell
implican la ecuacio´n de onda. Por simplicidad veremos solo el caso donde no
hay fuentes, por lo que las ecuaciones de Maxwell toman la forma
~∇ · ~E = 0, (1.154)
~∇× ~E = −1
c
∂ ~B
∂t
, (1.155)
~∇ · ~B = 0, (1.156)
~∇× ~B = 1
c
∂ ~E
∂t
. (1.157)
De la ley de Faraday Eq. (1.155) se obtiene
~∇× (~∇× ~E) = −1
c
∂(~∇× ~B)
∂t
, (1.158)
ocupando la ley de Ampe`re sin fuentes Eq. (1.157) y la identidad Eq. (1.152)
se llega a (
∇2 − 1
c2
∂2
∂t2
)
~E = 0. (1.159)
Analogamente, aplicando el operador rotacional a la ley de Ampe`re Eq. (1.157)
sin fuentes y ocupando la ley de Faraday Eq. (1.155) se obtiene(
∇2 − 1
c2
∂2
∂t2
)
~B = 0. (1.160)
Por lo tanto, en el vac´ıo los campos ele´ctrico y magne´tico satisfacen la ecuacio´n
de onda.
1.11. Libertad de norma
Recordemos dos teoremas de ca´lculo vectorial, el teorema de la divergencia
y teorema del rotacional. El teorema de la divergencia nos dice que si ~a es un
campo vectorial tal que
~∇ · ~a = 0 =⇒ ∃ ~b tal que ~a = ~∇×~b, (1.161)
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donde~b es un campo vectorial. Mientras que el teorema del rotacional establece
que si ~f es un campo vectorial tal que
~∇× ~c = 0 =⇒ ∃ h tal que ~c = −~∇h, (1.162)
donde h es un campo escalar.
De la ley de inexistencia de monopolos magne´ticos Eq. (1.3) y del teorema
de la divergencia Eq. (1.161) se infiere que existe un campo vectorial ~A tal que
~B = ~∇× ~A. (1.163)
Sustituyendo este resultado en la ley de Faraday Eq. (1.2) obtenemos que
~∇×
(
~E +
1
c
∂ ~A
∂t
)
= 0. (1.164)
Ahora, por el teorema del rotacional Eq. (1.162) se concluye que existe un
campo escalar φ tal que
~E +
1
c
∂ ~A
∂t
= −~∇φ. (1.165)
Por lo tanto podemos decir que la inexistencia de monopolos magne´ticos y la
ley de Faraday implican que existen los campos ~A y φ tal que
~B = ~∇× ~A, ~E = −
(
~∇φ+ 1
c
∂ ~A
∂t
)
. (1.166)
Este es un resultado importante. Note que dados los campos ~E, ~B los campos
~A y φ no son u´nicos. En efecto, sea χ = χ(~x, t) un campo escalar arbitrario y
definamos
~A′ = ~A+ ~∇χ, φ′ = φ− 1
c
∂χ
∂t
. (1.167)
Entonces Eq. (1.166) implica
~B′ = ~B, ~E ′ = ~E, (1.168)
es decir los campos ele´ctrico y magne´tico no cambian bajo las transformaciones
Eq. (1.167). Debido a que χ depende del espacio y del tiempo, se dice que las
transformaciones Eq. (1.167) son locales y se les suele llamar transformaciones
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de norma.
Ahora, definamos U = e−iχ, entonces Eq. (1.167) se puede escribir como
~A′ = U−1
(
~A+ i~∇
)
U, φ′ = U−1
(
φ− i1
c
∂
∂t
)
U. (1.169)
Esto es interesantes pues el conjunto de todas las funciones
U = e−iχ, (1.170)
forman un c´ırculo de taman˜o unitario y cumple las propiedades algebraica del
grupo llamado U(1) [16]. Por lo que, se dice que el grupo de norma de la elec-
trodina´mica es U(1).
El resto de las ecuaciones de Maxwell, la ley de Gauss Eq. (1.1) y la ley
de Ampe´re Eq. (1.4), nos dan la dina´mica de los campos φ y ~A. En efecto, si
sustituimos Eq. (1.166) en Eqs. (1.1,1.4) se obtiene
−∇2φ− 1
c
∂ ~∇ · ~A
∂t
= 4πρ, (1.171)
~∇×
(
~∇× ~A
)
=
4π
c
~J − 1
c
(
~∇∂φ
∂t
+
1
c
∂2
∂t2
~A
)
. (1.172)
Ocupamos la identidad Eq. (1.152) se encuentra
∇2φ− 1
c
∂ ~∇ · ~A
∂t
= −4πρ, (1.173)(
∇2 − 1
c2
∂2
∂t2
)
~A+ ~∇
(
~∇ · ~A + 1
c
∂φ
∂t
)
= −4π
c
~J. (1.174)
Debido a que los campos de norma φ y ~A no son u´nicos, para trabajar con estos
debemos elegir un par de ellos de un nu´mero infinito de posibilidades. Para
hacer esto se suele imponer condiciones sobre los campos de norma, una de las
condiciones ma´s recurridas es la norma de Lorentz que pide que se cumpla la
condicio´n
~∇ · ~A+ 1
c
∂φ
∂t
= 0. (1.175)
En este caso Eqs. (1.173-1.174) toman la forma(
∇2 − 1
c2
∂2
∂t2
)
φ = −4πρ, (1.176)(
∇2 − 1
c2
∂2
∂t2
)
~A = −4π
c
~J. (1.177)
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Que son ecuaciones de onda con fuentes.
Otra condicio´n de norma que se puede ocupar es la llamada condicio´n de
Coulomb
~∇ · ~A = 0. (1.178)
En este caso las Eqs.(1.173)-(1.174) toman la forma
∇2φ = −4πρ, (1.179)(
∇2 − 1
c2
∂2
∂t2
)
~A = −4π
c
~J +
1
c
~∇∂φ
∂t
. (1.180)
Un estudio ma´s detallado sobre las posibles condiciones de norma de la elec-
trodina´mica se puede ver en [16].
1.12. Representacio´n compleja de las ecuacio-
nes de Maxwell
Cuando no hay fuentes, ρ = 0 y ~J = 0, las ecuaciones de Maxwell toman
la forma
~∇ · ~E = 0, (1.181)
~∇× ~E = −1
c
∂ ~B
∂t
, (1.182)
~∇ · ~B = 0, (1.183)
~∇× ~B = 1
c
∂ ~E
∂t
. (1.184)
En este caso podemos definir el vector ~E = ~E + i ~B, donde i2 = −1. Por lo que
las ecuaciones de Maxwell se pueden escribir como
~∇ · ~E = 0, ~∇× ~E = i
c
∂ ~E
∂t
. (1.185)
Claramente estas ecuaciones son invariantes bajo la transformacio´n
~E → ~E ′ =
(
~E ′ + i ~B′
)
= eiα~E , α = constante. (1.186)
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Esta transformacio´n expl´ıcitamente toma la forma
~E ′ =
(
~E ′ + i ~B′
)
= eiα~E = ( ~E cosα− ~B sinα) + i( ~B cosα + ~E sinα),
que se puede expresar como(
~E ′
~B′
)
=
(
cosα − sinα
sinα cosα
)(
~E ′
~B′
)
. (1.187)
Si hay fuentes, las ecuaciones de Maxwell no son invariantes bajo estas trans-
formaciones. Para mantener esta invariancia, en 1931 P. A. M Dirac propuso la
existencia de cargas y corrientes magne´ticas. En este caso se pueden proponer
la ecuaciones de Maxwell generalizadas:
~∇ · ~E = 4πρe, (1.188)
~∇× ~E = −
(
4π
c
~Jm +
1
c
∂ ~B
∂t
)
, (1.189)
~∇ · ~B = 4πρm, (1.190)
~∇× ~B = 4π
c
~Je +
1
c
∂ ~E
∂t
. (1.191)
Definamos ρ = ρe + iρm y ~J = ~Je + i ~Jm, entonces las ecuaciones de Maxwell
con monopolos magne´ticos toman la forma
~∇ · ~E = 4πρ, ~∇× ~E = i
(
4π
c
~J+
1
c
∂ ~E
∂t
)
. (1.192)
Estas ecuaciones de Maxwell son invariantes bajo las transformaciones
~E → eiα~E = ( ~E cosα− ~B sinα) + i( ~B cosα+ ~E sinα), (1.193)
ρ → eiαρ = (ρe cosα− ρm sinα) + i(ρm cosα + ρe sinα), (1.194)
~J → eiα~J = ( ~Je cosα− ~Jm sinα) + i( ~Jm cosα + ~Je sinα).(1.195)
La fuerza de Lorentz con monopolos magne´ticos toma la forma
~F = qe ~E + qm ~B +
qe
c
~v × ~B − qm
c
~v × ~E. (1.196)
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1.13. Otros resultados de ca´lculo vectorial
Antes de finalizar este cap´ıtulo veamos otros resultados de ca´lculo vectorial
que ocuparemos posteriormente.
Ahora, demostraremos los siguientes lemas.
Lema de Gauss: Si ~B es un campo vectorial suave sobre una regio´n de
volumen V y frontera ∂V, se cumple∫
V
(
~∇× ~B
)
dv =
∮
∂V
(
d~a× ~B
)
. (1.197)
Para probar esta afirmacio´n ocuparemos el teorema de Gauss Eq. (1.6), el
cual es es va´lido para cualquier campo vectorial suave ~F . En particular, si
~F = ~B × ~C, el teorema de Gauss Eq. (1.6) implica∫
V
~∇ ·
(
~B × ~C
)
dv =
∮
∂V
(
~B × ~C
)
· nˆda. (1.198)
Adema´s ocupando la identidad del triple producto escalar Eq. (1.87) se tiene∮
∂V
(
~B × ~C
)
· nˆda =
∮
∂V
(
nˆ× ~B
)
· ~Cda. (1.199)
Para el caso en que ~C es un vector constante, se encuentra∮
∂V
(
~B × ~C
)
· nˆda = ~C ·
∮
∂V
(
nˆ× ~B
)
da. (1.200)
Adema´s, si ~C es constante, se cumple
~∇ ·
(
~B × ~C
)
= ∂i
(
~B × ~C
)
i
= ∂i(ǫijkBjCk) = Ckǫijk∂iBj
= Ckǫkij∂iBj = ~C ·
(
~∇× ~B
)
.
Por lo tanto, si ~C es constante∫
V
~∇ ·
(
~B × ~C
)
dv = ~C ·
∫
V
dv
(
~∇× ~B
)
. (1.201)
As´ı, igualando Eq. (1.198) con Eq. (1.201) para el caso ~C constante se llega
~C ·
∫
V
(
~∇× ~B
)
dv = ~C ·
∮
∂V
(
d~a× ~B
)
,
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es decir
~C ·
[ ∫
V
(
~∇× ~B
)
dv −
∮
∂V
(
d~a× ~B
)]
= 0.
Esta igualdad es va´lida para cualquier vector ~C constante, por lo tanto se debe
cumplir Eq. (1.197), que es el llamado lema de Gauss.
Lema de Stokes: Si φ es un campo escalar que toma valores sobre una
superficie S cuya frontera es Γ, entonces∫
S
(
nˆ× ~∇φ
)
da =
∮
Γ
φd~l. (1.202)
Probemos esta igualdad, supongamos que ~A es un vector constant, entonces
de (1.92) se llega a
~∇× (φ ~A) = (~∇φ× ~A).
Ocupando este resultado y la identidad del triple producto escalar Eq. (1.87),
se encuentra∫
S
(
~∇×
(
φ ~A
))
· nˆda =
∫
S
(
~∇φ× ~A
)
· nˆda =
∫
S
(
nˆ× ~∇φ
)
· ~Ada
= ~A ·
∫
S
(
nˆ× ~∇φ
)
da. (1.203)
Adema´s, de acuerdo al teorema de Stokes Eq. (1.7), se llega a∫
S
(
~∇×
(
φ ~A
))
· nˆda =
∮
Γ
(
φ ~A
)
· d~l = ~A ·
∮
Γ
φd~l. (1.204)
Por lo tanto, igualando Eq. (1.203) con Eq. (1.204) se tiene
~A ·
∫
S
(
nˆ× ~∇φ
)
da = ~A ·
∮
Γ
φd~l.
Como ~A es un vector arbitrario constante, se cumple el lema de Stokes Eq.
(1.202).
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Cap´ıtulo 2
Operadores en Coordenadas
Curvil´ıneas
En este cap´ıtulo veremos la expresio´n de los operadores gradiente, Lapla-
ciano y rotacional en te´rminos de coordenadas curvil´ıneas. Primero recorda-
remos algunos resultados de ca´lculo vectorial en coordenadas cartesianas y
despue´s veremos el caso general en coordenadas curvil´ıneas.
2.1. Interpretacio´n geome´trica de operaciones
vectoriales
Supongamos que tenemos los vectores ~A y ~B con magnitudes A y B. Re-
cordemos que cualquiera dos vectores los podemos poner en un plano, por lo
que, sin perdida de generalidad, podemos tomar ~A = A(cos θ1, sin θ1), ~B =
B(cos θ2, sin θ2). Entonces,
~A · ~B = AB(cos θ1 cos θ2 + sin θ1 sin θ2) = AB cos(θ1 − θ2).
Es decir, como θ = θ1 − θ2 es el a´ngulo entre los vectores ~A y ~B, se tiene
~A · ~B = AB cos θ. (2.1)
Tambie´n recordemos que dados los vectores ~A y ~B, siempre se puede construir
un paralelogramo. El a´rea de un paralelogramos es simplemente el producto
de la base por la altura h, en este caso es [17]
a = hA = AB sin θ.
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Esta cantidad se puede relacionar con ~A× ~B. Primero notemos que ocupando
el triple producto escalar Eq. (1.87), el triple producto vectorial Eq. (1.118) y
el producto escalar Eq. (2.1), se encuentra(
~A× ~B
)2
=
(
~A× ~B
)
·
(
~A× ~B
)
= ~B ·
((
~A× ~B
)
× ~A
)
= − ~B ·
(
~A×
(
~A× ~B
))
= − ~B ·
(
~A
(
~A · B
)
− A2 ~B
)
= A2B2 −
(
~A · B
)2
= A2B2 − A2B2 cos2 θ
= A2B2 sin2 θ = a2.
Entonces, el a´rea del paralelogramo que forman ~A y ~B esta´ dada por
a = AB sin θ = | ~A× ~B|.
Por esta razo´n a ~A× ~B se le suele llamar vector a´rea. Note que este vector es
normal al paralelogramo.
Otro resultado que es conveniente tener presente es que si tenemos tres
vectores ~A, ~B, ~C con ellos podemos formar un paralelep´ıpedo. El volumen de
un paralelep´ıpedo esta´ dado por el producto de la altura con el a´rea de su base
[17]
V = ha.
Donde h = C cos γ, con γ el a´ngulo que hace ~C con la normal de la base del
paralelep´ıpedo, es decir con ~A× ~B. Adema´s, a = | ~A× ~B|, de donde
V = C cos γ| ~A× ~B| =
∣∣∣ ~C · ( ~A× ~B) ∣∣∣.
2.2. Operadores en coordenadas cartesianas
Un vector tridimensional ~r = (x, y, z) se puede escribir en diferentes coor-
denadas. En la base Euclidiana tenemos
~r = xˆi+ yjˆ + zkˆ, (2.2)
con
iˆ = (1, 0, 0), jˆ = (0, 1, 0), kˆ = (0, 0, 1). (2.3)
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Para estos vectores el producto escalar es
iˆ · iˆ = jˆ · jˆ = kˆ · kˆ = 1,
iˆ · jˆ = kˆ · iˆ = jˆ · kˆ = 0.
Otro vector que se puede construir es
d~r = dxˆi+ dyjˆ + dzkˆ, (2.4)
que nos da el elemento de l´ınea
ds2 = d~r · d~r = dx2 + dy2 + dz2. (2.5)
Note que la energ´ıa cine´tica esta´ dada por
T =
m
2
(
ds
dt
)2
=
m
2
d~r
dt
· d~r
dt
=
m
2
(
x˙2 + y˙2 + z˙2
)
.
En esta base se tiene los productos vectoriales
iˆ× jˆ = kˆ, kˆ × iˆ = jˆ, jˆ × kˆ = iˆ.
As´ı, se pueden plantear los elementos de a´rea
d~axy = d~rx × d~ry =
(
dxˆi× dyjˆ
)
= dxdykˆ,
d~ayz = d~ry × d~rz =
(
dyjˆ × dzkˆ
)
= dydziˆ,
d~azx = d~rz × d~rx =
(
dzkˆ × dxˆi
)
= dzdxjˆ,
que forman el vector
d~a = dydziˆ+ dzdxjˆ + dxdykˆ. (2.6)
Mientras que el elemento de volumen se plantea como
dV = d~rz · (d~rx × d~ry) = dxdydz. (2.7)
En este caso el operador gradiente es
~∇φ = ∂φ
∂x
iˆ+
∂φ
∂y
jˆ +
∂φ
∂z
kˆ. (2.8)
Por lo que un elemento de φ se puede escribir como
dφ =
∂φ
∂x
dx+
∂φ
∂y
dy +
∂φ
∂z
dz = ~∇φ · d~r. (2.9)
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Adema´s, la divergencia es
~∇ · ~A = ∂Ax
∂x
+
∂Ay
∂y
+
∂Az
∂z
, (2.10)
tomando el caso ~A = ~∇φ se obtiene el Laplaciano:
~∇ · ~∇φ = ∇2φ = ∂
2φ
∂x2
+
∂2φ
∂y2
+
∂2φ
∂z2
. (2.11)
Mientras que el rotacional es
~∇× ~A =
(
∂Az
∂y
− ∂Ay
∂z
)
iˆ+
(
∂Ax
∂z
− ∂Az
∂x
)
jˆ +
(
∂Ay
∂x
− ∂Ax
∂y
)
kˆ. (2.12)
Estos resultados los ocuparemos para construir la versio´n del gradiente, diver-
gencia, Laplaciano y rotacional en coordenadas curvil´ıneas.
2.2.1. Coordenadas esfe´ricas
Antes de estudiar las coordenadas curvil´ıneas en general veremos dos casos
particulares.
Primero veamos las coordenadas esfe´ricas:
x = r cosϕ sin θ, y = r sinϕ sin θ, z = r cos θ, (2.13)
es decir
~r = r(cosϕ sin θ, sinϕ sin θ, cos θ)
= r(cosϕ sin θiˆ+ sinϕ sin θjˆ + cos θkˆ). (2.14)
As´ı,
d~r = eˆrdr + reˆθdθ + r sin θeˆϕdϕ, (2.15)
con
eˆr = (cosϕ sin θ, sinϕ sin θ, cos θ)
= cosϕ sin θiˆ+ sinϕ sin θjˆ + cos θkˆ, (2.16)
eˆθ =
∂eˆr
∂θ
= (cosϕ cos θ, sinϕ cos θ,− sin θ),
= cosϕ cos θiˆ+ sinϕ cos θjˆ +− sin θkˆ, (2.17)
eˆϕ =
1
sin θ
∂eˆr
∂ϕ
= (− sinϕ, cosϕ)
= − sinϕiˆ+ cosϕjˆ. (2.18)
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Los vectores eˆr, eˆθ, eˆϕ cumplen
eˆr · eˆr = eˆθ · eˆθ = eˆϕ · eˆϕ = 1, (2.19)
eˆr · eˆϕ = eˆr · eˆθ = eˆϕ · eˆθ = 0, (2.20)
por lo que forman una base ortonormal.
Esto implica que el elemento de l´ınea toma la forma
ds2 = d~r · d~r = dr2 + r2dθ2 + r2 sin2 θdϕ2
= dr2 + r2
(
dθ2 + sin2 θdϕ2
)
, (2.21)
mientras que la energ´ıa cine´tica es
T =
m
2
(
ds
dt
)2
=
m
2
(
r˙2 + r2
(
θ˙2 + sin2 θϕ˙2
))
. (2.22)
Con el producto vectorial se tiene
eˆr × eˆθ = eˆϕ, eˆϕ × eˆr = eˆθ, eˆθ × eˆϕ = eˆr. (2.23)
Por lo que los elementos de a´rea son
d~arθ = d~rr × d~rθ = (eˆrdr × reˆθdθ) = rdrdθeˆϕ, (2.24)
d~aϕr = d~rϕ × d~rr = (r sin θeˆϕdϕ× eˆrdr) = r sin θdrdϕeˆθ, (2.25)
d~aθϕ = d~rθ × d~rϕ = (reˆθdθ × r sin θeˆϕdϕ) = r2 sin θdθdϕeˆr, (2.26)
que forman el vector
d~a = r2 sin θdθdϕeˆr + r sin θdrdϕeˆθ + rdrdθeˆϕ. (2.27)
Para este caso el elemento de volumen es
dV = d~rr · (d~rθ × d~rϕ) = r2 sin θdrdθdϕ = r2drdΩ, dΩ = sin θdθdϕ, (2.28)
a dΩ se le llama elemento de a´ngulo so´lido.
Adema´s ocupando Eqs. (2.16)-(2.18) se encuentra
iˆ = cosϕ sin θeˆr + cosϕ cos θeˆθ − sinϕeˆϕ, (2.29)
jˆ = sinϕ sin θeˆr + sinϕ cos θeˆθ + cosϕeˆϕ, (2.30)
kˆ = cos θeˆr − sin θeˆθ. (2.31)
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2.2.2. Coordenadas cil´ındricas
Ahora veamos la transformacio´n de coordenadas cil´ındricas
x = ρ cosϕ, y = ρ sinϕ, z = z, (2.32)
es decir,
~r = (ρ cosϕ, ρ sinϕ, z)
= ρ cosϕiˆ+ ρ sinϕjˆ + zkˆ. (2.33)
De donde,
d~r = eˆρdρ+ ρeˆϕdϕ+ eˆzdz, (2.34)
con
eˆρ = (cosϕ, sinϕ, 0) = cosϕiˆ+ sinϕjˆ, (2.35)
eˆϕ =
∂eˆρ
∂ϕ
= (− sinϕ, cosϕ, 0) = − sinϕiˆ+ cosϕkˆ, (2.36)
eˆz = (0, 0, 1) = kˆ. (2.37)
Estos vectores son ortonormales, pues cumplen
eˆρ · eˆρ = eˆϕ · eˆϕ = eˆz · eˆz = 1, (2.38)
eˆρ · eˆϕ = eˆρ · eˆz = eˆϕ · eˆz = 0, (2.39)
que implica
ds2 = d~r · d~r = dρ2 + ρ2dϕ2 + dz2. (2.40)
As´ı, la energ´ıa cine´tica toma la forma
T =
m
2
(
ds
dt
)2
=
m
2
(
ρ˙2 + ρ2ϕ˙2 + z˙2
)
. (2.41)
Con el producto vectorial tenemos
eˆϕ × eˆz = eˆρ, eˆρ × eˆϕ = eˆz, eˆz × eˆρ = eˆϕ. (2.42)
Por lo que los elementos de a´rea son
d~aρϕ = d~rρ × d~rϕ = ρdρdϕeˆz,
d~azρ = d~rz × d~rρ = dzdρeˆϕ,
d~aϕz = d~rϕ × d~rz = ρdϕdzeˆϕ,
que definen el vector elemento a´rea
d~a = ρdϕdzeˆρ + dzdρeˆϕ + ρdρdϕeˆz. (2.43)
Mientras que el elemento de volumen esta´ dado por
dV = d~rz · (d~rρ × d~rϕ) = ρdρdϕdz. (2.44)
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2.3. Coordenadas curvil´ıneas ortogonales
Ya hemos practicado suficiente, ahora veamos el caso general. Supongamos
que tenemos el cambio de coordenadas
x = f1 (u1, u2, u3) , y = f2 (u1, u2, u3) , z = f3 (u1, u2, u3) , (2.45)
es decir
~r = (f1 (u1, u2, u3) , f2 (u1, u2, u3) , f3 (u1, u2, u3)) . (2.46)
De donde,
d~r = h1eˆ1du
1 + h2eˆ2du
2 + h2eˆ3du
3, (2.47)
con
eˆ1 =
1
h1
∂~r
∂u1
, eˆ2 =
1
h2
∂~r
∂u2
, eˆ3 =
1
h3
∂~r
∂u3
, (2.48)
h1 =
∣∣∣ ∂~r
∂u1
∣∣∣, h2 = ∣∣∣ ∂~r
∂u2
∣∣∣, h3 = ∣∣∣ ∂~r
∂u3
∣∣∣. (2.49)
Claramente los vectores eˆ1, eˆ2, eˆ3 son unitarios. Supondremos que la base eˆ1, eˆ2, eˆ3
forma una base ortonormal
eˆ1 · eˆ1 = eˆ2 · eˆ2 = eˆ3 · eˆ3 = 1, (2.50)
eˆ1 · eˆ2 = eˆ1 · eˆ3 = eˆ2 · eˆ3 = 0. (2.51)
Esto implica que el elemento de l´ınea
ds2 = d~r · d~r = (h1)2 (du1)2 + (h2)2 (du2)2 + (h3)2 (du3)2 , (2.52)
por lo que la energ´ıa cine´tica toma forma
T =
m
2
(
ds
dt
)2
=
m
2
(
(h1)
2 u˙21 + (h2)
2 u˙22 + (h3)
2 u˙23
)
. (2.53)
Tambie´n supondremos que eˆ1, eˆ2, eˆ3 forman una base derecha, es decir
eˆ1 × eˆ2 = eˆ3, eˆ2 × eˆ3 = eˆ1, eˆ3 × eˆ1 = eˆ2, (2.54)
que implica los elementos de a´rea
d~a12 = d~r1 × d~r2 = h1h2 (eˆ1 × eˆ2) du1du2 = h1h2du1du2eˆ3, (2.55)
d~a23 = d~r2 × d~r3 = h2h3 (eˆ2 × eˆ3) du2du3 = h2h3du2du3eˆ1, (2.56)
d~a31 = d~r1 × d~r2 = h3h1 (eˆ3 × eˆ1) du3du1 = h3h1du3du1eˆ2, (2.57)
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con el cual se forma el vector
d~a = h2h3du
2du3eˆ1 + h3h1du
3du1eˆ2 + h1h2du
1du2eˆ3. (2.58)
Adema´s, el elemento de volumen esta´ dado por
dV = d~r1 · (d~r2 × ~r3·) = h1du(1)eˆ1 ·
(
h2du
(2)eˆ2 × h3du(3)eˆ3
)
= h1h2h3du
(1)du(2)du(3). (2.59)
Estas cantidades son de gran utilidad para construir operadores diferenciales
en coordenadas curvil´ıneas.
2.3.1. Gradiente en coordenadas curvil´ıneas
Como eˆ1, eˆ2, eˆ3 forma una base, cualquier vector ~A se puede escribir en
te´rminos de ella, es decir,
~A = A1eˆ1 + Aeˆ2 + A3eˆ3. (2.60)
En particular, el gradiente se debe escribir como
~∇φ = (∇φ)1 eˆ1 + (∇φ)2 eˆ2 + (∇φ)3 eˆ3. (2.61)
De donde, considerando Eq. (2.9), se tiene
dφ = ~∇φ · d~r
=
[
(∇φ)1 eˆ1 + (∇φ)2 eˆ2 + (∇φ)3 eˆ3
]
·
[
h1eˆ1du
1 + h2eˆ2du
2 + h2eˆ3du
3
]
= (∇φ)1 h1du1 + (∇φ)2 h2du2 + (∇φ)3 h3du3. (2.62)
Esta cantidad tiene el mismo valor independientemente de las coordenadas en
que se calcule. Adema´s en las variables u1, u2, u3 se encuentra
dφ(u1, u2, u3) =
∂φ
∂u1
du1 +
∂φ
∂u2
du2 +
∂φ
∂u3
du3. (2.63)
Por lo tanto, como las variables u1, u2, u3 son idependientes, igualando Eq.
(2.63) con Eq. (2.62) se llega a
(∇φ)1 h1 =
∂φ
∂u1
, (∇φ)2 h2 =
∂φ
∂u2
, (∇φ)3 h3 =
∂φ
∂u3
, (2.64)
es decir,
(∇φ)1 =
1
h1
∂φ
∂u1
, (∇φ)2 =
1
h2
∂φ
∂u2
, (∇φ)3 =
1
h3
∂φ
∂u3
. (2.65)
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As´ı, el gradiente en coordenadas curvil´ıneas es
~∇φ = 1
h1
∂φ
∂u1
eˆ1 +
1
h2
∂φ
∂u2
eˆ1 +
1
h3
∂φ
∂u3
eˆ3. (2.66)
En particular el gradiente en coordenadas esfe´ricas es
~∇φ = ∂φ
∂r
eˆr +
1
r
∂φ
∂θ
eˆθ +
1
r sin θ
∂φ
∂ϕ
eˆϕ. (2.67)
Mientras que en coordenadas cil´ındricas tenemos
~∇φ = ∂φ
∂ρ
eˆρ +
1
ρ
∂φ
∂ϕ
eˆϕ +
∂φ
∂z
eˆz. (2.68)
2.3.2. Divergencia en coordenadas curvil´ıneas
Para obtener la divergencia en coordenadas curvil´ıneas ocuparemos el teo-
rema de Gauss Eq. (1.6). Note que usando los elementos de a´rea Eq. (2.6) y
volumen Eq. (2.7) en coordenadas cartesianas, este teorema se puede escribir
como∫
V
(
∂Ax
∂x
+
∂Ay
∂y
+
∂Az
∂z
)
dxdydz =
∮
∂V
(Axdydz + Aydzdx+ Azdxdy) . (2.69)
Con el elemento de volumen Eq. (2.59) en coordenadas curvil´ıneas se tiene∫
V
~∇ · ~Adv =
∫
V
(
~∇ · ~A
)
c
h1h2h3du
(1)du(2)du(3). (2.70)
Mientras que ocupando ~A y el elemento de a´rea en coordenadas curvil´ıneas,
Eq. (2.60) y Eq. (2.58), se encuentra∮
∂V
~A · d~a =
∮
∂V
[
A1eˆ1 + A2eˆ2 + A3eˆ3
]
·[
h2h3eˆ1du
(2)du(3) + h3h1eˆ2du
(3)du(1) + h1h2eˆ3du
(1)du(2)
]
=
∮
∂V
[
A1h3h1du
(3)du(2) + A2h3h1du
(3)du(1) + A3h1h2du
(1)du(2)
]
.
Por lo tanto, definiendo
A˜x = A1h2h3, A˜y = A2h3h1, A˜z = A3h1h2,
dx˜ = du(1), dy˜ = du(2), dz˜ = du(3).
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y considerando la igualdad Eq. (2.69) se llega a∮
∂V
~A · d~a =
∮
∂V
[
A˜xz˜dy˜ + A˜ydz˜dx˜+ A˜zdx˜dy˜.
]
=
∫
V
(
∂A˜x
∂x˜
+
∂A˜y
∂y˜
+
∂A˜z
∂z˜
)
dx˜dy˜dz˜,
=
∫
V
du(1)du(2)du(3)
(
∂(A1h2h3)
∂u(1)
+
∂(A2h3h1)
∂u(2)
+
∂(A3h1h2)
∂u(3)
)
. (2.71)
As´ı, igualando Eq. (2.70) con Eq. (2.71) se llega a
(
~∇ · ~A
)
c
h1h2h3 =
(
∂(A1h2h3)
∂u(1)
+
∂(A2h3h1)
∂u(2)
+
∂(A3h1h2)
∂u(3)
)
, (2.72)
es decir(
~∇ · ~A
)
c
=
1
h1h2h3
(
∂(A1h2h3)
∂u(1)
+
∂(A2h3h1)
∂u(2)
+
∂(A3h1h2)
∂u(3)
)
. (2.73)
Esta es la expresio´n de la divergencia en coordenadas curvil´ıneas. Para coor-
denadas esfe´ricas obtenemos
~∇ · ~A = 1
r2
∂
∂r
(
r2Ar
)
+
1
r sin θ
∂(sin θAθ)
∂θ
+
1
r sin θ
∂Aϕ
∂ϕ
. (2.74)
Mientras que en coordenadas cil´ındricas se llega a
~∇ · ~A = 1
ρ
∂
∂ρ
(ρAρ) +
1
ρ
∂Aϕ
∂ϕ
+
∂Az
∂z
. (2.75)
2.3.3. Laplaciano en coordenadas curvil´ıneas
La expresio´n Eq. (2.73) es va´lida para cualquier campo vectorial ~A, en
particular si es el gradiente de un campo escalar φ :
~A = ~∇φ = 1
h1
∂φ
∂u1
eˆ1 +
1
h2
∂φ
∂u2
eˆ1 +
1
h3
∂φ
∂u3
eˆ3. (2.76)
En este caso ~∇ · ~A = ∇2φ, de donde
∇2φ = 1
h1h2h3
(
∂
∂u(1)
(
h2h3
h1
∂φ
∂u(1)
)
+
∂
∂u(2)
(
h3h1
h2
∂φ
∂u(2)
)
+
∂
∂u(3)
(
h1h2
h3
∂φ
∂u(3)
))
.
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Para coordenadas esfe´ricas se tiene
∇2φ = 1
r2
∂
∂r
(
r2
∂
∂r
φ
)
+
1
r2 sin θ
∂
∂θ
(
sin θ
∂φ
∂θ
)
+
1
r2 sin2 θ
∂2φ
∂ϕ2
, (2.77)
tambie´n se puede ocupar
1
r2
∂
∂r
(
r2
∂
∂r
φ
)
=
1
r
∂2
∂r2
(rφ). (2.78)
Mientras que en coordenadas cil´ındricas se encuentra
∇2φ = 1
ρ
∂
∂ρ
(
ρ
∂φ
∂ρ
)
+
1
ρ2
∂2φ
∂ϕ2
+
∂2φ
∂z2
. (2.79)
2.3.4. Rotacional en coordenadas curvil´ıneas
El rotacional es un vector, por lo que se debe poder escribir de la forma(
~∇× ~A
)
=
(
~∇× ~A
)
1
eˆ1 +
(
~∇× ~A
)
2
eˆ2 +
(
~∇× ~A
)
3
eˆ3. (2.80)
Para encontrar los coeficientes
(
~∇× ~A
)
i
, notemos que el teorema de Stokes
Eq. (1.7) en coordenadas cartesianas toma la forma∫
S
(
~∇× ~A
)
· d~a =
∫
S
[ (
~∇× ~A
)
x
dydz +
(
~∇× ~A
)
y
dzdx
+
(
~∇× ~A
)
z
dxdy
]
=
∫
S
[(
∂Az
∂y
− ∂Ay
∂z
)
dydz +
(
∂Ax
∂z
− ∂Az
∂x
)
dxdy +(
∂Ay
∂x
− ∂Ax
∂y
)
dxdy
]
=
∫
∂S
~A · d~r =
∫
∂S
(Ax, Ay, Az) · (dx, dy, dz)
=
∫
∂S
(Axdx+ Aydy + Azdz). (2.81)
Ahora, considerando ~A y d~r en coordenadas generalizadas, Eq. (2.60) y Eq.
(2.47), tenemos∫
∂S
~A · d~r =
∫
∂S
(A1eˆ1 + A2eˆ2 + A3eˆ3) ·
(
h1eˆ1du
(1) + h2eˆ2du
(2) + h3eˆ3du
(3)
)
=
∫
∂S
(
A1h1du
(1) + A2h2du
(2) + A3h3du
(3)
)
.
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Por lo que definiendo
(A′x, A
′
y, A
′
z) = (A1h1, A2h2, A3h3), (dx
′, dy′, dz′) = (du(1), du(2), du(3))
y ocupando el teorema de Stokes Eq. (2.81), se llega a∫
∂S
~A · d~r =
∫
∂S
(
A′xdx
′ + A′ydy
′ + A′zdz
′)
=
∫
S
[(
∂A′z
∂y′
− ∂A
′
y
∂z′
)
dy′dz′ +
(
∂A′x
∂z′
− ∂A
′
z
∂x′
)
dx′dy′ +(
∂A′y
∂x′
− ∂A
′
x
∂y′
)
dx′dy′
]
=
∫
S
[(
∂(A3h3)
∂u(2)
− ∂(A2h2)
∂u(3)
)
du(2)du(3)
+
(
∂(A1h1)
∂u(3)
− ∂(A3h3)
∂u(1)
)
du(1)du(3)
+
(
∂(A2h2)
∂u(1)
− ∂(A1h1)
∂u(2)
)
du(1)du(2)
]
. (2.82)
Adema´s, usando el elemento de a´rea y
(
~∇× ~A
)
en coordenadas generalizadas,
Eq. (2.58) y Eq. (2.80), tenemos∫
S
(
~∇× ~A
)
· d~a =
∫
S
[(
~∇× ~A
)
1
eˆ1 +
(
~∇× ~A
)
2
eˆ2 +
(
~∇× ~A
)
3
eˆ3
]
·[
h2h3du
2du3eˆ1 + h3h1du
3du1eˆ2 + h1h2du
1du2eˆ3
]
=
∫
S
[(
~∇× ~A
)
1
h2h3du
2du3 +
(
~∇× ~A
)
2
h3h1du
3du1
+
(
~∇× ~A
)
3
h1h2du
1du2
]
, (2.83)
igualando Eq. (2.82) con Eq. (2.83) se obtiene
(
~∇× ~A
)
1
h2h3 =
(
∂(A3h3)
∂u(2)
− ∂(A2h2)
∂u(3)
)
,
(
~∇× ~A
)
2
h3h1 =
(
∂(A1h1)
∂u(3)
− ∂(A3h3)
∂u(1)
)
,
(
~∇× ~A
)
3
h1h2 =
(
∂(A2h2)
∂u(1)
− ∂(A1h1)
∂u(2)
)
. (2.84)
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Es decir,
(
~∇× ~A
)
1
=
1
h2h3
(
∂(A3h3)
∂u(2)
− ∂(A2h2)
∂u(3)
)
,
(
~∇× ~A
)
2
=
1
h3h1
(
∂(A1h1)
∂u(3)
− ∂(A3h3)
∂u(1)
)
,
(
~∇× ~A
)
3
=
1
h1h2
(
∂(A2h2)
∂u(1)
− ∂(A1h1)
∂u(2)
)
, (2.85)
que son las componentes del rotacional en coordenadas generalizadas.
En particular para coordenas esfe´ricas tenemos
~∇× ~A = 1
r sin θ
[
∂(sin θAϕ)
∂θ
− ∂ (rAθ)
∂ϕ
]
eˆr +
[
1
r sin θ
∂Ar
∂ϕ
− 1
r
∂(rAϕ)
∂ϕ
]
eˆθ +
1
r
[
∂(rAθ)
∂r
− ∂Ar
∂θ
]
eˆϕ. (2.86)
Mientras que en coordenadas cil´ındricas se llega a
~∇× ~A =
[
1
ρ
∂Az
∂ϕ
− ∂Aϕ
∂z
]
eˆρ +
[
∂Ar
∂z
− ∂Az
∂ρ
]
eˆϕ +
1
ρ
[
∂(ρAϕ)
∂ρ
− ∂Ar
∂ϕ
]
eˆz. (2.87)
2.4. Operador momento angular
Para obtener mayor pra´ctica en el manejo de vectores veamos el operador
~L = −i
(
~r × ~∇
)
. (2.88)
Este operador surge de manera natural en meca´nica cua´ntica, pero tambie´n
es importante en la teor´ıa del potencial, en el grupo de rotaciones y para el
estudio de las ondas electromagne´ticas.
En coordenadas cartesianas, usando Eq. (2.2) y Eq. (2.8), se encuentra
~L = Lˆxiˆ+ Lˆy jˆ + Lˆzkˆ
= −i
(
~r × ~∇
)
= −i
(
xˆi+ yjˆ + zkˆ
)
×
(
∂
∂x
iˆ+
∂
∂y
jˆ +
∂
∂z
kˆ
)
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= −i
[
x
∂
∂y
(
iˆ× jˆ
)
+ x
∂
∂z
(
iˆ× kˆ
)
+ y
∂
∂x
(
jˆ × iˆ
)
+ y
∂
∂z
(
jˆ × kˆ
)
+z
∂
∂x
(
kˆ × iˆ
)
+ z
∂
∂y
(
kˆ × jˆ
)]
= −i
[(
y
∂
∂z
− z ∂
∂y
)
iˆ+
(
z
∂
∂x
− x ∂
∂z
)
jˆ +
(
x
∂
∂y
− y ∂
∂x
)
kˆ
]
.
Por lo que,
Lˆx = −i
(
y
∂
∂z
− z ∂
∂y
)
, Lˆy = −i
(
z
∂
∂x
− x ∂
∂z
)
, Lˆz = −i
(
x
∂
∂y
− y ∂
∂x
)
. (2.89)
En coordenadas esfe´ricas, considerando Eq. (2.14) y Eq. (2.67), se llega a
~L = −i
(
~r × ~∇
)
= −i (reˆr)×
(
eˆr
∂
∂r
+ eˆθ
1
r
∂
∂θ
+ eˆϕ
1
r sin θ
∂
∂ϕ
)
= −i
(
(eˆr × eˆθ) ∂
∂θ
+ (eˆr × eˆϕ) 1
sin θ
∂
∂ϕ
)
= −i
(
eˆϕ
∂
∂θ
− eˆθ 1
sin θ
∂
∂ϕ
)
,
es decir
~L = −i
(
eˆϕ
∂
∂θ
− eˆθ 1
sin θ
∂
∂ϕ
)
. (2.90)
De esta expresio´n se puede obtener Lˆx, Lˆy, Lˆz en coordenadas esfe´ricas. En
efecto, utilizando Eqs. (2.16)-(2.18), en (2.90) se obtiene
~L = −i
[ (
− sinϕiˆ+ cosϕjˆ
) ∂
∂θ
− 1
sin θ
(
cos θ cosϕiˆ+ cos θ sinϕjˆ − sin θkˆ
) ∂
∂ϕ
]
= −i
[(
− sinϕ ∂
∂θ
− cos θ
sin θ
cosϕ
∂
∂ϕ
)
iˆ
+
(
cosϕ
∂
∂θ
− cos θ
sin θ
sinϕ
∂
∂ϕ
)
jˆ +
∂
∂ϕ
kˆ
]
,
por lo que,
Lˆx = i
(
sinϕ
∂
∂θ
+ cot θ cosϕ
∂
∂ϕ
)
, (2.91)
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Lˆy = −i
(
cosϕ
∂
∂θ
− cot θ sinϕ ∂
∂ϕ
)
, (2.92)
Lˆz = −i ∂
∂ϕ
. (2.93)
Un operador importante es
L2 = ~L · ~L = Lˆ2x + Lˆ2y + Lˆ2z. (2.94)
Este operador es ma´s sugerente en coordenadas esfe´ricas, usando Eq. (2.90) se
encuentra
Lˆ2 = ~L · ~L = −i
(
eˆϕ
∂
∂θ
− eˆθ 1
sin θ
∂
∂ϕ
)
· ~L
= −i
(
eˆϕ · ∂
~L
∂θ
− eˆθ
sin θ
· ∂
~L
∂ϕ
)
. (2.95)
Antes de continuar notemos que si ~A y ~B dependen de la variable u, entonces
∂
(
~A · ~B
)
∂u
=
∂ ~A
∂u
· ~B + ~A · ∂
~B
∂u
, (2.96)
adema´s de Eqs. (2.16)-(2.17) se llega a
∂eˆθ
∂ϕ
= (− cos θ sinϕ, cos θ cosϕ, 0) = cos θ(− sinϕ, cosϕ, 0) = cos θeˆϕ,
Tomando en cuenta esta dos ultimas igualdades, las expresiones Eqs. (2.90),
(2.16)-(2.18), se tiene
eˆϕ · ∂
~L
∂θ
=
∂
(
eˆϕ · ~L
)
∂θ
= −i ∂
2
∂θ2
(2.97)
eˆθ · ∂
~L
∂ϕ
=
∂
(
eˆθ · ~L
)
∂ϕ
− ∂ (eˆθ)
∂ϕ
· ~L = ∂
∂ϕ
(
i
1
sin θ
∂
∂ϕ
)
− cos θeˆϕ · ~L
= i
(
1
sin θ
∂2
∂ϕ2
+ cos θ
∂
∂θ
)
Sustituyendo estos resultado en Eq. (2.95) se consigue
Lˆ2 = −
(
∂2
∂θ2
+
cos θ
sin θ
∂
∂θ
+
1
sin2 θ
∂2
∂ϕ2
)
,
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adema´s utilizando la igualdad
1
sin θ
∂
∂θ
(
sin θ
∂
∂θ
)
=
∂2
∂θ2
+
cos θ
sin θ
∂
∂θ
(2.98)
se llega a
Lˆ2 = −
[
1
sin θ
∂
∂θ
(
sin θ
∂
∂θ
)
+
1
sin2 θ
∂2
∂ϕ2
]
. (2.99)
Note que con este resultado el Laplaciano en coordenadas esfe´ricas Eq. (2.78)
se puede escribir como
∇2φ = 1
r2
∂
∂r
(
r2
∂φ
∂r
)
− Lˆ
2φ
r2
. (2.100)
Esta versio´n del Laplaciano es de gran utilidad para resolver la ecuacio´n de
Laplace,∇2φ = 0, en coordenadas esfe´ricas. Este problema lo estudiaremos en
otro cap´ıtulo.
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Cap´ıtulo 3
El Factorial y la Funcio´n
Gamma
En este cap´ıtulo veremos una funcio´n que generaliza el factorial de un
nu´mero natural, que es la funcio´n Gamma. El estudio de este tema no es
exhaustivo pero es suficiente para resolver diferentes problemas interesantes.
3.1. Funcio´n Gamma
Dado un nu´mero natural, n, se define el factorial como
n! = n · (n− 1) · (n− 2) · · · 2 · 1. (3.1)
Tambie´n se puede definir un producto similar para los primeros n nu´meros
pares mediante
(2n)!! = (2n) · 2(n− 1) · 2(n− 2) · · · · 6 · 4 · 2, (3.2)
factorizando un 2 de cada te´rmino se encuentra
(2n)!! = 2n (n · (n− 1) · (n− 2) · · · 2 · 1) = 2nn!, (3.3)
es decir
(2n)!! = 2nn!. (3.4)
Adema´s, el producto de los primeros (n+ 1) nu´meros impares es
(2n+ 1)!! = (2n + 1) · (2n− 1) · (2n− 3) · · · · 5 · 3 · 1. (3.5)
56
Ahora, multiplicando y dividiendo este nu´mero por (2n)!! se encuentra
(2n+ 1)!! =
(2n+ 1) · (2n) · (2n− 1) · 2(n− 1) · · · (5) · (4) · (3) · (2) · (1)
(2n) · 2(n− 1) · · · (4) · (2)
=
(2n+ 1)!
(2n)!!
=
(2n+ 1)!
2nn!
,
es decir
(2n+ 1)!! =
(2n+ 1)!
2nn!
. (3.6)
Adicionalmente se puede definir el factorial para cualquier nu´mero real o
complejo. Para hacer esa definicio´n ocuparemos la funcio´n Gamma
Γ(z) =
∫ ∞
0
e−ttz−1dt, Re(z) > 0. (3.7)
Primero veamos dos valores de esta funcio´n. Notemos que si z = 1, se tiene
Γ(1) =
∫ ∞
0
e−tdt = −e−t
∣∣∣∞
0
= 1,
mientras que si z = 1
2
, con el cambio de variable u = t1/2, se encuentra
Γ
(
1
2
)
=
∫ ∞
0
e−tt−1/2dt = 2
∫ ∞
0
e−u
2
du =
∫ ∞
−∞
e−u
2
du
=
(∫ ∞
−∞
e−u
2
du
∫ ∞
−∞
e−v
2
dv
) 1
2
=
(∫ ∞
−∞
∫ ∞
−∞
dudve−(u
2+v2)
) 1
2
=
(∫ 2π
0
dϕ
∫ ∞
0
drre−r
2
)1/2
=
(
2π
(−)
2
∫ ∞
0
dr
de−r
2
dr
)1/2
=
√
π,
es decir,
Γ
(
1
2
)
=
√
π. (3.8)
La funcio´n Γ(z) tiene las mismas propiedades que el factorial, en efecto obser-
vemos que se cumple
e−ttz = ztz−1e−t − d
dt
(
e−ttz
)
, (3.9)
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que implica
Γ(z + 1) =
∫ ∞
0
e−ttzdt = z
∫ ∞
0
tz−1e−t = zΓ(z), (3.10)
es decir
Γ(z + 1) = zΓ(z). (3.11)
Usando de forma reiterada (3.11) se encuentra
Γ(z + 1) = zΓ(z) = z(z − 1)Γ(z − 1) = z(z − 1)(z − 2)Γ(z − 2)
= z(z − 1)(z − 2) · · · (z − k)Γ(z − k), Re(z − k) > 0.(3.12)
En particular si z es un natural, n, el ma´ximo valor que puede tomar k es
n− 1, por lo que
Γ(n+ 1) = n(n− 1)(n− 2) · · · (n− (n− 1))Γ(1) = n(n− 1)(n− 2) · · ·2 · 1
= n!,
entonces
Γ(n + 1) = n!. (3.13)
As´ı, para cualquier nu´mero complejo con Re(z−k) > 0, definiremos el factorial
como
z! = Γ(z + 1) = z(z − 1)(z − 2) · · · (z − k)Γ(z − k), Re(z − k) > 0. (3.14)
Por ejemplo, (
1
2
)
! = Γ
(
1
2
+ 1
)
=
1
2
Γ
(
1
2
)
=
√
π
2
. (3.15)
Si queremos saber cuanto vale
(
n+ 1
2
)
! debemos ocupar la definicio´n (3.14).
Para este caso es claro que el ma´ximo valor que puede tomar k es n, de donde(
n +
1
2
)
! =
(
n +
1
2
)(
n− 1
2
)(
n− 3
2
)
· · · ·
(
1
2
)
Γ
(
1
2
)
=
(2n+ 1)
2
(2n− 1)
2
(2n− 3)
2
· · · 1
2
√
π
=
√
π(2n+ 1)!!
2n+1
=
√
π(2n+ 1)!
22n+1n!
,
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por lo que (
n+
1
2
)
! =
√
π(2n+ 1)!
22n+1n!
.
De este resultado se tiene(
n− 1
2
)
! =
(
n− 1 + 1
2
)
! =
√
π(2(n− 1) + 1)!
22(n−1)+1(n− 1)! =
√
π(2n− 1)!
22n−1(n− 1)!
=
√
π(2n− 1)!(2n)
22n−1(n− 1)!(2n) =
√
π(2n)!
22nn!
,
de donde (
n− 1
2
)
! =
√
π(2n)!
22nn!
.
Tambie´n se puede calcular el factorial para nu´meros negativos, por ejemplo(−1
2
)
! = Γ
(
1− 1
2
)
= Γ
(
1
2
)
=
√
π. (3.16)
De hecho, ocupando que la ecuacio´n (3.11) implica
Γ(z) =
Γ(z + 1)
z
, (3.17)
se puede definir Γ(z) para nu´meros negativos. Por ejemplo, si z = −1
2
, se
encuentra
Γ
(
−1
2
)
=
Γ
(
1− 1
2
)(−1
2
) = −2Γ(1
2
)
= −2√π. (3.18)
Similarmente, si 0 < ǫ < 1, podemos definir
Γ(−ǫ) = Γ(1− ǫ)−ǫ . (3.19)
La parte derecha de esta igualdad tiene sentido pues (1 − ǫ) > 0, as´ı la parte
izquierda tiene sentido.
Ocupando de forma reiterada (3.17) se llega a
Γ(z) =
Γ(z + 1)
z
=
Γ(z + 2)
z(z + 1)
=
Γ(z + 3)
z(z + 1)(z + 2)
= · · · =
=
Γ(z + k)
z(z + 1)(z + 2)(z + 3) · · · (z + (k − 1)) . (3.20)
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Si z + k > 0 la parte derecha de esta igualdad tiene sentido, por lo tanto la
parte izquierda esta´ bien definida, au´n si z < 0. Por ejemplo, si z es de la
forma z = −n + ǫ, con n un natural y ǫ ∈ (0, 1), tomando k = n se cumple
z + k > 0 y la cantidad
Γ(z) = Γ(−n + ǫ)
=
Γ(ǫ)
(−n + ǫ)(−(n− 1) + ǫ)(−(n− 2) + ǫ) · · · (−1 + ǫ) (3.21)
esta´ bien definida.
Ahora, es claro que
l´ım
ǫ→0
(−n+ ǫ)(−(n− 1) + ǫ)(−(n− 2) + ǫ) · · · (−1 + ǫ) = (−)nn!. (3.22)
Mientras que de la integral (3.7) se tiene Γ(0+) =∞ y de (3.19) se encuentra
Γ(0−) = −∞. Por lo tanto, si n es un natural se cumple
Γ(−n±) = (−)n(±)∞, (3.23)
en ambos caso
1
Γ(−n) = 0. (3.24)
Existen ma´s propiedades de la funcio´n Γ(z), pero las que hemos visto nos
bastan para estudiar las funciones de Bessel.
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Cap´ıtulo 4
Repaso de Ecuaciones
Diferenciales Ordinarias
En este cap´ıtulo veremos una serie de resultado sobre ecuaciones diferen-
ciales que aplicaremos posteriormente.
4.1. Teorema de existencia y unicidad
El primer resultado es sobre la existencia y unicidad de las soluciones de
ecuaciones diferenciales de la forma
d2Y (x)
dx2
+ P (x)
dY (x)
dx
+Q(x)Y (x) = R(x). (4.1)
Si P (x), Q(x) y R(x) son funciones continuas en el intervalo [a, b] y x0 ∈ [a, b],
entonces existe una u´nica solucio´n de Eq. (4.1) que cumple las condiciones
iniciales
Y (x0) = a1,
dY (x)
dx
∣∣∣
x0
= a2, (4.2)
donde a1 y a2 son constantes. Este resultado lo usaremos sin demostrar, la
demostracio´n se puede ver en [18].
4.2. El Wronskiano
Un concepto de mucha utilidad en el estudio de la independencia de las
soluciones de las ecuaciones diferenciales es el Wronskiano. Supongamos que
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tenemos dos funciones f y g, el Wronskiano se define como
W (f, g)(x) =
∣∣∣∣ f gdf
dx
dg
dx
∣∣∣∣ (x) = f(x)dg(x)dx − df(x)dx g(x), (4.3)
note que
dW (f, g)(x)
dx
= f(x)
d2g(x)
dx2
− d
2f(x)
dx2
g(x). (4.4)
4.3. Independencia lineal
Ahora, si Y1(x) y Y2(x) son soluciones de la ecuacio´n diferencial
d2Y (x)
dx2
+ P (x)
dY (x)
dx
+Q(x)Y (x) = 0, (4.5)
es decir, si se cumple
d2Y1(x)
dx2
+ P (x)
dY1(x)
dx
+Q(x)Y1(x) = 0, (4.6)
d2Y2(x)
dx2
+ P (x)
dY2(x)
dx
+Q(x)Y2(x) = 0, (4.7)
se obtiene
Y2(x)
d2Y1(x)
dx2
+ P (x)Y2(x)
dY1(x)
dx
+Q(x)Y2(x)Y1(x) = 0, (4.8)
Y1(x)
d2Y2(x)
dx2
+ P (x)Y1(x)
dY2(x)
dx
+Q(x)Y1(x)Y2(x) = 0. (4.9)
Al restar estas ecuaciones se llega a
Y2(x)
d2Y1(x)
dx2
− Y2(x)dY1(x)
dx
+ P (x)
(
Y1(x)
dY1(x)
dx
− Y2(x)dY1(x)
dx
)
= 0,
esta u´ltima ecuacio´n se puede escribir como
dW (Y1, Y2)(x)
dx
+ P (x)W (Y1, Y2)(x) = 0, (4.10)
cuya solucio´n es
W (Y1, Y2)(x) = Ce
− ∫ P (x)dx, C = constante. (4.11)
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Como la funcio´n exponencial nunca se anula, si el Wronskiano es cero en un
punto, implica que C = 0. Por lo tanto, si el Wronskiano es cero en un punto,
es cero en cualquier otro punto. Claramente tambie´n es cierto que si el Wrons-
kiano es diferente de cero en un punto, es diferentes de cero en cualquier otro
punto. Adema´s, si el Wronskiano es diferente de cero no puede cambiar de
signo, pues de lo contrario tendr´ıa que pasar por cero.
Con el Wronskiano se puede obtener informacio´n sobre Y1(x) y Y2(x). En
efecto, si W (Y1, Y2)(x) = 0, entonces el sistema de ecuaciones lineales(
Y1(x) Y2(x)
dY1(x)
dx
dY2(x)
dx
)(
a1
a2
)
=
(
0
0
)
(4.12)
tiene solucio´n no trivial y las funciones Y1(x), Y2(x) son linealmente depen-
dientes. Ahora, si W (Y1, Y2)(x) 6= 0, la u´nica solucio´n a (4.12) es la trivial y
por lo tanto, Y1(x) y Y2(x) son linealmente independientes.
Supongamos que Y1(x) y Y2(x) son soluciones linealmente independien-
tes de Eq. (4.5), entonces podemos afirmar que estas funciones no se pue-
den anular en un mismo punto. Esto es verdad, pues si existe x0 tal que
Y1(x0) = Y2(x0) = 0, entonces W (Y1, Y2)(x0) = 0, que no puede ser posi-
ble pues Y1(x) y Y2(x) son linealmente independientes.
4.4. Los ceros de las soluciones
Diremos que a1 y a2 son ceros sucesivos de Y1(x), si para toda x en el in-
tervalo (a1, a2) se cumple Y1(x) 6= 0 y Y1(a1) = Y1(a2) = 0.
El Wronskiano nos da informacio´n sobre los puntos donde se anulan las
soluciones linealmente independientes de Eq. (4.5). En efecto, supongamos
que Y1(x) y Y2(x) son soluciones linealmente independientes de Eq. (4.5) y que
a1 y a2 son ceros sucesivos de Y1(x), entonces podemos afirmar que Y2(x) tiene
un cero en el intervalo (a1, a2). Para probar esta afirmacio´n, notemos que la
derivada de Y1(x) no puede tener el mismo signo en a1 y a2, adema´s
W (Y1, Y2)(a1) = −dY1(x)
dx
∣∣∣
a1
Y1(a1), (4.13)
W (Y1, Y2)(a2) = −dY1(x)
dx
∣∣∣
a2
Y1(a2). (4.14)
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Ahora como dY1(x)
dx
∣∣∣
a2
tiene signo diferente a dY1(x)
dx
∣∣∣
a1
y el Wronskiano no cam-
bia de signo, entonces Y2(a1) y Y2(a2) tienen signos diferentes. Como Y2(x)
es continua, existe un punto a3 ∈ (a1, a2) tal que Y2(a3) = 0, que es lo que
quer´ıamos demostrar.
De hecho, podemos afirmar que si Y1(x) y Y2(x) son soluciones linealmente
independientes de Eq. (4.5), Y2(x) tiene un u´nico cero entre dos ceros sucesivos
de Y1(x).
4.4.1. Forma normal
Para poder estudiar la ecuacio´n diferencial Eq. (4.5) en muchos caso es
mejor expresarla en una forma ma´s conveniente. Por ejemplo, supongamos que
Y (x) = u(x)v(x), de donde
dY (x)
dx
=
du(x)
dx
v(x) + u(x)
dv(x)
dx
, (4.15)
d2Y (x)
dx2
=
d2u(x)
dx2
v(x) + 2
du(x)
dx
dv(x)
dx
+ u(x)
d2v(x)
dx2
, (4.16)
por lo que Eq. (4.5) se puede escribir como
d2u(x)
dx2
v(x) +
(
2
dv(x)
dx
+ P (x)v(x)
)
du(x)
dx
+
(
d2v(x)
dx2
+ P (x)
dv(x)
dx
+Q(x)v(x)
)
u(x) = 0. (4.17)
Si pedimos que
2
dv(x)
dx
+ P (x)v(x) = 0, (4.18)
se obtiene,
dv(x)
dx
= −P (x)v(x)
2
,
d2v(x)
dx2
=
(
−1
2
dP (x)
dx
+
P 2(x)
4
)
v(x). (4.19)
Sustituyendo estos resultados en Eq. (4.17) se llega a
d2u(x)
dx2
+
(
Q(x)− P
2(x)
4
− 1
2
dP (x)
dx
)
u(x) = 0. (4.20)
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A esta ecuacio´n se le llama forma norma de Eq. (4.5). Note que la solucio´n de
Eq. (4.18) es
v(x) = ce−
1
2
∫
dxP (x), c = constante (4.21)
y esta funcio´n nunca se anula. As´ı la informacio´n de los ceros de Y (x) esta´ con-
tenida en u(x). Por lo tanto, para estudiar los ceros de las soluciones de Eq.
(4.5) es ma´s conveniente estudiar su forma normal (4.20) .
Notablemente la ecuacio´n normal Eq. (4.20) es un caso particular de
d2Y (x)
dx2
+ q(x)Y (x) = 0. (4.22)
Por lo tanto, para estudiar los ceros de las soluciones de la ecuacio´n diferencial
Eq. (4.5) basta estudiar los ceros de la ecuacio´n diferencial Eq. (4.22). Antes de
entrar en detalles formales observemos que Eq. (4.22) se puede escribir como
d2Y (x)
dx2
= −q(x)Y (x) (4.23)
que se puede ver como la segunda ley de Newton donde Y (x) representa la
posicio´n de una part´ıcula y q(x) una fuerza que cambia punto a punto.
Primero veamos un caso sencillo. Supongamos que q(x) = β, con β una
constante, en este caso Eq. (4.23) toma la forma
d2Y (x)
dx2
= −βY (x), (4.24)
que es la segunda ley de Newton con una fuerza constante centrada en el ori-
gen. Si β > 0, la fuerza es atractiva y una part´ıcula bajo su influencia pasa
una cantidad infinita de veces por el cero. Es decir, si β > 0 las soluciones de
Eq. (4.24) tienen un nu´mero infinito de ceros. Ahora, si β < 0 tenemos una
fuerza repulsiva y una part´ıcula bajo su influencia a lo ma´s puede pasar una
vez por el cero. Por lo tanto podemos, afirmar que, si β < 0 las soluciones de
Eq. (4.24) tienen a lo ma´s un cero.
Ahora veamos un caso ma´s general donde q(x) tiene signo definido. Prime-
ro supongamos que q(x) < 0 para cualquier x positiva. Entonces afirmamos
que la soluciones de Eq. (4.22) a lo ma´s tienen un cero. Para demostrar esta
afirmacio´n, primero notemos que, desde el punto de vista f´ısico Eq. (4.23) re-
presenta una part´ıcula bajo una fuerza repulsiva. Por lo que, si existe x0 tal
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que Y (x0) = 0, la part´ıcula no puede regresar a la posicio´n Y (x0) = 0. Por lo
tanto, si q(x) < 0 las soluciones de Eq. (4.22) a lo ma´s tienen un cero.
Si q(x) > 0, podemos afirmar que la soluciones de Eq. (4.22) tiene un
nu´mero infinito de ceros. Primero notemos que, desde el punto de vista f´ısi-
co, la ecuacio´n Eq. (4.23) representa una part´ıcula bajo una fuerza atractiva.
Supongamos que Y (x) es una solucio´n con un nu´mero finito de cero. Si α es
el ma´ximo de los ceros, entonces si x > α la posicio´n Y (x) debe tener signo
defindio. Ahora, como la fuerza es tractiva, la part´ıcula debe regresar de nuevo
a la posicio´n que ten´ıa en α, es decir debe regresar a cero. Esto implica que
debe existir x1 > α donde Y (x1) = 0. Por lo tanto, α no es el ma´ximo de los
ceros de Y (x) y esta funcio´n no puede tener un nu´mero finito de ceros.
Otra forma de mostrar esta afirmacio´n es la siguiente, como α es el ma´ximo
de los ceros de Y (x), entonces si x > α, la funcio´n Y (x) tiene signo definido.
De Eq. (4.23) se puede observar que si Y (x) > 0, entonces la segunda derivada
es negativa, lo que quiere decir que la taza de crecimiento disminuye, es decir
Y (x) decrece y eventualmente llega a cero. Que contradice el hecho de que α
sea el ma´ximo de los ceros de Y (x). Ahora si Y (x) < 0, entonces de Eq. (4.23)
se puede observar que la segunda derivada es positiva, lo que quiere decir que
la taza de crecimiento aumenta. Por lo tanto, Y (x) crece y eventualmente lle-
ga a cero. Esto contradice el hecho de que α sea el ma´ximo de los cero de Y (x).
Tambie´n podemos afirmar que en un intervalo cerrado y acotado las solu-
ciones de Eq. (4.23) so´lo pueden tener un nu´mero finito de ceros. Para probar
esta afirmacio´n recordemos el principio de Weierstrass, el cual no dice que una
sucesio´n acotada de nu´meros reales tiene una subsucesio´n convergente. Aho-
ra, supongamos que Y (x) es solucio´n no trivial de Eq. (4.23) y que tiene un
nu´mero infinito de ceros en el intervalo [a, b]. Con ese conjunto infinito de ce-
ros se puede formar una sucesio´n acotada. Por lo que existe una subsucesio´n,
{xi}∞i=0, de ceros de Y (x) que converge en un punto x0 de [a, b]. Como Y (x) es
continua, se debe cumplir Y (x0) = 0, adema´s
dY (x)
dx
∣∣∣
x0
= l´ım
i→∞
Y (xi)− Y (x0)
xi − x0 = l´ımi→∞
0− 0
xi − x0 = 0. (4.25)
As´ı, tenemos una solucio´n de Eq. (4.23) que cumple Y (x0) = 0,
dY (x)
dx
∣∣∣
x0
= 0,
por el teorema de unicidad, este resultado implica que Y (x) = 0. Esto es ab-
surdo, pues supusimos que Y (x) es una solucio´n no trivial de Eq. (4.23). As´ı,
en un intervalo cerrado y acotado las soluciones de Eq. (4.23) solo puede tener
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un nu´mero finito de ceros, que implica que los ceros de Y (x) deben formar un
conjunto numerable.
4.5. Teorema de comparacio´n de Sturm
Ahora, supongamos que q˜(x) < q(x) y que Y (x) y Y˜ (x) son soluciones de
las ecuaciones
d2Y (x)
dx2
+ q(x)Y (x) = 0, (4.26)
d2Y˜ (x)
dx2
+ q˜(x)Y˜ (x) = 0. (4.27)
Entonces se puede afirmar que Y (x) tiene un cero entre dos cero consecutivos
de Y˜ (x). A esta afirmacio´n se le llama el Teorema de Comparacio´n de
Sturm, para su demostracio´n ocuparemos el Wronskiano
W (Y, Y˜ )(x) = Y (x)
dY˜ (x)
dx
− dY (x)
dx
Y˜ (x). (4.28)
Se puede probar que considerando Eq. (4.26) y Eq. (4.27) se encuentra
dW (Y, Y˜ )(x)
dx
= Y (x)
d2Y˜ (x)
dx2
− d
2Y (x)
dx2
Y˜ (x) = (q(x)− q˜(x)) Y˜ (x)Y (x).(4.29)
Ahora, supongamos que a1, a2 son ceros consecutivos de Y˜ (x). Sin perdida de
generalidad, podemos suponer que Y˜ (x) > 0 en (a1, a2), esto implica
dY˜ (x)
dx
∣∣∣
a1
> 0
dY˜ (x)
dx
∣∣∣
a2
< 0. (4.30)
Tambie´n se cumple
W (Y, Y˜ )(a1) = Y (a1)
dY˜ (x)
dx
∣∣∣
a1
, W (Y, Y˜ )(a2) = Y (a2)
dY˜ (x)
dx
∣∣∣
a2
. (4.31)
De Eq. (4.29) es claro que el signo de dW (Y,Y˜ )(x)
dx
en [a1, a2] solo depende
del signo de Y (x). Supongamos que Y (x) no tiene ceros en ese intervalo,
si Y (x) > 0 entonces (q(x)− q˜(x)) Y (x)Y˜ (x) > 0. Note que al integrar Eq.
(4.29) se encuentra que W (a2) > W (a1). Mientras que de Eq. (4.31) se tie-
ne W (a1) > 0 y W (a2) < 0, lo cual es absurdo. As´ı, Y (x) no puede tener
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signo positivo en el intervalo [a1, a2]. Ahora, si Y (x) < 0 en [a1, a2], enton-
ces (q(x)− q˜(x)) Y (x)Y˜ (x) < 0 y al integrar Eq. (4.29) se encuentra que
W (a2) < W (a1). Pero de Eq. (4.31) se tiene W (a1) < W (a2), lo cual es
absurdo. As´ı, Y (x) no puede tener solo signo negativo en el intervalo [a1, a2].
Esto implica que debe cambiar de signo en el intervalo [a1, a2] y por lo tanto
debe tener un cero en ese intervalo.
Por ejemplo, supongamos que tenemos las ecuaciones
d2Y (x)
dx2
+ q(x)Y (x) = 0, (4.32)
d2Y˜ (x)
dx2
+ k2Y˜ (x) = 0, k = constante, (4.33)
y se cumple q(x) > k2. Como las soluciones de Eq. (4.33) tienen ceros en los
intervalos
[
nπ
k
, (n+1)π
k
]
, podemos afirmar que las soluciones de Eq. (4.32) tam-
bie´n tienen ceros en esos intervalos.
Los resultados que hemos visto nos sirven para estudiar los ceros de las
soluciones de la ecuacio´n de Bessel
d2Y (x)
dx2
+
1
x
dY (x)
dx
+
(
1− ν
2
x2
)
Y (x) = 0, (4.34)
a las soluciones de esta ecuacio´n se les llaman funciones de Bessel. En este caso
la forma normal es
d2u(x)
dx2
+ q(x)u(x) = 0, (4.35)
con
q(x) = 1 +
1− 4ν2
4x2
. (4.36)
Note que si x > (
√
4ν2 − 1)/2, se tiene q(x) > 0. Por lo tanto, las funciones de
Bessel tienen un nu´mero infinito de ceros.
Las funciones de Bessel las podemos comparar con las soluciones de la
ecuacio´n
d2u(x)
dx2
+ u(x) = 0, (4.37)
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cuyas soluciones son {sin x, cosx}. La distancia entre dos ceros consecutivos
para estas funciones es π.
Ahora, si −1
2
≤ ν < 1
2
, se cumple
1 < 1 +
1− 4ν2
4x2
. (4.38)
Entonces cada intervalo de longitud π tiene al menos un cero de las soluciones
de la ecuacio´n de Bessel. Para el caso ν = 1
2
, la ecuacio´n normal de Bessel Eq.
(4.35) se reduce a Eq. (4.37) y la distancia entre los ceros es exactamente π.
Ahora, si 1
2
< ν, se cumple
1 +
1− 4ν2
4x2
< 1, . (4.39)
Esto implica que entre dos ceros sucesivos de las soluciones de Eq. (4.37) hay
a lo ma´s un cero de las funciones de Bessel. En efecto, supongamos que α1
y α2 son ceros sucesivos de Eq. (4.37) y que en (α1, α2) hay dos ceros de las
funciones de Bessel. Como se cumple Eq. (4.39), debe haber un cero de las
soluciones de Eq. (4.37), lo cual es absurdo, pues supusimos que α1 y α2 son
ceros sucesivos de las soluciones de Eq. (4.37). Por lo tanto, si 1
2
< ν, en cada
intervalo de longitud π hay a lo ma´s un cero de las funciones de Bessel.
4.6. Problema de Sturm-Liuoville
Una ecuacio´n diferencial que surge en diferentes problemas de f´ısica y ma-
tema´ticas es la ecuacio´n de Sturm-Liuoville:
d
dx
(
p(x)
dψ(x)
dx
)
+ (λq(x) + r(x))ψ(x) = 0. (4.40)
Donde q(x), p(x), r(x) son funciones reales, q(x) es una funcio´n positiva en el
intervalo (a, b) y λ es una constante real. El problema consiste en encontrar
las constantes λ y funciones ψ(x) que resuelven Eq. (4.40).
La ecuacio´n Eq. (4.40) se suele resolver con las condiciones de Dirichlet
ψ(a) = ψ(b) = 0, (4.41)
o las de Neumann
dψ(x)
dx
∣∣∣
x=a
=
dψ(x)
dx
∣∣∣
x=b
= 0. (4.42)
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Si no se cumple ninguna de estas condiciones se puede pedir que p(x) cumpla
p(a) = p(b) = 0. (4.43)
La afirmacio´n importante aqu´ı es que si ψλ1(x) es solucio´n de Eq. (4.40) con
λ1 y ψλ2(x) es solucio´n de Eq. (4.40) con λ2 y adema´s se satisfacen una de las
condiciones Eqs. (6.72)-(4.43), entonces se cumple
(λ1 − λ2)
∫ b
a
dxq(x)ψ∗λ2(x)ψλ1(x) = 0.
Para probar esta afirmacio´n ocuparemos que se satisface
d
dx
(
p(x)
dψλ1(x)
dx
)
+ (λ1q(x) + r(x))ψλ1(x) = 0, (4.44)
d
dx
(
p(x)
dψλ2(x)
dx
)
+ (λ2q(x) + r(x))ψλ2(x) = 0.
El complejo conjugado de la segunda ecuacio´n es
d
dx
(
p(x)
dψ∗λ2(x)
dx
)
+ (λ2q(x) + r(x))ψ
∗
λ2(x) = 0. (4.45)
Adema´s, multiplicando ψ∗λ2(x) por Eq. (4.44) y ψλ1(x) por Eq. (4.45) se llega
a
ψ∗λ2(x)
d
dx
(
p(x)
dψλ1(x)
dx
)
+ (λ1q(x) + r(x))ψ
∗
λ2
(x)ψλ1(x) = 0,
ψλ1(x)
d
dx
(
p(x)
dψ∗λ2(x)
dx
)
+ (λ2q(x) + r(x))ψλ1(x)ψ
∗
λ2
(x) = 0.
Adicionalmente, considerando
f(x)
dg(x)
dx
=
df(x)g(x)
dx
− df(x)
dx
g(x)
se encuentra
d
dx
(
p(x)ψ∗λ2(x)
dψλ1(x)
dx
)
− p(x)dψ
∗
λ2
(x)
dx
dψλ1(x)
dx
+
(
λ1q(x) + r(x)
)
ψ∗λ2(x)ψλ1(x) = 0,
d
dx
(
p(x)ψλ1(x)
dψ∗λ2(x)
dx
)
− p(x)dψλ1(x)
dx
dψ∗λ2(x)
dx
+
(
λ2q(x) + r(x)
)
ψ∗λ2(x)ψλ1(x) = 0.
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Restando estas dos u´ltimas ecuaciones se llega a
d
dx
(
p(x)
(
ψ∗λ2(x)
dψλ1(x)
dx
− ψλ1(x)
dψ∗λ2(x)
dx
))
+ (λ1 − λ2) q(x)ψ∗λ2(x)ψλ1(x) = 0.
Integrando esta ecuacio´n en el intervalo [a, b], se obtiene(
p(x)
(
ψ∗λ2(x)
dψλ1(x)
dx
− ψλ1(x)
dψ∗λ2(x)
dx
)) ∣∣∣∣
b
a
+ (λ1 − λ2)
∫ b
a
dxq(x)ψ∗λ2(x)ψλ1(x) = 0.
Suponiendo que las soluciones satisfacen las condiciones de Dirichlet, de Neu-
mann o bien que p(x) se anule en la frontera, se consigue
(λ1 − λ2)
∫ b
a
dxq(x)ψ∗λ2(x)ψλ1(x) = 0,
que es lo que queriamos probar.
En particular note que si λ1 6= λ2 se infiere que∫ b
a
dxq(x)ψ∗λ2(x)ψλ1(x) = 0, (4.46)
Adema´s, se puede ver que la integral∫ b
a
dxq(x)ψ∗λ1(x)ψλ1(x) = αλ, (4.47)
es positiva, es decir αλ > 0. Por lo que, si αλ <∞, el conjunto de funciones
ψ˜λ(x)√
αλ
(4.48)
cumplen ∫ b
a
dxq(x)ψ∗λ1(x)ψ˜λ2(x) = δλ1λ2 . (4.49)
Se dice que las soluciones de Eq. (4.40) que satisfacen alguna de las condicio-
nes Eqs. (6.72)-(4.43) son un conjunto de funciones ortonormales con funcio´n
de peso q(x). En los pro´ximos cap´ıtulos veremos varias aplicaciones de este
resultado.
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Cap´ıtulo 5
Funciones de Bessel
En este cap´ıtulo estudiaremos la ecuacio´n de Bessel y sus soluciones, las
cuales se llaman funciones de Bessel. Las funciones de Bessel tienen aplica-
ciones en diversos problemas de meca´nica cua´ntica, electrodina´mica y otras
disciplinas.
5.1. Ecuacio´n de Bessel
La ecuacio´n de Bessel es
d2R(z)
dz2
+
1
z
dR(z)
dz
+
(
1− ν
2
z2
)
R(z) = 0, (5.1)
que se puede escribir de la forma
z2
d2R(z)
dz2
+ z
dR(z)
dz
+
(
z2 − ν2)R(z) = 0. (5.2)
Para resolver esta ecuacio´n ocuparemos el Me´todo de Frobenius [18], es decir
propondremos soluciones de la forma
R(z) = zm
∑
n≥0
anz
n =
∑
n≥0
anz
n+m, a0 6= 0. (5.3)
De donde
− ν2R(z) =
∑
n≥0
−ν2anzn+m = −ν2a0zm − ν2a1zm+1 −
∑
n≥2
ν2anz
n+m,
z2R(z) = z2
∑
n≥0
anz
n+m =
∑
n≥0
anz
n+m+2 =
∑
n≥2
an−2zn+m,
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z
dR(z)
dz
= z
∑
n≥0
(n +m)anz
n+m−1 =
∑
n≥0
(n +m)anz
n+m
= ma0z
m + (m+ 1)a1z
m+1 +
∑
n≥2
(n+m)anz
n+m,
z2
d2R(z)
dz2
= z2
∑
n≥0
(n+m)(n +m− 1)anzn+m−2
=
∑
n≥0
(n+m)(n +m− 1)anzn+m
= m(m− 1)a0zm + (m+ 1)ma1zm+1
+
∑
n≥2
(n +m)(n+m− 1)anzn+m.
Considerando estas cuatro igualdades en Eq. (5.2) y tomando en cuenta que
(n+m)(n +m− 1) + (n+m) = (n +m)2,
se tiene
z2
d2R(z)
dz2
+ z
dR(z)
dz
+
(
z2 − ν2)R(z) =
= a0
(−ν2 +m+m(m− 1)) zm + a1 (−ν2 + (m+ 1) + (m+ 1)m) zm+1
+
∑
n≥2
[ [
(n +m)(n+m− 1) + (n+m)− ν2] an + an−2]zn+m
= a0
(
m2 − ν2) zm + a1 ((m+ 1)2 − ν2) zm+1
+
∑
n≥2
(
an−2 +
(
(n+m)2 − ν2) an) zn+m = 0, (5.4)
que se debe cumplir para cualquier z. Esto implica
a0(m
2 − ν2) = 0, (5.5)
a1
(
(1 +m)2 − ν2) = 0, (5.6)
an−2 + an
(
(n +m)2 − ν2) = 0. (5.7)
Como a0 6= 0, Eq. (5.5) induce
m2 = ν2, m = ±ν, (5.8)
introduciendo este resultado en Eq. (5.6) se llega a
a1 = 0. (5.9)
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Adema´s, considerando
(n +m)2 − ν2 = (n± ν)2 − ν2 = n2 ± 2nν + ν2 − ν2 = n(n± 2ν) (5.10)
en Eq. (5.7) obtiene
an = − an−2
n(n± 2ν) . (5.11)
Apartir de esta igualdad y ocupando Eq. (5.9) se infiere que a3 = 0, que a
su vez implica a5 = 0. Es claro que en general a2n+1 = 0. As´ı, los u´nicos an
diferentes de cero son de la forma
a2n = −
a2(n−1)
2n(2n± 2ν) =
(−)
22n(n± ν)a2(n−1). (5.12)
Note que hay un problema si ν es un natural y se considera el signo negativo
en (5.12), despue´s trataremos esta cuestio´n. Observe que Eq. (5.12) se puede
escribir como
a2n =
(−)
22n(n± ν)a2(n−1) =
(−)(n− 1)!(n− 1± ν)!
22n!(n± ν)! a2(n−1)
=
(
(−)(n− 1)!(n− 1± ν)!
22n!(n± ν)!
)(
(−)(n− 2)!(n− 2± ν)!
22(n− 1)!(n− 1± ν)!
)
a2(n−2)
=
(
(−)2(n− 2)!(n− 2± ν)!
22·2n!(n± ν)!
)
a2(n−2)
=
(
(−)2(n− 2)!(n− 2± ν)!
22·2n!(n± ν)!
)(
(−)(n− 3)!(n− 3± ν)!
2(n− 2)!(n− 2± ν)!
)
a2(n−3)
=
(
(−)3(n− 3)!(n− 3± ν)!
22·3n!(n± ν)!
)
a2(n−3)
...
=
(
(−)k(n− k)!(n− k ± ν)!
22·kn!(n± ν)!
)
a2(n−k). (5.13)
El ma´ximo valor que puede tomar k en la expresio´n anterior es n, entonces
a2n =
(−)n(±ν)!
22nn!(n± ν)!a0, (5.14)
tomando
a0 =
1
2±ν(±ν)! , (5.15)
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se tiene
a2n =
(−)n
22n±νn!(n± ν)! . (5.16)
Sustituyendo este resultado en Eq. (5.3) se encuentra
R(z) = z±ν
∑
n≥0
(−)n
22n±νn!(n± ν)!z
2n =
∑
n≥0
(−)n
n!(n± ν)!
(z
2
)2n±ν
, (5.17)
que son las llamadas funciones de Bessel. Se puede observar que ocupando la
funcio´n Gamma, Γ(z), las funciones de Bessel se pueden escribir como
Jν(z) =
(z
2
)ν∑
n≥0
(−1)n
Γ(n+ 1)Γ(n+ ν + 1)
(z
2
)2n
, (5.18)
J−ν(z) =
(z
2
)−ν∑
n≥0
(−1)n
Γ(n+ 1)Γ(n− ν + 1)
(z
2
)2n
. (5.19)
Note que si ν > 0, se cumple Jν(0) = 0 y J−ν(0) =∞.
Ahora, para el caso en que ν es un natural, ν = m, probaremos que se
cumple
J−m(z) = (−)mJm(z). (5.20)
Primero notemos que J−m(z) esta´ bien definida y recordemos que si l es un
natural 1/Γ(−l) = 0. Por lo que, el te´rmino 1/Γ(n−m+1) es nulo si n−m+1 <
0, entonces
J−m(z) =
∑
n≥0
(−1)n
Γ(n+ 1)Γ(n−m+ 1)
(z
2
)2n−m
=
∑
n≥m
(−1)n
Γ(n + 1)Γ(n−m+ 1)
(z
2
)2n−m
=
∑
n≥0
(−1)n+m
Γ(n+m+ 1)Γ(n+m−m+ 1)
(z
2
)2(n+m)−m
= (−)m
∑
n≥0
(−1)n
Γ(n+m+ 1)Γ(n+ 1)
(z
2
)2n+m
= (−)mJm(z), (5.21)
que es lo que queriamos probar. Es decir, si m es natural, J−m(z) es solucio´n
de la ecuacio´n de Bessel, pero no es linealmente independientes de Jm(z). Por
75
esta razo´n en lugar de usar la funciones de Bessel del tipo J−ν(z), ν > 0, se
suelen ocupar las funciones de Neumman
Nν(z) =
Jν(z) cos νπ − J−ν(z)
sin νπ
, (5.22)
o las funciones de Hankel
H(1,2)ν (z) = Jν(z)± iNν(z). (5.23)
5.2. Funcio´n generatriz
Existe una funcio´n de la cual se pueden extraer todas las funciones de
Bessel de orden n. A esta funcio´n se le llama funcio´n generatriz y es:
e
z
2(t− 1t ) =
∑
n∈Z
Jn(z)t
n. (5.24)
Para probar esta igualdad primero note que
e
zt
2 =
∑
k≥0
1
k!
(
zt
2
)k
=
∑
k≥0
tk
k!
(z
2
)k
,
e
−z
2t =
∑
j≥0
1
j!
(−z
2t
)j
=
∑
j≥0
(−)jt−j
j!
(z
2
)j
,
estas series implican
e
z
2(t− 1t ) = e
zt
2 e
−z
2t =
(∑
k≥0
tk
k!
(z
2
)k)(∑
j≥0
(−)jt−j
j!
(z
2
)j)
=
∑
k≥0
∑
j≥0
tk−j(−)j
k!j!
(z
2
)k+j
.
Ahora, definamos n = k − j, por lo que k = n + j y k + j = 2j + n, con este
cambio de variable se llega a
e
z
2(t− 1t ) =
∑
n∈Z
∑
j≥0
tn(−)j
j!(j + n)!
(z
2
)2j+n
=
∑
n∈Z
tn
∑
j≥0
(−)j
j!(j + n)!
(z
2
)2j+n
=
∑
n∈Z
tnJn(z).
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Por lo tanto, se cumple Eq. (5.24). En particular si t = eiθ se encuentra
z
2
(
t− 1
t
)
= iz sin θ, (5.25)
de donde
eiz sin θ =
∑
n∈Z
Jn(z)e
inθ. (5.26)
Adicionalmente, como sin(θ + π
2
) = cos θ y ei
π
2 = i, se llega a
eiz cos θ =
∑
n∈Z
(i)nJn(z)e
inθ, (5.27)
esta es la lamada propiedad de Jacobi-Anger.
Adema´s, considerando que si m y n son enteros se tiene∫ π
−π
dθe−imθeinθ = 2πδnm (5.28)
y recurriendo a Eq. (5.26) se consigue∫ π
−π
dθei(z sin θ−mθ) =
∫ π
−π
dθe−imθeiz sin θ =
∫ π
−π
dθe−imθ
∑
n∈Z
Jn(z)e
inθ
=
∑
n∈Z
Jn(z)
∫ π
−π
dθe−imθeinθ =
∑
n∈Z
Jn(z)2πδnm
= 2πJm(z),
entonces
Jn(z) =
1
2π
∫ π
−π
dθei(z sin θ−nθ). (5.29)
Tomando en cuenta la paridad de las funciones {sin u, cosu} y la fo´rmula de
Euler, esta integral toma la forma
Jn(z) =
1
2π
∫ π
−π
dθei(z sin θ−nθ)
=
1
2π
∫ π
−π
dθ (cos(z sin θ − nθ) + i sin(z sin θ − nθ))
=
2
2π
∫ π
0
dθ cos(z sin θ − nθ), (5.30)
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es decir
Jn(z) =
1
π
∫ π
0
dθ cos(z sin θ − nθ). (5.31)
Esta expresio´n de las funciones de Bessel fue la que originalmente encontro´ F.
W. Bessel.
5.3. Relaciones de recurrencia
Ahora veremos que las funciones de Bessel satisfacen las relaciones de recu-
rrencia
d
dz
(zνJν(z)) = z
νJν−1(z), (5.32)
d
dz
(
z−νJν(z)
)
= −z−νJν+1(z), (5.33)(
1
z
d
dz
)n
(zνJν(z)) = z
ν−nJν−n(z), (5.34)(
1
z
d
dz
)n (
z−νJν(z)
)
= (−)nz−(ν+n)Jν+n(z). (5.35)
Para probar la primera identidad notemos que
zνJν(z) = z
ν
∑
n≥0
(−)n
n!(n+ ν)!
z2n+ν
22n+ν
=
∑
n≥0
(−)n
n!(n+ ν)!
z2(n+ν)
22n+ν
,
entonces
d (zνJν(z))
dz
=
∑
n≥0
(−)n2(n+ ν)
n!(n+ ν)!
z2(n+ν)−1
22n+ν
=
∑
n≥0
(−)n
n!(n+ ν − 1)!
z2n+ν−1
22n+ν−1
zν
= zν
∑
n≥0
(−)n
n!(n+ ν − 1)!
(z
2
)2n+ν−1
= zνJν−1(z),
por lo tanto se cumple la identidad Eq. (5.32).
Ahora,
z−νJν(z) = z
−ν∑
n≥0
(−)n
n!(n+ ν)!
z2n+ν
22n+ν
=
∑
n≥0
(−)n
n!(n + ν)!
z2n
22n+ν
,
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de donde
d (z−νJν(z))
dz
=
∑
n≥0
(−)n2n
n!(n + ν)!
z2n−1
22n+ν
=
∑
n≥1
(−)n2n
n!(n + ν)!
z2n−1
22n+ν
=
∑
n≥0
(−)n+12(n+ 1)
(n + 1)!(n+ ν + 1)!
z2n+1
22n+ν+2
= (−)
∑
n≥0
(−)n
n!(n + ν + 1)!
z2n+ν+1
22n+ν+1
z−ν
= (−)z−ν
∑
n≥0
(−)n
n!(n + ν + 1)!
(z
2
)2n+ν+1
= (−)z−νJν+1(z),
as´ı, se cumple la identidad Eq. (5.33).
Para probar las identidades Eqs. (5.34)-(5.35) ocuparemos induccio´n. Pri-
mero haremos la prueba de Eq. (5.34). Para n = 0 esta igualdad es correcta,
por lo que la base inductiva esta´ demostrada. Para el paso inductivo debemos
suponer Eq. (5.34) y probar(
1
z
d
dz
)n+1
(zνJν(z)) = z
ν−(n+1)Jν−(n+1)(z).
Note que ocupando la hipo´tesis inductiva y Eq. (5.32) se tiene(
1
z
d
dz
)n+1
(zνJν(z)) =
1
z
d
dz
((
1
z
d
dz
)n
(zνJν(z))
)
=
1
z
d
dz
(
zν−nJν−n(z)
)
=
1
z
(
zν−nJν−n−1(z)
)
= zν−(n+1)Jν−(n+1)(z)
que es lo que queriamos demostrar. As´ı, la igualdad (5.34) es correcta para
cualquier n.
Ahora probaremos Eq. (5.35). Para n = 0 esta igualdad es correcta, por lo
que la base inductiva esta´ demostrada. Para el paso inductivo debemos suponer
Eq. (5.35) y demostrar la igualdad(
1
z
d
dz
)n+1 (
z−νJν(z)
)
= (−)n+1z−(ν+n+1)Jν+n+1(z).
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Usando la hipo´tesis inductiva y Eq. (5.33) se encuentra(
1
z
d
dz
)n+1 (
z−νJν(z)
)
=
1
z
d
dz
((
1
z
d
dz
)n (
z−νJν(z)
))
=
1
z
d
dz
(
(−)nz−ν−nJν+n(z)
)
= (−)n 1
z
d
dz
(
z−(ν+n)Jν+n(z)
)
= (−)n(−)1
z
(
z−(ν+n)Jν+n+1(z)
)
= (−)n+1z−(ν+n+1)Jν+n+1(z)
esto es lo que queriamos demostrar. Por lo tanto la igualdad Eq. (5.35) es
va´lida para cualquier n.
Las identidades Eqs. (5.32)-(5.35) tambie´n se pueden escribir como
Jν−1(z) =
dJν(z)
dz
+
ν
z
Jν(z), (5.36)
Jν+1(z) =
dJν(z)
dz
− ν
z
Jν(z), (5.37)
Jν−n(z) = zn−ν
(
1
z
d
dz
)n
(zνJν(z)) , (5.38)
Jν+n(z) = (−)nzν+n
(
1
z
d
dz
)n (
z−νJν(z)
)
. (5.39)
Estas identidades son importantes para las aplicaciones.
5.4. Funciones de Bessel de orden
(
n + 12
)
Las funciones de Bessel de orden (n+ 1
2
) son particularmente importantes
para las aplicaciones, por lo que vale la pena estudiar sus propiedades. Primero
observemos que ocupando Eq. (5.18) y la serie de Taylor de la funcio´n sin z se
llega a
J 1
2
(z) =
(z
2
) 1
2
∑
n≥0
(−1)n
n!
(
n+ 1
2
)
!
(z
2
)2n
=
(z
2
) 1
2
∑
n≥0
(−1)n
n!
(
(2n+1)!
√
π
22n+1n!
) (z
2
)2n
=
(z
2
) 1
2
∑
n≥0
2(−1)n
(2n+ 1)!
√
π
z2n =
(
2z
π
) 1
2 1
z
∑
n≥0
(−1)n
(2n+ 1)!
z2n+1
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=(
2
πz
) 1
2 ∑
n≥0
(−1)n
(2n+ 1)!
z2n+1,
es decir
J 1
2
(z) =
(
2
πz
)1/2
sin z. (5.40)
Adema´s, considerando Eq. (5.18) y la serie de Taylor de la funcio´n cos z, se
obtiene
J− 1
2
(z) =
(z
2
)− 1
2
∑
n≥0
(−1)n
n!
(
n− 1
2
)
!
(z
2
)2n
=
(z
2
)− 1
2
∑
n≥0
(−1)n
n!
(
(2n)!
√
π
22nn!
) (z
2
)2n
=
(
2
πz
) 1
2 ∑
n≥0
(−1)n
(2n)!
z2n, (5.41)
por lo que
J− 1
2
(z) =
(
2
πz
) 1
2
cos z. (5.42)
Usando Eqs. (5.39)-(5.40) se encuentra
Jn+ 1
2
(z) = (−)nz(n+ 12)
(
2
π
) 1
2
(
1
z
d
dz
)n(
sin z
z
)
. (5.43)
De forma analoga, apelando a (5.39)-(5.40) se llega a
J−(n+ 12)
(z) = z(n+
1
2)
(
2
π
) 1
2
(
1
z
d
dz
)n (cos z
z
)
. (5.44)
Adicionalmente, ocupando el resultado
cos
(
n +
1
2
)
π = 0, sin
(
n+
1
2
)
π = (−)n, (5.45)
se encuentra
N(n+ 12)
(z) =
Jn+ 1
2
(z) cos
(
n + 1
2
)
π − J−(n+ 12)(z)
sin
(
n+ 1
2
)
π
= (−)n+1J−(n+ 12)(z),
81
es decir
N(n+ 12)
(z) = (−)n+1z(n+ 12)
(
2
π
) 1
2
(
1
z
d
dz
)n (cos z
z
)
.
Las funciones de Hankel de orden
(
n+ 1
2
)
tienen la forma
H
(1,2)
(n+ 12)
(z) = J(n+ 12)
(z)± iN(n+ 12)(z)
= (−)nz(n+ 12)
(
2
π
) 1
2
(
1
z
d
dz
)n(
sin z
z
)
±i(−)n+1z(n+ 12)
(
2
π
) 1
2
(
1
z
d
dz
)n (cos z
z
)
= (−)nz(n+ 12)
(
2
π
) 1
2
(
1
z
d
dz
)n(
sin z
z
∓ icos z
z
)
= (−)n(∓i)z(n+ 12)
(
2
π
) 1
2
(
1
z
d
dz
)n(
cos z ± i sin z
z
)
= (∓i)(−)n
(
2
π
) 1
2
z(n+
1
2)
(
1
z
d
dz
)n(
e±iz
z
)
,
entonces
H
(1,2)
(n+ 12)
(z) = (∓i)(−)n
(
2
π
) 1
2
z(n+
1
2)
(
1
z
d
dz
)n(
e±iz
z
)
.
Definiremos las funciones esfe´ricas de Bessel como
jl(z) =
( π
2z
) 1
2
J(l+ 12)
(z),
nl(z) =
( π
2z
) 1
2
N(l+ 12)
(z), (5.46)
h
(1,2)
l (z) =
( π
2z
) 1
2
H
(1,2)
(l+ 12)
(z),
de donde
jl(z) = (−z)l
(
1
z
d
dz
)l(
sin z
z
)
, (5.47)
nl(z) = −(−z)l
(
1
z
d
dz
)l (cos z
z
)
,
h
(1,2)
l (z) = (∓i)(−z)l
(
1
z
d
dz
)l(
e±iz
z
)
. (5.48)
Estas funciones se usan en meca´nica cua´ntica y electrodina´mica.
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5.5. Ortonormalidad
En el cap´ıtulo anterior vimos que cada funcio´n de Bessel Jν(z) tienen un
nu´mero numerable de ra´ıces, λn, que satisfacen Jν(λn) = 0. Ocuparemos este
resultado para probar que la integral del producto de dos funciones de Bessel
satisfacen una propiedad que llamaremos de ortonormalidad.
La ecuacio´n
d2Rα(x)
dx2
+
1
x
dRα(x)
dx
+
(
α2 − ν
2
x2
)
Rα(x) = 0, (5.49)
con el cambio de variable z = αx se convierte en la ecuacio´n de Bessel Eq.
(5.1) que tiene la soluciones Jν(z), por lo que Rα(x) = Jν(αx). Adema´s, Eq.
(5.49) se puede escribir como
1
x
d
dx
(
x
dRα(x)
dx
)
+
(
α2 − ν
2
x2
)
Rα(x) = 0, (5.50)
es decir
d
dx
(
x
dRα(x)
dx
)
+
(
xα2 − ν
2
x
)
Rα(x) = 0. (5.51)
En particular si α = λn se tiene la ecuacio´n
d
dx
(
x
dRν(x)
dx
)
+
(
xλ2n −
ν2
x
)
Rν(x) = 0, (5.52)
que tiene las soluciones Rν(x) = Jν(λnx). Note que esta ecuacio´n es del tipo
Sturm-Liuoville Eq. (4.40) y si ν ≥ 0, se cumplen las condiciones de borde de
Dirichlet
Rν(0) = Rν(1) = 0. (5.53)
Por lo tanto, usando el teorema de Sturm-Liuoville, mostrado en el cap´ıtulo
anterior, se llega a
(λ2n − λ2m)
∫ 1
0
dxxJν(λnx)Jν(λmx) = 0. (5.54)
En particular si λn 6= λm, se debe cumplir∫ 1
0
dxxJν(λnx)Jν(λmx) = 0, (5.55)
83
de donde ∫ 1
0
dxxJν(λnx)Jν(λmx) = δnma
2, a = constante. (5.56)
A esta propiedad se le llamada de ortogonalidad, se dice que las funciones de
Bessel son ortogonales con peso x.
Para calcular la constante a multilplicaremos Eq. (5.49) por 2x2 dRα(x)
dx
, de
donde
0 = 2x2
dRα(x)
dx
d2Rα(x)
dx2
+ 2x
(
dRα(x)
dx
)2
+
(
x2α2 − ν2) 2dRα(x)
dx
Rα(x)
= x2
d
dx
(
dRα(x)
dx
)2
+ 2x
(
dRα(x)
dx
)2
+
(
x2α2 − ν2) d
dx
(Rα(x))
2
=
d
dx
(
x2
(
dRα(x)
dx
)2)
− ν2 d
dx
(Rα(x))
2 + x2α2
d
dx
(Rα(x))
2 ,
ocupando que
x2
d
dx
(Rα(x))
2 =
d
dx
(
x2 (Rα(x))
2)− 2x (Rα(x))2 ,
se tiene
d
dx
(
x2
(
dRα(x)
dx
)2
+ (x2α2 − ν2) (Rα(x))2
)
− 2α2x (Rα(x))2 = 0. (5.57)
Por lo tanto,
2α2
∫ 1
0
dxx (Rα(x))
2 =
(
x2
(
dRα(x)
dx
)2
+ (x2α2 − ν2) (Rα(x))2
)∣∣∣∣
1
0
. (5.58)
En particular, como Rα(x) = Jν(αx), si ν > 0 y α = λn con Jν(λn) = 0, se
tiene
2λ2n
∫ 1
0
dxx (Jν(λnx))
2 =
(
dJν(λnx)
dx
)2 ∣∣∣∣
x=1
= λ2n
(
dJν(λnx)
d(λnx)
)2 ∣∣∣∣
x=1
, (5.59)
considerando la identidad Eq. (5.37) se llega a∫ 1
0
dxx (Jν(λnx))
2 =
1
2
(Jν+1(λn))
2 . (5.60)
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Por lo que, si ν > 0 y λn, λm son raices de la funcio´n de Bessel Jν(z) se cumple∫ 1
0
dzzJν(λnz)Jν(λmz) =
δnm
2
(Jν+1(λn))
2 . (5.61)
Entonces, para cualquier funcio´n f(z) definida en el intervalo (0, 1) se puede
expresar en te´rminos de la funcio´n de Bessel Jν(λnz). En efecto, supongamos
que
f(z) =
∑
m≥0
amJν(λmz), (5.62)
entonces∫ 1
0
dzzJν(λnz)f(z) =
∫ 1
0
dzzJν(λnz)
∑
m≥0
amJν(λmz)
=
∑
m≥0
am
∫ 1
0
dzzJν(λnz)Jν(λmz)
=
∑
m≥0
am
δnm
2
(Jν+1(λn))
2 =
an
2
(Jν+1(λn))
2 ,(5.63)
por lo que
an =
2
(Jν+1(λn))
2
∫ 1
0
dzzJν(λnz)f(z). (5.64)
En la pro´xima seccio´n veremos una aplicacio´n de este resultado.
5.6. La ecuacio´n de Laplace en coordenadas
cil´ındricas
Ahora veremos algunas aplicaciones de las funciones de Bessel.
Primero estudiaremos las soluciones de la ecuacio´n de Laplace en coorde-
nadas cil´ındricas
∇2φ(ρ, ϕ, z) = 1
ρ
∂
∂ρ
(
ρ
∂φ(ρ, ϕ, z)
∂ρ
)
+
1
ρ2
∂2φ(ρ, ϕ, z)
∂ϕ2
+
∂2φ(ρ, ϕ, z)
∂z2
= 0.
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Para resolver esta ecuacio´n propondremos φ(ρ, ϕ, z) = R(ρ)Φ(ϕ)Z(z), de don-
de
∇2φ(ρ, ϕ, z) = 1
ρ
∂
∂ρ
(
ρ
∂R(ρ)Φ(ϕ)Z(z)
∂ρ
)
+
1
ρ2
∂2R(ρ)Φ(ϕ)Z(z)
∂ϕ2
+
∂2R(ρ)Φ(ϕ)Z(z)
∂z2
=
Φ(ϕ)Z(z)
ρ
∂
∂ρ
(
ρ
∂R(ρ)
∂ρ
)
+
R(ρ)Z(z)
ρ2
∂2Φ(ϕ)
∂ϕ2
+R(ρ)Φ(ϕ)
∂2Z(z)
∂z2
= 0,
por lo que
∇2φ(ρ, ϕ, z)
φ(ρ, ϕ, z)
=
1
ρR(ρ)
∂
∂ρ
(
ρ
∂R(ρ)
∂ρ
)
+
1
ρ2Φ(ϕ)
∂2Φ(ϕ)
∂ϕ2
+
1
Z(z)
∂2Z(z)
∂z2
= 0. (5.65)
Entonces
∂
∂z
(∇2φ(ρ, ϕ, z)
φ(ρ, ϕ, z)
)
=
∂
∂z
(
1
Z(z)
∂2Z(z)
∂z2
)
= 0,
que induce
1
Z(z)
∂2Z(z)
∂z2
= α2,
∂2Z(z)
∂z2
= α2Z(z), (5.66)
la solucio´n general a esta ecuacio´n es
Z(z) = aαe
αz + bαe
−αz . (5.67)
Sustituyendo (5.66) en (5.65) se tiene
∇2φ(ρ, ϕ, z)
φ(ρ, ϕ, z)
=
1
ρR(ρ)
∂
∂ρ
(
ρ
∂R(ρ)
∂ρ
)
+
1
ρ2Φ(ϕ)
∂2Φ(ϕ)
∂ϕ2
+ α2 = 0,
as´ı
∂
∂ϕ
(
ρ2
∇2φ(ρ, ϕ, z)
φ(ρ, ϕ, z)
)
=
∂
∂ϕ
(
1
Φ(ϕ)
∂2Φ(ϕ)
∂ϕ2
)
= 0, (5.68)
que implica
1
Φ(ϕ)
∂2Φ(ϕ)
∂ϕ2
= −ν2, ∂
2Φ(ϕ)
∂ϕ2
= −ν2Φ(ϕ), (5.69)
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cuya solucio´n general es
Φ(ϕ) = Aνe
iνϕ +Bνe
−iνϕ. (5.70)
Introduciendo (5.69) en (5.65) se llega a
1
ρR(ρ)
∂
∂ρ
(
ρ
∂R(ρ)
∂ρ
)
− ν
2
ρ2
+ α2 = 0,
es decir,
1
ρ
∂
∂ρ
(
ρ
∂R(ρ)
∂ρ
)
+
(
α2 − ν
2
ρ2
)
R(ρ) = 0.
Con el cambio de variable ζ = αρ se encuentra
1
ζ
d
dζ
(
ζ
dR(ζ)
dζ
)
+
(
1− ν
2
ζ2
)
R(ζ) = 0, (5.71)
que es la ecuacio´n de Bessel. De donde
R(ρ) = CνJν(αρ) +DνJ−ν(αρ).
Por lo que las soluciones de la ecuacio´n de Laplace en coordenadas cil´ındricas
son de la forma
φ(ρ, ϕ, z)α,ν =
(
aαe
αz + bαe
−αz) (Aνeiνϕ +Bνe−iνϕ) (CνJν(αρ) +DνJ−ν(αρ)) .
Las constantes aα, bα, Aν , Bν , Cν , Dν de determina segu´n las condiciones de
borde del problema.
Por ejemplo, si en ρ = 0 el potencial debe ser finito, como la funcio´n de
Bessel J−ν(αρ) diverge en ρ = 0, debe ocurrir que Dν = 0. En ese caso la
solucio´n es de la forma
φ(ρ, ϕ, z)α,ν =
(
aαe
αz + bαe
−αz) (Aνeiνϕ +Bνe−iνϕ) Jν(αρ).
Adema´s, para muchos problemas es importante que φ(ρ, ϕ, z) sea una funcio´n
univaluada. As´ı, como (ρ, ϕ, z) y (ρ, ϕ+ 2π, z) representan el mismo punto, se
debe cumplir
φ(ρ, ϕ+ 2π, z) = φ(ρ, ϕ, z), (5.72)
en consecuencia
Φ(ϕ + 2π) = Aνe
iν(ϕ+2π) +Bνe
−iν(ϕ+2π) = Φ(ϕ) = Aνe
iνϕ +Bνe
−iνϕ, (5.73)
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que induce
ei2πν = 1. (5.74)
Por lo tanto, ν debe ser un nu´mero natural n. Esto implica que R(ρ) debe ser
de la forma
R(ρ) = CnJn(αρ) +DnJ−n(αρ). (5.75)
As´ı, para este caso se tiene las soluciones
φα,n(ρ, ϕ, z) =
(
aαe
αz + bαe
−αz) (Aneinϕ +Bne−inϕ) (CnJn(αρ) +DnJ−n(αρ)) .
Por lo tanto, si el potencial es univaluado y adema´s finito en el origen, debe
ser una combinacio´n lineal de potenciales de la forma
φα,n(ρ, ϕ, z) =
(
aαe
αz + bαe
−αz) (Aneinϕ +Bne−inϕ) Jn(αρ).
5.6.1. Ejemplo
Veamos un problema de electrosta´tica.
Supongamos que tenemos un cilindro de radio R˜ y altura h. La tapa inferior
del cilindro y la superficie lateral tiene pontencial cero, mientras que la tapa
superior tiene potencial V (ρ, ϕ). Calcularemos el potencial ele´ctrico en el in-
terior del cilindro suponiendo que no hay cargas en esa regio´n.
Por simplicidad, pondremos el eje del cilindro en el eje z y la tapa inferior
la pondremos sobre el plano x − y. En este sistema las condiciones de borde
son
φ(ρ, ϕ, 0) = 0, φ(R˜, ϕ, z) = 0, φ(ρ, ϕ, h) = V (ρ, ϕ). (5.76)
Como no hay fuentes dentro del cilindro, el potencial deber ser finito en el
interior. Adema´s como el potencial debe ser univaluado, e´ste debe ser de la
forma
φα,n(ρ, ϕ, z) =
(
aαe
αz + bαe
−αz) (Aneinϕ +Bne−inϕ) Jn(αρ).
R(ρ) = CnJn(αρ). (5.77)
Adicionalmente, como se debe cumplir la condicio´n de borde φ(R˜, ϕ, z) = 0,
se tiene que
R(R˜) = CnJn(αR˜) = 0, (5.78)
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que implica
αR˜ = λnm, α =
λnm
R˜
. (5.79)
Donde λnm es la ra´ız m-e´sima la funcio´n de Bessel de orden n. As´ı, la funciones
R(ρ) son de la forma
R(ρ) = CnJn
(
λnmρ
R˜
)
. (5.80)
Note que Eq. (5.79) implica que Z(z) tome la forma
Z(z) = anme
λnmz
R˜ + bnme
−λnmz
R˜ (5.81)
Mientras que la condicio´n de borde φ(ρ, ϕ, 0) = 0 implica que
Z(0) = (anm + bnm) = 0, (5.82)
por lo tanto,
Z(z) = anm
(
e
λnmz
R˜ − e−λnmzR˜
)
= Anm sinh
(
λnmz
R˜
)
. (5.83)
As´ı, la solucio´n ma´s general de la ecuacio´n de Laplace que satisface las condi-
ciones de borde φ(ρ, ϕ, 0) = φ(R˜, ϕ, z) = 0, es
φ(ρ, ϕ, z) =
∑
n≥0
∑
m≥0
sinh
(
λnmz
R˜
)
Jn
(
λnmρ
R˜
)
(Anm cosnφ+Bnm sinnφ) .
Para determinar los coeficientes Anm, Bnm debemos imponer la condicio´n de
borde faltante:
φ(ρ, ϕ, h) = V (ρ, ϕ)
=
∑
n≥0
∑
m≥0
sinh
(
λnmh
R˜
)
Jn
(
λnmρ
R˜
)
(Anm cos nφ+Bnm sinnφ) .
Ahora, se puede probar que si k y l son naturales se cumplen las integrales∫ 2π
0
dϕ cos kϕ cos lϕ =
∫ 2π
0
dϕ sin kϕ sin lϕ = πδkl,
∫ 2π
0
dϕ cos kϕ sin lϕ = 0,
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por lo que, usando Eq. (5.61), se encuentra∫ 2π
0
dϕ
∫ 1
0
d
(
ρ
R˜
)
sin kϕJk
(
λklρ
R˜
)
V (ρ, ϕ) =
∑
n≥0
∑
m≥0
sinh
(
λnmh
R˜
)
Bnm
×
∫ 2π
0
dϕ sin kϕ sinnϕ
∫ 1
0
d
(
ρ
R˜
)
Jk
(
λklρ
R˜
)
Jn
(
λnmρ
R˜
)
=
∑
n≥0
∑
m≥0
sinh
(
λnmh
R˜
)
Bnmπδkn
∫ 1
0
d
(
ρ
R˜
)
Jk
(
λklρ
R˜
)
Jn
(
λnmρ
R˜
)
=
∑
m≥0
sinh
(
λkmh
R˜
)
Bkmπ
∫ 1
0
d
(
ρ
R˜
)
Jk
(
λklρ
R˜
)
Jk
(
λkmρ
R˜
)
=
∑
m≥0
sinh
(
λkmh
R˜
)
Bkmπδlm
1
2
(Jk+1(λkl)
2 = sinh
(
λklh
R˜
)
Bklπ (Jk+1(λkl))
2 ,
entonces
Bkl =
2
π sinh
(
λklh
R˜
)
(Jk+1(λkl)
2
∫ 2π
0
dϕ
∫ 1
0
d
(
ρ
R˜
)
sin kϕJk
(
λklρ
R˜
)
V (ρ, ϕ).
De la misma forma se obtiene
Akl =
2
π sinh
(
λklh
R˜
)
(Jk+1(λkl))
2
∫ 2π
0
dϕ
∫ 1
0
d
(
ρ
R˜
)
cos kϕJk
(
λklρ
R˜
)
V (ρ, ϕ).
5.7. Ecuaciones tipo Bessel
Existen varias ecuaciones que se pueden reducir a la ecuacio´n de Bessel.
Por ejemplo, si R(z) es solucio´n de la ecuacio´n de Bessel, la funcio´n
u(z) = z−cR(azb)
es una solucio´n de la ecuacio´n
z2
d2u(z)
dz2
+ (2c+ 1)z
du(z)
dz
+
(
a2b2z2b +
(
c2 − ν2b2))u(z) = 0. (5.84)
Para probar esta afirmacio´n tomaremos el cambio de variable w = azb, de
donde
z =
(w
a
) 1
b
, (5.85)
dz
dw
=
z
bw
=
z1−b
ba
, (5.86)
R(w) = zcu(z).
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Por lo que
(
w2 − ν2)R(w) = (a2z2b − ν2) zcu(z) = zc
b2
(
a2b2z2b − ν2b2) u(z),
dR(w)
dw
=
d
dw
(zcu(z)) =
dz
dw
d
dz
(zcu(z))
=
(
z1−b
ab
)(
czc−1u(z) + zc
du(z)
dz
)
=
1
ab
(
czc−bu(z) + zc−b+1
du(z)
dz
)
w
dR(w)
dw
=
zc
b
(
cu(z) + z
du(z)
dz
)
=
zc
b2
(
cbu(z) + zb
du(z)
dz
)
d2R(w)
dw2
=
dz
dw
d
dz
(
1
ab
(
czc−bu(z) + zc−b+1
du(z)
dz
))
=
1
ab
(
c(c− b)zc−b−1u(z) + (2c− b+ 1)zc−bdu(z)
dz
+zc−b+1
d2u(z)
dz2
)
w2
d2R(w)
dw2
=
zc
b2
(
c(c− b)u(z) + (2c+ 1− b)zdu(z)
dz
+ z2
d2u(z)
dz2
)
.
De donde, como R(w) satisface la ecuacio´n de Bessel, se encuentra
0 = w2
d2R(w)
dw2
+ w
dR(w)
dw
+
(
w2 − ν2)R(w)
=
zc
b2
(
c(c− b)u(z) + (2c+ 1− b)zdu(z)
dz
+ z2
d2u(z)
dz2
)
+
zc
b2
(
cbu(z) + zb
du(z)
dz
)
+
zc
b2
(
a2b2z2b − ν2b2) u(z)
=
zc
b2
(
z2
d2u(z)
dz2
+ (2c+ 1)z
du(z)
dz
+
(
a2b2z2b +
(
c2 − ν2b2))u(z)) = 0.
Lo que implica que la funcio´n u(z) es solucio´n de Eq. (5.84). Este resultado
tiene varias aplicaciones. Por ejemplo, consideremos la ecuacio´n de Airy
d2u(z)
dz2
+ zu(z) = 0. (5.87)
Note que si
c = −1
2
, b =
3
2
, a =
2
3
, ν = ±1
3
(5.88)
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Eq. (5.84) se convierte en Eq. (5.87). Por lo tanto, la solucio´n general de la
ecuacio´n de Airy es
u(z) = |z| 12
(
AJ 1
3
(
2|z| 32
3
)
+BJ− 1
3
(
2|z| 32
3
))
, (5.89)
con A y B constantes.
5.7.1. Part´ıcula cua´ntica en una fuerza constante
La ecuacio´n de Schro¨dinger para una part´ıcula en una fuerza constante, F,
es (
− ~
2
2m
∂2
∂x2
− Fx
)
ψ(x) = Eψ(x). (5.90)
Con el cambio de variable
z =
(
2mF
~2
) 1
3
(
x+
E
F
)
(5.91)
se obtiene
x = z
(
~
2
2mF
) 1
3
− E
F
,
∂
∂x
=
(
2mF
~2
) 1
3 ∂
∂x
, (5.92)
por lo que Eq. (5.90) toma la forma(
∂2
∂z2
+ z
)
ψ(z) = 0, (5.93)
que es la ecuacio´n de Airy. Entonces, considerando (5.89), se tiene
ψ(x) =
(
2mF
~2
) 1
3
∣∣∣∣x+ EF
∣∣∣∣
1
2
[
AJ 1
3
(∣∣∣∣8mF9~2
∣∣∣∣
1
2
∣∣∣∣x+ EF
∣∣∣∣
3
2
)
+BJ− 1
3
(∣∣∣∣8mF9~2
∣∣∣∣
1
2
∣∣∣∣x+ EF
∣∣∣∣
3
2
)]
(5.94)
que es la funcio´n de onda del sistema.
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5.8. Meca´nica cua´ntica conforme
La ecuacio´n de Schro¨dinger para la llamada cua´ntica conforme es [20, 21]
i~
∂ψ(x, t)
∂t
=
(
− ~
2
2m
∂2
∂x2
+
g
x2
)
ψ(x, t). (5.95)
Este sistema tiene aplicaciones en diferentes a´reas de la f´ısica. En este caso
tomaremos la propuesta
ψ(x, t) = e−i
Et
~ φ(x), (5.96)
de donde (5.95) toma la forma
Eφ(x) =
(
− ~
2
2m
∂2
∂x2
+
g
x2
)
φ(x), (5.97)
la cual se puede escribir como(
∂2
∂x2
+
(
2mE
~2
− 2mg
~2x2
))
φ(x) = 0. (5.98)
Se puede observar que tomando las constantes
c = −1
2
, b = 1, a =
√
2mE
~2
, ν = ±
√
1
4
+
2mg
~2
(5.99)
en la ecuacio´n (5.84) se obtiene (5.87). Por lo tanto,
φ(x) = A|x| 12J±√ 1
4
+ 2mg
~2
(√
2mE
~2
x
)
. (5.100)
con A una constante. Entonces, la funcio´n de onda de la meca´nica cua´ntica
conforme es
ψ(x, t) = Ae−i
Et
~ |x| 12J±√ 1
4
+ 2mg
~2
(√
2mE
~2
x
)
. (5.101)
5.9. Ecuacio´n de Fick-Jacobs
En diferentes sistemas es importante el estudio de difusio´n de part´ıculas
en un medio. El modelo de disfusio´n ma´s simple esta´ dado por la ecuacio´n de
Fick
∂C(x, t)
∂t
= D
∂2C(x, t)
∂x2
. (5.102)
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Aqu´ı C(x, t) es la concentracio´n de part´ıculas y D es el coeficiente de difusio´n.
Si D es una constante, la ecuacio´n de Fick es equivalente a la ecuacio´n de calor
(14.36), as´ı la ecuacio´n de Fick se puede resolver con las te´cnicas usadas pa-
ra resolver esta u´ltima ecuacio´n. Ma´s adelante se estudiara´ la ecuacio´n de calor.
Cuando la difusio´n se da en canales la geometr´ıa de e´ste es importante y la
ecuacio´n de Fick ya no es va´lida. Para el caso en que el canal tiene la forma de
una superficie de revolucio´n, donde el a´rea de la seccio´n transversal es A(x), la
ecuacio´n de Fick se debe cambiar por la llamada ecuacio´n de Fick-Jacobs [22]
∂C(x, t)
∂t
=
∂
∂x
[
D(x)A(x)
∂
∂x
(
C(x, t)
A(x)
)]
. (5.103)
Claramente esta ecuacio´n es ma´s sofisticada que la ecuacio´n de Fick (5.102).
Existen caso en los cuales la ecuacio´n de Fick-Jacobs se puede escribir como
una ecuacio´n de Schro¨dinger. Por ejemplo, si
D(x) = D0 = constante,
usando la propuesta
C(x, t) =
√
A(x)ψ(x, t)
se obtiene
∂ψ(x, t)
∂t
=
[
D0
∂2
∂x2
− D0
2
√
A(x)
∂
∂x
(
1√
A(x)
∂A(x)
∂x
)]
ψ(x, t). (5.104)
Por lo tanto proponiendo la solucio´n ψ(x, t) = e−Etφ(x), se llega a la ecuacio´n
de Schro¨dinger
Eφ(x) = Hφ(x), (5.105)
con
H = −D0 ∂
2
∂x2
+
D0
2
√
A(x)
∂
∂x
(
1√
A(x)
∂A(x)
∂x
)
. (5.106)
Para el caso particular de canales con seccio´n transversal de la forma
A(x) = (a+ λx)2ν (5.107)
el Hamiltoniano es
H = −D0 ∂
2
∂x2
+
g
(a+ λx)2
, g = λ2D0ν (ν − 1) . (5.108)
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Por lo que, usando el cambio de variable
z = a + λx, (5.109)
se llega a
H = −D0λ2 ∂
2
∂z2
+
g
z2
, g = λ2D0ν (ν − 1) . (5.110)
Por lo tanto, la ecuacio´n a resolver es
Eφ(x) =
(
−D0λ2 ∂
2
∂z2
+
g
z2
)
φ(x), g = λ2D0ν (ν − 1) , (5.111)
que tiene la misma forma que la ecuacio´n (5.97). Entonces, usando los resulta-
dos de la seccio´n previa, se encuentra que concentracio´n de part´ıculas esta´ dada
por
Cν(x, t) = Be
−Et (a+ λx)
2ν+1
2 J±( 2ν−12 )
(
±
√
E
λ2D0
(a+ λx)
)
, (5.112)
donde B es una constante.
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Cap´ıtulo 6
Elementos de A´lgebra Lineal
En este cap´ıtulo veremos algunas herramientas del a´lgebra lineal. Este
cap´ıtulo es importante para entender los cap´ıtulos posteriores. Tambie´n es im-
portante para entender los principios de la meca´nica cua´ntica, as´ı como para
resolver ecuaciones diferenciales.
6.1. Espacios vectoriales
Un espacio vectorial se define con un conjunto V, un campo K y dos
operaciones
+ : V ×V→ V, (6.1)
µ : K×V→ V. (6.2)
Esta operaciones deben cumplir que si u, v pertenecen a V, entonces u + v
pertenece a V y si α pertenece a K, entonces µ(α, v) = αv pertenece a V.
Adema´s, se debe cumplir
1) ∀u, v ∈ V, u+ v = v + u, (6.3)
2) ∀u, v, w ∈ V, (u+ v) + w = u+ (v + w), (6.4)
3) ∀u, v ∈ V, ∀α,∈ K, α(u+ v) = αu+ αv, (6.5)
4) ∀v ∈ V, ∀α, β ∈ K, (α + β)v = αv + βv, (6.6)
5) ∀v ∈ V, ∀α, β ∈ K, (αβ)v = α(βv), (6.7)
6) ∃ 0 ∈ V tal que ∀v ∈ V, 0 + v = v, (6.8)
7) ∀v ∈ V, ∃ − v ∈ V, tal que v + (−v) = 0, (6.9)
8) ∀v ∈ V, ev = v, (6.10)
aqu´ı e representa el neutro multiplicativo de K.
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6.2. Ejemplos
Ahora, veremos algunos ejemplos de espacios vectoriales. El lector puede
verificar que los siguientes espacios cumplen las reglas de espacios vectoriales.
6.2.1. Cn
Supongamos que C es el conjunto de los nu´meros complejos. Un ejemplo
de espacio vectorial son los arreglos de la forma
Cn = {(c1, c2, · · · , cn), ci ∈ C}. (6.11)
Si se tienen dos vectores de Cn,
(c1, c2, · · · , cn), (d1, d2, · · · , dn) (6.12)
la suma se define como
(c1 + d1, c2 + d2, · · · , cn + dn). (6.13)
Mientras que si λ es un nu´mero complejo, el producto por un escalar se define
como
λ(c1, c2, · · · , cn) = (λc1, λc2, · · · , λcn). (6.14)
6.2.2. Sucesiones
Una generalizacio´n de Cn es tomar el l´ımite n→∞, que nos da el espacio
de sucesiones
{an}∞n=0, an ∈ C. (6.15)
Para este caso debemos pedir que∑
n≥0
|an|2 <∞. (6.16)
As´ı, si se tienen dos sucesiones
{an}∞n=0, {bn}∞n=0, an, bn ∈ C (6.17)
la suma se define como
{an + bn}∞n=0. (6.18)
Mientras que si λ es un nu´mero complejo, el producto por un escalar se define
como
λ{an}∞n=0 = {λan}∞n=0. (6.19)
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6.2.3. Matrices
Otra generalizacio´n de Cn es el espacio de matrices M(nm) de entradas
complejas
M =


M11 M12 · · · M1m
M21 M22 · · · M2m
...
...
. . .
...
Mn1 Mn2 · · · Mnm

 , Mij ∈ C, i = 1, · · ·n, j = 1, · · · , m.
Si se tienen dos matrices
M =


M11 M12 · · · M1m
M21 M22 · · · M2m
...
...
. . .
...
Mn1 Mn2 · · · Mnm

 , N =


N11 M12 · · · N1m
N21 M22 · · · N2m
...
...
. . .
...
Nn1 Nn2 · · · Nnm

 ,(6.20)
La suma se define como
M +N =


M11 +N11 M12 +N12 · · · M1m +N1m
M21 +N21 M22 +N22 · · · M2m +N2m
...
...
. . .
...
Mn1 +Nn1 Mn2 +Nn2 · · · Mnm +Nnm

 . (6.21)
Mientras que el producto por un escalar, λ ∈ C, se define como
λM =


λM11 λM12 · · · λM1m
λM21 λM22 · · · λM2m
...
...
. . .
...
λMn1 λMn2 · · · λMnm

 .
6.2.4. Funciones
Otro ejemplo de espacio vectorial es el espacio de funciones f : [a, b]→ C.
Supongamos que tenemos dos funciones
f : [a, b]→ C, g : [a, b]→ C, (6.22)
la suma se define como
f + g : [a, b]→ C, (6.23)
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con la regla de correspondencia
(f + g) (x) = f(x) + g(x), x ∈ [a, b]. (6.24)
Mientras que el producto por un escalar, λ ∈ C, se define como
λf : [a, b]→ C, (6.25)
con la regla de correspondencia
(λf) (x) = λf(x), x ∈ [a, b]. (6.26)
6.3. Producto escalar
Una operacio´n importante entre vectores es el producto escalar. Este pro-
ducto manda dos vectores a un nu´mero complejo
〈|〉 : V ×V→ C, (6.27)
y debe satisfacer los axiomas:
·) ∀v ∈ V 〈v|v〉 ≥ 0, 〈v|v〉 = 0⇐⇒ v = 0, (6.28)
··) ∀v, u, w ∈ V 〈v + u|w〉 = 〈v|w〉+ 〈u|w〉 , (6.29)
· · ·) ∀v, u ∈ V, λ ∈ C 〈v|λu〉 = λ 〈v|u〉 , (6.30)
· · · ·) ∀v, u ∈ V, 〈v|u〉 = (〈u|v〉)∗ . (6.31)
Existen diferentes implicaciones de estos axiomas. Por ejemplo, para cualquier
vector v se cumple 〈v|0〉 = 0. En efecto sabemos que v − v = 0, entonces
〈v|0〉 = 〈v|v − v〉 = 〈v|v〉 − 〈v|v〉 = 0. (6.32)
Otra implicacio´n es que si λ es un nu´mero complejo y v1, v2 dos vectores,
entonces se cumple
〈λv1|v2〉 = λ∗ 〈v1|v2〉 . (6.33)
Esta igualdad es correcta pues considerando Eq. (6.30) y Eq. (6.31) se encuen-
tra
〈λv1|v2〉 = (〈v2|λv1〉)∗ = (λ 〈v2|v1〉)∗ = λ∗ (〈v2|v1〉)∗
= λ∗ 〈v1|v2〉 .
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Adema´s, si v y w son dos vectores, entonces
〈v + w|v + w〉+ 〈v − w|v − w〉 = 〈v + w|v + w〉
+ 〈v − w|v − w〉
= 〈v|v + w〉+ 〈w|v + w〉+ 〈v|v − w〉 − 〈w|v − w〉 ,
= 〈v|v〉+ 〈v|w〉+ 〈w|v〉+ 〈w|w〉+ 〈v|v〉 − 〈v|w〉
− 〈w|v〉+ 〈w|w〉
= 2 (〈v|v〉+ 〈w|w〉) ,
es decir
〈v + w|v + w〉+ 〈v − w|v − w〉 = 2 (〈v|v〉+ 〈w|w〉) , (6.34)
que es la llamada igualdad del paralelogramo.
Antes de ver otras propiedades del producto escalar veremos algunos ejem-
plos de ellos.
6.4. Ejemplos de producto escalar
6.4.1. Producto escalar en Cn
Si tenemos dos vectores en Cn, v = (v1, v2, . . . , vn) y w = (w1, w2, . . . , wn),
el producto escalar se define como
〈v|w〉 =
n∑
i=1
v∗iwi. (6.35)
Note que a los vectores v y w se les puede asignar las matrices columna
v =


v1
v2
...
vn

 , w =


w1
w2
...
wn

 , (6.36)
por lo que
〈v|w〉 = v∗Tw =
n∑
i=1
v∗iwi =
(
v∗1 v
∗
2 · · · v∗n
)


w1
w2
...
wn

 . (6.37)
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6.4.2. Sucesiones
Si tenemos dos sucesiones s1 = {an}∞n=0 y s2 = {bn}∞n=0 donde an, bn ∈ C y∑
n≥0 |an|2 <∞,
∑
n≥0 |bn|2 <∞, se puede definir el producto escalar como
〈s1|s2〉 =
∑
n≥0
a∗nbn, (6.38)
note que e´ste es una generalizacio´n del producto escalar entre vectores.
6.4.3. Matrices
En el espacio vectorial de las matrices de entradas complejas de n × n
tambie´n es posible definir un producto escalar. Antes de definir este producto
recordemos que si M es una matriz de entradas Mij , la traza se define como
Tr(M) =
∑n
i=1Mii. Tambie´n recordemos que las entradas de la matriz trans-
puesta MT se definen como (MT )ij = Mji. Adema´s si N es otra matriz de
n× n las entradas de la matriz producto, MN, son (MN)ij =
∑n
k=1MikNkj.
De estas definiciones es claro que
Tr
(
MT
)
= Tr (M) , T r(M +N) = Tr(M) + Tr(N),
T r(NM) = Tr(MN), (MN)T = NTMT ,
en efecto
Tr
(
MT
)
=
n∑
i=1
(
MT
)
ii
=
n∑
i=1
Mii = Tr (M) ,
T r(M +N) =
n∑
i=1
(M +N)ii =
n∑
i=1
(Mii +Nii) =
n∑
i=1
Mii +
n∑
i=1
Nii
= Tr(M) + Tr(N),
T r (MN) =
n∑
a=1
(MN)aa =
n∑
a=1
n∑
b=1
MabNba =
n∑
a=1
n∑
b=1
NbaMab
=
n∑
b=1
(
n∑
a=1
NbaMab
)
=
n∑
b=1
(NM)bb = Tr(NM),
(
(MN)T
)
ij
= (MN)ji =
n∑
k=1
MjkNki =
n∑
k=1
NkiMjk
=
n∑
k=1
(
NT
)
ik
(
MT
)
kj
=
(
NTMT
)
ij
.
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Definiremos el producto escalar entre matrices como
〈M |N〉 = Tr (M∗TN) . (6.39)
El primer axioma se cumple, pues
〈M |M〉 = Tr (M∗TM) = n∑
i=i
(
M∗TM
)
ii
=
n∑
i=1
n∑
k=1
(
M∗T
)
ik
Mki
=
n∑
i=1
n∑
k=1
M∗kiMki =
n∑
i=1
n∑
k=1
|Mik|2 ≥ 0. (6.40)
De donde, si 〈M |M〉 = 0, entonces Mik = 0, es decir M = 0.
Adema´s, si N1 y N2 son matrices de n× n,
〈M |N1 +N2〉 = Tr
(
M∗T (N1 +N2)
)
= Tr
(
M∗TN1 +M∗TN2
)
= Tr
(
M∗TN1
)
+ Tr
(
M∗TN2
)
= 〈M |N1〉+ 〈M |N2〉 .
Por lo que se cumple el segundo axioma de producto escalar.
Tambie´n se puede observar que si λ es un nu´mero complejo, entonces
〈M |N〉 = Tr (M∗TλN) = n∑
i=i
(
M∗TλN
)
ii
= λ
n∑
i=i
(
M∗TN
)
ii
= λTr
(
M∗TN
)
= λ 〈M |N〉 . (6.41)
Adicionalmente, se encuentra
〈M |N〉 = Tr (M∗TN) = Tr ((M∗TN)T) = Tr (NTM∗)
=
([
Tr
(
NTM∗
)]∗)∗
=
(
Tr
(
N∗TM
))∗
= (〈N |M〉)∗ .
Por lo tanto, (6.39) es un producto escalar para el espacio vectorial de las
matrices de n× n.
6.4.4. Funciones
Si q(x) es una funcio´n real, continua y positiva en el intervalo (a, b), para
el espacio vectorial de las funciones continuas, {f}, que va del intervalo [a, b]
a los complejos, tales que∫ b
a
dxq(x)f ∗(x)f(x) <∞, (6.42)
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se puede definir el producto escalar como
〈f |g〉 =
∫ b
a
dxq(x)f ∗(x)g(x). (6.43)
Considerando las propiedades del q(x) y f(x), el primer axioma de producto
escalar se cumple pues
〈f |f〉 =
∫ b
a
dxq(x)f ∗(x)f(x) =
∫ b
a
dxq(x)|f(x)|2 ≥ 0,
〈f |f〉 =
∫ b
a
dxq(x)f ∗(x)f(x) =
∫ b
a
dxq(x)|f(x)|2 = 0⇐⇒ f(x) = 0.
El segundo axioma de producto escalar se cumple, en efecto
〈f |g1 + g2〉 =
∫ b
a
dxq(x)f ∗(x) (g1(x) + g2(x))
=
∫ b
a
dxq(x) (f(x)∗g1(x) + f(x)∗g2(x))
=
∫ b
a
dxq(x)f(x)∗g1(x) +
∫ b
a
dxq(x)f(x)∗g2(x)
= 〈f |g1〉+ 〈f |g2〉 .
Los axiomas restantes tambie´n se cumplen, para probar esta afirmacio´n su-
pongamos que λ es un nu´mero complejo, entonces
〈f |λg〉 =
∫ b
a
dxq(x)f ∗(x)λg(x) = λ
∫ b
a
dxq(x)f ∗(x)g(x) = λ 〈f |g〉 ,
〈f |g〉 =
∫ b
a
dxq(x)f ∗(x)g(x) =
(∫ b
a
dx (q(x)f ∗(x)g(x))∗
)∗
=
(∫ b
a
dxq(x)g∗(x)f(x)
)∗
= (〈g|f〉)∗ .
Por lo tanto, Eq. (6.43) es un producto escalar para el espacio vectorial de las
funciones.
6.5. Ortonormalidad e independencia lineal
Se dice que un conjunto de vectores {vi}ni=1 = {v1, v2, · · · , vn} es linealmente
independiente si cualquier combinacio´n lineal de la forma
0 =
n∑
i=1
aivi, (6.44)
implica ai = 0. Adema´s, ee dice que un conjunto de vectores, {vi}ni=1, es orto-
normal si
〈vi|vj〉 = δij , i, j = 1, 2, . . . , n. (6.45)
Si un conjunto de vectores es ortonomal, entonces es linealmente independiente.
En efecto, supongamos que {a1, a2, · · · , an} son un conjunto de escalares tales
que se cumple Eq. (6.44), entonces como los vectores son ortonormales,
0 = 〈vj |0〉 =
〈
vj
∣∣∣∣
n∑
i=1
aivi
〉
=
n∑
i=1
〈vj |aivi〉 =
n∑
i=1
ai 〈vj |vi〉
=
n∑
i=1
aiδij = aj ,
es decir ai = 0, lo que completa la prueba.
Un conjunto de vectores ornormal, {vi}ni=1, tiene varias propiedades intere-
santes. Por ejemplo, si v es una combinacio´n lineal de estos vectores, es decir
si v =
∑n
i=1 aivi, se cumple
〈v|v〉 =
n∑
i=1
|ai|2. (6.46)
En efecto
〈v|v〉 =
〈
n∑
i=1
aivi
∣∣∣∣
n∑
j=1
ajvj
〉
=
n∑
i=1
n∑
j=1
〈aivi|ajvj〉
=
n∑
i=1
n∑
j=1
a∗i aj 〈vi|vj〉 =
n∑
i=1
n∑
j=1
a∗i ajδij =
n∑
i=1
|ai|2. (6.47)
6.6. Teorema de Pita´goras
Supongamos que v es un vector y {vi}ni=1 es un conjunto de vectores orto-
normales, entonces el vector
w1 =
n∑
i=1
〈vi|v〉 vi
es ortonormal a
w2 = v −
n∑
j=1
〈vj |v〉 vj.
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Esta afirmacio´n se satisface, pues
〈w1|w2〉 =
〈(
n∑
i=1
〈vi|v〉 vi
)
|
(
v −
n∑
j=1
〈vj |v〉 vj
)〉
=
〈(
n∑
i=1
〈vi|v〉 vi
)
|v
〉
−
〈(
n∑
i=1
〈vi|v〉 vi
)
|
(
n∑
j=1
〈vj |v〉 vj
)〉
=
n∑
i=1
〈vi (〈vi|v〉) |v〉
−
n∑
i=1
n∑
j=1
〈(〈vi|v〉 vi) | (〈vj|v〉 vj)〉
=
n∑
i=1
〈vi|v〉∗ 〈vi|v〉 −
n∑
i=1
n∑
j=1
〈vi|v〉∗ 〈vj |v〉 〈vi|vj〉
=
n∑
i=1
〈vi|v〉∗ 〈vi|v〉 −
n∑
i=1
n∑
j=1
〈vi|v〉∗ 〈vj |v〉 δij
=
n∑
i=1
〈vi|v〉∗ 〈vi|v〉 −
n∑
i=1
〈vi|v〉∗ 〈vi|v〉 = 0.
Adema´s, ocupando que {vi}ni=1 es un conjunto de vectores ortonormales se
cumple
〈w1|w1〉 =
n∑
i=1
| 〈vi|v〉 |2. (6.48)
Adicionalmente, se puede notar que
v = w1 + w2, (6.49)
considerando que w1 y w2 son vectores ortonormales, se puede probar que
〈v|v〉 = 〈w1|w1〉+ 〈w2|w2〉 . (6.50)
Tomando en cuenta los resultados anteriores, claramente se cumple que si {vn}
es un conjunto de vectores ortonormales, para cualquier vector v se tiene que
〈v|v〉 =
n∑
i=1
| 〈vi|v〉 |2 +
〈(
v −
n∑
i=1
〈vi|v〉 vi
)∣∣∣∣
(
v −
n∑
i=1
〈vi|v〉 vi
)〉
. (6.51)
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6.6.1. Desigualdad de Bessel
Note que el teorema de Pita´goras implica la desigualdad
n∑
i=1
| 〈vi|v〉 |2 ≤ 〈v|v〉 , (6.52)
que es la llamada desigualdad de Bessel.
6.6.2. Desigualdad de Schwarz
Sea w un vector diferente de cero, claramente el conjunto formado por
{ w√〈w|w〉} es ortonormal. Entonces, de acuerdo a la desigualdad de Bessel Eq.
(6.63), para cualquier vector v se cumple∣∣∣∣∣
〈
w√〈w|w〉
∣∣∣∣v
〉∣∣∣∣∣
2
≤ 〈v|v〉 , =⇒ |〈w|v〉|2 ≤ 〈w|w〉 〈v|v〉 (6.53)
que implica
|〈w|v〉| ≤
√
〈w|w〉
√
〈v|v〉. (6.54)
Esta es la llamada desigualdad de Schwarz.
6.6.3. Desigualdad del tria´ngulo
Sean v y w dos vectores, entonces
〈v + w|v + w〉 = 〈v + w|v + w〉 = 〈v|v + w〉+ 〈w|v + w〉
= 〈v|v〉+ 〈v|w〉+ 〈w|v〉+ 〈w|w〉
= 〈v|v〉+ 〈w|w〉+ (〈w|v〉∗ + 〈w|v〉)
= 〈v|v〉+ 〈w|w〉+ 2Re (〈w|v〉)
≤ 〈v|v〉+ 〈w|w〉+ 2| 〈w|v〉 |. (6.55)
De donde, ocupando desigualdad de Schwarz Eq. (6.64) se tiene
〈v + w|v + w〉 ≤ 〈v|v〉+ 〈w|w〉+ 2
√
〈w|w〉
√
〈v|v〉
=
(√
〈w|w〉+
√
〈v|v〉
)2
, (6.56)
es decir
〈v + w|v + w〉 ≤
(√
〈w|w〉+
√
〈v|v〉
)2
(6.57)
esta es la llamada desigualdad del tria´ngulo.
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6.7. Espacios normados
Sea V un espacio vectorial y || || una funcio´n de V en los reales. Se dice
que (V, || ||) es un espacio normado si
I) ||v|| ≥ 0,
II) ||v|| = 0, ⇐⇒ v = 0,
III) ||αv|| = |α|||v||,
IV ) ||v + w|| ≤ ||v||+ ||w||.
(6.58)
Note que si V es un espacio vectorial con producto escalar, entonces se
puede definir un espacio normado con la norma dada por
||v|| =
√
〈v|v〉. (6.59)
En efecto, las propiedades I) y II) se cumplen, pues por los axiomas de pro-
ducto escalar se tiene que 〈v|v〉 ≥ 0 y 〈v|v〉 = 0 ⇐⇒ v = 0. La propiedad
III) se cumple pues, si α es un escalar, se tiene
||αv|| =
√
〈αv|αv〉 =
√
α∗α 〈v|v〉 =
√
|α|2 〈v|v〉
= |α|
√
〈v|v〉 = |α| ||v||. (6.60)
La propiedad IV ) tambie´n se cumple pues, ocupando la desigualdad del tria´ngu-
lo se encuentra
||v + w||2 = 〈v + w|v + w〉 ≤
(√〈w|w〉+√〈v|v〉)2 = (||w||+ ||v||)2 ,
es decir
||v + w|| ≤ ||w||+ ||v||.
Por lo tanto, un espacio vectorial con producto escalar es un espacio normado
con la norma dada por ||v|| =√〈v|v〉.
Note que ocupando la notacio´n de espacios normados la igualdad del pa-
ralelogramos toma la forma
||v + w||2 + ||v − w||2 = 2 (||v||2 + ||w||2) . (6.61)
Mientras que, si {vi}ni=1 es un conjunto de vectores ortonormales, el teorema
de Pita´goras se puede escribir como
||v||2 =
n∑
i=1
| 〈vi|v〉 |2 +
∣∣∣∣∣
∣∣∣∣∣v −
n∑
i=1
〈vi|v〉 vi
∣∣∣∣∣
∣∣∣∣∣
2
. (6.62)
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Adema´s, la desigualdad de Bessel toma la forma
n∑
i=1
| 〈vi|v〉 |2 ≤ ||v||2, (6.63)
y la desigualdad de Schwarz es
|〈w|v〉| ≤ ||w|| ||v||. (6.64)
6.7.1. Espacios me´tricos
Sea un conjunto M y d una funcio´n de M ×M en los reales. Se dice que
(M, d) es un espacio me´trico si satisface que ∀x, y ∈M se cumple
A) d(x, y) ≥ 0,
B) d(x, y) = 0, ⇐⇒ x = y,
C) d(x, y) = d(y, x),
D) d(x, z) ≤ d(x, y) + d(y, z).
(6.65)
A la funcio´n d se le llama distancia.
Si V es un espacio normado, entonces se tiene un espacio me´trico con la
distancia definida por
d(v1, v2) = ||v1 − v2||. (6.66)
Los dos primeros axiomas de distancia se cumplen, pues
d(v1, v2) = ||v1 − v2|| ≥ 0 y d(v1, v2) = ||v1 − v2|| = 0 ⇐⇒ v1 − v2 = 0,
es decir v1 = v2. Tambie´n se cumple,
d(v1, v2) = ||v1 − v2|| = ||(−)(v2 − v1)|| = |(−)| ||v2 − v1|| = ||v2 − v1||
= d(v2, v1),
por lo tanto, se cumple el axioma C). Adema´s, por la desigualdad del tria´ngulo,
se tiene
d(v1, v3) = ||v1 − v3|| = ||(v1 − v2) + (v2 − v3)|| ≤ ||v1 − v2||+ ||v2 − v3||
= d(v1, v2) + d(v2, v3),
de donde se cumple el axioma D).
As´ı, un espacio normado es me´trico. Lo que quiere decir que cualquier
espacio con producto escalar es normado y por lo tanto me´trico.
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6.8. Ejemplos de bases ortonormales
En esta seccio´n veremos diferentes conjuntos de funciones que forman una
base ortonormal.
6.8.1. Exponencial compleja
Sea el conjunto de funciones
Φn(ϕ) =
einϕ√
2π
(6.67)
definidas en el intervalo [0, 2π], aqu´ı n es un nu´mero entero. Este conjunto de
funciones es ortonormal. En efecto
〈Φn(ϕ)|Φm(ϕ)〉 =
∫ 2π
0
dϕ (Φn(ϕ))
∗Φm(ϕ) =
1
2π
∫ 2π
0
dϕei(m−n)ϕ. (6.68)
Si m = n, es claro que
1
2π
∫ 2π
0
dϕei(n−n)ϕ =
1
2π
∫ 2π
0
dϕ = 1. (6.69)
Adicionalmente, si n 6= m se tiene
1
2π
∫ 2π
0
dϕei(m−n)ϕ =
1
2π
1
i(n−m)e
i(m−n)ϕ
∣∣∣2π
0
=
1
2π
1
i(m− n)
(
(−1)2(m−n) − 1) = 0.
Por lo tanto,
〈Φn(ϕ)|Φm(ϕ)〉 = δmn, (6.70)
es decir, el conjunto Eq. (6.67) es ortonormal y entonces linealmente indepen-
diente.
6.8.2. Ecuaciones tipo Sturm-Liouville
Anteriormente vimos que si (ψλ1(x), λ1) , (ψλ2(x), λ2) son soluciones de la
ecuacio´n de Sturm-Liouville
d
dx
(
p(x)
dψ(x)
dx
)
+ (λq(x) + r(x))ψ(x) = 0 (6.71)
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que satisfacen la condiciones de Dirichlet
ψ(a) = ψ(b) = 0 (6.72)
o´ las de Neumann
dψ(x)
dx
∣∣∣
x=a
=
dψ(x)
dx
∣∣∣
x=b
= 0 (6.73)
o´ bien que p(x) cumpla
p(a) = p(b) = 0, (6.74)
se encuentra que
(λ1 − λ2)
∫ b
a
dxq(x)ψ∗λ2(x)ψλ1(x) = 0.
En particular note que si λ1 6= λ2 se tiene∫ b
a
dxq(x)ψ∗λ2(x)ψλ1(x) = 0, (6.75)
Adema´s, se puede ver que la integral∫ b
a
dxq(x)ψ∗λ1(x)ψλ1(x) = αλ, (6.76)
es positiva, es decir αλ > 0. Por lo que, si αλ <∞, el conjunto de funciones
ψ˜λ(x)√
αλ
(6.77)
cumplen ∫ b
a
dxq(x)ψ∗λ1(x)ψ˜λ2(x) = δλ1λ2 . (6.78)
Se dice que las soluciones de Eq. (6.71) que satisfacen alguna de las condiciones
Eqs. (6.72)-(6.74) son un conjunto de funciones ortonormales con funcio´n de
peso q(x).
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6.8.3. Ecuacio´n de Schro¨dinger en una dimension
Supongamos que V (x) es una funcio´n real, la ecuacio´n de Schro¨dinger en
el intervalo [a, b] es
Hψ(x) =
(
− ~
2
2m
∂2
∂x2
+ V (x)
)
ψ(x) = Eψ(x), (6.79)
donde E es una constante real a determinar y se deben satisfacer las condiciones
de borde ψ(a) = ψ(b) = 0. Claramente este es un problema tipo Sturm-Lioville
con condiciones de Dirichlet. Por lo que si ψE(x) es solucio´n con la constante
E y ψE′(x) es solucio´n con la contante E
′, entonces
〈ψE(x)|ψE′(x)〉 =
∫ b
a
dxψ∗E(x)ψE′(x) = δEE′. (6.80)
Por lo tanto, las soluciones de la ecuacio´n de Schro¨dinger en una dimensio´n
forman un conjunto de funciones ortonormales.
6.8.4. Ecuacio´n de Schro¨dinger en tres dimensiones
Para la ecuacio´n de Schro¨dinger en tres dimensiones se tiene el mismo
resultado. Veamos este caso, si U(x, y, z) es una funcio´n real, la ecuacio´n de
Schro¨dinger es
Hψ(x, y, z) =
(
− ~
2
2m
∇2 + U(x, y, z)
)
ψ(x, y, z) = Eψ(x, y, z). (6.81)
Supondremos que esta ecuacio´n esta´ definida en una regio´n de volumen V cuya
frontera es Σ, por lo que la condicio´n de Dirichlet es ψ(x, y, z)|Σ = 0.
Si ψE(x, y, z) es solucio´n con la constante E y ψE′(x, y, z) es solucio´n con
la contante E ′, entonces(
− ~
2
2m
∇2 + U(x, y, z)
)
ψE(x, y, z) = EψE(x, y, z), (6.82)(
− ~
2
2m
∇2 + U(x, y, z)
)
ψE′(x, y, z) = E
′ψE′(x, y, z). (6.83)
El complejo conjugado de la seguda ecuacio´n es(
− ~
2
2m
∇2 + U(x, y, z)
)
ψ∗E′(x, y, z) = E
′ψ∗E′(x, y, z), (6.84)
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Por lo tanto, multiplicando ψ∗E′ por Eq. (6.82) y ψE por Eq. (6.84) se encuentra
− ~
2
2m
ψ∗E′∇2ψE + U(x, y, z)ψ∗E′ψE = Eψ∗E′ψE ,
− ~
2
2m
ψE∇2ψ∗E′ + U(x, y, z)ψEψ∗E′ = E ′ψEψ∗E′,
Ahora, considerando la igualdad
~∇ ·
(
f ~∇g
)
=
(
~∇f
)
·
(
~∇g
)
+ f∇2g, (6.85)
se llega a
f∇2g = ~∇ ·
(
f ~∇g
)
−
(
~∇f
)
·
(
~∇g
)
, (6.86)
por lo tanto
− ~
2
2m
(
~∇ ·
(
ψ∗E′ ~∇ψE
)
− ~∇ψ∗E′ · ~∇ψE
)
+ Uψ∗E′ψE = Eψ
∗
E′ψE ,
− ~
2
2m
(
~∇ ·
(
ψE ~∇ψ∗E′
)
− ~∇ψE · ~∇ψ∗E′
)
+ UψEψ
∗
E′ = E
′ψEψ∗E′ ,
restando estas ecuaciones se encuentra
− ~
2
2m
~∇ ·
(
ψ∗E′ ~∇ψE − ψE ~∇ψ∗E′
)
= (E −E ′)ψ∗E′ψE .
Integrando esta u´ltima ecuacio´n sobre el volumen V y usando el teorema de
Gauss Eq. (1.6), se tiene
(E − E ′)
∫
V
dvψ∗E′ψE =
~
2
2m
∮
Σ
da
(
ψ∗E′ ~∇ψE − ψE ~∇ψ∗E′
)
· nˆ = 0, (6.87)
es decir
(E − E ′)
∫
V
dvψ∗E′ψE = 0. (6.88)
Por lo tanto, si E 6= E ′, se llega a∫
V
dvψ∗E′(x, y, z)ψE(x, y, z) = 0. (6.89)
Si la funciones de onda son tales que
∫
V
dvψ∗EψE = α < ∞, siempre se puede
tener un conjunto de funciones tales que∫
V
dvψ∗E′(x, y, z)ψE(x, y, z) = δEE′. (6.90)
Por lo tanto con las soluciones de la ecuacio´n de Schro¨dinger se puede formar
un conjunto ortonormal de funciones. Este resultado es fundamental para la
meca´nica cua´ntica.
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6.8.5. Armo´nicos esfe´ricos
Otro ejemplo esta´ en las funciones propias del operado Lˆ2,
Lˆ2Yλ(θ, ϕ) = λYλ(θ, ϕ),
que deben satisfacer
Lˆ2Yλ(θ, ϕ) = −
[
1
sin θ
∂
∂θ
(
sin θ
∂Yλ(θ, ϕ)
∂θ
)
+
1
sin θ2
∂2Yλ(θ, ϕ)
∂ϕ2
]
= λYλ(θ, ϕ).
Por ahora no resolveremos esta ecuacio´n, pero veremos algunas de sus propie-
dades respecto a la ortonormalidad.
Propondremos Yλm(θ, ϕ) = Θ(θ)Φ(ϕ), de donde
Lˆ2Yλ(θ, ϕ) = −
[
Φ(ϕ)
sin θ
∂
∂θ
(
sin θ
∂Θ(θ)
∂θ
)
+
Θ(θ)
sin θ2
∂2Φ(ϕ)
∂ϕ2
]
= λΘ(θ)Φ(ϕ),
por lo que(
sin2 θLˆ2Yλ(θ, ϕ)
Yλm(θ, ϕ)
)
= −
[
sin θ
Θ(θ)
∂
∂θ
(
sin θ
∂Θ(θ)
∂θ
)
+
1
Φ(ϕ)
∂2Φ(ϕ)
∂ϕ2
]
= λ sin2 θ, (6.91)
que implica
∂
∂ϕ
(
sin2 θLˆ2Yλ(θ, ϕ)
Yλm(θ, ϕ)
)
= − ∂
∂ϕ
(
1
Φ(ϕ)
∂2Φ(ϕ)
∂ϕ2
)
= 0, (6.92)
entonces
1
Φ(ϕ)
∂2Φ(ϕ)
∂ϕ2
= −m2 = constante, (6.93)
es decir
∂2Φ(ϕ)
∂ϕ2
= −m2Φ(ϕ). (6.94)
Sustituyendo Eq. (6.93) en Eq. (6.91), se llega a
−
[
sin θ
Θ(θ)
∂
∂θ
(
sin θ
∂Θ(θ)
∂θ
)
−m2
]
= λ sin2 θ, (6.95)
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que se puede escribir como
∂
∂θ
(
sin θ
∂Θ(θ)
∂θ
)
+
(
λ sin θ − m
2
sin θ
)
Θ(θ) = 0. (6.96)
Esta ecuacio´n depende de los pa´rametros λ y m por lo que redefiniremos Θ(θ)
como Θ(θ) = Pmλ (cos θ). Note que Eq. (6.96) es tipo Sturm-Liouville con
p(θ) = sin θ, q(θ) = sin θ, r(θ) = − m
2
sin θ
. (6.97)
Adema´s como p(0)) = sin 0 = p(π) = sin π = 0, las soluciones de Eq. (6.96)
son ortormales en el intervalo [0, π] con funcio´n de peso sin θ, es decir∫ π
0
dθ sin θPmλ′ (cos θ)P
m
λ (cos θ) = αλmδλ′λ, αλm = constante > 0. (6.98)
Note que las funciones
Φm(ϕ) = A0e
imϕ (6.99)
son soluciones de Eq. (6.94). En particular si todas lasm son enteros el conjunto
de funciones
Φm(ϕ) =
eimϕ√
2π
(6.100)
son ortonormales en intervalo [0, 2π], como fue mostrado en Eq. (6.70). As´ı, si
el conjunto de las m esta´ en los enteros, las funciones
Yλm(θ, ϕ) =
1√
αλm
√
2π
eimϕPmλ (cos θ) (6.101)
son ortonormales. En efecto, considerando la ortonormalidad de las funciones
eimϕ√
2π
y Pmλ (cos θ), se tiene
〈Yλ′m′(θ, ϕ)|Yλm(θ, ϕ)〉 =
∫
dΩY ∗λ′m′(θ, ϕ)Yλm(θ, ϕ)
=
∫ 2π
0
dϕ
∫ π
0
dθ sin θY ∗λ′m′(θ, ϕ)Yλm(θ, ϕ)
=
∫ 2π
0
dϕ
∫ π
0
dθ sin θ
(
1√
αλ′m′
√
2π
eim
′ϕPm
′
λ′ (cos θ)
)∗
1√
αλm
√
2π
eimϕPmλ (cos θ)
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=∫ 2π
0
dϕ
∫ π
0
dθ sin θ
1√
αλ′m′
√
2π
e−im
′ϕPm
′
λ′ (cos θ)
1√
αλm
√
2π
eimϕPmλ (cos θ)
=
1√
αλ′m′
√
αλm
(
1
2π
∫ 2π
0
dϕe−im
′ϕeimϕ
)∫ π
0
dθ sin θPm
′
λ′ (cos θ)P
m
λ (cos θ)
=
1√
αλ′m′
√
αλm
δmm′
∫ π
0
dθ sin θPm
′
λ′ (cos θ)P
m
λ (cos θ)
=
1√
αλ′m
√
αλm
δmm′
∫ π
0
dθ sin θPmλ′ (cos θ)P
m
λ (cos θ)
=
1√
αλ′mαλm
δmm′αλmδλ′λ
=
1√
αλm
√
αλm
αλmδλ′λ = δmm′δλ′λ,
es decir
〈Yλ′m′(θ, ϕ)|Yλm(θ, ϕ)〉 = δmm′δλ′λ. (6.102)
Au´n no sabemos cual es la forma expl´ıcita las funciones Yλm(θ, ϕ), pero po-
demos decir que son un conjunto de funciones ortornales. Posteriormente ocu-
paremos este hecho para encontrar la forma expl´ıcita de estas funciones. Cabe
sen˜alar que las funciones Yλm(θ, ϕ) son importantes para diferentes a´reas de la
f´ısica, como la meca´nica cua´ntica y la electrodina´mica.
6.9. Polinomios trigonome´tricos
Supongamos que {ψn(x)}∞n=0 es un conjunto de funciones ortonormales en
el intervalo [a, b], es decir
〈ψn|ψm〉 =
∫ b
a
dxq(x)ψ∗n(x)ψm(x) = δnm, (6.103)
aqu´ı q(x) es una funcio´n de peso positiva en el intervalo (a, b). Con este con-
junto de funciones podemos hacer las combinaciones lineales
Tn(x) =
n∑
i=1
biψi(x), (6.104)
las cuales llamaremos polinomios trigonome´tricos. Note que debido a que
{ψn(x)}∞n=0 es un conjunto de funciones ortonormales, la norma de Tn(x) es
||Tn||2 =
n∑
i=1
|bi|2. (6.105)
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Sea F (x) una funcio´n tal que 〈F |F 〉 = ||F ||2 = ∫ b
a
dxq(x)|F (x)|2 <∞, enton-
ces definiremos los coeficientes de Fourier de F como
an = 〈ψn|F 〉 =
∫ b
a
dxq(x)ψ∗n(x)F (x). (6.106)
Ahora veremos que tanto se puede aproximar la funcio´n F (x) con polinomios
de la forma Tn(x). El sentido de la distancia en este espacio esta´ dada por la
norma de la funciones. As´ı, el problema es encontrar los polinomios tales que
d2(F, Tn) = ||F − Tn||2 =
∫ b
a
dxq(x)|F (x)− Tn(x)|2 (6.107)
es mı´nimo. Basicamente se trata de encontrar los coeficientes bi que hacen
mı´nimo (6.107). Podemos iniciar notando que
d2(F, Tn) = ||F − Tn||2 = 〈F − Tn|F − Tn〉
= 〈F |F 〉 − 〈F |Tn〉 − 〈Tn|F 〉+ 〈Tn|Tn〉
= ||F ||2 + ||Tn||2 − 〈F |Tn〉 − 〈Tn|F 〉
= ||F ||2 + ||Tn||2 −
〈
F |
n∑
i=1
biψi
〉
−
〈
n∑
i=1
biψi|F
〉
= ||F ||2 + ||Tn||2 −
n∑
i=1
b∗i 〈F |ψi〉 −
n∑
i=1
bi 〈ψi|F 〉 ,
considerando la norma de Tn(x) y la definicio´n de los coeficientes de Fourier
se llega a
||F − Tn||2 = ||F ||2 +
n∑
i=1
(|bi|2 − bia∗i − b∗i ai) . (6.108)
Adema´s, como
|bi − ai|2 = (bi − ai)(bi − ai)∗ = |bi|2 + |ai|2 − (bia∗i + b∗i ai), (6.109)
se tiene
|bi − ai|2 − |ai|2 = |bi|2 − (bia∗i + b∗i ai). (6.110)
De donde,
||F − Tn||2 = ||F ||2 +
n∑
i=1
|bi − ai|2 −
n∑
i=1
|ai|2. (6.111)
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Claramente la distancia entre esta dos funciones es mı´nima cuando bi = ai, es
decir, cuando el polinomio tienen los coeficientes de Fourier.
Si bi = ai se encuentra
||F − Tn||2 = ||F ||2 −
n∑
i=1
|ai|2 ≥ 0. (6.112)
Por lo que, para cualquier n
||Tn||2 =
n∑
i=1
|ai|2 ≤ ||F ||2 <∞. (6.113)
Esta desigualdad se llama la desigualdad de Bessel, la cual implica que la su-
cesio´n ||Tn||2 =
∑n
i=1 |ai|2 esta´ acotada.
Un resultado de ca´lculo diferencial nos dice que si una sucesio´n es mono-
tona creciente y esta´ acotada, converge [17]. Note que la sucesio´n ||Tn||2 es
monotona creciente y esta´ acotada, entonces converge. La pregunta es hacia
donde converge, supondremos sin demostrar que converge a ||F ||2, es decir
l´ım
n→∞
||Tn||2 = l´ım
n→∞
n∑
i=1
|ai|2 =
∑
n≥0
|an|2 = ||F ||2. (6.114)
A esta igualdad se llama igualdad de Parseval. Demostrar esta igualdad es un
problema importante [3, 4], pero altamente no trivial y rebasa el propo´sito de
este escrito por lo que solo tocaremos este tema en casos particulares.
6.10. Espacios completos
Cuando se cumple la igualdad de Parseval se dice que el conjunto de fun-
ciones {ψn(x)}n≥0 es completo. En este caso cualquier funcio´n, F (x), con
||F || < ∞ se puede escribir como combinacio´n lineal de {ψn(x)}n≥0, es de-
cir
F (x) =
∑
n≥0
anψn(x). (6.115)
Un resultado de ca´lculo diferencial es que si
∑
n≥0 |an|2 converge, entonces
an → 0.
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Esto tiene diferentes implicaciones f´ısicas. Por ejemplo, en meca´nica cua´nti-
ca significa que es ma´s probable que el sistema este´ en estado base. Mientras
que en electrosta´tica, significa que en un sistema de cargas los te´rminos ma´s im-
portantes son el monopolo, dipolo, cua´drupolo. Posteriormente veremos ejem-
plos concretos de esta afirmacio´n.
6.11. Operadores lineales
Sea V un espacio vectorial, una funcio´n O : V → V es un operador lineal,
o transformacio´n lineal, si
∀v1, v2 ∈ V, ∀α, β ∈ K O (αv1 + βv2) = αO (v1) + βO (v2) . (6.116)
Por ejemplo, el operador derivada es lineal, pues
∂
∂x
(αf1(x) + βf2(x)) = α
∂
∂x
f1(x) + β
∂
∂x
f2(x). (6.117)
Usando el producto por un escalar, con una funcio´n f(x) podemos definir un
operador lineal, O, de la forma:
O(v1) = f(x)v1,
claramente este operador es lineal, pues
O(αv1 + βv2) = f(x)(αv1 + βv2) = αf(x)v1 + f(x)βv2) = αO (v1) + βO (v2) .
Dada una funcio´n g(k, x) se puede definir una transformacio´n con la integral
f˜(k) =
∫ b
a
dxg(k, x)f(x). (6.118)
Esta transformacio´n es lineal, pues si definimos h(x) = αf1(x) + βf2(x) se
encuentra
h˜(k) =
∫ b
a
dxg(k, x)h(x) =
∫ b
a
dxg(k, x) (αf1(x) + βf2(x))
= α
∫ b
a
dxg(k, x)f1(x) + β
∫ b
a
dxg(k, x)f2(x) = αf˜1(k) + βf˜2(k).
A Eq. (6.119) se le llama transformada integral en base g(k, x).
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Por ejemplo, con g(k, x) = e−ikx se define la transformada de Fourier
f˜(k) =
∫ ∞
−∞
dxe−ikxf(x). (6.119)
Para cada funcio´n, g(k, x), bien portada se puede definir una transformada
integral.
Si tenemos dos transformaciones lineales, O1 y O2, cualquier combinacio´n
lineal de ellas tambie´n es lineal. En efecto, si a y b son dos escalares podemos
construir la combinacio´n lineal
O = aO1 + bO2, (6.120)
entonces
O (αv1 + βv2) = (aO1 + bO2) (αv1 + βv2)
= aO1 (αv1 + βv2) + bO2 (αv1 + βv2)
= a (αO1 (v1) + βO1 (v2)) + b (αO2 (v1) + βO2 (v2))
= α (aO1 (v1) + bO2 (v1)) + β (aO1 (v2) + bO2 (v2))
= α (aO1 + bO2) (v1) + β (aO1 + bO2) (v2)
= αO (v1) + βO (v2) .
As´ı, cualquier combinacio´n lineal de dos operadores lineales nos da otro ope-
rador lineal.
Ahora veamos el productor de dos operadores lineales, definamos
O = O1O2, (6.121)
entonces
O (αv1 + βv2) = (O1O2) (αv1 + βv2)
= O1 (O2 (αv1 + βv2)) = O1 (αO2 (v1) + βO2 (v2))
= αO1 (O2 (v1)) + βO1 (O2 (v2))
= α (O1O2) (v1) + β (O1O2) (v2)
= αO (v1) + βO (v2) .
Por lo tanto, el producto de dos operadores lineales tambie´n nos da otro ope-
rador lineal. Por ejemplo, sabemos que los operadores
∂
∂x
,
∂
∂y
,
∂
∂z
(6.122)
119
son lineales, entonces tambie´n lo son
∂2
∂x2
,
∂2
∂y2
,
∂2
∂z2
. (6.123)
Esto implica que el operador Laplaciano
∇2 = ∂
2
∂x2
+
∂2
∂y2
+
∂2
∂z2
(6.124)
sea lineal. Cualquier funcio´n V (x, y, z) como operador es lineal, entonces el
operador Hamiltoniano
H = − ~
2
2m
∇2 + V (x, y, z) (6.125)
es lineal, esto se debe a que es combinacio´n lineal de opeadores lineales. Adema´s
las variables
x, y, z (6.126)
como operadores son lineales. Entonces los operadores
Lx = −i
(
y
∂
∂z
− z ∂
∂y
)
, Ly = −i
(
z
∂
∂x
− x ∂
∂z
)
, Lz = −i
(
x
∂
∂y
− y ∂
∂x
)
,
son lineales, puesto que son combinaciones lineales de productos de operadores
lineales. Por la misma razo´n el operador
L2 = L2x + L
2
y + L
2
z
es lineal.
6.12. Operador adjunto
Dado un operador A definiremos el operador adjunto, A†, como el operador
que satisface
〈Av|u〉 = 〈v|A†u〉 , (6.127)
con u y v dos vectores arbitrarios.
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6.12.1. Matrices
Por ejemplo, para Cn se tiene
〈Av|u〉 = (Av)∗Tu = v∗TA∗Tu = 〈v|A†u〉 = v∗TA†u, (6.128)
de donde, para una matriz cuadrada con entradas complejas la matriz adjunta
es
A† = A∗T . (6.129)
6.12.2. Derivada
Para el espacio vectorial de las funciones, el adjunto de un operador de-
pende fuertemente del dominio, las condiciones de borde que se satisfacen y
del producto escalar. En el espacio de las funciones suaves e integrables ψ(x)
definidas en el intervalo [a, b] y que cumplen ψ(a) = ψ(b) = 0. se puede definir
el operador
A = α
∂
∂x
, (6.130)
con α un nu´mero complejo. Veamos cual es el operador adjunto de este ope-
rador, para ello tomaremos el producto escalar Eq. (6.43) con funcio´n de peso
q(x) = 1. En este caso se puede notar que
〈Aψ1|ψ2〉 =
∫ b
a
dx(Aψ1(x))
∗ψ2(x) =
∫ b
a
dx
(
α
∂
∂x
ψ1(x)
)∗
ψ2(x)
= α∗
∫ b
a
dx
∂ψ∗1(x)
∂x
ψ2(x)
= α∗
∫ b
a
dx
(
∂ (ψ∗1(x)ψ2(x))
∂x
− ψ∗1(x)
∂ψ2(x)
∂x
)
= α∗ (ψ∗1(x)ψ2(x))
∣∣∣∣
b
a
+
∫ b
a
dxψ∗1(x)
(
−α∗∂ψ2(x)
∂x
)
=
∫ b
a
dxψ∗1(x)
(
−α∗ ∂
∂x
)
ψ2(x),
ahora
〈
ψ1|A†ψ2
〉
=
∫ b
a
dxψ∗1(x)A
†ψ2(x),
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entonces (
α
∂
∂x
)†
= −α∗ ∂
∂x
. (6.131)
Note que este resultado depende fuertemente de que se cumpla ψ(a) = ψ(b) =
0.
6.12.3. Derivada con peso
Se puede observar que el adjunto del operador A = α ∂
∂x
no esta´ bien defi-
nido con un producto escalar general
〈f |g〉 =
∫ b
a
dxq(x)f ∗(x)g(x), q(x) > 0. (6.132)
Para este caso es ma´s conveniente ocupar el operador
A˜ =
α
q(x)
∂
∂x
, (6.133)
quien s´ı tiene bien definido su adjunto. En efecto,
〈
A˜ψ1|ψ2
〉
=
∫ b
a
dxq(x)(A˜ψ1(x))
∗ψ2(x)
=
∫ b
a
dxq(x)
(
α
q(x)
∂
∂x
ψ1(x)
)∗
ψ2(x)
= α∗
∫ b
a
dx
∂ψ∗1(x)
∂x
ψ2(x) =
∫ b
a
dxψ∗1(x)
(
−α∗ ∂
∂x
)
ψ2(x),
=
∫ b
a
dxq(x)ψ∗1(x)
(−α∗
q(x)
∂
∂x
)
ψ2(x) (6.134)
ahora
〈
ψ1|A˜†ψ2
〉
=
∫ b
a
dxq(x)ψ∗1(x)A˜
†ψ2(x),
de donde
A˜† = − α
∗
q(x)
∂
∂x
. (6.135)
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6.12.4. Propiedades del operador adjunto
Hay dos propiedades importantes de los operadores adjuntos. La primera
propiedad esta´ relacionada con las suma. Si A,B son dos operadores lineales,
se tiene
〈(A+B) v|u〉 =
〈
v| (A+B)† u
〉
, (6.136)
pero
〈(A+B) v|u〉 = 〈(Av +Bv) |u〉 = 〈Av|u〉+ 〈Bv|u〉
=
〈
v|A†u〉+ 〈v|B†u〉 = 〈v| (A† +B†) u〉 .
Por lo tanto, 〈
v| (A+B)† |u
〉
=
〈
v| (A† +B†)u〉 ,
este resultado es va´lido para cualquier par de vectores v y u, entonces
(A+B)† = A† +B†. (6.137)
La otra propiedad esta´ relacionada con el producto de dos operadores:
〈(AB) v|u〉 = 〈A (Bv) |u〉 = 〈Bv|A†u〉 = 〈v|B†A†u〉 = 〈v| (AB)† u〉 ,
que implica
(AB)† = B†A†. (6.138)
6.13. Operadores Hermı´ticos
Una clase importante de operadores son los autoadjuntos, que satisfacen
A† = A, (6.139)
a estos operadores tambie´n se les llama Hermı´ticos.
De (6.137) se puede ver que la suma de dos operadores Hermı´ticos nos da
otro operador Hermı´tico. Adema´s de Eq. (6.138) es claro que si A y B son
operadores Hermı´ticos y conmutan, es decir AB = BA, entonces
(AB)† = B†A† = BA = AB. (6.140)
Por lo tanto, el producto de dos operadores Hermı´ticos que conmutan es
Hermı´tico.
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6.13.1. Ejemplos de matrices Hemı´ticas
De (6.129) se puede ver que una matriz de Cn Hermı´tica cumple
(Λ)∗T = Λ. (6.141)
En C2 un ejemplo trivial una matriz Hermı´tica es la matriz identidad
I =
(
1 0
0 1
)
. (6.142)
En ese mismo espacio, se puede ver que las matrices de Pauli
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
(6.143)
son Hermı´ticas.
6.13.2. Ejemplos de operadores Hermı´ticos
En el espacio de funciones, claramente cualquier funcio´n real f(~r) es un
operador Hermı´tico. De Eq. (6.131) se puede ver que si α es imaginario, por
ejemplo si α = −i~ el operador
Px = −i~ ∂
∂x
(6.144)
es Hermı´tico. Adema´s, como Px conmuta con Px, entonces PxPx = P
2
x es un
operador Hermı´tico. Si V (x) es un potencial real, el operador Hamiltoniano de
la meca´nica cua´ntica
H =
1
2m
P 2x + V (x) (6.145)
es Hermı´tico, pues es la suma de dos operadores Hermı´ticos.
Claramente los operadores
Px = −i~ ∂
∂x
, Py = −i~ ∂
∂y
, Pz = −i~ ∂
∂z
(6.146)
son Hermı´ticos. Entonces, si V (~r) es una funcio´n real, el operador
H =
1
2m
P 2 + V (~r) = − ~
2
2m
∇2 + V (~r)
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es Hermı´tico.
Si η y ξ son variables independientes, entonces definiendo
O1 = η, O2 = −i ∂
∂ξ
se tiene
O1O2f = η(−i)∂f
∂ξ
= (−i) ∂
∂ξ
ηf = O2O1f,
es decir η y
(
−i ∂
∂ξ
)
conmutan. As´ı los operadores
xpy = x(−i) ∂
∂y
, xpz = x(−i) ∂
∂z
,
ypx = y(−i) ∂
∂x
, ypz = y(−i) ∂
∂z
,
zpx = z(−i) ∂
∂x
, zpy = z(−i) ∂
∂y
,
son Hermı´ticos. Por lo tanto, tambie´n los operadores
Lx = −i
(
y
∂
∂z
− z ∂
∂y
)
, Ly = −i
(
z
∂
∂x
− x ∂
∂z
)
, Lz = −i
(
x
∂
∂y
− y ∂
∂x
)
.
son Hermı´ticos. Esto implica que el operador
L2 = L2x + L
2
y + L
2
z
es Hermı´tico.
6.14. Conmutador
Supongamos que tenemos los operadores lineales A y B, entonces definire-
mos el conmutador como
[A,B] = AB − BA. (6.147)
Por ejemplo, si f es una funcio´n de prueba y tenemos los operadores x, y se
tiene
(xy)f = xyf = yxf = (yx)f, (6.148)
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de donde
(xy − yx) f = 0. (6.149)
Este resultado es va´lido para cualquier funcio´n, por lo que se suele escribir
[x, y] = 0. (6.150)
Por lo misma razo´n se encuentra
[x, z] = [z, y] = 0. (6.151)
Adema´s si f es una funcio´n bien portada, se cumple(
∂2
∂x∂y
)
f =
(
∂2
∂x∂y
)
f,
entonces si
px = −i ∂
∂x
, py = −i ∂
∂y
, (6.152)
se llega a
(pypx)f =
(
(−i) ∂
∂y
(−i) ∂
∂x
)
f = (−i)(−i)
(
∂2
∂x∂y
)
f
=
(
(−i) ∂
∂y
(−i) ∂
∂x
)
f = pxpyf,
que implica
[px, py] = 0. (6.153)
De la misma forma se tiene
[px, pz] = [py, pz] = 0. (6.154)
Con los operadores y, px se tiene
(ypx)f =
(
y(−i) ∂
∂x
)
f = −iy ∂
∂x
f = −i∂ (yf)
∂x
= (pxy)f,
por lo tanto,
[y, px] = 0. (6.155)
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Con los mismos argumentos se encuentra
[y, pz] = [x, py] = [x, pz] = [z, px] = [z, py] = 0. (6.156)
Ahora, si x, px = −i ∂∂x , entonces
(xpx)f =
(
x(−i) ∂
∂x
)
f = −ix∂f
∂x
,
(pxx)f =
(
(−i) ∂
∂x
x
)
f = −i ∂
∂x
(xf) = −if − ix∂f
∂x
,
es decir
(xpx − pxx) f = if. (6.157)
Como este resultado es va´lido para cualquier funcio´n, se escribe
[x, px] = i. (6.158)
Tambie´n se tiene
[y, py] = i, [z, pz] = i. (6.159)
Si definimos
x1 = x, x2 = y, x3 = z,
p1 = −i ∂
∂x1
, p2 = −i ∂
∂x2
, p3 = −i ∂
∂3
, (6.160)
las anteriores reglas de conmutacio´n se pueden escribir como
[xi, xj ] = [pi, pj] = 0 [xi, pj] = iδij . (6.161)
Salvo un factor de ~, estas son las reglas de conmutacio´n que propuso Heisen-
berg como base de la meca´nica cua´ntica.
6.14.1. Propiedades de los conmutadores
Los conmutadores tiene varias propiedades algebraicas que los hacen im-
portantes para la F´ısica y las Matema´ticas, a continuacio´n veremos algunas de
ellas. Sea c un nu´mero, entonces si A,B,C son operadores lineales se cumple
[A, c] = 0, (6.162)
[A,B] = − [B,A] , (6.163)
[A,B + C] = [A,B] + [A,C] , (6.164)
[A,BC] = [A,B]C +B [A,C] , (6.165)
[A, [B,C]] + [C, [A,B]] + [B, [A,C]] = 0. (6.166)
127
La identidad Eq. (6.162) es va´lida pues c es un nu´mero. La prueba de Eq.
(6.163) es
[B,A] = BA− AB = − (AB −BA) = − [A,B] .
Mientras que la prueba de Eq. (6.164) es
[A,B + C] = A (B + C)− (B + C)A = (AB + AC)− (BA+ CA)
= (AB −BA) + (AC − CA) = [A,B] + [A,C] .
Adema´s,
[A,BC] = A (BC)− (BC)A = (ABC)− (BAC) + (BAC)− (BCA)
= (AB − BA)C +B (AC − CA) = [A,B]C +B [A,C] ,
que prueba Eq. (6.165).
Ahora tenemos que
[A, [B,C]] = [A, (BC − CB)] = [A,BC]− [A,CB]
= B [A,C] + [A,B]C − (C [A,B] + [A,C]B)
= B (AC − CA) + (AB − BA)C
− (C (AB − BA) + (AC − CA)B)
= BAC + ABC + CBA+ CAB
− (BCA +BAC + CAB + ACB)
= ABC + CBA− (BCA+ ACB) ,
de la misma forma
[C, [A,B]] = CAB +BAC − (ABC + CBA) ,
[B, [C,A]] = BCA+ ACB − (CAB +BAC) ,
sumando estas tres igualdades se llega a Eq. (6.166).
6.14.2. Ejercicio
Para tener un poco de pra´ctica con los conmutadoremos calcularemos las
reglas de conmutacio´n del momento angular Eq. (2.89), cuyas componentes se
pueden escribir como
Lx = ypz − zpy,
Ly = zpx − xpz,
Lz = xpy − ypx.
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De donde aplicando las propiedades de los conmutadores y considerando Eq.
(6.161) se llega
[Lx, Ly] = [ypz − zpy, zpx − xpz] = [ypz, zpx − xpz] + [−zpy , zpx − xpz]
= [ypz, zpx − xpz]− [zpy, zpx − xpz ]
= [ypz, zpx]− [ypz, xpz]− ([zpy, zpx]− [zpy, xpz])
= y [pz, zpx] + [y, zpx] pz − y [pz, xpz]− [y, xpz] pz
− (z [py, zpx] + [z, zpx] py − z [py, xpz]− [z, xpz ] py)
= yz [pz, px] + y [pz, z] px + z [y, px] pz + [y, z] pxpz − yx [pz, pz]
−y [pz, x] pz − x [y, pz] pz − [y, x] pzpz − z [py, px]− z [py, z] px
−z [z, px] py − z [z, py] px + zx [py, pz] + z [py, x] pz
+x [z, pz] py + [z, x] pzpy
= i (xpy − ypx) = iLz (6.167)
Adema´s
[Ly, Lz] = [zpx − xpz, xpy − ypx] = [zpx, xpy − ypx]− [xpz, xpy − ypx]
= [zpx, xpy] + [xpz , ypx] = z [px, x] py + y [x, px] pz
= i (ypz − zpy) = iLx,
[Lz, Lx] = [xpy − ypx, ypz − zpy] = [xpy, ypz − zpy ]− [ypx, ypz − zpy]
= [xpy, ypz] + [ypx, zpy] = x [py, y] pz + z [y, py] px
= i (zpx − xpz) = iLy. (6.168)
Es decir,
[Lx, Ly] = Lz, [Lz, Lx] = iLy, [Ly, Lz] = iLx. (6.169)
Ahora, considerando L2 = L2x + L
2
y + L
2
z y Eq. (6.169) se tiene[
L2, Lx,
]
=
[
L2x + L
2
y + L
2
z, Lx
]
=
[
L2x, Lx
]
+
[
L2y, Lx
]
+
[
L2z, Lx
]
= Ly [Ly, Lx] + [Ly, Lx]Ly + Lz [Lz, Lx] + [Lz, Lx]Lz
= −iLyLz − iLzLy + iLzLy + iLyLz = 0,[
L2, Ly,
]
=
[
L2x + L
2
y + L
2
z, Ly
]
=
[
L2x, Ly
]
+
[
L2y, Ly
]
+
[
L2z , Ly
]
= Lx [Lx, Ly] + [Lx, Ly]Lx + Lz [Lz, Ly] + [Lz, Ly]Lz
= iLxLz + iLzLx − iLzLx − iLxLz = 0,[
L2, Lz,
]
=
[
L2x + L
2
y + L
2
z, Lz
]
=
[
L2x, Lz
]
+
[
L2y, Lz
]
+
[
L2z, Lz
]
= Lx [Lx, Lz] + [Lx, Lz]Lx + Ly [Ly, Lz] + [Ly, Lz]Ly
= −iLxLy − iLyLx + iLyLx + iLxLy = 0.
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Por lo tanto, L2 conmuta con cualquier componente del momento angular[
L2, Lx
]
=
[
L2, Ly
]
=
[
L2, Lz
]
= 0. (6.170)
6.15. Conmutadores y la derivada
Una de las propiedades del conmutador entre dos operadores es que en
algunos casos actu´a como derivada. En efecto supongamos que
[A,B] = α, α = constante, (6.171)
entonces[
A,B2
]
= [A,BB] = B [A,B] + [A,B]B = Bα +Bα = 2αB. (6.172)
En general se cumple que
[A,B] = α =⇒ [A,Bn] = αnBn−1. (6.173)
Probaremos esta afirmacio´n por induccio´n. La hipo´tesis de induccio´n ya la
hemos probado. Para probar el paso inductivo debemos mostrar que[
A,Bk
]
= αkBk−1 =⇒ [A,Bk+1] = α(k + 1)Bk. (6.174)
Esta u´ltima igualdad es correcta, pues ocupando la hipo´tesis de induccio´n y
Eq. (6.164) se encuentra[
A,Bk+1
]
=
[
A,BBk
]
= B
[
A,Bk
]
+ [A,B]Bk = αkBBk−1 + αBk
= α(k + 1)Bk,
que es lo que se queria demostrar. Por lo tanto, la propiedad (6.173) es va´lida
para cualquier natural n. As´ı, en este caso el conmutador actu´a como derivada.
Para ver de forma ma´s expl´ıcita esta afirmacio´n, supongamos que tenemos
la funcio´n
f(x) =
∑
n≥0
bnx
n,
con la cual podemos formar el operador
f(B) =
∑
n≥0
bnB
n.
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De donde,
[A, f(B)] =
[
A,
∑
n≥0
bnB
n
]
=
∑
n≥0
bn [A,B
n] =
∑
n≥0
bnαnB
n−1
= α
∑
n≥0
bnnB
n−1 = α
df(B)
dB
.
Por lo tanto, para cualquier funcio´n
[A,B] = α, =⇒ [A, f(B)] = αdf(B)
dB
. (6.175)
Por ejemplo, sabemos que con px = −i ∂∂x se cumple [x, px] = i, entonces si f
y g son dos funciones se encuentra
[f(x), px] = i
∂f(x)
∂x
,
[x, g(px)] = i
∂g(px)
∂px
.
Estas igualdades son de gran utilidad para obtener ecuaciones de movimiento
en meca´nica cua´ntica. En efecto, dado un Hamiltoniano H las ecuaciones de
movimiento se definen como
ix˙ = [x,H ] ,
ip˙ = [p,H ] , (6.176)
que son las ecuaciones de Heisenger. En particular con el Hamiltoniano
H =
1
2m
p2 + V (x),
se tiene
ix˙ = [x,H ] =
[
x,
1
2m
p2
]
=
i
m
p,
ip˙ = [p,H ] = [p, V (x)] = −i∂V (x)
∂x
, (6.177)
es decir
x˙ =
1
m
p, p˙ = −∂V (x)
∂x
.
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6.16. Vectores propios
Sea A un operador lineal, si v es un vector tal que Av = λv, se dice que v
es un vector propio de A con valor propio λ. Al conjunto de valores propios de
A se le llama el espectro de A.
Por ejemplo, los vectores propios del operador derivada deben cumplir
∂
∂x
f(x) = λf(x), (6.178)
que son las funciones de la forma f(x) = A0e
λx, A0 = constante. En la f´ısica
matema´tica es importante obtener las funciones propias y valores propios de
diferentes operadores, como el momento angular Eq. (2.99)
L2Yλm = λYλm, LzYλm = mYλm, (6.179)
y el operador Hamiltoniano
Hψ (~r) =
(
− ~
2
2m
∇2 + V (r)
)
ψ (~r) = Eψ (~r) . (6.180)
6.16.1. Espectro de operadores Hermı´ticos
Los operadores Hermı´ticos tienen valores propios reales. En efecto, si v es
un vector propio de un operador Hermı´tico A con valor propio λ, es decir
Av = λv, se tiene
〈Av|v〉 = 〈λv|v〉 = λ∗ 〈v|v〉
=
〈
v|A†v〉 = 〈v|Av〉 = 〈v|λv〉 = λ 〈v|v〉 ,
que nos conduce al resultado
λ∗ = λ. (6.181)
As´ı, los valores propios de los operadores Hermı´ticos son reales.
Como el operador H es Hermı´tico, la ecuacio´n diferencial
Hψ(~r) =
(
1
2m
P 2 + V (~r)
)
ψ(~r) =
(
− ~
2
2m
∇2 + V (~r)
)
ψ(~r) = Eψ(~r)
so´lo tiene solucio´n si E es un valor real. Posteriormente veremos como resolver
esta ecuacio´n para algunos casos particulares de V (~r).
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De la misma forma, como L2 es Hermı´tico, la ecuacio´n diferencial
L2Yλ(θ, ϕ) = −
[
1
sin θ
∂
∂θ
(
sin θ
∂
∂θ
)
+
1
sin θ2
∂2
∂ϕ2
]
Yλ(θ, ϕ) = λYλ(θ, ϕ)
solo tiene solucio´n si λ es un nu´mero real. Las soluciones de esta ecuacio´n se
llaman armo´nicos esfe´ricos y son de suma importancia para la electrosta´tica y
la meca´nica cua´ntica.
6.16.2. Operadores que conmutan
Se dice que un operador A tiene espectro no degenerado si
Av = λv y Au = λu =⇒ ∃α, v = αu. (6.182)
Por ejemplo, el operador derivada tiene espectro no degenerado, pues todas las
soluciones de Eq. (6.178) son de la forma eλx, en particular
Lz = −i ∂
∂ϕ
tiene espectro no degenerado.
Supongamos que A y B son dos operadores lineales que conmutan, es decir
[A,B] = 0
y que A tiene espectro no degenerado. Entonces podemos afirmar que si v es
vector propio de A, es decir Av = λv, tambie´n lo es de B. Esta afirmacio´n es
correcta pues si AB = BA, entonces
ABv = BAv = B(Av) = λBv =⇒ A(Bv) = λ(Bv). (6.183)
As´ı, (Bv) es vector propio de A con valor propio λ. De donde, como A tiene
espectro no degenerado, existe β tal que
Bv = βv.
Esto quiere decir que v es vector propio de B, lo que completa la prueba.
Por ejemplo, Lz tiene espectro no degenerado y conmuta con L
2. Por lo tan-
to, estos operadores comparten funciones propias. En el lenguaje de la meca´ni-
ca cua´ntica significa que estas dos cantidades se pueden medir al mismo tiempo.
Cap´ıtulo 7
Prueba de Feynman de las
Ecuaciones de Maxwell
Como un ejercicio para reforzar el usos de conmutadores y vectores, en este
cap´ıtulo veremos la prueba de Feynman de dos ecuaciones de Maxwell.
Apesar de que las ecuaciones de Maxwell se obtienen de mediciones de la na-
turaleza, Feynman encontro´ que la ley de inexistencia de monopolos magne´ti-
cos y la ley de Faraday se pueden deducir de la dina´mica de una part´ıcula. La
demostracio´n parte de suponer la segunda ley de Newton
mx¨i = Fi(x, x˙, t) (7.1)
y las reglas de conmutacio´n
[xi, xj] = 0, m[xi, x˙j ] = i~δij . (7.2)
Primero veremos como se obtiene la fuerza de Lorentz de estas hipo´tesis, para
despue´s hacer la deduccio´n de la ley de inexistencia de monopolos magne´ticos
y la ley de Faraday.
7.1. Fuerza de Lorentz
Para iniciar, notemos que
xix¨j =
d
dt
(xix˙j)− x˙ix˙j , (7.3)
entonces,
[xi, x¨j ] = xix¨j − x¨jxi =
(
d
dt
(xix˙j)− x˙ix˙j
)
−
(
d
dt
(x˙jxi)− x˙jx˙i
)
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=
d
dt
(xix˙j − x˙j x˙i) + (x˙j x˙i − x˙ix˙j)
=
d
dt
([xi, x˙j ]) + [x˙j , x˙i] = [x˙j , x˙i], (7.4)
es decir,
[xi, x¨j ] = [x˙j , x˙i]. (7.5)
Por lo tanto, de la segunda ley de Newton Eq. (7.1) se obtiene
[xi, Fj] = [xi, mx¨j ] = m[x˙j , x˙i]. (7.6)
Usando esta ecuacio´n y la propiedad antisime´trica de los conmutadores, se
llega a
[xi, Fj] = m[x˙j , x˙i] = −m[x˙i, x˙j ] = −[xj , Fi]. (7.7)
De donde, [xi, Fj ] es una matriz antisime´trica. Ahora, sabemos que cualquier
matriz antisime´trica de 3× 3 se puede escribir en te´rminos del tensor de Levi-
Civita y un vector, ver Eq. (1.69). As´ı, sin perdida de generalidad podemos
proponer
[xi, Fj ] = −i~
m
ǫijkBk. (7.8)
Note que de Eq. (7.6) y Eq. (7.8) se obtiene
[x˙i, x˙j ] =
i~
m2
ǫijkBk. (7.9)
En principio Bk puede depender de la velocidad, sin embargo, por la identidad
de Jacobi
[xi, [x˙j , x˙k]] + [x˙k, [xi, x˙j]] + [x˙j , [x˙k, xi]] = 0, (7.10)
las reglas de conmutacio´n Eqs. (7.2), (7.6) y (7.8) se obtiene
[xi, [xj , Fk]] = −i~
m
[xi, ǫjklBl] = 0, (7.11)
por lo tanto, Bk solo depende de las coordenadas. As´ı, la igualdad Eq. (7.8)
implica que Fi debe ser de la forma Fi = ǫijkx˙jBk. Note que la igualdad Eq.
(7.8) se sigue cumpliendo si sumamos a Fi una funcio´n, Ei, que solo depende
de las coordenadas. As´ı, la forma ma´s general de la fuerza es
Fi = Ei + ǫijkx˙jBk, (7.12)
que es exactamente la fuerza de Lorentz.
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7.2. Inexistencia de monopolos magne´ticos
Ahora, veremos la ley de inexistencia de monopolos magne´ticos. De Eq.
(7.6) y Eq. (7.8) se obtiene
ǫlij[x˙i, x˙j ] = −ǫlij
m
[xi, Fj] = −ǫlij
m
(−i~
m
ǫijkBk
)
=
i~
m2
ǫlijǫijkBk
= − i~
m2
ǫlijǫjikBk = − i~
m2
(δliδik − δlkδii)Bk = − i~
m2
(δlk − 3δlk)Bk
=
2i~
m2
Bl, (7.13)
es decir,
Bl =
−im2
2~
ǫlij [x˙i, x˙j ]. (7.14)
Adema´s, notemos que con los operadores A1, A2, A3 la identidad de Jacobi se
puede escribir como
ǫijk[Ai, [Aj, Ak]] = 0. (7.15)
Por lo tanto, tomando Ai = x˙i y considerando Eq. (7.14), se tiene
0 = ǫijk[x˙i, [x˙j , x˙k]] = [x˙i, ǫijk[x˙j , x˙k]] = − 2~
im2
[x˙i, Bi] =
i2~
im2
∂iBi =
2~
m2
~∇ · ~B,
es decir, se cumple
~∇ · ~B = 0. (7.16)
Que es la ley de inexistencia de monopolos magne´ticos.
7.3. Ley de Faraday
Veamos la deduccio´n de la ley de Faraday. Primero notemos que ocupando
las propiedades antisime´tricas del tensor de Levi-Civita y del conmutador,
adema´s de renombrar ı´ndices se encuentra,
ǫlij[x˙i, x¨j ] = ǫlji[x¨j , x˙i] = ǫlij [x¨i, x˙j ], (7.17)
es decir,
ǫlij [x˙i, x¨j ] = ǫlij [x¨i, x˙j]. (7.18)
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Tambie´n se puede ver que se cumple
B˙l =
∂Bl
∂t
+ x˙m
∂Bl
∂xm
. (7.19)
As´ı, considerando Eqs. (7.14), (7.18) y (7.9) se encuentra
B˙l =
∂Bl
∂t
+ x˙m
∂Bl
∂xm
=
d
dt
(−im2
2~
ǫlij [x˙i, x˙j]
)
= −im
2
2~
ǫlij
d
dt
(x˙ix˙j − x˙j x˙i)
=
−im2
2~
ǫlij (x¨ix˙j + x˙ix¨j − x¨j x˙i − x˙j x¨i)
= −im
2
2~
ǫlij ([x¨i, x˙j ] + [x˙i, x¨j]) = −im
~
ǫlij[mx¨i, x˙j ]
= −im
~
ǫlij [Fi, x˙j ] = −im
~
ǫlij [Ei + ǫirsx˙rBs, x˙j]
= −im
~
ǫlij ([Ei, x˙j ] + ǫirs [x˙rBs, x˙j ])
= ǫlij∂jEi +
im
~
ǫljiǫirs (x˙r[Bs, x˙j ] + [x˙r, x˙j]Bs)
= −
(
~∇× ~E
)
l
+
im
~
(δlrδjs − δlsδjr)
(
i~
m
x˙r
∂Bs
∂xj
+ [x˙r, x˙j ]Bs
)
= −
(
~∇× ~E
)
l
−
(
x˙l
∂Bs
∂xs
− x˙j ∂Bl
∂xj
)
+
im
~
[x˙l, x˙j ]Bj − im
~
[x˙r, x˙r]Bl
= −
(
~∇× ~E
)
l
− x˙l
(
~∇ · ~B
)
+ x˙m
∂Bl
∂xm
− 1
m
ǫljrBrBj
= −
(
~∇× ~E
)
l
+ x˙m
∂Bl
∂xm
. (7.20)
Por lo tanto, igualando Eq. (7.19) con Eq. (7.20) se tiene
~∇× ~E = −∂
~B
∂t
, (7.21)
que es la ley de Faraday.
Es notable que la fuerza de Lorentz y dos ecuaciones de Maxwell se puedan
obtener partiendo solo de las reglas de conmutacio´n y la segunda ley de New-
ton. Hay diversas opiniones sobre este hecho. Algunos piensan que hay algo
profundo en este resultado, el cual au´n no hemos comprendido. Pero tambie´n
hay quienes piensan que es un resultado sin importancia y otros que creen
tener una explicacio´n de esta prueba. Feynman encontro´ este prueba pero no
la publico´, solo se la conto´ a algunos de sus amigos. Fue Dyson quien mando´ a
publicar el resultado despue´s de la muerte de Feynman [19].
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Cap´ıtulo 8
Series de Fourier
En este cap´ıtulo mostraremos que, eligiendo de manera adecuada los para´me-
tros y el intervalo, las funciones trigonome´tricas sinα y cosα forman una base
ortonormal en el espacio de funciones. Este cap´ıtulo es de especial importancia,
pues se aplican varias de las herramientas desarrolladas en el cap´ıtulo 7. Al
final del cap´ıtulo se muestran varios ejercicios.
8.1. Funciones trigonome´tricas
Recordemos que las funciones trigonome´trica sinα y cosα satisfacen
sin(−α) = − sinα, (8.1)
cos(−α) = cosα, (8.2)
sin(α + 2π) = sinα, (8.3)
cos(α + 2π) = cosα, (8.4)
sinnπ = 0, n = 0,±1,±2,±3, · · · , (8.5)
sin
(
2n + 1
2
π
)
= (−)n, (8.6)
cosnπ = (−)n, (8.7)
cos
(
2n + 1
2
π
)
= 0, (8.8)∫ π
−π
dx cos lx =
∫ 2π
0
dx cos lx = 0, l = ±1,±2,±3, · · · , (8.9)∫ π
−π
dx sin lx =
∫ 2π
0
dx sin lx = 0, (8.10)
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∫ π
0
dx cos lx = 0 (8.11)
Tambie´n es u´til recordar la fo´rmula de Euler
eiα = cosα + i sinα, (8.12)
que induce
e−iα = cosα− i sinα, (8.13)
de estas dos igualdades se obtiene
cosα =
1
2
(
eiα + e−iα
)
, (8.14)
sinα =
1
2i
(
eiα − e−iα) . (8.15)
La representacion de Euler es muy u´til, pues nos permite obtener propiedades
de las funciones trigonome´tricas de forma sencilla. Por ejemplo, como
eiαeiβ = ei(α+β), (8.16)
se encuentra que
eiαeiβ = (cosα + i sinα) (cos β + i sin β)
= (cosα cos β − sinα sin β) + i (sinα cos β + cosα sin β)
= ei(α+β) = cos(α + β) + i sin(α + β), (8.17)
es decir,
cos(α + β) = cosα cos β − sin β sinα, (8.18)
sin(α + β) = sinα cos β + sin β cosα. (8.19)
De estas identidades y ocupando (8.1)-(8.2) se tiene
cos(α− β) = cosα cos β + sin β sinα, (8.20)
sin(α− β) = sinα cos β − sin β cosα. (8.21)
Adema´s, de Eqs. (8.18)-(8.21) se encuentra
cos(α) cos(β) =
1
2
[cos(α− β) + cos(α + β)] , (8.22)
sin(α) sin(β) =
1
2
[cos(α− β)− cos(α+ β)] , (8.23)
sin(α) cos(β) =
1
2
[sin(α+ β) + sin(α− β)] . (8.24)
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8.2. Relaciones de ortonormalidad
Con las funciones trigonome´tricas
{ψ(x)} =
{
1√
2π
,
cosnx√
π
,
sinnx√
π
}
, n = 1, 2, 3 · · · , (8.25)
se puede construir una base de funciones ortonormal en el intervalo [−π, π].
Para mostrar esta afirmacio´n, primero notemos que∫ π
−π
dx
(
1√
2π
)2
=
1
2π
∫ π
−π
dx =
2π
2π
= 1.
Adema´s, considerado Eqs. (8.9)-(8.10) se encuentra∫ π
−π
dx
1√
2π
sinnx√
π
=
∫ π
−π
dx
1√
2π
cosnx√
π
= 0. (8.26)
Esto nos indica que la funcio´n constante 1/
√
2π es ortogonal a las funciones
{cosnx, sinnx}.
Ahora, definamos l = n − m y k = n + m, entonces considerando Eqs.
(8.22)-(8.24) y ocupando Eqs. (8.9)-(8.10) se llega a∫ π
−π
dx
sinmx√
π
cosnx√
π
=
1
π
∫ π
−π
dx sinmx cosnx
=
1
2π
∫ π
−π
dx
(
sin kx+ sin lx
)
= 0. (8.27)
Para el caso en que n 6= m, usando de nuevo Eqs. (8.22)-(8.24) y ocupando
Eqs. (8.9)-(8.10), se llega a∫ π
−π
dx
cosnx√
π
cosmx√
π
=
1
π
∫ π
−π
dx cosmx cosnx
=
1
2π
∫ π
−π
dx
(
cos(n−m)x+ cos(n+m)x
)
=
1
2π
∫ π
−π
dx
(
cos lx+ cos kx
)
= 0,∫ π
−π
dx
sinnx√
π
sinmx√
π
=
1
π
∫ π
−π
dx sinmx sin nx
=
1
2π
∫ π
−π
dx
(
cos(n−m)x− cos(n+m)x
)
=
1
2π
∫ π
−π
dx
(
cos lx− cos kx
)
= 0.
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Adema´s, se cumplen∫ π
−π
dx
cosnx√
π
cosnx√
π
=
1
π
∫ π
−π
dx cosnx cosnx
=
1
2π
∫ π
−π
dx
(
cos(n− n)x+ cos(2n)x
)
=
1
2π
∫ π
−π
dx+
1
2π
∫ π
−π
dx cos(2n)x = 1,∫ π
−π
dx
sin nx√
π
sin nx√
π
=
1
π
∫ π
−π
dx sinnx sinnx
=
1
2π
∫ π
−π
dx
(
cos(n− n)x− cos(2n)x
)
=
1
2π
∫ π
−π
dx− 1
2π
∫ π
−π
dx cos(2n)x = 1.
En resumen tenemos ∫ π
−π
dx
sinmx√
π
sin nx√
π
= δnm, (8.28)∫ π
−π
dx
cosmx√
π
cosnx√
π
= δnm, (8.29)∫ π
−π
dx
(
1√
2π
)2
= 1, (8.30)∫ π
−π
dx
sinmx√
π
cosnx√
π
= 0, (8.31)∫ π
−π
dx
1√
2π
cosnx√
π
= 0, (8.32)∫ π
−π
dx
1√
2π
sin nx√
π
= 0. (8.33)
Por lo tanto, el conjunto de funciones Eq. (8.25) son un conjunto de funciones
ortornales en el intervalo [−π, π].
8.2.1. Series de Fourier
Como el conjunto de funciones Eq. (8.25) es ortornal en el intervalo [−π, π],
entonces dada una funcio´n f en dicho intervalo se puede hacer la expansio´n
f(x) =
a0√
2π
+
∑
n≥1
(
an
cosnx√
π
+ bn
sin nx√
π
)
, (8.34)
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con los coeficientes de Fourier dados por
a0 =
〈
1√
2π
∣∣∣∣f(x)
〉
=
∫ π
−π
dx
1√
2π
f(x),
an =
〈
cos nx√
π
∣∣∣∣f(x)
〉
=
∫ π
−π
dx
cos nx√
π
f(x),
bn =
〈
sin nx√
π
∣∣∣∣f(x)
〉
=
∫ π
−π
dx
sin nx√
π
f(x). (8.35)
8.3. Ejemplos
En esta seccio´n veremos varios ejemplos de series de Fourier
8.3.1. Caso f(x) = x
Consideremos la funcio´n f(x) = x en el intervalo [−π, π]. Como esta funcio´n
es impar, para este caso se tiene
a0 =
〈
1√
2π
∣∣∣x〉 = 1√
2π
∫ π
−π
dxx = 0,
an =
〈
cos nx√
π
∣∣∣x〉 = 1√
π
∫ π
−π
dx (cosnx) x = 0.
Adema´s
bn =
〈
sin nx√
π
|x
〉
=
1√
π
∫ π
−π
dx (sin nx) x,
por lo que empleando el resultado
x sinnx = −1
n
(
d
dx
(x cos nx)− cosnx
)
,
se llega a
bn = − 1
n
√
π
(
x cosnx− 1
n
sin nx
) ∣∣∣∣
π
−π
= − 2π
n
√
π
cosnπ =
2
√
π
n
(−)n.
As´ı,
x =
∑
n≥1
2
√
π
n
(−)n sinnx√
π
= 2
∑
n≥1
(−)n
n
sinnx.
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La igualdad de Parseval Eq. (6.114) para este caso es
||x||2 =
∫ π
−π
x2 =
∑
n≥1
b2n,
es decir, ∫ π
−π
x2 =
x3
3
∣∣∣∣
π
−π
=
2π3
3
=
∑
n≥1
4π
n2
,
de donde ∑
n≥1
1
n2
=
π2
6
.
Por otros me´todos, este resultado fue obtenido primero por Euler.
Tambie´n note que∑
n≥1
1
n2
=
∑
n≥1
1
(2n)2
+
∑
n≥1
1
(2n− 1)2 =
1
4
∑
n≥1
1
n2
+
∑
n≥1
1
(2n− 1)2
=
π2
24
+
∑
n≥1
1
(2n− 1)2 =
π2
6
,
as´ı ∑
n≥1
1
(2n− 1)2 =
π2
8
.
8.3.2. Caso f(x) = x2
Ahora consideremos la funcio´n f(x) = x2 en el intervalo [−π, π]. Como esta
funcio´n es par, se encuentra
bn =
〈
sinnx√
π
|x2
〉
=
1√
π
∫ π
−π
dx (sinnx) x2 = 0,
a0 =
〈
1√
2π
|x2
〉
=
1√
2π
∫ π
−π
dxx2 =
2π3
3
√
2π
. (8.36)
Adicionalmente, usando la igualdad
x2 cos nx = x2
d
dx
(
sin nx
n
)
=
d
dx
(
x2 sin x
n
)
− 2
n
x sin nx, (8.37)
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se encuentra
an =
〈
cos nx√
π
|x2
〉
=
1√
π
∫ π
−π
dx (cosnx) x2,
= − 2
n
√
π
∫ π
−π
dx (sinnx) x = − 2
n
√
π
2π(−)n+1
n
=
4
√
π(−)n
n2
.
Por lo tanto,
x2 =
2π3
3
√
2π
1√
2π
+
∑
n≥1
4
√
π(−)n
n2
cosnx√
π
=
π2
3
+
∑
n≥1
4(−)n
n2
cosnx.
Note que al evaluar esta funcio´n en x = 0 se tiene
0 =
π2
3
+
∑
n≥1
4(−)n
n2
,
de donde ∑
n≥1
(−)n+1
n2
=
π2
12
.
8.3.3. Caso f(x) = cos(µx)
Ahora estudiaremos la funcio´n f(x) = cos(µx) en el intervalo [−π, π]. Como
esta funcio´n es par, se tienen que
bn =
〈
sinnx√
π
∣∣∣ cos(µx)〉 = 1√
π
∫ π
−π
dx (sinnx) cos(µx) = 0,
a0 =
〈
1√
2π
∣∣∣ cos(µx)〉 = 1√
2π
∫ π
−π
dx cos(µx) =
2 sin(µπ)
µ
√
2π
.
Tambie´n se encuentra
an =
〈
cosnx√
π
∣∣∣ cos(µx)〉 = 1√
π
∫ π
−π
dx (cos nx) cos(µx)
=
1
2
√
π
∫ π
−π
dx (cos(n+ µ)x+ cos(n− µ)x)
=
1
2
√
π
(
sin(n+ µ)x
n+ µ
+
sin(n− µ)x
n− µ
) ∣∣∣∣
π
−π
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=
1√
π
(
sin(n+ µ)π
n+ µ
+
sin(n− µ)π
n− µ
)
=
1√
π
(
sin µπ cosnπ + sin nπ cosµπ
n+ µ
+
sin nπ cosµπ − sinµπ cosnπ
n− µ
)
=
(−)n sin µπ√
π
(
1
n + µ
− 1
n− µ
)
=
2(−)n+1 sinµπ√
π
(
µ
n2 − µ2
)
=
2(−)n sin µπ√
π
(
µ
µ2 − n2
)
.
Por lo tanto,
cos(µx) =
2 sinµπ
µ
√
2π
1√
2π
+
∑
n≥1
2(−)n sinµπ√
π
(
µ
µ2 − n2
)
cosnx√
π
=
2µ sinµπ
π
(
1
2µ2
+
∑
n≥1
(−)n cos nx
µ2 − n2
)
, (8.38)
de este resultado se obtiene
cosµx
sinµπ
=
1
π
(
1
µ
+
∑
n≥1
µ2(−)n cosnx
µ2 − n2
)
. (8.39)
Para el caso particular x = π, se llega a
cosµπ
sin µπ
=
1
π
(
1
µ
+
∑
n≥1
2µ
µ2 − n2
)
, (8.40)
de donde (
cosµπ
sinµπ
− 1
πµ
)
π =
∑
n≥1
2µ
µ2 − n2 . (8.41)
Ahora, note que∫ x
0
(
cosµπ
sinµπ
− 1
πµ
)
πdµ =
∫ πx
0
(
cosu
sin u
− 1
u
)
du
=
∫ πx
0
d
du
(ln sin u− ln u)
=
∫ πx
0
d
du
ln
(
sin u
u
)
= ln
(
sin πx
πx
)
. (8.42)
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Tambie´n se obtiene∫ x
0
∑
n≥1
2µ
µ2 − n2dµ =
∑
n≥1
∫ x
0
(−2
n2
)
dµ
1− µ2
n2
=
∑
n≥1
∫ x
0
d
dµ
ln
(
1− µ
2
n2
)
=
∑
n≥1
ln
(
1− µ
2
n2
) ∣∣∣∣
x
0
=
∑
n≥1
ln
(
1− x
2
n2
)
= lnΠ∞n=1
(
1− x
2
n2
)
. (8.43)
La expresio´n Eq. (8.41) nos indica que Eq. (8.42) debe ser igual a Eq. (8.43).
De donde se obtiene
ln
(
sin πx
πx
)
= lnΠ∞n=1
(
1− x
2
n2
)
, (8.44)
es decir
sin πx
πx
= Π∞n=1
(
1− x
2
n2
)
. (8.45)
Definiendo z = πx, se llega a
sin z
z
= Π∞n=1
[
1−
( z
nπ
)2]
. (8.46)
Esta igualdad la dedujo por primera vez Euler. Sorprendentemente Feynman
encontro´ que esta expresio´n tiene aplicaciones en meca´nica cua´ntica [23]
8.3.4. Funcio´n f(x) = ex
Para la funcio´n f(x) = ex se tiene
a0 =
1√
2π
∫ π
−π
dxex =
eπ − e−π√
π
=
2 sinh π√
2π
. (8.47)
Adema´s
an =
1√
π
∫ π
−π
dxex cosnx, bn =
1√
π
∫ π
π
dxex sinnx, (8.48)
de donde
an + ibn =
1√
π
∫ π
−π
dxex (cos nx+ i sin nx) =
1√
π
∫ π
−π
dxex(1+in)
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=
1√
π
ex(1+in)
1 + in
∣∣∣∣
π
−π
=
1√
π
eπeinπ − e−πe−inπ
1 + in
=
1− in√
π(1 + n2)
(
eπ(−)n − (−)ne−π)
=
(1− in)(−)n√
π(1 + n2)
(
eπ − e−π) = (1− in)(−)n√
π(1 + n2)
2 sinh π. (8.49)
Por lo tanto,
an =
2(−)n sinh π√
π(1 + n2)
, bn =
2n(−)n+1 sinh π√
π(1 + n2)
,
que implican
ex =
sinh π
π
+
2 sinh π
π
∑
n≥1
(
(−)n cosnx
1 + n2
+
n(−)n+1 sinnx
1 + n2
)
. (8.50)
De esta serie se encuentran las series
e−x =
sinh π
π
[
1 + 2
∑
n≥1
(
(−)n cosnx
1 + n2
+
n(−)n sin nx
1 + n2
)]
,
cosh x =
ex + e−x
2
=
sinh π
π
[
1 + 2
∑
n≥1
(−)n cosnx
1 + n2
]
,
sinh x =
ex − e−x
2
=
2 sinh π
π
∑
n≥1
(−)n+1 sinnx
1 + n2
.
8.4. Serie tipo coseno
Para el espacio de funciones el intervalo donde e´stas son definidas es muy
importante. Por ejemplo, en el intervalo [0, π] el conjunto (8.25) ya no es or-
tonormal. En este intervalo consideraremos el conjunto de funciones
{ψ(x)} =
{
1√
π
,
√
2
π
cosnx
}
. (8.51)
Ocupando las identidades Eqs. (8.22)-(8.24), se encuentra
∫ π
0
dx
(
1√
π
)2
= 1, (8.52)
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∫ π
0
dx
1√
π
√
2
π
cosnx = 0, (8.53)
∫ π
0
dx
√
2
π
cosnx
√
2
π
cosmx = δnm. (8.54)
Entonces, si f es una funcio´n en el intervalo [0, π], se puede expresar como
f(x) =
a0√
π
+
∑
n≥1
an
√
2
π
cosnx, (8.55)
con los coeficientes de Fourier dados por
a0 =
∫ π
0
dx√
π
f(x),
an =
∫ π
0
dx
√
2
π
cosnxf(x).
Por ejemplo, para la funcio´n f(x) = x se tienen
a0 =
∫ π
0
dx√
π
x =
1√
π
x2
2
∣∣∣∣
π
0
=
π2
2
√
π
,
adema´s
an =
∫ π
0
dx
√
2
π
x cosnx =
√
2
π
1
n
∫ π
0
dxx
d
dx
sin nx
=
√
2
π
1
n
∫ π
0
dx
(
d
dx
(x sinnx)− sinnx
)
=
√
2
π
1
n2
∫ π
0
dx
d
dx
cosnx
=
√
2
π
1
n2
[(−)n − 1] ,
de donde a2n = 0 y
a2n−1 = −
√
2
π
2
(2n− 1)2 .
Por lo tanto,
x =
π
2
− 4
π
∑
n≥1
cos(2n− 1)x
(2n− 1)2 . (8.56)
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8.5. Serie tipo seno
En un mismo intervalo puede haber diferentes base para el espacio de fun-
ciones. Por ejemplo, usando las identidades Eqs. (8.22)-(8.24), se puede mostrar
que se cumple
∫ π
0
dx
√
2
π
sinnx
√
2
π
sinmx = δnm. (8.57)
Por lo tanto, el conjunto de funciones
{ψ(x)} =
{√
2
π
sin nx
}
(8.58)
es ortonormal en el intervalo [0, π].
Entonces, si f es una funcio´n en el intervalo [0, π], se encuentra
f(x) =
∑
n≥1
bn
√
2
π
sin nx, (8.59)
en este caso los coeficientes de Fourier son
bn =
∫ π
0
dx
√
2
π
sinnxf(x). (8.60)
Por ejemplo, para la funcio´n constante f(x) = C se tienen los coeficientes de
Fourier
bn = C
√
2
π
∫ π
0
dx sinnx = −C
n
√
2
π
cosnx
∣∣∣∣
π
0
= −C
n
√
2
π
[(−)n − 1] ,
de donde b2n = 0 y
b2n−1 =
2C
2n− 1
√
2
π
.
As´ı,
C =
4C
π
∑
n≥1
sin(2n− 1)x
2n− 1 . (8.61)
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8.6. Intervalo arbitrario
Ahora estudiaremos el espacio de funciones en el intervalo [−L, L]. En este
intervalo mostraremos que el conjunto de funciones
{ψ(x)} =
{
1√
2L
,
1√
L
cos
nπx
L
,
1√
L
sin
nπx
L
}
, n = 1, 2, 3 · · · , (8.62)
es ortonormal. Primero notemos que∫ L
−L
dx
(
1√
2L
)2
= 1, (8.63)
∫ L
−L
dx
1√
2L
1√
L
sin
nπx
L
= 0, (8.64)∫ L
−L
dx
1√
2L
1√
L
cos
nπx
L
= 0. (8.65)
Adema´s, con el cambio de variable
u =
πx
L
(8.66)
se encuentra ∫ L
−L
dxf
(πx
L
)
=
L
π
∫ π
−π
duf(u). (8.67)
Para este caso es conveniente tomar las siguientes definiciones〈
f
(πx
L
) ∣∣∣∣g (πxL
)〉
L
=
∫ L
−L
dxf ∗
(πx
L
)
g
(πx
L
)
,
〈f(x)|g(x)〉π =
∫ π
−π
dxf ∗(x)g(x). (8.68)
Ocupando el resultado (8.67) se encuentra〈
1√
L
f
(πx
L
) ∣∣∣∣ 1√Lg
(πx
L
)〉
L
=
〈
1√
π
f(u)
∣∣∣∣ 1√πg(u)
〉
π
. (8.69)
Entonces, utilizando las ecuaciones (8.28)-(8.33) se llega a〈
1√
L
sin
(nπx
L
) ∣∣∣∣ 1√L sin
(mπx
L
)〉
L
= δnm,〈
1√
L
cos
(nπx
L
) ∣∣∣∣ 1√L cos
(mπx
L
)〉
L
= δnm,〈
1√
L
sin
(nπx
L
) ∣∣∣∣ 1√L cos
(mπx
L
)〉
L
= 0. (8.70)
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Estas ecuaciones junto con Eqs. (8.63)-(8.63) nos indican que el conjunto de
funciones Eq. (8.62) forman un conjunto de funciones ortornales en el intervalo
[−L, L].
Este resultado implica que si f es una funcio´n continua en el intervalo
[−L, L], se puede escribir como
f(x) =
a0√
2L
+
∑
n≥1
(
an√
L
cos
nπx
L
+
bn√
L
sin
nπx
L
)
, (8.71)
aqu´ı los coeficientes de Fourier son
a0 =
〈
1√
2L
∣∣∣∣f(x)
〉
L
=
∫ L
−L
dx
1√
2L
f(x), (8.72)
an =
〈
1√
L
cos
(nπx
L
) ∣∣∣∣f(x)
〉
L
=
∫ L
−L
dx
1√
L
cos
(nπx
L
)
f(x), (8.73)
bn =
〈
1√
L
sin
(nπx
L
) ∣∣∣∣f(x)
〉
L
=
∫ L
−L
dx
1√
L
sin
(nπx
L
)
f(x). (8.74)
8.6.1. Delta de Dirac
Ahora veremos que las series de Fourier permiten generalizar la delta de
Kronecker, esta generalizacio´n se llama delta de Dirac y es de utilidad para
resolver problemas de meca´nica cua´ntica y electromagnetismos.
Sustituyendo los coeficientes de Fourier Eqs. (8.72)-(8.74) en Eq. (8.71) se
encuentra
f(x) =
∫ L
−L
dx′
f(x′)
2L
+
∑
n≥1
1
L
[∫ L
−L
dx′f(x′) cos
(
nπx′
L
)
cos
(nπx
L
)]
+
∑
n≥1
1
L
[∫ L
−L
dx′f(x′) sin
(
nπx′
L
)
sin
(nπx
L
)]
,
=
∫ L
−L
dx′
f(x′)
L[
1
2
+
∑
n≥1
[
cos
(
nπx′
L
)
cos
(nπx
L
)
+ sin
(
nπx′
L
)
sin
(nπx
L
)]]
,
=
∫ L
−L
dx′
f(x′)
L
[
1
2
+
∑
n≥1
cos
(nπ
L
(x− x′)
)]
. (8.75)
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En el intervalo [−L, L] definiremos la delta de Dirac como
δ (x− x′) = 1
2L
+
1
L
∑
n≥1
cos
(nπ
L
(x− x′)
)
, (8.76)
de donde
f(x) =
∫ L
−L
dx′f(x′)δ (x− x′) . (8.77)
Note que, bajo una integral, la delta de Dirac cambia la variable x′ por x.
En ese sentido la delta de Dirac es la generalizacio´n continua de la delta de
Kronecker Eq. (1.20).
Ahora, recordemos la identidad trigonome´trica
1
2
+ cosα + cos 2α+ · · ·+ cosnα = sin
(
n+ 1
2
)
α
2 sin α
2
, (8.78)
por lo tanto la delta de Dirac se puede expresar como
δ (x− x′) = l´ım
n→∞
sin
[(
n+ 1
2
) (x−x′)π
L
]
2L sin (x−x
′)π
2L
. (8.79)
8.7. Serie coseno en el intervalo [0, L]
Ahora, mostraremos que el conjunto de funciones
{ψ(x)} =
{
1√
L
,
√
2
L
cos
nπx
L
}
, n = 1, 2, 3 · · · , (8.80)
es ortonormal en el intervalo [0, L]. Primero notemos que con el cambio de
variable Eq. (8.67) se encuentra∫ L
0
dxf
(πx
L
)
=
L
π
∫ π
0
duf(u). (8.81)
Por lo que
∫ L
0
dx
(
1√
L
)2
= 1,
∫ L
0
dx
1√
L
√
2
L
cos
nπx
L
= 0,
∫ L
0
dx
√
2
L
cos
nπx
L
√
2
L
cos
mπx
L
=
∫ π
0
dx
√
2
π
cosnx
√
2
π
cosmx = δnm.
152
As´ı, el conjunto de funciones Eq. (8.80) forman un conjunto de funciones or-
tornales en el intervalo [0, L].
Entonces, si f es una funcio´n continua en el intervalo [0, L], se puede escribir
como
f(x) =
a0√
L
+
∑
n≥1
an
√
2
L
cos
nπx
L
(8.82)
con los coeficientes de Fourier dados por
a0 =
∫ L
0
1√
L
f(x), (8.83)
an =
∫ L
0
dx
√
2
L
cos
(nπx
L
)
f(x). (8.84)
8.7.1. Delta de Dirac
Sustituyendo los coeficientes de Fourier Eqs. (8.83)-(8.84) en Eq. (8.82) se
encuentra
f(x) =
∫ L
0
dx′
f(x′)
L
+
∑
n≥1
2
L
(∫ L
0
dx′f(x′) cos
(
nπx′
L
)
cos
(nπx
L
))
=
∫ L
0
dx′
f(x′)
L
[
1 + 2
∑
n≥1
cos
(
nπx′
L
)
cos
(nπx
L
)]
. (8.85)
En el intervalo [0, L], con la base (8.80) , definiremos la delta de Dirac como
δ (x− x′) = 1
L
+
2
L
∑
n≥1
cos
(
nπx′
L
)
cos
(nπx
L
)
, (8.86)
por lo tanto
f(x) =
∫ L
0
dx′f(x′)δ (x− x′) . (8.87)
8.8. Serie seno en el intervalo [0, L]
Ahora estudiaremos el conjunto de funciones
{ψ(x)} =
{√
2
L
sin
nπx
L
}
, n = 1, 2, 3 · · · , (8.88)
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mostraremos que este conjunto de funciones es ortonormal en el intervalo [0, L].
Ocupando el cambio de variable Eq. (8.67) y la igualdad Eq. (8.81), se encuen-
tra∫ L
0
dx
√
2
L
sin
nπx
L
√
2
L
sin
mπx
L
=
∫ π
0
dx
√
2
π
sin nx
√
2
π
sinmx = δnm.
As´ı, el conjunto de funciones Eq. (8.88) forman un conjunto de funciones or-
tornales en el intervalo [0, L].
Entonces, si f es una funcio´n continua en el intervalo [0, L], se puede escribir
como
f(x) =
∑
n≥1
bn
√
2
L
sin
nπx
L
(8.89)
con los coeficientes de Fourier dados por
bn =
∫ L
0
dx
√
2
L
sin
(nπx
L
)
f(x). (8.90)
8.8.1. Delta de Dirac
Sustituyendo los coeficientes de Fourier Eq. (8.90) en Eq. (8.89) se encuen-
tra
f(x) =
∫ L
0
dx′f (x′)
∑
n≥1
2
L
(∫ L
0
dx′f(x′) sin
(
nπx′
L
)
sin
(nπx
L
))
=
∫ L
0
dx′f(x′)
[
2
L
∑
n≥1
sin
(
nπx′
L
)
sin
(nπx
L
)]
. (8.91)
En el intervalo [0, L], con la base (8.88), definiremos la delta de Dirac como
δ (x− x′) = 2
L
∑
n≥1
sin
(
nπx′
L
)
sin
(nπx
L
)
, (8.92)
por lo tanto
f(x) =
∫ L
0
dx′f(x′)δ (x− x′) . (8.93)
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8.9. Representacio´n compleja
En el intervalo [−L, L] tambie´n podemos usar el conjunto de funciones
{ψn(x)} =
{
ei
nπx
L√
2L
}
, n = 0,±1,±2,±3, · · · . (8.94)
Note que si n 6= m
∫ L
−L
dxψ∗n(x)ψm(x) =
∫ L
−L
ei
(m−n)πx
L
2L
=
L
i(m− n)π
ei(m−n)π − e−i(m−n)π
2L
=
L
i(n−m)π
(−)n−m − (−)m−n
2L
= 0, (8.95)
si m = n se cumple ∫ L
−L
dxψ∗n(x)ψn(x) = 1. (8.96)
As´ı, el conjunto de funciones Eq. (8.94) es ortonormal. Entonces, si f es una
funcio´n continua en el intervalo [0, L], se puede escribir como
f(x) =
∞∑
−∞
αn
ei
nπx
L√
2L
(8.97)
con los coeficientes de Fourier dados por
αn =
∫ L
−L
dx
e−i
nπx
L√
2L
f(x). (8.98)
Note que si la funcio´n f es real, se cumple
α∗n = α−n. (8.99)
8.9.1. Delta de Dirac
Sustituyendo los coeficientes de Fourier Eq. (8.98) en Eq. (8.97) se encuen-
tra
f(x) =
∞∑
−∞
1
2L
∫ L
−L
dx′f(x′)ei
nπ(x−x′)
L =
∫ L
−L
dx′f(x′)
∞∑
−∞
ei
nπ(x−x′)
L
2L
.
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As´ı, la delta de Dirac en el intervalo [−L, L] toma la forma
δ (x− x′) =
∞∑
−∞
ei
nπ(x−x′)
L
2L
, (8.100)
de donde
f(x) =
∫ L
−L
dx′f(x′)δ (x− x′) . (8.101)
8.10. Ecuacio´n de Laplace en dos dimensiones
Ahora veremos algunas aplicaciones de las series de Fourier. Primero estu-
diaremos problemas en dos dimensiones.
Usando coordenadas cartesianas, la ecuacio´n de Laplace en dos dimensiones
es
∇22Dφ(x, y) =
(
∂2
∂x2
+
∂2
∂y2
)
φ(x, y) = 0. (8.102)
Para resolver esta ecuacio´n propondremos
φ(x, y) = X(x)Y (y), (8.103)
sustituyendo esta propuesta en Eq. (8.102) se encuentra
∇22Dφ(x, y) = Y (y)
∂2X(x)
∂x2
+X(x)
∂2Y (y)
∂y2
= 0, (8.104)
de donde
∇22Dφ(x, y)
φ(x, y)
=
1
X(x)
∂2X(x)
∂x2
+
1
Y (y)
∂2Y (y)
∂y2
= 0. (8.105)
Por lo tanto,
∂
∂x
(∇22Dφ(x, y)
φ(x, y)
)
=
∂
∂x
(
1
X(x)
∂2X(x)
∂x2
)
= 0, (8.106)
que implica
1
X(x)
∂2X(x)
∂x2
= −α2, ∂
2X(x)
∂x2
= −α2X(x), α = constante. (8.107)
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Usando este resultado en Eq. (8.105) se llega a
− α2 + 1
Y (y)
∂2Y (y)
∂y2
= 0, (8.108)
es decir
∂2Y (y)
∂y2
= α2Y (y). (8.109)
Si α = 0, entonces Eq. (8.107) y Eq. (8.109) toman la forma
X0(x) = (A +Bx) , Y0(y) = (C +Dy) , A, B, C,D = constante.
Si α 6= 0 las soluciones a las ecuaciones (8.107) y (8.109) son
Xα(x) = (aα cosαx+ bα sinαx) ,
Yα(y) =
(
cαe
αy + dαe
−αy) , aα, bα, cα, dα = constante.
As´ı, en coordenadas cartesianas, las soluciones generales de la ecuacio´n de
Laplace en dos dimensiones son
φ0(x, y) = (A +Bx) (C +Dy) , (8.110)
φα(x, y) = (aα cosαx+ bα sinαx)
(
cαe
αy + dαe
−αy) . (8.111)
8.10.1. Ejemplo
Suponga que tiene un sistema en dos dimensiones cuyo potencial ele´ctrico
satisface las condiciones de borde
φ(x, 0) = V, V = constante, (8.112)
φ(x,∞) = 0, (8.113)
φ(0, y) = φ(L, y) = 0. (8.114)
Encontrar el potencial ele´ctrico en todo el espacio y mostrar que se puede
escribir como
φ(x, y) =
2V
π
tan−1
(
sin 2πx
L
sinh πy
L
)
. (8.115)
Primero notemos que la condicio´n de borde Eq. (8.114)
φ0(0, y) = A (C +Dy) = 0 (8.116)
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implica A = 0. As´ı, φ0(x, y) = Bx (C +Dy) . Adema´s, si pedimos que
φ0(L, y) = BL (C +Dy) = 0, (8.117)
se encuentra que B = 0. Por lo tanto φ0(x, y) = 0. De las misma condicio´n de
borde Eq. (8.114) se puede ver que
φα(0, y) = aα
(
cαe
αy + dαe
−αy) = 0 (8.118)
entonces aα = 0. As´ı, φα(x, y) = bα sinαx (cαe
αy + dαe
−αy) . Adema´s, si pedi-
mos que
φ(L, y) = bα sinαL
(
cαe
αy + dαe
−αy) = 0 (8.119)
se debe cumplir
sinαL = 0, (8.120)
que se satisface si
α =
nπ
L
, n = 1, 2, 3, · · · . (8.121)
De donde, las soluciones deben ser de la forma
φn(x, y) =
(
cne
nπ
L
y + dne
−nπ
L
y
)√ 2
L
sin
nπ
L
x. (8.122)
Ahora, se puede observar que la condicio´n de borde Eq. (8.113) implica cn = 0.
As´ı, las soluciones deben ser de la forma
φn(x, y) = ane
−nπ
L
y
√
2
L
sin
nπ
L
x. (8.123)
Por lo tanto, las solucio´n ma´s general que cumple las condiciones de borde
Eqs. (8.113)-(8.114) es
φ(x, y) =
∑
n≥1
ane
−nπ
L
y
√
2
L
sin
nπ
L
x. (8.124)
Para cumplir la condicio´n de borde Eq. (8.112) se debe pedir que
φ(x, 0) = V =
∑
n≥1
an
√
2
L
sin
nπ
L
x, (8.125)
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que se cumple siempre y cuando
an =
√
2
L
∫ L
0
dxV sin
nπ
L
x =
√
2
L
V
∫ L
0
dx sin
nπ
L
x
=
√
2
L
V
L
nπ
(−)
∫ L
0
dx
d
dx
cos
nπ
L
x
=
√
2
L
V
L
nπ
(−) cos nπ
L
x
∣∣∣∣
L
0
=
√
2
L
V
L
nπ
(−) [(−)n − 1] , (8.126)
de donde
a2n−1 =
√
2
L
2V L
(2n− 1)π , a2n = 0. (8.127)
Sustituyendo estos resultados en Eq. (8.124), se obtiene
φ(x, y) =
4V
π
∑
n≥1
1
2n− 1e
− (2n−1)π
L
y sin
(2n− 1)π
L
x. (8.128)
Ahora, note que
e−
(2n−1)π
L
y sin
(2n− 1)π
L
x = Im
(
e−
(2n−1)π
L
yei
(2n−1)π
L
x
)
= Im
(
e
(2n−1)π
L
(ix−y)
)
= Im
(
ei
(2n−1)π
L
(x+iy)
)
= Im
(
ei
π
L
(x+iy)
)(2n−1)
,
por lo tanto, definiendo
ω = ei
π
L
(x+iy),
se encuentra
φ(x, y) =
4V
π
Im
(∑
n≥1
ω2n−1
2n− 1
)
. (8.129)
Ahora, recordemos las series
1
1− ω =
∑
n≥0
ωn,
1
1 + ω
=
∑
n≥0
(−)nωn, (8.130)
de las cuales se deduce∫
dω
1− ω = − ln(1− ω) =
∑
n≥0
ωn+1
n+ 1
=
∑
n≥1
ωn
n
,
∫
dω
1 + ω
= ln(1 + ω) =
∑
n≥0
(−)nωn+1
n+ 1
=
∑
n≥1
(−)n+1ω
n
n
, (8.131)
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que a su vez implican
ln
(
1 + ω
1− ω
)
= ln(1 + ω)− ln(1− ω) =
∑
n≥1
1 + (−)n+1ωn
n
= 2
∑
n≥1
ω2n−1
2n− 1 . (8.132)
Entonces
φ(x, y) =
2V
π
Im
[
ln
(
1 + ω
1− ω
)]
. (8.133)
Adema´s, si definimos
z =
1 + ω
1− ω = |z|e
iθ, tan θ =
Im(z)
Re(z)
, (8.134)
se tiene que
ln z = ln |z|+ iθ. (8.135)
As´ı,
φ(x, y) =
2V
π
θ. (8.136)
Considerando la definicio´n de ω, tenemos
z =
1 + ω
1− ω =
(1 + ω)(1− ω∗)
|1− ω|2 =
1 + ω − ω∗ − ωω∗
|1− ω|2
=
1 + ei
π
L
(x+iy) − e−i πL (x−iy) − ei πL (x+iy)e−i πL (x−iy)
|1− ω|2
=
1 + e−
πy
L
(
ei
π
L
x − e−i πLx)− e− 2πL
|1− ω|2
=
1− e− 2πyL + 2ie−πyL sin 2πx
L
|1− ω|2 , (8.137)
entonces
tan θ =
2e−
πy
L sin 2πx
L
1− e− 2πyL
=
2 sin 2πx
L
e
πy
L − e−πyL =
sin 2πx
L
sinh πy
L
. (8.138)
Por lo tanto,
φ(x, y) =
2V
π
tan−1
(
sin 2πx
L
sinh πy
L
)
. (8.139)
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8.11. Ecuacio´n de Poisson en dos dimensiones
con coordenas polares
En coordenas polares, la ecuacio´n de Laplace en dos dimensiones es
∇22Dφ =
1
ρ
∂
∂ρ
(
ρ
∂φ
∂ρ
)
+
1
ρ2
∂2φ
∂ϕ2
= 0. (8.140)
Para resolverla propondremos φ(ρ, ϕ) = R(ρ)Ψ(ϕ), de donde
∇22Dφ =
Ψ(ϕ)
ρ
∂
∂ρ
(
ρ
∂R(ρ)
∂ρ
)
+
R(ρ)
ρ2
∂2Ψ(ϕ)
∂ϕ2
= 0, (8.141)
que implica
ρ2∇22Dφ
φ
=
ρ
R(ρ)
∂
∂ρ
(
ρ
∂R(ρ)
∂ρ
)
+
1
Ψ(ϕ)
∂2Ψ(ϕ)
∂ϕ2
= 0. (8.142)
Por lo tanto,
∂
∂ϕ
(
ρ2∇22Dφ
φ
)
=
∂
∂ϕ
(
1
Ψ(ϕ)
∂2Ψ(ϕ)
∂ϕ2
)
= 0, (8.143)
as´ı
1
Ψ(ϕ)
∂2Ψ(ϕ)
∂ϕ2
= −α2, ∂
2Ψ(ϕ)
∂ϕ2
= −α2Ψ(ϕ), α = constate. (8.144)
Sustituyendo este resultado en Eq. (8.142) se llega a
ρ
R(ρ)
∂
∂ρ
(
ρ
∂R(ρ)
∂ρ
)
− α2 = 0, ρ ∂
∂ρ
(
ρ
∂R(ρ)
∂ρ
)
= α2R(ρ). (8.145)
En consecuencia las ecuaciones a resolver son
∂2Ψ(ϕ)
∂ϕ2
= −α2Ψ(ϕ), ρ ∂
∂ρ
(
ρ
∂R(ρ)
∂ρ
)
= α2R(ρ). (8.146)
Si α = 0, para el sector angular se tiene
Ψ(ϕ) = (A +Bϕ) , A, B = constante. (8.147)
Para la parte radial se tiene la ecuacio´n
∂
∂ρ
(
ρ
∂R(ρ)
∂ρ
)
= 0, (8.148)
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es decir
ρ
∂R(ρ)
∂ρ
= C, C = constante, (8.149)
entonces
R(ρ) = C ln ρ+D, D = constante. (8.150)
Por lo tanto,
φ0(ρ, ϕ) = (A+Bϕ) (C ln ρ+D) , A, B, C,D = constante. (8.151)
Si α 6= 0, la parte angular tiene como solucio´n
Ψ(ϕ) = aα cosαϕ+ bα sinαϕ, aα, bα = constante. (8.152)
Para la parte radial propondremos R(ρ) = Eρλ, con E una contante. Al susti-
tuir esta propuesta en Eq. (8.146) se encuentra α2 = λ2, es decir λ = ±α. As´ı,
la solucio´n radial es
R(ρ) = cαρ
α + dαρ
−α, cα, dα = constante. (8.153)
De donde, si α 6= 0, las soluciones son
φα(ρ, ϕ) = (aα cosαϕ+ bα sinαϕ)
(
cαρ
α + dαρ
−α) . (8.154)
como (ρ, ϕ) y (ρ, ϕ + 2π) representan el mismo punto en el espacio, se debe
cumplir que
φ(ρ, ϕ) = φ(ρ, ϕ+ 2π). (8.155)
Para el caso α = 0 esta condicio´n implica B = 0, de donde
φ0(ρ, ϕ) = C ln ρ+D, C,D = constante. (8.156)
Si α 6= 0, la condicio´n Eq. (8.155) impone que
cosα (ϕ+ 2π) = cosαϕ, sinα (ϕ+ 2π) = sinαϕ, (8.157)
que se satisfacen si n = α, con n = 1, 2, 3, · · · . Por lo tanto, las soluciones son
φn(ρ, ϕ) = (an cosnϕ+ bn sinnϕ)
(
cnρ
n + dnρ
−n) . (8.158)
Esto nos indica que, usando coordenas polares, la solucio´n general a la ecuacio´n
de Poisson en dos dimensiones es
φ(ρ, ϕ) = C ln ρ+
a0√
2π
+
∑
n≥1
(
an√
π
cos nϕ+
bn√
π
sin nϕ
)(
cnρ
n + dnρ
−n) . (8.159)
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8.11.1. Fo´rmula de Poisson en dos dimensiones
Un cilindro infinito de radio R esta´ a potencial V (ϕ) en su superficie.
Suponiendo que el potencial es finito en cualquier punto del espacio, muestre
que el potencial se puede escribir como
φ(ρ, ϕ) =
1
2π
[
1−
(
ρ<
ρ>
)2]∫ 2π
0
dϕ′V (ϕ′)
1− 2
(
ρ<
ρ>
)
cos(ϕ− ϕ′) +
(
ρ<
ρ>
)2 , (8.160)
con ρ< = menor{ρ, R} y ρ> = mayor{ρ, R}.
Para este caso se debe ocupar la ecuacio´n de Poisson en tres dimensiones
con coordenadas cil´ındricas. Pero en el cilindro es infinito el potencial no de-
pende de z, por lo tanto la ecuacio´n que se debe satisfacer es la ecuacio´n de
Poisson en dos dimensiones en coordenadas polares Eq. (8.140). As´ı, el po-
tencial debe ser de forma Eq. (8.159). Como el potencial debe ser finito en el
interior del cilindro, en esta regio´n debe tomar la forma
φint(ρ, ϕ) =
a0√
2π
+
∑
n≥1
(
an√
π
cosnϕ+
bn√
π
sinnϕ
)( ρ
R
)n
. (8.161)
Ahora, como el potencial debe ser finito en el exterior del cilindro, en esta
regio´n debe tomar la forma
φext(ρ, ϕ) =
A0√
2π
+
∑
n≥1
(
An√
π
cosnϕ+
Bn√
π
sinnϕ
)(
R
ρ
)n
. (8.162)
Adema´s, si ρ = R se debe cumplir
V (φ) = φext(R,ϕ) =
A0√
2π
+
∑
n≥1
(
An√
π
cosnϕ+
Bn√
π
sinnϕ
)
= φint(R,ϕ) =
a0√
2π
+
∑
n≥1
(
an√
π
cosnϕ +
bn√
π
sinnϕ
)
,
que implica
A0 = a0 =
∫ π
−π
V (ϕ′)√
2π
dϕ′, (8.163)
an = An =
∫ π
−π
V (ϕ′)
cosnϕ′√
π
dϕ′, (8.164)
bn = Bn =
∫ π
−π
V (ϕ′)
sinnϕ′√
π
dϕ′. (8.165)
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As´ı, los potenciales son
φint(ρ, ϕ) =
a0√
2π
+
∑
n≥1
(
an√
π
cosnϕ +
bn√
π
sinnϕ
)( ρ
R
)n
,
φext(ρ, ϕ) =
a0√
2π
+
∑
n≥1
(
an√
π
cosnϕ +
bn√
π
sinnϕ
)(
R
ρ
)n
,
estos dos potenciales se puenden escribir como
φ(ρ, ϕ) =
a0√
2π
+
∑
n≥1
(
an√
π
cosnϕ+
bn√
π
sinnϕ
)(
ρ<
ρ>
)n
.
Ahora, sustituyendo los coeficientes de Fourier Eq. (8.163) en Eq. (8.165) se
encuentra
φ(ρ, ϕ) =
1√
2π
∫ π
−π
V (ϕ′)√
2π
dϕ′ +
+
∑
n≥1
(
1√
π
cos nϕ
∫ π
−π
dϕ′V (ϕ′)
cosnϕ′√
π
dϕ′
+
1√
π
sinnϕ
∫ π
−π
dϕ′V (ϕ′)
sinnϕ′√
π
dϕ′
)(
ρ<
ρ>
)n
=
∫ π
−π
dϕ′V (ϕ′)
(
1
2π
+
1
π
∑
n≥1
(cosnϕ′ cos nϕ+ sinnϕ′ sin nϕ)
(
ρ<
ρ>
)n)
=
∫ π
−π
dϕ′
V (ϕ′)
π
(
1
2
+
∑
n≥1
(
ρ<
ρ>
)n
cos n(ϕ− ϕ′)
)
.
Definamos
z =
(
ρ<
ρ>
)
ei(ϕ−ϕ
′) < 1, (8.166)
de donde
Rez =
(
ρ<
ρ>
)
cos(ϕ− ϕ′). (8.167)
As´ı,
φ(ρ, ϕ) =
∫ π
−π
dϕ′
V (ϕ′)
π
Re
(
1
2
+
∑
n≥1
zn
)
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=∫ π
−π
dϕ′
V (ϕ′)
π
Re
(
1
2
− 1 + 1 +
∑
n≥1
zn
)
=
∫ π
−π
dϕ′
V (ϕ′)
π
Re
(
−1
2
+
∑
n≥0
zn
)
=
∫ π
−π
dϕ′
V (ϕ′)
π
Re
(
−1
2
+
1
1 + z
)
. (8.168)
Ahora, notemos que
− 1
2
+
1
1 + z
=
1
2
1− z
1 + z
=
1
2
(1− z)(1 + z∗)
|1 + z|2 =
1
2
1 + z∗ − z − z∗
|1 + z|2 . (8.169)
Adema´s, considerando la definicio´n Eq. (8.166) se tiene
1 + z∗ − z − z∗z = 1− 2i
(
ρ<
ρ>
)
sin(ϕ− ϕ′)−
(
ρ<
ρ>
)2
,
1 + z = 1 +
(
ρ<
ρ>
)
cos(ϕ− ϕ′) + i
(
ρ<
ρ>
)
sin(ϕ− ϕ′)
|1 + z|2 =
(
1 +
(
ρ<
ρ>
)
cos(ϕ− ϕ′)
)2
+
(
ρ<
ρ>
)2
sin2(ϕ− ϕ′)
= 1 + 2
(
ρ<
ρ>
)
cos(ϕ− ϕ′) +
(
ρ<
ρ>
)2
. (8.170)
Por lo tanto
Re
(
−1
2
+
1
1 + z
)
=
(
1
2
) 1− (ρ<
ρ>
)2
1 + 2
(
ρ<
ρ>
)
cos(ϕ− ϕ′) +
(
ρ<
ρ>
)2 . (8.171)
Sustituyendo este resultado en Eq. (8.168) se llega a
φ(ρ, ϕ) =
1
2π
[
1−
(
ρ<
ρ>
)2]∫ 2π
0
dϕ′F (ϕ′)
1− 2
(
ρ<
ρ>
)
cos(ϕ− ϕ′) +
(
ρ<
ρ>
)2 ,
que es lo que se queria demostrar.
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8.11.2. Cilindro infinito
Suponga que un cilindro infinito de radio R tiene en su superficie el poten-
cial
V (ϕ) =


−V ϕ ∈ [−π,−π
2
]
,
V ϕ ∈ [−π
2
, 0
]
,
−V ϕ ∈ [0, π
2
]
,
V ϕ ∈ [π
2
, π
]
.
(8.172)
Suponiendo que el potencial es finito en cual quier punto del espacio, mostrar
que el potencial en todo el espacio es
φ(x, y) = −2V
π
tan−1

2
(
ρ<
ρ>
)2
sin 2ϕ
1−
(
ρ<
ρ>
)4

 , (8.173)
con ρ< = menor{ρ, R} y ρ> = mayor{ρ, R}.
Por las caracter´ısticas del sistema, el potencial es de la forma Eq. (8.159)
con los coeficientes de Fourier dados por Eqs. (8.163)-(8.165). Adema´s, como
V (ϕ) es una funcio´n impar se encuentra que a0 = an = 0 y
bn =
1√
π
∫ π
−π
dϕV (ϕ) sinnϕ =
2√
π
∫ π
0
dϕV (ϕ) sinnϕ
=
2V
n
√
π
(
cosnϕ
∣∣∣∣
π
2
0
− cosnϕ
∣∣∣∣
π
π
2
)
=
2V
n
√
π
(
(−)n+1 − 1 + 2 cos nπ
2
)
.
Como cos (2n−1)π
2
= 0, se encuentra que b2n−1 = 0, mientras que
b2n =
2V
n
√
π
(−1 + cosnπ) = 2V
n
√
π
(−1 + (−)n) ,
de donde b2(2n) = 0 y
b2(2n−1) =
−4V
(2n− 1)√π . (8.174)
Por lo tanto el potencial ele´ctrico es
φ(ρ, ϕ) =
−4V
π
∑
n≥1
(
ρ<
ρ>
)2(2n−1)
1
2n− 1 sin 2(2n− 1)ϕ.
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Con la definicio´n
ω =
(
ρ<
ρ>
)2
ei2ϕ, (8.175)
el potencial se puede escribir de la forma
φ(ρ, ϕ) =
−4V
π
∑
n≥1
Imω2n−1
2n− 1 =
−4V
π
Im
(∑
n≥1
ω2n−1
2n− 1
)
.
Adema´s, dema´s usando la serie
ln
(
1 + ω
1− ω
)
= 2
∑
n≥1
ω2n−1
2n− 1
se obtiene
φ(x, y) = −2V
π
Im
[
ln
(
1 + ω
1− ω
)]
. (8.176)
Ahora, si definimos
z =
1 + ω
1− ω = |z|e
iθ, tan θ =
Im(z)
Re(z)
, (8.177)
se encuentra
ln z = ln |z|+ iθ, (8.178)
de donde
φ(x, y) =
2V
π
θ. (8.179)
Ocupando la definicio´n de ω tenemos que
z =
1 + ω
1− ω =
(1 + ω)(1− ω∗)
|1− ω|2 =
1 + ω − ω∗ − ωω∗
|1− ω|2
=
1 + 2i
(
ρ<
ρ>
)2
sin 2ϕ−
(
ρ<
ρ>
)4
|1− ω|2 =
1−
(
ρ<
ρ>
)4
+ 2i
(
ρ<
ρ>
)2
sin 2ϕ
|1− ω|2
entonces
tan θ =
2
(
ρ<
ρ>
)2
sin 2ϕ
1−
(
ρ<
ρ>
)4 , (8.180)
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de donde
φ(x, y) = −2V
π
tan−1

2
(
ρ<
ρ>
)2
sin 2ϕ
1−
(
ρ<
ρ>
)4

 , (8.181)
que es lo que se queria mostrar.
8.12. Ecuacio´n de Schro¨dinger en una dimen-
sio´n
La ecuacio´n de Schro¨dinger en una dimensio´n es
i~
∂ψ(x, t)
∂t
= Hψ(x, t), H = − ~
2
2m
∂2
∂x2
+ V (x). (8.182)
Para resolver esta ecuacio´n, propondremos que ψ(x, t) = T (t)φ(x), sustituyen-
do esta propuesta en Eq. (8.182) se encuentra
i~φ(x)
∂T (t)
∂t
= T (t)Hφ(x), (8.183)
de donde
i~
1
T (t)
∂T (t)
∂t
=
1
φ(x)
Hφ(x). (8.184)
Por lo tanto,
i~
∂
∂t
(
1
T (t)
∂T (t)
∂t
)
= 0, (8.185)
es decir
i~
(
1
T (t)
∂T (t)
∂t
)
= E, i~
∂T (t)
∂t
= ET (t), E = constante,
de donde
T (t) = e−i
Et
~ . (8.186)
Sustituyendo este resultado en Eq. (8.184) se llega a
Hφ(x) = Eφ(x), (8.187)
como H es un operador Hermı´tico, E debe ser una constante real.
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8.12.1. Pozo infinito
Suponga que el potencial es dado por
V (x) =
{
0 0 ≤ x ≤ L,
∞ x < 0, x > L. (8.188)
Este potencial representa una part´ıcula encerrada en una l´ınea de longitud L.
Como la part´ıcula esta´ encerrada, se deben cumplir las condiciones de frontera
φ(0) = ψ(L) = 0, que son condiciones de Dirichlet. Por lo tanto, Eq. (8.187)
es tipo Sturm-Llioville y sus soluciones deben formar una base ortonormal.
Dentro de la l´ınea [0, L], se tiene la ecuacio´n
Hφ(x) = − ~
2
2m
∂2φ(x)
∂x2
= Eφ(x), (8.189)
es decir
∂2φ(x)
∂x2
= −2mE
~2
φ(x), (8.190)
cuya solucio´n general es
φ(x) = AE sin
√
2mE
~2
x+ BE cos
√
2mE
~2
x, AE , BE = constante. (8.191)
La condicio´n de borde φ(0) = 0 implica BE = 0. Mientras que la condicio´n
φ(L) = 0 implica
sin
√
2mE
~2
L = 0, (8.192)
es decir √
2mE
~2
L = nπ. (8.193)
Por lo tanto las u´nicas energ´ıas permitidas son
En =
~
2
2m
(nπ
L
)2
, (8.194)
adema´s las funciones de onda normalizadas son
φn(x) =
√
2
L
sin
nπ
L
x. (8.195)
Entonces, las funciones de onda del sistema son
ψ(x, t) =
∑
n≥1
ane
−iEnt
~
√
2
L
sin
nπ
L
x. (8.196)
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8.13. Ecuacio´n de Onda
La ecuacio´n de onda en una dimensio´n es(
∂2
∂x2
− 1
c2
∂2
∂t2
)
φ(x, t) = 0. (8.197)
Para resolver esta ecuacio´n propondremos la funcio´n φ(x, t) = T (t)X(x), al
sustituirla en Eq. (8.197) se obtiene
T (t)
∂2X(x)
∂x2
− X(x)
c2
∂2T (t)
∂t2
= 0, (8.198)
que implica
1
X(x)
∂2X(x)
∂x2
=
1
T (t)c2
∂2T (t)
∂t2
, (8.199)
de donde
∂
∂x
(
1
X(x)
∂2X(x)
∂x2
)
= 0, (8.200)
es decir
1
X(x)
∂2X(x)
∂x2
= −α2, α = constante, (8.201)
al considerar este resultado en Eq. (8.199) se llega a
1
T (t)c2
∂2T (t)
∂t2
= −α2. (8.202)
Por lo tanto, las ecuaciones a resolver son
∂2T (t)
∂t2
= −α2c2T (t), ∂
2X(x)
∂x2
= −α2X(x). (8.203)
Si α = 0, se tienen las soluciones
T (t) = (A+Bt) , X(x) = (C +Dx) , A, B, C,D = constante,
es decir
φ0(x, t) = (A +Bt) (C +Dx) . (8.204)
Si α 6= 0 se encuentra que
X(x) = (aα cosαx+ bα sinαx) , T (t) = (cα cosαct+ dα sinαct) ,
con aα, bα, cα, dα son constantes. De estas soluciones se tiene
φα(x, t) = (aα cosαx+ bα sinαx) (cα cosαct+ dα sinαct) . (8.205)
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8.13.1. Cuerda con extremos fijos
Supongamos que tenemos una cuerda de longitud L con los extremos fi-
jos. Para este caso, las soluciones de la ecuacio´n de onda deben satisfacer las
condiciones de borde
φ(0, t) = φ(L, t) = 0. (8.206)
Estas condiciones implican
φ0(0, t) = A(C +Dt) = 0, (8.207)
es decir A = 0, adema´s
φ0(L, t) = BL(C +Dt) = 0, (8.208)
que induce B = 0. Por lo tanto φ0(x, t) = 0. Para el caso α 6= 0, se tiene
φα(0, t) = aα (cα cosαct+ dα sinαct) = 0, (8.209)
es decir aα = 0, adema´s
φα(L, t) = bα sinαL (cα cosαct+ dα sinαct) = 0, (8.210)
que implica sinαL = 0, por lo que αL = nπ. De donde, en este caso las
soluciones deben ser de la forma
φn(x, t) =
√
2
L
sin
(nπx
L
)[
cn cos
(
nπct
L
)
+ dn sin
(
nπct
L
)]
. (8.211)
As´ı, la solucio´n general es
φ(x, t) =
∑
n≥1
√
2
L
sin
(nπx
L
)[
cn cos
(
nπct
L
)
+ dn sin
(
nπct
L
)]
. (8.212)
8.13.2. Condiciones iniciales
Supongamos que se cumplen las condiciones iniciales
φ(x, 0) = f(x),
∂φ(x, t)
∂t
∣∣∣∣
t=0
= g(x), (8.213)
entonces
φ(x, 0) = f(x) =
∑
n≥1
cn
√
2
L
sin
(nπx
L
)
, (8.214)
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por lo tanto
cn =
∫ L
0
dx
√
2
L
sin
(nπx
L
)
f(x) =
∫ L
0
dx
√
2
L
sin
(nπx
L
)
φ(x, 0). (8.215)
Adema´s,
∂φ(x, t)
∂t
∣∣∣∣
t=0
= g(x) =
∑
n≥1
dn
(nπc
L
)√ 2
L
sin
(nπx
L
)
, (8.216)
por lo tanto
dn =
(
L
nπc
)∫ L
0
dx
√
2
L
sin
(nπx
L
)
g(x)
=
(
L
nπc
)∫ L
0
dx
√
2
L
sin
(nπx
L
) ∂φ(x, t)
∂t
∣∣∣∣
t=0
.
8.13.3. Energ´ıa
La energ´ıa para una cuerda esta´ dada por
H =
1
2
∫ L
0
dx
[
1
c2
(
∂φ(x, t)
∂t
)2
+
(
∂φ(x, t)
∂x
)2]
(8.217)
Para calcular esta cantidad note que
∂φ(x, t)
∂t
=
∑
n≥1
√
2
L
(nπc
L
)
sin
(nπx
L
) [
−cn sin
(
nπct
L
)
+ dn cos
(
nπct
L
)]
,
∂φ(x, t)
∂x
=
∑
n≥1
√
2
L
(nπ
L
)
cos
(nπx
L
)[
cn cos
(
nπct
L
)
+ dn sin
(
nπct
L
)]
,
de donde
1
c2
(
∂φ(x, t)
∂t
)2
=
∑
n≥1
∑
l≥1
(nπ
L
)( lπ
L
)√
2
L
sin
(nπx
L
)√ 2
L
sin
(
lπx
L
)
[
−cn sin
(
nπct
L
)
+ dn cos
(
nπct
L
)][
−cl sin
(
lπct
L
)
+ dl cos
(
lπct
L
)]
,
(
∂φ(x, t)
∂x
)2
=
∑
n≥1
∑
l≥1
(nπ
L
)( lπ
L
)√
2
L
cos
(nπx
L
)√ 2
L
cos
(
lπx
L
)
[
cn cos
(
nπct
L
)
+ dn sin
(
nπct
L
)][
cl cos
(
lπct
L
)
+ dl sin
(
lπct
L
)]
,
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ocupando las relaciones de ortormalidad se encuentra
∫ L
0
dx
1
c2
(
∂φ(x, t)
∂t
)2
=
∑
n≥1
(nπ
L
)2 [
−cn sin
(
nπct
L
)
+ dn cos
(
nπct
L
)]2
,
∫ L
0
dx
(
∂φ(x, t)
∂x
)2
=
∑
n≥1
(nπ
L
)2 [
cn cos
(
nπct
L
)
+ dn sin
(
nπct
L
)]2
.
Por lo tanto, la energ´ıa es
H =
1
2
∑
n≥1
(nπ
L
)2 [
(cn)
2 + (dn)
2
]
. (8.218)
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Cap´ıtulo 9
El Oscilador Armo´nico y los
Polinomios de Hermite
En este cap´ıtulo obtendremos las funciones de onda propias del oscilador
armo´nico cua´ntico. En principio para obtener estas funciones se debe resol-
ver una ecuacio´n diferencial ordinaria de segundo orden. Sin embargo, J. G.
Darboux desarollo´ el llamado me´todo de factorizacio´n, el cual permite resolver
diferentes ecuaciones diferenciales de forma algebraica. Al surgir la meca´nica
cua´ntica este me´todo mostro´ su gran potencial, pues con el se pueden obtener
soluciones exactas de sistemas sofisticados.
El material de este cap´ıtulo es importante desde el punto de vista f´ısico,
pues se presentan los operadores de ascenso y descenso, los cuales nos abre
una ventana que nos permite ver ma´s alla´ del oscilador armo´nico. Tambie´n es
importante como herramienta matema´tica, pues muestra como herramientas
algebraicas permiten resolver ecuaciones diferenciales.
9.1. Hamiltoniano
El operador Hamiltoniano para el oscilador armo´nico en una dimensio´n es
Hˆ =
1
2m
pˆ2 +
mω2
2
xˆ2, xˆ = x, pˆ = −i~ ∂
∂x
, (9.1)
de donde la ecuacio´n de onda estacionaria es
Hˆψ(x) =
(
− ~
2
2m
∂2
∂x2
+
mω2
2
x2
)
ψ(x) = Eψ(x). (9.2)
Esta ecuacio´n esta´ definida en el intervalo (−∞,∞) y se debe cumplir las con-
diciones de Dirichlet ψ(−∞) = ψ(∞) = 0. Resolver este problema equivale a
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encontrar las funciones propias ψ(x) y los valores propios E.
Au´n sin resolver el problema sabemos que E debe ser real, pues pˆ y xˆ son
operadores Hermı´ticos. Adema´s para cualquier funcio´n f se cumple
0 ≤ 〈pˆf |pˆf〉 = 〈f |pˆ†pˆf〉 = 〈f |pˆ2f〉 ,
0 ≤ 〈xˆf |xˆf〉 = 〈f |xˆ†xˆf〉 = 〈f |xˆ2f〉 ,
por lo que
0 ≤ 〈f |Hf〉 =
〈
f
∣∣∣∣
(
pˆ2
2m
+
mω2
2
xˆ2
)
f
〉
. (9.3)
En particular si f = ψ y Hˆψ = Eψ se tiene
0 ≤ E 〈ψ|ψ〉 . (9.4)
De este resultado es claro que si E < 0, entonces 〈ψ|ψ〉 = 0, que implica que
ψ(x) = 0. Adema´s, si 〈ψ|ψ〉 6= 0, entonces E ≥ 0. Es decir, la u´nica solucio´n
con valor propio negativo es ψ(x) = 0, en cualquier otro caso se debe cumplir
que E ≥ 0.
9.1.1. Ortonormalidad
Tambie´n podemos ver que Eq. (9.2) es tipo Sturm-Liouville, por lo que sus
soluciones que satisfancen la condiciones de Dirichlet ψ(−∞) = ψ(∞) = 0
con valores propios diferentes, son ortogonales. Es decir, si ψa(x) y ψb(x) son
soluciones de Eq. (9.2) con los valores propios Ea y Eb y adema´s ψa(±∞) =
ψb(±∞) = 0, entonces se cumple
(Ea −Eb)
∫ ∞
−∞
dxψa(x)ψ
∗
b (x) = 0. (9.5)
En particular, si Ea 6= Eb, tenemos∫ ∞
−∞
dxψa(x)ψ
∗
b (x) = 0. (9.6)
Por lo que las funciones de onda con diferente valor propio son ortonormales.
Si Ea = Eb, entonces la integral∫ ∞
−∞
dxψa(x)ψ
∗
b (x) =
∫ ∞
−∞
dxψa(x)ψ
∗
a(x)
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es la norma de la funcio´n de onda, la cual supondremos que esta´ normalizada,
es decir, ∫ ∞
−∞
dx|ψa(x)|2 = 1. (9.7)
Como este resultado es va´lido para cualquier valor propio, se encuentra
〈ψa|ψa〉 =
∫ ∞
−∞
dxψ∗a(x)ψb(x) = δab. (9.8)
Por lo tanto, las funciones de onda del oscilador armo´nico forman una base
ortonormal.
9.2. Operadores de acenso y decenso
Recordemos que se cumplen la reglas de conmutacio´n
[xˆ, pˆ] = xˆpˆ− pˆxˆ = i~, [xˆ, xˆ] = [pˆ, pˆ] = 0. (9.9)
Ahora, definamos el operador
aˆ =
1√
2m~ω
(pˆ− imωxˆ) . (9.10)
Como pˆ y xˆ son operadores hermı´ticos se tiene
aˆ† =
1√
2m~ω
(pˆ + imωxˆ) . (9.11)
De donde
aˆ†aˆ =
1
2m~ω
(pˆ + imωxˆ) (pˆ− imωxˆ)
=
1
2m~ω
[pˆ (pˆ− imωxˆ) + imωxˆ (pˆ− imωxˆ)]
=
1
2m~ω
(
pˆpˆ− imωpˆxˆ+ imωxˆpˆ+m2ω2xˆxˆ)
=
1
2m~ω
(
pˆ2 +m2ω2xˆ2 + imω (xˆpˆ− pˆxˆ))
=
1
2m~ω
(
pˆ2 +m2ω2xˆ2 + imω[xˆ, pˆ]
)
=
2m
2m~ω
(
1
2m
pˆ2 +
mω2
2
xˆ2 − 1
2
~ω
)
=
1
~ω
(
Hˆ − ~ω
2
)
, (9.12)
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por lo tanto,
Hˆ = ~ω
(
aˆ†aˆ+
1
2
)
. (9.13)
Adema´s, se cumple [
aˆ, aˆ†
]
= 1, (9.14)
en efecto, tomando en cuenta (9.9) se encuentra
[
aˆ, aˆ†
]
=
[
(pˆ− imωxˆ)√
2m~ω
,
(pˆ+ imωxˆ)√
2m~ω
]
=
1
2m~ω
[pˆ− imωxˆ, pˆ+ imωxˆ]
=
1
2m~ω
([pˆ, pˆ+ imωxˆ]− imω [xˆ, pˆ+ imωxˆ])
=
1
2m~ω
([pˆ, pˆ] + imω [pˆ, xˆ]− imω ([xˆ, pˆ] + imω [xˆ, xˆ]))
=
1
2m~ω
(im(−i~ω)− imω(i~)) = 2m~ω
2m~ω
= 1.
Tambie´n se cumplen las reglas de conmutacio´n[
Hˆ, aˆ
]
= −~ωaˆ,
[
Hˆ, aˆ†
]
= ~ωaˆ†, (9.15)
pues
[
Hˆ, aˆ
]
=
[
~ω
(
aˆ†aˆ +
1
2
)
, aˆ
]
= ~ω
[
aˆ†aˆ, aˆ
]
= ~ω
(
aˆ† [aˆ, aˆ] +
[
aˆ†, aˆ
]
aˆ
)
= ~ω
[
aˆ†, aˆ
]
aˆ = −~ωaˆ,[
Hˆ, aˆ†
]
=
[
~ω
(
aˆ†aˆ +
1
2
)
, aˆ†
]
= ~ω
[
aˆ†aˆ, aˆ†
]
= ~ω
(
aˆ†
[
aˆ, aˆ†
]
+
[
aˆ†, aˆ†
]
aˆ
)
= ~ωaˆ†
[
aˆ, aˆ†
]
= ~ωaˆ†.
Estas dos igualdades se pueden escribir como
Hˆaˆ = aˆHˆ − ~ωaˆ, (9.16)
Hˆaˆ† = aˆ†Hˆ + ~ωaˆ†. (9.17)
Con la ayuda de estas identidades encontraremos los valores propios E y las
funciones propias ψ(x) del operador Hamiltoniano Hˆ . Primero supongamos
que ψ(x) satisface la ecuacio´n Hˆψ(x) = Eψ(x), entonces las funciones
ψ−(1)(x) = aˆψ(x), ψ+(1)(x) = aˆ
†ψ(x), (9.18)
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satisfacen las ecuaciones
Hˆψ−(1)(x) = (E − ~ω)ψ−(1)(x), (9.19)
Hˆψ+(1)(x) = (E + ~ω)ψ+(1)(x). (9.20)
Para probar estas afirmaciones primero notemos que de Eq. (9.16) se obtiene
Hˆψ−(1)(x) = Hˆaˆψ(x) =
(
aˆHˆ − ~ωaˆ
)
ψ(x) = aˆHˆψ(x)− ~ωaˆψ(x)
= Eaˆψ(x)− ~ωaˆψ(x) = (E − ~ω) aˆψ(x) = (E − ~ω)ψ−(1)(x),
mientras que de Eq. (9.17) se encuentra
Hˆψ+(1)(x) = Hˆaˆ
†ψ(x) =
(
aˆ†Hˆ + ~ωaˆ†
)
ψ(x) = aˆ†Hˆψ(x) + ~ωaˆ†ψ(x)
= Eaˆ†ψ(x) + ~ωaˆ†ψ(x) = (E + ~ω) aˆ†ψ(x) = (E + ~ω)ψ+(1)(x).
Por lo tanto, la funcio´n ψ−(1)(x) es funcio´n propia de Hˆ con valor propio
E−~ω, mientras que ψ+(1)(x) es funcio´n propia de Hˆ con valor propio E+~ω.
Es decir, si ψ es solucio´n de la ecuacio´n Schro¨dinger del oscilador armo´nico,
la funciones ψ−(1) = aψ y ψ+(1) = a†ψ tambie´n son soluciones de esta ecuacio´n.
Por induccio´n se puede probar que las funciones
ψ−(n)(x) = (aˆ)
n ψ(x), ψ+(n)(x) =
(
aˆ†
)n
ψ(x), (9.21)
satisfacen
Hˆψ−(n)(x) = (E − n~ω)ψ−(n)(x), (9.22)
Hˆψ+(n)(x) = (E + n~ω)ψ+(n)(x). (9.23)
Para ambos casos la base inductiva ya esta´ probada, falta probar el paso in-
ductivo. Primero probaremos el paso inductivo para las funciones ψ−(n)(x), en
este caso debemos suponer que se cumple Eq. (9.22) y probar
Hˆψ−(n+1)(x) = [E − (n+ 1)~ω]ψ−(n+1)(x), con
ψ−(n+1)(x) = aψ−(n)(x) = (aˆ)
n+1 ψ(x).
Esta igualdad es cierta, pues de Eq. (9.16) y Eq. (9.22) se llega a
Hˆψ−(n+1)(x) = Hˆaˆψ−(n)(x) =
(
aˆHˆ − ~ωaˆ
)
ψ−(n)(x)
= aˆHˆψ−(n)(x)− ~ωaˆψ−(n)(x)
= (E − n~ω) aˆψ−(n)(x)− ~ωaˆψ−(n)(x)
= (E − n~ω − ~ω) aˆψ−(n)(x)
= [E − (n+ 1)~ω]ψ−(n+1)(x),
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as´ı la igualdad Eq. (9.22) se satisface para cualquier n.
Para el caso de ψ+n(x) debemos suponer Eq. (9.23) y probar que se cumple
Hˆψ+(n+1)(x) = [E + (n+ 1)~ω]ψ+(n+1)(x), con (9.24)
ψ+(n+1)(x) = a
†ψ+(n)(x) =
(
aˆ†
)n+1
ψ(x).
Esta igualdad tambie´n es cierta, pues de Eq. (9.17) y Eq. (9.23) se encuentra
Hˆψ+(n+1)(x) = Hˆaˆ
†ψ+(n)(x) =
(
aˆ†Hˆ + ~ωaˆ†
)
ψ+(n)(x)
= aˆ†Hˆψ+(n)(x) + ~ωaˆ†ψ+(n)(x)
= (E + n~ω) aˆ†ψ+(n)(x) + ~ωaˆ
†ψ+(n)(x)
= (E + n~ω + ~ω) aˆ†ψ+(n)(x)
= [E + (n+ 1)~ω]ψ+(n+1)(x).
Por lo tanto la igualdad Eq. (9.23) es va´lidas para cualquier natural n.
Lo que hemos demostrado es que si ψ(x) es funcio´n propia de Hˆ, con
valor propio E, entonces, dado cualquier natural n, las funciones (aˆ)n ψ(x)
y
(
aˆ†
)n
ψ(x) tambie´n son funciones propias del mismo operador, con valores
propios E − n~ω y E + n~ω, respectivamente.
Ahora, note que para cualquier valor E existen un natural n˜ tal que el
valor propio E˜n˜ = E − n˜~ω, con funcio´n propia ψ−(n˜)(x) = (aˆ)n˜ ψ(x), sa-
tisfce E˜−(n˜) = E − n˜~ω < 0. Esto implica que ψn˜(x) = 0. Es decir, si ψ(x)
es una funcio´n propia de Hˆ existe un natural n˜ tal que (aˆ)n˜ψ(x) = 0. Note
que en realidad existe un nu´mero infinito de posibles valores de n˜, pues si
(aˆ)n˜ψ(x) = 0, entonces tambie´n se cumple (aˆ)n˜+1ψ(x) = 0.
Supongamos n′ es el mı´nimo de los valores posibles de n˜ tal que (a)n˜ψ(x) =
0 y definamos N = n′ − 1. Entonces, la funcio´n ψ0(x) = (aˆ)n
′−1 ψ(x) =
(aˆ)N ψ(x) satisface aˆψ0(x) = 0. Note que ψ0(x) 6= 0, pues de lo contrario
n′ no ser´ıa el mı´nimo de los valores de n˜, note tambie´n que el valor de la
energ´ıa de ψ0(x) es
E0 = E −N~ω.
As´ı, podemos afirmar que existe una funcio´n, ψ0(x), tal que
aˆψ0(x) = 0, ψ0(x) 6= 0 (9.25)
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a esta funcio´n le llamaremos estado base. Con el estado base se encuentra
Hˆψ0(x) = ~ω
(
aˆ†aˆ+
1
2
)
ψ0(x) =
~ω
2
ψ0(x) = E0ψ0(x). (9.26)
Por lo que E0 = ~ω/2 es el valor propio de ψ0(x), pero este valor propio debe
ser igual a E0 = E −N~ω, de donde
E = EN = ~ω
(
N +
1
2
)
. (9.27)
Como ψ(x) es cualquier estado propio de Hˆ, los valores propio E son discretos.
Adema´s, si definimos ψN (x) =
(
aˆ†
)N
ψ0(x) y consideramos (9.23), se llega
a
HˆψN (x) = (E0 +N~ω)ψN(x) = ~ω
(
N +
1
2
)
ψN (x). (9.28)
As´ı, ψN (x) tiene el mismo valor propio que ψ(x). Por lo tanto, ψ(x) y ψN(x)
satisfacen la misma ecuacio´n diferencial de segundo orden con las mismas con-
diciones de borde, esto implica que estas funciones deben ser iguales.
9.3. Estado base y ortonormalidad
En el caso que estamos estudiado, cualquier solucio´n de la ecuacio´n de
Schro¨dinger se puede expresar en te´rminos del estado base. Entonces, basta
conocer esta´ funcio´n para obtener todas las soluciones. El estado base lo hemos
definido como la funcio´n que satisface
aˆψ0(x) =
1√
2mω~
(pˆ− imωxˆ)ψ0(x) = 1√
2mω~
(
−i~ ∂
∂x
− imωx
)
ψ0(x)
=
−i~√
2mω~
(
∂
∂x
+
mω
~
x
)
ψ0(x) = 0,
es decir, el estado base debe ser solucio´n de la ecuacio´n diferencial
∂ψ0(x)
∂x
= −mω
~
xψ0(x),
cuya solucio´n es
ψ0(x) = Ae
−mω
~
x2
2 , A = constante.
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Para determinar la constante A pediremos∫ ∞
−∞
dxψ0(x)ψ0(x) = 1,
que quiere decir que el estado base tiene norma unitaria. De esta condicio´n
tenemos∫ ∞
−∞
dxψ0(x)ψ0(x) =
∫ ∞
−∞
dx
(
Ae−
mω
~
x2
2
)2
= A2
∫ ∞
−∞
dxe−
mω
~
x2 = 1,
entonces
A =
1√∫∞
−∞ dxe
−mω
~
x2
.
Ahora recordemos como calcular una integral de la forma
I =
∫ ∞
−∞
dxe−αx
2
, α > 0, α = constante.
Notablemente, es ma´s fa´cil calcular I2, que es
I2 =
(∫ ∞
−∞
dxe−αx
2
)(∫ ∞
−∞
dye−αy
2
)
=
∫ ∞
−∞
dx
∫ ∞
−∞
dye−αx
2
e−αy
2
=
∫ ∞
−∞
dx
∫ ∞
−∞
dye−α(x
2+y2),
ocupando coordenadas polares tenemos
I2 =
∫ ∞
0
drr
∫ 2π
0
dϕe−αr
2
= 2π
∫ ∞
0
drre−αr
2
= 2π
∫ ∞
0
dr
(−1)
2α
d
(
e−αr
2
)
dr
= −π
α
e−αr
2
∣∣∣∣
∞
0
=
π
α
.
De donde
I =
∫ ∞
−∞
dxe−αx
2
=
√
π
α
,
considerando este resultado encontramos
A =
(mω
π~
)1/4
.
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As´ı, el estado base normalizado es
ψ0(x) =
(mω
π~
)1/4
e−
mω
~
x2
2 . (9.29)
Con esta funcio´n y a† podemos construir el resto de las funciones propias de
Hˆ, que tienen la forma
ψn(x) = An
(
aˆ†
)n
ψ0(x), (9.30)
donde, An es una constante de normalizacio´n. Antes de calcular expl´ıcitamente
las funciones de onda ψn(x), calcularemos la constante de normalizacio´n An.
Recordemos que las funciones ψn(x) deben tener norma unitaria, es decir,
〈ψn(x)|ψn(x)〉 = 1. (9.31)
Ahora,
〈ψn|ψn〉 =
〈
An
(
aˆ†
)n
ψ0(x)|An
(
aˆ†
)n
ψ0(x)ψn
〉
= A∗nAn
〈(
aˆ†
)n
ψ0(x)|
(
aˆ†
)n
ψ0(x)ψn
〉
= A∗nAn
〈
ψ0(x)|an
(
aˆ†
)n
ψ0(x)
〉
= A∗nAn
∫ ∞
−∞
dxψ0(x)(aˆ)
n
(
aˆ†
)n
ψ0(x). (9.32)
Como
[
aˆ, aˆ†
]
= 1, se tiene
[
aˆ,
(
aˆ†
)n]
= n
(
aˆ†
)n−1
y entonces
(aˆ)n
(
aˆ†
)n
ψ0(x) = (aˆ)
n−1aˆ
(
aˆ†
)n
ψ0
= (aˆ)n−1
(
aˆ
(
aˆ†
)n − (aˆ†)n aˆ + (aˆ†)n aˆ)ψ0(x)
= (aˆ)n−1
([
aˆ,
(
aˆ†
)n]
+
(
aˆ†
)n
aˆ
)
ψ0(x)
= (aˆ)n−1
(
n
(
aˆ†
)n−1
+
(
aˆ†
)n
aˆ
)
ψ0(x)
= (aˆ)n−1
(
n
(
aˆ†
)n−1
ψ0(x) +
(
aˆ†
)n
aˆψ0(x)
)
= n(aˆ)n−1
(
aˆ†
)n−1
ψ0(x). (9.33)
Este resultado lo podemos aplicar de forma reiterada k veces, donde k ≤ n,
por lo que
(aˆ)n
(
aˆ†
)n
ψ0(x) = n(n− 1)(n− 2) · · · (n− (k − 1))(aˆ)n−k
(
aˆ†
)n−k
ψ0(x)
=
n!
(n− k)!a
n−k (aˆ†)n−k ψ0(x). (9.34)
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El ma´ximo valor que puede tomar k es n, de donde
(aˆ)n
(
aˆ†
)n
ψ0(x) = n!ψ0(x). (9.35)
Introduciendo esta igualdad en (9.32), se obtiene
〈ψn(x)|ψn(x)〉 = |An|2n!
∫ ∞
−∞
ψ0(x)ψ0(x) = 1, (9.36)
as´ı
An =
1√
n!
. (9.37)
Por lo tanto, las funciones de onda normalizadas son
ψn(x) =
1√
n!
(
aˆ†
)n
ψ0(x). (9.38)
9.4. Polinomios de Hermite
Veamos la forma expl´ıcita de las funciones ψn(x), primero consideraremos
que
ψ0(x) =
(mω
π~
)1/4
e−
mωx2
2~ ,
a† =
1√
2mω~
(pˆ+ imωxˆ) =
1√
2mω~
(
−i~ ∂
∂x
+ imωxˆ
)
=
−i~√
2mω~
(
∂
∂x
− mω
~
xˆ
)
,
por lo que, ocupando el cambio de variable
ζ2 =
mωx2
~
, ζ =
√
mω
~
x,
d
dζ
=
√
~
mω
d
dx
, (9.39)
se tiene
ψ0(ζ) =
(mω
π~
)1/4
e−
ζ2
2 , a† =
−i√
2
(
∂
∂ζ
− ζ
)
.
Por lo tanto, introduciendo estos resultados en Eq. (9.38) se llega a
ψn(ζ) =
(mω
π~
)1/4 (−i)n√
n!2n
(
∂
∂ζ
− ζ
)n
e−
ζ2
2 . (9.40)
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Note que
e
ζ2
2
d
dζ
(
fe−
ζ2
2
)
= e
ζ2
2

df
dζ
e−
ζ2
2 + f
d
(
e−
ζ2
2
)
dζ


= e
ζ2
2
(
df
dζ
e−
ζ2
2 − fζe− ζ
2
2
)
=
(
df
dζ
− fζ
)
,
es decir,
e
ζ2
2
d
dζ
(
fe−
ζ2
2
)
=
(
d
dζ
− ζ
)
f. (9.41)
En general se cumple
e
ζ2
2
dn
dζn
(
fe−
ζ2
2
)
=
(
d
dζ
− ζ
)n
f. (9.42)
Probaremos esta afirmacio´n por induccio´n. La base inductiva, n = 1 ya ha sido
demostrada, falta demostrar el paso inductivo. Aqu´ı debemos suponer que se
cumple Eq. (9.42) y demostrar
e
ζ2
2
dn+1
dζn+1
(
fe−
ζ2
2
)
=
(
d
dζ
− ζ
)n+1
f. (9.43)
Ocupando la hipo´tesis de induccio´n, se encuentra(
d
dζ
− ζ
)n+1
f =
(
d
dζ
− ζ
)(
d
dζ
− ζ
)n
f =
(
d
dζ
− ζ
)
e
ζ2
2
dn
dζn
(
fe−
ζ2
2
)
,
as´ı definiendo f˜ = e
ζ2
2
dn
dζn
(
fe−
ζ2
2
)
y usando Eq. (9.41) se obtiene
(
d
dζ
− ζ
)n+1
f =
(
d
dζ
− ζ
)
f˜ = e
ζ2
2
d
dζ
(
e−
ζ2
2 f˜
)
= e
ζ2
2
d
dζ
(
e−
ζ2
2 e
ζ2
2
dn
dζn
(
fe−
ζ2
2
))
= e
ζ2
2
d
dζ
(
dn
dζn
(
fe−
ζ2
2
))
= e
ζ2
2
dn+1
dζn+1
(
fe−
ζ2
2
)
,
que es lo que se queria demostrar, esto implica que Eq. (9.42) es va´lida para
cualquier nu´mero natural n. Introduciendo el resultado Eq. (9.42) en Eq. (9.40)
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se llega a
ψn(ζ) =
(mω
π~
)1/4 (−i)n√
n!2n
e
ζ2
2
∂n
∂ζn
(
e−
ζ2
2 e−
ζ2
2
)
=
(mω
π~
)1/4 (i)n√
n!2n
e−
ζ2
2 (−)neζ2 ∂
n
∂ζn
e−ζ
2
. (9.44)
Definiremos el polinomio de Hermite de grado n como
Hn(ζ) = (−)neζ2 ∂
n
∂ζn
e−ζ
2
. (9.45)
A esta expresio´n tambie´n se le llama fo´rmula de Rodrigues para los polinomios
de Hermite. En particular se tiene
H0(ζ) = 1, H1(ζ) = 2ζ, H2(ζ) = −2 + 4ζ2, · · · . (9.46)
Por lo tanto, la funcio´n de onda Eq. (9.44) se escribe como
ψn(ζ) =
(mω
π~
)1/4 (i)n√
n!2n
e−
ζ2
2 Hn(ζ) (9.47)
Debido a que las funciones de onda forman un conjunto ortonormal de funcio-
nes, ocupando el cambio de variable Eq. (9.39), tenemos
δnl = < ψn(x)|ψl(x) >=
∫ ∞
−∞
dxψ∗n(x)ψl(x) =
∫ ∞
−∞
dζ
(√
~
mω
)
ψ∗n(ζ)ψl(ζ)
=
√
~
mω
(mω
π~
)1/2 (−i)n√
n!2n
(i)l√
l!2l
∫ ∞
−∞
dζe−ζ
2
Hn(ζ)Hl(ζ),
es decir ∫ ∞
−∞
dζe−ζ
2
Hn(ζ)Hl(ζ) =
√
π2nn!δnl. (9.48)
De donde, los polinomios de Hermite, forman un conjunto de funciones orto-
normales con funcio´n de peso e−ζ
2
.
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9.5. Funcio´n generadora
Ahora veremos una funcio´n que esta´ intimamente relacionada con los po-
linomios de Hermite, la llamada funcio´n generadora. Primero recordemos que
cualquier funcio´n, f(z), bien comportada se puede expresar en su serie de
Taylor
f(z) =
∑
n≥0
zn
n!
(
dnf(z)
dzn
∣∣∣∣
z=0
)
, (9.49)
en particular
W (ζ, t) = e2ζt−t
2
=
∑
n≥0
tn
n!
(
∂nW (ζ, t)
∂tn
∣∣∣∣
t=0
)
. (9.50)
Note que, como
2ζt− t2 = − (t2 − 2ζt+ ζ2 − ζ2) = − ((t− ζ)2 − ζ2) = − (t− ζ)2 + ζ2,
entonces
∂nW (ζ, t)
∂tn
=
∂ne2ζt−t
2
∂tn
=
∂neζ
2−(t−ζ)2
∂tn
= eζ
2 ∂ne−(t−ζ)
2
∂tn
. (9.51)
Adema´s, con el cambio de variable u = ζ − t se tiene
∂
∂t
=
∂u
∂t
∂
∂u
= (−) ∂
∂u
, u|t=0 = ζ. (9.52)
Por lo tanto, considerando Eq. (9.45) se tiene
∂nW (ζ, t)
∂tn
∣∣∣∣
t=0
= eζ
2 ∂ne−(t−ζ)
2
∂tn
∣∣∣∣
t=0
= eζ
2
(−)n∂
ne−u
2
∂un
∣∣∣∣
u=ζ
= eζ
2
(−)n∂
ne−ζ
2
∂ζn
= (−)neζ2 ∂
ne−ζ
2
∂ζn
= Hn(ζ), (9.53)
sustituyendo este resultado en Eq. (9.50) se llega a
W (ζ, t) = e2ζt−t
2
=
∑
n≥0
tn
n!
Hn(ζ), (9.54)
que es la llamada funcio´n generadora de los polinomios de Hermite. Con esta
funcio´n podemos obtener la forma expl´ıcita de las funciones Hn(ζ). Para esto
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recordemos los resultados
(a+ b)N =
N∑
k=0
CNk a
N−kbk, CNk =
N !
k!(N − k)! ,
ez =
∑
N≥0
zN
N !
.
Por lo tanto,
W (ζ, t) = e2ζt−t
2
=
∑
N≥0
(2ζt− t2)N
N !
=
∑
N≥0
1
N !
N∑
k=0
CNk (2ζt)
N−k (−t2)k
=
∑
N≥0
1
N !
N∑
k=0
CNk (2ζ)
N−k(−)kt2k+N−k
=
∑
N≥0
N∑
k=0
(−)k
N !
CNk (2ζ)
N−ktN+k.
Para hacer ma´r fa´cil el ca´lculo, definamos n = N + k, entonces N = n − k y
N − k = n − 2k. Note que el ma´ximo valor que puede tener k es N, es decir
N − k = n − 2k ≥ 0, que implica k ≤ n/2. As´ı, si n es par, el ma´ximo valor
que puede tomar k es n/2. Pero si n es impar, k no puede tomar el valor n/2
porque e´ste no es un nu´mero natural. En este caso el ma´ximo valor que puede
tomar k es (n − 1)/2. Definiremos como [n
2
]
como el ma´ximo entero menor
o igual a n/2. Entonces, el ma´ximo valor que puede tomar k es
[
n
2
]
. Por lo
tanto, si tomamos como variable de suma a n en lugar de N, se tiene
W (ζ, t) = e2ζt−t
2
=
∑
n≥0
[n2 ]∑
k=0
(−)k
(n− k)!C
n−k
k (2ζ)
n−k−ktn
=
∑
n≥0
tn
n!
[n2 ]∑
k=0
(−)kn!
(n− k)!C
n−k
k (2ζ)
n−2k
=
∑
n≥0
tn
n!
[n2 ]∑
k=0
(−)kn!
(n− k)!
(n− k)!
k!(n− 2k)!(2ζ)
n−2k
=
∑
n≥0
tn
n!
[n2 ]∑
k=0
(−)kn!
k!(n− 2k)!(2ζ)
n−2k
=
∑
n≥0
tn
n!
Hn(ζ). (9.55)
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Entonces,
Hn(ζ) =
[n2 ]∑
k=0
(−)kn!
k!(n− 2k)!(2ζ)
n−2k. (9.56)
Con la funcio´n generatriz se pueden probar varias propiedades de los polino-
mios de Hermite, por ejemplo, note que
W (−ζ, t) = e2(−ζ)t−t2 = e2ζ(−t)−(−t)2 = W (ζ,−t). (9.57)
Utilizando Eq. (9.54) se tiene
W (−ζ, t) =
∑
n≥0
tn
n!
Hn(−ζ) =W (ζ,−t) =
∑
n≥0
(−t)n
n!
Hn(ζ) =
∑
n≥0
tn
n!
(−)nHn(ζ),
igualdando te´rmino a te´rmino se encuentra
Hn(−ζ) = (−)nHn(ζ). (9.58)
Por lo tanto, los polinomios de Hermite, son pares o impares dependiendo de
su grado n. En particular H2n+1(−0) = (−)2n+1H2n+1(0), es decir
H2n+1(0) = 0.
Adema´s,
W (ζ = 0, t) = e−t
2
=
∑
n≥0
(−t2)n
n!
=
∑
n≥0
(−)n t2n
n!
W (ζ = 0, t) =
∑
n≥0
tn
n!
Hn(0) =
∑
n≥0
H2n(0)
(2n)!
t2n.
Igualando te´rmino a te´rmino estas dos expresiones se llega a
H2n(0) = (−)n (2n)!
n!
.
Tambie´n se tiene el resultado
∂W (ζ, t)
∂ζ
=
∂e2ζt−t
2
∂ζ
= 2te2ζt−t
2
= 2tW (ζ, t). (9.59)
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Adicionalmente, considerando Eq. (9.54) y que H0(ζ) = 1 se encuentra
∂W (ζ, t)
∂ζ
=
∑
n≥0
tn
n!
dHn(ζ)
dζ
=
∑
n≥1
tn
n!
dHn(ζ)
dζ
,
2tW (ζ, t) = 2t
∑
n≥0
tn
n!
Hn(ζ) =
∑
n≥0
2tn+1
n!
Hn(ζ)
=
∑
n≥1
2tn
(n− 1)!Hn−1(ζ) =
∑
n≥1
tn
n!
2nHn−1(ζ). (9.60)
De donde,
dHn(ζ)
dζ
= 2nHn−1(ζ). (9.61)
9.5.1. Ecuacio´n de Hermite
De la fo´rmula de Rodr´ıguez para los polinomios de Hermite Eq. (9.45) se
tiene
Hn(ζ) = (−)neζ2 d
ne−ζ
2
dζn
= (−)neζ2 d
dζ
(
dn−1e−ζ
2
dζn−1
)
= (−)eζ2 d
dζ
[
e−ζ
2
(
(−)n−1eζ2 d
n−1e−ζ
2
dζn−1
)]
= (−)eζ2 d
dζ
(
e−ζ
2
Hn−1(ζ)
)
= (−)eζ2
(
−2ζe−ζ2Hn−1(ζ) + e−ζ2 dHn−1(ζ)
dζ
)
= 2ζHn−1(ζ)− dHn−1(ζ)
dζ
.
es decir,
Hn(ζ) = 2ζHn−1(ζ)− dHn−1(ζ)
dζ
. (9.62)
Derivando esta igualdad con respecto a ζ, se llega a
dHn(ζ)
dζ
= 2Hn−1(ζ) + 2ζ
dHn−1(ζ)
dζ
− d
2Hn−1(ζ)
dζ2
. (9.63)
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Adema´s, usando Eq. (9.61) se encuentra
2nHn−1(ζ) = 2Hn−1(ζ) + 2ζ
dHn−1(ζ)
dζ
− d
2Hn−1(ζ)
dζ2
(9.64)
que se puede escribir como
d2Hn(ζ)
dζ2
− 2ζ dHn(ζ)
dζ
+ 2nHn(ζ) = 0, (9.65)
esta es la llamada ecuacio´n de Hermite.
9.6. Me´todo tradicional
Ahora ocuparemos el me´todo tradicional para resolver la ecuacio´n de onda
del oscilador armo´nico(
− ~
2
2m
∂2
∂x2
+
mω2
2
x2
)
ψ(x) = Eψ(x). (9.66)
Con el cambio de variable Eq. (9.39) la ecuacio´n (9.66) toma la forma(
− ∂
2
∂ζ2
+ ζ2
)
ψ(ζ) =
2E
~ω
ψ(ζ). (9.67)
Note que en el l´ımite ζ →∞ se tiene la ecuacio´n asinto´tica(
− ∂
2
∂ζ2
+ ζ2
)
ψ(ζ) ≈ 0. (9.68)
Proponemos como solucio´n asinto´tica a la funcio´n ψ(ζ) = e−
ζ2
2 , que satisface
dψ
dζ
= −ζψ(ζ),
d2ψ
dζ2
= − d
dζ
(ζψ(ζ)) = − (ψ(ζ)− ζ2ψ(ζ)) ≈ −ζ2ψ(ζ)
Por lo tanto, si ζ >> 1 se tiene(
d2
dζ2
− ζ2
)
ψ(ζ) ≈ 0. (9.69)
As´ı, cuando ζ →∞ las soluciones de Eq. (9.67) deben ser de la forma
ψ(ζ) ≈ e− ζ
2
2 ,
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para el caso general, propondremos como solucio´n
ψ(ζ) = e−
ζ2
2 φ(ζ), (9.70)
con φ(ζ) una funcio´n que crece menos ra´pido que e−
ζ2
2 cuando ζ → ∞. Para
esta propuesta se tiene
dψ(ζ)
dζ
= e−
ζ2
2
(
−ζφ(ζ) + dφ(ζ)
dζ
)
,
d2ψ(ζ)
dζ2
= e−
ζ2
2
(
d2φ(ζ)
dζ2
− 2ζ dφ(ζ)
dζ
+
(
ζ2 − 1)φ(ζ)) . (9.71)
Sustituyendo Eq. (9.71) en Eq. (9.67) se encuentra
e−
ζ2
2 (−)
(
d2φ(ζ)
dζ2
− 2ζ dφ(ζ)
dζ
+
(
ζ2 − 1)φ(ζ))+ e− ζ22 ζ2ψ(ζ)
=
2E
~ω
e−
ζ2
2 ζ2φ(ζ).
De donde
− d
2φ(ζ)
dζ2
+ 2ζ
dφ(ζ)
dζ
+ φ(ζ) =
2E
~ω
φ(ζ), (9.72)
es decir
d2φ(ζ)
dζ2
− 2ζ dφ(ζ)
dζ
+
(
2E
~ω
− 1
)
φ(ζ) = 0. (9.73)
Para resover esta ecuacio´n propondremos la solucio´n en serie de potencia
φ(ζ) =
∑
n≥0
anζ
n, (9.74)
de la cual se obtiene(
2E
~ω
− 1
)
φ(ζ) =
∑
n≥0
(
2E
~ω
− 1
)
anζ
n,
−2ζ dφ(ζ)
dζ
= −2ζ
∑
n≥0
nanζ
n−1 =
∑
n≥0
(−2n)anζn,
d2φ(ζ)
dζ2
=
∑
n≥0
n(n− 1)anζn−2 =
∑
n≥2
n(n− 1)anζn−2
=
∑
n≥0
(n+ 2)(n+ 1)an+2ζ
n.
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Por lo tanto,
d2φ(ζ)
dζ2
− 2ζ dφ(ζ)
dζ
+
(
2E
~ω
− 1
)
φ(ζ)
=
∑
n≥1
([(
2E
~ω
− 1
)
− 2n
]
an + (n+ 2)(n+ 1)an+2
)
ζn = 0,
de donde
an+2 =
(
2n− (2E
~ω
− 1)) an
(n+ 2)(n+ 1)
, (9.75)
es decir
an+2
an
=
(
2n− (2E
~ω
− 1))
(n+ 2)(n+ 1)
. (9.76)
Note que esta relacio´n de recurrencia separa los te´rminos pares e impares, por
lo que se tendra´n series de la forma
∑
n≥0 a2nζ
2n y
∑
n≥0 a2n+1ζ
2n+1. Para el
caso par, si n→∞, se tiene
a2(n+1)
a2n
→ 4n
(2n+ 2)(2n+ 1)
≈ 1
n
, (9.77)
que es el mismo comportamiento que tiene los coeficientes de Taylor de la serie
eζ
2
=
∑
n≥0
ζ2n
n!
. (9.78)
Por lo tanto, en este caso la solucio´n φ(ζ) tiene el mismo comportamiento
asinto´tico que e
ζ2
2 . Para el caso impar, la serie tiene el mismo comportamiento
asinto´tico que ζe
ζ2
2 . Ninguno de estos dos caso debe ocurrir, pues φ(ζ) debe
estar dominada por e−
ζ2
2 . El problema se resuelve si φ(ζ) no es una serie, sino
un polinomio. Esto se cumple si despue´s de cierto nu´mero todos los te´rminos
de la serie son cero, es decir an+2/an = 0. Lo que implica
2n−
(
2E
~ω
− 1
)
= 0, (9.79)
de donde,
E = En = ~ω
(
n+
1
2
)
. (9.80)
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Entonces la energ´ıa debe ser discreta y las funciones φ(ζ) son polinomios.
Sustituyendo En en Eq. (9.73) se obtiene
d2φ(ζ)
dζ2
− 2ζ dφ(ζ)
dζ
+ 2nφ(ζ) = 0, (9.81)
que es la ecuacio´n de Hermite (9.65). Por lo tanto, las funciones φ(ζ) son los
polinomios de Hermite.
As´ı, las soluciones de la ecuacio´n de onda para el oscilador armo´nico son
de la forma
ψn(ζ) = Ane
− ζ2
2 Hn(ζ), (9.82)
con Hn(ζ) el polinomio de Hermite de grado n.
9.7. Oscilador en campo ele´ctrico constante
Ahora veamos como se resuelve el problema de un oscilador armo´nico en
un campo ele´ctrico constante.
El operador Hamiltoniano para un oscilador en un campo magne´tico cons-
tante, E , es
Hˆ =
1
2m
pˆ2 +
mω2
2
xˆ2 − qE xˆ, (9.83)
note que este operador se puede escribir como
Hˆ =
1
2m
pˆ2 +
mω2
2
(
xˆ2 − 2qE
mω2
xˆ
)
,
=
1
2m
pˆ2 +
mω2
2
(
xˆ2 − 2 qE
mω2
xˆ+
(
qE
mω2
)2
−
(
qE
mω2
)2)
=
1
2m
pˆ2 +
mω2
2
(
xˆ− qE
mω2
)2
− q
2E2
2mω2
(9.84)
Por lo que, con el cambio de variable η = x− qE
mω2
, se tiene
Hˆ =
1
2m
pˆ2 +
mω2
2
ηˆ2 − q
2E2
2mω2
. (9.85)
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Entones, la ecuacio´n de valores propios
Hˆψ(x) =
(
1
2m
pˆ2 +
mω2
2
xˆ2 − qEx
)
ψ(x) = Eψ(x) (9.86)
se puede escribir como
Hˆψ(η) =
(
1
2m
pˆ2 +
mω2
2
ηˆ2 − q
2E2
2mω2
)
ψ(η) = Eψ(η), (9.87)
de donde (
1
2m
pˆ2 +
mω2
2
ηˆ2
)
ψ(η) =
(
E +
q2E2
2mω2
)
ψ(η). (9.88)
Esta u´ltima ecuacio´n es la ecuacio´n del oscilador armo´nico, por lo que
E +
q2E2
2mω2
= ~ω
(
n+
1
2
)
, (9.89)
es decir los u´nicos valores de la energ´ıa permitidos son
En = ~ω
(
n +
1
2
)
− q
2E2
2mω2
(9.90)
mientras que las funciones de onda son
ψn(ζ) =
(mω
π~
)1/4 (i)n√
n!2n
e−
ζ2
2 Hn(ζ), ζ =
√
mω
~
(
x− qE
mω2
)
. (9.91)
9.8. Suma de osciladores y el oscilador en D
dimensiones
Supongamos que tenemos un sistema que consiste en dos osciladores des-
acoplados. En este caso el Hamiltoniano esta´ dado por
H =
pˆ21
2m1
+
pˆ22
2m1
+
m1ω
2
1
2
xˆ21 +
m2ω
2
2
2
xˆ22, (9.92)
con
pˆ1 = −i~ ∂
∂x1
, pˆ2 = −i~ ∂
∂x2
.
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Como los osciladores son independientes, estos operadores satisfance las reglas
de conmutacio´n
[xˆk, xˆl] = [pˆk, pˆl] = 0, [xˆk, pˆl] = i~δkl, k, l = 1, 2. (9.93)
Para obtener los valores y funciones propias de H definamos los Hamilto-
nianos
Hˆ1 =
pˆ21
2m1
+
m1ω
2
1
2
xˆ21, Hˆ2 =
pˆ22
2m1
+
m2ω
2
2
2
xˆ22.
Tambie´n definamos los operadores
aˆ1 =
1√
2m1ω1~
(pˆ1 − im1ω1xˆ1) , aˆ2 = 1√
2m2ω2~
(pˆ2 − im2ω1xˆ2)
aˆ†1 =
1√
2m1ω1~
(pˆ1 + im1ω1xˆ1) , aˆ
†
2 =
1√
2m2ω2~
(pˆ2 + im2ω1xˆ2) ,
que satisfacen las reglas de conmutacio´n[
aˆ1, aˆ
†
1
]
= 1,
[
aˆ2, aˆ
†
2
]
= 1
y cero en cualquier otro caso. Tambie´n tenemos que
H1 = ~ω1
(
a†1a1 +
1
2
)
, H2 = ~ω2
(
a†2a2 +
1
2
)
,
as´ı, el Hamiltoniano Eq. (9.92) es
Hˆ = Hˆ1 + Hˆ2 = ~ω1
(
aˆ†1aˆ1 +
1
2
)
+ ~ω2
(
aˆ†2aˆ2 +
1
2
)
. (9.94)
Ahora, recordemos que para los Hamiltonianos Hˆ1 y Hˆ2 se tiene
Hˆkψnk(xk) = Enkψnk(xk), Enk = ~ωk
(
nk +
1
2
)
, k = 1, 2,
ψnk(xk) = ψnk(ζk) =
(mkω1
π~
)1/4 (i)nk√
nk!2nk
e−
ζ2
k
2 Hnk(ζk),
ζk =
√
mkωk
~
xk,
〈ψnk |ψlk〉 =
∫ ∞
−∞
dxkψ
∗
nk
(xk)ψlk(xk) = δnklk .
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Entonces, definiremos
ψn1n2(x1, x2) = ψn1(x1)ψn2(x2), (9.95)
que satisface
Hˆψn1n2(x1, x2) =
(
Hˆ1 + Hˆ2
)
ψn1(x1)ψn2(x2)
= Hˆ1ψn1(x1)ψn2(x2) + Hˆ2ψn1(x1)ψn2(x2)
= ψn2(x2)Hˆ1ψn1(x1) + ψn1(x1)Hˆ2ψn2(x2)
= En1ψn2(x2)ψn1(x1) + En2ψn1(x1)ψn2(x2)
= (En1 + En2)ψn1(x1)ψn2(x2)
=
(
~ω1
(
n1 +
1
2
)
+ ~ω2
(
n2 +
1
2
))
ψn1n2(x1, x2).
Por lo que, las funciones propias de Hˆ son Eq. (9.95) y sus valores propios son
En1n2 = ~ω1
(
n1 +
1
2
)
+ ~ω2
(
n2 +
1
2
)
(9.96)
Las funciones propias Eq. (9.95) son otonormales, pues
〈ψn1n2|ψl1l2〉 =
∫ ∞
−∞
dx1
∫ ∞
−∞
dx2 (ψn1(x1)ψn2(x2))
∗ ψl1(x1)ψl2(x2)
=
∫ ∞
−∞
dx1ψn1(x1)
∗ψl1(x1)
∫ ∞
−∞
dx2ψn2(x2)
∗ψl2(x2)
= δn1l1δn2l2 . (9.97)
9.8.1. Cadena de osciladores
El resultado anterior se puede generalizar para un nu´mero N de osciladores
desacoplados. En efecto, consideremos el Hamiltoniano
Hˆ =
N∑
k=1
(
pˆ2k
2mk
+
mkω
2
k
2
xˆ2k
)
, pˆk = −i~ ∂
∂xk
. (9.98)
Como los osciladores son independientes, estos operadores satisfance las reglas
de conmutacio´n
[xˆk, xˆl] = [pˆk, pˆl] = 0, [xˆk, pˆl] = i~δkl, k, l = 1, 2 · · ·N. (9.99)
196
Para obtener los valores y funciones propias de H definamos los Hamiltonianos
Hˆk =
pˆ2k
2mk
+
mkω
2
k
2
xˆ2k
y los operadores
aˆk =
1√
2mkωk~
(pˆk − imkωkxˆk) , aˆ†k =
1√
2mkωk~
(pˆk + imkωkxˆk) ,
que satisfacen las reglas de conmutacio´n[
aˆk, aˆ
†
l
]
= δkl (9.100)
y cero en cualquier otro caso. Tambie´n tenemos que
Hˆk = ~ωk
(
aˆ†kaˆk +
1
2
)
,
as´ı el Hamiltoniano Eq. (9.102) es
Hˆ =
N∑
k=1
~ωk
(
aˆ†kaˆk +
1
2
)
. (9.101)
Ahora, recordando de nuevo que para cada Hˆk se tiene
Hˆkψnk(xk) = Enkψnk(xk), Enk = ~ωk
(
nk +
1
2
)
, k = 1, 2, · · · , N,
ψnk(xk) = ψnk(ζk) =
(mkω1
π~
)1/4 (i)nk√
nk!2nk
e−
ζ2
k
2 Hnk(ζk),
ζk =
√
mkωk
~
xk,
〈ψnk |ψlk〉 =
∫ ∞
−∞
dxkψ
∗
nk
(xk)ψlk(xk) = δnklk ,
definiremos
ψn1n2···nN (x1, x2, · · · , xN) = ψn1(x1)ψn2(x2) · · ·ψnN (xN ). (9.102)
Estas funciones satisfacen las relaciones de ortonormalidad
〈ψn1n2···nN |ψl1l2···lN 〉 = δn1l1δn2l2 · · · δnN lN . (9.103)
Tambie´n cumplen que
Hψn1n2···nN (x1, x2, · · · , xN ) = En1n2···nNψn1n2···nN (x1, x2, · · · , xN),
con
En1n2···nN =
N∑
k=1
~ωk
(
nk +
1
2
)
. (9.104)
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9.8.2. Oscilador en D dimensiones
El Hamiltoniano de un oscilador en D dimensiones es
H =
D∑
k=1
(
pˆ2k
2m
+
mω2
2
xˆ2k
)
, pk = −i~ ∂
∂xk
. (9.105)
Matematicamente este es un caso del problema de la subseccio´n anterior, por
lo que los valores propios son
En1n2···nD =
D∑
k=1
~ω
(
nk +
1
2
)
. (9.106)
Para este sistema las funciones propias son un caso particular de Eq. (9.102).
En particular para tres dimensiones se tiene
En1n2n3 = ~ω
(
n1 + n2 + n3 +
3
2
)
, (9.107)
con las funciones de onda
ψn1n2n3(x, y, z) =
(mω
π~
)3/4 (i)n1+n2n3√
n1!n2!n3!2n1+n2+n3
e−
mω(x2+y2+z2)
2~ Hn1
(√
mω
~
x
)
Hn2
(√
mω
~
y
)
Hn3
(√
mω
~
z
)
.
9.9. Niveles de Landau, part´ıcula en un campo
magne´tico constante
Ahora veamos como obtener los estados propios de una part´ıcula cargada
en un campo magne´tico constante. Este problema primero fue resuelto por
Landau, por lo que algunos autores los llaman el problema de los niveles de
Landau.
El Hamiltoniano para una part´ıcula de carga e en un campo mage´tico ~B es
Hˆ =
1
2m
(
~P − e ~A
)2
, (9.108)
donde
~P = −i~~∇, ~B = ~∇× ~A. (9.109)
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Antes de obtener el espectro de este sistema es conveniente obtener algunos
resultados previos. Perimero note que ocupando el tensor de Levi-Civita Eq.
(1.47), se tiene
Bi = ǫijk
∂Aj
∂xk
, (9.110)
adema´s con la propiedad Eq. (1.107) se llega a
ǫijkBk =
∂Aj
∂xi
− ∂Ai
∂xj
. (9.111)
Tambie´n es conveniente definir la derivada covariante
Di = Pi − eAi, (9.112)
este operador satisface
[Di, Dj] = ie~ǫijkBk. (9.113)
En efecto,
[Di, Dj] = [Pi − eAi, Pj − eAj ] = [Pi, Pj]− e[Pi, Aj]− e[Ai, Pj] + e2[Ai, Aj ],
= e ([Aj , Pi]− [Ai, Pj]) = ie~
(
∂Aj
∂xi
− ∂Ai
∂xj
)
, (9.114)
por lo tanto, ocupando Eq. (9.111) se obtiene Eq. (9.113).
Con la derivada covariante el Hamiltoniano toma la forma
Hˆ =
1
2m
~D2 =
1
2m
(
D21 +D
2
2 +D
2
3
)
(9.115)
Note que, sin perdida de generalidad, si el campo magne´tico es constante se
puede escribir como
~B = (0, 0, B3), B3 = constante. (9.116)
En este caso las reglas de conmutacio´n Eq. (9.113) implican
[Di, D3] = 0, (9.117)
de donde
[Hˆ,D3] = 0. (9.118)
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Por lo tanto, D3 es un operador constante y comparte funciones propias con
el Hamiltoniano. Es decir, existe ψEγ tal que
HˆψEγ = EψEγ , D3ψEγ = γψEγ . (9.119)
Esto implica que
HˆψEγ =
(
1
2m
(
D21 +D
2
2 +D
2
3
))
ψEγ =
1
2m
(
D21 +D
2
2
)
ψEγ +D
2
3ψEγ
=
1
2m
(
D21 +D
2
2
)
ψEγ + γ
2ψEγ = EψEγ , (9.120)
entonces
1
2m
(
D21 +D
2
2
)
ψEγ =
(
E − γ2)ψEγ . (9.121)
Adicionalmente, definamos los operadores
D± =
1√|e|2~B (D1 ∓ ieˆD2) , (9.122)
con eˆ el signo de e, es decir eˆ|e| = e. Estos operadores actu´an como operadores
de ascenso y descenso, en efecto usando las relaciones de conmutacio´n Eq.
(9.113) se encuentra que
D+D− =
1
|e|~2B (D1 − ieˆD2) (D1 + ieˆD2)
=
1
|e|~2B
(
D21 +D
2
2 + ieˆ (D1D2 −D2D1)
)
=
1
|e|~2B
(
D21 +D
2
2 + ieˆ[D1, D2]
)
=
1
|e|~2B
(
D21 +D
2
2 + ieˆei~B
)
=
1
|e|~2B
(
D21 +D
2
2
)− eˆe
2|e|
=
1
|e|~2B
(
D21 +D
2
2
)− 1
2
, (9.123)
de la misma forma se obtiene
D−D+ =
1
|e|~2B
(
D21 +D
2
2
)
+
1
2
, (9.124)
de donde
[D−, D+] = 1. (9.125)
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Adema´s, de Eq. (9.123) se obtiene
1
2m
(
D21 +D
2
2
)
=
|e|~B
m
(
D+D− +
1
2
)
. (9.126)
As´ı, los operadores D1, D2 tienen la misma a´lgebra que los operadores de as-
censo y descenso del oscilador armo´nico. Esto implica que definiendo
ω =
|e|B
m
(9.127)
se tiene que
~ω
(
D+D− +
1
2
)
ψEγ = ~ω
(
n +
1
2
)
ψEγ . (9.128)
Entonces, usando este resultado y Eq. (9.121), Eq. (9.126) se encuentra
E = Enγ =
γ2
2m
+ ~ω
(
n +
1
2
)
. (9.129)
estos son los niveles de energ´ıa, los cuales se llaman niveles de Landau.
9.10. Ecuacio´n de Fokker-Planck, caso libre y
homoge´neo
La ecuacio´n de Fokker-Planck es
∂P (x, t, ν)
∂t
= −ν ∂P (x, t, ν)
∂x
+
∂
∂ν
((
γν
m
− F (x)
m
)
P (x, t, ν)
)
+
g
2m2
∂2P (x, t, ν)
∂ν2
(9.130)
donde γ es una constante de friccio´n,m es la masa y F (x) = −∂V (x)
∂x
es la fuerza.
Para el caso libre V (x) = 0 y homoge´neo, ∂P (x,ν,τ)
∂x
= 0, la ecuacio´n de
Fokker-Planck (9.130) toma la forma
∂P (t, ν)
∂t
=
γ
m
∂
∂ν
(νP (t, ν)) +
g
2m2
∂2P (t, ν)
∂ν2
=
∂
∂ν
(
γ
m
νP (t, ν) +
g
2m2
∂P (t, ν)
∂ν
)
. (9.131)
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Esta ecuacio´n no esta´ en te´rminos de operadores hermı´ticos, para expresarla
con operadores hermı´ticos usaremos la transformacio´n
P (ν, t) = e−
mγν2
2g ψ(ν, t). (9.132)
De donde
∂P (ν, t)
∂ν
= e−
mγν2
2g
(
−mγν
g
ψ(ν, t) +
∂ψ(ν, t)
∂ν
)
, (9.133)
por lo que
γ
m
νP (t, ν) +
g
2m2
∂P (t, ν)
∂ν
=
=
γν
m
e−
mγν2
2g ψ(ν, t) +
g
2m2
e−
mγν2
2g
(
−mγν
g
ψ(ν, t) +
∂ψ(ν, t)
∂ν
)
= e−
mγν2
2g
(
γν
2m
ψ(ν, t) +
g
2m2
∂ψ(ν, t)
∂ν
)
.
Entonces,
∂
∂ν
(
γ
m
νP (t, ν) +
g
2m2
∂P (t, ν)
∂ν
)
=
∂
∂ν
(
e−
mγν2
2g
(
γν
2m
ψ(ν, t) +
g
2m2
∂ψ(ν, t)
∂ν
))
= e−
mγν2
2g
[
− mγν
g
(
γν
2m
ψ(ν, t) +
g
2m2
∂ψ(ν, t)
∂ν
)
+
∂
∂ν
(
γν
2m
ψ(ν, t) +
g
2m2
∂ψ(ν, t)
∂ν
)]
= e−
mγν2
2g
[
− γ
2ν2
2g
ψ(ν, t)− γν
2m
∂ψ(ν, t)
∂ν
+
γ
2m
ψ(ν, t)
+
γν
2m
∂ψ(ν, t)
∂ν
+
g
2m2
∂2ψ(ν, t)
∂ν2
]
= e−
mγν2
2g
[(
γ
2m
− γ
2ν2
2g
)
ψ(ν, t) +
g
2m2
∂2ψ(ν, t)
∂ν2
]
= −e−mγν
2
2g Hˆψ(ν, t) (9.134)
con
Hˆ =
g
2m2
pˆ2 +
1
2
(
γ2ν2
g
− γ
m
)
, pˆ = −i ∂
∂ν
, (9.135)
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claramente Hˆ es un operador hermı´tico. Considerando este resultado en (9.131)
se llega a
− ∂ψ(ν, t)
∂t
= Hˆψ(ν, t). (9.136)
Si se propone como solucio´n a ψ(ν, τ) = e−λτφ(ν), se encuentra
Hˆφ(ν) = λφ(ν), (9.137)
es decir se tiene la ecuacio´n de valores propios(
g
2m2
pˆ2 +
γ2
2g
ν2 − γ
m
)
φ(ν) = λφ(ν). (9.138)
Note que renombrando
~
2
2m
=
g
2m2
, mω2 =
γ2
g
, E = λ+
γ
m
(9.139)
la ecuacio´n (9.138) toma la forma(
− ~
2
2m
∂2
∂ν2
+
mω2
2
ν2
)
φ(ν) = Eφ(ν). (9.140)
que es la ecuacio´n del oscilador armo´nico. Por lo tanto, las soluciones que
satisfacen las condiciones de Dirichlet, φ(±∞) = 0, implican
E = ~ω
(
n +
1
2
)
= λ+
γ
m
, (9.141)
es decir
λn =
γ
m
(
n− 1
2
)
. (9.142)
Adema´s, definiendo
ζ =
√
mω
~
ν =
√
mγ
g
ν (9.143)
se tienen las soluciones
φn(ζ) =
(i)n√
2nn!
(
mγ
πg
) 1
4
e−
ζ2
2 Hn(ζ). (9.144)
Por lo tanto,
Pn(ν, t) = e
−mγν2
2g e−λntφn(ν) =
(i)n√
2nn!
(
mγ
πg
) 1
4
e−ζ
2
Hn(ζ). (9.145)
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Cap´ıtulo 10
El Grupo de Rotaciones y los
Armo´nicos Esfe´ricos
En este cap´ıtulo estudiaremos los polinomios de Legendre, los polinomios
asociados de Legendre y los Armo´nicos esfe´ricos, quienes son importantes pa-
ra resolver la ecuacio´n de Laplace y diversos problemas de electrodina´mica
y meca´nica cua´ntica. Normalmente estas funciones se obtienen resolviendo
ecuaciones diferenciales. Sin embargo, tambie´n es posible obtenerlas usando el
grupo de rotaciones. Usaremos este u´ltimo me´todo debido a que nos introduce
a las aplicacio´n de la teor´ıa de grupos en la f´ısica. Este cap´ıtulo se puede ver
como una invitacio´n al estudio de las aplicaciones de la teor´ıa de grupos.
10.1. Transformaciones de coordenadas linea-
les
Sea f una funcio´n de la variable x, con el cambio de variable
x′ = αx, con α = constante, (10.1)
se encuentra
df
dx′
=
dx
dx′
df
dx
=
1
α
df
dx
. (10.2)
Entonces, si la variable x transforma con α, el operador derivada transforma
con 1/α, es decir,
x → x′ = αx,
d
dx
→ d
dx′
=
1
α
d
dx
. (10.3)
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Veamos ahora que pasa en dos dimensiones. Consideremos la matriz de 2 × 2
con entradas constantes
Λ =
(
a1 a2
a3 a4
)
, (10.4)
cuya inversa es
Λ−1 =
1
|Λ|
(
a4 −a2
−a3 a1
)
, |Λ| = a1a4 − a2a3. (10.5)
Tambie´n definamos los vectores columna
X =
(
x1
x2
)
, ∇ =
(
∂
∂x1
∂
∂x2
)
. (10.6)
Entonces, podemos hacer una transformacio´n lineal de coordenadas de la forma
X ′ = ΛX, es decir (
x′1
x′2
)
=
(
a1 a2
a3 a4
)(
x1
x2
)
. (10.7)
La cual tiene la transformacio´n inversa, X = Λ−1X ′,(
x1
x2
)
=
1
|Λ|
(
a4 −a2
−a3 a1
)(
x′1
x′2
)
, (10.8)
es decir,
x1 =
a4x
′1 − a2x′2
|Λ| , (10.9)
x2 =
−a3x′1 + a1x′2
|Λ| . (10.10)
Adema´s, por la regla de la cadena se tiene
∂
∂x′1
=
∂x1
∂x′1
∂
∂x1
+
∂x2
∂x′1
∂
∂x2
,
∂
∂x′2
=
∂x1
∂x′2
∂
∂x1
+
∂x2
∂x′2
∂
∂x2
. (10.11)
De la regla de transformacio´n Eq. (10.10) se encuentra
∂
∂x′1
=
1
|Λ|
(
a4
∂
∂x1
− a3 ∂
∂x′2
)
,
∂
∂x2
=
1
|Λ|
(
−a2 ∂
∂x1
+ a1
∂
∂x2
)
, (10.12)
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que se puede expresar como(
∂
∂x′1
∂
∂x′2
)
=
1
|Λ|
(
a4 −a3
−a2 a1
)(
∂
∂x1
∂
∂x2
)
. (10.13)
De esta ecuacio´n podemos ver que la matriz involucrada en la transformacio´n
de las derivadas parciales es la transpuesta de la matriz inverza de Λ, es decir
(Λ−1)T . Otra forma de escribir esta ecuacio´n es
∇′ = (Λ−1)T ∇, (10.14)
por lo que
∇ = (Λ)T ∇′. (10.15)
Este resultado se puede generalizar a ma´s dimensiones. En efecto, en general
una transformacio´n de coordenadas se escribe como
x′i = Λijx
j , xi =
(
Λ−1
)
ij
x′j . (10.16)
De donde, por la regla de la cadena, se tiene
∂
∂x′i
=
∂xj
∂x′i
∂
∂xj
=
∂ (Λ−1)jk x
′k
∂x′i
∂
∂xj
=
(
Λ−1
)
jk
∂x′k
∂x′i
∂
∂xj
=
(
Λ−1
)
jk
δki
∂
∂xj
=
(
Λ−1
)
ji
∂
∂xj
=
((
Λ−1
)T)
ij
∂
∂xj
. (10.17)
Por lo tanto, para cualquier dimensio´n se cumple
∇′ = (Λ−1)T ∇. (10.18)
Esta ley de transformacio´n sera´ de gran utilidad para obtener las simetr´ıas de
la ecuacio´n de Laplace.
10.2. Laplaciano y elemento de l´ınea
Supongamos que la matriz η˜, de n× n, satisface
η˜η˜ = I, (10.19)
con I la matriz identidad de n× n. Entonces, podemos definir un elemento de
l´ınea como
ds2 = dXT η˜dX, dX =


dx1
dx2
...
dxn

 . (10.20)
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A la matriz η˜ se le llama me´trica, en dos dimensiones un ejemplo de estas
matrices son (
1 0
0 1
)
,
( −1 0
0 1
)
. (10.21)
Con la matriz η˜ el ”Laplaciano”se define como
∇2 = ∇T η˜∇. (10.22)
Notablemente, el elemento de l´ınea esta´ intimamente relacionado con el Lapla-
ciano, en particular tienen las mismas simetr´ıas. Esta relacio´n es importante
y se da tambie´n para espacios no euclidianos. Veamos como se da esta relacio´n.
Bajo una transformacio´n lineal de coordenadas se tiene
ds′2 = dX ′T η˜dX ′ = (ΛdX)T η˜ΛdX = dXT
(
ΛT η˜Λ
)
dX. (10.23)
Las transformaciones, Λ, que dejan invariante al elemento de l´ınea deben cum-
plir ds2 = ds′2. Igualando Eq. (10.20) con Eq. (10.23) se llega a la condicio´n
ΛT η˜Λ = η˜. (10.24)
Adema´s, considerando que bajo una transformacio´n lineal de coordenadas el
gradiente transforma como Eq. (10.18), se obtiene
∇′2 = ∇′T η˜∇′ =
((
Λ−1
)T ∇)T η˜ (Λ−1)T ∇
= ∇T
(((
Λ−1
)T)T
η˜
(
Λ−1
)T)∇ = ∇T (Λ−1η˜ (Λ−1)T)∇. (10.25)
Las transformaciones que dejan invariante al Laplaciano deben cumplir
∇2 = ∇′2,
entonces igualando Eq. (10.22) con Eq. (10.25) se tiene la condicio´n
Λ−1η˜
(
Λ−1
)T
= η˜. (10.26)
Como (η˜)−1 = η˜, la condicio´n Eq. (10.26) tiene la forma
η˜ = (η˜)−1 =
(
Λ−1η˜
(
Λ−1
)T)−1
=
((
Λ−1
)T)−1
η˜
(
Λ−1
)−1
= ΛT η˜Λ, (10.27)
que coincide con Eq. (10.24). Por lo tanto, las transformaciones lineales, Λ, que
dejan invariante al elemento de l´ınea Eq. (10.20) tambie´n dejan invariante al
Laplaciano Eq. (10.22), claramente la afirmacio´n inversa tambie´n es correcta.
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10.3. Grupo de transformaciones
Antes de continuar recordemos lo que es un grupo. Sea G un conjunto con
una operacio´n · : G×G→ G. El par (G, ·) es un grupo si cumple
1) Axioma de cerradura:
g1 ∈ G, g2 ∈ G =⇒ g1 · g2 ∈ G (10.28)
2) Axioma de asociatividad:
g1 ∈ G, g2 ∈ G, g3 ∈ G, =⇒ g1 · (g2 · g3) = (g1 · g2) · g3. (10.29)
3) Axioma del neutro:
∃e ∈ G, g1 ∈ G =⇒ g1 · e = e · g1 = g1. (10.30)
4) Axioma del inverso:
∀g1 ∈ G, ∃g−11 ∈ G, g1 · g−11 = g−11 · g1 = e. (10.31)
Definamos a T como el conjunto de transformaciones Λ que dejan invariante
al Laplaciano. Estas transformaciones cumplen
ΛT η˜Λ = η˜, η˜2 = I. (10.32)
Probaremos que T es un grupo.
Supongamos que Λ1 ∈ T y Λ2 ∈ T, entonces cumplen
ΛT1 η˜Λ1 = η˜, Λ
T
2 η˜Λ2 = η˜, (10.33)
de donde
(Λ1Λ2)
T η˜ (Λ1Λ2) = Λ
T
2Λ
T
1 η˜Λ1Λ2 = Λ
T
2 η˜Λ2 = η˜, (10.34)
esto implica Λ1Λ2 ∈ T , es decir
Λ1 ∈ T,Λ2 ∈ T =⇒ Λ1Λ2 ∈ T. (10.35)
Por lo tanto, se cumple el axioma la cerradura.
El producto de matrices es asociativo, en particular el producto de las ma-
trices que satisfacen Eq. (10.32) . Adema´s, la identidad I satisface Eq. (10.32),
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es decir, I ∈ T. As´ı se cumplen el axioma de la asociatividad y el del elemento
neutro.
Ahora, como η˜2 = I, si Λ esta´ en T entonces se cumple ΛT η˜Λη˜ = I. De
donde,
η˜Λη˜ =
(
ΛT
)−1
=
(
Λ−1
)T
. (10.36)
Por lo tanto, (
Λ−1
)T
η˜Λ−1 = (η˜Λη˜) η˜Λ−1 = η˜ΛΛ−1 = η˜. (10.37)
As´ı, cuando Λ esta´ en T , tambie´n Λ−1 esta´ en T. Esto nos indica que se cumple
el axioma del inverso.
En consecuencia el conjunto de matrices que satisface Eq. (10.32) es un
grupo. Es decir, el conjunto de tranformaciones que dejan invariante al ele-
mento de l´ınea Eq. (10.20) forma un grupo, que es el mismo grupo que deja
invariante al Laplaciano Eq. (10.22).
10.4. El grupo de rotaciones
Sea ~x = (x1, · · · , xn) un vector en Rn y definamos la forma cuadra´tica
l2 = x21+ x
2
2+ · · ·+ x2n, la cual representa la distancia de ~x al origen. Note que
si definimos la matriz columna
X =


x1
x2
...
xn

 (10.38)
y la matriz renglo´n
XT =
(
x1 x2 · · · xn
)
, (10.39)
la distancia se puede escribir como
l2 = XTX = XT IX. (10.40)
Ahora, si Λ es una matriz de n×n y se hace la transformacio´n de coordenadas
X ′ = ΛX, (10.41)
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se tiene la distancia
l′2 = X ′T IX ′ = XT
(
ΛT IΛ
)
X. (10.42)
Por lo tanto, si Λ es tal que deja la distancia invariante, es decir que l2 = l′2,
debe cumplir
ΛT IΛ = I. (10.43)
Otra forma de expresar esta igualdad es ΛT = Λ−1. Claramente las matrices
que cumplen (10.43) forman un grupo, a este grupo de matrices se le llama
O(n).
Recordemos que para cualquier matriz A se cumple detA = detAT . En-
tonces, las matrices que satisfacen Eq. (10.43) deben cumplir (detΛ)2 = 1, es
decir detΛ = ±1. El subconjunto de matrices Λ que cumplen detΛ = −1 no
forman un grupo, por ejemplo, la identidad no esta´ en ese subconjunto. Sin
embargo, las matrices Λ que cumplen detΛ = 1 s´ı forman un grupo, este es el
grupo SO(n).
Note que la matriz de n× n
Λ =


Λ11 Λ12 · · · Λ1n
Λ21 Λ22 · · · Λ2n
...
...
. . .
...
Λn1 Λn2 · · · Λnn

 (10.44)
se pueden formar con los vectores columna
~C1 =


Λ11
Λ21
...
Λn1

 , ~C2 =


Λ12
Λ22
...
Λn2

 , · · · , ~Cn =


Λ1n
Λ2n
...
Λnn

 . (10.45)
Claramente, para la matriz traspuesta, ΛT , estos vectores representan los ren-
glones. Por lo tanto, la condicio´n Eq. (10.43) se puede escribir como
ΛTΛ =


Λ11 Λ21 · · · Λn1
Λ12 Λ22 · · · Λn2
...
...
. . .
...
Λ1n Λ2n · · · Λnn




Λ11 Λ12 · · · Λ1n
Λ21 Λ22 · · · Λ2n
...
...
. . .
...
Λn1 Λn2 · · · Λnn


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=

~C1 · ~C1 ~C1 · ~C2 · · · ~C1 · Cn
~C2 · ~C1 ~C2 · ~C2 · · · ~Cn · ~C2
...
...
. . .
...
~Cn · ~C1 ~Cn · ~C2 · · · ~Cn · ~Cn

 = I. (10.46)
Otra forma de expresar esta igualdad es
~Ci · ~Cj = δij , (10.47)
es decir si una matriz satisface Eq. (10.43), tiene sus columnas ortonormales.
Ahora, si Λ satisface la condicio´n (10.43), entonces Λ−1 tambie´n la satisfa-
ce. Por lo tanto, Λ−1 tiene sus columnas ortonormales entre si. Pero se debe
cumplir Λ−1 = ΛT , entonces las columnas de ΛT son ortonormales entre si.
Considerando que las columnas de ΛT son los renglones de Λ, podemos ver
que los renglones de Λ son ortonormales entre si. En conclusio´n, si Λ satisface
Eq. (10.43) sus columnas y renglones son ortonormales entre si.
Una matriz de n×n tiene n2 para´metros libres, pero si satisface (10.46) no
todos sus para´metros son libres. De (10.46) se puede ver que ΛTΛ es una matriz
sime´trica, por lo que (10.46) so´lo tiene n(n+1)
2
ecuaciones independientes. As´ı,
los para´metros libres de una matriz que satisface (10.46) son
n2 − n(n+ 1)
2
=
n(n− 1)
2
.
Para el caso n = 3 hay tres para´metros libres, para esta dimensio´n cualquier
matriz se puede escribir como
Λ =

 a1 b1 c1a2 b2 c2
a3 b3 c3

 . (10.48)
Si esta matriz satisface (10.46), debe cumplir
~a · ~a = ~b ·~b = ~c · ~c = 1, ~a ·~b = ~a · ~c = ~b · ~c = 0, (10.49)
esto nos dice que la punta de los vectores ~a,~b,~c esta´n en una esfera y que son
ortonormales entre si. Un ejemplo de estas matrices son
Λx(θ) =

 1 0 00 cos θ sin θ
0 − sin θ cos θ

 , (10.50)
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Λy(ψ) =

 cosψ 0 sinψ0 1 0
− sinψ 0 cosψ

 , (10.51)
Λz(φ) =

 cosφ sinφ 0− sinφ cosφ 0
0 0 1

 . (10.52)
La matriz Λx(θ) representa una rotacio´n sobre el eje x, Λy(ψ) representa una
rotacio´n sobre el eje y, mientras que Λz(φ) representa una rotacio´n sobre el
eje z. Por lo tanto, las rotaciones dejan invariante la distancia y al Laplaciano.
Note que estas tres matrices son linealmente independientes.
Existen otras formas de reparametrizar una matriz de rotacio´n, por ejemplo
la base unitaria en coordenadas esfe´ricas Eqs. (2.16)-(2.17) satisfacen la con-
dicio´n Eq. (10.49), pero no son la solucio´n ma´s general, pues solo dependen de
dos para´metros mientra que la solucio´n general de Eq. (10.49) depende de tres.
Pero estos vectores nos sirven para obtener la solucio´n general. Propondremos
a ~c como
~c = (sinψ sin θ, cosψ sin θ, cos θ) . (10.53)
Los vectores ~b y ~a deben ser tales que si φ = 0 se cumple
~b|φ=0 = eˆθ = (sinψ cos θ, cosψ cos θ,− sin θ) , (10.54)
~c|φ=0 = eˆψ = (cosψ,− sinψ, 0) . (10.55)
Un par de vectores que satisfacen estas condiciones son:
~a = (sinφ sinψ cos θ + cosφ cosψ,− sinφ cosψ cos θ − cosφ sinψ, sinφ sin θ) ,
~b = (sinφ cosψ + cosφ sinψ cos θ,− sinφ sinψ + cosφ cosψ cos θ,− cosφ sin θ) .
Se puede probar que los vectores ~a,~b y ~c cumplen Eq. (10.49). As´ı Λ se puede
escribir como
Λ (φ, θ, ψ) =

 cφcψ − sφsψcθ sφcψ + cφsψcθ sψsθ−cφsψ − sφcψcθ −sφsψ + cφcψcθ cψsθ
sφsθ −cφsθ cθ

 .(10.56)
Claramente au´n hay cierta arbitrariedad, pues podemos cambiar el lugar de
los vectores ~a,~b,~c, tambie´n podemos cambiar renglones por columnas y se
seguira´ cumpliendo Eq. (10.43). La ventaja de escribir Λ de la forma (10.56)
es que se puede expresar como el producto de tres matrices
Λ (φ, θ, ψ) = Λ1(φ)Λ2(θ)Λ3(ψ), (10.57)
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con
Λ1(φ) =

 cos φ sin φ 0− sin φ cos φ 0
0 0 1

 , (10.58)
Λ2(θ) =

 1 0 00 cos θ sin θ
0 − sin θ cos θ

 , (10.59)
Λ3(ψ) =

 cosψ sinψ 0− sinψ cosψ 0
0 0 1

 . (10.60)
Esta descomposicio´n es muy u´til para el estudio del movimiento del cuerpo
r´ıgido. A los para´metros θ, ψ, φ se les llama a´ngulos de Euler.
Las rotaciones no son la u´nicas tranformaciones de O(3). Por ejemplo, las
matrices
 −1 0 00 1 0
0 0 1

 ,

 1 0 00 −1 0
0 0 −1

 ,

 −1 0 00 −1 0
0 0 −1

 (10.61)
cumplen Eq. (10.49) pero no son de rotacio´n, tampoco son de SO(3). Las
rotaciones representan las transformaciones de O(3) que se pueden conectar
con la matriz unidad I. Pues al hacer φ = 0, θ = 0, ψ = 0 se obtiene la unidad
I.
10.4.1. Transformaciones infinitesimales
Las transformaciones de SO(n) que esta´n infinitesimalmente cercanas a la
unidad, es decir que cumplen
Λ ≈ I + ǫM ǫ << 1, (10.62)
son particularmente importantes. Para este tipo de transformaciones la condi-
cio´n Eq. (10.43) implica
I = ΛTΛ ≈ (I + ǫM)T (I + ǫM) (10.63)
=
(
I + ǫMT
)
(I + ǫM) ≈ I + ǫ (MT +M) . (10.64)
Por lo tanto,
M = −MT , (10.65)
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es decir, M debe ser antisime´trica. Note que una matriz antisime´trica de n×n
so´lo puede tener
n(n− 1)
2
para´metros libres, este nu´mero de grados de libertad coincide con los para´me-
tros libres del grupo SO(n). Para el caso particular n = 3, cualquier matriz
antisime´trica se puede escribir como
M =

 0 −α3 α2α3 0 −α1
−α2 α1 0

 . (10.66)
Definamos los vectores ~r = (x, y, z) , δ~α = ǫ (α1, α2, α3) , entonces
δX = ǫMX = ǫ

 0 −α3 α2α3 0 −α1
−α2 α1 0



 xy
z

 = ǫ

 α2z − α3yα3x− α1z
α1x− α2y


= δ~α× ~r. (10.67)
Por lo tanto, una rotacio´n infinitesimal esta´ dada por
X ′ = ΛX ≈ (I + ǫM)X = (IX + ǫMX) , (10.68)
es decir
~r′ = ~r + δ~α× ~r. (10.69)
Estas rotaciones son importantes porque definen al resto de las transformacio-
nes de SO(3), para ver esto primero notemos que
M =

 0 −α3 α2α3 0 −α1
−α2 α1 0

 = α1m1 + α2m2 + α3m3 = ~α · ~m, (10.70)
con
m1 =

 0 0 00 0 −1
0 1 0

 , m2 =

 0 0 10 0 0
−1 0 0

 , m3 =

 0 −1 01 0 0
0 0 0

 .
Se puede observar que la matriz (10.70) no se modifica si hacemos el cambio
~α→ −i~α y ~m→ i~m = ~M, es decir
M1 = i

 0 0 00 0 −1
0 1 0

 , M2 = i

 0 0 10 0 0
−1 0 0

 , M3 = i

 0 −1 01 0 0
0 0 0

 .
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La ventaja de ocupar la matrices Mi es que son Hermı´ticas, es decir M
†
i =Mi.
Esto implica que sus valores propios son reales, por lo tanto las matrices
~M = (M1,M2,M3) pueden representar cantidades f´ısicas.
Una transformacio´n finita se debe hacer como producto infinito de trans-
formaciones infinitesimales. Por ejemplo, ocupando
X ′ ≈ (Λ (~α/N))N X = (I − iδ~α · ~M)Nx =
(
I − i 1
N
~α · ~M
)N
X (10.71)
y considerando el resultado
l´ım
N→∞
(
I +
βx
N
)N
= eβx, (10.72)
se tiene
l´ım
N→∞
(
I − i 1
N
~α ·M
)N
= e−i~α·
~M . (10.73)
Por lo tanto, una transformacio´n finita esta´ dada por
X ′ = e−i~α·
~MX. (10.74)
As´ı, cualquier transformacio´n infinitesimal conectada con la identidad tiene la
forma
Λ (~α) = e−i~α·
~M . (10.75)
En este sentido se dice que M1,M2,M3 son los generadores del grupo SO(3).
Ahora veamos de forma expl´ıcita la expresio´n (10.75) para algunos caso
particulares. Primero notemos que si n ≥ 1, se tiene
M2n1 =

 0 0 00 1 0
0 0 1

 = T1, M2n+11 = M1, (10.76)
M2n2 =

 1 0 00 0 0
0 0 1

 = T2, M2n+12 = M2, (10.77)
M2n3 =

 1 0 00 1 0
0 0 0

 = T3, M2n+13 = M2. (10.78)
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Entonces, considerando estos resultados, juntos con las series de cos β y sin β,
se tiene
e−iβMi =
∑
n≥0
1
n!
(−iβMi)n
=
∑
n≥0
1
(2n)!
(−iβ)2n (Mi)2n +
∑
n≥0
1
(2n + 1)!
(−iβ)2n+1 (Mi)2n+1
= I + Ti
∑
n≥1
1
(2n)!
(−iβ)2n +Mi
∑
n≥0
1
(2n+ 1)!
(−iβ)2n+1
= I − Ti + Ti +
∑
n≥1
(−1)n
(2n)!
β2n − iMi
∑
n≥0
(−1)n
(2n+ 1)!
β2n+1
= I − Ti + Ti
∑
n≥0
(−)nβ2n
(2n)!
− iMi sin β
= I − Ti + Ti cos β − iMi sin β. (10.79)
De donde,
e−iα1M1 =

 1 0 00 cosα1 − sinα1
0 sinα1 cosα1

 , e−iα2M2 =

 cosα2 0 sinα20 1 0
− sinα2 0 cosα2

 ,
e−iα3M3 =

 cosα3 − sinα3 0sinα3 cosα3 0
0 0 1

 . (10.80)
As´ı, e−iα1M1 representa una rotacio´n sobre el eje x, e−iα2M2 representa una ro-
tacio´n sobre el eje y, mientras que e−iα3M3 representa una rotacio´n sobre el eje
z.
Veamos que reglas de conmutacio´n cumplen los generadores de las rotacio-
nes M1,M2,M3. Primero notemos que
M1M2 = −

 0 0 01 0 0
0 0 0

 , M2M1 = −

 0 1 00 0 0
0 0 0

 ,
M1M3 = −

 0 0 00 0 0
1 0 0

 , M3M1 = −

 0 0 10 0 0
0 0 0

 ,
M2M3 = −

 0 0 00 0 0
0 1 0

 , M3M2 = −

 0 0 00 0 1
0 0 0

 . (10.81)
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Por lo que
[M1,M2] = iM3, [M3,M1] = iM2, [M2,M3] = iM1. (10.82)
Estas reglas de conmutacio´n se pueden escribir como
[Mi,Mj] = iǫijkMk. (10.83)
Por el hecho de que el conmutador de dos generadores de rotacio´n nos de otro
generador de rotacio´n se dice que estos generadores forman un a´lgebra de Lie, el
a´lgebra de Lie de SO(3). Note que, como el conmutador entre dos generadores
no es cero, dos generadores no se pueden diagonalizar simultaneamente. Ahora,
definamos
M2 = M21 +M
2
2 +M
2
3 , (10.84)
de donde
M2 = 2I, (10.85)
por lo tanto
[M2,Mi] = 0. (10.86)
As´ı, los valores propios de M2 se pueden obtener al mismo tiempo que cual-
quiera de los generadores Mi.
Los valores propios de los generadores Mi se pueden calcular directamente
y esta´n dados por
M1V = λV ⇒ λ = ±1 V = a 1√
2

 01
±i

 , (10.87)
M2V = λV ⇒ λ = ±1 V = a 1√
2

 10
±i

 , (10.88)
M3V = λV ⇒ λ = ±1 V = a 1√
2

 1±i
0

 . (10.89)
Si a = 1, en cada caso se tienen vectores propios ortonormales. Estos resul-
tados no son dif´ıciles de obtener, posteriormente veremos que los generadores
de las rotaciones en el espacio de las funciones de ~x esta´n relacionados con
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operadores diferenciales.
Con el s´ımbolo ǫijk las matrices ~M = (M1,M2,M3) se pueden escribir de
forma ma´s econo´mica. En efecto, en componentes tenemos
(M1)ij = iǫi1j , (M2)ij = iǫi2j , (M3)ij = iǫi3j . (10.90)
Por ejemplo,
(M1)ij = iǫi1j = i

 ǫ111 ǫ112 ǫ113ǫ211 ǫ212 ǫ213
ǫ311 ǫ312 ǫ313

 = i

 0 0 00 0 −1
0 1 0

 , (10.91)
se puede probar que las dema´s igualdades se cumplen.
As´ı, las componentes de cualquier matriz antisime´trica se pueden escribir
como
Mik = −iαj(Mj)ik = αjǫijk. (10.92)
Ahora, si αi es infintesimal, por ejemplo δαi = αi/N con N grande, una trans-
formacio´n infinitesimal en el espacio de ~x esta´ dada por
X ′ = ΛX = (I − iδ~α · ~M)X. (10.93)
En componentes se tiene
x′i ≈ Λikxk = (I − iδαjMj)ikxk = (δik − iδαj(Mj)ik)xk
= (δik + δαjǫijk)xk = xi + ǫijkδαjxk = xi + (δ~α× ~x)i , (10.94)
es decir
x′i ≈ xi + (δ~α× ~x)i . (10.95)
10.5. Armo´nicos esfe´ricos
Hasta el momento nos hemos enfocado en las trasformaciones que pasan del
espacio ~r al ~r′. Ahora veamos que pasa con las funciones que actu´an en estos
espacios. Supongamos que tenemos una funcio´n, F, de R3 a R. Entonces, al
evaluar esta funcio´n en un punto ~r′ y ocupando la transformacio´n infinitesimal
Eq. (10.69), se encuentra
F (~r′) ≈ F (~r + δ~α× ~r) = F (~r) + (δ~α× ~r) · ~∇F (~r). (10.96)
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Adema´s usando la propiedad c´ıclica del triple producto escalar, se tiene
(δ~α× ~r) · ~∇F (~r) =
(
~∇F (~r)× δ~α
)
· ~r =
(
~r × ~∇F (~r)
)
· δ~α = i
(
~δα · ~L
)
F (~r)
con
~L = −i~r × ~∇. (10.97)
As´ı,
F (~r′) ≈
(
1 + iδ~α · ~L
)
F (~r). (10.98)
Por lo tanto, el operador ~L es el generador de las rotaciones en el espacio de
las funciones. Anteriormente vimos que este operador es Hermı´tico, por lo que
sus valores propios son reales.
Veamos que forma tiene una rotacio´n finita. Al igual que en caso del espacio
~r, tomaremos δ~α = ~α/N y consideraremos que para tener una transformacio´n
finita debemos hacer el producto de un nu´mero infinito de transformaciones
infinitesimales. Entonces,
F (~r′) ≈
(
1 + i
~α
N
· ~L
)N
F (~r). (10.99)
As´ı, ocupando el resultado (10.72), se encuentra
l´ım
N→∞
(
I + i
1
N
~α · ~L
)N
= U (~α) = ei~α·
~L. (10.100)
Por lo tanto, una transformacio´n finita esta´ dada por
F (~r′) = ei~α·
~LF (~r) . (10.101)
Note que el operador U (~α) satisface
U (~α)† = U (−~α) = U−1 (~α) . (10.102)
Cuando un operador, A, cumple
A† = A−1
se dice que es un operador unitario. As´ı, U (~α) es unitario.
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10.6. Reglas de conmutacio´n del momento an-
gular
Anteriormente vimos que los generadoresMi satisfacen las reglas de conmu-
tacio´n Eq. (10.83). Veamos que reglas de conmutacio´n cumplen los operadores
Li. Primero notemos que definiendo ~p = −i~∇ se tiene ~L = ~r × ~p. En compo-
nentes se encuentra Li = ǫijkxjpk. De donde
[Li, Lj ] = [ǫilmxlpm, ǫjrsxrps] = ǫilmǫjrs[xlpm, xrps]
= ǫilmǫjrs (xl[pm, xr]ps + xr[xl, ps]pm])
= ǫilmǫjrs (−ixlpsδmr + ixrpmδls)
= i (−ǫilrǫjrsxlps + ǫismǫjrsxrpm)
= i (ǫilrǫrjsxlps − ǫimsǫsjrxrpm)
= i (ǫiarǫrjbxapb − ǫibsǫsjaxrpb)
= i (ǫiarǫrjb − ǫibsǫsja)xapb, (10.103)
ahora, note que
ǫiarǫrjb − ǫibsǫsja = (δijδab − δibδaj)− (δijδba − δiaδbj)
= δiaδbj − δibδaj = ǫijkǫkab. (10.104)
Ocupando este resultado se encuentra
[Li, Lj] = iǫijkǫkabxapb,
es decir
[Li, Lj] = iǫijkLk. (10.105)
Se puede observar que son las mismas reglas de conmutacio´n que cumple Mi
Eq. (10.83). A estas reglas de comutacio´n se les llama el a´lgebra de Lie de
SO(3).
Anteriormente vimos que la matriz M2 = M21 + M
2
2 + M
2
3 conmuta con
todas las matrices Mi. Para los operadores Li el operador equivalente a M
2 es
L2 = L2x + L
2
y + L
2
z = LjLj . (10.106)
El cual cumple
[L2, Li] = [LjLj , Li] = Lj [Lj , Li] + [Lj, Li]Lj
= iǫjilLjLl + iǫjilLlLj = −i (ǫijlLjLl + ǫijlLlLj) , (10.107)
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ahora, renombrando ı´ndices se encuentra
ǫijlLjLl =
3∑
j=1
3∑
l=1
ǫijlLjLl =
3∑
l=1
3∑
j=1
ǫiljLlLj = ǫiljLlLj , (10.108)
introduciendo esta igualdad en Eq. (10.107) se tiene
[L2, Li] = −i (ǫiljLlLj + ǫijlLlLj) = −i (−ǫijlLlLl + ǫijlLlLj) = 0. (10.109)
Por lo tanto, L2 conmuta con cualquier Li. A L
2 se le llama el Casimir del
a´lgebra de Lie de SO(3). Como L2 conmuta con cualquier Li, este operador
comparte vectores propios con estos tres operadores.
10.7. Ecuacio´n de valores propios de L2
Para obtener los vectores y valores propios de Mi y M
2 resolvimos un
problema de a´lgebra lineal, mas para obtener los vectores propios de L2 y los
de, por ejemplo, Lz se deben plantear las ecuaciones
L2Ylm = λYλm, LzYλm = mYλm. (10.110)
Estas son dos ecuaciones diferenciales. En efecto, considerando las expresiones
de L2 y Lz en coordenadas esfe´ricas, Eq. (2.99) y Eq. (2.93), se encuentra
L2Yλm(θ, ϕ) = −
[
1
sin θ
∂
∂θ
(
sin θ
∂Yλm(θ, ϕ)
∂θ
)
+
1
sin2 θ
∂2Yλm(θ, ϕ)
∂ϕ2
]
= λYλm(θ, ϕ), (10.111)
LzYλm(θ, ϕ) = −i∂Yλm(θ, ϕ)(θ, ϕ)
∂ϕ
= mYλm(θ, ϕ). (10.112)
De la segunda ecuacio´n es claro que Yλm(θ, ϕ) es de la forma
Yλm(θ, ϕ) = αλme
imϕPmλ (θ). (10.113)
Si queremos que la funcio´n Yλm(θ, ϕ) no sea multivaluada debemos pedir
Yλm(θ, ϕ + 2π) = Yλm(θ, ϕ). Esto implica e
imφ = eim(φ+2π), lo cual se cum-
ple so´lo si
m = 0,±1,±2,±3, · · · . (10.114)
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Por lo tanto,m debe ser un entero. Posteriormente veremos los posibles valores
de λ.
Sustituyendo Eq. (10.113) en Eq. (10.111) se encuentra
1
sin θ
∂
∂θ
(
sin θ
∂Pmλ (θ)
∂θ
)
− m
2
sin2 θ
Pmλ (θ) = −λPmλ (θ). (10.115)
Con el cambio de variable u = cos θ, tenemos
sin θ =
√
1− u2, ∂θ = −
√
1− u2∂u. (10.116)
De donde, Eq. (10.115) toma la forma
d
du
(
(1− u2)dP
m
λ (u)
du
)
+
(
λ− m
2
1− u2
)
Pmλ (u) = 0. (10.117)
Esta es la llamada ecuacio´n asociada de Legendre. Para el caso m = 0 se define
P 0λ (u) = Pλ(u), que debe satisfacer
d
du
(
(1− u2)dPλ(u)
du
)
+ λPλ(u) = 0, (10.118)
que es la llamada ecuacio´n de Legendre. En lo que sigue, estudiando la estruc-
tura del grupo de rotaciones, obtendremos las soluciones de estas ecuaciones.
Primero veremos la ortormalidad de las soluciones de la ecuacio´n (10.115).
10.8. Relaciones de ortonormalidad
Supongamos que m y m′ son enteros y que m 6= m′, entonces∫ 2π
0
dϕ
(
eim
′ϕ
)∗
eimϕ =
∫ 2π
0
dϕe−im
′ϕeimϕ =
∫ 2π
0
dϕei(m−m
′)ϕ
=
ei(m−m
′)ϕ
i (m−m′)
∣∣∣∣
2π
0
=
ei(m−m
′)2π − 1
i (m−m′) = 0.(10.119)
Si m = m′, se encuentra∫ 2π
0
dϕ
(
eim
′ϕ
)∗
eimϕ =
∫ 2π
0
dϕe−imϕeimϕ =
∫ 2π
0
dϕ = 2π.(10.120)
De donde, si m y m′ son enteros se tiene∫ 2π
0
dϕ
(
eim
′ϕ
)∗
eimϕ = 2πδmm′ . (10.121)
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Por lo tanto las funciones eimϕ son ortogonales en el intervalo [0, 2π].
Note que la ecuacio´n (10.115) se puede escribir como
∂
∂θ
(
sin θ
∂Pmλ (θ)
∂θ
)
+
(
λ sen θ − m
2
sin θ
)
Pmλ (θ) = 0. (10.122)
Como se puede observar, esta ecuacio´n es tipo Sturm-Liouville. En este caso
p(θ) = sin θ, r(θ) = −m
2
sin θ
. Considerando los resultados para las ecuaciones tipo
Sturm-Louville, como p(0) = p(π) = 0, se llega a
(λ′ − λ)
∫ π
0
dθ sin θPmλ′ (θ)P
m
λ (θ) = 0.
En particular si λ′ 6= λ∫ π
0
dθ sin θPmλ′ (θ)P
m
λ (θ) = 0. (10.123)
En general se tiene∫ π
0
dθ sin θPmλ′ (θ)P
m
λ (θ) = δλλ′βλm, βλm = constante > 0. (10.124)
Por lo tanto, las funciones Pmλ (θ) son ortogonales.
Empleando la ortogonalidad de las funciones eimϕ y Pmλ (θ), se puede escojer
αlm de tal forma que los armo´nicos esfe´ricos sean ortonormales. En efecto, como
los armo´nicos esfe´ricos tienen la forma Eq. (10.113), se encuentra∫
dΩY ∗λ′m′(θ, ϕ)Yλm(θ, ϕ) =
=
∫ 2π
0
dϕ
∫ π
0
dθ
(
sin θα∗λ′m′e
−im′ϕPm
′
λ′ (cos θ)αλme
imϕPmλ (cos θ)
)
= α∗λ′m′αλm
∫ 2π
0
dϕei(m
′−m)ϕdϕ
∫ π
0
dθ sin θPm
′
λ′ (cos θ)P
m
λ (cos θ)
= α∗λ′m′αλm2πδmm′
∫ π
0
dθ sin θPm
′
λ′ (cos θ)P
m
λ (cos θ)
= α∗λ′mαλm2πδmm′
∫ π
0
dθ sin θPmλ′ (cos θ)P
m
λ (cos θ)
= α∗λ′mαλm2πδmm′βλmδλ′λ
= |αλ′m|22πβλmδmm′δλ′λ. (10.125)
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Entonces, si
|αλ′m|2 = 1
2πβλm
, (10.126)
se cumple
< Yλ′m′(θ, ϕ)|Yλm(θ, ϕ) >=
∫
dΩY ∗λ′m′(θ, ϕ)Yλm(θ, ϕ) = δmm′δλ′λ.(10.127)
As´ı los armo´nicos esfe´ricos son ortonormales.
10.9. Operadores escalera y espectro de L2
Antes de resolver la ecuacio´n diferencial (10.111) veamos algunas propieda-
des de las funciones propias Yλm y sus valores propios λ,m. Primero notemos
que para cualquier funcio´n f se tiene
0 ≤ 〈Lxf |Lxf〉 =
〈
f |L†xLxf
〉
=
〈
f |L2xf
〉
0 ≤ 〈Lyf |Lyf〉 =
〈
f |L†yLyf
〉
=
〈
f |L2yf
〉
,
por lo que
0 ≤ 〈f | (L2x + L2y) f〉 = 〈f | (L2 − L2z) f〉 .
En particular si f = Yλm, se llega a(
L2 − L2z
)
Yλm =
(
λ−m2)Yλm, (10.128)
entonces
0 ≤ (λ−m2) 〈Ylm|Ylm〉 . (10.129)
Note que la u´nica forma de que se cumpla la desigualdad (λ−m2) < 0 es que
〈Ylm|Ylm〉 = 0, es decir Ylm = 0. Si Ylm 6= 0 se tiene (λ−m2) ≥ 0, entonces
−
√
λ ≤ m ≤
√
λ. (10.130)
Esta restriccio´n nos permitira´ encontrar los valores de λ.
En el estudio del oscilador armo´nico fueron de gran utilidad los operadores
de ascenso y descenso. En el caso que ahora estudiamos hay dos operadores
equivalentes, los cuales son
L± = Lx ± iLy . (10.131)
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Note que
L∓L± = (Lx ∓ iLy) (Lx ± iLy) = L2x + L2y ± i (LxLy − LyLx)
= L2x + L
2
y + L
2
z − L2z ∓ Lz = L2 − L2z ∓ Lz = L2 −
(
L2z ± Lz
)
,
es decir,
L∓L± = L2 −
(
L2z ± Lz
)
. (10.132)
Claramente L± conmuta con L2 :
[L2, L±] = 0. (10.133)
Esto indica que L± tiene funciones propias comunes con L2. Adema´s
[Lz, Lx ± iLy] = [Lz , Lx]± [Lz , Ly] = iLy ± Lx = ± (Lx ± iLy) , (10.134)
es decir
[Lz, L±] = ±L±. (10.135)
Por lo que, L± no tiene funciones propias comunes con Lz.
Veamos que efecto tiene el operador L± sobre las funciones propias de Lz.
Definamos la funcio´n
Y˜ = L±Yλm, (10.136)
entonces tomando en cuenta que L2 y L± conmutan, se tiene
L2Y˜ = L2L±Yλm = L±L
2Yλm = λL±Yλm = λY˜ . (10.137)
Por lo tanto, L±Yλm tambie´n es funcio´n propia de L2 con el mismo valor propio,
λ, que Yλm. Adema´s, considerando el conmutador Eq. (10.135) tenemos
LzY˜ = LzL±Yλm = (L±Lz ± L±) Yλm = (L±LzYλm ± L±Yλm)
= (mL±Yλm ± L±Yλm) = (m± 1)L±Yλm = (m± 1)Y˜ , (10.138)
es decir,
LzL±Yλm = (m± 1)L±Yλm. (10.139)
Por lo tanto, Y˜ = L±Yλm es vector propio de Lz, pero no con el valor propio de
Yλm si no con el de Yλm±1. De donde, como Lz tiene un espectro no degenerado,
se debe cumplir
L±Yλm = α(λ,m)Yλm±1, α(λ,m) = constante. (10.140)
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El valor de α(λ,m) lo obtendremos posteriormente.
Como podemos ver, el operador L± es muy u´til, pues nos permite pasar de
una funcio´n propia Yλm a otra Yλm±1. Ahora si aplicamos n veces este operador
obtenemos
(L±)nYλm = α˜(λ,m)Yλm±n, (10.141)
con
LzYλm±n = (m± n)Yλm±n. (10.142)
As´ı, Yλm±n es vector propio de Lz con valor propio (m ± n), sin importar el
valor de n. Ahora, es claro que dado cualquier dos nu´meros λ y m existen otros
dos nu´meros, na y nb, tales que
√
λ < (m+ na), (m− nb) < −
√
λ,
En estos casos no se cumple la restriccio´n Eq. (10.130), por lo que Yλm+na = 0
y Yλm−nb = 0. Esto quiere decir que
(L+)
na Yλm = 0, (L−)
nb Yλm = 0. (10.143)
Definamos el conjunto
A+ = {n| (L+)n Yλm = 0} (10.144)
y sea N+ el mı´nimo de A+. Note que
(L+)
N+−1 Yλm 6= 0, (10.145)
esto es cierto, pues de lo contrario N+ no ser´ıa el mı´nimo de A+. Tambie´n
definamos l = N+ − 1 +m, es decir l −m = N+ − 1, se puede observar que
(L+)
N+−1 Yλm = (L+)
l−m Yλm = γYλl 6= 0, γ = constante.
Por lo tanto, existe l tal que Yλl 6= 0 y
L+Yλl = 0,
note que l es el ma´ximo valor que puede tomar m de tal forma que Yλm 6= 0.
Ahora, definamos
A− = {n| (L−)n Yλm = 0} (10.146)
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y sea N− el mı´nimo de A−. Se puede observar que
(L−)
N−−1 Yλm 6= 0, (10.147)
pues de lo contrario N− no ser´ıa el mı´nimo de A−. Tambie´n definamos
l′ = m− (N− − 1)
es decir
N1 − 1 = l′ −m,
se puede observar que
(L+)
N−−1 Yλm = (L+)
l′−m Yλm = γ′Yλl′ 6= 0, γ′ = constante.
Por lo tanto, existe l′ tal que Yλl′ 6= 0 y
L−Yλl′ = 0,
note que l′ es el mı´nimo valor que puede tomar m de tal forma que Yλm 6= 0.
De estos resultados tenemos que si Yλm 6= 0, entonces se cumplen l′ ≤ m ≤ l.
Ahora, como l es el valor propio ma´ximo que puede tener Lz, entonces
considerando Eq. (10.132), se tiene
L−L+Yλl =
(
L2 − (L2z + Lz)
)
Yλl = [λ− l(l + 1)]Yλl = 0,
esto implica que
λ = l(l + 1).
Adema´s, como l′ es el valor propio mı´nimo que puede tener Lz, se tiene
L+(L−Yλl′) =
(
L2 − (L2z − Lz)
)
Yλl′ = [l(l + 1)− l′(l′ − 1)]Yλl′ = 0,
de donde
l(l + 1)− l′(l′ − 1) = l2 − l′2 + l + l′ = (l + l′)(l − l′) + l + l′
= (l + l′)(l + 1− l′) = 0. (10.148)
Entonces,
l′+ = (l + 1) o l
′
− = −l, (10.149)
claramente el u´nico valor permitido es l′− = −l y el mı´nimo valor que puede
tomar m es −l. As´ı los valores propios de Lz deben cumplir
− l ≤ m ≤ l l = 0,±1,±2, · · · ,±l. (10.150)
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Note que hay (2l+ 1) funciones propias con el mismo valor propio l(l+ 1). Es
decir, para cada propio l(l + 1) hay 2l + 1 funciones que satisfacen
L2Ylm(θ, ϕ) = l(l + 1)Ylm(θ, ϕ) (10.151)
con valores propios de Lz que cumplen Eq. (10.150).
Un resultado importante de todo este desarrollo es que, dado un valor l,
basta obtener un armo´nico esfe´rico, Ylm(θ, ϕ), para que, mediante los opera-
dores L±, obtener los 2l restantes. Por ejemplo podemos obtener el armo´nico
esfe´rico Yll(θ, ϕ) y con el operador L− obtener los restantes. De la misma forma
si conocemos funcio´n Yl0 cualquier otro armo´nico esfe´rico esta´ dado por
(L−)mYl0 = αYl,−m (10.152)
o por
(L+)
mYl0 = αYl,m. (10.153)
Posteriormente ocuparemos estos resultados para obtener de forma expl´ıcita
los armo´nicos esfe´ricos.
10.10. Resultados preliminares
Antes de continuar veremos dos resultados que nos permitira´n obtener los
armo´nicos esfe´ricos.
10.10.1. Constante α y reglas de recurrencia
Determinemos α definida en Eq. (10.140). Ahora, sabemos que los armo´ni-
cos esfe´ricos son ortonormales y que se cumple L±Ylm = α±Ylm±1, entonces
usando las propiedades del producto escalar se tiene
< L±Ylm|L±Ylm > = < α±Ylm±1|α±Ylm±1 >= α∗±α± < Ylm±1|Ylm±1 >
= |α±|2, (10.154)
adema´s
< L±Ylm|L±Ylm > = < Ylm|L†±L±Ylm >=< Ylm|L∓L±Ylm >
= < Ylm|
[
L2 − (L2z ± Lz)
]
Ylm >
= < Ylm|
[
l(l + 1)− (m2 ±m)] Ylm >
=
(
l2 + l −m2 ∓m) < Ylm|Ylm >
=
(
l2 −m2 + l ∓m) = (l ±m)(l ∓m) + (l ∓m)
= (l ∓m)(l ±m+ 1). (10.155)
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Igualando Eq. (10.154) con Eq. (10.155) se encuentra
|α±|2 = (l ∓m)(l ±m+ 1). (10.156)
Por lo tanto,
α± =
√
(l ∓m)(l ±m+ 1). (10.157)
As´ı, Eq. (10.140) tiene la forma
L±Ylm(θϕ) =
√
(l ∓m)(l ±m+ 1)Ylm±1(θ, ϕ). (10.158)
10.10.2. Relaciones de recurrencia de L±
Como aplicaremos varias veces el operador L±, veremos algunas reglas de
recurrencia de estos operadores.
Primero observemos que en coordenadas esfe´ricas, Eqs. (2.91)-(2.93), se
encuentra
L± = Lx ± iLy
= i
(
sinϕ
∂
∂θ
+ cot θ cosϕ
∂
∂ϕ
)
± i(−i)
(
cosϕ
∂
∂θ
− cot θ sinϕ ∂
∂ϕ
)
=
(
(± cosϕ+ i sinϕ) ∂
∂θ
+ cot θ(i cosϕ∓ sinϕ) ∂
∂ϕ
)
=
(
±(cosϕ± i sinϕ) ∂
∂θ
+ i cot θ(cosϕ± i sinϕ) ∂
∂ϕ
)
=
(
±e±iϕ ∂
∂θ
+ ie±iϕ cot θ
∂
∂ϕ
)
= e±iϕ
(
± ∂
∂θ
+ i cot θ
∂
∂ϕ
)
. (10.159)
Ahora, note que
∂
∂θ
(
(sin θ)∓k f(θ)
)
= ∓k (sin θ)∓k−1 (cos θ)f(θ) + (sin θ)∓k ∂f(θ)
∂θ
= (sin θ)∓k
(
∂f(θ)
∂θ
∓ k(cot θ)f(θ)
)
,
as´ı
(sin θ)±k
∂
∂θ
(
(sin θ)∓k f(θ)
)
=
(
∂f(θ)
∂θ
∓ k(cot θ)f(θ)
)
.
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Entonces, usando que
(sin θ)1±k = (sin θ)±(k±1)
y el cambio de variable u = cos θ, se llega a
− (sin θ)±(k±1) ∂
∂u
(
(sin θ)∓k f(θ)
)
=
(
∂f(θ)
∂θ
∓ k(cot θ)f(θ)
)
.
Ocupando este resultado se obtiene
L±
(
f(θ)eikϕ
)
= e±iϕ
(
± ∂
∂θ
+ i(cot θ)
∂
∂ϕ
)(
f(θ)eikϕ
)
= ei(k±1)ϕ
(
±∂f(θ)
∂θ
− k(cot θ)f(θ)
)
= ±ei(k±1)ϕ
(
∂f(θ)
∂θ
∓ k(cot θ)f(θ)
)
= ∓ei(k±1)ϕ (sin θ)±(k±1) ∂
∂u
(
(sin θ)∓k f(θ)
)
.
Adicionalmente, utilizando esta igualdad y definiendo
k′ = k ± 1, g(θ) = (sin θ)±(k±1) ∂
∂u
(
(sin θ)∓k f(θ)
)
,
se encuentra
L2±
(
f(θ)eikϕ
)
= (∓)L±
(
eik
′ϕg(θ)
)
= (∓)2ei(k′±1)ϕ (sin θ)±(k′±1) ∂
∂u
(
(sin θ)∓k
′
g(θ)
)
= (∓)2ei(k±2)ϕ (sin θ)±(k±2)
∂
∂u
(
(sin θ)∓(k±1) (sin θ)±(k±1)
∂
∂u
(
(sin θ)∓k f(θ)
))
= (∓)2ei(k±2)ϕ (sin θ)±(k±2) ∂
2
∂u2
(
(sin θ)∓k f(θ)
)
,
en general se tiene
(L±)n
(
f(θ)eikϕ
)
= (∓)nei(k±n)ϕ (sin θ)±(k±n) ∂
n
∂un
(
(sin θ)∓k f(θ)
)
. (10.160)
donde
u = cos θ.
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10.11. El armo´nico esfe´rico Yll(θ, ϕ)
En esta seccio´n obtendremos el armo´nico esfe´rico Yll(θ, ϕ) con el cual po-
demos construir el resto de los armo´nico esfe´ricos. De Eq. (10.113) sabemos
que
Yll(θ, ϕ) =
αlle
ilϕΘll(θ)√
2π
(10.161)
y de Eq. (10.158) tenemos que se debe cumplir L+Yll(θ, ϕ) = 0, es decir
L+Yll(θ, ϕ) = e
iϕ
(
∂
∂θ
+ i cot θ
∂
∂ϕ
)
αlle
ilϕΘll(θ)√
2π
= 0. (10.162)
Por lo que, Θll(θ) debe satisfacer(
∂
∂θ
− l cot θ
)
Θll(θ) = 0, (10.163)
as´ı
Θll(θ) = α sin
l θ, α = constante. (10.164)
Esto quiere decir que
Yll(θ, ϕ) =
αlle
ilϕ sinl θ√
2π
. (10.165)
La constante αll se determina pidiendo la condicio´n < Yll|Yll >= 1, que es∫
dΩY ∗ll (θ, ϕ)Yll(θ, ϕ) =
∫ 2π
0
dϕ
∫ π
0
dθ sin θ
(
αlle
ilϕ sinl θ√
2π
)∗
αlle
ilϕ sinl θ√
2π
=
|αll|2
2π
∫ 2π
0
dϕ
∫ π
0
dθ sin2l+1 θei(l−l)ϕ
= |αll|2
∫ π
0
dθ sin2l+1 θ = 1,
entonces
|αll|2 = 1∫ π
0
dθ sin2l+1 θ
. (10.166)
Para obtener esta constante, notemos que
d
dθ
(
sinn−1 θ cos θ
)
= (n− 1) senn−2 θ cos2 θ − sinn−1 θ sin θ
= (n− 1) senn−2 θ (1− sin2 θ)− sinn θ,
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de donde
sinn θ =
n− 1
n
senn−2 θ − 1
n
d
dθ
(
sinn−1 θ cos θ
)
. (10.167)
As´ı, ∫ π
0
dθ sinn θ =
n− 1
n
∫ π
0
dθ senn−2 θ. (10.168)
En particular∫ π
0
dθ sin2l+1 θ =
2l
2l + 1
∫ π
0
dθ sen2l−1 θ =
2l
2l + 1
∫ π
0
dθ sen2(l−1)+1 θ
=
(2l)(2(l − 1))
(2l + 1)(2(l − 1) + 1)
∫ π
0
dθ sen2(l−2)+1 θ
=
(2l)(2(l − 1))(2(l− 2))
(2l + 1)(2(l − 1) + 1)(2(l − 2) + 1)
∫ π
0
dθ sen2(l−3)+1 θ
...
=
(2l)(2(l − 1))(2(l − 2)) · · · (2(l − i))
(2l + 1)(2(l − 1) + 1)(2(l − 2) + 1) · · · (2(l − i) + 1)(∫ π
0
dθ sen2(l−(i+1))+1 θ
)
.
Este proceso se puede hacer hasta que 2(l − (i + 1)) + 1 = 1, que implica
l = i+ 1, es decir i = l − 1. En este caso∫ π
0
dθ sin2l+1 θ =
(2l)(2(l − 1))(2(l − 2)) · · ·2
(2l + 1)(2l − 1)(2l − 3) · · ·3
∫ π
0
dθ sen θ
=
2l(l)(l − 1)(l − 2) · · ·1
(2l + 1)(2l − 1)(2l − 3) · · ·32
=
2l+1l!
(2l + 1)(2l − 1)(2l − 3) · · ·3 ,
considerando
(2l + 1)(2l − 1)(2l − 3) · · ·3 = (2l + 1)(2l)(2l − 1)(2(l − 1))(2l− 3) · · ·3 · 2
(2l)(2(l − 1)) · · · 2
=
(2l + 1)!
2ll!
(10.169)
se llega a ∫ π
0
dθ sin2l+1 θ =
22l+1(l!)2
(2l + 1)!
. (10.170)
Tomando en cuenta este resultado en Eq. (10.166), tenemos que
αll =
√
(2l + 1)!
2
1
2ll!
, (10.171)
entonces
Yll(θ, ϕ) =
√
(2l + 1)!
4π
eilϕ
2ll!
sinl θ. (10.172)
10.12. Forma expl´ıcita de los armo´nicos esfe´ri-
cos
Una vez obtenido un armo´nico esfe´rico, ocupando el operado escalera, L±,
podemos obtener los dema´s. Por ejemplo, supongamos que tenemos el armo´nico
esfe´rico Yll. Entonces, usando reiteradamente Eq. (10.158) se tiene
L−Yll =
√
2lYll−1,
L2−Yll =
√
2lL−Yll−1 =
√
(2l)(2l − 1)2Yll−2 =
√
(2l)!2!
(2l − 2)!Yll−2,
L3−Yll =
√
(2l)!2!
(2l − 2)!L−Yll−2 =
√
(2l)!2!
(2l − 2)!
√
(2l − 2)3Yll−3
=
√
(2l)!3!
(2l − 3)!Yll−3,
...
Ln−Yll =
√
(2l)!n!
(2l − n)!Yll−n. (10.173)
Por lo tanto, si n = l −m se encuentra
Ylm(θ, ϕ) =
√
(l +m)!
(2l)!(l −m)! (L−)
l−m Yll(θ, ϕ). (10.174)
Se puede observar que considerando los resultados previos (10.172) y (10.160)
para k = l y n = l −m se tiene
Ylm(θ, ϕ) =
√
(l +m)!
(2l)!(l −m)! (L−)
l−m
(√
(2l + 1)!
4π
eilϕ
2ll!
sinl θ
)
233
=√
(2l + 1)(l +m)!
4π(l −m)!
1
2ll!
(L−)
l−m (eilϕ sinl θ)
=
√
(2l + 1)(l +m)!
4π(l −m)!
1
2ll!
(+)l−mei(l−(l−m))ϕ
sin−[l−(l−m)] θ
∂l−m
∂ul−m
(
sinl θ sinl θ
)
=
√
(2l + 1)(l +m)!
4π(l −m)!
eimϕ
2ll!
sin−m θ
∂l−m (sin θ)2l
∂ul−m
.
Note que ninguna propiedad de estas funciones cambia si las multiplicamos por
un factor de norma uno, es decir por una potencia de ±i o de ±1. En la lite-
ratura existen diferentes elecciones de este factor, por conveniencia tomaremos
(−)l. Entonces, los armo´nicos esfe´ricos son
Ylm(θ, ϕ) = (−)l
√
(2l + 1)(l +m)!
4π(l −m)!
eimϕ
2ll!
(sin θ)−m
∂l−m
(
sin2 θ
)l
∂ul−m
, (10.175)
u = cos θ, −l ≤ m ≤ l.
Esta expresio´n de los armo´nicos esfe´ricos es comu´n en meca´nica cua´ntica, en
la pro´xima seccio´n veremos otra que es ma´s usual en electrosta´tica.
10.13. Polinomios de Legendre y polinomios
asociados de Legendre
El caso m = 0 es de particular importancia para diferentes aplicaciones,
veamos este caso. Tomando m = 0 en Eq. (10.175), se tiene
Yl0(θ, ϕ) =
√
2l + 1
4π
(−)l
2ll!
dl
dul
(
sin2l θ
)
=
√
2l + 1
4π
(−)l
2ll!
dl
dul
(
1− u2)l
=
√
2l + 1
4π
1
2ll!
dl
dul
(
u2 − 1)l =
√
2l + 1
4π
Pl(u). (10.176)
Donde
Pl(u) =
1
2ll!
dl
dul
(
u2 − 1)l , (10.177)
a esta expresio´n se le llama fo´rmula de Rodrigues de los polinomios de Legendre
de grado l. Por lo que el armo´nico esfe´rico de orden m = 0 es
Yl0(θ, ϕ) =
√
2l + 1
4π
Pl(cos θ). (10.178)
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Con este armo´nico esfe´rico se pueden obtener el resto. En efecto, de Eq.
(10.158) se encuentra
L±Yl0 =
√
l(l + 1)Yl±1 =
√
(l + 1)!
(l − 1)!Yl±1,
(L±)
2 Yl0 =
√
(l + 1)!
(l − 1)!L±Yl±1 =
√
(l + 1)!
(l − 1)!
√
(l − 1)(l + 2)Yl±2
=
√
(l + 2)!
(l − 2)!Yl±2,
...
(L±)
m Yl0 =
√
(l +m)!
(l −m)!Yl(±m), m ≥ 0. (10.179)
Entonces, tomando en cuenta Eq. (10.160) se llega a
Yl(±m)(θ, ϕ) =
√
(l −m)!
(l +m)!
(L±)
m Yl0(θ, ϕ),
=
√
(l −m)!
(l +m)!
(∓)me±imϕ sinm θ d
m
dum
(√
2l + 1
4π
Pl(cos θ)
)
=
√
(2l + 1)(l −m)!
4π(l +m)!
(±)me±imϕ
[
(−)m(1− u2)m2 d
m
dum
Pl(u)
]
.
Definiremos los polinomios asociados de Legendre de grado positivo como
Pml (u) = (−)m(1− u2)
m
2
dm
dum
Pl(u), (10.180)
as´ı
Yl(±m)(θ, ϕ) =
√
(2l + 1)(l −m)!
4π(l +m)!
e±imϕ(±)mPml (cos θ), m ≥ 0, (10.181)
es decir, si m ≥ 0,
Ylm(θ, ϕ) =
√
(2l + 1)(l −m)!
4π(l +m)!
eimϕPml (cos θ), (10.182)
Yl(−m)(θ, ϕ) =
√
(2l + 1)(l −m)!
4π(l +m)!
e−imϕ(−)mPml (cos θ). (10.183)
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Note que
Y ∗lm(θ, ϕ) = (−)mYl(−m)(θ, ϕ). (10.184)
Ahora, definiendo los polinomios asociados de Legendre de grado negativo
como
P−ml (u) = (−)m
(l −m)!
(l +m)!
Pml (u), (10.185)
se tiene
Yl(−m)(θ, ϕ) =
√
(2l + 1)(l +m)!
4π(l −m)! e
−imϕP−ml (cos θ). (10.186)
Se puede observar que si definimos k = −m esta expresio´n se escribe como
Ylk(θ, ϕ) =
√
(2l + 1)(l − k)!
4π(l + k)!
eikϕP kl (cos θ), (10.187)
que tiene la forma de Eq. (10.182). Por lo tanto, cualquier armo´nico esfe´rico
se escribe como
Ylm(θ, ϕ) =
√
(2l + 1)(l −m)!
4π(l +m)!
eimϕPml (cos θ), −l ≤ m ≤ l. (10.188)
Adema´s, de las relaciones de ortonormalidad Eq. (10.127) se tiene
δl′l =< Yl′m|Ylm >=
∫
dΩY ∗l′m(θ, ϕ)Ylm(θ, ϕ)
=
∫ 2π
0
dϕ
∫ 2π
0
dθ sin θ
(√
(2l′ + 1)(l′ −m)!
4π(l′ +m)!
eimϕPml′ (cos θ)
)∗
(√
(2l + 1)(l −m)!
4π(l +m)!
eimϕPml (cos θ)
)
= 2π
(
(2l + 1)(l −m)!
4π(l +m)!
)∫ π
0
dθ sin θPml′ (cos θ)P
m
l (cos θ),
es decir ∫ π
0
dθ sin θPml′ (cos θ)P
m
l (cos θ) =
(
2(l +m)!
(2l + 1)(l −m)!
)
δl′l. (10.189)
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Tomando el cambio de variable u = cos θ se encuentra∫ 1
−1
duPml′ (u)P
m
l (u) =
2
2l + 1
(l +m)!
(l −m)!δll′. (10.190)
Estas son las relaciones de ortonormalidad de los polinomios asociados de
Legendre. En particular, para los polinomios de Legendre, m = 0, se llega
a ∫ 1
−1
duPl′(u)Pl(u) =
2
2l + 1
δll′, (10.191)
que son las relaciones de ortonormalidad de los polinomios de Legendre.
10.14. Propiedades de los polinomios de Le-
gendre
Ahora veremos algunas propiedades de los Polinomios de Legendre. Primero
recordemos que se cumple la llamada fo´rmula de Rodrigues
Pl(u) =
1
2ll!
dl
dul
(
u2 − 1)l , (10.192)
de esta fo´rmula se puede ver que los primeros polinomios de Legendre son
P0(u) = 1. (10.193)
P1(u) = u, (10.194)
P2(u) =
1
2
(
3u2 − 1) , (10.195)
P3(u) =
1
2
(
5u3 − 3u) , (10.196)
P4(u) =
1
8
(
35u4 − 30u2 + 3) , (10.197)
P5(u) =
1
8
(
63u5 − 70u3 + 15) . (10.198)
Para obtener la expresio´n general de los polinomios de Legendre notemos que
si n y m son dos naturales tales que n ≤ m, se tiene
dnum
dun
=
dn−1
dun−1
dum
du
= m
dn−1um−1
dun−1
=
m!
(m− 1)!
dn−1um−1
dun−1
=
m!
(m− 1)!(m− 1)
dn−2um−2
dun−2
=
m!
(m− 2)!
dn−2um−2
dun−2
= · · ·
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=
m!
(m− n)!
dn−num−n
dun−n
=
m!
(m− n)!u
m−n,
mientras que para el caso n > m, se encuentra
dnum
dun
= 0. (10.199)
De donde
dnum
dun
=
m!
(m− n)!u
m−nθ(m− n), θ(z) =
{
1 z ≥ 0
0 z < 0
.(10.200)
En particular, si l y k son naturales se llega a
dlu2(l−k)
dul
=
(2l − 2k)!
(l − 2k)! u
l−2kθ(l − 2k). (10.201)
As´ı, Eq. (14.97) es diferente de cero so´lo si l − 2k ≤ 0. Esto quiere decir
que el ma´ximo valor que puede tomar k es l/2. Si l es par, es decir l = 2r
entonces el ma´ximo valor que puede tomar k es r. De donde, k puede tomar
los valores (0, 1, 2, 3, · · · , r). Si l es impar l = 2r+1, entonces el ma´ximo valor
que puede tomar k es r+1/2, que no es un natural. Como k es natural, en este
caso k so´lo puede tomar los valores (0, 1, 2, 3, · · · , r). Definiremos [l/2] como el
ma´ximo entero menor o igual a l/2. Entonces, en ambos casos, k puede tomar
los valores (0, 1, 2, 3, · · · , [l/2]). Considerando esta definicio´n, Eq. (14.97) se
puede escribir como
dlu2(l−k)
dul
=
(2l − 2k)!
(l − 2k)! u
l−2kθ
([
l
2
]
− k
)
. (10.202)
Tambie´n recordemos el binomio de Newton
(A+B)n =
n∑
k=0
CnkA
n−kBk, Cnk =
n!
k!(n− k)! , (10.203)
que implica
(u2 − 1)l =
l∑
k=0
(−1)kl!
k!(l − k)!u
2(l−k). (10.204)
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Por lo que, de Eq. (10.204) y Eq. (10.202) se llega a
Pl(u) =
1
2ll!
dl(u2 − 1)l
dul
=
l∑
k=0
(−1)kl!
2ll!k!(l − k)!
dlu2l−2k
dul
=
l∑
k=0
(−1)k(2l − 2k)!
2lk!(l − k)!(l − 2k)!u
l−2kθ
([
l
2
]
− k
)
. (10.205)
As´ı, la expresio´n general para los polinomios de Legendre es
Pl(u) =
[l/2]∑
k=0
(−1)k(2l − 2k)!
2lk!(l − k)!(l − 2k)!u
l−2k. (10.206)
De esta expresio´n se puede ver que
Pl(−u) = (−)lPl(u). (10.207)
Por lo tanto, si l es par, Pl(u) es par y si l es impar, Pl(u) es impar.
10.14.1. Funcio´n generadora
Ahora veremos la funcio´n generadora de los polinomios de Legendre. Pro-
baremos que se cumple
1√
1− 2zu+ z2 =
∑
l≥0
zlPl(u), z < 1. (10.208)
Primero note que u = cos θ ≤ 1 y si 0 < z < 1, entonces z = 1 − ǫ, con
0 < ǫ < 1. Adema´s recordemos que si |α| < 1, entonces se cumplen las series
1
1− α =
∑
n≥0
αn, (10.209)
1√
1− α =
∑
n≥0
(2n)!
22n(n!)2
αn. (10.210)
Entonces,
2u < 2 +
∑
n≥2
ǫn = 1− ǫ+ 1 + ǫ+
∑
n≥2
ǫn = z +
∑
n≥0
ǫn = z +
1
1− ǫ
= z +
1
z
, (10.211)
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de donde,
2uz − z2 = z(2u− z) < 1. (10.212)
Por lo tanto, considerando Eq. (10.210) y el binomio de Newton Eq. (10.203)
se tiene
1√
1− 2zu+ z2 =
1√
1− z(2u− z) =
∑
n≥0
(2n)!
22n(n!)2
zn (2u− z)n
=
∑
n≥0
(2n)!
22n(n!)2
zn
n∑
k=0
Cnk (2u)
n−k(−z)k
=
∑
n≥0
n∑
k=0
(2n)!(−)k2n−kCnk un−k
22n(n!)2
zn+k. (10.213)
Para simplificar los ca´lculos, definamos l = n+ k, entonces n = l− k. Como n
es el ma´ximo valor que puede tener k, se cumple
k ≤ n = (l − k),
esto implica 2k ≤ l. De donde, el ma´ximo valor que puede tomar k es el
mayor entero menor o igual a l/2, que es [l/2]. Con este cambio de variable se
encuentra
1√
1− 2zu+ z2 =
∑
l≥0
[l/2]∑
k=0
[2(l − k)]!(−)k2l−2kC l−kk ul−2k
22(l−k)[(l − k)!]2 z
l
=
∑
l≥0
zl
[l/2]∑
k=0
[2(l − k)]!(−)k2l−2k(l − k)!
k!(l − 2k)!22(l−k)[(l − k)!]2 u
l−2k
=
∑
l≥0
zl

 [l/2]∑
k=0
[2(l − k)]!(−)k
2l(l − k)!k!(l − 2k)!u
l−2k

 . (10.214)
Por lo tanto, tomando en cuenta Eq. (10.206) se llega a la igualdad Eq.
(10.208).
La igualdad (10.208) es importante pues permite probar varias propiedades
de los Polinomios de Legendre. Por ejemplo, si u = 0, ocupando la serie Eq.
(10.210), se tiene
1√
1 + z2
=
∑
l≥0
(−)l(2l)!
22ll!2
z2l =
∑
l≥0
zlPl(0), (10.215)
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por lo que
P2l(0) =
(−)l(2l)!
22ll!2
= (−1)l (2l − 1)!!
(2l)!!
P2l+1(0) = 0. (10.216)
Si u = ±1, utilizando la serie Eq. (10.209), se consigue
1√
1∓ 2z + z2 =
1
1∓ z =
∑
l≥0
(±1)lzl =
∑
l≥0
zlPl(±1), (10.217)
de donde
Pl(±1) = (±1)l. (10.218)
10.14.2. Relaciones de recurrencia
Los polinomios de Legendre cumplen las siguientes reglas de recurrencia
(l + 1)Pl+1(u)− (2l + 1)uPl(u) + lPl−1(u) = 0, (10.219)
dPl+1(u)
du
−
(
2u
dPl(u)
du
+ Pl(u)
)
+
dPl−1(u)
du
= 0, (10.220)
dPl+1(u)
du
− udPl(u)
du
− (l + 1)Pl(u) = 0, (10.221)
dPl+1(u)
du
− dPl−1(u)
du
− (2l + 1)Pl(u) = 0, (10.222)
(u2 − 1)dPl(u)
du
− luPl(u) + lPl−1(u) = 0. (10.223)
Para probar la identidad (10.219) definamos
W (z, u) =
1√
1− 2uz + z2 =
∑
l≥0
zlPl(u), (10.224)
de donde
∂W (z, u)
∂z
=
−(−2u+ 2z)
2(1− 2uz + z2)3/2 =
(u− z)W (u, z)
(1− 2uz + z2) ,
es decir,
(1− 2uz + z2)∂W (z, u)
∂z
= (u− z)W (u, z). (10.225)
241
Adema´s,
∂W (z, u)
∂z
=
∑
l≥0
lzl−1Pl(u),
usando este resultado en Eq. (10.225) se obtiene
(1− 2uz + z2)∂W (z, u)
∂z
− (u− z)W (u, z)
= (1− 2uz + z2)
∑
l≥0
lzl−1Pl(u)− (u− z)
∑
l≥0
zlPl(u)
=
∑
l≥0
(
lPl(u)z
l−1 − 2luPl(u)zl + lPl(u)zl+1 − uPl(u)zl + Pl(u)zl+1
)
=
∑
l≥0
(
lPl(u)z
l−1 − (2l + 1)uPl(u)zl + (l + 1)Pl(u)zl+1
)
= 0. (10.226)
Ahora, note que∑
l≥0
lPl(u)z
l−1 =
∑
l≥1
lPl(u)z
l−1 =
∑
l≥0
(l + 1)Pl+1(u)z
l
= P1(u) +
∑
l≥1
(l + 1)Pl+1(u)z
l,
∑
l≥0
(l + 1)Pl(u)z
l+1 =
∑
l≥1
lPl−1(u)zl. (10.227)
Por lo que, introduciendo estos resultados en (10.226), se encuentra
P1(u)− uP0(u) +
∑
l≥1
[(l + 1)Pl+1(u)− (2l + 1)uPl(u) + lPl−1(u)] zl = 0.
Claramente esta igualdad implica Eq. (10.219).
Para probar la identidad Eq. (10.220) derivaremos W (z, u) con respecto a
u, en ese caso se tiene
∂W (z, u)
∂u
=
−(−2z)
2(1− 2uz + z2)3/2 =
zW (u, z)
(1− 2uz + z2) ,
es decir,
(1− 2uz + z2)∂W (z, u)
∂u
− zW (u, z) = 0. (10.228)
242
Adema´s
∂W (z, u)
∂u
=
∑
l≥0
zl
dPl(u)
du
,
por lo que
(1− 2uz + z2)∂W (z, u)
∂u
− zW (u, z)
= (1− 2uz + z2)
∑
l≥0
zl
dPl(u)
du
− z
∑
l≥0
zlPl(u)
=
∑
l≥0
(
dPl(u)
du
zl −
(
2u
dPl(u)
du
+ Pl(u)
)
zl+1 +
dPl(u)
du
zl+2
)
= 0.(1 .229)
Tomando en cuenta que P0(u) = 1 y P1(u) = u se encuentra
∑
l≥0
dPl(u)
du
zl =
∑
l≥1
dPl(u)
du
zl =
∑
l≥0
dPl+1(u)
du
zl+1 = z +
∑
l≥1
dPl+1(u)
du
zl+1,
adema´s
∑
l≥0
dPl(u)
du
zl+2 =
∑
l≥1
dPl−1(u)
du
zl+1. (10.230)
Sustituyendo esto dos resultados en Eq. (10.229) se llega a
(1− 1)z +
∑
l≥1
[
dPl+1(u)
du
−
(
2u
dPl(u)
du
+ Pl(u)
)
+
dPl−1(u)
du
]
zl+1 = 0,
que implica Eq. (10.220).
Para probar la tercera identidad Eq. (10.221) derivaremos con respecto a
u a Eq. (10.219), que induce
(l + 1)
dPl+1(u)
du
− (2l + 1)Pl(u)− (2l + 1)udPl(u)
du
+ l
dPl−1(u)
du
= 0. (10.231)
Multiplicando por l a Eq. (10.220) se encuentra
l
dPl+1(u)
du
− l
(
2u
dPl(u)
du
+ Pl(u)
)
+ l
dPl−1(u)
du
= 0. (10.232)
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Adema´s, restando Eq. (10.231) con Eq. (10.232), se consigue Eq. (10.221).
Ahora, restando a Eq. (10.231) el producto de (l + 1) con Eq. (10.220), se
obtiene
u
dPl(u)
du
− lPl(u)− dPl−1(u)
du
= 0. (10.233)
Sumando este resultado con Eq. (10.221) se llega a la identidad Eq. (10.222).
Si en Eq. (10.221) cambiamos l por l − 1 se encuentra
dPl(u)
du
− udPl−1(u)
du
− lPl−1(u) = 0. (10.234)
Adema´s, de Eq. (10.233) tenemos
dPl−1(u)
du
= u
dPl(u)
du
− lPl(u). (10.235)
Sustituyendo este resultado en Eq. (10.234) se obtiene la identidad Eq. (10.223).
Todas estas identidades son de gran utilidad para resolver diversos proble-
mas de electromagnetismo, en cap´ıtulos posteriores las ocuparemos.
10.15. Relacio´n de completez de los armo´nicos
esfe´ricos
Hemos demostrado que las funciones propias de los operadores Lz y L
2 son
los armo´nicos esfe´ricos Ylm(θ, ϕ) y que estas funciones son una base ortonormal.
Por lo tanto cualquier otra funcio´n F (θ, ϕ) se puede escribir como combinacio´n
lineal de esa base, es decir
F (θ, ϕ) =
∑
l≥0
m=l∑
m=−l
ClmYlm(θ, ϕ). (10.236)
Ocupando las relaciones de ortonormalidad Eq. (10.127) se encuentra
Clm =
∫
dΩY ∗lm(θ, ϕ)F (θ, ϕ). (10.237)
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Note que sustituyendo Clm en Eq. (10.236) y haciendo el cambio de variable
u′ = cos θ′, u = cos θ se llega a
F (θ, ϕ) =
∑
l≥0
m=l∑
m=−l
(∫
dΩ′Y ∗lm(θ
′, ϕ′)F (θ′, ϕ′)
)
Ylm(θ, ϕ)
=
∫
dΩ′F (θ′, ϕ′)
(∑
l≥0
m=l∑
m=−l
Y ∗lm(θ
′, ϕ′)Ylm(θ, ϕ)
)
=
∫ 2π
0
dϕ′
∫ π
0
dθ′ sin θ′F (θ′, ϕ′)
(∑
l≥0
m=l∑
m=−l
Y ∗lm(θ
′, ϕ′)Ylm(θ, ϕ)
)
=
∫ 2π
0
dϕ
∫ 1
−1
du′F (u′, ϕ′)
(∑
l≥0
m=l∑
m=−l
Y ∗lm(u
′, ϕ′)Ylm(u, ϕ)
)
.
Por lo tanto, lo que esta´ dentro del pare´ntesis debe ser igual a δ(ϕ−ϕ′)δ(u−u′),
es decir
∑
l≥0
m=l∑
m=−l
Y ∗lm(θ
′, φ′)Ylm(θ, φ) = δ(φ− φ′)δ(cos θ − cos θ′). (10.238)
A esta igualdad se le llama relacio´n de completez.
10.16. Teorema de adicio´n de los armo´nicos
esfe´ricos
Ahora veremos el teorema de adicio´n de los armo´nicos esfe´ricos, el cual
tiene diferentes aplicaciones. Este teorema nos dice que si se tiene un vector en
los a´ngulos (θ, ϕ) y otro en los a´ngulos (θ′, ϕ′) y adema´s α es el a´ngulo entre
estos dos vectores, entonces se cumple
Pl(cosα) =
m=l∑
m=−l
4π
2l + 1
Y ∗lm(θ
′, ϕ′)Ylm(θ, ϕ). (10.239)
Para mostrar este teorema primero recordemos que las funciones rotan con
el operador U(~α) = ei~α·~L, donde ~α es un vector constante. Por lo que si tenemos
una funcio´n f(~r), la funcio´n rotada es
f(~r′) = U(~α)f(~r).
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Ahora, si tenemos el operador lineal Aˆ tal que
Aˆf(~r) = g(~r), (10.240)
con g(~r) una funcio´n, como
f(~r) = U(−~α)U(~α)f(~r) = U(−~α)f(~r′),
g(~r) = U(−~α)U(~α)g(~r) = U(−~α)g(~r′),
se encuentra
Aˆf(~r) = AˆU(−~α)f(~r′) = U(−~α)g(~r′) (10.241)
que implica
Aˆ′f(~r′) = g(~r′), Aˆ′ = U(~α)AˆU(−~α), (10.242)
al operador Aˆ′ le llamaremos operador rotado.
Considerando que L2 conmuta con ~L, se tiene
L′2 = U(~α)L2U(−~α) = U(~α)U(−~α)L2 = L2,
L′z = U(~α)LzU(−~α).
Es claro que en te´rminos de los a´ngulos una rotacio´n hace la transformacio´n
(θ, ϕ) −→ (θ′, ϕ′). (10.243)
En particular para los armo´nicos esfe´ricos se tiene Ylm(θ
′, ϕ′) = U(~α)Ylm(θ, ϕ).
Adema´s una rotacio´n no cambia las reglas de ortonormalidad en el sistema de
referencia de las variables (θ′, ϕ′), pues ocupando las propiedades del producto
escalar y las reglas de ortonormalidad Eq. (10.127) se tiene
< Ylm(θ
′, ϕ′)|Yl′m′(θ′, ϕ′) >=< U(~α)Ylm(θ, ϕ)|U(~α)Yl′m′(θ, ϕ) >
= < Ylm(θ, ϕ)|U †(~α)U(~α)Yl′m′(θ, ϕ) >
= < Ylm(θ, ϕ)|U(−~α)U(~α)Yl′m′(θ, ϕ) >
= < Ylm(θ, ϕ)|Yl′m′(θ, ϕ) >= δmm′δll′. (10.244)
Adicionalmete, se cumple que
L′2Ylm(θ′, ϕ′) = U(~α)L2U(−~α)U(~α)Ylm(θ, ϕ) = U(~α)L2Ylm(θ, ϕ)
= U(~α)l(l + 1)Ylm(θ, ϕ) = l(l + 1)Ylm(θ
′, ϕ′), (10.245)
L′zYlm(θ
′, ϕ′) = U(~α)LzU(~α)U(−~α)Ylm(θ, ϕ) = U(~α)LzYlm(θ, ϕ)
= mU(~α)Ylm(θ, ϕ) = mYlm(θ
′, ϕ′).
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Por lo tanto, el conjunto de funciones Ylm(θ
′, ϕ′) forman una base de funciones
ortonormales y cualquier funcio´n G(θ′, ϕ′) se puede escribir en te´rminos de
ellas
G(θ′, ϕ′) =
∑
l≥0
m=l∑
m=−l
ClmYlm(θ
′, ϕ′). (10.246)
Tomando en cuenta que ~α es un vector constante, la funcio´n
Ylm(θ
′, ϕ′) = U(~α)Ylm(θ, ϕ)
se puede ver como una funcio´n que depende de las variables (θ, ϕ), por lo que
se puede expresar como una serie de armo´nicos esfe´ricos que dependen de (θ, ϕ)
Ylm(θ
′, ϕ′) =
∑
l′≥0
m′=l′∑
m′=−l′
Clml′m′Yl′m′(θ, ϕ). (10.247)
Pero como se debe cumplir Eq. (10.245) en esta serie so´lo contribuyen los
te´rminos que tienen l′ = l, por lo que
Ylm(θ
′, ϕ′) =
m′=l∑
m′=−l
Clmm′Ylm′(θ, ϕ), (10.248)
con
Clmm′ =< Ylm′(θ, ϕ)|Ylm(θ′, ϕ′) >=
∫
dΩYlm′(θ, ϕ)U(~α)Ylm(θ, ϕ). (10.249)
De forma analoga, como ~α es un vector constante, la funcio´n
Ylm(θ, ϕ) = U(−~α)Ylm(θ′, ϕ′)
se puede ver como una funcio´n que depende de las variables (θ′, ϕ′) por lo
que se puede expresar como una serie de armo´nicos esfe´ricos que dependen de
(θ′, ϕ′). Considerando que se debe cumplir
L2Ylm(θ, ϕ) = l(l + 1)Ylm(θ, ϕ)
se tiene
Ylm(θ, ϕ) =
m′=l∑
m′=−l
Dlmm′Ylm′(θ
′, ϕ′), (10.250)
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con
Dlmm′ =< Ylm′(θ
′, ϕ′)|Ylm(θ, ϕ) > . (10.251)
Apelando a las propiedades del producto escalar se encuentra
C∗lmm′ = (< Ylm′(θ, ϕ)|Ylm(θ′, ϕ′) >)∗ =< Ylm(θ′, ϕ′)|Ylm′(θ, ϕ) >
= Dlm′m, (10.252)
que se puede escribir como
Dlmm′ = C
∗
lm′m. (10.253)
Por lo tanto,
Ylm(θ, ϕ) =
m′=l∑
m′=−l
C∗lm′mYlm′(θ
′, ϕ′). (10.254)
Ahora, note que por su definicio´n (10.249) las constantes Clm′m no pueden
depender de (θ, ϕ), solamente pueden depender del a´ngulo ~α. Por esta razo´n,
tomaremos el caso ma´s simple. Supongamos que ~r esta´ en el eje z, es decir
θ = 0, y que se hace una rotacio´n con el a´ngulo ~α = (θ′, ϕ′), claramente el
a´ngulo final es mismo a´ngulo ~α.
Adema´s, considerando Eq. (10.188) se encuentra que
Ylm(θ = 0, ϕ) =
√
2l + 1
4π
δm0. (10.255)
Por lo que, tomando θ = 0 en Eq. (10.248), se obtiene
Ylm(~α) = Ylm(θ
′, ϕ′) =
m′=l∑
m′=−l
Clmm′Ylm′(θ = 0, ϕ) =
m′=l∑
m′=−l
Clmm′
√
2l + 1
4π
δm′0
= Clm0
√
2l + 1
4π
es decir
Clm0 =
√
4π
2l + 1
Ylm(~α). (10.256)
Esta relacio´n debe ser cierta para cualquier otros a´ngulos (θ, ϕ) y (θ′, ϕ′).
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Ahora, considerando el caso m = 0 en Eq. (10.254), se llega a
Yl0(θ, ϕ) =
√
2l + 1
4π
Pl(cos θ) =
m′=l∑
m′=−l
C∗lm′0Ylm′(θ
′, ϕ′)
=
m′=l∑
m′=−l
√
4π
2l + 1
Y ∗lm′(~α)Ylm′(θ
′, ϕ′). (10.257)
De donde
Pl(cos θ) =
m=l∑
m=−l
4π
2l + 1
Y ∗lm(~α)Ylm(θ
′, ϕ′). (10.258)
Note que pasar del vector de a´ngulos (θ, ϕ) a otro de a´ngulos (θ′, ϕ′) se esta´ ha-
ciendo una rotacio´n con el a´ngulo ~α que hacen los dos vectores. En el resultado
(10.258) hemos ocupado tres vectores: el eje z, el vector de a´ngulos P1 : (θ, ϕ)
y el vector de a´ngulos P2 : (θ
′, ϕ′). Claramente se esta´ suponiendo que esos
tres vectores esta´n en un sistema S.
Veamos el resultado (10.258) en otro sistema de referencia. Consideremos
el sistema S˜ el cual tiene como eje z˜ el vector que esta´ en P1. En este sistema
definiremos al vector P˜1 como el vector P2, el cual tiene a´ngulos ~α con el eje
z˜ = P1. Mientras que definiremos como P˜2 al eje z que esta´ en los a´ngulos
(θ, ϕ) del eje z˜. Aqu´ı el a´ngulo que hacen los vectores P˜1 y P˜2 es (θ
′, ϕ′). En
este sistema de referencia el resultado Eq. (10.258) toma la forma del teorema
de adicio´n de los armo´nicos esfe´ricos (10.239).
El a´ngulo α puede ser bastante complicado, por ejemplo supongamos que
tenemos los vectores
~r1 = r1(cosϕ1 sin θ1, sinϕ1 sin θ1, cos θ1),
~r2 = r2(cosϕ2 sin θ2, sinϕ2 sin θ2, cos θ2). (10.259)
Entonces el a´ngulo que forman esta´ dado por
rˆ1 · rˆ2 = cosα = sin θ1 sin θ2 cos(ϕ1 − ϕ2) + cos θ1 cos θ2. (10.260)
De donde, el teorema de adicio´n de los armo´nicos esfe´ricos nos dice que se
cumple
Pl(cosα) =
4π
2l + 1
m=l∑
m=−l
Y ∗lm(θ2, ϕ2)Ylm(θ1, ϕ1). (10.261)
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10.16.1. Implicaciones del teorema de adicio´n
El teorema de adicio´n de los armo´nicos esfe´ricos tiene bastantes aplicacio-
nes, por ejemplo si θ = θ1 = θ2 y ϕ = ϕ1 = ϕ2, entonces la ecuacio´n (10.261)
toma la forma
m=l∑
m=−l
|Ylm(θ, ϕ)|2 = 2l + 1
4π
(10.262)
que se le llama regla de suma de los armo´nicos esfe´ricos.
Note que introduciendo Eq. (10.261) en la relacio´n de completez se encuen-
tra
δ(ϕ− ϕ′)δ(cos θ − cos θ′) =
∑
l≥0
4π
2l + 1
Pl(cosα). (10.263)
Adema´s, considerando que la delta de Dirac en coordenadas esfe´ricas es
δ(~r − ~r′) = 1
r2
δ(r − r′)δ(ϕ− ϕ′)δ(cos θ − cos θ′), (10.264)
se llega al resultado
δ(~r − ~r′) = 4π
2l + 1
∑
l≥0
δ(r − r′)
r2
Pl(rˆ · rˆ′). (10.265)
Para ver otra aplicacio´n consideremos la funcio´n
1
|~r1 − ~r2| =
1√
r21 − 2r1r2 cosα + r22
(10.266)
con α el a´ngulo entre ~r1 y ~r
′
2 que satisface (10.260). Ahora, si r1 6= r2 definamos
r< = min{r1, r2} y r> = max{r1, r2}, es claro que(
r<
r>
)
< 1. (10.267)
Entonces, usando estas definiciones y la funcio´n generatriz Eq. (10.208) con
z =
r<
r>
, u = cosα, (10.268)
se tiene
1
|~r1 − ~r2| =
1
r>
√
1− 2
(
r<
r>
)
cosα +
(
r<
r>
)2 = 1r>
∑
l≥0
(
r<
r>
)l
Pl(cosα).
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As´ı, utilizando el teorema de adicio´n de los armo´nicos esfe´ricos Eq. (10.261),
tenemos
1
|~r1 − ~r2| =
∑
l≥0
m=l∑
m=−l
4π
2l + 1
(
rl<
rl+1>
)
Y ∗lm(θ2, ϕ2)Ylm(θ1, ϕ1), (10.269)
que es la funcio´n de Green de la ecuacio´n de Poisson en te´rminos de los armo´ni-
cos esfe´ricos.
10.17. L2 y el Laplaciano
El espectro de L2 es de vital importancia para la meca´nica cua´ntica y la
electrosta´tica, pues este operador esta´ relacionado con el Laplaciano. En efecto,
ocupando las propiedades del tensor de Levi-Civita se tiene
L2 = LiLi = (ǫijkxjpk) (ǫilmxlpm) = ǫijkǫilmxjpkxlpm
= ǫjkiǫilmxj (xlpk − iδlk) pm = (δjlδkm − δjmδkl) (xjxlpkpm − ixjδlkpm)
= δjlδkmxjxlpkpm − δjmδklxjxlpkpm − iδjlδkmxjδlkpm + δjmδklxjδlkpm
= xjxjpkpk − xmxlplpm − ixkpk + iδkkxlpl
= (~r)2 (~p)2 − xm~r · ~ppm − i~r · ~p+ 3i~r · ~p. (10.270)
Adema´s, como
xm~r · ~ppm = xmxlplpm = xmxlpmpl = xm (pmxl + iδml) pl
= xmpmxlpl + ixmδmlpl = (~r · ~p) (~r · ~p) + i (~r · ~p) ,
se encuentra
L2 = (~r)2 (~p)2 − (~r · ~p)2 + i~r · ~p, (10.271)
de donde
(~p)2 =
1
r2
(
(~r · ~p)2 − i~r · ~p+ L2) . (10.272)
Considerando que ~p = −i~∇, se tiene
(~p)2 = −∇2 = 1
r2
(
(~r · ~p)2 − i~r · ~p+ L2)
=
1
r2
((
−i~r · ~∇
)2
− i
(
−i~r · ~∇
)
+ L2
)
, (10.273)
251
es decir
∇2 = 1
r2
((
~r · ~∇
)2
+
(
~r · ~∇
)
− L2
)
. (10.274)
En particular, tomando ~∇ en coordenadas esfe´ricas, se encuentra
1
r2
((
~r · ~∇
)2
+
(
~r · ~∇
))
=
1
r2
((
r
∂
∂r
)2
+ r
∂
∂r
)
=
1
r2
∂
∂r
(
r2
∂
∂r
)
.
Por lo tanto,
∇2 = 1
r2
∂
∂r
(
r2
∂
∂r
)
− 1
r2
L2. (10.275)
Posteriormente ocuparemos este resultado para atacar problemas de electrosta´ti-
ca y meca´nica cua´ntica.
10.18. Paridad
La transformacio´n de paridad esta´ definida por
(x, y, z)→ (−x,−y − z). (10.276)
Ahora, en coordenadas esfe´ricas se tiene
− x = −r sin θ cosϕ = r sin (π − θ) cos (π + ϕ) ,
−y = −r sin θ sinϕ = r sin (π − θ) sin (π + ϕ) ,
−z = −r cos θ = cos(π − θ).
Por lo tanto, la transformacio´n de paridad en coordenas esfe´ricas toma la forma
(r, θ, ϕ) → (r, π − θ, π + ϕ). (10.277)
Ahora, veamos como transforman los polinomios asociados de Legendre bajo
paridad. Primero notemos que bajo paridad se tiene
u = cos θ → cos(π − θ) = −u. (10.278)
Tambie´n se tiene
Pl(cos(π − θ)) = Pl(− cos θ) = (−)lPl(cos θ)
Pml (cos(π − θ)) = (−)m
(
1− (−u)2)m2 dm
d(−u)mPl(−u)
= (−)l+m(−)m (1− u2)m2 dm
dum
Pl(u)
= (−)l+mPml (cos θ). (10.279)
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Otra identidad de utilidad es
ei(π+ϕ)m = eiπmeiϕm = (cosπ + i sin π)m eiϕm = (−)meiϕ. (10.280)
Por lo tanto, ocupando la definicio´n de los armo´nicos esfe´ricos (10.188) se
encuentra
Ylm(r, π − θ, π + ϕ) = (−)lYlm(r, θ, ϕ). (10.281)
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Cap´ıtulo 11
Ecuacio´n de Laplace en
Coordenadas esfe´ricas
En este cap´ıtulo estudiaremos la ecuacio´n de Laplace y resolveremos varios
problemas de electrosta´tica y magnetosta´tica.
11.1. Solucio´n general
Como vimos en el cap´ıtulo anterior la ecuacio´n de Laplace en coordenadas
esfe´ricas Eq. (10.275) tiene la forma
∇2φ = 1
r2
∂
∂r
(
r2
∂φ
∂r
)
− L
2φ
r2
= 0. (11.1)
Propondremos como solucio´n a φ(r, θ, ϕ) = R(r)Ylm(θ, ϕ), de donde
∇2φ(r, θ, ϕ) = 1
r2
∂
∂r
(
r2Ylm(θ, ϕ)
∂R(r)
∂r
)
− R(r)L
2Ylm(θ, ϕ)
r2
= Ylm(θ, ϕ)
1
r2
∂
∂r
(
r2
∂R(r)
∂r
)
− R(r)l(l + 1)Ylm(θ, ϕ)
r2
=
Ylm(θ, ϕ)
r2
(
∂
∂r
(
r2
∂R(r)
∂r
)
− R(r)l(l + 1)
)
= 0, (11.2)
por lo que R(r) debe satisfacer
d
dr
(
r2
dR(r)
dr
)
− R(r)l(l + 1) = 0. (11.3)
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Para resolver esta ecuacio´n haremos la propuesta R(r) = aαr
α, con α una
constante, entonces
d
dr
(
r2
drα
dr
)
= α
d
dr
(
r2rα−1
)
= α
d
dr
(
rα+1
)
= α(α + 1)rα, (11.4)
sustituyendo este resultado en Eq. (11.3) se encuentra
rα(α(α + 1)− l(l + 1)) = 0, (11.5)
es decir
α(α + 1)− l(l + 1) = α2 − l2 + α− l = (α + l)(α− l) + (α− l)
= (α + l + 1)(α− l) = 0, (11.6)
entonces, las soluciones para R(r) son rl y r−(l+1). En general las soluciones
radiales son
R(r) = Almr
l +
Blm
rl+1
, Alm, Blm = constante. (11.7)
As´ı, las soluciones completas son de la forma
φlm(r, θ, ϕ) =
(
Almr
l +
Blm
rl+1
)
Ylm(θ, ϕ) (11.8)
y la solucio´n general a la ecuacio´n de Laplace en coordenas esfe´ricas es
φ(r, θ, ϕ) =
∑
l≥0
l∑
m=−l
(
Almr
l +
Blm
rl+1
)
Ylm(θ, ϕ). (11.9)
Este resultado tiene varias aplicaciones. Por ejemplo, las leyes de la electrosta´ti-
ca nos dicen que el campo ele´ctrico, ~E, satisface las leyes
~∇ · ~E(~r) = 4πρ(~r),
~∇× ~E(~r) = 0. (11.10)
La primera ley es la llamada ley de Gauss y establece la relacio´n entre el
campo ele´ctrico y la densidad de carga ρ. La segunda ley establece que existe
una funcio´n φ tal que ~E = −~∇φ, por lo que la ley de Gauss toma la forma
∇2φ(~r) = −4πρ(~r), (11.11)
que es la llamada ecuacio´n de Poisson. Note que ρ(~r) solo es diferente de cero
donde hay carga, fuera de la regio´n donde hay carga se tiene ρ(~r) = 0. Por lo
tanto la ecuacio´n de Poisson Eq. (11.11) se convierte en la ecuacio´n de Laplace
∇2φ(~r) = 0, (11.12)
cuya solucio´n en coordenadas esfe´ricas es Eq. (11.9).
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11.1.1. Problema de la esfera
Supongamos que tenemos un sistema que consta de una esfera de radio R
que esta´ al potencial V (θ, ϕ) en su fronterea y que el potencial es finito en
cualquier punto del espacio. El problema consiste en calcular el potencial en
todo el espacio, tanto dentro como fuera de la esfera.
En el interior de la esfera el potencial Eq. (11.9) debe ser finito, esto implica
que si r < R los coeficientes Blm deber ser nulos, de lo contrario el potencial
diverge en el origen. Si r > R los coeficientes Alm debe ser nulos, de lo contrario
el potencial diverge en infinito. Dividiremos el potencial en dos partes, en el
interior, r < R,
φint(r, θ, ϕ) =
∑
l≥0
l∑
m=−l
Alm
( r
R
)l
Ylm(θ, ϕ),
y en el exterior, r > R,
φext(r, θ, ϕ) =
∑
l≥0
l∑
m=−l
Blm
(
R
r
)l+1
Ylm(θ, ϕ).
En la frontera se debe cumplir que φint(R, θ, ϕ) = φext(R, θ, ϕ) = V (θ, ϕ), de
donde
V (θ, ϕ) =
∑
l≥0
l∑
m=−l
AlmYlm(θ, ϕ) =
∑
l≥0
l∑
m=−l
BlmYlm(θ, ϕ), (11.13)
es decir Alm = Blm y
V (θ, ϕ) =
∑
l≥0
l∑
m=−l
AlmYlm(θ, ϕ), (11.14)
por lo que
Alm =< Ylm(θ, ϕ)|V (θ, ϕ) >=
∫
dΩY ∗lm(θ, ϕ)V (θ, ϕ). (11.15)
As´ı, el potencial del problema es
φint(r, θ, ϕ) =
∑
l≥0
l∑
m=−l
( r
R
)l
AlmYlm(θ, ϕ) (11.16)
φext(r, θ, ϕ) =
∑
l≥0
l∑
m=−l
Alm
(
R
r
)l+1
Ylm(θ, ϕ). (11.17)
con Alm dado por (11.15).
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11.1.2. Fo´rmula de Poisson
Por otros me´todos se puede mostrar que la solucio´n de la ecuacio´n de
Laplace en coordenadas esfe´ricas con la condicio´n de borde
φ(r = R, θ, ϕ) = V (θ, ϕ), (11.18)
es
φ(r, θ, ϕ) = ∓R(R
2 − r2)
4π
∫
dΩ′
V (θ′, ϕ′)
(r2 +R2 − 2Rr cosα) 32
(11.19)
esta es la llamada fo´rmula de Poisson en tres dimensiones. Donde α es el a´ngulo
entre los vectores ~r y ~r′ = Reˆr′ , adema´s∫
dΩ′ =
∫ 2π
0
dφ′
∫ π
0
dθ′ sin θ′,
cosα = sin θ′ sin θ cos(ϕ− ϕ′) + cos θ′ cos θ,
el signo superior (−) corresponde al caso r > R y el signo (+) corresponde al
caso r < R.
Mostraremos que esta solucio´n es consistente con las soluciones Eq. (11.16)
y Eq. (11.17).
Note que
φ(r, θ, ϕ) = ∓R(R
2 − r2)
4π
∫
dΩ′
V (θ′, ϕ′)
(r2 +R2 − 2Rr cosα) 32
= (∓) R
4π
∫
dΩ′V (θ′, ϕ′)
R(R− r cosα)− r(r − R cosα)
(r2 +R2 − 2Rr cosα) 32
= (∓) R
4π
∫
dΩ′V (θ′, ϕ′)
(
R(R− r cosα)
(r2 +R2 − 2Rr cosα) 32
− r(r − R cosα)
(r2 +R2 − 2Rr cosα) 32
)
= (∓) R
4π
∫
dΩ′V (θ′, ϕ′)(−)
(
R
∂
∂R
1√
r2 +R2 − 2Rr cosα
−r ∂
∂r
1√
r2 +R2 − 2Rr cosα
)
= (±) R
4π
∫
dΩ′V (θ′, ϕ′)
(
R
∂
∂R
− r ∂
∂r
)(
1√
r2 +R2 − 2Rr cosα
)
= (±) R
4π
(
R
∂
∂R
− r ∂
∂r
)∫
dΩ′
V (θ′, ϕ′)√
r2 +R2 − 2Rr cosα.
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Definiendo r> =menor{r, R}, r< =mayor{r, R} y considerando la funcio´n ge-
neratriz de los polinomios de Legendre, junto con el teorema de adicio´n de los
armo´nico esfe´ricos se llega a
φ(r, θ, ϕ) = (±) R
4π
(
R
∂
∂R
− r ∂
∂r
)∫
dΩ′
V (θ′, ϕ′)√
r2< + r
2
> − 2r<r> cosα
= (±) R
4π
(
R
∂
∂R
− r ∂
∂r
)∫
dΩ′
V (θ′, ϕ′)
r>
√
1 +
(
r<
r>
)2
− 2
(
r<
r>
)
cosα
= (±) R
4π
(
R
∂
∂R
− r ∂
∂r
)∫
dΩ′V (θ′, ϕ′)
1
r>
∑
l≥0
(
r<
r>
)l
Pl(cosα)
= (±) R
4π
(
R
∂
∂R
− r ∂
∂r
)∫
dΩ′V (θ′, ϕ′)
∑
l≥0
l∑
m=−l
4π
2l + 1
1
r>
(
r<
r>
)l
Y ∗lm(θ
′, ϕ′)Ylm(θ, ϕ)
=
∑
l≥0
l∑
m=−l
(±)R
2l + 1
(
R
∂
∂R
− r ∂
∂r
)(
1
r>
(
r<
r>
)l)
Ylm(θ, ϕ)
∫
dΩ′Y ∗lm(θ
′, ϕ′)V (θ′, ϕ′)
=
∑
l≥0
l∑
m=−l
(±)R
2l + 1
(
R
∂
∂R
− r ∂
∂r
)(
1
r>
(
r<
r>
)l)
AlmYlm(θ, ϕ), (11.20)
con
Alm =
∫
dΩY ∗lm(θ, ϕ)V (θ, ϕ).
Ahora, si r < R se debe tomar el signo (−) en Eq. (11.20), en ese caso
(−)R
2l + 1
(
R
∂
∂R
− r ∂
∂r
)(
1
r>
(
r<
r>
)l)
=
(−)R
2l + 1
(
R
∂
∂R
− r ∂
∂r
)(
rl
Rl+1
)
=
(−)R
2l + 1
(−)(2l + 1)rl
Rl+1
=
( r
R
)l
,
sustituyendo este resultado en Eq. (11.20) se llega a
φint(r, θ, ϕ) =
∑
l≥0
l∑
m=−l
( r
R
)l
AlmYlm(θ, ϕ)
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que coincide con Eq. (11.16).
Para R < r se debe tomar el signo (+) en Eq. (11.20), en cuyo caso
R
2l + 1
(
R
∂
∂R
− r ∂
∂r
)(
1
r>
(
r<
r>
)l)
=
R
2l + 1
(
R
∂
∂R
− r ∂
∂r
)(
Rl
rl+1
)
=
R
2l + 1
(2l + 1)Rl
rl+1
=
(
R
r
)l+1
,
usando este resultado en Eq. (11.20) se obtiene
φext(r, θ, ϕ) =
∑
l≥0
l∑
m=−l
( r
R
)l+1
AlmYlm(θ, ϕ)
que coincide con Eq. (11.17).
Por lo tanto, la fo´rmula de Poisson (11.19) es la solucio´n de la ecuacio´n de
Laplace con la condicio´n de borde (11.18)
11.1.3. Esfera partida
Supongamos que tenemos una esfera de radio R cuyo potencial en su fron-
tera es
V (θ) =
{
V0 0 ≤ θ ≤ π2
−V0 π2 < θ ≤ π
(11.21)
y es finito en todo el espacio. Determinaremos el potencial en todo el espacio.
En este caso los potenciales esta´n dados por Eq. (11.16) y Eq. (11.17), solo
basta determinar los coeficientes Alm.
Claramente, el sistema es invariantes bajo rotaciones sobre el eje z, por
lo que el potencial no puede depender de ϕ. Esto implica que si m 6= 0 los
coeficientes Alm son nulos. Los coeficientes no nulos son
Al0 = Al = < Yl0(θ, ϕ)|V (θ) >=
∫
dΩY ∗l0(θ, ϕ)V (θ)
=
∫ 2π
0
dϕ
∫ 2π
0
dθ sin θY ∗l0(θ, ϕ)V (θ)
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=∫ 2π
0
dϕ
∫ 2π
0
dθ sin θ
√
2l + 1
4π
Pl(cos θ)V (θ)
=
√
2l + 1
4π
2π
∫ 2π
0
dθ sin θPl(cos θ)V (θ). (11.22)
Con el cambio de variable u = cos θ se tiene
V (u) =
{
V0 0 ≤ u ≤ 1
−V0 −1 < u ≤ 0 (11.23)
y
Al =
√
π(2l + 1)
∫ 1
−1
duPl(u)V (u). (11.24)
Como V (u) es impar, A2l = 0. Para el caso impar se tiene
A2l+1 =
√
π(2(2l + 1) + 1)2
∫ 1
0
duP2l+1(u)V (u)
= 2V0
√
π(4l + 3)
∫ 1
0
duP2l+1(u).
Considerando la identidad
P2l+1(u) =
1
4l + 3
d
du
(
P2(l+1)(u)− P2l(u)
)
(11.25)
y los valores de los polinomios de Legendre en ±1 y en cero se llega a∫ 1
0
duP2l+1(u) =
1
4l + 3
(
P2(l+1)(u)− P2l(u)
) ∣∣∣∣
1
0
=
−1
4l + 3
(
P2(l+1)(0)− P2l(0)
)
=
−1
4l + 3
(
(−)l+1(2(l + 1))!
22(l+1)((l + 1)!)2
− (−)
l(2l)!
22l(l!)2
)
=
(−1)l
4l + 3
(
(2l + 2)(2l + 1)
22(l + 1)2
(2l)!
22l(l!)2
+
(2l)!
22l(l!)2
)
=
(−1)l
4l + 3
(2l)!
22l(l!)2
(
(2l + 2)(2l + 1)
22(l + 1)2
+ 1
)
=
(−1)l
4l + 3
(2l)!
22l(l!)2
(
2(l + 1)(2l + 1)
22(l + 1)(l + 1)
+ 1
)
=
(−1)l
4l + 3
(2l)!
22l(l!)2
(
4l + 3
2(l + 1)
)
=
(−1)l(2l)!
22l(l!)22(l + 1)
. (11.26)
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Entonces
A2l+1 =
V0
√
π(4l + 3)(−1)l(2l)!
22l(l!)2(l + 1)
, (11.27)
que implica
V (θ) =
∑
l≥0
A2l+1Y2l+10(θ, ϕ)
=
∑
l≥0
V0
√
π(4l + 3)(−1)l(2l)!
22l(l!)2(l + 1)
√
(4l + 3)
4π
Pl(cos θ)
= V0
∑
l≥0
(−1)l(4l + 3)(2l)!
22l+1(l!)2(l + 1)
P2l+1(cos θ), (11.28)
de donde
φint(r, θ) = V0
∑
l≥0
(−1)l(4l + 3)(2l)!
22l+1(l!)2(l + 1)
( r
R
)2l+1
P2l+1(cos θ),
φext(r, θ) = V0
∑
l≥0
(−1)l(4l + 3)(2l)!
22l+1(l!)2(l + 1)
(
R
r
)2(l+1)
P2l+1(cos θ), (11.29)
es el potencial en todo el espacio.
11.2. Esfera a potencial cero
Supongamos que tenemos un esfera de radio R cuya superficie esta´ a po-
tencial cero y queremos calcular el potencial ele´ctrico en todo el espacio. Note
que debemos buscar las soluciones de la ecuacio´n de Laplace que satisfacen
φ(R, θ, ϕ) = 0. Por conveniencia tomaremos la solucio´n general de la forma
φ(r, θ, ϕ) =
∑
l≥0
l∑
m=−l
(
alm
( r
R
)l
+ blm
(
R
r
)l+1)
Ylm(θ, ϕ). (11.30)
Por lo que
φ(R, θ, ϕ) =
∑
l≥0
l∑
m=−l
(alm + blm) Ylm(θ, ϕ) = 0,
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como los armo´nicos esfe´ricos son un conjunto de funciones ortonormales, se
debe cumplir
alm = −blm. (11.31)
Por lo tanto, la solucio´n general a este problema es
φ(r, θ, ϕ) =
∑
l≥0
l∑
m=−l
alm
(( r
R
)l
−
(
R
r
)l+1)
Ylm(θ, ϕ). (11.32)
11.2.1. Plano con protuberancia esfe´rica
Como una aplicacio´n del problema anterior, supongamos que tenemos un
plano infinito que tiene una protuberancia esfe´rica de radio R y que todo el
sistema esta´ a potencial cero, adema´s si r >> R el potencia tiene la forma
φ∞(r) = −E0z = −E0r cos θ. Para este sistema queremos encontrar el poten-
cial ele´ctrico.
Por simplicidad pondremos el plano en el plano x − y de tal forma que el
casquete de la protuberancia este´ sobre el eje z. Claramente este sistema es
invariante bajo rotaciones del eje z, por lo que el potencial no depende de ϕ.
Adema´s, como el potencial se debe anular sobre el casquete esfe´rico, e´ste debe
ser de la forma Eq. (11.32) donde lo te´rminos con m 6= 0 no contribuyen. As´ı el
potencial debe ser de la forma
φ(r, θ) =
∑
l≥0
al
(( r
R
)l
−
(
R
r
)l+1)
Pl(cos θ). (11.33)
Ahora, el potencial se debe anular sobre el plano x− y para cualquier r. Esto
equivale a pedir que el potencial se anule en θ = π
2
, es decir en cos π
2
= 0 para
cualquier r. Entonces,
φ
(
r, θ =
π
2
)
=
∑
l≥0
al
(( r
R
)l
−
(
R
r
)l+1)
Pl(0) = 0. (11.34)
Considerando que P2l+1(0) = 0, se encuentra a2l = 0, que implica
φ(r, θ) =
∑
l≥0
a2l+1
(( r
R
)2l+1
−
(
R
r
)2(l+1))
P2l+1(cos θ). (11.35)
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Adema´s, para el caso r >> R, se debe cumplir
φ∞(r) = −E0r cos θ = φ(r >> R, θ) =
∑
l≥0
a2l+1
( r
R
)2l+1
P2l+1(cos θ),
como P1(cos θ) = cos θ, se llega a2l+1 = 0 si l > 0 y
− E0r cos θ = a1 r
R
cos θ, (11.36)
es decir
a1 = −E0R. (11.37)
En consecuecia la solucio´n al problema es
φ(r, θ) = −E0r
(
1−
(
R
r
)3)
cos θ. (11.38)
11.3. Problemas con simetr´ıa azimutal
La solucio´n general de la ecuacio´n de Laplace en coordenadas esfe´ricas de
problemas que tienen simetr´ıa rotacional ante el eje z, es decir que no dependen
de ϕ, es
φ(r, θ) =
∞∑
l=0
(
Alr
l +Blr
−(l+1))Pl(cos θ). (11.39)
En principio se deben calcular cada uno de los coeficientes Al y Bl, sin embargo
en algunos casos se pueden ocupar las simetr´ıas del problema para obtenerlos.
11.3.1. Esfera con condiciones especiales
Supongamos que tenemos una esfera de radio R cuyo potencial en su su-
perficie es
V (θ) = V0
(
1 + cos θ + 2 cos θ + cos2 θ
)
, V0 = constante (11.40)
y el potencial es finito en todo el espacio. Este problema no depende de ϕ, por
lo que debemos buscar soluciones de la ecuacio´n de Laplace de la forma Eq.
(11.39) que satisfagan la condicio´n de borde Eq. (11.40). Como el potencial es
finito en todo el espacio, si r < R el potencial debe ser de la forma
φint(r, θ) =
∑
l≥0
al
( r
R
)l
Pl(cos θ). (11.41)
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Por la misma razo´n, si r > R el potencial debe escribirse como
φext(r, θ) =
∑
l≥0
bl
(
R
r
)l+1
Pl(cos θ). (11.42)
Antes de continuar escribamos el potencial Eq. (11.40) de una forma ma´s
sugerente, como cos 2θ = cos2 θ − sen2 θ = 2 cos2 θ − 1, entonces
V (θ) = V0
(
cos θ + 3 cos2 θ
)
. (11.43)
Considerando que
P0(u) = 1, P1(u) = u, P2(u) =
1
2
(3u2 − 1), (11.44)
se encuentra
u2 =
2
3
P2(u) +
1
3
P1(u), (11.45)
as´ı,
V (θ) = V0 (P0(cos θ) + P1(cos θ) + 2P2(cos θ)) . (11.46)
Entonces, como V (θ) = φint(R, θ) = φext(R, θ) y los polinomios de Legendre
son linealmente independientes, los u´nicos coeficientes diferentes de cero son
a0 = V0, a1 = V0, a2 = 2V0. (11.47)
De donde la solucio´n al problema es
φint(r, θ) = V0
(
P0(cos θ) +
r
R
P1(cos θ) + 2
( r
R
)2
P2(cos θ)
)
,
φext(r, θ) = V0
(
R
r
P0(cos θ) +
(
R
r
)2
P1(cos θ) + 2
(
R
r
)3
P2(cos θ)
)
.
11.3.2. Potencial de un anillo circular
Supongamos que tenemos un anillo circular de radio R con densidad de
carga constante λ, paralelo al plano x− y y que esta´ a una altura h del origen.
Adema´s el origen del anillo esta´ sobre el eje z.
Este sistema es invariante bajo rotaciones del eje z, por lo que no depende
de ϕ y su potencial debe ser de la forma Eq. (11.39). Note que los coeficientes
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Al y Bl no depende de la posicio´n, por lo que si los calculamos en un punto o
sobre un eje los habremos calculado para todo el espacio.
Primero calculemos el potencial para un punto que este´ sobre el eje z, es
decir θ = 0, note que esto implica que r = z. Ahora, un elemento de carga del
anillo, dq = λRdϕ que esta´ en la posicio´n ~rq = (R cosϕ,R sinϕ, h) contribuye
con el potencial
dφ(r = z, θ = 0) =
dq
|zkˆ − ~rq|
=
λRdϕ√
R2 + (z − h)2 =
λRdϕ√
R2 + h2 + z2 − 2hz
de donde
φ(r = z, θ = 0) =
2πλR√
R2 + h2 + z2 − 2hz .
Este potencial se puede poner de forma ma´s sugerente. En efecto, si α es el
a´ngulo que hace el eje z con un vector que une el origen del sistema coordenado
y un punto del anillo, entonces R = c sinα y h = c cosα, con c =
√
R2 + h2.
Por lo que,
φ(r = z, θ = 0) =
2πλR√
c2 + z2 − 2cz cosα.
Si definimos a r< =menor{r, c} y r> =mayor{r, c} se llega a
φ(r = z, θ = 0) =
2πλR
r>
√
1 +
(
r<
r>
)2
− 2
(
r<
r>
)
cosα
=
2πλR
r>
∑
l≥0
(
r<
r>
)l
Pl(cosα)
=
∑
l≥0
2πλRPl(cosα)
rl<
rl+1>
. (11.48)
Si r < c, se tiene
φint(r = z, θ = 0) =
∑
l≥0
2πλRPl(cosα)
rl
cl+1
, (11.49)
para el caso r > c se llega a
φext(r = z, θ = 0) =
∑
l≥0
2πλRPl(cosα)
cl
rl+1
. (11.50)
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Para obtener el potencial en todo el espacio consideremos la solucio´n general
Eq. (11.39). Si r →∞, entonces rl diverge por lo que en ese caso, que corres-
ponde a r > c, se debe cumplir que Al = 0. En particular sobre el eje z, es
decir θ = 0, como Pl(1) = 1, se tiene
φext(r = z, θ = 0) =
∑
l≥0
Blr
−(l+1). (11.51)
Igualando esta solucio´n con Eq. (11.50) se llega a Bl = 2πλRc
lPl(cosα). Por
lo que, si r > c, la solucio´n es
φext(r, θ) =
∑
l≥0
2πλRclPl(cosα)
rl+1
Pl(cos θ). (11.52)
Para el caso r < c, si r → 0, entonces r−(l+1) diverge y se debe tomar Bl = 0.
En particular sobre el eje z, es decir θ = 0, se consigue
φint(r = z, θ = 0) =
∑
l≥0
Alr
l. (11.53)
Igualando esta solucio´n con Eq. (11.49) se encuentra Al =
2πλR
cl+1
Pl(cosα). De
donde, si r > c, la solucio´n es
φint(r, θ) =
∑
l≥0
2πλRPl(cosα)
cl+1
rlPl(cos θ). (11.54)
Claramente la solucio´n en todo el espacio es
φ(r, θ) = 2πλR
∑
l≥0
rl<
rl+1>
Pl(cosα)Pl(cos θ). (11.55)
11.3.3. Esfera con hueco
Veamos otro problema que se puede resolver con el me´todo empleado en el
ejemplo anterior. Supongamos que tenemos una esfera conductora de radio R
con un hueco definido por el cono θ = α y que tiene densidad superficial de
carga constante σ. Queremos calcular el potencial ele´ctrico del sistema.
Pondremos el origen de coordenadas en el centro de la esfera de tal forma
que el eje del cono coincida con el eje z. Este problema no depende de ϕ, por lo
que el potencial es de la forma Eq. (11.39). Como en el caso del anillo, primero
calcularemos el potencial sobre el eje z. Un elemento de carga esta´ dado por
dq = σda = σR2 sin θ′dθ′dϕ′
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y si tiene la posicio´n ~r′ = Reˆr′ , entonces contribuye con el potencial
dφ(r = z, θ = 0) =
dq
|zkˆ − Reˆr′|
=
σR2 sin θ′dθ′dϕ′√
z2 +R2 − 2Rzkˆ · eˆr′
=
σR2 sin θ′dθ′dϕ′√
z2 +R2 − 2Rz cos θ′ =
σR2 sin θ′dθ′dϕ′
r>
√
1 +
(
r<
r>
)2
−
(
r<
r>
)
cos θ′
,
donde r> =mayor{r, R} y r< =menor{r, R}. Por lo que
dφ(r = z, θ = 0) =
∑
l≥0
rl<
rl+1>
Pl(cos θ
′)σR2 sin θ′dθ′dϕ′, (11.56)
as´ı el potencial total sobre un punto en el eje z es
φ(r = z, θ = 0) =
∫ 2π
0
∫ π
α
dφ(r = z, θ = 0)
= σR2
∑
l≥0
rl<
rl+1>
∫ 2π
0
dϕ′
∫ π
α
Pl(cos θ
′) sin θ′dθ′
= 2πσR2
∑
l≥0
rl<
rl+1>
∫ π
α
Pl(cos θ
′) sin θ′dθ′.
Con el cambio de variable x = cos θ′ y considerando que se cumple
Pl(x) =
1
2l + 1
d
dx
(Pl+1(x)− Pl−1(x)) , Pl(−1) = (−1)l, (11.57)
tenemos∫ π
α
Pl(cos θ
′) sin θ′dθ′ = −
∫ −1
cosα
Pl(x)dx
=
∫ cosα
−1
1
2l + 1
d
dx
(Pl+1(x)− Pl−1(x)) dx
=
1
2l + 1
(Pl+1(cosα)− Pl−1(cosα)),
de donde
φ(r = z, θ = 0) =
∑
l≥0
2πσR2
2l + 1
rl<
rl+1>
(Pl+1(cosα)− Pl−1(cosα)) (11.58)
Ahora, tomando en cuenta la solucio´n general Eq. (11.39), el potencial en todo
el espacio es
φ(r, θ) =
∑
l≥0
2πσR2
2l + 1
rl<
rl+1>
(Pl+1(cosα)− Pl−1(cosα))Pl(cos θ). (11.59)
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11.4. Disco a potencial constante
Supongamos que tenemos un disco de radio R que esta´ en el plano x − y
centrado en el origen y que tiene potencial constante V. Con la informacio´n de
que en el disco el campo ele´ctrico es proporcional a
4π√
R2 − ρ2 (11.60)
calcular el potencial si R < r.
Como el sistema es invariante bajo rotaciones en el eje z, el potencial debe
ser de la forma
φext(r, θ) =
∑
l≥0
Al
(
R
r
)l+1
Pl(cos θ). (11.61)
Antes de calcular Al note que, como el potencial es constante en el disco,
el campo ele´ctrico, ~E = −~∇φ, debe ser perpendicular a este. Ahora, si α
es una constante de proporcionalidad, ocupando la funcio´n generatriz de los
polinomios de Legendre se llega a que el campo ele´ctrico en el disco es
E =
4πα√
R2 − ρ2 =
4πα
R
√
1− ( ρ
R
)2 = 4παR
∑
l≥0
(−)l
( ρ
R
)2l
P2l(0). (11.62)
En el borde del disco, se tiene
~E =
4πα
R
∑
l≥0
(−)lP2l(0)eˆρ, eˆρ = (cosϕ, sinϕ, 0), (11.63)
con eˆρ el vector normal al borde del disco.
Ocupando de la funcio´n generatriz de los polinomios de Legendre Eq.
(10.208) se tiene
1√
1− β2 =
∑
l≥0
(−)lβ2lP2l(0). (11.64)
Adema´s es claro que con el cambio de variable β = cos γ se encuentra∫ 1
0
dβ√
1− β2 =
∫ π
2
0
dγ =
π
2
, (11.65)
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por lo que∫ 1
0
dβ
1√
1− β2 =
∫ 1
0
dβ
∑
l≥0
(−)lβ2lP2l(0) =
∑
l≥0
(−)l
2l + 1
P2l(0) =
π
2
. (11.66)
Ahora, de Eq. (11.61) se encuentra
~E(r, θ) = −~∇φ(r, θ) = −
∑
l≥0
(−Al(l + 1)Rl+1
rl+2
Pl(cos θ)eˆr
+
1
r
(
R
r
)l+1
Al
dPl(cos θ)
dθ
eˆθ
)
.
Con el cambio de variable u = cos θ se tiene
dPl(cos θ)
dθ
= − sin θdPl(u)
du
= − sin θ
(
u
dPl−1(u)
du
+ lPl−1(u)
)
, (11.67)
de donde
~E(r, θ) =
∑
l≥0
Al
r
(
R
r
)l+1 [
(l + 1)Pl(cos θ)eˆr
+ sin θ
(
u
dPl−1(u)
du
+ lPl−1(u)
)
eˆθ
]
. (11.68)
En el plano x− y, es decir θ = π
2
se tiene
eˆr|π
2
= (cosϕ, sinϕ, 0) = eˆρ,
eˆθ|π
2
= (0, 0,−1) = −kˆ.
Note que el borde del disco se encuentra en θ = π
2
, r = R y en ese caso se
debe cumplir Eq. (11.63). Entonces, evaluado en
(
θ = π
2
, r = R
)
a Eq. (11.68)
e igualando el resultado con Eq. (11.63), se encuentra
~E
(
R, θ =
π
2
)
=
∑
l≥0
Al
R
[
(l + 1)Pl(0)eˆρ − lPl−1(0)kˆ
]
=
4πα
R
∑
l≥0
(−)lP2l(0)eˆρ, (11.69)
que implica
∑
l≥0
−Al
R
lPl−1(0)kˆ = 0, (11.70)
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de donde
A2l+1 = 0. (11.71)
Entonces la igualdad Eq. (11.69) toma la forma
~E
(
R, θ =
π
2
)
=
∑
l≥0
A2l
R
(2l + 1)P2l(0)eˆρ =
4πα
R
∑
l≥0
(−)lP2l(0)eˆρ,
que induce
A2l =
(−)l4πα
2l + 1
. (11.72)
As´ı el potencial exterior tiene la forma
φext(r, θ) = 4πα
∑
l≥0
(−)l
2l + 1
(
R
r
)2l+1
P2l(cos θ), (11.73)
este potencial debe satisfacer la condicio´n de borde
φ
(
R, θ =
π
2
)
= 4πα
∑
l≥0
(−)l
2l + 1
P2l(0) = V, (11.74)
usando Eq. (11.66) se llega a
α =
V
2π2
. (11.75)
Por lo tanto, el potencial es
φext(r, θ) =
2V
π
∑
l≥0
(−)l
2l + 1
(
R
r
)2l+1
P2l(cos θ). (11.76)
11.5. Distribucio´n de carga continua
Supongamos que se tiene una part´ıcula puntual de carga q en la posicio´n ~r′,
entonces segu´n las leyes de la electrosta´tica el potencial ele´ctrico en el punto
~r esta´ dado por
φ(~r) =
q
|~r − ~r′| . (11.77)
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Ahora, si se tiene una densidad de carga ρ(~r) en un volumen, V, cada elemento
de carga dq(~r′) = ρ(~r)d~r contribuye al potencial en el punto ~r con
dφ(~r) =
dq(~r′)
|~r − ~r′| =
ρ(~r′)d~r′
|~r − ~r′| , (11.78)
por lo tanto, el potencial total en el punto ~r es
φ(~r) =
∫
d~r′
ρ(~r′)
|~r − ~r′| . (11.79)
Sea α el a´ngulo entre los vectores
~r = r(sin θ cosϕ, sin θ sinϕ, cos θ), ~r′ = r′(sin θ′ cosϕ′, sin θ′ sinϕ′, cos θ′)
tambie´n definamos r< =menor{r, r′}, r> =mayor{r, r′}, entonces
1
|~r − ~r′| =
1√
r2 + r′2 − 2rr′ cosα =
1√
r2> + r
2
< − 2r<r> cosα
=
1
r<
√
1 +
(
r<
r>
)2
− 2
(
r<
r>
)
cosα
=
1
r<
∑
l≥0
(
r<
r>
)l
Pl(cosα)
=
∑
l≥0
l∑
m=−l
4π
2l + 1
1
r<
(
r<
r>
)l
Y ∗lm(θ
′, ϕ′)Ylm(θ, ϕ).
Por lo que
φ(~r) =
∫
d~r′
ρ(~r′)
|~r − ~r′|
=
∫
d~r′ρ(~r′)
(∑
l≥0
l∑
m=−l
4π
2l + 1
1
r<
(
r<
r>
)l
Y ∗lm(θ
′, ϕ′)Ylm(θ, ϕ)
)
=
∑
l≥0
l∑
m=−l
4πYlm(θ, ϕ)
2l + 1
∫
d~r′
1
r<
(
r<
r>
)l
Y ∗lm(θ
′, ϕ′)ρ(~r′). (11.80)
En particular para el potencial exterior, R < r, se tiene
φext(~r) =
∑
l≥0
l∑
m=−l
4π
2l + 1
Qlm
rl+1
Ylm(θ, ϕ),
con
Qlm =
∫
d~r′r′lY ∗lm(θ
′, ϕ′)ρ(~r′). (11.81)
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Si r < r′, se llega a
φext(~r) =
∑
l≥0
l∑
m=−l
4π
2l + 1
rlqlmYlm(θ, ϕ),
con
qlm =
∫
d~r′
1
r′l+1
Y ∗lm(θ
′, ϕ′)ρ(~r′). (11.82)
Entonces, el potencial de cualquier distribucio´n de carga continua se puede
expresar en te´rminos de armo´nicos esfe´ricos.
11.5.1. Esfera cargada
Ahora veamos un problema sencillo que involucre calcular los cofientes Qlm
y qlm.
En cuentre el potencial ele´ctrico de una esfera de radio R que en la superficie
tiene la distribucio´n de carga
σ(θ) = σ0 cos θ, σ0 = constante. (11.83)
Como solo hay carga en el radio R, las distrucio´n de carga se puede escribir
como
ρ(~r) = δ(r −R)σ0 cos θ. (11.84)
Adema´s considerando
Y10(θ, ϕ) =
√
3
4π
P1(cos θ) =
√
3
4π
cos θ (11.85)
se encuentra
ρ(~r) = δ(r −R)σ0
√
4π
3
Y10(θ, ϕ). (11.86)
Introduciendo este resultado en Eq. (11.81) y Eq. (11.82), se encuentra
Qlm =
∫
d~r′r′lY ∗lm(θ
′, ϕ′)δ(r′ − R)σ0
√
4π
3
Y10(θ
′, ϕ′)
= σ0
√
4π
3
∫
dr′r′2r′lδ(r′ −R)
∫
dΩ′Y ∗lm(θ
′, ϕ′)Y10(θ, ϕ)
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=√
4π
3
Rl+2σ0δl1δm0 =
√
4π
3
R3σ0δl1δm0,
qlm =
∫
d~r′
1
r′l+1
Y ∗lm(θ
′, ϕ′)ρ(~r′)
=
∫
dr′r′2
∫
dΩ′
1
r′l+1
Y ∗lm(θ
′, ϕ′)δ(r′ −R)σ0
√
4π
3
Y10(θ
′, ϕ′)
=
√
4π
3
1
Rl−1
σ0δl1δm0 =
√
4π
3
σ0δl1δm0.
Es decir, los u´nicos coeficientes Qlm y qlm diferentes de cero son
Q10 =
√
4π
3
R3σ0, q10 =
√
4π
3
σ0.
Por lo que los potenciales son
φext(r, θ) =
4π
3
Q10Y10(θ, ϕ)
r2
, φint(r, θ) =
4π
3
rq10Y10(θ, ϕ),
es decir
φext(r, θ) =
4πR3σ0
3
cos θ
r2
,
φint(r, θ) =
4π
3
σ0r cos θ =
4π
3
σ0z. (11.87)
11.6. Problemas en magnetismo
Las leyes de la magnetosta´tica nos dicen que si tenemos una densidad de
corriente, ~J, se produce un campo magne´tico ~B que satisface
~∇ · ~B = 0, (11.88)
~∇× ~B = 4π
c
~J. (11.89)
La densidad de corrientes se define como ~J = ρ(~r)~V (~r). Donde ρ(~r) es la den-
sidad de carga y ~V (~r) es la velocidad de las part´ıculas cargadas.
La ecuacio´n ~∇· ~B = 0 implica que existe una funcio´n ~A tal que ~B = ~∇× ~A.
Se puede mostrar que en te´rminos de la corriente ~A esta´ dada por [1]
~A(~r) =
1
c
∫
d~r′
~J(~r′)
|~r − ~r′| . (11.90)
En la siguientes secciones veremos dos ejercicios relacionados con este tema.
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11.6.1. Esfera rotante
Supongamos que tenemos una esfera de radio R con densidad de carga su-
perficial constante σ0. Si la esfera rota con velocidad constante ω, encuentre el
potencial vectorial y el campo magne´tico.
Como solo hay carga en la superficie de la esfera, la densidad de carga es
ρ(~r) = σ0δ(r −R). (11.91)
Supongamos que el eje de rotacio´n esta´ en el eje z, entonces la velocidad de
un punto de la esfera es
~V = R sin θωeˆϕ. (11.92)
Adema´s, sabemos que cualquier vector en dos dimensiones (x, y) se puede es-
cribir como el nu´mero complejo z = x+iy, en particular eˆϕ = (− sinϕ, cosϕ, 0)
se puede escribir como
eˆϕ = − sinϕ+ i cosϕ = i(cosϕ+ i sinϕ) = ieiϕ, (11.93)
entonces
~V = iRω sin θeiϕ. (11.94)
Ahora, de la definicio´n de los armo´nicos esfe´ricos se tiene
Y11(θ, ϕ) = (−)
√
3
8π
sin θeiϕ, (11.95)
de donde
~V = −iRω
√
8π
3
Y11(θ, ϕ). (11.96)
As´ı, la densidad de corriente es
~J = ρ~V = −iRωσ0δ(r −R)
√
8π
3
Y11(θ, ϕ), (11.97)
entonces, si r> =mayor{R, r}, r< =menor{R, r}, el potencial vectorial magne´ti-
co es
~A(~r) =
1
c
∫
d~r′
~J(~r′)
|~r − ~r′| = −
iRωσ0
c
√
8π
3
∫
dr′r′2
∫
dΩ′δ(r′ −R)Y11(θ
′, ϕ′)
|~r − ~r′|
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= −iR
3ωσ0
c
√
8π
3
∫
dΩ′Y11(θ′, ϕ′)
∑
l≥0
l∑
m=−l
4π
2l + 1
rl<
rl+1>
Y ∗lm(θ
′, ϕ′)Ylm(θ, ϕ)
= −iR
3ωσ0
c
√
8π
3
∑
l≥0
l∑
m=−l
4π
2l + 1
rl<
rl+1>
Ylm(θ, ϕ)
∫
dΩ′Y ∗lm(θ
′, ϕ′)Y11(θ′, ϕ′)
= −iR
3ωσ0
c
√
8π
3
∑
l≥0
l∑
m=−l
4π
2l + 1
rl<
rl+1>
Ylm(θ, ϕ)δl1δm1
= −iR
3ωσ0
c
√
8π
3
4π
3
r<
r2>
Y11(θ, ϕ) = −iR
3ωσ0
c
√
8π
3
4π
3
r<
r2>
(−)
√
3
8π
sin θeiϕ
=
R3ωσ0
c
4π
3
r<
r2>
sin θieiϕ =
4πσ0R
3ω
3c
r<
r2>
sin θeˆϕ, (11.98)
de donde
~A(~r) = Aϕeˆϕ, Aϕ =
4πσ0R
3ω
3c
r<
r2>
sin θ. (11.99)
Ocupando la expresio´n del rotacional en coordenadas esfe´ricas Eq. (2.86), se
obtiene el campo magne´tico
Br =
1
sin θ
∂
∂θ
(sin θAϕ) ,
Bθ = −1
r
∂
∂r
(rAϕ) ,
Bϕ = 0. (11.100)
Por lo tanto,
Br =
8πσ0R
3ω
3c
r<
r2>
cos θ (11.101)
Si r < R, se tiene
Bθ(int) = −8πσ0Rω
3c
sin θ, (11.102)
mientras que si r > R, se llega a
Bθ(ext) =
4πσ0R
4ω
3cr3
sin θ. (11.103)
Note que
~Bint = Br(int)eˆr +Bθ(int)eˆθ =
8πσ0Rω
3c
kˆ, (11.104)
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es decir el campo magne´tico en el interior de la esfera es constante y apunta
en la direccio´n del eje de la rotacio´n de la esfera.
Cabe sen˜alar que el nu´cleo de la tierra es meta´lico y tiene cierta carga, por
lo que al girar produce un campo magne´tico. En este sentido la esfera cargada
rotante es un modelo simplificado para explicar el campo magne´tico terrestre.
11.6.2. Anillo de corriente I
Ahora veamos el problema de un anillo circular de radioR por el cual circula
una corriente constante I. Sin perdida de generalidad podemos suponer que
el anillo esta´ en el plano x − y y que su centro esta´ en el origen del sistema
coordenado. Para este sistema la densidad de corriente es
~J(~r) =
I
R
δ(r − R)δ
(
θ − π
2
)
eˆϕ. (11.105)
Ahora, recordemos que cualquier vector en dos dimensiones, (x, y), se puede es-
cribir como un nu´mero complejo, z = x+iy. En particular eˆϕ = (− sinϕ, cosϕ, 0)
se puede reprensentar como eˆϕ = − sinϕ + i cosϕ = i(cosϕ + i sinϕ) = ieiϕ,
por lo que
~J(~r) =
I
R
δ(r −R)δ
(
θ − π
2
)
ieiϕ. (11.106)
Definamos r> =mayor{R, r}, r< =menor{R, r}, entonces el potencial vectorial
es
~A(~r) =
iI
cR
∫
δ(r′ −R)δ (θ′ − π
2
)
eiϕ
′
|~r − r′| r
′2dr′dΩ′
=
iI
cR
∫ (∑
l≥0
l∑
m=−l
4π
2l + 1
rl<
rl+1>
Y ∗lm(θ
′, ϕ′)Ylm(θ, ϕ)
δ(r′ − R)δ
(
θ′ − π
2
)
eiϕ
′
r′2dr′dΩ′
)
=
iI
cR
∑
l≥0
l∑
m=−l
4π
2l + 1
rl<
rl+1>
R2Ylm(θ, ϕ)
∫
Y ∗lm(θ
′, ϕ′)δ
(
θ′ − π
2
)
eiϕ
′
dΩ′.
Ocupando la definicio´n de elemento de a´ngulo so´lido y de los armo´nicos esfe´ri-
cos se tiene ∫
Y ∗lm(θ
′, ϕ′)δ
(
θ′ − π
2
)
eiϕ
′
dΩ′ =
∫ 2π
0
dϕ′Y ∗lm
(π
2
, ϕ′
)
eiϕ
′
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=√
(2l + 1)(l −m)!
4π(l +m)!
Pml
(
cos
π
2
)∫ 2π
0
dϕ′e−imϕ
′
eiϕ
′
=
√
(2l + 1)(l −m)!
4π(l +m)!
Pml (0) 2πδm1
=
√
(2l + 1)(l −m)!
4π(l +m)!
Pml (0) 2πδm1
= Y ∗lm
(π
2
, 0
)
2πδm1. (11.107)
Como m debe cumplir que m ≤ l, entonces l ≥ 1. As´ı, ocupando de nuevo
las definiciones de los armo´nicos esfe´ricos Eq. (10.188) y de los polinomios
asociados de Legendre Eq. (10.180), se encuentra
~A(~r) =
8π2iIR
c
∑
l≥1
1
2l + 1
rl<
rl+1>
Yl1(θ, ϕ)Y
∗
l1
(π
2
, 0
)
=
8π2IR
c
∞∑
l=1
1
2l + 1
rl<
rl+1>
(√
(2l + 1)(l − 1)!
4π(l + 1)!
)2
P 1l (cos θ)P
1
l (0)ie
iϕ
=
2πIR
c
∑
l≥1
(l − 1)!
(l + 1)!
rl<
rl+1>
P 1l (cos θ)P
1
l (0)eˆϕ
=
2πIR
c
∑
l≥1
(2l)!
(2l + 2)!
r2l<
r2l+2>
P 21+1l (cos θ)
(−)l+1(2l + 1)!
22l(l!)2
eˆϕ
=
2πIR
c
∑
l≥1
(−)l+1(2l)!
22l+1(l + 1)!l!
r2l<
r2l+2>
P 21+1l (cos θ)eˆϕ. (11.108)
Por lo tanto, el potencial vectorial solo tiene direccio´n eˆϕ, cuya componente es
Aϕ =
πIR
c
∑
l≥1
(−)l+1(2l)!
22l(l + 1)!l!
r2l<
r2l+2>
P 21+1l (cos θ). (11.109)
Ocupando el rotacional en coordenadas esfe´ricas Eq. (2.86), se encuentra que
el campo magne´tico es
Br =
1
sin θ
∂
∂θ
(sin θAϕ) ,
Bθ = −1
r
∂
∂r
(rAϕ) ,
Bϕ = 0. (11.110)
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Con el cambio de variable u = cos θ se tiene
∂
∂θ
= − sin θ ∂
∂u
,
1
sin θ
∂Aϕ
∂θ
= − ∂
∂u
((1− u2) 12Aϕ) (11.111)
Adema´s, como
P 1l (u) = −(1− u2)
1
2
dPl(u)
du
,
d
du
(
(1− u2)dPl(u)
du
)
+ l(l + 1)Pl(u) = 0,
se llega a
Br =
1
sin θ
∂
∂θ
(sin θAϕ) ,
=
πIR
c
∑
l≥1
(−)l+1(2l)!
22l(l + 1)!l!
r2l<
r2l+2>
(2l + 1)(2l + 2)P 21+1(cos θ)
=
2πIR
c
∑
l≥1
(−)l(2l + 1)!
22l(l!)2
r2l<
r2l+2>
P 21+1(cos θ). (11.112)
Para la componente Bθ, tenemos que si R < r,
Bθ(ext) =
πI
cr
∑
l≥1
(−)l+1(2l + 1)!
22l(l + 1)!l!
(
R
r
)2l+2
P 21+1l (cos θ), (11.113)
mientras que si r < R,
Bθ(int) =
2πI
cr
∑
l≥1
(−)l(2l)!
22l(l!)2
( r
R
)2l+1
P 21+1l (cos θ). (11.114)
11.6.3. Anillo de corriente II
Ahora veremos otra forma de resolver el problema de la seccio´n anterior.
Fuera de la regio´n donde hay corriente ele´ctrica, las ecuaciones de la mag-
netosta´tica son
~∇ · ~B = 0, ~∇× ~B = 0. (11.115)
De la segunda ecuacio´n se deduce que existe una funcio´n, que llamaremos
potencial escalar magne´tico, φm(~r), tal que
~B = −~∇φm(~r). (11.116)
278
Al introducir esta ecuacio´n en ~∇ · ~B = 0 se llega a la ecuacio´n de Laplace
∇2φm(~r) = 0, (11.117)
cuya solucio´n en coordenadas esfe´ricas es Eq. (11.9).
Adema´s, se puede mostrar que si la corriente circula por una curva cerrada
el potencial escalar magne´tico es [2]
φm(~r) =
I
c
∮
a
nˆ′ · (~r − ~r′)
|~r − ~r′|3 da
′. (11.118)
Donde a es el a´rea de la superficie que encierra la curva de corriente y nˆ la
normal a esta superficie.
En algunos caso es ma´s conveniente ocupar el potencial escalar magne´tico
que el potencial vectorial. Por ejemplo, supongamos que tenemos un anillo de
radio R por el cual circula una corriente constante I.
Para resolver este problema pondremos al anillo en el plano x − y y el
centro del anillo en el origen del sistema de referencia coordenado. Claramente
el sistema es invariante bajo rotaciones en el eje z, por lo que el potencial no
depende de ϕ, es decir es de la forma
φm(r, θ) =
∑
l≥0
(
Al
( r
R
)l
+Bl
(
R
r
)l+1)
Pl(cos θ). (11.119)
Adicionalmente, los puntos del disco que encierra el anillo de corriente son de
la forma
~r′ = r′(cosϕ′, sinϕ′, 0) (11.120)
mientras que el vector normal es nˆ′ = kˆ y el elemento de a´rea es da′ = r′dr′dϕ′.
De donde, para un punto ~r = (x, y, z) = r(sin θ cosϕ, sin θ sinϕ, cos θ), el po-
tencial escalar magne´tico Eq. (11.118) es
φm(~r) =
I
c
∫ 2π
0
dϕ′
∫ R
0
r′dr′
kˆ · ((x, y, z)− r′(cosϕ′, sinϕ, 0))(√
r2 + r′2 − 2rr′ sin θ cos(ϕ− ϕ′)
)3 ,
=
I
c
∫ 2π
0
dϕ′
∫ R
0
dr′
zr′(√
r2 + r′2 − 2rr′ sin θ cos(ϕ− ϕ′)
)3 .
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Si θ = 0, es decir, si el punto de observacio´n esta´ sobre el eje z, la integral se
simplifica notablemente y se encuentra
φm(0, 0, z = r) =
I
c
∫ 2π
0
dϕ′
∫ R
0
dr′
rr′(√
r2 + r′2
)3
=
2πIr
c
∫ R
0
dr′
r′(√
r2 + r′2
)3 = 2πIrc
∫ R
0
dr′
d
dr′
( −1√
r2 + r′2
)
=
2πIr
c
( −1√
r2 + r′2
) ∣∣∣R
0
=
−2πIr
c
(
1√
r2 +R2
− 1
r
)
=
2πI
c
+
−2πI
c
r√
r2 +R2
. (11.121)
Ahora, definamos r< =menor{r, R} y r> =mayor{r, R}, entonces ocupando
las propiedades de los polinomios de Legendre, se encuentra
r√
r2 +R2
=
r
r>
1√
1 +
(
r<
r>
)2 = rr>
∑
l≥0
(
r<
r>
)l
Pl(0) =
r
r>
∑
l≥0
(
r<
r>
)2l
P2l(0).
Por lo tanto,
φm(0, 0, r) =
2πI
c
−
∑
l≥0
2πI
c
r
r>
(
r<
r>
)2l
P2l(0). (11.122)
Para el caso r < R se tiene
φm(int)(0, 0, r) =
2πI
c
−
∑
l≥0
2πI
c
r
R
( r
R
)2l
P2l(0) +
2πI
c
=
2πI
c
+
∑
l≥0
(
− 2πI
cR2l+1
P2l(0)
)
r2l+1. (11.123)
Mientras que si R < r se tiene
φm(ext)(0, 0, r) =
2πI
c
−
∑
l≥0
2πI
c
(
R
r
)2l
P2l(0)
=
2πI
c
− 2πI
c
+
∑
l≥1
(
−2πIR
2l
c
P2l(0)
)
1
r2l
=
∑
l≥1
(
−2πIR
2l
c
P2l(0)
)
1
r2l
. (11.124)
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Ahora, segu´n la solucio´n general de la ecuacio´n de Laplace en coordenadas
esfe´ricas, si r < R el potencial debe ser de la forma
φm(int)(r, θ) =
∑
l≥0
Alr
lPl(cos θ). (11.125)
Cuando θ = 0 esta u´ltima ecuacio´n debe ser igual a Eq. (11.123), por lo tanto
considerando que Pl(1) = 1, se llega a
φm(r, θ = 0) =
∑
l≥0
Alr
lPl(1) =
∑
l≥0
A2lr
2lP2l(1) +
∑
l≥0
A2l+1r
2l+1P2l+1(1)
=
2πI
c
+
∑
l≥0
(
− 2πI
cR2l+1
P2l(0)
)
r2l+1. (11.126)
As´ı, los u´nicos coeficientes diferentes de cero son
A0 =
2πI
c
, A2l+1 = − 2πI
cR2l+1
P2l(0). (11.127)
entonces, si r < R se tiene el potencial
φm(int)(r, θ) =
2πI
c
− 2πI
c
∑
l≥0
P2l(0)
( r
R
)2l+1
P2l+1(cos θ). (11.128)
Ahora, segu´n la solucio´n general de la ecuacio´n de Laplace en coordenadas
esfe´ricas, si R < r el potencial debe ser de la forma
φm(ext)(r, θ) =
∑
l≥0
Cl
rl+1
Pl(cos θ). (11.129)
Cuando θ = 0 el potencial Eq. (11.124) debe ser igual a Eq. (11.129), es decir,
φm(ext)(r, θ = 0) =
∑
l≥0
Cl
rl+1
Pl(1) =
∑
l≥0
C2l
r2l+1
+
∑
l≥1
C2l−1
r2l
=
∑
l≥1
(
−2πIR
2l
c
P2l(0)
)
1
r2l
. (11.130)
Por lo tanto,
C2l = 0, C2l−1 = −2πIR
2l
c
P2l(0). (11.131)
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Entonces, si R < r se tiene el potencial
φm(ext)(r, θ) = −2πI
c
∑
l≥1
P2l(0)
(
R
r
)2l
P2l−1(cos θ)
= −2πI
c
∑
l≥0
P2(l+1)(0)
(
R
r
)2(l+1)
P2l+1(cos θ). (11.132)
Adema´s, el campo magne´tico es
~B = −~∇φm(r, θ) = −
(
∂φm(r, θ)
∂r
eˆr +
1
r
∂φm(r, θ)
∂θ
eˆθ
)
, (11.133)
es decir
Br = −∂φm(r, θ)
∂r
, Bθ = −1
r
∂φm(r, θ)
∂θ
, Bϕ = 0. (11.134)
De donde, considerando el valor de P2l(0) y rearreglando te´rminos, se llega a
Br(int) = −
∂φm(int)(r, θ)
∂r
=
2πI
c
∑
l≥0
P2l(0)(2l + 1)
( r
R
)2l+1
P2l+1(cos θ)
=
2πIR
cr
∑
l≥0
(−)l(2l + 1)!
22l(l!)2
r2l+1
R2(l+1)
P2l+1(cos θ),
mientras que
Br(ext) = −
∂φm(ext)(r, θ)
∂r
=
2πI
c
∑
l≥0
P2(l+1)(0)(−)2(l + 1)R
2l+2
r2l+3
P2l+1(cos θ)
=
2πIR
cr
∑
l≥0
(−)l+1(2l + 2)!
22l+2(l + 1)!2
R2l+1
r2l+2
P2l+1(cos θ)
=
2πIR
cr
∑
l≥0
(−)l+1(2l + 2)!(−)2(l + 1)
22l+2(l + 1)!2
R2l+1
r2(l+1)
P2l+1(cos θ)
=
2πIR
cr
∑
l≥0
(−)l(2l + 1)!2(l + 1)2(l + 1)
22l+2(l + 1)!2
R2l+1
r2(l+1)
P2l+1(cos θ)
=
2πIR
cr
∑
l≥0
(−)l(2l + 1)!
22l(l)!2
R2l+1
r2(l+1)
P2l+1(cos θ).
Note que ambas componentes se pueden escribir como
Br =
2πIR
cr
∑
l≥0
(−)l(2l + 1)!
22l(l)!2
r2l+1<
r
2(l+1)
>
P2l+1(cos θ),
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que coincide con Eq. (11.112).
Adicionalmente, consideremos el cambio de variable u = cos θ en la ecua-
cio´n
dPl(cos θ)
dθ
= − sin θdPl(u)
du
= −(1 − u2) 12 dPl(u)
du
= P 1l (u) = P
1
l (cos θ),
por lo que se encuentra
Bθ(int) = −1
r
∂φm(int)(r, θ)
∂θ
=
2πI
cr
∑
l≥0
P2l(0)
(
R
r
)2l+1
P 12l+1(cos θ)
=
2πI
cr
∑
l≥0
(−)l(2l)!
22l(l!)2
(
R
r
)2l+1
P 12l+1(cos θ) (11.135)
y
Bθ(ext) = −1
r
∂φm(ext)(r, θ)
∂θ
=
2πI
cr
∑
l≥0
P2l+2(0)
(
R
r
)2l+2
P 12l+2(cos θ)
=
2πI
cr
∑
l≥0
(−)l+1(2l + 2)!
22l+2(l + 1)!2
(
R
r
)2(l+1)
P 12l+1(cos θ)
=
2πI
cr
∑
l≥0
(−)l+1(2l + 1)!2(l + 1)
22l+2(l + 1)!(l + 1)!
(
R
r
)2(l+1)
P 12l+1(cos θ)
=
πI
cr
∑
l≥0
(−)l+1(2l + 1)!
22l(l + 1)!l!
(
R
r
)2(l+1)
P 12l+1(cos θ). (11.136)
Estos resultados coinciden con los obtenidos en la seccio´n anterior, es decir con
Eqs. (11.113)-(11.114)
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Cap´ıtulo 12
Los Polinomio de Laguerre y el
a´tomo de hidro´geno
En este cap´ıtulo estudiaremos el a´tomo de hidro´geno. Para este problema
son importantes los resultados de cap´ıtulo 10.
12.1. A´tomo de hidro´geno
La ecuacio´n de Schro¨dinger para una part´ıcula en un campo central es
Hˆψ = Eψ, Hˆ =
1
2m
Pˆ 2 + V (r), Pˆ = −i~~∇, (12.1)
es decir (
− ~
2
2m
∇2 + V (r)
)
ψ = Eψ. (12.2)
Anteriormente vimos que las soluciones de la ecuacio´n de Schro¨dinger con
sentido f´ısico forman un conjunto ortonormal. Es decir, si
Hˆψa = Eaψa, y Hˆψb = Ebψb, (12.3)
entonces
< ψa|ψb >= δab, (12.4)
esta propiedad es importante para el desarrollo que haremos posteriormente.
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En coordenadas esfe´ricas el operador Laplaciano es Eq. (10.275)
∇2 = 1
r2
∂
∂r
(
r2
∂
∂r
)
− L
2
r2
, (12.5)
con
L2 = −
(
1
sin θ
∂
∂θ
(
sin θ
∂
∂θ
)
+
1
sin2 θ
∂2
∂ϕ2
)
, (12.6)
donde se cumple
L2Ylm(θ, φ) = l(l + 1)Ylm(θ, φ). (12.7)
Por lo que, para resolver Eq. (12.2) propondremos ψ(r, θ, ϕ) = R(r)Ylm(θ, φ).
Como la funcio´n R(r) solo depende de r, mientras que L2 y Ylm(θ, φ) solo
dependen de los a´ngulos, se encuentra
∇2ψ(r, θ, ϕ) = Ylm(θ, φ)
r2
∂
∂r
(
r2
∂R(r)
∂r
)
−R(r)L
2Ylm(θ, φ)
r2
=
Ylm(θ, φ)
r2
∂
∂r
(
r2
∂R(r)
∂r
)
− R(r)l(l + 1)Ylm(θ, φ)
r2
= Ylm(θ, ϕ)
(
1
r2
∂
∂r
(
r2
∂R(r)
∂r
)
− l(l + 1)R(r)
r2
)
,
entonces
Hˆψ(r, θ, ϕ) = − ~
2
2m
∇2ψ(r, θ, ϕ) + V (r)ψ(r, θ, ϕ)
= Ylm(θ, ϕ)
(
− ~
2
2m
[
1
r2
∂
∂r
(
r2
∂R(r)
∂r
)
− l(l + 1)R(r)
r2
]
+ V (r)R(r)
)
= Eψ(r, θ, ϕ) = Ylm(θ, φ)ER(r).
As´ı, la ecuacio´n a resolver es
− ~
2
2m
(
1
r2
∂
∂r
(
r2
∂R(r)
∂r
)
− l(l + 1)R(r)
r2
)
+ V (r)R(r) = ER(r), (12.8)
como solo hay dependencia en la variable r tenemos
1
r2
d
dr
(
r2
dR(r)
dr
)
− l(l + 1)
r2
R(r)− 2m
~2
V (r)R(r) +
2mE
~2
R(r) = 0.
Para facilitar los ca´lculos haremos el cambio de variable
ρ = αr,
d
dr
= α
d
∂ρ
, α = 2
√
−2mE
~2
, (12.9)
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de donde
1
ρ2
d
dρ
(
ρ2
dR(ρ)
dρ
)
− l(l + 1)
ρ2
R(ρ)− 2m
~2α2
V (ρ)R(ρ)− 1
4
R(ρ) = 0. (12.10)
Supongamos que tenemos un potencial que cerca del origen a lo ma´s diverge
como V (ρ) ≈ ρ−1 y en infinito tiende a cero. Entonces cerca del origen Eq.
(12.10) tiene la forma asinto´tica
1
ρ2
d
dρ
(
ρ2
dR(ρ)
dρ
)
− l(l + 1)
ρ2
R(ρ) ≈ 0. (12.11)
Para resolver esta ecuacio´n proponemos R(ρ) = Aργ , con A una constante. Al
sustituir esta propuesta en Eq. (12.11) se encuentra
(γ(γ + 1)− l(l + 1)) ργ = 0,
lo cual implica
(γ(γ + 1)− l(l + 1)) = γ2 − l2 + γ − l = (γ + l) (γ − l) + γ − l
= (γ − l) (γ + l + 1) = 0. (12.12)
As´ı, los posibles valores de γ son l y −(l + 1), es decir
R(ρ) ≈ Aρl o R(ρ) ≈ Aρ−(l+1). (12.13)
La funcio´n de onda debe ser finita, de lo contrario no puede ser normalizada,
por lo que si r ≪ 1, la u´nica solucio´n aceptable es
R(ρ) ≈ Aρl, ρ≪ 1. (12.14)
Si V (ρ) es tal que V (ρ)→ 0 cuando ρ→∞, en esta caso la ecuacio´n asinto´tica
es
1
ρ2
d
dρ
(
ρ2
dR(ρ)
dρ
)
− 1
4
R(ρ) =
d2R(ρ)
dρ2
+
2
ρ
dR(ρ)
dρ
− 1
4
R(ρ)
≈ d
2R(ρ)
dρ2
− 1
4
R(ρ) ≈ 0,
que tiene las soluciones,
R(ρ) ≈ Be− ρ2 , R(ρ) ≈ Ce ρ2 , B, C = constante.
Debido a que la funcio´n de onda debe ser normalizada, la u´nica solucio´n con
sentido es
R(ρ) ≈ Be− ρ2 , ρ≫ 1. (12.15)
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Entonces propondremos como solucio´n
R(ρ) = ρle−
ρ
2u(ρ). (12.16)
Note que u(ρ) debe ser una funcio´n tal que R(ρ≪ 1) ≈ Aρl, esto implica que
u(0) = a0 6= 0. Adema´s, si ρ→∞ debe ocurrir que e− ρ2u(ρ)→ 0, por lo tanto
en infinito la funcio´n u(ρ) debe ser dominada por e−
ρ
2 .
Para el caso particular del potencial de Coulomb
V (r) = −e
2Z
r
= −e
2Zα
ρ
, (12.17)
definiendo
λ =
2me2Z
~2α
=
e2Z
~
√
−m
2E
(12.18)
Eq. (12.10) toma la forma
d2R(ρ)
dρ2
+
2
ρ
dR(ρ)
dρ
+
(
λ
ρ
− l(l + 1)
ρ2
− 1
4
)
R(ρ) = 0. (12.19)
Antes de ocupar la propuesta de solucio´n Eq. (12.16) notemos que
d
dρ
(
ρle−
ρ
2
)
= lρl−1e−
ρ
2 − 1
2
ρle−
ρ
2 = ρle−
ρ
2
(
l
ρ
− 1
2
)
,
de donde
d2
dρ2
(
ρle−
ρ
2
)
=
d
dρ
(
ρle−
ρ
2
(
l
ρ
− 1
2
))
=
[
d
dρ
(
ρle−
ρ
2
)]( l
ρ
− 1
2
)
+ ρle−
ρ
2
(
− l
ρ2
)
= ρle−
ρ
2
(
l
ρ
− 1
2
)2
− ρle− ρ2
(
l
ρ2
)
= ρle−
ρ
2
((
l
ρ
− 1
2
)2
− l
ρ2
)
= ρle−
ρ
2
(
l2 − l
ρ2
− l
ρ
+
1
4
)
.
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Entonces, considerando que (fg)′ = f ′g + fg′ y (fg)′′ = f ′′g + 2f ′g′ + fg′′ se
llega a
dR(ρ)
dρ
=
d
dρ
((
ρle−
ρ
2
)
u(ρ)
)
= ρle−
ρ
2
du(ρ)
dρ
+
d
dρ
(
ρle−
ρ
2
)
u(ρ)
= ρle−
ρ
2
du(ρ)
dρ
+ ρle−
ρ
2
(
l
ρ
− 1
2
)
u(ρ) = ρle−
ρ
2
(
du(ρ)
dρ
+
(
l
ρ
− 1
2
)
u(ρ)
)
y
d2R(ρ)
dρ2
=
d2
(
ρle−
ρ
2
)
dρ2
u(ρ) + 2
d
(
ρle−
ρ
2
)
dρ
du(ρ)
dρ
+ ρle−
ρ
2
d2u(ρ)
dρ2
= ρle−
ρ
2
(
l2 − l
ρ2
− l
ρ
+
1
4
)
u(ρ) + 2ρle−
ρ
2
(
l
ρ
− 1
2
)
du(ρ)
dρ
+ρle−
ρ
2
d2u(ρ)
dρ2
= ρle−
ρ
2
(
d2u(ρ)
dρ2
+ 2
(
l
ρ
− 1
2
)
du(ρ)
dρ
+
(
l2 − l
ρ2
− l
ρ
+
1
4
)
u(ρ)
)
.
Introduciendo estos resultados en Eq. (12.19) se obtiene
ρle−
ρ
2
(
d2u(ρ)
dρ2
+ 2
(
l
ρ
− 1
2
)
du(ρ)
dρ
+
(
l2 − l
ρ2
− l
ρ
+
1
4
)
u(ρ)
)
+ρle−
ρ
2
2
ρ
(
du(ρ)
dρ
+
(
l
ρ
− 1
2
)
u(ρ)
)
+ρle−
ρ
2
(
λ
ρ
− l(l + 1)
ρ2
− 1
4
)
u(ρ) = 0,
por lo que
d2u(ρ)
dρ2
+ 2
(
l + 1
ρ
− 1
2
)
du(ρ)
dρ
+
(
l2 + l
ρ2
− l(l + 1)
ρ2
+
λ− (l + 1)
ρ
)
u(ρ) = 0,
es decir la ecuacio´n que debe satisfacer u(ρ) es
d2u(ρ)
dρ2
+
(
2(l + 1)
ρ
− 1
)
du(ρ)
dρ
+
(
λ− (l + 1)
ρ
)
u(ρ) = 0. (12.20)
Para resolver esta ecuacio´n propondremos la serie
u(ρ) =
∑
n≥0
anρ
n, u(0) = a0 6= 0,
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que debe cumplir u(0) = a0 6= 0 y si ρ→∞, entonces u(ρ)e− ρ2 → 0.
Para la propuesta de solucio´n se tiene
u(ρ)
ρ
=
∑
n≥0
anρ
n−1,
du(ρ)
dρ
=
∑
n≥0
annρ
n−1,
d2u(ρ)
d2ρ
=
∑
n≥0
ann(n− 1)ρn−2,
entonces
d2u(ρ)
dρ2
+
2(l + 1)
ρ
du(ρ)
dρ
=
∑
n≥0
ann (n− 1 + 2l + 2) ρn−2
=
∑
n≥1
ann (n+ 2l + 1) ρ
n−2
=
∑
n≥0
an+1(n+ 1) (n+ 2l + 2) ρ
n−1,
−du(ρ)
dρ
+
(
λ− (l + 1)
ρ
)
u(ρ) =
∑
n≥0
an(λ− (n+ l + 1))ρn−1.
Considerando estos resultados en Eq. (12.20) se encuentra∑
n≥0
(
an+1(n+ 1) (n + 2l + 2) + an(λ− (n + l + 1))
)
ρn−1 = 0,
as´ı
an+1(n+ 1) (n + 2l + 2) + an(λ− (n+ l + 1)) = 0,
que implica
an+1
an
=
n+ l + 1− λ
(n+ 1) (n+ 2l + 2)
. (12.21)
Si ρ → ∞ los te´rminos que contribuyen son los ma´s grandes, es decir los que
cumplen n≫ 1, en este caso se encuentra
an+1
an
≈ n
nn
=
1
n
.
Note que cuando n es muy grande la serie exponencial
eρ =
∑
n≥0
bnρ
n, bn =
1
n!
,
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tiene un comportamiento similar
bn+1
bn
=
1
n + 1
≈ 1
n
.
Por lo que si ρ → ∞, entonces u(ρ) → eρ. Este comportamiento no es per-
mitido pues si ρ → ∞, entonces u(ρ)e− ρ2 → ∞. Para que u(ρ) no tenga ese
comportamiento, no dejaremos que su serie pueda tomar valores grandes de
n. Esto quiere decir que u(ρ) no puede ser una serie, sino un polinomio. As´ı,
despue´s de cierto nu´mero todos los coeficientes de la serie deben ser nulos. De
la relacio´n Eq. (12.21) es claro que esto se logra si despue´s de cierto nu´mero
an+1 = 0, que se cumple solo si
n+ l + 1− λ = 0. (12.22)
Considerando la definicio´n de λ dada en Eq. (12.18), se encuentra
Enl = −
(
Zme2
2~2
)
Ze2
(n + l + 1)2
. (12.23)
Adema´s, introduciendo Eq. (12.22) en Eq. (12.20) se llega a
d2u(ρ)
dρ2
+
(
2(l + 1)
ρ
− 1
)
du(ρ)
dρ
+
n
ρ
u(ρ) = 0. (12.24)
Definamos ρ = x, β = 2l+1, u(x) = Lβn(x), entonces Eq. (12.24) toma la forma
d2Lβn(x)
dx2
+
(
β + 1
x
− 1
)
dLβn(x)
dx
+
n
x
Lβn(x) = 0, (12.25)
esta es la llamada ecuacio´n de Laguerre, que tambie´n se puede escribir como
x
d2Lβn(x)
dx2
+ (β + 1− x) dL
β
n(x)
dx
+ nLβn(x) = 0. (12.26)
Supongamos que tenemos una solucio´n, Lβn(x), de Eq. (12.25) y definamos la
funcio´n
fβn (x) =
1
n+ 1
(
x
dLβn(x)
dx
+ (n+ β + 1− x)Lβn(x)
)
. (12.27)
Considerando Eq. (12.26) se tiene
dfβn (x)
dx
=
1
n+ 1
[
x
d2Lβn(x)
dx2
+
dLβn(x)
dx
− Lβn(x) + (n+ β + 1− x)
dLβn(x)
dx
]
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=
1
n+ 1
[
x
d2Lβn(x)
dx2
+ (β + 1− x) dL
β
n(x)
dx
+ (n + 1)
dLβn(x)
dx
− Lβn(x)
]
=
1
n+ 1
[
(n+ 1)
dLβn(x)
dx
− (n + 1)Lβn(x)
]
=
dLβn(x)
dx
− Lβn(x),
d2fβn (x)
dx2
=
d2Lβn(x)
dx2
− dL
β
n(x)
dx
.
Por lo que
x
d2fβn (x)
dx2
+ (β + 1− x) df
β
n (x)
dx
= x
d2Lβn(x)
dx2
− xdL
β
n(x)
dx
+ (β + 1− x)
(
dLβn(x)
dx
− Lβn(x)
)
= x
d2Lβn(x)
dx2
+ (β + 1− x) dL
β
n(x)
dx
− xdL
β
n(x)
dx
− (β + 1− x)Lβn(x)
= −nLβn(x)− x
dLβn(x)
dx
− (β + 1− x)Lβn(x)
= −
(
x
dLβn(x)
dx
+ (β + n + 1− x)Lβn(x)
)
= −(n + 1)fβn (x),
es decir
d2fβn (x)
dx2
+ (β + 1− x) df
β
n (x)
dx
+ (n+ 1)fβn (x) = 0.
Esto nos indica que si Lβn(x) es solucio´n de la ecuacio´n de Laguerre, entonces
fβn (x) tambie´n es solucio´n de la ecuacio´n de Laguerre donde se ha cambiado n
por n+ 1. As´ı podemos llamar Lβn+1(x) a f
β
n (x), es decir
Lβn+1(x) =
1
n + 1
(
x
dLβn(x)
dx
+ (n + β + 1− x)Lβn(x)
)
. (12.28)
Esta relacio´n es muy u´til, pues nos dice que basta resolver un caso para obtener
todos los dema´s.
Claramente el caso ma´s sencillo de la ecuacio´n de Laguerre es cuando n = 0,
donde Eq. (12.25) toma la forma
d2Lβ0 (x)
dx2
+
(
β + 1
x
− 1
)
dLβ0 (x)
dx
= 0. (12.29)
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Definiendo U(x) =
dLβ0 (x)
dx
se tiene la ecuacio´n
dU(x)
dx
+
(
β + 1
x
− 1
)
U(x) = 0, (12.30)
cuya solucio´n es
U(x) = A
ex
xβ+1
, A = constante. (12.31)
Si A 6= 0, esta solucio´n no es un polinomio, por lo que no nos ayuda a resolver
el problema del a´tomo de Hidro´geno. As´ı el u´nico caso que podemos tomar es
U(x) = 0, que implica Lβ0 (x) = constante, tomaremos
Lβ0 (x) = 1. (12.32)
En general los polinomios de Laguerre tienen la forma
Lβn(x) =
exx−β
n!
dn
dxn
(
e−xxn+β
)
. (12.33)
Probaremos esta afirmacio´n por induccio´n, es claro que se cumple la igual-
dad para el caso n = 0. Para el paso inductivo supondremos Eq. (12.33) y
mostraremos que se cumple
exx−β
(n + 1)!
dn+1
dxn+1
(
e−xx(n+1)+β
)
= Lβn+1(x), (12.34)
en esta demostracio´n ocuparemos la igualdad
dn
dxn
(AB) =
n∑
k=0
Cnk
(
dn−kA
dxn−k
)(
dkB
dxk
)
, Cnk =
n!
k!(n− k)! . (12.35)
Tomando en cuenta Eq. (12.35) y Eq. (12.28) se encuentra
exx−β
(n+ 1)!
dn+1
dxn+1
(
e−xxn+1+β
)
=
exx−β
(n+ 1)n!
dn+1
dxn+1
(
xe−xxn+β
)
=
exx−β
(n + 1)n!
(
x
dn+1
dxn+1
(
e−xxn+β
)
Cn+10 +
dn
dxn
(
e−xxn+β
)
Cn+11
)
=
exx−β
(n + 1)
x
d
dx
(
e−xxβ
exx−β
n!
dn
dxn
(
e−xxn+β
))
+
1
n+ 1
exx−β
n!
dn
dxn
(
e−xxn+β
) (n+ 1)!
n!
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=
exx−β
(n + 1)
x
d
dx
(
e−xxβLβn(x)
)
+ Lβn(x)
=
exx−β
(n + 1)
x
(
(−)e−xxβLβn(x) + βxβ−1e−xLβn(x) + xβe−x
dLβn(x)
dx
)
+Lβn(x)
=
1
n + 1
(
x
dLβn(x)
dx
+ (n + 1 + β − x)Lβn(x)
)
= Lβn+1(x),
en el u´ltimo paso se uso´ la igualdad Eq. (12.28). Por lo tanto, Eq. (12.33) se
cumple para cualquier n.
Ahora veamos la forma expl´ıcita de los polinomio de Laguerre, para ello
recordemos que, si n < m,
dnxm
dxn
=
m!
(m− n)!x
m−n. (12.36)
Ocupando esta igualdad y Eq. (12.35) se llega a
Lβn(x) =
exx−β
n!
dn
dxn
(
e−xxn+β
)
=
exx−β
n!
n∑
k=0
Cnk
(
dn−kxn+β
dxn−k
)(
dke−x
dxk
)
=
exx−β
n!
n∑
k=0
Cnk
(n+ β)!
[(n+ β)− (n− k)]!(−)
kxn+β−(n−k)e−x
=
n∑
k=0
(n+ β)!
k!(n− k)!(k + β)!(−x)
k, (12.37)
es decir,
Lβn(x) =
n∑
k=0
(n + β)!
k!(n− k)!(k + β)!(−x)
k. (12.38)
12.2. Funcio´n de onda
Reuniendo los resultados de la seccio´n anterior, encontramos que la funcio´n
de onda del a´tomo de hidro´geno es
ψnlm(ρ, θ, ϕ) = Aρ
lL2l+1n (ρ)e
− ρ
2Ylm(θ, ϕ),
Enl = − Ze
2
aRB(n+ l + 1)2
, aRB =
2~2
Zme2
, (12.39)
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con A una constante de normalizacio´n. Definiendo N = n + l + 1, la funcio´n
de onda toma la forma
ψNlm(ρ, θ, ϕ) = Aρ
lL2l+1N−(l+1)(ρ)e
− ρ
2Ylm(θ, ϕ), A = constante,
EN = − Ze
2
aRBN2
, N = n + l + 1.
Note que el valor mı´nimo que puede tomar l es cero y el ma´ximo valor que
puede tomar es N −1. Ahora, como por cada valor de l hay (2l+1) valores de
m que dan el mismo valor propio l, el nu´mero de funciones propias que dan el
mismo valor N es
N−1∑
l=0
(2l + 1) = N2. (12.40)
Este es el grado de degeneracio´n del a´tomo de hidro´geno.
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Cap´ıtulo 13
Ecuacio´n de Helmholtz
En este cap´ıtulo estudiaremos la ecuacio´n de Helmholtz y sus soluciones en
coordenadas esfe´ricas.
13.1. El origen de la ecuacio´n Helmholtz
La ecuacio´n de Helmholtz es(∇2 + k2)φ(r, θ, ϕ) = 0, (13.1)
con k una constante real. Esta ecuacio´n surge en diferentes contextos, por
ejemplo la ecuacio´n de Schro¨dinger libre es
− ~
2
2m
∇2ψ(x, y, z) = Eψ(x, y, z), (13.2)
que se puede escribir como
(∇2 + k2)ψ(x, y, z) = 0, k2 = 2mE
~2
. (13.3)
Adema´s, la ecuacio´n de onda es(
∇2 − 1
c2
∂2
∂t2
)
Ψ(x, y, z, t) = 0, (13.4)
si proponemos soluciones de la forma Ψ(x, y, t) = eiωtψ(x, y), se obtiene
(∇2 + k2)ψ(x, y, z) = 0, k2 = ω2
c2
. (13.5)
Primero estudiaremos el caso de dos dimensiones en coordenas polares y poste-
riormente estudiaremos el caso en tres dimensiones con coordenadas esfe´ricas.
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13.2. Ecuacio´n de Helmholtz en dos dimensio-
nes
La ecuacio´n de Helmholtz en dos dimensiones en coordenadas polares es
(∇22D + k2)φ(r, θ) = 1r ∂∂r
(
r
∂ψ(r, θ)
∂r
)
+
1
r2
∂2ψ(r, θ)
∂θ2
+ k2ψ(r, θ) = 0.(13.6)
Para resolver esta ecuacio´n supongamos que ψ(r, θ) es de la forma
ψ(r, θ) = R(r)Θ(θ),
de donde
(∇22D + k2)φ(r, θ) = Θ(θ)r ∂∂r
(
r
∂R(r)
∂r
)
+
R(r)
r2
∂2Θ(θ)
∂θ2
+ k2R(r)Θ(θ) = 0,
por lo que
r2 (∇22D + k2)φ(r, θ)
R(r)Θ(θ)
=
r2
rR(r)
∂
∂r
(
r
∂R(r)
∂r
)
+
1
Θ(θ)
∂2Θ(θ)
∂θ2
+ k2r2 = 0. (13.7)
As´ı,
∂
∂θ
(
r2 (∇22D + k2)φ(r, θ)
R(r)Θ(θ)
)
=
∂
∂θ
(
1
Θ(θ)
∂2Θ(θ)
∂θ2
)
= 0,
entonces se debe cumplir la ecuacio´n
1
Θ(θ)
∂2Θ(θ)
∂θ2
= −ν2, ν = constante, (13.8)
es decir
∂2Θ(θ)
∂θ2
= −ν2Θ(θ), (13.9)
cuya solucio´n es
Θ(θ) = aνe
iνθ + bνe
−iνθ. (13.10)
Ahora, sustituyendo Eq. (13.8) en Eq. (13.7) se encuentra
r2
rR(r)
∂
∂r
(
r
∂R(r)
∂r
)
− ν2 + k2r2 = 0, (13.11)
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que se puede escribir como
1
r
∂
∂r
(
r
∂R(r)
∂r
)
+
(
k2 − ν
2
r2
)
R(r) = 0. (13.12)
Con el cambio de variable ζ = kr se obtiene
∂2R(ζ)
∂ζ2
+
1
ζ
∂R(ζ)
∂ζ
+
(
1− ν
2
ζ2
)
R(ζ) = 0, (13.13)
que es la ecuacio´n de Bessel, as´ı,
R(r) = AνkJν(kr) +BνkJ−ν(kr). (13.14)
Por lo tanto, las soluciones de la ecuacio´n de Helmholtz en dos dimensiones
son de la forma
ψ(r, θ) = (AνkJν(kr) +BνkJ−ν(kr))
(
aνe
iνθ + bνe
−iνθ) . (13.15)
Los coeficientes Aνk, Bνk, aν , bν dependen de las condiciones de borde del pro-
blema. Por ejemplo, si ψ(r, θ) debe ser finito en el r = 0, se tiene que Bνk = 0.
En ese caso las soluciones toman la forma
ψ(r, θ) = Jν(kr)
(
Cνke
iνθ +Dνke
−iνθ) . (13.16)
Para muchos problemas es importante que ψ(r, θ) sea una funcio´n univaluada.
As´ı, como (r, θ) y (r, θ + 2π) representan el mismo punto, se debe cumplir
ψ(r, θ + 2π) = ψ(r, θ), (13.17)
de donde
Θ(θ + 2π) = Aνe
iν(θ+2π) +Bνe
−iν(θ+2π) = Θ(θ) = Aνeiνθ +Bνe−iνθ, (13.18)
que induce
ei2πν = 1. (13.19)
Por lo tanto, ν debe ser un nu´mero natural n. Por lo que, en este caso las
soluciones son de la forma
ψkn(r, θ) = Jn(kr)
(
Cnke
inθ +Dnke
−inθ) . (13.20)
Si el sistema esta´ restringido a un disco de radio R˜, se deben poner la condicio´n
de borde
ψ(R˜, θ) = 0, (13.21)
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que implica
Jn(kR˜) = 0. (13.22)
As´ı, kR˜ debe ser una ra´ız de Bessel, λnm = kR˜, es decir,
k =
λnm
R˜
(13.23)
y las soluciones son de la forma
ψnm(r, θ) = Jn
(
λnmr
R˜
)(
Cnme
inθ +Dnme
−inθ) . (13.24)
La solucio´n ma´s general es
ψ(r, θ) =
∑
n≥0
∑
m≥0
Jn
(
λnmr
R˜
)(
Cnme
inθ +Dnme
−inθ) . (13.25)
Note que para la ecuacio´n de onda en dos dimensiones Eq. (13.5) la restriccio´n
Eq. (13.23) implica que las u´nicas frecuencias permitidas son
ωnm =
cλnm
R˜
. (13.26)
Mientras que para la ecuacio´n de Schro¨dinger en dos dimensiones Eq. (13.3)
la restriccio´n Eq. (13.23) implica que las u´nicas energ´ıas permitidas son
Enm =
~
2
2m
(
λnm
R˜
)2
. (13.27)
13.3. Ecuacio´n de Helmholtz en tres dimen-
siones
Ocupando coordenadas esfe´ricas la ecuacio´n de Helmholtz Eq. (13.1) toma
la forma (
1
r2
∂
∂r
(
r2
∂φ(r, θ, ϕ)
∂r
)
− L
2φ(r, θ, ϕ)
r2
+ k2φ(r, θ, ϕ)
)
= 0,
L2 = −
(
1
sin θ
∂
∂θ
(
sin θ
∂
∂θ
)
+
1
sin2 θ
∂2
∂ϕ2
)
,
con L2Ylm(θ, φ) = l(l + 1)Ylm(θ, φ). Por lo que, para resolver Eq. (13.1) pro-
pondremos la funcio´n φ(r, θ, ϕ) = R(r)Ylm(θ, φ). Como la funcio´n R(r) solo
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depende de r mientras que L2 y Ylm(θ, φ) solo dependen de los a´ngulos, la
ecuacio´n de Helmholtz toma la forma(∇2 + k2)φ(r, θ, ϕ)
= Ylm(θ, φ)
(
1
r2
∂
∂r
(
r2
∂R(r)
∂r
)
− l(l + 1)R(r)
r2
+ k2R(r)
)
= 0,
es decir se debe resolver la ecuacio´n(
1
r2
∂
∂r
(
r2
∂R(r)
∂r
)
− l(l + 1)R(r)
r2
+ k2R(r)
)
= 0. (13.28)
Tomaremos la propuesta R(r) = u(r)√
r
, de donde
dR(r)
dr
=
d
dr
(
u(r)√
r
)
=
1√
r
du(r)
dr
− 1
2r
√
r
u(r)
=
1√
r
(
du(r)
dr
− 1
2r
u(r)
)
,
r2
dR(r)
dr
= r2
d
dr
(
u(r)√
r
)
=
1√
r
(
r2
du(r)
dr
− r
2
u(r)
)
,
d
dr
(
r2
dR(r)
dr
)
=
d
dr
(
r2
d
dr
(
u(r)√
r
))
=
1√
r
(
r2
d2u(r)
dr2
+ r
du(r)
dr
− 1
4
u(r)
)
.
Considerando estos resultados en Eq. (13.28) se llega a
1
r2
√
r
(
r2
d2u(r)
dr2
+ r
du(r)
dr
− 1
4
u(r)
)
− 1
r2
√
r
l(l + 1)u(r) +
1√
r
k2u(r) = 0,
que se puede escribir como
r2
d2u(r)
dr2
+ r
du(r)
dr
+
(
k2r2 −
(
l +
1
2
)2)
u(r) = 0
con los cambios de variable z = kr y ν = l + 1
2
se tiene
z2
d2u(z)
dz2
+ z
du(z)
dz
+
(
z2 − ν2) u(z) = 0, ν = l + 1
2
(13.29)
que es la ecuacio´n de Bessel Eq. (5.2) de orden ν = l + 1
2
. Por lo que las
soluciones son combinaciones lineales de las funciones
Jl+ 1
2
(kr), J−(l+ 12)
(kr). (13.30)
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En lugar de J−(l+ 12)
(kr) podemos tomar las funciones de Nuemman Nl+ 1
2
(kr).
Adema´s, usando la definicio´n de R(r) y de las funciones esfe´ricas de Bessel
Eqs. (5.46)- (5.47) se tiene
Rl(r) = aljl(kr) + blnl(kr). (13.31)
Por lo tanto, las soluciones de la ecuacio´n de Helmholtz son de la forma
φlm(r, θ, ϕ) = (almjl(kr) + blmnl(kr))Ylm(θ, ϕ) (13.32)
y la solucio´n general es
φ(r, θ, ϕ) =
∑
l≥0
m=l∑
m=−l
(almjl(kr) + blmnl(kr))Ylm(θ, ϕ). (13.33)
13.4. Aplicaciones
Una part´ıcula cua´ntica esta´ encerrada en una esfera de radio R, encuentre
la funcio´n de onda del sistema.
En en este caso la funcio´n de onda es
− ~
2
2m
∇2ψ = Eψ, (13.34)
de donde
(∇2 + k2)ψ = 0, k2 = 2mE
~2
, (13.35)
que es la ecuacio´n de Helmholtz. Como la probabilidad de encontrar la part´ıcu-
la dentro de la esfera debe ser finita y las funciones de Neumman divergen en
el origen, las soluciones aceptables son de la forma jl(kr). Adema´s, la funcio´n
de onda se debe anular en la frontera, por lo que
jl(kR) = 0, (13.36)
de donde kR = λln, con λln una ra´ız de la funcio´n esfe´rica de Bessel de orden
l. Considerando la definicio´n de k, las energ´ıas permitidas son
Eln =
~
2λ2ln
2mR2
, (13.37)
mientras que las funciones de onda son
ψlmn(r, θ, ϕ) = jl
(
λlnr
R
)
Ylm(θ, ϕ). (13.38)
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13.5. Desarrollo en ondas parciales
Claramente la funcio´n φ(~r) = ei
~k·~r es solucio´n a la ecuacio´n de Helmholtz
Eq. (13.1). Por lo que esta funcio´n se debe poder expresar en te´rminos de
las funciones esfe´ricas de Bessel y los armo´nicos esfe´ricos. Para probar esta
afirmacio´n el resultado fundamental es la integral
∫ 1
−1
dzeiαzPl(z) =
(
2π
α
) 1
2
(i)lJl+ 1
2
(α). (13.39)
Antes de mostrar esta igualdad es conveniente considerar las identidades
dJν(dz)
z
=
1
2
(Jν−1(z)− Jν+1(z)) , (13.40)
Jν(z)
z
=
1
2ν
(Jν−1(z) + Jν+1(z)) (13.41)
las cuales se deducen de Eqs. (5.36)-(5.37). Otro resultado de utilidad es
(2l + 1)
(
Jl+ 1
2
(α)
2α
−
∂Jl+ 1
2
(α)
∂α
)
=
(
(l + 1)Jl+ 3
2
(α)− lJl− 1
2
(α)
)
, (13.42)
que se obtiene de Eqs. (13.40)-(13.41), en efecto
(2l + 1)
(
Jl+ 1
2
(α)
2α
−
∂Jl+ 1
2
(α)
∂α
)
= (2l + 1)
(
1
2 · 2 (l + 1
2
) (Jl− 1
2
(α) + Jl+ 3
2
(α)
)
− 1
2
(
Jl− 1
2
(α)− Jl+ 3
2
(α)
))
=
(2l + 1)
2
[
1
(2l + 1)
(
Jl− 1
2
(α) + Jl+ 3
2
(α)
)
−
(
Jl− 1
2
(α)− Jl+ 3
2
(α)
)]
=
(2l + 1)
2(2l + 1)
[(
Jl− 1
2
(α) + Jl+ 3
2
(α)
)
− (2l + 1)
(
Jl− 1
2
(α)− Jl+ 3
2
(α)
)]
=
1
2
(
2(l + 1)Jl+ 3
2
(α)− 2lJl− 1
2
(α)
)
=
(
(l + 1)Jl+ 3
2
(α)− lJl− 1
2
(α)
)
.
Primero, mostremos la igualdad Eq. (13.39) para l = 0,∫ 1
−1
dzeiαzP0(z) =
∫ 1
−1
dzeiαz =
1
iα
eiα
∣∣∣∣
1
−1
=
eiα − e−iα
iα
=
(
2π
α
) 1
2 ( α
2π
) 1
2 2
α
eiα − e−iα
2i
301
=(
2π
α
) 1
2
(
2
πα
) 1
2
sinα
=
(
2π
α
) 1
2
J 1
2
(α), (13.43)
es decir
∫ 1
−1
dzeiαzP0(z) =
(
2π
α
) 1
2
J 1
2
(α). (13.44)
Para el caso l = 1 tenemos∫ 1
−1
dzeiαzP1(z) =
∫ 1
−1
dzeiαzz = (−i) ∂
∂α
(∫ 1
−1
dzeiαz
)
= (−i) ∂
∂α
((
2π
α
) 1
2
J 1
2
(α)
)
= (−i)
[
(2π)
1
2
(−)
2α
3
2
J 1
2
(α) +
(
2π
α
) 1
2 ∂J 1
2
(α)
∂α
]
= (−i)
(
2π
α
) 1
2
[
−
J 1
2
(α)
2α
+
∂J 1
2
(α)
∂α
]
, (13.45)
considerando Eqs. (13.40)-(13.41) se tiene
∫ 1
−1
dzeiαzP1(z) = (−i)
(
2π
α
) 1
2
[
− 1
2
(
J− 1
2
(α) + J 3
2
(α)
)
+
1
2
(
J− 1
2
(α)− J 3
2
(α)
)]
= (i)
(
2π
α
) 1
2
J 3
2
(α) (13.46)
Para probar que Eq. (13.39) es va´lida para cualquier l ocuparemos el principio
de induccio´n fuerte. Es decir, supondremos que la igualdad Eq. (13.39) es va´lida
para l y tambie´n para todos los valores menores que l, entonces probaremos
que se cumple
∫ 1
−1
dzeiαzPl+1(z) =
(
2π
α
) 1
2
(i)l+1Jl+ 3
2
(α). (13.47)
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Antes de iniciar la prueba, notemos que la identidad Eq. (10.219) se puede
escribir como
Pl+1(z) =
1
l + 1
[(2l + 1)zPl(z)− lPl−1(z)] . (13.48)
Entonces, recurriendo a la identidad Eq. (13.42) y tomando en cuenta que
−(i)l−1 = (i)l+1, se llega a∫ 1
−1
dzeiαzPl+1(z) =
1
l + 1
∫ 1
−1
dzeiαz [(2l + 1)Pl(z)− lPl−l(z)]
=
1
l + 1
∫ 1
−1
dzeiαz [(2l + 1)zPl(z)− lPl−l(z)]
=
1
l + 1
[
(2l + 1)
∫ 1
−1
dzeiαzzPl(z)− l
∫ 1
−1
dzeiαzPl−l(z)
]
=
1
l + 1
[
(2l + 1)(−i) ∂
∂α
(∫ 1
−1
dzeiαzPl(z)
)
− l
(
2π
α
) 1
2
(i)l−1Jl− 1
2
(α)
]
=
1
l + 1
[
(2l + 1)(−i) ∂
∂α
((
2π
α
) 1
2
(i)lJl+ 1
2
(α)
)
+ l
(
2π
α
) 1
2
(i)l+1Jl− 1
2
(α)
]
=
(i)l+1
l + 1
[
(2l + 1)(−)
(
(2π)
1
2
(−)
2α
3
2
Jl+ 1
2
(α) +
(
2π
α
) 1
2 ∂Jl+ 1
2
(α)
∂α
)
+l
(
2π
α
) 1
2
(i)l+1Jl− 1
2
(α)
]
=
(i)l+1
l + 1
[
(2l + 1)
((
2π
α
) 1
2 Jl+ 1
2
(α)
2α
−
(
2π
α
) 1
2 ∂Jl+ 1
2
(α)
∂α
)
+l
(
2π
α
) 1
2
Jl− 1
2
(α)
]
=
(i)l+1
l + 1
(
2π
α
) 1
2
[
(2l + 1)
(
Jl+ 1
2
(α)
2α
−
∂Jl+ 1
2
(α)
∂α
)
+ lJl− 1
2
(α)
]
,
=
(
2π
α
) 1
2
(i)l+1Jl+ 3
2
(α), (13.49)
que es lo que queriamos demostrar. Por lo tanto, la igualdad Eq. (13.39) es
correcta para cualquier l natural. Considerando la definicio´n de las funciones
esfe´ricas de Bessel, la ecuacio´n Eq. (13.39) toma la forma∫ 1
−1
dzeiαzPl(z) = 2(i)
ljl(α). (13.50)
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Ahora, como los polinomios de Legendre son un conjunto de funciones orto-
gonales en el intervalo (−1, 1), cualquier funcio´n se puede expresar como una
serie de Polinomios de Legendre. En particular la funcio´n exponencial, eiαz, es
decir
eiαz =
∑
m≥0
amPm(z), (13.51)
entonces ∫ 1
−1
eiαzPl(z) =
∫ 1
−1
dzPl(z)
(∑
m≥0
amPm(z)
)
=
∑
m≥0
am
∫ 1
−1
dzPl(z)Pm(z)
=
∑
m≥0
am
2δlm
2l + 1
=
2al
2l + 1
. (13.52)
Por lo tanto, tomando en cuenta Eq. (13.50), se encuentra
al =
2l + 1
2
∫ 1
−1
eiαzPl(z) = (i)
l(2l + 1)jl(α), (13.53)
que implica
eiαz =
∑
l≥0
(i)l(2l + 1)jl(α)Pl(z). (13.54)
Supongamos que γ es el a´ngulo que hay entre los vectores
~k = k(sin θ′ cosϕ′, sin θ′ sinϕ′, cos θ′), ~r = r(sin θ cosϕ, sin θ sinϕ, cos θ).
Entonces, como cos γ ≤ 1, se encuentra
ei
~k·~r = eikr cos γ =
∑
l≥0
(2l + 1)(i)ljl(kr)Pl(cos γ). (13.55)
Ocupando el teorema de adicio´n de los armo´nicos esfe´ricos se llega a
ei
~k·~r = 4π
∑
l≥0
l∑
m=−l
(i)ljl(kr)Y
∗
lm (θ
′, ϕ′) Ylm (θ, ϕ) . (13.56)
A esta expresio´n se le llama desarrollo en ondas parciales y tiene diferentes
aplicaciones en electromagnetismo y o´ptica [1].
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Cap´ıtulo 14
Transformada de Fourier
En este cap´ıtulo estudiaremos la transformada integral de Fourier y veremos
algunas de sus aplicaciones
14.1. Definicio´n de transforma de Fourier
Dada una funcio´n f definida en el eje real, definiremos su transformada de
Fourier como
f˜(k) = F [f(x)] =
1√
2π
∫ ∞
−∞
dxe−ikxf(x). (14.1)
Antes de ver algunos ejemplos, recordemos que si α > 0 se cumple la integral∫ ∞
−∞
dze−αz
2
=
√
π
α
, (14.2)
note que esta integral implica∫ ∞
−∞
dz
√
α
π
e−αz
2
= 1, (14.3)
au´n cuando α→ 0 o si α→∞.
14.2. Ejemplos
Veamos algunos ejemplos de transformada de Fourier.
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14.2.1. Funcio´n Gaussiana
Para la funcio´n Gaussiana, e−αx
2
, tenemos
F [e−αx
2
] =
1√
2π
∫ ∞
−∞
dxe−ikxe−αx
2
=
1√
2π
∫ ∞
−∞
dxe−(αx
2+ikx), (14.4)
como
αx2 + ikx = α
(
x2 + 2
(
ik
2α
)
x+
(
ik
2α
)2
−
(
ik
2α
)2)
= α
(
x+
(
ik
2α
))2
+
k2
4α
, (14.5)
entonces
F [e−αx
2
] =
e−
k2
4α√
2π
∫ ∞
−∞
dxe−α(x+(
ik
2α))
2
. (14.6)
Por lo tanto, usando la integral (14.2) y el cambio de variable u = x + ik
2α
se
encuentra
F [e−αx
2
] =
e−
k2
4α√
2α
. (14.7)
14.2.2. Funcio´n e−α|x|
La transformada de la funcio´n e−α|x| es
F [e−α|x|] =
1√
2π
∫ ∞
−∞
dxe−ikxe−α|x|
=
1√
2π
(∫ 0
−∞
dxex(α−ik) +
∫ ∞
0
dxe−x(α+ik)
)
,
=
1√
2π
(
ex(α−ik)
(α− ik)
∣∣∣∣
0
−∞
− e
−x(α+ik)
(α + ik)
∣∣∣∣
∞
0
)
=
1√
2π
(
1
(α− ik) +
1
(α + ik)
)
,
por lo tanto
F [e−α|x|] =
√
2
π
α
α2 + k2
. (14.8)
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14.3. Teorema de la convolucio´n
Definiremos la convolucio´n entre dos funciones f y g como
(f ⋆ g)(x) =
1√
2π
∫ ∞
−∞
dζf(x− ζ)g(ζ). (14.9)
La transformada de Fourier de la convolucio´n de dos funciones es
F [(f ⋆ g)(x)] =
1√
2π
∫ ∞
−∞
dxe−ikx(f ⋆ g)(x)
=
1√
2π
∫ ∞
−∞
dxe−ikx
1√
2π
∫ ∞
−∞
dζf(x− ζ)g(ζ)
=
1√
2π
∫ ∞
−∞
dζe−ikζg(ζ)
1√
2π
∫ ∞
−∞
dxe−ik(x−ζ)f(x− ζ),
con el cambio de variable u = x− ζ se tiene
F [(f ⋆ g)(x)] =
1√
2π
∫ ∞
−∞
dζe−ikζg(ζ)
1√
2π
∫ ∞
−∞
due−ikuf(u)
= g˜(k)f˜(k). (14.10)
A este resultado se le llama teorema de la convolucio´n.
14.4. Transformada inversa de Fourier
En esta seccio´n estudiaremos la transformada inversa de Fourier de una
funcio´n f. Primero veamos la funcio´n
g(k) = F
[
e−ǫz
2
f˜(−z)
]
=
1√
2π
∫ ∞
−∞
dze−ikze−ǫz
2
f˜(−z), (14.11)
usando la definicio´n de transformada de Fourier Eq. (14.1) es claro que
f˜(−k) = 1√
2π
∫ ∞
−∞
dteiktf(t), (14.12)
de donde
g(k) =
1√
2π
∫ ∞
−∞
dze−ikze−ǫz
2 1√
2π
∫ ∞
−∞
dteiztf(t)
=
1
2π
∫ ∞
−∞
dtf(t)
∫ ∞
−∞
dze−[ǫz
2+iz(k−t)]. (14.13)
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Para escribir esta integral de forma ma´s sugerente notemos que
ǫz2 + iz(k − t) = ǫ
[
z2 + 2
(
i(k − t)
2ǫ
)
+
(
i(k − t)
2ǫ
)2
−
(
i(k − t)
2ǫ
)2]
= ǫ
(
z +
i(k − t)
2ǫ
)2
+
(k − t)2
4ǫ
, (14.14)
adema´s, con el cambio de variable u = z + i (k−t)
2ǫ
, se tiene
ǫz2 + iz(k − t) = ǫu2 + (k − t)
2
4ǫ
. (14.15)
As´ı, usando el cambio de variable propuesto y el resultado Eq. (14.2), llegamos
a
g(k) =
1
2π
∫ ∞
−∞
dtf(t)e−
(k−t)2
4ǫ
∫ ∞
−∞
due−ǫu
2
=
1
2π
∫ ∞
−∞
dt
√
π
ǫ
f(t)e−
(k−t)2
4ǫ =
∫ ∞
−∞
dt
e−
(k−t)2
4ǫ√
4πǫ
f(t). (14.16)
Se puede observar que tomando α = 1/(4ǫ) en Eq. (14.3) se consigue
∫ ∞
−∞
dt
e−
(k−t)2
4ǫ√
4πǫ
= 1, (14.17)
por lo que
g(k)− f(k) =
∫ ∞
−∞
dt
e−
(k−t)2
4ǫ√
4πǫ
f(t)− f(k)
∫ ∞
−∞
dt
e−
(k−t)2
4ǫ√
4πǫ
=
∫ ∞
−∞
dt (f(t)− f(k)) e
− (k−t)2
4ǫ√
4πǫ
, (14.18)
esta igualdad implica
|g(k)− f(k)| =
∣∣∣∣∣
∫ ∞
−∞
dt (f(t)− f(k)) e
− (k−t)2
4ǫ√
4πǫ
∣∣∣∣∣
≤
∫ ∞
−∞
dt |f(t)− f(k)| e
− (k−t)2
4ǫ√
4πǫ
.
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Recordemos que, por el teorema del valor intermedio [17], podemos asegurar
la existencia de ζ tal que
f(t)− f(k)
t− k = f
′(ζ), (14.19)
con f ′ la primera derivada de f. Por lo tanto,∣∣∣∣f(t)− f(k)t− k
∣∣∣∣ ≤ max |f ′(ζ)| , (14.20)
es decir
|f(t)− f(k)| ≤ |t− k|max |f ′(ζ)| . (14.21)
De donde
|g(k)− f(k)| ≤
∫ ∞
−∞
dt|t− k|max |f ′(ζ)| e
− (k−t)2
4ǫ√
4πǫ
=
max |f ′(ζ)|√
4πǫ
∫ ∞
−∞
dt|t− k|e− (k−t)
2
4ǫ .
Usando el cambio de variable w = t−k√
4ǫ
se tiene
1√
4πǫ
∫ ∞
−∞
dt|t− k|e− (k−t)
2
4ǫ =
4ǫ√
4πǫ
∫ ∞
−∞
dw|w|e−w2 = 2
√
4ǫ
π
∫ ∞
0
dwwe−w
2
,
as´ı
|g(k)− f(k)| ≤ max |f ′(ζ)| 2
√
4ǫ
π
∫ ∞
0
dwwe−w
2
. (14.22)
Este resultado induce
l´ım
ǫ→0
|g(k)− f(k)| = 0. (14.23)
Por lo tanto,
f(x) = g(x) = l´ım
ǫ→0
F
[
e−ǫk
2
f˜(−k)
]
= F
[
f˜(−k)
]
=
1√
2π
∫ ∞
−∞
dke−ikxf˜(−k).
usando el cambio de variable k′ = −k se encuentra
f(x) =
1√
2π
∫ ∞
−∞
dkeikxf˜(k) =
1√
2π
∫ ∞
−∞
dkeikxF [f(x)] . (14.24)
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Entonces definiremos la transformada inversa de Fourier como
F−1
[
f˜(k)
]
=
1√
2π
∫ ∞
−∞
dkeikxf˜(k), (14.25)
esta definicio´n es consistente pues
f(x) = F−1
[
f˜(k)
]
= F−1 [F [f(x)]] . (14.26)
14.5. Ejemplos de la transformada inversa de
Fourier
Se puede observar que ocupando la integral Eq. (14.24) y tomando en
cuenta los resultados Eqs. (14.7)-(14.8) y Eq. (14.10), se obtiene
e−α|x| = F−1
[√
2
π
α
k2 + α2
]
=
∫ ∞
−∞
dkeikx
1
π
α
k2 + α2
, (14.27)
e−αx
2
= F−1
[
e−
k2
4α√
2α
]
=
∫ ∞
−∞
dkeikx
e−
k2
4α√
4πα
, (14.28)
(f ⋆ g)(x) =
1√
2π
∫ ∞
−∞
dζf(x− ζ)g(ζ) = F−1
[
f˜(k)g˜(k)
]
=
1√
2π
∫ ∞
−∞
dkeikxf˜(k)g˜(k). (14.29)
Tambie´n note que
F−1
[
e−y|k|
]
=
1√
2π
∫ ∞
−∞
dkeikxe−y|k|. (14.30)
As´ı, con los cambios de variable k = −x′, x = k′ y usando Eq. (14.8) se
encuentra
F−1
[
e−y|k|
]
=
1√
2π
∫ ∞
−∞
dx′e−ik
′x′e−y|x
′| =
√
2
π
y
y2 + k′2
, (14.31)
es decir
F−1
[
e−y|k|
]
=
√
2
π
y
y2 + x2
. (14.32)
Posteriormente ocuparemos estos resultados para resolver ecuaciones diferen-
ciales.
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14.6. Transfomada de Fourier de la derivada
Para funciones tales que f(±∞) = 0, se tiene
F
[
df(x)
dx
]
=
1√
2π
∫ ∞
−∞
dxe−ikx
df(x)
dx
=
1√
2π
∫ ∞
−∞
dx
(
d
dx
[
e−ikxf(x)
]
+ ike−ikxf(x)
)
= ik
1√
2π
∫ ∞
−∞
dxe−ikxf(x)
= ikF [f(x)] = ikf˜(k). (14.33)
Por lo tanto,
F
[
d2f(x)
dx2
]
= = ikF
[
df(x)
dx
]
= (ik)2F [f(x)] = (ik)2f˜(k). (14.34)
En general se cumple
F
[
dnf(x)
dxn
]
= (ik)nf˜(k). (14.35)
Este resultado nos permitira´ resolver algunas ecuaciones diferenciales emplean-
do la transformada de Fourier.
14.7. Ecuacio´n de calor y ecuacio´n de Schro¨din-
ger libre
Se quiere resolver la ecuacio´n de calor
∂u(x, t)
∂t
= σ
∂2u(x, t)
∂x2
, σ = constante, (14.36)
con la condicio´n inicial u(x, 0) = f(x).
De la condicio´n inicial tenemos F [u(x, 0)] = F [f(x)], es decir u˜(k, 0) =
f˜(k). Ahora, al hacer la transformada de Fourier en la variable x a la ecuacio´n
de calor Eq. (14.36) tenemos
F
[
∂u(x, t)
∂t
]
= σF
[
∂2u(x, t)
∂x2
]
, (14.37)
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que es equivalente a
∂u˜(k, t)
∂t
= −σk2u˜(k, t). (14.38)
La solucio´n de esta ecuacio´n es
u˜(k, t) = A(k)e−σk
2t, (14.39)
considerando la condicio´n inicial tenemos que A(k) = f˜(k). As´ı,
u˜(k, t) = f˜(k)e−σk
2t, (14.40)
por lo que, usando la transformada inversa de Fourier y la transformada de
Fourier de la funcio´n Gaussiana Eq. (14.7), con α = 1/(4σt), se obtiene
u(x, t) = F−1 [u˜(k, t)] = F−1
[
f˜(k)e−σk
2t
]
=
1√
2σt
F−1
[
f˜(k)e−σk
2t
√
2σt
]
=
1√
2σt
1√
2π
∫ ∞
−∞
dζf(ζ)e−
(x−ζ)2
4σt ,
es decir
u(x, t) =
∫ ∞
−∞
dζf(ζ)
e−
(x−ζ)2
4σt√
4πσt
. (14.41)
Note que, por la condicio´n inicial, se tiene
f(x) = l´ım
t→0
u(x, t) =
∫ ∞
−∞
dζf(ζ) l´ım
t→0
(
e−
(x−ζ)2
4σt√
4πσt
)
, (14.42)
por lo tanto
δ(x− ζ) = l´ım
t→0
e−
(x−ζ)2
4σt√
4πσt
. (14.43)
14.7.1. Ecuacio´n de Schro¨dinger libre
La ecuacio´n de Schro¨dinger libre es
i~
∂ψ(x, t)
∂t
=
−~2
2m
∂2ψ(x, t)
∂x2
, (14.44)
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que se puede escribir como la ecuacio´n de calor Eq. (14.36)
∂ψ(x, t)
∂t
= σ
∂2ψ(x, t)
∂x2
, σ =
i~
2m
. (14.45)
Por lo tanto, si se impone la condicio´n inicial ψ(x, 0) = φ(x), la funcio´n de
onda para cualquier tiempo mayor que cero es
ψ(x, t) =
∫ ∞
−∞
dζG (x− ζ, t)φ(ζ), (14.46)
con
G (x− ζ, t) =
√
m
2π~t
e
im(x−ζ)2
2~t .
Debido a que esta u´ltima funcio´n nos da informacio´n de como la part´ıcula pasa
del estado inicial ψ(x, 0) al estado ψ(x, t) se le llama propagador.
14.8. Ecuacio´n ordinaria de segundo orden
La transformada de Fourier puede ser u´til para resolver ecuaciones diferen-
ciales ordinarias de segundo orden, por ejemplo
− d
2u(x)
dx2
+ a2u(x) = f(x). (14.47)
Para esta ecuacio´n tenemos
− F
[
d2u(x)
dx2
]
+ a2F [u(x)] = F [f(x)] , (14.48)
es decir
k2u˜(k) + a2u˜(k) = f˜(k), (14.49)
de donde
u˜(k) =
f˜(k)
k2 + a2
. (14.50)
Por lo tanto,
u(x) = F−1 [u˜(k)] = F−1
[
f˜(k)
k2 + a2
]
=
1
a
√
π
2
F−1
[
f˜(k)
√
2
π
a
k2 + a2
]
,
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usando Eq. (14.32) y el teorema de la convolucio´n, se llega a
u(x) =
1
a
√
π
2
1√
2π
∫ ∞
−∞
dζf(ζ)e−a|x−ζ|, (14.51)
es decir
u(x) =
∫ ∞
−∞
dζf(ζ)
e−a|x−ζ|
2a
. (14.52)
14.8.1. Ecuacio´n de Laplace en dos dimensiones
Ahora resolveremos la ecuacio´n de Laplace en dos dimensiones(
∂2
∂x2
+
∂2
∂y2
)
u(x, y) = 0 (14.53)
con las condiciones de borde u(x, 0) = f(x) y l´ımy→∞ u(x, y) = 0.
Usando la transformada de Fourier en la variable x se consigue
F
[(
∂2
∂x2
+
∂2
∂y2
)
u(x, y)
]
= −k2u˜(k, y) + ∂
2u˜(k, y)
∂y2
= 0. (14.54)
Adema´s las condiciones de borde toman la forma
F [u(x, 0)] = F [f(x)] , l´ım
y→∞
F [u(x, y)] = 0,
es decir
u˜(k, 0) = f˜(k) y l´ım
y→∞
u˜(k, y) = 0. (14.55)
La solucio´n de Eq. (14.54) es
u˜(k, y) = A(k)e±
√
k2y, (14.56)
tomando en cuenta las condiciones de borde se obtiene
u˜(k, y) = f˜(k)e−|k|y. (14.57)
Por lo tanto, usando Eq. (14.32), se llega a
u(x, y) = F−1 [u˜(k, y)] = F−1
[
f˜(k)e−|k|y
]
=
1√
2π
∫ ∞
−∞
dζf(ζ)
√
2
π
y
y2 + (x− ζ)2 , (14.58)
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entonces
u(x, y) =
∫ ∞
−∞
dζf(ζ)
1
π
y
y2 + (x− ζ)2 . (14.59)
Note que de la condicio´n de borde u(x, 0) = f(x) se infiere que
δ(x− ζ) = l´ım
y→0
1
π
y
y2 + (x− ζ)2 . (14.60)
14.9. Ecuacio´n de Black-Scholes
Uno de los problemas ma´s interesantes en Finanzas es determinar el precio
de un contrato el cual se desea ejercer a un tiempo T . Si σ es la volatilidad, r
es la tasa de intere´s y S el precio de una accio´n, el precio del contrato C(S, t)
esta´ determinado por la ecuacio´n de Black-Scholes [24, 25]
∂C(S, t)
∂t
= −σ
2
2
S2
∂2C(S, t)
∂S2
− rS ∂C(S, t)
∂S
+ rC(S, t), (14.61)
la cual se debe resolver con la condicio´n
C(S, T ) = (S −K)θ(S −K). (14.62)
Note que esta condicio´n nos indica que el mı´nimo valor que puede tomar S es
K, de lo contrario no vale la pena ejercer el contrato. Ma´s detalles sobre esta
ecuacio´n se puede ver en [26].
La ecuacio´n de Black-Scholes es equivalente a la ecuacio´n de Schro¨dinger
libre en una dimensio´n (14.44). Para probar esta afirmacio´n primero notemos
que usando el cambio de variable
S = ex (14.63)
se obtiene
∂C(x, t)
∂t
= −σ
2
2
∂2C(x, t)
∂x2
+
(
σ2
2
− r
)
∂C(x, t)
∂x
+ rC(x, t). (14.64)
Entonces, con la propuesta
C(x, t) = e
[
1
σ2
(
σ2
2
−r
)
x+ 1
2σ2
(
σ2
2
+r
)2
t
]
ψ(x, t), (14.65)
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se llega a la ecuacio´n de onda
∂ψ(x, t)
∂t
= −σ
2
2
∂2ψ(x, t)
∂x2
, (14.66)
la cual tiene la misma forma que la ecuacio´n de Schro¨dinger libre en una di-
mensio´n (14.44). Esta equivalencia ha dado origen una nueva disciplina, las
llamadas finanzas cua´nticas [15].
Como el contrato se desea ejercer al tiempo T, para resolver la ecuacio´n
(14.66) realizaremos el cambio de variable
τ = T − t, (14.67)
de donde la ecuacio´n (14.66) toma la forma
∂ψ(x, τ)
∂τ
=
σ2
2
∂2ψ(x, τ)
∂x2
. (14.68)
Adema´s, con la variable τ el precio (14.65) toma la forma
C(x, τ) = e
[
1
σ2
(
σ2
2
−r
)
x+ 1
2σ2
(
σ2
2
+r
)2
(T−τ)
]
ψ(x, τ). (14.69)
Ahora, como el mı´nimo valor que puede tomar S es K, entonces el mı´nimo
valor que puede tomar x es lnK. Por lo tanto, la condicio´n inicial (14.62)
toma la forma
C(x, 0) = (ex −K) θ (x− lnK) . (14.70)
Usando esta condicio´n inicial y la ecuacio´n (14.69), se obtiene la condicio´n
inicial para ψ(x, τ):
ψ(x, 0) = ψ0(x) = e
−
[
1
σ2
(
σ2
2
−r
)
x+ 1
2σ2
(
σ2
2
+r
)2
T
]
(ex −K) θ (x− lnK) . (14.71)
Por lo tanto, el problema de obtener la solucio´n de la ecuacio´n de Black-
Scholes se reduce a resolver la ecuacio´n diferencial (14.68) con la condicio´n
inicial (14.71).
De la ecuacio´n de calor (14.36) se puede observar que, haciendo el cambio
σ → σ2/2, se obtienen la solucio´n
ψ(x, τ) =
∫ ∞
−∞
dx′ψ0(x′)
e−
(x−x′)2
2σ2τ√
2πσ2τ
, (14.72)
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es decir
ψ(x, τ) =
e−
(
σ2
2 +r
)2
T
2σ2√
2πσ2τ
∫ ∞
lnK
dx′
(
e(
1
2
+ r
σ2
)x′ −Ke(− 12+ rσ2 )x′
)
e−
(x−x′)2
2σ2τ . (14.73)
Antes de obtener ψ(x, τ), estudiemos la integral
I± =
∫ ∞
lnK
dx′e(±
1
2
+ r
σ2
)x′e−
(x−x′)2
2σ2τ , (14.74)
la cual, completando cuadrados, se puede escribir como
I± = e
[
( r
σ2
± 1
2)x+
σ2τ
2 (
r
σ2
± 1
2)
2
] ∫ ∞
lnK
dx′e−
((x−x′)+σ2τ( r
σ2
±
1
2))
2
2σ2τ . (14.75)
Adema´s con el cambio de variable
u =
(x− x′) + σ2τ ( r
σ2
± 1
2
)
√
σ2τ
(14.76)
se obtiene
I± =
√
2πσ2τe
[
( r
σ2
± 1
2)x+
σ2τ
2 (
r
σ2
± 1
2)
2
]
N (d±) (14.77)
con
N(z) =
∫ z
−∞
du
e−
u2
2√
2π
, (14.78)
d± =
x− lnK + σ2τ ( r
σ2
± 1
2
)
σ
√
τ
=
ln
(
S
K
)
+ (T − t)
(
r ± σ2
2
)
σ
√
T − t .
Usando la integral I± en (14.73) se encuentra
ψ(x, τ) = e−
(
σ2
2 +r
)2
T
2σ2 e
[
( r
σ2
+ 1
2)x+
σ2τ
2 (
r
σ2
+ 1
2)
2
]
N (d+)
−Ke−
(
σ2
2 +r
)2
T
2σ2 e
[
( r
σ2
− 1
2)x+
σ2τ
2 (
r
σ2
− 1
2)
2
]
N (d−) .
Sustituyendo este resultado en (14.69) se llega a
C(s, t) = SN(d+)−Ke−r(T−t)N(d−). (14.79)
Este resultado es la llamada fo´rmula de Black-Scholes, la cual es una de las
expresiones matema´ticas ma´s usadas.
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14.10. Delta de Dirac
Se puede observar que al sustituir la definicio´n de la transformada de Fou-
rier en Eq. (14.24) se obtiene
f(x) =
1√
2π
∫ ∞
−∞
dkeikx
1√
2π
∫ ∞
−∞
dx′e−ikx
′
f(x′)
=
∫ ∞
−∞
dx′f(x′)
∫ ∞
−∞
dk
eik(x−x
′)
2π
. (14.80)
Por lo tanto, en este caso la delta de Dirac la definiremos como
δ(x) =
1
2π
∫ ∞
−∞
dkeikx, (14.81)
de donde
f(x) =
∫ ∞
−∞
dx′f(x′)δ(x− x′). (14.82)
La delta de Dirac tiene varias propiedades interesantes. Primero mostraremos
que
δ(−x) = δ(x). (14.83)
Esta afirmacio´n es correcta, pues con el cambio de variable k′ = −k se encuen-
tra que
δ(−x) = 1
2π
∫ ∞
−∞
dke−ikx =
−1
2π
∫ −∞
∞
dk′eik
′x =
1
2π
∫ ∞
−∞
dk′eik
′x = δ(x),
que es lo que se queria demostrar.
De (14.82) se puede ver que si x = 0, se tiene
f(0) =
∫ ∞
−∞
dx′f(x′)δ(−x′) =
∫ ∞
−∞
dx′f(x′)δ(x′). (14.84)
Por lo tanto, usando la funcio´n constante f(x) = 1 se tiene∫ ∞
−∞
dxδ(x) = 1. (14.85)
Note que la transformada de Fourier de la delta de Dirac es
F [δ(x)] =
1√
2π
∫ ∞
−∞
dxe−ikxδ(x) =
1√
2π
. (14.86)
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La delta de Dirac tambie´n cumple
δ(ax) =
δ(x)
|a| . (14.87)
Para probar esta afirmacio´n primero tomemos el caso a > 0. Con el cambio de
variable k′ = ak se obtiene
δ(ax) =
1
2π
∫ ∞
−∞
dkeiakx =
1
a
1
2π
∫ ∞
−∞
dk′eik
′x =
δ(x)
a
,
por lo que se cumple Eq. (14.87). Para caso a < 0 tambie´n usaremos el cambio
de variable k′ = ak, de donde
δ(ax) =
1
2π
∫ ∞
−∞
dkeiakx =
1
a
1
2π
∫ −∞
∞
dk′eik
′x =
1
−a
1
2π
∫ ∞
−∞
dk′eik
′x =
δ(x)
−a ,
as´ı se cumple Eq. (14.87). Por lo tanto, la identidad Eq. (14.87) es correcta.
En estricto sentido la delta de Dirac solo tiene sentido dentro de una inte-
gral. Sin embargo es conveniente manipularla por si sola. Usando la analog´ıa
de la delta de Kronecker y la propiedad Eq. (14.84), se dice que δ(x) es cero
si x 6= 0 y, considerando la definicio´n Eq. (14.101), se toma el valor δ(0) =∞.
Sea f(x) una funcio´n, veamos que significa δ(f(x)). Note que si no existe
x tal que f(x) = 0, entonces δ(f(x)) = 0. Supongamos que f(x) tiene un solo
cero, x0, y que la funcio´n es creciente o decreciente. Si f(x) es creciente, se
tiene que df
dx
> 0 y∫ ∞
−∞
dxg(x)δ (f(x)) =
∫ ∞
−∞
dY
g (f−1 (Y ))
df
dx
δ (Y ) .
Si la funcio´n f(x) es decrenciente, entonces df
dx
< 0 y∫ ∞
−∞
dxg(x)δ (f(x)) =
∫ −∞
∞
dY
g (f−1 (Y ))
df
dx
δ (Y )
=
∫ ∞
−∞
dY
g (f−1 (Y ))
− df
dx
δ (Y ) .
Por lo tanto,
∫ ∞
−∞
dxg(x)δ (f(x)) =
∫ ∞
−∞
dY
g (f−1 (Y ))∣∣ df
dx
∣∣ δ (Y ) =
g (f−1 (Y ))
∣∣∣∣
Y=0∣∣ df
dx
∣∣
Y=0
, (14.88)
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como Y = 0 so´lo si x = x0, llega a∫ ∞
−∞
dxg(x)δ (f(x)) =
g (x0)∣∣ df
dx
∣∣
x=x0
. (14.89)
Adema´s, note que ∫ ∞
−∞
dxg(x)
δ (x− x0)∣∣ df
dx
∣∣ = g (x0)∣∣ df
dx
∣∣
x=x0
, (14.90)
como este resultado es va´lido para cualquier funcio´n g(x), podemos tomar
δ (f(x)) =
δ (x− x0)∣∣ df
dx
∣∣ . (14.91)
Ahora, supongamos que f(x) tiene un nu´mero finito de ceros {xi}ni=1tales que
f(xi) = 0,
df(x)
dx
∣∣∣∣
x=xi
6= 0. (14.92)
Entonces definiremos n vecindades de radio ǫ, cada una centrada en un cero
xi. Estas vecindades, Viǫ(xi), las tomaremos de tal forma que si x ∈ Viǫ(xi) y
f(x) = 0, entonces x = xi. Note que debido a que se cumple Eq. (14.92), en
cada cero podemos elejir la vecindad de tal forma que en ella la funcio´n f solo
sea creciente o´ decreciente. Sobre estas vecindades definiremos las funciones
fi(x) =
{
f(x) x ∈ Viǫ(xi),
hi(x) x 6∈ Viǫ(xi), (14.93)
donde hi(x) es una funcio´n de tal forma que fi(x) es creciente o´ decreciente
en todo el eje real. Entonces, como la delta de Dirac so´lo es diferente de cero
cuando su argumento es cero, se tiene
δ (f(x)) =
n∑
i=1
δ (fi (x)) =
n∑
i=1
δ(x− xi)∣∣dfi
dx
∣∣ , (14.94)
es decir
δ (f(x)) =
n∑
i=1
δ(x− xi)∣∣ df
dx
∣∣ , f(xi) = 0. (14.95)
Por ejemplo,
δ
(
x2 − a2) = δ(x− a) + δ(x+ a)
2|a| . (14.96)
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14.10.1. La funcio´n de Heaviside
La funcio´n de Heaviside se define como
θ(x) =
{
1, x ≥ 0
0, x < 0.
(14.97)
Esta funcio´n se puede ver como la primitiva de la delta de Dirac. En efecto,
supongamos que f es una funcio´n tal que f(±∞) = 0, entonces∫ ∞
−∞
dx′
dθ (x′ − x)
dx′
f(x′) =
∫ ∞
−∞
dx′
[
d
dx′
[θ (x′ − x) f(x′)]− θ (x′ − x) df(x
′)
dx′
]
= θ (x′ − x) f(x′)
∣∣∣∣
∞
−∞
−
∫ ∞
−∞
dx′θ (x′ − x) df(x
′)
dx′
= −
∫ ∞
x
dx′
df(x′)
dx′
= f(x), (14.98)
es decir ∫ ∞
−∞
dx′
dθ (x′ − x)
dx′
f(x′) = f(x). (14.99)
Como este resultado es va´lido para cualquier funcio´n f, podemos tomar
dθ (x′ − x)
dx′
= δ (x′ − x) . (14.100)
Integrando la definicio´n de delta de Dirac Eq. (14.101), se puede ver que
θ(x) =
1
2πi
∫ ∞
−∞
dk
eikx
k
. (14.101)
14.11. Norma de una funcio´n
Ahora, usando la definicio´n de la transformada inversa de Fourier podemos
ver que la norma de una funcio´n es
||f(x)||2 =
∫ ∞
−∞
dxf ∗(x)f(x)
=
∫ ∞
−∞
dx
(
1√
2π
∫ ∞
−∞
dkeikxf˜(k)
)∗
1√
2π
∫ ∞
−∞
dk′eik
′xf˜(k′)
=
∫ ∞
−∞
∫ ∞
−∞
dkdk′f˜ ∗(k)f˜(k′)
(
1
2π
∫ ∞
−∞
dxei(k
′−k)x
)
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=∫ ∞
−∞
∫ ∞
−∞
dkdk′f˜ ∗(k)f˜(k′)δ (k′ − k)
=
∫ ∞
−∞
dkf˜ ∗(k)f˜(k) = ||f˜(k)||2. (14.102)
Por lo tanto, la norma de una funcio´n f(x) tiene el mismo valor que su trans-
formada de Fourier f˜(k).
14.12. Transformada de Fourier en d dimen-
siones
Hasta ahora hemos trabajado con funciones de una sola variable. Si f es
una funcio´n real de d variables, ~x = (x1, · · ·xd), la transformada de Fourier se
define como
f˜(~k) = F [f (~x)] =
∫ ∞
−∞
dx1√
2π
· · · dxd√
2π
e−i
~k·~xf(~x), ~k = (k1, · · · kd).(14.103)
De esta definicio´n es claro que la transformada inversa de Fourier es
F−1
[
f˜
(
~k
)]
=
∫ ∞
−∞
dk1√
2π
· · · dkd√
2π
ei
~k·~xf˜(~k). (14.104)
La delta de Dirac la denotaremos como
δ(d) (~x) = δ(x1) · · · δ(xd) =
∫ ∞
−∞
dk1e
ix1k1
√
2π
· · ·
∫ ∞
−∞
dkde
ixdkd
√
2π
=
1√
(2π)d
∫ ∞
−∞
d~kei
~k·~x. (14.105)
14.13. Funcio´n de Green
Supongamos que A(∂x) es un operador lineal, con este operador se puede
plantear una ecuacio´n homoge´nea
A(∂x)φ0(x) = 0 (14.106)
y una ecuacio´n inhomoge´nea
A(∂x)φ(x) = −4πρ(x). (14.107)
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Para resolver la ecuacio´n inhomoge´nea es importante la funcio´n de Green. Se
dice que G (x, x′) es una funcio´n de Green de A(∂x) si satisface la ecuacio´n de
Green
A(∂x)G (x, x
′) = −4πδ (x− x′) . (14.108)
Empleando una funcio´n de Green G (x, x′) y una solucio´n a la ecuacio´n ho-
moge´nea, φ0 (x) , se puede construir una solucio´n de la ecuacio´n inhomoge´nea.
En efecto, la funcio´n
φ(x) =
∫
dx′G (x, x′) ρ(x′) + φ0 (x) , (14.109)
satisface
A(∂x)φ(x) =
∫
dx′A(∂x)G (x, x′) ρ(x′) + A(∂x)φ0 (x)
= −4π
∫
dx′δ (x− x′) ρ(x′) = −4πρ(x).
Por lo tanto, Eq. (14.109) es solucio´n de Eq. (14.107). La funcio´n de Green y la
solucio´n a la ecuacio´n de homoge´nea se elijen dependiendo de las condiciones
de borde de la ecuacio´n inhomoge´nea.
14.13.1. Funcio´n de Green y funciones propias
Las funciones de Green del operador A(∂x) esta´n relacionadas con sus fun-
ciones de propias. En efecto, supongamos que tenemos las funciones propias
de A(∂x), es decir
A(∂x)ψλ(x) = λψλ(x). (14.110)
Tambie´n supongamos que las funciones propias forman un conjunto {ψλ(x)}
ortonormal con el producto escalar
< ψλ(x)|ψλ′(x) >=
∫
dxψ∗λ(x)ψλ′(x) = δλλ′ . (14.111)
Por lo tanto, para cualquier funcio´n bien portada se puede hacer el desarrollo
de Fourier
f(x) =
∑
λ
aλψλ(x), (14.112)
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con los coeficientes de Fourier dados por
aλ =< ψλ(x)|f(x) >=
∫
dxψ∗λ(x)f(x). (14.113)
Note que substituyendo los coeficientes de Fourier en Eq. (14.112) se llega a
f(x) =
∑
λ
∫
dx′ψ∗λ(x
′)f(x′)ψλ(x) =
∫
dx′f(x′)
∑
λ
ψ∗λ(x
′)ψλ(x), (14.114)
como este resultado es va´lido para cualquier funcio´n, tenemos
δ(x− x′) =
∑
λ
ψ∗λ(x
′)ψλ(x). (14.115)
Por lo tanto, para este caso la funcio´n de Green esta´ dada por
G(x− x′) = −4π
∑
λ
ψ∗λ(x
′)ψλ(x)
λ
. (14.116)
Esta afirmacio´n es correcta pues
A(∂x)G(x− x′) = −4π
∑
λ
ψ∗λ(x
′)A(∂x)ψλ(x)
λ
= −4π
∑
λ
ψ∗λ(x
′)λψλ(x)
λ
= −4π
∑
λ
ψ∗λ(x
′)ψλ(x) = −4πδ(x− x′). (14.117)
De Eq. (14.116) se puede ver que las condiciones de borde que satisface la
funcio´n de Green son las mismas que satisfacen las funciones propias.
14.14. Ecuacio´n de Laplace en dos dimensio-
nes
Hora veremos un ejemplo de funcio´n de Green. Calcularemos la funcio´n de
Green del Laplaciano en dos dimensiones(
∂2
∂x2
+
∂2
∂y2
)
G(~x− ~x′) = −4πδ(2)(~x− ~x′), ~x = (x, y). (14.118)
Pediremos que la funcio´n de Green se anule en (x, y) = (0, 0) y en (x, y) =
(L1, L2). Entonces debemos buscar las funciones propias(
∂2
∂x2
+
∂2
∂y2
)
ψ(x, y) = λψ(x, y). (14.119)
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que se anulen en (x, y) = (0, 0) y en (x, y) = (L1, L2).
Propondremos ψ(x, y) = X(x)Y (y), sustituyendo esta propuesta en (14.119)
se obtiene
Y (y)
∂2X(x)
∂x2
+X(x)
∂2Y (y)
∂y2
= λX(x)Y (y), (14.120)
de donde
λ =
1
X(x)
∂2X(x)
∂x2
+
1
Y (y)
∂2Y (y)
∂y2
. (14.121)
Derivando esta ecuacio´n respecto a x y y se encuentra
∂
∂x
(
1
X(x)
∂2X(x)
∂x2
)
= 0,
∂
∂x
(
1
Y (y)
∂2Y (y)
∂y2
)
= 0, (14.122)
de donde
1
X(x)
∂2X(x)
∂x2
= −α2, 1
Y (y)
∂2Y (y)
∂y2
= −β2, α, β = constante. (14.123)
Note que esto implica que λ = −α2 − β2, tambie´n note que las ecuaciones
(14.123) son equivalentes a
∂2X(x)
∂x2
= −α2X(x), ∂
2Y (y)
∂y2
= −β2Y (y),
cuyas soluciones son
Xα(x) = aα cosαx+ bα sinαx, Yβ(x) = Aβ cos β +Bβ sin βy,
donde aα, bα, Aβ, Bβ son constantes. Empleando las condiciones de borde se
llega a
Xn(x) =
√
2
L1
sin
nπ
L1
x, Ym(x) =
√
2
L2
sin
mπ
L1
y, λ = −
[(
nπ
L2
)2
+
(
mπ
L2
)2]
Por lo tanto, las funciones propias y valores propios son
ψnm(x, y) =
√
2
L1
sin
nπ
L1
x
√
2
L2
sin
mπ
L2
y, λnm = −
[(
nπ
L1
)2
+
(
mπ
L2
)2]
y la funcio´n de Green del sistema es
G(~x− ~x′) = 16
πL1L2
∑
n≥1
∑
m≥1
sin nπ
L1
x′ sin mπ
L2
y′ sin nπ
L1
x sin mπ
L2
y(
n
L1
)2
+
(
m
L2
)2 . (14.124)
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14.15. Resultados de variable compleja
Antes de continuar recordemos dos resultados de variable compleja.
Si z0 es un polo de f(z) entonces el residuo de f(z) se define como
Resz0f(z) = l´ım
z→z0
(z − z0)f(z) (14.125)
El teorema de Cauchy nos dice que si C en una curva cerrada en el plano
complejo entonces ∮
C
f(z)dz = 2πi
n∑
k=1
Resakf(z). (14.126)
Adema´s, si g(x) es una funcio´n de variable real con un polo simple en a y
δ > 0, entonces el valor principal de Cauchy se define como
P.P
∫ ∞
−∞
g(x) = l´ım
δ→0
[∫ a−δ
−∞
g(x)dx+
∫ ∞
a+δ
g(x)dx
]
. (14.127)
Otro resultado es que si R(z) es una funcio´n que no tiene polos en el eje real
ni en el plano complejo superior y que l´ımz→∞R(z) = 0, entonces si a es un
nu´mero real, se cumple
R(a) =
1
iπ
P.P
∫ ∞
−∞
R(x)
x− a =
1
iπ
∫ ∞
−∞
R(x)
x− a. (14.128)
En particular
P.P
∫ ∞
−∞
eix
x
= iπ, (14.129)
que implica ∫ ∞
−∞
sin x
x
= π. (14.130)
Este resultado lo ocuparemos posteriormente.
14.16. Ecuacio´n de Poisson
Ahora estudiaremos la ecuacio´n de Poisson
∇2φ(~x) = −4πρ (~x) , (14.131)
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que tiene asociada la ecuacio´n de Green
∇2G (~x− ~x′) = −4πδ(3) (~x− ~x′) , (14.132)
Tomando la transformadas de Fourier de esta ecuacio´n obtenemos
F
[∇2G (~x− ~x′)] = −4πF [δ(3) (~x− ~x′)] , (14.133)
es decir
− ~k2G˜
(
~k2
)
= −4π 1√
(2π)3
, (14.134)
por lo que
G˜
(
~k2
)
= 4π
1√
(2π)3
1
~k2
, (14.135)
de donde,
G (~x− ~x′) = 4π
(2π)3
∫
d~k
ei
~k·(~x−~x′)
~k2
. (14.136)
Usando coordenadas esfe´ricas y definiendo ~R = ~x− ~x′, se tiene
G (~x− ~x′) = 1
2π2
∫
d~k
ei
~k·~R
~k2
=
1
2π2
∫ ∞
0
dkk2
∫ 2π
0
dϕ
∫ π
0
dθ sin θ
eikR cos θ
k2
=
2π
2π2
∫ ∞
0
dk
∫ π
0
dθ sin θeikR cos θ, (14.137)
adema´s con el cambio de variable u = cos θ se encuentra∫ π
0
dθ sin θeikR cos θ = −
∫ −1
1
dueikRu =
∫ 1
−1
dueikRu =
1
iRk
eikRu
∣∣∣1
−1
=
eikR − e−ikR
iRk
= 2
sin kR
kR
. (14.138)
Por lo que
G (~x− ~x′) = 2
π
∫ ∞
0
dk
sin kR
kR
, (14.139)
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tomamos w = kR y considerando la integral Eq. (14.130) se llega a
G (~x− ~x′) = 2
Rπ
∫ ∞
0
dw
sinw
w
=
1
Rπ
∫ ∞
−∞
dw
sinw
w
=
π
Rπ
=
1
R
,
es decir
G (~x− ~x′) = 1|~x− ~x′| . (14.140)
Que implica
∇2
(
1
|~x− ~x′|
)
= −4πδ3 (~x− ~x′) . (14.141)
Por lo tanto, una solucio´n a la ecuacio´n de Poisson es
φ (~x) =
∫
d~x′
ρ (~x′)
|~x− ~x′| + φ0(~x), (14.142)
con φ0(~x) una solucio´n a la ecuacio´n de Laplace ∇2φ0(~x) = 0.
Para muchos sistemas f´ısicos se puede tomar φ0(~x) = 0, en esos casos la
solucio´n a la ecuacio´n de Poisson es
φ (~x) =
∫
d~x′
ρ (~x′)
|~x− ~x′| . (14.143)
Ahora, note que
1
|~x− ~x′| =
1√
x2 − 2xx′ cosα + x′2 (14.144)
con α el a´ngulo entre ~x y ~x′. Ahora, si |~x| 6= |~x′| definamos r< = min{|~x|, |~x′|}
y r> = max{|~x|, |~x′|}, es claro que(
r<
r>
)
< 1. (14.145)
Entonces, ocupando estas definiciones y la funcio´n generatriz de los polinomios
de Legendre Eq. (10.208) con
z =
r<
r>
, u = cosα, (14.146)
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se tiene
1
|~x− ~x′| =
1
r>
√
1− 2
(
r<
r>
)
cosα +
(
r<
r>
)2 = 1r>
∑
l≥0
(
r<
r>
)l
Pl(cosα).
As´ı, usando el teorema de adicio´n de los armo´nicos esfe´ricos Eq. (10.261),
tenemos
1
|~x− ~x′| =
∑
l≥0
m=l∑
m=−l
4π
2l + 1
(
rl<
rl+1>
)
Y ∗lm(θ
′, ϕ′)Ylm(θ, ϕ). (14.147)
Fuera de la regio´n donde esta´ definida la fuente ρ(~x′) se tiene r< = |~x′| y
r> = |~x|. Por lo tanto, en esta regio´n se tiene
φ (~x) =
∫
d~x′
ρ (x′)
|~x− ~x′| =
∑
l≥0
m=l∑
m=−l
Ylm(θ, ϕ)
rl+1>
4π
2l + 1
∫
d~x′rl<Y
∗
lm(θ
′, ϕ′)ρ (~x′) .
Definiremos los momentos multipolares como
qlm =
4π
2l + 1
∫
d~x′rl<Y
∗
lm(θ
′, ϕ′)ρ (~x′) (14.148)
por lo que
φ (~x) =
∑
l≥0
m=l∑
m=−l
qlm
rl+1>
Ylm(θ, ϕ). (14.149)
Adema´s, usando la norma de Coulomb ~∇ · ~A = 0, las ecuaciones de la
magnetosta´tica se reducen a
∇2 ~A(~x) = −4π ~J (~x) , (14.150)
que son tres ecuaciones de Poisson. Por lo tanto,
~A (~x) =
∫
d~x′
~J (~x′)
|~x− ~x′| . (14.151)
Claramente este potencial tambie´n se puede escribir en te´rminos de los armo´ni-
cos esfe´ricos.
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14.17. Funcio´n de Green de la ecuacio´n Helm-
holtz
La ecuacio´n de Helmholtz inhomoge´nea es(∇2 + k2)φ(~x) = −4πφ (~x) , (14.152)
la cual tiene asociada la ecuacio´n de Green(∇2 + k2)G (~x− ~x′) = −4πδ3 (~x− ~x′) . (14.153)
Para resolver esta u´ltima ecuacio´n veamos la funcio´n
f(r) =
eαr
r
, r =
√
x2 + y2 + z2, (14.154)
la cual tiene una divergencia en r = 0. Esta divergencia se puede aislar, en
efecto
f(r) =
eαr − 1 + 1
r
=
1
r
+
eαr − 1
r
, (14.155)
note que
l´ım
r→0
eαr − 1
r
= α. (14.156)
Por lo tanto, la divergencia de la funcio´n Eq. (14.154) esta´ en te´rmino 1/r.
Ahora, observemos
∇2
(
eαr
r
)
= ∇2
(
1
r
+
eαr − 1
r
)
= ∇2 1
r
+∇2
(
eαr − 1
r
)
, (14.157)
empleando la ecuacio´n Eq. (14.141) y el Laplaciano en coordenadas esfe´rica
Eqs. (2.77)-(2.78) se llega a
∇2
(
eαr
r
)
= −4πδ(3) (~r) + 1
r
∂2
∂r2
(
r
eαr
r
)
= −4πδ(3) (~r) + α2 e
αr
r
,
es decir (∇2 − α2) eαr
r
= −4πδ(3) (~r) . (14.158)
Este resultado lo hemos obtenido con las coordenadas x, y, z. Claramente el
resultado no cambia si se consideran las coordenas x− x′, y− y′, z − z′. Por lo
tanto,
(∇2 − α2) eα|~x−~x′||~x− ~x′| = −4πδ(3) (~x− x′) . (14.159)
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Si tomamos α = ±ik, entonces se obtiene
(∇2 + k2) e±ik|~x−~x′||~x− ~x′| = −4πδ(3) (~x− x′) , (14.160)
que es la ecuacio´n de Green para la ecuacio´n de Helmholtz inhomoge´nea. As´ı,
la funcio´n de Green para la ecuacio´n de Helmholtz inhomoge´nea es
G (~x− x′) = e
±ik|~x−~x′|
|~x− ~x′| . (14.161)
Entonces una solucio´n a la ecuacio´n de Helmholtz inhomoge´nea es
φ(~x) = φ0(~x) +
∫
d~x′
e±ik|~x−~x
′|
|~x− ~x′| ρ(~x
′), (14.162)
con φ0(~x) una solucio´n a la ecuacio´n de Helmholtz libre. Estas soluciones se
ocupan para estudiar radiacio´n y difraccio´n de onda electromagne´ticas, el signo
se elije dependiendo si las ondas que se estudian son ondas entrantes o salientes.
14.17.1. Ecuacio´n de Lippman-Schwinger
La ecuacio´n de Schro¨dinger(
− ~
2
2m
∇2 + V (~x)
)
ψ(~x) = Eψ(~x) (14.163)
se puede escribir como una ecuacio´n de Helmholtz inhomoge´nea. En efecto,
definiendo
k2 =
2mE
~
, ρ(~x) =
−m
2π~
V (~x)ψ(~x)
y realizando operaciones elementales la ecuacio´n (14.163) toma la forma(∇2 + k2)ψ(~x) = −4πρ(~x).
Por lo tanto,
ψ(~x) = ψ0(~x)−
( m
2π~
)∫
d~x′
eik|~x−~x
′|
|~x− ~x′|V (~x
′)ψ(~x′), (14.164)
donde ψ0(~x) es una solucio´n a la ecuacio´n de Helmholtz homoge´nea. A Eq.
(14.164) se le llama ecuacio´n de Lippman-Schwinger y es muy u´til para estudiar
dispersio´n de part´ıculas en meca´nica cua´ntica.
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14.18. Funcio´n de Green de la ecuacio´n de on-
da
Ahora estudiaremos la ecuacio´n de onda inhomoge´nea(
∇2 − 1
c2
∂2
∂t2
)
φ(~x, t) = −4πρ(~x, t). (14.165)
la cual tiene asociada la ecuacio´n de Green(
∇2 − 1
c2
∂2
∂t2
)
G (~x− ~x′, t− t′) = −4πδ(3) (~x− ~x′) δ (t− t′) . (14.166)
La ecuacio´n de onda es invariante relativista, para respetar esta invariancia en
el sector temporal tomaremos las definiciones
g˜(ω) =
1√
2π
∫ ∞
−∞
dteiωtg(t), (14.167)
g(t) =
1√
2π
∫ ∞
−∞
dωe−iωtg˜(ω), (14.168)
δ(t) =
1
2π
∫ ∞
−∞
dωe−iωt. (14.169)
Por lo que,
G (~x− ~x′, t− t′) = 1√
(2π)4
∫
d~kdωe−i(ω(t−t
′)−~k·(~x−~x′))G˜
(
~k, ω
)
,
δ(4)(xµ − xµ′) = δ(3) (~x− ~x′) δ(t− t′) = 1√
(2π)4
∫
d~kdωe−i(ω(t−t
′)−~k·(~x−~x′)).
Por lo tanto, al hacer la transformada de Fourier de Eq. (14.166) se encuentra
F
[(
∇2 − 1
c2
∂2
∂t2
)
G (~x− ~x′, t− t′)
]
= −4πF [δ(3) (~x− ~x′) δ (t− t′)] ,
es decir (
−~k2 + ω
2
c2
)
G˜
(
~k, ω
)
=
−4π√
(2π)4
,
de donde
G˜
(
~k, ω
)
=
4π√
(2π)4
1
~k2 − ω2
c2
.
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Por lo tanto,
G (~x− ~x′, t− t′) = 1
4π3
∫
d~kdω
e−i(ω(t−t
′)−~k·(~x−~x′))
~k2 − ω2
c2
. (14.170)
Para hacer esta integral definiremos τ = t − t′, ~R = ~x − ~x′ y tomaremos
coordenadas esfe´ricas, por lo que
d~k = dkdθdϕk2 sin θ, ~k · (~x− ~x′) = kR cos θ. (14.171)
Entonces,
G(~R, τ) =
1
4π3
∫ ∞
−∞
dω
∫ ∞
0
dkk2
∫ 2π
0
dϕ
∫ π
0
dθ sin θ
e−i(ωτ−kR cos θ)
k2 − ω2
c2
=
2π
4π3
∫ ∞
0
dkk2
∫ π
0
dθ sin θeikR cos θ
∫ ∞
−∞
dω
e−iωτ
k2 − ω2
c2
. (14.172)
Adema´s, con el cambio de variable u = cos θ, se tiene∫ π
0
dθ sin θeikR cos θ = −
∫ −1
1
dueiuRk =
∫ 1
−1
dueiuRk
=
1
ikR
eiuRk
∣∣∣∣
1
−1
=
1
ikR
(
eiRk − e−iRk) = 2
kR
sin kR,
entonces
G(~R, τ) = − c
2
π2
∫ ∞
0
dkk2
1
kR
sin rR
∫ ∞
−∞
dω
e−iωτ
ω2 − k2c2 . (14.173)
Ahora estudiaremos la integral
I(k) =
∫ ∞
−∞
dω
e−iωτ
ω2 − k2c2 =
∫ ∞
−∞
dω
e−iωτ
(ω − kc)(ω + kc) , (14.174)
para facilitar algunos ca´lculos definiremos
ωa = c(k − iǫ), ωb = −c(k + iǫ), (14.175)
por lo que,
I(k) =
∫ ∞
−∞
dω
e−iωτ
ω2 − k2c2 = l´ımǫ→0
∫ ∞
−∞
dω
e−iωτ
(ω − ωa)(ω − ωb) . (14.176)
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Pasaremos esta integral al plano complejo, donde ω = ω1 + iω2, note que
e−iωτ = eiω1τeω2τ . (14.177)
Si tomamos τ > 0, entonces l´ımω→−∞ e−iωτ = 0. Ahora, sea C la trayectoria
semicircular de radio A en el semi plano complejo inferior. Dicha trayecto-
ria inicia en punto A del eje real y te´rmina en el punto −A del mismo eje.
Claramente esta trayectoria se recorre en sentido de las manecillas del reloj.
Ocupando la trayectoria C, se tiene
I(k) = l´ım
ǫ→0
∫ ∞
−∞
dω
e−iωτ
(ω − ωa)(ω − ωb) +
∫
C
dω
e−iωτ
(ω − ωa)(ω − ωb)
−
∫
C
dω
e−iωτ
(ω − ωa)(ω − ωb) . (14.178)
Note que si A→∞ las trayectorias de las dos primeras integrales forman una
trayectoria cerrada, Γ, que se recorre en el sentido de las manecillas del reloj
y que encierra los dos polos ωa, ωb, es decir
I(k) = l´ım
ǫ→0
l´ım
A→∞
(∮
Γ
dω
e−iωτ
(ω − ωa)(ω − ωb) −
∫
C
dω
e−iωτ
(ω − ωa)(ω − ωb)
)
.
Podemos ver que si A es muy grande∣∣∣∣
∫
C
dω
e−iωτ
(ω − ωa)(ω − ωb)
∣∣∣∣ ≤
∣∣∣∣
∫
C
dω
e−iω1τeω2τ
ω2
∣∣∣∣A ≤ eω2τAA2 (14.179)
Por lo tanto,
l´ım
A→∞
∣∣∣∣
∫
C
dω
e−iωτ
(ω − ωa)(ω − ωb)
∣∣∣∣ = 0, (14.180)
de donde
l´ım
A→∞
∫
C
dω
e−iωτ
(ω − ωa)(ω − ωb) = 0. (14.181)
Entonces,
I(k) = l´ım
ǫ→0
l´ım
A→∞
∮
Γ
dω
e−iωτ
(ω − ωa)(ω − ωb)
= −2πi l´ım
ǫ→0
[
l´ım
ω→ωa
(ω − ωa)e−iωτ
(ω − ωa)(ω − ωb) + l´ımω→ωb
(ω − ωb)e−iωτ
(ω − ωa)(ω − ωb)
]
334
= −2πi l´ım
ǫ→0
[
e−iωaτ
ωa − ωb +
e−iωbτ
ωb − ωa
]
= − l´ım
ǫ→0
2πi
ωa − ωb
(
e−iωaτ − e−iωbτ) = −2πi
2ck
(
e−ickτ − eickτ)
= −2π
ck
(
eickτ − e−ickτ)
2i
= −2π sin ckτ
ck
. (14.182)
Ocupando este resultado en Eq. (14.173) se obtiene
G(~R, τ) = − c
2
π2
∫ ∞
0
dk
(
k2
1
kR
sin kR
)(
−2π sin ckτ
ck
)
=
2c
Rπ
∫ ∞
0
dk sin kR sin ckτ =
c
Rπ
∫ ∞
−∞
dk sin kR sin ckτ
=
c
Rπ
∫ ∞
−∞
dk
1
2
(cos k (R− cτ)− cos k (R + cτ))
=
c
4Rπ
∫ ∞
−∞
dk
(
eik(R−cτ) + e−ik(R−cτ) − eik(R+cτ) − e−ik(R+cτ))
=
c
2R
[
1
2π
∫ ∞
−∞
dkeik(R−cτ) +
1
2π
∫ ∞
−∞
dkeik(R−cτ)
− 1
2π
∫ ∞
−∞
dkeik(R+cτ) − 1
2π
∫ ∞
−∞
dke−ik(R+cτ)
]
=
c
2R
(δ(R− cτ) + δ(R− cτ)− δ(R + cτ)− δ(R + cτ))
=
c
R
(δ(R− cτ)− δ(R + cτ)) . (14.183)
Adema´s, como (R + cτ) > 0, se encuentra
G(~R, τ) =
c
R
δ(R− cτ) = 1
R
δ
(
R
c
− τ
)
, (14.184)
es decir
G (~x− ~x′, t− t′) =
δ
(
|~x−~x′|
c
− (t− t′)
)
|~x− ~x′| =
δ
(
t′ −
(
t− |~x−~x′|
c
))
|~x− ~x′| . (14.185)
Definiendo el tiempo de retardo como
tRet = t− |~x− ~x
′|
c
, (14.186)
la funcio´n de Green se puede escribir de la forma
G (~x− ~x′, t− t′) = δ (t
′ − tRet)
|~x− ~x′| . (14.187)
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Por lo tanto, si φ0(~x, t) una solucio´n a la ecuacio´n de onda homoge´nea, la
solucio´n a la ecuacio´n de onda inhomoge´nea Eq. (14.165) es
φ(~x, t) =
∫
d~x′dt′ρ (~x′, t′)
δ (t′ − tRet)
|~x− ~x′| + φ0(~x, t)
=
∫
dx′
ρ (~x′, tRet)
|~x− ~x′| + φ0(~x, t),
es decir,
φ(~x, t) =
∫
d~x′
ρ
(
~x′, t− |~x−~x′|
c
)
|~x− ~x′| + φ0(~x, t). (14.188)
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