Abstract. This paper is devoted to study direct and converse approximation theorems of the generalized Bernstein operators C n ( f ,s n ,x) via so-called unified modulus ω 2 ϕ λ ( f ,t), 0 ≤ λ ≤ 1. We obtain main results as follows
Introduction
Let C(I) be the class of all continuous functions defined on I = [0,1]. A generalized Bernstein operator first introduced in [1] is defined by
where
and {s n } is a sequence of natural numbers.
Obviously, if s n = 1 (n = 1,2,···), then C n ( f ,s n ,x) degenerates into the well-known Bernstein operators
for a given f (x) on I. For Bernstein operators, Ditzian has established the following direct theorem of approximation in [2] |B n f (x)− f (x)| ≤ Cω
where ω 2 ϕ λ ( f ,t) is the unified modulus which will be defined in the next section.
which is a pointwise approximation result; and when λ = 1, (1.3) degenerates
which is a global approximation result. Since (1.3) incorporates the pointwise and global approximation theorems of Bernstein operators, it is a very interesting estimate. Later in 1998, an inverse theorem of approximation for Bernstein operators in the following form was present in [3] .
In this paper, we will establish the same result as (1.4) for the operators C n ( f ,s n ,x) defined in (1.1), but it must be restricted the sequence {s n } to be bounded.
Preliminary
We start with notation. Let
C B (I) is the class of bounded continuous functions on I and A.C. loc is the space of local absolute continuous functions. In [4] it can be found that
Next we introduce some lemmas that are necessary in this paper.
Proof. By directly calculating, we have
(ii) if x ∈ (1/n,1−1/n), then by (2.5) we can reach
Noting that, If n ≥ 3, x ∈ (1/n,1/2), then
Hence there is a constant C such that
As for I 3 , it is easy to get that
That completes the proof.
Proof. By (2.2) and (2.4), we have
≤C.
Thus we obtain that
That proves this lemma.
.
Proof. This Lemma results from Lemma 2.4 [6] and δ
2 n (x) ∼ ϕ 2 (x)+1/n.
Main results
Theorem 3.
Proof. From [1] , we can get without difficulty
in the definition ofK 2 ϕ λ , we can choose g ∈ D 2 λ such that
Using this g, we get
In view of (3.1d), Lemma 2.5 and
the reason of the last inequality in (3.4) is that
Hence, with (3.1c), (3.2), (3.3) and (3.4), we complete the proof of Theorem 3.1.
Proof. By Lemma 2.1 and ω 2 ϕ λ ( f ,t) = O(t α ), we get
again by Theorem 3.1, (3.5) follows. 
Proof. We know that ϕ α(1−λ) (x) is convex on I, so for tϕ λ (x) < x, we have that is
Finally by Berens-Lorentz Lemma, we can complete the proof of Theorem 3.3.
