We characterize all domains 0 of R N such that the heat semigroup decays in
INTRODUCTION
Consider an arbitrary domain 0 of R N (bounded or unbounded), and let (e t2 ) t 0 be the heat semigroup on 0 with Dirichlet boundary conditions. We denote by
the norm of e t2 as an operator from L (0) (or, equivalently, L 1 (0)) into itself (see, e.g., [10] for basic properties of the heat semigroup). It is well known that if 0 is bounded, then M(t) decays exponentially as t Ä . At the other end of the scale, if 0=R N , then obviously M(t)=1 for all t 0. The goal of this paper is twofold, in relation with linear and nonlinear problems, respectively.
Linear Problems
First, we want to answer the following question:
What are the domains 0 such that M(t) decays as t Ä ?
It will appear that this property is strongly related to the following elliptic problem:
For all f # L (0), does there exist u # L (0) such that &2u= f in D$(0)?
Namely, it will turn out that both properties are equivalent to the Poincare inequality,
Moreover, we will prove that the decay of M(t) is necessarily exponential whenever it occurs, and that one can also replace the space L (or L 1 ) in the definition of M(t) and in (2) by any L q space, for 1 q . It is obvious that (P 0 ) implies the exponential decay of e t2 in L(L 2 ). (Note that (P 0 ) precisely means that the spectrum of &2 in L 2 (0) is bounded below away from 0.) It is not too difficult to see, by a standard multiplier argument, that this remains true in L q for 1<q< (see, e.g., [22, Proposition 3.3] ). What we believe more surprising in our results, is (P 0 ) still being a necessary and sufficient condition for exponential decay of the heat semigroup and for existence of a solution of the Laplace equation in the extremal cases q= and q=1. In particular, multiplier arguments fail for these values of q.
On the other hand, in the case of (mildly) regular domains, this provides a characterization of the properties in (1) and (2) in purely geometric terms. Each of them holds if and only if the inradius of 0 is finite. Let us recall that the inradius is defined as \(0)=sup[R>0; 0 contains a ball of radius R]=sup
The present paper is also strongly motivated by applications of these linear results to the study of nonlinear parabolic problems.
Nonlinear Problems
Our first application concerns the question of quenching in unbounded domains. The problem of quenching, which was studied by many authors (see, e.g., [18, 8, 13, 19, 9] and the references therein), involves singular nonlinear heat equations of the form
where *>0 and where, for some finite b>0, the function g satisfies
If u exists globally in the classical sense for all t>0, then u<b in (0, )_0. Otherwise, we have
for some finite T>0, and it is said that u quenches in finite time. Many results are known on the appearance of quenching and on the behavior of u at quenching. However, most of these results concern only the case of a bounded domain 0. To our knowledge, quenching in unbounded domains was considered only in the recent work [9] , where the appearance or nonappearance of quenching was proved for some particular unbounded domains. In particular, a known result is that, whatever the domain (bounded or not), the solution of (3) always quenches in finite time if * is large enough (depending on 0). We will answer the following question, which was left open in [9] :
What are the domains 0 such that u quenches no matter how small * is?
Namely, we will prove that this occurs if and only if 0 does not fulfill the Poincare inequality (P 0 ). (Recall that this means \(0)= if 0 is regular enough.) The second application concerns the question of stability of the trivial steady state for the semilinear heat equation
with p>1. This problem was studied by the author [22] in the framework of L q spaces for 1<q< , in general domains. Recall that (5) is well-posed in L q if and only ifc #N( p&1)Â2. The main conclusions of [22] were that, for sufficiently regular domains: (a) if q>q c , then uÄ #0 is asymptotically stable if and only if \(0)< , and one then has exponential stability; (b) if q=q c , then uÄ #0 is asymptotically stable for any 0, but the stability is exponential if and only if \(0)< .
However, by the methods of [22] , we were unable to conclude about L nor L 1 stability, which was left as an open problem. Here, by using the linear results described in Subsection 1.1, we will fill this gap and prove that for any domain 0, uÄ #0 is stable (and exponentially stable) in L (0) if and only if (P 0 ) is satisfied.
As for L 1 stability, assuming p<1+2ÂN (so that (5) is well-posed in L 1 (0)), and 0 mildly regular, we will prove that uÄ #0 is stable (and exponentially stable) in L 1 (0) if and only if \(0)< .
Let us point out that the first result on L stability for problem (5) can be traced back to the classical work of Kaplan [17] , where it was established for domains bounded in one direction. For related results in bounded domains, see [25] and the references therein. For stability results concerning a free-boundary problem associated with (5), see [14] . On the other hand, for unbounded domains, some (in-)stability results in other norms (namely H 2 , with u 0 # H 2 & H 1 0 (0)) have been obtained recently in [11, 12] .
From all the results of this paper, it appears that the concept of inradius and the Poincare inequality play a fundamental role when one wants to understand the behavior of solutions of parabolic and elliptic PDE's in unbounded domains, both linear and nonlinear. This fact was already pointed out in [22] for problem (5) . This was also apparent in [23] (see also [22] ) in the study of another nonlinear parabolic equation, namely
where the global existence and boundedness of all positive solutions was shown to be equivalent to \(0)< . The outline of the paper is the following. The linear results, in particular on the decay properties of the linear heat semigroup, are treated in Section 2. Section 3 is devoted to the problem of quenching in unbounded domains. The question of L and L 1 stability for problem (5) is treated in Section 4.
DECAY PROPERTIES OF THE HEAT SEMIGROUP
IN L q , 1 q
Main Results
Before stating our main results, let us recall some known facts concerning the Poincare inequality. Consider the following geometric property (G 0 ) of a domain 0, which is stronger than the finiteness of the inradius:
We then have:
Proposition 2.1. Let 0 be an arbitrary domain in R N (bounded or unbounded).
(iii) In particular, if 0 satisfies a uniform exterior cone condition, then (P 0 ) holds if and only if \(0)< .
(iv) Assume N=2, 0 finitely connected, and \(0)< . Then (P 0 ) holds.
Part (i) of Proposition 2.1 is easy. Part (ii) was proved by Lieb (see [20, Corollary 2] ). The first result in this direction seems to appear in Agmon [1, Lemma 7.4 p. 75] (under stronger hypotheses). The stronger result (iv) for N=2 was proved by Hayman [16] and Osserman [21] . It is known that (iv) cannot hold in higher dimensions. See Davies [10, Section 1.5] for further results, and also [22, Proposition 2.1] for a simple proof of (iii). Illustrations of the various assumptions on 0 by some examples can be found in [20, 10, 22] .
We can now state our main linear results.
Theorem 2.1. Let 0 be an arbitrary domain in R N (bounded or unbounded ).
(a) We have the following alternative: either there exist M, :>0, such that
for all t>0 and all 1 q ,
for all t>0 and all 1 q .
(b) The decay property (D 0 ) and the Poincare inquality (P 0 ) are equivalent. In particular, if 0 satisfies a uniform exterior cone condition, then (D 0 ) is equivalent to \(0)< .
As an elliptic counterpart of Theorem 2.1, we have the following result.
Theorem 2.2. Let 0 be an arbitrary domain in R N (bounded or unbounded ). Then the following statements are equivalent:
Proofs
The main step of the proof of Theorem 2.1 is contained in the following lemma.
for all t>0.
Proof of Lemma 2.1. Fix t>0 and x # 0, and let |=0 & B(x, \), where \ will be fixed later. We write
, where C(0) is the constant in the Poincare inequality (P 0 ). On the one hand, by the semigroup property and the L 2 &L estimate, we thus have
On the other hand, by comparing with the solution of the heat equation in the whole space, we have
. By choosing \=2t -* 1 , it then follows that
Since t and x were arbitrary, we finally obtain
and the lemma follows. K
To complete the proof of Theorem 2.1, we shall also use the following two lemmas.
Proof of Lemma 2.2. Assume that (P 0 ) does not hold. It follows that, for all =>0, there exists a bounded subdomain 0 = //0, such that 0<* 1 (0 = )<=, where * 1 (0 = ) is the first eigenvalue of &2 in H 1 0 (0 = ). Let . = be the corresponding normalized, positive eigenfunction, and consider its canonical extension
is subcaloric in 0 = , and the maximum principle implies that e t2 . = e &=t . = . Therefore, for all t 0 and =>0, we have &e
Proof of Lemma 2.3. By duality, we have
for all t 0, where 
. This is trivial.
(ii) O (iii). Assume (ii) and fix v # L (0) such that &2v=1. By adding a constant, we may assume that 1 v M. Defining w(t, x)=e
with the choice :=1ÂM. On the other hand, we have w 0 and w(0, x)= v(x) 1 in 0. Therefore, we deduce from the maximum principle that 0 (e
By Theorem 2.1, this finally implies (P 0 ).
, and fix f # L q (0) for some 1 q . We may assume f 0 and | f | q =1 without loss of generality. Now define z(t, . )= 
in the sense of D$(0) (see Remark 2.1 below). Letting t Ä in (6) and using again |e t2 f | q Me &:t , we finally obtain &2v= f in D$(0), and (ii) follows. K Remark 2.1. To establish (6) 
, and using the continuity of e t2 in L q if 1 q< (resp. in weak*-L if q= ), one can then pass to the limit in D$(0).
Discussion and Remarks
(a) By a slight modification of the proof of Theorem 2.1, under the assumption (P 0 ), one obtains the estimate
where * 1 =C &2 (0) and C(0) is the constant in the Poincare inequality (P 0 ). When 0 has finite measure (which in turn implies (P 0 )), it is known that actually
where
) (see [7, Corollary 3.5.10] ). We do not know if an estimate of this form can hold unless 0 has finite measure.
(b) One of the main ideas of the proof of Theorem 2.1 is to split e t2 1 in space into two parts, corresponding to a suitably large ball and its complement, the two terms being then estimated in two different ways. This idea was inspired in part by some arguments of van den Berg (see [3, Corollary 5] ), where estimates of Green kernels are obtained by splitting the Dirichlet heat kernel of 0 in time. Let us point out that we do not need to use the heat kernel of 0 here. Note that arguments in the same spirit appear in various contexts (see, e.g., [2] ).
(c) The result of Theorem 2.1 can be extended to any semigroup of the form e tA where A is a self-adjoint uniformly elliptic operator in divergence form, A= i, j i (a ij (x) j ), with bounded measurable coefficients. However, the proof is much less elementary, since in the proof of Lemma 2.1, one must then use Gaussian upper bounds for the heat kernel associated with A. These bounds also imply the ultracontractive L 2 &L estimate needed for the proof of that Lemma, and are known to hold for any A as above (see [10, Corollary 3.2.8, p. 89]).
(d) When \(0)= , one can complement Theorem 2.2 with the following nonexistence result: for all 1 q< , there exists some (explicit) f # L q (0), f 0, such that the equation &2u= f admits no solution u # L q (0) with u 0. To prove this, consider a sequence B n =B(x n , n) of disjoint balls//0, and define f = n a n 1 B n , with a n >0 to be chosen. Setting
2 ), we observe that &2w n =1 in B n , with w n =0 on B n . Assume that there exists u # L q (0), u 0, such that &2u= f in D$(0). It follows from the maximum principle, applied in B n , that u a n w n in each B n . Therefore, u n a n w n , since the B n are disjoint. Now, we compute | f | (e) The slightly less precise result that (ii) in Theorem 2.2 implies \(0)< can be given a simple direct proof by arguing similarly as in Remark (d) above. Indeed, assume that \(0)= and that there exists v # L (0) such that &2v=1 (where v 0 without loss of generality). Then, keeping the notation of Remark (d) above, it follows from the maximum principle that v w n in B n , hence in particular v(x n ) n 2 Â2N for all n 1, which contradicts the boundedness of v.
(f ) It is possible to give a completely different approach to Theorems 2.1 and 2.2, based on the Alexandroff Bakelman Pucci (ABP) estimate. This method has two disadvantages: first it is much less elementary, and second, it requires a slightly stronger hypothesis than (P 0 ), namely (G 0 ) (see the beginning of this section). However, since the ABP estimate actually holds for any uniformly elliptic operator A in nondivergence form, this approach might possibly extend to that class of operators, which are distinct from operators in divergence from (see Remark (c)), when the coefficients are not smooth. We shall not develop this generalization here, and we only briefly sketch the main ideas in the case A=2.
One first establishes that (G 0 ) implies the solvability of &2v=1 in L (0). To do so, one first approaches 0 by compact subdomains | n and solves &2v n =1 in H 1 0 (| n ) for each n. The sequence v n is increasing nonnegative by the maximum principle. One then uses the improved ABP estimate due to X. Cabre (see [6, Theorem 1.4, p. 542, and Remark 2.3, p. 552]). This estimate was derived in [6] (for general nondivergence operators) as a consequence of strong results of Trudinger [15] . It provides a uniform estimate for v n under the form
where R, $ are the constants in assumption (G 0 ) (observe that each | n satisfies property (G 0 ) with the same R, $>0 as 0). This estimate enables one to pass to the limit and to obtain a solution of &2v=1 in L (0) by standard arguments. One then deduces the decay of the heat semigroup in L (0), by the same supersolution argument as in the proof of the implication (ii) O (iii) of Theorem 2.2.
Note that in the approach we followed first, we derived the elliptic results as consequences of the parabolic ones, while the ABP approach proceeds in the converse way.
Note also that the above argument, together with the implication (ii) O (iii) of Theorem 2.2, provides a new though quite indirect proof of the result of Lieb [20] that (G 0 ) implies (P 0 ).
Finally, let us mention that related results involving the ABP estimate can be found in [4] .
(g) Since this is not the main concern of this article, we did not consider the question of existence-uniqueness of u in Theorem 2.2 with prescribed boundary values, under assumption (P 0 ). This certainly could be treated by the methods of [15, 6] .
QUENCHING IN UNBOUNDED DOMAINS
By a solution of (3), we always mean a mild solution, that is, a solution of the integral (variation-of-constants) equation
Let 0 be any domain (possibly unbounded and without any regularity assumption), and let g satisfy (4) and *>0. The existence and uniqueness of a maximal solution u of (8) in C([0, T ); L (0)), with 0 u<b in [0, T )_0, follows from standard contraction mapping arguments. We denote by T=T (*) # (0, ] its maximal existence time, and we say that u exists globally if T= . Otherwise, u is said to quench in finite time, and we have lim t Ä T |u(t)| =b. Moreover, by standard interior parabolic regularity theory, u is a classical solution of (3) 1 in (0, T )_0. If in addition 0 satisfies some regularity assumption (say, an exterior cone condition at each point of 0), then u is continuous up to the boundary for t # (0, T ) and satisfies the boundary conditions (3) 2 .
Theorem 3.1. Let 0 be any arbitrary domain in R N (bounded or unbounded ), and let g satisfy (4). Then the following statements are equivalent:
(i) For all *>0 sufficiently small, the solution of (3) exists globally;
(ii) (P 0 ) is satisfied.
In particular, if 0 satisfies a uniform exterior cone condition, then the solution of (3) quenches in finite time for all *>0 if and only if \(0)= .
Proof of Theorem 3.1. Assume (P 0 ) is satisfied. By Theorem 2.1, we have
a contradiction. It follows that u(t, x) bÂ2 in 0 as long as u exists. Therefore u exists globally and (i) is proved. Conversely, assume that (i) is satisfied, and let u be a global solution of (3) for some *>0. In particular, 0 u(t, x)<b in (0, )_0. We have k#inf s # [0, b) g(s)>0 from assumption (4). It thus follows from (8) and the maximum principle that
On the other hand, for all t s 0, we have e
by the maximum principle. This, together with (9), implies that
By a solution of (5), we again always mean a mild solution, that is, a solution of the integral (variation-of-constants) equation
Let 0 be any domain (possibly unbounded and without any regularity assumption), and let p>1. For all u 0 # L (0), the existence and uniqueness of a maximal solution u of (10), such that u(t)&e t2 u 0 # C([0, T ); L (0)), follows by standard contraction mapping arguments. We denote by T=T (u 0 ) # (0, ] its maximal existence time. In addition, if T< , then we have lim t Ä T |u(t)| = . [24] that there exists a maximal solution u of (10) 
Now assume
). Moreover, u is unique in a suitable sense (see [24] ). Also, if T< , then we have
Let us recall that the condition p<1+2ÂN is essentially optimal for the well-posedness of (10) in L 1 . Indeed if p>1+2ÂN, then local uniqueness, local existence (in some sense), and the comparison principle are false in general. Finally, the critical case p=1+2ÂN is widely open both for existence and uniqueness (see [5] and the references therein).
As in [22] , we will adopt the following standard definitions of stability, where u denotes the solution of (5) with data u 0 . Proof of Theorem 4.1.
Step 1. Exponential Stability. Assume that (P 0 ) is satisfied. We first treat the case of L . By Theorem 2.1, we have
Let h(t)=sup 0 s t |u(s)| . We deduce that
1Â( p&1) (and u 0 0 without loss of generality). By continuity, if there is a first time { such that |u({)| =2M |u 0 | , then we have
, a contradiction. It follows that T (u 0 )= and that |u(t)| 2M |u 0 | for all t # [0, ). Now set h (t)=sup 0 s t e :sÂ2 |u(s)| . By returning to (11), we obtain
By further assuming |u
we finally obtain h (t) 2M |u 0 | for all t # [0, ), and the L stability property follows.
Let us now turn to the proof of L 1 stability. Fix =>0. Since N( p&1)Â2<1, by arguing in a similar way as in the proof of [24, Theorem 2] one obtains the following: there exists '>0 such that |u 0 | 1 <' implies T (u 0 )>1, |u(t)| 1 2 |u 0 | 1 , 0 t 1, and |u(1)| =.
By choosing = = 1 , in view of the properties recalled at the beginning of this section, it follows from the L part of the proof, that T (u 0 )= and that |u(t)| <2M= for all t # [1, ). Now applying Theorem 2.1 and the variation-of-constants formula between 1 and t+1, we deduce that, for all t # [1, ),
We then conclude in a similar way as above, by setting h (t)= sup 1 s t+1 e :sÂ2 |u(s)| 1 .
Step 2. L Instability. Assume that (P 0 ) is not satisfied. Fix =>0. For any u 0 # L , u 0 0, the solution u of (5) is nonnegative and satisfies u t &2u=u p in (0, T )_0 in the classical sense. The idea is now to use the classical eigenfunction argument of Kaplan [17] in | = . Multiplying the equation by . = and integrating by parts over | = yields, for all t # (0, T ),
Using Jensen's inequality, u and . = 0 in | = , and . = =0 and . = Â n 0 on | = , it follows that
On the other hand, t [ | = u(t) . = is continuous at t=0 (see Remark 4.2 below). If | = u 0 . = >= 1Â( p&1) , one then concludes by a classical differential inequality argument that u cannot exist globally. Finally, since | = . = =1, the choice u 0 =2= 1Â( p&1) 1 0 yields blowup L data of arbitrarily small norm.
Step 3. L 1 Instability. The proof relies on scaling and is similar to that of [22, Theorem 3.1(ii) ]. We give the proof for the convenience of the reader. Assume \(0)= . Therefore, 0 contains some ball B n =B(x n , n) for all integer n 1. Fix a test-function , 0 # C 0 (R N ), , 0 0, , 0 0 with Supp(, 0 )/B(0, 1). Let U be the solution of problem (5) in B(0, 1) with initial data *, 0 . It is well known that U blows up in finite time in L norm if *>0 is chosen sufficiently large. Now let us set U n (t, x)#n &2Â( p&1) U(n &2 t, n &1 (x&x n )) and , n (x)= U n (0, x). Due to the invariance of the equation under this rescaling, it is easily verified that U n solves (5) in B n with initial data , n . Let , n be the extension of , n by 0 in 0. It follows from the comparison principle that the solution of (5) in 0 with data , n dominates U n in B n , hence blows up in finite time. 
