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efficient  and  an  automated  approach  to  construct decision models  from previously  collected 
data  (known cases) and apply  the constructed models  to unknown newly encountered similar 
cases to make a decision.  
In the past, machine learning approaches have been successfully applied to many deci‐








Decision trees are one of the most popular machine‐learning  techniques  [3]  [4]  [5]  [6] 
[29]; they are praised for their ability to represent the decision support information in a human 
comprehensible  form  [3]  [8], however,  they are recognized as a highly unstable classifier with 
respect to small changes in training data [28].  
One of  the most popular algorithms  for building decision  trees  is  Interactive Dichoto‐
mizer 3 (ID3) [12]. Generally trees produced by ID3 ‐ known as crisp decision trees‐ are sensitive 










were applied  to one or  few  small hypothetical examples. This  limits  the validity of  these me‐
thods and  the generality of  the  results obtained. Published  fuzzy decision  tree  freeware  tools 
take  too  long  (3–4 weeks)  to produce  results  in  relatively  large dataset  (about 400  features), 
which  limit  the  applicability  of  these  tools  to many  of  the  classification  applications  such  as 
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those arising  in bioinformatics and security.  In addition, since  these  tools  lack  the support  for 
the automatic generation of  fuzzy membership  functions,  they  require  intensive user  involve‐
ment  in  determining  the  fuzzy models  used  to  fuzzify  collected  data. Determining  the  fuzzy 
model is a very challenging task, it requires a high degree of experience and an excellent know‐
ledge  in the target application area. In addition, some systems are very complex such that  it  is 
hard, even for an expert in the application field, to come up with a good fuzzy representation. In 





accuracy and  running  time) of  fuzzy decision  trees? Can we  reduce  the number of  fuzzy  rules 
produced by  the Fuzzy  ID3 algorithm? Can we automate  the generation of  fuzzy membership 
functions?  Can we  generalize  the  decision models  produced  by  fuzzy  decision  trees  in  other 




















In  this  dissertation, we  proposed  an  improved  FID3  algorithm  (IFID3),  the  IFID3  inte‐
grates  classification  ambiguity  [2]  and  fuzzy  information  gain  [1]  to  select  the  branching 
attribute. The IFID3 algorithm outperformed the existing FID3 algorithm on a wide range of da‐
tasets. We also  introduced an extended version of the  IFID3 algorithm  (EIFD3). EIFID3 extends 
IFID3 by introducing a new threshold on the membership value of a data instance to propagate 
down the decision tree from a parent node to any of its children nodes during the tree construc‐
tion phase. Using  the new  threshold  resulted  in a  significant decrease  in  the number of  rules 





















The  chapter  compares  the  results  achieved by  EIFID3 with  those  achieved by  the  IFID3  algo‐




and  pseudo microRNAs  precursors  (pre‐microRNAs)  and  compare  our  results  with  those  of 
achieved by other machine learning tools reported in the literature. In chapter 6, we present an 
extension  of  the  work  presented  in  chapter  5.  In  this  chapter  we  introduced  an  encoding 
scheme of pre‐microRNAs and  their associated predicted  secondary  structure and we utilized 
extended IFID3 to identify the essential features for this classification problem. In chapter 7, we 
introduce the software tool developed during this work and discuss its features and capabilities. 



















data, but may produce very  low accuracy when applied  to unknown cases.  ID3 algorithm pro‐
posed by Quinlan  in 1979  [12]  forms  the basis of many decision  tree algorithms.  ID3  support 
only symbolic data [1]. Several  ID3 extensions were proposed to handle continuous and multi‐






sults  in a  larger number of branches [33]. To overcome this deficiency C4.5 [14] uses  Informa‐
tion Gain Ratio [14] to select the test attribute. Trees produced by ID3 – known as crisp decision 
trees‐ cannot handle data uncertainties and spurious precision in the data. Fuzzy ID3 [1] (FID3) is 
an extension of the  ID3 algorithm.  It  integrates  ID3, fuzzy set theory and the approximate rea‐
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the  information overload  in  the decision  support process  [2].  Selecting  the  appropriate  fuzzy 
membership function  is crucial to the performance of fuzzy decision trees. The fuzzy member‐































thod used  to draw a  final decision on a  test object.  In  [1] a  fuzzy  ID3  (FID3) algorithm  is pro‐




instead of  fuzzy  information gain  to select  the  test attribute.  In  [3]  fuzzy decision  trees  issues 
including tree construction procedure, fuzzy set theory, fuzzy logic, interpolation and fuzzy rea‐
soning were discussed.  In  [4], a  fuzzy decision  tree  induction method was proposed;  the pro‐
posed method  is  the same as  that  in  [1]. However,  the proposed method utilizes a procedure 
called classwise element set to partition the range of discrete attributes. This procedure is used 
to overcome  the  information gain bias  toward  selecting discrete  features with many possible 



















before hand.  In  [16],  the authors utilized genetic algorithms  to develop a method  for  learning 
membership functions from the data. The main idea is to merge adjacent membership functions 
when their overlap is greater than a given threshold. Although the proposed method is capable 
of  learning the membership functions from the data, however,  it resulted  in the generation of 
more fuzzy rules. In [17], the authors applied several multi‐objective evolutionary algorithms to 
reduce the number of fuzzy rules and to tune membership functions.  In [18], the authors pro‐
posed  an  approach  for  adjusting  the membership  functions  and  for  reducing  the  number  of 
fuzzy rules. The proposed approach, first, generates a fuzzy rule for each data item in the data‐
set, and then the degree of similarity between rules is calculated. Based on the result of similari‐













sion  tree  induction applications  like FID3.4  introduced  in  [6]  takes a  long  time  to run  (a single 
run takes few weeks on a protein dataset with 450 extracted features). Taking  into considera‐


















of  fuzzy  sets and  the optimal  fuzzy membership  functions. Most approaches  in  the  literature 
assume the number of fuzzy sets for any given feature in dataset is known before hand and try 
to  tune  the membership  functions by means of genetic algorithms. However,  this assumption 







so  called  test  attribute  and  splitting  attribute). Decision  trees  either  select  the  test  attribute 






The most  common  information  theory measure  utilized  by  the  ID3  algorithm  and  its 
fuzzy extensions  is  the  Information gain measure.  Information gain  is an entropy based meas‐
ure. At each internal node in the tree, the information gain associated with each feature in the 
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the  linguistic values of one or more attributes,  for example, “The Temperature  is Hot and  the 
Outlook is Sunny” [2]. Then given fuzzy evidence E, the possibility of an object to be classified as 
class Ci can be defined as: 
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• If attributes  is empty,  then return  the single‐node  tree Root. Label = The name of  the 
most common target attribute value in examples in the Data Sample. 
• Otherwise Begin 

















rithm uses a very similar procedure  to  that of  the original  ID3 algorithm  to build  the decision 
tree, except that it selects the test attribute based on the fuzzy information gain rather than in‐













b. The proportion of a data  set of any  class Ck    |


















a. For all attributes, calculate the fuzzy  information gain (notice that the  informa‐
tion measure depends on  the version Fuzzy  ID3, some versions may use other 






c. For each of  the subsets, generate new node with  the branch  labeled with  the 
fuzzy term of the selected attribute. 
5. For each new generated node repeat recursively from step 2. 
The  reader  is  referred  to  [1]  for more  details.  Assigning  a  class  label  to  a  leaf  node  can  be 
achieved using one of the following methods: 



















as  a  test  attribute  up  in  the  path  from  current  node  to  root  of  the  tree,  calculate  the 
information  gain  and  select  the  attribute  that  maximizes  the  information  gain  as  a  test 




















beled with all class names and  their membership values,  the certainties are multiplied by  the 
class proportions  in the  leaf node. Then the certainties of each class are summed, and the test 







There are  several variations of  the  fuzzy  ID3 algorithm  [4]. All of  these variations use 




uses classification ambiguity to select the branching  feature.  In  the other non‐leaf tree nodes, 














of  ID3  and  Fuzzy  ID3  algorithms  discussed  in  chapter  2.  It  uses  the  classification  ambiguity 
measure introduced in [2] to extend the Fuzzy ID3 algorithm presented in [1]. As mentioned ear‐
lier,  IFID3 uses  attribute  classification  ambiguity  to  select  the branching  attribute  at  the  root 
node, and fuzzy  information gain else where. Given a data set D, with   attributes A1, A2, …, AL 
and a classified class C =  {C1, C2, …, Cn} and  fuzzy  sets Fi1, Fi2, …, Fim  for  the attribute Ai  (each 













b. The proportion of  a data  set of  any  class Ck  |
















a. If  this node  is  the  root node of  the decision  tree,  then calculate  the Attribute 
classification Ambiguity for all attributes  in the dataset and select the attribute 
with the minimum attribute classification ambiguity as the test attribute. 





































Breast Cancer Wisconsin (Diagnostic) 569 32 2 
Waveform Database Generator (VI) 5000 21 3 
Statlog (Heart) 270 14 2 
Ionosphere 351 34 2 
Statlog (Landsat Satellite) 6435 36 7 
Glass 214 9 6 





































Range = max – min (3.1) 
• Calculate the following value (HalfOverlap) using the following formula: 
HalfOverlap = Range/(4 * n) (3.2) 











































Range = max – min (3.3) 
• Calculate the following value (HalfOverlap) using the following formula: 
HalfOverlap = Range/(n + 1) (3.4) 





















=  second point = 0,  third point = 0 + 3 = 3,  fourth Point = 0 +  (2 * 3) = 6.   These are  the  x‐
coordinates for the four points defining the corners of membership function. Since the member‐
ship  function  value  ranges between 0  and 1. We have  the  following  four points  {(0,0),  (0,1), 
(3,1), (6,0)}. For the second fuzzy set, first point = 0 + ((15 * 1)/(4 + 1)) = 3, second point = 0 + 
((15 * 1)/(4 + 1)) + 3 = 6, third point =  0 + ((15 * 2)/(4 + 1)) + 3 = 9. A similar procedure is used to 











lated  cluster  centers were used  to  generate  the membership  functions. All  features were di‐
vided into an equal number of fuzzy sets. The following example illustrates how to use the clus‐












To divide  the  range of a given  feature  into n  fuzzy  sets with  trapezoidal membership 


































To  evaluate  the  performance  of  the  fuzzy  decision  tree  generated  by  the  improved 
Fuzzy  ID3  algorithm, we  compared  the performance of our method with  the performance of 
C4.5, GATree [40] (Genetic Algorithm Decision Tree), Random Forest and Fuzzy‐EBY [41]; Fuzzy‐
EBY  generates  fuzzy  ID3  based  decision  trees.  For  this  purpose,  we  used  six  standard  UCI‐
machine‐learning repository data sets and one non‐standard dataset, refer to table 3.1. The non 
standard dataset is an encoded version of the protein dataset RS126 pertains to helices. During 























Breast Cancer Wisconsin (Diagnostic) 0.930 0.938 0.935 0.970 0.977 
Waveform Database Generator (VI) 0.702 0.764 0.751 0.797 0.832 
Statlog (Heart) 0.796 0.752 0.745 0.804 0.819 
Ionosphere 0.852 0.889 0.903 0.940 0.940 
Statlog (Landset Satellite) 0.717 0.857 0.836 0.878 0.880 
Glass 0.538 0.619 0.621 0.696 0.706 
RS126 (H/~H) 0.678 0.695 0.746 0.758 0.759 
1: The Java virtual machine runtime parameters needed to be modified for this software to run. 
2: Our implementation of Fuzzy ID3 using Information Gain. 






































“IG + Amb” 
Breast Cancer Wisconsin (Diagnostic) 0.926 0.958 0.969 0.977 
Waveform Database Generator (VI) 0.724 0.794 0.857 0.832 
Statlog (Heart) 0.707 0.778 0.830 0.819 
Ionosphere 0.860 0.912 0.942 0.940 
Statlog (Landset Satellite) 0.829 0.878 0.914 0.880 
Glass 0.551 0.684 0794 0.706 


































Although  our  algorithm  presented  a  simple  approach  to  integrate  two  information 









Finally, one of  the drawbacks of our method  is  the huge number of  generated  fuzzy 
rules. Reducing the number of rules required  for a decision  is very  important, both because  it 
increases  the computational performance of  the  fuzzy decision  tree  induction process and  for 
the more fundamental reason that it improves the falsifiability of decision model and improves 


















The  Improved Fuzzy  ID3 algorithm  [39] discussed  in  the previous chapter generated a 
large number of fuzzy rules. Reducing the number of fuzzy rules required for making a decision 
is of critical  importance, both because  it  increases the computational performance and for the 














the membership value of an object  to propagate down a branch.  In addition  it  introduces  the 





set of  rules. This  is achieved mainly by  removing  redundant  rules and/or by merging adjacent 
rules  leading to same decision. The main purpose of rule reduction  is  improving the human  in‐




All  proposed methods  examine  the  existing  fuzzy  rule  set  base  to  either  remove  redundant 
and/or  inconsistent  rules or  to merge similar  fuzzy  rules. Most approaches will  run at  least  in 
two rounds.  In the first round a number of fuzzy rules  is generated, then these fuzzy rules are 







































less  than  the object propagation  threshold,  the object will not propagate down  to  that  child 
node. The  justification for this threshold  is that,  if the object membership value  is going to get 
smaller and smaller as it propagates down the decision tree then the effect of this object on the 
final decision is going to very low. In addition this threshold can be viewed as fine tuning of the 



























belonging  to a particular  class  is greater  than  this  threshold,  the  recursive partitioning of  the 
node’s data is stopped and the node is designated as a leaf node.  
The Extended  IFID3 extends  the  IFID3 algorithm by adding an additional  threshold on 



















b. The proportion of  a data  set of  any  class Ck  |


















a. If  this node  is  the  root node of  the decision  tree,  then calculate  the Attribute 
classification Ambiguity for all attributes  in the dataset and select the attribute 
with the minimum attribute classification ambiguity as the test attribute. 



















To  compare  the  performance  of  the  Extended  IFID3 with  that  of  IFID3, we  used  the 
same datasets described  in  the previous chapter. The datasets  included six  randomly‐selected 











Breast Cancer Wisconsin (Diagnostic) 569 32 2 
Waveform Database Generator (VI) 5000 21 3 
Statlog (Heart) 270 14 2 
Ionosphere 351 34 2 
Statlog (Landset Satellite) 6435 36 7 
Glass 214 9 6 









data set and three‐fold cross validation  is used using the same  IFID3 and Extended  IFID3 para‐
meters. Our experimental results show that using the extended IFID3  resulted in a huge reduc‐
tion in the number of rules produced, and achieved a better accuracy compared to IFID3. Table 


















of rule set in 
% 
Breast Cancer Wisconsin (Di-
agnostic) 2994 0.977 94 0.981 3.14 
Waveform Database Generator 
(VI) 106053 0.832 10952 0.834 10.33 
Statlog (Heart) 79 0.819 38 0.823 48.10 
Ionosphere 88082 0.940 3284 0.943 3.73 
Statlog (Landset Satellite) 233306 0.880 16245 0.892 6.96 
Glass 291 0.706 222 0.730 76.29 










Breast Wave Heart Ion Sat Glass RS232
# of rules, previous approach 














Data Set Execution Time(s) 
of IFID3 
Execution Time(s) Extended 
IFID3 
Breast Cancer Wisconsin (Diagnostic) 5.33 < 1 
Waveform Database Generator (VI) 1753.33 106 
Statlog (Heart) 425 5.33 
Ionosphere 8441 258 























































MicroRNAs are short non‐coding RNAs  that play  important roles  in gene regulation by 
















NA precursors  (pre‐miRNAs) by nuclear RNase  III Drosha  [55]. The pre‐miRNAs are then trans‐
ported to the cytoplasm by Exportin‐5  [22]  [56]  [55].  In  the cytoplasm another RNase  III Dicer 










the  observation  that  known miRNAs  are  derived  from  phylogenetically  conserved  stem‐loop 
precursor RNA.  
Computational techniques for miRNAs prediction can be grouped into two main catego‐
ries  [25]:  gradually  hierarchical methods  and  discriminative  ones.  Gradually  hierarchical me‐
thods combine comparative genomics  information with features extracted from pre‐miRNA se‐







main disadvantage of using  SVM  is  that  it  is  a black box  approach,  the decision model upon 











value  of  randomization  test.  Then  they  used  random  forest  to  classify  real  and  pseudo  pre‐
miRNAs. In [54] a computational tool to identify miRNAs was introduced; it uses pre‐miRNA se‐
quence  and  structure  alignment  to  identify miRNAs.  In  [59]  a  computational  tool  called miR‐
seeker is introduced, it is used to identify miRNAs in Drosophila.     
The work presented  in this chapter combines the  local pre‐miRNA  features defined by 
the triplet elements introduced in [22], and the global pre‐miRNA features introduced in [27] to 
encode the pre‐miRNA sequences and the predicted secondary structure associated with them, 








In  order  to  apply  the  fuzzy  decision  tree  machine  learning  tool  to  the  classifica‐
tion/prediction of real and pseudo pre‐miRNA sequences,  the pre‐miRNA sequences and  their 
associated predicted  secondary  structure need  to be encoded  into a  set of  features. RNAFold 
[60] was used to predict the secondary structure associated with these sequences, and then the 
sequence  structure  and  the  associated  secondary  structure were  encoded  into  a  set of  forty 
three  features  including eleven global  features and  thirty  two  local ones. The global  features 
were proposed in [27]. In order to extract these features, the pre‐miRNA hairpin structure is di‐
vided into two arms, the left arm starts at the 5’ end and ends at the center of the central loop, 
the  rest of  the nucleotides  in  the pre‐miRNA  sequence  form  the  right arm. The eleven global 
features and their definitions are given below:  




3. Bulge number: The number of bulges  in  the arm  containing  the  larger number of 
bulges. 















The  thirty  two  local  features are defined by  the  triplet elements  introduced  in  [22]. A 
triplet element is defined as one nucleotide and the secondary structure associated with its ‐1, 







example  if  the pattern A(((  and  the  associated  secondary  structure occurs 5  times  in  the  se‐
66 
 










supports only  triangular and  trapezoidal  fuzzy membership  functions.   All  the  features’ ranges 





rules.  To  perform  inference  about  test  instances,  the  testing  dataset was  fuzzified  using  the 
same fuzzy parameters that were used to fuzzify the training dataset. Then the fuzzified testing 
dataset was tested against the fuzzy rules generated during the training step. Since each of the 

































In order  to  compare  the performance of our  approach  to previous  approaches  intro‐
duced by other researchers, we used the same datasets used in literature [22] [27] and compare 
our  results  with  theirs.  Table  5.1  describes  these  datasets  briefly.  In  table  5.1,  Datasets  1 
through 5 are from human, and datasets 6 through 16 are from other species. The encoded da‐
tasets were downloaded from [62]. These raw positive microRNA samples were obtained from 




the reader  is referred to [22] and [27]. Finally,  it  is worth mentioning that these datasets have 
some  errors,  for  example  dataset  4  (Conserved‐Hairpin  (T3))  contains  three  known  positive 
samples  that were  verified experimentally. To  further  validate our  approach, we  tested  it on 
Rfam database release 12.0 (Rfam 12.0) [63] [64] [65] [66]. Rfam 12.0 was the most recent mi‐
croRNA registry database at the time of this work and contains 8619 pre‐microRNA entries; all 






  Dataset  Number of Samples  Class 
1  TR‐C  163/168  Pre‐miRNAs/background 
2  TE‐C1  30  Pre‐miRNAs 
3  TE‐C2  1000  Background 
4  Conserved‐Hairpin (T3)  2444  Background 
5  Updated(T4)  39  Pre‐miRNAs 
6  Mus musculus  36  Pre‐miRNAs 
7  Rattus norvegicus  25  Pre‐miRNAs 
8  Gallus gallus  13  Pre‐miRNAs 
9  Danio rerio  6  Pre‐miRNAs 
10  Caenorhabditis briggsae  73  Pre‐miRNAs 
11  Caenorhabditis elegans  110  Pre‐miRNAs 
12  Drosophila pseudoobscura  71  Pre‐miRNAs 
13  Drosophila melanogaster  71  Pre‐miRNAs 
14  Oryza sativa  96  Pre‐miRNAs 
15  Arabidopsis thaliana  75  Pre‐miRNAs 
















ters: Fuzzy model  (number of  fuzzy  sets,  trapezoidal or  triangular membership  function),  leaf 
control  threshold  and  fuzziness  control  threshold,  the  experiment was  executed  10  times by 
changing the fold used for validation. The results were averaged and the parameters that max‐
imize  the accuracy were selected. We also varied  the  information measure used  to select  the 





















In order  to evaluate our approach and compare  it  to  the results of other previous ap‐
proaches, we conducted several experiments. During all the experiments we used the same da‐
tasets used  in  the  literature  [22]  [27].    In  the  first experiment, dataset 1  (TR‐C) was used as a 
training dataset and datasets 2 through 16 were used as the testing dataset. Each feature was 











   SVM  C4.5  kNN  Ripper [68] Tri‐SVM1  RF  FDT 












  SVM  C4.5  kNN  Ripper Tri‐SVM1  RF  FDT 
Sensitivity  94.2  94.2  94.2  94.2  92.8  95.6  95.6 
Specificity  93.3  89.7  88.8  87.0  88.7  90.9  95.6 






  Dataset  Number of Samples  Accuracy 
2  TE‐C1  30  100 
3  TE‐C2  1000  97.4 
4  Conserved‐Hairpin (T3)  2444  94.9 
5  Updated(T4)  39  92.3 
 
In the third experiment, Dataset 1 (TR‐C) was used as the training dataset and datasets 6 
through 16 were used as a  testing dataset. All  instances  in  the  testing dataset were obtained 
from other species. In this experiment, the range of each feature was divided evenly into eight 
fuzzy  sets with  a  trapezoidal  fuzzy membership  function.  The  trapezoidal  fuzzy membership 
functions of adjacent fuzzy sets cross each other at 0.5. Our method achieved a 95.52% overall 
accuracy and 95.52% sensitivity. Since  the  testing dataset has no negative samples, specificity 
cannot be  calculated and  the accuracy and  sensitivity are equal. Table 5.5  [61]  compares  the 
results achieved by our method to those reported  in the  literature. All the entries  in table 5.5 




  SVM  C4.5  kNN  Ripper Tri‐SVM1  RF  FDT 
Sensitivity  91.7  83.3  87.8  87.8  90.9  89.2  95.5 





  Dataset  Number of Samples  Accuracy 
6  Mus musculus  36  94.4 
7  Rattus norvegicus  25  84.0 
8  Gallus gallus  13  92.3 
9  Danio rerio  6  83.3 
10  Caenorhabditis briggsae  73  95.9 
11  Caenorhabditis elegans  110  93.6 
12  Drosophila pseudoobscura  71  97.2 
13  Drosophila melanogaster  71  95.8 
14  Oryza sativa  96  100 
15  Arabidopsis thaliana  75  100 




taset 1  (TR‐C), dataset 2  (TE‐C1), dataset 4  (Conserved‐Hairpin) and dataset 5  (Updated) were 
used as a testing dataset. In this experiment, the range of each feature was divided evenly into 
twelve fuzzy sets with a trapezoidal fuzzy membership function. The trapezoidal fuzzy member‐














Analyzing  the  results  reported  in  the  previous  subsection  shows  that  the  pre‐miRNA 
structure  is conserved across species. This conclusion  is based on the observation that  in cases 
where we used pre‐miRNA obtained  from humans, we were able  to classify samples obtained 
from other  species with  a  very high  accuracy  and  vice  versa. However,  the difference  in  the 















the  length basepair ratio value  is  less than or equal to 3.9, the  likelihood of the sequence to 











The  set of  features  include a number of dependent  features. For example,  the  length 
basepair ratio feature is a function of another two features in the dataset, the sequence length 
and the number of basepairs. Therefore, we believe that removing either one of these two fea‐
tures  from  the datasets  should not affect  the  results  significantly. When  the  sequence  length 







In  this  chapter,  a  new method  to  classify  real  and  pseudo  pre‐microRNAs was  intro‐
duced. The new method utilized fuzzy decision tree as a classification tool. The sequences and 





sepair  ratio  feature was always  selected  to be  the branching  feature at  the  root node of  the 
constructed fuzzy decision tree. This indicates the importance of this feature in the classification 







zification model  in  reflecting  the uncertainty or ambiguity  in  the data  the more effective  the 
fuzzy‐decision‐tree will be as a decision tool. 
The  triplet elements’ encoding scheme  introduced  in  the  literature showed  to encode 
discriminative  features. However,  the use of  this encoding  scheme was not  justified. We pro‐
pose to further study this encoding scheme. We also believe that some  important  information 




















chapter  showed  that  FDTs  can  achieve  better  performance  than  other machine‐learning  ap‐

























































sults obtained by using  its’ extensions. The  same method described  in  chapter  five was used 
here. First, RNAFold was used  to predict  the secondary structure associated with a given pre‐
mircroRNA  or  pseudo  pre‐microRNA  sequence.  Second,  the  sequence  and  its’  associated‐
predicted secondary structure were encoded  into a set of  local and global features. The global 
features are those that were described in the previous chapter. The local features are those en‐


















  Dataset  Number of Samples  Class 
1  TR‐C  163/168  Pre‐miRNAs/background 
2  TE‐C1  30  Pre‐miRNAs 
3  TE‐C2  1000  Background 
4  Conserved‐Hairpin (T3)  2444  Background 
5  Updated(T4)  39  Pre‐miRNAs 














In  order  to  evaluate  the  sliding window  encoding  scheme,  several  experiments were 











Window Size Accuracy Sensitivity Specificity 
1 92.79 92.77 92.8 
3 93.6 [61] 82.62 [61] 95.64 [61] 
5 92.9 88.9 93.7 
7 94.1 91.4 94.6 
 
Table 6.2 shows the results of these experiments and compare the results with those of 
















Window Size SVM C4.5 RF FDT 
1 89.3/85.5/90.0 81.5/85.4/79.6 86.6/90.6/80.8 89.1/85.2/89.9 
3 89.9/92.0/89.5[27] 81.4/85.2/80.7[27] 88.1/91.5/87.5 88.9/87.8/89.1 
5 89.5/91.7/89.1 76.6/82.0/75.5 90.1/90.9/90.0 87.7/80.0/89.1 
7 89.5/55.2/96.3 70.8/83.5/67.9 90.0/87.4/90.5 86.2/64.2/90.3 
  
The classification results shown  in table 6.3  leads to the following  interesting observa‐























Tool Local Global Global and local 
SVM 89.9/92.0/89.5[27] 92.3/92.8/92.6 93.1/92.0/93.3 [27] 
C4.5 81.4/85.2/80.7[27] 90.8/86.5/91.6 88.9/84.5/89.7 [27] 
RF 88.1/91.5/87.5 90.4/85.5/91.3 90.7/89.5/90.9 [61] 














these  six  features.  Table  6.5  compares  the  performance  of  these  tools  over  the  six  selected 
global features, the eleven global features and the combined global features and local features 





Tool Reduced Global Global Global and local 
SVM 93.6/90.2/94.2 92.3/92.8/92.6 93.1/92.0/93.3 [27] 
C4.5 89.7/86.3/90.3 90.8/86.5/91.6 88.9/84.5/89.7 [27] 
RF 90.8/87.8/91.4 90.4/85.5/91.3 90.7/89.5/90.9 [61] 








12.0;  this dataset  contains 8619 pre‐microRNA  sequences; all  sequences were used  including 
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those with multiple  loops. Out of  the  8619  sequences  the  tool was  able  to predict  7567  se‐















this  encoding  scheme  as  the  extended  triplet  element  sliding window  encoding  scheme.  The 







ing only a  subset of  the global  features. Applying popular classification  tools  to datasets with 
only this subset of these features showed that the classification performance of these tools has 
been improved in most cases.  
Applying  common machine  learning  classification  tools  to  the  datasets with  only  the 
global features showed that the classification performance of some of these tools has been im‐
















The experimental  results  showed  that  the  local  features obtained using different win‐
dow sizes contain comparable discriminative  information. This may  indicate  that  the  reserved 
patterns  in pre‐microRNA  sequences and  their associated  secondary  structure are of  variable 

































between  these  four options  is  the  information measure used  to  select  the branching  feature. 
The available options are:  
1. Using  fuzzy  information  gain  in  all  fuzzy  decision  tree  non‐leaf  nodes  to  select  the 
branching feature. 







The  tool also  implements  the extended  IFID3 algorithm which has an additional  thre‐
shold, this threshold and the original FID3 two thresholds can be tuned by the user to improve 








In  addition  the  tool  supports  two  inference methods.  In  the  first method, during  the 
generated  fuzzy‐decision‐tree conversion  into rules,  the rule  is assigned  the name of  the class 
with the greatest membership value. When doing inference, the test assigned the class label of 
the rule with the maximum firing threshold.  In the second method, all class  labels with partial 









ly  the  rules need  to be distributed  to  these agents. The  computational‐intensive data mining 
step to learn these rules can be done in the central utility. This has two advantages, first, detec‐
tion at the edge nodes is faster, the edge nodes are not involved in mining the data to learn new 

















A  dataset  file  has  two  sections,  the  first  section  is  the  header  information  and  the 
second section is the data. The header section contains the information about the attributes in 
the dataset. The first  line specifies the number of attributes (features)  in the dataset  including 
the  target  attribute  or  the  class  label.  Each  feature  is  then  described  in  the  one  line.  The 













The  fuzzy parameters  file  stores  the  information needed  to  fuzzify data.  It  stores  the 
number of  fuzzy  sets associated with each  feature and  the associated membership  functions. 
This file can be provided by the user or generated automatically by the tool. The first two lines 




































@attribute  followed by  the attribute name and  the set of  linguistic  terms assigned  to each of 
the  fuzzy sets. The rules part start with  the keyword @rule  followed by  the set of rules. Each 






























In the rules file shown  in the above figure, each rule  is  labeled only with one  label and 
does not adhere  to  fuzzy  rule syntax  introduced  in chapter 4. Figure 7.10 shows  the  rules  file 
using the syntax introduced in chapter 4. Notice, in this rule file, the rule is not labeled using a 










extended  IFID3  presented  in  chapter  4.  The  tool  supports  the  automatic  generation  of  fuzzy 




















Current  fuzzy decision  tree  induction algorithms are slow, generate a huge number of 
rules  and  require  intensive human  involvement  in determining  the  fuzzy parameters used  to 
fuzzify the data at hand. As a result further improvement of these algorithms is needed. A suc‐
cessful approach to improving fuzzy decision tree induction process should improve the accura‐
cy,  reduce  the  running‐time,  automate  the data  fuzzification  process  and  generate  a  smaller 
number of fuzzy rules.  
In this work, we improved the accuracy and execution time of the fuzzy decision induc‐
tion algorithm by  integrating  fuzzy  information gain and  classification ambiguity  to  select  the 





ther  improvements of  these algorithms are possible.  In  the  literature, most of  the work done 
concentrates on applying  fuzzy decision  trees  to  solving  certain problems. The  researchers  in 
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their work  concentrated on optimizing  the  fuzzy modeling of  the  target problem using  input 
from  experts  rather  than  concentrating  on  improving  the  fuzzy  decision  tree  algorithm.  Fur‐
thermore, fuzzy decision trees have been applied to datasets with a small number of features, 









A  common key problem with  fuzzy decision  tree  induction algorithms  is  that  they  re‐
quire or rely on fuzzy models determined by the experts in the field. However, some systems are 
very complex and  it  is sometimes hard for a human expert to build an optimal fuzzy model of 









classifier; however,  this classifier can not be generalized.  In  this work we have some evidence 
that the rules obtained by the fuzzy decision trees algorithms can be generalized. This may indi‐
cate that by using fuzzy set theory we may be able to transfer decision trees from being weak 














• Performance:  Existing  methods  have  been  limited  by  computational  performance.  
While our approach  is about two hundred times faster than applications  like FID3.4,  it 
still can be improved.   Performance improvement will be implemented by profiling the 
existing code to  identify bottlenecks, using the  java threads package for those parts of 
the process  that can be  implemented  in parallel and algorithmic  improvements  to  re‐
duce the dependency on the number of features in the data. We have preliminary data 
showing that feature reduction algorithms are effective with fuzzy decision trees.  
• Accuracy:    The  accuracy  of  the  FDT  critically  depends  on  the  implementation  of  the 
fuzzy  sets.   Our  current program  is  competitive  in  accuracy with  the  state  of  the  art 
learners  like SVM and random forests.   Effective fuzzy set definition algorithms should 
improve our performance.  Existing fuzzy decision tools require the user to provide the 























A  fuzzy  forest may boost  the  classification performance of  fuzzy decision  trees. Boot‐
strapping  the datasets and/or  the  features may be used  for  this purpose.  In addition  to boot‐
strapping, splitting on multiple features may be utilized to build a fuzzy forest. Our hypothesis is 
that the use of a forest will improve the accuracy; however, we expect that improvement to be 




















the clustering algorithm several  times and each  time measure  the clustering quality. Such ap‐










fuzzy membership  functions and  fuzzy  rules are provided by an expert  in  the  target  field. We 
believe that genetic algorithms can be used effectively to learn membership functions.  
MicroRNAs are now being used as therapies to cure some diseases; therefore identifying 
microRNAs  and  their  targets  is  of  great  importance.  Since  our  results may  suggest  that  pre‐
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