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A B S T R A C T   
In Direct Energy Deposition, manufacturers require a simple and economical technique to simulate a given 
powder flux. This study proposes a novel analytical method based on a straightforward measurement technique 
to reverse engineer the powder flow distribution of a coaxial annular nozzle up to its focus position. Different 
axial profiles of powder concentration were obtained by blowing powder over a coated plate at different working 
distances. The observed marks were then discretised into a mixture of Gaussian density of probabilities. A 
predictive model correlating information between the powder flow profiles to reproduce the powder flow as a 
sum of continuous statistical functions, each associated to an individual trajectory was developed. This method is 
assessed on a random nozzle to prove its reliability. The model was trained using data from seven low working 
distance profiles. It was then tested on two horizontal planes closer to the powder focus and one tilted plane 
taken at a low working distance. The model shows good predictability with an average R2 of 0.874 for the 
profiles of the plane nearest to the powder focus, which is very similar to the training phase R2. Regarding the 
tilted plane, the model was able to predict expected variations on the dispersion and the centroids’ positions, 
which demonstrates the validity of an application to complex surfaces.   
1. Introduction 
In Laser Blown Powder (LBP) processes, the deposition quality 
largely depends on the powder stream condition [1,2]. Moreover, ad-
ditive manufacturing of thin-walled structures sometimes requires a 
working distance above the powder focus [3] and is therefore more 
sensitive to uneven powder feed. Combined with the melt pool di-
mensions, modelling of powder flow concentration can be an effective 
way to eventually predict deposition characteristics [4]. However, a 
simple geometrical approach does not allow a reliable prediction of 
particle trajectory due to the multiple internal collisions within the 
nozzle channels [5]. For the past 20 years, many authors [5–9] discussed 
Computational Fluid Dynamics (CFD) models, with varying degrees of 
success. Conventional approaches consider a multiphase flow where the 
particles constitute the disperse phase and the carrier gas the continuous 
phase. These models require more assumptions than single-phase ones 
[10] and remain approximate while computationally expensive. Most of 
all, the significant simplification of the powder delivery system is most 
probably the main reason for poor predictability. Indeed, the actual 
mechanical conditions of the nozzle (including small geometrical defects 
and nozzle wear) play a major role in the flow quality, but cannot be 
exactly replicated within a numerical simulation. 
An alternative to CFD is to propose an analytical model capable of 
reproducing the powder flow behaviour, based on experimental mea-
surements. The model introduced in this paper considers the powder 
flow concentration as a discrete sum of Gaussian distributions, each 
associated with a simple trajectory. The model requires a training phase 
with experimental data to reproduce a specific flux. In that extent, the 
powder concentration profiles have to be evaluated locally at different 
axial planes from the nozzle. A continuous powder flow concentration is 
designed by stacking the profiles and correlating information between 
statistical clusters. Regarding the measurement technique, the 
Fraunhofer Institute for Laser Technology (ILT) has recently developed a 
state-of-the-art system that consists of taking images through the nozzle 
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while a laser locally illuminates the powder flow [2]. The evaluation of 
2000 to 3000 images eventually shows the statistical distribution of the 
particles for one plane. Along the same lines, Ferreira et al. [11] also 
conducted that method under the name of “powder stream caustic”. 
However, this test is quite complicated and expensive to implement, 
whereas manufacturers would be expected to express a need for an 
affordable approach applicable to production control. In that context, a 
new method, described here, was developed to estimate powder con-
centration profiles (i.e. radially) at different working distances (i.e. 
axially) by blowing powder onto a test plate. The resulting pattern is 
then processed by a set of specific algorithms designed to discriminate 
statistical clusters and extract the data for the model. This paper presents 
the model from its fundamental concept to the experimental procedure. 
The model is then assessed on a given nozzle following two phases: 
training and predictability. 
2. Model theory 
For a coaxial annular nozzle, a gas carries powder through a circular 
and angled channel, while a laser passes through an axial aperture. The 
powder leaves the nozzle by forming an annular profile, which consol-
idates at the powder focus distance. Another gas, called the shielding 
gas, flows through the centre of the nozzle at a lower pressure alongside 
the laser. As shown by Pinkerton and Li [12,13], the local powder 
concentration could be assumed normally distributed around its main 
direction. A simple implication is that the powder impact probability on 
a cut plane is then a projection of that statistical distribution following 
the substrate orientation (see Fig. 1). Therefore, the more angled the 
substrate, the more spread the Gaussian distribution. It is also reason-
able to consider that the dispersion is variable and would naturally in-
crease with the flow once it leaves the nozzle. Previous internal 
unpublished studies using high-speed camera did not show visually a 
significant change in particle trajectory based on their relative size. 
Thereupon, the flow is considered uniform without particle segregation. 
To go further, the model described can be generalised to a three- 
dimensional space. For the sake of simplicity, the flux is discretised 
into several components that combine to form the overall stream (see  
Fig. 2). Each component is comprised of one trajectory, one weighting 
and a dispersion coefficient. The trajectory does not include helical ro-
tations around the nozzle axis. The dispersion is assumed to be consis-
tent all around the trajectory, i.e. not a multivariate normal distribution. 
A weighting coefficient is applied to reproduce feed inhomogeneity due 
the powder delivery system, internal turbulences and mechanical im-
perfections. The powder impact probability on a random plane ( x→, y→)
that crosses the flow can then be expressed as a discrete sum of K 
probability density functions (PDF) fi. This scheme is known as a 
Gaussian Mixture Model (GMM) [14]. The density of probability of one 
component on a cut plane is a projection of that, i.e. a bivariate normal 
distribution, elongated in the direction of the projection. The higher the 
angle of incidence, θ, the more elongated the profile. In the case of a 
complex 3D surface (i.e. the melt pool shape) crossing the flow before it 
consolidates; the powder distribution is the sum of the mathematical 
projection of individual components on that surface. 
The probability P for one particle reaching a cut plane that fully 
crosses every trajectory is equal to 1 and is by definition the sum of all 
individual clusters probability Pi (Eq. 1). Pi is also defined as the double 
integral of fi over the entire surface (refer to Eq. 2). The weighting 
Fig. 1. 2D sketch indicating the powder flow concentration statistical model on 
a cross sectional view of the nozzle. 
Fig. 2. 3D sketch indicating the powder flow discretization method with an example of probability density function (PDF) graph for a random horizontal cut plane.  
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coefficients (or mixing probability), ωi, define the relative size of the 
Gaussian distribution and their mean is equal to 1.0 (see Eq. 3). The 
centroid of a cluster (xi, yi) is defined as the intersection between the 




can be defined as the 
mean of the clusters’ centroids. Eq. 4 is a simple mathematical definition 
of the 2D Gaussian PDF fi, where Ai is the amplitude factor and Bi the 
dispersion factor. The probability Pi normalised by the weight ωi is the 
total probability (P = 1) divided by the number of components K, but is 
also by definition a function of Ai and Bi as per Eq. 5. Consequently, fi 
could be expressed as per Eq. 6. The parameters ωi,Bi and xi, yi have to 
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Considering a slice plane normal to the nozzle axis Z→, the K clusters 
can be defined as equally separated by an angular step, ε, relatively to 
the centre, C (see Fig. 3). The clusters identified by the same angle on 
different slice planes are considered as part of the same flow component. 
In reality, the flow is not perfectly conical and some flow deflection can 
be observed. To take this into account, the slices should realistically be 
aligned relatively to the nozzle axis. Assuming no general flow deflec-
tion, the centre C of each pattern can be considered aligned with the 
nozzle axis and sets the spatial positions of every point. For each 
component, different continuous functions connecting the clusters can 
be construed for the trajectory and the dispersion, while the weighting 
remains constant. 
3. Experimental procedure 
3.1. In situ measurement 
As described in Section 2, the process requires an estimation of the 
concentration profiles on several slice planes. The test developed here is 
based on a method that would appear to be standard industrial practice 
which consists of blowing powder over an ink-coated plate (usually with 
a simple marker) at various working distances and observing the erosion 
profiles. In this novel method, the coating is composed of a polyurethane 
Fig. 3. Statistical partition with individual clusters equally separated by a constant angle, ε, relative to the centre C (left) and model design using multiple planes 
aligned by their respective centres (right). 
Fig. 4. Overview of the experimental set up with the nozzle movement along the coated plate.  
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topcoat, used for aeronautical applications, sprayed over a primer 
(products Eclipse from AkzoNobel). Visually, it gives an homogeneous 
black and glossy aspect with negligible stain marks. For sufficient ve-
locities, particle collisions generate different shade marks that can be 
interpreted as the local quantity of impacts. During the trials, the plate 
lays on a fixture, is positioned in a corner and could be eventually 
clamped. The nozzle translates along the plate and stops at definitive 
spots for certain durations referred to as ‘dwell time’ (see Fig. 4). 
Increasing the powder feed rate should likely have the same conse-
quences as increasing the dwell time, but only the latter was adjusted in 
order to avoid any flow disturbance that might result from variable feed 
rates. The dwell time was chosen to be substantially higher than the 
travel time between two measurement points to avoid the generation of 
background noise. The dwell time influence on the results is addressed 
further below. 
After each run, samples were evaluated using an Olympus GX51 
inverted optical microscope at 100x magnification (objective x 
eyepiece) with an exposure time of 10 ms used for recording 
photomicrographs. Observed patterns appear black-on-white under high 
luminosity because of the coating reflectivity (see Fig. 5). This specific 
coating does not work exactly like a target where one hit would give one 
mark every time, but it highlights appreciably the differences in powder 
concentration by the grayscale contrast. Images are recorded at a *.tiff 
format, as centred as possible and with the highest digital resolution 
possible. The image is treated as a matrix of dimensions M*N. The 
recorded images are transformed from grayscale (i.e. range of values 
from 0 to 255) to a black and white (i.e. value of either 0 or 255) to 
enhance the contrast. Having a closer look at the image reveals micro-
scopic patterns rather than an accumulation of individual round marks. 
The statistical approach consists in assuming a binary system where a 
spot (i.e. pixel) has been impacted (0) or not (255). 
3.2. Statistical discrimination 
In GMM, a usual approach is to identify statistical clusters with 
expectation-maximization algorithms [15] or with a K-means clustering 
Fig. 5. Image acquisition process and conversion from grayscale to black and white.  
Fig. 6. Sketch indicating a single cluster with bivariate distribution (left) and a theoretical view of all clusters position for a horizontal plane (right).  
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approach [16]. Those methods may work well with real statistical dis-
tributions like those obtained with the Fraunhofer ILT test, mentioned in 
the introduction. However, the measurement technique introduced here 
only gives partial information as it is impossible to know how many 
times each spot was hit. For that reason, an image processing system was 
developed to recreate statistical distribution profiles from the image 
using pixel colour – i.e. black or white. Based on the model described in 
Section 2, the annular shape results of the sum of K Gaussian distribu-
tions. Due to the incidence angle, single clusters are bivariate normal 
distributions, and that angle controls the spread of the cluster toward a 
specific direction (see Fig. 6). In the case of a horizontal plane cutting a 
perfectly conical flow, the distributions have their “major axis” oriented 
toward the axis of the cone (see also Fig. 6). The mixture of individual 
clusters results in a shape where the radial profile is not Gaussian 
anymore due to cluster interactions. The initial assumption for data 
collection is to consider that the radial profiles are Gaussian and 
correspond to the profiles of the major axis of the bivariate normal 
distribution. While it is a reasonable assumption at low working dis-
tances, it is less valid when the cut planes get closer to the powder focus 
because cluster interactions are increasing exponentially. The starting 
strategy is to determine the Gaussian parameters for radial profiles all 
around the pattern for a defined number of clusters: the centroid posi-
tion (x,y), the amplitude and the dispersion as per Eq. 4. Combined with 
the angle of incidence, it enables the calculation of the original distri-
bution of the flow by elementary trigonometry. 
While a single line of pixels is not enough to reasonably estimate a 
Gaussian distribution, multiple lines can be associated to describe a 
grayscale (GS) and eventually compose a “pseudo-Gaussian” (see Fig. 7). 
As the GS depth allows only 256 different intensities, the top of the 
Gaussian may not be entirely described when the grayscale is fully black 
on a large band (saturated), hence the term of pseudo-Gaussian. GS 
definition becomes very poor when the centre of the distribution does 
not reach a minimum grayscale value of 100 and lose accuracy above 
200. To prevent any false estimation, a threshold can be defined around 
a grayscale value of 200 to remove unsuitable points. The method reli-
ability depends then on the description of the two sides of the Gaussian. 
Ideally, the dwell time should be adjusted based on the working distance 
to have visible marks and minimise the saturation. The dwell time af-
fects the number of impact and thus the data but do not change much the 
statistical distribution itself when the grayscale is not too saturated (see 
Appendix A). 
3.3. Image processing 
The first step of the image processing is to approximate the pattern 
centre, C, the mean of the clusters’ centroids. The proposed method 
consists of scanning the image along the x and y axes, defining a GS for a 
range of columns and lines and finding the coordinates where the two 
Gaussians’ centres are the furthest away from one another (see Fig. 8). 
The scanning parameters (width and step considered) are optimised, 
based on image resolution. A first scan allows determination of a proto- 
centre, C0. Then, the image is rotated by a small angle around C0, and 
scanned the same way. The iteration process continues until a 360◦
rotation is completed. Every centre coordinate is recorded and their 
arithmetic means eventually give an estimation of the actual centre C 
(xc,yc). The image is then cropped around C to obtain a square matrix 
(M=N). 
The second step captures information all around the actual centre, C, 
Fig. 7. Grayscale (GS) generation (left) and Gaussian fit after removing points above the threshold (right).  
Fig. 8. Diagrams indicating the image scan process to define the proto-centre C0.  
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and compiles the data to define the GS Gaussian profiles. Information 
collected are single lines (matrix 1xM) using an angular step φ (see  
Fig. 9). A rotation of 180◦ covers the entire pattern, because a line 
captures the combined information of two peaks at opposite edges of the 
annular disc. Neighbouring lines are compiled with a stacking parameter 
(ψ) that defines the quantity of information used for each cluster. The 
ratio, εψ, also relates the quantity of overlapping information between 
clusters, which ensures model continuity. Defining the stacking 
parameter, ψ, is a balance between taking as few lines as possible to 
increase the GMM resolution and picking enough information to 
enhance Gaussian definition. A minimum of points (clusters) is required 
and determined experimentally to have a pseudo-continuous density of 
probability for every working distance. For every cluster, the double 
Gaussian fits give a function g(u) as per Eq. 7, which defines the gray-
scale profiles. Considering initial assumptions, the dispersion coefficient 
Bi is equal to the one from the Gaussian fit on the GS (Bi = bi). The 
Cartesian coordinates (xi, yi) are also a direct conversion of the GS po-
sition (u1, u2) with C defined as the origin. The coordinates could be 
readjusted to minimise the radial distance differences and increase the 
definition of the centre. Last, the weighting ωi associated to each GS 
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3.4. Model design 
The model design is about determining continuous functions of the 
distance (z) between clusters for each component (see Fig. 10). The 
model needs to be trained using at least two images and ideally as many 
images as possible. It was found that five to ten images gives sufficient 
information to describe correctly the mathematical functions. The 
training requires the largest amplitude possible between the first and 
last image to increase the model accuracy. However, that range has 
physical limits on both sides. On the one hand, it is not recommended to 
blow powder on a substrate too close to the nozzle because rebounding 
particles could damage it (lower limit). On the other hand, patterns too 
close to the powder focus are difficult to describe due to the clusters 
merging (upper limit). In addition, the assumption of no cluster inter-
action becomes less valid by increasing the distance and can lead to 
underestimation of the trajectory and overestimation of the dispersion 
for the points near the upper limit. For that reason, some of those points 
may have to be ignored or modified to align the model with the obser-
vations. Regarding curve fits, the weighting is assumed constant and 
should be considered from the planes closest to the nozzle for increased 
accuracy. Indeed the more spread out the clusters, the better their 
definition. Based on the observation, the weighting could be picked from 
a single plane or calculated as the mean of a few planes to limit errors. 
For the trajectory, the centroids’ position is relative to their centre and 
this approximation can have a significant impact when different planes 
are stacked together. With a view to reducing this issue, the centroid of 
the centroids is set as the original centre for each plane. Each trajectory 
is then calculated as a polynomial regression of the centroids. While a 
linear regression can seem sufficient to describe the data points, a 
quadratic is usually required to reflect the actual trajectory. Knowing the 
nozzle geometry or using experimental data, an intercept point can also 
be added to the trajectory to increase its accuracy. Based on the points 
considered, a dispersion function can be approximated as either a linear 
or an exponential function of the distance. A general intercept value for 
the dispersion functions seems inappropriate as the original dispersion 
may significantly vary with the local nozzle channel width and the local 
turbulence. 
The model well defined, a surface crossing the components can be 
introduced to get the potential impact probability onto that surface. This 
study only considers plane but more sophisticated surfaces could be 
used. First, the intersection coordinates of the component trajectory 
with the surface have to be defined. The level of dispersion of each 
component is estimated based on Z position. Particles with a shorter 
flight time will have a smaller dispersion at their impact, and vice versa. 
Mathematically, the projection reduces the amplitude and proportion-
ally increased the dispersion following the direction of projection based 
on the angle of incidence. The angle of incidence is defined as the angle 
between the local trajectory and the local surface normal. The direction 
of the projection is defined by the orthogonal projection of the local 
trajectory onto the surface. Considering a plane normal to the nozzle 
axis Z→, called the flat plane, the intersection points create a pseudo- 
circle (refer to Fig. 11). The levels of dispersion are taken at the same 
Z distance for every component and the distributions are all roughly 
oriented towards the center of the circle. Considering a tilted plane, the 
intersection points create a pseudo-ellipse (see also Fig. 11). The levels 
of dispersion are taken at variable Z distances and the distribution 
orientation is affected. 
4. Testing and validation 
4.1. Approach 
A test was realised on a given nozzle to prove the performance of the 
proposed method. The nozzle geometry is not disclosed for confidential 
reasons so every unit is converted to a pixel (px) scale established from 
Fig. 9. Diagram indicating the data collection strategy; Information collected 
all around with an increment angle φ. The neighbored clusters (here blue and 
red) are distant from an angle ε. Each cluster includes information comprised 
within an amplitude ψ, which can overlap with neighbored cluster. (For 
interpretation of the references to colour in this figure, the reader is referred to 
the web version of this article) 
Fig. 10. Model functions construction strategy for weighting, trajectory 
and dispersion. 
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the images. Nine equidistant planes were recorded at working distances 
of 2109, 2394, 2679, 2964, 3249, 3534, 3819, 4104 and 4389 px, while 
powder focus was estimated to be at around 4600 px. The dwell time was 
adjusted according to the working distance to improve mark visibility 
(dwell times of 12, 11, 10, 9, 8, 7, 7, 7 and 7 s respectively from largest 
to smallest working distance). From these planes, only seven of them can 
be used for training due to their annular pattern. The last two are used to 
test model predictability as described in Fig. 12. Another trial using a 
20◦ tilted plane was undertaken to validate the model application to 
complex planes. The trial was performed at a distance of 2479 px with a 
dwell time of 10 s. Twenty degrees of tilt for the sample was judged a 
good compromise to have a siginificant effect on the pattern (see part 
4.3) without changing much the powder impact force (down to 18% in 
this case). 
The model has to be validated in comparison with the observation (i. 
e. the grayscale). However, it is arduous to compare the model and the 
observation quantitatively because one is a 2D density of probability and 
the other is a grayscale profile. To resolve this issue, the two can be 
compared using different cross-sectional profiles, where the data sets are 
turned into 1D densities of probability. The response measurements are, 
by far, more uncertain than the model predictor measurements (process 
variability, grayscale limit, image processing etc.). In the case of a 
simple regression, only the response variable contains measurement 
errors, thus the errors in the model prediction (i.e. the independent 
variable) are not considered. The goodness-of-fit can then be evaluated 
through a standard regression model (least squares between observation 
as a function of the model prediction which should produce a line 1:1), 
which translates the degree to which the data is explained by the model. 
Due to the physical limit of the grayscale (255), plotting the density of 
probability is not applicable to the grayscale where a part of the dis-
tribution reaches that limit. For related distributions, only partial 
analysis is possible by comparing only the values of the model lower 
than a corresponding grayscale threshold. 
4.2. Training 
The optical micrograph images captured had a resolution of 
2448 × 1920 pixels and the obtained profiles are presented in Fig. 13. 
For image processing, the scan angle φ was set to 0.125◦, which means a 
collection of 1440 lines or 2880 peaks. The amplitude angle ψ was set to 
10◦, which translates to 80 lines for each grayscale and an overlap of 
Fig. 11. Exaggerated schematic view of the pattern shape when flat (top) or tilted (bottom) with comparison of change in dispersion level and clusters shape and 
orientation. 
Fig. 12. Diagram indicating the model-testing approach with training and 
predictability planes’ locations defined relative to the powder flow. 
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Fig. 13. Images obtained for the seven training planes.  
Fig. 14. Comparison between the GS and the double Gaussian fit for the planes 2109, 3534 and 3819 on horizontal and vertical axis.  
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25% between two clusters. The number of clusters, K, was set to 48, 
which translates to an angle between clusters, ε, of 7.5◦. Images were all 
scanned with a default grayscale threshold of 200, with very little 
consequence considering the maximum level of grayscale reached. As 
part of the image processing, a double Gaussian fit was applied to the 
grayscale for the training images (2109–3819). From a simple visual 
assessment, the double Gaussian fits show a good matching with the 
grayscale. Associated coefficients of determination (R2) were calculated 
for horizontal and vertical axis profiles as shown in Fig. 14. For the 
smallest standoff (2109), the R2 values are 0.938 and 0.954 respectively 
for horizontal and vertical line profiles. For the largest standoff (3819), 
these coefficients drop to 0.882 and 0.879. In this case, it can be seen 
that the R2 value essentially decreases due to increased noise at higher 
working distances. The high values of R2 in every case show that the 
initial assumptions (i.e. the GS assumed purely Gaussian) remains 
reasonably valid. 
For each component and cluster, their weighting (ωi), their radial 
position (ri) and their dispersion (Bi) are gathered in Appendix B. The 
weighting was taken directly from the profile with the smallest standoff 
(2109). The trajectories were firstly calculated as a quadratic interpo-
lation of the seven data points with an intercept of 1500 px based on 
nozzle dimensions. The dispersion functions were calculated using 
simple linear interpolations between the seven points. The final model 
was replicated on MATLAB but showed poor consistency with the ob-
servations, especially for the planes 3534 and 3819. As explained in part 
3.4, these erroneous results are the consequences of an underestimation 
of some trajectory data points and an overestimation of some dispersion 
data points. To solve this problem, the dispersion is only treated using 
the five first points and the last trajectory values were adjusted by 
different factors to optimise the R2. In the end, radial position values for 
3249 on 3534 and 3819 were respectively increased by 5%, 10% and 
15% and new quadratic functions were construed. The observation and 
the updated model data profiles were plotted in Fig. 15 for vertical and 
horizontal axes for three different planes. The smallest standoff (2109) 
gives an R2 of 0.916 and 0.934 respectively for horizontal and vertical 
line profiles. For the largest standoff (3819), these coefficients drop to 
0.843 and 0.861. Overall, the high R2 values, almost equivalent to a 
double Gaussian-fit, demonstrate that the model reflects most of the 
variance for training planes. As for the grayscale fit, the loss in R2 with 
the distance is more likely due to the increase of measurement variance 
errors (i.e. noise on the curves for larger peaks). In addition, the last two 
images have a grayscale score largely over 200, impacting the definition 
of the top of the peaks. 
4.3. Predictability 
The observations and model predictions for the two trials realised at 
working distances of 4104 and 4389 px are respectively displayed in  
Fig. 16 and Fig. 17. Visually, the overall shapes and the minor hetero-
geneities seem to match with the corresponding images. On the same 
figures, the vertical and horizontal profiles of the grayscales and the 
model were plotted on separated axis. While the axis scale settings are 
Fig. 15. Density of probability profiles of the GS and the model for the planes 2109, 3534 and 3819 on vertical and horizontal axis.  
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arbitrary, they need to be identical for profiles coming from the same 
image (linearity between the GS and the 2D density of probability from 
the same analysis). R2 values are then calculated based on 1D proba-
bility density profiles comparison after removing the model points less 
than a value corresponding to a grayscale of 200. Following that process, 
the plane 4104 gives R2 of 0.941 and 0.950 for horizontal and vertical 
profiles respectively, while the plane 4389 gives R2 of 0.856 and 0.893 
for horizontal and vertical profiles respectively. The model distribution 
width looks slightly narrower than expected for both horizontal profiles. 
Despite this, the results show good model prediction almost up to the 
powder focus with an R2 of 0.874 on average for the farthest plane. 
The model prediction and the observation for the tilted plane are 
available in Fig. 18. As expected, centroids appeared to be shifted 
relative to the flow centre and generate an ellipse shape. Looking at the 
centroids relative position, the predicted shape is found to be almost 
exactly identical to the observation (see also Fig. 18). The density of 
probability profiles of the grayscale and the model were plotted 
following horizontal and vertical axes in Fig. 19. The model prediction 
gives R-squared values of 0.863 and 0.943 for horizontal and vertical 
profiles respectively. The dispersions for GS are respectively 126 and 
146 for horizontal and 127 and 118 for vertical, while the nominal 
average dispersion at a working distance of 2479 px is 122. Although the 
margin of error for the dispersion on a single grayscale measurement is 
significant ( ± 10), the results show that the dispersion observed still 
meets the model predictions. On the horizontal, the dispersion is almost 
unchanged on the first peak due to the good compensation between the 
increase of the dispersion and shortest distribution spread. On the other 
peak, the angle of incidence has much more impact (nonlinear system 
due to the cosine function) and the peak is enlarged by almost 20% 
compared a flat deposition. 
5. Conclusion 
An analytical model based on experimental data has been proposed 
to reverse engineer the powder flow concentration from the nozzle to the 
powder focus. While it remains approximate and limited compared to 
the sophisticated method explained in the introduction [2], the pro-
posed in-situ measurement technique is faster, cheaper and easier to 
Fig. 16. Observed and predicted profiles for the plane 4104 on horizontal and vertical axis.  
Fig. 17. Observed and predicted profiles for the plane 4389 on horizontal and vertical axis.  
A. Mouchard et al.                                                                                                                                                                                                                             
Additive Manufacturing 42 (2021) 101991
11
implement. Regarding the model, the test on a given nozzle shows an 
accurate definition of the flow with good predictability up to the powder 
focus with an R2 value of approximately 0.874 for the highest working 
distance. Visual qualitative assessment and goodness-of-fit are satisfying 
conditions to demonstrate the model validity. From an academic point 
of view, the mathematical definition of the powder feed can be a 
powerful tool for a full numerical simulation of the process and also 
estimate parameters like laser attenuation by the powder. On a broader 
scope, this method could be applied to other applications involving 
similar particle fluxes. For the manufacturers, this method can be used 
for onsite nozzle verification and certification being fully representative 
of the production setup and parameters. Quantifiable criteria can be 
defined from the model, making it a relatively inexpensive and quick 
method to monitor and assess the powder flux day to day due to manage 
process variations including input condition of powder feedstock, nozzle 
changes arising from wear or damage and gas flow rates. Finally, this 
method also provides a tool to help support process and system devel-
opment particularly valuable for applications onto complex substrates. 
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Fig. 18. Model prediction and observation (left) with corresponding centroids relative positions (right).  
Fig. 19. Observed and predicted profiles for the tilted plane on vertical and horizontal cross sections with corresponding peak dispersion.  
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Appendix A. Effect of dwell time on erosion and results 
Profile images taken at the same low working distance for different dwell time (1, 5, 10 and 20 s) are displayed in the figure below. The images 
seem to show a linear increase of the amount of erosion with time. The image obtained after 1 s does not show sufficient marking to be analysed by the 
proposed method. The three other images have been processed considering 48 points and the results were plotted on three graphs for the three outputs 
(the weighting, the radial position and the dispersion coefficient as explained in 3.3 Model processing). The cluster positions are almost exactly the same 
in all cases. However, a high dwell time (20 s) gives a highly saturated image that may reduce the accuracy of the weighting and slightly overestimate 
the dispersion coefficient.
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Appendix B. Model data  
Component Weighting Radial position (px) Dispersion (px) 
2109 2394 2679 2964 3249 3534 3819 2109 2394 2679 2964 3249 3534 3819 
1 86%  779  680  577  472  388  306  240  118  136  125  136  135  176  182 
2 99%  781  682  577  484  394  312  238  119  124  126  129  149  172  192 
3 126%  779  677  589  496  402  317  249  122  126  133  139  154  165  191 
4 181%  780  681  594  502  409  322  249  123  128  137  143  156  153  188 
5 223%  782  681  597  508  411  320  243  116  123  121  142  145  166  189 
6 197%  781  679  596  506  416  323  249  118  129  126  144  150  179  181 
7 155%  784  688  598  505  420  322  239  128  127  141  147  150  163  190 
8 142%  790  687  601  508  421  321  235  122  120  139  150  163  165  181 
9 128%  797  690  613  521  423  320  232  119  127  136  146  155  171  185 
10 112%  800  688  617  531  424  320  229  123  125  134  135  152  164  185 
11 101%  801  690  617  527  424  322  227  118  126  126  134  145  157  187 
12 97%  799  688  616  528  433  321  231  112  124  123  129  138  153  181 
13 91%  798  688  619  530  431  322  235  114  123  124  130  137  156  177 
14 97%  803  688  622  530  433  324  233  110  122  125  130  134  159  173 
15 100%  803  691  622  531  433  318  229  108  123  128  131  132  154  170 
16 95%  802  693  613  533  434  322  229  108  120  127  127  132  147  161 
17 80%  802  697  612  527  433  318  230  108  119  118  129  130  146  165 
18 73%  805  695  616  525  433  321  228  107  119  115  123  130  147  171 
19 71%  797  692  619  528  438  318  230  109  119  117  121  129  144  169 
20 79%  802  698  625  530  431  325  246  103  103  111  114  126  138  159 
21 84%  797  707  622  523  428  322  241  100  100  111  120  133  141  159 
22 75%  794  703  615  522  426  320  242  105  111  114  124  131  144  162 
23 71%  789  689  609  520  425  323  240  111  127  118  122  126  143  174 
24 74%  786  695  602  519  421  318  228  114  116  122  123  126  147  182 
25 73%  784  697  598  511  412  320  220  112  122  123  125  139  142  164 
26 66%  782  695  591  503  407  314  229  107  125  120  125  134  146  150 
27 60%  786  692  593  497  406  317  217  104  122  121  132  136  146  168 
28 50%  783  691  589  496  407  312  221  109  130  123  127  131  142  162 
29 52%  783  703  581  489  412  313  211  110  133  134  125  132  145  171 
30 56%  777  698  592  493  407  309  217  112  122  128  122  132  147  169 
31 55%  778  691  587  489  399  312  217  112  126  125  122  127  147  167 
32 54%  778  700  585  482  394  315  214  110  109  120  118  133  151  173 
33 57%  770  679  572  477  387  307  220  104  122  118  121  138  154  170 
34 62%  762  675  558  466  376  300  227  104  112  116  121  127  155  176 
35 77%  758  671  555  463  383  303  226  110  117  121  129  133  159  181 
36 97%  759  674  557  469  385  309  236  111  118  125  132  138  166  175 
37 128%  761  674  560  470  386  314  245  120  112  132  134  150  169  182 
38 155%  763  677  565  477  391  314  247  125  119  135  138  146  173  185 
39 237%  762  676  561  474  394  319  245  106  113  129  143  150  172  190 
40 183%  761  675  557  473  393  327  243  115  116  128  140  146  168  190 
41 140%  760  671  553  465  385  322  244  117  110  130  147  151  174  189 
42 111%  763  670  550  462  377  315  252  116  117  130  145  152  174  182 
43 89%  766  668  552  454  378  308  242  123  122  127  135  147  173  189 
44 77%  762  672  553  452  378  304  229  123  117  117  130  143  179  194 
45 69%  765  668  568  463  369  301  225  120  123  122  134  137  170  175 
46 66%  767  672  563  469  374  297  224  124  126  126  132  143  174  180 
47 69%  763  668  561  474  372  295  236  123  124  126  133  146  173  182 
48 76%  772  678  568  474  381  296  238  121  127  130  137  146  170  184  
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Glossary 
Ai: Amplitude coefficient of fi(x,y) 
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ai: Amplitude coefficient of one Gaussian component of g(u)
Bi: Dispersion coefficient of fi(x, y)
bi: Dispersion coefficient of one Gaussian component of g(u)
fi(x, y): Probability density function of the cluster i 
g(u): Double Gaussian fit applied to the grayscale 
K: Number of statistical clusters considered 
M: Number of lines of the image matrix 
N: Number of column of the image matrix 
P: Discrete sum of Pi 
Pi: Double integral of fi(x, y) over the entire space 
u: Distance (pixels) 
( x→, y→): Axis of the cut plane 
xc,yc: Mean of the centroid cluster coordinates 
xi,yi: Centroid coordinates of the cluster i 
ri: Radial coordinate position of the cluster i 
ε: Angle between clusters (◦) 
θ: Angle of incidence (◦) 
φ: Angle between information recorded (◦) 
ψ: Angle range of information considered for one cluster (◦) 
ωi : Mixing coefficient of the cluster i from GMM 
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