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Abstract
The technique of abstracting abstract machines (AAM) provides
a systematic approach for deriving computable approximations of
evaluators that are easily proved sound. This article contributes a
complementary step-by-step process for subsequently going from
a naive analyzer derived under the AAM approach, to an efficient
and correct implementation. The end result of the process is a two
to three order-of-magnitude improvement over the systematically
derived analyzer, making it competitive with hand-optimized im-
plementations that compute fundamentally less precise results.
Categories and Subject Descriptors F.3.2 [Semantics of Pro-
gramming Languages]: Program analysis
Keywords abstract machines; abstract interpretation
1. Introduction
Program analysis provides sound predictive models of program be-
havior, but in order for such models to be effective, they must be
efficiently computable and correct. Past approaches to designing
program analyses have often featured abstractions that are far re-
moved from the original language semantics, requiring ingenuity
in their construction and effort in their verification. The abstracting
abstract machines (AAM) approach [30, 32] to deriving program
analyses provides an alternative: a systematic way of transform-
ing a programming language semantics in the form of an abstract
machine into a family of abstract interpreters. It thus reduces the
burden of constructing and verifying the soundness of an abstract
interpreter.
By taking a machine-oriented view of computation, AAM
makes it possible to design, verify, and implement program ana-
lyzers for realistic language features typically considered difficult
to model. The approach was originally applied to features such as
higher-order functions, stack inspection, exceptions, laziness, first-
class continuations, and garbage collection. It has since been used
to verify actor-[8] and thread-based [20] parallelism and behavioral
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Figure 1. Factor improvements over the baseline analyzer for the
Vardoulakis and Shivers benchmark in terms of the rate of state
transitions and total analysis time. (Bigger is better.) Each point is
marked with the section that introduces the optimization.
contracts [29]; it has been used to model Coq [24], Dalvik [23], Er-
lang [9], JavaScript [31], and Racket [29].
The primary strength of the approach is that abstract interpreters
can be easily derived through a small number of steps from exist-
ing machine models. Since the relationships between abstract ma-
chines and higher-level semantic models—such as definitional in-
terpreters [27], structured operational semantics [26], and reduction
semantics [12]—are well understood [6], it is possible to navigate
from these high-level semantic models to sound program analyz-
ers in a systematic way. Moreover, since these analyses so closely
resemble a language’s interpreter (a) implementing an analysis re-
quires little more than implementing an interpreter, (b) a single im-
plementation can serve as both an interpreter and analyzer, and (c)
verifying the correctness of the implementation is straightforward.
Unfortunately, the AAM approach yields analyzers with poor
performance relative to hand-optimized analyzers. Our work takes
aim squarely at this “efficiency gap,” and narrows it in an equally
systematic way through a number of simple steps, many of which
are inspired by run-time implementation techniques such as lazi-
ness and compilation to avoid interpretative overhead. Each of
these steps is proven correct, so the end result is an implementa-
tion that is trustworthy and efficient.
In this article, we develop a systematic approach to deriving
a practical implementation of an abstract-machine-based analyzer
using mostly semantic means rather than tricky engineering. Our
goal is to empower programming language implementers and re-
searchers to explore and convincingly exhibit their ideas with a low
barrier to entry. The optimizations we describe are widely appli-
cable and apparently effective to scale far beyond the size of pro-
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grams typically considered in the recent literature on flow analysis
for functional languages.
2. At a glance
We start with a quick review of the AAM approach to develop
an analysis framework and then apply our step-by-step optimiza-
tion techniques in the simplified setting of a core functional lan-
guage. This allows us to explicate the optimizations with a minimal
amount of inessential technical overhead. Following that, we scale
this approach up to an analyzer for a realistic untyped, higher-order
imperative language with a number of interesting features and then
measure improvements across a suite of benchmarks.
At each step during the initial presentation and development, we
evaluated the implementation on a set of benchmarks. The high-
lighted benchmark in figure 1 is from Vardoulakis and Shivers [33]
that tests distributivity of multiplication over addition on Church
numerals. For the step-by-step development, this benchmark is par-
ticularly informative:
1. it can be written in most modern programming languages,
2. it was designed to stress an analyzer’s ability to deal with
complicated environment and control structure arising from the
use of higher-order functions to encode arithmetic, and
3. its improvement is about median in the benchmark suite con-
sidered in section 6, and thus it serves as a good sanity check
for each of the optimization techniques considered.
We start, in section 3, by developing an abstract interpreter
according to the AAM approach. In the initial abstraction, each
state carries a store (what is called per-state store variance). The
space of stores is exponential in size; without further abstraction,
the analysis is exponential and thus cannot analyze the example in
a reasonable amount of time. In section 4, we perform a further
abstraction by widening the store. The resulting analyzer sacrifices
precision for speed and is able to analyze the example in about
1 minute. This step is described by Van Horn and Might [32,
§3.5–6] and is necessary to make even small examples feasible.
We therefore take a widened interpreter as the baseline for our
evaluation.
Section 5 gives a series of simple abstractions and implemen-
tation techniques that, in total, speed up the analysis by nearly a
factor of 500, dropping the analysis time to a fraction of a second.
Figure 1 shows the step-wise improvement of the analysis time for
this example.
The AAM approach, in essence, does the following: it takes
a machine-based view of computation and turns it into a finitary
approximation by bounding the size of the store. With a limited
address space, the store must map addresses to sets of values.
Store updates are interpreted as joins, and store dereferences are
interpreted by non-deterministic choice of an element from a set.
The result of analyzing a program is a finite directed graph where
nodes in the graph are (abstract) machine states and edges denote
machine transitions between states.
The techniques we propose for optimizing analysis fall into the
following categories:
1. generate fewer states by avoiding the eager exploration of non-
deterministic choices that will later collapse into a single join
point. We accomplish this by applying lazy evaluation tech-
niques so that non-determinism is evaluated by need.
2. generate fewer states by avoiding unnecessary, intermediate
states of a computation. We accomplish this by applying com-
pilation techniques from functional languages to avoid interpre-
tive overhead in the machine transition system.
(a) Baseline (b) Lazy (c) Compiled (& lazy)
Figure 2. Example state graphs for Earl et. al. program. Gray
states follow variable references, ev states are black, and all others
are white. Part (a) shows the baseline analyzer result. It has long
“corridor” transitions and “diamond” subgraphs that fan-out from
nondeterminism and fan-in from joins. Part (b) shows the result
of performing nondeterminism lazily and thus avoids many of the
diamond subgraphs. Part (c) shows the result of abstract compila-
tion that removes interpretive overhead in the form of intermediate
states, thus minimizing the corridor transitions. The end result is
a more compact abstraction of the program that can be generated
faster.
3. generate states faster. We accomplish this by better algorithm
design in the fixed-point computation we use to generate state
graphs.
Figure 2 shows the effect of (1) and (2) for the small motivating ex-
ample in Earl, et al. [10]. By generating significantly fewer states at
a significantly faster rate, we are able to achieve large performance
improvements in terms of both time and space.
Section 6 describes the evaluation of each optimization tech-
nique applied to an implementation supporting a more realistic set
of features, including mutation, first-class control, compound data,
a full numeric tower and many more forms of primitive data and
operations. We evaluate this implementation against a set of bench-
mark programs drawn from the literature. For all benchmarks, the
optimized analyzer outperforms the baseline by at least a factor of
two to three orders of magnitude.
Section 7 relates this work to the literature and section 8 con-
cludes.
3. Abstract interpretation of ISWIM
In this section, we give a brief review of the AAM approach by
defining a sound analytic framework for a core higher-order func-
tional language: Landin’s ISWIM [16]. In the subsequent sections,
we will explore optimizations for the analyzer in this simplified set-
Expressions e = var`(x)
| lit`(l)
| lam`(x, e)
| app`(e, e)
| if`(e, e, e)
Variables x = x | y | . . .
Literals l = z | b | o
Integers z = 0 | 1 | −1 | . . .
Booleans b = tt | ff
Operations o = zero? | add1 | sub1 | . . .
Figure 3. Syntax of ISWIM
Values v, u = clos (x, e, ρ) | l | κ
States ς = evt(e, ρ, σ, κ)
| co (κ, v, σ)
| apt(v, v, σ, κ)
Continuations κ = halt
| fun (v, aκ)
| arg (e, ρ, aκ)
| ifk (e, e, ρ, aκ)
Addresses a ∈ Addr
Times t ∈ Time
Environments ρ ∈ Var ⇀ Addr
Stores σ ∈ Addr ⇀ ℘(Value)
Figure 4. Abstract machine components
ting, but scaling these techniques to realistic languages is straight-
forward and has been done for the analyzer evaluated in section 6.
ISWIM is a family of programming languages parameterized
by a set of base values and operations. To make things concrete, we
consider a member of the ISWIM family with integers, booleans,
and a few operations. Figure 3 defines the syntax of ISWIM. It
includes variables, literals (either integers, booleans, or operations),
λ-expressions for defining procedures, procedure applications, and
conditionals. Expressions carry a label, `, which is drawn from an
unspecified set and denotes the source location of the expression;
labels are used to disambiguate distinct, but syntactically identical
pieces of syntax. We omit the label annotation in contexts where it
is irrelevant.
The semantics is defined in terms of a machine model. The
machine components are defined in figure 4; figure 5 defines the
transition relation (unmentioned components stay the same). The
evaluation of a program is defined as its set of traces that arise
from iterating the machine transition relation. The traces function
produces the set of all proofs of reachability for any state ς from
the injection of program e (from which one could extract a string of
states). The machine is a very slight variation on a standard abstract
machine for ISWIM in “eval, continue, apply” form [6]. It can
be systematically derived from a definitional interpreter through a
continuation-passing style transformation and defunctionalization,
or from a structural operational semantics using the refocusing
construction of Danvy and Nielsen [7].
Compared with the standard machine semantics, this definition
is different in the following ways, which make it abstractable as a
program analyzer:
• the store maps addresses to sets of values, 1 not single values,
• continuations are heap-allocated, not stack-allocated,
1 More generally, we can have stores map to any domain that forms a Galois
connection with sets of values, enabling ∆ to produce elaborate abstractions
of base values (e.g., interval or octagon abstractions). We use sets of values
for a simpler exposition.
traces(e) = {evt0 (e,∅,∅, halt) 7−→ ς} where
ς 7−→ ς′ defined to be the following
let t′ = tick(ς)
ev (var (x), ρ, σ, κ) 7−→ co (κ, v, σ) if v ∈ σ(ρ(x))
ev (lit (l), ρ, σ, κ) 7−→ co (κ, l, σ)
evt(lam (x, e), ρ, σ, κ) 7−→ co (κ, clos (x, e, ρ), σ)
evt(app`(e0, e1), ρ, σ, κ) 7−→ evt′ (e0, ρ, σ′, argt`(e1, ρ, aκ))
where aκ = allockontt`(σ, κ)
σ′ = σ unionsq [aκ 7→ {κ}]
evt(if`(e0, e1, e2), ρ, σ, κ) 7−→ evt′ (e0, ρ, σ′, ifkt(e1, e2, ρ, aκ))
where aκ = allockontt`(σ, κ)
σ′ = σ unionsq [aκ 7→ {κ}]
co (argt`(e, ρ, aκ), v, σ) 7−→ evt(e, ρ, σ, funt`(v, aκ))
co (funt`(u, aκ), v, σ) 7−→ apt`(u, v, κ, σ) if κ ∈ σ(aκ)
co (ifkt(e0, e1, ρ, aκ), tt, σ) 7−→ evt′ (e0, ρ, σ, κ) if κ ∈ σ(aκ)
co (ifkt(e0, e1, ρ, aκ), ff, σ) 7−→ evt′ (e1, ρ, σ, κ) if κ ∈ σ(aκ)
apt`(clos (x, e, ρ), v, σ, κ) 7−→ evt
′
(e, ρ′, σ′, κ)
where a = alloc(ς)
ρ′ = ρ[x 7→ a]
σ′ = σ unionsq [a 7→ {v}]
apt`(o, v, σ, κ) 7−→ co (κ, v′, σ) if v′ ∈ ∆(o, v)
Figure 5. Abstract abstract machine for ISWIM
• there are “timestamps” (t ∈ Time) and syntax labels (`)
threaded through the computation, and
• the machine is implicitly parameterized by the functions alloc,
allockont , tick , ∆, and spaces Addr , Time (and initial t0 ∈
Time).
Concrete interpretation To characterize concrete interpretation,
set the implicit parameters of the relation given in figure 5 as
follows:
alloc(ς) = a where a /∈ the σ within ς
allockontt`(σ, κ) = aκ where aκ /∈ σ
These functions appear to ignore ` and t, but they can be used to
determinize the choice of fresh addresses. The unionsq on stores in the
figure is a point-wise lifting of ∪: σ unionsq σ′ = λa.σ(a) ∪ σ′(a). The
resulting relation is non-deterministic in its choice of addresses,
however it must always choose a fresh address when allocating
a continuation or variable binding. If we consider machine states
equivalent up to consistent renaming and fix an allocation scheme,
this relation defines a deterministic machine (the relation is really
a function).
The interpretation of primitive operations is defined by setting
∆ as follows:
z + 1 ∈ ∆(add1, z) z − 1 ∈ ∆(sub1, z)
tt ∈ ∆(zero?, 0) ff ∈ ∆(zero?, z) if z 6= 0
Abstract interpretation To characterize abstract interpretation,
set the implicit parameters just as above, but drop the a 6∈ σ condi-
tion. The ∆ relation takes some care to not make the analysis run
forever; a simple instantiation is a flat abstraction where arithmetic
operations return an abstract top element Z, and zero? returns both
tt and ff on Z. This family of interpreters is also non-deterministic
in choices of addresses, but it is free to choose addresses that are al-
ready in use. Consequently, the machines may be non-deterministic
when multiple values reside in a store location.
It is important to recognize from this definition that any allo-
cation strategy is a sound abstract interpretation [21]. In particular,
concrete interpretation is a kind of abstract interpretation. So is an
interpretation that allocates a single cell into which all bindings and
continuations are stored. The former is an abstract interpretation
with uncomputable reachability and gives only the ground truth of
a program’s behavior; the latter is an abstract interpretation that is
easy to compute but gives little information. Useful program anal-
yses lay somewhere in between and can be characterized by their
choice of address representation and allocation strategy. Uniform
k-CFA [25], presented next, is one such analysis.
Uniform k-CFA To characterize uniform k-CFA, set the alloca-
tion strategy as follows, for a fixed constant k:
Time = Label∗
t0 = 
alloc(apt`(clos (x, e, ρ), v, σ, κ)) = xb`tck
allockontt`(σ, κ) = `t
tick(evt(e, ρ, σ, κ)) = t
tick(co (argt(e, ρ, aκ), v, σ)) = t
tick(apt`(u, v, κ)) = b`tck
btc0 = bck = t0
b`tck+1 = `btck
The b·ck notation denotes the truncation of a list of symbols to the
leftmost k symbols.
All that remains is the interpretation of primitives. For abstract
interpretation, we set ∆ to the function that returns Z on all inputs—
a symbolic value we interpret as denoting the set of all integers.
At this point, we have abstracted the original machine to one
which has a finite state space for any given program, and thus forms
the basis of a sound, computable program analyzer for ISWIM.
4. From machine semantics to baseline analyzer
The uniform k-CFA allocation strategy would make traces in fig-
ure 5 a computable abstraction of possible executions, but one that
is too inefficient to run, even on small examples. Through this sec-
tion, we explain a succession of approximations to reach a more
appropriate baseline analysis. We ground this path by first formu-
lating the analysis in terms of a classic fixed-point computation.
4.1 Static analysis as fixed-point computation
Conceptually, the AAM approach calls for computing an analysis
as a graph exploration: (1) start with an initial state, and (2) com-
pute the transitive closure of the transition relation from that state.
All visited states are potentially reachable in the concrete, and all
paths through the graph are possible traces of execution.
We can cast this exploration process in terms of a fixed-point
calculation. Given the initial state ς0 and the transition relation 7−→,
we define the global transfer function:
Fς0 : ℘(State)×℘(State×State)→ ℘(State)×℘(State×State).
Internally, this global transfer function computes the successors of
all supplied states, and then includes the initial state:
Fς0(V,E) = ({ς0} ∪ V ′, E′)
E′ = {(ς, ς ′) | ς ∈ V and ς 7−→ ς ′}
V ′ = {ς ′ | (ς, ς ′) ∈ E′}
Then, the evaluator for the analysis computes the least fixed-point
of the global transfer function: eval(e) = lfp(Fς0), where ς0 =
evt0(e,∅,∅, halt).
The possible traces of execution tell us the most about a pro-
gram, so we take traces(e) to be the (regular) set of paths through
the computed graph. We elide the construction of the set of edges
in this paper.
To conduct this naive exploration on the Vardoulakis and Shiv-
ers example would require considerable time. Even though the state
space is finite, it is exponential in the size of the program. Even with
k = 0, there are exponentially many stores in the AAM framework.
In the next subsection, we fix this with store widening to reach
polynomial (albeit of high degree) complexity. This widening ef-
fectively lifts the store out of individual states to create a single,
global shared store for all.
4.2 Store widening
A common technique to accelerate convergence in flow analyses
is to share a common, global store. Formally, we can cast this
optimization as a second abstraction or as the application of a
widening operator 2 during the fixed-point iteration. In the ISWIM
language, such a widening makes 0-CFA quartic in the size of the
program. Thus, complexity drops from intractable exponentiality
to a merely daunting polynomial.
Since we can cast this optimization as a widening, there is no
need to change the transition relation itself. Rather, what changes is
the structure of the fixed-point iteration. In each pass, the algorithm
will collect all newly produced stores and join them together. Then,
before each transition, it installs this joined store into current state.
To describe this process, AAM defined a transformation of
the reduction relation so that it operates on a pair of a set of
contexts (C) and a store (σ). A context includes all non-store
components, e.g., the expression, the environment and the stack.
The transformed relation, ̂7−→, is
(C, σ) ̂7−→ (C′, σ′),
where C′ = {c′ | wn(c, σ) 7−→ wn(c′, σc), c ∈ C}
σ′ =
⊔
{σc | wn(c, σ) 7−→ wn(c′, σc), c ∈ C}
wn : Context × Store → State
wn(ev (e, ρ, κ), σ) = ev (e, ρ, σ, κ)
wn(co (v, κ), σ) = co (v, κ, σ)
wn(ap (u, v, κ), σ) = ap (u, v, σ, κ)
To retain soundness, this store grows monotonically as the least
upper bound of all occurring stores.
4.3 Store-allocate all values
The final approximation we make to get to our baseline is to
store-allocate all values that appear, so that any non-machine state
that contains a value instead contains an address to a value. The
AAM approach stops at the previous optimization. However, the
funcontinuation stores a value, and this makes the space of con-
tinuations quadratic rather than linear in the size of the program,
for a monovariant analysis like 0-CFA. Having the space of con-
tinuations grow linearly with the size of the program will drop the
overall complexity to cubic (as expected). We also need to allocate
an address for the argument position in an apstate.
To achieve this linearity for continuations, we allocate an ad-
dress for the value position when we create the continuation. This
address and the tail address are both determined by the label of the
application point, so the space becomes linear and the overall com-
plexity drops to cubic. This is a critical abstraction in languages
with n-ary functions, since otherwise the continuation space grows
2 Technically, we would have to copy the value of the global store to all
states being stepped to fit the formal definition of a widening, but this
representation is order-isomorphic to that.
super-exponentially (O(nn)). We extend the semantics to addition-
ally allocate an address for the function value when creating the
fun continuation. The continuation has to contain this address to
remember where to retrieve values from in the store.
The new evaluation rules follow, where t′ = tick(ς):
co
t(arg (e, ρ, aκ), v, σ) 7−→ evt
′
(e, ρ, σ′, fun (a, aκ))
where a = alloc(ς)
σ′ = σ unionsq [a 7→ {v}]
Now instead of storing the evaluated function in the continuation
frame itself, we indirect it through the store for further control on
complexity and precision:
co
t(fun (a, aκ), v, σ) 7−→ apt
′
` (u, a, κ, σ
′)
if κ ∈ σ(aκ), u ∈ σ(a)
where a = alloc(ς)
σ′ = σ unionsq [a 7→ {v}]
Associated with this indirection, we now apply all functions
stored in the address. This nondeterminism is necessary in order
to continue with evaluation.
5. Implementation techniques
In this section, we discuss the optimizations for abstract interpreters
that yield our ultimate performance gains. We have two broad cate-
gories of these optimizations: (1) pragmatic improvement, (2) tran-
sition elimination. The pragmatic improvements reduce overhead
and trade space for time by utilizing:
1. timestamped stores;
2. store deltas; and
3. imperative, pre-allocated data structures.
The transition-elimination optimizations reduce the overall number
of transitions made by the analyzer by performing:
4. frontier-based semantics;
5. lazy non-determinism; and
6. abstract compilation.
All pragmatic improvements are precision preserving (form
complete abstractions), but the semantic changes are not in some
cases, for reasons we will describe. We did not observe the preci-
sion differences in our evaluation.
We apply the frontier-based semantics combined with times-
tamped stores as our first step. The move to the imperative will
be made last in order to show the effectiveness of these techniques
in the purely functional realm.
5.1 Timestamped frontier
The semantics given for store widening in section 4.2, while simple,
is wasteful. It also does not model what typical implementations
do. It causes all states found so far to step each iteration, even if
they are not revisited. This has negative performance and precision
consequences (changes to the store can travel back in time in
straight-line code). We instead use a frontier-based semantics that
corresponds to the classic worklist algorithms for analysis. The
difference is that the store is not modified in-place, but updated
after all frontier states have been processed. This has implications
for the analysis’ precision and determinism. Specifically, higher
precision, and it is deterministic even if set iteration is not.
The state space changes from a store and set of contexts to a set
of seen abstract states (context plus store), S, a set of contexts to
step (the frontier), F , and a store to step those contexts with, σ:
(S, F, σ) ̂7−→ (S ∪ S′, F ′, σ′)
We constantly see more states, so S is always growing. The
frontier, which is what remains to be done, changes. Let’s start with
the result of stepping all the contexts in F paired with the current
store (call it I for intermediate):
I = {(c′, σ′) | wn(c, σ) 7−→ wn(c′, σ′), c ∈ F}
The next store is the least upper bound of all the stores in I:
σ′ =
⊔
{σ | ( , σ) ∈ I}
The next frontier is exactly the states that we found from stepping
the last frontier, but have not seen before. They must be states, so
we pair the contexts with the next store:
F ′ = {c | (c, ) ∈ I, (c, σ′) /∈ S}
Finally, we add what we know we had not yet seen to the seen set:
S′ = {(c, σ′) | c ∈ F ′}
To inject a program e into this machine, we start off knowing we
have seen the first state, and that we need to process the first state:
inject(e) = ({(c0,⊥)}, {c0},⊥)
where c0 = ev (e,⊥, halt)
Notice that now S has several copies of the abstract store in it.
As it is, this semantics is much less efficient (but still more pre-
cise) than the previously proposed semantics because membership
checks have to compare entire stores. Checking equality is expen-
sive because the stores within each state are large, and nearly every
entry must be checked against every other due to high similarities
amongst stores.
And, there is a better way. Shivers’ original work on k-CFA
was susceptible to the same problem, and he suggested three com-
plementary optimizations: (1) make the store global; (2) update the
store imperatively; and (3) associate every change in the store with
a version number – its timestamp. Then, put timestamps in states
where previously there were stores. Given two states, the analysis
can now compare their stores just by comparing their timestamps –
a constant-time operation.
There are two subtle losses of precision in Shivers’ original
timestamp technique that we can fix.
1. In our semantics, the store does not change until the entire
frontier has been explored. This avoids cross-branch pollu-
tion which would otherwise happen in Shivers’ semantics, e.g.,
when one branch writes to address a and another branch reads
from address a.
2. The common implementation strategy for timestamps destruc-
tively updates each state’s timestamp. This loses temporal in-
formation about the contexts a state is visited in, and in what
order. Our semantics has a drop-in replacement of timestamps
for stores in the seen set (Sˆ), so we do not experience precision
loss.
Σ ∈ Store∗ Sˆ ⊆ N× Context F ⊆ Context
(Sˆ, F, σ,Σ, t) ̂7−→T (Sˆ ∪ Sˆ′, F ′, σ′,Σ′, t′)
where I = {(c′, σc) | wn(c, σ) 7−→ wn(c′, σc), c ∈ F}
σ′ =
⊔
{σc | ( , σc) ∈ I}
(t′,Σ′) =
{
(t+ 1, σ′Σ′) if σ′ 6= σ
(t,Σ) otherwise
F ′ = {c | (c, ) ∈ I, (c, t′) /∈ Sˆ}
Sˆ′ = {(c, t′) | c ∈ F ′}
inject(e) = ({(c0, 0)}, {c0},⊥,⊥:, 0)
where c0 = ev (e,⊥, halt)
The observation Shivers made was that the store is increasing
monotonically, so all stores throughout execution will be totally
ordered (form a chain). This observation allows you to replace
stores with pointers into this chain. We keep the stores around in Σ
to achieve a complete abstraction. This corresponds to the temporal
information about the execution’s effect on the store.
Note also that F is only populated with states that have not been
seen at the resulting store. This is what produces the more precise
abstraction than the baseline widening.
The general fixed-point combinator we showed above can be
specialized to this semantics, as well. In fact, ̂7−→T is a functional
relation, so we can get the least fixed-point of it directly.
Lemma 1. ̂7−→ maintains the invariant that all stores in S are
totally ordered and σ is an upper bound of the stores in S.
Lemma 2. ̂7−→T maintains the invariant that Σ is in order with
respect to A and σ = hd(Σ).
Theorem 1. ̂7−→T is a complete abstraction of ̂7−→.
The proof follows from the order isomorphism that, in one
direction, sorts all the stores in S to form Σ, and translates stores in
S to their distance from the end of Σ (their timestamp). In the other
direction, timestamps in Sˆ are replaced by the stores they point to
in Σ.
5.2 Locally log-based store deltas
The above technique requires joining entire (large) stores together.
Additionally, there is still a comparison of stores, which we estab-
lished is expensive. Not every step will modify all addresses of the
store, so joining entire stores is wasteful in terms of memory and
time. We can instead log store changes and replay the change log on
the full store after all steps have completed, noting when there is an
actual change. This uses far fewer join and comparison operations,
leading to less overhead, and is precision-preserving.
We represent change logs as ξ ∈ Store∆ = (Addr ×
P(Storeable))∗. Each σ unionsq [a 7→ vs] becomes a log addition
(a, vs):ξ, where ξ begins empty () for each step. Applying the
changes to the full store is straightforward:
replay : (Store∆× Store)→ (Store × Boolean)
replay([(ai, vsi), . . .] , σ) = (σ
′, δ?(vsi, σ(ai)) ∨ . . .)
where σ′ = σ unionsq [ai 7→ vsi] unionsq . . .
δ?(vs, vs′) = vs′ ?= vs unionsq vs′
We change the semantics slightly to add to the change log rather
than produce an entire modified store. The transition relation is
identical except for the addition of this change log. We maintain
the invariant that lookups will never rely on the change log, so we
can use the originally supplied store unmodified.
A taste of the changes to the reduction relation is as follows:
7−→σξ ⊆ (Context × Store)× (Context × Store∆)
(apt`(clos (x, e, ρ), a, κ), σ) 7−→σξ (evt
′
(e, ρ′, κ), (a′, σ(a)):)
where a′ = alloc(ς)
ρ′ = ρ[x 7→ a′]
We lift 7−→σξ to accommodate for the asymmetry in the input
and output, and change the frontier-based semantics in the follow-
ing way:
(Sˆ, F, σ,Σ, t) ̂7−→σξ (Sˆ ∪ Sˆ′, F ′, σ′,Σ′, t′)
where I = {(c′, ξ) | (c, σ) 7−→σξ (c′, ξ)}
(σ′,∆?) = replay(appendall({ξ | ( , ξ) ∈ I}), σ)
(t′,Σ′) =
{
(t+ 1, σΣ) if ∆?
(t,Σ) otherwise
F ′ = {c | (c, ) ∈ I, (c, t′) /∈ Sˆ}
Sˆ′ = {(c, t′) | c ∈ F ′}
appendall(∅) = 
appendall({ξ} ∪ Ξ) = append(ξ, appendall(Ξ))
Here appendall combines change logs across all non-deterministic
steps for a state to later be replayed. The order the combination
happens in doesn’t matter, because join is associative and commu-
tative.
Lemma 3. (c, σ) 7−→σξ(c′, ξ) iff wn(c, σ) 7−→wn(c′, replay(ξ, σ))
By cases on 7−→σξ and 7−→.
Lemma 4 (∆? means change). Let replay(ξ, σ) = (σ′,∆?).
σ′ 6= σ iff ∆?.
By induction on ξ.
Theorem 2. ̂7−→σξ is a complete abstraction of ̂7−→T .
Follows from previous lemma and that join is associative and
commutative.
5.3 Lazy non-determinism
Tracing the execution of the analysis reveals an immediate short-
coming: there is a high degree of branching and merging in the
exploration. Surveying this branching has no benefit for precision.
For example, in a function application, (f x y), where f, x and
y each have several values each argument evaluation induces n-
way branching, only to be ultimately joined back together in their
respective application positions. Transition patterns of this shape
litter the state-graph:
To avoid the spurious forking and joining, we delay the non-
determinism until and unless it is needed in strict contexts (such
as the guard of an if, a called procedure, or a numerical primitive
application). Doing so collapses these forks and joins into a linear
sequence of states:
This shift does not change the concrete semantics of the lan-
guage to be lazy. Rather, it abstracts over transitions that the origi-
nal non-deterministic semantics steps through. We say the abstrac-
tion is lazy because it delays splitting on the values in an address
until they are needed in the semantics. It does not change the exe-
cution order that leads to the values that are stored in the address.
We introduce a new kind of value, addr (a), that represents
a delayed non-deterministic choice of a value from σ(a). The
following rules highlight the changes to the semantics:
force : Store ×Value → P(Value)
force(σ, addr (a)) = σ(a)
force(σ, v) = {v}
ev (var (x), ρ, κ, σ) 7−→L co (κ, addr (ρ(x)), σ)
co (argt`(e, ρ, aκ), v, σ) 7−→L evt
′
(e, ρ, σ′, funt`(af , aκ))
where af = alloc(ς)
σ′ = σ unionsq [a 7→ force(σ, v)]
co (ifkt(e0, e1, ρ, aκ), v, σ) 7−→L evt
′
(e0, ρ, σ, κ)
if κ ∈ σ(aκ), tt ∈ force(σ, v)
Since if guards are in strict position, we must force the value to
determine which branch to to take. The middle rule uses force only
to combine with values in the store - it does not introduce needless
non-determinism.
We have two choices for how to implement lazy non-determinism.
Option 1: Lose precision; simplify implementation This seman-
tics introduces a subtle precision difference over the baseline. Con-
sider a configuration where a reference to a variable and a binding
of a variable will happen in one step, since store widening leads to
stepping several states in one big “step.” With laziness, the refer-
ence will mean the original binding(s) of the variable or the new
binding, because the actual store lookup is delayed one step (i.e.
laziness is administrative).
Option 2: Regain precision; complicate implementation The ad-
ministrative nature of laziness means that we could remove the loss
in precision by storing the result of the lookup in a value repre-
senting a delayed nondeterministic choice. This is a more common
choice in 0CFA implementations we have seen, but it interferes
with the next optimization due to the invariant from store deltas
we have that lookups must not depend on the change log.
Theorem 3 (Soundness). If ς 7−→ ς ′ and ς v ςˆ then there exists a
ςˆ ′ such that ςˆ 7−→L ςˆ ′ and ς ′ v ςˆ ′
Here v is straightforward — the left-hand side store must be
contained in the right-hand-side store, and if values occur in the
states, the left-hand-side value must be in the forced corresponding
right-hand-side value. The proof is by cases on ς 7−→ ς ′.
5.4 Abstract compilation
The prior optimization saved time by doing the same amount of rea-
soning as before but in fewer transitions. We can exploit the same
idea—same reasoning, fewer transitions—with abstract compila-
tion. Abstract compilation transforms complex expressions whose
abstract evaluation is deterministic into “abstract bytecodes.” The
abstract interpreter then does in one transition what previously took
many. Refer back to figure 2 to see the effect of abstract compila-
tion. In short, abstract compilation eliminates unnecessary alloca-
tion, deallocation and branching. The technique is precision pre-
serving without store widening. We discuss the precision differ-
ences with store widening at the end of the section.
The compilation step converts expressions into functions that
expect the other components of the ev state. Its definition in figure
6 shows close similarity to the rules for interpreting ev states.
The next step is to change reduction rules that create ev states to
instead call these functions. Figure 7 shows the modified reduction
relation. The only change from the previous semantics is that ev
J K : Expr → Store
→ Env × Store∆×Kont × Time
→ State
t′ = tick(`, ρ, σ, t)Jvar (x)Kσ = λt(ρ, ξ, κ).co (κ, addr (ρ(x))), ξJlit (l)Kσ = λt(ρ, ξ, κ).co (κ, l), ξJlam (x, e)Kσ = λt(ρ, ξ, κ).co (κ, clos (x, JeK, ρ)), ξJapp`(e0, e1)Kσ = λt(ρ, ξ, κ).Je0Kt′ (ρ, ξ′, argt`(Je1K, ρ, aκ))
where aκ = allockontt`(σ, κ)
ξ′ = (aκ, {κ}):ξJif`(e0, e1, e2)Kσ = λt(ρ, ξ, κ).Je0Kt′ (ρ, ξ′, ifkt(Je1K, Je2K, ρ, aκ))
where aκ = allockontt`(σ, κ)
ξ′ = (aκ, {κ}):ξ
Figure 6. Abstract compilation
traces(e) = {inject(JeKt0⊥ (⊥, , halt)) 7−→ ς} where
inject(c, ξ) = wn(c, replay(ξ,⊥))
wn(c, σ) 7−→ wn(c′, σ′) ⇐⇒ c J7−→Kσ c′, ξ
ξ is such that replay(ξ, σ) = σ′
co (argt`(k, ρ, aκ), v) J7−→Kσ kt(σ)(ρ, ξ, funt`(af , aκ))
where af = alloc(ς)
ξ = (af , force(σ, v)):
co (funt`(af , aκ), v) J7−→Kσ apt`(u, a, κ), (a, force(σ, v)):
if u ∈ σ(af ), κ ∈ σ(aκ)
co (ifkt(k0, k1, ρ, aκ), tt) J7−→Kσ kt0(σ)(ρ, , κ) if κ ∈ σ(aκ)
co (ifkt(k0, k1, ρ, aκ), ff) J7−→Kσ kt1(σ)(ρ, , κ) if κ ∈ σ(aκ)
apt`(clos (x, k, ρ), a, κ) J7−→Kσ kt′ (σ)(ρ′, ξ, κ)
where ρ′ = ρ[x 7→ a]
ξ = (a, σ(a)):
ap (o, a, κ) J7−→Kσ co (κ, u), 
where v ∈ σ(a), u ∈ ∆(o, v)
Figure 7. Abstract abstract machine for compiled ISWIM
state construction is replaced by calling the compiled expression.
For notational coherence, we write λt(args . . .) for λ(args . . . , t)
and kt(args . . .) for k(args . . . , t).
Correctness The correctness of abstract compilation seems obvi-
ous, but it has never before been rigorously proved. What consti-
tutes correctness in the case of dropped states, anyway? Applying
an abstract bytecode’s function does many “steps” in one go, at the
end of which, the two semantics line up again (modulo representa-
tion of expressions). This constitutes the use of a notion of stutter-
ing. We provide a formal analysis of abstract compilation without
store widening with a proof of a stuttering bisimulation [3] between
this semantics and lazy non-determinism without widening to show
precision preservation.
The number of transitions that can occur in succession from an
abstract bytecode is roughly bounded by the amount of expression
nesting in the program. We can use the expression containment or-
der to prove stuttering bisimulation with a well-founded equiva-
lence bisimulation (WEB) [? ]. WEBs are equivalent to the notion
of a stuttering bisimulation, but are more amenable to mechaniza-
tion since they also only require reasoning over one step of the
reduction relation. The trick is in defining a well-founded ordering
that determines when the two semantics will match up again, what
Manolios calls the pair of functions erankt and erankl (but we
don’t need erankl since the uncompiled semantics doesn’t stutter).
We define a refinement, r, from non-compiled to compiled
states (built structurally) by “committing” all the actions of an ev
state (defined similarly to J K, but immediately applies the func-
tions), and subsequently changing all expressions with their com-
piled variants. Since WEBs are for single transition systems, a
WEB refinement is over the disjoint union of our two semantics,
and the equivalence relation we use is just that a state is related to
its refined state (and itself). Call this relation B.
Before we prove this setup is indeed a WEB, we need one
lemma that applying an abstract bytecode’s function is equal to
refining the corresponding ev state:
Lemma 5 (Compile/commit). Let c, ξ′ = JeKtr(σ)(ρ, ξ, r(κ)).
Let wn(c′, σ′) = r(evt(e, ρ, σ, κ)). wn(c, replay(ξ′, σ)) =
wn(c′, replay(ξ, σ′)).
The proof is by induction on e.
Theorem 4 (Precision preservation). B is a WEB on 7−→L unionmulti 7−→
The proof follows by cases on 7−→L unionmulti 7−→ with the WEB
witness being the well-order on expressions (with a ⊥ element),
and the following erankt , erankl functions:
erankt(evt(e, ρ, σ, κ)) = e
erankt(ς) = ⊥ otherwise
erankl(s, s′) = 0
All cases are either simple steps or appeals to the well-order on
erankt’s range. The other rank function, erankl is unnecessary, so
we just make it the constant 0 function. The J7−→K cases are trivial.
Wide store and abstract compilation It is possible for different
stores to occur between the different semantics because abstract
compilation can change the order in which the store is changed
(across steps). This is the case because some “corridor” expressions
may compile down to change the store before some others, meaning
there is no stuttering relationship with the wide lazy semantics.
Although there is a difference pre- and post- abstract compilation,
the result is still deterministic in contrast to Shivers’ technique. The
soundness is in tact since we can add store-widening the correct
unwidened semantics with an easy correctness proof. Call Ĵ7−→K
the result of the widening operator from the previous section onJ7−→K.
5.5 Imperative, pre-allocated data structures
Thus far, we have made our optimizations in a purely functional
manner. For the final push for performance, we need to dip into the
imperative. In this section, we show an alternative representation
of the store and seen set that are more space-efficient and are
amenable to destructive updates by adhering to a history for each
address.
The following transfer function has several components that can
be destructively updated, and intermediate sets can be elided by
adding to global sets. In fact, the log of store deltas can be removed
as well, by updating the store in-place, and on lookup, using the
first value timestamped ≤ the current timestamp. We start with the
purely functional view.
5.5.1 Pure setup for imperative implementation
The store maps to a stack of timestamped sets of abstract values.
Throughout this section, we will be taking the parameter t to be the
“current time,” or the length of the store chain at the beginning of
the step.
σ ∈ Store = Addr → ValStack
V ∈ ValStack = (N× ℘(Storeable))∗
To allow imperative store updates, we maintain an invariant that
we never look up values tagged at a time in the future:
lookup(V, t) =
{
vs if V = (t′, vs):V ′, t′ ≤ t
vs′ if V = (t′, vs):(t′′, vs′):V ′, t′ > t
To construct this value stack, we have a time-parameterized join
operation that also tracks changes to the store. If joining with a time
in the future, we just add to it. Otherwise, we’re making a change
for the future (t+ 1), but only if there is an actual change.
σ unionsqt [a 7→ vs] = σ[a 7→ V ],∆?
where (V,∆?) = σ(a) unionsqt vs
 unionsqt vs = (t, vs), tt
(t′, vs):V unionsqt vs′ = (t′, vs unionsq vs′):V, δ?(vs, vs′) if t′ > t
V unionsqt vs = (t+ 1, vs∗):V, tt if vst 6= vs∗
where vst = lookup(σ(a), t)
vs∗ = vs unionsq vst
V unionsqt vs = V, ff otherwise
For the purposes of space, we reuse the J7−→K semantics, al-
though the replay of the produced ξ objects should be in-place,
and the lookup function should be using this single-threaded store.
Because the store has all the temporal information baked into it,
we rephrase the core semantics in terms of a transfer function. The
least fixed-point of this function gives a more compact representa-
tion of the reduction relation of the previous section.
System = (Ŝtate → N∗)× ℘(Ŝtate)× Store × N
F : System → System
F(Sˆ, F, σ, t) = (Sˆ′, F ′, σ′, t′)
where I = {(c′, ξ) | c ∈ F, c J7−→Kσ∗ c′, ξ}
σ∗ = λa.lookup(σ(a), t)
(σ′,∆?) = replay(appendall({ξ | ( , ξ) ∈ I}), σ)
t′ =
{
t+ 1 if ∆?
t otherwise
F ′ = {c | (c, ) ∈ I,∆? ∨ Sˆ(c) 6= t: }
Sˆ′ = λc.
{
t′:Sˆ(c) if c ∈ F ′
Sˆ(c) otherwise
We prove semantic equivalence with the previous semantics
with a lock-step bisimulation with the stack of stores abstraction,
which follow from equational reasoning from the following lem-
mas:
Lemma 6. Stores of value stacks completely abstract stacks of
stores.
This depends on some well-formedness conditions about the
order of the stacks. The store of value stacks can be translated
to a stack of stores by taking successive “snapshots” of the store
at different timestamps from the max timestamp it holds down to
0. Vice versa, we replay the changes across adjacent stores in the
stack.
We apply a similar construction to the different representation
of seen states in order to get the final result:
Theorem 5. F is a complete abstraction of Ĵ7−→K.
5.5.2 Pure to imperative
The intermediate data structures of the above transfer function can
all be streamlined into globals that are destructively updated. In
particular, there are 5 globals:
1. Sˆ: the seen set, though made a map for faster membership tests
and updates.
2. F : the frontier set, which must be persisent or copied for the
iteration through the set to be correct.
3. σ: the store, which represents all stores that occur in the ma-
chine semantics.
4. t: the timestamp, or length of the store chain.
5. ∆?: whether the store changed when stepping states in F .
The reduction relation would then instead of building store
deltas, update the global store. We would also not view it as a
general relation, but a function that adds all next states to F if
they have not already been seen. At the end of iterating through
F , Sˆ is updated with the new states at the next timestamp. There
is no cross-step store poisoning since the lookup is restricted to the
current step’s time, which points to the same value throughout the
step.
5.5.3 Pre-allocating the store
Internally, the algorithm at this stage uses hash tables to model
the store to allow arbitrary address representations. But, such a
dynamic structure isn’t necessary when we know the structure
of the store in advance.In a monovariant allocation strategy, the
domain of the store is bounded by the number of expressions in
the program. If we label each expression with a unique natural,
the analysis can index directly into the store without a hash or a
collision. Even for polyvariant analyses, it is possible to compute
the maximum number of addresses and similarly pre-allocate either
the spine of the store or (if memory is no concern) the entire store.
6. Evaluation
We have implemented, optimized, and evaluated an analysis frame-
work supporting higher-order functions, state, first-class control,
compound data, and a large number of primitive kinds of data and
operations such as floating point, complex, and exact rational arith-
metic. The analysis is evaluated against a suite of Scheme bench-
marks drawn from the literature. 3 For each benchmark, we collect
analysis times, peak memory usage (as determined by Racket’s GC
statistics), and the rate of states-per-second explored by the analysis
for each of the optimizations discussed in section 5, cumulatively
applied. The analysis is stopped after consuming 30 minutes of time
or 1 gigabyte of space 4. When presenting relative numbers, we use
the timeout limits as a lower bound on the actual time required (i.e.,
one minute versus timeout is at least 30 times faster), thus giving a
conservative estimate of improvements.
For those benchmarks that did complete on the baseline, the
optimized analyzer outperformed the baseline by a factor of two
to three orders of magnitude.
We use the following set of benchmarks:
3 Source code of the implementation and benchmark suite available at
https://github.com/dvanhorn/oaam
4 All benchmarks are calculated as an average of 5 runs, done in parallel
(each isolated to a core), on an 12-core, 64-bit Intel Xeon machine running
at 2.40GHz with 12Gb of memory.
Program LOC Time (sec) Space (MB) Speed state
sec
nucleic 3492 m 66.9 m 238 44 9K
matrix 747 t 3.4 294 114 68 87K
nbody 1435 t 22.9 361 171 67 57K
earley 667 1.1K 0.4 409 114 252 95K
maze 681 t 2.6 332 114 55 118K
church 42 44.9 0.1 86 114 714 56K
lattice 214 348.5 0.2 231 114 382 104K
boyer 642 m 13.4 m 130 39 39K
mbrotZ 69 373.6 0.1 295 114 540 63K
Figure 8. Overview performance comparison between baseline
and optimized analyzer (entries of t mean timeout, and m mean
out of memory).
1. nucleic: a floating-point intensive application taken from molec-
ular biology that has been used widely in benchmarking func-
tional language implementations [13] and analyses (e.g. [14,
34]). It is a constraint satisfaction algorithm used to determine
the three-dimensional structure of nucleic acids.
2. matrix tests whether a matrix is maximal among all matrices
of the same dimension obtainable by simple reordering of rows
and columns and negation of any subset of rows and columns.
It is written in continuation-passing style (used in [14, 34]).
3. nbody: implementation [35] of the Greengard multipole algo-
rithm for computing gravitational forces on point masses dis-
tributed uniformly in a cube (used in [14, 34]).
4. earley: Earley’s parsing algorithm, applied to a 15-symbol in-
put according to a simple ambiguous grammar. A real program,
applied to small data whose exponential behavior leads to a
peak heap size of half a gigabyte or more during concrete exe-
cution.
5. maze: generates a random maze using Scheme’s call/cc op-
eration and finds a path solving the maze (used in [14, 34]).
6. church: tests distributivity of multiplication over addition for
Church numerals (introduced by [33]).
7. lattice: enumerates the order-preserving maps between two fi-
nite lattices (used in [14, 34]).
8. boyer: a term-rewriting theorem prover (used in [14, 34]).
9. mbrotZ: generates Mandelbrot fractal using complex numbers.
10. graphs: counts the number of directed graphs with a distin-
guished root and k vertices, each having out-degree at most 2. It
is written in a continuation-passing style and makes extensive
use of higher-order procedures—it creates closures almost as
often as it performs non-tail procedure calls (used by [14, 34]).
Figure 8 gives an overview of the benchmark results in terms
of absolute time, space, and speed between the baseline and most
optimized analyzer. Figure 9 plots the factors of improvement over
the baseline for each optimization step.
To determine the impact of each section’s technique on preci-
sion, we evaluated a singleton variable analysis to find opportuni-
ties to inline constants and closed functions. We found no change
in the results across all implementations, including Shivers’ times-
tamp approximation—from an empirical point of view, these tech-
niques are precision preserving despite the theoterical loss of pre-
cision.
Our step-wise optimizations strictly produce better analysis
times with no observed loss of precision. The final result is a
systematically derived and verified implementation that oper-
ates within a small factor performance loss compared to a hand-
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(a) Total analysis time speed-up (baseline / optimized)
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(b) Rate of state transitions speed-up (optimized / baseline)
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(c) Peak memory usage improvement (baseline / optimized)
Figure 9. Factors of improvement over baseline for each step of optimization (bigger is better).
optimized, unverified implementation. Moreover, much of the per-
formance gains are achieved with purely functional methods, which
allow the use of these methods in rewriting tools and others with
restricted input languages. Peak memory usage is often consider-
ably improved by the end of the optimization steps, but the effect
of mutation has unexpected consequence on the analyzers memory
consumption, likely due to a larger-than-necessary preallocated
store.
Comparison with other flow analysis implementations The anal-
ysis considered here computes results similar to Earl, et al.’s 0-CFA
implementation [10], which times out on the Vardoulakis and Shiv-
ers benchmark because it does not widen the store as described for
our baseline evaluator. So even though it offers a fair point of com-
parison, a more thorough evaluation is probably uninformative as
the other benchmarks are likely to timeout as well (and it would
require significant effort to extend their implementation with the
features needed to analyze our benchmark suite). That implemen-
tation is evaluated against much smaller benchmarks: the largest
program is 30 lines.
Vardoulakis and Shivers evaluate their CFA2 analyzer [33]
against a variant of 0-CFA defined in their framework and the ex-
ample we draw on is the largest benchmark Vardoulakis and Shivers
consider. More work would be required to scale the analyzer to the
set of features required by our benchmarks.
The only analyzer we were able to find that proved capable of
analyzing the full suite of benchmarks considered here was the
Polymorphic splitting system of Wright and Jagannathan [34]. 5
Unfortunately, these analyses compute an inherently different and
incomparable form of analysis via a global acceptability judgment.
Consequently, we have omitted a complete comparison with these
implementations. The AAM approach provides more precision in
terms of temporal-ordering of program states, which comes at a
cost that can be avoided in constraint-based approaches. Conse-
quently implementation techniques cannot be “ported” between
these two approaches. However, our optimized implementation is
within an order of magnitude of the performance of Wright and
Jaganathan’s analyzer. Although we would like to improve this to
be more competitive, the optimized AAM approach still has many
strengths to recommend it in terms of precision, ease of implemen-
tation and verification, and rapid design. We can get closer to their
performance by relying on the representation of addresses and the
behavior of alloc to pre-allocate most data structures and split the
abstract store out into parts that are more quickly accessed and up-
dated. Our semantic optimizations can still be applied to an analysis
that does abstract garbage collection [22], whereas the polymorphic
splitting implementation is tied strongly to a single-threaded store.
7. Related work
Abstracting Abstract Machines This work clearly closely fol-
lows Van Horn and Might’s original papers on abstracting abstract
machines [30, 32], which in turn is one piece of the large body
of research on flow analysis for higher-order languages (see Midt-
gaard [19] for a thorough survey). The AAM approach sits at the
confluence of two major lines of research: (1) the study of abstract
machines [17] and their systematic construction [27], and (2) the
theory of abstract interpretation [4, 5].
Frameworks for flow analysis of higher-order programs Be-
sides the original AAM work, the analysis most similar to that pre-
sented in section 3 is the infinitary control-flow analysis of Nielson
and Nielson [25] and the unified treatment of flow analysis by Ja-
gannathan and Weeks [15]. Both are parameterized in such a way
5 This is not a coincidence; these papers set a high standard for evaluation,
which we consciously aimed to approach.
that in the limit, the analysis is equivalent to an interpreter for the
language, just as is the case here. What is different is that both give
a constraint-based formulation of the abstract semantics rather than
a finite machine model.
Abstract compilation Boucher and Feeley [1] introduced the idea
of abstract compilation, which used closure generation [11] to
improve the performance of control flow analysis. We have adapted
the closure generation technique from compositional evaluators to
abstract machines and applied it to similar effect.
Constraint-based program analysis for higher-order languages
Constraint-based program analyses (e.g. [18, 25, 28, 34]) typically
compute sets of abstract values for each program point. These val-
ues approximate values arising at run-time for each program point.
Value sets are computed as the least solution to a set of (inclusion or
equality) constraints. The constraints must be designed and proved
as a sound approximation of the semantics. Efficient implementa-
tions of these kinds of analyses often take the form of worklist-
based graph algorithms for constraint solving, and are thus quite
different from the interpreter implementation. The approach thus
requires effort in constraint system design and implementation, and
the resulting system require verification effort to prove the con-
straint system is sound and that the implementation is correct.
This effort increases substantially as the complexity of the an-
alyzed language increases. Both the work of maintaining the con-
crete semantics and constraint system (and the relations between
them) must be scaled simultaneously. However, constraint sys-
tems, which have been extensively studied in their own right, en-
joy efficient implementation techniques and can be expressed in
declarative logic languages that are heavily optimized [2]. Conse-
quently, constraint-based analyses can be computed quickly. For
example, Jagannathan and Wright’s polymorphic splitting imple-
mentation [34] analyses the Vardoulakis and Shivers benchmark
about 5.5 times faster than the fastest implementation considered
here. These analyses compute very different things, so the perfor-
mance comparison is not apples-to-apples.
The AAM approach, and the state transition graphs it generates,
encodes temporal properties not found in classical constraint-based
analyses for higher-order programs. Such analyses (ultimately)
compute judgments on program terms and contexts, e.g., at ex-
pression e, variable x may have value v. The judgments do not
relate the order in which expressions and context may be evaluated
in a program, e.g., it has nothing to say with regard to question like,
“Do we always evaluate e1 before e2?”The state transition graphs
can answer these kinds of queries, but evaluation demonstrated this
does not come for free.
8. Conclusion
Abstract machines are not only a good model for rapid analysis de-
velopment, they can be systematically developed into efficient al-
gorithms that can be proved correct. We view the primary contribu-
tion of this work as a systematic path that eases the design, verifica-
tion, and implementation of analyses using the abstracting abstract
machine approach to within a factor of performant constraint-based
analyses.
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