The paper establishes a theorem of data perturbation analysis for the support vector classifier dual problem, from which the data perturbation analysis of the corresponding primary problem may be performed through standard results. This theorem derives the partial derivatives of the optimal solution and its corresponding optimal decision function with respect to data parameters, and provides the basis of quantitative analysis of the influence of data errors on the optimal solution and its corresponding optimal decision function. The theorem provides the foundation for analyzing the stability and sensitivity of the support vector classifier.
Introduction
Many methods of data mining exist, including machine learning which is a major research direction of artificial intelligence. The theory of statistics plays a fundamental role in machine learning. However the classic theory of statistics is often based on large sample properties, while in reality we often face small samples, sometimes with a very limited number of observations due to resource or other constraints. Consequently the performance of some large sample methods may be unsatisfactory in certain real applications. Vapnik and collaborators pioneered in the 1960s machine learning for finite samples and developed the statistical learning theory [1] [2] . To deal with the inconsistency between minimizing the empirical risk and minimizing the expected risk in statistical learning, they proposed the principle of structural risk minimization to investigate the 
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The relationships between the optimal solution * , 1, , We are interested in the stability and sensitivity analysis of the optimal solution and its corresponding optimal decision function. Our analysis is based on the Fiacco's Theorem on the sensitivity analysis of a general class of nonlinear programming problem [6] [7] [8] . The second order sufficiency condition required for the Fiacco Theorem was further studied in [9] . On the other hand, kernel functions have been used in machine learning [10] [11] [12] . In this paper, we establish a Theorem on data perturbation analysis for a general class of SVC problems with kernel functions. The paper is organized as follows. The main Theorem and its Lemmas are introduced in the next section. Section 3 concludes the paper.
Data Perturbation Analysis of the SVC Dual Problem
Suppose that ( )
is the optimal solution of the primary problem 
, , , , , , w b ψ is the optimal solution of the primary problem (1) . Then the set of all working constraint indices is give by 
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The set of gradients 
Since it is assumed that there is a support vector multiplier is the optimal solution of the dual problem (2) 
corresponding to points in category A is linearly independent. Then the following results hold.
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Our results follow directly from the Fiacco Theorem after checking the following three conditions required in the Fiacco Theorem:
The Second Order Sufficiency Condition for 
Conclusion
Support vector classifier plays an important role in machine learning and data mining. Due to the standard results that connect the primary problem and its dual problem, analysis of the primary problem can be achieved by working on its dual problem. Our main result establishes the equation for solving the partial derivatives of the optimal solution and the corresponding optimal decision function with respect to data parameters. Because the derivative measures the rate of change and a large value of the derivative often implies a large rate of change and hence a sensitive and unstable solution, our main result provides the foun-
