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We present new general methods to obtain shift representation of evolution semigroups
deﬁned on Banach spaces. We introduce the notion of time operator associated with
a generalized shift on a Banach space and give some conditions under which time
operators can be deﬁned on an arbitrary Banach space. We also tackle the problem of
scaling of time operators and obtain a general result about the existence of time operators
on Banach spaces satisfying some geometric conditions. The last part of the paper contains
some examples of explicit constructions of time operators on function spaces.
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1. Introduction
The idea of using operator theory for the study of dynamical systems is due to Koopman and was extensively used
thereafter in statistical mechanics and ergodic theory. In this approach the time evolution
x0 −→ xt = Stx0
of single points from a phase space X is replaced by the time evolution of the corresponding Koopman and/or Frobenius–
Perron operators. The Koopman operator Vt can be deﬁned, for example, on the space L2X of all square integrable functions
with respect to some reference measure on X as
Vt f (x) = f (Stx), x ∈ X .
Then the Frobenius–Perron operator is its L2 adjoint, i.e. Ut = V ∗t (see e.g. [13]). Such approach is particularly suitable for
the study of highly unstable dynamical systems. Moreover, it turns out that some classes of unstable dynamical systems
admit spectral decompositions of the evolution operators in terms of resonances and resonance states which appear as
eigenvalues and eigenprojections of the evolution operator (see [3] and references therein).
The spectral decompositions of evolution operators employing the methods of functional analysis provide a new tool for
the study of the evolution of dynamical systems. One of the most powerful methods for the study of unstable dynamics
which has emerged in recent years is called the time operator method or the innovative spectral decomposition of evolution
operators.
A selfadjoint operator T satisfying the canonical commutation relation
T Vt = Vt T + tVt (1)
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1978 by B. Misra, I. Prigogine and M. Courbage [16]. Dynamical systems with time operators are intrinsically irreversible
because they admit Lyapunov operators as operator functions of the time operator M = M(T ). Such are Kolmogorov systems
where the spectral projections of the time operator are averaging projections on the reﬁning K-partitions.
The idea behind the spectral analysis of the evolution semigroup {Vt} on a Hilbert space H through the time operator
T is to decompose T in terms of its eigenvectors en,α , T en,α = nen,α
T f =
∑
n
n
∑
α
( f , en,α)en,α
in such a way that the system {en,α} is complete in H, i.e. ∑n,α(·, en,α)en,α = I , and the Koopman operator Vt shifts the
eigenvectors en,α
Vten,α = en+t,α.
The index n labels the age and α the multiplicity of the spectrum of the time operator. As a result the eigenvectors en,α of
the time operator provide a shift representation of the evolution
f =
∑
n,α
an,αen,α ⇒ Vt f =
∑
n,α
an,αen+t,α =
∑
n,α
an−t,αen,α.
The knowledge of the eigenvectors of T amounts therefore to a probabilistic solution of the prediction problem for the dy-
namical system described by the semigroup {Vt}. The spaces Nn spanned by the eigenvectors en,α are called age eigenspaces
or spaces of innovations at time n, as they correspond to the new information or detail brought at time n.
The commutation relation (1) is analogous to the position Q and momentum P commutation relation in quantum
mechanics
Q Vt = Vt(Q + t I),
where Q f (x) = xf (x), P f (x) = −i ∂ f (x)
∂x and Vt = eit P .
The physical meaning of the time operator T is that it allows to deﬁne the average age (h, Th) of states (elements of H).
Moreover, if the operators Vt preserve the scalar product in H then the relation (1) can be written
(Vth, T Vth) = (h, Th) + t‖h‖2. (2)
In such case we can say that “the average age of the evolved state keeps step with the external clock time t”.
In classical dynamical system time operators have been initially deﬁned on the Hilbert space L2 of square integrable
functions deﬁned on the phase space of a K-system (or K-ﬂow) [16]. Later on time operators have been also deﬁned on the
spaces L2 associated with exact dynamical systems [2] and, in a more general setting, associated with unilateral shifts on
abstract Hilbert spaces [1]. The question of existence of selfadjoint time operators for unitary evolutions has been recently
revisited in [10,11] on the basis of Halmos–Helson theory of invariant subspaces, Sz.-Nagy–Foias¸ dilation theory and Misra–
Prigogine–Courbage (MPC) theory of irreversibility, including an extensive set of equivalent conditions written in terms of
Schrödinger couples, the Weyl commutation relation, incoming and outgoing subspaces, innovation processes, Lax–Phillips
scattering, translation and spectral representations, and spectral properties.
In parallel with the introduction of time operators on Hilbert spaces it appeared also a need to deﬁne time operators
beyond Hilbert spaces. This was initially motivated by the need to extend the MPC theory of irreversibility beyond the
space of all square integrable functions. Let us remind that MPC theory of irreversibility [16] states that for some dynamical
systems described by a unitary evolution group {Ut}t∈R on the Hilbert space of square integrable functions it is possible to
construct a nonunitary similarity transformation Λ converting it into a contraction semigroup {Wt}t0 of a Markov process.
The purpose was to extend the construction of Λ from the space of square integrable densities to all probability densities
or even to measures. When this was done for discrete time [7] it was found to be an interesting problem. While the
transformed semigroup {Wt}t0 strongly converges to equilibrium on each square integrable density there is no analogous
convergence of {Wt}t0 on an arbitrary density. Therefore, a related problem was to determine a set of admissible densities
that evolve to equilibrium under action of {Wt}t0. For dynamical systems associated with maps the problem of extension
was resolved by replacing the methods of spectral theory, as used e.g. in [9], by more eﬃcient martingales methods (see
[22,19,20]). In particular, in the case of K-ﬂows it is possible to extend time operators from L2 to L1. However, time operators
can also be associated with some procedures of approximations of functions [17] or with stochastic processes (see e.g. [4]
or [21]). This requires a notion of time operator that is both of a non-uniform multiplicity and deﬁned at least on a Banach
space (different than an Lp space).
The purpose of this paper is to study time operators deﬁned on Banach spaces. We will show some conditions under
which a time operator can be associated with a given semigroup of operators on a Banach space. In Section 2 we introduce
the notion of time operator associated with a generalized shift on a Banach space. Then we give some conditions under
which time operators can be deﬁned on an arbitrary Banach space and show that these conditions are satisﬁed for Banach
spaces with Schauder bases. We also tackle the problem of scaling of time operators on Banach spaces with unconditional
bases. Finally we show a general result about the existence of time operator on Banach spaces which satisfy some geometric
conditions. In Section 3 we give some examples of explicit constructions of time operators on function spaces. This section
contains in a slightly modiﬁed form some results already published in [2] and [17].
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Let V and T be two linear operators on the Banach space B such that V is bounded and T is densely deﬁned. We shall
say that T is an (internal) time operator on B associated with V if V preserves the domain of T , i.e. V (D(T )) ⊂ D(T ) and
T V k = V kT + kV k, for n ∈ I. (3)
The set of indices I is either the set Z of integers or the set N of natural numbers, which corresponds to the case where V
is invertible or not respectively.
Consider a Banach space B that can be decomposed as an inﬁnite direct sum of closed subspaces
B =
⊕
n∈I
Bn (4)
in the sense that each x ∈ B has a unique representation
x =
∑
n∈I
xn, (5)
where xn ∈ Bn and the series (5) converges in B. We shall call a generalized shift with respect to {Bn} a bounded linear
operator V on the Banach space B of the form (4) that satisﬁes
VBn ⊂ Bn+1, for n ∈ I. (6)
We do not assume that T is an isometry neither that it maps Bn onto Bn+1.
Let Pn be the projection from B onto Bn , i.e. the linear operator on B that corresponds to each x ∈ B its n-th component
xn in the representation (5). The family {Pn}n∈I form the resolution of identity, x =∑n∈I Pnx, for x ∈ B, and determines
a time operator. Namely we have
Proposition 1. Assume that the Banach space B has the direct sum decomposition (4) and let {Pn}n∈I be the corresponding family of
projectors. Then the operator
T =
∑
n∈I
nPn, (7)
deﬁned for all x ∈ B for which the above series converges, is a time operator corresponding to any generalized shift V with respect to
{Bn}n∈I .
Proof. Note that because of (5) D(T ) is dense in B. We shall show ﬁrst that V (D(T )) ⊂ D(T ). Let x =∑n xn belong to the
domain D(T ) of T . This means that the series
∑
n Pnx =
∑
n nxn converges in B. On the other hand, the series
∑
n xn is
also convergent. Since V is bounded, by the assumption, both series
∑
n V xn and
∑
n nV xn converge. Thus
∑
n(n+ 1)V xn =∑
n nV xn +
∑
n V xn is also convergent, which shows that V x ∈ D(T ).
In order to show the identity (7) notice ﬁrst that
V Pn = Pn+1V , for each n ∈ I.
Indeed, if x ∈ B, x =∑n xn , then V Pnx = V xn . Conversely, Pn+1V x= Pn+1∑k V xk = V xn , since V xn belongs to Bn+1.
By the induction we can show that
V k Pn = Pn+kV k, for all k,n ∈ I. (8)
Note that if I = N then Pn = 0 for n 0 but the equality (8) remains still valid for all k,n ∈ Z. Therefore, applying (8) and
using the fact that the operators V k are bounded and preserve the domain of T we have
T V kx =
∑
n∈I
nPn∈IV kx = V k
∑
n∈I
nPn−kx = V k
∑
n∈I
(n + k)Pnx = V kT + kV kx.
The problem of deﬁning time operators on an arbitrary Banach space is, in general, more subtle than the extension from
L2 to Lp , p  1, in the case of K-systems. One of the desired properties of a time operator T is that each element of the
underlying Banach space should admit a unique decomposition in terms of eigenvectors (or eigenprojectors) of T . Another
desired property is to have a possibility to deﬁne the operator functions Λ(T ) (time scalings). These properties are closely
related to the problem of existence of a Schauder basis and an unconditional Schauder basis in a Banach space. Recall that
{en} is a Schauder basis in B if each x ∈ B has a unique representation
x =
∞∑
anen, (9)
n=1
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x ∈ B has an unconditionally convergent expansion (9), i.e. the series
∞∑
n=1
aπ(n)eπ(n) (10)
converges, for any bijection π : N → N. 
The following theorem gives simple but useful suﬃcient conditions for the existence of a non-uniform time operator on
a Banach space B that satisﬁes the ﬁrst of the desired properties listed above.
Theorem 2. Assume that there exists a sequence of projections E1, E2, . . . on B such that their ranges Bn
df= En(B) satisfy:
(i) all Bn are ﬁnite dimensional,
(ii) Bn ⊂ Bn+1 , for n = 1,2, . . . ,
(iii)
⋃∞
n=1 Bn is dense in B.
Let V be a bounded operator on B such that
V En = En+1V (11)
and let
T
df=
∞∑
n=1
n(En − En−1), (12)
where E0
df= 0. Then the operator T is a time operator with respect to the semigroup {V n}n0 . Moreover, if
dim(Bn) = n and ‖En‖ = 1, for each n, (13)
then each x ∈ B has a unique expansion in terms of eigenprojectors of T
x =
∞∑
n=1
(En − En−1)x. (14)
Proof. Let us clarify ﬁrst the meaning of (12) and, in particular, the meaning of the operators (En − En−1). Let nk be the
dimension of Bk and let enk−1+1, . . . , enk be a basis in Bk , k = 1,2, . . . (n0 df= 0). Since Bk ⊂ Bk+1 and Ek restricted to Bk+1
is also a projection onto Bk we can choose among the vectors x − Ekx, x ∈ Bk+1, nk+1 − nk linearly independent vectors
enk+1, . . . , enk+1 ∈ Bk+1, so that Eke j = 0, for j = nk + 1, . . . ,nk+1. Let us consider the set B∞ of all vectors x ∈ B that can be
represented as a convergent series
x =
∞∑
n=1
anen.
The action of the operator (Ek − Ek−1) on such x is:
Pkx
df= (Ek+1 − Ek)x =
nk∑
j=nk−1+1
a je j. (15)
The action of T on x ∈ B∞ is
T x =
∞∑
k=1
kPkx (16)
and the domain of T is the set of all those x ∈ B∞ for which the series (16) converges. The domain of T is dense in B
because of the assumption (iii).
Since the condition (11) implies (6), it can proved in the same way as Proposition 1 that T is a time operator with
respect to the semigroup {V n}n0.
Finally, if the additional conditions (13) are satisﬁed then nk = k and each Pk is the projection onto the one-dimensional
space generated by the vector ek . It can be checked easily (see also [18]) that for every choice of scalars {ak} and integers
n <m we have∥∥∥∥∥
n∑
akek
∥∥∥∥∥
∥∥∥∥∥
m∑
akek
∥∥∥∥∥.
k=1 k=1
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each x ∈ B can be uniquely represented as (9) and consequently as (12). 
The conditions of Theorem 2, on the existence of time operators, are trivially satisﬁed in any separable Hilbert space. This
is due to the fact that any closed subspace is a range of an orthogonal projector. Moreover, in Hilbert spaces the expansion
(14) is valid without the restrictive condition (13). A similar correspondence between closed subspaces and projectors is no
longer true in an arbitrary Banach space. Therefore, in order to relax the condition (13), admitting arbitrary ﬁnite dimensions
of Bn , additional assumptions concerning the structure of Bn or the Banach space B are necessary.
As it follows from the proof of Theorem 2 the condition (13) is equivalent to the existence of a monotone Schauder basis
in B . This suggest that the existence of a Schauder basis is crucial for the validity of (14) in a Banach space. In fact, we shall
show below that if {en} is a Schauder basis in a Banach space B and if, in addition, the subspaces Bn are spanned by {en}
then Theorem 2 can be signiﬁcantly strengthen.
Theorem 3. Let {en} be a Schauder basis in B, {nk} a sequence of integers, 0 = n0 < n1 < · · · and let Pk be the natural projection on
the space Ak = span{enk−1+1, . . . , enk }, i.e. the operators Pk are of the form (15). Let T be an operator on B deﬁned as follows:
T x =
∞∑
k=1
kPkx, (17)
for all those x ∈ B for which the series converges. Then
1) the operator T is a time operator with respect to any semigroup {V n}n0 , where V is a shift of blocks, i.e. a bounded operator on
B such that the basis elements of Ak become elements of Ak+1 , k = 1,2, . . . ,
2) each x ∈ B has a unique expansion
x =
∞∑
k=1
Pkx, (18)
3) if the basis {ek} is unconditional then for any bounded function Λ on R the operator Λ(T ) (scaling of T ) is correctly deﬁned on
the whole space B as:
Λ(T ) =
∞∑
k=1
λk Pk, (19)
where {λk} is a bounded sequence of scalars.
Proof. The projectors Ek
df= P1 + · · · + Pk together with the spaces Bk df= A1 ⊕ · · · ⊕ Ak , k = 1,2, . . . , satisfy the conditions
(i)–(iii) of Theorem 2 for the existence of time operator. It is also easy to see that
V Pn = Pn+1V , (20)
for each n ∈ N. Indeed, since {ek} is a Schauder basis, each x ∈ B has a unique expansion (9), which can be written
x =
∞∑
k=0
nk+1∑
j=nk+1
a je j . (21)
Therefore
V Pkx = V
( nk∑
j=nk−1+1
a je j
)
=
nk∑
j=nk−1+1
a j V e j. (22)
On the other hand, among the elements {V e j} only those with j = nk−1 + 1, . . . ,nk are elements of Ak+1. Therefore
Pk+1V x =
nk∑
j=nk−1+1
a jV e j,
which proves (20). In the same way as in Proposition 1 we can show that (20) implies (11), which proves 1). Since (18) is
equivalent to (21) this also shows that x has the unique expansion (18).
To prove 3) notice that if {en} is a basis sequence then for each sequence of scalars {an} the sequence { fk},
fk
df=
nk∑
j=n +1
a je j, k = 1,2, . . . , (23)
k−1
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unconditional. Next, observe that any sequence of scalars {λn} determines a function Λ of the time operator T
Λ = Λ(T ) df=
∞∑
k=1
λk Pk.
However the unconditional convergence of
∑
k fk is equivalent [14, vol. I, Prop. 1.c.1 and 1.c.7] that the series
∑
k λk fk
converges for each bounded sequence of scalars {λn}. Therefore, for each x ∈ B , x is of the form (9), Λx is correctly deﬁned
as:
Λx =
∞∑
k=1
λk fk (24)
and the representation (24) is unique. This concludes the proof. 
The above theorem is of course true for every separable Hilbert space since each complete and orthonormal system is
an unconditional basis. Unfortunately the space C[0,1] , which is also very important for the study of trajectories of stochastic
processes, does not have an unconditional basis. Also the Haar system is not an unconditional basis in L1[0,1] although it is
in Lp[0,1] , for p > 1 [14, vol. I, 1.d and vol. II, Th. 2.c.5]. For Banach spaces without unconditional bases we have the following
useful necessary condition:
Proposition 4. Let {en} be a Schauder basis in B. Then for each sequence of scalars {λn} that is absolutely summable the domain of Λ
coincides with B.
Proof. Suppose that x ∈ B has the representation ∑n anen and let fk , k = 1,2, . . ., be deﬁned as in (23). Since
‖ fk‖ =
∥∥∥∥∥
nk∑
j=nk−1+1
a je j
∥∥∥∥∥ 2 supn
∥∥∥∥∥
n∑
j=1
a je j
∥∥∥∥∥< ∞
the series
∑
k λk fk is absolutely convergent. Therefore Λx is correctly deﬁned. 
The next theorem shows how to relax the condition (13) without relating the spaces Bn to a Schauder basis. The condi-
tion that we impose instead is of a geometric nature.
Theorem 5. Assume that there exist a sequence {Bk} of subspaces of a Banach space B satisfying conditions (i)–(iii) of Theorem 2.
Moreover, assume that each space Bk is isometrically isomorphic to some l∞nk , where l
∞
n denotes the space of n-tuples of scalars,
x = (x1, . . . , xn), with the norm ‖x‖ = max1in |xi |. Then there exists a family {Ek} of projections on B with ranges Bk df= Ek(B) and
with ‖Ek‖ = 1. If V is a bounded operator on B satisfying (11) then the operator T deﬁned as in (12) is a time operator with respect
to the semigroup {V n}n0 . Moreover, each x ∈ B has the unique expansion (14).
A part of the proof of this theorem can be obtained combining some results of [15], but we include the details for the
sake of completeness. We shall need the following lemma:
Lemma 6. (See [15].) If a subspace F of l∞n is isometrically isomorphic to l∞m (m < n), then there exists a subspace G of l∞n , G ⊃ F ,
which is isometrically isomorphic to l∞m+1 .
Proof of Theorem 5. The existence of a family {Ek} of projections with the desired properties is an easy consequence of the
Hahn–Banach theorem (see e.g. [15, Lemma 2.1]). The next part of the theorem follows from Theorem 2. Finally, it remains to
show that each x ∈ B can be uniquely represented in the form (14). We shall apply the second part of Theorem 2 enlarging
the sequence {Bk}. Namely, we shall show ﬁrst that there exists a sequence {B˜n} of subspaces of B and corresponding
projectors {˜En} satisfying (i)–(iii) and (13) such that E˜nk = Ek . Let nk be the dimension of the space Bk . Without a loss of
generality we may assume that 1= n1 < n2 < · · · .
Let E˜nk
df= Ek and let Qk be an isometrical isomorphism from Bk onto l∞nk . Since Bk is a subspace of Bk+1 the map
Qk+1Q −1k : l∞nk → l∞nk+1 is also an isometrical isomorphism between l∞nk and a subspace of l∞nk+1 . By Lemma 6 there is a
subspace G of l∞nk+1 and an isometrical isomorphism R from l
∞
nk+1 onto G . We put B˜nk+1
df= Q −1k+1(R(l∞nk+1)) and continue the
procedure ﬁlling in the gaps between nk and nk+1.
460 Z. Suchanecki, F. Gómez-Cubillo / J. Math. Anal. Appl. 371 (2010) 454–464We shall show now that there exist norm 1 projections E˜n from B onto B˜n , n = 1,2, . . . . Denote by Q˜ n the isometrical
isomorphism from B˜n onto l∞n . Observe that for each x ∈ B˜n there exist an n-tuple of scalars (α1, . . . ,αn) such that Q˜ nx =
(α1, . . . ,αn). Thus deﬁne the functionals ϕi onto B˜n:
〈x,ϕi〉 = αi, i = 1, . . . ,n.
Since ∣∣〈x,ϕi〉∣∣= |αi| ‖Q˜ nx‖l∞n  ‖Q˜ n‖‖x‖ = ‖x‖,
then by the Hahn–Banach theorem ϕi can be extended to a continuous linear functional ϕ˜i on B with ‖ϕ˜i‖ = 1.
Let f i = (0, . . . ,0,1,0, . . . ,0), with 1 on n-th place, and put ei = Q˜ −1n fi . Deﬁne the linear operator
E˜nx =
n∑
i=1
〈x, ϕ˜i〉ei .
It is easy to see that E˜n is a projection onto B˜n . Moreover, since Q is an isometry we have
‖E˜nx‖ =
∥∥∥∥∥
n∑
i=1
〈x, ϕ˜i〉ei
∥∥∥∥∥=
∥∥∥∥∥Q˜ −1n
n∑
i=1
〈x, ϕ˜i〉 f i
∥∥∥∥∥=
∥∥∥∥∥
n∑
i=1
〈x, ϕ˜i〉 f i
∥∥∥∥∥
l∞n
= max
1in
∣∣〈x, ϕ˜i〉∣∣ max
1in
‖x‖‖ϕi‖ = ‖x‖.
Therefore ‖E˜n‖ = 1. By Theorem 2 x has the unique representation of the form
x =
∞∑
n=1
(˜En − E˜n−1)x =
∞∑
k=0
nk+1∑
j=nk+1
(˜E j − E˜ j−1)x =
∞∑
k=0
(˜Enk+1 − E˜nk )x =
∞∑
n=1
(En − En−1)x,
which ends the proof. 
Remarks. 1) The assumption of boundness of the shift V in the above theorems cannot be omitted. Even the ordinary shift
V en = en+1 of a Schauder basis need not to be continuous. For example, the shift operators for the Haar and the Franklin
system (see the next section) are unbounded in L1 although they are bounded in Lp , for 1< p < ∞ (see [6] and [8]).
2) Corresponding to a given x ∈ B the number an from its expansion (9) we deﬁne a continuous linear functional e′n
on B . The family {e′n} of such functionals forms together with {en} a biorthogonal system, i.e. 〈en, e′m〉 = δn,m . If it is known
the explicit form of such biorthogonal system then it is also known the explicit form of eigenprojectors (22) of the time
operator
Pkx =
nk+1∑
j=nk+1
〈
x, e′j
〉
e j . (25)
3) A Banach space with the properties (i)–(iii) and (13) of Theorem 2 is, in particular, π1-space. Recall (see, for example,
[15]) that a Banach space B is a π1-space if it contains a directed (by inclusion) family {Bα} of ﬁnite dimensional subspaces
such that each Bα is the range of a projection of norm 1 and
⋃
α Bα is dense in B . A separable Banach space is a π1-space
if there is an increasing sequence of such Bα . Using the fact that conditional expectations are norm 1 projectors one can
show that Lp spaces, for 1 p < ∞, are π1-spaces.
4) The assumptions of Theorem 5 are satisﬁed by any separable Banach space that is π∞1 -space (see [15]). An example of
π∞1 -space is C(K ) – the space of continuous functions on a compact metric space K as well as the space C0(K ) consisting
of those functions from C(K ) which assume 0 at a ﬁxed point x0 ∈ K .
3. Time operators on function spaces
Function spaces belong to the most important Banach spaces from the point of view of application. Especially the space
of continuous functions, which plays also a major role in the study of trajectories of stochastic processes. However, not
all the results concerning time operators on Banach spaces presented in the previous section can be applied to the space
of continuous functions. One of the obstacles is that, as it has been mentioned already, the space C[0,1] does not have an
unconditional basis. On the other hand, there are known explicit constructions of bases in C[0,1] and properties of these
bases that can be used to obtain signiﬁcant reﬁnements of results concerning time operators on this space.
In the present section we show some examples of explicit constructions of time operators in Lp spaces and in C[0,1] . We
begin with an application of our results [2] concerning the time operator for the Renyi map.
Recall that (see [13]) the 2-adic Renyi map is deﬁned on the unit interval [0,1) by the formula
Sx = 2x (mod 1).
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exact endomorphisms [13]. It leads to the evolution semigroup {V n}n0 on L2[0,1] , where V is:
V f (x) = f (Sx) =
{
f (2x) for x ∈ [0, 12 ),
f (2x− 1) for x ∈ [ 12 ,1).
(26)
The Koopman operator (26) acts as a shift on the (modiﬁed) Haar functions in L2[0,1]
hn,k(x)
df= 1[0,1)
(
2nx− 2k + 2)− 1[0,1)(2nx− 2k + 1) (27)
where n = 1,2, . . . , k = 1, . . . ,2n−1,
V hn,k = hn+1,k + hn+1,k+2n−1 , (28)
for n = 1,2, . . . and k = 1, . . . ,2n−1.
The eigenfunctions of the time operator are constructed as follows. First we deﬁne the functions
ϕ1(x) = h1,1(x) = 1[0,1)(2x) − 1[0,1)(2x− 1)
and
ϕn+1(x) = V nϕ1(x), for n = 1,2, . . . .
We observe that
ϕn = hn,1 + · · · + hn,2n−1 ,
for n = 1,2, . . . .
We see therefore that the function ϕn(x) can be expressed in terms of the Haar functions as the sum of all k-components
of hn,k , k = 1, . . . ,2n−1.
Now, or a given set of integers n
n= {n1, . . . ,nm}, n1 < · · · < nm
deﬁne the function
ϕn(x)
df= ϕn1(x) . . . ϕnm (x). (29)
Any function ϕn , where n= {n1, . . . ,nm}, n1 < · · · < nm , can be expressed as
ε1hnm,1 + · · · + ε2nm−1hnm,2nm−1 ,
for some choice of εi = −1 or 1, i = 1, . . . ,2nm−1.
The functions ϕn , where n runs over all ordered subsets of N, together with the constant ≡ 1, form an orthonormal basis
in L2[0,1] . In fact they coincide with the Walsh functions.
The Koopman operator acts as a shift on ϕn
Vϕn = ϕn+1,
where n+ 1 df= {n1 + 1, . . . ,nm + 1}.
Proposition 7. (See [2].) Each vector ϕ ∈ L2[0,1] has the following expansion in the basis {ϕn}
ϕ =
∞∑
τ=1
2τ−1∑
k=1
aτ ,kϕnkτ ,
where nkτ denotes the set {n1, . . . ,ni} with ﬁxed ni = τ while k runs through all 2τ−1 possible choices of integers n1 < · · · < ni−1 < τ .
The operator T acts on ϕ having ﬁnite expansion (15) as follows
Tϕ =
∞∑
τ=1
2τ−1∑
k=1
τaτ ,kϕnkτ .
Moreover T satisﬁes
T V n = V nT + nV n, n = 1,2, . . . . (30)
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simple way the dynamics on L2[0,1] . The Koopman operator V transforms each Walsh function corresponding to the division
of the interval onto 2n parts onto a Walsh function corresponding to the division of the interval onto 2n+1 parts. However, it
is also possible, and sometimes more convenient, to represent T in terms of Haar functions. Namely, notice that each Haar
function hn,k , k = 1, . . . ,2n−1, is an eigenfunction of T corresponding to the same eigenvalue n. Each function f ∈ L2[0,1] with∫ 1
0 f (x)dx = 0 has the expansion in the Haar basis
f =
∞∑
n=1
2n−1∑
k=1
an,kψn,k, (31)
with ψn,k = 2 n−12 hn,k and an, j =
∫ 1
0 f (x)ψn,k(x)dx. Consequently the time operator assumes the form
T f =
∞∑
n=1
2n−1∑
k=1
nan,kψn,k. (32)
Although a Haar function corresponding to the eigenvalue n is not transported onto a Haar function corresponding to the
eigenvalue n + 1 the commutation relation (30) still holds.
Note that the family of Haar functions forms also a Schauder basis in the Banach space L1[0,1] . This means that every
function f ∈ L1[0,1] has the representation (31) convergent in L1-norm. The Haar basis in L1[0,1] can be transported to C[0,1]
by means of integration. Namely, let us deﬁne the operator of integration J : L1[0,1] → C[0,1]:
( J f )(t)
df=
t∫
0
f (s)ds, for f ∈ L1[0,1].
The range of J consists of absolutely continuous functions and is, of course, dense in C[0,1] . Since the series (31) is also
uniformly convergent [12], we can apply J to both sides getting
( J f ) =
∞∑
n=1
2n−1∑
k=1
[ 1∫
0
f (s)ψn,k(s)ds
]
( Jψn,k)(t) =
∞∑
n=1
2n−1∑
k=1
[ 1∫
0
ψn,k(s)d( J f )(s)
]
φn,k(t), (33)
where φn,k(t)
df= Jψn,k(s)ds, n = 1,2, . . . , k = 1,2, . . . ,2n−1.
Actually the representation (33) extends on all functions g ∈ C[0,1] . To be more precise the family {φn,k} together with
φ0(t) = t and the constant function ≡ 1 forms a Schauder basis in the Banach space C[0,1] . We have [5]
g(t) = g(0) +
[ 1∫
0
dg(s)
]
φ0(t) +
∞∑
n=1
2n−1∑
k=1
[ 1∫
0
ψn,k(s)dg(s)
]
φn,k(t), (34)
where the series converges uniformly in [0,1] (here the integral ∫ 10 f (t)dg(t) is deﬁned for f -simple, f =∑ni=1 ai1[ti−1,ti) ,
and g continuous as
∑n
i=1 ai[g(ti) − g(ti−1)]).
We can now apply Theorem 3 to construct the time operator T˜ on the space C0 consisting of all g ∈ C[0,1] , for which
g(0) = g(1) = 0.
T˜ =
∞∑
n=0
nP˜n,
where P˜n is the spectral projector onto the space generated by ψn,k . The explicit form of P˜n is
P˜n g(t) =
2n−1∑
k=1
[ 1∫
0
ψn,k(s)dg(s)
]
φn,k(t).
Constructed in this way time operator arises as the integral transformation of the time operator T for the Renyi map, i.e.
for g = J f we have
T˜ g = T f .
Using the time operator terminology we can say that the function g ∈ C0, has age N if its representation (34) consists of
the block n = N , k = 1, . . . ,2N−1. Therefore the ﬂow of time means step by step approximation of g by polygonal lines.
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function φn,k , k = 1, . . . ,2n−1, onto a linear combination of the functions φn+1,k , k = 1, . . . ,2n . Such is, for example, the
Koopman operator V of the Renyi map (26) acting on the space C0. Indeed, V is, of course, bounded on C0. Moreover,
applying (28) together with the equality
V J f = 2V J f , (35)
valid for each f ∈ L1 such that ∫ 10 f (s)ds = 0, we see that
V φn,k =
√
2(φn+1,k + φn+1,k+2n−1),
for n = 1,2, . . ., k = 1, . . . ,2n−1.
The next theorem provides suﬃcient conditions for the unconditional convergence of the series deﬁning T˜ and, in par-
ticular, for a function g to be in the domain of T˜ . These suﬃcient conditions involve the notion of moduli of continuity
which we want to recall. For g ∈ C[0,1] its modulus of continuity ω1g and the modulus of continuity of the second order ω2g
are deﬁned as follows:
ω
(1)
g (δ) = sup
x,y∈[0,1]
|x−y|δ
∣∣g(x) − g(y)∣∣, 0 δ  1,
ω
(2)
g (δ) = sup
x,y∈[0,1]
|x−y|δ
∣∣∣∣g(x) + g(y) − 2g( x+ y2
)∣∣∣∣, 0 δ  1.
Theorem 8. Any function g ∈ C0 such that its modulus of continuity ω(2)g satisﬁes the property
1∫
0
ω
(2)
g (t)
log t
t
dt > −∞ (36)
belongs to the domain of T˜ .
Proof. Let g ∈ C0 be such that its modulus of continuity of the second order satisﬁes (36). Let an,k df=
∫
ψn,k(s)dg(s). We
shall show that the series
∞∑
n=1
2n−1∑
k=1
nan,kφn,k(t)
is uniformly and absolutely convergent.
Indeed, since φn,k(t) have, for a ﬁxed n, disjoint supports and the maximal values are not greater than
1
2
n+1
2
we have
∞∑
n=1
2n−1∑
k=1
nan,kφn,k(t)
∞∑
n=1
n
1
2
n+1
2
an,k.
Thus applying the inequality [5]
|an,k| 2 n−12 ω(2)g
(
1
2n−1
)
, n = 1,2, . . . , k = 1, . . . ,2n−1
we get
∞∑
n=1
2n−1∑
k=1
nan,kφn,k(t)
1
2
∞∑
n=1
nω(2)g
(
1
2n−1
)
.
On the other hand, notice that the function ω(2)g (t) is non-decreasing on [0,1] and − log tt is decreasing. Therefore
−
1∫
0
ω
(2)
g (t)
log t
t
dt =
∞∑
n=1
1
2n−1∫
1
n
ω
(2)
g (t)
(
− log t
t
)
dt2
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∞∑
n=1
ω
(2)
g
(
1
2n
)(
− log
1
2n−1
1
2n−1
)(
1
2n−1
− 1
2n
)
= log2
2
∞∑
n=1
(n − 1)ω(2)g
(
1
2n
)
= log2
2
∞∑
n=2
(n − 2)ω(2)g
(
1
2n−1
)
. (37)
Since the left-hand side of (37) is ﬁnite by the assumption, the series on the right-hand converges. Because ω(2)g (t) is
nonnegative this implies the convergence of
∑∞
n=1 nω
(2)
g (
1
2n−1 ) which concludes the proof. 
It follows from the proof that another suﬃcient condition for g to be in the domain of T˜ is
∞∑
n=1
nω(2)g
(
1
2n
)
< ∞.
A further elaboration on time operators associated with various functional bases in the space C[0,1] can be found in [17].
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