New approach to the problem of Coulomb interaction in electron and ion bunches  by Greenfield, Dmitry E. & Monastyrskiy, Mikhail A.
 Available online at www.sciencedirect.com
 
Physics Procedia 00 (2008) 000–000 
www.elsevier.com/locate/XXX
 
Proceedings of the Seventh International Conference on Charged Particle Optics 
New approach to the problem of Coulomb interaction 
in electron and ion bunches 
Dmitry E. Greenfielda* and Mikhail A. Monastyrskiyb 
aRD&P Center ORION, 9 Kosinskaya St., Moscow, Russia 
bA.M. Prokhorov General Physics Institute, Russian Academy of Sciences, 38 Vavilov St., 119991 Moscow, Russia 
Elsevier use only: Received date here; revised date here; accepted date here 
Abstract 
The paper is devoted to numerical methods for space charge effects simulation. A fractal pre-ordering technique is proposed to 
essentially speed up the Coulomb field calculation without somewhat noticeable loss in calculation accuracy for a short enough 
bunch comprising a big number of charged particles The technique is combined with a special perturbation approach that allows 
extending the capabilities of the aberration theory in the form of the tau-variation method to efficient numerical evaluation of 
space charge effects. Some tests and examples illustrating the methods proposed are presented.
  © 2008 Elsevier B.V.
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1. Introduction 
The problem of accurate numerical evaluation of Coulomb interaction effects in short bunches of charged 
particles remains rather urgent in many applications. One of the most typical examples is the design of high-
resolution time-of-flight mass spectrometers. The possibility of simultaneous analysis of a big number of ions 
substantially advances the mass spectrometer productivity, but, on the other hand, the Coulomb interaction between 
the particles comprising the bunch may result in noticeable decrease of mass resolution. This is a clear evidence of 
the fact that reliable estimation of the number of ions admissible from the viewpoint of the mass resolution required 
is of profound importance on the stage of mass spectrometer design. The frontal attack of this problem assumes 
tracing of a rather big number (about 64 1010 ÷=N ) of ion trajectories (or corresponding “macroparticles”) with 
accurate calculation of Coulomb forces on every integration step. Such calculations prove to be too time-consuming 
even for present day computers. 
 
In this paper we propose two numerical approaches which, being combined together, allow essential gain in 
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computation efficiency as applied to simulation of Coulomb dynamics of the complex-shaped electron and ion 
bunches. The first approach, which is discussed in Section 2, consists in redistributing the charged particles between 
the nested cells of fractal-type geometrical structures on every integration step. The Coulomb interaction between 
any fixed particle and the other ones is described in terms of interaction of this very particle with the charged 
particle clouds located within corresponding cells, with regard to the averaged collective space charge 
characteristics of the clouds. The algorithm automatically switches to the mode of direct inter-particle repulsion for 
the particles located in the closest neighborhood, which opens a possibility of taking the Boersch effect into account. 
It is shown that the number of operations to calculate mutual Coulomb interaction between the particles is thus 
reduced by two orders and even more without somewhat noticeable loss in calculation accuracy. 
 
The second approach, which is based on the perturbation technique (Section 3), is aimed at generalizing the 
aberration theory in the form of the tau-variation method [1,2] to effectively integrate the motion equations for 
charged particles in the presence of Coulomb repulsion effects being considered as a perturbation. A special variable 
transformation is used to decompose Lorenz equations into two sets of differential equations, one of which 
(unperturbed) contains the external fields only, while the other one – the internal force of Coulomb interaction 
between the charged particles. It is shown that such decomposition opens a possibility of using the aberration 
technique for accurate numerical evaluation of the effects induced by space charge. Some examples of computer 
simulation with the use of the methods proposed are given in Section 4. 
 
In the Section 5, the perturbation technique is applied to simulate charged particle scattering on the fine-structure 
grids and residual gas molecules. Both of these effects are essentially stochastic and may be simulated with the use 
of Monte-Carlo approach supplemented with the perturbation technique of the Section 3 to separate the motion in 
smooth electromagnetic fields from random discontinuous events of scattering or collisions. 
 
2. Fractal pre-ordering method of Coulomb force calculation 
Calculation of the Coulomb potential created by N particles with the charges qp and coordinates pr  [ ]( )Np ..1∈  at 
a given point S , consists in summing up of N terms: 
 ∑
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Calculating of each term in (1) assumes such time-consuming operations as taking the square root and floating-
point division. If we need to know the electric field at the location of each of the N particles of interest in order to 
integrate the set of N motion equations, we have to calculate as many as N(N−1)/2 of such terms for all possible 
pairs of the particles. With the particle number N being rather big, the calculation becomes very time-consuming 
even for fast nowadays computers. As example, the calculation of Coulomb field in a cloud containing 510~N  
particles with a 3 GHz computer takes approximately 7 minutes per one integration step. This means that tracing the 
whole set of the trajectories over 100 steps only would take more then ten hours. 
 
We can essentially speed up the Coulomb force calculation if we combine all the particles of the sum (1) into 
some groups, depending on the particles’ position with respect to the point of field calculation. 
 
With this aim in view, let us first consider a cube with the rib length  L . Denote J  the subset of the indexes }{p  
that correspond to the particles inside the cube. Then we substitute the terms in the sum (1), which correspond to the 
particles inside the cube, with a single term as if the total charge of these particles Q (J) =  qp  (p∈J)  were 
concentrated in the cube center R . In doing so we introduce the error   
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The relative value of this error may be estimated as  
 
SR −
=
LJS ),(χ   (3) 
The parameter χ  may be used to combine correctly all the particles into a number of groups. Introducing the 
upper restriction 1<<< mχχ , we can ensure the uniformity of the error distribution over all the “grouped” terms in 
the Coulomb sum (1). Thus, the closest neighborhood of the point S  would contain the smallest groups whilst more 
distant particles would constitute the groups being larger. Obviously, the set of groups constructed in such a way 
depends itself upon the point S  location. To avoid regrouping of the particles for different field calculation points, 
we construct a special fractal structure to rank the particles depending on their closeness to each other. The structure 
consists of a number of nested cells which are generated by the recursive algorithm as follows. 
 
On the first step, the whole volume the particles occupy is inscribed into a minimal cube with the rib length 0L . 
This cube is further referred to as the zero (upper) level. Then, by means of three planes parallel to the faces, the 
cube is divided into eight equal first-level cells being also cubic. The numbers of particles inside each of the cells as 
well as the corresponding total charge, dipole and quadruple moments are determined. If a cell contains more than 
one particle, it is divided again into eight cells; and so on. The procedure is repeated until each cell of the deepest 
level contains one particle only. 
 
To avoid unlimited subdivision, we restrict the recursive procedure to some maximum depth M (say, 10=M ), so 
that the rib length of the smallest cell is ML 2/0 . The deepest level has NNM ≤  cells containing at least one particle; 
and the number of the cells constructed at the level of the depth Mm <  doesn’t exceed )8,min( mN . If the particle 
cloud is nearly homogeneous on small distances, this estimation is too high and can be replaced for more realistic 
one: 
mM
m NN
−
≈ 8/
. Thus, the total number of the cells constructed with the algorithm described do not exceed 
MN × , but normally it may be estimated as  
 NNNNN M 7
8
888 2
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More accurate estimations should be found practically. 
 
To improve the accuracy, we can use the higher moments of the space charge distribution  
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with the dipole and quadrupole terms determined as  
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respectively. Here the indexes ji,  indicate the components of the corresponding vectors, and )(,, Jiipip Rrr −=  
are the components of the particle p  displacement with respect to )(JR . The approximation (5) gives the third-
order error with respect to the parameter χ  . 
 
Once constructed, the fractal structure significantly reduces the computational work needed to calculate the 
Coulomb field at multiple points located inside and outside the space charge cloud. The reason is that only a small 
fraction of the constructed cells is used to calculate the Coulomb field at a particular point S  by summing up the 
contributions of the charged particle groups enclosed inside the cubic cells of different levels. Indeed, first we 
consider the group of particles inside the upper-level cell 0J , which contains all the particles involved. If the ratio 
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 does not exceed the mχ  limit, the field is calculated according to (5) and the procedure 
stopped. Otherwise we consider the first-level cells and repeat the procedure in recursive way until one of the three 
conditions is obeyed: 1) the parameter χ  becomes low enough owing to the cell size decrease at the deeper levels, 
2) the depth limit M  is reached, or 3) a cell contains one particle only. In the third case the contribution of that 
single particle is taken into account directly likewise (1). The latter makes the algorithm “feel” the small-scale field 
trustworthy enough to simulate the particle-to-particle interaction. The whole procedure is illustrated in Fig 1. 
 
 
 
Fig.1. Illustrating the Coulomb field calculation with the use of the fractal structure. 
 
The similar ideas were suggested in [3] for celestial mechanics applications. 
 
To illustrate the accuracy and computational efficiency of the fractal method proposed, let us consider a 
homogeneously charged sphere of radius 10 =R  containing 510=N  randomly distributed particles. The analytical 
solution for Coulomb field reads 
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where qNQ ×=  is the total charge within the particle cloud. The number of cells of the fractal structure 
constructed according to the algorithm described proved to be about 51045.1 × , which just a little exceeds the 
estimation (4). 
 
The Coulomb field has been calculated at each of the twenty points uniformly distributed in the range 
020 RR << . The mean-square deviation of the numerical results derived by the above-described algorithm from 
both the analytical solution (7) and direct summation (1) are summarized in Table 1 for different mχ  values. The 
Table also presents the average number of the groups involved into field computation at a single point. The last 
column of the Table represents the average computation time for Athlon 1.2 GHz computer. 
 
Table 1 
Accuracy and productivity of the fractal method as applied to Coulomb field calculation inside and outside a homogeneously charged sphere. 
 
  mχ  
Relative error (mean-square deviation) . 
Average number of  cells involved Average calculation time, mcs 
analytical solution direct sum (1) 
1/2  5.3 % 3.9 % 175 80 
1/3 4.8 % 2.7 % 295 140 
1/4 3.3 % 1.3 % 810 400 
1/5 3.5 % 1.5 % 1300 710 
1/6 3.7 % 1.8 % 2200 1540 
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One can notice that the numerical results given by the fractal method are closer to the direct summation rather 
than to the analytical solution. The reason is that the fractal method takes the stochastic noise of random particle 
distribution into account. The fractal algorithm’ accuracy increases with the parameter mχ  decreasing down to some 
limit, though the calculations become longer. This is quite understandable – bigger number of the groups involved 
allows more details in describing the space charge distribution. Nevertheless, as the lowest lines of Table 1 show, 
setting the parameter mχ  too small makes the accuracy slightly fall, which may be caused by the round-off errors 
resulted from summing up of many terms with opposite signs. In addition, our experiments show that the 
computation burden becomes too high for 4/1<mχ . 
 
The time needed for Coulomb field calculation at a fixed point is proportional to the total number of the cells 
involved. According to our numerical experiments, the total number of cells can be estimated by the empiric 
formula  
 
2
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χ
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with the coefficient 5.30.3 ÷≈σ . For 4/1=mχ , only 800600 ÷  terms like (3) are being summed up, and the 
calculation speed turns to be about two orders of magnitude higher than that of direct summation. 
 
In order to test the fractal algorithm, we have considered the model problem of Coulomb disintegration of a 
spherically symmetrical charged particles cloud. Let the particles have initial distribution )( 00 rn , each of them being 
at rest at 0=t . The Lorenz equation describing the particles motion ),( 0 trr  under Coulomb repulsion action may be 
written in the form of the integro-differential equation  
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with initial conditions 
 0/)0,(,)0,( 000 == dtrdrrrr . (10) 
Here q  and m  are the particle’s charge and mass, correspondingly, and )(⋅Θ  is the step-function. 
 
If we assume the function ),( 0 trr  to be monotone with respect to 0r , analytical solution of the equation (9) can be 
easily derived in implicit form:  
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drrrnrN π  is the number of particles within the 0r  radius. 
This fact allows us to compare the analytical and numerical (“fractal”) solutions for a cloud of 40 105×=N  protons 
being homogeneously distributed at the initial time moment inside a sphere of the radius R0 = 1 mm. 
 
Now we would like to make one remark concerning the numerical scheme for integration of the Lorenz equation 
for Coulomb dynamics evaluation. The right part of the motion equation, which contains the electric field only, does 
not depend on the particle velocities, and the second order numerical scheme  
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that assumes single calculation of the right part on every integration step, in this particular case seems to give 
acceptable compromise between the calculation speed and accuracy. 
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The space charge density evolution calculated numerically with the use of the fractal algorithm is presented in 
Fig 2. The relative error of the numerical solution with respect to the analytical one is less than 3%. 
 
As the second test, the Gaussian initial distribution of 40 105 ×=N  protons with the mean-square radius 
mmR 2.0*0 =  has been considered. The condition 0/ 0 >∂∂ rr  is violated in this case, and the points obeying the 
condition 0/ 0 =∂∂ rr  constitute a moving caustic surface peculiar to the so-called “overtaking catastrophe” [4, 5, 6]. 
Apparently, no analytical solution exists in this case, so we compare the numerical solution derived with the use of 
the fractal algorithm (the fractal solution) with the direct numerical solution of the integro-differential equation (10). 
 
The fractal-calculated ion density distributions are shown in Fig 3. Starting from the moment st 5.0≈ , the 
particles with initial location in the vicinity of *00 2Rr ≈  overtake their neighbours and thus form a caustic surface, 
upon which the space charge density turns to infinity. The caustic surface itself is expanding with time, always 
staying on the periphery of the cloud. The charge density peak upon the caustic surface is becoming blunt, 
seemingly because of the particle-to-particle interaction. The insert in Fig.3 shows the agreement between the peak 
location as function of time, calculated both with general fractal approach and direct numerical solution of the 
integro-differential equation (9). The relative error appears to be about 7 %. 
 
    
 
3. Space-charge effects as a perturbation 
In many charged particle optics applications, especially in imaging and analytical devices, the Coulomb effects 
do not dominate but represent relatively small perturbation of the external electric and/or magnetic fields. 
Nevertheless, the contribution of Coulomb effects can be by no means neglected – it is always important for 
researcher to know the dynamic range of a device, or, in other words, the number of particles in a bunch that may 
result in unacceptable loss of spatial or temporal resolution. From this viewpoint, the problem of efficient 
calculation of Coulomb field represents only a part of the whole problem. Another part is efficient integration of the 
motion equations with the right part being a sum of two functions: the “big” one, representing the external 
electromagnetic fields, and the “small” one, describing the internal Coulomb interaction between the charged 
particles comprising the bunch. 
 
It is well known that the situation like this is very favourable for the use of perturbation methods. In this section, 
we will show that perturbation methods may essentially simplify and make more reliable the evaluation of space 
charge contribution to the bunch dynamics. Let us consider a domain  in the phase space of initial parameters 
),( 00 vr . As soon as the initial particle distribution function ),( 000 vrf  is known at the time moment 0=t , we can 
represent the particle distribution function at any time moment 0>t  in the form of the integral 
Fig.2. Ion cloud density versus time in the case of homogeneous 
initial distribution.  (in the insert: the full line - analytical solution 
(11), the crosses - half maximum radius of the ion cloud calculated 
with fractal algorithm). 
Fig.3. Ion cloud density versus time in the case of Gaussian initial 
distribution.  (in the insert: crosses - fractal algorithm, solid line - 
direct numerical solution of the integro-differential equation (9)). 
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 [ ] 030300000 ),,(),(),( vrvrrrvrr ddtftf D∫ −= δ , (13) 
where Dδ  is the Dirac delta-function and ),,( 00 vrr t  is the set of charged particle trajectories obeying the Lorenz 
equation 
 ),(),,( rErrFr tqtm cext +=     , (14) 
with cqqext /BrEF ×+=  and ),( rE tq c  being the external electromagnetic and internal Coulomb fields, respectively. 
The Coulomb field can be calculated with the use of the fractal method, being the distribution function (13) known. 
 
Let us first consider a family of the unperturbed trajectories ),,( 00 vrR t , which satisfy the equation (14) with the 
Coulomb term omitted: 
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The tau-variations method [1,2,4], gives us a reliable approach to find the approximate (aberrational) solution to 
(15) within the whole domain . Let us fix a point ∈),( 00 ** vr . The trajectory outgoing from this point at the time 
moment 0=t  is further referred to as the principal trajectory )(t*R . The coordinates and velocities of the 
neighboring trajectories that start in the vicinity of the point ),( 00 vr  at the same time moment may be expanded 
into Taylor series in the vicinity of the principal trajectory )(t*R : 
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According to the tau-variation method, the components of the tensors nM  may be numerically found by means of 
integration of the corresponding differential equation, obtained by variation of the equation (15) with respect to the 
initial parameters ),( 00 vr . Practically, we restrict the aberrational expansion (16) to the third-order terms 
inclusively, which is commonly sufficient for the majority of charged particle optics applications. It should be also 
noticed that, being the domain  “big” enough, we may need to consider several different principal trajectories, 
with the corresponding tau-variation equations solved upon each of them. 
 
Suppose, the whole set of the unperturbed trajectories ),,( 00 vrR t  is known within the domain  for ];0[ maxtt ∈ . 
Following to the general perturbation principle of initial conditions variation, let us construct the functions 
)(),( 00 tt vr  in such a way that the combination )](),(,[,)](),(,[ 0000 tttttt vrVvrR  would represent a solution to the full 
motion equation (14). In fact, we have to consider the variable transformation  
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Substituting (17) into (14) gives the system of first-order differential equations  
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with respect to the new unknown functions of time )(0 tr  and )(0 tv . The 66 ×  matrix M  is the Jacobean matrix of 
the transformation (16), and, according to the phase-volume conservation law, 1det ≡M . The matrix M  can be 
evaluated as 1MM ≈ , with taking into account the higher-order corrections, if necessary. 
 
Thus, we have decomposed the motion equation (14) into two differential equations, one of which contains the 
external field extF  while the other one – the internal Coulomb field CqE . In the trivial case of Coulomb interaction 
being neglected, the right part of the equations (18) is zero, the functions )(0 tr , )(0 tv  are constant and thus retain 
their meaning of initial parameters. 
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Thus, we have described Coulomb interaction in terms of continuous 
change of the initial parameters 0r , 0v  in time, just in the same way as if 
the particles would continuously shift from one unperturbed trajectory to 
another one. Geometrical essence of such decomposition is shown in Fig. 4. 
 
The decomposition method allows significant advance in computation 
efficiency, which is of profound importance in space charge problems. 
Indeed, we can first integrate (15) with the use of any high-order accurate 
numerical algorithm and then apply simpler and therefore faster algorithm 
to integrate (18). From this viewpoint, our numerical experiments have 
shown the second-order numerical scheme (12), with single calculation of 
the right part per integration step, to be quite accurate for practical 
applications. 
 
4. Simulation examples 
In this section, some practical examples illustrating the use of the methods described in this paper are presented. 
Fig.5 displays spatial resolution deterioration caused by Coulomb repulsion effects in the bunch of 500 eV energy 
and 15 ns temporal duration, containing 510  argon (m = 40, e = +1) ions. The ion image of the square mask made of 
0.1mm wide slits is gradually loosing its sharpness during the bunch propagation. Such simulation may be used to 
look inside different processes of ion beam technology. 
 
 
 
Fig.5. Spatial resolution deterioration in the test object representing 1x1 mm square with 5 slits (A – the stroboscope picture (not in scale), 
 B – ion distribution at the test object, C – ion distribution after 24mm travel length). 
 
The next example refers to the space charge problem in time-of-flight (TOF) mass-spectrometer design. 
Considered is a reflectron-type mass analyzer similar to that described in [7]. The “heart” of the analyzer represents 
two co-axial ion mirrors optimized in such a way that the ion bunch injected on the symmetry axis in the middle 
plane between the two mirrors is able to make hundreds of oscillations in between the mirrors (Fig.6). 
Fig.4. To the procedure of motion 
equation decomposition. 
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Fig.6. Reflectron-type mass spectrometer with ion bunch oscillation between the mirrors 
(axial potential distribution and momentary snapshot of the ion bunch are shown). 
 
The time-of-flight (or oscillation frequency) is measured, and thus the ion mass spectrum is obtained. The 
principal requirement to the mirror design, which determines the limiting mass resolution, is that the dependence of 
the half-oscillation period ),( 0 εrT  (the time for ion to come back to the middle plane after one reflection) upon the 
ions’ starting energy ε  and initial distance 0r  from the middle plane would be as weak as possible. One of the ways 
to obey this requirement in practice is to make zero the corresponding aberrations: 
 ( ) ,0),0( 0 =εε kT    ( 3,2,1=k )        ,        ( ) ,0),0( 020 =εrT  (19) 
Being the full temporal spread of the bunch equal to zero, the mass resolution of such an ideal spectrometer 
would be simply proportional to the number M of bunch oscillations: 000 /),0( τεTM=ℜ  with 0τ  being initial 
duration of the bunch. In reality, the non-zero higher-order aberrations )( εrrT  and )( 4εT  resulted from the energy 
spread may noticeably restrict the mass resolution. Coulomb repulsion in ion bunch plays very negative role here – 
it leads to continuous rise of the energy spread in the course of ion bunch oscillations. Indeed, the ions traveling at 
the leading edge of the bunch experience the Coulomb force being co-directional with their velocity, so they acquire 
the energy. At the same time, the ions located at the bunch’ tail are continuously decelerated. 
 
Fig.7 characterizes the energy spread resulted from Coulomb repulsion effects after the half-oscillation time of 
the bunch traveling in between the mirrors. For the bunch comprising 4105×=N  ions (initial energy of the bunch 
0ε  = 2000 eV, initial duration 0τ = 60 ns) the energy spread appears to be about eV3 . 
 
 
 
Fig.7. The energy spread resulted from Coulomb repulsion during the one half-oscillation of the ion bunch in the reflectron. 
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The Coulomb-induced energy spread the bunch acquires after hundreds of oscillations may be even comparable 
with its initial energy 0ε  and many times exceed the so-called “internal” Coulomb energy 02int / rNq δδε =  of the 
bunch. 
 
5. Charged particles scattering upon the fine-structure grids and residual gas molecules  
In this section we discuss a possibility of applying the main ideas of the approach presented in Section 3 to 
simulation of charged particles scattering upon the fine-structure grids (the grid cell is assumed to be less than the 
bunch cross-section) and residual gas molecules. 
 
Considering the process of charged particle bunch travel through a fine-structure grid, we may, with high enough 
accuracy, assume that the particle’s velocity vector is being abruptly changed upon the grid by a finite value v  
which may be considered as a random value having a certain probability density function ),,,( tvrvP . The function 
),,,( tvrvP  can be calculated by direct ray tracing in the microscopic field created by the multitude of grid cells 
[8]. Our goal here is to describe such random velocity transformations in terms of the initial parameters variation 
technique described above. 
 
The particles’ scattering may be treated as a result of applying the momentary “force”  
 [ ]),( 00int vrvE SD ttq −⋅= δ  (20) 
to the particle just at the time moment St  of the particle’s passing through the middle plane of the grid. .In the 
case that the grid surface is defined by the equation 0)( =RG  and the family of the unperturbed (non-scattered) 
trajectories is known, the function ),( 00 vrtS  is unambiguously determined by the implicit correlation 
 0)),),,((( 0000 =vrvrR stG  (21) 
Quite similarly, considering the particles’ scattering on residual gas molecules, we may treat the scattering time 
moment St  as a random value, with the probability density function taken from an appropriate collision model. The 
most important issue here is that in both cases the scattering event turns to be quite equivalent to a jump in initial 
conditions for the unperturbed charged particle trajectories.  
 [ ]= −
v
vr
v
r 0
,, 00
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0
0
St  (22) 
Thus, if the scattering probability density function is known, the jump condition (22) can be applied to the set of 
particles (or macroparticles) comprising the bunch. The method allows essential saving of the calculation time by 
means of exclusion the integration of motion equations for individual particles between the scattering events. 
 
6. Conclusion 
Two numerical approaches for simulation of space-charge effects in short bunches of charged particles have been 
developed and tested. 
 
It has been shown that the fractal ordering with a set of nested cells efficiently speeds up the Coulomb field 
calculation in the bunches comprising big number of charged particles. The method does not use any smooth field 
model and thus takes into account the particle-to-particle interaction. 
 
A perturbation-based method for motion equations decomposition has been developed to express the Coulomb 
repulsion effect in terms of initial parameters evolution. The method opens a possibility of efficient use of the 
advantages of aberration theory in space charge problems of charged particle optics. It has been shown that the 
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method may also be useful in some stochastic problems of charged particle optics, including the problems of 
charged particles’ scattering on fine-structure grids and residual gas molecules. 
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