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1. INTRODUCTION 
We consider the difference equation 
--CnYn+1 - cn-Len-1 + haa = ky, ; n = 0, l,... (1.1) 
where the real sequences {an}:, {b,}:, and {c,}“, satisfy one of the two conditions: 
For each n, an > 0 and c, f 0. 
For each n, a, > 0 and c, > 0. 
(1.2) 
(1.3) 
A solution y = {y,}yl of (1.1) is uniquely determined by the initial values 
y-r and y,, . An alternate form of (1.1) is 
--d(rn-1 AY,-1) + PnY, = ky, ; n = 0, l,... (1.4) 
where d is the forward difference operator, i.e., Ay, = ynmbl - yn . The 
coefficients of (1.1) and (1.4) are related by 
c, = r, and p, = b, - c, - c n-1 1 
Let Z(a) be the complex Hilbert space of all sequences (xn}F such that 
~~=, a, ) X, I2 < co; the inner product in Z(a) is denoted by ,< , ). A linear 
operator 23 in I(a) may be associated with (1.1) as follows: If x =: {x,};, then 
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where x-r = 0 by convention and the domain DB of B consists of all .X E Z(a) 
such that Bx E Z(a), i.e., such that 
When (1.3) holds and h is real we say (1.1) is oscillatory if there exists a real 
solution y = (y,J such that yn changes sign infinitely many times; such a 
solution y is called an oscillatory solution. General results on oscillation of (1.1) 
may be found in the book by Fort [5]. In particular if one solution of (1.1) is 
oscillatory, then all non-zero ones are. When (1.2) holds, (1.1) is called Zimit- 
point (LP) if for some h there is a solution y = {y,Jyr such that {yJr $ Z(a); 
otherwise (1.1) is called limit-circle (LC). The origin of these terms may be 
found in the text by Atkinson [l]. 
A useful transformation of (1.1) is given by (run # 0) 
Yn = WA2 9 c?l = %%+1Cn 7 a, = b,W,2, 2 a”, = w, a, ; (1.5) 
then (1.1) is equivalent to 
-wh+1 - 2n-1x,-1 + &.x, = Ad,x, ; n = 0, l,... . (1.6) 
In particular we may make each & = 1 by defining 
w-1 = 1, wg = l/c-, , (1.7) 
w, = 
c-1 .*. c,-2 
co *‘* c,-1 
> n = 1, 3,..., 
CO ... c,-2 
=--> 71 = 
c-1 ... q-1 
2, 4,.... 
We note that if all w, > 0 and c, > 0 in (1 S), then (1.1) is oscillatory if (1.6) is. 
Moreover, when (1.2) holds, 
so that the classification of (1.1) as LP or LC is the same as that of (1.6). 
In Atkinson [l, Chap. 51, it is shown that if all c,, > 0 and Im X # 0 in (l.l), 
then there is a nontrivial solution y with {yn}F E Z(a). Moreover, if for some 
X = X0 all solutions y of (1.1) satisfy {yn}z E Z(u), then this property holds for 
all X. Since we may transform (1.1) into (1.6) with Zn = 1 and without changing 
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the LP classification, we have that these two properties hold in general for (1.1) 
under assumption (1.2). 
Associated with B is a certain minimal operator B, . Define D,’ as the set 
of all (xJ in Z(a) for which only finitely many of the x, are nonzero. Let 
B,,’ = B / D,‘. Then B,’ is a symmetric, densely defined operator; hence 
it has a closure B, . A straightforward argument shows that B = B,* and 
B, = B”. 
In section 2 below we relate some spectral properties of B, and B to the 
notions of oscillation and LP classification. Section 3 is devoted to establishing 
both necessary and sufficient criteria for the oscillation of (1.1). Some of these 
results are the discrete analogues of oscillation criteria for second order differ- 
ential equations. In section 4 we consider the problem of determining when 
every self-adjoint extension of B, has a purely discrete spectrum which is 
bounded below. In section 5 criteria are given to determine when (1.1) is in 
the LP or LC case. 
2. PRELIMINARIES 
For N 3 1, define DN as the set of all x E r(a) such that x, = 0 for n < N 
and only finitely many x, are non-zero. Define Q on D, by 
Q(x) = fN [-C,X,+I - c,-lx,-1 + b%l x, . (2.1) 
If x, = 0 for x > N + p, then we may write Q(x) in the alternate form 
N-!-V 
Q(x) = C Pn - Ga - &L-l) I x, I2 + cm I&a I”]. (2.2) 
TkN-1 
THEOREM 1. S pp u ose h is real and (1.3) holds. Then the following statements 
are equivalent. 
(i) Equation ( 1.1) is nonoscillatory. 
(ii) For some N > 1, Q(x) > h Cl, a, ( x, I2 for all x E DN . 
(iii) If B, is a self-&joint extension of B, , then the spectrum of B, on 
(--co, A) isJinite. 
Proof. (i) 3 (ii). If (1 .l) is nonoscillatory there exists a solution y of (1.1) 
andNsuchthaty,>Oforn3N-l1.LetxfD,withx,=Oforn>N+p. 
Then using 
ha = (km + CnYn+1 + Cn-1Yn-JYn 
409/63lz-8 
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in (2.1) gives 
= z; [ --c,x,+1 - c,-lx,-l + cnYn-l i;:, Yn-l Xn] 5& 
= 2; [ y+1 ;nLIYn-l) 
G% - L&%%-1 + xn-,%)] 
= 2; [“y-l j  x, - Lxnel I2 + y 1 x, 12 - = 1 Xnel 121 
Yn-1 
(ii) * (i). If (1.1) . IS oscillatory there is a real solution y of (1.1) and integer 
M > N such that yM 9 0, Y~+~ > 0, y,~.,+~ > 0 (p 3 I), and yM+p+l < 0. Let 
x,=y,forM<n<M+p+landzerootherwise.Thenforn=M+2,..., 
MSP-1, 
which implies by (2.1) that 
M+P-1 Q(x) = ,=;+2 4 I xn I2 + [- cM+lxM+$ - CMXM + bf+1%+11 $M+l 
+ [-cM+9xM+9+1 - CMMfP--IXMM+P-1 + bf+sXM+?J *hf+p 
M+F1 
+ [cM+~YM+~+~ + h.f+dh4+9 1 xIMtl, 
Mt1, 
= ,=c,,l Aan 1 xn I2 -k cMYMY~+l + cM+pYM+9+1YM+~ 
M+D 
G c %I I xri 12. 
n=M+l 
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This inequality, together with (ii), implies yu = yM+B+l = 0; thus h is an 
eigenvalue of the boundary value problem (1.1) together with the boundary 
conditions yM = yM+D+l = 0. We may therefore conclude that the boundary 
value problem of (1.1) with yM = yM+a+z = 0 has minimum eigenvalue A, < A. 
If jj is the corresponding eigenfunction and 3i;, = y,, for M < n < M + p + 2 
and zero otherwise, then a calculation similar to that above gives 
hi+?.+1 M+g+l 
Q(4 = 4, c a, I % I2 <A c a, I C, I2 
n=M ?L=M 
which is contrary to (ii). 
The equivalence of (ii) and (iii) is stated in [3, p. 1261 for a, = 1; the general 
result follows from similar considerations. It depends on the equivalence of an 
infinite spectrum of B, on (-co, A) with the existence of an infinite dimensional 
manifold G on which (B,g - hg, g) < 0 (cf. [3, p. 151). 
THEOREM 2. If (1.2) holds, then the following statements are equivalent. 
. 
(i) Equation (1.1) is limit point. 
(ii) The operator B is self-adjoint. 
(iii) limit,,, c,( ya+$Yn - Yn%+1) = 0 (Y, 27 E DB). 
This theorem is essentially proved in [l, p. 4991 and we therefore omit a 
proof. In the LP case, the deficiency indices of B, are (0, 0) and in the LC case 
they are (1, 1). Further discussion may be found in [I, pp. 497-500; 2, pp. 
501-5041. 
For sequences {u,> and {v,J, the following summation by parts formula 
will be useful. 
(2.3) 
3. OSCILLATION THEORY 
Theorem 1 provides a useful tool for determining oscillation criteria for (1.1). 
We see that for A = 0, (1.1) is oscillatory if for each N >, 1 there is an x E D, 
for which Q(X) < 0. By this method, Glazman [3, pp. 126-1281 extended 
Knezer’s oscillation criteria for differential equations to difference equations. 
THEOREM 3. Equation (1.1) is oscillatory for h = 0 if (1.3) holds and 
c;==, (b, - 2&l) = -co. 
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Proof. The construction of Glazman [3, p. 1261 for c,, :~. 1 is applicable. 
Let x, = 1 for N < n < N + p and zero otherwise. Then x E D, and by (2.2), 
Q(x) = 1 (hz - En - &-I) + cN-l +- CN+p 
n=N 
N+D 
=z c (b, - 2&p,) + kN-1; 
lL=N 
hence for p sufficiently large, Q(x) < 0 and (1.1) is oscillatory. 
THEOREM 4. Assume (1.3) holds and Cz=;;, l/en = co. Then (1.1) is oscillatory 
fm h = 0 ifc;=:?, (b, - c, - c& = -03. 
Proof. For N 3 1 choose K > N so that 
f  (b, - c, - c,-1) + CN-1 + 1 < 0. (3.1) 
7l=N 
Choose now M > K + 1’ so that for T > M 
ni+l (b, - c, - G-1) < 0. 
Let L > M be such that 
J= i l/c,, > 1. 
n=M 
Define x E D, by 
x, = J, N,<n<M, 
= i l/Q, M+l,<n<L, 
i=n 
and zero otherwise. By (2.2), 
Q(x) = 5 VJ, - cn - ~-1) J” + f (ha - cs - ~-1) xn2 
n=N n=K+l 
+ CN-IJ~ + i C,( - ~!Gz)~ 
n=M 
which by (3.1) and J > 1 implies that 
(3.2) 
Q(x) < i (h - c, - cn-1) %,a2 
n=K+l 
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By formula (2.3) th is may be written as 
(3.3) 
n=K+l 
where v, = x,,~, ‘c~+~ = 0, and u, = x:i=K+l (bi - ci - ciel) for n > K + 1. 
Now x”,+~ - zcn2 = 0 for n = K + l,..., M - 1 and x:+1 -- zcQ2 < 0 for 
n = M ,..., L. Also (3.2) gives u,+~ < 0 for n > M; thus the right hand side 
of (3.3) is nonpositive, Q(X) < 0, and the proof is complete. 
Theorem 4 is the discrete analogue of the Leighton-Wintner theorem and 
extends the case proved by McCarthy [6] in which the sequence (cn} is bounded. 
In view of Theorem 3, it is interesting to note that the condition 
f (b,-cc,-c&=-a3 
*=o 
is not sufficient for oscillation. This is shown by the example 
-cnyn+l - Cm-1yn-1 + bnvn = 0; n = 2, 3,... 
where c, = ti2, b, = n(2n2 - l)/(n + 1). It has the nonoscillatory solution 
y,=l/nandb,-c -c - -l/(n + 1). 
The next two thekerns”&; discrete analogues of two of Hille’s results [4] 
for differential equations. 
THEOREM 5. Suppose all c, = 1, ~~=, j b, - 2 ) < 00, and 
lim sup k f 1 b, - 2 / < 1. 
k-m n=k 
Then (1.1) for X = 0 is nonoscillatory. 
Proof. Let 6 > 0 and N be such that for k >, N 
k f  / b, - 2 1 < $ - 6. 
n-k 





I bn - 2 I I %I I2 = - ,=c,,[l %I+1 I2 - I x, I”1 %a+1 
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which by Cauchy’s inequality and ~/(Tz + 1) < I/n is less than or equal to 
%z-, 1 Ax, 12]lil [y y]“‘. 
?Z=N 
If now we choose in (2.3) V, = j x, (2 and 
m 
24, = - c l/i2 > -l/(n - l), 
i=n 
then Au, = l/n2 and 
%x1 I Ax, 12),” (.2, v)“’ 
and thus 
Using this inequality in the above gives 
y 
n=N-1 
I 6, - 2 I I *, I2 G 4 ($ - 6) (A) nx;, I Ax, Ia; 
thus if N is also so large that (1 - 46) N/(N - 1) < 1, then 
N+s 
Q(x) = c [(bn - 2) I x, I2 + I Ax, I”] > 0 
n=N-1 
and (1.1) is nonoscillatory. 
THEOREM 6. Suppose all c,, = 1 and b, - 2 < 0, 
i I 6, - 2 j < cm, and liminfk f (b, - 2) < -1. 
la=0 kern n=k 
Then (1.1) for h = 0 is oscillatory. 
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Proof. There exists 6 > 0 and {Ni}, Ni ---f CO as i -+ 00, such that 
Ni .gN, (b, - 2) < -0 f 6)~ i = 1, 2,.... 
I 
Let now N > 1 and let Ni > N be such that N,/(N, - N) < 1 + 614. Choose 
L > Ni so that 
Ni i (b, - 2) < -(l + 36/4). 
n=N‘ 
Let M be such that N,/M < S/4 and define x E D, by 
x, = (n - N)/(N, - N), N < n < Ni , 
zz 1, N,<n<L, 
= (L + M - n)/M, L<n<L+M, 
and zero otherwise. Then by (2.2), 
Q(x) G iN 
f 
(b, - 2) + 1-i l/(N< - N)2 + “c”-’ l/k22 
n=L 
< -(I + 3S/4)/N, + l/(Ni - N) + l/M 
< $ C-1 - 36/4 + 1 + 6/4 + 6/4) < 0 
2 
so that (1.1) is oscillatory. 
THEOREM 7. Suppose (1.3) holds for some number 6, 
f c,n8-2 < a3 and 2 (b, - c, - c,-~) n8 = -co. 
n=1 n=l 
Then (1.1) for X = 0 is oscillatory. 
Proof. Let N > 1. Define x E D, by x, = $/y(n) where 
.fb) = (x - NW> N<x<2N, 
= 1, 2N<x<MM, 
= (2M - x)/M, M<x<2M, 
and f(x) = 0 otherwise. M is to be specified. For g(x) = x8/2f(x), 
g’(x) = (8/2)x”‘“-‘, 2N<x<M, 
= (6/2)~~‘~-lf(x) - 9/2/M, M<x<2M. 
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Thus in both of these intervals we have the bound 
/g’(x)] < Rxs12-1, R = 2 + / 6 l/2. 
Hence by the M.V.T. and for 2N < n < 2M - 1, 
/ Ax, / = / g(n + 1) - g(n)1 < R(n*)“iZ-l 
where n* = n + 1 for 6 > 2 and n* = n for 6 < 2. Thus there is a constant R, , 
depending only on 8, such that 
/ Ax, 1 < Rlns/2-1, 2N<n<2M-1. 
Choose now L > 2N such that 
n=N-1 
(h - Cn - G-J x,’ + nil (6, - c, - c,-~) ns 
(3.6) 
2N-1 
-t ,z-, c, I Ax, I2 + R12 2 c,zF2 < 0. 
n=2N 
Let M > L be such that T > M implies that 
T 
C (b, - c, - C~-~) ns < 0. 
n=L+1 
(3.7) 
Then from (2.2), (3.5), and (3.6) it follows that 
2M 
Q(x) < 1 (h - c, - 4 xs2 
n=L+1 
which by (2.3) with 8, =f(n)2, uL+r = 0, and II, = Cy$ (bi - ci - tip,) i@ 
for n > L + 1 gives 
Q(x) < - n$l LW + 1)” -f(n)“1 %+1 . (3.8) 
Now un+l < 0 for n 2 M by (3.7); also f(n + 1)” <f(n)” for n > L + 1 with 
f(n + 1) =f(n) for n = L + I,..., M - 1. Thus the right hand side of (3.8) is 
nonpositive which completes the proof. 
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4. DISCRETE SPECTRA CRITERIA 
We define property BD by 
Every self-adjoint extension B, of B, has a spectrum which is discrete 
and bounded below 
By Theorem 1 property BD holds iff for each real h Eq. (1.1) is nonoscillatory. 
ForxEDN, we have by (2.2) that 
Thus Theorem 1 gives immediately that property BD holds if 
limit b, - cn - G-I = o. 
n+z a, (4.1) 
On the other hand by choosing x,, = 1 for n = N and zero otherwise, we have 
Q(x) = bN . Again by Theorem 1 a necessary condition for property BD is 
that b,/a, -+ 00 as N + co. Thus when the sequence {(cn + c,,J/a,} is bounded 
Eq. (4.1) is necessary and sufficient for property BD. 
LEMMA 1. I f  x E D, and {un} is a strictly increasing sequence, then 
I Ax, 1’. 
Proof. If x, = 0 for n > L, then by Eq. (2.3), 
i Au, I xn I2 = - f %+d x,+1 I2 - I x, I”] 
n=N-1 n=N-1 
u,+l I Ax, I [I ~a I + I x,+1 II 
n=N-1 
(4.2) 
< (  f  Au, 1 x ,  12)1”( 
%=N-1 
5 “:+i;“n I’),,’ 
n=N-1 n 
+ j+, As+1 I x,+1 2)“2 ( ( i n=N-1 ‘“+$;f; “),“- 
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Since 
the above inequality yields that 
The proof of Lemma 1 is complete by substitution of this inequality into (4.2). 
THEOREM 8. If(1.3) holds, each a, = 1, and Cl,, l/c% < co, then (1.1) has 
property BD if either of the following conditions are true. 
(i) The sequence (b, - c, - cnel} is bounded below and n2/c, -+ 0 as 
n+ 03. 
(ii) The sequence {b, - c, - c,,-~} is bounded below, there is a number M 
so that c,,+Jc, < Mfor all n, and 
h f I/c,+0 as h-t co. 
n=k 
(iii) There is a number M so that cn+Jcn < Mfor all n and 
b, - c, - ~-1 + [2(1 + W cn z$,, llci j-, 1 /hi]-’ - ~0 as 
Proof. (i) I f  u, = n in Lemma 1, then for x E D, , 
n<el 1 xn I2 G f-, (n + 1) I &I I [I xn I + I x,+1 II 
n+ co. 
(4.3) 
< 4 i (n + 1)2 I Ax, 12. 
?l=N-1 
Let -B, B > 0, be a lower bound for {b, - c, - c,-r}. Then using (4.3) in (2.2) 
gives 
Q(x) - f  XIX, I2 > - f  (B +A) lx,12 + f  c, I 4 I2 
?l=N-l n=N-1 n=N-1 
3 f n2[c,/n2 - 4(B + h) (1 + l/n)2] / Ax, 12. 
n=N-1 
which is non-negative for all N sufficiently large. 
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(ii) In Lemma 1, let 
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-1 
un= $l,q ) 
i 1 i=n 
and let B be as in part (i). It is sufficient that X > 0. Choose N such that 
k/u, < 6 6 = l/4@ + A)(1 + M), k >, N. 
From (4.3) and Lemma 1, 
< 6 fj f&+1 I fhl I [I x73 I + I x,+1 II 
n=N-1 





AU, + 4+x 
Un+l = c, + c,+1 < c,(l + Jq; 
hence we have 
Q(x) - h fMl I xv, I2 2 - ns$pl (B + A> I x, I2 + f c,n 1 Ax,, l2 
n=N-1 
G .=;-, bn - 2W + A) (1 + M) c,] I Ax, I2 
and the proof is complete. 
(iii) Let un be as in (ii). Then Au, = u,u,+Jc, , Lemma I, and (4.4) 
yield 
‘fwl (%%+1/4 I xn I2 G 2Q + w *& cn I 4 12. 
This inequality gives 
Q(x) - .g-, h I *, I2 > .$-, fbn - cn - G-I - X f- w4,+1/2c,U + MI1 I xn I2 
which by condition (iii) is non-negative for N sufficiently large. 
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The choice w, = ai1l2 in (1.5) transforms (1.1) into an equation to which 
Theorem 8 applies. This transformation leaves property BD invariant. Thus, 
for example, (1.1) has property BD if (1.3) holds, (aaan+#12 n2,‘c, --j 0 as 
n ---f co and the sequence 
p- c, G-1 
n ( Y2 anan+, - (an-lan)112 I 
is bounded below. 
Finally, we show that in order for property BD to hold, it is necessary that 
a certain average of c,/n2 + (b, - c, - c,_r) tends to infinity as n tends to 
infinity. 
THEOREM 9. Suppose that for each n 2 0, a,, = 1, c,, > 0, and 6, - c, - 
c,-~ > 0. If property BD holds, then for each integer p > 1, 
hmrt k-l 2 b, - c, - c,pl + 2 = co. 
n=k 1 
Proof. Suppose to the contrary that for some p > 1 there is a sequence {Nk}, 
Nk -+ co as k -+ co, and a number C > 0 such that 
- c, - c,el - + 
I 
< Crv, , k = 1, 2,.... 
Let A, > 192p2C/(p - 1)3. By Theorem 1 there is an N such that 
Q(x) 2 4, f I x, I25 xeDN. (4.5) 
n=N-1 
Construct x E D, as follows. Choose L = Nk > N(L > 4) and let 
f(x) = x -L, L <x <(L +PLm 
==pL-xx, (L + PLY2 < x < PL. 
Define X, = f(n) for L < n < pL and zero otherwise. Then 
F j x, I2 > s,” (x - L)2 dx, K = 3L/4 + pL/4 
?l=L 
= (K - L)3/3 = L3(p - 1)3/192. 
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Therefore, 
Q(x) = 5 (b, - c, - L-1) I x, I2 + : cn I &z I2 
?kL VZ=L 
DL 
< 1 [(b - c, - 4 n2 + 4 
Vl=L 
<p2L2 g [b, - c, - G-1 + $1 
n=L 
< p2c (192 2 1 x, I$($ - 1)” 
n=L 
<A, 5 1%12 
Tl=L 
which is a contradiction to (4.5). 
5. LP AND CP CRITERIA 
We give here some conditions for determining if (1.1) is in the LP case or not. 
As contrasted with oscillation criteria, these results are quite different from the 
corresponding theorem for ordinary differential equations. 
THEOREM 10. Equation (1 .l) is LP if (1.2) holds and 
Co hPn+P2 = co. ,c, I cm I (5.1) 
Proof. If (1.1) is LC, then there are solutions {m} and {zn} of (1.1) for X = 0 
such that {yn)2 and {zn}T are in Z(a) and 
Thus we have 
1 = Cn[Yn+Pn - Yn%+J, n = 0, 1, 2,... 
@n%+1P2 
I c, I = (d~1Yn+1) (d’2&L) - (d’“Yn, (dL?1%+1). (5.2) 
By Cauchy’s inequality, the right hand side of (5.2) is summable, contrary to 
(5.1). Therefore (1.1) is LP. 
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For a, = 1 and c, > 0, condition (5.1) is given by Berezanski [2, p. 5041. 
Note that there are no restrictions on 6, . For example, with a, = 1, the equation 
--d2Y,-1 + b,Yn = AYYn 
is always LP. By contrast the differential equation 
-y” + b(x)y = Ay 
is LP if b(x) > -I@ for some K > 0 and is LC if 6(x) = -xn, n > 2. 
Choosing w, = (-I)* in (1.5) shows that (1.1) is LP iff 
-CnYn+1 - en-1Yn-1 - by, = %y, (5.3) 
is. A Theorem of Atkinson [l, p. 1351 gives that (1 .I) is LP if (1.3) holds, 
Z. a, = co, and for some real X, 
b, 3 c, + cnbl + Aa, , n = 0, I,... , 
By choosing w, = a,, -‘I2 the following theorem is then a corollary of Atkinson’s , 
result. 
THEOREM 11. Equation (1.1) is LP if (1.3) holds and for some real A and 
n = 0, l,... either 
(i) b, > ~~(~,la,+J’~~ + L~(@L~~/~ + h, . 
Or 
(ii) b, < -c,(u,/a,.+I)1’2 - c,.-l(an/an-l)112 + Aa, . 
LEMMA 2. If (1.2) holds and all solutions of (1.1) are bounded for A = 0, then 
all solutions of 
--~la~n+l - cn-lye-1 + (b, + Ah, = 0 (5.4) 
are bounded if xEz0 1 d, 1 < 00. 
Proof. Let w and z be linearly independent solutions of (1.1) with h = 0 
such that 
62 
w&+1 %+1 _ 
- 1, n = -1, 0, l,.... 
W, GE 
Equation (5.4) can be written as 
--CnYn+1 - G-~Y+~ + by, = r, , r, = -da, . (5.5) 
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The general solution of the nonhomogeneous Equations (5.5) can be solved 
by variation of constants yielding for some constant 01 and /3 
y-1 f aw-1+ k-1 2 
y* = c-w2 + BZn - i ri w,; ;” 7 I I n = 0, l,.... (5.6) i=O z z 
If M is a bound for w, , z, , UW, , and Fz~, then by (5.6) 
IY~I~~M+~M~-~I~~II~~I, n = 1, 2,.... 
i=O 
Therefore 1 yn 1 < s,, where so = 1 y. I and 
n-1 
s, = 2M + 2M2 2 1 di 1 si , n = 1, 2,.... 
i=o 
Since As, = 2M2 1 d,, ) s, , 
which implies that 
1; 
hence {sn} and {y> are bounded. 
THEOREM 12. Equation (1.1) is LC if (1.2) holds, 
If a,wn2 -=c co, and 
TZ=O 
$ I b, I wn2 -C ~0 
where (wn} is giwen by (1.7). 
Proof. With {wn} as in (1.7) Eq. (1.6) is for h = 0, 
-%+1 - X,-l + SnZn = 0. 
Since all solutions of -z,+i - z,-r = 0 are bounded and 
(5.7) 
z. I& 1 = 5 I b, I w,2 < co, 
W=O 
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then all solutions of (5.7) are bounded. All solutions of (5.7) also satisfy 
{zn>~ E Z(d) since they are bounded and 
Then (5.7) and hence (1.1) are LC. 
As a corollary we obtain the theorem in Berezanski [2, p. 5071 that (1.1) is LC 
if a, = I, {b,} is bounded, c,-~c,+~ ,( c,~, and x.,“=, l/en < co. This follows 
from Theorem 12 since x.,“=, wn2 < CO in as much as 
w n zzz cl_l” 1 
[ 
(c-1cp2 
CO I [ 
. . , (cn-2w2 
C 
n-l ]+“(g’ n=l,2 )...) 
12 
and similarly w, < (c~/c,)~I~/c_~ , n = 2, 3 ,... , 
Note added in proof. After the submission of the present paper, the authors received 
a preprint of a paper by W. T. Reid entitled A criterion of oscillation for generalized 
differential equations, Rocky Mtn. J. Math. 7 (1977), which also contains the generalization 
of the result of McCarthy [6] as stated in Theorem 4 above. 
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