We propose a new approach for proving uniqueness of semi-wavefronts in generally nonmonotone monostable reaction-diffusion equations with distributed delay. This allows to solve an open problem concerning the uniqueness of non-monotone (hence, slowly oscillating) semi-wavefronts to the KPP-Fisher equation with delay. Similarly, a broad family of the Mackey-Glass type diffusive equations is shown to possess a unique (up to translation) semi-wavefront for each admissible speed.
Introduction and main results
The uniqueness of traveling waves for the monostable delayed or non-local reactiondiffusion equations is an important and 'largely open' [6] question of the theory of partial functional differential equations. In consequence, different strategies have been elaborated so far to tackle the uniqueness problem, e.g. see [1, 2, 4, 5, 6, 7, 8, 9, 11, 12, 14, 18, 21, 24, 26, 27, 28, 31, 33] . Broadly speaking, the cited works show that the wave uniqueness can be established when either the evolution equation or the waves are monotone, or when the Lipschitz constant of nonlinear reaction term is dominated by its derivative at the unstable equilibrium (the Diekmann-Kaper condition). On the other hand, recent studies [8, 17, 25] reveal that the uniqueness property can fail to hold even for monotone waves of some non-local monostable equations. To get a clearer picture of the situation, consider the following KPP-Fisher delayed equation (see [2, 10, 14, 15, 17, 18, 19, 20, 32] for more detail and references concerning this model):
∂u(t, x) ∂t = ∂ 2 u(t, x) ∂x 2 + u(t, x)(1 − u(t − h, x)).
This partial functional differential equation does not meet quasi-monotonicity assumptions neither in the sense of Wu-Zou [32] nor in the sense of Martin-Smith [23] . Moreover, its reaction term does not satisfy the Diekmann-Kaper dominance condition at 0. In addition, if h ≥ 0.57 then all non-constant positive wave solutions to (1) are slowly oscillating in the space variable, see [10, 18] . In this situation, neither the comparison techniques nor the Berestycki-Nirenberg sliding solutions method, nor the Diekmann-Kaper approach can be used to prove the uniqueness of all traveling waves to (1) (the property conjectured in [17] ). Thus only partial waves' uniqueness results for the Hutchinson diffusive equation (1) were available so far. For instance, for some speeds c ≥ 2 and delays h ≤ 0.57, this equation has monotone wavefronts u(t, x) = φ(x + ct), their uniqueness (up to translation) was proved in [14, 18] . Noteworthily, in the recent e-print [2] , this result was complemented and the uniqueness of all fast waves, c ≥ 2 √ 2, for (1) (including non-monotone waves) was deduced from their global stability on semi-infinite intervals.
A similar situation is also observed for another popular delayed model, the MackeyGlass type diffusive equation [1, 3, 11, 21, 24, 26, 28, 29, 31, 33, 34] 
Here g : R + → R + is unimodal (i.e. hump-shaped) bounded C 1 -smooth function possessing exactly two non-negative fixed points u 1 ≡ 0 < u 2 ≡ κ. For (2), the uniqueness question is completely (i.e. for all h ≥ 0 and for all admissible speeds) answered only if either g is monotone on [0, κ], or |g ′ (s)| ≤ g ′ (0), s ∈ R, (this amounts to the Diekmann-Kaper condition at the equilibrium 0 for (2)). This is for instance the case of the Nicholson's diffusive equation (g(u) = pue −u ); however, other population models (like R. May's sei whale model [3] , where g(u) = max{pu(1 − u z /k z ), 0}, for some z > 1) do not fit into the frameworks of the above mentioned theories.
In the present work, we propose a novel approach for proving uniqueness of semiwavefronts in a general non-monotone monostable reaction-diffusion equations with distributed delay of the following form
where
is the Banach space of all continuous scalar functions defined on [−h, 0] and u t (s, x) = u(t + s, x), s ∈ [−h, 0], belongs to C for every fixed x ∈ R. This approach is based on a relatively simple idea which we believe can also be useful for other diffusive systems. In particular, our method allows to provide a complete solution to the uniqueness problem for the KPP-Fisher equation with delay or for the May diffusive baleen whale model. In the sequel, we always assume the following natural and easily verifiable conditions:
(M) Identifying each constant function x ∈ C with a real number x ∈ R, set f * (x) = f (x) and suppose that f * (x) satisfies the standard monostability requirements (i.e. f * has only two zeros on R + , x 1 = 0 and x 2 = κ; moreover, f * (x) > 0 on (0, κ)).
(S) Functional f : C → R is continuous, transforms bounded sets into bounded sets, and it is differentiable at 0. Moreover, for some positive α, δ, K, and the max-norm |φ| C ,
Using the Jordan decomposition theorem, we can write f ′ (0)φ as
where µ ± are non-decreasing functions on [−h, 0].
(J) We will assume that
In addition, we will assume the following non-degeneracy condition: p > q.
(LB) Moreover, for each ǫ > 0 there exists δ > 0 such that for all φ ∈ C satisfying 0 < φ(s) ≤ δ, s ∈ [−h, 0], it holds that
Our main result is the following theorem.
and φ(t), ψ(t) are positive and bounded on R) of equation (3). If assumptions (M), (S), (J), (ND), (LB) and (UB) are satisfied then φ(t+t
Corollary 2. For each c ≥ 2 and for each h ≥ 0, the KPP-Fisher delayed equation (1) has a unique (up to translation) semi-wavefront.
Proof. By [18] , for each c ≥ 2 and h ≥ 0, equation (1) has at least one semi-wavefront.
Thus assumptions (M), (S), (J), (UB) and (LB), (ND) are clearly satisfied. Therefore the statement of the corollary follows from Theorem 1.
To present a similar result for the Mackey-Glass type diffusive equation (2), we need the following auxiliary assertion.
Then there exists c * > 0 such that χ(z, c) has exactly two positive zeros (counting multiplicity) λ 1 (c) ≤ λ 2 (c) if and only if c ≥ c * . These zeros are simple if c > c * , while λ 1 (c * ) = λ 2 (c * ) is a double zero. Next, for c ≥ c * every different zero λ j (c) of χ(z, c) satisfies ℜλ j (c) < λ 1 (c).
The proof of Lemma 3 uses standard arguments of the complex analysis, for the convenience of the reader it is given in the appendix.
Hence, we have the following existence and uniqueness result for equation (2):
Corollary 4. Suppose that the real Lipschitz continuous function −x + g(x) satisfies the monostability and smoothness conditions of (M), (S) where the space C is replaced with R. If, furthermore, g
for all x 1 < x 2 , then for each c ≥ c * and for each h ≥ 0, the diffusive delayed equation (2) has a unique (up to translation) semi-wavefront.
Proof. For (2), the semi-wavefront existence (for all c ≥ c * and for all h ≥ 0) was proved in [13, Theorem 18] 
, verification of other assumptions of Theorem 1 is an easy task.
Corollary 4 does apply to the above mentioned May diffusive baleen whale model. 
Proof of Theorem 1
The proof of Theorem 1 is divided into the following four parts.
Proof of the exponential decay of wave profiles at −∞.
By the definition of a semi-wavefront u(t, x) = φ(x + ct), it holds that φ(−∞) = 0. To prove the uniqueness of φ, we need to derive more detailed information concerning asymptotic behavior of φ at −∞. In this subsection, under assumptions imposed in the introduction, we establish that φ(t) decays exponentially at −∞. This property is well known from [16] in the case when f is C 1 -smooth and bounded, together with its Fréchet derivative, in some vicinity of 0 ∈ C and when, in addition, χ(z, c) does not have zeros on the imaginary axis (clearly, this is true for the KPP-Fisher delayed equation). However, for some admissible pairs (c, f ′ (0)), function χ(z, c) can have purely imaginary zeros, and therefore we should prove exponential decay of φ at −∞ even if 0 is non-hyperbolic equilibrium of the profile equation
Hereφ t ∈ C is defined byφ t (s) = φ(t + cs), s ∈ [−h, 0]. Observe that the analysis of the rate of decay of wave profiles at −∞ is an important part of proofs of almost all wave uniqueness theorems (e.g. cf. [1, 5, 9, 21, 31, 33] ).
Lemma 5. Assume (J), (ND) and (LB), (UB). Then for each semi-wavefront profile φ there exists γ > 0 such that φ(t) + |φ
Proof. Since the wave profile φ is a bounded function, it satisfies the integral equation
where K is the positive Green function (the fundamental solution, cf. [29] ) of the equation
and take N > ch large enough to satisfy
Thus for t ′ < t < s ′ − 2N , we obtain that
As it was shown in [1, Theorem 1], inequality (7) implies that 0 −∞ e −γs φ(s)ds converges for some positive γ.
Next, due to (UB), we obtain from (8) that
Since the bounded function K satisfies K(s) = O(e ct ), t → −∞, we have that G 1 (s) ≤ Ae cs , s ∈ R, for some positive A. In consequence, for γ ∈ (0, c) as above, we obtain that G 1 (s) ≤ Be γs , s ∈ R, for some B > 0. Thus φ(t) = O(e γt ) as t → −∞ because of
Similarly, solving (5) with respect to φ ′ (t), we find that
Next, (LB), (UB) and the exponential estimate for φ(t) implies that, for some
Since |f (φ s )| is a bounded function on R (cf. (S)), for some D 2 > 0, we conclude that |f (φ s )| ≤ D 2 e γs , s ∈ R. Then (9) implies the following:
This completes the proof of Lemma 5.
Non-existence of super-exponentially decaying solutions at −∞.
We will also need the following nonlinear version of Lemma 3.6 in [30] . It excludes the existence of small solutions to asymptotically autonomous delayed differential equations at −∞:
n is a continuous function such that |M (t, φ)| ≤ µ(t)|φ| C for some non-negative µ(t) → 0 as t → −∞. Then the system
does not have nontrivial exponentially small solutions at −∞ (i.e. non-zero solutions x : R − → R n such that for each γ ∈ R it holds that x(t)e γt → 0, t → −∞).
Proof. The proof of Lema 6 is a slight modification of the proof of Lemma 3.6 in eprint [30] : for the reader's convenience, it is included in this paper. So, on the contrary, suppose that there exists a small solution x(t) of (10) at −∞. Take some b > h. It is straightforward to see that the property x(t)e γt → 0, t → −∞, is equivalent to
, and therefore, setting ν := b −1 ln K, we obtain the following contradiction:
Hence, for b = 3h there is a sequence t j → −∞ such that |x tj −3h | 3h /|x tj | 3h → 0 as j → ∞. Clearly, |x tj | 3h = |x(s j )| for some s j ∈ [t j − 3h, t j ] and, for all large j, it holds |x(s j )| ≥ |x(s)|, s ∈ [t j − 6h, t j ]. Since 0 ≤ t j − s j ≤ 3h, without loss of generality we can assume that θ j := t j − s j → θ * ∈ [0, 3h]. Now, for sufficiently large j, consider the sequence of functions
For each j, y j (t) satisfies the equations
and therefore |y j (t)| ≤ 1, |y
, 0], j ∈ N (here · denotes the operator norm). Thus, due to the Arzelà-Ascoli theorem, there exists a subsequence y j k (t) converging, uniformly on [−5h, 0], to some continuous function y * (t) such that |y * (−θ * )| = 1,
In particular, y ′ * (t) = L(y * ) t , t ∈ [−4h, 0]. Since y * (t) = 0 for all t ∈ [−5h, −3h], the existence and uniqueness theorem applied to the initial value problem y ′ (t) = Ly t , t ∈ [−3h, 0], y −3h = 0, implies that also y * (t) = 0 for all t ∈ [−3h, 0]. However, this contradicts that |y * (−θ)| = 1. The proof of Lemma 6 is completed. 6 2.3. Asymptotic representations of semi-wavefronts at −∞. The estimate obtained in Lemma 5 can be considerably improved:
Lemma 7. Assume (J), (ND), (S) and (LB), (UB). Then there exists some ǫ > 0 and t 0 ∈ R such that
Proof. Clearly, φ(t) satisfies the linear inhomogeneous equation
where, due to assumptions (S) and (UB), for some T 2 ∈ R and C > 0,
Then, in view of the positivity of φ(t), Lemma 5 together with [14, Lemma 28] 3 imply that, for sufficiently small ε > 0, it holds that
A straightforward calculation of the above residue (cf. [1, 14] ) implies the asymptotic formulas for φ(t) in both cases, c = c * and c > c * , whenever
Now, suppose that (12) does not hold. Then Q(t) ≡ 0 on R and, consequently, φ(t) solves the homogeneous equation
By Lemma 6, this equation does not have nontrivial small solutions at −∞. But then [14, Lemma 28] and Lemma 3 assure that φ(t) is a linear combination of the eigenfunctions e λ1(c)t , e λ2(c)t . This means that φ(t) is unbounded on R, a contradiction proving inequality (12) .
Finally, assuming c > c * and integrating (11) over (−∞, t), we find that
where V (t) = O(e (λ1(c)+ε)t ), t → −∞. A similar computation in the case c = c * ends the proof of Lemma 7.
Proof of the semi-wavefront uniqueness.
Suppose that φ, ψ satisfy (5) and for some λ > 0, set y(t) = (ψ(t) − φ(t))e −λt . Then
Then condition (S) implies that, for some T and K > 0,
First, we consider the non-critical case when c > c * and λ 1 (c) < λ 2 (c). Choose some λ ∈ (λ 1 (c), λ 2 (c)). By Lemma 7, without loss of generality, we can assume that (ψ(t), ψ ′ (t)) and also (φ(t), φ
Clearly, this implies that (y(t), y ′ (t)) = O(e (λ1(c)−λ+ǫ)t ) and R(t,ỹ t ) = O(e λ1(c)αt |ỹ t | C ) as t → −∞. Then y(−∞) = 0 and arguing as in [22, Proposition 6 .1], we conclude that
By interchanging, if necessary, the roles of φ and ψ, we may assume that A ≥ 0. Suppose first that A = 0, then y(t) = O(e (λ2(c)−λ+ǫ)t ), t → −∞. Note that the eigenvalues of the homogeneous part of equation (13) coincide with the zeros of χ(z, c) shifted by −λ. Therefore, since χ(z, c) does not have eigenvalues with ℜλ j > λ 2 (c), by [22, Proposition 6 .1] we conclude that y(t) is a small solution of the asymptotically autonomous (at −∞) linear equation (13) . Invoking now Lemma 6, we conclude that y(t) ≡ 0. This means that φ(t) ≡ ψ(t) in the case when A = 0.
Next, suppose that A > 0. Then y(t) > 0 on some maximal interval I = (−∞, θ), θ ∈ R ∪ {+∞}. Since y(−∞) = y(θ) = 0, we conclude that y(t), t ∈ I, reaches its positive absolute maximum at some point ζ ∈ I, where y(ζ) > 0 and
However, then (13) yields the following contradiction:
This proves the uniqueness of every non-critical semi-wavefront. Finally, we consider critical case, c = c * (usually more difficult, cf. [1, 5] ). Then λ 1 (c) = λ 2 (c) and we take λ = λ 1 (c). We will need the following equivalent form of the relations χ(λ, c) = χ ′ (λ, c) = 0:
Again invoking Lemma 7, without loss of generality we can assume that (ψ(t), ψ ′ (t)) and also (φ(t), φ ′ (t)) = −(1, λ 1 (c))e λ1(c)t (t + O(1)), t → −∞.
Clearly, this implies that (y(t), y ′ (t)) = O(1) while R(t,ỹ t ) = O(|ỹ t | C e λ1(c)αt ) as t → −∞. By [22, Proposition 6 .1], we conclude that, for some small ǫ > 0,
By interchanging, if necessary, the roles of φ and ψ, we may assume that B ≥ 0. If B = 0, then the same argument as in the non-critical case with A = 0 shows that y(t) ≡ 0 proving the uniqueness of the semi-wavefront profile. If B > 0, then y(t) > 0 on some maximal interval I = (−∞, θ), θ ∈ R ∪ {+∞}. Using (14), we can rewrite equation (13) 
Because of (15) , similarly to y ′ (t) and R(t,ỹ t ), the second derivative y ′′ (t) has exponential decay at −∞ and +∞. Therefore, integrating (16) with respect to t on (−∞, θ] and using Fubini's theorem, we find that 
