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Abstract
We establish the existence of semi-wavefronts solutions for a non-local delayed reaction-
diffusion equation with monostable nonlinearity. The existence result is proved for all
speeds c ≥ c?, where the determination of c? is similar to the calculation of the mini-
mal speed of propagation. The results are applied to some non-local reaction-diffusion
epidemic and population models with distributed time delay.
Keywords: time-delayed reaction-diffusion equation; positive wavefront; non-local
interaction; minimal wave; semi-wavefront; existence.
1. Introduction.
The main object of study in this paper is the non-local reaction-diffusion equation
ut(t, x) = uxx(t, x)− f(u(t, x)) +
∫ ∞
0
∫
R
K(s, w)g(u(t− s, x− w))dwds, (1.1)
where the time t ≥ 0, x ∈ R, it is assumed that the non-negative averaging kernel K
satisfies the typical condition
H0: K ∈ L1(R+ ×R) and
∫∞
0
∫
RK(s, w)dwds = 1. Moreover, for any c ∈ R, there exists
some γ# := γ#(c) ∈ (0,+∞] such that ∫∞
0
∫
RK(s, w)e
−z(cs+w)dwds <∞ for each
z ∈ [0, γ#) and diverges, if z > γ#.
Equation (1.1), with appropriate f, g and K, is often used to model ecological and bio-
logical processes where the typical interpretation of u(t, x) is the population density of
mature species. The last investigations shows that asymmetric kernels can be present
in the growth dynamics of single-species population (see, e.g. [4, 5, 6, 9, 10, 11, 12, 13,
16, 17, 18, 19]). For example, the type of asymmetry can occur in the population marine
models when the population juveniles move by advection as well as diffusion, but the
population adults move by diffusion alone (see [9, Applications]). In this way, we are
interested in equation (1.1) when K is asymmetric.
We also assume the following conditions on the monostable nonlinearity g and the
function f :
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H1: g ∈ C(R+,R+) is such that g(0) = 0, g(s) > 0 for all s > 0, and differentiable at 0.
H2: f ∈ C1(R+,R+) is strictly increasing with f(0) = 0, 0 < f ′(0) < g′(0) and
f(+∞) > sups≥0 g(s).
In this work we will study the existence of semi-wavefront solutions of equation (1.1),
i.e. bounded positive continuous non-constant waves u(t, x) = φ(x + ct), propagat-
ing with speed c, and satisfying the boundary condition φ(−∞) = 0. An important
special case of semi-wavefront is a wavefront, i.e. positive classical solution u(t, x) =
φ(x + ct) satisfying φ(−∞) = 0 and φ(+∞) = κ. During the last time, the exis-
tence of semi-wavefront or wavefront solutions for equation (1.1) have been investi-
gated in several papers assuming different conditions on f , K and g (see e.g. (see,
[2, 7, 8, 9, 14, 15, 20, 21, 22, 25, 27]). However, a few works have considered the ex-
istence problem for the general non-local reaction-diffusion equation with distributed
delay (1.1) (see [5, 19, 25]). In any case, for the non-local reaction-diffusion equation
with distributed delay (1.1), the existence problem of the semi-wavefront is still un-
solved in the general case whenK is asymmetric. In this paper we apply the techniques
of [9] to present a solution of this open problem, weakening or removing some typical
restrictions on nonlinearities.
Now, we present our main results:
Theorem 1.1. Assume that H0-H2 hold. If there exists L ≥ g′(0) such g(s) ≤ Ls for all
s ≥ 0, then there exists c? ∈ R such that the equation (1.1) has a semi-wavefront solution
u(x, t) = φ(x + ct) propagating with speed c ≥ c?. Furthermore, if equation f(s) = g(s) has
only two solutions: 0 and κ, with κ being globally attracting with respect to f−1 ◦ g, then the
equation (2.1) has at least one wavefront u(x, t) = φ(x + ct) propagating with speed c ≥ c?
such that φ(+∞) = κ.
Remark 1.2. We observe that Theorem 1.1 shows that the condition
g(s) ≤ Ls, s ≥ 0, (1.2)
when L = g′(0) is not at all obligatory to prove the existence of fast semi-wavefronts
solution. Moreover, our result also incorporates asymmetric kernels and the critical
case. Thus Theorem 1.1 improves or completes the existence results in [5, 19, 25], where
the existence was established for g satisfying (1.2) and assuming either even or Gaussian
kernel K.
The paper is organized as follows. Section 2 contains some preliminary results. In
Section 3, we show some geometric properties of the bounded solutions. In the fourth
section, we our main results are proved. In the last section some applications are pre-
sented.
2. Preliminaries.
This section contains some preliminary results and transformations are needed to
apply the methods of [9].
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First, note that the profile y = φ of the semi-wavefront solution u(t, x) = φ(x+ ct) to
(1.1) must satisfy the equation
y′′(t)− cy′(t)− f(y(t)) +
∫ ∞
0
∫
R
K(s, w)g (y(t− cs− w)) dwds = 0 (2.1)
for all t ∈ R. Note that this equation can be written as
y′′(t)− cy′(t)− βy(t) + fβ(y(t)) +
∫ ∞
0
∫
R
K(s, w)g(y(t− cs− w))dwds = 0, (2.2)
where fβ(s) = βs − f(s) and β is chosen large enough such that β > f ′(0). Thus in
order to establish the existence of semi-wavefront solution to (1.1), we have to prove the
existence of positive bounded solution φ of equation (2.1), satisfying φ(−∞) = 0.
Now, being φ a positive bounded solution to (2.1), it should satisfy the integral equa-
tion
φ(t) =
1
σ(c)
(∫ t
−∞
eν(c)(t−s)(Gφ)(s)ds+
∫ +∞
t
eµ(c)(t−s)(Gφ)(s)ds
)
(2.3)
=
∫
R
k1(t− s)(Gφ)(s)ds, t ∈ R,
where
k1(s) = (σ(c))
−1
{
eν(c)s, s ≥ 0
eµ(c)s, s < 0
,
σ(c) =
√
c2 + 4β, ν(c) < 0 < µ(c) are the roots of z2 − cz − β = 0 and the operator G is
defined as
(Gφ)(t) :=
∫ ∞
0
∫
R
K(s, w)g(φ(t− cs− w))dwds+ fβ(φ(t)).
Note that (Gφ)(t) can be rewritten as
(Gφ)(t) =
∫
R
g(φ(t− r))
∫ ∞
0
K(s, r − cs)dsdr + fβ(φ(t))
=
∫
R
g(φ(t− r))k2(r)dr + fβ(φ(t)), (2.4)
where, by Fubini’s Theorem,
k2(r) =
∫ ∞
0
K(s, r − cs)ds,
is well defined for all r ∈ R. Finally, from (2.4) we get that φ also must satisfy the
equation
φ(t) = (k1 ∗ k2) ∗ g(φ)(t) + k1 ∗ fβ(φ)(t), t ∈ R, (2.5)
where ∗ denotes convolution (f ∗ g)(t) = ∫R f(t− s)g(s)ds.
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In order to apply some results of [9], we rewrite equation (2.5) as
φ(t) =
∫
X
dρ(τ)
∫
R
N (s, τ)g(φ(t− s), τ)ds, t ∈ R, (2.6)
where
N (s, τ) =
{
(k1 ∗ k2)(s), τ = τ1,
k1(s), τ = τ2,
g(s, τ) =
{
g(s), τ = τ1,
fβ(s), τ = τ2,
andX = {τ1, τ2}. Thus we can invoke the theory developed in [9] to prove the existence
of positive bounded solution of (2.1), vanishing at −∞.
Now we have to introduce several definitions. Let c∗ [respectively, c?] be the mini-
mal value of c for which
χ0(z, c) := z
2 − cz − f ′(0) + g′(0)
∫ ∞
0
∫
R
K(s, w)e−z(cs+w)dwds,
[respectively,
χL(z, c) := z
2 − cz − inf
s≥0
f ′(s) + L
∫ ∞
0
∫
R
K(s, w)e−z(cs+w)dwds, L ≥ g′(0)]
has at least one positive root. We observe that c? ≥ c∗ and the function χ0(z, c) is
associated with the linearization of (2.1) along the trivial equilibrium. Moreover, we also
introduce the characteristic function χ associated with the variational equation along
the trivial steady state of (2.6), by
χ(z) := 1−
∫
R
∫
X
N (s, τ)g′(0, τ)dρ(τ)e−szds.
Observe that
χ(z) = 1− g′(0)
∫
R
N (s, τ1)e−zsds− (β − f ′(0))
∫
R
N (s, τ2)e−zsds
= 1− β − f
′(0)
β + cz − z2 −
g′(0)
β + cz − z2
∫ ∞
0
∫
R
K(r, w)e−z(rc+w)dwdr
= − χ0(z, c)
β + cz − z2 . (2.7)
Note that the zeros of function χ(z) are determined by the roots of characteristic equa-
tion χ0(z, c) = 0 and
χ(0) = −χ0(0, c)
β
=
f ′(0)− g′(0)
β
< 0. (2.8)
We also will need the following function
χL(z) := 1−
∫
R
∫
X
N (s, τ)C(τ)dρ(τ)e−szds,
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where
C(τ) =
{
L, τ = τ1,
β − infs≥0 f ′(s), τ = τ2, (2.9)
is measurable function on (X,µ) with L ≥ g′(0). Similarly, note that
χL(z) = − χL(z, c)
β + cz − z2 (2.10)
and
χL(0) =
infs≥0 f ′(s)− L
β
< 0.
The properties of the real solutions of the equations χ0(z, c) = χL(z, c) = 0 are
shown in the following lemma. We are considering a more general equation:
R(z, c) := z2 − cz − q + p
∫ ∞
0
∫
R
K(s, w)e−z(cs+w)dwds = 0,
where p > q > 0.
Lemma 2.1. Suppose that given c ∈ R, the function R(z, c) is defined for all z from some
maximal interval [0, δ(c)), δ(c) ∈ (0,+∞]. Then there exists c# ∈ R such that
(i) for any c > c#, the function R(z, c) has at least one positive zero z = λ1(c) ∈ (0, δ(c)),
it may have at most two positive zeros on (0, δ(c)) and it does not have any negative zero.
If the second zero exists, we denote it as λ2(c) > λ1(c). Furthermore, each λj(c) < µq(c),
where µq(c) > 0 satisfies the equation z2 − cz − q = 0.
(ii) if c = c# and limz↑δ(c#)R(z, c#) 6= 0, then R(z, c#) has a unique double root on
(0, δ(c#)), denoted by z = λ1(c#), andR(z, c#) > 0 for all z 6= λ1(c#) ∈ [0, δ(c#)).
Proof. See [1, Lemma 3.1].
Example 2.2. We consider a space structured population with maturation effects de-
scribed by the delays, for example marine species, where the juveniles move by advec-
tion as well as diffusion, but the adults move by diffusion alone. If u(t, x) denote the
density of the population adult in the location x ∈ R and time t, then u(t, x) can be
represented by the following model:
ut(t, x) = dauxx(t, x)− µau(t, x) +
∫ ∞
0
∫
R
g(u(t− s, x− w))µje
−(w+vjs)2
4djs
−µjs
2
√
pidjs
dwds,
(2.11)
where g is the birth function, dj , vj , µj are respectively the diffusion rate, the advection
velocity and the death rate for juveniles and da, µa are respectively the diffusion rate
and the death rate for adults population (see [9] for more details). Note that spatial
asymmetry occurs in this model with
K(s, w) =
µje
−(w+vjs)2
4djs
−µjs
2
√
pidjs
.
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By scaling of variables, we can suppose that da = 1. Thus the characteristic function
χ(z, c) associated with the linearization of equation (2.11) along the trivial steady state
is given by the following form
χ(z, c) := z2 − cz − µa + p
∫ ∞
0
∫
R
µje
−(w+vjs)2
4djs
−µjs
2
√
pidjs
e−z(cs+w)dwds = 0,
where p := g′(0) > µa. A simple calculation of the integral allows to obtain that
χ(z, c) := z2 − cz − µa + pµj
µj + (c− vj)z − djz2 .
Note that χ(0, c) = p− µa > 0 and limc↓−∞ χ(z, c) = +∞ for z ∈ (0,+∞). In addition,
∂2χ
∂z2
(z, c) > 0, z ∈ [0,+∞),
the function χ(z, c) is strictly convex with respect to z, and hence it has at most two real
zeros for each c. For example, in the particular case when the advection for juveniles
is vj = 0.02, diffusivity dj = 100 and µj = 0.001, µa = 0.05 are the death rates for
juveniles and for adults population, respectively, figures 1 and 2 show the behavior of
χ(z, c) when z ≥ 0 and p = 2.
 (z, c)
z
Figure 1: χ(z, c), z ≥ 0 for c = 2.854.
z
 (z, c)
Figure 2: χ(z, c), z ≥ 0 for c = 3.
3. Some geometric properties
Now we show some geometric properties of the bounded solutions to equation (2.1).
Lemma 3.1. If u(t, x) = φ(x + ct) ≥ 0 is a bounded solution of equation (2.1) such that φ
vanishes at some point, then φ ≡ 0.
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Proof. Suppose that there exists t0 ∈ R such that φ(t0) = 0. From (2.3) we get that
φ(t0) =
∫
R
k1(t0 − s)(Gφ)(s)ds = 0.
Since k1(t) > 0 and (Gφ)(t) ≥ 0 for all t ∈ R, we necessarily have (Gφ)(t) = 0 for all
t ∈ R.
In this way, according to f(0) = g(0) = 0 and since f is continuous on [0, supt∈R φ(t)],
we can choose β > 0 sufficiently large such that fβ(s) = βs − f(s) ≥ 0 for all s ∈
(0, supt∈R φ(t)]. Thus we have∫
R
g(φ(t− r))k2(r)dr = fβ(φ(t)) = 0, t ∈ R,
which implies that φ(t) = 0 for all t ∈ R.
Lemma 3.2. Assume that H0-H2 and (1.2) hold. Let u(t, x) = φ(x + ct) ≥ 0 be a bounded
solution of equation (2.1) with speed c ≥ c∗. If φ(−∞) = 0, then lim inft→+∞ φ(t) ≥ δ(φ) > 0
for some δ(φ) > 0.
Proof. First, we observe that χ(0) < 0, by (2.8). In addition, the conditions (1.2) imply
that g(s, τ1) ≤ Ls for all s ≥ 0. In this way, from [1, Lemma 4.1] we get that for δ > 0,
there exists β = β(δ) > 0 sufficiently large such that fβ(s) ≥ 0 for all s ≥ 0 and
fβ(s) ≤
(
β − inf
s≥0
f ′(s)
)
s, s ∈ [0, δ].
Consequently, g(s, τ2) ≤
(
β− infs≥0 f ′(s)
)
s and g(s, τ) ≤ Cδ(τ)s for all s ∈ [0, δ], where
Cδ(τ1) = L and Cδ(τ2) = β − infs≥0 f ′(s). Note that Cδ(τ) ≥ 0 is a measurable function
and ∫
X
Cδ(τ)dµ(τ)
∫
N (s, τ)ds = L
∫
R
(k1 ∗ k2)(s)ds+ (β − inf
s≥0
f ′(s))
∫
R
k1(s)ds
= 1 +
L− infs≥0 f ′(s)
β
< +∞.
Finally, from Lemma 3.1 we obtain that all the hypotheses of [9, Theorem 3] hold. In
consequence, we can conclude that either φ(+∞) = 0 or lim inft→+∞ φ(t) > 0. Since
φ(−∞) = 0 and all real zeros of χ(z) = 0 are positive for each c ≥ c∗ , [9, Corollary 4]
implies that lim inft→+∞ φ(t) ≥ δ(φ) > 0 for some δ(φ) > 0.
Lemma 3.3. Suppose that conditions (1.2) and H0-H2 hold. Furthermore, we also assume that
f(s) ≥ inf
s≥0
f ′(s)s, s ≥ 0. (3.1)
Let φ be a positive solution of (2.1) with speed c ≥ c? and λ be a positive root of equation
χL(z, c) = 0. If the solution φ satisfies the inequality φ(t) ≤ δeλt for all t ∈ R and for some
δ > 0, then φ is bounded on R and
φ(t) ≤ supt≥0 g(t)
inft≥0 f ′(t)
.
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Proof. First, it is clear that fβ(t) ≤ (β − infs≥0 f ′(s))t for all t ≥ 0. Thus, being φ a
positive solution of (2.6), we obtain that
φ(t) ≤ sup
u≥0
g(u)
∫
R
(k1 ∗ k2)(s)ds+ δ(β − inf
s≥0
f ′(s))
∫
R
k1(s)e
λ(t−s)ds
=
supu≥0 g(u)
β
+ δ(β − inf
s≥0
f ′(s))eλt
∫
R
k1(s)e
−λsds.
In consequence, by definition of function k1, we get that
φ(t) ≤ supu≥0 g(u)
β
+
δ(β − infs≥0 f ′(s))
β + cλ− λ2 e
λt. (3.2)
Now, using the inequality (3.2) and applying this argument again we obtain by induc-
tion that
φ(t) ≤ δeλtθn + ρ(1− γ
n+1)
1− γ , n ∈ N,
where ρ := supu≥0 g(u)β , θ :=
β−infs≥0 f ′(s)
β+cλ−λ2 and γ :=
β−infs≥0 f ′(s)
β . It is clear that γ < 1.
Moreover, since λ is a positive root of equation χL(z, c) = 0, it is easy to check that also
θ < 1. Thus, by passing to the limit as n→∞, we obtain the estimate
φ(t) ≤ ρ
1− γ =
supu≥0 g(u)
infs≥0 f ′(s)
.
We now establish some properties of N (s, τ) and g(s, τ), which will be necessary to
apply methods of [9] in order to obtain the uniform persistence of the positive solutions
to equation (2.1).
Lemma 3.4. Assume that H0-H2 hold. Furthermore, suppose that the derivative f ′ is locally
bounded. Then the following statements are valid:
(i) The function g˜(v) :=
∫
R
∫
X\{τ1} g(v, τ)N (s, τ)dρ(τ)ds is a monotone increasing func-
tion.
(ii) There exists ξ2 > 0 such that the function θ(v) := v − g˜(v) is strictly increasing on
[0,+∞), and θ(ξ2) > supv≥0 g(v, τ1)
∫
RN (s, τ1)ds.
(iii) Define G(v) := θ−1( 1β g(v, τ1)). Then G(0) = 0, 0 < G(v) < ξ2, v > 0. Furthermore,
G′(0) is finite and G′(0) > 1.
Proof. First, note that
g˜(v) =
∫
R
g(v, τ2)N (s, τ2)dρ(τ)ds = fβ(v)
∫
R
k1(s)ds =
fβ(v)
β
.
Since f is strictly increasing and f ′ is locally bounded, the function g˜(v) = βv−f(v)β is
monotone increasing on R for some β sufficiently large. Moreover, θ(v) = v − fβ(v)β =
8
f(v)
β , v ≥ 0, is also strictly increasing on [0,+∞). Now, consider ξ2 > 0 such that
f(ξ2) > sups≥0 g(s). Then
θ(ξ2) =
f(ξ2)
β
>
1
β
sup
v≥0
g(v) = sup
v≥0
g(v)
∫
R
k1(s)ds = sup
v≥0
g(v, τ1)
∫
R
N (s, τ1)ds.
On the other hand, an easy computation shows that G(v) = θ−1( 1β g(v, τ1)) = f
−1(g(v))
and G(0) = 0. In addition, if y = θ−1( 1β g(v0)) > ξ2 for some v0 > 0, then we have
f(ξ2) < g(v0), a contradiction. Hence G(v) < ξ2.
Finally, since g′(0) > f ′(0) > 0, it is clear that 1 < G′(0) = g
′(0)
f ′(0) < ∞, by Inverse
Function Theorem.
Remark 3.5. We observe that the function G has several other important properties
which are also necessary to prove the uniform persistence of the positive solution to
(2.1), see [9, Lemma 5].
The next lemma establishes the uniform persistence property of semi-wavefront to
(2.1) holds.
Lemma 3.6. Assume all hypotheses of Lemma 3.4 are fulfilled and suppose the condition (1.2).
Let u = φ(x + ct) be a positive bounded solution of equation (2.1) with speed c ≥ c∗ and
ξ1 ∈ (0, ξ2), where ξ2 is as in Lemma 3.4, such that ξ1 > inft∈R φ(t). Then φ(−∞) = 0 and
lim inft→+∞ φ(t) > ξ1.
Proof. The proof follows from [9, Theorem 6]. In fact, we need the conditions ( C ), ( P )
and ( N ) of [9] to be satisfied. In this way, it is clear that the hypothesis ( C ) holds
and χ(0) < 0. From Lemma 3.4 we obtain that the hypothesis ( N ) also holds and the
condition ( P ) is obtained from Lemma 3.1 .
4. The existence
Throughout all this section, we assume conditions (1.2) and (3.1) hold, and that the
speed c ≥ c?. Let λ > 0 be the leftmost positive root of equation χL(z, c) = 0 and m > λ
such that χL(m, c) < 0, if c > c?. Note that for each fix τ we have
g(s, τ) ≤ C(τ)s, s ∈ R, (4.1)
where C(τ) is defined in (2.9).
We first consider c > c? and for some δ > 0 we define the functions
φ−(t) := δeλt(1− e(m−λ)t)χR−(t)
and
φ+(t) := δeλt, t ∈ R.
In addition, we will consider the following space
X :=
{
φ ∈ C(R,R) : ||φ|| = sup
s≤0
e−λs/2|φ(s)|+ sup
s≥0
e−ms|φ(s)| < +∞
}
,
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and the operator A : R → X , whereR := {φ ∈ X : φ−(t) ≤ φ(t) ≤ φ+(t), t ∈ R} and
Aφ(t) :=
∫
X
dρ(τ)
∫
R
N (s, τ)g(φ(t− s), τ)ds.
Note that R ⊆ X is closed, bounded and convex set of X . We want to prove the exis-
tence of φ ∈ R such that Aφ = φ and sups∈R φ(s) < +∞. For this, we will prove, in the
following Lemma, that R(A) ⊆ A and A is completely continuous map, if we suppose
the additional condition
L: g(s) = Ls and fβ(s) =
(
β − infs≥0 f ′(s)
)
s for all s ∈ [0, δ).
Lemma 4.1. Assume that H0-H2, the condition (4.1) and L hold. Then A : R → R is
completely continuous map. Furthermore, A has a fix point φ inR such that supt∈R φ(t) <∞.
Proof. We start with the observation that the proof of this lemma is obtained by similar
argument developed in [9, Lemma 13]. Here we only give the main ideas. In fact, we
first define the operator
Lφ(t) :=
∫
X
C(τ)dρ(τ)
∫
R
N (s, τ)φ(t− s)ds.
We now will prove that Lφ+(t) = φ+(t) and φ−(t) < Lφ−(t) for all t ∈ R. For this
purpose, since χL(λ) = 0 we see at once that
Lφ+(t) = δeλt
∫
X
C(τ)dρ(τ)
∫
R
N (s, τ)e−λsds
= δeλt(1− χL(λ)) = δeλt = φ+(t),
by (2.10). Similarly, since χL(m) > 0 we also get that
Lφ−(t) = δeλt(1− e(m−λ)t) + δeλtχL(m)
> δeλt(1− e(m−λ)t) = φ−(t).
An analysis similar to that in the proof of [9, Lemma 13], with g′(0, τ) and the root λ of
χ(z) replaced by C(τ) and root λ of χL(z), respectively, shows that A(R) ⊆ R and A is
completely continuous map. In fact, for φ ∈ R
Aφ(t) ≤
∫
X
dρ(τ)
∫
R
N (s, τ)C(τ)φ(t− s)ds = Lφ(t) ≤ Lφ+(t) = φ+(t).
If there exists t0 such that 0 < φ−(t0) ≤ φ(t0), we would have t0 ∈ R− and φ(t0) ≤ δ,
and hence, g(φ(t0), τ) = C(τ)φ(t0) ≥ C(τ)φ−(t0). In the case that φ−(t0) = 0, there
would be g(φ(t0), τ) ≥ C(τ)φ−(t0) = 0. Hence
Aφ(t) ≥
∫
X
dρ(τ)
∫
R
N (s, τ)C(τ)φ−(t− s)ds = Lφ(t) ≥ Lφ−(t) > φ−(t).
This clearly forces
φ−(t) ≤ Aφ(t) ≤ φ+(t), t ∈ R.
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In addition, we observe thatA(R) is a pre-compact subset ofR, which follows from the
convergence in R is uniform on compact subsets of R. Furthermore, the functions of
A(R) are uniformly bounded on every compact subset of R and as we have the follow-
ing estimation
|Aφ(t+ h)−Aφ(t)| ≤
∫
X
C(τ)dρ(τ)
∫
R
|N(t+ h− u, τ)−N(t− u, τ)|φ(u)du
≤
∫
X
C(τ)dρ(τ)
∫
R
|N(t+ s, τ)−N(s, τ)|φ(t− s)ds
≤ δekλ
∫
X
C(τ)dρ(τ)
∫
R
|N(s+ h, τ)−N(s, τ)|e−λsds,
for all t ∈ [−k, k] and φ ∈ R, they are also equicontinuous, by |Aφ(t + h) − Aφ(t)| →
0, ash→ 0 uniformly on every [−k, k]. In this way, the compactness property of A and
the dominated convergence theorem imply the continuity of A. Finally, the Shauder’s
fixed point theorem implies that A has at least one fixed point φ ∈ R. Since φ(t) ≤ δeλt
and φ is a positive solution of (2.1), from Lemma 3.3 we have supt∈R φ(t) < ∞, which
proves the lemma.
Theorem 4.2. (Existence of semi-wavefronts) Let assumptions H1-H2 hold. Suppose further
conditions (1.2) and (3.1) hold. Then the equation (2.1) has at least one semi-wavefront u(x, t) =
φ(x+ ct) propagating with speed c ≥ c? such that φ(−∞) = 0 and lim inft→+∞ φ(t) > 0.
Proof. We define the continuous functions
gn(s) =
{
Ls, s ∈ [0, 1/n],
max
{
L
n , g(s)
}
, s ≥ 1/n, (4.2)
and
fβn(s) =

(
β − infs≥0 f ′(s)
)
s, s ∈ [0, 1/n],
max
{
β−infs≥0 f ′(s)
n , fβ(s)
}
, s ≥ 1/n.
(4.3)
Note that gn and fβn satisfy the hypothesis L whit δ =
1
n . Moreover, observe that gn
and fβn converge uniformly to g and fβ on R+, respectively. If we now define
gn(s, τ) =
{
gn(s), τ = τ1,
fβn(s), τ = τ2,
(4.4)
then gn(s, τ) converge uniformly to g(s, τ) on R+ for τ ∈ {τ1, τ2} and gn satisfy the
condition gn(s, τ) ≤ C(τ)s, s ∈ R.
We now consider the operators An : R → X defined by
Anφ(t) :=
∫
X
dρ(τ)
∫
R
N (s, τ)gn(φ(t− s), τ)ds.
By Lemma 4.1 we have for each large n the existence of a positive continuos function φn
such that φn(−∞) = 0 and
Anφn(t) = φn(t) =
∫
X
dρ(τ)
∫
R
N (s, τ)gn(φn(t− s), τ)ds.
11
Consequently, we have shown that the functions φn is a positive solution of equation
y′′(t)− cy′(t)− βy(t) + fβn(y(t)) +
∫ ∞
0
∫
R
K(s, w)gn(y(t− cs− w))dwds = 0, (4.5)
whit speed c > c?.
Proceeding analogously to the proof of Lemma 3.3, we can obtain that φn are bounded
functions such that
φn(t) ≤
max{L, supu≥0 g(u)}
inft≥0 f ′(t)
<∞.
Moreover, for all sufficiently large n, and with the same ξ1 and ξ2 given in Lemma 3.6
the properties of Lemma 3.4 hold. In consequence, we have
lim inf
t→+∞ φn(t) > ξ1.
Consequently, with a similar argument to [9, Corollary 16], we can prove that {φn}
are equicontinuous on R. Thus there exists a subsequence φnj which converges uni-
formly on compact sets to some bounded φ ∈ C(R,R). By Lebesgue’s dominated con-
vergence theorem, φ satisfies the equation 2.6 and
φ(−∞) = 0, lim inf
t→+∞ φ(t) ≥ ξ1 > 0.
Finally, for the case c = c?, we define cn :=
(n+1)c?
n . Since cn > c?, the pervious result
assures the existence of positive bounded solutions ψn to (2.1) such that ψn(−∞) = 0,
lim inft→+∞ ψn(t) ≥ ξ1 and
ψn(t) =
1
σ(cn)
(∫ t
−∞
eν(cn)(t−s)(Gψn)(s)ds+
∫ +∞
t
eµ(cn)(t−s)(Gψn)(s)ds
)
(4.6)
=
∫
R
k1(t− s)(Gψn)(s)ds, t ∈ R,
where
k1(s) = (σ(cn))
−1
{
eν(cn)s, s ≥ 0
eµ(cn)s, s < 0
,
σ(cn) =
√
c2n + 4β, ν(cn) < 0 < µ(cn) are the roots of z2 − cnz − β = 0 and the operator
G is defined as
(Gψ)(t) :=
∫ ∞
0
∫
R
K(s, w)g(ψ(t− cns− w))dwds+ fβ(ψ(t)),
Now, differentiating (4.6) we find that
|ψ′n(t)| ≤
1
σ(c?)
(
sup
u≥0
g(u) +
supu≥0 g(u)
infs≥0 f ′(s)
)
.
In consequence, {ψn} is pre-compact in the compact open topology of C(R,R) and we
find a subsequence {ψnj} which converges uniformly on compacts to some bounded
function ψ ∈ C(R,R). In addition, Lebesgue’s dominated convergence theorem implies
that ψ is a solution of (2.1) with c = c? such that ψ(−∞) = 0 and lim inft→+∞ ψ(t) ≥
ξ1.
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Remark 4.3. Note that if we assume that L = g′(0) and f ′(s) ≥ f ′(0), t ≥ 0, then c∗ = c?.
In [1] we have proved that for any c < c∗ the equation (2.1) has no semi-wavefront
solution propagating with speed c vanishing at −∞.
Corollary 4.4. (Existence of wavefronts) Assume all conditions of Theorem 4.2 are fulfilled. If
equation f(s) = g(s) has only two solutions: 0 and κ, with κ being globally attracting with
respect to f−1 ◦ g, then the equation (2.1) has at least one wavefront u(x, t) = φ(x + ct)
propagating with speed c ≥ c? such that φ(+∞) = κ.
Remark 4.5. Sufficient conditions to ensure the global stability of f−1 ◦ g are given in
[20].
5. Applications.
In this section, we apply Theorem 1.1 to some non-local reaction-diffusion epidemic
and population models with distributed time delay, studied in [3, 6, 10, 17, 19, 21, 23,
24, 26].
An application to the epidemic dynamics: Consider the following reaction-diffusion
model with distributed delay
ut(t, x) = duxx(t, x)− f(u(t, x)) +
∫
RK(x− y)v(t, y)dy
vt(t, x) = −αv(t, x) +
∫∞
0
g(u(t− s, x))P (ds),
(5.1)
where α, d > 0, x ∈ R, t ≥ 0, and P is a probability measure on R+. The functions
u(t, x) and v(t, x) denote the densities of the infectious agent and the infective human
population at a point x in the habitat at time t, respectively (see [19, 23, 24, 26]). Note
that system (5.1) can be seen as a generalization of the systems studied in the cited
works. However, here the nonnegative kernel K can be asymmetric and normalized by∫
RK(w)dw = 1, and the function g can be non-monotone. By scaling the variables, we
can suppose that d = 1.
Now, suppose that (u(t, x), v(t, x)) = (φ(x+ ct), ψ(x+ ct)) is a semi-wavefront solu-
tion of system (5.1) with speed c, i.e. the continuous non-constant uniformly bounded
functions u(t, x) = φ(x+ ct) and v(t, x) = ψ(x+ ct) are positives and satisfy the condi-
tion φ(−∞) = ψ(−∞) = 0. Then the wave profiles φ and ψ must satisfy the following
system: 
φ′′(t)− cφ′(t)− f(φ(t)) + ∫RK(u)ψ(t− u)du = 0
cψ′(t) + αψ(t)− ∫∞
0
g(φ(t− cs))P (ds) = 0.
(5.2)
As it was obtained in [1], ψ satisfies
ψ(t) =
∫ ∞
0
g(φ(t− cw))K2(w)dw, c 6= 0, (5.3)
where
K2(w) =
∫ w
0
e−α(w−r)P (dr),
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and if c = 0, then αψ(t) = g(φ(t)). In consequence, φ(t) should satisfy the integral
equation
φ(t) =
1
σ(c)
(∫ t
−∞
eν(c)(t−s)(Gφ)(s)ds+
∫ +∞
t
eµ(c)(t−s)(Gφ)(s)ds
)
=
∫
R
k1(t− s)(Gφ)(s)ds, (5.4)
where
k1(s) = (σ(c))
−1
{
eν(c)s, s ≥ 0
eµ(c)s, s < 0
,
σ(c) =
√
c2 + 4β, ν(c) < 0 < µ(c) are the roots of z2 − cz − β = 0 and the operator G is
defined as
(Gφ)(t) :=
∫
R
K(u)ψ(t− u)du+ fβ(φ(t)), fβ(s) = βs− f(s), β > f ′(0).
Thus, the profile φ also must satisfy the equation
φ(t) = (k1 ∗ k2) ∗ g(φ)(t) + k1 ∗ fβ(φ)(t). (5.5)
A similar argument can be applied when c = 0.
Conversely, if φ is a semi-wavefront solution of (5.4) propagating with speed c, then
the function ψ defined by (5.4) is well defined and ψ(−∞) = 0, by the Lebesgue’s dom-
inated convergence theorem. Moreover, we get that
|ψ(t)| ≤ supu≥0 g(u)
α
, t ∈ R.
Since the process developed in [1] to obtain (5.3) and (5.4) is invertible, it follows that
(φ(t), ψ(t)) is a semi-wavefront solution to (5.2) propagating with speed c. In conse-
quence we have the following theorem.
Lemma 5.1. The following affirmations are true.
1. If (u(t, x), v(t, x)) = (φ(x + ct), ψ(x + ct)) is a semi-wavefront of (5.1) with speed c,
then (φ(t), ψ(t)) is a semi-wavefront of (5.2) with speed c.
2. Let φ(t) be a semi-wavefront of (5.5) with speed c. If ψ(t) is defined by (5.3), then
(φ(t), ψ(t)) is a semi-wavefront of (5.2) with speed c and (u(t, x), v(t, x)) = (φ(x +
ct), ψ(x+ ct)) is also a semi-wavefront of (5.1).
Next, the characteristic function χ becomes:
χ(z) = −z
2 − cz − f ′(0) + g′(0)cz+α
∫∞
0
e−zcrP (dr)
∫
RK(w)e
−zwdw
β + cz − z2
when cz + α > 0. Consequently, from [1], we obtain
χ0(z, c) = z
2 − cz − f ′(0) + g
′(0)
cz + α
∫ ∞
0
e−zcrP (dr)
∫
R
K(w)e−zwdw,
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and
χL(z, c) = z
2 − cz − inf
s≥0
f ′(s) +
L
cz + α
∫ ∞
0
e−zcrP (dr)
∫
R
K(w)e−zwdw.
In this way, let c∗ and c? be the minimal value of c for which χ0(z, c) = 0 and χL(z, c) = 0
have at least one positive root, respectively. Then we can now formulate the following
result:
Theorem 5.2. Let assumptions H0-H2 hold. If g(s) ≤ Ls and f(s) ≥ infs≥0f ′(s)s, s > 0,
then the system (5.1) admits at least one semi-wavefront solution
(u(t, x), v(t, x)) = (φ(x+ ct), ψ(x+ ct)), φ(−∞) = ψ(−∞) = 0,
for each admissible wave speed c ≥ c?. If infs≥0f ′(s) = f ′(0), then the existence holds for each
c ≥ c∗. Furthermore, the system (5.1) has no semi-wavefront solution propagating with speed
c < c∗.
Remark 5.3. Theorem 5.2 completes or improves some results of [19, 23, 24, 26]. In fact,
in these references the monotone case was studied, except [24]. It should be noted that
in [23, 26], isotropic kernels were considered.
An application to the population dynamics: Let u and v denote the numbers of
mature and immature population of a single species at time t ≥ 0, respectively. We will
study the system ut(t, x) = duxx(t, x)− f(u(t, x)) +
∫∞
0
∫
RK(s, w)g(u(t− s, x− w))dwds
vt(t, x) = Dvxx(t, x)− γv(t, x) + g(u(t, x))−
∫∞
0
∫
RK(s, w)g(u(t− s, x− w))dwds,
(5.6)
where γ,D, d > 0 and the nonnegative kernel K can be asymmetric. Note that by
scaling the variables, we can suppose that d = 1. Now, observe that in the system (5.6)
the first equation can be solved independently of the second. In this way, if the system
(5.6) admits a semi-wavefront solution
(u(t, x), v(t, x)) = (φ(x+ ct), ψ(x+ ct)), φ(−∞) = ψ(−∞) = 0,
with speed c, then v(t, x) = ψ(x+ ct) must satisfy the immature equation
Dψ′′(t)− cψ′(t)− γψ(t) + (Hφ)(t) = 0,
where the operatorH is defined by
(Hφ)(t) = g(φ(t))−
∫ ∞
0
∫
R
K(s, w)g(φ(t− cs− w))dwds.
If φ is bounded, we get that ψ can be represented by
ψ(t) =
∫
R
k1(t− s)(Hφ)(s)ds =
∫
R
k1(s)(Hφ)(t− s)ds,
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where
k1(s) =
(√
c2 + 4Dγ
)−1{ eν˜(c)s, s ≥ 0
eµ˜(c)s, s < 0
and ν˜(c) < 0 < µ˜(c) are the roots of Dz2 − cz − γ = 0. In addition, H ∈ C(R+,R+)
and H(0) = 0. Now, if φ(−∞) = 0, then we have H(φ(−∞)) = 0, and in consequence,
the Lebesgue’s theorem of dominated convergence implies that ψ(−∞) = 0. Thus we
obtain the following lemma.
Lemma 5.4. The second equation of the system (5.6) has a semi-wavefront v(t, x)) = ψ(x+ ct)
with ψ(−∞) = 0 when u(t, x) = φ(x + ct) is a semi-wavefront of the first equation of the
system (5.6).
Finally, consider the characteristic functions χ0(z, c) and χL(z, c) associated with the
mature equation of system (5.6) and c∗, c? defined in Section 1. Then the following
theorem is a direct consequence of Theorem 1.1.
Theorem 5.5. Let assumptions H1-H2 hold. If g(s) ≤ Ls and f(s) ≥ infs≥0f ′(s)s, s > 0,
then the system (5.6) admits at least one semi-wavefront solution
(u(t, x), v(t, x)) = (φ(x+ ct), ψ(x+ ct)), φ(−∞) = ψ(−∞) = 0,
for each admissible wave speed c ≥ c?. If infs≥0f ′(s) = f ′(0), then the existence holds for each
c ≥ c∗. Furthermore, the system (5.6) has no semi-wavefront solution propagating with speed
c < c∗.
Remark 5.6. We note that Theorem 5.5 completes or improves some results of [6, 10, 19,
21], where the non-existence or the uniqueness was established under assumptions that
K is Gaussian or symmetric kernel, and g monotone. In [10, 21] only the particular
cases f(s) = βs2 and g(s) = s, were studied, and in [19], the assumptions were either
f(s) = f ′(0) or g(s) = g′(0)s.
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