ABSTRACT Welding status determines the post-weld quality and is crucial to high-power disk laser welding. A low-cost monitoring system based on two photodiodes is developed to monitor the real-time welding statuses in this paper. A deep learning architecture based on stacked autoencoder (SAE) is proposed to automatically learn more representative features of welding statuses from the raw signal features captured by the visible light photodiode and the reflected laser light photodiode without any manual operations. The maximum correntropy loss function is applied to improve the learning ability of the proposed SAE method. Furthermore, a genetic algorithm is applied to optimize the key parameters of the proposed SAE method. The proposed SAE is applied to the high-power disk laser welding experiments and shows better performance in welding status monitoring than the standard AE framework and the conventional SVM and BP method. Additional experiments with different welding parameters validate the effectiveness and robustness of our proposed SAE method.
I. INTRODUCTION
Laser welding has been witnessing wide applications [1] - [3] in car manufacturing, aeronautics and astronautics industry, ship-building and high-speed train manufacturing, due to its narrow heat affected zone, small transformation in workpiece, easy application in flexible manufacturing et al. Highpower disk laser welding, which is especially fit for welding thick plates, becomes more and more attractive [4] . Some researchers have conducted a lot of studies to investigate the mechanisms and phenomena during high-power disk laser welding with experiments and numerical simulations [5] - [7] . However, the online welding statuses monitoring which provides real-time clues to the post-weld quality remains a great challenge until now.
The welding status can be described by the signals captured from the welding process. Studies on welding process
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1)Apply some kinds of sensors to capture the signals of the welding process to investigate the mechanism of a specific welding phenomenon or defect.
Several kinds of research have been conducted based on the signals from the arc welding process. Nguyen et al. [8] applied visual systems to investigate the mechanism of humping phenomenon during high-speed GMAW (Gas Metal Arc Welding). Alfaro et al. [9] employed a thermographic camera to discuss the characteristics of the humping by analyzing the temperature gradient during GTAW (Gas Tungsten Arc Weld). Wang et al. [10] captured the image of the molten pool and analyzed the features of the backflowing molten metal in GMAW.
More and more attentions have been attracted to investigate the laser welding process. Kawahito et al. [11] explained the humping formation by applying a high-speed video camera and x-ray transmission real-time imaging system. Pan et al. [12] used the x-ray transmission real-time imaging system to investigate the humping formation. Li et al. [13] , [14] used a high-speed camera and an x-ray transmission real-time imaging system to explain the formation of the spatters. Paleocrassas and Tu [15] applied a laser reflected light photodiode to investigate the instability mechanism during low-speed fiber laser welding. Molino et al. [16] analyzed the optical intensity captured by the photodiode when welding defects occurred during laser welding.
These studies mainly investigated the mechanisms of one or two specific welding phenomena to further understand the welding process, and provide the foundations for establishing a model to monitor the welding process. However, automatic real-time monitoring of the high-power disk laser welding statuses with the online captured signals was not concerned.
2)Establish shallow-network models to predict welding results based on the signals from the welding process.
Zhang et al. [17] have established a back-propagation (BP) model to predict the height and width of the post-weld bead based on the manually extracted features from the captured visual images of the keyhole and molten pool. Li et al. [18] used the manually extracted features from the captured weld surface images to predict the welding quality based on a BP model. Liu et al. [19] developed a BP neural network for post-weld defects identification in resistance spot welding with ultrasonic detection method. Kumar et al. [20] evaluated the quality level for imperfections of GMAW by capturing the images with a vision system and processing them using neural networks. Unfortunately, in these studies the shallow machine learning networks, which are not adequate for classifying the complicated, high-nonlinear and high-dimensional signals, were applied to perform the weld defects classification of the post-weld bead by manually extracting features from the detecting signals.
In addition, Wang et al. [21] developed a PSO-SVM method to classify the post-weld spot joint strength using ultrasonic signal time-frequency features. Chen et al. [22] implemented automatic classification of welding defects based on ultrasonic signals using an SVM-based RBF neural network. Jiang et al. [23] classified the weld defects based on information fusion technology for a radiographic testing system with SVM. However, in these studies, the features used for classification were not acquired from the welding process but captured after welding which cannot fulfill the requirements of the real-time monitoring of high-power disk laser welding.
3)Development of multiple-sensor systems to monitor the welding status.
You et al. [24] developed a multiple-optics sensing system including an x-ray imaging system, two photodiodes, a spectrometer, and two visual systems, to collect the in-process signals of the welding process, and monitor the high-brightness disk laser welding process. Montazeri et al. [25] implemented the in-process monitoring of material cross-contamination defects in laser powder bed fusion based on photodiodes and x-ray imaging systems.
The high cost of the x-ray imaging system and high-speed visual cameras limits their applications in real environments of products manufacturing. Furthermore, the features used for online monitoring the process were still manually extracted in order to apply the shallow machine learning framework.
In order to reduce human work and biases in manual extraction of the features from the raw signals, deep learning which can automatically learn distinct features is necessary to be designed for high-power disk laser welding statuses monitoring. Deep learning can automatically learn more representative features from the high-dimensional input data, not designed and extracted manually [26] . Although deep learning has already attracted more and more concerns in image classification and natural language processing [27] et al., its application in welding statuses monitoring is still in infancy. Autoencoder (AE) is a popular deep learning framework and has been successfully applied in various tasks [28] . The mean square error (MSE) is commonly employed to calculate the loss in standard autoencoder framework, but it results in bad performances in cases that the original signals include heavy background noises [29] . Unfortunately, in high-power disk laser welding process, optical background noises induced by the environmental illumination are heavy, so new loss function is demanded to be applied.
The photodiode is inexpensive and easy to be configured in high-power disk laser welding process, and its capabilities in welding process analyzing have been validated [15] , [16] . In this research, our main contributions are as follows.
1) A low-cost deep learning framework based on SAE by employing two photodiodes is developed to monitor the high-power disk laser welding statuses in real-time.
2) The features used for welding statuses monitoring are automatically extracted from the raw captured signals by our proposed SAE framework. 3) Maximum correntropy loss function is employed to enhance the feature learning ability of the SAE. 4) Genectic algorithm is applied to optimize the key parameters of the proposed SAE method to get the global optimal solutions for high-power disk laser welding monitoring. The remainder of this research is organized as follows. Section II describes the experimental setup. Section III presents the architecture of the proposed method. Then in Section IV, the results of welding process monitoring are discussed and analyzed. Applications in other cases of high-power disk laser welding experiments are discussed in Section V. Finally, the conclusions are drawn in Section VI.
II. EXPERIMENTAL SETUP
The sketch of the experimental setup in this research is shown in Figure 1 . TRUMPF high-power disk laser welding system (16 kW) is applied to perform the welding experiments. The wavelength of the disk laser beam is 1030 nm and the beam diameter is 200 um. The welding workpiece is type-304 stainless steel, and its dimensions are 10 mm in width, 50 mm in length, and 50 mm in thickness. The visible light photodiode and the reflected laser light photodiode are employed to capture the information of the welding process. The cost of the photodiode is far lower than the x-ray imaging systems and high-speed visual systems and is easy to be configured in the manufacturing industry. A filter, which is sensitive with the visible light (wavelength 380-760 nm), is configured in front of the visible light photodiode. Meanwhile, a filter, which is only sensitive to the wavelength of 1030 nm, is equipped in front of the reflected laser light photodiode. A beam splitter is pre-configured in the laser head, and it transmits the optical signal from the welding area to two photodiodes. The sampling rates of the photodiodes are both 500 kHz.
III. PROPOSED METHOD FOR WELDING STATUSES MONITORING A. THEORY OF AUTOENCODER (AE)
The sketch of an AE is shown in Figure 2 . The AE consists of an encoder and a decoder. The encoder maps the highdimensional input data to a low-dimensional space, and the decoder re-maps the low-dimensional data from the hidden layer to the output layer which has the same dimensions as the input layer.
In order to illustrate the theory of the AE, the input data set is assumed as X = {X 1 , X 2 , . . . X t }, where t denotes the number of the samples of the input data set. X t denotes a sample and X t = [x 1 , x 2 , . . . , x m ] T , where m denotes the dimensions of the input sample. The input sample X t is transformed to its compressed representation R t in hidden layer by Eq. (1), where R t = [r 1 , r 2 , . . . , r n ] T , n denotes the dimension of the representation (m is bigger than n), f denotes the activation function in the hidden layer, W and b are the n × m dimensional weight matrix and n-dimensional biases in the encoder, respectively. The activation function f is selected as the sigmoid function expressed by Eq.(2).
The representation R t in the hidden layer is reconstructed back asX t which has the same dimensions as the input data by the decoder, expressed by Eq. (3), whereW andb are the m × n-dimensional weight matrix and m-dimensional biases in the decoder, respectively.
The reconstructionX t is expected to be the same as the input X t , therefore the aim of training a standard AE is to minimize the MSE between the input X t and the reconstructioň X t expressed by Eq.(4).
The popular loss function of standard AE is MSE, but it leads to bad performance in feature learning of the complex and high-dimensional signals [29] - [31] . Correntropy is good at measuring the differences between the predicted distribution and the actual distribution of high-dimensional data [32] , [33] and is not sensitive to the non-stationary background noises during high-power disk laser welding. In this research, the maximum correntropy is applied as the loss function of the AE to measure its reconstruction error. Considering the input data and reconstructed data in this research, the correntropy is defined in Eq. (5), where k σ denotes the Mercer Kernel, X i andX i denote the input and reconstructed data respectively, x i andx i denote the element of the X i andX i repsectively, and m is the dimension of input VOLUME 7, 2019 and reconstructed data.
Gaussian kernel which is the most popular Mercer kernel to calculate the correntropy is selected in this research expressed by Eq. (6), where σ denotes the Gaussian kernel size.
Therefore the loss function based on correntropy can be achieved by maximizing Eq. (7).
A sparsity regulation term is added into the loss function to acquire most representative features from the input features in this research, and the sparsity term is expressed by Eq. (8), where H denotes the number of neurons in the hidden layer, β is the weight adjustment parameter,ρ k and KL are calculated by Eq. (9) and (10), respectively.
In Eq. (9), f h j (X i ) denotes the activation value of the jth neuron in the hidden layer. In Eq.(10), ρ is the sparse parameter.
In order to overcome the overfitting problem of AE, a weight decay regulation is also defined in Eq. (11), where τ denotes the weight adjustment parameter of the weight decay regulation, O denotes the number of the neurons in the output layer.
The general loss function J AE in this research is rewritten in Eq. (12) .
The aim of training the AE is to get the optimal values for all parameters by minimizing the loss function J AE inEq.(12).
C. FRAMEWORK OF SAE
In this research, an SAE framework which consists of a few AEs is established to reduce the dimensions of the original input data, and get the nature and most representative features for performing the welding statuses monitoring during high-power disk laser welding. The structure of the SAE is shown in Figure 3 . In Figure 3 , an SAE stacked by L layers of AE is illustrated. The input layer and layer 1 forms the encoder of AE 1, and layer 2 and its next layer forms the encoder of AE 2. This process iterates until the layer L-1 and L forms the encoder of AE L. In addition, a softmax layer is added as the final layer to perform the classification of the learned features, and the cross-entropy is applied as the loss function of the softmax layer.
The training process of the SAE framework is summarized in two stages, namely pre-training and fine-tuning.
1) In the pre-training stage, each AE is trained individually and successively by optimizing its loss function expressed in Eq. (12), then the decoder of current trained AE are removed. Then the output of the encoder in current AE is fed to the next AE. The pre-training of each AE iterates until all AEs were well-trained. 2) In the fine-tuning stage, the output of the final AE was fed to the softmax layer, and its loss function was expressed in Eq. (15) was calculated. Then the weights of the softmax classifier were modified in order to minimize this loss. The loss was also backpropagated to the previous layer of SAE and the weights were slightly modified until the terminal conditions of the training process were fulfilled.
D. OPTIMIZATION OF THE KEY PARAMETERS IN THE SAE FRAMEWORK
The kernel size σ in Eq.(6), the weight adjustment parameter β in Eq.(8) and the weight decay regulation τ in Eq. (11) are crucial to the feature learning capability of the proposed SAE method. How to optimize these parameters to get the best performance is still a great challenge [34] .
Genetic algorithm is one of the most popular optimization algorithms which can acquire the global optimal solutions with the advantage of fast convergence speed and strong robustness [35] . Therefore, the GA is applied in this research to find out the optimal values for the above-mentioned parameters. The flowchart of applying GA in this research is shown in Figure 4 . The detailed procedures of GA are summarized as follows. 1) Establish the SAE with the maximum correntropy loss function. 2) Initialize the parameters of GA, including the population size P of the chromosomes, the evolving generations G, the selection rate, crossover rate and the mutation rate of the chromosomes. The fitness function of GA is defined as the classification accuracy of the proposed SAE. 3) Code and initialize the chromosomes which consist of the kernel size σ , the weight adjustment parameter β, and the weight decay regulation τ . Sort the chromosomes in each generation by their fitness function values, and record the best chromesome. 4) Perform the selection, crossover and mutation operations to produce the new-generation chromosomes. Calculate the fitness function of each new-generation chromosome. Update the value of the best chromosome. 5) Terminate the evolution process (4) until the evolving generations G is reached. Output the best chromosome and decode it to achieve optimal values for the kernel size σ , the weight adjustment parameter β, and the weight decay regulation τ .
E. THE GENERAL PROCEDURES OF THIS RESEARCH
In this research, a novel SAE framework was proposed to automatically learn features from the captured raw features of the photodiodes' signal for monitoring the welding statuses during high-power disk laser welding. The flowchart of the proposed SAE framework is plotted in Figure 5 , and the procedures of this research are summarized as follows. 1) Acquire the visible light signal and reflected laser light signal in real-time from the welding area during high-power disk laser welding process by two photodiodes. 2) Establish the SAE framework by applying maximum correntropy loss function to improve the capability of feature learning of the proposed SAE framework. 3) Apply GA to optimize the key parameters of the proposed SAE to get the global optimal solutions for training the SAE. 4) The more representative features learned from the raw photodiode signals by the proposed SAE were fed into the softmax layer to classify corresponding welding statuses.
IV. EXPERIMENTAL RESULTS AND DISCUSSIONS A. SIGNAL PRESENTATION
In this research, four typical welding statuses, including good weld, humping, blowout and undercut, are defined according to ISO standard [36] . The illustrations of the sectionview corresponding to the four welding statuses are shown in Figure 6 . In particular, the humping welding status denotes that the top weld in this status is higher and wider than that of the normal good weld, and in order to make it more recognizable, its top view comparing with good weld is also shown in Figure 6 (b). The blowout and undercut statuses are easy to be recognized. The corresponding raw photodiode signals of the four welding statuses are shown in Figure 7 . Twenty groups of welding experiments with different welding parameters were carried out. The values of these welding parameters including laser power, welding speed, and focus position of the laser beam, cover a large range which is determined by the empirical experiences of highpower disk laser welding. These experiments present as much as diverse features for monitoring welding statuses. In each experiment, 500 samples of the visible light signal and reflected laser light signal were captured, respectively. The sample of the visible light and reflected laser light signal at the same moment were combined to describe the welding statuses. The labels of the welding statuses were labeled by observing the post-weld appearance according to the definition and illustration of the four welding statuses. In total, 10000 samples are collected together to establish the framework for monitoring the high-power laser welding statuses. Therefore, fifteen groups are randomly selected as the training dataset, and the others are used as the testing dataset.
B. ESTABLISHMENT AND TRAINING OF PROPOSED SAE
This research aims to establish a novel SAE framework to automatically learn features from captured raw signals for welding statuses monitoring during high-power disk laser welding, without any manual feature extraction process. The architecture of the SAE is determined by three principals. Firstly, the number of neurons in the input layer is determined by the length of the samples combined by the signals of the visible light photodiode and reflected laser light photodiode. Secondly, the number of hidden layers should be big enough to acquire a deep architecture, as the deep architecture results in outstanding capability for feature learning.
Thirdly, the number of neurons in a hidden layer should be smaller than that of its previous layer. In this way, the feature representation in hidden layer was compressed layer by layer to become more and more representative and discriminative.
Due to the high dimensions (2000 dimensions, including 1000 dimensions from the visible light signal and 1000 dimensions from reflected laser light signal) of the captured photodiode signals, two schemes are designed. In the first scheme (denoted as Scheme-1), two individual SAE are firstly established to get the representations of the visible light signal and the reflected laser light signal, then the two representations are fused together to perform the classifications. The architecture of each individual SAE is 1000-800-600-300-100-10-5. In the second scheme (denoted as Scheme-2), the architecture of the SAE framework is 2000-1500-1000-800-600-300-100-10. The 2000-dimensional data are directly fed into the input layer of SAE and fused to give a combined representation to perform the classification of the welding statuses. The sketches of the two schemes are shown in Figure 8 GA is applied to optimize the kernel size σ , the weight adjustment parameter β, and the weight decay regulation τ . The optimized parameters together with other parameters of the Scheme-1 and Scheme-2 are listed in Table 1 . The standard AE (applying MSE as the loss function), SVM and BP neural network were also established to compare with our proposed SAE method. Their related parameters are described as follows.
(1) Standard AE. The architecture is 2000-1500-1000-800-600-300-100-10-4, and the final layer with 4 neurons is the softmax layer. The learning rate, momentum and sparsity parameter are the same as that of our proposed Scheme-1 and Scheme-2. The weight adjustment parameter β, and the weight decay regulation τ is set as 0.05 and 5 respectively. MSE was applied as its loss function.
(2) BP. The structure is 2000-1500-1000-800-600-300-100-10-4, and its final layer is also the softmax layer. The learning rate, momentum and iteration times are 0.05, 0.95 and 300 respectively.
(3) SVM. RBF kernel function is employed to perform the dimension transformation of the input data. The penalty parameter c and the radius of kernel σ are 5 and 0.25, respectively.
C. RESULTS AND ANALYSES
In order to compare the detailed performance of the five frameworks, the welding statuses monitoring results in five testing experiments are plotted in Figure 9 . The average monitoring accuracies of the five different frameworks in the five testing experiments are calculated and listed in Table 2 . The Scheme-1, Scheme-2, and standard AE acquired better performance than BP and SVM, especially in EXP-2, 3 and 4. It validates that the features extraction capability of deep learning framework are better than the conventional shallow networks. In addition, Scheme-1 and 2 which applied the correntropy loss function perform better than the standard AE. Furthermore, Scheme-2 performs the best in these five frameworks. The reason may be that some subtle features combined by visible light signal and reflected laser light signal were preserved during feature learning in Scheme-2, and these subtle features are important to classifying the different welding statuses. However, these features may be discarded during individual features learning of visible light signal and reflected laser light signal in Scheme-1. The confusion matrix of Scheme-2 is plotted in Figure 10 , and it shows that Scheme-2 performs better in monitoring good weld and humping statuses than the blowout and undercut statuses by observing their classification accuracies. It can be explained that high optical intensity variations induced by the formation and flying of spatters during undercut and blowout statuses intensify the difficulties of distinguishing these two statuses from each other. The training times of the five frameworks are also compared in Table 2 . Scheme-2 takes 32 hours to complete the training process which gives the best performance in monitoring accuracy. The shallow network SVM is the fastest algorithm, but its performance is not so satisfactory. It should be pointed out that Scheme-1 takes less time than Scheme-2, therefore a tradeoff should be made. Considering that the time of classifying the welding statuses based on one sample is almost the same when Scheme-1 and 2 are trained, Scheme-2 is selected as the best choice to perform the monitoring of high-power disk laser welding status.
The automatic feature learning capability of the proposed framework is crucial for performing the welding statuses monitoring in this research. In order to illustrate this capability, the features in each layer of Scheme-2 were fetched out and investigated. Due to the features in each layer are highdimensional, it is difficult to visualize them in two or threedimensional space. LDA (Linear Discriminative Analysis) is applied in this research to acquire the top three weighted components for visualizing the capability for feature learning of Scheme-2. As the general performance of Scheme-2 is better than Scheme-1, only the features in Scheme-2 are processed and visualized, shown in Figure11. The number of samples shown in Figure 11 is 200, and these samples are randomly chosen from the training dataset. The three coordinates axes represent the top three components respectively.
In Figure 11 (a), the samples from the four categories are mixed together and overlapped each other, so it is difficult to classify these samples into different categories with their raw captured features. In Figure 11 (b), the samples of good weld and humping statuses are well categorized, but the samples of undercut and blowout statuses still overlap each other. In Figure 11 (c), (d), (e), (f) and (g), the distance between the samples of good weld status and humping status are enlarged, which makes the two categories more distinguishable. Meantime, the same trend can also be observed between the samples of the undercut and blowout statuses, even that the trend is not obvious. Figure 11 (h) shows that the four categories of the welding statuses can be easily distinguished. It is worth mentioning that the samples of the undercut and blowout statues which were mixed and overlapped in Figure 11 (g) are separated from each other. These comparisons in Figure 11 show that with more AEs, more representative features of the raw data are learned to perform the classification and monitoring of the welding statuses.
V. APPLICATION IN OTHER WELDING CASES
Two new experiments with different welding parameters are conducted in order to validate the generalization ability and robustness of the proposed framework in Scheme-2. The laser power in Experiment 1 is 11 kW, and in Experiment 2 the focus position of the laser beam is 0 mm.
The monitoring results of the abovementioned experiments are shown in Figure 12 . The monitoring accuracies of the two new experiments are 92.1% and 89.7%, respectively. The captured raw features of visible light photodiode signal and reflected laser light signal, the post weld appearance and the monitoring results of these two experiments are shown in Figure 12 . In Figure 12 (a), good weld and humping statuses are recognized by observing the post weld appearance, and Scheme-2 of our proposed SAE framework gives a precise prediction. In Figure 12 (b), it shows that the undercut and blowout statuses occurred in experiment 2. As it is difficult to distinguish the undercut and blowout statuses from each other, the classification accuracy in this experiment is 89.7%, which is lower than that of experiment 1.
VI. CONCLUSIONS
In this research, a novel deep learning method based on AE is proposed to automatically learn representative features from the captured raw signal features during high-power disk laser welding. The raw signal features are captured by a low-cost monitoring system configured with two photodiodes. The maximum correntropy loss function is employed in this research to enforce the learning ability of the proposed method. Furthermore, the GA is applied to optimize the key parameters of the proposed SAE method. Two schemes of our proposed SAE framework are designed to get the best architecture for high-power disk laser welding statuses monitoring based on the low-cost photodiode system.
The application in the welding experiments confirms that our proposed method is more effective and robust for high-power disk laser welding status monitoring than the standard AE framework and the conventional shallow models, like SVM and BP neural network. The performance comparison also shows that feature learning capability of Scheme-2 from the raw features captured by the two photodiodes is better than that of Scheme-1. This work provides a novel and low-cost method for monitoring the high-power disk laser welding status. She is currently a Lecturer with the Guangdong University of Technology. Her research interests include laser/electron selective melting process and multiscale modeling of additive manufacturing.
