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Let F p be a finite field of prime order p, and a ∈ F p its primitive element. The discrete log problem in F p is as follows: given a nonzero b ∈ F p , find the residue y(mod p − 1) for y such that a y = b in F p . The security of several cryptographic systems depends on the difficulty of computing discrete logs [1, 2] . The best known algorithm for computing discrete logs in F p with an arbitrary prime p is that suggested by Schirokauer in [3] . Its heuristic expected running time is L[ as p → ∞, 0 < α < 1, and 0 < β. This method is an adaptation of the popular Number Field Sieve algorithm (NFS), which has been used previously for factorization. It comes from the Gaussian integers method derived in [4] for computing discrete logs in F p . The NFS algorithm is based on the congruence f (m) ≡ 0(mod p), (1) where f (x) is an irreducible polynomial in Z[x] and m ∈ Z. The main parameter of the method is k = deg f (x); the other parameters, such as m and the coefficients of f (x), are bounded by p 1/k in absolute value. There exists p for which the coefficients of f (x) are no larger than p o(1/k) in absolute value. For example, let ab t + c ≡ 0(mod p) for |a|, |b|, |c| = O(1) as t → ∞. Then we have (1) with f (x) = ax k + cb t0 , and m = b (t+t0)/k , where t ≡ −t 0 (mod k) and 0 ≤ t 0 < k.
I. A. SEMAEV
If k = o( √ ln p), then p is as required. Such p are called special prime numbers in [5] . K. McCurley offers a $100 reward for breaking the Diffie-Hellman scheme with the prime p = 2 · 739 · q + 1, where q = (7 149 − 1)/6 [6] . This requires solving the discrete log problem in F p . The algorithms for solving the discrete log problem in F p suggested by Gordon [5] and Schirokauer [3] give no advantage to special primes over general primes. There is yet another algorithm in Gordon's work designed specifically for special p, but its expected running time is L p [ 2 5 ; 1, 004]. In other words, it is asymptotically slower than the algorithms for general p. In [7] McCurley's challenging problem was solved.
In this paper, we define a set A of primes p that includes numbers of the form ab t + c or their prime factors. We suggest an algorithm for solving the discrete log problem in F p for p ∈ A in heuristic expected running time L p [ 
1/3 ], (
The definition of the set A and the algorithm are based on a more general congruence than (1), namely,
where Res is the resultant of the polynomials
where α and β range over the roots of f (x) and g(x), respectively, with multiplicities taken into account. Obviously, (1) is the special case of (2) corresponding to deg g(x) = 1. Let |f | = max i |a i | and |g| = max j |b j |. Consider the set A of the primes p for which congruence (2) is valid. The degrees of the polynomials are related to the coefficients as
for any fixed positive δ < 1/3. For two positive real-valued functions a(x) and b(x) we write a(
We estimate the complexity of the discrete log problem in F p with p ∈ A by ≈ p 2/k 2 operations. In the set A,
The algorithm has two parts. The first is computing the discrete logs to some base; this only must be done once for a given p and requires ≈ p (1 + √ 2)/2 = 1.914 · · · . We believe that our algorithm would solve McCurley's challenging problem faster than those suggested in [3, 5, 7] .
Let A X be a set of primes p < X from A. The definition suggests that |A X | ≥ X ε for any ε = ε(X) such that ε(X) → 0 as X → ∞. Note that recognizing p ∈ A requires generally more calculations than solving the discrete log problem in F p . We note also that the prime numbers p, p → ∞, such as ab t + c or their big prime factors, are in the set A for ln(max{|a|, |b|, |c|}) = o(ln 1/3 p ln ln 2/3 p).
We stress that our method differs from those of [3, 5] . Indeed, evaluating an individual logarithm by the methods of [3, 5] involves finding an integer l such that
for prime integers q i ≤ p 1/k . Next the logarithm of each q i must be evaluated. For this purpose, authors of [3, 5] sieve the values of polynomials f (x) = f qi (x) dependent on q i for which (1) holds. The advantage of our method is that congruence (2) or (1) does not depend on q i (see Section 5) . This allows us to apply relations (3) or use a polynomial f (x) with small coefficients. In other words, we make extensive use of the structure of special primes.
This author has already used congruence (2) for factoring purposes [9] ; similar but more special results are obtained in [10] . Section 7 contains some useful identities for resultants derived in [9] .
The author is grateful to MacCentre, Moscow, for technical assistance in preparation of this paper and to Olga Sipacheva for her transformations of my English prose.
Algebraic numbers
In this section, we recall some results from algebraic number theory that are used in what follows. We assume that the polynomials f (x) and g(x) in (2) are irreducible over Q. Let α and β be roots of f (x) and g(x), respectively. Then K 1 = Q(α) and K 2 = Q(β) are fields of algebraic numbers of degrees n 1 and n 2 . Let O i be the ring of integers in K i . Generally, α and β are not integers over Q. But α 1 = a 0 α, β 1 = b 0 β are integers. They are roots of the polynomials
respectively.
Proposition 1.
Let gcd(a 0 , a n1 ) = 1, and let R denote the ideal that is the gcd of the ideals
Proposition 1 is proved in [9] . Put
Proof. We have
The numerator of this fraction belongs to O 1 and equals 0 modulo R k . Therefore, 
where α ranges over the set of roots of f (x). By Landau's inequality 
Following [5] we say that a prime ideal of
, respectively. All other prime ideals of degree 1 are called good.
In [5] , prime integers dividing the index are recognized via the following theorem of Dedekind. Suppose that f 1 (x) has factorization (4) in the ring F q [x] . Then the primes q divides the index if and only if there exists a j such that e j ≥ 2 and
The following proposition slightly generalizes Proposition 2 of [5] . 
is the prime factorization of c n1 f (d/c).
Consider congruence (2) . We assume that p does not divide the ∆ f , ∆ g -discriminants of the polynomials f (x) and g(x) and their leading coefficients a 0 and b 0 . Therefore, p does not divide the discriminants of the polynomials f 1 (x) and g 1 (x).
be an irreducible polynomial of degree t ≥ 1 that is a common factor of the polynomials f (x) and g(x) modulo p.
. By Proposition 3,
are prime ideals of O 1 and O 2 , respectively. Therefore, Norm(
Let ξ denote the image of ξ ∈ O i under ϕ i . We can assume that α = β. Let U i be the group of units of O i , and U * i ⊆ U i the group of roots of unity. Let n i = r i1 + 2r i2 , where r i1 is the number of real embeddings of K i , and 2r i2 is the number of its complex embeddings. Consider the well-known map
where
The image of U i under this map is a lattice of dimension
where z j with j ∈ [1, t] are integers not all zero. For ξ ∈ R n , we denote by |ξ| its Euclidean length. In [11] , the following theorem is proved. 
Description of the algorithm
In this section we give a brief description of our algorithm. The details will be discussed later on. We suppose that all assumptions made in Section 1 concerning the polynomials f (x) and g(x) in (2) Our method is based on the efficient solution of the principal ideal problem for the good ideals in O i whose norms are bounded by B. In other words, we determine positive integers u and v and, for the ideas A ⊂ O 1 and B ⊂ O 2 specified above, algebraic integers γ A ∈ O 1 and δ B ∈ O 2 such that
The numbers γ A and δ B are calculated approximately; more precisely, we evaluate the vectors l 1 (γ A ) and l 2 (δ B ) with an accuracy of ≈ B 1/2 binary digits.
2.1. We sieve through pairs c, d of small integers (|c|, |d| ≤ L) to find coprime c and d for which
and 
where A ⊂ O 1 and B ⊂ O 2 are good ideals with Norm A, Norm B ≤ B and
Note that R 1 and R 2 can be eliminated by considering decompositions of the ideals
for some c 1 and d 1 but this makes the formulas more complicated. For simplicity, we assume that a 0 = b 0 = 1. Then the decompositions specified above can be represented as
2.2. Let us raise both relations to the power uv. Relations (5) and (6) imply that (11) and (12) are units in O 1 and O 2 , respectively. To those coprime pairs c, d for which the integers (7) and (8) are smooth, we assign the pairs (ξ cd , η cd ) ∈ U 1 × U 2 of units. We can obtain ≈ B such pairs of units. Indeed, by condition (3),
The results of [12] imply that the probability P of the smoothness of both integers (7) and (8) 
. (14) 2.4. Let S = (l cdA ) and R = (m cdB ) be matrices whose rows are indicated by the pairs c, d for which the integers (7) and (8) are B-smooth and coprime to the indices, and columns are indexed by the good ideals A and B. Then the left-hand side of (14) equals the product of the row (y cd ) cd and the matrix (uS, −vR). Thus each relation (13) gives one row (y cd ) cd and congruence (14) . These rows form a matrix Y . We have a system of congruences with matrix T = Y (uS, −vR). This matrix is a product of two sparse integer matrices. Consider x A0 = 1 for some A 0 . The system can be reduced to one system with matrix Y and to another system with matrix (uS, −vR). All the fundamental solutions of the first system can be written at once, since the matrix Y is of a very special form. We solve the other system modulo p− 1 by applying the Wiedemann algorithm [13] and thereby obtain
We have to solve the following problems:
(1) Evaluate the terms of relations (5) and (6), i.e., solve the principal ideal problem. (2) Evaluate the terms of (13) for pairs of units (11), (12) These problems are solved successively in Sections 3-5.
The principal ideal problem
In this section, we evaluate the terms of (5) 
According to [12] , the probability 
It is easy to see that |λ i | ≤ exp(≈ s 1 ). If v = 0, we can slightly change V by using several new decompositions of the form (15) . Thus, we can restrict ourselves to the case v = 0.
3.2. Let Λ 0 be the s 1 ×r 1 matrix whose rows are the vectors l 1 (cα−d) ∈ R r1 , where c, d range over all pairs used in (15) . Each coordinate of l 1 (cα − d) is determined with an accuracy of ≈ B 1 binary digits. Let V be a square s 1 × s 1 matrix such that V V = vE for the identity matrix E. We evaluate Λ 1 = V Λ 0 by
according to Horner's method. So Λ 1 is the s 1 × r 1 matrix with rows l 1 (γ A ), where each γ A is defined by A v = γ A O 1 and A ranges over all good ideals A with Norm A ≤ B 1 . Since V is sparse and |λ i | ≤ exp(≈ s 1 ), the entries of Λ 1 are determined with an accuracy of ≈ B 1 binary digits. 
where V 1 is the (s − s 1 ) × s 1 matrix whose rows are (v (A , A) ) A in (16). The rows of the matrix Λ 2 are l 1 (γ A ) for good ideals A such that B 1 < Norm A ≤ B. Their coordinates are determined within ≈ B 1 binary digits. This gives (5). Relations (6) are obtained similarly.
It is easy to see that decompositions (15) and (16) can be derived with the use of the sieving procedure described in Section 2.
The application of relations (5) requires ≈ B 1 bits of storage space for each vector l 1 (γ A ), i.e., ≈ BB 1 = B 3/2 bits in total. To reduce the storage requirement, we store only the matrix Λ 1 and all decompositions of the form (16) used; in other words, we only store the vector (v(A , A)) A and pair c, d for each ideal A . This requires ≈ B bits. The storage space necessary for the application of (6) is determined similarly.
Multiplicative relations between units
In this section, we evaluate the terms of (13) . To apply Theorem 1, we have to specify the vectors (l 1 (ξ cd ), l 2 (η cd )) ∈ L(f, g) corresponding to the pairs of units ξ cd , η cd defined by (11), (12) . In addition, we must estimate their Euclidean lengths. Let us do this for l 1 (ξ cd ). By (11), we have
Since the vector (l cdA ) A is sparse, we can easily evaluate all l 1 (γ A ) in (17) with the use of the stored matrix Λ 1 and the corresponding decompositions of the form (16).
First, we estimate the Euclidean length of
where α (i) are the roots of the polynomial f (x). Since |cα (i) −d| ≤ 2L max{1, |α (i) |} and by the Landau inequality max{1, |α
we have |cα 
The individual logarithm
In this section we express the unknown logarithm y(mod p − 1) via the x A , x B (mod p − 1) values found in Section 2. We assume that the integer a is bounded by p 1/k in absolute value; this is so under the assumption of the generalized Riemann hypothesis [15] .
We search through random integers l ∈ [1, p − 1] until we find one for which
where q i are rational primes ≤ p 1/k ; the fulfillment of (19) is verified by the elliptic curve factoring method [14] . For i ∈ [0, r] let x i be the logarithm of the residue q i modulo p (we assume that q 0 = a). To find y(mod p − 1), we must relate x i to x A and x B .
For each i ∈ [0, r]
we find an integer c bounded by L 1/2 in absolute value for which the ideal Q c = (q i + cg(α))O 1 has the decomposition
where A are prime ideals with Norm
. To obtain (20), we evaluate Norm Q c , which is coprime to [O 1 : Z[α]], and find its prime factors ≤ p 1/k by the elliptic curve factoring method. If the decomposition obtained is complete, then the degrees of the prime ideals on the right-hand side of (20) equal 1 with probability tending to 1. Indeed, let Q c be a product of first-degree prime ideals in O 1 whose norms are ≤ p 1/k and exponents in Q c equal 1. This is so if Norm Q c is a p 1/k -smooth square-free integer. The probability that a p 1/k -smooth integer bounded by ≈ p in absolute value is square-free tends to 1 as p → ∞; this readily follows from the considerations of [12] .
Proposition 2 implies that
So the probability of the event under consideration is We look for a coprime pair (c, d) ∈ L q (α q ) such that |c|, |d| ≤ Lq 1/2 and the integers 
Similarly,
We assume that the probability of q ν -smoothness of Norm(cα−d) and Norm(cβ −d) for a random pair c, d ∈ L q (α q ) with |c|, |d| ≤ Lq 1/2 equals the probability of the occurrence of two q ν -smooth naturals in
, respectively. This probability is ≈ exp(−u ln u), where
It is easy to see that, for a random a(mod q), the lattice L q (a) has a basis of vectors whose coordinates are bounded by O(q 1/2 ln ln q) with probability tending to 1 as q → ∞. So with probability tending to 1, the number of vectors in L q (a) with coordinates bounded by
. Thus, we can find the desired pair and the corresponding decompositions (21) and (22) 5.4. For each prime rational q i , i ∈ [1, r] , on the right-hand side of (19) and q 0 = a, we proceed as follows.
Applying the reduction constructed above to each ideal A with Norm A = q > B on the right-hand side of (20), yields decompositions of the form (21) and (22) (23) and (24) to the power uv and applying (5) and (6) we see that 
Some identities for resultants
The following theorems are proved in [9] . This theorem can be used for factoring purposes or for calculating discrete logs modulo integers close to sums of two squares, i.e., having the form rA 2 + sB 2 with small r and s.
