Abstract. Towards sophisticated representation and reasoning techniques that allow for probabilistic uncertainty in the Rules, Logic, and Proof layers of the Semantic Web, we present probabilistic description logic programs (or pdl-programs), which are a combination of description logic programs (or dl-programs) under the answer set semantics and the well-founded semantics with Poole's independent choice logic. We show that query processing in such pdl-programs can be reduced to computing all answer sets of dl-programs and solving linear optimization problems, and to computing the well-founded model of dl-programs, respectively. Furthermore, we show that the answer set semantics of pdl-programs is a refinement of the well-founded semantics of pdl-programs.
query processing in pdl-programs under this semantics can be reduced to computing all answer sets of dl-programs and solving linear optimization problems.
• We define a probabilistic well-founded semantics of pdl-programs, which is a generalization of the well-founded semantics of dl-programs in [10] . We then show that query processing in pdl-programs under the well-founded semantics can be reduced to computing the well-founded semantics of dl-programs.
• We show that, like for the case of dl-programs, the answer set semantics of pdl-
programs is a refinement of the well-founded semantics of pdl-programs. That is, whenever an answer to a query under the well-founded semantics is defined, it coincides with the answer to the query under the answer set semantics.
Preliminaries
In this section, we first recall the description logics SHIF(D) and SHOIN (D).
We then recall description logic programs (or dl-programs) under the answer set and well-founded semantics [9, 10] , which combine description logics and normal programs. They consist of a knowledge base L in a description logic and a finite set of description logic rules P . Such rules are similar to usual rules in logic programs with negation as failure, but may also contain queries to L, possibly default negated. , and ¬C are concepts (called conjunction, disjunction, and negation, respectively), as well as ∃R.C, ∀R.C, ≥nR, and ≤nR (called exists, value, atleast, and atmost restriction, respectively) for an integer n ≥ 0. If d ∈ D and U ∈ R D , then ∃U.d, ∀U.d, ≥nU , and ≤nU are concepts (called datatype exists, value, atleast, and atmost restriction, respectively) for an integer n ≥ 0. We write and ⊥ to abbreviate C ¬C and C ¬C, respectively, and we eliminate parentheses as usual.
SHIF (D) and SHOIN (D). We first describe SHOIN (D). We assume a set D of elementary datatypes. Each d ∈ D has a set of data values, called the domain of d, denoted dom(d). Let dom(D) = d∈D dom(d). A datatype is either an element of D or a subset of dom(D) (called datatype oneOf). Let
An axiom is of one of the following forms: (1) C D, where C and D are concepts (concept inclusion); (2) R S, where either R, S ∈ R A or R, S ∈ R D (role inclusion); (3) Trans(R), where R ∈ R A (transitivity); (4) C(a), where C is a concept and a ∈ I (concept membership); (5) R(a, b) (resp., U (a, v)), where R ∈ R A (resp., U ∈ R D ) and a, b ∈ I (resp., a ∈ I and v ∈ dom(D)) (role membership); and (6) a = b (resp., a = b), where a, b ∈ I (equality (resp., inequality)). A knowledge base L is a finite set of axioms. For decidability, number restrictions in L are restricted to simple R ∈ R A [19] .
The syntax of SHIF(D) is as the above syntax of SHOIN (D), but without the oneOf constructor and with the atleast and atmost constructors limited to 0 and 1.
For the semantics of SHIF(D) and SHOIN (D), we refer the reader to [16] .
Example 2.
1. An online store (such as amazon.com) may use a description logic knowledge base to classify and characterize its products. For example, suppose that (1) textbooks are books, (2) personal computers and cameras are electronic products, (3) books and electronic products are products, (4) every product has at least one related product, (5) only products are related to each other, (6) tb ai and tb lp are textbooks, which are related to each other, (7) pc ibm and pc hp are personal computers, which are related to each other, and (8) ibm and hp are providers for pc ibm and pc hp, respectively. This knowledge is expressed by the following description logic knowledge base L 1 :
Textbook Book ; PC Camera Electronics; Book Electronics Product; Product ≥ 1 related ; ≥ 1 related ≥ 1 related − Product; Textbook (tb ai); Textbook (tb lp); PC (pc ibm); PC (pc hp); related (tb ai, tb lp); related (pc ibm, pc hp); provides(ibm, pc ibm); provides(hp, pc hp).
Syntax of Description Logic Programs.
We assume a function-free first-order vocabulary Φ with nonempty finite sets of constant and predicate symbols, and a set X of variables. A term is a constant symbol from Φ or a variable from X . If p is a predicate symbol of arity k ≥ 0 from Φ and t 1 , . . ., t k are terms, then p(t 1 , . . ., t k ) is an atom. A classical literal (or literal) l is an atom a or a negated atom ¬a. A negation-as-failure (NAF) literal is an atom a or a default-negated atom not a. A normal rule r is of form
where a, b 1 , . . . , b m are atoms. We refer to a as the head of r, denoted H(r), while the conjunction b 1 , . . . , b k , not b k+1 , . . . , not b m is the body of r; its positive (resp.,
A normal program P is a finite set of normal rules. We say that P is positive iff no rule in P contains default-negated atoms. Informally, a dl-program consists of a description logic knowledge base L and a generalized normal program P , which may contain queries to L. In such a query, it is asked whether a certain description logic axiom or its negation logically follows from L or not. Formally, a dl-query Q(t) is either (a) a concept inclusion axiom F or its negation ¬F ; or (b) of the forms C(t) or ¬C(t), where C is a concept and t is a term; or (c) of the forms R(t 1 , t 2 ) or ¬R(t 1 , t 2 ), where R is a role and t 1 , t 2 are terms.
A dl-atom has the form DL[S 1 op 1 p 1 , . . . , S m op m p m ; Q](t), where each S i is a concept or role, op i ∈ { , − ∪}, p i is a unary resp. binary predicate symbol, Q(t) is a dlquery, and m ≥ 0. We call p 1 , . . . , p m its input predicate symbols. Intuitively, op i = (resp., op i = − ∪) increases S i (resp., ¬S i ) by the extension of p i . A dl-rule r is of form (1) , where any b ∈ B(r) may be a dl-atom. A dl-program KB = (L, P ) consists of a description logic knowledge base L and a finite set of dl-rules P . We say that KB = (L, P ) is positive iff P is positive. Ground terms, atoms, literals, etc., are defined as usual. The Herbrand base of P , denoted HB P , is the set of all ground atoms with standard predicate symbols that occur in P and constant symbols in Φ. We use ground (P ) to denote the set of all ground instances of dl-rules in P relative to HB P .
, where L 1 is the description logic knowledge base from Example 2.1, and P 1 is the following set of dl-rules:
(1) pc(pc 1); pc(pc 2); pc(pc 3); (2) brand new (pc 1); brand new (pc 2); (3) vendor (dell, pc 1); vendor (dell, pc 2); vendor (dell, pc 3);
The above dl-rules express that (1) pc 1, pc 2, and pc 3 are additional personal computers, (2) pc 1 and pc 2 are brand new, (3) dell is the vendor of pc 1, pc 2, and pc 3, (4) a customer avoids all cameras that are not on offer, (5) all electronic products that are not brand new are on offer, (6) every vendor of a product is a provider, (7) every entity providing a product is a provider, (8) all related products are similar, and (9) the binary similarity relation on products is transitively closed.
Answer Set Semantics. In the sequel, let KB =(L, P ) be a dl-program. An interpretation I relative to P is any I ⊆ HB P . We say that I is a model
In this paper, we consider only monotonic ground dl-atoms, but observe that one can also define dl-atoms that are not monotonic; see [9] . We say that I is a model of a ground dl-rule r iff I |= L H(r) whenever I |= L B(r), that is, I |= L a for all a ∈ B + (r) and I |= L a for all a ∈ B − (r). We say that I is a model of a dl-program KB = (L, P ), denoted I |= KB , iff I |= L r for all r ∈ ground (P ). We say that KB is satisfiable (resp., unsatisfiable) iff it has some (resp., no) model.
Like ordinary positive programs, every positive dl-program KB is satisfiable and has a unique least model that naturally characterizes its semantics. The answer set semantics of general dl-programs is then defined by a reduction to the least model semantics of positive ones as follows, using a transformation that removes all default-negated atoms in dl-rules and that generalizes the Gelfond-Lifschitz transformation [13] . For dl-programs KB = (L, P ), the strong dl-transform of P relative to L and an interpretation I ⊆ HB P , denoted sP I L , is the set of all dl-rules obtained from ground (P ) by (i) deleting every dl-rule r such that I |= L a for some a ∈ B − (r), and (ii) deleting from each remaining dl-rule r the negative body. A (strong) answer set of KB is an interpretation I ⊆ HB P such that I is the unique least model of (L, sP
The answer set semantics of dl-programs KB = (L, P ) without dl-atoms coincides with the ordinary answer set semantics of P . Answer sets of a general dl-program KB are also minimal models of KB . Finally, positive and locally stratified dl-programs have exactly one answer set, which coincides with their canonical minimal model.
Well-Founded Semantics. In the sequel, let KB = (L, P ) be a dl-program. For literals l = a (resp., l = ¬a), we use ¬.l to denote ¬a (resp., a), and for sets of literals S, we define ¬.S = {¬.l | l ∈ S} and S + = {a ∈ S | a is an atom}. We define Lit P = HB P ∪ ¬.HB P . A set S ⊆ Lit P is consistent iff S ∩ ¬.S = ∅. A three-valued interpretation relative to P is any consistent I ⊆ Lit P . We define the well-founded semantics of KB by generalizing its standard definition based on unfounded sets [29] .
We first define the notion of an unfounded set for dl-programs. Let I ⊆ Lit P be consistent. A set U ⊆ HB P is an unfounded set of KB w.r.t. I iff the following holds: ( * ) for every a ∈ U and every r∈ground (P ) with H(r) = a, either (i) ¬b ∈ I ∪ ¬.U for some ordinary atom b ∈ B + (r), or (ii) b ∈ I for some ordinary atom
For each dl-program KB and consistent I ⊆ Lit P , the set of unfounded sets of KB relative to I is closed under union, and thus KB has a greatest unfounded set relative to I, denoted U KB (I). Intuitively, if I is compatible with KB , then all atoms in U KB (I) can be safely switched to false and the resulting interpretation is still compatible with KB . We define the operators T KB and W KB on all consistent I⊆Lit P by: -a ∈ T KB (I) iff a ∈ HB P and some r ∈ ground (P ) exists such that (a) H(r) = a,
The operators T KB , U KB , and W KB are all monotonic. Thus, in particular, W KB has a least fixpoint, denoted lfp(W KB ). The well-founded semantics of a dl-program KB = (L, P ), denoted WFS (KB ), is defined as lfp(W KB ). An atom a ∈ HB P is wellfounded (resp., unfounded) relative to KB iff a (resp., ¬a) belongs to WFS (KB ). Intuitively, starting with I = ∅, rules are applied to obtain new positive (resp., negated) facts via T KB (I) (resp., ¬.U KB (I)). This process is repeated until no longer possible.
The well-founded semantics of dl-programs KB = (L, P ) without dl-atoms coincides with the ordinary well-founded semantics of P . In the general case, WFS (KB ) is a partial model of KB . Here, a consistent I ⊆ Lit P is a partial model of KB iff it can be extended to a (two-valued) model I ⊆ HB P of KB . Like in the case of ordinary normal programs, the well-founded semantics for positive and locally stratified dl-programs is total and coincides with their canonical minimal model. The well-founded semantics for dl-programs also approximates their answer set semantics. That is, every well-founded (resp., unfounded) atom a ∈ HB P is true (resp., false) in every answer set.
Probabilistic Description Logic Programs
In this section, we define probabilistic dl-programs as a combination of dl-programs with Poole's independent choice logic (ICL) [23] . Poole's ICL is based on ordinary acyclic logic programs under different "choices", where each choice along with an acyclic logic program produces a first-order model, and one then obtains a probability distribution over the set of first-order models by placing a distribution over the different choices. Here, we use dl-programs under the well-founded and the answer set semantics, instead of the above ordinary acyclic logic programs under their canonical model semantics (which coincides with their stable model and their answer set semantics).
Syntax. We assume a function-free first-order vocabulary Φ with nonempty finite sets of constant and predicate symbols, and a set of variables X , as in Section 2. We use HB Φ (resp., HU Φ ) to denote the Herbrand base (resp., universe) over Φ. In the sequel, we assume that HB Φ is nonempty. We define classical formulas by induction as fol-
Every conditional constraint is a probabilistic formula. If F and G are probabilistic formulas, then also ¬F and (F ∧ G). We use (F ∨ G), (F ⇐ G), and (F ⇔ G) to abbreviate ¬(¬F ∧ ¬G), ¬(¬F ∧ G), and (¬(¬F ∧ G) ∧ ¬(F ∧ ¬G)), respectively, and adopt the usual conventions to eliminate parentheses. Ground terms, ground formulas, substitutions, and ground instances of probabilistic formulas are defined as usual.
A choice space C is a set of pairwise disjoint and nonempty sets A ⊆ HB Φ . Any member A ∈ C is called an alternative of C and any element a ∈ A an atomic choice of C. A total choice of C is a set B ⊆ HB Φ such that |B ∩ A| = 1 for all A ∈ C. A probability µ on a choice space C is a probability function on the set of all total choices of C. Since C and all its alternatives are finite, µ can be defined by (i) a mapping µ :
C → [0, 1] such that a ∈ A µ(a) = 1 for all A ∈ C, and (ii) µ(B) = Π b∈B µ(b) for all total choices B of C. Intuitively, (i) associates a probability with each atomic choice of C, and (ii) assumes independence between the alternatives of C.
A probabilistic dl-program (or pdl-program) KB = (L, P, C, µ) consists of a dlprogram (L, P ), a choice space C such that (i) C ⊆ HB P and (ii) no atomic choice in C coincides with the head of any dl-rule in ground (P ), and a probability µ on C. A probabilistic query to KB has the form ?F or the form ?(β|α)[L, U ], where F is a probabilistic formula, β, α are classical formulas, and L, U are variables. The correct answer to ?F is the set of all substitutions θ such that F θ is a consequence of KB . The tight answer to ?(β|α)[L, U ] is the set of all substitutions θ such that ?(β|α)[L, U ]θ is a tight consequence of KB . In the following paragraphs, we define the notions of consequence and tight consequence under the answer set and the well-founded semantics.
Example 3.1. Consider the pdl-program KB 1 = (L 1 , P 1 , C 1 , µ 1 ), where L 1 is as in Example 2.1, and P 1 is as in Example 2.2 except that the dl-rules (4) and (5) are replaced by the dl-rules (4') and (5'), respectively, and the dl-rules (10) and (11) Furthermore, let C 1 be given by {{avoid pos, avoid neg}, {offer pos, offer neg}, {v buy pos, v buy neg}, {a buy pos, a buy neg}}, and let µ 1 (avoid pos) = 0.9, µ 1 (avoid neg) = 0.1, µ 1 (offer pos) = 0.9, µ 1 (offer neg) = 0.1, µ 1 (v buy pos) = 0.7, µ 1 (v buy neg) = 0.3, µ 1 (a buy pos) = 0.7, and µ 1 (a buy neg) = 0.3.
Here, the new dl-rules (4') and (5') express that the dl-rules (4) and (5) actually only hold with the probability 0.9. Furthermore, (10) expresses that a customer buys a needed product that is viewed and not avoided with the probability 0.7, while (11) says that a customer buys a needed product x with probability 0.7, if she bought another product y, and every customer that previously had bought y also bought x.
In a probabilistic query, one may ask for the tight probability bounds that a customer c buys a needed product x, if (i) c bought another product y, (ii) every customer that previously had bought y also bought x, (iii) x is not avoided, and (iv) c has been shown product x (the result to this query may, e.g., help to decide whether it is useful to make a customer automatically also view product x when buying y):
?(buy(c, x) | needs(c, x)∧buy(c, y)∧also buy(y,
Answer Set Semantics. A total world I is a subset of HB Φ . We use I Φ to denote the set of all total worlds over Φ. A variable assignment σ maps each variable X ∈ X to an element of HU Φ . It is extended to all terms by σ(c) = c for all constant symbols c from Φ. The truth of classical formulas φ in I under a variable assignment σ, denoted I |= σ φ (or I |= φ when φ is ground), is inductively defined by:
• I |= σ ¬φ iff not I |= σ φ ; and I |= σ (φ ∧ ψ) iff I |= σ φ and I |= σ ψ.
A total probabilistic interpretation Pr is a probability function on I Φ (that is, since I Φ is finite, a mapping Pr : I Φ → [0, 1] such that all Pr (I) with I ∈ I Φ sum up to 1). The probability of a classical formula φ in Pr under a variable assignment σ, denoted Pr σ (φ) (or Pr (φ) when φ is ground), is defined as the sum of all Pr (I) such that I ∈ I Φ and I |= σ φ. For classical formulas φ and ψ with Pr σ (φ) > 0, we use Pr σ (ψ|φ) to abbreviate Pr σ (ψ ∧ φ) / Pr σ (φ). The truth of probabilistic formulas F in Pr under a variable assignment σ, denoted Pr |= σ F , is inductively defined as follows:
• Pr |= σ ¬F iff not Pr |= σ F ; and Pr |= σ (F ∧ G) iff Pr |= σ F and Pr |= σ G.
A total probabilistic interpretation Pr is a model of a probabilistic formula F iff Pr |= σ F for every variable assignment σ. We say that Pr is a model of a pdl-program KB =(L, P, C, µ) iff (i) every total world I ∈ I Φ with Pr (I) > 0 is an answer set of (L, P ∪ {p ← | p ∈ B}) for some total choice B of C, and (ii) Pr ( B) = Pr ( p∈B p) = µ(B) for every total choice B of C. We say that KB is consistent iff it has a model Pr . A probabilistic formula F is an answer set consequence of KB , denoted KB ∼ as F , iff every model of KB is also a model of F . A conditional constraint (ψ|φ)[l, u] is a tight answer set consequence of KB , denoted KB ∼ as tight (ψ|φ) [l, u] , iff l (resp., u) is the infimum (resp., supremum) of Pr σ (ψ|φ) subject to all models Pr of KB and all variable assignments σ with Pr σ (φ) > 0. Here, we assume that l = 1 and u = 0, when Pr σ (φ) = 0 for all models Pr of KB and all variable assignment σ.
Clearly, deciding whether a pdl-program KB is consistent can be reduced to deciding whether dl-programs have an answer set. The following theorem shows that computing tight answers to queries ?(β|α)[L, U ] to KB , where β and α are ground, can be reduced to computing all answer sets of dl-programs and then solving two linear optimization problems. This theorem follows from a standard result on transforming linear fractional programs into equivalent linear programs by Charnes and Cooper. l (resp., u) such that KB ∼ as tight (β|α)[l, u] is given by the optimal value of the following linear program over the variables y r (r ∈ R), where R is the union of all sets of answer sets of (L, P ∪ {p ← | p ∈ B}) for all total choices B of C: minimize (resp., maximize) r∈R, r |= β∧α y r subject to (2) .
Well-Founded Semantics.
A partial world I is a consistent subset of Lit Φ = HB Φ ∪ ¬.HB Φ . We identify I with the three-valued interpretation I : HB Φ → {true, false, undefined} that is defined by I(a) = true iff a ∈ I, I(a) = false iff ¬a ∈ I, and I(a) = undefined iff I ∩ {a, ¬a} = ∅). We use I p Φ to denote the set of all partial worlds over Φ. Every classical formula φ in a partial world I under a variable assignment σ is associated with a three-valued truth value from {true, false, undefined}, denoted I σ (φ) (or simply I(φ) when φ is ground), which is inductively defined by:
A partial probabilistic interpretation Pr is a probability function on I p Φ . The probability of a classical formula φ in Pr under a variable assignment σ, denoted Pr σ (φ) (or simply Pr (φ) when φ is ground), is undefined, if I σ (φ) is undefined for some I ∈ I p Φ with Pr (I) > 0; and Pr σ (φ) is defined as the sum of all Pr (I) such that I ∈ I p Φ and I σ (φ) = true, otherwise. For classical formulas φ and ψ with Pr σ (φ) > 0, we use Pr σ (ψ|φ) to abbreviate Pr σ (ψ ∧ φ) / Pr σ (φ). Every probabilistic formula F in Pr under σ is associated with a three-valued truth value from {true, false, undefined}, denoted Pr σ (F ), which is inductively defined as follows: (resp., u) is the infimum (resp., supremum) of Pr σ (ψ|φ) subject to Pr = Pr wf KB and all variable assignments σ with Pr σ (φ) > 0.
As an advantage of the well-founded semantics, every pdl-program KB has a unique well-founded model, but not necessarily an answer set model. Furthermore, the unique well-founded model can be easily computed by fixpoint iteration [10] . As a drawback, the well-founded model associates only with some classical formulas under σ a probability, while every answer set model associates with all classical formulas under σ a probability. The following theorem shows that the answer set semantics is a refinement of the well-founded semantics. That is, if an answer to a query under the well-founded semantics is defined, then it coincides with the answer under the answer set semantics. The theorem follows from the result that the well-founded semantics of dl-programs approximates their answer set semantics [10] . The advantages of both semantics can thus be combined in query processing by first trying to compute the well-founded answer, and only if this does not exist the answer under the answer set semantics. 
Related Work
In this section, we discuss related work on the combination of description logics and logic programs, which can be divided into (a) hybrid approaches using description logics as input to logic programs, (b) approaches reducing description logics to logic programs, (c) combinations of description logics with default and defeasible logic, and (d) approaches to rule-based well-founded reasoning in the Semantic Web. Below we give some representatives for (a)-(d). Further works and details are given in [9] . The works by Donini et al. [8] , Levy and Rousset [21] , and Rosati [25] are representatives of hybrid approaches using description logics as input. Donini et al. [8] introduce a combination of (disjunction-, negation-, and function-free) datalog with the description logic ALC. An integrated knowledge base consists of a structural component in ALC and a relational component in datalog, where the integration of both components lies in using concepts from the structural component as constraints in rule bodies of the relational component. The closely related work by Levy and Rousset [21] presents a combination of Horn rules with the description logic ALCN R. In contrast to Donini et al. [8] , Levy and Rousset also allow for roles as constraints in rule bodies, and do not require the safety condition that variables in constraints in the body of a rule r must also appear in ordinary atoms in the body of r. Finally, Rosati [25] presents a combination of disjunctive datalog (with classical and default negation, but without function symbols) with ALC, which is based on a generalized answer set semantics.
Some approaches reducing description logic reasoning to logic programming are the works by Van Belleghem et al. [28] , Alsaç and Baral [1] , Swift [27] , Grosof et al. [15] , and Hufstadt et al. [20] . Early work on dealing with default information in description logics is the approach due to Baader and Hollunder [4] , where Reiter's default logic is adapted to terminological knowledge bases. Antoniou [2] combines defeasible reasoning with description logics for the Semantic Web. In [3] , Antoniou and Wagner summarize defeasible and strict reasoning in a single rule formalism.
An important approach to rule-based reasoning under the well-founded semantics for the Semantic Web is due to Damásio [7] . He aims at developing Prolog tools for implementing different semantics for RuleML [6] . So far, an XML parser library as well as a RuleML compiler have been developed, with routines to convert RuleML rule bases to Prolog and vice versa. The compiler supports paraconsistent well-founded semantics with explicit negation; it is planned to be extended to use XSB [24] .
Summary and Outlook
We have presented probabilistic description logic programs (or pdl-programs), which are a combination of dl-programs under the answer set and the well-founded semantics with Poole's independent choice logic. We have shown that query processing in such pdl-programs can be reduced to computing all answer sets of dl-programs and solving linear optimization problems, and to computing the well-founded semantics of dl-programs, respectively. We have also shown that the answer set semantics of pdlprograms is a refinement of the well-founded semantics of pdl-programs.
An interesting topic of future research is to further enhance pdl-programs towards a possible use for Web Services. This may be done by exploiting and generalizing further features of Poole's ICL for dynamic and multi-agent systems [23] . Another interesting aspect is to analyze the computational complexity of query processing in pdl-programs under the answer set and the well-founded semantics.
