This paper proposes a simple panel unit root test based on Zaykin et al.'s (2002) truncated product method. The test is powerful in cases where there are only a few large p-values, and is robust to a certain degree of cross-section dependence. Monte Carlo evidence shows good size and power properties relative to existing p-value combination tests. Unlike the previous tests, the new test allows to make stronger claims in the event of rejection of the null hypothesis. The proposed test is applied to a panel of 27 OECD real exchange rate series as well as to a group of inflation density forecasts in the SPF data.
Introduction
Recently, there has been a growing interest in testing for unit roots in macroeconomic panels.
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This is largely attributed to the advances in the panel unit root studies that provide reliable inference in the presence of cross-section dependence. O'Connell (1998) considered a GLS-based unit root test for homogeneous panels. Phillips and Sul (2003) , Bai and Ng (2004) , Moon and Perron (2004) and Pesaran (2007) used dynamic factor modeling for the same purpose. Chang (2004) developed bootstrap methods for panel unit root tests. These so-called "second generation" panel unit root tests are reviewed by Breitung and Pesaran (2008) .
In this paper we adopt a different approach to testing a unit root in the panel by combining dependent p-values. Being widely used in metaanalysis, the p-value combination tests were introduced to panel unit root literature independently by Maddala and Wu (1999) and Choi (2001) . The approaches most closely related to the one proposed in this paper are by Demetrescu et al. (2006) and Hanck (2008) . Demetrescu et al. (2006) demonstrated that in the context of panel unit root test Hartung's modified inverse normal method was robust to certain deviations from the constant correlation assumption. Hanck (2008) found that Simes test had good size and power properties compared to other second-generation panel unit root tests. Combining p-values has several advantages over combination of test statistics in that (i) it allows different specifications, such as different deterministic terms and lag orders, for each panel unit; (ii) it does not require a panel to be balanced; (iii) it can be carried out for any unit root test derived; and (iv) it is a more balanced approach, because unlike test statistics, p values are usually identically distributed.
Our proposed test is based on Zaykin et al.'s (2002) truncated product method (TPM), which has been widely used in biostatistics.
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It takes the product of the p-values less than some pre-specified cut-off value, and gains power in cases where there are only a few large p-values. We extend the test to allow for a certain degree of cross-section correlation in the panel. In a systematic comparison of the proposed test with other combination 1 See, for example, testing for unit root in the long-term interest rate (Hassler and Tarcolea, 2005) , stock indices (Choi and Chue, 2007) , real exchange rate (Lopez, 2008) and output growth (Hanck, 2009) .
2 When this paper was written, about 146 papers cited their work, based on a computer search from Google Scholar. methods, the empirical size of the TPM is reasonably close to the nominal size for moderate and large T . When quite a few series are stationary in the panel, the TPM tends to be most powerful among all tests considered here. The proposed test has an additional advantage in that it allows one to make stronger claims. When applying the TPM, rejection of the null hypothesis leads one to declare that there is at least one false hypothesis among the ones resulting in p-values less than some pre-specified value. Other combination procedures state that, in the event of rejection, there is at least one false hypothesis among all N hypotheses tested. As a byproduct, setting the cut-off value equal to 1 results in a modified Fisher test that controls for dependence among a set of p-values.
Application of the combination tests to real exchange rate data does not provide strong evidence in favor of purchasing power parity for the floating regime period . In another application, we test the null hypothesis that forecast precision, if perceived properly, should contain a unit root, as implied by the Bayesian learning model Sheng, 2008, 2009 ). Based on a panel of density forecasts for inflation, our result from the TPM and modified Fisher test showed that professional forecasters as a group did not update their inflation forecast percision in a Bayesian way. However, the modified inverse normal test reached an opposite conclusion. This is because it uses all p-values and loses power when about 1/3 of p-values are close to 1 in this example. In contrast, by truncating, these large p-values are removed, thus providing more power for the TPM and modified Fisher test.
The plan of the paper is as follows. Section 2 briefly reviews three main methods of combining p-values in the literature. In Section 3, the truncated product method is introduced and then extended to the case of dependent p-values in the context of panel unit root test. Small sample performance of the proposed test is investigated in Section 4 using Monte Carlo simulations. Section 5 provides two empirical applications and Section 6 concludes the paper. Some technical details are left in the Appendix.
Combining P-values: A Brief Review
In this section we briefly discuss three main methods of combining p-values in the context of panel unit root tests. Consider the model
The specification in equation (1) allows for heterogeneity in both the intercept and the slope, and is commonly used in the literature (Breitung and Pesaran, 2008) . For convenience, it is often rewritten as
where ∆y it = y it − y i,t−1 and φ i = α i − 1. We are interested in testing the null hypothesis
against the alternative
Note that, while the null hypothesis implies that all the time series are unit-root nonstationary, the alternative states that there are 1 to N stationary units in the panel. Thus, a rejection of the null neither allows us to conclude that the entire panel is stationary nor does it provide information about the number of stationary units in the panel.
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Let S i,T i be a one-sided time-series unit root test applied to the ith unit of the panel in equation (2). Then the corresponding p-value is defined as p i = F (S i,T i ) if we reject the null of a unit root when a realized value of S i,T i is smaller than a constant, and p i = 1 − F (S i,T i ) instead when a realized value of S i,T i is greater than the constant. Here F (·) denotes the cumulative distribution function of S i,T i . We assume
Assumption 2 When i = j, it is independent of js for all t and s.
Remark 1 Assumption 1 is a regularity condition that ensures a uniform distribution of the p-values. That is, under H 0 :
Remark 2 Assumption 2 is strong in that different units of the panel must be independent of each other. This assumption is likely to be violated in many macroeconomic applications. Later in the paper we relax this assumption to allow for a certain degree of dependence in the error terms.
We now present three p-value combination methods in the context of panel unit root tests.
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The first test was proposed by Fisher (1932) , who transformed the uniformly distributed p-values and combined them such that the resulting statistic had a chi-square distribution. The test statistic is
which has a χ 2 distribution with 2N degrees of freedom under Assumptions 1 and 2. Being the most widely used in meta-analysis, this test procedure was introduced to the panel unit root tests by Maddala and Wu (1999) and modified to the case of infinite N by Choi (2001) , relying on the assumption that the individual time series in the panel are cross-sectionally independent.
Two related modifications of Fisher method are given by Kost and McDermott (2002) and Makambi (2003) . Kost and McDermott (2002) extended the Fisher test to the case of dependent p-values when the underlying test statistics were jointly distributed as multivariate t with a common denominator. Makambi (2003) proposed a weighted version of the Fisher test by assuming a positive and constant correlation among the underlying test statistics. In the next section, we propose a third modification, which proves to be more powerful than the original Fisher method.
Another often used procedure is inverse normal test, attributed to Stouffer et al. (1949) , which transforms the p values via the standard normal distribution. The test statistic is defined as
where Φ(·) is the standard normal cumulative distribution function. Under Assumptions 1 and 2, Z ∼ N (0, 1) for both finite and infinite N . Choi (2001) is the first paper that applied this method to panel unit root tests.
His simulation studies showed that the inverse normal method performed best among all combination tests considered in his paper. To account for cross-section correlation, Hartung (1999) developed a modified inverse normal method by assuming a constant correlation across the probits t i ,
He proposed to estimate ρ in finite samples bŷ
The modified inverse normal test statistic is formed as
where κ = 0.1(1 + 1/(N − 1) −ρ ) is a parameter designed to improve the small sample behavior of the test statistic. Under the null hypothesis, Z m ∼ N (0, 1). In the context of panel unit root tests, Demetrescu et al. (2006) showed that the test was robust to certain deviations from the constant correlation assumption. A third method is based on the ordered p-values, proposed by Simes (1986) as an improved Bonferroni procedure. Let
be the ordered p-values for testing the null hypothesis applied to each time series. Then the joint hypothesis H 0 is rejected if
for at least one i = 1, . . . , N .
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When the test statistics are independent, this procedure has a type I error equal to α. Importantly, Hanck (2008 Hanck ( , 2009 showed that Simes test was robust to general patterns of crosssectional dependence and to nonstationarity in the volatility process of the innovations of the time series in the panel. His simulation studies demonstrated that it had good size and power properties compared to other second-generation panel unit root tests. However, a feature of this test is that the overall p-value cannot be smaller than the minimum pvalue, p (1) , while methods that combine p-values explicitly can give an overall p that is smaller than p (1) .
Truncated Product Method
This section starts with the introduction of truncated product method for combing independent p-values. We then extend the method to the case of dependent p-values in the context of panel unit root tests.
In an influential article, Zaykin et al. (2002) suggested the use of the product of all those p-values that do not exceed some fixed value τ such that
where I(·) is the indicator function. Remark 3 Note that, obviously, the TPM with τ = 1 is Fisher's original combination method. The ordinary Fisher product test, however, loses power in cases where there are a few large p-values. This can happen when there is a predominance of near-null effects. By truncating, these large components are removed, thereby providing more power, much like a "trimmed mean" gaining efficiency in the presence of outliers.
Remark 4 The TPM emphasizes smaller p-values, somewhat like the Simes and Šidák methods. To be precise, setting τ = min p results in Šidák correction. However, as mentioned earlier, Simes and Šidák p-values can never be smaller than p (1) , the minimum p-value. In contrast, the TPM p-value could be smaller than p (1) , when there are several small and reinforcing p-values in the set.
Remark 5 The value of τ cannot be chosen based on observed p-values, and should be specified in advance. When there are only a few stationary series in the panel, a smaller truncation point is preferable. When almost all series are stationary, a larger truncation point will result in a more powerful test. But it is a priori unknown whether a few or almost all series are stationary in the panel. As suggested in Zaykin et al. (2002) , a natural, although somewhat arbitrary choice of τ is α (commonly 0.05).
In cases when all p-values are independent, Zaykin et al. (2002) derived the distribution of W under the joint null hypothesis by conditioning on the number, k, of the p i 's less than τ :
Note that, when N is large, the probability in equation (8) should be computed through a Monte Carlo algorithm described below. Next, we modify the TPM to allow for a certain degree of correlation among the p-values. The procedure is as follows:
Step 1: Estimate the correlation matrix for the p-values. Let Σ be a non-degenerate correlation matrix for the vector of p-values, R. If Σ is positive definite, then by Cholesky decomposition there exists a matrix C such that Σ = CC T .
Step 2: Calculate the overall p-value based on the following Monte Carlo simulations.
These N p-values form the elements of the vector R * . The dependent p-values, R = (u 1 , . . . , u N ) are obtained by using a correlation invariant transformation (Zaykin et al. 2002, p.174 
Remark 6 The proposed method here has the advantage that N can be very large. It can also be easily modified to incorporate weights, w i into the analysis as
, thus allowing tests of more precision to play a larger role.
Remark 7 This method requires that the correlation structure is known. In many cases, Σ is unknown and has to be estimated from the data. In the appendix we give such a method of calculatingΣ from a set of pvalues. The results by using the estimated correlation structure have to be reviewed with caution. This problem is similar to the one of the generalized least-squares technique, when the model is being pre-multiplied with the Cholesky factor obtained fromΣ.
Remark 8 We should point out that the proposed test allows one to make stronger claims. When applying the TPM, rejection of the null hypothesis leads one to declare that there is at least one false hypothesis among the ones resulting in p-values ≤ τ . Other combination procedures state that, in the event of rejection, there is at least one false hypothesis among all N hypotheses tested.
Monte Carlo Evidence
This section reports the simulation results of the finite sample size and power of the combination methods in panel unit root tests introduced in Sections 2 and 3.
We use the following data generating process
for i = 1, . . . , N , t = −50, −49, . . . , T with the initial value y i,−50 = 0. The parameters are generated in the following way:
We use two different regimes to generate cross-section correlation among the error terms it .
Regime 1: Factor structure
All of the above parameters, µ i , α i , γ i are generated independently of each other and also of the error ξ it and of the factor f t . Moreover, f t is generated independently of ξ it .
Remark 9 The value of δ indicates the fraction of stationary series in the panel, varying in the interval 0 -1 (0 gives the size of the test, whereas δ > 0 gives the power of the test). As a result, changes in δ allow us to study the impact of the proportion of stationary series on the power of the tests considered here.
Remark 10 The factor structure in regime 1 has been widely used in the literature with the dependence being driven by factors in the error terms. See, for example, Phillips and Sul (2003) , Bai and Ng (2004) , Moon and Perron (2004) and Pesaran (2007) . With σ 2 f = 10, we explore the properties of the tests under "high" cross-section correlation.
Remark 11 The equicorrelation structure in regime 2 was advocated by O'Connell (1998) and adopted widely in panel unit root studies by Choi (2006) , Demetrescu et al. (2006) and Hanck (2008) . We investigate the size and power of the tests under "high" cross-section correlation with ω = 0.95. When δ = 0, we explore the size of the tests. Choosing δ = 0.5, or 0.9, we analyze the power of the tests under heterogeneous alternatives. We calculated N Augmented Dickey-Fuller (ADF) t-statistics. The p-values were then calculated using the response surfaces estimated in MacKinnon (1996) .
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The tests were one-sided with the nominal size set at 5%, and conducted for all combinations of N and T = 20, 50, 100, using 5000 replications per experiment. The major findings of our experiments can be summarized as follows.
1. The empirical size of the TPM and modified inverse normal test is reasonably close to the nominal size 0.05 for relatively large T , and they are mildly oversized when T is small. Simes test performs best in terms of size, though it is slightly conservative under equicorrelation (Table 2) , consistent with the findings in Hanck (2008) . The performance of modified Fisher test is much better than the original one, which, being a first-generation test, shows severe size distortions throughout. Table 4 (and Table 6 ) than that in Table 3 (and Table 5 ). This is not surprising, since fitting a constant leads to loss of power for the tests considered.
The power of all tests is lower in
3. Compared to other three tests for both small and large T , the power of Simes test is disappointing here.
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The modified inverse normal test delivers high power in the present setup, similar to the TPM and modified Fisher test. However, we have to emphasize that, although the power of the TPM is satisfactory compared with other combination procedures, it is not our intention to recommend its use for this reason. The more important point is that the alternative hypothesis of interest is different, as discussed in Remark 8. Figures 1 and 2 , in general the power of all tests increases with an increased proportion of stationary series in the panel, cf. Karlsson and Löthgren (2000) and Li (2009 
As illustrated in

Empirical Application
We now present the application of the proposed tests to two important questions in macroeconomics. First, we test for the stationarity of real exchange rates in a panel of OECD countries. Second, we investigate the null hypothesis that there is a unit root in the inflation forecast precision in a panel of density forecasts.
Purchasing Power Parity
Purchasing Power Parity (PPP) is a key assumption in many theoretical models of international economics. Empirical evidence of PPP for the floating regime period is, however, mixed. While several authors, such as Wu and Wu (2001) and Lopez (2008) , found supporting evidence, others (O'Connell, 1998 , Choi and Chue, 2007 and Pesaran, 2007 questioned the validity of PPP for this period. In this subsection, we use the methods discussed in previous sections to investigate if the real exchange rates are stationary among a group of OECD countries. The log real exchange rate between country i and the US is given by
where s it is the nominal exchange rate of the ith country's currency in terms of US dollar, p us,t and p it are consumer price indices in the US and country i, respectively. All these variables are measured in natural logarithms. We use quarterly data from 1973:1 to 1998:2 for 27 OECD countries, as listed in Table 7 .
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All data are obtained from the IMF's International Financial Statistics.
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As the first stage in our analysis we estimated individual ADF regressions:
(12) The null and alternative hypotheses for testing PPP are
Note that the alternative hypothesis here is less restrictive since it allows for different convergence rates toward PPP across countries. We used the recursive t-test procedure to select the appropriate lag order for individual real exchange rate series.
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As shown in Ng and Perron (1995) , this sequential testing procedure had better size properties than those based on information criteria. The p-value of the corresponding ADF test statistic was calculated according to MacKinnon (1996) . The selected lags and the p-values are reported in Table 7 . The results from the left panel in Table 7 show that the ADF test does not reject the unit root null of real exchange rate at the 5% level except for New Zealand. As a robust check, we investigated the impact of a change in numeraire on the results. The right panel in Table 7 reports the estimation results when the Deutchemark is used as the numeraire. Out of 27 countries, only 5 -Mexico, Iceland, Australia, Korea and Canada -reject the null of unit root at the 5% level.
[ Table 7 about here.]
As is well known, the ADF test has low power with a short time span. Reliance on long time series of data in order to increase the power of the single-series unit root tests has also been problematic due to regime changes and structural breaks in exchange rate. One popular solution is to explore the cross-section dimension. However, as originally pointed out by O'Connell (1998), panel unit root tests can also lead to spurious results if a positive cross-section dependence exists and is ignored. As a preliminary check, we computed the pairwise cross-section correlation coefficients of the residuals from the above individual ADF regressions, ρ ij . Following Pesaran (2007), we then constructed the simple average of these correlation coefficients aŝ
and the associated cross-section dependence (CD) test statistics
12 Starting with an upper bound, k max , on k, if the last included lag is significant, choose k = k max . If not, reduce k by one until the last lag becomes significant. If no lag is significant, set k = 0. The 10 percent level of the asymptotic normal distribution, 1.645, is used to determine the significance of the last lag. We set k max equal to 8 for quarterly data.
As reported in the bottom two lines of Table 7 , the average cross-section error correlation coefficients is 0.396 and 0.513 when US dollar and German mark are considered as the numeraire, respectively. The CD statistics are highly significant. This result is in line with the findings of Choi and Chue (2007) and Pesaran (2007) .
[ Table 8 about here.]
The panel unit root test statistics are summarized in Tables 7 and 8 for Simes test and in Table 9 for other tests. Simes test does not reject the unit root null, regardless of which numeraire, US dollar or German mark, is used or which panel, all 27 countries or a subset of 20, is considered. However, the evidence is mixed, as illustrated by other test statistics in Table 9 . Similar to Lopez (2008) , our results are numeraire specific. For 27 OECD countries as a whole, we find substantial evidence against the unit root null with German mark but not with US dollar. For a subset of 20 OECD countries, the two tests -modified inverse normal and modified Fisher -reject the null at the 10% level, when US dollar is used as the numeraire. This result is consistent with Wu and Wu (2001 , Table 2) and  Lopez (2008, Table 2 ), who used exactly the same data set as ours. The TPM test does not show any rejection of the unit root null for this subset of countries. In summary, we do not find strong evidence in favor of PPP for the floating regime period, echoing the results in Choi and Chue (2007) and Pesaran (2007) .
[ Table 9 about here.]
Precision Updating
In their analysis of the term structure of macroeconomic forecasts, Sheng (2008, 2009) proposed a Bayesian learning model. One of their model implications is that forecast precision (i.e. the reciprocal of forecast uncertainty), if perceived properly, should contain a unit root. To the best of our knowledge, this proposition has never been tested, partly due to lack of a direct measure of forecast uncertainty. Using the density forecasts for inflation, here we discuss a direct test for it.
Following the terminology in Lahiri and Sheng (2009, p.10) , the precision of individual i's belief is evolved according to the following equation:
where a ith is the precision of individual i's posterior belief in predicting annual inflation rate for the target year t and h quarters ahead to the end of the target year, and a it,h+1 is the precision of his prior belief at h + 1 quarters ahead to the end of the target year t. Here b ith is individual i's perceived quality of public information, which measures the shock to his precision updating process. In Bloom's (2009) terminology, b ith is called "uncertainty shocks". The data in this study are taken from Survey of Professional Forecasters (SPF) that is provided by the Federal Reserve Bank of Philadelphia. A unique feature of the SPF data is that forecasters are also asked to provide density forecasts for inflation. Although the SPF began in 1968, for several reasons as stated in Engelberg et al. (2009) , we restricted attention to data collected from the first quarter of 1992 to the second quarter of 2009. We studied the density forecasts for the annual inflation rate. Survey respondents make their first forecasts when there are 8 quarters to the end of the target year; that is, they start forecasting at the first quarter of the previous year, and their last forecast is reported at the fourth quarter of the target year. So the actual horizons for these forecasts are approximately from 8 quarters to 1 quarter. This fixed-target scheme enables us to study the evolution of forecast uncertainty over horizons as specified in equation (17) . For the purpose of estimation, we eliminated observations for infrequent respondents. We focused on the "regular" respondents who participated in at least 50 percent of the time. This left us with 24 individuals, whose identification numbers are listed in Table  10 .
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The precision a ith was calculated as the reciprocal of the variance of the density forecast reported by individual i.
∆a ith = ρ i a it,h+1 + ε ith , i = 1, . . . , N ; t = 1, . . . , T ; h = 1, . . . , H, (18) where ∆a ith = a ith − a it,h+1 . The p-value of the corresponding DF test statistic for each individual was calculated according to MacKinnon (1996) . The average pairwise cross-section correlation coefficient of the residuals from the above individual DF regression,ρ, is 0.07 and statistically significant at the conventional level (CD test statistic is 9.41). Now turning to panel unit root tests that account for this positive cross-section correlation, the null and alternative hypotheses for testing the stationarity of inflation forecast uncertainty are in the same form as stated in equations (13) and (14). The TPM, Simes and modified Fisher tests strongly reject the joint null hypothesis at the 5% significance level, but the modified inverse normal method fails to reject the null. To understand these differences, recall that modified inverse normal method uses all p-values and tends to lose power when there are a few large p-values, where in this example about 1/3 of p-values are close to 1. In contrast, by truncating, these large p-values are removed, thus providing more power for the TPM and modified Fisher test. Simes test is also powerful in this case, since there are only few stationary series in the panel.
To summarize, the evidence from panel data analysis shows that professional forecasters as a group did not update their inflation forecast precision in a Bayesian way. One possibility could be that survey measure of uncertainty does not represent the "true" or objective uncertainty correctly. Diebold et al. (1999) concluded that survey uncertainty overestimated the true values. However, Giordani and Söderlind (2003) reached an opposite conclusion. Further studies are warranted to explore the updating process of forecasters' subjective uncertainty.
[ Table 10 about here.]
Conclusion
This paper proposes a new unit root test for panel data, based on Zaykin et al.'s (2002) truncated product method. The TPM takes the product of the p-values less than some pre-specified cut-off value, and gains power in cases where there are only a few large p-values. We extend the test to allow for a certain degree of cross-section correlation in the panel. As a by-product, setting the cut-off value equal to 1 results in modified Fisher test that controls for dependence among a set of p-values.
We conduct a systematic comparison of the proposed test with other combination methods -original Fisher test, modified Fisher test, modified inverse normal method and Simes test. Monte Carlo evidence shows that the empirical size of the TPM is reasonably close to the nominal size for moderate and large T . When quite a few series are stationary in the panel, the TPM tends to be most powerful. We have to point out that, although the power of the proposed test is satisfactory compared to other combination procedures, it is not our intention to recommend its use for this reason. More importantly, the alternative hypothesis of interest is different: in the event of rejection of the null hypothesis, the TPM states that there is at least one false hypothesis among the ones resulting in p-values less than some pre-specified value; while other combination procedures indicate that there is at least one false hypothesis among all N hypotheses tested.
Application of the combination tests to real exchange rate data does not provide strong evidence in favor of PPP for the floating regime period. As expected, our results are numeraire specific and also depend on the panels considered. The convergence toward PPP within 27 OECD countries appears relatively strong during 1973-1998, when the German mark is used as numeraire. In another application, we test the null hypothesis that forecast precision, if perceived properly, should contain a unit root, as implied by the Bayesian learning model Sheng, 2008, 2009 ). Based on a panel of density forecasts for inflation, our result from the TPM and modified Fisher test shows that professional forecasters as a group did not update their inflation forecast precision in a Bayesian way. However, modified inverse normal test reaches an opposite conclusion. This is because it uses all p-values and loses power when about 1/3 of p-values are close to 1 in this example. In contrast, by truncating, these large p-values are removed, thus providing more power for the TPM and modified Fisher test.
Our testing approach can be extended in a number of directions. One obvious generalization is to incorporate weights, thus allowing tests of more precision to play a larger role. Another worthwhile extension would be to develop a bootstrap version of the current test that are robust to general forms of cross-section dependence in panel data, along the lines of Chang (2004) and Giacomini et al. (2009) . This issue is currently under investigation by the authors. Furthermore, the proposed approach can also be extended easily to test for panel cointegration.
Appendix
Here, we propose one method to calculate the correlation matrixΣ from a set of p-values, p i , for i = 1, . . . , N .
Consider two random variables X and Y . If X ∼ N (0, 1), Y ∼ N (0, 1) and the correlation between X and Y is ρ, then the joint probability den-
, the density functions of X and Y are the same:
Similarly,
we need to compute E(p i p j ), which can be obtained through
If the value of ρ is given, one can use any mathematical software to compute E(p i p j ). Then the value ofγ(p i , p j ) is followed. Following Hartung (1999) and Demetrescu et al. (2006) , we assume a constant correlation between the probits t i and t j cov(t i , t j ) = ρ, for i = j, i, j = 1, . . . , N,
,ρ), Hanck (2008) , Z m is modified inverse normal test as in Demetrescu et al. (2006) , W is the TPM method that accounts for the cross-section correlation, P w is the modified Fisher test when τ = 1 in the TPM, and P is the original Fisher test as in Maddala and Wu (1999) . Demetrescu et al. (2006) , W is the TPM method that accounts for the cross-section correlation, and P w is the modified Fisher test by setting τ = 1 in calculating the TPM. Demetrescu et al. (2006) , W is the TPM method that accounts for the cross-section correlation, and P w is the modified Fisher test by setting τ = 1 in calculating the TPM. Note: The horizontal axis shows the percentage of stationary series in the panel, and the vertical axis shows the power of the tests. S is Simes test as in Hanck (2008) , Z m is the modified inverse normal test as in Demetrescu et al. (2006) , W is the TPM method that accounts for the cross-section correlation, and P w is the modified Fisher test by setting τ = 1 in calculating the TPM. 
