Summary. It is shown that the polarimetric 'modelling' used by previous authors to obtain the least squares fit to polarimetric binary data will tend to yield inferred values of inclination greater than the true value. This statistical bias is most pronounced at high noise levels and low inclinations when the inferred value and the formal linear error will have no bearing on the actual value. As noise levels increase this inferred inclination approaches 90°. This complication in the parameter determination using the canonical model and least squares procedure has been obscured by the fact that the binaries observed tend, through selection effects, to have high inclinations. Errors for inclination which are established by formal techniques are seriously over optimistic except at extremely low noise levels.
Introduction
Recently it has been shown (Simmons, Aspin & Brown 1980; Aspin, Simmons & Brown 1981; Aspin & Simmons 1982 ) that the formal linear errors (fie) arrived at for the orbital inclination of binary stars using harmonic variations of the polarization seriously exaggerated the accuracy obtainable from the data available. In the case of CygnusX-1, Simmons e/ 1 ¿z/. (1980) found that the polarimetric data of Kemp et al (1979) was consistent with any inclination of the system in the range (30°, 85°). Using the same method of x 2 testing Aspin & Simmons (1982) obtained still larger ranges of acceptable inclinations for five systems which had apparently been more or less accurately determined previously from the same data (Rudy & Kemp 1978) but by the much used technique of formal linear error analysis. According to the method of Simmons et al. (1980) the range of inclinations compatible with the polarimetric data (when folded on the binary period and phase binned) for these systems is so broad that the actual optimum value of inclination corresponding to the minimum value of x 2 should not be attributed any physical significance. It was a puzzling feature of previous work that for several of the systems studied the inclinations arrived at polarimetrically agreed reasonably well with those determined from light curve analysis. In this paper we explain this apparent agreement by showing that the least squares estimator (Ise) for the inclination used in previous polarimetric analyses becomes seriously biased in favour of high inclinations for high noise levels. But spectrophotometric systems of high J. F. F Simmons, C. Aspin and J. C. Brown inclination are selectively chosen for polarimetric study so masking this bias and indeed giving misleading confidence in the method through its possibly fortuitous concurrence with photometry. The bias in an estimator of any model parameter can be found by investigating its frequency distribution, which in turn depends on the true parameter values and data noise. Two approaches are possible. First, we can attempt to establish analytically the distribution function for special cases. Secondly, we can construct the distribution function by numerical simulation. In most cases the latter is the only feasible approach, but is less explicit and expensive in computer time, so in practice a mixed approach is best.
An analytic treatment of the problem is only practical for the special cases when (a) the noise level becomes arbitrarily large and (b) when the true inclination is zero. These are very instructive and we derive the frequency distributions in closed analytic form {cf. Appendix A). We use numerical construction when the true inclination and the noise level are arbitrary but only for one set of remaining model parameters.
From the random sampling of the computer method we demonstrate directly the dependence of the mean inferred inclination (cf. Section 2.1) on the signal-to-noise ratio, and the resultant bias of the estimator. In Appendix A we derive an expression for the mean value or expectation value of the Ise of the inclination using a standard technique of Taylor's expansion. This demonstrates analytically the approximate functional dependence of the bias on the noise level for low values of noise.
The formal error analysis used by previous authors depends on the errors on the data being extremely small. When this is not the case both the bias of the estimator and the correlation effects between the different parameters in the model become important as we demonstrate in Section 2.
Polarimetric determination of the binary inclinations has been based chiefly on a simple canonical model (Brown, McLean & Emslie 1978; Milgrom 1978 Milgrom , 1979 with some elaborations of it for CygnusX-1 (Kemp et al 1979) and we shall use it here in the case of an envelope symmetric about the orbital plane. Then the Stokes parameters of the singly scattered light from the envelope will vary at the second harmonic of the orbital frequency, or explicitly where / is the inclination of the axis of rotation to the line of sight, and 0 gives the orientation of the polarimeter to the plane defined by the rotation axis and the line of sight. All the parameters p c , u c , p, q, u, u, i and 0 are unknown a priori and have to be inferred from the polarimetric data. The estimator (i.e. the rule whereby the parameter value is inferred from the data) of a parameter p, say, is denoted by p. The problem then is one of simultaneous point estimation and establishing a simultaneous confidence region for these parameters. This was the approach adopted in a previous paper (Simmons et al. 1980 ). To establish a confidence interval for any one parameter, /, say, is not usually possible since the distribution of the corresponding estimator / will depend in most cases on the true values of the remaining parameters, as well as the true value of i (see Appendix A). Under certain circumstances approximate procedures for establishing confidence intervals can be justified, although, as we demonstrate in the following section, can lead to erroneous results.
The question of the applicability of the canonical model to close binary systems has been discussed elsewhere (Brown et al. 1978; Mügrom 1978 Mügrom , 1979 and it is not the purpose of this paper to elaborate this question. However, it is relevant to the main thrust of the paper to emphasize that the error on the data, a Q , is not limited by purely observational factors such as the photon count etc., but will partially depend on the applicability of the model, or more precisely the validity of the assumption of corotation of the scattering envelope. Variations that are not or only partially phase locked will thus tend to be 'smoothed' out, and result in a larger value of ct q than would be expected from purely observational limitations.
Least square estimators of inclination and bias
The least squares fitting procedure used by Rudy & Kemp (1978) , and implicitly by Brown et al. (1978) , yield an estimator for the cosine of the inclination given by
where we define (Simmons et al (1980) . Q 0 b,r an d U ohir are the 'observed' Stokes parameters at TV equal phase intervals obtained by folding the actually observed values on the binary period and averaging within each phase bin. We shall assume throughout that Q oh r and U oh>r are all independently and normally distributed with the same variance, Uq. It is easily shown that p, q, u and û are the Ise of the Fourier coefficients occurring in expression (1). It can also be shown that under the above assumptions they also will be normally and independently distributed all with the same variance o 2 = 2o 2 q/N. The precise form of <9 and p c , w c does not interest us here, and can be found in Simmons et al (1980) . The frequency distribution for both cos7 and for îdefined by cos -1 (cos/) can be easily found from that of /, but because the distribution of / takes a much simpler form we shall usually deal with it rather than those of / and cos/. The form of these distributions will depend on the true values of all the parameters that occur in the model and on the value of (Tq. We consider first the two analytic cases and then the numerical construction of the distribution function. /. F. L. Simmons, C. Aspin and J. C. Brown
LIMIT AS NOISE/SIGNAL 00
In the limit as Oq -> °0, the distribution for/is given by (see Appendix A.l)
Denoting the inclination reduced to the first quadrant by | /1 it follows from (4) and (3b) that
Evidently the probability of inferring a high inclination from data that in effect is white noise is extremely high. For example, by substituting a = 60° and 75° into (5) we have Prob {60° < I z* I <90°} =81/82-0.98 and Prob {75° < I /1 < 90°} =0.79.
ZERO INCLINATION
When the true inclination, / 0 , of the system is zero, the frequency distribution is given by
where | = ylf+1 and Vt is the signal/noise ratio, given by where A is the amplitude of the variation of the polarization defined by
Po, Qo, u 0 , Vq being the input or true values of the remaining parameters. When i Q = 0, A = 2t 0 V73 +74 = 2toH, where 73 and 74 are the 'shape' factors of Brown et al (1978) , and To the mean optical depth. It follows from equation (6) that
As 7-» 0 this result necessarily agrees with equation (5). In Table 2 we use equation (7) to calculate the probability of inferring an inchnation less than any given value a for different values of 7 and a. The dependence on the intrinsic geometry enters only through the amplitude in the factor 7. Once again we observe the bias of the estimator z, particularly at high noise levels (small 7 values). A full discussion of this, and its practical implications is postponed to the next section. As we pointed out, the general case where the inclination is arbitrary can only be treated numerically. An approximate frequency distribution for/can be found by using the fact that /?, <7, w, v will be independently and normally distributed with variance a 2 = 2oq/N and using equation (3b) to construct a histogram by randomly sampling from these normal populations. This has been done for different values of true inclination / 0) and oq. We have taken a typical intrinsic geometry corresponding to a mean scattering optical depth t 0 = 0.01 and typical density integrals (in the notation of Brown et al 1978 Ta = 74 =: 1). 0 O i s taken to be zero. Two hundred samples for/were taken for each value of inclination i 0 (= 15°, 45° and 75°) and 7 value (= 20, 80, 320, 1280) . Fig. 1 shows four of the resulting histograms for i in which the tendency toward high i is evident, especially for low i 0 .
In statistical terminology an estimator is said to be biased if its expectation value is not equal to the true value of the parameter it estimates. In the case dealt with in Section 2.1 (oq «O it can easily be shown that (cos/> = 0, corresponding to an inferred inclination of 90°. At low noise levels, we have the expectation value approximately given by (cos/) = cos/qcos 1 + 6 cos 2 / 0 + cos ¿ *o
where F = t 0 (73 +74) 1/2 Spends only on the intrinsic geometry of the envelope. For any given inclination F is related to the amplitude by ^4 = F/2(l + | cos/ 0 I) 2 . Thus we see the bias is approximately quadratic in o/A , the noise/signal ratio, at low noise levels. Application ofthis equation to Kemps CygX-1 data shows this bias to be significant: e.g. when / 0 = 40°, <cos/> = 0.44 corresponding to an inferred inclination of 64°). 2 shows the mean inferred inclination (defined here as cos -1 (cos /)) against Oq/A for the intrinsic geometry considered in Section 2.3. We should not expect, however, the essential features to change with a change in geometry. Also calculated is the standard deviation of i for each value of i Q and Oq/A. Even at low noise levels the estimator i is seriously biased towards high inclination when the true inclination / 0 is low.
Discussion and conclusion
If at the level of accuracy of polarimetric measurement the canonical model is consistent with the polarimetric data, then because of the bias of the Ise of inclination towards higher inclinations the method of inclination determination used by previous authors will tend to give inclinations that are considerably higher than their true values, as shown quantitatively in Tables 1 and 2 and Figs 1 and 2. The signal/noise ratio achieved for polarimetric data (considered in the context of the canonical model) corresponds to 7 values ranging from 80 for Cygnus X-l (Kemp long data run) to extremely poor values of around 10 for shorter data runs (e.g. USge). At these levels of accuracy any inferences drawn from the polarimetric data about the inclination by least squares procedure must be extremely dubious. Taking the most optimistic value of 7, 7 = 80, a true inclination, z 0 , of 15° will yield, on average, an inferred inclination of approximately 56°, i 0 = 30° to an inferred value of 57°, and i 0 = 45° to an inferred value of 58°. In all these cases the true inclination actually lies well outside the la error limits (and indeed the formal linear error). For i 0 = 60° the inferred inclination corresponds fairly well yielding i = 62° ±4°, and for z 0 ^ 60° the Ise corresponds closely to the true value.
Thus we see that even at relatively low levels of noise a true low inclination would be interpreted in all likelihood as considerably higher, and conversely, if a high inclination is inferred, there is a high probability that the true inclination is low. Only if it is known from other sources (e.g. eclipsing) that the true inclination is above a certain value could useful statements be made when this method is adopted. Thus an upper limit on the inclination could be effectively determined.
The above conclusions match the findings of Aspin et al. (1981) , who established confidence intervals using the method of x 2 testing (Simmons et al. 1980) . For example, when ¿o := 60°, and at a signal/noise ratio corresponding to 7 = 80 they found any inclination between 0° and 75° compatible with the data (at 10 per cent significance). Even if the inadequacies of the modelling are ignored, and the limit of the best observational accuracy presently achievable is taken (cf. Aspin et al. 1981 ) then with 40 phase points 7^ 2000 so at z 0 = 0, <z> = 40°; i 0 = 30°, <z> = 38°; / 0 = 45°, <z> = 46° for this value of 7, showing that even this accuracy the bias of the method is important for true inclinations below 45°. The inclinations obtained by Rudy & Kemp (1977 , 1978 and Kemp & Herman (1978) , for the seven binary systems Algol, AO Cas, HD47129, aOriE, uHer, USge and V444Cyg using this polarimetric method were all in fact high. Furthermore the signal/noise ratios indicated by the value of 7 for the phase binned data best fitted by the canonical model were poor (Aspin & Simmons 1982) . Table 3 gives the photometrically determined inclination, the polarimetrically determined value, and the signal-to-noise ratio 7. To illustrate the problem we also give in the table the expectation value of the inferred (Ise) inclination from polarimetric modelling at the corresponding value of 7 when the true inclination is taken to It is quite unlikely, at the current levels of accuracy, for the Ise to yield a low inclination, irrespective of the true inclination. However, selection effects pick out for observation mainly those binaries with high inclinations and so largely preclude possible disagreement between photometry and polarimetric least squares determinations. One exception to this rule is CygnusX-1, where in fact HDE 226868 was found to be a spectroscopic binary only after the discovery of the radio and X-ray sources which came to be identified with it. Had the radio and X-ray sources not been observed and the existence of a binary suspected, it is doubtful that the spectrophotometric variations would have been so readily discovered. For CygnusX-1 photometry has given consistently lower inclinations than those derived from a least squares analysis of'polarimetric data using the canonical model. Polarimetry has yielded values around 80° (Kemp et al 1979; Brown et al 1978) , whilst light curve analysis has produced values between 30° and 45°. (Hutchings 1974a,b; Guinan et al 1979) . This discrepancy for Cyg X-l adds support to our argument above.
In view of the statistical bias established for polarimetric inclinations in the present paper it seems highly likely that the high polarimetric i for Cyg X-l and other binaries is meaningless. However, this is insufficient reason for settling on the conventional low spectrophotometric i value for Cygnus X-1 (and the resultant strengthening of the black hole case) since, to the best of our knowledge no rigorous analysis has yet been performed of the errors and possible bias effects in light curves analysis of ellipsoidal variables. normally distributed. The formal linear error used by these authors is given by (Wolberg 1967) . Numerical evaluation shows for a particular case that the formal linear error consistently smaller than the standard deviation in cosz particularly at high inclinations (by a factor ~ 2) for the range of signal/noise rato considered (7 < 2000).
In the limit as Oq 0 , the estimator z does become an unbiased estimator of z 0 , no matter what this true value of z 0 is. If the canonical model still agreed well with the polarimetric data, this formal linear error would give a meaningful measure of the accuracy of the determination. However, at any percentage level we would expect the confidence interval derived from the formal linear error to be narrower than the relative confidence interval of Simmons et al (1980) as the latter is derived from the projection of the simultaneous confidence region on to the z axis. This discrepancy is not serious at low data noise, and because of the bias of the Ise when z 0 is low this more conservative approach is justified.
