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Abstract
Discrimination in the allocation of goods between boys and girls within households in Papua New
Guinea is examined using Deaton’s (1989) outlay-equivalent ratio method. Adding a boy to the
household reduces expenditure on adult goods by as much as would a nine-tenths reduction in
total outlay per member, but girls have no effect on adult goods expenditure. The hypothesis of
Haddad and Reardon (1993) that gender bias is inversely related to the importance of female
labour in agricultural production is not supported. There is no evidence of bias against girls in the
urban sector.
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IS IT BETTER TO BE A BOY?
A DISAGGREGATED OUTLAY EQUIVALENT ANALYSIS OF GENDER BIAS IN PAPUA NEW GUINEA
I. Introduction
The question of unequal divisions between men and women and boys and girls inside the
household is the topic of much recent research.  Unequal allocations cause poverty and inequality to
be understated when we use measures that assume that every household member is treated evenly
(Haddad and Kanbur, 1990). The demographic evidence of “missing women” in Bangladesh, China,
India, and Pakistan provides further impetus for this line of research (Dreze and Sen, 1989). 
However, the difficulty of observing the inner workings of households restricts many studies to
‘externally’ observable outcomes like health and nutrition (Sen, 1984).  Studies of individual
consumption within the household, such as Pitt, Rosenzweig  and Hassan (1990) on food in
Bangladesh, are less common because they need data that are difficult and expensive to obtain in a
reliable manner.
Because of the lack of accurate intra-household data, inferential methods of detecting gender
bias using just standard household expenditure are attractive.  Deaton (1989) introduced a method for
using household expenditure data to infer discrimination in the allocation of goods between boys and
girls. The method starts, somewhat paradoxically, with expenditures on goods that are not consumed
by children--for example beer, gambling, and tobacco products.  The addition of a child to the family
is treated as a pure (negative) income effect on the demand for these goods, since the child does not
contribute to family income and also is unlikely to participate in the consumption of these goods. 
Evidence for gender bias can then be found by (statistically) answering the question: Is the reduction
in spending on these “adult goods” larger when the additional child is a boy rather than a girl?2
Despite the cleverness of Deaton’s inferential method, the results have been disappointing.
Curiously, in its few applications, the method sometimes finds bias against girls in locations where it
is not expected but no bias in places where other evidence strongly suggests that males are favoured.
 For example, Ahmad and Morduch (1993) find no evidence of gender bias in Bangladeshi household
expenditure data, whereas the imbalance in sex ratios suggests considerable discrimination against
girls.  In Indian states where excess mortality and low literacy point to bias against girls,
Subramanian (1994) finds no bias in household expenditures against girls; however, in Maharashtra, a
state in which social indicators suggest the status of girls is relatively better, the expenditure method
indicates there is a bias.  Deaton (1997) lists other examples from Pakistan and Taiwan where the
expenditure method finds no bias despite other studies indicating a preference for boys in these
countries.
Several explanations have been advanced for the failure of the adult goods method to detect
bias.  One econometric reason may be sample truncation in cases where girls have been so
discriminated against that they have died (Udry, 1997).  Alternatively, girls may have higher needs
than boys so that equal allocations still adversely affect girls (Ahmad and Morduch, 1993).  Critical
interventions might not be made for girls when they are made for boys.  A further reason for the
failure of the method is that it has been used in some places that are not likely candidates for bias,
such as Côte d’Ivoire (Deaton, 1989) and Burkina Faso (Haddad and Reardon, 1993).  In these
countries women are economically productive so girls are not seen as a burden on their parents. 
Haddad and Reardon advance this argument further by searching for differences in the degree of
gender bias across agroecological zones. Their hypothesis, derived from Boserup (1970) and
Rosenzweig and Schultz (1982), is that discrimination against girls will be less as the economic3
opportunities for women increase (such as in urban areas or in agricultural settings with high income
potential), suggesting that the greatest discrimination will be in rural areas where the potential income
from agriculture is low.  According to Haddad and Reardon (1993), discrimination in households is
expected to decline as the study area moves to higher potential rural areas; declining even further
when the study examines urban areas.
In this paper we provide an example in which the adult goods method detects gender bias in a
place, Papua New Guinea (PNG), where, ex ante, we expect there to be bias.  As will be argued
below, there are several reasons for our strong results.  First, a number of economic indicators and
the weight of other social science work suggest that males are favoured in PNG.   Second, adult goods
consumption, for a variety of reasons, is important in this setting (more than 12 percent of the
budget), and its high level may make the results more easily detectable.  Third, the enormous
heterogeneity in the sample data may facilitate identification of these effects; we have a nationally
representative sample in a country that is almost certainly home to the most diverse set of ethnic and
social groups of humans in the world.  Fourth, unlike previous studies (to the best of our
knowledge), we designed and managed the collection of the data ourselves, planning from the start to
undertake adult goods analysis.  As such, the questionnaire contains a set of well-defined categories
for adult goods, and enumerators were taught to exercise extra care when collecting these data. 
Finally, unlike some previous analyses, we use econometric techniques and statistical tests that
control for the survey design effects in our data.
To examine discrimination in PNG, the rest of the paper is organized as follows.  Section II
briefly examines gender bias in PNG.  The two next sections review the methodology and describe
the data and estimation approach.  Section V contains the results.  We look first at gender4
discrimination, in general, and then further examine this question by searching for differences in the
degree of gender bias across agroecological zones and between rural and urban areas. 
II. Gender Bias in PNG
A preponderance of evidence has been amassed by social scientists that boys are highly
favoured in PNG.  The male share of the population is 51.6 percent, a demographic imbalance
comparable to India and Pakistan (UN, 1996).  The literacy rate for adult females, at only
44 percent, is 18 percentage points lower than for males (Gibson, 2001) and 49 percent of women
have never attended school (nearly twice the rate for men—World Bank, 1999).  Women and girls in
PNG also appear to be disadvantaged in health and nutrition (Groos and Garner, 1988).  This bias is
interesting, and as such perhaps deep-seated, because it exists in a country where women have
traditionally been thought to be economically productive—female labour is often considered to be a
scarce factor in agricultural production in relative land-rich PNG.  Positive bride-prices and the
prevalence of polygamy are symptoms of this scarcity.  Thus, PNG appears to be a counter-
example to the view advanced by Haddad and Reardon that bias against girls may be ‘rational’ in the
sense that it can be explained by factor endowments and production relations in agriculture.
The importance of adult goods in PNG household budgets and the concentration of cash
earnings in the hands of adult males may mean that the adult goods method gives an unusually
clear view of any tensions over intra-household consumption allocations.  Adult goods
potentially account for 12 to 13 percent of the household budget in PNG, a figure that is robust
across agro-ecological zones (Table 1, row 1).  In comparison, in one country where adult goods
analysis has previously been used -- Burkina Faso -- the budget share of candidate adult goods is5
reported as less than 10 percent but likely is even lower since many of these goods do not meet
the statistical criteria for true adult goods (Haddad and Reardon, 1993).  Budget shares for a
similar array of adult goods in poor areas of other countries, such as China, are also significantly
lower (below 8 percent--Zhang, 1999).
While true in many countries, the cash for purchasing both adult and other goods is
unequally concentrated in the hands of male adults in PNG, even though women do play an
important role in many economic activities.  For example, women make up 87 percent of the
participants in sweet potato production, the dominant staple crop, and 83 percent for other food
crops (World Bank, 1999).  However, men more frequently perform cash earning jobs
(comprising over 80 percent of the participants), and undertake more rewarding cash cropping
activities (comprising well over half of the participants).  Even within cash cropping activities
there appears to be discrimination against women; the returns to men’s own-account coffee
production are up to twice as high as the returns to women (Overfield, 1998). 
Costs associated with raising children in PNG, especially those who are school-aged
(typically from age 7 onwards), may exacerbate tensions over the budgetary needs of children. 
Although school and health fees at one time were highly subsidised by the government, by the
time of the survey, 1995, most of these had been eliminated through fiscal cuts, structural
adjustment shifts, and bureaucratic neglect (Jarrett and Anderson, 1989).  For example, the
average outlay of a poor family for a single secondary school student is equivalent to 36 percent
of the household’s non-food expenditure (World Bank, 1999).  With a devaluing currency,
children’s clothing and shoes, most of which are imported, have become more expensive.  In
short, children, as every parent knows, can be expensive to raise, and almost certainly mean6
sacrifice in other areas.  Hence, given these higher costs, in a society with a revealed preference
towards boys (as shown by other indicators), with a high propensity to consume adult goods,
and with a large part of the cash in the hands of males, if the adult goods analysis can be
statistically implemented, we should expect to find it revealing gender bias in PNG.  However, in
areas in which an investment in a girl can raise her future income earning potential, the extent of
the discrimination against girls may perhaps be attenuated.
III. Methods
The first step is to identify the set of adult goods.  Following Deaton, Ruiz-Castillo and
Thomas (1989) one can use the linear model
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where piqi is expenditure on candidate adult good i, xG is total expenditure on adult goods, nj is the
number of people in each of eight age and gender classes, z is a vector of control variables, and vi is a
random error.  Children affect only the total expenditure allocated to adult goods, not the allocation
within the adult goods group once total group expenditure is given. Therefore, if good i is a genuine
adult good, the age and gender of children should play no part in equation (1), which can be tested
with an F-test on the relevant estimated cij coefficients (i.e., those coefficients on the variables
associated with the age categories for children).
An alternative test of whether a list of candidate goods contains only genuine adult goods
uses the concept of "outlay-equivalent ratios."  For any normal commodity i and demographic
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where  ir is an expression that measures the effect of an additional person of type r on the demand
for good i, measured as the percentage change in outlay (expenditure) per person that would have
been necessary to produce the same effect on demand.  The effect of an additional child should be
that adult goods expenditure falls, given the extra needs that the child brings.  Because this effect is
exactly like a reduction in income, the reduced expenditure on each individual adult good ought to be
in proportion to the marginal propensities to spend on each good (Deaton, 1989).  Hence, the
p-ratios for any particular type of child should be the same across all of the adult goods, so this
implication provides another test for whether the candidate goods are indeed adult goods.
The outlay equivalent ratios can be calculated from the coefficients produced for any
estimated Engel curve.  Following Deaton (1989), the Engel curve used here is specified as
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where wi is the budget share for the ith adult good, x is the value of total household consumption, n is
household size, nj is the number of people in the jth demographic group, and z is a vector of control
variables. The estimated parameters of equation (3) can then be used to calculate
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for r = 1,.., J, where giJ is defined to be zero.  Sample means can be used for the wi and the nj /n ratios.
 The calculated p-ratios can then be used to test the null hypothesis of even treatment for boys and
girls of a certain age class,
) 5 ( ik ij 0   =   : H
for all i adult goods, where j refers to boys and k refers to girls. In addition to this test across
demographic categories, the implication of equality of p-ratios across adult goods and within (child)
demographic categories can also be tested:
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for all i and j that refer to adult goods and for all r demographic categories. General procedures for
deriving the test statistics and the standard errors of the p-ratios are described by Deaton, Ruiz-
Castillo, and Thomas (1989).
IV. Data and Estimation Issues
Data used in this paper come from the Papua New Guinea Household Survey (PNGHS),
the first nation-wide household consumption survey ever conducted in PNG.  The survey design
and enumeration, which were carried out by the authors in 1995 and 1996, covered a random
sample of 1200 households, residing in 120 rural and urban communities (“clusters”), who were
interviewed between January and December 1996.  The survey team selected clusters from the
enumeration areas of the 1990 Census, stratifying the sample by sector (urban and rural), by
environmental conditions (elevation and rainfall), and by the level of agricultural development.
2
                                                
2 This was established from an agricultural mapping project (Allen, Bourke and Hide, 1995).9
The stratification allows us to create sub-samples that correspond to the agro-ecological zones
used by Haddad and Reardon (1993).  The division of the sample into urban, and rural zones with
high and low income-earning potential in agriculture facilitates the study’s ability to answer
hypotheses regarding income effects.  We also generate a set of household weights generated on
the basis on variation between the 1990 Census estimates of the size of each cluster and the actual
size found in 1996, and on the deviation of the actual number of households surveyed in each
cluster from the target number. All results presented below take account of the clustered,
weighted and stratified nature of the sample.
Enumerators interviewed each household twice, with the start of the two-week
consumption recall period signalled by the first interview. Expenditure data were collected on all
food (36 categories) and other frequent expenses (20 categories) during the recall period. The
expenditure estimates include the imputed value of own-production,
3 net gifts received, and stock
changes, so they should be a good measure of consumption during the recall period. An annual
recall covered 31 categories of infrequent expenses. An inventory of durable assets was used to
estimate the value of the flow of services from these assets, including rental services from owner-
occupied dwellings.  We also broke out six categories designed especially to capture adult goods. 
Enumerators were trained to be sure to explain to respondents the scope of the goods included in
each commodity category, especially those for adult goods.
The data required for our analysis, the estimation of equations (1) and (3), are available for
1144 households.  The data set includes six commodities that may plausibly be candidates for adult
                                                
3 The monetary values for self-produced foods were the values used by respondents. Estimates of average
expenditure are unchanged if these respondent-reported unit values are replaced by either cluster medians of the unit
values or cluster averages of market prices (Gibson and Rozelle, 1998).10
goods: adult clothing, alcohol, betelnut (a mild narcotic similar to pan), gambling and lotteries, meals
eaten away from home, and tobacco and cigarettes. All except for betelnut and gambling have been
included as adult goods by Deaton (1989).  Eight demographic groups were created: the number of
males and females in each of four age groups, 0-6 years, 7-14 years, 15-50 years, and over 50 years. 
To control for other household traits that could affect household expenditures, our specification
includes a dummy variable for whether the household head was a primary school graduate (six years
of schooling), three dummies for the main income source of the head (formal business or wages, tree
crop agriculture, food crops and livestock), and four regional dummies.
Table 1 contains budget shares for the candidate adult goods along with means for the other
Engel curve regressors, all disaggregated by agroecological zone. As discussed above, the total budget
share of the candidate adult goods is rather constant across the zones, at approximately 12 percent.
The largest shares for the candidate goods are betelnut and tobacco products, while alcohol shows
the greatest variation in budget shares across the zones.  Comparing the urban and two rural zones
demonstrates a pattern of per capita expenditures, education of the household head, and involvement
in the formal sector that are consistent with those expected with changing income levels.
Consistent with the aggregate evidence of females having a smaller share of the PNG
population (UN, 1996), the household data show that at each age group, females have a smaller
demographic share than males. The gap between male and female demographic shares is especially
apparent for children of age 7-14 years in all regions, and in the rural zone with low income potential.
The uneven sex ratios are least apparent in the urban sector, and in the youngest age group (0-6
years).11
  One possible econometric complication for the estimation of equation (1) arises when there
are only a few adult goods; a regression for one adult good on the total would be rather like regressing
something on itself (Deaton, 1989).  Observations with a large unexplained residual expenditure on a
particular adult good could have a large total adult goods expenditure, with bias arising from the
correlation between the equation error and the explanatory variable.  To guard against this, we could
adopt an instrumental variables approach, using total expenditure, x, as an instrument for xG.  Of
course, if the bias is not statistically important, there would be a loss of efficiency when using
instrumental variables, affecting the test of whether good i is a genuine adult good.  To resolve the
trade-off between potential bias and loss of efficiency, we use either OLS or IV to estimate equation
(1), depending on the outcome of a Durbin-Wu-Hausman test.
There is also a complication in testing the hypothesis that the p-ratios for a particular type
of child are equal across adult goods (equation 6) when the data come from a clustered survey, as
they do here.  Because the p-ratios are non-linear transformations of the OLS parameter vector bi,
Deaton, Ruiz-Castillo and Thomas (1989) use the delta method to calculate the variances both
within and across equations, using:
( ) { } ( ) ij ir ir ij r J X X J V
1 ˆ
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where  ir J is the  k « 1  Jacobian matrix of the transformation from the bi’s into the scalar  , ir  X is the
matrix of explanatory variables which are common in each adult goods equation, and  ij is the
residual covariance between the ith and jth equations, estimated from:
( ) j i ij k n e e¢ - =
-1 ˆ
where ei is the vector of residuals from the ith equation and  ) ( k n- is the degrees of freedom in each12
regression.  The problem with clustered surveys is that the observations are not sampled
independently, so the covariance matrix of the cross-equation parameters,  ( ) ( ) [ ] j j i i E b b b b - - ˆ ˆ  is
not simply the  ( )
1 - ¢X X ij  that is used in the procedure outlined by Deaton, Ruiz-Castillo and
Thomas (1989).
To address this feature of our data, we took several steps to modify the existing testing
procedures.  First, we note that the robust (or ‘Huber/White/Sandwich’) estimator of the variance is
appropriate for single equation estimation with clustered survey data (StataCorp, 1999).  Hence, a
statistically appropriate covariance matrix for testing the equality of the p-ratios across adult goods
can be obtained by ‘stacking’ the equations for each adult good and using a fully interacted dummy
variable model (that is, a dummy variable specified for each type of adult good is interacted with all
of the variables in the stacked model).
4  To the extent that this modification of the testing procedure
allows us to control for the survey design effects, and in particular the reduced precision that
clustered samples bring, we will be less likely to reject null hypotheses (both within and across
equations) than will previous studies that have ignored survey design effects.  In other words, the
failure of previous outlay-equivalent studies to detect gender bias becomes more surprising because
most studies appear to have ignored survey design effects, making them more likely to reject the null
of no gender bias.
                                                
4 We are grateful to Roberto Gutierrez of Stata Corporation for suggesting this procedure. Because repeating the
same observations induces a correlation in the disturbances of the stacked model, the clusters also have to be
redefined as the interaction of the original clusters with the dummy variable for each replication of the dataset.13
V. Results
Table 2 contains the results of testing the candidate adult goods, using the linear expenditure
model described in equation (1). The instrumental variables estimator was used for all of the
expenditure items except for betelnut and gambling, where this choice reflected the outcome of the
Durbin-Wu-Hausman tests. The hypothesis that the age and gender of children plays no part in
explaining the allocation of expenditures within the adult goods group is accepted for all candidate
goods. This result is consistent with evidence from other countries, although gambling has typically
not been tested as a potential adult good while betelnut is a specialised item for PNG (although the
related pan has been used as an adult good in South Asia).
The Engel curves for these six adult goods and for the aggregate adult goods budget share
explain between 3.3 percent (tobacco products) and 13 percent (meals out of the home) of the
variation in budget shares.  The Engel curve for the aggregate adult goods group explains 7.8 percent
of variation in budget shares.  In all cases, F-tests indicate that the overall significance of the variables
in the regression, even when adopting the conservative approach of using degrees of freedom based
on the number of clusters rather than the number of households.
5  To save space, these Engel curves
are not presented because interest is not so much in the individual coefficients but in the
combinations of the coefficients given by equation (4).
Table 3 contains the estimated outlay-equivalent ratios for each of the six adult goods and for
the aggregate good formed from the sum of expenditures on the six individual goods.  To interpret
these ratios, note that the p-ratio of -0.49 for the effect of young boys on adult clothing means that
                                                
5 Specifically, we used an adjusted Wald (W) test for zero slopes: ( ) ) 1 , ( ~ 1 + - + - k d k F W kd k d , where d is
the number of clusters minus the number of strata (105), and k is the number of slope variables (StataCorp, 1999).14
the addition of a boy of age 0-6 years to the household has the same effect on adult clothing
expenditure as would a 49 percent reduction in total outlay per household member. The first four
rows of Table 3 give the p-ratios for children. These should be negative, which they are in 23 of 28
cases. The only anomalies are for the effect of young boys on gambling expenditures, the effect of
young girls on meals consumed out of the home, and the effect of older girls on the consumption of
adult clothing, betelnut, and tobacco products.  In all five cases of positive p-ratios for children the
point estimates are surrounded by wide standard errors and the p-ratios are not statistically different
from zero.
Although these anomalies occur with a similar low frequency to that in the original studies by
Deaton (1989), they raise the question of whether all of the items included in Table 3 are genuine
adult goods.
 6  The results of the alternative test (that is, the test that the p-ratios are equal across
adult goods categories within age and gender groups—or, along the rows in Table 3) are reported in
the top panel of Table 4 (rows 1 to 4).  While the null hypothesis is never rejected at conventional
levels, lending support to this choice of goods, there is a potentially worrying aspect of the test
results.
7  For 7 to 14 year-old boys, the test is on the borderline of rejection, with p=0.06.
8 
On closer inspection of our results, however, there appears to be a way to allay this concern.
 The good that appears to contribute most to the inequality in p-ratios for 7 to 14 year old children
                                                
6 Three of 32 p-ratios were positive in the results for Côte d’Ivoire and 8 of 48 in the results for Thailand, which
included some items such as ‘men’s and boy’s clothing’ which were known to include child goods.
7 Actually, there may be a second, although in our opinion, more minor concern.  In contrast to the results in Deaton
(1989), the equality of the p-ratios across goods for each of the adult demographic groups is also not rejected. While this
equality is less informative for adults than it is for children, the failure to reject may indicate low test power, although
once again, if the survey design effects are ignored the equality across the goods is rejected at the 0.02 level, for at least
two of the adult groups.
8 If the survey design effects are ignored, as they seem to have been in some previous studies, the p-value for 7-14 year
old girls would also fall into the rejection zone, at p=0.02 (from 0.12 with survey design effects included).15
is betelnut.  It is possible that some older children in this group actually do consume some betelnut. 
In PNG, there is no legal age limit on its consumption, and in some communities there are no real
norms against its use by children.  In contrast, even in PNG, there are minimum age requirements and
community norms in most areas against alcohol and tobacco use by children.  The results in the
bottom panel of Table 4 (rows 5 to 8) show that the equality of the p-ratios is more difficult to
reject once betelnut is removed from the list of adult goods.  Hence, to ensure the robustness of our
results, we present the tests for boy-girl discrimination both with and without betelnut included in
the list of adult goods.
If boys are favoured over girls, the p-ratio for a given age category should be a bigger negative
number for boys than for girls.  It is apparent by looking down the columns of Table 3 (comparing
rows 2 and 4) that for the older age group (7 to 14 year olds) this pattern holds for all six individual
adult goods, as well as for the aggregate group.  The point estimate for the aggregate adult goods
group suggests that the addition of an older boy to the household reduces adult goods consumption
by as much as would a 90 percent reduction in total outlay per member.  In contrast, the addition of
a similarly aged girl to the household is equivalent to only a two percent reduction in per capita
outlay.  The difference in these p-ratios for the aggregate good is statistically significant (p<0.01),
although differences for the individual adult goods are less precisely measured (row 18, columns 1 to
6).
9 If betelnut is excluded from the list of adult goods, the same conclusion of bias in favour of boys
is reached: the p-ratio for the aggregate adult goods group is –1.11 for 7 to 14 year-old boys
                                                
9 The importance of controlling for survey design effects can be seen by noting that if the test of equal p-ratios for the
effect of older boys and older girls on betelnut (alcohol) consumption is carried out with the clustering and stratification
ignored, the p-values fall from 0.08 to 0.02 (0.30 to 0.13).16
(standard error of 0.21) and –0.28 for similarly aged girls (standard error of 0.27) and the hypothesis
that these two are the same is still rejected, at the p<0.02 level.
In contrast to older children, for the 0 to 6 year-olds, only one individual adult good (meals
out of the home) generates the pattern of a more negative p-ratio for boys than for girls.  Moreover,
inspection of the standard errors shows that the differences in p-ratios for boys and girls in the 0 to
6 years age group are all statistically insignificant.  Hence, if there is any gender bias amongst the
young children, it does not appear to be detectable using the adult good method.
The p-ratios in Table 3 also suggest that differences in the effects that adult men and women
have on adult goods consumption are usually statistically insignificant.
10 Even if they were not,
conclusions about gender bias for adults cannot be made on the basis of these results because they
may just reflect gender differences in preferences (this explanation can be ruled out for children, who
should exert only income effects on adult goods demand).
Disaggregating by agroecological  zone
Our data also demonstrate the same pattern of gender discrimination in rural zones of PNG
when using the outlay equivalent ratios for the adult goods aggregate, although a different pattern is
found for urban households (Table 5, columns 1 to 3).  The results suggest that parents in the rural
sector favour boys over girls in the 7 to 14 year old age category in the high-income potential areas
(p<0.00), and also – although less precisely measured – in the low-income potential areas (p<0.06). 
In contrast, we can not reject the hypothesis that the infant girl and infant boy p-ratios are the same
                                                
10 The p-value for the difference between p-ratios for prime age males and females in the aggregate adult goods group
drops from 0.28 to 0.06 if betelnut is excluded, probably because adult women are equal participants in
consumption of betelnut in contrast to alcohol and tobacco which are predominantly consumed by men.17
in either of the rural zones (row 9).  In urban areas, however, there is no sign of gender discrimination
when examining either infants or adolescents (column 1, rows 9 and 10). 
This pattern of results across different areas appears to provide only partial support to the
hypothesis of Haddad and Reardon (1993) that discrimination against girls will be less detectable as
the economic opportunities for women increase. While the lack of apparent bias in urban areas may
be consistent with greater economic opportunities in urban areas, it is puzzling that gender bias does
not appear to vary across the two rural zones. Most observers would expect woman’s labour in
agricultural production to be more valuable in the rural zone with high agricultural income potential
and therefore the costs to households of discriminating against girls to be much greater.  Moreover,
the hypothesis that the p-ratios are equal across the urban-rural and agroecological zones is rejected
(at the p=0.03 level) only for boys (Table 5, column 4). Further tests show that this significant result
is driven by the difference between the urban sector and each of the two rural zones; the comparison
between the high- and low-income rural zones brings an insignificant result (p=0.24).
Thus, while parents in both high- and low-income rural zones of PNG significantly reduce
their consumption of adult goods when they have an additional male adolescent, urban parents do
not seem to make similar adjustments in their consumption allocations. Because bias in favour of
boys seems to be restricted to rural areas, which are presumably more tradition-bound, it might be
construed from these findings that in PNG gender bias may arise more from cultural rather than
strictly economic factors, although further examination of this hypothesis is needed.18
VI. Conclusions
In our paper we have tested for bias in the allocation of goods between boys and girls
within households in Papua New Guinea using Deaton’s (1989) outlay-equivalent ratio method.
Adding a 7-14 year old boy to the household reduces expenditure on adult goods by as much as
would a nine-tenths reduction in total outlay per member, but similarly aged girls have no effect
on adult goods expenditure. The hypothesis of Haddad and Reardon (1993) that gender bias is
inversely related to the importance of female labour in agricultural production is not supported.
There is no evidence of bias against girls in the urban sector, nor of bias against younger girls in
the rural sector.
Perhaps the most surprising aspect of our research is that it worked so well.  In the past,
adult goods-based approaches have not yielded results consistent with findings of other social
science research and other economic studies based on alternative approaches.  Consequently,
there has been some question about whether expenditure-based methods can be used as a reliable
tool for investigating the nature and extent of gender discrimination (Deaton, 1997). Although our
results cannot explain why the adult goods method has failed to work in other countries, the
successful application in this setting at least provides some grounds for believing that the method
can be a useful tool. Perhaps the combination of factors in PNG that make bias greater and easier
to pick up, or the higher quality of our data, which were collected with this purpose in mind, may
have helped to provide greater success for the method on this occasion.
If our results have identified the existence of a deep-seated cultural-social bias against girls
in Papua New Guinea, educational and other development polices countering gender
discrimination could lead to both gains to social welfare and more rapid, equitable growth.  For19
example, interventions through PNG’s widespread (though floundering) health system might
target young girls because expenditure on females may have a greater effect on welfare than if it
were spent on boys.  Moreover, the intra-household bias revealed here may mean that the
incidence of poverty is understated because average household data will miss the fact that females
in some household have access to sufficiently few resources such that their individual
consumption level falls below the poverty line.
However, further work is needed in PNG to explain why bias in favour of boys is
restricted to the rural areas and is also restricted to children in the older age groups. One plausible
hypothesis, which we have not tested, is that the needs of younger children -- primarily food and
care – are met using resources controlled mainly by women. In contrast, the needs of older
children – particularly school fees and clothing – require cash, which is controlled mainly by adult
males, who may be the ones who favour boys over girls.20
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total candidate adult goods budget share 0.123 0.115 0.124 0.126
adult clothing budget share 0.015 0.013 0.016 0.013
alcohol budget share 0.017 0.032 0.017 0.007
betelnut budget share 0.034 0.021 0.037 0.037
gambling and lotteries budget share 0.011 0.010 0.010 0.016
meals eaten out of home budget share 0.021 0.025 0.020 0.021
tobacco and cigarettes budget share 0.025 0.015 0.025 0.033
log per capita total expenditure 7.105 7.911 7.051 6.782
log of household size 1.620 1.716 1.632 1.531
share of males, 0£6 years, in household 0.105 0.099 0.102 0.116
share of females, 0£6 years, in household 0.092 0.105 0.091 0.089
share of males, 7-14 years, in household 0.103 0.092 0.105 0.103
share of females, 7-14 years, in household 0.087 0.086 0.088 0.083
share of males, 15-50 years, in household 0.270 0.323 0.261 0.264
share of females, 15-50 years, in household 0.256 0.248 0.255 0.264
share of males, >50 years, in household 0.051 0.031 0.055 0.052
share of females, >50 years, in household 0.036 0.015 0.042 0.029
1=head completed primary school, 0=other 0.412 0.762 0.398 0.245
1=main income of head from formal sector 0.262 0.757 0.197 0.150
1=main income of head from tree crops 0.387 0.086 0.457 0.368
1=main income of head from food crops 0.172 0.020 0.195 0.197
Number of Observations 1144 314 645 185
(percentage of national household numbers) (100) (13) (64) (23)
Note: Means are calculated using household sampling weights.25
Table 2: Identifying Adult Goods by Testing for Exclusion of Child Demographics
Adult good Hausman Test
Appropriate
 Estimator
Wald Test for Excluding
 Child Demographics p-value
Adult Clothing 2.78 IV 1.01 0.40
Alcohol 3.29 IV 1.11 0.35
Betelnut 1.72 OLS 1.48 0.21
Gambling 1.79 OLS 0.93 0.45
Meals out 3.56 IV 0.65 0.63
Tobacco 2.58 IV 0.40 0.81
Note: Test statistics and p-values are corrected for clustering, sampling  weights  and stratification. The
Wald test is distributed as F(k, d-k+1)
. where d is the number of clusters minus the number of strata (105),
and k is the number of restrictions (4). The Hausman test is distributed td.26










p-ratios              
Male 0-6 -0.49 -0.33 -0.46 0.79 -0.64 -0.13 -0.26
Male 7-14 -0.46 -1.06 -0.27 -1.80 -1.51 -0.52 -0.90
Female 0-6 -0.70 -0.50 -0.38 -0.11 0.20 -0.59 -0.34
Female 7-14  0.06 -0.43 0.76 -0.68 -0.74 0.68 -0.02
Adults
Male 15-50 0.87 0.21 -0.50 0.20 -0.15 0.27 0.03
Male > 50 -0.83 -0.63 0.30 -0.07 1.71 0.38 0.17
Female 15-50 0.20 -0.53 0.07 -0.16 -1.28 0.43 -0.27
Female > 50 1.84 -0.86 -0.61 -0.82 -2.22 -1.20 -0.87
Children
Standard errors
Male 0-6 0.53 0.37 0.29 0.74 0.38 0.54 0.18
Male 7-14 0.43 0.29 0.33 0.48 0.52 0.47 0.17
Female 0-6 0.51 0.34 0.49 0.48 0.59 0.83 0.20
Female 7-14 0.58 0.45 0.40 0.62 0.51 0.68 0.17
Adults
Male 15-50 0.55 0.37 0.25 0.33 0.32 0.41 0.16
Male > 50 0.68 0.28 0.51 0.65 1.56 0.83 0.33
Female 15-50 0.47 0.35 0.42 0.45 0.56 0.66 0.20
Female > 50 1.08 0.28 0.60 0.39 1.20 0.52 0.25
p-values for test of equal p-ratios for males and females
Infants 0.69 0.70 0.86 0.31 0.29 0.61 0.74
Adolescents 0.56 0.30 0.08 0.02 0.10 0.17 0.00
Prime Adults 0.43 0.18 0.33 0.55 0.05 0.86 0.28
Old Adults 0.06 0.51 0.31 0.31 0.13 0.17 0.04
Note: Standard errors and  p-values are corrected for clustering, sampling weights and stratification.27
Table 4: Adjusted Wald Tests for Equality of p-ratios across Adult Goods
Children Adults
Gender and age Test p-value Test p-value
Males 0-6 0.66 0.65 Males 15-50 1.54 0.18
Males 7-14 2.12 0.06 Males > 50 1.18 0.32
Females 0-6 0.36 0.88 Females 15-50 1.31 0.26
Females 7-14 1.78 0.12 Females > 50 1.63 0.15
Excluding Betelnut
Males 0-6 0.79 0.53 Males 15-50 0.67 0.61
Males 7-14 1.60 0.17 Males > 50 1.03 0.39
Females 0-6 0.45 0.77 Females 15-50 1.48 0.21
Females 7-14 0.90 0.47 Females > 50 2.00 0.09
Note: The test statistics are adjusted Wald (W) tests, ( ) , 1 kd W k d + - where d is the number of clusters minus the
number of strata in the stacked model and k is the number of restrictions being tested. The tests are approximately
F distributed with k and  1 + -k d  degrees of freedom under the null hypothesis that the p-ratios are the same
across all candidate adult goods (with betelnut included F(5, 630) and with betelnut excluded F(4, 525)).28











Children p-ratios              
Male 0-6 -0.70 -0.20 -0.54 0.66  (0.52)
Male 7-14 -0.00 -0.84 -1.24 3.61  (0.03)
Female 0-6 -0.47 -0.27 -0.57 0.21  (0.81)
Female 7-14  -0.71 0.22 -0.20 1.49  (0.23)
Adults
Male 15-50 0.77 0.04 -0.74 4.46  (0.01)
Male > 50 0.37 0.38 -0.63 0.85  (0.43)
Female 15-50 -0.43 -0.46 0.29 1.30  (0.28)
Female > 50 -0.80 -0.84 -1.32 0.27  (0.76)
p-values for test of equal p-ratios for males and females
Infants 0.70 0.81 0.96
Adolescents 0.22 0.00 0.06
Prime Adults 0.00 0.09 0.18
Old Adults 0.34 0.02 0.49
Note: The test for equality of the p-ratios across zones is an adjusted Wald test, distributed  as  F(2,105)
under the null hypothesis. The p-values for the hypothesis tests are corrected for sample design effects.