Abstract
Introduction
The problem we consider is that of nearest neighbor queries. For example, the query 'Find the closest city to San Diego, ' might return 'Los Angeles'. More formally, a 1-nearest neighbor query is defined as follows. Given a data set S of N points and a query q, find the closest object n, i.e., N N q = fn 2 S j 8 p 2 S : jjq , njj jjq , pjjg: A k-nearest neighbor query finds the k N closest points.
Henceforth, we shall use the term nearest neighbor query. Nearest neighbor queries are useful in several applications: GIS, where we want to find, e.g., the k nearest hospitals from the place of an accident. Such queries are useful in urban planning, decision making, etc.; information retrieval, where we want to retrieve similar documents; multimedia databases, where objects (e.g., time series) are transformed into n-d points, by extracting n features (such as the first n Discrete Fourier Transform (DFT) coefficients [1] ). Thus, a query of the form find k objects similar to the query object Q becomes the query find the k nearest neighbors to the query point q. This approach has been used in several other settings: for medical images [24] , video [23] , etc.; and DNA databases [32] .
Analyzing query performance in spatial access methods is important for query optimization and for evaluating access method designs. Unlike more complex queries such as spatial join, nearest neighbor queries are I/O-bound. Most I/O cost models unrealistically assume uniformity and independence to make the analysis tractible (for a recent example, see [7] ). However, real data overwhelmingly disobey these assumptions; they are typically skewed and often have subtle dependencies between attributes, causing most cost models to give inaccurate, pessimistic estimates [12] . In this paper, we derive formulas to estimate the number of I/Os for nearest neighbor search in an R-tree [17] and its variants (e.g., R*-tree [2] ), for real world data sets. Furthermore, our analysis incorporates a model of a typical (and nonuniform) workload using the so-called biased query model [27] , which assumes that queries are more likely to be posed in heavily populated regions.
The "curse of dimensionality" is a notorious problem in high dimensional indexing whereby performance degrades exponentially as a function of dimensionality. It has attracted a lot of recent interest [25, 9, 5, 22, 6, 8, 34] . Although no convincing lower-bound has been shown, the conventional wisdom in the theory community is that a solution does not exist for worst-case search time polynomial in d with linear storage [11] . Some empirical studies have observed barely sublinear search time in practice; in fact, in high dimensions, performance can degrade to worse than exhaustive search [9] .
As we argue in this paper, these results are overpessimistic when the intrinsic dimensionality of a data set is significantly lower than its embedding dimension. We show both analytically and experimentally that the fractal dimension, rather than the dimension of the space containing the data set, is the real determinant of performance. In this sense, the dimensionality curse is 'deflated' when the intrinsic dimensionality is significantly lower than the embedding dimension. Our formulas take as input five parameters: the number of data points N , the number of neighbors k, the effective bucket capacity C, the dimension of the embedding space E, and two measures of the intrinsic dimensionality, namely, the Hausdorff dimension D 0 and the Correlation dimension D 2 .
The paper is organized as follows. Section 2 gives some background on fractals and fractal dimensions and reviews some formulas for spatial selectivity estimation. Sections 3 and 4 give our formulas, with associated derivations and proofs. Section 5 presents empirical results from experiments. Section 6 lists the conclusions.
Background
Here we give a brief introduction to fractals and review some work in the analysis of spatial access methods and spatial selectivity estimation.
Fractals and fractal dimensions
A set of points is a fractal if it exhibits self-similarity over all scales. This is illustrated in Figure 1 (a), which shows the first few steps in the recursive construction of the so-called Sierpinski triangle. Figure 1(b) gives 5,000 points that belong to this triangle. The resulting set of points exhibits 'holes' in any scale; moreover, each smaller triangle is a miniature replica of the whole triangle. In general, the essence of fractals is this self-similarity property: parts of the fractal are similar (exactly or statistically) to the whole fractal. Next we present two measures of the so-called fractal dimension of a point set. For algorithms to compute them, see [4] . 
Definition 1 (Hausdorff fractal dimension)

Spatial access methods
Spatial access methods and specifically R-trees [17] have been the subject of many papers, e.g., R+-trees [31] , R*-trees [2] , and Hilbert R-trees [21] . See [16] for a survey. Recently, the dimensionality curse has attracted a lot of interest, and thus there have been many proposals for spatial access methods geared specifically towards high dimensional indexing [25, 9, 5, 6, 8, 34] .
Formal worst-case analyses of performance of R-tree queries in high dimensions have yielded some very pessimistic results [18, 34, 10] . The focus of the latter two are on nearest neighbor queries, where the analysis in [34] makes assumptions of uniformity and independence, and where the analysis in [10] applies to very restricted conditions of dependence between dimensions.
Selectivity estimation
Selectivity estimation in R-trees has also attracted much interest. The focus of [15] and [33] is on estimating disk accesses for range queries in R-trees. Selectivities for spatial joins using fractals are studied in [4] . Closer work to ours is that of [7] and [13] , in which cost models for nearest neighbors are presented. In the former, assumptions of independence are implicit in the formulas. In the latter, a cost function was provided, assuming that the distance distribution F x from an 'anchor' object to the rest of the objects is given, and is the same for any object that we choose as anchor. However, their formula needs statistical estimation of F x, and is unable to make any comment with respect to the embedding dimensionality E. In contrast, our analysis shows that E does not play a role; rather, it is the Hausdorff and Correlation fractal dimensions that really matter. Thanks to their simplicity, our formulas allow for easy extrapolations and asymptotic analysis that the formulas in [7, 13] cannot.
To the best of our knowledge, the only nearest neighbor analysis that uses fractals is in [29] , which gives upper and lower bounds for 1-nearest neighbor queries. In contrast, here we tackle the problem of k-nearest neighbor queries and give a single and more accurate average value. Moreover, our formulas can be simplified, and thus lead to fundamental observations that deflate the 'dimensionality curse'. From the previous work, we make use of the following two results. 
Lemma 2.1 In a well-constructed R-tree, the
Proposed L 1 nearest neighbor formulas
Because the analysis is more straightforward, we first consider the L 1 distance between points, that is, dx; y = max 1iE jx i , y i j. Moreover, nearest neighbor search based on the L 1 -norm has been used in the literature (e.g., see [24] ). We then proceed to the L 2 case. Both cases are analyzed similarly.
An outline of our analysis is given as follows. First, we determine how far away from the anchor point of the query the kth nearest neighbor is located on average, in effect, transforming a nearest neighbor query into an equivalent range query. Based on this distance, we compute the number of query anchors which cause a typical page to be accessed. Since in the biased model data points are chosen as query anchors and each point is equally likely to be taken, this directly gives us the access probability of that page. By summing up over the access probabilities of all R-tree pages, we finally get the average number of page accesses, that is, the average k-nearest neighbor performance of the structure.
Lemma 3.1 The average L 1 -distance of a data point to its
kth nearest neighbor is given by
Proof: In order to reach all neighborsñ of a query anchorq with L 1 -distance less than , that is, kq ,ñk 1 = max i=1;:::;E jq i , n i j , a hypercube of radius (of side length 2 ) centered atq has to be explored. On the other hand, the average number of neighbors of a data point in a hypercube of radius is given by
due to Eq. 4. Substituting V o l ;`E-d cube 0 by the volume formula for hypercubes, 2 E , as well as nb ;`E-d cube 0 by k, and performing some simple algebraic manipulations to solve the resulting equation for yields the desired result.
2
Lemma 3.1 provides the average search radius around an arbitrary data point in order to find its k nearest neighbors.
nn k is a constant, the nearest neighbor problem hence turns into a specific range query problem from the point of an average analysis, namely, asking square range queries of radius d L1 nn k, where each data point is equally likely to be chosen as square center. In [27] it is shown that all anchors of square range queries with radius which force a certain page to be accessed (query-sensitive anchors, for short) must be located within the page's Minimum Bounding Rectangle (MBR) dilated (à la Minkowski sum) by a frame of width . The next lemma gives the average number of data points located in such a region if the MBR is roughly a square by itself. Proof: We assume the center of the MBR to be a data point. Since every MBR wraps a large number of data points on average, it can be expected that there exists a data point within a very small distance to the center. The inflated MBR (with the query-sensitive anchors in it) is a square of side length l + 2 , so that we can directly use Eq. 4 to estimate the number of data points falling into it. Computing V o l l+ 2 ;`E-d cube 0 , substituting the term in Eq. 4, and adding the MBR's center as a further anchor completes the proof.
We are ready now to estimate the number of page accesses needed to answer a k-nearest neighbor query (that is, the query performance) with respect to the L 1 -norm. 
Note that when j = h , 1, Eq. 8 and 9 provide the average number of leaf accesses. We can simplify Eq. 8 under the reasonable assumptions that N is large (N 1) and D = D 0 = D 2 (which holds for any mathematical fractal).
Corollary:
Proof: By substituting the formulas for an L1 mbr , j , and d L1 nn k and performing some asymptotic manipulations as
With respect to the above formulas, we make the following observation. Contrary to previous results, the search effort does not suffer from the 'dimensionality curse' when D E as a result of the fact that the embedding dimensionality E does not appear in Eq. 8 and 9. Even when E is large, the k-nearest neighbor search performance is dictated by the fractal dimension of the data set.
Proposed L 2 nearest neighbor formulas
In this section, we analyze nearest neighbor queries in the L 2 norm, that is, dx; y = n P E i=1 x i , y i 2 o 1=2
. Fortunately, this slightly modified scenario can be handled in a manner very similar to that of the L 1 -norm. While the ideas behind the analysis remain the same, the formulas are more complicated. The first lemma determines the average Euclidean distance between neighbors. The next step concerns the estimation of the number of query-sensitive anchors of a certain page. In the Euclidean case, the nearest neighbor query again is transformed into a range query in the biased model, this time with spherical queries of radius d L2 nn k. In [28] it is shown that all anchors of spherical queries with radius are located in the page's MBR inflated by a rounded frame of width as depicted in Fig. 2 . These geometric solids, however, become more difficult to describe with every additional (embedding) dimension. The following lemma provides a solution for the cases of E = 2 ; 3. Proof: The proof is identical to that of Lemma 3.2, except that the volume for the 2-and 3-dimensional solids, as depicted in Fig. 2 , are used instead of the cube volume. Note that Theorem 2.2 is still applicable to these solids due to their regularity.
Lemma 4.1 The average Euclidean distance of a data point to its kth nearest neighbor is given by
2
Using Eq. 13 we can now derive an exact formula for P L2 all k, just as we did in Eq. 8:
For higher than 3 dimensions we come up with an upper and lower bound of the average number of query-sensitive anchors rather than the exact value. Since the L 1 -variation of the problem can be solved more easily, we reduce the Euclidean case appropriately. 
Lemma 4.3 For each MBR-size
Experiments
In this section, we present results from nearest neighbor experiments on both real and synthetic data sets. We designed experiments to determine the accuracy of our formulas for increasing nearest neighbors (k) and for increasing dimensionalities (D and E). Sierpinski -a synthetic, non-uniform fractal depicted in Fig 1, known as Sierpinski's triangle [30] . It was generated by embedding a Sierpinski triangle in E = 1 0 dimensional space, with D 0 = D 2 = 1.585. The Sierpinski triangle was on a two dimensional plane, which was deliberately not aligned with any of the axes;
plane -uniformly generated points for a range of sizes N (from 1-500K) lying on a 2-d plane (i.e.,
from 2-100). Two orthonormal vectors were randomly generated (via Gram-Schmidt) and points were uniformly sampled from the plane spanned by these vectors;
manifold -uniformly generated points lying on a randomly oriented, D 0 = D 2 -dimensional linear manifold in E-space. Thus, for a fixed E, the intrinsic dimensionality D 0 = D 2 can be adjusted.
Queries:
For each data set, we ran 100 queries. The workloads were composed of query anchor points randomly sampled from each data set in accordance with the biased query model. For the first set of experiments, we ran each workload to produce a variety of result sizes (i.e., nearest neighbors) k. For the second set, we ran each workload data sets of fixed intrinsic dimensionality with embedding dimensions E ranging from 2-100, and of fixed embedding dimension with D 0 and D 2 ranging from 1-6. Below we tabulate and plot I/O results from the experiments.
Software: For optimized performance, we used an implementation of libGiST 1 [19] with R*-tree heuristics (see [2] ) and the nearest neighbor algorithm from [20] . We presorted the points into an insertion order ensuring tight, square-like MBRs.
Accuracy
The plot in Fig. 4 demonstrates the accuracy of our formulas for both the L 1 and L 2 norms on the MGcty data set, plotting I/O as a function of k nearest neighbors retrieved.
2 Fig. 4 (a) plots the predicted (based on the formula in Eq. 8) and observed number of leaf page accesses for the L 1 norm; Fig. 4(b) plots total page accesses. Fig. 4 (c) plots the predicted (Eq. 14) and observed number of leaf accesses for L 2 norm; Fig. 4(d) plots total accesses. The plots graphically depict that the predicted values fell within one standard deviation of the observed values. As  Fig. 4 shows, performance in the two norms is approximately the same.
To see how our formulas compared with others, we looked at the results reported in [29] . Table 2 (a)-(b) presents a comparison with k = 1 , the only value of k that the previous formulas can estimate, for plane with E = 2 . Table 2(c) presents a comparison with k = 1 for a random sample of MGcty with N = 9 ; 552. Note that, whereas the previous results are reported as a range, our formulas give a single number.
Effect of dimensionality
In this set of experiments, our goal was to understand the effects of embedding dimension and intrinsic dimensionality. Figure 5(a) shows leaf accesses as a function of embedding dimension E for the plane data set with N =100K and k = 5 0 , in both graphical and tabular form. We increased E over a wide range, from 2 to 100 dimensions, while keeping D 0 and D 2 constant. Sierpinski data set. To ensure fair comparisons, we increased the page size by the same factor that E was increased, in order to achieve approximately constant branching factor (= effective bucket capacity). The average results are given, along with one standard deviation. To gain some perspective, we also present values that the uniformity and independence assumptions would predict for the same queries. Note that these values are overpessimistic. 
Conclusions
We focused on the performance of R-trees for k-nearest neighbor queries. Contrary to previous approaches that make the uniformity or independence assumption (or both), we only assumed that real data sets are self-similar, and that they are characterized by their fractal (more specifically, Hausdorff D 0 and Correlation D 2 ) dimensions. Using these two fractal dimensions, we derived closed formulas for the problem at hand. The practical contribution of this work is the derivation of accurate formulas to predict the number of I/Os in an R-tree for nearest neighbor queries, which could be used for spatial query optimization. These formulas have the following advantages over previous cost models:
They accurately predict I/O performance, to within one standard deviation of that observed. At the same time, they are closed-form and easy to use, requiring only five parameters: N , k, C, D 0 and D 2 ;
They apply to real data sets because they do not make any implicit assumptions of uniformity and independence;
They are valid for k-nearest neighbors, for any arbitrary k, and as such are more general than the older formulas (e.g., [29] and [7] ) that only estimate for the case of k = 1 ; They are exceptionally accurate in high dimensions when compared to other cost models, which are overpessimistic; for example, whereas our formulas gave an estimate for 100-dimensional data that is correct to within one or two I/Os, other cost models will 'blow up' under these circumstances.
From a theoretical point of view, our formulas are interesting because they show that data sets with low fractal dimension do not suffer from the dimensionality curse when D 0 E, in contrast to the recent pessimistic analyses. Indeed, nearest neighbor search does not necessarily exhibit the curse of dimensionality when the embedding dimension is high. Our experiments produced results not sensitive to increasing embedding dimension, for values of E ranging from 2 to as high as 100. Furthermore, as intuitively expected, we observed that the I/O performance degraded with fixed embedding dimension as the intrinsic dimensionality increased.
Future work could involve analyzing nearest neighbor queries on data sets of non-point objects.
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