Abstract. In this paper we first introduce the concept of the ternary Hermite polynomials and then prove that if an analytic function in several variables which satisfies a set of partial differential equations of second order, then, it can be expanded in terms of the product of the ternary Hermite polynomials. This expansion theorem allows us to develop a systematic method of proving the identities for the ternary Hermite polynomials.
Introduction and preliminary
For complex numbers x, y and non-negative integers m, n, the complex Hermite polynomials are defined by where m ∧ n = min{m, n}. The polynomials H m,n (z,z) were first considered by Itô [10] in his study of complex multiple Wiener integrals and and their applications to normal stochastic processes. These polynomials are also applied in [1] to coherent states, and in [17] , [18] to quantum optics and quasiprobabilities respectively. Many papers about this topic have been published in recent year, see for example [5] , [7] , [8] , [9] .
We now introduce the ternary Hermite polynomials, which are defined as follows: Definition 1.1. For any complex numbers x, y and z, the ternary Hermite polynomials are defined as Using the Taylor expansion one can easily find the following generating function for the ternary Hermite polynomials. Proof. Applying the partial differential operator ∂ 2 /∂x∂y to act both sides of the equation in Proposition 1.3, we find that Comparing the coefficients of s m t n , we complete the proof of the proposition.
By a simple calculation, we easily find the following operational identity, which is equivalent to [19, Equation (1.2)]. Proposition 1.4. The following exponential operator representation for the ternary Hermite polynomials holds:
Using Proposition 1.4 we can expand x m y n in terms of the ternary Hermite polynomials, which is the inversion of the formula in Proposition 1.4. This formula is equivalent to [19, Equation (1. 3)]. Proposition 1.5. For any non-negative integers m and n, we have
Proof. Using the exponential operator exp −z ∂ 2 ∂x∂y to act both sides of the equation in Proposition 1.4 we have
It is obvious that when z = −1, H m,n (x, y, z) reduce to the complex Hermite polynomials H m,n (x, y). By a simple calculation, we also find that
Thus we may regard the ternary Hermite polynomials as a variant form of the complex Hermite polynomials. Although the ternary Hermite polynomials are equivalent to the complex Hermite polynomials, the former have a richer mathematical structure than the latter. For our purposes, we introduce the definition of the k-fold ternary Hermite series in several variables. Definition 1.6. The k-fold ternary Hermite series are defined as
where λ m 1 ,n 1 ,...,m k ,n k are independent of x 1 , y 1 , z 1 , . . . , x k , y k , z k .
The principal result of this paper is the following expansion theorem for the analytic functions in several variables.
, then, f can be expanded in an absolutely and uniformly convergent k-fold ternary Hermite series, if and only if, for j ∈ {1, 2, . . . , k}, f satisfies the partial differential equations
This theorem is a powerful tool for proving formulas involving the ternary Hermite polynomials, which allows us to develop a systematic method to derive identities involving the ternary Hermite polynomials. With this expansion theorem, we can easily derive many curious formulas for the ternary Hermite polynomials.
For simplicity, in this paper we sometimes use D x , D y , D z to denote the partial differential operator ∂/∂x, ∂/∂y, ∂/∂z.
The proof of Theorem 1.7
We begin this section with the following fundamental property of several complex variables (see, for example [12, p. 5, Proposition 1]).
, f can be expanded in an absolutely and uniformly convergent power series,
Now we begin to prove Theorem 1.7 with the help of this proposition.
Proof. The theorem can be proved by mathematical induction. We first prove the theorem for the case k = 1.
Since f is analytic at (0, 0, 0), we know that f can be expanded in an absolutely and uniformly convergent power series in a neighborhood of (0, 0). Thus there exists a sequence {λ m,n,p } independent of x 1 , y 1 and z 1 such that
The series on the right-hand side of the equation above is absolutely and uniformly convergent. Substituting the equation above into the following partial differential equation:
and using the identities, D z 1 {z
, in the resulting equation, we obtain ∞ m,n,p=0
Upon equating the coefficients of z p−1 1 on both sides of the equation, we deduce that
If we iterate this relation (p − 1) times and interchange the order of differentiation and summation, we deduce that
Substituting this into (2.1) and using a simple calculation, we conclude that
Interchanging the order of summation and using Proposition 1.4, we deduce that
This indicates that f (x 1 , y 1 , z 1 ) can be expanded in terms of H m,n (x 1 , y 1 , z 1 ). Conversely, if f (x 1 , y 1 , z 1 ) can be expanded in terms of H m,n (x 1 , y 1 , z 1 ), then, using Proposition 1.3, we find that f (x 1 , y 1 , z 1 ) satisfies the partial differential equation
This shows that Theorem 1.7 holds for the case with k = 1. Now, we assume that the theorem is true for the case k − 1 and consider the case k. If we regard f (x 1 , y 1 , z 1 , . . . , x k , y k , z k ) as a function of x 1 , y 1 and z 1 , then, f is analytic at (0, 0, 0) and satisfies
Hence there exists a sequence {c m 1 ,n 1 (x 2 , y 2 , z 2 , . . . , x k , y k , z k )} independent of x 1 , y 1 and z 1 such that
Setting z 1 = 0 in the equation and using
Using the Maclaurin expansion theorem, we immediately deduce that
Substituting (2.2) into the partial differential equations in Theorem 1.7, we find that for j = 2, . . . , k,
By equating the coefficients of H m 1 ,n 1 (x 1 , y 1 , z 1 ) in the above equation, we find that for j = 2, . . . , k,
Thus by the inductive hypothesis, there exists a sequence λ m 1 ,n 1 ,...,m k ,n k independent of x 2 , y 2 , z 2 , . . . , x k , y k , z k (of course independent of x 1 , y 1 and z 1 ) such that
Substituting this equation into (2.2), we complete the proof of the theorem.
To determine if a given function is an analytic functions in several complex variables, we can use the following theorem due to Hartogs (see, for example, [15, p. 28 
]).
Theorem 2.2. If a complex valued function f (z 1 , z 2 , . . . , z n ) is holomorphic (analytic) in each variable separately in a domain U ∈ C n , then, it is holomorphic (analytic) in U.
The Poisson Kernel for the ternary Hermite polynomials
In this section we will use Theorem 1.7 to give a complete new proof of the following Poisson kernel for the ternary Hermite polynomials. This formula was firs derived by Carlitz [4] and rediscovered by [17] . For different proofs, see [7] , [8] . Our proof is brand new. 
Proof. If we use f (x 1 , y 1 , z 1 ) to denote the right-hand side of the equation in Theorem 3.1, then, it is easily seen that f (x 1 , y 1 , z 1 ) is an analytic function of x 1 , y 1 , z 1 for any x 1 , y 1 and |stz 1 z 2 | < 1. Hence
. By a direct computation, we find that
Thus, by Theorem 1.7, there exists a sequence {λ m,n } independent of
Using the generating function for the ternary Hermite polynomials in Proposition 1.2, we have
Comparing the right-hand sides of these two equations, we conclude that
Substituting this into (3.1), we complete the proof of Theorem 3.1.
Using Proposition 1.2 we easily find that the Poisson kernel for the ternary Hermite polynomials is equivalent to the following exponential operational identity, which is equivalent to [19 
The Nielsen type formulas for the ternary Hermite polynomials
We begin this section with the following formula for the ternary Hermite polynomials.
Theorem 4.1. For any complex numbers x, y, z, s 1 , s 2 , t 1 and t 2 , we have
Proof. Denote the left-hand side of the equation in Theorem 4.1 by f (x, y, z). It is easily seen that f (x, y, z) is analytic at (0, 0, 0). A simple computation shows that
Thus, by Theorem 1.7, there exists a sequence {λ k,l } independent of x, y and z such that
Upon setting z = 0 in the equation and using H k,l (x, y, 0) = x k y l , we deduce that
Equating the coefficients of x k y l on both sides of this equation, we find
Substituting this into the right-hand side of (4.1), expanding (s 1 + s 2 ) k (t 1 + t 2 ) l using the binomial theorem and interchanging the order of summation, we complete the proof of Theorem 4.1.
Using Theorem 4.1 we can derive the following Nielsen type formula for the ternary Hermite polynomials, which was first derived by Granmi [5, Equation (3.11) ], see also [7, Equation (4 .7)]. Theorem 4.2. For any non-negative integers m j , n j , p j j ∈ {1, 2}, we have
Proof. Using the Maclaurin series expansion for the exponential function and the exponential generating for the ternary Hermite polynomials, we have
Substituting these three equations into the left-hand side of the equation in Theorem 4.1 and equating the coefficients of s For any non-negative integers m j , n j , p j j ∈ {1, 2}, we have
Proof. Upon multiplying both sides of the equation in Theorem 4.1 by exp(−s 1 t 2 − s 2 t 1 )z and then equating the coefficients of like power, we complete the proof of Theorem 4.3.
Addition formula for the ternary Hermite polynomials
Theorem 5.1. If M, N are two non-negative integers, then, we have the following addition formula for the ternary Hermite polynomials:
The sum is taken over all combinations of non-negative integers indices m 1 through m k and n 1 through n k such that
Proof. Upon denoting the left-hand side of the equation in Theorem 5.1 by f (x 1 , y 1 , z 1 , . . . , x k , y k , z k ), it is obvious that this function is analytic at (0, . . . , 0) ∈ C 3k . For simplicity, we temporarily denote
By a simple calculation, we find that for j = 1, . . . , k,
Thus, by Theorem 1.7, there exists a sequence {λ
Setting z 1 = · · · = z k = 0 and in the resulting equation using the fact that
Expanding the left-hand side by the multinomial theorem and then equating the coefficients of multiple power series, we complete the proof of Theorem 5.1.
A multilinear generating function for the ternary Hermite polynomials
Theorem 6.1. If |s 1 t 1 z 1 + · · · + s r t r z r | < 1 and a, b, c are defined by
then, we have the following multilinear generating function for the ternary Hermite polynomials:
Proof. If we use f (x, y, z) to denote the left-hand side of (6.1), then, it is easily seen that f is an analytic function of x, y, z such that |s 1 t 1 z 1 + · · · + s r t r z r | < 1. Hence , f (x, y, z) is analytic at (x, y, z) = (0, 0, 0). By a straightforward computation, we conclude that
Thus, by Theorem 1.7, there exists a sequence {k, l} independent of x, y, z such that
Setting z = 0 and using the fact that H k,l (x, y, 0) = x k y l , we find that
On other hand, it is obvious that
exp(s j x j x + t j x j + s j t j z j xy).
Using the generating function of the exponential type for the ternary Hermite polynomials, we find that
Comparing this equation with (6.3), we conclude that
Substituting this into (6.2), we complete the proof of the theorem.
7.
A generating function for the products of the Hermite polynomials and the ternary Hermite polynomials
As usual, for any real number x, we use [x] to denote the greatest integer function. For any complex number x, the Hermite polynomials are defined by
The exponential generating function for the Hermite polynomials H n (x) is given as follows:
The following formula is equivalent to [19, Equation (7.4) ], which was proved by Wünsche using operational method and some properties of Hermite polynomials. 
Proof. If we use f (x, y, z) to denote the right-hand side of the equation in Theorem 7.1, then, it is easily seen that f is analytic at (0, 0, 0). A elementary calculation shows that
Hence, by Theorem 1.7, there exists a sequence λ m,n independent of x, y, z such that
λ m,n H m,n (x, y, z).
Setting z = 0 and using the fact that H m,n (x, y, 0) = x m y n , we deduce that
Using the exponential generating function for the Hermite polynomials, we find that
Upon substituting these two equations into the left-hand side of (7.4) and equating the coefficients of like power, we obtain
Combining this equation with (7.3), we complete the proof of Theorem 7.1. 
Proof. Upon taking x = y = 0 in the equation in Theorem 7.1 and using the fact that H m,n (0, 0, z) = δ m,n n!z n , we find that
Putting s = z = 1 in this equation and simplifying we complete the proof of Theorem 7.2.
In the same way we can prove the following more general generating function formula, which appeared to be new. Putting x = y = 0 in Theorem 7.2 and using the fact that H m,n (0, 0, z) = δ m,n n!z n , in the resulting equation and finally setting s = z = 1, we derive the following formula due to Weisner [16, Equation (4.9) ]. 
