Introduction
It is well known that in characteristic p > 2 the Hasse invariant of the Legendre curve E : Y 2 = X(X − 1)(X − λ) iŝ Building on work of Hasse (see [h1] , [h2] , [h3] ), Deuring [d] discovered that the roots of this polynomial in characteristic p are the supersingular values of λ, the algebraic numbers over the prime field F p for which the elliptic curve E has no points of order p. The corresponding j-values j(E) = 2 8 (λ 2 − λ + 1) 3 λ 2 (λ − 1) 2 are roots of the supersingular polynomial ss p (t) (see [kaz] ) in characteristic p. This polynomial has been somewhat more difficult to determine, though already Deuring in [d, p. 201 ] gave a complicated expression for it. In [kaz] , Kaneko and Zagier give several different expressions for the polynomial ss p (t) in terms of the hypergeometric function and Jacobi polynomials, whose derivation depends on computations with modular forms. They also give a formula for ss p (t) due to Atkin, which expresses ss p (t) as the reduction of one of a certain sequence of orthogonal polynomials modulo p. See [bgns] for a generalization of Atkin's results. In [brm] , an elementary expression for ss p (t) was found -elementary in the sense that its derivation depends only on elementary group-theoretic arguments and algebraic manipulations of differential equations -that is also expressed in terms of a certain Jacobi polynomial J p (t):
(1.2) ss p (t) ≡ t r (t − 1728) s J p (t) (mod p);
here r = 1 2 (1 − (−3/p)), s = 1 2 (1 − (−4/p)), and (1.3) J p (t) = (1728) np * P (α,β) np
is the Jacobi polynomial (see [aar] ) whose parameters are defined by n p = (p − e p )/12, with p ≡ e p (mod 12) and e p = 1, 5, 7, 11;
(1.3 ) (α, β) = (− 1 3 ( −3 p ), − 1 2 ( −4 p )), and α + β + 1 = e p 6 .
It turns out that there is a very simple expression for J p (t) which is closely related to the polynomial W m (x). The latter polynomial is palindromic, so there are monic polynomials A m (x) and B m (x) ∈ Z[x], of degree m, for which
(1.4) W 2m+1 (x) = (x + 1) * x m B m (x + 1/x).
In this paper we will prove the following formulas for J p (t).
Theorem 1.1. With n p = (p − e p )/12 as in (1.3 ), we have that
) (mod p), if p ≡ 1 (mod 4);
(1.5)
) (mod p), if p ≡ 3 (mod 4).
Thus, J p (t) is intimately related to the polynomial W (p−e)/6 (x), where e = 1 or 5. Together, these formulas lead to the following explicit form for J p (t):
(1 − (−4/p)) and n p = (p − e p )/12, then (1.6) J p (t) ≡ np k=0 2n p + s 2k + s
This seems to be the first formula that gives ss p (t) as the reduction (mod p) of a monic polynomial with integer coefficients. The polynomials A m (x) and B m (x) are essentially Jacobi polynomials, and like the Jacobi polynomial in (1.3), satisfy second order differential equations, as well as second order linear recurrences with variable coefficients.
With this formula in hand, we derive the following explicit form of the Hasse invariant. If the elliptic curve E is given by an equation E : Y 2 + a 1 XY + a 3 Y = X 3 + a 2 X 2 + a 4 X + a 6 , then for p > 3 the Hasse invariant of E is given by (1.7)Ĥ p (E) = c r 4 (−c 6 ) s ∆ np J p (j(E)), where r, s are given above; j(E) and ∆ are the j-invariant and discriminant of E; and c 4 , c 6 are the following standard polynomials in the coefficients of E: See [si, p. 46] , [hus, pp. 70-71] , and [kaz] .
When the equation for E is in Weierstrass normal form, then a similar formula holds:
with ∆ = g 3 2 − 27g 2 3 and j(E) = 1728g 3 2 /∆. This formula gives an explicit form for the polynomial P (x) in Hasse's paper [h1, p. 165] . See also the discussion in [kaz] .
One by-product of the formula (1.7) is an explicit formula for the cubic Jacobsthal sum: if p > 13, then
is equal to the absolute least remainder (mod p) of the quantity g p (a, b, c) = −(16a 2 − 48b) r (64a 3 − 288ab + 864c) s ∆ np J p (j(a, b, c)), where r, s and n p are as above, and ∆ and j(a, b, c) are the discriminant and jinvariant of the curve y 2 = x 3 + ax 2 + bx + c. (See Theorem 3.3.) Because of this connection with the Hasse invariant, the polynomial J p (t) ∈ F p [t] possesses some remarkable properties. Any two isogenous elliptic curves over a field k of characteristic p have essentially the same Hasse invariant, differing only by a factor of the form ζ p−1 with ζ ∈ k, and this implies
where c ,i and ∆ i are the invariants corresponding to E i . When E 1 has indeterminate coefficients over F p , say, this gives an infinite set of rational (or algebraic) identities for J p (t) over F p . In Proposition 3.4 we show that ζ = 1 when the equations for E 1 and E 2 are related by the trace map in the corresponding function fields.
We explore the nature of these identities by studying elliptic curves in Tate normal form:
where f n (a, b) = 0 is a relation guaranteeing that P = (0, 0) is a point of exact order n on E n = E n (a, b). As an example of the sort of identity we obtain, consider the Tate normal form with a point of order n = 4:
In this caseĤ p (E 4 ) is the following polynomial in the variable b:
By considering the "natural" isogeny E 4 → E 4 / P associated to the point of order 4 on E 4 , we obtain the identity:
which comes from the fact that the curve E 4,4 = E 4 / P has Hasse invariant (1.10)Ĥ p (E 4,4 ) = (1 + 224b + 256b 2 ) r (1 + 16b)
By considering the 2-isogeny E 4 → E 4 / 2P we also show that
The congruences (1.10) and (1.11) lead to the following surprising result: when the substitution t = z 4 is made in the polynomial
, the result is a projective invariant (mod p) for a group G 24 of linear fractional transformations in z, where G 24 is isomorphic to the octahedral group. This means that if σ(z) = (αz + β)/(γz + δ) is any transformation in G 24 , then W (p−1)/2 (z 4 ) transforms in the following way:
where det(σ) = αδ − βγ and ρ σ = ±1 is a constant (actually a linear character of G 24 over F p ). The group G 24 can be generated by the mappings
and is the reduction (mod p) of the normal form of the octahedral group considered by Fricke [fr, pp. 37-39] ; the elements of this normal form are exactly the linear fractional mappings on the z-plane which correspond under stereographic projection to the rotational symmetries of a regular octahedron inscribed in the unit sphere.
As consequences of this we have: (b) For p > 5, the 5-th roots of the supersingular parameters b of the Tate normal form
lie in the field F p 2 (ζ 5 ) ⊆ F p 4 and are invariant under G 60 .
The group G 60 in this theorem is exactly the reduction (mod p) of the normal form of the icosahedral group given by Fricke [fr] (see also [du] ). We investigate the nature of the irreducible factors of the Hasse invariantĤ p (E 5 ) in Theorem 6.2.
In [m] a similar result is proved for the Hessian curve E α : y 2 +αxy+y = x 3 ; namely, that its Hasse invariantĤ p (E α ) is a projective invariant for a group G 12 ∼ = A 4 of linear fractional transformations in α. In this case the supersingular parameters of E α lie in F p 2 but the cube roots α 1/3 do not generally lie in F p 2 . Thus it is unclear for now exactly what the generalization of the above results for n = 4, 5 should be for higher values of n. The right conjecture will probably be found by considering modular forms for the congruence subgroup Γ(n).
We can say something in general about the field generated by supersingular parameters of E n = E n (a, b) over F p . In Section 6 (see Theorem 6.1) we prove: Theorem 1.4. If (p, n) = 1 and the Tate normal form E n (a, b) in (1.9) is supersingular, then a and b lie in the field F p 2m , where m is the order of p in the group Z × n / ±1 . Moreover, F p (a, b) = F p m or F p 2m , where both possibilities occur for infinitely many triples (n, p, m) .
This leads in section 7 to a simple proof of Theorem 1.5. If (p, n) = 1, the field generated over F p by the coordinates of the points of order n on the supersingular curve E n (a, b) is exactly the field F p 2m of Theorem 1.4.
This result provides a satisfying analogue to the fact that the points of order 2 on a supersingular Legendre curve, and the points of order 3 on a supersingular Hessian curve, are defined over F p 2 (see [brm] and [m] ).
The supersingular polynomial
The key to proving (1.5) and (1.6) lies in the result that y = J p (x) is the unique monic solution of degree < p in F [x] of the differential congruence (2.1)
(See [brm, Theorem 3, p. 83; and Lemma 1, p. 100] .) Recall that the Jacobi polynomial P (α,β) n (x) can be defined by the Rodrigues formula
or by the formula
The following formulas express the polynomials A m (x) and B m (x) in (1.4) in terms of a suitable Jacobi polynomial.
Proof. We shall use the following identities:
is the Legendre polynomial (see [psz, VI, problem 85] and [aar, p. 117, ex. 19] ). Setting z = x + 1/x, these identities give
((x + 6)/(x − 2)), which is the first equality in (2.3). To prove the second equality, put (x + 6)/(x − 2) for x in (2.2). This gives
This and the identity
imply the rest of (2.3). The formulas in (2.4) are proved in exactly the same way.
A simple consequence of these formulas is that A m (x) = mB m−1 (x), for m ≥ 1. We also note that A m (x) and B m (x) satisfy the differential equations
These equations follow in a straightforward way from Proposition 2.1 and the differential equation satisfied by the Jacobi polynomial u = P (α,β) m (x), which is (see [aar, p. 297 
We can now prove (1.5).
Proof of (1.5). We just have to verify that A np (2 − x/432) resp. B np (2 − x/432) satisfies the differential congruence (2.1). Putting m = n = n p = (p − e p )/12 and replacing x by 2 − x/432 in (2.5) gives
Now put y = A n (2 − x/432). This yields the differential congruence
which coincides with (2.1) when e p = 1 and α = −1/3 or when e p = 5 and α = 1/3.
Similarly, putting m = n = (p − e p )/12 and replacing x by 2 − x/432 in (2.6) leads to the differential congruence for y = B n (2 − x/432):
which coincides with (2.1) when e p = 7 and α = −1/3 or when e p = 11 and α = 1/3. This completes the proof of (1.5).
Formula (1.6) is immediate from (1.5) and the formulas in Proposition 2.1.
The formulas in (1.5) were first discovered by factoring 
Proof. This is immediate from (1.5) and [brm, Theorem 4(c) ].
Proposition 2.3. If the prime p ≡ e (mod 6), where e = 1 or 5, then the polynomial W (p−e)/6 (x) factors (mod p) into a product of linear, quadratic, and palindromic quartic polynmomials.
Proof. This follows easily from (1.4) and the fact that J p (x) factors into linear and quadratic polynomials (mod p).
3 Explicit formulas for the Hasse invariant.
Before deriving a formula for the Hasse invariant, we briefly recall the original definition that Hasse gave for this invariant in [h1] . Given an elliptic function field K = k(x, y) with prime divisor o and its corresponding defining equation y 2 = f (x), Hasse showed there is a prime element u in K, unique (mod o p ), for which
for a constant A, the Hasse invariant, which is uniquely determined by K, o and the equation y 2 = f (x). The invariant A transforms, furthermore, as a homogeneous quantity of dimension −(p − 1): when x and y are subject to the transformation x = γ −2 x, y = γ −3 y, then u = γu and A = γ −(p−1) A. It follows that if t is any prime element for o, and
and the resulting expression
determines A uniquely, independent of t, for a fixed prime o and defining equation y 2 = f (x). In exactly the same way, if the equation connecting x and y has the more general form then (3.3) holds with c i defined by
where the expression on the left is the invariant differential for K. (In other words, we take the Hasse invariant for E to be the Hasse invariant for the curve obtained by completing the square in the equation for E.) This fact will be important in Section 4 when we derive identities for the Hasse invariant. In particular, it follows from this formula that A is unchanged if x and y are subject to the translation (x, y) → (x + ζ, y − a 1 ζ/2) with ζ ∈ k.
Hasse went on to show, in the same paper [h1, p. 168] , that the element
which is integral over k [x] , satisfies the congruence
Furthermore, if we choose the prime element t = (−2x)/y (assuming again that y 2 = f (x)), then in (3.1) we have c 0 = 1, c 1 = 0, and hence u = t(1 + t 2 g(t)), where g(t) is a power series in t. In that case it is easy to verify that the congruence (3.5) holds also with t in place of u:
This is the congruence that Hasse and Witt then use in [h3] , for an arbitrary prime divisor p in place of o and prime element t for p, to generalize Hasse's results to function fields of arbitrary genus. This is also the starting point for Deuring's derivation of the well-known alternative definition of A in [d] , namely, as the coefficient of
This leads to Deuring's determination of the Hasse invariant for the Legendre curve in terms of the polynomial (1.1). In verifying this fact, Deuring uses essentially the same prime element ω = x/y = −t/2 in place of t in (3.6), and it is easy to see that this leads to the same result for A (when v p is replaced by v = −2v p ). We summarize all this in the following lemma.
Lemma 3.1. For a given elliptic curve E : y 2 = f (x), with base point O corresponding to the prime divisor o of K = k(x, y), the Hasse invariantĤ p (E) = A can be computed as either
, where the c i are the coefficients in (3.1), for an arbitrary prime element t for o;
Both methods lead to the same value for A in the base field k.
This discussion is necessary for the proof of the following result, since the Hasse invariant can vary by factors of the form s p−1 (s ∈ k) for different curves defining isomorphic function fields. See also the discussion in Lang's book [la, Appendix 2, section 5].
be an elliptic curve in Weierstrass normal form with discriminant ∆ = g 3 2 − 27g 2 3 and j-invariant j(E) = 1728g 3 2 /∆, defined over a field k of characteristic p, where p > 3. Then the Hasse invariant H p (E) of E/k is given by the formula
, and n p = (p − e p )/12 is defined as in (1.3 ).
b) If the curve E has the form
over the field k (with characteristic p > 3), then
where
as in [si, p. 46] or [hus, pp. 67-68] .
Remark. For p = 2 and 3 we may of course takeĤ 2 (E) = a 1 (mod 2) andĤ 3 (E) = b 2 ≡ a 2 1 + a 2 (mod 3). See [d, p. 253, 255] . Proof. First assume that g 2 and g 3 are independent indeterminates over k and consider the curve E defined over k(g 2 , g 3 ). SinceĤ p (E) is homogeneous of dimension
where P (t) is a polynomial of degree at most n = n p over F p . If any substitution is made for g 2 and g 3 fromk that renders E supersingular, with j-invariant not equal to 0 or 1728, then ∆g 2 g 3 = 0 and P (j(E)) = 0. Since such a substitution can be made that gives j(E) = ρ, for any root ρ of J p (t) ink, it follows that J p (t) must divide P (t). This forces these two polynomials to have the same degree, so that P (t) = c p J p (t), for some constant c p . This proves (3.7), except for showing that c p = 1, 12, −216, (12)(−216), depending on the residue class of p (mod 12).
The polynomial J p (t) is monic, and we may write
.
according as p ≡ 1 or 3 (mod 4). This allows us to determine c p as follows. Using Deuring's result referred to above,Ĥ p (E) is also the coefficient of
If p ≡ 1 (mod 3), then the highest degree term in g 2 has degree (p − e p )/4 in g 2 . From (3.11), the coefficient of this term is either
On the other hand, if p ≡ 2 (mod 3), then the highest degree term in g 2 has degree (p − e p )/4 + 1 in g 2 . From (3.11), the coefficient of this term is either
, for e p = 11, (i = (p + 1)/4, j = (p − 7)/4, k = 1).
It follows from these calculations that c p is given by (3.12)
Hence, c p depends only on p and not on the curve E. To evaluate c p explicitly we consider the Legendre curve E λ : Y 2 = X(X − 1)(X − λ), whose Hasse invariant we know to be (−1) (p−1)/2 W (p−1)/2 (λ). The translation X → X + (λ + 1)/3 does not affectĤ p (E) (by the remark following (3.4)), so we may computeĤ p (E) from the Weierstrass form of this curve:
. Now compare the leading coefficient of λ on both sides of the equation
The power of 2 contributed by the last two terms in this equation is 2 4n+8n = 2 12n = 2 p−ep = 2 1−ep . The evaluation of c p now follows by considering the 4 cases for p (mod 12), using the fact that W (p−1)/2 (λ) is monic in λ. This proves Theorem 3.2a).
Part b) follows easily from part a) on converting E to Weierstrass normal form.
n , for p ≡ 1(mod 12); 12(−432) n 2n n , for p ≡ 5(mod 12); and
The cubic Jacobsthal sum.
Theorem 3.2 allows for the determination of the number of points on a curve E/F p from the well-known congruence |E( [si, p. 141] , [hus, p. 263] . (But note the sign misprints in [si] and [hus] .) This congruence yields the following result.
Theorem 3.3. Assume the elliptic curve E :
be the discriminant and j(a, b, c) = (16a 2 − 48b) 3 /∆ the j-invariant of E. If p > 13 and p does not divide ∆, then the value of the Jacobstahl sum
is the absolute least remainder (mod p) of
Proof. For the curve E we have that
and the well-known estimate of Hasse gives that |S p | ≤ 2 √ p < p/2, for p ≥ 17. The above congruence implies that
and |S p | < p/2 shows that S p is the absolute least remainder of g p (a, b, c) (mod p).
As an example we note that S 17 is the absolute least remainder (mod 17) of the polynomial
This follows easily from Theorem 3.3 and the fact that J 17 (t) = t − 2592.
Hasse invariants of isogenous curves.
The following proposition is the key to identities involving the Hasse invariant and the polynomial J p (t).
Proposition 3.4. Let K 1 = k(x, y) be an elliptic function field, where x, y satisfy an equation
which is also elliptic, and assume K 1 /K 2 is separable.
(a) The elements
satisfy a Weierstrass equation
(b) The Hasse invariants of E 1 and E 2 are equal:
Proof. Let G = Gal(K 1 /K 2 ) be the group of translation automorphisms of K 1 which fix K 2 , and let m = |G|. Then
It is not hard to see that u and v are nonzero and satisfy a Weierstrass equation of the form given for E 2 , for the following reason. If o is the prime divisor at infinity for E 1 , then the pole divisors of u and v are a 2 and a 3 , where
where the last term in this equation indicates a function in L(1/a 4 ). It follows that v 2 − u 3 lies in L(1/a 5 ), so that the coefficients of u and v in the equation for E 2 can be taken to be 1. Now, since translations fix the invariant differential dx/(2y + a 1 x + a 3 ), we have
Because the invariant differential for K 2 is a constant multiple of the invariant differential for K 1 , we see first that d 1 = a 1 and d 3 = ma 3 , and then that the invariant differential for E 2 coincides with the invariant differential for E 1 .
Now we use the characterization (3.3) ofĤ p (E) in terms of the coefficients c 0 and c p−1 in the expansion (3.4) , with respect to a prime element t for the prime divisor a. Since K 1 /K 2 is unramified, a prime element t for a is also a prime element for o, and by the above calculation
Therefore, the constants c 0 and c p−1 are the same for K 1 and K 2 . This giveŝ
4 The Hasse invariant of the Tate normal form.
We shall apply Proposition 3.4 to the following curve in Tate normal form:
where the relation f n (a, b) = 0 guarantees that the point P = (0, 0) has order n ≥ 4 on E n . The invariants of this curve are
We may compute f n (a, b) as follows. Completing the square in the equation for E n gives the curve
, and where A and B are given by
The point P = (0, 0) on E n corresponds to the point
on E 1 . Now we use the formulas in problem 3.7 of [si, p.105] 
and the recursion formulas
we find the first few values of ψ m (P 1 ) = ψ m to be
Defining
we have
It follows that
From these considerations we see [m] e (m) . Then the relation f n (a, b) may be taken to be the polynomial
where µ(d) is the Mőbius function. Hence, f n (a, b) is not divisible by b.
The curve f n (a, b) = 0 has a natural automorphism group that we will now describe. We need the following well-known lemma, whose proof is left to the reader.
Lemma 4.1. Let n ≥ 4. Given the point (c, d) of order n on the curve E : y 2 + a 1 xy + a 3 y = x 3 + a 2 x 2 + a 4 x + a 6 , defined over a field k, there exist unique elements u and v in k(c, d) so that the substitution
transforms E to Tate normal form. The number v is the slope of the tangent line to the curve E at the point (c, d).
Apply this lemma to the Tate normal form of the curve E n , where (c,
takes the equation for E n to an equation
also in Tate normal form. (Note that taking X → x + c, Y → y + d destroys the normal form for E n .) We define the map φ k by
For example, when k = 2 we have
Note that φ 2 is undefined only for a = 1; and becauseψ 4 = a − 1, the point (1, b) can only satisfy f n (1, b) = 0 when n = 4. Since 2 divides 4, the map is not defined on f 4 (a, b) = 0, but is defined on all finite points of the curve C n : f n (a, b) = 0 for n ≥ 5, n = 6. In general, the point kP has order n/(n, k) on E n , so that the result of the mapping σ k is a curve in Tate normal form, with n replaced by n/(n, k).
Thus we see that
In particular, φ k : C n → C n when (n, k) = 1.
It is straightforward to compute that φ −1 (a, b) = (a, b). We now show:
Proposition 4.2. a) For any integers k and we have
where the composition is applied from right to left. b) For any integer n ≥ 4 the map Φ : k → φ k is a homomorphism from Z × n to the automorphism group Aut(C n ), whose kernel is the subgroup ±1 (mod n). Thus the group Z × n / ±1 injects into the group Aut(C n ).
Proof. Let E = E n be the Tate normal form in (4.1), and suppose the substitution σ k takes the equation for E to an equation for the curve E , and that σ takes an equation for E to an equation for the curve E , where E and E are also in Tate normal form. We compose the mappings σ k and σ in σ k • σ from left to right, since we are thinking of each mapping as a substitution.
We have (c k , d k ) = kP = k(0, 0) on E, and (c , d ) = P = (0, 0) on E . Now the point P = (0, 0) on E corresponds by σ k to the point (c k , d k ) = kP on E, and the point P = (0, 0) on E corresponds by σ to the point (c , d ) = P on E . Thus the point P = (0, 0) corresponds by σ k • σ to the point kP = (c k , d k ) on E. It follows that
and therefore the mapping σ k • σ has the form
Since σ k • σ takes the equation for E to an equation in Tate normal form, it follows from Lemma 4.1 that
Part (a) implies that the map φ k has an inverse, whenever (n, k) = 1, and therefore gives an automorphism of the curve C n . Part (a) also shows that Φ :
To finish the proof of (b), assume that (n, k) = 1 and φ k is the identity map on
To show that k ≡ ±1 (mod n) we may assume that a or b (or both) are transcendental elements over the ground field and satisfy the equation f n (a, b) = 0. The curve E n is an elliptic curve with a transcendental j-invariant j n (a, b), since a and b exist for which f n (a, b) = 0 and j n (a, b) has any given algebraic value over the prime field. Now (a k , b k ) = (a, b) implies that the corresponding substitution σ k takes the curve E n to itself; i.e., σ k is an automorphism of E n which fixes the base point O. But then σ k = ±1 in the endomorphism ring of E n , so
In the first case (c k , d k ) = k(0, 0) = (0, 0) and k ≡ 1 (mod n); in the second case (c k , d k ) = k(0, 0) = (0, −b) = −(0, 0) and k ≡ −1 (mod n). This completes the proof.
Identities forĤ p (E n ). Now we set up the circumstances which will allow us to prove identities for the Hasse invariantĤ p (E n ) in characteristic p. We let K 1 = F (x, y) be the function field of the Tate normal form E n /F , where F = F p (a, b). We consider the group G m = τ n/m of order m which is generated by the n/m-th power of the translation (4.5) (x, y) τ = (x, y) + (0, 0), and we let K m = F (u, v) be the fixed field of the translation group G m inside K 1 . By Proposition 3.4 we may assume that u and v satisfy an equation of the form (4.6) E n,m :
Proposition 3.4 also gives thatĤ p (E n ) =Ĥ p (E n,m ), and therefore,
and n p = (p − e p )/12 in the notation of (1.3 ). Now we set E n = E n (a, b), and
Several of the identities we prove are based on the following idea. 
where 0 = λ 2 ∈ F (a , b ). Thus, the mapping (a, b) → φ(a, b) leaves the polynomial H p (E n (a, b) ) essentially invariant.
Proof. The assumption implies that we have an isomorphism E n,m1 (φ(a, b)) ∼ = E n,m2 (a, b). It follows that there is an element λ = 0 in an algebraic extension of F (a , b ) for which c 4,m1 (φ(a, b)) = λ 4 c 4,m2 (a, b), c 6,m1 (φ(a, b)) = λ 6 c 6,m2 (a, b), and ∆ m1 (φ(a, b)) = λ 12 ∆ m2 (a, b), in readily understandable notation. These equations clearly imply that λ 2 ∈ F (a , b ). From (4.7) and (4.8) we deduce that
p (E n (a, b)) (mod p), since 4r + 6s + 12n p = p − 1. This proves (4.9).
All of the maps φ k of Proposition 4.2 satisfy the hypotheses of Proposition 4.3, since φ k maps a and b to rational functions in a and b, and since the map a, b) ). This gives a group of mappings {φ k ; k ∈ Z × n } which acts on the set of supersingular invariants for E n (a, b). (Note that the quantity λ = λ(a, b) corresponding to the mapping φ k is not zero, for any finite specialization of (a, b) on the curve f n (a, b) = 0, since (4.3) specializes to an isomorphism E n (a, b) ∼ = E n (a k , b k ).) We state this as a corollary.
Corollary. The group Im(Φ) = {φ k ; k ∈ Z × n } acts on the set of supersingular parameter pairs (a, b) for the Tate normal form E n (a, b).
Hasse invariant identities for E 4 and E .
In this section we apply Prop. 3.4 and Prop. 4.3 in the special cases n = 4 and n = 5. For this section we assume k is any field of characteristic p > 3.
Hasse invariant identities for E 4 . Example 1. We first consider the case n = 4. We have f 4 (a, b) = (ψ 4 /ψ 2 ) = a − 1. The Tate curve in this case is
We denote the function field of E 4 by K 1 = F (x, y), with F = F p (b). We consider the subfield of K 1 fixed by the translation group τ 2 , where τ is the mapping on K 1 is given by (see (4.5))
This translation has order 4 on K 1 , so the fixed field K 2 of τ 2 is generated by
By Proposition 3.4 with m = 2, we know K 2 = F (u, v), where (U, V ) = (u, v) satisfies the equation of the curve
with invariants c 4,2 = 1 − 16b + 256b 2 , c 6,2 = −(1 − 8b)(1 − 32b)(1 + 16b),
By Prop. 3.4(b), the Hasse invariants of E 4 and E 4,2 ∼ = E 4 / 2(0, 0) are equal, and we have (5.1)
We shall now show thatĤ 4,p (b) is closely related to the Deuring polynomial W (p−1)/2 (t). For this we recall from the proof of Theorem 3.2 that the Hasse invariant of the Legendre curve
where 12g 2 = 16(λ 2 − λ + 1), 216g 3 = 32(λ − 2)(λ + 1)(2λ − 1). Now we set λ = 16b. This gives 12g 2 = 16(256b 2 − 16b + 1) = 2 4 c 4,2 , 216g 3 = 64(8b − 1)(16b + 1)(32b − 1) = −2 6 c 6,2 ,
Thus, formula (5.1) gives
and therefore
Proposition 5.1. The Hasse invariantĤ 4,p (b) =Ĥ p (E 4 ) is related to the Deuring polynomial (1.1) and the Legendre polynomial P (p−1)/2 (t) by the congruence
Note that the final congruence is [brm, eq. (4.3) , p.99].
It follows from (5.3) that the roots ofĤ 4,p (b) over F p are invariant under a group of linear fractional mappings in b which is isomorphic to the anharmonic group.
Example 2 (continuing Example 1). The fixed field K 4 inside K 1 = F (x, y) of the group τ is generated by z and w satisfying
A computer calculation shows that (Z, W ) = (z, w) satisfies the equation for the curve
with invariants
Proposition 3.4 (or (4.7)) yields the identity
This expression allows us to prove the following fact.
Theorem 5.2. For p > 2, the Hasse invariantĤ 4,p (z 4 ) of the Tate normal form E 4 is invariant under a groupĜ 24 ( ∼ = S 4 ) of linear fractional mappings in z = b 1/4 , up to multiplication by the values ρ σ = ±1 of a linear character ofĜ 24 over F p :
The set of fourth roots of supersingular parameters of the Tate normal form E 4 (b) is invariant under the mappings inĜ 24 , and therefore has octahedral symmetry.
(5.5)
is normal, as long as k = F (i) = F p (b, i) contains a primitive fourth root of unity i. (See [vdw, vol. 1, pp. 217-218] .) The automorphisms in the Galois groupĜ 24 of the extension (5.5) are:
It suffices to prove the theorem for generators of this group. Consider first the mapping
an automorphism of order 4, whose square is (z → −1/4z). We compute that (4z + 2) 8 c 4,4 (σ 1 (z) 4 ) = 2 12 c 4,4 (z 4 ), (4z + 2) 12 c 6,4 (σ 1 (z) 4 ) = −2 18 c 6,4 (z 4 ),
It follows from (5.4) that (4z + 2)
Similarly, if
an automorphism of order 3, we get exactly the same results in transforming the invariants c 4,4 , c 6,4 , ∆ 4 that we did for σ 1 . Hence (4z − 2i) Theorem 5.4. For p > 2, the fourth roots η = λ 1/4 of the supersingular parameters λ of the Legendre curve (5.2) lie in the field F p 2 . In other words, the supersingular parameters of (5.2) are fourth powers in F p 2 .
Proof. Let η 4 = λ, where W (p−1)/2 (λ) = 0 in F p 2 . The mapping z → (z +1)/(z −1) is one of the mappings in G 24 , so by Theorem 5.3 we know that
must be one of the roots of W (p−1)/2 (x) in F p 2 . Then we have (η + 1) 4 = λ 1 (η − 1) 4 , and collecting terms gives an equation of the form
Thus η satisfies a cubic equation over F p 2 (if λ 1 = −1). Since it also satisfies the quartic equation z 4 − λ = 0, it must, by the division algorithm, satisfy a linear or quadratic equation over F p 2 , unless g(z) divides z 4 − λ. In the latter case, if h(z) is the cofactor, then some multiple i a η of η satisfies h(i a η) = 0, and this is a linear equation for η over F p 2 .
Thus we may assume η satisfies a monic quadratic equation q(η) = 0. The same argument applied to z 4 − λ and q(z) shows that η satisfies a linear equation over F p 2 , unless z 4 −λ = q(z)q 1 (z) for a second quadratic q 1 (z). If q(z) = z 2 +c for some c, then assuming λ 1 = −1, (5.7) yields a linear equation for η (because η 2 = −1). If q(z) = z 2 + az + b for a = 0, then without loss of generality q(iη) = 0, which implies that −a = η + iη. Hence η ∈ F p 2 .
In the case λ 1 = −1, (η + 1)/(η − 1) is an 8-th root of unity, which certainly lies in F p 2 , and therefore η lies in this field also. This proves the theorem.
The result of Theorem 5.4 also follows from a result of Landweber [lw] .
Hasse invariant identities for E 5 . [hus] .) Thus, the Tate curve for n = 5 is
Note that j(E 5 ) is invariant under the substitution b → −1/b, since the mapping
(see (4.3)) gives an isomorphism of E 5 with the curve
By iterating the translation map τ defined by
we find that the fixed field of
We find easily that
The curve
Thus, Theorem 3.2 and Proposition 3.4 imply Proposition 5.5. For p > 3 the Hasse invariantĤ p (E 5 ) =Ĥ 5,p (b) of the curve E 5 and the polynomial J p (t) satisfy the identitŷ
. From the remark following the statement of Theorem 3.2 we also haveĤ
Taking a hint from Duke's recent paper [du] we consider the mapping
and therefore j 5 (τ (b)) = j 5,5 (b). Hence, Proposition 5.5 and the fact that 4r + 6s + 12n p = p − 1 give that
5,p (b) (mod p).
Thus we have
Proposition 5.6. (a) For any prime p > 5 the Hasse invariantĤ 5,p (b) satisfies the identities
where τ is the mapping in (5.8). The following analogue of Theorem 5.2 also holds.
Theorem 5.7. For p > 5, there is a group G 60 ( ∼ = A 5 ) of linear fractional transformations in z = b 1/5 over F p (ζ) (ζ 5 = 1), for which
In particular, the 5-th roots of the supersingular parameters b of E 5 (b) are invariant under the transformations z → σ(z) of G 60 , and so have icosahedral symmetry.
Remark. The group G 60 is the reduction (mod p) of the normal form of the icosahedral group given by Fricke [fr,p. 42] , [du, p. 141] :
and ζ = ζ 5 is a primitive 5th root of unity. As the homomorphic image of a simple group in characteristic 0, G 60 must have 60 elements in characteristic p for p = 2, 5.
Proof. It is clear that σ(z) = S(z) satisfies the congruence (5.9), since H 5,p (S(z) 5 ) = H 5,p (z 5 ) and det(S) = ζ 5 . To show that it holds for σ(z) = T (z), we compute
Since 20r + 30s + 60n p = 5(p − 1), this gives that j 5,5 (T (z) 5 ) = j 5,5 (z 5 ) and
5,p (z 5 ) (mod p).
Since S and T generate G 60 , the congruence (5.9) must hold for all elements σ of G 60 .
In Section 6 we show that the supersingular parameters b of the curve E 5 lie in the finite field F p 2 (ζ 5 ) ⊆ F p 4 . Assuming this, one can prove the following analogue of Theorem 5.4.
Theorem 5.8. For p > 5, the fifth roots η = b 1/5 of the supersingular parameters b of the Tate normal form E 5 (b) lie in the field F p 2 (ζ 5 ). In other words, the supersingular parameters of (5.2) are fifth powers in F p 2 (ζ 5 ). 
The coefficient of η 4 in this equation is 0 only if b 1 = 2 + √ 5 and the coefficient of η 3 is 0 only if b 1 = −(1 + √ 5)/2. It follows that not both of these coefficients vanish, so that g(η) = 0, where g(z) has degree 3 or 4. Using an argument similar to the proof of Theroem 5.4, we may use the division algrorithm to reduce to the case where q(η) = 0 and q(z) is a monic quadratic factor of z 5 − b. It follows that q(z) = z 2 + az + f , where −a = η + ζη for some 5-th root of unity ζ. Hence,
6 Parameters of supersingular Tate curves.
In this section we prove the following theorem.
Theorem 6.1. Let p be any prime not dividing the integer n, and assume the curve
in Tate normal form, is supersingular. Then: (i) The parameters a and b lie in the field F p 2m , where m is the order of
, and both cases occur for infinitely many integers n and primes p.
(iv) If ζ n is a primitive n-th root of unity in the algebraic closureF p , then
In order to prove this theorem we shall use meromorphisms of elliptic function fields, a concept developed by Hasse [h2] and Deuring [d] . A meromorphism (or multiplier) of an elliptic function field K = k(x, y) over a field k is an isomorphism µ := (x, y) → (x µ , y µ ) = (f (x, y), g(x, y)) of K with a subfield K µ = k(x µ , y µ ) of itself which leaves the field k fixed. Assume that x, y satisfy a standard Weierstrass equation for the elliptic curve E. If N µ is the norm map from
where o 2 is the pole divisor of x and o 3 is the pole divisor of y. Equivalently, µ is normalized if and only if o divides the pole divisors of f (x, y) and g(x, y).
The set of all normalized meromorphisms of K over the algebraic closurek is the meromorphism ring M (K), and is isomorphic to the endomorphism ring End(E). The endomorphism of E corresponding to the meromorphism µ is also denoted by µ and is given by the formula
As a left operator on prime divisors (or points) in the divisor group D 0 ∼ = E, µ is an endomorphism (identifying the point P on E with the corresponding prime divisor p of K, written additively; and then identifying p with the quotient p o in D 0 , written multiplicatively, as in [h2] ). As a right exponential operator on K and its divisor group A, µ coincides with φ * , the rational map induced by the morphism φ(P ) = (f (P ), g(P )). (See [h2] , [d] , [brm, pp. 86-87] .)
When the characteristic of K is p and µ = p m , the extension K/K µ is purely inseparable, and the norm map just raises a prime divisor in K to the power = p 2m . We will use the above formula for µp in the form
In particular, when E = E n is an elliptic curve in Tate normal form; µ = q = p m in End(E), where (q, n) = 1; and p i is the prime divisor corresponding to the point iP = i(0, 0), then the last equation implies that
where q −1 is the inverse of q (mod n).
Proof of (i). Let K = F (x, y) be a function field for the curve E = E n (a, b), where (X, Y ) = (x, y) satisfies the equation for E. As above, let p i denote the prime divisor of K which corresponds to the point P i = i(0, 0) = iP , and let µ = p m in End(E). We have that
where P 1 = (0, 0) and
where capital letters A = a , B = b , X = x , etc. denote small letters raised to the -th power.
Similarly, if p 2 is the prime divisor corresponding to P 2 = 2(0, 0) = (−b, −b(1 − a)), and p −2 corresponds to
according as p m ≡ 1 or −1 (mod n). Hence we have
where c, d are constants. Now we compare the equation y 2 + axy + by = x 3 + bx 2 raised to the -th power:
with the equation
If p m = ≡ 1 (mod n), then we have the two equations:
Subtracting these equations gives
Now X and Y are functions on an elliptic curve in normal form, so the terms XY, Y, X 3 , X 2 are independent over the field of constants. Thus we have:
We obtain from the third and fourth equations that c 3 B = bc 2 , so cB = b, and the second equation implies d 2 B = cdB, whence c = d so c = d = 1. Then the first and fourth equations give A = a and B = b, or a = a, b = b. Therefore, a and b lie in F p 2m , and (x, y) µ = (x , y ).
On the other hand, if p m = ≡ −1 (mod n), then we have:
Subtracting the first equation from the second shows that d 2 = c 3 , as before. Comparing coefficients of Y in the two equations gives d 2 B = 2d 2 B + bd or dB = −b. Now we compare coefficients of XY and X 2 , replacing d 2 with c 3 and b with −dB:
Therefore, c = −d, and
Hence we find B = b and A = a, so that a and b lie in F p 2m . In this case (x, y) µ = −(x , y ).
This completes the proof of part (i).
Proof of (ii) and (iii). Let q = p r denote the smallest power of p for which a, b ∈ F q , and let ν = q in End(E). Then the map π : (x, y) → (x q , y q ) is a meromorphism on E. Following [h2, III, , and using the fact that E is supersingular, we have
, so π 2 = ζq for some automorphism ζ of K, which is therefore a root of unity in End(E). Since π has degree at most 2 over Q, we must have ζ = ±1 and π 2 = ±q.
If π 2 = q, then since π ∈ End(E), r is even, so π = ±p r/2 . Now πP = π(0, 0) = P , so that p r/2 P = ±P , and therefore p r/2 ≡ ±1 (mod n). In that case m|(r/2) and (2m)|r. By part (i), we conclude that r = 2m and q = p 2m = . In this case π = p m , where = ±1 ≡ p m (mod n), which agrees with the calculations in the proof of part (i).
On the other hand, if π 2 = −q, then −qP = −q(0, 0) = π 2 (0, 0) = P , so q ≡ −1 (mod n). Hence, m|r, so part (i) implies that a and b lie in F p r ∩ F p 2m = F p m or F p 2m . It follows that r = m or r = 2m, and q ≡ −1 (mod n) forces r = m.
This proves part (ii) and the first statement in part (iii). It remains to show that both cases occur in part (iii). To do this we consider an odd square-free integer n > 3 and a prime p ≡ −1 (mod 4) for which q = p m ≡ −1 (mod n) with m odd. It is elementary to show that for any odd integer m there are infinitely many integers n (having an arbitrary number of prime factors) and primes p satisfying these conditions. More simply, these conditions are satisfied if n = is a prime with ≡ 1 (mod m) and p is a prime of order 2m in Z × .
We first choose an element λ in F p for which the curve
is supersingular. Such a λ always exists because the Hasse invariant (−1) (p−1)/2 * W (p−1)/2 (λ) of E has 3h(−p) linear factors (mod p), where h(−p) ≥ 1 is the class number of Q( √ −p), by Theorem 1(a) of [brm] . Then, certainly
lies in F p . As a supersingular curve over F p , E has p + 1 points with coordinates in F p . Thus, the map π : (x, y) → (x p , y p ) is a meromorphism of the function field K =F p (x, y) of E which satisfies π 2 = (−1/p)p = −p in End(E), by [brm, Prop. 2] . Therefore, (π m ) 2 = −p m = −q, and it follows that E has exactly q + 1 points with coordinates in F q . The square-free integer n divides q + 1, so E has a point P = (c, d) of order n with coefficients in F q . Now we change coordinates (see Lemma 4.1): the isomorphism
Setting u = a 3 /a 2 , the isomorphism
takes the curve E to the curve
in Tate normal form. On this curve the point corresponding to P = (c, d) on E is just P = (0, 0), and P has exact order n. Furthermore, a 1 , a 2 , a 3 lie in F q , by the choice of P and λ. Hence, a and b lie in F q = F p m , which is the first possibility in (iii).
To achieve the second possibility in (iii), we choose λ in F p 2 so that j(E) is not in F p , which is always possible for p > 71, by Ogg's Theorem [ogg] . Or we may use the fact that (p − 1)/12 > 2h(−p) for large primes p, by Siegel's theorem, since the number of supersingular j-invariants in F p is at most 2h(−p), by [brm, p. 97] . (Note that λ is necessarily in F p 2 by [brm, Prop. 1] .) Then we consider the meromorphism π : (x, y) → (x , y ), with = p 2 . By [brm, Prop. 2] we have π = (−1/p)p = −p. Hence π m = −p m = −q implies T race(π m ) = −2q = q 2 + 1 − N 2m , where N 2m is the number of points of E with coordinates in F q 2 . (See [h2, III, or [sti, p. 168] .) Thus N 2m = q 2 + 2q + 1 = (q + 1) 2 . It follows that E has a point P = (c, d) of exact order n over F q 2 . Now change coordinates as before. We obtain the curve E in Tate normal form, and the point P = (0, 0) has exact order n. By the choice of P and λ, the parameters a and b certainly lie in F q 2 = F p 2m . However, they do not lie in F q = F p m . If they did, then j(E) ∈ F p m ∩ F p 2 = F p , which contradicts our choice of λ and j(E). Thus a and b must generate F p 2m over F p , and this completes the proof of (iii).
Proof of (iv). The assertion is clear if F p (a, b) = F p 2m , since p 2m ≡ 1 (mod n). If F p (a, b) = F p m , then p m ≡ −1 (mod n), so ζ n lies in F p 2m , but not in F p m . Thus, F p (a, b, ζ n ) = F p m (ζ n ) = F p 2m .
Remarks. 1) Equation (5.3) and Theorem 6.1(i) for n = 4 give an alternate proof of [brm, Prop.1] , according to which the polynomial W (p−1)/2 (x) factors into linear and quadratic polynomials over F p .
2) See [m] for an "elementary" proof of Ogg's theorem [ogg] mentioned above.
3) The proof of Theorem 6.1 shows that for any triple (n, p, m) for which n is odd and square-free, p ≡ −1 (mod 4), m is odd and p m ≡ −1 (mod n), then a, b ∈ F p m whenever λ ∈ F p . For any p ≡ −1 (mod 4) there exist such λ's for which the Legendre curve is supersingular.
We state the result of Theorem 6.1 in detail for n = 5. The number of linear factors in this conjecture is exactly 4 times the number of linear factors of the supersingular polynomial ss p (x) (mod p), by [brm, Theorem 4(c) ]. The truth of the conjecture would therefore follow from the assertion that each of the polynomials whose discriminants are displayed in (6.3) has exactly 4 linear factors (mod p) whenever 0, 1728, or j, respectively, is a root of ss p (x) in F p and p ≡ 4 (mod 5).
7 Points of order n on E n .
The results of Theorem 6.1 suggest the following theorem.
Theorem 7.1. Let E n = E n (a, b) be a supersingular elliptic curve in Tate normal form in characteristic p, where (p, n) = 1 and n ≥ 4. If m is the order of the prime p in Z × n / ±1 , the field generated over F p by the coordinates of the points of order n on E n is exactly F p 2m .
Proof. We use an argument similar to the proof in Theorem 6.1(ii). Since E n is defined over the field k = F p 2m , we let π : (x, y) → (x q , y q ) be the Frobenius map, where q = p 2m . As in the previous proof just mentioned, we have either that π 2 = q or −q.
It is easy to see that π 2 = −q is impossible. Since π satisfies the quadratic x 2 +q = 0, the number of points on E n (k) is just N q = q + 1. But n must divide N q , because E n (k) has a subgroup of order n, so that q ≡ −1 (mod n). This contradicts the fact that p m ≡ ±1 (mod n), so that q ≡ p 2m ≡ 1 (mod n).
Thus, we must have π 2 = q = p 2m and π = δp m , with δ = ±1. In this case we can say directly that E n (k) = E n [π − 1] = E n [p m − δ]. If p m ≡ −δ (mod n), then (n, p m − δ) ≤ 2, contradicting the fact that n divides the order of E n (k), unless n = 4. In the latter case, however, the 2-Sylow subgroup of E n (k) is cyclic of order 4, while the 2-Sylow subgroup of E n [p m − δ] would have to be the Klein-4 group. Hence p m ≡ δ (mod n), and all the points of order n lie in E n (k). The assertion of the theorem is now a consequence of Theorem 6.1(iv) and the fact that the n-th roots of unity are contained in the field generated by the coordinates of points in E n [n] (see [si, p. 98 
]).
Corollary. The Frobenius map π : (x, y) → (x q , y q ) on E n /F q , with q = p 2m , is given by π = δp m in End(E n ), where ±1 = δ ≡ p m (mod n).
We also give the following alternative proof, in case p = 2, 3 and j = 0, 1728.
Alternative Proof of Theorem 7.1. For p = 2, 3; j = 0, 1728.
