Abstract. Exceptional orthogonal polynomials are complete families of orthogonal polynomials that arise as eigenfunctions of a Sturm-Liouville problem. Antonio Durán discovered a gap in the original proof of completeness for exceptional Hermite polynomials, that has propagated to analogous results for other exceptional families. In this paper we provide an alternative proof that follows essentially the same arguments, but provides a direct proof of the key lemma on which the completeness proof is based. This direct proof makes use of the theory of trivial monodromy potentials developed by Duistermaat and Grünbaum and Oblomkov.
Introduction and definitions
It was recently brought to our attention by Antonio Durán that there is a gap in the proof of completeness for exceptional Hermite polynomials, and by extension to other polynomial families, [1] . This is a central result on the construction of exceptional polynomials, and thus deserves immediate attention. The first papers on exceptional polynomials dealt with particular families and used a different approach to establish completeness, but the first paper to deal with the general case of exceptional Hermite polynomials indexed by partitions [2] contains an invalid argument to support this statement (Proposition 5.8). More specifically, Proposition 5.4 in [2] is incorrect as currently stated. A corollary of this proposition was used in [2] to establish the completeness of exceptional Hermite polynomials, so the whole proof must be revised.
Many of the subsequent works on the theory of exceptional polynomials rely on these propositions to establish analogous results for the completeness of other exceptional families. These are mostly the works by Durán [4] [5] [6] [7] and the more recent works by Bonneux and Kuijlaars [12, 13] that rely in turn on Duran's results. Some of our own papers also contain incorrect versions of Proposition 5.4 in [2] : e.g. corollaries 5.29 and 5.30 in [3] , Proposition 5.3 in [8] and similar claims in [9] . The problem in the argument by dimension exhaustion lies in asserting the linear independence of the constructed linear functionals at each of the zeros of H λ , i.e. the poles of the exceptional operator. It is not hard to build a counterxample where the linear functionals α i,j are not independent in the case where the poles have multiplicity higher than one, [1] . The essence of the argument can be mantained, but the explicit expressions of the differential constraints at each of the poles given in [2, 3, 8] cannot be employed. Rather than that, the differential constraints that characterize the exceptional subspace must be retrieved from the Laurent expansion around such poles. Thus, in this paper we provide a direct, alternative derivation of the necessary result to prove completeness that bypasses the problematic Proposition 5.4 in [2] . This result makes use of theory of trivial monodromy potentials developed by Duistermaat and Grünbaum [10] and extended to potentials with quadratic growth at infinity by Oblomkov [11] . We would like to stress that the main result that allows the completeness proof to hold, which is Proposition 2.6 in Section 2, is an algebraic statement independent of the L 2 theory, and thus applies to all partitions λ, and not only to the subset of even partitions, those for which the exceptional Hermite polynomials are complete.
As mentioned above, an independent proof of Proposition 2.6 has been given by Durán in [1] , using the duality between exceptional Hermite and Charlier polynomials.
1.1. Preliminaries. We begin by recalling some necessary definitions. A partition λ i i ∈ N is a non-increasing sequence of integers with
and λ i = 0 for all i > ℓ. Every partition determines a strictly decreasing sequence of integers
with k ℓ > 0,and k ℓ+j = −j, j = 1, 2, . . . . Set
so that λ → K λ describes a bijection between the set of partitions and the set of finite subsets of N. An even partition is a partition of length ℓ = 2m that satisfies
be the classical Hermite polynomials. For a given partition λ, let
be Wronskians of Hermite polynomials and let
be the polynomial subspace spanned by H λ,i . When λ is an even partition, H λ,i are precisely the exceptional Hermite polynomials associated to λ. We recall that H λ has no real zeros if and only if λ is an even partition. For the number of real zeros that H λ has for other partitions, see [15] . For linearly independent polynomials p 0 , . . . , p n−1 we have
From this it follows that
Let I λ = {deg y : y ∈ U λ \ {0}} be the degree sequence of U λ . By inspection,
. . , k ℓ + |λ| − ℓ}. It follows that the subspace U λ has codimension |λ| in the set of all univariate polynomials
For any meromorphic function f , we define ord ξ f to be the order of ξ as a pole or root of f , i.e. ord ξ f = 1 if f has a simple root at ξ and ord ξ f = −2 if ξ is a double pole of f .
Completeness of exceptional Hermite polynomials
In this section we will first characterize the exceptional subspace U λ defined in (4) as the set of polynomials that satisfy a number of differential constraints at the zeros of H λ . This is the part that fixes Proposition 5.4 in [2] . It is noteworthy that Proposition 5.4 in [2] would hold if all roots of H λ are simple 1 , which is precisely known as Veselov's conjecture [14] . In order to have a characterization of U λ that does not rely on any assumption on the multiplicity of the roots of H λ , we provide Propositions 2.5 and 2.6 below. We need two auxiliary Lemmas and Proposition 2.6 to prove Theorem 2.1 on the completeness of exceptional Hermite polynomials.
2.1. Characterization of the exceptional subspace. The direct proof of Proposition 2.6 relies on the following results of Duistermaat-Grünbaum [10] and Oblomkov [11] , that we recall now without proof.
has trivial monodromy at ξ ∈ C if the general solution of the equation
is meromorphic in a neighbourhood of ξ for all values of λ ∈ C. If L has trivial monodromy at every point ξ ∈ C we say that L is monodromy-free.
Proposition 2.1 (Duistermaat-Grünbaum). Let U (x) be meromorphic in a neighbourhood of x = ξ with Laurent expansion
Then the Schrödinger operator L = −D xx + U (x) has trivial monodromy at x = ξ if and only if there exists an integer ν ≥ 1 such that
Moreover, if the monodromy is trivial at x = ξ, then the formal eigenfunctions
have the following Laurent expansion
Proposition 2.2 (Oblomkov). For a given partition λ of length ℓ, set
Then, the Schrödinger operator L λ = −D xx + U λ (x) has trivial monodromy.
We also recall the following result Proposition 2.3. Let λ be a partition of length ℓ. Then, for each k / ∈ K λ , the meromorphic function
is a formal eigenfunction of L λ with eigenvalue 2k + 1.
Proposition 2.4. The multiplicity of every root of H λ is a triangular number.
Proof. This follows from Proposition 2.1 and 2.2. The multiplicity m i of a root ξ i of H λ is precisely We have now all the necessary elements to characterize U λ as those polynomials that satisfy a set of linear differential constraints evaluated at the zeros of H λ . Proposition 2.5. For an arbitrary partition λ, let H λ and U λ be as in (2) and (4). Let {ξ i } N i=1 be the roots of H λ with multiplicities m i = 1 2 ν i (ν i + 1). A polynomial p ∈ U λ if and only if the following linear differential constraints hold:
and
Since conditions (9) are linear in p and independent of k, it suffices to prove them for a basis element p = H λ,k and they will extend by linearity to every p ∈ U λ . Let
where by Proposition 2.4 we have m i = 1 2 ν i (ν i + 1) with ν i ∈ N. Let us fix a root ξ i and multiply (8) 
Since ψ λ,k (x) is the eigenfunction of a trivial monodromy potential, then its Laurent expansion around ξ i is given by (6) , and therefore we have the following Laurent expansion of
where by (7) we also have a 1 = a 3 = . . . = a 2ν i −1 = 0. The differential conditions (9) are precisely the ones that guarantee this behaviour around x = ξ i . Note that there are always ν i constraints coming from the vanishing of the a j coefficients, but if ν i > 1 there are also an extra 1 2 ν i (ν i − 1) set of constraints for the lower orders of the expansion. In total, at every root ξ i we have 1 2
constraints, i.e. as many as the root multiplicity m i . The total number of constraints at all roots is thus
It is easy to show that conditions (9) are differential expressions of different orders evaluated at each point, and they must be linearly independent since
and by construction F i (ξ i ) = 0. Differential constraints evaluated at different points in the complex plane are also independent. For a proof of this last statement, see Proposition 4.12 in [3] . As mentioned before, by linearity these conditions must be satisfied by any p ∈ U λ . Since U λ has codimension |λ| in the set of all polynomials C[x] by dimension exhaustion we conclude that p ∈ U λ if and only if conditions (9) hold, thus establishing the claim. Proposition 2.6. For every partition λ and every polynomial p ∈ C[x], we have
It suffices to show that for any polynomial p we have that
and it follows from Proposition 2.5 that p H 2 λ ∈ U λ . The above claim holds because the highest order derivative is
but the order of ξ i as a root of (pH 2 λ F i ) satisfies
Example 2.1. The counterexample to Proposition 5.4 in [2] found by Durán in [1] is given by λ = (2, 1), for which H λ = 32x 3 . This is the simplest example for which H λ has a single root of multiplicity higher than one. We derive the differential constraints that define U λ by noting that
The differential constraints on an element p ∈ U λ are:
so we can characterize U λ as the following codimension 3 subspace of P:
This is readily checked by noting that the polynomials
do not contain any terms in x j for j = 0, 2, 4. Moreover, it is also obvious that pH 2 λ ∈ U λ for any polynomial p.
Completeness of exceptional Hermite polynomials.
In this last section, we finish establishing the completeness of U λ , following essentially the same steps given in [2] . We restrict from here on to even partitions, in order to guarantee that H λ > 0 for all x ∈ R. Likewise, the variable x that denoted above an arbitrary point in C will henceforth be restricted to the real line R.
We define the orthogonality weight for exceptional Hermite polynomials as
which is ensured to be regular and possess finite moments of all orders. Let H α = L 2 [(0, ∞), y α e −y dy] denote the Hilbert space of the classical Laguerre polynomials and H = L 2 [R, e −x 2 dx] the Hilbert space of the Hermite polynomials. Throughout the proof, we will make use of Theorem 5.7.1 in [16] , which asserts that P, the vector space of univariate polynomials, is dense in H α , α > −1 and in H. We will write q(x)P(x) = {q(x)p(x) : p ∈ P} to denote a polynomial subspace with a common factor q(x).
Lemma 2.1. The polynomial subspace (1 + y m )P(y) is dense in H α for every integer m > 0 and every real α > 0.
Proof. Given a polynomial q(y) and an ǫ > 0 it suffices to find a polynomial p(y) such that
Define the functionq
We assert thatq ∈ H 2m+α by observing that
and set p(y) =p(y + 1). It follows that
as was to be shown.
Lemma 2.2. The polynomial subspace (1 + x 2m )P(x) is dense in H for every integer m > 0.
Proof. Given a polynomial q(x) and an ǫ > 0 it suffices to find a polynomial p(x) such that
where q 0 is a constant and where q 1 (y), q 2 (y) are polynomials in y = x 2 . Imposing the condition that p(0) = q(0) let us write
where p 1 (y), p 2 (y) are polynomials. Then, by the orthogonality of odd and even functions in H, the inequality (13) assumes the form
where for the first equality we employ the change of variables y = x 2 . By Lemma 2.1, it is possible to find polynomials p 1 (y), p 2 (y) such that the above inequality is satisfied.
Now we are finally ready to state and prove the completeness of exceptional Hermite polynomials.
Theorem 2.1. If λ is an even partition, the polynomial subspace U λ is dense in the Hilbert space L 2 (R, W λ ).
Proof. Let f ∈ L 2 (R, W λ ). Setf Let ǫ > 0 be given. Set B = sup H λ (x) 1 + x 2m : x ∈ R < ∞. By Lemma 2.2 we can find a polynomial p(x) such that
Finally, Proposition 2.6 ensures that the polynomial H λ (x) 2 p(x) belongs to U λ , which establishes the claim. 
