Abstract. We derive a posteriori error bounds for a quasilinear parabolic problem, which is approximated by the hp-version interior penalty discontinuous Galerkin method (IPDG). The error is measured in the energy norm. The theory is developed for the semidiscrete case for simplicity, allowing to focus on the challenges of a posteriori error control of IPDG space-discretizations of strictly monotone quasilinear parabolic problems. The a posteriori bounds are derived using the elliptic reconstruction framework, utilizing available a posteriori error bounds for the corresponding steady-state elliptic problem.
Introduction
Discontinuous Galerkin (DG) methods [Bak77, Whe78, Arn82] , have enjoyed substantial development in recent years. For parabolic problems DG methods are interesting due to their good local conservation properties as well as due to their block-diagonal mass matrices.
This work is concerned with the derivation of a posteriori error bounds for the space-discrete interior penalty discontinuous Galerkin method (IPDG) for quasilinear parabolic problems with strictly monotone non-linearities of Lipschitz growth.
A posteriori error bounds for h-version DG methods are derived in [KP03, KP07, BHL03, HSW07] and for DG-in-space parabolic problems in [SW05, EP05, YC06, GL08, EV09] . The contribution of this work is twofold:
• the derivation of a posteriori energy-norm error bounds for IPDG methods for quasilinear parabolic problems, and • the resulting a posteriori bounds are are explicit with respect to the local elemental polynomial degree. A key tool in our a posteriori error analysis is the elliptic reconstruction technique [MN03, LM06, GL08] . Roughly speaking, in the elliptic reconstruction framework the error is split into a parabolic and an elliptic part, respectively. In the interest of being explicit with respect to the dependence of the a posteriori error bounds in the elemental polynomial degree p, we restrict the presentation to quadrilateral elements of tensor-product type (cf. Remark 3.7).
Model problem and the IPDG method
Let Ω be a bounded open (curvilinear) polygonal domain with Lipschitz boundary ∂Ω in Ê d , d = 2, 3. For ω ⊂ Ω, we consider the standard spaces L 2 (ω) (whose norm is denoted by · ω for brevity), H 1 (ω) and H 1 0 (ω), whose norm will be denoted by · 1 , along with its dual H −1 (Ω), with norm · −1 . For brevity, the standard inner product on L 2 (Ω) will be denoted by ·, · and the corresponding norm by · .
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We also define the spaces
(The differentials in the integrals with respect to t are suppressed for brevity throughout this work.)
We identify function v ∈ [0, T ] × Ω → Ê with v : t → X and we denote v(t),
For t ∈ (0, T ], we consider the problem of finding a function u satisfying
) and a scalar uniformly continuous function, subject to initial condition u(0, x) = u 0 (x) on {0} × Ω, for u 0 ∈ L 2 (Ω), and homogeneous Dirichlet boundary conditions on [0, T ] × ∂Ω.
We assume that the non-linearity a in equation (1) is of strongly monotone type with Lipschitz growth so that there exist positive constants a and a such that the following inequalities hold:
for all vectors y, z ∈ Ê d , and all (t, x) ∈ [0, T ] ×Ω. Let T be a shape-regular subdivision of Ω into disjoint closed quadrilateral elements κ ∈ T . We assume that κ ∈ T are constructed via C ∞ -diffeomorphisms with non-singular Jacobian
is the set of all tensor-product polynomials on (−1, 1) d of degree p in each variable and let
be the (discontinuous) finite element space. Let Γ be the union of all (d − 1)-dimensional element faces e associated with the subdivision T (including the boundary). Let also Γ int := Γ\∂Ω, so that Γ = ∂Ω ∪ Γ int . Let κ + , κ − be two (generic) elements sharing a face e := κ + ∩ κ − ⊂ Γ int with respective outward normal unit vectors n + and n − on e. For q : Ω → Ê and φ : Ω → Ê d , let q ± := q| e∩∂κ ± and φ ± := φ| e∩∂κ ± , and set
Consider the IPDG semi-linear form B(·, ·) :
for the solution of the corresponding steady-state problem, defined by
where α(w) := a(t, ·, |∇w|)∇w, w ∈ H 1 (Ω) + S p , for θ ∈ {−1, 0, 1}, with the function σ : Γ → Ê + defined piecewise by σ| e := C σ p 2 /(h| e ), for some sufficient
The (spatially semidiscrete) interior penalty discontinuous Galerkin method (IPDG) for the initial/boundary value model problem reads:
A posteriori error bounds
For w ∈ H 1 (Ω) + S p , and T > 0, we define the norm | w|
, t > 0. We shall derive a posteriori bounds for the
3.1. Definition (elliptic reconstruction). Let U be the (semi-discrete) solution to the problem (6) and fix t ∈ [0, T ]. We define the elliptic reconstruction w ≡ w(t) ∈ H 1 0 (Ω) of U to be the solution to the elliptic problem (7) α(w), ∇v = g, v ∀v ∈ H 1 0 (Ω), where g ≡ g(t) is given by g := −AU + f − Πf , with Π :
The construction of w and that of AZ are both well defined in view of the elliptic problem's unique solvability and the Riesz representation, respectively.
3.2. Remark. The key property of the construction in Definition 3.1 is that U is the IPDG solution of an elliptic problem with analytical solution w. Namely, for each fixed t ∈ [0, T ] it satisfies
We can now decompose the error as follows:
(10) U − u = ρ − ǫ, with ρ := w − u, and ǫ := w − U, where w ≡ w(t) denotes the elliptic reconstruction of U ≡ U (t), t ∈ [0, T ].
3.3. Lemma (differential error relation). Let u, w, U , e, ρ, ǫ as above. Then, for all v ∈ H 1 0 (Ω), we have (11) e t , v + α(w) − α(u), ∇v = 0.
Proof We have
using (1), (7) and the properties of the L 2 -projection, respectively. We consider further the decomposition of U into conforming and non-conforming
Note that there are many ways of performing this decomposition (e.g., by projecting U onto the conforming space) whereof the specific nature remains at our disposal until further.
We also use the shorthand notation e c := U c − u and ǫ c := w − U c ; note that e c = ρ − ǫ c , e = e c + U d and that e c ∈ H 1 0 (Ω).
Theorem (abstract a posteriori energy-error estimate).
With u, U , U d , e, and ǫ as defined above, the following error estimate is satisfied:
Proof Set v = e c in (11), to deduce
Conditions (3) and (2) imply, respectively, 
Integrating (16) with respect to t between 0 and T , yields (17) and the resulting bound on the triangle inequality
yields the result. For the above result to yield a formally a posteriori bound, we need to estimate | ǫ| L 2 (0,T,H 1 (Ω)) further. In particular, in view of Remark 3.2, we require an a posteriori error bound for the IPDG method for the corresponding elliptic quasilinear problem (9). Such a result is available in [HSW] , an instance of which and is presented next.
Theorem ([HSW])
. Let w ∈ H 1 0 (Ω) be the elliptic reconstruction defined in (7) and let W ∈ S p be the solution of (9). Then, for C σ > 1 sufficiently large the bound
holds, with
and
where Á denotes a generic identity operator,Π denotes the L 2 -projection operator onto S p−1 ,Π Γ is defined piecewise byΠ Γ v| e := π
: L 2 (Ω) → P p−1 (e) denotes the L 2 -projection operator of the trace on the face e of a function in S p−1 (with P p−1 (e), for e ⊂κ the space of mapped univariate polynomials of degree at most p − 1 on e), and C est > 0 is independent of C σ , θ, h and p.
Also, it is possible to further estimate the terms involving U d , to avoid computing U d explicitly. This is done (with, crucially, explicit dependence on p) using the following result based on [BE07, Lemma 3.2].
3.6. Lemma. Suppose T does not contain any hanging nodes. Then, for any v ∈ S p and any multi-index γ, with |γ| = 0, 1, there exists a function
with C 3 > 0 depending on the maximal angle of T only.
Proof [BE07, Lemma 3.2] implies that for every κ ∈ T there exists an Oswald-type operator I Os :
for all v ∈ S p , with F (κ) := {e ∈ Γ : e ∩κ = ∅}. Summing over all the elements κ ∈ T , and observing that the maximal angle and the lack of hanging nodes gives an upper bound on the cardinality of F (κ) for all κ ∈ T , we deduce that
which shows (19) for |γ| = 0. To show (19) for |γ| = 1, we observe that (v − I Os v) ∈ S p ; thus, the standard inverse estimate yields:
using the shape regularity of T . Setting v c = I Os v, the result follows.
3.7. Remark. The assumptions of Lemma 3.6 pose the following restrictions on the finite element space S p : the use of quadrilateral elements (as the tensor-product nature of the local elemental bases is of crucial importance here), the exclusion of hanging nodes and the uniformity of the polynomial degree. If explicit knowledge of the polynomial degree p in the a posteriori bounds presented in this work is not required, then these restrictions are not needed in view of [KP03, Lemma 4.1], i.e., triangular elements containing hanging nodes can be employed.
Combining the results of Theorems 3.4 and 3.5, together with the approximation properties described in Lemma 3.6, we obtain an a posteriori error bound in the energy norm for the semi-discrete problem (6). Proof Combining the results from Theorems 3.4 and 3.5, together with the approximation properties described in Lemma 3.6, the result follows.
