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vDiese Arbeit besch

aftigt sich mit Fragen aus dem Umfeld der Arthur{Selbergschen
Spurformel. F

ur eine Zusammenhangskomponente L einer reduktiven Gruppe
~
G

uber einem globalen K

orper F besteht sie nach [Ar88], grob gesagt, aus einer Iden-
tit

at von Distributionen
X
o2O(G)
J
o
(f) =
X
2X (
^
G)
J

(f) f

ur f 2 C
1
c
(L(A )
1
);
bei der auf der sogenannten geometrischen Seite (links) gewichtete Orbitalinte-
grale mit verallgemeinerten Spuren auf der rechten, spektralen Seite verglichen
werden. F

ur viele Anwendungen, aber auch bei der Stabilisierung der Spurfor-
mel { oder auch Teilen der Spurformel, wie etwa der elliptischen Terme, deren
Stabilisierung in [KS99] modulo des fundamentalen Lemmas gezeigt wird { ver-
gleicht man die Spurformel f

ur
~
G mit denen zu "kleineren" quasizerfallenden zu-
sammenh

angenden Gruppen H mit Zusatzstruktur (vergleiche (5.3)). Diese "endo-
skopische" Gruppen h

angen nach ihrer Denition [LS87, (1.2)] bzw. [KS99, (2.1)]
ziemlich indirekt mit
~
G zusammen, n

amlich zweifach

uber einen Dualisierungspro-
zess: H !
L
H ,!
L
G ! G (im einfachsten Fall). Man kann allerdings halb-
einfache Elemente bzw. F{Tori direkt (und

uber F !) von H nach
~
G einf

uhren.
(Deswegen hat Langlands diese Gruppen wohl endoskopisch genannt.)
Dadurch werden zu gewissen stark regul

aren Elementen  2 H
ad
(F ) Elemente
Æ 2 L(F ) assoziiert, die nach [KS99, Lemma 3.3.C] ebenfalls stark regul

ar sind
im Sinne von Denition 3.2. Genauer besteht ein solches Matching  $ Æ 2 L(F )
allerdings zwischen den stabilen Konjugationsklassen von  bzw. Æ in H bzw.
~
G.
(F

ur stark regul

are Elemente Æ 2
~
G(F ) ist die stabile Konjugationsklasse der Schnitt
der G(

F ){Konjugationsklasse von Æ mit
~
G(F ), wobei ab nun immer G :=
~
G
Æ
.)
Ausgehend von dem Begri des Matchings zwischen Elementen vonH und L, denie-
ren [LS87, 1.4] bzw. [KS99, (5.5)] den Begri eines Matchings von Funktionen. Ein
Matching f
H
$ f zwischen zwei Funktionen f
H
2 C
1
c
(H(F )) und f 2 C
1
c
(L(F ))
(mit gewissen Eigenschaften bez

uglich zentraler Elemente bzw. Charaktere von
G(F ) ...) liegt vor, wenn ihre Orbitalintegrale folgendermaen "aufeinandertref-
fen"/"zusammenpassen":
O
H;st

(f
H
) =
X
Æ2L(F )=G(F ){Konj.
(; Æ)O
L;!
Æ
(f);
wenn  $ Æ 2 L(F ) ein Matching stark regul

arer halbeinfacher Elemente ist.
Die hierbei auftretenden Gewichtungsfaktoren (; Æ) stehen im Mittelpunkt dieser
Arbeit. Diese Transferfaktoren sind { wie auch Endoskopie und Matching { von
Langlands und Shelstad (in [LS87]) bzw. Kottwitz und Shelstad in [KS99] sowohl
f

ur globale (Zahl{) K

orper als auch f

ur lokale K

orper deniert worden. Der globale
Transferfaktor ist dabei ein Produkt

uber die lokalen (

; Æ

).
Diese Arbeit beschr

ankt sich auf die lokalen Transferfaktoren, und zwar an fast allen
Stellen eines Zahlk

orpers: Fast immer ist F ein p{adischer K

orper mit gen

ugend
vi
groer Restklassencharakteristik p und
~
G = hLi eine reduktive Gruppe, die von
einer

uber F denierten Zusammenhangskomponente L erzeugt wird. (Man nimmt
an, da L(F ) 6= 0.) Die weiteren Annahmen

uber L,
~
G, die endoskopische Gruppe
H und ein a 2 H
1
(F;Cent(
^
G)) sind im Paragraphen "Fundamentale Annahmen" in
(5.17) zusammengestellt.
Sei zum Beispiel G einfach zusammenh

angend, zerfallend

uber F und mit Wurzel-
system (G) vom Typ D
7
, d.h. G = Spin(2  7). Sei  ein Automorphismus von G,
der ein F{Splitting (das sind hier ein Splittorus T in einer F{Borelgruppe B und
Wurzelvektoren f

ur die einfachen (positiven) Wurzeln von (G; B ;T)
+
) stabilisiert
und so operiert, da auf dem Dynkindiagramm, der nichttriviale Diagrammauto-
morphismus bewirkt wird, und
~
G := Go hi.
Dann ist die duale Gruppe
^
GGal(

F=F ), wobei
^
G = PSO
27
(C ) = fg 2 PGl(14) j
t
gJg = Jg (
t
g ist das Transponierte zu g und J = ( 1
i
 Æ
i;15 j
)
i;j
) und der durch
 denierte Automorphismus
^
 von
^
G, der das

ubliche Splitting mit den oberen
Dreicksmatrizen stabilisiert, ist gegeben durch Konjugation mit dem Element der
orthogonalen Gruppe, das auf dem Diagonaltorus T 
^
G operiert durch vertauschen
der 7. und 8. Eintr

age: (Diag(t
1
; :::; t
7
; t
 1
7
; :::; t
 1
1
))=Diag(t
1
; :::; t
6
; t
 1
7
; t
7
; t
 1
6
; :::).
Sei T ein anisotroper unverzweigter {stabiler F{Torus, so da durch die Identi-
kation X

(T ) = Hom(T; G
m
) = Hom(G
m
; T ) = X

(T ) die auf T

ubertragene
Galoisaktion von dem Coxeterelement der Weylgruppe W (T ;
^
G)
^

= W (T
^

;
^
G
^

)
erzeugt wird. Genauer soll (dabei) der Frobenius eines unverzweigten endlichen
Zerf

allungsk

orpers F
0
=F auf t = Diag(t
1
; :::; t
7
; t
 1
7
; :::; t
 1
1
) operieren durch (162534)Æ
i
4;7
Æ
^
 = (162534)i
4
, wobei der Zykel die Permutation auf den Indizes angibt und i
x
die Eintr

age, die invertiert werden. Sei s := ( 1; 1; 1; 1; 1; 1; 1; :::) 2 T . Dann ist
^
H = (
^
G
s
^

)
Æ
vom Typ B
3
B
3
und das Duale einer F{zerfallenden Gruppe vom Typ
C
3
C
3
. Weil
^
H vom adjugierten Typ ist, ist die zugeh

orige endoskopische Gruppe
H = Sp(6) Sp(6).
Nach den Rechnungen im Anhang (Fall 2.1 auf Seite 160) ist dies eine endoskopische
Gruppe, in der es einen F{Torus T
H
gibt, f

ur den T
H
' T

:= T=(1   )T

uber
F deniert ist. Das erm

oglicht Matching zwischen T
H
(F ) 3  $ Æ = t  , f

ur
t 2 T (F ). Mit den Formeln aus Kapitel 8 kann man den (lokalen) Transferfaktor
von Kottwitz und Shelstad berechen zu
(; Æ) =

 1
q
6=2

val
F

(t
1
=t
4
  1)(t
2
=t
4
  1)(t
3
=t
4
  1)

;
wenn t = Æ  
 1
= Diag(t
1
; :::; t
7
; t
 1
7
:::t
 1
1
) 2 T (F ), q die Gr

oe des Restklas-
senk

orpers von F bezeichnet und val
F
die Bewertung von F , f

ur die val
F
(F

) = Z.
Es folgt eine kapitelweise Beschreibung der Arbeit.
Im zweiten Kapitel wird folgender Satz von Steinberg bewiesen und verallgemeinert:
vii
Satz ([St68, 8.1]). Sei G eine reduktive Gruppe und  ein halbeinfacher Auto-
morphismus von G. Dann ist (G

)
Æ
eine reduktive Gruppe.
Beim Beweis wird ausf

uhrlich die Struktur der Untergruppen Norm(T;G)

, T

und
U

analysiert, die G

nach der Bruhatzerlegung bestimmen.
In den hinteren Paragraphen von Kapitel 2 wird diese Information benutzt, um
(unter anderem) den wichtigen Satz von Dynkin zu verallgemeinern, der eine Bi-
jektion zwischen den Dynkintypen der maximalen reduktiven Untergruppen einer
zusammenh

angenden reduktiven Gruppe G und den maximalen Subgraphen des
erweiterten Dynkindiagramms zu G ergibt. Man benutzt dazu geeignete Dynkin-
diagramme f

ur Gruppen mit Twists (vgl. S. 29), die sich aus der Geometrie des
Alkovens (eines Fundamentalbereichs der Exponentialfunktion auf einen maximalen
Torus) ergeben. Diese Diagramme sind dieselben, welche Tits (z.B. in [Ti79, 4.]) bei
den Klassikationen der einfach{algebraischen Gruppen (

uber p-adischen K

orpern)
ben

utzt.
Als weitere Anwendung werden in Behauptung 2.43 die Fundamentalgruppen der
Gruppen Cent(Æ; G) =: G
Æ
berechnet, wenn G einfach zusammenh

angend und ein-
fach algebraisch ist.
Das dritte Kapitel vereinigt Einiges, was sp

ater ben

otigt wird. Gemeinsam ist fast
allen diesen Themen, da sie halbeinfache Elemente (in nicht notwendig zusam-
menh

angend reduktiven Gruppen) behandeln.
Insbesondere wird der Begri eines (maximalen) Torus verallgemeinert. Die Idee ist,
maximale Tori als Bizentralisatoren Cent(Cent(Æ;
~
G);
~
G) =:
~
T von (fast) halbeinfa-
chen Elementen aufzufassen. (Die

ublichen Zentralisatoren Cent(Æ; G) halbeinfacher
Elemente sind n

amlich zu klein, wenn intÆ

auere Automorphismen von G bewirkt.)
Wenn
~
G nicht zusammenh

angt, sind diese Tori nicht mehr zusammenh

angend. Aber
die (wichtigsten) Strukturs

atze maximaler Tori lassen sich verallgemeinern: Jedes
fast halbeinfache Element von
~
G liegt in einem Torus (3.3), je zwei Tori sind G(

F ){
konjugiert (3.5), Norm(
~
T ;
~
G)=
~
T ist eine Coxetergruppe, usw.
Bei der Berechnung der Transferfaktoren spielt an wesentlicher Stelle { bei der Be-
rechnung von 
I
und der Normierung von 
III
{ die Wahl einer maximal kompakten
({invarianten) Untergruppe von G(F ) eine entscheidende Rolle. Daher wird in Ka-
pitel 4 die Theorie der Geb

aude von Bruhat und Tits [BT72] und [BT84] referiert.
Nach einem knappen Einstieg, der sich im wesentlichen auf Tits' Bericht in Corva-
lis [Ti79] st

utzt, werden einige Dinge f

ur Geb

aude von nicht zusammenh

angenden
(unverzweigten und halbeinfachen) Gruppen bewiesen, denn die Literatur zu diesem
Thema scheint l

uckenhaft ver

oentlicht.
Das ganze Kapitel zielt auf die Denition 4.45 und den letzten Satz 4.44. Er ist
eine wesentliche Ingredienz im Satz 8.6, in dem gezeigt wird, da es innerhalb der
halbstabilen Konjuagtionsklasse eines anisotropen (unzusammenh

angenden) unver-
zweigten F{Torus
~
T 
~
G (vgl. Denition 3.17) immer eine maximal kompakte
viii
Untergruppe U 
~
T
0
(F ) gibt, deren Fixpunkt im Geb

aude zu G(F ) eine hyperspe-
zielle Ecke ist. Damit w

ahlen in Kapitel 8 die maximal kompakten Untergruppen
der anisotropen Tori die maximal kompakten Untergruppen von G.
Im Kapitel 5 beginnt die eigentliche Arbeit mit der Referenz der wichtigsten Kon-
zepte aus [KS99]: Endoskopie, Matching halbeinfacher regul

arer Elemente und die
vier Transferfaktoren 
I
, ..., 
IV
aus denen der Transferfaktor  zusammengesetzt
ist. Im Abschnitt "fundamentale Annahmen" wird angegeben, welche vereinfachte
(lokale) Situation stets das Hauptinteresse ist. (Die Liste (5.17) auf Seite 86 ist zwar
kurz, kann aber erst formuliert werden, wenn Endoskopie eingef

uhrt wurde. Sie mu
auf jeden Fall vor der Denition der Transferfaktoren stehen, da deren allgemeinste
Denition viel zu aufwendig w

are.)
Neben Referenzen und einfachen Betrachtungen werden in diesem Kapitel drei wich-
tige Dinge unternommen. Zum einen werden die Faktoren 
I
und 
III
normiert.
Bei 
I
(; Æ) hat man das Problem, da er von einer Wahl (eines F{Splittings von
G


sc
) abh

angt, die keiner der anderen Faktoren kompensiert (wie es bei den anderen
Wahlen

ublich ist). Diese Abh

angigkeit sollte durch Wahl ausgezeichneter Splittings
wegnormiert werden.
Der Faktor 
III
(; Æ; ; Æ) h

angt dagegen nach Denition in [KS99, (4.4)] "genuin"
von zwei Matchings ab. Hier gilt es, das Refenzmatching (; Æ) m

oglichst kanonisch
zu w

ahlen.
Beide Probleme lassen sich (unter den Annahmen (5.17)) l

osen, wenn man die Wahl
eines hyperspeziellen (

{stabilen) Punktes x im Geb

aude B(G;F ) zu G(F ) in Kauf
nimmt. Nach dieser Wahl werden in (5.27) Splittings und in 5.43 Referenzmatchings
deniert, deren Wahl weder 
x
I
noch 
x
III
beinussen.
Das dritte Problem in Kapitel 5 betrit die Gruppe H im endoskopischen Datum
(5.3). Sie vermittelt zwischen den L{Gruppen
L
H und
L
G und ist im allgemeinen
selbst keine L{Gruppe (auch nicht f

ur halbeinfache, einfach zusammenh

angendes
G), geschweige denn isomorph zu
L
H. (Dieses Faktum verdoppelt die Denition
von 
III
in [KS99].)
Im letzten Paragraphen von Kapitel 5 wird gezeigt, da unter den fundamenta-
len Annahmen (5.17) (nat

urlich ohne die Annahmen (6) und die zweite Annahme
in (5)!) tats

achlich H '
L
H ist und die L{Einbettung
L
H ,!
L
G sogar

uber
^
H oGal(F
0
=F ) ,!
^
GoGal(F
0
=F ) mit einer endlichen, unverzweigten Erweiterung
F
0
=F faktorisiert.
Das sechste Kapitel bringt die Verallgemeinerung des Homogenit

atsresultats aus
[Hal93] auf Tranferfaktoren mit Twists. Dabei wird beschrieben, wie (; Æ) w

achst,
wenn man den topologisch unipotenten Anteil der topologischen Jordanzerlegung
von  und Æ (die ab nun beide in kompakten Gruppen liegen sollen) gegen 1 streben
l

at. (Der topologisch unipotente Teil Æ
u
eines halbeinfachen Elements Æ 2
~
G ist
charakterisiert als der Einseinheitenanteil von (Æ) bei einer (oder jeder) stetigen
Darstellung  der Gruppe
~
G in einer (gen

ugend groen) Gl
n
(

Q
p
). Der Restanteil
Æ
s
= ÆÆ
 1
u
ist das, was man bei der Reduktion mod p als halbeinfachen Teil noch
ix
sieht. Deswegen wird Æ
s
in 3.29 der residuell halbeinfache Teil genannt werden.)
Man geht folgendermaen vor: Man potenziert  und Æ mit einer geeigneten p{
Potenz Q, so da die residuell halbeinfachen Anteile 
s
= 
Q
s
, Æ
s
= Æ
Q
s
nicht ver

andert
werden, aber die topologisch unipotenten Teile 
Q
u
, Æ
Q
u
gegen 1 gehen. Dann erh

alt
man als quantitative Aussage

uber das Wachstum (in Satz 6.4 bzw. 6.5)
(
Q
; Æ
Q
) = (; Æ)  jQj
jMj
2
F
;
wobei M  (G)


eine gewisse Teilmenge von Wurzeln ist. Ihre Gr

oe h

angt
ungef

ahr davon ab, wie stark das Wurzelsystem (H) der endoskopischen Gruppe
von dem der Fixgruppe (G

) abweicht und auf welchen dieser Wurzeln Æ nur bis
auf topologisch unipotente Faktoren nur aus einem Vertreter 

f

ur die gesternte
Aktion von L (vgl. (1.8)) besteht.
Der Wachstumsfaktor jQj
jM j=2
kommt vom Faktor 
IV
her, der j  j
F
{Betrag eines
Quotients zweier Harish{Chandra{Diskriminanten ist.
Die Schwierigkeiten liegen wieder beim Faktor 
III
: Man hat zu zeigen, da er
nur vom residuell halbeinfachen Anteil der topologischen Jordanzerlegung bestimmt
wird, d.h.

III
(; Æ) = 
III
(
s
; Æ
s
):
Das ist Satz 6.9.
Kapitel 7 besch

aftigt sich mit dem Abstieg. Zum einen m

ochte man auf halbeinfache
Gruppen absteigen, zum anderen auf {stabile Levifaktoren von
~
G. Nach diesen
Reduktionen darf man sich f

ur den Rest der Arbeit auf halbeinfache Gruppen be-
schr

anken, in denen
~
T anisotrop ist. Das funktioniert routinem

aig, wenn man die
Sataketransformation ein wenig modiziert bzw. verallgemeinert.
F

ur unverzweigte halbeinfache Gruppen
~
G und stark kompakte, stark regul

are Æ,
f

ur die der zugeh

orige Torus
~
T = Cent(
~
G
Æ
;
~
G) unverzweigt und anisotrop ist, wird
der Tranferfaktor  in Kapitel 8 berechnet. Hierzu wird in Denition 8.7 eine
Diskriminante 
U
(Æ) verallgemeinert, die Weissauer in [W] f

ur zusammenh

angende
Gruppen deniert hat. Sie ist eine rationale Funktion in p (bzw. der Restklassen-
gr

oe q = jO
F
=p
F
j) und wird gebildet zu einer maximal kompakten Untergruppe U
von
~
T (F ). Das Hauptresultat Satz 8.10 ist dann, da
(; Æ) =

U
(Æ)

T
H
(F )
()
f

ur alle  2 T
H
(

F ), die einen vorgegebenen 1{Kozykel z

H
() 2 Z
1
(F;Cent(H))
beranden. In Abh

angigkeit von  ist Æ = Æ() 2
~
G(F ) (nach 8.2) stark regul

ar und
kompakt w

ahlbar, so da  $ Æ ein Matching ist (vgl. Denition 5.9)).
Im Appendix werden alle endoskopischen Gruppen zu den einfachen, unverzweigten
Gruppen
~
G angegeben, die ein Matching erm

oglichen, an dem ein primitiver ani-
sotroper Torus beteiligt ist. "Primitiv" wurde in [BFW] deniert und bedeutet im
xwesentlichen, da solche Tori in keine reduktive Untergruppe von
~
G "absteigen".
(Vgl. Behauptung A.5.)
Ich bedanke mich bei Professor Weissauer f

ur viele und wesentliche Anregungen
und seine Unterst

utzung, bei Dr. Uwe Weselmann f

ur Korrekturen und zahllose
Gespr

ache

uber meine Arbeit und den Mitarbeitern des Lehrstuhls Mathematik III,
von denen allen ich protiert habe.
11 Bezeichnungen und Bekanntes
(1.1) In dieser Arbeit sei F (auer in Kapitel 2 und (5.18)) ein lokaler K

orper der
Charakteristik 0 mit Restklassencharakteristik p, d.h. ein p{adischer K

orper,

F ein
algebraischer Abschluss und val
F
seine Bewertung, so normiert, da val
F
(F

) = Z.
Der Betrag j  j
F
auf

F sei die Fortsetzung von jO
F
=pj
 val
F
()
auf

F . Die Primzahl
p sei gro genug xiert. Das wird sp

ater in (5.17) pr

azisiert.
Die Weilgruppe nach [Ta79]: Zur absoluten Weilgruppe W
F
von F geh

oren stets
die folgenden Homomorphismen ' und r
E
. F

ur den p{adischen K

orper F hat man
' : W
F
,! Gal(

F=F ) mit folgendem Bild: Sei (E) der Restklassenk

orper einer
endlichen K

orpererweiterung E 

F von F und  =
S
E
(E). Dann ist '(W
F
) die
Untergruppe aller  2 Gal(

F=F ), die auf  die Abbildung x 7! x
j(F )j
n
induzieren
f

ur ein geeignetes n 2 Z.
In diesem Abschnitt sei E=F immer endlich. Sei W
E
:= '
 1
(Gal(

F=E)) und
W
E=F
:= W
F
=[W
E
;W
E
] die relative Weilgruppe. Man hat W
F
' lim
 
W
E=F
als
topologische Gruppen, wobei der projektive Limes

uber alle (endlichen Erweiterun-
gen) E=F gef

uhrt wird.
Die anderen Homomorphismen r
E
: E


 ! (W
E
)
ab
:=W
E
=[W
E
;W
E
], die unabding-
bar zu W
F
geh

oren, sind so, da
r
E
: E

 r
E
   ! (W
E
)
ab
induziert
     !
von '
Gal(

F=E)
ab
die Reziprozit

atsabbildung der Klassenk

orpertheorie ist. Frei benutzt werden die
(weiteren) wohlbekannten funktoriellen Eigenschaften [Ta79, (W
2
)] ("Konjugati-
on"), [Ta79, (W
3
)] ("Inklusion versus Verlagerung"), [Ta79, (1.2.2)] ("Norm versus
Inklusion") und f

ur Galoiserweiterungen E=F die exakte Sequenz
1  ! E

 !W
E=F
 ! Gal(E=F )  ! 1;(i)
bei der rechts r
E
ben

utzt wurde und links '. (Die Extensionsklasse von W
E=F
ist
dabei die fundamentale (kanonische) Klasse 
E=F
2 H
2
(Gal(E=F ); E

) der Klas-
senk

orpertheorie.)
(1.2) Sei A eine Menge, auf der eine Gruppe G operiert, x 2 A, B  G und H
eine Untergruppe von G. Folgende Bezeichnungen werden (st

andig) ben

utzt:
Stab
A
(G) := fg 2 G j 8a 2 A : g  a 2 Ag =: Stab(A;G)
Fix
A
(G) := fg 2 G j 8a 2 A : g  a = ag =: Fix(A;G)
G
x
:= Stab
fxg
(G) = Fix
fxg
(G)
Norm(H;G) := fg 2 G j gHg
 1
 Hg
Cent(B;G) := fg 2 G j 8b 2 B : gb = bgg Cent(G) := Cent(G;G)
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(1.3) Sph

arische Wurzelsysteme werden nur im Zusammenhang mit reduktiven
Gruppen benutzt werden: Sei G eine zusammenh

angende reduktive Gruppe

uber
F und T ein maximaler Torus von G. Das Wurzelsystem von G (bez

uglich der T{
Aktion auf Lie(G)) wird mit  = (G; T )  X

(T ) := Hom(T; G
m
) bezeichnet, die
Kowurzeln mit 
_
= 
_
(G; T )  X

(T ) := Hom(G
m
; T ). Sei V = X

(T )

Z
R und
dual dazu V

= X

(T )

Z
R. Ferner sei Z[]

= fv 2 V j (v) 2 Z f

ur alle  2 g
das zu Z[] duale Gitter in V . Die Weylgruppe W = W () ist die von allen
Spiegelungen s

: x 7! x   h; xi
_
an den Hyperebenen Kern f

ur alle  2 
erzeugte Gruppe. In der Situation oben hat man W () = Norm(T;G)=T =W (T ).
Nach Wahl einer Basis  (oder gleichbedeutend eines Positivbereichs 
+
bzw. einer
BorelgruppeB) bezeichne 
+
die Wurzel maximaler H

ohe. Das Wurzeldatum von G
	(G; T ) = (X

(T );; X

(T );
_
) legt die Isomorphieklasse von G

uber

F eindeutig
fest. N

utzlich ist:
	(G
der
) =
 
X

(T )
Æ
(X

(T ) \ V
?
der
);; X

(T ) \ V
der
;
_

	(Cent(G)
Æ
) =
 
X

(T )
Æ
(X

(T ) \ V

der
); ;; X

(T ) \ (V

der
)
?
; ;

;
wobei V
der
:= Z[
_
]
 R und V

der
:= Z[]
 R.
Ein Wurzelsystem  heit reduziert, wenn aus  2  und k   2  stets k 2 f1g
folgt. Wenn  nicht reduziert ist, sei 
lang
= f 2  j 2 62 g und 
kurz
= f 2
 j
1
2
 62 g. Beide simd reduzierte Wurzelsysteme und  = 
lang
[ 
kurz
. Die
Wurzeln aus 
lang
\ 
kurz
werden manchmal reduziert genannt.
(1.4) AÆne Wurzelsysteme kommen (mehrmals variiert) in folgender Form vor:
Sei W wie eben eine sph

arische Weylgruppe und X

 V ein W{stabiles Gitter.
Dann ist X

oW eine aÆne Weylgruppe, indem x 2 X

als Translation (um x) auf
V operiert.
AÆne Weylgruppen, die Spiegelungsgruppen (Coxetergruppen) sind, stehen (nach
[St68, 3.5+6]) in Korrespondenz zu aÆnen Wurzelsystemen. Das sind Wurzelsy-
steme der Form 
aff
= f(; k) 2  j  2 ; k 2 Zg, wobei man

ublicherweise
(; k) =  + k als inhomogene lineare Funktion auf V schreibt. Dann sind die
W

ande H
;k
= fx 2 V j (x) + k = 0g f

ur alle  + k 2 
aff
die Spiegelungshyper-
ebenen und X

= Z[
_
].
(1.5) Kammerkomplexe werden benutzt, weil sie sich eignen, die kombinatori-
schen Aspekte von aÆnen Weylgruppen zu beschreiben.
Ein Kammerkomplex der (kombinatorischen) Dimension n in einem aÆnen Raum
V besteht aus einer Teilmenge ("Ecken") E  V und einer Menge F ("Facetten")
von endlichen Teilmengen von E. F ist partiell geordnet bez

uglich der Inklusion
und (E;F ;) erf

ullt folgende Eigenschaften:
(1) x 2 E ) fxg 2 F . Auerdem ist ; 6= F .
(2) F 2 F und ; 6= F
0
 F =) F
0
2 F :
(3) Jede Facette ist in einer maximalen Facette enthalten. Diese maximalen Fa-
cetten heien Kammern und ihre Kardinalit

at ist n.
3(4) Je zwei Kammern C;C
0
2 F lassen sich

uber eine "Gallerie" verbinden, das
ist eine Folge (C
i
)
i
sukzessiv benachbarter Kammern C  C
1
 C
2
    
C
m
 C
0
Dabei heien zwei Kammern C, C
0
benachbart (C  C
0
), wenn sie eine gemeinsame
"Kammerwand" W haben, d.h. eine Facette W mit jW j = n  1 = jCj   1.
Eine Abbildung von Kammerkomplexen respektiert diese Strukturen: Sie bildet
Facetten auf Facetten ab und erh

alt die Incidenzrelation. Allerdings wird nicht
gefordert, da Ecken auf Ecken abgebildet werden.
Anmerkung: "Ecken" sind hier als kleinste Einheit eines kombinatorischen Systems
gemeint. In nachfolgenden Beispiel k

onnen dies aber ganze translierte Unterr

aume
von V sein. Man spricht dann besser von Facetten niedrigster Dimension.
Beispiel: Ein Wurzelsystem   V

deniert folgenden Kammerkomplex auf V :
Wie in (1.4) angegeben, bildet man 
aff
und die "W

ande" H
;k
. Die Zusammen-
hangskomponenten von V n
S
2;k2Z
H
;k
seien die Kammern. Die Facetten werden
induktiv deniert: Eine Facette F der Dimension m > 2 ist Teilmengen von V der
Form F = (F
1
\ F
2
)
Æ
, so da einerseits F
1
, F
2
Facetten der Dimension m + 1 sind
und andererseits F eine oene Teilmenge eines (geeigneten) aÆnenm{dimensionalen
Unterraums enth

alt. Facetten der Dimension 1 sind von der Form F
1
\ F
2
6= ; f

ur
zwei eindimensionale F
1
, F
2
. Das sind notwendig Ecken.
Alle Kammerkomplexe K, die in dieser Arbeit bewut als Kammerkomplexe an-
gesehen werden, sind Quotienten
`
i2I
K
i
 K von disjunkten Vereinigungen von
Kammerkomplexen, die zu Wurzelsystemen 
i
2 V

i
gebildet werden, wie im Bei-
spiel angegeben.
Satz 1.6 (Chevalley-Steinberg). Sei v 2 V und W
aff
= Z[
_
] oW eine aÆne
Weylgruppe, die als Spiegelungsgruppe auf V operiert, wie in (1.4) angegeben. Dann
ist der Fixator W
H
:= (Z[
_
]oW )
v
von v eine Spiegelungsgruppe, erzeugt von den
Spiegelungen aus W
aff
, die v festlassen.
Sei C eine Kammer, so da v 2 C. Ihre W

ande seien in Hyperebenen H

i
;k
i
(1 
i  r) enthalten. Dann ist f
i
j v 2 H

i
;k
i
g eine Basis eines Wurzelsystems 
H
,
dessen Weilgruppe isomorph zu W
H
ist.
Beweis: [St68, 1.19]
(1.7) Automorpismen und Splittings: SeiG eine zusammenh

angende reduktive
Gruppe

uber F . Ein Paar (B; T ) von G besteht aus einer Borelgruppe B und einem
Torus T  B. Ein Splitting (von G) ist ein Tripel spl
G
= (B; T; fX

g
2(B;T )
),
wobei (B; T ) ein Paar ist und die X

Wurzelvektoren (d.h. nichttriviale Vektoren
aus den Gewichtsr

aumen g

zu den  2  bei der Operation von T auf der Lieal-
gebra von G). Die Automorphismengruppe von G wird mit Aut(G) bezeichnet, die
innerern Automorphismen mit Inn(G), die

aueren mit Out(G) := Aut(G)=Inn(G)
und Aut(G;B) oder Aut(G; spl
G
) sind die Gruppen der Automorphismen, die B
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bzw. spl
G
stabilisieren. Die Wahl eines Splittings erm

oglicht einen (eindeutigen)
Schnitt der exakten Sequenz
1  ! Inn(G)  ! Aut(G)  ! Out(G)  ! 1:
(1.8) Die gesternte Aktion: Nach Wahl eines Splitting spl
G
kann man jedem
 2 Aut(G;B; T ) ein 

2 Aut(G; spl
G
) zuordnen, so da  und 

in Out(G)
dasselbe Bild haben. Dieses 

wird die gesternte Aktion von  bzgl. des Splittings
spl
G
genannt werden.
(1.9) Unverzweigt: In dieser Arbeit werden die verschiedensten Dinge unver-
zweigt sein. Reduktive Gruppen

uber F werden unverzweigt genannt, wenn sie
quasisplit sind und

uber einer unverzweigten Erweiterung von F zerfallen. Endlich-
dimensionale (stetige) Darstellungen einer topologischen Gruppe H werden unver-
zweigt bez

uglich einer maximalen kompakten Untergruppe K genannt, wenn sie
K{xierte Vektoren besitzen. Insbesondere sind (eindimensionale) unverzweigte
Charaktere trivial auf K. Unverzweigte 1{Kozykeln oder Kohomologieklassen in
H
1
(W
E=F
; H) (immer stetige Kohomologie!) sind auf den Einheiten O

E
 E


W
E=F
trivial. Unter der Langlandskorrespondenz Hom
c
(T (F ); C

) ' H
1
c
(W
F
;
^
T )
korrespondieren unverzweigte Homomorphismen eines Torus T zu unverzweigten
Kohomologieklassen. (Vgl. (3.37).)
(1.10) L{Gruppen: Sei G eine reduktive, quasizerfallende F{Gruppe, (B; T ) ein

uber F deniertes Paar und 	 = 	(G;B; T ) = (X

(T );(B); X

(T );
_
(B)) ein
"based" Wurzeldatum. Dann ist die L{Gruppe zu G gegeben durch das Tripel
(
^
G; 
G
; 
G
). Dabei ist

^
G die zu G duale Gruppe, d.h. eine komplexe Gruppe mit dem dualen Wur-
zeldatum 	
_
= (X

(T );
_
(B); X

(T );(B)).
 
G
: Gal(

F=F )! Aut(
^
G) eine L{Aktion, d.h. eine Aktion, deren Bild bereits
in Aut(
^
G;B; T ) liegt f

ur ein gegeignetes Paar (B; T ) in
^
G.
  : 	(G)
_
! 	(
^
G) eine Bijektion, die die Galoisaktion auf 	(G)
_
mit der von
der L{Aktion induzierten Aktion auf 	(
^
G) vertauscht, d.h. die Bijektion ist
  := Gal(

F=F ){

aquivariant.
Notiert werden L{Gruppen aber k

urzer als semidirekte Produkte
L
G :=
^
G oW
F
,
wobei W
F
die (absolute) Weilgruppe von

F=F ist und die Aktion von W
F
gegeben
ist durch W
F
Proj
  !  

G
 ! Aut(
^
G). F

ur nicht quasisplite Gruppen G wird die L{
Gruppe zu einer quasispliten inneren Form gebildet. Man zeigt (z.B in [Bo79]), da
L
G bis auf Isomorphie nicht von dieser inneren Form abh

angt und ebensowenig von
der Wahl von (B; T ). Ein L{Homomorphismus ist ein Homomorphismus zwischen
zwei semidirekten Produkten G
1
oW
F
! G
2
oW
F
, der auf der zweiten Komponente
die Identit

at ist.
5(1.11) Borovois Fundamentalgruppe ([Boro98], [Mil92, Appendix B]): Sei G
reduktiv und  das Kompositum G
sc
 G
der
,! G. Ferner sei T ein maximaler
Torus in G, deniert

uber F , und T
sc
sein Urbild unter . Dann ist

0
(G) := G=G
Æ

1
(G) := X

(T )=

(X

(T
sc
)) = X

(T )=Z[(G; T )
_
]:
Man kann nachweisen, da 
1
bis auf kanonischen Isomorphismus nicht von der Wahl
von T abh

angt. Die Fundamentalgruppe 
1
(G) hat folgende Eigenschaften:
(a) 
1
ist ein exakter Funktor von der Kategorie der reduktiven Gruppen

uber F in
die Kategorie der Gal(

F=F ){Moduln.
(b) Ein innerer Twist G! G
0
induziert einen Isomorphismus 
1
(G)! 
1
(G
0
).
(c) 
1
(G) ' X

(Cent(
^
G)) (kanonisch!)
(d) Falls G halbeinfach ist, gilt (
1
(G))
0
= (Kern())
D
, wobei ()
0
= Hom(;R=Z)
das Pontryagindual und ()
D
das Cartierdual bezeichne.
(e) F

ur einen Torus T gilt 
1
(T ) = X

(T ).
(1.12) a{Data werden nur zu Wurzelsystemen  mit Galoisaktion benutzt werden.
Ein a{Datum ist dann eine Menge fa

2

F

j  2 g, so da
a
 
=  a

und a

= a

f

ur alle  2  und  2   = Gal(

F=F ).
Solche a{Data existieren: F

ur einen Orbit     gilt entweder   =    (symme-
trischer Orbit) oder    \   = ; (asymmetrischer Orbit).
Nach Vorschrift oben kann man f

ur einen asymetrischen Orbit ein beliebiges a

2

F

w

ahlen. Die restlichen a

aus  ( )[  sind durch die Vorschriften dadurch fest-
gelegt.
F

ur jeden symmetrischen Orbit   ist die Vorschrift gleichbedeutend zur Wahl eines
(beliebigen) a

2 Kern Spur
F
+
=F

\

F

, wobei F
+
=F

die quadratische Erweiterung
des Fixk

orpers F

zu Stab
fg
( ) mit dem Fixk

orper F
+
zu Stab

( ) ist. Wegen
H
1
(F
+
=F

; F
+
) = 0 ist in diesem Fall stets a

= x   (x) f

ur ein x 2 F
+
nF

und
hi = Gal(F
+
=F

). Wenn F
+
=F

unverzweigt ist, kann man daher a{Data aus den
Einheiten O

F

oder dem Teichm

ullerschen Restsystem 
F

von F

w

ahlen.
(1.13) z{Extensionen ([L79, S. 720], [K82, x1]): Eine Surjektion  : G
1
 G
von zusammenh

angenden reduktiven F{Gruppen heit z{Extension, wenn (G
1
)
der
einfach zusammenh

angend ist und Kern  Cent(G
1
) ein direktes Produkt von
(zentralen) Tori Res
E
i
=F
(G
m
) ist (f

ur geeignete endliche Erweiterungen E
i
=F ). Ins-
besondere folgt mit Shapiros Lemma und Hilbert 90, da H
1
(E;Kern) = 1 f

ur alle
Teilk

orper E 

F .
Langlands hat (in der zitierten Arbeit) die Existenz von z{Extensionen (f

ur alle
reduktiven G) gezeigt.
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72 Reduktive Gruppen mit Twists
(2.1) Sei G eine zusammenh

angende reduktive Gruppe, deniert und zerfallend

uber einem K

orper F 2 C . Sei (B; T ) ein Paar f

ur G, d.h. B eine Borelgruppe von G
und T der maximale Torus in B. Sei I eine Untergruppe von Aut(G;B; T ). Auf der
Liealgebra Lie(G) operiert I durch (X) = dX. Weil sich die Automorphismen
von I eindeutig zu Automorphismen von G
sc
liften lassen, werden diese von der
Notation nicht unterschieden.
(2.2) In diesem ganzen Kapitel sei ein Splitting spl
G
 (B; T ) xiert und die
gesternte Aktion 

2 Aut(G; spl
G
) eines  2 Aut(G) wird immer bzgl. spl
G
gebildet. Sei I

= f

j  2 Ig. Weil  2 I und 

auf T dieselbe Operation
bewirken, operieren sie auch gleich auf X

(T ), (G; T )
_
, X

(T ), (G;B)
+
(durch
() :=  Æ 
 1
) und W = N(T )=T . Wenn keine Verwechslungsgefahr besteht,
wird Norm(T;G) = N(T ) abgek

urzt.
Sei I der I{Orbit von  in  und I

= f 2 I j () = g der Stabilisator von .
Wurzelsysteme mit Twists
Denition 2.3. Sei P
I
(x) =
1
jIj
P
2I
 die Projektion von V auf V
I
(bzw. von V

auf V
I
). Weil P
I
() ein (nicht notwendig reduziertes) Wurzelsystem ist, lassen
sich die Wurzeln aus  in drei Typen unterteilen:  2  ist vom
Typ I , wenn
1
2
 P
I
() 62 P
I
() 63 2  P
I
() ("P
I
() ist reduziert").
Typ II , wenn 2  P
I
() 2 P
I
() ("P
I
() ist nicht reduziert und kurz").
Typ III, wenn
1
2
 P
I
() 2 P
I
() ("P
I
() ist nicht reduziert und lang").
F

ur Wurzelvektoren x 2  oder x 2 
_
sei S
Ix
:=
P
2Ix
 die Summe

uber den
I{Orbit von x (gebildet in V

bzw. V ).
Folgende Funktion auf  (bzw. 
_
) wird sehr n

utzlich: Sei c() = 2, falls  vom
Typ II ist, und c() = 1 sonst. Klarerweise ist c eine Funktion auf den I{Orbiten
von .
Beispiel 2.4. Der Ausnahmefall
2
A
2n
:
Sei ("
i
)
1i2n+1
die Standardbasis von C
2n+1
und V die zu (1; :::; 1) orthogonale
Hyperebene. Der Automorphismus  bilde "
i
auf "
2n+2 i
ab. Die positivenWurzeln
sind 
+
= f"
i
  "
j
j 1  i < j  2n + 1g, ihre Basis  bilden die 
i
:= "
i
  "
i+1
(i 2 f1; 2; :::; 2ng). Die Wurzeln vom Typ I haben die Gestalt "
i
  "
j
, wobei i 6=
n+1 6= j und i+ j 6= 2n+2. Eine Wurzel vom Typ III hat die Gestalt "
i
  "
2n+2 i
.
Die zu dieser Wurzel geh

orenden Wurzeln vom Typ II sind das Paar "
i
  "
n+1
und
8 2. Reduktive Gruppen mit Twists
"
n+1
  "
2n+2 i
. Man hat z.B.
Typ I II III
 "
1
  "
2
= 
1
"
n
  "
n+1
= 
n
"
n
  "
n+2
= 
n
+ 
n+1
P
I
()
1
2
("
1
  "
2
+ "
2n
  "
2n+1
)
1
2
("
n
  "
n+2
) "
n
  "
n+2
S
I
"
1
  "
2
+ "
2n
  "
2n+1
"
n
  "
n+2
"
n
  "
n+2
(P
I
(
_
))
_
"
1
  "
2
+ "
2n
  "
2n+1
2("
n
  "
n+2
) "
n
  "
n+2
(S
I
_
)
_
1
2
("
1
  "
2
+ "
2n
  "
2n+1
) "
n
  "
n+2
"
n
  "
n+2
Im folgenden Dynkindiagramm der A
2n
werden die Wurzeln eines {Orbits

uber-
einander dargestellt. Darunter ist das Dynkindiagramm, das unter der Projektion
P
I
entsteht. Es ist vom Typ BC
n
, denn die "kurze" Wurzel P
I
(
n
) ist "nicht
reduziert", da 2P
I
(
n
) 2 P
I
(). Man beachte, da die Verbindungskanten in beiden
Diagrammen mit dem ({invarianten Standard{) Skalarprodukt auf V berechnet
werden k

onnen.
<
 =
2
A
2n
P
I
() = BC
n

n

n+1
P
I
(
n
)

n 1

n+2
P
I
(
n 1
)

1

2n
P
I
(
1
)
ÆÆÆÆÆÆÆ
Æ Æ Æ Æ Æ Æ Æ
ÆÆÆÆÆÆÆ
(2.5) Eigenschaften von Wurzelsystemen mit Twists:
Als irreduzible Wurzelsysteme mit I 6= fidg hat man 3 Serien
2
A
2n
,
2
A
2n 1
,
2
D
n
und 3 exzeptionelle F

alle
3
D
4
,
6
D
4
,
2
E
6
zu betrachten. Indem man alle F

alle durch-
rechnet, erh

alt man folgende n

utzliche Fakten:
(1)
jIj

2
A
2n 1
2
A
2n
2
D
n
3
D
4
6
D
4
2
E
6
P
I
() C
n
BC
n
B
n 1
G
2
G
2
F
4
(2) Es gibt jeweils genau zwei Orbitl

angen und zwar 1 und 2 (falls jIj = 2) bzw.
3 (in den F

allen
3
D
4
,
6
D
4
). Die langen Wurzeln in P
I
() sind genau die
Projektionen der Fixwurzeln.
(3) Die Zuordnung  7! P
I
() gibt eine Bijektion zwischen den I{stabilen Basen
von  und den Basen von P
I
(). Zudem ist S
I
() := fS
I
j  2 g eine
Z{Basis von Z[]
I
.
(4) Nur in Wurzelsystemen vom Typ
2
A
2n
kommen Wurzeln vom Typ II oder
III

uberhaupt vor: Zu jeder Fixwurzel  gibt es in einem irreduziblen
2
A
2n
{
System einen I{Orbit f
1
; 
2
g  , so da  = 
1
+
2
, d.h. P
I
() = 2P
I
(
i
).
Diese 
i
und  werden als zueinander geh

orig bezeichnet.
(5) Wenn  nicht vom Typ II (nicht reduziert, kurz) ist, sind alle Wurzeln des
I{Orbits I orthogonal aufeinander.
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(6) W
I
ist die Weylgruppe von P
I
(). Falls  nicht vom Typ II ist, ist die Spie-
gelung an der Wurzel P
I
() in W
I
gerade s
I
:=
Q
2I
s

, wobei die Reihen-
folge der Spiegelungen s

aufgrund der Orthogonalit

atsaussage (5) irrelevant
ist. Falls  vom Typ II ist, ist die Spiegelung bzgl. P
I
() klarerweise gleich
der Spiegelung bzgl. 2P
I
() 2 P
I
().
(7) Alle Wurzeln vom Typ I oder II sind

uber W
I
konjugiert zu einer Wurzel in
. Die Wurzeln vom Typ III sind

uber W
I
konjugiert zur Summe der beiden
Wurzeln vom Typ II in  = (A
2n
).
(8) (P
I
())
_
=

S
I
_
falls  nicht vom Typ II ist
2  S
I
_
falls  vom Typ II ist

= c()  S
I
_
(9) P
I
(Z[
_
]) o W
I
operiert als aÆne Weylgruppe (zu W
I
) auf V
I
und zwar
erzeugt von den Spiegelungen (2 EndV
I
) an den Hyperebenen
H
I;k
:= fv 2 V
I
j (P
I

_
)
_
(v) =  kg
(8)
= fv 2 V
I
j c()  S
I
(v) =  kg
(f

ur k 2 Z). Das c wurde in 2.3 bzw. im Punkt (8) deniert. Beachte: Wenn
 vom Typ III ist und zu 
1
, 
2
vom Typ II geh

ort, ist H
I;k
= H
I
1
;2k
.
(10) Sei 

 V = Z[
_
]
R die Dualbasis zu , genauer sei 

= f
_

j  2 g,
so da (
_

) = Æ
;
f

ur  2 . Die Dualbasis von V
I
zu (P
I
(
_
))
_
ist die
Menge der
1
c()
P
I
(
_

) f

ur alle Orbiten I  . Dagegen bildet P
I
(

) eine
Z{Basis von
Z[(P
I
(
_
))
_
]

:= fv 2 V
I
j (v) 2 Z f

ur alle  2 (P
I
(
_
))
_
g:
Falls nur Wurzeln vom Typ I in  vorkommen, ist c() = 1(!).
Die Punkte (3){(10) sind prinzipiell auch noch g

ultig, wenn  nicht mehr irreduzibel
angenommen wird.
Denition 2.6. Einem Wurzelsystem  2 V und einer Gruppe I  Aut() kann
man nun zwei Wurzelsysteme zuordnen:

I
:= fP
I
() j  2 g = P
I
() und 
I
= ((
_
)
I
)
_
 fS
I
j  2 g:
Vorbereitungen zum Satz von Steinberg
Lemma 2.7. Sei spl
G
ein Splitting von G und I

 Aut(G; spl
G
) eine Grup-
pe. Dann ist 1 ! T
I

! N(T )
I

! W
I

! 1 exakt und es gibt eine (durch
spl
G
) eindeutig bestimmte Liftung W ! N(T ) : w 7! n(w) ("Steinberglift") mit


(n(w)) = n(w).
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Beweis: Es reicht, den Steinberglift in eine zu G
der
isogene Gruppe anzugeben. Da
G
sc
(oder G
ad
) immer ein direktes Produkt einfacher Faktoren ist, darf man o.E. G
einfach algebraisch annehmen. Weiter wird angenommen, da (G) vom Typ ADE
ist, d.h. alle Wurzeln dieselbe L

ange haben. Alle anderen (einfachen) Gruppen
erh

alt man als Fixgruppen unter geeigneten (Splitting{xierenden) Automorphis-
men, wie aus Tabelle 2.5.1 hevorgeht. Es ist nicht schwer zu sehen (und auf Seite
20 im 3. Schritt von Satz 2.12 ausf

uhrlich dargestellt), da (G
I

) = 
I
, falls 
I
reduziert ist. Man liest der Tabelle ab, da man jedes Wuzelsystem (insbesondere
B
n
und C
n
!) als reduziertes (!) System 
I
realisieren kann mit geeigneten ADE{
Systemen und Automorphismen. Um das Problem weiter zu vereinfachen benutzt
man folgenden
Fakt 2.8 ([Sp81, 10.2.3]). Sei  eine Abbildung von fs

j  2 g in ein multi-
plikatives Monoid mit 1 mit den folgenden Eigenschaften: Wenn ;  2 ,  6= ,
dann
(s

)(s

)(s

)::: = (s

)(s

)(s

)::: ;
wobei auf beiden Seiten genau m(; ) := ord(s

s

) Faktoren stehen.
Dann existiert eine eindeutige Fortsetzung von  auf W , so da f

ur jedes vollst

andig
gek

urzte Wort w = s

1
   s

k
gilt (w) = (s

1
)   (s

k
).
Daher werden jetzt Repr

asentanten f

ur die Basisspiegelungen s

,  2  konstruiert
und dann die Bedingungen von Fakt 2.8 veriziert. (Der Fall
2
A
2n
erfordert sp

ater
Nachbesserungen dieser Konstruktion!) Weil  vom Typ ADE ist, hat man nur zwei
F

alle m(; ) = 2; 3 zu untersuchen.
Konstruktion der Steinbergrepr

asentanten f

ur  2  vom Typ I: Zu jedem
Wurzelvektor X

aus spl
G
gibt es genau einen Wurzelvektor X
 
2 g
 
, so da
[X

; X
 
] = H

. Dann
n(s

) := exp(X

)exp( X
 
)exp(X

) =: n(X

)
(Die Bezeichnung n(X

) ist ehrlicher und bald n

utzlich.) Durch fX

; H

; X
 
g ist
eine Einbettung Sl
2
,! G festgelegt. Dann ist n(s

) das Bild von
 
0
 1
1
0

unter dieser
Einbettung.
Fall 1: m(; ) = 2, (d.h. h; 
_
i = 0)
n(X

)n(X

)n(X

)
 1
= n

int
 
n(X

)


X


= n

intt
 
X
s

_
()


f

ur ein geeignetes t = 
_
(h) 2 T , denn das Bild der Sl
2
zu X

trit den Torus T in

_
(G
m
). Weil h; 
_
i = 0, ist s

_
() =  und int(
_
(h))
 
X


= h
h;
_
i
X

= X

.
Also hat man oben: n(X

)n(X

)n(X

)
 1
= n(X

); was zu beweisen war.
Fall 2: m(; ) = 3, (d.h. h; 
_
i =  1) Durch (X

; X

) wird eine Einbettung
einer Sl
3
nach G festgelegt (analog zu der Einbettung der Sl
2
oben). Daher darf
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man die Rechnung n(X

)n(X

)n(X

) = n(X

)n(X

)n(X

) in einer Sl
3
verizieren.
Man rechnet ( := 0)
n(

0 x 
0 0 
  0

)n(

0  
 0 y
 0 0

)n(

0 x 
0 0 
  0

) =

0 x 
 x
 1
0 
  1

1  
 0 y
  y
 1
0

0 x 
 x
 1
0 
  1

=

  xy
  1 
(xy)
 1
 

und ebenso die andere Seite, die dasselbe ergibt.
Nun hat man in allen ADE{Systemen (nach Wahl des Splittings) kanonischen Re-
pr

asentanten n(w). Zu zeigen bleibt, da sie in G
I

liegen, falls w 2 W
I

.
Fall A: 
I
ist reduziert.
In diesem Fall sind alle  2  vom Typ I und f

ur 

2 I

hat man


(n(X

)) = exp(

(X

))exp(

( X
 
))exp(

(X

)) = n(

(X

)) = n(X


()
)
Nach (2.5.6) ist (f

ur  2 ) der Steinbergrepr

asentant n
 
s
P
I
()

=
Q
2I
n(s

),
wobei die Reihenfolge des Produkts irrelevant ist (nach dem, was bisher gezeigt
wurde, denn Wurzeln in I   sind paarweise orthogonal nach (2.5.5)). Daher ist
n
 
s
P
I
()

2 G
I

. Weil P
I
() eine Basis von 
I
bildet, ist man fertig.
Fall B: (; I

) ergibt
2
A
2n
:
Hier ist G = Sl
2n+1
und G
I

' SO(2n+1) (vgl. Beispiel 2.19). In diesem Fall gibt es
einen Orbit in  dessen Wurzeln nicht senkrecht aufeinander stehen. Man deniert
nun f

ur  2  vom Typ II
n
 
s
P
I
()

:= exp
 
X
2I
X


 exp
 
  c() 
X
2 I
X


 exp
 
X
2I
X


Diese Formel gilt auch f

ur alle  2  vom Typ I (auch im vorigen Fall A). Nur
falls  vom Typ II ist, ist die Bildung in Fall A verschieden von der Denition eben.
Diese hat aber den Vorteil, da n(s
P
I
()
) 2 G
I

, denn weil I

die Wurzelvektoren
fX

j  2 g stabilisiert, liegt
P
2I
X

2 Lie(G)
I

. Weil man nun einer Basis-
spiegelung des B
n
{Subsystems (G
I

)  
I
einen neuen Steinbergrepr

asentanten
zugewiesen hat, mu man noch einmal Fakt 2.8 bem

uhen, um die neue Konstruktion
(wortunabh

angig) auf W
I

auszudehnen.
Bezeichne 
0
2  eine der beiden Wurzeln vom Typ II. Falls m(P
I
(); P
I
(
0
)) = 2,
sieht man sofort, da n(s
P
I
()
) und n(s
P
I
(
0
)
) vertauschen, denn alle Wurzeln in I
sind senkrecht auf denen von I
0
. Der verbleibende Fall ist m(P
I
(); P
I
(
0
)) = 4.
Ihn kann man in einer Sl
5
verizieren. Dabei kann man  = "
1
  "
2
, 
0
= "
2
  "
3
annehmen sowie
n

 
0    
 0 x  
  0 x 
   0 
    0
!

=
0
@
1    
   x
2
=2 
   1  
 2=x
2
  
    1
1
A
und n

 
0 y   
 0   
  0  
   0 y
    0
!

=
0
@
0 y   
 y
 1
0   
  1  
   0 y
    y
 1
0
1
A
12 2. Reduktive Gruppen mit Twists
Lemma 2.9. Sei  irreduzibel und ein Splitting spl
G
xiert.
Falls  2  nicht vom Typ III ist, gibt es eine Menge fX

2 g

nf0g j  2 Ig, auf
der I

durch Permutation operiert: 

X

= X


()
. Insbesondere operiert I


trivial
auf g

in diesen F

allen.
Falls  vom Typ III ist, so ist I = fg und 

2 I

operiert auf der Geraden g

durch  1 genau dann, wenn  nichttrivial auf  operiert.
Beweis: Dem Splitting spl
G
entnimmt man die Basen X

f

ur alle g

,  2 .
Fall 1:  ist nicht vom Typ III.
Reduktion auf : In diesem Fall ist 

uberW
I
zu einer Wurzel aus  konjugiert (vgl.
(2.5.7)), etwa  := w() 2  mit w 2 W
I
. Weil der Steinbergrepr

asentant n(w)
eines I{invarianten w nach (2.7) selbst I

invariant ist, ist Adn(w) I

-

aquivariant.
Das Bild von fX

2 g

nfOg j  2 Ig unter Adn(w) ist eine Menge der Form
fX

j  2 Igmit einer Basiswurzel  2 . Also gen

ugt es, das Lemma f

ur Wurzeln
 2  zu zeigen. Diese Aussage ist aber nach Denition von I

 Aut(G; spl
G
)
klar.
Fall 2:  ist vom Typ III.
Hier kann man sich nicht auf den Fall  2  zur

uckziehen. Allerdings ist jede
Wurzel vom Typ III

uber W
I
konjugiert zu einer Wurzel der H

ohe 2 bzgl. 
(d.h. Summe zweier Wurzeln aus ). Indem man, wie im ersten Fall, mit dem I

-
invarianten Steinbergrepr

asentanten eines geeigneten w 2 W
I
konjugiert, kann man
hier annehmen, da  = 
1
+
2
mit 
1
, 
2
2 . Dann istX

:= [X

1
; X

2
] 2 g

und


permutiert fX

1
; X

2
g. Diese Permutation ist genau dann trivial, wenn  trivial
auf  = (A
2n
) operiert. Andernfalls ist klarerweise 

X

= [X

2
; X

1
] =  X

.
(2.10) Sei  irreduzibel, X

ein Gitter mit Z[
_
]  X

 Z[]

und V
P
:=
KernP
I
 V = X


 C . Man hat die kurze exakte Sequenz
0! V
P
=(X

\ V
P
)! V=X

! V
I
=P
I
(X

)! 0
(z.B. durch das Schlangenlemma aus folgendem kommutativen Diagramm:
0    ! V
P
   ! V    ! V
I
   ! 0
[ [ [
0    ! X

\ V
P
   ! X

   ! P
I
(X

)    ! 0:)
In der zugeh

origen langen exakten Kohomologiesequenz
:::! H
1
(I

; V
P
=(X

\ V
P
))
| {z }
=1 nach Lemma 2.11
! H
1
(I

; V=X

)
P
I
 ! H
1
(I

; V
I
=P
I
(X

))! :::
ist nach folgendem Lemma P
I
eine Inklusion.
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Lemma 2.11. Falls  irreduzibel ist, ist H
1
(I

; V
P
=(X

\ V
P
)) = 1.
Beweis: Es werden alle irreduziblen F

alle in (2.5.1) durchgerechnet.
Fall 1:  ist nicht
6
D
4
.
In diesem Fall ist I

= hi zyklisch (von der Ordnung 2 bzw. 3). Daher ist V
P
=
(   1)V und  operiert auf V
P
anisotrop, i.e. V
I
P
= 0. Somit ist (1   )V
P
= V
P
und man hat
H
1
(I

; V
P
=(X

\ V
P
)) ' Kern(1 +  + :::+ 
ord 1
)Big=(1  )
 
V
P
=(X

\ V
P
)

= 1:
Fall 2:  =
6
D
4
.
In diesem Fall gilt I

' S
3
' h
3
i o h
2
i f

ur geeignete 
3
, 
2
der Ordnung 3 bzw.
2. Nach (2.5.1) ist V
I
= V

3
, d.h. V
P
= (1   
3
)V . Die Hochschild{Serre{
Spektralsequenz ergibt (mit V
P
:= V
P
=(X

\ V
P
))
1  ! H
1
(h
2
i; V
P

3
)  ! H
1
(I

; V
P
)  ! H
1
(h
3
i; V
P
)

2
 ! ::::
Die linke Kohomologiegruppe ist trivial, weil V
P

3
=
 
(1   
3
)V=(X

\ V
P
)


3
'
H
1
(h
3
i; X

\ V
P
) eine 3{Torsionsgruppe ist und ord
2
= 2. Nach Fall 1 ist
H
1
(h
3
i; V
P
) = 1.
Der Satz von Steinberg
Der folgende Satz ist eher eine Inhalts

ubersicht dieses Paragraphen. Er verallgemei-
nert den Satz von Steinberg [St68, 8.1] auf (nichtzyklische) Automorphismengruppen
I von G, die ein gegebenes Paar (B; T ) stabilisieren.
Satz 2.12. Sei G eine reduktive Gruppe mit Radikal Z := Cent(G)
Æ
und I eine Un-
tergruppe von Aut(G;B; T ). Dann ist (G
I
)
Æ
eine reduktive Gruppe mit Wurzeldatum
	(G
IÆ
; T
IÆ
) =

P
I
(X

(T ));
~
; X

(T )
I
;
~

_

;
wobei
~
  
I
und
~

_
 (
_
)
I
. Genauere Bedingungen daf

ur, da ein Orbit I
Wurzel in
~
 ist, sind in Beh. 2.15, Lemma 2.17 und Bsp. 2.18 gegeben.
Die unipotente Untergruppe U
I
zur Wurzel P
I
() 2 (G
Æ
; T
Æ
) ist als Variet

at
isomorph zum Bild von U

in
Q
2I=I

U

unter x 7!
Q
2I=I

(x) (in irgendeiner
festgelegten Reihenfolge des Produkts).
Um 
0
(G
I
) = G
I
=G
IÆ
' N(T )
I
=(N(T )
I
\G
IÆ
) zu beschreiben, seien
(G) := Kern[T
sc
 Z  T ]
W
2
:= Bild[N(T )
I
!W
I
] = Kern
h
W
I
Æ
 ! H
1
(I; T )
i
' N(T )
I
=T
I
W
1
:= Bild[N
sc
(T
sc
)
I
!W
I
] = Kern
h
W
I
Æ
sc
 ! H
1
(I; T
sc
)
i
' N
sc
(T
sc
)
I
=T
I
sc
W
0
:= Bild[N(T ) \G
IÆ
!W
I
] = Bild[N
sc
(T
sc
) \G
IÆ
sc
!W
I
] =W (Lie(G)
I
)
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Man hat dann
1! T
I
=T
IÆ
! N(T )
I
=(N(T )
I
\G
IÆ
)!W
2
=W
0
! 1 ist exakt.
1! Z
I
=(Z \ T
IÆ
)! T
I
=T
IÆ
! H
1
(I

; (G))! H
1
(I

; T
sc
 Z) ist exakt.
W
2
=W
1
' Bild

W
I
! H
1
(I; T
sc
)

\ Bild

H
1
(I; (G))! H
1
(I; T
sc
)

F

ur irreduzibles  hat man
W
1
'
\
2I
Bild


P
I
(Z[
_
])oW
I

P
I
(Y

)
Proj.
  !W
I

\
\
t2I\T
ad
W
t
'
\
2I
D
s
I



S
I
(t

) = 1; falls  vom Typ I
(2S
I
)(t

) = 1; falls  vom Typ III
E
\
\
t2I\T
ad
W
t
Die Reduktion auf irreduzible Wurzelsysteme geht wie folgt: Es gibt irreduzible Wur-
zelsysteme 
i
 , so da  =
L
i
Ind
I
I
i

i
, wobei I
i
:= f 2 I j (
i
)  
i
g und
I

i
:= f 2 I
i
j j

i
= idg. Damit gehen auch entsprechende Zerlegungen von G
sc
,
T
sc
, V , Z[
_
], Z[]

und W einher.
Beweis: G
I
ist eine algebraische Gruppe. Um zu zeigen, da sie reduktiv ist, wird
in Behauptung 2.16 gezeigt, da das unipotente Radikal R
u
(G
IÆ
) trivial ist. Aus
der Eindeutigkeitsaussage der Bruhatzerlegung von G bzgl. (B; T;W ) ergibt sich,
da G
IÆ
von T
IÆ
, U
I
und Norm(T )
I
erzeugt wird. Diese Untergruppen werden der
Reihe nach (in Schritt 1 bzw. 2 bzw. 4) beschrieben.
1. Schritt: Berechnung von T
I
.
Man berechnet besser T
I

= T
I
. Aus der langen exakten Kohomologiesequenz zur
exakten Sequenz, die (G) deniert,
1! (G)! T
sc
 Z ! T ! 1
erh

alt man, weil H
1
(I

; (G)) endlich ist und T
I
sc
nach Behauptung 2.13 unten zu-
sammenh

angt, folgende exakte Sequenzen
1  ! (G)
I

\ (T
sc
 Z
IÆ
)  ! T
I
sc
 Z
IÆ
 ! T
IÆ
 ! 1
und
1! Z
I
=(Z \ T
IÆ
)! T
I
=T
IÆ
! H
1
(I

; (G))! H
1
(I

; T
sc
 Z)(i)
Wenn Z = 1, d.h. die Gruppe halbeinfach ist, ist diese Formel nicht mehr so un-
handlich. F

ur einfache Gruppen wird T
I
=T
IÆ
mit ihr in Behauptung 2.14 vollst

andig
ausgerechnet.
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Behauptung 2.13. T
I
sc
und T
I
ad
sind zusammenh

angend und
H
1
(I

; T
sc
) ' H
1
(I

; G

m
) '
M
I
H
1
(I

; Ind
I

I


G
m
)
Shapiro
'
M
I
Hom(I


; G
m
):
Beweis: Man hat die Isomorphien
Q
2
G
m

 ! T
sc
(x

)
2
7 !
Q
2
(
_
(x

))
T
ad

 !
Q
2
G
m
t 7 ! ((t))
2
Weil alle  2 I die Basen  = (B; T ) bzw. 
_
permutieren, operieren die  2 I in
beiden F

allen auf
Q
2
G
m
durch Permutation der Komponenten. Daher sind T
I
sc
und T
I
ad
isomorph zu f(x

)

2
Q
2
G
m
j x

= x

f

ur alle  2 Ig '
Q
I
G
m
.
Dies ist ein (zusammenh

angender) Torus.
Behauptung 2.14. Sei  irreduzibel und G einfach. Dann gilt
H
1
(I

; (G)) =
8
>
>
<
>
:
Z=2 falls
8
<
:
 =
2
A
2n 1
und (G) gerade
 =
2
D
2n 1
und (G) 6= 1
 =
2
D
2n
und (G) ' Z=2
1 sonst
und Kern [H
1
(I

; (G))! H
1
(I

; T
sc
)] ist genau dann nichttrivial, wenn (; (G))
in folgender Liste vorkommt:
  ist vom Typ
2
A
2n 1
und 0 6= (G)  ()
2
' Z=n und (G) ist gerade.
  ist vom Typ
2
D
n
und (G) ' Z=2 (und I{stabil).
In diesen F

allen ist Kern [H
1
(I

; (G))! H
1
(I

; T
sc
)] ' Z=2. (Beachte: In den
2
D
n
{F

allen hat () genau eine Untergruppe der Ordnung 2, die von I auf sich
abgebildet wird. Diese ist oben gemeint.)
Beweis: Da keine Rationalit

atsfragen behandelt werden, darf man (nach 1.11(d))
(G) = Kern mit 
1
(G) identizieren. (Sie sind als Gruppen isomorph, nicht
als Galoismoduln, was hier nicht st

ort.) Zuerst wird H
1
(I

; (G)) in allen F

allen
berechnet.
Fall 1: I

= hi ist zyklisch (6= 1).
Typ von  (G) j
(G)
H
1
(hi; (G))
2
A
2n 1
mZ=2nZ
m j 2n
 1
Z=2 falls 2n=m gerade
0 sonst
2
A
2n
mZ=(2n+ 1)Z
m j 2n+ 1
 1 0
2
D
2n 1
mZ=4Z
m j 4
 1
Z=2 falls m 6= 4
0 falls m = 4
2
D
2n
F
2
2
h(
1
1
)i  F
2
2
(
0
1
1
0
) 2 End(F
2
2
)
0
Z=2
3
D
4
F
2
2
(
0
1
1
1
) 2 End(F
2
2
) 0
2
E
6
Z=3  1 0
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Fall 2:  =
6
D
4
, I

= h
3
io h
2
i.
Man reduziert sich mit Hochschild{Serre auf den zyklischen Fall:
1! H
1
(h
2
i; (G)

3
)! H
1
(I

; (G))! H
1
(h
3
i; (G))
| {z }
=0 siehe Fall 1

2
! :::
Weil die Matrix (
0
1
1
1
) 2 Gl(2; F
2
) keinen Eigenwert 1 besitzt, ist (G)

3
= 0. Darum
verschwindet auch die erste Kohomologiegruppe und man hat H
1
(I

; (G)) = 1 f

ur
 =
6
D
4
.
Um Kern [H
1
(I

; (G))! H
1
(I

; T
sc
)] zu untersuchen, hat man nun nur noch F

alle
zu betrachten, in denen I

= hi ' Z=2, (G) = Kern(1 + )j
(G)
und H
1
(I

; (G))
von der Ordnung 2 ist. Betrachte das kommutative Diagramm ((G) = 
1
(G))
H
1
(I

; 
1
(G))
i
   ! H
1
(I

; T
sc
)
'
x
?
?
x
?
?
'
(X

(T )=Z[
_
])=(1  )
1
(G)
i
   ! Kern(1 + )=((1  )V + Z[
_
])
in dem die horizontalen Abbildungen von Inklusionen herkommen und die vertikalen
mit Hilfe der Exponentialabbildung (und der zyklischen Kohomologie) entstehen.
Eine Klasse 
_
+ Z[
_
] 2 
1
(G) ' X

(T )=Z[
_
] ist demnach genau dann im Kern
(von i), wenn 
_
2 (1  )V + Z[
_
].
Fall 1:  ist vom Typ
2
D
2n
und 
1
(G) ' Z=2 (I{stabil).
Sei 
_
1
2 Z[]

ein Vertreter der nichttrivialen Klasse in 
1
(G). Weil H
1
(hi; 
1
())
trivial ist (s.o.), existiert ein 
_
3
2 Z[]

, so da 
_
1
 (1   )
_
3
mod Z[
_
], d.h.

_
1
2 (1  )V + Z[
_
].
Fall 2:  ist vom Typ
2
A
2n 1
oder
2
D
2n 1
.
Nach Behauptung 2.13 und (i) auf Seite 14 wei man, da f

ur 
1
(G
ad
) ' Z[]

=Z[
_
]
= 
1
() die Abbildung i injektiv ist. Daher gibt es (genau eine) Klasse 
_
1
2 
1
(),
die nicht in (1 )V +Z[
_
] liegt. In den hier betrachteten F

allen ist 
1
() zyklisch
und  operiert durch  1 (auf 
1
()). Also ist i genau dann nicht injektiv (d.h. die
Nullabbildung), wenn 0 6= 
1
(G)  
1
()
2
und (G) gerade ist.
2. Schritt: Beschreibung von Lie(G)
I
und damit von G
IÆ
.
Wegen der Wurzelraumzerlegung g := Lie(G) = Lie(T ) 
L
2
g

ist g
I
direkte
Summe von Lie(T )
I
und (
L
2
g

)
I
. Dieser letzte Raum wird hier beschrieben.
Man erh

alt in (iii) unten eine Zerlegung der Gestalt
g
I
= Lie(T )
I

M
I
g
I
;
in gewisse (eindimensionale) Gewichtsr

aume zu Gewichten der T
IÆ
{Operation auf
g
I
. Deniere f

ur alle  2 I
'
I
() :
L
2I
g

 !
L
2I
g

X 7 ! (X)
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Nach Wahl einer Basis (X

2 g

j  2 I) f

ur die Wurzelr

aume
L
2I
g

erh

alt
man ~'
I
() 2
Q
2I
F

durch  X

= [ ~'
I
()]

X

, so da
'
I
()
 
X
2I
X

!
= 
 
X
2I
X

!
=
X
2I
[ ~'
I
()]

X

:
Auf
Q
2I
F

operiert I durch Permutation der Komponenten [(x)]

= x

 1

.
Es gilt ~'
I
2 Z
1
(I;
Q
2I
F

), denn nach der Basiswahl wird die Operation von I
durch Monomialmatrizen beschrieben; Nach Denition ist ~'
I
der Diagonalanteil bei
der Zerlegung "Monomialmatrix=Diagonalmatrix  Permutationsmatrix" und die
Operation von  auf
Q
2I
F

ist gerade so eingerichtet, da sie der Konjugation
mit dem Permutationsanteil entspricht. Ein Basiswechsel zu einer zweiten Basis
(X
0

2 g

) (bei festgehaltener Reihenfolge der  2 I)

andert ~'
I
klarerweise um
einen Korand ab. Dadurch ist '
I
(i.e. j
L
2I
g

) eine Klasse in H
1
(I;
Q
2I
F

)
zugeordnet. Nach Shapiros Lemma hat man
H
1
(I;
Y
2I
F

) ' H
1
(I

; F

) = Hom(I

; F

)(ii)

I 3  7! (:::; x

(); :::)
2I

7 !

I

3  7! x

()

wobei I

der Fixator von  in I ist.
F

ur eine Wurzel  2  ist 
res
Def.
= j
T
IÆ
genau dann eine Wurzel in Lie(G
I
), wenn
0 6= g
I
:=
(
x 2
M
2I
g




'
I
()(x) = x f

ur alle  2 I
)
:
Behauptung 2.15. Der Raum g
I
ist h

ochstens eindimensional und zwar gilt:
g
I
6= 0, [ ~'
I
()]

= 1 f

ur  2 I

:
, ~'
I
ist trivial in H
1
(I;
Y
2I
F

):
, Ij

2I
g

' I

j

2I
g

Beweis: Damit g
I
6= 0, ist es oensichtlich notwendig, da [ ~'
I
()]

= 1 f

ur  2 I

.
Hat man umgekehrt dies, so wird ~'
I
bei Shapiros Isomorphismus (ii) auf Eins
abgebildet. Also operiert I bei geeigneter Basiswahl durch Permutationsmatrizen.
Diese xieren aber immer einen Unterraum. Also ist g
I
6= 0. Bei transitiver Aktion
der Permutationsgruppe ist der Fixraum eindimensional. Die mittlere

Aquivalenz
ist wieder mit Shapiro (ii) klar. Die letzte Aussage ist eine Umformulierung der
zweiten.
Man erh

alt also
g
I
= Lie(T )
I

M
I
g
I
;(iii)
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wobei die Summe

uber alle I-Orbiten I von Wurzeln aus  gebildet wird, f

ur die
gilt: Ij
g

' I

j
g

. In Bsp. 2.18 unten wird in Spezialf

allen ein griÆgeres Kriterium
f

ur diese Orbiten I gegeben. F

ur X 2 g
I
und t 2 T
IÆ
hat man Ad t(X) = (t) X,
d.h. g
I
ist (eindimensionaler) Gewichtsraum f

ur die Operation von T
IÆ
auf g
I
zum
Gewicht j
res
:= j
T
IÆ.
Behauptung 2.16. G
IÆ
:= (G
I
)
Æ
ist reduktiv.
Beweis: Nach den Bedingungen in (iii) gilt g
I
6= 0 () g
I( )
6= 0. Daher
erzeugen g
I
und g
 I
eine sl
2
 g
I
, sobald der Orbit I den Bedingungen in
(iii) gen

ugt. (Erinnerung: Weil I  Aut(G;B; T ) sind alle Wurzeln in I von
derselben Parit

at (positiv bzw. negativ).) Daher gibt es keine nilpotenten Elemente
im Radikal Rad(g
I
) von g
I
, d.h. Rad(g
I
) ist halbeinfach (Jordanzerlegung!). Weil
Lie(G
IÆ
) = Lie(G)
I
= g
I
und Lie(Rad(G)) = Rad(Lie(G)), folgt daraus, da G
IÆ
reduktiv ist.
W

ahle f

ur alle  2 I ein Y

2 Lie(T ), so da  = intt

Æ 

mit t

:= exp(Y

).
Ein t

ist dadurch modulo Cent(G) eindeutig bestimmt und  7! intt

ist ein 1{
Kozykel von I mit Werten in T
ad
. Genauso ist Y

modulo X

(T
ad
) bestimmt und
( 7! Y

+ Z[]

) ist ein 1{Kozykel von I mit Werten in V=Z[]

. Sei

I
: V=Z[]

' T
ad
 !
Q
2I
F

exp(Y ) = t 7 ! (:::; (t); :::)
2I
Lemma 2.17.
(a) Falls  vom Typ I oder II ist, sind die Kohomologieklassen von ~'
I
und ( 7!

I
(t

)) in H
1
(I;
Q
2I
F

) gleich.
(b) Sei  2 
0
vom Typ III und 
0
  irreduzibel. Indem man I

als Bild von I
in Out(G) = Aut(G)=Int(G) auasst, erh

alt man
Z=2
Shapiro
' Hom(I


=I


0
; F

)
Inf
 ! Hom(I

; F

)
Shapiro
' H
1
(I;
Y
2I
F

):
Sei  das Bild der nichttrivialen Klasse bei dieser Abbildung. Dann sind in
H
1
(I;
Q
2I
F

) die Kohomologieklassen von ~'
I
und ( 7! 
I
(t

))  gleich.
Beweis: Mit Shapiro (ii) reduziert man die Aussage darauf, da f

ur alle  2 I

gilt
[ ~'
I
()]

= c  (t

) = c  [
I
(t

)]

;
wobei c =  1, falls  vom Typ III ist und  nichttrivial operiert auf der irreduziblen
Komponente von , in der  liegt, und sonst ist c = 1. Nach Lemma 2.9 wei man,
wie 

2 I


auf g

operiert (n

amlich gerade das c oben produzierend) und intt

operiert auf g

durch (t

). Daher ist die Gleichung oben f

ur  = intt

Æ 

2 I

klar (nach Denition von ~'
I
()).
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Beispiel 2.18. (a) Sei I = hi zyklisch. Dann ist g
I
6= 0

aquivalent zu
S
I
(t

) =

1 falls  vom Typ I oder II
 1 falls  vom Typ III
(b) Sei  irreduzibel und I ' I

. Dann ist g
I
6= 0

aquivalent zu
8 2 I : S
I
(t

) =

 1 falls  vom Typ III und  6= id auf 
1 sonst
Beweis: Zu(a): Zuerst wird I = hi zyklisch angenommen. Nach Behauptung 2.15
ist g
I
6= 0 , [ ~'
I
]

 1 auf I

= h
m
i mit m = #I. Indem man mit Lemma 2.9
die Operation von 
m
benutzt, gilt f

ur 0 6= X

2 g

[ ~'
I
(
m
)]

X

= 
m
X

= (intt

Æ

)
m
X

= (t

t


   t

m 1

)
m
X

= S
I
(t

)cX

;
wobei c = 1 auer falls  vom Typ III ist, denn dann bewirkt 
m
den nichttrivialen
Automorphismus (Flip) auf der irreduziblen Komponente (vom Typ A
2n
), in der 
liegt, so da c =  1 (nach Lemma 2.9).
Zu (b): Man kombiniert Behauptung 2.15 und Lemma 2.17. F

ur die Fixwurzeln
() S
I
= ) vom Typ I oder II ist alles klar. Die F

alle, in denen I

zyklisch ist,
sind nach a) leicht zu verizieren. Bleibt der
Fall:  =
6
D
4
und #I = 3: Sei I = h
3
io h
2
i, I = f
1
; 
2
; 
3
g und o.E. 
1
die

2
{xierte Wurzel in I. Die Hochschild{Serre{Spektralsequenz ergibt
1! H
1
(h
2
i; (
Y
2I
F

)

3
| {z }
'F

)! H
1
(I

;
Y
2I
F

)! H
1
(h
3
i;
Y
2I
F

)
| {z }
=1 nach Shapiro

2
! :::;
wobei H
1
(h
2
i; F

) = Hom(h
2
i; F

) = Z=2 gegeben ist durch 
i
2
7! 
1
(t

i
2
). Nach
Voraussetzung I ' I

ist 1 = 
2
(t

2
2
) = 
2
(t

2
t

2

2
)

3
=
2

2
= 
2
(t

2
)  
3
(t

2
). Daher ist
g
I
1
6= 0 , 
1
(t

2
) = 1 , S
I
1
(t

2
2
) = 
1
(t

2
)  
2
(t

2
)  
3
(t

2
) = 1.
3. Schritt: Das Wurzeldatum 	(G
IÆ
; T
IÆ
) von G
IÆ
bzw. g
I
.
Hier werden die Ergebnisse aus den Schritten 1 und 2 (noch einmal) etwas formaler
zusammengefat. Der Isomorphietyp einer reduktiven Gruppe H (

uber

F ) wird
festgelegt durch sein Wurzeldatum 	(H; T ) = (X

(T );; X

(T );
_
), wobei T ein
maximaler Torus von H ist.
Weil G
IÆ
reduktiv ist, folgt aus der Zerlegung (iii) auf Seite 17, da die 
res
Def
= j
T
I
,
deren Orbiten I in (iii) vorkommen, ein Wurzelsystem in X

(T
IÆ
) bilden, welches
ein Subsystem ist von (Bezeichnung nach [KS99, (1.3)])

res
= 
res
(G; T; I) = f
res
:= j
T
IÆ j  2 (G; T )g:
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Dies ist ein (nicht immer reduziertes)Wurzelsystem in V

=(1 I)V

= V

=Kern(P
I
),
das verm

oge P
I
mit P
I
() = 
I
(aus Denition 2.6) identiziert werden kann.
Wegen T
IÆ
,! T hat man X

(T
IÆ
) = X

(T )
I
,! X

(T ). Daher kann man ein zu

res
= P
I
() duales Wurzelsystem

_
(G; T; I) ,! X

(T )
I
\ Z[
_
(G; T )]
wie folgt denieren: 
_
2 X

(T )
I
\Z[
_
(G; T )] sei genau dann die duale Wurzel zu
j
T
I 2 P
I
(), wenn folgende

aquivalente Bedingungen erf

ullt sind:
 F

ur alle  2 (G; T ) gilt
x
h;
_
i
= ( Æ 
_
)(x) f

ur alle x 2 G
m
;
d.h. (memotechnisch verk

urzt) h; 
_
i
T
= h
res
; 
_
i
T
IÆ f

ur alle  2 .
 
_
=

S
I
_
falls  (bzw. 
_
) nicht vom Typ II ist
2  S
I
_
falls  (bzw. 
_
) vom Typ II ist

(2:5:8)
= (P
I
)
_
Die Existenz von 
_
(G; T; I) und die

Aquivalenz der Denitionen

uberlegt man sich
leicht in den irreduziblen F

allen mit I ' I

. Nach der letzten Charakterisierung hat
man (
_
)
I
= 
_
(G; T; I). Mit diesen Denitionen besteht 	(G
IÆ
; T
IÆ
) aus folgenden
Daten:
X

(T
IÆ
) =P
I
(X

(T ));
(G
IÆ
; T
IÆ
) = fP
I
() j  2 (G; T ) mit g
I
6= 0g  
res
= (G; T )
I
;
X

(T
IÆ
) =X

(T )
I
;

_
(G
IÆ
; T
IÆ
) = fP
I
()
_
j  2 (G; T ) mit g
I
6= 0g  (
_
(G; T ))
I
:
Beispiel 2.19. Nochmal  =
2
A
2n
: Sei G = Sl(2n+ 1; F ) und I = hi zyklisch.
Bezeichne J := (( 1)
i
 Æ
i;2n+2 j
)
i;j
2 GL(2n + 1) und f

ur k 6= l sei E
k;l
= (Æ
i;k

Æ
j;l
)
i;j
2 sl(2n + 1)  Mat(2n + 1  2n + 1). Das Splitting spl
G
soll bestehen aus
dem Torus T der Diagonalmatrizen, den oberen Dreiecksmatrizen B und fX

i
:=
E
i;i+1
g

i
2
. Dann ist 

(g) = J (
t
g
 1
)J
 1
der nichttriviale

auere Automorphismus
in Aut(G; spl
G
). Der Fixtorus ist T

= fDiag(x
1
; :::; x
n
; 1; x
 1
n
; :::; x
 1
1
)g. Unter den
Fixgruppen G
intt

gibt es zwei Isomorphietypen, deren Weylgruppe gleichW


(d.h.
maximal) ist, n

amlich
 stabilisiert ein Splitting  stabilisiert kein Splitting
 o.E.  = 

z.B. t = Diag( 1; :::; 1
| {z }
n+1
; 1; :::; 1
| {z }
n
)
G

SO(2n+ 1) =
fg 2 Sl(2n+ 1) j
t
gJg = Jg
Sp(2n) =
fg 2 Sl(2n+ 1) j
t
gJtg = Jtg
(G

) (B
n
) (C
n
)
(G

; T

) 
1
j
T
I ; :::; 
n
j
T
I 
1
j
T
I ; :::; 
n 1
j
T
I ; (
n
+ 
n+1
)j
T
I

_
(G

; T

) S
I
_
1
; :::; S
I
_
n 1
; 2S
I
_
n
S
I
_
1
; :::; S
I
_
n
= S
I(
_
n
+
_
n+1
)
Der Satz von Steinberg 21
Beispielrechnung f

ur das Verhalten der Kowurzeln vom Typ II und III: Betrachte

_
n
2 X

(T ) = Hom(G
m
; T ). Man hat S
I
_
n
: x 7! Diag(1; :::; 1; x; 1; x
 1
; 1:::) 2 T
I
,
wobei x an der n{ten Stelle steht. Daher ist
 
P
I
(
n
) ÆS
I
_
n

(x) = 
n
(S
I
_
n
(x)) = x
1
und
 
P
I
(
n
+ 
n+1
) Æ S
I
_
n

(x) = x
2
. Deshalb ist S
I
_
n
2 
_
(Sp(2n)) aber nicht in

_
(SO(2n+ 1)).
4. Schritt: Beschreibung der Gruppe 
0
(G
I
) der Zusammenhangskompo-
nenten
Man reduziert zuerst (z.B. mit der Bruhatzerlegung) auf N(T ):

0
(G
I
) ' N(T )
I
=(N(T )
I
\G
IÆ
):
Diesen Quotienten kann man zerlegen in einen Anteil, der vom Zentrum von G
herkommt, und einen, der sich in Termen der Weylgruppe ausdr

uckt, n

amlich
1! T
I
=T
IÆ
! N(T )
I
=(N(T )
I
\G
IÆ
)! Kern(Æ)=Bild[N(T )
I
\G
IÆ
! W
I
]! 1:
Dabei ist Æ der Verbindungshomomorphismus in der langen exakten Sequenz
1! T
I
! N(T )
I
! W
I
Æ
 ! H
1
(I; T )! H
1
(I; N(T ))! :::;
und den zentralen Anteil T
I
=T
IÆ
extrahiert man, indem man N(T )
I
=(N(T )
I
\G
IÆ
)
schreibt als Extension von N(T )
I
=(N(T )
I
\ G
IÆ
)  T
I
mit T
I
=T
IÆ
und wieder die
lange exakte Sequenz oben anwendet.
Im ersten Schritt ist T
I
=T
IÆ
beschrieben worden, so da jetzt nur noch die Gruppe
Kern(Æ)=Bild[N(T )
I
\ G
IÆ
! W
I
] zu beschreiben bleibt. Er l

at sich vollst

andig
in der derivierten Gruppe berechnen. Aus Platzgr

unden werden im Folgenden die
Denitionen aus Satz 2.12 verwendet:
W
2
:= Bild[N(T )
I
!W
I
] = Kern
h
W
I
Æ
 ! H
1
(I; T )
i
' N(T )
I
=T
I
W
1
:= Bild[N
sc
(T
sc
)
I
!W
I
] = Kern
h
W
I
Æ
sc
 ! H
1
(I; T
sc
)
i
' N
sc
(T
sc
)
I
=T
I
sc
W
0
:= Bild[N(T ) \G
IÆ
!W
I
] = Bild[N
sc
(T
sc
) \G
IÆ
sc
!W
I
] =W (g
I
)
Berechnet werden soll W
2
=W
0
. Betrachte dazu die Exponentialsequenz (V =
X

(T )
 R)
1! X

(T )! V 
 C
exp
  ! T (C ) ! 1
und w

ahle f

ur alle  2 I ein Y

2 V 
C =: V
0
, so da exp(Y

) = t

mit  = intt

Æ

.
Ein t

ist dadurch modulo Cent(G) eindeutig bestimmt und  7! intt

ist ein 1{
Kozykel von I mit Werten in T
ad
. Analog ist Y

modulo X

(T ) bestimmt und
( 7! Y

+X

(T
ad
)) ist ein 1{Kozykel von I mit Werten in V=X

(T
ad
).
Wenn t
sc;
2 T
sc
Elemente

uber t

2 T sind, so ist ( 7! w(t
sc;
)t
 1
sc;
2 T
sc
) (bzw.
( 7! (w   1)Y

+ Z[
_
])) ein Kozykel von I mit Werten in T
sc
, denn w(t
sc;
)t
 1
sc;
(bzw. (w   1)Y

2 V
der
) h

angt oensichtlich nicht ab von der Wahl der Vertreter
t
sc;
bzw. Y

f

ur t

2 T .
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Lemma 2.20. Æ(w) 2 H
1
(I; T ) ist die Klasse von ( 7! w(t

)t
 1

).
Beweis: Man kann Æ(w) wie folgt berechnen: Sei n(w) 2 N(T ) der Steinbergre-
pr

asentant von w. Dann ist Æ(w)() = n(w)(n(w))
 1
modulo Kor

ander. Nach
Lemma 2.7 gilt 

(n(w)) = n(

(w)) = n(w). Daher
n(w)(n(w))
 1
= n(w)(intt

Æ 

)(n(w))
 1
= n(w)t

n(w)
 1
t
 1

= t
w

t
 1

Korollar 2.21. w 2 W
2
Def
= Bild[N(T )
I
!W
I
] = Kern
h
W
I
Æ
 ! H
1
(I; T )
i
, Es existiert ein t 2 T , so da t
w

t
 1

= t

t
 1
f

ur alle  2 I:
, Es gibt ein Y 2 V , so da (w   1)Y

 (   1)Y mod X

(T ) f

ur alle  2 I:
Behauptung 2.22.
W
2
=W
1
' Bild

W
I
! H
1
(I; T
sc
 Z)

\ Bild

H
1
(I; (G))! H
1
(I; T
sc
 Z)

:
Beweis: Betrachte folgendes kommutative Diagramm:
H
2
(I; (G))
x
?
?
:::! N(T )
I
   ! W
I
Æ
   ! H
1
(I; T )    ! H
1
(I; N(T )) ! :::
x
?
?



x
?
?

x
?
?
:::!N
sc
(T
sc
)
I
   ! W
I
Æ
0
sc
   ! H
1
(I; T
sc
 Z)    ! H
1
(I; N
sc
(T
sc
) Z)! :::
x
?
?
H
1
(I; (G))
in das die langen exakten Sequenzen zu den Denitionen der Fundamentalgruppe
(G) und der Weylgruppe W eingehen. Dabei ist Æ
0
sc
: W
I
Æ
sc
 ! H
1
(I; T
sc
) ,!
H
1
(I; T
sc
)  H
1
(T; Z) ' H
1
(I; T
sc
 Z). Nun ist W
2
= Kern( Æ Æ
0
sc
) und W
1
=
KernÆ
0
sc
.
(2.23) Um W
1
zu berechnen, reduziert man (besser) auf irreduzibles . Es werden
wieder die Bezeichnungen von oben benutzt:  =
L
i
Ind
I
I
i

i
und die entsprechen-
den Zerlegungen von T
sc
, V , Z[
_
] und W . Weil folgendes Diagramm kommutiert
:::    ! W ()
I
Æ
sc
   ! H
1
(I; T
sc
)    ! :::
'
?
?
y
'
?
?
y
Shapiro
:::    !
L
i
W (
i
)
I
i

i
Æ
i
   !
L
i
H
1
(I
i
; T
i;sc
)    ! :::
sei zur Berechnung von W
1
und W
0
o.E.  irreduzibel.
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Behauptung 2.24. Sei  irreduzibel. Dann sind folgende vier Gruppen gleich:
(1) W
1
Def
= Bild[N
sc
(T
sc
)
I
! W
I
] = Kern[W
I
Æ
sc
 ! H
1
(I; T
sc
)].
(2)

w 2 W
I
j 9Y 2 V 8 2 I : (w   1)Y

 (   1)Y mod Z[
_
]
	
.
(3)
T
2I
Bild


P
I
(Z[
_
])oW
I

P
I
(Y

)
Proj.
  !W
I

\
T
t2I\T
ad
W
t
(4)
T
2I
D
s
I



S
I
(Y

) 2 Z; falls  vom Typ I
(2S
I
)(Y

) 2 Z; falls  vom Typ II
E
\
T
t2I\T
ad
W
t
Beachte, da aus der Bedingung w 2
T
t2I\T
ad
W
t
folgt, da in (3) gilt: (w  1)Y


(w   1)Y

mod Z[
_
], falls 

= 

. Deswegen kann man den ersten Durchschnitt
in (3) bzw. (4) auch nur

uber (die Erzeuger von) 

2 I

nehmen (und f

ur jedes 

ein Y

w

ahlen).
Beweis: (1) = (2) ist Korollar 2.21 f

ur X

(T
sc
) = Z[
_
].
(2)  (3): Aus x(w; ) := (w   1)Y

 (   1)Y mod Z[
_
] f

ur alle  2 I folgt
zum einen sofort, da f

ur  2 I \ T
ad
gilt (w   1)Y

2 Z[
_
], d.h. w(t

) = t

.
Zum anderen folgt durch Projektion auf V
0I
, da P
I
(x(w; )) 2 Z[
_
] und P
I
(Y

) 
w(P
I
(Y

))  P
I
(x(w; )) mod P
I
(Z[
_
]) f

ur alle  2 I, d.h.
w 2
\
2I
Bild


P
I
(Z[
_
])oW
I

P
I
(Y

)
!W
I

:
(2)  (3): Sei nun w 2 W
I
aus diesem Durchschnitt. Auerdem istw 2
T
t2I\T
ad
W
t
,
woraus folgt, da (w   1)Y

 (w   1)Y

mod Z[
_
] f

ur 

= 

. Daher ist die
Kohomologieklasse von (

7! (w 1)P
I
(Y

)) inH
1
(I

; V
0I
=P
I
(Z[
_
])) wohldeniert
und trivial. Man ist nun in der Situation von (2.10) und hat die exakte Sequenz
:::! H
1
(I

; V
P
=(Z[
_
] \ V
P
))
| {z }
=0 nach Lemma 2.11
! H
1
(I

; V
0
=Z[
_
])
P
I
 ! H
1
(I

; V
0I
=P
I
(Z[
_
]))! :::;
d.h. nach Lemma 2.11 ist P
I
eine Inklusion. Deswegen ist (

7! (w  1)Y

) trivial
in H
1
(I

; V
0
=Z[
_
]). Also liegt w in der Gruppe von (2).
(3) = (4): Erstens operiert nach (2.5.9) P
I
(Z[
_
])oW
I
als aÆne Weylgruppe (zu
W
I
) auf V
0I
und zwar erzeugt von den Spiegelungen (2 EndV
I
) an den Hyperebe-
nen H
I;k
:= fv 2 V
I
j (P
I

_
)
_
(v) =  kg (f

ur k 2 Z). Zweitens ist nach dem
Satz von Chavalley{Steinberg 1.6 das Bild eines Stabilisators
 
P
I
(Z[
_
]) o W
I

v
unter der Projektion in W
I
eine Spiegelungsuntergruppe, die erzeugt wird von den
Spiegelungen s
I
(an H
I;0
), f

ur die v 2 H
I;k
mit geeignetem k 2 Z. Schlielich
hat man nach (2.5.8)
(P
I

_
)
_
(P
I
(Y

)) = c()  S
I
(P
I
(Y

)) = c()  S
I
(Y

);
24 2. Reduktive Gruppen mit Twists
wobei das c aus Denition 2.3 ben

utzt wird. (Da Wurzeln vom Typ III in diesen

Uberlegungen nicht (explizit) auftauchen, liegt an einer Bemerkung in (2.5.9): Wenn
 = 
0
+ (
0
) vom Typ III ist und 
0
vom Typ II, dann gilt H
;k
= H

0
;2k
.)
(2.25) F

ur irreduzibles  folgt aus Beispiel 2.18 eine zu Behauptung 2.24(4)

ahnliche Charakterisierung von W
0
=W (g
I
):
W
0
=
D
s
I



8 2 I :

S
I
(Y

) 2 Z; falls  vom Typ I
(2S
I
)(Y

) 2 Z; falls  vom Typ II
E
\
\
t2I\T
ad
W
t
Damit ist der (verallgemeinerte) Satz von Steinberg 2.12 bewiesen.
Satz von Steinberg mit zyklischer Automorphismengruppe
(2.26) Hier wird V
I
wieder als Kammerkomplex bez

uglich der Aktion von W
aff
:=
P
I
(Z[
_
])oW
I
aus (2.5.9) angesehen. Fixiere eine Kammer C und deniere


C
(G) := Stab
C
(P
I
(X

(T ))oW
I
) '

P
I
(X

(T ))oW
I
.
P
I
(Z[
_
])oW
I

;
wobei T ein maximaler Torus in G ist. Die mittlere Gleichung folgt, weil W
aff
einfach transitiv auf den Kammern von V
I
operiert.
Satz 2.27 (Steinberg [St68, 8.1], Burgoyne, Williamson [BW72, Prop. F]
und Hales [Hal93, 4.7]).
Sei I = hi zyklisch mit  = intt

Æ 

und t

= expY

2 T . Dann gilt
(G
Æ
; T
Æ
) =

P
I
() 2 P
I
()



S
I
(t

) =

1 falls  vom Typ I oder II
 1 falls  vom Typ III

Die unipotente Untergruppe U
I
zur Wurzel P
I
() 2 (G
Æ
; T
Æ
) ist als Variet

at
isomorph zum Bild von U

in
Q
2I=I

U

unter x 7!
Q
2I=I

(x) (in irgendeiner
festgelegten Reihenfolge des Produkts).
Wie in (2.26) xiere eine Kammer C von V
I
, in deren Abschlu P
I
(Y

) liegt. Dann
gilt:
W (g
I
) '

P
I
(Z[
_
])oW
I

P
I
(Y

)
Def
= W
0
N(T )
I
=T
I
'

P
I
(X

(T ))oW
I

P
I
(Y

)
Def
= W
2
1! W
0
!W
2
!



C
(G)

P
I
(Y

)
! 1 ist splitexakt.
1! T
I
=T
IÆ
! G
I
=G
IÆ
! W
2
=W
0
! 1 ist exakt.
1! Z
I
=(Z \ T
IÆ
)! T
I
=T
IÆ
! H
1
(I

; (G))! H
1
(h

i; T
sc
 Z) ist exakt,
wobei Z = Cent(G)
Æ
und (G) = Kern[T
sc
 Z  T ].
Insbesondere ist G

eine zusammenh

angende reduktive Gruppe, wenn G halbeinfach
und einfach zusammenh

angend ist.
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Beweis: Die Beschreibung von (G
Æ
; T
Æ
) ist aus Beispiel 2.18.a. Die Aussagen

uber
W
0
und W
2
sind am einfachsten direkt aus Korollar 2.21 abzuleiten: F

ur w 2 W
I
gilt
w 2 Bild

N(T )
I
!W
I

= Kern
h
W
I
Æ
 ! H
1
(I; T )
i
, (w   1)P
I
(Y

) 2 P
I
(X

(T ))
, 9x 2 P
I
(X

(T )) mit w(P
I
(Y

)) + x = P
I
(Y

)
, 9x 2 P
I
(X

(T )) mit xo w 2

P
I
(X

(T ))oW
I

P
I
(Y

)
Das wendet man f

ur T
sc
(d.h. X

(T
sc
) = Z[
_
]) und T selbst an, um sich Beschrei-
bungen von W
1
und W
2
zu verschaen. F

ur zyklisches I hat man W
0
= W
1
. Das
kann man z.B. durch Vergleich von (2.25) und Behauptung 2.24.4 sehen, wenn man
den Durchschnitt in 2.24.4 nur

uber den einen Erzeuger  von I laufen l

at (was in
Behauptung 2.24 ausdr

ucklich erlaubt wird).
Nun kann man alle Aussagen aus Satz 2.12 ablesen, auer dem Schnitt der Sequenz
W
1
,! W
2
 W
2
=W
0
. Mit dem Satz von Chevalley{Steinberg 1.6 kan man bewei-
sen, da W
0
transitiv auf den Kammern operiert, in deren Abschlu P
I
(Y

) liegt.
Daher nimmt diese exakte Sequenz (wie in (2.26)) folgende Splitform an:
1!

P
I
(Z[
_
])oW
I

P
I
(Y

)
!

P
I
(X

(T ))oW
I

P
I
(Y

)
!



C
(G)

P
I
(Y

)
! 1
Der Kammerkomplex zu P
I
(Z[
_
])oW
I
Sei weiterhin I = hi zyklisch. In diesem Paragraphen wird  fast immer irreduzibel
angenommen, um die Bezeichnungen zu vereinfachen. Wie man das hier Dargestellte
auf allgemeines   V ausdehnen kann, deutet die allgemeine Denition des aÆnen
Dynkindiagramms 2.33 an. Die Funktion c() ist stets die aus Denition 2.3.
(2.28) Leitfaden: Haupts

achlich der Satz 2.42 von Dynkin im n

achsten Para-
graphen erfordert ein pr

azises Studium der verschiedenen Wurzelsysteme, die aus
einem gegebenen  durch Kombination von P
I
, S
I
und ()
_
entstehen. Als Orien-
tierungshilfe werden hier die erweiterten Basen der (n

utzlichen) Systeme vorgestellt
und angedeutet, wozu man sie (sp

ater) braucht. Dabei ist eine (I{stabile) Basis 
von  vorgegeben und I ~  
 
ist ein Orbit, der in Denition 2.33 deniert wird.
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fP
I
()
_
j  2 g [ fS
I ~
_
g
Wird zur Berechnung der Fundamen-
talgruppen von Subsystemen in 2.43
ben

utzt.
fP
I
(
_
) j  2 g [ fP
I
(~
_
)g
Enth

alt eine Basis des Translationsgit-
ters der aÆnen Gruppe P
I
(Z[
_
])oW
I
.
Dieses Gitter ist der Kern der Exponen-
tialabbildung von T
sc
.
fP
I
() j  2 g [ f(S
I ~
_
)
_
g
Charakterisiert die Subwurzelsysteme
von Zentralisatoren nach Dynkin (Satz
2.42).
f(P
I
(
_
))
_
j  2 g [ fP
I
(~
_
)
_
g
Durch sie werden die W

ande eines Fun-
damentalbereichs "Alkoven" der Opera-
tion von P
I
(Z[
_
]) o W
I
auf V
I
de-
niert. H
I ~;1
ist der "Alkovendeckel".
Dabei sind die zueinander dualen Systeme/Basen untereinander angeordnet. Um die
I{Orbiten von [I ~ eindeutig zu bezeichnen, gen

ugt es, eine dieser vier erweiterten
Basen als 
ext
(; I) zu benennen. Wegen des Satzes 2.42 wird dies die Menge links
unten sein.
F

ur irreduzible Wurzelsysteme  ohne Twist ( = id), die nicht vom Typ B oder
C sind, sind alle vier abgeleiteteten Wurzelsysteme/erweiterten Basen vom selben
Typ (wie ). F

ur Wurzelsysteme  vom Typ B oder C sind nur die Wurzelsysteme
in einer Zeile gleich. (Die andere Zeile beinhaltet das duale System.) Falls  6= id
und  nicht vom Typ A
2n
sind die Wurzelsysteme/erweiterten Basen diagonal

uber
Kreuz vom selben Typ (wegen (2.5.8) und der Selbstdualit

at der ADE{Systeme).
Sie liegen allerdings in zueinander dualen Vektorr

aumen. Im Fall A
2n
hat man vier
verschiedene erweiterte Basen:
Beispiel 2.29. Der Ausnahmefall A
2n
:
Hier ergeben sich folgende Diagramme zu "erweiterten Basen" von BC{Wurzelsys-
temen:
< <
 Æ Æ Æ Æ Æ
< >
 Æ Æ Æ Æ Æ
> >
 Æ Æ Æ Æ Æ
> <
 Æ Æ Æ Æ Æ
(2.30) Der Kammerkomplex: Bisher wurde von dem Kammerkomplex, der von
P
I
(Z[
_
])oW
I
auf V
I
bewirkt wird, nur benutzt, was in (2.5.9) steht: Z[P
I
(
_
)]o
W
I
operiert auf V
I
als aÆne Weylgruppe zu W
I
, erzeugt von den Spiegelungen an
den Hyperebenen
H
I;k
:= fv 2 V
I
j (P
I

_
)
_
(v) =  kg = fv 2 V
I
j (c()  S
I
)(v) =  kg(iv)
(f

ur k 2 Z). Genauer heit das: Die Kammern von V
I
sind die Zusammenhangs-
komponenten von
V
I
n
[
I;
k2Z
H
I;k
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und die Aktion von Z[P
I
(
_
)]oW
I
ist einfach transitiv auf den Kammern, denn die
Hyperebenen H
I;k
sind (nach (iv)) die Nullstellenmengen zu Wurzeln des aÆnen
Wurzelsystems (P
I
(
_
)
_
)
aff
:= f + k j  2 P
I
(
_
)
_
; k 2 Zg und (P
I
(
_
))
aff
:=
f + k j  2 P
I
(
_
); k 2 Zg ist das duale Wurzelsystem dazu. ("Dual" heit hier
bez

uglich der

ublichen Erweiterung der Paarung von 
I
(
I
)
_
durch die Denition
h + k; 
_
+ li := h; 
_
i.)
(2.31) Der Kammerkomplex auf (V 
 C )
I
: Um den Kammerkomlex auf die I{
Invarianten des komplexizierten Vektorraum V
0
:= V 
C = V  i V auszudehnen,
sei
H
Re
I;k
:=

v 2 V
I

 C j Re(v) 2 H
I;k
	
;
wobei der Realteil (wie

ublich) die Projektion auf die erste Komponente in V
0
= V 
i V ist. Die (nicht kompakten) Kammern von V
0I
sind dann wieder deniert als die
Zusammenhangskomponenten von V
0I
n
S
H
Re
I;k
und die aÆne Weylgruppe operiert
durch (xow)(v
1
+iv
2
) := x+w(v
1
)+iw(v
2
) f

ur v
i
2 V
I
, w 2 W
I
und x 2 P
I
(Z[
_
]).
Diese Operation ist also auf dem Realteil von V
0I
die obige aÆne Operation und
auf dem Imagin

arteil die sp

arische Operation der Projektion auf den Faktor W
I
.
Daher operiert auch P
I
(Z[
_
]) oW
I
transitiv auf den Kammern von V
0I
und die
Operation wird erzeugt von Involutionen s
I;k
 s
I;0
2 AEnd(V
I
)End(iV
I
), die
von den W

anden einer reellen Kammer C  V
I
induziert werden.
Die Operation von Z[
_
]oW auf V
0
wurde (per Konstruktion) so eingerichtet, da
die Exponentialabbildung
1  ! Z[
_
]  ! V 
 C
exp
   ! T (C )  ! 1
W{

aquivariant ist und das Bild des Abschlusses einer Kammer ein Fundamentalbe-
reich f

ur T (C )=W ist.
F

ur ein Element t = exp(y) 2 T (C ) und eine Wurzel  2 X

(T ) ist dann (t) = 1

aquivalent zu: (Re(y)) 2 Z und (Im(y)) = 0, was gleichbedeutend ist mit
(y) 2 Z.
(2.32) Der Alkoven: Die W

ande einer Kammer von V
I
(aus (2.30)) korrespondie-
ren

uber die Operation von Z[P
I
(
_
)]oW
I
eineindeutig zu W

anden einer irgendwie
festgelegten Kammer C
0
("Alkoven"), in deren Abschlu o.E. 0 liegen soll. Der Ke-
gel R  C
0
(oder ein Punkt im Inneren von C
0
) deniert eindeutig eine Basis des
(sp

arischen) Wurzelsystems (P
I
(
_
))
_
und damit (nach (2.5.3)) auch (I{stabile)
Basen in allen verwandten Systemen: , 
_
, P
I
(
_
), P
I
()....
Die W

ande des Alkovens C
0
sind nun zum einen die W

ande H
I;0
, f

ur  2 , von
R C
0
(sie enthalten 0!) und zudem f

ur jeden {Orbit einer irreduziblen Komponente
von 
i
eine Zusatzwand ("Deckel") H
I ~
i
;1
, wobei ~
i
2 , so da  (P
I
(~
_
i
))
_
die
h

ochste Wurzel in P
I
(
_
i
)
_
(bzgl. P
I
(
_
i
)
_
) ist. Man kann diese Zusatzwand als
Deckel bezeichnen, denn sie trennt von R  C
0
\ (Z[
_
i
]
) eine kompakte Kammer
ab, in der 0 liegt.
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F

ur irreduzible Wurzelsysteme wird der Alkoven in (2.40) unten angegeben. Vorher
m

ussen aber noch die Wurzeln genauer benannt werden. Im Lichte von Satz 2.42
ist folgende Vorgehensweise sinnvoll:
Denition 2.33. Sei  irreduzibel,  2 Aut(;) und ~ 2 
 
, so da folgende

aquivalenten Bedingungen erf

ullt sind:
  P
I
(~
_
)
_
=  c(~)S
I ~
ist die h

ochste Wurzel in (P
I
(
_
)
_
)
+
= (
I
)
+
, bez

uglich
des Positivbereiches der durch  deniert wird.
 H
I ~;1
ist der "Deckel" des Alkovens, der 0 enth

alt und dessen restliche W

ande
H
I;0
f

ur alle  2  sind.
Dem Paar (; ) werde das aÆne Dynkindiagramm bzw. die erweiterte Basis

aff
(; ) := P
I
() [ fc(~)P
I
(~) + 1g
(2:5:8)
=

1
c()
(S
I
_
)
_
j I  
	
[

(S
I ~
_
)
_
+ 1
	
bzw. 
ext
(; ) := P
I
() [ fc(~)P
I
(~)g
zugeordnet. Alle Dynkingraphen zu 
aff
(; ) sind in Tabelle 2.36 angegeben.
Falls  reduzibel ist, benutzt man die Notation vom Ende des Satzes 2.12 f

ur I = hi
zu folgender Denition

aff
 
M
i
Ind
I
I
i

i
; I
!
=
a
i

aff
(
i
; I
i
) :
(2.34) Wenn man die Wurzel der irreduziblen ADE{Systeme so numeriert, wie auf
Seite 151 (das ist die Bourbakinotation [Bou, VI x4]), hat man folgende Orbiten I ~
(falls  6= id)
2
A
2n 1
: f (
1
+ 
2
+ :::+ 
2n 2
); (
2
+ 
3
:::+ 
2n 1
)g
2
A
2n
: f (
1
+ 
2
+ :::+ 
n
); (
n+1
+ :::+ 
2n
)g
2
D
n
: f (
1
+ :::+ 
n 2
+ 
n 1
); (
1
+ :::+ 
n 2
+ 
n
)g
2
E
6
: f (
1
+ 
2
+ 2
3
+ 2
4
+ 
5
+ 
6
); (
1
+ 
2
+ 
3
+ 2
4
+ 2
5
+ 
6
)g
3
D
4
: f (
1
+ 
2
+ 
3
); (
2
+ 
3
+ 
4
); (
1
+ 
2
+ 
4
)g
Bei diesen F

allen (auer den
2
A
2n
{Systemen) ist  I ~ immer der Orbit h

ochster
H

ohe in 
+
, der nicht aus einer Fixwurzel besteht. Im Ausnahmefall  = A
2n
und
 6= id ist ~ vom Typ II () c(~) = 2!). Falls  = id, ist  ~ immer die h

ochste
Wurzel in 
+
.
(2.35) Zur Tabelle: Nur Wurzelsysteme  vom Typ ADE gestatten nichttriviale
Automorphismen. In der Tabelle werden die Diagramme zu 
I
= P
I
() (bzw.
zu 
aff
(
I
; id)) immer direkt unter den entsprechenden Systemen  angeordnet
(getrennt nur durch einen Strich), wenn 
I
ein reduziertes Wurzelsystem ist, d.h.
als Wurzelsystem einer reduktiven Gruppe vorkommt. Das ist genau dann der Fall,
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wenn  nicht vom Typ A
2n
ist (vgl. (2.5.1)).
Der geschw

arzte Punkt gibt jeweils die Wurzel an, die nicht in P
I
((G; T )) liegt,
die also zum "Deckel" der Kammer geh

ort. Die Anzahl der nicht geschw

arzten
Punkte geht aus der Bezeichnung des Wurzelsystems hervor: A
m
hatm weie Punkte
usw. Die Wurzelsysteme mit Mehrfachkanten haben immer genau soviele weie
Punkte wie die Anzahl der {Orbiten von weien Punkten im ADE{System links
neben bzw.

uber dem betrachteten Wurzelsystem. Deswegen werden in den ADE{
Systemen die weien Punkte eines {Orbits untereinander gezeichnet. (Daher gibt es
das Diagramm zu 
aff
((D
4
); id) zweimal: Einmal werden die 3 (weien) Orbiten
unter einem Automorphismus der Ordnung 2 dargestellt, das andere Mal die beiden
(weien) Orbiten unter einem Automorphismus der Ordnung 3.)
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Tabelle 2.36. 
aff
(; )
  = id Ord() = 2
A
2n 1
n2

Æ Æ Æ Æ
Æ
ÆÆÆÆ
Æ
<
< >
bzw.

Æ Æ Æ Æ Æ
Æ
Æ Æ 
C
n
n2
> <
 Æ Æ Æ Æ Æ
A
2n

Æ Æ Æ Æ Æ
ÆÆÆÆÆ
Æ
> > 
> 
bzw.
 Æ Æ Æ Æ Æ
 Æ
D
n+1
n4

Æ Æ Æ Æ
Æ
ÆÆ
< >
 Æ Æ Æ Æ Æ
B
n
n3
>

Æ Æ Æ Æ Æ
Æ
Nur  = id m

oglich:
E
8
Æ Æ Æ Æ Æ Æ Æ 
Æ
E
7
 Æ Æ Æ Æ Æ Æ
Æ
 = id Ord() = 2
E
6
 Æ Æ
Æ Æ
ÆÆ
>
Æ Æ Æ Æ 
F
4
>
 Æ Æ Æ Æ
 = id Ord() = 3
D
4
 Æ
Æ
Æ
Æ
>
Æ Æ 
G
2
>
 Æ Æ
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Denition 2.37. Ein Punkt v 2 V
I
heit speziell, falls

P
I
(Z[
_
])oW
I

v
' W
I
:
Wenn  irreduzibel ist, liegt ein spezielles v in einer Facette niedrigster Dimension
einer Kammer und die Wurzel der gegen

uberliegenden Wand in 
aff
(; ) wird
ebenfalls speziell genannt.
(2.38) Nach dem Satz von Chevalley{Steinberg 1.6 kann man die speziellen Ecken
am Graphen von 
aff
(; ) ablesen (o.E. sei  irreduzibel): Eine Ecke ist genau
dann speziell, wenn die Weylgruppe von P

() gleich der Weylgruppe des Graphen
ist, der entsteht, wenn man die Ecke (mit allen zu ihr f

uhrenden Kanten) aus dem
Diagramm zu 
aff
(; ) streicht. In der Tabelle 2.36 sind die speziellen Punkte
genau die Punkte im Orbit des geschw

arzten Punktes unter den Diagrammauto-
morphismen, auer im Fall  = A
2n
,  6= id. Dann sind beide Randpunkte speziell,
aber es gibt keine Diagrammautomorphismen. Auf Seite 152 sind genau alle spezi-
ellen Punkte geschw

arzt.
Behauptung 2.39. Genau dann ist v 2 V
I
speziell, wenn
v 2 Z[(P
I
(
_
))
_
]

Def
= fx 2 V
I
j (v) 2 Z f

ur alle  2 P
I
(
_
)
_
g = Z[
I;lang
]

;
wobei 
I;lang
das reduzierte Wurzelsystem der l

angsten Wurzeln in 
I
= P
I
(
_
)
_
ist (d.h. man l

at alle P
I
(
_
)
_
weg, f

ur die  vom Typ III ist).
Beweis: Man reduziert sofort auf irreduzibles . Nach Chevalley{Steinberg 1.6 und
der Inspektion in (2.38) ist v 2 V
I
genau dann speziell, wenn es zu jedem Orbit
I   ein k
I
2 Z gibt mit v 2 H
I;k
I
, d.h. (P
I
(
_
)
_
)(v) = k
I
2 Z. Falls 
nicht vom Typ
2
A
2n
ist, ist (nach (2.5)) P
I
(
_
)
_
eine Basis von 
I
= 
I;lang
. Falls
 vom Typ
2
A
2n
ist, errechnet man (aus (2.5)), da P
I
(
_
)
_
eine Basis von 
I;lang
ist.
(2.40) Die Ecken des Alkovens: Sei  irreduzibel und ~ wie in Denition 2.33.
Dann gibt es c
I
2 Z
>0
, so da
0 =
X
I[I ~
c
I
P
I
(
_
)
_
=
X
I[I ~
c
I
c()S
I
;
wobei c() aus 2.3 ist. Dabei ist c
I ~
= 1. Die Dualbasis zu P
I
(
_
)
_
wurde in
2.5 angegeben. Mit den Bezeichnungen von dort sind die Ecken das Alkovens zu

aff
(; ), abgesehen vom Ursprung, genau die Punkte
1
c
I
 c()
P
I
(
_

); I  
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Die folgende Tabelle gibt die c
I
f

ur alle irreduziblen Systeme an: Die Orbiten I
sind dabei genau so angeordnet, wie die (S
I
_
)
_
in Tabelle 2.36.
 

= id Ord

= 2
A
2n 1
alle c
I
= 1
1
1
2 2 ::: 2 2 2
C
n
1 2 2 ::: 2 2 1
A
2n
alle c
I
= 1 1 2 2 ::: 2 2 1
D
n+1
1
1
2 2 ::: 2 2
1
1
1 2 2 ::: 2 2 1
B
n
1
1
2 2 ::: 2 2 2
E
8
3
2 4 6 5 4 3 2 1
E
7
2
1 2 3 4 3 2 1
E
6
1 2 3
2 1
2 1
2 4 3 2 1
F
4
1 2 3 4 2
Ord

= 3
D
4
1 2
1
1
1
3 2 1
G
2
1 2 3
Beispiel 2.41.  vom Typ A
2n
und  6= id.
Mit den Bezeichnungen aus Beispiel 2.4 hat man folgende (reelle) Alkoven
Alk(
aff
(; id)) := f(x
1
; :::; x
m+1
) 2 V j 1 + x
m+1
> x
1
> x
2
> ::: > x
m
> x
m+1
g
Alk(
aff
(
I
; id)) =

(x
1
; :::; x
n
; 0; x
n
; :::  x
1
) 2 V





1
2
> x
1
> ::: > x
n
> 0

Alk(
aff
(;)) =

(x
1
; :::; x
n
; 0; x
n
; :::  x
1
) 2 V





1
4
> x
1
> ::: > x
n
> 0

:
Obwohl die Dynkindiagramme der letzten beiden Alkoven gleich aussehen, sind die
entsprechenden Alkoven nicht gleich. Insbesondere hat man folgende Stabilisator-
gruppe dieser Alkoven in P
I
(Z[]

)oW

:


Alk(
aff
(
I
;id))
' Z=2 aber 

Alk(
aff
(;))
' 1:
Folgerungen aus dem Satz von Steinberg
Hier werden noch zwei Resultate bewiesen, in denen der Satz von Steinberg eine/die
entscheidende Ingredienz ist. Der folgende Satz geht ungetwistet (und f

ur die Lie-
algebren) auf Dynkin [Dy57b, Theorem 5.1] zur

uck. (Vgl. [BW72] und [De81].)
Folgerungen aus dem Satz von Steinberg 33
Satz 2.42 (Dynkin). Sei G eine reduktive Gruppe mit Wurzelsystem  und Split-
ting spl
G
= (B; T; fX

g). Identiziere Out(G) ' Aut(G; spl
G
) und xiere ein
Element 

daraus.
(a) Die Typen der Wurzelsysteme 	
 
G
inttÆ


, wobei t 2 T durchl

auft, stehen in
1{1{Korrespondenz zu der Menge der echten Subsysteme von 
ext
(; 

), i.e.
der Menge der (echten) Subgraphen des erweiterten Dynkindiagramms, wie es
(; 

) in Denition 2.33 zugewiesen wird.
(b) Zu jedem t 2 T gibt es w 2 W


, so da G
intw(t)Æ

eine Basis in 
ext
(; 

)
hat.
Beweis:
Zu (a): Sei  := inttÆ

und t =: exp(Y

). Da nur Aussagen

uber das Wurzelsystem
von G

bewiesen werden sollen, kann man o.B.d.A. G einfach zusammenh

angend
(und halbeinfach) annehmen. Da diese Gruppen direkte Produkte von Orbiten
simpler Gruppen sind, sei o.B.d.A.  = (G; T ) irreduzibel.
Um den Kammerkomplex auf V
I
(aus (2.30)) zu beschreiben, sind die Hyperebenen
H
I;k
mit  vom Typ III

uber

ussig (denn H
I;k
= H
I
0
;2k
, wenn  = 
0
+ (
0
)
nach (2.5.9)). Um sp

ater halbganze Zahlen zu vermeiden wird umnormiert:
H
nor
I;k
:=

H
I;k
falls  nicht vom Typ III ist
H
I;k=2
= H
I
0
;k
falls  = 
0
+ (
0
) vom Typ III.
Nach Steinbergs Satz 2.27 ist mit diesen Bezeichnungen
(G

; T

) =

P
I
()



(S
I
)(Y

) 2

Z falls  vom Typ I oder II
Z+
1
2
falls  vom Typ III

=
8
<
:
P
I
()



P
I
(Y

) 2 H
nor
I;k
, wobei
8
<
:
k 2 Z falls  Typ I
k 2 2Z falls  Typ II
k 2 1 + 2Z falls  Typ III
9
=
;
Fixiere die Kammer C
0
 V
0I
des komplexizierten Komplexes aus (2.31) mit 0 2
C
0
, die zu der {stabilen Basis  = (B; T ) von  korrespondiert. Dies legt eine
{stabile Basis  von  und den {Orbit von ~ aus Denition 2.33 fest.
Nun soll eine Basis von (G

; T

)  P
I
() bestimmt werden. Weil Z[P
I
(
_
)]oW
I
transitiv auf den Kammern von V
I
operiert, gibt es im Orbit von P
I
(Y

) einen
Punkt Y
0
2 C
0
. Fixiere ein g := w:x 2 Z[P
I
(
_
)] o W
I
mit g(Y

) = Y
0
. Wenn
P
I
() reduziert ist, bestimmen die Wurzeln der W

ande von C
0
, auf denen Y
0
liegt,
die Basis
~
(Y
0
) :=

P
I
(
_
)
_



 2  [ I ~ mit Y
0
2 H
nor
I;k
I
;
wobei k
I ~
= 1 und sonst k
I
= 0

 P
I
(
_
)
_
[ fP
I
(~
_
)
_
g
des Wurzelsystems
~
(Y
0
) := fP
I
(
_
)
_
j  2 , so da 9k 2 Z : Y
0
2 H
nor
I;k
g  P
I
(
_
)
_
;
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das

uber g
 1
isomorph ist zu
~
(P
I
(Y

)) =:
~
(Y

). (Falls P
I
(
_
)
_
nicht reduziert ist,
ist
~
(Y
0
) nur Basis eines reduzierten Subsystems von
~
(Y
0
). S.u.)
Der restliche Beweis zerf

allt in drei verschiedene F

alle.
Fall 1: 

= id.
Dann ist P
I
(
_
)
_
= P
I
() = . Daher ist
~
(Y
0
) eine Basis von (G

; T

). Sie ist
in 
ext
(; id) =  [ f 
+
g enhalten. (denn  ~ ist hier die l

angste Wurzel in 
+
.)
In den restlichen F

allen ist  vom Typ ADE. Normiere  so, da kk
2
= 2 f

ur alle
 2 . Dann gilt P
I
(
_
)
_
=
2
kP
I
()k
2
P
I
() (einfache Rechnung). Daher gibt es eine
"formale Dualisierungsabbildung"
()
[
: P
I
()
1 1
  ! P
I
(
_
)
_
P
I
()7 !
2
kP
I
()k
2
P
I
() =: P
I
()
[
;
mit einer analog gebildeten Umkehrabbildung, die (wie

ublich) die gleiche Bezeich-
nung tragen m

oge.
Fall 2: 

6= id und  ist nicht vom Typ A
2n
.
Dann ist das Wurzelsystem
~
 reduziert und nach Steinberg gilt
~
(Y
0
)
[
= (G

; T

).
Daher bildet das formale Dual
~
(Y
0
)
[
zwangsweise eine Basis von (G

; T

) =
~
(Y
0
)
[
. Nach Konstruktion ist
~
(Y
0
)
[
 
ext
(; 

) = fP
I
() j  2 g [ fP
I
(~)g.
Fall 3: 

6= id und  ist vom Typ A
2n
.
Erste Beweisvariante. Die elementarere Matrizenrechnung kommt anschlieend.
Das Wurzelsystem
~
(Y
0
) ist nicht reduziert (und
~
(Y
0
) im Allgemeinen keine Basis
mehr). Man sucht eine Basis des maximalen reduzierten Subsystems (G

; T

) 
~
(Y
0
)
[
. Weil Z[P
I
(
_
)]oW
I

uber Spiegelungen an den W

anden zu (all) den H
nor
I;k
( 2 , k 2 Z) auf V
I
operiert, kann man folgende Beobachtung ableiten:
Beobachtung: Wenn w:x 2 Z[P
I
(
_
)]oW
I
und (w:x)(H
I;k
) = H
Iw();l
, dann gilt
k  l mod 2.
Wenn man (G

; T

) formal dualisiert (zu (G

; T

)
[

~
(Y

)) und dann

uber das
fr

uher xierte g = w:x isomorph auf ein Subsystem von
~
(Y
0
) abbildet, erh

alt man
daher mit Steinberg
(G

)
[
0
:=
8
<
:
P
I
()
[



Y
0
2 H
nor
I;k
, wobei
8
<
:
k 2 Z ( Typ I)
k 2 2Z ( Typ II)
k 2 1 + 2Z ( Typ III)
9
=
;
(v)
D.h. (G

)
[
0
 P
I
(
_
)
_
zerf

allt in Wurzeln mittlerer L

ange ( vom Typ I), k

urzester
L

ange im BC{System P
I
(
_
)
_
(das sind die, deren  vom Typ III ist) und Wurzeln
maximaler L

ange (wenn  vom Typ II ist). In einem BC{System sind genau dann
sowohl  als auch 2 Wurzeln, wenn  k

urzeste (und 2 maximale) L

ange hat.
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Daher bildet eine Basis des maximalenB{Subsystems von
~
(Y
0
) auch eine Basis von
~
(Y
0
) selbst. Man erh

alt sie, indem man in
~
(Y
0
) alle Wurzeln maximaler L

ange
(das sind h

ochstens zwei!) halbiert. Sei
~

BC
die Vereinigung dieser Basis mit
~
(Y
0
).
(In
~

BC
sind also alle positiven Vielfachen aller Wurzeln (aus 
I
) mitenthalten.
Darum ist das selten eine Basis, aber mir f

allt keine bessere Bezeichnung ein.)
Mit diesen Bezeichnungen (und Bemerkungen) ist
~

BC
\ (G

)
[
0
eine Basis von (G

)
[
0
. Es bleibt zu zeigen, da das formale Dual dieser Basis in

ext
(; 

) liegt; anders formuliert, da
~

BC
\(G

)
[
0
 
ext
(; 

)
[
= P
I
()
[
[ f(2 P
I
(~))
[
g = P
I
(
_
)
_
[

1
2
P
I
(~
_
)
_
	
:
Das folgt mit der Beobachtung aus (v), denn von einem Paar ; 2 2
~

BC
ist genau
dann  2 (G

)
[
0
, wenn  2 H
nor
I ~;1
. (Denn 1 ist die einzige ungerade Zahl in f0; 1; 2g
und der Deckel H
nor
I ~;1
die einzige Wand des Alkoven mit ungeradem k
I
= 1.)
Daher mu erstens die nicht reduzierte Wurzel P
I
(
_
)
_
in der Levi{Basis P
I
(
_
)
_
maximale L

ange haben, d.h.  2 mu vom Typ II sein. (Ist erf

ullt!) Zweitens mu
die zus

atzliche Wurzel f

ur den Deckel in (G

)
[
0
k

urzeste L

ange haben. Somit ist ihr
formales Dual in 
ext
(; 

) von maximaler L

ange: (S
I ~
_
)
_
= c(~)P
I
(~) = 2P
I
(~).
Zweite Beweisvariante von Fall 3.
Sei (; I) =
2
A
2n
, d.h. G = Sl(2n + 1). Die Bezeichnungen aus den Beispielen
2.19 und 2.4 werden weiterverwendet. Sei t = Diag(t
1
; :::t
2n+1
) 2 T ein Element
des Diagonaltorus T . Die Operation der Weylgruppe W (Sl(2n + 1))


auf t wird
beschrieben durch folgende Erzeuger von W


(W1) s
P
I
("
i
 "
j
)
(f

ur 1  i < j  n) vertauscht t
i
mit t
j
und gleichzeitig t
2n+2 i
mit t
2n+2 j
(und bel

at alles andere unber

uhrt).
(W2) s
P
I
("
i
 "
2n+2 i
)
= s
"
i
 "
2n+2 i
vertauscht t
i
mit t
2n+2 i
.
Nun wird t innerhalb seines W


{Orbits geeignet abge

andert. Betrachte die Menge
aller Quotienten ft
i
=t
2n+2 i
j 1  i  ng =: Q. Wenn in Q f

ur ein  6= 1 sowohl
 als 
 1
vorkommen sollte, xiere eine der beiden Zahlen () und invertiere mit
geeignete Weylgruppenelemente der Form (W2) alle t
i
=t
2n+2 i
= 
 1
. Danach darf
man annehemen, da Q = f
i
j 1  i  kg, wobei die 
i
paarweise verschieden sind
und die 
i
6= 1 auch verschieden von allen 
 1
j
. Falls 1 oder  1 in Q vorkommen,
sei stets 
1
= 1 und 
k
=  1.
Nun sieht man sofort, da man t mit Permutationen vom Typ (W1) auf folgende
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Blockgestalt bringen kann: (x := t
n+1
2

F

!)
0
B
B
B
B
B
B
B
B
@

 k
.
.
.

 1
x

1
.
.
.

k
1
C
C
C
C
C
C
C
C
A
mit 
 i
=

x
1
.
.
.
x
m
i

=) 
i
= 
i


x
m
i
.
.
.
x
1

f

ur geeignete m
i
2 N (so da n =
P
k
i=1
m
i
). Nach Steinberg 2.27 gilt f

ur dieses t:
G
t

=
0
B
B
B
B
B
B
B
B
B
B
B
B
B
B
@
?

.
.
.
?
 
 
?
.
.
.

?
1
C
C
C
C
C
C
C
C
C
C
C
C
C
C
A
' Sp(2m
k
)Gl(m
k 1
)   
   Gl(m
2
) SO(2m
1
+ 1)
ist vom Typ C
m
k
 A
m
k 1
     A
m
2
 B
m
1
und hat eine Basis, die Teilmenge ist
von P
I
() [ f ("
1
  "
2n+1
)g. Aber "
1
  "
2n+1
= 
+
=  c(~)P
I
(~) (vgl. Beispiel
2.4).
Umgekehrt kann man jede Teilmenge von 
ext
(; 

) so bekommen, denn wenn man
alles zur

uckverfolgt, sieht man, da es gen

ugt, zu jeder vorgegebenen Teilmenge der
W

ande fH
nor
I;0
j I  g [ fH
nor
I ~;1
g von C
0
\ V
I
Punkte zu nden, die genau auf
den Hypereben dieser Teilmenge und sonst keinen liegen. Aber C
0
\ V
I
ist f

ur ir-
reduzibles P
I
() ein (dimV
I
der
{) Simplex in V
I
, denn die H
nor
I;0
sind (nach (2.5.3))
dimV
I
der
paarweise verschiedene Hyperebenen, die 0 enthalten, und die zus

atzliche
Hyperebene hat nichtleeren Schnitt mit allen anderen. Daher entspricht jeder Fa-
cette von C
0
\ V
I
eine der gesuchten Teilmengen.
Zu (b): Das wurde oben durch die Normierung auf die Kammer C
0
eigentlich bereits
mitbewiesen. Sei Y 2 V
0
so, da expY = t. Weil P
I
(Z[
_
])oW
I
transitiv auf den
Kammern in V
0I
operiert, existieren w 2 W
I
und Z 2 Z[
_
], so da
C
0
3 (P
I
(Z)o w)(P
I
(Y )) = w(P
I
(Y )) + P
I
(Z) = P
I
(w(Y ) + Z):
Man hat int(exp(w(Y ) + Z)) Æ 

= intw(t) Æ 

. Weil P
I
(w(Y ) + Z) 2 C
0
, bilden
nach Teil (a) die Wurzeln P
I
() zu den W

anden von C
0
, f

ur die w(Y ) + Z 2 H
I;k
(f

ur geeignetes k 2 Z), eine Basis von ((G
intw(t)Æ

)
Æ
; T
Æ
) und ein Subsystem von

ext
(; 

).
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Behauptung 2.43. Sei G einfach algebraisch und einfach zusammenh

angend mit
irreduziblem Wurzelsytem  gegeben, B eine Borelgruppe und  2 Aut(G;B; T ). Es
gibt b

2 Z
>0
, so da
0 =
X
2
ext
(;

)P
I
()
b

 
_
und 1 = ggTfb

j  2 
ext
(; 

)g
Sei H := G

. Nach Satz 2.42 fat man eine Basis 
H
von 
H
als Teilmenge von

ext
(; 

) auf. Es gilt

1
(H) = Z=b Z
Rang(P
I
()) Rang(
H
)
;
wobei b = ggTfb

j 
H
63  2 
ext
(; 

)g. Man hat 1  b  6 und falls z.B. keine
E
8
{Faktoren in G vorkommen, gilt sogar b 2 f1; 2; 3; 4g.
Beweis: Die Existenz der b

veriziert man durch Nachrechnen: Mit exakt derselben
Anordnung der Wurzeln wie in Tabelle 2.36 erh

alt man:
 

= id Ord

= 2
A
2n 1
alle b

= 1
1
1
2 2 ::: 2 2 2
C
n
alle b

= 1
A
2n
alle b

= 1 2 2 2 ::: 2 2 1
D
n+1
1
1
2 2 ::: 2 2
1
1
1 2 2 ::: 2 2 1
B
n
1
1
2 2 ::: 2 2 1
E
8
3
2 4 6 5 4 3 2 1
E
7
2
1 2 3 4 3 2 1
E
6
1 2 3
2 1
2 1
2 4 3 2 1
F
4
1 2 3 2 1
Ord

= 3
D
4
1 2
1
1
1
3 2 1
G
2
1 2 1
Nach 1.11 ist 
1
(H) = X

(T
IÆ
)=Z[
_
H
] = Z[
_
]
I
=Z[
_
H
] und Z[
_
]
I
= Z[
ext
(; 

)
_
],
denn nach (2.5.3) ist Z[
_
]
I
= Z[fS
I
_
j 
_
2 
_
g] und dieses Gitter wird von

ext
(; 

)
_
erzeugt. In jedem irreduziblen System kommt ein  2 
ext
(; 

) vor
mit b

= 1. Seien
~

_
:= 
ext
(; 

)
_
nf
_
g und S :=
~

_
n
_
H
. Dann ist
~

_
eine
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Z{Basis von Z[
_
]
I
(denn b

= 1).
Die Aussage

uber den freien Anteil von 
1
(H) ergibt sich einfach aus Dimen-
sions

uberlegungen. Somit ist man fertig, wenn Folgendes bewiesen ist: Wenn
x 2 Z[
_
]
I
in Z[
_
]
I
=Z[
_
H
] Torsion hat, dann gibt es ein l 2 Z mit
x 
l
b
X

_
2S
b

 
_
mod Z[
_
H
\
~

_
]:
Seien x

2 Z mit x =
P

_
2
~

_
x


_
. Weil x in 
1
(H) Torsion hat, gibt es ein
minimales k > 0, so da kx 2 Z[
_
H
]. Aber Z[
_
H
] hat eine Z{Basis aus 
_
H
\
~

_
und gegebenenfalls 
_
. Also gibt es ein m 2 Z mit
X

_

~

_
kx


_
= kx   m
_
=
X

_

~

_
mb


_
mod Z[
_
H
\
~

_
];
wobei m = 0, falls 
_
62 
_
H
. Daher gilt kx

= mb

f

ur 
_
2 S. F

ur jeden Teiler c
von k und m ist oensichtlich bereits
k
c
x 2 Z[
_
H
]. Wegen Minimalit

at sind somit k
und m teilerfremd, d.h. k j b

f

ur alle 
_
2 S. Also teilt k j b und es existiert ein l
mit x

=
l
b
b

f

ur 
_
2 S.
Beobachtung: Auer in A
2n
{Systemen ist b
P
I
(~)
= 1, in den A
2n
{F

allen ist jedoch
b

= 1 nur f

ur die einzige kurze Wurzel in 
ext
(; 

).
Gegenbeispiele
In diesem Paragraphen werden Gegenbeispiele gegen einige Verallgemeinerungsw

un-
sche in der Darstellung des Satzes von Steinberg gegeben. Insbesondere wird gezeigt,
da die Gruppen W
2
 W
1
 W
0
im Allgemeinen verschieden voneinander sind und
auch verschieden von einer neuen ZwischengruppeW
2
 W
3=2
:= Bild[N
der
(T
der
)
I
!
W
I
]  W
1
.
Sei stets J
n
:= (( 1)
i
Æ
i;n+1 j
)
i;j
2 Mat
nn
und spl
Sl(n)
bestehe aus den den obe-
ren Dreiecksmatrizen B, dem Diagonaltorus T und den Wurzelvektoren fX

i
:=
(Æ
j;i
Æ
k;i+1
)
j;k
2 sl(n)g

i
2
. Der Flip auf Sl(n) bzw. Gl(n) ist der Automorphismus
g 7! J
n

t
g
 1
 J
 1
n
aus Aut(Sl(n); spl
Sl(n)
)....
(2.44) Sei G := Gl(4), 

der Flip,  := t

 

, w := intn 2 W (T ), wobei
t

:=

i
i
 i
 i

2 Sl(4) und n =

1
1
1
1

2 Gl(4)
Dann ist G
der
= Sl(4), 
0
(G

) ' Z=2, (G
Æ
) = fP
I
("
1
  "
2
); P
I
("
1
  "
3
)g vom
Typ A
1
 A
1
und n 2 N(T )

, aber n 62 G
Æ
.
Hier erh

alt man W
2
' (Z=2)
2
o (Z=2) 6' (Z=2)
2
' W
3=2
= W
1
= W
0
. Auerdem ist
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G
der
einfach zusammenh

angend, aber G
I
nicht zusammenh

angend, obwohl I = hi
zyklisch ist und  fast halbeinfach. (Vgl. [Ca85, Theorem 3.5.6]!)
(2.45) Sei G := Sl(4), I = h; i, wobei 

der Flip,  := t

 

,  = t

,
sl(4) 3 Y

:=
 
1=4
1=4
 1=4
 1=4
!
Exp
7 !

i
i
 i
 i

und Y

:=

1=2
0
0
 1=2

Exp
7 !

 1
1
1
 1

Dann ist G zwar einfach und einfach zusammenh

angend aber G
I
nicht zusam-
menh

angend: Man hat G
IÆ
= T
I
und G
I
=G
IÆ
= hwi ' Z=2, wobei w 2 W (T )
die Permutation (14)(23) auf T = fDiag(x
1
; x
2
; x
3
; x
4
)g bewirkt. Hier gilt W
2
=
W
1
= hwi 6' 1 = W
0
.
(2.46) Sei alles wie im letzten Beispiel (2.45) nur I = h; ; i mit  = t

=
e
 
2i
8
Diag( 1; 1; 1; 1) = Exp(Y

) und Y

= Diag(
3
8
; 
1
8
; 
1
8
; 
1
8
) 2 sl(4).
Hier ist G
I
= G
IÆ
= T
I
, also W
2
= W
1
= W
0
= 1. Bei der Charakterisierung von
W
1
in Behauptung 2.24(3) und (4) darf man in diesem Beispiel den zus

atzlichen
Durchschnitt mit
T
t2I\T
ad
W
t
nicht weglassen. Weil n

amlich P
I
(Y

) = P
I
(Y

), ist
wie in (2.45)
T
2I
Bild
h
 
P
I
(Z[
_
])oW
I

P
I
(Y

)
! W
I
i
= hwi 6= 1 aber w 62 W
t

.
(2.47) Sei PGl(2),  = intt mit t =
 
 i
0
0
i

und 1 6= w 2 W . Dann ist W
2
= W
3=2
=
hwi 6' 1 = W
1
= W
0
.
(2.48) Sei G = Sl(4)  Sl(4), I = h; ; i,  = 

vertausche die beiden Kompo-
nenten, 

bewirke den Flip auf der ersten Komponente (und die Identit

at auf der
zweiten), 

den Flip auf der zweiten Komponente und seien  := Exp(Y

)  

bzw.
 := Exp(Y

) 

mit Y

= Y

= Diag(0; 
1
2
;
1
2
; 0j0; 
1
2
;
1
2
; 0) 2 (sl(4) sl(4))
I
. (Die
gesternte Aktion stabilisiert hier nat

urlich das Splitting spl
Sl(4)
 spl
Sl(4)
:) Man hat
I ' I

' (Z=2 Z=2)o Z=2.
Hier ist G
IÆ
' Sl(2)Sl(2), wobei die Wurzelr

aume zu den beiden langen (positiven)
Wurzeln in P
I
((G)) (ein C
2
{System) den unipotenten Anteil in B
IÆ
ergeben.
Auerdem ist G
I
zusammenh

angend: Das sieht man, indem man W
1
mit Behaup-
tung 2.24 ausrechnet. Dazu mu man erst auf die irreduzible erste (o.E.) Kom-
ponente 
1
= (Sl(4)) reduzieren. Ihre Stabilisatorgruppe ist I
1
:= h; i und
 = Ind
I
I
1
(
1
). Dabei operiert  als innerer Automorphismus zu Diag(1; 1; 1; 1)
auf der ersten Komponente G
1
= Sl(4). Einerseits ist
\
2I
1
Bild
h
 
P
I
1
(Z[
_
1
])oW
I
1
1

P
I
1
(Y
;1
)
!W
I
1
1
i
' W
I
;
andererseits gilt
T
t2I
1
\T
ad
(W
1
)
t
= hs
14
; s
23
i ' (Z=2)
2
, wobei s
ij
die Spiegelung an
der Wurzel "
i
  "
j
bezeichne. Zusammen hat man W
2
(
1
; I
1
) = W
1
(
1
; I
1
) '
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(Z=2)
2
' W
0
(
1
; I
1
), d.h. G
I
= G
IÆ
.
Man kann eine solche Rechnung nicht f

ur  selbst ausf

uhren, denn man hat
\
2I
Bild
h
 
P
I
(Z[
_
])oW
I

P
I
(Y

)
! W
I
i
\
\
t2I\T
ad
(W )
t
= W
I
=W (C
2
) :
Genauer sind die Mengen (1) und (2) in Behauptung 2.24 Kleinsche Vierergruppen
(Z=2)
2
aber die Mengen (3) und (4) die gesamte Weylgruppe zu C
2
, wenn man sie f

ur
das reduzible  berechnet. Der Grund ist, da Lemma 2.11 in diesem (reduziblen)
Fall nicht mehr zur Verf

ugung steht. Die Gleichheit (1)=(2) und (3)=(4) gilt mit
dem Beweis von 2.24 n

amlich f

ur beliebiges .
Im

ubrigen ist Bild
h
T
2I
 
P
I
(Z[
_
])oW
I

P
I
(Y

)
!W
I
i
' Z=2 und damit auch
die Formel in (2.25) falsch f

ur dieses (reduzible) .
Lockerung der Bedingung an den K

orper F
Die Bedingung "F  C " wurde in (2.1) gemacht, um die Exponentialabbildung
V 
 C ! T (C ) benutzen zu k

onnen, d.h. die kompakten Punkte von T (F ) wurden
stets als Unterguppe von V=X

(T ) aufgefat. Um die Beweise auf algebraisch abge-
schlossene F (mit char(F ) = 0 oder gen

ugend gro) zu

ubertragen, geht Steinberg
in [St68, x5] folgendermaen vor:
Das Charaktergitter X

(T ) des F{Torus steht in Z{Dualit

at zu X

(T ), d.h. durch
Erweiterung in R{Dualit

at zu V = X

(T ) 
 R und schlielich in R=Z{Dualit

at zu
V=X

(T ). Man ben

utzt das folgende Lemma von T.A. Springer:
Lemma 2.49.
(a) F

ur jedes t 2 T (

F ) existiert ein y 2 V=X

(T ), so da f

ur  2 X

(T ) gilt:
(t) = 1 () (y) = 0:
(b) Jeder Endomorphismus  von T operiert auf X

(T ), V sowie V=X

(T ). F

ur
t und y wie in (a) und alle  2 X

(T ) gilt: ((t)) = 1 () ((y)) = 0,
(c) Jedes y 2 V=X

(T ) von endlicher Ordnung { welche prim zur Charakteristik
ist, falls diese positiv ist { kann in (a) realisiert werden.
Beweis: [St68, 5.1+5.4]
Weil alle Argumente in den Beweisen der S

atze von Steinberg und Dynkin, die die
Exponentialabbildung (von Tori) verwenden, auf Inzidenzrelationen zur

uckgef

uhrt
werden k

onnen, kann man mit diesem Lemma die S

atze 2.12 und 2.42 auch f

ur
algebraisch abgeschlossene K

orper F mit groer Charakteristik oder char(F ) = 0
beweisen.
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3 Tori
Maximale Tori in nicht zusammenh

angenden reduktiven Grup-
pen
In diesem Kapitel wird nicht so sehr eine Theorie beliebiger unzusammenh

angender
reduktiver Gruppen betrieben, als vielmehr eine Zusammenhangskomponente L ei-
ner solchen Gruppe analysiert. Da ich aber gerner mit Gruppen arbeite, betrachtet
man immer die von dieser Zusammenhangskomponente erzeugte Gruppe.
Daher sei
~
G = hLi eine reduktive Gruppe

uber einem p{adische K

orper F mit
Einszusammenhangskomponente G und 
0
(
~
G) =
~
G=G ' Z=l.
Die beiden n

achsten Lemma sind (neben dem Satz von Steinberg) die Grundlage
der folgenden Theorie nicht zusammenh

angender Tori in
~
G.
Die Operation eines Automorphismus aufG wird halbeinfach genannt, wenn er durch
Konjugation mit einem halbeinfachen Element in einer Obergruppen von G bewirkt
werden kann. Wenn Cent(G) endlich ist, ist Aut(G)=Inn(G) endlich. Dann operiert
 genau dann halbeinfach auf G, wenn f

ur ein geeignetes m 2 N ein halbeinfaches
g 2 G existiert mit 
m
= intg. (Eine dritte

aquivalente Formulierung ist:  operiert
diagonalisiererbar auf Lie(G):)
Lemma 3.1 (Steinberg).
(a) Sei G eine zusammenh

angende reduktive Gruppe und  2 Aut(G). Dann gibt
es eine {stabile (

F{) Borelgruppe in G.
(b) Wenn  halbeinfach auf G operiert, dann stabilisiert  ein (

F{) Paar (B; T ).
Beweis: [St68, 7.3+7.5]
Lemma 3.2. Wenn  2 Aut(G) halbeinfach auf G operiert und T ein {stabiler,
maximaler Torus von G, dann enth

alt (T

)
Æ
stark regul

are Elemente. (Regul

ar in
G!)
Beweis: Nach Lemma 3.1 stabilisiert  ein geeignetes Paar (B; T ), mithin die Basis
 = (B; T ) sowie ihre Dualbasis 

 X

(T ) 
 Q . (Vgl. (2.5.10).) Sei x
0
:=
P

_
2


_
. F

ur alle  2 
+
(B; T ) ist dann n

:= h; x
0
i =: n

2 Z
>0
(denn  ist
nichtnegative ganze Linearkombination von  und  6= 0).
W

ahle ein u 2 F

, das keine Einheitswurzel ist, und ein m 2 N , so da mx
0
2
X

(T ). Dann ist t := (mx
0
)
 u 2 X

(T )




F

= T

(

F ) stark regul

ar in G, denn
f

ur alle  2 
+
gilt (mx
0

 u) = u
h;mx
0
i
= u
mn

6= 1.
Denition 3.3. Eine Untergruppe
~
T von
~
G wird als Torus bez

uglich L bezeich-
net, wenn
~
T \G ein Torus in G ist und ihr Schnitt mit L nicht leer ist.
Ein F{Torus
~
T ist anisotrop, falls sein zentraler Torus (Cent(T ))
Æ
anisotrop ist,
i.e. keine F{rationalen Charaktere besitzt.
Falls die Elemente aus
~
T \L eine F{Borelgruppe B stabilisieren, wird der F{Torus
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~
T als F{Quasisplittorus bzgl. L bezeichnet.
Ein g 2 L heit fast halbeinfach, wenn es eine der folgenden

aquivalenten Bedin-
gungen erf

ullt:
(1) Die Operation von g (durch intgj
G
) auf G stabilisiert ein Paar (B; T ).
(2) g operiert halbeinfach auf G
der
.
(3) g liegt in einem Torus
~
T bzgl. L.
(4) Cent(G
g
;
~
G) ist ein Torus bzgl. L.
Ein fast halbeinfaches Element g 2 L ist regul

ar, wenn (G
g
)
Æ
ein Torus in G ist.
Man bezeichnet g als stark regul

ar, wenn G
g
abelsch ist.
Ein fast einfacher Automorphismus  von G heit speziell, wenn die Weylgruppen
von G
Æ
und von P
hi
((G)) isomorph sind. Ebenso wird ein fast halbeinfaches
Element g 2 L speziell genannt, wenn  := intgj
G
speziell ist.
Beweis der

Aquivalenz der verschiedenen Denitionen von "fast halbeinfach": (4))
(3) ist klar und (2) ) (1) ist Lemma 3.1.b. Weil g
l
2
~
T \ G in einem Torus liegt,
d.h. halbeinfach ist, gilt (3) ) (2). (Jordanzerlegung!) F

ur (1) ) (4) sei spl
G
ein Splitting von G, das (B; T ) enth

alt, und 

die gesternte Aktion von intg bzgl.
spl
G
. Dann gibt es ein h 2 G mit intg = inth Æ 

. Weil 

und g das Paar (B; T )
stabilisieren, mu h 2 T sein. Daher ist T


 G
g
. Weil G
g
nach Lemma 3.2
regul

are Elemente enth

alt, ist Cent(G
g
;
~
G) ein Torus.
Anmerkungen:
(a) Klarerweise sind die Tori bzgl. G in
~
G gerade die (gew

ohnlichen) Tori inG =
~
G
Æ
.
(b) Lemma 3.2 gilt verbatim, wenn  ein fast halbeinfaches Element aus L ist.
(c) Es wird nicht gefordert, da f

ur stark regul

are g 2 L der Zentralisator G
g
ein
Torus ist! Sei z.B. G = Gl(2n + 1) und  2 L bewirke den Flip int(g) =: (g) =
J 
t
g
 1
 J
 1
aus Beispiel 2.19. Dann ist jedes fast halbeinfache Element G(

F ){
konjugiert zu einem Element t 2 T (

F ) o   L, wobei T der Diagonaltorus ist.
Ein solches t ist stark regul

ar, wenn (t)
2
= t  (t) 2 T

stark regul

ar ist, aber
f

ur alle diese gilt G
t
= T

= fDiag(x
1
; :::; x
n
;1; x
 1
n
; :::; x
 1
1
)g.
Behauptung 3.4. Die Menge der maximalen Tori bzgl. L in
~
G ist die Menge aller
Cent(G
g
;
~
G), f

ur die g 2 L fast halbeinfach und stark regul

ar ist. Die Abbildung
~
T 7! Cent(
~
T )
Æ
stiftet eine Bijektion zwischen dieser Menge und der Menge der
(G
g
)
Æ
, wobei g 2 L fast halbeinfach und stark regul

ar ist (d.h. der Menge der
Einskomponenten abelscher Zentralisatoren G
g
mit g 2 G). Die Umkehrabbildung
ist U 7! Cent(U;
~
G).
Beweis: Man bemerkt zuerst, da die maximalen Tori bzgl. L die Form T  h
T
i
haben, wobei T ein maximaler Torus in G ist und 
T
2 L(

F ) ein T stabilisierendes
Element aus L ist: Sei dazu ein beliebiger Torus
~
T bzgl. L gegeben. Betrachte
Cent(
~
T \G;G) =:M . Dies ist eine reduktive (Levi{) Gruppe, auf der die Elemente
aus
~
T \ L alle denselben (fast halbeinfachen) Automorphismus 
T
bewirken. Also
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gibt es einen 
T
{stabilen, maximalen Torus T  M . Dann ist T 
~
T ein maximaler
Torus von der oben beschriebenen Form.
Sei nun
~
T := T  h
T
i ein maximaler Torus wie zu Beginn des Beweises. Weil 
T
fast
halbeinfach ist, enth

alt (T

T
)
Æ
= Cent(
~
T )
Æ
nach Lemma 3.2 stark regul

are Elemente
in G. Daher ist Cent(Cent(
~
T )
Æ
;
~
G) = T  h
T
i =
~
T , d.h. U 7! Cent(U;
~
G) ist die
linksinverse Abbildung zu
~
T 7! Cent(
~
T )
Æ
. Weil die in der Behauptung angegebene
Menge genau das Bild der Menge der maximalen Tori (bzgl. L) unter der Abbildung
~
T 7! Cent(
~
T )
Æ
ist, hat man eine Bijektion.
Behauptung 3.5.
(a) Die quasizerfallenden unter den maximalen F{Splittori
~
T bzgl. L mit
~
T (F )\L 6=
; sind G(F ){konjugiert zueinander.
(b) Sei
~
T ein Torus bzgl. L und 
0
2
~
T \ L speziell. Dann ist
Norm(
~
T ;G) =
~
T
Æ
 Norm(
~
T
Æ
; G)

0
Beweis: Zu (a): Seien zwei maximale F{Splittori
~
T
1
und
~
T
2
gegeben und seien T
i
:=
~
T
Æ
i
und 
i
2
~
T
i
(F )\L. Die 
i
stabilisieren (nach 3.3) F{Paare (B
i
; T
i
). Weil je zwei
F{Paare G(F ){konjugiert sind, existiert ein g 2 G(F ) mit g(B
1
; T
1
)g
 1
= (B
2
; T
2
).
Man hat sogar g
~
T
1
g
 1
=
~
T
2
, denn 
0
:= g
1
g
 1
2 L und 
2
2 L stabilisieren (B
2
; T
2
).
Daher ist 
0 1

2
2 T
2
(F ).
Zu (b): Sei T :=
~
T
Æ
. Oensichtlich ist T  Norm(
~
T ;G)  Norm(T;G). Sei
n(w) 2 Norm(T;G) ein Vertreter von w 2 W = Norm(T;G)=T . Dann ist n(w) 2
Norm(
~
T ;G) gleichbedeutend mit w 2 W

0
. Nach dem Satz von Steinberg 2.27 kann
man die Weilgruppe von G

0
als Untergruppe von W (P
I
()) auassen. Weil 
0
speziell ist, hat w dann einen Vertreter in Norm(T;G)

0
Von (3.7) bis (3.12) sind verschiedene n

utzliche Fakten gesammelt, die nun nicht
mehr schwer zu beweisen sind. Bis (3.10) sei
~
T stets ein maximaler Torus bzgl. L
und T :=
~
T
Æ
.
(3.6) Der Satz von Dynkin 2.42 garantiert die Existenz von speziellen Elementen

0
2
~
T \ L. Sollte ((G); hi) keine Komponenten vom Typ
2
A
2n
enthalten, so
bewirken solche 
0
auf G gerade die Automorphismen, die ein geeignetes Splitting
von G stabilisieren.
Falls ((G); ) =
2
A
2n
(vgl. Beispiel 2.19) kann man die 
0
nur noch so charak-
terisieren: Sie stabilisieren ein "modiziertes Splitting" spl
0
G
= (B; T; fX

g
2
0
),
wobei 
0
eine maximale 
0
{stabile echte Teilmenge von 
ext
=  [ f~g ist, so da
das Dynkindiagramm zu P
I
(
0
) zusammenh

angt. ( ~ = 
+
ist die h

ochste Wurzel
in 
+
(G;B).)
(3.7) Alle Elemente aus der Zusammenhangskomponente
~
T \ L operieren auf T
mit demselben Automorphismus 
T
2 Aut(T ). Dann operiert 
T
auch auf der
(absoluten) Weylgruppe W =W (G; T ) = Norm(T;G)=T und man kann
W

T
= fw 2 W (G; T ) j w Æ 
T
= 
T
Æ wg = fw 2 W j w(T

T
) = T

T
g
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bilden. Indem man ein spezielles 
0
2
~
T \ L w

ahlt, hat man (mit Steinberg 2.27)
W

T
' Norm(T

0
Æ
; G

0
Æ
)=T

0
Æ
' Norm(T

0
; G

0
)=T

0
' Norm(
~
T ;G)=T ' Norm(
~
T ;
~
G)=
~
T
(3.8) Die G(

F ){Konjugationsklasse eines fast halbeinfachen g 2 L schneidet einen
maximalen Torus
~
T (bzgl. G), und zwar in einem Norm(
~
T ;G)(

F ){Orbit. Nach
Wahl eines speziellen 
0
2
~
T \ L heit das:
 Jede G(

F ){Konjugationsklasse eines fast halbeinfachen g 2 L hat einen Ver-
treter in
~
T \ L = T  
0
.
 Der Schnitt dieser Konjugationsklasse mit T 
0
ergibt (via t
0
7 ! (t mod (1 

0
)T )) genau einen W

0
{Orbit in T

0
:= T=(1  
0
)T .
(3.9) Zu jedem Paar (B; T ) gibt es genau einen maximalen Torus
~
T bzgl. L, so
da T =
~
T
Æ
und die von
~
T \ L auf T induzierte Operation 
T
auf den Wurzeln die
Basis (B; T ) stabilisiert.
Um
~
T zu konstruieren, erg

anze (B; T ) (irgendwie) zu einem Splitting und be-
zeichne die gesternte Aktion von L bzgl. dieses Splittings mit 

. Dann ist
~
T := Cent(T


;
~
G). Dies ist unabh

angig von der Wahl des Splittings, denn je zwei
Splittings, die (B; T ) enthalten, sind konjugiert

uber T .
Wenn (B; T )

uber F deniert ist, ist
~
T auch

uber F deniert. Man erg

anzt (B; T )
dann zu einem F{Splitting, usw. (Diese Erg

anzung geht, weil die additive Gruppe
G
a
triviale Kohomologie hat.)
(3.10) F

ur einen Torus
~
T bzgl. L gilt Cent(
~
T ;
~
G) = Cent(
~
T ; L) = Cent(
~
T ).
(3.11) Sei  ein fast halbeinfacher Automorphismus von G und (B
0
; T
0
) ein Paar
in G
Æ
. Dann existiert ein {stabiles Paar (B; T ) in G mit B
0
= B
Æ
und T
0
= T
Æ
,
denn nach Lemma 3.2 ist T = Cent(T
0
; G) eindeutig bestimmt und indem man ein
System S positiver Wurzeln in P
I
((G; T )) w

ahlt, das 
+
(G
Æ
; B
0
) umfat, hat man
ein B gefunden: Das Erzeugnis von T und den unipotenten Gruppen U

, f

ur die
P
I
() 2 S.
Wenn  speziell ist, ist das Paar (B; T ) sogar eindeutig durch das Paar (B
0
; T
0
)
bestimmt. Klarerweise ist umgekehrt (B
Æ
; T
Æ
) ein Paar in G
Æ
, wenn (B; T ) ein
{stabiles Paar in G ist. Insbesondere existiert zu jedem {stabilen Torus T (von
G) eine {stabile (

F{) Borelgruppe B  T .
Wenn  ein (

F{) Splitting von G stabilisiert, gibt es dar

uberhinaus eine Bijektion
zwischen den {stabilen Splittings von G und den Splittings von G
Æ
: (I := hi)
(B; T; fX

g
2(G;B;T )
) 7 !

B
Æ
; T
Æ
;
n
X
P
I
()
:=
X
I
X

o
P
I
()2P
I
()

:
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F

ur die Umkehrabbildung bildet man zu einemWurzelvektor Y

2 g


L
P
I
()=
g

verm

oge der Identikation (G
Æ
)  
I
die Menge M

:= fX

j Y

=

X

g.
Wenn  die Basis zu B
Æ
durchl

auft, so durchlaufen die  dabei (nach (2.5.3)) die
Basis (B). Mit Beispiel 2.18 bildet die Vereinigung der M

mit  2 (B
Æ
) die
Wurzelvektoren eines {stabilen Splittings. Der Torus und die Borelgruppe dieses
Splittings werden aus dem Paar von G
Æ
gewonnen wie eben beschrieben. Das
deniert die Umkehrabbildung.
Behauptung 3.12. Wenn  ein spezieller F{Automorphismus ist und ein F{Paar
(B; T ) stabilisiert, dann gibt es ein t 2 T (

F ), so da 

= intt Æ  ein F{Splitting
(B; T; :::) stabilisiert und intt 2 T
ad
(F ) von der Ordnung 2 ist.
Beweis: Man darf G einfach zusammenh

angend annehmen und  = (G; T ) irre-
duzibel. Nach Voraussetzung ist G

quasisplit und hat (nach Steinberg 2.27) als
Wurzelsystem ein maximales reduziertes Teilsystem von 
I
.
Falls  ein Splitting stabilisiert, kann man, wie in (3.11) beschrieben, einem F{
Splitting ein {invariantes Splitting von G zuordnen. Da dieses hochgehobene
Splitting auch galoisstabil ist sieht man ganz analog wie die {Stabilit

at.
Zu zeigen bleibt die Existenz eines 

{ und galoisstabilen Systems von Wurzelvek-
toren zu  = (G;B) in dem Fall:  = A
2n
und  stabilisiert kein Splitting. (Vgl.
Beispiel 2.19.) Dann ist G = Sl(2n+ 1) oder G = U(2n + 1) und G

= Sp(2  n).
Hier rechnet man nach, da die Vereinigung von fP
I
() j  2  vom Typ Ig mit
der Orbitsumme S

0
der beiden Wurzeln f
0
;(
0
)g   vom Typ II eine Basis von
G

bzgl. (B

; T

) ergibt. Es gibt Wurzelvektoren X

i

0
2 g

i

0
(i 2 f0; 1g), so da
X
S

0
= [X

0
; X

0
]. Umgekehrt werden so durch einen Wurzelvektor von G

zu S

0
nach Wahl einer Reihenfolge innerhalb f
0
;(
0
)g (d.h. nach Auszeichnen eines 
0
)
die beiden X

i

0
eindeutig festgelegt. Mit den Bezeichnungen aus (3.11) ist
M = f
0
;(
0
)g [
[
2
lang
I
\
kurz
I
M

ein galoisstabiles System von Wurzelvektoren zu (G;B).
Die Aussage

uber t folgt aus Steinbergs Satz 2.27 (bzw. genauer aus 2.18).
Denition 3.13 (Langlands, [KS99, 3.3]). Die stabile Konjugationsklasse eines
stark regul

aren, halbeinfachen Elements g 2
~
G(F ) ist der Durchschnitt der G(

F ){
Konjugationsklasse von g mit
~
G(F ). Zwei maximale Tori
~
T
1
und
~
T
2
bzgl. L sind
stabil konjugiert, wenn es ein g 2 G(

F ) gibt, so da intg :
~
T
1

 !
~
T
2

uber F deniert
ist.
Behauptung 3.14. Seien stark regul

are Æ
1
, Æ
2
2 L(F ) gegeben. Bezeichne
~
T
i
:=
Cent(G
Æ
i
;
~
G) und 
i
2
~
T
i
\ L zwei (gew

ahlte) spezielle Elemente.
Genau dann sind Æ
1
und Æ
2
stabil konjugiert (d.h. G(

F ){konjugiert), wenn
(1) Es exisiert ein g 2 G(

F ), so da
~
T
1
und
~
T
2
via intg stabil konjugiert sind, und
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(2) wenn f

ur t
1
; t
2
2 T
2
mit der Eigenschaft t
1

2
= gÆ
1
g
 1
2
~
T
2
bzw. t
2

2
=
Æ
2
gilt: Die Bilder von t
1
und t
2
liegen in einem (W (T
2
)

2
)
Gal(

F=F )
{Orbit in
T
2
=(1  
2
)T
2
=: (T
2
)

2
. (Dabei ist T
2
= (
~
T
2
)
Æ
).
Beweis: ")": F

ur ein g 2 G(

F ) mit gÆ
1
g
 1
= Æ
2
gilt g
 1
g

2 G
Æ
1
(

F )  Cent(
~
T
1
)
f

ur alle  2   := Gal(

F=F ). Daher ist intg :
~
T
1

 !
~
T
2
und diese Abbildung ist

uber
F deniert. Sei nun o.E. Æ
1
= t
1
 und Æ
2
= t
2
 in demselben Torus
~
T :=
~
T
2
=
~
T
1
und
T := (
~
T )
Æ
. Dann ist g 2 Norm(
~
T ;G). Nach der Wahl eines speziellen  2
~
T \ L,
kann man nach Lemma 3.5.b g zerlegen in g = t  n(w) mit t 2 T (

F ) und einen
Vertreter n(w) 2 Norm(T;G)

T
(

F ) f

ur w 2 W (T )

T
. Dabei gilt w 2 (W (T )

T
)
 
,
denn g
 1
g

2 Cent(T
1
) f

ur alle  2   (s.o.). Daher erh

alt man w(t
1
) = t
2
t
 1
t

T
.
"(": Diese Richtung ist trivial: Wenn stark regul

are Æ
1
; Æ
2
2 L(F ) gegeben sind,
besagen (1) und (2), da sie in einem G(

F ){Orbit liegen.
Denition von G, D, E
(3.15) Gegeben sei ein Referenz{F{Torus
~
T, maximal bzgl. L, der

uber einer Ga-
loiserweiterung F
0
=F zerf

allt.
Vorsicht: In diesem Kapitel wird von T (ausnahmsweise) nicht gefordert, einen ma-
ximalen F{Splittorus zu enthalten. Ausnahmsweise wird auch nicht verlangt, da
F
0
=F unverzweigt ist. (Die Notation wurde so gew

ahlt, da das hier Dargestellte
sp

ater doch haupts

achlich f

ur unverzweigte maximale F{Torui T, die einen maxi-
malen F{Splittorus enthalten, benutzt wird.)
Bezeichne T die Einskomponente von
~
T und 
T
den von L \
~
T bewirkten F{
Automorphismus von T bzw. X

(T), , W := W (T; G) usw. Man hat dann
Cent(
~
T) = T

T
und
~
T = Cent(T

T
;
~
G) = Cent(T

T
Æ
;
~
G). Sei   = Gal(F
0
=F ),
N(
~
T) := Norm(
~
T; G) = Norm(T

T
Æ
; G) und W =W (G) die (absolute) Weylgruppe
von G. Nach (3.7) hat man
1  ! T  ! N(
~
T)  !W

T
 ! 1:(i)
(3.16) Sei
A(
~
T; G; F
0
) :=
n
g 2 G(F
0
) j 8 2   : g
 1
(g) 2 T

T
(F
0
)
o
:
Genau dann ist die Abbildung intg :
~
T

 ! g
~
Tg
 1
galois

aquivariant, d.h.

uber F
deniert, wenn g 2 A(
~
T; G; F
0
).
Denition 3.17. Seien
~
T und
~
T maximale F{Tori bez

uglich L und konjugiert

uber
G(F
0
), d.h. es existiert ein g 2 G(F
0
), so da intg :
~
T !
~
T ein Isomorphismus
ist. Ferner seien U
T

~
T(F ) und U
T

~
T (F ) maximal kompakte Untergruppen von
~
T(F ) bzw.
~
T (F ).
Man nennt
~
T und
~
T
 schwach stabil G(F
0
){konjugiert, wenn man g 2 G(F
0
) so w

ahlen kann, da
g
 1
(g) 2 T :=
~
T
Æ
f

ur alle  2  .
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 halbstabil G(F
0
){konjugiert, wenn man g 2 G(F
0
) so w

ahlen kann, da es ein
t 2
 
(1 
T
)T

(F
0
) gibt, so da
( 7! g
 1
(g); t) 2 Z
1

 ; T(F
0
)
1 
T
   !
 
(1  
T
)T

(F
0
)

 stabil G(F
0
){konjugiert, wenn man g 2 G(F
0
) so w

ahlen kann, da g
 1
(g) 2
T

T
= Cent(
~
T) f

ur alle  2  .
Wenn dabei (intg)(U
T
) = U
T
werden U
T
und U
T
als schwach stabil bzw. halbstabil
bzw. stabil G(F
0
){konjugiert bezeichnet.
(3.18) Schwach stabil konjugiert sind
~
T und
~
T also genau dann, wenn ihre Eins-
komponenten T bzw. T stabil konjugiert sind, d.h. intgj
T
ist

uber F deniert.
Halbstabile G(F
0
){Konjugation bedeutet, da erstens beide Tori (
~
T und
~
T ) G(F
0
){
konjugiert sind, zweitens die Einskomponenten (T und T )

uber G(F
0
) stabil konju-
giert sind und drittens beide Tori (
~
T und
~
T ) stabil konjugiert sind

uber G(

F )! Kla-
rerweise ist halbstabile G(F
0
){Konjugation dasselbe wie stabile G(F
0
)-Konjugation,
wenn F
0
algebraisch abgeschlossen ist. Ebenso fallen die Begrie halbstabil und
stabil zusammen, wenn Cent(
~
T) = T

T
ein Torus ist und

uber F
0
zerf

allt. Das
sieht man, wenn man die Spektralsequenz zur Hyperkohomologie des 2{Komplexes
T(F
0
)
1 
T
   ! (1 
T
)
 
T(F
0
)

ben

utzt. Weil der Kokern dieser Abbildung verschwin-
det, hat man
H
1
( ;T

T
(F
0
)) ' H
1

 ;T(F
0
)
1 
T
   ! (1 
T
)
 
T(F
0
)


:
Falls T

T
ein Torus ist, der

uber F
0
zerf

allt, ist H
1
(F
0
;T

T
) = 1. Daher folgt mit
der langen exakten Sequenz zu
1  ! T

T
 ! T
1 
T
   ! (1  
T
)T  ! 1;
da
 
(1  
T
)T

(F
0
) = (1 
T
)
 
T(F
0
)

.
Nach Behauptung 2.13 ist z.B. T

T
ein Torus, falls G halbeinfach und einfach zu-
sammenh

angend oder vom adjungierten Typ ist.
(3.19) Sei G(
~
T; G; F
0
) die Menge der G(F ){Konjugationsklassen von F{Tori [
~
T ]
in der G(F
0
){Konjugationsklasse von
~
T. Sie werden parametrisiert durch die Koho-
mologiemenge
G(
~
T; G; F
0
) = Kern
h
H
1
( ; N(
~
T)(F
0
))  ! H
1
( ; G(F
0
))
i
:
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Satz 3.20. Wenn G halbeinfach ist, F
0
=F endlich unverzweigt ist, und ein 

2
~
T(F
0
) \ L ein F{Splitting spl von G stabilisiert, werden die G(F ){Konjugations-
klassen [
~
T ] innerhalb G(
~
T; G; F
0
) mit
~
T (F ) \ L 6= ; parametrisiert durch
Kern
h
H
1
( ; N(
~
T)(F
0
))  ! H
1
( ; G(F
0
))
i
\ Kern

H
1
( ; N(
~
T)(F
0
))
x7!x

(x)
 1
        ! H
1

 
T
;T(F
0
)


Dabei bedeutet  
T
die von T auf T

ubertragene Galoisaktion.
Beweis: Sei g 2 G(F
0
) so, da intg :
~
T

 !
~
T . Genau dann ist
~
T (F ) \ L 6= ;, wenn
es ein t 2 T(F
0
) gibt mit gt

g
 1
2
~
T (F ). Dies ist

aquivalent dazu, da f

ur (ein)
t 2 T(F
0
) und alle  2   = Gal(F
0
=F ) gilt
t = g
 1
(g)  (t)  (

)
 1
 int

((g)
 1
g)
()
 
w

Æ 

(t)
 1
 t = z
spl
()
 1

 
1 


(g
 1
(g));
wobei z
spl
() = 

(

)
 1
2 Cent(G)(F
0
) und w

= int(g
 1
(g)) 2 H
1
( ;W


)
der Twist ist, mit dem man die Galoisaktion auf T nach T

ubertr

agt. Weil G
halbeinfach ist (es reicht, da Cent(G)(F
0
) kompakt ist!) und H
1
( ; T (F
0
)
c
) = 1,
kann man z
spl
() immer beranden in T . Daher darf man (nach Ab

andern von t) in
der Formel oben o.E. z
spl
()  1 setzen.
Insgesamt ist dann die Klasse von ( 7! g
 1
(g)) in dem behaupteten Durchschnitt.
(3.21) Sei D(
~
T; G; F
0
) = Kern

H
1
( ;T

T
(F
0
))  ! H
1
( ; G(F
0
)

. Diese Men-
ge parametrisiert die G(F ){Konjugationsklassen in der G(F
0
){Konjugationsklasse
eines (beliebigen) stark regul

aren t 2
~
T(F ) \ L. Denn f

ur ein g 2 G(F
0
) ist
t
0
:= gtg
 1
genau dann in
~
G(F ), wenn der 1{Kozykel a
g
() := g
 1
(g) Werte
in Cent(
~
T;T)(F
0
) = T

T
(F
0
) annimmt f

ur alle  2  . Daher hat man eine Bijektion
D(
~
T; G; F
0
)
1 1
 ! G(F )

A(
~
T; G; F
0
)
Æ
T

T
(F
0
):
Im Spezialfall, da T ein Torus bzgl. der Einskomponente G selbst ist, ergibt sich
D(T; G; F
0
) = Kern [H
1
( ;T(F
0
))  ! H
1
( ; G(F
0
)].
(3.22) Sei
D
hyper
(
~
T; G; F
0
) = Kern
h
H
1

 ;T(F
0
)
1 
T
   !
 
(1 
T
)T

(F
0
)

 ! H
1
( ; G(F
0
)
i
:
Dies ist das Bild vonH
1

 ;T
sc
(F
0
)
(1 
T
)Æpr
      !
 
(1 
T
)T

(F
0
)

inH
1

 ;T(F
0
)
1 
T
   !
 
(1   
T
)T

(F
0
)

. In 5.15 wird gezeigt werden, da diese Menge die G(F ){
Konjugationsklassen von stark regul

aren Elementen in
~
T(F ) \ L parametrisiert,
die gemeinsam ein festes Element  2 H zum Norm{Image haben.
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(3.23) Hier ist
~
T = g
~
Tg
 1
f

ur ein g 2 G(F
0
). Sei E
schwach
(
~
T ;G; F
0
) die
Menge der G(F ){Konjugationsklassen von Tori in der schwach stabilen G(F
0
){
Konjugationsklasse von
~
T . Dies ist die Menge aller G(F ){Konjugationsklassen [
~
T
0
]
in G(
~
T; G; F
0
), die in H
1
( ;W

T
) dasselbe Bild haben wie [
~
T ].
Die lange exakte Sequenz (nicht kommutativer Kohomologie) zur exakten Sequenz
(i) in (3.15) ergibt das kommutative Diagramm (von Mengen mit Nullpunkt) mit
exakten Zeilen und Spalten
D(T; G; F
0
) ! G(
~
T; G; F
0
)
Æ
 ! H
1
( ;W

T
)
T T
jj
1! T(F ) ! N(
~
T)(F )! (W

T
)
 
! H
1
( ;T(F
0
)) ! H
1
( ; N(
~
T)(F
0
)) ! H
1
( ;W

T
)
# #
H
1
( ; G(F
0
)) = H
1
( ; G(F
0
))
(Beachte, da D(T; G; F
0
) benutzt wird, nicht D(
~
T; G; F
0
).) Durch Twisten erh

alt
man aus dem Diagrammdie Fasern von Æ (in E(T;G; F
0
)) als das Bild vonD(T;G; F
0
)
in G(
~
T; G; F
0
). Analog zur Argumentation im D{Fall oben erh

alt man Bijektionen
E(
~
T; G; F
0
)
1 1
 ! G(F )
/
A(T;G; F
0
)
.
N(
~
T )(F
0
) \ A(T;G; F
0
)

(3.24) Wieder sei
~
T = intg(
~
T) f

ur ein g 2 G(F
0
). Sei E
halb
(
~
T ;G; F
0
) die Menge der
G(F ){Konjugationsklassen von Tori in der halbstabilen G(F
0
){Konjugationsklasse
von
~
T . Dies ist die Menge aller [
~
T
0
] aus G(
~
T; G; F
0
), die dasselbe Bild haben unter
folgenden beiden Abbildungen
H
1
( ; N(
~
T)(F
0
))  ! H
1
( ;W


)
H
1
( ; N(
~
T)(F
0
))
1 

   ! H
1
( 
T
;
 
(1  

)T

(F
0
)):
Dabei bedeutet  
T
die von T auf T

ubertragene Galoisaktion. (F

ur diese getwistete
Aktion ist die Wahl des Torus innerhalb einer schwach stabilen Konjugationsklasse
unerheblich.)
(3.25) Hier ist wieder
~
T = intg(
~
T) f

ur ein g 2 G(F
0
). Sei E(
~
T ;G; F
0
) die Menge
der G(F ){Konjugationsklassen von Tori in der stabilen G(F
0
){Konjugationsklasse
von
~
T . Dies ist die Menge aller [
~
T
0
] aus G(
~
T; G; F
0
), die dasselbe Bild haben unter
den beiden Abbildungen
H
1
( ; N(
~
T)(F
0
))  ! H
1
( ;W


)
H
1
( ; N(
~
T)(F
0
))
1 

   ! H
1
 
 
T
; (1 

)
 
T(F
0
)

:
Wie in (3.24) bezeichnet dabei  
T
die durch Twist von T auf T

ubertragene Galois-
aktion. Eine weitere Beschreibung ist
E(
~
T ;G; F
0
)
1 1
 ! G(F )
/
A(
~
T ;G; F
0
)
.
N(
~
T )(F
0
) \ A(
~
T ;G; F
0
)

:
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Topologische Jordanzerlegung
Denition 3.26. Sei tJZ
p
die Kategorie, deren Objekte topologische Gruppen sind,
f

ur die der Umgebungslter der Eins eine Basis aus pro{p{Gruppen besitzt. Die
Morphismen von tJZ
p
seien die stetigen Homomorphismen.
Denition 3.27. Ein Element g einer Gruppe G aus tJZ
p
heit
 stark kompakt, falls g in einer kompakten Untergruppe von G liegt.
 topologisch unipotent, falls lim
n!1
g
p
n
= 1.
 residuell halbeinfach, falls g von endlicher, zu p primer Ordnung ist.
(3.28) Topologisch unipotent zu sein, heit in einer pro{p{Gruppe zu liegen und
man kann in der Denition statt der Folge (p
n
) jede Folge (p
n
k
)
k
benutzen mit
lim
k!1
n
k
=1.
F

ur den Fall
~
G(F ) aus Beispiel 3.31 ist g genau dann stark kompakt, wenn die
Menge g
Z
beschr

ankt in
~
G(F ) ist. Eine dritte

aquivalente Formulierung ist, da
die Eigenwerte (g) Einheiten in

F sind bei einer/jeder (

uber

F denierten) treuen
endlichdimensionalen Darstellung  : G! GL(V ).
In pro{p{Gruppen l

at sich die Z{Modulstruktur (

uber Potenzen) ausdehnen zu
einer stetigen Z
p
{Modulstruktur (vgl. [Hasse, x15.2]).
Lemma 3.29 (topologische Jordanzerlegung). Sei G aus tJZ
p
. Jedes stark
kompakte Element g 2 G besitzt eine Zerlegung:
g = g
u
 g
s
= g
s
 g
u
;
bei der g
u
2 G topologisch unipotent und g
s
2 G residuell halbeinfach ist. Die
topologische Jordanzerlegung ist eindeutig: Falls g = g
u
g
s
= ~g
u
~g
s
zwei topologische
Jordanzerlegungen sind, gilt g
u
= ~g
u
und g
s
= ~g
s
.
Beweis: Der Beweis wird gef

uhrt im Abschlu der Gruppe hg
Z
i, die Untergruppe
einer kompakten Gruppe in G 2 Ob(tJZ
p
) ist. Der Abschlu ist kompakt und
abelsch: Man hat n

amlich hg
Z
i = hg
Z
p
i. Wegen der Kompaktheit von hg
Z
i existiert
ein zu p teilerfremdes N , so da g
N
in einer pro{p{Gruppe U liegt. (Dies bilden ja
einen Umgebungslter der Eins!) Weil N
 1
2 Z
p
und wegen der Z
p
{Modulstruktur
von U , existiert eine (eindeutige) N{te Wurzel g
u
von g
N
in h(g
N
)
Z
p
i  U . Nach
(3.28) ist g
u
topologisch unipotent. Weil hg
Z
p
i abelsch ist, vertauschen g und g
u
und
es gilt f

ur g
s
:= g  g
 1
u
2 hg
Z
p
i oensichtlich g
N
s
= g
N
 g
 N
= 1, d.h. g
s
ist residuell
halbeinfach. Als Element von hg
Z
p
i vertauscht auch g
s
mit g und g
u
.
Die Eindeutigkeit der topologischen Jordanzerlegung ergibt sich z.B. daraus, da
g
u
unabh

angig ist von N : Ist n

amlich g
M
in einer pro{p{Gruppe f

ur ein M 2 N
(teilerfremd zu p), so teilt o.E. N j M . Dann ist oben g
M
2 h(g
N
)
Z
p
i  U und weil
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auch M{tes Wurzelziehen in dieser Gruppe eindeutig ist, ist g
u
= (g
N
)
a
= (g
M
)
b
mit a; b 2 Z
p
, so da Na = 1 =Mb.
Aus dem Beweis ergibt sich das
Korollar 3.30 (Eigenschaften der topolgischen Jordanzerlegung).
(1) Sei g 2 G stark kompakt und N 2 N teilerfremd zu p, so da g
N
in einer
pro{p{Gruppe liegt. Sei ferner Q eine p{Potenz mit Q  1 (mod N). Dann
gilt
lim
m!1
g
Q
m
= g
s
:
(2) Klarerweise ist g
u
2 G
g
s
und man hat G
g
= Cent(g
u
; G
g
s
).
(3) Residuell halbeinfache Elemente sind halbeinfach.
(4) Sei m teilerfremd zu p und seien u
1
, u
2
topologisch unipotent. Dann gilt
u
m
1
= u
m
2
) u
1
= u
2
;
(5) Die topologische Jordanzerlegung ist funktoriell in folgendem Sinn: Die kom-
pakten (bzw. die topologisch unipotenten, bzw. die residuell halbeinfachen)
Elemente denieren Funktoren von tJZ
p
nach Set. F

ur jeden Morphismus '
von tJZ
p
ist '(()
s
) = ('())
s
und '(()
u
) = ('())
u
.
Insbesondere:
(5a) Wenn H eine abgeschlossene Untergruppe von G ist und g 2 H, so sind auch
g
s
und g
u
aus H.
Beispiel 3.31. Sei F ein p{adischer K

orper und
~
G eine aÆne lineare algebraische
Gruppe. Dann ist
~
G(F ) ein Objekt in tJZ
p
. Es gibt eine Zahl N , so da g
N
topologisch unipotent ist, f

ur alle stark kompakten g 2
~
G(F ).
Beweis: Z.B nach [Wa79, 3.4] hat
~
G eine treue, (stetige) endlichdimensionale Dar-
stellung  :
~
G! GL(V ) mit abgeschlossenem Bild. Die Eigenschaften von tJZ
p
ver-
erben sich dadurch von Gl
n
(F ) auf
~
G(F ). (Gl
n
(F ) wiederum erbt die geforderte Ba-
sis der Einsumgebungen als abgeschlossene Teilmenge von Mat
nn
(F )F  F
n
2
+1
.)
Jede kompakte Untergruppe von
~
G liegt in einer maximalen (kompakten Unter-
gruppe). Es gibt nun endlich viele Konjugationsklassen [K
1
], ...., [K
l
] von maximal
kompakten Untergruppen. Die normalen pro{p{Untergruppen von K
i
aus dem Um-
gebungslter der Eins haben endlichen Index in K
i
. Sei N
i
der zu p teilerfremde
Anteil dieses Index. Dann kann man als N das kleinste gemeinsame Vielfache der
N
i
nehmen.
Korollar 3.32. Sei F ein p{adischer K

orper und
~
G eine reduktive Gruppe

uber F ,
so da j
0
(
~
G)j teilerfremd zu p ist. Jedes stark kompakte Element g 2
~
G(F ) besitzt
eine eindeutige topologische Jordanzerlegung:
g = g
u
 g
s
= g
s
 g
u
;
bei der g
s
2
~
G(F ) residuell halbeinfach und g
u
2 (
~
G)
Æ
(F ) topologisch unipotent ist.
Aus der Funktorialit

at erh

alt man folgende Aussagen:
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(1) Sei  :
~
G!
~
G
0
ein Morphismus (nicht zusammenh

angender) reduktiver Grup-
pen, deniert

uber einer endlichen Erweiterung von F . Dann ist (g)
s
= (g
s
)
und (g)
u
= (g
u
).
(2) Wenn g 2
~
G(O
F
), dann ist das Bild der topologischen Jordanzerlegung unter
der Reduktionsabbildung die Jordanzerlegung in
~
G(F
q
).
Denn
~
G(F ) ist nach Beispiel 3.31 Objekt in tJZ
p
und wegen p - j
0
(
~
G)j m

ussen
topologisch unipotente Elemente in (
~
G)
Æ
liegen.
Denition 3.33. Einen abelschen Charakter einer Gruppe aus tJZ
p
heit unver-
zweigt bzw. zahm verzweigt, falls er trivial auf den stark kompakten bzw. topologisch
unipotenten Elementen ist.
Langlandsdualit

at
(3.34) In [Lab84, 6.] und [Mil86, 8.6] wird folgende Version des Langlandschen
Reziprozit

atsgesetzes bewiesen: Sei T ein F{Torus, der

uber einer endlichen galois-
schen Erweiterung E (von F ) zerf

allt. Dann kommutiert
Hom
c
(E

;
^
T )
Cor
H
1
c
(W
E=F
;
^
T )
rec
Hom
c
(T (F ); C

)
(ii)
Dabei ist die horizontale Abbildung Langlands Rezipriozit

atsisomorphismus und die
Abbildungen nach unten sind folgende Surjektionen: Die Rechte ist gegeben durch
Hom
c
(E

;
^
T ) = Hom
c
(E

;Hom(X

(T ); C

)) = Hom
c
(E


X

(T ); C

)(iii)
= Hom
c
(T (E); C

) Hom
c
(T (F ); C

)
wobei   = Gal(E=F ) auf Homomorphismen  durch () =  ÆÆ
 1
operiert und
(x
 ) = (x)
 ().
Die linke Surjektion ist die Corestriktion Cor
W
W=F
E

zur exakten Sequenz
1  ! E

 !W
E=F
 !    ! 1;
die nach Wahl eines Repr

asentantensystems w

f

ur E

nW
E=F
'   deniert wird
durch
(Cor
W
E=F
E

')(w) =
X
2 
w

 
'(w
 1

ww

)

2 Z
1
c
(W
E=F
;
^
T )(iv)
wobei  2   durch die Bedingung w
 1

ww

2 E

von  und w abh

angt.
(3.35) Kompatibilit

at: Im eindimensionalen Splitfall T = G
m
ist das Bild eines
 2 H
1
c
(W
E=F
; C

) = Hom
c
(W
E=F
; C

) unter rec gerade  Æ r
F
. (Die Bezeichnung
r
F
ist aus (1.1).)
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(3.36) zahm verzweigte Charaktere: Die Reziprozit

atsabbildung stiftet einen
Isomorphismus
Cor
W
E=F
E


Hom
c;zahm
(E

;
^
T )

' Hom
c;zahm
(T (F ); C

)
Das sieht man durch Inspektion der Abbildungsfolge (iii) in (3.34): Man hat E

=
h
E
i
E
U
1
E
, wobei das Teichm

ullersche Restsystem 
E
' k

E
die residuell halbein-
fachen Elemente in E

sind und die Einseinheiten U
1
E
= 1+ p
E
die topologisch uni-
potenten Elemente. Bei den Abbildungen in (iii) ist T (E)
c
topologisch isomorph zu
(X

(T )
U
1
E
)(X

(T )

E
), so da Hom
c;zahm
(E

;
^
T ) = Hom
c;zahm
(T (E); C

) klar
ist. Da die Restriktion Hom
c;zahm
(T (E); C

) ! Hom
c;zahm
(T (F ); C

) surjektiv
ist, folgt ebenfalls aus der Zerlegung von T (E)
c
, der Tatsache, da T (E)
top. unipot.
\
T (F ) = T (F )
top. unipot.
und der Injektivit

at von C

.
(3.37) unverzweigte Charaktere: Sei E=F unverzweigt undH
1
c;unv
(W
E=F
;
^
T ) die
Menge aller Klassen von H
1
c
(W
E=F
;
^
T ), deren 1{Kozykel trivial auf den Einheiten
O

E
sind. (Weil E

trivial auf
^
T operiert, verhalten sich alle Kozykel einer Klasse
gleich.) In [Lab84, Remarque 5.9] (oder [Bo79, 9.5]) wird gezeigt:
Die Reziprozit

atsabbildung stiftet einen Isomorphismus
H
1
c;unv
(W
E=F
;
^
T ) ' Hom
c;unv
(T (F ); C

)
(3.38) Der Kern der beiden Surjektionen in (ii) ist nach [Lab84, 5.7+6.] genau
I
 
(Hom
c
(E

;
^
T )), wobei I
 
(A) = f(a)  a j  2  ; a 2 Ag das Augmentationsideal
ist. Daher erh

alt man

uberall in (ii) und (iii) Isomorphismen, wenn man von allen
Gruppen H
0
() = =I
 
() bildet.
Lemma 3.39. Zerf

allt der Torus T

uber einer endlichen unverzweigten Erweiterung
F
0
=F , so ist H
1
(Gal(F
0
=F ); T (O
F
0
)) = 1.
Beweis: Ist z.B. in [PR94, Theorem 6.8]=Lemma 4.13 enthalten.
{Data
(3.40) In diesem Paragraphen ist  eine Wurzelsystem, auf dem die Galoisgruppe
  einer endlichen galoischen Erweiterung E von F operiert. Eine Teilmenge von 
heit symmetrisch, wenn sie invariant ist unter  7!  . In [LS87, (2.6)] beweisen
Langlands und Shelstad folgenden Satz
Satz 3.41 (Langlands [L79, Prop. 1]). Sei T  G ein maximaler F{Torus
einer zusammenh

angenden reduktiven F{Gruppe G. Dann gibt es eine Einbettung
 :
L
T ,!
L
G von L{Gruppen.
Genauer w

ahle eine Borelgruppe B  T von G und in  {stabiles Splitting spl
^
G
von
^
G. Dann hat man einen Isomorphismus
^
T ' T auf den Torus T des Splittings.
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Nach Wahl von {Data f

ur (G; T ) (s.u.) l

at sich dieser Isomorphismus erweitern
zu einer Einbettung  :
L
T !
L
G von L{Gruppen.
Die
^
G{Konjugationsklasse fintg Æ  j g 2
^
Gg von  ist unabh

angig von B und dem
 {stabilen Splitting von
^
G (h

angt also nur von den {Data ab). Auerdem ist 
bei xiertem Isomorphismus
^
T ' T , durch spl
^
G
und die {Data eindeutig bis auf
T {Konjugation bestimmt.
Der Beweisgang f

ur die Existenzaussage wird in (3.47) skizziert. Zuvor werden die
n

otigen Denitionen gegeben.
Denition 3.42 ({Data). Sei R =   [    ein symmetrisierter Galoisor-
bit. Es seien F
+
bzw. F

die Fixk

orper von Stab
fg
( ) =:  
+
bzw. Stab
fg
( ) =:
 

. Ein {Datum f

ur die Galoisoperation auf R ist eine Menge f

j  2 Rg, wobei
(1) 

2 Hom
c
(F

+
; C

)
(2) 
 
= 
 1

und 

= 

Æ 
 1
f

ur alle  2  ,  2 R
(3) Wenn  

6=  
+
, d.h.     ist symmetrisch und j 

= 
+
j = 2, dann ist 

eine
Erweiterung des quadratischen Charakters von F
+
=F

. (Dies ist der einzige
nicht triviale Charakter von F


=Norm
F
+
=F

(F

+
).)
F

ur die  {Aktion auf einer beliebige  {stabilen symmetrischen Teilmenge von 
deniert man {Data als die Vereinigung der {Data auf den symmetrisierten Bah-
nen.
Eine Eichung auf einer  {stabilen symmetrischen Menge R   ist eine Vorzei-
chenabbildung p : R 7! f1g mit der Eigenschaft p( ) =  p() f

ur alle  2 R.
Behauptung 3.43. {Data f

ur    [   existieren. Falls F
+
=F

unverzweigt
(bzw. zahm verzweigt) ist, k

onnen die {Data unverzweigt (bzw. zahm verzweigt)
gew

ahlt werden.
Beweis: Falls  

=  
+
, d.h.   asymmetrisch ist, wird (fast) nichts gefordert. Man
kann zum Beispiel 

 1 f

ur alle  2   nehmen. Falls  

6=  
+
ergibt sich aus
3.42(2) genau eine Bedingung an 

2 Hom
c
(F

+
; C

): Es gibt n

amlich ein  2  

,
so da  =  . F

ur dieses erzwingt die Bedingnung (2) dann

 1

= 
 
= 

= 

Æ 
 1
2 Hom
c
((F

+
); C

):
Weil  
+
Normalteiler vom Index zwei in  

ist, ist (F

+
) = F

+
. Es mu also f

ur
alle x 2 F

+
gelten: 1 = 

(x
 1
(x)) = 

(Norm
F
+
=F

(x)). Diese Bedingung wird
auch in (3) gefordert.
Da diese Bedingung (3) in der versch

arften Form der Behauptung erf

ullbar ist, folgt
aus der Injektivit

at von C

, der Zerlegung O

F
+
= 
F
+
U
1
F
+
und den Tatsachen, da
bei unverzweigten (bzw. zahm verzweigten) Erweiterungen jedes kompakte (bzw.
topologisch unipotente) Element von F


Norm ist und O

F
+
\ F


= O

F

(bzw.
U
1
F
+
\ F


= U
1
F
p
m
).
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Denition 3.44. Seien  2 , R =    [     und F
+
, F

,  

,  
+
wie in
Denition 3.42. W

ahle ein Repr

asentantensystem R
+
f

ur  = 

. Dadurch erh

alt
man eine Eichung p auf R, deniert durch
p() = 1 :()  =  f

ur ein  2 R
+
:
W

ahle fw

2 W
E=F
j w

7!  2 R
+
g. Dann ist fw

g ein Vertretersystem f

ur
W
E=F
=W
E=F

'  = 

. W

ahle noch ein v 2 W
E=F
+
, das nicht in W
E=F

liegt, falls
 

6=  
+
. Anderenfalls sei v = 1. F

ur w 2 W
E=F
sei
r
p;
(w) :=
Y
2R
+
()


(

Æ r
 1
F
+
)(w
 1

ww

)

2 X

(T )
 C

=
^
T ;
wobei w

2 fw

j  2 R
+
g [ fw

 v j  2 R
+
g festgelegt ist durch die Bedingung
w
 1

ww

2 W
E=F
+
(!) bei gegebenen w und  .
Fakt 3.45 ([LS87, Lemmata 2.5.A+2.1.B]). Durch r
p;
wird eine 1{Kokette
in C
1
(W
E=F
;
^
T ) deniert. Sie ist bis auf Kor

ander unabh

angig von den Wahlen
von v, fw

g und den Vertretern  2 R f

ur die  {Orbiten. F

ur das Quadrat gilt
(r

p
)
2
2 Z
1
(W
E=F
;
^
T ).
Die r
p;
sind bisher nur f

ur sehr spezielle Eichungen p deniert. (N

amlich f

ur die
von  =Stab
fg
( ) induzierten Eichungen.) Um sie f

ur allgemeine Eichungen zu
verallgemeinern, f

uhren [LS87, (2.4)] die folgende

Ubergangs{1{Kokette s
p=q
ein.
Das unmittelbare Interesse der Autoren d

urfte in [LS87] sein, r
p
auf die durch einen
Positivbereich 
+
  denierte Eichung q() = 1 :,  2 
+
zu

ubertragen. Das
wird die Beweisskizze (3.47) unten zeigen.
Denition 3.46. Seien p und q zwei Eichungen auf einer  {stabilen symmetrischen
Teilmenge R  . Dann sei f

ur  2  
s
q=p
() :=
Y
2 mit
q()=1
q(
 1
)= 1
p()=p(
 1
)=1


 ( 1)


Y
2 mit
p()= 1
p(
 1
)=1
q()=q(
 1
)=1


 ( 1)

2 X

(T )
 C

=
^
T
(3.47) Beweisskizze der Existenzaussage von Satz 3.41:
^
T und T sind
identiziert (so da die B{positiven (Ko{)Wurzeln auf die B{positiven Wurzeln von
(T ;
^
G) gehen). Ein Element  2   := Gal(

F=F ) operiert auf
^
T durch eine Aktion,
die mit 
T
bezeichnet wird. Durch die Identikation
^
T ' T kann man diese Aktion
in
L
G zerlegen

T
= !(
T
) Æ 
G
(
T
) 2 W (T ;
^
G)o  
in einen

aueren Anteil 
G
() und einen Weylgruppenanteil !(
T
). Mit Hilfe des
Steinbergrepr

asentanten n(!(
T
)) 2
^
G
der
kann man diesen Anteil nach
^
G liften. Die
Abbildung w 7! n(!(
T
))o w (wobei  stets die Projektion von w in   ist) liefert
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im Allgemeinen keinen Homomorphismus W
F
!
L
G. Der Fehler wird gemessen in
H
2
(W
F
; T ). Sei q die durch B gegebene Eichung auf  = (G; T ) = 
_
(
^
G; T ):
q() = 1 ()  > 0. In [LS87, Lemma 2.1.A+B] wird der 2{Kozykel berechnet:
t
q
(; ~) := n(!(
T
))

n(!(~
T
))


G
()
n(!(
T
~
T
))
 1
=
Y
2 mit
q()=1
q(
 1
T
)= 1
q(~
 1
T

 1
T
)=1

 ( 1) 2 T
und (in [LS87, Lemma 2.1.C]) gezeigt, da die Klasse in H
2
(W
F
; T ) nicht von
der Wahl der Eichung q abh

angt. Genauer gilt (nach [LS87, Lemma 2.4.A]) in
Z
2
(W
E=F
; T )
t
q
 t
 1
p
= @s
q=p
:
f

ur eine zweite Eichung p. (Damit darf man gewissermassen in jedem symmetri-
sierten Galoisorbit    [   von  ein eigenes "positives System von Wurzeln"
w

ahlen.)
Sei p eine Eichung, die auf jedem symmetrisierten Galoisorbit R   von einem
Vertretersystem R
+
produziert wird, wie in Denition 3.44 beschrieben. In [LS87,
Lemma 2.5.A] rechnen Langlands und Shelstad nach, da t
p
(; ~)
 1
Korand ist von
W
F
3 w 7 ! r
p
(w) :=
Y
 aus Vertretersystem
f

ur die symmetrisierten
 -Orbiten in 
r
p;
(w) 2
^
T ;(v)
d.h. t
p
(; ~)
 1
= r
p
(w)
 
r
p
( ~w)


T
r
p
(w ~w)
 1
. (Hier gehen die {Data aus 3.42 ein!).
Insgesamt ist somit durch
w 7 ! r
p
(w)  s
q=p
(w)  n(!(
T
))o w f

ur W
F
3 w 7!  und
^
T ' T(vi)
ein L{Homomorphismus
L
T ,!
L
G gegeben.
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4 Das Geb

aude
Sei F ein p{adischer K

orper und G eine zusammenh

angende halbeinfache Gruppe

uber F . Nur f

ur diesen Fall wird das Geb

aude gebraucht werden.
(4.1) Konstruktion des Geb

audes nach [BT72, 7.4] (vgl. auch [Ti79], [Lv96]):
1. Schritt: (Standard{) Apartment und N :
W

ahle einen maximalen F{Splittorus S von G. Sei N := Norm(S;G), Z :=
Cent(S;G), V := X

(S)
R,
F
 := (S;G) das Wurzelsystem von S bzgl. G und
sei U

die zu  2
F
 geh

orende unipotente Untergruppe von G. Das Apartment
A = A(G; S; F ) ist der aÆne Raum, dem V zugrunde liegt. Auf ihm operiert die
Weylgruppe W := W (
F
) zu
F
 als Spiegelungsgruppe und Z[
F
]

 V durch
Translationen. Man hat W = N(F )=Z(F ) und man kann diese Aktion liften zu
einem Homomorphismus  : N(F )! Z[
F
]

oW , dessen Kern die maximal kom-
pakte Untergruppe Z(F )
c
von Z(F ) ist. Das Bild von  enth

alt Z[
F

_
]oW .
2. Schritt: AÆne Wurzeln und U :
F

ur  2
F
 und 1 6= u 2 U

(F ) enth

alt die Menge U
 
(F )  u  U
 
(F ) \ N(F )
genau ein Element m(u). Man hat (m(u)) = t

Æ s

, wobei s

die Spiegelung zu
 ist und t

eine Translation der Form t

: v 7! v + l

(u)
_
ist. Dies deniert eine
Bewertungsfunktion l

: U

(F )! R. Sei
U
;k
:= fu 2 U

(F )nf1g j l

(u)  kg [ f1g:
F

ur x 2 A sei U
x
die von allen U
; (x)
,  2
F
 erzeugte Untergruppe von G(F ).
Die aÆnen Wurzeln sind als Teilmenge der aÆnen Abbildungen A(A;R) von A
nach R deniert
F

aff
:= f + k 2 A(A;R) j Es gibt ein x 2 U

(F ) mit k = l

(x)g:
Sei W
aff
:= W
aff
(
F

aff
) die Gruppe, die erzeugt wird von allen Spiegelungen s
+k
(an der Hyperebene H
;k
= fv 2 V j (v) + k = 0g!), f

ur die  + k 2
F

aff
. Man
hat W
aff
C Bild(), obwohl i.A.
F
 kein Untersystem von
F

aff
sein mu.
Der lokale Index (
F

aff
) ist das Diagramm zu einer Basis des maximalen redu-
zierten Subsystems
F

kurz
aff
:= f 2
F

aff
j
1
2
 62
F

aff
g. Es korrespondiert zu
Kammerw

anden des Komplexes zu W
aff
auf A.
3. Schritt: Zusammenkleben von Apartments:
Das Geb

aude zu G(F ) ist nun
B = B(G;F ) = (G(F ) A)= ;(i)
mit der

Aquivalenzrelation :
(g; x)  (~g; ~x) () Es gibt n 2 N(F ) mit ~x = (n)x und g
 1
~gn 2 U
x
;(i')
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wobei N(F ) via  auf A operiert. Auf dem Geb

aude operiert G(F ) durch die
Vorschrift:
G(F ) (G(F ) A)  ! G(F ) A (h; (g; x)) 7 ! (hg; x);
die sich auf die {Klassen

ubertr

agt. Diese Aktion verallgemeinert die N{Aktion
auf A ,! B (via x 7! (1; x)). Ein Apartment in B ist eine Teilmenge der Form gA.
Satz 4.2 ([Ti79, 2.1]). Zu jeder reduktiven Gruppe G und zu jedem p{adischen
K

orper F existiert die obige Konstruktion des Geb

audes B(G
der
; F ). Sie ist un-
abh

angig von der Wahl von S.
Beweis: [BT72] und [BT84] oder [Lv96].
(4.3) Weil U
x
von N(F )
x
normalisiert wird, gilt f

ur den Stabilisator eines Punktes
x 2 A  B oensichtlich G(F )
x
= U
x
 N(F )
x
. Daher kann man die Relation (i')
(tautologisch) ersetzen durch
(g; x)  (~g; ~x) () Es gibt n 2 N(F ) mit ~x = (n)x und g
 1
~gn 2 G(F )
x
;(i")
(4.4) Funktorialit

at des Geb

audes unter Galoiserweiterungen ([Ti79, 2.6]):
Es gibt ein eindeutig bestimmtes System von Einbettung i
F
0
=F
: B(G;F )! B(G;F
0
)
(F
0
=F eine Galoiserweiterung von F ) mit folgenden Eigenschaften:
(1) i
F
0
=F
(B(G;F ))  B(G;F
0
)
Gal(F
0
=F )
.
(2) Die Restriktion von i
F
0
=F
auf jedes Apartment von B(G;F ) ist eine aÆne Ab-
bildung in ein Apartment von B(G;F
0
).
(3) i
F
0
=F
ist G(F )-

aquivariant.
(4) F

ur zwei Galoiserweiterungen E=F
0
und F
0
=F gilt i
E=F
= i
E=F
0
Æ i
F
0
=F
.
Falls F
0
=F unverzweigt ist, gelten nach [Ti79, 2.6.1+1.10.1] folgende Versch

arfungen:
(1') i
F
0
=F
(B(G;F )) = B(G;F
0
)
Gal(F
0
=F )
.
(2') Ein Apartment A von B(G;F ) ist der Schnitt eines Gal(F
0
=F ){stabilen Apart-
ments A
0
von B(G;F
0
) mit B(G;F ). Eine Facette in A ist der Schnitt einer
Gal(F
0
=F ){stabilen Facette in A
0
mit A.
Satz 4.5 ([Ti79, 3.4.1][Lv96, II.6.1]). Sei G halbeinfach und 
 eine nichtleere
beschr

ankte Teilmenge eines Apartments von B(G;F ).
(a) Bis auf eindeutigen Isomorphismus gibt es ein eindeutig bestimmtes glattes,
zusammenh

angendes, aÆnes O
F
{Gruppenschema G von endlichem Typ , so
da gilt
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{ Die generische Faser ist G 
O
F
F = G.
{ F

ur jede unverzweigte Erweiterung F
0
von F mit Bewertungsring O
F
0
gilt
G(O
F
0
) = G(F
0
)


Def
= Fix
i
F
0
=F
(
)
(G(F
0
)).
(b) Wenn G quasisplit ist, d.h. Z =: T ein Torus ist, der in einer F{Borelgruppe B
liegt, dann kann jede der Inklusionen T ,! G, B ,! G und U

,! G (f

ur  2
F

kurz
) ausgedehnt werden zu Isomorphismen von O
F
{Gruppenschemata T
bzw. B bzw. U

auf abgeschlossene O
F
-Unterschemata von G. (Die Schemata
T , ... sind charakterisiert durch T (O
F
0
) = T(F
0
)


, ....)
Denition 4.6. Ein Punkt x 2 B(G;F ) heit hyperspeziell, wenn es eine unver-
zweigte Erweiterung F
0
=F gibt, so da i
F
0
=F
(x) 2 B(G;F
0
) eine Ecke mit folgender
Eigenschaft ist: F

ur ein Apartment A
0
3 i
F
0
=F
(x) von B(G;F
0
) mit den W

anden
H
;k
f

ur alle  + k 2
F
0

aff
(wie in 4.1 beschrieben) gilt
F
0
 ' f j 9k mit i
F
0
=F
(x) 2 H
;k
und  + k 2
F
0

aff
g:
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Es folgt eine Auswahl von Aussagen der Theorie, die sich auf das beschr

ankt, was
(in der Folge) ben

otigt wird. Ab jetzt sei G halbeinfach, quasisplit und T :=
Cent(S;G), d.h. S = T
sp
.
Lemma 4.7. Sei G halbeinfach, quasisplit,

uber F deniert und f : G
0
! G eine

uber F denierte, zentrale Isogenie. (Zentral heit, da Kern(f) im Zentrum von
G
0
liegt.)
Dann ist B(G
0
; F ) kanonisch isomorph zu B(G;F ). Dieser Isomorphismus ist funk-
toriell bei Galoiserweiterungen von F .
Mangels Referenz folgt hier ein Beweis: O.E.d.A. darf man annehmen, da G
0
= G
sc
einfach zusammenh

angt. Sei S  G das Bild eines maximalen F{Splittorus S
sc
in
G
sc
und T = Cent(S;G) bzw. T
sc
:= Cent(S
sc
; G
sc
) ihre Zentralisatoren. Da f

uber F deniert ist, ist S ein maximaler F{Splittorus. Weil das Bild von X

(S
sc
)
in X

(S) endlichen Index hat, kann man das Apartment zu S
sc
mit dem zu S
(kanonisch) identizieren. Betrachte die Abbildung
G(F )
sc
 A  ! G(F ) A (g; x) 7 ! (f(g); x):(ii)
Sie vertr

agt sich mit den {Klassen (weil Kernf  Cent(G)  Kern.)
Sei F
0
ein galoischer Zerf

allungsk

orper und   := Gal(F
0
=F ). Weil G
sc
quasisplit ist,
ist T
sc
ein (maximaler) Torus und   stabilisiert ein (geeignetes) System einfacher
Wurzeln  = (T
sc
; G
sc
). Daher ist X

(T
sc
) = Z[
_
] =
L
 
Ind
 
 

Z
_
, wobei
 

den Fixator von  in   bezeichnet. Man hat
H
1
(F;T
sc
) ' H
1
( ;T
sc
(F
0
)) ' H
1
( ; X

(T
sc
)) '
M
 
H
1
( 

;Z
_
) = 1:
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Die erste Isomorphie folgt mit Hochschild{Serre und Hilbert 90, die zweite mit Tate{
Nakayama und die dritte mit Shapiros Lemma. Deswegen ist T(F )=f(T
sc
(F )) '
H
1
( ;Kern(f)) ' G(F )=f(G
sc
(F )) und zu jedem g 2 G(F ) existiert ein t 2 T(F ),
so da gt 2 f(G
sc
(F )). Durch eine einfache Rechnung sieht man damit, da die
Abbildung (ii) eine Bijektion auf den {Klassen bewirkt. (Man benutzt nat

urlich,
da (g; x)  (gt
 1
; tx) f

ur t 2 T(F )  N(F ).) Diese Abbildung ist oensichlich
kanonisch und funktoriell. (D.h. genauso kanonisch, wie das Geb

aude.)
Fakt 4.8 ([Ti79, 3.5.2]). Wenn G halbeinfach und einfach zusammenh

angend ist,
ist die Gruppe G = G(
), die man aus G = G(
) durch Reduktion mod p erh

alt,
zusammenh

angend. Die Wurzeln von G sind die  2 (G), f

ur die es ein k gibt, so
da  + k 2
F

aff
und (x) =  k f

ur alle x 2 
.
Denition 4.9. Sei x 2 B(G;F ) hyperspeziell und G
sc
:= G
sc
(x) die Reduktion mod
p (wie in 4.8). Ein residuell halbeinfaches Element g 2
~
G(F )
x
wird stark regul

ar
mod p genannt, wenn die Fixpunktmenge von intg bei der Reduktion mod p auf G
sc
eine abelsche Untergruppe (von G
sc
) ist.
Fakt 4.10 ([Ti79, 3.6.1]). Sei
M  T
sp
(F )
c
:= fs 2 T
sp
(F ) j val
F
((s)) = 0 f

ur alle  2 X

(T
sp
)g
eine Teilmenge, so da f

ur alle  2
F
 ein m

2 M existiert mit (m

) 62 1 + p
F
.
Dann ist die Fixpunktmenge B(G;F )
M
das Apartment A(G;T
sp
; F ) zu T
sp
.
Falls p > 2, ist A = A(G;T
sp
; F ) die Fixpunktmenge von T
sp
(F )
c
.
Fakt 4.11 ([Ti79, 1.3]). Falls G

uber einer unverzweigten Erweiterung F
0
=F
zerf

allt, ist (Norm(T
sp
; G)(F )) = X

(T
sp
) o W (
F
) = X

(T)
 
o W (T)
 
, wobei
  := Gal(F
0
=F ).
Fakt 4.12 (Iwasawazerlegung [BT72, (7.3.1+2)]). Sei x 2 A ein spezieller
Punkt (vgl. Denition 2.37) im Apartment zu T
sp
. Dann ist
G(F ) = B (F ) G(F )
x
:
Lemma 4.13. Sei G reduktiv, F
0
ein unverzweigter Zerf

allungsk

orper von G und
x 2 A
Gal(F
0
=F )
. Dann ist
H
1
(F
0
=F;G(F
0
)
x
) = 1:
Beweis: [PR94, Theorem 6.8]
Denition 4.14. Sei G unverzweigt und x 2 B(G;F ) hyperspeziell. Ein F{Splitting
(B ;T; fX

g) wird von G bzgl. x geliftet gennant, wenn seine Reduktion mod p ein
Splitting von G = G(x) ist.
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Genauer gibt es unter den Vorraussetzungen der Denition in G = G(x) aus 4.5 Un-
tergruppenschemata B, T und Morphismen von Spec(O
F
0
[X]) ! U


F
F
0
f

ur ge-
eignete unverzweigte endliche Erweiterung F
0
=F , deren Spezialisierungen zum einen
das F{Splitting ergibt und zum anderen ein (F ){Splitting von G(x). Diese F{
Splittings werden als bzgl. x geliftet bezeichnet.
Behauptung 4.15. Sei spl(B ;T; fX

g) ein F{Splitting, das bez

uglich eines hyper-
speziellen Punktes x 2 A(G;T
sp
; F )  B(G;F ) geliftet ist. Weiter sei F
0
=F eine
endliche unverzeigte Erweiterung, die G zerf

allt.
(a) Dann xiert 

2 Aut(G; spl) den Punkt x.
(b) Die Steinbergrepr

asentanten in G
sc
(F
0
) der WeylgruppeW (T) liegen in G
sc
(F
0
)
x
.
Beweis: (a) ist klar und (b) folgt daraus, da n(s

) = m(u) f

ur geeignete u 2 fu 2
U

j l

(u) = (x)g in den Bezeichnungen von (4.1). Genauer hat man (mit der
Bezeichnung aus dem Beweis von 2.7) n(X

) = m(exp( X
 
)).
(4.16) Markierung von B und Denition von (G;F ): Indem man die Ecken
eines Alkovens im Geb

aude durchnumeriert (oder irgendwie bezeichnet) deniert
man eine Markierung aller Ecken des Geb

audes, bei der zwei Ecken dieselbe Mar-
kierung (bzw. Numerierung) haben, wenn sie in einem Orbit unter der Operation
von G
ad
(F ) liegen.
Die Ecken eines Alkovens korrespondieren zu Punkten im lokalen aÆnen Dynkin-
diagramm (
F

aff
(G)). Dadurch ergibt sich nach [Ti79, 2.5] aus der Operation
von G(F ) auf dem Geb

aude eine Operation von G(F ) auf (
F

aff
). Ihr Bild in
Aut((
F

aff
)) wird wie in [Ti79] mit (G;F ) bezeichnet.
Sei weiterhin G halbeinfach und quasisplit und T := Cent(S;G). Sei S
sc
(bzw. T
sc
)
der Urbildtorus von S \ G
der
(bzw. T \ G
der
) unter G
sc
! G. In [Ti79, 2.5] wird
(G;F ) berechnet als
(G;F ) = T(F )
.
T(F )
c
 Bild[T
sc
(F )! T(F )]
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(4.17) Sei G unverzweigt und halbeinfach, F
0
ein unverzweigter Zerf

allungsk

orper
(endlich

uber F ). Man nimmt hier char((F )) > 2 an. Sei B = B(G;F ) und  ein
spezieller F{Automorphismus von G, der ein F{Paar (B ;T) stabilisiert. In diesem
Abschnitt wird gezeigt, da die Fixpunktmenge B

das Geb

aude zuG(F )

= G

(F )
ist.
 stabilisiert das Apartment A = A(G;T
sp
; F ), und nach Wahl einer (hyperspeziel-
len) "0 2 A

" die durch B bestimmte Kammer C (mit 0 2 C). Sei U = hU

j  > 0i
das unipotente Radikal von B .
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(4.18) Die Operation von  auf A kann zu einem Automorphismus (von Kammer-
komplexen) ausgedehnt werden auf ganz B durch
(g; x) := ((g);(x));
denn dabei werden {Klassen respektiert: Daf

ur mu man (U
x
) = U
(x)
zeigen.
Wenn man den zweiten Schritt der Konstruktion (4.1) des Geb

audes durchgeht,
sieht man (m

(u)) = m

((u)) und damit sogar l

(u) = l

((u)). Wegen
(x) = ()((x)) folgt (U
; (x)
) = U
; ()((x))
und daraus (U
x
) = U
(x)
.
Fakt 4.19 (gemischte Iwasawazerlegung [BT72, (7.3.1)]). Sei x 2 A. Dann
ist
G(F ) = U(F ) N(F ) G(F )
x
und man hat eine Bijektion
U(F )nG(F )=G(F )
x
1 1
 ! (N(F )=N(F )
x
)
U(F )  n G(F )
x
7 ! (n N(F )
x
) :
Lemma 4.20. Seien G, , A,... wie in (4.17) und x 2 A

. Dann ist
H
1
(hi;U(F )
x
) ,! H
1
(hi;U(F )):
Beweis: O.E. sei
F
 = (T
sp
; G) irreduzibel. Man lege eine Reihenfolge f

ur die
Wurzeln aus
F

+
= (T
sp
; G)
+
fest, so da die H

ohen der Wurzeln bzgl.
F

+
mit
der Numerierung anw

achst. Nach [Ti79, 3.1] hat man Bijektionen (j
F

+
j =: m)
U

1
(F ) ::: U

m
(F )  ! U(F )
( u
1
; ::: ; u
m
) 7 ! u
1
  u
m
U

1
;
1
(x)
 ::: U

m
;
m
(x)
 ! U(F )
x
Man beweist das Lemma

uber Induktion nach der H

ohe (in
F

+
), indem man im
i{ten Schritt modulo U
i
:= hU

(F ) j H

ohe() > ii rechnet. Der Automorphismus
 respektiert die Filtrierung von U(F ) durch die U
i
und U
i
=U
i+1
ist abelsch. Nach
(4.18) ist (U
;(x)
) = U
();()(x)
. Es gen

ugt also
Kern[H
1
(I;
Y
2I
U
;(x)
)  ! H
1
(I;
Y
2I
U

(F ))]
Shapiro
' Kern[H
1
(I

; U
;(x)
)  ! H
1
(I

; U

(F ))];(iii)
zu berechnen, wobei I

= Stab

(I) und I = hi.
Splitfall: Wenn G

uber F zerf

allt, ist U

(F ) ' F eindimensional und U
;(x)
wird
dabei auf a  O
F
abgebildet f

ur ein geeignetes a 2 F

. Aus Lemma 2.9 und der
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Beschreibung der speziellen Automorphismen in Behauptung 3.12 folgt, da  2 I

auf U

(F ) ' F durch 1 operiert. Weil p = char((F )) > 2 ist (trivialerweise)
0  ! (aO
F
)

 ! F

 ! (F=aO
F
)

 ! 0:
Daraus folgt, da der Kern in (iii) trivial ist.
Allgemeiner (Quasisplit{) Fall: Sei F
0
ein Zerf

allungsk

orper von G, unverzweigt
und endlich

uber F , und Fr ein Erzeuger der Galoisgruppe   = Gal(F
0
=F ). Durch
die Inklusion (
Q
2;H

ohe()=i
U

(F
0
)) ! G(F
0
) werden die Galoisaktion von G(F
0
)
auf das direkte Produkt zur

uckgezogen.
Sei 
1
2  = (T; G) eine Wurzel, die sich restringiert zu der Wurzel  = 
1
j
T
sp
2
F
, die in (iii) betrachtet wird. Bezeichne O
1
= (I )
1
den Galois{ und {Orbit
von 
1
. Alle  2 O
1
haben dieselbe H

ohe, weil sowohl  als auch   (die H

ohen in)
B stabilisieren.
Soeben wurde die Exaktheit der Sequenz
1!

Y
2O
1
U

(F
0
)
x


!

Y
2O
1
U

(F
0
)


!

Y
2O
1
U

(F
0
)
Æ
U

(F
0
)
x


! 1
bewiesen. Weil 

uber F deniert ist, folgt daraus die Exaktheit von
:::!

Y
2O
1
U

(F
0
)

I 
!

Y
2O
1
U

(F
0
)
Æ
U

(F
0
)
x

I 
! H
1

 ;

Y
2O
1
U

(F
0
)
x



:
Nach Shapiros Lemma gilt (mit  

1
= Stab

1
( ))
H
1

 ;

Y
2O
1
U

(F
0
)
x



' H
1

 

1
;

Y
2I
1
U

(F
0
)
x



' H
1
( 

1
;O
F
0
)
Bei dieser Identikation operiert der Erzeuger der zyklischen Gruppe  

1
durch 
f

ur ein geeignetes Element  2 Gal(F
0
=F ). (Das folgt unter erneuter Verwendung
von 2.9 und 3.12.) Man kann zeigen, da daher diese Kohomologiegruppe verschwin-
det, und erh

alt die Surjektion

Q
2O
1
U

(F
0
)

 I

Q
2O
1
U

(F
0
)
Æ
U

(F
0
)
x

I 

Q
2I
U

(F )



Q
2I
U

(F )
Æ
U

(F )
x


Weil die untere Abbildung dadurch surjektiv wird, ist der Kern in (iii) auch in
diesem Fall trivial.
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Satz 4.21. Wie in (4.17) sei G halbeinfach, unverzweigt und zerfalle

uber der un-
verzweigten Erweiterung F
0
und  2 Aut(G; B ;T) speziell (alles

uber F deniert).
Dann gilt kanonisch
i

: B(G
Æ
; F )
1 1
   ! B(G;F )

 B(G;F ):
Diese Einbettung ist funktoriell bei unverzweigten Galoiserweiterungen von F und
man hat G
Æ
(F )
x
 G(F )
i

(x)
.
(a) Die Apartments gA

(mit g 2 G

(F )) in B(G
Æ
; F ) sind Durchschnitte {
stabiler Apartments gA in B(G;F ) mit B(G;F )

.
(b) Wenn ein Punkt y 2 B(G;F )

hyperspeziell (in B(G;F )) ist, so ist sein Urbild
unter i

hyperspeziell in B(G
Æ
; F ).
(c) Falls P
I
(
F
0
) = fP
I
() j  2
F
0
(G) vom Typ I oder IIIg
Def
= P
I
(
F
0
)
lang
, ist
i

eine Abbildung von Kammerkomplexen, d.h. die Kammern im Bild von i

sind Durchschnitte von {stabilen Kammern mit B(G;F )

.
(d) Falls P
I
(
F
0
) = P
I
(
F
0
)
kurz
, so sind die Bilder hyperspezieller Punkte in
B(G
Æ
; F ) unter i

hyperspeziell in B(G;F ).
Beweis: Wegen der Invarianz des Geb

audes unter zentralen Isogenien (Lemma 4.7),
sei G o.E. einfach zusammenh

angend. Nach Steinberg 2.27 ist dann G

zusam-
menh

angend. Bewiesen wird, da jede {stabile Klasse von B(G;F ) = G(F )A= 
nichtleeren Schnitt hat mit
(G(F )

 A

)= 
G
= B(G

; F )
wobei die Relation 
G
 die Einschr

ankung der Relation (i') von B(G;F )) auf
(G(F )

 A

) ist. Sei (g; x) ein Vertreter einer Klasse aus B

, d.h. (g; x) 
((g);(x)) = (g; x).
1. Reduktion: Es existiert ein solcher Vertreter mit x 2 A

.
Weil G unverzweigt ist, ist nach Fakt 4.11 die Operation von N(F ) auf A genau die
von W
aff
:= Z[
F

_
] oW . Sei C  A eine {stabile Kammer. Weil N(F ) auf den
Kammern von A transitiv operiert, existieren Vertreter der Klasse mit x 2 C. F

ur
w 2 W
aff
folgt aus w(x) 2 C stets w(x) = x. Daher und weil (x) 2 (C) = C
hat man x = (x) f

ur diese Vertreter. Sei also o.E. ab jetzt x 2 A

.
2. Reduktion:
(g; x)  ((g); x) impliziert g
 1
(g) 2 G(F )
x
. Nach der Iwasawazerlegung 4.19
gibt es k 2 G(F )
x
, u 2 U(F ) und n 2 N(F ) = Norm(T
sp
; G)(F ) = Norm(T; G)(F ),
g = u  n  k:
Weil g
 1
(g) 2 G(F )
x
, gilt f

ur die Doppelnebenklasse
U(F )  n G(F )
x
= U(F )  g G(F )
x
= U(F ) (g) G(F )
x
= U(F ) (n) G(F )
x
:
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Wieder nach Fakt 4.19 folgt daraus (n) 2 ((n)  N(F )
x
) = ((n  N(F )
x
)).
Daher ist u
 1
(u) = nkg
 1
(g)(k)
 1
(n)
 1
2 G(F )
(n)x
und ((n))(x) 2 A

.
Nach Lemma 4.20 existiert ein v 2 G(F )
(n)x
mit u
 1
(u) = v
 1
(v). Also ist
gk
 1
n
 1
v
 1
2 G(F )

und (g; x)  (gk
 1
n
 1
v
 1
; (n)x), denn g
 1
(gk
 1
n
 1
v
 1
)n =
k
 1
 
intn
 1

(v
 1
) 2 G(F )
x
.
Die (schwache) Funktorialit

atsaussage folgt aus (B(G;F
0
)
 
)

= (B(G;F
0
)

)
 
mit
(4.4.1').
Zu (a): Die Apartments sind assoziiert zu maximalen F{Splittori in G

bzw. G.
Weil beide Gruppen quasisplit sind, sind die Apartments bestimmt durch F{Paare
(B

;T

) bzw. (B ;T). Wegen Lemma 3.2 ergibt Schneiden mit G

eine Bijektion
zwischen den Paaren von G

und den {stabilen von G. (Vgl. (3.11)!)
Zu (c): Um zu sehen, da die Kammern in i

(B(G

; F )) Schnitte von {stabilen
Kammern mit B(G;F )

sind, mu man folgendes Analogon zu [Ti79, 1.10.1] bewei-
sen: Im {stabilen Apartment A = A(G;T
sp
; F ) gilt
+ k 2
F

aff
=) j
A
 + k 2
F
(G

)
aff
:
WeilG einfach zusammenh

angend angenommen wird, kann man sich auf irreduzibles
F
 zur

uckziehen. Man darf sogar annehmen, da G zerf

allt, denn G ist unverzweigt
und f

ur unverzweigte Erweiterungen F
0
=F hat man nach [Ti79, 1.10.1], da die
Wurzeln auf A(G;T
sp
; F ) die Einschr

ankung von
F
0

aff
auf A(G;T; F
0
)
Gal(F
0
=F )
=
A(G;T
sp
; F ) sind.
Fall 1: F

ur alle  2  = (G;T) vom Typ II gilt P
I
() 62 ((G

)  
I
.
Sei + k 2
F

aff
(G) gegeben. Nach Denition existiert ein u 2 U

(F ) mit l

(u) =
k. Weil die Wurzeln von I (nach (2.5.5)) paarweise orthogonal zueinander sind, ist
u
I
:=
jIj 1
Y
i=0

i
(u) 2 U

(F )  U

(F )   U

jIj 1

(F ) \G

=: U
I
unabh

angig von der Reihenfolge der Produkte deniert. Ebenso ist die folgende
Umordnung von Mengen m

oglich: (m := jIj   1)
(U
 
(F )   U
 
m

(F ))  u
I
 (U
 
(F )   U
 
m

(F ))
= (U
 
(F )uU
 
(F ))    (U
 
m

(F ) 
m
(u)  U
 
m

(F )):
Weil durch u nicht nur (U
 
(F )uU
 
(F ))\N(F ) = fm(u)g eindeutig bestimmt ist,
sondern auch die Zerlegung von m(u) = m
G
(u) in U
 
(F )uU
 
(F ), hat man
m 1
Y
i=0
m(
i
(u)) 2 (U
 I
u
I
U
 I
) \N(F )  G

;
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denn auch dieses Produkt ist unabh

angig von der Anordnung der Faktoren. Die
Menge rechts ist (gelesen in der Gruppe G

) nichts anderes als U
 
(F )u
I
U
 
\
N(T

; G

)(F ) f

ur die Wurzel  = P
I
() 2 (G

). Daher enth

alt sie genau ein
Element. Also folgt f

ur die Konstruktion von m in G

:
m
G

(u
I
) =
jIj 1
Y
i=0
m
G
(
i
(u)) 2 N(F ) \G

:
Immer weiter wegen der Orthogonalit

at innerhalb I erh

alt man


m
G

(u
I
)

= (t

Æ s

) Æ ::: Æ (t

m

Æ s

m

) = (t

   t

m

) Æ s
I
und schlielich l
G

P
I
()
(u
I
) = l
G

(u) (denn P
I
()
_
= S
I
_
nach (2.5.8)). Somit hat
man f

ur P
I
() 2 (G

)
 + k 2
F

aff
(G) =) 9u 2 U

(F ) mit k = l
G

(u):
=) u
I
2 U
P
I
()
(F )  G

(F ) mit k = l
G

P
I
()
(u
I
):
=) P
I
() + k 2
F
(G

):
F

ur v 2 A

gilt aber (v) = P
I
()(v). Also hat man die sch

arfste Formulierung

uber die Kammern gezeigt, wenn (G

) = 
lang
I
ist.
Die Aussagen (b) und (d) kann man im Fall 
kurz
I
= 
lang
I
an der Tabelle 2.36 able-
sen, denn dort wurde unter jedem ADE{System zu  das System zu 
I
abgebildet
(und zwar so, da die entsprechenden {Orbiten aus 

uber jedem j
A
2 
I
abge-
bildet sind). Die hyperspeziellen Ecken sind bis auf Diagrammautomorphismen die
schwarzen Ecken. Auer im Fall A
2n
veriziert man, da

uber jeder hyperspeziellen
Ecke bzgl. 
I
genau eine {xierte hyperspezielle Ecke zu  liegt. Umgekehrt
ergibt ein (einelementiger) {Orbit einer xierten hyperspeziellen Ecke zu  eine
hyperspezielle Ecke f

ur 
I
.
Im Falle da  = A
2n
und (G

) = 
lang
I
(d.h. vom Typ C
n
ist) hat man allerdings
folgendes Bild

> <

lang
I

Æ Æ Æ Æ Æ
ÆÆÆÆÆ
Æ
 Æ Æ Æ Æ Æ
F

ur die rechte hyperspezielle Ecke x des C
n
{Systems ist daher i

(x) keine Ecke in
B(G;F ) (sondern nur die Kantenmitte der zwei Ecken des Alkovens zu den beiden
Wurzeln vom Typ II aus 
ext
(A
2n
)). Die einzige {xierte (hyperspezielle) Ecke
des A
2n
{Alkovens (die zu  
+
) ergibt aber wenigstens eine hyperspezielle Ecke in
B(G

; F ). Zu zeigen bleiben noch die Aussagen (b) und (d) im
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Fall 2:  ist von Typ A
2n
und (G

) = 
kurz
I
, d.h. G = Sl(2n+1) und  stabilisiert
ein Splitting (und char((F )) = p > 2).
Hier mu die Argumentation aus Fall 1 modiziert werden, denn f

ur Wurzeln vom
Typ II sind nicht alle Elemente aus dem {Orbit senkrecht aufeinander. Daher mu
f

ur diese Wurzel l
P
I
()
bzw. m
G

anders berechnet werden. F

ur Wurzeln vom Typ
I kann man alles aus Fall 1

ubernehmen (und Wurzeln vom Typ III werden hier gar
nicht betrachtet).
In den Bezeichnungen von Beispiel 2.19 ist 
0
:= P
I
(~) = "
2n+1
 "
1
=  
+
vom Typ
III und ~ = "
n+1
  "
1
vom Typ II. In G

ist P
I
(~) Wurzel aber nicht P
I
(
0
) = 
0
.
(Vgl. Steinberg 2.27 oder Beispiel 2.19.) Der Alkoven (bei der Null) bez

uglich der
oberen Dreiecksmatrizen ist
C = fx 2 V  R
2n+1
j 1 + x
2n+1
> x
1
> x
2
> ::: > x
2n+1
g
Behauptung. Sei C
G
  A(G

;T

; F
0
) der Alkoven (f

ur G

) zu B

mit 0 2 C.
Dann gilt
i

(C
G

) =
 
C [ s

0
+1
C

Æ
\ A

= fx = (x
1
; :::; x
n
; 0; x
n
; :::; x
1
) j 1  x
2
> x
1
> x
2
> ::: > x
n
> 0g ;
wobei s

0
+1
die Spiegelung am Alkovendeckel H

0
;1
ist.
Beweis: Zuerst berechnet man die L

angenfunktion l
P
I
()
f

ur die  2
F
0

aff
vom
Typ II. Die entscheidende Rechnung ndet im wesentlichen in einer Sl
3
statt. Weil
~ und ~ nicht senkrecht aufeinander stehen, wird u
I ~
hier deniert durch (auch
hier ist  = 0)
U
~
3

1  
x 1 
  1

= u 7 ! u
I ~
:=

1  
x 1 
x
2
=2 x 1

=

1  
 1 
 x=2 1

1  
x 1 
  1
 
1  
 1 
 x=2 1

:
Dann gilt hU
~
; U
~
i \ G

= fu
I ~
j u 2 U
~
g. Wie im Beweis des Steinberglifts 2.7
bereits benutzt, ist
m
G

 

1  
x 1 
x
2
=2 x 1


=

  x
2
=2
  1 
2=x
2
 

= n
0


c(~)
 
S
~
_

| {z }
=P
I
(~)
_


F

val
F
(x)
= n
0


(
0
)
_

 
F

2val
F
(x)
;
wobei n
0
2 Stab
f0g
(N(F )) und 
F
2 O
F
ein Primelement ist. Aus der Rech-
nung folgt, da l
G

P
I
(~)
(u
I ~
) = 2  l
G

0
(u) f

ur alle u 2 U
~
. Daher ist P
I
(~)j
A

+ k =
(
1
2

0
)j
A
 + k 2
F
0
(G

)
aff

aquivalent zu k 2 Z. Also ist H

0
;k
\ A

genau dann
eine Wand im Kammerkomplex i

(A(G

;T

; F
0
))  A, wenn k 2 2Z.
Somit ergibt die Einschr

ankung des Alkovendeckels auf A

keine Wand in i

(A(G

)).
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
aude
Weil s

0
2 W

, hat das Bild i

(C
G

) nichtleeren Schnitt mit C und s

0
+1
(C). Man
hat
C [ s

0
+1
C = fx 2 V j (x) > 0 8 2 g \ fx 2 V j
 
s

_
0
()

(x) + 1 > 0 8 2 g:
Weil h; 
_
0
i 6= 0 f

ur  2  impliziert, da  2 f"
1
  "
2
=: 
1
; "
2n
  "
2n+1
=: 
2n
g
vom Typ I ist, und weil s

0
+1
(H

1
;0
) = H
s

_
0
(
1
);1
= H
"
2n+1
 "
2
;1
, ist der "Deckel" von
(C [ s

0
C) \ A

gerade
H
s

_
0
(
1
);1
\A

= fx 2 A

j
 
s

_
0

1

(x)+1 = 0g = f(x
1
; :::; x
1
) j  x
1
 x
2
+1 = 0g:
Dies ist nach den

Uberlegungen im Fall 1 eine Wand im Kammerkomplex i

(A(G

)).
Die Behauptung zeigt, da in diesem Fall i

keine Abbildung von Kammerkomplexen
ist. Auerdem werden in diesem Fall die (beiden) hyperspeziellen Ecken des B
n
{
Alkovens C
G
 bijektiv auf die beiden hyperspeziellen Punkte von (C [s

0
+1
C)\A

(das sind 0 und (1; 0; :::; 0; 1)) abgebildet.
Korollar 4.22. Sei  ein spezieller F{Automorphismus von G.

Aquivalent sind:
 F

ur den eindeutig bestimmten Automorphismus 
sc
von G
sc

uber  ist G

sc
sc
einfach zusammenh

angend.
 i

: B(G
Æ
; F )! B(G;F ) aus Satz 4.21 ist eine Inklusion von Kammerkom-
plexen.
 (G
Æ
) = (G)
lang
I
= fP
I
() j  2 (G) ist vom Typ I oder IIIg
Andererseits sind

aquivalent:
  stabilisiert ein (

F ){Splitting von G.
 f

ur alle hyperspeziellen Punkte x 2 B(G
Æ
; F ) ist i

(x) hyperspeziell in B(G;F ).
 (G
Æ
) = (G)
kurz
I
= fP
I
() j  2 (G) ist vom Typ I oder IIg
Rationalit

atsfragen f

ur L
Sei L zusammenh

angend und erzeuge
~
G, so da G quasisplit ist.
Denition 4.23. Sei Z = Cent(G) und 
Z
2 Aut(Z) von L bewirkt. Weiter
A
G;
Z
:=Kern[H
1
(F; Z)! H
1
(F;G)]
B
G;
Z
:=Bild[A
G;
Z
1 
Z
   ! H
1
(F; Z)]
C
G;
Z
:=H
1
(F; Z)
Æ
B
G;
Z
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
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(4.24) Denition von z
spl
G
und (L):
Sei spl
G
ein F{Splitting und 

die gesternte Aktion von L bzgl. spl
G
. W

ahle einen
Vertreter 

2 L(

F ) f

ur 

. Die Kohomologieklasse von z
spl
G
() := 

(

)
 1
2 Z
in H
1
(F; Z) h

angt nicht ab von der Wahl von 

mit 

j
G
= int

j
G
.
Das Bild (L) der Klasse [z
spl
G
()] in C
G;

j
Z
ist unabh

angig vom F{Splitting spl
G
,
denn je zwei F{Splittings sind G
ad
(F ){konjugiert und
z
gspl
G
g
 1
() = (g

g
 1
)  (g

g
 1
)
 1
= g

g
 1
(g)
| {z }
2Z

 1


(

)
 1
| {z }
2Z
(g)
 1
= z
spl
G
() 
 
1  


(g(g)
 1
)
f

ur ein g 2 G(

F ) mit intg 2 G
ad
(F ).
Satz 4.25. Sei
~
G quasisplit, erzeugt von einer Zusammenhangskomponente L, die
auf Z den Automorphismus 
Z
bewirkt. Dann sind

aquivalent
 L(F ) 6= ;.
 (L) 2 C
G;
Z
liegt im Bild von
Kern[H
1
(F; Z)! H
1
(F;T)]  ! C
G;
Z
f

ur (irgend{)einen maximalen F{Torus T, der in einer F{Borelgruppe liegt.
Beweis: Weil je zwei F{Paare (B ;T) und (B
0
;T
0
) G(F ){konjugiert sind, hat man
Kern[H
1
(F; Z)! H
1
(F;T)] = Kern[H
1
(F; Z)! H
1
(F;T
0
)]:
Daher ist die Wahl von T im Satz unerheblich.
F

ur die eine Richtung sei # 2 L(F ). W

ahle ein F{Splitting spl
G
= (B ;T; fX

g).
Weil (int#)(B ;T) ein F{Paar ist, gibt es ein h 2 G(F ), so da #
1
:= h  # das Paar
(B ;T) stabilisiert.
Dann gibt es ein t 2 T(

F ), so da #
2
:= t  # das Splitting spl
G
stabilisiert. Weil
int#
2
die gesternte Aktion von L bzgl. spl
G
bewirkt, hat man
[z
spl
G
()] 3 #
2
 (#
2
)
 1
= th#  (th#)
 1
= t(t)
 1
;
d.h. [z
spl
G
()] 2 Kern[H
1
(F; Z)! H
1
(F;T)].
F

ur die umgekehrte Richtung w

ahle ebenfalls ein F{Splitting spl
G
= (B ;T; fX

g)
und einen Vertreter 

2 L(

F ) f

ur die gesternte Aktion von L bzgl. spl
G
. Dann
ist (L) das Bild von z
spl
G
() := 

(

)
 1
in C
G;

j
Z
. Weil die Wahl von T in
der Formulierung des Satzes unerheblich ist, besagt die Voraussetzung nun, da es
g 2 G(

F ), t 2 T(

F ) und z 2 Z(

F ) gibt, so da g
 1
(g) 2 Z und
t
 1
(t) = z(z)
 1
 z
spl
G
() 
 
1  

)((g)
 1
g):
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Daher ist gzt

g
 1
2 L(F ), denn
1 = zt


 

 1
t
 1
z
 1

| {z }
Term 1 2Z
 (g)
 1
g
| {z }
Term 2 2Z


 
(g)
 1
g

 1
| {z }
Term 3 2Z
= (zt

)g
 1
(g)(zt

)
 1
| {z }
Term 3
 (zt

)(zt

)
 1
| {z }
Term 1
 (g)
 1
g
| {z }
Term 2
= (gzt

g
 1
)  (gzt

g
 1
)
 1
(4.26) Falls L(F ) 6= ; und Cent(G)
Æ
anisotrop ist, gibt es auch stark kompakte
Elemente in L(F ): Dazu betrachte eine Kammer C im Geb

aude B(G;F ) und ein
 2 L(F ). Weil G
sc
(F ) transitiv auf den Kammern des Geb

audes operiert, gibt es
ein g 2 G(F ), so da g 2 L(F ) die Kammer stabilisiert. Da der Stabilisator von
C in Aut(
~
G) endlich ist, ist eine geeignete Potenz von g stark kompakt in G(F ).
Also ist g selbst stark kompakt (nach (3.28)).
Behauptung 4.27. Sei spl = (B ;T; fX

g) ein F{Splitting von G und F
0
=F ein
endlicher unverzweigter Zerf

allungsk

orper von T. Wenn z
spl
() 2 Z
1
(F
0
; (1  )Z)
im Bild von
(1  ) : H
1
(F
0
; Z)  ! H
1
(F
0
; Z)
liegt, dann existiert eine unverzweigte Erweiterung F
00
=F
0
=F und ein 
00
2
~
T(F
00
)\L,
das ein F{Splitting spl
00
mit (B ;T)  spl
00
stabilisiert.
Beweis: Nach Voraussetzung exisiert ein 

2
~
T(

F ) \ L, das spl stabilisiert, so da
z
spl
() := 

(

)
 1
= (1  )z() f

ur einen Kozykel z() 2 Z
1
(F
0
;Cent(G)). Weil
nach Hilbert{Noether H
1
(F
0
;T) = 1, gibt es ein t 2 T(

F ) mit z() = t
 1
(t) f

ur
 2 Gal(

F=F
0
). Also ist (1 

)t 

= t

t
 1
2
~
T(F
0
) und stabilisiert das Splitting
spl
0
= intt(spl) = (B ;T; f(t) X

g). Dies ist ein F
0
{Splitting, weil intt 2 G
ad
(F
0
).
Sei  2 O
F
ein Primelement und F
unv
=F die maximale unverzweigte Erweiterung
in

F=F . Oensichtlich ist spl
00
:= (B ;T; f
val
F
((t))
X

g) ein F{Splitting. Man sucht
nun ein t
2
2 T
der
(F
unv
), so da 
00
:= t
2
t

(t
2
t)
 1
das Splitting spl
00
stabilisiert.
Nach dem Ansatz stabilisiert 
00
das Splitting (B ;T; f(t
2
t)  X

g). Also ist man
fertig, wenn t
2
f

ur jedes  2  die Gleichung
(t
2
) = 
val
F
((t))
 (t)
 1
2 O

F
0
l

ost. Das geht nach dem nachfolgenden Lemma.
Lemma 4.28. Sei T  G ein Torus, der

uber der endlichen unverzweigten Erwei-
terung F
0
=F zerf

allt. F

ur alle  2 (G; T ) seien Zahlen x

2 O

F
0
gegeben.
Dann exisitiert eine endliche unverzweigte Erweiterung F
00
=F
0
und ein t 2 T (F
00
)
c
mit (t) = x

f

ur alle  2 .
Beweis: Klar ist, da die x

ein (wohlbestimmtes) Element t
ad
2 T
ad
(F )
c
denieren.
Zu zeigen ist die Existenz von F
00
und t 2 T (F
00
)
c
, so da t
ad
das Bild von t ist unter
Stark kompakte Elemente in
~
T(F ) \ L 71
T ! T
ad
. Nach der topologischen Jordanzerlegung 3.29 kann man sich auf die F

alle
t
ad
residuell halbeinfach bzw. topologisch unipotent reduzieren.
Es gibt eine nur von  = (G) abh

angende Zahlm, so da die Fundamentalgewichte
zu  alle in
1
m
Z[
_
] liegen. (Man kann f

ur m z.B. das Produkt

uber alle Coxeterzah-
len h
i
f

ur die irreduziblen Subwurzelsysteme nehmen oder m = 2  jZ[]

=Z[
_
]j.)
Nach Generalannahme (1.1) darf man p - m annehmen. Sei  = f
i
g eine Basis
von  und 
_
i
2 Z[]

mit h
i
; 
_
j
i = Æ
i;j
die Dualbasis zu .
Das Element t
1
:=
P
jj
i=1
m
_
i

 x

i
2 X

(T ) 
 O
F
0
= T (F
0
)
c
hat die Eigenschaft

i
(t) =
Q
j
x
h
i
;m
_
j
i

j
= x
m

i
. Falls alle x

2 (1 + p
F
0
) liegen, ist t
1
topologisch uni-
potent. Nach Korollar 3.30 existiert eine (eindeutige) m{te Wurzel t 2 T (F
0
)
c
:
t
m
= t
1
, d.h. (t) = x

f

ur alle  2 .
Es bleibt der Fall, da alle x

im Teichm

ullerschen Restsystem 
F
liegen. Dann
gibt es eine endliche unverzweigte Erweiterung F
00
mit m{ten Wurzeln y

2 
F
00
der
x

= y
m

. Also erf

ullt t :=
P
i
m
_
i

 y

i
2 X

(T ) 
 O
F
00
= T (F
00
)
c
die Bedingung
(t) = x

f

ur alle  2 .
Stark kompakte Elemente in
~
T(F ) \ L
(4.29) In diesem Abschnitt sei
~
G = hLi unverzweigt, d.h. quasisplit mit ei-
nem unverzweigten Zerf

allungsk

orper F
0
(  := Gal(F
0
=F ) sei endlich). Weiter sei
l := j
0
(
~
G)j, spl
G
= (B ;T; fX

g) ein F{Splitting und 

2 Aut(G; spl
G
) sei die
gesternte Aktion von L. Sei
~
T := Cent(T


;
~
G) = hT; 

i und T
sp
der maximale
F{Splittorus in T.
(4.30) L(F ) 6= ; =)
~
T(F ) \ L 6= ;, denn sei (B ;T) ein geeignetes 

{stabiles,

uber F deniertes Paar von G und # 2 L(F ). Dann gibt es g 2 G(F ), so da
int#(B ;T) = intg(B ;T). Also gilt dann g
 1
# 2
~
T(F ) \ L 6= ;.
Als n

achstes wird die Frage untersucht, wann
~
T(F )\L kompakte Elemente enth

alt.
Weil alle F{Paare G(F ){konjugiert sind, hat ein Torus
~
T (bzgl. L), dessen Eins-
komponente in einer F{Borelgruppe liegt, genau dann stark kompakte Elemente in
~
T \ L, wenn diese Eigenschaft f

ur alle solchen Tori gilt.
Denition 4.31. Sei l := j
0
(
~
G)j und  die Ordnungsabbildung (aus (4.1)). Sei
N
l
: X

(T)  ! X

(T)


x 7 !
l 1
X
i=0

i
(x)
und N
L
l
das folgendes Kompositium:
N
L
l
:
~
T(F ) \ L  ! T


Æ
(F )

 ! X

(T
sp
)


x 7 ! x
l
7 ! (x
l
):
72 4. Das Geb

aude
Behauptung 4.32. Die Abbildung N
L
l
ist wohldeniert.
Beweis: Zu zeigen ist, da x
l
2 T


Æ
(F ). Weil die Abbildung  : x 7! x
l
stetig ist, ist
das Bild von L(

F ) in einer Zusammenhangskomponente enthalten. Weil (
~
T\L)(

F )
Elemente der Ordnung l enth

alt, ist (T \ L(

F ) 
~
T


Æ
(

F ).
Satz 4.33. Sei
~
T und l wie in (4.29).

Aquivalent sind:
(a) N
L
l
(
~
T(F ) \ L)  N
l
(X

(T
sp
)).
(b) Es gibt stark kompakte Elemente in
~
T(F ) \ L.
(c) Es gibt ein stark kompaktes Element  2
~
T(F )\L, so da B(G;F )

hyperspe-
zielle Punkte enth

alt.
(d) Es gibt ein stark kompaktes Element  2 L(F ), so da B(G;F )

hyperspezielle
Punkte enth

alt.
Beweis:
(a), (b): Nach Denition ist klar, da N
L
l
(
~
T(F )\L) genau eine volle Nebenklasse
inX

(T
sp
)


Æ
N
l
(X

(T
sp
)) = H
2
(h

i; X

(T
sp
)) ergibt. Genau dann ist x 2
~
T(F )\L
stark kompakt, wenn x
l
2 T


Æ
(F ) stark kompakt ist, d.h. N
L
l
(x) = (x
l
) = 1.
(d) ) (b): Sei B  T eine F{Borelgruppe und A = A(G;T
sp
; F ) das Apartment
zu T in B := B(G;F ). Indem man  geeignet mit Elementen aus G(F ) konjugiert,
kann man o.E.d.A. annehmen, da ein hyperspezieller Punkt x 2 A von  xiert
wird. Weil x hyperspeziell ist, ist zu B genau eine Kammer C  A mit x 2 C: Dies
ist die eindeutig bestimmte Kammer in A, die als W

ande alle H
; (x)
hat, f

ur die
 2 (B ;T). (Die Bezeichnung der Hyperebenen von A ist aus (4.1) oder (1.4)).
G
sc
(F )
x
operiert transitiv auf den Kammern des Sterns um x (gebildet in einem
Apartment, das C und (C) enth

alt). Daher gibt es ein g 2 G
sc
(F )
x
, so da

1
:= g   die Kammer C stabilisiert. Weil 
1
(A) ein Apartment ist, das C enth

alt,
gibt es ein b 2 Stab
C
(G
sc
(F )), so da 
2
:= b  
1
sowohl A als auch C und x
stabilisiert. Somit wird T stabilisiert und ebenso die Basis (B ) nach der Denition
von C. Also stabilisiert 
2
2 L(F ) das F{Paar (B ;T), d.h. 
2
2
~
T(F ) \ L.
Bei der toplogischen Jordanzerlegung von  liegt nach Korollar 3.32 der residuell
halbeinfache Anteil in L(F ). Also darf man o.E.  von endlicher Ordnung p - m
annehmen. Dann ist 
m
2
= (bg)
m
2 G(F )
x
. Also ist 
2
stark kompakt.
(b) ) (c): Fixiere ein F{Splitting spl
G
, das T enth

alt. Sei  2
~
T(F ) \ L stark
kompakt. W

ahle ein t 2 T
der
(

F ) so, da 

:= t
 1
 die gesternte Aktion 

2
Aut(G; spl
G
) von L bewirkt und auf dem Apartment A  B zu T
sp
so operiert,
da (auch) ein hyperspezieller Punkt xiert wird. Dann ist intt 2 G
ad
(F ) und

l
= (t

)
l
2 T
ad
(F )
c
. Nach dem nachfolgenden Lemma 4.34 ist t von der Form
intt = t
1


(t
1
)
 1
 t
2
mit t
1
2 T
ad
(F ); t
2
2 T
ad
(F )
c
:
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Sei x 2 A ein hyperspezieller 

{xierter Punkt. Also xiert int = intt Æ 

=
intt
1
t
2


t
 1
1
den Punkt t
1
x 2 A. Dies ist ebenfalls ein hyperspezieller Punkt von
A, da die Operation von G
ad
(F )  Aut(G)(F ) nach Tits (4.16) eine Operation
  Aut(
aff
) bewirkt. Die Diagrammautomorphismen bilden (hyper{) spezielle
Ecken aber stets in (hyper{) spezielle Ecken ab.
Lemma 4.34.
(a) 

(1  

)T

(F )

= X

(T
sp
) \ (1  

)V = X

(T)
 
\ (1  

)V .
(b) Das Urbild von T


(F )
c
unter der Normabbildung
N


: T(F )! T(F ) t 7! (t

)
l
= t 

(t)   
l 1
(t)
ist T(F )
c

 
(1  

)T

(F ).
(c) Falls T = T
sc
oder T = T
ad
(d.h. falls G einfach zusammenh

angend oder vom
vom adjungierten Typ ist), hat man
 
(1  

)T

(F ) = (1 

)
 
T(F )

.
(d) Das Bild von T(F )
c
unter N


hat endlichen Index in T(F )


c
.
Beweis: Zu a: Die Inklusion "" ist klar (t 2
 
(1   

)T

(F ) ) (t

)
l
= 1 )
N
l
((t)) = 0 ) (t) 2 (1 

)V ).
"": Sei  2 X

(T
sp
)\(1 

)V und  2 O
F
ein Primelement. DaH
1
(h

i; X

(T
sp
))
endlich ist, gibt es m 2 N und  2 X

(T
sp
), so da m   = (1   

). Dann wird
t := () = (1  

)(
m
p
) 2
 
(1  

)T

(F ) auf  abgebildet unter .
Zu b: Sei V := X

(T
sp
)
 R. Die erste Aussage folgt daraus, da
T(F )
N


   ! T(F )

?
?
y
?
?
y

X

(T
sp
)
N
l
   ! X

(T
sp
)
kommutiert. Man hat KernN
l
= X

(T
sp
) \ (1   

)V und sein Urbild unter der
Ordnungsabbildung  ist T(F )
c

 
(1 

)T

(F ).
Zu c: Falls T = T
ad
oder T = T
sc
, ist T


zusammenh

angend (vgl. 2.13). Weil der
Torus T


nach den Voraussetzungen (4.29) dieses Paragraphen

uber F
0
zerf

allt, hat
man mit Hilbert 90
1  ! T


(F
0
)  ! T(F
0
)
1 

   !

(1  

)T

(F
0
)  ! 1
und damit die lange exakte Sequenz
1  ! T


(F )  ! T(F )
1 

   !

(1  

)T

(F )  ! H
1
( ;T


(F
0
)):
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Nach Tate{Nakayama ist im Falle T = T
ad
H
1
( ;T


(F
0
)) ' H
1
( ; X

(T)


) = H
1
( ;Z[]


)
Z[]


hat eine galoisstabile Z{Basis: Sie besteht aus allen 

{Orbitsummen S

_
=
P
2I
_
der Dualbasis 

zu 
_
. Daher hat man nach Shapiro
'
M
S

_
;
_
2

Hom(Stab

_
( );Z  S

_
) = 1
Analog zeigt man den Fall T = T
sc
.
Zu d: Weil p - l kann man nach Korollar 3.30.4 aus jedem topologisch unipotenten
Element von T(F )


Æ
c
(eindeutig) l{te Wurzeln ziehen. Daher liegen topologisch uni-
potenten Elemente von T(F )


Æ
c
in Bild(N


(T(F )
c
)). Sie bilden eine Untergruppe
von T(F )


Æ
c
von endlichem Index.
Korollar 4.35. Sei L(F ) 6= ; und existiere ein 

2
~
T(F
0
)\L, das ein F{Splitting
stabilisiert. Dann
(a) sind alle (vier) Aussagen von Satz 4.33 erf

ullt.
(b) existiert eine endliche unverzweigte Erweiterung F
00
=F
0
und ein 
00
2
~
T(F
00
)
von endlicher Ordnung, das ein F{Splitting stabilisiert.
Beweis: Zu (a): Der Kozykel z() = 

(

)
 1
2 Z(F
0
) ist unverzweigt. Weil
T

uber F
0
zerf

allt, hat man nach Hochschild{Serre H
1
(F
0
=F;T(F
0
)) ' H
1
(F;T).
Nach einer relativen Version von Satz 4.25 (f

ur F
0
=F ; mit genau dem dort gegebenen
Beweis) folgt aus der Voraussetzung L(F ) 6= ;, da z() 2 Kern[H
1
(F
0
=F; Z(F
0
))!
H
1
(F
0
=F;T(F
0
))]. F

ur ein berandendes t 2 T(F
0
) hat man  := t

2
~
T(F ) und
(t) 2 X

(T)
 
= X

(T
sp
). Nun rechnet man
N
L
l
() = ((t

)
l
) =
l 1
X
i=0

i
((t)) 2 N
l
(X

(T
sp
)):
Damit ist das Kriterium 4.33.a erf

ullt.
Zu (b): Nach Teil (a) gibt es ein stark kompaktes  = t

 

2
~
T(F ). Wieder mit
Lemma 4.34 schreibt man das Bild

t

2 T
ad
(F ) von der Form

t

= t
1
 

(t
1
)
 1
 t
2
mit t
1
2 T
ad
(F ) und t
2
2 T
ad
(F )
c
. Wegen Lemma 4.28 gibt es eine unverzweigte
Erweiterung F
00
=F
0
und ein t
00
2 T(F
00
)
c
, dessen Bild in T
ad
genau t
 1
2
ist.
Sei 
00
:= t
00
 . Dann stabilisiert int
00
= intt
1
Æ 

Æ intt
 1
1
jedes Splitting spl, f

ur
das t
 1
1
splt
1
von 

stabilisiert wird.
Da man 
00
von endlicher Ordnung haben kann, ist ein Standardschlu: (F

ur ein zu
p teilerfremdes Vielfaches m vom l ist 
00m
2 Cent(G)


Æ
(F ) toplogisch unipotent.
Nach Korollar 3.30.4 existiert ein topologisch unipotentes z 2 Cent(G)


Æ
(F ), so
da z
 m
= 
00m
. Ersetze 
00
durch z  
00
.)
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Lemma 4.36. Wenn G unverzweigt und halbeinfach ist, gilt N
L
l
(
~
T(F ) \ L) 
N
l
(Z[]
 
) \X

(T
sp
).
Beweis: Sei 

2
~
T(

F ) \ L von der Ordnung l, so da 

:= int

ein F{Splitting
stabilisiert. Dann hat jedes # 2 T(F ) \ L eine Zerlegung # = t  

mit t 2 T(

F ),
so da intt

uber F deniert ist. Also ist N
L
l
(#) = (#
l
) = (t 

(t)   

(t)
l 1
) =
P
l 1
i==

i
((t)) 2 N
l
(Z[]

).
Korollar 4.37. Falls G vom adjungierten Typ ist, gibt es (immer) stark kompakte
Elemente in
~
T(F ) \ L.
(4.38) Die Struktur von maximal kompakten Untergruppen eines Torus bzgl. L
wird in Ans

atzen durch folgenden Satz angedeutet.
Satz 4.39. Sei
~
T ein maximaler F{Torus bzgl. L, der

uber der endlichen unver-
zweigten Erweiterung F
0
=F zerf

allt. Vorausgesetzt wird, da
~
T (F ) \ L stark kom-
pakte Elemente enth

alt. Sei T
sp
der maximale Splittorus in T :=
~
T und 
T
von
~
T \ L auf T bewirkte Automorphismus.
(a) Die maximal kompakten Untergruppen von
~
T (F ) sind von der Gestalt U =
hT (F )
c
; #i, wobei # 2
~
T (F ) \ L stark kompakt ist (aber sonst beliebig).
(b)
n
U j U 
~
T (F ) maximale kompakte Untergruppe
o.
T (F ){Konj. ist ein prin-
zipal homogener Raum unter H
1
(h
T
i; X

(T
sp
)).
(c) Je zwei maximale kompakte Untergruppen von
~
T (F ) sind konjugiert

uber
T
ad
(F
0
).
Beweis: Die Aussage (a) ist klar. Nach Wahl eines stark kompakten # 2
~
T (F ) \ L
sei
~
#
:
~
T (F )  ! X

(T
sp
) x 7 ! (x  #
 1
):
Sei l = j
0
(
~
T )j. Ein Element x = t# 2
~
T (F ) \ L ist genau dann kompakt, wenn
x
l
= (t#)
l
= t 
T
(t)   
l 1
T
(t) stark kompakt in T (F ) ist, d.h. wenn ~
#
(x) 2 (1 

T
)V \X

(T
sp
), wobei V := X

(T
sp
)
R. So erh

alt man eine Bijektion der maximal
kompakten Untergruppen von
~
T (F ) mit
 
(1 
T
)V \X

(T
sp
)
Æ
(1 
T
)X

(T
sp
) =
H
1
(h
T
i; X

(T
sp
)).
Nach Shapiro hat man 0 = H
1
(h
T
i; X

(T
ad
)) =
 
(1 
T
)V \Z[]

Æ
(1 
T
)Z[]

.
Wegen X

(T
sp
)  X

(T
ad
) = Z[]

hat man damit (c).
(4.40) Sei ab nun G halbeinfach. Aus 4.33 und 4.36 folgt, da das Problem, ob in
~
T(F ) \ L kompakte Elemente liegen, gemessen wird in

N
l
(Z[(G)]
 
) \X

(T
sp
)
.
N
l
(X

(T
sp
)) =: K(G;

; l):(iv)
Da diese Gruppe in gewisser Weise eektiv mit, zeigt die
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Behauptung 4.41. Sei eine halbeinfache unverzweigte (zusammenh

angende reduk-
tive) Gruppe G gegeben, sowie ein F{Splitting spl
G
= (B ;T; ) von G, ein 

2
Aut(G; spl
G
) und ein l 2 N xiert. Dann gibt es zu jedem Element x 2 K(G;

; l)
eine

uber F denierte Gruppe
~
G = hLi mit
 
0
(
~
G) ' Z=l wird erzeugt von der Zusammenhangskomponente L 
~
G
 L und 

haben dasselbe Bild in Out(G).

~
G
Æ
= G
 x 2 N
L
l
(
~
T(F ) \ L) f

ur einen maximalen Torus
~
T bzgl. L, dessen Einskompo-
nente in einer F{Borelgruppe liegt.
Beweis: Vorbemerkungen:
Fixiere eine 

{stabile Kammer C im Appartment A  B(G;F ) zu T xiert. Man
hat (z.B. nach [Hij79, Appendix 1.2]) einen (

{

aquivarianten) Isomorphismus


(C;A)
(G
ad
(F )) := Stab
C
(G
ad
(F )) \ Stab
A
(G
ad
(F )) ' Z[]

=Z[
_
] =: 
1
();
bei dem einem ! 2 Norm(T; G
ad
)(F ) links auf folgende Weise eine Klasse y in

1
() = 
1
(G
ad
) zugeordnet wird: Man kann ! schreiben als ! = n  t mit
n 2 Norm(T
sc
; G
sc
)(F ) und t 2 T
sc
(

F ). Das Bild von ! ist die Klasse von
(t
ad
) 2 Z[]

in 
1
(), wobei t
ad
das Bild von t in T
ad
ist.
In allen Wurzelsystemen (mit

aueren Automorphismen) teilt ord(! Æ

) die Ord-
nung von 

f

ur alle ! 2 

(C;A)
(G
ad
(F )) und alle 

2 Out(). Das veriziert
man in allen irreduziblen Wurzelsystemen, auf die man den allgemeinen Fall schnell
reduziert.
Eigentlicher Beweis: Nach Annahme existiert ein y 2 
1
() mit N
l
(y) = x. Sei
! 2 

(C;A)
(G
ad
(F )) das Bild von y. Dann ist ! Æ 

ein F{Automorphismus von
endlicher Ordnung und zwar hat man (nach der Vorbemerkung) ord(! Æ 

) j l.
Daher kann man
~
G := G o hi bilden, wobei ord() = l, intj
G
= ! Æ 

und die
F{Struktur von G so auf
~
G ausgedehnt wird, da  2
~
G(F ). Mit der Zerlegung
! = n  t aus der Vorbemerkung hat man t 2
~
T(F ) (wobei hier t 2 T(

F ) und nicht
T
sc
aufgefat wird). Man rechnet
N
L
l
(t) = ((t)
l
) =
l 1
X
i=0

i
((t)) = N
l
(y) = x:
(4.42) Beispiel: Die irreduziblen F

alle: Falls (G) ein irreduzibles Wurzelsy-
stem ist, hat man K(G;

; l) 6= 1 genau dann, wenn (G; ;

; 
0
(
~
G); 
1
(G)) in den
folgenden Listen vorkommt:
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Fall 1: G zerf

allt

uber F , d.h.   = 1, und das Bild 

2 Out(G) von L ist nicht
trivial.
(G) ord

l = j
0
(
~
G)j 
1
(G) C
G;

;l
A
2n 1
2 l gerade j
1
(G)j < 2n ist eine reine 2{Potenz Z=2
D
2n 1
2 l gerade 
1
(G) 6' Z=4 Z=2
D
2n
2 l  2( mod 4) 
1
(G) ist 

{stabil und j
1
(G)j = 2 Z=2
D
2n
2 4 j l 
1
(G) ist 

{stabil und j
1
(G)j 2 f1; 2g Z=2
Fall 2: Das Bild 

2 Out(G) von L ist trivial und G ist weiterhin split:   = 1.
(G) l = j
0
(
~
G)j 
1
(G) C
G;

;l
A
n
l 2 kZ f

ur ein k j n 
1
(G) ' Z=
n
k
Z=k
B
n
l gerade 
1
(G) = 1 Z=2
C
n
l gerade 
1
(G) = 1 Z=2
D
2n
l gerade

1
(G) = Z=2

1
(G) = 1
Z=2
(Z=2)
2
D
2n 1
l  2( mod 4)
4 j l

1
(G) 6' Z=4
Z=2
Z=4
E
6
3 j l 
1
(G) = 1 Z=3
E
7
l gerade 
1
(G) = 1 Z=2
Fall 3: Sowohl   als auch 

sind nicht trivial. Weil sie miteinander vertauschen
(und G quasisplit ist), hat man hier h

i =  . (Insbesondere im Fall D
4
!)
(G) ord

= j j l = j
0
(
~
G)j 
1
(G) C
G;

;l
A
2n 1
2 l gerade 
1
(G) = 1 Z=2
D
n
2 l gerade 
1
(G) = 1 Z=2
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(4.43) Sei
~
G = hLi in diesem Abschnitt unverzweigt. Gegeben sei ein maximaler,

uber F denierter Torus
~
T 
~
G bzgl. L, der

uber einer unverzweigten Erweiterung
F
0
von F zerf

allt.
Bezeichne B
0
:= B(G;F
0
) das Geb

aude zu G(F
0
), B = B(G;F ) das Geb

aude zu
G(F ) und   = Gal(F
0
=F ).
Satz 4.44 (Weissauer [W]). Sei G,
~
T und F
0
wie in (4.43) und 

2 Aut(G)
die gesternte Aktion von L bzgl. eines F{Splittings. Ferner sei ein hyperspezieller


{stabiler Punkt x 2 B(G;F ) gegeben.
Dann gibt es ein g 2 G


sc
(F
0
)
x
, so da
~
T
0
:= (intg)(
~
T) ein (

{stabiler) F{Torus
ist, der schwach stabil G(F
0
){konjugiert ist zu
~
T .
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Beweis: Sei weiterhin B = B(G(F ); F ) und R
0
:= O
F
0
, R := O
F
. W

ahle ein


{stabiles F{Paar (B ;T), so da x 2 A  B im Apartment zu T
sp
liegt. Sei
~
T = Cent(T


;
~
G).
Sei y := i
 1


(x) das Urbild von x unter der Abbildung i


: B(G


Æ
; F )
1 1
  !
B(G;F )


aus Satz 4.21. Nach 4.21.b ist y hyperspeziell im Geb

aude B(G


Æ
; F )
der unverzweigten Gruppe G


Æ
.
Nach (3.23) werden die schwach stabilen Konjugationsklassen (in der G(F
0
)-Konju-
gationsklasse von
~
T) parametrisiert durch (eine Untergruppe von) H
1
( ;W (T)


).
Es wird daher ein F{Subtorus
~
T
0
von G konstruiert werden, so da die G(F )-Klassen
[
~
T
0
] und [
~
T ] dasselbe Bild w

in H
1
( ;W (T)


) haben.
Die Konstruktion geschieht mit Descent{Theorie, wie sie etwa in [Wa79, 17.1{
17.3] oder in [BLR80, 6.2 Example B] beschrieben wird.
Sei F das glatte aÆne zusammmenh

angende O
F
{Gruppenschema mit generischer
Faser (G


Æ
)
sc
, das Tits zur speziellen Ecke y 2 B


assoziiert (vgl. Satz 4.5) und sei
T das abgeschlossene R
0
{Untergruppenschema von F 
R
R
0
mit generischer Faser
Cent(
~
T) = T


aus 4.5.b. Weil y hyperspeziell ist, hat man W  (G


Æ
)
sc
(F
0
)
y
=
F(R
0
). Nach 4.13 ist H
1
( ;F(R
0
)) = 1. Daher existiert ein g 2 F(R
0
), so da
H
1
( ;W


)  ! H
1
( ;F(R
0
)


)
[ 7! w

] 7 ! [ 7! g
 1
(g)]
Mit Galoistheorie hat man einen Isomorphismus (von R{Moduln) R
0


R
R
0

 !
Q
 
R
0
und damit R
0
[T ] 

R
R
0
'
Q
 
R
0
[T ], f 
 r 7! ((r)  f

)
2 
. Das Descentdatum
R
0
[T ]

R
R
0
! R
0
[T ]

R
R
0

ubersetzt sich mit Hilfe dieses Isomorphismus zu einem
Descentdatum
# :
Y
 
R
0
[T ]  !
Y
 
R
0
[T ]:
Eine solche (bijektive) Abbildung ist genau dann ein Descentdatum, wenn sie gege-
ben ist durch ein System von R{linearen Automorphismen #

: R
0
[T ]! R
0
[T ] mit
#

Æ #

= #

und #

(r  f) = (r)  #

(f) f

ur alle ;  2  , r 2 R
0
, f 2 R
0
[T ].
Wegen der Kozykeleigenschaft von w

, erh

alt man aus dem Descentdatum # f

ur das
Schema T ein zweites Descentdatum #
0
durch #
0

:= #

Æ (intw

)

. Damit steigt das
abgeschlossene Untergruppenschema intg(T ) =: T
0
von F nach R ab. Projeziere
seine generische Faser nach G


Æ
. Sie bildet dort einen maximalen Torus T
00
(der

uber F deniert ist). Weil T
00
stark regul

are Elemente enth

alt (nach Lemma 3.2),
ist
~
T
0
:= Cent(T
00
;
~
G) der angek

undigte Torus.
(4.45) Denition des Punktes x(U) 2 B:
Sei
~
T wie in (4.43) aber zudem anisotrop und
~
T (F ) \ L enthalte stark kompakte
Elemente. Sei U eine maximal kompakte Untergruppe von
~
T (F ). (Weil
~
T (F ) \ L
stark kompakte Elemente enth

alt, gibt es auch # 2 U \L. Vgl. die Strukturaussage
4.39.)
Weil T

uber F
0
zerf

allt, gibt es in B
0
ein Apartment A
0
zu T : Es ist nach Fakt 4.10
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die Fixpunktmenge von T (F
0
)
c
in B
0
. Weil T sowohl  { als auch 
T
:= int#{stabil
ist, ist A
0
dies auch. Die Aktionen von   und 
T
vertauschen. Die Anisotropie von
~
T impliziert, da x(U) := A
0h
T
; i
= B
U
ein Punkt ist.
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5 Die Transferfaktoren
Endoskopie und Matching von halbeinfachen Elementen
In diesem Kapitel wird die Denition der Transferfaktoren nach Kottwitz und
Shelstad [KS99] gegeben. Dabei werden die meisten Bezeichnungen von [KS99]

ubernommen.
(5.1) Voraussetzungen: Ab jetzt wird f

ur die ganze Arbeit ein Tripel (G; ; a)
vorgegeben. Dabei ist G die Einszusammenhangskomponente einer reduktiven,

uber
einem p{adischen K

orper F denierten Gruppe
~
G, die von  2
~
G(F ) und G erzeugt
wird. Ferner ist a 2 H
1
(W
F
;Cent(
^
G)) und L die Zusammenhangskomponente von
 in
~
G.
Eigentlich reicht es f

ur diese Arbeit aus nur (L; a) vorzugeben. Man fordert dann,
da L

uber F deniert ist, Zusammenhangskomponente einer reduktiven Gruppe
ist und L(F ) 6= ;.
(5.2) Wahl von 

: Im Folgenden ist mit Ausnahme von Denition 5.9 im-
mer ein 

2 L(

F ) gew

ahlt, das ein F{Splitting stabilisiert. Dann ist der F{
Automorphismus 

= int

die gesternte Aktion von L aus (1.8) (bez

uglich dieses
F{Splittings von G). Sei
z

() := 

(

)
 1
2 Z
1
(F;Cent(G))
Sein Bild in H
1
(F;Cent(G)

) ist das von (L) aus (4.24). Es h

angt nicht von der
Wahl von 

ab, wie dort gezeigt wurde.
Wenn man ein  2 L(F ) gew

ahlt hat, kann man verlangen, da 

= g

 mit
g

2 G
der
(

F ). Dann ist z

() = g

(g

)
 1
2 Cent(G
der
).
Dual zur Operation von 

bzw. L auf dem Wurzeldatum 	(G) = 	(
^
G)
_
hat man
die
^
G
W
F
{Konjugationsklasse eines
^
 2 Aut(
^
G), das ein W
F
{invariantes Splitting
von
^
G stabilisiert. (Nach [K84, Corollary 1.7] sind zwei W
F
{invariante Splittings
von
^
G konjugiert

uber
^
G
W
F
.)
(5.3) Deniton der endoskopischen Gruppe:
In [KS99, (2.1)] wird deniert, was ein endoskopisches Datum (H;H; s; ) zu dem
Tripel (G; ; a) ist. Im Einzelnen gilt dabei:
(5.3.1) H ist eine zusammenh

angende reduktive Gruppe, quasisplit und

uber F
deniert.
(5.3.2) H ist eine Splitextension der Weilgruppe W
F
durch
^
H, so da die durch
die Extension bestimmte Abbildung 
H
: W
F
! Out(
^
H)

ubereinstimmt mit
der, die von der L{Aktion 
H
auf
^
H herkommt (vgl. (1.10)).
(5.3.3) s 2
^
G und ints Æ
^
 =: s
^
 ist fast halbeinfach. (Vgl. 3.3.)
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(5.3.4)  : H !
L
G ist ein L{Homomorphismus mit den Eigenschaften:
 j
^
H
:
^
H

 ! Cent(s
^
; G)
Æ
Def
= G
s
^
Æ
 Sei m

2 Z
1
(W
F
;
^
G) deniert durch (w) = m

(w) o w 2
L
G f

ur alle
w 2 W
F
. Dann gilt
s 

^
(m

(w))o w

 s
 1
= a
0
(w) m

(w)o w;
wobei a
0
ein 1{Kozykel in der Klasse von a 2 H
1
(W
F
;Cent(
^
G)) ist.
Die Gruppe H wird in einer solchen Situation endoskopische Gruppe von G genannt.
Ein Isomorphismus zweier endoskopischer Daten (H;H; s; ) und (H
0
;H
0
; s
0
; 
0
) ist
ein Element g 2
^
G mit
g(H)g
 1
= 
0
(H
0
) und gs
^
(g)
 1
2 s
0
 Cent(
^
G):
Satz 5.4. Sei H eine endoskopische Gruppe zu (G; ; a). Dann gibt es eine kano-
nische Abbildung A
H=L
von den halbeinfachen H(

F ){Konjugationsklassen in H(

F )
zu den G(

F ){Konjugationsklassen fast halbeinfacher Elemente in L(

F ). Sie bil-
det stark regul

are Elemente in H auf stark regul

are Elemente in
~
G ab. Falls
z

() 2 (1 

) Cent(G
sc
), respektiert sie die Operation der Galoisgruppe Gal(

F=F ).
Beweis: [KS99, 3.3.A bis C.]
(5.5) Konstruktion von A
H=L
und "vereinfachende" Konventionen:
Bei der bezeichnungsintensiven Konstruktion von A
H=L
treen [KS99] geschickte
Wahlen. (Vgl. [KS99, (1.2), Beweis von 3.3.A, 3.3.B, (4.1)].) Ausgehend von
(G; ; a), wie in (5.1) gegeben, einer endoskopischen Gruppe H und einem ma-
ximalen,

uber F denierten Torus T
H
von H, kann man ein ebenfalls gegebenes
endoskopisches Datum (H;H; s; ) isomorph so ab

andern, da Folgendes gilt:
 spl
^
G
= (B; T ; fXg) bzw. spl
^
H
= (B
H
; T
H
fX
H
g) sind Splittings von
^
G bzw.
^
H,
stabil unter der jeweiligen Aktion von W
F
und spl
^
G
zudem noch
^
{invariant.
 s 2 T , (T
H
) = T
^
Æ
, (B
H
)  B und  sei auf
^
H die Identit

at.
 In [KS99, Lemma 3.3.B] wird gezeigt, da man zu jeder Wahl einer

F{
Borelgruppe B
H
 T
H
einen 

{stabilen maximalen F{Torus T und eine (

F{)
Borelgruppe B  T von G nden kann, so da nach Identikationen
^
T
H
' T
H
und
^
T ' T in der Abbildungsfolge
^
T
H
' T
H

 ! (T
^

)
Æ
' (T


)
^
zum einen die Galoisoperationen von rechts{ und linksauen aufeinandergehen
und zum anderen die positiven (Ko{) Wurzeln auf positive (Ko{) Wurzeln
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abgebildet werden. (Deswegen ist jetzt jedem Torus genau eine Borelgruppe
zugewiesen worden.)
Ein zu einer solchen Abbildungskette dualer Isomorphismus T
H

! T


wird
zul

assige Einbettung genannt. D.h. dies ist ein Isomorphimus von T
H
auf
ein geeignetes T


= T=(1   

)T , der

uber F deniert ist und f

ur geeignete
Positivbereiche positive (Ko{) Wurzeln auf positive (Ko{) Wurzeln abbildet.
Die Existenz einer zul

assigen Einbettung beweisen [KS99], indem sie mit Hilfe des
Satzes von Steinberg

uber rationale Punkte in Gal(

F=F ){stabilen Konjugations-
klassen in G
sc
das Paar (B; T ) geschickt konjugieren. Danach kann man A
H=L
mit
Hilfe von (3.8) beschreiben: Jede Konjugationsklasse inH(

F ) schneidet T
H
in einem
W (T
H
; H){Orbit. Ebenso schneidet jede G(

F ){Konjugationsklasse in L

T


in ei-
nemW (T;G)


-Orbit. Nach den Vereinbarungen oben hat man aber eine Surjektion
T
H
=W (T
H
; H)! T


=W (T;G)


.
(5.6) In [KS99, 5.1] wird gezeigt, da Cent(G)


nat

urlich und

uber F in Cent(H)
eingebettet ist, so da bei jeder zul

assigen Einbettung
T


T
H
Cent(G)

Cent(H)
kommutiert. (Alle Abbildungen sind

uber F .) Dadurch werde ab jetzt Cent(G)

mit
seinem Bild in Cent(H) identiziert. Insbesondere deniert z

() 2 Z
1
(F;Cent(G))
einen 1{Kozykel z

H
() 2 Z
1
(F;Cent(H)) und (L) aus (4.24) eine Klasse 
H
(L) 2
H
1
(F;Cent(H)).
Denition 5.7. Die zul

assige Einbettung T
H
! T


aus (5.5) wird benutzt, um
(T
H
; H) mit einem Subsystem von (T;G)
I
= P
I
((T;G)) zu identizieren. (Die
Galoisaktion wird dabei respektiert.) Man sagt, eine Wurzel (G)
I
komme von H
her, falls sie bei dieser Identikation in (H) liegt.
(5.8) Nach den Festlegungen in (5.5) bilden sowohl (w) = m

(w) o w als
auch die W
F
{Operation von
L
G das Bild (
^
T
H
) = T
^
Æ
auf sich ab. Daher ist
m

(w) 2 Norm(T
^
Æ
;
^
G) = T  Norm(T
^
Æ
;
^
G
^
Æ
) nach Behauptung 3.5. Man hat also
eine Zerlegung (w) = t

(w)  n

(w) o w mit t

(w) 2 T und n

(w) 2 G
^
Æ
der
. Die
Eigenschaft (5.3.4) bedeutet f

ur den 1{Kozykel m

gerade
s
int(m

(w)ow)
= a
0
(w)
 1
 s 
^
(t

)  t
 1

f

ur alle w 2 W
F
Denition 5.9 (Norm{Image). Ein stark regul

ares  2 H(

F ) heit Norm{Image
von Æ 2 L(F ), wenn folgende

aquivalente Aussagen erf

ullt sind
 Æ liegt in der G(

F ){Konjugationsklasse A
H=L
()  L.
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 Es gibt ein Matching  $ Æ.
Mit einem Matching  $ Æ ist also folgende Situation gemeint: Es gibt
(1) einen Vertreter 

2 L(

F ) f

ur die gesternte Aktion von  (bzw. L) bez

uglich
eines F{Splittings.
(2) einen zul

assigen (d.h.

uber F denierten) Isomorphismus  : T
H

 ! T


,
wobei T
H
:= Cent(;H) und T ein geeigneter 

{stabiler F{Torus ist und
T


= T=(1  

)T dessen Koinvarianten.
(3) t

2 T (F )
(4) g 2 G
sc
(F )
mit den Eigenschaften
(5)  7! P


(t

) unter  : T
H
(

F )

 ! T


(

F )
(6) gÆg
 1
= t

 

=: Æ

2
~
T .
(7) intg : Cent(Æ; G)

 ! T


ist

uber F deniert, d.h. g  (g)
 1
2 T (F ) f

ur alle
 2 Gal(F=F ). Ein dritte

aquivalente Formulierung ist: intg : T
G

 ! T ist

uber F deniert, wobei T
G
:= Cent(G
Æ
; G).
(5.10) Falls  2 H(

F ) Norm{Image eines Element aus L(F ) ist, liegt der Kozykel

 1
() in der Klasse 
H
(L) 2 H
1
(F;Cent(H)), die in (5.6) deniert wurde als das
Bild von (L) aus (4.24) (oder gleichbedeutend das von z

()) unter Cent(G) 
Cent(G)

,! Cent(H).
Denition 5.11. Ein stark regul

ares  2 H(

F ) wird z

H
(){Norm{Image von
Æ 2 G(F ) genannt, wenn es ein Matching  $ Æ gibt wie in 5.9 und (@)() :=

 1
() = z

H
().
Eigenschaften von Matchings
(5.12) Wenn
~
T
G

uber der Erweiterung E=F zerf

allt, kann man das Matching so
f

uhren, da g 2 G
sc
(E).
Beweis: Es gibt auf jeden Fall ein h 2 G
sc
(E), so da
~
T = h
~
T
G
h
 1
der vermit-
telnde Torus (aus (5.9.2)) des Matchings ist. Sei hÆh
 1
=: Æ
0
=: t
0


. Nach (3.8)
existiert ein w 2 W (T )


mit t
0
 w(t

) mod (1   

)T . Weil T

uber E zerf

allt,
ist Norm(
~
T ;G)(E)  ! W


surjektiv. Man

andere also h 2 G
sc
(E) so ab, da
P


(t
0
) = P


(t

). Dann exisiert t 2 T(

F ) mit Æ

= tt
0


t
 1
= thg
 1
Æ

gh
 1
t
 1
. Weil
Æ

stark regul

ar ist, hat man hg
 1
2 T (

F ), d.h. h(h)
 1
2 T (

F ). Somit kann man
das Matching

uber ,
~
T , h, t
0
f

uhren (statt

uber ,
~
T , g, t

).
(5.13) Seien 

; 
0
2 L(

F ) beide F{Splitting stabilisierend. Dann gibt es h 2
G
sc
(

F ) und z 2 Cent(G), so da inth 2 G
ad
(F ) und 
0
= zh

h
 1
. (Denn je zwei
F{Splittings sind G
ad
(F ){konjugiert und ein Splitting legt den ihn stabilisierenden
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Vertreter in L bis auf einen zentralen Faktor fest.)
Falls es ein Matching  $ Æ unter Benutzung von 

(in 5.9.1) gibt, existiert auch
ein Matching (
 1
Æ P


)(z)
 1
 $ Æ, in dem 
0
der Automorphismus ist. (Dabei ist

 1
Æ P


: Cent(G)! Cent(H) die nat

urliche Abbildung aus (5.6).)
Denn man kann die Daten aus 5.9 ersetzen durch
(1) 
0
= zh

h
 1
(2) T
0
:= hTh
 1
ist ein 
0
{stabiler F{Torus und inth Æ  : T
H

 ! T


inth
  ! T
0

0
ist
zul

assig (und wohldeniert), denn inth induziert den rechten F{Isomorphismus
wegen
T
0

0
   ! T
0
inth
x
?
?
x
?
?
inth
T


   ! T
(3) t
0
:= ht

h
 1
z
 1
2 T
0
(F )
(4) g
0
= hg 2 G
sc
(F )
Behauptung 5.14. Wenn T und T
0
beide 

{stabile F{Tori sind und 
0
: T
H
! T
0


sowie  aus 5.9.2 beide zul

assige Isomorphismen sind, dann sind T


Æ
und T
0

Æ
stabil
konjugiert in G


Æ
.
Wenn man das Matching  $ Æ

uber 
0
f

uhren kann, gibt es sogar ein h 2 G


sc
(

F ),
so da 
0
= inth Æ .
Beweis: Man erh

alt einen F{Isomorphismus, wenn man die beiden zul

assigen Ab-
bildungen und Normabbildungen N


: t 7! t  

(t)    
l 1
(t) auf beide Fixtori
kombiniert zu
T
0

Æ
N


     T
0



0
     T
H

   ! T


N


   ! T


Æ
:
Daher sind die beiden

aueren Tori stabil konjugiert in G


Æ
nach der Charakteri-
sierung in (3.23) (f

ur den ungetwisteten Fall).
Seien 

, T
0
, 
0
, g
0
, Æ
0
, t
0
die Daten f

ur die zweite Realisierung des Matchings
 $ Æ. Weil Æ
0
= g
0
g
 1
Æ

gg
0 1
und Æ

konjugiert sind (in G(

F )), liegen nach
(3.8) P


(t

) = () und P


(h
 1
t
0
h) = (inth
 1
Æ 
0
)() in einem W


{Orbit von
T


, wobei h 2 G


Æ
sc
(

F ) einen F{Isomorphismus inth : T ! T
0
bewirkt. Weil 
bzw. Æ stark regul

ar sind, folgt inth
 1
Æ 
0
Æ 
 1
2 W
h

;Gal(

F=F )i
. Indem man h um
einen (

{invarianten) Vertreter dieses Elements der Weylgruppe ab

andert, hat man

0
= inth
0
Æ .
Behauptung 5.15. Sei Æ 2 L(F ) stark regul

ar,
~
T
G
:= Cent(G
Æ
;
~
G) der maximale
Torus zu Æ und E=F eine endliche Galoiserweiterung, die
~
T
G
zerf

allt. Die G(F ){
Konjugationsklassen der Elemente Æ 2 L(F ), die ein vorgegebenes  2 H(

F ) zum
Norm{Image haben, werden parametrisiert durch
Kern

H
1

 ; T
G
(E)
1 
T
G
    !
 
(1  
T
G
)T
G

(E)

 ! H
1

 ; G(E)


:
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Dabei ist (wieder)   := Gal(E=F ), T
G
:=
~
T
Æ
G
und 
T
G
:= intÆ auf T
G
.
Beweis: F

ur das Matching  $ Æ werden wieder 

, T , , g, Æ

, t

in ihren Eigen-
schaften aus Denition 5.9 benutzt.
Sei zuerst ein zweites Matching  $ Æ
0
gegeben. Dieses Matching werde gef

uhrt

uber 

, T , g
0
, Æ
0
, t
0
. Da man dieselben 

und T f

ur beide Matchings benutzen
darf, wurde in (5.13) und (5.14) bemerkt. Nach (5.12) darf man g, g
0
2 G
sc
(E)
annehmen!
Da  zugleich Norm{Image von Æ und Æ
0
ist, bedeutet, da Æ

und Æ
0
konjugiert sind
in
~
T . Also existiert ein t 2 T
G
(

F ), so da Æ
0
= gtg
 1
Æ

gt
 1
g
 1
= gtÆt
 1
g
 1
. Mit
h := g
0 1
g 2 G(E) hat man also Æ
0
= htÆt
 1
h
 1
. Klarerweise ist h
 1
(h) 2 T
G
und
(1 
T
G
)t = tÆt
 1
Æ
 1
= h
 1
Æ
0
hÆ
 1
2 T
G
(E). Daraus folgt (ht)
 1
(ht) 2 G
Æ
= T

T
G
G
f

ur alle  2  . Daher hat man
1 = (1 
T
G
)

t
 1
h
 1
(h)(t)

= (1  
T
G
)

h
 1
(h)

 (1  )

(1 
T
G
)(t
 1
)

Also ist

h
 1
(h); (1  
T
G
)(t
 1
)

2 Z
1

 ; T
G
(E)
1 
T
G
    !
 
(1  
T
G
)T
G

(E)

:(i)
F

ur die andere Richtung sei neben demMatching  $ Æ ein h 2 G(E) und t 2 T
G
(

F )
gegeben, so da (i) gilt. Dann rechnet man nach, da Æ
0
:= htÆ(ht)
 1
2 G(F )
und  $ Æ
0
ein Matching ist. (Es wird gef

uhrt

uber 

, T , gh
 1
, int(gtg
 1
)Æ

,
t

 (1  

)(gtg
 1
), in den Bezeichnungen f

ur  $ Æ oben.)
Indem man zu zwei stark regul

aren Elementen Æ, Æ
0
2 L(F ), die ein gemeinsames
Element  zum Norm{Image haben, die Bizentralisatoren Cent(G
Æ
);
~
G) =
~
T bzw.
Cent(G
Æ
0
);
~
G) =
~
T
0
bildet, erh

alt man aus Behauptung 5.15 das
Korollar 5.16. Wenn zwei maximale Tori
~
T und
~
T
0
(bzw. zwei maximale kompakte
Untergruppen U
1
, U
2
von F{ratiionale Punkten zweier maximaler Tori), die

uber

uber F
0
zerfallen, jeweils stark regul

are Elemente enthalten, die beide dasselbe  2
H(

F ) als Norm{Image haben, dann sind
~
T und
~
T
0
(bz. U
1
und U
2
) halbstabil G(F
0
){
konjugiert.
Fundamentale Annahmen
(5.17) In dieser Arbeit wird
~
G und die endoskopische Gruppe H (aus (5.1) bzw.
(5.3)) nicht von der allgemeinsten Gestalt in [KS99] ben

otigt. Es werden folgende
vereinfachende Annahmen gemacht:
(1) Der K

orper F ist p{adisch.
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(2) G =
~
G
Æ
ist unverzweigt, d.h. quasisplit und zerf

allt

uber einer endlichen un-
verzweigten Erweiterung F
0
von F . Als innere Form G

mit F{Borelgruppe zu
G wird G = G

benutzt und der innere Twist  : G ! G

in [KS99] sei die
Identit

at.
(3)  2 L(F ) ist stark kompakt und es gibt ein 

2 L(F
0
) von endlicher Ordnung,
so da int

ein F{Splitting von G stabilisiert. Dabei ist L eine Zusammen-
hangskomponente, die
~
G erzeugt. Zudem sei 
0
(
~
G) ' Z=l, wobei p - l.
Nach 4.35 und der Jordanzerlegung 3.32 folgt daraus, da es ein residuell halb-
einfaches 
0
2 L(F ) gibt, das einen hyperspeziellen Punkt im Geb

aude B(G;F )
xiert.
(4) a 2 H
1
(W
F
;Cent(
^
G)) ist unverzweigt, genauer gesagt sogar Ination aus
H
1
(Gal(F
0
=F );Cent(
^
G)). Der assoziierte Charakter ! von G(F ) sei unit

ar.
(5) Die endoskopische Gruppe H ist ebenfalls unverzweigt und H =
L
H.
(6) Der durch die Einbettung  : H !
L
G w 7! m

(w)o w denierte 1{Kozykel
ist Ination von m

() 2 Z
1
(Gal(F
0
=F );
^
G).
(7) Die Restklassencharakteristik p von F ist gro, jedenfalls gr

oer als der (ab-
solute) Verzweigungsindex e
G
von G, der folgendermaen deniert ist: Zu den
endlich vielen Konjugationsklassen von maximalen F{Tori bestimme jeweils
den minimalen Verzweigungsindex e(E=Q
p
) unter allen Zerf

allungsk

orpern E.
Das kleinste gemeinsame Vielfache dieser Zahlen ist e
G
.
(5.18) Begr

undung dieser Annahmen: In diesem Abschnitt sei ausnahmsweise
F ein globaler K

orper. (Die Lokalisierungen an der Stelle  werden mit F

, G

, ...
bezeichnet.)
Die Annahmen (5.17) resultieren daraus, da man sich in dieser Arbeit f

ur fast alle
Stellen einer globalen Situation interessiert, und zwar:
Gegeben seien (G; ; a), das sind eine

uber einem Zahlk

orper F denierte zu-
sammenh

angende reduktiven Gruppe G, ein F{Automorphismus  von G und
a 2 H
1
(W
F
;Cent(
^
G)), der vorgegeben ist bis auf lokal triviale Kohomologieklas-
sen. Von  wird zus

atzlich angenommen, da das Bild von  endliche Ordnung in
Out(G) hat, d.h. die Einschr

ankung von  auf das Zentrum von G hat endliche Ord-
nung. Das ist eine (unwesentliche?) Einschr

ankung der globalen Situation! Weiter
sei ein globales endoskopisches Datum (H;H; s; ) gegeben. Dies ist (nach [KS99,
(2.1)]) verbatim so deniert wie in (5.3) mit einer Ausnahme: F

ur a
0
in (5.3.4) wird
nur lokale

Aquivalenz zu a gefordert.
Sei  : G

 ! G

ein innerer Twist zur quasisplit Form G

. W

ahle (und xiere) ein
F{Splitting spl
G

von G

und einen Automorphismus 

2 Aut(G

; spl
G

), der in
Out(G) dasselbe Bild hat wie  Æ  Æ  
 1
.
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Zu (2): Durch  : G ! G

ist ein 1{Kozykel  ( )
 1
2 Z
1
(F;G

ad
) deniert, der
(nach dem

ublichen Standardschlu) an fast allen Stellen zerf

allt, d.h. f

ur fast alle
Stellen  gibt es ein g

2 G

sc;
, so da intg

Æ  

: G


 ! G



uber F

deniert ist.
Damit kann man fast

uberall G


uber F

mit G


identizieren.
Da ein globaler Zerf

allungsk

orper von G

an fast allen Stellen unverzweigt ist, darf
man G

und H

fast

uberall unverzweigt annehmen.
Zu (6): Die Kozykel a und m

in (5.17) sind ebenfalls Lokalisierungen von globalen
Kozykeln an geeigneten Stellen. Da man sie als Inationen auaen kann, wird
z.B. f

ur m

in 5.53 gezeigt werden.
Zu (5): Da man unter den bisher diskutierten Annahmen H =
L
H annehmen darf,
wird in Korollar 5.55 gezeigt werden.
Zu (3): Zun

achst benutzt man das (technische)
Lemma 5.19. An fast allen Stellen  gibt eine (geeignete) endliche unverzweigte
Erweiterung F
0
=F

und ein 

2 L

(

F

), das die gesternte Aktion von L

bzgl.
eines (geeigneten) F

{Splittings spl von G

= G


bewirkt, so da
z
spl
()
Def
= 

(

)
 1
2 Z
1
(F
0
; Z)
(Das z
spl
ist die Restriktion des in (5.1) lokalen Kozykels auf Gal(

F

=F
0
).)
Beweis: Wenn  gut im Sinne von (2) ist und die F
0
=F

gen

ugend gro ist, hat man
id =  

( 

)
 1
= int(g
 1

(g

)) f

ur alle  2 Gal(

F

=F
0
). Dabei ist g

2 G

(

F

)
das aus der Begr

undung von (2). Also liegt das Bild von g

in G
ad
(F
0
).
W

ahle ein (globales) g

2 G

sc
(

F ), so da 

:= intg

Æ  Æ  Æ  
 1
ein F{Splitting
spl
G

von G

stabilisiert. Nachdem man eventuell endlich viele Stellen ausschliet
und F
0
=F

nochmals (unverzweigt) vergr

oert, darf man g

2 G

sc
(F
0
) annehmen.
F

ur fast alle  gilt



= int(g

)

Æ 

ÆÆ 
 1

= int
 


(g

)  (g

)

g
 1


Æ

intg

Æ 


Æ

Æ

intg

Æ 


 1
Weil G

und G



uber intg

Æ  

identiziert wurden (s.o), ist 

:= 

(g

)  (g

)


g
 1

 

ein Vertreter f

ur die gesternte Aktion von L

bzgl. spl
G

;
. Daher gilt f

ur
 2 Gal(

F

=F
0
)
z
spl
G

;
() =

(

)
 1
= 

(g

)  (g

)

 g
 1

 (g

)
| {z }
2Z
(g

)
 1

 (

(g

)
 1
)
=(1  

)
 
g
 1

(g

)

2 (1  )Z:
Die Annahme, da ein geeignetes 

2 L(F
0
) ein F{Splitting xiere, folgt nach
diesem Lemma mit Behauptung 4.27. Das man 

von endlicher Ordung annehmen
darf, folgt aus Korollar (4.35) nach eventueller unverzweigter Erweiterung von F
0
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sobald man in L(F

) stark kompakte Elemente hat. Das dies fast

uberall geht, soll
als n

achstes gezeigt werden.
An fast allen Stellen ist der globale innere Automorphismus 
l
2 G
ad
(F ) stark
kompakt. Daher ist auch 
Z

beschr

ankt f

ur fast alle , d.h. 

ist stark kompakt
nach (3.28). Weil H
1
(F; (G)) endlich mit zu p teilerfremder Ordnung angenommen
werden darf, gibt es ein l
1
2 NnpN , so da 
l
1

2 Bild[G(F

) ! G
ad
(F

)]. Da
dieser Homomorphismus in tJZ
p
verl

auft, gibt es ein stark kompaktes g 2 G(F

)


mit intg = 
l
1

. Indem man l
1
(gegebenfalls) prim zu p vergr

oert, kann man g
topologisch unipotent in G(F

)


annehmen. Weil p - l
1
, gibt es nach Korollar
3.30.4 ein topologisch unipotentes u 2 G(F

)


mit u
l
1
= g
 1
. Dann ist 
0
:= intuÆ
von endlicher Ordnung und man kann
~
G := G

o h
0
i denieren, versehen mit einer
Galoisstruktur, durch die 
0
2
~
G(F

). Dadurch gibt es einen Vertreter u
 1

0
2
~
G(F

), der auf G

den Ausgangsautomorphismus 

bewirkt.
Man darf aber nicht erwarten, da die Ordnung von 
0
(
~
G) gleich der Ordnung von


als

auerer Automorphismus ist. Dies zeigt das folgende
Beispiel 5.20. Sei G = Sl
4
,  := e
2i
16
. Weiter sei F ein Zahlk

orper oder p{adischer
K

orper, der i enth

alt und f

ur den die Kummererweiterung F ()=F den Grad 4 hat.
(Z.B. F = Q (i) oder F ein p{adischer K

orper, dessen Restklassenk

orper q Elemente
enth

alt, so da q  5 mod 16.) Sei
g

:=
 



 i
!
2 Sl
4
und J :=

 1
1
 1
1

:
Der Flipp ist 

(g) := J(
t
g
 1
)J
 1
. Sei
~
G = G o h

i so

uber F deniert, da


2
~
G(F ). Weiter sei  := g
 1

 

.
Dann deniert  = int einen F{Automorphismus der Ordnung 2 in Aut(G). Weil 
die Ordnung 8 hat, gibt es klarerweise eine reduktive F{Gruppe
~
G
0
, dieG (mit seiner
F{Struktur) als Einskomponente enth

alt und in der  als F{rationales Element
aufgefat werden kann. Man k

onnte z.B.
~
G
0
= Go hi nehmen. (Dann ist 
0
(
~
G
0
) '
Z=8.)
Allerdings gilt die
Behauptung:
~
G
0
ist keine F{Form von
~
G.
Beweis: Sei Z =
4
p
1 das Zentrum von G. Zur besseren Unterscheidung ist im
Folgenden 

:= int

auf
~
G. Weil 

auf Z durch Invertieren operiert, hat man
Z=(1   

)Z =
4
p
1=f1g ' Z=2. Sei  2 Gal(

F=F ) so, da seine Einschr

ankung
auf F () durch () = i festgelegt ist. Es gilt g

(g
 1

) =  i 62 (1  

)Z.
Zu zeigen ist, da es keine F{Form von
~
G gibt, so da g
 1



2
~
G(

F ) bez

uglich
der getwisteten Galoisaktion invariant wird. (Die Wahl von g
 1

modulo den vier
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zentralen Elementen ist unerheblich f

ur die kommenden

Uberlegungen.) Sei ( 7!
c

) 2 Z
1
(F;Aut(
~
G)). Wie schon in (5.18) bezeichne 

= c

Æ die mit c

getwistete
Galoisaktion auf
~
G. Weil
~
G nur innere Automorphismen hat, kann man eine 1{
Kokette  7! x

2 G(

F ) w

ahlen, so da c

= intx

Æ
n

mit n

2 f0; 1g.
Man sucht also insbesondere ein c

mit
g
 1



=  = 

() = c

 
(g
 1



)

= intx

Æ
n

 
  ig
 1




(ii)
=  i( 1)
n

 x


n

(g
 1

) 

(x
 1

)  

:
Dies

aquivalent zu


(x

)  t
n

= g

 x

 g
 1

;(iii)
wobei t
0
= i und
t
1
:=  i 

(g

)  g
 1

= 
 2


1
 i
 i
1

:
Benutze die Bruhatzerlegung G = UNTU , wobei T der Diagonaltorus, U die uni-
potenten oberen Dreiecksmatrizen und N ein Vertretersystem f

ur die Weylgruppe
W ist, so da Elemente aus W




{invariante Vertreter haben.
Sei x

= unt~u (mit u; ~u 2 U , t 2 T und n 2 N Vertreter f

ur w 2 W ). Dadurch sind
t und n eindeutig bestimmt. Dann folgt aus (iii)
u


|{z}
2U
n


|{z}
2

(N)
t


t
n

| {z }
2T
t
 1
n

~u


t
n

| {z }
2U
= g

ug
 1

| {z }
2U
n
|{z}
2N
w
 1
(g

)  g
 1

 t
| {z }
2T
g

~ug
 1

| {z }
2U
(iv)
Indem man zuerst die Bruhatzelle betrachtet, sieht man Bw


B = BwB. Also
ist w 2 W


. Die Repr

asentanten von W


sind oben in N \G


gew

ahlt worden.
Daher folgt aus (iv) (wegen der Eindeutigkeit des Torusanteils der Bruhatzerlegung)


(t)  t
n

= w
 1
(g

)  g
 1

 t:
Wenn also ein Twist c

existiert mit der Eigenschaft (ii), mu es notwendig w 2 W


und n

2 f0; 1g geben, so da
t
n

 g

w
 1
(g

)
 1
2 (1 

)T =
n
Diag(x; x
 1
; x
 1
; x)


x 2 G
m
o
:
Weil man modulo (1   

)T rechnet und t
1
  i (mod (1   

)T ), sucht man
w 2 W


, so da es x gibt mit

x
x
 1
x
 1
x

= y  g

 w
 1
(g

)
 1
= y 
 



 i
!
 w
 1

 

 1

 1

 1
i
 1
!

:
wobei y 2 fig. Weil w die Eintr

age nur permutiert, kann man aus der zweiten oder
dritten Zeile x
 1
= y ablesen. Kein w erlaubt aber den ersten Eintrag zu x =  y
zu machen. Widerspruch.
Also kann es kein x

geben, so da (ii) gilt. Somit gibt es kein getwistetes 

, das
g
 1



invariant liee.
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Denition von 
I
, 
II
und 
IV
(5.21) Ab nun ist bis (5.47) ein Matching H(F
0
) 3  $ Æ 2 L(F ) stark regul

arer
Elemente fest vorgegeben und alle Bezeichnung von (5.9) werden benutzt. Dabei
wurden folgende Wahlen gemacht:
 z

H
() = 
 1
() 2 Z
1
(F;Cent(H)) wird nicht gew

ahlt, wenn das Matching
 $ Æ bekannt ist. Wenn aber nur Æ festliegt und man unter mehreren
m

oglichen Norm{Images ausw

ahlen mu/will, w

ahlt man z

H
. In Kapitel 8
wird das so gemacht.
 

2 L(F
0
) ist Vertreter eines Automorphismus' 

, der ein F{Splitting stabi-
lisiert, so da gilt: 

(

)
 1
geht auf z

H
() unter der nat

urlichen Abbildung
Cent(G)! Cent(H) (aus (5.6)). Ein zweites 

2
hat die Gestalt 

2
= zh

h
 1
mit inth 2 G
ad
(F ) und z 2 Cent(G), so da z(z)
 1
2 (1   

) Cent(G).
(Denn je zwei F{Splittings sind G
ad
(F ){konjugiert und ein Splitting legt den
ihn stabilisierenden Vertreter in L bis auf einen zentralen Faktor fest.)
 spl
G
= (B ;T; fX

g) ist ein 

{stabiles F{Splitting. Es ist bis auf G


ad
(F ){
Konjugation bestimmt. Genausogut kann man statt dessen auch das Splitting
spl
G


sc
= (B


sc
;T


sc
; f
P
2I
X

g) von G


sc
w

ahlen, denn spl
G
ist eindeutig
bestimmt durch spl
G


sc
. (Das folgt aus (3.11) und weil die fX

g linear un-
abh

angig sind in g.)
  : T
H
! T


ist ein zul

assiger Isomorphismus von T
H
auf die 

{Koinvarianten
T


= T=(1   

)T eines 

{stabilen F{Torus' T . Dieser Torus ist bestimmt
bis auf stabile Konjugation von T


sc
in (G


)
sc
. Damit ist  bestimmt bis auf
Nachschalten von inth mit h
 1
(h) 2 T


sc
.
 Die Borelgruppen (B, B
H
, B
H
, B) sind in (5.5) nur zur Rigidizierung der
zul

assigen Einbettung gew

ahlt worden. Ihre Wahl geht nur

uber  in die De-
nition der Transferfaktoren ein, nicht direkt. Sie werden also nicht beachtet.
 g aus der Denition 5.9 ist (nach Vorgabe von T ) nur bestimmt als Element
der Doppelnebenklasse T
sc
(

F )nG
sc
(

F )=Norm(T;G)(F ).
 t

= gÆg
 1

 1
= Æ


 1
2 T (

F ) wird nach den Wahlen von g und 

selbst
nicht mehr gew

ahlt.
 -Data f

ur (T;G)
I
. Da man f

ur sie nur die Galoisaktion braucht, die T


auf
dem Wurzelsystem induziert, werden die {Data genaugenommen zur stabilen
G


sc
-Konjugationsklasse von T


sc
gew

ahlt (und nicht zu T selbst).
 a{Data f

ur (T;G)
I
. Wie die {Data werden sie zur Galoisaktion von T


sc
auf 
I
gew

ahlt. Die a{Data (und {Data) f

ur (T
H
; H) sind nach Wahl von
 festgelegt durch die Identikation von (T
H
; H) als Teilmenge von (T;G)
I
in 5.7.
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Dabei sei wie stets I := h

i.
Denition 5.22. Sei M Levigruppe einer 

{stabilen Parabolischen P  G, und
Æ 2 Norm(P;
~
G)(F ) \ L halbeinfach. Dann ist die Harish{Chandra{Diskriminante
deniert als (j  j
F
wurde in (1.1) normiert)
D
G=M
(Æ) :=



det(1  Ad(Æ))


LieG=LieM



1
2
F
:
(5.23) Denition von 
IV
:

IV
(; Æ) :=
D
G=T
G
(Æ)
D
H=T
H
()
=
D
G=T
(t



)
D
H=T
H
()
Dieser Faktor h

angt von keiner der Wahlen ab.
(5.24) 
II
ist deniert als der Quotient von
Y
 P
I
();
 nicht vom
Typ III

P
I
()

S
I
(t

)  1
a
P
I
()


Y
 P
I
();
 vom Typ III

P
I
()

S
I
(t

) + 1

;
wobei die Produkte (insgesamt)

uber alle  {Orbiten von Wurzeln aus (G)
I
=
P
I
((T;G)) genommen werden, durch
Y
 
H
(H)


H


H
()  1
a

H

:
Hierbei wird

uber alle  {Orbiten von Wurzeln aus (T
H
; H) multipliziert.
Der Z

ahler h

angt nicht { wie es scheinen mag { von t

ab, denn jedes t
0
2 T (F )
mit P


(t
0
) = () 2 T


(F ) produziert dasselbe S
I
(t
0
) = S
I
(t

). (Weil (t

)  t

modulo (1   

)T  KernS
I
, ist S
I
(t

) auch unabh

angig vom Repr

asentanten 
des  {Orbits.)
Der Faktor 
II
h

angt von den Wahlen der {Data und der a{Data ab, aber sonst
von nichts. Genaueres wird bei 
I
und 
III
gesagt.
(5.25) Denition von 
I
: Dieser Faktor wird nicht in G gebildet, sondern in
den 

{Invarianten der einfach zusammenh

angenden

Uberlagerung von G
der
. Im
Folgenden wird immer (G
sc
)


durch G


sc
abgek

urzt. (Nach Steinberg h

angt diese
Gruppe zusammen.) Sei
h; i
TN
: H
1

 ; (T
sc
)



 
0

((T


sc
)
^
)
 

! C

die Tate{Nakayama{Paarung. Dann ist

I
(; Æ) := h
fa

g
(T


sc
); s
T;
i
TN
;
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wobei die beteiligten  und s nun deniert werden.
Zu : W

ahle ein h 2 G


sc
(F ), so da inth : T


sc

 ! T


sc
. F

ur  2   = Gal(

F=F )
bezeichne

T
:= inth
 1
Æ  Æ inth = int(h
 1
(h)) Æ  =: !
T
() Æ  2 W (T


sc
; G


sc
)o  
die auf T


sc
zur

uckgezogene Aktion von  auf T


sc
. Nach [LS87, (2.3)] kann man
diese Aktion mit Hilfe von a{Data f

ur (G


sc
; T


sc
)  P
I
((G; T )) liften zu einem
Homomorphismus
 
T
:= f
T
j  2  g  ! Norm(T


sc
; G


sc
)(

F )o  

T
7 !

Q
2(G)
+
I

 1
T
>0
a

_


 n

int(h
 1
(h))

o 
wobei n(:::) 2 Norm(T


sc
; G


sc
) der Steinbergrepr

asentant in G


sc
f

ur den Weylgrup-
penanteil von 
T
ist. Daher deniert

fa

g
(T


sc
)() = h 

Y
2(G)
+
I

 1
T
>0
a

_


 n

int(h
 1
(h))



h
 1
(h)

 1
 h
 1
einen Kozykel  2 Z
1
( ; T


sc
). Nach [LS87, (2.3)] h

angt die Kohomologieklasse von
 nur von der Wahl des Splittings spl
G


sc
ab und nicht von den sonstigen Wahlen (a{
Data, h). Die zum F{Splitting (intg)(spl
G


sc
) berechnete Klasse von  unterscheidet
sich von der zu spl
G


sc
berechneten um  7! g
 1
(g) 2 Cent(G


sc
).
Zu s: Man beobachtet (unter den Vereinbarungen (5.5))
((T
sc
)


sc
)
^
' ((
^
T )
ad
)
^

= (T
ad
)
^

ad
(wobei
^
T
ad
=
^
T=Cent(
^
G)). Sei s
T;
das Bild von s 2 T (aus dem endoskopischen
Datum) unter T ! T
ad
! (T
ad
)
^

ad
. Aus der letzten Bedingung in (5.3.4) folgt,
da s
T;
 {invariant ist (vgl. [KS99, Lemma 4.2.A.]). Daher erh

alt man durch
Projektion ein s
T;
2 
0
(((T


sc
)
^
)
 
).
Anmerkung: Im Allgemeinen ist G


sc
= (G
sc
)


nicht einfach zusammenh

angend.
Aber  l

at sich eindeutig liften nach H
1
( ; ((T
sc
)


)
sc
), denn 
_
2 ((G)
I
)
_

X

((T


sc
)
sc
) und die Steinbergrepr

asentanten werden eigentlich immer in der einfach
zusammenh

angengenden

Uberlagerung gebildet. Die Mehrdeutigkeit beim R

uckzug
von h nach (G


sc
)
sc
schl

agt sich nicht auf die Kohomologieklasse des geliften 
sc
durch, denn sie liegt im Zentrum. (Zu Beginn des Beweises von [KS99, Theorem
4.6.A] bemerken die Autoren, da es nicht n

otig sei, zu (G


sc
)
sc

uberzugehen.)
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(5.26) Abh

angigkeit des Faktors 
I
von den Wahlen: Oensichtlich ist 
I
unabh

angig von der Wahl des Vertreters 

f

ur 

. Er ist aber auch (klarerweise)
unabh

angig von 

in dem Sinne, da er sich nicht

andert, wenn bei der Berechnung

ubergeht von (

; spl
G
; ; fa

g; ; Æ) zu
(int
~
h Æ

Æ int
~
h
 1
;
~
hspl
G
~
h
 1
; int
~
h Æ ; fa
Æint
~
h
g; ; Æ)
f

ur
~
h 2 G
sc
mit int
~
h 2 G
ad
(F ).
Nach [KS99, (4.2)] und [LS87, (2.3)] h

angt 
I
bei xiertem 

nur ab von der Wahl
des 

{stabilen F{Splittings, von der zul

assigen Einbettung  : T
H
! T


und den
a{Data f

ur (G)
h

i
.
Im Beweis von [KS99, Theorm 4.6.A] wird gezeigt, da 
I

II
unabh

angig von den
a{Data ist. Die Abh

angigkeit von  wird von 
III
neutralisiert: Genaueres steht in
5.37(2) und (3) unten.
(5.27) Normierung von 
I
: F

ur unverzweigtes G kann man nach Wahl eines
hyperspeziellen Punktes x 2 B(G;F ) den Faktor 
I
= 
x
I
normieren, d.h. von
allen (anderen) Wahlen befreien. Es ist ja nur noch die Wahl des Splittings zu
ber

ucksichtigen.
Die Normierung besteht in der Forderung, da
(1) 

den Punkt x xiert.
(2) das F{Splitting spl
G


sc
geliftet ist von G bzgl. i
 1


(x) 2 B(G


sc
; F ). (Vgl.
Denition 4.14.)
Wegen Satz 4.21.b ist der Punkt i
 1


(x) hyperspeziell in B(G


sc
; F ).
Behauptung 5.28. Der so normierte Faktor 
x
I
h

angt nicht ab von spl
G
mit den
Eigenschaften (5.27.2).
Beweis: Seien spl und spl
0
zwei bzgl. i
 1


(x) geliftete F{Splittings von G


sc
. Weil
je zwei F{Paare G


sc
(F ){konjugiert sind, kann man f

ur die Berechnung von 
I
o.E. annehmen, da beide Splittings ein gemeinsames F{Paar haben, d.h. spl =
(B
1
;T
1
; fX

g) und spl
0
= (B
1
;T
1
; fb

X

g) f

ur b

2 O

F
.
Nach Lemma 4.28 gibt es eine unverzweigte Erweiterung F
00
=F und ein t 2 T
1
(F
00
)
c

G


sc
(F
00
), so da (intt)(spl) = spl
0
. In der Berechnung von 
I
wirken sich die Split-
tings nach [LS87, (2.3.1)] folgendermaen aus:

a

(T


sc
; spl
0
) = 
a

(T


sc
; spl)  ( 7! t(t)
 1
):
Daher sind beide Kohomologieklassen gleich, denn die Klasse von t(t)
 1
liegt in
H
1
(F
00
=F; T


sc
(F
00
)
c
) = 1 (nach 3.39).
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Denition von 
III
Hier ist die Generalannahme H =
L
H aus (5.17) entscheidend. Sie erspart die
Verwendung der allgemeinsten Denition von 
III
aus [KS99, (4.4)]. F

ur den Fall
z

() = 1 (bzw. bereits wenn 

in
~
G(F ) gew

ahlt werden kann) vereinfacht sich
dieser Faktor noch einmal betr

achtlich. (Vgl. [KS99, (5.3)].)
F

ur 
III
hat man nur einen relativen Transferfaktor, der zwei Matchings miteinander
vergleicht. Im n

achsten Abschnitt wird eine M

oglichkeit vorgestellt (durch Wahl
besonders einfacher Vergleichsmatchings) 
III
nur einem Matching zuzuordnen mit
nur einer zus

atzlichen Abh

angigkeit von der Wahl eines hyperspeziellen Punktes
x im Geb

aude. In diesem Abschnitt wird der relative Faktor 
III
(; Æ; ; Æ) nach
[KS99, (4.4)] vorgestellt.
(5.29) Notation: Sei C eine Gruppe und f : A ! B eine C{Abbildung von
C{Moduln. Sei H
r
(C;A
f
 ! B) die r{te Hyperkohomologiegruppe des Komplexes
::: ! A ! B ! 0::::, bei dem auer A im Grad 0 und B im Grad 1 nur 0 stehen.
1{Hyperkozykel werden folgendermaen geschrieben:
Z
1
(C;A
f
 ! B) =
 
 7! a(); b

2 Z
1
(C;A)B j f(a()) = b
 1
(b)
	
:
Dabei sind 1{Hyperkor

ander Elemente der Form ( 7! a
 1
(a); f(a)). Gebraucht
werden wird die (lange) exakte Sequenz
:::

f
 ! H
0
(C;B)
j
 ! H
1
(C;A
f
 ! B)
i
 ! H
1
(C;A)

f
 ! ::::
b 7! (0; b); (a(); b) 7! a()
(5.30) Ein zweites (Vergleichs{) Matching: Sei  $ Æ ein weiteres Matching
stark regul

arer Elemente. Alle Daten aus (5.9) sowie die {Data f

ur dieses Matching
erhalten einen Balken: g, T ,
^
T , , usw. Allerdings werden f

ur beide Matchings
dasselbe 

, spl
G
und alle Konventionen aus (5.5) gemeinsam benutzt. Inwiefern 
III
davon abh

angt wird in (5.37) angegeben. Insbesondere ist die zul

assige Einbettung
T
H

 ! T


(dual) verbunden mit Identikationen
^
T
H
' T
H
'
^
T
H
und
^
T ' T '
^
T ;
die (selbstverst

andlich) nicht die Galoisoperationen respektieren m

ussen. Aber im-
merhin werden sie (und die dualen

F{Identikation T ' T ) ben

utzt, um Elemente
ohne notationelle Kennzeichnung in all den identizierten Tori als gleich aufzufassen.
(5.31) Die Tori S und U : Sei
C := Cent(G); C
sc
:= Cent(G
sc
) und
^
Z := Cent(
^
G)
Æ
!
Zur Erinnerung: T
ad
= T=C. Man deniert (vgl. [LS90, Beweis von 3.5.A])
S := T  T
.n
(z; z
 1
)


z 2 C
o
und U := T
sc
 T
sc
.n
(z; z
 1
)


z 2 C
sc
o
:
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Betrachte
T  T  ! S

 ! T  T
ad
(t;

t) 7 ! (t; t) mod C 7 ! (t  t; t mod C)
(v)
Die linke Abbildung ist galois

aquivariant, die rechte (Isomorphie) ist (nat

urlich)
nicht

uber F deniert. Aber der Isomorphismus erm

oglicht eine Identikation von
^
S mit
^
T 
^
T
sc
. Dabei ist mit
^
T
sc
strenggenommen der Torus (
^
T )
sc
in der einfach
zusammenh

angenden

Uberlagerung (
^
G)
sc
der derivierten Gruppe von
^
G gemeint.
(Denn X

((
^
T )
sc
) = Z[
_
(
^
G)] = Z[(G)] = X

(T
ad
).)
Durch die Beteiligung des Isomorphismus aus (v) ist die Galoisaktion auf
^
S =
^
T
^
T
sc
etwas verwickelt. Dual zu (v) hat man
^
T 
^
T
^
S
^
T 
^
T
sc

(t; t  pr(t
sc
))

(t; t
sc
)

(
T
(t); 
T
(t  pr(t
sc
)))

S
(t; t
sc
)
Als von S herkommende Galoisaktion 
S
auf
^
S ergibt sich daraus:

S
(t; t
sc
) =


T
(t); 
T
(
~
t)
 1

T
(
~
t)
T
(t
sc
)

;
wobei
~
t 2 (
^
T )
sc

^
Z ein Lift von t 2 (
^
T )
der

^
Z ist und 
T
, 
T
die von T bzw.
T herkommendene Aktion von  2 Gal(

F=F ) auf
^
T ' T '
^
T ist. (Beachte:
^
Z := Cent((
^
G))
Æ
ist ein Torus!)
Analoges gilt f

ur die Aktion 
U
auf
^
U = (
^
T )
ad
 (
^
T )
sc
.
(5.32) Kottwitz{Shelstad{Paarung: Kottwitz und Shelstad konstruieren in
[KS99, Appendix A] eine Paarung h; i
KS
von 1{Hyperkohomologiegruppen:
H
1
(F; U
1 
 ! S)H
1
(W
F
;
^
S
1 
^

 !
^
U)  ! C

:(vi)
Dabei ist genauer 1  : U
Proj.
   ! S
1 
  ! S und 1 
^
 :
^
S
1 
^

  !
^
S
Proj.
   !
^
U . Die Paarung
kombiniert die Langlandsdualit

at aus (3.34)
h; i
L
: H
1
(W
F
;
^
S) S(F )! C

und die Tate{Nakayama{Paarung
h; i
TN
: H
1
(F; U) 
0
(
^
U
 
)! C

:
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Genauer gilt nach [KS99, (A.3.13+14)]
hj(t); z^i
KS
= ht;
^
i(z^)i
 1
L
und hz;
^
j(
^
t)i
KS
= hi(z);
^
ti
TN
;(vii)
wobei i, j (bzw.
^
i,
^
j) die Abbildungen aus der Spektralsequenz (5.29)
:::! H
0
(F; S)
j
 ! H
1
(F; U ! S)
i
 ! H
1
(F; U)! :::(viii)
bzw.
:::! H
0
(W
F
;
^
U)
^
j
 ! H
1
(W
F
;
^
S !
^
U)
^
i
 ! H
1
(W
F
;
^
S)! :::
sind (vgl. (5.29)). Dabei wurde
^
t 2
^
U
W
F
mit seinem Bild in 
0
(
^
U
 
) identiziert.
(5.33) Denition von 
III
: Im Folgenden werden V () 2 Z
1
(F; U
1 
  ! S) und
A(w) 2 Z
1
(W
F
;
^
S
1 
^

 !
^
U) deniert. Dann ist

III
(; Æ; ; Æ) := hV (); A(w)i
KS
:
(5.34) Denition von V (): Der 1{Hyperkozykel mit Klasse in H
1
(F; U
1 
  ! S)
wird konstruiert durch
v() = g(g)
 1
2 T
sc
(

F ) g wie in (5.9).
In G rechnet man (mit z

()
Def
= 

(

)
 1
aus (5.2))
z

()t

(t

)
 1
= Æ

(Æ

)
 1
= Æ

 (gÆg
 1
)
 1
= Æ

(g)g
 1
Æ
 1
g(g)
 1
= (1  

)v():
Analoges gilt f

ur das zweite Matching. (Man mu nur g, v, Æ

, Æ, t

mit Balken
versehen!) Also nehme
V () :=

 
v
 1
(); v()

; (t

; t
 1
)

2 Z
1
(F; (T
sc


T
sc
)=C
sc
| {z }
=U
1 
 ! (T 

T )=C
| {z }
=S
):
(5.35) Denition von A(w):
Die Konstruktion eines 1{Hyperkozykels in Z
1
(W
F
;
^
S
1 
^

 !
^
U) ist komplizierter. Zu-
erst werden zwei Homomorphismen 
T
H
; 
T
deniert. Durch die Wahl von {Data f

ur

_
(
^
H; T
H
), versehen mit der Galoisaktion durch die Identikation 
_
(
^
H; T
H
)
1 1
 !
(H; T
H
), hat man nach Langlands Satz 3.41

T
H
:
L
T
H
,!
L
H :
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Die zweite Abbildung entsteht aus

T
:
L
T
H

   
L
(T


) ,! G
^
Æ
oW
F
,!
L
G :
Hierbei ist die linke Abbildung dual zur zul

assigen Einbettung T
H
~!T


, die mitt-
lere geschieht durch die Wahl von {Data f

ur 
_
(
^
G
^
Æ
; T
^
Æ
)  ((
^
G; T )
^

)
_
1 1
 !
(
_
(G; T )


)
_
nach Langlands (3.41), und die letzte Inklusion ist klar. Nun hat
man folgende Situation:
L
T
H

T

T
(
L
T
H
)  T
L
G
L
T
H


T
H

T
H
(
L
T
H
)
L
H

Hierin wird a
T
2 Z
1
(W
F
;
^
T ) deniert als der Fehler zwischen 
T
H
und 
T
, n

amlich
a
T
(w)  
T
(w) = ( Æ 
T
H
)(w) (f

ur w 2 W
F
):
Analog wird a
T
deniert als a
T
(w) = 
T
(w)
 1
 ( Æ
T
H
)(w), wobei 
T
H
:
L
T
H
,!
L
H
durch {Data f

ur die Identikation (
^
H; T
H
)
1 1
 ! 
_
(H; T
H
) konstruiert wird und

T
:
L
T
H

 !
L
(T


) ,!
L
G durch {Data f

ur (
^
G)
I
1 1
 ! 
_
(G; T )


und die
zul

assige Einbettung T
H

 ! T


(analog zu oben).
In [KS99, Lemma 4.4.B] wird gezeigt, da
(1) a
T
(w)a
T
(w)
 1
sich (nat

urlich/eindeutig) liften l

at zu x
sc
(w) 2 Z
1
(W
F
;
^
T
sc
).
(2) (1 
^
)

a
T
(w); x
sc
(w)

= (s; 1)  
U

(s
 1
; 1)

so da der angek

undigte 1{Hyperkozykel ist:
A(w) :=

 
a
T
(w); x
sc
(w)

 1
; (s; 1)

2 Z
1
(W
F
;
^
T 
^
T
sc
| {z }
=
^
S
1 
^

 ! (
^
T )
ad
 (
^
T )
sc
| {z }
=
^
U
):
(5.36) Eigenschaften von x
sc
(w): Von x
sc
(w) wird benutzt werden, da seine Ko-
homologieklasse trivial bzw. unverzweigt ist, falls sowohl a
T
(w) als auch a
T
(w) die
jeweilige Eigenschaft haben. Auerdem werden folgende Kompatibilit

aten benutzt:
D
 
a
T
(w); x
sc
(w)

;
 
1; t

E
L
=
D
a
T
(w); t
E
L
;(ix)
wobei links die Langlandspaarung f

ur S steht und rechts die Langlandspaarung f

ur
T . Analog ist f

ur t 2 T (F )
D
 
a
T
(w); x
sc
(w)

;
 
t; 1

E
L
=
D
a
T
(w); t
E
L
:(x)
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Sowohl ((1; t) als auch (t; 1) m

ogen hierbei f

ur ihr Bild in T  T=Cent(G) = S
stehen. Alle diese Eigenschaften kann man an der Konstruktion in [KS99, Beweis
von Lemma 4.4.B] ablesen.
(5.37) Abh

angigkeit des Faktors 
III
von Wahlen: Der Faktor 
III
h

angt
(bei xiertem G, H,  $ Æ,  $ Æ) von der Wahl von 

, ,  und den verschiedenen
{Data ab. Alle anderen Wahlen haben (danach) (mehr oder weniger oensichtlich)
keinen Einu 
III
.
(1) 
III
h

angt nicht ab von 

: Genauer bleibt 
III
invariant, wenn man zu seiner
Berechnung von (

; ; Æ; T; ; f

g; ; Æ; T ; ; f

g)

ubergeht zu
(hz

h
 1
; ; Æ; hTh
 1
; inth Æ ; f
Æint h
 1
g; ; Æ; hTh
 1
; inth Æ ; f
Æint h
 1
g);
wobei z 2 Cent(G) und h 2 G
sc
, so da inth 2 G
ad
(F ) (und z(z)
 1
2
(1  

) Cent(G)).
Zum Beweis rechnet man V () mit dem alternativen 
0
= zh

h
 1
in (5.13)
aus: Mit den Bezeichnungen von dort und z

:= h(h)
 1
2 Cent(G
sc
) hat
man
v
0
() := (hg)(hg)
 1
= hg(g)
 1
h
 1
z

= inth(v())  z

und analog v
0
() = inth(v())  z

. Daher gilt in U = T
sc
 T
sc
=f(z; z
 1
)g
gerade (v
0
()
 1
; v
0
()) = (inth(v()
 1
); inth(v())). Ebenso ist
(t
0
; t
0 1
) = (ht

h
 1
z
 1
; (ht
 1
h
 1
z)) = (inth(t

); inth(t
 1
))
in S = TT=f(z; z
 1
)g. Also ist das bzgl. 
0
berechnete V () das durch inth 2
G
ad
(F ) auf die entsprechenden Tori zu T
0
 T
0
= inth(T  T )

ubertragene
V (), das mit 

berechnet wurde. Die restliche Ingredienz f

ur die Kottwitz{
Shelstad{Paarung A(w) wird in der dualen Gruppe berechnet, ist also un-
abh

angig von der Wahl von 

innerhalb seiner G
ad
(F ){Konjugationsklasse.
(2) 
I
(; Æ) 
III
(; Æ; ; Æ) ist nach [KS99, Beweis von Theorem 6.4.A] invariant,
wenn ( : T
H
! T


; f

g) ersetzt wird durch (inth Æ ; f
Æinth
 1
g) f

ur ein
h 2 G


sc
(

F ) mit h
 1
(h) 2 T


sc
(

F ).
(3) Analog bleibt 
I
(; Æ)
 1

III
(; Æ; ; Æ) dasselbe, wenn man zu seiner Berech-
nung statt ( : T
H
! T


; f

g
2(T )
I
) wie eben (inthÆ; f
Æinth
 1
g) benutzt
mit h
 1
(h) 2 T


sc
(

F ).
(4) 
II
(; Æ)
III
(; Æ; ; Æ) ist nach [KS99, Beweis von Theorem 6.4.A] unabh

angig
von den {Data f

ur (T )
I
.
(5) Ebenso ist 
II
(; Æ)
 1

III
(; Æ; ; Æ) unabh

angig von den {Data f

ur (T )
I
.
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Von allen anderen Wahlen f

ur die Denition der Transferfaktoren h

angt 
III
nicht
ab (a{Data, spl
G
, ...).
Lemma 5.38. Seien z
H
,z
H
die Bilder von z; z 2 Cent(G)(F ) unter der nat

urlichen
Abbildung Cent(G)(F ) Cent(G)


(F ) ,! Cent(H)(F ) aus (5.6). Dann gilt

III
(z
H
; zÆ; z
H
; zÆ) = ha
T
(w); zz
 1
i
L

III
(; Æ; ; Æ);
wobei auf beiden Seiten diesselben {Data und zul

assigen Einbettungen benutzt wer-
den.
Beweis: Beim

Ubergang von (; Æ; ; Æ) zu (z
H
; zÆ; z
H
; zÆ)

andert sich von allen
Zutaten zu 
III
aus (5.34) { (5.35) nur (t

; t
 1
) zu (zt

; (zt)
 1
) ' (zz
 1
t

; t
 1
) 2
S = T  T=Cent(G).
Der Quotient der beiden V () berechnet zu den jeweiligen Doppelmatchings ist also
j((zz
 1
; 1)) 2 H
1
(F; U ! S) und die Kompatibilit

at (vii) in (5.32) ergibt

III
(z
H
; zÆ; z
H
; zÆ)

III
(; Æ; ; Æ)
=
D
 
a
T
(w); x
sc
(w)

 1
; (s; 1)

; j((zz
 1
; 1))
E
KS
=
D
(a
T
(w); x
sc
(w)); (zz
 1
; 1)
E
L
(5:36)
=
(x)


a
T
(w); zz
 1

L
:
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(5.39) Wahlen f

ur diesen Abschnitt: Sei x 2 B(G;F ) hyperspeziell gew

ahlt,
so da ein 

2 L(F
0
) existiert, das zum einen x xiert und zum anderen ein F{
Splitting. Diese Daten werden im ganzen Paragraphen xiert. Sie existieren nach
der fundamentalen Annahme (5.17.3). Sei 

:= int

und F
0
ein Zerf

allungsk

orper
von G und H, endlich und unverzweigt

uber F . Wie

ublich bezeichnet (B ;T) ein


{stabiles F{Paar, das

uber F
0
zerf

allt, und
~
T = Cent(T


;
~
G). Insbesondere ist


2
~
T(F
0
)
x
.
(5.40) Weil es f

ur die folgende Konstruktion essentiell ist, sei hier erinnert, da man
W (T ;
^
G) undW := W (T; G) galois

aquivariant identiziert hat (durch die Denition
von
L
G), denn die Galoisaktion auf
^
G wird durch X

(T) = X

(T )

ubertragen.
Zudem geht die
^
{Aktion auf der einen Seite in die Aktion von 

auf der anderen
Seite

uber. Mit (3.7) darf man identizieren
W (T ;
^
G)
^

=W (T; G)


Def
= W


= W

(T


Æ
)
sc
; (G


Æ
)
sc

(xi)
so da die Galoisaktion auf allen Gruppen respektiert werden.
(5.41) "Der" Torus T

und erlaubte Tori: Hier soll zu x (und dem unver-
zweigten endoskopischen Datum) eine kanonische G(F ){Konjugationsklasse [
~
T

] ei-
nes F{Torus von G (mit gewissen Eigenschaften) zugeordnet werden. Innerhalb
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dieser Klasse werden die f

ur die Normierung von 
III
relevanten Tori als "erlaubt"
ausgezeichnet.
Wie in (5.8) gezeigt, deniert die endoskopische Einbettung  (wegen (5.17)) einen
Kozykel m

() 2 Z
1
(F
0
=F;Norm(T
^

;
^
G)). Nach den Identikationen (xi) in (5.40)
ist zu  durch m

() eine Kohomologieklasse !

() 2 H
1
(F
0
=F;W (T)


) zugeord-
net. Nach (3.23) deniert !

() eine schwach stabile Konjugationsklasse [
~
T

]
sch.st.
innerhalb der G(F
0
){Konjugationsklasse von
~
T.
Nach Satz 4.44 gibt es ein g 2 G
sc
(F
0
)
x
, so da intg(T) 2 [T

]
sch.st.
. Die G(F ){
Konjugationsklassen (innerhalb der schwach stabilen Konjugationsklasse) werden
beschrieben durch die Urbilder von !

() in H
1
(F
0
=F;N(
~
T)(F
0
)), wobei N(
~
T) =
Norm(
~
T; G). Man legt die G(F ){Konjugationsklasse von [
~
T

] fest durch die Forde-
rung, da der durch intg(T) = T

denierte Kozykel g(g)
 1
2 Z
1
(F
0
=F;N(
~
T)(F
0
))
Werte in G(F
0
)
x
haben soll. Diese Denition ist m

oglich wegen der Behauptung
5.42.b.
Ein Torus
~
T  [
~
T

] heit erlaubt, wenn er G(F
0
)
x
{konjugiert ist zu einem Torus
~
T
0
, dessen Einskomponente T
0
maximal F{split (in G) ist,

uber F
0
zerf

allt und f

ur
die T
0
(F
0
)
c
 G(F
0
)
x
gilt. Mit anderen Worten: T
0
ist generische Faser eines abge-
schlossenen Untergruppenschemas von G, wobei G nach Satz 4.5 gebildet ist, so da
G(O
F
0
) = G(F
0
)
x
.
Die Denition von [
~
T

]
sch.st.
ist unabh

angig von
~
T und (B ;T), denn je zwei F
0
{
Splittori sind F
0
{konjugiert und je zwei F{Paare sind G(F ){konjugiert. Daher ist
[
~
T

]
sch.st.
auch unabh

angig von 

(und von 

ohnehin), dennW

= Norm(
~
T; G)=T.
Die Konstruktion ergibt somit, da die Konjugationsklasse [
~
T

] nur von x 2 B(G;F )
(und dem endoskopischen Datum) abh

angt.
Behauptung 5.42.
(a) Es gibt ein g 2 (G


Æ
)
sc
(F
0
)
x
, so da
~
T

= intg(
~
T) in der G(F ){Konjugations-
klasse [
~
T

] aus (5.41) liegt. D.h. es gibt erlaubte Tori, die 

enthalten.
(b) Es gibt h

ochstens einen Lift von !

() nach H
1
 
F
0
=F;N(
~
T)(F
0
)

, der einen
Kozykel in n() 2 N(
~
T)(F
0
)
x
besitzt.
(c) Je zwei erlaubte Tori aus [
~
T

] sind G(F )
x
{konjugiert.
Beweis: Zu (a): Das wurde in Satz 4.44 gezeigt.
Zu (b): Seien n() und n
0
() zwei Lifts von !

() nach Z
1
(F
0
=F;N(
~
T)(F
0
)
x
). Es
reicht, zu zeigen, da es ein t 2 T gibt, so da
n
0
() = t  n()  (t) = t 

!

() Æ 

(t
 1
)  n() = tg
 1
 

gtg
 1

 1
 g  n():
wobei g 2 G(F
0
), so da !

() = int
 
g
 1
(g)

berandet.
Es soll also gezeigt werden, da der Kozykel (!) a() := gn
0
()n()
 1
g
 1
trivial
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ist in H
1
(F
0
=F; T

(F
0
)). Weil n() und n
0
() beide x xieren, liegt a() bereits in
H
1
(F
0
=F; T

(F
0
)
c
) = 1 (nach Lemma 3.39).
Zu (c): Sei
~
T

= g
~
Tg
 1
mit g 2 G(F
0
)
x
undW

:= W (T

; G) undN

= Norm(
~
T

; G) =
T

 Norm(T

; G)


. Zu zeigen ist, da der Kern von
H
1
(F
0
=F;N

(F
0
)
x
)  ! H
1
(F
0
=F;N

(F
0
))
trivial ist. Weil x hyperspeziell und 

{stabil ist, kann man W



 N

(F
0
)
x
auas-
sen. Daher hat man die exakte Sequenz
1  ! N

(F
0
)
x
 ! N

(F
0
)  ! T

(F
0
)=T

(F
0
)
x
 ! 1:
Weil T


uber F
0
zerf

allt, stiftet der Ordnungshomomorphismus den Isomorphismus
T

(F
0
)=T

(F
0
)
x
' X

(T

). Sei   = Gal(F
0
=F ). Der Ordnungshomomorphismus
ergibt auch T

(F )=T

(F )
x
' X

(T

)
 
, denn F
0
=F ist unverzweigt. Daher ist in der
langen exakten Sequenz (zu der kurzen oben)
1! N

(F )
x
! N

(F ) X

(T

)
 
! H
1
( ; N

(F
0
)
x
)! H
1
( ; N

(F
0
)):
Also ist die Injektivit

at oben bewiesen.
Denition 5.43. Gegeben sei ein hyperspezieller Punkt x im Geb

aude B(G;F ). Sei

x
III
(; Æ) := 
III
(; Æ; ; Æ);
wenn f

ur das Matching  $ Æ gilt
 Æ ist residuell halbeinfach, xiert x 2 B(G;F ) und ist stark regul

ar mod p.
(Vgl. 4.9)
 Cent(G
Æ
;
~
G) ist erlaubtes Element in der G(F ){Konjugationsklasse [
~
T

] aus
(5.41), das 

enth

alt.
und folgende Wahlen zur Berechnung von 
III
benutzt werden:
 

xiert x.
 Der Torus T in (5.9.1) ist erlaubt. Das geht nach Lemma 5.44.
 

(x) = ( 1)
val
F
(x)
f

ur alle x 2 F
unv
und alle  2 (G)
I
.
Die Wahl der {Data ist m

oglich, weil
~
T

unverzweigt ist (vgl. 3.43). Nach dem
folgenden Lemma 5.44 gibt es solche Matchings. Die Wohldeniertheit ist Satz 5.45.
Anmerkung: Aus der ersten Bedingung folgt, da auch  stark regul

ar und stark
kompakt ist. Wegen Lemma 5.44.a enth

alt T
H
:= Cent(;H) einen maximalen
F{Splittorus von H.
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Lemma 5.44. Sei
~
T

= g
~
Tg
 1
(mit g 2 G(F
0
)


x
) ein erlaubter Torus wie in 5.42
und T

=
~
T

Æ
.
(a) Es gibt eine zul

assige Einbettung T
H

 ! (T

)


.
(b) Es gibt ein stark regul

ares, stark kompaktes Element in
~
T

(F )\L, das x xiert.
(c) Es gibt ein Matching  $ Æ stark kompakter, mod p stark regul

arer Elemente
Æ 2
~
T

(F )
x
\ L,  2 T
H
(

F ) mit 
 1
() = z

H
().
Beweis: Zu (a): Dies ist gerade ein wesentlicher Teil der Konstruktion von T

in
(5.41). Man hat das kommutative Diagramm
X

(T
H
)

   ! X

(T


)    ! X

(T)
jj jj jj
X

(T
H
)

   ! X

(T
^
Æ
)
Inkl.
   ! X

(T )
F

ur  2 Gal(

F=F ) wird die Aktion 
T
H
auf den identizierten Gittern links

ubertragen nach rechts zu der Aktion !

() Æ 
T
. Durch (intg)

: X

(T

)

 ! X

(T)

ubertr

agt sich die von  auf X

(T

) induzierte Aktion zur Aktion int(g
 1
(g))Æ
T
=
!

() Æ 
T
auf X

(T). Daher ist die Zusammensetzung X

(T
H
) ,! X

(T

) ga-
lois

aquivariant.
Zu (b): Es gibt ein Æ 2
~
T(F ) \ L, das x xiert. (Das sieht man, indem man mit
Lemma 3.39 den Kozykel z

() := 

(

)
 1
2 Z
1
(F
0
=F;T(F
0
)
x
) zerf

allt.) Sei Æ
0
:=
gÆg
 1
2
~
T

(F
0
)
x
. Um nachzurechnen, da a() := Æ(Æ)
 1
2 Z
1
(F
0
=F; T

(F
0
)
c
),
zerlege Æ = k

. Dabei ist k 2 T
der
(F
0
)
x
und 

2
~
T(F
0
). Bezeichne n

:= g
 1
(g) 2
Norm(T


Æ
; G


Æ
). Dann rechnet man ( 2 Gal(F
0
=F ))
a() = Æ
0
(Æ
0
)
 1
= gk

n

(

)
 1
(k)
 1
(g)
 1
= z

()  gkg
 1
 (gkg
 1
)
 1
2 T

(F
0
)
x
:
Weil (nach 3.39) H
1
(F
0
=F; T

(F
0
)
c
) = 1, gibt es t 2 T

(F
0
)
x
, so da tÆ
0
2
~
T

(F )
x
.
Das Element tÆ
0
ist stark kompakt, weil es x xiert oder weil eine geeignete Potenz
in T (F )
c
liegt.
Indem man mit geeigneten Elementen s 2 T

(F )
x
(oder aus T


Æ

(F )) multipliziert,
kann man zudem noch erreichen, da stÆ
0
2
~
T

(F )
x
stark regul

ar (und stark kom-
pakt) ist.
Zu (c): Das ist eine direkte Konsequenz von (a) und (b). Sei n

amlich Æ 2
~
T

(F )
x
\L
stark regul

ar und stark kompakt. Deniere t

2 T

(

F ) durch Æ = t



. Sei P


(t

)
die Projektion von t

auf (T

)


. Das Urbild  von P


(t

) unter der zul

assigen
Einbettung aus Teil (a) ist Norm{Image von Æ.
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Satz 5.45. Der in 5.43 denierte Faktor 
x
III
(; Æ) ist wohldeniert: Er h

angt (auer
von x, G, H) nur ab von den Wahlen f

ur  $ Æ (n

amlich  : T
H
! T


und {Data
f

ur (G; T )


) und nicht von den Wahlen: 

, T 2 [
~
T

], Æ 2
~
T (F )
x
. (Alle anderen
Gr

oen werden durch diese festgelegt; auch die normierten {Data f

ur (G; T )


).
Beweis: Der Beweis setzt sich aus folgenden vier Aussagen zusammen. Sie sind
pr

aziser aber auch technischer als die Aussage des Satzes. Zur Bezeichnung im Fol-
genden sei gesagt: Wann immer das Referenzmatching mit den Daten (; Æ; ; T )
angegeben ist, besitzen diese Daten die Normierungseigenschaften aus Denition
5.43. Das Matching (; Æ; ; T ) wird abgek

urzt notiert, wenn es sich bei einer Mani-
pulation

uberhaupt nicht ver

andert.
(1) 
III

andert sich nicht, wenn es statt zu (

; ; Æ; ; f

g; ; Æ; T ; ; f

g) be-
rechnet wird zu
(hz

h
 1
; ; Æ; inth Æ ; f
Æint h
 1
g; ; Æ; hTh
 1
; inth Æ ; f
Æint h
 1
g);
wobei z 2 Cent(G) und h 2 G
sc
(F
0
)
x
, so da inth 2 G
ad
(F ).
(2) 
III

andert sich nicht beim

Ubergang von
(

; ; Æ; ; Æ; T ; ; f

g) zu (

; ; Æ; ; Æ
0
; T ; ; f

g);
wobei Æ 2
~
T (F ) und Æ
0
2 L(F )
x
ein G(F ){konjugiertes Element zu Æ ist.
(3) 
III

andert sich nicht beim

Ubergang von
(

; ; Æ; ; Æ; T ; ; f

g) zu (

; ; Æ; ; Æ; T
0
; 
0
; f

g);
wobei das modizierte Referenzmatching lediglich

uber eine andere zul

assige
Einbettung 
0
: T
H
! T
0


gef

uhrt wird. Ansonsten seien beide Referenzmat-
chings von der in 5.43 geforderten Form.
(4) 
III

andert sich nicht beim

Ubergang von
(

; ; Æ; ; Æ; T ; ; f

g) zu (

; ; Æ; 
0
; Æ
0
; T ; ; f

g);
wobei 
0
$ Æ
0
ein Matching ist, das

uber  gef

uhrt werden kann und die
Eigenschaften der Normierung aus Denition 5.43 hat.
Die Aussage (1) wurde in (5.37) bewiesen.
Bei allen vier Modikationen kann der Anteil A(w) 2
^
U in der Kottwitz{Shelstad{
Paarung zu 
III
f

ur beide Doppelmatchings benutzt werden. Daher wird unten
nur die Auswirkung der Modikationen auf V () analysiert. Es ist zu zeigen, da
hV ()V
0
()
 1
; A(w)i
KS
= 1, wobei V () f

ur das erste (linke) Doppelmatching be-
rechnet wird und V
0
() f

ur das modizierte (rechte Doppelmatching).
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Zu (2): Sei h 2 G(F ), so da Æ
0
= hÆh
 1
. Die restlichen Bezeichnungen f

ur die
Matchings seien
t

t



= Æ
() 2
T


T
~
T
~
T
0
G
=: Cent(G
Æ
;
~
G)
intg
0
t
0
t
0


Æ
0
Dann existiert ein t
1
2 T (

F ), so da t
0
t
 1
= (1  

)t
1
, d.h. t
1
Æt
 1
1
= t
1
t



t
 1
1
=
t
0


= g
0
Æ
0
(g
0
)
 1
= g
0
hÆ(g
0
h)
 1
. Daher ist t
2
:= t
 1
1
g
0
h 2 T


(

F ). Sei t := t
1
t
2
2 T .
Dann ist
V ()V
0
()
 1
=

 
v()
 1
; 1

;
 
t

; t
 1




 
v()
 1
; g
0
(g
0
)
 1

;
 
t

; t
0 1


 1
=

 
1; (g
0
)g
0 1

;
 
1; t
0
t
 1


=

 
1; t
 1
(t)

;
 
1; (1  

)t


ein 1{Korand in Z
1
(F; U
1 

   ! S).
Zu (3): Nach (5.14) gibt es ein h 2 G


sc
, so da 
0
= inthÆ. Weil Æ stark regul

ar mod
p ist, hat man die Schl

usse in (5.14) auch f

ur die reduzierte Gruppe G 
O
F
(F
0
) =
G und die reduzierte Gruppe
~
G = G o h

i. (

2
~
G(F
0
)
x
!) Daher darf man
h 2 G


sc
(F
0
)
x
annehmen.
Durch t



= gÆg
 1
2
~
T und t
0


= g
0
Æg
0 1
2
~
T
0
werden alle Bezeichnungen f

ur
V () und V
0
() bereitgestellt. Da P


(h
 1
t
0
h) = () = P


(t

), existiert ein
t 2 T (

F ) mit
h
 1
t
0
h

= h
 1
t
0


h = tt



t
 1
= tgÆ(tg)
 1
:
Identiziere durch inth
 1
: T
0
! T die beiden Tori (

uber F ). Dann gilt
V
0
() =

 
v()
 1
; (inth
 1
)[htg(htg)
 1
]

;
 
t

; t
 1
 (1  

)t
 1


=V () 

 
1; (h)
 1
h

;
 
1; 1




 
1; t(t)
 1

;
 
1; (1  

)t
 1


:
In der letzten Zeile stehen auer V () nur Kor

ander, denn (h)
 1
h liegt inH
1
(F
0
=F; T (F
0
)
x
) =
1 (wegen (3.39)). Daher sind V () und V
0
() kohomolog.
Zu (4): Nach Modikation mit (2) darf man annehmen, da Æ, Æ
0
2
~
T (F )
x
. Also ist
Æ
0
Æ
 1
=: t 2 T (F )
x
. Man hat
V
0
() = V ()  j
 
(1; t)

und mit der Kompatibilit

at (vii) aus (5.32) gilt


V ()V
0
()
 1
; A(w)

KS
=
D
j
 
1; t

 1
; A(w)
E
KS
=
D
 
a
T
(w); x
sc
(w)

 1
;
 
1; t

E
L
(5:36)
=
(ix)
ha
T
(w); ti
 1
L
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In Korollar 6.13 wird gezeigt werden, da a
T
(w) unverzweigt ist, weil die {Data f

ur
(T ;G)


unverzweigt sind. Da t stark kompakt ist, folgt mit (3.37) ha
T
(w); ti
L
= 1.
Zum allgemeinen Beweis sei nur gesagt, da man (falls n

otig) mit Modikation (1)
beginnen sollte und ab dann den gesternten Automorphismus hz

h
 1
=: 
0
bei-
beh

alt. Das so modizierte Doppelmatching sei (
0
; ; Æ; ; Æ; T
0
; 
0
; f

0
g). Hierin
gilt f

ur das (hintere) Referenzmatching T
0
2 [T
;
0
], denn diese G(F ){Konjuga-
tionsklasse wird (nach 5.42) charakterisiert durch die einzige Kohomologieklasse
mit Vertreter n
0
() 2 Z
1
(F
0
=F;N
0
(F
0
)
x
), wobei N
0
= Norm(T
0
0
; G) f

ur einen (ir-
genwie xierten) maximalen F{split Torus, der 
0
{invariant ist und f

ur den gilt
T
0
(F
0
)
c
 G(F
0
)
x
. Dieser Kozykel ist n
0
() = hn()h
 1
, wenn n() 2 N(T


(F
0
))
x
die Konjugationsklasse [T
;

] charakterisiert.
Allerdings mu (nach der Modikation (1)) Æ nicht die Normierungsbedingungen
5.43 bez

uglich 
0
erf

ullen. Weil h(h)
 1
2 Cent(G
der
)(F
0
)  T (F
0
)
x
, exisitiert ein
t 2 T (F
0
)
x
, so da th 2 G(F ). Dann ist thÆ(th)
 1
2
~
T
0
(F ), erf

ullt die Normierung
5.43 und ist G(F ){konjugiert zu Æ. Daher kann man jetzt Modikation (2) ben

utzen,
um das hintere Referenzmaching wieder zu normieren.
Danach kann man mit den Modikationen (2) bis (4) jedes andere Referenzmatching
mit 
0
erreichen.
(5.46) Anmerkungen: Nach dem Satz wird die Abh

angigkeit des normierten
Faktors 
x
III
von irgendwelchen Wahlen beschrieben durch (5.37.1+2+4).
Mit einigem Bezeichnungsaufwand zeigt man leicht, da f

ur zwei beliebige Matchings

i
$ Æ
i
(i 2 f1; 2g) gilt:

III
(
1
; Æ
1
; 
2
; Æ
2
) =

x
III
(
1
; Æ
1
)

x
III
(
2
; Æ
2
)
:
Denition und Eigenschaften von  im quasisplit{Fall
(5.47) Bis hierher sei die Situation (5.21) xiert (und G unverzweigt) Man deniert
(; Æ) := 
x;z

H
(; Æ) = 
x
I
(; Æ) 
II
(; Æ) 
x
III
(; Æ) 
IV
(; Æ):
Wenn zwischen  und Æ kein Matching besteht oder @ 6= z

H
, setzt man (; Æ) = 0.
Satz 5.48 ([KS99]). F

ur zwei Matchings  $ Æ 2 L(F ) und  $

Æ 2 L(F ) stark
regul

arer Elemente mit 
 1
() = z

H
() = 
 1
() ist
(; Æ; ;

Æ) :=

I
(; Æ)

I
(;

Æ)


II
(; Æ)

II
(;

Æ)

III
(; Æ; ;

Æ) 

IV
(; Æ)

IV
(;

Æ)
=
(; Æ)
(;

Æ)
kanonisch.
Beweis: Das ist [KS99, Theorem 4.6.A] und ergibt sich auch aus den Angaben, die
bei den Denitionen der einzelnen Faktoren oben aus jener Arbeit zitiert wurden.
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Allerdings haben [KS99] einen Transferfaktor (; t; ) w

ahrend hier t und  zu
Æ = t zusammengefat wurden. Um zu zeigen da  unabh

angig ist von der
Zerlegung Æ = t , reicht es darauf hinzuweisen, da die Gr

oen 

,  : T
H
! T


, t

und g aus Denition 5.9 zur Berechnung von  vollst

andig ausreichen. Sie h

angen
von  und Æ ab, wie oben geschildert, aber nicht von einer Zerlegung Æ = t.
Satz 5.49. Wenn G unverzweigt ist und x ein hyperspezieller Punkt im Geb

aude
B(G;F ), dann ist der durch (5.27) und (5.43) normierte Faktor 
x
= 
x
I

II

x
III


IV
kanonisch, d.h. unabh

angig von allen Wahlen in (5.21).
Beweis: 
IV
ist nach Konstruktion unabh

angig und die Abh

angigkeiten der anderen
Faktoren heben sich gegenseitig auf: Das folgt aus (5.26) und (5.37) bzw. (5.46).
Satz 5.50 (Eigenschaften von (; )).
(a) Sei H(F ) 3  $ Æ 2 L(F ) ein Matching, 
0
stabil konjugiert zu  und Æ
0
=
hÆh
 1
mit h 2 G(F ). Dann gilt
(
0
; Æ
0
) = !(h)
 1
(; Æ);
wobei ! der zu a 2 H
1
(W
F
;Cent(
^
G)) geh

orende Charakter auf G(F ) ist. Daher ist
f

ur f 2 C
1
c
(L(F ))
(; Æ
0
) O
L;!
Æ
0
(f) = (; Æ) O
L;!
Æ
(f);
wobei O
L;!
Æ
(f) =
R
Cent(Æ;G)(F )nG(F )
!(g)f(g
 1
Æg)
dg
dt
mit geeignet gew

ahlten Maen.
(b) Sei z
H
das Bild von z 2 Cent(G)(F ) unter Cent(G)(F ) ! Cent(H)(F ) aus
(5.6). Dann gilt
(z
H
; zÆ) = ha
T
(w); zi
L
(; Æ):
Beweis: (a) ist [KS99, Theorem 5.1.D] und (b) ist ein Korollar von Lemma 5.38, denn
alle Faktoren auer 
III
werden (eigentlich) in der adjungierten Gruppe gebildet.
Unverzweigte endoskopische Daten
(5.51) In diesem Paragraphen werden alle fundamentalen Annahmen angenommen
auer (5.17.5+6). Insbesondere zerf

alltG

uber der unverzweigten Erweiterung F
0
=F
und a 2 H
1
(Gal(F
0
=F );Cent(
^
G)).
(5.52) Assoziierte L{Aktion: Gegeben sei eine reduktive F{Gruppe Q und
P =
^
Q oW
F
das semidirekte Produkt der dualen Gruppe
^
Q mit der Weilgruppe
W
F
. Es wird nicht gefordert, da P eine L{Gruppe ist, d.h. die W
F
{Aktion auf
^
Q stabilisiert nicht notwendig irgendein Splitting von
^
Q, das stabil ist unter W
F
!
Gal(

F=F )

Q
 ! Aut(
^
Q). (Das 
Q
ist aus (1.10).)
In [LS87, (1.2)] wird nach Wahl eines 
G
(Gal(

F=F )){stabilen Splitting spl
^
Q
(d.h.
eines F{Splittings) dem semidirekten Produkt P folgende L{Aktion zugeordnet:
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Man multipliziert die W
F
{Aktion, die vom semidirekten Produkt herkommt,
mit einem geeigneten Kozykel aus Z
1
(W
F
; Inn(
^
Q)), so da das Produkt spl
^
Q
stabil l

at.
Diese assoziierte L{Aktion nennen Langlands und Shelstad 
P
. Sie ist durch spl
^
Q
eindeutig bestimmt. F

ur eine L{Gruppe
L
G hat man L
G
= 
G
, wobei das 
G
aus
(1.10) ist.
Lemma 5.53. Gegeben sei ein endoskopisches Datum (H;H; s; ) f

ur (G; ; a), f

ur
das H unverzweigt ist und die Annahmen (5.17.1-4+6+7) gelten. Dann existiert
eine L{Einbettung 
0
:
L
H ,!
L
G, so da
L
H

0
id'
L
G
id'
^
H o  
^
Go  
kommutiert. Dabei ist   die Galoisgruppe einer geeigneten endlichen unverzweigten
Erweiterung F
0
=F und ' : W
F
!   die kanonische Projektion.
Beweis: Sei F
0
(zun

achst) ein Zerf

allungsk

orper von H, endlich und unverzweigt

uber F , und  ein Erzeuger von Gal(F
0
=F ). Alle Bezeichnungen und Konventionen
aus (5.5) werden benutzt.
Nach der Denition der endoskopischen Gruppe (5.3.2) ist die assoziierte L{Aktion
von H bzgl. spl
^
H
gleich der L{Aktion von
L
H, d.h. 
H
() = 
H
(). Das heit,
es existiert ein h 2 H, dessen Galoisanteil auf  projiziert wird, mit inth =

H
() auf
^
H. (Insbesondere stabilisiert inth das Splitting spl
^
H
.) Weil  ein L{
Homomorphismus ist, ist int(h) = !() Æ 
G
(), wobei !() ein innerer Automor-
phismus von
^
G ist. Man sucht nun nach einem Vertreter f

ur !() Æ 
G
()j
^
H
in
^
Go '
 1
(), der endliche Ordnung hat.
Da sowohl int(h) als auch 
G
() die Tori T und T
^
Æ
stabilisieren, hat man dasselbe
f

ur !(). Also ist !()j
T
2 W (
^
G; T )
^

= W (
^
G
^
Æ
; T
^
Æ
). Vgl. (3.7) und 3.5. Danach
existieren t 2 T und n 2 Norm(
^
G
^
Æ
; T
^
Æ
), so da !() Æ 
G
() = inttn o . Indem
man z.B. f

ur n den Steinbergrepr

asentanten n(!()) aus Lemma 2.7 nimmt, kann
man erreichen, da n o  von endlicher Ordnung ist (n

amlich (n o )
2[F
0
:F ]
= 1
nach [LS87, Lemma 2.1.A.+B.]). Nun soll gezeigt werden, da man tn o  durch
Elemente aus T so ab

andern kann, da seine Ordnung endlich wird und es dabei
(nach wie vor) auf
^
H wie h operiert.
Sei dazu S := Cent(
^
H;
^
G) \ T und ! := !()
G
(). Da 
H
() von endlicher Ord-
nung ist, existiert ein l 2 N mit
~
t := (tno )
l
= t  t
!
   t
!
l 1
 (no )
l
| {z }
=1
2 S
!
:(xii)
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Indem man l durch ein geeignetes Vielfaches ersetzt, kann man annehmen, da
~
t 2 (S
!
)
Æ
. Da S
!Æ
ein komplexer Torus ist, existiert ein z 2 S
!Æ
mit z
l
=
~
t
 1
. Dann
zeigt die Rechnung (xii) oben, da (ztn o )
l
= 1, zt 2 T und int(ztn o )j
^
H
=
int(tn o )j
^
H
= !j
^
H
= int(h)j
^
H
. (Insbesondere stabilisiert ztn o  das Splitting
spl
^
H
.)
Sei m := ord(ztno ) <1, F
00
die unverzweigte Erweiterung von F vom Grade m
und 
0
2 Gal(F
00
=F )

uber  2 Gal(F
0
=F ). Nun deniere 
0
:
^
H o Gal(F
00
=F ) !
^
G o Gal(F
00
=F ) durch 
0
(
0
) = ztn o  . Unter Benutzung der Projektion W
F
!
Gal(

F=F )! Gal(F
00
=F ) (und der Inklusion
^
H 
^
G) ist 
0
vollst

andig deniert.
Korollar 5.54. Sei Z die Untergruppe aller h 2 H, f

ur die int(h) das Splitting spl
^
H
stabilisiert (vgl. [KS99, (2.2)]). Falls die endoskopische Gruppe H unverzweigt ist,
ist
1  ! Cent(
^
H)  ! Z  !W
F
 ! 1
splitexakt.
Beweis: In [KS99, (2.2)] wurde gezeigt, da die Sequenz exakt ist (in der Kategorie
der topologischen Gruppen). Diesselbe Argumentation wie im Beweis zu 5.53 liefert
einen homomorphen Schnitt c :W
F
! Z.
Mit Denition (5.3.2) verschat man sich ein h 2 H, so da int(h) = () f

ur einen
Erzeuger von Gal(F
0
=F ) wie im Beweis von 5.53. Man beobachtet die Zerlegung
h = tn o , wenn man H via  als Untergruppe von
L
G auat und berechnet als
Versch

arfung des Beweises von 5.53, da f

ur
~
t dort sogar gilt
~
t = (h)
l
2 S
!
\ H =
S
h!;
^
i
. Nach eventueller Vervielfachung von l w

ahlt man die Korrektur z 2 (S
h!;
^
i
)
Æ
,
so da ztno  2 (H) endliche Ordnung m hat und auf
^
H operiert wie h, d.h. wie
die L{Aktion 
H
(). Insbesondere ist ztn o  2 Z (bzw. (Z))!
Nach eventueller (unverzweigter) Erweiterung von F
0
kann man annehmen, da
m j [F
0
: F ]. Dann ist der Schnitt c : W
F
Proj.
   ! hi ! Z deniert durch die
Vorgabe, da  abgebildet wird auf das Urbild von ztn o  unter .
Korollar 5.55. Wenn (H;H; s; ) endoskopisches Datum f

ur (G; ; a) ist mit un-
verzweigtem H, dann existiert immer ein Isomorphismus , der auf den W
F
{Kom-
ponenten von
L
H und H die Idendit

at bewirkt, so da das folgende Diagramm kom-
mutiert:
L
H

H
^
H
^
H
Beweis: Das ist

aquivalent zum vorangegegangenen Korollar.
Also darf man, wenn die fundamentalen Annahmen 5.17(1)-(4) in Kraft sind und
H unverzweigt ist, immer annehmen, da H bereits eine L{Gruppe ist und der L{
Homomorphismus  : H =
L
H !
L
G

uber die endliche unverzweigte Galoisversion
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der L{Gruppen 
0
:
^
H o hi !
^
Go hi faktorisiert.
Das war bei der Begr

undung der fundamentalen Annahmen in (5.18) noch oen
geblieben.
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(6.1) Fest vorgegeben sei weiterhin ein Tripel (G; ; a) und ein endoskopisches
Datum (H;H; s; ), und die fundamentalen Annahmen von (5.17) gelten weiterhin.
Sei  2 H(F ) stark regul

ar, stark kompakt und Norm{Image von Æ 2
~
G(F )\L. Die
Bezeichnungen f

ur das Matching  $ Æ werden aus (5.9)

ubernommen, insbesondere
alles, was in dem Diagramm
T
H

T


T
P


~
T \ L
x 7!x
 1
~
T
G
\ L
intg

P


(t

)
t

Æ

Æ
benannt wird. Sei E ein galoisscher Zerf

allungsk

orper von T , endlich

uber F
0
, so
da t

2 T (E) und g 2 G(E). Immer ist l := j
0
(
~
G)j.
Zur Berechnung des (normierten) Transferfaktors 
x
seien ein 

2 L(F
0
) wie in
(5.17)(3) und ein hyperspezieller Punkt x 2 B(G;F )


xiert.
Behauptung 6.2. Wenn  stark kompakt ist, sind auch Æ und Æ

stark kompakt.
Beweis: Weil T
H
(F )

 ! T


(F ) in der Kategorie tJZ
p
verl

auft, ist P


(t

) stark
kompakt. Die Einschr

ankung von P


auf T


hat aus Dimensionsgr

unden endlichen
Kern. Weil Æ
l
= t

 

(t

)    
l 1
(t

) 2 T


und unter P


j
T


auf das stark
kompakte P


(t

)
Q
abgebildet wird, ist Æ
l
stark kompakt. Mit Æ
lZ
ist aber auch Æ
Z
beschr

ankt, d.h. Æ

ist stark kompakt (vgl. (3.28)). Schlielich ist Æ stark kompakt,
weil intg :
~
T (E)!
~
T
G
(E) in tJZ
p
ist.
(6.3) Q{Potenzen von Matchings: Nach (3.31) gibt es ein zu p teilerfremdes
N 2 N , so da x
N
= 1 f

ur alle residuell halbeinfachen x 2
~
G(E). Sei Q eine p{
Potenz mit Q  1 (mod N).
Die Idee dabei ist, Q m

oglichst gro zu machen, um bei stark kompakten Æ den
topologisch unipotenten Teil von Æ
Q
m

oglichst nahe an die Eins zu bringen. Hier
wird gezeigt, da das Matching bei diesem Potenzierungsprozess nicht ver

andert
werden mu.
Weil P


(t

) = P


(t


) und 
l
= 1, hat man
P


(t
Q
) = P


(t

 t


   t

Q 1
) = P


((t



)
Q

 1
) = P


(Æ
Q

 1
):
Daher hat man ein Matching 
Q
u

s
= 
Q
$ Æ
Q
= Æ
Q
u
Æ
s
und zwar mit denselben
Gr

oen g, T , 

wie bei  $ Æ. Genauer hat man
T
H

T


T
P


~
T \ L
x7!x
 1
~
T
G
\ L
intg

Q
P


(t
Q
)
t

 t


   t

Q
l 1
Æ
Q
Æ
Q
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Nach Korollar 3.32 liegen Æ

u
und Æ

s

 1
=: s

in der Einskomponente T (von
~
T ).
Wegen der Funktorialit

at der topologischen Jordanzerlegung hat man S
I
(Æ

u
) 2 U
1

F
und
S
I
(s
l
) = S
I
(s

 

(s

)    
l 1
(s

)) = S
I
((s



)
l
) = S
I
(Æ
l
s
)
ist residuell halbeinfach in E, d.h. es liegt im Teichm

ullerschen Restsystem 
E
. Weil
l und p teilerfremd sind, folgt aus Korallar 3.30.4 auch S
I
(s

) 2 
E
.
Satz 6.4. Sei  $ Æ das Matching stark regul

arer, stark kompakter Elemente aus
(6.1). Sei Q eine p{Potenz, so da Q  1 (mod N) (vgl. (6.3)). Wenn 
Q
, Æ
Q
stark
regul

ar sind und die {Data zahm verzweigt gew

ahlt werden (vgl. (3.43)), dann hat
man

x
(
Q
; Æ
Q
) = 
x
(; Æ)  jQj
jMj
2
F

Y
 2M= 


(Q) ;
wobei M die Menge aller  2 
I
= P
I
((G)) ist, so da die  2  mit P
I
() = 
einer der folgenden Bedingungen gen

ugen:
  ist vom Typ I, S
I
(Æ

s

 1
) = 1 und P
I
() =  kommt nicht von H her.
(Vgl. Denition 5.7.)
  ist vom Typ II, S
I
(Æ

s

 1
) 2 f1g und weder P
I
() noch 2P
I
() kommen
von H her.
  ist vom Typ III, S
I
(Æ

s

 1
) =  1 und P
I
() kommt von H her.
M=  bezeichnet die Menge aller  {Orbiten in M .
Weil Quadrate in Q

p
sicherlich Normen bei jeder quadratischen Erweiterung p{
adischer K

orper sind, sind alle {Data trivial auf Q
2
p
. Daher hat man das
Korollar 6.5. Sei Q 2 Q
2
p
und sonst dieselben Bedingungen und Bezeichnungen
wie in Satz 6.4. Dann gilt

x
(
Q
; Æ
Q
) = 
x
(; Æ)  jQj
jMj
2
F
:
Der Beweis von Satz 6.4 geht (fast) bis zum Ende dieses Kapitels. Dabei werden die
Faktoren 
I
, ..., 
IV
getrennt analysiert. F

ur den Faktor 
I
ist die Analyse trivial.
Da er (via 
fa

g
(T


sc
)) nur vom Torus T abh

angt, hat man sofort

I
(
Q
; Æ
Q
) = 
I
(; Æ):
Homogenit

at von 
II
und 
IV
Lemma 6.6. Sei e
F
der Verzweigungsindex von F=Q
p
und p > e
F
+ 1. Sei u 2 U
1
F
eine Einseinheit in F und Q eine p{Potenz. Dann ist
u
Q
  1
Q(u  1)
2 U
1
F
:= 1 + p :
Homogenit

at von 
III
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Beweis: [Hal93, Lemma 3.1] oder [Hasse, x15.5.I]
Behauptung 6.7. Unter den Voraussetzungen von Satz 6.4 gilt

II
(
Q
; Æ
Q
) = 
II
(; Æ) 
Y
 P
I
()2M= 

P
I
()
(Q):
Beweis: Sei  = 
P
I
()
, " 2 f1g und s

= Æ

s

 1
wie in (6.3). Weil die {Data
zahm verzweigt angenommen werden, gilt

P
I
()
 
S
I
(t

)  "

=
 
S
I
(s

)
| {z }
2

F
S
I
(Æ

u
)
| {z }
2U
1

F
 "

=


 
"  (S
I
(Æ

u
)  1)

falls S
I
(s

) = "

 
S
I
(s

)  "

falls S
I
(s

) 6= "
Wegen s

= Æ

s

 1
= (Æ
Q
)
s
 
 1
und Lemma 6.6 hat man

 
S
I
(Æ
Q

 1
)  "

=


 
"  (S
I
(Æ
Q
u
)  1)


 
S
I
(s

)  "

falls S
I
(s

) = "
sonst
=

(Q)  
 
"  (S
I
(t

)  1)


 
S
I
(t

)  "

falls S
I
(s

) = "
sonst
Indem man damit alle F

alle in Z

ahler und Nenner von 
II
durchgeht, erh

alt man
die Behauptung.
Behauptung 6.8.

IV
(
Q
; Æ
Q
) = 
IV
(; Æ)  jQj
jMj
2
F
Beweis: Der Beweis ist der von Behauptung 6.7. Man mu nur alle (zahm verzweig-
ten) Charaktere 
P
I
()
ersetzen durch den unverzweigten Charakter j  j
1=2

F
und die
Formel aus Behauptung 7.30 benutzen um 
IV
in die Gestalt

IV
(; Æ) =
D
G=T
G
(Æ

)
D
H=T
H
()
=
Y
P
I
()2P
I
((G))


"()  S
I
(t

)  1


1
2
F

Y
2(H)


()  1


 
1
2
F
zu bringen, in der die Analogie zu 
II
oenbar wird. (Dabei ist "() =  1 f

ur 
vom Typ III und sonst = 1.) Allerdings wird hier nun nicht mehr

uber  {Orbiten
von Wurzeln, sondern

uber die Wurzeln selbst multipliziert. Deswegen geht in die
Formel oben jM j statt jM= j ein.
Homogenit

at von 
III
Satz 6.9. Sei x 2 B(G;F )


hyperspeziell. Unter den Voraussetzungen von Satz 6.4
gilt

x
III
(; Æ) = 
x
III
(
s
; Æ
s
) :
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Beweis: Von dem nach 5.43 normierten Referenzmatchings  $ Æ, werden nur v()
und t

(zur Bildung von V ()) ben

utzt werden.
F

ur die beiden Matchings 
Q
u

s
$ Æ
Q
u
Æ
s
und  $ Æ bleibt nach (6.3) der 1{
Kozykel v() = g(g
 1
) aus (5.34) der gleiche. Also hat man im einen Fall V () =
 
(v
 1
; v); (t

; t
 1
)

2 Z
1
(F; U ! S) und im andern Fall
 
(v
 1
; v); (Æ
Q

 1
; t
 1
)

zu betrachten.
Sei Æ

= Æ

s
 Æ

u
die topologische Jordanzerlegung (in
~
T (E)). Nach Korollar 3.32 ist
Æ

u
2 T und vertauscht mit Æ

s
2
~
T \ L, d.h. Æ

u
2 T


(E).
Sei m 2 N . Aus dem Matching (aus (6.3)) 
Q
u

s
$ Æ
Q
u
Æ
s
folgt (vgl. 5.34) die
1{Hyperkozykelrelation
(1  

)v() = Æ
Q
m
(Æ
Q
m
)
 1
= Æ
Q
m
u
|{z}
Æ

s
(Æ

s
)
 1
| {z }
(Æ
Q
m
u
)
 1
| {z }
= (Æ

s
)
1 
 (Æ
Q
m
u
)
1 
;
wobei alle unterklammerten Terme in T liegen. Indem man diese Gleichung f

ur
mehrere m vergleicht, folgt (1   

)v() = (Æ

s
)
1 
und Æ

u
= Æ

u
. Daher ist Æ

u
2
T


(F ) und in Z
1
(F; U ! S) gilt

(v
 1
; v); (t

; t

)

=

(v
 1
; v); (Æ

s

 1
; t

)



(1; 1); (Æ

u
; 1)

(i)
Der letzte Term rechts auen liegt in j(H
0
(F; S)) in der Spektralsequenz (viii) in
(5.32). Um die Aussage des Satzes zu zeigen, mu man also zeigen, da in der
Kottwitz{Shelstad{Paarung (vi) in (5.32) gilt
1 =
D
A(w); j(Æ

u
; 1)
E
KS
(5:32)
=
(vii)
D
a
T
(w); x
sc
(w)

;

Æ

u
; 1
E
L
(5:36)
=
(x)


a
T
(w); Æ

u

L
;
wobei zuletzt die Kottwitz{Shelstad{Paarung zwischen den Hyperkohomologiegrup-
pen H
1
(F; T
sc
! T ) und H
1
(F;
^
T !
^
T
ad
) gemeint ist. Daher ist man fertig, wenn
Folgendes bewiesen ist:
Lemma 6.10. Wenn die {Data alle zahm verzweigte Charaktere sind, ist ha
T
(w); i
L
ein zahm verzweigter Charakter von T (F ).
Beweis:
1. Schritt: Es reicht, zu zeigen, da das Quadrat des Charakters ha
T
(w); i
L
2
Hom
c
(T (F ); C

) zahm verzweigt ist, denn nach Korollar 3.30.4 kann man aus jedem
topologisch unipotenten Element (eindeutig) Wurzeln in T (F ) ziehen (weil p > 2):
ha
T
(w); ui
L
= ha
T
(w)
2
; u
1
2
i
L
(f

ur u topologisch unipotent).
2. Schritt: Um a
T
(w) zu berechnen, werden folgende Bezeichnungen ben

utzt: Es
seien (f

ur w 7!  unter W
E=F
!   = Gal(E=F ))

T
(w) = r
p
(w)  s
q=p
()  n
G
(!
T
())o w 2
L
G r
p
(w) 2 T

T
H
(w) = r
p
(w)  s
q=p
()  n
H
(!
T
H
())o w 2
L
H r
p
(w) 2 T
H
(w) = m

()o w 2
L
G
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wobei alle Bezeichnungen f

ur
L
G aus (3.47) stammen: !
T
() bezeichne den Weyl-
gruppenanteil der durch die Identikation
^
T ' T (aus (5.5)) von T auf T

ubertra-
genen Galoisaktion von . Der Steinbergrepresentant n
G
(:::) (bzgl. spl
^
G
) ist in 2.7
deniert worden. In (v) in (3.47) wurde r
p
deniert. Dabei ist p eine Eichung von
, wie sie Denition 3.44 vorkommt. Die Eichung q ist durch den Positivbereich 
+
(also durch B) deniert. Die

Ubergangskokette s
q=p
2 X

(T )
 f1g wurde in 3.46
deniert.
Sinngem

a sind auch alle Bezeichnungen f

ur die endoskopische Gruppe
L
H zu ver-
stehen. Nur zur Unterscheidung tragen sie Balken.
Die Bezeichnungen f

ur  stimmen mit (5.3.4)

uberein. Es ist bequem,  auf
^
H als
Inklusion aufzufassen.
Nach der Denition von a
T
(w) in (5.35) rechnet man in
L
G:
a
T
(w)r
p
(w)s
q=p
()n
G
(!
T
())o w = a
T
(w)  
T
(1o w)
(5:35)
=
 
 Æ 
T
H

(1o w)
= 
 
r
p
(w)s
q=p
()n
H
(!
T
H
())o w

= r
p
(w)s
q=p
()n
H
(!
T
H
())m

()o w
Also
a
T
(w) = r
p
(w)
| {z }
2T
s
q=p
()
| {z }
2T
n
H
(!
T
H
())m

()n
G
(!
T
())
 1
| {z }
=:
~
t() 2 T
s
q=p
()
 1
| {z }
2T
r
p
(w)
 1
| {z }
2T
:(ii)
Direkt aus der Denition 3.46 folgt s
2
q=p
= 1 (und s
2
q=p
= 1). Weil a
T
, r
2
p
und r
2
p
1{Kozykel aus Z
1
(W
E=F
;
^
T ) sind, ist
~
t
2
() 2 Z
1
( ;
^
T )  Z
1
(W
E=F
;
^
T ).
3. Schritt: Oensichtlich ist
~
t
2
() ein unverzweigter 1{Kozykel (denn
~
t
2
(x) = 1 f

ur
x 2 E

 W
E=F
). Nach (3.37) ist somit sein Anteil am Charakter ha
T
(w)
2
; i
L
un-
verzweigt. Der restliche Teil korrespondiert nach (ii) zu r
2
p
r
 2
p
2 H
1
(W
E=F
;
^
T ). Dies
liefert nach (3.36) und dem folgenden Lemma einen zahm verzweigten Charakter,
so da man fertig ist.
Lemma 6.11. Seien alle {Data f

j  2  := ((
^
G)
^

)
_
g zahm verzweigte Cha-
raktere (von den entsprechenden F

+;
). Man w

ahle f

ur jedes  eine zahm verzweigte
Erweiterung 
0

auf E

, so da 
0
 
= 
0

 1
. Sei 

:=  Æ 
0

2 Hom(E

;
^
T
^
Æ
).
Dann ist r
p
(w)
2
 r
p
(w)
 2
in H
1
(W
E=F
;
^
T
^
Æ
) kohomolog zu
Cor
W
E=F
E

 
Y
 aus Vertretersystem
f

ur die  -Orbiten
in (H; T
H
)




Y
 aus Vertretersystem
f

ur die  -Orbiten
in 
_
(
^
G
^
Æ
;T
^
Æ
)



 1
!
;
wobei die Produkte

uber die Galoisorbiten von Wurzeln in (H; T
H
) = 
_
(
^
H)

,!
((
^
G)
^

)
_
bzw. 
_
(
^
G
^
Æ
)  ((
^
G)
^

)
_
= (
_
(G; T )


)
_
ausgef

uhrt werden. Auf die-
sem (letzten) Wurzelsystem werde dabei die Galoisaktion durch die Identikation
^
T ' T von T her induziert. (Das ist mit den Gleichheitszeichen gemeint!)
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Beweis: Nach Denition (v) in (3.47) ist r
p
ein Produkt

uber gewisse r
p;
f

ur alle
symmetrisierten Galoisorbiten R =  ( ) [   in . Ab jetzt sei ein  xiert und
die Bezeichnungen aus den Denitionen 3.42 und 3.44 werden f

ur dieses  verwen-
det.
(Insbesondere werden das Vertretersystem R
+
f

ur  = 

, die Vertreter fw

j  2
R
+
g f

ur W
E=F
=W
E=F

und der Spezialvertreter v 2 W
E=F
+
 W
E=F

im symmetri-
schen Fall  

6=  
+
vorkommen.)
Die Wahlen dieser Vertreter, des Fupunkts  2 R und der Eichung p (die durch
 und R
+
nach 3.44 bestimmt ist) ver

andern r
p;
nach Fakt 3.45 nur um Kor

ander
aus B
1
(W
E=F
;
^
T
^
Æ
) ab. Ausgehend von den exakten Sequenzen
1  ! E

 ! W
E=F
+
 !  
+
 ! 1
1  ! W
E=F
+
 ! W
E=F
 !  = 
+
 ! 1
rechnet man:

Cor
W
E=F
E




(w) =

Cor
W
E=F
W
E=F
+
Æ Cor
W
E=F
+
E

 
 Æ 
0



(w)
Weil  
+
die Stabilisatorgruppe von  ist, hat man
=

Cor
W
E=F
W
E=F
+
 
 Æ Cor
W
E=F
+
E

(
0

)
| {z }
=

Ær
 1
F
+


(w) ;
Die Umformung unter der Klammer gilt nach (3.34) und (3.35) f

ur den eindimen-
sionalen Splitorus.
=
Y
2 = 
+
()


(

Æ r
 1
F
+
)(w
 1

ww

| {z }
2W
E=F
+
)

2 X

(
^
T
^
Æ
)
 C

=
^
T
wobei  2  = 
+
von  und w so abh

angt, da die Bedingung unter der Klammer
erf

ullt ist. Aus optischen Gr

unden l

auft ab jetzt das Produkt

uber  :
=
Y
2 = 
+
()


(

Æ r
 1
F
+
)(w
 1

ww

| {z }
2W
E=F
+
)

Falls  

=  
+
ist dies genau r
p;
. Andernfalls hat man (Beachte, da im Folgenden
 immer noch in  = 
+
liegt, so da w
 1

ww

2 W
E=F
+
, aber  2 R
+
  !).
=
Y
2R
+
()


(

Æ r
 1
F
+
)(w
 1

ww

| {z }
2W
E=F
+
)


Y
2R
+
(v())


(

Æ r
 1
F
+
)(v
 1
w
 1

ww

| {z }
2W
E=F
+
v)

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Weil (nach 3.42(2)+(3)) v() =   und 

(v
 1
wv) = 

(w)
 1
f

ur w 2 W
E=F
+
,
folgt
=
Y
2R
+
()


(

Æ r
 1
F
+
)(w
 1

ww

| {z }
2W
E=F
+
)

2
= r
p;
(w)
2
Wegen 
 
= ( ) Æ 
0
 
= ( ) Æ (
0

 1
) = 

, hat man im asymmetrischen
Fall  

=  
+
dieselbe Rechnung noch f

ur den  {Orbit von  . Indem man die
Rechnung f

ur alle  {Orbiten in (G) (f

ur r
p
) und (H) (f

ur r
p
) zusammenrechnet,
erh

alt man die Behauptung.
Nun sind alle Aussagen von 6.4 bis 6.11 bewiesen. Es folgen noch Korollare zum
Beweis von Satz 6.9.
Korollar 6.12. Das Bild von a
T
(w) in
^
G=(
^
G)
der
ist dasselbe wie das von m

()
oder das von t

() aus der Zerlegung m

() = t

()n

() in (5.8).
Beweis: Das folgt sofort aus der Berechnung von a
T
(w) in (ii) im zweiten Schritt
des Beweises von 6.10: Sowohl r
p
, s
q=p
, r
p
, s
q=p
als auch die Steinbergrepr

asentanten
(aus 2.7) und n

() sind in
^
G
der
konstruiert worden. (Im

Ubrigen h

angt m

(w)
nach der fundamentalen Annahme (5.17.5) bzw. nach Lemma 5.53 nur von dem
Bild w 7!  2   ab.)
Wenn T unverzweigt ist und die {Data unverzweigte Charaktere sind, hat man
noch mehr als Lemma 6.11. Dann kann man a
T
(w) direkt ben

utzen, weil die Cha-
rakterisierung der unverzweigten Langlandsdualit

at in (3.37) st

arker ist als die zahm
verzweigte in (3.36): Man kann die Eigenschaft, unverzweigt zu sein, am Kozykel
a
T
selbst ablesen.
Korollar 6.13. Wenn der Torus T unverzweigt ist und alle {Data unverzweigte
Charaktere sind, ist ha
T
(w); i
L
2 Hom
c;unv
(T (F ); C

).
Beweis: Nach (3.37) ist zu zeigen: a
T
(u) = 1 f

ur alle u 2 O

E
 E

 W
E=F
.
Man ben

utzt wieder die Darstellung (ii) auf Seite 115. Die Steinbergrepr

asantanten
sind 1 weil  = 1 (das leere Wort produziert). Weil  7! m

() ein 1{Kozykel
(mit Werten in
^
G) ist, ist a
T
(u) = r
p
(u)  r
p
(u)
 1
. Daher berechnet man f

ur die
{Faktoren von r
p
(und analog r
p
):
r
p;
(u) =
Y
w

2R
+
()


(

Æ r
 1
F
+
)(w
 1

uw

)

=
Y
w

2R
+
()




 
Norm
E=F
+
(
 1
u)
| {z }
2O

F
+


= 1:
Die zweite Gleichung benutzt zwei funktoriellen Eigenschaften der Reziprozit

atsab-
bildung (n

amlich "Konjugation"=[Ta79, (W
2
)] und "Norm versus Inklusion"=[Ta79,
(1.2.2)] aus (1.1)).
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Korollar 6.14. Der zentrale Charakter aus Satz 5.50.b ist unverzweigt.
Beweis: Nach Lemma 5.44 gibt es ein Matching  $ Æ stark regul

arer Elemente,
so da
~
T := Cent(G
Æ
;
~
G) ein 

{stabiler erlaubter Torus ist und das Matching

uber
T :=
~
T
Æ
und die zul

assige Einbettung T
H
:= Cent(;H)! T


gef

uhrt werden kann.
Die bedeutet nach der Denition in (5.41), da
~
T , T bzw. T
H
unverzweigte Tori
sind. Daher d

urfen die {Data f

ur (G; T )


bzw. (H; T
H
) unverzweigt gew

ahlt
werden. Wenn man Satz 5.50.b f

ur diese Matching benutzt, ist man nach Korollar
6.13 fertig.
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(7.1) Sei
~
G und H wie immer seit den fundamentalen Annahmen (5.17) und ! ein
unit

arer Charakter von G(F ). Insbesondere sind G und H quasisplit und zerfallen

uber einer unverzweigten Erweiterung F
0
=F mit Gal(F
0
=F ) = hFri. Man mu f

ur
das gesamte Kapitel hyperspezielle maximal kompakte Untergruppen w

ahlen, denn
die Iwasawazerlegung 4.12 geht wesentlich ein.
Sei x ein solcher Punkt, 

die gesternte Aktion von L bez

uglich eines F{Splittings
spl
G
(B ;T; fX

g), von denen man annimmt, da 

(x) = x und x im Appartment
zum maximalen F{Splittorus T
sp
von T liegt. Dann sei K = G(F )
x
. Wegen Ko-
rollar 4.35 existiert nach der Annahme (5.17.3) ein residuell halbeinfaches Element

0
2
~
T(F ) \ L, Bis auf (gewisse) Faktoren aus T(F )
x
= T(F ) \K ist 
0
eindeutig
bestimmt. (Vorsicht: Im Allgemeinen ist ord
0
> ord

= j
0
(
~
G)j =: l.)
Die hyperspezielle maximal kompakte Untergruppe K
H
von H(F ) soll so gew

ahlt
werden, da ein Matching K
H
3  $ Æ 2 K stark regul

arer Elemente existiert. Nur
diese Situation wird gebraucht. O.E. liege der spezielle Punkt zu K
H
im Appart-
ment zu T
H;sp
 T
H
2 spl
H
.
Der maximale F{Splitsubtorus eines Torus T wird mit T
sp
bezeichnet. Sein dualer
Torus wird oft
^
T
sp
genannt statt (korrekter) (T
sp
)
^
. Als weitere gebr

auchliche Be-
zeichnungen werden das unipotente Radikal U von B vorkommen, sowie der Modul
Æ
B
des (rechtsinvarianten) Haarmaes auf B (F ).
Denition 7.2. Die Heckealgebra H(
~
G(F ); K) von X ist die Algebra der stetigen,
C {wertigen Funktionen auf X(F ) mit kompaktem Tr

ager, die invariant sind unter
Rechts{und Linkstranslation mit Elementen aus K. Das Algebrenprodukt ist die
Faltung (f
1
 f
2
)(x) =
R
y2G(F )
f
1
(y)f
2
(y
 1
x)dy.
F

ur eine (disjunkte) Vereinigung X =
`
i
(L
i
)(F ) von Zusammenhangskomponenten
L
i

~
G sei
H(X;K) := C
1
c
(KnX(F )=K):
Man hat (kanonisch) H(X;K) ,! H(
~
G;K) (als H(G(F ); K){Modul), indem man
f 2 H(X;K) trivial auf
~
G(F ) ausdehnt.
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Ziel der ersten beiden Abschnitte dieses Kapitels ist die Denition des Transfers
von Heckefunktionen von G zur endoskopischen Gruppe H in (7.16). Dazu benutzt
man  und die Sataketransformation. Hier wird die Theorie f

ur zusammenh

angende
Gruppen referiert. Im n

achsten Abschnitt wird die Sataketransformation auf
~
G
verallgemeinert.
(7.3) unverzweigte Hauptserie: Die Ordnungsabbildung , die in (4.1) bei
der Konstruktion des Geb

audes eingef

uhrt wurde, induziert Isomorphien
T(F )=T(F )
c
 
  ! X

(T)
Gal(

F=F )
= X

(T
sp
)
 
    T
sp
(F )=T
sp
(F )
c
:
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Dual dazu bekommt man
Hom
unv
(T(F ); C

) ' Hom(X

(T
sp
); C

) = (T
sp
)
^
Def.
=
^
T
sp
;(i)
wobei der unverzweigte Charakter 
s
zu s 2
^
T
sp
festgelegt ist durch 
s
(p

F
) =
(s) f

ur alle  2 X

(T
sp
) = X

(
^
T
sp
).
F

ur einen unverzweigten Charakter  von T(F ) sei
I() = I
G
B
() :=
(
f 2 C
1
(G(F ); C )



f(tug) = Æ
1
2
B
(t)(t)f(g)
falls t 2 T(F ); u 2 U(F ); g 2 G(F )
)
:
Die unverzweigte Hauptseriendarstellung Hs() von G(F ) zu  ist die Rechtstrans-
lation auf diesem Raum. Die K{xierten Vektoren I()
K
bilden wegen der Iwasa-
wazerlegung einen eindimensionaler Unterraum. Sei 

(bzw. 
s
:= 

s
) der ein-
deutige irreduzible K{unverzweigte Konstituent der Hauptseriendarstellung Hs()
(bzw. Hs(
s
)). Genau dann sind 
s
und 
t

aquivalent, wenn s und t in einem
W (
^
G)
Fr
{Orbit von
^
T
sp
(F ) liegen. Sei 
unv
(G(F )) die

Aquivalenzklassen von K{
unverzweigten irreduziblen Darstellung von G(F ). Dann erh

alt man eine Bijektion
^
T
sp
=W
Fr
1 1
  ! 
unv
(G(F )):
Satz 7.4 (Sataketransformation). Es gibt einen Isomorphismus
()
_
: H(G;K)

 ! C [
^
T
sp
]
W (
^
G)
Fr
; f 7! f
_
:=

s 7! Tr(
s
(f))

:
Beweis: [Car79, Theorem 4.1]
(7.5) Dual zur Einbettung T
sp
,! T hat man eine Surjektion i
_
:
^
T 
^
T
sp
.
Betrachte die Abbildungen
(
^
Go Fr)
he
 -
^
T o Fr
toFr 7! i
_
(t)
        !
^
T
sp
;
wobei links die halbeinfachen Elemente in
^
Go Fr stehen. Nach [Bo79, 6.1+6.4.6.5]
induzieren diese Abbildungen folgende Bijektionen (
^
N := Norm(
^
T;
^
G))
(
^
Go Fr)
he
Æ
^
G{Konj.
1 1
 ! (
^
T o Fr)
Æ
^
N
Fr
{Konj.
1 1
 !
^
T
sp
Æ
W
Fr
:
(7.6) F

ur den Spezialfall, da
^
G =
^
T ein Torus ist, liefert nach [Bo79, 9.5] die
Zusammensetzung
Hom
unv
(T(F ); C

)
(i)
'
^
T
sp
1 1
 ! (
^
T o Fr)
Æ
^
T ' H
1
(hFri;
^
T)
in
  ! H
1
unv
(W
E=F
;
^
T)
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das Inverse rec
 1
der (unverzweigten) Langlandschen Reziprozit

atsabbildung aus
(3.37).
(7.7) Denition von s
!
: Nach den Annahmen in (5.17.4) ist a 2 H
1
(hFri;Cent(
^
G))
vorgegeben und ergibt einen unverzweigten Charakter ! von G(F ). (Vergleiche
[Bo79, 10.2].) Ab jetzt werden H
1
(hFri;Cent(
^
G)) ' (Cent(
^
G)o Fr)=Cent(
^
G) iden-
tiziert. Mit (7.5) erh

alt man
^
T
sp
Æ
W
Fr
 (Cent(
^
G)o Fr)=Cent(
^
G)
inf
 ! H
1
(W
F
0
=F
;Cent(
^
G))! Hom(G(F ); C

)
Sei s
!
ein unverzweigter Charakter von T(F ), so da
s
!
7  !
[a
0
(Fr)o Fr] 7 ! a(w) 7 ! !
unter den Abbildungen der letzten Zeile. Der Kozykel a
0
wurde in (5.3.4) gew

ahlt.
Behauptung: s
!
2 i
_
(Cent(
^
G)) 
^
T
sp
ist die Einschr

ankung von ! auf T(F ).
Beweis: Wenn Cent(
^
G) nicht zusammenh

angt (d.h. wenn G
der
nicht einfach zusam-
menh

angt) benutzt man (wie in der Beschreibung der IsomorphieH
1
(W
F
;Cent(
^
G)) '
Hom(G(F ); C

) in [Bo79, 10.2]) eine z{Extension G
1
von G. (Vgl. (1.13).) Sei
1  ! Z
1
 ! G
1
 ! G  ! 1
die zugeh

orige exakte Sequenz, in der Z
1
 Cent(G
1
) ein Torus ist mitH
1
(F; Z
1
) = 1
(so da G
1
(F ) G(F ).) Weil Z
1
zusammenh

angt erh

alt man dual dazu
1  !
L
G  !
L
G
1
 !
L
Z
1
 ! 1:
Sei T
1
 G
1
der Torus

uber T. Weil G
1;der
einfach zusammenh

angt, ist Cent(
^
G
1
) ein
Torus und dual zu D := G
1
=G
1;der
= T
1
=T
1;der
. Man hat das kommutive Diagramm
^
T
sp
=W
Fr

uber (7.5)
        (Cent(
^
G)o Fr)=Cent(
^
G)
?
?
y
?
?
y
durch Inklusion
^
T
1;sp
=W
Fr

uber (7.5)
        (Cent(
^
G
1
)o Fr)=Cent(
^
G
1
)
x
?
?



((T
1
=T
1;der
)
sp
)
^

uber (7.6)
        (
^
D o Fr)=
^
D:
Andererseits wird ! in [Bo79, 10.2] so konstruiert, da man das kommutative Dia-
gramm hat
H
1
(W
F
0
=F
;Cent(
^
G
))
durch Inkl.
Hom(G(F ); C

)
H
1
(W
F
0
=F
;Cent(
^
G
1
))
rec
Hom((G
1
=G
1;der
)(F ); C

)
Hom(G
1
(F ); C

)
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Durch Zusammensetzen der untersten Zeile der beiden kommutiven Diagramme
erh

alt man wegen (7.6)
((T
1
=T
1;der
)
^
sp
rec
 1
(
^
D o Fr)=
^
D
inf
H
1
(W
F
0
=F
;Cent(
^
G
1
))
rec
Hom((T
1
=T
1;der
)(F ); C

)
als Kompositum genau die Identizierung (i) in (7.3). Nach Denition von s
!
wird
dabei der Pullback von s
!
auf den von ! abgebildet. Indem man alles auf T dr

uckt,
hat man die Behauptung. Das geht nach der Konstruktion von ! in [Bo79, 10.2]
bzw. nach den kommutativen Diagrammen oben.
Sataketransformation mit Twist
Behauptung 7.8. Betrachte
(G; ; a) :=

[
s
] 2 
unv
(G(F )) j 
s
Æ

ist

aquivalent zu !  
s
	
und folgende algebraische Teilmenge von
^
T
sp
(den unverzweigten Charakteren von
T(F )):
(

; !) :=

s 2
^
T
sp
j 9w 2 W (
^
G)
Fr
mit w
^
(s)w
 1
= s
!
 s
	
:
Weil s
!
invariant ist unter W
Fr
, ist diese Menge stabil unter der Operation von
W
Fr
. Unter der Bijektion
^
T
sp
=W
Fr
 ! 
unv
(G(F )) in (7.3) korrespondieren
(

; !)
Æ
W
Fr
1 1
 ! (G; ; a)
Beweis: Nach (7.3) ist 
^
(s)

aquivalent zu 
s
!
s
genau dann, wenn
^
(s) und s
!
s unter
der Weylgruppe W
Fr
konjugiert sind. Daher reicht es, zu zeigen, da 
^
(s)
 
s
Æ

und 
s
!
s
 !  
s
. ( bezeichne

Aquivalenz.) Beide

Aquivalenzen folgen aus
den Denitionen: Unter
^
T
sp

 ! Hom
unv
(T(F ); C

) hat man wegen (7.7) zum einen
s
!
s 7! !   und zum anderen
^
(s) 7! 
s
Æ

(nach Denition von
^
).
Lemma 7.9. Sei ! unit

ar. Dann gibt es in jeder W
Fr
{Konjugationsklasse von
(

; !) ein s 2
^
T
sp
, so da ein Intertwiner I


: I(
s
) ! I(
s
) existiert, der 
s
vertauscht mit !
 1

 (
s
Æ

).
Beweis: Weil
^
T
sp
' C
m
f

ur ein m 2 N , ergeben die Polarkoordinaten f

ur C eine
eindeutige Zerlegung
^
T
sp
3 s = r  u, so da alle Eigenwerte von r positiv reell sind
und alle Eigenwerte von u vom Betrag 1. Dieser Zerlegung entspricht die Zerlegung

s
= (j  j Æ 
s
)  
s;unit

ar
, wobei 
s;unit

ar
unit

ar ist.
Sei nun s 2 (

; !). Durch W
Fr
{Konjugation kann man erreichen, da r in der
positiven Weylkammer zu B liegt, d.h. (r)  1 f

ur alle 
_
2  = (G; B ;T).
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Fixiere ab jetzt s = r  u mit diesen Eigenschaften. Dann ist der unverzweigte Kon-
stituent 
s
von I(
s
) ein Untermodul.
Durch r wird verm

oge f 2  j 
_
(r) > 1g eine Parabolische P  B zugeord-
net. Sei M die Levigruppe von P , die T enth

alt. Dann ist r 2 Cent(M) und
(M;T) = f 2 (G;T) j 
_
(r) = 1g.
Die folgende

Uberlegung zeigt, da M und P 

{stabil sind. Weil ! unit

ar ange-
nommen wird, bedeutet s 2 (

; !), da ein w 2 W
Fr
existiert, so da zugleich
(intw Æ
^
)(r) = r und (intw Æ
^
)(u) = s
!
 u. (Insbesondere liegt u 2 (

; !).) Da
^
 die positive Weylkammer zu B stabil l

at, folgt sofort, da w 2 Stab
r
(W
Fr
) 
W (M;T)
Fr
und
^
(r) = r. Daher ist M stabil unter 

.
Weil (r) = 1 f

ur  2 (M) und weil man aus positiven Zahlen (eindeutig positiv
reelle) Wurzeln ziehen kann, kann man den Charakter 
s
= j  j Æ 
s
zu einem


{stabilen Charakter von M ausdehnen. Man hat
I(
s
) = I
G
B
(
s
) ' I
G
P

I
M
B\M
(
s;unit

ar
)
 
r

;
wobei die unverzweigte Haupseriendarstellung 
M
:= I
M
B\M
(
s;unit

ar
) '
L
1im

i
vollst

andig in irreduzible Komponenten 
i
zerf

allt, weil die Darstellung 
M
unita-
risierbar ist. Also gilt
I(
s
) ' I
G
P


M

 
r

'
m
M
i=1
I
G
P
(
i

 
r
)
und der unverzweigte Konstituent ist ein Untermodul genau eines Summanden auf
der rechten Seite: O.E. 
s
,! I
G
P
(
1

 
r
) ,! I(
s
).
Weil u 2 (

; !), gibt es einen Intertwiner I


;M
: 
M
Æ

! ! 
 
M
Da P und

r


{stabil sind, kann man den Intertwiner I


als Abbildung von
I
G
P
 

M


r

=
8
<
:
f : G(F )! 
M

 
r






f ist lokalkonstant und
f(mng) = (Æ
1=2
P
 
r
)(m)  
M
(m)
 
f(g)

f

ur alle m 2M(F ), n 2 N
P
(F )
9
=
;
auf sich denieren durch
f
I


7 !
h
g 7 ! !
 1
(g)  I


;M

f
 


(g)

i
:
Um einzusehen, da dies ist eine Selbstabbildung von I
G
P
(
M

 
r
) ' I(
s
) ist,
gen

ugt (wegen der Iwasawazerlegung) folgende Rechnung f

ur alle m 2 M(F ), n 2
N
P
(F ) und k 2 K = G(F )
x
:
 
I


f

(mnk) = !(mnk)
 1
I


;M
 
f(

(mnk))

= !(m)
 1
Æ
1=2
P
 


(m)


r
 


(m)


I


;M
Æ 
M
 


(m)


 
f(

(k))

;
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weil ! unverzweigt ist. Weil Æ
P
(m) = Æ
P
(

(m)), folgt
= !(m)
 1
Æ
1=2
P
(m)
r
(m)!(m)


M
Æ I


;M
(m)

 
f(

(k))

:
Ebenfalls nach der Iwasawazerlegung folgt, da der sp

arische Untermodul 
s
,!
I(
s
) durch I


in sich

ubergef

uhrt wird und dort den behauptete Intertwiner be-
wirkt.
(7.10) Nach der Annahme (5.17.3) gibt es ein t
0
2 T(F
0
), so da int
0
= intt
0
Æ

.
Weil 
s
Æintt
0
= 
s
, ist durch
 
I
t
0
f

(g) := f(tgt
 1
) ein Intertwiner I
t
0
: I(
s
)! I(
s
)
gegeben, der 
s
mit 
s
Æ intt
0
vertauscht.
(7.11) Denition von ~
1
s
: Sei s 2 (

; !) in seiner W
Fr
{Konjugationsklasse, so
da der Intertwiner I


aus Lemma 7.9 existiert. Zusammen mit (7.10) erh

alt man
einen Intertwiner I

0
= I
t
0
ÆI


: I(
s
)! I(
s
), der 
s
vertauscht mit !
 1

(
s
Æ
0
),
wobei 
0
:= int
0
. Indem man fordert, da alle Intertwiner trivial auf der Geraden
I(
s
)
K
operieren, ist I

0
kanonisch bestimmt.
Durch die Vorgabe ~
s
(
0
) := I

0
kann man daher 
s
zu einer projektiven Darstellung
von
~
G(F ) liften (die
~
G(F )
x
{xierte Vektoren besitzt). Da man an Spuren interessiert
ist, liftet man diese projektive Darstellung zu einer Darstellung einer Gruppe
~
G
1
wie
folgt:
Sei G
0
:= Kern(!)  G(F ) und
~
G
1
das semidirekte Produkt von G
1
:= G(F ) 
(G(F )=G
0
) mit 
1
, so da
int
1
: G
1
 ! G
1
(g; x) 7 !

(int
0
)(g); g  x

:
Durch Iterieren folgt aus w
^
(s)w
 1
= s
!
 s wegen s
!
2 T
W
Fr
sp
s =
^

l
(s) = s
!

^
(s
!
)   
^

l 1
(s
!
)  w
 1
1
sw
1
f

ur ein geeignetes w
1
2 W
Fr
. Weil die Weylgruppe endlich ist, folgt durch weiteres
Iterieren dieser Gleichung, da s
!
  
^

l 1
(s
!
) endliche Ordnung hat. Somit gibt ein
N
1
2 ord
0
Z  lZ, so da ! (!Æ
0
)    (!Æ
0N
1
 1
)  1. Insgesamt darf man deswe-
gen
~
G
1
= G
1
oZ=N
1
annehmen bzw. ord
1
= N
1
, denn (int
1
)
N
1
(g; x) =
 

0N
1
(g); x
g  
0
(g)   
0N
1
 1
(g)

= (g; x). Durch mult((g; x) o (
1
)
k
) := g
0k
2
~
G(F ) wird
eine Surjektivon
~
G
1

~
G(F ) deniert mit (Kern(mult))
Æ
= 1 (G(F )=G
0
)  G
1
.
Indem man die Darstellung 
s
durch 
1
s
(g; x) := !(x)
 1
 
s
(g) liftet zu einer Dar-
stellung der Gruppe G
1
, hat man f

ur den Intertwiner I

0
oben:

1
s

 
int
1

(g; x)

= !
 1
(gx)  
s


0
(g)

= !
 1
(x)  I

0

s
(g)I
 1

0
= I

0

1
s
(g; x)I
 1

0
:
Also wird durch g
1
 (
1
)
m
7! 
1
s
(g
1
)I
m

0
(f

ur alle g
1
2 G
1
, m 2 Z) eine Darstellung
~
1
s
von
~
G
1
deniert.
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(7.12) Denition von f
1
:
Bezeichne K
1
die kompakte Untergruppe K  (K G
0
=G
0
) von G
1
. (K
1
mu keine
maximal kompakte Untergruppe von G
1
sein!) F

ur das Folgende wird die Heckeal-
gebra H(
~
G(F ); K) durch
f 7 ! f
1
:=

(g; x)o (
1
)
m
7!

f(g
0m
) falls x 2 K
1
und 0  m < l
0 sonst

(als H(G(F ); K){Modul) in die Heckealgebra H(
~
G
1
; K
1
) = C
1
(K
1
n
~
G
1
=K
1
) einge-
bettet.
(7.13) Sataketransformation zum zweiten: Mit den bisherigen Bezeichnungen
ergibt f
_
(s) := Tr(~
1
s
(f
1
)) eine (wohldenierte) Abbildung
()
_
: H(
~
G;K) !C [(

; !)=W (
^
G)
Fr
] = C [(

; !)]
W
Fr
:
Dabei ist C [(

; !)] die Algebra der regul

aren Funktionen auf der algebraischen
Teilmenge (

; !) 
^
T
sp
. Genauer hat man folgendes
Lemma 7.14. Sei f 2 H(
~
G;K) und s 2 (

; !) 
^
T
sp
. Dann gilt
f
_
(s) = Tr(~
1
s
(f
1
)) =
X
2X

(T
sp
)=X

(
^
T
sp
)
(s)  (Sf)(p

F
) ;(a)
wobei S : H(
~
G;K) ! H(T;T(F )
c
) bei Wahl eines geeigneten Haarmaes d~u auf
~
U := hU; 
0
i 
~
G gegeben ist durch
(Sf)(x) = Æ
1
2
B
(x) 
Z
~
U(F )
f(x~u)d~u = Æ
1
2
B
(x)
j
0
(
~
G)j
X
i=1
Z
U(F )
f(xu
0i
)du:
Tr
 
~
1
s
(L
z
(f
1
))

= 
s
(z)  Tr
 
~
1
s
(f
1
)

;(b)
wobei L
z
die Linkstranslation (f 7! f(z
 1
)) von Funktionen mit z 2 Cent(G)(F )
bezeichnet.
Beweis: Die Haarmae auf
~
G(F ), K, U(F ),
~
T(F ),
~
G
1
seien so normiert, da das
Volumen von K, U(F ) \K, T(F )
c
bzw. K
1
Eins wird.
Die Abbildung S ist wohldeniert: Sie h

angt nicht von 
0
ab, weil sich jedes andere

00
um Elemente aus K \ T unterscheidet. Ebenso ist die Summe unbedenklich,
selbst wenn ord
0
> j
0
(
~
G)j =: l ist, denn 
0l
2 K \ T. Auerdem h

angt (Sf)(x)
nur ab von der Restklasse von x in T(F )=T(F )
c
' X

(T
sp
).
Die Funktion f
K
2 I(
s
), f

ur die f
K
(tuk) = Æ
1=2
B
(t)  
s
(t), ist Basis der K{xierten
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Gerade in ~
1
s
. Die Iwasawazerlegung mit 
0
{stabilem K ergibt eine Zerlegung des
Haarmaes, so da
f
_
(s) = Tr(~
1
s
(f
1
)) =
Z
~
G
1
Tr(~
1
s
(~g
1
)j
hf
K
i
)  f
1
(~g
1
)d~g
1
=
N
1
 1
X
i=0
Z
G
1
Tr

~
1
s

(g; x)o (
1
)
i




hf
K
i

 f
1

(g; x)o (
1
)
i

dg
=
l 1
X
i=0
Z
G(F )
Z
KG
0
=G
0
!
 1
(x)
| {z }
=1
f
K
(g)  f(g
0i
)dxdg
= vol
dx
(KG
0
=G
0
)
Z
T(F )
Z
U(F )
l 1
X
i=0
Z
K
Æ
1
2
B
(t)
s
(t)f(tu
0i
k)dkdndt
= vol
dk
(K)
Z
T(F )

s
(t) 
 
Æ
1
2
B
(t)
Z
U(F )
l 1
X
i=0
f(tu
0i
)du
!
dt
= vol
dt
(T(F )
c
)
X
t=p

F
2T(F )=T(F )
c
(d.h. 2X

(T
sp
)'T(F )=T(F )
c
)

s
(p

F
) 

Æ
1
2
B
(p

F
)
Z
~
U(F )
f(p

F
~u)d~u

(7.3)
=
X
2X

(T
sp
)=X

(
^
T
sp
)
(s)  (Sf)(p

F
)
Die Aussage (b) ist nun nur die Translationsinvarianz des Haarmaes:
Tr
 
~
1
s
(L
z
(f
1
))

=
Z
~
G(F )
Tr
 
~
1
s
(~g)

f
1
(z
 1
~g)d~g =
Z
~
G(F )
Tr
 
~
1
s
(z~g)

f
1
(~g)d~g
::: = 
s
(z)Tr
 
~
1
s
(f
1
)

:
(7.15) Das Bild von (

; !)=W
Fr
unter den Bijektionen in (7.5) ist
(
^
G;
^
; a
0
) := fg o Fr 2 (
^
Go Fr)
he
j
^
(g)o Fr ist
^
G{konjugiert zu a
0
(Fr)  g o Frg
modulo
^
G{Konjugation, wobei der Kozykel a
0
der Klasse a bei der Denition der
endoskopischen Gruppe in (5.3) gew

ahlt wurde. Es gilt ((
^
H oFr)
he
)  (
^
G;
^
; a
0
),
denn f

ur h 2
^
H gilt nach (5.3.4)
(ints Æ
^
)
 
(ho Fr)

= (ints Æ
^
)
 
hm

(Fr)o Fr

= h  (ints Æ
^
)
 
m

(Fr)o Fr

= h  a
0
(Fr) m

(Fr)o Fr = a
0
(Fr)  (ho Fr):
(7.16) Transfer von Funktionen: Denition von b

: Wegen des letzten
Absatzes wird durch  und Bijektionen in (7.5) (f

ur
^
H und
^
G) folgende Abbildung
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~
 deniert:
(
^
H o Fr)
h:e:
=
^
H{Konj.

(
^
G;
^
; a
0
)=
^
G{Konj.
^
T
H;sp
=W (
^
H)
Fr
1 1
~

(

; !)=W (
^
G)
Fr
:
1 1
(ii)
Dabei wird rechts (7.5) f

ur
^
H (mit dem maximal F -Splittorus T
H;sp
) ben

utzt. Damit
hat man die Abbildung
b

: H(
~
G;K)
(7:13)
   !
Satake
C [(

; !)]
W (
^
G)
Fr



  ! C [
^
T
H;sp
]
W (
^
H)
Fr
(7:4) 
     
Satake
H(H;K
H
)
und zwar so, da zu gegebenem f 2 H(
~
G;K) die Funktion b

(f) charakterisiert ist
durch
Tr

~
1
~
(s)
(f
1
)

= Tr(
s
(b

(f)))(iii)
f

ur alle s 2
^
T
H;sp
. Knapper (aber etwas unklar) formuliert: f
_
(
~
(s)) = (b

(f))
_
(s).
(Vorsicht mit
~
(s): Gemeint sind W
Fr
{Konjugationsklassen!)
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Vermutung 7.17 (Fundamentales Lemma, Langlands). Gegeben sei eine en-
doskopisches Datum (H;H; s; ) zu (G; ; a). Sei f 2 H(L(F ); K)  H(
~
G;G(F )
x
)
und  2 H(F ) stark regul

ar. Dann gilt bei geeigneter Normierung der Mae
X
Æ2L(F )=G(F ){Konj.

x
(; Æ)O
L;!
Æ
(f) = O
H;st

(b

(f)) :=
X
H(F ){Konj.klassen von 
0
aus
der stabilen Konj.klasse von 
O
H

0
(b

(f))
Lemma 7.18 ([Hal93, 11.3]). F

ur z 2 Cent(G)
Æ
(F ) gilt
L
z
H
(b

(f)) = ha
T
; zi
 1
L
 b

(L
z
(f));
wobei z
H
das Bild von z in Cent(H)(F )
Æ
ist (vgl. (5.6)). (Mit L
x
werden wieder
Linkstranslationen (f 7! f(x
 1
)) auf den Heckealgebren H(H;K
H
) bzw. H(
~
G;K)
bezeichnet.)
Beweis: Sei Z
G
:= Cent(G)
Æ
.
1. Schritt: Wegen des Satakeisomorphismus 7.4 wird die Aussage f

ur die Fourier-
transformierte gezeigt werden. Sei dazu s
H
2
^
T
H;sp
und s
G
2
^
T
sp
aus dem W (
^
G)
Fr
{
Orbit
~
(s
H
). In den beiden oberen Mengen des Diagramms (ii) in (7.16) m

ogen
t
H
o Fr bzw. t
G
o Fr (mit t
H
2 T
H
, t
G
2 T) die jeweiligen Bilder von s
H
bzw. s
G
repr

asentieren.
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2. Schritt: Reduktion auf eine Charakteridentit

at.
Tr


s
H
 
b

(L
z
(f))


(iii)
= Tr

~
1
s
G
 
L
z
(f
1
)


(7.14.b)
= 
s
G
(z)  Tr

~
1
s
G
 
f
1


(iii)
= 
s
G
(z)  Tr


s
H
 
b

(f)


(7.14.b)
= 
s
G
(z)
s
H
(z
H
)
 1
 Tr


s
H
 
L
z
H
(b

(f))


wobei 
s
G
der zu s
G
assoziierte Charakter aus (T(F ); 
0
; !) ist. Man ist daher
fertig, wenn gezeigt ist, da

s
G
(z)  
s
H
(z
H
)
 1
= ha
T
; zi
L
f

ur z 2 Cent
Æ
(G)(F )
Def.
= Z
G
(F ).
3. Schritt: Nach Satz 5.50.b ist die Abbildung Z
G
(G) ! Z
G
(G)


! Cent(H)
induziert durch die duale Abbildung zu
^
T
H
= T
H

 ! T
^
Æ
=
^
T
^
Æ

^
T, die auch zur
Identikation
 : Hom
unv
(T
H
(F ); C

) =
^
T
H;sp
=
^
T
^
Æ
sp

^
T
sp
= Hom
unv
(T(F ); C

)
benutzt wird. Daher ist zu zeigen, da auf Z
G
(F ) gilt 
s
G
 (
s
H
)
 1
= ha
T
; i
L
.
Eine

aquivalente kohomologische Formulierung in H
1
unv
(W
E=F
;
c
Z
G
) =
 
c
Z
G
oFr
Æ
c
Z
G
lautet mit (7.5):
t
 1
G
 t
H
 a
T
(Fr) 2 (1  Fr)
c
Z
G
:
4. Schritt: Nach Denition ist t
G
^
G
der
{konjugiert zu (t
H
o Fr) = t
H
m

(Fr) o Fr.
Wegen Korollar 6.12 errechnet man in
^
G=(
^
G)
der
t
 1
G
 t
H
 a
T
(Fr)  (t
H
m

(Fr))
 1
 t
H
m

(Fr)  1 (mod
^
G
der
):
5. Schritt: Man hat 1! (
^
T)
der
!
^
T !
c
Z
G
! 1, denn mit V

der
:= Z[(G)]
 R gilt
X

(
c
Z
G
) = X

(Cent(G)
Æ
) = X

(T) \ (V

der
)
?
und
X

(
^
T
der
) = X

(
^
T)
Æ
((Z[
_
(
^
G)]
 R)
?
\X

(
^
T)) = X

(T)
Æ
(V
?
der
\X

(T)):
Weil
^
G=
^
G
der
=
^
T=
^
T
der
'
c
Z
G
hat man im vierten Schritt tats

achlich t
 1
G
t
H
a
T
(Fr) 2
^
T=
^
T
der
'
c
Z
G
nachgewiesen und ist fertig.
Satz 7.19. Das fundamentale Lemma 7.17 gilt f

ur die Gruppe
~
G, wenn es f

ur die
von G
der
und 
0
(aus (7.1)) erzeugte Gruppe gilt.
(Nota bene: Die Anzahl der Zusammenhangskomponenten dieser Untergruppe von
~
G ist ein Vielfaches von 
0
(
~
G). Nur wenn 
0l
2 G
der
bleibt sie gleich.)
Beweis: Sei z 2 Cent(G)
Æ
(F ) und z
H
sein Bild in Cent(H)
Æ
(F ).
X
z
 1
Æ

x
(z
 1
H
; z
 1
Æ)O
L;!
z
 1
Æ
(f)
5:50:b
=
X
Æ
ha
T
; z
 1
i
L

x
(; Æ) O
L;!
Æ
(L
z
(f))
F.L.
= ha
T
; z
 1
i
L
O
H;st

 
b

(L
z
(f))

= O
H;st

 
ha
T
; z
 1
i
L
 b

(L
z
(f))

7:18
= O
H;st

 
L
z
H
(b

(f))

= O
H;st
z
 1
H

(b

(f));
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wobei bei "F.L." das fundamentale Lemma f

ur die von G
der
und 
0
erzeugte Gruppe
eingeht.
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Das Ziel dieses und des n

achsten Abschnitts ist das Abstiegslemma 7.32, in dem
das fundamentale Lemma f

ur beliebige Elemente auf das fundamentale Lemma f

ur
stark kompakte Elemente zur

uckgef

uhrt wird. Zun

achst wird nur die Situation
(angenehmer?) pr

apariert.
(7.20) Gegeben sei ein Matching H(F ) 3  $ Æ 2
~
G(F ) \ L stark regul

are
Elemente und alle Bezeichnungen (g, Æ

,
~
T ,
~
T
G
, ...) aus (5.9) werden benutzt. Sei
T
sp
der maximale F{Splittorus in T undM

:= Cent(T
sp
; G)
Æ
. Wie T selbst ist auch
T
sp


{stabil. M


Æ
und M

sind quasisplit, denn T


Æ
sp
liegt in einem maximalen
F{Splittorus T
1
von G


Æ
. Oensichtlich ist T
1
 M


Æ
und der maximale F{
Splittorus Cent(T
1
; G) liegt in M

.
Behauptung 7.21. Man darf (und wird) annehmen, da T  M

(d.h. T
sp
 T)
und M

 B eine (F{rationale) parabolische Untergruppe von G ist.
Beweis: Weil M


Æ
= Cent(T


Æ
sp
; G


Æ
) Levigruppe einer geeigneten F{rationalen
parabolischen Untergruppe von G


Æ
ist, gibt es ein x 2 (G


Æ
)
sc
(F ), so da
xM


Æ
x
 1
Levigruppe einer Standardparabolischen bez

uglich B

wird. Da 

speziell ist, ist (nach (3.11)) das Paar (B ;T) das einzige Paar in G, dessen Schnitt
mit G


das Paar (B


;T


) ergibt. Daher ist xM

x
 1
Levigruppe einer Standard-
parabolischen bez

uglich B .
Weil x 2 G


(F ) kann man das Matching  $ Æ f

uhren

uber die Daten xÆ

x
 1
,
(xBx
 1
; xTx
 1
), xg und 
0
= intx Æ  statt der bisherigen Æ

, (B; T ), g bzw.
 : T
H
! T


. Bez

uglich dieser modizierten Realisierung des Matchings ist die
maximale Splitkomponente des neuen T in T enthalten.
Lemma 7.22. H
1
(F;M

) ,! H
1
(F;G)
Beweis: [K88, S. 639]
Behauptung 7.23. Die G(F ){Konjugationsklasse von Æ hat einen Vertreter in
(M

 

)(F ).
Beweis: F

ur die Projektion von g aus (5.9.4) nach G ist v() := g(g)
 1
2
Kern[H
1
(F; T )! H
1
(F;G)]. Wegen Lemma 7.22 ist Kern[H
1
(F; T )! H
1
(F;G)] =
Kern[H
1
(F; T ) ! H
1
(F;M

)]. Also gibt es ein m 2 M

mit v() = mm
 
, d.h.
m
 1
g 2 G(F ) und m
 1
gÆg
 1
m = m
 1
Æ

m 2 (M

 

) \
~
G(F ).
(7.24) Man wird daher im Matching  $ Æ das Æ ersetzen durch diesen Vertre-
ter in (M

 

)(F ). Nach Satz 5.50.a ver

andert sich dadurch (; ?) zwar, aber
(; ?)O
?
(f) bleibt insgesamt unver

andert.
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Nach diesen Pr

aparationen kann man annehmen, da die maximalen Splittori T
sp
und T
G;sp
= Cent(Cent(Æ; G); G)
Æ
von T bzw. T
G
sowie ihre Zentralisatoren M

=
Cent(T
sp
; G) bzw. M := Cent(T
G;sp
; G)

ubereinstimmen. Also m

ochte man (unter
der Annahme g 2 M
sc
, f

ur die man die in (7.24) benannte Ver

anderung von  in
Kauf nehmen mu) auf
~
M := Cent(T
G;sp
;
~
G) absteigen.
Das l

auft ganz analog zur ungetwisteten Situation. M = M

ist quasisplit, so da
man als inneren Twist wieder die Identit

at benutzen darf. W

ahle eine F{rationale
parabolische Untergruppe P , deren Levigruppe M ist. (Nach den Manipulationen
in Behauptung 7.21 sei das P =M  B .) Sei N das unipotente Radikal von P .
Lemma 7.25. Sei G reduktiv (und zusammenh

angend). Die duale Gruppe
^
M ei-
ner Levikomponente M einer parabolischen Untergruppe von G ist selbst Levikom-
ponente einer parabolischen Untergruppe von
^
G. Genauer korrespondiert (bis auf
^
G{Konjugation)
^
M zu I
_
:= f
_
j  2 g  
_
, wenn M zu I   = (G)
korrespondiert.
Beweis: Klar.
(7.26) Als n

achstes wird analog zu [LS90, 1.4.] ein (unverzweigtes) endoskopi-
sches Datum zu M und (G;H) konstruiert. Dazu m

ogen die Konventionen und
Bezeichnungen aus (5.5) alle in Kraft sein. Nach der Denition von M = M

und
Behauptung 7.21 ist spl
M
:= spl
G

\M ein F{Splitting von M . Die Identizie-
rung von (G; T )
_
mit (
^
G; T ) erm

oglicht es, (M;T )
_
als  {stabile Teilmenge
von (
^
G; T ) aufzufassen. O.E. sei
^
M die Leviuntergruppe von
^
G, die T enth

alt und
(M;T )
_
als Wurzeln hat. Dann kann man spl
^
M
:= spl
^
G
\
^
M denieren.
Da die Galoisaktion auf (M) die Einschr

ankung der  {Aktion auf (G) ist, kann
man folgende L{Gruppe (
^
M; 
M
; 
M
) von M in
L
G einbetten: F

ur 
M
nimmt man
die Einschr

ankung von 
G
auf
^
M und f

ur 
M
die Einschr

ankung von 
G
auf 	(M)
_
.
(Vgl. (1.10).)
Die Konstruktion bisher ergibt auerdem, da (M)
_
und damit
^
M
^
{stabil ist, so
da P
^

((
^
M)) ein abgeschlossenes Subsystem von P
^

((
^
G)) ist (d.h. alle positiven
Linearkombinationen von Elementen aus dem Subsystem, die Wurzeln sind, liegen
in dem Subsystem.) Weil zudem T
^
Æ
 (
^
M
s
^

)
Æ
(s 2 T !), ist (
^
M
s
^

)
Æ
Levikompo-
nente einer Parabolischen von
^
H =
^
G
s
^
Æ
: Es gilt z.B. (
^
M
s
^

)
Æ
= Cent(
^
T
^
Æ
sp
; (
^
G
s
^

)
Æ
)
(wobei
^
T
^
Æ
sp
mit seinem Urbild in
^
T
^
Æ
= T
^
Æ
identiziert wurde).
Analog sieht man mit Lemma 7.25, da es eine Leviuntergruppe H
M
von H gibt,
so da
^
H
M
=
^
M
s
^
Æ
, z.B. H
M
= Cent(H; T
H;sp
), wobei T
H
= Cent(;H) von dem
Matching aus (7.20) herkommt. Sei spl
^
H
M
= spl
^
H
\
^
H
M
.
Die Gruppe
L
H
M
wird analog (zu
L
M 
L
G) durch Einschr

ankung der Daten zu
L
H gewonnen:
L
H
M
:= (
^
H
M
; 
H
j
^
H
M
; 
H
j
^
H
M
). Um zu sehen, da es ein 
M
gibt, so
da
L
H
M

M
 !
L
M
# #
L
H

 !
L
G
(iv)
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kommutiert, beobachtet man, da man nach Langlands 3.41
L
T
H
'
L
(T


) mit
entsprechenden {Data in alle vier Gruppen einbetten kann. Das Bild unter einer
solchen Einbettung h

angt nicht ab von den {Data, da diese nur das r
p
(w) 2
^
T
H
beeinuen (bei der Denition (vi) in (3.47)). Wie in (5.35) ausgef

uhrt wurde, hat
man
Bild[
L
T
H
,!
L
H
M
,!
L
H

,!
L
G] = T  Bild[
L
T
H
,!
L
M ,!
L
G]  Bild[
L
M ,!
L
G]:
Mit der Denition von
^
H
M
zusammen folgt, da (
L
H
M
) 
L
M .
Indem man die Borelgruppen B \ M  T und B
H
\ H
M
 T
H
benutzt, ist die
zu
^
T
H
' T
H
' T
^
Æ
' (T


)
^
duale Abbildung T
H
' T


eine zul

assige Einbettung
sowohl f

ur (
~
G;H) als auch f

ur (
~
M;H
M
).
(7.27) Als endoskopisches Datum f

ur (
~
M := hM; Æi; a) nimmt man nun das Tupel
(H
M
;
L
H
M
; s; jL
H
M
):
Seine Isomorphieklasse (vgl. (5.3)) ist wohlbestimmt durch die Isomorphieklasse von
(H;
L
H; s; ), denn Cent(
^
G)  Cent(
^
M). Auerdem gelten die fundamentalen An-
nahmen, wenn man sie w

ortlich auf dieses endoskopische Datum und M

ubertr

agt.
Langlands und Shelstad [LS90, 1.4] zeigen die Unabh

angigkeit der Isomorphieklasse
von den vielen Wahlm

oglichkeiten bei der Konstruktion.
Nach [K86, 7.1] sindM(F )\K und H
M
(F )\K
H
hyperspezielle maximal kompakte
Untergruppen von M(F ) bzw. H
M
(F ).
Behauptung 7.28. Die Inklusion
L
M ,!
L
G induziert die untere Inklusion in dem
kommutativen Dagramm
H(
~
G;K)
()
(P )
   ! H(
~
M;M(F ) \K)
?
?
y
?
?
y
C [
^
T
^
Æ
sp
]
W (
^
G)
hFr;
^
i
   ! C [
^
T
^
Æ
sp
]
W (
^
M)
hFr;
^
i
Dabei sind die Abbildungen nach unten Sataketransformationen und
f
(P )
(m) := Æ
1
2
P
(m)
Z
N(F )
f(mn)dn
der konstante Fourierterm entlang M . Das Haarma auf dem unipotenten Radikal
N von P =M  B wird normiert durch vol
dn
(N \K) = 1.
Beweis: Man rechnet mit Lemma 7.14 (f

ur s 2
^
T
^
Æ
sp
) nach
f
_
G
(s) =
X
2X

(T
sp
)=X

(
^
T
sp
)
(s)  (S
G
f)(

F
) =
X

(s)  (S
M
f
(P )
)(

F
) = (f
(P )
)
_
M
(s);
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wobei die Sataketransformationen und S wie angedeutet in den Gruppen G bzw. M
gebildet werden. Dabei benutzt man die Zerlegung du
G
= du
M
 dn...
Angewendet auf die Paare M , G sowie H
M
, H folgt hieraus nach Konstruktion von
b

in (7.16) das
Korollar 7.29. Das kommutative Diagramm (iv) in (7.26) induziert das folgende
kommutative Diagramm
H(
~
G;K)
b

   ! H(H;K
H
)
()
(P )
?
?
y
?
?
y
()
(P
H
)
H(
~
M;M \K)
b

M
   ! H(H
M
; H
M
\K
H
)
F

ur die entscheidende Integralrechnung 7.31 mu noch folgende Berechnung einer
Jacobideterminante bereitgestellt werden:
Lemma 7.30. Sei
~
P =
~
M N wie bisher in den letzten Paragraphen.
(D.h. P = M N die Levizerlegung einer 

{stabilen F{Parabolischen P  G und
~
P = Norm(P;
~
G) bzw.
~
M = Norm(M;
~
P ).)
F

ur fast halbeinfaches Æ =
~
M(F ) \ L, gilt
(1) Falls 
HC
(Æ) := det(1  Ad(Æ)j
LieN
) 6= 0, so gilt f

ur alle f 2 C
c
(L(F ))
Z
N
f(Æn)dn =



HC
(Æ
 1
)


F
Z
N
f(n
 1
Æn)dn:
(2) D
G=M
(Æ)
Def
= jdet(1  Ad(Æ))j
LieG=M
j
1=2
F
= j
HC
(Æ
 1
)j
F
 Æ
P
(Æ)
1=2
:
(3) D
G=M
(m
 1
Æm) = D
G=M
(Æ) = D
G=M
(Æ
 1
) f

ur alle m 2M(F ).
(4) Es stabilisiere 

2
~
P \ L ein Splitting (B ;T; fX

g) von G mit B  P und
T M . Zerlege Æ = t  

(mit t 2 T). Dann gilt (mit I = h

i)
D
G=M
(Æ) =
Y
I(G)n(M)
 vom Typ I, II
jS
I
(t)  1j
1=2
F

Y
I(G)n(M)
 vom Typ III
jS
I
(t) + 1j
1=2
F
Beweis: Der Beweis von [HC70, Lemma 22]

ubertr

agt sich w

ortlich auf den Fall
eines fast halbeinfachen Æ 2
~
P (F ) \ L, denn weil Æ ein Paar (B; T ) mit P  B und
T  M stabilisiert, gibt es auch hier eine Filtrierung Æ{stabiler Untergruppen N =
N
1
 N
2
 :::  N
r+1
= 1 mit abelschen Quotienten N
i
=N
i+1
und [N
i
; N
i
]  N
i+1
.
(Man kann z.B. f

ur jedes N
i
das Erzeugnis aller U

nehmen, so da die H

ohe von 
bzgl. (B; T ) unter einer gewissen Schranke bleibt. Nat

urlich sinkt die Schranke,
wenn i steigt.)
Z
N
i
f(Æ
 1
n
 1
Æn)dn =
Z
N
i+1
nN
i
Z
N
i+1
f(Æ
 1
_n
 1
i
Æ(Æ
 1
n
 1
i+1
Æn
i+1
) _n
i
)
| {z }
=:g
1
(Æ
 1
n
 1
i+1
Æn
i+1
)
dn
i+1
d _n
i
=


det(1  Ad(Æ
 1
)j
n
i+1
)


 1
F
Z
N
i+1
nN
i
Z
N
i+1
f(Æ
 1
_n
 1
i
Æ _n
i
_n
 1
i
n
i+1
_n
i
)
| {z }
=g
1
(n
i+1
)
dn
i+1
d _n
i
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nach Induktionsannahme. Substituiere _n
 1
i
n
i+1
_n
i
7! n
i+1
. Die Funktion g
2
ist eine
Funktion der abelschen Gruppe N
i+1
nN
i
=


det(1  Ad(Æ
 1
)j
n
i+1
)


 1
F
Z
N
i+1
nN
i
Z
N
i+1
f(Æ
 1
_n
 1
i
Æ _n
i
n
i+1
)dn
i+1
| {z }
=:g
2
(Æ
 1
_n
 1
i
Æ _n
i
)
d _n
i
=


det(1  Ad(Æ
 1
)j
n
i+1
(n
i
=n
i+1
)
)


 1
F
Z
N
i+1
nN
i
Z
N
i+1
f( _n
i
n
i+1
)dn
i+1
| {z }
g
2
( _n
i
)
d _n
i
=


det(1  Ad(Æ
 1
)j
n
i
)


 1
F
Z
N
i
f(n
i
)dn
i
Die restlichen Aussagen erh

alt man mit der Zerlegung Lie(G) = n
 
 Lie(M) n.
D
G=M
(Æ) = jdet(1  Ad(Æ)j
n
 
n
)j
1
2
F
=


det(1  Ad(Æ
 1
)j
n
)


1
2
F



det(Ad(Æ)j
n
(AdÆ
 1
  1)j
n
)


1
2
F
=


det(1  Ad(Æ
 1
)j
n
)


F
 jdet(Ad(Æ)j
n
)j
1
2
F
=



HC
(Æ
 1
)


F
 Æ
P
(Æ)
1
2
F

ur die letzte Formel kann man sich auf einen Orbit n
I
=
L
2I
g

 n be-
schr

anken. Falls  nicht vom Typ III ist, kann man nach Lemma 2.9 eine 

{stabile
Basis vo n
I
w

ahlen. Sei l

:= jIj. Falls  vom Typ III ist, gibt es nach 2.9 eine
Basis von n
I
, so da I=h
l

=2
i einfach transitiv auf den durch diese Basis erzeugten
Geraden in n
I
operiert. Dann hat man 
l

=2
j
n
I
=  1. Insgesamt folgt daraus:
det(1  Ad(Æ))j
n
I
=

1  S
I
(t) falls  vom Typ I oder II ist
1 + S
I
(t) falls  vom Typ III ist.
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Behauptung 7.31. O
L;!
Æ
(f) = D
G=M
(Æ)
 1
O
~
M\L;!
Æ
(f
(P )
) f

ur f 2 H(L;K).
Beweis: Sei T = Cent(Æ; G) = Cent(Æ;M).
O
L;!
Æ
(f) =
Z
T (F )nG(F )
!(g)f(g
 1
Æg)dg
=
Z
TnM
Z
N
Z
K
!(mnk)f(k
 1
n
 1
m
 1
Æmnk)dk dn d m
Weil ! unverzweigt ist,
=
Z
TnM
Z
N
!(m)f(n
 1
m
 1
Æm
| {z }
=:m
0
n)dn d m
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Nach Behauptung 7.30.1 gilt
=
Z
TnM
D
G=M
(m
0
)
 1
 Æ
P
(m
0
)
1=2
 !(m)
Z
N
f(m
0
n)dn d m
und wegen D
G=M
(m
0
) = D
G=M
(m
 1
Æm) = D
G=M
(Æ)
= D
G=M
(Æ)
 1
Z
TnM
!(m)f
(P )
(m
 1
Æm)dn d m
Als Spezialfall ( = id) ergibt sich O
H

(f
H
) = D
H=H
M
()
 1
O
H
M

((f
H
)
(P
H
)
).
Satz 7.32. Das fundamentale Lemma 7.17 gilt, wenn es f

ur stark kompakte Ele-
mente gilt.
Beweis: Sei  2 H(F ) stark G{regul

ar und Norm{Image eines Elements Æ 2
L(F ). Ferner sei M wie oben (als Zentralisator des maximalen Splittorus in
T = Cent(G; Æ

)
Æ
) gebildet. Nach den Behauptungem 7.23 und 6.2 kann man an-
nehmen, da die Vertreter der G(F ){Konjugationsklassen in der stabilen Konjuga-
tionsklasse von Æ in
~
M(F ) liegen und dort stark kompakt sind. Mit dem folgenden
Lemma 7.33, das die Transferfaktoren bzgl. M und G vergleicht, kann man wie in
[Hal93, 12.] das fundamentale Lemma f

ur G bei  beweisen:
P
Æ

G;K
(; Æ) O
G
Æ
(f)
7.31+7.33
= D
H=H
M
()
 1

P
Æ

M;K\M(F )
(; Æ) O
M
Æ
(f
(P )
)
F.L.
= D
H=H
M
()
 1
O
st;H
M

(b

M
(f
(P )
))
7.29
= D
H=H
M
()
 1
O
st;H
M

((b

(f))
(P
H
)
)
7.31
= O
st;H

(b

(f));
wobei bei F.L. das fundamentale Lemma f

ur (;M;H
M
; :::) eingeht.
Lemma 7.33. 
G;K
(; Æ) = 
M;K\M(F )
(; Æ) 
D
G=M
(Æ)
D
H=H
M
()
.
Beweis: Man w

ahle f

ur M und G dieselben a{Data und {Data und alle a{Data
und {Data trivial auf (G)n(M) = (N) (denn diese zerfallen oenbar in
asymmetrische Galoisorbiten) Damit hat man 
M
II
= 
G
II
und 
M
I
= 
G
I
, denn
man kann 
G
fa

g
(T


Æ
sc
) = 
M
fa

g
(T


Æ
sc
) erreichen, wenn man h 2 M
sc
w

ahlt. Die
Steinbergepr

asentanten werden onehin zu spl
M
= spl
B
\ G gebildet und auf der
dualen Seite hat man s
G
T;
= s
M
T;
wegen
L
M ,!
L
G.

G
IV
(; Æ) =


det(1  Ad(t

)

)j
Lie(G)=Lie(T )


1=2
F


det(1  Ad())j
Lie(H)=Lie(T
H
)


1=2
F
= 
M
IV
(; Æ) 


det(1  Ad(t

)

)j
Lie(N)+Lie(

N)


1=2
F


det(1  Ad())j
Lie(N
H
)+Lie(

N
H
)


1=2
F
= 
M
IV
(; Æ) 
D
G=M
(Æ)
D
H=H
M
()
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Nun zu 
III
: Die normierten Referenzdaten  $ Æ 2
~
M(F ), f

g erf

ullen auch f

ur
~
G die Normierung 5.43. Weil man nach den Pr

aparationen (7.20){(7.27) f

ur  $ Æ
das g aus (5.9.4) in M
sc
w

ahlen kann, ist V () =
 
(g(g)
 1
; v(); (t

; t
 1
)

o.E.
dasselbe f

ur die Berechnung von 
G
III
wie auch f

ur 
M
III
.
Man hat das kommutative Diagramm (iv) in (7.26) und aus der Gleichwahl der
{Data folgt, da 
T
H
und 
T

uber die Inklusion
L
M ,!
L
G faktorisieren, d.h.
L
T
H

T
H
L
G
L
M
und
L
T

T
L
G
L
M:
sind kommutativ. Daher ist A(w) ebenfalls in den Paarungen f

ur beide Gruppen
dasselbe, mithin 
G
III
= 
M
III
.
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(8.1) In diesem Kapitel istG halbeinfach unverzweigt (und zusammenh

angend) und
~
G=G ' Z=l. Die Annahmen (5.17) gelten weiterhin. Insbesondere zerf

alltG

uber der
endlichen unverzweigten Erweiterung F
0
=F . In (4.24) wurde eine Kohomologieklasse
(L) eingef

uhrt, die das Hindernis beschreibt, ob L(F ) leer ist. Ihr Bild unter der
Einbettung Cent(G)


,! Cent(H) (aus 5.6) ist die Klasse 
H
(L) 2 H
1
(F;Cent(H)).
Diese Klasse h

angt nur von L und H ab und ist nach den fundamentalen Annahmen
unverzweigt; genauer Ination aus H
1
(F
0
=F;Cent(H)(F
0
)). W

ahle und xiere im
Folgenden einen Zykel z

H
() in 
H
(L).
Lemma 8.2. Sei T
H
ein maximaler F{Torus von H und
~
T
G
ein maximaler F{
Torus bez

uglich L. Beide Tori sollen

uber der endlichen unverzweigten Erweiterung
F
0
=F zerfallen. Sei U
~
T

~
T
G
(F ) eine maximal kompakte Untergruppe.
Wenn es ein Matching 
0
$ Æ
0
stark regul

arer, stark kompakter Elemente Æ
0
2 U
~
T
,

0
2 T
H
(

F ) mit z

H
() = 
 1
0
(
0
) gibt, dann ist jedes stark regul

are, stark kompakte
 2 T
H
(

F ), f

ur das 
 1
() = z

H
() gilt, Norm{Image eines Elements Æ aus U
~
T
\L.
Zudem kann man das Matching  $ Æ noch so f

uhren, da dasselbe g (aus (5.9.4))
ben

utzt wird wie f

ur 
0
$ Æ
0
.
Beweis: Die Bezeichnungen f

ur das vorgegebene Matching 
0
$ Æ
0
seien die

ublichen:
T
H

T


T
P


~
T \ L
x7!x
 1
~
T
G
\ L
intg
0

0

t

0
Æ

0
Æ
0
Nach (5.12) darf man g
0
2 G
sc
(F
0
) annehmen. (Weil 

2
~
G(F
0
), ist somit t

0
2
T (F
0
).) Der Kern der vom Ordnungshomomorphismus  induzierten Abbildung
H
1
(F
0
=F; (1  

)T )  ! H
1
(F
0
=F; (1  

)V \X

(T ))
ist Quotient von H
1
(F
0
=F;
 
(1   

)T

(F
0
)
c
) = 1 (nach 3.39). Also hat man in
folgendem kommutativen Diagramm mit exakten Zeilen rechts eine Inklusion ( :=
X

(T ) \ (1  

)V )
 
(1  

)T

(F )

T (F )
P



T


(F )
H
1
(F
0
=F; (1  

)T )

 
X

(T )
 

X

(T )
Æ


 
H
1
(F
0
=F;)
Die Surjektion links auen wurde in Lemma 4.34.a bewiesen. Also hat (
 1
0
) 2
T


(F )
c
ein Urbild t 2 T (F )
c
unter P


. Weil intg
0
: T
G
! T

uber F deniert ist
(auf den Einskomponenten), liegt Æ := g
 1
0
tÆ

0
g
0
= g
 1
0
tg
0
Æ
0
2
~
T (F ). Oensichtlich
hat man ein Matching  $ Æ mit denselben Gr

oen 

, ,
~
T , g
0
wie bei 
0
$ Æ
0
.
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Behauptung 8.3. Sei 

2 L(F
0
), so da 

= int

ein F{Splitting stabilisiert.
(Solche Elemente existieren, nach der fundamentalen Annahme (5.17.3))
Sei
~
T
G

~
G ein anisotroper maximaler Torus bzgl. L, der

uber F
0
zerf

allt und
Æ 2
~
T
G
(F ) \ L ein stark regul

ares, (automatisch) stark kompaktes Element, das an
einem Matching  $ Æ beteiligt ist. Dann gibt ein stark kompaktes Æ
0
2
~
T (F ), das
G(F
0
){konjugiert zu Æ ist und ebenfalls  zum Norm{Image hat.
Beweis: Der vermittelnde Torus
~
T des Matchings ist anisotrop, weil intg : Cent(
~
T
G
) '
Cent(
~
T )

uber F deniert ist (Nach Denition 5.9.7 ist g(g)
 1
2 T
sc
.) Sei N
l
die
Normabbildung auf X

(T ) aus Denition 4.31 und  die Ordnungsabbildung auf
T (F
0
). Weil z

() := 

(

)
 1
2 Cent(G)(F
0
) stark kompakt ist, folgt f

ur alle
 2 Gal(F
0
=F ) =:  
Æ

(Æ

)
 1
= z

()t

(t

)
 1
= (1  

)
 
g(g)
 1

2

(1  

)T

(F
0
)
=) N
l
((t

)) 2 (X

(T )


)
 
= 0
Die letzte Gleichheit gilt, weil
~
T anisotrop ist. Also hat man (t

) 2 (1   

)V \
X

(T ). (Da nach Voraussetzung 

und g F
0
{rational sind, ist t

2 T (F
0
)!) Sei
  O
F
ein Primelement und t
1
:= (t

) 
 
 1
2
 
(1   

)V \ X

(T
0
)


 F
0
=
 
(1   

)T
0

(F
0
). Dann ist t
1
t

2 T (F
0
)
c
. Weil H
1
( ;
 
(1   

)T

(F
0
)
c
) = 1 (nach
3.39), gibt es ein t
2
2
 
(1   

)T

(F
0
)
c
, so dass Æ
0
:= t
1
t
2
Æ

= t
2
(t
1
t

)

2
~
T (F )
stark kompakt ist. Dieses Æ
0
hat  zum Norm{Image, denn t
1
t
2
2 (1  

)T .
Mit Korollar 5.16 folgen daraus
Korollar 8.4. Sei
~
T
G

~
G ein anisotroper Torus, der

uber F
0
zerf

allt, und U 
~
T
G
(F ) eine maximal kompakte Untergruppe, so da ein z

H
{Matching  $ Æ 2 U
existiert. Ferner stabilisiere 

2 Aut(G) ein F{Splitting.
Dann gibt es in der halbstabilen G(F
0
){Konjugationsklasse von U eine Gruppe U
~
T
,
so da erstens der zu U
~
T
geh

orende Torus
~
T := Cent(Cent(U
~
T
);
~
G) 

{stabil ist
und zweitens  Norm{Image eines Elements aus U
~
T
ist.
Korollar 8.5. Falls also
~
T
G
ein anisotroper, unverzweigter maximaler Torus ist,
der erstens ein 

2
~
T
G
(F
unv
) enth

alt, das ein F{Splitting stabilisiert, und zweitens
ein Æ 2
~
T
G
(F ), das an einem Matching  $ Æ

2
~
T (

F )$ Æ beteiligt ist, dann kann
man bei dem Matching immer
~
T
G
=
~
T annehmen (oder gleichbedeutend g = 1). Mit
anderen Worten: Dann gibt es eine zul

assige Einbettung T
H

 ! (T
G
)


.
Satz 8.6. Sei
~
T
G
, U 
~
T
G
(F ) und  $ Æ 2 U wie in 8.4.
Dann gibt es in der halbstabilen G(F
0
){Konjugationsklasse von U
~
T
eine maximal
kompakte Untergruppe U
~
T
0

~
T
0
(F ), so da der Fixpunkt x(U
~
T
0
) =: x aus (4.45)
eine hyperspezielle Ecke im Geb

aude B(G;F ) ist.
Wenn ein 

2 L(F
0
) vorgegeben ist, f

ur das 

:= int

ein F{Splitting stabilisiert,
dann kann man zudem 

2
~
T
0
(F
0
)
x
erreichen.
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Beweis: Sei 

2 L(F ), so da 

:= int

das F{Splitting (B ;T; ) stabilisiert,
~
T := Cent(T


;
~
G) und
~
T der 

{stabile Torus

uber den (wie in Denition 5.9) das
Matching  $ Æ gef

uhrt wird. Indem man
~
T
G
bzw. U innerhalb seiner halbsta-
bilen Konjugationsklasse geeignet ab

andert, darf man nach 8.3 (und Korollar 5.16)
~
T
G
=
~
T annehmen (in der Behauptung des Satzes oben).
In (3.23) und (3.24) wurden die schwach stabilen bzw. halbstabilen G(F
0
){Konjuga-
tionsklassen in der G(F
0
){Konjugationsklasse von
~
T durch H
1
(F
0
=F;W (T)


) para-
metrisiert und H
1
( 
T
G
; (1 

)T(F
0
)), wobei  
T
G
die von von T
G
auf T

ubertragene
Galoisaktion von Gal(F
0
=F ) ist. Weil
~
T
G
nun 

{stabil angenommen wird, sind
Cent(
~
T
G
)
Æ
und Cent(
~
T)
Æ
konjugiert in G


Æ
(F
0
). Daher ist ein Torus der Form
~
T
0
:= g
~
Tg
 1
(mit g 2 G(F
0
)) genau dann halbstabil G(F
0
){konjugiert zu
~
T
G
, wenn
(1) g
 1
(g) 2 Norm(
~
T; G) = T  Norm(T


Æ
; G


Æ
) f

ur alle  2 Gal(F
0
=F ).
(2) (1  

)(g
 1
(g)) wird trivial in H
1
( 
T
G
; (1 

)T(F
0
)).
(3)
~
T
0
Def.
= g
~
Tg
 1
und
~
T sind schwach stabil konjugiert.
Sei x ein 

{stabiler hyperspezieller Punkt aus dem Apartment A(G;T
sp
; F ) 
B(G;F ). Nach Satz 4.44 gibt es ein g 2 G(F
0
)


Æ
x
, so da die Punkte (1), (2),
(3) erf

ullt sind. Weil 

2
~
T
0
(F
0
)
x
, kann man mit H
1
(F
0
=F; T
0
(F
0
)
x
) = 1 schlie-
en, da ; 6=
~
T
0
(F )
x
\ L 3 #. Daher xiert die maximal kompakte Untergruppe
U
~
T
0
= hT
0
(F )
c
; #i =
~
T
0
(F )
x

~
T
0
(F ) den Punkt x. Nach Behauptung 5.15 gibt es in
~
T
0
(F )\L ein Æ
0
, das  zum Norm{Image hat. (Wie alle Elemente in
~
T
0
(F )\L ist Æ
0
stark kompakt.) Nach Korollar 8.5 gibt es eine zul

assige Enbettung 
0
: T
H

 ! T
0


.
Also ist # 2
~
T
0
(F ) an irgendeinem Matching beteiligt. Nach Lemma 8.2 ist da-
her auch  2 T
H
Norm{Image eines geeigneten Æ
00
2 U
~
T
0
. Also sind U
~
T
und U
~
T
0
halbsatbil G(F
0
){konjugiert (nach Korollar 5.16).
Denition 8.7. Sei
 F
0
=F eine (gen

ugend groe) unverzweigte endliche K

orpererweiterung und
Gal(F
0
=F ) =:  .

~
T 
~
G ein unverzweigter, anisotroper F{Torus, maximal bzgl. L und

uber F
0
zerfallend. Seine Einskomponente sei T .
 U eine maximal kompakte Untergruppe von
~
T (G) mit U\L 6= ;. Der Fixpunkt
x(U) 2 B(G;F ) aus 4.45 sei hyperspeziell (in B(G;F )). Auerdem soll es in
U ein stark regul

ares Element Æ
0
geben, das an einem Matching beteiligt ist.
 spl
G
(x(U)) ein Splitting zum Fixpunkt x(U), wie in Denition 4.14 beschrie-
ben.
 

2
~
T (F
0
) ein Vertreter f

ur die gesternte Aktion 

von L bzgl. spl
G
(x(U)),
so da z

H
() das Bild von z

() := 

(

)
 1
ist unter der kanonischen Ab-
bildung Cent(G) Cent(G)


,! Cent(H) aus (5.6). Sei I := h

i.
 q

(f

ur  2 
I
= P
I
((T;G))) die Gr

oe des Restklassenk

orpers von F

, dem
Fixk

orper des Stabilisators  

von  bei der Operation von   auf 
I
. (D.h.
q

= q
j j
mit q = jO
F
=p
F
j.)
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 "() die Vorzeichenfunktion auf  = (T;G): "() =  1, falls  vom Typ III
ist, und sonst gilt "() = 1.
 P


: T ! T


ist die Projektion auf die Koinvarianten des Torus. Die analoge
Projektion P
I
:  ! 
I
auf Vektorraumniveau und die Orbitsumme S
I
=
P
2I
 wurden in 2.3 deniert.
Deniere f

ur alle stark regul

aren Elemente Æ =: t



2
~
T \L mit P


(t

) 2 T
ad;

(F )

U
(Æ) :=
Y
O ist  {Orbit in 
I
(und P
I
() 2 O ein Vertreter.)

 q
 
1
2
P
I
()

val
F
 
"()S
I
(t

) 1

;
wobei das Produkt

uber alle Galoisorbiten O in 
I
l

auft und die  2  so zu w

ahlen
sind, da P
I
() 2 
I
ein Vertretersystem f

ur die Galoisorbiten O durchl

auft.
(8.8) Wohldeniertheit von 
U
: Klar ist, da weder q
P
I
()
noch " von der Wahl
des Vertreters  2  abh

angen, f

ur das P
I
() in einem vorgegebenen Galoisorbit
O liegt. Weil Æ und 

F{rational sind, ist auch S
I
(t

) =
Q
2I
(t

) 2 F

unabh

angig von der Wahl der . Die Wahl des unverzweigten Zerf

allungsk

orpers ist
oenbar unerheblich und
~
T , T , P


werden gar nicht gew

ahlt: Weil Æ stark regul

ar
ist, ist
~
T = Cent(G
Æ
;
~
G) durch Æ eindeutig bestimmt. (Vgl. 3.2 und 3.4.) Ebenso
ist die Operation von 

auf T durch Æ festgelegt.
(8.9) Nach den Aussagen 8.4 bis 8.6 gibt es in jeder halbstabilen G(F
0
){Kon-
jugationsklasse eines unverzweigten, anisotropen, F{Torus, der maximal bzgl. L
ist und an einem Matching beteiligte Elemente enth

alt, einen Torus
~
T , der den
Anforderungen von Denition 8.7 gen

ugt.
Satz 8.10. Seien
~
T und U
~
T

~
T (F ) wie in Denition 8.7. Ferner sei T
H
ein
F{rationaler maximaler Torus von H, so da ein Matching T
H
(F ) 3 
0
$ Æ
0
2
U
~
T
\L existiert. Dann gilt f

ur alle stark kompakten, stark regul

aren  2 T
H
(

F ) mit

 1
() = z

H
()

x(U
~
T
)
(; Æ) = 
U
~
T
(Æ)
Æ

T
H
(F )
() ;
wobei Æ 2 U
~
T
, so da  $ Æ matchen. (Solche Æ existieren nach Lemma 8.2.)
Beweis: Sei F
0
wie stets ein gen

ugend groer unverzweigter Zerf

allungsk

orper von
~
T und K
0
= G(F
0
)
x(U
~
T
)
. Nach Satz 4.5 und Satz 4.21 gibt es zu x := x(U
~
T
) zwei
O
F
{Gruppenschemata F und G, deren generische Fasern G


sc
bzw. G sind und f

ur
die gilt F(O
F
0
) = G


sc
(F
0
)
i
 1

(x)
 G(F
0
)
x
= G(O
F
0
). Folgende Wahlen sind m

oglich,
weil
~
T unverzweigt ist und x hyperspeziell im Geb

aude B(G;F )


4:21
= B(G


sc
; F ):
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 

= ( 1)
val
F
(x)
f

ur alle x 2 F
unv
und alle  2 (H) bzw. in P
I
((G)).
 Alle a{Data sind Einheiten, d.h. aus O

F
0
.
 Das durch das 

{invariante Referenz{Splitting spl
G
= (B ;T; fX

g) denier-
te Splitting spl
G


sc
= (B


sc
;T


sc
; f
P
2I
X

g) ist geliftet bez

uglich i
 1

(x) 2
B(G


sc
; F ). (Vgl. Denition 4.14 und Behauptung 5.28.) (D.h. die Re-
duktion von spl
G


sc
mod p ergibt ein Splitting der speziellen Faser des O
F
{
Gruppenschemas F .)
Zuerst werden die Faktoren 
II
und 
IV
behandelt, die bereits als Quotient eines
G{Beitrages im Z

ahler und eines H{Beitrags im Nenner deniert wurden (in (5.24)
bzw. (5.23)).
Beitrag von 
II
: Nach Wahl der { und a{Data oben hat man f

ur den Z

ahler
Y
 P
I
();
 nicht vom
Typ III

P
I
()

S
I
(t

)  1
a
P
I
()


Y
 P
I
();
 vom Typ III

P
I
()
(S
I
(t

) + 1)
=
Y
 P
I
();
P
I
()2(G

)
( 1)
val
F
(S
I
(t

) 1)

Y
 P
I
();
P
I
() 62(G

)
( 1)
val
F
(S
I
(t

)+1)
und eine analoge Rechnung f

ur den Beitrag von H im Nenner.
Beitrag von 
IV
: Nach 7.30.4 gilt f

ur den G{Beitrag im Z

ahler
D
G=T
(Æ

) =
Y
P
I
()2P
I
((G))


"()  S
I
(t

)  1


1
2
F
=
Y
 P
I
();
P
I
()2(G

)

q
 
j P
I
()j
2

val
F
(S
I
(t

) 1)

Y
 P
I
();
P
I
() 62(G

)

q
 
j P
I
()j
2

val
F
(S
I
(t

)+1)
wobei "() =  1 falls  vom Typ III und sonst "() = 1.
Zusammen hat man nun (nach den Wahlen)
(
II

IV
)(; Æ) = 
U
~
T
(Æ)=
H
();
so da zu zeigen bleibt, da die restlichen Faktoren zusammen Eins ergeben.
Beitrag von 
x
I
: Dieser Faktor verschwindet, weil nach den Wahlen zu Beginn des
Beweises
 = 
fa

g
(T


sc
) = h 

Y
2(G)
+
I

 1
T
>0
a

_


 n
G


sc

int(h
 1
(h))

 (h)
 1
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
ur unverzweigte anisotrope Tori
aus (5.25) ein Korand ist. Das sieht man wie folgt:
Zum ersten darf man das vermittelnde h (mit inth : T


sc

 ! T


sc
) in G


sc
(F
0
)
x
w

ahlen/annehmen, denn beide Tori lassen sich ausdehnen zu abgeschlossenen Un-
tergruppenschemata von F = F(x) und ihre Reduktionen mod p sind konjugiert in
(G


sc
)
Æ
((F
0
)). Weil F glatt ist, l

at sich (nach Hensels Lemma) diese Konjugation
liften nach G


sc
(F
0
)
x
.
Zum zweiten liegen (nach 4.15.b) die Steinbergrepr

asentanten n
G


sc
(:::) f

ur den Weyl-
gruppenanteil der auf T


sc
transportierten Galoisaktion von T


sc
in G


sc
(F
0
)
x
. Daf

ur
sorgt die Wahl des Referenzsplittings von G


sc
oben.
Drittens sind die a{Data Einheiten, so da man schliet:  = 
fa

g
(T


sc
) 2
Z
1
(F
0
=F; T


sc
(F
0
)
c
). Wegen H
1
(F
0
=F; T


sc
(F
0
)
c
) = 1 (Lemma 3.39) ist  ein Ko-
rand.
Beitrag von 
x
III
:
Man mu die Kottwitz{Shelstad{Paarung von V () :=
 
(v()
 1
; v()); (t

; t
 1
)

mitA(w) :=
 
(a
T
(w); x
sc
(w))
 1
; (s; 1)

ausrechnen. Das gequerte Referenzmatching
erf

ullt selbstverst

andlich die Normierungsbedingungen aus Denition 5.43. Insbe-
sondere ist t

= Æ
 1
2 T (F
0
)
x
.
Nach (8.5) kann man g = 1 annehmen und wegen Lemma 5.44 beim Referenzmat-
ching g = 1. Dann ist V () = j(s

) und S(F ) 3 s

:= (t

; t
 1
) = (Æ
 1
; t
 1
) 2
(T (F
0
)
x
; T (F
0
)
x
)
Æ
Cent(G), d.h. s

2 S(F )
c
. Mit der Kompatibilit

at der Kottwitz{
Shelstad{Paarung (vii) in (5.32) berechnet man

x
III
(; Æ) =
D
V (); A(w)
E
KS
=
D
j(s

); A(w)
E
KS
=
D
(a
T
(w); x
sc
(w)) ; s

E
L
= 1 :
Dabei folgt die letzte Gleichheit, weil nach den Wahlen zu Beginn des Beweises
a
T
(w) und a
T
(w) unverzweigt sind (Vgl. Korollar 6.13). Mit (5.36) ist deswegen
(a
T
(w); x
sc
(w)) 2 Z
1
(W
F
;
^
S) unverzweigt. Daher verschwindet sein Charakter unter
Langlandsreziprozit

at auf S(F )
c
. (Das ist (3.37).)
Korollar 8.11. (; Æ) h

angt nur von den Bildern von Æ in
~
G
ad
bzw.  in H
ad
ab.
Beispiele
Nach dem Korollar 8.11

andert sich 
U
aus 8.7 innerhalb der Isogenieklasse nicht.
Weil G
sc
(und G
ad
) direkte Produkte von einfach algebraischen Gruppen sind und
die Diskriminante 
U
dabei ebenfalls in ein Produkt zerf

allt, kann man sich im
Folgenden eigentlich beschr

anken auf den Fall, da G ein 

{Orbit einer einfach
algebraischen Gruppe ist und einfach zusammenh

angt.
Beispiel 8.12. L = G, d.h.
~
G = G und 

= id.
F

ur einen unverzweigten anisotropen Torus T ist dann in Denition 8.7
~
T (F ) =
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T (F ) = U die einzige maximal kompakte Untergruppe. Man hat dann 8.7 f

ur alle
Æ 2 T
ad

T (F )
(Æ) :=
Y
O ist  {Orbit in (G)

 q
 
1
2


val
F
 
(Æ) 1

;
wobei die  ein Vertretersystem der GaloisorbitenO auf (G; T ) durchlaufen. Diese
Diskriminante wurde von Weissauer in [W] betrachtet. Dasselbe Ergebnis hat man,
wenn 

trivial auf G operiert (nur h

angt dann U =
~
T (F ) nicht mehr zusammen.)
Beispiel 8.13. G = G
1
    G
l
, (x
1
; :::; x
l
) := (x
l
; x
1
; :::; x
l 1
) und
~
G = Go hi
mit  2
~
G(F ).
Man hatG
i
= G
j
. Der Torus
~
T ist genau dann anisotrop, wenn
~
T
Æ
= T = T
1
  T
l
anisotrop ist. Sei N

: T ! T

t 7!
Q
l 1
i=0

i
(t) die Norm. Identiziere T

' T
1

uber die Projektion auf die erste Komponente. Dann ist in Denition 8.7 f

ur alle
Æ = t   2
~
T (

F ) mit N

(t) 2 (T

)
ad
(F )

~
T (F )
(Æ) :=
Y
 (G
1
;T
1
)

 q
 
1
2


val
F
 
(N

(t)) 1

:
Beispiel 8.14. Sei  = 

2 L(F ) und s = 1 im endoskopischen Datum (H;
L
H; s; ).
Dann ist
^
H =
^
G
^
Æ
. Daher ist (T
H
)
_
= (T
H
)  (T )
I
= ((T )
_
)
I
und mit (2.5.8)
erh

alt man
(T
H
) 3 
H
= P
I
(
_
)
_
=

S
I
falls  vom Typ I, III
2  S
I
falls  vom Typ II ist
f

ur geeignete  2  := (G; T ). Weil
^
 ein Splitting von
^
G xiert, ist nach Stein-
bergs Satz 2.27
(
^
H) = (
^
G)
kurz
I
:= fP
I
(
_
) j 
_
2 
_
(G) = (
^
G) vom Typ I oder IIg:
Auerdem hat man
q

H
= q
[F

:F ]
= q
j 
H
j
= q
j P
I
(
_
)
_
j
= q
j P
I
()j
= q
P
I
()
:
Wenn man f

ur ein Matching T
H
3  $ Æ 2
~
T (F ) in den Bezeichnungen von De-
nition 5.9 die zul

assige Einbettung  : T
H

 ! T


mit () = P


(t

) in Erinnerung
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ruft, kann man direkt mit Denition 8.7 verizieren, da

T
H
(F )
() :=
Y
 
H
(H)((
_
)
I
)
_

 q
 
1
2

H

val
F
 

H
() 1

=
Y
 P
I
(
_
)
_
((
_
)
I
)
_

_
vom Typ I

 q
 
1
2
P
I
()

val
F
 
S
I
(P


(t

)) 1


Y
 P
I
(
_
)
_
((
_
)
I
)
_

_
vom Typ II

 q
 
1
2
P
I
()

val
F
 
S
I
(t

)
2
 1

=
Y
 P
I
()(G)
I
 vom Typ I,II

 q
 
1
2
P
I
()

val
F
 
S
I
(t

) 1


Y
 P
I
()(G)
I
 vom Typ III

 q
 
1
2
P
I
()

val
F
 
 S
I
(t

) 1

= 
hT (F )
c
;Æi
(Æ)
Beispiel 8.15. Sei  = 

2 L(F ), G vom Typ A
2n
und s 2 T sei so, da ints Æ
^

ein spezieller Automorphismus ist, der kein Splitting von
^
G stabilisiert. (Dieser Fall
wurde schon einmal erw

ahnt in der rechten Spalte der Tabelle zu Beispiel 2.19.)
Dann kann man alles wie im letzten Beispiel rechnen, nur ergibt Steinbergs Kriterium
2.27 hier
(
^
H) = (
^
G)
lang
I
:= fP
I
(
_
) j 
_
2 
_
(G) = (
^
G) vom Typ I oder IIIg:
so da man nun erh

alt

T
H
(F )
() = 
hT (F )
c
;Æi
(Æ) 
Y
 P
I
()(G)
I
 vom Typ III

 q
+
1
2
P
I
()

val
F
 
 S
I
(t

) 1

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A Endoskopische Gruppen der unverzweigten ein-
fachen Gruppen
(A.1) Sei   V

ein Wurzelsystem,  eine Basis von  und  2 Aut(;).
Betrachte wieder den Kammerkomplex auf V

zu P

(Z[
_
])oW

aus (2.30).
Im Folgenden sei stets  das Gitter (in P

(Z[
_
])
R) der speziellen Punkte. Nach
Behauptung 2.39 ist  = Z[
I;lang
]

= Z[((P

(
_
))
_
)
lang
]

. Falls  irreduzibel ist,
hat man nach (2.5)  = P

(Z[]

) auer im Ausnahmefall  = A
2n
und  6= id. Im
Ausnahmefall ist P

(Z[]

) = P

(Z[
_
]) und Z=2 ' =P

(Z[]

) = =P

(Z[
_
]).
Im allgemeinen Fall ist  direktes Produkt der irreduziblen F

alle eben.
Bezeichne Aut()

:= Cent(;Aut()). W

ahle eine Kammer C  V

mit 0 2 C.
Zus

atzlich zu 

C
:= Stab
C
(P

(Z[]

)oW

) aus (2.26) werden hier noch drei weitere
Gruppen ben

otigt:


spez
C
:= Stab
C
(oW

);


ext
C
:= Stab
C
(P

(Z[]

)o Aut()

) ' Aut(
aff
(;)) und


spez,ext
C
:= Stab
C
(o Aut()

):
Weil sowohl die Operation von P

(Z[
_
])oW

auf den Kammern von V

als auch
die Operation von 

ext
C
auf den speziellen Punkten von C (bzw. 
aff
(;)) einfach
transitiv ist, hat man folgendes kommutative Diagramm mit exakten Zeilen und
Spalten
1
P

(Z[
_
])oW

oW



spez
C
1
1
P

(Z[
_
])oW

o Aut()



spez,ext
C
1
Aut((;))

Stab
0
(

spez,ext
C
);
wobei (;) = 
aff
(;)nf1 + S
_
hi~
_
g. Dadurch erh

alt man Isomorphismen

1
(

)
Def
= P

(Z[]

)=P

(Z[
_
]) ' 

C
und 

spez
C
' =P

(Z[
_
]):
Denition A.2. Betrachtet werden Sextupel (V;;; ;Fr; 
_
) mit
 V ist ein Vektorraum und   V

ein Wurzelsystem.
  2 Aut(;
aff
)
 Fr = Cent(;Aut())
Def
= Aut()

  ist das Bild von Fr unter der Projektion auf den zweiten Faktor bei der
Zerlegung Aut() = W o Aut(;). Oensichtlich vertauscht  mit .
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 
_
2 Z[]

Sextupel heien anisotrop, wenn (Fr 1)V

= V

. Anisotrope Sextupel heien
primitiv, wenn Fr primitiv ist im Sinne von [BFW], d.h. j
 
=P

(Z[
_
])

Fr
j =
jH
1
(hFri; P

(Z[
_
]))j

Aquivalent sind zwei Sextupel (V;;; ;Fr; 
_
)  (V;;; ~;
~
Fr;
~

_
), wenn ein
tow 2 P
I
(Z[
_
])oW

existiert, so da einerseits
~
Fr = wFrw
 1
und andererseits
P
I
(
~

_
) = (to w)(P
I
(
_
)). Klarerweise ist dabei ~ = .
(A.3) In diesem Appendix soll f

ur alle irreduziblen  und alle

Aquivalenzklassen
von anisotropen, primitiven Sextupeln (Z[
_
]
R;;; ;Fr; 
_
) folgende Gleichung
(in v) gel

ost werden
Fr(v)  v + 
_
mod Z[
_
] + (1  )V()
oder

aquivalent umformuliert
(Fr 1)(P

(v))  P

(
_
) mod P

(Z[
_
])()
Der Abschlu des Alkovens zu 
aff
(;), der in (2.32) bis (2.40) deniert wurde,
ist ein (schwacher) Fundamentalbereich f

ur die Operation von P
I
(Z[
_
])oW

auf
V

. Indem man das Sextupel innerhalb seiner

Aquivalenzklasse geeignet ab

andert,
sucht man also L

osungen der Gleichung () in einem fest gew

ahlten (abgeschlossen)
Alkoven zu 
aff
(;).
(A.4) Die Projektion der L

osungen der homogenen Gleichung (), d.h. der Glei-
chung zu Sextupeln mit  2 Z[
_
], liegen in V

: Sei v := P

(v) 2 C eine homogene
L

osung von (). Dann existiert ein w 2 P

(Z[
_
])oW

, so da w(v) = (v) 2 C
(denn  bildet C in sich ab). Nach dem Satz von Chevalley{Steinberg 1.6 gilt daher
w(v) = v. Also ist v 2 V

.
Behauptung A.5. Genau dann ist (V;;; ;Fr; 
_
) primitiv, wenn es kein {
und {stabiles Subsystem 
0
von  gibt, so da die W ()

{Konjugationsklasse von
Fr einen Vertreter in W (
0
)

o  hat.
Beweis: Man darf  irreduzibel annehmen. Zuerst beobachtet man, da (w 1) 
P

(Z[
_
]) f

ur alle w 2 W

o . Als zweiten Schritt errechnet man f

ur anisotropes
Fr = w 2 W

o :
H
1
(hFri; P

(Z[
_
]))
Def
=P

(Z[
_
])
Æ 
Fr 1
 
P

(Z[
_
])

=
 
Fr 1

 1
 
P

(Z[
_
])
Æ
P

(Z[
_
]) 


Æ
P

(Z[
_
])

Fr
:
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Nach Denition ist Fr primitiv genau dann, wenn ganz links Gleichheit gilt. Mit
(A.4) hat man
 
Fr 1

 1
 
P

(Z[
_
])

=

x 2 V



Fr(x)  x mod P

(Z[
_
])
	
=
n
x 2 V
h;i



Fr 
 1
2 Bild
h
 
P

(Z[
_
])oW


x
Proj.
   !W

io
Diese Menge ist genau dann gleich dem Gitter \V

der {invarianten ({) spezi-
ellen Punkte, wenn es kein { und {stabiles Subsystem 
0
von  gibt, so da die
W

{Konjugationsklasse von Fr einen Vertreter in W (
0
)

o  hat.
Behauptung A.6. Sei L eine

uber F denierte Zusammenhangskomponente der
unverzweigten reduktiven Gruppe
~
G = hLi.Bezeichne  := (
^
G) ' 
_
(G) und
G =
~
G
Æ
. Die Operation von L auf G deniert einen

aueren Automorphismus, d.h.
einen Diagrammautomorphismus von    = 
_
(G). Sei  2 Aut(;) der Lift
dieser Aktion (von L) und I = hi. Sei
(v) :=

P
I
() j  2  und S
I
(v) 2

Z falls  vom Typ I, II
1
2
+ Z falls  vom Typ III

:
Dann sind

aquivalent
 ((v))
_
ist das Wurzelsystem einer endoskopische Gruppe H zu (G; ; a
0
), so
da erstens (
^
H) = (v) und zweitens das Bild von m

(Frob) o Frob aus
(5.3.4) in Aut() gleich Fr ist.
 v l

ost die Gleichung () f

ur ein Sextupel (Z[
_
]
R;;; 
G
(Frob); 
H
(Frob); 
_
)
mit 
_
2 Z[]

so, da exp
_
= a
0
(Frob) 2 T
exp
' (V 
 C )=X

(T ) f

ur einen
maximalen Torus T 
^
G.

Aquivalente Sextupel ergeben dabei isomorphe endoskopische Daten.
Beweis: Die

Aquivalenz der ersten beiden Punkte sieht man mit den Konventionen
von (5.5), indem man die Exponentialsequenz 1 ! X

(T ) ! V 
 C
exp
  ! T ! 1
benutzt, um die Denition der endoskopischen Gruppe (5.3) in V zu formulieren.
Dabei ist s = exp(v), Fr das Bild eines Erzeugers (Frobenius) der Galoisgruppe
unter 
H
Aut(
^
H)  Aut() und das
^
 aus (5.3) ergibt den hier  benannten Au-
tomorphismus. Die erste Bedingung in (5.3.4) besagt nach Steinberg 2.27 gerade
(v) = (
^
G
s
^

) = (
^
H). Die zweite Bedingung aus (5.3.4) ist bei zyklischer Galois-
gruppe (wie man mit (5.8) sieht) die Gleichung ().
Zwei

aquivalente Sextupel werden nach Denition durch ein xow 2 P
I
(Z[
_
])oW

ineinander

ubergef

uhrt. Wenn v eine L

osung von () mit Fr und 
_
ist, so ist w(v)
eine L

osung von () mit wFrw
 1
=
~
Fr und (x o w)(
_
) =
~

_
. Weil
^
 ein Split-
ting von
^
G stabilisiert, gibt es nach Lemma 2.7 ein Urbild g 2 Norm(T ;
^
G)
^

von
w 2 W

. Dann ist nach dem letzten Absatz in (5.3) durch g ein Isomorphismus von
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endoskopischen Daten gegeben, denn s
0
= exp(~v) = (exp(w(v))) = gexp(v)g
 1
=
g  s 
^
(g)
 1
.
Nach dieser Behauptung ist (A.3) gleichbedeutend zur Klassikation aller Isomor-
phieklassen von unverzweigten endoskopischen Gruppen zu den einfachen algebrai-
schen Gruppen, f

ur die die Operation des Frobenius f

ur ein
^
T 
^
G anisotrop und
primitiv inW
ext
:= Aut((
^
T ;
^
G)) ist. F

ur nicht einfach zusammenh

angenden Grup-
pen G kommen dabei nur Sextupel in Betracht, f

ur die 
_
in 
1
(
^
G)  
1
((
^
G)
ad
) =
Z[]

=Z[
_
] vorkommt.
(A.7) Eine L

osung v von () wird in einem getwisteten aÆnen Dynkingraphen
angegeben werden und zwar wie folgt: Fixiere einen Alkoven C zu 
aff
(;). Es
gibt (genau) ein ! = !(Fr; 
_
) 2 

ext
C
, so da  P

(
_
)oFr 2 ! (P

(Z[
_
])oW

).
Das aÆne Dynkindiagramm 
aff
(;) wird mit der Operation von ! versehen und
im Diagrammder !{Orbiten (Quotientendiagramm) wird ein Orbit von Ecken genau
dann geschw

arzt, wenn f

ur eine (und damit f

ur jede) Ecke des Orbits v nicht auf
der zu dieser Ecke geh

orenden (gegen

uberliegenden) Wand liegt.
Satz A.8. Sei (Z[
_
] 
 R;;; ;Fr; 
_
) anisotrop und primitiv mit irreduziblem
.
(a) F

ur jeden Punkt v, der () l

ost, wird genau ein !{Orbit in (
aff
(;); !)
geschw

arzt.
(b) Alle Punkte, f

ur die () gilt, bilden einen Orbit unter Cent(!;

spez
C
).
(c) Falls 
_
= 0, so ist die Menge der Punkte, die () gen

ugen (d.h. die ho-
mogenen L

osungen), gerade die Menge der speziellen Punkte im Quotienten-
diagramm zu (
aff
(;); ), i.e. die Menge der |xierten, in 
aff
(;)
speziellen Ecken.
Beweis: Zu (a): Sei v = P

(v) 2 C eine L

osung von (). Mit dem ! aus (A.7)
gilt dann !(v)  v mod P

(Z[
_
]) oW

, woraus nach dem Satz von Chevalley{
Steinberg 1.6 folgt, da !(v) = v. Daher wird immer ein ganzer !{Orbit geschw

arzt
bzw. wei gelassen. Um zu zeigen, da nicht mehr als ein Orbit geschw

arzt wird,
benutzt man da C ein Simplex ist, dessen Ecken v

:=
1
c
I
c()
P

(
_
I
) und v
~
:= 0
in (2.40) angegeben wurden. Demnach gibt es 0  x

mit
v =
X
I[I
x

v

und
X
I[I
x

= 1:
Sei l := ord!. Weil lv L

osung der homogenen Gleichung ist, hat man nach Teil (c)
lv 2 P

(Z[]

) \ V

. Daher teilt c
I
c() j lx

2 Z. Aus dieser Bedingung folgt
sofort die
Behauptung A: Sei 
0
aus einem !{Orbit der L

ange l = ord!, so da v =
P
x

v

eine L

osung von () ist mit x

0
> 0. Dann ist v =
1
l
P
2h!i
0
v

(und v

0
2 Z[]

).
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Behauptung B: F

ur eine L

osung v =
P
x

v

von (), enth

alt
M(v) := f 2 
aff
(;) j x

> 0 und ! xiert v

.g
h

ochstens ein Element.
Beweis: Bewiesen wird, da alle
P
2M(v)
y

v

mit y

 0 und
P
2M(v)
y

= 1 die
Gleichung () (f

ur hiermit xierten Fr und 
_
) l

osen. Hieraus folgt die Behauptung
wegen der Bedingung ly

2 Z.
Aus () folgt, da es eine Translation aus P

(Z[
_
])   P

(
_
) gibt, so da
(t:Fr)(v) = v. Weil P

(Z[
_
]) o W

markierungserhaltend und auf den Kam-
mern von V

transitiv operiert, gibt es ein  2 (P

(Z[
_
]) oW

)
v
, so da :t:Fr
die Kammer C stabilisiert. Man hat ! = :t:Fr (nach Konstruktion). Nach dem
Satz von Chevalley{Steinberg 1.6 xiert  die Ecken v

f

ur  2 M(v). Also hat
man (f

ur  2 M(v)) !(v

) = v

= (v), d.h. v

= (
 1
!)(v

) = (t:Fr)(v

), woraus
durch Summation

uber Fr(y

v

) = y

Fr(v

) = y

v

+ y

t die Behauptung folgt.
Indem man alle (irreduziblen) F

alle durchgeht, sieht man, da es auer im nachfol-
genden D
n
{Fall f

ur alle (;; !) nur zwei !-Orbitl

angen von Ecken (von C) gibt,
n

amlich 1 und l = ord!. In diesen F

allen folgt aus den Behauptungen A und B,
da h

ochstens ein !{Orbit geschw

arzt wird. Zu zeigen bleibt diese Aussage im
Fall  = D
n
und l = ord! = 4. Man hat dann folgende !{Orbiten (und c

)
1
22222
2 2 2 2 2
1
1
1
oder
1
2222
2
2 2 2 2
1
1
1
:
Der !{Obit der L

ange 4 tritt nach Behauptung A (h

ochstens) alleine auf. Sei
f
0
; !
0
g ein !{Orbit und x

0
> 0. Weil 4x

0
2 N gerade sein mu, ist x

0
2
1
2
N .
Da
P
x

= 1 und !x

= x

, folgt x

= 0 f

ur alle  auerhalb des !{Orbits von 
0
.
Weil C h

ochstens eine !{xierte Ecke besitzt, ist man fertig.
Zu (b): Seien v
1
; v
2
2 C zwei verschiedene L

osungen von () f

ur eine gegebene

Aquivalenzklasse eines Sextupels und v
i
:= P

(v
i
), d.h. es exisitieren w
i
2 W

, so
da
(w
 1
i
Frw
i
)(v
i
)  v
i
+ P

(
_
) mod P

(Z[
_
]):
() Fr(w
i
v
i
)  w
i
v
i
+ w
i
P

(
_
)  w
i
v
i
+ P

(
_
) mod P

(Z[
_
]):
Also l

ost x
0
:= w
1
v
1
  w
2
v
2
die homogene Gleichung. Nach Teil (c)ist daher x
0
2
P

(Z[]

). Also gibt es !
1
= 
1
 t
1
2 

spez
C
mit !
1
(v
1
) = v
2
, 
1
2 P

(Z[
_
])oW

und der Translation t
1
: x 7! x+ x
0
.
Bezeichne t die Translation um P

(
_
) auf V

. Dann existiert ein  2 P

(Z[
_
])o
W

mit ! =   t  Fr. Nun rechnet man
!(x
0
) = (  t  Fr)(w
1
v
1
  w
2
v
2
)  (x
0
)  x
0
mod P

(Z[
_
]);
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d.h. die Klasse von x
0
in =P
I
(Z[
_
]) ist !{invariant. Somit vertauschen ! und !
1
.
Zu (c): Sei v = P

(v) 2 C \ V

eine homogene L

osung von (). Nach (A.4) liegt
v in V

.
Weil Fr anisotrop auf V

operiert, ist (Fr 1)j
V

invertierbar, d.h. (Fr 1)
 1
P
I
(Z[
_
])
ist ein Gitter in V

. Sei v 2 (Fr 1)
 1
P
I
(Z[
_
]), d.h. Fr 
 1
2 W

liegt in der
Projektion auf W

von (P
I
(Z[
_
])oW

)
v
= (P
I
(Z[
_
])oW

)
Facette(v)
(nach dem
Satz von Chevalley{Steinberg 1.6). Also liegt die ganze Facette, in der v liegt, in
(Fr 1)
 1
P
I
(Z[
_
]). Weil diese Gruppe diskret ist, mu die Facette ein Punkt (v
selbst) sein.
Da Fr 2 W

o  primitiv ist, mu nach Lemma A.5 die Projektion
 
P
I
(Z[
_
]) o
(W

o hi)

v
! W

o hi surjektiv sein. Daher ist auch die (Einschr

ankung der)
Projektion auf W

surjektiv und weil v 2 V

, ist v speziell in 
aff
(;).
Wenn umgekehrt P

(v) 2 V

eine spezielle Ecke von C ist, so ist v L

osung der homo-
genen Gleichung (), da jedes Urbild von Fr unter (P
I
(Z[
_
])o (W

o hi))
P

(v)

W

o hi eine L

osung angibt.
Nach diesem Satz (a) werden alle L

osungen zu gegebenem (;;Fr; ; 
_
) aus Platz-
gr

unden in ein Diagramm eingetragen.
Beispiel A.9.  = A
2n
und ord() = 2.
Nach Beispiel 2.41 ist der Alkoven C 2 V

zu 
aff
(;) mit 0 2 C die um den
Faktor
1
2
gestauchte Kammer C
0
\ V

f

ur einen Alkoven C
0
des A
2n
{Systems. Man
hat in diesem Fall


C
= 

ext
C
= 1 und 

spez
C
= 

spez,ext
C
' Z=2:
Weil hier P

(Z[
_
]) = P

(Z[]

) gilt, hat man nur die homogene Gleichung ()
zu betrachten. Man errechnet zwei L

osungen im Alkoven, von denen genau eine in
P

(Z[]

) liegt.
(A.10) Falls (;) 6= (A
2n
;Flip), kann man die Punkte (b) und (c) des Satzes A.8
auch so formulieren
(b') Alle Punkte, f

ur die () gilt, bilden einen Orbit unter den Diagrammautomor-
phismen des Quotientendiagramms zu (
aff
(;); !), die von Diagrammau-
tomorphismen von 
aff
(;) herkommen, die mit ! vertauschen.
(c') Die L

osungen der homogenen Gleichungen () sind P

(Z[]

) \ V

.
Bezeichnungen
(A.11) Die Bezeichnungen der folgenden Tabellen sind alle aus [BFW], insbeson-
dere die Namen der primitiven Konjugationsklassen. Sie stammen urspr

unglich aus
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[Ca72]. F

ur die Serien wird folgende Notation von signierten Zykeln verwendet: Ein
signierter Zykel w der L

ange r ist beschrieben durch die Abbildungsvorschrift
"
a
1
7! "
a
2
7! "
a
3
7! ::: 7! "
a
r
7! "
a
1
sowie die "Parit

at der Vorzeichen": er wird positiv bezeichnet, falls ord(w) = r und
negativ, falls ord(w) = 2r (d.h. w
r
("
a
1
) =  "
a
1
). Einen negativen Zykel schreibt
man w = (a
1
; a
2
; :::; a
r
)
 
, einen positiven w = (a
1
; a
2
; :::; a
r
).
Die Menge aller Produkte paarweise ziernfremder signierter Zykeln mit positiven
Zykeln der L

angen a, b, c, ... und negativen Zykeln der L

angen A, B, C, ... wird
(wie bei Carter [Ca72]) mit [abc:::

A

B

C:::] bezeichnet.
(A.12) Die Numerierung der Wurzeln, Kowurzeln und Gewichte folgt in [BFW]
Bourabaki. In der Tabelle 2.36 hat man dabei folgende Nummern:
 

= id Ord

= 2
A
2n 1
0
1 2 ::: (n  1)
(2n  1) (2n  2) ::: (n+ 1)
n
1
0
2 3 ::: (n  2) (n  1) n
C
n
0 1 2 ::: (n  2) (n  1) n
A
2n
0
1 2 ::: (n  1) n
2n (2n  1) ::: (n + 2) (n + 1)
0 1 2 ::: (n  2) (n  1) n
D
n+1
0
1
2 3 ::: (n  2) (n  1)
n
(n+ 1)
0 1 2 ::: (n  2) (n  1) n
B
n
0
1
2 3 ::: (n  2) (n  1) n
E
8
2
1 3 4 5 6 7 8 0
E
7
2
0 1 3 4 5 6 7
E
6
0 2 4
3 1
5 6
4 3 2 1 0
F
4
0 1 2 3 4
Ord

= 3
D
4
0 2
1
3
4
2 1 0
G
2
0 2 1
(A.13) Die Diagramme werden mit den jeweiligen Namen aus [Ti79, 4.3] versehen.
Insbesondere werden die Entartungen der Serien{Diagramme f

ur kleine n nur mit
Verweis auf die Tabellen in [Ti79] angegeben.
Die Zahl links neben dem Quotientendiagramm gibt an, wieviele Punkte das untere
Diagramm hat.
Bemerkung: Alle Diagramme in [Ti79, 4.3] kommen in den folgenden Liste vor.
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Homogene L

osungen: 
_
= 0 mit  = id
  = id Ord() = 2
A
2n 1
n2

   


<
< >
bzw.

Æ Æ Æ Æ Æ

 Æ 
C
n
n2
> <
 Æ Æ Æ Æ 
A
2n

    

> > 
> 
bzw.
 Æ Æ Æ Æ 
 
D
n+1
n4

Æ Æ Æ Æ


< >
 Æ Æ Æ Æ 
B
n
n3
>

Æ Æ Æ Æ Æ

Nur  = id m

oglich:
E
8
Æ Æ Æ Æ Æ Æ Æ 
Æ
E
7
 Æ Æ Æ Æ Æ 
Æ
 = id Ord() = 2
E
6
 Æ Æ
Æ 
Æ
>
Æ Æ Æ Æ 
F
4
>
 Æ Æ Æ Æ
 = id Ord() = 3
D
4
 Æ



>
Æ Æ 
G
2
>
 Æ Æ
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Homogene L

osungen mit  6= id

A
2n 1
n2
Æ
Æ Æ Æ Æ
Æ
ÆÆÆÆ
> <
 Æ Æ Æ Æ 
A
2n
Æ
Æ Æ Æ Æ Æ
ÆÆÆÆÆ
> >
 Æ Æ Æ Æ 
D
n+1
n4
Æ
Æ Æ Æ Æ
Æ
ÆÆ
>

Æ Æ Æ Æ Æ

E
6
Æ Æ Æ
Æ Æ
ÆÆ
>
 Æ Æ Æ Æ
D
4
Æ Æ
Æ
Æ
Æ
>
 Æ Æ
Die Diagramme f

ur  6= id sind langweilig: F

ur sie gilt  =  oder  = 
 1
(im
Falle D
4
!), so da  auf dem Alkoven bzgl. P

(Z[
_
])oW

trivial operiert. Daher
gen

ugen die Diagramme der ersten Tabelle auf der Vorseite.
Der Alkoven zum Quotientendiagramm des A
2n
{System hier ist nicht derselbe wie
der zu 
aff
((A
2n
); 6= id) sondern nur proportional zu ihm. Der Alkoven von
A
2n
ist gleich
Alk(A
2n
) := f(x
1
; :::; x
m+1
) 2 V j 1 + x
m+1
> x
1
> x
2
> ::: > x
m
> x
m+1
g :
Daher ist der Alkoven des Quotientendiagramms gleich
Alk(A
2n
) \ V

=

(x
1
; :::; x
n
; 0; x
n
; :::  x
1
) 2 V

j
1
2
> x
1
> x
2
> ::: > x
n
> 0

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wogegen
Alk(
aff
((A
2n
);)) =

(x
1
; :::; x
n
; 0; x
n
; :::  x
1
) 2 V

j
1
4
> x
1
> x
2
> ::: > x
n
> 0

:
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Inhomogene L

osungen
 ist vom Typ A
m
und 
_
= 
_
a
 a
_
1
(mod Z[
_
]):
Fall 1:  = id:
Fall 1.1: Sei Fr 2 W die Coxeterklasse und c :=
m+1
ggT(a;m+1)
. Die Gleichnung () hat
ggT(a;m+1) verschiedene L

osungen, deren Diagramm in [Ti79] mit
c
A
m
bezeichnet
wird. Dabei ist jeder der ggT(a;m + 1) Punkt im relativ lokalen Dynkindiagramm
geschw

arzt.
Fall 1.2: Sei m ungerade und Fr 2  [k;m+1  k]  W o  mit ungeradem k. Falls
a ungerade ist, gibt es zwei L

osungen in einem
2
A
00
m
{Diagramm:
1
z {
k+1
2
z {
k+1
2

m a
2

m a
2
+1

m+1 
a 1
2

m 1+
a+1
2
< > 
s s
m+1
2
Æ
Æ Æ Æ Æ Æ Æ Æ Æ Æ Æ Æ Æ
Æ Æ Æ Æ Æ Æ Æ Æ Æ Æ Æ
Æ Æ Æ Æ  Æ Æ  Æ Æ Æ Æ
Falls a gerade ist, gibt es zwei L

osungen in einem
2
A
0
m
{Diagramm:

m+1 a
2

m+1 
a
2
> <
hs hs
m+3
2
Æ
Æ
Æ Æ Æ Æ Æ Æ Æ Æ Æ Æ Æ
Æ
Æ Æ Æ Æ Æ Æ Æ Æ Æ Æ
 Æ Æ Æ Æ Æ Æ Æ Æ Æ Æ Æ 
Fall 1.3: Sei m = gerade und Fr 2  [m+1]  W o das getwistete Coxeterelement.
Die L

osungsmenge ist nur ein Punkt in einem
2
A
0
m
{Diagramm:
2

am
2
> >
hs

1 +
m
2
Æ
Æ
Æ Æ Æ Æ Æ Æ Æ Æ Æ Æ Æ Æ
Æ Æ Æ Æ Æ Æ Æ Æ Æ Æ Æ
 Æ Æ Æ Æ Æ Æ Æ Æ Æ Æ Æ Æ
(Beachte, da m + 1 und
m
2
teilerfremd sind, so da 
_
m
2
die Fundamentalgruppe
() erzeugt.)
1
Dieses Diagramme hat man f

ur m  5. F

ur m = 3 entarten sie zu
2
A
00
3
in [Ti79].
2
Dieses Diagramme hat man f

ur m  4. F

ur m = 2 entarten sie zu
2
A
0
2
in [Ti79].
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Fall 2:  6= id:
Fall 2.1: Seim = 2n 1 ungerade und Fr 2 W

ohi so, da Fr auf dem C
n
{System
P
I
(Z[
_
]) als Coxeterelement operiert.
<
< <
s s
2
B   C
n
n =
m+1
2
Æ
Æ Æ Æ Æ Æ Æ Æ Æ
Æ
Æ Æ Æ Æ Æ Æ Æ Æ 
Fall 2.2: Wenn m gerade ist, hat man nur die homogene Gleichung zu l

osen, da dann
P
I
(Z[]

) = P
I
(Z[
_
]).
> >
> >
s s


1 +
m
2
Æ Æ Æ Æ Æ Æ Æ Æ Æ
 Æ Æ Æ Æ Æ Æ Æ 
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 ist vom Typ B
n
(n  3) :
Sei 
_
= 
_
1
und Fr 2 [n] das Coxeterelement. Dann ist die einzige L

osung
>
< >
s s
2
B
n
n
Æ
Æ Æ Æ Æ Æ Æ Æ Æ
Æ
Æ Æ Æ Æ Æ Æ Æ Æ 
 ist vom Typ C
n
(n  2) :
Sei 
_
= 
_
n
und Fr = [n] das Coxeterelement.
Falls n gerade ist, ist die einzige L

osung:
3
> <
<
<
s s
2
C
n
1 +
n
2
ÆÆÆÆÆÆÆ
Æ
Æ Æ Æ Æ Æ Æ Æ
 Æ Æ Æ Æ Æ Æ Æ
Falls n ungerade ist, ist die einzige L

osung:
4
< <
<
<
s s
2
C
n
n+1
2
ÆÆÆÆÆÆÆÆ
Æ Æ Æ Æ Æ Æ Æ Æ
Æ Æ Æ Æ Æ Æ Æ 
3
Dieses Diagramm hat man f

ur n  4. F

ur n = 2 entartet es zu
2
C
2
in [Ti79].
4
Dieses Diagramm hat man f

ur n  5. F

ur n = 3 entartet es zu
2
C
3
in [Ti79].
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D
n
(n  4) :
Fall 1:  = id:
In den F

allen 1.1 bis 1.3 ist Fr 2 W , in den F

allen 1.4 bis 1.6 ist Fr 2 W o 
2
und
in 1.7 ist Fr 2 W (D
4
)o 
3
.
Fall 1.1: Sei 
_
= 
_
1
und Fr 2 [

k; n  k] 2 W mit 1  k  n   1. Es gibt zwei
L

osungen:
| }
k
| }
k

k

n k
< >
s
s
2
D
0
n
n  1
Æ
Æ Æ Æ Æ Æ Æ Æ Æ Æ Æ Æ Æ
Æ
ÆÆ
Æ Æ Æ Æ Æ  Æ Æ  Æ Æ Æ Æ Æ
Fall 1.2: Sei n ungerade, 
_
2 f
_
n 1
; 
_
n
g und Fr 2 [

k; n  k] 2 W , wobei o.E. k
gerade und n  k ungerade seien. Dann ist die einzige L

osung:
5
| }
k
2
 k
2

n 
k
2
< <
s
s
4
D
n
n 1
2
Æ
ÆÆÆÆÆÆÆÆÆ
Æ Æ Æ Æ Æ Æ Æ Æ Æ
Æ
Æ
Æ
Æ Æ Æ Æ Æ  Æ Æ Æ Æ
Fall 1.3: Sei n gerade, 
_
2 f
_
n 1
; 
_
n
g und Fr 2 [

k; n  k] 2 W . Es gibt nur eine
L

osung.
Falls k und n  k gerade sind, erh

alt man:
6
>
s
s
2
D
00
n
1 +
n
2
Æ
Æ
Æ
Æ
Æ
ÆÆÆÆ
Æ
Æ Æ Æ Æ
Æ
 Æ Æ Æ Æ Æ
Æ
Æ
5
Dieses Diagramm hat man f

ur n  7. F

ur n = 5 entartet es zu
4
D
5
in [Ti79].
6
Dieses Diagramm hat man f

ur n  4. F

ur n = 4 entartet es zu
2
D
0
4
bei [Ti79].
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Falls k und n  k ungerade sind, erh

alt man:
>
s
s
2
D
00
n
1 +
n
2
Æ
Æ
Æ
Æ
Æ
ÆÆÆÆ
Æ
Æ Æ Æ Æ
Æ
Æ Æ Æ Æ Æ Æ


Fall 1.4: Sei 
_
= 
_
1
und Fr 2 [n]  W (D
n
)o 
2
. Dann hat man zwei L

osungen

1

n 1
<
hs
hs
2
D
n
n
Æ
Æ Æ Æ Æ
Æ
ÆÆ
Æ Æ Æ Æ Æ


Fall 1.5: Sei n gerade, 
_
2 f
_
n 1
; 
_
n
g und Fr 2 [n]  W (D
n
) o 
2
. Dann ist die
einzige L

osung:
7
> >
s s
4
D
n
n
2
Æ
Æ
Æ
Æ
Æ
ÆÆÆÆÆ
Æ
Æ Æ Æ Æ Æ
Æ
 Æ Æ Æ Æ Æ Æ Æ
Fall 1.6: Sei n ungerade, 
_
2 f
_
n 1
; 
_
n
g und Fr 2 [n]  W (D
n
) o 
2
. Dann hat
man zwei L

osungen:
8
<
s
s
2
D
n
n+1
2
Æ
Æ
Æ
Æ
Æ
ÆÆÆÆÆ
Æ Æ Æ Æ Æ
Æ
Æ Æ Æ Æ Æ Æ


Fall 1.7: Hier darf Fr 2 W (D
4
) o 
3
beliebig sein. Man hat f

ur jede Wahl von 
_
genau eine L

osung:
>
hs
Æ Æ
Æ
Æ
Æ
 Æ Æ
7
Dieses Diagramm hat man f

ur n  6. F

ur n = 4 entartet es zu
4
D
4
in [Ti79].
8
Dieses Diagramm hat man f

ur n  7. F

ur n = 5 entartet es zum entsprechenden
2
D
00
5
in [Ti79].
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Fall 2: ord() = 2:
Sei 
_
= 
n
und Fr 2 W

o hi so, da Fr auf dem C
n 1
{System P
I
(Z[
_
]) als
Coxeterelement operiert.
Fall 2.1: n ist ungerade (d.h. n  1 gerade). Die einzige L

osung ist:
9
> >
>
>
s s
2
C  B
n 1
n+1
2
ÆÆÆÆÆÆÆ
Æ
Æ Æ Æ Æ Æ Æ Æ
 Æ Æ Æ Æ Æ Æ Æ
Fall 2.2: n ist gerade (n  1 ungerade). Die einzige L

osung ist:
10
< >
>
>
s s
2
C   B
n 1
n
2
ÆÆÆÆÆÆÆÆ
Æ Æ Æ Æ Æ Æ Æ Æ
Æ Æ Æ Æ Æ Æ Æ 
9
Dieses Diagramm hat man f

ur n  4. F

ur n = 2 entartet es zu
2
C  B
2
in [Ti79].
10
Dieses Diagramm hat man f

ur n  5. F

ur n = 3 entartet es zu
2
C  B
3
in [Ti79].
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 ist vom Typ E
6
und 
_
2 f
_
1
; 
_
6
g:
Es bleibt nur  = id zu betrachten, da P
I
(Z[]

) = P
I
(Z[
_
]).
Fall 1: Sei Fr = 9A = E
6
(a
1
)  W . Dann hat man als einzige L

osung:
>
s
3
E
6
ÆÆ
Æ
Æ Æ
ÆÆ
 Æ Æ
Fall 2: Sei Fr 2 f12A; 6Ag = fcox; cox
2
g  W . Dann hat man als einzige L

osung:
>
s
3
E
6
ÆÆ
Æ
Æ Æ
ÆÆ
Æ Æ 
Fall 3: Sei Fr 2 f 12A; 9A; 3Ag   W = W o , d.h. Fr ist beliebig aber
primitiv in W o . Es gibt nur eine L

osung:
>
hs
2
E
6
Æ Æ Æ
Æ Æ
ÆÆ
 Æ Æ Æ Æ
 ist vom Typ E
7
und 
_
= 
_
7
:
Falls Fr 2 fE
7
; E
7
(a
2
); E
7
(a
4
)g hat man als einzige L

osung:
>
2
E
7
ÆÆÆ
Æ
Æ Æ Æ
Æ
Æ Æ Æ Æ 
Falls Fr 2 fE
7
(a
1
); E
7
(a
3
)g hat man als einzige L

osung:
>
2
E
7
ÆÆÆ
Æ
Æ Æ Æ
Æ
 Æ Æ Æ Æ
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