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Введение. Пусть ( ) ( ),t t T Rx w ∈ ⊂  – случайный процесс, определенный на вероятностном 
пространстве ( ,W F, )P , и nL – последовательность операторов, заданных на этом же вероятност-
ном просранстве, которые ставят в соответствие случайному процессу ( ),tx w  процессы 
( ) ( )( ) ( ), , 0,1,2,...n nt L t nx w = x w = . В задаче аппроксимации случайных процессов основным 
требованием, предъявляемым к операторам nL , является условие сходимости в том или ином 
смысле последовательности ( ){ } 0n nt
∞
=
x  к процессу ( ),tx w .
На множестве случайных процессов ( ),tx w  введем норму ( ) ( ), sup ,
t T
t E t
∈
x w = x w , предполагая 
при этом, что среднее значение ( ),E tx w  – непрерывная на T ⊂ R функция, где T – ограниченный 
замкнутый отрезок действительной оси R. На практике обычно используется сходимость в этой 
норме при n → ∞ математических ожиданий ( ){ },nE tx w  к математическому ожиданию ( ){ },E tx w  
исходного процесса ( ),tx w  или сходимость моментов высших порядков процессов ( ),n tx w  к со-
от ветствующим моментам процесса ( ),tx w . 
В данной статье для такого вида сходимости и случайных процессов, задаваемых как функ-
ция от процесса броуновского движения, рассматриваются некоторые способы приближения 
и иллюстрируется их применение на конкретных примерах. 
Приближения, основанные на квадратурных формулах гауссова типа. Рассмотрим класс 
случайных процессов вида 
 ( ) ( )( )t F W tx = , (1)
где ( )W t  – стандартный винеровский процесс, т. е. гауссовский случайный процесс с нулевым 
средним значением и корреляционной функцией ( ) ( ), min ,B t s t s=  [ ]( ), 0,1t s ∈ , а ( )F x  – некоторая 
заданная непрерывная на R функция. Через ( ) ( )1,2,...km t k =  обозначим k -й центральный 
момент ( ) ( ){ }kkm t E t= x  процесса ( )tx . Для моментов ( )km t  случайного процесса (1) справедли-­
во (см., напр., [1]) равенство 
 
( ) ( )( ){ } ( )21 2k x kkm t E F W t e F t x dx
∞
−
−∞
= =
π
∫ . (2)
От функции ( )F x  требуется, чтобы интеграл (2) был сходящимся. 
6Далее будем использовать квадратурную формулу наивысшей алгебраической степени 
точности [2] 
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для гладких функций ( )F x  задается равенством ( ) ( ) ( )
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k k
n n n
n dr F F t
n d
= h h
h
 – некото­
рая точка из R. Квадратурную сумму в формуле (3) обозначим
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nkS t A F t xn n
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∑ . (4)
Коэффициенты An могут быть записаны также в виде 
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Рассмотрим далее последовательность случайных процессов 
 
( ) ( ) ( )
1
2
2
n k
nk n
W t
t l F t x
t
n n
n=
 
x =  
 
∑  ( ), 1,2,...n k = . (5)
Для центральных моментов ( ) ( ){ }nk nkm t E t= x  процесса (5), используя формулу (2), полу­
чим, что ( ) ( )nk nkm t S t= . 
При исследовании свойств случайных процессов вида (1), в том числе и в задаче аппроксима­
ции такого класса процессов, широко используются ортогональные на промежутке ( ),−∞ ∞  с ве­
сом ( )
2xp x e−=  многочлены Эрмита, достаточно полная теория которых изложена, например, в ра-
боте [3]. Заметим, что фундаментальные интерполяционные многочлены ( )nkl x  могут быть 
записаны в виде ( ) ( )( ) ( )
( )
( ) ( )1
1
2
n n
nk
k n k k n k
H x H x
l x
x x H x n x x H x−
= =
′− −
. Многочлены Эрмита ( )nH x  за-
да ются также формулой ( ) ( )( ) ( )
[ ]/2
2
0
1 !
2
! 2 !
kn
n k
n
k
n
H x x
k n k
−
=
−
=
−
∑ , где [ ]n  – целая часть числа n. 
Если функция ( )2 2kF t x  кусочно-гладкая на любом конечном интервале ( ),l l−  и интеграл 
( )2 2 2x kx e F t x dx
∞
−
−∞
∫  имеет конечное значение, тогда функция ( )2kF t x  разложима на ( ),−∞ ∞  
в ряд Фурье по многочленам Эрмита ( ) ( )0,1,...nH x n = , который сходится к ( )2kF t x  в точках 
2t x, являющихся точками непрерывности этой функции (см. [3, с. 91]). 
Таким образом, в силу точности квадратурной формулы (3) для алгебраических многочленов 
степени 2 1n −  остаточный член ( )knr F  формулы (3) для широкого класса функций ( )kF x  буд ет 
стремиться к нулю при n → ∞ и, соответственно, в качестве приближения случайного процес­
са (1) может быть использована последовательность случайных процессов (5). 
Рассмотрим примеры случайных процессов вида (1) и приведем результаты вычислительного 
эксперимента для моментов первых и вторых порядков. 
П р и м е р 1. Случайный процесс ( ) ( )( )sint W tx = a , где a – числовой параметр, является ре­
шением стохастического дифференциального уравнения 
7 
( ) ( ) ( ) ( )2 211
2
d t t dW t t dtx = a − x − a x  (6)
при начальном условии ( )0 0x = . Момент второго порядка ( )2m t  этого процесса может быть вы­
числен по формуле (2):
 
( ) ( ) ( )2 22 22 1 1sin 2 12x tm t e t x dx e
∞
− − a
−∞
= a = −
π
∫ . 
И, соответственно, ( )2n tx  для процесса ( ) ( )( )sint W tx = a  примет вид ( ) ( ) ( )22
1
sin 2
2
n
n n
W t
t l t x
t
n n
n=
 
x = a 
 
∑ , 
а ( )2nS t  будет задаваться формулой ( ) ( )22
1
1
sin 2
n
nS t A t xn n
n=
= a
π
∑ . Значение погрешности 
( ) ( ) ( )2 2 2n nr t m t S t= −  вычисления ( )2m t  в точках ( )0,1,...,55i
it i= =   для 1a =  и 10n =  приведено 
в табл. 1. 
                                                                                                                                Таблица 1
ti 0 0,2 0,4 0,6 0,8 1
m2(ti) 0,000000 0,164840 0,275336 0,349403 0,399052 0,432332
Sn2(ti) 0,000000 0,164785 0,275243 0,349285 0,398917 0,432184
rn2(ti) 0,000000 0,000055 0,000093 0,000117 0,000135 0,000148
П р и м е р 2. Проведены аналогичные вычисления для процесса ( ) ( )( )cost W tx = a , который 
является решением стохастического дифференциального уравнения (6) с начальным условием 
( )0 1x =  и коэффициентом –α. Для данного процесса математическое ожидание ( )1m t  и второй 
центральный момент ( )2m t  имеют, соответственно, вид ( )
21
21
t
m t e
− a
=  и ( ) ( )222 1 12 tm t e− a= + , а 
( ) ( ) ( )22
1
cos 2
2
n
n n
W t
t l t x
t
n n
n=
 
x = a 
 
∑  и ( ) ( )22 1
1
cos 2
n
nS t A t xn n
n=
= a
π
∑ . Численные значения 
( ) ( ) ( )2 2 2n nr t m t S t= −  в тех же точках, что и в примере 1 при 1a =  и 10n = , приведены в табл. 2.
                                                                                                                                Таблица 2
ti 0 0,2 0,4 0,6 0,8 1
m2(ti) 1,00000 0,83516 0,72466 0,65060 0,60095 0,56767
Sn2(ti) 0,99966 0,83488 0,72442 0,65038 0,60075 0,56748
rn2(ti) 0,00034 0,00028 0,00024 0,00022 0,00020 0,00019
П р и м е р 3. Случайный процесс 
 ( )
( ) 21
2
W t r t
t e
 s + − s 
 x =  (7)
является решением линейного стохастического уравнения 
 ( ) ( ) ( ) ( )d t r t dt t dW tx = x + sx  (8)
при начальном условии ( )0 1x = , где r и s – некоторые числа. Здесь математическое ожидание 
k -момента решения ( )tx  задается формулой 
 
( ) ( ){ }
( ) 21 1
2 .
k r k t
k
km t E t e
 + − s 
 = x =  
8Приближенное значение ( )nkS t   k-го момента процесса (7) примет вид 
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nkS t e A e n
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n
n=
=
π
∑  
Из проведенных вычислений следует, что для этого примера погрешности ( ) ( ) ( )nk k nkr t m t S t= −  
при 
1
9, 10, 1,
2
n n r= = = s =  и 1,2k =  в точках ( )0,1,...,5
5
i
it i= =   значительно меньшие, чем 
в предыдущих примерах. В этих точках ( ) 710nk ir t −≤  для 1,2k = . 
Многочлены Бернштейна и Бернштейна – Канторовича в задаче аппроксимации слу-
чай ных процессов. Приближение (4) процесса вида (1) получено на основе интерполяционной 
квадратурной формулы Гаусса – Эрмита (3). Аппроксимации иной структуры для этого класса 
процессов могут быть построены c использованием и других известных методов приближения 
непрерывных функций.
Рассмотрим случайные операторы, которые являются некоторым аналогом детерми ниро-
ванных линейных положительных операторов. Пусть на множестве случайных процессов ( )tx  
задана последовательность линейных операторов ( ){ } 0;n nL t
∞
=
x , принимающих соответственно 
значения ( )n tx , где ( )n tx  – случайные процессы, определенные на том же вероятностном 
пространстве, что и ( )tx . Положим ( ){ } ( ){ } ( );n n nE L t E t f tx = x = , и пусть функции ( )nf t  при-
надлежат пространству ( )C T , а последовательность ( ){ } 0n nf t
∞
=
 сходится равномерно на T к непре-
рывной функции ( ) ( ){ }f t E t= x . Если ( ) ( );n nf t L f t=  , где nL  – линейный положительный на 
( )C T
 
оператор, порожденный исходным оператором ( )1 ;L tx , то случайный оператор ( );nL tx  
будем называть линейным положительным оператором на множестве процессов ( )tx . Приведем 
некоторые сведения, относящиеся к задаче аппроксимации линейными положительными опера­
торами.
В теории приближения функций получила широкую известность теорема П. П. Коровкина 
о сходимости в пространстве непрерывных функций линейных положительных операторов [4], 
суть которой состоит в том, что из равномерной сходимости на отрезке [ ],a b  последовательность ли­
нейных положительных операторов ( ) ( ); 0,1,2,...nL f x n =  для трех функций ( ) ( )0,1,2if x x i= = , 
следует их сходимость на этом множестве к любой непрерывной функции ( )f x .
Имеется и тригонометрический аналог данной теоремы. Эти результаты получили дальней­
шее широкое развитие. Они перенесены на операторы, определенные на банаховых простран-­
ствах, на алгебры, топологические группы и на множество случайных функций и процессов [5–8]. 
Проиллюстрируем применение случайных линейных положительных операторов, порождаемых 
многочленами Бернштейна и Бернштейна – Канторовича.
Рассмотрим последовательность случайных процессов ( ) ( )1,2,...n t nx =  вида 
 
( ) ( )2 2
0 0
n n k k
n k
k
kt c W t f
n
−
+ n
n
= n=
 x =  
 
∑ ∑ , (9)
где ( ) ( ) ( )
!1
! ! ! 2 2 1 !!
k
nc
k n k k
n
n = −
n − − n + n −
, ( )f t  – непрерывная на [ ]0,1  функция. Нетрудно убедить­
ся, что ( ){ }nE tx  совпадает с многочленом Бернштейна n-й степени
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Для случайного процесса вида
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справедливо соотношение ( ){ } ( );n nE t K f tx = , где ( ) ( ) ( ) ( )
1
1
0
1
; 1 1
k
nn n kk k
n n
k k
n
K f t n C t t f s ds
+
+−
=
+
= + −∑ ∫
 есть многочлен Бернштейна – Канторовича n-й степени для функции ( )f t . Многочлены ( );nB f t  
и ( );nK f t  являются линейными положительными операторами на пространстве [ ]0,1C .
Так как последовательности многочленов Бернштейна ( );nB f t  и Бернштейна – Канторовича 
( );nK f t  сходятся равномерно на отрезке [ ]0,1  для любой непрерывной на этом отрезке функции 
( )f t , то математические ожидания процессов (9)–(11) будут аппроксимировать математическое 
ожидание исходного процесса ( )tx  с математическим ожиданием ( )f t  с любой степенью точности. 
П р и м е р 4. Пусть ( ) ( )W tt ex = . Тогда ( ) { }( ) 21
t
W tm t E e e= = , и на основании формул (9)–(11) 
получим следующие приближения:
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Численные значения погрешности ( ) ( ) ( )1 1;n nr t m t B m t= −  и ( ) ( ) ( )1 1;n nr t m t K m t= −  прибли­
жения математического ожидания ( ) 21
t
m t e=  процесса ( ) ( )W tt ex = , математическими ожидания­
ми приближенных процессов (12) в равноотстоящих точках ( )0,1,...,5
5
i
it i= =   отрезка [ ]0,1  при 
10n =  приведены в табл. 3.
                                                                                                                               Таблица 3
ti 0 0,2 0,4 0,6 0,8 1
( )n ir t 0,00000 – 0,00223 – 0,00368 – 0,00404 – 0,00296 0,0000
( )n ir t – 0,02308 – 0,01714 – 0,00873 – 0,00268 0,01767 0,03691
Из вышеизложенного следует, что для случайных процессов 
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∑ , ix  – как и раньше, корни многочле-
на Эрмита степени m, справедливо соотношение 
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lim lim knm nm
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E t E t E t
→∞→∞
ξ = ξ = ξ  ( )1,2,...k = . 
П р и м е р 5. Моменты второго порядка m2(t) случайных процессов, рассмотренных в при-
мерах 1 и 2, могут быть вычислены приближенно с помощью многочленов Бернштейна Bn( f;t), 
в которых f(t) заменена на функции 2 ( )nS t , соответствующие этим процессам.
Численные значения погрешности 2 62( ) ( ) ( , )n nr t m t B S t= − , где ( )62 62
0
( , ) 1
n n kk k
n n
k
k
В S t С t t S
n
−
=
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 
∑  ,
 
в точках ( )0,2,4,...,10
10i
it i= =  для α = 1 и п = 10 и cлучайного процесса ( ) ( )( )sint W tξ = α   приве�-
дены в табл. 4, а для cлучайного процесса ( ) ( )( )cost W tξ = α  – в табл. 5. 
                                                                                                                                Таблица 4
it 0 0,2 0,4 0,6 0,8 1
( )n ir t 0,00000 0,01046 0,01085 0,00735 0,00294 – 0,00012
                                                                                                                                Таблица 5
it 0 0,2 0,4 0,6 0,8 1
( )n ir t 0,000000 0,0000002 0,000009 0,000082 0,000380 0,001200
Приближенные формулы для процесса вида (1) могут быть построены и на основе других ли�
нейных положительных операторов, определенных на пространстве ( )C T . 
Работа выполнена в рамках проекта Белорусского республиканского фонда фундаменталь-
ных исследований (Ф12–016).
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Summary
I� �h� ����cl�, �h� ��qu��c� �f ���c����� c�����uc��� f�� �h� �����m ���c���, wh�ch �� ��fi��� �� � fu�c���� �f �h� B��w ���� 
m����� ���c���, ��� c���������. Th� c�����l m�m���� �f �h� ��qu��c�� c�����g� �� �h� c�����������g m�m���� �f �h� ������l 
���c���. Th� �ccu��cy �f �����x�m������ �� �llu������� by �x�m�l��.
