Abstract. Recent advances in high-throughput experimental techniques have yielded a wealth of protein interaction data, rich in both quantity and variety. While the sheer quantity and variety of data present special difficulties for modeling, they also present unique opportunities for gaining insight into protein behavior by leveraging multiple perspectives. Recent work on the modularity of protein interactions has revealed that reasoning about protein interactions at the level of domain interactions can be quite useful. We present PROCTOR, a learning algorithm for reconstructing the internal topology of protein complexes, at the domain level, from both direct protein interaction data (Y2H) and from protein co-complex data (AP-MS). While other methods have attempted to use data from both these kinds of assays, they usually require that co-complex data first be transformed into pairwise interaction data, under a spoke or clique model, a transformation which is not semantically appropriate. We incorporate all data from eight high-throughput datasets, resulting in coverage of 5,925 proteins, essentially all of the yeast proteome. First, we show that our algorithm outperforms other algorithms for predicting domain-domain and protein-protein interactions from Y2H and AP-MS data. Then we show that our algorithm can reconstruct the topology of the AP-MS purifications, revealing known complexes, such as Arp2/3 and RNA polymerase II, as well as suggesting many new complexes along with corresponding topologies.
Introduction
Protein complexes serve as cellular building blocks, signal transducers, and machines. Protein complexes are assembled and held together by the direct interactions of their constituent proteins with one another. Direct interactions between pairs of proteins occurs in a modular fashion when some domain of one protein comes into sufficiently close proximity with some domain of the other such that the domains mediate an interaction between the two proteins. 1 The structure of a macromolecular protein complex can be characterized at increasing levels of refinement: 1) identify its constituent proteins, 2) reveal its topology in terms of which proteins are directly interacting with which others, 3) determine the domain-domain interactions (DDIs) that mediate the direct protein-protein interactions A spoke model assumes C3, whereas a clique model assumes C6. In C7 and C8, P3 is a false positive. If multiple copies of proteins are permitted, many additional topologies are possible (e.g., C8). In the absence of stoichiometric information, it is impossible to distinguish the two-complex case C1, C2 from the one-complex case C3.
Alternative approaches model the interactions between proteins' constituent domains to improve predictions. Here the intuition is to model overrepresentation of the DDIs from observed PPIs with the goal of predicting both DDIs and PPIs. Such an approach was first outlined by Sprinzak and Margalit [33] . Deng and colleagues presented a probabilistic formulation in which an iterative EM algorithm was employed to search for a (local) maximum of the likelihood function [11] . Wang and colleagues extended this maximum likelihood formulation by incorporating the notion of 'active' interacting motifs [37] . Other approaches have explored Markov chain Monte Carlo methods [20] as well as the use of protein structure information [30, 31] .
Here we develop a statistical learning approach, PROCTOR (PROtein Complex TOpology Reconstruction), to elucidate the architecture of protein complexes by making effective use of the information available from both Y2H and AP-MS assays. Our method provides a framework for determining the underlying topology of a protein complex and understanding how constituent proteins interact with each other to form a complex. Using available AP-MS datasets, including two landmark datasets published in 2006 [17, 25] , we determine topologies for macromolecular complexes containing essentially all of the yeast proteome. In addition, PROCTOR serves as a tool for predicting DDIs that mediate PPIs. It accurately estimates DDIs across almost the entire yeast proteome and is efficient, displaying rapid convergence properties.
Motivation and intuition
Our current knowledge of both PPIs and DDIs is very noisy and very incomplete, which means that current estimates of the probability of a given PPI or DDI can often be wildly inaccurate. As explained earlier, approaches have been developed to increase the accuracy of our estimates by modeling interactions between a proteins' constituent domains. In most of these cases, the data available for estimation comes from experimental assays that provide direct evidence of PPIs, such as Y2H assays.
In contrast, AP-MS assays do not provide direct evidence of PPIs. First, each prey protein appearing in a given AP-MS purification is either a true positive or a false positive in terms of whether it actually co-complexes with the bait protein in vivo. In addition, although each true positive prey must somehow co-complex with the bait, 1) not all true positive preys must co-complex with one another (the bait may participate in multiple complexes), and 2) not all true positive preys must interact directly with the bait (many interactions may be indirect, via other intermediating preys). This multiplicity is depicted in Figure 1 .
Of course, we do not know which preys are true positives; nor do we know which true positive preys interact directly with the bait; nor do we know, in the case of true positive preys that interact only indirectly with the bait, which other preys intervene. Another way of saying this is that although many possible 'explanations' of an AP-MS purification are possible, we are not sure which explanation is true. If we knew which explanation was true, we could use this information across many AP-MS purifications to robustly estimate both the DDIs that mediate all the observed PPIs, as well as the internal topology of multi-protein complexes in vivo.
One way to approach this problem would be to assume in advance which one particular explanation is to be taken as true: many methods do this when they explain the results of an AP-MS purification by stipulating the existence of direct PPIs among the bait and preys via either a spoke or a clique model. In addition to the fact that these methods lead to poor estimates of the DDIs (because the stipulated PPIs are incorrect), such methods are incapable of estimating the topology of multi-protein complexes because they assume the topology in advance.
A more sensible way to approach this problem is to estimate the probability of each possible explanation of the data. If this is done, a model selection perspective can be employed to choose the most likely explanation of the data, or alternatively, a more Bayesian model averaging perspective can be employed to marginalize over all possible explanations of the data.
Here, we demonstrate how to compute the probability of each possible explanation of an AP-MS purification. We adopt a model averaging perspective to then marginalize over all possible explanations of the data in computing estimates for the PPIs, and for the DDIs that mediate them. We also use this framework to reveal a model-averaged view of the internal topology of the multi-protein complexes that give rise to the lists of proteins that appear in AP-MS purifications. In what follows, we formulate the estimation problem for PPIs, DDIs, and topologies, and then present a sampling algorithm for approximating the solution.
Mathematical formulation
Let θ mn be the probability of domains m and n interacting and let Θ = {θ mn } represent the set of all DDI probabilities. Likewise, let w ij denote the probability of proteins i and j interacting. Since we assume that a direct interaction between two proteins i and j is mediated by at least one interaction between some domain of i and some domain of j, we can use a 'noisy-or' formulation to write:
where m and n index over the set of constituent domains for proteins i and j, respectively. Define the false positive rate φ p as the probability of observing a prey protein in an AP-MS purification even though that prey does not actually co-complex with the bait in vivo; define the false negative rate φ n conversely: the probability of not observing a prey protein that actually co-complexes with the bait in vivo. 2 We allow different AP-MS datasets to have different error rates, but assume that within a single dataset, the false positive rate φ p is the same for all the purifications, and the same for the false negative rate φ n .
Model for an AP-MS purification observation
Denote the observed set of proteins in a single AP-MS purification as O (i.e., the bait protein plus all prey proteins). Consider the simplest (non-trivial) case, wherein bait i is purified with only a single prey j. In this case, only two explanations are possibleeither the two proteins interact via one of their domains to form a two-protein complex or the proteins do not interact and the observed prey is a false positive. Given the DDI values Θ and the appropriate error rates, the complete probability of the observation is:
Now consider the case when an AP-MS purification has more than two co-complexed proteins. We first make the simplifying assumption that any complex topology for an AP-MS purification can only be a tree c that spans over the complete graph induced over a subset I c of the proteins O. We require that the bait protein always be in I c . The remaining proteins O − I c are then treated as false positives of the AP-MS purification. The set of proteins I c represent the true positives of the AP-MS purification and the edges E Ic that span over these true positives define an underlying topology for the complex(es) represented by this purification. We permit self-edges to be considered for proteins in I c (true positives). For those concerned that self-edges violate the definition of a tree simply imagine that every protein is duplicated and a self-edge connects a protein i to its duplicate protein. We call the tree c, consisting of interaction edges E Ic that span over I c and the remaining false positive proteins O − I c , a 'complex topology tree'. Biologically, such a tree represents the underlying interaction backbone for the set of complexes represented by this AP-MS purification. Note that throughout we use the terminology 'complex topology tree' but strictly speaking this represents the topology of multiple complexes represented by this purification. The probability of any complex topology tree c is given by:
This has three terms-the first term models the true and false positives represented by the tree, the second term models the interactions spanned by the tree, and the final term ensures that this is the probability of c and only c (and not graphs for which c is a sub-graph). The probability of observing an AP-MS purification is the sum of the probabilities of all possible complex topology trees c ∈ C:
Incorporating negative information into the observation model
The model for observing an AP-MS purification in (3) ignores the existences of false negative complexes or false negative errors due to mass spectrometry. Besides, proteins that do not participate in a complex with a bait provide negative evidence for the DDIs.
Let O be the set of proteins in a proteome that are neither the bait nor observed as prey proteins in this purification. Incorporating false negative complexes would require us to use a strategy for O similar to that used in (3). This is not a useful strategy in practice since the size of O is many orders of magnitude larger than that of O. Instead, we only consider pairwise interactions from the set O × O as negative evidence. This represents a tractable solution space for negative evidence and results in the negative observation model in equation (4).
For each protein i ∈ O, the first term in the product models the possibility of protein i being a true negative, while the second term models the possibility of i being a false negative. In modeling false negatives, we make a further simplification by assuming i can interact with one and only one protein j ∈ O.
Joint learning using proteomic data
In the preceding section we developed a model for explaining an AP-MS purification. We note that this is easily extended to incorporate data from Y2H assays. We simply treat every observed Y2H interaction as a two-protein complex whose probability of interaction is the same as that in (1) . For Y2H datasets we do not need to worry about incorporating negative evidence as every unobserved interaction O is treated as a negative.
Joint model for Y2H and AP-MS data
. We denote by Φ the false positive and false negative error rates in Y and A. We have abused notation of A l .O here for simplicity. Prior to this A l .O referred to a single purification and in the notation for A it represents a set of purifications that belong to the same dataset (e.g., the set of purifications published in the 2006 dataset by Gavin and colleagues [17] ). We can now construct a full joint probability model of all these assays as shown:
The first term represents the product of all possible observed interactions and noninteractions in a Y2H assay and is fully specified by (1) . Here the inner product terms are over all pairs of binary PPIs. The second term represents the AP-MS model and is fully specified by (3) and (4). Here the inner product is over all the purifications of the corresponding AP-MS dataset. We point out that in the absence of AP-MS information, this model is equivalent to a previously published method [11] . The assumption of independence is strictly not correct but has been introduced to avoid the complicated dependency structure arising with AP-MS data. The independence assumption can be relaxed for Y2H data and leads to a more efficient algorithm. For lack of space, to simplify presentation and since we observed only a marginal improvement in results, we present these ideas as supplementary material [1] .
Inference using a Monte Carlo EM algorithm
We generalize the EM algorithm of [11] to incorporate our AP-MS model. We assume the error rates Φ are given, so we only need to estimate the DDI probabilities Θ. This does not pose a serious difficulty in practice, as excellent methods have been published estimating error rates for a number of Y2H and AP-MS datasets [14, 36, 12, 18] . Exact computation of (3) requires the enumeration of all possible spanning trees in a complete graph which is O(|O| |O|−2 ) [26] . This is clearly not tractable. Instead, we approximate (3) using a Monte Carlo approach by generating random trees from the uniform distribution and then calculate (3) using these trees. This can be implemented efficiently by performing a simple random walk over the complete graph whose vertex set is O [8, 38, 26] . Thus development of an efficient sampling algorithm requires that complex topologies only be trees. This is why we have made the simplifying assumption that the space of possible complex topologies can only be trees. Note that this assumption is not unduly restrictive as a complex topology that is a graph can be represented as a combination of a set of trees. To model false positives, we randomly select a set of vertices from O as false positives and then use the simple random walk on the remaining set of vertices. Care has to be taken that the selected set of trees are unique. This can be done efficiently by maintaining a hashtable indexed by a hash function dependent on the structure of the tree. The number of trees (samples) generated for an AP-MS purification is initially selected as a function of A l .O to reflect the fact that the number of possible trees is a function of the size of the purification. This number is then uniformly increased at each iteration of the EM algorithm to increase the accuracy of the approximation over time.
We now detail the extensions needed to the EM algorithm in [11] . The E-step of the algorithm requires the calculation of the binomial sufficient statistics
, the E-step calculations are shown below.
Pr(O|D
If the total number of possible interactions between domains m and n across all Y2H and AP-MS datasets are T mn , then the M-step involves a simple recursive formula for θ mn as shown in (8) . The summation is over all pairs of proteins i and j that contain domains m and n respectively.
We now briefly examine the time and space requirements for each iteration of the EM algorithm. Let P be the size of the proteome, D be the total number of unique domains across all proteins, S be the maximum number of samples (trees) generated for a particular EM iteration, R be the total number of AP-MS purifications (this is the sum total of all purifications across the L AP-MS datasets), H be the size of the AP-MS purification with the maximum number of prey proteins and T be the maximum number of proteinprotein pairs with the same domain-domain combination (terms summed over in (8)). Y2H and AP-MS datasets require O(KP + RH) space (we assume that the number of observed protein-protein interactions in any Y2H assay is orders of magnitude less than the total number of possible interactions). Each EM iteration involves maintaining O(P 2 ) and O(D 2 ) matrices for updating the sufficient statistics. Selecting a unique set of trees generated from the simple random walk requires O(SH) space. Thus the total space usage at each EM iteration is O(KP + RH + P 2 + D 2 + SH). In practice H is usually orders of magnitude smaller than P and D. For the rare AP-MS purifications with many prey proteins, we can set an upper bound on the value of SH without adversely affecting the algorithm. Updating the sufficient statistics requires O(P 2 +D 2 T )
time. Generating a sample of random trees requires O(SH 2 ) time (checking whether a tree is unique can be made O(1) with a good hash function, the simple random walk requires O(H log H), and computing the cost of a tree requires O(H 2 )). Thus each EM iteration is bounded by O(P 2 + D 2 T + RH + SH 2 ). In practice T is not prohibitively large. Hence both time and space requirements are dominated by the number of samples S used in each iteration, the size of the proteome P and the number of domains D.
Recovering the topology of a protein complex
Our Monte Carlo EM algorithm provides estimates for the DDI probabilities Θ. We can now determine the 'best' complex topology given these estimates. If we fix the topology to be a tree, we could determine the most probable tree using standard minimum spanning tree (MST) algorithms over the complete graph induced by the proteins O. Such a tree corresponds to the maximum likelihood estimate for a 'complex topology tree'. One could also determine the most probable DDIs that make the tree. In this case we could construct an annotated graph over the set of proteins O. Instead of having a single edge between proteins i and j, the annotated graph will have as many edges as the number of possible DDIs between i and j. A natural extension to this would be to then determine a MST for the proteins O such that edges selected for the spanning tree do not re-use domains within the same protein. We call this the Domain Re-use Constraint problem and prove that this is NP-Hard (see supplementary material [1] ).
Using a maximum likelihood estimate (MST) could prevent us from observing a different tree that is nearly equally probable. We overcome this by using our sampling algorithm to generate a huge number of random trees and then provide confidence estimates for all the edges on the graph. Using this Bayesian model averaging, approach we are not restricted to complex topology trees but can determine 'complex topology graphs'. Note that such topology graphs can represent the topology of more than one complex as proteins are usually known to participate in many complexes.
Results
We applied our algorithm to publicly available high-throughput proteomic interaction data for S. cerevisiae. We obtained a total of 6,864 purifications from five different AP-MS datasets. Four datasets were tandem affinity purification (TAP) assays with 589 purifications [16] , 294 purifications [24] , 1,993 purifications [17] , and 3,436 purifications [25] , respectively. The fifth dataset was a high-throughput mass spectrometric protein complex identification (HMS-PCI) assay with 552 purifications [21] . We also used two Y2H datasets. The first included two Y2H screens, one where all ORF mutants were allowed to mate with each other (6,000 × 6,000) and another where only 192 ORF mutants were allowed to mate with everyone (192 × 6,000) [35] . Ideally, we would treat these two screens as separate datasets, but the 192 ORF mutants used in the second screen were not recorded (Peter Uetz, personal communication) so we pooled the two screens into one dataset containing 957 interactions.
The second Y2H dataset included one high-throughput screen (6,000 × 6,000) producing a total of 4,549 interactions, 841 of which were detected more than three times and labeled as 'core' interactions [22] . We treated the core and full sets as separate Y2H datasets to reflect the difference in the confidence of their observations. We used domain information from two different sources, Pfam [5] and InterPro [29] , and evaluated all our results utilizing each of these sources independently.
All the data taken together represent 5,925 yeast proteins, covering almost the entire yeast proteome. The average number of domains per protein was 2 for both Pfam and InterPro, with the maximum number of domains in a protein being 30 and 18 respectively. The average size of the number of 'prey' proteins across all 7,000 AP-MS purifications was 13, with a maximum size of 332.
To estimate the error rates for binary interaction assays like Y2H assays and AP-MS assays converted using spoke or clique models, we employ a method proposed for simultaneously estimating the error rates of two data sets given a third gold standard set [12] . By leveraging two independent data sets against a third set of known interactions, these error rates are more trustworthy than those obtained by merely comparing one data set to a gold standard. To increase our confidence in these values, we paired each data set with several others, ran the algorithm for each pair, and then averaged the results. For AP-MS assays, we used previously reported false positive and false negative error estimates [18] . Values of the error rates are presented as supplementary material [1] .
Although the space and time complexity of our learning algorithm increases as the number of samples increase with each EM iteration, in practice the algorithm converged rapidly within 25-30 iterations, with each iteration taking an average of 30 minutes on a machine with 4GB RAM. Convergence was assessed as change in log likelihood being less than 0.01%. We compared our algorithm to a previous approach using only Y2H datasets [11] , as well as to a modified approach that converts AP-MS datasets to Y2H datasets using a spoke or clique model. This resulted in four possible algorithms: 1) Algorithm using Y2H datasets only [11] (called Y2H-ONLY), 2) Same algorithm as 1 but including AP-MS data using a spoke model (called SPOKE), 3) Same algorithm as 1 but including AP-MS data using a clique model (called CLIQUE) and 4) Our learning algorithm using separate models for Y2H and AP-MS datasets (called PROCTOR). We observed that none of these algorithms displayed significant differences for small variations in the false positive and false negative estimates, as has been observed by others as well [11] . We experimented with random initializations for θ mn but consistently observed the best results by initializing θ mn to a constant less than 0.01. The observed results were virtually indistinguishable whether we used domains from Pfam or Interpro. So here we only show results using Pfam.
Prediction of domain-domain interactions
We obtained DDIs determined using structural information from 3DID [34] and iPfam [15] and treated these as true interactions. As suggested previously [31] , we pruned out all interactions having no evidence in the training data because none of the algorithms will be able to do better than random for these. This left us with a total of 1,501 gold standard positives. We selected 40 times as many gold standard negatives by randomly sampling DDIs not in our positive set. We use precision-recall curves instead of ROC curves as they are known to provide a more informative picture for highly skewed datasets [10] . Figure 2 shows the resulting precision-recall curve for this test set. The SPOKE approach fares better than the the CLIQUE and Y2H-ONLY approaches. Both CLIQUE and Y2H-ONLY fare much worse than a random algorithm while SPOKE does about slightly worse than any random algorithm. As expected SPOKE fares better than CLIQUE while Y2H-ONLY fares the worst due to the limited amount of data used by this approach. Overall our approach PROCTOR showed a minimum of 36% improvement in the prediction of DDIs. On examining more closely the curve for the CLIQUE approach, we discovered its poor performance was due in part to its inability to predict self-interacting domains. We then modified CLIQUE to include self-edges (a protein interacts with every prey and the bait as well as itself). This modification improved the precision-recall curve for CLIQUE to slightly better than that of SPOKE and Y2H-ONLY (results not shown).
Prediction of protein-protein interactions
We obtained from the database of interacting proteins (DIP) [39] protein-protein interactions from small scale experiments. We used the same testing methodology as we used when generating the DDI precision-recall curves. This resulted in 3,144 proteinprotein interactions which we treat as gold standard positives. For gold standard negatives, we randomly sampled 40 times as many PPIs not in our positive set. We also obtained the localization of 1,119 proteins [13] and assigned random pairs of proteins with different localizations as an alternative negative test set. There was no discernible difference between these two types of negative test sets (results not shown) so we only show results using randomly sampled protein pairs as negatives. Surprisingly, the PPI precision-recall curves, as shown in Figures 3 do not seem to reflect the dramatic difference observed in the DDI precision-recall curves. Although PROCTOR still performs the best the improvement is only about 8%. After painstaking examination, we discovered that this difference between the DDI and PPI precision-recall curves was due to a combination of the inherently non-uniform contributions of different DDIs to the PPI network, the highly skewed nature of the interaction set (the ratio of the number of nonPPIs to the number of PPIs is estimated to be at least 1,200) and differences in the test sets. Both SPOKE and CLIQUE predict many more DDIs than PROCTOR. However, these DDIs are distributed across a relatively small fraction of the PPIs. SPOKE and more so CLIQUE still predict a lot more PPIs than PROCTOR, but these additional predicted PPIs are extremely small in number as compared to the total number of possible PPIs. As a result the improvement observed in Figure 3 is not as visually dramatic as that seen in Figure 2 .
Prediction of complex topologies
Finally, we examine PROCTOR's ability to reconstruct the topology of protein complexes in an AP-MS purification. We selected two topologies predicted by PROCTOR for explaining two AP-MS purifications of well-studied complexes and compared this to their crystallized structure in the Protein Data Bank (PDB) [7] . To construct the complex topology graphs we used our sampling algorithm to compute an average confidence of edges on the graph. The first complex we studied was a part of the central core component of RNA polymerase II (PDBID: 1sfo) as shown in Figure 4 . Although Tfg1 is not part of this complex we know our prediction is correct as Tfg1 was used as a bait and is involved in both transcription initiation and elongation of RNA polymerase II. Besides the five members of this core component (Rpb1, Rpb2, Rpb3, Rpb6, Rpb8), the Tfg1 purification pulled down two unrelated proteins Ydr191w and Msy1, both of which were correctly identified as false positives. The next complex we study is the Arp2/3 complex (PDBID: 1k8k) which is a highly conserved actin nucleation center consisting of seven proteins. We had AP-MS purifications with both Arp2 and Arp3 as bait. We recovered the same topology with both these purifications, one of which is shown in Figure 4 . The only missing component in this topology is Arc40 which was not selected as part of the complex. We suspect this was because Arc40 was a prey with Arp2 as bait, but was not a prey with Arp3 as bait. Conversely, Nog2 was correctly identified as a false positive. Observe that neither of these complexes can have their topology characterized by a spoke or clique model. In addition to generating such protein complex topologies, PROCTOR also provides an estimate of the DDIs that mediate the PPIs in these topologies.
Discussion
We demonstrate the efficacy of our learning algorithm PROCTOR in predicting DDIs and more importantly in recovering protein complex topologies. These topologies are useful in providing a better understanding of the architecture of cellular protein complexes. Our algorithm also does fairly well at predicting PPIs. This has been achieved by careful modeling of the different semantics contained in binary interaction evidence like Y2H assays and co-complexed membership evidence like AP-MS assays. Our implementation of PROCTOR also considers variations within similar assays, for example TAP vs. HMS-PCI protocols used for AP-MS, or core vs. full for Y2H. Our results demonstrate that improvements can be obtained by careful modeling of the semantics of AP-MS data, and also that an algorithm can degenerate rapidly if the AP-MS data semantics are not taken into account. Our implementation of PROCTOR is the first domain-domain model for protein-protein interactions to cover nearly all of the yeast proteome. Previous work has less than half of this coverage, and in any case, not more than 42% of the proteome [11, 37, 31] .
The most important feature of PROCTOR is its ability to further our understanding of the architecture of cellular macromolecules through the presentation of complex topology graphs along with the corresponding DDIs. We plan to set up a database of these complex topologies determined by PROCTOR as a useful tool for structural biologists.
Currently PROCTOR ignores overlap between AP-MS purifications either due to repeated experiments or the use of different members of a complex as bait proteins. It would be useful to extend our algorithm to use such information in partitioning such AP-MS purifications into their constituent complexes. We could use ideas developed for predicting co-complexed members [32, 9] to achieve this. In addition, some of the available AP-MS assays will soon be enhanced to include stoichiometric information for their purifications (Anne-Claude Gavin, personal communication). We would like to explore the use of such information in further elucidating the topology of protein complexes.
