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Two-sided bounds for degenerate processes with densities
supported in subsets of RN
Chiara Cinti, Stephane Menozzi yand Sergio Polidoroz
Abstract: We obtain two-sided bounds for the density of stochastic processes satisfying a weak
Hormander condition. In particular we consider the cases when the support of the density is
not the whole space and when the density has various asymptotic regimes depending on the
starting/nal points considered (which are as well related to the number of brackets needed
to span the space in Hormander's theorem). The proofs of our lower bounds are based on
Harnack inequalities for positive solutions of PDEs whereas the upper bounds are derived
from the probabilistic representation of the density given by the Malliavin calculus.
Keywords: Harnack inequality, Malliavin Calculus, Hormander condition, two-sided bounds.
2000 Mathematics Subject Classication: Primary 35H10, 60J60, secondary 31C05, 60H07.
1 Introduction
We present a methodology to derive two-sided bounds for the density of some RN -valued
degenerate processes of the form
Xt = x+
nX
i=1
Z t
0
Yi(Xs)  dW is +
Z t
0
Y0(Xs)ds (1.1)
where the (Yi)i2[[0;n]] are smooth vector elds dened on RN , ((W it )t0)i2[[1;n]] stand for n-
standard monodimensional independent Brownian motions dened on a ltered probability
space (
;F ; (Ft)t0;P) satisfying the usual conditions. Also  dWt denotes the Stratonovitch
integral. The above stochastic dierential equation is associated to the Kolmogorov operator
L = 12
nX
i=1
Y 2i + Z; Z = Y0   @t: (1.2)
We assume that the Hormander condition holds:
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[H] Rank(LiefY1;    ; Yn; Zg(x)) = N + 1; 8x 2 RN .
We will particularly focus on processes satisfying a weak Hormander condition, that is
Rank(LiefY1;    ; Yn; @tg(x)) < N + 1; 8x 2 RN . This means that the rst order vector
eld Y0 (or equivalently the drift term of the SDE) is needed to span all the directions.
As leading examples we have in mind processes of the form
Xit = xi +W
i
t ; 8i 2 [[1; n]]; Xn+1t = xn+1 +
Z t
0
jX1;ns jkds; (1.3)
where X1;ns = (X1s ;    ; Xns ) (and correspondingly for every x 2 Rn+1; x1;n := (x1;    ; xn)),
k is any even positive integer and j:j denotes the Euclidean norm of Rn. Note that we only
consider even exponents in (1.3) in order to keep Y0 smooth. Our approach also applies to
Xit = xi +W
i
t ; 8i 2 [[1; n]]; Xn+1t = xn+1 +
Z t
0
nX
i=1
(Xis)
kds; (1.4)
for any given positive integer k.
It is easily seen that the above class of processes satises the weak Hormander condition.
Also for equation (1.3), the density p(t; x; :) of Xt is supported on Rn  (xn+1;+1) for any
t > 0. Analogously, for equation (1.4), the support of p(t; x; :) is Rn+1 when k is odd and
Rn  (xn+1;+1) when k is even.
Let us now briey recall some known results concerning these two examples. First of all,
for k = 1, equation (1.4) denes a Gaussian process. The explicit expression of the density
goes back to Kolmogorov [25] and writes for all t > 0; x;  2 Rn+1:
pK(t; x; ) =
p
3
(2)
n+1
2 t
n+3
2
exp
 
 
(
1
4
j1;n   x1;nj2
t
+ 3
jn+1   xn+1  
Pn
i=1(xi+i)
2 tj2
t3
)!
: (1.5)
We already observe the two time scales associated respectively to the Brownian motion (of
order t1=2) and to its integral (of order t3=2) which give the global diagonal decay of order
tn=2+3=2. The additional term x1+12 t in the above estimate is due to the transport of the
initial condition by the unbounded drift. We also refer to the works of Cinti and Polidoro
[17] and Delarue and Menozzi [19] for similar estimates in the more general framework of
variable coecients, including non linear drift terms with linear growth.
For equation (1.3) and k = 2; n = 1, a representation of the density of Xt has been
obtained from the seminal works of Kac on the Laplace transform of the integral of the
square of the Brownian motion [23]. We can refer to the monograph of Borodin and Salminen
[10] for an explicit expression in terms of special functions. We can also mention the work of
Tolmatz [39] concerning the distribution function of the square of the Brownian bridge already
characterized in the early work of Smirnov [36]. Anyhow, all these explicit representations
are very much linked to Liouville type problems and this approach can hardly be extended
to higher dimensions for the underlying Brownian motion. Also, it seems dicult from the
expressions of [10] to derive explicit quantitative bounds on the density.
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Some related examples have been addressed by Ben Arous and Leandre [5] who obtained
asymptotic expansions for the density on the diagonal for the process X1t = x1 +W
1
t ; X
2
t =
x2 +
R t
0 (X
1
s )
mdW 2s +
R t
0 (X
1
s )
kds. Various asymptotic regimes are deduced depending on m
and k. Anyhow, the strong Hormander condition is really required in their approach, i.e. the
stochastic integral is needed in X2.
From the applicative point of view, equations with quadratic growth naturally appear in
some turbulence models, see e.g. the chapter concerning the dyadic model in Flandoli [20].
This model is derived from the formulation of the Euler equations on the torus in Fourier
series after a simplication consisting in considering a nearest neighbour interaction in the
wave space. This operation leads to consider an innite system of dierential equations
whose coecients have quadratic growth. In order to obtain some uniqueness properties, a
Brownian noise is usually added on each component. In the current work, we investigate from
a quantitative viewpoint what can be said for a drastic reduction of this simplied model,
that is when considering 2 equations only, when the noise only acts on one component and
is transmitted through the system thanks to the (weak) Hormander condition.
Our approach to derive two-sided estimates for the above examples is the following. The
lower bounds are obtained using local Harnack estimates for positive solutions of L u = 0
with L dened in (1.2). Once the Harnack inequality is established, the lower bound for
p(t; x; ) is derived applying it recursively along a suitable path joining x to  in time t. The
set of points of the path to which the Harnack inequality is applied is commonly called a
Harnack chain. For k = 1 in (1.4) the path can be chosen as the solution to the deterministic
controllability problem associated to (1.4), that is taking the points of the Harnack chain
along the path  where
0i(s) = !i(s); 8i 2 [[1; n]]; 0n+1(s) =
nX
i=1
i(s); (0) = x; (t) = :
and ! : L2([0; t])! Rn achieves the minimum of R t0 j!(s)j2ds, see e.g. Boscain and Polidoro
[11], Carciola et al. [13] and Delarue and Menozzi [19].
In the more general case k > 1 it is known that uniqueness fails for the associated control
problem, i.e. when 0n+1(s) =
Pn
i=1(i(s))
k in the above equation (see e.g. Trelat [40]).
Therefore, there is not a single natural choice for the path . Actually, we will consider
suitable paths in order to derive homogeneous two-sided bounds. After the statement of our
main results, we will see in Remark 2.2 that the paths we consider allow to obtain a cost
similar to the one found in [40] for the abnormal extremals of the value function associated
to the control problem.
Anyhow, the crucial point in this approach is to obtain a Harnack inequality invariant
w.r.t. scale and translation. Introducing for all (m;x) 2 N  Rn+1 the space Vm(x) :=
f (Yi1)i12[[1;n]], ([Yi1 ; Yi2 ](x))(i1;i2)2[[0;n]]2 ;    ; ([Yi1 ; [Yi2 ;    ; [Yim 1 ; Yim ]]](x))(i1; ;im)2[[0;n]]mg,
the above invariance properties imply that dim(SpanfVm(x)g) does not depend on x for any
m. This property fails for k > 1 since we need exactly k brackets to span the space at
x = (01;n; xn+1) and exactly one bracket elsewhere. Hence, we need to consider a lifting
procedure of L in (1.2) introduced by Rotschild and Stein [35] (see also Bonglioli and
Lanconelli [6]). Our strategy then consists in obtaining an invariant Harnack inequality
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for the lifted operator fL . We then conclude applying the previous Harnack inequality to
L -harmonic functions (which are also fL -harmonic). A rst attempt to achieve the whole
procedure to derive a lower bound for (1.4) and odd k can be found in Cinti and Polidoro
[16].
Concerning the upper bounds, we rely on the representation of the density of p obtained by
the Malliavin calculus. We refer to Nualart [33] for a comprehensive treatment of this subject.
The main issues then consist in controlling the tails of the random variables at hand and the
Lp norm of the Malliavin covariance matrix for p  1. The tails can be controlled thanks to
some ne properties of the Brownian motion or bridge and its local time. The behavior of the
Malliavin covariance matrix has to be carefully analyzed introducing a dichotomy between
the case for which the nal and starting points of the Brownian motion in (1.3)-(1.4) are close
to zero w.r.t. the characteristic time-scale, i.e. jx1;nj_j1;nj  Kt1=2 for a given K > 0, which
means that the non-degenerate component is in diagonal regime, and the complementary set.
In the rst case, we will see that the characteristic time scales of the system (1.3), (1.4) and
the probabilistic approach to the proof of Hormander theorem, see e.g. Norris [31] will lead
to the expected bound on the Malliavin covariance matrix whereas in the second case a more
subtle analysis is required in order to derive a diagonal behavior of the density similar to
the Gaussian case (1.5). Intuitively, when the magnitude of either the starting or the nal
point of the Brownian motion is above the characteristic time-scale, then only one bracket is
needed to span the space and the Gaussian regime prevails in small time.
Note that our procedure can be split in two steps. In the rst one, purely PDEs methods
provide us with lower bounds of the density p. In this part useful information about its
asymptotic behavior in various regimes are obtained by elementary arguments. Once the
lower bounds have been established, we rely on some ad hoc tools of the Malliavin calculus
to prove the analogous upper bounds. However, aiming at improving the readability of our
work, we reverse our exposition: we rst prove the upper bounds, as well as the diagonal
ones, by using probabilistic methods, then we prove the lower bounds by PDEs arguments.
The article is organized as follows. We state our main results in Section 2. We then recall
some basic facts of Malliavin calculus in Section 3 and obtain the upper bounds as well as a
diagonal lower bound in Gaussian regime in Section 4.In Section 5, we recall some aspects of
abstract potential theory needed to derive the invariant Harnack inequality. We also give a
geometric characterization of the set where the inequality holds. Section 6 is devoted to the
proof of the lower bounds.
2 Main Results
Before giving the precise statement of our bounds for the the density p of X in (1.3) or (1.4),
we give some remarks. In the sequel p(t; x; :) stands for the density of any stochastic process
X at time t starting from x. It is well known that, if the vector elds Y1; : : : ; Yn (note that
the drift term Y0 does not appear) satisfy the Hormander condition, then the following two
sided bound holds:
p(t; x; )  1p
vol (BY (x; t))
exp

 dY (x; )
2
t

: (2.1)
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Here and in the sequel, for measurable functions g : R+Rn ! R; h : R+R2n, the above
notation p(t; x; )  1g(t;x) exp( h(t; x; )) means that there exists a constant C  1 s.t.
C 1
g(t; x)
exp( Ch(t; x; ))  p(t; x; )  C
g(t; x)
exp( C 1h(t; x; )): (2.2)
Moreover, in (2.1), dY denotes the Carnot-Caratheodory distance associated to Y1; : : : ; Yn,
and BY (x; r) is the relevant metric ball, with center at x and radius r. On the other hand
(1.5) shows that, when the drift term Y0 is needed to check the Hormander condition, the
density p of the processX doesn't satisfy (2.1). In this article we prove that, when considering
processes (1.3) and (1.4) with k > 1, dierent asymptotic behavior as jxj ! +1 appear.
To be more specic, we rst remark that a behavior similar to (1.5) can also be observed
for equations (1.3) and (1.4).Conditioning w.r.t. to the non degenerate component we get
p(t; x; ) = pX1;n(t; x1;n; 1;n) pXn+1(t; xn+1; n+1jX1;n0 = x1;n; X1;nt = 1;n);
where pX1;n(t; x1;n; 1;n) =
1
(2t)n=2
exp(  j1;n x1;nj22t ) is the usual Gaussian density,
pXn+1(t; xn+1; n+1jX1;n0 = x1;n; X1;nt = 1;n) = pYt(n+1   xn+1);
Yt :=
(R t
0 j t st x1;n + st 1;n +W 0;ts jkds for (1.3);R t
0
Pn
i=1(
t s
t xi +
s
t i +W
0;t;i
s )kds for (1.4);
and (W 0;ts )u2[0;t] stands for the standard d-dimensional Brownian bridge on [0; t], i.e. starting
and ending at 0.
For the sake of simplicity, we next focus on the case n = 1 and k = 2 so that (1.3) and
(1.4) coincide. Moreover we assume x1 = 1. This leads to estimate the density of:
Yt :=
Z t
0
(x1 +W
0;t
s )
2ds = tx21 + 2x1
Z t
0
W 0;ts ds+
Z t
0
(W 0;ts )
2ds: (2.3)
Thus, when jx1j is suciently big w.r.t. the characteristic time scale t1=2, the Gaussian
random variable
G := 2x1
Z t
0
W 0;ts ds
(law)
= N

0; t
3
3 jx1j2

dominates in terms of uctuation order w.r.t. the other random contribution whose variance
behaves as O(t4) 1.
If we additionally assume that j2  x2  tx21j  Cjx1jt3=2, for some constant C := C(n =
1; k = 2) to be specied later on, that is the deviation from the deterministic system deriving
1The previous identity in law is derived from Ito^'s formula and the dierential dynamics of the Brownian
bridge. Namely,
R t
0
W 0;ts ds =
n
 (t  s)W 0;ts jt0 +
R t
0
(t  s)

 W0;ts
t s ds+ dWs
o
() R t
0
W 0;ts ds =
1
2
R t
0
(t  
s)dWs.
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from (1.3), obtained dropping the Brownian contribution, has the same order as the standard
deviation of G, we actually nd:
p(t; x; )  1
jx1jt 1+32
exp

 
j1   x1j2
t
+
j2   x2   x21tj2
jx1j2t3

:
When j2 x2 tx21j > Cjx1jt3=2, that is when the deviation from the deterministic system
exceeds a certain constant times the standard deviation, the term
R t
0 (W
0;t
s )2ds in (2.3) is not
negligeable any more and we obtain the following heavy-tailed estimate:
p(t; x; )  1
t
1
2
+2
exp

 
j1   x1j2
t
+
j2   x2   x21tj
t2

:
The diagonal contribution of the degenerate component corresponds to the intrinsic scale of
order t2 of the term
R t
0 (W
0;t
s )2ds. In particular, if x1;n = 01;n this is the only random variable
involved. The o-diagonal bound can be explained by the fact that
R t
0 (W
0;t
s )2ds belongs to
the Wiener chaos of order 2. The tails of the distribution function for such random variables
can be characterized, see e.g. Janson [22], and are homogeneous to the non Gaussian term
in the above estimate.
Observe also that the density p is supported on the half space f 2 R2 : 2 > x2g. We
obtain as well an asymptotic behavior for the density close to the boundary. Precisely, for
0 < 2   x2 suciently small w.r.t. to the characteristic time-scale t2 of
R t
0 (W
0;t
s )2ds, that is
when the deviations of the degenerate component have the same magnitude as those of the
highest order random contribution, then
p(t; x; )  1
t1=2+2
exp

 
jx1j4 + j1j4
2   x2 +
t2
(2   x2)

:
We summarize the above remarks with the assertion that processes of the form (1.3) or
(1.4) do not have a single regime for k > 1.The precise statements of the previous density
bounds are formulated for general n and k in the following Theorem 2.1.
Theorem 2.1 Let x = (x1;n; xn+1) 2 Rn+1, and  = (1;n; n+1) 2 Rn  (xn+1;+1) for k
even, and  2 Rn+1 for k odd, be given. Dene
	(x1;n; 1;n) :=
(
jx1;njk + j1;njk; for (1.3);Pn
i=1f(xi)k + (i)kg; for (1.4):
i) Assume
jn+1 xn+1 ct(jx1;njk+j1;njk)j
t3=2(jx1;njk 1+j1;njk 1)  C where c := c(k) = 2 +
2k 1
k+1 and C is xed.
Then there exists a constant C1 := C1(n; k; C)  1 s.t. for every t > 0,
C 11
t
n+k
2
+1
exp

  C1I(t; x; ; 1
2k+4
)

 p(t; x; )  C1
t
n+k
2
+1
exp

  C 11 I(t; x; ;
2k 1
k + 1
)

; (2.4)
8c 2 R+; I(t; x; ; c) := j1;n   x1;nj
2
t
+
jn+1   xn+1   c	(x1;n; 1;n)tj2=k
t1+2=k
:
6
ii) Assume
jn+1 xn+1 ct(jx1;njk+j1;njk)j
t3=2(jx1;njk 1+j1;njk 1)  C (with c; C as in point i)) and jx1;nj_j1;nj=t
1=2 
K, with K suciently large. Then, there exists C2 := C2(n; k;K;C)  1 s.t. for every
t > 0:
C 12 exp( C2I(t; x; ))
(jx1;njk 1 + j1;njk 1)tn+32
 p(t; x; )  C2 exp( C
 1
2 I(t; x; ))
(jx1;njk 1 + j1;njk 1)tn+32
; (2.5)
I(t; x; ) :=
j1;n   x1;nj2
t
+
jn+1   xn+1  	(x1;n; 1;n)tj2
(jx1;nj(k 1) + j1;nj(k 1))2t3
:
iii) For t > 0, assume jn+1  xn+1j  Kt1+k=2 for suciently small K. Then, there exists
C3 := C3(n; k;K)  1 s.t. we have:
C 13
t
n+k
2
+1
exp( C3I(t; x; ))  p(t; x; )  C3
t
n+k
2
+1
exp( C 13 I(t; x; ));
I(t; x; ) :=
jx1;nj2+k + j1;nj2+k
jn+1   xn+1j +
t1+2=k
jn+1   xn+1j2=k
: (2.6)
As already pointed out, processes of the form (1.3) or (1.4) do not have a single regime
anymore for k > 1.
Let us anyhow specify that when C 1
p
t  jxij  C
p
t; 8i 2 [[1; n]]; C  1, then
expanding Yt as in (2.3), we nd that all the terms have the same order and thus a global
estimate of type (2.4) (resp. of type (2.5)) holds for the upper bound (resp. lower bound) in
both cases (1.3) and (1.4). Observe also that in this case (2.4) and (2.5) give the same global
diagonal decay of order t(k+n)=2+1.
Remark 2.2 As already mentioned in the introduction, for k = 2; n = 1, we observe from
(2.6) that the o-diagonal bound is homogeneous to the asymptotic expansion of the value
function associated to the control problem at its abnormal extremals, see Example 4.2 in [40].
The optimal cost is asymptotically equivalent to 14
41
2
when x = (0; 0) as  is close to (0; 0).
Remark 2.3 Fix jn+1   xn+1j small, t 2 [K 1jn+1   xn+1j2 ";Kjn+1   xn+1j2 "] for
given K  1; " > 0. We then get from (2.6) that there exist ec := ec(n; k); eC := eC(n; k; T )
s.t. p(t; x; )  eC exp( ec=jn+1   xn+1j"). This estimate can be compared to the exponential
decay on the diagonal proved by Ben Arous and Leandre in [5, Theorem 1.1].
3 A Glimpse of Malliavin Calculus
3.1 Introduction
Introduced at the end of the 70s by Malliavin, [30], [29], the stochastic calculus of variations,
now known as Malliavin calculus, turned out to be a very fruitful tool. It allows to give
probabilistic proofs of the celebrated Hormander theorem, see e.g. Stroock [37] or Norris
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[31]. It also provides a quite natural way to derive density estimates for degenerate diusion
processes. The most striking achievement in this direction is the series of papers by Kusuoka
and Stroock, [26], [27], [28]. Anyhow, in those works the authors always considered \strong"
Hormander conditions, that is the underlying space is assumed to be spanned by brackets
involving only the vector elds of the diusive part. For the examples (1.3), (1.4) we consider,
this condition is not fullled. Anyhow a careful analysis of the Malliavin covariance matrix
will naturally lead to the upper bounds of Theorem 2.1 and also to a Gaussian lower bound,
when the initial or nal point of the non-degenerate component is \far" from zero w.r.t.
the characteristic time scale on the compact sets of the underlying metric, see point ii) of
Theorem 2.1.
We also point out that because of the non uniqueness associated to the deterministic
control problem, the strategy of [19] relying on a stochastic control representation of the
density breaks down. For the systems handled in [19], we refer to Bally and Kohatsu-Higa for a
Malliavin calculus approach [2]. The Malliavin calculus remains the most robust probabilistic
approach to density estimate in the degenerate setting.
We now briey state some facts and notations concerning the Malliavin calculus that
are needed to prove our results. We refer to the monograph of Nualart [32], from which we
borrow the notations, or Chapter 5 in Ikeda and Watanabe [21], for further details.
3.2 Operators of the Malliavin Calculus
Let us consider an n-dimensional Brownian motion W on the ltered probability space
(
;F ; (Ft)t0;P) and a given T > 0. Dene for h 2 L2(R+;Rn); W (h) =
R T
0 hh(s); dWsi.
We denote by S the space of simple functionals of the Brownian motion W , that is the
subspace of L2(
;F ;P) consisting of real valued random variables F having the form
F = f
 
W (h1);    ;W (hm)

;
for some m 2 N; hi 2 L2(R+;Rn), and where f : Rm ! R stands for a smooth function with
polynomial growth.
Malliavin Derivative.
For F 2 S, we dene the Malliavin derivative (DtF )t2[0;T ] as the Rn-dimensional (non
adapted) process
DtF =
mX
i=1
@xif
 
W (h1);    ;W (hm)

hi(t):
For any q  1, the operator D : S ! Lq(
; L2(0; T )) is closable. We denote its domain by
D1;q which is actually the completion of S w.r.t. the norm
kFk1;q :=
n
E[jF jq] + E[jDF jq
L2(0;T )
]
o1=q
:
Writing DjtF for the j
th component of DtF , we dene the k
th order derivative as the random
vector on [0; T ]k  
 with coordinates:
Dj1; ;jkt1; ;tk F := D
jk
tk
  Dj1t1F:
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We then denote by DN;q the completion of S w.r.t. the norm
kFkN;q :=
(
E[jF jq] +
NX
k=1
E[jDkF jq
L2
 
(0;T )k
])1=q :
Also, D1 := \q1\j1Dj;q. In the sequel we agree to denote for all q  1; kFkq := E[jF jq]1=q.
Skorohod Integral.
We denote by P the space of simple processes, that is the subspace of L2([0; T ]
;F 
B([0; T ]); dt
 dP) consisting of Rn valued processes processes (ut)t2[0;T ] that can be written
ut =
mX
i=1
Fi(W (h1);    ;W (hm))hi(t);
for some m 2 N, where the (Fi)i2[[1;m]] are smooth real valued functions with polynomial
growth, 8i 2 [[1;m]]; hi 2 L2([0; T ];Rn) so that in particular Fi(W (h1);    ;W (hm)) 2 S.
Observe also that with previous denition of the Malliavin derivative for F 2 S we have
(DsF )s2[0;T ] 2 P. For u 2 P we dene the Skorohod integral
(u) :=
mX
i=1

Fi(W (h1);    ;W (hm))W (hi) 
mX
j=1
@jFi(W (h1);    ;W (hm))hhi; hjiL2([0;T ]

;
so that in particular (u) 2 S. The Skorohod integral is also closable. Its domain writes
Dom() := fu 2 L2([0; T ] 
) : 9(un)n2P ; un L
2([0;T ]
) !
n
u; (un)
L2(
) !
n
F := (u)g.
Ornstein Uhlenbeck operator.
To state the main tool used in our proofs, i.e. the integration by parts formula in its whole
generality, we need to introduce a last operator. Namely, the Ornstein-Uhlenbeck operator
L which for F 2 S writes:
LF := (DF ) = hrf W (h);W (h)i   Tr D2f(W (h))hh; hiL2(0;T );
W (h) =
 
W (h1);    ;W (hm)

:
This operator is also closable and D1 is included in its domain Dom(L).
Integration by parts.
Proposition 3.1 (Integration by parts: rst version) Let F 2 D1;2, u 2 Dom(), then
the following indentity holds:
E[hDF; uiL2([0;T ])] = E[F(u)];
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that is the Skorohod integral  is the adjoint of the Malliavin derivative D. As a consequence,
for F;G 2 Dom(L) we have
E[FLG] = E[F(DG)] = E[hDF;DGiL2([0;T ])] = E[LFG];
i.e. L is self-adjoint.
These relations can be easily checked for F;G 2 S; u 2 P , and extended to the indicated
domains thanks to the closability.
3.3 Chaos Decomposition
Im(fm) := m!
Z T
0
Z t1
0
  
Z tm 1
0
fm(t1;    ; tm)
 dWtm 
    
 dWt1 :
In the above equation 
 denotes the tensor product and (dWtm 
    
 dWt1) 2 ((Rn)
m).
We now state a theorem that provides a decomposition of real-valued square-integrable
random variables in terms of series of multiple integrals.
Lemma 3.2 Let F be a real-valued random variable in L2(
;F ;P). There exists a sequence
(fm)m2N s.t.
F =
X
m2N
Im(fm); (3.1)
where for all m 2 N; fm is a symmetric function in L2([0; T ]m; (Rn)
m) and
E[F 2] =
X
m0
m!kfmk2L2([0;T ]m;(Rn)
m) < +1:
We refer to Theorem 1.1.2 in Nualart [32] for a proof.
Remark 3.3 We use the term chaos decomposition for the previous expansion because the
multiple integral Im maps L
2([0; T ]m; (Rn)
m) onto the Wiener chaos Hm := fHm(W (h)); h 2
L2([0; T ];Rn); khkL2([0;T ];Rn) = 1g; where Hm stands for the Hermite polynomial of degree m
(see again Theorem 1.1.2 in [32]). The orthogonality of the Hermite polynomials yields the
orthogonality of the Wiener chaos, i.e. E[XY ] = 0, for (X;Y ) 2 (Hn;Hm); n 6= m.
The computation of Malliavin derivatives is quite simple for multiple integrals. Indeed,
Dt(Im(fm)) = mIm 1(fm(t; :)) 2 Rn:
As a consequence, for a random variable F having a decomposition as in (3.1), we have
that it belongs to D1;2 if and only if
X
m1
mm!kfmk2L2([0;T ]m;(Rn)
m) < +1 in which case
DtF =
P
m1mIm 1(fm(t; :)) and E[
R T
0 jDtF j2dt] =
X
m1
mm!kfmk2L2([0;T ]m;(Rn)
m). Iterating
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the procedure, one gets F 2 DN;2 () P+1m=N (m!)2(m N)!kfmk2L2([0;T ]m;(Rn)
m) < +1 and
Dt1; ;tNF =
+1X
m=N
m(m  1)    (m N + 1)Im N (fm(t1;    ; tn; :)) 2 (Rn)
N .
Therefore, when a random variable is smooth in the Malliavin sense, i.e. D1, the Stroock
formula, see [38], provides a representation for the functions (fm)m2N in the chaotic expansion
in terms of Malliavin derivatives.
Proposition 3.4 (Stroock's formula) Let F 2 D1, then the explicit expression of the
functions (fm)m1 in the chaotic expansion (3.1) of F writes:
8m 2 N; fm(t1;    ; tm) = E[Dmt1; ;tmF ] 2 (Rn)
m:
For square integrable process, a result analogous to Lemma 3.2 also holds.
Lemma 3.5 Let (ut)t2[0;T ] be an Rn-valued process in L2([0; T ]
;F B([0; T ]); dt
 dP).
There exists a sequence of deterministic functions (gm)m2N s.t.
ut =
X
m0
Im(gm+1(t; :)); (3.2)
where the square integrable kernels gm+1 are dened on [0; T ]
m+1 with values in (Rn)
(m+1),
are symmetric in the last m variables and s.t.
P
m0m!kgm+1k2L2([0;T ]m+1;(Rn)
(m+1)) < +1.
We refer to Lemma 1.3.1 in [32] for a proof when n = 1.
Also, the Skorohod integral of u 2 Dom() is quite direct to compute from its chaotic
decomposition (3.2). Namely,
(u) :=
X
m0
Im+1(egm);
where egm(t; t1;    ; tm) := 1m+1gm(t1;    ; tm; t)+Pmi=1 gm(t1;    ; ti 1; t; ti+1;    ; tm; ti) is
the symmetrization of gm in [0; T ]
m+1.
3.4 Representation of densities through Malliavin calculus
For F = (F1;    ; FN ) 2 (D1)N , we dene the Malliavin covariance matrix F by
i;jF := hDF i; DF jiL2(0;T ); 8(i; j) 2 [[1; N ]]2:
Let us now introduce the non-degeneracy condition
[ND] We say that the random vector F = (F1;    ; FN ) satises the non degeneracy condition
if F is a.s. invertible and det(F )
 1 2 \q1Lq(
). In the sequel, we denote the inverse of
the Malliavin matrix by
 F := 
 1
F :
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This non degeneracy condition guarantees the existence of a smooth density, i.e. C1, for the
random variable F , see e.g. Corollary 2.1.2 in [32] or Theorem 9.3 in [21].
The following Proposition will be crucial in the derivation of an explicit representation of
the density.
Proposition 3.6 (Second integration by parts) Let F = (F1;    ; FN ) 2 (D1)N satisfy
the nondegeneracy condition [ND]. Then, for all smooth function ' with polynomial growth,
G 2 D1 and all multi-index ,
E[@'(F )G] = E['(F )H(F;G)];
Hi(F;G) =  
NX
j=1
fGhD ijF ; DF jiL2(0;T ) +  ijF hDG;DF jiL2(0;T )    ijFGLF jg; 8i 2 [[1; N ]];
H(F;G) =H(1; ;m)(F;G) = Hm(F;H(1; ;m 1)(F;G)):
Also, for all q > 1, and all multi-index , there exists (C; q0; q1; q2; r1; r2) only depending on
(q; ) s.t.
kH(F;G)kq  Ck F kq0kGkq1;r1kFkq2;r2 : (3.3)
For the rst part of the proposition we refer to Section V-9 of [21]. Concerning equation (3.3),
it can be directly derived from the Meyer inequalities on kLFkq and the explicit denition of
H, see also Proposition 2.4 in Bally and Talay [3].
A crucial consequence of the integration by parts formula is the following representation
for the density.
Corollary 3.7 (Expression of the density and upper bound) Let F = (F1;    ; FN ) 2
(D1)N satisfy the nondegeneracy condition [ND]. The random vector F admits a density on
RN . Fix y 2 RN . Introduce 8(u; v) 2 R2; 'u0(v) = Iv>u; 'u1(v) = Ivu. For all multi-index
 = (1;    ; N ) 2 f0; 1gN the density writes:
pF (y) = E[
NY
i=1
'yii(Fi)H(F; 1)]( 1)jj;  = (1;    ; N); jj :=
NX
i=1
i: (3.4)
As a consequence of (3.4) and (3.3) we get for all multi-index  2 f0; 1gN :
9C > 0; pF (y)  C
NY
i=1
E['yii(Fi)]
(i)kH(F; 1)k2; (i) = 2 (i+1): (3.5)
Proof. Let B :=
QN
i=1[ai; bi];8i 2 [[1; N ]]; ai < bi. Denote for all u 2 R; I0(u) :=
( 1; u); I1(u) := [u;1). Set nally, for all multi-index  2 f0; 1gN , 8y 2 RN ; 	B(y) =RQN
i=1 Ii (yi)
IB(x)dx. Proposition 3.6 applied with  = (1;    ; N) and 	B yields
E[@	B(F )] = E[	

B(F )H(F; 1)]: (3.6)
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Now, the r.h.s. of equation (3.6) writes
E[	B(F )H(F; 1)] = E[
Z
QN
i=1 Ii (Fi)
IB(y)dyH(F; 1)] =
Z
B
E[
NY
i=1
Iyi2Ii (Fi)H(F; 1)]dy
=
Z
B
E[
NY
i=1
'yii(Fi)H(F; 1)]dy: (3.7)
The application of Fubini's theorem for the last but one equality is justied thanks to the
integrability condition (3.3) of Proposition 3.6. On the other hand, the l.h.s. in (3.6) writes
E[@	B(F )] = E[
NY
i=1
IFi2[ai;bi]( 1)i ] = ( 1)jj
Z
B
pF (y)dy: (3.8)
Equation (3.4) is now a direct consequence of (3.6), (3.7), (3.8). Equation (3.5) is then simply
derived applying iteratively the Cauchy-Schwarz inequality. 
4 Malliavin Calculus to Derive Upper and Diagonal Bounds
in our Examples
4.1 Strategy and usual Brownian controls
We here concentrate on the particular case of the process (1.3) (indeed the estimates con-
cerning (1.4) can be derived in a similar way). Since condition [H] is satised, assumption
[ND] is fulllled. It then follows from Theorem 2.3.2 in [32] that the process (Xs)s0 admits
a smooth density p(t; x; :) at time t > 0. Our goal is to derive quantitative estimates on this
density, emphasizing as well that we have dierent regimes in function of the starting/nal
points.
To do that, we condition w.r.t. to the non-degenerate Brownian component for which we
explicitly know the density. For all (t; x; ) 2 R+  (Rn+1)2 we have:
p(t; x; ) = pX1;n(t; x1;n; 1;n)pXn+1(t; xn+1; n+1jX1;n0 = x1;n; X1;nt = 1;n);
pX1;n(t; x1;n; 1;n) =
1
(2t)n=2
exp

 j1;n   x1;nj
2
2t

:
We then focus on the conditional density which agrees with the one of a smooth functional,
in the Malliavin sense, of the Brownian bridge. Precisely:
pXn+1(t; xn+1; n+1jX1;n0 = x1;n; X1;nt = 1;n) := pYt(n+1   xn+1);
Yt :=
Z t
0
x1;n t  ut + 1;nut +W 0;tu
k du; (4.1)
where (W 0;tu )u2[0;t] is the standard n-dimensional Brownian bridge on the interval [0; t]. The
estimation of pYt is the core of the probabilistic part of the current work.
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We recall, see e.g. [34], two ways to realize the standard n-dimensional Brownian bridge
from a standard Brownian motion of Rn. Namely, if (Wt)t0 denotes a standard n-dimensional
Brownian motion then
(Wu   u
t
Wt)u2[0;t]
(law)
= (W 0;tu )u2[0;t]; (4.2)
(t  u)
Z u
0
dWs
t  s

u2[0;t]
(law)
= (W 0;tu )u2[0;t]: (4.3)
To recover the framework of Section 3.2, in order to deal with functionals of the Brownian
increments, it is easier to consider the realization of the Brownian bridge given by (4.3).
Remark 4.1 The process (W u)u2[0;t] := (Wt u  Wt)u2[0;t] is a Brownian motion. More-
over, the processes (W u   utW t)u2[0;t] and ((t  u)
R u
0
dW s
t s )u2[0;t] are standard n-dimensional
Brownian bridges on [0; t] , as well.
For the sake of completeness, we recall some well known results concerning the Brownian
motion and Brownian bridge.
Proposition 4.2 Let q  1, and (Wt)t0 be a standard n-dimensional Brownian motion.
Then, there exists C := C(q; n) > 0 s.t. for all t  0,
E[jWtjq]  C(q; n)tq=2; E[ sup
s2[0;t]
jWsjq]  C(q; n)tq=2;
E[ sup
s2[;t]
jW 0;ts jq]  C(q; n)(t  )q=2; 0    t:
Moreover, there exists c := c(n)  1, s.t. for all   0, and 0    t,
P[ sup
s2[;t]
jW 0;ts j  ]  2 exp

  jj
2
c(n)(t  )

:
Proof. The rst inequality is a simple consequence of the Brownian scaling. The second one
can be derived from convexity inequalities and Levy's identity that we now recall (see e.g.
Chapter 6 in [34]). Let (Bt)t0 be a standard scalar Brownian motion. Then:
sup
u2[0;s]
Bu
(law)
= jBsj; 8s > 0: (4.4)
The third inequality follows from the rst two and the representation (4.2). Eventually, the
deviation estimates follow from (4.4) as well. These deviations estimates can also be seen as
special cases of Bernstein's inequality, see e.g. [34] p. 153. 
4.2 Some preliminary estimates on the Malliavin derivative and covariance
matrix
We now give the expressions of the Malliavin derivative and covariance matrix of the scalar
random variable Yt dened in (4.1) and some associated controls.
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Lemma 4.3 (Malliavin Derivative and some associated bounds) Let us set
m(u; t; x1;n; 1;n) := x1;n
t u
t + 1;n
u
t . Rewrite
Yt =
Z t
0
dujm(u; t; x1;n; 1;n) +W 0;tu jk
=
Z t
0
dufjm(u; t; x1;n; 1;n)j2 + jW 0;tu j2 + 2hm(u; t; x1;n; 1;n);W 0;tu igk=2
=
k=2X
i=0
Cik=2
Z t
0
dujm(u; t; x1;n; 1;n)jk 2ifjW 0;tu j2 + 2hm(u; t; x1;n; 1;n);W 0;tu igi:
(4.5)
Considering the realization (4.3) of the Brownian bridge, the Malliavin derivative of Yt (seen
as a column vector) and the \covariance" matrix (that is in our case a scalar) write for all
s 2 [0; t]:
DsYt =
k=2X
i=1
Cik=2
Z t
s
dujm(u; t; x1;n; 1;n)jk 2iifjW 0;tu j2 + 2hm(u; t; x1;n; 1;n);W 0;tu igi 1
2 t  u
t  s
 
W 0;tu +m(u; t; x1;n; 1;n)

:=
k=2X
i=1
Mi(s; t; x1;n; 1;n);
Yt =
Z t
0
dsjDsYtj2: (4.6)
Introduce now
M1(s; t; x1;n; 1;n) := k
Z t
s
dujm(u; t; x1;n; 1;n)jk 2 t  u
t  sm(u; t; x1;n; 1;n)
+MR1 (s; t; x1;n; 1;n) := (M
D
1 +M
R
1 )(s; t; x1;n; 1;n); (4.7)
R(s; t; x1;n; 1;n) := M
R
1 (s; t; x1;n; 1;n) +
k=2X
i=2
Mi(s; t; x1;n; 1;n);
Yt =
Z t
0
dsj(MD1 +R)(s; t; x1;n; 1;n)j2: (4.8)
Set for all  2 [0; t],
M;t :=
Z t

dsjMD1 (s; t; 1;n; 1;n)j2; Mt :=M0;t;
R;t :=
Z t

dsjR(s; t; 1;n; 1;n)j2; Rt := R0;t: (4.9)
There exists C := C(k; n)  1 s.t. for all  2 [0; t]:
C 1(t  )3(jx1;nj2(k 1) + j1;nj2(k 1)) M;t  C(t  )3(jx1;nj2(k 1) + j1;nj2(k 1)):(4.10)
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Also, for all q  1, there exists C(k; n; q) s.t.
E[jR;tjq]1=q  C(k; n; q)(t  )3(jx1;nj _ j1;nj)2(k 1)
 (t  )
(jx1;nj _ j1;nj)2

1 +
(t  )1=2
jx1;nj _ j1;nj
2(k 2)
; (4.11)
8  0; P[R;t  M;t]  c(n; k) exp

 2 (j1;nj _ jx1;nj)
2
c(n; k)(t  )

; (4.12)
for some constant c(n; k)  1.
Remark 4.4 From (4.10) and (4.11), it follows that
E[Rqt ]1=q 
C(k; n; q)C
K2

1 +
1
K
2(k 2)
Mt;
when jx1;nj_j1;nj  Kt1=2. For K := K(k; n; q) large enough, then the termMt (correspond-
ing to the Malliavin covariance matrix of a Gaussian contribution) dominates the remainder.
This intuitively explains the Gaussian regime appearing in ii) of Theorem 2.1.
Proof. Assertion (4.6) directly follows from the chain rule (see e.g. Proposition 1.2.3 in [32])
and the identity DsW
0;t
u = Isu t ut s ; 8(u; s) 2 [0; t]2 deriving from (4.3).
Concerning (4.10), we only prove the claim for  = 0 for notational simplicity. Usual
computations involving convexity inequalities yield that there exists C := C(k; n)  1 s.t.
Mt  Ct3(jx1;nj2(k 1) + j1;nj2(k 1)): (4.13)
On the other hand to prove that a lower bound at the same ordre also holds for Mt one has
to be a little more careful.
W.l.o.g. we can assume that j1;nj  jx1;nj. Indeed, because of the symmetry of the
Brownian Bridge and its reversibility in time (see Remark 4.1), if j1;nj < jx1;nj we can
perform the computations w.r.t. to the Brownian bridge (W
0;t
u )u2[0;t] := (W
0;t
t u)u2[0;t] using
the sensitivity w.r.t. to the Brownian motion (W u)u2[0;t] := (Wt u  Wt)u2[0;t]. Note that
j1;nj  jx1;nj ) j1;nj1  1n1=2 jx1;nj1. Let i0 2 [[1; n]] be the index s.t. j1;nj1 := ji0 j, then
ji0 j  1n1=2 jxi0 j. Let us now write
Mt  k2
Z t
0
ds
Z t
s
du jm(u; t; x1;n; 1;n)jk 2

t  u
t
xi0 +
u
t
i0

t  u
t  s
2
:
Observe now that for s  n1=2
n1=2+1
t we have that 8u 2 [s; t]; t ut xi0 + ut i0 has the sign of i0 .
Hence,
Mt  k2
Z t
n1=2
n1=2+1
t
ds
 Z t
s
du
 t  ut xi0 + ut i0
k 1 t  ut  s
!2
: (4.14)
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Now, for s  t

n1=2
n1=2+2 1

, we have for all u 2 [s; t]:
 t  ut xi0 + ut i0
k 1  ut k 1 ji0 jk 12k 2  

t  u
t
k 1
jxi0 jk 1
 ji0 jk 1
 
n1=2
2n1=2 + 1
!k 1
: (4.15)
Equation (4.10) thus follows from (4.14), (4.15) and (4.13).
Concerning the remainders we get that there exists C3 := C3(n; k); C4 := C4(n; k) s.t.:
jMR1 (s; t; x1;n; 1;n)j2  C3(t  s)2j1;nj2(k 1) sup
u2[s;t]
jW 0;tu j2j1;nj 2;
8i 2 [[2; k=2]]; jMi(s; t; x1;n; 1;n)j2  C4(t  s)2j1;nj2(k 1)

sup
u2[s;t]
jW 0;tu j2(2i 1)j1;nj 2(2i 1)
+ sup
u2[s;t]
jW 0;tu j2(i 1)j1;nj 2(i 1)

: (4.16)
From (4.8) and a convexity inequality, we derive jR(s; t; x1;n; 1;n)j2  k2 (jMR1 (s; t; x1;n; 1;n)j2+Pk=2
i=2 jMi(s; t; x1;n; 1;n)j2). Thus, from (4.16), (4.9), we obtain that there exists C(k; n; q)
s.t. for all  2 [0; t]:
E[jR;tjq]1=q  C(k; n; q)(t  )3j1;nj2(k 1)
 k=2X
i=1
E[j sup
u2[;t]
jW 0;tu j2(2i 1)j1;nj 2(2i 1)jq]1=q
+
k=2X
i=2
E[j sup
u2[;t]
jW 0;tu j2(i 1)j1;nj 2(i 1)jq]1=q

;
which, thanks to Proposition 4.2, gives (4.11).
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On the other hand, from (4.10) and the previous convexity inequality for R we get:
P[M;t  R;t]  P

C 1(t  )3j1;nj2(k 1)  k
2
Z t

dsjMR1 (s; t; x1;n; 1;n)j2
+
k=2X
i=2
Z t

dsjMi(s; t; x1;n; 1;n)j2

 P
"
2
k
2
C 1(t  )3j1;nj2(k 1) 
Z t

dsjMR1 (s; t; x1;n; 1;n)j2
#
+
k=2X
i=2
P
"
2
k
2
C 1(t  )3j1;nj2(k 1) 
Z t

dsjMi(s; t; x1;n; 1;n)j2
#
(4.16)
 P
"
2
k
2
C 1(t  )3j1;nj2(k 1)  C3
3
(t  )3j1;nj2(k 1) sup
u2[;t]
jW 0;tu j2j1;nj 2
#
+
k=2X
i=2
P
"
2
k
2
C 1  C4
3

supu2[;t] jW 0;tu j
j1;nj
2(2i 1)
+

supu2[;t] jW 0;tu j
j1;nj
2(i 1)#
:
Equation (4.12) then follows from Proposition 4.2. 
4.3 Control of the weights
Now to exploit Corollary 3.7 to give estimates on pYt we need to have bounds on the Malliavin
weights. Formula (3.4) involves two kinds of terms: the inverse of the Malliavin Matrix and
the Ornstein-Uhlenbeck operator. Lemma 4.3 provides tools to analyze the Malliavin matrix.
Concerning the Ornstein-Uhlenbeck operator we will rely on the chaos expansion techniques
introduced in Section 3.3.
4.3.1 \Gaussian" regime
In this section we assume that jx1;nj _ j1;nj  Kt1=2, for K := K(n; d) suciently large.
That is we suppose that the starting or the nal point of the non-degenerate component has
greater norm than the characteristic time-scale t1=2. In this case, we show below that the
dominating term in the Malliavin derivative is the one associated to the non-random term
MD1 in (4.7). This term corresponds to the Malliavin derivative of a Gaussian process. This
justies the terminology \Gaussian" regime.
In order to give precise asymptotics on the density of Yt, the crucial step consists in
controlling the norm of  Yt := 
 1
Yt
in Lq(
); q 2 [1;+1) spaces.
Lemma 4.5 (Estimates on the Malliavin covariance) Assume that jx1;nj_j1;nj  Kt1=2.
Then, for all q 2 [1;+1) there exists Cq;4:5 := Cq;4:5(n; k;K)  1 s.t.
C 1q;4:5
(jx1;nj2(k 1) + j1;nj2(k 1))t3
 k Ytkq 
Cq;4:5
(jx1;nj2(k 1) + j1;nj2(k 1))t3
:
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Proof. As in Lemma 4.3, we assume, without loss of generality, that j1;nj  jx1;nj. To give
the Lq estimates of the Malliavin derivative we recall the denition ofMt given in (4.9), and
we use the following partition:
E[j Yt jq] =
X
m2N
E[j Yt jqI Yt2[ 4mMt ; 4(m+1)Mt ]
] 
4
Mt
q
+
X
m1

4(m+ 1)
Mt
q
P[Yt 
Mt
4m
]: (4.17)
Equation (4.10) in Lemma 4.3 provides us with an useful bound for Mt. We next give
estimates of P

Yt  Mt4m

; m  1 in the spirit of Bally [1].
Introduce tm := inffv 2 [0; t] : Mv;t  Mt=mg. We rst show that there exists m0 2 N
and C := C(n; k) such that tm  t(1  Cm 1=3) for all m  m0. From (4.10) we obtain
tm  inffv 2 [0; t] :Mv;t  Ct3(jx1;nj2(k 1) + j1;nj2(k 1))=mg
 inffv 2 [0; t] :Mv;t  2Ct3j1;nj2(k 1)=mg =: tm;
recalling we have assumed j1;nj  jx1;nj for the last inequality. Equations (4.14) and (4.15)
also yield that there exists C2 := C2(n; k) s.t. for all v  n1=2n1=2+2 1 t,
Mv;t  C2(t  v)3j1;nj2(k 1):
Note that tm ! t as m ! +1, then there exists m such that tm  n1=2n1=2+2 1 t for every
m  m, and the above inequality holds for every v 2 [tm; t]. Set C := (2C=C2)1=3, and
m0 = bC3c _m. For every m  m0 we have that:
P

Yt 
Mt
4m

 P
Z t
tm
dsj(MD1 +R)(s; t; x1;n; 1;n)j2 
Mt
4m

 P

1
2
Z t
tm
dsjMD1 (s; t; x1;n; 1;n)j2  
Z t
tm
dsjR(s; t; x1;n; 1;n)j2  Mt
4m

 P
Mtm;t
4
 Rtm;t

 c(n; k) exp
 
  j1;nj
2m1=3
16Cc(n; k)t
!
; (4.18)
using (4.12) for the last inequality. Plugging this control into (4.17), using once again (4.10)
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we derive that there exists C3 := C3(n; k); (C4; C5) := (C4; C5)(n; k; q) s.t.:
E[j Yt jq] 

4Cm20
t3j1;nj2(k 1)
q
+ C3
X
mm0

4C(m+ 1)
t3j1;nj2(k 1)
q
exp
 
 C 13
j1;nj2m1=3
t
!


4Cm20
t3j1;nj2(k 1)
q
+

C3(8C)
q
j1;nj(2(k 1)+6)q
 X
mm0
 
m1=3j1;nj2
t
!3q
exp
 
 C 13
j1;nj2m1=3
t
!


4Cm20
t3j1;nj2(k 1)
q
+
C4
j1;nj(2k+4)q
X
mm0
exp
 
 C 14
j1;nj2m1=3
t
!
 C5

1
t3qj1;nj2q(k 1)
+
1
j1;nj(2k+4)q
t3
j1;nj6

 C5
t3qj1;nj2q(k 1)
"
1 +
t3(q+1)
j1;nj6(q+1)
#
;
which for j1;nj  Kt1=2 gives the upper bound of the lemma.
Let us now turn to the lower bound for k YtkLp(P). Write:
E[ qYt ]  E[ 
q
Yt
IYt3Mt ] 
1
(3Mt)qP[Yt  3Mt] 
1
(3Mt)q (1  P[Yt > 3Mt]):
From equations (4.6)-(4.8) one has P[Yt > 3Mt]  P[2Mt + 2Rt > 3Mt] = P[Rt > 12Mt].
Now, from Lemma 4.3 equation (4.12), one gets P[Yt > 3Mt]  c(n; k) exp

  j1;nj24c(n;k)t

.
Therefore, for j1;nj  Kt1=2 and K large enough, we get E[ qYt ]  12(3Mt)q , which thanks to
(4.10) completes the proof. 
Controls of the weight for the integration by parts.
From Proposition 3.6 and Corollary 3.7, we derive
pYt(n+1   xn+1) = E[HtIYt>n+1 xn+1 ];
Ht =  hD Yt ; DYtiL2(0;t) +  YtLYt =  2Yt hDYt ; DYtiL2(0;t) +  YtLYt
:= H1t +H
2
t ; (4.19)
using the chain rule for the last but one identity.
We have the following Lq(P); q  1, bounds for the random variable Ht.
Proposition 4.6 (Estimates for the Malliavin weight) Assume that jx1;nj_j1;nj  Kt1=2
for K large enough. Then, for all q 2 [1;+1) there exists Cq;4:6 := Cq;4:6(n; k;K)  1 s.t.
kHtkq  Cq;4:6
(jx1;nj(k 1) + j1;nj(k 1))t3=2
:
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Proof: Control of H1t . From (4.19) we get for all given q  1,
kH1t kq := E[ 2qYt jhDYt ; DYtiL2(0;t)jq]1=q  E[
 4q
Yt
]1=2qE[jhDYt ; DYtiL2(0;t)j2q]1=2q
 Cq;4:5
t6(j1;nj2(k 1) + jx1;nj2(k 1))2
E[jhDYt ; DYtiL2(0;t)j2q]1=2q
 Cq;4:5
t6(j1;nj2(k 1) + jx1;nj2(k 1))2
E[jDYt j4qL2(0;t)]1=4qE[jDYtj4qL2(0;t)]1=4q; (4.20)
using Lemma 4.5 for the last but one inequality. Now, from equations (4.6), (4.8), using the
notations of Lemma 4.5,
E[jDYtj4qL2(0;t)]1=4q = E[(
Z t
0
dsjDsYtj2)2q]1=4q := E[2qYt ]1=4q


24q 1
n
M2qt + E[R2qt ]
o1=4q  21 1=4q nM1=2t + E[R2qt ]1=4qo :
On the one hand equation (4.10) in Lemma 4.3 readily gives M1=2t  Ct3=2(jx1;njk 1 +
j1;njk 1). On the other hand, equation (4.12) of the same Lemma yields
E[jRtj2q]1=4q  C(k; q)

t3=2
 j1;njk 1 _ jx1;njk 1K 1k=2 :
Hence, there exists C1 := C1(n; k; q;K) s.t.
E[jDYtj4qL2(0;t)]1=4q = E[2qYt ]1=4q  C1t3=2(j1;njk 1 + jx1;njk 1): (4.21)
In order to get a bound for kH1t kq, it remains to control E[jDYt j4qL2(0;t)]1=4q. Equation (4.6)
and the chain rule yield that for all u2 2 [0; t], Du2Yt = 2
R t
0 du1Du2Du1Yt Du1Yt. We get
E[jDYt j4qL2(0;t)]1=4q  4E[4qYt ]1=8qE[(
Z t
0
du1
Z t
0
du2jDu2;u1Ytj2)4q]1=8q
 C2t3=2(j1;njk 1 + jx1;njk 1)E[jD2Ytj8qL2((0;t)2)]1=8q; (4.22)
C2 := C2(n; k; q;K) using (4.21) for the last inequality.
With the notations of equations (4.6), (4.8) we set for all u1 2 [0; t],
Du1Yt :=
k=2X
i=1
Mi(u1; t; x1;n; 1;n) :=
k=2X
i=1
M i(u1; t);
for simplicity.
Observe now that for all i 2 [[2; k=2]], u2 2 [0; t],
Du2M i(u1; t) = C
i
k=2
Z t
u1_u2
dvjm(v; t; x1;n; 1;n)jk 2i
jW 0;tv j2 + 2hm(v; t; x1;n; 1;n);W 0;tv i	i 2
2i (t  v)
2
(t  u1)(t  u2)

2(i  1)(W 0;tv +m(v; t; x1;n; 1;n))
 (W 0;tv +m(v; t; x1;n; 1;n))
+
jW 0;tv j2 + 2hm(v; t; x1;n; 1;n);W 0;tv i	 In	 ;
Du2M1(u1; t) = k
Z t
u1_u2
dvjm(v; t; x1;n; 1;n)jk 2 (t  v)
2
(t  u1)(t  u2)In:
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From the above equations, assuming once again w.l.o.g. j1;nj  jx1;nj, the arguments used
in Lemma 4.3 yield:
E[jD2Ytj8qL2((0;t)2)]1=8q  CE[j
Z
[0;t]2
du1du2(t  u1 _ u2)2j1;nj2(k 2)
(1 +
k=2X
i=2
j1;nj4(1 i) sup
u2[0;t]
jW 0;tu j4(i 1))j4q]1=8q
 Ct2j1;njk 2(1 +
k=2X
i=2
j1;nj2(1 i)E[ sup
u2[0;t]
jW 0;tu j16q(i 1)]1=8q)
Prop: 4:2
 Ct2j1;njk 2(1 +
k=2X
i=2
 
t1=2
j1;nj
!2(i 1)
);
where C := C(n; k; q) may change from line to line. Recalling that j1;nj _ jx1;nj  Kt1=2 we
obtain
E[jD2Ytj8qL2((0;t)2)]1=8q  Ct2j1;njk 2; C := C(n; k; q;K):
Plugging the above equation into (4.22) we derive that
E[jD4qYt jL2(0;t)]1=4q  Ct7=2j1;nj2k 3;
which together with (4.21) and (4.20), eventually yields
kH1t kq 
C1
tj1;njk 
CK 1
t3=2j1;njk 1
; C1 := C1(n; k; q;K): (4.23)
Control of H2t . From (4.19) and Lemma 4.5, for all q  1, we get
kH2t kq  E[j Yt j2q]1=2qE[jLYtj2q]1=2q 
Cq
t3(jx1;nj2(k 1) + j1;nj2(k 1))
E[jLYtj2q]1=2q: (4.24)
Now, since LYt = (DYt), the idea is to provide a chaotic representation of DYt. To do
that, we use Proposition 3.4 (Stroock's formula see [38]). For a given u1 2 [0; t], recalling
Du1Yt :=
k=2X
i=1
M i(u1; t) whereM i(u1; t) 2 Rn is a random contribution involving Wiener chaos
up to order 2i  1, one has:
M i(u1; t) = E[M i(u1; t)] +
2i 1X
l=1
Il(g
i
l(:; u1; t));
Il(g
i
l(:; u1; t)) :=
Z t
0
Z v1
0
  
Z vl 1
0
gil(v1;    ; vl; u1; t)
 dWvl 
    
 dWv1 ;
gil(v1;    ; vl; u1; t) := E[Dvl; ;v1M i(u1; t)] 2 (Rn)
(l+1); (dWvl 
    
 dWv1) 2 ((Rn)
l):
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Hence, Du1Yt := g0(u1; t) +
k 1X
l=1
Il(gl(:; u1; t)), where g0(u1; t) :=
k=2X
i=1
E[M i(u1; t)] and for all
l 2 [[1; k   1]]; gl(v1;    ; vl; u1; t) :=
k=2X
i=bl=2c+1
gil(v1;    ; vl; u1; t), so that
LYt =
Z t
0
g0(u1; t)
 dWu1 +
kX
l=2
Il(gl 1(:; t)) :=
kX
l=1
Il(gl 1(:; t)): (4.25)
Similarly to the proof performed to control E[jRtj2q]1=4q of (4.12) in Lemma 4.3, we obtain
that there exists C := C(n; k) s.t. for all l 2 [[0; k   1]] and for all (v1;    ; vl; u1) 2 [0; t]l+1:
jgl(v1;    ; vl; u1; t)j  Ct(j1;njk (l+1) + jx1;njk (l+1)): (4.26)
Therefore,
E[jLYtj2q]1=2q  C
kX
l=1
t1+l=2(j1;njk l + jx1;njk l)
 Ct3=2(j1;njk 1 + jx1;njk 1)
(
kX
l=1
t(l 1)=2(j1;nj1 l + jx1;nj1 l)
)
;
where C := C(n; k; q) may change from line to line. Recalling that j1;nj _ jx1;nj  Kt1=2, we
derive from (4.24) that there exists C2 := C2(n; k; q;K) s.t.
kH2t kq 
C2
t3=2(j1;njk 1 + jx1;njk 1)
;
which together with (4.23) and (4.19) completes the proof. 
4.3.2 Non Gaussian regime
We now consider the case jx1;nj _ j1;nj  Kt1=2, which corresponds to a diagonal regime
of the non-degenerate component w.r.t. the characteristic time scale. It turns out that
the characteristic time-scale of the density pYt(n+1   xn+1) is t1+k=2. Indeed, we have the
following result.
Proposition 4.7 (Estimates for the Malliavin weight in Non Gaussian regime ) Let
K > 0 be given and assume that jx1;nj _ j1;nj  Kt1=2. For every q  1 there exists
Cq;4:7 := Cq;4:7(n; k;K) s.t.
kHtkq  Cq;4:7
t1+k=2
:
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Proof. For t > 0 write:
Yt =
Z t
0
x1;n t  ut + 1;nut +W 0;tu
k du = t1+k=2 Z 1
0
x1;nt1=2 (1  u) + 1;nt1=2u+ W
0;t
ut
t1=2

k
du
=: t1+k=2Y
t
1:
Thus:
pYt(n+1   xn+1) :=  @n+1P[Yt > n+1   xn+1] =  @n+1P[Y t1 >
n+1   xn+1
t1+k=2
]
=
1
t1+k=2
p
Y
t
1
(
n+1   xn+1
t1+k=2
):
From Corollary 3.7 (Malliavin representation of the densities), we obtain:
pYt(n+1   xn+1) = E[H(Yt; 1)IYt>n+1 xn+1 ] =
1
t1+k=2
E[H(Y t1; 1)IY t1> n+1 xn+1
t1+k=2
]
=
1
t1+k=2
E[H(Y t1; 1)IYt>n+1 xn+1 ];
so that Ht := H(Yt; 1) = t
 (1+k=2)H(Y t1; 1) := t (1+k=2)H
Y
t
1
1 . Hence, for all q  1,
kHtkq  1
t1+k=2
kHY
t
1
1 kq: (4.27)
Now, as a consequence of the Brownian scaling we get (
W 0;tut
t1=2
)u2[0;1]
(law)
= (W 0;1u )u2[0;1] so
that Y
t
1
(law)
= t1+k=2
R 1
0
x1;n
t1=2
(1  u) + 1;n
t1=2
u+W 0;1u
k du. Recalling that jx1;n
t1=2
j _ j 1;n
t1=2
j  K we
derive that the usual techniques used to prove the non degeneracy of the Malliavin covariance
matrix under Hormander's condition (see e.g. Norris [31] or Nualart [32]) yield that there
exists Cq := Cq(n; k;K) 2 R+ s.t. kHY
t
1
1 kq  Cq which from (4.27) concludes the proof. The
crucial tool here is the global scaling. 
4.4 Deviation estimates
4.4.1 O-diagonal bounds
From the Malliavin representation of the density given by (4.19), to derive o-diagonal bounds
on the density, it remains to give estimates on P[Yt > n+1   xn+1].
Lemma 4.8 (O-diagonal bounds) Let Ukt (x; ) := n+1 xn+1  2
k 1
k+1 (jx1;njk+ j1;njk)t,
and assume that Ukt (x; ) > 0. Then, there exists C4:8 := C4:8(n; k) s.t.
(i) If jx1;nj _ j1;nj  Kt1=2 for a given K > 0,
P[Yt > n+1   xn+1]  C4:8

exp

 C 14:8
Ukt (x; )
2
(jx1;njk 1 + j1;njk 1)2t3

+exp

 C 14:8
jx1;nj2 + j1;nj2
t
 k=2X
i=1
exp
 
 C 14:8
Ukt (x; )
1=i
fjx1;njk 2i + j1;njk 2ig1=it1+1=i
!
:
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(ii) If jx1;nj _ j1;nj  Kt1=2 for the same previous K,
P[Yt > n+1   xn+1]  C4:8

exp

 C 14:8
Ukt (x; )
2
tk+2

+
k=2X
i=1
exp
 
 C 14:8
Ukt (x; )
1=i
tk=(2i)+1=i
!
:
Proof. We only prove point (i), the second point can be derived in a similar way. According
with (4.5), we rst decompose Yt as
Yt =
Z t
0
jm(u; t; x1;n; 1;n)jkdu+Mkt (x1;n; 1;n) +Rkt (x1;n; 1;n)
where
Mkt (x1;n; 1;n) := k
R t
0 jm(u; t; x1;n; 1;n)jk 2hm(u; t; x1;n; 1;n);W 0;tu idu;
Rkt (x1;n; 1;n) :=
k
2
R t
0 jm(u; t; x1;n; 1;n)jk 2jW 0;tu j2du
+
k=2X
i=2
Cik=2
Z t
0
jm(u; t; x1;n; 1;n)jk 2i(2hm(u; t; x1;n; 1;n);W 0;tu i+ jW 0;tu j2)idu;
then we have
P[Yt > n+1   xn+1] = P[Mkt (x1;n; 1;n) +Rkt (x1;n; 1;n) >
n+1   xn+1  
R t
0 jm(u; t; x1;n; 1;n)jkdu]:
Note that all the terms in Rkt (x1;n; 1;n) have characteristic time scales that are in small time
negligible with respect to the one of the Gaussian contribution Mkt (x1;n; 1;n). Moreover
Mkt (x1;n; 1;n)  2k 2(jx1;njk 1 + j1;njk 1)t sup
u2[0;t]
jW 0;tu j =: fMkt (x1;n; 1;n):
Since by assumption Ukt (x; ) < n+1   xn+1  
R t
0 jm(u; t; x1;n; 1;n)jkdu, one gets:
P[Yt > n+1   xn+1]  P[(fMkt +Rkt )(x1;n; 1;n) > Ukt (x; )] 
P[2fMkt (x1;n; 1;n) > Ukt (x; )]
+ P[(fMkt +Rkt )(x1;n; 1;n) > Ukt (x; )]1=2
P[Rkt (x1;n; 1;n)  fMkt (x1;n; 1;n)]1=2: (4.28)
Standard computations, similar to the ones performed to prove the deviation estimate in
(4.12) in Lemma 4.3, give that there exist C1 := C1(k); C2 := C2(n; k)  1 s.t.
P[Rkt (x1;n; 1;n)  fMkt (x1;n; 1;n)]  (k   1)P[ sup
u2[0;t]
jW 0;tu j  C1fjx1;nj+ j1;njg]
 C2 exp

 C 12
jx1;nj2 + j1;nj2
t

;
P[fMkt (x1;n; 1;n) > Ukt (x; )=2]  C2 exp C 12 Ukt (x; )2(jx1;njk 1 + j1;njk 1)t3

: (4.29)
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On the other hand, we have:
P[(fMkt +Rkt )(x1;n; 1;n)  Ukt (x; )]
 P[fMkt (x1;n; 1;n)  12Ukt (x; )] + P[Rkt (x1;n; 1;n)  12Ukt (x; )]: (4.30)
Now,
P[Rkt (x1;n; 1;n) 
1
2
Ukt (x; )]
 P[2
(k 3)_0k
2(k   1) fjx1;nj
k 2 + j1;njk 2gt sup
u2[0;t]
jW 0;tu j2 
1
2(k   1)U
k
t (x; )]
+
k=2X
i=2

P[Cik=2
2k i 2
k   2i+ 1fjx1;nj
k 2i + j1;njk 2igt sup
u2[0;t]
jW 0;tu j2i 
1
2(k   1)U
k
t (x; )]
+P[Cik=2
2k+i 2
k   i+ 1fjx1;nj
k i + j1;njk igt sup
u2[0;t]
jW 0;tu ji 
1
2(k   1)U
k
t (x; )]

:= P1 +
k=2X
i=2
(P i2 + P
i
3):
(4.31)
From Proposition 4.2 one gets that there exists C3 := C3(k; n)  1 s.t.
P1  C3 exp

 C 13
Ukt (x; )
fjx1;njk 2 + j1;njk 2gt2

; 8i 2 [[2; k=2]];
P i2  C3 exp
 
 C 13
Ukt (x; )
1=i
fjx1;njk 2i + j1;njk 2ig1=it1+1=i
!
;
P i3  C3 exp
 
 C 13
Ukt (x; )
2=i
fjx1;njk i + j1;njk ig2=it1+2=i
!
: (4.32)
Hence, plugging (4.32) in (4.31) we derive the claim from (4.31), (4.30), (4.29) and (4.28).
4.4.2 Auxiliary deviation estimates
Still from the Malliavin representation of the density given by (4.19), when n+1   xn+1 is
small, that is when for the degenerate component the starting and nal points are close, we
have to give estimates on P[Yt  n+1   xn+1] (small and moderate deviations).
Proposition 4.9 There exist constants (c1; c2) := (c1; c2)(n; k) s.t. for all (x1;n; 1;n) 2
(Rnnf0g)2, n+1 > xn+1 and t  2k+3 n+1 xn+1jx1;njk+j1;njk :
P[Yt  n+1   xn+1]  c1 exp

 c2 jx1;nj
2+k + j1;nj2+k
n+1   xn+1

: (4.33)
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For a given K  0, if t  (n+1   xn+1)34(64K)k2=(k+2), and jx1;nj _ j1;nj  Kt1=2, then
there exist (c1; c2) := (c1; c2)(n; k;K):
P[Yt  n+1   xn+1]  c1 exp
 
 c2 t
1+2=k
(n+1   xn+1)2=k
!
: (4.34)
Proof. We rst begin with the proof of (4.33). As in the previous sections, we can assume
w.l.o.g. that jx1;nj  j1;nj.For s 2 [0; t], we dene eXs := x1;n t st + 1;n st + W 0;ts (where
(W 0;ts )s2[0;t] is a standard n-dimensional Brownian Bridge on [0; t]), so that Yt =
R t
0 j eXsjkds.
Let us also set jx1;nj=2 := inffs  0 : j eXsj  jx1;nj=2g. Consider now the event A :=
fjx1;nj=2  2k n+1 xn+1jx1;njk g and denote by AC its complementary. Observe that P[
R t
0 j eXsjkds 
n+1   xn+1; AC ] = P[
R 2k n+1 xn+1jx1;njk
0
 jx1;nj
2
k
ds <
R t
0 j eXsjkds  n+1   xn+1; AC ] = 0. Thus,
P[Yt  n+1   xn+1] = P[Yt  n+1   xn+1; A]  P[A]. Now
P[A]  P[ inf
s2[0;2k n+1 xn+1jx1;njk ]
j eXsj  jx1;nj=2]
 P[ inf
s2[0;2k n+1 xn+1jx1;njk ]
x1;n t  st + 1;n st
+ inf
s2[0;2k n+1 xn+1jx1;njk ]
( jW 0;ts j)  jx1;nj=2]
 P[jx1;nj=2 + inf
s2[0;2k n+1 xn+1jx1;njk ]
( s
t
)fjx1;nj+ j1;njg   sup
s2[0;2k n+1 xn+1jx1;njk ]
jW 0;ts j  0]
 P[jx1;nj(1=2  2
k+1(n+1   xn+1)
jx1;njkt )  sup
s2[0;2k n+1 xn+1jx1;njk ]
jW 0;ts j]
 P[jx1;nj=4  sup
s2[0;2k n+1 xn+1jx1;njk ]
jW 0;ts j];
recalling jx1;nj  j1;nj and t  2k+3 n+1 xn+1jx1;njk for the last two inequalities. From Proposition
4.2 we obtain:
P[Yt  n+1   xn+1]  P[A]  c1 exp

 c2 jx1;nj
2+k
n+1   xn+1

;
which from the assumption jx1;nj  j1;nj gives (4.33) up to a modication of c2.
Let us now turn to (4.34). Introduce I(t) :=
R t
0 Ij eXsjk(n+1 xn+1)ds for a parameter
 > 0 to be xed later on. Dene the set A := fI(t)  t=4g. Observe that
P[
Z t
0
j eXsjkds  n+1   xn+1; AC ] =
P[
Z t
0
Ij eXsjk>(n+1 xn+1)j eXsjkds  Z t
0
j eXsjkds  n+1   xn+1; AC ]
 P[(n+1   xn+1)3t=4 <
Z t
0
j eXsjkds  n+1   xn+1; AC ]:
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Choosing  = 43t we get from the above inequality P[
R t
0 j eXsjkds  n+1   xn+1; AC ] = 0.
Hence,
P[
Z t
0
j eXsjkds  n+1   xn+1] = P[Z t
0
j eXsjkds  n+1   xn+1; A 4
3t
]  P[A 4
3t
]
 P[
Z t
0
Ij eXsjk 3(n+1 xn+1)4t ds > t=4]  P[
Z t
0
Ij eX1s jk 3(n+1 xn+1)4t ds > t=4]
 P[
Z t
0
Ijx1 t st +1 st+B0;ts jc(x;;t;k)ds > t=4]; c(x; ; t; k) :=

3(n+1   xn+1)
4t
1=k
;
 P[
Z t=2
0
Ijx1 t st +1 st+B0;ts jc(x;;t;k)ds > t=8] + P[
Z t
t=2
Ijx1 t st +1 st+B0;ts jc(x;;t;k)ds > t=8]
:= P1 + P2; (4.35)
where (B0;ts )s2[0;t] stands for a one-dimensional Brownian bridge on [0; t]. Observing that
(B
0;t
s ) := (B
0;t
t s)s2[0;t] is also a Brownian bridge, we get that
P2 := P[
Z t=2
0
dsIjx1 st+1 t st +B
0;t
s jc(x;;t;k)ds > t=8]
= P[
Z t=2
0
dsIjx1 st+1 t st +B0;ts jc(x;;t;k)ds > t=8]:
Since we assumed jx1j _ j1j  Kt1=2, jx1j and j1j have at most the same magnitude so that
P1 and P2 can be handled exactly in the same way. Let us deal with P1. The occupation
time formula for semimartingales (see Chapter 6 in [34]) yieldsZ t=2
0
Ijx1 t st +1 st+B0;ts jc(x;;t;k)ds =
Z c(x;;t;k)
 c(x;;t;k)
dzLzt=2;
where Lzt=2 stands for the local time at level z and time t=2 of the process (x1
t s
t + 1
s
t +
B0;ts )s2[0;t]. From the denition of P1 in (4.35):
P1  P[ sup
z2[ c(x;;t;k);c(x;;t;k)]
Lzt=2  2c(x; ; t; k) >
t
8
]
= P[ sup
z2[  c(x;;t;k)
t1=2
;
c(x;;t;k)
t1=2
]
L
z
1=2 >
t1=2
16c(x; ; t; k)
]; (4.36)
where L
z
1=2 stands for the local time at level z and time 1=2 for the scalar process
(Xu)u2[0;1] :=
 
x1
t1=2
(1  u) + 1
t1=2
u+
B0;tut
t1=2
!
u2[0;1]
(law)
=

x1
t1=2
(1  u) + 1
t1=2
u+B0;1u

u2[0;1]
:
The last equality in (4.36) is a consequence of the scaling properties of the local time. From
Tanaka's formula for semimartingales L
z
1=2 = jX1=2   zj   jX0   zj  
R 1=2
0 sgn(Xs   z)dXs.
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Denoting with a slight abuse of notation (
B0;tut
t1=2
)u2[0;1] = (B
0;1
u )u2[0;1], we have the following
dierential dynamics for Xu:
dXu =  x1   1
t1=2
du+ dB0;1u =  
Xu   1
1  u du+ dBu;
where (Bu)u2[0;1] is a standard scalar Brownian motion.
Therefore, from equation (4.36) and the usual dierential dynamics for the Brownian
bridge:
P1  P[ j1   x1j
2t1=2
+ jB0;11=2j
+ sup
z2[  c(x;;t;k)
t1=2
;
c(x;;t;k)
t1=2
]

Z 1=2
0
sgn(Xs   z)( x1   1
t1=2
ds+ dB0;1s )
  t1=28c(x; ; t; k) ]
 P[ j1   x1j
t1=2
+ jB0;11=2j+Z 1=2
0
ds
jB0;1s j
1  s + sup
z2[  c(x;;t;k)
t1=2
;
c(x;;t;k)
t1=2
]
j
Z 1=2
0
sgn(Xs   z)dBsj  t
1=2
16c(x; ; t; k)
]
 P[2K + 3 sup
s2[0;1=2]
jB0;1s j+ sup
z2[  c(x;;t;k)
t1=2
;
c(x;;t;k)
t1=2
]
j
Z 1=2
0
sgn(Xs   z)dBsj  t
1=2
16c(x; ; t; k)
]:
Now from the denition of c(x; ; t; k) in (4.35), for t  (n+1   xx+1)34(64K)k2=(k+2) one
has t
1=2
16c(x;;t;k)   2K  t
1=2
32c(x;;t;k) . Thus
P1  P[3 sup
s2[0;1=2]
jB0;1s j 
t1=2
64c(x; ; t; k)
]
+P[ sup
z2[  c(x;;t;k)
t1=2
;
c(x;;t;k)
t1=2
]
j
Z 1=2
0
sgn(Xs   z)dBsj  t
1=2
64c(x; ; t; k)
]:
Setting for all t 2 [0; 1=2], Mt :=
R t
0 sgn(Xs   z)dBs, Mt := eBhMit = eBt (i.e. eB is the
Dambis-Dubbins-Schwarz Brownian motion associated to M). Hence, from Proposition 4.2
we derive the announced bound for P1. Since P2 can be handled in a similar way, the claim
then follows from equation (4.35).
4.5 Final derivation of the upper-bounds in the various regimes
In this section we put together our previous estimates in order to derive the upper bounds of
Theorem 2.1 in the various regimes.
29
4.5.1 Derivation of the Gaussian upper bounds
In this paragraph we assume jx1;nj _ j1;nj  Kt1=2 for K large enough. We also suppose
jn+1 xn+1 ct(jx1;njk+j1;njk)j
t3=2(jx1;njk 1+j1;njk 1)  C where c := c(k) = 2+
2k 1
k+1 and C is xed. From Corollary 3.7
(representation of the density), Proposition 4.6 (controls of the weight in the integration by
part) and Lemma 4.8 (deviation bounds), we have that there exists C := C(n; k;K;C)  1,
s.t. setting Ukt (x; ) := n+1   xn+1   2
k 1
k+1 (jx1;njk + j1;njk)t as in Lemma 4.8 one has:
p(t; x; ) 
C exp

  j1;n x1;nj22t   C 1 U
k
t (x;)
2
(jx1;njk 1+j1;njk 1)2t3

tn=2+3=2(jx1;njk 1 + j1;njk 1)
: (4.37)
Remark 4.10 The above result means that the Gaussian regime holds if the nal point 1;n
of the degenerate component has the same order as the \mean" transport term mt(x; ) :=
xn+1 +
2k 1
k+1 (jx1;njk + j1;njk)t (moderate deviations). A similar lower bound holds true, see
Lemma 4.11.
4.5.2 Derivation of the heavy-tailed upper bounds
We here assume
jn+1 xn+1 ct(jx1;njk+j1;njk)j
t3=2(jx1;njk 1+j1;njk 1)  C where c := c(k) = 2 +
2k 1
k+1 and C is as in
the previous paragraph.
If jx1;nj _ j1;nj  Kt1=2 (K being as in the previous paragraph), then Corollary 3.7,
Proposition 4.7 and Lemma 4.8 yield that there exists C := C(n; k)  1 s.t.
p(t; x; )  C
t(n+k)=2+1
exp
 
 j1;n   x1;nj
2
2t
  C 1 (U
k
t (x; ))
2=k
t1+2=k
!
: (4.38)
On the other hand if jx1;nj _ j1;nj  Kt1=2, then Corollary 3.7, Proposition 4.6 and Lemma
4.8 yield that there exists eC := eC(n; k)  1 s.t.
p(t; x; ) 
eC
tn=2+3=2(jx1;njk 1 + j1;njk 1)
exp
 
 j1;n   x1;nj
2
2t
  eC 1Ukt (x; )2=k
t1+2=k
!

eC
Kk 1t(n+k)=2+1
exp
 
 j1;n   x1;nj
2
2t
  eC 1Ukt (x; )2=k
t1+2=k
!
:
Hence, up to a modication of C, the control given by (4.38) holds for all o-diagonal cases.
4.5.3 Moderate deviations of the degenerate component
In this paragraph we suppose 0 < n+1   xn+1  Kt1+k=2, for K suciently small. This
means that the deviation of the degenerate component is small w.r.t. its characteristic time
scale. From Corollary 3.7, Propositions 4.6 and 4.7 and Proposition 4.9 we derive similarly
to the previous paragraph that there exists C := C(n; k;K) s.t.
p(t; x; ) 
C exp

  j1;n x1;nj22t   C 1
n jx1;nj2+k+j1;nj2+k
n+1 xn+1 +
t1+2=k
(n+1 xn+1)2=k
o
t(n+k)=2+1
: (4.39)
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4.6 Gaussian lower bound on the compact sets of the metric
We conclude this section with a proof of a lower bound for the density on the compact sets
of the metric associated to the Gaussian regime in Theorem 2.1. A similar feature already
appears in the appendix of [19].
Lemma 4.11 Assume that jx1;nj _ j1;nj  Kt1=2; K  K0 := K0(n; k) and that for a given
C  0 we have jn+1 xn+1 ct(jx1;njk+j1;njk)j
t3=2(jx1;njk 1+j1;njk 1)  C where c := c(k) is xed. Then, there exists
C4:11 := C4:11(n; k; C) s.t.
C4:11
(jx1;njk 1 + j1;njk 1)t3=2
 pYt(n+1   xn+1):
Remark 4.12 The condition in the Lemma means that the deviation n+1   xn+1 has ex-
actly the same order as the transport term t(jx1;njk + j1;njk), up to a neglectable uctuation
corresponding to the variance of the Gaussian contribution in Yt.
Proof. We assume w.l.o.g. that n+1   xn+1   ct(jx1;njk + j1;njk)  0 and j1;nj  jx1;nj.
From (4.19) we recall:
pYt(n+1   xn+1) = E[HtIYtn+1 xn+1 ];
Ht := H
1
t +H
2
t := 
 2
Yt
hDYt ; DYtiL2(0;t) +  YtLYt:
Recalling the chaos decomposition of LYt introduced in Proposition 4.6, see equation (4.25),
we get:
pYt(n+1   xn+1)  E[H2t IYtn+1 xn+1 ]  E[jH1t j]  E[
I1(g0(:; t)
Yt
IYtn+1 xn+1 ]
 
(
E
 jPkl=2 Il(gl 1(:; t))j
Yt

+
C1
tj1;njk
)
;
using the bound for E[jH1t j] given by equation (4.23), with C1 := C1(n; k; 1;K), in the last
inequality. From equation (4.26), there exists C2 := C2(n; k), E[j
Pk
l=2 Il(gl 1(:; t))j2]1=2 
C2t
3=2j1;njk 1
Pk
l=2

t1=2
j1;nj
l 1  (k 1)C2K t3=2j1;njk 1, recalling j1;nj  Kt1=2 for the last
inequality. Also I1(g0(:; t)) =
R t
0 E[M1(u; t)]dWu + R
t
0 where E[jRt0j2]1=2  C2K t3=2j1;njk 1.
From (4.5), we write:
Yt =
Z t
0
dujm(u; t; x1;n; 1;n)jk + k
Z t
0
dujm(u; t; x1;n; 1;n)jk 2hm(u; t; x1;n; 1;n);W 0;tu i
+Rkt (x1;n; 1;n) =: (m
k
t +G
k
t +R
k
t )(x1;n; 1;n) =: m
k
t +G
k
t +R
k
t ;
for simplicity. Proposition 4.6 then yields:
pYt(n+1   xn+1)  E
R t
0 E[M1(u; t)]dWu
Yt
Imkt+Gkt+Rktn+1 xn+1

 
(
C2C2kt
3=2j1;njk 1
Kj1;nj2(k 1)t3
+
C1
Kt3=2j1;njk 1
)
:= pYt;1(n+1   xn+1)  r1(t; x; ):
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From the martingale representation theorem and the above computations we identify Gkt =R t
0 E[M1(u; t)]dWu. Still from Proposition 4.6 we get:
pYt(n+1   xn+1)  E

Gkt
Yt
IGkt+Rktn+1 xn+1 mkt IjRkt jjGkt j=2

 

C3P[jRkt j > jGkt j=2]1=2
(jx1;njk 1 + j1;njk 1)t3=2
+ r1(t; x; )

= pYt;2(n+1   xn+1)  r2(t; x; );
where C3 := C3(n; k). One easily gets that there exists c := c(k) > 0; m
k
t := m
k
t (x1;n; 1;n) 
ct(jx1;njk + j1;njk).Thus, setting Ukt (x; ) := n+1   xn+1   ct(jx1;njk + j1;njk) and recalling
as well that Ukt (x; )  0, one obtains that on the event fGkt +Rkt  Ukt (x; ); jRkt j  jGkt j=2g,
Gkt  0. Hence:
pYt(n+1   xn+1)  E[
Gkt
Yt
IGkt jRkt jUkt (x;)0IjRkt jjGkt j=2]  r2(t; x; )
 E[G
k
t
Yt
IGkt2Ukt (x;)0IjRkt jGkt =2]  r2(t; x; )
 E[ G
k
t
3Mt IGkt2Ukt (x;)0IjRkt jGkt =2IYt3Mt ] 
C3P[Yt > 3Mt]1=2
j1;njk 1t3=2
 r2(t; x; )
 E[ G
k
t
3Mt IGkt2Ct3=2(jx1;njk 1+j1;njk 1)IjRkt jGkt =2IYt3Mt ]  r3(t; x; )
 C
 12CP[Gkt  2Ct3=2(jx1;njk 1 + j1;njk 1); jRkt j  Gkt =2]
3t3=2(jx1;njk 1 + j1;njk 1)
 C4P[Yt > 3Mt]
1=2
t3=2j1;njk 1
  r3(t; x; ); (4.40)
where we used that Ukt (x; )  Ct3=2(jx1;njk 1 + j1;njk 1) for the last but one inequality
(compact sets of the metric). The constant C is the one appearing in (4.10). To conclude it
suces to prove that
P := P[Gkt  2Ct3=2(jx1;njk 1 + j1;njk 1); jRkt j  jGkt j=2]]  eC; (4.41)
jr4(t; x; )j := C4P[Yt > 3Mt]
1=2
t3=2j1;njk 1
+ r3(t; x; )  C
 1C eC
3t3=2(jx1;njk 1 + j1;njk 1)
: (4.42)
Indeed, plugging (4.41) and (4.42) into (4.40) gives the statement. Let us rst prove (4.41).
Write:
P  P[Gkt  2Ct3=2(jx1;njk 1 + j1;njk 1)]
 P[Gkt  2Ct3=2(jx1;njk 1 + j1;njk 1); jRkt j > jGkt j=2]
 P[N (0; 1)  2 C]  P[jRkt j  Ct3=2(jx1;njk 1 + j1;njk 1)]; C := C(n; k):
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Thus, similarly to the proof of (4.12) in Lemma 4.3 we can show that there exists C5 :=
C5(n; k)  1 s.t. P[jRkt j  Ct3=2(jx1;njk 1 + j1;njk 1)]  C5 exp

 C 15 jx1;nj
2+j1;nj2
t

. Under
the current assumptions, using standard controls on the Gaussian distribution function, this
gives (4.41) for eC := eC(n; k) for K large enough.
Recall now that jr4(t; x; )j  1t3=2j1;njk 1
 
C1+C2C2k
K + (C3 + C4)P[Yt > 3Mt]1=2 +
C3P[jRkt j > jGkt j=2]1=2

:=
P3
i=1 r4i(t; x; ). Under the current assumptions, we derive that
for K large enough, r41(t; x; )  C 1C eC9t3=2(jx1;njk 1+j1;njk 1) . On the other hand, writing P[jRkt j >
jGkt j=2]1=2  (P[jRkt j > C^2 (jx1;njk 1 +j1;njk 1)t3=2]+P[jGkt j  C^(jx1;njk 1+ j1;njk 1)t3=2])1=2
we derive similarly to (4.12) (see also the proof of the lower bound in Lemma 4.5) that
r43(t; x; )  C 1C eC9t3=2(jx1;njk 1+j1;njk 1) taking C^ small enough. Eventually, the same control
holds true for r42(t; x; ), still from arguments similar to those used to derive (4.12). This
concludes the proof. 
5 Potential Theory and PDEs
In this section we are interested in proving Harnack inequalities for non-negative solutions to
L u(z) = 0; z = (x; t) 2 RN+1; (5.1)
with L dened in (1.2). Specically, we consider any open set O  RN+1, and any z 2 O,
and we aim to show that there exists a compact K  O and a positive constant CK such that
sup
K
u  CK u(z); (5.2)
for every positive solution u to L u = 0. We say that a set

z0; z1; : : : ; zk
	  O is a Harnack
chain of lenght k if
u(zj)  Cj u(zj 1); for j = 1; : : : ; k;
for every positive solution u of L u = 0, so that we get
u(zk)  C1C2 : : : Ck u(z0): (5.3)
In order to construct Harnack chains, and to have an explicit lower bound for the densities
considered in this article, we will prove invariant Harnack inequalities w.r.t. a suitable Lie
group structure. By exploiting the properties of homogeneity and translation invariance of
the Lie group, we will nd Harnack chains with the property that every Cj in (5.3) agrees
with the constant CK in (5.2). As a consequence we nd u(zk)  CkK u(z0), and the bound
will depend only on the lenght of the Harnack chain connecting z0 to zk.
Let us now recall some basic notations concerning homogeneous Lie groups (we refer to
the monograph [7] by Bonglioli, Lanconelli and Uguzzoni for an exhaustive treatment). Let
 be a given group law on RN+1 and suppose that the map (z; ) 7!  1  z is smooth. Then
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G = (RN+1; ) is called a Lie group. Moreover, G is said homogeneous if there exists a family
of dilations ()>0 which denes an automorphism of the group, i.e.,
(z  ) = (z)  () ; for all z;  2 RN+1 and  > 0:
We also make the following assumption.
[L] L is Lie-invariant with respect to the Lie group G =
 
RN+1; ; ()>0

, i.e.
i) Y1; : : : ; Yn and Z are left-invariant with respect to the composition law of G, i.e.
Yj (u (  )) = (Yju) (  ) ; j = 1; : : : ; n;
Z (u (  )) = (Zu) (  ) ;
for every function u 2 C1(RN+1), and for any  2 RN+1;
ii) Y1; : : : ; Yn are -homogeneous of degree one and Z is -homogeneous of degree
two:
Yj (u (z)) =  (Yju) (z) ; j = 1; : : : ; n;
Z (u (z)) = 
2 (Zu) (z) ;
for every function u 2 C1(RN+1), and for any z 2 RN+1;  > 0.
To illustrate Property [L] we recall the Lie group structure of the Kolmogorov operator
corresponding to k = 1 in (1.4).
Example 5.1 (Kolmogorov operators) L := 12x1;n +
Pn
i=1 xi@x2   @t. The Kol-
mogorov group is K =
 
Rn+2; ; 

, where
(x; t)  (; ) =  x1;n + 1;n; xn+1 + n+1   nX
i=1
xi; t+ 

; (x; t) =
 
x1;n; 
3xn+1; 
2t

:
Clearly, L can be written as in (1.2) with Yi = @xi ; i 2 [[1; n]], and Z =
Pn
i=1 xi@xn+1   @t,
and satises [L].
It is known that the composition law  is always a sum with respect to the t variable (see
Propostion 10.2 in [24]). Moreover, the family ()>0 acts on RN+1 as follows:
(x1; x2; : : : ; xN ; t) =
 
1x1; 
2x2; : : : ; 
NxN ; 
2t

; for every (x; t) 2 RN+1;
where  = (1; 2; : : : ; N ) 2 NN is a multi-index. The natural number Q =
PN
k=1 k + 2
is called the homogeneous dimension of G with respect to . We shall assume that Q  3.
Observe that the diagonal decay of the heat kernel on the homogeneous Lie group is given
by the characteristic time scale t (Q 2)=2. For the above example we have Q = n + 3 + 2,
matching the diagonal exponent in (1.5) (Q  2)=2 = (n+ 3)=2.
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Write the operator L as follows
L =
NX
i;j=1
ai;j(x)@xi;xj +
NX
j=1
bj(x)@xj   @t;
for suitable smooth coecients ai;j 's and bj 's only depending on the vector elds Y0; : : : ; Yn.
As n < N , L is strictly degenerate, since the rank(A(x))  n at every x (here A(x) :=
(ai;j(x))i;j2[[1;n]]). In Example 5.1 we see that rank(A) never vanishes. We say that L is not
totally degenerate if
[B] for every x 2 RN there exists  2 RN n f0g such that hA(x); i > 0.
This property holds for a more general class of operators. Indeed, if L satises [H] and [L],
then there exists a  2 RN n f0g such that
hA(x); i > 0; for every x 2 RN : (5.4)
We refer to Section 1.3 in the monograph [7] for the proof of this statement.
Fix now T > 0 and dene I := [0; T ]. We call diusion trajectory any absolutely contin-
uous curve on I such that
0(s) =
nX
k=1
!k(s)Yk((s)); for every s 2 I; (5.5)
where !1; : : : ; !n are piecewise constant real functions. A drift trajectory is any positively
oriented integral curve of Z. We say that a curve  : [0; T ] ! RN+1 is L -admissible if it is
absolutely continuous and is a sum of a nite number of diusion and drift trajectories.
LetO be any open subset of RN+1, and let z0 2 O. We dene the attainable setAz0 := Az0
as the closure in O of the following set
Az0 =

z 2 O : there exists an L -admissible path
 : [0; T ]! O such that (0) = z0; (T ) = z
	
:
(5.6)
The main result of the section is the following
Theorem 5.2 Let L be an operator in the form (5.1) satisfying [H] and [L], let O  RN+1
be an open set, and let z0 2 O. Then,
for every compact set K  Int (Az0) ; supK u  CK u(z0); (5.7)
for any non-negative solutions u to L u = 0 in O. Here CK is a positive constant depending
on O;K; z0 and on L .
We recall that a Harnack inequality for operators satisfying [H] and [B] is due to Bony
(see [9]). Another result analogous to Theorem 5.2 is given in [15, Theorem 1.1] by Cinti,
Nystrom and Polidoro, assuming [L] and the following controllability condition:
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[C] for every (x; t); (; ) 2 RN+1 with t >  , there exists an L -admissible path  : [0; T ]!
RN+1 such that (0) = (x; t), (T ) = (; ).
Our Theorem 5.2 improves Bony's one in that it gives an explicit geometric description of
the set K in (5.7). Also, it is more general than the one in [15], since [L] and [C] imply [H]
(see Proposition 10.1 in [24]).
The proof of Theorem 5.2 is based on a general result from Potential Theory. In Section
5.1 we recall the basic results of Potential Theory needed in our work, then we apply them
to operators L satifying [H] and [L]. We explicitly remark that condition [L] is not satised
by the Kolmogorov operators
L =
1
2
x1;n + jx1;njk@xn+1   @t (5.8)
and
L =
1
2
x1;n +
nX
j=1
xkj@xn+1   @t (5.9)
of the stochastic systems (1.3) and (1.4) respectively. Indeed, in both cases k commutators
are needed to fulll Hormander condition [H] at x1;n = 0, while only one commutator is
sucient to span all the directions as x1;n 6= 0, and this fact contradicts [L]{i). On the
other hand, the operators in (5.8) and (5.9) can be lifted to suitable operators fL = eY 21 + eZ;
satisfying both [H] and [L] (see (5.25)). We refer to Section 4 for more details, and we note
that our Harnack-type inequality for L , and the asymptotic lower bounds, are obtained in
Section 4 by the application of Theorem 5.2 to fL .
5.1 Potential Theory
For the rst part of the section, we assume L to be a general abstract parabolic dierential
operator satisfying [B] and [L].
Let O be any open subset of RN+1. If u : O ! R is a smoothfunction such that L u = 0
in O, we say that u is L -harmonic in O. We denote by H(O) the linear space of functions
which are L -harmonic in O.
Let V be a bounded open subset of RN+1 with Lipschitz-continuous boundary. We say
that V is L -regular if, for every z0 2 @V , there exists a neighborhood U of z0 and a smooth
function w : U ! R satisfying
w(z0) = 0; Lw(z0) < 0; w > 0 in V \ U n fz0g:
Note that the function  (x; t) = 12 +
1
 arctan t veries
0    1; L < 0 in RN+1: (5.10)
As a rst consequence of (5.10), the classical Picone's maximum principle holds on any
bounded open set O  RN+1. Precisely, if u 2 C2(O) satises
L u  0 in O; lim sup
z!
u(z)  0 for every  2 @O;
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then u  0 in O (see e.g. Bonglioli and Uguzzoni [8]). Then, for every L -regular open set
V  RN+1, and for any ' 2 C(@V ) there exists a unique function HV' satisfying
HV' 2 H(V ); lim
z!
HV' (z) = '() for every  2 @V: (5.11)
Moreover, HV'  0 whenever '  0 (see Bauer [4] and Constantinescu and Cornea [18]).
Hence, if V is L -regular, for every xed z 2 V the map ' 7! HV' (z) denes a linear positive
functional on C(@V;R). Thus, the Riesz representation theorem implies that there exists a
Radon measure Vz , supported in @V , such that
HV' (z) =
Z
@V
'() dVz (); for every ' 2 C(@V;R): (5.12)
We will refer to Vz as the L -harmonic measure dened with respect to V and z.
A lower semi-continuous function u : O ! ] 1;1] is said to be L -superharmonic in O
if u <1 in a dense subset of O and if
u(z) 
Z
@V
u() dVz ();
for every open L -regular set V  V  O and for every z 2 V . We denote by S(O) the
set of L -superharmonic functions in O, and by S+(O) the set of the functions in S(O)
which are non-negative. A function v : O ! [ 1;1[ is said to be L -subharmonic in O if
 v 2 S(O) and we write S(O) :=  S(O). Since the collection of L-regular sets is a basis for
the Euclidean topology (as we will see in a moment), we have S(O) \ S(O) = H(O).
This last property and Picone's maximum principle are the main tools in order to show
the following criterion of L -superharmonicity for functions of class C2 (a proof can be found
in the monograph [7, Proposition 7.2.5]).
Remark 5.3 Let u 2 C2(O). Then u is L -superharmonic if and only if L u  0 in O.
With the terminology of Potential Theory (we refer to the monographs [4, 18]), the map
RN+1  O 7! H(O) is said harmonic sheaf and (RN+1;H) is said harmonic space. Since
the constant functions are L -harmonic, the last statement is a consequence of the following
properties:
- the L -regular sets form a basis for the Euclidean topology (by (5.4), L is a not totally
degenerate operator, so that this statement is a consequence of [9, Corollaire 5.2]);
- H satises the Doob convergence property, i.e., the pointwise limit u of any increasing
sequence fungn of L -harmonic functions, on any open set V , is L -harmonic whenever
u is nite in a dense set T  V (as in [24, Proposition 7.4], we can rely on the weak
Harnack inequality due to Bony stated in [9, Theoreme 7.1]);
- the family S(RN+1) separates the points of RN+1, i.e., for every z;  2 RN+1, z 6= ,
there exists u 2 S(RN+1) such that u(z) 6= u().
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This last separation property is proved in Lemma 5.5. We will in fact show a stronger
result: actually, the family S+(RN+1)\C(RN+1) separates the points of RN+1. A harmonic
space (RN+1;H) satisfying this property is said to be a B-harmonic space.
In order to prove the separation property we use a fundamental solution   of L . To
prove the existence of a fundamental solution we now rely on condition [H] that we assumed
to be in force through the paper. We recall that a fundamental solution is a function   with
the following properties:
i) the map (z; ) 7!  (z; ) is dened, non-negative and smooth away from the set f(z; ) 2
RN+1  RN+1 : z 6= g;
ii) for any z 2 RN+1; (; z) and  (z; ) are locally integrable;
iii) for every  2 C10 (RN+1) and z 2 RN+1 we have
L
Z
RN+1
 (z; )() d =
Z
RN+1
 (z; )L () d =  (z);
iv) L  (; ) =   (Dirac measure supported at );
v) if we dene  (z; ) :=  (; z), then   is the fundamental solution for the formal adjoint
L  of L , satisfying the dual statements of iii), iv);
vi)  (x; t; ; ) = 0 if t <  .
Remark 5.4 Assumption [H] implies the existence of a smooth density p(t; ; x)dx := P[Xt 2
dx]; t > 0; for the process (Xt)t0 associated to L see e.g. Stroock [37] or Nualart [32]. Ac-
tually,
 (x; t; ; ) := p(t  ; ; x)
is a fundamental solution forL in the above sense. Indeed p satises the Kolmogorov equation
L p = 0, in RN+1nf(; )g. We refer to Bonglioli and Lanconelli [6] for a purely analytic
proof of existence of fundamental solutions for operators satisfying [H], [L].
If condition [L] holds, then we also have:
vii)  (z; ) =  (  z;   ) for every ; z;  2 RN+1, z 6= ;
viii)  ((z); ()) = 
 Q+2 (z; ); z;  2 RN+1; z 6= ;  > 0.
We next prove the separation property forL by adapting the argument in [14, Proposition
7.1].
Lemma 5.5 For every z1; z2 2 RN+1, z1 6= z2, there exists a function u 2 S+(RN+1) \
C(RN+1) such that u(z1) 6= u(z2).
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Proof. Let us denote zi = (xi; ti) for i = 1; 2. First we suppose that t1 < t2. The properties
of   yield that there exists z0 = (x0; t0) with t0 > 0 such that  (z0; 0) > 0. On the other
hand, since [H] and [L] yield [B], there exists a L -regular open set V0 containing the origin,
a small r0 > 0 and a large 0 > 1 such that
Ur0  V0  0(Ur0); Ur0 = f(x1; : : : ; xN ; t) 2 RN+1 : jxij < r0; jtj < r0g: (5.13)
By the smoothness of  , there exists " > 0 such that   > 0 in the set z0  U". For a xed
 2
i
0;
q
t2 t1
2(t0+")
h
and a non-negative function ' 2 C10 (z2 
 
(z0  U")
 1 \ ft < t2g), we
set
u'(z) =
Z
RN+1
 (z; )'() d; z 2 RN+1: (5.14)
Hence, we obtain u' 2 C1(RN+1), u'  0 and L u' =  '  0, so that, by Remark 5.3,
u' 2 S(RN+1). Moreover the choice of ' implies that u'(z1) = 0 and u'(z2) > 0.
In the case t1 = t2, x1 6= x2, we consider the sequence
On(z2) =

 2 RN+1 :  (z2; ) > nQ 2
	
; n 2 N: (5.15)
We note that On(z2) shrinks to fz2g as n!1, by property viii) of the fundamental solution.
For any 'n 2 C10 (On(z2)) such that
R
'n = 1 and 'n  0, we dene u'n as in (5.14). Then,
u'n is a smooth non-negative function in RN+1 satisfying L u'n  0, and so u'n is L -
superharmonic. It holds
u'n(z2) =
Z
RN+1
 (z2; )'n() d  nQ 2 for every n 2 N;
u'n(z1)  max
2O1(z2)
 (z1; ) = C;
where C is a real positive constant independent of n. This ends the proof. 
We summarize the above facts in the following
Proposition 5.6 Let L be an operator in the form (5.1) and assume that [H] and [L] are
satised. The map H which associates any open set O  RN+1 with the linear space of the
L -harmonic functions in O is a harmonic sheaf, and (RN+1;H) is a B-harmonic space.
A remarkable feature of a B-harmonic space is that theWiener resolutivity theorem holds
(see [4, 18]). In order to state it, we introduce some additional notations. We recall that if
O  RN+1 is a bounded open set, then an extended real function f : @O ! [ 1;1] is called
resolutive if
inf UOf = supUOf =: HOf 2 H(O);
where
UOf =

u 2 S(O) : inf
O
u >  1 and lim inf
z!
u(z)  f(); 8  2 @O	;
UOf =

u 2 S(O) : sup
O
u <1 and lim sup
z!
u(z)  f(); 8  2 @O	:
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We say that HOf is the generalized solution in the sense of Perron-Wiener-Brelot to the
problem
u 2 H(O); u = f on @O:
The Wiener resolutivity theorem yields that any f 2 C(@O;R) is resolutive. The map
C(@O;R) 3 f 7! HOf (z) denes a linear positive functional for every z 2 O. Again, there
exists a Radon measure Oz on @O such that
HOf (z) =
Z
@O
f() dOz (): (5.16)
We call Oz the L -harmonic measure relative to O and z, and when O is L -regular this
denition coincides with the one in (5.12). Finally, a point  2 @O is called L -regular for O
if
lim
O3z!
HOf (z) = f(); for every f 2 C(@O;R): (5.17)
Obviously, O is L -regular if and only if every  2 @O is L -regular.
5.2 Harnack inequalities
Let O  RN+1 be an open set. A closed subset F of O is called an absorbent set if, for any
z 2 F and any L -regular neighborhood V  V  O of z, it holds Vz (@V n F ) = 0. For any
given z0 2 O we set
Fz0 = fF  O : F 3 z0; F is an absorbent setg:
Then,
Oz0 =
\
F2Fz0
F (5.18)
is the smallest absorbent set containing z0. The Potential Theory provides us with the
following Harnack inequality. Let (RN+1;H) be a B-harmonic space, let O be an open subset
of RN+1 and let z0 2 O. Then,
for every compact set K  Int (Oz0) ; sup
K
u  CK u(z0); (5.19)
for any non-negative function u 2 H(O). Here CK is a positive constant depending on
O;K; z0. We refer to Theorem 1.4.4 in [4] and Proposition 6.1.5 in [18]. Proposition 5.6
implies that (5.19) applies to our operator L . We summarize the above argument in the
following
Proposition 5.7 Let L be an operator in the form (5.1) satisfying [H] and [L], let O 
RN+1 be an open set, and let z0 2 O. Then,
for every compact set K  Int (Oz0) ; sup
K
u  CK u(z0);
for any non-negative solutions u to L u = 0 in O. Here CK is a positive constant depending
on O;K; z0 and on L .
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In order to prove Theorem 5.2 we give the following
Lemma 5.8 Let L be an operator as in (5.1) satisfying [H] and [L], and let O be an open
subset of RN+1. For any given z0 2 O, we have Az0  Oz0 with Az0 dened in (5.6).
Proof. Since Oz0 is a closed set, and Az0 is the closure of the set Az0 dened in (5.6), it is
sucient to show that Az0  Oz0 . By contradiction, assume that z 2 Az0n Oz0 . Then, there
exists an L -admissible path  : [0; T ]! O such that (0) = z0; (T ) = z.
We set
t1 := infft > 0 : (]t; T ]) \ Oz0 = ;g:
Note that, since O n Oz0 is an open set containing z and  is a continuous curve, there
exists an open neighborhood U  O of z such that U \ Oz0 = ;, and a positive  satisfying
(]T ; T ])  U . Hence, t1 2 [0; T [ is well dened and we have (t) =2 Oz0 for every t 2]t1; T ].
Again, by the continuity of , we have
z1 = (t1) 2 Oz0 :
Let V  V  O be a L -regular neighborhood of z1 with z =2 V . Arguing as above, we can
nd t2 2]t1; T [ such that ([t1; t2[)  V and z2 = (t2) 2 @V . Consider any neighborhood W
of z2, such that W  O n Oz0 . Let ' 2 C(@V ) be any non-negative function, supported in
W \ @V , and such that '(z2) > 0. Recalling that the harmonic function HV' is non-negative,
we aim to show that
HV' (z1) > 0: (5.20)
By contradiction, we suppose thatHV' vanishes at z1. In other terms, H
V
' attains its minimum
value at z1, then Bony's minimum principle implies H
V
'  0 in ([t1; t2[). As a consequence,
since HV' satises (5.11),
lim
t!t 2
HV' ((t)) = 0: (5.21)
On the other hand, by the choice of '
lim
V 3z!z2
HV' (z) = '(z2) > 0:
This contradicts (5.21) and proves (5.20). By using representation (5.12) of HV' in terms of
the L -harmonic measure, (5.20) reads as follows
HV' (z1) =
Z
@V \W
'() dVz1() > 0; then 
V
z1(@V \W ) > 0: (5.22)
On the other hand, z1 belongs to the absorbent set Oz0 , so that Vz1(@V nOz0) = 0. But this
clashes with (5.22), being W  O n Oz0 . This accomplishes the proof. 
Proof of Theorem 5.2. It is a plain consequence of Proposition 5.7 and Lemma 5.8 
As the following proposition shows, we are able to give a complete characterization of the
set Oz0 if Az0 is an absorbent set as well.
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Proposition 5.9 Let L be an operator as in (5.1) satisfying [H] and [L], let O  RN+1 be
an open set, and let z0 2 O. If Az0 is an absorbent set, then Az0  Oz0.
Proof. The claim directly follows from Lemma 5.8, recalling the denition of Oz0 . 
The rst statement in next proposition is a classical result in abstract potential theory
(see e.g. [4, Theorem 1.4.1] and [18, Proposition 6.1.1]). For the convenience of the reader,
we explicitly give here its simple proof.
Proposition 5.10 Let L be an operator as in (5.1) satisfying [H] and [L], let O  RN+1
be an open set, and let z0 2 O. Assume that there exists a solution u  0 to L u = 0 in O
such that u  0 in Az0 and u > 0 in O nAz0. Then Az0 is an absorbent set, and Az0  Oz0.
Proof. Since u is continuous and non-negative,
Az0 = fz 2 O : u(z)  0g
is a closed subset of O. Let z 2 Az0 , and let V  V  O be a L -regular neighborhood of z.
As u 2 H(O), we have
0  u(z) =
Z
@V
u() dVz ()  0; so that Vz (@V nAz0) = 0:
Hence Az0 is an absorbent set. The last statement plainly follows from Proposition 5.9. 
5.3 Lifting and Harnack inequalities
We rst consider the PDE (5.8) for k = 2. Note that, in this case, it is equivalent to (5.9),
and reads as follows
L =
1
2
x1;n + jx1;nj2@xn+1   @t: (5.23)
It is homogeneous with respect to the following dilation
(x; t) =
 
x1;n; 
4xn+1; 
2t

: (5.24)
Even if L does not satisfy [L]{i), it has a fundamental solution   which shares several
properties of the usual heat kernels. We remark that, since L does not satisfy the control-
lability condition [C], the support of   is strictly contained in the half space

t < 
	
.
We next show that L can be lifted to a suitable operator fL in the form (5.1) satisfying
both [H] and [L]. By adding a new variable y = y1;n 2 Rn, we dene the following vector
elds on R2n+2
eYi = Yi = @xi ; i 2 [[1; n]]; eZ = jx1;nj2@xn+1 + nX
i=1
xi@yi   @t: (5.25)
Clearly, if we denote v(x; y; t) = u(x; t) for any u 2 C1(Rn+2), we have
eYiv(x; y; t) = Yiu(x; t); 8i 2 [[1; n]]; eZv(x; y; t) = Zu(x; t);
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then, if we consider the lifted operator fL = 12 Pni=1 eY 2i + eZ, we nd fL v(x; y; t) = L u(x; t).
By a standard procedure (see e.g., [7, Chapter 1]), we explicitly write the group law  of the
homogeneous Lie group G =
 
R2n+2; ; (e)>0 such that fL is G-Lie-invariant:
(x; y; t)(; ; ) = (x1;n+1;n; xn+1+n+1+2hx1;n; 1;ni  jx1;nj2; y1;n+1;n x1;n; t+);
(5.26)
and the dilation e: e(x; y; t) =  x1;n; 4xn+1; 3y1;n; 2t: (5.27)
Therefore, the lifted operator fL satises [H] and [L]. In the sequel we will consider admissible
paths in the following form
e0(s) = nX
j=1
!j eYj(e(s)) + eZ(e(s)); s 2 [0; e ];
for some constant vector ! = (!1; : : : ; !n); e(0) = (x; y; t). Its explicit expression is
e(s) = x1;n + s!; xn+1 + sjx1;nj2 + s2hx1;n; !i+ s3
3
j!j2; y + sx1;n + s
2
2
!; t  s

: (5.28)
In order to prove an invariant Harnack inequality for the non-negative solutions to fL v =
0, we describe the sets Oz0 and Az0 in the case when z0 is the origin and
O =
n
(x; y; t) 2 R2n+2 j jx1;nj < 1; 1 < xn+1 < 1; jyj < 1; 1 < t < 1
o
: (5.29)
Lemma 5.11 Let O be the open set dened in (5.29), and let z0 = (0; 0; 0). Then
Az0 =

(x; y; t) 2 O j 0  xn+1   t; jyj2   t xn+1
	
; (5.30)
and Oz0 = Az0.
Proof. In order to prove (5.30), we consider any fL -admissible curve  in O. In our set-
ting, the components xn+1; y1;n and t of every diusion trajectory are constant functions.
Moreover, any drift trajectory  : [0; T ]! O starting from (x; y; t) is given by
(s) = (x1;n; xn+1 + sjx1;nj2; y + sx1;n; t  s): (5.31)
Hence, any fL -admissible curve  : [0; T ]! O with (0) = (0; 0; 0) is given by
(s) =
 
x1;n(s);
Z s
0
mX
k=1
jckj2IIk(r) dr;
Z s
0
mX
k=1
ckIIk(r) dr;  
Z s
0
mX
k=1
IIk(r) dr
!
; s 2 [0; T ]:
Here I1; : : : ; Im are disjoint intervals contained in [0; T ] and IIk denotes the characteristic
function of Ik. The function x1;n is constant on every Ik, and any ck is a constant vector
such that jckj  1 for k = 1; : : : ;m. As a consequence of the Holder inequality we nd
Az0 

(x; y; t) 2 O j 0  xn+1   t; jyj2   t xn+1
	
:
43
In order to prove the opposite inclusion, we consider any point
(x; y; t) 2 (x; y; t) 2 O j 0 < xn+1 <  t; jyj2 <  t xn+1	 ; y 6= 0;
and we show that there exists a fL -admissible curve  = 1 + 2 +    + 5 contained in O,
which steers (0; 0; 0) to (x; y; t). To this aim, we x a small positive ", that will be specied
in the sequel, and we set
s" =
 txn+1   jyj2
xn+1   2jyj(1  ")  t(1  ")2 :
Note that  txn+1 + 2jyjt(1  ") + t2(1  ")2 
 jyj+ t(1  ")2, so that 0 < s" <  t. We setex1;n = 1 "jyj y and we choose 1 as a diusion trajectory connecting (0; 0; 0) to (ex1;n; 0; 0; 0),
and 2 : [0; s"] ! R2n+2 as a drift trajectory starting from (ex1;n; 0; 0; 0). Hence, according
to (5.31), we nd 2(s") =
 ex1;n; s"(1   ")2; s" 1 "jyj y; s". Then, by a diusion trajectory
3, we connect 2(s") to the point
 jyj s"(1 ")
( t s")jyj y; s"(1  ")
2; s"
1 "
jyj y; s"

. We next consider a
drift path 4 : [0; t  s"]! R2n+2 which, by (5.31), and by our choice of s", steers the end
point of 3 to
 jyj s"(1 ")
( t s")jyj y; xn+1; y; t

. Finally, we can nd a diusion path 5 connecting
4( t  s") to (x; y; t).
Clearly,  = 1 + 2 +    + 5 is a fL -admissible curve of R2n+2 connecting (0; 0; 0) to
(x; y; t). Next we prove that, for suciently small ", the trajectory  is contained in O. To
this aim, as the set O is convex and the paths 1; 2; : : : ; 5 are segments, we only need to
show that the end-points of 1; 2; 3; 4 belong to O. The inequalities  1 < jyj s"(1 ") t s" < 1
directly follow from the denition of s", for suciently small positive ". The other inequalities
are a plain consequence of the fact that 0 < s" <  t < 1, as previously noticed. Since Az0 is
the closure of the set of the points that can be reached by a fL -admissible path, we get
(x; y; t) 2 O j 0  xn+1   t; jyj2   t xn+1
	  Az0 :
This concludes the proof of (5.30).
To complete the proof, by Proposition 5.10 it is sucient to nd a non-negative solution
v of fL v = 0, such that v  0 in Az0 , and v > 0 in O nAz0 . Let ' be any function in C(@O),
such that '  0 in @O\Az0 and ' > 0 in @OnAz0 . Then the Perron-Wiener-Brelot solution
v := HO' of the following Cauchy-Dirichlet problem( fL v = 0 in O
v = ' in @O
is non-negative. Next we prove that v > 0 in OnAz0 . By contradiction, let (x; y; t) 2 OnAz0
be such that v(x; y; t) = 0. Then (x; y; t) is a minimum for v, so that from Bony's minimum
principle [9, Theoreme 3.2] it follows that v(ex1;n; xn+1; y; t) = '(ex1;n; xn+1; y; t) = 0, for
every ex1;n 2 @(]   1; 1[n). Since every point (ex1;n; xn+1; y; t) is regular for the Dirichlet
problem, and belongs to @OnAz0 , we nd a contradiction with our assumption on '. Suppose
now that there exists (x; y; t) 2 Az0 such that v(x; y; t) > 0. Since every point of the set
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@O \ Az0 is fL -regular, v is continuous in Az0 . Hence there exists a (x; y; t) 2 Az0 such
that v(x; y; t) = maxAz0 v > 0. By Bony's minimum principle we have v(ex1;n; xn+1; y; t) =
'(ex1;n; xn+1; y; t) > 0, for any ex1;n 2 @(]   1; 1[n), and this fact contradicts our assumption
on '. 
Next we introduce some notations to state a Harnack inequality which is invariant with
respect to the group law  dened in (5.26) and the dilation er introduced in (5.27). Consider
the box Qr =]  r; r[n]  r4; r4[]  r3; r3[n]  r2; 0], and note that Qr = erQ1. For every
compact set K  Q1, for any positive r and for any z0 2 R2n+2 we denote by
Qr(z0) = z0  erQ1 = z0  er j  2 Q1	; Kr(z0) = z0  erK: (5.32)
Corollary 5.12 For every compact set K  (x; y; t) 2 Q1 j 0 < xn+1 <  t; jyj2 <  txn+1	,
r > 0 and z0 2 R2n+2 there exists a positive constant CK, depending only on fL and K, such
that
sup
Kr(z0)
v  CK v(z0);
for every non-negative solution v of fL v = 0 on any open set containing Qr(z0).
Proof. Consider the function w(z) = v
 
z0  erz. By the invariance with respect to er and ,
we have fLw = 0 in Q1. Aiming to apply Theorem 5.2, we consider the open set O dened
in (5.29), and we note that O \ t < 0	  Q1. Then w is dened as a continuous function
on @O \ t < 0	. We extend w to a continuous function on @O, and we solve the boundary
value problem fL ew = 0 in eQ1, with ew = w in @O. Then we apply Theorem 5.2 and Lemma
5.11, and we get supK ew  CK ew(0; 0; 0). By the comparison principle we have ew = w in
O \ t  0	, then the claim plainly follows from the inclusion K  O \ t < 0	. 
We are now ready to build a Harnack chain for (5.23) by using the following set
K =
n
(x; y; t) 2 R2n+2 j jx1;nj  12 ; 132  xn+1  14 ; jyj  18 ; t =  12
o
(5.33)
which is a compact subset of

(x; y; t) 2 Q1 j 0 < xn+1 <  t; jyj2 <  txn+1
	
. Before doing
that for k = 2 only, we extend the above procedure to equations (5.8) and (5.9) for k > 2.
We next show that, in both cases (5.8) and (5.9), L can be lifted to a suitable operatorfL in the form (5.1) satisfying [H] and [L]. We introduce a new variable y 2 R(k 1)n, that will
be denoted as follows y = (y1; y2; : : : ; y(k 1)), with yj = (yj1; : : : ; yjn) 2 Rn for j 2 [[1; k  1]].
We then dene the lifted vector elds on Rkn+2:
eYi = Yi = @xi ; i 2 [[1; n]]; eZ = Z + k 1X
i=1
nX
j=1
xij@yij ; (5.34)
where Z = jx1;njk@xn+1   @t for (5.8), and Z =
Pn
j=1 x
k
j@xn+1   @t for (5.9). If we denote
v(x; y; t) = u(x; t) for any u 2 C1(Rn+2), we haveeYiv(x; y; t) = Yiu(x; t); 8i 2 [[1; n]]; eZv(x; y; t) = Zu(x; t):
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Then, setting fL = 12 Pni=1 eY 2i + eZ, we plainly nd fL v(x; y; t) = L u(x; t).
Since dim
 
LiefeY1; : : : ; eYn; eZg = kn + 2 and rank LiefeY1; : : : ; eYn; eZg(x; y; t) = kn + 2
at every point (x; y; t) 2 Rkn+2, Theorem 1.1 in [6] yields the existence of a homogeneous
Lie group G =
 
Rkn+2; ; (e)>0 such that fL is Lie-invariant on G. Therefore, the lifted
operators fL satisfy [H] and [L]. The dilation e acts as follows:e(x; y; t) = x1;n; k+2xn+1; 3y1; : : : ; k+1yk 1; 2t ; (5.35)
for every (x; y; t) 2 Rkn+2, and  > 0. We next aim to apply Theorem 5.2 in order to
prove a Harnack inequality on the lifted space Rkn+2. For any ! 2 L2([ T; T ];Rn) for every
(x; y; t) 2 Rkn+2 and T > 0, we denote by e : [ T; T ] ! Rkn+2 the solution of the Cauchy
problem (e0(s)=Pnj=1 !j(s)eYj(e(s)) + eZ(e(s)); s 2 [ T; T ];e(0) = (x; y; t): (5.36)
In order to simplify the notation, in the sequel we will denote the solution of (5.36) as
(s) = (x1;n(s); xn+1(s); y(s); t(s)) ; s 2 [ T; T ]: (5.37)
Note that t(s) = t  s for every s 2 [ T; T ], so that t(T ) = t  T .
The composition law \" of G is related to (5.36) as follows: if  x; y; t = e(T ) is the
end point of the path e dened by (5.36) with e(0) = (0; 0; 0) and  ex; ey;et = e(T ) is the end
point of the path e dened by (5.36) with e(0) = (; ; ), then ex; ey;et = (; ; )   x; y; t ; (5.38)
with t =  T (see for instance Corollary 1.2.24 in [7]). The above identity also holds when
computing e at s =  T . In particular, if we choose any ! 2 Rn, and t > 0, we let T =
t; !(s) = ! for any s 2 [ t; t], we nd
x =

 t!;  tk+1k+1 j!jk

; et =  + t;
ex = 1;n   t!; n+1   Z t
0
j1;n   s!jk ds

:
(5.39)
According with Remark 5.4, the fundamental solution e  of fL exists and is invariant with
respect to the group operations (5.38) and (5.35). Then function
 (x; t; ; ) =
Z
R(k 1)n
e (x; y; t; ; 0; )dy (5.40)
is a fundamental solution to L and gets from e  the following invariance properties:
 (ex;et; ; ) =  (x; t; 0; 0);
 
 
x1;n; 
k+2xn+1; 
2t; 01;n+1; 0

=
1
n+k+2
 (x; t; 01;n+1; 0);
(5.41)
for every (; )(x; t) 2 Rn+2;  > 0, where (ex;et) is dened in (5.38). In the following remark
we summarize the above properties when (x; t) has the form (5.39).
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Remark 5.13 For every (; ) 2 Rn+2; t > 0 and for any constant vector ! 2 Rn; we have
 

1;n  
p
t!; n+1  
Z t
0
1;n   spt!
k ds;  + t; ;  = 1
t
n+k
2
+1
 

  !;  j!jkk+1 ; 01;n+1; 0

:
We next focus on the attainable set Az0 of the unit cylinder
O =
n
(x; y; t) 2 Rkn+2 j jx1;nj < 1; 1 < xn+1 < 1; jyj < 1; 1 < t < 1
o
; (5.42)
with respect to the point z0 = (0; 0; 0). Here jx1;nj and jyj denote, respectively, the Euclidean
norm of the vectors x1;n 2 Rn and y 2 R(k 1)n.
Unlike the case k = 2, as k > 2 we are not able to give a complete characterization of the
sets Az0 and Oz0 as we did in Lemma 5.11. We will consider instead the dierential of the
end point map related to (5.36) to nd some interior points of Az0 . With obvious meaning
of the notations, we set
 
x(T ); y(T ); t(T )

= e(T ), we note that t(T ) = t  T , and we dene
E : L2([0; T ])! Rkn+1; E(!) = E(!; x; y; t; T ) :=  x(T ); y(T ): (5.43)
We refer to the classical literature (see e.g. [12, Theorem 3.2.6]) for the dierentiability
properties of E. We next show that the dierential DE(!) of E, computed at some given
! 2 L2([0; T ]) is surjective. Hence E(!) is an interior point of Az0 , so that we can apply
Theorem 5.2.
Lemma 5.14 Let w be any given vector of Rn such that wj 6= 0 for every j 2 [[1; n]]. Consider
the solution e to the problem (5.36), with !  w. Then DE(!) is surjective.
Proof. By the invariance of the vector elds eYi; i 2 [[1; n]], and eZ with respect to the homoge-
neous Lie group G, is not restrictive to assume (x; y; t) = (0; 0; 0) and T = 1. To prove our
claim, we compute
DE(!)e! = lim
h!0
1
h
 
E(! + he!)  E(!);
where
e!(s) = 1
b  av for s 2 [a; b]; a; b 2 [0; 1]; a < b; v is any vector of R
n;
e!(s) = 0 for s 62 [a; b]: (5.44)
In the sequel, we denote by eh(s) =  xh(s); yh(s); th(s) the solution of (5.36) relevant to
! + he!. Clearly, th(s) =  s, and xh(1) = w + hv, so that
lim
h!0
1
h

xh1;n(1)  x1;n(1)

= v: (5.45)
We next show that, for every j 2 [[1; n]] and i 2 [[1; k   1]], we have
lim
h!0
yhij(1)  yij(1)
h
=

i
i+ 1
bi+1   ai+1
b  a   a
bi   ai
b  a + 1  b
i

wi 1j vj : (5.46)
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Indeed, we have
yhij(1) =
Z a
0
(twj)
idt+
Z b
a

twj + h
t  a
b  avj
i
dt+
Z 1
b
(twj + hvj)
i dt
=
Z a
0
(twj)
idt+
Z b
a
(twj)
i dt+
Z 1
b
(twj)
i dt
+ ihwi 1j vj
Z b
a
ti 1
t  a
b  adt+
Z 1
b
ti 1dt

+ o(h); as h! 0;
= yij(1) +

i
i+ 1
bi+1   ai+1
b  a   a
bi   ai
b  a + 1  b
i

wi 1j vjh+ o(h); as h! 0,
where o(h) vanishes as h goes to zero. This proves (5.46). Analogously,
lim
h!0
xhn+1(1)  xn+1(1)
h
=

k
k + 1
bk+1   ak+1
b  a   a
bk   ak
b  a + 1  b
k

jwjk 2hw; vi; (5.47)
when considering system (1.3), and
lim
h!0
xhn+1(1)  xn+1(1)
h
=

k
k + 1
bk+1   ak+1
b  a   a
bk   ak
b  a + 1  b
k
 nX
j=1
wk 1j vj ; (5.48)
in the case of (1.4). Note that for all i 2 [[1; k]] one has
i
i+ 1
bi+1   ai+1
b  a   a
bi   ai
b  a = O(b  a); as b  a! 0; (5.49)
for any i 2 [[1; k]]. Then, from (5.45), (5.46), (5.47), in the case (1.3), it follows that
DE(!)e! =v;  1  bkjwjk 2hw; vi; (1  b)v;  1  b2w1v1; : : : ;  1  b2wnvn;
: : : ;
 
1  bk 1wk 21 v1; : : : ;  1  bk 1wk 2n vn+O(b  a); (5.50)
as b   a ! 0. We next choose b0; : : : ; bk 2]0; 1] such that bi 6= bm if i 6= m and we let v be
any unit vector ej of the canonical basis of Rn. Then the j   th, the n+ j + 1  th : : : , the
(k   1)n+ j + 1  th components of DE(!)e! are
1; 1  bi; (1  b2i )wj ; : : : ;
 
1  bk 1i

wk 2j

;
while the n + 1   th component is  1   bki jwjk 2wj . By our assumption, wj 6= 0, and the
following (k + 1) (k + 1) matrix
M(b0; b1; : : : ; bk) =
0BBB@
1 1  b0 1  b20 : : : 1  bk0
1 1  b1 1  b21 : : : 1  bk1
...
...
...
. . .
...
1 1  bk 1  b2k : : : 1  bkk
1CCCA :
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is non singular, since
detM(b0; b1; : : : ; bk) = ( 1)k
Y
i6=m
 
bi   bm
 6= 0;
because of our choice of the bi's. Thus, if we choose v = ej and each ai suciently close to
bi, then (5.50) restores k + 1 linearly independent vectors. In conclusion, it is possible to
nd v1; : : : ; vn; b0; : : : ; bk; a0; : : : ; ak, such that the vectors DE(!)e! dened by using vj ; ai; bi
in (5.44), span Rkn+1. This proves our claim for system (1.3). The proof in the case (1.4) is
analogous, we only need to replace (5.47) by (5.48). We omit the details. 
We next obtain, as a corollary, a Harnack inequality which is invariant with respect to
the Lie group G =
 
Rkn+2; ; (e)>0. For every compact subset K of the unit cylinder O
dened in (5.42), any positive r and any z0 = (x0; y0; t0) 2 Rkn+2 we set
Or(z0) = z0  erO = z0  er j  2 O	; Kr(z0) = z0  erK: (5.51)
We recall the denition of the end-point map E introduced in (5.43), and we dene the
following setseI := n! : 0; 12! Rn j !(s)  e! with 14  je!j j  1; j 2 [[1; n]]o;bI := n! : 0; 12! Rn j !j(s) = c^ for any s 2 0; 18 [ 38 ; 12 ;
!j(s) =  c^ for any s 2

1
8 ;
3
8

; j 2 [[1; n]] with 1  c^ 
p
2;
o
;
eK := n E(!; 0; 0; 0; 12); 12 j ! 2 eIo bK := n E(!; 0; 0; 0; 12); 12 j ! 2 bIo:
(5.52)
We remark that eK and bK are compact subset of the unit cylinder dened in (5.42), being E a
continuous map. We also note that, if we denote by z = (x; y; t) the point
 
E(!; 0; 0; 0; 12);
1
2

with ! as described in bI, we have x1;n = 01;n; xn+1 = c^kan+1;k, with:
an+1;k =
4nk=2
k+1 8
 (k+1) for (5.8);
an+1;k =
4n
k+18
 (k+1) for (5.9) and k even;
an+1;k = 0 for (5.9) and k odd:
(5.53)
Proposition 5.15 Let O  Rkn+2 be the unit cylinder dened in (5.42), let r > 0 and let
z0 = (x0; y0; t0) 2 RN+1. If fL is the lifted operator of L in (5.8) or (5.9), then there exists
a positive constant ec such that the sets eK and bK dened in (5.52) are compact subsets of
Int
 
A(0;0;0)

. Moreover there exist two positive constants CeK; CbK, only depending on O and
on fL , such that
supeKr(z0) eu  CeK eu(z0); supbKr(z0) eu  CbK eu(z0);
for every positive solution eu of eLeu = 0 in Or(z0).
Proof. By the invariance of fL with respect to the homogeneous Lie group G, it is not
restrictive to assume (x0; y0; t0) = (0; 0; 0) and r = 1. By Lemma 5.14 E(!) is an interior
point of A(0;0;0) for any ! 2 eI, and for any ! 2 bI. The conclusion follows from Theorem 5.2.

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6 Harnack chains and lower bounds
In this section we build Harnack chains and we prove asymptotic lower bounds for positive
solutions to L u = 0. In the rst Lemma 6.1 we capture paths that give Gaussian lower
bounds as jx1;n  1;nj2  K(t  ), for suitably big K and asymptotic bounds for points x; 
with jxn+1   n+1j suitably big with respect to (t  )1+k=2.
Lemma 6.2 applies when jxn+1  n+1j is small with respect to (t  )1+k=2. Moreover, in
this lemma, we consider points with non degenerate components set to zero. In such case, if
we denote (x; y; t) = (ex; ey;et)  (bx; by;bt), then
ex1;n = bx1;n = 01;n =) xn+1 = exn+1 + bxn+1; (6.1)
that is the group law  is additive w.r.t. the (n+ 1)th component. In some sense this allows
to move in the direction of the vector eld [@x1 ; [@x1 ;    ; [@x1 ; Z]    ]]| {z }
k times
= k!@xn+1 :
The proof of the two lemmas is based on the lifting procedure introduced in Section 5
and on the construction of a nite sequence of cylinders contained in the lifted domain of the
solution. Specically, we nd points along the trajectory of the integral path introduced in
(5.36). The bounds depend on the length of the Harnack chain that in turns depends on the
slope of the trajectory. Asymptotic lower bounds are proved in Propositions 6.3 and 6.4.
Lemma 6.1 Let L be the operator dened in (5.8) or in (5.9), let T1; ; t; T2 be such that
T1 <  < t < T2 and t       T1. Let  : [0; t   ]! Rn+1 ]T1; T2[ be a path satisfying
0(s) =
nX
j=1
!jYj((s)) + Z((s)); (0) = (x; t); (t  ) = (; ); (6.2)
for some constant vector of Rn such that
max
j2[[1;n]]
j!j j  2 min
i2[[1;n]]
j!ij; and that (t  ) max
j2[[1;n]]
!2j  4:
Then there exists a positive constant C, only depending on L , such that:
u(; )  exp

C
 
(t  ) max
j2[[1;n]]
!2j + 1

u(x; t);
for every non-negative solution u to L u = 0 in Rn+1 ]T1; T2[.
Proof. Dene the function eu by setting eu(x; y; t) = u(x; t) for every (x; y; t) 2 Rkn+1 ]T1; T2[.
Clearly, eu is a non-negative solution to fL eu = 0. Let e : [0; t    ] ! Rkn+1 ]T1; T2[ be the
solution of the Cauchy problem(e0(s)=Pnj=1 !j eYj(e(s)) + eZ(e(s)); s 2 [0; t   ];e(0) = (x; 0; t);
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where ! is the constant vector in (6.2). Note that, if ex1;n+1 and x1;n+1 are the rst n + 1
components of e and , respectively, then we have ex1;n+1(s) = x1;n+1(s), for every s 2 [0; t  ].
We next apply the Harnack inequalities stated in Proposition 5.15 to a suitable set of
points z1; : : : ; zm lying on e([0; t  ]). We suppose !21 = maxj2[[1;n]] !2j , as it is not restrictive,
and we let m be the unique positive integer such that m  1 < (t )!212  m. We set es = t m
and we dene zj = e(jes) for j 2 [[1;m]]. In order to apply Proposition 5.15, we put er = p2es,
and e! = er2!. Note that m  (t )!212  2 and, as a consequence, we have e! 2 eI. Thus, if
we denote by ez the point  E(e!; 0; 0; 0; 12); 12 dened in (5.52), we have ez 2 eK. Moreover,
zj = zj 1  er ez, thus
zj 2 eKer(zj 1); for any j 2 [[1;m]]:
Note that by our assumption, er22  2!21  t        T1, hence, Oer(zj)  Rkn+1 ]T1; T2[
for every j 2 [[0;m   1]]. Thus, by Proposition 5.15, there exists a constant CeK > 1 such
that eu(zj)  CeK eu(zj 1) for every j 2 [[1;m]]. In particular, being m < (t )!212 + 1; z0 =
(x; 0; t); zm = e(t  ), we nd
eu e(t  )  C (t )!212 +1eK eu(x; 0; t):
Hence,
u
 
; 

= u
 
(t  ) = eu e(t  )  C (t )!212 +1eK eu(x; 0; t) = C (t )!212 +1eK u(x; t);
and our claim follows by choosing C := log(CeK). 
Note that, whenever Lemma 6.1 applies, we have x1;n(t   ) = x1;n + (t   )! 6= x1;n.
Next result gives a bound along a trajectory e such that x1;n(s) = 0 for any s 2 [0; t   ].
Lemma 6.2 Let L be the operator dened in (5.8) or in (5.9), with k even, and let an+1;k
be as in (5.53). Let T1; ; t; T2 be such that T1 <  < t < T2 and t       T1. Then there
exists a positive constant C, only depending on L , such that:
u

01;n; xn+1 + en+1;   expC(t  )1+2=ke2=kn+1 + 1

u(01;n; xn+1; t):
for every (x; t) 2 Rn+1 ]T1; T2[;  2]T1; t[ with en+1 2 0; 2 an+1;k(t  )1+k=2, for every
non-negative solution u to L u = 0 in Rn+1 ]T1; T2[.
Proof. As in the proof of Lemma 6.1, we consider the function eu dened as eu(x; y; t) = u(x; t)
for every (x; y; t) 2 Rkn+1 ]T1; T2[. Let m be the unique positive integer such that
m  1 <  2(t  )1+2=k an+1;ken+1
!2=k
 m: (6.3)
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Let er = q2(t )m and let c^ =  en+1an+1;k1=k m1=2 
2(t )
1=2+1=k . Note that from our assumption
0 < en+1 < 2 an+1;k(t  )1+k=2 it follows that m  2, hence 1  c^  p2. Then, if we denote
by z the point
 
E(!; 0; 0; 0; 12);
1
2

dened in (5.52), with c^ as above, we have z 2 bK.
Let z0 = (01;n; xn+1; 0; t), and let zj = zj 1  er z, for j 2 [[1;m]]. By our assumption we
also have er2     T1, then Oer(zj)  Rkn+1]T1; T2[, for every j 2 [[0;m]]. Thus Proposition
5.15 yields eu(zm)  CmbK eu(z0): According with (6.1), and with our choice of m; c^, and er, the
rst n+ 1 components of zm are

01;n; xn+1 + en+1. Then
u(01;n; xn+1 + exn+1; ) = eu(zm)  CmbK eu(z0) = CmbK u(01;n; xn+1; t);
and the conclusion follows from (6.3). 
Proposition 6.3 Let L be the operator dened in (5.8) and let k be a positive even integer.
Let u : Rn+1]T1; T2[! R be a non-negative solution to L u = 0, and let t;  2 R be such
that T1 <  < t < T2, and t    2(   T1). Then there exists a positive constant C1, only
depending on L , such that
i) for any x;  2 Rn+1 such that n+1 xn+1  15k
 
(t )(jx1;njk+ j1;njk)+nk=2(t )1+k=2

we have
u(; )  exp

C1
 jx1;n   1;nj2
t   +

n+1   xn+1   t 2k+4
 jx1;njk + j1;njk2=k
(t  )1+2=k +1

u(x; t);
ii) for any x;  2 Rn+1 such that 0 < n+1   xn+1  t 2(k+1)
 jx1;njk + j1;njk+ nk=28k+1(k+1)(t 
)1+k=2 we have
u(; )  exp

C1
 jx1;njk+2 + j1;njk+2
n+1   xn+1 +
(t  )1+2=k
(n+1   xn+1)2=k
+ 1

u(x; t):
Proof of (i). We divide the proof into two steps. In the rst one we nd a path  :

0; t 2
!
Rkn+2 that steers x1;n to 1;n. In the second step another path 1 + 2 steers the (n + 1)th
component xn+1
 
t 
2

of 
 
t 
2

to n+1.
Step 1: If ! = 2t  (x1;n   1;n) satises the assumptions of Lemma 6.1, then one read-
ily gets x1;n
 
t 
2

= 1;n and u
 

 
t 
2
  exp(C[2 jx1;n 1;nj2t  + 1])u(x; t) and the rst
step is achieved. If this is not the case, we rely on the following construction. Set K =
maxj2[[1;n]]
jj xj jp
t  and M := maxf3K; 32g. For every j 2 [[1; n]], we set
e!j := 4Mp
t   ; b!j := 4j   xjt     4Mpt   ;
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so that
8
3
Mp
t    jb!j j  163 Mpt   ; t  4 e!2j  9; t  4 b!2j  4:
Consider now the path  associated to (6.2) with !(s) = e!Is2[0; t 
4
] + b!Is2[ t 
4
; t 
2
] for which
x1;n
 
t 
2

= 1;n. The assumptions of Lemma 6.1 are clearly satised. Hence:
u
 

 
t 
2
  expC 0 jx1;n   1;nj2
t   + 1

u(x; t);

 
t 
2

=
 
1;n; xn+1 +
Z t 
2
0
x1;n + Z s
0
!(u)du
k ds; t+ 2
!
;
(6.4)
for some positive constant C 0. By a plain change of variable in the above integral we nd
xn+1
 
t 
2
  xn+1 = Z t 4
0
jx1;n + se!jk ds+ Z t 4
0
j1;n   sb!jk ds: (6.5)
Note that, for s 2 0; t 4  and j 2 [[1; n]], we have
jxj + se!j j  jxj j+ 4spt M  jxj j+ 3jxj   j j+ pt 2   4jxj j+ 3jj j+ 3pt 2
jj   sb!j j  jj j+ 4spt  M + jxj j jpt    4jxj j+ 5jj j+ 3pt 2 ; (6.6)
thus, from the elementary inequality (a2 + b2 + c2)k=2  3k=2 1(ak + bk + ck), we get
xn+1
 
t 
2
  xn+1  t 4 3k 1 22k+1jx1;njk +  3k + 5kj1;njk + 23knk=22k  (t  )k=2 :
Recalling that n+1   xn+1  15k
 
(t  )(jx1;njk + j1;njk) + nk=2(t  )1+k=2

, we nd
n+1   xn+1
 
t 
2
  t  
2
15k
 jx1;njk + j1;njk + nk=2(t  )k=2: (6.7)
We next prove a similar lower bound for xn+1
 
t 
2
   xn+1. To this aim, we note that, if
jx1;nj  t 8 je!j, then jx1;n + se!j  12 jx1;nj for every s 2 0; t 16 . Analogously, if jx1;nj 
t 
8 je!j, then jx1;n+ se!j  t 16 je!j for every s 2  316(t  ); t 4 . The same remark holds if we
replace x1;n and e! by 1;n and b!, respectively. As a consequence we nd,
xn+1   xn+1
 
t 
2
  t  
16
 
max
(
jx1;njk
2k
;

t  
16
je!jk)+max( j1;njk
2k
;

t  
16
jb!jk)! ;
so that, in particular,
xn+1
 
t 
2
  xn+1  t  
2k+4

jx1;njk + j1;njk

: (6.8)
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Step 2: We next denote by ! the vector in Rn such that !j = 1 if j  0, !j =  1 if
j < 0, for j 2 [[1; n]], and we x a real parameter b  4pt  , that will be specied later. We
consider the path 1 :

t 
2 ;
3
4(t  )
! Rn+1]T1; T2[, starting from    t 2  and dened as
in (6.2) with ! = b !, then the path 2 :

3
4(t  ); t  
 ! Rn+1]T1; T2[, starting from
1
 
3
4(t  )

and dened by setting ! =  b !. From Lemma 6.1 it then follows
u (1;n; '(b); )  exp

2C

(t  )b2
4
+ 1

u
 

 
t 
2

; (6.9)
where
'(b) = xn+1
 
t 
2

+ 2
Z t 
4
0
j1;n + sb !jk ds
is an increasing continuous function of b 2
h
4p
t  ;+1
h
. An elementary computation shows
that
2
Z t 
4
0
j1;n + sb !jk ds  2k t  
4
j1;njk + b
knk=2
k + 1
(t  )k+1
2k+2
;
then
'

4p
t  

 xn+1
 
t 
2

+ 2k
t  
4
j1;njk + 2
k 2nk=2
k + 1
(t  )1+k=2 < n+1;
by (6.7). On the other hand we have
'(b)  xn+1
 
t 
2

+
bk
k + 1
(t  )k+1nk=2
22k+1
! +1; as b! +1: (6.10)
Hence, there exists a unique eb  4p
t  such that '(
eb) = n+1. Moreover from (6.10) it also
follows that eb  2(k + 1)1=k  2t  1+1=k  n+1   xn+1   t 2 1=k n 1=2;
which, together with (6.8), gives
eb  (k + 1)1=k  2t  1+1=k n+1   xn+1   t  2k+4 jx1;njk + j1;njk
1=k
:
Eventually, equation (6.9) yields
u(; )  exp

C1

(n+1   xn+1   t 2k+4 (jx1;njk + j1;njk))2=k
(t  )1+2=k + 1

u
 

 
t 
2

:
with C1 = 4
1+1=k(k + 1)2=kC. The above inequality, with (6.4), proves the claim (i).
Proof of (ii). We prove our claim by applying Lemma 6.2 in a suitable interval [+t2; t t1] (
[; t], and Lemma 6.1 in the remaining intervals [t   t1; t] and [;  + t2]. We rst suppose
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that x1;n 6= 0, 1;n 6= 0, we set
t1 = min
(
maxj2[[1;n]] x2j
4
;
n+1   xn+1
jx1;njk ;
t  
3
)
;
t2 = min
(
maxj2[[1;n]] 2j
4
;
n+1   xn+1
j1;njk ;
t  
3
)
;
and we consider the paths
1(s) =
 
1  s
t1

x1;n; xn+1 +
(s  t1)k+1 + tk+11
(k + 1)tk1
jx1;njk; t  s
!
; s 2 [0; t1]
2(s) =
 
s
t2
1;n; n+1 +
sk+1   tk+12
(k + 1)tk2
j1;njk;  + t2   s
!
; s 2 [0; t2]:
We next proceed assuming that maxj2[[1;n]] jxj j  2mini2[[1;n]] jxij and maxj2[[1;n]] jj j 
2mini2[[1;n]] jij. In this case we apply Lemma 6.1 in the interval [0; t1] with ! =   1t1x1;n, so
that we have t1maxj2[[1;n]] !2j  4 and maxj2[[1;n]] j!j j  2mini2[[1;n]] j!ij. We nd
u
 
1(t1)
  expC max jx1;njk+2
n+1   xn+1 ; 3
jx1;nj2
t   ; 4

+ 1

u(x; t);
u(; )  exp

C

max
 j1;njk+2
n+1   xn+1 ; 3
j1;nj2
t   ; 4

+ 1

u
 
2(0)

;
(6.11)
with
1(t1) =

0; xn+1 +
t1
k+1 jx1;njk; t  t1

; 2(0) =

0; n+1   t2k+1 j1;njk;  + t2

:
If maxj2[[1;n]] jxj j > 2mini2[[1;n]] jxij, we rely on the argument used at the beginning of the proof
of (i). Specically, we set M := maxf3maxj2[[1;n]] jxj jpt1 ;
3
2g, and e!j := 2 Mpt1 ; b!j := 2t1xj + 2 Mpt1
for every j 2 [[1; n]], then we consider the path  associated to (6.2) with !(s) = e!I
s2[0; t1
2
]
 b!I
s2[ t1
2
;t1]
. Also in this case we get (6.11), with some bigger constant C. Aiming to simplify
our exposition we omit the details of the proof.
We next conclude the proof by using Lemma 6.2. We set en+1 = n+1 xn+1  t1k+1 jx1;njk 
t2
k+1 j1;njk, and we recall that n+1   xn+1  t 2(k+1)
 jx1;njk + j1;njk+ nk=28k+1(k+1)(t  )1+k=2.
Thus
t  
3
< (t  t1)  ( + t2) < t  ; k   1
k + 1
(n+1   xn+1)  en+1  nk=2
8k+1(k + 1)
(t  )1+k=2:
(6.12)
Then, from Lemma 6.2 we get
u (2(0))  exp
 
C
 
(t  t1   t2   )1+2=k
(en+1)2=k + 1
!!
u
 
(t1)

 exp
 
C
 
k + 1
k   1
2=k (t  )1+2=k
(n+1   xn+1)2=k
+ 1
!!
u
 
(t1)

:
(6.13)
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From inequalities (6.11) and (6.13) it follows that
u(; )  exp

C 0
 jx1;njk+2 + j1;njk+2
n+1   xn+1 +
(t  )1+2=k
(n+1   xn+1)2=k
+
jx1;nj2 + j1;nj2
t   + 1

u(x; t);
for some positive constant C 0 only depending on C and on k. Note that the last term in the
above expression is bounded by the rst one. Indeed, the inequality
jx1;nj2 + j1;nj2
t   
2
k + 2
jx1;njk+2 + j1;njk+2
(t  )1+k=2 +
k
k + 2
combined with (6.12), gives
jx1;nj2 + j1;nj2
t   
2
4k+1(k + 2)(k   1)
jx1;njk+2 + j1;njk+2
n+1   xn+1 +
k
k + 2
:
This concludes the proof of (ii) when x1;n 6= 0, and 1;n 6= 0.
If x1;n = 0, we simply omit the construction of 1, and we rely on 2 and on the application
of Lemma 6.2 in the interval [ + t2; t]. Analogously, if 1;n = 0, we avoid the construction of
2. This concludes the proof. 
Proposition 6.4 Let L be the operator dened in (5.9) and let k be a positive integer. Let
u : Rn+1]T1; T2[! R be a non-negative solution to L u = 0, and let t;  2 R be such that
T1 <  < t < T2, and t     2(   T1). Then there exists a positive constant C1, only
depending on L , such that
i) if k is even, then for any x;  2 Rn+1 such that n+1 xn+1  15k(t )
Pn
j=1

xkj + 
k
j

+
n
 
3
2
k
(t  )1+k=2 we have
u(; )  exp

C1
 jx1;n   1;nj2
t   +
+
(n+1   xn+1   12k+4
Pn
j=1(x
k
j + 
k
j )(t  ))2=k
(t  )1+2=k + 1

u(x; t);
ii) if k is even, then for any x;  2 Rn+1 such that 0 < n+1 xn+1  t 2(k+1)
Pn
j=1

xkj + 
k
j

+
(t )1+k=2
4k+1(k+1)
we have
u(; )  exp

C1
 jx1;njk+2 + j1;njk+2
n+1   xn+1 +
(t  )1+2=k
(n+1   xn+1)2=k
+ 1

u(x; t);
iii) if k is odd, we have
u(; )  exp

C1
 jx1;n   1;nj2
t   +
+
jn+1   xn+1   12k+4
Pn
j=1(x
k
j + 
k
j )(t  )j2=k
(t  )1+2=k + 1

u(x; t):
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Proof. The proof of (i) and (ii) is analogous to that of Proposition 6.3. The unique modi-
cation is due to the fact that here we have
xn+1
 
t 
2
  xn+1 = Z t 4
0
nX
j=1
(xj + se!j)k ds+ Z t 4
0
nX
j=1
(j   sb!j)k ds: (6.14)
instead of (6.5). From (6.6), by the same argument used in the proof of (6.7) and (6.8), we
obtain
t  
2k+4
nX
j=1

xkj + 
k
j

 xn+1
 
t 
2
 xn+1  t  
2
15k
nX
j=1

jxj jk + jj jk

+2n
 
3
2
k
(t )k=2+1:
We omit the other details of the proof of (i) and (ii).
The proof of (iii) follows from the same argument used in the proof of (i). Note that, as
k is odd, the function
'(b) = xn+1
 
t 
2

+ 2
Z t 
4
0
nX
j=1
(xj + b !j)
k ds
dened for any b 2 R is surjective, then in this case Lemma 6.1 is sucient to conclude the
proof. 
Final derivation of the estimates
Proof of Theorem 2.1. It follows from the bounds proved in Sections 4.5 and 6. Consider
rst equation (1.3).
The upper bound of (i) is given in (4.38). In order to prove the lower bound, we x a
constant vector ! 2 Rn;  2]0; 1[, and we set
ex1;n = 1;n   pt !; exn+1 = n+1   Z 2t
0
1;n   spt!kds: (6.15)
According with Remark 5.13, we have
p(2t; ex; ) =  (ex; 2t; ; 0) = C
(2t)1+
n+k
2
; C =  

!;  j!jkk+1 ; 1

(6.16)
For our purpose, we choose here ! = (1; : : : ; 1) 2 Rn, and  = 1=p2. Note that the constant
C is strictly positive, being ! 6= 0. Also note that
0 < n+1   exn+1  2k2 tj1;njk + kt1+k=2j!jk : (6.17)
We then apply Proposition 6.3 (i), and we nd
p(t; x; )  exp

  C1
 jx1;n   ex1;nj2
t
+exn+1   xn+1   t2k+5  jx1;njk + jex1;njk2=k
t1+2=k
+ 1

p(t=2; ex; ):
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The lower bound (i) thus follows from the inequalities jex1;n 1;nj  pt=2 j!j and n+1 > exn+1.
The upper bound of (ii) is equation (4.37), the lower bound is given in Lemma 4.11.
The upper bound of (iii) is given in (4.39). In order to prove the lower bound we rely
on Proposition 6.3 (ii). In order to satisfy its hypothesis, we choose  2]0; 1=p2] such that
n+1   exn+1  12(n+1   xn+1). Note that
0 < n+1   exn+1  2k2 tjex1;njk + kt1+k=2j!jk ; (6.18)
then it is sucient to choose  such that
2t  n+1   xn+1
2k+2jex1;njk ; (pt)k+2  n+1   xn+12k+2j!jk :
Using our assumption jn+1   xn+1j  Kt1+k=2 we nd
1
2t
 CK;k
t
max
 
jex1;njk
jn+1   xn+1j
k
k+2
; 1
!
for some positive constant CK;k depending on K and k. Then (6.16) gives
p(2t; ex; )  eCK;k
t
n+k+2
2

1 +
jex1;njk+2
jn+1   xn+1j
 (k+2)(n+k+2)
2k
With this choice of  Proposition 6.3 (ii) then gives
p(t; x; ) 
eCK;k
t
n+k+2
2

1 +
jex1;njk+2
jn+1   xn+1j
 (k+2)(n+k+2)
2k

exp

  C1
 jx1;njk+2 + jex1;njk+2exn+1   xn+1 + ((1  
2)t)1+2=k
(exn+1   xn+1)2=k + 1

and our lower bound follows from the inequalities t=2  (1   2)t  t; 1=2(n+1   xn+1) exn+1   xn+1  n+1   xn+1 and jex1;n   1;nj  pt=2 j!j.
When considering equation (1.4), the lower bounds for points (i) and (iii) directly follow
from 6.4. The proof of the remaining bounds can be done by the same arguments used for
equation (1.3). 
Remark 6.5 We can assume by symmetry that w.l.o.g. j1;nj  jx1;nj. In this case, observe
from equation (6.17) that if j1;nj  Kt1=2 for K large enough, then we can derive from Lemma
4.11 that the Gaussian diagonal regime holds for the lower bound. From the proof leading to
(4.38), this means that the non-exponential estimates in case i) could be alternatively rewritten
changing the t f
n+k
2
+1g term into
t n=2t 3=2(fjx1;njk 1 + j1;njk 1g _ t
k 1
2 ) 1; (6.19)
that emphasizes the regime transition depending on the magnitude of the non-degenerate com-
ponents w.r.t. to their characteristic time-scale. From the above computations, the expression
in (6.19) can also substitute the non-exponential term in case iii).
58
Acknowledgments. We express our gratitude to Denis Talay, because this study has
started in occasion of a workshop he organized, with the specic aim at fostering new research.
We thank E. Lanconelli for his interest in our work. Also, the last author thanks University
Paris 7 and the Laboratoire de Probabilites et Modeles Aleatoires for the one month invitation
during which this work developed.
References
[1] V. Bally, On the connection between the Malliavin covariance matrix and Hormander's
condition, J. Funct. Anal., 96{2 (1990), pp. 219{255.
[2] V. Bally and A. Kohatsu-Higa, Lower bounds for densities of Asian type stochastic
dierential equations, J. Funct. Anal., 258 (2010), pp. 3134{3164.
[3] V. Bally and D. Talay, The law of the Euler scheme for stochastic dierential equa-
tions: I. Convergence rate of the distribution function, Prob. Th. Rel. Fields, 104-1
(1996), pp. 43{60.
[4] H. Bauer, Harmonische Raume und ihre Potentialtheorie, Ausarbeitung einer im Som-
mersemester 1965 an der Universitat Hamburg gehaltenen Vorlesung. Lecture Notes in
Mathematics, No. 22, Springer-Verlag, Berlin, 1966.
[5] G. Ben Arous and R. Leandre, Decroissance exponentielle du noyau de la chaleur
sur la diagonale. II, Probab. Theory Related Fields, 90 (1991), pp. 377{402.
[6] A. Bonfiglioli and E. Lanconelli, Lie groups related to Hormander operators and
Kolmogorov-Fokker-Planck equations, Commun. Pure Appl. Anal., 11 (2012), pp. 1587{
1614.
[7] A. Bonfiglioli, E. Lanconelli, and F. Uguzzoni, Stratied Lie groups and po-
tential theory for their sub-Laplacians, Springer Monographs in Mathematics, Springer,
Berlin, 2007.
[8] A. Bonfiglioli and F. Uguzzoni, Maximum principle and propagation for intrinsicly
regular solutions of dierential inequalities structured on vector elds, J. Math. Anal.
Appl., 322 (2006), pp. 886{900.
[9] J. M. Bony, Principe du maximum, inegalite de Harnack et unicite du probleme de
Cauchy pour les operateurs elliptiques degeneres, Ann. Inst. Fourier, 19 (1969), pp. 277{
304.
[10] A. N. Borodin and P. Salminen, Handbook of Brownian motion|facts and formulae,
Probability and its Applications, Birkhauser Verlag, Basel, second ed., 2002.
[11] U. Boscain and S. Polidoro, Gaussian estimates for hypoelliptic operators via op-
timal control, Atti Accad. Naz. Lincei Cl. Sci. Fis. Mat. Natur. Rend. Lincei (9) Mat.
Appl., 18 (2007), pp. 333{342.
59
[12] A. Bressan and B. Piccoli, Introduction to the mathematical theory of control, vol. 2
of AIMS Series on Applied Mathematics, American Institute of Mathematical Sciences
(AIMS), Springeld, MO, 2007.
[13] A. Carciola, A. Pascucci, and S. Polidoro, Harnack inequality and no-arbitrage
bounds for self-nancing portfolios, Bol. Soc. Esp. Mat. Apl. S~eMA, (2009), pp. 19{31.
[14] C. Cinti and E. Lanconelli, Riesz and Poisson-Jensen representation formulas for a
class of ultraparabolic operators on Lie groups, Potential Anal., 30 (2009), pp. 179{200.
[15] C. Cinti, K. Nystrom, and S. Polidoro, A note on Harnack inequalities and prop-
agation sets for a class of hypoelliptic operators, Potential Anal., 33 (2010), pp. 341{354.
[16] C. Cinti and S. Polidoro, Harnack inequalities and lifting procedure for evolution
hypoelliptic equations, Lecture Notes of Seminario Interdisciplinare di Matematica, 7
(2008), pp. 93{105.
[17] , Pointwise local estimates and Gaussian upper bounds for a class of uniformly
subelliptic ultraparabolic operators, J. Math. Anal. Appl., 338 (2008), pp. 946{969.
[18] C. Constantinescu and A. Cornea, Potential theory on harmonic spaces, Springer-
Verlag, New York, 1972. With a preface by H. Bauer, Die Grundlehren der mathema-
tischen Wissenschaften, Band 158.
[19] F. Delarue and S. Menozzi, Density estimates for a random noise propagating
through a chain of dierential equations, J. Funct. Anal., 259 (2010), pp. 1577{1630.
[20] F. Flandoli, Random perturbation of PDEs and uid dynamic models, vol. 2015 of
Lecture Notes in Mathematics, Springer, Heidelberg, 2011. Lectures from the 40th
Probability Summer School held in Saint-Flour, 2010.
[21] N. Ikeda and S. Watanabe, Stochastic dierential equations, North Holland, 1989.
[22] S. Janson, Gaussian Hilbert spaces, vol. 129 of Cambridge Tracts in Mathematics,
Cambridge University Press, Cambridge, 1997.
[23] M. Kac, On distributions of certain Wiener functionals, Trans. Amer. Math. Soc., 65
(1949), pp. 1{13.
[24] A. E. Kogoj and E. Lanconelli, An invariant Harnack inequality for a class of
hypoelliptic ultraparabolic equations, Mediterr. J. Math., 1 (2004), pp. 51{80.
[25] A. Kolmogoroff, Zufallige Bewegungen (zur Theorie der Brownschen Bewegung),
Ann. of Math. (2), 35 (1934), pp. 116{117.
[26] S. Kusuoka and D. Stroock, Applications of the Malliavin calculus. I, Stochastic
analysis (Katata/Kyoto, 1982), North-Holland Math. Library, 32 (1984), pp. 271{306.
[27] , Applications of the Malliavin calculus. II, J. Fac. Sci. Univ. Tokyo Sect. IA Math,
32 (1985), pp. 1{76.
60
[28] , Applications of the Malliavin calculus. III, J. Fac. Sci. Univ. Tokyo Sect. IA Math.,
34 (1987), pp. 391{442.
[29] P. Malliavin, Ck-hypoellipticity with degeneracy, In: Stochastic analysis (Proc. In-
ternat. Conf., Northwestern Univ., Evanston, Ill., 1978), Academic Press, New York-
London, (1978), pp. 199{214.
[30] , Stochastic calculus of variation and hypoelliptic operators, In: Proceedings of the
International Symposium on Stochastic Dierential Equations (Res. Inst. Math. Sci.,
Kyoto Univ., Kyoto, 1976), Wiley, New York-Chichester-Brisbane, (1978), pp. 195{263.
[31] J. R. Norris, Simplied Malliavin Calculus, Seminaire de Probabilites, XX (1986),
pp. 101{130.
[32] D. Nualart, The Malliavin calculus and related topics. Probability and its Applications,
Springer-Verlag, New York, 1995.
[33] D. Nualart, Analysis on Wiener space and anticipating stochastic calculus, in Lectures
on probability theory and statistics (Saint-Flour, 1995), LNM 1690. Springer, Berlin,
1998, pp. 123{227.
[34] D. Revuz and M. Yor, Continuous martingales and Brownian motion. 3rd ed.,
Grundlehren der Mathematischen Wissenschaften. 293. Berlin: Springer, 1999.
[35] L. P. Rothschild and E. M. Stein, Hypoelliptic dierential operators and nilpotent
groups, Acta Math., 137 (1976), pp. 247{320.
[36] N. Smirnov, Sur la distribution de !2 (criterium de M. von Mises), C. R. Acad. Sci.
Paris, 202 (1936), pp. 449{452.
[37] D. Stroock, Some applications of stochastic calculus to partial dierential equations,
In: Eleventh Saint Flour probability summer school|1981 (Saint Flour, 1981), Lecture
Notes in Math., 976, Springer, Berlin, (1983), pp. 267{382.
[38] D. W. Stroock, Homogeneous chaos revisited, 1247 (1987), pp. 1{7.
[39] L. Tolmatz, Asymptotics of the distribution of the integral of the absolute value of the
Brownian bridge for large arguments, Ann. Probab., 28 (2000), pp. 132{139.
[40] E. Trelat, Some properties of the value function and its level sets for ane control
systems with quadratic cost, J. Dynam. Control Systems, 6 (2000), pp. 511{541.
61
