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ABSTRACT
We present nonequilibrium molecular dynamics (MD) simulations of liquid
flow past a carbon nanotube (CNT) and a single graphene sheet. We apply a
gravity driven liquid argon flow past a CNT in a small domain and show that
the drag coefficients can be modeled as Stokes flow past an array of CNT’s
with an effective diameter. The effective diameter can be obtained from the
radial density profile around the CNT. We also apply a uniform flow of liquid
argon and SPC/E water past a graphene sheet and show that the drag coef-
ficient and the velocity profile can be modeled using Navier-Stokes equation
provided corrections are applied to the equation. The corrections are the
effective shape of the graphene sheet, the slip velocity correction and the vis-
cosity and density layering correction. The effective shape can be obtained
from the density profile plot around graphene. We use a separable solution of
the elliptical cylindrical Stokes equation as a physical model to determine the
slip velocity at the boundary of the effective shape by extrapolation. The vis-
cosity and density layering correction is determined by calculating the local
average density around the graphene sheet and using a viscosity equation of
state. By applying these corrections, we show that good agreement between
computational fluid dynamics (CFD) and MD can be obtained. Using a very
large domain, agreement is also obtained between an analytical expression
of the drag coefficient on an ellipse in an unbounded uniform flow derived
by matched asymptotic expansion and MD for the case of strong interaction
between argon and carbon atoms. Agreement is obtained for high Reynolds
number for the weak interaction case as well.
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CHAPTER 1
INTRODUCTION
1.1 Nanofluidics
Since the invention of carbon nanotubes, confined nanoscale flow of liquid
has been the subject of intense research [1, 2, 3, 4]. Interesting physical
phenomena have been observed for these very small channels. For example,
molecular dynamics (MD) simulation shows that water conducts in short
bursts across a very short CNT of diameter 8.1 A˚ and length 13.4 A˚ im-
mersed in water, similar to single ion channel activity [1]. Experiments on
membranes consisting of CNT’s embedded in a film [2] and MD simulation
of pressure-driven flow across a single long CNT [3, 4] have also shown flow
enhancement (ratio of actual flow rate to the flow rate predicted by contin-
uum theory with no-slip boundary condition at the walls of the CNT’s) of
the order 104 to 105 and 10 to 103, respectively. Another interesting observa-
tion is that the flow transition from continuum to subcontinuum at a CNT
diameter between 12.5 A˚ to 13.6 A˚ due to slip at the wall and the change
from a disorderly structure to orderly structures as the diameter is decreased
[3, 4].
In contrast to the flurry of studies on confined nanoscale flow, there have
been few studies on the exterior flow past nanoscale objects such as CNT and
graphene. Using molecular dynamics simulations, the drag on an array of
CNT’s in water flow has been calculated and compared to the drag predicted
by continuum theory [5, 6]. Deviations are observed [5, 6] and the corrections
(the Navier slip boundary condition) introduced in continuum theory have
not been satisfactory [6]. The deviations are also explained qualitatively in
terms of viscous heating [5, 6]. Similarly, the drag on a single CNT in a
uniform liquid argon flow has also been calculated by MD simulations and
compared to the drag calculated from finite element simulation and empirical
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relation between drag coefficient and Reynolds number[7]. Deviations are
again observed but no attempt is made to explain the difference. In the
three studies, the change in the structure of the liquid in terms of density
layering and viscosity layering in the vicinity of the CNT with flow speed has
not been looked into carefully, even though the diameters of the CNT’s used
(about 10 A˚) are small. Because liquid structure has been shown to affect
the flow in confined CNT of about the same diameter [3], it is important to
look at the fluid structure of exterior flow. As much as we know, there is no
study on the flow past a graphene sheet.
1.2 Motivation
The study of exterior flow past nanoscale objects is important not only be-
cause the physics can be different from that past macroscopic objects, but
also because this flow system is present in a number of promising applications.
Arrays of CNT’s have been proposed as fins for chip cooling [8] and shape
memory alloy cooling [9]. CNT’s are said to be a good choice of material
for fins because they have very high thermal conductivity and can be made
very small[8, 9]. The higher the thermal conductivity, the more gradually
the fin efficiency (defined as the ratio of the fin heat transfer rate to the heat
transfer rate of the fin if the entire fin were at the base temperature) drops
with fin length. For a given volume of material, the smaller the fins, the
greater the surface area for convective heat transfer to occur. When cooling
of the fins is carried out by forcing a fluid such as air past them, knowledge
of flow speed variation with pressure becomes important to properly design
such heat sinks [10]. Another promising application is the use of CNT’s and
graphenes as nanoresonators for mass measurement [11, 12]. This application
requires nanoresonators to operate in a fluidic environment [11, 13]. Phys-
ical models for the vibration of resonators need the drag coefficient on the
resonator to estimate the damping coefficient [14, 15]. Allowing a solution of
hydrochloric acid to flow past a piece of graphene to generate electricity [16]
is also an example of an exterior flow over a graphene sheet.
The overarching goal of this study is to introduce corrections such that the
fluid dynamics in this flow system can be modeled by continuum theory. This
is important because MD simulations of this system are computationally ex-
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pensive and therefore, are not feasible engineering design tools. On the other
hand, continuum simulation tools such as Computational Fluid Dynamics
(CFD) and the Finite Element Method (FEM) are very well-established en-
gineering design tools which are much more computationally affordable.
1.3 Overview
This thesis is broken up into chapters that contribute to different aspects
of our study. Chapter 2 describes the details and setups of our MD simu-
lations. The background of MD can be found in many good textbooks (see
for example [17]). Chapter 3 discusses the liquid argon flow past an array of
CNT’s. We compare the drag coefficients calculated from MD simulations
and that calculated using Stokes equation. Chapter 4 discusses the liquid
argon and SPC/E water flow past a graphene sheet. We first describe a
modified method to generate uniform flow at a boundary of the MD domain
and we discuss some advantages of this method over the original method.
We then compare the drag coefficients calculated by MD, CFD and matched
asymptotic analysis of the Navier-Stokes equation in an unbounded uniform
flow. We also compare the velocity profile calculated by MD and CFD.
Chapter 5 summarizes the important results of our study.
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CHAPTER 2
MOLECULAR DYNAMICS
SIMULATION DETAILS
The Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS)
is used to simulate the flow past a CNT and a graphene sheet[18].
2.1 Flow past CNT
Figure 2.1 shows the setup to simulate flow past CNT. The size of the domain
is 220×220×21.3 A˚3. In the middle of the domain is a (12,0) CNT of diameter
9.3946 A˚ and length 21.3 A˚. The carbon atoms of the CNT are frozen to
their equilibrium position at zero temperature as it is customarily done to
facilitate the analysis of slip velocity[19, 5, 6]. The CNT is surrounded with
argon atoms whose pairwise interaction between atoms i and j are described
by the Lennard Jones potential
Eij = 4Ar
[(
σAr
rij
)12
−
(
σAr
rij
)6]
(2.1)
The pairwise interaction between an argon atom and a carbon atom is
also specified by the LJ potential with σAr and Ar replaced by σArC and
ArC . In this study, we set σArC = σAr for all simulations. For liquid argon,
Ar = 0.01032 eV and σAr = 3.405 A˚ [20].
The time step is set to 1 fs. The system is equilibrated for 1 ns at 96 K by
applying the Nose´-Hoover thermostat [21, 22] in all directions. The flow is
driven by applying a uniform acceleration (or equivalently force) to all argon
atoms. As a result, the flow is equivalent to a gravity or pressure-driven
flow. When the acceleration is applied, the Nose´-Hoover thermostat is only
applied in the axial or z-direction of the CNT. This ensures that the flow
velocity components in the x- and y- directions do not introduce biasness in
the temperature control of the system. This is because when there is non-
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Figure 2.1: Simulation setup of liquid argon-CNT system
zero flow velocity in a particular direction, say x, the x-component of the
mean velocity of atoms in a given region is also non-zero. If we calculate the
temperature in that region using the velocity components in all directions,
we need to subtract the mean velocity from the velocity of each atom in the
region. Because this kind of calculation may depend on the size of the region
and the sampling duration to obtain good statistics, we avoid this situation
by just applying the thermostat in the direction where there is no flow or the
z-direction.
The boundary conditions are periodic in all directions. In other words,
atoms exiting at one end of the boundary will return at the other end. For
computational efficiency, interaction beyond 2.5σAr of an atom is neglected.
Due to the periodic boundary conditions, we emphasize that the system is
equivalent to a square-periodic array of cylinders, even though only one CNT
is simulated at one time.
At steady state, the force acting on the CNT can be calculated by summing
up the forces on all the fluid atoms. This is straightforward since the applied
acceleration is known. The average velocity is calculated as the average
velocity over all fluid atoms in the domain. For a given set of parameters, the
simulation is repeated twice as there is little difference in the average velocity
between runs. The simulations were run for 30 ns after equilibration. The
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Region R
Figure 2.2: Simulation setup of liquid argon-CNT or water-CNT system
production run is the last 20 ns of a simulation.
The dynamic viscosity of liquid argon in the flow past CNT is µ = 0.2005 mPa.s,
obtained as the average of two major studies [23, 24] at a reduced tempera-
ture of T ∗ = kBT
Ar
= 0.801 and reduced density of ρ∗ = ρσ3Ar = 0.799.
2.2 Flow past Graphene Sheet
Fig. 2.2 shows the setup of our simulation of flow past a graphene sheet.
In the middle of the domain is a graphene of size 13.528 × 21.3 A˚2. The
graphene atoms are also frozen. We simulate two kinds of liquids - argon
and SPC/E water [25]. The length of the domain in the z-direction is always
21.3 A˚ for all graphene simulations. So only the domain lengths in the x-
and y- directions are reported throughout the rest of the paper.
The interaction between liquid argon atoms and between liquid argon
atoms and graphene atoms are also specified by LJ potentials. The time
step is 1 fs. The system is equilibrated for 1 ns at 96 K by applying the Nos
e´-Hoover thermostat in all directions.
The dynamic viscosity of liquid argon in the flow past graphene sheet is
µ = 0.217 mPa.s, obtained as the average of two major studies [23, 24] at a
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Figure 2.3: (a) Partitioning of region R into subregions. (b) Special cases
in SPC/E water simulation.
reduced temperature of T ∗ = 0.801 and reduced density of ρ∗ = 0.807.
We impose a uniform velocity U in the region R of width 10 A˚ as indicated
in the figure. We modify the method of Walther [5, 26] to achieve uniform
velocity in the region. The idea of this method is to partition region R
where we want to impose a velocity V into a smaller number of subregions
(such as Γ) as shown in Fig. 2.3a. In each subregion, a uniform body force
or acceleration is applied to ensure that the center of mass velocity of the
subregion converges to V eventually. First, the center of mass velocity, vcm
of a subregion is sampled over a number of time steps, Nt instead of every
time step. Let Nc be the total number of atoms which were in the subregion
over a sampling period from time step t1 to tNtand vi be the velocity of each
atom. Then v
(1)
cm, the center of mass velocity over the sampling period is
given by
v(1)cm =
1
Nc
Nc∑
i
vi (2.2)
Sampling over a period of time instead of each time step reduces the error
in vcm.
Concurrently, the center of mass acceleration, a
(1)
cm just due the LJ inter-
actions is also sampled in the same way, i.e., it is given by
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a(1)cm =
1
Nc
Nc∑
i
ai (2.3)
Let δt be the step size. Over the the next Nt time steps, a uniform accel-
eration a
(2)
app given by
a(2)app =
V − v(1)cm
Ncδt
− a(1)cm (2.4)
is applied to all atoms in the subregion.
This process is repeated every Nt time steps and independently in each
subregion. The center of mass velocity and acceleration v
(α)
cm and a
(α)
cm for
the time steps t(α−1)Nt to tαNt are used to calculate the applied acceleration
a
(α+1)
app over the next block of time steps tαNt to t(α+1)Nt .
We also use SPC/E water in our study. The time step is 1 fs. The system is
first equilibrated at T=298K and a pressure of 1 bar as an NPT ensemble[27,
28, 29]. During equilibration, only the box lengths in the x- and y- directions
are allowed to change.
The LJ interaction potential is specified only between oxygen atoms of
the water molecules and between oxygen atoms of water molecules and the
graphene atoms. The parameters for the former are σOO = 3.1656 A˚ and
OO = 0.15539 kcal/mol [25] and parameters for the latter are σOC = 3.19 A˚
and OC = 0.09369 kcal/mol [30].
The dynamic viscosity of SPC/E water is taken as 0.729 mPa.s from a
study by Gonza´lez and Abascal [31].
When applying the velocity control method for liquid argon to SPC/E
water molecules, a complication arises in two cases - (i) one part of the water
molecule is in one region Γ1 (see Fig. 2.3b)and another part is outside region
R and (ii) the water molecule is simultaneously in two subregions Γ2 and Γ3
(see Fig. 2.3b) and part of it may also lie outside region R. To maintain
the rigid bonds and angle of a water molecule, the same accelaration must
be applied to all the atoms of the molecule. Thus, for case (i), the applied
acceleration on Γ1 is applied to the whole molecule. For case (ii), the average
of the applied accelerations on Γ2 and Γ3 is applied to the water molecule.
The case of the water molecule spanning more than 2 subregions is impossible
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in our simulation because the size of the subregion is always larger than that
of a water molecule.
The force acting on the graphene sheet is calculated by summing up the
forces between the graphene atoms and the fluid atoms. The error in a
quantity is given by
 = tα,n−1
Sn√
n
, (2.5)
where Sn is the sample standard deviation. tα,n−1 is defined as
P (T < tα,n−1) = α% (2.6)
T is the random variable with a t-distribution of degree of freedom n − 1.
Let < O > be the sample mean. Then < O > ± is a (100−2α)% confidence
interval for the true mean. For a given set of parameters, unless specified
otherwise, the simulation is repeated 4 times, i.e., n = 4 with different initial
velocities and the average of the results is presented here. We choose α = 2.5.
9
CHAPTER 3
FLOW PAST AN ARRAY OF CNT’S
The flow past an array of CNT’s has been investigated for three cases of
the interaction parameter between a liquid argon atom and a carbon atom
(A) ArC = 1.5Ar (B) ArC = Ar and (C) ArC = 0.5Ar.
We compare the drag coefficients calculated by MD and that calculated
by continuum theory. In the continuum theory, the flow is described by the
Stokes equation and the objects are square periodic array of cylinders. An
expression for the drag has been obtained by Hasimoto [32] in powers of
volume fraction of the cylinder, φ (defined as the ratio of the volume of the
cylinder to the volume of the domain) and subsequently extended by Sangani
and Acrivos [33] to higher powers of φ. The formula obtained by Sangani
and Acrivos is given by
1
Cd
=
Re
8pi
(
−1
2
lnφ− 0.738 + φ− 0.887φ2 − 2.039φ3
)
, (3.1)
where Cd = 2F/ρ < U >
2 and Re = ρ < U > D/µ are the drag coefficient
and the Reynolds number respectively. < U > is the average flow velocity
across a unit cell.
To obtain agreement between the drag coefficients calculated by MD and
that calculated by Eq. 3.1, we need to use the effective radius of the cylinder
instead of the nominal radius of the cylinder (the distance from the center
of the CNT to the surface of CNT). To get the effective radius, we look at
the average density profiles around the CNT obtained by partitioning the
region into radial bins as shown in Fig. 3.1. The size of the bins in the radial
direction for all density profile calculation is 0.03σAr. The number of atoms
in each bin is counted every 1000 time steps over the course of the production
run of a simulation and averaged over the number of sampling time steps to
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Figure 3.1: The radial density profile around a CNT in a liquid argon-CNT
system without any applied acceleration for different interaction
parameters.
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Figure 3.2: The radial density profile around a CNT in a liquid argon-CNT
system without applied acceleration and with different applied acceleration.
In unit of A/(ps)2, the applied accelerations are a1 = 0, a2 = 1.16× 10−3
and a3 = 2.32× 10−3.
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Figure 3.6: The tangential velocity along the y-direction across the center
of the CNT for case (C) and different accelerations. In unit of A/(ps)2, the
applied accelerations are a1 = 5.793× 10−4, a2 = 1.74× 10−3,
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obtain the average density profile. As found in our simulations, the density
profile is essentially axisymmetric. Hence we only look at the radial density
profile. Fig. 3.1 shows the density profiles surrounding a CNT for cases A,
B and C with no applied acceleration. There are two regions surrounding
the CNT which are important to our discussion (refer to Fig. 3.1). The
depletion region is a region where no fluid atom can go due to the repulsive
van der Waals interaction at close range. The first coordination shell is the
region between the end of the depletion region and the first minimum of the
density profile plot. As can be seen, the layering or fluctuation in the density
is smeared out as the interaction parameter decreases in strength. When
the applied acceleration is increased, Fig. 3.2 shows that the fluctuation
in density decreases. However, the positions of the maxima and minima
are essentially unchanged. The small change in the liquid structure allows
us to define a single effective diameter that works for the range of velocity
considered in this work.
Fig. 3.3 shows the comparison between drag coefficients calculated by
MD and drag coefficients calculated by Eq. 3.1 using an effective diameter
D = 2(ro + do + d1), where d1 includes both the depletion region and first
coordination shell. The calculated volume fraction is φ = piD2/(4L2) =
pi × 192/(4 × 2202) = 0.0069. Eq. 3.1 has been shown to work very well for
0.001 ≤ φ ≤ 0.2 (see [34]). The agreement between the two results is very
good. The reason for including the first solvation shell is that this layer of
fluid is at a very high viscosity (due to its higher density) compared to the
rest of the fluid and thus behaves more like a solid. This fact can also be
inferred from the velocity profile around the CNT. For simplicity, in Fig. 3.5
we look at the tangential velocity along the direction perpendicular to the
flow and through the center of the CNT.
Fig. 3.4 shows the comparison between drag coefficients calculated by
MD and drag coefficients calculated by Eq. 3.1 using an effective diameter
D = 2(ro + do) = 14.83, where do includes only the depletion region. The
volume fraction is 0.0036, well within the range where Eq. 3.1 is shown
to work well. There is also good agreement between the two results. At
the highest Re, the MD drag coefficient is slightly below the Sangani drag
coefficient, even though the effect of inertia is to increase the drag coefficient
[35]. This is due to the fluid slipping at the surface of CNT as shown in
Fig. 3.6. The velocity profile is calculated using a bin size of 0.065σAr in
14
the radial direction and pi/5 rad in the angular direction. As expected, the
slip increases as the applied acceleration is increased. We do not attempt to
provide the slip correction to Eq. 3.1 because the deviation between the MD
drag coefficient and Sangani drag coefficient is small even for weak fluid-solid
interaction.
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CHAPTER 4
FLOW PAST A GRAPHENE SHEET
4.1 Evaluation of the velocity control method
We compare the original velocity control method by Walther et al. [5, 26]
(method A) and the modified method we use in this study (method B) in
terms of the temperature profiles and the velocity profiles using a domain of
size 300× 300 A˚2. The velocity control methods are applied to a region R as
shown in Fig. 2.2. The region R has thickness of 10 A˚ in the flow direction
and it is partitioned into subregions of 10 × 10 A˚2 in the y-direction. For
method B, we set Nt = 500. Setting Nt to be too small will produce the
artifacts associated with method A. On the other hand, setting Nt too large
will cause the uniform velocity in region R to be significantly less than the
desired uniform velocity. Fig. 4.1 shows the temperature profiles of meth-
ods A and B. The temperature Tz is calculated by the formula
1
kB
∑
imiv
2
z,i,
where kB, mi and vz,i are the Boltzmann constant, the mass of atom i and
the z-component of atom i velocity, respectively. Method A generates a max-
imum temperature difference of about 20 K in the domain. The temperature
gradient in region R in the flow direction is also large compared to the rest
of the domain. In contrast, method B only generates a small temperature
difference of less than 6 K and negligible temperature gradient is seen in
the region R. Furthermore, method A also shows undesirable artifact in the
velocity profile as shown in Fig. 4.2. There appears to be a steep change in
the velocity in region R. On the other hand, the velocity profile obtained by
method B gently approaches the uniform velocity in region R. One possible
reason why method A produces a steep temperature gradient is because it
does not allow the atoms in the subregions enough time to come into equi-
librium with the surrounding atoms. In fact, it is equivalent to resetting the
velocity every time step as was done in another study [7]. However, we note
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Figure 4.1: Comparison of temperature profiles calculated by method A
and method B using bins of size 2× 2 A˚2.
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Figure 4.2: Comparison of velocity profiles calculated by method A and
method B using bins of size 2× 2 A˚2.
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that it is possible to reduce the artifacts of method A by using a sufficiently
large subregion. We have found that using a subregion of size 20 × 20 A˚2
is sufficient to reduce the temperature difference to less than 8 K while a
subregion of size 40× 40 A˚2 is required to remove the artifact in the velocity
profile in region R. We also note in passing that it is important to partition
region R into sufficiently small subregions so that a uniform velocity is main-
tained throughout the region R. If only the center of mass velocity of region
R as a whole is controlled, then there will be variation in the velocity in the
region. For example, the part of the region R directly in front of the object
will have a lower velocity compared to the rest of region R.
4.2 Drag coefficient
The uniform flow of liquid argon past a single graphene sheet has been in-
vestigated for 2 cases of the liquid-solid interaction parameter (I) ArC = Ar
and (II) ArC = 0.5Ar each in a domain of size 600× 600 A˚2 . The effect of
domain size on the drag coefficient will be discussed later.
As discussed before, the first correction we need to provide to continuum
theory is the effective shape of the nano-object. To obtain the effective shape,
we need to examine the density profile around the graphene sheet. We use a
bin size of 0.023σAr × 0.023σAr. Fig. 4.3 shows the density profile across the
center of the graphene in the x- and y- directions for case I. The fluctuation
in the x-direction dies down after about 4 peaks compared to 5 peaks in the
y-direction. Also, the maximum density in the y-direction is about twice
as high as the maximum density in the x-direction. These two observations
are due to the weaker interaction between the graphene atoms and the fluid
atoms which are located in the x-direction compared to other fluid atoms
at the same distance from the graphene in the y-direction. The 2D density
profile plot in Fig. 4.5 shows that the depletion region can be approximated
by an ellipse of major length 2a and minor length 2b, where 2a and 2b are as
defined in Fig. 4.3. We choose an elliptical shape because the drag coefficient
on an ellipse in an unbounded uniform flow is readily available. We use the
analytical formula derived by Shintani et al [36] using a matched asymptotic
expansion:
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Figure 4.3: The density profile plots along the x- and y-directions through
the center of the graphene sheet for case I and different uniform velocities.
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Figure 4.5: The 2D density profile plot for case I and U = 0.1A/ps
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Figure 4.6: The velocity profile vx through the center of the graphene sheet
in the y-direction and the fitted piecewise model of Eq. 4.8.
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Figure 4.7: The velocity profile vx through the center of the graphene sheet
in the y-direction and the fitted piecewise model of Eq. 4.7.
22
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 10
20
40
60
80
100
Re
Cd
 
 
Shintani
CFD (no slip correction)
CFD (with slip correction)
MD
Figure 4.8: The drag coefficients calculated by MD for case I compared to
CFD calculation with and without slip correction.
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Figure 4.9: The drag coefficients calculated by MD for case II compared to
CFD calculation with and without slip correction.
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The dash line is what the slip velocity would be if there is a linear
relationship between slip velocity and uniform velocity.
CD = − 4pi
Re
2 lnRe+ 1 + 2γ − 8 ln 2 + 2 ln β +
(

β
)2
(lnRe− t+)(lnRe− t−) (4.1)
 =
√
a2−b2
a
, β = 1+
√
1− 2 and t± = −γ+4 log 2−log β±12 [1 + 2(/β)2 + (/β)4]
1/2
.
The second correction which is needed for high Re number or weak in-
teraction parameter is the correction that takes into account slip velocity at
the boundary of the effective shape or depletion region. Here we propose a
simple correction that could be implemented easily in Computational Fluid
Mechanics (CFD). For simplicity, we only look at the slip velocities at the
two points of intersection (P and Q) of a line passing through the center O of
the graphene sheet parallel to the y-axis as shown by the dashed line labeled
PQ in Fig. 4.6. By symmetry, the slip velocities at P and Q are equal. To
obtain the slip velocity us at any of these points, we take the average of the
MD velocity profile along OP and OQ and fit a physical model to the velocity
profile. The model is then extrapolated to point P or Q to obtain an estimate
of us. The physical model we use is derived from a separable solution of the
elliptical cylindrical Stokes equation [36]. The elliptical cylindrical Stokes
equation is
∆
1
h(ξ, η)2
∆ψ(ξ, η) = 0, (4.2)
where h(ξ, η) =
√
cosh2 ξ − cos2 η and ∆ = ∂2
∂ξ2
+ ∂
2
∂η2
.
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A separable solution is
ψ = f(ξ) cos η + g(ξ) sin η, (4.3)
where f(ξ) = A1ξ cosh ξ + A2 cosh ξ + A3 sinh ξ and g(ξ) = B1ξ sinh ξ +
B2 cosh ξ +B3 sinh ξ.
The relationship between the Cartesian coordinates (x, y) and elliptical
cylindrical coordinates (ξ, η) is
x = c cosh ξ cos η (4.4)
y = c sinh ξ sin η, (4.5)
where c =
√
a2 − b2.
The η-component of the velocity is
vη = − 1
h(ξ, η)
∂ψ
∂ξ
(4.6)
Since we are only interested in the solution along line PQ, we substitute
η = pi/2 and replace vη by vx in Eq. 4.6 and use Eq. 4.3 to obtain
vx = − 1
h(ξ, pi/2)
g′(ξ)
= C1ξ + C2 + C3 tanh ξ (4.7)
Here, C1, C2 and C3 are parameters of the fit. For the strong interaction
case I, due to the large first solvation shell (compare Fig. 4.6 and Fig. 4.7),
we use a piecewise continuous physical model given by
vx =
C1ξ + C2 + C3 tanh ξ ξ < ξ1C4ξ + C5 + C6 tanh ξ ξ ≥ ξ1 (4.8)
Other than Ci, the location of the discontinuity, ξ1 is a parameter of the
fit. We use the nonlinear-fitting tool available in MATLAB to perform the
fitting.
Fig. 4.6 shows the nonlinear-fitting using the model given by Eq. 4.8. The
discontinuity in the fit is approximately at the end of the first solvation shell.
The gradient of the velocity profile increases with y across the discontinuity,
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consistent with the fact that the viscosity of the first solvation shell is higher
than the rest of the fluid. This can be deduced from the stress continuity, i.e.,
µ1
∂vx
∂y
|y−o = µ2 ∂vx∂y |y+o at y = yo, the position of discontinuity in the velocity
gradient.
The slip velocity calculated by extrapolation of the physical model to the
boundary of the ellipse is shown in Fig. 4.10. The slip velocity increases
linearly with the imposed uniform velocity, U for small U and increases more
rapidly for greater U . The slip length is of the order of 1-10 A˚ and does
not remain constant as the imposed velocity is increased. Hence it is inap-
propriate to use a Navier boundary condition when performing a continuum
calculation in this range of imposed velocity. We note that the proper way
to determine the slip length is to perform an equilibrium MD simulation and
allow the graphene sheet to be flexible [37, 38, 39].
We compare the drag coefficients calculated by MD, Eq. 4.1 and CFD us-
ing the same domain size and boundary conditions at the outer boundaries
of the domain as in MD. We use the commercially available software FLU-
ENT to do the calculation. A 2D steady-state calculation is performed using
a pressure-based solver [40] with second-order momentum upwind scheme.
The mesh consists of more than 100000 triangular elements and the conver-
gence of the drag coefficient has been checked by using mesh refinement and
meshes of different number of elements. Fig. 4.8 shows the comparison for
the strong interaction case I. The drag coefficients calculated by MD agrees
very well with that of CFD without any slip correction up Re=0.36. For
higher Re, slip correction improves the accuracy of drag coefficients calcu-
lated by CFD. However, both CFD and MD appear to overestimate the drag
coefficients of an unbounded uniform flow. We later show that the same
correction can be applied to Eq, 4.1 to obtain agreement between MD and
continuum theory provided that the domain size used for MD simulation
is sufficiently large. The drag coefficients for case II also (Fig. 4.9) show
very good agreement between MD and CFD with slip correction. The drag
coefficient is significantly lower than that without slip for the range of Re
considered here.
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Figure 4.11: Comparison of velocity profiles in the x- and y- directions
calculated from MD and CFD for case I. The velocity profile from MD has
been calculated with a bin size of 2× 2A˚. The coordinate has been
normalized by the domain size L.
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calculated from MD and CFD for case II.
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4.3 Velocity profiles
The drag coefficient is a global quantity of a fluid-solid system. It is in-
structive to also look at local quantities of the system. Here, we compare
the velocity component vx across the center of the graphene sheet calculated
by MD and CFD. For case I, Fig. 4.11 shows that the MD results agree
quite well with those of CFD, especially at locations further away from the
graphene sheet. However, near the graphene sheet, the prediction of CFD
deviates from that of MD. We show in the next section that this deviation
could be reduced if we implement the density and viscosity layering sur-
rounding the graphene sheet in CFD. For case II, there appears to be good
agreement between MD and CFD throughout the domain, even at locations
close to the graphene sheet (see Fig. 4.12). We attribute this to the weaker
fluid structure around the graphene sheet, which makes the behavior of the
fluid in the vicinity more homogeneous-like.
4.4 Effect of density and viscosity layering
According to Fig. 4.3 and 4.4, the maximum densities are about ρ∗ =8.9
and 5.9 respectively in terms of LJ reduced unit. At a reduced temperature
T ∗ = 0.8, phase diagram of a LJ system clearly shows that the system exists
in a solid phase for ρ∗ & 1 (see [41]). The extremely high density of the
first few peaks of Fig. 4.3 and 4.4 does not make physical sense because
other than perhaps the first solvation shell, the liquid atoms surrounding
the graphene are observed to move freely. Recognizing that this issue arises
from our assumption that the atoms are point particles, some authors (see
for example, Bitsanis et al. [42]) introduce the concept of local average
density (LAD)to describe the behavior of inhomogeneous fluid in terms of a
homogeneous fluid. A reasonable choice of a local average density is given
by [42]
ρ¯(r) =
6
piσ3Ar
∫
s<σAr/2
ρ(r + s)d3s (4.9)
As shown in Fig. 4.13, the LAD produces a density that has a much weaker
fluctuation compared to the original average density. The maximum LAD
is slightly greater than 1. Another observation is that the depletion region
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Figure 4.13: Comparison of density profiles and local average density
profiles for case I and different velocities.
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Figure 4.14: Comparison of viscosity profiles for case I and different
velocities.
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Figure 4.15: Comparison of MD drag coefficients for case I and drag
coefficients calculated by CFD for (P) an ellipse (Q) a body with the shape
of the depletion region and (R) a body with the shape of the depletion
region and density and viscosity layering.
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becomes smaller if we look at the LAD.
Once we have the LAD, we can use the viscosity equation of state (vis-
cosity as a function of density and temperature) to calculate the viscosity
profile [42]. Our goal is to input the LAD profile and the viscosity profile
in FLUENT and examine how the drag coefficients and the velocity profile
compare to the case when there are both density and viscosity layering. The
viscosity equation of state we choose is the Woodcock viscosity equation of
state given by [43]
η∗ = η∗o +
√
2η∗o(1− (T ∗)−4 − T ∗/8)ρ∗ + CAH(ρ∗)4/(T ∗)1/3, (4.10)
where CAH = 4.8. The calculation of the zero density viscosity, η
∗
o can be
found elsewhere [43, 44].
To implement the density and viscosity layering in FLUENT, we have
used the actual shape of the depletion region, which can be obtained from
the 2D density profile plots such as Fig. 4.5. Fig. 4.15 shows the comparison
between the drag coefficients calculated by MD for the strong interaction case
and those calculated by CFD with and without layering. Layering appears to
increase the drag coefficient slightly. Moreover, we note that approximating
the depletion region by an ellipse provides a good estimate for the drag
coefficient. By introducing density and viscosity layering into CFD, we note
that the agreement of the velocity profile with MD near the graphene sheet
improves (see Fig. 4.16).
4.5 Unbounded uniform flow past a graphene sheet
As mentioned previously, the drag coefficients in Fig. 4.8 and Fig. 4.9 suffer
from some domain size effect. The lower the Reynolds number, the greater
the domain size effect. This could be explained by a simple argument based
on the balance of inertia and viscous forces. The viscous force decays away
from the object and eventually inertia forces will be dominant. The bound-
ary of the domain should be placed at a minimum distance away from the
object where inertial and viscous forces are equal so that at the boundary the
velocity of the fluid is close to the upstream velocity. To make this argument
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Figure 4.17: Drag coefficient versus domain size for ArC = Ar and
Re=0.24.
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Figure 4.18: Drag coefficient versus Reynolds number for case III
compared to that calculated by Eq. 4.1 with and without correction.
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compared to that calculated by Eq. 4.1 with and without correction.
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Figure 4.20: Slip velocity versus uniform velocity for cases I, II, III and IV.
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more quantitative and to show that this minimum distance depends inversely
on Reynolds number, we use the example of an unbounded uniform flow of
velocity U over a cylinder of radius ro. At a radial distance r away from
the center of cylinder, the two inertia terms in the incompressible Navier-
Stokes equation are ρ|∂u
∂r
| = ρU2C
r
and ρ|u · ∇u| = ρU2C2
r
ln r
ro
, where C is
an arbitrary constant [45]. The viscous term has magnitude ρ|∇2u| = µUC
r2
(see [45]). The first inertia term becomes comparable to the viscous term
when r
ro
= O(Re−1) and the second inertia term becomes comparable when
C r
ro
ln( r
ro
) = O(Re−1). Hence, the minimum domain size to approximate an
unbounded uniform flow should also be of order Re−1. Moreover, as we have
shown previously, the smaller Re, the greater the effect of density and vis-
cosity layering in increasing the drag coefficient (see Fig. 4.15). To examine
the issue of domain size effect, we perform the simulations at Re=0.24 with
increasing domain size L × L A˚2as shown in Fig. 4.17. The largest domain
size 1600×1600 A˚2 is chosen based on the resources available at our disposal.
For the rest of this section, the simulation is performed with the largest do-
main size and two cases (III) ArC = Ar and (IV) ArC = 0.5Ar. The drag
coefficient agrees with the Shintani drag coefficient using a minor axis length
which includes both the depletion region and first solvation shell (b = 4.955
A˚). We also recalculated the drag coefficients and compare them with the
Shintani drag coefficient with a simple slip correction. The slip correction is
implemented in this manner. Suppose we know from continuum theory with
no slip boundary condition that Cd is related to Re by
Cd = f(Re) (4.11)
where Re = ULc
ν
and Cd =
2Fd
ρU2
. Now consider a system in which there is slip
at the boundary. Let us be a representative slip velocity. Then the ‘true’
Reynolds number is
Re′ =
(U − us)Lc
ν
(4.12)
From Eq. 4.11, the ‘true’ drag coefficient C ′D =
2Fd
ρ(U−us)2 is given by
C ′D = f(Re
′) (4.13)
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The ‘nominal’ drag coefficient is
Cd =
(
1− us
U
)2
C ′d =
(
1− us
U
)2
f
((
1− us
U
)
Re
)
(4.14)
As shown in Fig. 4.18, there is a good agreement between the Shintani
results with slip correction and the MD drag coefficients. However, for lower
Reynolds number, the MD drag coefficients are closer to the Shintani curve
generated with b = 4.955 A˚. This could be due to both the effects of domain
size and the fluid structure close to the graphene.
For the weak interaction case, the simple slip correction also results in
agreement between the Shintani results and MD drag coefficients for high
Reynolds number. However, it does not work well at low Reynolds number
and this may also be due to the domain size effect and the importance of
density and viscosity layering at low Reynolds number.
It is also instructive to investigate whether the slip velocities depend on
the domain size. Fig. 4.20 shows that the domain size weakly affects the
slip velocities for both the strong interaction cases (I and III) and weak
interaction cases (II and IV). We also remark that the fluid structure is
essentially unchanged for the two domain sizes (600 × 600 A˚2 and 1600 ×
1600 A˚
2
) we used in this study. Hence, even without models to predict the
fluid structure and the slip velocity, the effective size and the slip velocity
corrections can be determined with a moderately large domain size.
4.6 Flow of water past a graphene sheet
To check the robustness of our proposed corrections, the flow of water past
a graphene sheet is also simulated with a domain of size 600× 600 A˚2 . The
corrections, when applied to CFD, result in good agreement with MD (see
Fig. 4.21). We also show the predictions of Eq. 4.1 with corrections applied.
Assuming that the slip velocity varies slightly with domain size just as the
liquid argon case, the predicted drag coefficients would be that of unbounded
uniform flow of water past a graphene sheet.
The slip length calculated in this study is of the order of 1-10 A˚ which
is at the low end of the slip lengths reported in the literature [39]. This
discrepancy is not surprising because in our study the graphene is frozen
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Figure 4.21: Drag coefficients for SPC/E water-graphene system compared
to that calculated by CFD with and without correction. Also shown is the
prediction for an unbounded uniform flow past a graphene sheet obtained
by applying the corrections to Eq. 4.1.
and the fluid is thermostated. We again note that the slip length is not
constant and a continuum calculation cannot simply be performed with a
Navier boundary condition.
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CHAPTER 5
CONCLUSIONS
In this study, we have investigated the exterior flow past an array of CNT
and a single graphene sheet. For the flow of liquid argon past an array of
CNT, we have found that very good agreement can be obtained between the
Sangani analytical expression and MD simulation when an effective diameter
is used. In the case of strong interaction ArC = Ar and ArC = 1.5Ar, the
effective diameter includes both the depletion region and the first solvation
shell. On the other hand, the effective diameter only includes the depletion
region for the weak interaction case ArC = 0.5Ar. For both liquid argon
and SPC/E water flow past a graphene sheet, we have also found that good
agreement between MD and CFD can be achieved by using an appropriate
shape (an ellipse that approximate the depletion region or the exact shape of
the depletion region itself) and slip correction. The agreement in the velocity
profile near the graphene sheet improves when density and viscosity layering
are implemented in CFD. For high Reynolds number, the drag coefficient
on a graphene sheet in a very large domain calculated by MD also shows
agreement with Shintani analytical result when an ellipse with major and
minor lengths equal to the size of the depletion region in the flow direction
and normal to the flow direction is used and a simple slip correction is applied
to the analytical result.
5.1 Recommended future studies
The next step after this study is to perform the simulation with water and
a much larger domain to obtain a drag coefficient which is closer to that of
unbounded uniform flow. In the future, such massive amount of resources
would be more readily available and allow us to perform the simulations. An-
other possibility for future study is to check whether the corrections proposed
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here will still hold for a flexible graphene. As the graphene size increases,
an ellipse will not be a good approximation of the depletion region around
the graphene. A rectangular shape would be a more accurate approxima-
tion. Unfortunately, as far as we know, there is no known analytical result
of the drag coefficient on a rectangular cylinder in the literature. Therefore
investigation of the scaling of the drag coefficient with graphene size is also
required.
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