Abstract. We study the boundedness on the Hardy spaces H p of spectral multiplier operators associated with the discrete Laplacian on a weighted graph. We assume that the graph satisfies the doubling volume property and a Poincaré inequality. We prove that there is p 0 ∈ (0, 1), depending on the geometry of the graph, such that if the multiplier satisfies a condition similar to the one we have in the classical Hörmander multiplier theorem, then the corresponding operator is bounded on H p , p ∈ (p 0 , 1].
Introduction
Let m(ξ) be a bounded measurable function in R n and let T m be the operator defined by T m f (ξ) = m(ξ) f(ξ) (where f denotes the Fourier transform of the function f ). Then, by the Plancherel formula, T m is an operator bounded on L 2 . The Hörmander multiplier theorem (cf. [13, 18] ) asserts that if The theorem of Hörmander has many generalizations to abstract contexts (see for example [1, 2, 3, 6, 10, 11, 14, 15, 17, 19] ).
The goal of this article is to obtain a generalization of the result of Calderón and Torchinsky in the context of weighted graphs. More precisely, let Γ be a countable infinite set and let σ(x, y) be a weight on Γ satisfying σ(x, y) = σ(y, x) ≥ 0 and σ(x, x) > 0, x, y ∈ Γ. This weight induces a graph structure on Γ. We call the vertices x and y neighbors and we write x ∼ y when σ(x, y) = 0. We assume that Γ is connected.
We consider the discrete measure µ defined by µ ({x}) = y∼x σ(x, y), x ∈ Γ.
For simplicity, we set µ(x) = µ ({x}), |A| = µ(A) and L p = L p (Γ, µ). We consider the transition kernel
This is a symmetric Markov kernel since p (y, x) = p (x, y) ≥ 0 and y p (x, y) µ(y) = 1, x,y ∈ Γ.
We consider the operator
The operator L = I − P , called discrete Laplacian, is symmetric and we have
So, it admits the spectral resolution L = 2 0 λdE λ (cf. [21] ). Let m (λ) be a bounded Borel measurable function. Then, by the spectral theorem, we can define the operator
The operator m (L) is bounded on L 2 . The function m (λ) is called a multiplier. In this article, we study the boundedness of the operator m (L) on the spaces H p . Before stating our result we shall present the geometry of the graph and state the Gaussian estimates satisfied by the iterates p n (x, y) of the kernel p(x, y).
1.1. The geometry of the graph. We assume that there is a positive integer N such that every vertex has at most N neighbors.
A path of length n joining the vertices x and y is a sequence of vertices
is defined as the infimum of the lengths of the paths joining x and y.
Let B (x, r) = {y ∈ Γ : d (x, y) ≤ r} denote the ball of center x and radius r. We assume that Γ satisfies the doubling volume property, i.e. there is c > 0, such that
Note that this implies that there are c, D > 0 such that
The assumption (1.3) makes the graph Γ a space of homogeneous type in the sense of Coifman and Weiss [7] . Thus, we can define the atomic Hardy spaces H p , p > 0, and the space of functions of bounded mean oscillation BM O, in the standard way (cf. Section 2 below for precise definitions).
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Finally we assume that Γ satisfies a Poincaré inequality, i.e. there is a constant c > 0 such that for every function f and every x 0 ∈ Γ and r > 0 (1.5)
where we have set
f (x)µ(x).
Kernel estimates. Let us set
where δ x is the Dirac mass at x and denote by p n (x, y), n ∈ N, the n th convolution power of p (x, y), defined by
Then we have
The assumptions (1.3) and (1.5) imply the following estimates (cf. [9, 8] ):
(1) There are C, c > 0 such that
(2) There is β ∈ (0, 1) and C, c > 0 such that
Note that in the case of left invariant random walks on discrete groups of polynomial volume growth, the above estimates are satisfied with β = 1 (cf. [12] ).
1.3. Statement of the result. Let the constants β and D be as in (1.9) and (1.4) and let
Let also p ∈ (p 0 , 1], ε > 0 and let us set
Let us fix a function ϕ ∈ C ∞ 0 (0, ∞), not identically zero, and let us consider the following condition on the multiplier m(λ):
In this article we shall prove the following result. Note that by interpolation and duality, the above result implies that m (L) is bounded on L p , 1 < p < ∞, and on BM O. As we mentioned earlier, when Γ is a discrete group of polynomial volume growth and the kernel p (x, y) is left invariant, then we have β = 1 and thus the above result holds with p 0 = D/ (D + 1). Also, in the case of R n , when we define the atomic Hardy spaces H p , for p ∈ (0, n/ (n + 1)], a certain number of higher order moments of the atoms should vanish (while for p ∈ (n/ (n + 1) , 1], it is enough to have zero mean value). So, in order to study the operator m (L) on H p for p ∈ (0, D/ (D + 1)], we should impose some structure on the graph Γ.
Throughout this article the different constants will always be denoted by the same letter c. When their dependence or independence is significant, it will be clearly stated.
Hardy spaces
In this section we shall recall the definition and the basic properties of the atomic Hardy spaces H p , introduced in the context of spaces of homogeneous type by Coifman and Weiss [7] .
Let p ∈ (p 0 , 1]. We say that a function a is a (p, ∞) atom, or simply a p-atom, if there is a ball B (y, r) such that
Note that these imply that
In particular, we have
The Hardy space H 1 is defined as follows. We say that a function f ∈ H 1 , if f ∈ L 1 and there is a sequence (λ n ) ∈ 1 and a sequence of 1-atoms (a n ) such that f = n λ n a n . We set
With this norm H
1 is a Banach space. The space BM O is the dual of H 1 and it is defined as follows. Let us first denote by f B the mean value of the function f on the ball B. We say that a function f ∈ BM O if there is a constant c > 0, such that for every ball B
The norm f BMO is defined as the smallest of those constants c.
Note that it follows from (2.2) that there is c > 0 such that for all f ∈ BM O, all k ∈ N and every ball B = B (y, r)
BMO . To define the Hardy space H p for p ∈ (p 0 , 1), we need the notion of the Lipschitz space L α , α > 0. We say that a function f ∈ L α if there is a constant c > 0, such that for every ball B and x, y ∈ B, we have
The norm f L α is defined as the smallest of those constants c. With this norm, L α is a Banach space. Now, let p ∈ (p 0 , 1) and let α = (1/p) − 1. Then we define the Hardy space H p as the space of those functionals f ∈ L α which can be written as f = n λ n a n , where the a n 's are p-atoms and (λ n ) ∈ p . As in the case of H 1 , we set
3. Compactly supported multipliers 3.
1. An approximation lemma. We shall need the following lemma.
, and hence we can replace M A (f ) by f C A in (3.1) above.
Let us now assume that the function f is even. Then we can assume that Q is also even and hence it has only terms of even order.
We shall exploit this observation in order to obtain off diagonal estimates for the kernel of the operator m (L). This observation has been exploited first by Carne [5] and later in [1] .
3.2. L 2 -estimates for p n (x, y). By integrating the estimates (1.8) and (1.9) and by using the doubling volume property (1.4), we have the following estimates:
(1) There is a c > 0 such that, for all j ∈ N and all y ∈ Γ,
(2) There is a c > 0 such that, for all j, q ∈ N and all y ∈ Γ,
There is a c > 0 such that, for all j ∈ N and all y, z ∈ Γ with 
In order to prove (3.9), making use of Lemma 1, we consider a polynomial Q satisfying
Then, making use of (3.2), we have
Proof. Making use of (3.8) and (3.9), we have
and let S(x, y) be the kernel of the operator h(L). Then, by Corollary 1, we have S(., y) ∈ L
1 and K(x, y) = ((I − P )S(., y)) (x), x, y ∈ Γ, which by the previous observation proves (3.10).
Lemma 3. There is c > 0, such that for all q, j ∈ N and y ∈ Γ, (i) (3.14)
Proof. (i) By (3.13) and (3.3)
(ii) By making use of Lemma 1, let us choose a polynomial Q which has only terms of even order and such that
Then by (3.12),
and by making use of (3.2), we have
. (1.9) . Then, there is c > 0, such that for all q, j ∈ N and y, z ∈ Γ,
Lemma 4. Let β be as in
Proof. To prove the lemma we observe that
and then we argue in the same way as in the previous lemma and we use (3.5) and (3.6) instead of (3.3) and (3.4) respectively. We omit the details. 
Proof. By (3.16) we have
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Also, if q ≥ j, then, by (3.17),
Now to prove (3.18), we write
and apply (3.19) and (3.20).
Lemma 5.
If A > D/2, then there is c > 0, such that for all q, j ∈ N with q ≥ j and all y ∈ Γ,
Proof. If q ≥ j, then, by (3.15),
and apply (3.22).
Corollary 4. If A > D/2, then there is c > 0, such that for all j ∈ N and all
Proof. To prove (3.23) we observe that
and then we apply (3.21).
Let us now assume that the multiplier m(λ) is not necessarily compactly supported and let us set
and denote by K n (x, y) the kernel of the operator f n (L). Then, we have
and so the argument given in the proof of Lemma 3 (i) gives that there is c > 0 such that
This implies that, if the function φ is finitely supported, then
Proof of Theorem 1
Let us consider a function 0 ≤ θ ∈ C ∞ 0 (R) and let us assume that θ (λ) = 1 for
Then, we have supp(m j ) ⊆ 2 −(j+1) , 2 −j . Further, by (1.10), there is a c > 0, such that
Let K(x, y) and K j (x, y) denote the kernels of the operators m(L) and m j (L) respectively. Then,
Note that by (3.25), the point λ = 0 of the spectrum of L can be ignored and we can assume that m (0) = 0.
It follows from (3.18) and (3.23) that the kernel K(x, y) satisfies the Hörmander integral condition, i.e. there is c > 0 such that for all y, z ∈ Γ
This shows that the operator m(L) is bounded from H 1 to L 1 . This means in particular that if a is an atom, then m(L)a ∈ L 1 . Furthermore, we have the following.
Lemma 6. If a is an atom, then
Proof. Let us fix an atom a. Then, it follows from Corollary 2 that for every j ≥ 0, x∈Γ (m j (L))a(x)µ(x) = 0. So, to prove the lemma, it is enough to show that the series j≥0 m j (L)a converges in L 1 . Since a is an atom, we have that supp (a) ⊆ B(z, r) , for some r > 0 and z ∈ Γ. Now, on the one hand, it follows from (3.24) and (3.25) that j≥0 1 B(z,4r) 
This and Corollaries 3 and 4 imply that the series j≥0
Proof of Theorem 1 for
Since the dual of H p is the Lipschitz space L α (cf. Section 2), in order to prove that the operator m (L) is bounded on H p , it is enough to show that there is a constant c > 0 such that for every atom a ∈ H p and every function ψ with finite support
So, let us fix an atom a ∈ H p and let us assume that supp (a) ⊆ B(y, r), r > 0,
We set
Making use of (2.1) and (2.4), we have
So, we must estimate the terms m j (L)a, ψ 2 . We shall distinguish two cases.
So, by (2.1), (2.4), (3.16) and (4.1) If q ≥ N + 4 ≥ j, then we have Since, by assumption
we have (4.13)
