The connection matrix is a powerful algebraic topological tool from Conley index theory that captures relationships between isolated invariant sets. Conley index theory is a topological generalization of Morse theory in which the connection matrix subsumes the role of the Morse boundary operator. Over the last few decades, the ideas of Conley have been cast into a purely computational form. In this paper we introduce a computational, categorical framework for the connection matrix theory. This contribution transforms the computational Conley theory into a computational homological theory for dynamical systems. More specifically, within this paper we have two goals:
Introduction
The last few decades have seen the development of algebraic topological techniques for the analysis of data derived from experiment or computation. An essential step is to make use of the data to construct a finite complex from which the algebraic topological information is computed. For most applications this results in a high dimensional complex that, because of its lack of structure, provides limited insight into the problems of interest. The purpose of this paper is to present an efficient algorithm for transforming the complex so that it posses a particularly simple boundary operator called the connection matrix. This process is not universally applicable; it requires the existence of distributive lattice that is coherent with the information that is to be extracted from the complex. However, there are at least two settings in which we believe that it offers significant potential.
We begin by considering persistent homology which is a primary tool for the rapidly developing field of topological data analysis [10, 41] . The input is a cell complex X along with a filtration ∅ = X 0 ⊂ X 1 ⊂ · · · ⊂ Xn = X . Heuristically, persistent homology keeps track of the how homology generators from one level of the filtration are mapped to generators in another level of the filtration, i.e. ι• : H•(X i ) → H•(X j ) where ι• is induced by the inclusion X i ⊂ X j . This information is tabulated as a barcode or persistence diagram. In the context of this paper, the filtration is regarded as a distributive lattice 1 with a total ordering given by the indexing 0 < 1 < · · · < n. The fact that one is constrained to using total orders is a serious limitation and has spurred the development of multi-parameter persistent homology which remains a topic of current research [5, 22, 36, 48] .
A simple generalization is to assume that a decomposition of X is given in the form of a distributive lattice. To be more precise, assume that L is a finite distributive lattice with partial order denoted by ≤. Let {Xa ⊂ X | a ∈ L} be an isomorphic lattice (the indexing provides the isomorphism) with operations ∩ and ∪ and minimal and maximal elements ∅ and X , respectively. An aim of this paper is to provide an efficient algorithm for computing a boundary operator, called the 
that is strictly upper triangular with respect to ≤ where J(L) denotes the set of join-irreducible elements of L and ← − a denotes the unique predecessor of a, again with respect to ≤.
To put this into context, consider the classical handle body decomposition of a manifold. In this case we have a filtration, i.e. L is totally ordered and every element of the filtration Xa is join-irreducible. In this setting ∆ is the classical Morse boundary operator. As a consequence, it should be clear that the connection matrix encodes considerable information concerning the relationships between the homology generators of the elements of the lattice. Furthermore, as is shown in Section 9 with regard to persistent homology no information is lost when computing persistence from the connection matrix instead of the filtration. More precisely, we prove the following theorem. Theorem 1.1. Let X be a finite cell complex with associated chain complex (C(X ), ∂).
Let L be a totally ordered finite distributive lattice. Let {Xa ⊂ X | a ∈ L} be an isomorphic lattice of subcomplexes with operations ∩ and ∪ and minimal and maximal elements ∅ and X , respectively. Let ∆ :
be an associated connection matrix. The persistence diagrams computed using the complex (C(X ), ∂) and the connection matrix ∆ will be the same.
The primary motivation for this paper is the goal of developing efficient techniques for the analysis of time series data and computer-assisted proofs associated with deterministic nonlinear dynamics. As background we recall that C. Conley developed a framework for the global analysis of nonlinear dynamics that makes use of two fundamental ideas [6] . The first is the Conley index of an isolated invariant set, which is an algebraic topological generalization of the Morse index [40, 43, 47] . The second is the use of attractors to organize the gradient-like structure of the dynamics.
To explain the relevance of these concepts in greater detail requires a digression. Let ϕ denote a dynamical system, e.g. a continuous semiflow or a continuous map, defined on a locally compact metric space. Let X denote a compact invariant set under ϕ. The set of attractors in X is a bounded distributive lattice [25] . A Morse decomposition of X consists of a finite collection of mutually disjoint compact invariant sets M (p) ⊂ X, called Morse sets and indexed by a partial order (P, ≤), such that if x ∈ X \ p∈P M (p), then in forward time x limits to a Morse set M (p), in backward time an orbit through x limits to a Morse set M (q), and p < q. To each Morse decomposition there is associated a finite lattice of attractors A such that each Morse set M (p) is the maximal invariant set of A \
← −
A where A ∈ J(A) and hence has a unique predecessor under the ordering of A [27] . In fact, Birkhoff's theorem (see Theorem 3.4) provides an isomorphism between the poset P and J(A).
In general invariant sets such as attractors and Morse sets are not computable. Instead one needs to focus on attracting blocks, which are compact subsets of X that are mapped immediately in forward time into their interior. The set of all attracting blocks forms a bounded distributive lattice under ∩ and ∪. An essential fact is that if X is a cell complex for X, then starting with a directed graph defined on X that acts as an appropriate approximation of ϕ it is possible to rigorously compute attracting blocks. Typically, the lattice of all attracting blocks has uncountably many elements. However, as is shown in [25] given a finite lattice of attractors A and a fine enough cellular decomposition X of X, then there exists a lattice of attracting blocks ABlock constructed using elements of X that is isomorphic (via taking omega limit sets) to A. It is worth noting that ABlock defines a decomposition of X .
Consider a Morse decomposition of X with its associated lattice of attractors A. Let ABlock denoted an isomorphic lattice of attracting blocks as described above. for the appropriate choice of N ∈ J(ABlock). Thus, the connection matrix of (1) can be rewritten as
The existence of a ∆ expressed in the form of (2) is originally due to R. Franzosa [13] . Although Franzosa's existence proof of connection matrices is constructive it is not straightforwardly amenable to computation. The name connection matrix arose since ∆ can be used to identify and give lower bounds on the structure of connecting orbits between Morse sets [32, 34, 37] . In the classical connection matrix theory, chain complex braids and graded module braids (see Section 6) are the basic objects of interest. However, these are typically cumbersome objects to study as they are obtained using singular homology theory. Instead, one computes some of the entries in the connection matrix from knowledge of the flow (such as the flow-defined entries) and exploits the existence theorem of [13] by leveraging algebraic constraints (e.g. upper-triangularity, ker ∆/ im ∆ = H•(X), etc) to reason about the unknown entries. A nice example of this form of analysis is provided in [35, Section 5] .
The point of view expressed in this paper is a bit different from the classical connection matrix literature and oriented toward computation and data analysis. In our setup all the chain data is provided as input, from which one fashions a connection matrix. From the data analysis perspective, computation of a connection matrix can be be viewed as data reduction without loss of homological information (this is formalized in Section 7). Our viewpoint aligns more closely with [44] , wherein J. Robbin and D. Salamon provided an alternative proof for the existence of connection matrices and explicitly introduced the language of posets and lattices that we have employed. The approach we take in this paper can be viewed as an algorithmic analogue to that of [44] . In particular, we cast the ideas of [44] in categorical language in Sections 4-5. These include the categories of poset graded complexes and lattice-filtered complexes. Akin to [44] , within the category of lattice-filtered complexes we select cyclic-filtered complexes to play the role of the connection matrix. Our contribution in these sections is to use categorical language to set up an appropriate homotopy category for the connection matrix theory. In Section 7 we generalize the concept of reductions for the categories of poset-graded and lattice-filtered complexes, and we review the interplay between algebraic-discrete Morse theory and reductions. In Section 8 we give a algebraicdiscrete Morse theoretic algorithm to compute a connection matrix. In Section 9 we examine the relationship of the connection matrix to persistent homology and conclude the section with the proof of Theorem 1.1.
Historical Remarks and Context
Historically, the connection matrix theory was first developed by R. Franzosa [13, 14, 15 ]. Franzosa's treatment uses a chain complex braid indexed over a poset P. The chain complex braid can be understood as a data structure that stores the singular chain data associated to a lattice A of attracting blocks. In this case, the poset P arises as the poset of join-irreducibles J(A). These objects constitute the category BCh(P) and are reviewed in Section 6. Graded module braids are data structures for storing the homological information contained in a chain complex braid. Graded module braids form a category GMB(P) and there is a functor H : BCh(P) → GMB(P) which is analogous to a homology functor. The connection matrix theory for maps developed by D. Richeson also employs the structures of chain complex braids and graded module braids [42] . The contribution of J. Robbin and D. Salamon to the connection matrix theory both addresses maps and merges the theory with order theoretic principles [44] . They introduced the idea of a chain complex being either graded by a poset P or filtered by a lattice L. These respectively constitute the categories GCh(P) and FCh(L) and are described in Sections 4 and 5.
In this paper, we address how these two approaches fit together. We emphasize the fact that in applications data come in the form of a P-graded cell complex which determines three distinct objects: a P-graded chain complex, an O(P)-filtered chain complex and a chain complex braid over P. In terms of computations we may think of the following diagram.
The dashed arrows are assignments while the solid arrows are functors. These are described in Sections 4-6. In this paper we show that the appropriate notions of connection matrices for both FCh(O(P)) and BCh(P) may be computed by utilizing graded algebraic-discrete Morse theory within the category GCh(P).
Preliminaries
In this section we recall the necessary mathematical prerequisites. For a more complete discussion the reader is referred to [8, 45] for order theory, [17, 30, 52] for algebraic topology, and [19, 39, 50] for discrete Morse theory.
Notation
Boldface font is used to denote categories and Franktur font to denote functors. Sans-serif font is used for order-theoretic structures, such as posets and lattices. Capital Greek letters are used for poset-graded morphisms (graded chain complexes, chain complex braids) and lower case Greek for objects filtered by a lattice (lattice-filtered complexes). Calligraphic font is used for notation related to cell complexes.
Algebraic Topology
For what follows, let k be a field which is fixed throughout. A chain complex C• of kvector spaces is a family {Cn} n∈Z of vector spaces over k together with linear maps The n-th homology of C is the quotient Hn(C) := ker ∂n/ im ∂ n+1 . The graded vector space H•(C) := {Hn(C)} n∈Z is the homology of C•. Chain maps induce linear maps on homology. By equipping homology H•(C) with a set of zero differentials we may regard it as cyclic complex, i.e. an object of Ch 0 (k). A chain complex C is acyclic if and only if H•(C) = 0. Two chain maps φ, ψ : A → B are chain homotopic if there exists degree +1 linear maps γn : An → B n+1 such that
Chain homotopic maps induce the same map on homology. We say that φ : A → B is a chain equivalence if there is a chain map ψ : B → A such that f • g and g • f are chain homotopic to the respective identity maps of A and B.
2 A chain contraction, sometimes called contracting homotopy, is a homotopy γ : C → C such that id C = ∂γ + γ∂. A contraction is a homotopy between id C and the zero morphism, which immediately implies that C is cyclic.
Chain homotopy equivalence is an equivalence relation on Hom Ch (A, B). Denoting the set of such equivalence classes by Hom K (A, B), we note that Hom K (A, B) is an abelian group under composition. The category K(k) whose objects are chain complexes with hom-sets given by Hom K (A, B) is called the homotopy category. The isomorphisms in this category are chain equivalences. Every chain complex C over a field is chain equivalent to its homology H•(C) (considered as a cyclic complex) [52] , implying that in K a chain complex C is isomorphic to its homology.
Posets
A partial order ≤ is a reflexive, antisymmetric, transitive binary relation. A set P with a partial order is called a partially ordered set (poset). We let < be the relation on P such that x < y if and only if x ≤ y and x = y. A morphism of posets is a map 2 Some authors refer to what we call a chain equivalence instead as a chain homotopy equivalence (for instance, [52] ); we avoid this terminology, as it would require us to disambiguate between the notion of chain homotopy equivalence relation on chain maps and the notion of chain equivalence relation on chain complexes.
. We restrict our attention to finite posets, which form the category FPoset. We say that q covers p if p < q and there does not exist an r with p < r < q. If q covers p then p is a predecessor of q. An upper set of P is a subset U ⊂ P such that if p ∈ U and p ≤ q then q ∈ U. For p ∈ P the upper set at p is ↑ p := {q ∈ P : p ≤ q}. The collection of upper sets is denoted by U(P). A down set of P is a set D ⊂ P such that if q ∈ D and p ≤ q then p ∈ D. The down set at q is ↓ q := {p ∈ P : p ≤ q}. We denote the collection of down sets by O(P). Any down set can be obtained by a union of down sets of the form ↓ q. In fact, O(P) are the closed sets of the Alexandroff topology of the poset P. Under a poset morphism, the preimage of a down set is a down set. Similarly, the preimage of an upper set is an upper set.
A subset I ⊂ P is an convex set if p, q ∈ I, r ∈ P and p ≤ r ≤ q implies that r ∈ I. Any convex set in P can be obtained by an intersection of a down and upper set. The collection of convex sets is denoted I(P). Under a poset morphism the preimage of a convex set is a convex set. For p, q ∈ P the interval from p to q, denoted [p, q] , is the set{x ∈ P : p ≤ x ≤ q}.
Lattices
Definition 3.1. A lattice is a set L with the binary operations ∨, ∧ : L × L → L satisfying the following axioms:
. If L and M are bounded lattices then we also require that f (0 L ) = 0 M and f (1 L ) = 1 M . A complemented lattice is a bounded lattice (with least element 0 L and greatest element 1 L ), in which every element a has a complement, i.e. an element b such that a ∨ b = 1 L and a ∨ b = 0 L . It is straightforward that every finite lattice is bounded. Finite distributive lattices and their morphisms form the category FDLat.
A lattice L has an associated poset structure given by
An element a ∈ L is join-irreducible if it has a unique predecessor; given a join-irreducible a we denote its unique predecessor by ← − a . The
A relatively complemented lattice is a lattice such that every interval [a, b] , viewed as a bounded lattice, is complemented. 
Sub(C, ∂) is a bounded lattice, but is not distributive in general. The lattice of subcomplexes Sub(C, ∂) is a sublattice of Sub(C•), where Sub(C•) is the lattice of subspaces of the Z-graded vector space C•.
Birkhoff's Theorem and Transforms
As indicated above, given a finite distributive lattice L, J(L) has a poset structure.
In the opposite direction, given a finite poset (P, ≤) the collection of downsets O(P) is a bounded distributive lattice under ∧ = ∩ and ∨ = ∪. The following theorem often goes under the moniker 'Birkhoff's Representation Theorem'. 
The formulas for the morphisms are given by
The functors O and J called the Birkhoff transforms. An element a ∈ O(P) is a down set of P. Therefore it has a complementary (upper)-set a c such that
This is a convex set of P. For a general lattice L with a, b ∈ L we may define a − b by identifying L with O(J(L)) via the Birkhoff transform. We use this operation often as a method of constructing convex sets in P. This idea is introduced and axiomized as the Conley form in [27] .
Cell Complexes
Since our ultimate focus is on data analysis, we are interested in combinatorial topology. We make use of the following complex, whose definition is inspired by [30] . Recall that k is a field.
Definition 3.5. A cell complex (X , ≤, κ, dim) is an object (X , ≤) of FPoset together with two associated functions dim : X → N and κ : X × X → k subject to the following conditions:
is a poset morphism; 2. For each ξ and ξ in X :
κ(ξ, ξ ) = 0 implies ξ ≤ ξ and dim(ξ) = dim(ξ ) + 1;
3. For each ξ and ξ in X ,
For simplicity we typically write X = (X , ≤, κ, dim). The partial order ≤ is the face partial order. X as a graded set with respect to dim, i.e. X = n∈N Xn with Xn = dim −1 (n). An element ξ ∈ X is called a cell and dim ξ is the dimension of ξ. The function κ is the incidence function of the complex. The data of (κ, dim) is logically equivalent to a chain complex C(X ) = {Cn(X )} n∈Z where Cn(X ) is the vector space over k with basis elements given by the cells ξ ∈ Xn and the boundary operator ∂n :
Condition (3) of Definition 3.5 is equivalent to ∂ n−1 ∂n = 0. An important point is that in Definition 3.5 the poset ≤ is a priori, and cannot be derived from κ or ∂. In other definitions of cell complex ≤ is derived from the incidence function via the implication
A morphism of cell complexes X and X is a chain map with respect to the boundary operators ∂ X and ∂ X that sends cells to cells. Cell complexes and their morphisms form a category Cell. In general, we find morphisms of cell complexes too restrictive. Instead, we embed the category of cell complexes in chain complexes via Cell → Ch(k) and work with morphisms in Ch(k).
A subcomplex of a cell complex X is a subset of A ⊆ X such that A is a convex set. This implies that with the appropriate restriction of ≤, κ and dim, (A, ≤, κ, dim) is again a cell complex. C(A) is not necessarily a (chain) subcomplex of C(X ) for a subcomplex A ⊆ X . This warrants a differentiation of (cell) subcomplexes. We say that A ⊆ X is a closed (cell) subcomplex of X if it is a down set, i.e. an element of O(X , ≤). We define the lattice of closed subcomplexes of X as Sub Cl (X ) := O(X , ≤). A closed (chain) subcomplex of the associated chain complex C(X ) is a subcomplex with basis an element of Sub Cl (X ). We say that U ⊆ X is an open subcomplex of X if it is an upper set. Open subcomplexes correspond to quotient complexes of
Example 3.6. Let X be a cell complex and C(X ) the associated chain complex. The associated lattice of closed (chain) subcomplexes, denoted by Sub Cl (C(X ), ∂) consists of all closed subcomplexes of (C(X ), ∂) with operations ∧ := ∩ and ∨ := + (span). The map span :
We define the star and closures:
The star defines an open subcomplex while the closure defines a closed subcomplex. In order-theoretic terms these are the upper and down set of (X , ≤) at ξ.
Discrete Morse Theory
We review the use of discrete Morse theory to compute homology of complexes. Our exposition is brief and follows [19] . See also [18, 39, 50] . Acyclic partial matchings are sometimes called discrete vector fields. We may lift the partial matching to a degree+1 map V : C•(X ) → C •+1 (X ) by defining it using the distinguished basis:
We denote acyclic partial matchings by the tuple (A, w : Q → K). An acyclic partial matching (A, w : Q → K) of X can be used construct a new chain complex. This is done through the observation that acyclic partial matchings produce degree+1 maps C•(X ) → C •+1 (X ) called splitting homotopies. Splitting homotopies are reviewed in depth in Section 7. Further references to the use of splitting homotopies within discrete Morse theory can be found in [50] . The following proposition is from [19] , however we make a sign change to agree with the exposition in Section 7. 
is a chain complex and ψ, φ are chain equivalences. In particular,
Regarding computations, acyclic partial matchings are relatively easy to produce, see [Algorithm 3.6 (Coreductionbased Matching)] [19] , which is recalled in Section 8. Moreover, given an acyclic partial matching there is an efficient algorithm to produce the associated splitting homotopy [19, Algorithm 3.12 (Gamma Algorithm)].
Poset-Graded Complexes
In Sections 4 and 5 we introduce objects which are a marriage of homological algebra and order theory. These are a straightforward reformulation of the ideas within [44, Section 7] . In particular, we employ categorical language and explicitly develop an appropriate homotopy category for the connection matrix theory over fields. The relationship between posets and lattices encapsulated by Birkhoff's theorem (Section 3.5) is also reflected in the homological algebra of these sections. Namely, in the relationship between lattice-filtered complexes and poset-graded complexes.
We begin with the concepts needed for applications. In applications, data often come in the form of a cell complex (X , ≤, κ, dim) graded by a partial order (P, ≤). This is codified in terms of an order preserving map ν : (X , ≤, κ, dim) → (P, ≤). The reader is referred to [20] for an example of how these structures arise in the context of computational dynamics. Definition 4.1. A P-graded cell complex is a cell complex X = (X , ≤, κ, dim) together with an object P in FPoset and a poset morphism ν : X → (P, ≤). We call the map ν the valuation. We denote the P-graded complex by (X , ν : X → P).
Remark 4.2. It is often useful to explicitly think of P as grading or parameterizing X through the fibers of ν, i.e.
In this way P acts a base space. This viewpoint is similar to what is called a 'poset fibration' in [28] . From remarks in Section 3.6, a fiber X p is a convex set in X . This
We denote by Cell(P) the collection of P-graded cell complexes. In applications the input is often a cell complex X and a function ν : Xn → R on top-dimensional cells. For instance, in imaging data one may have a two dimensional cubical complex with greyscale values on pixels (2-cells). Let (T, ≤) =ν(Xn) with the total order inherited from R. We may extendν to a valuation ν : X → T via
The map ν is a poset morphism since if ξ ≤ η then star(η) ⊆ star(ξ). As (X , ν) is a T-graded cell complex we may consider the Birkhoff transform
Since T is totally ordered, the collection {O(ν)(a)} a∈O(T) is a filtration of X . This is the standard input for the topological data analysis pipeline.
Example 4.4. Let P ⊆ R n be a finite subset with order inherited from R n . Let (X , ν : X → P) be a P-graded cell complex and consider
In the theory of multi-parameter persistence [5] , the collection {O(ν)(a)} a∈O(P) of subcomplexes is called a one-critical multi-filtration of X , since any cell enters the lattice/multi-filtration at a unique minimal element with respect to the partial order on O(P). Namely, a cell ξ enters the multi-filtration at ↓ ν(ξ). Multi-filtrations can be converted to one-critical multi-filtrations via the mapping telescope [5] . 
The collection {∆pq} can be thought of as a matrix of linear maps. If a linear map satisfies condition (7) we call it P-graded. In [13] this condition is referred to as upper triangularity with respect to P. If ∆pp = 0 for all p then ∆ can be written as a map
In matrix-theoretic terms, this condition is called strictly upper triangular with respect to P. We use the notation (C ⊕ (P), ∆) to denote a P-graded chain complex. We abbreviate this with C ⊕ (P ) = (C ⊕ (P ), ∆). If ∆ is strictly upper triangular with respect to P then we say that (C ⊕ (P), ∆) is a cyclic P-graded complex. In the context of Conley theory, Equation (8) implies that ∆ is a boundary map on Conley indices. Example 4.6. Let M be a closed manifold and ϕ : R × M → M a Morse-Smale gradient flow. The set P of fixed points are partially ordered by the flow and there is a poset morphism µ : P → N which assigns each p its Morse index, i.e. the dimensionality of its unstable manifold. The associated Morse-Witten complex may be written
• is the cyclic chain complex in which the only nonzero chain group is in dimension µ(p), and C p µ(p) = k. The boundary map ∆ is defined using trajectories [12, 44] . It is thus P-graded. In particular, when k = Z 2 the entry ∆qp counts the number of flow lines from q to p modulo two. It is a classical result that the homology H•(C(M, ϕ)) is isomorphic to the singular homology of M .
A morphism of P-graded chain complexes is a P-graded chain map. P-graded chain complexes and morphisms are prominent in [13, 44] . We call the category of P-graded chain complexes GCh(P). The next example shows that P-graded cell complexes can be used to produce P-graded chain complexes.
where
We denote by C : Cell(P) → GCh(P) the assignment taking a P-graded cell complex to its associated P-graded chain complex.
The map Γ is called a P-graded chain homotopy. We write Ψ ∼ Φ if Ψ and Φ are graded chain homotopic. It is straightforward that this is an equivalence relation on
The associated homotopy category GK(P) has P-graded chain complexes as objects. The morphisms are given by the equivalence classes of homotopic maps, i.e.
where ∼ is the graded homotopy equivalence relation. Isomorphisms in GK(P) correspond to graded chain equivalences. For a subset I ⊆ P we set
where ι I,P : C ⊕ (I) → C ⊕ (P ) and π P,I : C ⊕ (P ) → C ⊕ (I) are the natural inclusion and projection. In general C ⊕ (I) is neither a subcomplex nor a chain complex. When I is convex in P it is straightforward that ∆(I) • ∆(I) = 0 and (C ⊕ (I), ∆(I)) is a chain complex. In fact, it may be regarded as an (I, ≤)-graded chain complex where (I, ≤) is the restriction of (P, ≤) to I. For any I ⊂ P and P-graded morphism Φ :
is a subcomplex of (C ⊕ (P), ∆) and ∆(a) = ∆| C ⊕ (a) . We can now introduce our definition of the connection matrix. In particular, our definition of connection matrix rests on the homotopy-theoretic language.
Definition 4.9. Let (C ⊕ (P), ∆) be a P-graded chain complex. We say that a P-
We conclude this section with a result showing that up to isomorphism cyclic graded chain complexes are an invariant of the graded chain equivalence class.
Proof. Since the quadruple (Φ, Ψ, Γ, Σ) is a chain equivalence and all maps are P-graded we have
Since each entry along the diagonal Φpp is an isomorphism with inverse Ψpp it follows from elementary matrix algebra that Φ is an isomorphism.
Lattice-Filtered Complexes
We begin again with the data analysis perspective, and define the appropriate concept for cell complexes. Recall from Section 3.6 that the notion of subcomplex for a cell complex is more general than for a chain complex. Given a cell complex X = (X , ≤, κ, dim) we with work Sub Cl (X ), the lattice of closed subcomplexes.
The morphism f is called an L-filtering of X . We denote this as the tuple (X , f : L → Sub Cl (X , ≤)) and abbreviated with (X , f ) when L is clear from context. 
is an O(P)-filtering of the cellular (Morse) complex (X , ≤, κ, µ).
Lattice-filtered chain complexes have been previously introduced in [44] . For the remainder of this section we fix L in FDLat. Since f is a bounded lattice homomorphism, we have that under f
Example 5.4. For any filtered complex (C, f ) the boundary map ∂ :
The category of lattice-filtered chain complexes over L and k is denoted FCh(L, k). The objects are L-filtered chain complexes over k and the morphisms are the Lfiltered chain maps.
Example 5.5. Let (X , ν : X → P) be in Cell(P) and consider the Birkhoff transform
is a lattice of sets and is isomorphic to the lattice of closed (chain) subcomplexes Sub Cl (C(X ), ∂). Each b ∈ Sub Cl (X ) is a basis for the associated closed subcomplex of C(X ) spanned by b. Thus the composition
given explicitly by
The L-filtered map γ is called a filtered homotopy. We write ψ ∼ φ if ψ and φ are filtered homotopic. It is straightforward that this is an equivalence relation on
For filtered chain complexes (C, f ) and (D, g) a filtered chain equivalence consists of a quadruple of L-filtered maps (ψ, φ, γ, γ ) such that
The homotopy category FK(L, k) has L-filtered chain complexes as objects. The morphisms are given by the equivalence classes of homotopic maps, i.e.
where ∼ is the filtered homotopic relation. Isomorphisms in FK(L, k) correspond to filtered chain equivalences.
We can now explore the relationship between graded and filtered complexes.
This defines an assignment L : GCh(P) → FCh(O(P)). It is readily verified that a P-graded chain map Φ :
Therefore any graded homotopy equivalence is a filtered homotopy equivalence. This shows that the functor L induces a functor L K on the homotopy categories.
The following result follows from an examination of the definitions of C, L and L.
Proposition 5.7. The functor L : GCh(P) → FCh(O(P)) fits into the following commutative diagram with the assignments C and L (denoted by dashes arrows)
We highlight the following simple objects of FCh(L, k).
We say that an L-filtered complex (C, f ) is cyclic-filtered if f is a cyclic-filtering.
In [44] a related notion is called a 'connection matrix'. They use a slightly different formulation, but the next result shows these are equivalent. 
Moreover, since b covers a there is precisely one q j such that a ∨ q j = b with q j ≤ a and q i ≤ a for i = j. That b covers a implies that ← − q j ≤ a, otherwise a < a ∨ ← − q j < b.
For any x ∈ f (b) we have x = i x i with x i ∈ f (q i ) and
Proof. Let a ∈ J(O(P)). By Birkhoff's theorem, a =↓ q for q ∈ P. By definition
Since ∆ is a connection matrix ∆qq = 0 which implies xq = 0. Thus
The functor L constructs filtered chain complexes from graded ones. One can reverse the process and construct a J(L)-graded chain complex from an L-filtered chain complex. Recall that via Birkhoff's theorem there is a lattice isomorphism On the other hand, if one begins with a graded-cell complex (X , ν : X → J(L)) then (X , ν) is itself a graded basis for L(X , ν), the associated L-filtered chain complex.
cannot have a compatible graded basis, since any collection {ν −1 (a)} a∈O(J(L)) is a lattice of subsets (and therefore distributive). One reason we insist on L being distributive is that graded bases are necessary for the algebraic-discrete Morse theory of Section 7.3.
The next two propositions show that for L-filtered chain complexes over fields, one can always find a graded basis. Note that distributivity of L is a necessary ingredient in this result.
Proof. We let C = (C, f ) be an L-filtered chain complex; first we will construct a
and then we will show it satisfies L(D) = C. Write C = (C•, ∂), where C• is the underlying Z-graded vector space. Since Sub(C•) is a relatively complemented lattice we may choose for each join We
To this end we show
q where the last step follows from ∂(f (q)) ⊂ f (q). Hence ∆(a) = ∂| f (p) as desired.
Proof. By the preceding proposition there exists an J(L)-graded chain complex
In particular, we have for every
Choose a basis B p for each of the Z-graded vector spaces
We show that (B, ν) is a graded basis for C compatible with f . To this end we let a ∈ O(J(L)) and show that ν −1 (a) is a basis for f (τ (a)). Let p ∈ J(L) such that p = τ (a) (i.e. such that
q is a basis for q≤p D q , it follows from the preceding that ν −1 (a) is a basis for q≤p D q . By (9) , q≤p D q = f (p) = f (τ (a)), as desired.
Proof. The L-filtered chain complex has a graded basis (B, ν : B → J(L)) by Proposition 5.15. The graded basis (B, ν) determines a J(L))-graded chain complex by Remark 5.12. From the definition of graded basis ν −1 (a) is a basis for f (a). Thus
For a filtered complex (C, f ) we call an associated graded complex given by Corollary 5.16 a J(L)-splitting. In general the splitting is not unique, and depends upon the choice of graded basis. J(L)-splittings reveal that cyclic-filtered chain complexes are central to the theory: the boundary map of a J(L)-splitting of a cyclic-filtered complex is a strictly upper triangular.
Since ∆qq is the induced differential on the subquotient f (q)/f ( ← − q ) we have that ∆qq = 0. Together with Corollary 5.16, the fact that the subquotient is cyclic implies
Therefore if ∆ the boundary operator of a J(L)-splitting for a cyclic-filtered complex, we may interpret ∆ as an J(L)-graded boundary map on homology,
Finally, in analogy to Proposition 4.10, we have that chain equivalent Conley filterings are chain isomorphic. Proposition 5.18 implies that, up to isomorphism, the cyclic-filtered chain complexes are an invariant of the homotopy equivalence class. With the theory that has been built up the following result is straightforward.
Theorem 5.19. Let (X , ν : X → P) be a graded cell complex, with L(X , ν) the associated O(P)-filtered chain complex and C(X , ν) is associated P-graded chain complex.
complex which is filtered chain equivalent to L(X , ν).
Proof. If (M ⊕ (P), ∆ ) is a Conley complex for C(X , ν) then it is cyclic-graded. It follows from Proposition 5.10 that L(M ⊕ (P), ∆ ) is cyclic-filtered. From the definition of Conley complex, (M ⊕ (P), ∆ ) and C(X , ν) are graded homotopy equivalent. Therefore L(M ⊕ (P), ∆ ) and L(C(X , ν)) are isomorphic in FK(O(P)) by Proposition 5.6. Thus in FK(O(P) we have
where the last equality follows from Proposition 5.7.
Conceptually Theorem 5.19 implies that one may do homotopy-theoretic computations within the category GCh(P) in order to compute the relevant objects of interest for FK(O(P)). At this point in the paper, we may refer the reader back to the left hand side of Diagram 3.
Connection Matrix Theory
In this section we will review the connection matrix theory as developed by R. Franzosa. This section intersects most with Conley theory and is suggested for readers with dynamical backgrounds. The connection matrix theory was first developed by Franzosa in a sequence of papers based on his dissertation [14, 13, 15] . Briefly, the connection matrix is the appropriate generalization of the Morse boundary operator for the Conley theory; it is a boundary operator defined on Conley indices. The connection matrix allows one to recover the associated collection of exact triangles or graded module braid that is obtained from the index lattice. However, unlike the Morse boundary operator the connection matrix is not defined from trajectories, it is only related to them. Therefore the basic utility is to prove the existence of connecting orbits [31] . At a higher level, it serves as an algebraic representation of global dynamics and in certain cases can be used to construct (semi)-conjugacies of the global attractor [9, 32, 34] . Its preeminent function is to complete the Conley index theory into a homology theory [33] .
The Categories of Braids
It was Conley's observation [6] that focusing on the attractors of a dynamical system provides a generalization of the Spectral Decomposition of Smale [49, Theorem 6.2]. There is a lattice structure to the attractors of a dynamical system [25, 26, 44] . Often one is naturally led to studying a finite sublattice of attractors, and an associated sublattice of attracting blocks. A sublattice of attracting blocks is what Franzosa calls an index filtration. As these sublattices are not necessarily totally ordered, we follow [25] and call this an index lattice.
In his work, Franzosa introduces the notion of a chain complex braid as a data structure to hold the singular chain complexes that arise out of the topological data within the index lattice. The chain complex braid is organized by the poset of join-irreducibles of the index lattice. Implicit in Franzosa's work is a description of a category for chain complex braids over a fixed poset P. We now describe this category, which we label BCh(P, ≤). First we recall the notion of adjacent convex sets. 
We are primarily interested in adjacent pair of convex sets (I, J) and for simplicity write the union I ∪ J as IJ. We denote the set of convex sets as I(P) and the set of adjacent tuples and triples of convex sets as I 2 (P) and I 3 (P). 
Chain complex braids are the objects of BCh(P, ≤). For chain complex braids C and C a morphism Ψ : C → C is a collection of chain maps Ψ (I) : C(I) → C (I) for each I ∈ I(P) such that for (I, J) ∈ I 2 (P) the following diagram commutes:
Different index lattices associated with the same sublattice of attractors may yield different chain complex braids. However the homology of these chain groups are an invariant. This is the motivation for the idea of a graded module braid, which formalizes the notion of 'homology' for a chain complex braid. . . .
A morphism Θ : G → G of graded module braids is a collection of linear maps Θ(I) : G(I) → G (I), I ∈ I(P) such that for each (I, J) ∈ I 2 (P) the following diagram commutes: (10) and Θ for any (I, J, K) ∈ I 3 (P). In fact, as remarked in [2, 35] one does not need to use graded module braids, but only a collection of long exact sequences given this definition of morphism.
We label the category of graded module braids over (P, ≤) by GMB(P, ≤). Implicit in [13, Proposition 2.7] is the description of a functor from H : BCh(P) → GMB(P) which is the analogy of the homology functor. Two chain complex braid morphisms Ψ, Φ : C → C are braided homotopic if there is a collection {Γ (I)} I∈I(P) of degree+1 maps such that for each I Φ(I) − Ψ (I) = ∆(I)Γ (I) + Γ (I)∆ (I)
The collection {Γ (I)} I∈I(P) is called a braid homotopy. We write Ψ ∼ Φ if Ψ and Φ are braided homotopic. It is straightforward that this is an equivalence relation. For C , C a braided chain equivalence consists of a quadruple (Φ, Ψ, Γ, Σ) such that for each I ∈ I(P)
The associated homotopy category BK(P) has chain complex braids over P as objects. The morphisms are given by the homotopy equivalence classes, i.e.
where ∼ is the braided homotopy equivalence relation. Isomorphisms in BK(P) correspond to braided chain equivalences. Proposition 6.6. Let C and C be chain complex braids over P. If C , C are braided homotopy equivalent then H(C ) ∼ = H(C ). In particular, there is a functor
that sends braided chain equivalences to graded module braid isomorphisms.
Connection Matrices
We previously introduced connection matrices in Section 4. In this section we review the historical definition. Let C be a chain complex braid in BCh(P). Historically, the connection matrix is introduced as a P-graded (upper triangular) boundary map ∆ on direct sum of homological Conley indices associated to the elements of P ∆ :
which recovers the associated graded module braid H(C ). See Definition 6.10 for the precise notion. ∆ may be thought of as a matrix of linear maps {∆qp} and the identification with the matrix structure is the genesis of the phrase connection matrix.
Recall that in Proposition 5.6 it was shown that P-graded complexes may be used to construct O(P)-filtered chain complexes. The next results show that graded chain complexes can be used to build chain complex braids. (I, J) ∈ I 2 (P) is a chain complex braid over P.
Proposition 6.7 describes an assignment B : GCh(P) → BCh(P).
Corollary 6.9. The assignment B : GCh(P) → BCh(P) is an additive functor. Moreover B descends to a functor on homotopy categories B K : GK(P) → BK(P).
We can now review Franzosa's definition of connection matrix. In brief, this is a P-graded chain complex capable of reconstructing the appropriate graded module braid.
Definition 6.10 ( [13] , Definition 3.6). Let G be a P-graded module braid and (C ⊕ (P), ∆) be a P-graded chain complex. The boundary map ∆ is called a Cconnection matrix for G if
If in addition ∆pp = 0 for all p ∈ P then ∆ is a connection matrix for G .
In light of Definition 6.10, the connection matrix is an efficient codification of data which is capable of recovering the braid G . In Conley theory, a graded module braid G over J(L) is derived from a index lattice. In this way the connection matrix is a graded object (over J(L)) capable of recovering (up to homology) the data of the index lattice. Moreover, both the chain complex braid C = B(C ⊕ (J(L)), ∆) and the graded module braid G = H•B(C ⊕ (J(L)), ∆)) associated to the connection matrix are simple objects in their appropriate categories. Observe that for C we have we have
The next result is one of Franzosa's theorems on existence of connection matrices, written in our terminology.
Theorem 6.11 ([13] , Theorem 4.8). Let C be a chain complex braid over (P, ≤). Let B = {Bp} p∈P be a collection of free chain complexes such that H(Bp) ∼ = H (C(p) ). There exists a P-graded boundary map ∆ so that (B ⊕ (P), ∆) is a P-graded chain complex. Moreover, there exists a chain complex braid morphism Ψ : B → C where B = B(B ⊕ (P), ∆) such that H(Ψ ) is a graded module braid isomorphism.
Here's a simple application of Franzosa's theorem. Let C be a chain complex braid. Choose B = {C(p)} p∈P . The theorem says that there exists a P-graded chain complex (C ⊕ (P ), ∆) and a chain map Ψ : B(C ⊕ (P ), ∆) → C that induces an isomorphism on graded module braids. Therefore for any chain complex braid there is a simple representative (one coming from a P-graded chain complex) that is quasi-isomorphic to C . In the case when one works with fields the homology are graded vector spaces. Therefore we may choose B = {H•(C(p))} p∈P . Invoking the theorem gives a P-graded chain complex (B ⊕ (P ), ∆) such that
In our terminology this implies that (B ⊕ (P ), ∆) is a Conley complex and ∆ is a connection matrix, both in the sense of Section 4 and Definition 6.10 of Franzosa.
Remark 6.12. The classical interpretation of the connection matrix (Definition 6.10) does not involve a chain equivalence. In particular, the connection matrix is not associated to a representative of a chain equivalence class. In fact, the isomorphism of (11) is not required to be induced from a chain complex braid morphism. Therefore we do not develop the theory of reductions (see Section 7) for braids, although it is straightforward to do so. Definition 6.13. Let (X , ν : X → P) be P-graded cell complex. The preimage of a convex set
is a complex where (≤ I , κ I , dim I ) are the restrictions to X I . This implies
is a chain complex. A routine computation shows that the collection
satisfies the axioms of a chain complex braid. The collection {(C•(X I ), ∂| X I )} I∈I(P) is precisely the image of (X , ν) under the composition
The composition defines an assignment B : Cell(P) → BCh(P).
Theorem 6.14. Let (X , ν : X → P) be a P-graded cell complex, (C ⊕ (P), ∆) = C(X , ν) be the associated P-graded chain complex and G = H(B(X , ν)) be the associated graded module braid.
connection matrix (in the sense of Definition 6.10) for G .
Proof. As M ⊕ (P) and C ⊕ (P) are P-graded homotopy equivalent the associated chain complex braids B(M ⊕ (P), ∆ M ) and B(C ⊕ (P), ∆) are braided chain equivalent by Proposition 6.9. Then
where the first isomorphism follows from Proposition 6.6 and the equality follows from the definition of B.
Theorem 6.14 implies that one may do homotopy-theoretic computations within the category GCh(P) in order to compute connection matrices in the classical sense of Definition 6.10. At this point in the paper we refer the reader back to the full Diagram 3, which encapsulates much of the machinery introduced thus far. Most importantly, taken together Theorems 5.19 and 6.14 imply if one finds a cyclic-graded complex (M ⊕ (P), ∆ ) that is homotopy equivalent to the given (C(X ) ⊕ (P), ∆), then 1. One can construct a cyclic-filtered complex L(M ⊕ (P), ∆ ) homotopy equivalent to the associated lattice-filtered complex L(X , ν). 2. ∆ is a connection matrix (in the classical sense of Definition 6.10 for the associated graded-module braid H(B (X , ν) ).
This implies that to compute connection matrices in both the sense of [13] and [44] , it suffices to work within the category GCh(P).
Reductions and Discrete Morse Theory
In this section we build the theoretical tools for computing Conley complexes and cyclic-filtered complexes. In Section 7.3 we detail a computational version of the theory presented here and in Section 8 present an algorithm for computing connection matrices. We first review the tools for the chain complexes and the category Ch(k) before proceeding to graded and filtered versions within the categories GCh(P) and FCh(L), respectively. Much of the material may feel redundant, as we will port results from chain complexes to graded and filtered versions.
In computational homological algebra, one often finds a simpler representative with which to compute homology. A model for this is the notion of reduction, which is a particular type of chain homotopy equivalence. The notion also goes under the moniker strong deformation retract or sometimes chain contraction [51] . 3 It appears in [11] , homological perturbation theory [3] and forms the basis for effective homology theory [46] and algebraic Morse theory [50, 51] . Our exposition of reductions primarily follows [46] . Roughly speaking, a reduction is a method of data reduction for a chain complex without losing any information with respect to homology.
where φ, ψ are chain maps and γ is a degree+1 map satisfying the identities:
From the definition it is clear that φ is a monomorphism and ψ is an epimorphism. In applications, one calls M the reduced complex. When reductions arise from algebraic-discrete Morse theory it is sometimes called the Morse complex. The point is that the reduced complex often has much smaller cardinality than C, leading to efficient computation of homology. Notice that by using (3), an application γ on the left of (2) gives:
This equation is axiomized as the condition for a degree +1 map called a splitting homotopy. The upshot is that reductions can be obtained from splitting homotopies.
Definition 7.2. Let (C, ∂) be a chain complex. A splitting homotopy is a degree +1 map γ : C → C such that γ 2 = 0 and γ∂γ = γ.
The conditions ∂ 2 = γ 2 = 0 and γ∂γ = γ ensure that γ∂ + ∂γ is a projection. Therefore π = id C − (γ∂ + ∂γ) is a projection onto the complementary subspace. Since π is a projection, there is a splitting of C into subcomplexes:
We have the following reduction:
We can calculate the differential
Finally, it is straightforward that the remaining identities γi = πγ = 0 are easily verified. Furthermore, ker π is a subcomplex of C and γ| ker π is a chain contraction, since id ker π = ∂γ + γ∂. This implies that ker π is an acyclic, i.e. H•(ker π) = 0. As is well-known, reductions and splitting homotopies are (up to isomorphism) in bijective correspondence. We include a proof here for completeness. Proof. From (12) we have that any the chain homotopy in a reduction is a splitting homotopy. Moreover, any splitting homotopy can be put into the reduction in (13) . Let γ be a splitting homotopy and consider two reductions:
A routine computation using the conditions (1)- (3) shows that the compositions π • i and π • i are inverses. Therefore M and M are chain isomorphic.
Example 7.4. Let X be a cell complex and (A, w : Q → K) an acyclic partial matching. By Proposition 3.8 there exists a unique splitting homotopy γ. From Theorem 3.9 defining the maps
leads to a reduction:
Notice that this is a different reduction than the one defined in Diagram 13. However, we have (C•(A),
3. In contrast to Diagram 13, using the reduction of Diagram 14 has the property that the Morse complex is comprised of critical cells of the matching.
We say a reduction is strict if the reduced complex M is cyclic. We say a splitting homotopy γ is perfect if ∂ = ∂γ∂. Proof. If the reduction is strict then ∂iπ = id M π = 0. We have iπ = id C − ∂γ − γ∂. Application of ∂ to both sides gets
Conversely, if γ is perfect then with M = im(π) the differential ∂ M is calculated as
Therefore M is cyclic and the reduction is strict.
A perfect splitting homotopy implies im(π) ∼ = H•(C). This allows the homology to be read from the reduction without computation. In addition, we have
gives representatives for the homology in the original complex C. In the case of fields, perfect splittings always exist. 4 This implies a chain complex C and its homology H•(C) always fit into a reduction. Moreover any reduction of homology, or more generally a cyclic complex, is minimal in the sense that the two complexes are isomorphic. 
In this sense, the homology H•(C) is the algebraic core of a chain complex and the minimal representative for C with respect to reductions. This result will have analogues in the graded and filtered cases. Finally, we show that reductions compose.
Proposition 7.7. Consider the sequence of reductions:
Then there is a reduction
with the maps given by the formulas
Proof. Elementary computations show that
Conditions (1)- (3) follow from the same conditions for γ and γ .
(γ )
An inductive argument gives the following result the next result. 
with chain maps given by the compositions
and the degree+1 map given by
2. γ is a splitting homotopy and γ is perfect if any γ i is perfect.
Proof.
(1) follows from induction. That γ is a splitting homotopy follows since Diagram 17 is a reduction. If γ i is perfect, then M i is cyclic. Thus M j is cyclic for any j ≥ i by Proposition 7.6. In particular Mn is cyclic and Diagram 17 is strict. Therefore γ is a perfect splitting homotopy.
Graded Reductions
Filtered and graded versions of the theory are obtained by regarding the diagram in the appropriate category. A P-graded reduction is a pair of P-graded chain complexes and triple of P-graded maps
where Φ, Ψ are chain maps and Γ is a degree +1 map satisfying the identities:
An P-graded reduction is strict if M ⊕ (P) is a cyclic-graded complex. A P-graded splitting homotopy is a degree+1 map Γ : C ⊕ (P) → C ⊕ (P) that is both a splitting homotopy and P-graded. For C ⊕ (P) a graded splitting homotopy Γ : Again, one may define
Proposition 7.9. Let C ⊕ (P) be a P-graded complex. Let Γ be a graded splitting homotopy. If Π and M be defined as above then M is P-graded.
Proposition 7.10. Graded splitting homotopies and P-graded reductions are in bijective correspondence. Furthermore, perfect graded splitting homotopy and strict P-graded reductions are in bijective correspondence.
Proof. The first result follows from Proposition 7.9. A strict reduction implies the equation
Since these maps are P-graded we have
Conversely, let γ be a perfect graded splitting homotopy. The differential on M = im(Π) is calculated as ∆ M = ∆−∆Γ ∆. Since the maps ∆ and Γ are P-graded (upper triangular), we have We may also show that cyclic-graded complexes are minimal with respect to reductions. The proof of this result is elementary and mirrors Proposition 7.6. The point is that cyclic-graded complexes are the graded analogue of cyclic complexes.
Proposition 7.11. Let C ⊕ (P) be a cyclic-graded complex. Any reduction
Proof. The differential on M is calculated by ∆ M = ∆ − ∆Γ ∆. We have
Therefore M ⊕ (P) is a cyclic-graded complex. Since i and Π is a chain homotopy equivalence, invoking Proposition 4.10 shows that M ⊕ (P) and C ⊕ (P) are graded chain isomorphic.
For a tower of graded reductions, we have the following result, which is analogous to Proposition 7.8.
Proposition 7.12. For a tower of P-graded reductions:
with maps given by the formulas
2. Γ is a P-graded splitting homotopy and Γ is perfect if any Γ i is perfect.
Filtered Reductions
An L-filtered reduction is a pair of L-filtered chain complexes and triple of L-filtered chain maps
) is a cyclic-filtered. An L-filtered splitting homotopy is a degree+1 map γ : C → C that is both a splitting homotopy and Lfiltered. Again, one may define π = id C − (γ∂ + ∂γ) and M = im(π). Then M is a subcomplex of C and πi = id M and iπ = id C − (γ∂ + ∂γ). The next result shows that (M, g) is L-filtered. Proposition 7.13. Let (C, f ) be an L-filtered complex. Let γ be a filtered splitting homotopy and π = id C − (γ∂ + ∂γ).
Proof. We begin with showing that g(a ∧ b) = g(a) ∧ g(b). We have that
. By definition there are y ∈ f (a) and y ∈ f (b) such that π(y) = x = π(y ). We have that
The map on the right hand side is filtered since γ and ∂ are filtered. Thus
Finally, it is a straightforward consequence of the linearity of
is perfect. Perfect filtered homotopies give rise to cyclic-filterings.
Corollary 7.14. Filtered splitting homotopies and L-filtered reductions are in bijective correspondence. Perfect filtered splitting homotopies are in bijective correspondence with strict L-filtered reductions.
Proof. The first statement follows from Proposition 7.13. Consider g : L → Sub(M, ∂ M ) of the L-filtered reduction guaranteed by Corollary 7.14. If γ is perfect the differen-
We now show that cyclic-filtered complexes are minimal with respect to reductions.
Proposition 7.15. Let (C, f ) be an L-cyclic filtered complex. Any filtered reduction
is strict. Moreover (C, f ) and (M, g) are filtered chain isomorphic.
Proof. The boundary operator ∂ M is calculated as
As f is a cyclicfiltering
Thus g is a cyclic-filtering. Since (C, f ) and (M, g) are both cyclic-filtered, they are filtered chain isomorphic by Proposition 5.18.
For a tower of L-filtered reductions there is an result analogous to Propositions 7.8 and 7.12. 
Graded Morse Theory
In this section, we review a graded version of discrete Morse theory. Consider a P-graded cell complex (X , ν : X → P). Recall X = p∈P X p where
Definition 7.17. Let (A, w : Q → K) be an acyclic partial matching on X . We say that (A, w) is graded if it satisfies the property that w(ξ) = ξ only if ξ, ξ ∈ X p for some p ∈ P . That is, matchings may only occur in the same fiber of the valuation.
The idea of graded matchings can be found many places in the literature, for instance, see [39] and [28, Patchwork Theorem] . Proposition 7.18 . Let (X , ν : X → P) be a graded cell complex and (A, w : Q → K) a graded acyclic partial matching. Then the associated splitting homotopy Γ for (C ⊕ (P), ∆) is P-graded and fits into a graded reduction.
Proof. By Proposition 3.8 there is a splitting homotopy Γ : C(X ) → C(X ) associated to the matching (A, w). Let p ∈ P. Consider (A p , w p ) the matching restricted to the fiber X p = ν −1 (p). We have
By definition this is an acyclic partial matching on the fiber X p . Proposition 3.8 implies that there is a unique splitting homotopy
The fact that (A, w) is graded implies that V , as defined in (5), is graded. From the definition of Γ given in (6) a routine verification shows that Γ is graded. Therefore by Proposition 7.9 there is an associated reduction
In general, one needs a basis/graded basis on which to operate with discrete Morse theory. For instance in [29] free chain complexes are used and based complexes are used in [50] . Typically the basis is canonical (e.g. the cells of a complex) or provided as the input data. Otherwise, these exist via Theorem 5.15. The upshot is that given a basis, one uses graded Morse theory to construct a tower of reductions in the category GCh(P):
Application of the functor L obtains a tower in FCh(O(P)):
Finally, Proposition 5.6 implies that this is a tower of reductions in FCh(O(P)).
Connection Matrix Algorithm
In this section we introduce the algorithm for computing a connection matrix based on the Morse theory described of Section 7.3 and the framework of reductions developed in Section 7.
In order to verify the correctness Algorithm 8.3 we need Lemma 8.4. This result relies on the details of [19, Algorithm 3.6] . For completeness, we reproduce that algorithm, Coreduction-based Matching below, below. We can now state the algorithm for computing a connection matrix. Algorithm 8.3 . Take as input a graded cell complex (X , ν : X → P) and associated graded chain complex C(X ) ⊕ (P)
1. do 2. Apply [19, Algorithm 3.6 ] to the fibers {X p : X p = ν −1 (p)} to produce a graded acyclic partial matching (A, w : Q → K) on (X , ν : X → P) 3. Apply [19, Algorithm 3.12 ] to produce a graded splitting homotopy Γ : C(X ) ⊕ (P) → C(X ) ⊕ (P) and graded reduction is a cyclic complex.
Proof. Let ξ ∈ X = A. We wish to show that ∂(ξ) = 0. Since A = X there are no coreduction pairs in the execution of the algorithm. This implies of the two secondary while loops in Algorithm 3.6, only the second while has executed. This while loop has iterated n = |X | times and each iteration adds a cell ξ to the collection of critical cells A. We may therefore regard A as a stack and label each ξ ∈ A with the integer giving the particular iteration of the while loop that added ξ to A. Denote this labeling µ : A → N. Now set n = µ(ξ) and let U = µ −1 [0, n). From Algorithm 3.6 we must have that ξ is a free cell in X \U . Therefore if κ(ξ, ξ ) = 0 for some ξ ∈ X then ξ ∈ U . Suppose that κ(ξ, ξ ) = 0 for some ξ ∈ U . Let m = µ(ξ ) and U = µ −1 [0, m). We must have that (ξ, ξ ) is a coreduction pair in X − U . This is a contradiction of the execution of the algorithm. Proof. The fact that the algorithm terminates follows from the proof of correctness for Algorithm 3.6 [19, Theorem 3.7] . The output chain complex (C(X ) ⊕ (P), ∆) is P-graded by the use of graded discrete Morse theory described in Proposition 7.18. Finally, if the algorithm terminates then for each fiber X p the chain complex C(X p ) is cyclic by Lemma 8.4 . This implies that the P-graded chain complex C(X ) ⊕ (P) is a Conley complex and the boundary operator ∆ is a connection matrix. Remark 8.6 . An alternative to Algorithm 8.3 is to return either the entire tower of reductions or the reduction defined by the compositions as in Theorem 7.12. Returning this data allow one to lift generators back in the original chain complex.
Our implementation of this algorithm is available at [7] as well a Jupyter notebook for the application of the algorithm to a Morse theory on braids. The application is braids falls within the scope of a larger project, namely developing the ability to compute connection matrices for transversality models [20] . Finally, the specifics of the algorithm, along with timing and memory usage, are covered more in depth in [21] .
Relationship to Persistent Homology
Persistent homology is a quantitative method within applied algebraic topology and the most popular tool of topological data analysis. We give a brief outline, and refer the reader [10, 41] and references within for further details. In this section we show that given a filtered chain complex, one can recover its persistent homology using the connection matrix.
In this section, our focus is on lattices that are totally ordered. The reason for this is that persistence barcodes are only defined in the single-parameter case (i.e. given a filtration). For simplicity, we set (T, ≤) = {0, 1, . . . , n} ⊆ N be the total order ≤ inherited from N. The persistent homology groups and Betti numbers are invariants of the filtered homotopy equivalence class. This is captured in the two results, which we recall from [39] but cast in our terminology. As a corollary, all computational tools that tabulate the persistent homology groups, e.g. the persistence diagram and barcode, are invariants of the homotopy equivalence class. With the technology we developed in the paper, we are now ready to address Theorem 1.1.
Proof of Theorem 1.1. Given {Xa | a ∈ M}, which is a cell complex X filtered by totally ordered lattice M, there is a M-filtered chain complex (C(X ), f ) with the M-filtering f given by M a → C(Xa) ∈ Sub(C(X ), ∂)
The connection matrix ∆ is the boundary operator of an M-filtered cyclic complex (M, g) in the filtered homotopy equivalence class of the M-filtered complex (C(X ), f ). Proposition 9.2 implies that (C(X ), f ) and (M, g) have isomorphic the persistent homology. Therefore the persistent homology may be calculated from ∆.
Finally, we touch on the case of multi-parameter input. i.e. (X , ν : X → P) where P is not a total order. Any linear extension can be codified as a bijective poset morphism µ : P → T where T is a total order. Corollary 9.3. Consider P-graded cell complex (X , ν : X → P). Let (M ⊕ (P), ∆) be a connection matrix for the associated P-graded chain complex C(X , ν). Let µ : P → T be any linear extension and ν be the composition X be the (linearized) connection matrix indexed over the total order T. The persistence diagrams computed using the extension (X , ν : X → T) and ∆ will be the same.
Corollary 9.3 says that the persistence diagram of any linear extension of multiparameter input (X , ν : X → P) can be computed using the appropriate linear extension for the indexing poset of the connection matrix.
