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Search for the Standard Model Higgs boson produced in
association with a pair of top quarks and decaying into a
bb̄-pair in the single lepton channel at
√
s = 13 TeV with
the ATLAS experiment at the LHC
Abstract
This thesis presents a search for Standard Model Higgs boson produced in association with top
quark pairs, tt̄H. The analysis uses 13.2 fb−1 of pp collision data at
√
s = 13 TeV collected in
2015 and 2016 with the ATLAS detector at the LHC.
The considered decay mode for the Higgs boson is H → bb̄ and the single lepton decay chan-
nel (electron or muon) for the tt̄ pair. The sensitivity of this channel is improved by an event
categorisation according to the jet multiplicity and the number of jets containing a b-hadron de-
cay. Multivariate techniques are used to distinguish the signal events from the background events,
which are dominated by tt̄ +jets production, in particular by the tt̄ + bb̄ component.
The data are found to be consistent with both the background-only hypothesis and with the Stan-
dard Model tt̄H prediction. The ratio of the measured tt̄H signal cross-section to the Standard
Model expectation is found to be µ = 1.6 ± 1.1, assuming a Higgs boson mass of 125 GeV. No
significant excess of events above the background expectation is found and an observed (expected)
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From the beginning of its existence, humankind has asked a large number of questions
about Nature. Ancient people from all civilisations looking at the sky started wondering
about the mysterious appearance of the cosmos. Questions such as "How was the Uni-
verse made? How was it born? What are the fundamental building blocks of matter? How
do they interact?" were asked since the time of Ancient Roman and Greek civilizations
by philosophers such as Democritus and Lucretius. After two millennia, with the devel-
opment of technology and knowledge, some of these questions have been answered, but
many of them are still to be addressed.
Particle Physics is at present the most powerful tool to investigate these fundamental
problems. Particle Physics is based on two large pillars. The first is a theoretical frame-
work written in mathematical language. As Leibnitz said: "Quo facto, quando orientur
controversiae, non magis disputatione opus erit inter duos philosophos, quam inter duos
computistas. Sufficiet enim calamos in manus sumere sedereque ad abacos, et sibi mu-
tuo (accito si placet amico) dicere: calculemus!"1 This sentence, which summarises the
essence of the philosopher’s thoughts, expresses the idea that all possible scientific dilem-
mas can be addressed and solved just through the usage of mathematical methods. Un-
fortunately, this overly optimistic approach is far from sufficient when exploring Nature.
This leads to the second pillar, being the approach to conduct experiments to prove the
validity of theories, as stated by the scientific method. If the scientific method is one of
the greatest conquests of humankind, the Standard Model (SM) can be considered one
of the most important theories involved in the exploration of the fundamental questions.
Its greatest success is perhaps the discovery of the Higgs boson, by both the ATLAS and
1if controversies were to arise, there would be no more need of disputation between two philosophers than
between two calculators. For it would suffice for them to take their pencils in their hands and to sit down
at the abacus, and say to each other (and if they so wish also to a friend called to help): Let us calculate!
1
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CMS collaborations, at CERN in 2012 [1, 2]. The experimental setup employed to arrive
to such a result consists of the largest and most complicated machines ever created in
human history. If such a complexity is not enough, the analysis techniques employed in
continuing this research journey, such as exploring the properties of the discovered Higgs
boson, make use of techniques which are among the most sophisticated ever invented.
These techniques were originally employed to implement software capable of simulating
and reproducing the most complex object in the entire Universe: the human brain. Like
Goethe said: "Den lieb ich, der Unmögliches begehrt"2. As an Italian scientist, the author
cannot forget one of the greatest lessons of the greatest Italian poet: "fatti non foste a
viver come bruti ma per seguir virtute e canoscenza"3.
This thesis is organised as follows. In the second chapter, the basics of the first pillar are
shown: the theoretical framework of the SM is described. Particular importance is given
to the description of the Higgs boson and the tt̄H production channel, which is the main
topic of the thesis. The third chapter is devoted to the description of the experimental
setup of the LHC and the ATLAS experiment. Details on the data and on the modelling of
the physics processes employed in the analysis are given in the fourth chapter. The defi-
nition and selection of the reconstructed objects is given in the fifth chapter. The analysis
strategy is explained in great detail in the sixth chapter, as well as the theoretical frame-
work and the implementation of the employed Multi Variate Analysis (MVA) techniques.
The statistical tools used to get to the final result and the systematic uncertainties are de-
scribed in the seventh chapter. Finally, the results are given and discussed in the eighth
chapter.
2I love those who yearn for the impossible. Faust, Act II.





The discovery of the top quark in 1995 [3, 4] finally confirmed the quark model introduced
for the first time in the 60s by Ne’eman, Gell-Mann and Zweig [5]. Several theories
were developed since the 70s, concerning the identities and properties of the elementary
constituents of matter, and also of the forces acting between them. This ensemble of
theories forms what today is called Standard Model (SM) [6–9].
According to the SM, the elementary components that build ordinary matter, are quarks
and leptons (and their anti-particles). They are spin-12 particles, so they are fermions,
and are pointlike. The main difference between these kinds of particles is that quarks are
ruled by the strong interaction, as described in the theory of Quantum-Chromo-Dynamics
(QCD), while this interaction has no effect on leptons.
Quarks and leptons are paired and form three generations (see Table 2.1), which contain
one pair of quarks and one pair of leptons. A quantum number called colour is introduced
for every quark and corresponds to blue, green, red. Quarks are of six different flavours
(u, d, c, s, t, b). The first generation includes the u and d quarks, together with the νe and e
leptons. Since u and d quarks are the constituents of protons and neutrons, this generation
represents all the main building blocks of ordinary matter. Particles that belong to the 2nd
and 3rd generation appear only in cosmic events or are produced in high energy physics
experiments. Interactions between members of the first generation can involve virtual
particles from the 2nd and 3rd generations. The 2nd and 3rd generations are thus very
important for understanding the first generation properties.
Within the SM, interactions between elementary particles are mediated by integer spin
particles, that are called gauge bosons (See Table 2.2). QCD theory describes the strong





Electric charge [e] q=0 q=-1 q=+2/3 q=-1/3
1st Generation νe e− u d
Mass <2 eV 0.51 MeV 2.3 MeV 4.8 MeV
2nd Generation νµ µ− c s
Mass <2 eV 105.66 MeV 1.275 GeV 95 MeV
3rd Generation ντ τ− t b
Mass <2 eV 1.77 GeV 173.5 GeV 4.65 GeV
Table 2.1.: The generations of quarks and leptons. Numbers are taken from [10].
Fundamental interaction Carrying particle Symbol Mass (GeV) Spin
Strong 8 gluons g 0 1
Electromagnetic photon γ 0 1
Weak
W bosons W± 80.385 1
Z boson Z 91.1876 1
Gravitational graviton G 0 2
Table 2.2.: Fundamental interactions and gauge bosons. The graviton is currently only a
hypothetical particle. Numbers are taken from [10].
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At low energies the electromagnetic and weak interactions appear distinct from one an-
other and the theory that describes the weak interaction is called Fermi V-A theory of the
β-decay. The need to unify these two interactions comes from a problem in the Fermi
theory of the β-decay: considering as an example a process such as the neutrino-electron













ν are the particles’
four-momenta. From this equation, it follows that the cross section increases with energy.
A general theorem of scattering theory implies that, at a given energy, the cross section
must be:
σ ≤ 4πo2 , (2.2)
where o = ~
|~p| in the centre-of-mass frame. At high energies, where three-momentum,
~p, of particles satisfies p2 w s. Looking at equation (2.1) it can be seen that using the
inequality (2.2) for the cross section the unitarity bound is violated for
√
s ≥ 300 GeV,
called Fermi Scale. This issue would be avoided if there were intermediate bosons which
mediate the weak interaction (W and Z bosons). This implies that, in other words, the
Fermi theory is the low-energy limit of a more general theory that describes the phenom-
ena occurring at the Fermi Scale. At present, we know that this theory is the Unified
ElectroWeak (EW) theory, which together with QCD forms the Standard Model.
The gravitational interaction has not been included in the mathematical framework of the
SM so far, however its effect is negligible at these scales.
The theoretical formalism on which the SM is based is called Quantum Field Theory
(QFT), and makes use of quantum mechanics and special relativity. In QFT, f ields are
mathematical quantities which have a value in every point of space and time, and particles
are seen as excitations of the f ields. Two ideas are fundamental in QFT: the local gauge
symmetry and the spontaneous symmetry breaking. The first concept describes how fields
behave under special transformations called gauge transformations, which operate in ev-
ery point of the space-time. The second one is discussed at length in the following section
(2.2).
The SM is a very successful theory and it has been used for making many computations
for physics processes and, so far, it has not been refuted by any experiment. However,
the evidence of the neutrino oscillations suggests that the SM is incomplete [11]. There
5
2. Theoretical Background
are other observations that prove that SM is not a complete theory. They are discussed in
Sec. 2.3.
2.1. A Brief Theoretical Overview of the Standard
Model
In the theory of weak interaction, left-handed particles form a doublet of a SU(2) symme-
try, and right-handed particles are singlets. Starting from the first lepton-generation, the








The singlet, instead, is denoted as eR. Using this notation, the left-handed doublet trans-
formation law in the SU(2) symmetry group, is:
X′L = e
iε(x)·T XL , (2.4)






J+µ = XLγµτ+XL (2.6)
and:
J−µ = XLγµτ−XL (2.7)





so are the neutral current. Neutral weak currents are observed and they use both eL and eR,
but, in the definition of equation 2.8, they seem to interact only with left-handed particles.
To solve this problem, it is necessary to combine them with some other currents that also
use the right-handed fermions. Those are the electromagnetic currents, that have equation:
6
2.1. A Brief Theoretical Overview of the Standard Model
Jemµ = ψγµQψ (2.9)
where Q is the electrical charge of the particle. To combine them, a new quantity is
introduced, the hypercharge:
Y = 2(Q − T3) . (2.10)





µ) = −XLγµXL − 2eRγµeR . (2.11)
The commutation relations between the new Y and old T matrices, are:
[T+,T−] = 2T3 (2.12)
[T3,T±] = ±T± (2.13)
[Y,T±] = [Y,T3] = 0 . (2.14)
At this point, the hypercharge generates the U(1)Y group, for which phase transformations
are:
X′L = e
iβ(x)Y XL = eiβ(x)yL XL (2.15)
e′R = e
iβ(x)YeR = eiβ(x)yReR . (2.16)
The U(1)Y group symmetry combines with the S U(2)L to create the S U(2)L×U(1)Y local





A new derivative is also defined to impose the Lagrangian invariance:
7
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DµψR = (∂µ − ig′Bµ)eR . (2.20)
Thus, the Lagrangian is:








BµνBµν − Lint (2.21)






and the Weinberg angle θW :
Wµν = ∂µWν − ∂νWµ − gWµ ×Wν (2.22)











2 θW Jemµ )Z
µ − eJemµ A
µ . (2.24)
This Lagrangian, does not contain the mass terms of the particles, which for the moment
are massless.
2.2. Spontaneous Symmetry Breaking
One of the most fundamental ideas of particle physics is that interactions among funda-
mental particles are described by symmetry principles. Using these symmetries, some
conservation laws in nature are imposed. For example, electroweak interaction is based
on a symmetry between gauge bosons of electromagnetic and weak interaction, but this
symmetry cannot be seen in nature because W and Z bosons have mass and photons are
massless. The explanation is that a short time after the Big Bang, electromagnetic and
weak interactions were actually identical and carried by four massless particles. Dur-
ing the cooling down of the Universe, symmetry was spontaneously broken and these
particles diversified. The concept of spontaneous symmetry breaking is borrowed from
condensed matter physics, where it refers to phase transitions, for example the transition
from water to ice. Water molecules are in a spherical symmetry situation because being
free to move, they assume the same properties independently of their position. On the
contrary, in ice, molecules are not free to move and they form a rigid structure. It is thus
8
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possible to say that symmetry breaks in the transition between liquid water and ice. The
breaking is due to inter-molecular interactions, that are negligible at higher temperature
where molecules have greater kinetic energy, but they become important at lower temper-
atures. Between 1959 and 1966, several physicists (such as Nambu, Goldstone, Higgs and
Weinberg) [12, 13] noticed that the principle of spontaneous symmetry breaking could be
applied to particle physics to generate the mass of W and Z bosons and also for fermion
masses.
2.2.1. Spontaneous Breaking of a Global Gauge Symmetry:
Goldstone Model
Considering a complex electrically charged field, φ, the starting Lagrangian, involving
the derivatives of the fields and a potential term expressed as a function of the fields
themselves, can be:
L = (∂µφ∗)(∂µφ) − V , (2.25)
where V is the potential energy, defined as:































The global gauge symmetry transformations are defined as:
φ′(x) = eiεφ(x) (2.30)
φ∗
′
(x) = e−iεφ∗(x) (2.31)
9
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where ε is a real coordinates-independent parameter.
Minimising the potential energy V , one obtains two cases, Fig. 2.1:
Figure 2.1.: V in the case where (a) µ2 > 0 and (b) µ2 < 0.
• µ2 > 0: in this case the stable equilibrium configuration is given by |φ| = 0 and the
vacuum |0〉 is unique and it respects the symmetry;












> 0. This gives a condition on |φ|, so every configuration φ = v√
2
eiα
where α is a real number, is a stable configuration. In this case there are infinite
degenerate vacuum states and vacuum |0〉 is not symmetry invariant.





















(∂µη)2 − λv(σ2 + η2)σ −
λ
4
(σ2 + η2)4 (2.33)
The particles produced in this way are a chargeless scalar boson with mass m2σ = 2λv
2 =
−2µ2 > 0 and a chargeless massless scalar one m2η (the Goldstone boson).
10
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2.2.2. Spontaneous Breaking of a Local Gauge Symmetry: Higgs
Model
One now wants to verify the spontaneous breaking of a local gauge symmetry. This
mechanism has two main effects:
• It generates the masses for vector gauge bosons;
• It eliminates the Goldstone bosons.
Different gauge transformations are defined:
φ′(x) = eiε(x)φ(x) (2.34)
φ∗
′
(x) = e−iε(x)φ∗(x) (2.35)
in which ε(x) now has a x dependence. In order to impose the invariance of the Lagrangian
under these transformations, the definition of the covariant derivative is changed to:




with Aµ transforms as:




The final Lagrangian with these changes is:
L(φ,Dµ; φ∗,D∗µ) = (Dµφ)





Fµν = ∂µAν − ∂νAµ. (2.39)
As before, one looks for the configuration with minimal energy. There are two cases:
• µ2 > 0: in this case φ|0 = 0 is the solution with stable equilibrium and one has the
electrodynamics of spinless particles with electrical charge;
• µ2 < 0: in this case one has spontaneous symmetry breaking. The minimal config-
uration is 〈0| φ(x) |0〉 = v√
2




Choosing the second case, and defining:
φ(x) =
























e2(σ2 + η2)AµAµ + e2vσAµAµ − λvσ(σ2 + η2) −
1
4
λ(σ2 + η2)2 − evAµ∂µη.
(2.41)
The generated particles are:
• A scalar particle (σ) with mass m2σ = 2λv
2;
• A massless Goldstone boson (η);
• A gauge boson with mass M = ev and three different polarisations.
In total, one has five degrees of freedom, but having started only with four degrees of
freedom. To eliminate the extra degree of freedom introduced with this formalism, it is








where θ(x) is chosen in a way to have a real ϕ(x). To have an invariant Lagrangian, one
has to define another derivative:
Dµ(B) = ∂µ − ieBµ (2.43)
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where φ(x) = v + h(x). Thus, starting from a scalar complex field and a real massless
vector boson, a massive chargeless scalar field and a massive gauge boson (for a total
of four degrees of freedom) where λ and v are arbitrary parameters, are obtained. The
particles masses are m2h = 2λv
2 and M2B = e
2v2. The Goldstone boson has been eliminated
and this gauge is called Unitary Gauge.
2.2.3. Spontaneous Breaking of a SU(2) Gauge Symmetry:
Non-Abelian Higgs Model
The mechanism for the electroweak symmetry breaking considered in the SM is here
described. Consider the following Lagrangian:
L = (∂µφ)†(∂µφ) − µ2φ†φ − λ(φ†φ)2 , (2.45)















Requiring that L be invariant under local gauge transformations, for real arbitrary func-




k(x)T kφ(x) , (2.47)
where T k = τ
k
2 and obeys the commutation relation [T
i,T j] = iε i jkT k for i, j, k = 1, 2, 3.
One has to change the definition of the covariant derivative to have an invariant La-
grangian:




where Wk=1,2,3µ are the gauge fields. In the end, the following Lagrangian is obtained:
L = (D†µ)(D






where Wµν = ∂µWν − ∂νWµ − gWµ × Wν and V(φ) = µ2φ†φ + λ(φ†φ)2. In the case of




















This is not invariant under symmetry transformations and so the symmetry is broken.










This final model opens the way for a formulation of a theory of weak interactions based
on spontaneous symmetry breaking for the generation of three massive bosons.
2.2.4. Gauge Boson Masses
The mechanism of generation of boson masses has to give mass to the W± and Z0, while
preserving mγ = 0. This is achieved by the term:
Lφ = (D†µ)(D
µ) − V(φ) =
∥∥∥∥∥(∂µ + igT ·Wµ + ig′2 YBµ)φ
∥∥∥∥∥2 − V(φ) (2.53)
to the initial Lagrangian, where:













(v + h)2ZµZµ +
g2
4










Thus bosons masses have been generated with MW =
gv
2 , MZ =
gv
2cosθW
, Mγ = 0 and
Mh =
√
2vλ. The mass of the Higgs boson is not predicted by this model, since it depends
on the free parameter λ.
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2.2.5. Fermion Masses







R + h.c. , (2.56)
where gi jl is a real diagonal matrix, l
j
R are right-handed lepton fields and XL are the doublets














They are proportional to the mass of the particles considered, such as in the case of the
gauge bosons. For the quarks, in a similar way as before, it is possible to consider the
following Yukawa coupling Lagrangian:










R + h.c. (2.59)
where gi j are real constants, φ̃ = −i(φ†τ2)T , QiL are the left-handed doublets for each
quark generation and D jR are right-handed singlets. With these terms, after the symmetry
breaking, the Lagrangian becomes:






































Rh + h.c. (2.60)
which can be written as:
Lquark = −DLMdDR − ULMuUR −
1
v
(DLMdDRh − ULMuUR)h + h.c. (2.61)
where Md/u = v√2gd/u are complex, non-diagonal hermitian matrices that can be diago-























Table 2.3.: Couplings of the Higgs field with fermions, vector gauge bosons and self cou-
plings [10].

































U†d/ugd/uVd/u. As a result, defining the Cabibbo-Kobayashi-Maskawa
(CKM) matrix, VCKM = U
†
d/uVd/u, it is possible to describe the mixing between quark
flavours via the charged weak interaction.
In general, the coupling of the Higgs field to a fermion, f , can be written as:




m f . (2.65)



























where ci j = cos φi j and si j = sin φi j.
Table 2.3 summarises the vertex factors for the interaction with the Higgs field.
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2.3. Beyond the Standard Model
Although it is a very successful theory, the SM alone still cannot explain some open
problems of particle physics. They can be summarised as follows:
Dark matter and dark energy: The fact that the velocity of rotation of galaxies does
not decrease as a factor r−1/2 gives an indication that their mass is not concentrated
only in the central bulge [14] and M(r) ∝ r. The significant non-luminous compo-
nent of the galaxies is referred to as dark matter. More evidences of the existence
of dark matter come from the precision measurements of the small fluctuations in
the Cosmic Microwave Background (CMB). Theoretical models describe that only
5% of the total mass of the universe is visible, thus explainable in terms of the SM.
While dark matter accounts for 23% of the universe, the majority, 72%, comes from
dark energy [15], which can explain the acceleration of the expansion of our Uni-
verse. It is possible to extend the SM, for example with Supersymmetry (SUSY)
[16], by introducing Weakly Interacting Massive Particles (WIMP), that could ex-
plain the existence of cold dark matter. At present, there is no robust explanation of
dark energy.
Unification of forces: The strengths of the three forces described by SM change with
energy scale, this behaviour is known as running coupling. In particular, gW and
gS decrease with energy while gEM increases. Thus, the running of the coupling
constants could bring them together at a certain scale. The Grand Unified The-
ory (GUT) theory, which unifies the forces all together, can exist if the couplings
converge at a certain scale. In the simplest symmetry group which includes the
interactions all together, SU(5), the couplings do not converge at the same point,
whereas this happens when including the particles predicted by SUSY, and the
couplings meet at an energy scale of ∼ 1 TeV. Finally, gravity is not considered in
any of these theories, but it is expected to become important at a scale known as
the Planck Scale, Λp ∼ 1016 GeV. A theory in which all the four forces are unified,
Theory of Everything (TOE), still does not exist.
Hierarchy problem: The mass of the Higgs boson is much smaller than the GUT mass
scale, although it is expected that the large quantum contributions to the square of
the Higgs boson mass would inevitably make the mass comparable to the scale at
which new physics appears. So a very precise fine-tuning cancellation between the
quadratic radiative corrections and the bare mass is required in order to keep the
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mass at an EW scale. The SM alone cannot explain such corrections, while SUSY
could do so.
Matter-antimatter asymmetry: There are indications of the existence of an asymmetry
of particles and anti-particles in nature, which goes beyond the explanations that are
possible to obtain through the observed Charge Parity (CP) violation in the flavour
sector [17]. Thus, the SM alone cannot describe these additional CP violating ef-
fects.
Neutrino masses: Neutrino oscillations, first predicted by Bruno Pontecorvo in 1952
[18], had many experimental confirmations, and led to the Nobel Prize in Physics
in 2015 [19]. Neutrino oscillations imply that neutrinos have mass, while in the
SM they are massless. If neutrinos are Majorana particles, they can acquire mass
through the seesaw mechanism [20]. In this case β decay without neutrinos can
occur. At the moment much effort is dedicated to finding such a decay.
Other, more qualitative, motivations can be raised to support the idea that the SM is not a
complete theory. In fact, the SM is based on the measurements of some parameters which
are not predicted by the theory itself. These parameters are:
• v: Vacuum Expectation Values (VEV) of the Higgs potential; using the measured
W boson mass and the coupling gW , v ' 246 GeV;
• λ: quartic Higgs-self-coupling constant;
• θW : the Weinberg angle;
• g: one of the two coupling constants of the S U(2)L × U(1)Y symmetry (the other
one is related to this through the Weinberg angle);
• quark and lepton masses;
• (n − 1)2 degrees of freedom from the CKM matrix, where n is the number of quark
generations.
If one assumes that neutrinos are massless, nine mass parameters are obtained together
with four parameters from the CKM matrix, for a total of 17. It is important to stress
that fermion masses are free parameters of the SM, and have to be measured. At the
moment, there is no theory that gives a priori a value to these free parameters and they
have to be determined experimentally. SUSY is one of the most attractive extensions
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of the SM, resolving many different issues such as described previously, but this theory
predicts at least five physical Higgs bosons (A, h, H, H+, H− ), together with a large
number of additional superpartners and new mixing angles, increasing the number of free
parameters to at least 115.
2.4. The Top Quark
Being the heaviest known elementary particle, the top quark plays an important role in the
SM, especially in the sector of electroweak symmetry breaking. It was discovered in 1995
by the CDF and DØ collaborations at the Tevatron accelerator located at Fermilab [3, 4].
At present, the most recent result based on the combination of the top quark mass mea-
surements performed at the Large Hadron Collider (LHC) and the Tevatron is mt =173.21
± 0.51 ± 0.71 GeV [10]. Even if this mass is not predicted by the SM, the other properties
of the top quark are well described by the theory. A deviation from these predictions could
lead to the discovery of new physics beyond the SM. For this reason, much effort is placed
in measuring the electric charge, decay width, difference between top and anti-top quark
masses, tt̄ charge asymmetry and spin correlations, the helicity of the W boson from top
quark decays, coupling to other particles and decay branching fractions. The top quark
has a very short lifetime, (' 10−25s), thus it decays before hadronising and does not form
any bound states as the other quarks do. The consequence is that its properties are directly
propagated to its decay products, making them accessible by dedicated experiments [10].
At present, the measured properties of the top quark are compatible with the predictions
of the SM. Special attention is given to the Yukawa coupling, which is ' 1. This could
be a random feature of nature, but could also be an indication of some deeper unknown
properties, which can be explored in new physics theories.
2.4.1. Top Quark Production and Decay
The top quark production at hadron colliders primarily occurs through strong interactions
and in association with an anti-top quark. Single top production can also occur through
electroweak interactions. The four Leading Order (LO) Feynman diagrams for tt̄ produc-
tion via strong interaction are shown in Figure 2.2.
At the Tevatron, a pp̄ collider, qq̄ annihilation was the most important production channel
for the discovery of the top quark, while at the LHC, the gluon fusion process dominates,
accounting for 80-90% of the cross section, depending on
√






























Figure 2.3.: The Feynman diagrams for single top production at hadron colliders.
tion of 832+46
−51 pb is calculated at
√
s =13 TeV at Next-to-Next-to-Leading-Order (NNLO)
in QCD and includes resummation of Next-to-Next-to-Leading-Logarithmic (NNLL) soft
gluon terms [21–25]. Theoretical uncertainties on this cross section result from variations
of the factorisation and renormalisation scales, as well as from uncertainties on the Parton
Distribution Functions (PDFs) and αs.
The Feynman diagrams related to the single top quark production are shown in Fig. 2.3.
The large amount of background and the low cross section make the studies of single top
quark challenging. Its predicted cross section is also lower than the one of tt̄ production
[26]. Measurements of single top quark production allow the study of the properties of
the Wtb vertex, giving the possibility to directly measure the CKM matrix element |Vtb|.
Top quarks decay almost exclusively through t → Wb. As a consequence, the W boson
decay modes define the signature of the tt̄ final states. For tt̄ decays, the final states
are categorised according to the number of charged leptons, shown in Fig. 2.4. Since τ
leptons can both decay leptonically and hadronically, final states containing this lepton
are treated separately and not included in this classification. In summary, the possible
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final states from the decay of the tt̄ system are:
Dilepton channel: Both W bosons decay into leptons and neutrinos. This channel has
the lowest branching ratio, but it permits a very high tt̄ purity.
Single lepton channel: One W boson decays leptonically and the other hadronically.
The signature of the final state is characterised by the presence of one lepton, a
neutrino, two b-jets and two light-jets.
All hadronic channel: Both W bosons decay hadronically, so the final state contains
only jets, two of which are b-jets. The branching ratio is ' 46% and its main
background is coming from multijet production.
τ leptons that decay leptonically give final states that are experimentally included in dilep-
ton and single lepton channels.
Figure 2.4.: The possible tt̄ decay topologies.
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2.5. The Higgs Boson
The discovery of a particle compatible with the Higgs Boson has been announced by both
of the two experiments at CERN: A Toroidal LHC ApparatuS (ATLAS) and Compact
Muon Solenoid (CMS). The announcement was given on July 4th, 2012 [1, 2]. For the
ATLAS collaboration, this observation was performed using 5.85 fb−1 of pp collision data
recorded during April to June 2012 at a centre-of-mass energy of 8 TeV combined with
the 4.7 fb−1 recorded in 2011 at a centre-of-mass energy of 7 TeV.
An excess of events with significance 5.9σ in the mass range of 122-131 GeV was ob-
served. The excess was driven by the two channels with the highest mass resolution
and lowest background, H → ZZ(∗) → 4l and H → γγ, and by the H → WW (∗) →
lνlν channel, characterised by a lower mass resolution. Taking into account the entire
mass range of the search, 110-660 GeV, the global significance of the excess was 5.1σ.
These results provided conclusive evidence for the discovery of a new particle with mass
126.0 ± 0.4 (stat) ± 0.4 (sys) GeV. Until now, the measurements of the properties of this
particle have supported the assumption that it is indeed the SM Higgs boson. However,
to confirm the SM hypothesis, all of the accessible production and decay rates need to be
measured and finally compared to the SM predictions.
2.5.1. Higgs Boson Production and Decay
As already stated in the previous sections, the SM Higgs boson couples primarily to W
and Z bosons, t and b quarks. Hence, at the LHC, Higgs boson production is achieved
through the processes explained below. The theoretical cross sections refer to a mass of
125 GeV for the Higgs boson and a centre-of-mass energy of 13 TeV [27].
Gluon-gluon fusion, ggF: This is the dominant process where gg → H, Fig. 2.5a.
Here the internal loop is dominated by top quarks. Its cross section is 48.58+4.6%
−6.7% pb.
Vector boson fusion, VBF: Is the second most important production channel, where
qq → qqH and consists of the annihilation of two virtual vector bosons (W or
Z) which create a Higgs boson, Fig. 2.5b. The cross section for this process is
3.78 ± 2.7% pb.
Associated production with a vector boson, VH: The considered process is qq̄ →
VH, Fig. 2.5c. In case of the association with a W boson the cross section is 1.37 ±
1.9% pb and in case of a Z boson is 0.88+3.8%
−3.1% pb.
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Figure 2.5.: Feynman diagrams for Higgs production at the LHC.
Associated production with two heavy quarks, qqH: Here the Higgs boson is pro-
duced in association with a heavy quark pair, and the process is dominated by the
tt̄H process, Fig. 2.5d. The cross section for tt̄H is 0.507+5.8%
−9.2% pb.
Fig. 2.6a shows the different production cross sections as a function of
√
s at the LHC.
The branching ratios of the possible Higgs boson decay modes in the SM depend on
 [TeV]s
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Figure 2.6.: (a) Higgs boson production cross section as a function of
√
s for the different
production channels at the LHC. (b) Higgs boson decays BRs near its mass
[27].
its mass. The total width of the Higgs boson is predicted to be ΓH ' 4 MeV and the
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corresponding lifetime is τH ' 10−22 s [10]. Thus, the Higgs boson can only be detected
through its decay products. The partial width of each of the possible decays is related
to the couplings of the Higgs boson to the decay products. For this reason, the decays
into massive gauge bosons (W,Z) or fermions (b,τ) are the preferred decay channels and
account alone for over the 99% of the total width, Fig. 2.6b. Since the Higgs boson only
couples to massive particles, decays into two gluons or two photons occur through Next-
to-Leading-Order (NLO) loops of heavy particles in the Feynman diagrams [28], Fig. 2.7.
With a mass of 125 GeV, the Higgs boson’s preferred decay mode is H → bb̄, directly















Figure 2.7.: NLO decay modes of the Higgs boson into (a) gg and (b) γγ.
The H → bb̄ channel is very important and challenging and accounts alone for almost half
of the Higgs boson total decays. The tt̄H production channel is very important because
it allows the study of Higgs-top quark Yukawa coupling constant. The tt̄H with H → bb̄
allows the study of the Higgs boson decay in bb̄, otherwise prevented because of the pres-
ence of a large multijet background.
2.6. Summary of Run 1 tt̄H(H→bb̄) searches
The searches of the tt̄H process, with H → bb̄, are divided in different analyses according
to the considered decay channel for the tt̄ system. This can be all hadronic, single lepton
or dilepton.
Results were published both by the ATLAS and CMS collaborations based on the Run 1
data, at
√
s = 7 TeV and
√
s = 8 TeV. The CMS collaboration published the following
results:
• Search for the associated production of the Higgs boson with a top-quark pair [29].
This analysis presented a search of the tt̄H channel in different H boson decay
modes, using the dataset from
√
s = 7 TeV and
√
s = 8 TeV run periods. Regard-
ing the tt̄H(H → bb̄) analysis, both the dilepton and single lepton channel were
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considered and a BDT (see Sec. 6.4.4) was used to discriminate the signal from the
background.
• Search for a Standard Model Higgs Boson Produced in Association with a Top-
Quark Pair and Decaying to Bottom Quarks Using a Matrix Element Method [30].
This analysis used the data from the
√
s = 8 TeV period and investigated the
tt̄H(H → bb̄) in both the single lepton and dilepton channels using a particular
reconstruction techniques named matrix element method. This technique combines
both theoretical and experimental information in order to perform a probability cal-
culation that a certain measured event is consistent with background or signal hy-
pothesis. The usage of this technique improved the final separation and the results
from the previous analysis.
The results of the ATLAS collaboration using the Run 1 data are listed as follows:
• Search for the Standard Model Higgs boson produced in association with top quarks
and decaying into bb̄ in pp collisions at
√
s = 8 TeV with the ATLAS detector
[31]. This analysis used an ANN to discriminate signal from background and the
final state reconstruction involved the matrix element method in the single lepton
channel. The reconstruction information was used in the ANN to enhance its final
separation.
• Search for the Standard Model Higgs boson decaying into bb produced in associa-
tion with top quarks decaying hadronically in pp collisions at
√
s = 8 TeV with the
ATLAS detector [32]. This analysis considered the all hadronic channel and used
BDT techniques to discriminate the signal from the multijet background.
Both the ATLAS and CMS collaborations published combined results of their searches
[30, 32]. The ATLAS collaboration measured a signal strength µ (where µ = σobs
σSM
) of
1.4±1.0, while a signal strength of 1.2+1.6
−1.5 was measured by the CMS collaboration. The
ATLAS and CMS results have been combined and the resulting signal strength is 1.09 ±
0.11 [33].
The measurements of the tt̄H, with H → bb̄ process is one of the main goals of Run 2 at
the LHC. At
√
s = 13 TeV the tt̄H cross section increases by a factor of 3.9 compared to
the Run 1 period, while the cross section of the main tt̄ +jets background increases by a




CERN, LHC and the ATLAS Experiment
3.1. CERN and LHC
The Conseil Européen pour la Recherche Nucléaire (CERN), is a complex of laboratories
for physics research among the most important of the world. Founded in 1954, it is located
on the Franco-Swiss border near Geneva, in Switzerland. It was one of the first European
joint projects and at present day (2017) it has 22 member nations. Its goal is fundamental
physics, researching what the Universe is made of and how it works. CERN hosts the
largest and most complex scientific instrumentation, in order to study the building blocks
of matter. These instruments are particle accelerators and detectors: accelerators boost
beams of particles at very high energy or collide them at stationary targets; detectors col-
lect and observe the results of these collisions.
The LHC [34], Fig. 3.1, is a particle collider built in a circular tunnel 27 km in circum-
ference, which had been previously built for the Large Electron-Positron Collider (LEP)
accelerator. The tunnel is located approximately 100 m underground and it crosses the
Swiss and French borders near Geneva, in Switzerland.
The LHC is designed to collide two counter rotating beams of protons or heavy Pb ions.
Proton-proton collisions are at present at a centre-of-mass energy of 13 TeV per beam,
but this energy will be increased to 14 TeV in the future. Protons reach this energy us-
ing a complex chain of accelerators, of which the final step is the LHC: they are first
accelerated to 50 MeV using the LINear ACcelerator (LINAC), then they are injected in
the Proton-Syncrotron (PS) which increases the energy to 26 GeV, where they enter in
the Super-Proton-Synchrotron (SPS) to reach 450 GeV of energy. At this point, they are
injected in the LHC, grouped in bunches, se Fig. 3.2. The beams move around the LHC
ring inside a continuous vacuum guided by superconducting magnets which provide a 8.3
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T magnetic field, and are cooled by a huge cryogenics system, which operates at 1.9 K.
The beams are stored at high energy for hours and, during this time, collisions take place
inside the four main LHC experiments (see Sect.3.2). The main technical design parame-
ters of LHC are summarised in Table 3.1.
LHC Parameter Nominal Value
Beam Energy 7 TeV
Injection Energy 450 GeV
Dipole Magnetic Field 8.33 T
Space Between Bunches 7.5 m
Time Between Bunches 25 ns
Protons for Bunch 1011
Collision Angle 300 µrad
Beam Lifetime 10 h
Energy Loss per Loop 7 KeV
Power Radiated 3.7 KW
Table 3.1.: Design parameters (1995) of the LHC collider [35]
.
The LHC has been designed to reach the highest luminosity ever achieved, where the
luminosity L is a parameter defined as:
R = L · σ, (3.1)






where np is the number of protons per bunch, f is the frequency of circulation of the
bunches, k is the number of bunches, ρ is the mean square radius of the spacial distribu-
tions of protons in the orthogonal plane of the beam direction.
The expected peak luminosity is L = 1034cm−2s−1, so given the inelastic cross section for
protons at
√
s =14 TeV of σ = 70 mb, the expected event rate is given by:
R = 70 mb · 1034cm−2s−1 ≈ 1GHz . (3.3)
The number of events for a given process characterised by a cross section σ produced by
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Figure 3.1.: View of the LHC tunnel (a) and of one of the magnets (b).
3.2. Experiments at the LHC
At present day, there are seven experiments working at the LHC, all of them being large
international collaborations, unifying scientists from many institutes around the world.
The two largest ATLAS and CMS experiments, are devoted to the study of the particles
produced in the proton-proton collisions to search for new physics beyond the SM. They
are therefore designed in such a way to be able to investigate the largest possible range of
physics. They have independently designed detectors, to double confirm every potential
discovery.
The two medium-sized detectors A Large Ion Collider Experiment (ALICE) and LHCb
experiments have detectors specialised in the study of the LHC collisions related to spe-
cific phenomena. In particular, ALICE studies Pb-Pb collisions in order to investigate
quark-gluon-plasma, and LHCb has the main goal to study CP violation in B mesons.
The TOTEM and LHCf experiments are smaller in size. They are designed to focus on
forward produced particles (protons or heavy ions), and also measure the LHC luminos-
ity.
Finally, MoEDAL has the goal to look for the existence of magnetic monopoles and other
ionising stable massive particles. ATLAS, CMS, ALICE and LHCb are located around
the LHC ring inside huge underground caverns. TOTEM, LHCf and MoEdal are posi-
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tioned near CMS, ATLAS and LHCb respectively. A view of the four main experiments
positions is shown in Fig. 3.2
Figure 3.2.: A view of the accelerators and detectors at CERN, c© by CERN.
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3.3. ATLAS Experiment Overview
ATLAS is a particle physics experiment at the LHC at CERN, Fig. 3.3. The ATLAS de-
tector searches for new physics in the head-on collisions of protons at the LHC, and in
2012 announced the discovery of a new particle which is believed to be the Higgs boson.
The detector has to be able to detect as many signatures as possible in the very harsh LHC
environment, in order to obtain measurements of electrons, photons, muons, hadronic jets,
missing transverse momentum and also recognise the b-quark jets.
3.3.1. Coordinate System
In the description of the detectors, a cylindrical coordinate system is used. The LHC
beam direction defines the z-axis, and so the x-y plane is the plane transverse to the beam
direction. The x-axis points to the centre of the LHC ring and the positive direction of
the y-axis points upwards. The azimuthal angle φ is defined around the beam axis and
the polar angle θ is the angle taken from the beam axis. At high energies, it is convenient







and use it instead of the angle θ. The
transverse momentum pT =
√
p2x + p2y and all other transverse variables, are defined in
the transverse plane x-y.
The main design criteria of the ATLAS detector, were defined according to the following
requests:
• have very good electromagnetic calorimetry for electron and photon detection;
• have a full hadronic calorimetric-coverage for the jet and missing transverse mo-
mentum measurements;
• perform high-precision muon momentum measurements;
• guarantee an efficient tracking for leptons at high pT at high luminosity;
• perform τ-lepton and heavy flavour quark identification;
• have a good acceptance in η with a complete coverage for the azimuthal angle (φ).
The overall dimensions of ATLAS are defined by the muon spectrometer. The detector
has a cylindrical shape, with subdetectors arranged as concentric cylinders around the
beam axis. The outer chambers have a radius of 11 m and the length of the cylinder
around 45 m. The weight of the whole detector is approximately 7000 tons, see Fig. 3.3.
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Figure 3.3.: ATLAS experiment overview. The human figure in the bottom gives an idea
of the overall size of the detector.
3.3.2. Inner Detector
The Inner Detector (ID) is contained in a cylinder of radius 1.15 m and length of 7 m,
embedded in a 2 T solenoid magnetic field.
The required momentum and vertex resolutions need high-precision measurements to be
performed using fine-granularity detectors, given the very large track density of LHC.
These detectors also have to be radiation-hard in order to work for at least ten years. The
highest granularity is obtained using Semi-Conductor Tracker (SCT) and pixel detectors.
The SCT Barrel region comprises four cylindrical microstrip layers of silicon microstrips
modules and nine disks in the End-Cap, while the pixel detectors are made up of four
cylindrical layers of silicon pixels in the Barrel region and of three disks in the End-Cap.
The total number of precision layers must be limited because of the quantity of additional
material they introduce, which can perturb the measurements of the properties (energy and
momentum) of the particles produced in the collisions. Another reason is related to the
cost of such layers. In association with this high precision instrumentation, the Transition
Radiation Tracker (TRT) provides a larger number of tracking points, requiring much less
material per point and a lower cost.
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The ID combines discrete high-resolution semiconductor pixel and strip detectors in the
inner part, and continuous straw-tube tracking detector with transition radiation capability
in the outer part. This layout can be seen in Fig. 3.4.
In summary, in the ID the following technologies are present:
• The pixel detectors determine the primary vertex of the collisions and allow mea-
suring secondary vertices coming from the long lived particles such as B hadrons
and τ leptons. The system contains a total of 140 million detector elements, giving
a very high-granularity and precision resolution.
• The SCT consists of layers of silicon microstrip detectors designed to contribute to
the measurements of momentum, impact parameter and vertex position, providing
also a good pattern recognition using a high granularity.
• The TRT is based on the use of straw tube detectors, which can operate at very high
rates thanks to their thin size and isolation of the sensitive wires within individual
volumes filled with gas. The electron identification is enhanced employing Xenon
gas to detect transition radiation photons created in a radiator between the straws.
TRT provides a good discrimination between electron and hadron signals.
The ID layout provides full tracking coverage over |η| ≤ 2.5 and provide an experimental
resolution of 10 x 115 µm for the particle position. The ID reaches a designed resolution
of the track momentum of:
σpT
pT
= 0.05% × pT (GeV) ⊕ 0.1% . (3.5)
A fourth pixel layer has been installed in the ID in 2014 to recover the loss of sensitivity
of the Pixel Detector due to radiation damage. This Insertable B-Layer (IBL) has been
installed between the beam pipe and the Pixel Detector. The internal radius of IBL is 31
mm and the outer one is 38.2 mm, the sensors are present at a radius of 33.4 mm and
face the beam pipe on the range of |η| < 2.5. With its 50 x 250 µm pixels, the IBL adds
additional 12 million pixels to the overall Pixel Detector. The physics performance of
the ATLAS detector highly depends on the capabilities of the IBL, which provides an
improved vertexing and a better b-tagging [36].
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Figure 3.4.: A view of the Inner Detector layers.
3.3.3. Calorimeters
The ATLAS calorimetry system is designed to serve in a very harsh environment of
proton-proton collisions, in particular it has to be efficient at the high luminosity of LHC.
The overall structure of the ATLAS calorimeters is shown in Fig. 3.5.
The barrel Electromagnetic (EM) calorimeter is a highly granular Lead/Liquid-Argon
(LAr) sampling calorimeter, see Fig. 3.6. It has a good energy and position resolution
and covers the pseudorapidity region of |η| < 3.2. The EM calorimeter is housed in a
barrel cryostat, it surrounds the ID, in front of the solenoid which generates the 2 T mag-
netic field. The calorimeter is also very important for particle identification and hadronic-
electromagnetic separation (γ/π0, e/π separation, etc.). It also provides a precise position
measurements in η through high granularity. The design of the EM calorimeter is an ar-
rangement of absorber layers and active layers in a characteristic accordion geometry, see
Fig. 3.6b.
The ATLAS hadronic calorimeters cover the range |η| < 4.9 using different techniques
suited for the varying requirements and radiation environment over the large η-range. The
bulk of hadronic calorimetry is given by the Iron-scintillator tile calorimeter, which is
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Figure 3.5.: A view of the ATLAS calorimeters.
separated in a large barrel and two smaller extended barrel cylinders, one for each side
of the barrel, as shown in Fig. 3.6c. The Hadronic End-Cap (HEC) calorimeter and the
high density Forward CALorimeter (FCAL) share the LAr technology and are integrated
in the same cryostat, which houses the EM end-cap, see Fig. 3.7.
The coverage of the hadronic calorimeter guarantees a good missing transverse momen-
tum measurement, which is very important for many physics signatures and also for the
detection of SUSY particles. The energy resolution of the calorimetry system is sum-
marised in Table 3.2.











Table 3.2.: Nominal detector performance goals for the ATLAS calorimetry system.
3.3.4. Muon Spectrometer
The Muon Spectrometer (MS) uses the magnetic deflection of muon tracks inside the su-
perconducting air-core toroid magnets. It consists of separate trigger and high-precision
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(a) (b)
(c)
Figure 3.6.: EM and hadronic calorimeters. (a) EM calorimeter. (b) Accordion geometry
of the EM calorimeter. (c) Hadronic calorimeter.
tracking chambers. There are a Barrel and two End-Cap magnet regions, which can to-
gether cover the pseudorapidity region of |η| ≤ 2.7. This magnet configuration provides
a field that is mostly orthogonal to the muon trajectories and minimises the resolution
degradation due to the multiple scattering.
In the Barrel region, a precision measurement of the track coordinates along the principal
bending direction of the magnetic field is performed. Optical alignment systems have
been designed to satisfy the strict requirements on the mechanics and the survey of the
precision chambers.
In both the Barrel and the two End-Cap magnet regions, two different kinds of detectors
are installed. The first one is a trigger chamber system which provides a fast response. It
consists of Resistive Plate Chambers (RPC) and Thin Gap Chambers (TGC). The second
type are precision tracking chambers which provide more accurate measurements. They
consist of Monitored Drift Tubes (MDT) and Cathode Strip Chamber (CSC).
The trigger chambers system can provide a time resolution better than the LHC spacing of
25 ns, providing a trigger with a well-defined pT cut-off to reject low momentum particles
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Figure 3.7.: A view of the LAr calorimeter system, which includes the Barrel, Forward
and End-Caps EM calorimeters and the HEC and FCAL hadronic calorime-
ters.
originated in hadronic showers.
The requirements on the momentum resolution of the spectrometer are met by constantly
monitoring possible chamber deformations and positions, thanks to optical alignment sys-
tems. The momentum resolution is '10% at transverse momentum of 1 TeV.
The muon spectrometer defines the overall dimensions of the ATLAS detector, with a
length of 45 m and a radius of 11 m, see Fig. 3.8.
3.3.5. Magnet System
The ATLAS superconducting magnet system (whose elements are shown in Fig. 3.9),
consists of a Central Solenoid (CS) which provides the magnetic field to the ID, and a
system of three external large air-core toroids generating the magnetic field for the muon
spectrometer. These air core toroids are the two End-Cap Toroids (ECT) at both sides and
in line with the CS, and the Barrel Toroid (BT). The overall dimension of the external
large air-core toroids magnet system is 26 m in length and 20 m in diameter. The CS pro-
vides a central magnetic field of 2 T, parallel to the beam axis. It is positioned in front of
the EM calorimeter, sharing the same vacuum vessel, eliminating in this way two vacuum
walls.
Each of the three external toroids consists of eight coils assembled radially and symmet-
rically around the beam axis, providing a field between 0.15 T and 2.5 T, with an average
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Figure 3.8.: The muon spectrometer, with its barrel and end-cap regions.
of 0.5 T, while the end-cap magnetic field covers the range between 0.2 and 3.5 T. The
barrel and end-cap regions can cover together the pseudorapidity region of |η| < 3.
3.3.6. Trigger System
The trigger system of ATLAS has been successfully developed and used during the pe-
riod of Run 1 [37], however the increased instantaneous luminosity, beam energies and
frequency of the collisions in Run 2 implied the production of higher background rates
compared to Run 1. For this reason, during Long Shutdown 1 (LS1), many important
design changes and additions to the trigger and Trigger and Data Acquisition (TDAQ)
systems were performed [38]. In Run 2 the trigger system consists of a hardware and
a single software based trigger level, Level-1 (L1) and High-level trigger (HLT), see
Fig. 3.10. The reduction of the recording rate achieved is from 40 MHz of the bunch-
crossing rate to 100 kHz at the L1, with a final output rate of 1 kHz on average at the HLT
[39].
In Ref. [40], a strategy for the trigger menu in Run2 is reported.
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(a) (b)
(c)
Figure 3.9.: Magnetic system of ATLAS detector. (a) The eight coils of the barrel toroid.
(b) The end-cap toroids. (c) The central solenoid.
Level-1 Trigger
The primary event selection is performed using the information coming from calorimeters
and muon detectors by the L1 trigger level. The L1 trigger system in Run 2 consists
of different components: the Level-1 calorimeter trigger (L1Calo), Level-1 topological
trigger (L1Topo) [41], Level-1 muon trigger (L1Muon) and Central Trigger Processors
(CTP) [42]. L1Calo and L1Muon sublevels process the topological properties of the
event, such as angles between the objects. The L1Topo trigger makes some more complex
decisions performing some geometrical cuts. The CTP makes the final decision.
High Level Trigger
In Run 1, L1 trigger was followed by a Level-2 trigger which performed another selection
based on detailed physics properties. At this stage the rate was reduced to 2-3 kHz. A final
third-Level trigger finally used the full available information to decide which events to
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Figure 3.10.: Schematic overview of the Run-2 configuration of the Trigger and TDAQ
system.
save for an offline analysis and the final rate was here reduced to 300-400 Hz. In Run 2 the
Level-2 and Level-3 were merged in a single HLT farm to provide dynamic and simplified
resource sharing. With this configuration, the read-out system (ROS) computers save
network bandwidth and decrease the read-out request rate. For Run 2, many multivariate
analysis techniques have been developed and used at the HLT stage, as for example, in
electron and photon trigger systems [43]. The final rate for data is about 1 kHz at peak
luminosity at the HLT.
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Experimental Data and MC Modelling
The proton beams accelerated by the LHC collide at certain specific points along the
circumference where detectors are installed. The ATLAS detector is located at one of
these collision points, being devoted to the detection of the particles produced in these
collisions. The resulting experimental data is analysed by scientists. The data consists
of information about electrical voltages and currents that are recorded in all the different
active parts of the detector. This information is converted into tracks and energy deposits,
which are the building blocks for the reconstruction of the different physics objects. Some
modelling is also required to be compared with the real data, which is achieved through
MC simulation or from estimation of the experimental data.
4.1. Experimental Data
The first proton-proton beams were successfully circulated on 10th of September 2008 but
on 19th of September a serious fault damaged several superconducting magnets and the
machine had to stop. The repair required a long technical intervention and the LHC did
not work again until November 2009. First collisions at
√
s = 7 TeV took place on 30th
of March 2010 with the rest of the year mainly devoted to commissioning. During 2011,
over 5 fb−1 were delivered to both ATLAS and CMS experiments at
√
s = 7 TeV. Between
April and June 2012, over 5 fb−1 at
√
s = 8 TeV were delivered. These data allowed the
first observation of a particle compatible with the Higgs boson, as announced on 4th July
2012. The integrated delivered luminosity up to December 2012 was 23.3 fb−1. The LHC
paused its activity on December 2013 (Run 1) and it resumed in April 2015 at the centre-
of-mass energy of 13 TeV, very close to the nominal value. In the period of 2015-2016
over 43 fb−1 were delivered by the LHC. In Fig. 4.1, the corresponding luminosity dis-
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tribution over time is shown for 2015 and 2016, the colours refer to luminosity delivered
by the LHC (green), recorded by the ATLAS detector (yellow), and classified as good for
physics analyses after data quality checks (blue). At present, a L = 13.8 · 1033cm−2s−1
peak luminosity has been reached, Fig. 4.2a.
An important effect that can cause a significant degradation of the object reconstruction,
is the pile-up noise. Two different types of pile-up are defined: the in-time pile-up, origi-
nated by additional interactions in the same bunch crossing with respect to the hard scat-
tering process of interest, and the out-of-time pile-up, which is the effect of multiple inter-
actions from events prior or posterior to the analysed one. At 13 TeV and during the data
taking period of 2016, the mean number of interactions per crossing was µ = 24.9, see
Fig. 4.2b. This value is useful to quantify the overall pile-up conditions. The algorithms
used for the object reconstruction are designed to compensate for these degradation ef-
fects and recover the detector performance.
The analysis described in this thesis, is performed using data recorded at
√
s = 13 TeV by
the ATLAS experiment during 2015 and between April and July 2016. The corresponding
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Figure 4.1.: Integrated luminosity vs day up to December 2015 (a), and up to Septem-
ber 2016 (b), delivered to (green) and recorded by the ATLAS experiment
(yellow) during stable beams and for pp collisions at
√
s = 13 TeV.
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Figure 4.2.: (a) Peak luminosity vs day in 2016. (b) Mean number of interactions per
crossing for the 2016 pp collision data.
4.2. MC Modelling of Physics Processes
The ATLAS simulation chain consists of four different steps [44]: generation of the event
(event generation), simulation of the detector geometry and physics interactions with ma-
terial (detector simulation), digitisation of the signals (voltages and currents) in the sen-
sitive regions of the detector. The output of the simulation chain is presented in a format
identical to the output of the ATLAS data acquisition system in a way that both the simu-
lated and real data can be run through the same trigger and reconstruction packages. This
final step is devoted to the reconstruction of physical quantities and is discussed in Chap-
ter 5. The simulation chain is depicted in Fig. 4.3
Figure 4.3.: ATLAS simulation chain.
43
4. Experimental Data and MC Modelling
4.2.1. Event Generation
Given that protons are composite particles made of partons, the modelling of pp collisions
at the LHC demands a deep understanding of high energy (short distance) deep-inelastic
interactions (that is possible to describe through a perturbative QCD approach) and low
energy (long distance) structure of the proton and the interactions of its composing partons
(non perturbative QCD). The separation between these two regimes is defined through an
arbitrary factorisation scale, µF , that sets a limit on the energy regime where the running
of αS becomes too large to permit a convergence of the perturbation series. This splitting
leads to the factorisation theorem [45], whose main idea is explained as follows. In the
centre-of-mass frame, the hard interactions between partons occur very quickly relative
to the time for them to interact. As a result, the hadronic collision can be factorised into a
parton collision weighted by PDFs, fi(xi), which expresses the probability for the parton
of flavour i to carry the momentum fraction, xi, of its parent hadron. A specific process





dx1dx2 fi(x1, µ2F) f j(x2, µ
2
F)σ̂i j(x1 p1, x2 p2,Q
2, µ2F) , (4.1)
where the sum runs over gluons and quarks in the colliding protons, and σ̂i j is the pertur-
bative cross section for collisions of partons i and j, and can be calculated via the Feynman
diagrams according to the Fermi Golden Rule and to the perturbation theory. The hard
scale Q2 is typically chosen at the invariant mass2 of the final state of the considered pro-
cess. The factorisation scale, µ2F , is usually taken to be equal to the renormalisation scale
µ2R which is also ' Q
2. In the case of tt̄H, µF could be chosen equal to mtop + mH/2.
Since QCD cannot predict the actual form of the PDFs, they need to be experimentally
evaluated and parametrised at a starting scale Q20. Historically the data from experiments
for the PDFs determination come from deep inelastic scattering experiments performed
mainly at HERA electron-proton collider of DESY. The functions are parametrised with
respect of x at defined a starting scale Q20 from fits to the experimental data and then ex-
tended to higher scales Q2 using the Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP)
equations. These equations are computed for the quarks and gluons respectively and take
the form:
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Pgq ⊗ (qi + q̄i) + Pgg ⊗ g
 , (4.3)
where q ≡ fq is the quark density and g ≡ fg is the gluon density, ⊗ indicates the convo-
lution integral:











and P(z)ab are the universal parton splitting functions that are defined as the distribution
of the fraction z of the energy of the parton a carried by the parton b in the parton splitting
process a → b. At present day, several collaborations provide PDF sets to be used for
simulation purposes, some of them are CTEQ [46], NNPDF [47] and MSTW [48], the
latter displayed in Fig. 4.4.
At high energy collisions, high momentum transfers between partons occur, thus they
are drastically accelerated. As in the case of the electrically charged particles, which emit
photons when accelerated as described by Quantum-Electro-Dynamics (QED), coloured
partons emit gluons following QCD. Unlike photons, that do not carry any electrical
charge, the gluons do carry colour charge, so they can emit further QCD radiation them-
selves. This effect leads to the formation of parton showers. Each parton shower emission
is relative to a phase space region where emissions are collinear or soft (low energy) and
can be described as high order corrections to the hard process. For practical reasons an
approach based on a particular approximation scheme is used. In this approach, only the
dominant contribution is included for each order.
Considering a collinear splitting of a parton i in j + k, q → q + g, and assuming that the
differential cross section for n partons before the parton splitting is dσn, the cross section






dzdφPi j(z, φ) , (4.5)
where, θ and φ are the transverse and azimuthal angle of the splitting, and Pi j are the
splitting functions mentioned above. The parton shower develops iteratively starting from
each of the partons which take a role in the hard process. The probability of not splitting
during the evolution between two scales q21 and q
2
2 is given by the Sudakov form factor:
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Figure 4.4.: Parton density functions and their dependence on x f (x,Q2) at Q2 = 10 GeV2
and Q2 = 104 GeV2, obtained by the MSTW 2008 NLO group. It is possible
to notice the dominance of the gluon for small x ranges and of the valence























q2 is used. The range [zmin, zmax] specifies the range
in z in which the emissions are resolvable, outside they cannot be detected and they are
not included in the parton shower. To better understand the Sudakov form factors, it is
possible to consider the analogy in the radioactive decay, where having a decay probabil-
ity per unit of time λ, the probability for a decay not to occur in the time interval ∆t is
given by e−λ∆t.
Fixing the scale beyond which the parton shower cannot develop any more (hadronisation
scale) to Q20, whose value is typically 1 GeV
2, the parton shower is generated as follows.
Given an initial scale Q2 (which is referred to as resummation scale) one needs to solve
the equation ∆i(Q2, q21) = R1 for a scale q
2
1 where R1 is a random number thrown in the
range [0,1]. If the resulting q21 is below the hadronisation scale then the splitting is unre-
solved and the shower is terminated, otherwise the splitting occurs and the procedure is
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repeated for the resulting partons iteratively taking as initial scale q21, until all the resulting
splittings fall below the scale Q20. At each step, the z and φ for the produced emissions are
computed according to the splitting functions Pi j(z, φ) using Monte Carlo methods.
Once the parton shower emissions fall below the hadronisation scale, the hadronisation
process starts to develop. In this energy regime the strong coupling constant αS is large
enough to confine the partons in colourless hadrons. The hadronisation process occurs at
a level where the perturbative approximations of QCD are not reliable any more. For this
reason, the formation of hadrons is described through phenomenological models. Two im-
portant examples of such models are the Lund String Model [50] and the Cluster Model
[51]. The first comes from the observation that the potential energy of colour sources, such
as quark-antiquark pairs, increases linearly with their separation if their distance is large
enough. This linear increase of the potential corresponds to a force of attraction which
is independent on the distances of the colour charges. Due to the gluons self interactions
the field lines are attracted to each other and collapse into a string (this is not the case for
electromagnetic field lines, which are spread away because the photon has no self inter-
action). Since the quark and the antiquark move rapidly apart, the string is stretched and
the potential energy grows. Once this potential reaches the order of the hadron masses,
then the string can break along its length by creating a new quark-antiquark pair. The
new quark and the new antiquark are connected by the two remaining string segments to
the original antiquark and quark respectively. The two pairs created in this way continue
to move apart, so the two strings stretch and the process starts again iteratively until all
the energy is converted in hadrons. A visual representation of such a process is shown in
Fig. 4.5. A typical MC generator involving the Lund String Model for the hadronisation
is Pythia [52].
The Cluster Model uses a property of the parton shower which is known as colour pre-
confinement that was found by Amati and Veneziano [54]. The property basically implies
that the partons created during the parton shower form colour singlet structures, called
clusters, which have an asymptotic invariant mass distribution. These clusters are identi-
fied as proto-hadron structures that decay into the hadrons observed in the final state. MC
generators that use the cluster model are Herwig [55] and Sherpa [56]. Fig. 4.6 shows a
visual representation of this model.
Fig. 4.7 summarises the different generation stages taking as an example the tt̄H process.
At the beginning the momenta of the partons participating in the hard scattering are ob-
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Figure 4.5.: A visual representation of the Lund String Model for the hadronisation pro-
cess. A represents the world-sheet of the string; h1, h2, ..., hn represent the
hadrons produced by the string breaking [53]
.
Figure 4.6.: A visual representation of the Cluster Model for the hadronisation process
[53]
.
tained using the PDFs parametrised at the energy scale of the considered process. Then,
the red portion of the figure represents the first stage in the event generation, being the
hard-scattering followed by the decays of the created Higgs boson and top quarks, de-
picted as red blobs. Scientists in the ATLAS collaboration use several different matrix
element generators for the modelling of the hard process. Some of them are Sherpa [56],
MadGraph [57] and Powheg [58]. The accelerated coloured partons radiate gluons which
create the parton shower (depicted in blue). This radiation corresponds to high order
corrections to the hard process and simulates the Initial State Radiation (ISR) and the
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Final State Radiation (FSR). The next stage of the simulation consists in the transition
of the partons produced in the parton showers into colourless hadrons. This process is
called hadronisation and it is depicted with the green circles. The decay products of these
hadrons, are then shown with the green lines. MC generators used for the parton showers
and hadronisation are typically Herwig [55] or Pythia [52].
The final step is the simulation of the Underlying Event (UE) (violet), which describes
possible interactions between the proton remnants, contributions of ISR and FSR, Multi
Parton Interaction (MPI) or in-time pile-up.
Figure 4.7.: A schematic illustration of the different steps of a MC event generation.
4.2.2. Detector Simulation and Digitisation
All the simulated particles that have a lifetime large enough to travel from the interac-
tion point through the detector, are processed using an ATLAS detector simulation using
Geant4 [59], which is a framework that provides a simulation of interactions of particles
with the matter that builds the detector components. Since the computing time needed
to perform this step is very large, often a simplified simulation model for the calorimeter
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Sample Generator PDF Shower Normalisation
tt̄H MG5_aMC NNPDF3.0NLO Pythia 8.2 (N)NLO
tt̄ + jets PowHeg CTEQ6L1 Pythia 6.428 NNLO+NNLL
W + jets Sherpa CT10 Sherpa 2.1.1 NNLO
Z + jets Sherpa CT10 Sherpa 2.1.1 NNLO
Single top (s-channel, Wt) PowHeg CT10 Pythia 6.428 aNNLO
Single top (t-channel) PowHeg CT10f4 Pythia 6.428 aNNLO
tt̄V MG5_aMC NNPDF3.0NLO Pythia 8.2 NLO
Diboson Sherpa CT10 Sherpa 2.1.1 NLO
Table 4.1.: A summary of the various physics samples and the used hard processes gener-
ators, PDFs, parton shower and the normalisation precision considered for the
calculation of the cross section [61].
response is used. Such simulation is called fast simulation and labelled as AFII, while
the complete one is referred to as full simulation, or FS. After this, a digitisation software
is used to transform the output obtained with Geant4 in the default output format of the
detector. Finally, after the digitisation step, the events are reconstructed as it is explained
in Chapter 5. In the following sections, the simulation and data-driven techniques used
to model the tt̄H signal and the background processes are described. All samples use a
top quark mass of 172.5 GeV. Decays of b and c hadrons are simulated using EvtGen
v1.2.0 [60], except in samples simulated by Sherpa. The Table 4.1 summarises the differ-
ent MC samples considered for the analysis presented in this thesis.
4.3. Monte Carlo Samples
4.3.1. Signal Modelling
The tt̄H signal modelling is performed using MadGraph5_aMC@NLO version 2.3.2 [62]
(referred to in the following as MG5_aMC) for the matrix element (ME) calculation, in-
terfaced to Pythia 8.210 [63] parton shower (PS) generator using the A14 tune [64] for the
tunable parameters used to model the UE. The used PDF setting is NNPDF3.0NLO [47],
while the factorisation and renormalisation scales are both set to µF = µR = HT/2, where
HT is the scalar sum of the transverse masses
√
p2T + m2 of all the particles appearing in
the final state. The decay of the top quarks is simulated by MadSpin [65], which pre-
serves all the spin correlations. The mass of the Higgs boson is set to 125 GeV and all its
possible decay modes are included. The tt̄H cross section is computed at NLO [66–70].
The branching fractions for the Higgs decays are calculated using HDECAY [71].
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4.3.2. tt̄ +jets Background Modelling
The dominant tt̄ background is modelled using the Powheg-Box v2 NLO generator [58,
72–74] using the CT10 PDF. The simulation is done setting the hdamp parameter, which
controls the pT of the first emission beyond the Born level, equal to the top quark mass.
To model the parton shower and the hadronisation, Pythia 6.428 [52] is used together with
the CTEQ6L1 PDF set [46] and the Perugia2012 [75] UE tune. The obtained sample is
normalised to the Top++2.0 [76] theoretical cross section of 832+46
−51 pb, which is calcu-
lated at NNLO in QCD and includes resummation of NNLL soft gluon terms [77–81]. In
addition, some alternative tt̄ samples are used to derive systematic uncertainties. They are
described in Sec. 7.1.3.
For both, the nominal and the alternative tt̄ samples, a correction is computed for the top
quark pT and the pT of the tt̄ system in order to match predictions at NNLO accuracy
in QCD [82, 83]. This method is referred to as a reweighting procedure. The correction
defined in this way is not applied to the tt̄ events with additional b-jets. Those events have
instead a dedicated reweighting which is described below.
A categorisation is defined for the tt̄ background according to the flavour of the additional
jets produced in an event, this procedure is the same as in Ref. [84]. Such as it is ex-
plained in Chapter 5, jets are reconstructed starting from stable particles using the anti-kt
algorithm. The flavour of the jets is determined by matching within a radius of ∆R < 0.4
to b or c hadrons. Jets matched to exactly one b hadron, with pT above 5 GeV, are labelled
b-jets, while those matched to two or more b hadrons are labelled B-jets (without pT re-
quirement on the second hadron). For c and C jets the definition is analogous. Events
which have at least a b or B-jet, excluding jets from top or W decays, are labelled as
tt̄+ ≥ 1b, while the events without any b or B-jet but with at least one c or C-jet are la-
belled as tt̄+ ≥ 1c. These two contributions together are referred to as tt̄ +HF. The events
with no tt̄ +HF jets are labelled as tt̄ +light.
It is possible to define a more detailed classification: the events which have at least three
b or B-jets are labelled as tt̄+ ≥ 3b, those having exactly two b or B-jets are labelled
as tt̄ + bb̄, those having only one B-jet are labelled as tt̄ + B, and finally those having
only one b-jet are labelled as tt̄ + b. Events with c jets or C-jets can be divided anal-
ogously. The latter classification is particularly useful for modelling studies, i.e. to
compare the produced events among generators and to derive corrections or estimate
uncertainties. Since the tt̄+ ≥ 1b is the main background, it is important to model it
with the best possible precision. Thus the nominal Powheg+Pythia 6 sample and all the
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other alternative tt̄ samples are corrected in order to match the predictions of a NLO
tt̄ + bb̄ sample generated using Sherpa+OpenLoops [56, 85]. This sample uses CT10
four-flavour scheme PDF set. For this sample, the renormalisation scale is set to the




T,i , while for the factorisation scale, the value
is set to HT/2 = 12
∑
i∈FS ET,i. The resummation scale, which sets an upper bound for the
hardness of the parton shower emissions, is set to HT/2. The correction is performed
by applying a kinematic reweighting separately in all of the tt̄+ ≥ 1b sub-categories
(tt̄ + bb̄, tt̄ + B, tt̄ + b, tt̄+ ≥ 3b), in such a way that at the end the relative normalisa-
tion of the sub-categories and the kinematic distributions match the ones obtained with
Sherpa+OpenLoops. In each sub-category, a reweighting is applied using the pT of the top
quark and of the tt̄ system. This is followed in the tt̄+ ≥ 3b and tt̄ + bb̄ sub-categories by
a reweighting of the ∆R between the b-jets and the pT of the b-jet system. In the tt̄ + B and
tt̄ + b sub-categories, the B or b-jet pT and η are used instead. Some topologies included
in the NLO calculations and labelled as tt̄+ ≥ 1b are not reweighted, these include events
with b-jets from MPI and from FSR. The predicted cross section for all the sub-categories
and for the different generators considered, is shown in Figure 4.8.
4.3.3. Other Backgrounds
Other background samples used in this analysis consist of single top production, W/Z+jets,
diboson production in association with jets, tt̄V (V = W,Z) events. The Wt and s-channel
single top quark backgrounds are obtained using the Powheg-Box 2.0 generator and the
CT10 PDF set [87, 88]. To handle the overlap between the tt̄ and Wt, the diagram re-
moval scheme [89] is used. The t-channel single top-quark events are generated with
the Powheg-Box v1 generator and the CT10f4 PDF. All these samples are interfaced to
Pythia 6.428 with the Perugia 2012 UE tune. The t- and s-channel samples are normalised
to the NNLO cross sections predictions of [90–92].
The W/Z+jets events and diboson production in association with jets samples are gener-
ated with Sherpa 2.1. For W/Z+jets samples, matrix elements are calculated for up to two
partons at NLO and four partons at LO using the Comix [93] and OpenLoops genera-
tors with the Sherpa parton shower [94] using the ME+PS@NLO prescription [95]. The
events are normalised to the NNLO cross section as [96]. The diboson+jets samples are
generated following the same approach but with up to one additional parton at NLO and
up to three additional partons at LO. They are normalised to their respective NLO cross
sections.
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Figure 4.8.: The predicted cross sections for each of the tt̄+ ≥ 1b sub-categories [61].
The inclusive prediction obtained with Powheg+Pythia 6 is compared to the
four-flavour calculations from Sherpa+OpenLoops and from MG5_aMC
with different parton showers. The reweighting to Sherpa+OpenLoops has
not been applied.
Events for tt̄V are generated using a NLO matrix element with MG5_aMC interfaced to




Object reconstruction at ATLAS
The ATLAS detector provides information for reconstruction of the objects in the final
state of proton-proton collisions. The detector has an onion-like structure being com-
posed by several cylinders one inside another. Each sub-detector is designed to identify
and measure a particular set of particles.
Particles pass first through the tracking system, which is the innermost layer, able to re-
construct the tracks of the electrically charged particles. These tracks are bent by the
solenoidal magnetic field so that the sign of their electric charge and momentum can be
measured.
Particles pass then through the electromagnetic and hadronic calorimeters, which mea-
sure their energy. Calorimeters can interact with particles also if they are not electrically
charged, as for example is the case for photons. Analysing the amount of particle energy
loss inside the calorimeters, it is also possible to discriminate between particles which
can or cannot interact strongly. In this way, for example, hadrons are distinguished from
electrons and photons.
Particles which are not stopped by the calorimeter system, can be detected using the exter-
nal muon tracking system. A sketch of the various particle signals in the different layers
of the ATLAS detector, is shown in Fig. 5.1a.
Using this information, it is possible to identify particles and reconstruct their momentum
and energy, Fig. 5.1b shows an example of event reconstruction in ATLAS. It is impos-
sible though to directly detect neutrinos, which interact only weakly with matter. Some
indirect information can be deduced from the so-called missing transverse momentum.
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(a)
(b)
Figure 5.1.: Fig. 5.1a: Onion-like structure of ATLAS and particle identification for each
layer, Fig. 5.1b: A display of a collision event at the ATLAS experiment. It
shows a good candidate for a Higgs boson decaying into four leptons with a
total mass of about 124.5 GeV (H → ZZ → 4e). The electrons are shown by
red tracks inside the tracker and green ones in the calorimeters.
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5.1. Particle tracks and primary vertices
The passage of charged particles through the detector leaves some tracks, whose detec-
tion and reconstruction is crucial to identify electrons, muons and reconstruct interaction
vertices. Track reconstruction happens in the ID, where it is performed following differ-
ent steps each one using a different pattern recognition algorithm [97]. The algorithms
employed use a so called inside-out pattern recognition technique. Its main idea is to
build the track seeds starting from space points located inside the silicon detector and
then extending the track candidate out towards the TRT. The hits not used by this algo-
rithm, are then taken into account by a back-tracing (also called outside-in) algorithm.
This algorithm does the opposite to the inside-out one, starting to seed in the TRT and
then extending the obtained track candidate towards the silicon detectors. After the back-
tracing another inside-out sequence is employed but with a looser pattern requirement for
the recognition of the tracks. The goal of this last step is to collect the missed low pT
tracks. For this reason this is called low pT tracking.
The parameters that are considered in the reconstruction of the tracks are: the minimum
distances to the interaction point defined in the transverse plane, d0, and in the longitudi-
nal direction, z0; φ and θ angles defined in the transverse and in the longitudinal direction
respectively; qp being the charge of the track divided by the momentum. A visual repre-
sentation of these parameters is shown in Fig. 5.2. In order to improve the performance of
the algorithms, some quality cuts are defined and used at the different stages of the track
reconstruction.
Since a great number of protons collide at each bunch crossing, for each event, several
interaction vertices can be reconstructed. Adaptive vertex fitting algorithms [98] are used
to reconstruct primary vertices from a combination of tracks. Some boundary conditions
are employed to keep the vertices inside the estimated location of the spatial region de-
fined around the interaction point and in which the beams’ profiles overlap (beam spot).
To improve the resolution on the vertices’ spatial position, the vertices are required to
have at least two associated tracks with pT > 400 MeV. The vertices are ordered by sum
of the p2T of the associated tracks of the considered vertex. The one with the highest sum
is considered to be the primary vertex, while the others are labelled as pile-up vertices.
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Figure 5.2.: A track reconstructed with respect to two different surfaces: with a Perigee
representation of the track (left), with an intersection with a planar surface
(right) [99].
5.2. Leptons
The design of the ATLAS detector permits a very efficient detection of charged leptons
through the reconstruction of charge, momentum and direction of the tracks. Since the
analysis described in this thesis does not make explicit use of the tau-leptons, their re-
construction is not discussed here. Depending on the decay mode, the tau-leptons are
reconstructed as isolated electrons or muons or as jets.
5.2.1. Muons
To reconstruct the muons, the information coming from different subdetectors (inner de-
tector, calorimeters and muon spectrometer) is combined [100]. Depending on the recon-
struction method, muons can be defined within four different categories:
• Stand-alone muons: The muon trajectory is only reconstructed from hits in the MS.
The tracks are built starting from the segments found in the muon stations, which
are combined together, and extrapolated back to the beam line, taking into account
the energy loss in the calorimeters.
• Segment-tagged muons: This classification applies if a track of the ID is matched
to at least one track segment coming from the MDT or CSC chambers.
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• Calorimeter-tagged muons: The muon is reconstructed by a combination of tracks
in the ID and energy deposits in the calorimeters that are consistent with an energy
deposit by minimum ionising particles.
• Combined muons: A fit algorithm combines the independent reconstruction ob-
tained in the MS and in the ID. This reconstruction algorithm has the best pT
resolution and rejection efficiency for fake muons.
In order to fulfil the requirements of the different physics analyses performed in ATLAS,
four different identification selections are provided (Medium, Loose, Tight, High-pT ).
The Medium identification criteria is used as default selection for muons in ATLAS and it
minimises the reconstruction and calibration uncertainties. Some corrections are applied
to MC simulations in form of efficiency scale factors, in order to match isolation and
trigger efficiency in data. These corrections are obtained by comparing MC predictions to
large samples of J/ψ → µµ and Z → µµ data events using the tag-and-probe method. In
Fig. 5.3 the efficiency of the reconstruction for Medium muons as a function of their pT
is shown. As can be seen, it is very close to 99%.
Figure 5.3.: Reconstruction efficiency for the Medium muon selection as a function of the
pT of the muon, in the region 0.1 < |η| < 2.5 as obtained with Z → µµ and
J/ψ → µµ events. The studies are performed using 3.2 fb−1 of pp collisions
data at
√
s=13 TeV collected in 2015 [100].
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5.2.2. Electrons
To reconstruct electrons, information coming from the ID and from EM calorimeter is
combined [101]. The reconstruction is achieved in two steps. The first one, referred to
as cluster reconstruction, creates an electron candidate using the EM calorimeter clusters
that are matched to the corresponding tracks in the ID. The clustering in the EM calorime-
ter is done using the sliding window algorithm [102]. In this algorithm the cells within a
rectangular window with the size of 3x5 towers size (a tower size is 0.025x0.025 in the
[η, φ] phase space) are summed and the position of the window is chosen to maximise the
energy deposit inside it.
The second step is called electron identification. In this step, a discrimination between
signal-like or background-like electrons (these can come from converted photons or hadronic
showers in the calorimeters) is achieved through a likelihood method [103]. This method
is an MVA algorithm that uses probability density functions associated to signal and
background built from discriminating variables based on electron track and cluster mea-
surements, such as calorimeter shower shape, quality of the matching between track and
calorimeter cluster, track quality, energy lost to bremsstrahlung, and hadronic leakage.






where PS/B,i(xi) is the signal/background probability density function of the i-th variable






Cutting on this discriminant, five different operating points for the electron reconstruction
are defined: Very Tight, Tight, Medium, Loose, Very Loose, each one corresponding to
different levels of electron efficiency and background rejection.
As for the muons, some corrections are applied to MC simulation in form of efficiency
scale factors, in order to match isolation and trigger efficiency in data. These corrections
are obtained by comparing MC predictions to J/ψ → ee and Z → ee data samples using
the tag-and-probe method. In Fig. 5.4 the combined electron reconstruction and identifi-
cation efficiencies in Z → ee events as a function of the transverse energy ET , and as a
function of pseudorapidity η are shown [104].
60
5.3. Jets
Figure 5.4.: Combined electron reconstruction and identification efficiencies in Z → ee
events as a function of the transverse energy ET , integrated over the full
pseudorapidity range (left), and as a function of pseudorapidity η, integrated
over the full ET range (right). The data efficiencies are obtained from the
data-to-MC efficiency ratios measured using J/ψ→ ee and Z → ee tag-and-
probe method, multiplied by the MC prediction for electrons from Z → ee
decays [104].
5.3. Jets
After a pp collision, charged and neutral hadrons are produced and appear in form of jets
of particles. These ensembles of particles are interpreted as coming from a two-stage pro-
cess involving the production and subsequent fragmentation of gluons or quarks. Jets are
also referred to as a spray of collimated particles. As already explained in Sec. 4.2.1, the
process of generation of colourless hadrons from the partons and the following formation
of the jets is called hadronisation. A jet is identified by the detector, which reconstructs its
momentum and direction, giving information about the parton that generated it. Jets used
to develop the analysis presented in this thesis are reconstructed with the anti-kT algorithm
[105], which is a particular sequential recombination jet algorithm. These algorithms are
designed to provide a jet reconstruction that is insensitive to the so called infrared and
collinear (IRC) emissions. In fact, soft (infrared) gluon emissions can lead to an incorrect
reconstruction of jets. These algorithms use the idea of defining a jet as the cone region
around some distances between clusters of dominant energy flow. The distance between
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clusters i and j is defined as:








where ∆2i j = (φi − φ j)
2 + (yi − y j)2, and pT,i, yi and φi are respectively the transverse mo-
mentum, rapidity and azimuthal angle of particle i. For p = 1 one recovers the inclusive
kT algorithm, the case where p = 0 corresponds to the inclusive Cambridge/Aachen algo-
rithm. The case of p = −1 corresponds to the anti-kT algorithm. The latter is an IRC safe
algorithm that gives as an output circular hard jets. R is a radius parameter that defines
the size of the jet. For the analysis presented in this thesis, jets with R = 0.4 are used.
Fig. 5.5, shows the reconstruction of jets using different algorithms.
Figure 5.5.: A sample parton-level event clustered with four different jet algorithms
[105].
As inputs to the jet algorithm topological calorimeter clusters (topo-clusters) are chosen
[102]. The clusters are obtained from the topological algorithm, which starts with a seed
cell and iteratively adds to the cluster the neighbour of a cell already in the cluster, pro-
vided that the energy in the new cell is above a threshold defined as a function of the
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expected noise. This algorithm is efficient at suppressing noise on clusters with large
number of cells. It is the best algorithm for jet and missing transverse momentum recon-
struction.
After a jet is reconstructed, some corrections are applied [106, 107]:
• pile-up corrections, whose aim is to subtract the energy deposit due to pile-up pro-
cesses from the reconstructed jet energy;
• correction to the jet directions;
• calibration of the energy of the jet based on MC generated samples;
• a final correction to data derived using in-situ measurements.
In order to reduce a pile-up component of the reconstructed jets, a quantity referred to
as Jet Vertex Fraction (JVF) is defined. This quantity is defined as the scalar sum of
transverse momenta of all the tracks matched to the considered jet divided by the sum of
transverse momenta of tracks within the jet and originated from the hard-scatter vertex.
This can also be interpreted as the fraction of the energy of the jet that is associated to the
hard interaction [108]. During Run 1, a cut on the JVF of 0.5 was applied. This removed
the pile-up contribution on the jet reconstruction, but led to hard-scatter jet efficiencies
that depended on the number of reconstructed primary vertices in the event. For this rea-
son, for Run 2, new track-based variables were developed in order to obtain a hard-scatter
jet efficiency stable as a function of the number of primary vertices. These variables, are
combined in an MVA algorithm called Jet Vertex Tagger (JVT) [109]. Fig. 5.6 shows ef-
ficiency curves for JVF and JVT and their dependence on the number of primary vertices.
5.4. b-tagging
It is crucial for the analysis described in this thesis to be able to distinguish jets originating
from light quarks from jets from heavy quarks, as for example b-quarks. To identify jets
produced from a b-quark, sophisticated techniques are used, which are grouped together
in a process called b-tagging. The goal of each b-tagging algorithm is to identify the
b-jets with the highest efficiency possible and rejecting the background arising from jets
originated from light-quarks, c-quarks or gluons. The idea behind the b-tagging is to take
advantage of the fact that, when hadronising, b-jets contain b-hadrons such as B±, B0 and
Bs. These hadrons are typically long lived particles, with the mean lifetime of the order
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Figure 5.6.: (a) Fake rate from pile-up jets versus hard-scatter jet efficiency curves for
JVF and JVT. (b) Number of primary vertices dependence of the pile-up jet
fake rate when imposing cuts on JVT (blue) and JVF (violet) such that the
inclusive hard-scatter jet efficiency is 90% [109].
of τ '1.5 ns. This means that these particles (having energy of the order of tens of GeV)
would travel for on average 3 mm before decaying. This behaviour can lead to two effects
that can be used for b-jet tagging:
• Presence of secondary vertices in the primary jet;
• Presence of soft leptons inside the jet originating form the semileptonic decay of
the b-hadron.
A schematic depiction of this mechanism is shown in Fig. 5.7. Using ID information, it is
possible to detect a presence of a secondary vertex in the event and use it to identify the
b-quark jets.
There are several b-tagging algorithms in ATLAS, which are sometimes combined using
dedicated MVA techniques, which provide the best performance in the separation of b-jets
and other flavour jets [110]. The MV1 tagger, widely used during Run 1, was a neural
network discriminant which combined several MVA based taggers. In Run 2, a new BDT
based tagger called MV2, combines together 24 input variables. Three different versions
of the MV2 tagger are provided, each one distinguished by the contribution of c-jets used
in the training phase for the background discrimination. The taggers used in this analysis
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Figure 5.7.: Visual representation of a b-hadron decay within a jet resulting in a sec-
ondary vertex displaced to the primary vertex
is the MV2c10 which corresponds to a 15% c-jet fraction. A cut on the output of the
MV2 distribution defines an operating point which corresponds to a specific b-jet tagging
efficiency and background rejection. Data/simulation efficiency scale factors are defined
to correct the b-tagging efficiency in simulation to data. Table 5.1 shows operating points
for the MV2c10 b-tagging algorithm, including benchmark numbers for the efficiency and
rejections rates.
BDT Cut Value b-jet Efficiency [%] c-jet Rejection light-jet Rejection
0.9349 60 34 1538
0.8244 70 12 381
0.6459 77 6 334
0.1758 85 3 33
Table 5.1.: Operating points for the MV2c10 b-tagging algorithm, including benchmark
numbers for the efficiency and rejections rates [110].
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5.4.1. Tag Rate Function
Requiring three or four b-tagged jets for a background dominated by light jets, reduces
significantly the number of selected MC events, making the modelling of such back-
ground a challenging task. The reduced statistics together with the large cross sections of
some backgrounds can produce large statistical fluctuations in the kinematic distributions,
which lead to instabilities in the likelihood fit, used to extrapolate a parameter of interest,
due to spiky templates. To mitigate this effect the Tag Rate Function (TRF) method is
used [111]. According to this method, no event is rejected based on the number of b-
tagged jets, but a per-event weighting is applied. The event weight is obtained through
the jet tagging efficiency, ε, which is a function of pT , η, and flavour of the jet. In this
way, for a given event with N jets jets, the probability to contain exactly Nb b-tagged jets is
defined as:









1 − ε j
) ,
where the sum is calculated for all the permutations in which Tm (Un) designates the
subset of m (n) jets considered (un)tagged.
As a consequence, the probability that a considered event consists of at least Nb b-tagged
jets is:
P(Ntag ≥ Nb|N jets) = 1 −
∑
Nb′<Nb
P(Ntag = Nb′ |N jets) .
With this method, a permutation is selected among all the possible ones for N jets and a
given number of b-tags. The permutation is chosen according to the procedure described
in the following. At a first step, the sum of the TRF weights defined above, S , for the
permutations corresponding to a precise number of b-tagged jets is computed, and each
partial sum, S X is calculated and recorded. At a second step, a random number in the
uniform range between 0 and 1 is selected. The permutation i corresponding to the partial
sum up to i, which value is greater or equal to the random number, is chosen. A scheme
showing this procedure is shown in Fig. 5.8
In the analysis described in this thesis, TRF is used to evaluate some systematic uncer-
tainties for some MC samples with low statistics, and also for increasing the effective
statistics of the samples used for training the ANN.
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Figure 5.8.: A visual representation of TRF [61]. In this scheme, the choice of the per-
mutation in the case where there are 5 possible permutations (for example 1
b-tag among 5 jets) is illustrated. S defines the total sum, S X are the partial
sums, where S 5 = S . If the random number falls, as an example, between
S 2 and S 3 then the permutation 3 is picked.
5.5. Missing Transverse Momentum
Although neutrinos do not leave any direct sign of their passage through the detector,
some information about their kinematics is possible to obtain. Partons carry all the 4-
momentum of the proton, which collide longitudinally inside the detector. Although it is
not possible to have information about the partons longitudinal 4-momenta, it is possible
to assume that the sum of the component of the partons 4-momenta in the transverse plane
is zero. In this way, a variable called missing transverse momentum p̄missT is defined, whose
magnitude is EmissT :
EmissT =
√
(Emissx )2 + (Emissy )2 . (5.4)
The x(y) components of EmissT are obtained by the negative sum of the reconstructed and
calibrated physics objects, as well as detector signal objects which are not associated to
any of the reconstructed ones. To avoid double counting, a specific order for the physics
object is generally followed [112]: electrons (e), photons (γ), hadronically decaying taus
(τ), jets and finally muons (µ):
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where the Emiss,softx(y) term takes into account soft calorimeter topo-cluster and tracks not
associated to any reconstructed object.
5.6. Data Driven Background Determination
The background from events with a mis-identified lepton arises from the identification of
fake or non-prompt leptons instead of the real ones.
The dominant sources for the mis-identified leptons, are semileptonic b-jet decays, long
lived weakly decaying states (such as π± or K mesons) and, in case of electrons, also
photons conversions or direct photons and π0 showers reconstructed as an electron.
This kind of background is strongly influenced by the detector characteristics, so data-
driven methods are used to evaluate it.
The Matrix Method [113], is a data-driven method which is based on the selection of two
categories of events using loose and tight lepton selection requirements. The tight lepton
selection is the same lepton selection as used in the analysis, while the loose selection is
obtained reducing some lepton selection requirements. In this way, it is possible to write
the following equations for the number of events passing the loose selection (N loose) and
for the number of events passing the tight selection (N tight):
N loose = N loosefake + N
loose
real (5.6)
N tight = N tightfake + N
tight
real , (5.7)
where N loosefake(real) is the number of events which pass the loose selection containing a fake
(real) lepton and N tightfake(real) is the number of events which pass the tight selection containing
a fake (real) one. The efficiency εfake(real) for a fake(real) lepton that passed the loose
selection to pass also tight selection is:
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Using the equations in 5.7, it is possible to obtain:
N loose = N loosefake + N
loose
real (5.10)
N tight = εfakeN loosefake + εrealN
loose
real . (5.11)
The efficiency εreal is measured using Z → ll events dominated by real leptons and count-
ing the tight events that pass the selection. εfake is instead obtained selecting a sample
of events enriched in fake leptons. Having the two efficiencies εreal(fake), a system of two











Analysis Strategy and MVA Techniques
The purpose of this thesis is to give an overview of the search of tt̄H(H → bb̄) signal in
the single lepton channel produced using pp collisions at
√
s = 13 TeV at the LHC. The
signal events include the production of a Higgs boson in association with a tt̄ pair, whose
decay products give rise to six non-overlapping high-pT jets, of which two are light jets
coming from the decay of the W boson, and four are b-jets coming from the decay of the
tt̄ pair and the Higgs boson. A charged lepton is also produced from the leptonic decay of
the remaining W boson. In order to check the background modelling and simultaneously
constrain the systematic uncertainties, events are classified into several categories. In
the signal rich regions, an MVA variable is developed in order to give the best possible
separation between signal and background.
6.1. Event Selection
The objects considered in this analysis are jets, b-jets, electrons, muons. The reconstruc-
tion of these objects is described in Chapter 5. In the following, additional requirements
on these objects in the current analysis are explained.
Events were recorded using dedicated single-lepton triggers [114]: one with a low pT
threshold and isolation requirements and another with a high pT threshold and no isola-
tion requirement. These two triggers were combined by a logical OR in order to achieve
the maximum efficiency. For muons, the lowest pT threshold is 20 GeV for 2015 data
period and 24 GeV for 2016, while the higher thresholds are 40 GeV for 2015 and 50
GeV 2015. For the electrons, isolated triggers with a pT threshold of 24 GeV are used
with non-isolated triggers at 60 GeV in both years, along with a 120(140) GeV trigger
which also uses looser identification criteria.
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For electrons, a tight likelihood identification criterion is imposed [115]. Electron tracks
are required to match the primary vertex of the event. This is achieved by imposing the
longitudinal impact parameter condition |z0 sin θ| < 0.5 mm and the transverse impact
parameter significance condition d0
σ(d0)
< 5. Only electrons with pT > 25 GeV and |η| <
2.5 are considered. Isolation criteria are also employed to further suppress background
coming from non-prompt electrons [116].
For muons, a medium quality requirement is imposed [100] together with a gradient iso-
lation criteria [117]. Additional requirements are imposed on the impact parameters:
d0
σ(d0)
< 3 and |z0 sin θ| < 0.5 mm. Further requirements on muons are pT > 25 GeV and
|η| < 2.5.
Jets are required to have pT > 25 GeV and |η| < 2.5 after calibration. Jet cleaning criteria
are used to remove jets coming from noisy sources [118]. To suppress pile-up, an addi-
tional selection of JVT > 0.59 is applied to jets with pT < 60 GeV and |η| < 2.4 [109].
Jets originating from the hadronisation of a b-quark are identified using the MV2c10 al-
gorithm at the 70% working point, which corresponds to a b-tagging efficiency of 70%
for b-jets in tt̄ events, while the light-jet rejection is 381 and the charm jet rejection is 12.
Scale factors are used to correct the MC efficiency to the data one. Events are required to
have at least four jets, with at least two of them b-tagged.
An overlap-removal procedure is implemented to avoid double counting of individual de-
tector responses. To prevent an electron energy deposit from also being reconstructed as
jet, the jet closest to the electron within the range of ∆R < 0.2 is removed. If any jet
surviving the selection above is within ∆R < 0.4 of the electron, the electron is discarded
instead. Muons within ∆R < 0.4 of a selected jet are also removed to reject background
muons coming from decays of heavy-flavour hadrons of the jet. On the contrary, if the
jet has fewer than three associated tracks, the muon is kept while the jet is removed. This
is done to avoid any inefficiency in the reconstruction of high-energy muons that lose a
significant amount of energy in the calorimeter.
No selection is made on missing transverse momentum. However, it is used for the event
reconstruction purposes.
6.2. Event Categorisation
After the preselection defined above, events are further categorised according to the num-
ber of jets and number of b-jets and corresponding event regions are defined. The regions
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are referred to in the following as (mj,nb), where m is the number of selected jets and n
is the number of b-jets. In this way, nine independent regions are defined. If a region
has S/B>1%, it is referred to as signal-enriched region (S and B indicate respectively the
expected signal yield for a Higgs boson mass of 125 GeV and the expected background
yield). For these regions, the signal significance is S/
√
B > 0.5 and these regions provide
most of the sensitivity of the signal. The signal regions, are the three regions (5j,≥4b),
(≥6j,3b), (≥6j,≥4b). The other six regions, (4j,2b), (4j,3b), (4j,4b), (5j,2b), (5j,3b) and
(≥6j,2b), are referred to as control regions as they are almost purely background-only re-
gions. These regions are useful to constrain the systematic uncertainties and, in this way,
to improve the background prediction in the signal regions. For the regions with a large
fraction of tt̄ +HF events, a discrepancy between data and prediction is observed and it is
discussed in Sec. 7.1.3. Tables 6.1-6.3 show the event yields for all the regions. Control
plots of basic distributions for the inclusive multiplicity selection region (≥4j, ≥2b) are
shown in Appendix A. A comparison between the predicted yields and data in each of the
considered regions is shown in Fig. 6.1. Fig. 6.2a shows the signal and control regions
and their S/B and S/
√
B. The background composition in different regions is shown in
Fig. 6.2b. Here, the tt̄ background is split in different categories as described previously.
In the most sensitive regions, the Higgs boson decay into bb̄ pairs constitutes approxi-
mately 90% of the total signal. In Fig. 6.2c the different contributions to the Higgs boson
decays are shown for each region.
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4j,2b 4j,3b 4j,≥4b
tt̄ + light 160 000 ± 30 000 5290 ± 1540 17.3 ± 10.7
tt̄ + ≥1c 10 800 ± 2350 882 ± 297 11.7 ± 5.44
tt̄ + ≥1b 4580 ± 925 1570 ± 473 76.2 ± 24.4
tt̄ + W 99.0 ± 16.7 4.30 ± 0.972 0.035 ± 0.029
tt̄ + Z 113 ± 21.2 14.1 ± 3.69 1.57 ± 0.418
Wt channel 5980 ± 1610 239 ± 81.9 3.46 ± 2.79
t and s channel 4330 ± 612 150 ± 28.3 6.12 ± 2.15
Diboson 416 ± 216 15.2 ± 10.2 3.88 ± 3.30
W + jets 5250 ± 2370 181 ± 97.7 1.64 ± 1.10
Z + jets 1210 ± 584 41.3 ± 22.6 0.460 ± 0.379
Fakes & non-prompt 9150 ± 4150 771 ± 364 29.1 ± 27.2
tt̄H (H → bb̄) 42.4 ± 5.63 23.3 ± 4.05 3.30 ± 0.868
tt̄H (H → WW) 9.73 ± 1.71 0.504 ± 0.143 0.0045 ± 0.0046
tt̄H (H → other) 11.7 ± 1.89 0.820 ± 0.165 0.022 ± 0.0060
Total 202 000 ± 32 400 9190 ± 1920 155 ± 44.7
Data 208239 11686 218
Table 6.1.: Yields before the fit in the exclusive four jet regions.
5j,2b 5j,3b 5j,≥4b
tt̄ + light 90 800 ± 17 400 3640 ± 877 23.9 ± 14.9
tt̄ + ≥1c 10 800 ± 2100 1170 ± 332 30.1 ± 11.6
tt̄ + ≥1b 4440 ± 533 2230 ± 459 224 ± 61.7
tt̄ + W 130 ± 21.5 8.27 ± 1.79 0.19 ± 0.073
tt̄ + Z 147 ± 25.0 27.1 ± 5.86 4.76 ± 1.53
Wt channel 3470 ± 1140 218 ± 85.0 8.08 ± 4.97
t and s channel 1480 ± 283 87.1 ± 17.3 6.26 ± 2.50
Diboson 195 ± 108 15.7 ± 9.66 0.387 ± 0.280
W + jets 2300 ± 1090 165 ± 99.7 2.33 ± 3.13
Z + jets 413 ± 211 37.0 ± 26.8 0.717 ± 0.646
Fakes & non-prompt 3270 ± 1500 298 ± 152 20.0 ± 17.2
tt̄H (H → bb̄) 59.7 ± 6.64 46.8 ± 6.86 11.7 ± 2.58
tt̄H (H → WW) 18.3 ± 2.70 1.25 ± 0.347 0.025 ± 0.013
tt̄H (H → other) 18.5 ± 2.73 1.69 ± 0.333 0.140 ± 0.101
Total 118 000 ± 19 500 7940 ± 1430 333 ± 79.4
Data 124688 10755 418




tt̄ + light 54 400 ± 24 300 2590 ± 1070 33.8 ± 21.9
tt̄ + ≥1c 11 500 ± 3740 1550 ± 557 70.7 ± 36.8
tt̄ + ≥1b 4840 ± 1190 3240 ± 796 674 ± 190
tt̄ + W 204 ± 39.9 20.8 ± 4.59 1.24 ± 0.391
tt̄ + Z 270 ± 46.1 65.7 ± 11.6 17.9 ± 4.23
Wt channel 2060 ± 821 212 ± 103 20.6 ± 13.7
t and s channel 632 ± 159 65.7 ± 15.7 8.28 ± 2.34
Diboson 164 ± 88.1 14.4 ± 8.33 2.03 ± 1.34
W + jets 1350 ± 650 106 ± 54.4 10.4 ± 6.67
Z + jets 264 ± 132 15.2 ± 8.11 1.47 ± 0.874
Fakes & non-prompt 1220 ± 556 272 ± 151 1.17 ± 1.17
tt̄H (H → bb̄) 104 ± 14.8 108 ± 16.3 43.5 ± 9.37
tt̄H (H → WW) 53.0 ± 8.43 5.75 ± 1.19 0.496 ± 0.184
tt̄H (H → other) 40.9 ± 6.88 5.72 ± 1.06 0.822 ± 0.244
Total 77 100 ± 26 200 8270 ± 1940 888 ± 233
Data 84556 11561 1285











































 + lighttt 1c≥ + tt
1b≥ + tt  + Vtt
tNon-t Uncertainty
Figure 6.1.: Comparison between predicted yields and data for each region before the fit
to data.
75
6. Analysis Strategy and MVA Techniques
ATLAS Simulation Internal












































































 = 13 TeVs
Single Lepton
 + lighttt  + Vtt 1c≥ + tt






 WW→H,Htt  gg→H,Htt ττ ,tt ccH H  ZZ,tt γγothers
4 j, 2 b
b b,tt
WWgg
4 j, 3 bH H
 ,tt t
4 b≥4 j, 
5 j, 2 b 5 j, 3 b
 ,tt
4 b≥5 j, 
 ,tt
 ,tt  ,tt t
6 j, 2 b≥ 6 j, 3 b≥
 ,tt
t
4 b≥6 j, ≥
b b→H,Htt  WW→H,Htt
 gg→H,Htt ττ →H,Htt
c c→H,Htt  ZZ→H,Htt
γγ →H,Htt  others→H,Htt
Simulation Internal ATLAS
 = 125 GeV
H
 = 13 TeV, ms
Single Lepton
(c)
Figure 6.2.: (a) Analysis regions in the single lepton channel. Each row corresponds to
a different jet multiplicity and each column corresponds to a different b-jet
multiplicity. (b) Fractional contributions of the different backgrounds to the
total background prediction in each of the regions. (c) Relative contributions
of various Higgs decays in each of the regions.
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6.3. Multivariate Analysis Strategy
Even with a dedicated event categorisation, it is not possible to define regions that have a
high signal fraction. In the most important signal region the S/B is 5.2% and S/
√
B ' 1.4.
For these reasons a cut-and-count analysis to extract the signal from the background is not
possible. To discriminate signal from background, it is necessary to search for variables
that show a good separation. These variables can be constructed from the objects in the
final state. However, there is no single variable with a significant separation power. The
analysis of tt̄H production requires sophisticated MVA techniques. Such an approach is
used to obtain a good separation between tt̄H signal and tt̄+jets background in the most
signal enriched regions (5j,≥4b), (≥6j,3b), (≥6j,≥4b). The MVA discriminants are trained
independently in the three signal regions. The shapes of the output distributions are used
as templates in the final fit to data. For the control regions, the scalar sum of the transverse
momenta of jets in the final state (HhadT ) is used instead for the templates. Plots of H
had
T in
the considered control regions are shown in Fig. 6.3. This variable helps to constrain the
different sources of systematic uncertainties. The discriminating variables used in each
region are summarised in Table 6.4.
The considered MVA techniques are either an ANN, or a BDT. The latter consists of
two steps, the first aimed to kinematically reconstruct the final state. This approach is
discussed in Sec. 6.7. Two different likelihood fits are considered for the two cases and
results are explained in Chapter 8.
region 2 b-tags 3 b-tags ≥4 b-tags





5 jets HhadT H
had
T MVA
≥ 6 jets HhadT MVA MVA
Table 6.4.: Summary of the discriminants used in the analysis regions. In the signal re-
gions, an MVA technique is employed. In all the other regions, HhadT is used.
77





































-1 = 13 TeV, 13.2 fbs
Single Lepton
4 j, 2 b
Pre-Fit
Data Htt
 + lighttt 1c≥ + tt






































-1 = 13 TeV, 13.2 fbs
Single Lepton
4 j, 3 b
Pre-Fit
Data Htt
 + lighttt 1c≥ + tt











































-1 = 13 TeV, 13.2 fbs
Single Lepton
 4 b≥4 j , 
Pre-Fit
Data Htt
 + lighttt 1c≥ + tt





































-1 = 13 TeV, 13.2 fbs
Single Lepton
5 j, 2 b
Pre-Fit
Data Htt
 + lighttt 1c≥ + tt









































-1 = 13 TeV, 13.2 fbs
Single Lepton
5 j, 3 b
Pre-Fit
Data Htt
 + lighttt 1c≥ + tt








































-1 = 13 TeV, 13.2 fbs
Single Lepton
 6 j, 2 b≥
Pre-Fit
Data Htt
 + lighttt 1c≥ + tt
1b≥ + tt  + Vtt
tNon-t Uncertainty
Figure 6.3.: The HhadT distribution in the control regions.
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New generation high energy physics experiments are growing both in terms of their di-
mensions and also in complexity of the structure of their basic components. In most cases,
discoveries are made from a very complex analysis of a large amount of data, where the
rare signal is extracted from a large amount of background processes. Thus, analysis
techniques that have been developed for such purposes involve advanced machine learn-
ing algorithms, whose goal is to carry out accurate predictions, based on mathematical
assumptions, out of a sample of recorded data or MC simulated datasets. Examples of
such algorithms are already given in this thesis in Sec. 5.4. Given that the analysis pre-
sented in this thesis makes use of an ANN and of a BDT that are both machine learning
algorithms, a dedicated section is devoted to the description of the basics of both methods
[119], starting from a brief introduction on the human brain system.
6.4.1. Human Central Nervous System
The structure of the human central nervous system has been studied since the Middle
Ages, while its actual structure was confirmed only after the observations of the Spanish
neuroanatomist Santiago Ramon y Cajal in 1888 based on the revolutionary microscopy
silver staining technique discovered by the Italian physician Camillo Golgi in 1873. For
their discoveries, the two shared the Nobel Prize in medicine in 1906. The structure of
the human central nervous system is based on elementary interconnected cellular units,
called neurons, Fig. 6.4.
The investigation of the neuronal structure revealed that all the neurons are built of the
same basic parts, independently of their shape or size. The bulbous body of the neuron
is called soma; the root extensions departing from the soma are called dendrites; the sin-
gle tubular fibre originating from the soma is called axon, which also ramifies into small
branches. The joint between the end of the axon and another neuron is called synapse.
The overall size of the neuron in the human body varies from 0.01 mm in the brain to 1 m
in the limbs. The tiny gap at the synapses is just 200 nm wide.
Nervous signal impulses are transmitted both electrically and chemically. Electrical trans-
missions are typical of the interior of the neurons, while chemical mechanisms prevail at
the synapses through the exchange of chemical substances called neurotransmitters. The
aim of those is to either excite or inhibit the activation of the neuron, as stated by the
Dale’s law. The body of the neuron acts like a summing device that adds all the con-
tributions of its various input signals. If this signal exceeds a critical threshold then the
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(a) (b)
Figure 6.4.: (a) A visual representation of the human neuron cells. (b) Original drawing
by Ramon y Cajal showing a complex neuron net structure.
neuron is activated. The speed of propagation of the electrical impulses through the body
of the neuron is 0.5-2 m/s, which gives an unacceptably long reaction time between cen-
tral neurons and neurons of the limb. To overcome this problem, the axons of the neurons
are made of individual segments that are covered by am insulating substance, the myelin,
which is interrupted in the Ranvier nodes. This allows the electric signal to be propagated
almost instantaneously from one Ranvier node to the next. Thanks to this the overall
speed of propagation is enhanced up to 100 m/s.
The human brain is one of the most complex structures in biological systems, although
its complexity cannot be ascribed to the single neuron cells, but to the huge number of
its constituent neurons and as a consequence the incredible number of possible mutual
connections between them. An estimation of the total number of neurons in the human
cortex, considering a density of 150000 neurons per mm3, is 3 × 1010 neurons, for a total
of about 1015 synaptic connections.
6.4.2. Generalities on ANN
ANN models are algorithms employed for cognitive tasks and are based on concepts
derived from the study of the human brain. By definition, a neural network model is
mathematically described by a directed graph that fulfils the following properties:
• To each node i an associated state variable ni is defined.
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Figure 6.5.: A visual representation of an ANN. Nodes are referred to as neurons and
they are connected to each other by weighted links. The activation function,
ϕ, sets the state for the neuron j after the evaluation of a certain transfer
function Σ(ϕ).
• A real weight value, wik, is associated with each connection between two different
nodes i and k.
• A real bias value, θi, is associated with the node i.
• A transfer function, fi (nk,wik, θi) for k , i, which describes the state of the node k
as a function of θk and wik associated with its links with other states, is defined for
each node i.
From this definition, the parallel to the biological systems is straightforward, see Fig. 6.5.
The nodes are individual elementary constituents connected to each other by weighted
connections. Thus, they are also called neurons, while the weighted links are called
synapses. The electrical activation threshold of biological neurons is reproduced here
by the bias, which is therefore called activation threshold. The state of a certain neural
unit i is described as a linear combination of its input connections, so the activation func-
tion for the node i is defined as ϕ =
∑
k wiknk − θi. An important feature is the form of the
transfer function, Fig. 6.6, which can be a step function in the most elementary example,
like in the first theory of ANN by McCulloch and Pitts [120], but it has the form of a






Nodes with no connection into them are called input nodes, while the nodes with no ex-
iting connections are called output nodes. The ANN is called feed-forward if its link
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(a) (b)
Figure 6.6.: A visual representation of (a) a step transfer function and (b) a sigmoid trans-
fer function.
structure does not admit closed paths. Feed forward ANN are often referred as percep-
trons. In the simplest case [121], the perceptron consists of two separate layers of neurons,
representing layers of input and output neurons. The neurons of the output layer receive
signals only from the input layer, but not vice versa, and the neurons in the same layer
are not connected to each other. A special implementation of perceptrons, the multilayer
perceptron, is at present widely used. These perceptrons are not made up of only two lay-
ers, but have one or more intermediate layers of neurons known as hidden layers, Fig. 6.7.
The design of an ANN is devoted to the choice of wi j and θ j such that a precise cognitive
Figure 6.7.: A visual representation of a multilayer perceptron with three layers made
of: two neurons in the input layers, three in the hidden layer and two in the
output layer.
task can be performed by a machine. The process of finding the best weights is referred
to as learning or also as training. Multilayer perceptrons have a structure which gives
the possibility of employing powerful learning methods, one of which was introduced in
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1974 by Werbos [122] and is known as error back-propagation. This method uses the
assumption that the desired values for the output neurons are known, so the weights are
corrected iteratively until the difference between the actual value and the desired value is
as small as possible. The error back-propagation, makes use of another more basic algo-
rithm known as gradient descent method, which implies the evaluation of the output after
changing the weights by a small amount δwi j and δθ j. Both of these methods are briefly
discussed in the next sections. Error back-propagation, is part of a wider range of learn-
ing algorithms known as supervised learning algorithms, since at each step the ANN is
adjusted after the comparison of its actual output and the desired output. These methods,
although designed to mimic the human brain structure, are implausibly implemented in
biological systems. Biological systems are also not fully feed-forward, but most likely re-
current, since an output layer of neurons can be connected with its own inputs. Even with
those limitations, multilayer perceptrons are simplified models that offer a very powerful
tool in signal-background discrimination and thus are employed in high energy physics
analyses.
The Gradient Descent Method
In the case of a perceptron made of only two layers, considering a transfer function f (x)
and denoting the states of the input layer neurons as σk for k = 1, 2, ...,Ni and the output
states as S i for i = 1, 2, ...,No, the activation of each output neuron is determined by:





where, for simplicity, no biases, θk, are considered. Learning implies finding of the best
values for the synaptic connections, wik, such that a certain input σk leads to desired out-
put, defined as the correct states for the neurons in the output layer, ζi. Ideally, one should
obtain S i = ζi. Considering all the possible input cases, indicated with the superscripts µ,
the desired relation is found to be: S µi = ζ
µ
i . At present, an explicit function that achieves
this goal is not known, but it is possible to get it through the usage of iterative procedures.
The idea is to increment wik by a small quantity, δwik, until wik converges to the desired
values for the synaptic connections. To define how to choose δwik, the error function (or
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which represents the deviation, or error, between the correct output of each node and its



























Ideally, such a deviation should be zero, while what is instead achievable is to reach a










































is used. By definition of a function gradient, the direction in which the gradient increases
follows the direction of the primary function increase. Hence, the direction of the negative
gradient points towards the steepest descent of the primary function. Using this property












The parameter η, known as learning rate, is a positive real value which is usually taken as
η << 1 to obtain an optimal convergence to the minimum at each iteration. The number
of iterations may be adjusted as a function of the chosen η, Fig. 6.8. This leads to the
limitations of the gradient descent method, since a wrong combination of the number of
iterations and the learning rate causes wrong convergence to a local minimum or a very
slow convergence to the global minimum.
The Error Back-Propagation Method
The error back-propagation method is a generalisation of the gradient descent method for
the multilayer perceptrons. A three layer perceptron is considered. The definitions of the
labels used in the previous section are completed by introducing the missing correspon-
dent quantities for the intermediate, hidden, layer of neurons. The synaptic connections
between output and hidden layer are denoted by wi j and the states are called s j, where the
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Figure 6.8.: Different choices for the learning rate parameter. In the left case the learning
rate is too large to permit the method to converge to the minimum of the error
function. In the right case the learning rate is small enough but the number
of iterations is not sufficient to reach the minimum.
index j labels all the nodes in the input layer, j = 1, 2, ...,Nh. The threshold potentials are
also denoted as θi j. Similar definitions are applied for the connections between hidden
and input layer, whose synaptic connections are indicated by w̄ jk and the corresponding
biases as θ̄k. Using these definitions, it is possible to introduce the equations that govern
the state of the ANN:
S i = f
∑
j
wi js j − θi
 ≡ f (hi) ,
s j = f
∑
k
w̄ jkσ j − θ̄ j
 ≡ f (h̄ j) .
(6.8)
Using the same ideas as in the previous section, the variations for the synaptic connections
and for the activation thresholds are defined. The connections between the hidden layer
and the output layer are:



















































The connections between the input and the hidden layer are similarly achieved:
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 f ′ (h̄µj ) . (6.11)
These equations obtained for the adjustments of the synaptic connections are very similar
to the case discussed in the previous section, with the only difference that the quantity ∆̄µj
is obtained recursively from ∆µi . This recursion relation gives the name of the method,
since the corrections propagate from the output layer backwards to the input layer. It is
possible to generalise the method to more hidden layers, by defining other ∆ parameters
always obtained for a certain layer as a function of the same ∆ obtained in the previous
(in backward propagation direction) layer.
Alternative Approaches For the Loss Function Minimisation
As already discussed, back propagation is based on gradient descent method, which is an
effective method and offers sufficient solutions for the implementation of an ANN, but
suffers of some problems related to the convergence to the global minimum of the error
function. Some variations of this method use alternative minimisation algorithms. An
important example is based on the so called classical method of Newton [123]. Given
a non-linear function D(x), it is possible to find a set of iteratively defined positions xi,
which converges to the minimum position x1, x2, ... → xmin. Each step is iteratively de-
fined as:
xn+1 = xn −H −1∇D(xn) , (6.12)
where H −1 is the inverse of the Hessian matrix H . Since the Hessian matrix contains the
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second derivatives of D(x), it is computationally expensive to obtain. The quasi-Newton
methods make use of the same idea, but use approximated versions of the Hessian matrix
(or its inverse), B, which are built-up iteratively after evaluations of the gradient of the
function. Since B is built in steps starting from a randomly defined B0 initial state, many
numerical algorithms try to optimise the updating step ∆B = Bk+1 − Bk, the most popular
being the Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm [123]. Such approach is
also considered in the analysis presented in this thesis.
Weight Decay Regularisation
A common problem of ANN is given by the loss of generalisation power, which occurs
when the trained ANN loses performance (i.e. separation power) when introducing a dif-
ferent input data set of the same nature as the training set. This is given mainly by two
factors, the first is the amount of information in the input dataset, and second the com-
plexity of the network. If the complexity does not match the quantity of information,
then the ANN loses generalisation. If the network is very complex and there is too little
information, an overtraining effect occurs, while the opposite situation is known as un-
dertraining. Undertraining can be recovered by adding information to the input dataset,
i.e. defining more input training variables, while overtraining is more difficult to avoid.
One way to constrain the network and reduce its complexity is to introduce a mechanism
which limits the growth of the weights [124]. One way to do that is to add a decay term
















This new term is governed by the regularisation parameter α which determines how
strongly the weights with a large value are penalised. The choice of this term is arbitrary,
but there are several methods to find the best values for α.
6.4.3. The NeuroBayes ANN Implementation
For this analysis an ANN was implemented through the usage of the NeuroBayes com-
mercial package [125, 126]. This implementation considers a three layer feed-forward
ANN and provides three distinctive advantages: first, there is an important input variable
pre-processing step; second, there is an internal method to provide a ranking of the vari-
ables used in the training phase according to their separation power; third, a Bayesian
regularisation procedure is used to optimise the training. A very useful feature of Neu-
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roBayes is the possibility to use weights associated to each input event during the training
phase. This is particularly useful in physics analyses, since the generated MC events are
often associated with MC weights. The weights are used to adjust the minimisation of
the loss function to give an optimised result. In the definition of the ANN architecture,
NeuroBayes gives the possibility to define input bias nodes. These nodes have a constant
value, and help to avoid saturation of the nodes and improve the achieved training.
The input variable pre-processing plays a very important role in the NeuroBayes frame-
work, since it has been shown [126] that such a procedure greatly helps in providing
an optimisation in speed and robustness of the training procedure and also in avoiding
neuron saturation. The pre-processing is done in different steps. In the first step, the in-
put variables are transformed into flat distribution. This is achieved through an integral




f (x′)dx′ , (6.14)
where the obtained g(x) is the cumulative distribution of f (x). Thus, the variable defined
as Y = g(y) has a uniform distribution. The variable is then rescaled in order to be in the
[-1,1] interval. This first step is important to prevent extreme values of an input variable
that saturate the neurons and thus bias the net output. A second pre-processing step is
transforming the obtained flat distribution into a distribution with mean value centred at





where Ȳ and σY are the mean and standard deviation of the distribution of Y . As a last
step the input variables are decorrelated. This also helps to achieve an optimal training.
The decorrelation is obtained by calculating the covariance matrix for the input variables
and then diagonalising it. The diagonalisation method employed in NeuroBayes makes
use of the iterative method of the Jacobian rotations [127]. The idea of this method is
to perform several two-dimensional rotations of the matrix until the obtained matrix is as
close to diagonal as possible.
One of the most useful features of NeuroBayes is the ranking of the input variables based
on their significance in the training. After the variables have been reprocessed their cor-
relation with the output of the ANN is calculated. After the correlation matrix for all
the variables is computed, the correlation coefficients are recomputed after removing one
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variable at a time from the input set. At the end the variables are sorted according to the
loss of correlation to the final discriminant caused by their exclusion from the calculation.
The variable which gives the least loss of correlation is removed, and the procedure is re-
peated for the N-1 remaining variables, until only a single variable remains. This variable
is the most significant. A quantity given by the loss of correlation caused by its removal
multiplied by
√
n, with n the number of events in the training dataset, is associated to
each variable. The ranking of each variable is defined by this quantity. Since the ranking
depends on the statistics and on the other variables in the input dataset, it is quite difficult
to define which are the most important variables in different training processes. In any
case, this functionality is particularly useful when the user has to deal with many possible
input variables, since it gives a clear method to choose the best variables for each training
procedure. This feature of NeuroBayes allows to consider only the highest ranked vari-
ables for the actual training, rejecting the others.
NeuroBayes offers an important regularisation method for improving the generalisation
of the ANN and thus avoiding overtraining. It is based on a Bayesian approach, [128]. A
general idea of regularisation is explained in the Sec. 6.4.2. In the NeuroBayes package,






















The first term is a modified version of the error function (entropy error function) and the
second term is the weight decay term. The entropy error function has the advantage of
assigning infinite values to a wrong classification (in which ζ = 1 and S i = −1 or vice
versa). The ε parameter is called regularisation constant. It is a number which is intro-
duced at the beginning of the training and it is zero after few iterations. This form of the
loss function is also important since it gives the possibility to implement the Bayesian
regularisation method [128], devoted to find the best value for αc. In this case αc is not
just a single parameter, but it is split in three components (c = 1, 2, 3) [128], each govern-
ing the decay of the weights between input and hidden layer, the bias node and the hidden
layer, and the hidden layer and the output layer. With this construction, a NeuroBayes
based ANN is very robust against overtraining.
A detailed list of all the options used in the NeuroBayes configuration is listed in Ta-
ble 6.5.
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# of variables NI
# nodes in hidden layer NI + 2
Update weights interval 50 events
Learning speed factor 1
Maximum learning speed 0.01
# of iterations 100
Minimisation approach BFGS
Table 6.5.: Full detail of the NeuroBayes settings.
6.4.4. Decision Trees
A popular and commonly used MVA method is based on the concept of Decision Tree
(DT). First introduced by Breiman [129] in 1984, DTs are employed to define sequential
cuts in order to perform a classification task. Iteratively, DT searches the best possible
set of cuts to split the input dataset. The process is continued recursively in the obtained
partition of the original input dataset until a user defined criterion is satisfied. At the
beginning of the training, the DT considers the whole set of events for both signal and
background samples, this step is depicted as a root node, Fig. 6.9. At each iteration,
the algorithm splits the training dataset according to the best cut on each of the training
variables, forming two different branches at each decision node. The best cut is decided
calculating the associated impurity, according to the Gini index [130]:




where P = s/(s + b) defines the purity of signal events and s and b are the number of
signal and background events at each selection step. The cut which minimises the Gini
index is chosen as the best cut for each decision node. The procedure is repeated until the
impurity for the considered split does no longer reduce the impurity any more (or when
the achieved reduction is considered too small). In this case the node becomes a terminal
node, or a leaf.
DT algorithms have some advantages [130]: they are more transparent than other methods
in terms of the procedure and the interpretation of the achieved results; they are strong
against missing information in the training and testing samples; they are insensitive to
input training variables with low separation power. DTs have also some limitations. First
of all, the algorithms are usually not generalised, and they greatly suffer of overtraining
since small changes in the input dataset translate into drastically different trees. Another
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Figure 6.9.: A visual representation of a DT
drawback is that for each leaf the prediction is constant, so the prediction is binned and
discontinuous at the edges of each bin. Most of the limitations are overcome by intro-
ducing ensemble learning techniques, such as boosting, bagging, random forests. The
idea behind these techniques is to define a set of different discriminants and to make an
average over their different predictions. This gives a generalisation error that is usually
smaller compared to the error of each single discriminant, thus providing good discrimi-
nants starting from a large set of modest ones.
Ensemble Learning Techniques
The idea behind boosting techniques is to create an ensemble of discriminants that all
together sum up into a boosted high-performance, even if the performance of each of the






where yn is the output of the n-discriminant and αn is a set of N weights associated to each
discriminant, which are defined differently according to the considered algorithm. In the
case of the AdaBoost algorithm [131], the underlying discriminants, yn, are DT and the
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where εn is defined as the misclassification error for the n-th DT.
Bagging is a technique in which the available N discriminants are simply defined over a
different randomly selected dataset and then averaged. In this case, looking at equation
6.18, αn = 1/N.
Finally, in the random forests, many different DT are trained, but for each of them only a
random set of input training variables is considered for defining the best cut in each deci-
sion node. At the end, all the obtained outputs are averaged to get the final classification
decision.
6.4.5. The TMVA Package
In the ROOT environment [132], the integrated Toolkit for Multivariate Analysis (TMVA)
[133] package, provides a processing, parallel evaluation and application of MVA tech-
niques. All the MVA techniques provided by TMVA are supervised learning algorithms.
The training samples in TMVA are defined both for signal and background regions and are
employed in order to define a precise mapping function that describes a decision bound-
ary. A typical TMVA analysis consists of two independent phases: the training phase,
where the multivariate discriminants are trained, and an application phase, where the dis-
criminants are applied to the concrete classification problem. For each TMVA method,
the configuration and training results are written in a result (weight) file, that is used
for the application of the training results to the analysis. The software developed in the
TMVA, consists of abstract, object-oriented implementations in C++/ROOT of several
MVA techniques. TMVA provides also training, testing and performance evaluation al-
gorithms through visualisation scripts.
The package is used for training and testing of a BDT configured with the AdaBoost al-
gorithm. Training and testing is performed through user-supplied datasets, that contain
an individual weight for each of the events. The true sample composition and the de-
sired target value needs to be supplied by the user for each event. Once the discriminant
is trained, its signal efficiency and the background rejection performance are stored in a
ROOT output file. These results can be displayed using built-in macros, that are executed
through dedicated graphical user interfaces.
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6.5. Variables Used in the ANN Analysis
The large variety of physics objects present in the final state of the tt̄H production, gives
the possibility to define a large number of variables with the goal to find the best possible
discrimination of signal and background. These variables can be grouped in different
categories:
• Object kinematics: η and pT of the jets, b-jets and leptons in the final state;
• Global event variables: Scalar sum of the pT of the jets in the final state (HhadT ), the
mass of the 4-vector resulting from the combinations of the 4-vectors of the objects
in the final state, number of jets beyond a fixed pT threshold (40, 60, 80 GeV).
• Event shape variables: Include several combinations of the eigenvalues of the lin-
ear momentum tensor (such as Aplanarity), Centrality and Fox-Wolfram moments
(which describe any geometrical correlation among the objects in the final state in








• Object pair properties: Invariant mass, pT , and ∆R of the jet pair that has the largest
pT sum (maxpT ), smallest ∆R, the combinations of pairs of jets differentiated ac-
cording to the number of b-jets considered; if no b-tagged jets are considered, the
corresponding pair of jets with the minimum angular distance is defined to identify
the W boson candidate decaying in a pair of light jets.
All variables are defined considering at most seven jets in the final state. In case more
than seven jets are found, the b-tagged jets are considered first and then the missing jets
are chosen among the non b-tagged jets with highest pT . This allows avoiding using soft
















where Nsignali and N
background
i are the entries in each bin after histograms have been nor-
malised to the same unit area.
The final obtained separation between the signal and the background is originated from
the nature of the b-quarks produced in the events as well as by the different mechanisms
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involved in the production of the tt̄ pair, that are reflected in the kinematic properties of
the final state objects. Since the energy required to produce the tt̄H signal is higher than
the one needed to produce the tt̄ background, signal events are expected to be on average
more energetic and more central in the detector than background ones.
The ranking procedure of NeuroBayes is used to rank the variables according to their
separation power. In general, the best 12 variables are found to be enough in order to
achieve a signal-to-background separation close to the maximal one. The choice of the
small number of input variables for each region is the result of a compromise between the
complexity of the analysis and the best achievable performance. In order to enhance the
robustness against overtraining, TRF (defined in Sec. 5.4.1) is used in the training phase
for increasing the available MC statistics. A complete list of the used input variables is
available in Table 6.6. The NeuroBayes variables ranking for each analysis region is given
in Table 6.7. Plots of the input variables are available in Appendix B.
Variable Definition
Centralityall Sum of the pT divided by sum of the E for all jets and the lepton
Mmin∆Rbb Mass of the combination of two b-tagged jets with the smallest ∆R
∆Ravgbb Average ∆R for all b-tagged jet pairs
H1all Second Fox-Wolfram moment computed using all jets and the lepton
Aplanjets 1.5λ2, where λ2 is the second eigenvalue of the momentum tensor built with all the jets
Aplanb-jets Same as Aplanjets but only for b-jets
HHadT Scalar sum of the pT of the jets in the final state
HT Scalar sum of final state objects pT
MminMj j Mass of the combination of any two jets with the smallest invariant mass
∆Rmin∆Rl,bb ∆R between the lepton and the combination of two b-tagged jets with the smallest ∆R
∆η
max∆η
j j the maximum ∆η between any pair of jets
MmaxpTb j Mass of the combination of a b-tagged jet and any jet with the largest vector sum pT
pjet5T Fifth leading jet pT
∆RmaxpTbb ∆R between two b-tagged jets with the largest vector sum pT
∆Rmin∆Ruu Minimum ∆R between two untagged jets
Mmin∆Ruu Invariant mass of the pair of untagged jets with the smallest ∆R
NHiggs30 Number of b-jets pairs with a mass of within 30 GeV of the defined Higgs mass (125 GeV)
MmaxpTj j Mass of the combination of two b-tagged jets with the largest vector sum pT
Table 6.6.: List of variables uses in the ANN analysis in the single lepton channel.
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6.5. Variables Used in the ANN Analysis
Variable ≥6j,≥4b ≥6j,3b 5j,≥ 4b
∆Ravgbb 1 6 1
Mmin∆Rbb 2 10 2
Centralityall 3 2 3
H1all 4 3 4
pjet5T 5 1 5
NHiggs30 6 7 6
HT 7 - 7
∆η
max∆η
j j 8 - 8
MminMj j 9 - 9
∆Rmin∆Rl,bb 10 - 10
Aplanb-jets 11 - 11
∆RmaxpTbb 12 - 12
HHadT - 4 -
Aplanjets - 5 .
MmaxpTb j - 8 -
∆Rmin∆Ruu - 9 -
Mmin∆Ruu - 11 -
MmaxpTj j - 12 -
Table 6.7.: The lists and rankings of the variables in each of the regions in the single
lepton channel.
6.5.1. Validation of Input Variables
Input variables used in the training of an MVA are required to be well modelled and the
correlations among them have to be studied. Since for the regions with a large fraction
of tt̄ +HF events a discrepancy between data and prediction is observed, the validation
implies also a check of the post-fit distributions (the discussion of the fit technique is a
part of the next chapter). The validation is thus performed in different steps:
1. Check the agreement between data and prediction for the considered variables be-
fore and after the fit.
2. Compare the linear correlation coefficients, ρ, among input variables, between data
and prediction.
3. Check the agreement between data and prediction for the 1D correlation of the pairs
of variables which present a correlation discrepancy |∆ρ| > 0.1 in the previous step
and also for all the pairs of variables with a significant correlation.
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 + Vtt tNon-t
Uncertainty
*: normalised to total Bkg.
*: signal normalised to total background
(b)
Figure 6.10.: 1D correlation for the two variables ∆Rmin∆Rl,bb and M
min∆R
bb in the (5j,≥4b)
region. (a) Shows pre-fit distribution and (b) shows post-fit distribution.
The 1D correlation between two variables x and y is calculated event by event as:
r(x, y) =
(x − x̄)(y − ȳ)√∑
i(xi − x̄)(yi − ȳ)
, (6.22)
where x̄(ȳ) is the mean value of the x(y) variable. The plots for the step 1 are shown in
Appendix B. No large disagreement between data and prediction is found in the pre-fit
distributions apart from the normalisation of the tt̄ +HF component of the background.
Post-fit distributions show a good agreement between data and prediction, apart from
some statistical fluctuations in the regions with the lowest statistics.
Plots for the step 3 are shown in Appendix C for variables with |ρ|> 0.4. The conclusions
are similar as the previous case. The plots for the 1D correlation of the two variables
with |∆ρ|>0.1 are shown in Fig. 6.10. The comparison between data and prediction shows
some statistical fluctuations that are within uncertainty bands.
The correlation coefficients for each pair of variables in the data and in the prediction are
shown in Figs. 6.11 and 6.12. No significant discrepancy is found, Fig. 6.13, apart from
the two variables ∆Rmin∆Rl,bb and M
min∆R
bb which show |∆ρ|=0.17 in the (5j,≥4b) region. This
difference is due to statistical fluctuations that are significant in this region because of
limited statistics.
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(c)
Figure 6.11.: Validation of ANN input variables. Matries of predicted correlation coeffi-
cients. (a) (5j,≥4b). (b) (≥6j,3b). (c) (≥6j,≥4b).
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Figure 6.12.: Validation of ANN input variables. Matrices of correlation coefficients ex-
tracted from data. (a) (5j,≥4b). (b) (≥6j,3b). (c) (≥6j,≥4b).
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(c)
Figure 6.13.: Validation of ANN input variables. Differences in the correlation between
prediction and data. (a) (5j,≥4b). b (≥6j,3b). (c) (≥6j,≥4b).
99
6. Analysis Strategy and MVA Techniques
6.6. ANN Training and Final Discriminant
For the training of the ANN, a global weight for all events is used in order to normalise
signal yield to the background yield. Additional weights are applied in the MC back-
ground samples according to the expected yield. Since tt̄+jets accounts for more than
95% of the total background in the signal regions, only this source of background is used
for the training. The training is performed independently in each signal region.
The achieved separation for the ANN can be evaluated in different ways. One way is
to use the same method as defined for the input variables. However, using the Receiver
Operating Characteristic (ROC) curve is preferred, since the ROC curve definition is in-








ε (x)∀x ∈ [-1, 1] . (6.24)
The ROC curve is obtained plotting εsig versus 1 − εbkg, where εsig and εbkg are calculated
using the output discriminant obtained from signal events or background events.
To evaluate the performance of the ANN and the quality of the achieved training, two
different tests are considered. These tests require splitting the sample for both signal and
background in subsets. The number of subsets can be arbitrary, but given the limited
statistics for both signal and background, splitting in more than two subsets is not rec-
ommended. Thus, splitting is done according to the even/odd event number. Having two
equivalent sets of samples for both signal and background, which are referred to as the
training and the testing sample respectively, the following tests are defined:
• The overtraining test: This test is performed to evaluate a given ANN, obtained
from the training sample, in the training and in the testing sample. The resulting
two classification plots and the corresponding ROC curves are overlayed and com-
pared. The test is passed if the ROC curves are equivalent for these two evaluations,
otherwise the ANN is overfitted.
• The two-fold validation test: Having a training on the training (testing) sample,
the performance of each training is evaluated on the testing (training) sample. The
obtained two output classification plots and the corresponding ROC curves are over-
layed and compared. The test is passed if the ROC curves are equivalent for these
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6.6. ANN Training and Final Discriminant
two evaluations.
The overtraining test is performed, to check if the obtained ANN pattern recognition is
biased towards the sample used for the training. The cause of overtraining is usually in-
sufficient statistics of the sample used for the training, together with a number of input
variables too large to train. This is another reason to use a limited number of input vari-
ables to train, especially for regions with lower statistics.
Being forced to split the samples in two subsets in order to perform the overtraining test,
two trainings can be made, using both the training and the testing samples, with the ad-
vantage of considering all the available statistics. The two different trainings need to be
equivalent, and this is exploited through the two-fold validation test. If this test is passed,
the two ANN can be used when evaluating the ANN in the analysis, taking into account
the even/odd splitting.
Using the ROC curves, a characteristic of the achieved separation power of the ANN is de-
fined. By definition, the ROC curve integral is proportional to the latter, so the definition
of the indicator is straightforward:
Index = 2(AUC) − 1 , (6.25)
where AUC is the area under the curve. The Index can be expressed in percentage and is
referred to as the Frico-Gini Index. The maximum integral value is 1, which corresponds
to Frico-Gini Index of 100%. In the worst case, if the integral is 0.5, the Frico-Gini Index
is 0%. The trainings are required to pass the two tests above and maximise the Frico-Gini
index at the same time.
The plots for the overtraining and for the two-fold validation tests are shown in Figs.
6.14, 6.15 and 6.16. Plots of the final discriminants and their S/B separation are shown
in Fig. 6.17. The number of events available for the training of the ANN is shown in
Table 6.8.
≥6j,≥4b ≥6j,3b 5j,≥ 4b
Signal 2M 2M 1M
Background 1.5M 1.5M 2M
Table 6.8.: Number of events used in the training of the ANN.
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Figure 6.16.: Overtraining and two-fold validation tests for the (≥6j,≥4b)
region.
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Figure 6.17.: Final ANN discriminants. For each training region both the data-prediction
comparison (left) and separation of the normalised plots (right) are shown.
The binning choice is done in order to achieve the best possible separation.
(a) (5j,≥4b). (b) (≥6j,3b). (c) (≥6j,≥4b)
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6.7. BDT Based Event Reconstruction
Another MVA technique has been developed independently to perform an event recon-
struction. In the final state, the identification of the correct bb̄ pair coming from the decay






= 6 combinations, for the events with 4 b-jets. The possibility of picking
up a wrong pair gives rise to a special background, called combinatorial background. A
BDT implemented through the TMVA package is employed to reconstruct the tt̄H signal,
discriminating the correct jets assignment from the combinatorial background.
For training purposes, a truth matching technique is employed to match each of the final
state jets to the corresponding quarks from the hard scattering process. This is achieved by
requiring that ∆R between the considered jet and the final state parton is less than 0.3. In
this way, variables that take into account the characteristics of the truth-matched objects
are defined, such as the invariant mass of the quark pair that matches the Higgs-boson, as
well as angular distances between them. In the most signal sensitive region, (≥6j,≥4b),
only in the 42% of the available events all the final state jets can be matched to the corre-
sponding partons. The reason is that not all the decay products of the signal process are
present, both due to the detector acceptance and the selection requirements for the physics
objects.
The training of the reconstruction BDT is performed in tt̄H events. After the training, all
the possible combinations of jets in the event are constructed and the BDT is evaluated
for each combination, both for tt̄H and for tt̄ samples. The combination that maximises
the BDT output is selected as the final state reconstruction. The best reconstruction effi-
ciency is achieved by using variables that contain information about the properties of the
Higgs boson. However, this has a disvantage when trying to reconstruct tt̄ events, since
the chosen jet combination biases the distribution of the Higgs mass variable towards the
tt̄H case. This results in the reduction of its discrimination power. To avoid this effect,
two different reconstruction BDT are trained, with and without making use of the vari-
ables based on Higgs-boson information.
In the (≥6j,≥4b) region the reconstruction efficiency of 16% is achieved using Higgs-
related variables in the training. Since the maximum achievable matching efficiency is
about 42%, the relative all partons matching efficiency is about 38%. The efficiency is de-
fined as the fraction of events in which each of the partons coming from the decay of the
top quark or the Higgs boson are matched correctly to the final state jets within ∆R<0.3.
For Higgs boson reconstruction, the relative efficiency is about 50% for the training using
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the Higgs-related variables, while it is 30% otherwise, Fig. 6.18.
Given the reconstruction difficulties, a final classification BDT is trained to discriminate
signal from the background as follows. A scheme showing the training method of the
classification BDT is shown in Fig. 6.19.
Two different sets of variables, related to the quantities of reconstructed objects, are ob-
tained from the best combinations of jets according to the choices of both reconstruction
BDTs. Additionally, a third set of global event variables (as explained in Sec. 6.5), is
considered for the training of the classification BDT, whose goal is to distinguish signal
tt̄H events from tt̄ background ones. Plots of the final classification BDT for each of the
signal regions and the corresponding separation power are shown in Fig. 6.20.
Higgs mass [GeV]
























 = 13 TeVs
Single Lepton
 4b≥ 6j, ≥
Figure 6.18.: The reconstructed Higgs boson invariant mass, from the reconstruction
BDT that does not use Higgs-related input variables.
Figure 6.19.: Summary of the classification BDT training method.
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Figure 6.20.: Final BDT discriminants. For each training region both the data-prediction
comparison (left) and separation of the normalised plots (right) are shown.
The binning choice is done in order to achieve the best separation power as
possible. (a) (5j,≥4b). (b) (≥6j,3b). (c) (≥6j,≥4b)
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Systematic Uncertainties and Statistical Tools
The systematic uncertainties arise from uncertainties in the calibrations of resolutions
and efficiencies used to correct the simulations, or from an incomplete modelling of the
physics of the MC processes that are compared to data. While statistical uncertainties
are reduced by increasing the amount of the analysed data, the systematic uncertainties
need dedicated studies. For this reason, the analysis presented in this thesis needs to be
performed for each of the different set of objects for each systematic variation. Some
systematic uncertainties affect only the number of the events for a certain physics process
or shapes of certain distributions. In these cases, the analysis just needs to be adjusted by
applying dedicated weights to each event without the need of repeating the full analysis.
In the case of the analysis presented in this thesis, since the considered signal is expected
to be much smaller than the background, and thus a very sophisticated fit model is needed
to extract it and thus many systematic uncertainties are considered. For a more accurate
treatment, some systematic uncertainties are split into several components. In Table 7.1
the systematic uncertainties considered in this analysis are listed and details are given in
Sec. 7.1
The distributions of the discriminants considered in each of the analysis regions are com-
bined to test the presence of the tt̄H signal by performing a likelihood fit to data. This
approach helps to reduce the impact of the systematic uncertainties. The statistical proce-
dure is discussed in Sec. 7.2.
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Systematic uncertainty Type Components
Luminosity N 1
Reconstructed Objects
Electron trigger+reco+ID+isolation SN 5
Electron energy scale+resolution SN 2
Muon trigger+reco+ID+isolation SN 6
Muon momentum scale+resolution SN 3
Pile-up modelling SN 1
Jet vertex tagger SN 1
Jet energy scale SN 19
Jet energy resolution SN 1
Missing transverse momentum SN 3
b-tagging efficiency SN 5
c-tagging efficiency SN 4
Light-jet tagging efficiency SN 14
High-pT tagging SN 2
Background and Signal Model
tt̄ cross section N 1
tt̄+HF: normalisation N 2
tt̄+≥ 1b: NLO Shape SN 10
tt̄+≥ 1c: NLO Shape SN 1
tt̄ modelling: residual Radiation SN 3
tt̄ modelling: residual NLO generator SN 3
tt̄ modelling: residual parton shower+hadronisation SN 3
tt̄ NNLO reweighting SN 4
W+jets normalisation N 6
Z+jets normalisation N 6
Single top cross section N 2
Single top model SN 2
Diboson normalisation N 1
Fakes normalisation SN 7
tt̄V cross section N 4
tt̄V modelling SN 2
tt̄H cross section N 2
tt̄H branching ratios N 4
tt̄H modelling SN 2
Table 7.1.: The list of systematic uncertainties considered. An “N” means that the un-
certainty affects the normalisation of the discriminators for all processes and
channels affected, whereas “SN” means that the uncertainty affects both shape
and normalisation. Some systematic uncertainties are split into several com-





The uncertainty on the combined 2015 and 2016 run period integrated luminosity is esti-
mated to 2.9% and affects the overall normalisation of all the processes estimated through
a MC simulation. The methodology for estimating this uncertainty is based on a pre-
liminary calibration of the luminosity scale using x-y beam-separation scans performed
in August 2015 [135]. The luminosity systematic uncertainty is considered to be fully
correlated for the 2015 and the 2016 datasets.
7.1.2. Reconstructed Objects
Jets
The systematic uncertainties associated with the jets are originated from the efficiency of
the jet reconstruction, identification, the JVT, uncertainties on the Jet Energy Scale (JES)
corrections and on the Jet Energy Resolution (JER).
The JES calibration and its uncertainty are derived by combining test-beam and LHC
collision data information, and simulation [106]. Although more than 50 different sources
of systematic uncertainties are considered, most of them are combined resulting in 19
uncorrelated sources that come from the different components of the JES calibrations:
• Six uncertainties related to the different in-situ techniques and divided according to
their origin in different categories (statistical, modelling, detector and mixed).
• Four uncertainties related to the pile-up corrections, due to potential mismodelling
of the number of primary vertices and the average number of interactions per bunch
crossing.
• Three uncertainties related to the η-intercalibration techniques.
• Three uncertainties related to jet-flavour, which take into account the different re-
sponse of the calorimeter to jets originated from quarks or gluons.
• One high-pT uncertainty, which is derived from the single-particle response mea-
surements for high-pT jets (>1 TeV).
• One uncertainty related to the corrections applied for the global sequential calibra-
tion.
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• One uncertainty related to the correction applied to the simulated jets that use a
parametrised simulation of the calorimeter.
The JES uncertainty has different impact depending on the pT of the jets. It is about 5.5%
for jets with pT = 25 GeV and it is below 1.5% for jets with pT in the range of 100 GeV-1.5
TeV, see Fig. 7.1. JES represents one of the most important sources of uncertainty since
this analysis uses many jets, playing a role in the normalisation of signal and backgrounds
in multiple regions.
Figure 7.1.: JES estimated for 2015 data as a function of jet pT for jets of η = 0 [106].
The reconstructed jet has an energy whose measurement is affected by resolution effects,
due to stochastic fluctuations in the calorimeters, electronic noise and fluctuations due to
detector calibration measurements. For this reason, the measurements of the energy for
jets having the same true energy follow a Gaussian distribution, whose standard deviation
is the JER. The JER measurement during Run 1 was compared with a simulation of
dijet events and it was found to agree within 10% [136]. These uncertainties have been
combined with the ones obtained from extrapolation from Run 1 to Run 2 conditions
[106] and have the effect of smearing the jet pT in the MC simulations.
Heavy and Light Flavour Tagging
The efficiencies associated to b- and c-tagging in simulation are corrected making use of
dedicated scale factors to achieve the best possible agreement with the efficiencies in data.
The scale factors are pT dependent for the case of b- and c-quarks, while they depend also
on η for the light-jets.
The efficiencies and corrections associated to b-jets are measured on data using tt̄ events,
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while the mis-tag efficiencies for c-jets are derived from measurements of the D∗ meson
decays [137]. Uncertainties on the scale factors are factorised into a total of five inde-
pendent components associated to b-jets and four independent components associated to
c-jets. Fourteen uncertainty components are considered for the light-jet tagging. These
uncertainties are uncorrelated.
Since the c- and light-jet measurements made use of data collected during the Run 1 pe-
riod, an extrapolation to the Run 2 uncertainty is taken into account.
An additional uncertainty is finally included to take into account the extrapolation of the
different scale factors for jets beyond the kinematic range of the samples used for the data
calibration. This uncertainty is taken as correlated among the different jet flavours.
Leptons
The uncertainties associated to the lepton reconstruction are due to uncertainties coming
from lepton momentum scale and lepton resolution as well as from trigger, identification,
reconstruction and isolation efficiencies. The uncertainties have been measured in data
from Z → `+`−, J/ψ → `+`− events, and also from the energy and momentum of the
electrons in W → eν events. These uncertainties have a minimal impact on the analysis
presented in this thesis.
Missing Transverse Momentum
The uncertainties associated to reconstruction of EmissT are propagated from leptons, JES
and JER. These uncertainties have a small impact in the analysis since EmissT is not used
in the event selection but only in the event reconstruction.
7.1.3. Uncertainties on Background Modelling
tt̄ + jets Modelling
tt̄ +jets process is the main source of background for the analysis presented in this thesis.
For this reason, a large number of systematic uncertainties affecting this process are con-
sidered. These are uncertainties associated to the theoretical prediction for the inclusive
cross section, as well as overall normalisation of the tt̄+ ≥ 1b and tt̄+ ≥ 1c components,
uncertainties associated to the modelling of the tt̄+ ≥ 1b event production, such as choice
of the matrix element generator, modelling of extra radiation, choice of the model for the
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parton shower and hadronisation. A summary of these uncertainties is presented in Ta-
ble 7.2.
The uncertainty considered for the inclusive tt̄ production cross section is ±6% [76] and
includes contributions from variations of PDFs, αS , renormalisation and factorisation
scale and from top quark mass uncertainty. To take into account the different choices
for the NLO generator, an uncertainty is derived by comparing two different predictions
using Powheg-Box and MG5_aMC, each of them making use of Herwig++ for the parton
shower simulation. The uncertainty associated to the choice of the modelling of initial
and final state radiation is derived with two different Powheg-Box+Pythia6 samples, one
with increased and another with decreased radiation. The first is obtained decreasing the
renormalisation and factorisation scale by a factor of two and with the hdamp parameter
(defined in Sec. 4.3.2) doubled, while the sample with radiation decreased has the scales
increased by a factor of two [138]. A systematic uncertainty is finally derived for the
top quark and tt̄ transverse momentum prediction by considering the largest disagreement
between the NNLO prediction and the uncorrected prediction obtained with any of the
already mentioned alternative samples. This uncertainty is considered to be uncorrelated
among tt̄+ ≥ 1b, tt̄+ ≥ 1c and tt̄ light components.
For the tt̄+ ≥ 1b component, all the samples have been reweighted to the NLO SherpaOL
prediction. The differences which remain after the reweighting procedure are referred to
as residual uncertainties. The uncertainties on the reweighting procedure are evaluated
by lowering and increasing the renormalisation scale by a factor of two, changing the re-
summation scale definition to µCMMPS , setting a global value for the scale, and fixing them
to the same µCMMPS . Regarding the PDFs choice, two alternative PDFs are considered:
MSTW [49] and NNPDF [47]. The uncertainty associated to the choice of the generator is
derived by a comparison between the predictions of SherpaOL and MG5_aMC+Pythia8,
while the uncertainty from the parton shower and hadronisation model is taken from the
differences between the samples generated with MG5_aMC and showered either with
Pythia8 or Herwig++. One last systematic uncertainty is associated to the events not in-
cluded in the original NLO calculation but coming from MPI or FSR. A 50% uncertainty
is assigned for the contribution of MPI while the uncertainty on FSR is derived from the
radiation samples introduced before.
Since the charm jets are produced by a parton shower, a prediction obtained with the
tt̄ + cc̄ matrix element calculation, has been studied. An NLO matrix element calculation
for the tt̄ + cc̄ process has been obtained with MG5_aMC and Herwig++ as described in
[139]. This sample has been compared to an inclusive tt̄ sample simulated with the same
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generator, and the differences have been taken as systematic uncertainty for the tt̄+ ≥ 1c
prediction.
As already mentioned, the data overshoot the prediction in all the multiplicity regions
with significant tt̄ +HF contributions, including all the considered signal regions. Even
if the excess is consistent with the prediction due to large uncertainties associated to the
tt̄ +HF predictions [140], to avoid a potential bias that can affect the MVA discriminant
shape, the normalisation of the tt̄+ ≥ 1b, tt̄+ ≥ 1c components are allowed to float freely
in the fit.
Multijet Modelling
The uncertainties on the data-driven multijet background estimate mainly originate from
the limited sample size in data, especially at high jet and b-tag multiplicities, and also
from the uncertainties on the rate of fake leptons. Following the approach used in Run
1, a normalisation of 50% is assigned and it is taken as uncorrelated across the lepton
flavours and b-tag multiplicities.
Other Simulated Backgrounds
For the W/Z+jets background normalisation, an uncertainty of 30% is used and taken as
uncorrelated among the jet multiplicities. For the W+HF jets process, an additional 30%
uncertainty based on variation of the scales and matching parameters in the Sherpa MC
simulation is taken into account.
Concerning the single top production, an uncertainty of +5%
−4% is applied on the total cross
section prediction [90–92]. Similarly to the tt̄ case, an additional systematic uncertainty
associated to final state radiation is considered. An additional uncertainty is considered
to account for the interference between the tt̄ and Wt processes at NLO. This is achieved
by comparing an alternative sample generated with the diagram subtraction scheme to the
default sample produced with the diagram removal scheme [89].
A normalisation uncertainty of 50% is considered for the diboson background. This takes
into account both the prediction for the inclusive cross section and the additional jet pro-
duction [141]. An uncertainty of 15% is used for the tt̄ + V NLO cross section predic-
tion [142].
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Systematic source How evaluated tt̄ categories
tt̄ cross-section ±6% All, correlated
NLO generator
Powheg-Box + Herwig++ vs. MG5_aMC + Herwig++ All, uncorrelated
(residual)
Radiation
Variations of µR, µF, and hdamp All, uncorrelated(residual)
PS & hadronisation
Powheg-Box +Pythia 6 vs. Powheg-Box + Herwig++ All, uncorrelated
(residual)
NNLO top & tt̄ pT Maximum variation from any NLO prediction tt̄+ ≥ 1c, tt̄ +light,
uncorr.
tt̄ + bb̄ NLO generator
Sherpa+OpenLoops vs. MG5_aMC +Pythia8 tt̄+ ≥ 1b
reweighting
tt̄ + bb̄ PS & hadronis.
MG5_aMC +Pythia8 vs. MG5_aMC + Herwig++ tt̄+ ≥ 1b
reweighting
tt̄ + bb̄ renorm. scale
Up or down a by factor of two tt̄+ ≥ 1b
reweighting
tt̄ + bb̄ resumm. scale
Vary µQ from HT/2 to µCMMPS tt̄+ ≥ 1breweighting
tt̄ + bb̄ global scales
Set µQ, µR, and µF to µCMMPS tt̄+ ≥ 1breweighting
tt̄ + bb̄ shower recoil
Alternative model scheme tt̄+ ≥ 1b
reweighting
tt̄ + bb̄ PDF
CT10 vs. MSTW or NNPDF tt̄+ ≥ 1b
reweighting
tt̄ + bb̄ MPI Up or down by 50% tt̄+ ≥ 1b
tt̄ + bb̄ FSR Radiation variation samples tt̄+ ≥ 1b
tt̄ + cc̄ ME calculation MG5_aMC + Herwig++ inclusive vs. ME prediction tt̄+ ≥ 1c
Table 7.2.: A summary of the systematic uncertainties on the tt̄+jets modelling. For the
tt̄+ ≥ 1b background, the inclusive tt̄ sample is reweighted to an NLO tt̄ + bb̄
prediction; uncertainties on the inclusive sample are labelled residual, while




An uncertainty of +10%/-13% is assigned to the NLO cross section prediction of the tt̄H
process [66–68]. This is split into scale and PDFs uncertainties, which are considered as
uncorrelated. Additionally, uncertainties are derived to take into account the differences
between the parton shower and hadronisation models. The uncertainty due to the parton
shower model choice is derived by comparison of the samples obtained with MG5_aMC
interfaced to either Pythia8 or Herwig++. The effect of the variation of the renormalisa-
tion and factorisation scales is taken into account by a dedicated systematic uncertainty.
Finally, uncertainties on the Higgs boson branching ratios to bb̄, WW, and other decays
are also considered [27].
7.2. Statistical Tools
In the analysis presented in this thesis, as well as many other analysis, the object of the
search is a physical process that is predicted by the SM but still not observed. To quan-
tify the agreement between theoretical predictions and experimental data, some statistical
concepts are used, such as the frequentist statistical test. In the context of this test, a null
hypothesis is defined, H0, describing all the processes that are already known, together
with an alternative hypothesis, H1, that includes also other not yet discovered processes.
For the analysis presented in this thesis, the null hypothesis consists of a background hy-
pothesis (where the SM does not predict tt̄H), while the H1 considers both background
and signal. The two different hypothesis can be represented by a multiplicative factor µ
to the tt̄H predicted cross section. Defining µ = σobs
σSM
as signal strength, µ is equal to 0 for
H0 and to 1 for H1.
Having a hypothesis associated to a certain µ, one needs to quantify the level of agree-
ment of the experimental data with it. If the null hypothesis can be rejected, i.e. if data
are incompatible with the background-only hypothesis, a discovery can be claimed. To
quantify the agreement, one needs to assign a probability (p-value), referred to as pµ,
where µ refers to the signal strenght associated to the hypothesis under test, of finding
data incompatible with the predictions of the hypothesis under the assumption that it is
true. The hypothesis can be discarded if the p-value is observed to be below a certain
threshold. Usually, the concept of p-value is converted into an equivalent parameter Z,
being the number of standard deviations above which a Gaussian distributed variable has
an upper-tail probability equal to p, Fig. 7.2. This is defined as:
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Z = Φ−1(1 − p) , (7.1)
where Φ−1 is the inverse of the cumulative distribution of the standard Gaussian.
Figure 7.2.: The standard normal distribution ϕ(x) showing the relation between the sig-
nificance Z and the p-value [143].
By convention, a p-value greater than 5% (Z<1.64) is considered to exclude a new process
which corresponds to a µ = 1 hypothesis at 95% CL, while a Z>5 is needed to claim a
discovery, and it corresponds to a p-value less than 2.9 · 10−7.
7.2.1. Profile Likelihood Ratio
In order to test the presence of the tt̄H signal, a binned profile likelihood fit is performed
simultaneously in all the analysis regions considered using the distributions of HhadT in the
control regions and of the MVA in the signal regions.
Each bin of each distribution in each of the regions has an expected number of events
given by the equation:
Ei j = µsi j + bi j (7.2)
where si j and bi j represent the number of expected events associated to either signal or
background processes in the i bin of the j histogram. Since the data follow a Poisson dis-
tribution around the number of expected events, it is possible to define a merely statistical
binned likelihood function L(µ) as the product of the Poisson probability terms over each










e−Ei j , (7.3)
where nbins( j) is the number of bins for the j histogram and ni j is the observed number of
events for the bin i and for the histogram j. The free parameter µ is estimated by maximis-
ing theL(µ) or minimising its logarithm by a fit procedure. The error on the achieved best
estimate of µ is obtained through a scan of the values of the likelihood as a function of µ.
The 1-σ band is set finding the points in which the logarithm of the likelihood decreases
by a factor of two with respect to its maximum.
In real cases, the expected number of events for signal and background processes is af-
fected by both statistical and systematic uncertainties. The k systematic uncertainties are
considered directly in the definition of the likelihood, through a collection of k continu-
ous parameters θk, referred to as Nuisance Parameters (NPs). By varying the values of the
NPs, one changes both the shape and the normalisation of the predictions, so the si j and
bi j are then also dependent on k NPs, referred to in the following as θ. By maximising the
likelihood, the best values for the θ in order to improve the agreement between expected
and observed number of events are found. The NPs are inserted in the definition of the
likelihood through their probability distribution functions ρ(θ).




The ρ(θ) are also referred to as penalty terms or prior distributions on θ. The assumed
functional form of the priors depends on the considered nuisance parameter. Three differ-
ent types are used in this analysis [144]:













where the central value θ̄k is the measured value of a certain systematic variation and
σk is the uncertainty associated to it. The usage of a Gaussian distribution prevents
the fit to prefer very large deviations from the measured value in the minimisation
procedure.
• Log-normal prior distribution: this shape is used for those NPs associated to quanti-
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• Gamma prior distribution: the gamma distribution is associated to the NPs which
are introduced to take into account the statistical uncertainty on the number of the





where A = (1/σrelk )
2, σrelk is the relative statistical uncertainty of the considered bin,
and B = N − 1 with N the bin content, rounded to the nearest integer.
By convention, the NPs are defined such that the value of θ = 0 refers to the nominal
value of the prediction while the values of ±1 refer to ±1σ variations of the systematic





After the maximisation procedure is concluded, the values of θ̂ and µ̂ are defined as the
ones which maximise the likelihood. If the observed data are not sensitive to a given
source of systematic uncertainty, the best value of the corresponding θk stays at 0 and its
error is consistent with the input uncertainty. In the opposite case, the fit can shift (pull)
the best value for a given NPs to achieve a better data/MC agreement or produce a reduc-
tion (constraint) of the error associated to a nuisance parameter. The latter case happens
when the large effects of a given systematic uncertainty are not supported by the available
data. Constraints provided by data can help to increase the sensitivity of the measurement.
Statistical fluctuations can produce additional shape differences in the considered distri-
butions, changing the result of the fit. To avoid this, a smoothing procedure is applied
to merge the bins until the shape differences are significant compared to the statistical
fluctuations. To neglect those uncertainties which do not play a role in the fit, all the sys-
tematic uncertainties affecting the total normalisation or the total shape by less than 0.5%
are dropped. This procedure is referred to as pruning. Pruning does not affect the result




The likelihood definition gives the possibility to define confidence intervals as well. The
pµ are defined as profile likelihood ratios:




where ˆ̂θ are the values of the NPs that maximise the likelihood for a given value of µ, with
the constraint 0 ≤ µ̂ ≤ µ since physics only allows the µ̂ to be positive and the exclusion
limit µ needs to be greater than the best estimator. By using the Wilk and Wald theorems
[146] which hold for sufficiently large dataset statistics, the asymptotic approximation is
obtained:




where σ represents the variance of the likelihood estimate of µ. Such a parameter is
calculated making use of the so called Asimov dataset [143], an artificial dataset in which
all observed quantities are set equal to their expected values1. A dataset defined in this
way is such that when it is used to evaluate the estimators for all parameters, the true
parameter values are obtained. The Asimov dataset has the particularity that all the pulls
for the NPs are zero by definition.
7.2.2. Limit Setting
When a significant excess above the background-only hypothesis is not found, the qµ can
be used to obtain an upper limit on the production cross section of the tt̄H process. This
is achieved by a frequentist Confidence Level (CL) approach [143]. The definition of the
CL limit is based on the qµ, which is used to construct two different distributions of the
test statistics: the one for the background-only hypothesis indicated as f (qµ|b) or f (qµ|0)
and the one for the signal plus background hypothesis indicated as f (qµ|s + b) or f (qµ|1).
Introducing the test statistic indicated as qobs, which refers to the value of µ under test,
the compatibility of the result with the signal plus background hypothesis is given by the
p-value:
p (µ = 1) = f (q ≥ qobs|1) =
∫ ∞
qobs
f (qµ|1)dqµ , (7.11)
1The name of this dataset is given to remind its connection to the tale Franchise by the great science
fiction writer Isaac Asimov (1920-1992). This tale describes a society where elections are conducted by
replacing the whole electorate by the most representative voter.
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which indicates the probability of finding a result less compatible to the signal plus back-
ground hypothesis than the considered µ under test. An analogous definition is given for
the compatibility with the background-only hypothesis:
p (µ = 0) = f (q ≥ qobs|0) =
∫ qobs
−∞
f (qµ|0)dqµ . (7.12)
A visual representation of both is given in Fig. 7.3. With these definitions it is possible to
define the confidence level for the signal hypothesis as [147]:
Figure 7.3.: Example distribution of the test statistics for background-only and signal





p (µ = 1)
1 − p (µ = 0)
. (7.13)
This definition allows to avoid excluding models for which low sensitivity is expected.
The CL of α is set by adjusting the µ until the value of CLs = 1 − α is reached. Values of
µ for which the CLs is smaller than 0.05 are excluded at 95% confidence level
120
8
Results and Limits on tt̄H(H→bb̄) Production
In this chapter the final fit result is presented for the cases where the ANN or the BDT
are used as signal/background discriminants for the signal regions. The two results were
found to be consistent. The ANN final result is the main contribution to the analysis by
the author of this thesis and was considered as an internal cross check, while the one ob-
tained with the BDT was used as the public result of the analysis presented at the ICHEP
conference 2016 [61]. This choice has been made for a number of reasons, the most im-
portant one being a slightly better signal/background separation obtained by the BDT.
The limits on the tt̄H production and combination with the dileptonic channel were de-
rived from the BDT analysis, as discussed in Sec. 8.2.2
The fit result is obtained by performing a simultaneous likelihood fit to data using all the
distributions of the discriminants in the nine analysis regions. The hypothesis considered
for the fit is background plus signal, where the signal strength, µ, is the parameter of in-
terest of the fit. µ is allowed to float freely in the fit, but with the condition to be the same
in all the considered regions. The normalisation factors for the tt̄ +HF background are
similarly free parameters of the fit. The normalisation of each of the other backgrounds
is constrained by the uncertainties of the respective theoretical cross section calculations,
as well as by instrumental uncertainties. The MC statistical uncertainties, are taken into
account in the fit by dedicated NPs. The analysis regions are sensitive to different sets of
systematic uncertainties due to the differences in the event composition, allowing chang-
ing the values of the corresponding NPs to best fit the data. The effects of the several
sources of systematic uncertainties are constrained by the large number of events selected
in the control regions. The total background uncertainty after the fit is sensibly reduced
compared to the one before the fit, not only for the control regions, but also for the signal
regions. The regions with only two b−jets are almost pure in tt̄ +light background and for
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this reason they provide an important constraint on the tt̄ modelling uncertainties in both
shape and normalisation. Uncertainties on c-tagging are constrained mainly in the (4j,3b)
region due to the large contribution of W → cs events in the tt̄ +light background.
To study the expected performance of the fit, an Asimov dataset (defined in Sec. 7.2.1)
assuming the signal plus background hypothesis is generated both for the ANN and the
BDT case. Since the pulls obtained after the fit to data in the two cases are very similar,
as well as the constraints of the NPs, they are discussed only for the ANN case. The
explanation for the BDT case is equivalent.
The binning of the two MVA discriminants is chosen in order to maximise the sig-
nal/background separation, resulting in different binning choices for the two cases, which
plays a main role in the smoothing procedure for the systematic uncertainties and affects
the final result.
8.1. ANN Results
8.1.1. Expected Fit Results
A fit to an Asimov dataset is performed to evaluate the sensitivity of the analysis. The
error on the fitted NPs is expected to be close to 1 if the data do not provide any improve-
ment of that uncertainty. Plots of the fitted NPs are available in Fig. 8.1
Among the NPs related to modelling systematic uncertainties, the ones related to the mod-
elling of the tt̄ +jets events are constrained. This means that the large model variations are
not compatible with the available data precision. The most notable constraint is obtained
by the tt̄ +PS systematic uncertainty, which changes the predicted yields by more than
10%, while the data statistical uncertainty in the regions with two b-tagged jets is only a
few %.
NPs related to instrumental systematic uncertainties also show some minor constraints,
in particular for some components of the JES uncertainty, as well as JER, JVT and jet
flavour tagging ones. The first three uncertainties have a large effect on the low jet pT
region, where large data statistics is available.
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Figure 8.1.: Fitted NPs from a fit to the Asimov dataset using the ANN. (a) NPs asso-
ciated to instrumental systematic uncertainties; (b) NPs associated to mod-
elling systematic uncertainties.
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8.1.2. Fit to Data
The result of the fit to data yields a signal strength of µ = 0.9+1.2
−1.1, a normalisation factor
ktt̄+bb̄ = 1.27+0.24−0.21 for the tt̄+ ≥ 1b background and ktt̄+cc̄ = 1.40
+0.74
−0.62 for the tt̄+ ≥ 1c. A
comparison between the analysis yields and data in each of the fitted regions is available
in Fig. 8.2. The fitted NPs are shown in Fig. 8.3.
The observed constraints on the NPs are compatible with the expected ones obtained
from the fit to the Asimov dataset. Different pulls of the fitted values of the NPs are
visible. The most notable ones are:
• Heavy and light flavour tagging: These pulls result in increased values of the scale
factors applied to MC associated to c-tag and mis-tag. The largest component of
the c-tagging systematic uncertainty is pulled to -1.03. This is due to the used
calibrations for the scale factors, which are based on data from Run 1 which might
not be valid for the different tagger choice of Run 2. This is enhanced by the
large statistics available for the control regions. The most important component of
the light flavour tagging systematic uncertainty is pulled by the regions with large
component of tt̄ +light jets events.
• tt̄ modelling: These pulls are due to the differences on the predictions of the differ-
ent used MC generators, especially the most visible pull on the tt̄ + cc̄ generator.
A notable feature of the likelihood fit is that correlations between the NPs are introduced.
Fig. 8.4 shows the correlation coefficients obtained. Even if the uncertainties are taken as
uncorrelated before the fit, the correlations are derived by the fit procedure. As expected,
the two normalisation factors in the fit for the tt̄+ ≥ 1b and tt̄+ ≥ 1c components of
the tt̄ +jets background are anti-correlated. An anti-correlation between the tt̄+ ≥ 1b
uncertainty and the signal strength uncertainty is found. This correlation is related to
the ability of separating signal from background in the signal regions. The correlation
becomes larger when using a variable with lower discrimination power.
To study the dependence of the fit result on the different sources of systematic uncertainty,
the fit procedure is repeated for each of the considered NPs keeping its value fixed at
different values. All the other NPs are allowed to vary in the new fit. Fig. 8.5 shows the
variation of the signal strength, defined as impact on µ, when a considered NPs is fixed
at the two values of θ̂ ± σθ, where σθ is the considered pre-fit or post-fit error on the
parameter. Only top twenty NPs with the largest impact on µ are shown. The sum of the
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Figure 8.2.: (a) to (i), post-fit distributions of HhadT and ANN in the regions used for the
fit to data using the ANN in the signal regions.
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Figure 8.3.: Fitted NPs from a fit to the measured data sample using the ANN. (a) NPs




µ due to the correlations among the systematic uncertainties. The largest impact comes
from tt̄+ ≥ 1b related systematic uncertainties.
Fig. 8.6 shows comparisons between data and prediction for the fitted distributions after
the fit to data.
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Figure 8.4.: The correlation matrix for the NPs obtained from the fit to data in the sin-
gle lepton channel under the signal-plus-background hypothesis. Only NPs
with a correlation coefficient of at least 30% with any other parameter are
displayed.
127




2− 1.5− 1− 0.5− 0 0.5 1 1.5 2
Fakes normalisation (e+jets, 3b)








1b shower recoil scheme≥+tt
Jet vertex tagger efficiency
1c radiation (residual)≥tt+
tt+light NLO gen. (residual)
tt+light PS & had. (residual)
1b PS & had. (reweighting)≥tt+
tt+light radiation (residual)
1b NLO gen. (residual)≥tt+
1b)≥k(tt+
1b NLO gen. (reweighting)≥tt+
1b radiation (residual)≥tt+
µ∆
1.5− 1− 0.5− 0 0.5 1 1.5
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Figure 8.5.: Ranking of the NPs used in the fit according to their effect on the best fitted
µ for the single lepton channel ANN fit to data. The top twenty parameters
are shown. The empty blue rectangles correspond to the pre-fit impact while
the filled blue ones to post-fit impact. The k is the normalisation factor (with
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Figure 8.6.: Yield comparison between data and prediction after the fit to the measured




As already discussed, both fits to the Asimov dataset and to data for the signal plus back-
ground hypothesis show similar constraints and pulls of the NPs parameters for BDT as
shown for the ANN, therefore those are not shown. Differences in the fit to the data result
is expected mainly due to the difference in shape and separation power. The shape com-
parison of the most important source of systematic variations for the two discriminants is
presented in Appendix D.
8.2.1. Fit to Data and Limit on the tt̄H(H → bb̄) Production
The result on data using the BDT is a signal strength of µ = 1.6+1.1
−1.1, a normalisation factor
ktt̄+bb̄ = 1.24+0.23−0.21 for the tt̄+ ≥ 1b background and ktt̄+cc̄ = 1.37
+0.70
−0.60 for the tt̄+ ≥ 1c.
These results are similar to the one obtained with the ANN fit, but the errors are slighly
reduced. A ranking plot of the twenty most important systematic uncertainties is available
in Fig. 8.7.
A comparison between the fitted yields and data in each of the fitted regions is available
in Fig. 8.8.
Fig. 8.9 shows the comparison between data and prediction for the distributions after the
fit to data.
Since no significant excess of events above the background is visible for the SM Higgs
boson with a mass of 125 GeV, a 95% CL upper limit on the signal strength is calculated.
From the measurement, a signal cross section larger than 3.6 times the SM prediction is
excluded. The expected exclusion limit in the hypothesis of absence of the tt̄H process is
2.2 times the SM prediction.
129




2− 1.5− 1− 0.5− 0 0.5 1 1.5 2
Fakes normalisation (e+jets, 3b)
c-tag Eigenvar. [2]
c-tag Eigenvar. [1]
1b shower recoil scheme≥+tt
1c PS & had. (residual)≥tt+







tt+light PS & had. (residual)
1b PS & had. (reweighting)≥tt+
ttH PS & hadronisation
1b)≥k(tt+
1b radiation (residual)≥tt+
1b PS & had. (residual)≥tt+
1b NLO gen. (reweighting)≥tt+
1b NLO gen. (residual)≥tt+
µ∆
1− 0.5− 0 0.5 1














-1 = 13 TeV, 13.2 fbs
Figure 8.7.: Ranking of the NPs used in the fit according to their effect on the best fitted µ
for the single lepton channel BDT fit to data. The top twenty parameters are
shown. The empty blue rectangles correspond to the pre-fit impact while the
filled blue ones to post-fit impact. The k are the normalisation factors (with
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Figure 8.9.: (a) to (i), post-fit distributions of HhadT and BDT output in the regions used
for the fit to data using the BDT in the signal regions.
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8.2.2. Combination with the Dilepton Analysis
A similar search of the tt̄H(H → bb̄) production was performed in the opposite-charge
lepton decay channel [61]. This analysis categorised events in five jet and b-tagged jet
multiplicity regions, with an MVA technique implemented in the signal regions. Since the
single lepton and dileptonic analyses are designed to be orthogonal and use the same set
of systematic uncertainties, a combination of the two is performed through a simultaneous
fit of the five regions of the dilepton analysis and the nine of the single lepton analysis.
The fitted signal strength for the combined fit is µ = 2.1+1.0
−0.9, Fig. 8.10a, and a value of µ
greater than 4.0 is excluded at 95% CL, Fig. 8.10b. The result corresponds to an observed
significance of 2.4σ, while 1.2σwould be expected in the absence of the SM signal [148].
Yields at pre-fit and post-fit level are compared in Table 8.1, while post-fit yields of signal




Pre-fit Post-fit Pre-fit Post-fit Pre-fit Post-fit
tt̄ + light 160000 ± 30000 158800 ± 4800 5300 ± 1500 6300 ± 440 17 ± 11 36 ± 14
tt̄+ ≥ 1c 10800 ± 2400 16800 ± 4100 880 ± 300 1680 ± 350 11.7 ± 5.4 24.4 ± 6.3
tt̄+ ≥ 1b 4580 ± 930 5760 ± 980 1570 ± 470 1930 ± 320 76 ± 24 94 ± 13
tt̄ +V 212 ± 27 218 ± 24 18.4 ± 3.8 20.4 ± 3.6 1.60 ± 0.42 1.73 ± 0.33
Single top 10300 ± 1700 10400 ± 1300 390 ± 87 476 ± 80 9.6 ± 3.5 12.9 ± 3.2
W/Z+jets 6500 ± 2400 7800 ± 2200 220 ± 100 410 ± 150 2.1 ± 1.2 2.6 ± 1.2
Diboson 420 ± 220 390 ± 190 15 ± 10 19 ± 11 3.9 ± 3.3 3.5 ± 3.0
Non-prompt 9200 ± 4200 7800 ± 1500 770 ± 360 770 ± 240 29 ± 27 23 ± 23
tH 9.3 ± 1.3 9.3 ± 1.2 4.41 ± 0.66 4.55 ± 0.57 0.62 ± 0.13 0.64 ± 0.10
Total background 202000 ± 32000 208000 ± 1900 9200 ± 1900 11610 ± 300 152 ± 44 199 ± 28
tt̄H 63.8 ± 6.2 134 ± 42 24.6 ± 4.1 54 ± 21 3.32 ± 0.87 7.7 ± 2.9
Total 202000 ± 32000 208200 ± 1900 9200 ± 1900 11660 ± 300 155 ± 45 207 ± 28
Data 208239 11686 218
5j,2b 5j,3b 5j,≥ 4b
Pre-fit Post-fit Pre-fit Post-fit Pre-fit Post-fit
tt̄ + light 91000 ± 17000 91500 ± 3900 3640 ± 880 4580 ± 450 24 ± 15 45 ± 19
tt̄+ ≥ 1c 10800 ± 2100 16600 ± 3800 1170 ± 330 2150 ± 410 30 ± 12 64 ± 11
tt̄+ ≥ 1b 4440 ± 530 5760 ± 840 2230 ± 460 2830 ± 370 224 ± 62 278 ± 29
tt̄ +V 277 ± 33 287 ± 30 35.3 ± 6.1 39.6 ± 5.9 4.9 ± 1.5 5.4 ± 1.4
Single top 4900 ± 1200 4790 ± 690 305 ± 87 338 ± 67 14.3 ± 5.6 16.1 ± 3.9
W/Z+jets 2700 ± 1100 2720 ± 780 200 ± 100 300 ± 120 3.0 ± 3.0 3.3 ± 2.3
Diboson 200 ± 110 210 ± 110 15.7 ± 9.7 16.0 ± 8.7 0.39 ± 0.28 0.43 ± 0.29
Non-prompt 3300 ± 1500 2800 ± 670 300 ± 150 300 ± 110 20 ± 17 16 ± 16
tH 7.4 ± 1.3 7.5 ± 1.3 3.88 ± 0.72 4.14 ± 0.69 0.82 ± 0.16 0.91 ± 0.14
Total background 117000 ± 20000 124600 ± 1400 7900 ± 1400 10560 ± 280 322 ± 78 429 ± 28
tt̄H 96.5 ± 7.7 206 ± 61 49.7 ± 6.9 110 ± 42 11.8 ± 2.6 27 ± 10
Total 118000 ± 20000 124900 ± 1400 7900 ± 1400 10670 ± 280 333 ± 79 457 ± 27
Data 124688 10755 418
≥6j,2b ≥6j,3b ≥6j,≥4b
Pre-fit Post-fit Pre-fit Post-fit Pre-fit Post-fit
tt̄ + light 54000 ± 24000 58600 ± 4000 2600 ± 1100 3610 ± 500 34 ± 22 74 ± 32
tt̄+ ≥ 1c 11500 ± 3700 12500 ± 5200 1550 ± 560 1960 ± 660 71 ± 37 91 ± 36
tt̄+ ≥ 1b 4800 ± 1200 7180 ± 920 3240 ± 800 4830 ± 470 670 ± 190 955 ± 70
tt̄ +V 470 ± 61 498 ± 49 86 ± 13 98 ± 10 19.1 ± 4.2 22.3 ± 3.5
Single top 2690 ± 840 2430 ± 400 278 ± 100 286 ± 65 29 ± 14 32 ± 12
W/Z+jets 1610 ± 660 1720 ± 520 121 ± 55 169 ± 65 11.9 ± 6.7 12.9 ± 6.4
Diboson 164 ± 88 166 ± 83 14.4 ± 8.3 15.8 ± 8.4 2.0 ± 1.3 2.1 ± 1.3
Non-prompt 1220 ± 560 1050 ± 310 270 ± 150 270 ± 120 1.2 ± 1.2 1.2 ± 1.2
tH 9.6 ± 2.4 9.9 ± 2.3 5.7 ± 1.5 6.2 ± 1.5 1.86 ± 0.53 2.10 ± 0.50
Total background 77000 ± 26000 84200 ± 1400 8200 ± 1900 11250 ± 240 840 ± 230 1191 ± 55
tt̄H 198 ± 18 430 ± 120 119 ± 16 261 ± 99 44.9 ± 9.4 107 ± 39
Total 77000 ± 26000 84600 ± 1400 8300 ± 1900 11520 ± 220 890 ± 230 1298 ± 41
Data 84556 11561 1285
Table 8.1.: Event yields in the single lepton channel. Post-fit yields refer to the combined fit in dilepton
and single-lepton channels to data. The uncertainties are the sum in quadrature of statistical
and systematic uncertainties. In the pre-fit case, errors do not consider any uncertainty on
the tt̄+ ≥ 1b or tt̄+ ≥ 1c normalisation. In the post-fit case, these errors are computed
accounting correlations among nuisance parameters and processes, including the errors on
the determination of the tt̄+ ≥ 1b and tt̄+ ≥ 1c normalisation. Concerning tt̄H signal, the pre-
fit yield values consider both theoretical prediction and corresponding uncertainties, while the
post-fit yield and errors are obtained from the signal strength measurement.
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Figure 8.10.: Summary plots of the results of the single lepton, dilepton and combination
analyses. (a) Summary of the signal strength measurements in the individ-
ual channels and for the combination. (b) Summary of the of 95% CL upper
limits on σ(tt̄H) relative to the SM prediction in the individual channels and
for the combination. (c) Post-fit yields of signal and total background per
bin, ordered by log(S/B), for all bins used in the combined fit of the single
lepton and dilepton channels. The signal is shown normalised to the best-fit
value and to the excluded value. The background is also shown after the fit




9.1. Summary and Conclusions
At present, the SM of particle physics is the most successful theoretical framework for
understanding the infinitesimal components of the Universe and their interaction. How-
ever, it alone cannot express a large fraction of the known phenomena and observations,
giving the hint that a more complete theory has still to be discovered. One of the greatest
successes of the theory is the prediction of the existence of the Higgs boson, a particle
needed within the electroweak symmetry breaking mechanism. A particle compatible
with the properties of such particle has been discovered in 2012 at the largest laboratory
of the world: CERN. The LHC accelerator at CERN has been employed to perform such
discoveries, together with the ATLAS and CMS experiments. The discovery of such a
particle paved the way to a large collection of new searches at CERN, since measuring
the properties of the Higgs boson can give a direction for the search of new physics with
the goal of extending the SM or finding new theories to cover as many unknown phenom-
ena as possible. A great emphasis has been placed to the measurement of the couplings
of the Higgs boson with other particles, which are measurable through the production and
decay rates of the Higgs boson. The tt̄H production channel with the decay of the Higgs
boson into bottom quarks provides a measurement of the coupling of the Higgs boson
to heavy quarks both in the production and decay. In particular, the production of the
Higgs boson through this channel is of particular interest since it gives access to the direct
measurement of the Yukawa coupling to the top quark, which is close to unity in the SM.
Possible measurements that show deviations from the predicted couplings will be a hint
of new physics.
This thesis presents the search of the tt̄H(H → bb̄) production in the single lepton chan-
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nel using the data recorded by the ATLAS experiment at
√
s = 13 TeV in 2015 and up to
July 2016, for a total of 13.2 fb−1. The main source of background is the tt̄ +jets process,
where in particular the tt̄ + bb̄ component is an irreducible background since it has the
same final state as the tt̄H signal. In order to enhance the sensitivity of the analysis and
constrain as much as possible the systematic uncertainties, the selected events are cate-
gorised in nine regions, defined through the multiplicity of jets and b-tagged jets. Since
the signal yields are still very low compared to the background even in the signal rich re-
gions, a sophisticated analysis based on the MVA techniques is developed. In particular,
an ANN is developed for separating the signal from the background in the signal richest
regions. This ANN is developed in parallel with a BDT discriminant, and the ANN is
used as an internal cross check. A likelihood fit is performed simultaneously in the nine
regions. The obtained result shows a significant decrease of the systematic uncertainties
due to the constraining power of data and by correlations among the different systematic
uncertainties introduced by the fit. A combination with the dilepton analysis is performed
and the final measured signal strength is µ = 2.1+1.0
−0.9. A value greater than 4.0 times the
SM prediction is excluded at 95% CL. The result corresponds to an observed significance
of 2.4σ, while 1.2σ would be expected in the absence of the SM signal.
9.2. Comparison with Other Searches
Searches of the tt̄H process have also been performed in the ATLAS experiment in the
multilepton [149] and diphoton [150] final states. The 95% CL for the signal strength
measured by the two analyses has been found to be 4.9 and 2.6, respectively. The most
sensitive result is achieved by combining these two analyses with the tt̄H(H → bb̄) one
[148]. The combined signal strength is 1.8+1.8
−0.7, which corresponds to an observed signifi-
cance of 2.8σ. The sensitivity of this combination already exceeds the one obtained from
the combination of the Run 1 tt̄H analyses [32]. The signal strength and the limits on µ
obtained from the analyses listed above are summarised in Fig. 9.1.
Similar searches for the tt̄H process in several decay channels have been performed by
the CMS collaboration using data collected at
√
s = 13 TeV collision energy [151–153].
The observed 95% CL upper limit on the tt̄H cross section is 1.5 times larger than the SM
prediction, while the best fitted signal strength for the combined single lepton and dilep-
ton channel is −0.2± 0.8. The CMS analysis uses a simplified treatment of the systematic
uncertainties compared to ATLAS, and as a result the obtained errors on µ are reduced.
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Figure 9.1.: (a) Summary of the observed signal strength measurements from the indi-
vidual analyses and for their combination. (b) Upper limits on the tt̄H signal
strength for the individual analyses as well as their combination at 95% CL.
9.3. Future Improvements
The sensitivity of the analysis presented in this thesis is limited by the amount of data
collected and by the systematic uncertainties. It is possible to make an estimation of
the needed luminosity for achieving a 3σ measurement of the tt̄H cross section for the
single lepton channel at 13 TeV. If systematic uncertainties are kept the same, a data
set of at least 100 fb−1 is needed. This number for the combined result is considerably
smaller. Given that by the end of 2016 the collected dataset is about 36 fb−1, this goal
will be achieved in the near future. One challenge is to improve the reconstruction MVA
in order to perform the best final state reconstruction, especially considering also boosted
regimes, where the combinatorial background might be reduced [154]. Another possible
improvement of the MVA techniques come from the usage of the so called continuous
b-tagging technique, which exploits the shape of the MV2c b-tagging discriminant. The
finer jet differentiation achievable using continuous b-tagging, permits to classify them
into five different classes according to the number of calibrated working points with which
they are tagged, while in the cumulative b-tagging technique just two classes (b-tagged or
not b-tagged) are used. This technique gives the possibility of defining extra pure signal
regions and regions enriched in different types of background. Such categorisation of
analyses significantly improves their sensitivity compared to the cumulative b-tagging cut
one. The reconstruction of the final state can be improved developing more sophisticated
techniques, such as the matrix-element method which has already been used for the Run
1 analysis [31]. Another necessary improvement requires a better modelling of the tt̄
+jets background, and in particular a more precise modelling and reduced systematic




Plots of Basic Distributions
In this appendix some control plots of basic distributions are shown. The inclusive region
(≥4j,≥2b) is considered. Plots for the pT of the first jet and of the lepton, the η of the
lepton, EmissT , transverse mass of the W boson, the scalar sum of the pT of all the jets in the
final event (HhadT ), jet multiplicity and b-tag multiplicity are shown. Some discrepancies
between data and prediction can be seen, but those are covered by the statistical and
systematic uncertainties which are displayed by the hashed area.
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Figure A.1.: Plots of basic distributions: (a) pT of the first jet, (b) HhadT
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Figure A.2.: Plots of basic distributions: (a) pT of the lepton, (b) η of the lepton, (c) EmissT ,
(d) jets multiplicity, (e) b-tag multiplicity, (f) transverse mass of the W boson
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B
Plots of input variables used for the ANN training
In this appendix, the plots of the distributions of the input variables used for the training
of the ANN in the three considered signal regions, Figs.B.1 to B.12. As a recap, the
used variables are listed in Table B.1. The plots show pre-fit distributions, normalised
overlayed plots for signal and background to evaluate their separation, and finally the
post-fit distributions. The latter show a good agreement between data and prediction a
part of some statistical fluctuations.















































Table B.1.: Recap on the input variables used for the ANN in each of the signal regions.
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Figure B.1.: Input variables used for training the ANN in the (≥ 6j,≥4b) region. Variables
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Figure B.2.: Input variables used for training the ANN in the (≥ 6j,≥4b) region. Variables
from 4 to 6. The plots show pre-fit distributions, separation plots, post-fit
distributions.
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Figure B.3.: Input variables used for training the ANN in the (≥6j,≥4b) region. Variables
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Figure B.4.: Input variables used for training the ANN in the (≥ 6j,≥ 4b) region. Variables
from 10 to 12. The plots show pre-fit distributions, separation plots, post-fit
distributions.
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Figure B.5.: Input variables used for training the ANN in the (≥ 6j,3b) region. Variables
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Figure B.6.: Input variables used for training the ANN in the (≥ 6j,3b) region. Variables
from 4 to 6. The plots show pre-fit distributions, separation plots, post-fit
distributions.
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Figure B.7.: Input variables used for training the ANN in the (≥ 6j,3b) region. Variables
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Figure B.8.: Input variables used for training the ANN in the (≥ 6j,3b) region. Variables
from 10 to 12. The plots show pre-fit distributions, separation plots, post-fit
distributions.
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Figure B.9.: Input variables used for training the ANN in the (5j,≥4b) region. Variables
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Figure B.10.: Input variables used for training the ANN in the (5j,≥4b) region. Variables
from 4 to 6. The plots show pre-fit distributions, separation plots, post-fit
distributions.
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Figure B.11.: Input variables used for training the ANN in the (5j,≥4b) region. Variables
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Figure B.12.: Input variables used for training the ANN in the (5j,≥4b) region. Variables





Plots of 1D correlations of the input variables used
for the ANN training
This appendix collects the 1D correlation plots for the input variables used for the ANN
training which are correlated more than 40% in the MC prediction. The plots show both
pre-fit and post-fit distributions. The plots are organised as follows:
for the (5j,≥4b) region:
1. Centralityall vs: Fig. C.1) H1all, HT
2. Mmin∆Rbb vs: Fig. C.2) ∆η
max∆η
j j , N
Higgs
30
3. ∆Ravgbb vs: Fig. C.3) Aplanb-jets, Centralityall; Fig. C.4) HT
4. pjet5T vs: Fig. C.4) ∆η
max∆η
j j ; Fig. C.5) N
Higgs
30
5. NHiggs30 vs: Fig. C.5) ∆η
max∆η
j j
for the (≥6j, ≥4b) region:
1. Centralityall vs: Fig. C.6) HT , H1all
2. ∆Ravgbb vs: Fig. C.7) Aplanb-jets, HT
3. pjet5T vs: Fig. C.8) N
Higgs
30
for the (≥6j,3b) region:
1. Centralityall vs: Fig. C.9) Aplanb-jets, H1all
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Figure C.1.: 1D correlation for input variables with significant correlation in the
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Figure C.2.: 1D correlation for input variables with significant correlation in the
(5j,≥4b) region. Part 2.
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Figure C.3.: 1D correlation for input variables with significant correlation in the
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Figure C.4.: 1D correlation for input variables with significant correlation in the
(5j,≥4b) region. Part 4.
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Figure C.5.: 1D correlation for input variables with significant correlation in the
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Figure C.6.: 1D correlation for input variables with significant correlation in the
(≥6j,≥4b) region. Part 1.
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Figure C.7.: 1D correlation for input variables with significant correlation in the
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Figure C.8.: 1D correlation for input variables with significant correlation in the
(≥6j,≥4b) region. Part 3.
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Figure C.9.: 1D correlation for input variables with significant correlation in the
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Figure C.10.: 1D correlation for input variables with significant correlation in the
(≥6j,3b) region. Part 2.
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Figure C.11.: 1D correlation for input variables with significant correlation in the
(≥6j,3b) region. Part 3.
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D
Comparison of ANN and BDT Most Important
Systematic Variations
This appendix shows the most relevant systematic variations in the signal regions with
respect to the different discriminants considered in this thesis. Only the most important
systematic variation is considered, with respect to the ranking plots shown in Chapter 8.
In the case of ANN the tt̄+ ≥ 1b radiation residual, Fig. D.1, and in the case of the BDT
tt̄+ ≥ 1b generator residual, Fig. D.2. The shape differences are also enhanced by the
smoothing procedure.
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Figure D.1.: Comparison of the systematic uncertainty associated to tt̄+ ≥ 1b radiation
residual variation for ANN and BDT
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Figure D.2.: Comparison of the systematic uncertainty associated to tt̄+ ≥ 1b generator
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