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The nullity of a graph is deﬁned to be the multiplicity of the eigen-
value zero in the spectrum of the adjacency matrix of the graph.
In this paper, we obtain the nullity set of bipartite graphs of order
n, and characterize the bipartite graphs with nullity n − 4 and the
regular bipartite graphs with nullity n − 6.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Let G be a simple graph of order nwith vertex set V = V(G) = {v1, v2, . . . , vn} and edge set E = E(G).
The adjacencymatrix ofG is amatrix A = A(G) = [aij] of order n given by aij = 1 if vi is adjacent to vj , and
aij = 0 otherwise. The nullity of the graph G is the multiplicity of the eigenvalue zero in the spectrum
of A(G), denoted by η(G). Let r(G) be the rank of A(G), clearly, η(G) = n − r(G).When η(G) = 0, the graph
G is called nonsingular. In 1957, Collatz and Sinogowitz [3] ﬁrst posed the problem of characterizing
all graphs G with η(G) > 0. This problem is of great interest in both chemistry and mathematics. For
a bipartite graph G which corresponds to an alternant hydrocarbon in chemistry, if η(G) > 0, it is
indicated that the corresponding molecule is unstable. The nullity of a graph is also meaningful in
mathematics since it is related to the singularity of adjacent matrix. The problem has not yet been
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solved completely. Much attention is focused on graphs with few edges, e.g. trees, unicyclic graphs,
bicyclic graphs.
The nullity of a tree can be given in explicity form in terms of the matching number of the tree;
see e.g. [5] and [11] for discussion on trees with maximum nullity. Tan and Liu [14] give the nullity
set of unicyclic graphs of order n for n 5, that is {0, 1, 2, . . . ,n − 4}. In addition, the unicyclic graphs
withmaximumnullity is characterized. For the unicyclic graphswithminimumnullity (or nonsingular
unicyclic graphs), they pose an open problem,which is solved by Li and Chang [10]. Hu et al. [7] give the
the nullity set of bicyclic graphs on n vertices for n 6, that is {0, 1, 2, . . . ,n − 4}, and characterize the
bicyclic graphs with extremal nullity. Li et al. [8] also discuss the nullity of bicyclic graphs. In addition,
in the paper [12], the authors present an another version of characterization for an acyclic graph
(respectively, a unicyclic graph) to be nonsingular. The paper [1] deals with the same problem of char-
acterizing nonsingular graphs (or graphs of zero nullity). Other work on nullity of graphs can be found
in [6]which proves that the nullity of the line graph of a tree is atmost one, and in [13]which provides a
method of constructing singular graphs from known ones of smaller order, and in [4] for related topics.
It is known that if a graph G of order n contains at least one edge, then η(G) n − 2. In a recent
paper [2] Cheng and Liu characterized the extremal graphs attaining the upper bound n − 2 and the
second upper bound n − 3. As the continuance of it, Li [9] determine the extremal graphswith pendent
vertices which achieve the third upper bound n − 4 and fourth upper bound n − 5, respectively.
In this paper, we consider bipartite graphs. Note that the spectrum of a bipartite graph G of order
n is symmetric, i.e. G has the same number of positive eigenvalues and negative eigenvalues. So, if
η(G) < n − 2, then η(G)  n − 4. We in this paper characterize all bipartite graphs of order n with
nullity n − 4 and the regular bipartite graphs of order nwith nullity n − 6.
2. Preliminary
LetG = (V , E)be a simple graph. For any v ∈ V , denote byd(v) andN(v) thedegree andneighborhood
of v in G, respectively. A bipartite graph G is one whose vertex set can be partitioned into two subsets X
and Y , so that each edge has one end in X and one in Y ; such a partition (X ,Y) is called a bipartition of
the graph. A complete bipartite graph is a bipartite graph with bipartition (X ,Y) in which each vertex of
X is joined to each vertex of Y . An empty graph of order n, denoted by On, is one containing no edges.
A regular graph is one whose vertices all have the same degrees.
LetG be a graphonvertices v1, v2, . . . , vn, and let x ∈ Rn be a columnvector. Then x canbe considered
as a function deﬁned on the vertices of G, which maps each vertex vi of G to the value xi, i.e., x(vi) = xi.
Using this language, the eigenvector equation A(G)x = λx can be written as
λx(u) =
∑
v∈N(u)
x(v), for each u ∈ V(G). (2.1)
Deﬁnition 2.1. Let Pn := v1v2 · · · vn(n 2) be a path on vertices v1, v2, . . . , vn with edges {vi, vi+1} for
i = 1, 2, . . . ,n − 1. Replacing each vertex vi by an empty graph Omi of order mi for i = 1, 2, . . . ,n and
adding edges between each vertex ofOi and each ofOi+1 for i = 1, 2, . . . ,n − 1,we get a graphG of order
(m1 + m2 + · · · + mn), denoted by Pm1,m2,...,mn = Om1Om2 · · ·Omn , which is called an expanded path of
length n, and the empty graphOmi is called an expanded vertex of ordermi for i = 1, 2, . . . ,n. Similarly,
wecanalsodeﬁneanexpandedcycleof lengthn(n 3), denotedbyCm1,m2,...,mn = Om1Om2 · · ·OmnOm1 .
An expanded path of length 3 has the same structure to one of length 2, both being complete
bipartite. Using the terminologies of Definition 2.1, we can restate the resuls of Chen and Liu [2].
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Fig. 2.1. Illustration of the proof of Lemma 2.5.
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Theorem 2.2 [2, Theorems 1.1, 1.2]. Let G be a simple graph of order n. Then η(G) = n − 2 if and only if G
is an expanded path of length 2 possibly adding some isolated vertices; η(G) = n − 3 if and only if G is an
expanded cycle of length 3 possibly adding some isolated vertices.
We next give some results on expanded paths and expanded cycles.
Lemma 2.3. Let G be a simple graph, which contains two vertices u,w such that Ø /= N(u) ⊆ N(w). Let H
be a graph obtained from G by deleting those edges joining w and vertices of N(u). Then η(G) = η(H).
Proof. From the assumption we know that u is not adjacent to w so that A(G)uw = 0. Let x be an
eigenvector of A(G) corresponding an zero eigenvalue. Then by (2.1),∑
v∈N(u)
x(v) = 0,
∑
v∈N(w)
x(v) = 0,
which implies that
∑
v∈N(w)\N(u) x(v) = 0. Now deﬁne a vector x¯ as follows:
x¯(u) = x(u) + x(w), x¯(v) = x(v) for v /= u.
One can verify by (2.1) that x¯ is an eigenvector ofA(H) corresponding an zero eigenvalue. Conversely,
if y is an eigenvector of A(H) corresponding an zero eigenvalue, letting y¯ be obtained from y only by
replacing y(u) by y(u) − y(w), then y¯ is an eigenvector of A(G) corresponding an zero eigenvalue. Hence
A(G) and A(H) has the same nullity. 
Corollary 2.4. AnexpandedpathP of lengthn 2 andordermhas nullitym − n if n is even andm − n + 1
if n is odd.
Proof. Let P = Om1Om2 · · ·Omn . Clearly, the result holds for n = 2. Suppose n 3. Note that for any
vertex v1 ∈ Om1 and v3 ∈ Om3 ,N(v1) = Om2 ⊆ N(v3). Hence by Lemma 2.2, deleting those edges joining
v3 and Om2 , the resulting graph will preserve the nullity. By a similar operation on other vertices of
Om3 , we get a graph H = Om1Om2 + Om3 · · ·Omn , and
η(P) = η(H) = η(Om1Om2 ) + η(Om3 · · ·Omn ).
The result follows by induction. 
In [3], the author shows that a path P on six vertices in a graph G, where the internal vertices of P
have no other neighbors out of the P and two end vertices of P are not adjacent in G, can be replaced
by an edge without changing the value of η(G). Here we give a general version.
Lemma 2.5. Let G be a simple graph, and let P = Om1Om2 · · ·Om6 be an expanded path in G, where for
i = 2, 3, 4, 5 the vertices of Omi have no other neighbors out of the P, and Om1 ,Om6 have no edges joining
each other. Then
η(H) = η(G) − (m2 + m3 + m4 + m5 − 4),
where H is obtained from G by replacing Om1Om2 · · ·Om6 by Om1Om6 .
Proof. We ﬁrst consider a speciﬁed case that m2 = m3 = m4 = m5 = 1, and denote the graph in this
case as G. Let x be an eigenvector of A(G) corresponding the zero eigenvalue. Let∑
v∈Om1
x(v) =: α,
∑
v∈Om6
x(v) =: β. (2.2)
Then by (2.1), the following equalities hold (see Fig. 2.1):
x(u2) = β, x(u3) = −α, x(u4) = −β, x(u5) = α. (2.3)
Let x¯ be a subvector of x by deleting the entries corrsponding to vertices of u2,u3,u4,u5. Again by
(2.1), one can verify that x¯ is an eigenvector of A(H) corresponding to the zero eigenvalue. Conversely,
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if x¯ is an eigenvector of A(H) corresponding to the zero eigenvalue and holds (2.2), expanding this
vector to a vector x deﬁning on vertices of G such that it holds (2.3), then x is an eigenvector of A(G)
corresponding the zero eigenvalue. Hence η(G) = η(H).
For the general case, from the equation A(G)x = 0, for each i = 2, 3, 4, 5 the vertices within Omi
correspond the same equation, so η(G) = η(G) + (m2 + m3 + m4 + m5 − 4). The result follows. 
By repeatedly using Lemma 2.5 and directly verifying the case of n 6, we can get the following
result.
Corollary 2.6. An expanded cycle C of length n 3 and order m has nullity m − n + 2 if n ≡ 0(mod4)
and m − n otherwise.
3. Main results
Denote byBn the set of all bipartite graphs of order n. A subset N of {0, 1, 2, . . . ,n} is said to be the
nullity set ofBn provided that for any k ∈ N, there exists at least one graph G ∈Bn such that η(G) = k,
and for any graph G ∈Bn, η(G) ∈ N.
Theorem 3.1. The nullity set ofBn is N = {n − 2k : k = 0, 1, 2, . . . , n/2}.
Proof. LetG be a bipartite graph of order n. ThenA(G) =
[
O B
BT O
]
. So η(G) = n − 2rank(B). By Corollary
2.4, an expanded path of length 2k(0 k  n/2) and order n has nullity n − 2k. The result follows.

Theorem 3.2. Let G be a bipartite graph of order n 4. Then η(G) = n − 4 if and only if G is a graph
H possibly adding some isolated vertices, where H is one of the following graphs: a union of two disjoint
expanded paths both of length 2, an expanded path of length 4 or 5.
Proof. The sufﬁciency follows from Corollary 2.4. To prove the necessity, suppose A(G) =
[
O B
BT O
]
,
where the subsets of the partition correspond to bipartition X ,Y of the graph G, respectively. We now
use theverticesofX todenote the rowindexand theverticesofY todenote thecolumn indexofB, that is,
for u ∈ X and v ∈ Y ,Buv = A(G)uv. Denote by BuY the row vector of B corresponding a vertex u ∈ X . Note
that rank(B) = 2. Let BuY ,BwY be two linearly independent row vectors of B. Clearly, BuY /= 0,BwY /= 0,
and there exists some vertex p ∈ Y such that Bup /= Bwp. Hence, N(u) /= Ø,N(w) /= Ø and without loss
of generality, let Bup = 1,Bwp = 0. We now divide the discussion into cases:
Case 1: N(u) ∩ N(w) = Ø. For any vertex v ∈ X ,BvY = k1BuY + k2BwY . Necessarily k1, k2 ∈ {0, 1}. So
BvY is one of the following vectors: 0,BuY ,BwY ,BuY + BwY , which correspond to the cases that v is a
Fig. 3.1. Illustration of Case 1 of Theorem 3.2.
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Fig. 3.3. Nonsingular bipartite graphs of order 6.
isolatedvertex,N(v) = N(u),N(v) = N(w),N(v) = N(u) ∪ N(w), respectively.Hence,G is thegraph listed
in Fig. 3.1, where V3 and/or V6 may be empty.
Case 2: N(u) ∩ N(w) /= Ø. For any vertex v ∈ X ,BvY = k1BuY + k2BwY . Necessarily k1 ∈ {0, 1} and
hence (k1, k2) ∈ {(0, 0), (1, 0), (0, 1), (1,−1)}, which correspond to the case that v is a isolated vertex,
or N(v) = N(u), or N(v) = N(w), or N(v) = N(u)\N(w) in which case necessarily NG(u)N(w).
Certainly if NG(u)N(w), then there exist three pariwisely disjoint subsets D, E, F of Y such that
N(u) = D ∪ E and N(w) = E ∪ F , and the case of (k1, k2) = (1,−1) cannot occur. Hence, G is the left
graph listed in Fig. 3.2, where V6 may be empty. If NG(u)N(w), then there exist two disjoint subsets
D, E of Y such that N(u) = D ∪ E and N(w) = E, and the case of (k1, k2) = (1,−1) may occur which
corresponds the vertices in C of the right graph in Fig. 3.2. Hence, G is the right graph listed in Fig. 3.2,
where V1 and/or V6 may be empty.
The result follows by combining the discussion of Cases 1 and 2. 
Lemma 3.3 [3]. For a graph G containing a vertex of degree 1, if the induced subgraph H of G is obtained
by deleting this vertex together with the vertex adjacent to it, then the relation η(H) = η(G) holds.
Lemma 3.4. Let G be a bipartite graph of order 6. Then η(G) = 0 if and only if G is isomorphic to one of the
graphs shown in Fig. 3.3.
Proof. The sufﬁciency can be easily checked by Lemma 3.3, Corrollaries 2.4 and 2.6, or by a little
calculation. Now suppose η(G) = 0, or G is nonsingular. If G contains a vertex x with d(x) = 1 and
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N(x) =: {u}, by Lemma 2.7, deleting x and u, we get an induced subgraph H of G with η(H) = η(G) = 0.
Surely H is also bipartite of order 4 and each partition has two vertices. By Corrollaries 2.4 and 2.6,
H must be a path of order 4 or a union of two disjoint paths of order 2. Then G is one of the graphs
(i–v) in Fig. 3.3. If for any vertex v ∈ G, 3 d(v) 2, then G is either a cycle itself or contains an even
number of verticeswith degree 3. For the latter case, any two vertices of degree 3 cannot lie in the same
partition of G by Lemma 2.3, so G contains exactly two vertices of degree 3, respectively in different
partition. Hence G is the graph (vi) or (vii) in Fig. 3.3. 
Theorem 3.5. Let G be a regular bipartite graph of order n 6. Then η(G) = n − 6 if and only if G is one
of the following graphs: a union of three disjoint expanded paths of length 2, an expanded cycle of length 6
or 8, and in each graph all expanded vertices have the same orders.
Proof. The sufﬁciency follows from Corollaries 2.4 and 2.6. To prove the necessity, suppose A(G) =[
O B
BT O
]
, where the subsets of the partition correspond to bipartition X ,Y of the graph G. Note that
r(B) = 3. Let BuY ,BvY ,BwY be three linearly independent row vectors of B corresponding to u, v,w ∈ X ,
respectively. Observe that G must contain a nonsingular bipartite induced graph H of order 6 with
X = {u, v,w} ⊆ X and Y¯ = {x, y, z} ⊆ Y as the bipartiton, which H is one shown in Fig. 3.3 by Lemma
3.4. Let A(H) =
[
O C
CT O
]
, where the row index set of C corresponds to X and the column index set
corresponds to Y , respectively. According the same order listed in Fig. 3.3, the matrix C is one of
following:
⎡
⎣1 0 00 1 0
0 0 1
⎤
⎦ ,
⎡
⎣1 0 00 1 1
0 0 1
⎤
⎦ ,
⎡
⎣1 1 00 1 1
0 0 1
⎤
⎦ ,
⎡
⎣1 1 10 1 0
0 0 1
⎤
⎦ ,
⎡
⎣1 1 10 1 1
0 0 1
⎤
⎦ ,
⎡
⎣1 1 00 1 1
1 0 1
⎤
⎦ ,
⎡
⎣1 1 01 1 1
0 1 1
⎤
⎦ . (3.1)
For any vertex v¯ ∈ X , there exsits three real numbers k1, k2, k3 such that
Bv¯Y = k1BuY + k2BvY + k3BwY . (3.2)
Left multiplying an all-ones vector to both sides of above equality, as G is regular, we have
k1 + k2 + k3 = 1.
From (3.2) we have
Cv¯Y = k1CuY + k2CvY + k3CwY . (3.3)
Denote by
K = {(k1, k2, k3)|Cv¯Y = k1CuY + k2CvY + k3CwY , v¯ ∈ X}.
By a simple computation for each matrix in (3.1), we have
K ⊆ {(1, 0, 0), (0, 1, 0), (0, 0, 1), (1,−1, 1), (1, 1,−1)}. (3.4)
If there exist a vertex y¯ ∈ N(u) ∩ N(v) ∩ N(w) ⊆ Y , then by (3.4) each vertex v¯ ∈ X is adjacent to y¯. As
G is regular, each vertex of Y is adjacent to all vertices of X , which implies that G is complete bipartite,
a contradiction to Theorem 2.2. Therefore, C is not the 5th or 7th matrix in (3.1).
If C is the 6th matrix in (3.1), i.e. H is a cycle of length 6, then the array (k1, k2, k3) holding (3.3) is
one of (1, 0, 0), (0, 1, 0), (0, 0, 1). Hence for each vertex v¯ ∈ X ,N(v¯) is same toN(u) orN(v) orN(w), which
implies G is an expanded cycle of length 6, and all expanded vertices have the same orders since G is
regular.
Next, we consider that C is one of the 1st to 4th matrices in (3.1). In such case, the vertex x ∈
N(u)\(N(v) ∪ N(w)). As N(u) ∩ N(v) ∩ N(w) = Ø, We divide the discussion into cases:
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Case 1: N(u) ∩ N(v) /= Ø. Then (1, 1,−1) /∈ K . Let p ∈ N(u) ∩ N(v) ⊂ Y . Assume that K contains no
(1,−1, 1). ThenK ⊂ {(1, 0, 0), (0, 1, 0), (0, 0, 1)}. If there exists a vertex q ∈ X joining x, thenBqY = BuY and
henceBqp = Bup = 1,which impliesq joinsp. In addition,v joinspbutdoesnot join x. Hence,d(x) < d(p),
contrary to the regularity of the graphG. Hence (1,−1, 1) ∈ K , and there exist a vertex s ∈ X ,BsY = BuY −
BvY + BwY , which implies thatN(v) ⊆ N(u) ∪ N(w),N(u) ∩ N(w) = Ø andN(s) = (N(u) ∪ N(w))\N(v). In
addition, N(u) ∩ N(s) /= Ø as x belongs to both sets. Since Bsp = Bup − Bvp + Bwp = 1 − 1 + 0 = 0, p ∈
N(u)\N(s). As d(u) = d(s), s also joins a vertex not in N(u) and hence in N(w), which implies N(w) ∩
N(s) /= Ø. We also ﬁnd N(v) ∩ N(w) /= Ø; otherwise N(v)N(u) as x ∈ N(u)\N(v), a contradiction to
d(u) = d(v).
Hence, the vertex setV(G) can be partitioned intoV1 containing u,V2 := N(u) ∩ N(s) containing x,V3
containing s,V4 := N(s) ∩ N(w),V5 containing w,V6 := N(v) ∩ N(w), V7 containing v, and V8 := N(v) ∩
N(u) such that there exists edges between each vertex of Vi and each of Vj for i − j ≡ 1(mod8), i, j =
1, 2, . . . , 8; see Fig. 3.4.
Case 2: N(u) ∩ N(w) /= Ø. The discussion for this case is similar to Case 1 just by interchanging the
roles of v and w. The structure of G is same to the graph in Fig. 3.4.
Case 3: N(u) ∩ (N(v) ∪ N(w)) = Ø. If K contains (1,−1, 1), there exists a vertex p ∈ X such that BpY =
BuY − BvY + BwY which implies N(v) ⊆ N(w). Hence N(v) = N(w), and also N(p) = N(u). Similarly, if K
contains (1,−1, 1), we get the same result. Thus G is a union of two disjoint expanded path of length
2, which has nullity n − 4, a contradiction. Now assume K = {(1, 0, 0), (0, 1, 0), (0, 0, 1)}. In this case, for
any vertex v¯ ∈ X , N(v¯) is same to one of N(u),N(v),N(w). If N(v) ∩ N(w) /= Ø, then N(v) = N(w), and
hence G is also a union of two disjoint expanded path of length 2, a contradiction. So N(u),N(v),N(w)
are pairwisely disjoint, which implies that G is a union of three disjoint two disjoint expanded path of
length 2, and all expanded vertices have the same orders.
The result follows by combining above discussion. 
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