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Abstract
We study integer programming instances over polytopes P (A, b) = {x : Ax ≤ b} where the
constraint matrix A is random, i.e., its entries are i.i.d. Gaussian or, more generally, its rows
are i.i.d. from a spherically symmetric distribution. The radius of the largest inscribed ball is
closely related to the existence of integer points in the polytope. We show that for m = 2O(
√
n),
there exist constants c0 < c1 such that with high probability, random polytopes are integer
feasible if the radius of the largest ball contained in the polytope is at least c1
√
log (m/n); and
integer infeasible if the largest ball contained in the polytope is centered at (1/2, . . . , 1/2) and
has radius at most c0
√
log (m/n). Thus, random polytopes transition from having no integer
points to being integer feasible within a constant factor increase in the radius of the largest
inscribed ball. We show integer feasibility via a randomized polynomial-time algorithm for
finding an integer point in the polytope.
Our main tool is a simple new connection between integer feasibility and linear discrepancy.
We extend a recent algorithm for finding low-discrepancy solutions [15] to give a constructive
upper bound on the linear discrepancy of random matrices. By our connection between dis-
crepancy and integer feasibility, this upper bound on linear discrepancy translates to the radius
lower bound that guarantees integer feasibility of random polytopes.
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1 Introduction
Integer Linear Programming (IP) is a general and powerful formulation for combinatorial problems
[21, 18]. One standard variant is the integer feasibility problem: given a polytope P specified by
linear constraints Ax ≤ b, find an integer solution in P or report that none exists. The problem
is NP-hard and appears in Karp’s original list [13]. Dantzig [8] suggested the possibility of IP
being a complete problem even before the Cook-Levin theory of NP-completeness. The best-known
rigorous bound on the complexity of general IP is essentially nO(n) from 1987 [12].
While IP in its general form is intractable, several special instances are very interesting and not
yet well-understood. One such simple and natural family of instances is randomly generated IP
instances, where the constraint matrix A describing random polytopes is drawn from a distribution.
Random instances have been studied for several combinatorial problems e.g., random-SAT
[4, 5, 7, 3, 10], random knapsack [1] and various other graph problems on random graphs [2].
IP is one of the few problems in Karp’s original list [13] that has not been satisfactorily understood
for random instances. Furst and Kannan [11] studied the random single-row subset-sum IP. Their
results were generalized to multi-row IP by Pataki et al. [20]. They showed that if each entry in
the constraint matrix A is chosen independently and uniformly at random from the discrete set
{1, 2, . . . ,M}, then with high probability, a certain reformulation of such random IP instances can
be solved efficiently by the branch-and-bound algorithm provided that M is sufficiently large. Their
requirement that M be larger than the length of the RHS vector b of the input polytope hardly
resembles the flavor of results in well-studied random graph and random satisfiability instances.
Model for random IPs. A random IP instance in our model is described by a random constraint
matrix A ∈ Rm×n and an RHS vector b. Formally, we obtain random IP instances by generating
random polytopes P (n,m, x0, R) = {x ∈ Rn : Aix ≤ bi ∀ i ∈ [m]} as follows: pick a random m× n
matrix A with i.i.d. entries from the Gaussian distribution N(0, 1); and a vector b such that the
hyperplane corresponding to each constraint is at distance R from x0, i.e., bi = R‖Ai‖ + Aix0,
where Ai is the i’th row of A.
An equivalent geometric interpretation for our model of random polytopes is the following
(see Figure 1): we recall that if each row of the constraint matrix A is a unit vector, then they
describe the normals to the facets of the polytope P = {x : Ax ≤ b}. Thus, the random polytopes
P (n,m, x0, R) in our model are obtained using m facets whose normal vectors are independent
uniform random unit vectors in Rn and such that each facet is at distance R from the point x0.
The condition that all facets are at distance R from x0 is equivalent to the condition that
P (n,m, x0, R) contains a ball of radius R centered at x0. We study the integer feasibility of
P (n,m, x0, R) for every x0 as a function of the radius R. As the radius R used to generate random
polytopes increases, it is likely that the polytopes contain an integer point.
Contributions. We show a phase-transition phenomenon regarding integer feasibility of random
polytopes with respect to the radius used to generate these polytopes—we show an upper bound on
R needed to guarantee integer feasibility with high probability for every x0 ∈ Rn; we show a lower
bound that guarantees integer infeasibility with high probability for a fixed x0 = (1/2, . . . , 1/2);
our upper and lower bounds differ by a constant factor when m = 2O(
√
n). We show our upper
bound by giving an efficient algorithm to find an integer feasible solution in the feasibility regime.
This is an application of a recent constructive proof of discrepancy [15].
Alternatively, our results can be reinterpreted to bear resemblance to the well-known random
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Figure 1: Random IP instances P (n,m, x0, R): random unit vectors Ai describe the normals to the
facets and each facet is at distance R from x0.
SAT threshold: consider random polytopes in n-dimensions obtained by picking m random tangen-
tial hyperplanes to a ball of “constant” radius centered at x0. If m ≤ c0n, then random polytopes
are integer feasible for every x0 with high probability and if m ≥ c1n, then random polytopes are
integer infeasible for x0 = (1/2, . . . , 1/2). Thus, integer feasibility of random polytopes exhibits a
phase transition-like behavior when the number of hyperplanes increases beyond a constant times
the number of variables, very similar to the satisfiability of random k-SAT.
Our main conceptual contribution is a new sufficient condition to guarantee integer feasibility
of arbitrary polytopes. The approach is centered on the simple idea that a polytope is likely to
contain an integer point if it contains a large ball. In fact, any polytope in n-dimensional space
that contains a Euclidean ball of radius at least
√
n/2 is integer feasible. We refine this radius r(A)
of the largest inscribed ball that guarantees integer feasibility as a function of the constraint matrix
A describing the polytope. This refined radius function is helpful in deriving bounds on the radius
of the largest inscribed ball that guarantees integer feasibility of random polytopes.
With R = Ω(
√
logm) and x0 = (1/2, ...1/2), there is a trivial algorithm — pick a random 0/1
vector. Most such vectors will be feasible in P (n,m, x0, R). But with smaller R, and arbitrary
centers x0, only an exponentially small fraction of nearby integer vectors might be feasible, so such
direct sampling/enumeration would not give a feasible integer point. We employ a more careful
sampling technique for smaller R. This is a simple extension of a recent algorithm for finding low
discrepancy solutions [15].
1.1 Results
Our main theorem is stated as follows.
Theorem 1. Let 1000n ≤ m ≤ 2n and
R0 =
√
1
6
log
m
n
, R1 = 960
(√
log
m
n
+
√
logm log (mn) log (m/ logm)
n
)
.
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Then,
1. there exists a randomized polynomial time algorithm that with probability at least 1−(4/m3)−
2me−n/96 finds an integer point in the random polytope P (n,m, x0, R) for every x0 ∈ Rn when
R ≥ R1, and
2. with probability at least 1− 2−n − 2me−n/96, the random polytope
P (n,m, x0 = (1/2, . . . , 1/2), R) does not contain an integer point when R ≤ R0.
The above results are also applicable in the equivalent random polytope model P (n,m, x0, R)
obtained using random matrices A whose rows are chosen i.i.d. from any spherically symmetric
distribution.
Remarks.
1. For m = 2O(
√
n), the second term in R1 is of the same order as the first and so the two
thresholds are within a constant factor of each other. Thus, in this case, the transition
between infeasibility and feasibility happens within a constant factor increase in the radius.
2. When m = cn for some sufficiently large constant c, our theorem shows that a constant
radius ball inscribed in random polytopes is sufficient to guarantee integer feasibility with high
probability (as opposed to the
√
n/2 radius ball needed in the case of arbitrary polytopes).
Underlying the above theorem is our main conceptual contribution – a simple yet powerful
connection between the radius of the largest inscribed ball that guarantees integer feasibility and
the linear discrepancy of the constraint matrix [16, 22, 23]. We show that if the radius is at least the
linear discrepancy of the normalized constraint matrix (each row is normalized to a unit vector),
then the polytope contains an integer point.
The linear discrepancy of a matrix A ∈ Rm×n is defined as follows:
lin-disc(A) := max
x0∈[0,1]n
min
x∈{0,1}n
‖A(x− x0)‖∞ .
Proposition 1. Every polytope Px0(A) = {x ∈ Rn| |Ai(x− x0)| ≤ bi for i ∈ [m]} where bi ≥
lin-disc(A) contains an integer point for every x0 ∈ Rn.
We elaborate on Proposition 1 in Section 1.2. To apply this connection to random IPs, we
bound the linear discrepancy of Gaussian matrices.
Theorem 2. Let A ∈ Rm×n be a random matrix with i.i.d. entries from N(0, σ2), where 2n ≤
m ≤ 2n. There exists an algorithm that takes a point x0 ∈ Rn as input and outputs a point x ∈ Zn
by rounding each coordinate of x0 either up or down such that, for every i ∈ [m],
|Ai(x− x0)| ≤ 480σ
(√
n log
m
n
+
√
logm log (mn) log
m
logm
)
.
with probability at least 1−(4/m3). Moreover, the algorithm runs in expected time that is polynomial
in n and m.
In terms of classical discrepancy theory, Theorem 2 is equivalent to a bound of O (σR1
√
n)
on the linear discrepancy of random Gaussian matrices. The integer feasibility in Theorem 1
(part 1) follows from Theorem 2 by choosing σ2 = 1 and observing that with probability at least
1 − 2me−n/96, all m random Gaussian vectors in n-dimension have length at most √n up to a
constant scaling factor.
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1.2 The Discrepancy Connection
To understand this connection, we begin with a simpler problem – suppose we seek −1/1 points in
the polytope (as opposed to integer points). Given a matrix A ∈ Rm×n, and a real positive value
r, consider the polytope P (A, r) = {x ∈ Rn : |Aix| ≤ r ∀ i ∈ [m]}. The discrepancy of a matrix A
is defined to be the least r so that the polytope P (A, r) contains a −1/1 point. This is equivalent
to the classical definition of discrepancy [16, 22, 23]:
disc(A) := min
x∈{−1,+1}n
‖Ax‖∞ .
The following proposition is an immediate consequence of this definition.
Proposition 2. The polytope P (A, disc(A)) = {x ∈ Rn : |Aix| ≤ disc(A) ∀ i ∈ [m]} contains a
−1/1 point.
This is because, the point x ∈ {−1,+1}n that minimizes discrepancy is in fact contained in
the polytope P (A, disc(A)). Thus, if we can evaluate the discrepancy of the constraint matrix A,
then by verifying whether the infinity norm of the RHS vector is at least disc(A), we have an easy
heuristic to verify if the polytope contains a −1/1 point. Hence, if each row of A is a normalized
unit vector, then the polytope Ax ≤ b contains a −1/1 point if it contains a ball of radius at least
disc(A) centered at the origin.
The related notion of linear discrepancy helps in providing a sufficient condition for integer
feasibility (as opposed to −1/1 feasibility) of arbitrary polytopes. Proposition 1, similar to Propo-
sition 2, is an immediate consequence of the definition of linear discrepancy. This is because, by
linear transformation, we may assume that x0 is in the fundamental cube defined by the standard
basis unit vectors. Thus, if each row of the matrix A ∈ Rm×n is a unit vector, then the linear
discrepancy of the constraint matrix gives one possible radius of the largest inscribed ball that
guarantees integer feasibility of polytopes described by the constraint matrix A.
We observe that the heuristic approach that follows from Proposition 1 to verify integer feasibil-
ity of arbitrary polytopes requires the computation of linear discrepancy of arbitrary matrices. The
seemingly related problem of computing the discrepancy of arbitrary matrices even to within an
approximation factor of
√
n is known to be NP-hard [6]. In work subsequent to our result, Nikolov,
Talwar and Zhang [19] have shown that hereditary discrepancy, which is an upper bound on linear
discrepancy (see Theorem 4 below), can be efficiently computed to within an approximation factor
of poly(logm, log n); this could potentially be useful as a heuristic to verify integer feasibility.
In order to understand the integer feasibility of random polytopes using this approach, we
seek a bound on the linear discrepancy of random matrices that holds with high probability. We
obtain such a tight bound for random matrices algorithmically by extending a recent constructive
algorithm to minimize discrepancy [15] to an algorithm to minimize linear discrepancy and using
appropriate concentration inequalities for random matrices. Our infeasibility threshold is also
based on discrepancy—we begin with a lower bound on the discrepancy of random matrices, which
excludes any 0/1 point from being a feasible solution for P (n,m, x0 = (1/2, . . . , 1/2), R0), and then
extend this to exclude all integer points.
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2 Preliminaries
2.1 Related Work
The central quantity that leads to all known bounds on discrepancy and linear discrepancy in the
literature is hereditary discrepancy defined as follows:
herdisc(A) := max
S⊆[n]
disc(AS)
where AS denotes the submatrix of A containing columns indexed by the set S. For a matrix
A ∈ Rm×n and any S ⊆ [n], let AiS denote the i’th row vector Ai restricted to the coordinates in
S. The best known bound on discrepancy of arbitrary matrices is due to Spencer [22].
Theorem 3. [22] For any matrix A ∈ Rm×n, any subset S ⊆ [n], there exists a point z ∈
{−1,+1}|S| such that
∣∣AiSz∣∣ ≤ 11
√
|S| log 2m|S| maxi∈[m],j∈S |Aij | ∀ i ∈ [m].
Lova´sz, Spencer and Vesztergombi [14] showed the following relation between hereditary dis-
crepancy and linear discrepancy.
Theorem 4. [14] For any matrix A, lindisc(A) ≤ herdisc(A).
2.2 Concentration Inequalities
We will use the following standard tail bounds.
Lemma 3. Let Y be a random variable drawn from the Gaussian distribution N(0, σ2). For any
λ > 0,
Pr (Y ≤ λσ) ≤ min
{
1−
√
1
2pi
(
λ
λ2 + 1
)
e−
λ2
2 , λ
√
1
2pi
}
.
Lemma 4. Let Y be a random variable drawn from the Gaussian distribution N(0, σ2). For any
λ ≥ 1,
Pr (|X| ≥ λσ) ≤ 2e−λ
2
2 .
Lemma 5. [9] Let X1, . . . , Xn be independent random variables each drawn from the Gaussian
distribution N(0, σ2). For any λ > 0,
Pr
|∑
j∈[n]
X2j − nσ2| ≥ λ
√
nσ2
 ≤ 2e−λ224 .
Lemma 6. [17] Let X1, . . . , Xn be independent random variables each drawn uniformly from
{−1,+1}. For a fixed set of vectors a1, . . . , am ∈ Rn, a fixed subset S ⊆ [n], and any λ ≥ 0,
Pr
|∑
j∈S
aijXj | ≥ λ
 ≤ 2e− λ22∑j∈S a2ij .
6
3 Linear discrepancy of random matrices
Our first step towards an algorithm to identify an integer point in random polytopes is an algo-
rithm to find small linear discrepancy solutions for random Gaussian matrices. The main goal of
this section is to prove the bound on linear discrepancy of Gaussian matrices (Theorem 2).
Implications of known bounds. It is tempting to use known concentration inequalities in con-
junction with Spencer’s result (Theorem 3) to bound the hereditary discrepancy of Gaussian matri-
ces; this would in turn lead to a bound on the linear discrepancy of Gaussian matrices by Theorem 4.
In this setting, each entry Aij is from N(0, σ
2). Using standard concentration for |Aij | and a union
bound to bound the maximum entry |Aij | leads to the following weak bound: with high probabil-
ity, the polytope P = {x ∈ Rn| |Ai(x− x0)| ≤ bi for i ∈ [m]} with bi = Ω(σ
√
n logmn log (2m/n))
contains an integer point for any x0 ∈ Rn. This is too weak for our purpose (recall that
√
n radius
ball in arbitrary polytopes already guarantees integer feasibility and our goal is to guarantee integer
feasibility with smaller inscribed ball in random polytopes).
Our Strategy. Our overall strategy to bound discrepancy is similar to that of Spencer’s: As a first
step, show a partial coloring with low discrepancy – i.e., for any subset U ⊆ [n], there exists a point
z ∈ {0,−1,+1}|U | with at least |U |/2 non-zero coordinates such that |AUi z| is small. Next for any
S ⊆ [n], repeatedly use the existence of this partial vector to derive a vector x ∈ {−1, 1}|S| with
small discrepancy – start with x = 0, U = S and use z to fix at least half of the coordinates of x to
+1 or −1; then take U to be the set of coordinates that are set to zero in the current x and use z to
fix at least half of the remaining coordinates of x to +1 or −1; repeat this until all coordinates of
x are non-zero. Since at most |U |/2 coordinates are set to zero in each round of fixing coordinates,
this might repeat at most log |S| ≤ log n times. The total discrepancy is bounded by the sum of the
discrepancies incurred in each round of fixing. Thus, the goal is to bound the discrepancy incurred
in each partial coloring round.
The discrepancy incurred for the i’th constraint by the partial coloring can be bounded as
follows1:
|AiU z| ≤ 4 ‖AiU ‖
√
log
2m
|U | ∀ i ∈ [m], U ⊆ [n]. (1)
Bounding discrepancy of partial vector. The discrepancy bound for the i’th constraint given
in (1) depends on the length of the vector AiU . We describe a straightforward approach that does
not lead to tight bounds.
Approach 1. It is straightforward to obtain ‖AiU ‖ ≤ 2σ
√|U | logmn with high probability for
random Gaussian vectors Ai using well-known upper bound on the maximum coefficient of AiU .
This leads to an upper bound of
8σ
√
|S| log (mn) log 2m|S|
1This is an improvement on the bound shown by Spencer: |AiSz| = O
(
maxi∈[m],j∈S |Aij |
√
|S| log 2m|S|
)
which can
be recovered from (1). The proof of (1) is identical to the proof of Spencer’s bound except for a stronger concentration
inequality. We avoid the non-constructive proof for simplicity of presentation; we use an alternative algorithmic proof
that follows from Lovett-Meka’s partial coloring algorithm (see Lemma 9).
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on the discrepancy of AS . Although this bound on the discrepancy of AS is good enough when the
cardinality of S is smaller than some threshold, it is too large for large sets S. E.g., when S = [n],
this gives a total discrepancy of at most O(σ
√
n log (mn) log (2m/n)).
New Approach. In order to obtain tighter bounds, we bound the length of partial vectors AiU
when each entry in the vector is from N(0, σ2) (as opposed to bounding the maximum coefficient).
Using Lemma 5, we will show that
‖AiU ‖ = O
(
σ
√
|U |
(
log
en
|U |
) 1
4
)
for every U ⊆ [n] of size larger than logm with probability at least 1 − 1/m5. Consequently,
the total discrepancy incurred while the number of coordinates to be fixed is larger than logm is
bounded by a geometric sum which is at most
O
(
σ
√
n log
m
n
)
.
When the number of coordinates to be fixed is less than logm, we use Approach 1 to bound the
length of partial vectors, which in turn implies the required bound on the total discrepancy.
3.1 Bounding lengths of Gaussian subvectors
Lemma 7. Let A ∈ Rm×n be a matrix whose entries are drawn i.i.d. from the Gaussian distribution
N(0, σ2). Then,
Pr
(
‖AiS‖ ≤ 2σ
√
|S| logmn ∀S ⊆ [n], ∀i ∈ [m]
)
≥ 1− 1
(mn)3
.
Proof. By Lemma 4 and union bound over the choices of i ∈ [m], j ∈ [n], all entries |Aij | ≤
2σ
√
logmn with probability at least 1− 1/(mn)3. Now, the squared length is at most the squared
maximum entry multiplied by the number of coordinates.
Next we obtain a bound on the length of AiS when |S| is large.
Lemma 8. Let A ∈ Rm×n be a matrix whose entries are drawn i.i.d. from N(0, σ2) where m ≤ 2n.
Then,
Pr
(
∃S ⊆ [n], |S| ≥ logm,∃i ∈ [m] : ‖AiS‖2 ≥ 10σ2|S|
√
log
(
en
|S|
)
+
1
|S| logm
)
≤ 1
m5
.
Proof. Let
λs := 10s
√
log
(en
s
)
+
1
s
logm .
Fix a subset S ⊆ [n] of size |S| = s and i ∈ [m]. Then, by Lemma 5, we have that
Pr
(
‖AiS‖2 ≥ λsσ2
)
≤ 2e− λ
2
s
24s .
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Hence, Pr
(
∃S ⊆ [n], |S| = s,∃i ∈ [m] : ‖AiS‖2 ≥ λsσ2
)
≤ 2e− λ
2
s
24s · (ns) ·m
≤ 2e− λ
2
s
24s ·
(en
s
)s ·m ≤ 2e− λ2s24s+s log ens +logm ≤ 2e−3(s log ens +logm).
Therefore, Pr
(
∃S ⊆ [n], |S| ≥ logm,∃i ∈ [m] : ‖AiS‖2 ≥ λ|S|σ2
)
= Pr
(
∃s ∈ {logm, . . . , n},∃S ⊆ [n], |S| = s,∃i ∈ [m] : ‖AiS‖2 ≥ λ|S|σ2
)
≤
n∑
s=logm
2e−3(s log
en
s
+logm) =
(
2
m3
) n∑
s=logm
e−3s log
en
s ≤
(
2n
m3
)
e
−3 logm log en
logm ≤ 1
m5
.
The last but one inequality is because the largest term in the sum is e
−3 logm log en
logm . The last
inequality is because n ≥ logm.
3.2 Algorithmic Linear Discrepancy
Our algorithm is essentially a variation of Lovett-Meka’s algorithm for constructive discrepancy
minimization [15]. Lovett-Meka [15] provide a constructive partial coloring algorithm matching
Spencer’s bounds. The main difference in their approach from that of Spencer’s is that, the partial
coloring algorithm outputs a fractional point z ∈ [−1, 1]|U | such that at least |U |/2 coordinates are
close to being 1 or −1. After at most log |S| rounds, all coordinates are close to being 1 or −1; a
final randomized rounding step increases the total discrepancy incurred only by a small amount.
Their partial coloring algorithm can easily be extended to minimize linear discrepancy as op-
posed to discrepancy. In each partial coloring round, their algorithm starts with a point x ∈ [−1, 1]n
and performs a random walk to arrive at a vector y such that the discrepancy overhead incurred
by y (i.e., |Ai(y − x)|) is small. Further, at least half of the coordinates of x that are far from 1 or
−1 are close to 1 or −1 in y. This can be extended to an algorithm which, in each phase, starts
with a point x ∈ [0, 1]n, and performs a random walk to arrive at a vector y such that the discrep-
ancy overhead incurred by y (i.e., |Ai(y − x)|) is small. Further, at least half of the coordinates
of x that are far from 0 or 1 are close to 0 or 1 in y. The functionality of such a partial coloring
algorithm is summarized in the following lemma. In the rest of this section, given x ∈ [0, 1]n, δ, let
B(x) := {j ∈ [n] : δ < x(j) < 1− δ}.
Lemma 9. [15] Given x ∈ [0, 1]n, δ ∈ (0, 0.5], A1, . . . , Am ∈ Rn, c1, . . . , cm ≥ 0 such that∑m
i=1 exp(−c2i /16) ≤ |B(x)|/16, there exists a randomized algorithm which with probability at least
0.1 finds a point y ∈ [0, 1]n such that
1. |Ai(y − x)| ≤ ci||AiB(x)||2 ∀ i ∈ [m],
2. |B(y)| ≤ |B(x)|/2
3. If j ∈ [n] \B(x), then y(j) = x(j).
Moreover, the algorithm runs in time O((m+ n)3δ−3 log (nm/δ)).
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We denote the algorithm specified in Lemma 9 as Edge-Walk. To minimize the linear discrep-
ancy of random Gaussian matrices, we repeatedly invoke the Edge-Walk algorithm. We repeat
each invocation until it succeeds, so our algorithm is a Las Vegas algorithm. Each successful call
reduces the number of coordinates that are far from being integer by at least a factor of 1/2. Thus,
we terminate in at most log n successful calls to the algorithm. Further, the total discrepancy
overhead incurred by x is at most the sum of the discrepancy overhead incurred in each successful
call. The sum of the discrepancy overheads will be bounded using Lemmas 7 and 8. Finally, we do
a randomized rounding to obtain integer coordinates from near-integer coordinates. By standard
Chernoff bound, the discrepancy incurred due to randomized rounding will be shown to be small.
Figure 2: Algorithm Round-IP
Input: Point x0 ∈ Rn, matrix A ∈ Rm×n where each Aij ∼ N(0, σ2).
Output: An integer point z.
1. Initialize. x = x0−bx0c, δ = 1/8 logm, B(x) := {j ∈ [n] : δ < x(j) < 1− δ},
ci = 8
√
log (m/|B(x)|) for every i ∈ [m].
2. While(|B(x)| > 0)
(i) Edge-Walk. y ← Edge-Walk(x, δ, A1, . . . , Am, c1, . . . , cm).
(ii) Verify and repeat. B(y) := {j ∈ [n] : δ < y(j) < 1− δ}.
If |B(y)| > |B(x)|/2 or |Ai(y − x)| > ci||AiB(x)||2 for some i ∈ [m], then
return to (i).
(iii) Update. x ← y, B(x) = {j ∈ [n] : δ < x(j) < 1 − δ}, ci =
8
√
log (m/|B(x)|) for every i ∈ [m].
3. Randomized Rounding. For each j ∈ [n] set
z(j) =
{
dx0(j)e with probability x(j),
bx0(j)c with probability 1− x(j).
4. Output z.
Proof of Theorem 2. Without loss of generality, we may assume that x0 ∈ [0, 1]n and our objective
is to find x ∈ {0, 1}n with low discrepancy overhead. We use Algorithm Round-IP given in Figure
2. We will show that, with probability at least 1− 4/m3, it outputs a point z ∈ {0, 1}n such that
|Ai(z − x0)| ≤ 480σ
(√
n log
m
n
+
√
logm log (mn) log
m
logm
)
.
Let x denote the vector at the end of Step 2 in Algorithm Round-IP and let xk denote the vector
x in Algorithm Round-IP after k successful calls to the Edge-Walk algorithm. By a successful call,
we mean that the call passes the verification procedure 2(ii) without having to return to 2(i). Let
Sk = B(xk). We first observe that after k−1 successful calls to the Edge-Walk subroutine, we have∑m
i=1 exp(−c2i /16) ≤ |Sk|/16 by the choice of cis. By Lemma 9, the discrepancy overhead incurred
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in the k’th successful call to the Edge-Walk subroutine is
|Ai(xk − xk−1)| ≤ 8
∥∥AiSk∥∥√log m|Sk| .
Consequently, the total discrepancy is bounded by the sum of the discrepancy overhead incurred
in each run. The discrepancy overhead incurred in the k’th successful run, where k : |Sk| ≥ logm,
is at most
8σ
√
10|Sk| log m|Sk|
(
log
en
|Sk| +
1
|Sk| logm
) 1
4
≤ 40σ
√
|Sk| log m|Sk|
(
log
en
|Sk|
) 1
4
with probability at least 1− (1/m5). This is using the bound on the length of AiSk by Lemma 8.
Let k1 be the largest integer such that |Sk1 | > logm. Thus, with probability at least 1−(1/m5),
the discrepancy overhead incurred after k1 successful calls to the Edge-Walk subroutine is at most
D1 := 40σ
log n
logm∑
k=0
√
n2−k
(
log
m
n2−k
)√
log
e
2−k
≤ 240σ
√
n log
m
n
.
The upper bound on D1 follows from the following inequalities (by setting A = m/n),√(
log
A
2−k
)√
log
e
2−k
≤
(√
logA+
√
k log 2
)
(1 + k log 2)
1
4 ∀ A ≥ 1, (2)
∞∑
k=0
√
2−k (logA) (1 + k log 2)
1
4 ≤ 5
√
logA, (3)
∞∑
k=0
√
2−k · k log 2 (1 + k log 2) 14 ≤ 2(log 2)3/4
∞∑
k=0
√
2−kk3/4 ≤ 10. (4)
By Lemma 9, the discrepancy overhead incurred in the k’th successful call to the Edge-Walk
subroutine, where k : |Sk| ≤ logm, is
|Ai(xk − xk−1)| ≤ 8
∥∥AiSk∥∥√log m|Sk| ≤ 16σ
√
n2−k log (mn) log
m
n2−k
with probability at least 1 − 1/(mn)3. Here, the second inequality is by using Lemma 7 and
|Sk| ≤ n2−k. Since each successful call to the Edge-Walk subroutine reduces B(x) by at least half,
the number of successful Edge-Walk subroutine calls is at most log n.
Thus, with probability at least 1 − 1/(mn)3, the discrepancy overhead incurred by Step 2 in
successful rounds k : |Sk| ≤ logm is at most
D2 :=
logn∑
k=log n
logm
16σ
√
n2−k log (mn) log
m
n2−k
Now, using the inequalities (2), (3) and (4),
D2 ≤ 32σ
√
logm log (mn) log
m
logm
.
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Hence, with probability at least (1 − 1/m5)(1 − 1/(mn)3), at the end of Step 2, we obtain a
point x such that x ∈ [0, 1]n and x(j) ≥ 1−δ or x(j) ≤ δ for every j ∈ [n] and the total discrepancy
overhead is bounded as follows:
max
i∈[m]
|Ai(x− x0)| ≤ D1 +D2 ≤ 240σ
(√
n log
m
n
+
√
logm log (mn) log
m
logm
)
.
Next we show that the randomized rounding performed in Step 3 incurs small discrepancy.
Consider a coordinate j ∈ [n] that is rounded. Then,
E (z(j)− x(j)) = 0,
Var (z(j)− x(j)) ≤ δ,
and thus,
∆2i := Var
 n∑
j=1
Aij(z(j)− x(j))
 ≤ ||Ai||2δ.
Therefore, for i ∈ [m], by Chernoff bound,
Pr
| n∑
j=1
Aij(z(j)− x(j))| ≥ 4∆i
√
logm
 ≤ 2
m8
.
Hence, by union bound, we get that |Ai(z − x)| ≤ 4∆i
√
logm ≤ 4 ‖Ai‖ for every i ∈ [m] with
probability at least 1 − 1/m7. Now, applying Lemma 8, we get that |Ai(z − x)| ≤ 4σ
√
n with
probability at least (1− 1/m5)(1− 1/m7) ≥ 1− 2/m5. Thus,
|Ai(z − x0)| ≤ |Ai(z − x)|+|Ai(x− x0)| ≤ 480σ
(√
n log
m
n
+
√
logm log (mn) log
m
logm
)
∀ i ∈ [m]
with probability at least (1− 1/m5)(1− 1/(mn)3)(1− 2/m5) ≥ 1− 4/m3.
Finally, we compute the running time of the algorithm. Each call to the Edge-Walk subroutine
succeeds with probability 0.1. Hence, the expected number of calls to the Edge-Walk subroutine is at
most 10 log n. Since each call to the Edge-Walk subroutine takes O((m+n)3 log3m log (nm logm))
time, the expected number of calls is O(log n) and the number of steps before each call is O(m+n),
the total number of steps is at most O((m+ n)4 log n log3m log (nm logm)).
4 Radius for integer infeasibility
The upper bound R1 for the radius in Theorem 1 will follow from the linear discrepancy bound
given in Theorem 2. For the lower bound, we show the following result for Gaussian matrices.
Lemma 10. For m ≥ 1000n, let A ∈ Rm×n be a matrix whose entries are chosen i.i.d. from the
Gaussian distribution N(0, σ2). Let x0 := (1/2, . . . , 1/2) ∈ Rn. Then,
Pr
(
∃ x ∈ Zn : Ai(x− x0) ≤ σ
2
√
n log
m
n
∀i ∈ [m]
)
≤ 1
2n
.
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We first show a lower bound on the radius necessary for the random polytope P (n,m, 0, R) to
contain an integer point with all nonzero coordinates. Lemma 10 will follow from the choice of x0.
Lemma 11. For m ≥ 1000n, let A ∈ Rm×n be a matrix whose entries are chosen i.i.d. from the
Gaussian distribution N(0, σ2). Then,
Pr
(
∃ x ∈ Zn : Aix ≤ σ
√
n log
m
n
∀i ∈ [m]
)
≤ 1
2n
.
Proof. For each r > 0, we define the set
Ur := Zn ∩ {x : ‖x‖ = r, |xj | > 0 ∀j ∈ [n]}.
We will show that with probability at least 1− 2−n (over the choices of the matrix A), there does
not exist x ∈ ∪r≥0Ur satisfying all the m inequalities. We first observe that Ur is non-empty only if
r ≥ √n. Fix r ≥ √n and a point x ∈ Ur. Now, for i ∈ [m], since each Aij is chosen from N(0, σ2),
the dot product Aix is distributed according to the normal distribution N(0, r
2σ2). Let
Px := Pr
(
Aix ≤ σ
√
n log
m
n
∀ i ∈ [m]
)
,
Pr := Pr
(
∃x ∈ Ur : Aix ≤ σ
√
n log
m
n
∀ i ∈ [m]
)
.
By union bound,
Pr ≤
∑
x∈Ur
Px ≤ |Ur|max
x∈Ur
Px.
We will obtain an upper bound on Px that depends only on r. To bound the size of the set Ur, we
observe that every point in Ur is an integer point on the surface of a sphere of radius r centered
around the origin and hence is contained in an euclidean ball of radius r + 1 centered around the
origin. Thus, |Ur| can be bounded by the volume of the sphere of radius r+1 ≤ 2r centered around
the origin:
|Ur| ≤ vol (2rB0) ≤
(
2r
√
2pie
n
)n
≤
(
10r√
n
)n
.
Next we bound Pr. We have two cases.
Case 1. Let r ∈
[√
n,
√
n log (m/n)
]
. Since Aix is distributed according to N(0, r
2σ2), by Lemma
3,
Pr
(
Aix ≤ σ
√
n log
m
n
)
≤ 1− 1√
2pi
(
r
√
n log mn
r2 + n log mn
)
·
( n
m
) n
2r2 .
Since each Aij is chosen independently, we have that
Px =
m∏
i=1
Pr
(
Aix ≤ σ
√
n log
m
n
)
<
(
1− 1√
2pi
(
r
√
n log mn
r2 + n log mn
)
·
( n
m
) n
2r2
)m
≤ e
− 1√
2pi
(
r
√
n log mn
r2+n log mn
)
·( nm)
n
2r2 ·m
.
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Therefore, by union bound, it follows that
Pr ≤ e
− 1√
2pi
(
r
√
n log mn
r2+n log mn
)
·( nm)
n
2r2 ·m+n log 10r√
n
≤ e−n log 10r√n ≤
(√
n
10r
)n
.
Case 2. Let r >
√
n log (m/n). Since Aix is distributed according to N(0, r
2σ2), by Lemma 3, we
have that
Pr
(
Aix ≤ σ
√
n log
m
n
)
≤ 1
r
√
1
2pi
n log
m
n
≤ 4
5r
√
n log
m
n
.
The random variables A1x, . . . , Amx are independent and identically distributed. Therefore,
Px =
m∏
i=1
Pr
(
|Aix| ≤ σ
√
n log
m
n
)
≤
(
4
5r
√
n log
m
n
)m
.
Hence, by union bound,
Pr ≤ e
−n
(
m
n
log
(
5r
4
√
n log mn
)
−log 10r√
n
)
≤ e
−n
(
m
2n
log
(
5r
4
√
n log mn
))
≤
(
4
√
n log mn
5r
)m
2
.
Finally,
Pr
(
∃x ∈ ∪r≥√nUr : Aix ≤ σ
√
n log
m
n
∀i ∈ [m]
)
=
∑
r≥√n
Pr
∑
r≥√n
Pr =
∑
r∈[√n,
√
n log m
n ]
Pr +
∑
r>
√
n log m
n
Pr
≤ 1
10n
∫ ∞
r=
√
n
(√
n
r
)n
dr +
(
4
5
)m
2
∫ ∞
r=
√
n log m
n
(√
n log mn
r
)m
2
dr
≤ 1
10n
·
√
n
n− 1 +
(
4
5
)m
2
·
(
2
√
n log mn
m− 2
)
≤ 1
2n
(since m ≥ 1000n).
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Proof of Lemma 10. There exists x ∈ Zn such that
Ai(x− x0) ≤ σ
2
√
n log
m
n
∀i ∈ [m]
if and only if there exists x ∈ Zn ∩ {x ∈ Rn : |xj | ≥ 1 ∀ j ∈ [n]} such that
Aix ≤ σ
√
n log
m
n
∀i ∈ [m].
The result follows by Lemma 11.
5 Proof of Theorem 1
We now have all the ingredients needed prove Theorem 1.
Proof of Theorem 1. Let P = {x ∈ Rn : aix ≤ bi ∀ i ∈ [m]}, where each ai is chosen from a
spherically symmetric distribution. Then αi = ai/ ‖ai‖ for i ∈ [m] is distributed randomly on
the unit sphere. A random unit vector αi can be obtained by drawing each coordinate from the
Gaussian distribution N(0, σ2 = 1/n) and normalizing the resulting vector. Thus, we may assume
αi = Ai/ ‖Ai‖ where each coordinate Aij is drawn from the Gaussian distribution N(0, 1/n). Here,
we show that the probability that there exists a vector Ai that gets scaled by more than a constant
is at most 2me−n/96.
Taking r = n and σ2 = 1/n in Lemma 5, we have
Pr
(
∃i ∈ [m] : | ‖Ai‖2 − 1| > 1
2
)
≤ 2me− n96 .
Hence, with probability at least 1−2me−n/96, we have that√1/2 ≤ ‖Ai‖ ≤√3/2 for every i ∈ [m].
We now show the upper and lower bounds.
1. Since P contains a ball of radius R1, it follows that P ⊇ Q where
Q = {x ∈ Rn| |αi(x− x0)| ≤ R1 for i ∈ [m]}.
Using Theorem 2 and σ2 = 1/n, we know that there exists a randomized algorithm that takes
as input A and x0 and outputs an integer point x ∈ Zn such that for every i ∈ [m]
|Ai(x− x0)| ≤ 480
(√
log
m
n
+
√
logm log (mn)
n
log
m
logm
)
.
with probability at least 1− (4/m3). Thus, with probability at least 1− (4/m3)− 2me−n/96,
we obtain x ∈ Zn satisfying
|αi(x− x0)| = |Ai(x− x0)|‖Ai‖ ≤ 960
(√
log
m
n
+
√
logm log (mn)
n
log
m
logm
)
for every i ∈ [m]. Thus we have an integer point in the polytope Q and hence, an integer
point in P .
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2. For x0 = (1/2, . . . , 1/2), let
P =
{
x ∈ Rn : Ai(x− x0) ≤ ‖Ai‖
√
1
6
log
m
n
∀i ∈ [m]
}
.
Then, P contains a ball of radiusR0 centered around x0 and hence is an instance of the random
polytope P (n,m, x0, R0). Further, with probability at least 1− 2me−n/96, P is contained in
Q =
{
x ∈ Rn : Ai(x− x0) ≤ 1
2
√
log
m
n
∀i ∈ [m]
}
.
By Lemma 10, with probability at least 1 − 2−n, we have that Q ∩ Zn = ∅. Thus, with
probability at least 1− 2−n − 2me−n/96, we have that P ∩ Zn = ∅.
6 Open Questions
Propositions 1 and 2 hold for arbitrary constraint matrices describing the polytope. It would
be interesting to understand if these observations could be used to solve the IP formulations of
combinatorial feasibility/optimization problems. A concrete question is whether we can efficiently
compute discrepancy/linear discrepancy for a reasonably general family of matrices.
Another open question is to perform optimization on random polytopes, even along random
objective directions. In particular, how efficient are cutting-plane and branch-and-bound algorithms
for optimization on random polytopes?
From a purely probabilistic perspective, our work also raises the question of whether there exists
a sharp threshold R∗ on the radius so that the random polytope P (n,m, x0, R) is integer infeasible
with high probability for some center x0 if R ≤ R∗ and is integer feasible for all center x0 with high
probability if R > R∗.
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