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Online Power Control for Block i.i.d. Energy
Harvesting Channels
Dor Shaviv and Ayfer O¨zgu¨r
Abstract—We study the problem of online power control for
energy harvesting communication nodes with random energy
arrivals and a finite battery. We assume a block i.i.d. stochastic
model for the energy arrivals, in which the energy arrivals are
constant for a fixed duration T , but are independent across
different blocks, drawn from an arbitrary distribution. This
model serves as a simple approximation to a random process
with coherence time T . We propose a simple online power
control policy, and prove that its performance gap to the optimal
throughput is bounded by a constant which is independent of the
parameters of the problem. This also yields a simple formula for
the approximately optimal long-term average throughput, which
sheds some light on the qualitative behavior of the throughput
and how it depends on the coherence time of the energy arrival
process. Our results show that, perhaps counter-intuitively, for
a fixed mean energy arrival rate the throughput decreases with
increasing coherence time T of the energy arrival process. In
particular, the battery size needed to approach the AWGN
capacity of the channel increases linearly with the coherence time
of the process. Finally, we show that our results can provide an
approximation to the information-theoretic capacity of the same
channel.
Index Terms—Energy harvesting, online power control, chan-
nel capacity, finite battery, block i.i.d.
I. INTRODUCTION
Recent advances in energy harvesting technologies enable
wireless devices to harvest the energy they need for commu-
nication from the natural resources in their environment. This
development opens the exciting possibility to build wireless
networks that are self-powered, self-sustainable and which
have lifetimes limited by their hardware and not the size of
their batteries.
Communication with such wireless devices requires the
design of good power control policies that can maximize
throughput under random energy availability. In particular,
available energy should not be consumed too fast, or trans-
mission can be interrupted in the future due to an energy
outage; on the other hand, if the energy consumption is too
slow, it can result in the wasting of the harvested energy
and missed recharging opportunities in the future due to an
overflow in the battery capacity. This problem has received
significant interest in the recent literature [3]–[27]. In the
This work was supported in part by a Robert Bosch Stanford Graduate
Fellowship, in part by the National Science Foundation under Grant CCF-
1618278, and in part by the Center for Science of Information, an NSF
Science and Technology Center, under Grant CCF-0939370. This work was
presented in part at the 2017 IEEE Wireless Communications and Networking
Conference (WCNC) [1] and submitted to 2017 IEEE GLOBECOM [2].
The authors are with the Department of Electrical Engineering, Stan-
ford University, Stanford, CA 94305 USA (e-mail: shaviv@stanford.edu;
aozgur@stanford.edu).
offline case, when future energy arrivals are known ahead of
time, the problem has an explicit solution [3]–[5]. The optimal
policy keeps energy consumption as constant as possible over
time while ensuring no energy wasting due to an overflow
in the battery capacity. The more interesting case is the
online scenario where future energy arrivals are random and
unknown. When the energy arrivals are i.i.d., the problem can
be modeled as a Markov Decision Process (MDP) and solved
numerically using dynamic programming [6]–[9]. However,
this numerical approach can be computationally demanding
and does not provide insight into the structure of the optimal
online power control policy and the qualitative behavior of the
resultant throughput, namely how it varies with the parameters
of the problem. This kind of insight can be critical for design
considerations, such as choosing the size of the battery to
employ at the transmitter. More recently in [20], we developed
a simple online policy, which provably achieves a near-optimal
throughput for any distribution of the energy arrivals (see also
precursory work in [18], [19] and extensions in [22]–[27]).
The gap between the throughput achieved by this scheme
and the optimal throughput can be explicitly bounded by a
constant independent of the distribution of the energy arrivals
and any of the problem parameters. This leads to a simple
approximation for the optimal throughput, which sheds some
light on the qualitative behavior of the optimal throughput and
its dependence on major problem parameters.
All of the above solutions, including the MDP approach,
are applicable only when the energy arrival process is i.i.d.,
and therefore the next energy arrival at each time instant is
impossible to predict. However, most natural energy harvesting
processes, such as solar energy or wind energy, are far from
i.i.d. and are highly correlated over time. For processes of this
type, an i.i.d. model is very far from the actual behavior of
the process. The research on optimal online power control for
non-i.i.d. processes with finite battery size is very scarce. For
example, [13] proposes a simple policy for general stationary
ergodic arrival processes which becomes asymptotically opti-
mal as the battery size tends to infinity, however this strategy
can be arbitrarily away from optimality at finite battery size.
For a finite battery, [28] studies the information-theoretic
capacity of a model with a general Markov arrival process, and
provides upper and lower bounds on capacity. However, these
bounds can be arbitrarily away from optimality, and moreover
they do not provide any qualitative understanding of the actual
capacity of the system.
In this work, we consider energy arrivals processes which
follow a block i.i.d. model. This means that the energy arrivals
remain constant for a fixed period of time, say T time slots,
2and then change to an independent realization for the next T
time slots. This can model, for example, a solar panel which
harvests energy from the sun, and the appearance of clouds
can change randomly and block certain amounts of sunshine
for a certain period of time. This process can be approximated
by a block i.i.d. model. Additionally, this is a good model for
a device which harvests RF energy from other transmitting
devices in its environment. Such transmitting devices typically
transmit continuously for certain periods of time and are silent
for the remaining periods (as in TDMA, for example), which
warrants a block i.i.d. model. Note that block i.i.d. models have
been popularly used in wireless communication to capture
correlations in the channel fading process by a simple model.
In this case, T is called the coherence time of the channel,
which corresponds to the time duration over which the channel
remains approximately constant [29]. Analogously, we refer to
T as the coherence time of the energy arrival process in this
paper.
We propose a simple policy and establish its near-optimality
for this block i.i.d. model. This policy combines features of
the optimal offline [4] and approximately-optimal online [20]
strategies for the i.i.d. (T = 1) model. Since in the beginning
of each block the future energy arrivals are known for a
duration of T channel uses, energy allocations for the entire
block can be decided on ahead of time, akin to the offline
setting. In particular, power allocation inside each block is
constant, as implied by the optimal offline strategy, and ensures
that energy is not wasted due to an overflow in the battery
capacity. On the other hand, the energy arrivals are i.i.d. across
different blocks and the situation across blocks is akin to
the online setting. In particular, between different blocks, the
policy resembles the Fixed Fraction Policy of [20], where
a constant fraction of the currently available energy in the
battery is allocated to the channel. However, achieving the
optimal throughput within a constant gap requires a non-trivial
combination of these two schemes.
In the same spirit of [20], we develop a lower bound to
the throughput achieved by our proposed policy by modifying
the distribution of the energy arrivals. We do so in a way
that, as we show, produces worse throughput than the original
distribution,1 and for which we can analytically evaluate the
throughput. We then proceed to developing a nearly-tight
upper bound on the optimal throughput achievable under the
block i.i.d. model. The throughput achieved with an infinite
battery, namely the AWGN capacity 12 log(1 + µ) where µ is
the mean of the energy arrival rate, is always an upper bound
on the throughput achievable with any finite battery size. This
was the upper bound used in the i.i.d. case in [20]. However,
this upper bound turns out to be too loose in general for the
block i.i.d. case; indeed, we show that this upper bound is
nearly-achievable (up to a bounded gap) only when the battery
size is large enough, specifically when B¯ ≥ µ+T (Emax−µ),
where Emax is the maximal energy arrival. Note that for fixed
µ and Emax, as the coherence time T of the energy arrival
process increases, a larger battery is needed to approach the
1In [20] this modified distribution was simply a Bernoulli distribution; here
the modification is slightly more involved.
AWGN capacity. This is somewhat counter-intuitive, since one
may expect a large coherence time to increase the optimal
throughput, as it results in larger lookahead. We show that
when B¯ < µ + T (Emax − µ), the optimal throughput can
be significantly smaller than the AWGN capacity. We finally
show that the difference between the throughput achieved
by our proposed strategy and our upper bound is bounded
by 12 log e ≈ 0.72, regardless of the values of the problem
parameters.
While in this paper we mostly focus on the online power
control problem for energy harvesting nodes, we show that
this problem is central to understanding and achieving the
information-theoretic capacity of this channel. Following the
approach in [30], which focused on an i.i.d. model for
the energy arrival process, we show that the information-
theoretic capacity of the channel can be approximated by the
corresponding optimal online throughput also under a block
i.i.d. model. The upper bound on the gap between the two
performance metrics we develop in this paper depends on the
entropy rate of the energy arrival process, which decreases
with increasing coherence time T . It is also possible to
bound the gap between these two performance metrics by the
entropy rate of the online power control process (rather than
the entropy rate of the energy harvesting process itself.) By
modifying the online power control policy to have a constant
entropy rate in the lines of [30], we believe it is possible to
show that the information-theoretic capacity and the optimal
online throughput are indeed within a constant gap of each
other, independent of the parameters of the problem.
II. SYSTEM MODEL
We begin by introducing notation: Let E[ · ] denote expecta-
tion. All logarithms are taken to base 2. For a process {xt}∞t=1
with a block structure, it will be convenient to have special
notation for the j-th slot in the i-th block:
x
(i)
j := x(i−1)T+j , j = 1, . . . , T, i = 1, 2, . . .
We consider the discrete-time online power control problem
for an energy harvesting transmitter communicating over an
additive Gaussian channel. The transmitter is equipped with
a battery of finite capacity B¯, which is being continuously
recharged by an exogenous energy harvesting process. Let
Et ∈ E be the energy harvested at discrete time t. We assume
Et is a block i.i.d. stochastic process, with block duration
T . More precisely, let {E(i)}∞i=1 be an i.i.d. random process,
where E(i) ∈ E is a nonnegative random variable (RV) drawn
from a set E with marginal distribution PE . To simplify the
analysis, we assume PE is a discrete distribution and E is
a finite set, however our results hold in more generality for
arbitrary discrete or continuous distributions. Then the process
Et is given by
Et = E
(i), t = (i − 1)T + 1, . . . , iT, i = 1, 2, . . .
We assume E(i) > 0 with positive probability; otherwise
E(i) = 0 w.p. 1 and the problem is degenerate.
A power control policy for an energy harvesting system is a
sequence of mappings from energy arrivals to a non-negative
3number, which will denote a level of instantaneous power. In
this work, we will focus on online policies; an online policy
g = {gt}∞t=1 is a sequence of mappings gt : E
t → R+,
t = 1, 2, . . ., such that the instantaneous power at time
t is gt(E1, E2, . . . , Et). In words, the power allocation at
time t can depend only on the realizations of the energy
arrival process up to time t (and not future realizations of
the random process), although the probabilistic model for the
energy arrival process, i.e. the fact that it is block i.i.d. with
coherence time T and distribution PE , is known ahead of time.
By allocating power gt at time t, we get an instantaneous rate
equal to the AWGN capacity, i.e.,
C(gt) :=
1
2 log(1 + gt). (1)
Let bt be the amount of energy available in the battery at the
beginning of time slot t. An admissible policy g is such that
satisfies the following constraints for every possible harvesting
sequence {Et}∞t=1:
0 ≤ gt ≤ bt , t = 1, 2, . . . , (2)
bt = min{bt−1 − gt−1 + Et, B¯} , t = 2, 3, . . . , (3)
where we assume b1 = B¯ without loss of generality.
For a given policy g, we define the N -horizon expected
total throughput to be TN (g) = E[
∑N
t=1 C(gt)], where the
expectation is over the energy arrivals E1, . . . , EN . The long-
term average throughput of the same policy is defined as
T (g) = lim inf
N→∞
1
N
TN (g). (4)
Our goal is to characterize the optimal online power control
policy and the resultant optimal long-term average throughput:
Θ = sup
g admissible
T (g). (5)
III. PRELIMINARY DISCUSSION
A. Background
The optimal offline power control policy has been explicitly
characterized in [3]–[5], in which the energy arrival sequence
{Et}∞t=1 is assumed to be known ahead of time. Additionally,
in [20] we develop a near-optimal online power control
policy for the case of i.i.d. energy arrivals, and provide an
approximate expression for the resultant long-term average
throughput, with a bounded gap to optimality. In particular,
the Fixed Fraction Policy of [20] allocates a fixed fraction q
of the currently available energy at each channel use. More
precisely, let q , E[min(Et,B¯)]
B¯
. Note that 0 ≤ q ≤ 1. Then
gt = qbt, t = 1, 2, . . .
The main result of [20] is to establish the optimality of this
online strategy within a constant additive gap for any i.i.d.
process (T = 1).
Theorem 1 (Theorem 2 in [20]). Let Et be an i.i.d. non-
negative process, and let g be the Fixed Fraction Policy. Then
the throughput achieved by g is bounded by
T (g) ≥ C(E[min(Et, B¯)])−
1
2
log e,
where C(·) is the AWGN capacity defined in (1).
Note that the AWGN capacity C(E[min(Et, B¯)]) is an
upper bound on the achievable throughput for any distribution
(see [20, Prop. 2]). Observe that whenever there is an energy
arrival larger than the battery size, Et > B¯, the battery will
be completely recharged to B¯ and the remaining energy is
discarded as per (3). Hence, effectively, this is as if an energy
arrival of Et = B¯ occurred. We can therefore replace the
energy arrival process with min(Et, B¯), and E[min(Et, B¯)]
is the mean energy harvested by the transmitter.
There is an alternative way to view the quantity
E[min(Et, B¯)], which will be useful in the sequel. Observe
that whenever the event {Et > B¯} occurs, the memory of the
system, which is encapsulated in the state of the battery, is
essentially erased. This induces a regenerative structure for
the online decision process, and the behaviors of different
epochs—the periods between consecutive events {Et > B¯}—
are statistically independent and identical. Let p = Pr(Et >
B¯), and observe that the average length of an epoch is τ =
1/p. The average energy available for transmission in a single
epoch is given by ε = B¯+( 1
p
− 1)E[Et|Et ≤ B¯], because the
battery is fully charged at the beginning of the epoch, and the
average amount of energy harvested in each of the subsequent
time slots is E[Et|Et ≤ B¯]. Therefore, the average energy per
time slot which is available for transmission is given by
ε
τ
= pB¯ + (1− p)E[Et|Et ≤ B¯] = E[min(Et, B¯)].
B. Preliminary Results
For the block i.i.d. model considered in this paper, it can
be observed that the problem can be formulated as a Markov
Decision Process (MDP), where each time step of the MDP
corresponds to T time slots of the original communication
system. Let i denote the i-th step of this MDP. Then we define
the state as the pair (b(i−1)T+1, E(i−1)T+1) = (b
(i)
1 , E
(i)).
The action (or control) is the vector of power allocations for
the entire block (g(i−1)T+1, . . . , giT ) = (g
(i)
1 , . . . , g
(i)
T ), which
must satisfy the energy constraints (2) and (3). The disturbance
is E(i+1), and the next state pair (b
(i+1)
1 , E
(i+1)) is given by
b
(i+1)
1 = min{b
(i)
T − g
(i)
T + E
(i+1), B¯}, (6)
where the state variable E(i+1) is of course equal to
the disturbance itself. The stage reward is given by
ri =
1
T
∑T
j=1 C(g
(i)
j ), and the goal is to optimize the
expected long-term average reward per stage, given by
lim infn→∞
1
N
∑N
i=1 E[ri].
In fact, this MDP can be further simplified. First, it can
be easily seen that, since the energy arrivals for the entire
block are known ahead of time, it is suboptimal to have battery
overflows inside the block (unless E(i) ≥ B¯, in which case
overflows are inevitable). That is, b
(i)
j = b
(i)
j−1 − g
(i)
j−1 + E
(i)
for j = 2, . . . , T . Otherwise, if there is some j such that
b
(i)
j−1 − g
(i)
j−1 + E
(i) > B¯, one can simply increase g
(i)
j−1, and
consequently the reward, without affecting the state. Accord-
ing to this observation, and by concavity of the logarithm, it
follows that it is optimal to set g
(i)
1 = g
(i)
2 = . . . = g
(i)
T−1.
4Thus the control is reduced to the pair (g
(i)
1 , g
(i)
T ) (note that in
general g
(i)
T is not equal to g
(i)
T ). This is made formal in the
following lemma, which is proved in Appendix A.
Lemma 1. The MDP defined previously is equivalent to
the following MDP, with state pair (b
(i)
1 , E
(i)), action pair
(g
(i)
1 , g
(i)
T ), and disturbance E
(i+1). The actions must satisfy
the constraints
0 ≤ g
(i)
1 ≤ min
(
E(i) −
E(i)−b
(i)
1
T−1 , B¯
)
, (7)
0 ≤ g
(i)
T ≤ b
(i)
T , (8)
where b
(i)
T = min{b
(i)
1 + (T − 1)(E
(i) − g
(i)
1 ), B¯}. The state
evolves according to the function(
b
(i+1)
1 , E
(i+1)
)
=
(
min{b
(i)
T − g
(i)
T + E
(i+1), B¯}, E(i+1)
)
,
and the stage reward is given by
r(b
(i)
1 , E
(i), g
(i)
1 , g
(i)
T ) =
T−1
T
C(g
(i)
1 ) +
1
T
C(g
(i)
T ). (9)
Additionally, it follows from the fact that 0 ≤ g
(i)
T ≤ b
(i)
T ,
b
(i+1)
1 = min(b
(i)
T − g
(i)
T + E
(i+1), B¯) and E(i+1) is in-
dependent of the state (or equivalently by the principle of
optimality [31]), that the policy for g
(i)
T can be a function
of b
(i)
T instead of (b
(i)
1 , E
(i)).
The optimal policy can be found by solving the Bellman
equation [32], however this is hard to solve explicitly, even for
the simple case of T = 1 (i.i.d. energy arrivals). Alternatively,
it can be solved numerically using value iteration, but this can
require extensive computation resources. Specifically, since the
state space is a continuous interval, and the action space is
a two dimensional rectangle, only an approximate solution
can be found. This is done by quantizing the state and
actions spaces, a process which suffers from the curse of
dimensionality. Additionally, the numerical solution cannot
provide insight into the structure of the optimal policy and the
qualitative behavior of the optimal throughput, namely how it
varies with the parameters of the problem.
In the next section, we propose an explicit online power
control policy, and show that it is within a constant gap of
1
2 log e ≈ 0.72 to optimality, analogously to Theorem 2 of
[20] stated above. This gap does not depend on any of the
parameters of the problem, namely B¯, T , or the distribution
of the energy arrivals PE . Moreover, this policy yields a simple
and insightful formula for the approximate throughput, which
clarifies how the battery size needs to be chosen in terms of T
and PE for the resultant throughput to approach the AWGN
capacity.
IV. MAIN RESULT
Note that if E(i) > B¯, then b
(i)
1 = b
(i)
2 = . . . = b
(i)
T = B¯
regardless of the allocated energy. Hence we can treat such
energy arrivals as if E(i) = B¯, and for the rest of this section
we will assume E(i) ≤ B¯.
Before we formally state the main result of the paper, we
informally motivate the policy we propose for the block i.i.d.
energy arrival model. In the light of the discussion in the
previous section, a natural way to extend the Fixed Fraction
Policy of [20] to the block i.i.d. model can be as follows: For
an appropriately chosen q ∈ [0, 1], let
g
(i)
j =
q
T
(b
(i)
1 + (T − 1)E
(i)), j = 1, . . . , T. (10)
The intuition behind this extension can be understood as
follows: since the total energy to be harvested throughout a
block is known ahead of time in the first time slot of the
block, this strategy decides on the total energy to be allocated
in the current block i by taking into account both the energy
available in the battery in the first time slot of the block, b
(i)
1 ,
and the energy that will be harvested in the remaining T − 1
time slots, (T − 1)E(i). The sum of these two quantities, i.e.
the energy we already have in the battery plus the energy we
known we will harvest, can be thought of as the energy we
effectively have for this block. The total energy allocated to
block i is simply a fraction q of the energy we effectively
have. This total energy is then uniformly divided over the T
channel uses in the block, due to the concavity of the reward
function akin to the optimal offline strategy.
We will adopt the policy in (10), unless this allocation leads
to an overflow of the battery during the block, and therefore
a wasting of the harvested energy. Note that this strategy will
not lead to a battery overflow throughout the block if and only
if (
1− (T − 1) q
T
)
(b
(i)
1 + (T − 1)E
(i)) ≤ B¯. (11)
When this is the case, the battery state at the beginning of the
last time slot of the block is given by
b
(i)
T = b
(i)
1 + (T − 1)(E
(i) − g
(i)
1 )
=
(
1− (T − 1) q
T
)
(b
(i)
1 + (T − 1)E
(i)). (12)
Therefore, when (11) is satisfied, we can write the policy in
(10) in a way that agrees with the optimal policy structure for
the MDP formulation discussed in Section III-B:
g
(i)
1 =
q
T
(b
(i)
1 + (T − 1)E
(i)),
g
(i)
T =
q
q+(1−q)T b
(i)
T .
(13)
For blocks in which the condition (11) is not satisfied, we
would want to modify the policy (10) so as not to waste the
harvested energy. Note that this condition can be checked at
the beginning of the block and the energy allocations can be
increased from that in (10) if the condition is not satisfied. In
particular, if (11) is not satisfied, we modify the policy to:
g
(i)
1 = min
(
E(i) −
B¯−b
(i)
1
T−1 , B¯
)
,
g
(i)
T =
q
q+(1−q)T B¯.
(14)
The energy allocations in the first T−1 time slots are increased
so that energy is not wasted, and the battery is fully charged
after the last energy arrival, i.e. b
(i)
T = B¯. Note that the energy
allocated at the last time slot follows the same policy as (13),
since b
(i)
T = B¯.
While we can use the condition in (11) for switching
between the two modes of the policy, for small and large
energy arrivals respectively, as discussed above, we would
5want to simplify this condition in a way that does not signif-
icantly degrade the performance but simplifies the following
discussion. If we assume the battery was empty at the end of
the previous block, i.e. b
(i)
1 = E
(i), the no battery overflow
condition (11) would be equivalent to E(i) ≤ Ec, where Ec
is a critical energy level given by
Ec =
B¯
q + T (1− q)
. (15)
Note that when E(i) > Ec, battery overflow will occur
regardless of the state of the battery at the end of the previous
block. Specifically, we propose to allocate energy according
to (14) when E(i) > Ec, and use (13) when E
(i) ≤ Ec.
It remains to choose the fixed fraction q. Recall that in
the i.i.d. case, as discussed in Section III-A, q was chosen
to be
E[min(Et,B¯)]
B¯
, where B¯ is the size of the battery and
E[min(Et, B¯)] is the average energy available in an epoch,
which is the period between consecutive “large arrival” events
{Et > B¯}. In the block i.i.d. case, observe that when the
event {E(i) > Ec} occurs at block i, the battery will be fully
charged at the end of the block. Hence, let p = Pr(E(i) > Ec),
and imagine we put aside the first T−1 time slots of the “large
arrival” block (in which we abandon the fixed fraction policy),
and instead concentrate only on the subsequent slots (where we
do apply it). The average energy available for this period can
be computed as ε = B¯+( 1
p
−1)TE
[
E(i)
∣∣E(i) ≤ Ec], because
the battery is fully charged at the last time slot of the large
arrival block, and at each one of the subsequent “low-energy”
blocks the transmitter harvests an average amount of energy
equal to TE
[
E(i)
∣∣E(i) ≤ Ec]. The duration of an epoch is, on
average, τ = 1+T ( 1
p
−1) slots. Therefore, the average energy
available per time slot during this period is again given by ε/τ .
Note that the system is reset whenever an energy arrival larger
than Ec occurs, which leaves the battery fully charged at the
beginning of the next epoch. Therefore, inspired by the i.i.d.
case, given Ec we may want to choose
q =
ε/τ
Ec
=
B¯ + ( 1
p
− 1)TE
[
E(i)
∣∣E(i) ≤ Ec]
Ec(1 + T (
1
p
− 1))
. (16)
Recall however that given q, we want to choose Ec as in
(15). These two desired relations for Ec and q, along with the
identity
E[min(E(i), Ec)] = pEc + (1− p)E[E
(i)|E(i) ≤ Ec],
can be solved to obtain the following equation:
TEc − (T − 1)E[min(E
(i), Ec)] = B¯, (17)
which can be solved for Ec for given T , B¯, and PE (it is
shown in Appendix B that it has a unique solution in the
interval [0, B¯]). Additionally, combining (15) and (17) yields
the following simple formula for q given Ec:
q =
E[min(E(i), Ec)]
Ec
. (18)
Note that this is essentially the same expression for q as in
the i.i.d. case, with B¯ replaced by Ec. Indeed, when T =
1, eq. (17) reduces to Ec = B¯ and hence (18) reduces to
E[min(E(i),B¯)]
B¯
.
To summarize, the online policy we propose for the block
i.i.d case is given as follows.
Policy 1. Given T , B¯, and PE (the distribution of E
(i)),
compute Ec and q according to (17) and (18). Then apply
g
(i)
1 =


q
T
(b
(i)
1 + (T − 1)E
(i)), if E(i) ≤ Ec,
E(i) −
B¯−b
(i)
1
T−1 , if Ec < E
(i) ≤ B¯,
B¯, if B¯ < E(i),
g
(i)
T =
q
q+(1−q)T b
(i)
T ,
(19)
and note that g
(i)
j = g
(i)
1 for j = 2, . . . , T − 1.
The main result of this paper is to prove that this policy is
optimal within the same gap as in the i.i.d. case, as stated in
the following theorem.
Theorem 2. Let Ec be the unique solution of (17), and let
p = Pr(E(i) > Ec). Then the optimal throughput is bounded
by
Θ¯− 12 log e ≤ Θ ≤ Θ¯,
where
Θ¯ = p(T−1)
T
E
[
C
(
min
{
E(i) − B¯−E
(i)
T−1 , B¯
})∣∣∣E(i) > Ec]
+ p+T (1−p)
T
C
(
E
[
min(E(i), Ec)
])
,
(20)
and the lower bound is achieved by Policy 1.
Note that the structure of the approximately optimal
throughput expression has a natural interpretation in terms
of Policy 1. The expression has two terms, corresponding
to the two different operation modes of the policy. The
first term corresponds to the throughput achieved in the first
T − 1 time slots of a large energy arrival block. Note that
these time slots correspond to a fraction
p(T−1)
T
of the total
time on average. In the remaining fraction of the time, we
apply the Fixed Fraction Policy, which, analogously to the
i.i.d. case, achieves a throughput C(E[min(E(i), Ec)]), where
E[min(E(i), Ec)] = ε/τ = qEc is the average available
energy rate for a low-energy period.
Theorem 2 is proved by showing the throughput obtained
by Policy 1 under the process E(i) is lower bounded by
the throughput obtained by Policy 1 under a different block
i.i.d. energy arrivals process Eˆ(i), with a modified distribution.
This modified distribution has structure similar to a Bernoulli
distribution (the exact distribution will be precisely defined in
Section V). The analysis of Policy 1 turns out to be easier
for Bernoulli distributions, since the regenerative structure
discussed previously is inherent in the arrivals process. Specifi-
cally, the case when E(i) ∈ {0, E¯} for some E¯ > 0 was solved
in [1], and was the basis for this work.
Denote µ = E[E(i)]. For all ergodic energy arrival processes
(including block i.i.d.), the AWGN capacity 12 log(1 + µ) is
always an upper bound on the throughput, for any finite battery
size. However, as shown in the following corollary, in our
block i.i.d. model this is nearly achievable only if the battery
size is large enough.
6Corollary 1. If B¯ ≥ µ+ T (Emax − µ), where E(i) ≤ Emax
with probability 1, the approximate throughput reduces to
Θ¯ = C(µ) = 12 log(1 + µ). (21)
Proof. Since E(i) ≤ µ + B¯−µ
T
, choose Ec = µ +
B¯−µ
T
and
observe that E[min(E(i), Ec)] = µ and therefore Ec is the
solution to (17). It follows that p = 0 and (20) reduces to
(21).
We identify the case B¯ ≥ µ + T (Emax − µ) as the
large battery regime. The threshold µ + T (Emax − µ) can
be intuitively interpreted as follows: When the battery size is
infinite, it is straightforward to observe that the optimal policy
is to allocate a constant amount of power equal to the mean
energy arrival rate gt = µ (cf. [13], [33]). Assume the battery
was empty prior to the beginning of block i, i.e. b
(i)
1 = E
(i),
and we apply this policy for all the time slots in block i.
Then the battery level at the last time slot of the block will
be b
(i)
T = µ+ T (E
(i) − µ). This implies that we would need
a battery size of at least µ+ T (E¯ − µ) in order to not waste
energy due to an overflow, since E(i) can take values up to
Emax. However, the fact that we can nearly achieve the AWGN
capacity as soon as the battery size is larger than this threshold
is indeed surprising.
A. Connection to Channel Capacity
In this section, we will show how the approximate through-
put of Theorem 2 can provide an approximation to the
information-theoretic capacity of the channel. In this section
we will use the notation Xnm = (Xm, Xm+1, . . . , Xn) for
m ≤ n, and Xn = Xn1 .
We consider an AWGN channel, i.e. the output is Yt = Xt+
Zt, where Zt ∼ N (0, 1) and Xt ∈ R is the input. Instead of
the energy constraints (2) and (3), which were only concerned
with the amount of transmitted power at each time slot, the
information-theoretic model imposes energy constraints on the
amplitude of the transmitted symbol: at time t,
X2t ≤ Bt, (22)
Bt = min{Bt−1 −X
2
t−1 + Et, B¯}, (23)
where again we assume B1 = B¯, and the harvesting process
{Et}∞t=1 is the same as in Section II.
Instead of a power control policy, our goal is to find a set
of encoding functions and a decoding function:
f enct :M×E
t → X , t = 1, . . . , N,
fdec : YN →M,
whereM = {1, . . . , 2NR} is the message set and X = Y = R
are the input and output spaces. As usual, the capacity C is
the supremum of all rates R for which the probability of error
vanishes as N → ∞ (see [30] for a detailed formulation of
the problem).
The main result of this section is the following approxima-
tion to capacity.
Theorem 3. The capacity of the energy harvesting channel
with block i.i.d. energy arrivals is bounded by
Θ¯− 1
T
H(E(i))− 12 log
(
πe2
2
)
≤ C ≤ Θ¯, (24)
where Θ¯ is given by (20).
This is the counterpart of Theorem 1 in [30], in which
the i.i.d. case (T = 1) is considered. The proof follows
similarly, with some modifications to account for a block i.i.d.
energy arrivals process. Specifically, we have the following
intermediate result.
Proposition 1. The capacity of the energy harvesting channel
with block i.i.d. energy arrivals is bounded by
Θ− 1
T
H(E(i))− 12 log
(
πe
2
)
≤ C ≤ Θ, (25)
where Θ is the optimal throughput defined in (5).
See Appendix C for the proof. Clearly, applying Theorem 2
to (25) yields Theorem 3.
Remark. The lower bound in (25) can be tightened as in [30,
Thm. 4] to
C ≥ T (g)−H(g)− 12 log
(
πe
2
)
,
for any policy g, where H(g) = lim supN→∞
1
N
H(gN (EN ))
is the entropy rate of the process {gt(Et)}∞t=1. This allows
choosing policies for which H(g) is bounded by a constant
which is independent of the statistics of E(i), thereby making
the gap dependent on the entropy rate of the power control
process instead of the entropy rate of the energy harvesting
process itself. It is shown in [30] that, in the i.i.d. (T = 1)
case, one can design online power control policies that have
constant entropy rate (in particular, H(g) ≤ 1 bits per channel
use, independent of the distribution of the energy arrivals) and
at the same time are within a constant gap to the optimal
throughput. This suggests that in the i.i.d. case the information-
theoretic capacity of the channel can be approximated by the
optimal throughput within a constant gap independent of the
parameters of the problem. In the block i.i.d. case, the entropy
rate of Policy 1 we develop in the previous section can not be
simply bounded by a constant independent of the distribution
of the energy arrivals. We believe it is possible to modify
Policy 1 in the lines of [30] to obtain a policy with a constant
entropy rate, and hence show that the information-theoretic
capacity and the optimal online throughput are indeed within
a constant gap of each other, independent of the parameters
of the problem. However, this is less critical for the block
i.i.d. case since the entropy rate of the energy arrival process
decreases to zero with increasing blocklength T . Hence, we
expect the gap term 1
T
H(E(i)) in (25) to be small for
sufficiently large values of T .
In the remainder of the paper, we provide the proof of
Theorem 2. In Section V we prove the lower bound on the
throughput, and in Section VI we derive an upper bound which
differs from the lower bound by no more than 0.72 bits per
channel use. Section VII concludes the paper.
7V. LOWER BOUND
In this section we will show that Policy 1 achieves a
throughput which is lower bounded by Θ¯− 12 log e as defined
in Theorem 2. This will be done in three parts. In the first
part, we will derive the lower bound for the special case of
Bernoulli energy arrivals, i.e. E(i) ∈ {0, E¯} for some E¯ > 0.
In the second part, we will generalize this to a larger class
of energy arrival distributions, dubbed semi-Bernoulli distri-
butions, which maintain the regenerative structure exhibited
by Bernoulli energy arrivals. Finally, in the third part we will
show that for any block i.i.d. energy arrivals distribution, we
can find a modified distribution of the form discussed in the
second part, for which the throughput under Policy 1 is a lower
bound to the throughput under the original distribution.
A. Bernoulli Energy Arrivals
We start with the special case of Bernoulli energy arrivals,
namely
E(i) =
{
E¯ ,w.p. p0,
0 ,w.p. 1− p0,
(26)
for some 0 ≤ p0 ≤ 1.
We will assume the energy level E¯ satisfies Ec ≤
E¯ ≤ B¯, where Ec is the solution to (17). This implies
E[min(E(i), Ec)] = p0Ec, which yields Ec =
B¯
p0+T (1−p0)
and q = p0 from (17) and (18), respectively. In the following
proposition, we show that the lower bound in Theorem 2 holds
for this special case.
Proposition 2. Let E(i) be distributed Bernoulli as in (26)
with Ec ≤ E¯ ≤ B¯. Then the throughput obtained by Policy 1
is lower bounded by
T (g) ≥ Θ¯− 12 log e.
Proof. Assume for now E¯ > Ec; the special case E¯ = Ec
will be treated afterwards. We have p = Pr(E(i) > Ec) = p0,
and the approximate throughput in (20) is given by
Θ¯ = p0(T−1)
T
C(E¯ − B¯−E¯
T−1 ) +
p0+T (1−p0)
T
C(p0Ec). (27)
It can be observed that Policy 1 reduces to
g
(i)
1 =
{
p0
T
b
(i)
1 , if E
(i) = 0,
E¯ −
B¯−b
(i)
1
T−1 , if E
(i) = E¯,
g
(i)
T =
p0
p0+(1−p0)T
b
(i)
T .
We see that whenever there is a positive energy arrival, the
battery will be fully charged to B¯ by the end of the block.
Consider the Markov reward process [34, Ch. 8.2] obtained
by applying Policy 1. This comprises of the state process
(b
(i)
1 , E
(i)) and a reward function given by r(b
(i)
1 , E
(i)) =
T−1
T
C(g
(i)
1 ) +
1
T
C(g
(i)
T ). It can be verified that the reward
function is given by
r(b
(i)
1 , E
(i)) =


C(p0
T
b
(i)
1 ), if E
(i) = 0,
T−1
T
C(E¯ −
B¯−b
(i)
1
T−1 ) +
1
T
C(p0Ec),
if E(i) = E¯.
The battery state evolves according to
b
(i+1)
1 = min(b
(i)
T − g
(i)
T + E
(i+1), B¯),
b
(i)
T − g
(i)
T =
{
(1− p0)b
(i)
1 , if E
(i) = 0,
T (1− p0)Ec, if E(i) = E¯.
(28)
In what follows, we will lower bound the throughput ob-
tained by Policy 1 by analyzing the average long-term reward
under the following reward process:
r˜(b
(i)
1 , E
(i)) =
{
C(p0
T
b
(i)
1 ), if E
(i) = 0,
T−1
T
C(E¯ − B¯−E¯
T−1 ) +
1
T
C(p0Ec), if E
(i) = E¯.
Note that r(b
(i)
1 , E
(i)) ≥ r˜(b
(i)
1 , E
(i)) since b
(i)
1 ≥ E
(i). Hence
the throughput obtained by Policy 1 is lower bounded by
T (g) = lim inf
N→∞
1
N
N∑
i=1
r(b
(i)
1 , E
(i))
≥ lim inf
N→∞
1
N
N∑
i=1
r˜(b
(i)
1 , E
(i)). (29)
Observe that the process r˜(b
(i)
1 , E
(i)) is a regenerative
process, where regeneration occurs whenever E(i) = E¯. Then,
by the renewal reward theorem (see e.g. Theorem 3.1 in [35,
Ch. VI], [36, Prop. 7.3], or [20, Lemma 1]), eq. (29) becomes:
T (g) ≥
1
EL
E
[
L∑
i=1
r˜(b
(i)
1 , E
(i))
]
, (30)
where E(1) = E¯, E(i) = 0 for i > 1, and L is a Geometric RV
with parameter p0, representing the number of blocks between
consecutive positive energy arrivals. From (28), it follows that
b
(i)
1 = (1− p0)
i−1TEc for i ≥ 2, and therefore (30) becomes
T (g) ≥
1
EL
E
[
T−1
T
C(E¯ − B¯−E¯
T−1 ) +
1
T
C(p0Ec)
+
L∑
i=2
C(p0(1− p0)
i−1Ec)
]
.
(31)
Using the fact that log(1 + αx) ≥ log(1 + x) + logα for
0 ≤ α ≤ 1, we can lower bound
C(p0(1 − p0)
i−1Ec) ≥ C(p0Ec) +
i−1
2 log(1 − p0).
Substituting in (31):
T (g) ≥
1
EL
E
[
T−1
T
C(E¯ − B¯−E¯
T−1 ) +
1
T
C(p0Ec)
+ (L− 1)C(p0Ec) +
L2−L
4 log(1− p0)
]
= p0(T−1)
T
C(E¯ − B¯−E¯
T−1 ) + (
p0
T
+ 1− p0)C(p0Ec)
+ 1−p02p0 log(1− p0)
≥ Θ¯− 12 log e,
where the last step is due to (27) and because 1−p2p log(1−p) ≥
− 12 log e for 0 ≤ p ≤ 1.
It remains to show the lower bound holds for E¯ = Ec.
In this case, we have p = Pr(E(i) > Ec) = 0, and the
approximate throughput (20) is
Θ¯ = C(p0Ec). (32)
8Θ¯ = p(T−1)
T
E
[
C
(
min
{
E(i) − B¯−E
(i)
T−1 , B¯
})∣∣∣E(i) > Ec]+ p+T (1−p)T C(qEc) (34)
= q(T−1)
T
E
[
C
(
min
{
E(i) − B¯−E
(i)
T−1 , B¯
})∣∣∣E(i) ≥ Ec]− T−1T Pr(E(i) = Ec) · C(Ec − B¯−EcT−1 ) + p+T (1−p)T C(qEc) (35)
= q(T−1)
T
E
[
C
(
min
{
E(i) − B¯−E
(i)
T−1 , B¯
})∣∣∣E(i) ≥ Ec]+ T−(T−1)p−(T−1) Pr(E(i)=Ec)T C(qEc) (36)
= q(T−1)
T
E
[
C
(
min
{
E(i) − B¯−E
(i)
T−1 , B¯
})∣∣∣E(i) ≥ Ec]+ q+T (1−q)T C(qEc), (37)
Policy 1 takes the form
g
(i)
1 =
{
p0
T
b
(i)
1 , if E
(i) = 0,
p0
T
(b
(i)
1 + (T − 1)Ec), if E
(i) = Ec,
g
(i)
T =
p0
p0+(1−p0)T
b
(i)
T .
Observe that here as well, whenever there is a positive energy
arrival the battery will be fully charged to B¯ by the end of
the block. This can be seen by computing the battery state at
the end of the block when E(i) = Ec:
b
(i)
T = min
{
(1− p0(T−1)
T
)(b
(i)
1 + (T − 1)Ec), B¯
}
.
Since b
(i)
1 ≥ E
(i) = Ec:
(1− p0(T−1)
T
)(b
(i)
1 + (T − 1)Ec) ≥ (1−
p0(T−1)
T
)TEc
= B¯.
Therefore the battery state evolves exactly the same as in the
case E¯ > Ec.
The reward function is given by
r(b
(i)
1 , E
(i)) =


C(p0
T
b
(i)
1 ), if E
(i) = 0,
T−1
T
C(p0
T
(b
(i)
1 + (T − 1)Ec)) +
1
T
C(p0Ec),
if E(i) = Ec.
As before, we will lower bound the reward function using the
fact that b
(i)
1 ≥ E
(i), giving
r˜(b
(i)
1 , E
(i)) =
{
C(p0
T
b
(i)
1 ), if E
(i) = 0,
C(p0Ec), if E
(i) = Ec.
Repeating the previous steps, we obtain
T (g) ≥ C(p0Ec) +
1−p0
2p0
log(1− p0)
≥ Θ¯− 12 log e.
B. Semi-Bernoulli Energy Arrivals
Now consider an energy arrivals process E(i), and let Ec
be the solution to (17). We say that E(i) has a semi-Bernoulli
distribution if
Pr(0 < E(i) < Ec) = 0. (33)
In other words, E(i) can either be 0 or take a value which
is at least Ec, but not any value in the open interval (0, Ec).
Note that the Bernoulli distribution from the previous section,
namely E(i) ∈ {0, E¯} with Ec ≤ E¯, clearly satisfies this
condition; however, in general, E(i) can take an arbitrary
number of values.
Observe that E[min(E(i), Ec)] = Ec ·Pr(E(i) ≥ Ec), which
from (18) yields q = Pr(E(i) ≥ Ec). Denote p = Pr(E(i) >
Ec) as in Theorem 2. Note that q = p+ Pr(E
(i) = Ec). The
approximate throughput Θ¯ in (20) is given by (34)–(37) at the
top of the page, where (36) is due to (15). The following
proposition generalizes the result of Proposition 2 to semi-
Bernoulli distributions.
Proposition 3. Suppose E(i) and Ec satisfy Pr(0 < E
(i) <
Ec) = 0. Then the throughput obtained by Policy 1 is lower
bounded by
T (g) ≥ Θ¯− 12 log e.
Proof. Observe that Policy 1 reduces to
g
(i)
1 =


q
T
b
(i)
1 , if E
(i) = 0,
q
T
(b
(i)
1 + (T − 1)Ec), if E
(i) = Ec,
E(i) −
B¯−b
(i)
1
T−1 , if Ec < E
(i) ≤ B¯,
B¯, if B¯ < E(i),
g
(i)
T =
q
q+(1−q)T b
(i)
T .
As in the previous section, whenever there is a positive energy
arrival (or equivalently E(i) ≥ Ec), the battery will be fully
charged to B¯ by the end of the block. Taking the appropriate
Markov reward process with reward function
r(b
(i)
1 , E
(i)) =


C( q
T
b
(i)
1 ), if E
(i) = 0,
T−1
T
C( q
T
(b
(i)
1 + (T − 1)Ec)) +
1
T
C(qEc),
if E(i) = Ec,
T−1
T
C(E(i) −
B¯−b
(i)
1
T−1 ) +
1
T
C(qEc),
if Ec < E
(i) ≤ B¯,
T−1
T
C(B¯) + 1
T
C(qEc), if B¯ < E
(i),
we can again obtain a lower bound on the reward function
by using the relation b
(i)
1 ≥ E
(i) for the appropriate cases
(specifically when E(i) > 0):
r˜(b
(i)
1 , E
(i)) =


C( q
T
b
(i)
1 ), if E
(i) = 0,
C(qEc), if E
(i) = Ec,
T−1
T
C(E(i) − B¯−E
(i)
T−1 ) +
1
T
C(qEc),
if Ec < E
(i) ≤ B¯,
T−1
T
C(B¯) + 1
T
C(qEc), if E
(i) > B¯.
9T (g) ≥
1
EL
E
[
T−1
T
C
(
min
{
E(1) − B¯−E
(1)
T−1 , B¯
})
+ 1
T
C(qEc)
∣∣∣E(1) ≥ Ec]+ 1
EL
E
[
L∑
i=2
C(q(1 − q)i−1Ec)
]
(38)
≥ q(T−1)
T
E
[
C
(
min
{
E(i) − B¯−E
(i)
T−1 , B¯
})∣∣∣E(i) ≥ Ec]+ q+T (1−q)T C(qEc)− 12 log e (39)
= Θ¯− 12 log e, (40)
This can be written succinctly as follows:
r˜(b
(i)
1 , E
(i)) =


C( q
T
b
(i)
1 ), if E
(i) = 0,
T−1
T
C(min{E(i) − B¯−E
(i)
T−1 , B¯}) +
1
T
C(qEc),
if E(i) ≥ Ec.
The process r˜(b
(i)
1 , E
(i)) is regenerative, with regeneration
occurring at the event E(i) ≥ Ec. The renewal reward theorem
takes the form
lim inf
N→∞
1
N
N∑
i=1
r˜(b
(i)
1 , E
(i))
=
1
EL
E
[ L∑
i=1
r˜(b
(i)
1 , E
(i))
∣∣∣E(1) ≥ Ec, E(i) = 0, i ≥ 2].
The derivation carries on almost identically to the proof of
Proposition 2, where the only difference is in the first term of
(31). We obtain (38)–(40) at the top of the page, where (40)
is due to (37).
C. General Block i.i.d. Energy Arrivals
Now consider an arbitrary distribution of energy arrivals
E(i). We lower bound the throughput obtained by Policy 1
using a technique inspired by [20]. There, the throughput
obtained by the proposed policy was lower bounded by
showing that the Bernoulli harvesting process yields the worst
performance compared to all other i.i.d. processes with the
same mean. Accordingly, we suggest a mean-preserving mod-
ification to the energy arrival distribution; specifically, the
modified distribution will be semi-Bernoulli, as defined in the
previous section. We then show that the throughput obtained
by Policy 1 under this modified distribution is lower than under
the original distribution. Subsequently, the throughput obtained
under the modified harvesting process is readily lower bounded
using Proposition 3.
We begin by defining the modified energy arrival process:
Eˆ(i) := W · 1{E(i) ≤ Ec}+ E
(i) · 1{E(i) > Ec}, (41)
where 1{ · } is the indicator function, and W is a Bernoulli
RV independent of E(i), with W ∈ {0, Ec}. To make sure the
mean is preserved, i.e. E[Eˆ(i)] = E[E(i)], we write
E[E(i) · 1{E(i) ≤ Ec}] = E[W · 1{E
(i) ≤ Ec}]
= Pr(W = Ec) ·Ec · Pr(E
(i) ≤ Ec),
giving
Pr(W = Ec) =
E[E(i)|E(i) ≤ Ec]
Ec
. (42)
With this distribution of W , the probability of positive energy
arrival Eˆ(i) is given by:
Pr(Eˆ(i) > 0) = Pr(Eˆ(i) ≥ Ec)
= (1− p) Pr(W = Ec) + p
=
E[E(i) · 1{E(i) ≤ Ec}]
Ec
+ E[1{E(i) > Ec}]
=
E[min(E(i), Ec)]
Ec
= q. (43)
In what follows, we will analyze the long-term average
throughput obtained by Policy 1 under the original harvesting
process E(i), as well as under the modified process Eˆ(i). As
before, we consider the Markov reward process induced by
applying Policy 1. It would be convenient to describe the
system using simpler state variables, defined below:
xi =
b
(i)
1 + (T − 1)E
(i)
T
, (44)
si = 1
{
E(i) > Ec
}
. (45)
Using these new state variables, Policy 1 can be expressed as
follows:
g
(i)
1 =
{
qxi, if si = 0,
min
{
Txi−B¯
T−1 , B¯
}
, if si = 1,
g
(i)
T =
{
q ·min(xi, Ec), if si = 0,
qEc, if si = 1.
Accordingly, the reward function is given by
r(xi, si) =
{
T−1
T
C(qxi) +
1
T
C(q ·min(xi, Ec)), if si = 0,
T−1
T
C
(
min
{
Txi−B¯
T−1 , B¯
})
+ 1
T
C (qEc) , if si = 1,
(46)
and the state dynamics are given by2
xi+1 =


min
{
(1− q)min(xi, Ec) + E
(i+1), B¯+(T−1)E
(i+1)
T
}
,
if si = 0,
min
{
(1− q)Ec + E
(i+1), B¯+(T−1)E
(i+1)
T
}
,
if si = 1,
(47)
si+1 = 1
{
E(i+1) > Ec
}
. (48)
2While the state variables were changed from (b
(i)
1 , E
(i)) to (xi, si), the
disturbance is still E(i+1), which is independent of the current state.
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Define the N -horizon total throughput obtained by Policy 1,
when the initial state is (x, s):
JN (x, s) = E
[
N∑
i=1
r(xi, si)
∣∣∣∣∣ x1 = x, s1 = s
]
. (49)
The long-term average expected throughput obtained by Pol-
icy 1 is given by
T (g) = lim inf
N→∞
1
N
JN (x, s),
for any x ∈ [0, B¯], s ∈ {0, 1}.
For the modified harvesting process, we similarly define the
processes xˆi and sˆi given by (47) and (48), respectively, by
replacing E(i+1) with Eˆ(i+1). The N -horizon total throughput
obtained by Policy 1 under the modified energy arrival process
is given by
JˆN (x, s) = E
[
N∑
i=1
r(xˆi, sˆi)
∣∣∣∣∣ xˆ1 = x, sˆ1 = s
]
,
and the long-term average throughput (for which we provided
a lower bound in Proposition 3 in the previous section), is
given by Tˆ (g) = lim infN→∞
1
N
JˆN (x, s).
In the following proposition, we claim that the N -horizon
expected throughput for the original distribution of block i.i.d.
energy arrivals E(i) is greater than the throughput obtained
for the modified distribution Eˆ(i), for any N and any initial
state (x, s).
Proposition 4. For any x ∈ [0, B¯], s ∈ {0, 1}, and integer
N ≥ 1:
JN (x, s) ≥ JˆN (x, s). (50)
This is proved by induction, making use of the concavity
and monotonicity of the reward function r(x, s). We defer the
proof to Appendix D.
By taking N →∞, an immediate corollary of Proposition 4
is
T (g) ≥ Tˆ (g).
Since Eˆ(i) is a semi-Bernoulli process, i.e. it satisfies Pr(0 <
Eˆ(i) < Ec) = 0, we can readily obtain a lower bound on
Tˆ (g) by applying Proposition 3 from the previous section:
Tˆ (g) ≥ p(T−1)
T
E
[
C
(
min
{
Eˆ(i) − B¯−Eˆ
(i)
T−1 , B¯
})∣∣∣Eˆ(i) > Ec]
+ p+T (1−p)
T
C(Ec · Pr(Eˆ
(i) ≥ Ec))−
1
2 log e,
where the above expression for the approximate throughput
Θ¯ of the modified process Eˆ(i) is given by (34). Note that
p = Pr(Eˆ(i) > Ec) = Pr(E
(i) > Ec).
By construction (41), the first term is equivalent to
E
[
C
(
min
{
Eˆ(i) − B¯−Eˆ
(i)
T−1 , B¯
})∣∣∣ Eˆ(i) > Ec]
= E
[
C
(
min
{
E(i) − B¯−E
(i)
T−1 , B¯
})∣∣∣E(i) > Ec] .
For the second term, we use (43) followed by (18) to obtain
C(Ec · Pr(Eˆ
(i) ≥ Ec)) = C(Ec · q)
= C(E[min(E(i), Ec)]).
It follows that
T (g) ≥ p(T−1)
T
E
[
C
(
min
{
E(i) − B¯−E
(i)
T−1 , B¯
})∣∣∣E(i) > Ec]
+ p+T (1−p)
T
C(E[min(E(i), Ec)])−
1
2 log e, (51)
which concludes the proof of the lower bound in Theorem 2.
VI. UPPER BOUND
Fix an arbitrary policy g, and consider the expected total
throughput for N blocks, or equivalently NT time slots:
TNT (g) =
NT∑
t=1
E[C(gt)]
=
N∑
i=1
T∑
j=1
E[C(g
(i)
j )]
=
T−1∑
j=1
E[C(g
(1)
j )] + E[C(g
(N)
T )]
+
N∑
i=2
( T−1∑
j=1
E[C(g
(i)
j )] + E[C(g
(i−1)
T )]
)
≤
N∑
i=2
( T−1∑
j=1
E[C(g
(i)
j )] + E[C(g
(i−1)
T )]
)
+ TC(B¯),
(52)
where the inequality is because g
(i)
j ≤ b
(i)
j ≤ B¯ for any
i, j. According to Lemma 1 (specifically (68) and (69) in
Appendix A), we can upper bound the total rate of the first
T − 1 time slots in each block as follows:
TNT (g) ≤
N∑
i=2
E
[
(T − 1)C
(
min
{
E(i) −
b
(i)
T
−b
(i)
1
T−1 , B¯
})]
+
N∑
i=2
E
[
C(g
(i−1)
T )
]
+ TC(B¯).
Since b
(i)
1 = min{b
(i−1)
T − g
(i−1)
T + E
(i), B¯} and C( · ) is
nondecreasing:
TNT (g) ≤
N∑
i=2
θi + TC(B¯), (53)
where we have denoted for i = 2, . . . , N :
θi = E
[
(T − 1)C
(
min
{
E(i) −
b
(i)
T
−b
(i−1)
T
+g
(i−1)
T
−E(i)
T−1 , B¯
})]
+ E
[
C(g
(i−1)
T )
]
.
We break the expectation over E(i) as shown in equations
(54)–(57) at the top of the next page, where (54) is because
Pr(E(i) ≤ Ec) = 1 − p; (55) is due to the monotonicity
of C( · ); (56) is because g
(i−1)
T is independent of E
(i) (by
definition of an online policy and because E(i) are i.i.d.), and
by denoting
p′ = Pr(E(i) > B¯),
and (57) is by applying Jensen’s inequality to the two terms
in the first expectation.
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θi
(i)
= E[C(g
(i−1)
T )] + (1− p)(T − 1)E
[
C
(
min
{
E(i) −
b
(i)
T
−b
(i−1)
T
+g
(i−1)
T
−E(i)
T−1 , B¯
})∣∣∣E(i) ≤ Ec]
+
∑
x>Ec
PE(x)(T − 1)E
[
C
(
min
{
x−
b
(i)
T
−b
(i−1)
T
+g
(i−1)
T
−x
T−1 , B¯
})∣∣∣E(i) = x] (54)
(ii)
≤ E[C(g
(i−1)
T )] + (1− p)(T − 1)E
[
C
(
E(i) −
b
(i)
T
−b
(i−1)
T
+g
(i−1)
T
−E(i)
T−1
)∣∣∣E(i) ≤ Ec]
+
∑
Ec<x≤B¯
PE(x)(T − 1)E
[
C
(
x−
b
(i)
T
−b
(i−1)
T
+g
(i−1)
T
−x
T−1
)∣∣∣E(i) = x]+ Pr(E(i) > B¯) · (T − 1)C(B¯) (55)
(iii)
= E
[
C(g
(i−1)
T ) + (1 − p)(T − 1)C
(
E(i) −
b
(i)
T
−b
(i−1)
T
+g
(i−1)
T
−E(i)
T−1
)∣∣∣E(i) ≤ Ec]
+
∑
Ec<x≤B¯
PE(x)(T − 1)E
[
C
(
x−
b
(i)
T
−b
(i−1)
T
+g
(i−1)
T
−x
T−1
)∣∣∣E(i) = x]+ p′(T − 1)C(B¯) (56)
(iv)
≤ (p+ (1− p)T )E
[
C
( pg(i−1)
T
+(1−p)(TE(i)−b
(i)
T
+b
(i−1)
T
p+(1−p)T
)∣∣∣E(i) ≤ Ec]
+
∑
Ec<x≤B¯
PE(x)(T − 1)E
[
C
(Tx−b(i)
T
+b
(i−1)
T
−g
(i−1)
T
T−1
)∣∣∣E(i) = x]+ p′(T − 1)C(B¯), (57)
Denote the following expected values, for i = 1, . . . , N :
γ(i) = E[g
(i)
T ],
µ˜ = E[E(i)|E(i) ≤ Ec],
β(i) = E[b
(i)
T ],
β
(i)
0 = E[b
(i)
T |E
(i) ≤ Ec],
β
(i)
1 (x) = E[b
(i)
T |E
(i) = x], Ec < x ≤ B¯.
Note that since E(i) > B¯ implies b
(i)
T = B¯, the following
relation holds:
β(i) = (1 − p)β
(i)
0 +
∑
Ec<x≤B¯
PE(x)β
(i)
1 (x) + p
′B¯. (58)
Now, applying Jensen’s inequality to (57), and again observing
that g
(i−1)
T , as well as b
(i−1)
T , are independent of E
(i):
θi ≤ (p+ (1− p)T )C
(pγ(i−1)+(1−p)(Tµ˜−β(i)0 +β(i−1))
p+(1−p)T
)
+ (T − 1)
∑
Ec<x≤B¯
PE(x)C
(Tx−β(i)1 (x)+β(i−1)−γ(i−1)
T−1
)
+ p′(T − 1)C(B¯). (59)
Substituting into (53) and dividing by NT yields (60) at the
bottom of the page.
Denote the following time-averages of the expected values
above:
γ¯ = 1
N−1
N−1∑
i=1
γ(i),
β¯ = 1
N−1
N−1∑
i=1
β(i),
β¯0 =
1
N−1
N−1∑
i=1
β
(i)
0 ,
β¯1(x) =
1
N−1
N−1∑
i=1
β
(i)
1 (x), Ec < x ≤ B¯.
We again apply Jensen’s inequality to (60), giving (61)–(63) at
the top of the next page. Eq. (62) follows because 0 ≤ b
(i)
T ≤
B¯ for any i; and (63) is due to the fact that ln(1 + x+ y) ≤
ln(1+x)+y for x, y ≥ 0, or equivalently C(x+y) ≤ C(x)+
1
2 ln 2y.
Since g
(i)
T ≤ b
(i)
T , we can take expectation to obtain γ
(i) ≤
β(i) for every i, which implies γ¯ ≤ β¯. Similarly, b
(i)
T ≤ B¯,
which implies β
(i)
1 (x) ≤ B¯, and consequently β¯1(x) ≤ B¯ for
all Ec < x ≤ B¯. Finally, the relation (58) implies
β¯ = (1− p)β¯0 +
∑
Ec<x≤B¯
PE(x)β¯1(x) + p
′B¯.
With these constraints, we can further upper bound (63) as
follows:
1
NT
TNT (g) ≤
N−1
N
Θ⋆ + 1
N
C(B¯) + 12 ln 2
1
NT
B¯, (64)
1
NT
TNT (g) ≤
1
N
C(B¯) + 1
N
N∑
i=2
p+(1−p)T
T
C
(pγ(i−1)+(1−p)(Tµ˜−β(i)0 +β(i−1))
p+(1−p)T
)
+ 1
N
N∑
i=2
T−1
T
∑
Ec<x≤B¯
PE(x)C
(Tx−β(i)1 (x)+β(i−1)−γ(i−1)
T−1
)
+ N−1
N
p′ T−1
T
C(B¯). (60)
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1
NT
TNT (g) ≤
1
N
C(B¯) + N−1
N
p+(1−p)T
T
C
(
pγ¯ + (1− p)(T µ˜− β¯0 −
1
N−1 (β
(N)
0 − β
(1)
0 ) + β¯)
p+ (1− p)T
)
+ N−1
N
T−1
T
∑
Ec<x≤B¯
PE(x)C
(
Tx− β¯1(x) −
1
N−1(β
(N)
1 (x)− β
(1)
1 (x)) + β¯ − γ¯
T − 1
)
+ N−1
N
p′ T−1
T
C(B¯) (61)
≤ 1
N
C(B¯) + N−1
N
p+(1−p)T
T
C
(
pγ¯ + (1− p)(T µ˜− β¯0 + β¯ +
1
N−1 B¯)
p+ (1− p)T
)
+ N−1
N
T−1
T
∑
Ec<x≤B¯
PE(x)C
(
Tx− β¯1(x) + β¯ − γ¯ +
1
N−1 B¯
T − 1
)
+ N−1
N
p′ T−1
T
C(B¯) (62)
≤ 1
N
C(B¯) + N−1
N
p+(1−p)T
T
C
(
pγ¯+(1−p)(Tµ˜−β¯0+β¯)
p+(1−p)T
)
+ 12 ln 2
1−p
NT
B¯
+ N−1
N
T−1
T
∑
Ec<x≤B¯
PE(x)C
(
Tx−β¯1(x)+β¯−γ¯
T−1
)
+ 12 ln 2
p
NT
B¯ + N−1
N
p′ T−1
T
C(B¯). (63)
where Θ⋆ is the optimal solution to the following convex
optimization problem:3
maximize
γ, β, β0,
{β1(x)}Ec<x≤B¯
p+(1−p)T
T
C
(
pγ+(1−p)(Tµ˜−β0+β)
p+(1−p)T
)
+ p′ T−1
T
C(B¯)
+ T−1
T
∑
Ec<x≤B¯
PE(x)C
(
Tx−β1(x)+β−γ
T−1
)
subject to γ ≤ β,
β1(x) ≤ B¯, Ec < x ≤ B¯,
β = (1− p)β0 +
∑
Ec<x≤B¯
PE(x)β1(x) + p
′B¯.
(65)
It is shown in Appendix E, by verifying that KKT conditions
hold, that the following solution is optimal:
γ⋆ = β⋆ = pB¯, β⋆0 = 0, β
⋆
1(x) = B¯, Ec < x ≤ B¯.
(66)
The optimal objective is given by
Θ⋆ = p+(1−p)T
T
C
(
pB¯+(1−p)Tµ˜
p+(1−p)T
)
+ T−1
T
∑
Ec<x≤B¯
PE(x)C
(
Tx−B¯
T−1
)
+ p′ T−1
T
C(B¯)
(i)
= p+(1−p)T
T
C(E[min(E(i), Ec)])
+ T−1
T
pE
[
C
(
min
{
E(i) − B¯−E
(i)
T−1 , B¯
})∣∣E(i) > Ec]
(ii)
= Θ¯, (67)
where (i) is by (16) and (18), and (ii) is by definition of the
approximate throughput (20). Substituting in (64) and taking
the limit as N →∞:
lim inf
N→∞
1
NT
TNT (g) ≤ Θ¯.
Since the policy g was arbitrary, this implies Θ ≤ Θ¯. This
concludes the proof of the upper bound in Theorem 2.
3These constraints are only necessary but are not sufficient to describe the
optimization variables; nevertheless, this is still a valid upper bound on (63).
VII. CONCLUSION
We proposed a simple online power control policy for the
energy harvesting channel with block i.i.d. energy arrivals, and
showed that it is within a constant gap from the optimum. This
resulted in a simple and insightful formula that approximates
the optimal throughput. Previously, optimal power control has
been characterized for the offline case and for the online case
with i.i.d. energy arrivals. Our results reveal how correlation
in the energy harvesting process impacts online power control
and the corresponding optimal throughput. While in this
paper we consider block i.i.d. energy arrivals with arbitrary
distribution, the development of these results for an important
special case, namely block i.i.d. Bernoulli arrivals, can be
found in our preliminary work [1], which provided the insights
for the current paper. To the best of our knowledge, this is
the first paper to develop online power control policies with
explicit guarantees on optimality for an energy arrival process
with memory and a finite battery.
APPENDIX A
PROOF OF LEMMA 1
Consider an arbitrary set of power allocations g
(i)
1 , . . . , g
(i)
T
that satisfy the energy constraints (2) and (3). We will show
that we can replace the first T−1 elements with an appropriate
g˜
(i)
1 , . . . , g˜
(i)
T−1 such that g˜
(i)
1 = . . . = g˜
(i)
T−1, while still
preserving the energy constraints and without decreasing the
reward.
Specifically, let b
(i)
T be the battery state at the last time slot
of block i given g
(i)
1 , . . . , g
(i)
T−1. Set
g˜
(i)
1 = . . . = g˜
(i)
T−1 = min
(
E(i) −
b
(i)
T
−b
(i)
1
T−1 , B¯
)
.
We will show that this is an admissible policy, which produces
a higher reward than the original policy, and results in the same
battery state b
(i)
T at the end of the block.
First, the reward obtained by the original policy can be
upper bounded using concavity of the function C( · ):
ri =
1
T
T∑
j=1
C(g
(i)
j )
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≤
T − 1
T
C
( 1
T − 1
T−1∑
j=1
g
(i)
j
)
+
1
T
C(g
(i)
T ). (68)
It follows from (3) that b
(i)
j ≤ b
(i)
j−1 − g
(i)
j−1 + E
(i) for j =
2, . . . , T − 1, which implies
b
(i)
T ≤ b
(i)
1 + (T − 1)E
(i) −
T−1∑
j=1
g
(i)
j .
Additionally, we clearly have g
(i)
j ≤ b
(i)
j ≤ B¯ for every j =
1, . . . , T − 1, thus
1
T − 1
T−1∑
j=1
g
(i)
j ≤ min
(
E(i) −
b
(i)
T
−b
(i)
1
T−1 , B¯
)
= g˜
(i)
1 . (69)
Substituting in (68) and using the fact that C( · ) is non-
decreasing yields
ri ≤
T − 1
T
C(g˜
(i)
1 ) +
1
T
C(g
(i)
T ).
It remains to show that the policy g˜
(i)
j is admissible, and
that it results in the same final battery state b
(i)
T . To this end,
denote the battery state resulting from the new policy by b˜
(i)
j ,
j = 1, . . . , T − 1. That is:
b˜
(i)
1 = b
(i)
1 ,
b˜
(i)
j = min{b
(i)
j−1 − g˜
(i)
1 + E
(i), B¯}, j = 2, . . . , T − 1.
If E(i) ≥ B¯, then b
(i)
1 = b
(i)
T = B¯ regardless of the policy
g
(i)
1 , . . . , g
(i)
T−1, which implies g˜
(i)
1 = B¯ and b˜
(i)
j = B¯ for
all j = 1, . . . , T − 1. It trivially follows that the policy is
admissible and b˜
(i)
T = b
(i)
T .
Assume therefore E(i) < B¯. Under this assumption, it is
easy to see that E(i) ≤ b
(i)
j ≤ B¯ for all j, hence
E(i) −
b
(i)
T
−b
(i)
1
T−1 ≤
(T−2)E(i)+b
(i)
1
T−1 < B¯,
which implies g˜
(i)
1 = E
(i) −
b
(i)
T
−b
(i)
1
T−1 . We will show by
induction that
b˜
(i)
j =
(T − j)b
(i)
1 + (j − 1)b
(i)
T
T − 1
, j = 1, . . . , T − 1. (70)
This is clearly true for j = 1. Assuming it holds for j, we
have for j + 1:
b˜
(i)
j+1 = min
{
b˜
(i)
j − g˜
(i)
1 + E
(i), B¯
}
= min
{
(T−j)b
(i)
1 +(j−1)b
(i)
T
T−1 − E
(i) +
b
(i)
T
−b
(i)
1
T−1 + E
(i), B¯
}
=
(T−j−1)b
(i)
1 +jb
(i)
T
T−1 ,
where in the last step we used the fact that b
(i)
1 , b
(i)
T ≤ B¯.
It is now clear that b˜
(i)
T = b
(i)
T . To see that the policy g˜
(i)
j
is admissible, recall that g˜
(i)
1 ≤
(T−2)E(i)+b
(i)
1
T−1 , which implies
g˜
(i)
1 ≤ b
(i)
1 = b˜
(i)
1 and g˜
(i)
1 ≤
(T−2)b
(i)
T
+b
(i)
1
T−1 = b˜
(i)
T−1, which in
turn implies g˜
(i)
1 ≤ b˜
(i)
j for all j = 1, . . . , T − 1.
Note that since b
(i)
T ≥ E
(i), we have g˜
(i)
1 ≤ E
(i)−
E(i)−b
(i)
1
T−1 .
We conclude that we can reduce the action space to the set of
all policies for which g
(i)
1 = . . . = g
(i)
T−1 and
0 ≤ g
(i)
1 ≤ min
(
E(i) −
E(i)−b
(i)
1
T−1 , B¯
)
.
This concludes the proof of the lemma.
APPENDIX B
EQUATION (17) HAS A UNIQUE SOLUTION
Consider the function
f(x) = B¯ − Tx+ (T − 1)E[min(E(i), x)].
Observe that f(0) = B¯ > 0 and f(B¯) = (T −
1)(E[min(E(i), B¯) − B¯) ≤ 0. Moreover, it follows from
the dominated convergence theorem [37, Thm. 1.5.6] that
E[min(E(i), x)] is a continuous function of x, and therefore
f(x) is continuous as well. It then follows that f(x) must have
a zero in the interval [0, B¯].
To show this zero is unique, we will show that f(x) is
monotonically decreasing. Since f(x) = B¯ − x − (T −
1)(x−E[min(E(i), x)]), it is enough to show that the function
h(x) = x − E[min(E(i), x)] is monotonically increasing.
Indeed, for any 0 ≤ x < y:
h(x) = x− E[E(i) · 1{E(i) ≤ x}]− xPr(E(i) > x)
= xPr(E(i) ≤ x)− E[E(i) · 1{E(i) ≤ x}]
= E[(x − E(i)) · 1{E(i) ≤ x}]
< E[(y − E(i)) · 1{E(i) ≤ y}]
= h(y).
Hence f(x) is strictly decreasing, and it must have a unique
zero in the interval [0, B¯], which is the unique solution to (17).
APPENDIX C
PROOF OF PROPOSITION 1
The proof follows closely the proof of Theorem 4 in [30].
We provide a sketch of the proof, elaborating only the neces-
sary modifications for block i.i.d. energy arrivals.
In addition to the capacity C, we will also be interested in
the capacity when energy arrival observations are available at
the receiver, i.e. the decoding function is of the form fdec :
YN × EN →M. Denote this capacity by CRx.
Clearly C ≤ CRx. On the other hand, by [38, Thm. 1],
the maximum capacity improvement due to the availability of
side information is limited by the amount of side information
itself, that is CRx − C ≤ limN→∞
1
N
H(EN ) (see also [30,
Sec. VI-B2]). Due the block i.i.d. structure of the energy
arrivals process, we get
CRx −
1
T
H(E(i)) ≤ C ≤ CRx. (71)
Following the proof of [30, Thm. 2], it can be seen that
CRx is given by the following N -letter expression:
CRx = lim
N→∞
1
NT
sup I(XNT ;Y NT |E(1), . . . , E(N)). (72)
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where the supremum is over all input probability distributions
of the form
p(xNT |e(1), . . . , e(N))
=
N∏
i=1
p(xiT(i−1)T+1|x
(i−1)T , e(1), . . . , e(i)),
which satisfy the energy constraints (22) and (23) with
probability 1 for any sequence of energy arrivals blocks
e(1), . . . , e(N). More precisely, for any (e(1), . . . , e(N)) ∈ EN ,
the input probability distribution defines an RV XNT . This
RV must satisfy
X2t ≤ Bt,
Bt = min{Bt−1 −X
2
t−1 + e
(i), B¯}
almost surely for all t = (i−1)T+1, . . . , iT and i = 1, . . . , N .
Next, we can derive an upper and lower bound on CRx
following the same lines as the proof of [30, Thm. 4]:
Θ− 12 log
(
πe
2
)
≤ CRx ≤ Θ. (73)
It should be noted that this proof does not depend on the
statistics of the energy arrivals process, and could be applied to
any energy arrivals process as long as the underlying physical
channel is memoryless and capacity is given by an N -letter
mutual information expression such as (72). Combining (71)
with (73) yields the desired result.
APPENDIX D
PROOF OF PROPOSITION 4
We prove Proposition 4 by induction. Clearly for N = 1
we have
J1(x, s) = Jˆ1(x, s) = r(x, s).
Additionally, it follows from (46) that Jˆ1(x, s) is a concave
and non-decreasing function of x for s = 0, 1. This fact will
be used in the induction proof.
Assume JN−1(x, s) ≥ JˆN−1(x, s) for all x ∈ [0, B¯], s ∈
{0, 1}, and also that JˆN−1(x, s) is monotonic non-decreasing
and concave in x for s = 0, 1.
For the induction step, we write JN (x, s) as follows:
JN (x, s) = r(x, s) + E
[
JN−1(x2, s2)
]
≥ r(x, s) + E
[
JˆN−1(x2, s2)
]
, (74)
where x2 and s2 are given by (47) and (48), with x1 = x and
s1 = s, and the inequality is due to the induction assumption.
We further expand the second term:
E
[
JˆN−1(x2, s2)
]
= (1− p)E
[
JˆN−1(x2, 0)
∣∣E(2) ≤ Ec]
+ pE
[
JˆN−1(x2, 1)
∣∣E(2) > Ec]. (75)
From (47), we can succinctly write x2 as follows:
x2 = min
{
(1− q)x˜ + E(2), B¯+(T−1)E
(2)
T
}
, (76)
where
x˜ =
{
min(x,Ec), if s = 0,
Ec, if s = 1.
We start with the first term of (75). Since JˆN−1(z, 0) is a
non-decreasing function of z by the induction assumption, it
follows that
JˆN−1(x2, 0) = min
{
JˆN−1
(
(1− q)x˜ + E(2), 0
)
,
JˆN−1
(
B¯+(T−1)E(2)
T
, 0
)}
.
Additionally, the functions
f1(z) , JˆN−1
(
(1− q)x˜+ z, 0
)
,
f2(z) , JˆN−1
(
B¯+(T−1)z
T
, 0
)
,
are concave by the induction assumption that JˆN−1(z, 0)
is concave. It follows that the function f3(z) ,
min{f1(z), f2(z)} is concave, as a minimum of two concave
functions. We conclude that JˆN−1(x2, 0) = f3(E
(2)) is a
concave function of E(2).
We make use of the following lemma, the proof of which
can be found in [20]:
Lemma 2. Let f(z) be concave on the interval [0, z¯], and let
Z be a RV confined to the same interval, i.e. 0 ≤ Z ≤ z¯. Let
Zˆ ∈ {0, z¯} be a Bernoulli RV with Pr(Zˆ = z¯) = EZ/z¯. Then
E[f(Z)] ≥ E[f(Zˆ)].
Applying Lemma 2 to the first term of (75), or equivalently
f3(E
(2)):
E
[
JˆN−1(x2, 0)
∣∣E(2) ≤ Ec] = E[f3(E(2))∣∣E(2) ≤ Ec]
(i)
≥ E
[
f3(W )
]
(ii)
= E
[
f3(Eˆ
(2))
∣∣Eˆ(2) ≤ Ec]
= E
[
JˆN−1(xˆ2, 0)
∣∣Eˆ(2) ≤ Ec],
(77)
where (i) is by Lemma 2 and (42), and (ii) is due to the
construction (41).
Next, observe that by construction of Eˆ(i) (41), we have for
any function f(z):
E
[
f(E(i))
∣∣E(i) > Ec] = E[f(Eˆ(i))∣∣Eˆ(i) > Ec].
This implies that the second term of (75) is equal to
E
[
JˆN−1(x2, 1)
∣∣E(2) > Ec] = E[JˆN−1(xˆ2, 1)∣∣Eˆ(2) > Ec].
(78)
Substituting (77) and (78) in (75) yields
E
[
JˆN−1(x2, s2)
]
≥ (1− p)E
[
JˆN−1(xˆ2, 0)
∣∣Eˆ(2) ≤ Ec]
+ pE
[
JˆN−1(xˆ2, 1)
∣∣Eˆ(2) > Ec]
= E
[
JˆN−1(xˆ2, sˆ2)
]
. (79)
Substituting this in (74):
JN (x, s) ≥ r(x, s) + E
[
JˆN−1(xˆ2, sˆ2)
]
= JˆN (x, s). (80)
It remains to show JˆN (x, s) is concave and non-decreasing
in x for s = 0, 1. Starting with s = 1, we have:
JˆN (x, 1) = r(x, 1) + E
[
JˆN−1(xˆ2, sˆ2)
]
, (81)
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where xˆ2 = min
{
(1− q)Ec + Eˆ(2),
B¯+(T−1)Eˆ(2)
T
}
by (47).
Note that the second term of (81) does not depend on x.
From (46), the function r(x, 1) is concave and non-decreasing
in x. Therefore, JˆN (x, 1) is concave and non-decreasing in x.
Next, for s = 0, writing JˆN (x, 0) explicitly and expanding
the expectation as before:
JˆN (x, 0) = r(x, 0) + (1− p)E
[
JˆN−1(xˆ2, 0)
∣∣Eˆ(2) ≤ Ec]
+ pE
[
JˆN−1(xˆ2, 1)
∣∣Eˆ(2) > Ec], (82)
where now
xˆ2 = min
{
(1− q)min(x,Ec) + Eˆ
(2), B¯+(T−1)Eˆ
(2)
T
}
.
For any s ∈ {0, 1}, by the induction assumption of mono-
tonicity of JˆN−1(x, s):
JˆN−1(xˆ2, s) = min
{
JˆN−1
(
(1− q)min(x,Ec) + Eˆ
(2), s
)
,
JˆN−1
(
B¯+(T−1)Eˆ(2)
T
, s
)}
.
For fixed Eˆ(2), the function
h1(x) , JˆN−1
(
(1− q)min(x,Ec) + Eˆ
(2), s)
is concave and non-decreasing in x, whereas h2 ,
JˆN−1
(
B¯+(T−1)Eˆ(2)
T
, s
)
is simply a constant. Hence, h3(x) ,
min{h1(x), h2} is concave and non-decreasing in x, that is
JˆN−1(xˆ2, s) is a concave non-decreasing function of x (where
the dependence on x is implicit in xˆ2). Taking expectation
over Eˆ(2) preserves concavity and monotonicity, hence the
functions
E
[
JˆN−1(xˆ2, 0)
∣∣Eˆ(2) ≤ Ec], E[JˆN−1(xˆ2, 1)∣∣Eˆ(2) > Ec],
are both concave and non-decreasing in x. Finally, since
r(x, 0) is concave and non-decreasing by (46), we conclude
that JˆN (x, 0) is concave and non-decreasing as a non-negative
weighted sum of concave non-decreasing functions. This con-
cludes the proof by induction.
APPENDIX E
SOLUTION TO OPTIMIZATION PROBLEM (65)
We will show that (66) is the optimal solution to optimiza-
tion problem (65) by writing the Lagrangian:
L = p+(1−p)T
T
C
(
pγ+(1−p)[Tµ˜−β0+β]
p+(1−p)T
)
+ T−1
T
∑
Ec<x≤B¯
PE(x)C
(
Tx−β1(x)+β−γ
T−1
)
+ T−1
T
p′C(B¯)
+ λ0(β − γ) +
∑
Ec<x≤B¯
λ1(x)
(
B¯ − β1(x)
)
+ ν
(
β − (1− p)β0 −
∑
Ec<x≤B¯
PE(x)β1(x) − p
′B¯
)
,
(83)
and verifying KKT conditions hold, namely the dual variables
are non-negative: λ0 ≥ 0 and λ1(x) ≥ 0 for every Ec <
x ≤ B¯, and the gradient vanishes at the point γ⋆, β⋆, β⋆0 ,
{β⋆1(x)}Ec<x≤B¯ .
To simplify calculations, we normalize by 12 log e without
loss of generality, so that C(x) = ln(1 + x). We start by
taking the derivative with respect to γ, and substituting the
values given in (66):
∂L
∂γ
∣∣∣∣
γ⋆,β⋆,β⋆0 ,β
⋆
1
= p+(1−p)T
T
p
p+(1−p)T+pB¯+(1−p)Tµ˜
− T−1
T
∑
Ec<x≤B¯
PE(x)
T−1+Tx−B¯
− λ0. (84)
Since the gradient must vanish, we get:
λ0 =
p+(1−p)T
T
p
p+(1−p)T+pB¯+(1−p)Tµ˜
− T−1
T
∑
Ec<x≤B¯
PE(x)
T−1+Tx−B¯
(85)
> p+(1−p)T
T
p
p+(1−p)T+pB¯+(1−p)Tµ˜
− T−1
T
p−p′
T−1+TEc−B¯
,
(86)
where p− p′ = Pr(Ec < E(i) ≤ B¯). Observe that from (16)
and (18) we have
pB¯ + (1 − p)T µ˜ =
(
p+ (1− p)T
)
· E
[
min(E(i), Ec)
]
=
(
p+ (1− p)T
)
·
(
(1− p)µ˜+ pEc
)
,
(87)
hence the first term in (86) is equal to p
T
1
1+(1−p)µ˜+pEc
. Next,
the second term can be written as
p−p′
T
T−1
T−1+TEc−B¯
= p−p
′
T
1
1+Ec−
B¯−Ec
T−1
= p−p
′
T
1
1+(1−p)µ˜+pEc
, (88)
where the second equality follows from (17). Substituting
in (86), we conclude
λ0 >
p′
T
1
1+(1−p)µ˜+pEc
> 0.
We continue with the derivative with respect to β:
∂L
∂β
∣∣∣∣
γ⋆,β⋆,β⋆,β⋆1
= 1−p
T
p+(1−p)T
p+(1−p)T+pB¯+(1−p)Tµ˜
+ T−1
T
∑
Ec<x≤B¯
PE(x)
T−1+Tx−B¯
+ λ0 + ν
= 1
T
p+(1−p)T
p+(1−p)T+pB¯+(1−p)Tµ˜
+ ν, (89)
where the second equality is due to (85). It follows that
ν = − 1
T
p+(1−p)T
p+(1−p)T+pB¯+(1−p)Tµ˜
. (90)
The derivative with respect to β0 is given by:
∂L
∂β0
∣∣∣∣
γ⋆,β⋆,β⋆0 ,β
⋆
1
= p+(1−p)T
T
−(1−p)
p+(1−p)T+pB¯+(1−p)Tµ˜
− (1− p)ν, (91)
which is equal to zero due to (90).
Finally, we differentiate with respect to β1(x) for Ec < x ≤
B¯:
∂L
∂β1(x)
∣∣∣∣
γ⋆,β⋆,β⋆0 ,β
⋆
1
= −T−1
T
PE(x)
T−1+Tx−B¯
− λ1(x) − νPE(x).
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Equating to zero gives
λ1(x) = PE(x)
(
−ν − 1
T
T−1
T−1+Tx−B¯
)
(i)
> PE(x)
(
1
T
p+(1−p)T
p+(1−p)T+pB¯+(1−p)Tµ˜
− 1
T
T−1
T−1+TEc−B¯
)
(ii)
= PE(x)
(
1
T
1
1+(1−p)µ˜+pEc
− 1
T
T−1
T−1+TEc−B¯
)
(iii)
= 0, (92)
where (i) is due to (90) and because x > Ec, (ii) is by (87),
and (iii) is by (88).
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