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Abstract 
Bivariate rational interpolating functions of the type introduced in [9, l] are shown to have a natural extension to the 
case of rational interpolation of vector-valued quantities using the formalism of Graves-Morris [Z]. In this paper, the 
convergence of Stieltjes-type branched vector-valued continued fractions for two-variable functions are constructed by 
using the Samelson inverse. Based on them, a kind of bivariate vector-valued rational interpolating function is defined on 
plane grids. Sufficient conditions for existence, characterisation and uniqueness for the interpolating functions are 
proved. The results in the paper are illustrated with some examples. 
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1. Introduction 
Wynn [lo] raised the question of rational interpolation of vector. Graves-Morris [4,2] showed 
explicitly that the Samelson inverse could be used to define vector-valued Thiele-type rational 
interpolants. At first he put forward that the vector-valued rational interpolants should satisfy 
some fundamental principles: 
(i) If, for some fixed k, the kth components of the vector u(xi) are the only non-zero 
components, then the vector-valued interpolant reduces to the corresponding rational fraction 
interpolant. 
(ii) The value of the vector rational interpolant does not depend on the order in which the 
interpolation points are used to construct the interpolant. 
(iii) There is some sense in which a specified rational interpolant is unique. 
(iv) The poles of th d e components of the interpolant normally occur at common positions in the 
x-plane. 
In this paper, we shall establish these principles for bivariate vector-valued rational interpolant, 
which was established in the scalar case in [l]. 
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2. Existence 
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Let Z, = {(xi, yj)E R2: (i,j) E I} b e a set of the non-coincident interpolation points and 
I/, = {v(xi, yj) E Cd: (xi, yj) E Z,> be a set of the finite-valued vectors which will be interpolated, 
where N = (n: iO,jO; iI,jI; . . . ; i,,j,) is a multi-index and 
We shall show that these vectors can normally be interpolated by the two-variable rational 
function 
R(x> Y) = P(x, v)lQ(x> Y) 
in the sense that P (x, y) is a d-dimensional vector of polynomials, Q (x, y) is a real polynomial and 
& (xi, Yj) = Pk(Xi, Yj)lQ (xi, Yj) 
= vk (Xi, Yj), (Xi, Yj) E Z,, k = I,29 s s. ) de 
As in [2], the Samelson inverse for vector is defined by 
u-l = l/u = 2)*/Iu12, u # 0. 
By using (l), we shall introduce the following recurrence formulas: 
C(x0; Yo) = u (x0, YOL 
c(x0x1 .'. xk;yOyl .*' Yj) 
= (xk - xk-l)/(c(xO “. xk-2xk;YOYl *” yj) - C(XOXI “’ xk-1;YOYl 
C(XOXI “. Xj;Yoyl ..’ yk) 
= bk - yk-l)/(C(XOX1 “’ xj;Yo “’ Yk-2Yk) - C(XoXl ..’ xj; _b’oYl ” 
C(XOXl “’ Xj;YOYl “’ Yj) 
(1) 
.. Yj)L k > j, 
yk-I)), k >j, 
= Cxj - xj- l>bj - Yj- l)/(C(xO ..’ Xj-2Xj;YO .” Yj-2Yj) - C(X()Xl “’ Xj-1; YO *‘* Yj-2Yj) 
- C(x, ... xj-Zxj~YOYl “’ Yj-1) + C(XOXl “’ Xj- l;YOYl “. Yj-1)). 
For the sake of simplicity, let C(Xi; Yj) = C(xoxr *.. xi;yoyr ... yj). 
By means of above recurrence formulas, we may construct the convergence of Stieltjes-type 
branched vector-valued continued fraction as follows (see Cl]): 
Rn,, (x, Y) = Bo (x, Y) + (x - Xo)(Y - Yo) (x - A-l)(Y - Yn-1) 
B,(x,y) + ... + &(x>Y) ’ (2) 
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where for 1 = 0, 1, . . . , II, 
Bl(X,Y) = WI; Yl) + 
x - Xl x - xi, _ , Y - Yl Y -Y,,-1 
C(xI+1; Y,) + “. + C(Xi,; Y,) + wl;y1+1) + . . . + c(x[; Y,,) . 
(3) 
In (2), for u = 0, 1, . . . ,n - 1, let 
&.u(X,Y) = &(X>Y) + 
(x - xu) (Y - vu) 
R 
n,u+1 CGY) ’ 
where R,,, (x, Y) = 4, k Y). 
In (3), for 1 = 0, 1, . . . ,n, let 
4(&Y) = C(XG Yl) + 
x - Xl x -x,-1 x - x, 
cwl+l; Y,) + *.. + cm,; Yl) + &.s+1(4 
Y - Yl 
+ C(XI;Yl+I) + 
Y - Yt-1 Y - Y, 
... + C(X,; Y,) + BU+ 1 (Y)’ 
where 
B I,S+ 1 (X) = C(Xs+ 1; Yd + &T;;;;: ) + 
X - Xi, _ 1 
= + c(xi,; y,) > s l,l + 1, - ... 9 il 1 1 ... 
&,+1(y) = C(XI; Y,+l) + .;;.;+’ ) + Y -Yj,-1 
1, r+2 
... + c(x*; y,,) > t = 131 + 1, ... , jl - 1. 
(4) 
(5) 
(6) 
(7) 
Theorem 2.1 (Existence). Let the components of the multi-index be such that i0 2 iI 2 ... > i,, 
j, >jI_> ... 2 j,. Let all vectors C(XI; Yk) except C(xO;y,) in R,,,(x, y) as in (2) exist, and 
C(X,; Y,) # 0. If the following conditions are satis$ed: 
(0 R,,,+ I (x,,yJ#Oforsdt,s=O,l,..., n-1;R,,,+I(x,,y,)#Ofors3t,s=0,1 ,..., n-l; 
(ii) Bl., + I (x,)#Ofors=l,l+l,...,, i -l,l=O,l,..., n;B,,,+I(y,)#Ofort=l,l+l ,..., j,-1, 
1 = O,l, . . . ,n; 
then R,,,(x, y) as in (2) exist such that 
Rn.o(xs,yJ = u(xs,yr), bs>~t) E -G (8) 
Proof. Let s < t, (s, t) E I. Let the conditions (i) and (ii) hold; thus (2) and (3) change to respectively, 
&,o(xs,~r) = Bo(xs>yJ + 
(xs - Xo)(Y, - Yo) (xs - xs-J(Yt - Ys-1) 
B,(x,,y,) + ... + 4 (xs, yt) ’ 
&b,,yJ = C(XI, Y,) + 
xs - XI xs - xs- 1 
c(xI+ 1; Yd + ... + C(X,; Y,) 
Y, - Yt 
+ C(XG YI+I) + 
y,-y,-l l=O,l )...‘S. 
... + c(xI; Y,) 
(9) 
(10) 
140 C. Gu/Journal of Computational and Applied Mathematics 84 (1997) 137-146 
Using the recurrence formulas, we can obtain 
&(x,, YJ = C(xo ... XliYO ... Yr) + (C(xo ... x1-1&;Yo ... Yd - C(xo ... Xl,YO ... Yd 
+ (Cbo ... XliYO ... Yl-1Yd - C(xo ... XliYO ‘.* Yd (11) 
for 1 = O,l, . . . , s. Then, we substitute (11) into (9) to find that 
Rn.O (%Yt) = C(GYJ + C(xo; Y,) - C(xo; Yo) + (XS - Xo)(Y, - Yo)lC(xoxS; YOY,) 
= C(GY,) = U(Xs,Yt)> (&Yt) E 2,. 
Example 2.2. Let N = (II = 2: i. =,jo = 2; iI = j, = 2; i2 = j, = 2), 
22 = {(Xi;yj):Xi = i = O,l, 2, Yj =j = O,l, 2,(i,j)EZ} 
= ((W, (LO), (2,% (0, I), (0,2), (1, I), (2, I), (1,2), (2,2)} = 1, 
v2 = {“(xi,Yj): (xi,Yj) E 22 = ((O,O,O), (O,l,l), (03 -1, I), (1303 1)~ (1,1,0)9 (-l,l,O), 
(LO, -I), (-LO,1), (1, -LO)}. 
From (2) and (3) 
(12) 
R2,0(X,_Y) =Bo(x,y) + -Y!LJ!_ + b - l)(Y - 1) 
Bl(XTY) B2kY) ’ 
where 
Bo (x, Y) = (0, O,O) + 
x-l 
i(Ol;l, 1) + Qo, -3,1) + 
Y Y-l 
$(l,O,l) + 3(1,2, -1)’ 
B,(x,y) =i(-LO, -1) + 
x-l Y-l 
$(5,4, -7) + 3(-1,2,1)’ 
B,(x,y) = & (5, -34, -33). 
We find that 
R2,0(XmYt) = U(-LYJ> (-hYr) E 22. 
It is clear that R2.0 (x, y) satisfy the conditions (i) and (ii) of Theorem 2.1. 
3. BGIRI 
For simplicity, let C,,, = C(Xl; Y,). 
Theorem 3.1. Let the components of the multi-index be such that i. 2 iI 2 ... 2 in,jO 2 j, > ... 3 j,. 
Let all vectors Cl,, E Cd and (Xi, yj) E Z,,(x, y) E R2. DeJine R,,,(x,y) as in (2) by a tail-to-head 
rationalisation using (1). Then a vector of polynomials P(x, y) and a real polynomial Q (x, y) exist such 
that (i) &,o(X,Y) = P(x,y)lQ(x,~) and (ii) Q(x,Y)I lP(x,~)l~. 
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Proof. Let 1= n in (5); by Construction 2 of [2], there exist polynomial vectors N1 (x), Nz (y) and 
real polynomials D1 (x), D2 (y) such that 
&(X,Y) = - 
NI (x) + u = NI (xl D2 (~1 + N2 (Y) Dl (4 Pn (K Y) =p 
DI (x) D2 (Y) DI (4 02 (Y) Qn (x> Y) ’ (13) 
where 
D~llWl~,Dl 30;D211N212,D2 20. (14) 
It is clear that Q,, (x, y) = D1 (x) D2 (y) 2 0 is a real polynomial. From (14) and 
We find that Qnl IP,12. 
Forl=n,n-l,..., l,let 
R,,I(x,Y) = &(x>Y) + 
(x - Xl)(Y - YJ (x - xn-l)(Y - Yn-1) 
&+1(&Y) + ... + &(x,Y) ’ 
hold; 
R,,,(x,y) = Pl(x,y)lQl(x,y), QI(x,Y) 2 0, QdIPd2. (16) 
Define the real polynomial H (x, y) by 
IPI(x,Y)I~ = Q~(x,Y)H(x>Y). 
Then from (15) and the inductive hypothesis (16) we can get 
R,J-I(X,Y) =Bl-I(-TY) + (x - Xl-l)(Y - Yl-1) 
R~,I(x,Y) 
=N,-,(x,Y)+(x-x,-~)(Y-Y~-~)P,(x,Y) 
DI- I (x,Y) H(x>Y) 
=N,-,(x,Y)~(x,Y) +(x --xl-I)(Y -~~-l)D,-,(x,~)P,(x,y) 
D~-I(x,Y)H(x,Y) 
= pz-1 GGY) 
QI- I (x, Y) ’ 
(15) 
(17) 
(18) 
where Q1 _ 1 (x, y) = Dl _ 1 (x, y) H (x, y) 2 0 and QI _ 1 (x, y) is real. From the above representation of 
B, (x, y), we know that Dl_ 1 (x, y) is a real polynomial and 
Dl-I(X,Y) 2 0, D~-AIN~-A2. (19) 
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From (18), hold 
JP,_,12 =JN-1J2H2 +(x-xI-1)2(y-J’1-1)2D:-11P1)2 
+(x--~l-~Hy -Y~-INLI WN-~+I*). 
Then using (17), (19) in (20), we find that QI-r)lP1-r12. 
In the end, set I = 1 in (18), and then R,,o(x, y) = P(x, y)/Q(x,y). 
(20) 
Definition 3.2. A vector-valued rational function Rn,o (x, y) = P(x, y)/Q (x, y) as in (2) is defined to 
be a generalized inverse rational interpolant for two-variable functions (BGIRI) on plane grids Z, if 
Q (x, y) B 0 is a real polynomial, Q (x, y) I (P(x, y) I2 and Rn,O (xs, yt) = 21 bs, Y,), b,, yt) E Z,. Because 
all vectors u (xs, yr) E V, are the finite-valued vectors, R,,o (x,, yt) = P(x,, y,)/Q (x,, yJ = u (xs, yt) 
imply that 
Q(xs, yt) # 0 if and only if (x,, yt) E 2,. 
It is clear that the following theorem holds. 
(21) 
Theorem 3.3. Let Rn,O (xs, yt) = P(xs, y,)/Q (xs, yt) be any BGIRI, then hold 
+,,~t).Q(xs,~t) -P(x,,Y,) = 0, (GYP) E-G. 
Example 3.4. Write (12) as 
R2,0(x,y) = K/G + W2IG2 + W3IG3 = W,Y)/Q(X,Y), 
where 
P(x, y) = Gz G3 w, + GI G3 K2 + GI G2 w,, W, Y) = GI G2 G3, 
Wl=x(0,4-3x,x), G1=5x2-12x+8, IWI12=2x2G1, 
W2=y(y,2y-2,2-y), G2=3y2-6y+4, (W212=2y2G2, 
W, = 2xy(5xy - lOy, - 34xy + 38x + 24y - 28, -33xy + 26x + 38~ - 36), 
G3 = 227x2y2 - 430x2y - 424xy2 + 212(x2 + y2) + 808xy - 400x - 408~ + 208, 
1 W312 = 40x2y2 G3, 
and 
lPl2 = Q(2x2 G2 G3 + 2y2 G1 G3 + 40x2y2 GI G2 + G3 Re(W, * Wa) + G2 Re(Wl . Wf) 
+ G1 Re(W2- W;)). 
On the other hand, Q (x,, yt) # 0, (xS,y,) E Z2. 
(22) 
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4. Characterisation 
Definition 4.1. A BGIRI Rn,O (x, y) = P(x, y)/Q (x, y) is said to be of type [l/m] if deg{P,} < 1, 
k = 1,2, . . . ,d, deg{Pk} = 1, for some k, 1 d k < d and deg{Q} = m, where P(x,y) = (PI (x,Y), . . . , 
Pd cx, Y)). 
Let II = il - l,Jl =j, - 1 for 1 = O,l, . . . ,n in the following discussion. 
Lemma 4.2. Let Bl (x, y) = N(x, y)/D (x, y) as in (3)for 1 = 0, 1, . . . , n. Then 
(i) if both It and Jl are even, Bt(x, y) is of type [bt/bJ; 
(ii) if either II or .I[ is even and the other is odd, I&(x, y) is of type [b,/bt - 11; 
(iii) ifboth II and J1 are odd, B,(x, y) is oftype [b, - l/bl - 21, where bt = It + J1, 1 = 0, 1, . . . , n. 
Proof. Let II, .Jl be even. Set 
Nl k Y) B,(x,y) =2 + ; = ~ 
3 4 D, (x> Y) ’ 
where 
N3 - = c,., + F 
x - xi,,/ 
03 1+1,1 + **. + CL,,, ’ 
N4 
- = Cl, +  $2 
Y - Yj,-1 
04 ’ I,l+l + ..‘f Cl,j, ’ 
By the characterisation theorem in [3], N3/D3, N4/D4 are of types [IJIJ, [JJJJ, respectively, 
hence B, (x, y) is of type [(II + Jr)/(lr + JJ]. 
Theorem 4.3 (Characterisation). Let the components of the multi-index be such that i0 > iI 
> .+. 3 in,& >jI > ... > j,. Let a BGIRI 
P(X>Y) Eo 
R = R,,o(x,Y) = ~ 
Q(x,Y) = & + 
(x - x0) (Y - Yo) (x - xn-l)(Y - Yn-1) 
El/F1 + ... + En/F, ’ 
where B1 (x, y) = EI/FI for 1 = 0, 1, . . . ,n, and let r = b. + bI + ... + b,. 
(i) If Z,, JI (1 = 0, 1, . . . , n) are even, R is of type [(r + 2n)/(r + 2n)] when n is even; R is of type 
[(r + 2n)/(r + 2 (n - l)] when n is odd. 
(ii) Ifeither II or Jl (1 = 0, 1, . . . , n) is even and the other is odd, R is oftype [(r + n)/(r + n - l)]. 
(iii) ZfI,, J1 (1 = O,l, . . . , n) are odd, R is of type [(r - l)/(r - 2)]. 
(iv) If I,, Jo are even, II, .I1 are odd and It, .I[ (I= 2,3, . . . , n) are then alternately even and odd, 
R is of type [(r + n)/(r + n)] w h en n is even; R is of type [(r + n)/(r + n - l)] when n is odd. 
Proof. Let II, JI (1 = 0, 1, . . . , n) be even. For n = 0, by Lemma 4.1, R = Eo/Fo is of type [bo/bo]. 
For n = 1, by Lemma 4.1, R = El/F1 is of type [b,/b,]. Let IElI = HI F1, then deg{H,} = bl. 
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We find that 
R _ Eo I  b-Xo)(Y-Yo) = EOHl +(x-xo)(Y-Yo)ElFo 
J’o EIIFI FOHI 
is of the type [(b, + bI + 2)/(bo + b,)]. 
For IZ = 2, from (23), it is known that 
P2 EI 
Q2=c+ 
(x - %)(Y - YI) 
&IF2 
is of the type [(b, + b2 + 2)/(b, + b,)]. Set lP212 = Q2H2, then deg{H,) = bi + b2 + 4. 
It follows that 
R _ Eo + b - XO)(Y - YO) = EoH2 + b - xo)(y - YO)P~FO 
Fo P2lQ2 FoH2 
(23) 
(24) 
is of the type [(b. + bl + b2 + 4)/(bo + b, + b2 + 4)]. 
For n = 2k - 2, let 
R _ Eo I  (x-XO)(Y -YO) cx - X2k-3)(y - y2k-3) 
Fo El/F1 + ... + E2dF2k 
be of the type [(b, + bl + ... + b2k-2 + 2(2k -2))/(bo + bl + ... + b2k-2 + 2(2k - 2))]. 
For y1 = 2k - 1, we consider that 
P2k-l El 
Q2k-1 = F, + 
(x - Xl)(Y - Yl) cx - X2k-2)(y - y2k-2) 
E,/F, + ... + Ez-,/Fz-1 
and IP2k-112 = t&k-I&-1. Using the inductive hypothesis of (24), then deg{H2k_ 1} 
=bl + ... + b2k_2 + 2(2k - 2). We find that 
P _Eo I (x-XO)(Y-YO) = Eo&- 1 + (x - xo)(Y - YO)PZk- I Fo 
PO Pzk-i/Qz-1 PoHzk - 1 
(25) 
is of the type [(b. + bl + ... + b2k-1 + 2(2k - l))/(b, + b, + e.. + b2k-1 + 2((2k - 1) - I))]. 
As for n = 2k, in contrast to (25), we can derive that P2k/Q2k is of the type [(b, + ... + b2k 
+ 2(2k - l))/(br + ... + b2k + 2((2k - 1) - l))]. Let lP2k12 = Q2kH2k, then deg{HZk} = bl + es. + 
b2k + 2(2k). It follows that 
P _ PO I (x - xo)(Y - Yo) = EoHzk + (x - xo)(Y - Yo)PzkPo 
PO P2JQ2k PoH2k 
is of the type [(b, + ... + b2k + 2(2k))/(bo + ... + b2k + 2(2k))]. 
Cases (ii)- of the Theorem are proved similarly. 
Example 4.4. In examples 2.2 and 3.4, i. = 2,jo = 2 are even, il - 1 = 1, j, - 1 = 1 are odd, 
i2 - 2 = 0,j2 - 2 = 0 are even and it belongs to case (iv), hence deg {P} = Y + 2 = 8, 
deg{Q}=r+2=8,wherer=bo+bI+b2=6. 
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5. Uniqueness 
Theorem 5.1 (Uniqueness). Let the components of the multi-index be such that i0 B iI 2 ..a > i,, 
j, >j, 2 ..e 3 j,. Let any two BGIRI RI (x, y) = PI (x, Y)/QI (x, y), P2 (x, y)/Qz (x, y) satisfy 
(i) RI &,Y~) = R~(x,,Y~) = %,Y& &,Y~) E Z,; 
(ii) RI by) and R~(x,Y) of th e same type (Theorem 4.3), then 
P,(x,y)lQ2(x,y) =P~(x>Y)/QI(~,Y). 
Proof. For simplicity, let II, JI (1 = 0, 1, . . . , n) and n be even. Set 
deg{Q,} = r + n, deg{PI} d r + n, QllIPI12, (26) 
deg{Q,} = r + n, deg{P,} d r + n, Q21 IP212, (27) 
wherer=bO+bI+ es. + b,, bl = II + J1, I = 0, 1, . . . , n, r > 0. 
Let t (x, y) be the greatest common factor of Q1 (x, y) and Q2 (x, y), and define q1 (x, y) and q2 (x, y), 
respectively by 
Q~(x,Y) = t(x,y)qi(x,y), Q~(x>Y) = t(x>y)q,(x>y). 
Express T(x, y) as 
(28) 
WY) = Pl (x,Y)q2(x>Y) - P2(X,Yb?l(X,Y). 
By the interpolation condition (i) and Theorem 3.3 we obtain 
(29) 
WS>Yd = 0, (Xs,Yt) E &I. 
In terms of (30) set 
(30) 
W(x,y) = fi “f( (x - Xl,l)(Y - ykyk+l ‘j-j1 (y -&+1)(X - X/yk+l )  
k=O l=k >(’ I=k > 
(31) 
then deg(W} =r + n + 1, see [l, pp. 551. Define V(x,y) by 
T(x, Y) = w (&Y) I+> Y). 
From (29) (25), (26) and I T12 = IP1 I2 q$ + IP212 qf - 2q, q2 Re (P, . P:), we find that 
4111T129 41lW12. 
(32) 
By using (21) we find again that 
41W12> 411W12. 
Unless V(x, y) = 0, it follows from (33) that 
degW12) 2 deg{qd + deg{e}. 
(33) 
(34) 
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The following inequalities are obtained using (26)-(29) and (31)-(34): 
deg{q,} = r + n - deg{t}, deg{qz} = r + n - deg(t}, 
deg{T} < 2r + 2n - deg{t), deg(Vj < r + y1- 1 - deg{t}, 
deg{ IVl’> d 2(r + n - 1 - deg{t}), 
deg{ IVl”} 2 2(r + n - deg{t}), 
Eqs. (35) and (36) show 
Od-2. 
This is clearly a contradiction, hence V&y) = 0. 
(35) 
(36) 
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