Abstract The methods of simple and disjunctive kriging are applied and compared in the estimation of optimum locations of recording raingauges as part of a network for the determination of storm characteristics to be used in forecasting and design. Some advantages are shown but problems arise when there are large differences in storm structures and movements. Another source of uncertainty is in the modelling of the semi-variogram. Application is made to the management of an area of the Severn-Trent water basin, UK, with 13 autographic raingauges.
measurements of high intensity rainfall, at optimum cost. The main source of error lies in the location of the raingauges, and a well designed network will reduce the error associated with the estimation of storm rainfall.
The location of raingauges is important, for example, in analysing storm characteristics. Several methods of siting raingauges have been suggested but only a few of these are applicable to an ungauged area. It is very common to find that the sites of raingauges are not representative of the sub-areas within a catchment thus resulting in uncertainties in engineering designs applied to a particular area. Even in the case of a homogeneous zone, the allocation of a specified number of gauges per unit area may not be optimal since the network design is dependent on the nature of the storms experienced.
The methods of allocation depend partly on the type of raingauges which are used. Also, one needs to take account of the mean annual rainfall distribution which is closely related to the topographical features of the surrounding area. A particular region has its own characteristics and these vary from one area to another.
Network design using indirect methods
Rainfall-runoff modelling is basic to hydrology and is important if the spatial variation of runoff for a given input is required. Bras (1979) reviewed four articles dealing with the sampling of the interrelated random fields. Areal rainfall can be estimated reasonably well with a lumped model if the number of raingauges meets the requirements of the model. However, the approach is dependent on the availability of accurate rainfall models. The models in use do not generally account for the uncertainty in rainfall estimates at a particular raingauge site. An additional disadvantage in these models is that the assumptions and simplifications in their formulation usually result in overestimates or underestimates when applied to other regions, i.e. the original model performs reasonably well only in the area under study.
Standard error method of network design
A common practice in network design is to evaluate the error associated with a particular sampling density. Quite often an error criterion is applied. Some of the methods which are being used are simple random sampling, correlation functions and regression techniques (Caffey, 1965) , structural functions (Hutchinson, 1972) , and the spatial application of time series analysis (Rodriguez-Iturbe & Mejia, 1974) . These methods, involving mathematical statistics, assume that the value recorded by each gauge is independent of the values recorded by other gauges in the area, i.e. the sample of events is treated as random.
Methodology for kriging and objectives
An optimum interpolation between gauge values can be implemented by kriging. This is essentially a method of estimation. The assumption here is that there is a local structure in the sampling domain and the accuracy of the estimated values depends on how this is accounted for. Also, a weighted sum of the observations is assumed to provide the best estimate. Thus kriging is a method of determining the optimal weights. It is relevant to note here some of the principles of the estimation process. Given a set of rainfall observations and the exact locations of the gauging sites one needs to estimate a set of values at an ungauged site. It is assumed that the properties are stationary over the field studied and there are no significant trends, for example. Nevertheless, there are differences in the structure between one site and another. Also, each site will have a local area of influence. Observations made within this area will affect the estimate at the site. It means that one must identify the range of influence and determine the best method of estimation. This is implemented by the system of weights.
The method of kriging is well suited because the data points available are rarely well-located with respect to the points to be estimated, and the observed values are weighted to provide the best estimates. In addition to this procedure, the weights can be obtained by the methods of optimal interpolation or by simple Thiessen coefficients.
Previously, Hughes & Lettenmaier (1981) suggested the potential use of kriging in network design. Kriging was originated by Matheron (1971) and first applied in mining (see Journel & Huijbregts, 1978, and Delhomme, 1979) ; basic concepts are explained by Huijbregts (1973) ; also Virdee & Kottegoda (1984) applied the technique to optimal well selection.
In this study, the methods of kriging of the simple and disjunctive types are applied and compared since they not only cover the application of most of the methods mentioned above but they can be associated with the physical characteristics of storm rainfall processes. The main properties of the simple linear kriging estimator are that it is unbiassed, optimal and linear.
PROBLEM FORMULATION FOR THE KRIGING SYSTEM
Consider an area, C, as shown in Fig. 1 , over which a number of raingauges are sited with some additional observation points. The unknown mean precipitation for the area is defined as: (1) where: x = location of a point of observation; and q(x) = a function describing depth of storm event over region C. Equation (1) can be presented in discretized form to give the estimated mean depth as follows:
where B T = transpose of n x 1 vector of weights, X^, applied to n raingauges, and g = nxl vector of observations. The location and number, n, of raingauges are the main factors in the rainfall network design. If these are controlled optimally, accurate rainfall inputs to the area may be obtained. The weights given above should therefore be optimized so that the estimate of P is unbiassed. Thus kriging provides an estimate of the average rainfall depth.
Taking account of the time interval, k, used in the discretization of the observed rainfall, an estimate of P(k) from a storm can be computed for the set of rainfall observations in area C and expressed as:
where: X ; (fc) = the solution of the kriging system by a set of weights, i = 1 to «; k = a discretized time interval such as 2 min; and q(k,x { ) = the rainfall depth at location x i over time duration k. This has been applied, for example, by Chua & Bras (1982) to determine mean areal precipitation in the San Juan mountains in Colorado, USA, and by Delfiner & Delhomme (1973) to estimate the total annual precipitation of 13 showers in Chad, Africa. However, the use of kriging for the global mean has been questioned (Journei & Huijbregts, 1978, p. 321) .
Spatial relationships between rainfall depths at locations x. and x. can be modelled by the experimental semivariogram. In fact, this is an essential part of the spatial model. The semivariogram may be approximated by:
where J{h) = value at a separation distance, h, between locations x ( and x.\ and oc,0 = parameters of the model. Calibration of the model is through the semivariogram of the field given by:
and estimates based on sample data. Since the semivariogram is dependent only on the relative position of the raingauge stations, it is therefore possible to make estimates at any pair of arbitrary points in a particular area. The method of interpolation and the calculation of the error variance is given in the next section.
Kriging with semivariograms
The kriging system is:
where: k = time interval, such as 2 min, over which rainfall is measured; li(k) = a Lagrange parameter (as shown below in the matrix [X] of unknown parameters); x = a point in space; and f y(k,x -x.)dx = the mean value of the semivariogram.
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Equations (6) and (7) form a set of (n + 1) linear equations with solutions for the X. and fi. The system given by equation (6) can be expressed in the following form:
The column vector [X] , which represents the unknowns, and [M] are written as follows:
The kriging matrix is given by:
Using standard notation, the kriging variance is given by:
Linear and nonlinear kriging
From the previous section, the evaluation of an unknown rainfall value, q(x Q ), from neighbouring raingauge data [#(*,•), *' = 1 to n) can also be made by the standard procedures of weighting by polygons of influence or inverse squared distances.
The simple kriging procedure assumes, in addition to the basic conditions given above, that the storm rainfall process is stationary in the wide sense, which means that the moments and joint moments of the data points do not vary with location. This is normally too restrictive and the technique is not strictly applicable to non-stationary and highly variable storm rainfall processes.
A possible nonlinear estimator can be made by considering a sum of n functions, /^JC .), of the available data, that is:
A The linear estimator, P, is a particular type of simple form of the estimator P*. Whereas in linear kriging the /. are linear and one merely determines the coefficients, in the case of equation (10) the appropriate functions need to be determined for each /,. With regard to the minimum estimation variance, E[(P -P )% the best estimators of the P type should be superior to any of the linear estimators. The nonlinear approach is thus expected to give more accurate results. Also, one of the negative aspects of linear estimators is that they do not seem to reproduce the spatial variability of rainfall.
The implementation of nonlinearity in kriging is discussed in the following section using conventional notation. The approach adopted is known as disjunctive kriging. This was proposed by Matheron (1971) as a simple alternative for which only the bivariate distributions for the n variables should be known. Yates et al. (1986a Yates et al. ( , 1986b have given an overview of the method and applied it to the estimation of electrical conductivities.
DISJUNCTIVE KRIGING
The disjunctive kriging estimator of an unknown, Z n , from n available data (Z-, i = 1 to n) is the sum of n measurable functions of each datum taken separately which is expressed similarly to equation (10). The following system of equations characterizes the disjunctive kriged estimator Z*:
The integral equations of the solution functions /, i = 1 to n, can be found from the above system. Here the /. correspond to those in equation (10) and the Z. are the observations to which the solution is conditional. These functions can be approximated by limited expansions of Hermite polynomials. To implement equation (11), calculation of conditional expectations, E{f(Z-)/Z.}, is required. This means that the bivariate distributions of the random function, Z(x), should be known. These fundamental aspects are explained by Journel & Huijbregts (1978, p. 573-574) , for example.
As noted in the case of simple kriging, the semivariogram is an essential part of the spatial model. The characterization of spatial structure in disjunctive kriging is through the correlation function, which is complementary to the semivariogram, as shown below.
Analysis for disjunctive kriging
Let a stationary random function, Z(x), have any given univariate distribution and define the stationary random function, Y(x), with a standardized univariate Gaussian distribution by means of a transformation as follows:
The n transformed data, Y i = $ 4 (Z ; .), i = 1 to n, give the disjunctive kriging estimator of the unknown function, x Q = 4>(Y Q ). Initially one determines the fcth order Hermite expansion of the function <p using standardized polynomials, n^u) (Abramowitz & Stegun, 1965; O'Neil, 1983) :
This transformation is central to the approach. It is assumed that such a transformation exists and that it is unique and invertible. Thus, from a given distribution, a standard normal distribution is produced. Also the transformed random variables are bivariate normally distributed for each pair of raingauges or sites. The normal function is chosen for convenience. It should be noted that for exponential and gamma distributions, bidimensional expansions based on Laguerre polynomials similar to the Hermite ones may be used. The disjunctive kriging estimator will have a Hermite expansion of order K as follows:
The parameters,/.^ are obtained from the disjunctive kriging system:
In order to satisfy the system for a given k,
The procedure, as in the basic kriging system, is to determine, from a set of n linear equations, the unknown parameters {f ik ,i = 1 to «} for each k. The transform function, 4>, is expanded and represented by the parameters (f> k and these are known together with the correlation coefficients p.. = E{Y^.} and p 0 = E{Y Q Yj}.
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The non-bias condition is given by:
In this way the application of disjunctive kriging is similar to the solution of K systems of simple kriging. To obtain the kriging matrix, the elements p.. of the correlation matrix are each initially raised to the power k.
Kriging variance
The kriging variance can be written using the orthogonality condition 
Matrix formulation and parameter estimation
Based on the above, a new matrix formulation is described as follows: for each u, i = 1 to n, equation (12) 
The vector, [gj, represents the correlation coefficients of estimated rainfall depths Z = ZjjL/jO^)-The disjunctive kriging estimates of rainfall value, y 0 , will be generated, based on the function Z. Then the generated values will be transformed before the parameter set [p 0 ] can be determined. Therefore, the parameter set, \f\, is given by:
Hence the n unknown parameters, f-v can be determined, for i = 1, 2, ..., and the corresponding estimation variance can then be calculated.
APPLICATION
Application was made to an area of 1800 km 2 around Birmingham, UK, in which there are 13 autographic raingauges, as shown in Fig. 2 . The rainfall data for the year 1988 from all 13 stations were analysed. There were 12 storms with an average total depth of 13.5 mm and an average storm duration of 1.5 h. The selections were based on the availability of rainfall data over all the stations for the storm events. The rainfall data were discretized into 2, 5, 10 and 15 min intervals. Initially, the analyses were concentrated on finding the optimum time for any one storm which results approximately in the representation by a Gaussian distribution. Histograms were plotted and goodness-of-fit tests were applied. Also, tests of independency between the rainfall data were performed.
The type of semivariogram model and its parameters need to be obtained from the particular set of available rainfall data. Once the semivariogram model is chosen, the estimated variance is directly dependent upon the location of raingauges. From this concept it is then possible to determine the semivariogram at certain hypothetical points without actually having the actual information at these points. However, there is a problem with the experimental semivariogram, viz. the large scatter observed in the plotted points. The given function, equation (4), provides an approximation.
It is clear that the estimated variance is an important factor for determining the location of raingauges. The following applications of this concept in network design were made: (a) A given number of additional raingauges were introduced to obtain higher accuracy in the mean rainfall and other characteristics. The locations of the additional raingauges can be optimized on the basis of the estimated variance. (b) The existing network of raingauges can be replaced or supplemented by the best representative new set of raingauges at specified locations provided that the cost of implementing the new system is not a prime factor. The matrices [K] and [M] can be determined from the semivariogram model, equation (4). An example as applied to a particular storm is given in Fig. 3 . The type of scatter is typical. Also, as expected, there are differences in the estimates of the parameters from each of the storms. The unknown matrix, [X] , and hence the average rainfall depth of the area, are computed from equation (8). It is important to note that the parameter set, [X] , is useful in determining the optimal location of raingauges. This is possible by considering equation (9) as the basis of the design. For example, potential sites of low estimation error variance should be discarded in the network whereas one which has a large estimation error variance should be retained in the network.
In the analysis, three potential raingauges are introduced as typically indicated by the numbers 14, 15 and 16 in Fig. 2 . These three additional raingauges are located in areas where the number of existing raingauges is scarce. The semivariograms obtained after introducing the new gauges can be •y(h) =0-00025612 h approximated from the chosen semivariogram model. Firstly, one station is selected (from the 13 existing gauges and the three potential gauges) and the estimated variance with respect to all other stations is then found using equation (9). Similarly for each of the 16 stations the variance, p 2 E is computed from equation (9). Then the station with the smallest p| is selected. As shown in Fig. 4 this is found to be station 7. The next step is to delete the previously found station with the minimum variance and repeat the same procedure for the remaining 15 stations. This leads to station 4 with the second lowest variance. The procedure is continued, monitoring the decrease of the p 2 E in turn for all the stations. The result of the successive selection of the raingauge locations in this particular part of the Severn-Trent water basin is shown in Fig. 4 . The positioning of raingauges 13, 16 and 11 provide the best sites in improving the variance estimation. Those stations should be retained. Steps Fig. 4 Iterative selection of the raingauges in the Severn-Trent water basin.
However, this technique is rather time consuming and is somewhat tentative. An alternative method leading to the indication of optimally-placed additional raingauges would be to present an error map as shown in Fig. 5 . This is a map of the distribution of error involved in the estimation of q{x) (rainfall depth) which is presented as a percentage of uncertainty (i.e. (error/maximum error) x 100). For example, an additional raingauge station can be placed at a location between stations 10 and 13 because there are large error distribution contours around the specified sites.
The approach for disjunctive kriging is similar to the one explained above except that the concept of nonlinearity is applied in the estimation variance. Additional raingauges are placed on the assumption that the data follow a Gaussian distribution with respect to the mean and variance of the average rainfall depths from all the existing 13 raingauge stations. The proposed new raingauges can be characterized by the spatial correlation model. Here, the spatial distance, d, is defined as the absolute distance apart from stations / and j. However, this is difficult to adopt because of very high variability and scatter in the plots. The physical explanation of the scatter is very complex. Nevertheless, the occurrences indicate that the storm cells are random. The presentation can be expressed in a deterministic sense, that is, by averaging the spatial distance at every range of the cross-correlation coefficient. Rodriguez-Iturbe & Eagleson (1987) produced a similar but hypothetical model of storm rainfall processes. This relationship varies from one time interval to another but the likely decay function is shown.
There are strong indications of the characteristics of a negative exponential distribution (see Fig. 6 ) in the histograms of the actual rainfall data for most of the discretization levels (2, 5, 10 and 15 min intervals) of the storms. When log-transformed, however, most of the histograms for data of the 15 min interval show significant Gaussian distributions (Fig. 7) . The reason for this is not due to the lumping effect of the discretization of the data but to the inclusion of more random values over the larger time interval. The smaller time intervals will present more constant values especially during the initial stage and final stage of the storm event. Furthermore, most of the discretized rainfall values were found to be significantly independent. The use of lognormally distributed electrical conductivity data by Yates et al. (1986b) is comparable in this context.
The histograms show large variation over all stations. Only a few of these are similar. Generally, there are many events of rainfall in the small .Rig. 7 Histograms at site 6 based on 2 min log-transformed data.
time steps which mainly occur during the initial stage of the storm and at the dissipating stage. This covers almost 75% of the total class of average rainfall depths. The decaying function starts at a high relative frequency and dissipates at a faster rate at most of the stations. Most of the histograms for the other raingauge stations show different patterns. Nevertheless, a negative exponential function seems to represent the phenomena adequately. The random features of the storm cells occur during the development stage even at stations with close proximity. Any similarity seen is because the occurrences follow a decaying function. It was verified graphically that the distribution of the variable based on the expansion of $(«):
is a good approximation of the experimental cumulative histogram. Hermite expansions of order n = 15 and 30 were fitted to the Gaussian transform function of the experimental histogram.
An iterative method similar to that given above is applied in the design. Two additional raingauges, 14 and 15, are tested and the result is compared with the one using linear kriging. Both methods show similar results at low estimated variance but dissimilar results at higher estimated variance. The method of disjunctive kriging performs better in the sense that the estimated variance is more consistent. This is due to the smaller change in the variance during the iterative selection of the stations (see Fig. 8 ).
The area which surrounds station 13 generally has a large variance which may be due to the location of the station which is too remote in the network system. Another reason is that the storm studied is estimated to move 42° clockwise from the north. This probably gives less rainfall in the area because by the time the storm reaches the area the rainfall decreases or the rain cells decay.
The error maps as shown in Fig. 9 are very useful in observing the 
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Steps Fig. 8 Iterative method of optimal location of raingauges based on simple and disjunctive kriging.
performance of the existing raingauges and for siting additional raingauges. The area of the large estimated variance is where one or more additional raingauges need to be placed. As expected there is a difference in the error maps for simple kriging (Fig. 5 ) and disjunctive kriging (Fig. 9) . Preference may be given to the map for disjunctive kriging for the reasons stated above.
Note: The National Grid Reference for origin (85.,70.) is SO 850 700
Contour height x10~2 # raingauge station numbers 100 i , coordinates in x direction (km) Fig. 9 Map of distribution of uncertainty in rainfall depths using the disjunctive kriging technique.
DISCUSSION
Direct comparison of the two methods of kriging does not reveal any major differences. However, the method of disjunctive kriging performs better in the sense that the estimated variance is more consistent. Furthermore, because a nonlinear estimator is expected to provide a better representation of spatial variability, preference may be given to the method of disjunctive kriging. In this study, the network design attempts to concentrate on individual storm events. Storms travel in different directions and their magnitudes vary. The distribution of rainfall also changes from one storm to another. Furthermore, as mentioned above, variograms will differ from one storm to another. These changing phenomena will obviously make the kriging methods rather complex to consider in network design when the distribution of the error map differs significantly from one storm to another. To reduce this uncertainty the analysis should take into account all recorded storms in the area and average the differences, by using a weighting procedure if necessary.
The method of optimal location of raingauges using the kriging method is simple and concise and can be implemented in practice for any given set of storm rainfalls. It does not require any meteorological interpretation of the rainfalls. The procedure selects the most informative raingauges among a set of existing ones, or the optimal locations to install additional raingauges. The application has been presented and for both techniques it is found that some stations in the area do not contribute to any significant decrease in the estimated variance whereas additional stations can be introduced into the raingauge network at indicated sites in order to reduce the errors. These results obviously need to be justified with more rainfall data, and seasonal variations should also be considered.
Elevation and orographic influences do not have a significant effect on the variogram in this application, if such characteristics are relevant the information should be taken into account in estimating the spatial structure. This is shown by Chua & Bras (1982) following the work of Switzer (1979) who included elevation in the equation of the variogram.
It is of additional interest to note some of the concurrent methods in use by meteorologists and others dealing with similar problems linked to modelling of spatial meteorological fields. For example, Lebel & Bastin (1985) give the mean-squared interpolation error method for variogram identification and Lebel et al. (1987) deal with the scaled estimation error variance based on a climatological variogram model applied to French data. Also, Tabios & Salas (1985) make a comparative study of techniques for spatial interpolation of precipitation. Furthermore, the use of empirical orthogonal functions with relationships to spectral and principal component analysis are investigated by Obled & Creutin (1986) . Spectral analysis is basic to the work of Hershfield et al. (1972) , Fortus (1973) and Mantoglou & Wilson (1982) , while there is some similarity between the method of optimum decomposition and spectral models used in meteorology (see, for example, Preisendorfer, 1979) .
A final point should also be made. Network design as proposed above is based on rainfall characteristics. There are also other factors to be considered such as environmental, political, or economic issues. Nevertheless, the experienced engineer should consider various compromises and tradeoffs and thus establish an overall policy.
