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SUMMARY
Advancements in multimaterial additive manufacturing have the potential to en-
able the creation of topology optimized structures with both shape and material
tailoring. These are extremely useful in creating designs for multi-physics applica-
tions where engineering experience may be lacking. These include designing aerospace
structures that are subjected to elevated temperature environment, where mechani-
cal and thermal loads are present or designing structures for strength and avoiding
low natural frequency resonance. Multi-physics analysis and multimaterial design
parametrization present additional complexity and technical challenges to overcome
for large-scale designs. Design and analysis using large-scale uniform meshes is com-
putationally expensive due to the large number of degrees of freedom (DOFs). The
same mesh resolution can be created through adaptive mesh refinement such that it
has fewer DOFs. However, due to the complexity in creating these adaptive meshes,
especially for higher order 3D designs, they are mostly confined to 2D topology opti-
mization. Large-scale multimaterial design through Discrete Material Optimization
(DMO) also results in numerous partition of unity constraints and a multimaterial
design space that has more local minima than an equivalent single material design
space. This work presents new techniques for obtaining large-scale 3D multima-
terial, multi-physics designs. Adaptive mesh refinement and higher order design
parametrization are introduced to obtain smooth features. The multi-physics ca-
pabilities of the method are demonstration in the form of thermoelastic topology
optimization. Multimaterial designs using adaptive mesh refinement as well as higher
order design parametrization with steady-state thermoelastic topology optimization
are presented. Novel technique to accelerate large-scale natural frequency-constrained





Topology optimization, first developed by Bendsøe and Kikuchi [1], is a useful tool
for the design of aerospace structures [2, 3, 4], automotive structures [5, 6], extremal
material design [7], meta-materials and meta-structures [8, 9], MEMS [10, 11] and
fluid channel flow [12, 13]. The popularity of topology optimization is due to its abil-
ity to generate novel, optimized structures without geometric constraints. Topology
optimization techniques require the domain geometry, prescribed loads and boundary
conditions, and the design formulation consisting of the objective and constraints, and
produce a design that is unconventional while satisfying the physics of the problem.
Topology optimization techniques are especially beneficial when dealing with early
phase design where design intuition might be lacking.
Recently, advancements in additive manufacturing technologies have further en-
abled engineering applications of topology-optimized designs [14, 15, 16]. Additive
manufacturing for both polymer and metallic multimaterial structures has also been
rapidly maturing, enabling simultaneous shape and material tailoring [17]. As a
result, there is increasing interest in multimaterial topology optimization methods.
Multiphase and multimaterial topology optimization techniques were first developed
by Sigmund and Torquato [7] for thermal coefficient design and later extended by Gib-
iansky and Sigmund [18] to the design of extremal composites. Stegmann and Lund
[19] developed an extension and generalization of these early multiphase methods,
called Discrete Material Optimization (DMO), that has proven to be effective in nu-
merous applications including multimaterial design and laminate design for composite
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structures [20, 21, 22, 23, 24, 25, 26]. However, most DMO applications have focused
on moderate-scale 2D problems, with fewer large-scale 3D applications [27]. This
is due to the additional technical challenges beyond those encountered in conven-
tional single-material topology optimization: (1) the design space is larger due to
the addition of material selection variables, (2) a large numbers of sparse partition of
unity constraints are often required for the most effective DMO parametrizations [21],
making common topology optimization algorithms including the Optimality Criteria
(OC) method and Method of Moving Asymptotes (MMA) incompatible with these
problems, and (3) it is widely reported that the multimaterial design space is more
multimodal than the equivalent single material design space [28, 29].
One class of multi-physics problem that will be a focus of this thesis is thermoelas-
tic topology optimization [30]. Thermoelastic analysis is necessary when significant
thermal loads are present from either internal or external sources. External thermal
loads occur when aerospace structures are subjected to elevated temperature environ-
ments. For instance, primary and secondary structures are subjected to aerodynamic
heating for supersonic flights and aerospace vehicles entering and leaving the atmo-
sphere experience extreme temperatures [31]. Internal thermal sources can arise from
the presence of heat-generating subsystems or devices, such as batteries, multifunc-
tional structures with embedded energy storage [32, 33], or power sub-systems [34,
35, 36]. Thermal conditions generated from these external and internal sources are
often design critical and must be considered early in the design process. The design
and modeling of structures that operate in high-temperature environments requires
analysis tools that can capture the physics of the thermoelastic problem, as well as
mesh generation tools to create a suitable mesh given computer-aided design (CAD)
geometry.
Furthermore, many aerospace structures are subject to high-vibration environ-
ments. The capability to evaluate the natural frequency of the topology optimized
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designs is required when the final design experiences significant vibration [37]. To
mitigate any unwanted effects, the minimum fundamental frequency of the design
can be bounded from below. Its incorporation into large-scale 3D applications is
predicated on two issues: (1) the ability to account for eigenmode switching as the
designs change and (2) efficient method to obtain solve to the eigenproblem at each
design iteration.
To address these issues for the design of high-resolution 3D domains, new design
and analysis models as well as computational algorithms are needed. The thrust
of this thesis is to develop new methods for multimaterial thermoelastic topology
optimization that utilize adaptive mesh refinement to solve large-scale problems ef-
ficiently. While adaptive methods have been applied to thermoelastic problems [38,
39, 40], its applications to design optimization is limited. To design structures with
unique thermal properties, the methods are implemented within a framework that
includes a multimaterial formulation. Within this framework, a hierarchy of analy-
sis and design meshes are created from an input CAD geometry by local refinement
of an initial coarse quadrilateral/hexahdral mesh. To enable local mesh refinement,
conforming quadtree/octree meshes are constructed on each element in the coarse
quadrilateral/hexahedral mesh, thereby facilitating the construction of meshes for
geometric multigrid and local mesh size control around design features of interest.
An S`1QP method with a trust region globalization is implemented in parallel and is
tailored to handle the large number of partition of unity constraints that arise from
DMO parametrizations. Higher order analysis and design parametrization methods
are also incorporated to allow for smoother designs and possible improvement to
adaptive mesh refinement heuristics. To efficiently solve large-scale eigenproblems,
the Jacobi–Davidson method is used [41, 42, 43] instead of the Lanczos method [44].
Jacobi–Davidson methods do not need highly accurate solution to the linear sys-
tem, unlike Lanczos methods, thus making them potentially more computationally
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efficient when paired with iterative procedures such as geometric multigrid methods
that are already employed in other parts of the framework. Several eigenvector re-
cycling strategies are formulated and evaluated as part of the effort to accelerate the
Jacobi–Davidson method during the design process. Lastly, the evaluated natural
frequency can be aggregated to form a single natural frequency constraint that is
smooth and differentiable.
Large-scale Meshes and Adaptive Mesh Refinement
The creation of detailed optimized 3D designs requires finite-element meshes with tens
of millions of elements or more. Several authors have developed methods to tackle
large-scale 3D topology optimization problems for single material design [45, 46, 47],
with the largest design case having 1.1 billion elements [47]. Aage, Andreassen,
Lazarov, and Sigmund observed that topology optimization on large-scale meshes
can capture detailed features which might otherwise be missing in lower resolution
results. This scale has yet to be achieved for multimaterial problems, where the
largest cases to date have on the order of one million elements [27].
Most meshes in topology optimization are generated with a uniform feature size
since, in general, there is no a priori knowledge about the optimal topology. How-
ever, uniform refinement on large-scale meshes produces an inverse cubic dependence
between element resolution and number of elements. Alternatively, adaptive refine-
ment techniques can be used to refine the mesh to achieve sufficient resolution thereby
breaking the inverse cubic relationship between resolution and number of elements.
Figure 1.1 shows the number of elements in the mesh as a function of relative res-
olution for uniformly refined meshes (triangles) and for adaptively refined meshes
(squares). These data points are taken from the work of [48, 49, 50, 46, 27] as well
as five design cases that are presented here which are a combination of uniformly re-
















Figure 1.1: Number of nodes as a function of relative resolution for topology opti-
mization results.
of the ratio of the smallest element characteristic volume to the characteristic vol-
ume of the domain. The blue colored band denotes the maximum relative resolution
capability of current metallic additive manufacturing technologies 1. Even the high-
est relative resolution mesh used for topology optimization has not yet achieved the
relative resolution currently available through additive manufacturing. Comparing
the two data points from the present work that are grouped together, both have the
same relative resolution but the adaptive mesh refinement design point has far fewer
nodes compared to the uniformly refined design, thereby requiring less computational
resources.
Within the density-based topology optimization literature there are two common
approaches to topology optimization with adaptive mesh refinement: (1) link the de-
sign and analysis mesh together and perform the refinement steps simultaneously on
1Relative resolution data obtained from 3D Systems Direct Metal Printers Series using build
volume and minimum feature size. For example, ProX DMP 200 has minimum feature volume of
2× 10−13 m3 and build volume of 1.96× 10−3 m3, resulting in a relative resolution of 4.67× 10−4
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both, or (2) maintain a separate design parametrization mesh and refine only the anal-
ysis mesh. Bennett and Botkin [51] pioneered the first approach, using adaptive mesh
refinement for shape optimization to control the accuracy of the finite element solution
for planar structures using 2D triangular elements. Around the same period, Noboru,
Chung, Toshikazu, and Taylor [52] used r- and h- refinement techniques to generate
meshes adaptively with a mixture of 2D triangular and quadrilateral elements. Adap-
tive mesh refinement can also be used for shape optimization with multiple loading
conditions as demonstrated by Botkin [53]. In this case, the refinement criterion is
computed for each load case and the load case that causes the mesh to be most re-
fined is chosen as the subsequent starting mesh. More recently, Costa Jr and Alves
[54] proposed an algorithm that optimized the structural layout using a h-adaptive
approach with improved definition of material boundary. Instead of applying adap-
tive mesh refinement based on an element-wise error norm, Stainko [55] used a filter
to identify the interface between material and void and refined elements along this
interface since elements within a void/solid region is rarely influenced by optimization
on a finer grid.
Several authors have tried separating the design and analysis mesh. Maute and
Ramm [56] demonstrated that adaptively refining 2D quadrilateral element required
less numerical effort but produced similar resolution compared to an uniformly refined
mesh for topology optimization of surface mesh. Maute and Ramm [56] also intro-
duced the concept of adaptively changing not only the size of the element but also
the orientation of the finite element mesh which reduces the number of optimization
variables. Similarly, these techniques are applied on a combined shape and topology
optimization of shell structures [57]. Other authors have characterized the design
mesh as a density point grid instead of having a mesh similar to one used in finite
element analysis. Guest and Smith Genut [58] used adaptive mesh refinement on a de-
sign variable field consisting of nodal points that correspond to locations on the finite
6
element mesh. Using a Heaviside projection method, the authors were able to reduce
the computational time as well as control the minimum feature size of the structural
layout. Similarly, Wang, Kang, and He [59] carried out adaptive mesh refinement on
the density point grid with a fixed finite element mesh throughout the process. Using
a filter, the cut-off radius is adaptively modified to achieve structures with smooth
boundary interface. More recently, Lambe and Czekanski [60] employed a continu-
ous material density field and used adaptive mesh refinement to identify and refine
along the boundary of the structural layout without any numerical artifacts such as
checkerboarding.
Different heuristics can be used to drive the adaptive mesh refinement process.
These heuristics often involve estimating the error in each element. One of the more
popular error estimation technique was introduced by Zienkiewicz and Zhu [61], which
uses the norm of the difference between interpolated stresses and the stresses com-
puted from the finite element solution. The popularity of this approach stems from its
ease of implementation in existing finite element solvers. Another common refinement
heuristic is feature-based techniques such as the case of Stainko [55] who use a filter
to determine elements along the solid-void boundary and refine them. Bruggi and
Verani [62] combined two different refinement heuristics for topology optimization:
one based on compliance and a second based on element density. For a compliance
objective, they showed that using a combination of these two indicators produced a
structural layout with fine interface between the solid and void region and a better
design objective compared to an adaptive strategy that used only a density-based
indicator. de Sturler, Paulino, and Wang [63] also mentioned the need for a dynamic
adaptive mesh refinement strategy that allows for both refinement and coarsening of
the mesh. They found that only then will the optimizer generate structural layouts
that are equivalent to the optimal design on an uniformly fine mesh. Wang, Kang,
and He [64] used an strain energy error indicator to refine its displacement field while
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a functional gray transitional region measure (GTR) to refine the density field.
While some works have addressed large-scale topology optimization for single ma-
terial [46, 47], large-scale designs involving multimaterial topology optimization have
not been addressed, with the largest having O(106) elements [27], around 3 orders of
magnitude smaller than the design presented in [47]. Also, the application of adap-
tive mesh refinement with multimaterial design is limited. Thus, part of this thesis
is to identify and present methods that enables large-scale multimaterial topology
optimization with adaptive mesh refinement.
Multimaterial Thermoelastic Topology Optimization
Structural topology optimization creates a structural layout for the given mechanical
loads and boundary conditions. As the design evolves, the loading on the domain does
not change. On the other hand, due to the multi-physics nature of thermoelastic
topology optimization, there are not only mechanical loads present, there are also
design-dependent loads, due to thermal expansion, that appear due to the presence of
structure. As the optimizer changes the design, the combined mechanical and thermal
loads on the domain also evolves, making thermoelastic topology optimization more
difficult.
Thermoelastic topology optimization was first studied by Rodrigues and Fernan-
des [65] who used a homogenization approach to formulate the thermal stresses. Li,
Steven, and Xie [66] used evolutionary structural optimization (ESO) technique to
minimize the displacement of the structure. For weakly-coupled thermoelastic prob-
lems, Cho and Choi [67] formulated a coupled field adjoint sensitivity analysis method.
Using the level set method, Xia and Wang [68] minimized the compliance with a mass
constraint using thermoelastic formulation. Sigmund and Torquato [7] examined the
design of composite microstructures using materials of vastly different thermal prop-
erties. Gao, Xu, and Zhang [25] used multimaterial parametrization to minimize the
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compliance of both 2D and 3D structures for a combination of steady temperature
fields and mechanical loads. Deaton and Grandhi [69] applied thermal loading for de-
sign of shells that do not accommodate thermal expansion, thus restricting the design
space and creating different designs. Deng and Suresh [70] applied thermoelastic topol-
ogy optimization with linear buckling and compliance constraints on different domains
to illustrate the changes to the design due to the thermal loading. Also, Stanford and
Beran [71] developed a framework to account for design-dependent loads such as aero-
dynamic, inertial, elastic and thermal loads to optimize a metallic panel subjected to
different flutter and buckling considerations. In addition, Jog [72] extended thermoe-
lastic topology optimization to include nonlinear thermoelasticity effects. Recently,
many authors have pointed out the deficiency in using compliance as an objective for
thermoelastic topology optimization. Through the works of Pedersen and Pedersen
[73, 74], it was identified that minimum compliance and maximum strength objective
do not result in equivalent optimal designs for the case of thermoelastic topology
optimization. Deaton and Grandhi [75] also describes the need to consider topology
optimized designs based on thermal stresses since it is a primary cause of failure in
thermal structures.
Multiphase topology optimization was first developed by Sigmund and Torquato
[7] for thermal coefficient design and later by Gibiansky and Sigmund [18] for ex-
tremal composite design. Discrete Material Optimization (DMO) was later developed
by Stegmann and Lund [19] as an generalization of early multiphase methods and has
subsequently proven to be effective in numerous applications [24, 25, 26]. Hvejsel,
Lund, and Stolpe [22] applied the DMO parametrization to laminate composite design
and added a quadratic penalty constraint to penalize intermediate designs. Other au-
thors have developed schemes that are extensions to the DMO approach. Hvejsel and
Lund [21] used SIMP or RAMP penalization modified for multiphase design problems
as design-dependent weights. They also formulated sparse linear constraints such that
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only a candidate material or void is chosen in the subdomain. Kennedy and Martins
[24] developed a method for discrete ply angle selection of laminated composites by
relaxing the constitutive matrices expressions to one that used continuous ply angle
variables. An exact l1 penalty function is used in order to obtain a discrete design.
Other authors [76, 77] extended DMO to include thickness variables in the optimiza-
tion of laminated composites by assigning an additional design variable known as the
topology variable (DMTO). The topology variable takes the value of 1 if a material
is selected and 0 if there is a void. Others have developed alternative methodol-
ogy to the multimaterial design problem. Bruyneel, Duysinx, Fleury, and Gao [78]
and Bruyneel [79] demonstrated the use of shape functions with penalization (SFP)
to perform ply selection in laminated composite design problems. The formulation for
SFP can be extended to different number of plies in the composite design by selecting
appropriate shape functions and the number of design variables for each ply selection
is fewer than that of DMO. For level-set method, Wang, Luo, Kang, and Zhang [80]
proposed using multimaterial level set framework (MMLS), where M candidate ma-
terials are represented by M level set functions. James [81] recently applied the SFP
parametrization to a multimaterial problem with a constraint on the cardinality set
of candidate materials. Lastly, Kennedy and Chin [82] presented a sequential convex
optimization method accelerates the solution to minimum compliance design of mul-
timaterial problems through the use of Hessian-vector products to solve the convex
subproblems.
There are few works that combined both multimaterial and thermoelastic topol-
ogy optimization. Sigmund and Torquato [7] first examined the design of composite
microstructures using materials of vastly different thermal properties to create a struc-
ture with novel thermal expansion properties. Sigmund [83] extended their approach
to the design of multi-physics actuators. Gao, Xu, and Zhang [25] used multimate-
rial parametrization to minimize the compliance of both 2D and 3D structures for a
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combination of steady temperature fields and mechanical loads. More recently, Chin
and Kennedy [84] presented results on stress-constrained, mass minimization results
for 2D structures. More recently, Kang and James [85] used multimaterial topology
optimization to create 2D designs minimized for both structural and thermal compli-
ance with constraints on the material specific maximum temperature limits. Based on
literature, 3D multimaterial design with both structural and thermal constraints have
yet been addressed. Thus, part of the the thrust of this thesis is to create methods
to tackle this type of problems.
Higher Order Analysis and Design Parametrization for Topology Opti-
mization
Higher-order finite element methods have been demonstrated to be superior to low-
order finite element methods for linear analysis in several ways, namely faster con-
vergence in terms of the energy norm, more accurate results for the same number of
elements [86]. The application of higher-order finite element in topology optimization
was first introduced by Dı́az and Sigmund [87] and Jog and Haber [88] to avoid numer-
ical artifacts such as checkerboarding when solving the structural analysis problem.
Depending on the density penalization, biquadratic elements might not completely
eliminate checkerboarding despite improved stability [87] and alternatives such as the
use of use of density filters [11, 89] or sensitivity filters [90] in conjunction with lin-
ear finite elements has been introduced to increase numerical stability. Matsui and
Terada [91] proposed a method called continuous approximation of material density
(CAMD) that used higher order displacement field in conjunction with bilinear shape
functions for both 3/6-noded triangular elements and 4/8-noded quadrilateral ele-
ments. Kang and Wang [92] constructed the density field through a non-local higher
order Shepard interpolation scheme. The design variable points are freely distributed
within the domain, and the density at a point can be evaluated as a weighted function
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of the Euclidean distance of the point to the design variable points within a specific
radius. Kumar and Parthasarathy [93] proposed the use of higher order finite element
through biquadratic and bicubic B-spline analysis elements, producing smoother de-
signs compared to bilinear elements. On the other hand, Qian [94] used 2D B-spline
space to characterize the density field and bilinear analysis elements and found that
the degree of the B-spline field also has an effect on length-scale control. More re-
cently, Lambe and Czekanski [95] parametrized the density field using higher order
Bernstein polynomials as well as biquadratic analysis field to solve 2D mechanical
problems through direct factorization of the stiffness matrix. However, due to the
computational cost and higher order mesh generation, the use of higher order finite
element methods has been mainly confined to 2D. To the best of my knowledge,
higher order analysis and design parametrization has not been used for multimaterial
thermoelastic designs. The use of higher order analysis and design allows for a more
accurate evaluation of the stress field and smoother gradient compared to linear anal-
ysis, which aids in stress-constrained thermoelastic topology optimization as well as
providing error control for functional-based adaptive mesh refinement.
Topology Optimization with Natural Frequency Constraints
Natural frequency constraints within topology optimization are challenging for three
primary reasons (1) the issue of mode-switching, which creates non-differentiable
constraints, (2) the increased multimodality of the design space, and (3) the high
computational cost of solving the generalized natural frequency eigenvalue problem.
Mode switching is of concern when the eigenmode associated with the fundamen-
tal natural frequency changes as the design evolves, resulting in a continuous but
non-differentiable function [96]. Different works have addressed this issue by either
employing a bound formulation [97, 96, 98] with mode tracking techniques [99, 100], or
frequency aggregation method [101, 102, 103] which smoothly approximates the min-
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imum natural frequency and creates a differentiable function. Lanczos method [44],
commonly used in structural design, are computationally costly for large-scale prob-
lems since it uses direct factorization techniques. Various works have discussed a
workaround by proposing different approaches. Dunning, Ovtchinnikov, Scott, and
Kim [104] employed a block Jacobi conjugate gradient (BJCG) method with direct
factorization to solve for a large number of buckling eigenmodes. Both Andreassen,
Ferrari, Sigmund, and Diaz [105] and Federico, S., and Ole [106] solved frequency-
maximization, mass-constrained topology optimization problems by replacing the
eigenvalue problem with a frequency response problem, which allows efficient solution
to problems with O(106) DOF. However, the frequency response representation is not
suitable to act as a constraint on the natural frequency.
Contributions
This work is focused on developing new algorithms for multi-physics topology opti-
mization and incorporating them within a framework with adaptive mesh refinement,
focusing primarily on thermoelasticity. The following section, summarizes the key
contributions within this thesis.
Large-scale Multimaterial Topology Optimization Framework
A large-scale multimaterial topology optimization framework was created. The frame-
work has the capability to generate large-scale meshes directly from CAD geometry
and perform multimaterial topology optimization with mesh adaption. In order to
use DMO parametrizations for large-scale topology optimization, the resulting sparse
partition of unity constraints must be handled efficiently. Thus, a scalable analysis
and design optimization framework for multimaterial topology optimization is formu-
lated. Within this framework, a hierarchy of analysis and design meshes are created
from an input CAD geometry by local refinement of an initial coarse hexahedral
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mesh. To enable this local refinement, conforming octree meshes are constructed on
each element in the coarse hexahedral mesh, thereby facilitating the construction of
meshes for geometric multigrid and local mesh size control around design features of
interest. An S`1QP method with a trust region globalization is implemented in par-
allel and is tailored to handle the large number of partition of unity constraints that
arise from DMO parametrizations. The adaptive refinement procedures support the
capability to study whether finer meshes produce better results, revealing potential
local optima. Results of this work tested the scalability of the methods and creating
topology optimized multimaterial designs with as many as 330 million elements. This
is further elaborated in Chapter 3
Higher Order Analysis and Design for Multimaterial Thermoelastic Topology Op-
timization
Building on the large-scale multimaterial topology optimization framework men-
tioned in the previous section, a suitable higher order thermoelastic analysis and
design parametrization is incorporated. The analysis parametrization comes in the
form of steady-state coupled thermoelastic analysis model and a higher order design
parametrization in the form of Bernstein polynomials, which is a subset of B-spline
functions. For efficient application towards large-scale designs, Bernstein polynomials
has to be adapted towards geometric multigrid. An explicit formulation of the con-
straints on the dependent nodes as well as the interpolation across geometric multigrid
levels is used. This allows the framework to be efficiently apply to the design of 3D
domains. A study of different analysis and design mesh order is used to characterize
its effect on design optimization. The work here is described in Chapter 4
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Large-scale Topology Optimization with Natural Frequency Constraint
In order to carry out natural frequency-constrained topology optimization problems
on large-scale 3D problems, the high computational cost associated with solving the
eigenvalue problem at each design iteration has to be addressed. In this work, a
Jacobi–Davidson method that is compatible with iterative solution techniques is used
to solve the eigenvalue problem. In addition, novel eigenvector recycling strategies
that reuse eigenvector information are proposed and evaluated. The combination
of the Jacobi–Davidson method with the eigenvector recycling strategy enables effi-
cient solution to large-scale topology optimization problems with natural frequency
constraints. The proposed algorithms are illustrated in Chapter 5.
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CHAPTER 2
INTEGRATED TOPOLOGY OPTIMIZATION FRAMEWORK
A modular framework that tightly integrates mesh generation, analysis models and
optimization tool is needed to efficiently solve large-scale multi-physics topology opti-
mization problems. For this work, the computational framework employed to obtain
topology optimization designs using adaptive mesh refinement can be summarized by
the schematic shown in Figure 2.1. The overall framework has three components:
TMR, a geometry and meshing tool, TACS, a finite-element analysis solver, and













Figure 2.1: Topology Optimization Framework with Adaptive Mesh Refinement
TMR is an adaptive mesh generation tool that takes in a CAD geometry (typically
in a STEP file format) and generates the mesh and its connectivity which are inputs to
the structural solver TACS. TACS is an in-house finite element code which assembles
and solves the governing equations for the state variables. Functions of interest f(x),
g(x), that depend on both the design variables x and the state variables u, such as
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mass, compliance and stress, along with their sensitivities with respect to the design
variables ∇xf(x) and ∇xg(x), are evaluated. The function values and gradients are
then inputs to the optimizer ParOpt. ParOpt determines the next design point and
updates the design variables accordingly. Using this design variable update, TACS
can solve for the new state variables as well as recompute the functions of interest and
their respective sensitivities which are fed back in ParOpt. This process is repeated
until an optimized point has been found. Depending on the adaptive mesh refinement
technique, the mesh can be locally refined in TMR and automatically regenerated.
The corresponding finite element model can then be recreated in TACS. This pro-
cess is repeated until a satisfactory design is obtained. Each of these computational
components will be described in greater detail in the following sections.
Structural Solver: TACS
The structural analysis is carried out by TACS [107], which can handle large-scale
design problems and structural governing equation using parallel solution algorithms.
TACS can evaluate functions of interest such as mass, compliance and stress. It also
evaluates the derivatives of these functions of interest with respect to the design vari-
ables efficiently using the adjoint method. At each optimization iteration, the large
linear system of governing equations arising from the finite-element discretization is
solved. It is not practical to solve linear system with O(108) using serial methods.
Instead, a parallel geometric multigrid algorithm, which has been successfully ap-
plied to large-scale multimaterial optimization problems, is used. Other authors [108,
46] have also applied multigrid to large-scale topology optimization problems. The
advantage of multigrid methods is that they offer the potential of both algorithmic
scalability and parallel efficiency.
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(a) Fine analysis mesh (b) Medium mesh (c) Coarsest mesh
Figure 2.2: Illustration of the construction of the meshes for geometric multigrid.
The analysis mesh is the first geometric multigrid level and the subsequent geometric
multigrid levels are obtained by coarsening the previous mesh through TMR.
Geometric Multigrid
This section describes the details of the geometric multigrid method implemented
within the topology optimization framework. At each optimization iteration, the large
linear system of governing equations arising from the finite-element discretization is
solved using a parallel multigrid-preconditioned Krylov subspace method [27]. Other
authors [108, 46] have also applied multigrid to large-scale topology optimization
problems.
The hierarchy of meshes used within the multigrid preconditioner are generated
using TMR. An illustrative example of the mesh generation procedure is shown in
Figure 2.2, where the coarse mesh levels are created automatically by successive
coarsening of the fine, adaptively refined analysis mesh. Each mesh level has an
associated stiffness matrix, Ki(xi), and a solution vector ui where the subscript i
denotes the mesh level, ranging from i = 1, ..., N , where i = 1 is the finest mesh and
i = N is the coarsest mesh. In addition, xi is the design vector restricted from the
next finest design mesh. On all but the coarsest mesh, a block symmetric Gauss–
Seidel smoothing operation is performed to damp out the high frequency solution
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error. This operation is written as
ui ← Gi(ri), (2.1)
where ri is the residual on the i-th mesh level. The restriction of the solution between
mesh levels is written as
ui+1 = Riui, (2.2)
here Ri is the restriction operator from the finer mesh level i to the coarser mesh
level i + 1. In this work, the interpolation operator is formed as the transpose of
the restriction operator. On the coarsest mesh level, i = N , the system of equations
uN = KN(xN)
−1rN is solved using a parallel direct Schur-complement method [107].
Algorithm 1 Geometric multigrid algorithm with a symmetric block Gauss–Seidel
smoother.
1: function Multigrid(ri)
2: if i = N then
3: return KN(xN)
−1rN . Direct solve
4: end if
5: ui ← Gi(ri) . Pre-smooth
6: ri ← ri −Ki(xi)ui . Compute the residual
7: ri+1 ← Riri . Restrict the residual
8: ui+1 ← Multigrid(ri+1) . Apply multigrid at the next level
9: ui ← ui + RTi ui+1 . Interpolate the solution
10: ui ← Gi(ri) . Post-smooth
11: return ui
12: end function
The complete V-cycle multigrid preconditioning algorithm is shown in Algorithm 1.
The governing equations are solved using the multigrid-preconditioned GMRES(100) [109],
with a maximum of two restarts, unless stated otherwise. Based on numerical experi-
ments, I have found that this combination of multigrid preconditioning and GMRES is
sufficiently robust to handle the large variability in the local element stiffness inherent
to topology optimization applications.
The restriction of the design vector between mesh levels utilizes the same under-
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lying operations required for multigrid. The design vector on the next coarsest design
mesh is obtained as xi+1 = R̄ixi, where R̄i denotes the restriction operator for the
nodal design mesh. These design restriction operations utilize the same underlying
routines as the multigrid method, enabling further code reuse.
Optimizer: ParOpt
ParOpt is a parallel optimizer toolkit that can solve the large-scale design optimiza-
tion problems that arise in multimaterial topology optimization applications with as
many as O(108) design variables. ParOpt can handle distributed design vectors that
are encountered in parallel topology optimization applications and take advantage of
the sparse, linear constraints encountered in DMO multimaterial parametrization for
topology optimization. ParOpt contains a number of optimization algorithms, includ-
ing an interior-point method and an S`1QP method with an `∞ trust-region globaliza-
tion strategy. The S`1QP method appends the inequality constraints as an `1 penalty
function, using a smooth elastic-programming technique. The `∞ trust region con-
straint is enforced through bound constraints on the design variables. This quadratic
sub-optimization problem is solved using the interior-point method in ParOpt.
S`1QP Trust Region Method
Parallel implementations of optimizers are required, since the design vector size scales
with the size of the analysis problem and optimization operations would otherwise
constitute a computational bottleneck. The Method of Moving Asymptotes (MMA)
is commonly used to solve topology optimization problems [110], and has been par-
allelized for large-scale applications [46, 47]. However, topology optimization bench-
mark studies have demonstrated that MMA is not always the best choice, and se-
quential quadratic optimization or interior-point algorithms may be superior [111].
Furthermore, the inclusion of the partition of unity constraints (3.8), means that
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MMA cannot be applied without modification to these problems. Thus, Paropt is
designed to take advantage of the special sparsity structure of the partition of unity
constraints (3.8), making it well-suited for both single material and multimaterial
topology optimization.









where x is the distributed design vector. The constraints consist of two different math-
ematical types. The first consist of a small number of dense constraints, c(x), whose
values are duplicated on all processors. The second type consist of a large number of
sparse partition of unity constraints Awx = e, that are distributed across all proces-
sors. Common multimaterial optimization problems such as mass-constrained com-
pliance minimization and stress-constrained mass minimization problems fit within
this formulation. Topology optimization with this form can be solved using an S`1QP
method with a trust-region globalization [112]. Using this technique, at each iteration
k, a candidate step, pk, is obtained by solving a non-smooth optimization problem
that consists of a quadratic approximation of the objective about the point xk, com-









pTBkp + γk [c(xk) + Ap]1
such that Awp = e−Awxk = 0
‖p‖∞ ≤ ∆k





i max{0,−xi}, denotes the `1 norm of the constraint violation. Here,
∆k is the trust region radius, γk is the penalty parameter for the `1 penalty function
and hk(p) is the trust region model function. The linearized constraint term contains
the constraint Jacobian, denoted A = ∇xc(x). The model function, hk, is formed
from the objective gradient, gk = ∇xf(x), and a quasi-Newton Hessian approxima-
tion, Bk. Note that the problem always start from a point that is feasible with respect
to the partition of unity constraints so that the constraint, Awxk = e, is satisfied at
every iteration. In this work, a quasi-Newton Hessian approximation, Bk is formed
based on compact limited-memory BFGS updates [113]
Bk = b0I−WkMkWTk , (2.5)
where b0 is a scalar, Mk ∈ R2m×2m is a small dense matrix and Wk is a matrix
with 2m columns that is stored as a series of vectors. The approximate Hessian is






Algorithm 2 S`1QP method with trust region globalization.
1: Input: Initial design point x1 and initial trust region radius ∆1
2: Set k = 1
3: while Optimality criteria not satisfied do
4: Compute the candidate step pk by solving (2.4)
5: Evaluate the ratio ρ̂ using Equation (2.7)
6: if ρ̂ ≥ η then
7: Accept step pk and set xk+1 = xk + pk, and ∆k+1 = ∆k
8: else
9: if ρ̂ < ρ̂l then
10: Set ∆k = max(2∆k,∆min)
11: else if ρ̂ > ρ̂u then
12: Set ∆k = min(∆k/4,∆max)
13: end if
14: end if
15: Update quasi-Newton Hessian approximation
16: k ← k + 1
17: end while
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Once a candidate step, pk, is computed as a solution of the quadratic optimization
problem (2.4), its acceptance is based on the merit function
φ1(x; γk) = f(x) + γk [c(x)]1 , (2.6)
and conventional trust region acceptance criteria [114]. The trust region update
criteria are based on the ratio of the actual improvement in the merit function (2.6),
to the improvement predicted by the model. This ratio, denoted ρ̂, is defined as
follows
ρ̂ =
φ1(xk, µk)− φ1(xk + pk, µk)
φ1(xk, µk)− hk(pk)
. (2.7)
Based on the value of ρ̂, a candidate step is either accepted or rejected and the model
function hk is improved through a quasi-Newton update procedure. The overall S`1QP
trust region algorithm is shown in Algorithm 2. The acceptance of the step is governed
by the criteria that it must make sufficient improvement such that ρ̂ ≥ η where the
parameter takes a value of η = 1/4. The trust region radius is updated also based on
the ratio ρ̂ such that values below ρ̂l = 1/4 result in a decrease of the trust region
radius, while values which are indicative of good progress exceeding ρ̂u = 3/4 result
in an increase in the trust region radius.
Parallel interior-point method for convex subproblems
The step, pk, required in the outer S`1QP method is computed using a parallel
interior-point method described in the following section. Since the quasi-Newton
Hessian approximation used in the subproblem is positive definite, and the constraints
are linearized, the subproblems are convex. Within each subproblem, the non-smooth
`1 penalty term is reformulated using an elastic programming technique, generating
an equality-constrained quadratic optimization problem with bound constraints [115,
Ch 18, pg 549]. This problem always has a feasible solution, since the constraint
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violation is treated through a penalty term. Throughout the remainder of this section,
the iteration subscript k is dropped to simplify notation.
The efficient implementation of the parallel interior-point method leverages the
special structure of the partition of unity constraints (3.8). The structure of the sparse
constraint Jacobian, Aw, is such that the matrix AwDA
T
w is diagonal whenever the
matrix D is a diagonal matrix. In ParOpt, the rows of the dense constraint Jacobian,
A, are stored as a series of distributed vectors, while Aw is accessed in a matrix-free
manner through matrix-vector operations.
The interior point algorithm approximately solves a sequence of barrier problems
that are designed to approach the true minimizer of the subproblem (2.4) in the
limit. The barrier problem is formed by adding a interior log-penalty function to the
objective to account for the bound constraints. This barrier function is designed to
keep the iterates strictly in the interior of the feasible region. The barrier problem
corresponding to (2.4) at design point xk is
min
p,s,t
ϕ(p, s, t;µ) = gTp +
1
2
pTBp + γeT t
− µi [log s + log t + log(p− l) + log(u− p)]
such that Awp = 0
c + Ap = s− t
(2.8)
where s and t are slack variables associated with the dense constraints. Here the
components of the lower-bound vector l are given by li = max{0, xi −∆k}, and the
components of the upper bound vector u are given by ui = xi + ∆k, to conform with
the variable bounds from the subproblem (2.4). The function log is the component-
wise sum of the logarithm of each vector component such that log s =
∑
i ln si. As
the barrier parameter, µi, decreases, the minimizer of the barrier problem (2.8) ap-
proaches the KKT solution. For this work, the barrier parameter are computed by a
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constant factor decrease, known as the Fiacco–McCormick approach, as follows
µi+1 = σiµi (2.9)
where σi = 0.25.
The barrier problem (2.8) is related to the perturbed KKT conditions for the
optimization problem (2.3). Introducing Lagrange multipliers for the inequality cos-
ntraints, z, partition of unity constraints, zw, and the upper and lower bounds, zl,














g + Bp−ATz−Awzw − zl
γe− z− zt
Awp
c + ATp− s + t
Sz− µie
Tzt − µie




where P = diag{p}, T = diag{t}, S = diag{s}, L = diag{l}, and U = diag{u}. At
each iteration of the interior-point method, an update to the design variables, slacks,
and Lagrange multipliers is computed based on the solution to a linearization of the
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perturbed KKT system (2.10) as follows
JB∆ =

B 0 0 −ATw −AT 0 −I I
0 0 0 0 −I −I 0 0
Aw 0 0 0 0 0 0 0
A I −I 0 0 0 0 0
0 0 Z 0 S 0 0 0
0 Zt 0 0 T 0 0 0
Zl 0 0 0 0 (P− L) 0














The solution of the system of equations (2.11) is the single most computationally
expensive operation in the optimization algorithm. A solution for this update step,






∆ = −r, (2.12)
where J0 is a matrix obtained by replacing B in (2.11) with b0I. The matrix Ŵ is
Ŵ =
[
WT 0 0 0 0 0 0 0
]T
,
where W is from the compact BFGS formula (2.5). Linear systems of the form,
J0y = b, can be solved efficiently in parallel using a bordering method described in
Appendix A.3.
The solution of the update equation (2.12) can be obtained using using the
Sherman–Morrison–Woodbury formula [115, Ch 19, pg 597]. such that
∆ = J−10 ŴC
−1ŴTJ−10 r− J−10 r
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where the matrix C ∈ R2m×2m is given as follows:
C , ŴTJ−10 Ŵ −M.
As a result, a solution of the linear system (2.12) can be obtained from the solution of
2m+ 1 linear systems of the form J0y = b. Since the matrix W is stored as a series
of column vectors, the operations needed to compute the solution consist primarily
of dot-products of distributed vectors with a small number of matrix operations on
small dense matrices. Since the vector operations parallelize efficiently, and the small
matrix operations constitute a small contribution to the overall computational time,
the optimization subproblem exhibits good parallel performance.
The termination criterion for each quadratic subproblem is based on the `1 norm
of the perturbed KKT conditions (2.10) as follows:
max
{
‖rp‖1 , ‖rt‖1 , ‖rw‖1 , ‖rz‖1
}
≤ εtol. (2.13)
For this work, a tight stopping tolerance of εtol = 10
−7 for the subproblems is used.
Based on my experience, a tight tolerance is desirable since the bound multipliers
may be very small, necessitating a small value of µi.
Mesh Generation and Adaptivity: TMR
TMR1 is an open source tool written in C++ that performs parallel mesh generation
and adaptive mesh refinement. Within this tool, a coarse, geometry-conforming hex-
ahedral mesh is generated from the geometry as an initial step. Next, a connected
forest of octrees is created and refined on each element within the coarse hexahedral
mesh, in a similar manner to the work by Burstedde, Wilcox, and Ghattas [116]. The
octrees are stored using an encoding that tracks the element size and location without
1https://github.com/gjkennedy/tmr
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(a) Initial (b) Unbalanced (c) Re-balanced
Figure 2.3: Sequence of meshes demonstrating differences between balanced and non-
balanced meshes.
storing the entire tree data structure [117, 118]. All octree operations are distributed
across all processors and are performed in parallel, enabling the construction of large
hierarchical meshes that are compatible with geometric multigrid. The resulting
meshes must be balanced, meaning that there is no more than one level of difference
in refinement across edges or faces. Figure 2.3 illustrates the process of balancing a
mesh, where an initially balanced mesh, shown in Figure 2.3a, is refined, creating an
non-balanced mesh shown in Figure 2.3b. Restoring the balanced property requires
the adding elements in the vicinity of the refinement, shown in Figure 2.3c.
TMR uses OpenCASCADE [119] as the underlying geometry kernel, enabling the
use of geometries generated from CAD. Hexahedral meshes can be either imported or
generated directly using a sweeping method between source and target surfaces with
the same quadrilateral mesh topology [120]. Within TMR, the source surface meshes
are generated using an implementation of the Blossom-Quad algorithm [121, 122],
which first generates a triangular mesh with an even number of elements, and recom-
bines them into quadrilaterals using the Blossom perfect-matching algorithm [123,
124, 125].
To achieve good parallel scalability, the elements within the mesh must also be
distributed across all processors. This is achieved by first ordering the coarse hex-
ahderal mesh to promote a good overall hexahdral mesh partition using METIS [126].




(b) Refinement of mesh is
balanced across processors
(c) Refined mesh reparti-
tioned across processors
Figure 2.4: Illustration of balancing and repartitioning across processors.








Figure 2.5: Mesh quality for the orthogonal bracket geometry.
trees such that the number of elements assigned to each processor is approximately
equal. Figure 2.4a shows an L-bracket mesh that is divided across 4 processors, each
denoted by a different color. When the mesh is refined, as shown in Figure 2.4b, it
is automatically balanced, which changes the number of elements assigned to each
processor. Figure 2.4c shows the refined mesh is repartitioned across the 4 processors
to distribute the workload.
To demonstrate the capability of the mesh generation techniques in TMR, the
hexahedron shape metric, first proposed by Knupp [127], is plotted to evaluate the
mesh quality. The shape metric is a scale-invariant value and ranges from 0 to 1, with
the value 1 denoting a cube element and 0 denoting a degenerate element. Based






(c) 3rd order mesh
(d) 4th order
mesh
(e) 5th order mesh (f) 6th order mesh
Figure 2.6: Sequence of meshes demonstrating the different mesh order that can be
generated from a baseline quadtree
Laboratories, elements with the value between 0.3 and 1 are considered to be good
quality. Thus this range of values for the mesh quality evaluation are adapted for this
work. Figure 2.5 shows the mesh quality metric for the orthogonal bracket presented
in Chapter 3.4.3. The shape metric varies between 0.68 and 1, with all elements
having good quality. In all results presented here, with up to 330 million elements,
the octree meshes are generated in under 20 seconds.
TMR also has the capability to generate higher order meshes. The creation of the
higher order meshes can be built on the underlying quadtree/octree meshes. To create
meshes of different orders, the quadtree has to create and assign both independent
and dependent nodes to each quadrant. Figure 2.6 illustrates how different mesh
orders can be generated from the same baseline quadtree, with the adaptively refined
quadtree mesh outlined in black and the actual mesh and nodes generated from the
quadtree outlined in orange.
From the baseline quadtree, shown in Figure 2.6a, TMR first computes the which
nodes, edges and faces are owned by the quadrants on different processors. Depending
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on how the quadtree is distributed across processors, the non-local quadrants that
border each quadtree are passed to the corresponding processors, creating a tempo-
rary partial quadtree. TMR then creates and labels the independent and dependent
nodes, depending on the mesh order, before sorting the nodes in a complete global
order across all processors. Lastly, the new ordered nodes are communicated locally
across quadrants and returned to the same quadtrees that are bordered by non-
local quadrants. The resulting 2nd and 3rd order meshes are shown in Figures 2.6b
and 2.6c. Due to the numerical instability effects (Runge phenomenon) for higher
order interpolation on uniform grids, for this work, Gauss-Lobatto points are used to
generate higher order meshes as shown in Figures 2.6d, 2.6e, and 2.6f. Generating
hexahedral meshes with different mesh orders from octrees are analogous to that of
quadtrees.
Scalability Results
The scalability of the algorithms are first demonstrated on a topology optimization
problem with 18.9 million elements, 19.2 million nodes, and 7.32 million design vari-
ables. For this study, the number of optimization iterations is fixed at 50 and the
number of processors are varied to investigate the computational efficiency of indi-
vidual components of the framework. The elements are distributed equally across all
processors on all geometric multigrid levels except for the coarsest level where they
are divided among 24 processors. Figure 2.7 shows the fraction of the ideal cost of
each optimization component as a function of the number of processors. Figure 2.7a
and 2.7c show the computational efficiency of GMRES and the geometric multigrid
preconditioner, respectively. These components of the framework scale well from 48
to 144 processors where the multigrid preconditioner scales up to 144 processors with
90.8% efficiency, and GMRES overall scales with 90.5% efficiency. From Figure 2.7a
and 2.7b, it is observed that the small inefficiency arises from the increase in the
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(b) Cumulative Solution Cost






















(c) Geometric Multigrid Efficiency

























(d) Cumulative Geometric Multigrid
Cost
















Quasi-Newton Subspace Size = 25
Quasi-Newton Subspace Size = 10
Ideal
(e) Cumulative ParOpt Cost
Figure 2.7: Scalability of the individual framework components as a function of the
number of processors.
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fraction of time spent in the orthogonalization step of the solution. Figure 2.7c shows
that the overall geometric multigrid cost scales close to ideally as the number of pro-
cessors increase. Figure 2.7d shows that the fraction of time taken on the coarsest
level increases for increasing number of processors due to the use of the direct solver.
The slight increase in computational time for the direct solver is due to additional
communication costs since the computation at this level is restricted to 24 processors.
Figure 2.7e shows the computational cost of the ParOpt optimizer for different
quasi-Newton subspace sizes. The computational time increases with subspace size
due to the additional operations required for additional set of quasi-Newton vectors.
The optimization steps scale at better than the ideal rate between 48 and 72 pro-
cessors, which can be attributed to superior cache efficiency. The optimization steps
scale at a near ideal rate between 72 to 144 processors. Note that the computational




COUPLED STEADY-STATE THERMOELASTIC ANALYSIS AND
MULTIMATERIAL TOPOLOGY OPTIMIZATION
In this work, high-fidelity multi-physics models are needed for topology optimization.
Towards this goal, the development of a coupled steady-state thermoelastic analy-
sis formulation for multimaterial topology optimization is described in this chapter.
First the design parametrization of topology optimization is illustrated. Then, the
steady-state coupled thermoelastic analysis is formulated to include the topology op-
timization design parametrization. Lastly, the adaptive mesh refinement heuristics
used is described and the resulting designs are presented.
Single and Multimaterial Parametrization
For general single-material topology optimization problems, the domain is discretized
into N elements that can either be void or solid, corresponding to design variable, xj,
of 0 or 1. However, instead of solving a combinatorial problem, the binary require-
ment on the design variable, xj, is relaxed, allowing it to lie continuously within the
range xj ∈ [ε, 1], where ε > 0 is a small but finite value that denotes the lower bound.
To obtain a nearly discrete design, a stiffness penalization is used. The penalization is
described by either the Solid Isotropic Material with Penalization (SIMP) approach [1]
or the Rational Approximation of Material Properties (RAMP) approach [129]. Fig-
ure 3.1 shows the effect of using penalization on the normalized and specific stiffness
of the domain. For both SIMP and RAMP schemes, the intermediate stiffness to mass
ratio is penalized relative to the design at the upper or lower bound, making such
designs less favorable compared to one that consists of mostly solid or void elements.
In both instances, the stiffness interpolation is a nonlinear convex function takes the
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(a) Normalized stiffness of element as a
function of design variables


















(b) Specific stiffness of element as a func-
tion of design variables
Figure 3.1: Illustration of the mechanism of penalization that creates a nearly discrete
design
form
Ej(x) = wj(x)E, (3.1)
where wj(x) is a weighting function, while the density interpolation is linear
ρj(x) = xjρ. (3.2)
Here x ∈ RN are the design variables, with N variables in total, E is the Young’s





for the SIMP method, where p is the SIMP exponent, and
wj(x) =
xj
1 + q(1− xj)
, (3.4)
for the RAMP method, where q is the RAMP parameter.
For this work, in order to achieve an efficient and consistent design representation
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(a) Analysis mesh (b) Design mesh (c) Interpolated design
variables
Figure 3.2: Illustration of the construction of the design parametrization. The anal-
ysis mesh is coarsened to create the design mesh. Design variables are defined at the
nodes. Density values are interpolated back to the elements on the analysis mesh.
between meshes with different levels of local refinement, a node-based parametriza-
tion [130], where the design field is evaluated on a coarsened copy of the analysis mesh,
is used. This node-based parametrization is well-suited for the geometric multigrid
solution strategies that are described in Section 2.1.1. Figure 3.2 illustrates the pro-
cess whereby the initial analysis mesh is coarsened, and the design density associated
with each element in the finer analysis mesh is interpolated from the coarse design
mesh [90]. This linear interpolation process is written as
ξ = Fx (3.5)
where x are the design variables on the coarser design mesh, ξ are the interpolated
design variables on the finer analysis mesh and F is the matrix that interpolates the
design variables across the coarser design mesh to the finer analysis mesh. Note that
a bilinear/trilinear interpolation is employed, so the rows of F satisfy a partition of
unity property. Using this parametrization, the stiffness for each element j in the









where κ0 = 10
−6 is a small constant term added to ensure that the stiffness matrix
is non-singular. The density of the element is also evaluated from the interpolated
variables
ρj(x) = ξρj.
Extending this parametrization to multimaterial design, each node in the design mesh
has M + 1 design variables, consisting of one topology optimization variable, x1,
associated with a void material, and M candidate material selection variables, xi,
for i = 2, . . . ,M + 1. For each node, the void or candidate material is selected if
xj = 1, while xi = 0 for i 6= j. After the interpolation step (3.5), each element
has M + 1 interpolated material values, corresponding to the interpolated topology
variable and candidate material selection variables. For the stiffness properties, a
DMO-type parametrization [19, 24] that takes the following form for each element in










where similar to the single material case, κ0 = 10
−6/M is a small constant term added
to ensure that the stiffness matrix is non-singular. The density of the element is also





Further details of this method can be found in [24]. To ensure a reasonable interpola-
tion of intermediate designs, DMO methods impose a partition of unity constraint on
the interpolated element variables, ξ, used in the stiffness interpolation (3.7). How-
ever, this constraint can be imposed directly on the nodal variables, due to the nature
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of the partition of unity interpolation, such that
M+1∑
i=1
xi = 1, (3.8)
for every node in the design mesh. Therefore, the partition of unity constraint (3.8)
results in many sparse, linear constraints: one for each node in the design mesh.
Note that the constraint (3.8), automatically imposes that each design variable will
be bounded from above by unity, so the upper design limit can be omitted.
Steady-state Coupled Thermoelastic Formulation
The expressions given in Section 3.1 are sufficient for problems with only static me-
chanical loads but insufficient with design-dependent thermal loading. A general
thermoelastic heat transfer formulation accounts for the interaction between the heat
transfer problem and the structural mechanics. for this work, temperature-dependent
material properties are not considered, so only a one-way coupling formulation is em-
ployed. The structural problem and heat transfer problem can each be represented by
a different PDE, which are then coupled through the strain due to thermal expansion.
The thermal and elastic problems are illustrated in Figure 3.3.
The governing equations for elasticity are given by
∇ · σ + b = 0, on Ω
u = ũ on ∂1Ω
σ · n = t on ∂2Ω,
(3.9)
where b is the body force, n is the unit normal to the surface ∂2Ω, t is the traction
applied to ∂2Ω and ũ is the prescribed displacement on ∂1Ω. For this work, the body














(b) Domain under thermal loads and
boundary conditions
Figure 3.3: A general domain under combined structural and thermal loading
relationship
σ = D · (∇su−αθ),
where ε = ∇su = 12(∇u +∇Tu) is the strain, and α are the thermal coefficients of
expansion, and D is the constitutive tensor.
The governing differential equation for the heat transfer problem, derived from
the first law of thermodynamics (3.10) is
∇ · (κ∇ · θ) + Q = 0, on Ω
θ = θ̃ on ∂1Ω
(κ∇ · θ) · n = q on ∂2Ω,
(3.10)
where κ is the thermal conductivity of the material, Q is the volumetric heating
source, n is the unit normal to the surface ∂2Ω, q is the heat flux at the surface and θ̃ is
the prescribed change in temperature θ on ∂1Ω. Both (3.9) and (3.10) must be solved
simultaneously to obtain both the displacement u and the change in temperature θ
for the domain [131]. For a steady-state problem, both equations can be simplified
to one-way coupling between the heat transfer equations and the equations of linear
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elasticity. With no general analytical solution available, it is necessary to introduce
the finite element form of these equations as well as the concept of generalized thermal
stress coefficient (GTSC) in as originally described in Gao and Zhang [132] and Gao,
Xu, and Zhang [25].
Assuming that the thermal expansion coefficient of the material α(x) is indepen-
dent of temperature and the domain is in a steady-state temperature field, the effects
of design-dependent thermal load can be written as
K(x)u = fm + f th(x) (3.11)
where u are the structural displacements, fm are the externally applied mechanical
loads and f th(x) are the design-dependent thermal loads. For each element, j, the







where Ωj denotes the element domain and Bj is the element-wise strain-displacement
matrix that is independent of design variable xj. The element-wise constitutive ma-
trix, Dj, takes the form of (3.6) for single material or (3.7) for multimaterial. The
thermal strain, εthj , is defined as
εthj = αj(x)(θj)φ
T, (3.13)
where θj is the change in temperature of the j-th element with respect to a reference
temperature. The vector φ is defined as φ = [ 1 1 1 0 0 0 ], for 3D problems, and
φ = [ 1 1 0 ], for 2D problems.
Using the definition of the thermal strain (3.13), the thermal load expression (3.12)
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yields





where the assumption is that the penalized stiffness, coefficient of thermal expansion
and temperature are constant over each element. Since only the product Dj(x)αj(x)
in Equation (3.14) depends on the design variables, the thermal stress coefficient
(TSC), for single material design, or the generalized thermal stress coefficient (GTSC),
for multimaterial design can be defined as
βj(x) = Dj(x)αj(x), (3.15)
and βj(x) can be treated as an inherent material property. To solve a problem where
the thermal loading is nonuniform in the domain, the formulation (3.11) is insufficient
and requires solution to the heat transfer problem as well. The coupled thermoelastic
heat transfer problem exhibits a one-way coupling between the heat transfer equations










Here, K(x) is the stiffness matrix associated with the structural problem, H(x) is
the thermal conductivity matrix associated with the heat transfer problem, and L(x)
is the thermoelastic coupling matrix that accounts for the body-forces produced by
the temperature-induced volumetric change. The right-hand-side of (3.16) consists of
the loads associated with the structural problem, f , and the heat transfer problem,
q, respectively.
For a complete parametrization of this coupled system for topology optimization,
additional material parameters must be defined as a function of the element material
selection variables in an analogous manner to the stiffness interpolation (3.6) or (3.7).
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These additional parameters consist of the heat conductivity coefficient λ(x), the
coefficient of thermal expansion, α(x) which consequently form the GTSC denoted
as β(x). A DMO-type interpolation, as employed in the previous works [84], are
used for each of these coefficients, denoting the penalties in these cases as qλ and
qβ, respectively. Using these additional material property interpolations, the thermal







where Bth defines the relationship between the change in temperature, θ and the
spatial gradient of the change in temperature. Lastly, the coupling matrix L(x) in





where N are the shape functions and L(x) incorporates the design-dependent ther-
mal load. When the change in temperature field is uniform, the coupled system of
equations can be simplified to give
K(x)u = f − L(x) θ. (3.17)
where f th(x) = −L(x) θ as shown in (3.11). Similar to the structural problem where
there are tractions and body forces, the corresponding loads in the heat transfer
problem are heat flow and heat sink/source.
Stress Recovery and Constraint Evaluation
Part of this work includes imposing stress constraints on coupled thermoelastic prob-
lems with multiple materials. To develop these stress constraints, unlike the case of
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single material, an equivalent stress for each material selection in each element has
to be formulated. This equivalent stress is then used to evaluate a failure criteria for
each material, which is subsequently used to evaluate an element-wise failure index.
To make the stress-constrained problem computationally tractable, the element-wise
failure index is aggregated into a single global stress constraint using a Kreisselmeier–
Steinhauser (KS) functional.
For a single material, the local stress can be written as
σ = D (B u− αφN θ) (3.18)
where D and α are the constitutive matrix and the coefficient of thermal expansion,
respectively for a single material. Note that the displacement vector depends implic-
itly on the design variables through the governing equations. To incorporate stress
constraints into a multimaterial thermoelastic design problem, this expression for the
stress (3.18) is used for each material to obtain the solid stress
σi = Di (B u− αi φN θ) . (3.19)
Note that this expression uses the material constitutive matrix, Di and thermal coeffi-
cient of expansion, αi, without penalization. To compute whether the i-th candidate
material has failed, a failure criterion for each candidate is evaluated, written as
Fi(σi), where a value of Fi(σi) > 1 would indicate material failure if ξi+1 = 1. In this
work, the von-Mises failure criterion is used for all materials. To combine these failure





where wi(x) are design-dependent stress-relaxation weights. These design-dependent
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weighting functions are similar to other stress relaxation functions used for failure
evaluation in the context of topology optimization [75, 23, 133]. For this work, I use
an interpolation that follows Le, Norato, Bruns, Ha, and Tortorelli [133], with
wi(x) =
ξi+1
ε(1− ξi+1) + ξi+1
,
where ε takes the value of 0.2.
Using a global stress aggregation technique,the element-wise failure index from all
elements in the mesh can be condensed into a single function. The continuous form of
the Kreisselmeier-Steinhauser (KS) aggregation, as described by Kennedy and Hicken
[134], is used and formulated as









where m , maxF (x,u) is the maximum value of the equivalent failure index over the
entire domain. While the continuous form of the KS aggregation is non conservative,
it is preferred over the discrete form of the KS aggregation since it exhibits mesh-
independent convergence properties. This property is especially important when the
aggregation technique is used in conjunction with adaptive mesh refinement where it
is desirable for the aggregation to be consistent across adaptively refined mesh.
Sensitivity Evaluation
To utilize gradient-based optimization techniques, the sensitivity of the functions must
be evaluated efficiently. For the work shown here, the adjoint method is used. For ease
of derivation, the coupled thermoelastic heat transfer problem (3.16) is represented
by
A(x)v = b, (3.20)
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The Lagrangian can be formed as follows:
L(x,λ) = f(x) + λT [A(x)v − b] , (3.21)














































Substituting the adjoint vector λ into (3.22), the total derivative of f(x) with respect



















Adaptive Mesh Refinement Heuristic
As discussed in Section 1.2, there are different adaptive mesh refinement indicators
that have been employed for topology optimization such feature-based methods [55],
solution-based methods [61], and functional output-based methods [64]. For this work,
feature-based refinement is demonstrated. In the feature-based adaptive refinement
approach, elements are refined or coarsened based on the optimized material distri-
bution. Here I use a simple heuristic where the mesh is refined in locations where
the optimizer has placed material, and coarsened in locations where the optimizer
has allocated the void material. This is applicable to both single material and mul-
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timaterial design problems, with slight differences in variable convention. For single
material design, the parameter xrl defines the lower limit on the solid material, below
which the elements are coarsened ξ ≤ xrl. The parameter xru defines a upper limit
on the solid material, above which the element is refined. For single-material design,
I use values of xrl = 0.05 and xru = 0.25, unless stated otherwise. For multimate-
rial design, the parameters are now defined for the void material selection variable
ξ1, which has an reciprocal relationship with the solid parameter for single material
design. xrl defines an upper limit on the void material, above which elements with
void material selection variables are coarsened whenever ξ1 ≥ xrl, while xru defines
a lower limit on the void material, below which the element is refined. For multima-
terial design, the values of xrl and xru are chosen to be xrl = 0.95 and xru = 0.75
respectively, unless stated otherwise. The value of xrl is chosen such that there is
almost no solid material in the region where the mesh is coarsened and the value of
xru is chosen so that it refines the mesh in areas where there is either intermediate or
converged material. After the mesh adaptation step is invoked, the design on the new
mesh is interpolated from the previously optimized design using TMR. The overall
feature-based adaptive refinement heuristics used in this work shown in Algorithm 3.
Algorithm 3 Topology optimization with adaptive mesh refinement
1: Input: CAD geometry; initial mesh spacing
2: Generate initial analysis and design meshes in TMR
3: Optimize to obtain initial topology
4: while Termination criterion not satisfied do
5: Identify elements to coarsen with filtered density
6: Identify elements to refine with filtered density
7: Regenerate the mesh in TMR based on updated refinement
8: Interpolate design variables onto the new mesh




Two different types of topology optimization problems are tackled in this work: mass-
constrained compliance-minimization, and stress-constrained mass-minimization for
both single and multimaterial design. The mass-constrained, compliance-minimization




such that x ≥ 0
Awx = e
c(x) = mfixed −m(x) ≥ 0
governed by K(x)u = f − L(x) θ
(3.24)
where x are the design variables, f(x) is the compliance of the structure, u are the
displacement state variables, f is the force vector, and Awx = e is the partition of
unity constraint (3.8) that is included for multimaterial design. The stress-constrained




such that x ≥ 0
Awx = e
cKS(x,u; ρKS) ≤ cu
governed by K(x)u = f − L(x) θ
(3.25)
where m(x) is the mass of the structure, u are the displacement state variables, and
x are the design variables. The stress constraint cKS(x,u; ρKS) is as described in the
previous section and cu is the upper bound on the ratio of the KS value and the failure
stress. In this work, the methods employed are presented in [134] and [135].
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The results obtained in subsequent sections were run on a dedicated cluster within
the Partnership for an Advanced Computing Environment (PACE) at the Georgia
Institute of Technology. The cluster has 20, 2.50GHz Intel Xeon CPU E5-2680-v3
compute nodes. Each node has 24 processor cores with a total of 128 GB of RAM
per node.
2D Thermoelastic Single Material Topology Optimization Results
In this section, common benchmark problems that have been used in other works
for thermoelastic topology optimization are illustrated and the corresponding re-
sults obtained from using adaptive mesh refinement are presented. While it is noted
in Section 1.3 that the stress-based objective produces more realistic design, both
the compliance-based and stress-based designs are obtained using adaptive mesh re-
finement to compare against other authors work in the literature. For both design
problems, identical initial mesh sizes are used. To illustrate the difference in the
structural layout for the two problems with the same mass, results from the stress-
constrained mass-minimization problem are used as the corresponding mass for the
mass-constrained compliance-minimization problem. In these results, penalization
parameters are set to values of qD = 8.0, qλ = 0.0, and qβ = 8.0, respectively.
The bi-clamped beam problem shown in Figure 3.4 was first introduced for ther-
moelastic topology optimization by Rodrigues and Fernandes [65]. For this problem,
the plate is taken to be 1 cm thick, clamped at both ends with a value of L = 0.04 m.
The load P is modeled as a traction with magnitude 300 MPa, along a 5 mm edge
which has its two endpoints equidistant from the midpoint of the lower edge. This is
so that stress concentration is minimized. The uniform change in temperature field
θ is set at 15°C. The material chosen for this problem is 4340 steel and its properties
are listed in Table 3.1.






Figure 3.4: Bi-clamped domain with load P and uniform change in temperature field
Table 3.1: Material properties of 4340 Steel
Material Property Value
E (GPa) 210.0
Poisson’s ratio ν 0.3
Yield strength (MPa) 400.0
Coefficient of Thermal Expansion α (10−6/°C) 11.0
Thermal Conductivity (W/(m°C)) 44.5
of 1408 elements. A uniform initial design variable is set at x = 0.95, and adaptive
mesh refinement is carried out once after the design converged on the initial mesh. For
the compliance-minimization problem, the volume constraint is set at 20%, which is
the volume obtained from stress-constrained mass-minimization problem. Figure 3.5
shows the resulting design with solid denoted in red and void in blue.
From Figures 3.5e and 3.5b, similar to previous work [75], compliance-based and
stress-based designs produced vastly different layout even for the same mass, with
the compliance-based design having more of the structure sustaining compression
compared to the stress-based design. Also, note that with adaptive mesh refine-
ment, designs with smoother boundaries and minimal intermediate densities are ob-
tained. Figure 3.6 compares the difference in structural layout with and without
thermal loading. It is observed that the compliance-based and stress-based designs
with only mechanical loads do not exhibit the drastic differences that is evident with
the compliance-based and stress-based designs that has combined mechanical and
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(a) Stress-based before AMR (b) Stress-based after AMR (c) Final stress-based mesh
(d) Compliance before AMR (e) Compliance after AMR (f) Final compliance mesh
Figure 3.5: Comparison of compliance-based and stress-based bi-clamped plate de-
signs with adaptive mesh refinement. The first stress based result has a volume of
m = 0.22, and the final stress-based design has a volume of m = 0.2. The first
compliance-based design has a compliance of c = 1.95, and a final compliance of c =
1.46. The final stress-based mesh has 2878 elements, while the final compliance-based
mesh has 2740 elements.
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(a) Compliance design with
mechanical and thermal
loads
(b) Stress-based design with
mechanical and thermal
loads
Figure 3.6: Comparison between designs with only mechanical loads and combined





Figure 3.7: L-bracket domain subjected to traction loading
thermal loading.
The L-bracket problem shown in Figure 3.7 is a common topology optimiza-
tion benchmark problem. Previous thermoelastic topology optimization results were
shown in [75]. Similar to before, both compliance minimization and stress minimiza-
tion problems are investigated. The L-bracket domain is clamped at one end and
loaded at the other, with a total load denoted by P, which is modeled as a traction.
The load P is applied as a 30 MPa traction along 5 mm of the end of the upper edge.
The value of L is 0.2 m and the uniform change in temperature field θ is 10°C. The
domain is 1 mm thick and the material chosen for this problem is 7075-T6 Aluminum
and its properties are listed in Table 3.2. The domain is discretized in an unstruc-
tured manner, creating an initial mesh with 6736 elements. The design optimization
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Table 3.2: Material properties of 7075-T6 Aluminum
Material Property Value
E (GPa) 70.0
Poisson’s ratio ν 0.33
Yield strength (MPa) 275.0
Coefficient of Thermal Expansion α (10−6/°C) 23.5
Thermal Conductivity (W/(m°C)) 130.0
is started from a uniform point with x = 0.95. Adaptive mesh refinement is used
once after the design converged on the initial mesh or after 500 optimization itera-
tions. For the compliance-minimization problem, the volume constraint is restricted
to 28.7%, which is the volume obtained from stress-constrained mass-minimization
problem. Figure 3.8 shows the resulting design with solid denoted in red and void in
blue.
Figures 3.8f and 3.8c show the mesh after one cycle of adaptive mesh refinement,
which increases the number of elements to 11 839 and 12 328, respectively. Similar
to the previous example, adaptive mesh refinement makes the boundary smoother
and improves upon the objective function of the design at reduced computational
cost. From Figures 3.8e and 3.8b, for the compliance-based design, the optimizer
favored towards placing material along the reentry corner to maximize the stiffness of
the structural layout whereas for the stress-based design, the optimizer avoided the
reentry corner to avoid stress concentration, a trend that is well studied [133].
The third 2D example investigated is the form of the cantilever beam subjected
to a point load as shown in Figure 3.9. For this problem, the plate is taken to be 1 cm
thick, clamped at one end and loaded with point load P set at 5 kN. L is given to
be 0.1 m and the uniform change in temperature field θ is set at 10°C. The material
chosen for this problem is 4340 steel and its properties are listed in Table 3.1. The
domain is discretized with an initial mesh size of 96 by 32 elements. A uniform initial
design variable x = 0.95 is used, and adaptive mesh refinement is employed once after
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(a) Stress-based before AMR (b) Stress-based after AMR (c) Final stress-based mesh
(d) Compliance before AMR (e) Compliance after AMR (f) Final compliance mesh
Figure 3.8: Comparison of compliance-based and stress-based L-bracket designs with
adaptive mesh refinement. The first stress based result has a volume of m = 0.292,
and the final stress-based design has a volume of m = 0.287. The first compliance-
based design has a compliance of c = 0.646, and a final compliance of c = 0.548. The
final stress-based mesh has 12 328 elements, while the final compliance-based mesh





Figure 3.9: Cantilever beam with load P and uniform change in temperature field
(a) Stress-based before AMR (b) Stress-based after AMR (c) Final stress-based mesh
(d) Compliance before AMR (e) Compliance after AMR (f) Final compliance mesh
Figure 3.10: Comparison of compliance-based and stress-based cantilever beam de-
signs with adaptive mesh refinement. The first stress based result has a volume of
m = 0.262, and the final stress-based design has a volume of m = 0.237. The first
compliance-based design has a compliance of c = 10.514, and a final compliance of c
= 7.897. The final stress-based mesh has 5946 elements, while the final compliance-
based mesh has 8169 elements.
the design converged on the initial mesh, or after a maximum of 250 optimization
iterations. For the compliance-minimization problem, the volume constraint is set
at 23.6%, which is the volume obtained from stress-constrained mass-minimization
problem.
From Figures 3.10e, the compliance-based design with combined mechanical and
thermal load is nonsymmetric whereas a compliance-based design with only mechani-
cal load is symmetric. However, the design with thermal loads are created with more
members under compression while the design with only mechanical loads has identi-
cal number of members under compression and tension. Another point to note, on
the initial uniform mesh, both the compliance-based and stress-based designs pro-






Figure 3.11: Bi-clamped domain with load P and nonuniform change in temperature
field
are suppressed. Compliance-based design favored formation of slender members that
are under compression while stress-based designs preferred the formation of holes to
alleviate stress concentrations on an otherwise sharp corner.
This last 2D example showcase the capability of the current analysis where heat
transfer component comes into play. The domain investigated, as shown in Fig-
ure 3.11, is similar to that bi-clamped plate domain, albeit with some changes. For
this problem, only compliance-minimization, mass-constrained is carried out for the
purpose of demonstration. For this problem, the plate is taken to be 1 cm thick,
clamped at both ends and L is 0.04 m. The load Fm is modeled as a traction with
magnitude 300 MPa, along a 5 mm edge which has its two endpoints equidistant from
the midpoint of the lower edge. This is so that stress concentration is minimized.
The nonuniform temperature change is due to the heat flux Qth acting on the top
and bottom edges as well as the two ends that are insulated such that θ = 0. The
magnitude of Qth is 3000 Wm−1. The material chosen for this problem is 4340 steel
and its properties are listed in Table 3.1.
The domain is discretized into an initial mesh size of 88 by 64 elements, a total
of 5632 elements and setting an uniform initial design variable of x = 0.95. Adaptive
mesh refinement is carried out once after the design converged on the initial mesh.
A series of compliance-minimization designs with different mass constraints and their
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temperature distributions are shown in Figure 3.12.
For different volume fraction constraint, the compliance-based designs produced
are quite varied as it retains few identifiable features across volume fraction con-
straints. With this demonstration, other types of topology optimization objective
can be explored such as the minimization of thermal compliance.
2D Thermoelastic Multimaterial Topology Optimization Results
In this section, results for multimaterial thermoelastic topology optimization are dis-
cussed. Design problems used in Section 3.4.1 are also used for multimaterial design.
Similar to before, both compliance-based and stress-based designs are obtained us-
ing adaptive mesh refinement to compare against previous results [25]. Identical
initial mesh sizes are used for both problems. To illustrate the difference in the
structural layout for the two problems for the same mass, results from the stress-
constrained mass-minimization problem are used as the corresponding mass for the
mass-constrained compliance-minimization problem. Penalization parameters are set
to values of qD = 8.0, qλ = 0.0, and qβ = 8.0, respectively. Two candidate materials,
which were used in Gao, Xu, and Zhang [25], are used for results presented in this
section and their properties are listed in Table 3.3. The two candidate materials are
TC4, a low cost titanium alloy, and 18Mn2CrMoBA, a high-strength aviation steel.
For simplicity of discussion, they are labeled M1 and M2 respectively. As detailed
in [25], due to the presence of significant thermal load, the final optimal design will in-
clude both materials. While M2 is stiffer than M1 due to its larger Young’s Modulus,
it also has a larger value of GTSC, given by Eα/1− 2ν, indicating that M2 undergoes
higher thermal loading for the same θ compared to M1. Therefore, depending on the
influence of the thermal loading, the proportion of material in the final design can
change.
The first problem examined here is the bi-clamped plate problem shown in Fig-
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(a) Compliance-based with volume frac-
tion of 35%
(b) Temperature distribution with
θmax = 6.6°C and θmin = −4.0°C
(c) Compliance-based with volume frac-
tion of 45%
(d) Temperature distribution with
θmax = 4.9°C and θmin = −6.0°C
(e) Compliance-based with volume frac-
tion of 55%
(f) Temperature distribution with θmax =
3.7°C and θmin = −4.0°C
Figure 3.12: Comparison of compliance-based designs with varying volume fraction
using adaptive mesh refinement.
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Table 3.3: Candidate material properties used in 2D multimaterial topology opti-
mization
Material Property M1 M2
E (GPa) 105 190
Density (kg/m3) 4440 7850
Poisson’s ratio ν 0.34 0.28
Yield strength (MPa) 880 350
Coefficient of Thermal Expansion α (10−6/°C) 9.1 12.4
Thermal Conductivity (W/(m°C)) 8.7 35.38
GTSC β (MPa/°C) 2.986 5.355
ure 3.4. Multimaterial results were shown by Gao, Xu, and Zhang [25]. For this
problem, the plate is taken to be 1 cm thick, clamped at both ends and L is 0.04 m.
The load P is modeled as a traction with magnitude 260 MPa, along a 5 mm edge
which has its two endpoints equidistant from the midpoint of the lower edge. This
loading alleviates a stress concentration that would arise if a point-load were applied.
The uniform change in temperature field θ is 25°C. The domain is discretized with
an initial mesh size of 88× 64 elements with a total mesh size of 5632 elements. The
two material design variables for all elements are set at xi = 0.45, topology design
variable t = 0.9. One cycle of adaptive mesh refinement is applied after the design
converges on the initial mesh. An element is refined if the topology variable is less
than the value of xru = 0.9 and is coarsened if the topology variable is greater than
xrl = 0.95. The mass-constrained, compliance-minimization problem is subjected to
a fixed normalized mass constraint of mfixed = 0.2624, which is the ratio of mass
obtained from mass-minimization, stress-constrained problem to the product of the
average density of M1 and M2 with the volume of the domain. Figure 3.13 shows the
resulting design with M1 denoted in red, M2 denoted in purple, and void in blue.
Figure 3.13, shows that the compliance-based and stress-based designs exhibit
markedly different topologies, even for the same mass. Unlike in the case of single ma-
terial stress-constrained mass-minimization, which is essentially volume-minimization,
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(a) Stress-based before AMR (b) Stress-based after AMR (c) Final stress-based mesh
(d) Compliance before AMR (e) Compliance after AMR (f) Final compliance mesh
Figure 3.13: Comparison between the stress-based and compliance-based bi-clamped
plate multimaterial designs with adaptive mesh refinement. The first stress based
result has a mass of m = 0.3347, and the final stress-based design has a normalized
mass of m = 0.2624. The first compliance-based design has a compliance of c = 1.134,
and a final compliance of c = 1.013. The final stress-based mesh has 10 246 elements,
while the final compliance-based mesh has 10 372 elements.
multi-material stress-constrained mass-minimization provides more design freedom to
the optimizer. For compliance-based design compression is favored to act against the
thermal expansion. The optimizer therefore places more of the structure under com-
pression, and the results follow those shown by by Gao, Xu, and Zhang [25]. On
the other hand, members under compression create thermal stresses, thus they are
disfavored and are slender in the final stress-based design. Also, two truss-like tension
members were formed in the design to alleviate thermal stress. With feature-based
adaptive mesh refinement, the adaptively refined mesh of Figures 3.13e and 3.13b
are centered around the structural layout where additional elements are added to the
existing material feature and removed from voids. The resulting mesh produced a de-
sign with higher resolution features, especially in stress-constrained design as shown
by the differences in Figures 3.13b and 3.13c. The objective values of the compliance-
based and stress-based designs also improved with adaptive mesh refinement, with a
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Volume fraction of
Figure 3.14: Effects on the final stress-based design with varying minimum volume
requirement on M1.
reduction of 10.7% in compliance and 19.6% in mass respectively.
Figure 3.13 shows that the presence of M1 is minimal in the stress-based design. In
order to have a better understanding of the presence of M1 on the final design as well
as investigating the robustness of the framework, a series of mass-minimization, stress-
constrained optimization problems with different minimum volume fraction on M1 are
carried out. The resulting designs and its corresponding mass is shown in Figure 3.14.
Figure 3.14 shown that, with some exceptions, a general trend of increasing mass
as the minimum volume requirement on M1 increased as expected. There are two
local minima designs, one of which is the design shown in Figure 3.13, which has
no minimum volume fraction requirement on M1 as well as the design with a 5%
minimum volume requirement. Beyond the 5% design, the mass of the 6%, 7%, 18%
and 19% designs dropped significantly, which can be attributed to the M1 structure
in the final design not fully converging, giving us a lower mass. As the minimum
volume requirement on M1 increased from 8% to 15%, the variation in the design
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remains consistent as the optimizer added to more material to the existing structure.
For the designs with 16% to 19% minimum volume requirement on M1, additional
M1 trusses are formed as well as a significant reduction in the volume of M2 material
in the final design.
The second design problem is the L-bracket problem shown in Figure 3.7. Sim-
ilar to before, both compliance minimization as well as stress-constrained mass-
minimization problems are examined. The L-bracket is clamped at the top left and
loaded at the upper right, denoted by P, which is modeled as a traction. The load
P is applied as a 62.5 MPa traction along 5 mm of the end of the edge, the value of
L is 0.1 m, and the uniform change in temperature field θ is 10°C. The domain is
modeled to be of unit thickness and the candidate materials are shown in Table 3.3.
The domain is discretized into an initial mesh size of 6736 elements, with the two
material design variables for all elements are set at xi = 0.45, topology design variable
t = 0.9 and adaptive mesh refinement is carried out once after the design converged
on the initial mesh. The mass-constrained compliance-minimization problem is sub-
jected to a fixed normalized mass constraint of mfixed = 0.4043, which is the ratio
of mass obtained from stress-constrained mass-minimization problem to the product
of the average densities of M1 and M2 with the volume of the domain. Adaptive
mesh refinement is carried out once on the initial mesh using refinement criterion of
xru = 0.9 and xrl = 0.95. Figure 3.15 shows the resulting design with M1 denoted
in red, M2 denoted in purple, and void in blue. Similar to the previous example,
Figure 3.15 shows that compliance-based and stress-based designs produced vastly
different topologies for the same mass. For compliance-based design, the optimizer
preferred the stiffer M2 along the re-entry corner and the edge of the traction applica-
tion to sustain the bending moment for improved compliance. On the other hand, for
the stress-based design, the optimizer seeks to avoid the re-entry corner to minimize
stress concentration. Also, the optimizer placed more of M1, which has the higher
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(a) Stress-based before AMR (b) Stress-based after AMR (c) Final stress-based mesh
(d) Compliance before AMR (e) Compliance after AMR (f) Final compliance mesh
Figure 3.15: Comparison of stress-based and compliance-based L-bracket multimate-
rial designs with adaptive mesh refinement. The first stress based result has a mass
of m = 0.5162, and the final stress-based design has a mass of m = 0.4043. The
first compliance-based design has a compliance of c = 0.1729, and a final compli-
ance of c = 0.1517. The final stress-based mesh has 18 193 elements, while the final
compliance-based mesh has 15 685 elements.
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Table 3.4: Candidate isotropic material properties.
Material Property M1 M2
Young’s Modulus E (GPa) 70 35
Density ρ (kg/m3) 2600 1300
Poisson’s ratio ν 0.3 0.3
Table 3.5: Orthotropic material properties.
Material Properties M3
Young’s Modulus Exx (GPa) 70
Young’s Modulus Eyy, Ezz (GPa) 23.3
Shear Modulus Gyz (GPa) 10
Density ρ (kg/m3) 2600
Poisson’s ratio νxy, νxz, νyz 0.3
yield stress, along the corner as a form of buffer to M2. As with before, the adaptively
refined mesh produced a design with smoother structural boundary and higher resolu-
tion features in the stress-based design. The objective values of the compliance-based
and stress-based designs also improved significantly using adaptive mesh refinement,
with a reduction of 12.3% in compliance and 21.7% in mass respectively.
3D Multimaterial Topology Optimization Results
Three different 3D design problems are investigated to demonstrate the capability
of the framework for large-scale topology optimization: a cantilever, an orthogonal
bracket, and an orthotropic box. The first two problems investigated are isotropic
material selection problems where there are two candidate materials, while the third
problem involves the selection of the principal direction of an orthotropic material
with 13 candidate orientations. For the isotropic cases, the two candidate material
properties are listed in Table 3.4, while the material properties for the orthotropic
material are listed in Table 3.5.
The first isotropic example is a cantilever beam of overall length L shown in







Figure 3.16: Dimensions for the cantilever beam problem.
A traction is applied in the vertical direction throughout the hole. In this work, the
value of L is 1 m and the magnitude of the applied traction is 5.8 MPa. The mass is
fixed at 0.2ρaverageV , where V is the volume of the domain and ρaverage is the average
density of the candidate materials used.
For this problem, an external planar mesh, generated in NX [136], is imported into
TMR which is used to generate the hexahedral mesh. Three different meshes are used
for this study: a medium adaptive mesh, a fine adaptive mesh, and an ultra fine fixed
mesh case. The initial mesh for the medium adaptive case has 5.14 million hexahedral
elements, 5.27 million nodes, and 2.02 million design variables. After the adaptive
refinement step, the final mesh contains 11.3 million elements, 11.0 million nodes,
and 4.59 million design variables. The initial mesh for the second adaptive case has
41.1 million elements, 41.6 million nodes, and 15.8 million design variables. After the
adaptive refinement step, the final mesh contains 81.8 million elements, 80.3 million
nodes and 31.8 million design variables. The fixed mesh without adaptive refinement
has 329 million elements, 331 million nodes, and 125 million design variables. For
the ultra fine problem, multigrid-preconditioned GMRES(50) with a maximum of five
restarts is employed to solve the governing equations [109] to save memory. The final
design for each case is shown in Figure 3.17. Figure 3.17 shows the resulting designs
for the three cases with M1 denoted in orange and M2 denoted in gray. For all three
cases, the optimizer produced a multi-section beam design with a large central web
and two thinner outer webs arranged symmetrically about the center line of the beam.
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(a) View from the root (b) View from the root (c) View from the root
(d) View from the front (e) View from the front (f) View from the front
(g) View from the side (h) View from the side (i) View from the side
(j) View from the top (k) View from the top (l) View from the top
Figure 3.17: Final design of the beam from the three cases with M1 denoted in orange
and M2 denoted in gray. From left, center to right are the medium resolution case,
the fine resolution, and the ultra-fine resolution.
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The stiffer M1 material extends from the cantilever root along the top and bottom
of the structure, increasing its bending stiffness. The softer and lighter M2 material
forms the shear webs of the beam, connecting the stiffer M1 material at the top and
bottom of the structure and also forms the structure surrounding the load application
point. There is a slight difference in the distribution of M1 at the cantilever root for
the medium case compared to the fine and ultra-fine case. As the resolution of the
initial mesh becomes finer, the design at the front of the structure towards the load
application point becomes more intricate and slender. The meshes for the medium
and fine design cases do not have the resolution to form the structure as shown in the
ultra-fine case.
Figure 3.18 shows the convergence of the three cases as a function of iteration
history. The compliance value shown is normalized by the initial compliance of the
medium resolution design. For an accurate comparison, the final adaptive mesh re-
finement design is projected onto the uniformly fine mesh for compliance evaluation
and found that the effect of the mesh, especially at this resolution, on the compliance
is in the order of 0.1%. For the medium resolution case, the problem is solved using
96 processors, requiring 1000 optimization iterations over 30.7 hours. For the fine
resolution case, the problem is solved using 456 processors, requiring 1000 optimiza-
tion iterations over 49.2 hours. For the ultra-fine case, the problem is solved using
456 processors, requiring 500 optimization iterations over 77.0 hours. To compare
the computational effort for each case, the CPU days, which is the product of the
number of processors with the optimization wall time, is used as the benchmark. The
convergence history of the compliance of these three cases are plotted as a function of
its CPU days as shown in Figure 3.18c. A summary of the optimization outcome for
the three cases are in Table 3.6. From Figure 3.18a, I observed that there are some
slight differences in the normalized compliance of the three different designs. These
differences are illustrated in a close-up as shown in Figure 3.18b and summarized
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(a) Compliance convergence history for
the beam cases.
(b) Zoom view for the compliance conver-
gence history for the beam cases.
(c) Compliance convergence for the beam cases as a function of CPU days
Figure 3.18: Convergence history of the beam design for the three resolution cases.
Table 3.6: Summary of optimization outcomes for each design case.
Optimization Outcome Medium Fine Ultra-fine
Normalized Compliance 0.295 0.268 0.263
CPU Cores 96 456 456
Walltime (h) 30.7 49.2 77.0
Elements in initial mesh (million) 5.14 41.1 329
Elements in adaptively refined mesh (million) 11.3 81.8 -
Relative resolution of final design (10−3) 3.06 1.53 1.53













Figure 3.19: Orthogonal bracket problem domain
in Table 3.6. The compliance of the medium resolution case is 10.8% larger when
compared to the ultra-fine resolution case while the compliance of the fine resolution
design is 1.86% larger when compared to the ultra-fine resolution case. This is not
surprising when accounting for the larger difference in distribution of the materials
in the medium resolution design with the ultra-fine resolution design as compared to
the fine and ultra-fine resolution designs, given that the medium resolution design
has fewer design freedom for the optimizer. Figure 3.18c illustrated the advantage
of the adaptive mesh refinement approach over the fixed mesh. Note that to obtain
the ultra-fine resolution design, it took 1463.2 CPU days whereas to obtain the fine
resolution design, which has identical relative resolution compared to the ultra-fine
resolution design, took only 934.4 days, signifying an improvement of 36.1% in com-
putational resources used and only 1.86% different in terms of compliance. Lastly,
the medium resolution design took only 122.7 CPU days while having a final relative
resolution twice that of the fine and ultra-fine resolution designs, a difference of 91.6%
in terms of computational resources used. For all three designs, the mass constraint
is satisfied to machine precision.
The second problem investigated is the orthogonal bracket. The geometry of the
orthogonal bracket is shown in Figure 3.19. It consists of 3 identical orthogonal beam
68
(a) Isometric view of design (b) Side view of design
(c) Front view of design (d) Top view of design
Figure 3.20: Final design of the orthogonal bracket with M1 denoted in orange and
M2 denoted in gray.
members of length L, each with a cylindrical holes cut 0.15L from the free ends of
each member. Hole A at the top of the vertical member is completely clamped, and
traction loads of magnitude 3.2 MPa are applied to holes B and C. The loads on B
and C create a bending moment in each of the horizontal members, and a combined
bending and torsional load in the vertical member. Here, the length L shown in the
diagram below is 1.0 m. The mass constraint of the compliance-minimization problem
is fixed at 0.2ρaverageV , where V is the volume of the domain and ρaverage is the average
density of the candidate materials used.
The mesh used in this study has 77.0 million elements, 77.9 million nodes, and 29.5
million design variables. No adaptive mesh refinement is used for this problem. The
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optimization took 58 hours on 192 processors over 500 iterations. For this problem, 5
multigrid levels are used. Figure 3.20 shows the resulting design with M1 denoted in
orange and M2 denoted in gray. Note that the stiffer material M1 is placed primarily
along the vertical member and the re-entrant corner to counteract the combined
bending and torsional loads. Along the horizontal members where the primary loading
is due to bending, M2, which is lighter and less stiff, is used to minimize the deflection
as well as satisfy the mass constraint. Figure 3.21 shows the convergence of the
optimization and the overall design history with the compliance value normalized
by its initial value. The normalized compliance rapidly decreases over the first 50
iterations, while the mass constraint violation initially exceeds 50%. From iteration
100 to 330, significant changes in the design occurred mainly along the horizontal
members, with more truss-like members forming as the optimizer seeks to reduce the
mass of the design to satisfy the constraint.
Figure 3.22 shows detailed designs at design iterations: 150, 300, and 400, respec-
tively. Figure 3.22a and 3.22b, show where more truss members started to form. From
iteration 330 to 500, with the constraint satisfied, the optimizer created designs with
intricate trusses, as shown in Figure 3.22c. Note that without this mesh resolution,
the optimizer would not have been able to form them.
For the last example, the design problem involves the placement and orientation
of an orthotropic material within a rectangular domain. The multimaterial design
in this case requires the optimizer to choose the alignment of the material along the
different possible directions. Figure 3.23 shows the 13 possible directions for each
element. The orthotropic properties of the material are listed in Table 3.5.
The rectangular design domain is shown in Figure 3.24. The bottom 4 corners
of the domain are pinned and a traction load is applied on the bottom of the box
over a small square section, with area 0.125L2, centered on the bottom surface. The
dimension L is 0.1 m and the traction load applied is 60 kPa. Since the problem is
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Figure 3.21: Orthogonal bracket convergence and design history
(a) Design at 150-th itera-
tion
(b) Design at 300-th itera-
tion
(c) Design at 400-th itera-
tion













Figure 3.24: Schematic of orthotropic domain problem
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symmetric, symmetry is imposed and carry out design only a quarter of the domain.
The initial mesh has 1.57 million hexahedral elements, 1.61 million nodes, and 2.90
million design variables. The mass constraint is fixed at 15% mass fraction. One
cycle of adaptive mesh refinement is used and in this case and no mesh coarsening
is applied. The problem is solved using 72 processors, requiring 1000 optimization
iterations over 9.5 hours. For this problem, 4 multigrid levels are used. Figure 3.25
shows the final design, with the gray regions denoting the face directions, blue regions
denoting the edge directions and orange regions denoting the corner directions. The
lines on the structure denote the principal direction of the material.
After one cycle of adaptive mesh refinement, the final mesh had 3.19 million
elements, 3.15 million nodes, and 5.91 million design variables. The final design
utilized 12 out of the 13 orthotropic directions, leaving out only the edge direction
in the positive x-y plane. Figure 3.26 shows the convergence history of the design
as a function of the wall time, with every 50th iteration is indicated by a symbol.
Figure 3.27 shows the design history as a function of and optimization iteration. The
compliance value shown is the compliance normalized by the initial compliance.
The total wall time for this optimization is 9.5 hours, with the adaptive mesh
refinement step taking place at 4.1 hours into the optimization. Similar to the other
design problems, the normalized compliance and the infeasibility of the design quickly
converges. The design becomes feasible within the first 40 iterations and remains
feasible for the rest of the optimization process. However, not much of the structure
is formed at this design point as shown by Figure 3.27a. From iteration 60 onwards,
the change in the normalized compliance becomes small and the structure starts to
take shape as shown in Figure 3.27b and 3.27c. After 500 design iterations, the
mesh is adaptively refined and the optimization is continued on this new mesh. The
normalized compliance increases on the finer mesh and remains at a larger value,
most likely due to the larger discretization in the orthotropic problem.
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(a) Isometric view of design (b) Top view of design
(c) View from the x-z plane (d) View from the y-z plane
Figure 3.25: Final design of the orthotropic domain with M1 denoted in orange and
M2 denoted in gray.
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Figure 3.26: Orthotropic problem convergence history
(a) Design at 40-th itera-
tion
(b) Design at 60-th itera-
tion
(c) Design at 250-th itera-
tion
Figure 3.27: Designs of the rectangular domain at various optimization iterations
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Through this work, methods to obtain multimaterial topology optimization with
and without thermal loads are shown. In particular, techniques employed to tackle
large-scale multimaterial design problems are demonstrated. While large-scale topol-
ogy optimization designs are desirable, they are difficult to create using uniform
meshes due to significant computational cost. The framework shown here has the
unique capability of generating large-scale quadrilateral and hexahedral meshes di-
rectly from CAD geometry and perform multimaterial topology optimization with
mesh adaption. Both 2D and 3D single-material and multimaterial designs with
adaptive mesh refinement were illustrated.
76
CHAPTER 4
HIGHER ORDER TOPOLOGY OPTIMIZATION USING B-SPLINE
POLYNOMIALS
In this chapter, the development of B-spline polynomials and Bernstein polynomials
for the use in higher order thermoelastic topology optimization framework is dis-
cussed. First, the work using Truncated Hierarchical B-splines (THB-splines) with
topology optimization is illustrated. Then, the extension to higher order analysis and
design within the framework through Bernstein polynomials is described. Lastly, the
results to both methods are presented.
THB-spline with Topology Optimization
THB-splines are a subset of B-spline polynomials that are well-suited to adaptive
mesh refinement and amenable to its application in topology optimization. THB-
splines use a hierarchical basis that ensures compatibility across adjacent elements of
different size. This hierarchical basis requires a set of local constraints between the
weights on the B-spline basis functions. To ensure that the finite-element implemen-
tation is simple and efficient requires a careful consideration of the treatment of these
compatibility constraints. For finite-element analysis using Lagrange polynomials, the
number of active shape functions in each element and is constant for each element
type of a given order. For THB-spline polynomials, the truncation across elements re-
sults in a varying number of active shape functions that span across grid levels. Some
implementations of THB-splines require a series of different element implementations
for boundary elements between coarse and fine elements. However, in the imple-
mentation presented here, the basis functions on each element are a straightforward
B-spline basis that can be computed efficiently, while the truncation of the B-spline
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functions are externally imposed in the form of constraints. These constraints are
similar to hanging node constraints for adaptive mesh refinement associated with La-
grange basis functions. These constraints allow this approach to be compatible with
existing FEM layout.





ti is the i-th control point and Ni,p(t) is the i-th B-spline basis function defined on a
non-periodic and non-uniform knot vector t = {t0, t1, ..., tm} with m+1 knots. In the
numerical implementation, the basis functions can be evaluated recursively defined









1 ti ≤ t ≤ ti+1
0 otherwise
(4.2)
For FEM applications, the first and second derivative of the basis functions are
of interest. The k-th derivative of a p-th degree B-spline polynomial on knot vector





















The important properties of B-spline polynomials are summarized as follows [139]:
• Positivity and local support: The basis function Ni,p is nonzero on at most
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(a) Linear B-spline shape functions (b) Quadratic B-spline shape functions
(c) Cubic B-spline shape functions
Figure 4.1: Univariate B-spline of varying polynomial degrees
(p+ 1) knot spans and vanishes outside of it
• Smoothness: Ni,p is (p− 1) times differentiable with discontinuities of the p-th
derivative at the control points





To illustrate these properties, 1D univariate B-spline basis are used. Figure 4.1 shows
B-spline polynomials that are linear, quadratic and cubic respectively. These are
generated from an uniformly spaced knot vectors with end knots of -1. and 1. and
multiplicity of p+ 1. It is obvious to note that both the positivity and local support
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(a) Coarse grid quadratic B-spline (b) Fine grid quadratic B-spline
(c) HB-spline Basis as a combination of
fine and coarse grid basis functions
Figure 4.2: Construction of an univariate Quadratic HB-spline. The region [-0.6, 0.6]
is selected for refinement on the coarse grid and replaced with the 4 corresponding
B-spline basis from the refined grid.
property is satisfied by the B-spline polynomials. Also, partition of unity is satisfied
and the contribution of the number of B-spline polynomials at each point along the
knot space is p+ 1. The smoothness property is also verified by comparing the linear
and quadratic B-spline. For the linear B-spline, it is 0 times smoothly differentiable
which is obvious from the non-smooth curves while for the quadratic B-spline, it is
1 time differentiable and the differentiated polynomial will be similar to that of the
linear case.
Hierarchical B-splines (HB-splines) enable the use of local mesh refinement with
B-spline basis functions [140]. An illustrative 1D example is shown in Figure 4.2. Fig-
ure 4.2 illustrates a coarse grid quadratic B-spline basis corresponding to a knot vector
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Figure 4.3: The quadratic B-spline on the coarse grid (blue curve) can be represented
by a weighted linear combination of its 4 children from the fine grid.
t = {−1,−1,−1,−0.6,−0.2, 0.2, 0.6, 1, 1, 1} and a fine grid quadratic B-spline basis
corresponding to knot vector tref = {−1,−1,−1,−0.8,−0.6,−0.4,−0.2, 0, 0.2, 0.4, 0.6, 0.8, 1, 1, 1}
which is an uniform refinement of the coarse grid knot vector. If the interval [−0.6, 0.6]
is chosen for refinement, any B-spline basis function that has its support contained
entirely in this region is also refined. In this case, only one curve in the coarse grid is
refined and the rest of the functions are unaffected. Using the fine grid knot vector,
four basis functions corresponding to the same region can be substituted into the
coarse grid when the interval is locally refined as shown in Figure 4.2c. This is valid













Equation (4.4) relates the basis function from a coarse grid level l to a fine grid
level l + 1, assuming the fine grid is an uniform refinement of the coarse grid level,
through the subdivision approach. Figure 4.3 shows the linear combination from the
fine grid that is required to form the corresponding basis function in the coarse grid
from Figure 4.2. Additionally, more expressions can be generated if refinement of the
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(a) Representation of the outermost B-
spline on the coarse grid (blue curve) on
fine grid
(b) Representation of the 2nd outermost
B-spline on the coarse grid (blue curve)
on fine grid
Figure 4.4: Refinement of the 2 quadratic B-spline polynomial that does not span 3
knot spaces.
B-spline polynomials that do not span p+ 1 knot span is desired. These expressions
are not easily generalized but can be easily derived as part of the subdivision matrix.
More details are shown in Section 4.2. For a quadratic B-spline polynomial, the
refinement of the two polynomials on the coarse-grid can be represented as such
It is straightforward to observe from Figures 4.3 and 4.4 that partition of unity is
not preserved. Therefore, to integrate this formulation within a FEM framework,
projection and scaling of the HB-spline polynomials are required [141].
THB-splines offer several advantages over HB-splines. A distinct advantage is that
after refinement, THB-spline basis functions retain the partition of unity property,
making them compatible with interpolations of the density field. For THB-splines, the
construction of the coarse and fine grid B-spline basis functions remains unchanged
and the refined region has its basis functions from the coarse grid replaced by the
corresponding basis functions in the fine grid. However, the neighboring B-spline
that shares the same children B-splines as the refined basis function in the refinement
region must undergo truncation. During this truncation, the truncated neighboring
basis function is computed by a linear combination of its passive children B-spline from
the finer grid, causing the magnitude of basis function that is within the refinement
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Table 4.1: Parent B-spline basis function from Figure 4.5a and its corresponding
children B-spline from Figure 4.5b




region to be reduced as shown in Figure 4.5c. In addition, the support interval of
these neighboring B-spline is shortened since the passive children B-spline do not span
over the original support domain.
From Figure 4.5a, the basis functions of interest are N−1, N−0.6, N−0.2. Their corre-
sponding children B-spline functions on the finer grid are labeled on Figure 4.5b and
the parent-children B-spline relationship are tabulated on Table 4.1. N−0.6 is the only
B-spline that undergoes refinement in the domain [−0.6, 0.6] and it is replaced by its
four children B-spline from the finer grid as shown previously. However, since M1 and
M3 shared the same children B-spline M−0.6,M−0.4 and M−0.2,M0 respectively, they
are truncated. The truncated N−1 and N−0.6 are computed by a linear combination
of its passive children, i.e. not involved in the refinement of N−0.6, which are M−1,
M−0.8 and M0.2,M0.4 respectively. Therefore the truncated neighboring B-spline have
its support reduced from the initial [−1, 0.2] to [−1,−0.2] as well as from [−0.2, 1]
to [0.2, 1]. Comparing Figure 4.2c and 4.5d, there are fewer overlapping THB-spline
function compared to HB-spline for the same region of refinement, making the re-
sulting linear system sparser and less computational resources are needed to solve it.
2D/3D THB-spline basis functions can be constructed using the univariate 1D THB-
spline basis functions and its corresponding knot vectors through tensor product.
An issue with integrating THB-spline with FEM applications is the inconsistent
number of active shape functions across elements as seen in Figure 4.5d. This is due
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N−1 N−0.6 N−0.2
(a) Coarse Grid Quadratic B-spline
M−1 M−0.8 M−0.6 M−0.4 M−0.2 M0 M0.2 M0.4
(b) Fine Grid Quadratic B-spline
(c) The truncation of the neighboring
coarse grid B-spline outlined in grey
(d) THB-spline basis represented on the
coarse grid level
Figure 4.5: Construction of an univariate Quadratic THB-spline. The region
[−0.6, 0.6] is selected for refinement on the coarse grid and replaced with the cor-
responding B-spline basis from the refined grid. The neighboring B-spline on the
coarse grid that is nonzero in the interval is truncated
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N0 N1 N2 N3 N4
(a) Coarse Grid Quadratic B-spline
M0 M0.5 M1 M1.5 M2 M2.5 M3 M3.5 M4 M4.5M5 M5.5
(b) Fine Grid Quadratic B-spline
Figure 4.6: Parent B-spline and its corresponding children B-spline.
to the truncation of B-spline functions across grid levels. As mentioned previously,
truncation imposed in the form of external constraints on the B-spline functions
can alleviate this concern. The following example demonstrates truncation through
constraints. Figure 4.6 shows the coarse and fine grid B-spline polynomials. When
N2, with support [2.0, 5.0], undergoes uniform refinement as shown in Figure 4.7, the




































































Since N1 and N3 shared children B-spline M2, M2.5 and M3, M3.5 of N2 respectively,
























M2 M2.5 M3 M3.5
N′3
N4
Figure 4.7: Basis space with truncation of N2
Over the element [1.0, 2.0], the truncated N′1 is active and its expression in terms
of the children B-spline differs from N1, as shown in (4.5). However, since M2 and
M2.5 are zero over this interval, they have no contribution towards the non-truncated
basis function N1 and N1 and N
′
1 are equivalent in [1.0, 2.0]. Similarly, N3 and N
′
3 are
equivalent in [5.0, 6.0]. For the refined element [2.0, 2.5], the active B-spline functions
are N0, N
′
1 and M2. Instead of working explicitly with B-spline functions from different
grid level, they can be expressed in terms of their children B-spline functions, M1,
















This approach is similar to the subdivision project vector method proposed by Borne-
mann and Cirak [142], but a major difference is that the linear combination of the
children B-spline functions can be posed as sparse constraints, which can be handled
efficiently through the topology optimization framework. This keeps the modular
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nature of the FEM approach intact. Expressing the spline curve, u, for the element
[2.0, 2.5] in terms of its active B-spline polynomials,









































= b1M1 + b1.5M1.5 + b2M2,
(4.8)
Since u can be expressed either in terms of [M1, M1.5, M2] or [N0, N
′
1, M2] and they

















Similarly for the refined element [2.5, 3.0], the active B-spline polynomials can be










Expressing the spline curve, u, for the element [2.5, 3.0] in terms of its active B-spline
polynomials
u = a0N0 + a1N
′










M1.5 + b2M2 + b2.5M2.5
= b1.5M1.5 + b2M2 + b2.5M2.5,
(4.11)












1 2 3 4 5 6 7
Figure 4.8: Refinement of N2 in both x and y for a 2D case
As mentioned earlier in this section, using the constraint approach simplifies the in-
tegration of THB-spline basis polynomials with existing FEM framework since the
number of active B-spline functions over the element is consistent with that of La-
grange basis functions.
For higher dimensions, the formulation of the constraints take a similar approach
since they can be represented by tensor products of a sequence of 1D curves. Figure 4.8
shows the analogous refinement of M1 for both directions in the form of a 2D grid.
By refining N2 in both the x and y direction, the resulting biquadratic tensor product
N2xN2y is replaced by 16 children B-spline tensor product. In this example, N1x,
N3x, N1y and N3y are truncated and constraints can be imposed in certain refined
elements. The number of constraints in the refined domain depends on its location,
ranging from 3 to a maximum of 8. Figure 4.9 shows the number of constraints in the
refined domain and how it differs within the region. The 2D constraint derivation for
the different region are detailed in Appendix A.1. While mathematically there are a
total of 180 constraints in this simple refinement example, the number of constraints
required for implementation is much fewer due to overlapping active constraints in









Figure 4.9: Differing number of constraints in the domain denoted by the different
color, with a total of 180 mathematical constraints
2D THB-spline Topology Optimization Results
In this section, compliance-minimization, mass constrained results for topology opti-
mization using THB-spline FEM are presented. Quadratic B-spline polynomials are
used to for both the analysis and design parametrization. Adaptive mesh refinement
is used unless specified. Note that to derive these results, the design variable is as-
signed to each element in the analysis mesh and a spatial filter that resembles the
bi-quadratic B-spline polynomial is used. This is unlike the nodal filter parametriza-
tion used in most of this work. A number of 2D examples are investigated and are
detailed as follows. The first example is a common topology optimization problem
which is the MBB beam. Figure 4.10 shows the domain and loading conditions on
the MBB beam. For this problem, the beam is taken to be 1 cm thick, simply sup-
ported at both ends and loaded with point load P set at 1 kN. L is given to be 1.0 m.
There are 12 000 elements in the discretized domain. The mass constraint is kept at
25%. No adaptive mesh refinement is used for this design. Figure 4.11 shows the
resulting MBB design. The resulting MBB design resembles what is commonly seen





Figure 4.10: Schematic of a MBB beam
Figure 4.11: Compliance minimization design using quadratic B-spline basis functions
solid to void is more abrupt. Also, since adaptive mesh refinement is not used, the
boundaries of the design is less smooth.
The second 2D example deals with a variation of the MBB beam. As shown in
Figure 4.12a, the beam is curved but the domain is loaded similarly to the MBB
beam. For this problem, the beam is taken to be 1 cm thick, simply supported at
both ends and loaded with point load P set at 1 kN. r1 is set at 3.0 m and r2 is set
at 4.0 m. The domain is discretized into 30 000 elements. The mass constraint is
kept at 25%. Similar to the MBB problem, no adaptive mesh refinement is used.
Figure 4.12b shows the resulting curvilinear beam design. The resulting design has
many cross-link trusses that extends from one end of the domain to the other to
maximize the stiffness. The cross-link truss which runs almost parallel to the load is
also the thickest since it improves both axial and bending stiffness. This also account
for the thinner members on the bottom right of the domain as they do not carry as
much bending load.
The next 2D example investigated is a variation of the serpentine beam that was
used in [143]. The domain is shown in Figure 4.13a. For this problem, the serpentine





(a) Schematic of a curvilinear beam (b) Compliance minimization design
Figure 4.12: Diagram and compliance design of curvilinear beam using quadratic
B-spline polynomials
P = 500 N. r1 is set at 1.0 m and r2 is set at 2.0 m. θ1 is set at 45°and θ2 is set at
90.0°. The domain is discretized into 24 000 elements and the mass constraint is kept
at 25%. For this case, no adaptive mesh refinement is used. The resulting design
is shown in Figure 4.13b. The design in Figure 4.13b displays many traits that are
seen Figure 4.12b, with a main truss extending from the load application point to the
cantilevered end. Due to the curved geometry, the trusses formed on both sides of








(a) Schematic of a serpentine beam (b) Compliance minimization design us-
ing quadratic B-spline basis functions




Figure 4.14: Schematic of a cantilever plate
trusses connecting them together for rigidity.
The last example investigated is a square cantilever plate domain shown in Fig-
ure 4.14. For this problem, the plate is taken to be 1 cm thick, clamped at one end
and loaded with point load P set at 1 kN. L is given to be 5.0 m. The initial mesh
has 32× 32 elements, a total of 1024 elements. The mass constraint is fixed at 25%.
Two cycles of adaptive mesh refinement is used and unlike previous cases, the mesh
refinement involves refining but not coarsening. The designs are adaptively refined
after every 250 iterations. After the first refinement, there are 1819 elements in the
mesh and after the second refinement, there are 4036 elements. Figure 4.15 shows the
resulting plate design and its underlying mesh at each cycle. It is noticeable that the
evolution of the design behaves similar to adaptive mesh refinement when used with
Lagrange basis functions. The initial design in Figure 4.15a has many intermediate
densities present, as expected. As the cross-links are adaptively refined as shown in
Figures 4.15b and 4.15c, a nearly discrete 0-1 design is formed and it closely resem-
bles what is shown in literature. The adaptive mesh refinement process also created
a structural layout with smoother boundary as the grid size becomes finer.
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(a) Design before adaptive
mesh refinement
(b) Design after one cycle of
adaptive mesh refinement
(c) Design after two cy-
cles of adaptive mesh re-
finement
(d) Mesh before adaptive
mesh refinement
(e) Mesh after one cycle of
adaptive mesh refinement
(f) Mesh after two cycles of
adaptive mesh refinement
Figure 4.15: Design of plate using THB-spline basis functions at each refinement cycle
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Higher Order Design Parametrization for Thermoelastic Topology Opti-
mization
In this section, I describe the efforts made to utilize higher order parametrization
techniques for both analysis and design within the multimaterial thermoelastic topol-
ogy optimization framework. For analysis parametrization, higher order Lagrange
polynomials are suitable since there is no restriction on the sign of the basis function.
However, for design parametrization, a suitable higher order formulation should be
non-negative everywhere, so that non-physical negative design densities are avoided.
Ideally, the design density basis should also satisfy the partition of unity property so
that addition scaling of the polynomials is not required. For design parametrization,
higher order Lagrange polynomials are not suitable, as they can be negative, as shown
in Figure 4.16a. On the other hand, Bernstein polynomials, as shown in Figure 4.16b,
are non-negative everywhere and satisfy a partition of unity. Bernstein polynomials
are a subset of B-spline polynomials and have been used for density parametrization
for 2D structural topology optimization [95]. Bernstein polynomial can be expressed







for t ∈ [0, 1]. For an arbitrary knot space t ∈ [t1, t2], the Bernstein polynomial can be
implicitly evaluated using the knot vector t = {t1, t1, ..., t1, t2, t2, ..., t2}, where there
are p entries of t1 and t2. Bernstein polynomials share certain properties with B-spline
polynomials shown in Section 4.1. The critical properties of Bernstein polynomials
are summarized as follows:
• Positivity: The pth order Bernstein polynomial Ni,p is non-negative
• Partition of unity: The sum of the Bernstein polynomial satisfy partition of
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(a) 5th order Lagrange polynomial







(b) 5th order Bernstein polynomial






Figure 4.16 illustrates these properties as well as the difference between a 5th order
Bernstein polynomial and 5th order Lagrange polynomial using a 1D univariate exam-
ple. As mentioned above, higher order Lagrange polynomials can be negative and this
can lead to non-physical interpolated density values. More details on the Bernstein
polynomial and its application can be found in [144]. In this work, an investigation
involving a series of analysis and design mesh orders to analyze the effects on the
topology optimization results and convergence is carried out. Figure 4.17 shows the
corresponding 1D univariate example with 6th order analysis and 5th order design
parametrization.
In order to use Bernstein polynomials within this framework, expressions have to
be developed in order to interpolate between meshes that have different mesh spacing
due to local mesh refinement, as well as meshes that differ in terms of its polynomial
order, for geometric multigrid. The mesh interpolation relationship is dependent on
the order of the Bernstein polynomial as well as mesh grid spacing, and it can be
evaluated analytically through subdivision. This can be represented by the following
95







(a) 6th order Lagrange polynomial for anal-
ysis







(b) 5th order Bernstein polynomial for de-
sign
Figure 4.17: Univariate 6th order Lagrange polynomial and 5th order Bernstein poly-





where p and q are the orders of the Bernstein polynomial, Ncp and N
f
p are the Bern-
stein polynomial on the two different meshes, respectively, and Sp,q is the subdivision
matrix. This is important when handling adaptive mesh refinement where dependent
nodes have to be constrained, as well as when interpolating across meshes of different
orders for use in geometric multigrid. While the constraints for the dependent nodes
can be accounted for through the optimizer, as shown in the work of Lambe and
Czekanski [95], for present work, the constraints are enforced internally through the
framework. To develop the constraints for the dependent nodes, the univariate spline






















where ucp and u
f
q are the control points on the two different meshes respectively so





Thus, the weights of the transpose of the subdivision matrix serve as the constraints
as the meshes are interpolated across mesh order and mesh grid size. First, I address
the subdivision matrix formulation for the case when the mesh is adaptively refined by
adding new independent and dependent nodes. To interpolate a mesh with polynomial
order p = 5 and mesh grid spacing h to a mesh that has polynomial order q = 5 and
half the mesh grid spacing i.e. h
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Figure 4.18 shows how the Bernstein polynomial on the coarse mesh can be repre-
sented by a weighted linear combination of Bernstein polynomials on the fine mesh,
with the weights expressed through the subdivision matrix 4.17. Additional expres-
sions derived for other values of p and q are in Appendix A.2. An interesting note in
the evaluation of the weights of this subdivision matrix Sp,q is that the nonzero val-
ues in the columns do not change as the polynomial order increases and the nonzero
weights of pth column can be computed by evaluating the midpoint of the pth or-
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Figure 4.18: Subdivision expression across meshes with half the mesh spacing of the
other. In this case, the polynomial on the coarse mesh (blue curve) can be represented
by a linear combination of 5 polynomials on the fine mesh which has half the mesh
spacing as the coarse mesh.
der Bernstein polynomial. Thus, the constraints on the dependent nodes when using
Bernstein polynomial of pth order can be easily computed. The constraints derived
for the dependent nodes here are for 2D domains. The extension of these expressions
to 3D is straightforward and it is through the multivariate tensor product formulation.
As mentioned above, the subdivision matrix can also be derived for interpolating
across meshes of different orders. For this work, it is used for interpolating between the
hierarchy of meshes generated for geometric multigrid. Multigrid is required in order
to solve large-scale systems efficiently, especially in 3D. For instance, to interpolate
from a mesh with polynomial order p = 4 to a mesh with polynomial order q = 5 and


































Similarly, Figure 4.19 shows how the Bernstein polynomial on a lower order mesh can
be represented by a weighted linear combination of Bernstein polynomials on a higher
order mesh, with the weights expressed through the subdivision matrix 4.18. This is
98
Figure 4.19: Subdivision expression across meshes with different polynomial orders.
In this case, the polynomial (blue curve) on the mesh with order p = 4 can be
represented by a linear combination of 2 polynomials on the higher order mesh q = 5
valid for a 2D domain and the extension of these expressions to 3D is through the
multivariate tensor product formulation. Additional expressions for different values
of p and q are shown in Appendix A.2. While the expressions derived here are
assuming that either the polynomial order of the two meshes are identical or the mesh
grid spacing across meshes are equivalent, subdivision expressions for interpolating
across meshes with different orders and mesh grid spacing is straightforward since
this unknown subdivision matrix can be evaluated as a product of a combination of
the subdivision matrices derived here.
Solution Methods for Higher Order Parametrization
While higher order analysis and parametrization can be used within the existing
topology optimization framework for elements with Lagrange-type basis functions, a
few minor modifications to the solution method can be used to improve numerical
performance. Similar to the work presented in Chapter 3, a node-based parametriza-
tion [130] is used in order to have efficient and consistent design representation be-
tween meshes with different levels of local refinement.
The first modification is in the evaluation of the design mesh. The design field
is evaluated on a mesh that is an order lower than that of the analysis mesh for the
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(a) 4th order Gauss-
Lobatto analysis mesh
(b) 3rd order Gauss-
Lobatto medium mesh
(c) 2nd order Gauss-
Lobatto mesh at coarsest
level
Figure 4.20: Illustration of the construction of the meshes for geometric multigrid.
The analysis mesh is the first geometric multigrid level and the subsequent geometric
multigrid levels are obtained by reducing the mesh order of the previous mesh through
TMR.
purpose of removing numerical artifacts [88]. Similar to Section 3.1, each node in
the design mesh is associated with M + 1 design variable values x. However, instead
of using a bilinear/trilinear interpolation as shown in Equation (3.5) to obtain the
design variable values associated with each element in the analysis mesh, the higher
order Bernstein polynomial interpolation allows for the design variable values to vary
across the element, thus providing greater design freedom. A node-based parametriza-
tion also enables the use of geometric multigrid solution strategies. For multigrid
mesh generation, the hierarchy of meshes are created using the quadtree/octree ap-
proach through TMR as described above. An illustrative example is shown in in
Figure 4.20. Each coarse mesh level is created automatically by successive reduction
of the mesh order of the fine, adaptively refined analysis mesh which, in this case,
is a 4th order Gauss-Lobatto mesh. Another modification of the numerical solution
scheme for numerical performance is through the multigrid preconditioner itself. At
each optimization iteration, the large linear system of governing equations arising
from the finite-element discretization is solved using a parallel geometric multigrid-
preconditioned Krylov subspace method [27]. On all but the coarsest mesh, a block
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symmetric Gauss–Seidel smoothing operation is used to attenuate the high frequency
solution error. In this work, GMRES(50) with a maximum of five restarts is used to
solve the governing equations [109]. Also, based on numerical experiments, I found
that convergence on the geometric multigrid-preconditioned Krylov subspace method
for large-scale 3D examples can be improved by using an under-relaxation coefficient
of 0.5 that is associated with the block Gauss-Seidel smoothing operation. Lastly, the
feature-based adaptive refinement heuristics is slightly modified so that the values of
xrl and xru are chosen to be xrl = 0.95 and xru = 0.90 respectively. Also, for the final




where fk is the objective value at the kth iteration and γ is a constant parameter that
denotes the relative tolerance. For this work, γ = 10−4 unless specified otherwise.
Results
Higher order analysis and design parametrization developed are used to create multi-
material thermoelastic topology optimization designs. The focus in this section is on
the mass-constrained compliance-minimization problem, with the formulation shown
in (3.24). Penalization parameters are set to qD = 8.0, qλ = 0.0, and qβ = 8.0, re-
spectively. For both the 2D and 3D problems investigated, there are two candidate
materials and their properties are listed in Table 4.2.
The first example is a 2D bi-clamped plate domain shown in Figure 3.4. This is a
common benchmark domain as seen by the results derived in Section 3.4.1 and 3.4.2.
For this problem, the plate is taken to be 1 cm thick, clamped at both ends and L
is 0.04 m. The load P is modeled as a traction with magnitude 250 MPa, along a
5 mm edge which has its two endpoints equidistant from the midpoint of the lower
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Table 4.2: Candidate isotropic material properties.
Material Properties M1 M2
Young’s Modulus E (GPa) 70 35
Density ρ (kg/m3) 2600 1300
Poisson’s ratio ν 0.3 0.3
Coefficient of Thermal Expansion α (10−6/°C) 23.5 11.75
Thermal Conductivity (W/(m°C)) 130.0 65.0
GTSC β (MPa/°C) 4.113 1.028
edge. The uniform change in temperature field θ is 50°C. The mass is fixed at
0.3ρaverageV , where V is the volume of the domain and ρaverage is the average density
of the candidate materials used.
The domain is discretized with an initial mesh size of 52 × 32 elements with
a total mesh size of 1664 elements. Three different mesh orders are used for this
study, namely 4th order analysis with 3rd order design mesh, 5th order analysis with
4th order design mesh, and 6th order analysis with 5th order design mesh. These
corresponds to multigrid levels of 2, 3, and 4 respectively. 2 cycles of adaptive mesh
refinement is used for all mesh cases. The designs are adaptively refined at the 50th
and 75th iteration. The initial mesh for the 4th order analysis with 3rd order design
has 15229 nodes and 20475 design variables. After the 1st refinement step, the mesh
contains 3812 elements, with 34309 nodes and 45747 design variables. After the
2nd refinement step, the final mesh contains 12566 elements, with 112825 nodes and
150255 design variables. The initial mesh for the 5th order analysis with 4th order
design has 26961 nodes and 45687 design variables. After the 1st refinement step, the
mesh contains 3788 elements with 60601 nodes and 102261 design variables. After the
2nd refinement step, the final mesh contains 12560 elements with 199729 nodes and
336837 design variables. The initial mesh for the 6th order analysis with 5th order
design has 42021 nodes and 80883 design variables. After the 1st refinement step, the
mesh contains 3788 elements with 94684 nodes and 181791 design variables. After
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the 2nd refinement step, the final mesh contains 12482 elements with 311581 nodes
and 598011 design variables. The final design for each case is shown in Figure 4.21.
Figure 4.21 shows the resulting designs for the three cases with M1 denoted in purple,
M2 denoted in red and void in blue. For all three cases, the optimizer produced
symmetric designs similar to what was shown in [25] and [84] even though different
candidate materials are used. The stiffer M1 is placed along the load application
point to minimize the displacement due to it. On the other hand, M2, which has
a lower coefficient of thermal expansion α than M1, is chosen by the optimizer to
form an arc which counteracts the vertical displacement due to the thermal loads.
One slight difference in all three cases is the distribution of M1 around the load
application region. Figures 4.21j, 4.21k, 4.21l depict the final analysis meshes that
demonstrates the automatic higher order quadrilateral mesh generation for adaptive
mesh refinement.
Figure 4.22 shows the convergence of the three cases as a function of iteration
history. The compliance value shown is normalized by the initial compliance of the
3rd order design. For the 3rd and 4th order design, the problem is solved using 4
processors, requiring 125 optimization iterations over 12.2 and 31.1 minutes respec-
tively. For the 5th order design, the problem is solved using 6 processors, requiring
125 optimization iterations over 71.0 minutes. To compare the computational effort
for each case, the CPU days, which is the product of the number of processors with
the optimization wall time, is used as the benchmark. The convergence history of the
compliance of these three cases are plotted as a function of its CPU hours as shown
in Figure 4.22c. A summary of the optimization outcome for the three cases are in
Table 4.3. From Figure 4.22, there are only slight differences in the final compli-
ance objectives for the 3 different mesh cases. For all mesh cases, the final design is
obtained after 125 total design iterations, where the change in relative change in the
compliance objective γ is less than 10−4. From Table 4.3, the compliance of the 3rd
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(a) Before refinement
using 3rd order design
parametrization
(b) Before refinement
using 4th order design
parametrization
(c) Before refinement
using 5th order design
parametrization
(d) 1st refinement using 3rd
order design parametriza-
tion
(e) 1st refinement using 4th
order design parametriza-
tion
(f) 1st refinement using 5th
order design parametriza-
tion
(g) 2nd refinement us-
ing 3rd order design
parametrization
(h) 2nd refinement us-
ing 4th order design
parametrization
(i) 2nd refinement using 5th
order design parametriza-
tion
(j) Final analysis mesh
using 3rd order design
parametrization
(k) Final analysis mesh
using 4th order design
parametrization
(l) Final analysis mesh
using 5th order design
parametrization
Figure 4.21: Final design of the bi-clamped domain from the three cases with M1
denoted in purple and M2 denoted in red.
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(a) Compliance convergence history for
the 2D bi-clamped cases.
(b) Zoom view for the compliance con-
vergence history for the 2D bi-clamped
cases.
(c) Compliance convergence for the 2D bi-clamped cases as a function of
CPU hours
Figure 4.22: Convergence history of the 2D bi-clamped design for the three mesh
cases.
Table 4.3: Summary of optimization outcomes for each 2D bi-clamped design case.
Optimization Outcome 3rd order 4th order 5th order
Normalized Compliance 0.1355 0.1347 0.1346
Nodes in initial mesh 15229 26961 42021
Nodes after first refinement 34309 60601 94684
Nodes in final mesh 112825 199729 311581
CPU Cores 4 4 6
Walltime (mins) 12.2 31.1 71.0







Figure 4.23: Dimensions for the 3D Bi-clamped problem.
order design parametrization is evaluated to be 0.58% larger compared to that of the
4th order design parametrization and 0.63% larger compared to that of the 5th order
design parametrization. The small difference in the compliance for all three mesh
cases is not surprising given these designs are similar except in the distribution of M1
along the mechanical load distribution edge. Figure 4.22c illustrates the computa-
tional effort required for all three mesh cases, with the combination of the 6th order
analysis and 5th order design parametrization taking 7.10 CPU hours, while the 4th
order design parametrization took 2.07 CPU hours, signifying a difference of 70.8% in
terms of computational resources. Lastly, the 3rd design parametrization took only
0.816 CPU hours, a difference of 88.5% in terms of computational resources com-
pared to the 5th order design parametrization case. For all three designs, the mass
constraint is satisfied to machine precision.
The second problem investigated is shown in Figure 4.23. The geometry is a
3D bi-clamped domain, which is the extruded version of the 2D domain shown in
Figure 3.4. While the 2D results were obtained using plane stress elements, the 3D
results will be obtained using solid elements. For this problem, the plate is clamped
at both ends and L is 0.04 m. The load P is modeled as a traction with magnitude
250 MPa on the lower face. The face is the area occupied by a 5 mm edge which has
its two endpoints equidistant from the midpoint of the lower edge and through the
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thickness 0.25L. The uniform change in temperature field θ is 50°C. The mass is
fixed at 0.3ρaverageV , where V is the volume of the domain and ρaverage is the average
density of the candidate materials used.
The domain is discretized with an initial mesh size of 52 × 32 × 8 elements with
a total mesh size of 13312 elements. Three different mesh orders are used for this
study, namely 4th order analysis with 3rd order design mesh, 5th order analysis with
4th order design mesh, and 6th order analysis with 5th order design mesh. 1 cycle
of adaptive mesh refinement is used for all mesh cases. The designs are adaptively
refined at the 50th iteration.
The initial mesh for the 4th order analysis with 3rd order design has 380725 nodes
and 348075 design variables. After the 1st refinement step, the mesh contains 59484
elements, with 1630615 nodes and 1460283 design variables. The initial mesh for
the 5th order analysis with 4th order design has 889713 nodes and 1142175 design
variables. After the 1st refinement step, the mesh contains 58728 elements with
3800745 nodes and 4828035 design variables. The initial mesh for the 6th order
analysis with 5th order design has 1722861 nodes and 2669139 design variables. After
the 1st refinement step, the final mesh contains 58448 elements with 7370841 nodes
and 11346435 design variables. As mentioned in Section 4.2.1, an under-relaxation
coefficient of 0.5 associated with the block Gauss-Seidel smoothing operation is used
to improve the convergence of the multigrid-preconditioned GMRES method. The
final design for each case is shown in Figure 4.24. Figure 4.24 shows the resulting
designs for the three cases with M1 denoted in purple and M2 denoted in red. For all
three cases, the optimizer produced symmetric designs that is similar but not identical
to the 2D domains, with the stiffer M1 is placed along the load application point to
minimize the displacement due to it. M2, which has a lower coefficient of thermal
expansion α than M1, is chosen by the optimizer to form an in-plane arc which
counteracts the in-plane displacement due to the thermal loads. Due to the thermal
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(a) Isometric view of de-
sign using 3rd order design
parametrization
(b) Isometric view of de-
sign using 4th order design
parametrization
(c) Isometric view design
using 5th order design
parametrization
(d) Bottom of design
using 3rd order design
parametrization
(e) Bottom of design
using 4th order design
parametrization
(f) Bottom of design
using 5th order design
parametrization
(g) Side of design using 3rd
order design parametriza-
tion
(h) Side of design using 4th
order design parametriza-
tion
(i) Side of design using 5th
order design parametriza-
tion
Figure 4.24: Final design of the bi-clamped domain from the three cases with M1
denoted in blue and M2 denoted in yellow.
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Table 4.4: Summary of optimization outcomes for each 3D bi-clamped design case.
Optimization Outcome 3rd order 4th order 5th order
Normalized Compliance 0.07746 0.07669 0.07615
Nodes in initial mesh 380725 889713 1722861
Nodes in final mesh 1630615 3800745 7370841
CPU Cores 192 192 384
Walltime (hours) 46.1 53.8 92.7
CPU Days 368.9 430.1 1483.5
load causing out-of-plane expansion and the more favorable thermal properties of M2,
the through-thickness topology is not identical, with variation in the topology mostly
due to distribution of M2.
Figure 4.25 shows the convergence of the three cases as a function of iteration
history. The compliance value shown is normalized by the initial compliance of the
3rd order design. For the 3rd and 4th order design, the problem is solved using 192
processors, requiring 125 optimization iterations over 46.1 and 53.8 hours respectively.
For the 5th order design, the problem is solved using 384 processors, requiring 125
optimization iterations over 92.7 hours. To compare the computational effort for
each case, the CPU days, which is the product of the number of processors with the
optimization wall time, is used as the benchmark. The convergence history of the
compliance of these three cases are plotted as a function of its CPU days as shown
in Figure 4.25c. A summary of the optimization outcome for the three cases are in
Table 4.4. From Figure 4.25, there are only slight differences to the final compliance
objectives for the 3 different mesh cases. For all mesh cases, the final design is obtained
after 125 total design iterations, where the change in relative change in the compliance
objective γ is less than 10−4. From Table 4.4, the compliance of the 3rd order design
parametrization is evaluated to be 0.99% larger compared to that of the 4th order
design parametrization and 1.68% larger compared to that of the 5th order design
parametrization. The small difference in the compliance for all three mesh cases is not
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(a) Compliance convergence history for
the 3D bi-clamped cases.
(b) Zoom view for the compliance con-
vergence history for the 3D bi-clamped
cases.
(c) Compliance convergence for the 3D bi-clamped cases as a function of
CPU hours
Figure 4.25: Convergence history of the 3D bi-clamped design for the three mesh
cases.
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surprising given these designs are similar except in the distribution of M1 along the
mechanical load distribution edge. Figure 4.25c illustrates the computational effort
required for all three mesh cases, with the combination of the 6th order analysis
and 5th order design parametrization taking 1483.5 CPU days, while the 4th order
design parametrization took 430.1 CPU days, signifying a difference of 71.0% in terms
of computational resources. Lastly, the 3rd design parametrization took only 368.9
CPU days, a difference of 75.1% in terms of computational resources compared to the
5th order design parametrization case. For all three designs, the mass constraint is
satisfied to machine precision.
The next example is is a cantilever beam of overall length L shown in Figure 3.16.
A hole with diameter 0.1L is cut out at 0.85L from the root of the beam. Traction
is applied in the vertical direction throughout the hole. In this work, the value
of L is 1 m and the magnitude of the applied traction is 5.8 MPa. The uniform
change in temperature field θ is 15°C. The mass is fixed at 0.4ρaverageV , where V
is the volume of the domain and ρaverage is the average density of the candidate
materials used. For this problem, an external planar mesh, generated in NX [136],
is imported into TMR which is used to generate the hexahedral mesh. 1 cycle of
adaptive mesh refinement is used with 5 levels of multigrid. The initial mesh used
in this study is a 5th order analysis and 4th order design mesh since it gives us a
comparable design to the one with 5th order design mesh but in considerably less
time. The initial analysis mesh has 4340 elements, 294216 nodes, and 379440 design
variables. After refinement at the 150th iteration, the final mesh has 22512 elements
with 1448904 nodes and 1837134 design variables. Similar to the previous 3D bi-
clamped example, an under-relaxation coefficient of 0.5 associated with the block
Gauss-Seidel smoothing operation is used. The final design is shown in Figure 4.26.
Figure 4.26 shows the resulting design with M1 denoted in purple and M2 denoted
in red. Unlike a purely mechanically loaded case, the resulting design with thermal
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(a) Isometric view of design
(b) Front view of design (c) Root view of design
Figure 4.26: Final design of the beam with M1 denoted in blue and M2 denoted in
yellow.
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loading is not symmetrical, with the upper half of the design having more material
i.e. stiffer. This is not surprising given that the combined mechanical and thermal
loading is nonsymmetrical. The resulting design can be in part explained by a 2D
truss problem as shown in Figure 4.27. Figure 4.27a shows a 2-bar truss problem
with combined mechanical and thermal loading. This simplifies the geometry of the
3D cantilever beam problem. Figures 4.27b and 4.27c show the design space with
only mechanical loading and combined mechanical and thermal loading respectively.
The blue contour lines indicate the mass constraint while the orange contour lines
indicate the compliance contour. The design space with only mechanical loading is
symmetric which contributes to a symmetric optimized design. On the other hand,
from Figure 4.27c, the mass constraint is symmetric but the compliance contour is
non-symmetric and it is bias towards A1, indicating that an optimal design will have
a larger A1, i.e. stiffer structure, compared to A2. This informs us that the 3D
design should be stiffer at the upper half compared to the lower half. Due to the
multimaterial nature of the problem, it also make senses that the stiffer upper half is
occupied mostly by M2, which is favored by the optimizer due to its lower coefficient
of thermal expansion. Figure 4.28 shows the convergence of the optimization and
the overall design history with the compliance value normalized by its initial value.
The optimization took 49.2 hours on 192 processors over 450 iterations, where the
change in relative change in the compliance objective γ is less than 10−5 and has a
normalized value of 0.164. I observed that the initial compliance quickly converged
within the first 50 iterations, with the mass constraint satisfied soon after. At the
150th iteration, the design is not fully discrete. Thus, the design is adaptively refined,
and the optimization is continued on this new mesh. This resulted in the spike in the
infeasibility of the optimization due to the mass constraint. However, the optimizer
drives the mass constraint to machine precision within the next 10 iterations.






(a) 2D truss design problem
Increasing mass and decreasing compliance
(b) Design space with only mechanical load
Increasing mass
Decreasing compliance
(c) Design space with combined mechanical
and thermal load
Figure 4.27: Design space of a 2-bar truss problem.
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Figure 4.28: Convergence history of the beam design
vestigated. The problem solved in this example is a mass-minimization, stress- and




such that x ≥ 0
Awx = e
cKS(x,u; ρKS) ≤ cu












where m(x) is the mass of the structure, u are the displacement state variables, and
x are the design variables. The stress constraint cKS(x,u; ρKS) is as described in the
previous section and cu is the upper bound on the ratio of the KS value and the failure
stress. The thermal constraint cKS(x,θ; ρKS) is an aggregation of θ in the domain and
cθ is the upper bound on the ratio of the KS value and the maximum allowable θ.












Figure 4.29: Combined thermoelastic and heat transfer cantilever beam problem.
at 0.85L from the root of the beam. For the structural problem, a traction is applied
in the vertical direction throughout the hole and it is cantilevered at the root. In
this work, the value of L is 1 m and the magnitude of the applied traction is 5.8 MPa.
For the heat transfer problem, an inward heat flux is applied throughout the hole
and θ is specified at the root. In this work, the magnitude of the applied heat flux
is 1300 Wm−2 and the specified θ at the root is 0 °C. The mesh used in this study is
a 4th order analysis and 3rd order design mesh, with 4340 elements, 126480 nodes,
and 38892 design variables. The designs for three different maximum θ constraint is
shown in Figure 4.30. Figure 4.30 shows the three designs of the beam with stress
and different thermal constraint. It is observed that the beam designs in general
follows an I-beam like structure. However, the designs form from the root to the load
application region, it becomes more non-symmetric as thermal loads become more
significant. Figure 4.31 shows a Pareto front of the different mass values of the final
designs with different maximum temperature constraint. From Figure 4.31, I note
that in general, the final mass of the design decreases as the maximum allowable θ
increases. a reason for this increase is that the additional mass is added near the heat
flux location to reduce the maximum θ allowed in the domain. It is also observed that
the design with maximum θ of 8.5°C has the lowest mass. This is most likely due to
the increase in thermal loading which necessitates the increase in mass required for
load bearing.
Through this work, higher order analysis and design parametrization techniques
are demonstrated. In particular, the use of Bernstein polynomials are applied to the
geometric multigrid solution method used in the framework to allow for its appli-
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(a) Root view of design
with maximum θ of 8.5°C
(b) Root view of design
with maximum θ of 9°C
(c) Root view of design
with maximum θ of 10°C
(d) Isometric view of design
with maximum θ of 8.5°C
(e) Isometric view of design
with maximum θ of 9°C
(f) Isometric view of design
with maximum θ of 10°C
(g) Front of design with
maximum θ of 8.5°C
(h) Front of design with
maximum θ of 9°C
(i) Front of design with
maximum θ of 10°C
Figure 4.30: Final design of the domain from the three different maximum θ con-
straint.
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Figure 4.31: Final design volume fraction as a function of maximum θ
cation to large-scale design optimization. Using the higher order Bernstein polyno-
mials allows for the optimizer to vary the topology/material within each element.




TOPOLOGY OPTIMIZATION WITH NATURAL FREQUENCY
CONSTRAINTS
In this chapter, efficient techniques for evaluation of natural frequency constraint of
a large-scale design optimization are developed. Natural frequency constraints are
added to design problems when it is subjected to high vibration environments. Such
environment may also present other design consideration such as thermal loading in
the instance of hypersonic reentry vehicles. Literature presented different techniques
used for natural frequency-constrained topology optimization but the most common
method is Lanczos which is computationally expensive to employ for large-scale de-
signs. This means that designs involving Lanczos method have limited design freedom
and the meshes are much coarser, thus restricting the design space and mesh reso-
lution. By employing a suitable large-scale eigensolver with eigenvector recycling
strategy, large-scale designs become amenable and designs with finer mesh resolution
can be obtained.
The Natural Frequency Eigenvalue Problem
Finding the natural frequencies of vibration requires the solution of the generalized
eigenvalue problem
K(x)ui = λiM(x)ui, (5.1)
where λi is the ith eigenvalue and ui is the corresponding eigenvector.
The purpose of the natural frequency constraint is to apply a lower bound to the
fundamental frequency. An obstacle with applying this bound is the mathematical
issue of mode switching, which makes the eigenvalues locally non-differentiable [96],
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and therefore incompatible with gradient-based optimization. Mode switching occurs
when the eigenmode associated with the lowest eigenvalue switches as the design
evolves. This is expected for topology optimization where drastic changes to the
initial provided design is not uncommon. At the cross-over point, the minimum
eigenvalue is not differentiable [96]. Authors have addressed this issue using the
bound formulation with modal assurance techniques [99, 100], or using p-norm or KS
aggregation strategies [145]. In this work, the r-lowest eigenvalues, λ1 ≤ λ2 ≤ . . . ≤
λr, are aggregated through KS aggregation, resulting in the following constraint










where ρKSλ = 50. In this way, if mode switching occurs, the KS-aggregation still
identifies the approximate lowest eigenvalue, rendering eigenmode tracking as redun-
dant.
Evaluating the eigenvalue aggregate (5.2) requires the solution of a large-scale gen-
eralized eigenvalue problem. Many eigenvalue solution methods utilize direct factor-
ization techniques, making them too computationally expensive for large-scale topol-
ogy optimization problems. In this work, Jacobi–Davidson method [41] is developed
to compute the eigenvalues of the natural frequency problem (5.1). This method
leverages the scalable geometric multigrid preconditioner used in the Krylov solu-
tion method for the finite-element governing equations. To accelerate the eigenvalue
solution procedure, I propose two eigenvector recycling strategies, which utilize eigen-
vectors from the eigenproblem at the previous design iteration to provide an initial
subspace. Eigenvector recycling has been used in the context of nonlinear eigenvalue
problems [146], but have not been investigated in the context of topology optimiza-
tion. Recycling methods for the solution of linear systems have been demonstrated
for topology optimization in the context of mass-constrained compliance minimiza-
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tion [48, 147], but not, to the best of our knowledge, for eigenvalue problems. To
compare the performance of the proposed method, the eigenproblem (5.1) is also
solved using a conventional shift-and-invert Lanczos method [44].
Shift-and-invert Lanczos method
Shift-and-invert Lanczos techniques are commonly used in finite-element frequency
and buckling analysis [44]. The shift-and-invert strategy preconditions the spectral
properties of the eigenproblem (5.1) to promote separation of the eigenvalues close to
a desired value, thereby accelerating the convergence of the Lanczos method. With
a shift-and-invert strategy, the natural frequency eigenproblem (5.1) becomes
M(K− σM)−1Mui = µiMui, (5.3)
where the transformed eigenvalues are µi = 1/(λi − σ) and the original eigenvalues
that are close to the shift value σ become the extreme eigenvalues of the transformed
eigenproblem. Shift-and-invert Lanczos methods have proven to be very effective
when a full factorization of the matrix K − σM is available. While Lanczos-type
methods have be proven to be robust, a full factorization is not computationally
feasbile for large-scale applications. Instead, iterative solution methods are required.
Unfortunately, shift-and-invert strategies require a tightly-converged solution for ev-
ery application of the operator (K− σM)−1, making them expensive when combined
with iterative methods. In contrast, the Jacobi–Davidson method can be used with
inexact solutions of a linear system without sacrificing the accuracy of the method.
Shift-and-invert Lanczos methods can be used for generalized eigenproblems by
working with the problem (5.3), combined with a M-orthogonal subspace. The
Lanczos method constructs an approximation that takes the form u = Vky, where
Vk ∈ Rn×k. M-orthonormalization ensures that VTk MVk = I. As a result, the
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approximation can be formed as follows
VTk M(K− σM)−1MVTk y , Tky = µVTk MVky = µI
Here Tk is a symmetric tridiagonal matrix formed from the Lanczos process.
Jacobi–Davidson method
The goal of the Jacobi–Davidson method is to find approximate solutions of the gen-
eralized eigenproblem (5.1) through an iterative technique that uses the Davidson
approach of constructing an approximation to the eigenvector using a M-orthogonal
subspace, while using Jacobi’s method to search for new vectors to add to this sub-
space [41]. A detailed description of the algorithm is shown in Algorithm 4.
At iteration k of the Jacobi–Davidson method, an M-orthogonal subspace, Vk ∈
Rn×k, is formed and satisfies the property
VTk MVk = I. (5.4)
The approximate eigenvalues and eigenvectors, called the Ritz values and Ritz vectors,
are denoted as λi ≈ θi, and ui ≈ Vkyi. The Ritz values and vectors are obtained by
enforcing a Galerkin orthgonality condition
KVkyk − θMVk ⊥ Vk,
which leads to the reduced k × k eigenproblem
VTk KVkyi = θiV
T
k MVkyi.
Defining the matrix Ak , VTk KVk ∈ Rk×k, and using the M-orthogonality prop-
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Algorithm 4 Jacobi–Davidson method with recycling
Set k = 0
while k ≤ s do . Orthogonalize initial set of recycled vectors
Set vk ← MGS(M,Vk−1,Rsek) . Extract column k from Rs and
orthogonalize it
Set k = k + 1
end while
Compute As = V
T
s KVs . Compute the initial reduced matrix
Set Ek = ∅ . Set the converged eigenvectors to the empty set
Set k = s
while k ≤ max iterations do
if k > s then . Skip this orthogonalization step when k = s
Set vk ← MGS(M,Ek,vk) . Orthogonalize vk against converged
eigenvectors Ek
Set vk ← MGS(M,Vk−1,vk) . Orthogonalize vk against Vk−1
Compute w = Kvk
Compute new row/column of Ak where [Ak]jk = w
Tvj and [Ak]kj = w
Tvj
end if
Solve the eigenproblem Aky = θy
Compute for the lowest Ritz vector u1 = Vky1
Compute the residual r = Ku1 − θ1Mu1
if ||r||2 ≤ ε||Ku1||2 then . Check for convergence of this Ritz pair
Add u1 to the converged eigenvectors Ek = Ek−1 ∪ u1
if required eigenvectors converged then
break . All eigenvalues and eigenvectors converged
end if
Compute u2 = Vky2, r = Ku2 − θ2Mu2 . Switch to the next Ritz pair
Set u1 ← u2
else
Set Ek = Ek−1
end if
Set Qk = Ek ∪ u1
Use FGMRES to approximately solve the update equation
(I−MQkQTk )(K− θM)(I−QkQTkM)t = −r
Set vk+1 = t




Akyi = θiyi. (5.5)
Since the dimension of the subspace is small, where k  n, a solution method for
small dense eigenproblems can be used to solve (5.5). The Ritz value θi and vector
ui are approximations to the original eigenproblem, so the residual of the Ritz pair
ri = (K−θiM)Vkyi is non-zero and an indicator of the accuracy of the approximation.
In this particular implementation of the Jacobi–Davidson method with recycling,
for the first s iterations, the subspace Vk is built using recycled eigenvectors from
previous eigenproblems, where s depends on the recycling scheme used. After this
initial recycling phase, Vk is built using vectors generated from an inexact Newton
solution. To motivate the update scheme, consider the following Newton-step on the
residuals of the i-th generalized eigenvalue appended with the M-normality condition














which gives the update (t,∆λ) to the Ritz pair. Note that by construction the Ritz
vector is in the span of the basis, i.e. ui ∈ span {Vk}, and the residual is orthogonal
to the basis such that rTi Vk = 0. As a result, the approximate eigenvector ui satisfies
uTi ri = 0.
As a consequence of this identity (I −MuiuTi )ri = ri. The second condition in the
linear system (5.6) imposes uTi Mt = 0 such that t = (I−uiuTi M)t. Combining these
two results, the Newton update (5.6) can be written as
(I−MuiuTi )(K− θiM)(I− uiuTi M)t = −ri. (5.7)
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Instead of solving for the update (5.7) to a tight tolerance, it can be beneficial to
use a loose tolerance that requires fewer iterations. In this work, the same geometric
multigrid preconditioner as the linear solver is used and the Krylov-subspace method
FGMRES(m) is employed to loosely solve (5.7) where m = 10.
Recycling methods for Jacobi–Davidson method
Since the proposed Jacobi–Davidson method is used in a design optimization process,
it will be repeatedly applied to a sequence of related eigenproblems. In particular,
the eigenvectors will exhibit similar characteristics between optimization iterations,
and the difference in the eigenvalues between iterations becomes minute as the design
converges. To take advantage of this property, the eigenvectors computed at the pre-
vious iterations can be recycled to accelerate the convergence of the next eigenprob-
lem. The Jacobi–Davidson method is well suited to a variety of recycling strategies
since the subspace vectors, Vk, need only be M-orthogonal. An M-orthogonal set
of vectors can easily be obtained from any set of vectors by applying the modified
Gram–Schmidt(MGS) algorithm [148].
The recycling technique starts by constructing a set of an initial set of s vectors,
stored as columns in Rs ∈ Rn×s that are computed from the eigenvectors obtained in
the previous iteration, as shown in Algorithm 4. Two recycling schemes are examined:
(1) one recycled vector, s = 1, that is an equally-weighted linear combination of the
eigenvectors from the previous solution, and (2) a number of recycled vectors, s ≤ r,
that are equal to the lowest eigenvectors from the previous solution.
The first step in the recycling algorithm is to perform modified Gram–Schmidt
to re-orthogonalize the set of recycled vectors and store them in the first s-columns
of the basis Vk ∈ Rn×k, with k = s. Next, the algorithm forms the portion of the
Ak ∈ Rk×k matrix formed by Ak = VTk KVk. Finally, the regular Jacobi–Davidson







Figure 5.1: 3D cantilever beam with point loads
Performance of Shift-and-Invert Lanczos and Jacobi–Davidson
To evaluate the merits of Jacobi–Davidson method over the shift-and-invert Lanc-
zos, a compliance-minimization study with mass and frequency constraints for a 3D





such that 0 ≤ x ≤ 1
cKSλ (λ1, . . . , λr) ≥ ω20
c(x) = mfixed −m(x) ≥ 0
governed by K(x)u = f
(5.8)
The beam domain is 5L × L × L. In this work, the value of L is 1 m. The mass
is fixed at 0.1ρV , where V is the volume of the domain and the lower bound on
the natural frequency constraint ω20 is set at 2 × 104 Hz2. The number of lowest
eigenvalue aggregated, r, is restricted to r = 10. Two different meshes are used
for this study: the first mesh has 32× 32× 160 elements with 525, 987 DOF and the
second mesh has 64×64×320 elements with over 4 million DOF. The Krylov-subspace
method used is the multigrid-preconditioned FGMRES(100) with a maximum of two
restarts. The first mesh case is solved using 24 processors and the second mesh case
is solved using 48 processors. For each mesh case, the Lanczos method as well as
the Jacobi–Davidson method with and without recycling are used. Figure 5.2 shows
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(a) Design obtained using 24 processors
for mesh with 525, 987 degrees of free-
dom.
(b) Design obtained using 48 processors
for mesh with 4 million degrees of free-
dom.

























(c) Cumulative wall time using 24 pro-
cessors for mesh with 525, 987 degrees of
freedom.
























(d) Cumulative wall time using 48 pro-
cessors for mesh with 4 million degrees of
freedom.
Figure 5.2: Design and wall time for the different methods on different mesh sizes
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a summary of the final structural layout and cumulative computational wall time
as a function of iteration history. Figure 5.2c and Figure 5.2d show a comparison
between between the total computational time using Lanczos and different variants
of the Jacobi–Davidson for the first and second case, respectively. For the first mesh
case, the Jacobi–Davidson method, denoted by JD, required between 56 to 70% less
computational time than the shift-and-invert Lanczos method. The second mesh case
exhibits similar time savings, ranging between 60 and 73% less computational time
depending on the recycling strategy used for the Jacobi–Davidson method. Note that
even as the design evolves, the different variants of Jacobi–Davidson methods for
both mesh sizes falls within the same performance range. As expected, the Jacobi–
Davidson method using recycling schemes outperforms the Jacobi–Davidson method
that does not use it since the latter discards the eigenvector information from the
previous solution. The Jacobi–Davidson method that uses one recycled vector that is
an equally-weighted linear combination of the eigenvectors from the previous solution,
as denoted by JD-sum, only outperformed the Jacobi–Davidson method without any
recycling. Lastly, JD-s, where s is the lowest s eigenvectors recycled from the previous
solution, demonstrated better performance as the number of eigenvectors recycled
from the previous solution increases.
Through this work, it is shown that the use of Jacobi–Davidson method with the
proposed eigenvector recycling strategies can accelerate the solution method used to
solve eigenproblems at each topology optimization iteration. Previous works have
employed direct method such as the shift-and-invert Lanczos but they are incompat-
ible with large-scale topology optimization problems. The proposed solution method
was able to reduce the computational effort by up to 70% with the use of eigenvector
recycling on a problem with over O(106) DOF.
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CHAPTER 6
CONCLUSIONS AND FUTURE WORK
Conclusions
The present work formulated a multimaterial thermoelastic topology optimization
framework with capability for local mesh refinement. This modular framework is
geared towards solving large-scale design problems with as many as O(108) DOF
efficiently and can be extended easily. The framework features geometric multigrid
enabled finite element structural solver TACS, optimizer ParOpt and unstructured
mesh generation and automated adaptive mesh refinement capability through TMR.
TACS can handle large-scale design problems by assembling and solving the linear
governing system of equations through geometric multigrid approach that is paral-
lel and scalable. ParOpt is an optimizer that uses the S`1QP method with an `∞
trust-region globalization strategy to solve topology optimization problems. It also
takes advantage of the sparse nature of the linear constraints arising from DMO mul-
timaterial topology optimization problems. TMR has the ability to automatically
generate linear and higher order meshes with local refinement that conforms to the
CAD geometry.
To demonstrate the effectiveness of the framework, a scalability study on the al-
gorithms was performed. It was shown that the solution has an overall over 90%
efficiency. The framework has also been applied to the single material and mul-
timaterial design with and without thermal loading. In the case without thermal
loading, some of the largest 3D multimaterial compliance-minimization designs, with
almost O(109) DOF, are presented. With uniform thermal loading, 2D single material
and multimaterial problems were investigated for both compliance-minimization and
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stress-constrained designs. It was shown that the adaptively refined designs are sim-
ilar to the designs obtained in existing literature without adaptive mesh refinement.
In addition, trade studies for multimaterial stress-constrained problems were carried
out to identify possible local minimas. In the case of nonuniform thermal loading,
2D single material compliance-based designs were derived. The framework enables
various numerical and design optimization studies. For 3D multimaterial design, a
mesh study of various mesh resolution with and without adaptive mesh refinement
for a cantilever beam is carried out. I found that for the same final mesh resolution,
the difference in the objective for the adaptive mesh refined (fine resolution) design
and that for the uniformly fine design (ultra-fine resolution) design is only 1.86%
but the ultra-fine resolution design took 36.1% more computational resources. Thus,
using adaptive mesh refinement allows for identification of designs that have simi-
lar performance to designs derived on a uniform mesh but with less computational
resources.
Due to the modular nature of the framework, higher order analysis and design
parametrization can be included within the framework without need for major algo-
rithmic changes. The higher order analysis comes in the form of higher order Lagrange
polynomials whereas the higher order design parametrization is through Bernstein
polynomials, a subset of B-spline polynomials. Combining these parametrization
techniques with geometric multigrid, polynomial order up to p = 6 for both 2D
quadrilateral and 3D hexahedral design problems were solved. Based on the 2D and
3D bi-clamped example presented in the work, it is noted that a 5th order analysis
coupled with a 4th order design parametrization results in the best combination of
computational resources and objective value when compared to a 6th order analysis
coupled with a 5th order design parametrization. For the 2D example, the difference
in objective for both parametrization is 0.75% while the 4th order design parametriza-
tion has an improvement of 56.1% over the 5th order design. For the 3D example
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bi-clamped study, the computational advantages are more overwhelming, with an
improvement of 71.0% in terms of computational resources used and less than 1%
difference in final objective.
To solve natural frequency-constrained topology optimization problems, an iter-
ative technique known as the Jacobi–Davidson method is used in conjunction with
geometric multigrid solution procedures to solve eigenproblems at each design iter-
ation. This technique performs favorably when compared with direct methods such
as Lanzcos. Novel eigenvector recycling schemes for Jacobi–Davidson methods were
devised and it was shown to be very effective in terms of accelerating the solution
procedure, with an improvement in walltime of as much as 73% over Lanczos method.
There are several potential applications based on the contributions from this work.
First is the study of combined natural frequency and thermoelastic topology optimiza-
tion problems such as nacelle or vehicle chassis design. While such designs are not
shown in this work, it is straightforward to combine these capabilities in the frame-
work to create these designs. Another potential application arising from this work is
the study of non-isotropic thermal properties on coupled heat transfer problem with
thermoelastic design. In this design, the material will have more favorable thermal
properties, i.e. heat conductivity and coefficient of thermal expansion in certain load-
ing directions. Lastly, a study of the efficiency of higher order design parametrization
can be made where a comparison against linear Lagrange design parametrization.
With the study of thermal-elastic problems, its potential impacts include more real-
istic structural design and better design performance based on actual mechanical and
thermal loading.
Future Work
Based on the work presented, there are several areas of future research. These gen-
erally fall into areas of (1) algorithmic developement and enhancements to topology
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optimization, (2) enhacements and extension of physical modeling such as includ-
ing material and geometrically nonlinear problems, and (3) integration with vehicle
design problems. These areas are described in detail below.
Algorithmic enhancements
An area of algorithmic enhancement is to employ the framework for more practical
design applications. This means moving away from the canonical problems being
solved in this work and moving towards designing more complex geometry. This
necessitates making extensions to the mesh generation tool and solution method of
the framework. One of the extension to the framework is to enhance the robustness of
the automated hexahedral mesh generation algorithm in TMR. Currently, TMR can
handle single volume mesh generation robustly. However, for more complex geometry,
the domains can be broken into multiple volumes for meshing and in this case, TMR
requires more active user input in order to mesh it. Thus, automating this process
allows for more practical application. Another enhancement to the framework is in
improving the current solution method. As mentioned in Section 2.1.1, a geometric
multigrid preconditioner is used to solve the system of equation. On all but the
coarsest mesh, a block symmetric Gauss–Seidel smoothing operation is performed
while on the coarsest mesh, a parallel direct Schur-complement method is used to
solve the reduced linear system. However, the direct method restricts the problem size
on the coarsest level and the overall efficiency of the solution method. A more scalable
technique would be to use an iterative algebraic multigrid method (AMG) [149] to
obtain the solution on the coarsest mesh. AMG can be applied regardless of the
geometry and thus suitable for solving linear systems on unstructured coarse meshes.
Another area is to include a higher order filtering scheme that is based on length
scale. The current filtering scheme is based on the filtering of the nodal design
variables of the design mesh which means that the designs obtained are dependent on
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the mesh used. Also, this filtering scheme does not allow for an explicit control over
the feature size of the final design. A Helmholtz-type filter [89] was investigated but
the unstructured nature of the meshes used for this work rendered the filter unusable.
A higher order filtering scheme with length scale control can leverage upon the higher
order Bernstein polynomials that are used in this work.
Another area to further explore upon is through the adaptive mesh refinement
heuristics. Presently, the adaptive mesh refinement heuristics used is feature-based,
where the mesh is adaptively refined at locations where there is material and coarsen
where no structure is formed. Other possible adaptive mesh refinement heuristic in-
cludes solution-based methods [61] and functional output-based methods [64]. These
methods require formulation of an error indicator based on variables such as displace-
ments or stresses and using it as the criterion for adaptive mesh refinement.
Modeling nonlinear physics
An extension to the physics of the current model is to move away from the cur-
rent steady-state heat transfer thermoelastic problem to a coupled diffusion-elasticity
problem formulation. This requires a transient formulation of the heat transfer prob-
lem where the temperature field will vary with time. This will result in a fully coupled
elasticity and diffusion problem [131] instead of the one-way coupled formulation used
in this work.
Another extension will be to incorporate multiscale physics to the analysis so
that the optimizer can design both the microstructure i.e. the structural layout
for each cell, and the macrostructure i.e. the distribution of said cell in the domain
concurrently. This opens a new subset of design space for multimaterial thermoelastic
topology optimization and possibilities to further improve on current designs.
Another enhancement to the physics used in the present work is to account for
nonlinearity in the geometry of the design domain. There are works on geometric non-
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linearity for topology optimization and its effects for both mechanically loaded [150]
as well as thermally loaded designs [151]. For significantly larger mechanical and ther-
mal loads, geometric nonlinearity has to be included. For stress-based multi-physics
design, geometric nonlinearity can alleviate residual stresses in the structure through
local buckling.
Vehicle integration problems
Lastly, an area of future work is integrating with vehicle design problems. This in-
cludes overall vehicle design and the design of its subsystem. This pertains to using
vehicle performance at operating points as loads and constraints on the topology
optimization problem. Different examples include design of a motor nacelle where
the loads and thermal constraints on the design are determined by the operating
trajectory of the vehicle, and a coupled aerostructural design where the topology op-
timization determines the distribution of the structural layout based on the prescribed
thermal boundary conditions as well as the aerodynamic flow that contributes both




2D THB-spline Constraint Formulation
The following derivation of constraint uses the domain shown in Figure 4.8. In 2D,
the spline surface, w, can be expressed as
















For [2.0, 2.5]×[2.0, 2.5], the active B-spline functions are N0x, N′1x and M2x in the x di-
rection and N0y, N
′























































































































































































For [2.0, 2.5]× [2.5, 3.0], the active B-spline basis functions are N0x, N′1x and M2x
in the x direction and N0y, N
′
1y, M2y and M2.5y in the y direction. The spline surface,
w, can be expressed as
w = aa0,0N0xN0y + aa0,1N0xN
′












+ ba2,0M2xN0y + ba2,1M2xN
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+ bb2,2M2xM2y + bb2,2.5M2xM2.5y
(A.4)
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As with adaptive mesh refinement associated with Lagrange basis functions, the re-
fined region creates both dependent and independent nodes. Dependent nodes are
formed when they are the hanging nodes across edges and/or faces and indepen-
dent nodes are formed everywhere else. From (A.3) and (A.5), the coefficient aai,j
is associated with the basis functions on the coarse grid, which means that they are
independent nodes. For abi,j and bai,j, they depend on basis functions from both
the refined and coarse grid, making them dependent nodes and they can be further
expressed in terms of the independent nodes aai,j from the coarse grid. For uniform
element size in the refined domain, the dependent nodes abi,j and bai,j from (A.3)
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From (A.3) and (A.7), similarities can be found in the implementation of the
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group of constraints bb1,1, bb1.5,1, bb1,1.5 and bb1.5,1.5 and bb1,2, bb1.5,2,bb1,2.5 and bb1.5,2.5.
Refining the basis function N2x and N3y, the constraints on bb1,2, bb1.5,2,bb1,2.5 and
bb1.5,2.5 can be explicitly formed in terms of aai,j and are identical to (A.7).
Derivation of Subdivision Matrix for Bernstein Polynomials
The derivation of the subdivision matrix is required when using the Bernstein polyno-
mials for adaptive mesh refinement or geometric multigrid as shown in (4.14). For the
case of adaptive mesh refinement, we are interpolating across meshes with identical





















































































For geometric multigrid, the subdivision matrix is used for interpolating across
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Bordering Method for Solving KKT System
The KKT system J0pk = b can be solved efficiently in parallel using a series of
variable eliminations. This series of computation can be reduced to parallel vector
operations and a small number of operations on small dense matrices. As a result, the
factorization and the application of the factorization scales efficiently. The solution
procedure begins by obtaining the solution for the slack variables and lower and upper







t (bzt + T(pz + bt))
(A.12)
140
Next, using the first two equations gives
b0pp −ATpz − pzl = bp,
App − ps + pt = bz,
(A.13)
Substituting the expressions for the slack and Lagrange multiplier updates (A.12) into
the expression for the first two linearized KKT conditions (A.13) yields the following
Dpp −ATpz = bp + P−1bzl ,
App + (Z
−1S + Z−1t T)pz = bz + Z
−1bs − Z−1t (bzt + Tbt)
(A.14)







Finally, pp can be eliminated for pz as follows
(Z−1S + Z−1t T + AD
−1AT )pz = dz, (A.15)
The right hand side dz is
dz , bz + Z
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[139] K. Höllig, Finite element methods with B-splines. Siam, 2003, vol. 26.
[140] K. A. Johannessen, F. Remonato, and T. Kvamsdal, “On the similarities and
differences between classical hierarchical, truncated hierarchical and {lr} b-
splines,” Computer Methods in Applied Mechanics and Engineering, vol. 291,
pp. 64 –101, 2015.
[141] W. Jiang and J. E. Dolbow, “Adaptive refinement of hierarchical b-spline finite
elements with an efficient data transfer algorithm,” International Journal for
Numerical Methods in Engineering, vol. 102, no. 3-4, pp. 233–256, 2015.
[142] P. Bornemann and F Cirak, “A subdivision-based implementation of the hi-
erarchical b-spline finite element method,” Computer Methods in Applied Me-
chanics and Engineering, vol. 253, pp. 584–598, 2013.
[143] C. Talischi, G. H. Paulino, A. Pereira, and I. F. M. Menezes, “Polytop: a mat-
lab implementation of a general topology optimization framework using un-
structured polygonal finite element meshes,” Structural and Multidisciplinary
Optimization, vol. 45, no. 3, pp. 329–357, 2012.
154
[144] R. T. Farouki, “The bernstein polynomial basis: a centennial retrospective,”
Computer Aided Geometric Design, vol. 29, no. 6, pp. 379 –419, 2012.
[145] A. J. Torii and J. R. d. Faria, “Structural optimization considering smallest
magnitude eigenvalues: A smooth approximation,” Journal of the Brazilian
Society of Mechanical Sciences and Engineering, vol. 39, no. 5, pp. 1745–1754,
2017.
[146] P. Salas, L. Giraud, Y. Saad, and S. Moreau, “Spectral recycling strategies for
the solution of nonlinear eigenproblems in thermoacoustics,” Numerical Linear
Algebra with Applications, vol. 22, no. 6, pp. 1039–1058, 2015.
[147] M. Parks, E. de Sturler, G. Mackey, D. Johnson, and S. Maiti, “Recycling
krylov subspaces for sequences of linear systems,” SIAM Journal on Scientific
Computing, vol. 28, no. 5, pp. 1651–1674, 2006.
[148] Y. Saad, Iterative Methods for Sparse Linear Systems, 2nd. SIAM, 2003.
[149] K. Stben, “A review of algebraic multigrid,” Journal of Computational and
Applied Mathematics, vol. 128, no. 1, pp. 281 –309, 2001, Numerical Analysis
2000. Vol. VII: Partial Differential Equations.
[150] T. Buhl, C. Pedersen, and O. Sigmund, “Stiffness design of geometrically
nonlinear structures using topology optimization,” Structural and Multidis-
ciplinary Optimization, vol. 19, no. 2, pp. 93–104, 2000.
[151] H. Chung, O. Amir, and H. A. Kim, 0, 2019.
155
