learning in a task, for example, during operant conditioning, the system maintains an estimate of the aver-1 Center for Neural Science age value of each possible action. These estimates of New York University value, or value functions, encode the average amount of New York, New York 10003 reward that each action has produced in the past. At 2 Center for the Decision Sciences each moment in time the animal, or more generally the Columbia University agent, is presumed to use a set of these value functions New York, New York 10027 to predict the rewards or punishments that any action will yield. Any reward actually obtained after an action is complete is then compared to this prediction. The Summary difference between these two values is typically referred to as the reward prediction error. The reward The midbrain dopamine neurons are hypothesized to prediction error is then multiplied by a constant ranging provide a physiological correlate of the reward prebetween 0 and 1, the learning rate constant, and the diction error signal required by current models of product of this operation is then added to the preexistreinforcement learning. We examined the activity of ing value function in order to yield an updated and presingle dopamine neurons during a task in which subsumably more accurate reward prediction. Theoretical jects learned by trial and error when to make an eye work indicates that systems having these basic propermovement for a juice reward. We found that these ties, given a set of reasonable constraints, accurately neurons encoded the difference between the current approximate the true values of impending rewards in reward and a weighted average of previous rewards, an environment that does not change or changes only a reward prediction error, but only for outcomes that slowly. were better than expected. Thus, the firing rate of
ventral tegmental area produce bursts of action potenactivity of midbrain dopamine neurons during a fixed tials in response to unexpected juice rewards and supinterval immediately after a reward is received or expressions in firing rate when expected rewards do not pected reflects an iteratively computed difference beoccur (Mirenowicz and Schultz, 1994; tween a weighted average of the magnitudes of re-1993). In classical conditioning tasks, the first time a cently received rewards and the magnitude of the stimulus is followed by a reward, the dopamine neurons current reward. In our task, we were even able to estabrespond with a burst of action potentials after the relish the learning rate constant for this neuronal compuward. However, after repeated presentations of the tation. When we attempted to determine whether the stimulus with the reward, the dopamine neurons repattern of activity during this fixed postreward interval spond only after the presentation of a temporally unwas sufficient for a simple reinforcement learning model, predictable stimulus that signals a later reward. They however, we found that the representation of the theodo not respond after the reward itself, which has been retically defined reward prediction error was incomaccurately predicted because of the occurrence of the plete. The average firing rate of the dopamine neurons preceding stimulus. Similar results suggest a role for in the postreward interval accurately carries informathe dopamine neurons in learning during blocking extion about positive reward prediction errors but not periments and during operant conditioning as well (Holabout negative reward prediction errors; neuronal firing lerman and Schultz, 1998 error. Although physiological mechanisms can be posWhen animals must learn the values of actions in these tulated that would correct this asymmetry, we note that tasks, the activity of the midbrain dopamine neurons this asymmetry may be computationally important. It carries a reward prediction error-like signal. In summary may be particularly important if reinforcement learning then, these results and many others are consistent with via the reward prediction error signal carried by dopathe hypothesis that the dopamine signal is a physiologimine neurons is accomplished by dopamine-driven cal instantiation of the reward prediction error signal:
long-term synaptic potentiation. The possibility that the the difference between the reward an animal expects dopamine signal carries only positive reward prediction to receive and the reward it actually receives (Schultz errors may imply the existence of an independent syset al., 1997).
tem carrying negative reward prediction errors that We were interested in extending our understanding could drive long-term synaptic depression (Daw et al., of the relationship between these dopamine neurons 2002). Finally, we found that once our highly trained aniand the theoretically defined reward prediction error by mals had adopted a simple fixed strategy for performdetermining what precise function of previous rewards ing our task, the activity of the dopamine-reinforcement best predicts the activity of these neurons. To this end, learning system was only weakly coupled to behavior. we recorded the activity of midbrain dopamine neurons We found that the dopamine system continued to comwhile overtrained awake-behaving primates performed pute the reward prediction error even when the behava saccadic timing task that might or might not have ioral policy of the animal was only weakly influenced by required a reinforcement learning system to solve. We this computation. hypothesized that, if we could determine the function that related the reward history of the animal to the acResults tivity of the dopamine neurons under these conditions, we might be able to further test the hypothesis that Behavior these neurons carry a reward prediction error. Given a Our monkey subjects were trained to perform a simple more complete picture of the function that relates retask that yielded rewards having a variety of magniwards to dopamine firing rates, we then hoped to ask tudes, a saccadic timing task (Figure 1 ). At the start of whether this dopamine signal could, in fact, provide all each 4 s trial, the monkeys fixated a central stimulus. of the reward prediction error information required by An eccentric target was then illuminated at a single loan efficient reinforcement learning system. In other cation, and the animals were free to look at that ecwords, we hoped to test the notion that the measured centric target at any time during the 4 s trial. There was, pattern of dopamine activity that we observed was sufhowever, only one interval during the trial in which a ficient for implementing a complete reward prediction saccade to the eccentric target would yield a reinforceerror of the type called for by theory. Finally, we hoped ment, and this interval was further subdivided into five to behaviorally determine whether overtrained animals subintervals. The earliest of these subintervals was asof the type typically used in studies of this kind rely on sociated with a 0.2 ml water reward, and each subsereinforcement learning systems for the production of quent interval was associated with an additional inthe overtrained behavior. We hypothesized that, under crement of 0.02 ml of fluid. Thus, if a saccade to the circumstances in which animals employed an identifieccentric target was executed at the beginning of the able behavioral policy that did not rely directly on a reinforced interval, the subject received a smaller retrial-by-trial reinforcement learning-based estimate of ward, and if the saccade was executed at the end of the the value of an action, the activity of dopamine neurons interval, the subject received a larger reward. Subjects and the actions of the animal would be only weakly maximized reward magnitude by determining when the linked even if the reinforcement learning system continend of this unsignaled rewarded interval occurred and ued to compute underlying value functions.
choosing to make a saccade at that time. Finally, the Our findings suggest that the responses of midbrain time at which the reinforced interval occurred was dopamine neurons do indeed encode a signal of the type required by reinforcement learning models. The shifted unpredictably approximately every 100 trials, shading at the top of each block indicating the largest available reward. Note that the subject manages, in general, to select delays that yield rewards, but also note that the size of the reward earned on each trial varies across the range of possible reward values. To quantify this behavior, Figure 2B plots the average delay adopted by the subjects across all of the block delays that we tested. Each point represents the average delay during the last 50 trials of each block. Each point incorporates at least ten blocks from two monkeys. The error bars indicate the standard error of the mean but, on this scale, do not extend beyond the borders of the points. If the animals had perfectly maximized reward during the second half of each block, of these blocks.
To better characterize the trial-by-trial actions of the subjects at the end of each block, Figure 2C plots the forcing the subjects to encounter shifting levels of recorrection a subject should have adopted as a function wards as they attempted to track the rewarded interval.
of the correction they did adopt for the block labeled The animals were able to perform this task in a man-"C" in Figure 2B . Perfect corrections would lie along ner that reliably yielded water rewards. Figure 2A plots the main diagonal. The rewarded interval during this delays (in log seconds) selected by a single subject block was the earliest possible interval in the task, so during a typical session as a function of trial number. errors were always due to waiting too long, and correcThe shaded rectangles on the graph indicate the time of tions were always to decrease reaction time. However, the reinforced intervals within each block. The darkness note that when subjects made responses that lay outgradient from the top to the bottom of each block indicates the underlying reward gradient, with the darker side the rewarded interval they tended to produce ac- curate corrections that brought them into the rewarded used to compute the averages. After the auditory tone, this neuron showed a phasic increase in firing rate of interval. Once subjects were within the overall rewarded interval, however, corrections were only weakly about ten impulses per second, independent of all reward contingences. The response patterns of this neucorrelated with errors (dark points). This pattern was also true for subjects' reaction time choices during ron were typical of the neurons that we recorded from: most neurons showed an increase in firing rate of about blocks of trials in which the rewarded interval was the latest possible interval in the task, as shown in Figure  five to ten impulses per second following the auditory tone. These responses were fairly stereotyped under 2D. This pattern was observed for all blocks of trials, not just the earliest and the latest. these conditions. We found no evidence that this signal predicted the magnitude of the upcoming reward, a fact In summary, the monkeys were able to choose a range of saccadic latencies that provided a reward on which likely reflects the temporal uncertainties of our particular task (Schultz et al., 1997). every trial, usually the largest ones. However, as the interval occurred later in the trial, the animals were In contrast, the responses of this neuron following the delivery of rewards were much more variable. These more likely to choose a range of latencies that resulted in smaller rewards ( Figure 2B) . They appeared to prefer responses were largest during trials in which the monkey received a large reward after having failed to rea smaller reward in exchange for a shorter waiting time. Even during the earliest rewarded intervals, it appeared ceive a reward for several trials, a situation that principally arose when the monkeys were searching for the that the monkeys were more sensitive to whether or not a reaction time resulted in a reward than the size of that rewarded interval at the beginning of a new block and receiving rewards only infrequently. Following the delivreward ( Figures 2C and 2D ). These behavioral results suggest that, in this task, the animals learned to find ery of a reward under these conditions, the neurons would reach peak firing rates as high as five or six times the saccadic latency for which they would receive reinforcement, although the trial-by-trial mechanism by their baseline firing rates. During long stretches of rewarded trials, the reward that would elicit a large rewhich they accomplished this adjustment behaviorally seemed not to reflect a precise compensatory process sponse early in the group of sequentially rewarded trials would elicit only a small response after periods of driven by the magnitude of the reward received on the preceding trial. consistent reinforcement. In general, when the reward a monkey received on a particular trial was greater than the reward he received on the previous trial, the neuActivity of Individual Dopamine Neurons rons were much more active than when the reward the In order to study the relationship between the reanimal received was smaller than the reward received sponses of midbrain dopamine neurons and reward on the previous trial ( Figure 4 , right side). This observed history, we recorded from 81 neurons while monkeys pattern of activity was consistent with a simple error performed the saccade timing task. For this report, we signal, suggesting that in this task the firing rates of analyzed the data from the 50 neurons for which we dopamine neurons following reward delivery carried a had gathered at least 100 trials of the task (mean, 292 reward prediction error of some form. trials; range, 100 to 1100 trials; SD, 186 trials). Guide
In order to determine what function of previous retubes and electrodes were placed under real-time ulwards best predicted the activity of these neurons, we trasonographic guidance (Glimcher et al., 2001), and used a linear regression to determine what combination electrodes were lowered through ventroposterior meof previous rewards best predicted neuronal firing dial thalamus prior to entering areas where dopamine rates. This analysis eliminated the need for any asneurons were presumed to be located. During recordsumptions, other than linearity, about the form of the ing sessions, neurons were classified as dopaminergic calculation that these neurons might reflect with regard based on three criteria: they had relatively long triphato reward history. It provided a set of weights (or β valsic action potentials, their baseline firing rates were relues) of the following form: atively low (mean, 5.3 ± 1.5 impulses per second), and they showed a phasic response to unpredicted fluid re- Figures 3A and 3B) . A subset of these neurons, + β 10 × (R t−10 ) which were typical of the population, were histologically localized to the substantia nigra pars compacta and the ventral tegmental area ( Figure 3C ).
where R t was the amount of fluid reward obtained on the current trial, R t − 1 was the amount of fluid reward While monkeys were performing the saccade timing task, all the neurons produced a baseline rate of activity obtained on the previous trial, and so on. The regression gave a single set of β values that described the that was modulated at two points during the trial. The first was a burst in activity after the auditory tone that best rule for predicting the firing rate for any particular trial from the recent history of rewards. The β values signaled trial onset, and the second was an increase or decrease in rate following the completion of a saccade thus yield a weighting function that explained how to additively combine the measured values of the last ten immediately after the onset of a period in which the delivery of a reward could be anticipated. Figure 4 rewards in order to best account for dopamine neuron firing rates after the most recent reward had been reshows the average response of a single neuron during the task. Averages were produced by aligning indiviceived. For example, if the neuronal firing rate reflected an error signal that was simply the difference between dual trials at the time of the tone (left) and the time of reward delivery (right). Plotted above the averages are the current and the previous reward, then it would be expected that the regression would yield a positive rasters for a subset of the individual trials that were shows the regression coefficients plotted in this fashion, as they might be used to compute a weighted for β 1 through β 10 .
The results of the regression analysis for a single doaverage. In order to look at the relationship between firing rate pamine neuron are shown in Figure 5A . The weight for the current reward is a large positive number, while the and this computation that the neurons were apparently encoding, and to examine the linearity of the relationweights for each of the preceding five rewards are negative values between −30 and zero, and the weights ship between reward history and firing rate, for each trial we multiplied the values of the current and each for rewards more than five trials into the past are indistinguishable from zero. These weights describe the of the previous ten rewards by the regression-derived (normalized) β values and then compared it to the firing transformation of reward values in milliliters of water firing rate rising to three or four times baseline, suggesting that, in this range, this neuron linearly encodes the weighted averaging calculation described by the β weights. However, for values of this calculation less than −0.1, there appears to be no modulation in the neuronal response. This lack of modulation seems to occur because the neuron reaches the bottom end of its dynamic range; it produces zero spikes during our measured interval for all large negative values of weighted reward history. These results indicate that the firing rate of this neuron during the rewarded interval is quantitatively correlated with the difference between the current reward and a recency-weighted average of previous rewards for a limited range of reward histories. Figure 5C shows the set of weights derived by linear regression for another individual neuron. For this neuron, there is also a large positive weight for the current reward and negative weights for the previous rewards that approach zero for rewards farther in the past. This neuron also shows a nearly linear relationship between weighted reward history and firing rate, but again there is a rectification for very negative values of the calculation, suggesting that the firing rate of this neuron during the postreward interval carries a signal encoding this calculation only for positive values ( Figure 5D ).
Activity of the Neuronal Population
This pattern of neuronal responses, in which firing rate was correlated with the difference between the value of the current reward and a recency-weighted average of the previous rewards, was characteristic of nearly all of our neurons. The responses of 44 out of 50 neurons the delay (or action) that the animals had just produced then this term should have added significant statistical power to our regression. Figure 7A shows the R-squared six or seven rewards when this value is significantly negative.
values for each neuron in the population when the regression included and did not include what delay the In order to further examine this apparent rectification, we performed the multiple regression for firing rate animal selected on the subsequent trial. All the cells fall close to the identity line, indicating that neuronal firing against reward history, separating out trials on which the firing rate was below baseline or above baseline. rates were not correlated with when the animal made its response. The results of these regressions are shown in Figure  6A . The regression weights for trials with firing rates To ask this same question in another way, we also determined whether neuronal firing rate was better acabove baseline (plotted in black) are quite similar to those observed for the population as a whole. However, counted for by a reward history composed only of trials on which the animal had produced a similar action, for trials with reward interval firing rates below baseline, the neuronal firing rate was correlated only with the curthose trials during which the saccades were all made within the same subinterval. This analysis was intended rent reward and a constant offset term (not shown in the figure) reflecting the tonic firing rate of the neuron.
to determine whether the neurons separately encoded reward information about saccades initiated at different There is no significant relationship between firing rate during the reward interval and the difference between times. Figure 7B shows the R-squared value for each neuron from a regression using this interval-grouped rethe value of the current reward and a recency-weighted average of the values of the last six or seven rewards.
ward history plotted as a function of the R-squared value from the standard reward history regression. For We also examined the possibility that the occurrence of repeated identical rewards might have some effect almost every neuron, the interval-grouped regression accounted for much less of the variance in the firing on the results of our regression, since animals often got the same reward on multiple successive trials. To do rate. The small but nonzero R-squared values resulting from the interval-grouped reward history represent the this, we performed the multiple regression using only the first 20 trials of each block (when the likelihood of amount of variance accounted for by the magnitude of the current reward. sequential rewards of the same magnitude was low) and the last 20 trials of each block (when the likelihood We also performed both of these analyses using information about the timing of the subsequent saccade, of sequential rewards of the same magnitude was high). Note that the regression weights for the first 20 trials of in an effort to determine whether these neurons encoded predictive information about the upcoming trial each block look similar to the weighting function derived for the complete data set (Figures 6B and 5E) .
rather than information about the current trial. In neither case did this variable contribute significantly to neuWhile the regression weights for the last 20 trials of each block also broadly look similar, only two trials conronal firing rate. Taken together, these results suggest that, during our task, the firing rates of the neurons did tribute significantly to the weighting function. Under these conditions, the recency-weighted average apnot encode information about the time at which the preceding or subsequent saccade was executed even pears to be occurring over a shorter time interval. The R-squared value for the regression using the first 20 trithough the information that they carried clearly related show that there was no systematic relationship benext trial. Perhaps surprisingly, there was no systematic tween these two quantities either. These plots suggest relationship between reward prediction error and change that, for rewarded trials (in dark gray), there was a weak in reaction time. Thus, the reward-related neuronal sigpositive association between reaction time error and nal provided no information about how long the animal reward prediction error but that for unrewarded trials had waited before making a movement and appears there was no such association. It should be noted, however, that because reward prediction errors do not not to have been used by the animals, in our task, to map uniquely to optimal changes in reaction time when greater than the weighted average of previous rewards. However, when the value of the current reward was signo reward information is available, they are in principle insufficient feedback for driving changes in reaction nificantly less than the weighted average of previous rewards (which occurred principally when the animal time following unrewarded eye movements.
The observation that the correlation between the size received no reward) the dopamine neurons always responded with the same spike rate: 0 Hz. of the change in reaction time and the difference between the chosen and best reaction times was strong-
The function we derived that relates dopamine neuron activity to the reward history associated with the est when the relationship between reaction time error and reward prediction error was weakest suggests that completion of the single action that our animals produced bears a striking resemblance to the exponenthe animals used information other than the activity of the dopamine neurons to decide when to make their tially weighted average used by many models of reinforcement learning (Bush and Mosteller, 1955; Rescorla movements in this task. In order to test this hypothesis more explicitly, we performed the multiple regression and Wagner, 1972; Sutton and Barto, 1981). In approaches of this type, for example, the widely used analysis on all of our neuronal data again, this time separating rewarded trials (show in dark gray in all panels model of Sutton and Barto (1998), an animal's current estimate of the value of a state of the environment (V t ) of Figure 8 ) and unrewarded trials (shown in light gray in all panels in Figure 8) . Note that the regression weights is computed by taking the difference between the value of the most recently acquired reward (R t ) and a shown in Figure 8E indicate that, for rewarded trials, the firing rate of the neuron encoded information about weighted sum of the values of previous rewards (V t − 1 ), the reward prediction error. The reward prediction is the reward history, while for unrewarded trials, the firing rate of the neuron encoded information only about the then multiplied by a learning rate constant (α) and used additively to update the animal's estimate of the value current trial. These data indicate that the dopamine neurons carry information about the reward history priof a state: marily for trials during which the animal received a re-
ward in this task. However, the animals appeared to adopt a strategy of changing their behavior most drasIn practice, the computation is presumed to be pertically when they did not receive a reward.
formed iteratively, V being updated incrementally once Taken together, these results present an interesting after every action or stimulus. This iterative process, in dichotomy. The dopamine signal seems to be an effiwhich α has a value of less than 1, results in more recient way to assess the value of making a saccade to cent rewards having a larger influence on the value the visual target irrespective of when that saccade is function, V, than rewards obtained farther in the past. made. From this signal, it would be possible, as will be More specifically, the iterative calculation yields a explained in more detail below, to compute the average weighted average with an exponential rate of decay value of that movement. However, for deciding prethat is controlled by the size of the α parameter. cisely when to make the movement, the animals seem A number of researchers have suggested that the acto be employing a different mechanism. The behavioral tivity of dopamine neurons may serve a very specific strategy that they employed seems to be one that canrole in reinforcement learning-it may carry the reward not be accounted for by the pattern of dopamine activprediction error. While a large body of evidence supity, or perhaps even by the activity of any reinforcement ports this hypothesis qualitatively, we can test this hylearning system. pothesis more quantitatively by comparing the function we derived from the dopamine neurons to the functional form of the reward prediction error specified in Discussion Equation 1. Figure 9 shows the weighting functions that a theoretical reward prediction error (α[R t − V t − 1 ])
Relation of Firing Rate and Reward History
We studied the responses of dopamine neurons during would employ. In this particular example, α has been set to 0.5 in gray and 0.7 in black. Note that the general a task in which the rewards obtained for taking the same action, making a particular saccadic eye moveshape of these functions is similar to the empirical functions derived by linear regression of our data set ment, were constantly varying. Immediately after the action was complete, the time at which a reward might ( Figure 5) , with a large positive contribution by the reward that has just been received on the current trial, or might not be delivered on a given trial, we determined the linear function that related reward history to and a negative contribution with an exponential decay for each preceding trial. In summary then, we found average neuronal firing rate during this interval. This function, derived by linear regression, computed the that the results of the linear regression described a computation that was quite similar to the computations difference between the value of the reward received on the current trial and a weighted average of the values employed to derive the reward prediction error signal in reinforcement learning models. This further supports of the previous seven rewards. Recent rewards contributed to this average more than earlier rewards, in what the hypothesis that the dopamine neurons of the midbrain encode, in firing rate, a reward prediction error approximated an exponentially decaying fashion.
When we used the output of this function, derived signal that could be used to drive a reinforcement learning system. from a linear regression, to predict the activity of dopamine neurons, we found an interesting nonlinearity. The
To better relate our data to reinforcement learning theory, we also fit the relationship between dopamine output of the function accurately predicted dopamine firing rates when the value of the current reward was firing rates and reward history using an exponential nin neurons during learning may yield insight into the potential synergy between these two neurotransmitter function of the type described by Equation 1 to detersystems and may test the hypothesis that serotonin mine how it would describe the weighting of reward represents information about highly negative outcomes. history in our experiment. Using an exponent and an This finding may also have implications for the asymoffset parameter, we found that the function that capmetry in sensitivity to losses and gains that has been tured the most variance in the firing rate data obtained observed in both human and animal subjects (Kahneduring our task had an exponent equal to 0.7, a physioman and Tversky, 1979; Marsh and Kacelnik, 2002). It logically determined estimate of the α parameter under has long been known by psychologists and economists the conditions we studied.
that people are generally more risk averse for losses In most models, the reward prediction error function than for gains (Kahneman and Tversky, 1979). If inforis continuous for a wide range of both negative and mation about losses is encoded separately from inforpositive values. The finding that the firing rates of these mation about gains, it raises the possibility that these dopamine neurons after a reward was expected do not two different systems could be calibrated separately, encode a negative reward prediction error suggests a potential physiological mechanism for this observed that there may be limits to the information encoded by "irrationality" in human and animal decision making. these neurons. Negative reward prediction errors occur It is, however, important to note that two important when the reward obtained is less than the reward that factors may complicate this interpretation of our findwould be predicted by the exponentially weighted ings. First, our sample of negative reward prediction average of previous rewards. This may reflect a conerrors is mostly made up of trials on which the animal straint imposed on dopamine neurons by their small received no reward. While current models of reinforcedynamic range in firing rates, and their low baseline firment learning do not predict the existence of any pecuing rates.
liar discontinuity or nonlinearity in the reward prediction In any case, it is important to note that models of error when reward is precisely equal to zero, this may reinforcement learning always encode an equal range be important. Our observation that essentially all negaof positive and negative reward prediction errors, which tive reward prediction errors are associated with sidopamine firing rates in the fixed duration postreward lence by the dopamine neurons derives from a data set interval do not encode. This is a point of significant that oversamples this particular condition. Second, it is physiological relevance. Most physiological models of important to note that the firing rates of dopamine neureinforcement learning suggest that when the reward rons during the fixed duration postreward interval may prediction error is positive active neurons in the basal not be the only mechanism by which dopamine neuganglia undergo long-term potentiation, strengthening rons can signal the reward prediction error. Other propthe synaptic connections that produced the reinforced erties, like the interspike interval, may still allow target behavior. When the reward prediction error is negative, structures to derive the reward prediction error from in contrast, it is typically hypothesized that active condopamine neuron activity. nections are decremented in strength, presumably by a process of long-term depression. Given that dopamine Role of Dopamine in the Saccade Timing Task spike rates in the postreward interval seem only to enThe behavioral data that we gathered for this study, uncode positive reward prediction errors and that dopafortunately, suggests that, for fully trained animals permine is known to produce long-term potentiation under forming the saccade timing task, neither dopamine acsome conditions, there may be reason to suspect that tivity in particular nor reinforcement learning algorithms dopamine activity is uniquely associated with the posiin general play a particularly important role in helping tive reward prediction error term of reinforcement learning models.
the subjects to decide when to move. Information about the time at which the preceding or subsequent Insight from Parkinson's Disease Patients suffering from Parkinson's disease exhibit a saccade was executed did not appear to be included in the linear computation represented by the dopamine broad constellation of symptoms that are largely due to the death of dopamine neurons in the SNc. In addition spike rate, and this information did not seem to significantly influence behavior. Instead, the animals apto the readily apparent motor deficits, it has been known for some time that Parkinson's disease patients peared to adopt a fairly stereotyped strategy of searching toward the middle of the 4 s trial interval when no also have difficulty performing tasks that require learning based on probabilistic outcomes (Packard and reward was received, a situation that typically occurs immediately after the unsignaled block switches. We Knowlton, 2002). The finding that the dopamine system encodes only outcomes that are better than expected believe that this draws attention to an important point. It highlights the preexisting conclusion that reinforcesuggests that Parkinson's disease patients may be unable to perform such activities because there is an imment learning mechanisms are not the only processes that guide behavior. This is a point that Sutton and balance between feedback about negative and positive outcomes, a hypothesis that has recently begun to be Barto (1981) made when they developed their actorcritic model. Although this model is now a standard eletested (Frank et al., 2004) . Since the dopamine system is damaged, while other brain systems are intact (parment in many reinforcement learning studies, the full model, which does include a reinforcement learning ticularly during early stages of the disease), the representations of negative outcomes are likely to be much module, also relies on a second set of mechanisms for producing actions. The other mechanisms, broadly more reliable than those of positive outcomes. As a result, it may be that patients have difficulty learning asspeaking, encode rules and policies for producing behavior given the current state of the reinforcement sociations based on reinforcements resulting from correct responses but may still be quite sensitive to the learning system. In our study, it appears from both the behavioral and physiological data that a system of this results of incorrect responses. In line with this hypothesis, Parkinson's disease patients generally show a detype governs behavior when the animals make their saccades in our task. creased ability to learn probabilistic associations between stimuli and outcomes (Knowlton et al., 1996) but exhibit a relatively normal ability to perform reversals of already learned probabilistic associations (Cools et al., Pretrial Activity in Dopamine Neurons Our data also indicate that there is a consistent in-2001). Taken together with the physiological results that we have presented, the selective pattern of behavioral crease in the firing rates of midbrain dopamine neurons immediately following the auditory stimulus that alerted impairments observed in Parkinson's disease patients may further suggest the existence of multiple systems the subjects to the onset of each trial. We found, however, that this early increase was not quantitatively refor encoding positive and negative errors in reward prediction. lated to the recent reward history of the monkeys. In contrast, other physiological and theoretical studies have shown a different result. When a tone predicts a Conclusions reward at a fixed latency, dopamine neurons and some
We have shown that the firing rates of dopamine neuclasses of reward prediction errors are active after the rons following the delivery of a reward encode a comtone in a way correlated with the overall likelihood that putation reflecting the difference between the current the stimulus will be followed by a reward (Fiorillo et al., reward and a recency-weighted average of previous re-2003). The insensitivity to recent reward history that we wards. This finding corresponds to the predictions of observed after the tone in our experiments may reflect, many current theories of conditioning. However, unlike amongst other things, the fact that in our task the temthese models, we have also shown that there may be poral intervals between the tone initiating one trial and limits to the range in which this signal veridically reprethe tone initiating the next were very similar. When one sents the reward contingencies of the environment. stimulus accurately predicts the occurrence in time of Taken together, these findings support and extend the a later stimulus that also predicts a reward, it has been hypothesis (Schultz et al., 1997) that midbrain dopashown that dopamine activity after learning is complete mine neurons encode a reward prediction error signal is primarily associated with the earlier reward (Ljungof the type required by most models of reinforcement berg et al., 1992; Montague and Berns, 2002). Although learning. there is no way to be certain from these data, it seems Experimental Procedures possible that our failure to observe a relationship between the number of action potentials produced at the ated the trial, and one centered on the time at which reinforcement was delivered (or would have been delivered, in the case of trials yellow to normal human observers, was illuminated, and the subject was required to align gaze with this stimulus (±3°) within 1000 in which the saccade was outside of the rewarded interval). ms. Three hundred milliseconds after gaze was aligned with this central LED, it turned red, and a single red eccentric LED was illu
