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Résumé
En dimension impaire d’espace, on démontre, sous une condition géométrique microlocale, la
décroissance exponentielle de l’énergie locale des solutions de l’équaton des ondes dans un domaine
extérieur, en présence d’un stabilisateur de type Neumann ∂nu+ a(x)∂t u= 0.
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Abstract
In odd dimension space, we prove, under a microlocal geometric condition, the exponential decay
of the local energy for solutions of the wave equation on exterior domains, with Neumann damping
∂nu+ a(x)∂t u= 0.
 2002 Éditions scientifiques et médicales Elsevier SAS. All rights reserved.
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1. Enoncé du résultat
Soient n un entier impair,O un ouvert borné deRn à bord ∂O , C∞ et a(x) une fonction
définie sur ∂O , C∞ et positive.




t u−u= 0 sur R+ ×Ω ,
u(0)= f1, ∂tu(0)= f2 sur Ω ,
∂nu+ a(x)∂tu= 0 sur R+ × ∂Ω ,
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où Ω =Rn \O , n(x), la normale sortante de ∂Ω et (f1, f2)= f ∈H = H˙ 1(Ω)×L2(Ω),




∣∣∇f1(x)∣∣2 + ∣∣f2(x)∣∣2 dx.
Nous verrons au Paragraphe 2 que le systeme (Na) possède une unique solution globale en
temps, u(t, x) ∈C0([0,+∞[, H˙ 1(Ω))∩C1([0,+∞[,L2(Ω)).
Soit R > 0 tel que O ⊂ BR = {x ∈ Rn tel que ‖x‖ < R} ; on pose ΩR =Ω ∩ BR . Et






Afin d’énoncer le résultat principal de ce travail, on donne la définition du contrôle
géométrique extérieur. C’est une notion microlocale inspirée de celle introduite par Bardos
et al. [2] dans un domaine borné. Elle est à comparer à l’hypothèse fondamentale utilisée
dans [1], pour la stabilisation “interne” sur un domaine extérieur.
Définition 1.1. Soient R et TR deux réels strictement positifs et ω une partie de ∂Ω . On dit
que le couple (ω,TR) vérifie le contrôle géométrique extérieur (C.G.E) au dessus de BR ,
si tout rayon bicaractéristique généralisé γ issu à l’instant 0 d’un point de T ∗b (R+ ×ΩR)
(le fibré cotangent au bord) vérifie l’une des deux conditions suivantes :
(a) γ quitte R+ ×ΩR avant l’instant TR , ou
(b) γ rencontre la zone R+×ω entre 0 et TR en un point non diffractif (cf. Appendice A).
Nous pouvons, à présent, énoncer le théorème principal :
Théorème 1.1. Soient R et TR deux réels strictement positifs tels que le couple
({x ∈ ∂Ω;a(x)> 0}, TR) vérifie le C.G.E au dessus de BR .
Alors ∃C > 0, α > 0 tels que pour tout f ∈ H , à support dans BR , la solution u du
problème (Na) de donnée initiale f vérifie l’inégalité
ER(u)(t)C e−αtE(u)(0).
Ce théorème est un résultat de stabilisation par le bord pour l’énergie locale des ondes,
sur le domaine extérieur Ω = Rn \ O . Dans cet ordre d’idée on peut citer le travail de
Lebeau–Robiano [7] dans le cas d’un domaine borné.
Lorsque l’obstacle O est non captif, on peut prendre a(x)= 0 et retrouver ainsi, dans
le cadre de notre espace d’énergie, le résultat de Melrose [10].
Enfin ce théorème complète le résultat établi par Aloui–Khénissi [1], dans lequel la
stabilisation est obtenue à l’aide d’une dissipation interne, avec une condition de Dirichlet
au bord.
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La démonstration est basée sur une étude précise du semi-groupe de Lax–PhillipsZa(t)
et utilise notament un théorème de relèvement et un résultat de propagation (qualitatif)
pour les mesures de défaut microlocales. Ce dernier point est inspiré du travail de Lebeau
[6] (voir Paragraphe 3).
La suite de l’article est organisée comme suit. Dans le Paragraphe 2, on introduit le
semi-groupe de Lax–Phillips Za(t), adapté au problème de Neumann, et on donne ses
principales propriétés.
Le Paragraphe 3 est consacré à l’analyse microlocale au bord et aux mesures de défaut
microlocales. On y établit en particulier un théorème de relèvement, version mesure,
analogue au « lifting lemma » démontré par Bardos et al. [2, Théorème 2.2]. On prouve
aussi un théorème de propagation pour le support des mesures de défaut microlocales,
dans le sens positif du temps, pour les suites de solutions de (Na) à énergie bornée.
Dans le Paragraphe 4 on donne la démonstration du Théorème 1.1. Plus précisément
on démontre que ‖Za(T )‖ < 1 pour T assez grand. Enfin, nous avons regroupé dans un
Appendice A, à la fin de l’article, et pour les besoins du lecteur intéressé, quelques rappels
sur la géometrie au bord (fibré cotangent au bord, bicaractéristique généralisée . . . ) et le
théorème de propagation des singularités de Melrose–Sjöstrand [9].
2. Semi-groupe de Lax–Phillips
Suivant [1], on introduit dans cette partie le semi-groupe de Lax–Phillips Za(t) adapté,
au problème de Neumann. Ce semi-groupe permet de contrôler l’énergie locale de u
solution du problème (Na).
Dans une première étape, on associe au problème (Na ) un opérateur Ua(t) reliant la
donnée initiale à la donnée à l’instant t .

















On obtient donc l’équation
(EN): ∂tUa(t)f =AUa(t)f, (2.1)
où Ua(t)f = (u, ∂tu).
Pour donner un sens précis à ce qui précède, il suffit de bien définir A, de façon
qu’il engendre sur H un semi-groupe, tel que les deux problèmes (Na) et (EN) soient
équivalents.
Pour cela on considère Aa l’opérateur non borné de domaine :
D(Aa)=
{
f = (f1, f2) ∈H tel que (f2,∆f1) ∈H et ∂nf1 + a(x)f2 = 0 sur ∂Ω
}
,
défini par Aaf = (f2,∆f1).
Aa vérifie alors la proposition suivante :
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Proposition 2.1. Aa est maximal dissipatif.




















⇒ Re(Aaf,f ) 0 ∀f ∈D(Aa).
C’est-à-dire Aa est dissipatif.
Im(Aa − I) est fermé dans H ; en effet : soit (fn) une suite de Im(Aa − I) telle que
fn→ f dans H .
fn ∈ Im(Aa − I) alors ∃ gn ∈D(Aa) tel que fn =Aagn − gn. On a :∥∥(Aa − I)(gn − gm)∥∥2
= ∥∥Aa(gn − gm)∥∥2 + ‖gn − gm‖2 − 2 Re(Aa(gn − gm), gn − gm)

∥∥Aa(gn − gm)∥∥2 + ‖gn − gm‖2,
donc (gn) est une suite de cauchy dans D(Aa). Elle converge alors vers un élément g de
D(Aa), c’est-à-dire Aagn − gn→Aag − g dans H .
D’autre part on sait que Aagn − gn → f alors f = Aag − g et donc on obtient
f ∈ Im(Aa − I).
Im(Aa − I) est dense dans H , en effet : puisque C∞0 (Ω)×C∞0 (Ω) est dense dans H ,




)×C∞0 (Ω)⊂ Im(Aa − I). (2.2)
Soit donc h ∈ C∞0 (Ω)×C∞0 (Ω), montrons qu’il existe f ∈D(Aa) tel que
(Aa − I)f = h, (2.3)
Posons h= (h1, h2) et f = (f1, f2). L’équation (2.3) est équivalente à :
(R)
{
∆f1 − f1 = h1 + h2 = h˜,
∂nf1 + a(x)f1 = a(x)h1, (2.4)
et
f2 = f1 + h1. (2.5)
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Pour résoudre le système (R) on va chercher tout d’abord une solution faible et ensuite
on démontre qu’elle est forte.
Soit f ∈H 1loc(Ω), f est dite solution faible de (R) si elle vérifie l’égalité suivante :∫
Ω
(∇f∇Ψ + fΨ )dx + ∫
∂Ω
a(x)fΨ dσ =−(˜h,Ψ )
L2(Ω) − (ah1,Ψ )L2(∂Ω) (2.6)
pour tout Ψ de C∞0 (Ω).




(|∇Φ|2 + |Φ|2)dx + ∫
∂Ω
a|Φ|2 dσ
et H˜ 1(Ω) le complété de C∞0 (Ω) pour cette norme.








On note par l la forme linéaire sur H˜ 1(Ω) définie par :
∀Ψ ∈ H˜ 1(Ω), l(Ψ )=−(˜h,Ψ )
L2(Ω) − (ah1,Ψ )L2(∂Ω).
On a ∣∣l(Ψ )∣∣  ∥∥h˜∥∥
L2(Ω)‖Ψ ‖L2(Ω) + ‖h1‖L2(∂Ω)‖aΨ ‖L2(∂Ω)
 c‖Ψ ‖,
donc l est une forme linéaire continue sur H˜ 1(Ω). Il existe alors un unique g ∈ H˜ 1(Ω) tel
que
l(Ψ )= 〈g,Ψ 〉 ∀Ψ ∈ H˜ 1(Ω), (2.7)
c’est-à-dire g est une solution de l’équation (2.6).
Prenons dans l’égalité (2.6), Ψ ∈C∞0 (Ω) ; on obtient :
−∆g+ g =−h˜ (2.8)
dans D′(Ω).
Ce qui permet de dire que g ∈H 2(Ω) et ∂ng ∈ L2(∂Ω).
En intégrant par partie dans le premier membre de (2.6) et en tenant compte de l’égalité
(2.8) on déduit que
−∂ng + ag =−ah1 sur ∂Ω. (2.9)
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On conclut alors que g = (g, g+h1) ∈D(Aa) et qu’elle constitue une solution forte du
problème (R). ✷
Aa est maximal dissipatif, alors d’après le théorème de Hille Yosida il engendre sur
H un semi-groupe de contraction (Ua(t))t0. Pour a = 0, Aa est antiadjoint et donc il
engendre sur H un groupe unitaire (U(t))t∈R .
On définit les espaces des données sortantes et rentrantes comme suit :
D+ =
{
f ∈H, U(t)f = 0 sur |x| t +R, t  0},
D− =
{
f ∈H, U(t)f = 0 sur |x|−t +R, t  0}.
Pour identifier l’espace H à un sous espace de H0 (le completé de (C∞0 (Rn))2 pour
la norme ‖f ‖2 = ∫
Rn
|∇f1(x)|2 + |f2(x)|2 dx) et D+ et D− aux espaces des données
sortantes et rentrantes du cas libre(D+,0,D−,0), on définit l’opérateur de prolongement :
E :H →H0 ; E = χR,
où R est le prolongement par réflexion près du bord et χ ∈ C∞(Rn) tel que
χ =
{
0 sur un compact contenu dans O ,
1 au voisinage de Ω .
On a donc ED+ =D+,0 et ED− =D−,0.
Pour t  0 on pose
Za(t)= P+Ua(t)P−, (2.10)
où P± est la projection sur D⊥± .
Za(t) vérifie la proposition suivante :
Proposition 2.2. On a :
(1) Za(t)D+ =Za(t)D− = 0.
(2) Za(t) opère sur K =D⊥+ ∩D⊥− .
(3) (Za(t))t0 forme un semi-groupe sur K .
Démonstration. (1) Za(t)D− = 0 (par définition).
Soient f ∈D+ et g ∈D− ; d’après Lax–Phillips (voir [5, p. 106]), on a :
(f, g)= (Ef,Eg)= 0
c’est-à-dire f ∈D⊥− et donc P−f = f .
Puisque f ∈D+ alors Ua(t)f =U(t)f ∈D+ et par suite Za(t)f = 0.
(2) Soit f ∈K . Pour montrer que Za(t)f ∈D⊥− , on a besoin des lemmes suivants :
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Lemme 2.1. Soient B1 et B2 deux opérateurs maximaux dissipatifs sur un espace de
Hilbert H. On suppose que B1 est une extension de B2 (voir [11]) et D(B2) = H . Alors
B1 = B2.
Démonstration. D’après le théorème de Hille YosidaB1 et B2 engendrent respectivement





) = −B1Z1(t − s)Z2(s)f +Z1(t − s)B2Z2(s)f
= −B1Z1(t − s)Z2(s)f +Z1(t − s)B1Z2(s)f = 0.
Alors Z1(t)f = Z2(t)f ∀f ∈ D(B2). Puisque D(B2) = H alors Z1(t)f = Z2(t)f
∀f ∈H et par suite B1 = B2. ✷




)= {f = (f1, f2) ∈H, (−f2,−∆f1) ∈H et ∂nf1 − af2 = 0 sur ∂Ω}
et ∀f ∈D(A∗a), A∗af = (−f2,−∆f1).




)= {f = (f1, f2) ∈H, (−f2,−∆f1) ∈H et ∂nf1 − af2 = 0 sur ∂Ω}
et tel que
A˜f = (−f2,−∆f1).














Donc A∗a est une extension de A˜. Puisque A∗a est maximal dissipatif alors d’après le lemme
précédent A˜=A∗a . ✷
On note U∗a (t) l’adjoint de Ua(t). Il vérifie :
Lemme 2.3. ∀t  0, U∗a (t)D− ⊂D−.
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Démonstration. Puisque Ua(t) est un semi-groupe engendré par Aa , alors U∗a (t) est un







On a donc ∂
2
t v1 −∆v1 = 0 sur Ω ×R+,
∂nv1 − a(x)∂tv1 = 0 sur ∂Ω ×R+,(
v1(0), ∂rtv1(0)
)= (g1,−g2).








Puisque g ∈ D−, alors g′ ∈ D+ ; d’autre part on sait que Ua(t)D+ = U(t)D+ et
U(t)D+ ⊂D+ donc Ua(t)g′ ∈D+ et par suite U∗a (t)g ∈D−. ✷
Revenons maintenant à la preuve du deuxième point de la Proposition 2.2.
Soit g ∈D−, on a (
Za(t)f, g
)= (f,U∗a (t)g).
D’après le Lemme 2.3, U∗a (t)g ∈D− et puisque f ∈D⊥− alors(
Za(t)f, g
)= 0.
On déduit alors que Za(t)f ∈D⊥− .
(3) Soit f ∈K , on a :
Za(t)Za(s)f = P+Ua(t)P+Ua(s)f = P+Ua(t)Ua(s)f = P+Ua(t + s)f
= Za(t + s)f.
Donc (Za(t))t0 est un semi-groupe sur K . ✷
3. Analyse microlocale au bord
On rappelle dans cette partie la construction réalisée par Lebeau [6], des mesures de
défaut microlocales, associées à des suites de solutions des problèmes hyperboliques avec
condition au bord. On démontre ensuite la propagation du support des mesures de défaut
microlocales pour le problème de Neumann, dans le sens positif du temps. Enfin, on donne
le lemme de relèvement (Théorème 2.2 de [2]) sous sa version mesure.
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3.1. Construction des mesures de défaut microlocales au bord
SoitΩ un ouvert non nécéssairement borné deRn à bord ∂Ω , C∞. On poseM =R×Ω
et = ∂2t −∆ l’opérateur des ondes.
On note T ∗b M = T ∗M ∪T ∗∂M l’espace cotangent au bord. On a la projection naturelle
suivante :
π :T ∗M→ T ∗b M,
π(t, x, τ, ξ)=
{
(t, x, τ, ξ) si (t, x) ∈M ,(
t, x, (τ, ξ)|T(t,x)∂M
)
si (t, x) ∈ ∂M .
On pose T˜ ∗M = T ∗MupslopeKer(π) l’espace cotangent compressé et on note j :T ∗M →
T˜ ∗M , la surjection naturelle.
À l’aide de l’isomorphisme Φ : T˜ ∗M → T ∗b M , Φ(j (ρ)) = π(ρ), on identifie T˜ ∗M à
T ∗b M .
On note p(t, x, τ, ξ)= τ 2−|ξ |2, le symbole principal de et on définit les ensembles :
Σ = {(t, x, τ, ξ) ∈ T ∗M ; p(t, x, τ, ξ)= 0},
Σb = π(Σ), Σ˜ = j (Σ).
Ce sont respectivement la variété caractéristique, la variété caractéristique au bord et la
variété caractéristique compressée. On identifie aussi Σb à Σ˜ et on note SΣ˜ l’espace
quotient sphérique,
SΣ˜ = Σ˜upslopeR∗+,
qui est un espace métrique localement compact (voir [9]).
On utilisera dans la suite le système de coordonnées local introduit dans l’Appendice A.
On désigne par As l’ensemble des opérateurs de la forme Q = Qi + Q∂ où Qi est
un pseudodifférentiel classique, d’ordre s, à support compact dans R × Ω (c’est-à-dire
Qi = χQiχ pour un certain χ ∈ C∞0 (R × Ω)) et Q∂ un pseudodifférentiel tangentiel,
d’ordre s, à support compact près de ∂M . Soient I un intervalle borné de R et u une
fonction deH 1(I ×Ω) solution du problème (Na). PourQ ∈A0 à support compact dans I
(i.e. Q= χQχ pour un χ ∈C∞0 (I)), on pose :
ϕ(Q,u)= (Qu,u)H 1 = (∇xQu,∇xu)L2 + (∂tQu, ∂tu)L2 + (Qu,u)L2 . (3.1)
En intégrant par parties on obtient :
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Soit (uk) une suite de solutions du problème (Na), bornée dans H 1(I × Ω) et
convergeant faiblement vers 0.
En utilisant la séparabilité de σ(A0) (ensemble des symboles principaux des opé-
rateurs de A0) et le procédé d’extraction diagonale, on peut supposer que la suite
(ϕ(Q,uk))k est convergente ∀Q ∈A0. On définit alors la forme linéaire ϕ˜ :σ(A0)→ C ;
ϕ˜(σ (Q))= limk→+∞ ϕ(Q,uk). D’après [6], ϕ˜ est continue et elle vérifie la propriété sui-
vante :
Si Q= 0 sur Σ, et





Soit q ∈ σ(A0), on note κ(q) la fonction définie sur SΣ˜ par :
κ(q)(ρ)= q(j−1(ρ)).
κ(q) est bien définie car q est indépendante de la direction normale près de xn = 0. Soit L˜





L˜ est bien définie puisque d’après la propriété (3.3) ϕ˜(q)= 0 si κ(q)= 0.
On a κ(σ (A0)) localement dense dansC0(SΣ˜) donc on peut prolonger L˜ par continuité














µ est appelée une mesure de défaut microlocale de la suite (uk).
De la même manière, quitte à rextraire une sous-suite, on peut associer à la suite (uk)















Puisque ‖a(x)∂tuk‖2L2(I×∂Ω)  cE(uk,0) c′ et uk → 0 dans L2(I × ∂Ω) alors d’après
(3.2), µ= 2µc.
3.2. Propagation des mesures de défaut microlocales associées au problème de Neumann
On supposera que le bord ∂M n’a pas de contact d’ordre infini avec ses tangentes et on
note G(s) le flot bicaractéristique généralisé de Melrose–Sjöstrand.
On sait que SΣ˜ admet deux composantes connexes définies par ±τ > 0. On identifie
SΣ˜+ = SΣ˜ ∩ {τ < 0} à SΣ˜ ∩ {τ =−1/2} et on note µ+ la restriction de µ sur SΣ˜+.
On a le théorème de propagation suivant :
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Théorème 3.1. Il existe C > 0, tel que ∀s  0, G(s)∗µ+  Cµ+.
C’est-à-dire, pour tout borélien B de SΣ˜+ ; µ+(G(s)B) Cµ+(B).
Ce théorème est un résultat de propagation dans le sens positif du temps pour le support
des mesures de défaut microlocales. Il est clairement plus faible que celui établi par Lebeau
dans [6]. Mais il suffit, comme nous le verrons dans le Paragraphe 4, à la démonstration de
notre théorème.
Démonstration. Cette preuve est essentiellement inspirée de celle du Théorème A.1 de
Lebeau [6]. En reprenant la première partie mot par mot, il suffit de démontrer que ∀K et





 cµ+(KJ ) (3.6)
où KJ = {G(σ)ρ ; σ ∈ J et ρ ∈K}.
Soit Q0 ∈ A0 tel que SE(Q0) ⊂ KJ ,0  σ(Q0)  1 et Q0 = Id sur K1J1 avec
K ′
J ′ K1J1 KJ . On considère aussi un opérateurQ1 deA0 vérifiant SE(Q1)⊂K1J1+s ,
0  σ(Q1) 1 et Q1 = Id sur K ′J ′+s . Soit I0 un intervalle borné contenant [b0, b′1 + s] ;
on pose
F = {u ∈ L2(Ω × I0), solution de (Na) et vérifiant Q0u ∈H 1}.
Montrons qu’il existe c > 0 tel que
‖Q1u‖H 1  c
{‖Q0u‖H 1 + ‖u‖L2(Ω×I0)}, ∀u ∈ F. (3.7)
Vérifions tout d’abord le résultat de régularité suivant :
si u ∈ F alors Q1u ∈H 1.
Puisque SE(Q1)⊂K1J1+s , alors pour montrer que Q1u ∈H 1 il suffit de prouver que
u ∈H 1(ρ), ∀ρ ∈K1J1+s . (3.8)
Soit ρ ∈K1J1+s alors G(−s)ρ ∈K1J1 , or on sait que Q0u ∈H 1 et Q0 = Id près de K1J1 ,
on déduit alors que G(−s)ρ /∈ WF 1b (u). En appliquant le théorème de propagation des
singularités de Melrose–Sjöstrand [9] on conclut que u ∈H 1(ρ).
On munit F de la norme |u|2F = ‖Q0u‖2H 1 + ‖u‖2L2(Ω×I0) et on considère l’application
Ψ :F →H 1. D’après ce qui précède, Ψ est bien définie, et en utilisant le théorème
u →Q1u
du graphe fermé on déduit que Ψ est continue, et donc on obtient l’inégalité (3.7).







∥∥Q1uk∥∥H 1 . (3.9)
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D’autre part on a SE(Q0)⊂KJ et 0 σ(Q0) 1, donc
µ+(KJ ) lim
k→+∞
∥∥Q0uk∥∥H 1 . (3.10)





 cµ+(KJ ). (3.11)
Ce qui achève la preuve du théorème. ✷
3.3. Lemme de relèvement
Dans la preuve du Théorème Principal 1.1, nous avons besoin de déduire la convergence
forte H 1 d’une suite de solutions de (Na) dans un ouvert à partir de la convergence de ses
traces, respectivement dans H 1 et L2, sur le bord de cet ouvert. Cela fait l’objet du lemme
de relèvement suivant.
Lemme 3.1. Soient q = (t0, x ′0; τ0, ξ ′0) ∈ T ∗∂M un point non diffractif (cf. Appendice A)
et I ×ω un voisinage de (t0, x0 = (x ′0,0)) dansM . On considère (uk) une suite de solution
du problème (Na) vérifiant uk ⇀ 0 dans H 1loc et µ une mesure de défaut microlocale
associée à la suite (uk). On suppose que uk|∂M. → 0 dans H 1(I × ∂ω) et ∂nuk|∂M → 0
dans L2(I × ∂ω).
Alors µ= 0 près de q .
Démonstration. On procède en deux étapes :
1ère étape : réduction au cas uk|∂M=0.
Soit ϕ ∈ C∞0 (Rn+1) tel que Supp(ϕ)⊂ I ×ω et ϕ = 1 près de (t0, x0). On considère la
suite (wk) vérifiant :
(P )
{wk = 0,
wk = ϕuk sur ∂M ,
wk(t0)= ∂twk(t0)= 0.
Le problème (P ) est bien posé et il existe c > 0 tel que
‖wk‖H 1(I×Ω)  c‖ϕuk|‖H 1(I×∂Ω). (3.12)
En utilisant les techniques des multiplicateurs (voir [8]), on démontre qu’il existe c′ > 0
tel que
‖∂nwk‖L2(I×∂Ω)  c′
{‖wk‖H 1(I×Ω) + ‖ϕuk|‖H 1(I×∂Ω)}. (3.13)
Puisque ϕuk| → 0 dansH 1(Rn), on déduit alors quewk → 0 dansH 1(I×Ω) et ∂nwk → 0
dans L2(I × ∂Ω). On pose vk = uk − wk , la suite (vk) est alors bornée dans H 1 et elle
vérifie :
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vk|∂M = 0 près de (t0, x0),
∂nvk → 0 dans L2(I × ∂ω).
Puisque wk → 0 dans H 1(I ×Ω), alors il suffit de montrer le lemme pour la suite (vk).
2ème étape : preuve du lemme pour le cas uk|∂M = 0.
On note uk le prolongement de uk par 0 en dehors de M ; la suite (uk) est bornée dans
H 1(I ×Rn) et elle vérifie :
uk = δ⊗ ∂nuk.
Quitte à extraire une sous suite, on peut associer à la suite (uk) une mesure de défaut
microlocale µ0 sur S∗Rn+1. D’autre part on sait aussi que la suite (∂nuk) est bornée dans
L2loc(∂M), on peut donc (après une autre extraction) lui associer une mesure de défaut
microlocale ν sur S∗∂M . D’après [3], les mesures µ0 et ν vérifient :
Supp(µ0)⊂ S∗Rn+1 ∩Car()=
{





b(x, ξ+)− b(x, ξ−)
〈ξ+ − ξ−, n(x(ρ))〉 ν(dρ),
pour tout symbole b, homogène de degré 1.
Ici Hp est le champ hamiltonien associé à p(t, x, τ, ξ) = |ξ |2 − τ 2, ρ+ = (x, ξ+) et
ρ− = (x, ξ−), les deux points éventuellement confondus de π−1(ρ) et n(x(ρ)) la normale
extérieure à ∂M .
Soit ρ ∈ π−1(q). Deux cas se posent :
Si ρ est elliptique, alors µ0 = 0 au voisinage de ρ (car Supp(µ0)⊂ Car()).
Si ρ ∈Σ on considère γ la bicaractéristique issue de ρ. Puisque ν = 0 près de q alors
tHpµ0 = 0 près de ρ, (3.14)
c’est-à-dire µ0 reste constante sur γ au voisinage de ρ. Or q est un point non diffractif,
donc il existe ε > 0 assez petit tel que γ (ε) /∈ T ∗M . Comme uk = 0 sur cM alors
µ0 = 0 au voisinage de γ (ε) (3.15)




(t0, x0, τ = 0, ξ ′ = 0, ξn) ∈ T ∗Rn+1 ; ξn != 0
}
.
Puisque Supp(µ0)⊂ Car() alors :
µ0 = 0 près de π−1(q)∪N∗(t0,x0)(∂M)=P .
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Soit ρ ∈ P , on a µ0 = 0 près de ρ ; il existe alors Vρ un voisinage de (t0,x0), ϕρ ∈ C∞0 à
support dans Vρ et Wρ un voisinage de (τ0, ξ ′0, ξn) (respectivement (0,0, ξn)) tels que∫
Wρ
(
1+ |η|2)∣∣ϕ̂ρuk(η)∣∣2 dη −→
k→+∞0. (3.16)
En tenant compte de la compacité de P ∩ Sn+1, il existe un nombre fini de Wρ (Wi ; i =














on a alors ∥∥(1+ |η|2)1/2ϕ̂uk(η)∥∥L2(W) −→k→+∞0.
De plus il existe W ′ un voisinage de (τ0, ξ ′0) tel que W ′ × R ⊂ W ; soit alors Ψ une
fonction supportée dans W ′ tel que Ψ = 1 au voisinage de (τ0, ξ ′0). En considérant le





1+ |η|2)∣∣ϕ̂uk(η)∣∣2 dη −→
k→+∞0. (3.17)
Comme ‖Quk‖H 1(xn>0) = ‖Quk‖H 1(xn>0), on en déduit que µ= 0 près de q . ✷
4. Démonstration du théorème
Cette preuve est analogue à celle établie par Aloui–Khénissi [1]. Nous la reprenons afin
que notre exposé soit autocontenu.
Pour ρ > 0, on poseHρ = {f ∈H ; f à support dansBρ}. Soit f ∈HR et g ∈D+∪D−.
g = 0 sur BR , d’où (f, g)= 0 et par suite f ∈K . D’autre part on sait que pour toute donnée
h de H , P+h= h sur BR , on obtient donc
Ua(t)f =Za(t)f sur BR.
On a ‖Ua(t)f ‖R = ‖Za(t)f ‖R  ‖Za(t)f ‖. Ainsi pour avoir la décroissance exponen-
tielle de l’énergie locale, il suffit de prouver la décroissance exponentielle de ‖Za(t)‖.
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D’après la Proposition 2.2 (Za(t)) est un semi-groupe sur K , alors il suffit de trouver un
réel T > 0 tel que ∥∥Za(T )∥∥< 1. (4.1)
La proposition suivante achève donc la preuve du théorème.
Proposition 4.1. Pour T = TR + 9R, ‖Za(T )‖< 1.
Démonstration. Supposons que ‖Za(T )‖ = 1, alors il existe une suite (fk) de K vérifiant
‖fk‖ = 1 et
∥∥Za(T )fk∥∥→ 1.
Puisque ‖Ua(t)fk‖ ‖fk‖ alors la première composante uk deUa(t)fk constitue une suite
bornée de H 1loc. D’après G. Lebeau (voir la Partie 3.1) on peut associer à cette suite une
mesure de défaut mcrolocale µ définie sur T ∗b (Ω × R+). Cette mesure vérifie le lemme
suivant :
Lemme 4.1. µ≡ 0 sur T ∗(K(T ′)), où T ′ = TR + 3R et
K(T ′)= {(t, x) ∈R+ ×Ω tel que ‖x‖ t − T ′ +R et t  T ′}.
Démonstration. Soient q ∈ T ∗(K(T ′)) et γ le rayon bicaractéristique généralisé issue
de q . γ tracé dans le sens négatif du temps vérifie l’un des deux cas suivants :
1er cas : γ ne rencontre pas ∂Ω ou bien il rencontre ∂Ω pour un premier instant t0 > 2R.
Dans ce casµ coincide avecµ0 au voisinage de {γ (t) ; 0 t  t0} oùµ0 est une mesure
de défaut microlocale associée à la suite (U0(t)fk)1 (première composante de (U0(t)fk)).
Puisque fk ∈K alors d’après Lax et Phillips
U0(2R)fk ∈D+ (4.2)
et donc
µ0 = 0 au voisinage de γ (t1),
avec t1 un instant vérifiant t1 < t0 et γ (t1) ∈ T ∗(K(2R)).
On déduit alors que
µ= 0 au voisinage de γ (t1)
et par le Théorème de propagation 3.1, on conclut que µ= 0 au voisinage de q .
2ème cas : γ rencontre ∂Ω pour t0  2R.
Puisque γ (T ′), γ (t0) ∈ BR et T ′ − t0 > TR , alors d’après l’hypothèse du C.G.E.
γ rencontre la zone de stabilisation ω × [t0, T ] en un point non diffractif q˜ . Où
ω= {x ∈ ∂Ω, a(x) > 0}.
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On a : ∥∥Za(T )fk∥∥ ∥∥Ua(T )fk∥∥ ‖fk‖,
alors




a(x)|∂tuk|2 dx dt → 0. (4.3)
Puisque Supp(µ)⊂ {τ 2 = |ξ |2}, alors
uk|∂M → 0 dans H 1
(
ω× [t0, T ]
)
. (4.4)
D’autre part on a,
∂nuk + a(x)∂tuk = 0 sur R+ × ∂Ω
alors
∂nuk|∂M → 0 dans L2
(
ω× [t0, T ]
)
. (4.5)
En utilisant le Lemme de relèvement 3.1 on déduit que
µ= 0 près de q˜
et par le Théorème de propagation 3.1, on conclut que µ= 0 près de q . ✷
On note f la limite faible de la suite (fk). Puisque µ= 0 sur T ∗(K(T ′)) alors
Ua(T
′ + 4R)fk →Ua(T ′ + 4R)f dans H5R.
D’autre part on sait que fk ∈K alors f ∈D⊥− et donc
Ua(T
′ + 4R)(fk − f ) ∈D⊥− .
En utilisant le lemme suivant qu’on démontrera ultérieurement :
Lemme 4.2. ∀g ∈D⊥− , ‖Za(2R)g‖ 2‖g‖5R ,
on déduit que
Za(2R)Ua(T ′ + 4R)(fk − f )→ 0 dans H.
On obtient donc :
Za(T )fk →Za(T )f dans H. (4.6)
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Puisque ‖Za(T )fk‖→ 1 alors ∥∥Za(T )f ∥∥= 1
et donc
‖f ‖ 1.
On a aussi fk ⇀ f et ‖fk‖ = 1 alors
‖f ‖ 1
ainsi on obtient : ∥∥Za(T )f ∥∥= ‖f ‖ = 1. (4.7)
On note GT = {f ∈K tel que ‖Za(T )f ‖ = ‖f ‖}.
Le lemme suivant contredit ce qui précède et donc achève la preuve de la Proposi-
tion 4.1.
Lemme 4.3. GT = {0}.
Démonstration. Comme dans [1], on peut montrer facilement que
GT =
{
f ∈K tel que ∂tU(t)f = 0 sur ω× [0, T ] et U(T )f ∈D⊥+
}
. (4.8)
Les trois points suivants prouvent que GT = {0}.
∗ dim(GT ) <+∞.
Montrons que la sphère unité ST de GT est compacte. Soit (fk) une suite de ST , on a
alors ∥∥Za(T )fk∥∥= ‖fk‖ = 1 ;
un raisonnement analogue à ce qui précède montre que, quitte à extraire une sous suite de
(fk)
Za(T )fk →Za(T )f et ‖fk‖ = ‖f ‖ = 1,
où f est la limite faible de la suite (fk). On déduit alors que fk → f .
∗ A opère sur GT : Soit f ∈GT .
Puisque GT est de dimension finie alors ‖f ‖ et ‖f ‖ + ‖Af ‖ sont deux normes
équivalentes sur GT et donc Af ∈H .
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)= ∂2t (U(t)f )= 0 sur ω× [0, T ].
– Soit g ∈D(A)∩D+, on a(
U(T )Af,g
)=−(U(T )f,Ag)= 0,
(car U(T )f ∈D⊥+ et Ag ∈D+) d’où
U(T )Af ∈D⊥+ .
∗ VP(A)= ∅.
Comme A est antiadjoint alors VP(A)⊂ iR .
Soit σ ∈R montrons que l’équation
(A− iσ )f = 0 (4.9)
admet uniquement la solution triviale.
– Si σ = 0, cette dernière équation est équivalente à{
f2 = 0,
∆f1 = 0. (4.10)






et par suite f1 = 0.
– Si σ != 0, on pose f˜ =Ef (où E, l’opérateur de prolongement défini dans la partie 2).
On a :
(A0 − iσ )f˜ = 0 sur |x|>R, (4.11)
alors d’après Lax et Phillips (voir [5, p. 124]),
f˜ = 0 sur |x|>R
et donc
f = 0 sur |x|>R.
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Puisque f vérifie une équation elliptique à coefficients analytiques alors f est analytique,
et donc f = 0 partout. ✷
Preuve du Lemme 4.2. Soit g ∈ D⊥− . D’après Lax–Phillips, U0(2R)g ∈ D+, donc
P+U0(2R)g = 0.
On a alors





D’après le principe du domaine de dépendance Ua(2R)g =U0(2R)g sur |x| 3R.
D’où∥∥Za(2R)g∥∥ ∥∥(Ua(2R)−U0(2R))g∥∥3R  ∥∥Ua(2R)g∥∥3R + ∥∥U0(2R)g∥∥3R.
En utilisant le même principe, on déduit que ‖Za(2R)g‖ 2‖g‖5R . ✷
Appendice A
On rappelle dans cette partie la notion de bicaractéristique généralisée dans T ∗(R×Ω),
où Ω est un ouvert de Rn à bord régulier. On donne ensuite le théorème de propagation
des singularités de Melrose–Sjöstrand.
Soit Ω un ouvert de Rn à bord ∂Ω régulier. On pose M = R × Ω et on note par
p(t, x, τ, ξ)= |ξ |2 − τ 2 le symbole principal de = ∂2t −∆,
Σ = {(t, x, τ, ξ) ∈ T ∗M tel que p(t, x, τ, ξ)= 0}
la variété caractéristique et T ∗b M = T ∗M ∪ T ∗∂M l’espace cotangent au bord.
Soit la projection naturelle suivante :
π :T ∗M→ T ∗b M, π(t, x, τ, ξ)=
{
(t, x, τ, ξ) si (t, x) ∈M ,(
t, x, (τ, ξ)|T(t,x)∂M
)
si (t, x) ∈ ∂M .
Définition A.1. On définit les ensembles E , G et H de T ∗∂M par :
E = {q ∈ T ∗∂M ; #{π−1(q)∩Σ}= 0},
G = {q ∈ T ∗∂M ; #{π−1(q)∩Σ}= 1},
H= {q ∈ T ∗∂M ; #{π−1(q)∩Σ}= 2} ;
E , G etH sont respectivement l’ensemble des points elliptiques, glancing et hyperboliques.
On choisit près de ∂Ω le système de coordonées géodésiques normales (y1, . . . , yn).
On pose y0 = t , ξ0 = τ , y = (y0, y1, . . . , yn) et ξ = (ξ0, ξ1, . . . , ξn). Dans ce système
∂M = {yn = 0}, près de ∂M , M = {yn > 0} et
p(y, ξ)= ξ2n − r(y, ξ ′),
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où r(y, ξ ′) est homogène de degré 2 en ξ ′ = (ξ0, ξ1, . . . , ξn−1).
Les ensembles E , G et H prennent alors les formes suivantes :
E = {(y ′, ξ ′) ∈ T ∗∂M ; r(y ′,0; ξ ′) < 0},
G = {(y ′, ξ ′) ∈ T ∗∂M ; r(y ′,0; ξ ′)= 0},
H= {(y ′, ξ ′) ∈ T ∗∂M ; r(y ′,0; ξ ′) > 0}.
On note par Hp le champ hamiltonien associé à p et on identifie G avec π−1(G). On
considère ainsi G comme une partie de T ∗Rn+1. On peut dire alors qu’en un point ρ de G,
p(ρ)=Hp(yn)(ρ)= 0.
Définition A.2.
(1) Soit ρ ∈ G, ρ est dit strictement diffractif si et seulement si H 2p(yn)(ρ) > 0.
L’ensemble des points strictement diffractifs est noté Gd .
(2) Soit q ∈ T ∗∂M , q est dit un point non diffractif si et seulement si q ∈ E ∪H ou
q ∈ G et ∀ε > 0, il existe s ∈]−ε, ε[\{0} tel que γ (s) /∈ T ∗Rn+1|M. où γ est la courbe
bicaractèristique de  issue du point q˜ = π−1(q)∩Σ .
Pour k  2, on pose :
Gk = {ρ ∈ G ; Hjp(yn)(ρ)= 0 ∀j = 0, . . . , k − 1}.
On peut remarquer qu’en un point de Gk l’ordre de contact du bord avec la bicaractéristique
issue de ce point est au moins k. Dans le cas où G∞ =⋂∞k=2 Gk = ∅ on dit que Ω n’a pas
de contact d’ordre infini avec ses tangentes.
Définition A.3. Soient I un intervalle de R et B un ensemble de points isolés de I . On
appelle rayon bicaractéristique généralisée toute application continue :
γ : I \B→ T ∗M ∪ G,
vérifiant :
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Fig. 1. Projection sur l’espace des x d’un rayon bicaractéristique généralisé.
le champ hamiltonien glissant.
(3) Si t0 ∈ B , limt→t±0 γ (t) (les limites sont dans T
∗Rn+1) existent et ce sont les deux
points d’une même fibre hyperbolique de π . C’est-à-dire si γ (t0 + 0) = q+, et
γ (t0 − 0)= q− alors π(q+)= π(q−) ∈H.
On définit maintenant la régularité microlocale au bord d’une distribution.
Définition A.4. Soit u une distribution sur M , prolongeable et vérifiant u ∈ C∞(M).
Pour ρ ∈ T ∗b M , on dit que ρ /∈WFb(u) (respectivement WFsb (u)) si et seulement si :
(1) Si ρ ∈ T ∗M ; ∃ A opérateur pseudodifférentiel (respectivement d’ordre s), elliptique
en ρ, tel que Au ∈C∞(M) (respectivement L2(M)).
(2) Si ρ ∈ T ∗∂M ; ∃A opérateur pseudodifférentiel tangentiel (respesctivement d’ordre s)
elliptique en ρ, tel que Au ∈ C∞(M) (respectivement L2(M)).
Remarque A.1. Si on note u l’unique distribution sur Rn+1 vérifiant{
u= ∂nu|(yn=0)⊗ δ(yn=0) − u|(yn=0)⊗ δ′(yn=0) +u · 1(yn0),
u|M = u et u|cM = 0,










Par analogie avec le théorème de propagation des singularités de Hörmander [4],
Melrose et Sjöstrand démontrent le résultat suivant :
Théorème A.1. Soit u une distribution sur M , prolongeable, tel que u ∈ C∞(M) et sur
∂M , u= 0 ou bien ∂nu= 0. Si γ est une bicaractéristique généralisée de , alors on a :
(1) WFb(u)⊂Σb = π(Σ),
(2) γ ⊂WFb(u) ou γ ∩WFb(u)= ∅,
(3) γ ⊂WFsb (u) ou γ ∩WFsb (u)= ∅.
1134 L. Aloui / J. Math. Pures Appl. 81 (2002) 1113–1134
Remarque A.2. Sous les mêmes hypotèses que celles du théorème précédent et en
changeant la condition au bord par ∂nu + a(x)∂tu|∂M = 0 où a ∈ C∞(∂Ω,R+), la
propagation des singularités se fait dans un seul sens :
Si t1  t0 et γ (t0) /∈ WFb(u) (respectivement WFsb (u)), alors γ (t1) /∈ WFb(u)
(respectivement WFsb (u)).
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