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ABSTRACT
The light scattering properties of some components in the atmosphere and ocean are
of particular interests for their relevant applications in remote sensing and climate stud-
ies. In this dissertation, numerical studies are presented on the light scattering properties
of several components, including small organic and inorganic particles suspended in the
water, soot-laden mineral dust aerosols, and the air-sea interface. For the aquatic parti-
cles, a non-spherical ensemble model is proposed to simulate their inherent optical prop-
erties. The comparisons between the conventional spherical and the non-spherical mod-
els on the backscattering scattering properties are discussed. For soot-laden mineral dust
aerosol, soot’s mixing effects on the single and multiple scattering properties of mineral
dust aerosol are numerically investigated. The uncertainties on the forward and inverse
modeling of radiative transfer are quantified via proposed parameterization and analysis
schemes. Last, the dynamic reflection and transmission properties of an air-sea interface
layer are numerically simulated via a developed Monte-Carlo radiative transfer model, the
dependency on the wind speed and time are discussed.The numerical studies in this disser-
tation demonstrate broad applications of the light scattering simulation techniques, which
have been improved dramatically over the last few decades.
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1. INTRODUCTION⇤
This dissertation is mainly dedicated to the numerical simulations on the single and
multiple light scattering of some atmospheric and oceanic components, specifically in-
cluding the aquatic particles, soot-laden mineral dust aerosols, and the air-sea interface.
The light scattering properties of these environmental components could potentially serve
as the prior knowledge for areas such as remote sensing applications, radiative forcing
estimation, and ocean ecosystems study. In this chapter, we present the background and
motivations for these studies.
1.1 Aquatic Particles
Modeling the Inherent Optical Properties (IOPs) of aquatic particles is motivated by
several purposes. The underwater light field affects the productivity of marine ecosystems
by regulating the rate of photosynthesis of phytoplankton. To accurately simulate the ra-
diative transfer of light underwater, the IOPs of marine particles must be accurately known.
Accurately modeling the IOPs facilitates the interpretation of remotely sensed data of the
aquatic environment (e.g., ocean color), since the signals are correlated with the absorp-
tion and backscattering properties of aquatic particles [1] . Moreover, robust knowledge
about aquatic particle IOPs, gained through modeling effort, also benefits the analysis of
in- situ measured data, e.g. the extinction coefficient, volume scattering function (VSF),
and size distribution of aquatic particles.
To calculate the IOPs of aquatic particles through various light- scattering computa-
⇤Part of this chapter is reprinted from (a) Journal of Quantitative Spectroscopy & Radiative Transfer,
191, 30-39, 2017, Xu, G., Sun, B., Brooks, S.D., Yang, P., Kattawar, G.W. and Zhang, X, "Modeling the
inherent optical properties of aquatic particles using an irregular hexahedral ensemble", Copyright 2017,
with permission from Elsevier. (b) Optics Express, 25(24), pp.A990-A1008, 2017, Xu, G., Stegmann, P.G.,
Brooks, S.D. and Yang, P., "Modeling the single and multiple scattering properties of soot-laden mineral
dust aerosols", Copyright 2017, with permission from OSA.
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tional techniques, particle shape, size, and composition must be known or assumed. The
interrelations among these factors in determining various optical properties of aquatic par-
ticles remain ambiguous and challenging to resolve. As a first order approximation to
randomly oriented polydisperse irregular particles, the Lorenz-Mie theory has been ex-
tensively applied to simulate hydrosol scattering properties [2, 3, 4, 5, 6, 7] . This is
mainly because such calculations require very few inputs (radius, refractive index, and
wavelength) and can be efficiently performed up to a very large particle size, making a
homogeneous spherical model practical for various applications. However, the idealized
spherical model has been called an oversimplification from both theoretical and experi-
mental perspectives [8, 9, 10, 11] . For instance, the measured single-scattering properties
of various phytoplankton species from Volten et al. [10] reveal that the internal structures
(e.g., gas vacuoles) of the organisms play an important role in determining the single-
scattering behavior of phytoplanktons. The measurements of Whitmire et al. [9] show that
phytoplankton cells can produce a much higher backscattering signal than predicted by
the Lorenz-Mie theory. This is in contrast with established suppositions that these marine
organisms scatter light weakly in the backward directions. Such studies demonstrate a
need to evaluate the morphological factors in the IOP modeling of aquatic particles.
Previously, inspired by the living cell nature of various organ- isms, layered spherical
models had been employed in modeling the IOPs of phytoplankton [12, 13, 14, 15] , pro-
viding valuable insight on the optical impacts of internal structures. In addition, spheroids
have been analyzed to quantify the biases of assuming spherical particles in modeling the
IOPs of aquatic particles [16]. In this study, an ensemble of distorted hexahedra is em-
ployed to simulate the single-scattering characteristics of aquatic particles. The model
was originally introduced to compute the single-scattering properties of mineral dust par-
ticles [17]. Instead of using a deterministic particle shape, a statistical approach is adopted
here to define particle morphology by using an ensemble of randomly generated shapes.
2
These shapes are generated from the regular hexahedron with a well-defined aspect ratio,
and hence the ensemble is statistically associated with a specific aspect ratio. Considering
the fact that the Lorentz-Mie theory is relied on in many applications, we draw special
attention to the nonspherical effect of the hexahedral ensemble model.
To explore the impact of nonsphericity on the scattering of light by particles, sophis-
ticated computational techniques are required. Numerically accurate methods, such as
the T-matrix method [18, 19, 20], the Finite-Difference Time Domain (FDTD) method
[21, 22], the Discrete Dipole Approximation (DDA) [23, 24, 25, 26] , and the Pseudo
Spectral Time Domain method (PSTD) [27, 28, 29], have been applied to simulate the
single-scattering properties of general dielectric particles with nonspherical shapes. These
methods are feasible only for relatively small particle sizes, whereas geometric optics
method is applicable to large particle sizes. This study combines the Invariant Imbedding
T-matrix (II-TM) method [19, 20], and the Physical-Geometric Optics Hybrid Method
(PGOH) [30] to cover aquatic particle sizes from the Rayleigh to the geometric optics
regime.
1.2 Soot-Laden Mineral Dust Aerosols
Mineral dust aerosols play an important role in atmospheric radiation budget due to
their significant contribution to the overall atmospheric aerosol loading [31, 32, 33, 34, 35]
and its global distribution via long-range convective transport [36, 37, 38]. Specifically,
the global emission of mineral dust is estimated to lie anywhere between 1000 and 3000 Tg
yr-1 [34]. Mineral dust aerosol particles influence the atmospheric radiative forcing both
by interacting with the radiation field in the atmosphere and by providing condensation
nuclei for water clouds. The the physical and chemical properties of mineral dust aerosol,
essential to the evaluation of its radiative forcing effects, spatially and temporally vary
[39, 40]. On a global scale, dust properties and their tempo-spatial variations can only be
3
estimated effectively from satellite observations.
Inferring key dust microphysical and optical properties, such as optical thickness, and
particle size distributions of airborne dust from satellite observations requires a priori
knowledge of the bulk single-scattering properties (such as the scattering phase function,
and single-scattering albedo) of the individual mineral dust aerosol particles [18]. Subse-
quently these cloud properties are normally inferred by comparing the measured satellite
radiance with pre-computed radiances (i.e. through best fitting) based on standard models
[41] . To improve the accuracy of satellite retrievals for long-term climate study, there is a
pressing need to develop realistic single-scattering properties of mineral dust aerosols.
One important factor influencing the single-scattering properties of dust is the parti-
cle nonsphericity [8, 42, 43, 44]. In addition, the internal particle composition may also
lead to substantial uncertainties in modeling the single-scattering properties of mineral
dust aerosols. For instance, pronounced differences in single particle scattering by var-
ious compositions of dust were reported by Glen and Brooks [45] . Other studies show
that small variations in the hematite content (Fe2O3) may largely alter the absorption of
mineral dust particles [46, 47] . These identified particle properties have been the primary
causes of significant uncertainties in determining the single-scattering properties of pure
mineral dust aerosols considered in previous studies.
As mineral dust aerosols are convectively transported across long distances [36, 37,
38], their optical properties are subject to variation because of aging and the mixing with
other types of aerosol. Particularly, interactions between mineral dust and carbonaceous
particles are commonly observed [42, 43, 48, 49]. Among the various carbonaceous
species, black carbon (BC) deserves special attention because of its increasing number
of artificial sources, its long residence time in the atmosphere, and strong absorption in the
visible band [50, 51]. Mixing with black carbon may significantly alter both the scattering
and absorption properties of mineral dust particles at the same time [52, 53, 54, 55]. Thus,
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the impact of the degree of mixing on single-scattering property calculations needs to be
further investigated.
The overarching goal of this part of study is to understand the effect of black carbon
mixing on both single and multiple scattering properties of mineral dust aerosols. As a
first step in this study, the single-scattering properties of soot, mineral dust, and mineral
dust with soot attachments are calculated. The accuracy of the computed single-scattering
properties is evaluated by comparison with both measurements and other numerical stud-
ies. Furthermore, we introduce a method to parameterize the resulting effective bulk scat-
tering properties of the soot-laden dust aerosols. This method allows us to map a specific
mixing state of aerosols to a set of effective single-scattering properties. Given the param-
eterized single-scattering properties, we numerically investigate the polarized reflectivity
of an aerosol layer at various mixing states by solving the plane-parallel radiative trans-
fer equation. Finally, the uncertainties caused by the mixing effect, on both forward and
inverse modeling, are quantified.
1.3 Air-Sea Interface
The reflection and transmission properties of the ocean surface are fundamental to
the radiative transfer simulations for air-sea coupled environmental system, serving as the
boundary conditions for light propagation in the atmosphere and the ocean [56, 57, 58,
59, 60, 61, 62]. These properties are mainly determined by the roughness of the ocean
surfaces, which is related to the wind speed near the surface, and the inherent optical
properties of water. Cox and Munk measured the statistical relation between the wind
speed and surface roughness using the sun glint pictures in 1954 [63]. If one only con-
sider a static ocean, the Cox-Munk wave slope model provides enough accuracy and ef-
ficiency on the computation of the statistical reflection and transmission properties of the
ocean surface [64, 65]. But when a dynamic ocean surface is considered, the light field
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of short-duration could fluctuate dramatically near the surface [66]. Such characteristics
are relevant to some of the studies including underwater imaging [67], photosynthesis
of phytoplankton[68, 69], and ocean surface remote sensing [70, 71]. In addition to the
temporal and directional fluctuation patterns, the ocean wave characteristics may also im-
pacts the mean value of the reflected and transmitted irradiance. For a dynamic ocean
surface, the incident photons could be deflected to various directions such that they may
have longer or shorter paths before reaching to the same depth in the ocean, which leads to
stronger or weaker multiple scattering effects. Consequently, the water-leaving irradiance
or the down welling irradiance could be changed.
The reflection and transmission properties of air-sea interface can be studied using
analytical methods with predetermined ocean slope distribution [72]. But analytical ap-
proaches overlook some characteristics such as the dynamic perspective of ocean and mul-
tiple scattering effects. In analytical methods, the ocean surfaces are simply described by
the wave facet slope distribution without considering the elevations of the wave. This sim-
plification may cause some issues such as the energy conservation issue, i.e. the energy
of the incident light may not equal to the total reflected and transmitted energy[56, 63,
73] . To study the light field pattern of a more realistic air-sea interface, Monte-Carlo
method has been often applied thanks to its flexibility on the complex medium geometry
[74, 75, 76, 77, 78]. With Monte Carlo method, on can deal with a dynamic ocean surface
with multiple scattering processes resolved. In this part of study, we particularly focus
on studying the polarized light field of an the air-sea interface layer without considering
the entire atmosphere-ocean system. A Monte-Carlo method is applied for tracking the
photon paths as well as their weights. The ocean surfaces are modeled as deterministic
facet geometry for each computation. Accordingly, when a photon encounters a scatter-
ing event, its future traveling path is sampled randomly in accordance with the scattering
properties of the medium, whereas when it encounters reflections and transmissions, the
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interactive facets of the air-sea interface determine the paths of the reflected or transmitted
photons.
As an application of this model, we discuss the reflected and transmitted properties of
the air-sea interface layer relating to the dynamic aspect of the ocean surface. The temporal
fluctuations of the reflected and transmitted radiance are simulated. In addition, the total
upwelling and downwelling irradiance variations in accordance with the wind-speed will
be discussed.
1.4 Organization of the Dissertation
The organization of the dissertation is as followed: Chapter 2 introduces some basic
concepts about the mathematical description of light and light scattering. Chapter 3 in-
troduces some of the numerical methods applied in this study. Chapter 4 discusses the
model and results for simulating the inherent optical properties of aquatic particles. Chap-
ter 5 focuses on the numerical study on the single and multiple light scattering properties
of soot-laden mineral dust. Chapter 6 introduces the models and numerical methods for
modeling the transmitted and reflected beam of an air-sea interface layer, and the reflec-
tion and transmission properties of a dynamic ocean surface are discussed. Chapter 7 is
the conclusions.
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2. THE SINGLE AND MULTIPLE SCATTERING OF LIGHT
In this chapter, we introduce some basic concepts and equations that are necessary for
this study. First, we introduce the scalar and vector description of light. Next, some basic
formula on single-scattering of light are introduced. Last, important multiple scattering
properties and the radiative transfer equation are described.
2.1 Description of Light
One of the fundamental quantities in radiative transfer theory is the radiance I( !r , b⌦, ⌫, t),
which describes the radiation strength at point  !r , along b⌦ direction, with frequency ⌫, at
time t. For a particular detector with surface S with normal direction bn, the radiation en-
ergy measured by the detector during time interval (t, t+ t), with solid angle  ⌦ alongb⌦ direction, and frequency interval (⌫, ⌫ + ⌫) can be expressed as
 E = I( !r , b⌦, ⌫, t)cos(✓)S ⌦ ⌫ t, (2.1)
where ✓ is the angle between bn and b⌦.
Another important quantity called irradiance, measures the energy amount flowing
through a unit surface area at  !r with frequency interval (⌫, ⌫ +  ⌫) and time interval
(t, t+ t) from all directions, i.e.
F ( !r , ⌫, t) =
Z
d⌦I( !r , b⌦, ⌫, t)cos(✓) (2.2)
Accordingly, the radiance has a unit of WHz 1m 2sr 1, while the irradiance has a
unit ofWHz 1m 2.
Radiance and irradiance are two fundamental quantities in radiometry, while in single-
scattering simulation, one must deal with the vector nature of light. To describe the vector
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nature of light, we introduce the plane wave solution to Maxwell equations, .i.e.,
eE( !r , t) =  !E oei !k · !r  i!t, (2.3)eH( !r , t) =  !H oei !k · !r  i!t, (2.4)
where eE and eH are the complex electric and magnetic fields,  !r is the location, and t is
time, ! is the frequency, and the three constants,
 !
k ,
 !
E o,
 !
H o are constrained by
 !
k ·  !E o = 0 (2.5)
 !
k ·  !E o = 0 (2.6)
 !
k ⇥ !E o = !µ !H o (2.7)
 !
k ⇥ !H o =   !µ !E o (2.8)
where µ is the magnetic permeability, " is the electric permittivity. Due to the above rela-
tions, we can just use the electric field to describe the electromagnetic wave. In addition,
since the waves are transverse (as indicated in (2.5)&(2.6)), one can decompose the electric
field on a plane perpendicular to the wave vector
 !
k as
eE =
0B@E↵
E 
1CA ei !k · !r  i!t (2.9)
where E↵ and E  are two complex components of Eo along two orthogonal directions.
Since E↵ and E  are still complex, they can hardly be measured directly. It is therefore
more useful to give an equivalent description using four real numbers, called Stokes pa-
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rameters,
I =
0BBBBBBB@
I
Q
U
V
1CCCCCCCA =
0BBBBBBB@
E↵E↵
⇤ + E E ⇤
E↵E↵
⇤   E E ⇤
E↵E 
⇤ + E↵⇤E 
i(E↵E 
⇤   E E↵⇤)
1CCCCCCCA . (2.10)
If the light beam is quasi-monochromatic, these parameters should be defined as its time-
averaged counterpart. The Stokes parameters definition guarantee the following relation,
I2   Q2 + U2 + V 2. (2.11)
The degree of polarization is defined as
Dp =
p
Q2 + U2 + V 2
I
, (2.12)
and the degree of linear polarization is defined as
Dlp =
p
Q2 + U2
I
(2.13)
2.2 The Single-Scattering Properties
Assume that a small particle is illuminated by a plane monochromatic electromagnetic
wave
 !
E i along bez direction, the scattered field is generated due to the present of this
obstacle. At large distances, it can be proved that the scattered electric field bEs has the
form [79],
 !
E s ⇠ e
ikr
 ikr
 !
E so (2.14)
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where k is the wavenumber and r is the distance along ber, and  !E so satisfies
ber · !E so = 0 (2.15)
The incident and scattered directions define the scattering plane. We can decompose the
amplitudes of the incident wave and scattered waves with respect to the scattering plane,
and their relation can be written as0B@E↵s
E s
1CA = eik(r z) ikr
0B@S2 S3
S4 S1
1CA
0B@E↵i
E i
1CA , (2.16)
where
S =
0B@S2 S3
S4 S1
1CA (2.17)
is the amplitude scattering matrix, a function of scattering direction. The scattering di-
rection can be specified by an azimuth angle   and the scattering angle ✓, i.e. the angle
between the incident and scattering directions.
If we apply the Stokes parameters definition to Eq.(2.16), it can be written as
0BBBBBBB@
Is
Qs
Us
Vs
1CCCCCCCA =
1
k2r2
0BBBBBBB@
M11 M12 M13 M14
M21 M22 M23 M24
M31 M32 M33 M34
M41 M42 M43 M44
1CCCCCCCA
0BBBBBBB@
Ii
Qi
Ui
Vi
1CCCCCCCA (2.18)
where theMij are the elements of the so-called Mueller matrix. The relations between the
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amplitude scattering matrix elements and the Mueller matrix elements are as followed,
M11 =
1
2
(|S2|2 + |S3|2 + |S4|2 + |S1|2) (2.19)
M12 =
1
2
(|S2|2   |S3|2 + |S4|2   |S1|2) (2.20)
M13 = Re(S2S
⇤
3 + S1S
⇤
4) (2.21)
M14 = Im(S2S
⇤
3   S1S⇤4) (2.22)
M21 =
1
2
(|S2|2 + |S3|2   |S4|2   |S1|2) (2.23)
M22 =
1
2
(|S2|2   |S3|2   |S4|2 + |S1|2) (2.24)
M23 = Re(S2S
⇤
3   S1S⇤4) (2.25)
M24 = Im(S2S
⇤
3 + S1S
⇤
4) (2.26)
M31 = Re(S2S
⇤
4 + S1S
⇤
3) (2.27)
M32 = Re(S2S
⇤
4   S1S⇤3) (2.28)
M33 = Re(S2S
⇤
1 + S3S
⇤
4) (2.29)
M34 = Im(S2S
⇤
3 + S4S
⇤
3) (2.30)
M41 = Im(S4S
⇤
2 + S1S
⇤
3) (2.31)
M42 = Im(S4S
⇤
2   S1S⇤3) (2.32)
M43 = Im(S1S
⇤
2   S3S⇤4) (2.33)
M44 = Re(S1S
⇤
2   S3S⇤4) (2.34)
When the elements of Mueller matrixMij has an dependency on azimuth angle  , the
scattering cross-section can be defined as
Csca =
1
k2
Z 2⇡
0
d 
Z ⇡
0
d✓sin(✓)[M11(✓, ) +M12(✓, )[
Q1
Ii
cos(2 )
 Vi
Ii
sin(2 )] +M13(✓, )[
Qi
Ii
sin(2 ) +
Ui
Ii
cos(2 )] +M14(✓, )
Vi
Ii
],
(2.35)
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Otherwise it can be defined as
Csca =
2⇡
k2
Z ⇡
0
d✓sin(✓)[M11(✓) +M14(✓)
Vi
Ii
]. (2.36)
It can be proved that the extinction cross-section is
Cext =
4⇡
k2
Re [S1(0)] (2.37)
The absorption cross-section can then be obtained due to the conservation of energy,
Cabs = Cext   Csca (2.38)
Some other useful quantities include the scattering, extinction and absorption efficiencies,
defined as
Esca/ext/abs =
Csca/ext/abs
G
, (2.39)
where G is the geometric cross-section of the particle along the incident direction. And
the single-scattering albedo defined as
! =
Csca
Cext
(2.40)
2.3 Radiative Transfer Equation and Multiple Scattering Properties
In atmosphere and ocean system, the scattering medium is often assumed to be plane-
parallel. The real environment will not be strictly plane-parallel, but on a large scale, the
plane-parallel assumption could be a fair approximation. In this case, the radiative transfer
equation (RTE) can be written as,
13
µ
d
dz
I(z,⌦) = (↵p(z) +  p(z))I(z,⌦)
 !p(z)
4⇡
(↵p(z) +  p(z))
Z
Mp(z,⌦,⌦
0)I(z,⌦0)d⌦0
(2.41)
where µ is cos(✓), ✓ is the zenith angle of the radiance propagation direction, z is the
vertical coordinate for the assumed plane-parallel geometry, ↵p(z)) and  p(z)are the ab-
sorption and scattering coefficients respectively of the particles in the medium, !p(z) is the
single- scattering albedo, and Mp(z,⌦,⌦0) is the scattering phase matrix. The subscript
’p’ indicates that the parameter is the bulk scattering properties of the particle ensemble.
Two directions ⌦ and ⌦0 form a plane called scattering plane, form an angle ⇥ called scat-
tering angle. Assuming that each volume element contains an equal number of particles
and mirror particles in random orientation, on a specific scattering plane, the scattering
phase matrix has a block-diagonal form, given by
Pp =
0BBBBBBB@
P11 P12 0 0
P12 P22 0 0
0 0 P33 P34
0 0  P34 P44
1CCCCCCCA (2.42)
An important dimensionless quantity called optical thickness is defined as
⌧ = (↵p(z) +  p(z))Dz (2.43)
where Dz is the depth of the medium along z direction. With ⌧ , the RTE can be written as
µ
d
d⌧
I(z,⌦) = I(z,⌦)  !p(z)
4⇡
Z
Mp(z,⌦,⌦
0)I(z,⌦0)d⌦0 (2.44)
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For a particular layer of medium, the outgoing radiance I(⌦) measured at the top of the
medium in response to the incoming irradiance Io(⌦) can be written as,
I(⌦) = µ0R(⌦,⌦o)Io(⌦o) (2.45)
where the quantity R(⌦,⌦o) is the reflectivity of the medium, and µ0 is the cosine of the
incoming irradiance zenith angle. If polarization is considered, R(⌦,⌦o) becomes a 4 by
4 matrix called polarized reflectivity. The reflectivity is one of the most important multiple
scattering properties of the medium, and it is independent of the incoming irradiance.
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3. NUMERICAL METHODS SURVEY
In this chapter, we introduce some numerical methods relevant to this study. Small
particles in real environment are complex in terms of shape, size and composition. To
simulate their optical properties, different numerical techniques need to be applied in ac-
cordance with the characteristics of particles as well as the desired accuracy. First, we
introduce the widely used Lorenz-Mie theory, which provides an analytical solution to
spheres. Next we discuss the Invariant-Imbedding T-matrix method (II-TM), which can
be applied to particles with relatively small size and moderate complex geometry. Lastly,
we briefly introduce the basic principle of the Physical-Geometric Optics Hybrid method
(PGOH), which is useful for relatively large particles with facet morphology.
3.1 Lorenz-Mie Theory
Lorenz-Mie theory provides an analytical solution to the light scattering problem of
particle with perfect spherical geometry. It has been widely used in many areas thanks to
its efficiency and accuracy. [80, 81]. Below we provide a brief survey on this method.
The time-harmonic electromagnetic field (
 !
E ,
 !
H ) satisfy the following vector Helmholtz
equation in a linear, isotropic, homogeneous medium, i.e.
r2 !E + k2 !E = 0, (3.1)
r2 !H + k2 !H = 0, (3.2)
where k is the wave number. In addition, the fields are constrained by Eq(2.5-2.8) as
apllied to (
 !
E o,
 !
H o).
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Construct the following wave functions
 !
M and
 !
N as,
 !
M = r⇥ ( !c  ), (3.3)
 !
N =
r⇥ !M
k
, (3.4)
where
 !
C is a constant vector, and  is a scalar. It can be shown that
 !
Mand
 !
N satisfy the
vector Helmholtz equation if  satisfy the scalar Helmholtz equation,
r2 + k2 = 0. (3.5)
To obtain
 !
M and
 !
N , one can first solve the above equation for  . By using the separa-
tion of variables technique in spherical polar coordinates (✓, , r), we can find the basic
solutions to the equation,
 ml = e
im Pml (cos(✓))zl(kr). (3.6)
By choosing  !c =  !r , the corresponding basic vector solutions are
 !
Mml = r⇥ ( !r  ml), (3.7)
 !
Nml =
r⇥ !Mml
k
. (3.8)
By using these basic solutions, one can construct the electric fields with coefficients to be
determined.
 !
E =
1X
l=0
lX
m= l
(aml
 !
Mml + bml
 !
Nml), (3.9)
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while the magnetic field can always be determined from the electric field,
 !
H =
c
ik
r⇥ !E , (3.10)
where c is light speed.Accordingly, considering the characteristics of the fields, one can
write the incident, internal, and scattering fields in the following form,
 !
E inc =
1X
l=0
lX
m= l
(aml,inc
 !
M (1)ml + bml,inc
 !
N (1)ml), (3.11)
 !
E int =
1X
l=0
lX
m= l
(aml,int
 !
M (1)ml + bml,int
 !
N (1)ml), (3.12)
 !
E sca =
1X
l=0
lX
m= l
(aml,sca
 !
M (3)ml + bml,sca
 !
N (3)ml), (3.13)
where the superscript (1) denotes the spherical Bessel function of the first kind jl, and
the superscript (3) denotes the spherical Bessel function of the third kind h(1)l . Assume
that the incident wave is a plane wave as introduced in last chapter, then the coefficients
aml,inc and bml,inc can be derived analytically[81]. The internal and scattered fields can be
determined from the boundary conditions at the particle surface r = rp, where rp is the
radius of the particle. Specifically, the components of these fields on the surface satisfy
Einc,✓ + Esca,✓ = Eint,✓ (3.14)
Einc,  + Esca,  = Eint,  (3.15)
Hinc,✓ +Hsca,✓ = Hint,✓ (3.16)
Hinc,  +Hsca,  = Hint,  (3.17)
With the field inside and outside the particle determined, the scattering amplitude matrix
for each scattering direction can be then derived[81]. Due to the symmetry of the particle,
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the scattering amplitude matrix has the form,
S(✓) =
0B@S2(✓) 0
0 S1(✓)
1CA (3.18)
Consequently, the Mueller matrix has the form
M(✓) =
0BBBBBBB@
M11(✓) M12(✓) 0 0
M12(✓) M11(✓) 0 0
0 0 M33(✓) M34(✓)
0 0  M34(✓) M33(✓)
1CCCCCCCA (3.19)
It can be seen thatM only has 4 independent parameters.
3.2 Invariant-Imbedding T-matrix Method
Obtaining T-matrix based on volume-integral equation with invariant-imbedding tech-
nique was originally proposed by Johnson [82], and later it has been implemented for
obtaining the scattering properties of ice and aerosol particles[19, 20]. Below we outline
the framework of this method.
In last section, we’ve introduced the expansion of the incident and scattering fields in
terms of
 !
M (1)ml ,
 !
N (1)ml ,
 !
N (3)ml , and
 !
N (3)ml . Since the Maxwell equations are linear, there must
be a linear relation between the expansion coefficients of the incident field and those of
the scattered field. This relation can be written as0B@aml,sca
bml,sca
1CA = 1X
l0=1
l0X
m0= l0
0B@T 11mlm0l0 T 12mlm0l0
T 21mlm0l0 T
22
mlm0l0
1CA
0B@am0l0,inc
am0l0,inc
1CA . (3.20)
The relation defines a matrix called T-matrix with elements T ijmlm0l0(i, j = 1, 2). One of
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the advantages of T-matrix method is that obtaining the orientation averaged scattering
properties would be analytical once the rotation rules for the T-matrix are specified [18].
Let’s first rewrite the basic functions in matrix form,
Yml(✓, ) = ( 1)m
s
2l + 1
4⇡l(l + 1)
e im 
0BBBB@
0 0
p
l(l + 1)dl0m(✓)
i⇡ml(✓) ⌧ml(✓) 0
 ⌧ml(✓) i⇡ml(✓) 0
1CCCCA
(3.21)
where
dl0m(✓) = ( 1)m
s
(l  m)!
(l +m)!
Pml (✓) (3.22)
⇡ml(✓) =
m
sin✓
dl0m(✓) (3.23)
⌧ml(✓) =
d
d✓
dl0m(✓) (3.24)
and the radial functions
Zl(kr) =
0BBBB@
zl(kr) 0
0 1kr
d
dr (rzl(kr))
0
p
(l+1)l
kr zl(kr)
1CCCCA (3.25)
From now on, we use Jl(kr) to denote this matrix when zl(kr) is the spherical Bessel
function of the first kind jl, and use Hl(kr) when zl(kr) is the spherical Bessel function
of the third kind h(1)l . The radial green function can then be written as
gl(r, r
0) =
8>>>>>><>>>>>>:
ikHl(r)JTl (r
0), r > r0
ik[Hl(r)JTl (r
0) + Jl(r)HTl (r
0)]/2, r = r0
ikJl(r)HTl (r
0), r < r0
(3.26)
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where T denotes the transpose operation. At spherical shell r = rp, an integral associated
with the refractive index distribution called U matrix can be written in component form as
Umlm0l0(rp) = r
2
p
Z
d⌦Y+ml(⌦)q(rp,⌦)V(rp,⌦)Ym0l0(⌦) (3.27)
where
V(r,⌦) =
0BBBB@
1
✏(r,⌦) 0 0
0 1 0
0 0 1
1CCCCA (3.28)
and
q(r,⌦) = k2(✏(r,⌦)  1), (3.29)
where the (+) denotes the Hermitian transpose operation, and ✏ is the electric permittivity.
The U matrix contains the information of shape and inhomogeneity of the particle. With
U matrix, we can compute the Q matrix at the corresponding shell rp as
Q(rp) = wp[I  wpU(rp)] 1U(rp) (3.30)
andQij as
Q11(rp) = ikH
T (rp)Q(rp)H(rp), (3.31)
Q12(rp) = ikH
T (rp)Q(rp)J(rp), (3.32)
Q21(rp) = ikJ
T (rp)Q(rp)H(rp), (3.33)
Q22(rp) = ikJ
T (rp)Q(rp)J(rp) (3.34)
where the wp is the integration weights. With the above matrices, the iteration equation
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for T-matrix can be written as
T(rp) = Q22(rp) + (I+Q21(rp))[I T(rp 1)Q11(rp)] 1T(rp 1)(I+Q12(rp)) (3.35)
For obvious reason, when r = 0, T = 0. The iterative computation of T-matrix can
be terminated when U becomes zero, i.e. when the spherical shell contains the particle
entirely. The above equations online the computational procedure of the II-TM method,
while the detailed derivation of the invariant-imbedding equation can be found in [82]. For
complex particle shapes, the computation of U matrix becomes difficult. However, in real
environment the particle could be very irregular. In this study, we modified the II-TM code
from Lei Bi [19, 20], such that it can deal with the faceted and spherical geometries at the
same time.
3.3 Physical-Geometric Optics Hybrid Method
The Physical-Geometric Optics Hybrid method includes two basic computational pro-
cedure [83]: first, compute the electromagnetic field on the particle surface or inside the
particle by applying a ray-tracing method; second, map the near field into the far field
based on either the surface integral equation or the volume integral equation.
In this study, the volume integral mapping procedure for PGOHmethod is used. Below
we briefly introduce the computational procedure of this method. For a specified point
inside the particle, the electric field can be written as the summation of fields associated
with different orders of reflection and refraction events, i.e.,
 !
E ( !r 0) =
NX
p=1
 !
E p(
 !r 0) (3.36)
The number of order N is selected such that the field converges with enough accuracy.
With the beam-splitting technique, the number of beams only depends on the shape of
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the faceted particles and does not increase with the size of particle. This could improve
the efficiency of the ray-tracing processes for large particles. At the far field zone, the
scattered field can be decomposed with respect to the scattering plane as
 !
E s( !r ) = Es↵( !r )↵ˆ + Es ( !r ) ˆ (3.37)
where ↵ˆ and  ˆ are two orthogonal unit directions, parallel and perpendicular to the scat-
tering plane respectively. The mapping equation can then be expressed as
0B@Es↵
Es 
1CA
kr!1
=
k2eikr
4⇡r
ZZZ
V
(✏  1)
0B@↵ˆ · !E ( !r 0)
 ˆ · !E ( !r 0)
1CA e (ikrˆ·rˆ0)d3rˆ0 (3.38)
where k is the wave number, ✏ is the electric permittivity. The mapping automatically
includes the interferences between the diffracted and reflected rays.
Compared to numerical exact methods, the inaccuracy of the PGOH method arises
from so-called the edge effect, which can be semi-empirically evaluated by the following
formula,
Qedge,ext/abs =
fext/abs
(kr)2/3
(3.39)
where Qedge,ext/abs is the difference of the extinction (absorption) efficiency between he
numerical exact methods and PGOH method. fext/abs is determined by the difference and
applied to different sizes of particle.
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4. MODELING THE INHERENT OPTICAL PROPERTIES OF AQUATIC
PARTICLES⇤
In this chapter, we first introduce the model, i.e. an the irregular hexahedral ensemble,
for simulating the inherent optical properties of aquatic particles. As we’ve mentioned,
Lorenz-Mie theory has been heavily relied on for acquiring the optical properties of the
aquatic particles. In the results and discussion, we therefore focus on the comparison
between the results based on irregular ensemble models and those based on the spherical
models.
4.1 Model and Properties of Interests
An irregular hexahedral ensemble is generated by randomly tilting the faces of mul-
tiple regular hexahedra. The method of obtaining an irregular hexahedron from a regular
counterpart is detailed in Bi et al. [17] . Different particles in the aquatic environment
could have similar shapes, but are rarely identical. This shape variability is characterized
through the concept of particle geometric irregularity, which is defined by the degree of
randomness in the shape generating process. Specifically, the slopes of each particle facet
in an ensemble follow the normal distribution:
P (sx, sy) =
1
⇡ 2
exp( s
2
x + s
2
y
 2
) (4.1)
where sx and sy are the slopes along two orthogonal directions with respect to the orig-
inal facet, and  2 is the particle geometric irregularity parameter. Figure 4.1 shows the
geometry of a group of particles with a geometric irregularity  2 = 0.4.
⇤Part of this chapter is reprinted from Journal of Quantitative Spectroscopy & Radiative Transfer, 191,
30-39, 2017, Xu, G., Sun, B., Brooks, S.D., Yang, P., Kattawar, G.W. and Zhang, X, "Modeling the inher-
ent optical properties of aquatic particles using an irregular hexahedral ensemble", Copyright 2017, with
permission from Elsevier.
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Figure 4.1: A particle group composed of 25 irregular hexahedra with a geometric irregu-
larity value of 0.40
A study from Liu et al. [84]concludes that the particle geometric irregularity is opti-
cally equivalent to the particle surface roughness. In this study, a hexahedral ensemble has
25 randomly generated shapes. The IOPs of a hexahedral ensemble are obtained via two
steps of calculation. The first step is to perform the orientation average for each individ-
ual shape. For the size range (small size) handled by II-TM, the orientation average can
be evaluated with an analytical form, whereas for the size range (large size) handled by
PGOH, 2000 orientations are used. The second step is to perform the average of the IOPs
over all 25 particle shapes. The scattering phase matrix Pij , extinction efficiency Qext ,
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and absorption efficiency Qabs, are obtained using the following formulas:
Pij(✓) =
P25
k=1Ck,scaPij,k(✓)P25
k=1Ck,sca
, (4.2)
Qext/abs =
P25
k=1Ck,ext/absP25
k=1 Sk/4
. (4.3)
The ratio of water-leaving spectral radiance to the solar downwelling irradiance forms
the spectral remote sensing reflectance, a fundamental quantity an airborne ocean color
sensor measures. Under the quasi-single-scattering approximation, the reflectance of the
water body is proportional to the Gordon parameter, which is determined by IOPs of water
constituents [1] in the form
G =
 (c)+ bw
 (c)+ ap(c) + bw + acdom + aw
(4.4)
where ap(c) and  (c) are the particulate bulk absorption and scattering coefficients respec-
tively as functions of particle concentration c,  is the particulate backscattering ratio, bw
is the backscattering coefficient of water, acdom is the absorption coefficients of colored
dissolved organic matter, and aw is the absorption coefficient of pure water. Values of ap
and   both increase with particle concentration, c, which can be evaluated through inte-
gration of the absorption and scattering cross sections respectively over a range of particle
size, while  is evaluated through integration of the VSF over the backscattering hemi-
sphere normalized by the bulk scattering coefficient. The bio-optical models often utilize
the spectral absorption of the marine particles to infer the concentration of the biomass.
However in some cases the marine particle back-scattering will dominate the absorption,
exhibiting high reflectivity from the water volume (e.g., a bloom of E. huxleyi [85]). These
situations generally coincide with a high c, in which the Gordon parameter depends largely
on the IOPs of the particulate matter. In these cases, the Gordon parameter can be approx-
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imated by
G =
 (c)+ bw
 (c)+ ap(c) + bw + acdom + aw
⇡  (c)
 (c)+ ap(c)
(4.5)
where c is large. It is therefore of particular interest to model the reflectivity of marine
particles through their IOPs.
The particle size distribution is assumed to be of the Junge type (power law distribu-
tion) [86] [34] given by
dN(r)
dr
= Ar ⇠, (4.6)
where A is the number concentration factor, and ⇠ is the differential Junge slope. The
particle size is defined in terms of the volume-equivalent-sphere radius. To evaluate the
influence of the integrated size range on resultant scattering properties, we introduce a
constant by setting the following relation
(rmin, rmax) = (⇢r1, ⇢r2) = ⇢(r1, r2), (4.7)
where (r1, r2) is the reference size range, (rmin, rmax) is the range for integration over
particle size, and ⇢ is a constant referred to as the size range ratio. The integration size
range (rmin, rmax) can be determined by setting ⇢ to a constant value and choosing a
reference size range (r1, r2). Since scattering properties are determined by the ratio of
particle size to the incident wavelength, a shifted size range is equivalent to a shifted
incident wavelength when the refractive index is constant. Particles in the aquatic medium
include living organisms (e.g., bacteria, phytoplankton, zooplankton), organic detritus,
and minerogenic particles. Organic particles normally have greater water content than
minerals, and therefore have lower indices of refraction, while those with inorganic origin
have higher indices of refraction. The in situ measured VSF can be evaluated by a two-
component model, namely a sum of contributions from organic and inorganic particles.
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We use the following equation to calculate the VSF:
 (✓) =
Z rmax
rmin
[foP11,o(✓, r)Csca,o(r)
dNo
dr
(r) + fiP11,i(✓, r)Csca,i(r)
dNi
dr
(r)] (4.8)
where fo and fi are the concentration fractions of organic particles and inorganic particles
respectively. Hence fo + fi = 1. No(r) and Ni(r) are the size distributions of each type
of particle. Note that the bulk polarimetric properties can also be evaluated by Eq. (4.8).
4.2 Results and Discussions
For aquatic particles, which are optically soft, different approximation methods can
be applied to calculate the scattering properties according to their particle sizes and re-
fractive indices.For particle size from small to large, the Rayleigh Approximation (RA),
Rayleigh-Gans-Debye (RGD) Approximation, the Anomalous Diffraction Approximation
(ADA), and Geometric Optics (GO) method can be accordingly applied. II-TM is found to
be valid up to and including the ADA region (a few microns), while the PGOH method is
used for larger particles. A comparison between the II- TM and PGOH methods is shown
in Figure 4.2. Compared to P11, the differences of polarimetric scattering properties be-
tween methods are generally larger. In addition to the approximate nature of geometric
optics, the orientation averaging procedure for PGOH also contributes to this discrepancy.
For larger particles, angular scattering properties (especially polarimetric properties) are
more sensitive to particle orientation with respect to the incident wave. The comparison
demonstrates reasonable consistency between the numerically accurate method II-TM and
the approximate PGOH method, thus demonstrating the capability of expanding the size
parameter range of our models.
To mimic the uncertainty regarding the shapes of a group of suspended particles in a
real aquatic environment, we introduce the concept of geometric irregularity in computing
IOPs. Figure 4.3 displays an example of the scattering phase matrices of 25 shapes and
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Figure 4.2: Nonzero elements of the scattering phase matrix of a single distorted hexahe-
dron simulated by the II-TM and PGOHmethods. The particle size is 5.0µm, the refractive
index is 1.20 + 0.0005i , and the incident wavelength is 658nm.
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their ensemble average. The result reveals that geometric variation produces pronounced
variations in the scattering matrices for those particles. This shape-dependent pattern poses
a great challenge for accurately simulating the VSF of marine particles. By computing the
ensemble average of all shapes, a relatively featureless scattering phase matrix is generated
as a proxy for the group.
Figure 4.3: Nonzero elements of the scattering phase matrix of individual irregular hexa-
hedra (in green) and their ensemble average counterpart (in red). The geometric irreg-
ularity parameter for the particle ensemble is 0.4, particle size is 1.48µm in terms of
volume-equivalent sphere radius, particle aspect ratio is 1.0, the particle refractive index
is 1.20 + 0.0005i, and the incident wavelength is 658nm.
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In contrast to the sensitivity of the scattering phase matrix to particle shape, we find that
shifting the geometric irregularity parameter from one value to another seems to have much
smaller impact on the scattering phase matrix (for  2 > 0.05). Figure. 4.4 demonstrates
two ensemble-averaged scattering phase matrices with geometric irregularities of  2 = 0.4
and 0.05. Distinct differences can only be seen in P11 at large scattering angles (120 to
180 degrees). The result reveals the strong constraints in simulating angular scattering
properties posed by averaging over particle shapes.
Figure 4.4: Nonzero elements of the scattering phase matrices simulated for two hexahe-
dral ensembles with geometric irregularity parameters 0.4 and 0.05. The other parameters
used are the same as in Figure 4.3. The particle size is defined with respect to the volume-
equivalent-sphere radius.
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Figure 4.5 displays the integral scattering properties (i.e. extinction efficiency Qext
, absorption efficiency Qabs , asymmetry factor f , and single-scattering albedo !) as
functions of particle size for hexahedral and spherical models. The edge effects on the
extinction and absorption efficiencies are very small and therefore not shown in the figure
for the sake of clarity. A refractive index 1.05 + 0.002i is used in the calculations. In
the figure, different optical regions are marked approximately with dashed vertical lines
over the entire size range. Differences between the two models for these IOPs are summa-
rized as follows. For the extinction efficiency and scattering albedo, the spherical model
demonstrates an oscillatory pattern within intermediate size particle regions (RGD and
ADA), whereas all scattering properties vary smoothly for the hexahedral model from the
RA to the GO region.
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Figure 4.5: Integral scattering properties of a hexahedral ensemble and a sphere. The red
line indicates the differences between the two models (spheres minus hexahedra). The
particle size varies from to, the refractive index is, particle aspect ratio is 1.0, the particle
geometric irregularity is 0.4, and the incident wavelength is 658nm. The vertical dashed
lines roughly mark the different optical regions, namely the RA, RGD, ADA, and GO
regions.
The extinction efficiencies for both models approach the geometric optics asymptotic
value, 2, as size increases. The oscillation pattern leads to a maximum value of the ex-
tinction efficiency for spheres that is much larger than that for the hexahedral ensemble.
Within the RGD and ADA regions, the extinction coefficients of a marine particle assem-
blage estimated by a spherical model could be larger than those estimated by a hexahedral
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ensemble. The absorption efficiency estimated by the spherical models is equal to or
larger than that estimated by the hexahedral models in all optical regions. This is con-
sistent with the finding that spheroids produce lower or equal absorption efficiency than
spheres regardless of particle size and aspect ratio [16]. The asymmetry factors predicted
by both models have a similar curve, but within the RGD and ADA regions, spheres pre-
dict a higher asymmetry factor than those obtained from hexahedra, which corresponds
to a stronger forward scattering phase function. Note that this feature is also found when
comparing Lorenz-Mie scattering simulations with the laboratory-measured scatter- ing
function of aquatic particles [10]. The single scattering albedo predicted by spherical
models has a similar but shifted shape to that of hexahedral models. Both curves approach
an asymptotic value of one half in the geometric optics region. However for sizes within
RGD regions, the predictions from hexahedral models are larger than those from spher-
ical models, whereas in the ADA and GO regions, the predictions are smaller. In other
words, spheres underestimate the scattering effect in the RGD region and over- estimate
the scattering effect within the ADA and GO regions. Such differences of IOPs in various
optical regions lead to different bulk scattering behaviors between models, especially for
an assemblage with sizes that are confined to the intermediate optical regions.
Next we discuss the bulk scattering properties in the backward direction. The backscat-
tering properties are of major significance in optical remote sensing in oceanography, be-
cause reflectance is dominated by the ratio of backscattering coefficients to absorption co-
efficients [1]. Modeling backscattering properties accurately is a difficult task, since they
are highly sensitive to morphological details of particles. Currently the interpretation of
backscattering measurements in most studies largely relies on Mie scattering calculations
[87, 88, 89, 90], even though the nonspherical effects and internal inhomogeneity are found
to be important [13, 14, 15, 16]. Figure 4.6 displays the backscattering ratio variation with
size distribution in terms of differential Junge slope for different compositions, shapes and
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integration size ranges. The integration size range from 0.1µm to 1.0µmcorresponds to
plankton size group picoplankton, while 1.0µm to 10.0µm corresponds to nanoplankton.
Figure 4.6: Backscattering ratio as a function of size distribution in terms of differential
Junge slope for different models, compositions and integrated size ranges. The refractive
index is assumed to be 1.05 + 0.002i for organic particles, whereas it is assumed to be
1.20+0.0005i for inorganic particles. The particle geometric irregularity parameter is 0.4,
and the incident wavelength is 658nm.
Two hexahedral ensembles that are statistically associated with aspect ratios 2 and
0.5 are used in the comparison. The magnitude of backscattering ratio displays a higher
sensitivity to size groups for the organic particles than for the inorganic particles. A spher-
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ical model produces smaller backscattering ratios than the predictions from hexahedral
models for the organic particles regardless of the size group and aspect ratio. For inor-
ganic particles, the sign of the biases is dependent on the particle size group. Specifically
the spherical model produces higher backscattering ratios than the hexahedral model for
nanoplankton size group, but lower back- scattering ratios for picoplankton size group. Be-
cause the backscattering ratio generally increases with a larger real part of the refractive
index, and the backscattering ratio and size distribution are in-situ measurable quantities,
the relations revealed in the figure can be used to estimate the refractive indices of marine
particles (for a given geometric irregularity in the case of hexahedra). Such studies are
normally conducted using spherical models [3]. The figure indicates some biases caused
by the spherical model employed in these studies. If a hexahedral ensemble is employed,
the inferred refractive index for the organic particles will be lower than inferred from
the spherical model, since hexahedral model predicts a higher backscattering ratio than
spheres for both particle size groups. But for the inorganic particles, the sign of biases
caused by spherical model is uncertain, depending on particle size group.
Compared to the backscattering ratio, the optical signal received by a remote sensor is
more sensitive to the Gordon para- meter. Figure 4.7 displays the Gordon parameter sim-
ulated from an organic hexahedral ensemble and spheres as a function of integration size
range. The reference size range is from 0.1µm to 20µm, covering both picoplankton and
nanoplankton. A differential Junge slope of 4.0 is assumed for the calculation. The size
range ratios from 0.7 to 1.7 are selected so that the incident wavelengths are equivalently
confined to 300nm to 700nm for the reference size range. Both models predict a decreas-
ing trend of the Gordon parameter towards large size range ratios (or shorter wavelengths
for the particle assemblage of reference size range), resulting from a decrease in the ratio
of backscattering to absorption coefficients. The decreasing slope as well as the average
magnitude of the Gordon parameter are the main differences between the two models. As
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size range ratio increases, the Gordon parameter simulated based on a hexahedral ensem-
ble is larger and decreases less drastically than that based on spheres. The magnitude of the
Gordon parameter simulated from a hexahedral ensemble could be twice that from spheres
of the same size. This suggests that particle morphology is important in accounting for the
reflectivity of the particle assemblages.
Figure 4.7: Gordon parameter as a function of particle size range ratio, using spherical
and hexahedral models. The refractive index used is 1.05 + 0.002i, particle aspect ratio is
1.0, geometric irregularity is 0.4, the reference size range is from 0.1µm to 20µm, and the
incident wavelength is 500nm.
Particles with organic and inorganic origins constitute two major categories of opti-
cally important particles in the aquatic medium. Next we compare the scattering phase
matrices between the organic and inorganic particles using a hexahedral ensemble with a
geometric irregularity parameter of 0.4. The results are shown in Figure 4.8. The refrac-
tive indices chosen are relatively extreme for aquatic particles. For particles with organic
origins, refractive index 1.01 + 0.0i is assigned, and for particles with in- organic origin,
1.20 + 0.0005i is assigned. The P11 comparison suggests that the backscattering intensity
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of inorganic particles is much higher than for organic particles. In addition, the polarimet-
ric scattering properties of inorganic particles differ considerably from organic particles,
which have a scattering pattern similar to Rayleigh scattering. As the real part of the or-
ganic particle refractive index increases, the backscattering part of the P11 curve increases
and approaches that of the inorganic particle (not shown).
Figure 4.8: Nonzero elements of the scattering phase matrices of organic and inorganic
aquatic particles, simulated by a hexahedral ensemble with a geometric irregularity pa-
rameter of 0.4 and aspect ratio 1.0 . A refractive index 1.20 + 0.0005i is used for the
inorganic particle, and 1.01 + 0.0i is used for the organic particle. The compared particle
size is 1.48µm, and the incident wavelength is 658nm.
The two-component model that separately accounts for contributions from organic and
inorganic particles can be applied to analyze the in situ measured data. Previously, a
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spherical two- component model has been utilized to interpret the in-situ mea- sured VSF
in the Sargasso Sea [5] . In this study, we use a two-component hexahedral model to fit
the widely used average VSF measured by Petzold [91]. The VSF of the two component
model is evaluated using Eq.(4.6), in which three parameters are inferred from a best fit,
i.e. the organic fraction, and two differential Junge slopes for the size distributions of
organic and inorganic particles. The upper panel in Figure 4.9 displays the best fitting
curve simulated from hexahedra as well as the spherical counterpart using the inferred
parameters. Similar to the study in the Sargasso Sea, a large proportion of organic parti-
cles (97.1%) has to be assumed to obtain the best fit. The analysis for the Sargasso Sea
indicates that only a combination of small organic particles and large inorganic particles
can account for the measurements. Here, using the same integration size range for both
organic and inorganic particles, the inferred differential Junge type slope of 3.96 for the
organic particles, is just slightly lower than 4.095 for the inorganic particles. The inferred
slope values of 4 are in agreement with the global ocean mean. This is in contrast with
the previous finding in the Sargasso Sea since no significant difference between organic
and inorganic particles is found in terms of particles size distributions. We also compute
the VSF using spherical model with the inferred size distributions and organic fraction.
Large differences are found in the backscattering hemisphere (90 to 180 degrees) between
hexahedral and spherical models, whereas the VSF at forward scattering angles (0 to 90
degrees) for both models are quite similar. In the backscattering hemisphere, the VSF
simulated from the spherical models appears to be more oscillatory than both the mea-
surement and the simulation by hexahedral models. In particular, the exact backscattering
peak produced from the spherical model is much higher than from either measurement
or simulations from the hexahedral model. This is the well known glory peak, which is
virtually unique to spheres. We notice that the measured VSF also has a oscillation pattern
over the angular range from 120o to 180o, while the hexahedral model seems to better pre-
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dict the average magnitude, rather than the oscillation pattern within the range. This may
due to the fact that the organic particles often have smooth surfaces, rather than the sharp
edges that a hexahedral model has. In addition to the VSF, we also compare the degree
of linear polarization, using the inferred size distributions and organic fraction for both
models, which is displayed in the lower panel in Figure 4.9. Since Petzold’s data does
not include polarimetric measurements, the measured data is not shown. From the figure,
a hexahedral two-component model predicts a higher peak of linear polarization than the
prediction from a spherical two-component model. Apparent inconsistency of linear po-
larization between the two models is shown for both backscattering and forward scattering
hemispheres. The inconsistency could be larger if different parameters are inferred (e.g., if
the differential Junge slope for the inorganic particles is smaller), whereas the VSFs would
remain similar in the forward scattering hemisphere.
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Figure 4.9: Upper panel: Measured VSF from Petzold and the best-fit curve simulated
from a two-component hexahedral ensemble and its spherical counterpart using the same
organic fraction and particle size distributions. Lower panel: The degree of linear polar-
ization from hexahedral and spherical models with respect to the best fit. The particle
sizes range from 0.001µm to 69.5µm, and the refractive indices used for organic and in-
organic particles are 1.20 + 0.0005i and 1.01 + 0.0i, respectively. The particle geometric
irregularity parameter is 0.4, and aspect ratio is 1.0.
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4.3 Summary and Conclusions
In contrast to using a spherical shape model, we employ a randomly generated hexa-
hedral ensemble to evaluate the IOPs of aquatic particles. We demonstrate that the aspect
ratio parameter used to statistically characterize the particle geometry provides effective
constraints on the modeling of shape-dependent angular scattering properties. A compu-
tationally practical method using II- TM and PGOH allows us to simulate the IOPs of
aquatic particles in a broad size range from the RA to the GO regions. In this study, we
discussed various aspects of IOPs of a hexahedral ensemble model, highlighting the differ-
ences between this model and the widely used spherical model. In the intermediate particle
size range (RGD and ADA regions), where most marine particles are found, the predicted
absorption and extinction efficiencies by a hexahedral ensemble are overestimated where a
spherical shape is assumed. This is consistent with similar findings from spheroid-sphere
comparisons [16]. For organic particles, the asymmetry factor predicted by a hexahedral
ensemble is smaller than the prediction based on spheres, producing a less steep phase
function. The spherical model also underestimates the single scattering albedo of a hex-
ahedral ensemble within the RGD region, whereas it overestimates the single scattering
albedo within the ADA region. These size-resolved differences give rise to differences in
bulk scattering properties that are dependent on the form of the particle size distribution
between the two models. We examine the differences of the backscattering ratio and Gor-
don parameter be- tween a hexahedral ensemble and spheres. For particles with organic
origin, the backscattering ratios predicted by the spherical model are generally smaller
than those predicted by the hexahedral ensemble. The sign of the backscattering ratio bias
for in- organic particles depends on the particle size range. For the size range relating
to picoplankton and nanoplankton, the Gordon parameter simulated by a hexahedral en-
semble can be under- estimated using a spherical model by a factor of two. The inherent
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differences between the two models are also manifested in the VSF comparison. The data-
model comparison demonstrates that a two-component hexahedral ensemble reproduces
the measured VSF in the backscattering hemisphere, while a spherical model displays an
unrealistic peak in the backscattering direction. In the forward scattering hemisphere, dis-
tinct differences between the two models can be seen only through polarimetric properties,
e.g. the degree of linear polarization. The overall analyses in this study illustrate the limits
of a spherical model. On the other hand, the results reveal the potential applicability of
a hexahedral ensemble model in modeling the IOPs of marine particles. Future work is
needed to explore various shape parameters statistically associated with an irregular hex-
ahedral ensemble, such as the aspect ratio, geometric irregularity, inhomogeneity and the
comparisons with other nonspherical models (e.g. spheroid).These investigations could
provide deeper insights into the morphological impact of IOPs of marine particles.
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5. MODELING THE SINGLE AND MULTIPLE SCATTERING PROPERTIES OF
THE SOOT-LADEN MINERAL DUST AEROSOLS⇤
In this chapter, we present a numerical study on the single and multiple scattering
properties of soot-laden mineral dust aerosols. We first introduce the fractal morphologies
employed for modeling the single scattering properties of soot particles, pure dust , and
dust-soot aggregates. Then we discuss the numerical results in comparison with other
studies, by which the applicability of these models is accessed. Next, we introduce the
parameterization scheme for the bulk properties. Last, we discuss the multiple scattering
properties and the associated uncertainties on either forward modeling processes or on the
retrieval processes.
5.1 Particle Models and Properties of Interests
Freshly emitted black carbon tends to have a complex chain-like structure and be-
comes more compact as the particle ages [92, 93]. Given such morphological complexity
and variability, modeling the single-scattering properties of black carbon is not a trivial
task. To circumvent this difficulty, it was commonly assumed in the past that soot particles
could be sufficiently described by a spherical shape. Unfortunately, the spherical approxi-
mation may lead to large errors for both single-scattering calculations and radiative forcing
estimates [94, 95].
A more realistic model for soot particles is the aggregation of numerous spherical
monomers [96]. However, this model introduces more degrees of freedom than using the
spherical approach. In addition, the variable irregular shape of a mineral dust particle can
lead to a large uncertainty in modeling its single scattering properties. All these uncer-
⇤Part of this chapter is reprinted from Optics Express, 25(24), pp.A990-A1008, 2017, Xu, G., Stegmann,
P.G., Brooks, S.D. and Yang, P., "Modeling the single and multiple scattering properties of soot-laden min-
eral dust aerosols", Copyright 2017, with permission from OSA.
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tainties should be reasonably constrained before one can investigate the mixing effects on
their bulk scattering properties.
The morphology of a soot particle can be characterized by [96]
Nm = ko(
Rg
a
)Df (5.1)
whereNm is the total number of monomers, ko is a constant called the fractal pre-factor,Rg
is the radius of gyration, a is the radius of each monomer, andDf is the fractal dimension.
The fractal dimension determines the compactness of the particle, and hence influences
the efficiency of the particle to extinguish light. In this study, we focus on relatively aged
soot particles and the fractal dimension is between 2 and 3. This scaling law provides a
realistic description of the overall morphological structure of black carbon particles.
Table 5.1 lists the morphological parameters used in this study, where L is the major
axis of the particle, defined as the maximum distance between any two monomers’ center
at A and B,W is the minor axis of the particle, defined as the maximum distance between
any two monomers in a plane perpendicular to and across the center of AB, AR is the
aspect ratio of L to W , r is the particle radius in terms of volume equivalent sphere. The
particle aspect ratio is confined to the range of 1.3 to 1.8 [55]. Two fractal dimensions 2.5
and 2.2 are selected to represent particles with different degrees of compactness. Figure
5.1 illustrates the morphology of S6 from Table 5.1. To compute the single-scattering
properties of these soot model particles, we employ the semi-analytical Multiple Sphere
T-matrix method [97].
To improve upon the commonly used spheroidal model with a smooth surface for min-
eral dust particles, we employ a fractal polyhedron with randomly tilted facets to model
the single-scattering properties of pure mineral dust [98]. According to in-situ measure-
ments [99, 100, 101], the median particle aspect ratio of a mineral dust particle tends to
45
Case Nm L(µ m) W(µ m) AR r(µ m) Df
S1 80 0.33 0.24 1.39 0.086 2.5
S2 120 0.40 0.24 1.66 0.099 2.5
S3 200 0.44 0.30 1.45 0.12 2.5
S4 280 0.53 0.33 1.60 0.13 2.5
S5 80 0.41 0.25 1.64 0.086 2.2
S6 120 0.53 0.30 1.76 0.099 2.2
S7 200 0.60 0.40 1.49 0.12 2.2
S8 280 0.78 0.47 1.67 0.13 2.2
Table 5.1: The parameters of soot models.
Figure 5.1: Particle shape for case S6. A line connecting the red colored monomers is the
major axis of the particle, while the green colored monomers denote the minor axis of the
particle.
be in the range of 1.4 to 1.9. In this study, 1.7 is assigned to the pure dust particle model.
Figure 5.2 shows a particle shape with 24 facets used in the single-scattering calculation
for a pure mineral dust particle.
The mixing of black carbon and mineral dust aerosol can be either external or semi-
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Figure 5.2: Particle shape for a pure mineral dust particle.
external [42, 102, 103, 104]. In this study, ”semi-externally mixed” refers to cases in
which soot is attached to the surface of the mineral dust. Due to the agglomeration of black
carbon, the single-scattering properties of a semi-external mixture are generally different
from their externally mixed counterparts. These differences may include a reduced single-
scattering albedo, depolarization ratio, and may subsequently give rise to differences in the
multiple scattering properties [105] . The semi-externally mixed model (aggregate model)
has a morphology displayed in Figure 5.3.
The semi-externally mixed particle is modeled using simple spheres as a representa-
tion for the soot attached to the random Koch fractal. Using a fractal structure for the
mineral dust particle and the attached soot at the same time would lead to a much poorer
convergence in the single-scattering calculations, rendering such an approach impractical.
Without providing appreciable differences in the results, the soot attachments are assumed
to be comparatively small. Table 5.2 lists the parameters of the dust models used in this
study, where VMR is the volume-mixing ratio (the ratio of the volume of soot to the vol-
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Figure 5.3: The particle shape of a dust-soot aggregate.
ume of the host particle), Ns denotes the number of the attached soot particles, and r
denotes the radius of the whole particle. For the aggregate particle, one spherical soot
globule has around 1.48% of the volume of the host particle. We apply the semi-analytical
invariant imbedding T-matrix method [106, 20] to compute the single-scattering properties
for both pure dust and dust-soot aggregates.
Case VMR Ns AR r(µm)
D1 0% 0 1.7 0.31
D2 0% 0 1.7 0.60
D3 0% 0 1.7 0.97
D4 2.9% 2 1.7 0.31
D5 2.9% 2 1.7 0.60
D6 2.9% 2 1.7 0.97
D7 5.8% 4 1.7 0.31
D8 5.8% 4 1.7 0.60
D9 5.8% 4 1.7 0.97
Table 5.2: The parameters of dust models.
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The particle size distribution of dust particles n(r) [107]is assumed to be a gamma
distribution,
n(r) = dN(r)dr =
1
 ( 1 2⌫e⌫e )
(⌫ere)
2⌫e 1
⌫e (r
1 3⌫e
⌫e )(e
  rvere ) (5.2)
where N is the total number of particles, r is particle radius, nue is the effective vari-
ance (set to be 0.2), and re is the effective radius. This form of the size distribution ensures
its normalization to unity and is convenient to use.
In addition to polarized reflectivity and scattering phase matrix, the following proper-
ties are also discussed in this study:
(1). The mass scattering and absorption coefficients (MSC, MAC):
MSC = Csca(r)⇢(4/3)⇡r3 , (5.3)
MAC = Cabs(r)⇢(4/3)⇡r3 (5.4)
where ⇢ is the effective density of the particle.
(2).The single-scattering albedo:
! =  p↵p+ p (5.5)
(3) The asymmetry factor :
g =
1
2
Z 1
 1
P11(cos(✓))cos(✓)d(cos(✓)) (5.6)
(4)The linear depolarization ratio:
 (✓) = P11(✓) P22(✓)P11(✓)+2P12(✓)+P22(✓) ⇥ 100% (5.7)
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In this study, single-scattering property calculations are performed at multiple wave-
lengths including 440nm, 500nm, 532nm, 550nm, 675nm, 870nm, 1020nm, and 1064nm.
The refractive indices of black carbon and the mineral dust particle are those suggested by
Chang and Charalampopoulos [108] and Wagner et al. [109], respectively.
5.2 Single-Scattering Properties
5.2.1 Properties Without Angular Dependence
The mass absorption coefficient (MAC) is important for evaluating the radiative forc-
ing of black carbon because of its high value at visible wavelengths. Figure 5.4 shows the
simulated MACs of the cases listed in Table 5.1 in comparison with the values from other
simulation studies and in-situ measurements at the specific wavelength of 550nm. For
the calculations, a density of 1.8g/cm3 is assumed for soot particles. The range of MAC
values is around 5.0m2/g to 5.5m2/g, which is in reasonable agreement with other stud-
ies. These results suggest that different cases of the model selected from Table 1 produce
similar MAC values. For the wavelength range from 440nm to 675nm, the absorption and
extinction Angstrom exponents are 1.15± 0.11 and 1.45± 0.13, respectively.
In the case of external mixing with soot, the single-scattering properties of different
particles are additive because their light scattering events can be treated independently.
On the other hand, when the two components are attached to each other, their combined
optical properties are no longer a direct sum. The computation of the bulk scattering
properties therefore requires the knowledge of the single-scattering properties of dust-soot
aggregates. Figure 5.4 displays the spectral MSCs of pure dust and dust-soot aggregates
with parameters listed in Table 5.2. The MSCs of both pure dust and the dust-soot aggre-
gates exhibit a strong wavelength-dependency, especially for the cases with particle size of
1.0µm. As indicated by Figure 5.5, the semi-external mixing by black carbon significantly
alters the absorptivity of the dust aerosol. The single-scattering albedos and asymmetry
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Figure 5.4: Simulated spectral mass absorption coefficients and extinction coefficients for
the cases listed in Table 5.1
factors of all cases of mineral dust and soot particles (Table 5.1 & 5.2) can be summarized
as follows: for soot particles, the asymmetry factor exhibits a strong wavelength depen-
dence, ranging from 0.1 to 0.8, and their single-scattering albedo ranges from 0.1 to 0.4.
For dust particles, the asymmetry factors of all cases are within the range of 0.67 to 0.8,
and the semi-external mixing leads to a reduction of the albedo from 0.9 to 0.8. These
results indicate a large variability of the bulk scattering properties of soot-laden mineral
dust aerosols.
5.2.2 Properties With Angular Dependence
Accurately modeling the angular distribution of scattered intensity or polarization ben-
efits the retrieval of important microphysical and optical properties, such as the effec-
51
Figure 5.5: Simulated spectral scattering and absorption mass coefficients of dust/dust-
soot aggregation at wavelengths from 440nm to 1064nm
tive particle size and optical depth of mineral dust aerosols on a large scale. The first-
generation random Koch fractal can reproduce the laboratory-measured scattering phase
matrix of feldspar sufficiently well [110], as shown in Figure 5.6. The measured data are
from the Amsterdam light scattering database [111], which provides an effective size of
1.0µm, particle size distribution and refractive index of 1.50 + 0.001i for the simulations
at wavelength 441.6nm. The comparison demonstrates that the fractal polyhedral model
captures the angular distribution pattern of intensity and polarization well. Spheroidal par-
ticle models may also be able to reproduce the measurement results, but multiple aspect
ratios are often required to be mixed.
The most characteristic effect of the mixing of black carbon with mineral dust is the
enhancement of the absorption efficiency. External mixing generally leads to weaker ab-
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Figure 5.6: Comparison between the simulated and laboratory-measured scattering phase
matrix of mineral dust aerosols.
sorption than semi-external mixing due to a lower degree of agglomeration of soot. Figure
5.7 shows the scattering phase matrix elements of the three possible soot-mineral dust
configurations in a polluted dust layer. The properties of the pure soot are the average of
cases listed in Table 5.1. Both the pure dust and the dust-soot aggregate have a particle
size of 800nm in radius, while the latter has 5.8% of the volume of attached soot. The
result displays the changes induced by the attachment of soot on the scattering phase ma-
trix. In particular, the degree of linear polarization  P12/P11 of an aggregate is slightly
higher than pure dust, and P22/P11 gets closer to unity at the backward scattering angles,
indicating that the aggregate behaves more similarly to a spherical particle than the pure
dust. These changes seem to be modest at first glance, but the scattering cross-section has
been drastically reduced.
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Figure 5.7: Scattering phase matrices of each possible component of a polluted dust
aerosol. "d" denotes pure dust, "s" denotes pure soot, and "a" denotes dust-soot aggre-
gate.
5.3 Parameterization
Conventionally, the effective bulk properties of the mixed aerosol can be computed
using the effective medium approximation. In the effective medium approximation, the
number of aerosol components reduces to one effective component, and the effect of mix-
ing can be characterized by a volume-mixing ratio. Alternatively, one could first compute
the single-scattering properties of each possible component, and parameterize the bulk
properties according to their number density weights. The preceding analysis suggests
that semi-external mixing yields the single-scattering properties quite different from the
external-mixing counterparts. This warrants the introduction of dust-soot agglomerates
as a class distinct from pure dust and pure soot. Below we present a method to properly
parameterize the bulk optical properties of the dust-soot mixed aerosol.
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The mixing state can be characterized by the number density weight of each compo-
nent, denoted as
S = (wd, ws, wa)
T (5.8)
The subscripts "d", "s", and "a" denote the parameters associated with pure dust, soot,
and their aggregates, respectively. The sum of the weights equals to the unity,
wd + ws + wa = 1 (5.9)
A special case, the state of pure dust can be represented by
So = (1, 0, 0)
T (5.10)
The component of the dust-soot aggregate is characterized by so-called the aggregation
ratio, i.e. the volume of the aggregated soot divided by the volume of the host dust particle,
  =
Vaggregated_soot
Vhost_dust
(5.11)
where   should be considered as an effective parameter of all dust-soot aggregates.
For instance, if it is a function of particle size, then
  =
R rmin
rmax
( 43⇡r
3)  o(r) o(r)+1
dNa
dr (r)drR rmin
rmax
( 43⇡r
3) 1 o(r)+1
dNa
dr (r)dr
(5.12)
where Na(r) is the total number of dust-soot aggregates with particle size up to r,
 o(r) is the aggregation ratio of particle with size r, and rmin and rmax are the maximum
and minimum size of the aggregates. The aggregation ratio describes how much soot is
attached to a unit volume of dust for the aggregates. If the aggregation ratio goes to zero,
the mixed aerosol reduces to simply two components, i.e. pure dust, and pure soot. The
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introduction of this parameter therefore becomes necessary when the semi-external mixing
effects are to be evaluated.
Once the effective aggregation ratio   is known, another two effective parameters of
the bulk, namely the total volume mixing ratio   together with the degree of aggregation
⌘ , can be used to characterize the mixing state
  = wsVs+waVd waVd+wdVd (5.13)
⌘ = waVd wsVs+wdVd  (5.14)
where Vs and Vd are the effective particle volumes of pure soot and clean dust before
the mixing. The total volume mixing ratio   is the volume ratio of soot to dust without
specifying the ways of their mixing. The degree of adhesion ⌘ is the volumetric proportion
of the attached soot to all mixed soot.   can be viewed as an index of the total effect of the
soot mixing, while ⌘ can be viewed as an index of the semi-external mixing effect.
Eq. (5.9), Eq. (5.13) and Eq. (5.14) together lead to a parameterization of the mixing
state,
S = F 1( ,  , ⌘)S0 (5.15)
where F is
F( ,  , ⌘) =
0BBBB@
1 1 1
 Vd  Vs (     )Vd
0 ⌘Vs (⌘   1) Vd
1CCCCA (5.16)
The single-scattering properties of the mixture layer of aerosol can then be obtained
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by the following dot products,
 p =   · (F 1S0) (5.17)
↵p = ↵ · (F 1S0) (5.18)
 pPp(✓) = P(✓) · (F 1S0) (5.19)
where the subscript "p" denotes the parameterized bulk properties. The three vectors
are called component vectors, formed by the effective scattering properties of each com-
ponent,
  = ( d,  s,  a) (5.20)
↵ = (↵d,↵s,↵a) (5.21)
P(✓) = (Pd(✓) d,Ps(✓) s,Pa(✓) a) (5.22)
The above equations provide a set of single scattering properties labeled by three pa-
rameters, namely the total volume mixing ratio  , aggregation ratio  , and the degree of
adhesion ⌘. The aggregation ratio   is assumed to be inherent to aerosol types. Figure 5.8
and Figure 5.9 show the parameterization sensitivity for the single-scattering albedo (as a
scattering property without angular dependence), and the linear depolarization ratio (as a
property with angular dependence) at 180 degree, respectively. The aggregation ratio is
fixed at 5.8%. The effective size of the pure dust and aggregate is 1.0µm, and the effective
size of soot is around 0.1µm. The figures clearly demonstrate how different ways of mix-
ing, i.e. externally or semi-externally, change the bulk scattering properties of soot-laden
dust aerosol.
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Figure 5.8: The parameterized single-scattering albedo of the bulk.
Figure 5.9: Parameterized linear depolarization ratio at 180 degree.
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5.4 Multiple Scattering Properties and Analysis
5.4.1 Labeled Polarized Reflectivity
This section discusses the multiple scattering properties of the soot-contaminated dust
aerosol by solving the radiative transfer equation with proper boundary conditions. The
adding- doubling method [112]is applied for this purpose. In the multiple scattering cal-
culations an idealized plane-parallel atmosphere with a single homogeneous aerosol layer
and terminated by a Lambertian surface of albedo 0.1 is assumed. Using the parameteri-
zation introduced in previous section, we can label the RTE as follow,
µ ddz I(z,⌦) = (↵p(z) +  p(z)) ,⌘I(z,⌦)
 !p(z)4⇡ (↵p(z) +  p(z)) ,⌘
R
(Mp(z,⌦,⌦0)) ,⌘I(z,⌦0)d⌦0
(5.23)
Consequently, the polarized reflectivity, as a solution to the RTE can be labeled as,
µoRij(⌦,⌦0) = Sol[RTE ,⌘] (5.24)
where "Sol" denotes the solving operation for the polarized reflectivity. We first com-
pute the polarized reflectivity with five cases listed in Table 5.3. Figure 5.10 shows the
polar plots of Stokes vector component or their ratios, I ,  Q/I , U/I as a function of
viewing direction in these five cases. The optical depth and effective particle size of dust
are 0.60 and 0.80µm, respectively. The solar zenith angle is 45 degree. In each polar plot,
the radius is the viewing zenith angle, the angle is the relative azimuthal angle, and the
color represents the values of the component. To show the contour lines more clearly, the
axes of the plots are displayed separately. The plot in the middle displays the pattern asso-
ciated with pure dust, while the other surrounding plots show the pattern associated with
the soot-laden dust. It is clear that the intensity patterns are fairly similar among these five
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cases, whereas the polarization patterns are quite distinguishable.
Case   ⌘
E0 0% 0%
E1 2% 0%
E2 4.5% 0%
E3 2% 50 %
E4 4.5% 50%
Table 5.3: The labels used for the RTE solutions.
5.4.2 Analysis
An analysis scheme is introduced to quantify the uncertainties of the multiple scat-
tering properties due to the uncertainty on the aerosol mixing states. In accordance with
observations [42, 43, 47, 48], the amount of mixed soot, compared to mineral dust, is much
smaller. Presumably, the interaction with black carbon plays a secondary role in determin-
ing the aerosols multiple scattering properties. Here the way of their mixing is treated as
a source of uncertainty for modeling the multiple scattering properties. Under idealized
conditions, the polarized reflectivity observed by a multiple-angle airborne satellite, can
be viewed as a function of viewing direction, optical depth, particle size, and the mixing
state:
µoRij = f(⌦, ⌧, rd,  , ⌘) (5.25)
where ⌧ is the optical thickness of the aerosol, rd is effective particle size of pure
dust, ⌦ = (µ, ) is the viewing direction in a spherical coordinate system, Rij could be
associated with any of the four components of the Stokes vector. It should be noted that
the idealized condition is confined to the situation where the solar incidental direction is
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Figure 5.10: The polar plot of I ,  Q/I , U/I as a function of view angle for labels listed
in Table 5.3.
fixed, and the variability of soot particle size rs and the aggregation ratio   are small. On
the other hand, if we ignore the aerosol’s mixing effects, the reflectivity reduces to
µoRij
o = fo(⌦, ⌧, rd) = f(⌦, ⌧, rd, 0, 0) (5.26)
The forward modeling deviation can be defined as the difference between the two
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functions integrated over an observational range of an instrument,
D( , ⌘) = 1 ⌦0
ZZ
|fo(⌦0,⌧o,rod) f(⌦0,⌧o,rod, ,⌘)fo(⌦0,⌧o,rod) |d⌦
0 ⇥ 100% (5.27)
It should be noted that here the parameter pair (⌧, rd) = (⌧o, rod) is now constant,
referred to as the standing point. Furthermore, in accordance with the instruments, the
viewing direction is confined to
⌦0 2 ⌦max (5.28)
where Mmax is the maximum satellite observational range. For instance, the MISR-
type instruments has a maximum observation range so that the scattering angle is confined
to 82o to 148o , meaning that all viewing directions within this range constitute its maxi-
mum observational range. If the observational range is discretized into a finite number of
directions with equal weightings, the above equation becomes
D( , ⌘) = 1N
NX
k=1
|fo(⌦k,⌧o,rod) f(⌦k,⌧o,rod, ,⌘)fo(⌦k,⌧o,rod) |⇥ 100% (5.29)
The value of this function can be computed when a standing point (⌧o, rod)and the satel-
lite observational rangeMmax are specified. As we already mentioned, the functions f and
fo can be either associated with intensity or polarization. Therefore, the deviation function
defined above could be either associated with intensity or the degree of polarization.
The deviation function at a specific standing point and observational range is associ-
ated with the forward modeling process, i.e. the theoretical observations by the satellite
instruments. Given certain probability distribution of ( , ⌘), one can compute the aver-
age, minimum, and maximum deviations from the pure dusts on the polarized reflectivity.
Figure 5.11 shows a contour plot of D( , ⌘) associated with the intensity component, and
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Figure 12 shows the D( , ⌘) associated with the degree of linear polarization. From the
two figures, it can be seen that the intensity deviation can go up to 60% when the total mix-
ing ratio is around 3% to 5%, while the deviation on the linear polarization can go up to
150%. These results suggest that 1) the labeled multiple scattering properties have a sim-
ilar pattern to those of the single- scattering properties; 2) compared to radiance intensity,
much larger uncertainties are observed for the degree of linear polarization.
Figure 5.11: Deviation functionD( , ⌘) associated with the radiance intensity. The stand-
ing point for this computation is (1.0, 0.8µm), meanwhile 7485 viewing directions with
scattering angle ranging from 82o to 148o are used.
On other hand, it is also desirable to quantify the uncertainties in the retrieval process.
Similar to the deviation function, we can introduce the following the so-called criterion
function as
C(⌧, rd) =
1
 ⌦0
ZZ
|fo(⌦0,⌧,rd) f(⌦0,⌧˜ ,r˜d, o,⌘o)fo(⌦0,⌧,rd) |d⌦0 ⇥ 100% (5.30)
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Figure 5.12: The deviation function D( , ⌘) associated with the degree of linear polariza-
tion. The parameters used are the same as used in Figure 5.11
Note that here two pairs of parameters (⌧˜ , r˜d) and ( o, ⌘o) are constant. Now the
two functions fo and f can be interpreted in different ways. fo(⌦0, ⌧, rd) can be viewed
as the quantities associated with the standard models in the retrieval process, whereas
f(⌦0, ⌧˜ , r˜d,  o, ⌘o) can be viewed as the quantities associated with a quasi-realistic models.
When C(⌧, rd) becomes small enough, the model fits well with the observation, we then
call it a retrieval event, and the fulfilled parameters (⌧, rd) are called retrieved parameters.
Since f(⌦0, ⌧˜ , r˜d,  o, ⌘o) is associated with the quasi-realistic model, the constant param-
eters (⌧˜ , r˜d) are referred to as goal parameters, and ( o, ⌘o) are referred to as confusion
parameters. Because satellite observation is always limited to a limited number of view-
ing angles at a specific time and location, it is not able to reach its maximum observation
range for a particular layer of mineral dust. Thus, the integration range for the criterion
function must be a small subset of the maximum observational range, i.e.,
⌦0 2 ⌦ ⇢ ⌦max (5.31)
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Again, if the integration range is discretized into a finite number of directions, then the
criterion function becomes
C(⌧, rd) =
1
M
MX
k=1
|fo(⌦k,⌧,rd) f(⌦k,⌧˜ ,r˜d, o,⌘o)fo(⌦k,⌧,rd) |⇥ 100% (5.32)
Accordingly the number of directionsM is much smaller than N ,
M << N (5.33)
We then can introduce the following criteria using C(⌧, rd) :
(A). When fo or f ⌘ I , and CA(⌧, rd)  1% , namely the intensity criterion;
(B). When fo or f ⌘
p
Q2 + U2/I , and CB(⌧, rd)  1% , namely, the polarization
criterion;
(C). CC(⌧, rd) = CA(⌧, rd)⇥ CB(⌧, rd)  1%, namely, the intensity plus polarization
criterion;
Given a set of goal parameters, under the "confusion" of the confusion parameters, it
can be retrieved by applying the above three criteria. The retrieval quality can then be
accessed. Figure.5.13 displays the fulfilled parameter range for the intensity, polarization
and intensity plus polarization criterion. For all three criteria, the local minimum of the
criterion function for two polluted cases (denoted by blue and red colors) can differ largely
from the goal parameter. For example, for the goal parameters (⌧o, rdo) = (0.6, 0.4µm),
the retrieved parameter would be around (0.4, 0.7µm) using the intensity criterion and a
confusion parameter ( o, ⌘o) = (3%, 100%). Such results suggest that by using a pure dust
look-up table to infer the optical thickness and particle size of the polluted dust aerosol,
the retrieved values might differ largely from the true values. However, noting that if more
complex retrieval methods are used, the quality of the retrieval needs to be reevaluated.
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Figure 5.13: Simulated retrieval of particle size and optical thickness of the dust aerosols.
The green color lines denote the fulfilled range associated with confusion parame-
ters ( o, ⌘o) = (0%, 0%), meaning the standard model perfectly matches the quasi-
realistic model. The blue color lines denote the fulfilled range with confusion parame-
ters ( o, ⌘o) = (3%, 0%), while the red color is associated with the confusion parameters
( o, ⌘o) = (3%, 100%). Nine viewing directions are used in the computation
5.5 Conclusions
Accurately modeling the single and multiple scattering properties of mineral dust par-
ticles is a challenging task because of their irregular shapes, complex compositions and
interactions with other aerosols. As an effort towards a more realistic modeling, more
parameters should be taken into account in accordance with the observations. This study
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investigates the effect of soot mixing on the single-scattering characteristics as well as
the uncertainties caused by this factor in the multiple scattering modeling. In the single-
scattering modeling, the parameters of the models are carefully selected, such that the
applied models reasonably capture the characteristic scattering properties of the dust and
soot particles. The introduced parameterization scheme quantitatively maps the mixing
state to bulk single-scattering properties of aerosol. In the multiple-scattering modeling,
the polarized reflectivity is viewed as not only a function of optical depth and particle size,
but also the mixing states of the aerosol under the assumed setups. The results of the devi-
ation function and criterion function indicate that large uncertainty may be introduced by
ignoring the state of mixing of soot on both forward and inverse modeling on the polarized
reflectivity of mineral dust.
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6. MODELING THE REFLECTION AND TRANSMISSION PROPERTIES OF A
DYNAMIC OCEAN SURFACE
In this chapter, we first introduce the construction of the ocean surface in accordance
with the ocean wave spectra. Next, we introduce the Monte-Carlo radiative transfer model
for simulating the reflection and transmission properties of a dynamic ocean surface. The
results and discussion will focus on the temporal fluctuation of the reflected and transmit-
ted irradiance and the wind-induced vertical energy variation.
6.1 Description of the Model and Properties of Interests
6.1.1 Ocean Surface Construction
This section provides a description on the ocean surface generation. Capturing the
elevation and slope statistics of the ocean surface is the key for an ocean surface construc-
tion, since these statistical properties determine the reflection and transmission of light.
The basic ideas for ocean surface construction are: (a) the ocean surface is viewed as a
superposition of 2-D sinusoidal wave with different frequencies and amplitudes; (b) ac-
cordingly, the surface elevation can be constructed by the inverse Fourier transform of
the 2-D randomly generated amplitudes. However, the amplitudes for various frequencies
must satisfy some physical statistics associated with the energy of the ocean waves on the
frequency domain. In other words, the construction of the ocean surface from a random
process is meaningful only if we sample the amplitude in accordance with the variance
spectra of the ocean wave. In this study, we apply the variance spectral density function
proposed by Elfouhaily et al.[113], i.e.,
 1s(k,') =
1
k
S(k) (k,') (6.1)
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where (k,') are the polar coordinates,  1s(k,') is the so-called one-sided variance spec-
tra, S(k)is the omnidirectional spectral density, and (k,') is the non-dimensional spread-
ing functions, which has the following form [114],
 (k,') = C(s)[cos2s('/2)] (6.2)
where C(s) is the normalization constant as a function of s , and s is a function of k .
The detailed form of variance spectra is given in Elfouhaily et al. [113]. With the above
variance spectra, one can write out the random amplitudes that match the statistics of the
wave variance spectra. According to Tessendorf [115], the explicit formula for generating
the random amplitudes is,
zˆo(kxy) ⌘ 1p
2
[⇢(kxy) + i (kxy)][
 1s(k = kxy)
2
 kx ky]
1/2 (6.3)
where ⇢(kxy) and  (kxy) are two independent random real numbers with distribution of
zero mean and unit variance generated at frequency of kxy , kx and ky are the frequency
intervals along x and y directions. With this form of amplitude, it can be shown that it is
consistent with the chosen variance spectra[116] . But direct application of the inverse
Fourier transform operation to the above amplitude would not generate real numbers for
the heights of the ocean waves, simply because the zˆo(kxy) is not Hermitian.
In order to make the amplitude Hermitian and varies with time, the following amplitude
is used [115],
zˆ(kxy, t) ⌘ 1p
2
[zˆo(+kxy) exp( i!xyt) + zˆ⇤o( kxy) exp(+i!xyt)] (6.4)
With above amplitudes generated for various frequencies, one can obtain ocean surface
high by the inverse Fourier transform,
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z(x, y, t) = FT 12D (zˆ(kxy, t)) (6.5)
As a function of wind speed, the variance spectra represent the energy density of the ocean
wave over the frequency domain. It is therefore expected that for the same wind speed, the
generated ocean surfaces are similar and would have similar reflection and transmission
properties. Figure 6.1 displays the constructed ocean surface at the wind speed of 10 m/s
by applying above procedures.
Figure 6.1: Ocean surface wave constructed using Fourier transform technique in accor-
dance with the wave variance spectra at wind speed of 10 m/s.
6.1.2 A Monte-Carlo Radiative Transfer Model
AMonte-Carlo radiative transfer code is developed to simulate the reflection and trans-
mission properties for an air-sea interface layer. This model applies the ray-tracing algo-
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rithm proposed by Mobley [116] for the randomly faceted ocean surface. This model
incorporates the scattering processes of photons in the water or in the air, in addition to
the reflection and transmission of the photons, such that we are able to simulate the polar-
ized reflected light field or transmitted light field for an air-sea interface layer with a finite
optical thickness and specific inherent optical properties.
The Monte-Carlo model tracks the photons’ paths and weights until the photons are
out of the layer. The ocean surface wave facets are represented in Cartesian coordinate
system, while the directions of photon paths are specified by the corresponding spherical
coordinate (✓, ) . The value of zenith angle ✓ is determined with respect to +z direction,
while the value of azimuthal angle   is determined with respect to+x direction. To collect
the outgoing photons, we discretize the upper hemisphere or lower hemisphere into differ-
ent quads. The zenith angle is partitioned into 180 directions, while the azimuthal angle is
partitioned into 360 directions. Figure 6.2 displays the discretized quads with azimuthal
angle interval 1o and zenith angle interval 1o (the figure is scaled for better presentation).
The radiation strength within a specific quad can be computed directly from the Monte-
Carlo simulation, and it is the irradiance confined to the solid angle associated with the
quad as followed,
Iirad,quad =
Z
quad
Iradcos(✓)d⌦ (6.6)
where ✓ is the corresponding zenith angle of the quad, Iirad,quad is the average radiance
within the quad. The centers of the quads can be treated as the corresponding incident or
outgoing directions of the photons. Accordingly, we can assign a direction to the irradiance
within the quad.
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Figure 6.2: Coordinate system used for ocean surface and directions of the light beam
propagations
Given an incident irradiance Iinc,quad(⌦o) from the quad associated with direction ⌦o
, the Monte Carlo model computes the outgoing irradiance I(⌦f ) propagating along ⌦f
by tracking the photons until the photons are out of the medium. For a specific pair of
incident and outgoing directions (⌦o,⌦f ) , it is the following effective Mueller matrix to
be computed from the model,
Iout,quad(⌦f ) = Me(⌦f ,⌦o)Iinc,quad(⌦o) (6.7)
The effective Mueller matrix can be obtained from a sequence of events encountered
by the incident photons, including scatterings, reflections and transmissions, which can be
expressed as
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Me(⌦f ,⌦o) = R(↵f )Mf (⌦f ,⌦j)R(↵f,j)...R(↵2,1)M1(⌦1,⌦o)R(↵1,o) (6.8)
where Mj(⌦j,⌦j 1) can be one of the reflection, transmission matrices and the scatter-
ing phase matrix (multiplied by the scattering albedo) associated with the scattering plane
formed by (⌦j,⌦j 1) , R(↵j,j 1) rotates (j   1)th reference plane to jth reference plane,
↵j,j 1 is the corresponding rotation angle, and R(↵f ) rotates the scattering plane to the
final meridian plane. The above effective Mueller matrix is for the computation of irra-
diance, to compute the radiance, the effective Mueller matrix should be multiplied by the
ratio of incident to outgoing solid angle as well as the ratios of the cosines of zenith angles,
.i.e.,
Iout,rad = Me(⌦i,⌦out)(
|ui|
|uout|
⌦i,solid
⌦out,solid
)Iin,rad (6.9)
where Iout,rad and Iin,rad denote the outgoing and incident radiance respectively, ⌦i is the
effective Mueller matrix for irradiance with incident direction ⌦i and outgoing direction
⌦out , |ui| and |uout| are the absolute values of cosines of incident and outgoing zenith
angles, ⌦i,solid is the solid angle associated with the incident beams, and ⌦out,solid is the
solid angle associated with the outgoing beams.
Figure 6.3 is a schematic representation of the process of tracking each photon im-
pinging into the air-sea interface. Specifically, the weights of the photons are initialized
to be a unit 4 by 4 matrix with an selected incident direction. The photon will then be
moved according to exponential decay law if they are available to be tracked. The algo-
rithm then determines whether the tracking photon encounters a scattering or reflection
and transmission event according to the photon’s updated location. When a scattering
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event happens, the future propagation direction will be randomly sampled according to
the scattering properties of the medium. The sampling strategy is based on the method
introduced in [117]. When the reflection and transmission happens, the directions and
weights of the reflected and transmitted beams will be computed according to Fresnel re-
flection and transmission matrices. The reflected photon will be further tracked until it is
out of the region, whereas the transmitted photon will be stored for future tracking. After
all the stored photons have been tracked, the weights for each direction will be added. By
repeating the above process for a large number of incident photons, one can obtain the
statistical reflection and transmission properties for the layer. For the results presented in
this study, the ocean surface is constructed with area of 100m ⇥ 100m with its center at
the origin of the coordinate system. For each simulation, the photons are initiated to strike
near center of the ocean surface. If the photon reaches the boundary of the layer, it will
be reinitiated at the same depth towards (or from) the center of the surface. The refractive
index of the air and water are 1.31 and 1.0 respectively. The scattering properties of the
air are computed from Rayleigh scattering theory, while the scattering properties of water
are based on the hexahedral ensemble models introduced previously. In our discussion, a
fixed incident zenith angle of 49.5o is used, and the scattering albedo of the water is fixed
at 0.4.
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Figure 6.3: A schematic representation of the procedure for computing the reflection and
transmission properties of air-sea interface layer.
6.1.3 Test of the Model
In principle, every construction of the air-sea interface is unique and has different re-
flection and transmission properties. In order to validate our model, we consider relatively
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simple cases, i.e. the flat surface with relatively thin optical thickness. By applying to
these simple cases, we can test whether the model tracks the path of the photon correctly
and whether the intensity and polarization of the outgoing photon is correctly computed.
When a relatively thin layer near the air-sea interface is considered, the maximum
transmitted irradiance of the layer can be approximated by the following expression,
Itrans = T (✓t)Iinc(✓i) exp( ⌧water/ cos(✓t)) exp( ⌧air/ cos(✓i)) (6.10)
where T (✓t) is the Fresnel transmission matrix with transmission angle ✓t , Iinc(✓i) is the
incident irradiance with incident angle ✓i , ⌧water is the optical thickness of water and ⌧air
is the optical thickness of the air. And the reflected irradiance can be approximated as,
Iref = R(✓i)Iinc(✓i) exp( 2⌧air/ cos(✓i)) (6.11)
where R(✓i) is the Fresnel reflection matrix with reflection angle ✓i . On the other hand,
the Monte Carlo model can simulate these two quantities directly for the ocean surface
with zero wind speed. When the incident angle and the optical thickness are relatively
small, the analytical approximation for the reflected and transmitted irradiance should
match well with our model simulations. A comparison between the approximated results
and simulated results for the reflected and transmitted irradiances are displayed on Figure
6.3 and Figure 6.4. The results demonstrate that the developed Monte Carlo model is able
to accurately simulate the reflection and transmission properties of an air-sea interface
layer.
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Figure 6.4: A comparison between the analytical approximation and the Monte Carlo
simulation on the reflected  Q/I associated with the irradiance. The layer is assumed to
has an optical thickness 1.0 for the water and zero for air.
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Figure 6.5: Same as Figure 6.4, except that the compared quantity is the transmitted coun-
terpart.
6.2 Results and Discussions
6.2.1 Temporal Fluctuation of the Irradiance and Radiance
With the developed Monte Carlo model, one can compute the polarized reflection and
transmission of an air-sea interface layer for a specific construction of the ocean waves.
In this study, we mainly discuss the properties related to the dynamic aspect of ocean.
Specifically, we focus on the reflected and transmitted irradiance for the dynamic ocean
surface layer. It should be noted that the validity of our results is confined to a layer of
medium containing the ocean surface and water with finite optical thickness, rather than
the entire air-sea system with specific boundary conditions. The results can serve as an
approximation to the case of a deep ocean with biases relating to the upwelling radiance
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beneath the layer. As we’ve mentioned in the introduction, the dynamic ocean could po-
tentially induce rapid fluctuations of reflected and transmitted light fields. The magnitude
of the fluctuation can only be quantified using the dynamic ocean surface model, as in-
troduced in last section. Figure 6.6 displays the snapshots for the ocean surface wave at
three different time steps of 0.1s, 0.6s and 1.1s with wind speed of 10 m/s at 10 meters
above the sea level. The surface is generated with a resolution of 1024⇥ 512 along x and
y direction respectively, and therefore the shortest resolvable wavelength along direction
is around 0.1953 m. As displayed in the figure, a small crest at around x = 70m could
turn into a trough within one second.
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(a) The ocean surface at time =0.1 s, with wind speed of 10 m/s
(b) The ocean surface at time =0.6 s.
(c) The ocean surface at time =1.1 s
Figure 6.6: Snapshots for the dynamic ocean surface with wind speed of 10m/s
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To simulate the light field fluctuation induced by the moving surface, we generate 20
seconds of the moving ocean surfaces with a resolution of 0.1 second, i.e. 200 sampled
constructions at the wind speed of 14 m/s. To evaluate the change at different depth of
ocean, we compute the reflection and transmission properties for the layer with optical
thickness of 1, 3 and 5, which corresponds to depths around 6.6 m, 20 m, 33.3 m respec-
tively with an extinction coefficient of 0.15m 1 .
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(a) For layer with optical thickness of 1.0.
(b) For layer with optical thickness of 3.0.
(c) For layer with optical thickness of 5.0.
Figure 6.7: The down welling irradiance for dynamic ocean layers with different optical
thicknesses. The values are computed in terms of the percentage of the incident irradiance.
Figure 6.7 displays the simulated fluctuation for the total irradiance (in terms of the
percentage of the incident irradiance) transmitted through the ocean as a function of time.
For each time step, 100000 photons are used to simulate the light field. For different
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optical depths, it is clear that the fluctuation patterns are similar due to the fact that this
fluctuation is mainly induced by the ocean surface geometry. Due to the exponential decay
law, the average magnitude and the variation range for these cases are quite different. For
example, for optical thickness of 1.0, the difference between the minimum and maximum
transmitted irradiance could be around 13 percent with an average value around 55 percent.
For optical depth of 5.0, on the other hand, the corresponding variation is 0.8 percent with
an average magnitude of 2.2 percent. Another noteworthy feature relates to the peaks of
the irradiance. For small optical depth, the highest peak could be a few percent larger than
the others, while as the optical depth gets larger, the variation of the peak values turn to be
much smaller. This effect is due to the enhanced multiple scattering of light in the water
as the optical depth gets larger. Figure 6.8 displays the reflected total irradiance associated
with those cases in Figure 6.7. It can be seen that the reflected irradiance fluctuation are
almost entirely determined by the ocean surface geometry, which means as optical depth
get larger, the water-leaving radiance increase is almost negligible. This is expected since
a relatively small albedo of 0.4 is assumed for the water. From the figure, one can see that
the variation on the reflected irradiance is within two percent with an average value of 3.5
percent.
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(a) For layer with optical thickness of 1.0.
(b) For layer with optical thickness of 3.0.
(c) For layer with optical thickness of 5.0.
Figure 6.8: The upwelling irradiance for dynamic ocean layers with different optical thick-
nesses. The values are computed in terms of the percentage of the incident irradiance.
A dynamic ocean surface deflects the incident light to various directions, causing the
directional fluctuations on both the reflected and transmitted radiance. To demonstrate this
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reflected and transmitted radiance directional fluctuation, we plot the strength of the radi-
ance on a spherical surface. The locations on the spherical surface correspond to different
directions as mentioned in last section. In this way, we can demonstrate both the direc-
tional reflected and transmitted radiance at the same time. A video of 20 seconds duration
is made for each optical depth. Figure 6.9, 6.10, and 6.11 display some snapshots of the
videos for different optical depths. The video shows how the reflected light beam and
transmitted light beam moves with time. Since the incident light is only from one direc-
tion, both the reflected and transmitted light beams are confined to relatively small areas
on the spherical surface. Compared to the transmitted beams, the reflected beams move
much faster on the spherical surface, meaning the directional variation is much stronger.
The red spot on the lower hemisphere for optical depth of 1.0 denotes the direction of the
peak downward irradiance. The peak value for the optical depth of 1.0 could be a few
orders of magnitude stronger than its surrounding directions, whereas for optical depth of
5.0, the difference between the peak and its surrounding directions is much smaller.
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Figure 6.9: The snapshots of video showing the angular distribution of the reflected and
transmitted radiance for different optical depths and times.
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Figure 6.10: Same as Figure 6.9, except that optical thickness of the water is 3.0.
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Figure 6.11: Same as Figure 6.9, except that optical thickness of the water is 5.0.
Figure 6.12 displays the fluctuation of the reflected and transmitted peak radiance in
terms of the percentage of the incident radiance. Compared to the pattern of total irradi-
ance, the variances of the fluctuation on the peak radiances are apparently larger. In other
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word, the radiance could change dramatically as the ocean wave moves in a short duration.
(a) the fluctuation of the down welling peak radiance
(b) the fluctuation of the upwelling peak radiance
Figure 6.12: The temporal fluctuations of the peak radiance of a dynamic ocean sur-
face.The values are computed in terms of the percentage of the incident radiance.
Another noteworthy feature is that the peak radiance fluctuation patterns for the re-
flected and transmitted radiance are quite similar, in contrast to the total irradiance fluc-
tuation patterns. This is due to the fact that the peak value of the radiance is mainly
determined by the roughness degree of the ocean at a specific time.
6.2.2 Energy Distribution Variation
The dynamic ocean surface not only causes the temporal fluctuation of light field,
but also may change the average energy distribution over a short period of time along
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the vertical direction. Figure 6.13 shows the total transmitted and reflected energy as
a function of depth under different wind conditions. It is clear that as the wind speed
becomes larger, more energy could be transferred into deeper ocean. On the other hand,
the reflected energy could be reduced. But as the depth becomes larger, this influence will
become smaller.
Figure 6.13: The total transmitted and reflected energy as a function of depth under differ-
ent wind speed conditions. The results are the average profiles for duration of two seconds
of ocean wave propagation.
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6.3 Summary and Conclusions
In this study, we introduce the ocean surface model as well as the developed Monte
Carlo radiative transfer model for simulating the reflected and transmitted light fields of
an air-sea interface layer. The ocean surface model includes the dynamic feature, such
that we are able to simulate the light field as a function of time. The Monte-Carlo model
incorporates the ray tracing process of a random faceted geometry in addition to the con-
ventional scattering sampling techniques. As an application of this model, we discuss the
results relating to the dynamic aspect of ocean. Specifically, the fluctuation patterns of the
total transmitted and upwelling irradiance for various optical depths are discussed. In ad-
dition, the angular fluctuation patterns of the radiance are demonstrated. Furthermore, we
simulate the peak radiance fluctuation with some interesting feature noted. The variance of
radiance fluctuations turns to be much larger than that of the total irradiance fluctuations.
Last, we discussed the energy distribution variation under different wind speed conditions,
and results suggest that the vertical distribution of the energy could be changed due to the
dynamic nature of the ocean surface.
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7. SUMMARY AND CONCLUSIONS
In this dissertation, numerical studies are presented on modeling the light scattering
properties of some environmental components, including the aquatic particle, soot-laden
mineral dust aerosols, and the air-sea interface layer. The light scattering properties of
these environmental components can potentially serve as the prior knowledge for the ap-
plications of remote sensing.
For aquatic particles, an ensemble of irregular hexahedra are used to simulate their
inherent optical properties. The differences between using the spherical and non-spherical
models are discussed, particularly on the backscattering properties. The results suggest
large differences between the spherical and non-spherical particles. With the proposed
ensemble models, we are able to reproduce the in-situ measurement more accurately.
We simulate the optical properties of three possible components in the soot-laden min-
eral dust aerosols, i.e. the pure dust, pure soot, and dust-soot aggregates. The accuracy of
the computation is assessed by comparing the results with other experimental or numerical
studies. The introduced parameterization scheme computes the effective bulk properties
of aerosols in term of the state of mixing. The results suggest that small uncertainty as-
sociated with the soot’s mixing may induce large uncertainty on the forward and inverse
modeling processes.
A Monte Carlo radiative transfer model has been developed for the purpose of simulat-
ing the reflection and transmission properties of an dynamic air-sea interface. In particular,
the model incorporates the ray tracing process for the ocean surface and Monte-Carlo scat-
tering sampling for the medium. As an application of the model, the temporal fluctuations
on the reflection and transmission properties of the air-sea interface layer have been dis-
cussed.
92
The light scattering simulation techniques have been improved dramatically over the
last fifty years. The research presented in this dissertation demonstrates the potential ap-
plications of these techniques to broad areas.
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