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Abstract—There is a lot of waste in an industrial environment
that could cause harmful effects to both the products and the
workers resulting in product defects, itchy eyes or chronic ob-
structive pulmonary disease, etc. While automative cleaning robots
could be used, the environment is often too big for one robot to
clean alone in addition to the fact that it does not have adequate
stored dirt capacity. We present a multi-robotic dirt cleaning
system algorithm for multiple automatic iRobot Creates teaming
to efficiently clean an environment. Moreover, since some spaces in
the environment are clean while others are dirty, our multi-robotic
system possesses a path planning algorithm to allow the robot team
to clean efficiently by spending more time on the area with higher
dirt level. Overall, our multi-robotic system outperforms the single
robot system in time efficiency while having almost the same total
battery usage and cleaning efficiency result.
I. INTRODUCTION
In an industrial environment, such as a factory or a ware-
house, the work conditions are harsher than normal with wastes
- hazardous or non-hazardous lying around, which the workers
are exposed to every day. Since hazardous wastes cause visible
damages, they are often more carefully handled than non-
hazardous ones like metal dusts or ashes, the damages of which
are long-term and not always visible. One of the damages that
non-hazardous wastes can cause is product defects, sabotaging
the purpose of the product and making the producer look bad.
In addition, workers working in such an environment may have
chronic medical issues such as skin problems, sinusitis, and
eye problems. In particular, if inhaled, the dust may cause such
symptoms as coughing or breathing issues and, in more serious
cases, could damage the worker’s lungs or other organs [1].
If they try cleaning the environment by sweeping the dust, it
will go into the air and create a higher chance of the workers
inhaling it.
In this situation, using a dirt cleaning robot, such as the
iRobot Roomba, would be a logical solution. Commercial
automatic cleaning robots have become very popular nowadays
because of their ability to clean autonomously. However, one
of the earliest problems with it is that their cleaning process is
completely random, and there is no guarantee that they would
be able to clean all the space. Recently, though, there are new
models of iRobot that could map an entire environment and
systematically clean it.
Even though mapping and cleaning every inch of the envi-
ronment indiscriminately can be an effective method, it lacks
the ability to plan the best path as some areas of the map
might be dirtier while others remain clean. Having a dirt
model to estimate the amount of dirt in each small area of the
environment will help create a more efficient path of cleaning
for the robot to follow and, thereby, will increase cleaning
efficiency.
Fig. 1. The three iRobot Create 2 that we used in the experiment. We mounted
a hokuyo laser scanner on top of each robot for mapping and localization,
and a laptop computer for algorithm processing. In addition, the equipped dirt
detection sensor of the iRobot Create will be used to collect environment’s dirt
readings at all location.
Although most automatic cleaning robots could systemati-
cally clean a whole environment, an industrial environment is
much too large for one robot to clean by itself in addition to the
fact that the amount of dirt will exceed the dirt stored capacity
of one robot. In this paper, we will be using multiple iRobot
Create 2 to build a robotic cleaning team because of its low
cost and its programmable platform [2]. In addition, we will
use the hokuyo laser scanner, not shown in Figure 1, and the dirt
sensor that is already equipped in the iRobot Create 2 to create
a dirt map of the environment. Then we will apply the multi-
robotic system, where all robots share the same map, know their
positions in it, and effectively communicate with each other, to
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clean an entire industrial environment efficiently.
This paper is presented in the following order: After the
related work, we will be discussing the method of mapping and
localizing method on Simultaneous Localization and Mapping
(SLAM). After that, we will do a brief overview of the cell-wise
Poisson process mapping. Then, we will present the traveling
salesman problem (TSP) based path planning algorithm for the
multi-robot system to create an efficient path planning for each
robot in the team. Finally, we will present the result of our
experiment, evaluate our work and discuss the future usage of
our results in the conclusion.
II. RELATED WORK
Multi-robotic system has many benefits, mainly because it
can accomplish task that single robot could not. Prime examples
of its benefits include [3]–[13]. [7] uses rapidly exploring
random tree (RRT) for vacuum robot navigation and path
planning for large indoor vacuum cleaning. [5] by Connell et al.
uses the RRTx for path replanning in a non-static environment.
The multi-robot algorithm here yields equivalent or better paths
and planning time efficient. [9] by Pham et al creates a wildfire
distribution model using multiple unmanned aerial vehicles
(UAVs) to track and predict wildfire spreading. In this case
if they were using a single UAVs it would not be able to cover
the entire fire and create the wildfire model. Another case of
using multiple robots for scalar field mapping [14], [15] that
clearly indicated the benefit of multi-robot teaming rather than
a single one.
If the robot is cleaning the same environment again, it would
be a waste of time to re-scan the environment. In a paper by
Zaman et al. [16], it was shown that laser and odometry data
from scanning of a whole environment using SLAM can be
saved into Yet Another Markup Language(YAML) and portable
gray-map format (PGM) files using map saver and map server.
YAML files shows the image while PGM shows the descriptions
of the map. When implementing the Adaptive Monte Carlos
Localization (AMCL) with the YAML and PGM file, the robot
can localize itself inside the saved map [17].
One of the work used to navigate efficient path planning and
navigation is the cell-wise Poisson process that used equations
from the homogeneous Poisson process and the maximum
likelihood estimator to predict where the dirt will be after
allowing the robot to clean through the environment several
times. Then it would create a dirt map that predicts the intensity
of dirt in each cell and, using the TSP, determine an efficient
pathing for the iRobot to clean. The project’s benefits include
less noise and less energy consumption in the robot, because
of the time and work efficiency [18]. The idea in this paper
is similar to the Poison cell-wise method. In this paper, we
will create a dirt map and apply the multi-robotic system and
propose path planning algorithm for multiple robots to clean
the environment in an efficient manner.
Fig. 2. The dirt map visualization of our environment after collecting the data.
The colors of the square represents the dirtiness of the area. For example, white
squares represents the clean areas and as the squares get darker, the dirtier the
square area is.
III. METHOD
As mentioned before, we used 3 iRobot Create 2 with a
hokuyo laser mounted on top of each and a Dell XPS 15
laptop. We used the iRobot Create due to the fact that it is
an affordable platform and has a built-in dirt detection sensor
at the bottom inside the suction unit. The iRobot Create uses a
piezoelectric sensor, which generates electrical pulses when dirt
hits it and gives a measurement of the dirt reading [19]. In the
experiment, we used cardboard boxes to create an environment
for the iRobot Creates to clean and substituted play sand as
dirt. The play sand were scattered randomly in the amount of
10 grams per cycle.
A. Mapping and Localization
To build a map, we used the mounted hokuyo laser to scan
the environment and implemented SLAM Gmapping [20] to
convert the laser data into a 2D map. Once the environment
map is completely built, we saved it and its data to send to
the other two iRobots. After each robot received the map,
they will localize themselves by using the Adaptive Monte
Carlos Localization (AMCL) [16], [21], so they will know
their positioning in the environment.
B. Dirt Map
For mapping the dirt level, we divided the environment into
small square cells and have the iRobots clean the environment
several times so that the dirt sensor can collect enough dirt
data. Then to predict the dirt level of each cell, we use the
homogeneous Poisson process used by Hess et al [18]. The
expected dirt level or λ for each cell c in the [s, t] interval is
E[N c(t)] =
(t− s)∑
(ti − ti−1)
n∑
i=1
kci , (1)
where s is the latest cleaning. Every time the iRobot past
through each cell c, it takes the dirt reading kci , cleans the cell,
and saves the time ti. Therefore,
∑n
i=1 k
c
i stands for the sum
of all dirt reading of cell c. In the dirt map of Figure 3, the
color of the squares represents the dirt level of the area.
C. Multi-robotic Co-operative Cleaning Algorithm
Before we implement the algorithm, we took the total dirt
level λtotal of the entire dirt map. Then we divided it by three
(since there are three cleaning iRobots) to determine λs, the
total amount of dirt in each divided cleaning space.
We then created a partition algorithm to divide the dirt map
into three separated regions and randomly assigned each iRobot
to one region. The regions with dirtier cells will be smaller, and
the cleaner regions will be larger to make sure the robots have
relatively equal dirt cleaning and therefore similar time. That
way, no iRobot will stand around while the others are working
in addition to the fact that it will prevent the iRobots from
colliding into each other since each has its own space to clean.
In this algorithm, we utilize graph data structure by turning
each square cell in the dirt map into a vertex. We then start
finding the first cleaning space by connecting squares next to,
below, and above each other with edges while adding λ of vertex
we passed to λiactual, the actually total dirt level of the cleaning
space i, until the total dirt level of the square is equal to λs.
However, real life scenarios of this case often adds up to be
either less than or bigger than λs. So we will accept that if
λiactual will not add up to λs, then we will accept λ
i
actual that
before adding the next vertex is smaller than λs but bigger than
λs after adding the vertex. For the next λiactual that will not
add up to λs, we will accept the λ that after adding the next
vertex is bigger than λs. We repeat that process until we reach
the last cleaning space. So when not equals to λs, λiactual will
follow a loop of bigger than λs, then smaller than λs. That way,
the total λ of each cleaning space will be balance because if
λiactual of each space is bigger than λs, the λ
3
actual, or the λ of
the last cleaning space, will be a lot smaller than the average
cleaning space.
Here are the rules of connecting squares as shown in Al-
gorithm 1: (1) The ideal starting vertex is the one with the
least edges (usually one) and if there are multiples, is usually
in the top left corner. In addition, it should try to start at
the vertex where it left off. If that turns out to not be good,
try another starting point. (2) The edge connection process
prioritize vertical pathing and moving towards vertex that hasn’t
Fig. 3. In this dirt model, λtotal is 11382 and λs is 3794. In step I, we
started in the upper left corner (rule 1) and went down (rule 2). In step II, there
is no more vertical vertex left in our path we turned right and immediately go
upwards (rule 2). Step III, there is no more vertical vertex left in our path so we
turned right and go downwards (rule 2). We repeat the process in step IV, V, and
VI. The green line represents where we stop and disconnect the vertex we have
pass through from the entire map (rule 4) when λ0actual = 3808. The reason is
our adding rule states that when λiactual adding vertex does not equals to λs,
we take the λiactual > λs but only if before adding the last vertex, λ
i
actual
¡ λs. This is the case since before it reached 3808, it was 3745. The process
after step VII is the same as step III, IV, and V repeating until λ1actual reached
3748. The reason why it is less than λs is because since the first one is bigger
than λs the second one should be less than to maintain the balance. The next
green line represent the second cleaning space disconnect from the map. Since
that green line is the last process, we do not need to divide anymore (rule 4).
Even though step VIII is unnecessary since we already have cleaning space, it
shows rule (5).
been touched. The one exception when we don’t go vertical is
when there is no vertical edges left to connect. (3) We usually
do not return to the vertex we already visited, the one exception
would be if there are on other path available and the vertex’s λ
will not be added to the total λ of the cleaning space since it
was already added. (4) After one cleaning space is determined,
all of its edges will be cut off from the rest of the map so we
can start dividing the map again unless it is the last cutting
process. (5) Anytime connecting square hit a snag, return to
the last vertex and try a different combination, if that does not
work, go back further. This method ensures it will try every
combinations of connecting squares.
The process of this algorithm implemented on our dirt model
is shown in Figure 3.
D. Path Planning
Each iRobot will have its own pathing in each of its respective
cleaning space. We will treat path planning as a TSP. We utilize
TSP because it only goes through each space once and therefore
Algorithm 1: Multi-Robotic Dirt Cleaning Algorithm
1 Initialize r, the number of robots available.
2 Initialize λtotal, the total dirt level of the entire map.
3 Initialize λactual, the actual total dirt level of a single cleaning space and set it to 0.
4 Initialize λs, set it equals to λtotal/r.
5 Initialize a vertex matrix M .
6 Initialize V start, the starting Vertex and set it to null.
7 Initialize a vertex array Q, of the dirt model where each vertex is a cell:
8 Vertex V i has a coordinate (x, y), a dirt level λ, a boolean visit that is true when V start is connected or pass through it
and an array of vertex it is connected to.
9 Initialize integer n and set it to null.
10 for each V in Q do
11 Set V iy − V ix to Integer diff .
12 if (V start == null) or (diff > n) then
13 Set diff to n. Set V i to V start.
14 end
15 end
16 Initialize counter to keep track of the number of maps created and set it equals to 0.
17 Initialize counter2 to keep track of maps those λactual is not equals to lambdas.
18 Inititialize r and set it equals to 0.
19 Inititialize c and set it equals to 0.
20 while counter < r do
21 if (V start is connected to a vertical V i) and (V start has not pass through V i) then
22 Add V i to row r and column c of the matrix M and set V ivisit = true. Add λV i to λactual. Set V
i to V start.
Increment c.
23 end
24 else if (V start is connected to a horizontal V i) and (V start has not pass through V i) then
25 Add V i to row r of the matrix M and set V ivisit = true. Add λV i to λactual. Set V
i to V start. Increment c.
26 end
27 else
28 Decrement c. Set M(r,c) to V start. Try a different path with V start connecting to V ivisit = false.
29 while path is not found do
30 Decrement c. Try a different path with V start with V iv isit = false.
31 if path is found then
32 Increment c back up.
33 end
34 end
35 end
36 if λactual > λs then
37 if counter2/2 not equals 0 then
38 Increment r. Increment counter. Increment counter2. Set λactual back to 0.
39 end
40 else
41 Take the last V i added to row r and set V ivisit to false.
42 Increment r. Increment counter. Increment counter2. Set λactual back to 0.
43 end
44 end
45 else if λactual > λs then
46 Increment r. Increment counter. Set λactual back to 0.
47 end
48 end
49 return matrix M
Fig. 4. After we assigned cleaning spaces to each iRobots, we treated each
space as a traveling salesman problem and solved it to get the pathing. The black
circle represents the the starting point while the end of the arrows represents
the finish.
Fig. 5. This is the time map that represents how long the iRobot Create spent
cleaning each square cell of the dirt model. The relationship between λ, dirt
level, and duration is as followed: 0-12 = 0 second, 13-26 = 1 second, 27-39
= 1.5 seconds, 40-51 = 2 seconds, 52- 64 = 2.5 seconds, 65-77 = 3 seconds.
maximizing time efficiency. In each space, first, we create a set
of cities C, where each city is a square area of the cleaning
space and create a set of empty city P . Second, we choose an
arbitrary starting city from C and add it to P . Third, we select a
city in V that is the closest to the latest city added to P and add
that to P . If there are more than one city, then create another
Fig. 6. In the efficiency graph, the left represents the cleaning duration and
the right represents total battery usage comparison between three iRobot Create
using our multi-robotic (black) and one iRobot Create 2 built-in cleaning system
(yellow).
set of city identical to P and choose the other city instead. We
create more sets to have all pathing possibilities. Fourth, repeat
the second step until there are no more cities in C. Fifth, we
determine which takes the least distance to travel.
Once that is complete, we will repeat the whole process for
all starting cities and at the end, compare all of the best path
from each starting point and come up with the best pathing.
The best pathing for each cleaning space in our dirt model is
seen in Figure 4.
Finally, after we have the best pathing, we also determine
the amount of time the iRobot will spend cleaning each square.
From observing the iRobot’s cleaning pattern, we set the
cleaning duration based on dirt level as seen in Figure 5.
IV. EXPERIMENT
A. Testing multi-robotic system versus the built-in system
In our experiment, we are testing our multi-robotic system
against the iRobot Create’s cleaning system and evaluate the
performance of cleaning time, total battery usage. First, we
timed the iRobot Create’s cleaning process until it is finished
and returned it its home-base. Then we check the battery
usage percentage and recorded it. Then, we implemented our
multi-robotic system and timed its cleaning process. When all
three iRobots stop, we also measure each of its battery usage
percentage, added all three together and recorded it. We repeat
the process ten times and took the average time and total battery
usage. Overall, there were no outliers in either categories -
duration and total battery usage - and the spread was relatively
small.
B. Result
Figure 6 presents the overall result of our experiment. While
the total battery usage of all three iRobots is a little higher
than the built-in cleaning system of a single iRobot, the total
cleaning duration of our multi-robotic system is almost 2/3 less
than built-in system of the iRobot Create 2. This experiment
shows the time cleaning efficiency of our multi-robotic system
while having almost the same battery usage and yielding little
to no dirt remaining in the environment.
V. CONCLUSION
In this paper, we present a multi-robotic algorithm along
with a dirt model for industrial environment cleaning. After
collecting dirt reading data, the dirt model predicts the dirt level
for each small area on the environment map. Our algorithm
divides the model evenly in terms of total dirt level between
three automative iRobot Create 2 and creates the best pathing
for each iRobot as well as cleaning duration of each small area
depending on its dirt level. In the future, we plan to make our
system viable for non-static environment such as when the map
changes as well as collecting more data to update the new areas
in the dirt model. In addition, we aim to have each of our iRobot
be able to do path replanning in case of a moving obstacle like
[5], [22] and avoiding trapped by convex shaped obstacles by
using a combination of rotational force field [23] and repulsive
artificial potential force field [24].
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