A primary goal in seismology is to identify constraints arising from the small scale physics of friction and fracture that can provide bounds on seismic hazard and ground motion at the fault scale. Here we review the multi-scale earthquake rupture problem and describe a physical model for the deformation of amorphous materials such as granular fault gouge. The model is based on Shear Transformation Zone (STZ) Theory, a microscopic model for plastic deformation. STZ Theory ties fault weakening to the evolution of an effective temperature, which quantifies configurational disorder and captures the spontaneous formation and growth of narrow shear bands in the fault gouge.
Introduction
Earthquakes occur due to an instability in the deformation of rocks in the earth's crust. A schematic illustration of a fault is given in Figure 1 (left). The two sides of the fault are driven laterally, in opposite directions, characteristic of a strike-slip fault. Due to large temperatures and pressures, rocks deep in the earth, red in the illustration, flow at rates of order cm/year, like a highly viscous fluid, driving the motion of tectonic plates comprising the earth's crust. At shallower depths (0-15 km), blue in Figure 1 , and referred to as the seismogenic zone, rocks resist plate motion, and remain locked until the force becomes large enough that the material fails, and the fault slips rapidly on the order of meters/second in an earthquake.
However, faults are more complex than simple planar surfaces where rocks slide past each other. The fault interface is also filled with crushed pieces of rock called gouge, and the basic contact interactions between the particles dictate how the gouge deforms in response to large tectonic stresses. In Figure 1 the deformation of the gouge (right) determines the frictional properties of the interface (center), which controls rupture propagation along the fault (left) that is many kilometers long. Because earthquakes occur deep in the crust, the physical and dynamical properties of faults, such as stress, strain, friction, geometry, slip velocities, and rupture propagation speeds, cannot be observed directly. Instead scientists rely on a variety of complementary methods, including geologic, seismic, and geodetic observations, experiments on laboratory scale faults, and theoretical and numerical studies. Together, these methods provide a basis for analysis of individual earthquakes after they occur, as well as forward modeling (often in simplified settings) to identify cause and effect relationships between friction and material properties and the resulting dynamics, that may help constrain estimates of the range of future behavior which may occur. This latter approach defines the emerging interdisciplinary field of earthquake physics, which aims to connect geophysics, material science, laboratory studies, and seismic observations to reduce uncertainties in seismic hazarde.g., earthquake magnitude, frequency, ground motion, and attenuation -based on understanding of the physics of the source. In this review, we focus primarily on theoretical and numerical results of dynamic earthquake rupture across multiple length scales, from grains up to faults. The modeling results capture phenomena which are observed in the laboratory and in the earth -e.g., plasticity, shear localization, and crack-like, pulse-like, and supershear ruptures -and we discuss how numerical simulations with physical friction parameters relate to important results from seismic and laboratory observations of earthquakes and faulting.
In Sections 2-5 we review constitutive laws, plasticity, strain localization, and dynamic rupture, drawing on results from physics, geology, materials science, and engineering. In Section 6 we describe recent work in which deformation and dynamics are spatially resolved within the gouge layer and on the scale of the fault. This grain-scale model reduces the nonequilibrium statistical mechanics of a collection of densely packed particles to a description characterized by deforming, local shear transformation zones (STZs). STZ Theory has been applied to a wide range of dense, disordered solids and captures features from both experiments and numerical studies, including dynamic formation of shear bands. Here the STZ model acts as a friction law in fault scale numerical simulations of dynamic earthquake rupture and places physical constraints on fault scale slip and ground motion.
Constitutive Laws
Modeling dynamic earthquake rupture at multiple scales requires new tools that incorporate the essential physics at each scale. At the fault scale, this includes the elastic response of the rock and the varying elastic properties in the velocity structure. Other effects such as plastic yielding and off-fault damage are often included. The challenge is to account for small scale physical processes, while maintaining resolution at the fault scale. Traditionally, this is accomplished using a friction law. These relations, also known as constitutive laws, are often motivated by laboratory experiments, and determine the shear stress on the fault, usually dependent on quantities such as the slip, slip rate, or other dynamic variables quantifying the internal state. Earthquakes occur at extreme physical conditions, including high pressures and temperatures, generating large amounts of slip at high slip rates. All current experimental data compromises on at least one of aspect of the physics of the source. 
Univariate Relationships
The simplest example of a friction law is static/dynamic friction illustrated in Figure  2 (a). The shear stress τ = σµ is proportional to the normal stress σ, and the proportionality constant is µ (the static µ s or dynamic µ d coefficient of friction). The instantaneous stress change from the peak value to the sliding value is unphysical. Seismologists have proposed many modifications to static/dynamic friction to fix this problem. Slip-weakening (SW) laws [3, 4, 5, 6, 7] have been used extensively to study dynamic rupture [4, 5, 8, 9, 10] . Shear stress τ is a decreasing function of slip u up to some slip-weakening distance d c , beyond which a constant stress is prescribed. The most common form is piecewise linear. The fault is initially locked. Shear stress increases to the peak stress τ p before initiating slip, and then weakens as the fault slips ( Fig. 2 (b) ). Stress is a fixed function of slip, which sets the amount of energy lost to fracture and frictional dissipation (the area under the curve plotting shear stress as a function of slip). Because the sliding stress τ d is constant, the fault cannot regain strength once it ruptures.
A common practice in engineering applications is to measure the slip rate dependence of friction, which leads to a friction law called the Stribeck curve [11] . Like slip-weakening, this friction law depends on a single quantity. However, purely velocity dependent friction fails to capture the stress drop required to propagate dynamic rupture (the stress at onset must be greater than the stress at termination) as well as stiffness dependence of laboratory observations of the transition between stick slip and steady sliding [12] .
Rate and State Friction
The Dieterich-Ruina (DR) law is a phenomenological friction law, introduced to capture experimental observations of both steady state velocity dependence and transient slip and time dependence of friction [13, 14] , and is defined in terms of rate (velocity V ) and a single dynamic state variable θ. The shear stress τ depends on both rate and state logarithmically in the DR law:
Other parameters include normal stress σ, constants a and b determining the rate and state dependence, length scale L, and reference friction coefficient and slip velocity, f 0 and V 0 , respectively. A dynamic equation determines how θ evolves. The ageing equation [15] 
is most common, and captures experimentally observed frictional strengthening with time which occurs when the surfaces are at rest. θ has dimensions of time and is often interpreted as the lifetime of surface asperity contacts, which is consistent with experiments by Dieterich and Kilgore [16] that imaged the dynamic evolution of contact area between sliding surfaces at various slip rates. Alternative forms for the state equation have been proposed based on other laboratory data. The most common is known as the slip law [15] , in which the state variable evolves only if the surfaces are sliding. The ageing law fits data better for rock healing, while the slip law fits data better for the frictional response to a velocity step. A composite law was proposed by Kato and Tullis [17] to combine the advantages of the ageing law for healing and the slip law for rapid changes in sliding.
The role of the parameters in Eq. 1 are best understood through a velocity step experiment, illustrated in Figure 2 (c) [18] . An interface is sheared at a constant slip rate V 1 , and reaches steady state. The slip rate is then suddenly increased to V 2 > V 1 , and the friction evolves to a new value over a length scale L. There is a transient increase in the friction, with a magnitude of a. The change in the steady state friction is (a − b). If a > b, the friction is rate strengthening. If a < b, the friction is rate weakening. Unstable rupture only occurs with rate weakening parameters [12] . Laboratory experiments show that a and b vary with temperature [19, 20, 21, 22] , indicating that the frictional rate dependence varies with depth.
The logarithmic rate dependence of the DR law is problematic at V = 0. Several regularizations have been proposed. These include adding a small cutoff velocity to the slip rate [23, 24] and changing the logarithm to an inverse hyperbolic sine [25] . The need to regularize the DR laws underscores the fact that the law is phenomenological. In contrast, the STZ friction law described in Section 6 is derived from physical processes acting at smaller scales and thus provides quantitative estimates for cutoffs, crossovers, and limiting behavior at small times, lengths, and velocities.
Another problem with the DR law is that the experiments it is based on differ greatly from the conditions in the earth's crust. Seismic slip rates are on the order of meters/second, while the experiments that led to the development of the DR law range from microns/second to millimeters/second [13] . Laboratory experiments at seismic slip rates show that friction is much lower than the values predicted by extrapolation of the logarithmic weakening in DR friction [26, 27, 28, 29, 30, 31, 32, 33] . Low friction coefficients at seismic slip rates have important implications for the strength of faults [34, 35] , the energy balance of faulting [36] , and fault slip in dynamic rupture models [37, 38, 39] .
Plasticity in Amorphous Materials
An alternative approach to laboratory based, phenomenological friction begins with the physics of how amorphous materials such as fault gouge deform and fail. Amorphous materials are composed of particles (grains, atoms, bubbles, molecules) that are arranged so that their centers of mass are disordered. Under certain conditions, these materials behave like solids -small deformations are elastic (shear stress is proportional to the shear strain), the material exhibits a yield stress, and is "jammed." Other conditions produce dynamics more like a fluid -the shear stress depends on the strain rate instead of the strain, and the material flows. One example is sand which supports the static load of a person standing on the beach, but also flows through his/her fingers.
Deformation of a collection of particles breaks down into two components -the uniform, elastic (affine) component which is the same for all the particles, and heterogeneous, plastic (non-affine) component, describing deviations from the average. Affine displacements produce the linear, elastic response. Non-affine deformation requires new models to describe the material properties.
Molecular dynamics or discrete element simulations are frequently used to study the dynamics of amorphous materials [2, 40, 1, 41, 42] . A simulation of a glass is shown in the center of Figure 1 [1] . The material is under tensile strain, but the deformation results in shear deformation (indicated by the arrows). The dark regions show where non-affine deformation occurs. The plastic deformation is localized to a narrow shear band, a common mechanism of failure in amorphous materials. While simulations provide insight into how these materials deform, they are not efficient for studying larger scale behavior. Instead, physicists are working to develop a continuum model to describe the deformation of amorphous materials, much like continuum mechanics describes solids and Navier-Stokes describes fluids.
Molecular dynamics simulations show that plastic deformation occurs when localized regions rearrange from one metastable configuration to another [2, 40] . A picture of one of these regions is shown at the right in Figure 1 . These zones are known as Shear Transformation Zones (STZs), and STZ theory captures many features of experiments such as a yield stress and fracture in glasses [2, 40] , boundary lubrication [43] , granular flow [41] , shear band formation in glassy materials [44, 45] , dynamic earthquake rupture [38] , strain localization in dynamic earthquake faulting [46, 47, 48] , and laboratory stick-slip [49] . As the particles are sheared, the ellipse drawn through the center of the particles flips its orientation. STZs are created and annihilated as energy is dissipated in the system, whereby the material accumulates plastic strain. Instead of simulating every single particle in the system, it is sufficient to capture the deformation by tracking the number of STZs and how frequently they flip. To do this the theory requires a quantity that characterizes the internal degrees of freedom.
Statistical mechanics provides a good description of equilibrium systems, but when large numbers of particles are actively provided with energy, these tools break down. Energy supplied to shear amorphous materials is dissipated as the material flows, and these systems are frequently stuck in a metastable disordered state. The thermal temperature does not characterize fluctuations in the internal state, and in the case of granular materials and other athermal systems, the thermal temperature can be completely irrelevant.
One idea for a state variable for amorphous materials is known as effective temperature [50] . In thermodynamics, temperature T is defined based on the partial derivative of the entropy S with respect to the internal energy E:
The energy in this case is the internal energy of the individual constituents of the system. The effective temperature T ef f is defined by the partial derivative of the entropy S with respect to the potential energy U of the packing:
The idea is that the disorder relevant to deformation in contained in the packing of the system and not in in the kinetic degrees of freedom, and thus the effective temperature better describes the internal state of an amorphous material than the thermal temperature. STZs are regions that are susceptible to plastic deformation because they are more disordered. An elevated effective temperature means that locally there are more STZs. This general aspect of the small scale physics of deformation in amorphous materials can be accounted for in dynamic earthquake rupture simulations by using STZ Theory and effective temperature [50] to describe friction in the gouge layer (Section 6).
Strain Localization
Strain localization occurs when deformation is restricted to a narrow band rather than distributed uniformly throughout a material. Figure 3 plots the flow profile (top) and the strain rate profile (bottom) for (a) homogeneous and (b) localized deformation in simple shear. Homogeneous flow is the expected flow profile for a Newtonian Fluid. In localized flow there is a peak in the strain rate profile, which defines the shear band, and the material above and below move intact with the boundaries.
Numerical simulations [51] of sheared gouge with a distribution of particle diameters produces results similar to the glassy material shown in Figure 1 (center) [1] . Deformation localizes to a region narrow relative to the gouge width. Localization is also observed in laboratory experiments [52, 53, 54, 55, 56, 57, 58, 59 ] and field observations of exhumed faults [60, 61, 62 ]. An exhumed fault was formerly at seismogenic depths, where it experienced many earthquake cycles. Through uplift and erosion it rises to the surface. Observations of exhumed faults indicate that most of the deformation is localized to a narrow shear band, also known as a prominent fracture surface, within the fault zone. Figure 4 illustrates the observed features of the fault core of the Punchbowl Fault in Southern California [61] . Similar observations were made on the Median Tectonic Line in Japan [62] .
Localization does not occur for all fault zones, as demonstrated by observations from the San Andreas Fault Observatory at Depth (SAFOD) project [63] SAFOD observations involve drilling through the actively creeping portion of the San Andreas Fault near Parkfield, CA. Samples of the fault zone show no fracture surface or other localized deformation within the gouge for this segment of the San Andreas [64] . Instead, the core samples show that deformation occurs throughout two gouge layers that are each a couple of meters thick.
Dynamic Earthquake Rupture
At the fault scale, ruptures propagate in space and time when tectonic loading generates a frictional instability. Individual faults are approximated by some average stress, geometry, and material characteristics. Heterogeneities also play an important role in dynamic rupture. In this review, we focus primarily on examples of ruptures propagating along interfaces with essentially uniform material properties and initial conditions in order to isolate the dynamical impact of friction and localization. Simple ruptures have been used to study the role of friction laws in earthquake dynamics (e.g., [65, 66, 67, 68, 23, 38, 39] ), while many other studies of earthquake dynamics have focused on complexity of earthquake rupture, including complexity of individual ruptures (e.g., [69, 70, 71, 72, 73, 74, 75, 76] ) and spatiotemporal complexity in sequences of earthquake ruptures (e.g., [77, 78, 79, 80, 81] ). Ruptures are modeled by solving for the elastodynamic response of two large blocks of rock governed by a friction law at their interface. The fault is loaded with an initial shear stress, and rupture is initiated by overstressing the stress on a small patch. The simulation solves for the spontaneous propagation of slip along the fault, and the resulting ground motion generated at the earth's surface.
Three examples of rupture propagation in dynamic earthquake simulations with STZ friction (Section 6) are shown in Figure 5 . In each case, the friction and stress characteristics are taken to be homogeneous, aside from the nucleating patch in the center and the absorbing barriers on the edges. The simulations show the evolution of slip rate as a function of space and time.
The slip within the initiating patch grows in time until sufficient slip has accumulated to increase the stress at neighboring fault patches and causes them to slip. In Figures 5(a)-(c) , nucleation lasts about 0.4 s, after which the ruptures spontaneously propagate out to the edges of the fault. The rupture velocity (of order km/s) is the inverse slope of the lines propagating out from the nucleation site, while the slip rate (of order m/s) is given by the color scale. The slip rate as a function of time for any given point along the fault is obtained by taking a vertical slice of the figure, whereas the slip rate as a function of position at a fixed point in time correspond to a horizontal slice. Dynamic rupture modeling has revealed that the form and speed of rupture propagation have a significant impact on ground motion. The different forms -crack, pulse, and supershear -are illustrated in Figure 5 .
Many dynamic rupture simulations produce crack-like ruptures [82, 4, 5, 9] . In an expanding crack ( Figure 5(a) ), the earthquake initiates at the hypocenter and propagates bi-laterally until it reaches the fault boundaries or strong patches that it is unable to break. Only then does the rupture arrest (this phase is not shown in the figure), collapsing in from the boundaries, so that that the hypocenter slips for the entire duration of the earthquake. Ruptures with slip-weakening friction usually produce crack-like slip profiles due to the lack of healing in the constitutive model. The rupture front approaches a limiting speed (slightly less than the shear wave speed), and the largest slip rate (shown as red on the slip rate scale) occurs right behind the rupture front where strain energy is released rapidly from the elastic bulk.
Alternatively, Figure 5 (b) shows the slip rate as a function of position for a selfhealing pulse. The rupture propagates out from the nucleation point and the peak slip rate occurs right behind the rupture front as for the expanding crack, but in this case the fault heals shortly after slipping, so that each point along the fault slips for a short period of time compared to the overall duration of the earthquake. Pulse-like rupture requires a time-dependent healing mechanism to arrest slip. In Figure 5 the (a) crack is distinguished from the (b) pulse by the slip rate after the rupture front has passed, which occurs in the wedge between the pair of expanding fronts. The slip rate relaxes to a steady value for the crack (a lighter shade of blue), and decays to an infinitesimal creeping value for the pulse (a darker shade of blue in the figure) . The difference can be difficult to visualize because of the dominant (red) slip rate of the rupture front.
Zheng and Rice [23] found that pulse-like rupture requires low initial shear stress and friction that weakens strongly with slip velocity. The shorter slip duration of pulse-like ruptures are typically accompanied by larger slip rates. The ground motion in earthquakes is sensitive to the slip duration (rise time), which indicates that pulselike rupture produces ground motion different from a crack-like rupture. Earthquake observations indicate that rupture often occurs in a pulse-like manner [83] .
Pulse-like rupture can occur in slip-weakening friction laws in the presence of strong disorder [84, 85] . For example, when a bi-lateral rupture encounters a barrier to rupture (low shear stress or strong frictional properties) in one direction, rupture arrests and sends a healing pulse back towards the other rupture front [86] . These pulse-like ruptures are different from self-healing pulses in that the fault heterogeneity, and not the friction law, are responsible for the arrest of slip.
The speed at which the rupture front propagates along the fault also plays a significant role in the ground motion. The frictional properties of the fault dictate the rupture speed, as an earthquake can rupture through a frictionally weak fault with a large velocity, but a rupture that encounters strong barriers cannot reach as large a velocity.
Rupture speed is important due to the effects of directivity [87] , the increase in frequency of ground shaking due to the Doppler effect. Ground motion in the rupture direction has a larger high frequency content. The faster the source is moving along the fault, the larger the Doppler shift, so fast moving ruptures alter the expected ground motion.
A fault with many frictional barriers leads to lower rupture speeds, as the rupture dissipates additional energy to break through the strong patches on a fault. Lower values of the initial stress also slows down ruptures, as less strain energy is released from the elastic bulk. This also decreases the energy that can be radiated as seismic waves, decreasing the intensity of ground shaking. Heterogeneous distributions of friction parameters and the initial stress also influence ground motion. If the strong patches (high frictional resistance or low initial stress) are small and evenly distributed along the fault, the earthquake must break through them in order to rupture the entire fault, and a lower rupture velocity occurs. If the strong patches are grouped together, then the rupture can reach faster rupture speeds by following the large weak patches across the fault [88] .
Rupture speed causes significant qualitative and quantitative shifts in ground motion when the rupture exceeds the shear wave speed [89] , i.e. supershear ruptures. An example is shown in Figure 5 (c). A supershear rupture typically starts out slower than the shear wave speed, and then a second supershear rupture nucleates out ahead of the subshear rupture and propagates faster than the shear wave speed. In Figure 5 (c) the supershear pulses emerge part of the way through the simulation. Faster rupture velocities are associated with the supershear pulse, reflected by the shallower slope in the space vs. time trajectory.
Supershear ruptures only occur for in-plane slip, where the rupture propagation direction and the sense of slip on the fault are identical. In this geometry, ruptures can propagate below the Rayleigh wave speed (slightly less than the shear wave speed), and above the shear wave speed, but not between. Ruptures cannot propagate in this "forbidden" range because energy is not dissipated at the crack tip in these solutions, which is unphysical [89] . Supershear rupture speeds produce shear waves that do not attenuate with distance from the fault [89] . This results in large ground motions significantly further from the fault than for sub-Rayleigh ruptures. Friction laws play a central role in determining if supershear rupture nucleates [90, 91] . Transient increases in rupture velocity to supershear speeds, as opposed to sustained supershear rupture, can also occur due to barriers that require rupture fronts to focus energy on breaking the strong patch [92] .
Rupture Dynamics with STZ Friction
The remainder of this review follows the implications of microscopic plastic deformation and strain localization for earthquake rupture problems. At the grain scale, the general STZ constitutive equations are developed. The STZ law predicts that for quasi-static, homogeneous deformation the frictional length scale increases with increasing slip rate, which matches observations from laboratory experiments [38] . The STZ law can lead to shear localization, which reduces the frictional length scale, and decreases dynamic sliding friction [46, 47] . These effects are also observed in laboratory experiments [93, 52, 53, 54] . At the fault scale, STZ friction captures the full spectrum of rupture modes, and provides a physical basis for the regimes in which different behaviors may be observed. While this section focuses on strain localization in STZ Theory and its application to relatively simple dynamic rupture problems, in Section 7 we discuss the results in the context of field, laboratory, and numerical studies of faulting and deformation of amorphous materials.
STZ Friction
The STZ friction model assumes all plastic deformation occurs through STZ rearrangements. STZs switch between two metastable orientations, denoted "positive" and "negative" (see Figure 1) . Each switch is accompanied by a fixed increment in the plastic strain. The sign depends on the direction of the orientational shift. Once an STZ has flipped the material cannot shear further in the same direction at that location. Therefore, to accumulate shear the material is constantly creating and destroying STZs as energy is dissipated in the system. The full STZ model [2, 94, 43] resolves individual populations of positive and negative STZs, including terms for creation and annihilation of STZs, as well as the dynamics of reorientation. For seismic applications the times scales associated with these processes are fast enough to be considered instantaneous, and it is sufficient to model the density of STZs. Energy dissipation in the material drives the density of STZs towards a Boltzmann distribution, with an effective temperature χ, a dimensionless quantity characterizing the configurational disorder in the material. The effective temperature introduced in Equation (4) is normalized by the energy needed to form an STZ divided by Boltzmann's constant to give the dimensionless effective temperature used in the STZ model. Regions with elevated effective temperature are more disordered, have a higher density of STZs, and accommodate more plastic strain.
Quantitatively, STZ theory determines the plastic strain rateγ in the material based on two factors: χ which determines the number of STZs, and the shear stress τ , which determines how frequently the STZs switch orientation:
The stress function f (τ ) has an exponential form [95] , which is consistent with laboratory experiments [13] . The exact form in the model is
Other parameters introduced in the stress function are the characteristic strain per STZ reversal , the STZ rearrangement time scale t 0 , the STZ rearrangement activation energy scaled by the STZ formation energy E 0 , the STZ activation stress σ d , and the yield stress τ y . Below the yield stress, no STZ rearrangements occur, and the plastic strain rate is zero. In the limit of the large stresses of seismic faulting (τ >> σ d ), f (τ ) exhibits an approximately exponential dependence on the shear stress.
Effective temperature is different from the thermal temperature, but it evolves in a similar manner. χ obeys a heat diffusion equation which includes terms for energy dissipation, diffusion, and time-dependent relaxation:
As work is done on the material, dissipation drives the effective temperature towards a steady stateχ(γ), and the effective temperature specific heat c 0 determines how rapidly the effective temperature evolves toward steady state. Shearing the material stirs up the particles, and the grains in the system can find higher energy configurations. Only a fraction of the total dissipation increases the effective temperature; the remainder is dissipated as thermal heat [48] . Diffusion of effective temperature is observed in simulations [96] , and occurs with a time scale given by the inverse strain rate and a length scale √ D determined by the particles in the material. For a granular material, √ D is related to the size of the grains. For a glass, √ D is determined by the interparticle potential. Relaxation of χ accounts for time-dependent healing. Here strength recovery is logarithmic in time, as observed in laboratory experiments [97] . Parameters include a relaxation rate R 0 , the minimum value to which the effective temperature can relax χ 0 , and an effective temperature activation barrier for relaxation β. Time-dependent healing is also important for termination of slip during a dynamic rupture [68, 23] and for fault re-strengthening between earthquakes [98, 99] .
The functionχ(γ) is based on the observed rate dependence of the steady-state effective temperature in a simulated glass [100] . There are two regimes: at low strain rates, the effective temperature is independent of the strain rate, and at high strain rates the inverse effective temperature depends linearly on the logarithm of the strain rate. Because earthquake rupture occurs at high strain rates, the steady-state effective temperature for dynamic fault slip is always in the rate-dependent regime. This indicates a maximum effective temperature of the form
The parameter q 0 determines the dimensionless strain rate at which the effective temperature diverges. At strain rates higher than q 0 /t 0 , the plastic strain is no longer accommodated as local STZs and instead the deformation is more fluid-like. Simulations provide a quantitative estimate of q 0 [42] , and indicate that the effective temperature diverges at a strain rate that is larger than coseismic strain rates.
Therefore, the STZ model is valid at all strain rates in the dynamic rupture simulations. The parameter χ w can also be estimated from molecular simulations. Materials with χ w > 1 are rate strengthening, whereas if χ w < 1, the steady-state shear stress decreases as the strain rate increases. Rate weakening friction is essential for stickslip rather than creep dynamics, and so this regime is most relevant for dynamic rupture. However, there are many systems that exhibit rate strengthening behavior, and these materials can form shear bands [44, 45] .
Elastodynamics and STZ Strain Localization
The STZ model captures plastic deformation at the grain and gouge scales, and also acts as a friction law, amenable to investigations of laboratory and seismological instabilities. In simulations, laboratory friction is roughly analogous to a very small fault, comprised of blocks lubricated by interfacial material, and driven by an external shear stress. For most laboratory experiments, the blocks can be modeled as driven by a spring, but otherwise rigid, and sufficiently short that slip occurs coherently (i.e. the entire interface slips at once) rather than as a dynamic rupture which initiates at a nucleation site, and propagates towards the boundaries. The behavior of the STZ friction law is similar for the two cases; instabilities which occur at the onset of slip on the laboratory scale occur at the rupture front during dynamic rupture. We focus on dynamic rupture simulations here. A more detailed analysis of laboratory scale instabilities, including exotic stick-slip patterns, is given in [49] .
A detailed illustration of the model fault is shown in Figure 6 . The left picture shows a side view of the fault plane. The right picture shows a top view of the fault. A layer of gouge, of half width w, is described by STZ Theory, and is sheared between elastic rock. The inset shows a close up of the fault gouge, where the spatial grid in the z-direction resolves the dynamic evolution of the effective temperature in response to fault slip. In this simplified picture, slip is taken to be a scalar, occurring only in the x-direction, and does not vary with depth (the y-direction). Variations of slip in the x-direction describe dynamic rupture propagation. Variations of slip across the gouge width (the z-direction) describe shear localization. At the laboratory scale, slip only varies in the z-direction.
The elastodynamic response of the surrounding rock is modeled using a boundary integral method [101, 68, 102] . The shear stress τ (x, t) on the fault is a combination of three terms: the initial shear stress on the fault τ 0 (x), the stress transfer functional φ(x, t) (the stress change due to the slip on the fault), and radiation damping, which determines the stress change due to instananeous fault slip and depends on the shear Slip is assumed to be uniform with depth. The triggering patch (medium gray) initiates slip, and the rupture spontaneously propagates along strike through the light gray region before it hits the strong barriers (darkest gray) to stop the rupture. (right) Top view of the fault. A thin layer of fault gouge, which is described by STZ Theory, is sheared between elastic rock. Within the fault gouge, a spatial grid resolves the dynamic evolution of the effective temperature across its width (inset). The effective temperature evolves independently at each position along strike, and dynamic fault slip at each point drives the process of strain localization in the model. modulus G, the shear wave speed c s , and the slip rate V (x, t):
The plastic strain rate integrated across the gouge width gives a second relationship between the shear stress and the slip rate:
Equations (9) and (10) are solved simultaneously for the shear stress and slip rate at every point on the fault, along with the dynamic evolution of the slip and the effective temperature. The initial shear stress is uniform along strike τ 0 (x) = τ 0 , with the exception of a triggering patch where the stress is elevated to nucleate rupture. Numerical methods and geophysical parameter estimates are described in detail in Daub et al. [47] . The effective temperature initial conditions determine the subsequent evolution of strain rate in the gouge. If the initial effective temperature is spatially uniform across the width of the gouge (z-direction), the rupture is "homogeneous," as in Figure 3(a) . If the initial effective temperature includes even a very small spatial perturbation, then the rupture becomes "localized," as in Figure 3(b) . In both cases, the strain rate profile varies along strike, as the rupture propagates as in Figure 5 . At any given time, there are both spatial points that have not ruptured that still match the initial conditions, as well as points that are actively slipping, where the strain rate profile is determined by the effective temperature evolution.
Strain localization significantly alters the frictional weakening compared to a homogeneous rupture at both laboratory and seismic scales. A plot comparing how stress weakens with slip for a homogeneous rupture and a localized rupture is shown in Fig. 7(a) . Here the initial conditions for effective temperature include a small perturbation for the localized case, and the shear band width evolves to 10% of the total gouge width 2w during slip. During the initial stages, the shear stress for homogeneous and localized cases are nearly indistinguishable. However, after roughly 0.01 m of slip, there is a dramatic drop in the friction for the localized case, and the interface weakens much more rapidly due to the dynamic instability of localization. Homogeneous deformation and dynamic localization produce very different slip rates, as can be seen in Fig. 7(b) . The rupture front arrives earlier and has a higher peak slip rate when strain localization occurs.
Different shear band thicknesses form for localized ruptures with different diffusion length scales. Shear band thicknesses ranges from broad shear bands that fill the gouge layer to shear bands that are much narrower than the gouge width. The distinction between broad and narrow shear bands is important because localization is a mechanism for dynamic weakening. The narrower the shear band, the larger the strain rate in the shear band, and the lower the shear stress.
To illustrate the importance of the dynamic instability, results for localized shear are compared with two additional homogeneous ruptures of different fixed gouge widths w chosen to match particular aspects of the localized rupture. Slip velocity as a function of time is plotted at a point 0.35 km from the hypocenter for all models in Fig. 7(b) . The rupture front in the intermediate model (w = 0.375 m) matches the arrival time of the localized rupture, but the peak slip rate is smaller. For the narrowest gouge thickness (w = 0.1 m), peak slip rates may be similar to the localized rupture but the rupture arrives earlier. Figure 7 (c) plots the slip rate as a function of slip distance for the homogeneous rupture with w = 0.1 m and the localized rupture. This clearly shows that the initial broad deformation in the localized rupture does not simply delay the rupture, but also lessens the slip acceleration during the earliest stages of slip. No homogeneous rupture can mimic the macroscopic effects of the internal dynamical instability that produces localization.
Internal Dynamics of Localization
The small scale effective temperature dynamics of localization in the gouge are intimately connected with macroscopic stress and strain during dynamics rupture. This is illustrated for a pulse-like rupture in Figure 8 for a particular point along the fault, 2 km from the hypocenter. A plot of shear stress as a function of slip is shown in Figure 8 (a) . As the rupture passes through, the shear stress weakens in two distinct phases. For slip less than 0.1 m, stress weakens gradually with slip. This phase is described by a nearly spatially uniform effective temperature, and occurs before the shear band is well defined. For slip between 0.1 m and 0.3 m, the stress drops sharply due to the rapid growth of the shear band. The stress weakens to a minimum and then increases. Slip stops shortly before 0.7 m, and the fault heals. In contrast, Figure 7 is generated using different parameters corresponding to an expanding crack, so there is not a significant increase in stress at the later stages of slip, but the internal evolution of effective temperature during the initial weakening phase is similar.
In Figure 8 (b) snapshots of the effective temperature across the gouge width are shown at the sequential stages marked on the stress versus slip curve (Figure 8 (a) ).
The earliest effective temperature plot shows that during the initial weakening phase of the stress versus slip curve, the gouge deforms approximately homogeneously. However, as slip progresses any perturbation to the effective temperature spontaneously grows as the gouge is sheared due to a feedback in the effective temperature evolution law. The energy dissipation term in Equation (7) is proportional to the strain rate, so the effective temperature at a point with an elevated effective temperature grows more rapidly than others. This feeds back into the dissipation term, and leads to strain localization and the formation of a shear band [45, 47] . Feedbacks in the effective temperature equation require time to amplify heterogeneity in the initial conditions. The duration of the initial phase of weakening is controlled by the magnitude of the initial perturbation to the effective temperature. Larger initial perturbations require less time to dynamically grow and shorten the amount of slip before the shear band forms. The onset of rapid weakening for the localized case in Figure 7 occurs over a smaller slip distance compared to Figure 8 , due to a small difference in the amplitude of the initial effective temperature perturbation.
As the successive plots of the effective temperature show, the effective temperature in the shear band grows rapidly in magnitude, and the width of the shear band increases as the stress on the fault drops. The expanding width is due to the diffusion of effective temperature. The shear band reaches its maximum width when the stress reaches its minimum value, and the same shear band width is maintained for the duration of slip.
The strain rate is locally higher in the shear band, and the friction weakens with strain rate, so the shear stress while sliding with a shear band is lower than for the case without a shear band. The rapid weakening of the shear stress at the initial stages of shear band formation coincides with the largest strain rates during rupture, as illustrated in Figure 8 (c). This is because shear stress decreases most rapidly with slip at this time, releasing the most strain energy from the bulk. Subsequently, the strain rate at the center of the gouge decreases as the stress continues to drop with further slip, and the shear band broadens due to diffusion of the effective temperature.
Manning et al. [45] showed that for rate weakening parameters, any perturbation to the initial effective temperature grows unstably as the material is sheared. For rate strengthening materials, the STZ equations are linearly stable to perturbations to the effective temperature. However, shear bands can still form due to transient effects. Strain localization is observed in rocks below the seismogenic zone [103] where frictional behavior is believed to be rate strengthening [22] , and simulations with STZ Theory show that dynamic rupture propagating below the seismogenic zone produces this transient localization [104] .
STZ Fault Scale Rupture
The rupture type-crack, pulse, or supershear-depends on both the initial shear stress on the fault and the dynamic evolution of friction. Strain localization decreases frictional dissipation and is a mechanism for dynamic weakening, and both these effects influence the spatiotemporal propagation of slip in an earthquake. The diffusion length scale √ D controls the degree of localization. Small values of the diffusion constant produce narrow shear bands, while larger values of the diffusion constant produce broad shear bands. An order of magnitude variation in the diffusion length scale √ D produce a range of shear bands ranging from the full width of the gouge ( √ D = w) down to much narrower shear bands ( √ D = 0.1w). The effect of the initial shear stress and the shear band width on fault scale rupture is illustrated in Figure 9 . For each value of the initial stress and each value of the diffusion constant, a corresponding point can be located on the plot identifying the rupture type that occurs in a dynamic rupture simulation. The diagram includes the rupture types shown in Figure 5(a)-(c) , as well as pulse-like and crack-like ruptures that arrest before rupturing the entire fault due to a low initial shear stress.
As expected, the additional weakening and reduced frictional dissipation for the more localized ruptures reduces the minimum shear stress for all types of rupture. The upper curve in Figure 9 is the minimum stress needed to nucleate supershear rupture. An order of magnitude reduction in the diffusion constant reduces the minimum stress needed to nucleate supershear rupture by about 7 MPa, a significant The lower curves in Figure 9 indicate how localization affects rupture propagation at lower initial shear stress. For broad shear bands, slip can only grow in a crack-like manner, but as the diffusion constant is decreased, pulse-like rupture can occur. This is because localization leads to additional dynamic weakening, which was shown to be the crucial frictional characteristic determining when slip propagates as a selfhealing pulse by Zheng and Rice [23] . The solid line marks the lowest stress required to propagate slip over the entire fault. This involves crack-like rupture if √ D > 0.5w and pulse-like rupture if √ D < 0.5w. The initial stress needed to fully rupture the fault decreases by nearly 10 MPa, a significant fraction of the initial shear stress.
Discussion
In the STZ model, shear bands spontaneously form and grow in response to dynamic rupture. This provides a unique description of fault friction based on the dynamic evolution of the effective temperature. Strain localization increases both the stress drop and peak slip rate. Ground motion away from the fault tends to be larger if the peak slip rate is increased [105] , which suggests that strain localization may impact the ground motion in real earthquakes.
Localization plays an important role in determining rupture propagation speed and type, features that can qualitatively alter estimates for ground motion. Localiza-tion provides the dynamic weakening necessary for pulse-like rupture and significantly reduces the minimum initial stress for the earthquake to rupture the entire fault. Seismic observations suggest pulse-like rupture propagation in many earthquakes [83] , and the dynamic weakening provided by localization may play an important role in producing pulse-like rupture. Supershear ruptures radiate seismic waves with a distinct attenuation pattern compared to sub-Rayleigh ruptures [89] . There is evidence of supershear rupture speeds in many earthquakes [106, 107, 108, 109, 110] , as well as observations of supershear rupture in laboratory slip experiments [111] . In the STZ results presented here, the stress which marks the transition to supershear changes by a significant amount for the narrowest shear bands.
Slip surfaces are often observed at the boundary between gouge and the host rock in both exhumed faults [61] and laboratory experiments [52] . In STZ Theory, the position where the shear band forms depends on where the initial effective temperature is largest. If there are two or more positions with an equally large initial effective temperature, strain localizes to one. If one of the possible locations is at the boundary, the shear band prefers to form at the boundary rather than in the interior of the gouge layer. Boundary conditions on the effective temperature may also play a role. The results reported here use no conduction boundary conditions, but other boundary conditions, such as fixed effective temperature at the boundary, may yield different results for the preferred shear band location.
The underlying physical basis of the STZ friction law provides an opportunity to connect atomistic and granular numerical simulations with laboratory experiments and seismic observations by varying the fundamental parameters in the theory. Varying the effective temperature diffusion length scale determines how the amount of dynamic weakening impacts the propagation of ruptures. The final shear band width that the material chooses is dynamically selected by a balance between the nonlinear processes of energy dissipation, effective temperature diffusion, and healing. The width is proportional to the diffusion length scale √ D, but it also depends on the stress, the effective temperature, and the effective temperature specific heat [49] .
Simulations, experiments, and field observations yield a wide range of shear band thicknesses in amorphous materials. Simulations of glassy materials indicate that shear band thicknesses tend to be approximately 10 particle diameters [2] , though for granular materials this could be very different because particles have a greater variety of sizes. Morgan and Boettcher [51] determined that deformation in numerical simulations of fault gouge tends to localize to a narrower shear band when a particle size distribution more heavily weighted towards small particles is used. In each of their simulations, the shear band is only a few particle diameters wide. However, simulations do not include the full range of particle sizes that are found in natural faults [112] . Experimental investigations of granular materials indicate that shear band thickness scales with the "mean particle diameter," defined such that 50% of the particles by weight have larger size [113] . Rock mechanics studies on laboratory faults with gouge observe shear band thicknesses that depend on the grain sizes, with the shear band thicknesses ranging from around 100 µm [52] to several millimeters [55] .
In exhumed faults slip surfaces range from hundreds of microns to a few millimeters, even narrower than the shear bands in the simulations presented here [60, 61, 62] , indicating that the dynamic weakening from strain localization could be even more dramatic. Computational limits restrict the range of diffusion lengths that can be considered -the effective temperature grid must be fine enough to resolve the shear band, and the narrower shear bands reduce the slip scale over which the stress weakens. This rapid stress drop requires a smaller grid spacing along strike to produce well resolved simulations.
Core samples from the creeping section of the San Andreas Fault Observatory at Depth (SAFOD) indicate that slip occurs throughout the entire gouge width of about 2-3 m (i.e. not localized within the layer) [64] . Laboratory experiments with gouge from the creeping section indicate rate strengthening friction parameters [114] . These results are consistent with STZ Theory, which predicts that rate strengthening materials form shear bands only as transient phenomena [45] . When a rate strengthening material is loaded at a relatively constant rate, STZ Theory predicts that steady sliding is stable and deformation is accomodated over the entire width of the fault gouge, in agreement with the SAFOD experiment.
STZ Theory provides a microscopic physical basis for plastic deformation in fault gouge. There are also many other processes that are important during seismic slip which are likely to couple to the STZ dynamics, and are not yet incorporated into STZ Theory. This includes brittle fracture, wear, and comminution, which create the finely grained gouge in the fault zone [112] , and thermal heating and weakening, melting, and pressurization of fluids are also believed to be important during fault slip [33, 26, 27, 29, 30] . These processes likely influence the rate at which STZs reverse and how the effective temperature evolves. Determining how these additional processes couple to the STZ friction law may provide further constraints on the physics of the earthquake source.
