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ABSTRACT 
This thesis discusses a new teleoperation system that combines a vehicle dynamics 
simulation, a positional tracker and a virtual reality simulation to provide an operator 
environment that is safe, intuitive and easy to use. Teleoperation is the remote control of a 
device, which can not be operated directly, through a network or other medium. 
Teleoperation is useful when the operating environment creates a situation where the design 
of a manned vehicle is either: too dangerous, expensive, or impractical. Planetary 
exploration, deep sea exploration, and military reconnaissance are current examples where 
teleoperation has been successfully applied. These applications have exposed limitations in 
current teleoperation methods that arise from two principal causes: the delays in 
communication between operator and vehicle and the loss of situational awareness caused by 
information mediation. The goal of our system is to reduce the effect of these inherent 
problems to create a teleoperation system that behaves like direct control from the operator's 
perspective. In our method, we lessen the teleoperator's cognitive burden by having the 
operator drive a simulation of the real vehicle in real time. This simulation is then used to 
direct the behavior of the remote vehicle. Deviations between the simulation and the actual 
vehicle are monitored using a real time tracking system. The vehicle uses a correction 
method to modify its inputs to lessen the impact of these errors, while the operator receives 
visual feedback about the degree of deviation. This allows the operator to slow down or 
adjust the severity of their maneuvering to reduce this deviation. 
This thesis focuses on the development of the control and tracking systems used as 
components in the VR-aided teleoperation system we developed. We begin with a brief 
discussion of Teleoperation and its challenges and some relevant research in improving 
operator interfaces. We also discuss the overall architecture of this new approach, and 
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discuss in detail the development of the tracking system, presenting alternatives and consider 
options for solving the synchronization and control issues for such systems. Finally, we 
describe a particular implementation of this new model and detail the results of a test which 
compared virtual reality aided teleoperation with direct control. and with a more traditional 
teleoperation system. Our results suggest that VR-aided teleoperation will work well in 
environments where models of the environment can be constructed and that it in such 
applications, VR-aided control compares favorably with direct control. Our results also show 
that the system behavior is almost independent of communication delay, a significant 
improvement over the behavior of traditional teleoperation methods. 
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TELEOPERATION 
What is teleoperation~ Hollywood portrays it as an interesting gadget or an exciting 
new toy -- not to be taken too seriously. For example, in the movie Tomorrow Never Dies 
[33], there is a scene where James Bond controls his specially equipped BMW 7501 using a 
camera and joystick embedded in his cellular phone. Bond uses the phone to successfully 
drive the car through several levels of a crowded parking ramp, avoiding a number of 
determined and heavily armed enemies. This is a neat trick for a movie secret agent perhaps, 
but not the sort of invention likely to hit BMW showrooms anytime soon. 
However, teleoperation is not just the province of Hollywood special effects experts. 
This technology is already being successfully applied to a variety of real world problems. 
Consider the exploration of the planet Mars. While manned missions that would allow direct 
exploration and investigation are perhaps possible, even extremely optimistic cost estimates 
exceed $10 billion [32] . Teleoperation provides an alternative that is not only more cost 
effective but may even be necessary to enable manned planetary exploration in the first place 
[20] . 
Similarly, direct exploration of the deepest depths of the ocean is expensive, requiring 
a submersible that can withstand pressure equal to 160001bs per inch' at Challenger Deep, 
the deepest part of the Marianas Trench [9,15]. Remotel}~ controlled robot explorers can be 
built at a fraction of the cost of manned explorers and can be used without risk to human life. 
They have proven very effective at deep sea exploration. The Titanic was uncovered by Dr. 
Ballard in 1988 using a class of teleoperated submersibles that he nicknamed Jason and Argo 
[34]. 
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Teleoperation can also be used in environments where the risk to human life is great. 
The United States military uses unmanned aerial vehicles (UAVs) to allow human operators 
to observe hostile regions without placing people in harm's way. In short, teleoperation is a 
technology that can help save lives and reduce cost by removing a human operator from 
danger. 
V~hy is the human needed at all? If a teleoperated robot or vehicle is useful, why not 
apply an autonomous agent instead? In fact, for some applications, autonomous agents are 
the answer e.g. some of the routine maintenance tasks on the International space station [25]. 
However, in most. applications the criteria for making critical decisions are not quantitative 
enough for an autonomous agent. The cost of constructing even the simplest of autonomous 
agents is far higher than the cost of a human operator, even a skilled one. And the 
development of autonomous agents who can match the decision making skill and creativity 
of a trained human in complex environments is still years away. Exploration and discovery 
tasks are particularly difficult for an autonomous agent. to execute because the agent would 
require an unprecedented knowledge base to successfully guide an investigation. So for the 
foreseeable future, teleoperation is the best method of control for applications that require a 
human's knowledge and expertise, but for which it is either too costly or too dangerous for 
direct human control. 
Current Applications of Teleoperation 
Perhaps the most widely known and successful examples of teleoperation are the 
unmanned aerial vehicles pioneered by the United States Air Force.. The RQ-1 Predator 
UAV shown below in Figure 1 has been used by the Joint Forces Air Component 
Commander for many critical missions, including ~•econnaissance, surveillance, and target 
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acquisition [35]. In the recent Iraq conflict, predators were even successful in direct combat 
[23]. Because the Predator is unmanned it can be used in non secure air space and other high 
risk environments without threat to human life. The personnel controlling the aircraft are 
removed from danger without compromising their ability to complete these critical missions. 
Figure 1: RQ-1 Predator 
The Predator is a complex system that requires a team of trained military personnel to 
operate. The primary means of control is from a ground control station manned by two 
operators, a pilot and co-pilot. The pilot is responsible for control of the Predator aircraft 
itself, based on information he receives from a video feed in the nose of the aircraft. The co-
pilot sits next to the pilot and is primarily responsible for control of the Predator's camera, 
pointing it at different targets to accomplish surveillance missions. Figure 2 shows a picture 
of the Predator's ground control station, including individual monitor banks and control 
sticks for both pilot and co-pilot. 
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Figure 2: RQ-1 Predator ground control station 
Teleoperation has workeu well in a military context and the Predator has flown many 
successful missions in recent conflicts. However, teleoperating the Predator is not without its 
difficulties. Compared with manned aircraft, flying the UAV is considered a difficult 
assignment for a pilot. According to a recent report on the loss of Predator aircraft during 
missions: 
"A good number of them were lost due to operator error, since it is hard to land the UAV. The 
operator has the camera pointing out the front of the plane, but he really has lost a lot of situational 
awareness that a normal pilot would have of where the ground is and where the attitude of his aircraft 
is."[28] 
This loss of situational awareness is the major problem in controlling the Predator. Because 
pilots are unable to get a comprehensive look at the vehicle's operating environment, the 
Predator pilot must create a more. complex mental model of the surroundings and maintain 
this morel throughout the mission. This process requires a great deal of concentration and 
accelerates operator fatigue. Despite the difficulties inherent in flying by Teleoperation, the 
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United States Air Force has sufficient confidence in the merit of unmanned aerial vehicles 
that it has commissioned the development of a more sophisticated unmanned combat aerial 
vehicle (UCAV). In one of the most hotly congested weapons procurement competitions of 
recent years, Boeing beat out rivals Lockheed Martin and Northrop Grumman to win a $131 
million contract to lead development of the UCAV Advanced Technology Demonstration 
program [26, 5]. The new UCAV will be 27-feet long, will weigh 8,000-pounds (empty), 
and will have a 34-foot wing span [26] . Unlike the Predator, which is slow and easily shot 
down, the X-45 will be stealthy and able to carry more than 3,000 pounds of munitions. The 
X-45 will also be capable of identifying, tracking and hitting targets on its own [5]. The first 
combat role planned for the X-45 is to conduct suppression of enemy air defense (BEAD) 
missions ahead of the manned air combat force. [26] . With the maintenance cost of UCAV 
systems being less than manned systems and the rising effectiveness and utility of UCAVs it 
is hard to imagine them not taking an increasing role in the Air Force of the future [38]. For 
the US Air Force, teleoperation translates into more successful missions with less risk to 
human life. 
Another leader in the use of teleoperation is NASA. In December, 1996 the Mars 
Pathfinder and its more popularly known rover called Sojourner, Figure 3, headed to Mars 
with a great deal of fanfare.. There were numerous web saes dedicated to tracking the 
progress of the Sojourner mission. The mission lasted 83 days on Mars, 61 days longer than 
expected, before Sojourner's battery died and the solar panel could no longer power it. The 
rover's last transmission was on September 27, 1997. 
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Figure 3: Sojourner 
Because of the extreme distances involved in interplanetary communication, 
Sojourner's operation was necessarily slow. In order to cover the 48 million miles between 
Earth and Mars, a single command for Sojourner, took approximately ten minutes to reach 
the Martian surface. These extreme delays limited the rover to speeds under 6mm /sec and 
made it extremely challenging to maneuver Sojourner around rocks and other obstacles it 
encountered on the Martian surface. The slow speeds allowed operators to observe the 
consequences of commands they sent to Mars, allowing them to avoid catastrophic mistakes 
that would have resulted in the end of the mission at the cost of millions of dollars of 
research. More information on the Sojourner can be found in [31]. 
The Challenges of Teleoperation 
These examples help illustrate some of the challenges inherent in teleoperation. The 
primacy difficulties arise from the delayed communications between operator and vehicle, 
and the loss of situational awareness that occurs when the operator's experience is mediated. 
In the flow of information, the delay in transmission created as signals travel between the 
operator and the vehicle is called lag. This lag creates a delay in reaction time for the 
operator that makes controlling the vehicle much more difficult. The effect of the 
communications lag is analogous to the frustration a driver feels when using a "driving under 
the. influence" simulator. In order to mimic the debilitating effects of alcohol on drivers, 
intoxication simulators intentionally slow reaction times by artificially delaying the 
commands from the driver to the vehicle [21]. The delays cause drivers to over steer, over 
brake and over accelerate the vehicle, with a disastrous impact on the driver's performance. 
To help emphasize the impact of lag on vehicle control, consider the following 
example. Suppose the driver of a two meter wide Humvee with two seconds of 
communication lag wants to navigate through a gate that is 3 meters wide. To successfully 
do so the driver has to execute a right turn at the correct time. The operator's knowledge of 
the vehicle's location will also be lagged 2 seconds, so in order to drive the vehicle smoothly 
the operator must predict where the vehicle will be 4 seconds in the future. Figure 4 
illustrates the example and shows the disastrous consequences of turning too late. 
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Figure 4: Navigating obstacles 
Another way to illustrate the difficulty that lag creates is to consider a graduate 
student attempting to regulate the temperature of his room without the aid of a thermostat. If 
at first the room is too cold then of course he asks for heat. But as the heat takes time to 
actually warm the room, he continues to ask for more heat. By the time the graduate student 
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notices a change in the temperature of the loom, his requests for heat will have compounded, 
making the room temperature rise too quickly. Now he will call for less heat or even some 
cooling, but as it takes a while for the air to change temperature, he ends up asking for less 
and less heat and the compounding once again takes effect, leaving the room too cold, and 
the cycle begins anew. 
This lack of stability is very common in teleoperation. The graduate student gives a 
command, but when he does not see the immediate result of the command, he gives the 
command repeatedly. When he suddenly finds that he has over controlled the system, he 
naturally responds by over controlling in the other direction. While operators of remote 
vehicles can be trained to overcome this tendency, it makes controlling the vehicle a great 
deal more difficult and increases the amount of training needed. 
If lag creates a consistent delay in reaction time, delay jitter leads to another 
difficulty. While lag times in communications are closely correlated to the distances the 
signals travel, there is variability in the transmission times of each signal. This jitter in the 
delay times means that commands sent to the vehicle at regular intervals do not necessarily 
arrive at regular intervals. This delay jitter raises the need for synchronization of controls to 
the vehicle. 
The order and relative timing of commands is very important to proper operation of a 
remote vehicle. If an operator gives commands at the rate of one command per half a second 
then the vehicle must execute those same commands at a rate of one per half a second. Delay 
jitter will not pose a significant problem if the network's jitter is small enough. However, 
depending on the speed of the vehicle and the rate of commands, jitter can have a significant 
effect on the vehicle's operation. If the vehicle is traveling quickly then an extra delay of just 
one tenth of a second can result in significantly different vehicle behavior. 
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Consider a vehicle traveling at 60 mph with a command rate of four commands per 
second that executes a 20 degree turn. If the command to turn the vehicle is delayed an extra 
tenth of a second, the vehicle will have traveled an unexpected 9 feet forward before turning. 
The additional effect of this jitter is that if the next command comes on time then the turn 
will have less time to execute then it should. This means that it will turn less than desired. If 
the objective of these commands is to navigate a vehicle through a gap between two hazards, 
the extra 9 feet could have disastrous consequences. This example is illustrated in Figure 5. 
~ ~ 
10 feet 
Hazard 
Figure ~: Delay jitter example 
Even if the communication network is lagless and jitter-free, teleoperation is still 
complicated by the limitations on the operator's situational awareness i.e. the operator's 
ability to make correct decisions based on the information presented. A common method of 
teleoperation is to operate a vehicle from a single camera feed. With only one camera on the 
vehicle, the operator has a limited field of view (FOV). Atypical camera's field of view is 
around 60 degrees, while human vision is typically at least 140 degrees. This limited FOV, 
commonly referred to as the "drinking straw" problem [ 12], makes obtaining information 
about the environment difficult. The result is degraded situational awareness for the 
operator. 
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To put the concept of limited situational awareness into a familiar context, consider 
driving a car that has all its windows covered with snow and ice except for a small port hole 
that has been cleared away in the center of the driver's side of the windshield. Surrounded 
by snow, the car's driver has a much more limited knowledge of the surrounding 
environment, so that even routine tasks such as changing lanes and backing up become 
extremely dangerous, both for the driver and for everyone else on the road. Such a car might 
still be operational, but it would suffer severe degradation in its safety and performance. 
These three problems —lag, delay jitter, and limited situational awareness —are the 
primary challenges in teleoperation which must be overcome if operator control is to be 
simplified and improved. 
Related Research 
Researchers in teleoperation have tried a variety of different approaches to improve 
operator effectiveness. Three different ideas for doing this will be presented. The first 
method works to improve the operators' effectiveness by simplifying the interface to the 
vehicle and providing different and potentially more intuitive modes of operation. The 
second attempts to lessen the burden for safety and navigation placed on the operator. The 
third method presented attempts to give the operator a better situational awareness. 
In "PdaDriver: A Handheld System for Remote Driving" [ 10], Fong, Thorpe and 
Glass discuss a novel method for managing camera aided teleoperation. By simplifying the 
operator interface and the hardware involved, they were able to make teleoperation easier. 
The system allows for three different methods of control. The first method is similar to the 
way that UAvs are controlled. The controller views a delayed video link and controls the 
vehicle based on this information. However, rather than using a traditional throttle or 
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steering wheel to set speeds and headings, the operator instead selects an appropriate rate of 
forward and side to side motion. The operator only specifies the rate at which she wishes to 
travel and the underlying software handles the rest. This method has the additional bonus of 
reducing the effect of delay jitter. The author's tests showed that they could effectively 
control the vehicle using this mode. 
In their second mode of control, the operator maneuver's the vehicle by plotting a 
desired path on an image returned from the vehicle's camera. The operator does this by 
selecting waypoints on the image that they wish the vehicle to travel through. This method 
allows for complex operations to be taken without constant observation on the controllers 
end. The third mode is a modification of the first mode that uses sensor data instead of a 
camera. The sensor mode proved useful when the camera image was poor or more 
information was needed. The primary goal of the PdaDriver system was to reduce the 
amount of training and equipment needed to teleoperate a vehicle. When the system was 
tested in low latency environments it proved an effective way of controlling a remote vehicle. 
Terrance Fong extended the concepts in PdaDriver to allow a human operator and an 
intelligent robot to collaborate in the control of a remote vehicle [ 11 ] . Collaborative control 
introduces a more sophisticated software agent between the human controller and the robot. 
This software agent safeguards the robot's operation and facilitates communication between 
operator and robot. The operator, for example, can give inputs to the robot with the goal of 
navigating to a certain point. The robot will take these goals and create an appropriate 
response to achieve them. However, if the robot encounters problems or senses potential 
danger during the execution of the operator's instructions, instead of simply continuing to 
execute the instructions the robot will stop, inform the operator of the risk and ask for further 
instruction. The operator can still do everything he could do in the PdaDriver system, but his 
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operations and decisions are monitored and aided by the intelligent robot to prevent 
potentially harmful commands. This level of autonomy frees the operator from managing all 
of the details involved in maneuvering the vehicle and allows the operator to concentrate on 
high level goals. This slight change makes the path planning and other control methods much 
more useful, intuitive, and safe for both the operator and the robot. This method improved 
teleoperation by reducing the danger associated with the loss of situational awareness and 
thus increasing the effectiveness of the operator. 
Researches in [ 14] took a different approach to increasing operator effectiveness in 
their 1995 work, "NEVI: A Virtual Environment Teleoperations Interface for Planetary 
Exploration". The main focus of VEVI's authors was to design a system to enhance an 
operator's ability to directly teleoperate a vehicle. Unlike PdaDriver, the operator retained 
full control of the vehicle. To improve the operator's situational awareness, NEVI used 
virtual reality to create a synthetic operating environment constructed from the large amounts 
of non-visual sensor data available to the driver. NEVI takes all of the sensor data that is 
available to the robot about the external environment and creates a model of the environment 
in 3D using a custom application based on SenseB's WorldToolKit [29]. The 3D model can 
be made to show a variety of valuable information about the surrounding environment and 
can overlay different sensors on top of each other. This allows operators to make educated 
decisions while spending less time understanding the non visual sensor data. 
Figure 6 shows an example of a NEVI virtual environment [ 14]. NEVI has been 
tested as an aid to other forms of teleoperation in order to increase the operator's situational 
awareness. NEVI, according to the authors, has proved an effective tool in aiding 
teleoperators but has yet to be proven as a stand alone tool. 
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Figure 6: VEVI environment 
The Use of Virtual Reality 
In the VEVI system, a virtual reality reconstruction was used to give the operator a 
better feel for the environment that they were operating in. While this environment did help 
to improve the operator's situational awareness, it did not address the effects of lag or jitter 
on the operator's pe1-formance. The information operators receive in VEVI is old and the 
environment doesn't change the perception that the entire system is lagged. 
Our approach to the use of virtual reality expands upon the one taken in the VEVI 
system. In addition to providing the operator with virtual surroundings, we also create a 
virtual vehicle that allows the operator to feel as though they are driving in real time instead 
of having to deal with the problems of lag. The virtual vehicle displayed in the VR 
environment is implemented as a computer simulation which incorporates a model of the 
teleoperated vehicle's dynamics. 
This approach to the use of VR was inspired by the facilities available at the Virtual 
Reality Applications Center (VR~C) here at Iowa State University. The facilities here at 
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VRAC run the gambit of immersion, ranging from desktop VR, head mounted displays, to a 
fully immersive six sided cave environment. The system that we chose to use primarily was 
the C6. The C6 is a 10 x 10 x 10 room that has rear projected surfaces on all six sides of the 
user. The CAVE technology was invented by Dr. Carolina Cruz-Neira a faculty member of 
Iowa State as part of her Ph.D. dissertation [6]. The C6 uses a wireless magnetic Ascension 
tracker and true 3D projection technology to create a fully immersive realistic environment 
for the user. Figure 7 shows an illustration of the C6. 
Figure 7: The C6 at Iowa State University 
Our application was a natural outgrowth of the application of these facilities to 
collaborative driving. In an NSF funded project, a VRAC based VR driving simulation was 
coupled over the Internet to the University of Iowa's National Advanced Driving Simulator 
[3]. The system allowed a group of distributed drivers to collaborate in a single virtual 
environment through the internet. Many of the same principles used to synchronize two 
synthetic vehicles also apply to the synchronization of a real vehicle with a synthetic version 
of the vehicle. 
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Solution Developed 
Our system is designed to make teleoperation easier by masking the effects of lag 
and jitter and improving overall situational awareness. Virtual Reality and computer 
simulation are used to give the driver a comprehensive picture of the vehicle's surroundings 
and a real time vehicle simulation is used to help the operator feel as though he is in direct, 
lag free control of the remote vehicle. Real time tracking of the remote vehicle allows it to 
respond intelligently to the operator controls in order to minimize the path error. This 
ensures that the remote vehicle follows the path of the simulated vehicle as closely as 
possible. Also, in the virtual environment, the operator receives feedback about the degree of 
deviation between the remote vehicle's actual path and the path the operator followed in the 
simulation. This allows the operator to modify his driving behavior to decrease uncertainty. 
The combination of these elements creates a system that provides a high degree of situational 
awareness and significantly improved vehicle control. 
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General System Overview 
Graphics 
Engine 
t 
Dynamics 
Engine 
Steering Wheel 
and Pedals 
Error 
Estimator 
Synchronizer 
Tracker 
11 
Vehicle 
Controller 
Figure 8: General system architecture 
Figure 8 shows the general architecture for the system developed. The driver 
observes the vehicle and its position in the virtual environment displayed by the graphics 
engine. He maneuvers the virtual vehicle using a steering wheel, accelerator and brake 
pedals, making navigation decisions based on his goals and what he sees in the virtual 
display. These control decisions feed the dynamics engine, which is designed to emulate the 
behavior of the real vehicle. The dynamics engine does this by combining operator inputs 
with the current state of the simulated vehicle to produce the next vehicle state. This real time 
stream of simulated vehicle states is sent to the graphics engine and the remote vehicle 
simultaneously. However, while we assume that these states arrive at the graphics engine 
instantaneously, the arrival of these virtual vehicle states at the remote vehicle is subject to 
both lag and jitter. The remote vehicle must therefore synchronize these incoming states to 
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eliminate the effect of jitter, and ensure that the execution rate for the simulator and real 
vehicle are the same. 
The remote vehicle uses the simulated state stream as a time stamped series of goals. 
The vehicle compares these goals with the known position of the vehicle received from the 
tracker and computes a real time stream of control inputs to maneuver the remote vehicle to 
arrive at these goal states. The tracker acquires a real time stream of states for the remote 
vehicle which it transmits to both the remote vehicle and the dynamics engine on request. 
The error estimator uses the dynamics engine and the information returned by the tracker to 
create an estimate of the error in the vehicle position, which is reported to the operator 
graphically. 
Limitations and Assumptions 
With any complex system there are limitations and assumptions built into the design. 
A core assumption of our system is that a reasonably accurate model of the operating 
environment is available or can be created. As we have seen in the VEVI example, the 
synthesis of such an environment is not unreasonable. The dynamic creation of a detailed 
operating environment also underlies the operation of weapon's systems like the cruise 
missile [ 16]. However, the requirement that a VR environment be available does impose 
limits. Principally, it means that the system cannot tolerate a large number. of significant 
dynamic changes to the geographical environment. For example, large numbers of shifting 
or rolling rocks will render the system ineffective, since it would be difficult to incorporate 
these environmental changes in a timely enough manner to allow the operator and the 
dynamics .engine to react to them. However, this doesn't mean that the system will not work 
in an environment where there is some wind. Our method is most effective in reasonably 
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stable environments, which is suitable for most environments where teleoperation is needed. 
If we allow for the incorporation of camera and sensor feeds into the virtual environment, 
then it will certainly be no worse than delayed teleoperation, even in highly dynamic 
environments. 
Another critical assumption of the system is that a dynamic simulation can be 
constructed to mimic the actual response of the remote vehicle. This must be done with 
sufficient fidelity to allow the virtual vehicle to act as a proxy for the remote one. Based on 
studies of our system, we have found that, as a rule of thumb, the response of the real vehicle 
must be, on average, within 50% of the simulated vehicle for the system to remain in control 
[37] . 
Another assumption is that a tracking system is available that can provide a real time 
stream of timely and accurate information about the real state of the vehicle. Depending on 
the application domain, this could be more or less challenging, however there are a wide 
range of options for tracking including GPS, wireless networking, magnetic, optical, satellite 
or RF telemetry. 
The successful test of our system, built using inexpensive, low precision, off the shelf 
components suggests that our method is widely applicable to a variety of teleoperation 
situations. 
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TECHNICAL SOLUTION 
Figure 9 provides a more detailed illustration of the subsystems and how they have 
been categorized. This section provides a description of each of the subsystems and their 
interactions. 
Graphics and Vehicle Simulation 
Graphics 
Engine 
T 
Dynamics 
Engine 
Error 
Estimator 
Vehicle Tracking 
Network 
Steering Wheel 
and Pedals 
Network  Vehicle Control 
Synchronizer 
Vehicle 
Controller 
Tracker 
Control 
Generator 
Calibrator 
Camera 
RC Tank 
Remote Control 
Figure 9: Virtual reality aided teleoperation system 
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Graphics and Vehicle Simulation Subsystem 
This subsystem incorporates all of the components that interact with the operator. It 
has three components: the graphics engine, the dynamics engine, and the error estimator. 
The graphics engine displays the virtual environment, showing the operator where the 
simulated vehicle is within this virtual environment. The dynamics engine combines 
operator inputs with a computational model of the real vehicle to produce the vehicle's future 
position. The error estimator compares the time-stamped state information for the real 
vehicle that it receives from the tracking system with the stored state information from the 
dynamics engine to create an estimation of error by which the operator can make informed 
decisions on how to control the vehicle. 
These 3 components work together to create the virtual operating environment. The 
operator interacts directly with the graphics and dynamics engines to control the vehicle, 
giving the operator the impression that he is directly controlling the vehicle in the virtual 
environment. 
Graphics Engine 
The graphics engine's responsibility is to provide a virtual environment with which 
the operator can interact. The virtual environment it displays must be sufficiently realistic 
and immersive for the operator to interact intuitively within it. In order to best meet these 
needs for our application, we decided to use VRAC's most immersive environment, the C6. 
The C6 is a fully immersive 10' x 10' x 10' room that has rear projected images shown on all 
six sides of the operator. The C6's computer image generator system is a SGI Onyx2 
InfiniteReality2 Monster. It includes six InfiniteReality graphic displays, 24 R 12000 
processors, 12 gigabytes of memory, and access to large disk UO and gigabit ethernet 
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networking. [ 1 ] . The graphics application was created using OpenGL Performer and 
VRJuggler. Performer is a scene graph API developed by SGI for real time graphics [30]. 
VRJuggler [4] is a software platform for virtual reality application development that provides 
easy to use software abstractions for the input and display devices commonly used in VR. 
Applications built with VRJuggler are extremely portable, both between operating systems 
and virtual reality devices. For example, in our application the same code that works on the 
C6 also works on a 3D desktop and a head mounted display as well as a wide range of other 
immersive devices. 
The core of the software for the graphics engine was adapted from the collaborative 
driving simulator mentioned previously [3]. This software takes information about a vehicle, 
such as its position, speed and heading received from a network and creates a real time image 
that reflects the state of the vehicle within the environment. The software requires a model 
of the terrain and a vehicle model. In our application both models were in OpenFlight 
format. However the models can be in any format that is compatible with OpenGL 
Performer. For most of our experiments, the terrain used was a model of the Howe Hall 
Atrium. Howe Hall is a building on the campus of Iowa State University where VRAC is 
located. Figure 10 on the next page shows the real and virtual environments. 
In the vehicle simulator the operator has several views to choose from to control the 
tank, including in the cockpit, far behind the vehicle, and just above it. Based on our 
experiences both with car racing video games and the use of the collaborative driver, the 
most intuitive control position is from behind and slightly above the vehicle. This view 
provides a good sense of where the vehicle is and whether or not certain obstacles can be 
navigated. 
~~ 
Figure 10: Real and virtual environment for teleoperation experiment 
In addition to providing the operator with synthetic situational awareness, we used the 
graphics engine to provide the operator with real time feedback about the accuracy of the 
correlation between the simulated and real vehicles. Unless the dynamics simulation can 
emulate the real vehicle with perfect fidelity, errors will occur between what the dynamics 
engine calculates for the state of the vehicle and the state of the real vehicle. This is true 
even given the same inputs. To provide the operator with useful feedback about the 
magnitude of these errors, a transparent box is displayed around the vehicle, see Figure 1 I. 
As the error between the real and virtual vehicle grows the size of the box grows, in 
effect increasing the virtual width and length of the vehicle. As the box grows the operator 
Figure 11: Error box 
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intuitively knows that if she wishes to navigate throw gh a narrow or more dangerous area, she 
must slow down or maneuver more slowly. In our system, as the driver slows, it gives the 
real vehicle more time to decrease these errors and correlate more closely with the simulated 
vehicle. Qualitatively, we found that this error feedback provided an operator with an 
efficient and intuitive way to realize how their control behavior is affecting the stability of 
the real vehicle and make appropriate decisions to maintain control of the remote vehicle. 
Dynamics Engi~ie 
The dynamics engine is responsible for creating; a believable simulation of the 
vehicle, a simulation that responds to the operator's inputs in a realistic manner, and one that 
conforms to the behavior of the remote vehicle. There were several options available for the 
implementation of the dynamics engine. A configurable. commercial vehicle dynamics 
simulation package might be used, such as VDANL [36]. Alternatively, a kinematics model 
could be developed, such as the models that are typically created to simulate robotic arms or 
other similar devices. In the end we chose a yaw plane dynamics model of the tank, designed 
and implemented by Walter [37]. The software takes inputs from a steering wheel and 
creates appropriate responses for the tank, shown in Figure 12. 
Figure 12: MegaTech Desert Storm 1~11A1 MegaTank 
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The rate at which this is done is determined by the tank or vehicle to be controlled. 
As the dynamics engine receives inputs from the steering wheel it sends the state of the 
virtual vehicle to the vehicle control subsystem. In between the inputs from the steering 
wheel, the dynamics engine fills in the gaps of the vehicle's current state using the dynamics 
model of the vehicle. In our system this means that a dynamic model of a tank is used. The 
dynamic model uses the free body diagram shown in Figure 13 [37]. 
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Figure 13: Tank free body diagram 
terror estimator 
The error estimator provides continuous feedback on the difference between the 
simulated vehicle's state and the real vehicle's state. obviously, if instantaneous state 
information for the real vehicle were available, this calculation would reduce to a simple 
Euclidean distance problem. However, as the communications lag between the dynamics 
engine and the remote vehicle increases, the error estimation becomes more complex. For the 
purposes of this discussion the communication lag is referred to as TL. The communication 
lag causes the actions of the real tank to occur TL seconds after they occur for the virtual 
tank. Likewise, as the remote vehicle receives positions from the tracking subsystem, these 
positions refer to a time TL seconds in the past relative to the virtual tank. This means that 
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when the simulation receives a position from the tracking system, it has already simulated an 
additional TL seconds since the corresponding command was executed. 
In order for the error estimator to calculate the latest known error it must bring the 
state information forward 2 TL seconds. It creates an informed estimate of the remote 
vehicle's state by taking the received real state as the starting point and using the state history 
of the simulated vehicle to compute its path. This estimation of the vehicle's position in 
current simulation time. is then used to calculate the error between the virtual and remote 
vehicles, which is then sent to the graphics engine for display to the operator. 
Vehicle Control Subsystem 
This subsystem contains all of the components that interact with the remote vehicle. 
There are three major components: the synchronizer, the control generator, and the vehicle 
controller. The synchronizer takes the states that are sent from the dynamics engine 
component and ensures that they are relayed to the vehicle at the same rate at which they are 
sent. The control generator uses information about the remote vehicle, obtained from the 
tracker, and combines this with the desired simulated state to calculate vehicle commands. 
The vehicle controller interfaces with the vehicle's remote control to execute these 
commands. These three components work together as an interface to the vehicle. The 
subsystem ensures that the remote vehicle follows the simulated vehicle's path to the best of 
its ability. 
Synchronizer 
The synchronizer is responsible for eliminating the problem of delay jitter from the 
simulated states. The elimination of significant delay jitter aids the control generator 
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computations by making the execution rate stable. When looking to solve the problem of 
delay jitter in the simulated state stream, it is important to consider the analogous problem 
found in Multimedia systems. Delay jitter is a common problem in the playback of video 
across the Internet. The frame rate of video playback must be constant in order to ensure a 
high quality experience for the viewer. There is a significant amount of research in the field 
of video synchronization. The methods of synchronization range from very advanced neural 
networks that change playback rate slightly due to predicted delay jitter [39] to simple 
playback buffering. The neural network method is beyond the needs of the synchronization 
done for this system, although it could be applied to this problem. 
The playback buffer method of synchronization has 3 major steps. The first step is 
setting a buffer time TB. The buffering time determines the magnitude of delay jitter that the 
method can handle, while still maintaining smooth playback. The second step is to assign 
incoming frames new playback times. Equation 1 shows this process. TF is the previous 
playback time of the frame. 
Playback Time = TPB = TF + TB Equation 1 
Finally, the. playback machine checks the TPB of the oldest frame. If it is time the frame is 
displayed, otherwise the method waits until the frame is ready. 
This general methodology is modified to meet the needs of our teleoperation system. 
The primary difference between the standard playback buffer method and the synchronizer is 
the stream type. Instead of frames our method synchronizes the vehicle state stream 
produced by the dynamics engine. Each state packet contains; a virtual vehicle state, a time 
of execution for the state, and a sequence number to indicate order. The time of execution, 
TE, is analogous to TF from the playback buffer method. Amore subtle difference with the 
playback buffer method lies in the way that final execution times are determined. When the 
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first state packet arrives, the synchronizer waits for TB seconds. This allows virtual vehicle 
states to be buffered. After the states have been buffered, the synchronizer creates a 
conversion between the first state's TE and the current system time and then sends the first 
state to the control generator. The conversion is then used to convert all future execution 
times into their corresponding "playback" execution times. The synchronizer, like the 
playback method, monitors the execution time of the oldest packet to be ready to send it to 
the control generator. 
The true challenge in effectively designing this type of synchronization solution is 
developing a good estimate of TB. If TB is too large then there is an unnecessary delay 
added to the execution of states from the virtual vehicle. If TB is too small then the playback 
buffer can fail to protect the stream from delay jitter. As a rule of thumb, TB should be equal 
to four times the delay jitter, TDJ. This is to ensure that the synchronization won't fail due to 
arbitrary spikes in delay jitter. To develop an accurate estimate of TDJ some experimentation 
must be done on the network across which the teleoperation is going to occur. Our system is 
designed with long distance teleoperation in mind, so a satellite link transfer medium is 
assumed. Research by [2, 1 S, 22] suggests that a satellite link can have a one way delay of 
around 600ms for a Geo Stationary Orbiting Satellite. However, there is considerable 
variation in the communication delay. Using the mean as a starting point an approximation 
of the probability of a certain lag is calculated. Figure 14 shows this estimation. 
In order to calculate TDJ from this data, the range associated with approximately 85% 
of the delays is used. This means that TDJ is equal to 150 milliseconds. Based on this 
estimate of TDJ the equation for TB follows in Equation 2. 
TB = 4 ~` TDJ = 600 milliseconds Equation 2 
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Figure 14: Communication delay probabilities 
This amount of TB should protect the control generator from delay jitter. In general, 
the only other possibility for a synchronization failure is the loss of a packet. The current 
method of dealing with a lost packet is to have the vehicle keep its current command and 
assume that the vehicle should continue on the same path. If packet loss continues then the 
system will assume a safe mode of operation. 
Control Generator 
The control generator takes the states from the synchronizer and produces a command 
to be passed on to the vehicle controller. There are two strategies that were explored to meet 
this need. The first strategy was the easiest. The states were simply translated into 
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commands without regard to the real vehicle's state. We called. this strategy the "blind" 
vehicle strategy. The "blind" vehicle strategy proved ineffective primarily because of two 
factors: dynamic elements in the real environment altered the vehicle's behavior, and the 
simulation did not match the real vehicle's behavior with enough fidelity. The second 
strategy, called the "sighted" vehicle strategy, uses knowledge of the vehicle's location, 
retrieved from the tracker, to aid the vehicle's behavior. The states that are passed to the 
control generator are used as goal states to be reached instead of absolute commands. 
In order to generate the controls needed to arrive at these goals the Wagon Tongue 
method was used [ 17]. This method calculates the correct controls to achieve a desired state 
from the current remote vehicle state. A desired state is calculated by using the simulated 
state's location, speed, and heading dead reckoned one second into the future. The real 
vehicle's position and heading are then used to compute the command needed to obtain the 
desired location. Figure 15 illustrates this process [37]. 
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Figure 15: Wagon tongue method 
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Vehicle Controller 
The vehicle controller component is responsible for taking the commands received 
from the control generator and executing them. In general, the teleoperated vehicle can be 
any device that can be computer controlled and dynamically modeled. Two vehicles were 
experimented with in the development of this system.. The first vehicle is a remote control 
jeep shown in Figure lb. However, while the Jeep has a complete dynamics model and can 
be controlled via the computer, it is not used in any of the system tests. The Jeep was not 
used due to its significant control limitation, the on or off nature of the steering and 
acceleration. 
Because of what we learned from the Jeep, the second vehicle is free of this critical 
control limitation. The tank is a MegaTech M 1 A 1 Desert Storm Megatank with proportional 
steering and acceleration. This is the same tank that has been shown previously. 
Figure 16: Remote control Jeep 
A command is given to the vehicle controller as a percentage of the maximum 
possible acceleration and steer that the tank is capable of. The tank's remote control has 
been modified to incorporate two digital potentiometers. These potentiometers control the 
tank's steering and acceleration. The percentages are converted into resistance values that 
31 
have been determined experimentally. Once the resistance values are set the tank's remote 
control passes the command to the tank via a radio frequency. 
Vehicle Tracking Subsystem 
The vehicle tracking subsystem is comprised of the components needed to track the 
vehicle. The tracker is responsible for computing the state of the tank as it travels through 
the operating environment. The tracking subsystem can be implemented in a variety of 
different ways. GPS, wireless network triangulation, and magnetic tracking are a sample of 
the available technologies. Ultimately, optical tracking was used in our system. The 
calibrator is designed to aid the optical tracking solution. These two systems work together 
to create a tracking solution that fulfills the requirements of the system. 
Tracking 
The tracking system is responsible for reporting real time state information about the 
remote vehicle on request. There were a large number of options to consider when 
developing this system. GPS, magnetic, and wireless network tracking were given a closer 
look. GPS trackers are a technology that has grown in use over the past few years as their 
affordability has increased. GPS trackers give position, heading, and speed. However, they 
have some issues when considered for use in this system. GPS does provide all of the needed 
information, but the accuracy of the GPS tracker is limited to half a meter [24] . Another 
possible concern is the speed at which the GPS tracker provides this information. Magnetic 
tracking does not share the problem of accuracy or speed. It can be accurate to within a 
couple of inches and provide virtually instantaneous position and heading response. The 
major issue with magnetic tracking is that it limits the tracked area. Since we wished to 
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operate the vehicle over a reasonably large area this was not a good option. Wireless 
network tracking was also considered but its accuracy is not sufficient for our system [ 19] . 
optical tracking is the best option for our experiments because it is fast, reasonably accurate, 
and can track a significant amount of area. 
Tracking of the tank's location and heading is accomplished with two different 
colored markers, a blue square in the front of the tank and a red square in the rear. When a 
position is requested by the control generator, the latest image received from the camera is 
retrieved. The retrieved image is then searched for instances of red and blue. These pixel 
locations are then transformed to real world coordinates. The real world coordinates are used 
to compute the tank's location, heading, and speed. This information is then sent to the 
control generator and error estimator. 
The tracking processes' most critical step is the conversion of the red and blue 
square's pixel locations into their corresponding real world locations. The conversion 
between pixel location and real world coordinates is done by creating a transformation that 
mimics the camera. This transformation is created by using the camera's location, the 
camera's look at point and the image size. This method is a source of error because the 
camera's location and look at point will change each time the camera is set up. This is the 
reason for needing a calibration method which creates a more reliable representation of these 
variables. 
Another critical step in the tracking process is finding the correct pixel locations for 
the red and blue markers. This is done by analyzing the pixels that are the appropriate color. 
For example, the row with the most red in it is considered the best red row and the middle red 
pixel in this row is considered the best column. The best row and column are used as the 
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pixel location of the red marker. This method is not proven to always yield the best results 
but in practice it works sufficiently well. 
CalibYatoY 
The calibrator is needed to reduce the amount of error in the 2D-3D transformation 
between the camera's image and the real world coordinates. To calibrate, the method needs 
positional information of four known easily identifiable points in the tracked area. Once the 
camera is in place the operator marks these points on the camera image using the mouse. 
The calibration program takes these inputs and creates a reasonably accurate solution for the 
transformation. Computer generated lines are overlain on the image to help the operator 
gauge the quality of the calibration. Figure 17 shows a calibrated image. If the operator is 
not satisfied with how the overlay looks, the operator can; remark the known points on the 
image, check the known location positions, or adjust the camera. 
Figure 17: Calibrated image with overlaid lines 
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EXPLICIT TECHNICAL SOLUTION 
This section discusses in greater detail the implementation and design of the vehicle 
control and vehicle tracking subsystems. In our teleoperation system there are five programs 
needed. They are: the graphics engine program, the dynamic engine program, which 
contains the error estimator, the control program, which handles all of the vehicle control 
subsystem tasks, the tracker, and the finally the calibrator. Microsoft Visual Studio C++ was 
the development platform for all of the software in our teleoperation system. All of the 
programs. are networked so each program can be run on an independent machine. 
The programs for the system components are distributed on a collection of 
interconnected hardware. Starting closest to the user, the user's inputs are given using a 
Microsoft Sidewinder steering wheel and pedals. The Sidewinder is connected via the USB 
port to a Dell Dimension 4550 3.06 GHz 256MB RAM desktop responsible for executing the 
dynamics engine and error estimator program. This machine was connected by 100 base T 
Ethernet to the machine responsible for the graphics engine, a 24 processor SGI Reality 
Engine with 6 graphic pipes connected directly to the 6 projectors of the C6. The vehicle 
control and tracking programs ran on a Dell Inspiron 2 GHz 256MB RAM laptop connected 
to the LAN via a wireless networking card. The Megatech Desert Storm M 1 A 1 MegaTank' s 
custom remote control is connected to the laptop's parallel port while the tracking camera, a 
Logitech QuickCam Pro 4000, is connected to the laptop's USB port. 
The following sections contain the implementation details for the custom software 
and hardware components developed as part of the vehicle control and vehicle tracking 
subsystems. 
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Vehicle Control 
The vehicle control subsystem was designed as a single executable. Run from the 
command line, the executable can be given arguments to set up the communication ports 
needed to communicate with the other subsystems. A command line argument can also be 
used to toggle synchronization on or off. 
The vehicle control program is multi-threaded. The primary thread is used for 
synchronization and interfacing with the tank. A second thread, called the listening thread, is 
spawned on execution to provide communication with the dynamics engine through a UDP 
port. After the primary thread starts the listening thread, it connects to the tracking program 
using a Tcp connection. The Tracking program must be ready for a connection before the 
vehicle control program starts execution or a connection error occurs. Once the connection 
with the tracking program has been established, the primary thread waits for state 
information to be delivered by the listening thread. As soon as state information is received 
by the primary thread, it begins the process of synchronization if requested. Otherwise states 
are sent directly on to the control generator. The rate at which packets are sent to the 
synchronizer is one command per 750ms. This command rate is determined by limitations in 
the tank hardware. 
Synchronizer 
There are two critical components to the synchronization method discussed 
previously, the playback buffer and the time stamp process. To create the playback buffer, 
the primary thread sleeps for TB seconds, at the start of the synchronization process. The 
listening thread buffers the incoming state stream. Because the state stream can be high 
frequency, care needed to be taken to minimize conflict between the two threads, so a custom 
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template buffer was developed to store the states. The buffer class incorporates two standard 
lists, which operate on the same principle as double buffering in OpenGL. While one of the 
buffers is being read the other is available for writing. While the reading list has entries, 
reading and writing to the buffer do not conflict. However, whenever the reading list 
becomes empty the lists are swapped so that the writing list becomes the reading list and the 
empty reading list becomes the new writing list. During the swap, the writing thread may 
have to wait for the reader. This process increases the overhead associated with the buffer, 
but it has a minimal effect as long as the buffer is storing more than one state at a time. 
After the primary thread has buffered for TB seconds, the synchronization code sends 
the first state to the control generator. The primary thread then creates a conversion between 
the execution time stored in this first state to the current local machine time. This conversion 
is used to schedule the execution time of future states. The primary thread then waits for the 
next state. Once the next state is in the playback buffer, it compares the converted execution 
time of the state with the local time. If the converted time is greater than or equal to the 
system time, the state is passed onto the control generator code. This continues until the time 
it takes to wait for a new state exceeds 3 times the command rate. If this happens, it is 
interpreted as a termination signal and execution of the control program stops. The only 
other times that commands can be late are if the synchronization is blown because of 
unexpectedly high delay jitter or if a packet is dropped. A dropped packet is treated as an 
absence of a command; because of this the tank will keep its current heading and speed until 
told otherwise. If there are three missing packets in a row the controller terminates operation 
under the assumption that the controller has either quit or lost contact. 
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Control Generator 
The control generator uses the states received from the synchronizer to produce 
commands that can be executed by the vehicle controller. The first step in this computation 
is to request the current state of the remote vehicle from the tracker. This is done through the 
TCP connection established at the start of the control program. The control generator sends a 
real-time request for a time stamped state for the vehicle being tracked. The tracking 
program's response contains the remote vehicle's state information with the time the 
measurement was taken. The state values include, position, heading, velocity, and angular 
speed. Once the remote vehicle state information and the simulated state are available, the 
next step in the control generation computation is the wagon tongue method [ 17] . 
The wagon tongue method uses the simulated state to dead reckon a goal and then 
computes the track speeds needed to maneuver the tank to reach that goal in a time known as 
the wagon tongue constant. The final step in the control generator computation is to use the 
tank's dynamic model to convert these track speeds into a steer percentage and an 
acceleration percentage. One Hundred Percent steer or acceleration is defined as the 
maximum the tank is able to turn or accelerate in a single command step (375ms). This is 
half of the command rate because of the vehicle controller's behavior. Once computed the 
steer percentage and acceleration percentage are sent to the vehicle controller and the 
computation begins anew. 
Vehicle controller 
Originally, the two joysticks on the tank's controller, shown in Figure 18, were used 
to change the resistance of two potentiometers. The potentiometers connected to the 
joysticks control the behavior of the tank. 
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Figure 18: Tank's remote control 
In order to gain programmatic control over the remote control, and consequently the 
tank, these potentiometers were replaced with digital ones. The target resistance values for 
the digital potentiometers can be seen in Table 1. 
The specifications for the IOKSZ digital potentiometers can be found in [7]. We used 
the parallel port to communicate with the controller circuit using a software library called 
WinIO [13]. WinIO allows a user to easily manipulate the pins of the parallel port directly 
from a C++ program. We found that the speed of the parallel port was sufficient for tank 
control, eliminating the need for any faster communication channel, such as the serial port. 
In order to simplify the programmatic use of the controller, it was wrapped in a 
software object called TankInterface. Upon construction, TankInterface initializes the 
WinIO library which clears and readies the communication pathways to the parallel port. 
The process of setting the digital potentiometer's resistance values follows the specifications 
given by their data sheets. 
Table 1: Manual potentiometer resistance values 
Max Left 
Steer 
Zero 
Steer 
Max Right 
Steer 
Full 
Reverse 
Zero 
Throttle 
Full 
Throttle 
High to 
Wiper 
1.71 KS2 2.7 2 KSZ 3.5 8 KS~ 4.11 KS~ 2.71 KSZ 1.61 KS~ 
Low to 
Wiper 
4.09 KS2 3.10 KSZ 2.06 KS2 1.71 KS~ 2.88 KS~ 4.25KSZ 
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The first step is to send a start condition. The start condition readies the 
potentiometers for the acceptance of data. Then an address is specified. The address allows 
both digital. potentiometers to be driven using the same bus. Then a write command is 
issued, which only the addressed potentiometer recognizes. The write command tells the 
digital potentiometer to recognize the next set of eight bits as the value it should set the 
resistors to. The last step is to send the correct eight bit data. Basically, the value that is sent 
is configured so that when 100% acceleration is given, the green to purple resistance is set to 
be on the order of 1.61 KS~. Figure 19 shows the complete controller circuit. 
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Figure 19: Modified controller circuit 
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Table 2: Digital potentiometer resistance values 
Zero Steer Zero Throttle 
High to Wiper 2.80 KSZ 2.71 KSZ 
Low to Wiper 3.02 KS2 2.90 KSZ 
Because of the non ideal resistance values of the potentiometers, some additional 
resistors are used to tweak the resistance values at steady state. Table 2 shows the digital 
potentiometer resistance values at steady state. While the battery is close to full charge, these 
values consistently kept the tank from moving. A picture of the final version of the modified 
remote control can be seen in Figure 20. 
Figure 20: Modified remote control 
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Vehicle Tracking 
Figure 21: Logitech Quickcam Pro 4000 
The Logitech Quickcam Pro 4000 is shown in Figure 21. Mounted two stories above 
the atrium floor, it provided the image stream needed to track the vehicle in the atrium below. 
The tracking and calibration software used to process the image stream was developed using 
OpenCV, an open source computer vision library developed by Intel [27]. OpenCV 
encapsulates the interface to the camera, simplifying access to the image stream. Before the 
tracking program can be run the custom developed calibration program has to be run. The 
calibration program produces a parameter file that the tracking program reads to establish the 
best conversion of image pixels into 3D real world coordinates. The tracking and calibration 
programs are described in the following sections. 
Tracki~zg 
To establish the transformation from image pixels to 3D coordinates, the tracking 
software reads the calibration parameter file. When properly written, this file contains the 
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best estimate of the location and look at point of an OpenGL camera. After reading the 
parameter file, the tracker starts a TCP server and waits for a connection from the control 
generator. When the tracker receives a request from the control generator, it responds with 
real time information about the vehicle's location. The information is sent simultaneously to 
both the control generator and the error estimator. 
A request for the latest vehicle state starts a process that begins with the grabbing of 
the latest image and ends with the calculation of the vehicle state based on information 
extracted from the image. The image is scanned for pixels matching two different colored 
markers which are affixed to the top side of the vehicle. Figure 22 shows the markers used to 
accomplish the tracking. 
Figure 22: Tracking markers on tank 
The recognition of a pixel as matching either the red or blue marker is done by a 
custom developed Locator class. One Locator is created for each of the two colors. The 
Locators check a pixel's RGB values to see which pixels are of the appropriate color. If a 
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pixel matches, that pixel's location in the scene is recorded in the locator. As the locators 
proceed through the image pixel by pixel, they record which rows of pixels in the image had 
the most red or blue in them. The rows with the most blue or red are then used to compute an 
appropriate column value. No more sophisticated object or shape recognition is needed. A 
time saving feature has been added to the locators. The first request finds a position for the 
tank in the entire image, subsequent searches through the image search a smaller area that is 
localized around the last known position of the tank. 
After the pixel locations marking the centers of the blue and red squares are found in 
the image, these 2D image coordinates are translated into corresponding 3D real world 
coordinates. This is done using the inverse of the camera's transformation of the 3D atrium 
into a 2D image. The real camera is represented as an OpenGL camera, defined by a 
viewport, a modelview matrix, and a projection matrix. These parameters were properly 
defined at setup by the calibration program. To visually test the transformation's correctness, 
the OpenGL camera definition is used to overlay lines connecting known 3D points on the 
atrium floor to create a series of lines which were then overlaid on the image from the 
Logitech camera. Good correspondence between the computer generated lines and the actual 
lines in the Logitech camera image verifies the correctness of the tracker's calibration. 
Figure 23 shows the results of a typical example of this process. 
The primary difficulty in calculating a 3D position from a 2D image is the loss of 
depth. In our case, this loss of depth can be overcome by the knowledge that the tank is 
driving in a plane. While this simplified our tracking approach it is not a limitation of our 
overall method. If the vehicle were driving at varying heights, more sophisticated tracking 
techniques could be applied. For example, more cameras could be used to overcome this 
depth issue. 
~~ 
Figure 23: Calibration indicator 
The first step in determining the 3D point from the 2D is to create two different 
artificial real world points that both correspond to the 2D pixel. This can easily be 
accomplished in OpenGL by doing a gluUnProject with two different arbitrary pseudo 
depths. These two real world points define a 3D line that also passes through the 3D tank 
position. Intersecting this vector with the tank's height plane yields the correct 3D position 
for the tank. Figure 24 illustrates this process. 
0 
Figure 24: Real world point calculation process 
Once the real world coordinates are calculated for both the front and the back 
coordinates of the tank, the rest of the calculations are simple vector math. The position of 
the tank is computed as the midpoint of the line between the two markers. The tank's 
heading is computed as the angle between the x-axis and the vector formed by the blue and 
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red points. The tank's velocity is calculated as the difference between the current and 
previous positions of the tank, divided by the time deltas between them. 
There are a couple of safeguards built into the system. Occasionally, the location of 
one or the other marker, but not usually both, is missing. This could be due to many factors, 
e.g. the sun shining off of the tank just enough to over illuminate the red marker or a shadow 
darkening the tank just enough so that no matching blue can be found in the image. In order 
to compensate for this loss of information, we used a scheme to approximate the location of 
the tank from an image based on the location of a single marker. If the missing marker is the 
back marker then the vector formed by the last known tank position and the currently known 
front marker position is used to calculate a heading for the tank. From this heading it is easy 
to calculate the location of the missing marker. If the front marker is missing, the last known 
position of the back marker is used with the current position of the back marker to calculate a 
new heading. The heading is then used to calculate a new position for the missing front 
marker. 
Calibrator 
Because we did not use a permanently positioned camera, the most challenging aspect 
of the optical tracking method we employed was the development of an accurate 2D to 3D 
transformation each time the camera was put in place. While some effort is made to set up 
the camera in the same position each time, even small differences in camera placement can 
have a huge effect on the resulting transformation. Without some method for calibrating the 
camera, the transformation would be poorly matched and consequently lead to inaccurate 
tracking. The calibration system helps alleviate this problem. 
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The calibration program aids an operator in calibrating the camera. After setting the 
camera up at the site of the experiment, the operator inputs an approximate camera location 
and look at point. These initial seeds are used as a rough first estimate of the location of the 
camera and look at point, in order to narrow the search space. An image is taken from the 
camera, converted into a texture, mapped to a specially sized polygon, and displayed to the 
operator using OpenGL primitives. The operator then marks the location in the image of four 
known real world locations using the mouse. To facilitate accurate positioning, the 
calibration program provides the operator with the ability to zoom in on a portion of the 
image. This feature helps the operator in setting the exact location of the reference points. 
Figure 25 shows the known locations in the tracked area chosen. 
Figure 25: Marked known locations 
Once the points are selected the operator initiates a calibration based on the indicated 
points. The calibration method then proceeds through a series of steps to try to identify a 
reasonable local solution. This is done by searching a range of eye and look at points around 
the initial seeds. The eye and look at points define 2D-3D transformations, which are used to 
test the conversion of the selected 2D camera points to the known 3D points. The conversion 
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with the least amount of average error is chosen as the best solution for that iteration. At the 
beginning of the iterations a wide range is searched without much detail, but as the iterations 
proceed the area searched is refined, as the granularity of the search increases. For camera 
setup in Howe Hall, three iterations are sufficient to obtain a reasonably good local solution. 
The selected points are usually within 2 pixels of the 3D-2D transformation from known 
point to camera point. 
Once the solution is reached, the results of the search are shown to the user by 
drawing some known lines in the scene. These lines are drawn using the transformation 
created with the search process. This image allows the user to judge quickly whether the 
solution arrived at matches the real world. If the user is not happy with the results of the 
calibration, they can either: reset points, reset the reference points, or reset the camera and 
recalibrate. The most common form of operator error with this calibration program is the 
setting of points; because of this the operator can easily reselect points by one of two 
methods; select the point's number on the keyboard and then reselect, or cycle back through 
points by clicking the right mouse button. Figure 26 shows a picture of a calibrated system. 
Figure 26: Calibrated image 
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RESULTS 
In this section we discuss the results of tests performed to evaluate component and 
system performance. The first section explores the effectiveness of the synchronizer and 
vehicle controller component. The second section examines the tracking system's accuracy 
tests. In the third section we present the results of a comprehensive test of the VR Assisted 
teleoperation method, and contrast it to both direct control and a standard teieoperation 
method. 
Control Results 
The synchronizer is designed to minimize the effect of delay jitter. To test the 
effectiveness of the synchronizer, the time deltas between commands are measured as they 
are executed by the dynamics engine and also as the commands are executed by the remote 
vehicle. The amount of system jitter is determined by comparing these two deltas, both with 
and without synchronization. 
Without synchronization the deviation in the time deltas is as much as .005 seconds. 
In contrast, with synchronization, the deviation from the expected delta is on the order of 1 x 
10-5 seconds. It is difficult to measure a truly high delay jitter situation as the network that is 
available to our system is almost jitter free, however the initial results suggest that the 
synchronization method used provided the remote vehicle with a consistent command stream. 
The modified vehicle control system proved more limited in practice than was 
originally desired. A great deal of effort went into making the control of the vehicle uniform 
and reliable. Most of the effort was spent in software trying to get the resistance values to be 
set so that the behavior of the tank was completely linear. These attempts were never 
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completely successful. In the end, due to imprecision in the toy tank's construction, its 
responses were simply not repeatable. Although the resistance values of the potentiometers 
were measurably consistent, the resulting actions of the tank were often quite different. To 
give an idea of how significant these changes could be, the same resistance that could 
produce an SO degree turn could also produce a 60 degree turn. This was due to a number of 
factors, the most significant being the battery life of the tank. In the end the tank was 
calibrated to work properly with a full battery and as many runs were done at full charge as 
possible. 
Although the inconsistency of the tank's behavior was not what was originally 
conceived when designing the tank controller, it turns out to be a validation of the overall 
system's robustness. If the system can work with a tank that doesn't respond the same way 
twice to the same command then the system can probably deal with dynamic elements of a 
more active environment. 
Tracker Results 
The tracking system for the tank was primarily limited by two factors: the resolution 
of the camera and the quality of the transformation from the camera image to the real world 
coordinates. In order to get an estimate for how well the system performed it must first be 
understood how much error was expected. The estimated positional error is conservatively 
about 3"; the estimated heading error is about 11 degrees in either direction. 
The first source of error was the low resolution of the camera. The Logitech 
QuickCam Pro 4000 runs at 30 fps at a resolution of 320x240 -- greater resolutions resulted 
in unacceptably slower frame rates. The 320x240 resolution meant that the colored markers 
on the tank had to be larger than they would otherwise have needed to be at a higher 
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resolution in order for them to occupy enough pixels in the image to be recognizable. In 
order to assure reasonably stable detection throughout the operational field the markers 
needed to be 3 x 3 inches. The 3 x 3 marker appearing in an image at 320x240 taken at the 
range needed to view the entire operational field was only accurate to within 1.5" of the real 
location. The effect of this error on average was mitigated somewhat by the fact that both 
markers are unlikely to be off in the same direction consistently. 
The second source of error was found in the transformation of the 2D pixel to the 3D 
position within the scene. This error arose out of inaccurate calibration of the 2D to 3D 
projection. The real lines and the tracker's idea of the lines always seemed to deviate by 
about a foot or less at the extreme ends of the camera. As a result, when the vehicle got 
further towards the edge the more likely it was to think it was deviating off the line even if it 
were not. Figure 27 shows a graph of measured positions and their reported positions for 
four different points in the scene. 
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Tracking Data 
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Figure 27: Tracking data 
Table 3 shows the deviation of the heading from the expected value at these points. 
The average error over all the points is around 5 inches. The heading deviated by an 
average of 1.22 degrees. The average error is greater than what was originally estimated. 
One interesting thing to note about the positional data, most of the data Obtained from the 
Table 3: Tracking heading data 
Point 1 Point 2 Point 3 Point 4 
Left Most Deviation -4.42 0.70 -9.12 0.71 
Average 0.20 3.47 -0.28 1.48 
Right Most Deviation 0.70 10.9 6.23 5.24 
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tracker is precise to within a couple of inches. It may not be accurate but it hits the same spot 
most of the time. This suggests that the majority of the error is in fact coming from the 
transformation. The heading results were a lot better than estimated. This suggests that 
deviations in the marker position must not be as great as estimated, although the deviations 
suggest the presence of this problem. 
S_Ystem Results 
To test the effectiveness of the system developed we set up a test track that would 
require the operator to navigate through a series of cones. The cones were set up both in the 
virtual world and the real world. The obstacle course is shown in Figure 28. 
Figure 28: Obstacle course 
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In order to obtain an accurate gauge for the system's effectiveness the first test is to directly 
control the tank through the gates. This was done using a much simpler version o the vehicle 
controller. The user can see the course directly and drive the tank with the steering wheel 
and pedals. This is the best that anyone could do with the tank and control methods available 
to the system. Table 4 shows the results of three runs and there average. 
Table 4: Direct control results 
Run Elapsed Time (seconds) Gates Made/ Gates 
#1 25.60 5/5 
#2 26.08 5/5 
#3 26.28 5/5 
Average 25.98 5/5 
The .next step was to test a common form of teleoperation called camera aided 
teleoperation. To do this a very small wireless camera was mounted on the front of the tank. 
The signal is received by a computer and the camera's image shown to the user after being 
delayed by the simulated lag. The operator can only view the obstacle course through the 
delayed video. The operator's commands are also delayed by the simulated lag. Table 5 
shows the results of several test runs using 1, 5, and 10 seconds of simulated lag between the 
operator and the vehicle. 
The table shows that the average time through the course was significantly greater 
than it was using direct control. It also clearly shows a direct relationship between lag and 
elapsed time. Qualitatively, operators reported increasing frustration in navigating the course 
under lagged conditions when compared to direct control of the tank. 
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Table 5: Camera aided teleoperation results 
Run Elapsed Time(seconds) Gates Made/Gates 
1 second lag 
# 1 145.28 5/5 
#2 68.20 4/5 
#3 89.68 5/5 
Average 101.05 4.67/5 
5 second lag 
# 1 407.68 5/5 
#2 307.00 4/5 
Average 357.34 4.5/5 
10 second lag 
# 1 663 4/5 
#2 533 5/5 
Average 598 4.5/5 
Finally, we tested the VR aided Teleoperation on the same obstacle course. During 
these trials, the operator was immersed in a virtual reality simulation of the Howe Hall 
atrium, and used the steering wheel and pedals to control a virtual version of the tank. This 
simulation was used to guide the remote control tank in the actual Howe Hall atrium. The 
signal flows between operator and vehicle were subject to simulated lags of 1, 5, and 10 
seconds. The results of these trials are shown in Table 6. 
The results of this test illustrate a couple of important points. The VR aided 
teleoperation system was only slightly slower than the direct control method. This is an 
improvement over the camera aided teleoperation method which was many times slower. 
The other important point is that the performance of the system did not seem to be 
proportional to the lag like the camera aided method. This means that the system achieved 
the same results, in fact better results, at the higher lag. This shows that the system's 
behavior and operation is not dependent on lag. This improvement is notable because of the 
traditional effects that lag has on the ability to control a vehicle. 
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Table 6: virtual reality aided teleoperation results 
Run Elapsed Time(seconds) Gates Made/Gates 
1 second lag 
# 1 30.20 5/5 
#2 31.36 5/5 
#3 36.04 4/5 
Average 32.53 4.67/5 
5 second lag 
# 1 31.08 5/5 
#2 41.92 5/5 
#3 31.00 5/5 
Average 34.67 5/5 
10 second lag 
#1 31.24 5/5 
#2 30.18 5/5 
#3 31.68 4/5 
Average 31.03 4.67/5 
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DISCUSSION AND CONCLUSIONS 
Our results show that the VR aided teleoperation system accomplished its goals. Our 
approach greatly simplified the operator's burden in controlling a teleoperated vehicle. Not 
only did our method compare favorably with direct, lag free control in our tests, the system's 
operation was nearly independent of the lag. This is a significant contrast to the camera 
based method of teleoperation, which showed degraded performance as the lag increased. 
Overall the results were very positive. 
Despite the positive results of our test, our system does have its limitations. The first 
limitation that is inherent in the system is that it requires the a priori creation of a virtual 
world in which to navigate in. The operational environment is limited to those for which a 
model can be built. There is ongoing research in the development of systems to create virtual 
environmental models, automatically, in real time, from multiple camera images. The range 
of applications that our method would be suitable for could be extended using these methods. 
It is clear that the choices of inexpensive, commodity hardware limited the accuracy 
and realism of our testing. The tracking system, based on a single, $75 web camera, limited 
the accuracy we were able to achieve and significantly limited our operational area. 
Likewise, the control of our toy vehicle was not sufficiently precise to ensure the same 
results for the same commands. This led to some definite inconsistencies in the tank's 
behavior. Clearly, our system would have benefited from more sophisticated versions of 
these components. However, one very positive aspect of our system test using these "low 
end" components is that in spite of their imprecision, the system was nevertheless able to 
function very well. This leads us to believe that the method we have developed is robust, and 
could be applied successfully in a variety of more realistic domains. 
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This system offers a couple of important advantages to traditional teleoperation 
methods. It simplifies the interface to the user, reducing the amount of operator strain and 
increasing the effectiveness of a single operator. Qualitatively, operators of our system 
reported that it was very intuitive to operate and felt, for the most part, just like direct control. 
The effects of lag are also hidden from the user. The user does not have to consider the time 
that it takes for the vehicle to move or the effects of the controls that they can not see. 
Certainly lag is still present and must be considered but this method prevents that concern 
from ever reaching the user. This can also be accomplished with some of the path planning 
strategies that exist for teleoperation. However, most path planning methods won't take into 
consideration the abilities of the vehicle and so the operator must be trained to not plot paths 
that are not passable. In our system this training is eliminated due to the vehicle simulation. 
If the vehicle can not make the path that the user desires the simulation will intuitively 
inform the user of this fact by having the vehicle stop. Our system does path planning at a 
much higher frequency than a normal human operator could do and takes into account the 
abilities of the vehicle. If our system were combined with an onboard agent to detect and 
avoid dynamic elements in the scene, we believe that this could be an effective teleoperation 
solution for many applications. 
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FUTURE WURK 
There are many avenues by which this system could be improved. It would be very 
interesting to apply this technique to a more sophisticated vehicle. For example one capable 
of simultaneously receiving steer and acceleration values. Obviously the easiest path to 
achieve this would be to build a controller and vehicle from scratch that exactly matched the 
needs of the dynamics engine. It would be even more interesting if this controller were used 
to manage a real vehicle in a real application environment. Based on our tests of the system 
there is every reason to believe that our approach would be applicable to a variety of 
interesting real world applications. 
Similarly, system performance could be improved by upgrading tracking system. At 
the least, a higher quality camera could be used. Better tracking algorithm using more 
sophisticated shape recognition would make for a more robust and accurate system. 
Recognizing shapes in the camera images would have allowed me to virtually eliminate the 
error associated with the use of the larger markers. 
Tracker calibration could also have been improved. The method of selecting points 
and checking the calibration, though effective, was sometimes cumbersome. It would also be 
interesting to apply other tracking methods, such as GPS or RF telemetry to allow for true 
three-dimensional tracking of the vehicle. 
Another area where the system could have been enhanced was its ability to handle 
dynamic elements. This could be done by attempting to dynamically model the environment 
as well as the simulation. For ground vehicles the simulation could learn from the behavior 
of the real tank and compute new friction coefficients on the fly. The research in VEVI 
could be applied as well to incorporate feed back of sensors that might be useful to the 
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operator. This, at the very least, could give the operator a warning of the dynamic elements 
in t e scene. 
Finally, it would be interesting to incorporate multiple teleoperated vehicles in the 
same environment. This could have resulted in interesting experiments on teleoperated 
combat and the technology needed to do that type of operation. Amore general observation 
would be to apply this theory of teleoperation to groups of unmanned aerial vehicles. 
60 
REFERENCES 
[ 1 ] "About VRAC: C6 Lab," Virtual Reality Application Center, 
http://www.vrac.iastate.edu/about/labs/c6/index.php, visited Aug 8th, 2003 
[2] Akan, O. et al., "Performance of TCP Protocols in Deep Space Communication 
Networks," IEEE Communications Letters, Vo16, No. 1 1, November 2002 
[3] Balling, O.; Knight, M.; Walter, B; Sannier, A., "Collaborative Driving Simulation," 
Society of Automotive Engineers, 2002 
[4] Bierbaum, A., "VR Juggler: A Virtual Platform for Virtual Reality Application 
Development," Dept. of Electrical and Computer Engineering, Iowa State University at 
Ames, 2000 
[S] "Boeing's pilotless fighter could make JSF obsolete," The Seattle Times, 
http://archives. seattletimes.nwsource.com/cgi-bin/texis.cgi/web/vortex 
/display?slug=beyondjsf26&date=20011026, visited Aug 8th, 2003 
[6] Cruz-Neira, C., "Virtual Reality Based on Multiple Projection Screens: The CAVE and 
Its Applications to Computational Science and Engineering," University of Illinois at 
Chicago, 1995 
[7] "Dallas Semiconductor Data Sheet," Digikey website, 
http://rocky.digikey.com/WebLib/Dallas/Dallas~Io20Web~lo20Data/DS 1803.pdf  visited 
Febuary 3rd, 2003 
[8] Drascic, D., "An Investigation of Monoscopic and Stereoscopic Video for 
Teleoperation," Department of Industrial Engineering, University of Toronto, Toronto 
Ontario Canada, 1991 
[9] Extreme Science web site, http://www.extremescience.com/DeepestOcean.htm, visited 
August 8th, 2003 
[ 10] Fong, T., Thorpe, C., Glass, B., "PdaDriver: A Handheld System for Remote Driving," 
IEEE International Conference on Advanced Robotics, 2003 
[ 11 ] Fong, T., "Collaborative Control: ARobot-Centric Model for Vehicle Teleoperation," 
Robotics Institute, Carnegie Mellon University, PA, Nov. 2001 
[ 12] Grant, R., "Reach-Forward," Air Force, Journal of the Air Force Association, vol. 85 
no. 10, October 2002 
[ 13] Himpe, V., WinIO Public Domain Shareware, 1994 
[ 14] Hine, B. et al., "NEVI: A Virtual Environment Teleoperations Interface for Planetary 
Exploration," SAE 25ty1 International Conference on Environmental Systems, July 1995 
[ 15] Jones, D., "The Deepest Spot on Earth: An Enduring Visit by the Crew of Trieste," 
Underwater Magazine, Winter 1999 
[ 16] "Key Cruise Missile Technologies in Detail," Centre for Defense and International 
Security Studies, http://www.cdiss.org/cmtech2.htm, visited Aug 8th, 2003 
[ 17] Kroll, C. V.; Roland, R. D., Jr., "A preview-predictor model of driver behavior in 
emergency situations," Interim technical report, Cornell Aeronautical Laboratory, Inc., 
Buffalo, N.Y., 102 p, Sponsor: Bureau of Public Roads, Traffic Systems Research 
Division, Washington, D.C., Report No. CAL VJ-2251-V-6. UMTRI-15397, 1970. 
61 
[ 18] Kruse, H., "Performance of Common Data Communication Protocols Over Long Delay 
Links An Experimental Examination," 3rd International Conf. on Telecommunication 
Systems Modeling and Design, 1995 
[ 19] Ladd, A. et al., "Using Wireless Ethernet for Localization," Department of Computer 
Science, Rice University, 2002 
[20] Landis, G. et al., "Robots and Humans: Synergy in Planetary Exploration," Conference 
on Human Space Exploration, Space Technology Bi Applications International Forum, 
Albuquerque, NM, Feb. 2-6 2003. 
[21 ] "Machine takes students on a drunken drive," St. Petersburg Times ONLINE, 
http://www.sptimes.comlPasco/91898/Machine takes_student2.html, visited July 21St, 
2003 ; 
[22] Naduvathuparambil, B. et al., "Communication Delays in Wide Area Measurement 
Systems," Lane Department of Computer Science and Electrical Engineering, West 
Virginia University, 2002 
[23] "Nevada-based Predator used in combat," Las Vegas Review Journal, 
http://www.reviewjournal.com/lvrj homeI2003/Mar-25-Tue-
2003/news/20959648.htmi, visited Aug 8th, 2003 
[24] Owen, J., "Navigation accuracy of integrated GPS and INS under flight conditions," 
Current and Future Trends in Flight Calibration of Radio Navigational Aids, IE~ 
Colloquium on, April 1991 
[25] Pell, B. et al., "Mission operations with an autonomous agent," Aerospace Conference, 
1998. Proceedings of, IEEE, Vo1.2, Pages: 289-313, Mar 1998 
[26] "Phase II UCAV Contract Awarded to Boeing," Boeing website, 
http://www.boeing.com/news/releases/1999/news release. 990412n1.htm, visited July 
8th, 2003 
[27] "Project Info —Open Computer Vision Library," OpenCV project sourceforge home 
page, http:/(sourceforge.net/projects/opencvlibrary/, visited on Jan 24th, 2003 
[28] "RQ-1 Predator MAE UAV MQ-9A Predator B," Global Security website, 
http://www.globalsecurity.org/intelUsystems/predator.htm, visited May 5th, 2003 
[29] "SenseB Virtual Reality 3D Software", SenseB web site World Tool Kit, 
http:/iwww.sense8.com/index.html, visited July 8th, 2003 
[30] "SGI — OpenGL Performer: Home Page," Silicon Graphics, 
http://www.s~i.com/software/performer/, visited July 20th, 2003 
[31] "Sojourner Rover Home Page," NASA Science website, 
http://science.ksc.nasa.gov/mars/rover/sojourner.html, visited July 20th, 2003 
[32] "`Think Mars:' Online petition urges manned mission," CNN website, 
htt ://www.cnn.com/ 1999ITECH/s ace/ 12/28/mars. etition/, visited Jul 18th, 2003; p p p y 
[33] "Tomorrow Never Dies", MGM Home Entertainment, 1998 
[34] Uchupi, E., Muck, M., Ballard, R., "Geology of the TITANIC Site and Vicinity," Deep-
Sea Research, 35(7), 1093-1110. 
[35] "U.S. Air Force Fact Sheet: RQ-1 Predator Unmanned Aerial Vehicle," Dept. of the Air 
Force, http://www.af.miUnews/factsheets/RQ_1_Predator_Unmanned_Aerial.html 
visited May 4th, 2003 
[36] "Vehicle Dynamics Analysis, Non Linear (VDANL)," System Tech, 
http:/(www.systemstech.com/vdanll.htm, visited Aug 8th, 2003 
62 
[37] Walter, B., "Virtual Reality Aided Teleoperation," Department of Mechanical 
Engineering, Iowa State University at Ames, Aug 2003 
[38] "X-45 Unmanned Combat Air Vehicle," Defense Advanced Research Projects Agency 
UCAV web site, http://www.darpa.miliucav/, visited July 9t~', 2003 
[39] Yuang, M. et al., "Intelligent Video Smoother for Multimedia Communications," 
Global Telecommunications Conference, 1996. 
63 
ACI~:NOWLEDGMENTS 
There are so many people to thank that it is tough to think of them all. First of all I 
would like to thank Bryan Walter for his hard work and determination throughout the project. 
Even though it is obvious, I certainly couldn't have done this without your help. I would like 
to thank Professor Sannier for his constant encouragement when I would come into his office 
thinking that the sky was falling. I would like to thank Professor Oliver for his 
brainstorming, ideas, and support. Thanks go to Professor Cruz-Neira for the development 
of Juggler and the Cave technologies. I would also like to thank my committee for their 
support in this process and taking time to help me. I would like to thank Kevin Teske for his 
ideas and for his willingness to put up with my constant badgering. I would like to thank 
Jessica, Jon, and my family for their support throughout everything. Finally, I thank all of 
the VRAC people who held doors open for me every time I pushed my computer cart out to 
the atrium, showed interest in our project, and most importantly didn't throw me out a 
window when I was first developing the tank controller. Thank you all ! 
