We present a probability-based metric for semantic consistency using a set of uncertain rules. As opposed to existing metrics for semantic consistency, our metric allows to consider rules that are expected to be fulfilled with specific probabilities. The resulting metric values represent the probability that the assessed dataset is free of internal contradictions with regard to the uncertain rules and thus have a clear interpretation. The theoretical basis for determining the metric values are statistical tests and the concept of the p-value, allowing the interpretation of the metric value as a probability. We demonstrate the practical applicability and effectiveness of the metric in a real-world setting by analyzing a customer dataset of an insurance company. Here, the metric was applied to identify semantic consistency problems in the data and to support decision-making, for instance, when offering individual products to customers.
Introduction
Making use of large amounts of internal and external data becomes increasingly important for companies to gain competitive advantage and enable data-driven decisions in businesses (Ngai, Gunasekaran, Wamba, Akter, & Dubey, 2017) . However, data quality problems still impede companies to generate the best value from data (Moges, van Vlasselaer, Lemahieu, & Baesens, 2016; Witchalls, 2014) . Overall, poor data quality amounts to an average financial impact of $9.7 million per year and organization as reported by recent Gartner research (Moore, 2017) . In particular, 63% of the respondents of a survey by Moges, Dejaeger, Lemahieu, and Baesens (2011, p. 639) indicated that "inconsistency (value and format) and diversity of data sources are main recurring challenges of data quality".
Data quality can be defined as the "agreement between the data views presented by an information system and that same data in the real world" (Orr, 1998, p. 67) . In this regard, data quality is a multidimensional construct comprising different dimensions such as accuracy, consistency, completeness, and currency (Batini & Scannapieco, 2016; Redman, 1996; Zak & Even, 2017) . In the following, we focus on consistency, in particular semantic consistency, as one of the most important dimensions (Blake & Mangiameli, 2011; Shankaranarayanan, Iyer, & Stoddard, 2012; Wand & Wang, 1996) . We define semantic consistency as the degree to which assessed data is free of internal contradictions (cf. also Batini & Scannapieco, 2016; Heinrich, Kaiser, & Klier, 2007; Redman, 1996) .
Contradictions are usually determined based on a set of rules (Batini & Scannapieco, 2006; Heinrich et al., 2007; Mezzanzanica, Cesarini, Mercorio, & Boselli, 2012) . Thereby, a rule represents a proposition consisting of two logical statements, where the first statement (antecedent) implies the second (consequent). For instance, in a database containing master data about customers in Western Existing data quality metrics for semantic consistency are based on rules which are considered as "true by definition" (cf. Section 2). This means that the rules have to be true for all of the assessed data and any violation indicates inconsistent data. Examples for such rules are provided in Figure 1 , which also shows some selected records of a customer database serving as a basis for our discussion:
Fig. 1. "True by Definition" Rules used for assessing Semantic Consistency
Due to the fact that in Western Europe marriage is only legally allowed for people of age 16 and older, for an assessment in the year 2018, a value for year of birth of 2003 (antecedent of the first rule in Figure 1 ) implies the value single for marital status (consequent of the first rule), which is a typical example for a "true by definition" rule. In this case, the value married for marital status of the first record is assessed as inconsistent. However, for the assessment of semantic consistency it can be necessary to also consider rules such as ℎ = 2001 → = (second rule in Figure 1 ). Here, one has to distinguish: On the one hand, violations of such a rule -assessed in 2018 -may indeed indicate an erroneous value which could have resulted from a random or systematic data error (cf. Alkharboush & Yuefeng Li, 2010; Fisher, Lauria, & Matheus, 2009 ). On the other hand, violations may stem from the fact that the rule is not "true by definition", but only fulfilled with a specific probability. For example, some customers may indeed have married at the age of 16. Therefore, a violation of this rule does not necessarily imply that such data is inconsistent and of low quality. This also holds for other years of birth (e.g., ℎ = 1995; third rule in Figure 1 ) or, in general, for other antecedents and consequents or applications where rules cannot be considered as "true by definition". Hence, we are confronted with rules with uncertain consequent, to which we refer as uncertain rules in the following. To the best of our knowledge, none of the existing approaches aiming to measure semantic consistency has considered such relevant uncertain rules yet.
Thus, to (1) consider uncertain rules in a well-founded way and (2) ensure a clear interpretation of the resulting metric values, we propose a data quality metric for semantic consistency based on probability theory. To address uncertain rules, the metric delivers an indication rather than a statement under certainty regarding the degree to which assessed data is free of internal contradictions. We argue that the well-founded methods of probability theory are adequate and valuable to deal with uncertain rules. More precisely, the theoretical basis for determining the metric values are statistical tests and the concept of the p-value, allowing the clear interpretation of the metric values as probabilities.
The remainder of the paper is structured as follows. In the next section, we discuss related work and the research gap. Then, we present a probability-based metric for semantic consistency and outline possible ways to instantiate this metric. In the fourth section, we illustrate the case of an insurance company to demonstrate the practical applicability and effectiveness of the metric. Finally, we briefly summarize the findings and conclude with a discussion of limitations and directions for further research.
Related Work
The data quality dimension consistency is seen "as a multi-faceted dimension" (Blake & Mangiameli, 2009, p. 3) which can be defined in terms of representational consistency, integrity, and semantic consistency (Blake & Mangiameli, 2009 ). Since these three aspects stem from different domains, they overlap in some cases. Representational consistency requires that data are "presented in the same format and are compatible with previous data" (Blake & Mangiameli, 2009; Wang & Strong, 1996) . Integrity is often defined as entity, referential, domain, column, and user-defined integrity (Blake & Mangiameli, 2009; Lee, Pipino, Strong, & Wang, 2004) . Entity integrity requires that data values considered as primary keys are unique and different from NULL. Referential integrity states that, given two relations, if an attribute is a primary key in one of them and is contained as a foreign key in the other one, the non-NULL data values from the second relation must be contained in the first one (Lee et al., 2004) . Domain and column integrity require data values to be part of a predefined domain (e.g., ∈ ℝ + ) and user-defined integrity requires the satisfaction of a set of general rules. Finally, semantic consistency refers to the absence of contradictions between different data values based on a rule set (Blake & Mangiameli, 2009; Heinrich et al., 2007; Lee, Pipino, Funk, & Wang, 2006; Liu & Chi, 2002; Mecella et al., 2002; Mezzanzanica et al., 2012; Redman, 1996; Scannapieco, Missier, & Batini, 2005) .
Generally, semantic consistency is equivalent to user-defined integrity.
In this paper, we focus on semantic consistency due to two reasons. First, assuring semantic consistency is crucial for decision support, as decision-making is typically based on data values. Second, both representational consistency and integrity have already been extensively studied in literature (Blake & Mangiameli, 2009 . Semantic consistency, however, is a field of research which gains more and more importance in the course of growing data volumes and their thorough analysis.
Underlining this importance, literature discusses several data quality problems and root causes which lead to inconsistencies with respect to data values (Kim, Choi, Hong, Kim, & Lee, 2003; Laranjeiro, Soydemir, & Bernardino, 2015; Oliveira, Rodrigues, & Henriques, 2005; Rahm & Do, 2000; Singh & Singh, 2010) . These root causes are typically categorized in two ways. First, referring to the steps in the data management process (i.e., data entry/capturing, data transformation, data aggregation, data processing, etc.). And second, whether inconsistencies are caused by a single source or by multiple sources. Given this, a common and highly relevant root cause for inconsistencies are error-prone operative data entries via one single source (cf. Rahm & Do, 2000; Singh & Singh, 2010) . This may be, for example, a call center employee, the person himself referred to in the considered record (e.g., a customer entering master data via a web application) or a damaged data capturing device (e.g., a malfunctioning sensor). In all these scenarios, inconsistencies regarding, for instance, two data values of a customer record may arise. In the case of a call center employee or the customer himself, it is possible that only one of the two data values is correctly entered or changed. The second data value, however, may be entered or changed erroneously (or not at all). For instance, the value for ℎ may be correctly entered as 2003, the value for , however, may be erroneously entered as . Similarly, parts of a customer's address may be entered incorrectly, leading to an inconsistency. A second prevalent root cause concerns the steps data aggregation and integration in the data management process with respect to multiple sources (e.g., different databases;
cf. Rahm & Do, 2000; Singh & Singh, 2010) . Here, contradictory data values of, for instance, customer records may arise in scenarios in which the same customers are stored in multiple databases of departments and units of a company (e.g., after a merger). Contradictions may result from the integration of attributes or their values, for example when databases are integrated for a coordinated and comprehensive customer management. For instance, in one database, the of a customer may be stored as , but in a second database, the value for of the same customer may not be equal to NULL, indicating that the customer is . Faulty business rules used for data transformation and leading to contradicting data values (cf. Singh & Singh, 2010) constitute another important scenario and root cause among many others, stressing the relevance of semantic consistency.
In the following, for reasons of simplicity, we will use the term consistency instead of semantic consistency. To provide an overview of existing works on metrics for consistency, we concentrate on metrics that are (i) formally defined (e.g., by a closed-form mathematical function) and (ii) result in a numerical metric value representing the consistency of the data values to be assessed. In that sense, we do not consider approaches that aim to identify potentially (in)consistent data values without providing numerical metric values for (in)consistency (e.g., Bronselaer, Nielandt, Mol, & Tré, 2016; Fan, Geerts, Tang, & Yu, 2013; Mezzanzanica et al., 2012) . Table 1 presents existing metrics for consistency satisfying (i) and (ii). They follow the idea that consistency of data values can be determined based on the number of fulfilled rules, with a higher number of fulfilled rules implying higher consistency.
We discuss these metrics with regard to (1) the way they assess consistency and (2) the interpretation of the resulting metric values. Related to (1) the first three rows of Table 1 with the light grey background contain metrics that assign weights to the fulfillment and violation of rules. The next two rows with the white background provide metrics assessing consistency purely as "true" or "false"
regarding the fulfillment and violation of rules. The last two rows with the dark grey background contain metrics relying on conditional functional dependencies (CFDs; Bohannon, Fan, Geerts, Jia, & Kementsietsidis, 2007; Cong, Fan, Geerts, Jia, & Ma, 2007 
Hinrichs (2002) : data value; : number of relevant rules for ; : weights; Alpar & Winkelsträter, 2014; Hinrichs, 2002; Hipp et al., 2001; Hipp et al., 2007; Kübart et al., 2005) assign weights to the fulfillment and violation of rules. The considered rules correspond to association rules. For a given set of records, association rules are implications of the form → that satisfy specified constraints regarding minimum support and minimum confidence (cf. Agrawal, Imieliński, & Swami, 1993; Srikant & Agrawal, 1996) . Thereby, rule support ( → ) is defined as the fraction of records that fulfill both antecedent and consequent of the rule; rule confidence ( → ) denotes the fraction of records fulfilling the antecedent that also fulfill the consequent (cf. Agrawal et al., 1993 ). An example of an association rule is ℎ = 1995 → = . If 80% of the records in the database with ℎ = 1995 also fulfill = and 5% of the records fulfill both ℎ = 1995 and = , it follows that the support of the rule is 5% while its confidence is 80%. To treat the violation of distinct association rules as differently severe when assessing consistency, for example Alpar and Winkelsträter (2014) and Hipp et al. (2007) use the rule confidence ( ) to determine respective weights. In particular, the idea of these authors is to assign a weight of ( ) to the fulfillment of a rule and a weight of − ( ) to its violation. In order to determine consistency concerning several rules and a set of data values, the weights are calibrated and summed up.
While these approaches treat the violation of distinct rules as differently severe (i.e., depending on rule confidence), they assess the fulfillment of a rule to always be an indicator for high consistency by assigning a positive weight (i.e., ( )) to rule fulfillments and vice versa. As only association rules above a chosen minimum threshold for confidence based on the dataset to be assessed are determined, rules below this threshold remain unconsidered in these approaches. However, rules with a lower confidence are also highly relevant for assessing consistency, as they can be an important indicator for inconsistent data. For example, a rule (confidence) stating that 30% of 17-year-olds are stored as being married would certainly help to identify inconsistencies because a much smaller percentage of 17-year-olds is actually married in Western Europe. In addition, solely using the rule confidence based on the assessed data can lead to misleading results if a large part of the data to be assessed is erroneous:
For instance, if 90% of all 17-year-olds are erroneously stored as being married in a database, a corresponding association rule and its rule confidence is determined (given a minimum rule confidence of e.g. 80%). On this basis, however, the 10% of 17-year-olds which are accurately stored as not being married would be considered as inconsistent. More generally, these approaches assess all rules with high confidence as "true by definition" and penalize violations against them as inconsistent.
To conclude, these metrics provide first, promising steps concerning the treatment of violations of distinct rules as differently severe. However, rules with low confidence are ignored and rules with high confidence are seen as "true by definition". Further, the resulting values of these metrics suffer from a lack of clear interpretation (cf. (2)). Indeed, it remains unclear what a particular metric value actually means, obstructing its use for decision support. This is due to the summation of the (calibrated) weights (representing the rule confidences as "measures of consistency"). To illustrate this, we again consider the example of a customer database. A customer record may fulfill some association rules (e.g., the values for zip code and city) and violate others (e.g., the values for marital status and year of birth).
The respective calibrated weights are summed up, but the result of the summation is a real number with no clear interpretation (e.g., in terms of a probability whether the considered record is consistent).
Furthermore, the metric values are, in general, not interval-scaled and do not have a defined minimum and maximum. This may seriously hinder their usefulness for decision support: For example, in a second assessment of the customer data at a later point in time, the mined association rules and their confidence can differ from the first assessment. Then, a higher (or lower) metric value of the same, unchanged record in the second assessment does not necessarily represent higher (or lower) actual consistency. In fact, the consistency of the record may still be the same.
The metrics in the next two rows of Table 1 with the white background (Cordts, 2008; Heinrich et al., 2007; Heinrich & Klier, 2015a; Pipino et al., 2002) assess the consistency of data values only by "true" or "false" statements regarding the fulfillment and violation of the considered rules. On this basis, they provide a clear interpretation of the metric values in terms of the percentage of data values consistent with respect to the considered rules (cf. (2)). These approaches, however, treat all rules equally as "true by definition" and thus have similar limitations as the metrics discussed above.
Finally, the metrics provided in the last two rows of Table 1 with the dark grey background (Abboura et al., 2016; Wang et al., 2016) assess consistency by using CFDs. A CFD is a pair ( → , ) consisting of a functional dependency → (an implication of sets of attributes) and a certain tableau (with ∈ {1, 2, … , }) which specifies values for the attributes in and (cf. Bohannon et al., 2007 for details) . To give an example, stating that records with ℎ = 1995 also fulfill = can be represented by the following CFD: ( ℎ → , 1 ), with 1 containing a row which includes 1995 as value for ℎ and as value for . A probabilistic CFD is a pair consisting of a CFD and its confidence, where support and confidence of a probabilistic CFD are defined analogously to association rules (Golab, Karloff, Korn, Srivastava, & Yu, 2008) . Abboura et al. (2016) define the consistency of an attribute to be the product of the support of a (probabilistic) CFD multiplied by its confidence. The product is taken over all CFDs relevant for the considered attribute. Thus, analogous to the approaches in the first three lines of Table 1 , the approach assesses the considered CFDs as "true by definition" and penalizes violations against them as inconsistent. This results in similar problems as outlined above.
Additionally, the metric values do not provide a clear interpretation (cf. (2)). Wang et al. (2016) propose to determine a minimum subset of tuples in a database which -if corrected -would lead to the database fulfilling all CFDs. Then, the inconsistency of the database is measured by the ratio of the size of this minimum subset in relation to the size of the whole database.
Overall, existing metrics interpret their rules used for assessing consistency as "true by definition" resulting in several limitations. In particular, they do not deal with uncertain rules. Moreover, metrics which treat the violation of distinct rules as differently severe do not ensure a clear interpretation of the metric values. In the next section we address this research gap.
Probability-based Metric for Consistency
In this section, we present our metric for semantic consistency. First, we outline the general setting and the basic idea. Then, we describe methodological foundations which serve as a basis when defining the metric in the following subsection. Finally, we outline possible ways to instantiate the metric.
General Setting and Basic Idea
We consider the common relational database model and a database to be assessed. A relation consists of a set of attributes { 1 , 2 , … , } and a set of records = { 1 , 2 , … , }. The data value of record regarding attribute is denoted by ( , ). In line with existing literature (cf. Section 2), we use a rule set to assess consistency. Rules are propositions of the form : → , where (antecedent) and (consequent) are logical statements addressing either single attributes in or relations between them.
As opposed to existing approaches, we do not treat rules as "true by definition". Rather, we aim to consider uncertain rules that are expected to be fulfilled with specific probabilities.
This allows to determine metric values which represent the probability that the assessed dataset is free of internal contradictions with regard to these uncertain rules. More precisely, for a data value ( , ) in and an uncertain rule , we interpret consistency as the probability that ( , ) is free of contradictions with regard to . A metric that results in a probability guarantees that the metric takes values in [0; 1] and the metric values have a clear interpretation.
The following running example from our application context (cf. Section 4) illustrates the idea of our metric: An insurer strives to conduct a product campaign targeting only married customers younger than 20 years. If the data stored in the customer database is of low quality, wrong decisions and economic losses may result. For instance, if a customer younger than 20 years is erroneously stored as married in the database, contacting him with a product offer will generate costs and may lead to lower customer satisfaction. In case the insurer aims to assess the consistency of its customer database before conducting the campaign, existing metrics for consistency would consider the rule 1 : ℎ > 1998 → = . This rule is selected because it is fulfilled by most people that are younger than 20 years (e.g., 95%), which goes along with a high rule confidence. However, such metrics would assess data regarding a married customer who is younger than 20 years as inconsistent. Thus, the determined metric values could not provide any support within the campaign.
Our metric, in contrast, additionally considers the rule 2 : ℎ > 1998 → = and the probabilities with which 1 and 2 are expected to be fulfilled (e.g., based on census data). In particular, our approach evaluates the actual fulfillment of 1 and 2 in the customer database in comparison to the expected distribution of rule fulfillment. For example, the number of married people that are younger than 20 years is generally low, meaning that 2 is expected to be fulfilled only with a low frequency (e.g., 4.1%). Thus, if 2 is fulfilled similarly infrequently in the customer database (e.g., 4.2%), the corresponding data of married customers is assessed to have a high probability of being consistent.
This interpretation of metric values as probabilities is viable because statistical tests and the concept of the p-value form the methodological foundation for determining the metric values (cf. Section 3.2). Moreover, by assessing consistency as a probability, the metric values for each customer can be integrated in decision support, for instance, into the calculation of expected values. Such a calculation may reveal that targeting a married customer younger than 20 years within the campaign is only beneficial if the consistency of the data of this customer -represented by a probability -is greater than 0.8. Thus, applying the rule 2 , the metric can be used to determine whether this threshold is met (note that this threshold is totally different from rule confidence, as confidence of 2 is only 4.2%).
Methodological Foundations

Uncertain Rules
A rule : → consists of logical statements and , with and describing single attributes or relations between different attributes in . The simplest form of a logical statement is defined as (Chiang & Miller, 2008; Fan et al., 2013) :
Here, < > is one of the attributes and < > is a binary operator such as =, ≥, >, ≠ or _ . Simple logical statements can be linked by conjunction (AND, ∧), disjunction (OR, ∨) or negation (NOT, ¬) to form more complex logical statements. For instance, in the running example, we may have a rule of the following form:
Here, ℎ > 1998, = , = , and ℎ > 1998 ∧ = are logical statements. To determine whether a logical statement is true or false for a record of , it can be applied to by replacing each attribute contained in by ( , ). In other words, the corresponding data values of the record are inserted. We further define the set of records in rendering true as ( , ) ≔ { ∈ | ( ) is }.
As an example, we can apply the antecedent ℎ > 1998 ∧ = and the consequent = of the rule 3 to a record of the database with Thus, ∈ ( , ) and ∈ ( , ).
We call a rule : → relevant for a record ∈ if ∈ ( , ). If is relevant for , we say that fulfills , if ∈ ( , ∧ ), and that violates otherwise. As mentioned above, we consider uncertain rules and not just rules which are "true by definition". To be more precise, an uncertain rule in our context is defined as:
An uncertain rule ( : → , ( )) has two components. It comprises a rule containing the logical statements (antecedent) and (consequent) as well as a number ( ) ∈ [0; 1] representing the probability with which is expected to be fulfilled. The probability ( ) allows to specify the uncertainty of the rule . In contrast to existing approaches, this allows to consider rules that are unlikely to be fulfilled as well as almost certain rules or rules which are "true by definition" (i.e., the special case ( ) = 1) for the assessment of consistency. It is different from the confidence of an association rule as it is not based on the relative frequency of rule fulfillment in the dataset to be assessed. Moreover, the probability ( ) is not used for selecting rules (e.g., with a high probability of being fulfilled), but rather for assessing consistency (the determination of uncertain rules will be outlined in Section 3.4.1).
Using Uncertain Rules for the Assessment of Consistency
Let : → be a rule in the rule set and let be the dataset to be assessed. The rule is expected to be fulfilled with probability ( ). Hence, if the records in ( , ) are consistent with regard to , the application of to such a record can be seen as a Bernoulli trial with success probability ( ), where success is defined as ∈ ( , ∧ ). This is, because applying to a record in ( , ) has only two possible outcomes: The rule can either be fulfilled (with probability ( )) or violated (with probability 1 − ( )). Thus, the Bernoulli trial can be represented by a random variable ( ) resulting in ( )~( ( )):
Similarly, can then be applied to all records in with ∈ ( , ) and the results can be summed up by the random variable
. As a sum of independent Bernoulli-distributed random variables, ( ) follows a binomial distribution with parameters | ( , )| and ( ): ( )~(| ( , )|, ( )). An illustration for such a distribution with parameters 100 and 0.5 is presented in Figure 2 .
Fig. 2. Binomial Distribution
If the records in ( , ) are consistent with regard to and ( ), it follows that Based on this idea, we develop a probability-based metric for consistency founded on the wellknown concept of the (two-sided) p-value in hypothesis testing. Let ′( ) be the relative frequency with which the rule is fulfilled by a relevant record in the dataset . If the relevant records are consistent with regard to , then ′( ) should correspond to ( ) (e.g., 0.5 in Figure 2 ). Thus, in statistical terms, measuring consistency implies testing the null hypothesis 0 : ′( ) = ( ) against the alternative This intuitive understanding is formalized by the two-sided p-value. It represents the probability that a value occurs under the null hypothesis which is equal to or more extreme than the observed value.
For example, in Figure 2 , [ ( )] = 50 and observed value | ( , ∧ )| = 60.
Since the distribution is symmetric, values ≥ 60 and values ≤ 40 are equal to or more extreme than the observed value. Following this, the two-sided p-value is calculated by summing up the probabilities ( ( ) ≥ 60) and ( ( ) ≤ 40), represented by the dark grey bars.
In our case, the observed value is | ( , ∧ )| and the expected value is
. Thus, the p-value represents the probability that, under the null hypothesis, the random variable ( ) yields a value equal to or more extreme than | ( , ∧ )|. Hence, it represents the probability that the assessed records in are free of contradictions with regard to the rule . The two-sided p-value of the random variable ( )~(| ( , )|, ( )) with respect to the observed value | ( , ∧ )| is denoted as follows:
Note that we are aware of the discussion regarding the p-value (cf., e.g., Goodman, 2008) and since this is not the main focus of our paper, we follow the above standard interpretation. The outlined methodological foundations allow for a formal definition of our metric in the next subsection and ensure a clear interpretation of the metric values.
Definition of the Metric for Consistency
Let be a database, ∈ be a record in , be an attribute in , and : → with ( ) ∈ [0; 1]
be an uncertain rule such that is part of and ∈ ( , ∧ ). We define the consistency of the data value ( , ) with regard to as:
This definition ensures that only attributes which are part of the antecedent or consequent and records which fulfill the rule are considered. The metric value ( ( , ), : → ) represents the probability that, if the relevant records are consistent with regard to , the random variable ( ) yields a value which is equal to or more extreme than | ( , ∧ )|.
The metric in Definition (6) measures consistency with regard to a single rule. If multiple rules can be used to assess the consistency of a specific data value, these rules can be aggregated for the assessment. This can be achieved by using conjunctions (AND, ∧). For example, let 1 : 1 → 1 and 2 : 2 → 2 be two rules available for the assessment of the data value ( , ). Then, it holds that ∈ ( 1 ∧ 1 ∧ 2 ∧ 2 ) while is part of 1 or 1 and part of 2 or 2 , respectively.
Thus, instead of the single rules 1 and 2 , the aggregated rule 3 : 1 ∧ 2 → 1 ∧ 2 can be considered and used to assess consistency in a well-founded manner by means of Definition (6). Analogously, an iterative aggregation can be applied if more than two rules are available.
Definition (6) The metric in Definition (6) assesses consistency on the level of data values. On this basis, aggregated metric definitions for records, attributes, relations, and the whole database can be determined. To do so, the weighted arithmetic mean of the metric values of the corresponding data values can be used similarly to, for example, Heinrich and Klier (2011) . This allows the assessment of consistency on different data view levels and to support decisions relying on, for instance, the consistency of as a whole.
Metric Instantiation
In this subsection, we describe how to instantiate our metric. In particular, we describe how uncertain rules can be obtained and how the metric values can be calculated.
Obtaining Uncertain Rules
For the application of the metric, it is crucial to determine an appropriate set of uncertain rules and the corresponding values ( ) for each uncertain rule ∈ . Generally, there are different possibilities to determine this rule set. We briefly describe the following three ways: (i) Analyzing a reference dataset, (ii) Conducting a study, and (iii) Surveying experts. with a high degree of automation. In the following, we exemplarily discuss three possible ways for determining uncertain rules based on a reference dataset.
First, an association rule mining algorithm (Agrawal et al., 1993; Kotsiantis & Kanellopoulos, 2006) can be applied to . The resulting association rules can subsequently be used as input for the metric. Applying an association rule mining algorithm in this context differs from existing works using association rules for the assessment of consistency (e.g., Alpar & Winkelsträter, 2014) . In our context the rules and their confidence are not determined based on the dataset to be assessed itself, but on a reference dataset, which prevents possibly misleading results in case part of the dataset to be assessed is erroneous. Moreover, using an association rule mining algorithm in our context means that uncertain rules with a rule confidence below a chosen threshold for minimum rule confidence are not excluded.
Such rules with low confidence are beneficial for assessing consistency with the metric presented in this paper and, thus, should also be mined. This can be achieved using common association rule mining algorithms (e.g., the Apriori algorithm; Agrawal & Srikant, 1994 ).
Still, it is possible that for a specific data value, no association rule can be used to assess consistency because the data value is not part of an antecedent or consequent in any rule. Thus, we suggest further ways to determine or enhance a set of uncertain rules based on a reference dataset.
As a second way, we propose the use of so-called column rules, which can also be determined in an automated manner. Using column rules to assess the consistency of means that dependencies between different attributes are not considered. These rules consist of a tautological antecedent ⊤ (i.e., the logical statement is always true) and = ( These three ways for obtaining uncertain rules based on a reference dataset were presented because of their general applicability. A large variety of further uncertain rules can be determined, for example by considering fixed attributes in the antecedent or by using different operators. Depending on and the specific application, any of these possibilities (or a combination of them) can be favorable as the dependencies between attributes may vary. For instance, in a context where dependencies of attributes do not have to be analyzed at all, using column rules is promising. Another example is provided in Section 4, where uncertain rules based on a reference dataset from the German Federal Statistical Office are determined. In any of these ways, the relative frequency with which is fulfilled in can be calculated and used as ( ). Thereby, based on both rules and corresponding probabilities of fulfillment can be determined with a high degree of automation. This allows a use of multiple rule sets to focus on different aspects of the data to be assessed or to analyze the specific reasons for inconsistencies in the data (cf. Section 4).
When using a reference dataset for determining rules, the number | ( , ∧ )| of records in fulfilling a rule needs to be sufficiently large to ensure reliable metric values with respect to this rule. To be more precise, the statistical significance of ( ) needs to be assured. If an association rule mining algorithm is used, a suitable minimum support can be fixed to exclude rules based on a non-significant proportion of records. In any case, a statistical test can be applied in order to determine the minimal number of records required such that a rule has a significant explanatory power (cf. Section 4). Moreover, to provide a statistically reliable basis and to circumvent the aforementioned issue, rules can be aggregated (e.g., by using a disjunction). In this way, robust estimations of ( ) can be obtained, allowing the determination of reliable metric values.
Ad (ii): If neither internal nor external reference data is available, conducting a study is a further
possibility. For example, if a customer database is to be assessed, a random sample of the customers can be drawn and surveyed. The survey results can be used to determine appropriate uncertain rules by analyzing the customers' statements. Moreover, the corresponding values of ( ) for each rule can be obtained by analyzing how many of the surveyed customers fulfill the rule. Thus, the input parameters for the metric are provided. As a result of the survey, one obtains quality assured data of the surveyed customers and can also assess the consistency of the data of customers not part of the survey.
Ad (iii):
Another possibility is to use an expert-based approach (similar to Mezzanzanica et al., 2012; Baker & Olaleye, 2013; Meyer & Booker, 2001 ). Here, the idea is to survey qualified individuals. For rules in a customer database of an insurer taking into the account the attributes number of insurance relationships, insurance group and fee paid, insurance experts could be surveyed. Another example concerns very rare events such as insurance exclusions without reimbursement, for which not enough (reference) data is available. The experts can assess which rules are suitable to describe the expected structure of the considered data values and can specify the respective values of ( ) for each rule.
Calculating the Metric Values
Based on a set of uncertain rules with values ( ) for each ∈ , the metric values can be calculated in an automated manner. The values | ( , )| and | ( , ∧ )| can be determined efficiently via simple database queries. In addition, based on the value of ( ), the corresponding binomial distribution can be instantiated. Then, the (two-sided) p-value with regard to | ( , ∧ )| can be calculated in order to obtain the metric values.
In the literature, several different approaches to calculate the two-sided p-value have been
proposed (Dunne, Pawitan, & Doody, 1996) . These include doubling the one-sided p-value and clipping to one, summing up the probabilities less than or equal to the probability of the observed result, and more elaborate ways. In practical applications, for non-symmetric distributions, the approaches to calculate the two-sided p-value may lead to slightly different results. However, the larger the sample size (in our case | ( , )|), the smaller the differences between the results of the different approaches are. This is due to the fact that for ( ) ∈ (0; 1), the binomial distribution converges to the (symmetric) normal distribution (de Moivre-Laplace theorem).
Evaluation
In this section we evaluate (E1) the practical applicability as well as (E2) the effectiveness (Prat, ComynWattiau, & Akoka, 2015) of our metric for consistency in a real-world setting. First, we discuss the reasons for selecting the case of a German insurer and describe the assessed customer dataset. Then, we show how the metric could be instantiated for this case. Subsequently, we present and discuss the results of the application. Finally, we compare the results with those of existing metrics for consistency.
Case Selection and Dataset
The relevance of managing customer data at a high data quality level is well acknowledged (cf. e.g., Even, Shankaranarayanan, & Berger, 2010; Heinrich & Klier, 2015b) . The metric was applied in cooperation with one of the major providers of life insurances in Germany. High data quality of customer master data is critical for the insurer and plays a particularly important role in the context of customer management. However, the staff of the insurer suspected data quality issues due to negative customer feedback (e.g., in the context of product campaigns 
Instantiation of the Metric for Consistency
In Section 3.4.1, we described possibilities to obtain a set of uncertain rules for the instantiation of our metric. In our setting, we were able to use publicly available data from the German Federal Statistical
Office as a reference dataset and thus chose option (i). The German Federal Statistical Office provides aggregated data regarding the number of inhabitants of Germany having a specific marital status. We used the most recent data available, which is based on census data from 2011 and was published in 2014 (German Federal Statistical Office, 2014) . The data is broken down by age (in years) as well as gender and includes all Germans regardless of their date of birth, containing in particular the data of the insurer's customers. Overall, the data from the German Federal Statistical Office seems to be an appropriate reference dataset for our setting and could be used to determine meaningful uncertain rules and the probabilities ( ) for each rule .
As it was our aim to examine consistency of the marital status of customers depending on their age and gender, both attributes age and gender were part of the antecedent of the rules while the attribute marital status was contained in the consequent. To determine a rule set, we proceeded as follows: First, for each marital status m, each gender g and each possible value of age a ∈ ℕ, we specified rules of the following form:
Second, we calculated the probabilities ( , ) based on the data from the German Federal Statistical
Office. Third, starting at an age of 0 years, we systematically aggregated these rules to rules of the form:
Here, 1 , 2 ∈ ℕ (with 1 < 2 ) specify an age group. The aggregation of the rules , was performed to increase the number of records each rule was relevant for. However, age groups also have to be homogeneous and thus, the differences in probabilities of rule fulfillment within an age group were required to not exceed a specific threshold. More precisely, for a given value of 1 , the value 2 was determined to be the maximum of all values ∈ ℕ for which | ( , ) − ( , )| ≤ 0.1 held for all 1 ≤ ≤ . In this way the following rule ̃ for single men between 42 and 49 was obtained:
Afterwards, for each rule ∈ the probabilities ( ) were calculated based on the data from the German Federal Statistical Office. For example, as approximately 26.4% of men between 42 and 49 are single according to the German Federal Statistical Office, this resulted in ()=0.264. Moreover, a statistical test to the significance level of 0.05 was applied to ensure that each rule is based on a statistically significant number of relevant records in both the reference dataset and the customer dataset.
Rules not fulfilling the test were excluded from further analysis to guarantee reliable metric results. This way, 37 different rules and corresponding probabilities were determined.
Each customer record of the insurer belonged to one of the age groups and had the value male or female for the attribute gender and the value single, married, divorced, widowed or civil partnership for the attribute marital status as represented by our rule set. Accordingly, a metric value could be determined for the value of the attribute marital status of each of these records. For instance, to assess the consistency of the marital status single of a 46-year-old male customer , ̃ was used. The calculation of the metric value by means of Definition (6) yielded a consistency of 0.888:
To calculate the two-sided p-value, we doubled the one-sided and clipped to one (Dunne et al., 1996) .
Application of the Metric for Consistency and Results
Having instantiated the metric, we applied the metric to the 2,427 customer records by means of a Java implementation. The results for the marital status widowed seemed particularly interesting and alarming.
Indeed, in contrast to the other marital statuses, analyses for this marital status revealed that the metric values were very low across all customer records. In fact, for the 1,160 records with a marital status of widowed, the metric value was always below 0.001 (cf. This means that for each record, the difference between actual rule fulfillment and expected rule fulfillment was so large that it is very unlikely to have occurred by chance. To be more precise, this probability was less than 0.001 for each record. Thus, with the results being based on a large number of records, consistency of widowed was assessed as very low with high statistical significance. This led to the conclusion that a previously undetected systematic bias had to be present in the customer data. In general, various different reasons could have led to this bias (e.g., a systematic data error such as a large number of young customers erroneously captured and stored as widowed). The bias was likely to cause serious problems for the insurer (e.g., due to negative effects on insurance tariffs and product offerings).
We thus decided to investigate this issue further by analyzing each age group and gender based on the respective metric values, focusing on all rules with marital status = widowed in the consequent. Table 2 illustrates the results of this analysis for all age groups. The first two columns display which customers were taken into account (rule antecedent). The third column shows the relative frequency of fulfillment of the respective rule (i.e., the proportion of customers in this age group and of this gender which had the marital status widowed). The penultimate column specifies the probability of the respective rule based on the data of the German Federal Statistical Office which was determined during the instantiation of the metric. Finally, the last column shows the corresponding metric value for consistency. Obviously, for a marital status of widowed, the bias in the data was so strong that the metric value was below 0.001 in each case. For example, the dataset included 107 female customers of age between 61 and 68 with marital status widowed, which results in a relative frequency of rule fulfillment of 0.435. The corresponding rule was: The probability of this rule, however, was determined to be just 0.143 based on the data of the German Federal Statistical Office (i.e., 14.3% of female customers within that age group were expected to be widowed). Measuring consistency as the probability that the assessed data is free of internal contradictions with regard to this rule results in a metric value of 0.000 (rounded). This means that the actual rule fulfillment was so different from the expected rule fulfillment that it is very likely that a systematic bias was present in the customer data.
The results in Table 2 indicate that the relative frequency of rule fulfillment was considerably higher than the probability of the corresponding rule in each row. This means that a much larger number of customers than to be expected was considered as widowed by the insurer. A systematic bias of this magnitude in the insurer's customer data could result in severe economic losses for the insurer. Thus, we aimed to find the reason(s) for this potential data quality issue.
We suspected that a data capturing problem or a data integration problem might have occurred records had a missing value for this attribute. We chose 2013 as threshold because the insurer data was structured differently from this year on. We created a new rule set including month of acquisition in the antecedent. This rule set was determined analogously to the procedure above (with slightly different age groups due to month of acquisition). For example, the rule for a widowed female customer in age group 55-68 acquired by the insurer in 2013-2016 was then given by:
The probabilities of the rules were again determined based on the German Federal Statistical Office data regarding the respective age, gender and marital status (e.g., 0.108 for the rule in (12)). The results from applying our metric using this new rule set are illustrated in Table 3 . Here, we focus on the age group per gender with the highest number of widowed customers. The first two columns again specify which customers were taken into account. The probability of the rules for this age group and gender based on We discussed our findings with a board member of the insurer. He confirmed that an organizational restructuring had taken place in 2013. It included a revamp of the data capturing process, giving a reason why the customer data from 2013 onwards showed significantly higher consistency.
However, it was not known that a data quality problem concerning the marital status widowed had existed beforehand. This problem was neither recognized nor solved during the restructuring process and thus still persisted in the customer data. Subsequently conducted internal evaluations of the insurer revealed that the marital status of customers had not been captured rigorously in the past and thus its values for customers with a value of month of acquisition before 2013 were not trustworthy. This clarified the too large relative frequency of widowed in the case of a month of acquisition before 2013
(and a missing month of acquisition, indicating an even more erroneous record). Further, the values of our metric for consistency allowed to quantify the too large relative frequency of widowed and to decide whether the deviation was significant. were started in order to rectify erroneous records (and, e.g., prevent unwarranted life insurance payouts).
To do so, employees of the insurer began to analyze old paper-based documents containing customer data. Moreover, the insurer aimed to improve its data quality by contacting customers whose marital status was (highly) probably erroneous as identified by our metric. These initiatives facilitate an improved customer management, for instance regarding the design of future customer campaigns. In particular, a high data quality of the marital status of customers supports to conduct successful campaigns focusing on a specific target group of customers.
In addition, we analyzed the efforts for the instantiation and application of the proposed metric (in the sense of required time) as well as the corresponding benefits in this real-world setting. With respect to efforts, time was required to (i) find and prepare the census data of the German Federal Statistical Office, (ii) calculate the probabilities ( ) based on the census data and conclude the rule set, (iii) assess the consistency by means of the metric and (iv) interpret and discuss the results. To conduct these four steps in our application setting, the following amount of time was necessary: With respect to (i), the data from the German Federal Statistical Office could be easily found online via a quick research.
Due to their clear structure, preprocessing this data was not difficult after an initial familiarization. All in all, step (i) could be completed in one person-day. In another person-day, the rule set including the probabilities ( ) was obtained and discussed. Indeed, the rule set and the probability for each rule could be determined in an automated manner. Based on this rule set, the assessment of the consistency of the dataset (iii) could be performed in less than one second using a Java implementation, which was realized in three further person-days. Of course, this effort is necessary only once and the implementation can be reused in further assessments, even in different application contexts. Finally, the results were interpreted and discussed (iv) both internally and in cooperation with the insurer in the course of two more person-days. Thus, the four steps (i) to (iv) to instantiate and apply the metric including the discussion of the findings resulted in overall efforts of about seven person-days.
These steps could be seen as part of a typical data quality assessment and improvement process (cf., e.g., Wang, 1998 and Figure 3) . Here, in a preceding step, the data quality problems at hand have to be recognized and analyzed before the metric for semantic consistency is applied. For the insurer, this resulted in focusing on the consistency of the customers' marital status depending on their age.
Similarly, in a succeeding step, initiatives to fix identified inconsistencies can be performed. Both complementing steps are related to the particular application context and, for instance, depend on the extent of identified semantic inconsistencies. In the case of the insurer, initiatives were conducted to improve the quality of the customer data to support future campaigns. In this regard, it is important to note that the efforts of the steps (i) to (iv) are reduced if an instantiated metric is reused in future consistency assessments. For example, data of new customers can be assessed using the same rules, probabilities (i.e., ( )) and (tool) implementation. Only after some time (e.g., several years), an update of the underlying census data may become necessary to reflect demographical changes and to thus ensure valid results. However, even in this case, the four steps (i) to (iv) remain the same and the existing implementation can be used, resulting in smaller efforts compared to an initial conduction.
Fig. 3. Core Steps to Instantiate and Apply the proposed Metric
Compared to the efforts for performing the steps (i) to (iv), which can be determined in a straightforward manner, the benefits of both (re)using the metric results (i.e., the resulting probabilities) and (re)using the improved data values are not easy to assess. From a methodological and decisionoriented perspective, both benefits can be estimated by comparing the effects resulting from decisions with respectively without considering the metric results and the improved data quality (for a detailed discussion cf. Heinrich & Hristova, 2016; Heinrich, Hristova, Klier, Schiller, & Szubartowicz, 2018) .
Not having or considering the metric results means that customers who actually have a marital status different from the focused target group are selected for the campaigns. Thus, products are offered to those customers wrongly. This may result in claims, which can be counted, assessed and attributed to a campaign as they arrive, allowing the quantification of their amount and severity. Preventing these claims by taking into account the metric results manifests a first benefit. However, such claims put forward to the insurer will just occur in a small number of cases and constitute only the "tip of the iceberg", as many customers would be annoyed by the campaign conducted based on low data quality,
but not complain at all. The prevention of this decreasing customer satisfaction as a second (soft) benefit is difficult to measure. Moreover, using data values with improved data quality based on applying the consistency metric can lead to further improved decisions. More precisely, customers with corrected marital status can then be addressed in campaigns for which they would otherwise have been disregarded. Product sales being caused by these additionally considered customers constitute a third benefit resulting from fixing identified inconsistencies (thus representing a succeeding effect of applying the metric). In addition, both metric results and improved data quality cannot only be used in a single campaign, but also in future campaigns and customer interactions resulting in further benefits dependent on the particular application context (for a general decision-oriented framework comprising efforts and benefits of data quality assessment, we refer to Heinrich et al. 2018) . Overall, in the case of the insurer, the efficiency can be supported; however, without any doubt efficiency has to be examined individually for each application context.
Comparison of the Results with existing Metrics for Consistency
In order to further evaluate our approach, we also instantiated and applied existing metrics for consistency (Alpar & Winkelsträter, 2014; Cordts, 2008; Heinrich et al., 2007; Heinrich & Klier, 2015a; Hinrichs, 2002; Hipp et al., 2001; Hipp et al., 2007; Kübart et al., 2005; Pipino et al., 2002) transformed all metric values to this interval. This was done so that for each approach, the value 0 resp. 1 represent the minimal resp. maximal determined consistency.
For each approach and setting, we analyzed the minimum, average and maximum metric values over all records with marital status widowed. Regarding the existing approaches, the consistency of the attribute value widowed of the attribute marital status in the dataset is actually assessed to be rather high or even very high. Indeed, all approaches except the ones by Alpar and Winkelsträter (2014) and Hipp et al. (2007) assess the dataset as perfectly consistent or almost perfectly consistent (average metric value of at least 0.991). Even the metric values determined by the approaches of Alpar and Winkelsträter (2014) and Hipp et al. (2007) do not indicate a (critical) consistency problem as the average metric values are still at least 0.689 and thus rather high. Hence, existing approaches do not identify the severe consistency problem existing in the data and acknowledged by the insurer. In contrast, this problem is clearly indicated by the very low metric values (0.000 each as minimum, average and maximum metric value) determined by our approach using uncertain rules. The evaluation results are presented in Table 4 (higher metric values are represented by cells with darker background). To sum up, regarding (E1), the evaluation in a real-world setting demonstrated the practical applicability of our metric for consistency. Publicly available data could be used to determine a rule set with probabilities for each rule and instantiate the metric. Thereafter, the metric could be applied to identify consistency problems in the considered dataset. With respect to (E2), the evaluation also substantiated the effectiveness of our metric. Applying the metric multiple times (for increasingly detailed analyses) led to the identification of specific consistency problems in a real-world customer dataset, which, in comparison, was not supported when using existing metrics for consistency.
Conclusion, Limitations and Future Work
In this paper, we present a probability-based metric for the data quality dimension semantic consistency using uncertain rules. Existing approaches for measuring semantic consistency only consider rules that are "true by definition", which means, the fulfillment of such a rule is always used as an indicator for high consistency. This impedes the consideration of rules that are expected to be not fulfilled for a higher number of data values. For example, a rule which is expected to be fulfilled only rarely, but is actually fulfilled very often in the assessed dataset, is an important indicator for inconsistent data. In addition, "true by definition" rules based on the assessed data can lead to misleading results if, for instance, a large part of the data is erroneous due to a systematic data error. Then the smaller part of accurately stored data values would be considered as inconsistent. Consequently, many consistency problems cannot be detected and assessed. We thus consider uncertain rules in the assessment of consistency by taking into account the probability with which a rule is expected to be fulfilled. This allows to determine a metric value which represents the probability that the dataset to be assessed is free of internal contradictions with regard to uncertain rules. The theoretical foundation for determining the metric values are statistical tests and the concept of the p-value. In particular, the fulfillment of a rule is modeled as a Bernoulli-distributed random variable. On this foundation, our metric is defined as the two-sided pvalue of a binomial distribution. Thus, the metric values can be interpreted as the probability that the data values to be assessed do not contradict the considered rule set. This clear interpretation is relevant to support decision-making based on the metric values. We provide a formal metric definition and present different possibilities for the instantiation of the metric, in particular for determining a rule set.
Further, we evaluate the practical applicability and effectiveness of our metric in a real-world setting by analyzing a customer dataset of an insurance company. Here, our metric could be applied to identify consistency problems in the data, which was not supported when using existing metrics for consistency.
There are also some limitations that may constitute the starting point for future research. To begin with, we evaluated our metric by analyzing a single customer dataset. Future research could, first of all, cover the application of the metric to additional datasets containing master data. Further, an application of the metric to different contexts such as, for example, sensor data is promising as well and has already yielded interesting results in an initial analysis we conducted. Moreover, for our application to the customer dataset, we determined a rule set based on reference data from the German Federal Statistical Office. Other ways to instantiate the metric are also feasible, but may require additional considerations (e.g., how to conduct a cost-efficient survey to determine the rule set). Future research should thus evaluate the application of other types of rules such as association rules, rules obtained by a survey and rules derived by experts. Moreover, the dataset we assessed contained about 2,400 records and is thus not very large. It would be interesting to apply the metric to a larger dataset and compare the results. Another possible path for future research is to develop elaborate aggregation procedures which take the statistical properties of the metric into account. For instance, an aggregation could be defined based on the sum of random variables following a Bernoulli distribution and thus also be interpreted as p-value. Finally, our metric is defined for structured data. However, in general, it can be extended to semi-and unstructured data by applying text mining methods such as inverted term frequency.
