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QUALITATIVE PROPERTIES OF POSITIVE SINGULAR
SOLUTIONS TO NONLINEAR ELLIPTIC SYSTEMS WITH
CRITICAL EXPONENT
RAYSSA CAJU, JOA˜O MARCOS DO O´, AND ALMIR SILVA SANTOS
Abstract. We studied the asymptotic behavior of local solutions for
strongly coupled critical elliptic systems near an isolated singularity. For
the dimension less than or equal to five we prove that any singular solution
is asymptotic to a rotationally symmetric Fowler type solution. This result
generalizes the celebrated work due to Caffarelli, Gidas, and Spruck [1] who
studied asymptotic proprieties to the classic Yamabe equation. In addition,
we generalize similar results by Marques [11] for inhomogeneous context, that
is, when the metric is not necessarily conformally flat.
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1. Introduction
Let g be a smooth Riemannian metric on the unit ball Bn1 (0) ⊂ Rn(n ≥ 3).
In this paper we derive asymptotic behavior for positive singular solutions to
the following class of nonlinear elliptic system with critical exponent defined
inhomogeneous context
(1.1) −∆gui +
2∑
j=1
Aij(x)uj =
n(n− 2)
4
|U| 4n−2ui, for i = 1, 2,
in the punctured ball Ω = Bn1 (0)\{0}. Here U = (u1, u2), ∆g = divg∇ is the
Laplace Beltrami operator of the metric g and A is a C1 map from Ω to Ms2 (R)
the vector space of symmetrical 2× 2 real matrices. We can write A = (Aij)i,j,
where each Aij is a C
1 real valued function. We say that U = (u1, u2) is a
positive solution of (1.1) if each coordinate ui is a positive function for i = 1, 2.
Here |U| denotes de Euclidean norm of U , that is, |U|2 = u21 + u22.
O. Druet and E. Hebey [7] have investigated and proved analytic stability
for strongly coupled critical elliptic systems in the inhomogeneous context of
a compact Riemannian manifold. This kind of coupled system of nonlinear
Schro¨dinger equations are part of important branches of mathematical physics
like in fiber-optic theory and in the behavior of deep water waves and freak waves
in the ocean. See [7] and [8] and the reference therein. The critical systems
(1.1) are weakly coupled by the linear matrix A and strongly coupled by the
1
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Gross–Pitaevskii type nonlinearity in the right-hand side of (1.1). Moreover,
system (1.1) can be seen as a natural generalization of the singular Yamabe
problem for an arbitrary metric.
We also mention the recent work of Z. Chen and C.-S. Lin [6], where they have
studied a different two-coupled elliptic system with critical exponent, although
also is an extension of Yamabe-type equation in the strongly coupled regime.
We call a solution U of (1.1) singular at origin (nonremovable singularity) if
(1.2) lim
|x|→0
|U(x)| = +∞.
For easy reference, we introduce now the following hypotheses on the potential
(H1) The coefficient Aij are nonpositive for any i 6= j, which is equivalent to
say that −A is cooperative.
(H2) In dimension n = 5, there exists a C2-function f such that
A(x) = f(x)Id2 +O(|x|)
near the origin, where Id2 is the identity matrix.
To understand our main result in this work we consider the Fowler solutions
(or Delaunay-type solutions) which are radial solutions of
(1.3) ∆u+
n(n− 2)
4
u
n+2
n−2 = 0 in Rn\{0},
which blow-up at zero. Here ∆ denote the Euclidean Laplacian. By Caffarelli,
Gidas and Spruck in [1], it is well known that any solution to (1.3) with a
nonremovable singularity is rotationally invariant.
In order to derive asymptotic properties for singular positive solutions of (1.1)
it is crucial in our argument to study qualitative properties of the limit system
(1.4) ∆ui +
n(n− 2)
4
|U| 4n−2ui = 0 in Rn\{0}, i = 1, 2,
which is obtained after blowing up the system (1.1). First of all we prove that
any solution of (1.4) is radially symmetric.
Theorem 1.1 (Radial Symmetry). Let n ≥ 3 and U ∈ C2(Rn\{0}) be a
nonnegative singular solution of (1.4). Then U is radially symmetric about
the origin.
Using this theorem we are capable to prove the following classification result
Theorem 1.2 (Classification). Let n ≥ 3 and U ∈ C2(Rn\{0}) be a nonnegative
singular solution of (1.4). Then there exists Λ ∈ S1+ = {x ∈ S1 : xi ≥ 0} and a
Fowler solution u0 such that
U = u0Λ.
We will call a solution of the limit system (1.4) as a Fowler-type solution.
Finally, our main result reads as follows
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Theorem 1.3 (Main Result). Assume 3 ≤ n ≤ 5 and that the potential A
satisfies the hypotheses (H1) and (H2). Let U ∈ C2(Ω) be a positive singular
solution of (1.1). Then there exists α > 0 and a Fowler-type solution U0 such
that
U(x) = (1 +O(|x|α))U0(x) as x→ 0.
As a consequence of Theorem 1.3 we have that any positive solution U for
the system
(1.5) ∆ui +
n(n− 2)
4
|U| 4n−2ui = 0 in Ω, i = 1, 2,
either U can be smoothly extended to the origin or there is a Fowler-type
solution U0 and there is α > 0 such that
U(x) = (1 +O(|x|α))U0(x) as x→ 0.
In [1], L. Caffarelli, B. Gidas and J. Spruck have proved that any positive
solution to
∆u+
n(n− 2)
4
u
n+2
n−2 = 0 in Ω
either it can be smoothly extended to the origin or it is asymptotically to some
Fowler solution u0 when x goes to zero. Later N. Korevaar, R. Mazzeo, F
Pacard and R. Schoen in [9] have improved this result by proving that
u(x) = (1 +O(|x|α))u0(x) as x→ 0,
for some α > 0. F. C. Marques in [11] extended this result to a more general
setting, at least in low dimensions. More precisely, he has proved that Fowler
solutions still serve as asymptotic model to the equation
∆gu− n− 2
4(n− 1)Rgu+
n(n− 2)
4
u
n+2
n−2 = 0 in Ω,
for 3 ≤ n ≤ 5. C. C. Chen and C. S. Lin in a series of works, [2, 3, 4, 10], have
studied local singular solutions to the prescribed scalar curvature equation
∆u+K(x)u
n+2
n−2 = 0,
where K is a positive C1 function defined on a neighborhood around zero.
They have studied conditions on the function K such that the Fowler solution
still serve as asymptotic models. In the spirit of the previous works, the main
motivation of this paper is the question that whether these asymptotic result
could be extended to the system (1.1).
The first task to answer this question is to find an asymptotic model to
the system. In [8], O. Druet, E. Hebey and J. Veto´is have proved that any
nonnegative entire solutions of the system
(1.6) ∆ui + |U|
4
n−2ui = 0 in R
n,
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is of the form U = uΛ, where Λ ∈ S1+ = {(x, y) ∈ R2; x2+ y2 = 1 with x, y ≥ 0}
and u is a entire solution of (1.3). This result motivated us to prove the
classification result to the limit system, Theorem 1.2, which is the asymptotic
model to the system (1.1).
Now let us briefly describe the strategy of the proof of the Theorem 1.3,
which is inspired on the works [9] and [11]. The first step of our proof is to
prove the Theorems 1.1 and 1.2. In Section 2.4, based on this theorems we
can do a carefully analysis of the Jacobi fields to limit System (1.4) similar to
the analysis done in [9]. A key result to the proof of the Theorem 1.3 is the
following fundamental upper bound.
Theorem 1.4. Suppose 3 ≤ n ≤ 5. Assume that U = (u1, u2) is a positive
solution of (1.1) in Ω = Bn1 (0)\{0}. There exists a constant c > 0 such that
(1.7) |U(x)| ≤ cdg(x, 0) 2−n2 ,
for 0 < dg(x, 0) < 1/2.
We use the Method of Moving Planes to prove this upper bound. Also, like
in [11] the difficulty here is the fact that our system (1.1) has no symmetries.
Inspired by the work of F. C. Marques [11] we can overcome this difficulty at
least for lower dimensions. As a consequence, if we assume that the potential
satisfies (H1), we prove a uniform spherical Harnack inequality around the
singularity, see Corollary 3.2.
As a consequence of the upper bound (1.7) we are able to define a Pohozahev-
type invariant as
P (U) = lim
r→∞
P (r,U),
where
(1.8)
P (r,U) =
ˆ
∂Br
(
n− 2
2
〈
U , ∂U
∂ν
〉
− r
2
|∇U|2 + r
∣∣∣∣∂U∂ν
∣∣∣∣
2
+r
(n− 2)2
8
|U| 2nn−2
)
dσ.
Inspired by the works of L. Caffarelli, B. Gidas and J. Spruck in [1], we prove a
removable singularity theorem, proving that this invariant is always nonpositive
and it is equal to zero if and only if the singularity is removable. More precisely,
we prove the following result
Theorem 1.5. Assume 3 ≤ n ≤ 5 and that the potential A satisfies the
hypotheses (H1) and (H2). Let U be a positive solution to the system (1.1)
in Bn1 (0)\{0}. Then P (U) ≤ 0. Moreover, P (U) = 0 if and only if the origin
is a removable singularity.
An important consequence of this result is the
Corollary 1.6. Assume 3 ≤ n ≤ 5 and that the potential A satisfies the
hypotheses (H1) and (H2). Let U be a positive solution to the system (1.1)
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in Bn1 (0)\{0}. If the origin is a nonremovable singularity, then there exists
c > 0 such that
(1.9) |U(x)| ≥ cdg(x, 0) 2−n2
for each i and 0 < dg(x, 0) < 1/2.
Remark 1.7. We can see that Theorems 1.1, 1.2 and 1.4 hold for systems with
any number of equations by using easy modifications of our proofs.
The paper is organized as follows. In Section 2 we use the Method of
Moving Planes to prove that singular solutions of (1.4) are radially symmetric.
Therefore System (1.4) is equivalent to a ODE system which is crucial in our
argument to prove the classification result, Theorem 1.2. We also study growth
properties of the Jacobi fields in order to obtain the asymptotic behavior of
singular solutions of (1.1). In Section 3 we prove the upper bound, Theorem
1.4, Theorem 1.5 and the lower bound, Corollary 1.6 to solutions of (1.1). In
Section 4 we conclude the prove of Theorem 1.3. Precisely, by using a delicate
argument, originally due to Leon Simon and applied in [9] and [11], we apply
the estimates (1.7) and (1.9) to prove that any solution of our System (1.1) is
asymptotically to some Fowler-type solution.
Acknowledgments:
2. Classification result for the limit system
Our main goal in this section is to study some properties of singular
nonnegative solutions U = (u1, u2) to the following system
(2.1) ∆ui +
n(n− 2)
4
|U| 4n−2ui = 0 in Rn \ {0}.
Similarly to the definition for the system (1.1) we say that a solution U of
(2.1) is singular if lim|x|→0 |U(x)| = +∞. It may happen that only one of the
coordinates blows up at the singularity. The above system will be important in
our analysis since its solutions will play a similar role to Fowler solutions in the
singular Yamabe problem.
One of our main result in this section it is the characterization of nonnegative
singular solutions of the limit System (2.1). We will show that any solution of
this system is a multiple of a vector in the unit sphere by a classical Fowler
solution, see Theorem 2.6 below.
2.1. Radial Symmetry. The first step to reach our goal is to show that any
solution of the system (2.1) is radially symmetric. To this end we will use the
Method of Moving Planes.
Theorem 2.1 (Radial Symmetry). Let n ≥ 3 and U = (u1, u2) be a nonnegative
C2 singular solution of the nonlinear elliptic system (2.1). Then U is radially
symmetric about the origin.
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Proof. The proof will follow the argument in [1] and [6]. Without loss of
generality we may assume that lim
|x|→0
u1(x) = +∞. Fix an arbitrary z 6= 0
in Rn. Define the Kelvin transform
Ui(x) =
1
|x|n−2ui
(
z +
x
|x|2
)
, for i = 1, 2.
We see that U1 is singular at zero and z0 = −z/|z|2 and U2 is singular at zero.
Moreover, the Kelvin transform satisfies
(2.2) ∆Ui+
n(n− 2)
4
|U| 4n−2Ui = 0 in Rn \ {0, z0}.
It is easy to see that
Ui(x) = O(|x|2−n) as |x| → ∞
and that each Ui has the following harmonic asymptotic expansion at infinity
Ui(x) = ai0|x|2−n + aijxj |x|−n +O(|x|−n),
∂xjUi = (2− n)ai0xj |x|−n +O(|x|−n),
∂2xkxjUi = O(|x|−n),
where ai0 = ui(z) and aij = ∂yjui(z).
We will show that Ui are axisymmetric with respect to the axis going through
0 and z. Choose a reflection direction orthogonal to this axis and assume
without loss of generality that it is equal to the positive xn direction (0, . . . , 0, 1).
For λ > 0 consider Σλ := {x ∈ Rn : xn > λ} and the reflection
x = (x1, . . . , xn−1, xn) ∈ Σλ 7→ xλ = (x1, . . . , xn−1, 2λ− xn).
Using the asymptotic expansion at infiniy for Ui and Lemma 2.3 in [1], we
see that there exist positive constants λ and R such that for any λ ≥ λ we have
(2.3) Ui(x) < Ui(xλ), for x ∈ Σλ and |xλ| > R.
By Lemma 2.1 in [5] there exists a constant C > 0 such that
(2.4) Ui(x) ≥ C, for x ∈ BR \ {0, z0}.
Since Ui(x) → 0 as |x| → +∞, then by (2.3) and (2.4) we have that there
exists λ0 > λ such that when |x| ≥ 2λ0 − R it holds Ui(x) < C. On the other
hand if x ∈ Σλ and xλ ∈ BR then x /∈ B2λ−R. Thus for every λ ≥ λ0 we have
(2.5) Ui(x) ≤ Ui(xλ), for all x ∈ Σλ and xλ 6∈ {0, z0}.
Let
λ∗ := inf{λ˜ > 0; (2.5) holds for all λ ≥ λ˜}.
It suffices to show that λ∗ = 0. Indeed, this proves that Ui is axisymmetric
with respect to the axis going through 0 and z and since z is arbitrary, each ui
is radially symmetric about the origin.
Suppose by contradiction that λ∗ > 0. Then (2.5) holds for λ = λ∗. Since
U1 goes to infinity when x goes to z0 we see that U1 cannot be invariant by the
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reflection xλ∗ . Then by applying the maximum principle to Ui(xλ∗)− Ui(x) in
(2.2), we conclude that
(2.6) Ui(x) < Ui(xλ∗), for x ∈ Σλ∗ and xλ∗ 6∈ {0, z0}.
Note that 0, z0 6∈ ∂Σλ∗ , since λ∗ > 0.Then applying the Hopf boundary lemma
for x ∈ ∂Σλ∗ we obtain
(2.7) ∂xn(Ui(xλ∗)− Ui(x)) = −2∂xnUi(x) > 0.
Now choose sequences λj ր λ∗ and xj ∈ Σλj such that U1(xjλj ) < U1(xj). By
Lemma 2.4 in [1], we conclude that the sequence |xj | is bounded. Hence passing
to a subsequence we may assume that xj → x ∈ Σλ∗ with U1(xλ∗) ≤ U1(x).
By (2.6) we know that x ∈ ∂Σλ∗ and then ∂xnU1(x) ≥ 0, a contradiction with
(2.7). Therefore, λ∗ = 0. 
Since we proved the radial symmetry of the solutions we will use a change
of variables to approach our problem using ODE analysis. This is the subject
from the next subsection.
2.2. ODE Analysis. If U = (u1, u2) is a solution of the system (2.1), then by
Theorem 2.1 we have that ui(x) depends only on |x|. Let
vi(t) := e
−δtui(e
−tθ), i = 1, 2,
where t = − ln r, θ = x/|x| and δ = (n − 2)/2. Then, it is easy to see that
V = (v1, v2) satisfies the ordinary differential equation
(2.8) v′′i − δ2vi +
n(n− 2)
4
|V | 4n−2 vi = 0, i = 1, 2,
with t ∈ R, vi ≥ 0 and vi ∈ C2(R). Setting wi := v′i this ODE system
transformed into a first order Hamiltonian system{
v′i = wi
w′i = δ
2vi − n(n− 2)
4
|V | 4n−2vi, , i = 1, 2.
Setting W = (w1, w2), we can see that the Hamiltonian energy given by
H(V,W ) =
1
2
(
|W |2 − δ2|V |2 + δ2|V | 2nn−2
)
,
is constant along solutions of (2.8). It does not seem possible to integrate
completely the ODE (2.8), as in the classical case. Besides the Hamiltonian
energy above, it does not seem possible to find other quantities which are
preserved along the trajectories of (2.8). This is the reason why we will rely on
the following approach to prove the Theorem 1.2.
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Since the Hamiltonian energy above is constant along any solution V of the
ODE (2.8), then Ψ(t) := H(V (t), V ′(t)) = K, for some constant K. In fact, by
a direct computation, we easily deduce that
Ψ(t) =
P (r,U)
σn−1
,
where σn−1 is the volume of the unit sphere S
n−1 and P (r,U) is the Pohozaev
integral defined in (1.8). As a consequence it is easy to see that V and |V ′| are
bounded. Indeed, if we suppose that there exists a sequence tn → +∞ such
that |V (tn)| → +∞, we have
1
2
(( |V ′(tn)|
|V (tn)|
)2
− δ2
)
+
δ2
2
|V (tn)|
4
n−2 =
K
|V (tn)|2
which is a contradiction. Similarly, we conclude that |V ′| is bounded.
The first consequence of the radial symmetry of solutions is the fact that each
coordinate ui satisfies the following dichotomy: either it is strictly positive or
it vanishes identically.
Lemma 2.2. Let U be a nonnegative singular solution of the limit system (2.1).
If there exists y ∈ Rn\{0} such that ui(y) = 0, then ui ≡ 0.
Proof. We already know that any solution U of the limit system (2.1) is radially
symmetric. Suppose that there exist y and z in Rn \ {0}, with |z| > |y| and
ui(z) > ui(y) = 0. By the maximum principle from Chen and Lin in [5, Lemma
2.1], we know that
ui(x) ≥ inf
∂B|z|
ui = ui(z) > 0,
for all x ∈ B|z|\{0}, which contradicts the fact that ui(y) = 0. Hence, if there
exists a point y such that ui(y) = 0 then ui must be zero for all z with |z| ≥ |y|.
However, we know that the corresponding function vi is a solution for the ODE
system (2.8), and by the uniqueness of solutions to the ODE system, it would
be identically zero. 
In order to prove the classification result, we will need the following technical
results.
Lemma 2.3. If vi has a limit Ci at +∞ or −∞, then Ci ≤
(
n−2
n
)n−2
4 . Moreover,
if Ψ(t) = K ≥ 0, then Ci = 0.
Proof. Assume that lim
t→+∞
v1(t) = C1 > 0. For each coordinate consider
a sequence of translates vi,k(t) = vi(t + k). By (2.8), up to passing to a
subsequence, we may assume that v1,k → C1 and v22,k → w ≥ 0 uniformly
in compacts with respect to the C2 topology. Thus
−δ2C1 + n(n− 2)
4
(C21 + w)
2
n−2C1 = 0,
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which implies that C1 ≤
(
n−2
n
)n−2
4 and w is also constant, C2 for example. This
implies that
K = −δ
2
2
|C|2 + δ
2
2
|C| 2nn−2 ≥ 0,
where C = (C1, C2). Therefore, Ci = 0. 
Now, for each i define the auxiliary functions fi : R→ R by
(2.9) fi(t) := −1
2
(v′i(t))
2 +
δ2
2
vi(t)
2 − δ
2
2
vi(t)
2n
n−2 .
By (2.8) it is easy to see that
f ′i(t) =
δ2
2
(
|V | 4n−2 (t)− vi(t)
4
n−2
)
vi(t)v
′
i(t).
Since |V | ≥ vi, then the monotonicity of fi is exactly the same as the
monotonicity of vi. This monotonicity property is very important and it will
be used in the sequel.
Lemma 2.4. For all t in R we have that
vi(t) < 1.
Proof. Suppose by contradiction that the result is not true. By Lemma 2.3
there exists a local maximum point t0 ∈ R of v1 such that v1(t0) ≥ 1. This
implies that
f1(t0) =
δ2
2
v21(t0)−
δ2
2
v1(t0)
2n
n−2 ≤ 0.
We claim that there exists t1 > t0 such that v
′
1(t) < 0 for t ∈ (t0, t1) and v′1(t1) =
0. Otherwise it would follow from Lemma 2.3 that v1 ↓ C1 ≤ ((n − 2)/n)n−24
and f1(t) ↓ −C < 0 as t goes to +∞. Then we have that v′1(t)→ 0 as t goes to
+∞ and so
0 > −C = δ
2
2
C21 −
δ2
2
C
2n
n−2
1 > 0,
which is a contradiction. Hence there exists such t1 and it satisfies v
′′
1(t1) ≥ 0.
On the other hand
f1(t1) =
δ2
2
v1(t1)
2 − δ
2
2
v1(t1)
2n
n−2 < f1(t0) ≤ 0,
namely v1(t1) > 1 which implies from (2.8) that v
′′
1 (t1) < 0, which is again a
contradiction. Therefore, such t0 can not exist. 
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2.3. Classification Result. In the beggining of this section, we mentioned
that the solutions of our limit system play a similar role to the Fowler solutions
in the singular Yamabe problem. We will summarize briefly basic properties
about Fowler solutions.
Remember that a positive function u is a Fowler or Delaunay-type solution
if it satisfies
(2.10) ∆u+
n(n− 2)
4
u
n+2
n−2 = 0 in Rn \ {0}.
It is well known by [1, Theorem 8.1] that u is rotationally invariant, and
thus the equation can be reduced to an ODE. Since Rn\{0} is conformally
diffeomorphic to a cylinder, relative to the cylindrical metric this equation
becomes
(2.11) v′′ − (n− 2)
2
4
v +
n(n− 2)
4
v
n+2
n−2 = 0.
The analysis of this equation can be done by converting into a system of first
order equations {
v′ = w
w′ =
(n− 2)2
4
v − n(n− 2)
4
v
n+2
n−2 .
whose Hamiltonian energy, given by
H(v, w) = w2 − (n− 2)
2
4
v2 +
(n− 2)2
4
v
2n
n−2
is constant along solutions of (2.11).
By examining the level curves of the energy, we see that all positive solutions
lies in the bounded set {H < 0}∩{v > 0}. The basic properties of this solutions
are summarized in the next proposition whose proof can be found in [12].
Proposition 2.5. For any H0 ∈ (−((n − 2)/n)n/2(n − 2)/2, 0), there exists
a unique bounded solution of (2.11) satisfying H(v, v′) = H0, v
′(0) = 0 and
v′′(0) > 0. This solution is periodic and for all t ∈ R we have v(t) ∈ (0, 1).
This solution can be indexed by the parameter ε = vε(0) ∈ (0, ((n−2)/n)(n−2)/4),
which is the smaller of the two values vε assumes when v
′
ε(0) = 0.
In [8], Druet, Hebey and Veto´is have proved a characterization result for
entire solutions in Rn for the limit system (2.1). They proved that any solution
in Rn of the equation (2.1) is of the form uΛ, where u is a entire solution of
the equation (2.11) and Λ = (x, y) with x2 + y2 = 1 and x, y > 0. Inspired
by their result, we may ask whether a similar description holds in the singular
case. Indeed, we will prove that every nonnegative singular solution of (2.1) is a
Fowler solution, up to a vector in the unit sphere with nonnegative coordinates.
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Theorem 2.6. Suppose that U is a nonnegative singular solution for (2.1).
Then there exists Λ ∈ S1+ and a Fowler solution u such that
U = uΛ.
where S1+ = {x ∈ S1 : xi ≥ 0}
Proof. We will prove the result in the case where v1 and v2 are positive solutions
since otherwise the result follows directly from Lemma 2.2.
Let V = (v1, v2) be a solution for (2.8) obtained from U after the change of
variables of Fowler. We know that it satisfies
v′′i − δ2vi +
n(n− 2)
4
|V | 4n−2 vi = 0, t ∈ R.
From this, we can note that
v′′1v2 = v1v
′′
2
which implies
v′1v2 − v1v′2 = c = constant.
Suppose that c 6= 0. Without loss of generality we can assume that c > 0. Since
V is bounded, then by Lemma 2.4 we obtain(
v1
v2
)′
=
c
v22
≥ c
which is a contradiction, since the quotient will be a monotone function and
thus it would assume negative values. Therefore we conclude that(
v1
v2
)′
= 0
and so v1/v2 = η is constant. It follows that
V = (v1, v2) = (ηv2, v2) = (η, 1)v2 =
√
1 + η2v2
(
η√
1 + η2
,
1√
1 + η2
)
and a direct computation shows that v0 =
√
1 + η2v2 is a Fowler solution.

This result will be extremely important in the study of the Jacobi fields.
The Theorem 2.6 will be very useful to simplify the analysis of the linearized
system. Also it will allow us to use all the properties of Fowler solutions that
we described previously.
Let us mention some important consequences of the Theorem 2.6. The first
result is concerns the singularity of the solutions.
Corollary 2.7. Let U = (u1, u2) be a positive singular solution to the equation
(2.1). Then lim
|x|→0
ui(x) = +∞, for i = 1, 2.
The second direct consequences is the following
12 R. CAJU, J.M. DO O´, AND A. SANTOS
Corollary 2.8. If U is a nonnegative singular solution to the system (2.1), then
there exist positive constants c1 and c2 such that
(2.12) c1|x| 2−n2 ≤ |U(x)| ≤ c2|x| 2−n2 .
To understand the third and last consequence, given a solution U of (2.1)
consider, It is an easy computation to see that
(2.13) P (r,U) = P (s,U),
for any r and s, where P (r,U) is defined in (1.8). Hence we can denote it by
P (U) which is called the Pohozaev invariant of the solution U . Besides note that
by the classification result, there exist a Fowler solution u0 and an unit vector
Λ = (Λ1,Λ2) with nonnegative coordinates, such that U = u0Λ. Consequently
P (U) coincides with the Pohozaev invariant of u0 as defined in [1] and we obtain
the following important result
Corollary 2.9. Let U = (u1, u2) be a nonnegative solution of (2.10). Then
P (U) ≤ 0. Moreover, P (U) = 0 if and only if, ui ∈ C2(Rn), for all i.
2.4. Jacobi Fields for the Limit System. In the study of the asymptotic
behavior of the solution to the singular Yamabe problem, N. Korevaar et al.
[9] and F. Marques [11] have used the growth properties of Jacobi fields as a
tool to obtain properties of the singular solutions. In order to prove our main
theorem, we need to do a similar analysis. In this case we are going to linearize
the equation about a solution given by Theorem 2.6. In order to do this, let us
first recall some details about the analysis in the simple case.
Let us briefly describe the analysis done in [9]. Consider the equation (2.10)
which using the cylindrical coordinates change is equivalent to
(2.14) ∂2t v +∆Sn−1v −
(n− 2)2
4
v +
n(n− 2)
4
v
n+2
n−2 = 0,
where u(x) = |x| 2−n2 v( x
|x|
,− log |x|). The authors in [9] considered the
linearization of the operator in (2.14) around a Fowler solution vε which is
given by
(2.15) Lε = ∂
2
t +∆Sn−1 −
(n− 2)2
4
+
n(n + 2)
4
v
4
n−2
ε .
Since the above operator has periodic coefficients, it could be studied using
the classical Flocquet theory or also by separation of variables, see [14]. The
elements in the kernel of the linearized operator Lε, that is, the functions ψ
satisfying Lεψ = 0, are called Jacobi Fields. The linearization (2.15) was
studied using results due to R. Mazzeo, D. Pollack and K. Uhlenbeck in [13]
based on the spectral decomposition of the laplacian operator ∆Sn−1 .
If {λk,Xk(θ)} are the eigendata of ∆Sn−1 , using the convention that this
eigenvalues are listed with multiplicity, we can write λ0 = 0, λ1 = · · · = λn =
NONLINEAR ELLIPTIC SYSTEMS WITH CRITICAL EXPONENT 13
n−1, λn+1 = 2n and so on. Hence the linearized operator could be decomposed
into many ordinary differential operators given by
(2.16) Lε,k = ∂
2
t +
(
n(n+ 2)
4
v
4
n−2
ε − (n− 2)
2
4
− λk
)
.
With the decomposition of the laplacian in terms of the eingenvalues, it
is sufficient consider solutions to the induced problems Lε,k(ψk) = 0, where
ψ(t, θ) =
∑
k ψk(t)χk(θ). To the first eingenvalue λ0 = 0, we consider the
families of solutions to (2.14) given by
(2.17) T → vε(t+ T ) and ε→ vε(t),
then differentiate these families with respect to the parameters we obtain
solutions to (2.16) for k = 0 given by
ψ+ε,0(t) =
d
dT
vε(t+ T ) = v
′
ε(t+ T ), ψ
−
ε,0(t) =
d
dε
vε(t)
which are linearly independents Jacobi fields with periodic and linearly growth,
respectively.
Using a similar construction for λk = n− 1 , they were able to build linearly
independent solutions ψ±ε,k that are exponentially increasing and decreasing.
Finally when k > n + 1, we known that the term of zero order of the operator
in (2.16) is negative, since λk ≥ 2n and vε < 1, which implies that Lε,k satisfies
the maximum principle.
Once we have listed the aforementioned properties, we can begin the study
of the system (2.1). Consider the operator in cylindrical coordinates H(V ) =
(H1(V ), H2(V )) where
(2.18) H i(V ) = ∂2t vi +∆Sn−1vi −
(n− 2)2
4
vi +
n(n− 2)
4
|V| 4n−2 vi.
The linearization of this operator on a solution V0 = (v0,1, v0,2) is given by
L(φ) = (L1(φ),L2(φ)) where
Li(φ) = ∂
∂t
∣∣∣∣
t=0
H i(V0 + tφ) = ∂
2
t φi +∆Sn−1φi −
(n− 2)2
4
φi
+
n(n− 2)
4
(
4
n− 2 |V0|
4
n−2
−2〈V0, φ〉v0,i + |V0| 4n−2φi
)
,
where φ = (φ1, φ2). However, by the Theorem 2.6 there exists a Fowler solution
vε and Λ = (Λ1,Λ2) ∈ S1 with Λi > 0 such that V0 = vεΛ. Using this, the
operator Li can be simplified and written as
(2.19)
Liε(φ) = ∂2t φi +∆Sn−1φi −
(n− 2)2
4
φi + nΛi〈Λ, φ〉v
4
n−2
ε +
n(n− 2)
4
v
4
n−2
ε φi.
Now we will study the Jacobi fields to the system (2.1), that is, solutions of
the linear ODE system Lε(φ) = 0.
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Similarly to the case of a single equation, we consider the spectral
decomposition of the operator ∆Sn−1 . Let φ = (φ1, φ2) be a solution of Lε(φ) = 0
and consider φi(θ, t) =
∑
φik(t)Xk(θ). Then φik satisfies
Lε,kφik + nΛi〈Λ, (φ1k, φ2k)〉v
4
n−2
ε +
n(n− 2)
4
v
4
n−2
ε φik = 0,
where Lε,k = ∂2t − (λk + (n−2)
2
4
).
In the one equation case we saw that the two linearly independent fields
were obtained as derivatives of one-parameter families of solutions of (2.18).
However, since we are dealing with an ODE linear system of second order with
two equations, we expect to obtain four linearly independent Jacobi fields.
Consider the following one-parameter families of solutions to the system (2.1)
in cylindrical coordinates
T → vε(t+ T )Λ and ε→ vεΛ.
The derivatives of this families provide us the solutions φ1ε,0 = ψ
+
ε,0Λ and
φ2ε,0 = ψ
−
ε,0Λ, where ψ
±
ε,0 are the previously described linearly independents
Jacobi fields for one equation. Consequently φ1ε,0 and φ
2
ε,0 are also linearly
independent and they are periodic and linearly growth, respectively.
Observe that there is another trivial one-parameter family of solutions to
(2.1). In fact, let Λ(α) = (cosα, sinα) with Λ(0) = Λ be a path in the sphere
and consider the family
α→ vε Λ(α).
If we differentiate this family with respect to the parameter we get a third
Jacobi field φ3ε,0 = vεΛ which is a periodic function, where Λ 6= 0 is orthogonal
to Λ. We automatically have that {φ1ε,0, φ2ε,0, φ3ε,0} is a linearly independent set.
Unfortunately, we are only able to construct the fourth Jacobi Field in an
indirect way. First observe that vε satisfies Lε,0vε = 0, where
(2.20) Lε,0 := ∂
2
t −
(n− 2)2
4
+
n(n− 2)
4
v
4
n−2
ε .
Since this operator is linear we know that there exists a solution φ−ε,0 to (2.20)
which is linearly independent to φ+ε,0 := vε. Define φ
4
ε,0 = φ
−
ε,0Λ. It is easy to
see that Lε,0(φ4ε,0) = 0. Observe that Lε,0 < Lε,0. Using standard methods of
comparison of solutions to ODE, we obtain that the growth of φ−ε,0 is at most
linear, see [9].
Therefore we constructed four linearly independent Jacobi fields to the system
(2.19) with respect to the first eigenvalue.
Based on the above construction, for the higher eigenvalues λk the Jacobi
fields is given by φ1k = ψ
+
ε,kΛ, φ
2
k = ψ
−
ε,kΛ, φ
3
k = φ
+
ε,kΛ and φ
4
k = φ
−
ε,kΛ where ψ
±
ε,k
are the original solutions constructed for one equation which we already know
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the growth, see [9], and φ±ε,k are solutions of
Lε,k = ∂
2
t +
n(n− 2)
4
v
4
n−2
ε − (n− 2)
2
4
− λk
We know that the zero order term of the above operator is negative when k > 0
since vε < 1 and λk ≥ n − 1 for such k. This implies that Lε,k satisfies the
maximum principle, so we are able to determine the growth of these fields,
concluding our analysis.
3. Coupled elliptic system in the punctured ball
Let g be a smooth Riemannian metric on the unit ball Bn1 (0) ⊂ Rn with
n ≥ 3. Consider a positive solution to the system
(3.1) −∆gui +
2∑
j=1
Aij(x)uj =
n(n− 2)
4
|U| 4n−2ui
in the punctured ball Ω = Bn1 (0)\{0}. Here A is a C1 map from the unit ball
centered in the origin to the vector space of symmetrical 2×2 real matrices and
−A is cooperative, that is, the components in the nondiagonal Aij of A, i 6= j,
are nonpositive.
3.1. Upper and lower bounds near a singularity. In this section we will
obtain upper and lower bounds for solutions to our system defined in the
punctured ball. Since there exist a diffeomorphism between the half cylinder and
the punctured ball it will be more convenient work in cylindrical coordinates.
Explicitly, the diffeomorphism Φ : (R × Sn−1, gcyl = dt2 + dθ2) → (Rn\{0}, δ)
is given by Φ(t, θ) = e−tθ with inverse Φ−1(x) = (− log |x|, x|x|−1). One also
verifies that Φ∗δ = e−2tgcyl.
Define vi(t, θ) = |x|n−22 ui(x) and gˆ = e2tΦ∗g = (en−22 t)
4
n−2Φ∗g. Using that
(3.2) L
v
4
n−2 g
(u) = v−
n+2
n−2Lg(vu),
where the linear operator Lg = ∆g − n−24(n−1)Rg is the conformal Laplacian, we
obtain that the system (3.1) is equivalent to
(3.3) Lgˆ(vi)−
2∑
j=1
Bijvj +
n(n− 2)
4
|V| 4n−2 vi = 0,
where
(3.4)
Lgˆ(vi) = ∆gˆvi − n− 2
4(n− 1)(Rgˆ − e
−2tRΦ∗g)vi,
Bij = e
−2tAij ◦ Φ
and V = (v1, v2).
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It is also useful to remember that in cylindrical coordinates we have
(3.5) Rgˆ − e−2tRΦ∗g = (n− 2)(n− 1) + 2(n− 1)e−t∂r
√|g|√
|g| ◦ Φ.
The proof of the next result is strongly based on [11].
Theorem 3.1. Suppose 3 ≤ n ≤ 5. Assume that U = (u1, u2) is a positive
solution of (3.1) in Ω. There exists a constant c > 0 such that
(3.6) |U(x)| ≤ cdg(x, 0) 2−n2 ,
for 0 < dg(x, 0) < 1/2.
Proof. Given x0 ∈ Ω with dg(x0, 0) < 1/2 and s ∈ (0, 1/4) such thatBs(x0) ⊂ Ω,
define
f(x) = (s− dg(x, x0))n−22 |U(x)|,
for x ∈ Bs(x0). It suffices to show that there exists a positive constant C such
that any such f satisfies f(x) ≤ C in Bs(x0). To see this, for s = |x0|2 , we have
f(x0) = s
n−2
2 |U(x0)| ≤ C.
The proof is by contradiction. So assume there is no such constant C. Then
we can find a sequence of points x0,k and positive numbers sk such that, if x1,k
denotes the maximum point of the corresponding fk, we have
fk(x1,k) = (sk − dg(x, x0,k))n−22 |U(x1,k)| → ∞.
Note that, 0 < sk < 1/4 implies that sk − dg(x, x0,k) < 1/4. This implies that
(sk−dg(x, x0,k))n−22 < 22−n and therefore 2n−2fk(x) < |U(x)|. Then we conclude
that |U(x1,k)| → ∞ and consequently x1,k → 0.
Let εk = |U(x1,k)|−
2
n−2 and define
u˜i,k(y) = ε
n−2
2
k ui(expx1,k(εky)).
for i ∈ {1, 2}. Note that |U˜k(0)| = 1, where U˜i = (u˜1,k, u˜2,k). Also note that the
function u˜i,k is defined for all y such that |y| ≤ ε−1k (sk−dg(x0,k, x1,k)). Moreover,
if dg(x, x1,k) ≤ rk := (sk − dg(x0,k, x1,k))/2 then dg(x, x0,k) − dg(x0,k, x1,k) ≤
dg(x, x1,k) ≤ rk. This implies that dg(x, x0,k) ≤ sk + (−sk + dg(x0,k, x1,k))/2.
Thus rk ≤ sk − dg(x, x0,k). Therefore
r
n−2
2
k |U(x)| ≤ fk(x) ≤ fk(x1,k) = (2rkε−1k )
n−2
2 = (2rk)
n−2
2 |U(x1,k)|,
that is,
|U(x)| ≤ 2n−22 |U(x1,k)|
for all x with dg(x, x1,k) ≤ rk. This implies that
u˜i,k(y) = |U(x1,k)|−1ui(expx1,k(εky)) ≤ |U(x1,k)|−1|U(x)| ≤ 2
n−2
2 ,
for all y with |εky| ≤ rk, that is, |y| ≤ rkε−1k →∞.
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Now, if we define (g˜k)lm(y) := glm(εky), then we have
(3.7) −∆g˜k u˜i,k(y) + ε2k
2∑
j=1
A˜kij(y)u˜j,k(y) =
n(n− 2)
4
|U˜k(y)|
4
n−2 u˜i,k(y),
where A˜kij(y) := Aij(εk)(εky). Standard elliptic theory then implies that, after
passing to a subsequence, that {u˜i,k}k converge in C2 norm on compact subsets
of Rn to a positive solution ui,0 to
∆ui0 +
n(n− 2)
4
|U0|
4
n−2ui,0 = 0,
which satisfies |U0(0)| = 1 and ui,0(y) ≤ 2n−22 for every y ∈ Rn. By a theorem
due to Druet and Hebey [7], we can conclude that there exists a ∈ Rn, λ > 0
and Λ ∈ S1+ such that
U0(y) =
(
2λ
1 + λ2|y − a|2
)n−2
2
Λ.
Since |U0(0)| = 1, we conclude that |a| ≤ 1 and λ ∈ [1/2, 1].
Now, note that U0 has a nondegenerate maximum point at a. Then we
conclude that there is a sequence yk → a such that yk is a nondegenerate
maximum point of |U˜k|. We can assume |yk| ≤ 2 and therefore there will be a
corresponding local maximum point x2,k of |U| satisfying dg(x2,k, x1,k) ≤ 2εk.
If we redefine the functions u˜i,k replacing x1,k by x2,k we get as before that a
subsequence {u˜i,k}k converge in the C2 norm on compact subsets of Rn to
U0(y) =
(
1
1 + 1
4
|y|2
)n−2
2
Λ.
Note that, by construction, we have that |x2,k| < 7/8, so we can consider
u˜i,k as defined for |y| ≤ 116ε−1k , with a possible singularity at some point on the
sphere of radius |x2,k|ε−1k →∞, where now εk = |U(x2,k)|−
2
n−2 .
Let us introduce
vi,k(t, θ) = |y|n−22 u˜i,k(y),
where t = − log |y| and θ = y
|y|
. These functions are defined for t > log( 1
16
ε−1k ),
with a singularity at some point (t′k, θ
′
k), t
′
k = log(|x2,kε−1k |). Now define,
V0(t) = |y|n−22 U0(y) =
(
et +
1
4
e−t
) 2−n
2
Λ.
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Since U˜k → U˜0 in the C2loc topology, we know that given R > 0 the inequalities
|Vk(t, θ)− V0(t)| ≤ R−1e 2−n2 t,
|∂tVk(t, θ)− V ′0(t)| ≤ R−1e
2−n
2
t,
|∂2t Vk(t, θ)− V ′′0 (t)| ≤ R−1e
2−n
2
t,
|∂θlVk(t, θ)| ≤ R−1e
2−n
2
t,
|∂2θlθmVk(t, θ)| ≤ R−1e
2−n
2
t
are satisfied for t > − logR and sufficiently large k.
In particular
(3.8)
∂tvj,k(− log 3n, θ) = 2− n
2
(
(3n)−1 +
3n
4
) 2−n
2
(
1
3n
− 3n
4
)
− R−1(3n)n−22 > 0,
for all θ ∈ Sn−1 and for R > 0 large enough.
For δ > 0 a fixed small number to be chosen later, define
Γk = [log(δε
−1
k ),∞)× Sn−1.
Since U˜k → U0 in the C2loc topology and
|V0(log(δε−1k ))| =
(
δ−1εk +
δε−1k
4
) 2−n
2
≥ c(δ) > 0,
then we obtain
|Vk(log(δε−1k ))| ≥ c(δ) > 0.
We will apply the Alexandrov technique to vi,k on the region Γk reflecting
across the spheres {λ} × Sn−1. To simplify the notation we will drop the
subscript k.
Define Γλ = [− log(δε−1), λ], gˆλ the pull-back of the metric gˆ by the reflection
across the sphere {λ} × Sn−1, v = v1 + v2, vi,λ(t, θ) = vi(2λ − t, θ) and
vλ(t) = v(2λ− t, θ).
By (3.3) we can write
(3.9)
Lgˆ(vi − vi,λ)−
2∑
j=1
Bij(vj − vj,λ) + n(n− 2)
4
|V| 4n−2 vi − n(n− 2)
4
|Vλ|
4
n−2 vi,λ
= (Lgˆλ − Lgˆ)vi,λ −
2∑
j=1
(Bλij − Bij)vj,λ.
Note that
|V| 4n−2 v − |Vλ|
4
n−2 vλ =
2∑
i
biλ(vi − vi,λ),
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where
biλ = v(vi + vi,λ)
|V| 4n−2 − |Vλ|
4
n−2
|V|2 − |Vλ|2 + |Vλ|
4
n−2 > 0.
By (3.9) we have
Lgˆ(v1 − v1,λ, v2 − v2,λ) +
2∑
i
biλ(vi − vi,λ) = Qλ,
where
(3.10) Qλ = (Lgˆλ −Lgˆ)vλ +
2∑
i,j=1
(Bλij − Bij)vj,λ
and
(3.11) Lgˆ(w1, w2) = Lgˆ (w1 + w2)−
2∑
i,j=1
Bijwj.
Claim 1: There exists a constant c1 > 0, not depending on δ, such that
|Qλ(t, θ)| ≤ qλ(t) = c1ε2en−62 te(2−n)λ.
We observe that
∂r
√
|g|√
|g|
= O(|x|) and vλ(t) = O(e 2−n2 (2λ−t)). This and (3.5)
implies that
|Rgˆλ − e−2tRΦ∗g˜λ − (Rgˆ − e−2tRΦ∗g˜)| vλ(t, θ) ≤ Cε2e−2te
2−n
2
(2λ−t)
= Cε2e
n−6
2
te(2−n)λ.
Since gˆ = e2tΦ∗g˜ and g˜ij = δij + O(ε
2|y|2) in normal coordinates, then
gˆ = dt2 + dθ2 +O(ε2e−2t). It follows that
|(∆gˆλ −∆gˆ)vλ| ≤ Cε2e
n−6
2
te(2−n)λ.
Also by (3.4) we have∣∣∣∣∣
2∑
i,j=1
(Bλij − Bij)vj,λ
∣∣∣∣∣ ≤ Cε2en−62 te(2−n)λ,
proving the first claim.
Claim 2: Suppose 3 ≤ n ≤ 5, and let γ > 0 be a small number. Then
there exists a family of functions (h1λ(t), h2λ(t)), defined on Γλ, satisfying the
following properties
hi,λ(λ) = 0;(3.12)
hi,λ ≥ 0;(3.13)
Lgˆ(h1,λ, h2,λ) ≥ Qλ;(3.14)
hi,λ ≤ vi − vi,λ, if λ is sufficiently large(3.15)
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and
(3.16) hλ(− log(δε−1)) ≤ c3max
{
ε
n−2
2 , ε
6−n
2
−γ
}
,
where hλ = h1λ + h2λ, for some positive constant c which depends only on δ.
Remember that gˆ = e
2−n
2
tΦ∗g˜, then by (3.2) we obtain
Lgˆf = e
−n+2
2
tLΦ∗g˜(e
n−2
2
tf) = e−
n+2
2
t
(
∆g˜(|y| 2−n2 f˜)− n− 2
4(n− 1) |y|
2−n
2 Rg˜ f˜
)
◦ Φ,
where f˜ = f ◦ Φ−1. Hence
Lgˆf = Lgˆf + n− 2
4(n− 1)e
−2tRΦ∗gf = e
−n+2
2
t∆g˜(|y| 2−n2 f˜) ◦ Φ.
So, if f depends only on t, then we can use the laplacian to the radial functions
to obtain that
Lgˆf = f ′′ +O(ε2e−2t)− f ′
((
n− 2
2
)2
+O(ε2e−2t)
)
f.
Besides by (3.4) we obtain Bij = O(ε
2e−2t). Thus, if f = f1 + f2, then
Lĝ(f1, f2) = f
′′+O(ε2e−2t)f ′−
((
n− 2
2
)2
+O(ε2e−2t)
)
f +
2∑
j=1
Oj(ε
2e−2t)fj .
Given a small number γ > 0, let L be the linear operator
L(f) = f ′′ + γf ′ −
((
n− 2
2
)2
+ γ
)
f.
Let γ1 =
8−n
2
γ > 0 and a(n) = 1
2(4−n)−γ1
. Define
(3.17) hi,λ(t) =
a(n)
2
c1ε
2e(2−n)λe
n−6
2
t(1− e(4−n−γ2)(t−λ)),
where γ2 > 0 is chosen such that the function e
( 2−n
2
−γ2)t is in the kernel of L.
Note that γ1 and γ2 are small.
Immediately we have hi,λ(λ) = 0, hi,λ ≥ 0 and h′i,λ ≤ 0 in (−∞, λ].
Since t ≥ − log(δε−1), then ε2e−2t ≤ δ2. Choosing δ2 << γ, then if f ≥ 0
and f ′i ≤ 0, we get
Lgˆ(f1, f2) ≥ f ′′ + γf ′ −
((
n− 2
2
)2
+ γ)
)
f = L(f).
Now observe that L(hλ) = qλ. Therefore
Lgˆ(h1,λ, h2,λ) ≥ L(hλ) = qλ ≥ |Qλ|.
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Besides,
(3.18) hλ(− log(δε−1)) = a(n)c1
(
δ
6−n
2 e(2−n)λε
n−2
2 − δ n−22 +γ2e(−2+γ2)λε 6−n2 −γ2
)
,
this give us the estimate (3.16).
Since h′λ ≤ 0, then by (3.18) we obtain that
(3.19) max
Γλ
hλ → 0
as λ→∞, where δ and ε are fixed.
Suppose δ, ε and t0 are fixed with t0 large. We know that v = O(e
n−2
2
t).
Then, on Γt0 = [− log(δε−1), t0]× Sn−1 we have,
vλ(t) ≤ Ce 2−n2 (2λ−t).
Then, by (3.19) we have that wλ = v − vλ − hλ ≥ 0 on Γt0 for sufficiently large
λ. Let us show that wλ ≥ 0 for all t ∈ [t0, λ].
Note that,
h′λ =
n− 6
2
a(n)c1εe
(2−n)λe
n−6
2
t
(
1− 2
n− 6
(
2− n
2
− γ2
)
e(4−n−γ2)(t−λ)
)
.
Hence, for all t ∈ [t0, λ], we have
|h′λ(t)| ≤ C(δ, ε, t0)(e(2−n)λ + e(−2+γ2)λ).
Now
(3.20) ∂twλ(t, θ) = ∂tv(t, θ) + ∂tv(2λ− t, θ)− h′λ(t).
Thus, because of the previous estimates and (3.8), when t ∈ [t0, λ], we have
that
∂twλ(t, θ) ≤ −Ce 2−n2 t − Ce 2−n2 (2λ−t) − C(δ, ε, t0)
(
e(2−n)λ + e(−2+γ2)λ
)
≤ −Ce 2−nλ < 0,
for t0 and λ sufficiently large.
Since wλ(λ, θ) = 0 for all θ ∈ Sn−1, then wλ ≥ 0 for all t ∈ [t0, λ], for λ
sufficiently large. This finishes the proof of the Claim 2.
Define
wi,λ = vi − vi,λ − hiλ ≥ 0.
Note that
wi,λ(λ, θ) = 0, for all θ ∈ Sn−1
and
Lgˆ(w1,λ, w2,λ) +
2∑
i
biλwi,λ = Qλ − Lgˆ(h1,λ, h2,λ) ≤ 0.
Claim 3: There exist λ0 > − log(3n) and θ0 ∈ Sn−1 such that
wλ0(− log(δε−1), θ0) = 0.
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Define
λ0 = inf{λ1;wλ(t, θ) ≥ 0 in Γλ, ∀λ ≥ λ1}.
Note that (3.15) implies that this set is not empty. Besides, if we take
λ = − log(3n), then by (3.8) and (3.20) we get
∂twλ(− log(3n), θ) = 2∂tv(− log(3n), θ)− h′λ(− log(3n)) > 0.
Since wλ(− log(3n), θ) = 0, then λ0 > − log(3n).
By continuity, wλ0 ≥ 0 in Γλ0 . Suppose the claim is false. Then
wλ0(− log(δε−1), θ) > 0 for all θ ∈ Sn−1. We notice that by (3.4), (3.11) and
(3.14) we can apply the Maximum Principle, since for ε > 0 small enough we
have
(3.21) ∆gˆwλ0−Dwλ0 ≤ Lgˆ(w1λ0 , w2λ0) = Qλ0−Lgˆ(h1λ0 , h2λ0)−
2∑
i
biλwiλ0 ≤ 0,
where D is a positive function. This implies that wλ0(t, θ) > 0 for every
− log(δε−1) < t < λ0 and θ ∈ Sn−1, since on the boundary ∂Γλ0 we have
wλ0 ≥ 0.
From definition of λ0, there exist a sequence {λj} such that λj < λ0 and
λj → λ0, a sequence {(tj , λj)} of interior minimum points of wλj such that
(tj , θj) → (t∗, θ∗) with wλj(tj , θj) < 0. Taking the limit we get wλ0(t∗, θ∗) = 0
and ∇wλ0(t∗, θ∗) = 0. Therefore t∗ = λ0, but this is a contradiction to the
Hopf’s lemma. This proves the Claim 3.
With this claims at hand, let us prove the theorem. By Claim 3, there exist
λ0 > − log(3n) and θ0 ∈ Sn−1 such that
wλ0(− log(δε−1), θ0) = 0.
Then, by definition of wλ0 and (3.8) we get
0 < c(δ) ≤ v(− log(δε−1), θ0) = (vλ0 + hλ0)(− log(δε−1), θ0).
But v(t, θ) = O(e
2−n
2
(2λ−t)) implies that
v(− log(δε−1), θ0) ≤ c(λ0, δ)εn−22
and so
(3.22) 0 < c(δ) ≤ c(λ0, δ)εn−22 + hλ0(− log(δε−1), θ0).
But by (3.16) we obtain
hλ0(− log(δε−1), θ0) ≤ cε
1
2
for n = 3,
hλ0(− log(δε−1), θ0) ≤ cε1−γ
for n = 4 and
hλ0(− log(δε−1), θ0) ≤ cε
1
2
−γ
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for n = 5, which contradicts (3.22), since we can take the limit ε→ 0.
This completes the proof of the theorem. 
We notice that in the proof of the Theorem 3.1 the condition that −A is
cooperative is not needed. Besides that, this result holds for systems with any
number of equations.
As a consequence of the upper bound we get the following spherical Harnack
inequality.
Corollary 3.2. Suppose U is a positive smooth solution of (3.1) in Ω with
3 ≤ n ≤ 5 and that the potential A satisfies the hypotheses (H1). Then there
exists a constant c1 > 0 such that
(3.23) max
|x|=r
ui ≤ c1min
|x|=r
ui
for every 0 < r < 1
4
. Moreover, |∇ui| ≤ c1|x|−1ui and |∇2ui| ≤ c1|x|−2ui.
Proof. Define ui,r(y) = r
n−2
2 ui(ry), for every 0 < r < 1/4 and |y| < r−1.
Then the upper bound given by Theorem 3.1 implies that ui,r(y) ≤ c|y| 2−n2 , for
|y| < 1
2
r−1. In particular, if 1
2
≤ |y| ≤ 3
2
, we have that ui,r(y) ≤ 2n−22 c.
Moreover
∆grui,r(y)− r2
2∑
j=1
Aij(ry)uj,r(y) +
n(n− 2)
4
|Ur(y)|
4
n−2ui,r(y) = 0.
where (gr)ij(y) = gij(ry), which implies that
∆grui,r(y)− r2Aii(ry)ui,r(y) = r2Aij(ry)uj,r(y)−
n(n− 2)
4
|Ur(y)|
4
n−2ui,r(y).
where j 6= i. Using that −A is cooperative the Harnack inequality for linear
elliptic equations and standard elliptic theory imply that there exists c1 > 0,
not depending on r, such that
max
|x|=1
ui,r ≤ c1 min
|x|=1
ui,r,
and |∇ui,r|+ |∇2ui,r| ≤ c1u1,r on the sphere of radius 1.
This finishes the proof of the corollary. 
3.2. Pohozaev invariant and removable singularities. In this section we
will proof a Pohozoaev Identity and define the Pohozaev invariant of a solution
of (3.1). Also we will prove a removable singularity theorem. As a consequence
we will derive a fundamental lower bound near the isolated singularity.
Given U a positive solution to the system (3.1), we define P (r,U) as in
(1.8).The following lemma gives the Pohozaev-type identity we are interested
in.
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Lemma 3.3 (Pohozaev Identity). Given 0 < s ≤ r < 1, we have
P (r,U)− P (s,U) =
= −
∑
i
ˆ
Br\Bs
(
x · ∇ui + n− 2
2
ui
)(
(∆g −∆)ui −
∑
j
Aij(x)uj
)
.
Proof. By (3.1) we get that
−
ˆ
Br\Bs
x · ∇ui
(
∆ui +
n(n− 2)
4
|U| 4n−2ui
)
=
=
ˆ
Br\Bs
x · ∇ui
(
(∆g −∆)ui −
∑
j
Aij(x)uj
)
.
Using integration by parts we get
(3.24)ˆ
Br\Bs
x · ∇ui∆ui = n− 2
2
ˆ
Br\Bs
|∇ui|2 − r
2
ˆ
∂Br
|∇ui|2
+
s
2
ˆ
∂Bs
|∇ui|2 + r
ˆ
∂Br
∣∣∣∣∂ui∂ν
∣∣∣∣
2
− r
ˆ
∂Bs
∣∣∣∣∂ui∂ν
∣∣∣∣
2
.
On the other hand, integrating over Br\Bs we have
ˆ
Br\Bs
ui
(
(∆g −∆)ui −
∑
j
Aij(x)uj
)
=
= −
ˆ
Br\Bs
ui
(
∆ui +
n(n− 2)
4
|U| 4n−2ui
)
=
ˆ
Br\Bs
|∇ui|2 −
ˆ
∂Br
ui
∂ui
∂ν
+
ˆ
∂Bs
ui
∂ui
∂ν
− n(n− 2)
4
ˆ
Br\Bs
|U| 4n−2u2i ,
which implies thatˆ
Br\Bs
|∇ui|2 =
ˆ
∂Br
ui
∂ui
∂ν
−
ˆ
∂Bs
ui
∂ui
∂ν
+
n(n− 2)
4
ˆ
Br\Bs
|U| 4n−2u2i
+
ˆ
Br\Bs
ui
(
(∆g −∆)ui −
∑
j
Aij(x)uj
)
.
Thus, by (3.24) we conclude that
(3.25)
∑
i
ˆ
Br\Bs
(
x · ∇ui + n− 2
2
ui
)(
(∆g −∆)ui −
∑
j
Aij(x)uj
)
= −n(n− 2)
2
8
ˆ
Br\Bs
|U| 2nn−2 − n(n− 2)
4
∑
i
ˆ
Br\Bs
(x · ∇ui|U|
4
n−2ui).
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Using that n−2
2n
∂k(|U|
2n
n−2 ) =
∑
i |U|
4
n−2ui∂kui we obtain
−
∑
i
ˆ
Br\Bs
x · ∇ui|U|
4
n−2ui =
n− 2
2
ˆ
Br\Bs
|U| 2nn−2 − rn− 2
2n
ˆ
∂Br
|U| 2nn−2
+s
n− 2
2n
ˆ
∂Bs
|U| 2nn−2
and consequently, replacing in (3.25), we conclude the result.

In the case of the limit system we saw in (2.13) that P (r,U) does not depend
on r, therefore is an invariant of the solution U .
Motivated by [11] we define the Pohozaev invariant of a solution U of (3.1)
by using the Theorem 3.1. Since gij = δij +O(|x|2), then we get that
(3.26)
∣∣∣∣∣
∑
i
(
x · ∇ui + n− 2
2
ui
)(
(∆−∆g)ui −
∑
j
Aij(x)uj
)∣∣∣∣∣ ≤ c|x|2−n,
for some positive constant c which does not depend on x. The Pohozaev identity
tell us the limit
P (U) := lim
r→0
P (r,U)
exists. The number P (U) is called the Pohozaev invariant of the solution U .
Once defined the Pohozaev invariant, our main result of this section reads as
follows.
Theorem 3.4. Let U be a positive solution to the system (1.1) in Bn1 (0)\{0}
such that 3 ≤ n ≤ 5 and the potential A satisfies the hypotheses (H1) and (H2).
Then P (U) ≤ 0. Moreover, P (U) = 0 if and only if each coordinate ui is smooth
on the origin.
The strategy to reach the result is to assume that P (U) ≥ 0 and proof that
the origin is a removable singularity and P (U) = 0. In what follows let us
denote by
u(x) = u1(x) + u2(x),
u the average of u over ∂Br, that is,
u(r) :=
 
∂Br
u :=
1
vol(∂Br)
ˆ
∂Br
u,
and define
w(t) = u(r)r
n−2
2 ,
where t = − log r.
We have divided the proof into a sequence of lemmas.
Lemma 3.5. Let U be a positive solution of (3.1) which satisfies P (U) ≥ 0.
Then
lim inf
x→0
u(x)|x|n−22 = 0.
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Proof. If this result is not true, without loss of generality we can suppose that
there exist positive constants c1 and c2 such that
(3.27) c1|x| 2−n2 ≤ u1(x) ≤ c2|x| 2−n2 ,
where the second inequality above follows from Theorem 3.1. Choose any
sequence rk → 0, and define
ui,k(x) = r
n−2
2
k ui(rkx).
Then, using (3.27), we have
(3.28) c1|x| 2−n2 ≤ u1,k(x) ≤ c2|x| 2−n2 .
Moreover ui,k satisfies
−∆gkui,k + r2k
2∑
j=1
Aij(rkx)uj,k =
n(n− 2)
4
|Uk|
4
n−2ui,k in Br−1
k
(0)\{0},
where (gk)lm(x) = glm(rkx). Elliptic theory then implies that there exists a
subsequence, also denoted by ui,k, which converges in compact subsets of R
n\{0}
to a solution U0 = (u1,0, u2,0) of the limit system
∆ui,0 +
n(n− 2)
4
|U0|
4
n−2ui,0 = 0.
By (3.28) we get
u1,0(x) ≥ c1|x| 2−n2 ,
which implies that U0 is singular at the origin. However, by Theorem 2.6 and
Corollary 2.9 we know that P (U0) < 0. This is a contradiction, because
P (U0) = P (1,U0) = lim
k→∞
P (1,Uk) = lim
k→∞
P (rk,U) = P (U) ≥ 0.

Lemma 3.6. Assume that U is a positive solution of (3.1) and that the potential
A satisfies the hypotheses (H1) and (H2). Suppose that there exists a sequence
(tk) of minimum points for w such that lim
k→∞
w(tk) = 0, where w = w1 + w2,
wi = r
n−2
2 ui and r = e
−t. Along |x| = rk there exist positive constants ai and bi
such that
(3.29)
ui(x) = u(rk)(ci + o(1))
|∇ui(x)| = −u′(rk)(2ai + o(1)).
where ci = ai + bi and tk = − ln rk. Moreover, the vectors a and b are not
orthogonal.
Proof. Define rk = e
−tk and vi,k(y) = r
n−2
2
k ui(rky). Since vi,k(1) = w1(tk) ≤
w1(tk) + w2(tk) = w(tk) → 0 we get from Harnack inequality that each
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coordinate vi,k converge uniformly in compact subsets of R
n\{0} to 0. So,
if we define
hi,k(y) = vk(p)
−1vi,k(y),
where vk =
∑
i vi,k and p = (1, 0, . . . , 0), we have that
−∆gkhi,k(y) = −vk(p)−1 (∆gkvi,k)
= vk(p)
−1
(
n(n− 2)
4
|Vk|
4
n−2 vi,k − r2k
2∑
j=1
Aij(rky)vj,k
)
.
This implies that
−∆gkhi,k + r2k
2∑
j=1
Aij(rky)hj,k =
n(n− 2)
4
vk(p)
4
n−2 |Hk|
4
n−2hi,k,
where (gi)lm(y) = glm(riy) and Hk = (h1,k, h2,k). By elliptic estimates we know
that there exists a subsequence hi,k which converge in C
2
loc to a nonnegative
harmonic function hi in R
n\{0}. Then
hi(y) = ai|y|2−n + bi,
and a1+a2 = b1+b2 = 1/2, since h1(p)+h2(p) = 1 and ∂r((h1+h2)(r)r
n−2
2 ) = 0
at r = 1. Note that if |y| = 1, then hi(y) = ai + bi. This implies that
hi,k(y) = ci + o(1). From this we get the first equality in (3.29). Analogously,
we obtain the second equality.
Since
−∆gkvi,k + r2k
∑
j
A˜ijvjk =
n(n− 2)
4
|Vk|
4
n−2 vik,
where A˜ij(y) = Aij(rky), then we get that
ˆ
B1\Bε
(vi,k∆gvj,k − vj,k∆gvi,k)dvg = r2k
2∑
l=1
ˆ
B1\Bε
(vj,kA˜il − vi,kA˜jl)vl,kdvg.
Integrating by parts, we obtain that
(3.30)ˆ
∂B1
(vi,k∂rvj,k − vj,k∂rvi,k)dσg = r2k
2∑
l=1
ˆ
B1\Bε
(vj,kA˜il − vi,kA˜jl)vl,kdvg
+
ˆ
∂Bε
(vi,k∂rvj,k − vj,k∂rvi,k)dσg.
In order to analyse the last integral on the right-hand side of (3.30), define
ϕεi,k(z) = ε
n−2
2 vi,k(εz). Thenˆ
∂Bε
(vi,k∂ruj,k − uj,k∂rui,k)dσg =
ˆ
∂B1
(ϕεi,k∂rϕ
ε
j,k − ϕεj,k∂rϕεj,k)dσg.
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On the other hand
−∆gεkϕεi,k + (εrk)2
2∑
j=1
A˜εijϕ
ε
j,k = c(n)|ϕεk|
4
n−2ϕεi,k
in B(εrk)−1(0)\{0} and by Theorem 3.1
|ϕεk(z)| ≤ C|z|
2−n
2 .
Similarly to what we did at the beginning of this proof, after passing to
a subsequence, ϕεi,k converges in C
2 topollogy locally in compact subsets of
R
n\{0}, to a positive solution of
∆ui +
n(n− 2)
4
|U| 4n−2ui = 0
which using Theorem 2.6 as well Proposition 1.1 in [8], is of the form u0Λ,
where Λ = (Λ1,Λ2) is a vector in the unit sphere with nonnegative coordinates.
Consequently, when ε goes to zero we have
lim
ε→0
ˆ
∂B1
(ϕεj,k∂rϕ
ε
i,k − ϕεi,k∂rϕεi,k)dσg =
ˆ
∂B1
(u0∂ru0ΛiΛj − u0∂ru0ΛjΛi)dσg = 0.
Thus by (3.30), we conclude that
(3.31)
ˆ
∂B1
(vi,k∂rvj,k − vj,k∂rvi,k)dσg = r2k
2∑
l=1
ˆ
B1\Bε
(vj,kA˜il − vi,kA˜jl)vl,kdvg.
Since |vi,k| ≤ c|x| 2−n2 , then the integral in the right hand side above is convergent
and it is uniformly bounded in k.
This implies thatˆ
∂B1
(hj,k∂rhi,k − hi,k∂rhj,k)dσg
= r4−nk u(rkp)
−2
2∑
l=1
ˆ
B1\{0}
(vj,kA˜il − vi,kA˜jl)vl,kdvg.
Since lim
k→∞
u(rkp) =∞ and the integral in hand right side is uniformly bounded
and A satisfies the hypotheses (H2), we conclude thatˆ
∂B1
(hj∂rhi − hi∂rhj)dσg = 0,
and consequently
a1b2 = a2b1
which finishes the proof. 
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Lemma 3.7. Assume that U is a positive solution of (3.1) and along |x| = rk
it satisfies (3.29). Then
P (rk,U) = σn−1
(
−4〈a, b〉δ
2
2
w2(tk) +
δ2
2
(c21 + c
2
2)
n
n−2 |W | 2nn−2 (tk)
)
(1 + o(1)),
where w is defined in Lemma 3.6.
Proof. Since the solution U satisfies (3.29), note that〈
U , ∂U
∂ν
〉
=
2∑
i=1
u¯(rk)u¯
′(rk)(2ciai + o(1)).
On the other hand, using that wt(tk) = 0 it holds the following equality
(3.32) u¯′(rk)r
n
2
k = −
n− 2
2
w(tk).
Multiplying (3.32) by u¯(rk), we conclude that
n− 2
2
〈
U , ∂U
∂ν
〉
= −
2∑
i=1
r1−nk
(n− 2)2
2
w2(tk)(ciai + o(1)).
Similarly, we also have
−r
2
|∇U|2 + r
∣∣∣∣∂U∂ν
∣∣∣∣
2
= rk
2∑
i=1
u¯′(rk)
2(2a2i + o(1))
= r1−nk
∑
i
(n− 2)2
2
w2(tk)(a
2
i + o(1)).
With these two equalities we get
P (rk,U) =
=
ˆ
∂Brk
(
n− 2
2
〈
U , ∂U
∂ν
〉
− r
2
|∇U|2 + r
∣∣∣∣∂U∂ν
∣∣∣∣
2
+r
(n− 2)2
8
|U| 2nn−2
)
dσ
= σn−1
(
−4〈a, b〉δ
2
2
w(tk)
2 +
δ2
2
(c21 + c
2
2)
n
n−2 |W | 2nn−2 (tk)
)
(1 + o(1)),
which finishes the proof. 
Lemma 3.8. Let U be a positive solution of (3.1) defined in the punctured ball.
If
(3.33) lim
|x|→0
|x|n−22 u(x) = 0,
then U extends as a smooth solution to all unit ball Bn.
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Proof. We begin by obtaining upper and lower bounds for the second derivatives
of w in terms of w, where w is defined in Lemma 3.6. Indeed, observe that the
upper bound in Theorem 3.1 implies that w(t) is bounded. Then,
ur =
 
∂Br
ur,
and since
wt = −urr n2 − n− 2
2
w,
we also get that |wt| is bounded. Derivating again the function w we obtain
(3.34) wtt = urrr
n+2
2 + (n− 1)urr n2 +
(
n− 2
2
)2
w.
Choosing a fixed s < r, by the Divergence Theorem, we get(ˆ
Br\Bs
∆u
)
r
=
(ˆ
∂Br
ur
)
r
=
(ˆ
∂B1
ur(r·)rn−1
)
r
=
n− 1
r
ˆ
∂B1
ur(r·)rn−1 +
ˆ
∂B1
urr(r·)rn−1
=
n− 1
r
ˆ
∂Br
ur + r
n−1σn−1
( 
∂Br
ur
)
r
,
where σn−1 = vol(S
n−1). Thus
urr =
( 
∂Br
ur
)
r
= (1− n)r−1
 
∂Br
ur + σ
−1
n−1r
1−n
(ˆ
Br\Bs
∆u
)
r
=
1− n
r
ur +
r1−n
σn−1
2∑
i=1
(ˆ
Br\Bs
(
(∆−∆g)ui +
2∑
j=1
Aijuj − c(n)|U|
4
n−2ui
))
r
and so
urr +
n− 1
r
ur =
 
∂Br
(
(∆−∆g)u+
2∑
i,j=1
Aij(x)uj − c(n)|U|
4
n−2u
)
,
where c(n) = n(n−2)
4
. Replacing in (3.34) we have that
wtt −
(
n− 2
2
)2
w = r
n+2
2
 
∂Br
(
(∆−∆g)u+
2∑
i,j=1
Aij(x)uj − c(n)|U|
4
n−2u
)
.
Applying the spherical Harnack inequality obtained in Corollary 3.2 for each
coordinate function we have that
C−1u
n+2
n−2 ≤ c(n)
 
∂Br
|U| 4n−2u ≤ Cun+2n−2
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and ∣∣∣∣∣
 
∂Br
(
(∆−∆g)u+
2∑
i,j=1
Aij(x)uj
)∣∣∣∣∣ ≤ cu.
With these estimates we obtain the following inequality
(3.35) − c1w
n+2
n−2 − c3e−2tw ≤ wtt −
(
n− 2
2
)2
w ≤ −c2w
n+2
n−2 + c3e
−2tw.
By hypotesis (3.33) we know that limt→∞ w(t) = 0. The strategy is to show
that u ∈ Lploc(Bn1 (0)) for some p > 2n/(n − 2) and then by elliptic theory the
function u extends smoothly across the origin. Consequently, each coordinate
function ui is smooth.
Note that the first inequality in (3.35) implies that there exists ε0 > 0, such
that if w(t) ≤ ε0 and t is sufficiently large, then wtt(t) > 0. Since lim
t→∞
w(t) = 0,
there exists T1 so that w(t) < ε0 and wtt > 0 for t ≥ T1. This implies that
wt < 0 for t ≥ T1.
By the first inequality in (3.35), given any positive number 0 < δ < n − 2,
there exists T0 sufficiently large such that
wtt −
(
n− 2
2
− δ
)2
w ≥ (δ(n− 2)− δ2 − c1w
4
n−2 − c3e−2t)w ≥ 0,
for t ≥ T0, which implies that(
w2t −
(
n− 2
2
− δ
)2
w2
)
t
= 2wt
(
wtt −
(
n− 2
2
− δ
)2
w
)
≤ 0,
for t > T2 = max{T0, T1}, and using that lim
t→∞
wt(t) = 0, we obtain
w2t −
(
n− 2
2
− δ
)2
w2 ≥ 0.
By integrating we get, for t ≥ T2, that
w(t) ≤ w(T0)e−(
n−2
2
−δ)(t−T0).
Equivalently, there exists r0(δ) > 0, so that
u(x) ≤ c(δ)|x|−δ for all x ∈ Br0(0).
Since δ > 0 is arbitrarily small, the estimate above implies that u ∈
Lploc(B1(0)) for arbitrarily large p, which finishes our proof. 
Now we are ready to prove the main result of this section.
Proof of Theorem 3.4. Following the aforementioned strategy let us suppose
that P (U) ≥ 0. By Lemma 3.8 the proof is completed by showing that
lim
x→0
u(x)|x|n−22 = 0. Suppose by contradiction that this is false.
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Since the Pohozaev invariant is nonnegative, it holds as a consequence
of Lemma 3.5 that lim inf
x→0
u(x)|x|n−22 = 0. Then we will assume that
lim sup
x→0
u(x)|x|n−22 > 0. Hence we can choose ε0 > 0 sufficiently small so that
we are able to construct sequences t¯k ≤ tk ≤ t∗k satisfying lim
k→∞
t¯k = +∞,
w(t¯k) = w(t
∗
k) = ε0, wt(tk) = 0 and lim
k→∞
w(tk) = 0, where w is defined in
Lemma 3.6.
Using Lemma 3.7, we have that
P (rk,U) = σn−1
(
−4〈a, b〉δ
2
2
w2(tk) +
δ2
2
(c21 + c
2
2)
n
n−2 |W | 2nn−2 (tk)
)
(1 + o(1)),
and consequently
P (U) = lim
k→∞
P (rk,U) = 0.
Morevover, by Lemma 3.6 the vectors a and b are not orthogonal. Thus
(3.36) w2(tk) ≤ c|P (rk,U)| ≤ c(I1 + I2),
where
I1 =
ˆ
Brk\Br∗k
|A(U)|dx,
I2 =
ˆ
Br∗
k
|A(U)|dx,
and A(U) = ∑i (x · ∇ui + n−22 ui) ((∆g −∆)(ui)−∑j Aij(x)uj). We will
follow a series of calculations with the goal of obtaining better estimates for
the term I1. It follows by the first inequality of (3.35) that
wtt −
(
n− 2
2
)2
w ≥ −c1w
n+2
n−2 − c3e−2tw ≥ −c1w
n+2
n−2 − c3e−2tkw
for t ≥ tk, which implies
d
dt
[
w2t −
((
(n− 2)
2
)2
− c3e−2tk
)
w2 +
n− 2
n
c1w
2n
n−2
]
≥ 0
for tk ≤ t ≤ t∗k.
Hence, if tk ≤ t ≤ t∗k, then
wt(t)
2 − g(w(t)) + g(w(tk)) =
ˆ t
tk
d
dt
(
w2t − g(w)
) ≥ 0,
which implies that
dw
dt
≥
√
g(w)− g(w(tk))
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and so
t− tk =
ˆ w(t)
w(tk)
dt
dw
dw ≤
ˆ w(t)
w(tk)
dw√
g(w)− g(w(tk))
,
where
g(w) =
((
(n− 2)
2
)2
− c3e−2tk
)
w2 − n− 2
n
c1w
2n
n−2 .
Introducing the variable η = w(t)
w(tk)
, we get
(3.37) t− tk ≤
ˆ w(t)
w(tk)
1
dη√
g(η)− g(1) =
ˆ w(t)
w(tk)
1
√
η2 − 1
g(η)− g(1)
dη√
η2 − 1 ,
where
g(η) =
((
(n− 2)
2
)2
− c3e−2tk
)
η2 − n− 2
n
c1w(tk)
4
n−2η
2n
n−2 .
First, since 1 ≤ η ≤ w(t)
w(tk)
≤ ε0
w(tk)
, we have that
w(tk)
4
n−2
(
η
2n
n−2 − 1
)
η2 − 1 ≤ cw(tk)
4
n−2 η
4
n−2 ≤ cε
4
n−2
0 ,
and we observe that
w(tk)
4
n−2
ˆ w(t)
w(ti)
1
η
4
n−2√
η2 − 1dη ≤ c.
Now (
η2 − 1
g(η)− g(1)
) 1
2
≤ 2
n− 2 + ce
−2tk + c
w(tk)
4
n−2
(
η
2n
n−2 − 1
)
η2 − 1 .
Finally, since ˆ w(t)
w(tk)
1
dη√
η2 − 1 ≤ c + ln
w(t)
w(tk)
,
we obtain ˆ w(t)
w(tk)
1
dη√
g¯(η)− g¯(1) ≤
(
2
n− 2 + ce
−2tk
)
ln
w(t)
w(tk)
+ c.
From inequality (3.37), we get
(3.38) t− tk ≤
(
2
n− 2 + ce
−2tk
)
ln
w(t)
w(tk)
+ c
for all t ∈ (tk, t∗k).
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In order to estimate t − tk from below, we first observe that the second
inequality in (3.35) implies that
wtt −
((
n− 2
2
)2
+ ce−2tk
)
w ≤ 0.
Then the function w2t −
((
n−2
2
)2
+ ce−2tk
)
w2 is decreasing in (tk, t
∗
k), and
therefore
w2t −
((
n− 2
2
)2
+ ce−2tk
)
w2 ≤ −
((
n− 2
2
)2
+ ce−2tk
)
w2(tk).
Hence
wt ≤
√√√√((n− 2
2
)2
+ ce−2tk
)
(w2 − w2(tk)),
and then
t− tk =
ˆ w(t)
w(tk)
dt
dw
dw ≥
(
2
n− 2 − ce
−2tk
) ˆ w(t)
w(tk)
dw√
w2 − w2(tk)
.
Together with inequality (3.38), we get for tk ≤ t ≤ t∗k, that
(3.39)
(
2
n− 2 − ce
−2tk
)
ln
w(t)
w(tk)
≤ t− tk ≤
(
2
n− 2 + ce
−2tk
)
ln
w(t)
w(tk)
+ c.
Similarly one can prove that, for tk ≤ t ≤ tk, it holds
(3.40)
(
2
n− 2 − ce
−2tk
)
ln
w(t)
w(tk)
≤ tk − t ≤
(
2
n− 2 + ce
−2tk
)
ln
w(t)
w(tk)
+ c.
Once we get the above inequalities, let us go back to the estimates of the
terms I1 and I2 in inequality (3.36). Recall that by (3.26), |A(U)| ≤ c|x|2−n,
and therefore
I2 ≤ c(r∗k)2 = ce−2t
∗
k .
From the first inequality in (3.39), we obtain
w(t) ≤ w(tk) exp
((
n− 2
2
+ ce−2tk
)
(t− tk)
)
,
which implies
(3.41) v(x) ≤ cw(tk) exp
(
−
(
n− 2
2
+ ce−2tk
)
tk
)
r2−n−ce
−2tk .
Recall that, by the spherical Harnack inequality, Corollary 3.2, for each
coordinate function, ui ≤ Cr 2−n2 , |∇ui| ≤ Cr−1ui, and |∇2ui| ≤ Cr−2ui, so
|A(U)| ≤ Cr 2−n2 u.
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Using the estimate (3.41) we obtain
I1 ≤ cw(tk)e−n−22 tk−ce−2tk tk
ˆ
Brk\Br∗k
|x|3− 3n2 −ce−2tkdx,
and so
I1 ≤ cw(tk)e−2tk .
Therefore, from (3.36) and the estimates for I1 and I2, we get
w2(tk) ≤ cw(tk)e−2tk + ce−2t∗k .
Passing to subsequences, if necessary, we can suppose either
(3.42) w2(tk) ≤ cw(tk)e−2tk
or
(3.43) w2(tk) ≤ ce−2t∗k .
Define Lk = − 2n−2 logw(tk) and choose δ > 0 small. Then, from the first
inequality in (3.40), we get
(3.44) tk − t¯k ≥ (1− δ)Lk − c,
and adding to the first inequality in (3.39), we obtain
(3.45) t∗k − t¯k ≥ (2− 2δ)Lk − c.
If inequality (3.42) holds, then w(tk) ≤ ce−2tk and so Lk ≥ 4n−2tk − c. From
inequality (3.44), we conclude
tk − t∗k ≥ (1− δ)
4
n− 2tk − c,
and consequently
t¯k ≤
(
n− 6
n− 2 +
4δ
n− 2
)
tk + c.
The inequality above gives us a contradiction since t∗k ≥ tk ≥ t¯k →∞ as k →∞
and on the other hand n−6
n−2
+ 4δ
n−2
< 0 by our assumption 3 ≤ n ≤ 5.
If inequality (3.43) holds, then Lk ≥ 2n−2t∗k + c. From inequality (3.45), we
get
t¯k ≤ t∗k − (2− 2δ)Lk + c,
and so
t¯k ≤
(
n− 6
n− 2 + 2δ
)
t∗k + c.
If 3 ≤ n ≤ 5, this is again a contradiction by the same reasons as before. Then
we conclude that limx→0 u(x)|x|n−22 = 0, and the result follows as consequence
of Lemma 3.8.

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As a consequence of the removable singularity theorem, we can now establish
a fundamental lower bound.
Corollary 3.9. Assume 3 ≤ n ≤ 5 and that the potential A satisfies the
hypotheses (H1) and (H2). Let U be a positive solution to the system (3.1)
in Bn1 (0)\{0}. If 0 is a nonremovable singularity, then there exists c > 0 such
that
|U|(x) ≥ cdg(x, 0) 2−n2
for each i and 0 < dg(x, 0) <
1
2
.
Proof. Suppose by contradiction that this is not true.
Then lim inf
t→∞
w(t) = 0, where w(t) = r
n−2
2 u(r), u = u1 + u2 and t = − log r.
As 0 is a nonremovable singularity, we also have lim sup
t→∞
w(t) > 0, otherwise we
contradict the Lemma 3.8 . Therefore there exists a sequence tk →∞ such that
w′(tk) = 0 and lim
k→∞
w(tk) = 0. So, if rk = e
−tk we can check that
P (rk,U) ≤ σn−1
(
1
2
∂tw(tk)
2 − 1
2
(
n− 2
2
)2
w2(tk)
+
(n− 2)2
8
|W | 2nn−2 (tk)
)
(1 + o(1))
where |W |2 = w21 + w22, and wi(t) = r
n−2
2 ui(r). But, in this case
P (U) = lim
i→∞
P (rk,U) = 0,
which is a contradiction. This finishes the proof. 
4. Convergence to a Radial Solution
Our main goal in this section is to prove that a local singular solution to our
system is asymptotic to a radial Fowler-type solution, near the nonremovable
isolated singularity.
Theorem 4.1. Suppose that U is a solution of the system (1.1) in the punctured
ball Bn1 (0)\{0} and that the potential A satisfies the hypotheses (H1) and (H2).
If there exist positive constants c1 and c2 such that
(4.1) c1|x| 2−n2 ≤ |U|(x) ≤ c2|x| 2−n2
then there exists a Fowler-type solution U0 = u0Λ of (1.4), where u0 is a Fowler
solution such that
(4.2) U(x) = (1 +O(|x|α))U0(x)
as x→ 0, for some α > 0.
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Proof. First we observe that (4.1) implies that the origin is a nonremovable
singularity. Thus, by Theorem 3.4 we get that P (U) < 0.
Now, in cylindrical coordinates, consider vi(t, θ) = |x| 2−n2 ui(x), where t =
− log |x| and θ = x
|x|
.
Let {τk} be a sequence of real numbers such that τk → ∞. Consider the
translated sequence vi,k(t, θ) = vi(t+ τk, θ) defined in (−τk,∞)×Sn−1. By (4.1)
we get that
c1 ≤ |Vk(t, θ)| ≤ c2,
where Vk = (v1,k, v2,k). Consequently, by standard elliptic estimates, we get the
uniform boundedness of any derivative for t > 0 . Since vi,k satisfies,
Lgˆk(vi,k)−
∑
j
Bijvj,k +
n(n− 2)
4
|Vk|
4
n−2vi,k = 0,
where Lgˆk and Bij are given by (3.4) and gˆk := dt2+ dθ2+O(e−2t)→ dt2+ dθ2.
Standard elliptic estimates imply that there exists a subsequence, also denoted
by vi,k, which converges in the C
2
loc topology, to a positive solution of
∂2t vi,0 +∆Sn−1vi,0 −
(n− 2)2
4
vi,0 +
n(n− 2)
4
|V0| 4n−2 vi,0 = 0,
defined in the whole cylinder. By the characterization result given by Theorem
2.6, such limit is a Fowler-type solution and we know that there exists a Fowler
solution vε and a vector in the unit sphere with positive coordinates Λ such that
Vε(t) = Λvε(t). Hence Vε does not depend on θ, then we necessarily have that
any angular derivative ∂θvi,k converges uniformly to zero.
Besides, we claim that
vi,k(t, θ) = vi,k(t)(1 + o(1))
∇vi,k(t, θ) = −v′i,k(t)(1 + o(1)),
as t → ∞. In fact, suppose that the first equality above is false. Then there
exist ε > 0 and sequences τk →∞, θk → θ ∈ Sn−1 such that∣∣∣∣vi,k(τk, θk)vi,k(τk) − 1
∣∣∣∣ ≥ ε
for some i ≥ 1. This is a contradiction because, after passing to a subsequence,
Vk converges to a rotationally symmetric Fowler-type solution V0. The second
inequality follows from similar arguments.
In the cylindrical setting the Pohozaev integral P (t,V) = P (e−t,U) becomes
P (t,V) :=
ˆ
t×Sn−1
(
1
2
|∂tV|2 − 1
2
|∇θV|2 − (n− 2)
2
8
|V|2 + (n− 2)
2
8
|V| 2nn−2
)
dσ1.
Hence
(4.3) P (Vε) := P (0,Vε) = lim
k→∞
P (0,Vk) = lim
k→∞
P (τk,V) = P (V).
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So we can conclude that the necksize ε of the limit function is independent
of the sequence of numbers τk. Therefore, for each sequence τk → ∞ the
correspondent sequence Vk converges to a function Vε,T (t) = Λvε(t + T ), with
Λ ∈ S1+, for some T ∈ R which depends on the sequence τk.
We will show that there exists T0 ∈ R such that Vk converges to Vε,T0 for
any sequence τk → ∞. The ideia is to use a delicate rescaling argument due
originally to Leon Simon. In order of that we will prove several claims using
the Jacobi fields studied in subsection 2.4 as a tool.
Let Tε be the period of Vε and Aτ = sup
t≥0
|∂θVτ |, where Vτ (t, θ) = V(t + τ, θ).
Note that Aτ <∞, since |∂θVτ | converges uniformly to zero as t→∞.
Claim 1: For every c > 0, there exists a positive integer N such that, for any
τ > 0, either
(1) Aτ ≤ ce−2τ or
(2) Aτ is attained at some point in IN × Sn−1, where IN = [0, NTε].
Suppose the Claim is not true.
Then there exist a constant c > 0 and sequences τk, sk →∞, θk ∈ Sn−1 such
that |∂θVτ |(sk, θk) = Aτk and Aτk > ce−2τk as k → ∞. Then we can translate
back further sk and define v˜i,k(t, θ) = vi,k(t+ sk, θ). Define ϕi,k = A
−1
τk
∂θ v˜i,k and
note that |ϕk| ≤ 1, where ϕk = (ϕ1,k, ϕ2,k). Now, we have
Lgˆk(v˜i,k)−
∑
j
B˜ij v˜j,k +
n(n− 2)
4
|V˜k|
4
n−2 v˜i,k = 0,
where the quantities with tilde are the originals replaced t by t+ τk + sk. This
implies that
Lcyl(v˜i,k) +
n(n− 2)
4
|V˜k|
4
n−2 v˜i,k = Lcyl(v˜i,k)− Lgˆk(v˜i,k) +
∑
j
B˜ij v˜j,k.
Taking derivative with respect to θ and multipling by A−1τk , we get
Lcyl(ϕi,k) +
n(n− 2)
4
|V˜k|
4
n−2ϕi,k + n|V˜k|
4
n−2
−2v˜ik〈V˜k,ϕk〉
= Lcyl(ϕi,k)− Lgˆk(ϕi,k) +
∑
j
B˜ijϕj,k.
From (3.5) we have
Lgˆk(ϕi,k) = ∆gˆkϕi,k −
(n− 2)2
4
ϕi,k − n− 2
4
e−t∂r log |gk| ◦ Φ(t, θ)ϕi,k.
But using the fact gˆk = dt
2 + dθ2 + O(e−2t) and the local expression of the
laplacian in this metric, we find that
∆gˆkϕi,k = ∂
2
t ϕi,k +∆Sn−1ϕi,k +O(e
−2(t+τk+sk)).
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This implies that
Lcyl(ϕi,k)+
n(n− 2)
4
|V˜k|
4
n−2ϕi,k+n|V˜k|
4
n−2
−1v˜i,k〈V˜k,ϕk〉 = A−1τk e−2(τk+sk)O(e−2t)
where ϕk = (ϕ1,k, ϕ2,k).
Now we can use elliptic theory to extract a subsequence ϕi,k which converges
in compact subsets to a nontrivial and bounded Jacobi field ϕ = (ϕ1, ϕ2) which
satisfies the following system
Lcyl(ϕi) +
n(n− 2)
4
v
4
n−2
ε ϕi + nΛi〈Λ,ϕ〉v
4
n−2
ε = 0.
Since each coordinate function of the limit ϕi has no zero eingencomponent
relative to ∆θ, we get a contradiction because a Jacobi field with such property
is necessarily unbouded. This proves the Claim 1.
Now suppose we have a sequence vi,k(t, θ) converging to Λivε(t+T ) as k →∞.
Define
wi,k(t, θ) = vi,k(t, θ)− Λivε(t+ T ).
Set Wk = (w1,k, w2,k), ηk = bmax
IN
|Wk|, ηk = ηk + e−(2−δ)τk and ϕi,k = η−1k wi,k,
where δ > 0 is a small number and b > 0 is a fixed number to be chosen later.
Note that |(ϕ1,k, ϕ2,k)| ≤ b−1 on IN . Then
(4.4) Lgˆk(wi,k) +
n(n− 2)
4
(
|Vk|
4
n−2 vi,k − Λiv
n+2
n−2
ε
)
= Ei,k
where Ei,k =
∑
j Bijvj,k+Λi(Lcyl−Lgˆk)vε. First note that by (3.4) we get that
Ei,k = O(e
−2(τk+t)) when t→∞. Second, observe that
|Vk|
4
n−2 vi,k − Λiv
n+2
n−2
ε = |Vk|
4
n−2wi,k + Λivε
|Vk|
4
n−2 − v
4
n−2
ε
|Vk|2 − v2ε
∑
j
wj,k(vj,k + Λivε).
Multipling (4.4) by η−1 and taking the limit k →∞ we get
Lcyl(ϕi) +
n(n− 2)
4
v
4
n−2
0 ϕi + nΛi〈Λ,ϕ〉v
4
n−2
ε = 0,
on the whole cylinder, where ϕ = (ϕ1, ϕ2) is a Jacobi field.
Claim 2: The Jacobi field ϕ is bounded for t ≥ 0.
To prove this claim we will use the analysis done in Section 2.4.
By the spectral decomposition for the Laplacian in the sphere, we know that
it is possible to write the Jacobi field as
ϕ = a1φ
1
ε,0 + a2φ
2
ε,0 + a3φ
3
ε,0 + a4φ
4
ε,0 + ϕ˜
where φiε,0 are the linearly independents Jacobi fields corresponding to the
eingencomponent independent of θ, and ϕ˜ denotes the projection onto the
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orthogonal complement. We also know that the functions φ1ε,0 and φ
3
ε,0 are
bounded and φ2ε,0 and φ
4
ε,0 are linearly growing.
Let us show that ϕ˜ is bounded by proving that each ∂θϕ˜i = ∂θϕi is bounded
for t ≥ 0. In fact, the function ∂θϕi is the limit of η−1k ∂θvi,k, and we can suppose
that ∂θϕi is nontrivial, otherwise the result is immediate.
If the first item of Claim 1 happens then
sup
t≥0
(
η−1k |∂θvi,k|
) ≤ ce−2τk
ηk + e−(2−δ)τk
≤ C.
While if the second item of Claim 1 is true then
sup
t≥0
(
η−1k |∂θvi,k|
) ≤ sup
t≥0
(
η−1k |∂θVk|
)
= sup
t∈IN
(
η−1k |∂θVk|
) ≤ C,
since the sequence η−1k |∂θVk| converges in the C2loc toplogy. Therefore each ϕ˜i is
bounded for t ≥ 0, hence exponentially decaying.
To end the proof of the Claim 2 we need to show that a2 = a4 = 0. To see
this note that the convergence ϕi,k = η
−1
k wi,k → ϕi implies that
Vk = Λvε,T + ηkϕ+ o(ηk)
= Λvε,T + ηk(a1φ
1
ε,0 + a2φ
2
ε,0 + a3φ
3
ε,0 + a4φ
4
ε,0 + ϕ˜) + o(ηk),
where vε,T (t) = vε(t + T ).
On the other hand by (3.26), (4.3) and the Pohozaev identity, Lemma 3.3,we
have that
P (0,Vk) = P (τk,V) = P (V) +O(e−2τk) = P (vε,T ) +O(e−2τk).
Since lim
k→∞
(η−1k e
−2τk) = 0, we would have a contradiction in case a2 or a4 is not
zero. Thus each ϕ is bounded for t ≥ 0.
Now we will show that there exists some T so that the difference between V
and Vε,T = Λvε,T goes to zero as t→∞.
Since we do not know the correct translation parameter, define Vτ (t, θ) =
V(t+ τ, θ) and Wτ (t, θ) = Vτ (t, θ)−Λvε(t). Let C1 > 0 be a fixed constant and
consider the interval IN as before in the Claim 1. Set also η(τ) = bmax
IN
|Wτ |
and η(τ) = η(τ) + e−(2−δ)τ , where b > 0 is a fixed constant to be chosen later.
We observe that η(τ)→ 0 as τ →∞. Let us prove the following claim.
Claim 3: If N , b and τ are sufficiently large and η is sufficiently small, then
there exists s with |s| ≤ C1η(τ) so that η(τ +NTε + s) ≤ 12η(τ).
Suppose the claim is not true. Then there exists some sequence τk → ∞
such that η(τk) → 0 and for any s satisfying |s| ≤ C1η(τk) we have that
η(τk+NTε+ s) >
1
2
η(τk). Define ϕi.k = η(τk)
−1wi,τk , similarly to the previously
claim. We can suppose that ϕi,k converges in C
∞ on compact sets to a Jacobi
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field, which by Claim 2 it is bounded for t ≥ 0. So we can write
(4.5) ϕ = a1φ
1
ε,0 + a3φ
3
ε,0 + ϕ˜
where ϕ˜ has exponential decay. Note that |ϕ| ≤ b−1 on IN , which implies that
a1 and a3 are uniformily bounded, independently of the sequence τk. Moreover,
since φ1ε,0 = v
′
εΛ and φ
3
ε,0 = vεΛ then
(4.6) |a3vε| ≤ |〈ϕ,Λ〉|+ |〈ϕ˜,Λ〉| ≤ b−1 + |ϕ˜|
on IN . We know that vε ≥ ε and ϕ˜ decreases exponentially with a fixed rate,
and so we can choose b and N sufficiently large such that |a3| is sufficiently
small.
Set sk = −η(τk)a1 whose absolute value is less than C1η(τk) if we choose C1
sufficiently large. Hence for t ∈ [0, 2NTε] we have
Wτk+sk(t, θ) = V(t + τk − η(τk)a1, θ)− Λvε(t)
= Vτk(t− η(τk)a1, θ)− Λvε(t− η(τk)a1)
−η(τk)a1Λvε(t− η(τk)a1)− vε(t)−η(τk)a1
= η(τk)ϕk(t− η(τk)a1, θ)− η(τk)a1φ1ε,0 + o(η(τk))
= Wτk(t, θ)− η(τk)a1φ1ε,0 + o(η(τk)),
where ϕk = (ϕ1,k, ϕ2,k). Here we used the equality Wτk = η(τk)ϕk + o(η(τk))
and ϕk(t− η(τk)a1, θ)−ϕk(t, θ) goes to zero as τk →∞.
Consequently, by (4.5), for t ∈ [0, 2NTε] we get that
Wτk+sk = η(τk)ϕ˜+ η(τk)a3φ3ε,0 + o(η(τk)),
which implies that
max
IN
|Wτk+sk+NTε | = max
[NTε,2NTε]
|Wτk+sk | ≤ η(τk) max
[NTε,2NTε]
(|ϕ˜|+ |a3vε|)+o(η(τk)).
Since ϕ˜ decreases exponentially with a fixed rate, by (4.6) we can choose N
and b > 0 suficiently large in a way that the last equality implies that
max
IN
|Wτk+sk+NTε| ≤
1
4
η(τk).
On the other hand, note that
e−(2−δ)(τk+sk+NTε) ≤ e−(2−δ)NTεη(τk) ≤ 1
4
η(τk)
which implies that η(τ+NTε+s) ≤ 12η(τ), a contradiction. This ends the proof
of the Claim 3.
Once the above claim is proved, using an iterative argument, we are ready
to prove that there exists σ such that wi,σ → 0 as t → ∞ for each coordinate.
First choose τ0 and N sufficiently large satisfying the Claim 3 and such that
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C1η(τ0) ≤ 12NTε. Let s0 = −η(τ0)a1 be chosen as above. Thus we have
|s0| ≤ C1η(τ0) ≤ 12NTε. Define inductively three sequences as
σk = τ0 +
k−1∑
i=0
si
τk = τk−1 + sk−1 +NTε = σk + kNTε
sk = −η(τk)a1.
By the Claim 3 we get by induction η(τk) ≤ 2−kη(τ0) and |sk| ≤ 2−k−1NTε.
Hence there exists the limit σ = lim σk ≤ τ0 + NTε and then τk → ∞ as
k →∞.
We claim σ is the correct translation parameter.
In fact, choose k such that t = kNTε + [t] with [t] ∈ IN , and write
wi,σ(t, θ) = vi(t + σ, θ)− Λivε(t)
= vi(t + σ, θ)− vi(t + σk, θ) + vi(t+ σk, θ)− Λivε(t).
Since ∂tvi is uniform boundedness, then
vi(t + σ, θ)− vi(t+ σk, θ) = ∂tvi(t0)
∞∑
j=k
sj = O(2
−k),
for some t0. Besides,
vi(t+ σk, θ)− Λivε(t) = vi(τk + [t], θ)− Λivε([t]) = wi,τk([t], θ).
Thus,
Wσ(t, θ) =Wτk([t], θ) +O(2k).
Since bmax
IN
|Wτk | = η(τk) ≤ η(τk) ≤ 2−kη(τ0), we will have |wi,σ(t, θ)| =
O(2−k) or equivalently, using that t = kNTε + [t], we have
|wi,σ(t, θ)| ≤ C1e−
log 2
NTε
t
which finishes the proof of the theorem. 
As a direct consequency of the results proved in this section we have the
following corollary.
Corollary 4.2. Suppose that U is a solution of the system (1.1) in the punctured
ball Bn1 (0)\{0} and 3 ≤ n ≤ 5. Then there exists a Fowler-type solution U0 from
(1.4) such that
U(x) = (1 +O(|x|α))U0(x)
as x→ 0, for some α > 0.
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