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Resumo
Muitos sistemas podem ser representados por redes complexas, uma vez que são
caracterizados por vários constituintes que interagem entre si. Diante disso, o estudo de
redes tornou-se bastante popular na comunidade científica, nas diversas áreas de pesquisas.
Buscando entender o comportamento de alguns sistemas reais, inúmeros modelos de
redes foram propostos. Neste trabalho, elaboramos e discutimos um modelo dinâmico de
rede complexa, baseado no modelo de Bianconi-Barabasi. Alteramos a regra de ligação
preferencial inserindo um fator que representa a desafinidade entre os sítios. O fator
desafinidade informa sobre a desigualdade entre os parâmetros de qualidades (𝜂). Desse
modo, dois fatores são responsáveis pela competição por ligações: (i) conectividade, os
sítios mais conectados são favorecidos a receber mais conexões, e (ii) desafinidade, ligações
entre sítios com qualidades distintas são mais propensas a serem formadas. Por meio
de simulações numéricas, calculamos a distribuição de grau 𝑃 (𝑘), evolução temporal da
conectividade dos sítios e outras propriedades intrínsecas ao estudo de redes. Um resultado
interessante estudado foi a entropia da distribuição de grau, que mostrou-se invariante
pelo tamanho da rede, como esperado, no entanto, varia com 𝑚 (número de conexões que
o sítio faz ao chegar na rede).
Palavras-chave: Teoria dos Grafos, Redes Complexas, Redes Livres de Escala,
Leis de Potência, Ligação Preferencial.

Abstract
Many systems can be represented by complex networks once that they are cha-
racterized by several constituents interacting with each other. Because that, the study
of the networks has become very popular in the scientific community, in the different
areas of research. Seeking to understand the behavior of some real systems, many models
were proposed. In this work, we elaborate and discuss a complex dynamic network model,
based on the Bianconi-Barabasi model. We changed the preferential attachment rule by
inserting a factor representing a dissimilarity between the sites. The dissimilarity factor
informs us about the differences between the fitness parameter (𝜂). In this way, two
factors are responsible by the competition for links: (i) connectivity, the most connected
sites are favorable to receive more connections, and (ii) dissimilarity, sites with different
fitness are more likely to establish connections. We numerically computed, the connectivity
distribution of the network 𝑃 (𝑘), the connectivity temporal evolution of the sites and
others intrinsic properties in the study of networks. An interesting result studied was the
degree distribution entropy, which revealed invariant by the network’s size, as expected,
however, changes with 𝑚 (number of links at each step of time).
Keywords: Graph Theory, Complex Networks, Scale-Free Networks, Power-laws,
Preferential Attachment.
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Introdução
Nas últimas décadas do século XX, parte da comunidade científica demonstrou
bastante interesse pelo estudo de sistemas complexos. Contudo, cada campo do conheci-
mento, isoladamente, dava um tratamento específico a seus sistemas complexos [1]. Áreas
aparentemente desconexas exibem correlações em comum, como Física, Biologia, Sociolo-
gia, Estatística e muitas outras, as quais alguns sistemas podem ser descritos utilizando
o formalismo de Sistemas Complexos. Fenômenos como os observados em avalanches,
avaliação da qualidade de textos [2], funcionamento do cérebro [3], dentre outras diversas
áreas do conhecimento, apontam uma estrutura não trivial cujas partes interagem de
forma não-linear. Deste modo, percebeu-se que todos os sistemas complexos apresentam
propriedades universais. Nasceu, assim, uma nova disciplina científica e, talvez, a mais
interdisciplinar delas denominada Sistemas Complexos [1].
Ainda não há uma definição precisa do que seja um sistema complexo, entretanto,
uma definição aceita na comunidade científica é que sistemas complexos são constituí-
dos por um grande número de elementos que estão interligados por meio de processos
simples. Portanto, sistemas complexos possuem um número grande de constituintes e
suas propriedades macroscópicas ou coletivas não estão, em geral, relacionadas com as
propriedades de seus constituintes individuais [4]. Existem várias subdivisões dentro da
área de Sistemas Complexos, como por exemplo as áreas de, Redes Complexas, Caos,
Autômatos Celulares, Percolação, dentre outras. Nesta dissertação abordaremos apenas a
área de Redes Complexas.
Diversos sistemas reais podem ser representados por meio de redes complexas
visando a resolução de problemas específicos. O estudo de redes tem sua origem na teoria
dos grafos, quando Euler propôs uma solução para o problema das pontes de Königsberg,
por volta de 1735 [5]. Nas últimas décadas, cientistas de múltiplas áreas de pesquisas
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mostraram interesses no estudo de redes, utilizando-se de conceitos e propriedades inerentes
deste formalismo para modelar alguns sistemas reais. Alguns exemplos são as, redes de
doenças humanas [6] e redes sociais de retweet [7]. Uma forma de se estudar Sistemas
Complexos é através da criação de modelos de redes cada vez mais realistas e que descrevam
de forma mais aproximada a realidade, utilizando como principal ferramenta de modelagem
o cálculo numérico de simulações computacionais.
Um dos maiores exemplos de sistemas complexos na atualidade é a rede de Internet.
Neste caso, os dispositivos de telecomunicações (computadores, tablets, celulares, relógios,
etc.) referem-se aos sítios da rede enquanto que os cabos, ou conexões sem fio, representam as
ligaçõe. A rede de Internet evolui dinamicamente de forma complexa, visto que diariamente
são adicionados vários dispositivos que se conectam com outros que já estão na rede. Ao
estudar esse sistema utilizando o formalismo de redes, é possível estabelecer algumas
importantes informações, tais como: distribuição de conectividade (como estão distribuídas
as ligações na rede). Através do estudo dessa propriedade ainda é possível verificar os sítios
mais influentes da rede. Outras propriedades podem ser estudadas, tais como o menor
caminho, a qual essa medida nos informa sobre o menor caminho que une dois sítios na
rede.
Por volta de 1960, os matemáticos Paul Erdös e Alfred Rényi realizaram as primeiras
análises em Redes Complexas, elaborando um modelo não dinâmico de rede aleatória.
Entretanto, com o avanço tecnológico e a disponibilidade de computadores que permitem
a análise de dados em grande quantidades, foi comprovado que este modelo falha ao
representar muitas redes do mundo real. Descobriu-se que a topologia e a evolução de
muitas redes reais apresenta propriedades diferentes das definidas por Erdös e Rényi. Foi
verificado, através da análise de dados, que algumas redes reais apresentam uma distribuição
de conectividade em lei de potência 𝑃 (𝑘)∼ 𝑘−𝛾 , com o expoente 𝛾, geralmente, entre 2 e
3. Estudos mostraram que alguns sistemas reais apresentam um baixo valor para o menor
caminho médio e um alto valor para o coeficiente de agregação, implicam na definição
de mundo pequeno e divergindo dos valores dessas propriedades para o modelo de rede
aleatória.
O estudo de redes que possuem uma distribuição de conectividade dada por uma
lei de potência deu-se visibilidade nos trabalhos de Barabási-Albert. Além de formularem
um modelo teórico que apresenta esta topologia, eles também definiram os ingredientes
necessários para se obter redes com esta propriedade, sendo eles: (i) crescimento, e (ii)
regra de ligação preferencial. Discutiremos esse modelo em mais detalhes no capítulo 3.
Posteriormente outros modelos surgiram na literatura, adicionando fatores que representam
as partes interativas dos sistemas reais, como o modelo de Qualidade [8], modelo de
Afinidade [9], modelo de Natal [10], dentre outros.
3Nesta dissertação, propomos um modelo, o qual chamaremos de Modelo de Desafini-
dade. Este modelo se baseia no modelo de Qualidade e no modelo de Afinidade, os quais são
apresentados posteriormente no capítulo 3. Deste modo, apresentamos nesta dissertação
um modelo de rede complexa baseado na famosa expressão popular "os opostos se atraem",
ou seja, sítios com diferentes características tendem a estabelecer conexão, ou em genética,
este mecanismo é evidenciado na recomendação de diversidade de genes. Essa dissertação
está organizada em cinco capítulos. No capítulo dois trataremos dos principais conceitos
da teoria de redes e exemplos de redes reais, neste capítulo apresentaremos definições e as
propriedades mais importante na Teoria dos Grafos e Teoria das Redes. No capítulo três, é
revisado alguns modelos teóricos de redes, os quais são bem definidos na literatura, sendo
eles o modelo de Barabási-Albert (BA), modelo de Bianconi-Barabási (MQ) e modelo de
Afinidade. Nos dois primeiros modelos, foram realizadas algumas simulações teóricas e os
dados reproduzidos. O capítulo quatro contempla o modelo trabalhado nesta dissertação,
onde é discutido, elaborado e descrito o modelo de Desafinidade. Por fim, o capítulo cinco
exibe as conclusões e perspectivas para este e outros trabalhos.
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Principais conceitos e exemplos de redes reais
Na atualidade, o estudo de redes tornou-se frequente no âmbito acadêmico, utilizando-
se da teoria dos grafos, como uma eficiente modelagem, para exibir analogias entre sistemas
reais, físicos, sociais, biológicos dentre outros, com nós e arestas, sendo estas as unidades
fundamentais dos grafos. Na sociedade podemos ver algumas estruturas (por exemplo: cír-
culos de amizade) que podem ser representadas por redes, pois percebemos que podem ser
compreendidos como um grande conjunto de elementos conectados. Podemos representar
a sociedade como sendo uma rede na qual os indivíduos são os nós e as relações entre eles
as arestas.
Redes podem ser descritas como sendo um conjunto de componentes relacionados
entre si, podemos citar como exemplos a Internet, uma rede de computadores interligados
por várias conexões (a rede World Wide Web) [11] [12] e a rede de vias metabólicas,
pertencente ao sistema biológico. Desse modo, devido à alta aplicabilidade da teoria de
redes em diversos sistemas das mais diversas áreas do conhecimento, e devido ao avanço
computacional, o estudo de redes e sistemas complexos se tornou cada dia mais destacado
e importante na física, tendo ênfase na elaboração de novos modelos teóricos que permitem
simular e classificar os tipos de redes existentes na natureza de acordo com a sua dinâmica
e estrutura. Este capítulo elucida e aborda os principais conceitos que compõem a teoria
dos grafos e das redes, como também suas propriedades e alguns exemplos de redes reais.
2.1 Descrição de Redes
Historicamente, o estudo em redes teve origem na criação da Teoria dos grafos,
precisamente quando o matemático suíço Leonard Paul Euler, em 1736, resolveu o problema
das pontes de Königsberg. Este problema consistia em saber se era possível ou não atravessar
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(a) (b)
Figura 1 – Esquematização das sete pontes de Königsberg. As pontes são representadas
pelas arestas, e as porções de terra, pelos vértices. (a) Representação gráfica
das pontes de Königsberg. Figura retirada de [13]. (b) Simplificação em forma
de grafo para o problema das pontes de Königsberg.
as sete pontes em volta do rio Pregel, que banhava a cidade de Königsbereg, uma única
vez, e logo em seguida, retornar ao ponto de partida sem passar pela mesma ponte mais
de uma vez. Como solução do problema, Euler montou um diagrama (grafo) em que cada
porção de terra era representado como um nó, também denominado de vértice, e as pontes
como ligações, ou arestas. Euler mostrou que não era possível realizar o trajeto proposto,
ou seja, o problema não era favorável, uma vez que todos os vértices do grafo possuíam
um número ímpar de ligações. Para que o caminho proposto fosse possível, os vértices
deveriam apresentar um número par de arestas. Este tipo de grafo, ficou conhecido por
“grafo de Euler”, o qual constitui-se de grafos em que todos os seus vértices possui um
número ímpar de arestas. De forma sucinta, uma rede pode ser explicada como sendo um
conjunto de objetos interligados entre si. Chamamos os objetos de vértices e as ligações
por arestas. Estes dois elementos (vértices e arestas), constituem a estrutura fundamental
dos grafos.
No decorrer dos anos, várias contribuições ao estudo de redes surgiram. Por volta
de 1925, Yule observou pela primeira vez uma característica importante em redes, a ligação
preferencial, a qual será explicada nas próximas seções. Alguns anos depois, uma forte
contribuição surgiu devido ao matemático Húngaro Paul Erdös, com seu famoso trabalho
sobre grafos aleatórios [14], o qual fortificou a Teoria dos grafos e foi o primeiro modelo a
reproduzir uma rede aleatória no computador [15]. O maior enfoque no estudo de redes
é dado para a descoberta, caracterização e modelagem da estrutura da rede, sendo a
estrutura da rede a forma como os sítios são conectados entre si, ou seja, a condição
necessária em que são realizadas as ligações [16]. Em redes de sistemas sociais o ideal é
realizar pesquisas de campo para deduzir sua modelagem, todavia, em outras áreas existe
a possibilidade de modelar a rede computacionalmente e a partir disso, analisar a estrutura
formada e suas propriedades topológicas.
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(a) (b)
Figura 2 – (a) Rede de Internet em que os computadores estão conectados entre si. (b)
Representação em forma de grafo para a rede em (a) na qual o grafo é constituído
por 4 vértices e 4 arestas. Figuras retiradas da referência [17].
O estudo sobre a estrutura da rede é de suma importância, visto que é por este
mecanismo que podemos entender o comportamento dos fenômenos que operam sobre a rede.
Tomando como exemplo uma rede social e considerando o caso em que se deseja estudar
a forma como boatos se espalham em uma comunidade de amigos, para entendemos
a estrutura da rede, os fenômenos que precisam ser estudados são: a rapidez em que
esses boatos se dispersam nessa rede e quais são os indivíduos que mais espalham essas
informações. Em outras palavras, como os sítios estão conectados entre si e quais deles
são os mais conectados. A estrutura da rede influencia diretamente na rapidez com que
uma dada informação é propagada na rede [16], isto é, a forma que essas “fofocas” são
espalhadas depende da regra de conectividade específica da rede, a qual modela a forma
como as ligações são distribuídas nela.
Formalizando, o conceito de redes em modelos teóricos pode ser resumido como
uma abstração que permite explicar um relacionamento entre pares de objetos, assim como
pode ser explicado como um modo que permite entender, modelar e analisar modelos para
sistemas reais.
O crescente interesse pela ciência de rede durante a primeira década do século XXI
está atribuído na descoberta de que, apesar da óbvia diversidade que podemos observar
os sistemas complexos, a estrutura e a evolução das redes por trás de cada sistema são
conduzidas por um conjunto comum de leis e princípios fundamentais. Desta forma, o
interesse em redes é devido que a maioria das redes são conduzidas por princípios de
organizações comuns [17]. Muitas propriedades são importantes no estudo de redes, desta
forma, a seguir há a elucidação de alguns principais conceitos estudados e analisados nesta
dissertação.
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2.2 Teoria dos Grafos
A teoria dos grafos estuda um grupo de pontos agregados por meio de alguma regra
de ligação e é uma excelente ferramenta para modelagem em várias áreas da ciência [18].
Esta teoria é utilizada abundantemente na física dos sistemas complexos, visto que pode
ser aplicada para descrever matematicamente os conceitos da teoria das redes. Embora
muitas vezes ambas as teorias sejam tratadas como semelhantes, existem sutis diferenças
entre elas. Sucintamente, grafos representam sistemas abstratos, enquanto redes retratam
sistemas reais.
Grafos se constituem de nós e ligações e uma função de mapeamento que define
como os nós estão conectados entre si [15]. De maneira matemática, um grafo 𝐺 = (𝑉 ,
𝐴, 𝑓) é um par de dois conjuntos finitos em que 𝑉 é um conjunto arbitrário formado
pelos vértices e 𝐴 é um subconjunto de 𝑉 constituído pelas arestas, ou seja, cada aresta
é determinada por um par de vértices. A função 𝑓 descreve a forma na qual os vértices
estão conectados entre si, neste contexto, intitulada de Regra de ligação. Denotando 𝑣 e 𝑤
como vértices, uma aresta é representada por 𝑣, 𝑤, em que 𝑣 e 𝑤 são vizinhos adjacentes
em grafos não direcionados [18]. Diferente do que é visto na teoria de redes, na teoria dos
grafos o tamanho de um grafo é determinado pelo seu número de arestas e a ordem pelo
número de vértices, contudo, no decorrer desta dissertação 𝑁 é definido como o número
total de sítios na rede e caracteriza o tamanho da rede.
Há ainda diversas propriedades relacionadas aos vértices e arestas em um grafo,
as quais podem ser classificadas como propriedades locais ou globais, e estas definem a
forma que cada grafo é identificado. Abaixo, segue alguns dos principais conceitos que
formalizam a teoria dos grafos.
2.2.1 Propriedades básicas de um grafo
1. Topologia: podendo ser nomeada como arquitetura ou topologia, define a estrutura
da rede. É uma propriedade que surge como consequência das interações de seus
constituintes, incluindo seus vértices e arestas. Por exemplo, topologias de redes
aleatórias ou livres de escala surgem como consequência da ligação preferencial [15].
2. Vizinhança — sejam 𝑖 e 𝑗 dois vértices de um grafo que compartilham uma aresta,
deste modo, eles são considerados vizinhos ou adjacentes.
3. Grau de um vértice — essa grandeza também é chamada de conectividade e é
representada por 𝑘, a qual informa o número de arestas que um dado vértice contém.
Se dois vértices estão conectados, pode-se afirmar que eles são adjacentes ou vizinhos,
analogamente, o grau do vértice também representa o seu número de vizinhos. Alguns
grafos apresentam vértices que possuem um número muito grande de conexões (alto
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(a) Grafo não direcionado (b) Grafo direcionado
Figura 3 – (a) Grafo não direcionado com seis vértices e cinco arestas. Os vértices 1, 2,
3, 4 e 5 têm conectividade um, isto é, 𝑘1 = 𝑘2 = 𝑘3 = 𝑘4 = 𝑘5 = 1, enquanto
a conectividade do sítio seis é: 𝑘6 = 5. (b) Mesmo grafo, entretanto, está
direcionado, em que a conectividade de entrada do sítio seis é igual zero e a
conectividade de saída cinco, ou seja, 𝑘6(𝑖𝑛) = 0 e 𝑘6(𝑜𝑢𝑡) = 5.
grau) quando estes são comparados aos outros vértices na rede, neste caso, estes
nós são geralmente chamados por pólos ou hubs. A existência de pólos não é uma
característica de todas as redes, por exemplo, em redes regulares todos os sítios
possuem a mesma conectividade ⟨𝑘⟩ [15].
4. Grafo k-regular — ou simplesmente grafo regular, são os grafos nos quais todos
os vértices apresentam o mesmo número de conexões, ou seja, todo o vértice de 𝐺
possui o mesmo grau, devido a isso, 𝐺 apresenta uma regularidade com relação à
sua estrutura (rede triangular, hexagonal, quadrada) [15]. Um exemplo comum no
estudo de grafos regulares é a modelação de uma rede de átomos, em que os vértices
são os átomos e as interações interatômicas as arestas.
5. Grafo conexo — um grafo é dito conexo quando existe uma aresta ligando cada
par de vértices, ou melhor, sempre haverá um caminho que percorre quaisquer dois
vértices na rede, o caso contrário é o grafo desconexo, no qual este caminho é infinito,
pois em algum par de vértices neste grafo não haverá uma aresta que os conecte.
6. Grafo direcionado — existem duas formas gerais de classificar grafos, eles podem
ser direcionados ou não direcionados. Uma rede direcionada é aquela em que suas
arestas possuem direções. Neste caso, os vértices possuem dois tipos de conectividade,
a conectividade de entrada 𝑘𝑖𝑛 e a conectividade de saída 𝑘𝑜𝑢𝑡. A conectividade
total de um dado sítio neste tipo de grafo é dada por 𝑘𝑗 = 𝑘𝑖𝑛 𝑘𝑜𝑢𝑡. Um exemplo de
rede direcionada é a rede de citações de artigos, em que um artigo x pode citar o
artigo y, porém o artigo y não, necessariamente, citará o artigo x. Para o caso de
redes não direcionadas, também consideradas simétrica, que é o caso estudado nesta
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(a) Vizinhança (b) Grafo ponderado
Figura 4 – (a) Vizinhança dos vértices 1, 2 e 3. Os vértices 1 e 2 são vizinhos do vértice 3.
(b) Imagem ilustrativa de um grafo ponderado, os pesos estão associados as
cores e aos tamanhos de cada arestas.
dissertação, consideramos a conectividade do sítio, como sendo a soma de todas as
arestas do sítio, as quais não possuem direções.
7. Grafo ponderado — neste caso, as arestas de um grafo G possuem valores (pesos),
em que podem representar a facilidade ou a dificuldade das ligações serem feitas (ver
Fig. 4).
8. Grafo k-partido — são grafos que apresentam 𝑘 conjuntos independentes, denomi-
nados conjuntos de partição, se um grafo apresenta dois conjuntos independentes,
isto é, possui dois tipos de vértices no qual as ligações só se fazem entre vértices do
mesmo tipo, cada aresta de um grafo G possui um vértice em cada conjunto, ele é
dito 2-partido (bipartido). Analogamente, para 𝑘 = 3 tem-se um grafo tripartido.
Uma característica importante é que cada conjunto possui sua própria distribuição
de grau.
9. Grafo tipo árvore — são grafos conexos sem autoconexões, isto é, arestas ligando
o vértice a si mesmo. O oposto desse tipo de grafo é o multigrafo, nos quais existem
autoconexões e ainda há a presença de mais de uma aresta entre um par de vértice.
10. Grafos estáticos e dinâmicos — por fim, os grafos podem ser rotulados como
estáticos ou dinâmicos, quando nos casos em que o número de sítios e ligações são
constantes, denomina-se uma rede estática, caso contrário, quando as redes possuem
um crescimento de nós e arestas a cada instante de tempo, intitula-se rede dinâmica.
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2.2.2 Armazenamento de grafos em memória
Existem várias formas de representarmos um grafo, cada uma demonstra ser útil
para cada situação específica, possuindo suas as vantagens e desvantagens. Porém, o maior
fator que as difere é o custo computacional, ou seja, o tempo de execução e a quantidade
de memória de cada algoritmo. A seguir, são apresentadas duas das formas mais comuns:
1. Listas de adjacência - um modo simples de representar um grafo é através da sua
lista de adjacência. Cada vértice da rede possuirá uma lista que armazenará todos
os seus vizinhos, ou seja, todas as suas conexões (ver Fig. 5). Comumente é a forma
mais utilizada devido ao menor custo computacional, visto que para determinar se
dois vértices estão conectados basta procurar na lista de adjacência de um deles e o
tempo máximo que esta busca pode assumir é da ordem da conectividade do vértice.
O espaço que essa lista ocupa é da ordem de O(V+E), em que E é a quantidade de
arestas no grafo e V o número de vértices.
2. Matriz de adjacência - seja um grafo com V vértices, a matriz de adjacência
será uma matriz |V|x|V| composta por 0’s e 1’s, tal que se dois vértices, 𝑖 e 𝑗 estão
conectados, o elemento de matriz 𝑀𝑖𝑗 recebe 1, caso contrário, 0 (ver Fig. 5).
"Grafo" "Matriz de adjacência" "Lista de adjacência"
0 1 1 1 1
1 0 1 0 0
1 1 0 1 0
1 0 1 0 0
1 0 0 0 0
[1]→
[2]→
[3]→
[4]→
[5]→
2 3 4 5
1 3 "" ""
1 2 4 ""
1 3 "" ""
1 "" "" ""
Figura 5 – Armazenamento de grafos em memória: Esquematização de um grafo com
cinco vértices e seis arestas e representações da matriz de adjacência e lista de
adjacência.
2.3 Distribuição de conectividade
Distribuição de grau, ou distribuição de conectividade, é uma importante propri-
edade estrutural em qualquer rede devido à sua relevância na classificação dos tipos de
redes e é representada por 𝑃 (𝑘). A distribuição de grau expressa a fração de sítios da rede
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que possui determinado grau 𝑘, isto é, estatisticamente, o objetivo desta distribuição é
representar o comportamento da conectividade da rede. A distribuição de conectividade
informa a configuração da distribuição dos vértices na rede, desse modo, para uma rede
aleatória, a distribuição de conectividade possui um comportamento gaussiano, no caso de
de redes sem escala típica a distribuição é assintoticamente uma Lei de Potência. Portanto,
quando se deseja criar um modelo de rede, isto é, informando o aspecto que os vértices
estão conectados, também está sendo feita uma escolha do comportamento da distribuição
e desse modo, a escolha da classe do grafo.
Em redes direcionadas, o formalismo admite uma alteração, uma vez que é necessário
a existência de duas conectividades: conexões que incidem em um nó, 𝑘𝑖𝑛, e as que saem
dele, 𝑘𝑜𝑢𝑡, consequentemente, nos grafos cujas arestas possuem direção, é necessário levar
em consideração duas distribuição de grau associadas 𝑃𝑖𝑛(𝑘), sendo a distribuição de
entrada e 𝑃𝑜𝑢𝑡(𝑘) a de saída. A forma como a conectividade está distribuída na rede pode
ser obtida pelo cálculo dos seus momentos de ordem 𝑛.
⟨𝑘⟩ = ∑︁𝑘𝑛𝑃 (𝑘). (2.1)
Deste modo, o primeiro momento caracteriza a conectividade média da rede ⟨𝑘⟩, e
o segundo momento mede as flutuações de conectividade. Em seguida são apresentados as
características e propriedades de algumas distribuições de grau, as quais são bem definidas
na literatura. Podemos classificá-las em dois grandes grupos: (i) distribuições localizadas,
as quais possuem um tamanho típico e (ii) distribuições em lei de potência, que não
possuem um tamanho típico.
2.3.1 Distribuição de Poisson
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Figura 6 – A distribuição de Poisson é um caso particular da distribuição binominal. Na
figura são representadas diversas curvas para valores múltiplos de ⟨𝑘⟩.
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(a) 60 arestas. (b) 100 arestas. (c) 190 arestas.
Figura 7 – Grafos aleatórios com 20 vértices e diferentes valores de arestas.
Essa distribuição é um caso particular da distribuição binomial, no qual é conside-
rado o caso limite quando o número de constituintes, 𝑁 , do sistema se aproxima do limite
termodinâmico e a probabilidade em que os eventos ocorram, 𝑝, é pequena (ver Fig. 6).
Isto é, conhecendo a função de probabilidade,
𝑃 (𝑘,𝑁,𝑝) = (𝑛
𝑘
)𝑝𝑘(1−𝑝)𝑛−𝑘, (2.2)
derivando para o caso limite 𝑁→∞ e considerando que os eventos transcorrem com baixa
probabilidade, a distribuição de Poisson é representada pela seguinte gaussiana:
𝑃 (𝑘) = 𝑒
−⟨𝑘⟩⟨𝑘⟩𝑘
𝑘! . (2.3)
Esta é uma distribuição discreta que decai de forma acelerada devido ao termo
fatorial no denominador, apesar disso, todos os seus momentos de ordem 𝑛 são finitos.
Esta distribuição é caracterizada pela presença de um valor médio do primeiro momento,
quer dizer, os vértices da rede possuem um valor finito para suas conexões e próximo da
média ⟨𝑘⟩, devido a isto, para valores do grau distantes da média, a probabilidade tende
a ser zero. Este comportamento define que tal distribuição é localizada, pois possui um
tamanho típico ⟨𝑘⟩. Deste modo, esse tipo de rede é identificada por redes de escala típica,
visto que existe uma homogeneidade na conectividade dos sítios (ver Fig. 8). Um exemplo
de grafo que segue essa distribuição são os grafos aleatórios clássicos.
2.3.2 Distribuição em Lei de Potência
Muitos sistemas apresentam uma distribuição de conectividade em forma de lei de
potência, ou seja 𝑃 (𝑘)∼ 𝑘−𝛾 . Isto implica que tais redes possuem um pequeno número
de vértices com alta conectividade, denominados pólos (ou hubs), e um grande número
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Figura 8 – Distribuição da Estatura dos jogadores da Liga Nacional de Hóquei no Gelo
(NHL), a qual exibe uma distribuição de Poisson. Figura retirada de [19].
de vértices com baixa conectividade. Esses sistemas são denominados por livres de escala.
Esta distribuição de conectividade tipo Lei de Potência é expressada por
𝑃 (𝑘) = 𝐶𝑘−𝛾 , (2.4)
o qual 𝑘 é a conectividade do vértice e assume valores entre 1 < 𝑘 < ∞ e 𝛾 é o expoente
característico da distribuição que geralmente se encontra entre 2 < 𝛾 < 3 [15], isto pode
ser mostrado através do calculo da conectividade média, isto é, o primeiro momento da
distribuição de conectividade, seguido pelo seu segundo momento.
⟨𝑘𝑛⟩ =
∫︁ ∞
𝑘𝑚𝑖𝑛
𝑘𝑛𝑃 (𝑘)𝑑𝑘 (2.5)
⟨𝑘𝑛⟩ =
∫︁ ∞
𝑘𝑚𝑖𝑛
𝑘𝑛𝐶𝑘−𝛾 𝑑𝑘
em que, para 𝑛 = 1:
⟨𝑘⟩ = 𝐶2−𝛾 [𝑘
2−𝛾 ]∞𝑘𝑚𝑖𝑛 (2.6)
ou seja, para 𝛾 ≤ 2 o momento de primeira ordem diverge, da mesma forma é
possível visualizar que o momento de segunda ordem diverge para 𝛾 ≤ 3
⟨𝑘2⟩ = 𝐶3−𝛾 [𝑘
3−𝛾 ]∞𝑘𝑚𝑖𝑛 . (2.7)
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Figura 9 – Comparação entre o comportamento de uma distribuição do tipo Poisson e
uma distribuição do tipo Lei de Potência (𝛾 = 2.1). Para dados de comparação,
ambas as distribuições são definidas com ⟨𝑘⟩ = 11.
2.4 Coeficiente de agregação
Uma característica bastante importante em algumas redes é a forma como os
vértices estão agregados em grupos. Em redes sociais, conhecemos esta propriedade ao
imaginarmos que é bastante comum existir uma tendência natural que “meus amigos
também sejam amigos entre si”, ou seja, existe uma grande probabilidade de que os
primeiros vizinhos de um dado sítio estejam conectados entre si. Dessa forma, o coeficiente
de agregação informa o quão agregados estão os primeiros vizinhos de um dado vértice,
sendo esta uma propriedade local do nó e de suma importância.
Este parâmetro informa a probabilidade de dois vértices adjacentes de um nó
estarem conectados entre si, isto é, se um nó 𝑗 possuir conectividade 𝑘𝑗 e esses vizinhos
possuírem 𝑛𝑗 conexões entre si, o coeficiente de agregação local do sítio 𝑗 é dado por
𝑐𝑗(𝑘𝑗) =
𝑛𝑗
𝑘𝑗(𝑘𝑗−1)/2 , (2.8)
em que 𝑘𝑗(𝑘𝑗 − 1)/2 representa o número total de ligações possíveis entre os vértices
adjacentes do sítio 𝑗, e como 𝑐𝑗 representa uma probabilidade, ele está definido no intervalo
0≤ 𝑐𝑗(𝑘𝑗)≤ 1. Isso significa que para 𝑐𝑗(𝑘𝑗) = 0, não há conexões entre os vizinhos do
sítio 𝑗, e para 𝑐𝑗(𝑘𝑗) = 1, todos os seus vizinhos estão conectados entre si.
O coeficiente de agregação médio da rede é obtido quando se faz uma média
aritmética sobre todos os coeficientes de agregação locais pelo tamanho da rede, neste caso
N, o número total de vértices. Como o coeficiente de agregação é uma medida que informa
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Figura 10 – Distribuições de probabilidade em Leis de Potência para diferentes sistemas.
Figura retirada da referência [20].
a probabilidade de que os primeiros vizinhos de dado vértice com conectividade 𝑘 estejam
conectados, ela também pode ser expressada da forma,
⟨𝐶⟩ = ⟨𝐶𝑖⟩ =
∑︁
𝑘
𝑃 (𝑘)𝐶(𝑘), (2.9)
em que ⟨𝐶⟩ é a probabilidade da existência de uma aresta entre dois vizinhos aleatórios.
A média de 𝐶𝑖 sobre os vértices de conectividade 𝑘 nos fornece 𝐶(𝑘) como uma agregação
local dependente da conectividade, o qual amostra a probabilidade de que dois vizinhos
próximos de um nó de conectividade 𝑘 estejam ligados entre si [21]. Desta forma, pode-se
ressaltar a sua relação com os ciclos de comprimento três (triângulos de ligação), nos
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Figura 11 – O coeficiente local de cada nó está localizado próximo a ele. O coeficiente de
agregação médio da rede é ⟨𝐶⟩ ∼ 0.310. Figura retirada da referência [17].
quais são presentes na vizinhança de um dado nó, como mostrado na figura 11. Devido
à complexidade computacional para se implementar a equação 2.9, nesta dissertação
computamos o coeficiente de agregação médio utilizando a equação abaixo.
⟨𝐶⟩ = 1
𝑁
∑︁
𝑖
𝑐𝑖 =
1
𝑁
∑︁
𝑖
𝑛𝑖
𝑘𝑖(𝑘𝑖−1)/2 (2.10)
2.5 Menor caminho médio
Uma outra importante propriedade de rede são os seus caminhos, ou as distâncias
entre os nós. Um caminho pode ser definido como uma sequência de vértices sem repetição
em que há uma aresta entre cada par de vértices adjacentes na sequência [16], isto é,
dado dois vértices, 𝑖 e 𝑗, o caminho entre eles é definido pela quantidade de arestas que
os separam. Entretanto, nem sempre existe apenas um caminho que conecta esses nós,
e na maioria das vezes estamos interessados no menor caminho entre eles, ou seja, na
menor quantidade de arestas que os separa. Esta propriedade também é conhecida como
distância geodésica ou distância química. No entanto, nem sempre é possível estabelecer
um caminho entre dois vértices em uma rede qualquer, neste caso, é dito que esses mesmos
vértices estão desconectados e a distância entre eles é dada como infinita, 𝑑𝑖𝑗 = ∞.
Consequentemente, a distância média compreende-se como sendo a média aritmética
das menores distâncias entre todos os 𝑁(𝑁 −1)/2 pares de vértices em uma rede.
⟨𝑙⟩ = 2
𝑁(𝑁 −1)
∑︁
𝑖 < 𝑗
𝑑𝑖𝑗 (2.11)
O objetivo de estudar o menor caminho médio é devido ao seu importante papel
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na otimização do fluxo de informação em uma rede qualquer, isto é, a rapidez como uma
dada informação se propaga na rede. Numa rede de amigos, por exemplo, essa propriedade
pode ser atribuída ao tempo necessário para um boato se espalhar. Em uma rede biológica,
isso pode significar o caminho mais eficiente, considerando o exemplo da rede de veias e
artérias, para um dado medicamento se espalhar em uma parte do corpo humano. Em
um poço de petróleo, pode corresponder ao menor caminho médio entre o poço injetor ao
poço coletor [22].
Uma outra propriedade importante relacionada à distância é o diâmetro da rede, o
qual é definido como sendo a maior distância entre dois vértices, sendo assim, matematica-
mente ela é dada por
𝐿 = max
𝑖,𝑗∈𝑉
𝑑𝑖𝑗 (2.12)
esta propriedade informa sobre a medida de separação entre os vértices. Sua importância
está ligada diretamente à robustez da rede a ataques. De outra forma, o diâmetro é uma
forma de dizer o quão forte é a estrutura topológica da rede, visto que, à medida que o
coeficiente de agregação aumenta, a distância média entre dois vértices aleatórios diminuem
e a vulnerabilidade da rede a ataques aumenta. Um exemplo de rede com alta robustez é
a Internet [23], visto que quando sucede algum ataque em um ponto físico — em outras
palavras, um computador é invadido por hackers — ela continua em funcionamento.
2.5.1 Experimento de Milgram: Efeito de mundo pequeno
O psicólogo e sociólogo norte-americano Stanley Milgram, a princípio pelo ano de
1967, elaborou um experimento em que o principal objetivo era determinar a distância média
em uma rede social de “conhecidos”. O propósito foi estipular quantas ligações separam
duas pessoas escolhidas ao acaso, cuja distância geográfica é alta, e que aparentemente
não possuem nenhum vínculo em comum.
Na produção do seu experimento, Milgram escolheu como ponto de partida as
regiões de Nebraska e Kansas, que são regiões pouco populosas quando comparadas a
outros estados dos Estados Unidos. Neste experimento pessoas desconhecidas enviariam
cartas endereçadas a outras pessoas no endereço de chegada, neste caso, localizadas na
cidade de Massachusetts. Essas pessoas deveriam preencher alguns dados pessoais (nome
e ocupação) antes de enviar para a outra pessoa alvo ou passar a carta para uma outra
pessoa que teria mais probabilidade de conhecer a pessoa alvo. Foi escolhido um número
grande de pessoas aleatórias nas duas regiões de partida das quais receberiam cartas
contendo as seguintes informações:
1. Ao receber a carta, deve-se inserir seu nome nela, evitando que retorne a alguém
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Figura 12 – Exemplo do grau de separação de uma rede social, onde, Peter está a três
graus de separação de Sarah. Figura retirada da referência [17]
que já fez parte do experimento, e para que possa existir um controle de rastreio da
origem;
2. Se você conhece a pessoa alvo deste experimento, envie a carta diretamente para ela,
caso contrário, repasse a carta para algum conhecido que possui mais chances de
conhecer o destinatário;
3. Na ocasião que a carta chegou à pessoa alvo, esta deve endereçá-la de volta ao
pesquisador para que a experimentação seja concluída.
O resultado do experimento divergiu singularmente do que era esperado por Mil-
gram, uma vez que era prenunciado que as cartas iriam passar por um alto número de
pessoas antes de chegarem ao endereço alvo. Milgram verificou nessa experiência que a
distância média entre essas pessoas foi de apenas “seis graus de separação”, ou melhor,
existem apenas seis pessoas, em média, que separam quaisquer outras duas pessoas es-
colhidas aleatoriamente nos Estados Unidos. Com o avanço da tecnologia e da Internet,
assim como as inúmeras redes sociais, acredita-se que este número reduziu, pois nos dias
atuais, através de um clique é possível localizar qualquer pessoa no mundo que seja ativo
na rede mundial de comunicação da Internet.
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Em conclusão, este experimento foi além de medir a distância entre pessoas, pois
mostrou o quanto tudo está conectado, neste caso, constatando o efeito de mundo pequeno.
Inúmeras redes reais apresentam tal comportamento, nas quais denominam-se redes de
mundo pequeno e são a base de vários estudos em redes complexas.
2.6 Entropia da distribuição de grau
A entropia de um grafo 𝐺, ou seja, 𝑆(𝐺), é a medida da sua estrutura, ou a
ausência dela. Na teoria da informação, o termo entropia é relacionado como uma medida
probabilística, porém, nesta dissertação, a entropia está associada a distribuição de
conectividade. A entropia informa o grau de heterogeneidade da rede. Esta medida está
associada ao grau de aleatoriedade de um grafo (e a sua regra de ligação), isto é, quanto
maior a aleatoriedade de um grafo, maior será a sua entropia, de forma semelhante, um
grafo muito estruturado possui menor entropia. Em vista disso, grafos regulares possuem
entropia nula [15]. É intuitivo pensar que a medida da entropia em redes livres de escala
seja maior do que em redes aleatórias. No entanto, devido a imposição de que redes livres
de escala apresentam uma regra de ligação preferencial, gerando uma regularidade na rede,
é comprovado a incerteza desta afirmação. A medida da entropia da distribuição de grau
para redes livres de escala é menor do que em redes com distribuição de grau Poissoniana
(ver Tabela 1).
Propriedade Grafo Aleatório Livre de Escala Mundo Pequeno 2-Regular
Grau máximo 10 21 10 4
Grau médio 4.0 3.94 4.0 4
Distribuição de grau Poisson Power-Law Poisson-like Delta(4)
Menor caminho médio 3.38 3.08 4.0 12.88
Diâmetro 7 5 9 25
Coeficiente de agregação 0.045 0.156 0.544 0.500
Entropia 2.9 2.3 0.9 0.0
Tabela 1 – Comparação de algumas propriedades dos grafos, rede de mundo pequeno com
100 vértices, 200 arestas e 𝑝 = 5%. Tabela retirada da referência [15].
A entropia da distribuição de grau é calculada pela seguinte expressão:
𝑆(𝐺) = −∑︁
𝑖
𝑝𝑖𝑙𝑛(𝑝𝑖) (2.13)
2.7 Redes reais
Muitos sistemas reais podem ser modelados por redes complexas, uma vez que
podem ser compreendidos como conjuntos de elementos que interagem entre si. Atualmente,
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o estudo em redes tornou-se interdisciplinar, devido a simplificação dos problemas que
consistem de vários componentes ou variáveis. Por meios dos exemplos a seguir, é perceptível
que, embora as redes estejam inseridas em diferentes domínios, algumas características
estruturais são comuns a muitas delas [16], sendo a mais visível a distribuição de grau em
lei de potência. Esta observação é surpreendente, pois reforça a importância no estudo de
redes complexas, visto que essa representação é útil e inovadora para o entendimento de
múltiplos sistemas [17].
2.7.1 Rede baseada na abordagem de doenças humanas
Nos últimos anos, o estudo de redes biológicas aumentou substancialmente em razão
das associações entre os padrões de conexões alusivos a cada sistema, ou seja, é possível
representar as interações que compõe o sistema por meio de redes complexas, e desta
forma, analisar suas propriedades topológicas e comportamentais. No contexto da medicina,
segundo Barabási et al. [6], dadas as interdependências funcionais entre os componentes
moleculares de uma célula humana, uma doença raramente é uma consequência de uma
irregularidade em um único gene, porém, reflete as perturbações intra e intercelular de um
sistema complexo que une tecidos e conjuntos de órgãos. O crescimento de ferramentas
em redes na medicina oferece uma plataforma para explorar não apenas a complexidade
molecular de uma determinada doença, como também a identificação de padrões e caminhos
para doenças, e ainda as relações moleculares entre fenótipos aparentemente distintos [6].
No contexto geral, em redes fenotípicas, as ligações refletem algum caminho de
suas redes subjacentes moleculares, sendo algumas delas: (a) redes de interação proteína-
proteína, em que cada proteína é representada por um nó, ou vértice, os quais são ligados
entre si por interações físicas; (b) redes metabólicas, neste tipo de rede os nós são substratos
(substâncias químicas), os quais estão conectados, uns aos outros, por meio das próprias
reações bioquímicas que, neste caso, representam as ligações da rede [24]; (c) redes de
transcrição genética, em que dois genes são ligados se o fenótipo de um mutante duplo
difere do fenótipo esperado de dois mutantes simples. Desse modo, a classificação das
ligações e nós dependem do contexto no qual estão inseridos.
Estudos recentes mostram que algumas dessas redes não são randômicas, pois
apresentam um conjunto de princípios organizados e, em vista disso, o principal objetivo
torna-se determinar e classificar a topologia da rede. Buscando entender doenças nesta
conjuntura, analisa-se algumas propriedades fundamentais dos genes que estão envolvidos
em determinadas perturbações [6]. Uma hipótese importante prevista nesse tipo de rede é
que em humanos, os pólos estão, na maioria das ocorrências, associados a genes doentes
(ou doenças genéticas), ou seja, é provável que genes causadores de disfunções possuam
muito mais conexões. Em uma pesquisa específica, ao analisar uma rede, notou-se que
cerca de 346 proteínas eram cancerígenas, e, em média, essas proteínas realizam o dobro
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Figura 13 – (a) Métodos de ligação. Os genes localizados dentro do intervalo de ligação
de uma doença cujos produtos de proteínas interagem com uma proteína
associada à doença conhecida são considerados prováveis candidatos [25] [26].
(b) Métodos baseados em nódulos de doença, ou métodos de agrupamento.
Agregação ou partição do grafo ajuda a detectar funcionais e potenciais
módulos de doenças no interatoma (interatômica tem por objetivo comparar
tais redes de interações entre e dentro de espécies, a fim de descobrir como as
características de tais redes variam, ou são preservadas). Os membros desses
módulos são considerados candidatos genes de doenças [27] [28]. (c) Métodos
baseados na difusão: A partir de proteínas conhecidas como associadas a
uma doença, uma caminhada aleatória (ou um propagador) visita cada nó no
interatoma com uma certa probabilidade [29] [30]. O resultado do algoritmo é
um índice de associação de doença atribuído a cada proteína, resultando na
probabilidade de uma particular proteína esteja relacionada com uma doença.
Figura retirada da referência [6].
de ligações em comparação às proteínas não cancerígenas [31].
Por conseguinte, a rede baseada na abordagem de doenças humanas possui o
objetivo de prevenir e identificar disfunções genéticas por meio de ferramentas sofisticadas
da teoria de redes. Podemos classificar essas ferramentas em três categorias: (1) métodos
de ligação, que são formados por grafos direcionados, cujos sítios são representados por
proteínas que possuem uma estrutura anormal, e tendem a se ligar com sítios de mesmo
fenótipo da doença; (2) métodos baseados em nódulos de doença, caracterizados
por todos os sítios que têm propriedades semelhantes permanecerem agrupados, isto é, os
sítios representam genes e sítios que pertencem ao mesmo módulo topológico ou funcional
possuem uma alta probabilidade de se conectarem com os nós que representam a mesma
doença. Em outras palavras, genes similares tendem a agruparem-se por meio de ligações
direcionadas e não direcionada, (ver Figura 13), e por fim, o (3) métodos baseados
na difusão consistem na identificação dos caminhos na rede que levam aos sítios da
anomalia genética. Todas as classificações apresentam uma característica semelhantes ao
crescimento do grau dos vértices. Desse modo, podemos concluir que redes complexas
auxiliam fortemente no mapeamento de doenças causadas por anomalias genéticas [6].
Este tipo de rede também busca entender a razão pela qual certos grupos de
disfunções genéticas surgem juntos, onde os nós são doenças e as arestas são representadas
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Figura 14 – Rede baseada na abordagem de doenças humanas, em que os nós são represen-
tados pelas doenças e o seu tamanho está relacionado ao grau do vértice, isto
é, o número de arestas que cada nó possui. As cores estão associadas às classes,
ou seja, as similaridades dos fenótipos. Sítios azuis representam câncer e
vermelho doenças neurológicas. Duas doenças estão ligadas se compartilharem
um ou vários genes associados à cada doença. Legenda para os vértices na
tabela 2. Figura retirada da referência [6].
pelas relações moleculares entre os componentes celulares associados à doença. Por meio
de um estudo realizado por Barabasi et al. [6] é possível sugerir que a ligação de genes
de diferentes patógenos de doenças possuem uma origem genética em comum. Partindo
desta hipótese, uma pesquisa realizada por Goh et al. [32] mostrou que 867, dentre as
1284 anomalias genéticas, conservam relações em comum com outro gene causador de
outra anomalia, ou seja, apresentam, ao menos, uma conexão com o outro sítio na rede de
doenças humanas.
2.7.2 Rede social de retweet
Uma rede social é formada por um conjunto de pessoas, ou grupos, que possuem
algum tipo de interação. A rede de retweet trata-se da análise de uma hashtag, palavra
usada como parâmetro de busca sobre algum determinado assunto, ou conteúdo, em um
microblog denominado Twitter. Foi realizada uma pesquisa sobre o comportamento geral
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1 Aldosteronismo 31 Hiperbilirrubinemia
2 Mal de Alzheimer 32 Hipertensão
3 Anemia diseritropoiética congênita 33 Hipertensão diastólica
4 Asma 34 Hipertireoidismo
5 Ataxia telangiectasia 35 Hipoaldosteronismo
6 Aterosclerose 36 Síndrome de Leigh
7 Grupo sanguíneo 37 Leucemia
8 Câncer de mama 38 Hipertensão renina baixa
9 Cardiomiopatia 39 Linfoma
10 Catarata 40 Retardo mental
11 Doença de Charcot-Marie-Tooth 41 Distrofia muscular
12 Câncer de colo 42 Infarto do miocárdio
13 Complemento de deficiência de componentes 43 Miopatia
14 Doença da artéria coronária 44 Deficiência de nucleosídeo fosforilase
15 Espasmo coronário 45 Obesidade
16 Surdez 46 Paraganglioma
17 Diabetes Mellitus 47 Mal de Parkinson
18 Deficiência de enolase 48 Feocromocitoma
19 Diabetes Mellitus 49 Câncer de próstata
20 Epilepsia 50 Pseudo-poliésteronismo
21 Anemia de Fancon 51 Retinite pigmentosa
22 Gordura no fígado 52 Transtorno esquizoafetivo
23 Câncer de intestino 53 Esferocitose
24 Síndrome de Gilbert 54 Espinha bífida
25 Glaucoma 1A 55 Ataxia Espinocerebelar
26 Bócio congênito 56 Acidente vascular encefálico
27 Síndrome de HARP 55 Carcinoma da tiróide
28 Síndrome de HELLP 58 Defeito total de organização de iodeto
29 Anemia hemolítica 49 Deficiência de proteína trifuncional
30 Doença de Hirschsprung 60 Depressão unipolar
Tabela 2 – Legenda para auxilio da figura 14. Tabela retirada de [6].
desta palavra chave, incluindo o crescimento dela na rede e a forma que se dão as conexões
e propagação de informações. Neste tipo de estudo, a coleta de dados é feita unicamente
por algoritmos, porém, com base em retweet, tweets e replies de usuários no Twitter,
a partir desta coleta pode-se estudar, por exemplo, conectividades de saída e entrada
dos nós, centralidade, quais vértices da rede têm mais influências, como também outras
propriedades vistas anteriormente.
Em 2013, Domenico et al. [7] analisou tweets publicados antes, durante e depois
do período da descoberta do boson de Higgs, montando um comportamento global de
aproximadamente 500,000 indivíduos. O principal objetivo foi investigar o impacto de um
rumor científico no século atual. O mundo inteiro seguiu e discutiu as notícias por meio
de suas redes sociais [7]. A característica mais marcante do estudo foi a criação de um
modelo de propagação de informação que reproduz os dados reais coletados.
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Figura 15 – Densidade de probabilidade para as conexões de entrada, in-degree, e saída,
out-degree, e do número total de vértices que tweetaram sobre o boson de
Higgs. Análise realizada com 456,631 nós e 14,855,875 arestas direcionadas.
Os nós representam os autores dos tweets e as arestas representam a relação
entre seguindo/seguidor. Figura retirada da referência [7].
Na figura 15 é mostrado que as conexões de probabilidade seguem uma lei de
potência. Porém, curiosamente, o comportamento dessa distribuição não é trivial [7].
Para conectividade de saída, é visto que a lei de potência não possui um expoente fixo,
isto é, existem dois regimes, tendo o ponto crítico para 𝑘𝑜𝑢𝑡 ≈ 200, 𝑃 (𝑘𝑜𝑢𝑡) ∝ 𝑘−1.4𝑜𝑢𝑡 e
𝑃 (𝑘𝑜𝑢𝑡)∝ 𝑘−3.9𝑜𝑢𝑡 , indicando que são poucos os usuários que seguem aproximadamente uma
centena de outros usuários na rede. Intrigantemente, a distribuição de conectividade para
os nós de entrada segue um comportamento diferente, para 𝑘𝑜𝑢𝑡 ≈ 100, a relação de escala
não é satisfatória, depois deste ponto, a rede exibe um comportamento livre de escala
com 𝑃 (𝑘𝑖𝑛) ∝ 𝑘−2.2𝑖𝑛 . O coeficiente de agregação da rede de retweet é 0.0277, e o grafo
apresenta uma mistura disassortativa por grau com valor de −0.14, indicando a presença
de correlações na rede, na qual uma possível explicação para este resultado especifico é
devido a mudança de informações entre os nós altamente conectados e os que possuem
baixa conectividade [7].
A criação da rede e separação dos dados foi formada pela sequência de quatro
eventos: (a) Período I, antes do pronunciamento oficial da descoberta do bóson de Higgs;
(b) Período II, período formado pela exposição da nova partícula, por meio dos cientistas
da Fundação Charles Darwin; (c) Período III, época na qual sequenciou-se vários rumores
no LHC sobre a descoberta do bóson de Higgs; e (d) Período IV, declaração oficial por
cientistas do ATLAS e CMS, indicando a existência de uma nova partícula compatível
com o bóson de Higgs.
Por conseguinte, indicando que 𝐴*(𝑡) e 𝑎*(𝑡) = 𝐴*(𝑡)/𝑁 são respectivamente o
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número e a fração de usuários ativos no tempo, ou seja, quantidades relacionadas a um
evento especifico, e 𝑁 aponta para o número total de usuário, e ainda assumindo a hipótese
de que depois de um indivíduo twittar algo, ele não estará ativo até que retorne a publicar,
o número de vértices recentes adicionados na rede no tempo 𝑡 podem ser expressados como
sendo proporcionais ao número de usuários que, até o tempo citado, não estão ativos:
𝐴*(𝑡 ∆𝑡) = 𝐴*(𝑡) 𝜆*[𝑁 −𝐴*(𝑡)]∆𝑡, (2.14)
em que 𝜆* é uma constante que representa a frequência de publicações. Tomando o limite
de ∆𝑡 tendendo a zero, pode-se obter a seguinte equação diferencial:
𝑑𝑎*(𝑡)
𝑑𝑡
= 𝜆*[1−𝑎* (𝑡)], (2.15)
consequentemente, expressa-se a equação de propagação da informação, a qual indica a
fração de usuários que twittaram ao menos uma vez sobre o bóson de Higgs,
𝑎*(𝑡) = 1− [1−𝑎*(𝑡𝑘)]𝑒−𝜆
*(𝑡−𝑡𝑘), (2.16)
em que 𝑘 designa o período, 𝑘 = I, II, III, IV, 𝑡𝑘 representa o tempo no qual cada evento
ocorreu e 𝑎*(𝑡𝑘) condiz com a fração inicial de usuários ativos ao menos uma vez na rede.
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(a)
(b)
Figura 16 – (a) Representação de 10% da rede formada por usuários ativos baseada na
decomposição do k-core. O tamanho do nó está relacionado ao seu número
de conexões enquanto a escala de cores está ligado ao número máximo de
subgrafos em que todos os vértices têm no mínimo grau 𝑘. (b) Comparação
entre o modelo de propagação de informação sugerido e os dados reais retirados
do Twitter. Figuras retiradas da referência [7].
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Modelos Teóricos de Redes
Podemos dizer que um determinado modelo captura ou representa melhor uma
determinada característica do que um outro modelo [16]. Pois, um modelo de rede teórica
pode ser criado para depender das características que mais estamos interessado em capturar.
Nesta seção é mostrado alguns dos principais modelos teóricos de redes.
3.1 Modelos de redes aleatórias
A seguir é mostrado dois principais modelos matemáticos de redes aleatórias. Um
modelo aleatório de rede é um modelo matemático que determina como formar a estrutura
de uma rede, desta forma, redes geradas por modelos irão ter determinada propriedades
estruturais [16].
3.1.1 Modelo de Erdös e Rényi
Erdös e Rényi, no final da década 50 e início de 60, propuseram um modelo de
grafo aleatório [14]. Em particular, eles provaram diversas características fundamentais
da rede gerada por este modelo aleatório [16], cuja regra de ligação é tal que usa-se uma
mesma probabilidade 𝑝 para conectar todos os 𝑁 vértices da rede (Ver Fig. 17) [33]. Tal
modelo gera redes não dinâmicas, pois o número de vértices da rede é fixo e uma aresta é
criada, de forma independente, a cada passo de tempo com probabilidade 𝑝. A partir da
regra de ligação, a conectividade média da rede pode ser obtida por meio da probabilidade
de conexão 𝑝:
⟨𝑘⟩ = 2𝐸
𝑁
= 𝑝(𝑁 −1)∼ 𝑝𝑁 (3.1)
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Figura 17 – Processo de evolução de um grafo para o modelo de Erdös-Rényi. No topo da
figura são representados grafos com 𝑁 = 12 vértices e probabilidade 𝑝 = 1/6.
Em baixo são representados grafos com 𝑁 = 100 vértices e 𝑝 = 0.03 em
diferentes estágios de desenvolvimento. Os vértices isolados ao fundo da figura
são aqueles com conectividade 𝑘 = 0. Figura retirada da referência [17].
onde 𝐸 é uma variável aleatória que representa o número total de arestas e possui valor
esperado 𝐸(𝑁) = 𝑝𝑁 [𝑁 −1]/2.
A evolução de um grafo aleatório é iniciado por um número fixo de vértices 𝑁 e
as arestas são adicionadas gradualmente de forma aleatória. O papel da teoria dos grafos
aleatórios é estudar as propriedades do espaço de probabilidades, associadas a grafos com
𝑁 nós quando 𝑁→∞ [33]. Erdös e Rényi mostraram que muitas propriedades relevantes
aparecem abruptamente, se variada a probabilidade de conexão 𝑝. Dessa forma, em redes
grandes, porém finitas, para cada probabilidade estudada, deve existir uma probabilidade
crítica 𝑝𝑐, a partir da qual, essa probabilidade, quase sempre estará presente no grafo se
𝑝 > 𝑝𝑐 e quase nunca estará presente se 𝑝 < 𝑝𝑐 [9].
Podemos utilizar o modelo de grafo aleatório para representar algumas redes reais.
Neste caso, precisa-se determinar os parâmetros do modelo que devem ser estimados a
partir da rede real que desejamos modelar [16]. Por exemplo, considerando uma rede
real com 𝑁𝑐 vértices e 𝐸𝑐 arestas, o parâmetro que devemos estimar será 𝑝𝑐, isto é, a
probabilidade crítica para obtermos 𝐸𝑐 arestas.
Em particular, podemos afirmar que o estudo dos grafos aleatórios tem o objetivo
de determinar para qual probabilidade de conexão 𝑝, uma determinada propriedade do
grafo irá surgir [33].
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A distribuição de conectividade das redes aleatórias, para 𝑁 suficientemente grande,
é bem ajustada por uma distribuição de Poisson:
𝑃 (𝑘) = 𝑒⟨𝑘⟩ ⟨𝑘⟩
𝑘
𝑘! , (3.2)
a qual ⟨𝑘⟩ é a conectividade média. Apesar das arestas serem adicionadas de forma
aleatória, a maioria dos nós apresentam o mesmo número de ligações 𝑘𝑖 ∼ ⟨𝑘⟩ [9].
3.1.2 Modelo de Watts e Strogatz
Duncan Watts e Steven Strogatz propuseram uma extensão do modelo de redes
aleatórias motivados por duas observações [34]: propriedade de mundo pequeno e alto
coeficiente de agregação. O objetivo era propor um modelo que reproduzisse duas ca-
racterísticas presentes em vários sistemas reais, sendo elas, o menor caminho entre dois
vértices depende de forma logarítmica de 𝑁 e para um grafo com 𝑁 vértices e 𝐿 arestas,
o coeficiente de agregação deveria possuir um valor maior do que uma rede aleatória [17].
Deste modo, este modelo deveria transitar entre uma rede regular e uma rede aleatória
(ver Fig. 18).
Figura 18 – Procedimento de reconexão dos vértices para o modelo de Wattz-Strogatz, o
qual transforma uma rede regular (circular) em uma rede aleatória sem alterar
o número de vértices ou arestas. Inicia-se a rede com 𝑁 = 20 sítios, e cada
sítio está conectado aos seus quatro primeiros vizinhos. Para 𝑝 = 0, a rede
permanece inalterada, com o aumento de 𝑝, a conectividade dos sítios mudam
desordenadamente até 𝑝 = 1, onde todas as ligações são reconectadas de forma
aleatória. É visível a mudança da estrutura da rede ao modo que 𝑝 aumenta,
sendo o valor intermediário representando o efeito de mundo pequeno, em que
as distâncias entre os sítios são pequenas e o valor do coeficiente de agregação
alto. Figura retirada da referência [17].
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O modelo de Wattz e Strogatz foi definido da seguinte maneira: (a) o grafo é
iniciado com 𝑁 vértices conectados aos seus 𝑘 primeiros vizinhos (condição de contorno
periódica), (b) com uma probabilidade 𝑝 reescreve-se aleatoriamente cada aresta da rede
de tal forma que auto conexões e conexões duplas são excluídas. Assim é obtido uma rede
com 𝑝𝑁𝑘/2 ligações as quais conectam sítios de diferentes vizinhanças [33]. O processo de
reconexão consiste em visitar cada ligação da rede e, com probabilidade 𝑝, reconectar uma
das extremidades da ligação a um novo vértice escolhido aleatoriamente na rede [9].
O processo de reconexão permite a mudança de uma rede completamente regular
(caso para 𝑝 = 0) para uma rede completamente aleatória (𝑝 = 1). Deste modo, podemos
concluir que o parâmetro 𝑝 controla a topologia da rede, variando entre um látice regular
e uma rede totalmente aleatória, sem estrutura [16].
O principal objetivo deste modelo foi representar alguns sistemas sociais, por
exemplo, a maioria das pessoas possuem amizades com seus vizinhos (da mesma rua).
Todavia, qualquer um de nós, também possui laços de amizades com pessoas distantes,
que moram em outro bairro, cidade ou país. Esses relacionamentos de longas distâncias
são representados pelas ligações de longo alcance, criadas pelas reconexões no modelo de
Wattz-Strogatz [9].
3.2 Redes livres de escala
Nos últimos anos, muitos pesquisadores têm sugeridos modelos que reproduzam
de maneira similar o comportamento de muitas redes reais. Através da análise de dados
agregados a sistemas reais, trabalhos na literatura mostram que esses sistemas apresentam
uma distribuição de conectividade em lei de potência, contendo alguns nós que possuem
um alto grau de ligações enquanto a maioria dos sítios na rede são pouco conectados [7]
[35] [12] [36], tais sistemas são denominados por redes de livre escala.
Para entender a razão a qual diferentes sistemas exprimem o mesmo comportamento,
é preciso analisar qual propriedade caracteriza a ausência de uma escala típica. Em suma,
o motivo no qual o modelo de rede aleatória de Erdös e Rényi [37] falha em reproduzir
os pólos e as leis de potência, constatadas em várias redes reais. A solução para esta
indeterminação foi dada primeiramente nos trabalhos de Barabási e Albert, em que foi
mostrado que a ausência de uma escala típica era devido ao crescimento contínuo da rede,
pela adição de novos vértices e arestas e que as conexões entre os constituintes se dava de
forma preferencial, ou seja, os novos vértices na rede tendem a se conectarem com os mais
conectados [38].
Vários outros modelos surgiram nos anos seguintes, os quais abrangem outras
variações na ligação preferencial, mudando alguns parâmetros na criação dos sítios para
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assemelhar-se mais às redes de sistemas reais. Apesar dessa explicação ter surgido nos
trabalhos de Barabási e Albert, é importante ressaltar que estes não foram os primeiros
a incluir ligação preferencial e leis de potência; há registros de que a primeira aparição
da ligação preferencial foi por volta de 1923, pelo matemático Húngaro György Pólya, e
após, em 1925 Yule mostrou que a distribuição em lei de potência do número de espécies
por gênero de plantas com flores era devido a uma ligação preferencial, assim como vários
outros modelos surgiram precedendo os trabalhos de Barabási et al.
3.2.1 Modelo de Barabási-Albert
No final da década de 90, Albert-Lázió Barabási e Réka Albert estavam estudando
a rede da Web e perceberam que esta possuía uma distribuição de grau muito particular.
Eles observaram empiricamente que a distribuição de conectividade de entrada dos nós era
representada por uma lei de potência. Buscando uma possível explicação, ambos sugeriram
um modelo matemático para a construção desse tipo de rede [16] [38]. Porém, muito mais
do que apenas esquematizar um modelo para a construção da Web, Barabási e Albert
mostraram que muitas redes reais apresentam uma topologia livre de escala, pois são
compostas por vários constituintes que continuam crescendo devido a adição de novos nós
e arestas e a probabilidade 𝑃 (𝑘) de um vértice na rede interagir com 𝑘 outros vértices
decai seguindo uma lei de potência expressada por 𝑃 (𝑘)∝ 𝑘−𝛾 . Da mesma maneira, eles
observaram um processo denominado de ligação preferencial, em que os vértices recém
adicionados na rede preferem se conectar aos nós com alta conectividade. Dessa forma,
crescimento e ligação preferencial são a essência do modelo de Barabási-Albert (BA)
e geram uma rede com distribuição de conectividade em lei de potência com um expoente
𝛾 fixo.
Considerando alguns exemplos que seguem essa distribuição de probabilidade:
• Em 1991, a Word Wide Web possuía somente um vértice, o primeiro website cons-
truído por Tim Berners-Lee, o criador da Web. Hoje, a WWW possui mais de um
trilhão (1012) de hosts, um número extraordinário que foi alcançado ao longo da
adição contínua de novos websites na rede por milhões de indivíduos [17].
• A rede de colaboração e de citações continua se expandindo no decorrer das publica-
ções de novos artigos científicos.
• A rede social de amizades de um indivíduo continua a alterar-se a longo de sua vida,
novas ligações (amizades) são feitas e outras desfeitas.
Deste modo, compreendendo que vários sistemas reais apresentam este tipo de
comportamento, Barabási e Albert projetaram um modelo de rede que resultasse nesta
topologia livre de escala. O algoritmo deste modelo está descrito abaixo.
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1. A rede é iniciada com um número pequeno de vértices 𝑚𝑜, as ligações entre eles são
escolhidas arbitrariamente, entretanto, cada nó precisa ter no mínimo uma aresta;
2. A cada passo de tempo um novo nó é adicionado com 𝑚≤𝑚0 ligações que conectam
o novo vértice a 𝑚 vértices diferentes. A probabilidade do sítio pré-existente na rede
𝑖 receber a nova ligação é proporcional à sua conectividade,
∏︁
𝑖
= 𝑘𝑖∑︀
𝑖𝑘𝑗
, (3.3)
em que 𝑘𝑖 é o grau do sítio 𝑖.
3. Repete-se os passos anteriores até o tamanho desejado do sistema, após 𝑡 passos no
tempo, este procedimento resulta em uma rede com 𝑁 = 𝑡 𝑚0 sítios e 𝑚𝑡 ligações,
sendo 𝑚 a quantidade de ligações que cada vértice realiza ao ser inserido na rede.
No modelo de Barabási-Albert, a ligação preferencial está relacionada somente à
conectividade do sítio, e isto informa que, os vértices mais conectados na rede tendem a
receber mais conexões. Desse modo, a idade do sítio é um fator determinante para ele se
tornar pólo, visto que é mais provável que o sítio inserido no início na criação da rede
obtenha mais ligações do que os adicionados posteriormente (ver Figura 19).
Figura 19 – Exemplo ilustrativo para rede de Barabási com 𝑚0 = 3 e 𝑚 = 1. Figura
retirada da referência [39].
Uma interessante descoberta por meio deste modelo foi a independência da distri-
buição de conectividade, 𝑃 (𝑘), com 𝑚 (número de ligações que cada sítio realiza ao ser
inserido na rede). Eles mostraram ainda que esta distribuição não depende do instante
de tempo 𝑡 em que é observado o crescimento da rede, no entanto, 𝑡 deve ser grande o
suficiente, tendendo para o limite termodinâmico. Isto indica que o sistema se auto organiza
em um estado estacionário livre escala [40]. O resultado numérico para a distribuição de
conectividade deste modelo foi reproduzido (ver Fig. 20) e o valor encontrado para 𝛾 está
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de acordo com o observado na literatura, uma lei de potência com expoente 𝛾 = 2.9±0.1. A
figura 20 indica o comportamento esperado, ou seja, muitos nós exibem baixa conectividade
enquanto poucos tornam-se pólos, essa peculiaridade remete à expressão "o rico cada vez
fica mais rico".
Para maior compreensão do comportamento deste modelo, assim como para enten-
dimento da dependência temporal da conectividade de um sítio, e ainda no surgimento
de propriedades de redes livres de escala, é preciso entendê-lo também analiticamente. A
seguir, é apresentado um tratamento contínuo para a evolução temporal da conectividade.
3.2.1.1 Dinâmica da conectividade
Para compreender o surgimento da propriedade livre de escala, é preciso entender
a evolução temporal do modelo de Barabási-Albert. Um único sítio pode aumentar seu
grau cada vez que um novo sítio é inserido à rede. Este novo sítio irá se conectar com 𝑚
dos 𝑁(𝑡) nós pré-existentes no sistema e a probabilidade que cada sítio, existente na rede,
possui para ligar-se com o novo sítio é dada pela equação 3.3.
Assumindo que 𝑘𝑖 seja uma variável real e continua, a taxa que um sítio adquire
ligações e dada por:
𝑑𝑘𝑖
𝑑𝑡
= 𝑚
∏︁
(𝑘𝑖) = 𝑚
𝑘𝑖∑︀𝑁−1
𝑗 = 1𝑘𝑗
, (3.4)
em que 𝑁 = 𝑚0 𝑡 e o coeficiente 𝑚 é o número de ligações que cada novo vértice realiza
ao entrar na rede. Sendo ainda, ∑︀𝑁−1𝑗 = 1𝑘𝑗 = 2𝑚𝑡−𝑚, uma vez que depende do tempo
𝑡 e representa o número total de ligações na rede não direcionada até o recém nó ser
adicionado, por conseguinte,
𝑑𝑘𝑖
𝑑𝑡
= 𝑚 𝑘𝑖2𝑚𝑡−𝑚 =
𝑘𝑖
2𝑡−1 ,
porém, assumindo 𝑡 » 1, o termo (−1) pode ser negligenciado do denominador,
𝑑𝑘𝑖
𝑘𝑖
= 12
𝑑𝑡
𝑡
. (3.5)
Resolvendo esta equação diferencial pelo método de integração, infere-se que:∫︁ 𝑘𝑖(𝑡)
𝑘𝑖(𝑡0) = 𝑚
1
𝑘𝑖
𝑑𝑘𝑖 =
∫︁ 𝑡
𝑡0
1
2𝑡𝑑𝑡
𝑙𝑛(𝑘𝑖(𝑡)
𝑚
) = 𝑙𝑛( 𝑡
𝑡0
)
1/2
𝑘𝑖(𝑡) = 𝑚(
𝑡
𝑡0
)
1/2
, (3.6)
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(a) Distribuição de conectividade em Lei de Potência para o modelo Barabási-Albert. Simulação
feita sob 103 amostras, 𝑚 = 1 e 105 sítios.
(b) Evolução temporal da conectividade do sítio 𝑖 = 10 e 𝑖 = 97 para o modelo de
Barabási-Albert. Simulação feita para 103 amostras, 𝑚 = 1 e 𝑁 = 105 sítios.
Figura 20
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em que 𝛽 é o expoente dinâmico e, neste modelo, têm valor 𝛽 = 1/2.
A equação (3.6) informa que a conectividade de todos os sítios evolui da mesma
forma seguindo uma lei de potência com o mesmo expoente dinâmico 𝛽 = 1/2 (ver Fig.
20 (b)). Como 𝛽 < 1, o crescimento da conectividade dos sítios é sub-linear, esta é uma
consequência da natureza de crescimento no modelo de Barabási-Albert: cada novo nó tem
mais possibilidades de conexão do que os nós anteriores, deste modo, os nós existentes na
rede competem entre si por novas ligações provindas dos sítios que estão sendo inseridos.
Este resultado mostra que quanto mais cedo um nó é adicionado à rede, mais chances
ele tem de aumentar sua conectividade (torna-se pólo). Assim, os pólos possuem muitas
conexões porque foram adicionados ao início da criação da rede, formando um fenômeno
comum no mundo do marketing e dos negócios, em que marcas e empresas mais antigas
tendem a preferência dos clientes [17].
Através do cálculo da probabilidade, 𝑃 (𝑘𝑖(𝑡) < 𝑘), de que um certo vértice tenha
conectividade 𝑘𝑖(𝑡) menor do que 𝑘, é possível calcular o valor do expoente 𝛾 da distribuição
de probabilidade analiticamente, deste modo,
𝑃 (𝑘𝑖(𝑡) < 𝑘) = 𝑃 (𝑚(
𝑡
𝑡𝑖
)
1/2
< 𝑘)
𝑃 (𝑘𝑖(𝑡) < 𝑘) = 𝑃 (𝑚2 (
𝑡
𝑡𝑖
) < 𝑘2)
𝑃 (𝑘𝑖(𝑡) < 𝑘) = 𝑃 (
𝑚2𝑡
𝑘2
< 𝑡𝑖)
𝑃 (𝑘𝑖(𝑡) < 𝑘) = 𝑃 (𝑡𝑖 >
𝑚2𝑡
𝑘2
) , (3.7)
porém, assumindo que os nós são inseridos em intervalos de tempos iguais, a densidade de
probabilidade para 𝑡𝑖 pode ser expressada por:
𝑃 (𝑡𝑖) =
1
𝑁
= 1
𝑚0 𝑡
. (3.8)
Substituindo (3.8) na equação (3.7), têm-se:
𝑃 (𝑡𝑖 >
𝑚2𝑡
𝑘2
) = 1−𝑃 (𝑡𝑖 ≤ 𝑚
2𝑡
𝑘2
)
𝑃 (𝑡𝑖 >
𝑚2𝑡
𝑘2
) = 1− 𝑚
2𝑡
𝑘2(𝑡 𝑚0)
, (3.9)
à vista disso, a distribuição de conectividade 𝑃 (𝑘) pode ser deduzida usando
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𝑃 (𝑡𝑖 >
𝑚2𝑡
𝑘2
)≡ 𝑃 (𝑘𝑖(𝑡) < 𝑘)
𝑃 (𝑘) = 𝜕𝑃 (𝑘𝑖(𝑡) < 𝑘)
𝜕𝑘
𝑃 (𝑘) = (2𝑚
2𝑡
𝑚0 𝑡
)𝑘−3
𝑃 (𝑘)∼ 𝑘−3. (3.10)
O resultado obtido acima oferece uma possível explicação para a lei de potência
observada empiricamente na rede da Web. Pode-se concluir que este mecanismo dinâmico
de ligação preferencial é o responsável pela probabilidade 𝑃 (𝑘) de um vértice na rede
interagir com 𝑘 outros vértices decair como uma lei de potência. Este resultado chamou a
atenção de muitos pesquisadores, que vieram aplicar o mecanismo de ligação preferencial
em diversos outros contextos, além de surgirem diversos outros modelos e variações do BA
na última década [16].
3.2.1.2 Propriedades do modelo de Barabási-Albert
Como apresentado no capítulo 2, redes complexas podem ser classificadas de acordo
com suas propriedades e podem ser úteis nas análises dos mais diversos aspectos das redes e
com os mais variados propósitos [41]. Nesta seção, são apresentadas algumas propriedades,
tais como o menor caminho médio e coeficiente de agregação, que auxiliam na compreensão
da estrutura da rede.
A. Comprimento do menor caminho médio
Para dados de comparação, a figura 21 retrata o comprimento do menor caminho
médio da rede de Barabási-Albert com o de uma rede aleatória, em função de N, ambas
com a conectividade média, ⟨𝑘⟩ = 4. É perceptível que o comprimento de menor caminho
para o modelo de Barabási-Albert é menor que o de uma rede aleatória. Este resultado
indica que para redes livre de escala, que ao levar-se em conta os mecanismo de crescimento
e ligação preferencial é possível reproduzir o efeito de mundo pequeno, visto que o menor
caminho médio tende para um baixo valor. Isso se dá devido à heterogeneidade na regra de
ligação preferencial (presença de pólos) desse tipo de rede, o que produz maior eficiência
em aproximar os nós da rede.
Deste modo, pode-se ressaltar que a rede do modelo de Barabási-Albert é usada
para representar alguns sistemas reais pois apresenta o efeito de mundo pequeno. Outro
resultado importante do modelo é que o comprimento do menor caminho médio cresce apro-
ximadamente de forma logarítmica com 𝑁 para diferentes valores de 𝑚, como apresentado
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Figura 21 – Comportamento do menor caminho médio ⟨𝑙⟩ pelo tamanho 𝑁 da rede para o
modelo de Barabási-Albert com ⟨𝑘⟩ = 4, dado para comparação com um grafo
aleatório, o qual possui a mesma conectividade e tamanho. Figura retirada da
referência [11].
abaixo:
⟨𝑙⟩(𝑚 = 1)≈ 𝑙𝑛(𝑁)
⟨𝑙⟩(𝑚 1)≈ 𝑙𝑛(𝑁)
𝑙𝑛𝑙𝑛(𝑁) . (3.11)
B. Coeficiente de agregação
Novamente, a figura 22 exibe a comparação entre o coeficiente de agregação da
rede de Barabási-Albert com conectividade média ⟨𝑘⟩ = 4 assimilado com o de um grafo
aleatório, o qual 𝐶𝑟𝑎𝑛𝑑 ≈ ⟨𝑘⟩/𝑁 , enquanto, depois de realizar simulações no modelo BA,
notou-se que o coeficiente de agregação decresce com o tamanho da rede, obedecendo
uma lei de potência, 𝐶𝐵𝐴 ≈𝑁−0.75, como visto na figura 22. Usando a teoria contínua,
Barabási et al. [17], mostraram analiticamente que o coeficiente de agregação do modelo
de Barabási-Albert adquire o seguinte comportamento,
⟨𝐶⟩ ≈ (𝑙𝑛𝑁)
2
𝑁
. (3.12)
A diferença entre os coeficiente de agregação para o modelo de rede aleatória
(𝐶𝑟𝑎𝑛𝑑 ≈ ⟨𝑘⟩/𝑁) e o modelo BA (𝐶𝐵𝐴 ≈𝑁−0.75) é devido ao termo (𝑙𝑛𝑁)2, que aumenta
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Figura 22 – Comportamento do coeficiente de agregação pelo tamanho 𝑁 da rede para o
modelo de Barabási-Albert com ⟨𝑘⟩ = 4, dado para comparação com um grafo
aleatório, o qual possui a mesma conectividade e tamanho. Figura retirada da
referência [11].
o coeficiente de agregação para altos valores de 𝑁 [17]. O modelo de Barabási-Albert gera
redes com maior coeficiente de agregação do que o modelo de redes aleatórias, entretanto,
falha ao representar alguns sistemas reais uma vez que quando 𝑁→∞ o coeficiente de
agregação se aproxima de zero, divergindo assim das observações das redes reais que
tendem a aumentar o ⟨𝐶⟩ com 𝑁 .
3.2.2 Modelo de Qualidade
Vários sistemas reais apresentam comportamento diferente ao modelo de Barabási-
Albert, visto que a taxa de conectividade de um nó não depende somente de sua idade.
Novas páginas da internet, companhias, ou atores podem possuir qualidades intrínsecas
que influenciam a forma como os sítios (companhias, atores, etc) recebem ligações [17].
Esta habilidade que determinados sítios têm de adquirir ligações foi chamada por Bianconi
e Barabási de “fitness” ou “qualidade” do nó, por esse motivo, o modelo assume esta
nomenclatura. Dessa forma, este modelo tenta descrever sistemas nos quais alguns sítios,
mesmo adicionados posteriormente à rede, podem conseguir um número maior de ligações
em um curto intervalo de tempo. Um exemplo disso é o Facebook, nascido em 2004 na rede
WWW [17], tornou-se o vértice com maior conexões em 2011, ultrapassando o Google,
que foi criado no início da rede [42], em 1998, e até então mantinha-se como o sítio de
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maior conectividade.
O parâmetro de qualidade pode ser explicado como uma característica individual
de cada nó. Em sistemas reais isso pode significar o nível de facilidade que cada indivíduo
possui para realizar amizades, marketing que uma dada empresa realiza para adquirir
novos consumidores, ou o design que uma página da web ilustra para chamar a atenção de
novos internautas. Redes reais apresentam fatores que contribuem para a formação das
conexões que nem sempre dependem apenas da idade dos sítios, como visto no modelo
BA. Sendo assim, é preciso levar em consideração essas características na criação de um
modelo, para que dessa forma, este modelo se assemelhe da forma mais apropriada ao
sistemas que queremos estudar.
Buscando representar esta característica, Bianconi e Barabási propuseram uma
mudança na regra de ligação preferencial do modelo padrão BA, assumindo que cada nó
na rede deveria possuir um parâmetro que correspondesse a sua qualidade. No modelo
de Barabási-Albert todos os nós da rede aumentam sua conectividade no tempo com
𝑘𝑖 = (𝑡/𝑡𝑖)𝛽, em que 𝛽 = 1/2, e 𝑡𝑖 é o tempo em que o sítio 𝑖 foi adicionado ao sistema.
Porém, o modelo de qualidade é caracterizado por cada sítio 𝑖 da rede possuir um fator de
qualidade 𝜂𝑖, o qual não muda com o tempo, obtido por uma distribuição uniforme 𝜌(𝜂).
Deste modo, considerando que a existência de uma qualidade modifica a ligação preferencial
dos sítios, isto é, a forma como eles competem por ligações, é esperado que sítios com
diferentes qualidades tenham ritmos distintos para sua evolução temporal de conectividade.
Aplicando a teoria contínua, Bianconi e Barabási calcularam 𝛽 e derivaram uma expressão
geral para a distribuição de conectividade. Os resultados analíticos mostraram-se em
acordo com os resultados numéricos apresentados por eles [8].
Abaixo é explicitado o algoritmo proposto por Bianconi e Barabási para gerar a
rede:
1. Inicia-se a rede com 𝑚0 sítios, em que cada um deles possui um parâmetro de
qualidade 𝜂. Esta qualidade é escolhida aleatoriamente obedecendo uma distribuição
de qualidade 𝜌(𝜂);
2. A cada passo de tempo é adicionado um novo sítio que já possui um parâmetro de
qualidade 𝜂, escolhido a partir da distribuição de qualidade 𝜌(𝜂), imposta no passo
anterior. Esse novo sítio é conectado aos outros 𝑚(≤𝑚0) sítios pré-existentes na
rede, em que o fator 𝑚 ilustra o fato que cada sítio novo incrementa 𝑚 ligações ao
sistema;
3. A probabilidade de um novo sítio se conectar com um sítio 𝑖, já existente na rede, é
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proporcional a sua conectividade 𝑘𝑖 e a qualidade 𝜂𝑖, e é dada por
∏︁
𝑖
= 𝜂𝑖𝑘𝑖∑︀
𝑗 𝜂𝑗𝑘𝑗
; (3.13)
4. Repete-se as etapas (2) e (3) até o tamanho desejado. Para tempos muito longos,
𝑡→∞, a rede irá possuir 𝑁 = 𝑚0 𝑡 sítios e 𝑚𝑡 ligações.
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Figura 23 – Distribuição de conectividade em Lei de Potência para o modelo de Qualidade.
Simulação feita para 103 amostras e para logarithmic binning 9.102 amostras,
𝑚 = 1 e 𝑁 = 105 sítios.
Para o caso em que todos os 𝜂𝑖 = 1, isto é, 𝜌(𝜂) = 𝛿(𝜂−1), é recuperado o modelo
padrão de Barabási-Albert. A generalização da ligação preferencial (3.13) integra a carac-
terística que sítios mais jovem, e com poucas ligações, podem receber mais conexões com
uma probabilidade maior do que sítios mais antigos e mais conectados, basta que este tenha
um alto parâmetro de qualidade, podendo tornar-se pólo na rede. Assim, pode-se concluir
que este fator torna a conectividade dos sítios mais heterogênea, quando comparado ao
modelo de Barabási-Albert, pois os sítios competem entre si por ligações com base na sua
conectividade e propriedade intrínseca 𝜂.
Algumas propriedades foram calculadas no modelo de Bianconi e Barabási, como
por exemplo o coeficiente de agregação, o qual apresentou um crescimento com 𝑚, isto é,
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com o número de ligações que cada vértice realiza ao entrar na rede. Foi verificado que o
menor caminho médio diminui à medida que o valor de 𝑚 cresce, e a evolução temporal
⟨𝑘𝑖⟩ para diferentes valores de 𝜂 (ver Fig. 24(a)), como também é visto a dependência
linear de 𝛽 com 𝜂 (ver Fig. 24(b)). Para o modelo de Qualidade, a conectividade dos nós
individuais segue uma lei de potência no tempo, 𝑘𝑖(𝑡)∼ 𝑡𝛽𝑖 , porém o expoente dinâmico,
𝛽𝑖, depende da qualidade do nó.
3.2.2.1 Solução analítica para o modelo Bianconi-Barabási
Para deduzir a distribuição de conectividade, é preciso utilizar a teoria contínua,
desta forma, é possível analisar e discutir as propriedades topológicas do modelo de
qualidade [11] [38] [43]. Um sítio 𝑖 aumentará sua conectividade 𝑘𝑖 numa taxa que é
proporcional à probabilidade que ele receba uma ligação, expressada pela equação (3.13),
portanto,
𝜕𝑘𝑖
𝜕𝑡
= 𝑚 𝜂𝑖𝑘𝑖∑︀
𝑗 𝜂𝑗𝑘𝑗
. (3.14)
A variante 𝑚 indica o número de ligações que cada novo sítio realiza ao entrar na
rede, isto é, a cada passo de tempo, o número de conexões na rede aumenta 𝑚 unidades.
Para resolver a equação (3.14), Bianconi e Barabási sugeriram a seguinte solução [8],
assumindo que, igualmente ao modelo BA, a evolução temporal da conectividade dos sítios,
𝑘𝑖, segue uma lei de potência,
𝑘(𝑡, 𝑡0,𝜂𝑖) = 𝑚(
𝑡
𝑡0
)
𝛽(𝜂𝑖)
, (3.15)
na qual 𝑡0 é o tempo em que o sítio foi adicionado ao sistema e o expoente dinâmico
depende da qualidade do sítio. A média de ⟨∑︀𝑗 𝜂𝑗𝑘𝑗⟩ , expressada na equação (3.14), pode
ser escrita da seguinte forma,
⟨∑︁
𝑗
𝜂𝑗𝑘𝑗
⟩
=
∫︁
𝑑𝜂𝜌(𝜂)𝜂
∫︁ 𝑡
1
𝑘𝜂(𝑡, 𝑡0)𝑑𝑡0. (3.16)
Substituindo 𝑘𝜂(𝑡, 𝑡0) de (3.15) e resolvendo a integral sobre 𝑡0, pode-se obter
⟨∑︁
𝑗
𝜂𝑗𝑘𝑗
⟩
=
∫︁
𝑑𝜂𝜌(𝜂)𝜂𝑚 𝑡− 𝑡
𝛽(𝜂)
1−𝛽(𝜂) . (3.17)
O expoente dinâmico é limitado ao intervalo 0 𝛽(𝜂) < 1 devido à condição que
um sítio sempre aumenta seu número de ligações no tempo 𝛽(𝜂) > 0. No limite em que
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(a) Evolução temporal da conectividade do sítio 𝑖 = 10 e diferentes valores de 𝜂 para
o modelo de Qualidade. Simulação feita sob 103 amostras, 𝑚 = 1 e 𝑁 = 105 sítios.
(b) Dependência do expoente dinâmico 𝛽 com 𝜂. Média realizada sobre 103
realizações independentes para 𝑁 = 105 e 𝑚 = 1. A inclinação da rede segue a
predição analítica, 𝛽(𝜂) = 𝜂/𝐶, 𝐶 = 1/0.80 = 1.250.
Figura 24
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𝑡→∞, o termo 𝑡𝛽(𝜂) pode ser desprezado da equação quando comparado com 𝑡, então,
pode-se concluir que
⟨∑︁
𝑗
𝜂𝑗𝑘𝑗
⟩𝑡→∞
= 𝐶𝑚𝑡(1−𝑂(𝑡−𝜖)), (3.18)
em que 𝜖 = (1−𝑚𝑎𝑥𝜂𝛽(𝜂)) > 0 e
𝐶 =
∫︁
𝑑𝜂𝜌(𝜂) 𝜂1−𝛽(𝜂) . (3.19)
Usando a equação (3.18) e a notação 𝑘𝜂 = 𝑘𝜂(𝑡, 𝑡0,𝜂), a equação dinâmica (3.14)
pode ser reescrita como
𝜕𝑘𝜂
𝜕𝑡
= 𝜂𝑘𝜂
𝐶𝑡
, (3.20)
sendo que esta equação diferencial possui solução da forma,
𝛽(𝜂) = 𝜂
𝐶
, (3.21)
confirmando com a equação (3.15), em que foi assumido que 𝑘𝑖(𝑡) é regido por uma lei de
potência com expoente 𝛽(𝜂).
Para completar o modelo analiticamente, ainda é preciso determinar o valor da
constante 𝐶 na equação (3.19). Depois de substituir 𝛽(𝜂) com 𝜂/𝐶, é obtido
1 =
∫︁ 𝜂𝑚𝑎𝑥
0
𝑑𝜂𝜌(𝜂) 1
𝐶
𝜂 −1
, (3.22)
na qual 𝜂𝑚𝑎𝑥 é o maior valor possível que o parâmetro de qualidade pode assumir no
sistema. Apesar da integral parecer apresentar uma singularidade, de fato, ela não possui,
visto que 𝛽(𝜂) = 𝜂/𝐶 < 1 para qualquer valor de 𝜂, tem-se que 𝐶 𝜂𝑚𝑎𝑥. Dessa forma, o
limite de integração nunca atinge essa singularidade. Nota-se também que,
𝐶𝑚𝑡 =
∑︁
𝑖
𝜂𝑗𝑘𝑗 ≤ 𝜂𝑚𝑎𝑥
∑︁
𝑗
𝑘𝑗 = 2𝑚𝑡𝜂𝑚𝑎𝑥, (3.23)
portanto, pelo resultado da equação (3.18), tem-se que 𝐶 ≤ 2𝜂𝑚𝑎𝑥
Se houver um único expoente dinâmico 𝛽, a distribuição de grau seguirá uma lei de
potência, 𝑝𝑘 ∼ 𝑘−𝛾 , com expoente 𝛾 = 1/𝛽 + 1. No modelo de Barabási e Bianconi observa-
se um espectro de valores para o expoente dinâmico, 𝛽(𝜂), e dessa forma, 𝑃 (𝑘) será obtida
pela média de diferentes leis de potências. Para deduzir uma expressão para a distribuição
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de conectividade dos sítios, 𝑃 (𝑘), precisa-se calcular a probabilidade acumulada para um
certo sítio, 𝑘𝜂 > 𝑘, desse modo, usando a equação (3.15) e assumindo a condição que
𝑡0 < 𝑡(
𝑚
𝑘
)
𝐶/𝜂
. (3.24)
Somente um novo sítio é adicionado à rede a cada passo de tempo e cada sítio possui
probabilidade 𝜌(𝜂)𝑑𝜂 de adquirir qualidade 𝜂. Assim sendo, 𝑡(𝑚𝑘 )
𝐶/𝜂𝜌(𝜂)𝑑𝜂 sítios satisfazem
a condição (3.24). Consequentemente, a distribuição de probabilidade acumulada assume
a forma:
𝑃 (𝑘) = 𝑃 (𝑘𝑖 ≤ 𝑘) = 1−𝑃 (𝑘𝑖 > 𝑘≈ 1−
∫︀ 𝜂𝑚𝑎𝑥
0 𝑡(𝑚𝑘
𝐶/𝜂)𝜌(𝜂)𝑑𝜂
𝑚0 + 𝑡
)≈ 1−
∫︁ 𝜂𝑚𝑎𝑥
0
(𝑚
𝑘
)𝐶/𝜂𝜌(𝜂)𝑑𝜂,
(3.25)
em que
𝐶 =
∫︁
𝜌(𝜂) 𝜂1−𝛽(𝜂)𝑑𝜂. (3.26)
A constante 𝐶 foi calculada analiticamente por Bianconi e Barabási, e eles mostra-
ram que 𝐶 = 1.255. Por conseguinte, a distribuição de conectividade assume a sequinte
expressão,
𝑃 (𝑘)∼ 𝑘
−(1 + 𝐶)
log𝑘 . (3.27)
Como resultado, o expoente da distribuição é representado por 𝛾 = 1 + 𝐶, dado
𝐶 = 1.255, foi encontrado para o modelo de qualidade o expoente 𝛾𝑀𝑄 = 2.225±0.01 (ver
Fig. 23), o qual é menor do que o expoente encontrado para a distribuição de conectividade
para o modelo BA, 𝛾𝐵𝐴 = 3.0±0.1. Devido a isto, a cauda da distribuição de conectividade
é deslocada para a direita. Apesar do modelo de qualidade ser mais realista e representar
alguns sistemas reais, ele ainda não se aplica a todas as situações reais, como, por exemplo,
sistemas nos quais é preciso levar em consideração a distância Euclidiana entre os sítios
[10], (ex: rede de aeroportos).
3.2.3 Modelo de Afinidade
Até o momento, os modelos apresentados representam alguns sistemas reais por
meio da idade dos sítios e suas respectivas conexões, como apresentado no modelo de
Barabási e Albert. Após, estudamos o modelo que os sítios possuem uma habilidade de
receber conexões. Entretanto, muitos sistemas reais apresentam outras características
que influenciam a forma que seus componentes conectam-se entre si. Por exemplo, um
parâmetro que pode influenciar a criação de uma ligação entre sítios é a afinidade que
ambos possuem, ou seja, a semelhança que existe entre as qualidades dos sítios da rede [9].
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No contexto de alguns sistemas sociais, vimos que as pessoas relacionam-se mais
facilmente se entre elas existir uma certa semelhança em seus gostos, seja devido alguma
religião, gosto musical ou até mesmo um clube de futebol. A probabilidade que ocorra uma
ligação (amizade) entre sítios (pessoas) que possuem gostos em comum é muito maior do
que entre sítios de qualidades opostas. Ainda é possível citar que é bastante comum que
pessoas que são fãs de um mesmo cantor ou grupo musical possam ser amigas mediante
essa simpatia, especialmente por meios de comunicação virtual, em que a distância entre
elas não é um fator importante.
Devido à presença desta característica de afinidade em algumas redes reais, em
2009, Almeida et al. [9] propuseram um modelo denominado “Modelo de Afinidade” no
qual é introduzido o parâmetro de semelhança entre os sítios. Assim como apresentado
no modelo de Qualidade, cada sítio possui uma característica intrínseca, denominada
fitness, a qual representa a qualidade do nó. É observado que algumas redes podem ser
classificadas com base em suas semelhanças, tendo isso em vista, esta tendência para se
estabelecer ligações entre aqueles de características semelhantes é denominado homofilia.
A propriedade responsável por definir o grau de semelhança de um sítio com os outros na
rede é denominada de afinidade ou homofilia. Neste modelo, a regra de ligação preferencial
é alterada de modo que permita que sítios com características parecidas tenham uma
chance maior de estarem conectados, sendo expressada por (1− |𝜂𝑖− 𝜂𝑗 |), com 𝜂𝑖 e 𝜂𝑗
representando, respectivamente, as características intrínsecas dos sítios 𝑖 e 𝑗.
O algoritmo para geração da rede baseada no modelo de Afinidade é expressado
abaixo:
1. Inicia-se a rede com 𝑚0 sítios, em que as características de cada um deles estão associ-
adas a um parâmetro 𝜂𝑖, o qual é independente do tempo e é definido uniformemente
ao acaso em um intervalo real pré-definido entre 0 e 1;
2. A cada passo de tempo um novo sítio 𝑗, com 𝜂𝑗 , novamente escolhido uniformemente
ao acaso em um intervalo real pré-definido entre 0 e 1 é inserido na rede e realiza
𝑚(≤𝑚0) ligações, não direcionadas e não ponderadas, com os sítios pré-existentes
na rede;
3. A probabilidade do sítio pré-existente 𝑖 receber uma nova ligação é proporcional ao
produto de sua conectividade, 𝑘𝑖, e a sua afinidade com o sítio que está chegando na
rede 𝑗, isto é, da sua afinidade, (1−𝐴𝑖𝑗). Ela é expressada por:
∏︁
𝑖
= (1−𝐴𝑖𝑗)𝑘𝑖∑︀
𝑗(1−𝐴𝑖𝑗)𝑘𝑗
, (3.28)
em que 𝐴𝑖𝑗 = |𝜂𝑖−𝜂𝑗 |;
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4. Repete-se os passos (2) e (3) até o tamanho desejado. Por fim, tem-se uma rede com
𝑁 = 𝑡 𝑚0 sítios e 𝑚𝑡 ligações, sendo 𝑡 a variável temporal.
As simulações realizadas para este modelo informam sobre o mecanismo de dinâmica
da rede. Diferente do modelo de Barabási-Albert e Bianconi-Barabási, este modelo privilegia
a formação de conexões de novos sítios com aqueles que possuem alta afinidade e um
grande número de conexões.
A distribuição de conectividade da rede, gerada a partir da equação (3.28), segue
uma lei de potência 𝑃 (𝑘) ∼ 𝑘−𝛾 com 𝛾 = 2.84, (ver Figura 25), demonstrando possuir
um valor maior que o do modelo de Bianconi-Barabási (𝛾𝑀𝑄 = 2.25) e menor que o de
Barabási-Albert (𝛾𝐵𝐴 = 3.0). Para compreender este resultado é preciso observar os sítios
mais conectados da rede, no caso do modelo de Qualidade, os sítios mais conectados são
aqueles que nascem no início da criação da rede e possuem um parâmetro de qualidade alto,
sendo estes os sítios responsáveis pelo expoente baixo da distribuição de conectividade.
Enquanto no modelo de Barabási-Albert, os sítios com potencial para tornarem-se pólos são
somente aqueles que incorporam-se à rede nos primeiros estágios de seu desenvolvimento. No
entanto, devido o expoente para o modelo de Afinidade apresentar um valor intermediário,
isto indica que os pólos existentes nessa rede são produtos de uma maior heterogeneidade
na conectividade, quando comparado ao modelo BA, e está relacionado a sua dinâmica,
que será enfatizada posteriormente [9].
Apesar disso, os pólos da rede tendem a ser definidos pelos sítios que apresentem
qualidade próximo a média, em sua distribuição de qualidade uniforme no intervalo [0,1].
Assim, sítios que possuem 𝜂∼ 0.5 apresentam simetria com sítios 𝜂≥ 0.5 e 𝜂≤ 0.5, uma
vez que a afinidade é definida pelo módulo da diferença entre as qualidades dos sítios,
deste modo, a afinidade medida pelo intervalo esquerdo é simétrica ao intervalo do lado
direito. Devido a este comportamento, o expoente 𝛾 do Modelo de Afinidade tende a ser
maior em comparação ao Modelo de Qualidade [9]. Por este motivo, sítios com qualidade
próximo de 𝜂∼ 0.5 tendem a os prováveis pólos na rede.
A evolução temporal da conectividade dos sítios 𝑘𝑖, segue uma lei de potência,
sendo 𝛽 o expoente que indica a taxa com que os sítios conseguem ligações. Como visto no
gráfico 26, 𝛽 possui dependência em segundo grau em 𝜂, mostrando um comportamento
diferente do modelo de Qualidade, em que a dependência de 𝛽 com 𝜂 é linear.
⟨𝑘𝑖(𝑡, 𝑡0)⟩ ∝ ( 𝑡
𝑡0
)
𝛽
(3.29)
O comprimento do caminho médio, ⟨𝑙⟩, informa a distância entre pares de sítios
quaisquer da rede. Para este modelo, mostra-se maior do que o modelo de Qualidade,
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Figura 25 – Resultado da simulação numérica para a distribuição de conectividade do
modelo de afinidade, para uma rede com 𝑚 = 1 e 𝑁 = 105, em escala log-log.
Figura retirada da referência [9].
quando comparado para o mesmo valor de 𝑁 . Devido à presença de super pólos no modelo
de Bianconi-Barabási, os quais recebem muito mais conexões e, deste modo, aproxima
o caminho entre os sítios existentes, diminuindo assim o valor do menor caminho médio
da rede [9]. Para o modelo de Afinidade, não são observados super pólos, assim, os pólos
existentes possuem um número menor de conexões, e em vista disso, a distância entre os
nós tende a aumentar. Na figura 28(a), é visto que o comportamento do menor caminho
se dá na forma linear (em um gráfico linear-log), com um baixo coeficiente de inclinação,
possuindo o logaritmo do tamanho da rede, 𝑁 , mostrando que a rede homofílica apresenta
um comportamento de rede de mundo pequeno.
Almeida et al. [9] observaram também o comportamento das aglomerações de sítios,
por meio do estudo do coeficiente de agregação. Esta propriedade informa a interação
entre os primeiros vizinhos de um dado sítio, na linguagem popular, “se meus amigos são
amigos entre si”. Foi observado que o coeficiente de agregação diminui lentamente com o
tamanho da rede por ⟨𝐶⟩ ∼𝑁−0.746 (ver Figura 28(b)). Como previsto, quanto maior o
número de ligações que um sítio realiza ao entrar no sistema, 𝑚, o coeficiente de agregação
tende a aumentar, pois a rede possui mais conexões e, deste modo, os vizinhos de um sítio
qualquer são propensos a estarem conectados entre si.
O modelo de Afinidade demonstra ser bastante eficiente para caracterizar alguns
sistemas reais os quais seus componentes interagem entre si por meio de alguma semelhança.
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Figura 26 – Relação entre o expoente dinâmico 𝛽, versus os parâmetros de qualidades 𝜂.
Mostrando que sítios que possuem qualidades dentro da região intermediária
estão mais propensos a receberem mais ligações. Figura retirada da referência
[9].
Este comportamento é observado em muitas redes de sistemas sociais, visto que é numeroso
o número de pessoas que interagem entre si, criam laços de amizades, devido alguma
semelhança. É comum nos dias atuais usuários que a princípio não se conhecem tornarem-se
amigos depois de participar de algum grupo em uma rede virtual que reúne gostos em
comum, tal como: Twitter, Animo, ou grupos de conversas no Whatsapp.
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Figura 27 – Resultado da simulação numérica para o modelo de afinidade com 𝑁 = 105 e
𝑚 = 1. Observar-se que a evolução da conectividade segue uma lei de potência
no tempo e que a inclinação dos gráficos (expoente da lei de potência) cresce
até o sítio apresentar um parâmetro de qualidade igual a 0.5. O gráfico é
simétrico em relação ao ponto 0.5. Figura retirada da referência [9].
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(a) Menor caminho médio versus o tamanho da rede num gráfico linear-log para
diferentes valores de 𝑚 como indicado na legenda acima.
(b) Dados do coeficiente de agregação versus o tamanho da rede num gráfico
linear-log para diferentes valores de 𝑚 como indicado na legenda acima.
Figura 28 – Figuras retiradas da referência [9]
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Modelo de Desafinidade
Ao observarmos alguns sistemas reais, é visível que muitos deles podem ser descritos
pela teoria das redes. É evidente o interesse de diversas áreas da ciência no estudo de
redes complexas, visto que vários sistemas podem ser descritos como um conjunto de
constituintes que interagem entre si. Com o estudo da Teoria dos Grafos, muitos modelos
de redes foram propostos na literatura, buscando descrever com mais exatidão (ou precisão)
diversos sistemas reais. Todos os modelos apresentados no capítulo anterior possuíam algo
em comum: Crescimento e Ligação Preferencial. O que mudou de um modelo para o outro
foi a regra de ligação preferencial.
No modelo de Barabási-Albert, a regra de ligação preferencial é proporcional apenas
à conectividade do sítio, favorecendo os sítios mais antigos da rede dessa forma, os sítios
que nasceram primeiro tendem a receber mais conexões. No modelo de Qualidade, a regra
de ligação preferencial é alterada e não só a idade do sítio é importante para que ele
receba conexões, mas agora outro ingrediente é adicionado, a qualidade. Sítios com alta
qualidade tendem a receber mais conexões do que sítios com qualidade mais baixa. A
qualidade é definida como parâmetro 𝜂 (que está no intervalo [0,1] e é extraído de uma
distribuição de probabilidade uniforme) e implica na capacidade que os sítios possuem para
adquirir ligações. No modelo de Afinidade, as redes geradas são baseadas na semelhança
que existem entre as qualidades dos sítios presentes nas redes [9]. O fator importante
no modelo de Afinidade é a semelhança, a qual é bastante presente em algumas redes
sociais. Como por exemplo, a criação de relacionamentos entre pessoas [44], que tendem a
estabelecer vínculos por suas semelhanças. Outro modelo importante é o modelo de Natal,
em que a regra de ligação preferencial inclui agora, além da conectividade, a distancia
euclidiana entre os sítios, permitindo que sítios mais próximos geograficamente tenham
mais chances de estabelecer conexões [39] [45].
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A contribuição desta dissertação ao estudo de redes complexas é dada pela ela-
boração e descrição de um modelo gerador de redes fundamentado na diferença entre as
qualidades dos sítios na rede. Mostraremos a dinâmica e estrutura das redes criadas tendo
como fator determinante a distinção entre os sítios, de modo que, quanto mais distintos
forem os nós de uma rede, maior a probabilidade deles estarem conectados.
Apesar de ser evidente o número de sistemas que apresentam ligações entre seus
componentes por meio da afinidade, existem exceções. Esses sistemas exibem um compor-
tamento distinto, cujos componentes estão interligados pelo seu grau de divergência. Nessa
perspectiva, esta dissertação examina a possibilidade de outro tipo de ajuste para a regra
de ligação preferencial, um ajuste denominado complementar, pois, neste caso, os sítios
tendem a se conectarem com aqueles que possuem propriedades diferentes de si gerando
uma completude. O citado ajuste complementar ocorre quando as características de um
indivíduo completam o ambiente, compensando uma fraqueza ou preenchendo uma lacuna
[46]. Deste modo, a completeza é devido a desafinidade entre os componentes. Sendo esta
a razão pela qual o modelo de Desafinidade adquire esta nomenclatura.
Um exemplo de sistema com essa configuração é a atração eletrostática, a qual
demonstra que cargas de mesmo sinal repelem-se, enquanto cargas elétricas de sinal oposto
se atraem [47]. Além dos ímãs magnéticos, que possuem o mesmo mecanismo, em que
pólos iguais se repelem e os diferentes se atraem [48]. Portanto, assumindo o exemplo
de uma rede real no eletromagnetismo, no qual os nós representam cargas, ou pólos, é
provável que as ligações (atrações) sejam formadas por sítios com características opostas.
Do mesmo modo, podemos explicar que em uma ligação iônica, o mecanismo de ligação é
a desafinidade entre os íons.
Biologicamente, podemos compreender algumas mutações genéticas por meio da
afinidade entre os genes, desse modo, a desafinidade é uma propriedade importante para
formações de ligações. Cada indivíduo é portador, em média, de um gene deletério para
uma doença recessiva grave entretanto, compatível com a vida, para além de 2 a 6
mutações recessivas letais. No entanto, a mutação compatível com a vida originará doença
grave em homozigotia (quando os genes, um do pai e outro da mãe, que determinam um
carácter são iguais) recessiva num descendente, sendo a maior ou menor probabilidade de
ocorrência dependente do coeficiente de consanguinidade presente entre os progenitores
[49]. Casamentos consanguíneos implicam um aumento de risco para doenças de natureza
autossómica recessiva ou multifactorial, pelo que o risco não é idêntico para diferentes
populações [49]. Deste modo, geneticamente é aconselhável que conexões (casamentos)
sejam realizadas quando não há consanguinidade.
No âmbito social, podemos ressaltar que ligações entre opostos são evidenciadas
entre parceiros de dança, em que um lidera e o outro segue, ou seja, um tem a habilidade
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de liderar e o outro a habilidade de acompanhar e elas completam-se. Este é um princípio
fundamental da psicologia interpessoal [50], uma vez que dois líderes ou dois acompanhantes
tendem a ser muito parecidos para serem sincronizados. Outro exemplo são as ligações
criadas entre empresas que tornam-se sócias devido aos interesses de diversidade. Por
exemplo, marcas financeiras de produtos físicos buscam parcerias com empresas que
oferecem produtos diferentes dos que produzem, ou vendem, pois as semelhantes são
concorrentes e ligações com elas podem gerar prejuízos. Desta maneira, em muitos sistemas
sociais, o modelo de ajuste complementar é descrito pelo mecanismo de uma pessoa, ou
organização, prover alguma característica que o outro deseja, e por meio disso a ligação
entre eles é formada. O ajuste complementar, portanto, pode significar ainda que um
empregado tem um conjunto de habilidades que uma organização exige, ou pode significar
que uma organização oferece as recompensas que um indivíduo deseja para si [51].
A razão que torna todos os exemplos mencionados semelhantes é a forma que
os componentes do sistemas conectam-se, usando como fator determinante a diferença
entre as qualidades dos sítios. Em vista disso, é assumida uma relação de desafinidade
(completude) que está relacionada ao valor absoluto da diferença entre as qualidades dos
nós, quanto maior essa diferença, mais provável será a existência de uma ligação entre
sítios com qualidades opostas. Buscando entender a dinâmica e estrutura de algumas redes
que seguem tal comportamento, propomos um modelo que contempla este mecanismo na
regra de ligação preferencial, além de incluir a conectividade dos sítios.
4.1 Descrição do Modelo
O modelo consiste em gerar uma rede baseada na desafinidade, em que este termo
refere-se à diferença absoluta entre as qualidades dos sítios. Esta desafinidade resulta
de uma mudança na regra de ligação preferencial do modelo Afinidade [9]. Do qual
substituímos o termo (1−|𝜂𝑖−𝜂𝑗 |) por apenas |𝜂𝑖−𝜂𝑗 | que representa a desafinidade entre
os nós, 𝜂𝑗 representa a qualidade do sítio que está chegando na rede e 𝜂𝑖 a qualidade dos
sítios pré-existentes. O sítio recém-chegado deverá escolher a qual dos sítios já existentes
na rede irá se conectar de acordo com dois importantes fatores: (i) conectividade, os sítios
mais conectados são favoráveis a receber mais conexões, e (ii) desafinidade, ligações entre
sítios com qualidades distintas são mais propensas a serem formadas. Portanto há uma
competição por ligações que pode privilegiar aqueles que possuem uma alta conectividade,
ou aqueles sítios que possuem um alto valor de desafinidade.
Modificando a regra de ligação, algumas propriedades das redes irão apresentar
valores diferentes dos modelos já apresentados, tais como: menor caminho médio, coefici-
ente de agregação e distribuição de probabilidade. Como visto nos capítulos anteriores,
crescimento e a existência de uma regra de ligação preferencial geram redes que possuem
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Figura 29 – Distribuição dos sítios na rede. Figura criada para uma amostra com 𝑚 = 1
e 1000 sítios. O sítio de maior diâmetro evidencia o pólo da rede. Imagem
gerada pelo software Gephi.
distribuição de probabilidade dada por lei de potência, 𝑃 (𝑘)∝ 𝑘−𝛾 , consequentemente,
redes criadas a partir de uma nova regra de ligação preferencial apresentam expoentes, 𝛾,
diferentes.
Partindo das considerações já apresentadas, redes que representam este modelo são
formuladas por meio do seguinte algoritmo:
1. Inicia-se a rede contendo 𝑚0 sítios, sendo que cada sítio possui um parâmetro próprio
de qualidade 𝜂. A qualidade é escolhida aleatoriamente por meio de uma distribuição
de qualidade uniforme 𝜌 = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑒 no intervalo [0,1];
2. A cada passo de tempo, um novo sítio, com uma qualidade 𝜂 escolhia a partir da
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distribuição de qualidade, é adicionado ao sistema e realiza 𝑚≤𝑚0 conexões com
sítios pré-existentes na rede;
3. A probabilidade do novo sítio se conectar a um sítio pré-existente 𝑖 é proporcional a
sua conectividade 𝑘𝑖 e sua desafinidade:
∏︁
𝑖
= 𝐴𝑖𝑗𝑘𝑖∑︀
𝑗 𝑘𝑗𝐴𝑖𝑗
; (4.1)
sendo 𝐴𝑖𝑗 |𝜂𝑖−𝜂𝑗 |
4. Repete-se os passos (2) e (3) até o tamanho desejado. Ao final do procedimento, são
criadas redes com 𝑁 = 𝑚0 𝑡 sítios e 𝑚𝑡 ligações.
Desafinidade gera redes dinâmicas, pois é inserido um sítio a cada passo de tempo.
Fundamentado neste mecanismo, calculamos algumas propriedades como: distribuição de
conectividade, menor caminho médio, coeficiente de agregação e entropia da distribuição
de grau.
O grande interesse em modelos que utilizam ligação preferencial na última década
deu-se pela razão que muitas redes empíricas apresentam esse comportamento livre de
escala. Em redes livres de escala, a distribuição de grau é dada por uma lei de potência
[52].
4.2 Distribuição de Conectividade
A distribuição de conectividade da rede, como esperado, evidenciou o compor-
tamento livre de escala, isto é, poucos sítios apresentam muitas conexões, enquanto a
maioria dos nós possuem baixa conectividade. O expoente da lei de potência que descreve
este modelo tem valor 2.64±10−2 (ver Fig. 30). Foi analisado o papel da distribuição de
conectividade com a variação de 𝑚, o número de ligações que cada sítio realiza ao ser
inserido à rede (ver Fig. 30).
A diferença entre os valores dos expoentes das lei de potências entre o modelo de
Desafinidade, Barabási-Albert, Qualidade e Afinidade pode ser compreendida ao explorar
a homogeneidade da rede. Quanto maior o expoente da distribuição, mais homogênea
será a distribuição de conectividade da rede. O termo homogeneidade é utilizado para a
conectividade de todos os sítios da rede, ou seja, uma rede completamente homogênea é
aquela em que todos os sítios possuem a mesma conectividade. Enquanto que em redes
totalmente heterogêneas, todos os sítios possuem um valor de conectividade diferente.
Verificamos que a mudança na regra de ligação preferencial (com a inclusão do termo
desafinidade), o expoente da distribuição de conectividade é alterado 𝛾𝑀𝐷 < 𝛾𝐵𝐴. Esse
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Figura 30 – Distribuição de conectividade do Modelo de Desafinidade, para uma rede com
𝑚 = 1 e 𝑁 = 105, em escala logarítmica.
resultado mostra que a distribuição de grau do modelo de Desafinidade é mais heterogênea
do que a do modelo BA.
Apesar das qualidades dos sítios provirem de uma distribuição de qualidade uniforme
e aleatória, observamos que sítios com qualidades 𝜂∼ 0.1 ou 𝜂∼ 0.9 adquirem mais ligações
ao longo da criação da rede, como visto nas figuras 31(a) e 31(b). A figura 31(b) exibe
um comportamento simétrico de 𝛽(𝜂) no intervalo entre 0 e 1. Isso ocorre devido a regra
de ligação preferencial incluir o termo desafinidade, o qual privilegia ligações entre sítios
de perfis diferentes e matematicamente o modulo da subtração é associativo. A partir
disso, sítios que possuem características dos extremos do intervalo [0,1], como observado,
recebem mais ligações.
4.3 Evolução temporal da conectividade dos sítios
Para analisar a evolução temporal da conectividade dos sítios, é preciso observar a
variação do parâmetro que indica a taxa com a qual os sítios conseguem ligações, 𝛽 com 𝜂.
Escolhemos aleatoriamente um sítio 𝑖, fixamos o valor 𝜂 para este sítio e a cada instante
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(a) Evolução temporal da conectividade do sítio 𝑖 = 10. A evolução da conectividade segue uma
lei de potência no tempo e a inclinação (expoente da lei de potência) de cada curva depende de 𝜂.
Simulação numérica para 𝑁 = 105, 𝑚 = 1 e sob 103 amostras. Gráfico em escala logarítmica.
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(b) Simulação numérica para 103 amostras, 𝑚 = 1 e 𝑁 = 105, explicitando a relação entre o
expoente dinâmico 𝛽, versus os parâmetros de qualidades 𝜂.
Figura 31
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de tempo contabilizamos a conectividade do sítio 𝑖 até 𝑡 = 𝑁 (onde 𝑁 é o tamanho da
rede). Verificamos que cada sítio adquire ligações obedecendo a uma lei de potência tal que,
𝑘𝑖 ∝ (𝑡/𝑡0)𝛽 (ver Figura 31), e 𝛽 possui dependência com a qualidade 𝜂. Este resultado
difere do modelo de Barabási-Albert, em que 𝛽 é constante e igual a 0.5 para todos os sítios
da rede. No modelo de Qualidade 𝛽 varia linearmente com 𝜂. No modelo de Afinidade,
no entanto, 𝛽 depende de 𝜂 de modo polinomial em segundo grau. Verificamos em nosso
modelo que, 𝛽 ∼ 𝜂2, porém a curva parabólica tem concavidade invertida (com relação ao
modelo de Afinidade). Em ambos os modelos, 𝜂 representa uma característica intrínseca e
não mais uma habilidade (como era apresentado no MQ).
A figura 31(a) mostra que os prováveis pólos da rede são os sítios que possuem
𝜂 ≈ 0 ou 𝜂 ≈ 1. É perceptível que os vértices com 𝜂 = 0.1 e 𝜂 = 0.9 possuem as retas
com maiores coeficientes angulares (maior 𝛽). Sítios com 𝜂 ∼ 0.5 têm mais chances de
se conectar a sítios de qualidades 𝜂 ∼ 0.1 ou 𝜂 ∼ 0.9. Mostrando assim que sítios com
valores de 𝜂 ∼ 0.1 ou 𝜂 ∼ 0.9 atraem ligações a uma taxa muito maior do que os outros
sítios. O expoente dinâmico 𝛽 associado à evolução temporal da conectividade dos sítios
é representado na figura 31(b). Podemos ver que sítios com qualidades ∼ 0.5 possuem o
menor expoente 𝛽, ou seja, sua conectividade aumenta à uma taxa muito menor.
4.4 Comprimento de Menor Caminho Médio e Coe-
ficiente de Agregação
Mudanças na regra de ligação preferencial alteram todas as propriedades da rede,
portanto, medidas como menor caminho médio e coeficiente de agregação também assumem
um comportamento diferente para este modelo. O menor caminho médio representa o
menor caminho entre dois sítios quaisquer em uma rede complexa, o qual é obtido pela
quantidade de ligações intermediárias entre eles. Como visto no gráfico 32(a), o menor
caminho médio cresce com log(𝑁). A importância desta propriedade se dá no transporte e
comunicação dentro da rede, em que, quanto menor for este comprimento, melhor será o
transporte de informação.
O número de conexões que cada sítio realiza influencia neste resultado, visto que
este parâmetro aumenta diretamente o número de ligações total da rede, e com isso, os
sítios tornam-se mais conectados, diminuindo assim o menor caminho médio entre os
vértices, pois surgem mais caminhos alternativos, e menores, entre eles.
Outra medida importante no estudo de redes complexas é o coeficiente de agregação,
o qual indica o quanto os primeiros vizinhos de um dado sítio estão conectados entre si. Ele
nos informa a probabilidade dos primeiros vizinhos de um sítio qualquer estarem conectados.
Pela Figura 32(b), é visto que o coeficiente de agregação da rede diminui com o aumento do
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Figura 32 – (a) Simulação numérica realizada para o modelo de Desafinidade com distri-
buição de qualidade uniforme. Comportamento do menor caminho médio para
diferentes valores de 𝑚 versus o tamanho da rede. Simulações realizadas para
diferentes quantidades de amostras. Gráfico em escala Log-Linear. (b) Simula-
ção numérica realizada para o modelo de Desafinidade com distribuição de
qualidade uniforme. Descrição para o coeficiente de agregação para diferentes
valores de 𝑚 versus o tamanho da rede. Análise estatística realizada para 103
amostras. Gráfico em escala logarítmica.
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tamanho da rede, 𝑁 , conforme uma lei de potência: ⟨𝐶⟩ ≈𝑁−0.62±10−2 . Portanto, pode-se
concluir que, quanto maior o tamanho da rede, menor será a probabilidade dos vizinhos
de um sítio qualquer estarem conectados entre si. Além, como esperado, este resultado
aumenta com 𝑚, visto que cresce o número total de arestas, e desse modo, é mais provável
que os os primeiros vizinhos de um dado sítio estejam conectados. A Figura 32(b) não
apresenta resultado para 𝑚 = 1, pois este tipo de configuração não apresenta triângulos
de ligação, expressando um coeficiente de agregação nulo. Estas duas propriedades se
relacionam de forma adversa, ou seja, quanto maior o coeficiente de agregação, menor será
o comprimento de menor caminho médio e vice-versa. O valor do menor caminho médio
da rede tende a diminuir com o aumento do número de ligações, implicando diretamente
no aumento do coeficiente de agregação.
4.5 Entropia da Distribuição de Grau
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Figura 33 – Entropia da distribuição de grau para o modelo de Desafinidade com múltiplos
valores de 𝑁 e valores constante de 𝑚, cada um representado por sua cor.
Simulações realizadas para 103 amostras.
A entropia da distribuição de grau é uma medida que nos informa sobre a estrutura
da rede e é uma propriedade global do sistema. Redes com alta entropia são aquelas
que apresentam um maior grau de aleatoriedade, enquanto redes mais estruturadas
tendem a possuir um valor de entropia menor. Calculamos a entropia da distribuição de
grau utilizando a equação 4.2 para cada rede (ver Figura 34(a)) para o nosso modelo e
comparamos com os resultados, também calculamos por nós, para os modelos de Barabási-
Albert e Bianconi-Barabási (ver Figura 34(b)). Cada ponto na figura representa uma única
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rede com tamanho 𝑁 e 𝑚 fixos e bem definidos.
𝑆𝐵𝐺 = −𝑘
∑︁
𝑖
𝑝𝑖𝑙𝑛(𝑝𝑖). (4.2)
onde 𝑘 é a constante de Boltzmann e por simplicidade, e sem perda de generalização,
fizemos 𝑘 = 1, 𝑝𝑖 é a probabilidade de encontrar um dado sítio com conectividade 𝑘𝑖 com
o vínculo ∑︀𝑖 𝑝𝑖 = 1. Por meio desta análise, é possível perceber que a estrutura global da
rede para o modelo de Desafinidade apresenta similaridade ao modelo de Barabási-Albert,
visto que as curvas da entropia da distribuição de grau praticamente coincidem.
Um resultado interessante a ser ressaltado é que a entropia não depende do tamanho
da rede, 𝑁 (em todos os modelos estudados). Para verificar isso nós fixamos o valor de 𝑚
e variamos o tamanho da rede (ver figura 33). No entanto, ao fixarmos 𝑁 e variamos 𝑚,
verificamos que o valor da entropia mudou notoriamente, como ser visto na figura 34(a).
Sendo assim, concluímos que a entropia depende do número de ligações que cada sítio
realiza ao ser inserido na rede. Esse é um resultado interessante, uma vez que a distribuição
de grau independe de 𝑚, todavia, a entropia varia com este parâmetro.
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Figura 34 – (a) Simulação numérica realizada para o modelo de Desafinidade com distri-
buição de qualidade uniforme. Análise da entropia da distribuição de grau
para 𝑁 = 104 sob 103 amostras. (b) Comparação da entropia da distribuição
de grau para o modelo de Barabási-Albert (BA), modelo de Qualidade (MQ) e
modelo de Desafinidade (MD). Análise estatística realizada para 103 amostras.
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Conclusões e Perspectivas
Pesquisas na área de Redes Complexas aumentaram gradativamente devido à
contribuição desta área na criação de modelos que buscam representar muitos sistemas
reais. Muitas vezes não é trivial compreender a dinâmica evolutiva de sistemas que possuem
um alto número de componentes, e ainda, suas unidades interagem entre si de modo que
uma pequena parte do sistema não consegue descrever o comportamento dele por completo.
Deste modo, ao representarmos tais sistemas por redes complexas, podemos estudar
algumas propriedades que regem a evolução do sistema, e consequentemente, compreender
sua estrutura.
Com o objetivo de contribuir no estudo de Sistemas Complexos, elaboramos um
modelo que gera uma rede complexa dinâmica por meio do mecanismo de ligação preferen-
cial. A regra de ligação preferencial considera dois parâmetros primordiais: conectividade
e desafinidade, sítios com alto valor de desafinidade completam-se. Por meio de simulações
numéricas mostramos que o expoente da distribuição de conectividade é menor do que o do
modelo de Barabási-Albert, como resultado, a conectividade dos sítios é mais heterogênea
na cauda da distribuição. Ainda, a evolução temporal da conectividade dos sítios segue
uma lei de potência 𝑘𝑖 ∝ (𝑡/𝑡0)𝛽, sendo 𝛽 o expoente dinâmico que possui dependência
polinomial de segundo grau em 𝜂. O coeficiente de agregação é regido por uma lei de
potência ⟨𝐶⟩ ∼ 𝑁−0.62±0.01 e o menor caminho médio possui dependência logarítmica
no tamanho da rede. Devido à dependência do menor caminho médio com log𝑁 , este
resultado nos informa que a rede gerada pelo modelo de Desafinidade possui característica
de mundo pequeno. Apesar disso, não podemos afirmar que este modelo representa uma
generalização de sistemas reais, visto que foi formulado para modelar alguns sistemas que
possuem o mecanismo de conexão por meio da desafinidade.
Um resultado interessante que encontramos foi o fato da entropia da distribuição
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de grau variar com 𝑚, uma vez que a distribuição de grau não varia. Com o intuito de
comparar o comportamento da entropia da distribuição de grau, calculamos a entropia
para outros modelos. As entropias para os modelos de Barabási-Albert, Bianconi-Barabási
e Desafinidade apresentam resultados semelhantes, isto é, suas curvaturas são próximas,
porém, não são iguais (não possuem a mesma equação) como visto no gráfico 34(b). O
expoente 𝛾 nos dá informação sobre a homogeneidade da distribuição de grau, quanto maior
este expoente mais homogênea é a distribuição de grau, ou seja, os sítios tendem a ter em
média o mesmo número de conexões quando 𝛾→∞. No caso da entropia da distribuição
de grau, ela nos informa a aleatoriedade presente na regra de ligação preferencial, se a regra
for completamente aleatória (rede aleatória clássia) a entropia da distribuição de grau
assume valor máximo, se houver regularidade total (rede regular) a entropia a distribuição
de grau é nula. No meio termo estão os modelos como, BA, MQ e MD, as quais as redes
são aleatórias entretanto, possuem regularidade na regra de ligação preferencial, como
apresentado, sendo a rede para o modelo de Barabási-Albert a mais aleatória (na regra
de ligação) dentre os modelos estudados no capítulo 3. Isto é explicado ao observamos a
entropia de redes aleatórias, as quais apresentam um alto valor de entropia. Apesar da
existência da regra de ligação preferencial, que estrutura redes livres de escala, observamos
que o modelo de Bianconi-Barabási apresenta uma menor aleatoriedade quando comparado
aos outros estudados.
O modelo de Desafinidade é oposto ao modelo de Afinidade, visto que o resultado
apresentado para a relação do expoente dinâmico mostrou-se possuir uma concavidade
voltada para cima. Neste caso, os sítios mais conectados são aqueles que possuem qualidades
provenientes do extremo do intervalo [0,1], obtidos por uma distribuição de qualidade
uniforme. Enquanto que para o modelo de Afinidade os pólos da rede são aqueles oriundos
da região intermediária do intervalo [0,1].
Como perspectivas para trabalhos futuros, esperamos deduzir equações analíticas
para a distribuição de probabilidade e evolução temporal da conectividade, estas que
são precisamente definidas para o modelo de Barabási-Albert e modelo de Qualidade.
Entretanto, são tratadas por meio da teoria de campo médio e variáveis contínuas. Analisar
dados de redes reais que apresentam este mecanismo de conexão e comparar com os
resultados obtidos. Como por exemplo, a distribuição de conectividade, coeficiente de
agregação, entropia e menor caminho médio. Por completeza, queremos aprimorar os
dados numéricos para algumas propriedades estudadas, como por exemplo: coeficiente de
agregação, menor caminho médio e entropia, realizando simulações para redes maiores.
Dado que, para estas medidas, especialmente entropia, a estatística dos resultados precisa
ser aprimorada, devido as simulações terem sido realizadas para poucas amostras e uma
pequena quantidade de sítios, em contrapartida, um número alto de conexões 𝑚. Outras
propriedades podem ser calculadas, como por exemplo, correlação de grau, centralidade e
67
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