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Let u be a formula of Łukasiewicz inﬁnite-valued propositional logic having a total of l many
occurrences of n distinct propositional variables (call l the length of u). Results in Aguzzoli and
Ciabattoni [Finiteness in inﬁnite-valued Łukasiewicz logic, Journal of Logic, Language and Infor-
mation, 9 (2000) 5–29] show that if u is not a tautology then there is an MV chain A of cardinal-
ity 6 b(l/n)nc + 1 together with an evaluation eA of propositional variables in A, such that eA is a
countermodel for u, that is eAðuÞ < 1A. We show that for each integer n > 0 the function b(n, l) =
(l/n)n + 1 yields an asymptotically tight upper bound on the maximum cardinality of the smallest
MV algebras having countermodels for formulas of length l.
 2006 Elsevier Inc. All rights reserved.
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Łukasiewicz inﬁnite-valued logic Ł1 is axiomatized by
Ł1 : u! ðw! uÞ Ł2 : ðu! wÞ ! ððw! #Þ ! ðu! #ÞÞ
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as the only inference rule.
By Chang’s completeness theorem [8], Ł1 is the logic of the real unit interval [0, 1]
equipped with the operations
x ! y :¼ minð1; 1 xþ yÞ; :x :¼ 1 x;
in the sense that a formula is provable if and only if it evaluates constantly to 1 over [0,1]
(i.e. is an Ł1-tautology, in symbols Ł1  u) when connectives are interpreted as above.
Two formulas u and w are logically equivalent, in symbols u  w, iﬀ (u! w)  (w! u)
is a Ł1-tautology.
Common derived connectives are
u w :¼ :u! w u w :¼ :ð:u :wÞ;
u _ w :¼ ðu! wÞ ! w u ^ w :¼ :ð:u _ :wÞ:
Their interpretation in [0,1] is given, for all x,y 2 [0,1], by
x y ¼ minð1; xþ yÞ x y ¼ maxð0; xþ y  1Þ;
x _ y ¼ maxðx; yÞ x ^ y ¼ minðx; yÞ:
For any integer n > 0, we let nu denote the formula u  u      u, with n many occur-
rences of u. Analogously, we denote by un the formula u  u      u.
Equivalent formulations of Łukasiewicz logic can be obtained by choosing a set of
functionally complete connectives other than f!;:g. When the main focus is on the alge-
braic semantics of Łukasiewicz logic the most popular approach is through Chang’s MV
algebras, and then the usual choice of connectives is f;:; 0g (f;:g suﬃces).
For any integer k > 0, the set Lk ¼ 0; 1k ; 2k ; . . . ; k1k ; 1
 
is closed with respect to all
aforementioned operations. Łukasiewicz (k + 1)-valued logic, denoted Łk, is the logic of
Lk  [0, 1] equipped with the restrictions of! and :. The notions of tautology and logical
equivalence in Łk are, mutatis mutandis, the same as in Ł1.
Via the Lindenbaum–Tarski functor, the algebraic counterpart of Ł1 is the varietyMV
of MV algebras. An MV algebra is a structure ðA;;:; 0Þ satisfying the equations:
MV1 ðx yÞ  z ¼ x ðy  zÞ; MV4 ::x ¼ x;
MV2 x y ¼ y  x; MV5 x :0 ¼ :0;
MV3 x 0 ¼ x; MV6 :ð:x yÞ  y ¼ :ð:y  xÞ  x:
Each MV algebra A is equipped with a lattice order 6A given by
x6A y iff :AxA y ¼ :A0A.
0A and 1A :¼ :A0A are the bottom and top elements, respectively.
In algebraic terms, Chang’s completeness theorem [8] states that the standard MV alge-
bra ð½0; 1	;;:; 0Þ, obtained by equipping the real unit interval with the standard interpre-
tation of Łukasiewicz connectives, x y ¼ :x ! y ¼ minð1; xþ yÞ and :x ¼ 1 x, singly
generates the variety MV. Hence, a formula u over n distinct propositional variables
x1, . . . ,xn, evaluates identically to 1 (as an MV term) under each evaluation e[0,1] of prop-
ositional variables in the standard MV algebra [0,1] if and only if, for every MV algebra
A, u evaluates to 1A under each evaluation eA : fx1; . . . ; xng !A.
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phic to a subalgebra ðLk;;:; 0Þ of the standard MV algebra [0,1].
A function f : [0, 1]n ! [0, 1] isMcNaughton if and only if it is continuous and piecewise
linear with each piece having integer coeﬃcients, that is, there are ﬁnitely many linear
polynomials p1, . . . ,pu, each one of the form piðx1; . . . ; xnÞ ¼
Pn
j¼1ai;jxi þ bi, each ai,j and
bi being an integer, such that, for each (t1, . . . , tn) 2 [0, 1]n, there is i 2 {1,2, . . . ,u} for which
f(t1, . . . , tn) = pi(t1, . . . , tn).
McNaughton’s representation theorem [13] states that for each integer n > 0 the algebra
Mn whose carrier is the set of all McNaughton functions f : [0, 1]
n ! [0, 1], and whose
operations are deﬁned pointwise as ð:f Þðt1; . . . ; tnÞ ¼ 1 f ðt1; . . . ; tnÞ, (f  g)(t1, . . . , tn) =
min(1, f(t1, . . . , tn) + g(t1, . . . , tn)), is the free MV algebra over n free generators, it being
the subalgebra of ½0; 1	½0;1	n generated by the projections functions (t1, . . . , tn)# ti.
Thus, a formula u over n distinct variables is a Ł1-tautology if and only if the interpre-
tation uMn of u as anMn-term on the generators x1, . . . ,xn coincides with the element 1Mn
(i.e., the function which is constantly 1 over [0,1]n).
The deﬁning properties of McNaughton functions (continuity, piecewise linearity, inte-
ger coeﬃcients) guarantee that minima are attained at rational points. Then, if u is not a
Ł1-tautology, there is an evaluation e[0,1], mapping each propositional variable xi to a
rational, such that e[0,1](u) < 1. Hence, u fails to hold identically in the MV chain Ce gen-
erated by the set fe½0;1	ðxiÞgni¼1 as a subalgebra of ½0; 1	 \Q. Equivalently, Ce is the MV
algebra of restrictions of n-variables McNaughton functions to the one point set
{(e[0,1](x1),e[0,1](x2), . . . ,e[0,1](xn))}. (The carrier of) Ce is easily seen to be
Ld ¼ 0; 1d ;
2
d
; . . . ;
d  1
d
; 1
 
for d being the least common denominator of the rationals e[0,1](xi).
For each formula u written in the language f:;!;;;_;^g, let #u denote its length,
that is, the total number of occurrences of propositional variables in u.
In [14] Mundici proved that the satisﬁability problem for the inﬁnite-valued proposi-
tional Łukasiewicz logic Ł1 is NP-complete, and hence the corresponding tautology prob-
lem is co-NP-complete.
The proof used geometric analysis of the McNaughton function [13] uMn : ½0; 1	n !
½0; 1	 associated with a formula u with n diﬀerent occurring variables to show that when
u is not a tautology then there exists a point p ¼ ðp1; . . . ; pnÞ 2 ð½0; 1	 \QÞn such that
uMnðpÞ < 1 and such that the least common denominator denp of p1, . . . ,pn is 6 2ð2#uÞ
2
.
This is suﬃcient to prove the co-NP containment of the tautology problem since we can
assume the size of p in binary notation is size(p) = n log2denp 6 n(2#u)2 and then check-
ing that uMnðpÞ < 1 takes polynomial time in #u.
A point p ¼ ðp1; . . . ; pnÞ 2 ð½0; 1	 \QÞn can be interpreted as the assignment e for the
(denp + 1)-valued Łukasiewicz logic Łden p deﬁned by e(xi) = pi for each i 2 {1, . . . ,n}.
Then the above result can be equivalently stated as follows: if u is not a tautology of
Ł1 then there exists k 6 2ð2#uÞ
2
such that u is not a tautology of Łk.
In [1,3,5], Mundici’s geometric analysis has been reﬁned, yielding a better upper bound
on the denominator of those countermodels: namely, it is shown that:
Theorem 1.1. Let u be a formula in n variables. If u is not a tautology of Ł1 there always
exists a point p 2 [0,1]n such that uMnðpÞ < 1 and
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n
 n 	
6 ðe1=eÞ#u.
Equivalently,
L1  u iff Lk  u for all k 6 #un
 n 	
.
Using continuity and bounds on the maximum slope of the linear pieces of uMn it is then
shown that u is not a tautology of Ł1 if and only if u is not a tautology of Ł2#u1 .
In algebraic language we reformulate Theorem 1.1 as follows:
Theorem 1.2. Let u be a formula of n variables of length l. u fails to evaluate identically to 1
in [0,1] if and only if there is an MV chainA of cardinality 6b(l/n)nc + 1 and an evaluation
eA : fx1; . . . ; xng !A such that eAðuÞ < 1A.
The geometric technique used in Theorem 1.1 has been successfully applied to other
many valued logics, namely to Go¨del, Product and some combinations of the three main
t-norm logics [5,2] (see [12] for background on t-norm based logics).
This technique can be sketched as follows:
• A polyhedral partition Q of [0,1]n is constructed such that uMn and all the McNaughton
functions associated with subformulas of u are linear over each polyhedron of Q.
• From linear algebra, the minimum of uMn is attained at a vertex p of some polyhedron
in Q. Each vertex of a polyhedron Q 2 Q arises as the solution of a linear system
Mx = b where M is an n · n integral matrix fai;jgni;j¼1 and b 2 Zn, such that each row
ai,1x1 +    + ai,nxn = bi is the equation of a (n  1)-dimensional hyperplane spanned
by a (n  1)-dimensional face of Q.
• Each row of the matrix M is of the form
P
i2I 
 qgi for {gi}i2I being a set of disjoint
occurrences of subformulas of u and qg being the linear form obtained by replacing
in g the occurrences of ;: with the corresponding operation in the additive group
Z, that is, the usual sum + and x# 1  x, respectively (in case the alphabet contains
other connectives, analogous replacements have to be operated).
• After some manipulation ofM with determinant preserving operations, it is possible to
show that jdetMj 6 detD for D being the diagonal matrix fdi;igni¼1 where di,i is the total
number of occurrences in u of the variable xi. Since p =M
1b, we can conclude that
denp 6 jdetMj 6 detD 6 (#u/n)n.
Some features of the above sketched approach may induce one to think, as the author
admittedly did for a long time, that the upper bound in Theorem 1.1 could be far from
being tight. To name just a few, note that the given upper bound limits the value of the
denominator of any vertex of Q, while not necessarily every vertex p such that uMnðpÞ <
1 must have maximum denominator among vertices of Q. Furthermore, countermodels
with smallest denominator could also fail to be vertices of Q.
We ﬁx the following terminology.
Deﬁnition 1.3. Let u be a formula and letA be an MV algebra. If eA is an evaluation of
propositional variables intoA, and eAðuÞ < 1A, then we call eA a countermodel for u. An
MV algebra A having countermodels eA for u is also called a countermodel for u.
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denumerably many non-tautologous formulas over n distinct propositional variables
U(n) = {u(n, 2n),u(n, 2n + 1), . . . ,u(n, 2n + j), . . . } such that the smallest cardinality of
countermodels for u(n, l) grows asymptotically to (l/n)n as l tends to1, thus showing that
the bound b(l/n)nc + 1 cannot be signiﬁcantly lowered.
2. Preliminaries
We shall construct each U(n) as a sequence of Brun hats [4], that in turn are a special
class of Schauder hats, which have been introduced in the context of Łukasiewicz logic
in [15] to prove a constructive version of McNaughton’s representation theorem. Recently,
Schauder hats techniques have been applied to logics other than Łukasiewicz [6].
To introduce the subject of Schauder and Brun hats we need to recall some notions
from integral polyhedral geometry. For further background on MV algebras and polyhe-
dral geometry see e.g. [9,10], respectively.
For each integer n > 0, we let 0 be the n-tuple (0,0, . . . , 0). Further, we let {e1,e2, . . . ,en}
denote the canonical basis of Rn.
A set C of points (vectors) in Rn is aﬃnely independent iﬀ
P
x2Caxx ¼ 0 and
P
x2Cax ¼ 0
for ax 2 R, implies ax = 0 for all x 2 C. The convex hull of a set C  Rn is the set of all
convex combinations of points in C : convðCÞ ¼ Px2Caxxj0 6 ax 2 R;Px2Cax ¼ 1 . A
polytope is the convex hull of a ﬁnite set of points. If C = {x1, . . . ,xn,xn+1}  [0, 1]n is aﬃ-
nely independent, the polytope S = conv(C) is a simplex of dimension n (or an n-simplex),
and x1, . . . ,xn+1 are its vertices, which are said to span the simplex S. The convex hull of a
subset of the set of vertices of a n-simplex S is again a simplex, called a face of S.
Let x 2 ð½0; 1	 \QÞn be a rational point. Display x as a1d1 ;
a2
d2
; . . . ; andn

 
with gcd(ai,di) = 1
for i 2 {1, . . . ,n}. Let d be the lowest common multiple of d1,d2, . . . ,dn. Then aidi ¼ bid , for
bi ¼ aiddi . The point HðxÞ :¼ ðb1; b2; . . . ; bn; dÞ 2 Z
nþ1 is the expression of x in homogeneous
coordinates, and denx :¼ d is the denominator of x.
With each n-simplex S = conv(x1, . . . ,xn+1) such that each xi 2 ð½0; 1	 \QÞn, we associ-
ate the (n + 1) · (n + 1) integral matrix MS whose rows are the homogeneous expressions
H(xi) of the vertices of S. We say that S is unimodular iﬀ det(MS) = ±1. For each
m 2 {1, . . . ,n}, an m-simplex in [0,1]n is unimodular iﬀ it is a face of a unimodular n-
simplex.
Let S = conv(x1, . . . ,xn+1) be a unimodular n-simplex. Homogeneous expressions of
vertices of unimodular n-simplices are well known to form a base for the integral point
lattice Znþ1 (see [10], for instance), that is, any point y 2 Znþ1 can be expressed as
y ¼Pnþ1i¼1 diHðxiÞ for uniquely determined ðd1; . . . ; dnþ1Þ 2 Znþ1. Further, the n-simplex S
can be identiﬁed via the map (t1, . . . , tn)# (t1, . . . , tn, 1) with the aﬃne section
CS \ ft 2 Rnþ1jtnþ1 ¼ 1g of the polyhedral cone CS ¼ ft 2 Rnþ1jt ¼
Pnþ1
i¼1 kiHðxiÞ; 0 6
ki 2 Rg. It follows that v 2 S \Qn iﬀ there exists exactly one (n + 1)-tuple (c1, . . . ,cn+1)
of non-negative integers such that HðvÞ ¼Pnþ1i¼1 ciHðxiÞ. Hence,
denv ¼
Xnþ1
i¼1
cidenxi.
The Farey mediant of a subset {xi(1), . . . ,xi(k)} of {x1, . . . ,xn+1}, for k 2 {1, . . . ,n + 1},
i : {1, . . . ,k}! {1, . . . ,n + 1} injective, is the only rational point x such that HðxÞ ¼
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i¼1HðxiðiÞÞ. Note that denx ¼
Pk
i¼1denxiðiÞ. The Farey subdivision of S through x is the
set {conv(V1), conv(V2), . . . , conv(Vk)} of n-dimensional simplices, where each Vi is ob-
tained by replacing in {x1, . . . ,xn+1} the vertex xi(i) with x. Note that each conv(Vi) is uni-
modular,
Sk
i¼1convðV iÞ ¼ S, and conv(Vi) \ conv(Vj) = conv(Vi \ Vj). When k = 2, we
call the Farey subdivision an edge subdivision. Each rational point v 2 S \Qn arises as a
vertex of an n-simplex R  S obtained from S by a ﬁnite number of edge subdivisions.
The support supp( f ) of a function f : [0, 1]n ! [0, 1] is the set {xjf(x) > 0}. By clA we
denote the topological closure of the set A  [0, 1]n, by intA its topological interior.
A Schauder hat at v is a continuous function hv : [0,1]
n ! [0, 1] such that
• There is a ﬁnite set of unimodular n-simplices, called the star of hv (in symbols, starhv),
such that
S
starhv = cl supp(hv) and the point v is a vertex of all simplices in starhv.
• hv(v) = 1/denv. The point v is called the apex of the hat.
• hv(w) = 0 for all other vertices w5 v of simplices in starhv.
• hv is linear over each simplex in its star.
In more intuitive terms the graph of a Schauder hat hv has the shape of a pyramid with
apex v and base the (possibly, not convex) set of polyhedra
S
starhv: as a matter of fact,S
starhv contains a full neighbourhood (in [0,1]
n) of v and its shape is the union of ﬁnitely
many n-simplices, overlapping on common faces, and having v as one of their vertices. The
hat hv is the only continuous piecewise linear function that vanishes outside
S
starhv,
it is linear over each simplex in starhv, and takes value 1/denv at v.
The following easy computation shows that unimodularity of the simplices in starhv
guarantees that the linear pieces of hv have integer coeﬃcients, whence hv 2Mn. Let
R = conv(y1, . . . ,yn,v) be a unimodular n-simplex in starhv, and let rðx1; . . . ; xnÞ ¼Pn
i¼1aixi þ b, be the equation of the unique n-dimensional hyperplane such that r(yi) = 0
for all i 2 {1, . . . ,n} and r(v) = 1/denv. Straightforward linear algebra shows that
ða1; . . . ; an; bÞ ¼ ð0; . . . ; 0; 1Þ  ðMtRÞ1, for MtR being the transpose of the matrix MR whose
rows are H(y1), . . . ,H(yn),H(v). Then, by unimodularity of MR, we have ða1; . . . ; an; bÞ 2
Znþ1.
Each rational point w 2 Qn lying in supp(hv) and distinct from v must belong to the
interior of a k-dimensional face F containing v of an n-simplex R 2 starhv, for some
k 2 {1, . . . ,n}. Say R = conv(y1, . . . ,yn,v) and F  R is the face F = conv(z1, . . . ,zk,v) for
a suitable subset {z1, . . . ,zk,v} of the set of vertices of R. Then denw > denv, since the uni-
modularity of F implies thatH(w) can be uniquely expressed as
Pk
i¼1ciHðziÞ þ ckþ1HðvÞ for
suitably chosen positive integers c1, . . . ,ck+1. Whence, hv(w) = 0 for all points
v 6¼ w 2 ð½0; 1	 \QÞn with denw 6 denv. It follows that (denv + 1) is the cardinality of
the minimal MV chain having countermodels for a formula u such that :uMn ¼ hv.
Throughout the paper we shall identify the formula u of Ł1 in the variables x1, . . . ,xn
with the McNaughton function uMn : ½0; 1	n ! ½0; 1	 given by the interpretation of the
term u in the free MV algebraMn. We shall also speak of the negation of a McNaughton
function f to mean the function 1  f.
3. A family of Brun co-hats
Computation of formulas expressing Schauder hats is in general not a trivial task, and
the resulting formulas are usually very lengthy with respect to denominators of apices.
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S
starhv is not a convex polyhedron. In [4] a particular kind of
Schauder hats is introduced, namely the class of Brun hats, whose deﬁnition allows us
to have a very simple algorithm to compute formulas expressing them. We refer to [4]
for all matters concerning Schauder and Brun hats.
In this paper we need to build just one specialized family of Brun hats. This fact allows
us to avoid giving the rather technical deﬁnition of a Brun hat introduced in [4], and to
give directly the basic algorithm for constructing a class of them.
We shall need to build Brun hats having their apex v lying in the interior (in Rn) of the
fundamental n-simplex conv(e1,e2, . . . ,en,0). Informally speaking, in those cases the star of
a Brun hat hv turns out to be a collection of n + 1 many unimodular n-simplices
starhv = {T1, . . . ,Tn+1}, the convex hull conv({(x,hv(x))jx a vertex of some Ti}) is an
(n + 1)-simplex, and
S
starhv = conv({xjx a vertex of some Ti}n{v}) is a unimodular n-
simplex. Moreover, the set of n-simplices starhv is obtained through Farey subdivision
of
S
starhv through the apex v of hv. Summarising, we shall restrict our attention only
to hats hv such that the shape of
S
starhv is a unimodular n-simplex, say
S
star
hv = conv(x1, . . . ,xn+1), for suitably chosen vertices x1; . . . ; xnþ1 2 ð½0; 1	 \QÞn, and v is
the Farey mediant of this set of vertices. Since n-simplices are convex polyhedra, it is easy
to see that the pyramid–shaped graph of hv is just given by the minimum (truncated at 0)
of all n + 1 many n-dimensional hyperplanes h1, . . . ,hn+1 such that hi(xi) = 1/denxi and
hi(xj) = 0 for all i, j 2 {1, . . . ,n + 1}, with i5 j. Observe that each hi is a linear polynomial
with integer coeﬃcients, for
S
starhv is unimodular. It turns out that, using the machinery
of Farey mediants, and the Brun’s algorithm for simultaneous diophantine approxima-
tions [7], it is an easy algorithmic task to obtain short formulas wi such that w
Mn
i ¼ hi overS
starhv and w
Mn
i 6 hi elsewhere in [0,1]n.
As a ﬁnal remark, we need to point out that since our need is to produce formulas
whose associated McNaughton function is, loosely speaking, almost everywhere 1, while
Schauder and Brun hats are almost everywhere 0, we have to build negations of Brun hats
(call them Brun co-hats), which we can do either by preﬁxing a : to a Brun hat formula, or
by introducing a construction dual to the basic algorithm in [4], as follows.
Algorithm 3.1. Let v 2 ð½0; 1	 \QÞn and let S  [0, 1]n be a unimodular n-simplex such
that v 2 intS. Let b1, . . . ,bn+1 be the vertices of S, and assume #1, . . . ,#n+1 are formulae
such that, for each i5 j 2 {1, . . . ,n + 1}, we have #i is linear over S, and
#iðbiÞ ¼ denbi  1
denbi
; #iðbjÞ ¼ 1.
We call H = (#1, . . . ,#n+1) the initial base for S. Let w = (a1, . . . ,an+1) be the uniquely
determined (n + 1)-tuple of non-negative integers such that
HðvÞ ¼
Xnþ1
i¼1
aiHðbiÞ.
We construct the sequences w0,w1, . . . ,wk, . . . and W0,W1, . . . ,Wk,. . . inductively as
follows:
w0 :¼ w ¼ ða1; . . . ; anþ1Þ; W0 :¼ H ¼ ð#1; . . . ; #nþ1Þ.
For any integer kP 0, either wk ¼
Pnþ1
j¼1ej and then we terminate the algorithm, or we
construct wk+1 as follows:
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non-deterministically chosen elements in {1,2, . . . ,n + 1} such that
wk;pk  wk;qk > 0.
(Call pk and qk the first and second pivot at step k, respectively.) Then
wkþ1 :¼ wk  wk;qkepk
and
Wkþ1 :¼ ðwkþ1;1; . . . ;wkþ1;nþ1Þ;
for
wkþ1;i ¼
wk;qk ! wk;pk if i ¼ pk;
wk;i otherwise.
(Remark 3.2. A heuristic to choose pivots which makes Algorithm 3.1 deterministic is the
following: at each step k, let pk ¼ maxfi j wk;i ¼ maxnþ1j¼1fwk;jgg and qk ¼ maxfi j wk;i ¼
maxnþ1j¼1fwk;j j wk;j 6¼ wk;pkgg. It can be shown that the length of the sequence of steps com-
puted by the algorithm under this choice of pivots is not always minimal. Nevertheless, we
shall see that this choice of pivots will do for fulﬁlling the purposes of this paper.Lemma 3.3. Algorithm 3.1 always terminates for all admissible choices of the pivots at each
step. More specifically, for some h < ðnþ 1Þ þPnþ1j¼1aj, we have wh ¼Pnþ1j¼1ej.
Proof. By the constraint on the admissible choices of pivots in Algorithm 3.1, and by uni-
modularity of S, we have at each step i > 0 that wi,j5 0 for each j. Moreover, exactly one
component of wi is strictly smaller than the component with the same index of wi1, while
all the others remain unchanged. wh ¼
Pnþ1
j¼1ej is reached after at most ðnþ 1Þ þ
Pnþ1
i¼1 ai
steps. h
We call the (2h)-tuple P = (p0,q0, . . . ,ph1,qh1) the pivot vector. For each input (v,S,H)
to Algorithm 3.1 there are ﬁnitely many admissible pivot vectors. We call the pivot vector
corresponding to the heuristic in Remark 3.2 the Brun vector for (v,S,H).
Deﬁnition 3.4. Let (v,S,H) be input to Algorithm 3.1, and let h be the last step of the
algorithm under a pivot choice P. The Brun co-hat at v relative to S (or toH) under P is the
formula:
bS;H;Pv ¼
_nþ1
j¼1
wh;j.Lemma 3.5. Let v 2 ðintSÞ \Qn, and let h be the last step of Algorithm 3.1 under some pivot
choice P. Let w = (a1, . . . , an,an+1) be the uniquely determined (n + 1)-tuple of non-negative
integers such that HðvÞ ¼Pnþ1i¼1 aiHðbiÞ. For each integer i 2 {0, . . . , h}, let wi and Wi be as
in Algorithm 3.1. Then there exists an (n + 1)-tuple of affinely independent points
(bi,1, . . . ,bi,n+1) of ð½0; 1	 \QÞn such that
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subdivision.
2. w ¼Pnþ1j¼1wi;jHðbi;jÞ, hence v lies in conv(bi,1, . . . ,bi,n+1).
3. For each j 2 {1, . . . , n + 1}, if i > 0 then denbi1,j 6 denbi,j.
4. For each j 2 {1, . . . , n + 1}, wi,j is linear over conv(bi,1, . . . ,bi,n+1).
5. For each j 2 {1, . . . , n + 1}, wi,j(bi,j) = (denbi,j  1)/denbi,j, while, for l5 j, wi,j(bi,l) = 1.Proof. For i = 0, there is nothing to prove. Let p = pi1 and q = qi1 be respectively the
ﬁrst and second pivot at step i  1. Let bi,q be the Farey mediant of {bi1,p,bi1,q}. Then
H(bi,q) = H(bi1,p) + H(bi1,q). Let bi,j = bi1,j for each q5 j 2 {1, . . . ,n + 1}. Hence
Si = conv(bi,1, . . . ,bi,n+1) is an n-dimensional simplex obtained from Si1 by one edge
subdivision. Now, observe that wi,pH(bi,p) + wi,qH(bi,q) = (wi1,p  wi1,q)H(bi1,p) +
wi1,q(H(bi1,q) + H(bi1,p)) = wi1,pH(bi1,p) + wi1,qH(bi1,q). Then 1,2,3 are settled.
An easy computation involving linear functions shows that wi1,p 6 wi1,q over Si and
wi1,p(bi,q) = wi1,q(bi,q) = (denbi,q  1)/denbi,q, hence wi,p(bi,q) = 1 and wi,p is linear over
all Si. This settles the remaining points. hLemma 3.6. For any Brun co-hat bS;H;Pv , let T ¼ cl suppð:bS;H;Pv Þ. Then:
• T is an n-simplex;
• T is obtained from S through a finite sequence of edge subdivisions.
• bS;H;Pv is linear over each simplex in the Farey subdivision of T through v.
• bS;H;Pv ðvÞ ¼ ðdenv 1Þ=denv, while, for every point v 6¼ v0 2 ð½0; 1	 \QÞn, if denv 0 6
denv, then bS;H;Pv ðv0Þ ¼ 1.Proof. Assume Algorithm 3.1 terminates at the hth step, hence wh,j = 1 for all
j 2 {1,2, . . . ,n + 1}. Then we have w ¼Pnþ1j¼1Hðbh;jÞ, and by Lemma 3.5 and by the prop-
erties of Farey subdivisions, all requirements are easily seen to be met. h
In particular, Lemma 3.6 states that a Brun (co)-hat bS;H;Pv is a Schauder (co)-hat with
apex v. Note that Algorithm 3.1 only produces co-hats having apices v belonging to the
interior of the unimodular n-simplex S. For the general case we again refer the reader to [4].
For our current purposes we just need to run Algorithm 3.1 for hats with apices lying in
the interior of the fundamental n-simplex S0 whose vertices are the origin of the coordinate
axes together with (the end points of) the unit coordinate vectors.
Deﬁnition 3.7. Let
S0 ¼ convðe1; e2; . . . ; en; 0Þ; H0 ¼ ð:x1;:x2; . . . ;:xn; x1  x2      xnÞ.
For each point v 2 ðintS0Þ \Qn, let w = (a1, . . . ,an,an+1) be the uniquely determined
(n + 1)-tuple of non-negative integers such that HðvÞ ¼Pni¼1aiHðeiÞ þ anþ1Hð0Þ. We de-
note by cw the Brun co-hat obtained running Algorithm 3.1 on input (v,S0,H0) under
the pivot choice given by the Brun vector P0 for (v,S0,H0), that is
cw ¼ bS0;H0;P0v .
Observe that H0 respects the requirements stated in Algorithm 3.1 for an initial base for
the simplex S0. Note that denv ¼
Pnþ1
i¼1 ai.
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In this section we shall introduce for each integer n > 0 the sequence of formulas U(n)
over the set of propositional variables {x1, . . . ,xn}, whose minimal countermodels have
cardinality asymptotically approaching the bound established in Theorem 1.2. First we
show that in our search of minimal countermodels we just have to focus on MV chains.
An ideal I of an MV-algebra A ¼ ðA;;:; 0Þ is a non-empty downward closed subset
of A that is closed under , too. Ideals are in bijective correspondence with congruences
via the map I# I given by x I y iﬀ ðx :yÞ  ðy  :xÞ 2 I . An ideal P ofA is prime if
and only if, for each x; y 2A, either ðx :yÞ 2 P or ðy  :xÞ 2 P . The quotientA=P of
A over one of its prime ideals is an MV chain. The set of all prime ideals ofA is called the
prime spectrum of A and it is denoted by spec A.
Lemma 4.1. Let u be a non-tautologous formula. Then its smallest countermodels are finite
MV chains.Proof. As is well known [8,9,12] each MV algebra is a subdirect product of chains. In par-
ticular h :A,!QP2specAA=P , where h is a monomorphism such that each projection
pP  h :A!A=P (a# the component of h(a) indexed by P) is a surjection. By Theorem
1.2, u has countermodels of ﬁnite cardinality. LetA be a ﬁnite countermodel for u. Then,
by injectivity of h and surjectivity of projections of h there is at least one A=P that
is already a countermodel for u. Trivially, the cardinality of A=P is 6 the cardinality
of A. h
For the sake of better readability, we shall rewrite formulas using the following logical
equivalences:
:u! ð:u! ð   ð:u! ð:u|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
ntimes
! wÞÞ   ÞÞ  nu w  :w! nu.
We also explicitly recall that ::u  u and u! 0  :u.
Lemma 4.2. For each integer n > 0 and each integer lP 2n, let u(n, l) be the formula
ððk þ hÞxn  ðx1  x2      xnÞÞ _
ðxn ! kxn1Þ _
ðxn1 ! kxn2Þ _
   _
ðx2 ! kx1Þ _
:x1
for (k,h) being the unique pair of integers such that
l ¼ nðk þ 2Þ þ h for 0 6 k; 0 6 h < n.
Then #u(n, l) = l and the countermodel of smallest cardinality for u(n, l) is an MV chain with
d(k,n,h) + 1 elements, for d(0,n,h) = n + 1 + h, while if k > 0:
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Xn1
i¼0
ðnþ 1þ h iÞki.Proof. First we consider the case k > 0. From the properties of Brun co-hats, we just need
to prove that u(n, l) is the Brun co-hat cw as in Deﬁnition 3.7 for
w ¼ 1; k þ 1; k2 þ k þ 1; k3 þ k2 þ k þ 1; . . . ;
Xn2
i¼0
ki;
Xn1
i¼0
ki;
Xn
i¼0
ki þ h
Xn1
i¼0
ki
 !
.
As a matter of fact, we may display w as the (n + 1)-tuple
ð1; k þ 1; kðk þ 1Þ þ 1; kðkðk þ 1Þ þ 1Þ þ 1; . . . ; ðhþ kÞð   ðkðk|ﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄ}
n times
þ 1Þ þ 1Þ   Þ þ 1|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
n times
Þ;
hence, after the ﬁrst k + h steps Algorithm 3.1 has produced, always using n + 1 as ﬁrst
pivot and n as second pivot, the (n + 1)-tuple
ð1; k þ 1; k2 þ k þ 1; k3 þ k2 þ k þ 1; . . . ; kn1 þ kn2 þ    þ 1; 1Þ
and the (n + 1)-tuple of formulas
ð:x1;:x2; . . . ;:xn1;:xn; ðk þ hÞxn  ðx1      xnÞÞ.
After k more steps, Algorithm 3.1 has produced the (n + 1)-tuple
ð1; k þ 1; k2 þ k þ 1; k3 þ k2 þ k þ 1; . . . ; kn2 þ kn3 þ    þ 1; 1; 1Þ
and the (n + 1)-tuple of formulas
ð:x1;:x2; . . . ;:xn1; xn ! kxn1; ðk þ hÞxn  ðx1      xnÞÞ
having used n as ﬁrst pivot and n  1 as second pivot. An easy induction now shows that
after (n  2)k more steps Algorithm 3.1 terminates having produced an (n + 1)-tuple
of formulas (w1, . . . ,wn+1), where w1 ¼ :x1, wi = xi ! kxi1 for i 2 {2, . . . ,n}, and
wn+1 = (k + h)xn  (x1      xn). Then uðn; lÞ ¼
Wnþ1
i¼1wi. To conclude the proof observe
that the Brun co-hat u(n, l) has its apex in the point
1
dðk; n; hÞ ;
k þ 1
dðk; n; hÞ ;
k2 þ k þ 1
dðk; n; hÞ ; . . . ;
kn1 þ kn2 þ    þ 1
dðk; n; hÞ
 
.
If k = 0 then w ¼Pnþ1i¼1 ei þ henþ1, and Algorithm 3.1 under the assumptions of Deﬁnition
3.7 produces the Brun co-hat formula ðhxn  ðx1      xnÞÞ _
Wn
i¼1:xi, whose apex is the
point
Pn
i¼1ei=ðnþ 1þ hÞ. hDeﬁnition 4.3. For each integer n > 0 let U(n) be the sequence of formulas over the set of
propositional variables {x1, . . . ,xn} deﬁned as
UðnÞ ¼ fuðn; 2nÞ;uðn; 2nþ 1Þ; . . . ;uðn; 2nþ jÞ; . . .g.
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on input w = (1,10,101) will produce a Brun co-hat of apex (1/112,10/112) as follows:wi pi qi Wi(1,10,101) 3 2 :x1;:x2; x1  x2
(1,10,91). 3. 2. :x1;:x2; x2  ðx1  x2Þ... .. .. ..
(1,10,1) 2 1 :x1;:x2; 10x2  ðx1  x2Þ
(1,9,1). 2. 1. :x1; x2 ! x1; 10x2  ðx1  x2Þ... .. .. ..
(1,2,1) 2 1 :x1; x2 ! 8x1; 10x2  ðx1  x2Þ
(1,1,1) :x1; x2 ! 9x1; 10x2  ðx1  x2ÞHence uð2; 23Þ ¼ ð10x2  ðx1  x2ÞÞ _ ðx2 ! 9x1Þ _ :x1 and d(9,2,1) = 112, while the
bound b(23/2)2c gives 132.
We are ready to prove our asymptotically tight bound.
Theorem 4.5. For each integer n > 0 the bound b(#u/n)nc + 1 is asymptotically tight. More
specifically, for each lP 2n, let d(n, l) = d(k,n,h) + 1 be the cardinality of the smallest
countermodel for u(n, l), and let b(n, l) = (l/n)n + 1. Then, for each integer n > 0:
lim
l!1
bðn; lÞ
dðn; lÞ ¼ 1.Proof. Let b(k,n,h) be given by
bðk; n; hÞ ¼ k þ 2þ h
n
 n
¼ kn þ
Xn1
i¼0
n
i
 
ki 2þ h
n
 ni
.
Note that
bðk; n; hÞ ¼ l
n
 n
¼ bðn; lÞ  1.
Then, the claim immediately follows from the following limit:
lim
k!1
bðk; n; hÞ
dðk; n; hÞ ¼ 1;
which trivially holds for all n > 0 and for all 0 6 h < n. h5. Conclusion
Theorem 4.5 proves that the cardinality of the smallest countermodels for a non-tautol-
ogous formula u, having l occurrences of n distinct propositional variables, grows asymp-
totically as (l/n)n as l tends to inﬁnity.
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logic and their common fragment is Ha´jek’s Basic fuzzy logic BL [12]. It is well known that
the smallest countermodel in Go¨del logic for a non-tautologous formula u of n variables is
a chain with at most n + 2 elements. There are no ﬁnite Product algebras apart from {0,1},
but one can use suitably deﬁned ﬁnitely valued logics approximating Product logic as it is
done in [5], and obtain results analogous to Theorem 1.1. One can then adapt Algorithm
3.1 and Deﬁnition 4.3 to the setting of Product logic to achieve asymptotic tightness results
for upper bounds formulated in [5]. In [6], Schauder (co)-hats have been introduced for the
one-variable fragment of BL, and it is easy to prove that smallest countermodels for a non-
BL-tautologous formula u of one variable and length l cannot have more than l + 2 ele-
ments. A concrete representation of the free BL algebra over n generators is needed in
order to deal with formulas of n > 1 variables.
As expounded in [11], there is a deep connection between checking feasibility of mixed
integer programs and searching countermodels for formulas in Łukasiewicz logic. It may
be interesting to explore how results in this paper relate to structure and complexity of
mixed integer programs.
Theorem 4.5 shows that the sequences of formulas U(n) provide minimal countermodels
of cardinality close to the largest possible one. For each formula u(n, l) 2 U(n), let
Cl  [0,1]n be the set of all assignments (e(x1), . . . ,e(xn)) 2 [0, 1]n such that e(u) < 1. Then,
when l grows the volume of Cl tends to shrink while the smallest denominator of points in
Cl \Qn grows. Since the amount of information needed to ﬁnd rational points in Cl pre-
sumably increases when their denominator grows it may be argued that the sequences U(n)
constitute a good benchmark for testing the eﬃciency of automated deductive systems for
Łukasiewicz propositional logics.
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