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The role of Coulomb disorder is analysed in the Anderson-Falicov-Kimball model. Phase diagrams
of correlated and disordered electron systems are calculated within dynamical mean-field theory
applied to the Bethe lattice, in which metal-insulator transitions led by structural and Coulomb
disorders and correlation can be identified. Metallic, Mott insulator, and Anderson insulator phases,
as well as the crossover between them are studied in this perspective. We show that Coulomb disorder
has a relevant role in the phase-transition behavior as the system is led towards the insulator regime.
PACS numbers: 71.10.Fd, 71.23.-k, 71.27.+a, 71.30.+h
I. INTRODUCTION
The metal-insulator transition (MIT) [1] of Anderson
type, occurring in systems without interactions having
randomly distributed on-site impurities, is related to elec-
tron localization in disordered systems [2]. On the other
hand, the Mott-Hubbard MIT is caused by correlations
arising from Coulomb interactions in a disorder-free sys-
tem [3]. Both types of MIT have been extensively ex-
plored on its own framework and also when Coulomb
correlations and on-site disordered potentials are simul-
taneously involved [4–10]. Then, if the disorder is in-
tense enough, the Mott-Hubbard MIT will naturally take
Anderson-localization effects into account.
The interplay between disorder and Coulomb correla-
tions in electronic systems of narrow band is of great
interest since the experimental control of charge concen-
tration through doping and undesired charged impurities
in the background generates Coulomb disorder scattering
[11–15]. For models where Coulomb interactions are con-
sidered locally, such as the ones described by the Hub-
bard [16] and the Falikov-Kimball model [17], Coulomb
disorder should also be taken into account when consid-
ering a random medium which gives rise to Anderson
localization phenomena. Hence, in this work we consider
the electron-electron coupling strengths to have a random
distribution across the lattice and we investigate how An-
derson and Coulomb disorder can mutually contribute to
the MIT, in the framework of the Falicov-Kimball model.
This model was introduced [17] in order to describe the
MIT in transition-metal compounds and rare-earth ma-
terials. It basically assumes that there are two species of
particles (fermions). One is free to hop among nearest-
neighbor sites, the other one is frozen, and they experi-
ence a local Coulomb interaction. Apart from being the
simplest framework for describing a MIT induced by elec-
tronic correlations, the Falicov-Kimball model has also a
much broader appeal which includes, to name a few, the
study of crystallization [18], order-disorder transition in
binary alloys [19], charge transport [20], and itinerant
magnetism [21].
In the Anderson-Falicov-Kimball model [6], a local ran-
dom potential is included thus disturbing the propaga-
tion of free fermions. In order to turn the model more
realistic, we will also consider disorder in the Coulomb
repulsion, i.e., the interaction strength between free and
frozen fermion species in each site is randomly distributed
along the lattice. The model including both sources of
disorder is solved within the dynamical mean-field the-
ory (DMFT) [22, 23] formalism. A great review on the
DFMT applied directly on the Falicov-Kimball model as
well as on the model itself can be found in Ref. [24].
By increasing the Coulomb interaction strength, the
model captures several aspects of the Mott-Hubbard MIT
as the local density of states (LDOS) for mobile fermions
splits into two sub-bands, leading to a correlation gap at
the Fermi level. An open gap (forbidden energy range)
in the density of states at the Fermi level characterizes
the Mott-Hubbard MIT. The most likely value of the
LDOS exhibits a discontinuity when the system is going
through an Anderson transition. Along these lines, it
is expected that both types of MIT can be detected by
evaluating the LDOS. Although this quantity is not an
order parameter associated with a symmetry breaking
of the phase transition [6, 8], it discriminates between a
metallic and an insulator phase.
In a disordered system, an appropriate average of the
random quantities of interest must be performed in order
to describe the LDOS. However, the underlying probabil-
ity distribution function is not completely known in most
of the situations, but only certain averages. Around the
Anderson-MIT boundary, for instance, a witness for lo-
calization can be provided by evaluating the geometric
mean. This last, in contrast with the arithmetic mean
which is noncritical and does not enable the distinction
between localized and extended states, gives a better ap-
proximation for the LDOS average as it vanishes at the
critical disorder value. However, by using both averages,
each in its the appropriate regime, we are allowed to pro-
vide a good description of the phase diagram and most of
the relevant information regarding the effects of disorder
in the MIT can then be accessed.
In what follows, Sec. II, the Anderson-Falicov-Kimball
model with Coulomb disorder is introduced and solved
2within the DMFT. In Sec. III, the phase diagrams are
presented and the interplay between both sources of dis-
order are discussed. Final remarks are given in Sec. IV.
II. ANDERSON-FALICOV-KIMBALL MODEL
WITH COULOMB DISORDER
The Falicov-Kimball model [17] describes two species
of spinless fermions: one is free to move and the other is
trapped due to its infinite mass. There is a local coulomb
interaction between these two particles and the Pauli ex-
clusion principle assures that no more than one parti-
cle (of a given type) is allowed to occupy the same site.
Here we consider two kinds of disorder, a local random
Anderson-like impurity and Coulomb disorder. This al-
lows us to explore the features in the MIT provided by
the competition between these two sources of disorder.
The system’s Hamiltonian is then expressed by
H = −
∑
<ij>
tijc
†
i cj +
∑
i
ǫic
†
i ci +
+
∑
i
Uif
†
i fic
†
i ci − µ
∑
i
c†i ci, (1)
where tij is the hopping transfer integral for fermions
moving between nearest-neighbor sites, c†i (ci) and f
†
i (fi)
are, respectively, the creation (annihilation) operators for
the mobile and trapped fermions at site i, and µ is the
chemical potential for the mobile fermions. ǫi is the local
impurity and Ui denotes the local Coulomb interaction
strength between trapped and mobile fermions. These
two aforementioned quantities are randomly distributed
through the lattice, being characterized by a probability
distribution function of the form P (ǫi) = Θ(∆/2− ǫi)/∆
and P˜ (Ui) = Θ(δ/2 − |Ui + U |)/δ, where Θ is the
step function, ∆ (δ) measures the amount of Ander-
son (Coulomb) disorder, and U is the mean value of the
Coulomb interaction strength. Here, we deal only with
a repulsive interaction, Ui ≥ 0, which leads to U ≥ δ/2.
The mean particle number for the mobile and trapped
fermions at the ith site are given by ni = 〈c
+
i ci〉 and
pi = 〈f
+
i fi〉, respectively, and are independent from each
other.
The changes caused by Coulomb disorder in the phase
diagram of the Anderson-Falicov-Kimball model, i.e. how
it drives the MIT, will be explored in the framework of
DMFT in the following sections.
A. Dynamical mean-field theory
The equations of motion for Hamiltonian (1) are ex-
pressed by [22, 23]
(ω − ǫi + µ)Gij(ω)−
∑
l
tilGlj(ω) = δij + UiΓij(ω),(2)
(ω − ǫi + µ− Ui)Γij(ω)−
∑
l
tilΓlj(ω) = δijpi, (3)
where Gij(ω) = 〈〈ci|c
†
j〉〉ω and Γij(ω) = 〈〈fif
†
i ci|c
†
j〉〉ω
are the Green’s functions for the single and double par-
ticle states [25], and δij is the Kronecker delta function.
Herein we assume the lattice to be homogeneous, that is
pi = p with p ∈ [0, 1].
According to the DMFT scheme, the eigenenergies are
defined as
Λ(ω) ≡ Ui
Γij(ω)
Gij(ω)
, (4)
where Λ(ω) depends implicitly on ǫi. The hybridization
function η(ω) is introduced through
∑
l
tilGlj(ω) ≡ η(ω)Gij(ω), (5)
∑
l
tilΓlj(ω) ≡ η(ω)Γij(ω). (6)
Now inserting Eqs. (4), (5), and (6) into Eqs. (2) and
(3) we obtain
Gij(ω) =
δij
ω − ǫi + µ− η(ω)− Λ(ω)
, (7)
Λ(ω) = pUi +
U2i (1− p)
ω − ǫi + µ− Ui(1 − p)− η(ω)
. (8)
According to these equations, the lattice is mapped to a
set of impurity problems, each one with a random value of
ǫi, embedded in a self-consistent field. Then, the LDOS
is given by
ρi(ω) = −
1
π
Im[Gii(ω)], (9)
which depends on ǫi and Ui. In order to maintain self-
consistency in the disordered problem, the Green’s func-
tions must be solved by taking into account the averages
for which the translational invariance can be restored.
The above LDOS can be evaluated by using the arith-
metic or geometric mean given by, respectively,
ρarith(ω) =
∫
du
∫
dǫP (ǫ)P˜ (u)ρ(ω, ǫ, u), (10)
ρgeom(ω) = exp
[∫
du
∫
dǫP (ǫ)P˜ (u) ln ρ(ω, ǫ, u)
]
.(11)
The translational invariant Green’s function is given by
the Hilbert transform
G(ω) =
∫
dω′
ρm(ω
′)
ω − ω′
, (12)
in which m denotes the type of mean being used. The
self-consistent DMFT equations are closed through
ρi(ω) = −
s
π
α2i + s
2 + (Ui/2)
2
[α2i + s
2 + (Ui/2)2]2 − (Uiαi)2
, (13)
where αi = ω−ǫi−r, r(ω) and s(ω) are, respectively, the
real and imaginary parts of η(ω) and we have assumed
3that our system is defined in a Bethe lattice. Therefore,
η(ω) = G(ω)/16, where the energy is expressed in units
of the band width. In Eq. (13), it was assumed that the
band is half-filled, i.e., ni = n = 1/2 and p = 1/2. In
addition, the chemical potential was set to µ = U/2 in
order to fix the band center to lie in ω = 0.
B. Linearized DMFT
The quantum states corresponding to the band center
can determine the ground-state properties for the half-
filled case. In the MIT, for example, the LDOS vanishes
at this point. When the system is in the metallic phase,
the LDOS is arbitrarily small in the vicinity of the MIT
region. Hence, the transition points on the phase diagram
can be determined by linearizing the DMFT equations
[8, 26, 27].
In the band center, the Green’s function is purely
imaginary, G(0) = −iπρm(0), due to the symmetry of
ρm(ω) thus leading to the recursive relation G(0)
(j+1) =
−iπρ
(j)
m (0). For s(0) << 1, by using Eq. (13) we can
obtain the DMFT recursive relation
ρ(j+1)m (0) =
1
16
ρ(j)m (0)Υ(ǫi, Ui), (14)
where
Υ(ǫi, Ui) =
ǫ2i + (Ui/2)
2
(ǫ2i − (Ui/2)
2)2
. (15)
The boundary between metallic and insulating phases
can be obtained when the condition ρ
(j+1)
m (0) = ρ
(j)
m (0)
is satisfied. Then, by using Eqs. (14) and (15) and eval-
uating the averages on ǫi and Ui, we finally obtain the
expressions which determine the MIT for both arithmetic
and geometric means, respectively,
8δ =
1
∆
ln
∣∣∣∣U
2 − (δ/2−∆)2
U2 − (δ/2 + ∆)2
∣∣∣∣ , (16)
δ ln 4 =
∫ U+δ/2
U−δ/2
du
[
ln
u2 +∆2
(u2 −∆2)2
+
+
2u
∆
(
tan−1
∆
u
− ln
∣∣∣∣∆+ u∆− u
∣∣∣∣
)]
. (17)
III. RESULTS
Now we investigate the system’s phase diagrams ob-
tained from the DFMT scheme discussed in the previ-
ous section. The LDOS was evaluated for a variety of
parameters as it gives information about the allowed
states on the system. For instance, the ground-state
properties can be analysed from the following outcomes
of ρarith and ρgeom at the band center ω = 0 [9]: i)
ρarith(0) 6= 0 and ρgeom(0) 6= 0 denote a metallic phase; ii)
ρarith(0) = 0, ρgeom(0) = 0, and
∫
ρgeom(ω)dω 6= 0 indi-
cate a Mott-insulator phase; and iii) for ρarith(0) 6= 0 and∫
ρgeom(ω)dω = 0 there is Anderson localization without
a Mott gap. There are also coexistent phases which will
not be highlighted in this work. All these situations oc-
cur for appropriate sets of U , ∆, and δ and give rise to a
rich phase diagram.
In the case where no Coulomb disorder is considered
(δ = 0) [6, 9], the metallic phase is identified for small
values of U and ∆, the Mott-insulator phase stabilizes
as we increase U , and Anderson localization naturally
overcomes for large ∆. This is clearly seen in Fig. 1
where we compare the phase diagrams evaluated at the
band center with and without Coulomb disorder. For
the latter case, three different interaction regimes can
be identified [6] regarding the metallic and Mott phase
boundaries (see the small arrows at the U -axis in Fig. 1):
weak (0 < U < 0.5), intermediate (0.5 < U . 1.36), and
strong (U & 1.36). When δ 6= 0, these regimes still hold
but for different critical values, with the intermediate one
shrinking as δ increases. The left side of the vertical
dotted lines indicates a non-physical region as we are
dealing with U ≥ δ/2 only. Thus, in Fig. 1 we see
the major effect of including Coulomb disorder into the
problem, which is to drive the system to the Anderson
localized phase.
All the critical curves presented in Fig. 1 were ob-
tained directly from Eqs. (16) and (17), however, it is
worth pointing out that the numerical results obtained
by solving the self-consistent equations of DMFT abso-
lutely matches with those from the linearised DMFT.
The above analysis was performed for the band center.
Nevertheless, it is relevant to also observe the effects of
Coulomb disorder in the whole band. For this, we study
the LDOS by proceeding with a similar analysis for the
entire set of ω solving the self-consistent equations of
DMFT (without resorting to the linearized DMFT).
At the weak interaction regime, the Mott gap is not
available and the system is in the metallic phase as shown
in Fig. 2. By increasing ∆ we reduce the density of states
at the center of the band, ω = 0, thus making the spec-
trum of gapless extended states narrower and expanding
the total bandwidth [6]. For this weak regime, Coulomb
disorder has practically no influence on the density of
states. Even for large δ, the bandwidth slightly increases
(decreases) for the arithmetic (geometric) case.
For fixed ∆ and δ values, it is possible to obtain the
bandwidth by assigning the frequencies ω at which ρm(ω)
vanishes. By performing this process for several disorder
strengths one can obtain a spectral phase diagram like
the one shown in Fig. 3. Localized states with no gap
(Anderson insulator) can be detected in a thin energy
band between the band gap and metallic states for ∆ = 0
and δ 6= 0. However, this phase diagram is qualitatively
similar to that obtained for the Anderson model with no
interaction [6, 28]. Therefore, at the weak interaction
regime, a uniform or disordered distribution of Coulomb
coupling strengths have no major effects in the system’s
4properties.
As U increases, the Mott gap starts to rise. At
this point, we have reached the intermediate interaction
regime as depicted earlier in Fig. 1. Both sources of dis-
order can take the system out of this Mott phase. In con-
trast with the previous weak interaction case, Coulomb
disorder now has a significant role on the spectral density
as seen in Fig. 4 for a fixed amount of Anderson disor-
der ∆. Coulomb disorder decreases the LDOS [this effect
turns to be clearer for the geometric mean in Fig. 4(b)].
In addition, it makes the band length larger (smaller)
when considering the arithmetic (geometric) mean.
In Fig. 5, we show the spectral phase diagram for
this regime. As expected, we now identify a Mott gap
around the band center inside the Anderson insulator re-
gion. For increasing δ, there is a natural tendency for
localization as the Mott gap vanishes. Also, the connec-
tion between the band gap and extended (metallic) states
is suppressed, thus allowing localized states in between.
Finally, for the strong interaction regime, Fig. 6 shows
that there are two separate bands that tend to merge
with each other as δ increases and we keep ∆ fixed, when
considering the arithmetic mean [Fig. 6(a)]. For higher
amounts of ∆, this effect would naturally occur for a
weaker Coulomb disorder. For the LDOS evaluated by
the geometric mean [Fig. 6(b)], the Mott gap is not filled
regardless of the disorder (of any kind) intensity. There
are two branches apart which correspond to the higher
and lower Hubbard sub-bands [6].
Figure 7 shows the spectral phase diagram where the
extended states lie in two separate lobes. These are
surrounded by gapless localized states (Anderson insula-
tor) when Coulomb disorder is taken into account. Once
again we note that δ drives the system to the localized
phase as both Mott gap and metallic regions shrink.
IV. CONCLUSIONS
Phase diagrams describing the metal-insulator phase
transition in the Falicov-Kimball model with Anderson
and Coulomb disorder were obtained by means of the
DMFT. Coulomb disorder has been shown to add new
features into the problem as it directly affects the spec-
tral density by decreasing its intensity and increasing the
total bandwidth as δ is increased. Even in the absence
of structural disorder, it is possible to observe localized
states with no gap. We showed that the critical values as-
sociated with the MIT change as the intensity of Coulomb
disorder is tuned, thus turning the system insulator-like
if this source of disorder and/or the electronic interac-
tion are strong enough. Therefore, in realistic situations,
Coulomb disorder cannot be discarded as it has a signif-
icant role in the metal-insulator phase transition.
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son and Coulomb disorder parameters, ∆ and δ, respectively,
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FIG. 6. (Color online) Same as Fig. 2 but for U = 1.5 (strong
interaction regime) and fixed ∆ = 0.8.
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