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Abstract
We study the isoperimetric profiles of certain families of finitely gener-
ated groups defined via marked Schreier graphs and permutation wreath
products. The groups we study are among the “simplest” examples within
a much larger class of groups, all defined via marked Schreier graphs
and/or action on rooted trees, which includes such examples as the long
range group, Grigorchuck group and the basillica group. The highly non-
linear structure of these groups make them both interesting and difficult
to study. Because of the relative simplicity of the Schreier graphs that
define the groups we study here (the key fact is that they contained very
large regions that are “one dimensional”), we are able to obtain sharp
explicit bounds on the L1 and L2 isoperimetric profiles of these groups.
As usual, these sharp isoperimetric profile estimates provide sharp bounds
on the probability of return of simple random walk. Nevertheless, within
each of the families of groups we study there are also many cases for which
the existing techniques appear inadequate and this leads to a variety of
open problems.
1 Introduction
In the study of random walks on groups, some of the most basic and compelling
questions are to understand what structural properties of a group impact the
behavior of random walk and how this impact can be captured precisely. Natu-
rally, this also leads to the question of describing what random walk behaviors
can possibly occur.
To any finitely generated group, one can associate the monotone non-increasing
functions
Λ1,G,Λ2,G and ΦG
which, respectively, describe the L1- and L2-isoperimetric profiles and the re-
turn probability (or heat kernel decay) associated with the group G (precise
∗Partially supported by NSF grant DMS 1004771 and DMS 1404435
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definitions are recalled below in Section 2.4). From a coarse point of view ex-
plained in Section 2.4, these are group invariants in the sense that they do not
depend on the particular choice of symmetric finite generating set that is used
to define them. A celebrated results of Følner and Kesten asserts that the di-
chotomy between amenable and non-amenable groups can be captured precisely
using any one of these three invariants: A group is amenable if and only if Λ1,G
(equivalently, Λ2,G) is bounded below away from 0, and this is also equivalent
to having ΦG decay exponentially fast.
This paper focuses on these invariants and how they depend on the structure
of the underlying group in the context of several interesting family of amenable
groups. Let us stress that there are other related random walk characteristics
such as entropy and speed that are of great interest but are not discussed here.
To put this work in perspective, recall that among polycyclic groups or
(almost equivalently) finitely generated discrete amenable subgroups of linear
groups, the behaviors of Λ1,G, Λ2,G and ΦG are well understood and fall in
exactly 2 possible categories:
• The group G has exponential volume growth and
Λ1,G(v)
2 ≃ Λ2,G ≃ 1
[log(1 + v)]2
and ΦG(n) ≃ exp(−n1/3).
• The volume growth VG satisfies VG(r) ≃ (1 + r)d for some integer d and
Λ1,G(v)
2 ≃ Λ2,G(v) ≃ (1 + v)−2/d and ΦG(n) ≃ (1 + n)−d/2.
These can be considered as the “classical” behaviors. See [31] for the description
of a larger class of groups for which only these behaviors can occur.
By now it is well-known that, for more general groups, other behaviors can
occur. See [11, 24, 26]. For instance, the authors show in [28] that the free
solvable group Sd,r of derived length d > 2 on r generators satisfies
Λ1,Sd,r(v)
2 ≃ Λ2,Sd,r(v) ≃
(
logd(v)
logd−1(v)
)2/r
and
ΦSd,r (n) ≃ exp
(
−n
(
logd−1(n)
logd−2(n)
)2/r)
.
Here, logd denotes the iterated logarithm, d-times. See [28] for the statement
when d = 2 in which case the formula for ΦSd,r must be modified (the estimates
for Λ1,Sd,r and Λ2,Sd,r remain valid as stated above).
Following the groundbreaking work of R. Grigorchuck regarding groups of
intermediate volume growth and the many works that followed, it has become
apparent that it is important to consider the case of subgroups of the auto-
morphism group of a rooted tree as well as groups defined via explicit marked
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Schreier graphs (the word “explicit” is important here as any finitely generated
group can be “defined” by its action on one of its marked Cayley graph).
In this paper we study a collections of examples of such groups and their
associated permutation wreath products. Most of the paper is devoted to two
families. The first family has been considered in [21] where they are called
“bubble groups” (see Section 5). We call the other family “cyclic Neumann-
Segal groups” (see Section 6). It is part of a larger family considered by a
number of different authors after some interesting properties were pointed out
in [23]. We obtain estimates on the L1- and L2-isoperimetric profiles of groups in
these families. As is well-known, this yields assorted results for the probability
of return of associated random walks. The examples we consider are, in a sense,
among the simplest in the very large family alluded to above. The key feature
that distinguishes these examples is that the Schreier graphs that are used to
defined them have large one-dimensional pieces at all scales. This allow us
to capture the isoperimetric profiles of the wreath extensions of some of these
groups in a rather precise way. The resulting observed behaviors are diverse
and quite interesting.
For example, we study a family of groups depending on a continuous param-
eter γ > 1 and for which we show that
ΦG(n) ≃ exp
(
−n2−2((1+γ) log2(n))γ/(1+γ)
)
.
See Remark 6.17 (the coarse equivalence ≃ is defined in 2.4). We also obtain
examples with
ΦG(n) ≃ exp
(−nγ(logn)1−γ) (1.1)
for each γ ∈ [1/3, 1) (see Example 5.11 with γ = β+13β+1 , β ∈ (0,∞)) and
ΦG(n) ≃ exp
(
−n1/3(logn)2(1+κ)/3
)
for each κ > 0 (see Example 5.12). We discuss a family of groups such that, for
any γ ∈ (1/3, 1), there is a group G in the family for which
exp
(
−n γ+13−γ (logn) 2(1−γ)3−γ
)
. ΦG(n) . exp
(
−nγ (logn)1−γ
)
(1.2)
with both extremes attained at certain times and a detailed coarse description
of ΦG available at all times. See 6.18 with γ = κ/(3κ − 2), κ ∈ (1,∞). These
examples demonstrate the existence of a continuum of distinct (and explicit)
behaviors and, for each, we obtain corresponding estimates for the functions
Λ1,G and Λ2,G.
The groups we study provided a host of additional behaviors. In particular,
they provides examples of pairs of groups G1, G2 for which the behaviors of the
functions Λ1,Gi,Λ2,Gi and ΦGi can be described explicitly and such that the
functions Λ1,G1 and Λ1,G2 are not comparable in the sense that
lim inf
n→∞
Λ1,G1
Λ1,G2
= 0 and lim sup
n→∞
Λ1,G1
Λ1,G2
=∞,
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with similar statement holding as well for Λ2,Gi and ΦGi , i = 1, 2. Explicitly,
fix γ ∈ (1/3, 1) and pick G1 so that 1.1 holds. Pick γ′ ∈ (1/3, γ) so that
γ′ < γ <
γ′ + 1
3− γ′ = γ
′ +
(γ′ − 1)2
3− γ′ ,
(for instance γ′ = 2/5 < γ = 1/2 < 7/13) and let G2 be such that (1.2) holds
with parameter γ′. The various family of groups we study offer many further
opportunities, which we do not pursue explicitly, to construct such examples.
The families we consider are rich enough that many intriguing questions
remain open. For one thing, most of our sharp results concern wreath extensions
Z ≀S Γ where Γ is defined by its action on a mark Schreier graph S and, for the
most part, understanding the isoperimetric profile of Γ itself is an open question.
Also, the groups in the two main families we consider depend on the choice of
one (or two) infinite sequence(s) of integers and our analysis provides sharp
results only in a certain parameter range. This leaves much space for further
studies.
This article is motivated by the works of a number of authors to whom we
have borrowed results, problems and ideas. We make fundamental use of the
work of A. Erschler on wreath products and adapt some of the ideas developed
by K. Juschenko and her co-authors [18, 19, 20]. The examples we consider
(or some related cousins) have been studied before (with somewhat different
viewpoints and focuses) in works including [3, 6, 13, 15, 16, 23, 30].
This article is organized as follows. Section 2 introduces definition and no-
tation regarding group actions, Schreier graphs, groups of automorphisms of
rooted trees and random walks. It contains the definitions of the L1- and L2-
isoperimetric profiles and that of the random walk invariant ΦG. Section 3
provide techniques that produce lower bounds on Λ1,G and Λ2,G. We make sig-
nificant use of Erschler’s wreath product isoperimetric inequality and of related
ideas developed in [27]. By known techniques (e.g., [8] and [27, Section 2.1]),
these translate into upper bounds on ΦG.
Section 4 develops abstract considerations with the goal of providing upper
bounds on the L2-isoperimetric profiles and assorted lower bound for ΦG. Re-
garding the L1- and L2-isoperimetric profiles, in all the cases where we obtain
sharp bounds, it turns out that Λ21,G ≃ Λ2,G (whether or not this is true in
general is a well-known and important open question). Since we always have
Λ21,G . Λ2,G, proving that Λ . Λ1,G and Λ2,G . Λ
2 for some function Λ is
sufficient to prove that Λ21,G ≃ Λ2,G ≃ Λ2.
Section 5 introduces the “bubble group” family. This is an uncountable
family of groups parametrized by two integers sequences (a = (a1, a2, . . . ) and
b = (b1, b2, . . . ). We show that most of these groups have exponential volume
growth (Lemma 5.1) and that they are amenable as long as an tends to infinity
(Proposition 5.13). The result of Section 3 apply readily but works is required
to show how the abstract results of Section 4 applies to these examples. When
b is constant (bi = b > 2), and an is increasing fast enough, we obtain matching
two-sided bounds on Λ1,G,Λ2,G and ΦG where G = Z ≀S Γa,b. Here Γa,b is
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the bubble group associated with a,b and S is its defining Schreier graph. See
Theorem 5.8.
Section 6 is devoted to a sub-family (cyclic Neumann-Segal groups) of the
family of Neumann-Segal groups. The cyclic Neumann-Segal groups are parametrized
by a sequence of even integers. To study the isoperimetric profile of these groups
and their wreath extensions, we apply the results of Section 3 (again, this is
straightforward), and apply the result and ideas of Section 4. In one particular
case of interest, we are able to obtain sharp results not only not only for the
wreath extension Z ≀S Γ but also for the cyclic Neumann-Segal group Γ itself. In
fact, in this particular case, the groups Γ and its wreath extension Z ≀S Γ have
essentially the same behavior. See Theorem 6.14 and Remark 6.17.
2 Preliminaries
2.1 Group actions
A left action of a group Γ on a space X is a map ϕL : Γ×X → X such that
ϕL(eΓ, x) = x and ϕL (g1g2, x) = ϕL (g1, ϕL (g2, x)) .
Similarly a right action of Γ on X is a map ϕR : X × Γ→ X such that
ϕR(x, eΓ) = x and ϕR (x, g1g2) = ϕR (ϕR (x, g1) , g2) .
In this article, it is natural to consider examples of both left and right actions,
depending of the context. Given an action ϕ∗ of Γ on X where ∗ is either L or
R, we set
g · x =
{
ϕL(g, x) if ∗ = L,
ϕR(x, g
−1) if ∗ = R.
Let
Pf (X) = ⊕XZ2
be the set of all finite subsets of X . Any action of Γ on X extends to an action
of Γ on Pf(X). If f : X → X is a function on X , and g ∈ Γ, we let g ·f : X → X
be defined by
g · f(x) = f(g−1 · x).
It follows that supp(g · f) = g · supp(f).
Note that it is not rare that a group is, in fact, described by its action on a
space X (i.e., as a permutation group). We will encounter many such examples.
Example 2.1 (The finite dihedral groupsD2n). The following two figures define
the dihedral group D2n of order 2n = 20 generated by two elements of order 2,
s and t, with (st)n = e. Figure 1 shows a marked Schreier graph on which the
action of the group is faithful. It identifies the dihedral group as a particular
subgroup of the symmetric group S10 where the 10 objects that are permuted
are the the vertices of the pictured line graph and the action of the generator s
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and t are described by the marked edges. In this particular case, since s and t
are involutions, we do not need to indicate the edge orientation.
Figure 2 gives the marked Cayley graph of the same group with the same
generators s, t and with the identity element e identified.
Figure 1: Marked Schreier graph
r r r r r r r r r r❦ ❦t ts s s s st t t t
Figure 2: Marked Cayley graph
r r r r r r r r r rr r r r r r r r r rtt
e
t
s s s s st t t t
s s s s st t t t
Figure 3: A function f and the function (ts) · f
r r r r r r r r r r❦ ❦t ts s s s st t t t0 5 0 0 0 0 0 0 02
r r r r r r r r r r❦ ❦t ts s s s st t t t5 0 0 0 0 0 0 0 02
To understand how Picture 1 defines a subgroup of S10, imagine the vertex
of the graph as fixed boxes which contains the labels {1, . . . , 10}. The marking
of the edges indicates how the group elements s and t each move the labels
contained in the boxes, producing a permutation of the labels. A function
f on the Schreier graph is really a function on the labels {1, . . . , 10} and it
can be pictured by indicating the value of f(x) above x (where label x is in
box x). Suppose f = 1x0 and g ∈ Γ. Then the function g · f is equal to
(g · f)(x) = 1x0(g−1 · x) = 1g·x0(x). In words, to write down the picture
describing the function g · f , move the indicated values of f along the Schreier
graph according to the action of g.
2.2 Permutational wreath product
Let Γ be a finitely generated group acting on a space X . Take a reference point
o in X and let S be the orbital Schreier graph of o under action of Γ. Given
an auxiliary (finite or countable) group H , the permutational wreath product
H ≀S Γ is the semidirect product
H ≀S Γ = (⊕S(H)x)⋊ Γ
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where Γ acts on the direct sum by permuting coordinates according to the action
(g, x) 7→ g · x of Γ on S. More precisely, the multiplication rule is given by
(f, g)(f ′, g′) = (f [g · f ′], gg′),
where f, f ′ are functions S → H with finite support, g, g′ ∈ G, and (g · f ′)(x) =
f ′(g−1 · x) as defined earlier. Note that on the left-hand side of the equation
displayed above, (f, g)(f ′, g′) indicates multiplication in H ≀S Γ and that on the
right-hand side, f [g ·f ′] indicates multiplication of f by g ·f ′ in ⊕S(H)x whereas
gg′ indicates multiplication in Γ.
Figure 4: Two elements (f, g) and (f ′, g′) of Z2 ≀S D20 and their product
f [g.f ′]: , gg′ = er r r r r r r r r r❦ ❦t ts s s s st t t t1 1 1
f ′: , g′ = str r r r r r r r r r❦ ❦t ts s s s st t t t1 1
f : , g = tsr r r r r r r r r r❦ ❦t ts s s s st t t t1 1 1
The ordinary wreath product with “lamp group” H and “base group” Γ cor-
responds to the case when Γ acts on its own Cayley graph by left multiplication.
We write H ≀ Γ for this ordinary wreath product.
The groupsH and Γ are naturally embedded in H ≀S Γ via the injective maps
h 7→ (1oh, eΓ) , where 1oh(o) = h, 1ok(x) = eH if x 6= o,
and
γ 7→ (eSH , γ) , where eSH(x) = eH for every x ∈ S.
Let µH and µΓ be symmetric probability measures on H and Γ respectively.
Using the above embeddings, µH and µΓ can be viewed as probability measures
on H ≀S Γ and we will often make this identification. The measure
q = µH ∗ µΓ ∗ µH
on H ≀S Γ is often referred to as the switch-walk-switch random walk where as
q =
1
2
(µH + µΓ)
is known as the the switch-or-walk measure on H ≀S Γ.
The random walk driven by q on H ≀S Γ shares some similarities with the
switch-walk-switch random walk on ordinary wreath products. But there are
some important differences. On the ordinary wreath product, if we consider
random walk on the right, that is {X1X2...Xn}n where Xi are i.i.d. random
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variables distributed as q, the random walk can be understood in terms of a
walker on the Cayley graph of Γ who changes the lamp-configuration along its
path. On the permutation wreath product H ≀S Γ based on the Schreier graph
S, the switches happen along the inverted orbit. This creates much difficulty in
analyzing the behavior of such random walks in the general case.
In what follows, we are going to consider random walk on the left, that
is Sn = XnXn−1...X1 and much attention will be paid to translation of the
support of the lamp configuration, rather than the inverted orbits directly. We
will mostly work with the measure q.
2.3 Groups acting on trees, activity
Let d¯ = (dj)j≥1 be a sequence of integers dj ≥ 2. The spherical homogeneous
rooted tree Td¯ is the tree where each vertex at level j has dj+1 children in level
j+1. The tree has a root at level 0, which is denoted by the empty sequence ∅.
A vertex at level k is encoded by word v = x1...xk−1xk, where xi is a letter in
the alphabet {0, ..., di − 1}. Here a word is read from left to right. The integer
k is called the depth or level of the vertex v. We set |v| = k and let Tk
d¯
denote
the set of vertices in level k of the tree Td¯.
The group Aut(Td¯) is the group of automorphisms of Td¯ fixing the root ∅.
It is uncountable and is often equipped with the topology of convergence on
finite sets which turns it into a locally compact group. For v ∈ Td¯, consider the
subtree Tv,d¯ of Td¯ rooted at v. If v is at level k, then this subtree is isomorphic to
the spherical homogeneous rooted tree Tτkd¯, where τ denotes the shift operator
τ(m1,m2, ...) = (m2,m3, ...).
The automorphism group Aut(Td¯) admits the following canonical description
called “wreath recursion”,
Aut(Td¯) ≃ Aut(Tτ d¯) ≀T1
d¯
Sd1 ,
g 7→ (g0, ..., gd1−1)σ.
Each gi is called the section (or restriction) of g at vertex i, it gives the action
of g on the subtree rooted at i. The rooted component σ describes how these
subtrees are permuted. Given a word v = x1...xk, the right action is defined
recursively by
ϕR (x1...xk, g) = σ (x1)ϕR(x2 . . . xk, gx1).
One can also write the wreath recursion at level k to have a canonical iso-
morphism
Aut (Td¯) ≃ Aut (Tτkd¯) ≀Tk
d¯
Aut
(
T
k
d¯
)
,
g 7→ (gkv , v ∈ Tkd¯)σk.
where the subscript k indicates the level (not a power). In most case, the
subscript k is omitted because it is clear from the context that the decomposition
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is done at level k. Each gv = g
k
v is called the section (or restriction) of g at
vertex v, it describes the action of g on the subtree rooted at v. The permutation
σ = σk describes how vertices on level k are permuted.
Since the isomorphisms are canonical, we identify g with its image under the
wreath recursions and, given a level k, write
g =
(
gv, v ∈ Tkd¯
)
σ.
For every g ∈ Aut(Td¯) the activity function ag(k) defined in [30, Section 2.4]
counts the number of nontrivial sections gv at each level k, that is
ag(k) = #
{
v ∈ Tkd¯ : gv 6= e
}
.
We say G < Aut(Td¯), is a group of bounded activity if for every element
g ∈ G, supk ag(k) < ∞. When G is finitely generated, it’s sufficient to check
for each generator of G if it’s activity growth is bounded.
Example 2.2. Figures 5–7 describe (a) the Cayley graph of the infinite dihedral
groupD∞ =< s, t : s
2 = t2 = e >, (b) a marked Schreier graph that can be used
to define D∞, and (c) the generator t as an element of the automorphism group
of the rooted binary tree Aut(T2). Here we set s(x1x2 . . . xk) = x1x2 . . . xk with
x1 = x1 + 1 mod 2, that is s = (e, e)τ where τ is the transposition at level 1,
and t = (t, s)1 where 1 stands the identity permutation at level 1. Obviously,
the definition of t is recursive. If x = x1 . . . xk with j being the first index such
that xj = 1 then t(x) = x1 . . . xjxj+1, . . . , xk. The activity as(k) vanishes for
k > 1. The activity at(k) = 1 for all k. The very notable difference between s
and t viewed as automorphisms of the tree is an artifact of this representation.
Note that t leaves invariant the end o = 0∞ of the tree which corresponds
to the left most vertex in the Schreier graph depicted on Figure 6. In order
to understand Figure 6 in terms of the binary tree and Figure 7, one simply
consider the orbit of o = 0∞ under D∞ =< s, t >⊂ Aut(T2).
Figure 5: Marked Cayley graph for D∞ =< s, t : s
2 = t2 = e >
r r r r rs st t
e
t
Figure 6: Marked Schreier graph for D∞
r r r r r r r r r r❦t s s s s st t t t
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Figure 7: The generator t viewed as an element of Aut(T2)r❳❳❳❳❳❳❳❳✘✘✘✘✘✘✘✘r❍❍❍❍✟✟✟✟ r❍❍❍❍✟✟✟✟r
❅
❅
 
 r r
❆
❆
✁
✁r r ❆❆✁✁r r
r
❅
❅
 
 r r
❆
❆
✁
✁r r ❆❆✁✁r r
r
❅
❅
 
 r r
❆
❆
✁
✁r r ❆❆✁✁r r
r
❅
❅
 
 r r
❆
❆
✁
✁r r ❆❆✁✁r r
✲✛
✲✛
✲✛
τ
τ
τ
The stabilizers and rigid stabilizers are very important in the study of branch
groups ([15, 16]). Let Γ be a subgroup of Aut(Td¯). Given a vertex u ∈ Td¯, the
stabilizer of u in Γ is the subgroup
StΓ(u) = {g ∈ Γ : g · u = u}
of Td¯. The subgroup
StΓ(k) = ∩u∈T
d¯k
StΓ(u)
is called the level k stabilizer. The rigid vertex stabilizer is
ristΓ(u) =
{
g ∈ Γ : g · v = v for all v /∈ Tu,d¯
}
.
The level k rigid stabilizer is the direct product
ristΓ(k) =
∏
u∈Tk
d¯
ristΓ(u).
2.4 L2-isoperimetric profile and return probability
Given a probability measure φ on a group G, let (Sln)
∞
0 (resp, (S
r
n)
∞
0 ) denotes
the trajectory of the left (resp. right) random walk driven by φ (often started
at the identity element e). More precisely, if (Xn)
∞
1 are independent identically
distributed G-valued random variables with law φ, then
Sln = Xn . . . X1X0 ( resp. S
r
n = X0X1 . . . Xn).
Let Px∗,φ, ∗ = l or r be the associated measure on GN with X0 = x and Ex∗,φ
the corresponding expectation Ex∗,φ(F ) =
∫
GN
F (ω)dPx∗,φ(ω). In particular,
Pe∗,φ(Sn = x) = E
e
∗,φ(1x(Sn)) = φ
(n)(x).
In this work, we find it convenient to work (mostly, but not always) with the
left version of the random walk and we will drop the subscript l in the notation
introduced above unless we need to emphasize the differences between left and
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right. Observe that the random walk on the left is a right-invariant process
since (Xn . . . X0)y = Xn . . . (X0y). When the measure φ is symmetric in the
sense that φ(x) = φ(x−1) for all x ∈ G, its Dirichlet form is defined by
Eφ(f, f) = EG,φ(f, f) = 1
2
∑
x,y∈G
|f(yx)− f(x)|2φ(y).
This is the Dirichlet form associated with random walk on the left, E lφ = Eφ and
Erφ is defined similarly.
Given two functions f1, f2 taking real values but defined on an arbitrary
domain (not necessarily a subset of R), we write f ≍ g to signify that there
are constants c1, c2 ∈ (0,∞) such that c1f1 ≤ f2 ≤ c2f1. Given two mono-
tone real functions f1, f2, write f1 ≃ f2 if there exists ci ∈ (0,∞) such that
c1f1(c2t) ≤ f2(t) ≤ c3f1(c4t) on the domain of definition of f1, f2 (usually,
f1, f2 will be defined on a neighborhood of 0 or infinity and tend to 0 or infinity
at either 0 or infinity. In some cases, one or both functions are defined only
on a countable set such as N). We denote the associated order by .. Note
that the equivalence relation ≃ distinguishes between power functions of differ-
ent degrees and between stretched exponentials exp(−tα) of different exponent
α > 0 but does not distinguishes between different rates of exponential growth
or decay. In this paper, we will consider functions of the type exp(−n/ω(n))
where ω is slowly variant at infinity so that ω(ct) ∼ ω(t) for any fixed c > 0 and
t tending to infinity.
Our main interest in this paper concerns the random walk group invariant
ΦG, a positive decreasing function defined on [0,∞) up to the equivalence rela-
tion ≃ and which, according to [25] describes the probability of return of any
random walk on the group G driven by a measure φ that is symmetric, as gen-
erating support, and a finite second moment with respect to a fixed word metric
on G. Namely, for any finitely generated group G and any measure φ as just
described,
∀n = 1, 2, . . . , φ(2n)(e) = Peφ(S2n = e) ≃ ΦG(n).
Given a symmetric probability measure φ, set
Λ2,G,φ(v) = Λ2,φ(v) = inf{λφ(Ω) : Ω ⊂ G, |Ω| ≤ v}
where
λφ(Ω) = inf{Eφ(f, f) : support(f) ⊂ Ω, ‖f‖2 = 1}. (2.1)
In words, λφ(Ω) is the lowest eigenvalue of the operator of convolution by δe−φ
with Dirichlet boundary condition in Ω. This operator is associated with the
discrete time Markov process corresponding to the φ-random walk killed outside
Ω. The function v 7→ Λ2,φ(v) is called the L2-isoperimetric profile or spectral
profile of φ (it really is an iso-volumic profile). The L2-isoperimetric profile of a
group G is defined as the ≃-equivalence class ΛG of the functions Λφ associated
to any symmetric probability measure φ with finite generating support.
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The L2-isoperimetric profile Λ2,φ is related to the analogous L
1-profile
Λ1,G,φ(v) = Λ1,φ(v)
= inf
{
1
2
∑
x,y
|f(yx)− f(x)|φ(y) : |support(f)| ≤ v, ‖f‖1 = 1
}
.
Using an appropriate discrete co-area formula, Λ1,φ can equivalently be defined
by
Λ1,φ(v) = inf
{
|Ω|−1
∑
x,y
1Ω(x)1G\Ω(xy)φ(y) : |Ω| ≤ v
}
.
If we define the boundary of Ω to be the set
∂Ω = {(x, y) ∈ G×G : x ∈ Ω, y ∈ G \ Ω}
and set φ(∂Ω) =
∑
x∈Ω,xy∈G\Ω φ(y) then Λ1,φ(v) = inf{φ(∂Ω)/|Ω| : |Ω| ≤ v}.
It is well-known that
1
2
Λ21,φ ≤ Λ2,φ ≤ Λ1,φ. (2.2)
Recall that the Følner function FølG,φ can be defined by
FølG,φ(t) = inf{v : Λ1,φ(v) ≤ 1/t}
so that FølG,φ(t) = Λ
−1
1,φ(1/t) (i.e., FølG,φ is the right-continuous inverse of the
non-decreasing function Λ1,φ).
Notation 2.3. By elementary comparison arguments, for any two symmetric
finitely supported probability measure φ1, φ2 with generating support on a group
G, we have
Λ1,G,φ1 ≃ Λ1,G,φ2 and Λ2,G,φ1 ≃ Λ2,G,φ2.
For this reason we often denote by
Λ1,G ( resp. Λ2,G)
the ≃-equivalence class of Λ1,G,φ1 (resp. Λ1,G,φ2) with φ as above. By abuse of
notation, we sometimes write
Λp,G = Λp,G,φ1
or understand Λp,G as standing for a fixed representative.
Remark 2.4. In the definition of Λp,G,φ (here, p = 1, 2), it is not required
that φ generates G. In particular, if G1 is a subgroup of a group G2 and
φ is a symmetric measure supported on G1 then we can consider Λp,Gi,φ for
i = 1, 2. Simple considerations imply that Λp,G1,φ = Λp,G2,φ. In some instance,
it might nevertheless be much easier to estimate Λp,G2,φ than Λp,G1,φ directly.
If φ is finitely supported and G2 is finitely generated then a simple comparison
argument yields Λp,G1,φ ≤ C(φ,G1, G2)Λp,G2 .
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3 A comparison lower bound for Λ
Erschler’s isoperimetric inequality [10] provides a lower bound on the isoperi-
metric profile Λ1,G,µ when G is an ordinary wreath product and the measure
µ is well adapted to that structure. See also [27] for corresponding results for
Λ2,G,µ. It is an important tool which provides an upper bound on the return
probability of the random walk driven by µ. However the method does not
work directly on permutational wreath products. Here we develop a simple but
flexible method based on comparison with product Markov chains. The lower
bound on Λ obtained in this way is not always sharp, but it still provides useful
information in many interesting examples of permutation wreath products, see
explicit estimates in Sections 5 and 6.
We will need the following result regarding the isoperimetric profile of prod-
uct chains. The statement is an easily consequence of Erschler’s isoperimetric
inequality on wreath product of Markov chains. Here, for simplicity, we only
consider the case needed for our purpose.
Let X be a finite product X =
∏
i∈I Hi, where I is a finite index set and
each Hi is a copy a given group H . On H , fix a symmetric probability measure
η. For i ∈ I, let ηi be the probability measure on X defined by ηi(x) = η(xi) if
x = (xj)j∈I with xj = eH for j 6= i, and η(x) = 0 otherwise.
Let ζ be the probability measure
ζ =
1
|I|
∑
i∈I
ηi. (3.1)
Proposition 3.1. There exists a constant C1 such that, for any finite index set
I, group H and symmetric probability measure η as above, and for any positive
reals v0, s satisfying s ∈ (0, 1/2] and
Λ1,H,η(v0) > s
the isoperimetric profile function Λ1,X,ζ satisfies
Λ1,X,ζ(v) ≥ s/C1 for any v ≤ C−11 (v0)|I|/C1 .
Proof. Equip the index set I with, say, a cyclic group structure and its complete
graph structure (including self-loops). Embed the product
∏
i∈I Hi into the
wreath product {Hi} ≀ I with Hi as lamps over i and I as base. See [11]. Now,∏
i∈I Hi can be thought of as the space of lamp configurations. Let Y ⊂
∏
i∈I Hi
be a finite subset. Define
Y˜ = {(f, i) : f ∈ Y, i ∈ I} .
Consider the transition kernel p¯ on {Hi} ≀ I,
p¯((f, i), (f ′, i′)) =
{ 1
2ηi(f
′(i)f(i)−1) if i = i′ and f = f ′ except at i,
1
2|I| if f = f
′.
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Then
p¯(Y˜ , Y˜ c) =
1
2
|I|ζ(∂Y ).
In the base I equipped with its complete graph structure, any set U with u
elements has boundary of weight |I|−1u(|I| − u) so that Λ1,I(u) ≃ (1− u/|I|).
Thus [11, Theorem 1] together with the hypotheses that Λ1,H,η(v0) > s and
the fact that Λ−11,I(s) ≥ |I|(1− s) yield that
p¯(Y˜ , Y˜ c)
|Y˜ | < s/K implies |Y˜ | ≥ (v0)
(1−s)|I|/K
.
Since
|I||Y | = |Y˜ | and ζ(∂Y )|Y | =
p¯(Y˜ , Y˜ c)
2|Y˜ | ,
we obtain
Λ1,X,ζ(v) ≥ s/K for any v ≤ 1|I| (v0)
|I|/(2K)
because s ∈ (0, 1/2]. The desired inequality follows by choosing C1 > K large
enough.
Remark 3.2. Proposition 3.1 concerns expansion of small sets in X . When X
is a finite set, the proposition does not provide information about expansion of
large sets or the spectral gap. For example suppose that for each i ∈ I, Hi = Z2,
the bound on v in Proposition 3.1 is C−11 2
|I|/C1 = C−11 |X |1/C1 . Therefore the
stated isoperimetric inequality is only effective for small sets.
When H = Z2 or Z, more precise estimates are known thanks to the sharp
isoperimetric inequalities on hypercubes and Euclidean lattices.
Example 3.3. For the hypercube X = Z
|I|
2 , η(1) = 1, from edge expansion
results on the hypercube, we have (see, e.g., [17]),
Λ1,X,ζ(v) ≥ 1− log2 v|I| .
Thus, for any K > 1 and v ≤ 2|I|/K ,
Λ1,X,ζ(v) ≥ 1− 1
K
.
This is to be compared with the conclusion provided by Proposition 3.1 which
states that
Λ1,X,ζ(v) ≥ C−11 for all v ≤ C−11 2|I|/C1.
Example 3.4. For the Euclidean lattice X = Z|I|, η(±1) = 1/2, the sharp
discrete isoperimetric inequality states that for any finite set A (see, e.g., [22,
Theorem 6.22])
2 |∂ζA| ≥ |A|
|I|−1
|I| .
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Therefore |∂ζA|
|A| ≤ s implies |A| ≥ (1/(2s))
|I|
.
Equivalently,
Λ1,Z|I|,ζ(v) ≥ s for all v ≤ (1/(2s))|I|.
In this case, Proposition 3.1 gives the weaker statement that
Λ1,Z|I|,ζ(v) ≥ s/C1 for all v ≤ C−11 (1/s)|I|/C1 .
For applications we have in mind, it is useful to consider the case when η is
a spread-out measure as in the following example.
Example 3.5. On the Euclidean lattice X = Z|I|, let η =
1[−|I|,|I|]
2|I|+1 , i.e., η is
uniform on the interval [−|I|, |I|] in Z. In this case, Proposition 3.1 yields
Λ1,X,ζ(v) ≥ 1/C1 for all v ≤ C−11 |I||I|/C1.
The important point here is that this estimate is uniform in |I|.
Proposition 3.6. There exists a constant C1 such that the following holds. Let
G be a finitely generated group equipped with a finite symmetric generating set
S. Suppose X is a subgroup of G of the form X =
∏
i∈I Hi with Hi ≃ H for
some group H. Let η be a symmetric probability measure on H with the property
that
Λ1,H,η(v0) ≥ s0
for positive real v0, s0 with s0 ∈ (0, 1/2]. Let ζ be defined in terms of η by (3.1)
and assume further that
max
g∈supp(ζ)
|g|(G,S) ≤ R.
Then, letting u1 be the uniform probability measure on {e} ∪ S, we have
Λ1,G,u1(v) ≥
1
C1|S|R, for v ≤ C
−1
1 (v0)
|I|/C1 .
Proof. This follows immediately from Proposition 3.1 together with an easy
comparison argument to pass from the measure ζ defined at (3.1) to the uniform
probability measure u1 on {e} ∪ S.
Example 3.7. We show how this bound works on ordinary wreath products.
Consider the wreath product G = H ≀ Γ, where H and Γ are finitely generated
groups. Given a radius R, a natural choice for X is provided by the lamps over
the ball of radius R in the base group Γ, that is
X =
∏
x∈BΓ(eΓ,R)
(H)x.
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Take η = uH,R to be the uniform measure on the ball of radius R in H centered
at eH . Then Proposition 3.6 implies that
Λ1,G,u1(v) ≥
1
C1R
, for all v ≤ C−11 (|BH(eH , R)|)|BΓ(eΓ,R)|/C1 .
In the case when both Γ and H are groups whose isoperimetric function is
sharply determined by the volume growth then this bound is sharp and is equiv-
alent to the bound provided directly by Erschler’s inequality. For instance, if
Γ = H = Z so that G = Z ≀ Z, this gives
Λ1,Z≀Z(v) ≥ c1 log log v
log v
.
Now, we show that a similar bound works on the permutational wreath
products G = H ≀S Γ where Γ, H are finitely generated groups equipped with
finite symmetric generating sets SΓ, SH .
Let x ∈ S be a vertex in the Schreier graph, let g ∈ Γ be a group element
such that
|g|(Γ = dS(o, x), g.o = x.
Then
(1xh, eΓ) =
(
eSH , g
)
(1oh, eΓ)
(
eSH , g
−1
)
, (3.2)
thus
|(1xh, eΓ)|G ≤ 2 |g|Γ + |h|H . (3.3)
Let uΓ,r (resp. uH,r) denote the uniform probability measure on the ball
BΓ (eΓ, r) in Γ (resp. BH (eH , r) in H).
Corollary 3.8. Referring to the setting introduced above, Let q = 12 (uΓ,1+uH,1)
on G = H ≀S Γ. For each r, let ηr be a symmetric probability measure on H
with support in the ball B(eH , r). Then
Λ1,G,q (v) ≥ 1
Cr
for v ≤ C−1
(
Λ−11,H,ηr (1/2)
)|BS(o,r)|/C
.
Proof. Consider the measure
ζ =
1
|BS(o, r)|
∑
x∈BS(o,r)
(ηr)x .
then by (3.3) we have
max
g∈supp(ζ)
|g|G ≤ 3r.
The conclusion follows from Proposition 3.6.
Example 3.9. On the permutational wreath product G = (Z/2Z) ≀S Γ, we have
a lower bound for L1-isoperimetric profile
Λ1,G (v) ≥ 1
C1r
for v ≤ C−11 2|BS(o,r)|/C1 .
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If instead take G˜ = Z≀SΓ, we take ηr to be the uniform probability on Z∩[−r, r].
This yields
Λ1,G˜ (v) ≥
1
C1r
for v ≤ C−11 r|BS(o,r)|/C1 .
For instance, when Γ is the infinite Dihedral group D∞ of Example 2.2, this
gives
Λ1,(Z/2Z)≀D∞(v) &
1
log v
and Λ1,Z≀D∞(v) &
log log v
log v
.
More interesting examples are provided by [5]. Bondarenko proves that
any group Γ generated by a polynomial automaton of degree d has a defining
marked Schreier graph (S, o) such that VS(o, r) ≤ A(log r)d+1 . The estimate is
sharp ([5, Theorem 4]) in the sense that Bondarenko gives examples of degree
d automaton groups for which B(log r)
d+1 ≤ VS(o, r) ≤ A(log r)d+1 for some 1 <
B ≤ A < ∞. The so-called long range group belong to this class, with degree
d = 1. See also [1]. For such a group Γ, the Schreier graph volume lower bound
B(log r)
d+1 ≤ VS(o, r) yields (with lamp group H equals to Z/2Z or Z or any
group of polynomial volume growth),
Λ1,H≀SΓ(v) ≥ exp
(
−C(log log v)1/(d+1)
)
and, consequently,
ΦH≀SΓ(n) ≤ exp
(
− n
exp
(
C(log n)1/(d+1)
)) .
Regarding Λ2 upper bounds and Φ lower bounds, we note that [1] shows
that any degree d automaton group embeds into an appropriate degree d mother
group. For degree d = 0, 1, 2, the mother groups can be studied by the technique
of section 4 as long as some appropriate “resistance estimates” can be derived
for the associated Schreier graph. We will not pursue this here, in part because
none of the resulting bounds appear to capture the real behavior of Λ1, Λ2 and
Φ for these examples. We note the degree d automaton groups are known to
be amenable for d = 0, 1, 2 and that the amenability question is open in degree
greater than 2.
Proposition 3.10. On the permutational wreath product G = H ≀S Γ with Γ, H
finitely generated, let q = 12 (µ+ ν), where µ = uΓ,1 on Γ and ν is a symmetric
probability measure on H. Then the L2-isoperimetric profile of q on G satisfies
Λ2,G,q (v) ≥ 1
C1r2
for v ≤ C−1
(
Λ−12,H,ν
(
1/r2
))|BS(o,r)|/C
.
Proof. For the symmetric probability measure ν on H with L2-isoperimetric
profile Λ2,H,ν and any r > 1, [27, Theorem 4.7] provides a symmetric probability
measure ηr (it depends very much on ν as well) such that
EH,ν ≥ cr−2EH,ηr
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and
Λ2,H,ηr(v) ≥ 1/2 for all v ≤ C−1
(
Λ2,H,ν(1/r
2)
)|BS(o,r)|/C
.
Consider the symmetric probability measure
ζr =
1
|BS(o, r)|
∑
x∈BS(o,r)
(ηr)x .
Proposition 3.1 applied to ζr provides the estimate
Λ2,G,ζr(v) ≥ 1/C for all v ≤ C−1
(
Λ2,H,ν(1/r
2)
)|BS(o,r)|/C
for some large constant C >. Further, (3.2) and the property EH,ν ≥ cr−2EH,ηr
show that (with a different constant c > 0)
EG,q ≥ c′r−2EG,ζr .
Putting these two estimates together provides the desired conclusion.
The next proposition applies the technique of this section in the context of
finitely generated subgroups of the automorphism group of a rooted tree Td¯.
Proposition 3.11. Let Γ be a finitely generated subgroup of Aut (Td¯) as in
Section 2.3. Let u = x0x1...xn−1 be a vertex in level n of the tree Td¯, and let
Sn(u) be the orbital Schreier graph of u under action of Γ. Let ρn ∈ ristΓ(u) be
a nontrivial element, ρn 6= eΓ, of length |ρn|Γ in Γ. Then there exists a constant
C ≥ 1 such that
Λ1,Γ(v) ≥ 1
Cmax {|ρn|Γ , r}
for all v ≤ C−12|BSn(u)(u,r)|/C .
Proof. For every vertex v ∈ Sn(u), fix an element gv ∈ Γ such that gv.u = v
and
|gv|Γ = dSn(u)(u, v).
In terms of sections and permutations at level n (see Section 2.3), gv is
gv = (gvx)x∈Tn σ
v
where as
ρn = (ρ˜x)x∈Tn id
where ρ˜x is the identity except for x = u where ρ˜x = ρn(u). Then
gvρn (g
v)
−1
=
(
e, .., e, gvσv(u)ρn(u)g
−1
σv(u), e, ..., e
)
id
where the only nontrivial section is at site σv(u) = v. Since ρn is nontrivial, it
follows that the conjugation gvvρn(g
v
v)
−1 is also a nontrivial element in ristΓ(v).
Now, let ζ be the symmetric probability measure on the subgroup〈
gvρn (g
v)
−1
: v ∈ B(u, r)
〉
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defined be
ζ(γ) =
1
2
∣∣BSn(u)(u, r)∣∣
∑
v∈BSn(u)(u,r)
1{gvρ±1n (gv)−1}.
Then ζ has the form (3.1) on the product
X =
∏
v∈BSn(u)(u,r)
ristΓ(v).
The desired result follows by comparison between simple random walk on Γ and
ζ together with Proposition 3.1.
In [12], Erschler uses vertex stabilizers to estimate the Følner function of
certain groups. It is harder to reach a rigid stabilizer but, if one does, one
can make use of the product structure as described in Proposition 3.11. For a
concrete application of Proposition 3.11, see Corollary 6.4.
4 Upper-bound for Λ
In this section we present a technique that provides an upper-bound on the L2-
isoperimetric profile Λ2,G,q when G = H ≀S Γ is a permutation wreath product
with infinite amenable lamp group H (e.g., H = Z) and the action of Γ on S is
extensively amenable in the sense of [18].
Definition 4.1 ([18, Definition 1.1]). The action of a group Γ on a set S is
extensively amenable if there is a Γ-invariant mean on Pf (S) giving full weight
to the collection of subsets that contain an arbitrary given element of Pf (S).
This property appears implicitly in [19] where it is used to prove the amenabil-
ity of the topological full group of any minimal Cantor system. This argument
was later extended in [20, 18].
Here we use a basic version of this idea to obtain explicit upper-bound on
the L2-isoperimetric profile Λ2,G,q. Qualitatively, this is equivalent to giving
upper bound on the Følner function.
4.1 A unifying framework
Let Γ be a finitely generated group acting on a space X . In the examples we
consider, X will be a countable set, the vertex set of a graph. Let
S = {s±11 , . . . , s±1k }
be a finite symmetric generating set of Γ. In what follows we need to also
consider the finite alphabet of 2k distinct letters
S = {s±11 , . . . , s±1k }.
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Note that we do use the same notation s±1i for the letters and their evaluation
in Γ. We let
S(∞)
be the set of all finite words on S.
Let o be a point in X chosen as a reference point. Let S denote the orbital
Schreier graph of o under the action of Γ. It is well understood that the inverted
orbits of certain points in X play a key role in understanding the group Γ, see
for example [2]. In some examples we will need to keep track of inverted orbits
of more than one point.
Notation 4.2 (Inverted orbit, O(w; J), Ω(J,A,B)). Let w = w1w2...wl, wi ∈ S,
be an arbitrary word of length l.
• Given x ∈ X , the inverted orbit O(w;x) of x under w is the subset of X
defined by
O(w;x) = {w1 · · ·wl · x, w1 · · ·wl−1 · x, . . . , w1 · x, x} .
• More generally, given a countable subset J of X , set
O(w; J) =
⋃
x∈J
O(w, x).
• For any two subsets J ⊂ B ⊂ X , define Ω(J,B) to be the subset of S(∞)
defined by
Ω(J,B) :=
{
w ∈ S(∞) : O(w, J) ⊂ B
}
.
Let Ω (J,B) ⊂ Γ be the image of Ω (J,B) ⊂ S(∞) under evaluation in Γ.
Definition 4.3 ((J,B)-admissible function). Equip Pf (X) with the usual count-
ing measure. Given subsets J ⊂ B of X , we say that a function
F : Pf (X)→ R
is (J,B)-admissible if there exist a subset A ⊂ X such that for any Y ∈ supp(F )
we have Y = g ·A for some g ∈ G and J ⊂ Y = g ·A ⊂ B.
Definition 4.4 (Hypothesis (Ω)). We say that (Γ, X, o) satisfies (Ω) if the
following conditions hold:
1. There exists a sequence of couples ((Jn, Bn)) where Jn, Bn are finite sub-
sets of S such that
o ∈ Jn ⊂ Bn and
⋃
n
Ω(Jn, Bn) = Γ.
2. There exists a sequence (Γn) of amenable groups and maps
ϑn : Ω(Jn, Bn)→ Γn
such that
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• For any s ∈ S and integer n, we have s, s−1 ∈ Ω(Jn, Bn).
• For any pair w1, w2 ∈ Ω(Jn, Bn) whose evaluations in Γ are equal,
we have
ϑn(w1) = ϑn(w2).
• For any pair w1, w2 such that w1, w2, w1w2 ∈ Ω (Jn, Bn), we have
ϑn(w1w2) = ϑn(w1)ϑn(w2).
Remark 4.5. Under Hypothesis (Ω), each of the map ϑn induces an injective
map from Ω(Jn, Bn) to Γ
n. For this reason we will refer to ϑn as the “local
embeddings” provided by Hypothesis (Ω).
The point of the hypothesis (Ω) is that the groups Γn are potentially much
easier to understand than the group Γ. Typically, the map ϑn cannot be ex-
tended globally to Γ, but in computations when we can restrict attention to
the finite subset Ω(Jn, Bn) of Γ, elements there can be identified with elements
in Γn via the map ϑn. This will allow us to combine functions on Pf(S) and
functions on Γn to bound the isoperimetric profile ΛZ≀SΓ of the permutation
wreath product Z ≀S Γ.
Example 4.6. Consider the Dihedral group D∞ =< s, t > of Example 2.2
defined in terms of the Schreier graph of Figure 6. We show how hypothesis
(Ω) is satisfies in this simple case. Set J = {o = 0} be the left-most vertex
in S = {0, 1, 2, . . .} and set Bn = {0, . . . , 2n − 1}. The set Ω(o,Bn) is the
collection of words w = w1 . . . wi on s
±1 and t±1 so that for any j ≤ i, the
associated reduced word on s, t (each of order two) is of length at most 2n if the
reduced word ends in t and 2n − 1 if the reduced word end in s.
For Γn, take the finite dihedral group D2n as discussed in Example 2.1
and let ϑn be the natural projection map S
(∞) → D∞ → D2n . The required
properties are easily seen to be satisfied.
Recall that the elements of the group G = Z ≀S Γ are pairs (Υ, g) where g ∈ Γ
and Υ is a finitely supported Z-lamp configuration on S. The action of Γ on X
is easily extended to an action of G by setting (Υ, g) ·x = g ·x for all (Υ, g) ∈ G
and x ∈ X .
Lemma 4.7 (Lamps control inverted orbits). Assume that (Γ, X, o) satisfies
Hypothesis (Ω). Fix a function Fn on Pf(S) which is (Jn, Bn)-admissible. Set
U˜n = {f ∈ ⊕x∈S(Z)x : supp(f) ∈ supp(Fn)} .
For each integer n, consider gn,0 = (Υn,0, e) ∈ Z ≀S Γ and a sequence (gi)i≥1 of
group elements in Z ≀S Γ with gi ∈ {(±1o1, e)} ∪ S for all i ≥ 1. Set
gk . . . g1gn,0 = (Υn,k, γn,k) .
Assume that for some m,
∀ k = 0, 1, . . . ,m, Υn,k ∈ U˜n.
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Then, considering the gj both as formal letters and group elements,
O (gm . . . g1; Jn) ⊂ supp(Υn,m) = gm . . . g1 · supp(Υ0).
Proof. In this lemma, n is fixed so, for the proof, we drop the reference to n.
The proof is by induction on m. The claim is obviously true for m = 0 given
the choice of Υ0. Assume that the property holds for length m. For m+ 1, we
discuss two cases separately.
In the first case, when gm+1 ∈ {±1o1}, the move gm+1 does not change the
inverted orbit of the trajectory, that is,
O (gm+1 . . . g1; J) = O (gm . . . g1; J) .
By the induction hypothesis
O (gm . . . g1; J) ⊂ supp Υm = gm . . . g1 · supp(Υ0).
From the definition of U˜ and since, by assumption, Υm+1 ∈ U˜ , we must have
supp(Υm+1) = g · supp(Υ0) for some g ∈ Γ. This implies that |supp(Υm+1)| =
|supp(Υm)| and it follows that gm+1 did not produce any change in the support
of the lamp configuration, that is
supp(Υm+1) = supp(Υm) = gm . . . g1 · supp(Υ0) = gm+1 . . . g1 · supp(Υ0).
It follows that
O (gm+1 . . . g1; J) ⊂ supp Υm+1 = gm+1 . . . g1 · supp(Υ0)
as desired.
In the second case, when gm+1 ∈ S, the induction hypothesis gives
O (gm . . . g1; J) ⊂ supp(Υm) = gm . . . g1 · supp(Υ0).
Also, we have
O (gm+1 . . . g1; Jn) = J ∪ gm+1 · O (gm . . . g1; J)
and
supp(Υm+1) = gm+1 · supp(Υm).
Since F is (J,B)-admissible and by assumption, Υm+1 = gm+1 · Υm ∈ U˜ , it
follows that gm+1 · supp(Υm) ∈ supp(F ) and J ⊂ gm+1 · supp(Υm). Therefore,
we have
O (gm+1 . . . g1; Jn) = J ∪ gm+1 · O (gm . . . g1; J)
⊂ J ∪ (gm+1 · supp(Υm))
= supp(Υm+1) = gm+1 . . . g1 · supp(Υ0).
Combining the two cases, the lemma follows.
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4.2 Comparison of two local graph structures
In this section we compare two graph structures, one on G = Z ≀S Γ and the
other on product set (⊕x∈S(Z)x)×Γn. Our goal is to show that certain certain
subgraphs in these two graphs are isomorphic.
In G = Z ≀S Γ, let Q = {(±1o1, eΓ)} ∪ S be the standard switch-or-walk
generating set (recall that S is a finite symmetric generating set of Γ). The (left)
directed Cayley graph of G with respect to Q is obtained by putting a directed
edge (g, qg) between g ∈ G and qg where q ∈ Q. The edge (g, qg) is labeled by
q, where q ∈ Q is either a move induced by 1o1 in the lamp configuration, or a
move induced by s ∈ S. We write (G,Q) for this directed labeled Cayley graph
of G with respect to generating set Q.
On the product (⊕x∈S(Z)x) × Γn, define a graph structure by connecting
vertices with one of the following two types of edges:
• connect (f, γ) and (f ± 1o1, γ) with a directed edge labeled with ±1o1;
• connect (f, γ) and (s−1 · f, ϑn(s)γ) with a directed edge labeled with s ∈
S.
We denote the resulting directed graph by ((⊕x∈S(Z)x)× Γn, P ). Note that it
is not necessarily connected.
On both graphs edges are labeled by either with 1o1 (which corresponds
to changing the lamp value at o) or with a generator s ∈ S. Given a word
ω = pl...p1 in the alphabet Q, it makes sense to follow ω as paths on both
graphs. Starting from the same initial lamp configuration on both graphs, from
definition of the graph structures, following the same word ω, the trajectories
of the lamp function Υk are exactly the same on the two graphs.
Notation 4.8 (Definition of Gn (Υ0) and Γn (Υ0)). Let Fn be an (Jn, Bn)-
admissible function. Let Υ0 ∈ ⊕x∈S(Z)x be such that supp(Υ0) ∈ supp(Fn).
• On the graph (G,Q) consider the subgraph with vertex set
{(f, γ) : supp(f) ∈ supp(Fn)}
and edge set made of those original edges of (G,Q) that connects points
in the selected vertex set. Let Gn (Υ0) be the connected component of this
subgraph that contains the vertex (Υ0, eG).
• On the graph ((⊕x∈S(Z)x)× Γn, P ), consider the subgraph with vertex
set
{(f, γ) : supp(f) ∈ supp(Fn)}
and edge set made of those original edges of ((⊕x∈S(Z)x)× Γn, P ) that
connects points in the selected vertex set. Let Γn (Υ0) be the connected
component of this subgraph that contains the vertex (Υ0, eΓ).
Next we show that the graphs Gn (Υ0) and Γn (Υ0) can be identified.
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Lemma 4.9. Suppose (G,X, o) satisfies (Ω). Let the subgraphs Gn (Υ0) and
Γn (Υ0) be defined as above.
(i) The map ϑn induces a graph isomorphism
Θn : Gn (Υ0)→ Γn (Υ0) .
(ii) For any vertex g ∈ Gn (Υ0), g is connected by a labeled edge with an exterior
vertex in Gn (Υ0)c in (G,Q) if and only if Θn(g) is connected to Γn (Υ0)c
by an edge with the same label.
Proof. To simplify notation and since as Υ0 is fixed, we omit the reference to
Υ0 in Gn (Υ0) and Γn (Υ0).
Define the map Θn as follows. First, set Θn (Υ0, eΓ) = (Υ0, eH). For a
vertex (f, γ) in Gn, let gk . . . g1 denote a path inside Gn that starts at (Υ0, eΓ)
and ends at (f, γ), that is
gk . . . g1 (Υ0, eΓ) = (f, γ),
gj . . . g1 (Υ0, eΓ) ∈ Gn for all 1 ≤ j ≤ k.
Let ω be the word ω = ĝk . . . ĝ1 where ĝi = gi if gi ∈ S, and ĝi = e if gi ∈
{(±1o1, eΓ)}, that is generators in S are kept and generators in the lamp direction
are removed. With this notation, set
Θn (f, γ) = (f, ϑn(ω)) .
Since gk . . . g1 is a path inside Gn, Lemma 4.7 implies that
O (gk . . . g1; Jn) = O (ω; Jn) ⊆ supp(f) ⊂ Bn.
Thus ω ∈ Ω (Jn, Bn) and, consequently, ω belongs to the domain of ϑn. To show
that the map Θn is well defined, suppose g
′
l . . . g
′
1 is another path inside Gn(Υ0)
that starts at (Υ0, eΓ) and ends at (f, γ), then the corresponding ω
′ = ĝ′l . . . ĝ
′
1
is an element in Ω (Jn, Bn) as well, and ω and ω
′ have the same evaluation in
Γ. Then Hypothesis (Ω) implies that ϑn(ω) = ϑn(ω
′). That is, Θn(f, γ) does
not depend on the choice of path as desired.
Hypothesis (Ω) guarantees that Θn is injective. To show that Θn is surjec-
tive, for any vertex (f, γ) in Γn(Υ0), let pl...p1 be a path inside Γ
n(Υ0) that
starts at (Υ0, eH) and ends at (f, γ). If one follows the same path in (G,Q)
starting from (Υ0, eΓ), by definition of the two graph structures, the lamp com-
ponent Υk along the two paths are exactly the same. Thus the path defined by
pl...p1 in (G,Q) and starting at (Υ0, eΓ) remains in Gn(Υ0). It ends at some
element (f, γ). Then, by the definition of Θn, we have Θn (f, γ) = (f, γ). This
proves that Θn is surjective.
By Hypothesis (Ω), when ω1, ω2, ω1ω2 are all in Ω (Jn, Bn), we have
ϑn(ω1ω2) = ϑn(ω1)ϑn(ω2).
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Hence, if there is a directed edge ((f, γ), (f ′, γ′)) in Gn, then there is a directed
edge (Θn(f, γ),Θn(f
′, γ′)) in Γn with the same label. Therefore Θn is a bijection
between Gn and Γn that preserves edge relations. It is a graph isomorphism as
desired.
Part (ii) is an immediate consequence of the fact that the lamp component
changes in the same way on both graphs (G,Q) and ((⊕x∈S(Z)x)× Γn, P ) and
that the boundaries of Gn and Γn are defined in terms of the lamp component
only, without referring to γ.
4.3 Test functions
We now consider transition kernels and test functions on the graphs (G,Q) and
((⊕x∈S(Z)x)× Γn, P ).
We equip G = Z ≀S Γ with the right-invariant Markov transition kernel
associated with the switch-or-walk measure q = 12 (η+µ) where η is uniform on
(±1o1, eΓ) and µ is uniform on S.
On the graph ((⊕x∈S(Z)x)× Γn, P ), define a Markov transition kernel p as
p ((f, γ), (f ′, γ′)) =
1
4
1{f±1o1}(f
′) +
1
2
∑
s∈S
1{ϑn(s)γ}(γ
′)1s−1·f}(f
′)µ(s).
That is p either changes the configuration at o by ±1, or translate (f, γ) by a
generator s ∈ S. It follows that for (f, γ), (f ′, γ′) in Gn,
p (Θn(f, γ),Θn(f
′, γ′)) = q
(
(f ′, γ′) (f, γ)−1
)
.
We now focus on the subgraphs Gn(Υ0) and Γn(Υ0) introduced in Notation
4.8. The ingredients we will use to build a test function supported on Gn (Υ0)
include
(a) a (Jn, Bn)-admissible function Fn on Pf(X),
(b) a function ψn on Γ
n with finite support.
Given a symmetric probability measure µ supported on the generating set S,
we introduce the Rayleigh quotient of the functions Fn and ψn as
QPf (S),µ (Fn) :=
∑
s∈Γ µ(s) ‖s · Fn − Fn‖2L2(Pf (X))
‖Fn‖2L2(Pf (X))
QΓn,µ (ψn) :=
∑
s∈Γ,x∈Γn µ(s) |ψn(x) − ψn (ϑn(s)x)|2
‖ψn‖2L2(Γn)
.
We also set
Qµ(n) := QPf (Sn),µ (Fn) +QΓn,µ (ψn) .
Remark 4.10. Assuming that there is a sequence of (Jn, Bn)-admissible func-
tions Fn with QPf (S),µ(Fn) tending to zero implies that the action of Γ on S is
extensively amenable. Lemma A.4 in the Appendix below provide appropriate
test functions Fn based on resistance estimates.
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Proposition 4.11. Assume that (Γ, X, o) satisfies (Ω). Let Fn be a (Jn, Bn)-
admissible function on Pf (S) and ψn a function on Γn with finite support. Then
for the standard switch-or-walk measure q = 12 (η + µ) on G = Z ≀S Γ, we have
Λ2,G,q(v) ≤ Qµ(n)
for all v such that
v ≥ |ϑn(Ω(Jn, Bn)) ∩ supp(ψn)h−10 |Qµ(n)−|Bn|
for some h0 ∈ supp(ψn) ⊂ Γn.
Note that
|ϑn(Ω(Jn, Bn)) ∩ supp(ψn)h−10 | ≤ min
{∣∣Ω (Jn, Bn)∣∣ , |supp(ψn)|}
and also
|ϑn(Ω(Jn, Bn)) ∩ supp(ψn)h−10 | ≤
∣∣Ω (Jn, Bn) ∩ supp(ψn)supp(ψn)−1∣∣ .
Both upper bounds are independent of h0.
Proof. The proof consists of two steps. First we find a test function whose
support is contained in the connected component Γn (Υ0); in the second step
the test function is transferred to Gn (Υ0) via the isomorphism Θn of Lemma
4.9.
Recall that we are given a (Jn, Bn)-admissible function Fn on on Pf (S) and
a function ψn with finite support on Γ
n. Using this data, we construct a test
function Φn on (⊕x∈S(Z)x)× Γn by setting
Φn (f, γ) = ψn(γ)Fn(suppf)
∏
x∈suppf
1[1,Qµ(n)−1](f(x)).
Since Fn is (Jn, Bn)-admissible, there exists a finite set An such that every set
A in the support of Fn is of the form A = gA.An. It follows that
‖Φn‖2L2((⊕x∈S(Z)x)×Γn) = ‖ψn‖
2
L2(Γn) ‖Fn‖2L2(Pf (S))
⌊
Qµ(n)
−1
⌋|An|
.
Setting [1, Qµ(n)
−1] = In, we also note that∑
(f,γ)
(ψn(γ)Fn(suppf))
2
∏
x∈suppf
1In(f(x))1Icn(f(o) + 1)
= ‖ψn‖2L2(Γn) ‖Fn‖2L2(Pf (S))
⌊
Qµ(n)
−1
⌋|An|−1
.
the energy of the function Φn with respect to the transition kernel p can be
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estimated as
2Ep (Φn,Φn) =
∑
(f,h),(f ′h′)
(Φn(f, h)− Φn(f ′, h′))2 p((f, h), (f ′, h′))
≤ 1
2
∑
(f,h)
∑
ǫ=±1
(ψn(h)Fn(suppf))
2
∏
x∈suppf
1In(f(x))1Icn(f(o) + ǫ)
+
∑
(f,h)
∑
s∈S
(ψn(h)− ψn (ϑn(s)h))2 Fn(suppf)2
∏
x∈suppf
1In(f(x))µ(s)
+
∑
(f,h)
∑
s∈S
ψn(h)
2 (Fn(suppf)− Fn(s.suppf))2
∏
x∈suppf
1In(f(x))µ(s)
≤ 2Qµ(n) ‖Φn‖2L2((⊕x∈S(Z)x)×Γn)
The Markov chain with transition kernel p decomposes the space (⊕x∈S(Z)x)×
Γn into connected components. There must exist a P -connected subgraph
C = CPn with vertex set contained in supp(Φn) such that the restriction of
Φn to C, denoted by ΦCn, satisfies
Ep
(
ΦCn,Φ
C
n
)
‖ΦCn‖22
≤ Ep (Φn,Φn)‖Φn‖22
.
Pick some (f0, h0) ∈ C and translate the Γn component on the right by h−10 by
setting
Ch0 =
{(
f, hh−10
)
: (f, h) ∈ C} ,
ΦCn,h0(f, h) =
{
ΦCn(f, hh0) if (f, h) ∈ Ch0
0 otherwise.
If the component C contains an element of the form (f0, eΓn), we can pick
that point and C,ΦCn stay as they were. In any case, one readily checks that this
right translation does not change the Rayleigh quotient of the function, since the
transition kernel acts on the left. Since supp(f0) ∈ supp(Fn), we have obtained
a test function ΦCn,h0 whose support is contained in the subgraph Γ
n (f0) given
by Notation 4.8. This test function satisfies
Ep
(
ΦCn,h0 ,Φ
C
n,h0
) ≤ Qµ(n)∥∥ΦCn,h0∥∥2L2((⊕x∈S(Z)x)×Γn) .
We now proceed with the second step of the proof. Lemma 4.9 describes a
graph isomorphism Θn : Gn (f0)→ Γn (f0). We can then define a test function
Ψn supported on the subgraph Gn (f0) in the Cayley graph of G by
Ψn (f, γ) = Φ
C
n,h0 (Θn (f, γ)) .
Since the domain of ΦCn,h0 is contained in the range of Θn, it follows that
ΦCn,h0(f, h) =
{
Ψn
(
Θ−1n (f, h)
)
if (f, h) ∈ Γn(f0)
0 otherwise.
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Using Lemma 4.9, one checks that indeed
Eq (Ψn,Ψn) = Ep
(
ΦCn,h0 ,Φ
C
n,h0
)
‖Ψn‖2L2(G) =
∥∥ΦCn,h0∥∥2L2((⊕x∈S(Z)x)×Γn) .
It follows that Eq (Ψn,Ψn)
‖Ψn‖2L2(G)
≤ Qµ(n).
To obtain the estimate on Λ2,G,q(v) stated in the proposition, it suffices to
use an upper bound on the volume of the support of Ψn. By Lemma 4.7, we
have
|supp(Ψn)| =
∣∣supp(ΦCn,h0)∣∣
≤ |ϑn(Ω(Jn, Bn)) ∩ supp(ψn)h−10 |Qµ(n)−|Bn|.
Here we also used the fact that, since Fn is (Jn, Bn)-admissible, |An| ≤ |Bn|.
Example 4.12 (The L2-isoperimetric profile of Z ≀D∞). To illustrate how the
technique described above works in a simple case, we consider the toy example
of the infinite dihedral group D∞ =
〈
s, t|s2 = t2 = 1〉 of Example 2.2. Think
of it has defined by the Schreier graph of Figure 6. In Example 4.6, we noted
that Hypothesis (Ω) is satisfied with Jn = {o = 0}, Bn = {0, . . . , 2n − 1} and
Γn = D2n . Let µ be the uniform probability measure on {s, t}. To construct our
test function as in Proposition 4.11, we set ψn ≡ 1 on Γn so that QΓn,µ(ψn) = 0.
The function Fn : Pf (S) → R must be (Jn, Bn)-admissible which means it
is supported on subsets Y of the form Y = g · An with o ∈ Y ⊂ Bn for some
An. Let
An = {0, . . . , 2n−1 − 1}.
Define Fn so that Fn(Y ) = 0 unless Y = g · An where g is a reduced word in
s, t of length ℓ ≤ 2n−1 which terminates with t, in which case
Fn(Y ) = 1− 2−n+1l.
We need to verify that Fn is (Jn, Bn)-admissible. This follows by inspection
because g ·An is
{0, ..., 2n−1 − 1− l} ∪ {2n−1 − l − 1 + 2k : 1 ≤ k ≤ l}
when 0 ≤ l ≤ 2n−1 − 1 and {2k − 1 : 1 ≤ k ≤ l} when l = 2n−1.
The Rayleigh quotient of Fn can be computed
QPf (S),µ (Fn) ∼
3
(2n−1)
2 .
To apply Proposition 4.11, observe that |Ω(Jn, Bn)|, |supp(ψn)| and |Bn| are
all equal to 2n. This yields
Λ2,Z≀SD∞,q(v) ≤
C
(2n)
2 , for any v ≥ C−12n2
n/C ,
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that is (with a different C),
Λ2,Z≀SD∞,q(v) .
(
log log v
log v
)2
.
This gives the return probability lower bound
ΦZ≀SD∞(n) & exp
(
−n 13 log 23 n
)
.
By Example 3.9 and the Cheeger inequality (2.2), have a matching lower bound
for Λ2,Z≀SD∞,q so that
Λ2,Z≀SD∞,q(v) ≃
(
log log v
log v
)2
.
and
ΦZ≀SD∞(n) ≃ exp
(
−n 13 log 23 n
)
.
5 Bubble groups
This section is devoted to a family of groups considered in [21] where the name
“bubble group” is used. The marked Schreier graph pictured in Figure 8 defines
a finite bubble group.
Figure 8: The marked Schreier graph of the finite bubble group with a =
(2, 5, 9),b = (3, 3). The generators a, b each acts clockwise along its respective
cycle. Each vertex of degree 2 carries a self-loop marked b which is not shown
except at the root.
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5.1 The general bubble group
Let a = (a1, a2, ...) and b = (b1, b2, ..) be two natural integer sequences (finite
or infinite; if the sequence are finite, b is one element shorter than a). The
“bubble group” Γa,b is associated with the tree like bubble graph Xa,b were
Xa,b is obtained from the rooted tree Tb with forward degree sequence (1, b1−
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Figure 9: A piece of the marked Schreier graph of an infinite bubble group with
a = (a1, a2, . . . ),b = (3, 3, 3 . . . ).
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1, b2 − 1, . . . ) as follows. Each edge at level k ≥ 1 in the tree (we make the
convention that the level of an edge is the level of the child on that edge) is
replaced by a cycle of length 2ak called a bubble. Each vertex at level k ≥ 1
(we ignore the root which is now part of a circle of length 2a1) is blown-up to
a bk-cycle with each vertex of this cycle inheriting one of the associated 2ak+1-
cycle. These bk-cycles are called branching cycles. Finally, at each vertex which
belong only to a bubble (but not to a branching cycle), we add a self loop. The
vertex set of the graph Xa,b can be parametrized using pairs (w, u) with w a
finite word in
{∅} ∪ (∪∞k=1{1, . . . , b1 − 1} × {1, . . . , b2 − 1} × · · · × {1, , . . . , bk − 1})
and u ∈ {0, . . . , 2ak+1 − 1} if |w| = k. By definition, the vertex o = ∅ is the
root.
In the graph Xa,b, we call “level k” the set of all the vertices (w, u) with
|w| = k − 1, 0 ≤ u ≤ 2ak − 1. If all the ak are distinct, this is the set of all
vertices that belong to a bubble of length 2ak. We say that a branching cycle
is at “level k” if it is attached at the far end (i.e., furthest away from o) of
a level-k bubble. Note that the vertices of any branching cycle at level k are
parametrized as follows:
• (w′, ak) with |w′| = k − 1 for the vertex closest to the root o, a vertex
which also belongs to a level-k bubble,
• (w′z, 0) with z ∈ {1, . . . , bk − 1} for the other vertices on that branching
cycle, each of which also belongs to a level-(k + 1) bubble.
We let
b(w′) = {(w′, ak), (w′1, 0), . . . , (w′(bk − 1), 0)}
denote the branching cycle at (w′, ak).
Having chosen an orientation along each cycle (say, clockwise), we label each
edge of the bubble with the letter a and each edge of the branching cycle with
the letter b.
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The group Γa,b is a subgroup of the (full) permutation group of the vertex
set ofXa,b generated by two elements α and β. Informally, α rotates the bubbles
whereas β rotates the branching cycles. Formally, the action of the permutation
α (resp. β) on any vertex x in Xa,b is indicated by the oriented labeled edge at
x marked with an a (resp. a b). Obviously, we can replace the edge labels a, b
with the group elements α, β, once these are defined.
Lemma 5.1. For any choice of the sequence a,b with bi ≥ 3 for all i, the group
Γa,b has exponential volume growth.
Remark 5.2. If a,b are constant sequences with ai = a and bi = 2 for all i
then the group Γa,2 actually falls into the class of Neumann-Segal type groups
discussed in Section 6. In particular, it is a subgroup of the automorphism
group of the tree Td with d = (di)
∞
1 , d1 = 2a, di = 2, i ≥ 2. This description of
the group Γa,2 shows that it is a subgroup of the group D∞ ≀ (Z/2aZ). Hence
Γa,2 has polynomial volume growth of degree at most 2a.
Proof. If a is bounded and all bi ≥ 3, it is obvious that Γa,b has exponential
volume growth. If a is unbounded we show that the words
n∏
1
αn−iβǫiαn−i = αn−1βǫ1α−1βǫ2α−1 . . . βǫn−1 , ǫi ∈ {±1}
are all distinct. We proceed by induction on n. If n = k = 1 the property
is obviously satisfied. Assume k ≥ 1 and the property is true for all n ≤ k.
Pick to elements g, g of the form above with n = k+1 with respective sequence
(ǫj)
n
1 , (ǫ
′
j)
n
1 . Since ai is unbounded, we can find i such that ai ≥ k + 2. Let
w = 1 . . . 1 of length |w| = i− 1, u = k+1, and consider the point x = (w, u) on
the Schreier graph Xa,b. If ǫn 6= ǫ′n, direct inspection shows that the elements
g, g′ move x to two different bubbles, one at level i− 1 and the other at level i.
If ǫn = ǫ
′
n, apply the induction hypothesis to
n∏
2
αn−iβǫiαn−i,
n∏
2
αn−iβǫ
′
iαn−i.
This concludes the proof.
We also consider the associated finite bubble groups Γk
a,b defined by action
on truncated bubble graphs. Let Xk
a,b denote the first k levels of the bubble
graph Xa,b. The finite bubble group Γ
k
a,b is generated by αk and βk, where αk
acts in the same way as α by rotating the long bubbles, and βk acts in the same
way as β except that, at level k, βk stabilizes the end points instead of moving
them along the branching cycle. See Figure 8.
5.2 Local embedding under Assumption (A)
Definition 5.3 (Assumption (A)). We say that assumption (A) is satisfied if
the sequence b = (b1, b2, . . . ) is constant (i.e., bi = b for all i = 1, . . . ) and the
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scaling sequence a = (a1, a2, ...) is monotone increasing to ∞, that is
1 ≤ a1 ≤ a2 ≤ ..., lim
n→∞
an =∞.
Without the assumption that the sequence an increases to infinity, the group
Γa,b may be non-amenable. For instance, consider the case when a is the con-
stant sequence ai = 2 and b = 3. Then Γa,b = Z2 ∗ Z3. More generally, Γa,b
is non-amenable whenever both sequences a,b are bounded. For an arbitrary
sequence b, the condition lim inf ai =∞ suffices to imply that Γa,b is amenable.
See Section 5.5.
The method of this section still applies if we modify Assumption(A) by
replacing the hypothesis that b is constant by the requirement that it is bounded
(hence, take only finitely many values). The length of the intervals between
different occurrences of a complete collection of the values taken by b play a
key role in the form of the estimates that can be produced by this method. In
the case of periodic (or quasi-periodic) b, the estimates are the same as in the
case of a constant sequence b but if a certain value, say 5, appears only along a
very sparse sequence of indices then the estimates deteriorate. See Section 5.5.
In this section, we work under Assumption (A). We drop the explicit refer-
ences to the sequences a,b and write
Γa,b = Γ, Xa,b = X.
Set
N(w, r) = {x ∈ X : d(x, b(w)) ≤ r}, w ∈ {0, . . . , b− 1}(∞), r > 0.
For any k ≤ j, w of length |w| = j and 0 ≤ r ≤ ak−1 − 1, we have an obvious
bijective map
ιwk : N(w, r) 7→ N(1k−1, r)
which can be used to identify these vertex sets.
In order to fit the bubble group Γ into the general framework introduced
in Section 4, we need to explain how to choose the sets Jk, Bk and the ap-
proximation groups Γk so that the associated local embeddings ϑk required for
Hypothesis (Ω) can be proved to exists. See Definition 4.4.
Let S be the alphabet S = {α±1, β±1}. Given subsets J,B of X with J ⊂ B,
recall that the set Ω (J,B) ⊂ S(∞) is defined as
Ω (J,B) =
{
ω ∈ S(∞) : O (ω, J) ⊂ B
}
.
For a given level k, we set
mk = (1
k−1, ak/2), Jk = {mk}
and
Bk(l) = {x ∈ X : d (x,mk) ≤ l} , 0 ≤ l ≤ (ak/2)− 1.
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Figure 10: Sketch of the Schreier graph X : levels, b(w), mk. Details of the red
circle region are shown in Figure 11.
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Lemma 5.4. Fix 0 ≤ t ≤ (ak/2) − 1. Let ω = γ1 . . . γq be a word of length q
such that γj . . . γq · mk ∈ Bk(t) for each 1 ≤ j ≤ q. Then there exists sω such
that
γ1 . . . γq ·mk = αsω ·mk and γ−11 . . . γ−1q ·mk = α−sω ·mk.
Further, let s be an integer such that |s| + t ≤ (ak/2) − 1 and set x = αsmk.
Then
αsω ·mk = ωαs ·mk = ω · x.
In particular, we have
d(ω ·mk, ω · x) = d(mk, x).
Proof. Writing m = mk, the first assertion is easily proved by considering
γj . . . γq ·m and by descending induction on j ≤ q.
The second assertion is also proved by descending induction on j ≤ q. The
statement is obvious for j = q. Assume the claim is true for j+1. By hypothesis,
d(γj+1 . . . γq ·m,m) ≤ t. Since |s|+ t ≤ (ak/2)− 1, it follows that the action of
αsγj on γj+1 . . . γq ·m is the same as the action of γjαs. Hence
αs · (γj . . . γq ·m) = γjαsγj+1 . . . γq ·m = γj . . . γqαs ·m.
Lemma 5.5. Assume that ω = γ1 . . . γp ∈ Ωk(l) = Ω (mk, Bk(l)) with l ≤
(ak/4) − 1. Then, for any 1 ≤ j ≤ p, we have γ1 . . . γj = αsjmk with |sj | ≤ l
and
γ1 . . . γj−1γj ·mk = γjγj−1 . . . γ1 ·mk.
Further, for every subword u = γi...γj of w,
u ·mk = αsj−si−1 ·mk and u−1 ·mk = α−sj+si−1 ·mk.
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Figure 11: Sketch showing N(1k−2, r), mk
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Proof. We set m = mk. The first statement is proved by induction on the length
p of the word ω. The desired property is obviously true for p = 1. Assume that
it has been proved for all words of length at most p.
Consider ω = γ1 . . . γp+1 ∈ Ωk(l) and write
γ1 . . . γp+1 ·m = (γ1 . . . γp) · (γp+1 ·m).
By hypothesis, γ1 · m, γ1γ2 · m, . . . , γ1 . . . γp · m are in B(l). By the induction
hypothesis, γi . . . γp · m = αsp−si−1 · m, 1 ≤ i ≤ p. Hence Lemma 5.4 and the
induction hypothesis give
γ1 . . . γpγp+1 ·m = γp+1 · (γ1 . . . γp ·m)
= γp+1 · (γp . . . γ1 ·m)
= γp+1γp . . . γ1 ·m.
We need to show that, for any subword ω′ = γj . . . γp+1,
ω′ ·m = αsp+1−sj−1 ·m and (ω′)−1 ·m = α−sp+1+sj−1 ·m
We write
ω′ ·m = (γ1 . . . γj−1)−1γ1 . . . γp+1 ·m
= (γ1 . . . γj−1)
−1αsp+1 ·m
and
(ω′)−1 ·m = γ−1p+1 . . . γ−11 (γ1 . . . γj−1) ·m
= γ−1p+1 . . . γ
−1
1 α
sj−1 ·m.
We have proved that γi . . . γ1 · m ∈ B(l) for each 1 ≤ i ≤ p + 1. Lemma 5.4
shows that γ−1i . . . γ
−1
1 ·m ∈ B(l). By the second part of Lemma 5.4, we have
ω′ ·m = (γ1 . . . γj−1)−1αsp+1 ·m = αsp+1α−sj−1 ·m.
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and
(ω′)−1 ·m = (γ−1p+1 . . . γ−11 )αsj−1 ·m = αsj−1α−sp+1 ·m.
The following observation regarding repetition of orbits is straightforward.
Given a word w = w1...wp, consider the orbit
{
w−1s ...w
−1
1 · x
}
1≤s≤p
of x. Note
that this can be thought of as a forward orbit, it behaves very differently from
the inverted orbit O (w;x).
Lemma 5.6 (Identification of orbits). Fix k ≥ 0 and 0 ≤ l ≤ (ak/4)− 1. For
any t ≥ k + 1 and any vertex x = (w, u) with |w| = t − 1 and 0 ≤ u ≤ 2at − 1
(i.e., any vertex at level t), let w′ be the parent of w and set
xˆ =

mk if d (x, {(w, 0), (w, at))) > l,
ιw
′
k (x) if d (x, (w, 0)) ≤ l,
ιwk (x) if d (x, (w, at)) ≤ l.
In the first case, define ιˆ = ιˆx to be the obvious map taking the segment {(w, v) :
|v − u| ≤ l} to the segment {(1k−1, v)) : |v − (ak/2)| ≤ l}. In the second and
third cases, set ιˆ = ιw
′
k and ιˆ = ι
w
k , respectively. Let ω = γ1 . . . γp be a word that
belongs to Ωk(l). Then, for any 1 ≤ j ≤ p,
ιˆx(γ
−1
j . . . γ
−1
1 · x) = γ−1j . . . γ−11 · xˆ.
Proof. As before, we write m = mk. For a point x at distance > l from any
branching cycle, we show that the orbit
{
w−1s . . . w
−1
1 · x
}
1≤s≤p
up to time p is
contained in B(x, l). If not, let s be the first time that d
(
w−1s . . . w
−1
1 · x, x
)
=
l+1. Since, up to time s, the orbit must remain within in the bubble containing
x, it can be identified (using iˆ) with
{
w−1j . . . w
−1
1 ·m
}
1≤j≤s
. It follows that
d
(
w−1s . . . w
−1
1 ·m,m
)
= l+1. By lemma 5.5, we have d (m, w1 . . . ws ·m) = l+1.
This contradicts the assumption that w ∈ Ω (m, B(m, l)). Therefore the whole
orbit up to time p is in B(x, l).
Next, let x = (w, u) be within distance l from one of the branching cycle,
say d(x, (w, 0)) ≤ l (the other case is treated in the same way). We claim that
the orbit
{
w−1s . . . w
−1
1 · x
}
1≤s≤p
cannot leave the set
N(w′, 3l+ 1) = {z : d (z, b(w′)) ≤ 3l+ 1} .
Suppose on the contrary that the orbit exits N(w′, 3l+1). Let t ≤ p be the first
time such that d
(
w−1t . . . w
−1
1 · x, b(w′)
)
= 3l+2. Let y = w−1t . . . w
−1
1 ·x, since
the orbits starts at x and t is the first time d(w−1t . . . w
−1
1 · x, b(w′)) = 3l + 2,
there must be a largest time s ≤ t such that d(w−1s . . . w−11 · x, b(w′)) = l + 1
and d(w−1s . . . w
−1
1 ·x, y) = 2l+1. Set z = γ−1s . . . γ−11 ·x. By definition of s and
t, z orbit
{γ−1s+i . . . γ−1s+1 · z : 0 ≤ i ≤ t− s}
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remains in the segment between y and z and we must have
2l+ 1 = d
(
z, γ−1t · · · γ−1s+1 · z
)
= d
(
m, γ−1t · · · γ−1s+1 ·m
)
,
By Lemma 5.5, this contradicts the assumption that ω ∈ Ωk(l).
Recall that S = {α±1, β±1} and that we have the evaluation map
θ : S(∞) → Γa,b, θk : S(∞) → Γka,b.
Lemma 5.7 (Local embeddings). Fix k ≥ 0. Let l be an integer such that
0 ≤ l < (ak/4)− 1. The restriction of the map ϑk = θk+1 : S(∞) → Gk = Γk+1a,b
to the set Ωk(l) satisfies the conditions in part 2 of Hypothesis (Ω).
Proof. Let θ : S(∞) be the evaluation map in Γ. By the definition of ϑk, it
remains to show that for any w,w′ ∈ Ωk(l), θ(w) = θ(w) if and only if ϑk(w) =
ϑk(w
′). In other words, setting ker(ϑk) = {ω ∈ S(∞) : ϑk(ω) = e}, we need to
show
ker (ϑk) ∩Ωk(l) = ker(θ) ∩ Ωk(l).
We first show that
ker (ϑk) ∩Ωk(l) ⊂ ker(θ) ∩ Ωk(l).
Suppose there exists ω ∈ ker (ϑk) ∩ Ωk(l) such that ω 6= eΓ in Γ. Then there
exists some point x ∈ X such that ω · x 6= x. If x = (w, u) with |w| ≤ k, we set
xˆ = x. Otherwise, xˆ is given by Lemma 5.6.
From Lemma 5.6, we know that xˆ is also moved by ω. By Lemma 5.6, the
constraint ω ∈ Ωk(l) implies that the orbit
{
γ−1j . . . γ
−1
1 · x̂
}
1≤j≤p
never touches
any point of the form (w, ak+1) with |w| = k (that is, any of the end points of
level k + 1). Therefore the orbit of xˆ in X is exactly the same as the orbit in
the finite bubble graph Xk+1. In particular, they will end at the same place,
so that ϑk(ω) · xˆ 6= xˆ. This obviously contradicts the assumption that ϑk(ω) is
trivial.
In the other direction, we assume that there exists ω ∈ ker (θ) ∩ Ωk(l) such
that ϑk(ω) is non-trivial. In such case, there exists a point x = (w, u) ∈ Xk+1,
|w| ≤ k, such that ϑk(ω) ·x 6= x. If |w| ≤ k−1 or |w| = k and d(x, (w, ak+1)) > l
then (following the same line of reasoning as before) the orbit
{θk(γ−1j . . . γ−11 ) · x}1≤j≤p
in Xk+1 can readily be identified with the orbit of (w, u) in X . This gives a
contradiction. If |w| = k and d(x, (w, ak)) ≤ l, then the condition ω ∈ Ωk(l)
implies that the orbit {π(γ−1j . . . γ−11 ) · (w, u)}1≤j≤p in X stays in N(w, 3l+ 1).
Since π(γ−1p . . . γ
−1
1 ) · (w, u) = (w, u) in X , it now follows by inspection that
ϑk(γ
−1
p . . . γ
−1
1 ) · x = x in Xk+1. This is the desired contradiction.
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5.3 Isoperimetric profiles of bubble groups
In this section, we prove and illustrate the following Theorem.
Theorem 5.8. Let Γ = Γa,b be a bubble group with scaling sequence a and
branching sequence b that satisfy Assumption (A). Let G = Z ≀X Γ be the asso-
ciated permutation wreath product. There exist a constant C such that for all
r > 1,
Λ1,G(v) ≥ 1
Cr
for all v ≤ C−1r|BX (o,r)|/C .
Furthermore, we also have
Λ2,G (v) ≤ C
r2
for all v ≥ C
(
(|Xk(r)−1
a,b |+ (b − 1)k(r)r/2)!
)
where k(r) = min{k : ak > 2r}.
Remark 5.9. In the above statement, Λi,G must be interpreted as a given
representative of the equivalence class Λi,G, for instance, Λi,G,u where u is the
uniform measure on a fixed finite symmetric set of generators of the group G,
and the constant C involved in these inequalities depends on the representative.
We will use this convention throughout.
Proof. The lower bound follows directly from the volume-diameter bound. See
Example 3.9. Recall that mk = (1
k−1, ak/2)
For the upper bound, we apply Proposition 4.11. Indeed, Lemma 5.7 shows
that assumption (Ω) is satisfied with the choice
Jr = {o,mk(r)}, Br =W (k(r), r/4) and Γr = Γk(r)+1a,b
where
W (k, t) = {(w, u) : |w| ≤ k − 2, u ∈ {1 . . . , 2a|w|+1 − 1}}⋃ ⋃
|w|=k−2
N(w, t)
 ⋃B(mk, t),
and Γk+1
a,b is the finite bubble group acting on the first k+1 levels of the bubble
graph. Note that it follows from the various definitions that
Ω(Jr, Br) ⊂ Ω(mk(r), B(mk(r), r/4)).
Note that we abuse notation a little here by indexing Jr, Br,Γ
r by r instead of
an integer as in Definition 4.4. Also, in Lemma 5.7, the group Γr is denoted by
Γk(r).
To apply Proposition 4.11 we need a (Jr , Br)-admissible function F charging
translates of a fix set Ar together with a test function ψr on Γ
r. We pick
Ar =W (k(r), r/8)
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Figure 12: The set W (k, t) on a sketch of the Schreier graph X
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and observe that if |t| ≤ r/8 then
βαt · Ar = αt · Ar.
Set
Fr(Y ) =
{
1− 8|t|/r if Y = αt · Ar
0 otherwise.
(5.1)
This is a (Jr, Br)-admissible function and, obviously,
QPf (X),µ(Fr) ≤ C/r2.
For the function ψr on Γ
r, we simply take ψr ≡ 1.
To finish the proof, we need to estimate the size of the set
Ω(Jr, Br) ⊂ Ω(mk(r), B(mk(r), r/4)).
By Lemma 5.6, any element γ ∈ Ω(mk(r), B(mk(r), r/4) is determined by its
action on Ar and the image of Ar is contained in W (k(r), r/2). Consequently,
|Ω(mk(r), B(mk(r), r/4)| ≤ |W (k(r), r/2)|! ≤
(
|Xk(r)−1
a,b |+ (b− 1)k(r)r/2
)
!.
5.4 Bubble group examples
We now discuss these results for a variety of examples of sequences a = (an)
∞
1
when bi = 3 for all i. The quality of the results depends on whether sk =∑k
1 ai ≍ ak or not. The partial sum sk which is equal, essentially, to the
distance between the root o and the branching cycles b(w) with |w| = k − 1,
that is, the branching cycles at level k. If ak is much smaller than sk then the
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upper and lower bounds for Λ1,G and Λ2,G in Theorem 5.8 do not match. See
the first example below. If, ak ≍ sk then the bound matches and we obtain
good results.
Example 5.10. Assume that ak = k. Then sk = k(k + 1)/2. If r ∈ [sk, sk+1],
|BX(o, r)| ≍ (1 + k)2k. If log v ≍ |BX(o, r)| ≍ (1 + k)2k, we obtain
C(log log v)−1 ≥ Λ1,G(v) ≥ (C log log v)−2
and
(C log log v)−4 ≤ Λ2,G(v) ≤ C(log log v)−2.
Example 5.11. Fix β > 0, take ak =
⌊
2βk
⌋
. Then sk ≍ ak ≍ 2βk and, for
r ≍ 2βk, we have |BX(o, t)| ≍ 2(β+1)k. It follows that Theorem 5.8 gives
Λ21,G(v) ≍ Λ2,G(v) ≍
(
log log v
log v
)2β/(β+1)
.
From this estimate on Λ2,G, we deduce also that
ΦG(n) ≃ exp
(
−n β+13β+1 (logn) 2β3β+1
)
.
In particular, as β varies in (0,∞), the exponent β+13β+1 varies in
(
1
3 , 1
)
.
Example 5.12. Assume that ak = ⌊ef(k)⌋ where f is positive increasing func-
tion such that f−1 is a regularly varying function of index strictly less than 1
(including, possibly, 0). This implies that sk ≍ ak and for r ∈ [ak/4, 4ak+1]
with k large enough, we have |BX(o, r)| ≍ r2k ≍ r2f−1(log r). Hence, if log v ≍
r2f
−1(log r) log r, we have
Λ1,G(v) ≥ 1
Cr
≥ c2
f−1(c log log v) log log v
log v
.
Also, for k large enough, we must have k(r) ≤ k + 1. It follows that
[|Xk(r)−1
a,b |+ (b − 1)k(r)r/2] ≍ 2kr
and
(|Xk(r)−1
a,b |+ (b − 1)k(r)r/2)! ≤ eC(log r)2
kr.
Hence, assuming again that log v ≍ r2f−1(log r) log r,
Λ2,G(v) ≤ C
r2
≤ C′
(
2f
−1(C′ log log v) log log v
log v
)2
.
In particular, if 2f
−1
is regularly varying, then we have
Λ1,G(v)
2 ≍ Λ2,G(v) ≍
(
2f
−1(log log v) log log v
log v
)2
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and
ΦG(n) ≃ exp
(
−n1/3
(
2f
−1(logn) logn
)2/3)
.
As an explicit example, take 2f
−1(t) = tκ, κ > 0, (that is, f(t) = 2κ
−1t). In
this case, we have
ΦG(n) ≃ exp
(
−n1/3(log n)2(1+κ)/3
)
.
Finally, if f(t) = tκ with κ > 1, a slightly more careful computation is
needed but the end result is that, in that case,
Λ1,G(v)
2 ≍ Λ2,G(v) ≍
(
2(log log v)
1/κ
log log v
log v
)2
and
ΦG(n) ≃ exp
(
−n1/3(logn)2/32 23 (logn)1/κ
)
.
5.5 Amenability
In this section we prove the following statement.
Proposition 5.13. Assume that the sequence a = (an) satisfies lim inf an =∞.
For an arbitrary b = (bi)
∞
1 , bi ≥ 2, the bubble group Γa,b is amenable.
Our goal is to apply the general technique of Section 4.1 and the main
ingredients used for this purpose are versions of Lemmas 5.6 and 5.7. Under
assumption (A), these lemmas apply to any level k in the Schreier graph. The
problem we face in the present setting is to find appropriate levels k where the
same ideas can be applied.
Given r ≥ 1, we say that a level k is appropriate for r if there exists k′ < k
so that
1. infj≥k′{aj−1} > r
2. For any b ≤ r such that b = bi for some i ≥ k, there exist k(b) ∈ {k′, k′ +
1, . . . , k − 1} such that bk(b) = b.
3. If there exists i ≥ k such that bi > r, then there exists k∗ ∈ {k′, k′ +
1, . . . , k − 1} such that bk∗ > r.
Since lim inf an = ∞, it is easy to see that, for any r, there is a r-appropriate
level k (with a finite k).
At level k∗ consider the pointsmk∗ = (1
k∗−1, ak∗/2) and nk∗ = (1
k∗−2, ak∗−1).
Let B(mk∗ , r/4) be the ball of radius r/4 around mk∗ in X .
On the branching cycle b(1k∗−2) (i.e, the cycle which contains nk), let J∗(r)
be arc of radius r/4 centered at nk∗ = (1
k∗−2, ak∗−1). Each of the point in
J∗(r)\{nk∗} belongs to a unique bubble of total length 2ak∗ whereas nk∗ belongs
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to a bubble of length 2ak∗−1. On each of the bubbles containing x ∈ J∗(r), let
I∗(x, r) the arc of radius r/4 centered at x. Let
Uk∗(r) =
⋃
x∈J∗(r)
I∗(x, r).
Figure 13: Sketch showing mk∗ , J∗(r) and Uk∗(r)
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Lemma 5.14 (Local Embeddings). For any r ≥ 1, let k be an r-appropriate
level. The restriction of the map ϑk = θk+1 : S
(∞) → Γk+1
a,b to the set
Ωk = Ω(nk∗ ,Uk∗(r)) ∩ Ω(mk∗ , B(mk∗ , r/4)
satisfies the conditions in part 2 of Assumption (Ω).
Proof. The proof is along the same lines as the proof of Lemma 5.7. The key
ingredient is an identification of orbits similar to Lemma 5.6 which we explain
below.
Recall that
N(w, r) = {x ∈ X : d(x, b(w)} ≤ r}.
For any w of length |w| = s with s ≥ k such that the branching cycle b(w) is of
size b at most r, we have an obvious bijective map
ιwk(b) : N(w, r) 7→ N(1k(b)−1, r)
which can be used to identify these vertex sets.
For any w of length |w| = s with s ≥ k such that the branching cycle
b(w) is of size b greater than r and for any ws+1 ∈ {0} ∪ {1, . . . , bs − 1}, let
Wws+1(w, r) be the union of the bubble arcs of radius r centered at the bubble
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roots y = (wz, 0) or (w, as) with d((wws+1, 0), y) < r/2 if ws+1 ∈ {1, . . . , bs−1}
and d((w, as), y) < r/2 if ws+1 = 0. Define the map
ι
w,ws+1
∗ :Wws+1(w, r)→W0(1k∗−1, r)
as follows. If ws+1 = 0, identify W0(w, r) with W0(1k∗−1, r) in the obvious
way. If ws+1 6= 0, use the same obvious identification after having rotated
Wws+1(w, r) along the branching cycle b(w) to bring the point (wws+1, 0) to
(w, as).
For any t ≥ k and any vertex x = (w, u) with |w| = t, w = w1 . . . wt and
0 ≤ u ≤ 2at − 1 (i.e., any vertex at level t), let w′ = w1 . . . wt−1 be the parent
of w. For any such x we define a “reference” point xˆ and a map ιˆx that carries
bijectively a certain neighborhood of x to a similar neighborhood of xˆ. The
following specifies case by case how to construct xˆ and ιˆx.
• If d (x, {(w, 0), (w, at))) > r/4 then xˆ = mk∗ . The map ιˆx takes the arc of
radius r/4 centered x to the similar arc centered at xˆ = mk∗ .
• If d (x, (w, 0)) ≤ r/4 and b(w′) is such that its size is greater than r then
xˆ = (1k∗−1, ak∗+u) if 0 ≤ u ≤ r/4 and xˆ = (1k∗−1, ak∗−2at+u) if u > at.
In this case, set ιˆx = ι
w′,wt
∗ .
• If d (x, (w, 0)) ≤ r/4 and b(w′) is such that its size b is at most r then
xˆ = (1k(b)−1wt, u) if 0 ≤ u ≤ r/4 and xˆ = (1k(b)−1wt, ak(b) − 2at + u) if
u > at. In this case, set ιˆx = ι
w′
k(b).
• If d (x, (w, at)) ≤ r/4 and b(w) is such that its size is greater than r then
xˆ = (1k∗−1, ak∗−1 + u− at). In this case, set ιˆx = ιw,0∗ .
• If d (x, (w, at)) ≤ r/4 and b(w) is such that its size b is at most r then
xˆ = (1k(b)−1, ak(b)−1 + u− at). In this case, set ιˆx = ιwk(b).
Let ω = γ1 . . . γp be a word that belongs to Ωk. Then, for any 1 ≤ j ≤ p,
ιˆx(γ
−1
j . . . γ
−1
1 · x) = γ−1j . . . γ−11 · xˆ.
This is proved by inspection as in the proof of Lemma 5.6.
Proof of Proposition 5.13. Using Lemma 5.14 and Section 4.3, we build test
functions that serve as witnesses for the amenability of Z ≀X Γ.
For r ≥ 1, let k be an r-appropriate level with associated k′, k∗, k(b) as
above. Let
Jr = {o, nk∗ ,mk∗+1}
and
Ξ(k, t) =
{
(w, u) : |w| ≤ k′ − 1, u ∈ {1 . . . , 2a|w|+1 − 1}
}
⋃ ⋃
|w|=k′−1
N(w, t/4)

⋃
B(mk∗ , t/4)
⋃
Uk∗(t).
42
For t ≤ r, this set is made of 3 disjoint parts B(mk∗ , t/4), Uk∗(t) and the rest,
and each of these parts contains exactly one of the points in Jk. Using this
notation, we set
Br = Ξ(k, r).
.
6 Neumann-Segal type groups
In [29], D. Segal constructed finitely generated branch groups that contain every
non-abelian finite simple group as homomorphic image, and proved that there is
no gap in subgroup growth of finitely generated groups. A similar construction
also appeared in P. Neumann [23]. A version of these constructions can be
described as follows.
Given a sequence of finite sets (Xj)
∞
1 , we obtain a rooted tree T = T0 with
root ∅, first level X1, and so that each vertex at level i has children encoded by
a copy of Xi+1.
Let (Gi, Xi)
∞
i=1 be a sequence of groups acting transitively on finite sets Xi
with the property that each Gi is k-generated and marked with a generating
k-tuple (si,1, si,2, ..., si,k). In each Xi, choose two distinct points xi, yi. Define
automorphisms αi,j and βi,j of the tree Ti = (Xi+1, Xi+2, ...) recursively as
follows. For i ≥ 0, the automorphism αi,j is a rooted permutation
αi,j(xw) = si+1,j(x)w,
and βi,j is a directed automorphism defined at xw with x ∈ Xi+1, w ∈ (Xi+2, Xi+3, ...)
βi,j(xw) =

xi+1βi+1,j(w) if x = xi+1,
yi+1αi+1,j(w) if x = yi+1,
xw otherwise.
For each i ≥ 0, let
Γi = 〈αi,j , βi,j , 1 ≤ j ≤ k〉
be the group generated by αi,j , βi,j , 1 ≤ j ≤ k, acting on the subtree Ti =
(Xi+1, Xi+2, ...).
Set αj = α0,j , βj = β0,j , 1 ≤ j ≤ k and let
Γ = Γ0 = 〈αj , βj, 1 ≤ j ≤ k〉
be the group generated by the rooted automorphisms αj and directed automor-
phisms βj , 1 ≤ j ≤ k. Such groups are called groups of Neumann-Segal type.
They also belong to the class of directed tree automorphism groups. Specifically,
the generators βj are directed along the ray o = x1x2 . . . in T . In particular, βj
leave this ray invariant. See [6, 16]. They are also branch groups. See [15, 16].
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Figure 14: The level 3 Schreier graph of the Neumann-Segal group Γ with
sequence (ln) starting with (2, 4, 4).
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6.1 Neumann-Segal groups with cyclic Gi
In what follows we focus on the (very) special case where each Gi is a finite
cyclic group of even order li marked with one generator si, and Xi = Gi =
{1, ..., 2li − 1}, that is, Gi acts on itself by multiplication. We also pick
xi = 0 and yi = li/2.
These are also examples of generalized Fabrykowski-Gupta groups. See [13].
As in the case of other directed groups, the Schreier graph S of o = 00 · · · =
0∞ can be constructed via a global substitution procedure which we now de-
scribes. See [16] and the references therein.
For i = 1, let S1 be the cycle {0, . . . , 2l1 − 1}. For i ≥ 2, the Schreier graph
Si is constructed by taking the cycle Gi and li copies of the Schreier graph Si−1
constructed in the previous step. For each z ∈ Gi, attach a copy of the graph
Si−1 to z by identifying z with the vertex labeled 0 . . . 0yi−1 (with i − 1 zeros)
in that copy of Si−1. Finally, relabel the vertex originally labeled ω in this copy
of Si−1 by giving it the label ωz in Si.
The diameters of the graphs Si, i ≥ 1, satisfy
Diam (Si) = 2Diam (Si−1) + li/2,
therefore
Diam (Si) =
i∑
m=1
2i−m−1lm.
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The cardinality of Si is
Vi = |Si| =
∏
1≤m≤i
lm.
The infinite Schreier graph S is the orbital Schreier graph of the ray 0∞.
Viewed from 0∞, the finite Schreier graphs Si describe growing pieces of S.
In [14], E. Fink studies some algebraic properties of a similar class of group
where the choice of the point yi is different, namely, instead of yi = li/2, Fink
makes the choice yi = 1, a neighbor of xi = 0. She also consider mostly the
case when (li) is a sequence of pairwise distinct primes. One of Fink’s results
is that every proper quotient of the groups she considers are solvable. This and
many of the other algebraic properties she proves carry over without difficulties
to the groups we consider here. See also [15, 29].
The volume growth properties of Neumann-Segal groups is a subject of great
interest. The cases that has been most studied is when the level-i permutation
group Gi is the full alternating group on Xi. See [33, 32, 7] and the references
therein. If the sequence |Xi| is bounded and |Xi| ≥ 5 then the volume growth
is exponential ([7]). If |Xi| is unbounded, the group contains a free group on 2
generators ([32]).
The most striking result is perhaps the fact that when |Xi| = 3 for all i, the
group has subsexponential volume growth (in this case, Gi = A3 is the same as
Gi is cyclic!). This was first announced in [13]. Explicit bounds are given in [3].
In general, we understand little about the volume growth of the groups Γ
we consider here. We note that [14, Proposition 5.4] is in error and so is the
proof of [14, Theorem 5.5] which relies on it. The proof of the following lemma
is along the same lines as to the proof of the volume lower bound in [3].
Lemma 6.1. For any even sequence (li)
∞
1 , we have
|BΓ(Vir)| ≥ 22
−i−4Vir, 4 ≤ r ≤ (li+1/2)− 1, Vi = l1 . . . li, i ≥ 1
In particular, if lim infi→∞ li ≥ 2κ, then
|BΓ(r)| & exp
(
r(κ−1)/κ
)
.
Proof. First we show that, for any r ≥ 1,
(|BΓi+1(r)|li/2 ≤ |BΓi((1 + 1/(2r))rli).
This will follow if we can show that there are elements (gx)0≤x≤li−1σ in BΓi(rli)
with (gx)0≤x≤(li/2)−1 arbitrarily chosen in BΓi+1(r)
li/2. Recall that Γi ⊂ Γi+1≀Xi
Gi where Gi = {0, . . . , li−1} is the cyclic group of order li with αi = (1, . . . , 1)σi
where σi the cyclic permutation and βi = (βi+1, 1 . . . , 1, αi+1, 1, . . . , 1) id with
αi=1 in position li/2. The key point is that li is even with βi+1 and αi+1 at
opposite locations. By inspection, it is easy to produce the desired elements
while using αi to move along the cycle clockwise. For instance, consider the
case when
g0 = α
n00
i+1β
n01
i+1, g(li/2)−1 = β
n
(li/2)−1
1
i+1
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and gx = 1 if 0 < x < (li/2)− 1. It takes
(li/2) + |n00|+ (li/2) + |n01|+ ((li/2)− 1) + |n(li/2)−11 |
where each (li/2) or (l1/2)− 1 represent a run of cycling move using αi and the
|nxj | counts uses of βi to insert either αi+1 (when j is even) or βi+1 (when j is
odd). The total number of moves for this example is (li/2)+2((li/2)−1
∑
x |gx|.
In general, an arbitrary (gx)0≤x≤li/2 with |gx| ≤ r and a maximal number of
switches from αi+1 to βi+1 in any gx, 0 ≤ x ≤ (l − i/2)− 1 equal to m can be
produce in at most
(l1/2) + (li/2)m+
li/2−1∑
0
|gx| − 1.
This is less than
(li/2) + lir = (1 + 1/(2r))rli
as desired. By induction, this gives
|BΓ(Ri)| ≥ |BΓi+1(r)|2
−i−1vi
where
Ri =
(
i∏
1
(1 + 1/(2rwj,i))lj
)
r, wj,i = lj+1 . . . li, wi,i = 1.
Note that, since li ≥ 2 and r ≥ 1, we have
∏i
1(1 + 1/(2rwj,i)) ≤ e. Hence
Ri ≤ eVir and we have
|BΓ(eVir)| ≥ |BΓi+1(r)|2
−i−1Vi .
Further, a simple version of the previous argument shows that
|BΓi+1(r)| ≥ 2r/2, 1 ≤ r ≤ (li+1/2)− 1.
Hence, we obtain
|BΓ(Vir)| ≥ 22−i−4Vir, 4 ≤ r ≤ (li+1/2)− 1, i = 1, 2, . . . ..
6.2 Lower bound on the isoperimetric profile
By applying Proposition 3.6 in the case of the above group Γ, we obtain a lower
bound on the isoperimetric of Z ≀S Γ.
Corollary 6.2 (Corollary of Proposition 3.6). For any sequence of even integers
li with lim sup li =∞, We have
Λ1,Z≀SΓ(v) ≥
1
Cr
for all v ≤ C−1r|BS(0∞,r)|/C .
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Example 6.3. Let ln = 2n
d, n ≥ 1, for some integer d. Diameter and volume
are given by Diam(Sn) ≍ 2n and |Sn| = Vn = 2n(n!)d. This gives
Λ1,Z≀SΓ(v) & c 2
− 1d
log log v
log log log v (1+2
log log log log v
log log log v )
If instead we assume that ln = 2
1+⌊nγ⌋ with γ > 0 then Diam(Sn) ≍ 2n
if γ ∈ (0, 1), Diam(Sn) ≍ n2n if γ = 1 and Diam(Sn) ≍ 2nγ if γ > 1. Also,
log2(Vn) ∼ (1 + γ)−1n1+γ . The bound of the previous corollary yields
Λ1,Z≀Γ(v) ≥ 1
C2nmax{1,γ}
for all v ≤ C−1 exp
(
2[(1+ǫ)(1+γ)]
−1nγ+1
)
,
for any ǫ > 0. That is,
Λ1,Z≀Γ(v) ≥ c2−(1+ǫ)[(1+γ) log2 log v]max{1,γ}/(1+γ) .
6.2.1 First lower bound for Γ itself
This subsection shows how the very general Proposition 3.11 can be applied
to the Neumann-Segal groups Γ =< α, β >, under certain hypotheses on the
length sequence (ln)
∞
1 .
In order to apply Proposition 3.11, for each level n, we need to find an
element ρn in Γ that belongs to the rigid stabilizer ristΓ(un) of a vertex un at
level n and to control the length |ρn|Γ of ρn in Γ. For this purpose, we assume
that limn→∞ln =∞. Let
un = 0
n ∈ Sn
and
ρn = β
Mn+1 ,
whereMn+1 is a chosen common multiple of {l2, . . . , ln+1}. By direct inspection,
we have
ρn = (β
Mn+1
n+1 , 1, . . . , 1)id
and β
Mn+1
n+1 is non-trivial because β is of infinite order thanks to the assumption
that (li) is unbounded.
Corollary 6.4 (Corollary of Proposition 3.11). Suppose limn→∞ln = ∞, let
Mn+1 denote a chosen common multiple of {l2, . . . , ln+1}. Then there exists a
constant C ≥ 1 such that
Λ1,Γ(v) ≥ 1
Cmax {Mn+1, r} for all v ≤ C
−12|BSn (un,r)|/C .
Remark 6.5. We can always take
Mn+1 = Vn+1 = l1 . . . ln+1 and r = Diam(Sn(un)) ≤ Vn+1.
This gives
Λ1,Γ(v) ≥ 1
CVn+1
for all v ≤ C−12Vn/C
but this estimate is too weak to be useful because Vn+1/Vn = ln+1 is unbounded.
47
Example 6.6. Assume that ln = 2
1+⌊nγ⌋, n ≥ 1, with γ > 0. This gives
Diam(Sn) ≍ 2n if γ ∈ (0, 1), Diam(Sn) ≍ n2n if γ = 1 and Diam(Sn) ≍ 2nγ if
γ > 1. Also, log2(Vn) ≍ (1 + γ)−1n1+γ and Mn+1 = ln+1 = 21+⌊(n+1)
γ⌋. The
bound of the previous corollary yields (with a different constant C depending
of γ > 0)
Λ1,Γ(v) ≥ 1
C2(n+1)max{1,γ}
for all v ≤ C−1 exp
(
2(1−ǫ)(1+γ)
−1nγ+1
)
.
That is,
Λ1,Γ(v) ≥ c2−(1+ǫ)[(1+γ) log2 log v]
max{1,γ}/(1+γ)
.
Note that this is the same bound we obtained for Λ1,Z≀Γ at the end of Example
6.3. Because of the appearance of the quantity Mn+1 in Corollary 6.4, when
ln = 2n
d as in the first part of Example 6.3, we cannot give a lower bound
similar to that obtained for Λ1,Z≀Γ.
6.2.2 Improved lower bound for Γ itself
The main drawback of Corollary 6.4 is the fact that the bound involves the
quantities Mn and |BSn(un, r)| instead of Mn−1 and |BSn(un, r)|. See Remark
6.5. In this section we show that in the special case of the group Γ studied in
this section, a slightly sharper version of Proposition 3.11 can be obtained and
that fixes this drawback.
Proposition 6.7 (Improved version of Corollary 6.4). Suppose limn→∞ln =∞,
let Mn denote a chosen common multiple of {l2, ..., ln}. Then there exists a
constant C ≥ 1 such that
Λ1,Γ(v) ≥ 1
Cmax {Mn, r} for all v ≤ C
−12|Wn(r)|/C .
Proof. In Sn = Sn(un), un = 0n, consider the set Wn of those vertices v =
z1zn−1zn with 0 ≤ zn ≤ ⌊ln/4⌋. Set
Wn(r) =Wn ∩BSn(un, r).
Note that BSn(un, r) ⊂Wn if and only if r ≤ Diam(Sn−1) + ln/4.
For each such v, pick gv such that gvun = v and |gv| = dSn(un, v). Set
̺n = β
Mn . By construction
̺n = (˜̺x)x∈T n id
where ˜̺x is the identity except at x = un and x = u¯n = 0
n−1(ln/2). Further,
˜̺un = β
Mn
n+1 and ˜̺u¯n−1 = α
Mn
n+1.
For v ∈ Wn, write gv = (gvx)x∈T nσv. We have σv(un) = v. Because a minimal
length representation of gv as a word in α, β provides a geodesic from un to v
in Sn, we also have σv(u¯n) = z1 . . . zn−1z¯n where z¯n = zn + ln/2. Set Wn =
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{σv(u¯n) : v ∈ Wn} and observe that Wn and Wn are disjoint subsets of Sn.
Then
gv̺n (g
v)−1 = (θvx)x∈T n id
where all θvx are trivial except two, namely,
θvv = θ
v
v = g
v
vβ
Mn
n+1(g
v
v )
−1 and θvv¯ = g
v
v¯α
Mn
n+1(g
v
v¯)
−1
where v¯ = σv(u¯n).
Now, let ζ be the symmetric probability measure on the subgroup〈
gv̺n (g
v)
−1
: v ∈ Wn
〉
defined be
ζ(γ) =
1
2|Wn(r)|
∑
v∈Wn(r)
1{gv̺±1n (gv)−1}(γ).
As ζ has the form (3.1) on the product of cyclic groups
X =
∏
v∈Wn(r)
< gv̺n (g
v)
−1
>,
Comparison of ζ with simple random walk on Γ and Proposition 3.1 gives the
desired result.
Corollary 6.8. Suppose limn→∞ln = ∞. Then, for c ∈ (0, 1) small enough,
we have
Λ1,Γ(v) ≥ c
log v
for v ∈ [2c2Vn , 2cVn ].
Note that a better lower bound would be available if we knew that Γ has
exponential volume growth.
6.3 Upper bound on the isoperimetric profile
In this section, we provide upper bounds on Λ2,Z≀Γ by applying the general
method explained in Section 4.
Proposition 6.9. There exists a constant C such that, for any sequence (li)
∞
1
of even natural numbers and any n, we have
Λ2,Z≀SΓ(v) ≤
1
CRn
for any v ≥ CRCVnn
where Rn =
∑n
1 2
n−j−2lj and Vn = l1 . . . ln.
The quantity Rn which appears here is (essentially) the resistance between
the root o = 0∞ and the set Scn in the Schreier graph S.
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Example 6.10. Let ln = 2n
d, n ≥ 1 for some integer d. Resistance and volume
are given by Rn ≍ 2n and |Sn| = Vn = 2n(n!)d. This gives
Λ2,Z≀SΓ(v) . C 2
− 1d
log log v
log log log v (1+
log log log log v
2 log log log v ).
If instead we assume that ln = 2
1+⌊nγ⌋ with γ > 0 then Rn ≍ 2n if γ ∈ (0, 1),
Rn ≍ n2n if γ = 1 and Rn ≍ 2nγ if γ > 1. Also, log2(Vn) ≍ (1 + γ)−1n1+γ .
This gives
Λ2,Z≀Γ(v) ≤ C
2nmax{1,γ}
for all v ≥ C exp
(
2[(1−ǫ)(1+γ)]
−1nγ+1
)
.
That is,
Λ2,Z≀Γ(v) ≤ 2−(1−ǫ)[(1+γ) log2 log v]
max{1,γ}/(1+γ)
.
Proposition 6.11. There exists a constant C such that, for any sequence (li)
∞
1
of even natural numbers and any n, we have
Λ2,Z≀SΓ(v) ≤
C
r2
for any v ≥ exp (CVn−1r log r)
where r ∈ (0, ln/4) and Vn−1 = l1 . . . ln−1.
Remark 6.12. Proposition 6.11 gives a better result than Proposition 6.9 when
ln ≫
√
Rn (by inspection, we always have Rn ≥ ln/4).
Example 6.13. Consider the case when ln = 2
1+⌊nγ⌋ with γ > 0. If γ ∈ (0, 1),
Proposition 6.9 gives a better than Proposition 6.11 whereas, for γ ≥ 1, Propo-
sition 6.11 yields a much better result. Namely, using r = ln/4, Proposition
6.11 gives
Λ2,Z≀Γ(v) ≤ C
22nmax{1,γ}
for all v ≥ C exp
(
2[(1−ǫ)(1+γ)]
−1nγ+1
)
.
That is,
Λ2,Z≀Γ(v) ≤ 2−2(1−ǫ)[(1+γ) log2 log v]max{1,γ}/(1+γ) .
The next theorem applies to Γ as well as to Z ≀S Γ.
Theorem 6.14. For ln = 2
1+⌊nγ⌋, n ≥ 1, γ ≥ 1, we have, for any ǫ > 0 and
constants c, C that depends only on ǫ,
c2−(1+ǫ)[(1+γ) log2 log v]
γ/(1+γ) ≤ Λ1,Γ(v) ≤ C2−(1−ǫ)[(1+γ) log2 log v]
γ/(1+γ)
,
c2−2(1+ǫ)[(1+γ) log2 log v]
γ/(1+γ) ≤ Λ2,Γ(v) ≤ C2−2(1−ǫ)[(1+γ) log2 log v]γ/(1+γ) ,
and
cn
22(1−ǫ)[(1+γ) log2 n]γ/(1+γ)
≤ − logΦΓ(n) ≤ Cn
22(1+ǫ)[(1+γ) log2 n]γ/(1+γ)
,
as well as the same estimates for Λ1,Z≀SΓ, Λ2,Z≀SΓ and ΦZ≀SΓ.
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Proof of Proposition 6.9. First, we explain how we arrange for assumption (Ω)
to be satisfied. For each n, consider the copy of Sn in S which is anchored at
0∞. In S, let Bn (resp. Bn) be the set of those points that are (strictly) closer
to 0∞ than to 0n−1(ln/2)0
∞ (resp. closer to 0n−1(ln/2)0
∞ than to 0∞). Set
Jn = {0∞}. Property 1 in Definition 4.4 is obviously satisfied.
For each n, let πn(Γ) be the projection of Γ at level n, that is the group
defined naturally by the marked Schreier graph Sn. Consider the abelian group
< an+1 > × < bn+1 > with generators an+1, bn+1 where an+1 has order ln+1
and bn+1 has the same order as βn+1 (possibly, infinity). Set
Γn+1 = [< an+1 > × < bn+1 >] ≀Sn πn(Γ).
Let ω be a reduced word in s1 = α, s2 = β (an element in F =< α > ∗ <
β >) which belong to Ω(Jn, Bn). By construction, its projection g ∈ Γ has the
form (gx)x∈Tnσ where σ = πn(g) ∈ πn(Γ). Further, for all x ∈ Bn, gx is a power
of βn+1, for all x ∈ Bn, gx is a power of αn+1 and for all x /∈ Bn ∪Bn, gx = 1.
For ω ∈ Ω(Jn, Bn), set
ϑn(ω) = ((g˜x)x∈Sn , σ) with g˜x =
{
bqn+1 if x ∈ Bn and gx = βqn+1
aqn+1 if x ∈ Bn and gx = αqn+1.
By inspection and the definition of Ω(Jn, Bn), if ω1, ω2 and ω1ω2 are all in
Ω(Jn, Bn), we have ϑn(ω1, ω2) = ϑn(ω1)ϑn(ω)2) as desired.
Having verified that assumption (Ω) holds, it remains to construct test func-
tions Fn, ψn as in Section 4.3.
Set
ψn(((g˜x)x∈Sn , σ)) =
∏
x∈Sn
1[−r,r]2(g˜x).
Here r is a parameter to be specified later and [−r, r]2 is understood as the set
{a−rn+1, . . . , arn+1} × {b−rn+1, . . . , brn+1}
in < an+1 > × < bn+1 >. Obviously,
QΓn,µ(ψn) . r
−2.
The needed (Jn, Bn)-admissible function Fn on finite subsets of S is provided
by Lemma A.4 and we have
QPf (S),µ(Fn) .
1
R(Jn, Bcn)
.
Here, we have R(Jn,Scn) =
∑n
1 2
n−j(lj/4) and
R(Jn, Bcn) = R(Jn,Scn−1) + ⌊ln/8⌋ ≍ R(Jn,Scn).
Picking r ≍√R(Jn,Scn) and applying Proposition 4.11
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Proof of Proposition 6.11. To prove this proposition, we will estimate Λ2,Γ,µ
and later Λ2,Z≀SΓ,µ using the random walk on the right driven by µ. Here µ is
the uniform probability on {α±1, β±1}.
We first explain how to prove the bound
Λ2,Γ,µ(v) ≤ C
r2
for any v ≥ exp (CVn−1r log r)
where r ∈ (0, ln/4) and Vn−1 = l1 . . . ln−1 (the statement of Proposition 6.11 is
for Z ≀S Γ instead of Γ itself).
We embed Γ in a larger group and use remark 2.4. Using the wreath recursion
to level n− 1 in Aut(T ), we embed Γ in
Γ˜ = Γn ≀Sn−1 πn−1(Γ).
Recall that Γn =< αn, βn > and πn−1(Γ) is the finite group corresponding to
the projection of Γ acting on the finite subtree up to level n− 1. We construct
a test function Φ on Γ˜.
Namely, any element of g ∈ Γ˜ can be written as
g = (gx)x∈Sn−1σ
with gx ∈ Γn and σ ∈ πn−1(Γ). Pick a test function φr defined on Γn and set
Φ(g) =
∏
Sn−1
φr(gx).
We have
gα = (gx)x∈Sn−1πn−1σ(α)
and
gβ = (g′x)x∈Sn−1σπn−1(β)
with g′x = gx except for z1 = σ · 0n−1, z2 = σ · 0n−2yn−1 where g′z1 = gz1βn and
g′z2 = gz2αn. If µ is the uniform measure on {α±1, β±1} and µn is the uniform
measure on {α±1n , β±1n }, this yields
Er
Γ˜,µ
(Φ,Φ)
‖Φ‖2
L2(Γ˜)
≤ 4E
r
Γn,µn
(φr, φr)
‖φr‖2L2(Γn)
.
Recall that our convention is that Er is the Dirichlet form for the random
walk on the right (The r in Er has nothing to do with the real parameter r).
We know little about Γn whose structure is similar to that of Γ but we have
Γn ⊂ Γn+1 ≀Xn Gn.
where Gn is the cyclic group of order ln and Xn = {0, . . . , ln − 1} and every
element in Γn is of the form
g = (gx)x∈Xnα
t
n, gx ∈ Γn+1, t ∈ {−ln + 1, . . . , ln − 1}
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where αn is understood as either αn itself or as the corresponding element in
Gn.
Pick a parameter r ∈ (0, ln/4) and set ψr(m) = (1−|m|/r)+. In
∏
x∈Xn
(Γn+1)x,
consider the set Σr parametrized by
kx ∈ {−r2, r2}, x ∈ {0, r} ∪ {ln − r − 1, . . . , ln − 1}.
of those elements of the form
gx =

βkxn+1 for x ∈ {0, r} ∪ {ln − r − 1, . . . , ln − 1},
α
kx−ln/2
n+1 for x ∈ {ln/2, ln/2 + r},
α
kx+ln/2
n+1 for x ∈ {ln/2− r, ln/2− 1},
eΓn+1 otherwise
Set
φr(g) = 1Σr ((gx)Xn)ψr(t), g = (gx)Xnα
t
n.
Observe that for g in the support of φr,
gα±1n = (gx)Xnα
t±1
n
and
gβ±1n = (g
′
x)α
t
n
where g′x = gx except at z1 = α
t
n(0) and z2 = α
t
n(ln/2). At this two locations,
g′z1 = β
kz1±1
n+1 and gz2 = α
kz1±1
n+1 . This implies that
ErΓn,µn(φr, φr) ≤ Cr−2‖φr‖2L2(Γn).
Moreover, when r is an integer,
|supp(φr)| = (2r2)2r(2r − 1).
Returning to the test function Φ on Γ˜ = Γn ≀Sn−1 πn−1(Γ), we have
EΓ˜,µ(Φ,Φ)
‖Φ‖2
L2(Γ˜)
≤ Cr−2
and
|supp(Φ)| = [(2r2)2r(2r − 1)]Vn−1 |πn(Γ)|
= [(2r2)2r(2r − 1)]Vn−1
n−1∏
1
(lj)
l1...lj−1
≤ exp (CVn−1r log r)
for r ∈ (0, ln/4). This yields
Λ2,Γ(v) ≤ C
r2
for all v ≥ exp (CVn−1r log r) and r ∈ (0, ln/4).
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Next, we prove the similar result on Z≀S Γ. We observe that the test function
Φ on Γ˜ ⊃ Γ produces a test function Ψ on Γ itself with
ErΓ,µ(Ψ,Ψ)
‖Ψ‖2L2(Γ)
≤
Er
Γ˜,µ
(Φ,Φ)
‖Φ‖2
L2(Γ˜)
≤ C
r2
and, using the wreath recursion to level n−1, any g ∈ Γ is of the form (gx)Sn−1σ
with gx ∈ Γn and σ ∈ πn−1(Γ) and
supp(Ψ) ⊂ {g = (gx)Sn−1σ : φr(gx) 6= 0, x ∈ Sn−1}
For any g ∈ supp(Ψ), we have g · 0∞ ∈ Un(r) where Un(r) is described (see
Figure 15) using the tree indexing of the points in S as
Un(r) = {x1 . . . xn−1y0∞ : xi ∈ Xi, i ≤ n−1, y ∈ {0, . . . , r}∪{ln−r, . . . , ln−1}}.
Figure 15: Sketch of the set Un(r) (in black) with the root o marked in red.
Each little circle represents a copy of the graph Sn−1.
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On Z ≀S Γ, consider the test function
Φ′((f, g)) =
∏
x∈Un(r)
1[−r2,r2](f(x))Ψ(g).
On Z ≀S Γ and for (f, g) ∈ supp(Φ′), we have
(f, g)(10
∞
±1 , eΓ) = (f1
g·0∞
±1 , g)
and
(f, g)(eS
Z
, γ) = (f, gγ), γ ∈ Γ.
This gives
Er
Z≀SΓ,q(Φ
′,Φ′) ≤ C
r2
where q = 12 (ν + µ) and ν is the uniform measure on ±1. Finally,
|supp(Φ′)| = (1 + 2r2)|UN (r)||supp(Ψ)| ≤ exp (CVn−1r log r) ,
with 0 ≤ r ≤ ln/4 The desired bound follows.
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6.4 Concrete examples of the type Z ≀S Γ
This section is devoted to spelling out examples that illustrate our results in the
case G = Z ≀S Γ when Γ belongs to the family of a cyclic Neumann-Segal groups
associated with sequences (ln)
∞
1 of even integers that are growing fast enough.
Theorem 6.15. Assume that ln = 2
κ(n) with κ(n + 1) ≥ κ(n) + 1. Then, for
r ∈ [ln−1, ln], we have
Λ1,Z≀SΓ(v) ≤
c
r
for v ≤ exp(cVn−1r log r),
and
Λ2,Z≀SΓ(v) ≤
C
r2
for v ≥ exp(CVn−1r log r).
Equivalently,
Λ21,Z≀SΓ(v) ≍ Λ2,Z≀SΓ(v) ≍
{
r−2 for log v = Vn−1r log r, r ∈ [ln−1, ln]
l−2n for log v ∈ [Vn−1ln log ln, Vnln log ln].
Proof. This follows from Corollary 6.2 and Proposition 6.11.
Corollary 6.16. Assume that ln = 2
κ(n) with κ(n+1) ≥ κ(n)+1. The random
walk invariant ΦZ≀SΓ is given as follows:
• For t ∈ [Vn−1l3n−1 log ln−1, Vn−1l3n log ln],
− log (ΦZ≀SΓ(t)) ≍ V 2/3n−1t1/3 (log(t/Vn−1))2/3 .
• For t ∈ [Vn−1l3n log ln, Vnl3n log ln],
− log (ΦZ≀SΓ(t)) ≍ t/l2n.
Proof. This follows by (somewhat lengthy) inspection from the previous theorem
and the well-know relations between Λ2 and Φ See, e.g., [4, 27] and the references
therein.
Corollary 6.16 gives a complete picture of the behavior of the probability
of return for simple random on the cyclic Neumann-Segal groups Γ considered
here when ln = 2
κ(n) with κ growing at least linearly. The result provides a
continuum of distinct explicit behaviors for the random walk invariant ΦG as
well as for the profiles Λ1,G,Λ2,G.
Remark 6.17. Theorem 6.15 and Corollary 6.16 and the examples described
below are all concerned with the group G = Z ≀S Γ and not with Γ itself. Since Γ
is a subgroup of G we have Λ1,Γ ≤ Λ1,G, Λ2,Γ ≤ Λ2,G and − logΦΓ . − logΦG.
Under the hypotheses of Theorem 6.15 and Corollary 6.16, we also have that
Λ1,Γ(v) ≥ c
ln
for log v ∈ [Vn−1ln, Vnln].
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On the interval [Vn−1ln1 , Vn−1ln] which is not covered by these estimates, we
have no better lower bounds than those obtained by monotonicity or by us-
ing the classical volume bound of [9] together with Lemma 6.1. This means
that, in general, we are not able to provide matching two-sided bounds for the
isoperimetric profiles of the group Γ itself.
Nevertheless, there are cases where using monotonicity is sufficient to obtain
a satisfactory result such as in Theorem 6.14 where ln = 2
1+⌊nγ⌋, with γ > 1.
Even in this case, Theorem 6.15 and Corollary 6.16 gives more precise results
on Z ≀S Γ than what we know for Γ. Namely, a careful application of Theorem
6.15 and Corollary 6.16 show that, when ln = 2
1+⌊nγ⌋ with γ > 1, we have
Λ1,Γ(v)
2 ≍ Λ2,Γ(v) ≍
(
2[(1+γ) log2 log v]
γ/(1+γ)
log v
)2
.
and
− log (ΦZ≀SΓ(t)) ≍
t
22((1+γ) log2 t)γ/(1+γ)
.
Compare with Theorem 6.14.
The following examples illustrate what happen when κ grows faster than
21+⌊n
γ⌋, γ > 1. In each of these examples, we describe the extreme behaviors
of the function − log (ΦZ≀SΓ) which, according to Corollary 6.16, are obtained
at the points t = Vn−1l
3
n log ln and t = Vnl
3
n log ln. Note that Corollary 6.16
provides complementary sharp estimates at all times.
Example 6.18. Let ln = 2
κ
n
, that is κ(n) = κn, κ > 1. In this case,
log2 Vn =
κ
κ − 1(κ
n − 1), Vn−1l3n ≍ l
3κ−2
κ−1
n , Vnl
3
n ≍ l
4κ−3
κ−1
n .
This gives:
• For t ≍ Vn−1l3n log ln ≍ l
3κ−2
κ−1
n log ln,
− log (ΦZ≀SΓ(t)) ≍ t
κ
3κ−2 (log t)
2κ−2
3κ−2
• For t ≍ Vnl3n log ln ≍ l
4κ−3
κ−1
n log ln,
− log (ΦZ≀SΓ(t)) ≍ t
2κ−1
4κ−3 (log t)
2κ−2
4κ−3 .
In addition, the corollary also gives that, for all t > 1,
ct
κ
3κ−2 (log t)
2κ−2
3κ−2 ≤ − log (ΦZ≀SΓ(t)) ≤ Ct
2κ−1
4κ−3 (log t)
2κ−2
4κ−3 .
Example 6.19. Let ln be such that ln = 2
Vn−1 . In this case,
Vn−1l
3
n log ln ≍ V 2n−123Vn−1 , Vnl3n log ln ≍ V 2n−124Vn−1 .
This gives:
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• For t ≍ Vn−1l3n log ln ≍ V 2n−123Vn−1 ,
− log (ΦZ≀SΓ(t)) ≍ t
1
3 (log t)
4
3 ;
• For t ≍ Vnl3n log ln ≍ V 2n−124Vn−1 ,
− log (ΦZ≀SΓ(t)) ≍ t
1
2 log t.
Further, for all t > 1, we have
ct
1
3 (log t)
4
3 ≤ − log (ΦZ≀SΓ(t)) ≤ Ct
1
2 log t.
Example 6.20. Suppose now we have a sequence of integer ni tending to
infinity such that
lni = 2
Vni−1 , ni+1 = Vni−1+ni+1 and lni+j = 2lni+j−1, 1 ≤ j ≤ ni+1−ni− 1.
On the one hand, at time ti ≍ Vni−1l3ni log lni , by the same computation as in
the previous example, we have
− logΦZ≀SΓ(ti) ≍ t
1
3
i (log ti)
4
3 .
On the other hand,
Vni+1−1 = Vni−1lni . . . lni+1−1 = 2
(ni+1−ni)Vni−1+
∑ni+1−ni−1
1 jVni−1
= 2
3
2 (V
2
ni−1
+Vni−1)Vni−1,
lni+1−1 = 2
2Vni−1 .
Hence, at time
t′i ≍ V 2ni−12
3
2 (V
2
ni−1
+ 152 Vni−1)
we have
− logΦZ≀SΓ(t′i) ≍ V 2ni−12
3
2 (V
2
ni−1
+ 72Vni−1)
≍ t′i2−4Vni−1 ≍
t′i
24(
2
3 log2 t
′
i)
1/2
.
Also, for all t > 1, we have
ct
1
3 (log t)
4
3 ≤ − log (ΦZ≀SΓ(t)) ≤ C
t
24(
2
3 log2 t)
1/2
.
Example 6.21. Suppose now we have a sequence of integer ni tending to
infinity such that
lni = V
κ−1
ni−1
, ni+1 = log2 V
κ−1
ni−1
+ni+1 and lni+j = 2lni+j−1, 1 ≤ j ≤ ni+1−ni−1,
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for some κ > 1. By the same computation as in Example ??, we have
− logΦZ≀SΓ(ti) ≍ t
κ
3κ−2
i (log ti)
2κ−2
3κ−2 .
On the other hand, if we set Ni = ni+1 − ni − 1 = log2(V κ−1ni−1),
Vni+1−1 = Vni−1lni . . . lni+1−1 = V
1+(κ−1)(Ni+1)
ni−1
2
1
2Ni(Ni+1)
= 2
3
2N
2
i +(
1
2+
κ
κ−1 )Ni ,
lni+1−1 = V
κ−1
ni−1
2Ni = 22Ni .
Hence, at time
t′i ≍ Vni+1−1l3ni+1−1 log lni+1−1 ≍ 2Ni2
3
2N
2
i +(6+
1
2+
κ
κ−1 )Ni ,
we have
− logΦZ≀SΓ(t′i) ≍
t′i
2−4Ni
≍ t
′
i
24(
2
3 log t
′
i)
1/2
.
In addition, Corollary 6.16 also gives that, for all t > 1,
ct
κ
3κ−2 (log t)
2κ−2
3κ−2 ≤ − log (ΦZ≀SΓ(t)) ≤ C
t
24(
2
3 log t)
1/2
.
A Appendix: action on finite sets
As in the core of the paper, let Γ be a finitely generated group, with generating
set S, acting on space X with a reference point o chosen in X . Let S denote
the orbital Schreier graph of o under the action of G. Let µ be a symmetric
probability measure on Γ. We are concern here with Consider the action of Γ
on Pf (S) = ⊕SZ2.
Definition A.1. Let J,B be fixed finite subsets of S and X , respectively, with
J ⊂ B. Set
L2(Pf (X); J ;B) = {Ψ ∈ L2(Pf (X)) : A ∈ suppΨ⇒ J ⊆ A ⊆ B}
and
λPf (S),µ(B; J) = inf
{∑
µ(s) ‖s ·Ψ−Ψ‖22
‖Ψ‖22
: 0 6= Ψ ∈ L2(Pf (X); J ;B)
}
.
Here as usual the action of Γ on functions is given by (g ·F )(A) = F (g−1 ·A),
A ∈ Pf (X). The requirement that J ⊂ A for every A in the suppΨ needs some
justification. If, instead, we look at
inf
{∑
µ(s) ‖s · F − F‖2L2(Pf (X))
‖F‖2L2(Pf (X))
: suppF ⊆ {0, 1}B
}
,
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then it agrees with the usual notion of Markov chain spectral gap (with Dirichlet
boundary condition) on B. But this infimum is 0 because we can take the
function F = 1 on the empty set (all 0 configuration), and F = 0 everywhere
else. The important additional requirement is that every set in the support
of Ψ to contain a specific set J . This requirement is also justified by the fact
that the action of Z2 ≀X Γ on Pf (X) is amenable if and only if the action of Γ
on Pf (X) admits an invariant mean giving full weight to the collection of sets
containing a fixed finite set, see [19, Lemma 3.1]. In the context of Section 4.1,
J = Jn is chosen as a set of “special points” which have the property that having
control over their inverted orbit implies the existence of the local embedding ϑn
in Definition 4.4.
We now describe an upper bound on λPf (S),µ(B; J) based on arguments
inspired by [20]. Here the notions of energy of functions on the graph ES,µ,
resistance RS,µ(U ↔ V ) are all standard. Namely,
ES,µ(h, h) = 1
2
∑
g∈Γ
∑
x∈S
|h(x)− h(g · x)|2µ(g),
and, for U ⊂ V ⊂ S,
RS,µ(U ↔ V )−1 = inf {ES,µ(h, h) : h = 1 on U, h = 0 on V } .
Lemma A.2 (Compare to part of [20, Theorem 2.8]). Fix finite subsets J ⊂
B ⊂ S. Given a function h : X → [0, 1] such that h = 1 on J , h = 0 on
Bc and ES,µ(h, h) ≤ 1/2, there exists a function Fh : Pf (X) → [0, 1] such that
‖Fh‖2L2(Pf (X)) = 1, A ∈ supp(Fh)⇒ J ⊆ A ⊆ B and∑
s∈Γ
µ(s) ‖s · Fh − Fh‖2L2(Pf (X)) ≤
π2
2
ES,µ(h, h).
In particular, we have
λPf (S),µ(J ;B) ≤
π2/2
RS,µ(J ↔ Bc) .
Proof. Given a function h : X → [0, 1], define Fh : Pf (X)→ [0, 1] by setting
Fh(η) :=
∏
v∈X
ξh(v)(η(v)), η ∈ Pf (X) = ⊕XZ2
where
ξa(0) := cos
(πa
2
)
, ξa(1) := sin
(πa
2
)
.
Note that if η(u) = 0 for some u ∈ J , we must have h(u) = 1 and it follows
that ξh(u)(η(u)) = ξ1(0) = cos(π/2) = 0. Therefore A ∈ supp(Fh) ⇒ J ⊆ A.
Similarly, if η(v) = 1 for some v ∈ Bc then h(v) = 0, ξh(v)(η(v)) = ξ0(1) =
sin(0) = 0. In particular, we have supp(Fh) ⊆ {0, 1}B.
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To compute the relevant L2 norms, write
‖Fh‖2L2(Pf (X)) =
∑
η
Fh(η)
2 =
∑
η
∏
v∈X
ξh(v)(η(v))
2
=
∏
v∈Ω
[
ξh(v)(1)
2 + ξh(v)(0)
2
]
= 1,
and
‖s · Fh − Fh‖2L2(Pf (X)) = 2 ‖Fh‖
2
L2(Pf (X))
− 2 〈s · Fh, Fh〉2L2(Pf (X)) .
Note that
s · Fh(η) = Fh(s−1 · η) =
∏
v∈X
ξh(v)(s
−1 · η(v))
=
∏
v∈X
ξh(v)(η(s · v)) =
∏
v∈X
ξh(s−1·v)(η(v)).
Therefore, we have
〈s · Fh, Fh〉 =
∑
η
Fh(s
−1 · η) · Fh(η)
=
∑
η
∏
v
ξh(s−1·v)(η(v))ξh(v)(η(v))
=
∏
v∈B
[
cos
(π
2
h(s−1 · v)
)
cos
(π
2
h(v)
)
+ sin
(π
2
h(s−1 · v)
)
sin
(π
2
h(v)
)]
=
∏
v∈B
cos
(π
2
(
h(s−1 · v)− h(v))) .
Now, use the fact that cos(x) ≥ e−x2 if |x| ≤ π/4, together with the assumption
that ‖s · h− h‖2L2(X) ≤ 12 , to obtain∏
v∈Ω
cos
(π
2
(
h(s−1 · v)− h(v))) ≥ ∏
v∈G
exp
(
−π
2
4
(
h(s−1 · v)− h(v))2)
= exp
(
−π
2
4
‖s · h− h‖2L2(X)
)
≥ 1− π
2
4
‖s.h− h‖2L2(X) .
We conclude that∑
s∈Γ
µ(s) ‖s · Fh − Fh‖2L2(Pf (X)) ≤
π2
2
ES,µ(h, h).
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Remark A.3. The function Fh is a product of functions at each point in X
and the previous computation does not involve information about the relations
between different orbits. Asking for a better function is related to the problem
of finding a better method than using an union bound. As the action of Γ on
subsets of X is usually quite intricate, it is a rather difficult question. But in
simple cases such as the dihedral group (Subsection ??) and the bubble groups
(Subsection ??), one can find a better function by inspecting how certain subsets
move under the group action.
Lemma A.4. Let (Γ, X, o) and Jn, Bn be as in Definition 4.4. For each n,
there exists a (Jn, Bn)-admissible function Fn such that
QP(S),µ(Fn) ≤ π
2/2
RS,µ(Jn ↔ Bcn)
.
Proof. To obtain a function Fn that is (Jn, Bn)-admissible as required in 4.1 and
which has small Rayleigh quotient, consider the function F ∗n = Fh of Lemma
A.2 associated with Jn, Bn and the corresponding optimal choice of h so that
ES,µ(h, h) = RS,µ(Jn ↔ Bcn)−1. Observe that the support of F ∗n can be par-
titioned into orbits of certain finite subsets of Bn. In particular, there must
exists a finite subset An such that the restriction of F
∗
n to the orbit of An has
Rayleigh quotient bounded above by π
2
2 RS,µ(Jn ↔ Bcn)−1.
In particular, the function
Fn(Y ) =
{
F ∗n (Y ) if Y = g ·An for some g ∈ G,
0 otherwise,
is (Jn, Bn)-admissible and satisfies
QPf (S),µ(Fn) ≤
π2/2
Rµ(Jn ↔ Bcn)
as desired.
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