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Re´sume´ Nous proposons une me´thode se´quentielle pour maximiser la diversite´ des sor-
ties d’un syste`me pour lequel aucun mode`le parame´trique n’est connu a priori. L’objectif
est de pouvoir en quelque sorte “inverser le syste`me”, c’est-a`-dire de´terminer des valeurs
d’entre´e conduisant a` des sorties proches de valeurs cibles quelconques. A` chaque ite´ration
les sorties sont pre´dites par krigeage. Puis un point est ajoute´ en maximisant un crite`re
quantifiant la diversite´ des sorties correspondant au plan constitue´ du plan courant et du
point candidat. Ce crite`re utilise la pre´diction des sorties au point candidat et l’incertitude
associe´e fournies par le krigeage.
Abstract A sequential design method is proposed to maximise the diversity of the
outputs of a system for which no parametric model is known a priori. The objective
is to be able to “invert the system”, that is to determine input values associated with
outputs close to any given targets. At each iteration, the system outputs are predicted
by kriging. Then a new point is added that maximises a criterion measuring the diversity
of the outputs of the design comprising the current design and the candidate point. The
criterion takes into account the prediction and the associated uncertainty given by kriging.
Introduction
Soit un syste`me S, dont les variables d’entre´e sont note´es X, de domaine de variation
D ⊂ Rm. Les variables de sortie sont note´es Y ∈ Rp. On ne dispose pas d’un mode`le
parame´trique de ce syste`me. Par contre, on suppose avoir une approximation de la plage
de variation de chacune des sorties [Ymin,Ymax]. On cherche a` obtenir un ensemble de
points (X1, . . . ,XN) tel que les sorties correspondantes (Y1, . . . ,YN) remplissent conve-
nablement l’espace atteignable. Le nombre d’essais N est limite´ (de l’ordre de N = 20
pour m = 2 et N = 500 pour m = 5), de sorte qu’il est peu re´aliste de penser pouvoir
construire un mode`le tre`s fiable sur l’ensemble du domaine D.
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1 Solution propose´e
L’approche propose´e est se´quentielle. On part d’un plan initial P0 a` N0 points (N0 < N),
que l’on enrichit de fac¸on ite´rative. A` chaque e´tape, les sorties sont pre´dites par krigeage
a` l’aide des points du plan courant (qui ont e´te´ e´chantillonne´s et pour lesquels les sorties
sont connues). Pour choisir le nouveau point, un crite`re quantifiant la diversite´ des sorties
du nouveau plan (plan pre´ce´dent plus le point candidat) est maximise´. Mais comme la
valeur des sorties au point candidat n’est pas connue, la pre´diction donne´e par le krigeage
est utilise´e, en prenant en compte son incertitude. Des de´tails sont donne´s dans les
paragraphes suivants.
Choix du plan initial
Il s’agit dans un premier temps de choisir le plan initial P0. Ne disposant pas d’information
a priori pouvant guider notre choix, il est souhaitable que P0 soit “space–filling”, i.e. qu’il
soit bien disperse´ dans le domaine d’entre´e D.
Lorsque la dimension des facteurs d’entre´e est 2, nous utilisons les hypercubes latins,
faciles a` ge´ne´rer, combine´s a` un crite`re maximin de fac¸on a` assurer une bonne re´partition
des points, comme sugge´re´ par Morris et Mitchell (1995). Dans le cas ou` il y a 5 facteurs
d’entre´e, un plan factoriel complet est privile´gie´, car nous avons remarque´ que la pre´sence
d’observations aux coins du domaine donne de bien meilleures performances de pre´diction
par krigeage. S’inspirant des tableaux orthogonaux, des points sont ajoute´s a` l’inte´rieur
du plan factoriel, de fac¸on a` ce que les projections du plan selon 1, 2, 3 et 4 dimensions
soient toutes identiques.
Pre´diction par krigeage
Les sorties du syste`me sont mode´lise´es par krigeage
Y(X) = tf(X)β + Z(X)
(voir par exemple Stein (1999)), avec
• f = t
(
f1(X), . . . , fk(X)
)
, le vecteur des fonctions de re´gression, connues. Par ex-
emple, pour m = 1, f = (1), f(x) = t (1 x) ou f(x) = t (1 x x2) ;
• β = t (β1, . . . , βk), le vecteur des coefficients de re´gression, a` estimer ;
• Z(·) un processus gaussien stationnaire sur D, de moyenne nulle, de variance σ2 (a`
estimer) et de fonction de corre´lation R(·) (parame´trique, aussi a` estimer).
L’un des inte´reˆts majeurs de cette me´thode est de fournir, pour un couˆt de calcul
faible, une estimation de la variance d’erreur de pre´diction aux points non e´chantillonne´s,
indiquant ainsi le degre´ de fiabilite´ du mode`le en chaque point du domaine D. Lophaven,
Nielsen et Sondergaard (2002) ont mis au point DACE, une boˆıte a` outils pour Matlab.
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Choix du crite`re d’ajout
Le point ajoute´ a` chaque ite´ration correspond au maximum d’une fonction mesurant la
diversite´ des sorties associe´es au plan courant augmente´ du point candidat. Comme la
valeur des sorties en ce point candidat est inconnue, les pre´dictions donne´es par le krigeage
sont utilise´es. Ces pre´dictions n’e´tant pas parfaites, il est souhaitable de tenir compte de
leur incertitude. Nous supposons les sorties normalise´es a` chaque ite´ration, de telle sorte
que Ymin = 0p×1 et Ymax = 1p×1 (en cas de de´passement des bornes, celles-ci sont remises
a` jour). Nous proposons deux types de fonctions de diversite´ qui permettent de construire
un plan pour un un couˆt de calcul raisonnable :
• une fonction de diversite´ utilisant la distance au plus proche voisin
d(Y) = mini ‖Y(X) −Yi‖2, ou` les Yi sont les points du plan courant, ‖ · ‖2
de´signant la norme euclidienne. Une grande valeur de d(Y) assure que la sortie Y est
place´e suffisamment loin des sorties de´ja` observe´es. Avec une approche baye´sienne,
et une loi a priori non informative sur β et σ2, la loi a posteriori de la sortie corre-
spondant au point X est approximativement normale Y(X) ∼ N
(
Yˆ(X), σ2(X)
)
,
ou` Yˆ(X) et σ2(X) sont obtenus analytiquement par les formules de krigeage (Sant-
ner, Williams et Notz (2003)). Nous inspirant de Jones, Schonlau et Welch (1998),
qui ont construit la fonction espe´rance de gain pour la recherche du minimum global
d’une fonction, nous associons au point X ∈ D, la fonction J1(X) = E [d(Y(X))] =
E [mini ‖Y(X)−Yi‖2], ou` E[·] de´signe l’espe´rance mathe´matique. C’est cette fonc-
tion J1 que l’on va maximiser.
• des fonctions de diversite´ utilisant l’entropie, car on sait que le maximum d’entropie
sur un compact est re´alise´ pour la loi uniforme. La fonction d’entropie la plus
classique est l’entropie de Shannon H(φ) = −
∫
φ log φ. Nous ne l’avons pas retenue
car elle ne permet pas d’obtenir une formule analytique. Pour cette raison, nous
avons choisi l’entropie de Re´nyi d’ordre 2, H2(φ) = − log
∫
φ2, ou plus exactement,
G2(φ) = − exp[−H2(φ)]. Des me´thodes d’estimation de l’entropie sont pre´sente´es
dans Leonenko, Pronzato et Savani (2005).
A l’e´tape n, soit φn(Y) la loi de me´lange
1
n+1
[
∑n
i=1 ϕσ(Yi) + ϕσ(Y)], avec ϕσ(z)
la densite´ de probabilite´ de la loi normale N (z, σ2), ou` le parame`tre de lissage σ2
est a` choisir (les sorties e´tant normalise´es, cette variance est fixe´e une fois pour
toutes ; dans le cas d’observations bruite´es ou` le mode`le est Y(X) = tf(X)β +
Z(X) + ε(X) avec des ε(Xi) i.i.d. de moyenne nulle on prendra e´videmment σ
2 =
var ε(X1)). Alors G2(φn(Y)) se calcule analytiquement, ainsi que son espe´rance
J2(X) = E[G2(φn(Y))] quand Y est distribue´ suivant la loi normaleN (Yˆ(X), σ
2(X)).
C’est ce dernier crite`re que nous allons maximiser par rapport a` X.
Pour maximiser ces fonctions de diversite´, nous nous servons d’une me´thode d’optimisation
globale utilisant la triangulation de Delaunay, pre´sente´e dans Bates et Pronzato (2001).
3
2 Simulations
Deux se´ries de tests sont effectue´es, l’une avec une famille de fonctions mode´lisant un
syste`me a` 2 entre´es et 1 sortie, l’autre avec un syste`me plus complexe ayant 5 entre´es et
2 sorties.
Cas 2D→1D Nous utilisons diffe´rents plans initiaux P0 afin de nous assurer que la
plus ou moins bonne re´partition des sorties du plan final ne de´pend pas du choix de
P0. Nous comparons les re´sultats obtenus selon la fonction de diversite´ employe´e. Les
plans initiaux contiennent 9 points, dispose´s en hypercubes latins maximin. Des points
sont ajoute´s jusqu’a` ce que le plan en contienne 20. Deux exemples d’optimisation de
la diversite´, obtenus a` partir du meˆme syste`me, sont pre´sente´s sur la figure 1. Le vrai
syste`me est suppose´ suivre l’e´quation
f(x1, x2) = 0.2e
x1−3 + 2.2|x2|+ 1.3x
6
2 − 2x
2
2 − 0.5x
4
2 − 0.5x
4
2 + 2.5x
2
1
+0.7x31 +
3
(8x1 − 2)
2 + (5x2 − 3)2 + 1
+ sin(5x1) cos(3x
2
1).
Les figures du haut ont e´te´ obtenues avec la fonction de diversite´ J1(X), celles du bas
avec la fonction J2(X) (a` gauche le domaine d’entre´e avec les courbes de niveau de f , a`
droite le domaine de sortie, avec en abscisse l’ordre d’ajout du point). Les points du plan
initial sont repre´sente´s par des cercles pleins. L’ordre d’ajout des points est indique´.
On note une similitude dans la fac¸on de placer les points en entre´e, tre`s proches les
uns des autres. On observe que la fonction J2(X) disperse mieux les points, alors que
l’utilisation de J1(X) implique une plus grande proportion d’essais pour la recherche du
maximum. Le minimum n’est pas atteint dans les deux cas (ce minimum est 0, car les
sorties sont normalise´es), mais ceci est duˆ au petit nombre d’essais (une quarantaine
conviendrait).
Cas 5D→2D Des tests supple´mentaires sont effectue´s avec un mode`le a` 5 facteurs
d’entre´e et 2 sorties, construit de fac¸on empirique a` partir de donne´es issues d’un syste`me
re´el de catalyse. Afin de re´duire le temps de calcul, le domaine d’entre´e est discre´tise´. Le
point ajoute´ au plan courant est le point de la grille re´alisant le maximum de la fonction
diversite´. La grille, choisie par l’expe´rimentateur, est de taille 13×17×13×6×5 = 86190
points. Le plan initial contient 48 points. Des points sont ajoute´s jusqu’a` ce que le plan
en contienne 500. La re´partition des sorties du plan final, obtenues avec les fonctions
de diversite´ J1(X) et J2(X), sont pre´sente´es sur la figure 2, respectivement a` gauche et
a` droite. Les sorties du plan initial sont repre´sente´es par des cercles pleins bleus, les
points ajoute´s par des e´toiles noires. Le fond gris est l’ensemble des sorties que l’on peut
atteindre en parcourant la grille des entre´es. Les zones blanches correspondent a` des
valeurs de sorties non atteignables.
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Figure 1: Comparaison de deux me´thodes d’optimisation de diversite´ (m = 2, p = 1, 11
points ajoute´s aux 9 de P0).
Les re´sultats obtenus confirment les pre´ce´dents : la fonction J1(X) concentre une
grande partie d’essais a` la recherche de bornes du domaine, ici autour du point (0.7,0.4) ;
la fonction J2(X) re´partit globalement mieux les points, meˆme si il reste e´galement des
zones inexplore´es.
La proce´dure d’ajout utilisant la fonction J2(X) est, dans la configuration actuelle,
6 fois plus rapide. Le dernier point est ajoute´ en 7 minutes, contre 45 minutes pour la
fonction J1(X).
Conclusion Les me´thodes pre´sente´es ici permettent de diversifier les sorties d’un syste`me.
Chacune posse`de des caracte´ristiques inte´ressantes, qui font qu’une combinaison des deux
pourrait permettre d’ame´liorer les re´sultats. L’influence de la normalisation des sorties
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Figure 2: Re´partition des sorties (m = 5, p = 2, 452 points ajoute´s aux 48 de P0).
ainsi que du choix de σ2 pour la me´thode utilisant l’entropie de Re´nyi sur les perfor-
mances sont encore a` l’e´tude. Enfin, maximiser la variation d’entropie provoque´e par
l’ajout d’un point correspond localement a` maximiser une divergence, qui pourrait eˆtre
estime´e a` partir des travaux de M. Broniatowski (2003). Ce point est actuellement a`
l’e´tude.
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