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Abstract
The goal of this paper is to establish relative perturbation bounds,
tailored for empirical covariance operators. Our main results are ex-
pansions for empirical eigenvalues and spectral projectors, leading to
concentration inequalities and limit theorems. Our framework is very
general, allowing for a huge variety of stationary, ergodic sequences,
requiring only p > 4 moments. One of the key ingredients is a spe-
cific separation measure for population eigenvalues, which we call the
relative rank. Developing a new algebraic approach for relative per-
turbations, we show that this relative rank gives rise to necessary and
sufficient conditions for our concentration inequalities and limit theo-
rems.
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1 Introduction
The empirical covariance operator is a central object in high-dimensional
probability. An important question studied in this context is the behaviour
of empirical eigenvalues and eigenvectors. Knowing that the empirical co-
variance operator Σˆ is close to the population one Σ, one wants to infer
that the empirical eigenvalues and eigenvectors do not deviate too much
from their population counterparts. There is, by now, quite an extensive
literature in this area regarding stochastic perturbation bounds. Roughly
speaking, the assumptions of most results can be classified into a stochastic
and an algebraic part.
• Stochastic: Given a sample X1, . . . ,Xn, it is usually assumed that the
sequence is i.i.d. Moreover, expressing Xi =
∑
j≥1
√
λjujηij by its
Karhunen-Loe`ve expansion with eigenvalues (λj)j≥1 and eigenvectors
(uj)j≥1, an often made key assumption is that the coefficients (ηij)j≥1
are independent and sub-Gaussian.
• Algebraic: The relation between the eigenvalues and their size is a
key feature and immanent to the problem. It is typically expressed
in terms of spectral gaps, growth or decay rates of the eigenvalues
and sometimes linked to the dimension d = dimH of the underlying
Hilbert space H (or to some other notion of dimension of the under-
lying distribution) and the sample size n.
Our main objective is to circumvent most of these kind of conditions and
develop relative perturbation results subject only to very little assumptions.
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As applications, we obtain concentration inequalities and central and non-
central limit theorems. Our results apply to stationary sequences that may
be weakly dependent or even exhibit long-memory, given very mild moment
assumptions. Moreover, we allow for any kind of dependence relation be-
tween the coefficients (ηij)j≥1, in particular, no independence is required.
Regarding the underlying algebraic structure, we show that a basic quantity
is given by the function
j 7→ rj
(
Σ) =
∑
k 6=j
λk
|λj − λk| +
λj
gj
, (1.1)
which we refer to as the relative rank of Σ (we actually consider a generali-
sation with multiplicities). In (1.1), gj denotes the j-th spectral gap defined
by gj = min(λj−1 − λj, λj − λj+1) for j ≥ 2 and g1 = λ1 − λ2. It turns out
that this function gives rise to necessary and sufficient conditions for some
of our results.
The study of general perturbation bounds has a long tradition in matrix
analysis, functional analysis, and operator theory. Classical perturbation
bounds for eigenvalues and eigenspaces include the Weyl inequality and the
Davis-Kahan sinΘ theorem, see e.g. [12, 30]. These bounds have been ex-
tended in many directions. A basic tool in perturbation theory for linear
operators is the holomorphic functional calculus [21, 40, 18, 10]. Key ingre-
dients such as Cauchy’s integral formula and the resolvent equations have
been successfully applied to various stochastic perturbation problems, see
e.g. [41, 49, 22, 27, 39, 43] to mention a few. Typical (absolute) stochastic
perturbation results for Σˆ state that empirical and population eigenvalues
or eigenvectors are close to each other if some norm (usually the operator
norm) of Σˆ− Σ is small.
Regarding random matrices, a fundamental question is to find precise
estimates of corresponding norms. A number of more recent results estab-
lished tight bounds for the operator norm of (possibly structured) random
matrices, see for instance [8, 44, 45]. However, all those and related results
do not apply to empirical covariance operators, which, due to their quadratic
structure, are fundamentally different objects. Using the method of generic
chaining (cf. [57]), it has been recently shown in [42] that for sub-Gaussian
i.i.d. observations the size of ‖Σˆ − Σ‖∞ is characterised by ‖Σ‖∞ and the
effective rank r(Σ) = tr(Σ)/‖Σ‖∞. An alternative approach is offered in [1],
see also [61, 64] for earlier, related results. Moving to a more special setup,
a precise characterisation of the operator norm is possible in terms of the
Tracy-Widom law, see for instance [36, 38, 59].
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The goal of this paper is to develop tight relative perturbation bounds,
by going significantly beyond the operator norm ‖ · ‖∞. This is achieved
by exploiting a new contraction property for empirical spectral projectors.
We require two ingredients. For the probabilistic part, we demand that
certain relative coefficients of Σˆ − Σ are small. This allows us to avoid re-
strictive probabilistic assumptions like sub-Gaussianity and independence of
the coefficients (ηij)j≥1 in our applications. For the algebraic structure, we
formulate conditions in terms of the relative rank. This allows us to circum-
vent absolute quantities related to the size of ‖Σˆ − Σ‖∞ like the effective
rank. Although our approach is motivated from stochastic fluctuations and
their properties, our results are equally valid for deterministic perturbations
and are by no means restricted to empirical covariance operators.
To give a flavour of our results, let X be a centered, strongly, square-
integrable random variable in a separable Hilbert space (H, 〈·, ·〉) with co-
variance operator Σ. By the Karhunen-Loe`ve expansion, we have X =∑
j≥1
√
λjηjuj a.s. with ηj = λ
−1/2
j 〈uj,X〉. Moreover, let X1 . . . ,Xn be n
independent (for simplicity) copies of X and let Σˆ be the (standard) em-
pirical covariance operator. From our main results, we get the following
corollary. For ease of exposition, we assume here d = dimH < ∞ and that
the eigenvalues are simple.
Corollary 1. In the above setting, suppose that supj≥1 E|ηj |p ≤ Cη for
some p > 4 and a constant Cη. Then there are constants c1, C1, C2 >
0, depending only on Cη and p, such that with probability at least 1 −
C1d
2(log n)−p/4n1−p/4, the inequalities
|λˆj − λj|/λj ≤ C2
√
log n
n
,
√
1− 〈uˆj , uj〉2
/√√√√∑
k 6=j
λjλk
(λj − λk)2 ≤ C2
√
log n
n
hold uniformly for all j ≥ 1 satisfying√
log n
n
(∑
k 6=j
λk
|λj − λk| +
λj
gj
)
≤ c1. (1.2)
A proof is given in Section 3.2 alongside extensions to multiplicities and
the case d = ∞. Many more results of this type can be deduced from
the general expansions, including, for instance, central or non-central limit
theorems.
Corollary 1 provides tight bounds under a relative rank condition, mea-
suring how well the corresponding population eigenvalues are separated from
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the rest of the spectrum. The
√
log n is the usual price for high probability
bounds, and we later demonstrate in Section 3.4 that the algebraic structure
condition (1.2) is optimal for such high probability bounds in general.
A main feature of Corollary 1 is the uniformity of concentration along
j. This implies that in many typical examples (such as convex decay of
eigenvalues), the empirical eigenvalues are close to the true ones (in the
relative sense) uniformly over all j satisfying j log j ≤ √n/ log n. In fact,
for polynomial decay, we later demonstrate that this range is optimal up
to log-factors in connection with projection operators, we refer to Section
3.5.2 for details. This is of substantial relevance for learning algorithms and
statistical applications, where also smaller eigenvalues are used for efficiency
gains.
Another key aspect of Corollary 1 is the relative nature of the bounds,
improving upon absolute ones. Relative bounds have already appeared in
other branches of mathematics, see e.g. the review papers [32, 33]. For in-
stance, there are relative versions of the Weyl bound and the Davis-Kahan
sinΘ theorem, benefitting from considering relative errors and relative spec-
tral gaps. However, these bounds are far from optimal from a probabilistic
perspective and often involve the very quantities we actually wish to control
(e.g. empirical eigenvalues). On the other hand, despite their usefulness,
relative bounds appear to be a rarely studied topic in probability theory
and statistics. Only more recently, there appears to be some interest in this
topic. For instance, it has been observed for problems related to empirical
covariance operators that relative techniques may lead to substantial im-
provements over absolute ones, see [35], [50] and [56]. These works already
noticed the relevance of the relative rank, but didn’t exploit it to its full
potential. Similarly, [54, 62] focus on specific structures like low ranks to
give improved bounds.
1.1 Notation
Let (H, 〈·, ·〉) be a separable Hilbert space of dimension d ∈ N ∪ {+∞}
and let ‖ · ‖ denote the norm on H, defined by ‖u‖ = √〈u, u〉. Let Σ
be a self-adjoint and positive trace class operator on H. By the spectral
theorem, there exists a sequence λ1 ≥ λ2 ≥ · · · > 0 of positive eigenvalues
(which is either finite or converges to zero), together with an orthonormal
system of eigenvectors u1, u2, . . . such that Σ has the spectral representation
Σ =
∑
j≥1 λj(uj ⊗ uj). Here, for u, v ∈ H we denote by u⊗ v the rank-one
operator defined by (u⊗v)x = 〈v, x〉u, x ∈ H. We denote by tr(·), ‖ ·‖1 and
‖ · ‖2 the trace, the trace norm and the Hilbert-Schmidt norm, respectively.
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By assumption, we have ‖Σ‖1 = tr(Σ) =
∑
j≥1 λj < ∞. Finally, for j ≥ 1,
let gj be the j-th spectral gap defined by gj = min(λj−1− λj , λj − λj+1) for
j ≥ 2 and g1 = λ1 − λ2.
Let µ1 > µ2 > · · · > 0 be the sequence of positive and distinct eigenval-
ues of Σ. For r ≥ 1, let Ir = {j ≥ 1 : λj = µr} and mr = |Ir|. Let Pr be
the orthogonal projection onto the eigenspace corresponding to µr, that is,
Pr =
∑
j∈Ir
uj ⊗ uj . (1.3)
Then the spectral theorem leads to
Σ =
∑
r≥1
µrPr,
with convergence in trace norm (and thus also in Hilbert-Schmidt norm).
Without loss of generality, we shall assume that the eigenvectors u1, u2, . . .
form an orthonormal basis of H such that ∑r≥1 Pr = I. For r ≥ 1, define
the resolvent
Rr =
∑
s 6=r
1
µs − µrPs.
Finally, for r ≥ 1, we make use of the abbreviation tr≥r(Σ) for
∑
s≥rmsµs.
Let Σˆ be another self-adjoint and positive trace class operator on H.
We consider Σˆ as a perturbed version of Σ and write E = Σˆ − Σ for the
(additive) perturbation. By the spectral theorem, there exists a sequence
λˆ1 ≥ λˆ2 ≥ · · · ≥ 0 of eigenvalues together with an orthonormal basis of
eigenvectors uˆ1, uˆ2, . . . such that we can write Σˆ =
∑
j≥1 λˆj(uˆj ⊗ uˆj). For
r ≥ 1, let
Pˆr =
∑
j∈Ir
uˆj ⊗ uˆj .
Finally, for j, k ≥ 1, let
η¯jk =
〈uj , Euk〉√
λjλk
.
(If d is finite, then the η¯jk are the coefficients of the relative perturbation
Σ−1/2EΣ−1/2 with respect to the orthonormal basis given by the eigenvec-
tors of Σ.)
Throughout the paper, we use the letters c, C for constants that may
change from line to line (by a numerical value). If no further dependencies
are mentioned, then these constants are absolute.
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2 Relative perturbation bounds
In this section, we present our main relative perturbation bounds. The
proofs are deferred to Section 4 below. Our first main result deals with
simple eigenvalues.
Theorem 1. Let j ≥ 1. Suppose that λj is a simple eigenvalue, meaning
that λj 6= λk for all k 6= j. Let x > 0 be such that |η¯kl| ≤ x for all k, l ≥ 1.
Suppose that
rj(Σ) =
∑
k 6=j
λk
|λj − λk| +
λj
gj
≤ 1/(3x). (2.1)
Then we have
|λˆj − λj − λj η¯jj|/λj ≤ Cx2rj(Σ). (2.2)
Theorem 1 is a local relative bound, reflected in a small x. The bound-
edness condition on the η¯kl measures how close Σˆ is to Σ. Then, provided
that these coefficients are small enough (in absolute value) in the sense that
the relative rank condition (2.1) is satisfied, we obtain a linear expansion of
λˆj around λj.
For the corresponding eigenvectors, we have:
Theorem 2. Let j ≥ 1. Suppose that λj is a simple eigenvalue. Let x > 0
be such that |η¯kl| ≤ x for all k, l ≥ 1. Suppose that Condition (2.1) holds.
Then we have
∥∥∥∥uˆj − uj −∑
k 6=j
√
λjλk
λj − λk η¯jkuk
∥∥∥∥
2
≤ Cx2rj(Σ)
√√√√∑
k 6=j
λjλk
(λj − λk)2 (2.3)
and ∣∣∣∣‖uˆj − uj‖22 −∑
k 6=j
λjλk
(λj − λk)2 η¯
2
jk
∣∣∣∣ ≤ Cx3rj(Σ)∑
k 6=j
λjλk
(λj − λk)2 . (2.4)
In (2.3) and (2.4), the sign of uj is chosen such that 〈uˆj , uj〉 > 0.
Theorems 1 and 2 give relative bounds, scaling with λj and (
∑
k 6=j λjλk/(λj−
λk)
2)1/2, respectively. In fact, they give linear expansions under a relative
eigenvalue condition, which measures how well λj is separated from the rest
of the spectrum. Applied to Σˆ = Σ + yE, y > 0, the above linear terms
coincide with the linear terms in the corresponding perturbation series, see
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e.g. [40, Chapter II.2], where eigenvalues, eigenvectors, and spectral projec-
tors are discussed, or [58, Proposition 55] for Hadamard’s variation formula
in the case of eigenvalues and spectral projectors.
Applying the boundedness of the η¯jk to the linear terms, we get the
following corollary:
Corollary 2. Let j ≥ 1. Suppose that λj is a simple eigenvalue. Let x > 0
be such that |η¯kl| ≤ x for all k, l ≥ 1. Suppose that Condition (2.1) holds.
Then we have
|λˆj − λj | ≤ Cxλj
and
‖uˆj − uj‖2 ≤ Cx
√√√√∑
k 6=j
λjλk
(λj − λk)2 .
To discuss sharpness of the bounds (in the deterministic case), consider
the rank-one perturbation Σˆ = Σ + x(v ⊗ v) with v = ∑k≥1√λkuk. Then
η¯kl = x for all k, l ≥ 1, and we see from Theorems 1 and 2 that
x− Cx2rj(Σ) ≤ |λˆj − λj|/λj ≤ x+ Cx2rj(Σ)
and
x− Cx2rj(Σ) ≤ ‖uˆj − uj‖2
/√√√√∑
k 6=j
λjλk
(λj − λk)2 ≤ x+ Cx
2rj(Σ)
for all x satisfying (2.1). For rj(Σ) ≤ c/x with c > 0 small enough, the lower
and upper bound reduce to x/C and Cx, respectively, and thus coincide up
to multiplicative constants.
A remaining question for simple eigenvalues is which bounds can be
achieved if (2.1) does not hold. It seems difficult to detect the linear term in
this case, but more conservative bounds can be obtained (see also [32, 33]).
For eigenvalues, we have the following result, which generalises the first
claim of Corollary 2 and which serves as a first eigenvalue separation step
in the proofs of our linear expansions later:
Proposition 1. Let j ≥ 1. For all y > 0, we have the implications∑
k≥j
∑
l≥j
λk
λj + y − λk
λl
λj + y − λl η¯
2
kl ≤ 1⇒ λˆj − λj ≤ y (2.5)
and ∑
k≤j
∑
l≤j
λk
λk + y − λj
λl
λl + y − λj η¯
2
kl ≤ 1⇒ λˆj − λj ≥ −y. (2.6)
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In the probabilistic settings considered in Section 3, Theorems 1 and 2
are, in general, not applicable if dimH = ∞, since then the event {|η¯kl| ≤
x ∀k, l ≥ 1} is an infinite intersection. This drawback can be eliminated by
modifying the assumption on the relative coefficients as follows. Let j ≤ d
be such that λj is a simple eigenvalue. Consider x > 0 such that Condition
(2.1) holds. Let j0 ≥ 1 be such that λj0 ≤ λj/2. Then inequalities (2.2),
(2.3), and (2.4) hold provided that for all k, l < j0,
|η¯kl|,
√∑
m≥j0 λkλmη¯
2
km∑
m≥j0 λkλm
,
√∑
m≥j0
∑
n≥j0 λmλnη¯
2
mn∑
m≥j0
∑
n≥j0 λmλn
≤ x. (2.7)
We give a more general construction, which accounts also for multiplicities
of the eigenvalues of Σ. With some abuse of notation, we define in the case
of multiple eigenvalues
rr(Σ) =
∑
s 6=r
msµs
|µr − µs| +
mrµr
min(µr−1 − µr, µr − µr+1) .
The following result gives a bound for multiple eigenvalues:
Theorem 3. Let r ≥ 1. Consider r0 ≥ 1 such that µr0 ≤ µr/2. Let x > 0
be such that for all s, t < r0,
‖PsEPt‖2√
msµsmtµt
,
‖PsEP≥r0‖2√
msµs tr≥r0(Σ)
,
‖P≥r0EP≥r0‖2
tr≥r0(Σ)
≤ x. (2.8)
Suppose that
rr(Σ) ≤ 1/(6x). (2.9)
Then we have
1
mrµr
mr∑
k=1
|λk(Pˆr(Σˆ− µrI)Pˆr)− λk(PrEPr)| ≤ Cx2rr(Σ), (2.10)
where λk(·) denotes the k-th largest eigenvalue. In particular, if j is the
smallest integer such that j ∈ Ir, then
1
mrµr
|λˆj − µr − λ1(PrEPr)| ≤ Cx2rr(Σ).
The key point is that the linear approximation of (λˆj/µr−1)j∈Ir is given
by the first mr eigenvalues of (1/µr)PrEPr.
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If |η¯kl| ≤ x for all k, l ≥ 1, then (2.8) holds, as can be seen from inserting
(1.3) and squaring out the Hilbert-Schmidt norms. Moreover, (2.7) implies
(2.8) if j0 and r0 are related by λj0 ≤ µr0 and they coincide if all eigenvalues
are simple and r0 = j0 holds. Theorem 3 generalises Theorem 1. In fact, in
the case when mr = 1 with Ir = {j}, then (2.9) is satisfied if rj(Σ) ≤ 1/(6x)
and (2.10) boils down to (2.2).
For multiple eigenvalues, Theorem 2 can be generalised to spectral pro-
jectors:
Theorem 4. Let r ≥ 1. Consider r0 ≥ 1 such that µr0 ≤ µr/2. Let x be
such that (2.8) holds. Moreover, suppose that Condition (2.9) holds. Then
we have
‖Pˆr − Pr +RrEPr + PrERr‖2 ≤ Cx2rr(Σ)
√∑
s 6=r
mrµrmsµs
(µr − µs)2 (2.11)
and
|‖Pˆr − Pr‖22 − 2‖RrEPr‖22| ≤ Cx3rr(Σ)
∑
s 6=r
mrµrmsµs
(µr − µs)2 . (2.12)
Applying (2.8) to the linear terms, we get the following corollary:
Corollary 3. Let r ≥ 1. Consider r0 ≥ 1 such that µr0 ≤ µr/2. Let x be
such that (2.8) holds. Moreover, suppose that Condition (2.9) holds. Then
we have √∑
j∈Ir
(λˆj − µr)2 ≤ Cxmrµr.
and
‖Pˆr − Pr‖2 ≤ Cx
√∑
s 6=r
mrµrmsµs
(µr − µs)2 .
Finally, note that our main results in Theorems 1-4 give linear expan-
sions, which are sufficient for our probabilistic applications. Higher order
expansions can be derived by similar, but more tedious considerations.
3 Applications to covariance operators
In this section, we apply our relative perturbation bounds to the eigen-
structure of empirical covariance operators. We consider i.i.d. sequences as
well as stationary, dependent sequences. It turns out that our results are
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applicable even in more exotic examples, including sequences that exhibit
long-memory. The latter has some interesting features, leading to rather
unexpected results.
3.1 Models
Setting 1 (i.i.d. sequence). Let X be a random variable taking values in H.
Suppose that X is centered and strongly square-integrable, meaning that
EX = 0 and E‖X‖2 < ∞. Let Σ = EX ⊗ X be the covariance operator
of X, which is a self-adjoint and positive trace class operator (see e.g. [60,
Theorem III.2.3]). For j ≥ 1, let ηj = λ−1/2j 〈uj ,X〉 be the Karhunen-Loe`ve
coefficients of X. Suppose that for some p ≥ 4 and a constant Cη > 0,
sup
j≥1
E|ηj |p ≤ Cη. (3.1)
Let (Xi)i≥1 be a sequence of independent copies of X and let
Σˆ = Σˆn =
1
n
n∑
i=1
Xi ⊗Xi
be the sample covariance operator, which is a a self-adjoint and positive
operator of finite rank.
Setting 2 (weakly dependent sequence). Let (ǫi)i∈Z be i.i.d. random vari-
ables in a measurable space. Given a measurable function f taking values
in H, we consider the Bernoulli-shift sequence
Xi = f
(
ǫi, ǫi−1, . . .
)
, i ∈ N,
such that EXi = 0 and E‖Xi‖2 < ∞. Let Xi =
∑
j≥1
√
λjujηij be the
Karhunen-Loe`ve expansion of Xi, where ηij = λ
−1/2
j 〈Xi, uj〉. Let ǫ′0 be an
independent copy of ǫ0, and also independent of (ǫi)i∈Z. A coupling X ′i of
Xi is then defined as
X ′i = f
(
ǫi, . . . , ǫ1, ǫ
′
0, ǫ−1, . . .
)
, i ∈ N.
For j ≥ 1, let η′ij = λ−1/2j 〈X ′i, uj〉. The uniform coupling distance (or
physical dependence measure, see [65]) is then defined as
θip = sup
j≥1
E
1/p
∣∣ηij − η′ij∣∣p. (3.2)
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This setup, dating back at least to [31], is well-known in the literature
and contains most common time-series models, we refer to [29], [65] for
discussions, applications and many more references. We require the following
mild moment and decay conditions
sup
j≥1
E|ηij |p ≤ Cη, θip ≤ Cθi−a, p ≥ 4, a > 3/2. (3.3)
Let Σ = EXi⊗Xi be the covariance operator of Xi. As in the i.i.d. setting,
we consider
Σˆ = Σˆn =
1
n
n∑
i=1
Xi ⊗Xi
as the sample covariance operator. Observe that in the presence of depen-
dence, other operators such as the lag-operator or the longrun covariance
operator are also very natural objects for studying.
Setting 3 (long memory sequences). Let (ǫi)i∈N be i.i.d. random variables
taking values in H. Moreover, let (v2i )i∈N be a real-valued, stationary and
ergodic sequence that exhibits long memory and is independent of (ǫi)i∈N.
To make this more precise, we assume that
b−1n
n∑
i=1
(
v2i − Ev2i
) d−→ Wb, (3.4)
where bn = n
bL(n) for b ∈ (1/2, 1) and some slowly varying function L(x),
and Wb is a nondegenerate random variable. The simplest and most well-
known example is fractional Brownian motion, resulting in Wb having a
normal distribution. We refer to [5], [6] and the references therein for more
general examples alongside corresponding non-central limit theorems. We
also assume that
E
∣∣ n∑
i=1
(
v2i − Ev2i
)∣∣2 ≤ Cvb2n, (3.5)
which is typically shown when proving (3.4). We do not demand any stronger
or higher order concentration inequalities since, except for some more special
cases, they are rather hard to prove and lacking in the literature. The
stationary, ergodic process (Xi)i∈N is now defined as
Xi = viǫi, i ∈ N, (3.6)
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which is a very well-known model for financial and econometric data, see
e.g. [2]. Note that Xi is a martingale-difference sequence. Suppose that
E‖ǫi‖2 <∞, let Σǫ be the covariance operator of ǫi, and
ǫi =
∑
j≥1
√
λǫjujη
ǫ
ij , i ∈ N,
the corresponding Karhunen-Loe`ve expansion. We suppose that for p ≥ 4
Eηǫij = 0, E|ηǫij |p ≤ Cǫ, Ev2i = 1, E|vi|p ≤ Cv,
for all i, j ≥ 1. Let Σ = EXi ⊗Xi = Ev20Σǫ and (as in the i.i.d. setting)
Σˆ = Σˆn =
1
n
n∑
i=1
Xi ⊗Xi
as the sample covariance operator. Due to the martingale-difference struc-
ture of (Xi)i∈N, Σ arises as natural object in applications despite the pres-
ence of long-memory. Indeed, subject to additional regularity conditions,
the martingale central limit theorem implies
1√
n
n∑
i=1
Xi
d−→ N (0,Σ).
3.2 Bounding bad events by concentration
In order to apply our perturbation results to the above settings, the remain-
ing point is to control the probability of the ’good event’, defined by the
boundedness assumptions in our main results. For this purpose, many pow-
erful concentration inequalities have been developed in the literature, both
for independent and dependent sequences, allowing us to give upper bounds
for the probability of the complementary ’bad events’.
Definition 1. For x > 0, let Ex be the event such that |η¯kl| ≤ x for all
k, l ≥ 1. Moreover, for x > 0 and a natural number r0 ≥ 1, let Ex,r0 be the
event such that for all s, t < r0,
‖PsEPt‖2√
msµsmtµt
,
‖PsEP≥r0‖2√
msµs tr≥r0(Σ)
,
‖P≥r0EP≥r0‖2
tr≥r0(Σ)
≤ x.
The following bounds are an immediate consequence of Burkholder’s
inequality in combination with Markov’s inequality.
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Proposition 2. In Setting 1, there is a constant C > 0 depending only on
p and Cη such that the following holds.
(i) For all x > 0, we have
P
(Ecx) ≤ Cd2(√nx)−p/2.
(ii) For all x > 0 and r0 ≥ 1, we have
P
(Ecx,r0) ≤ Cr20(√nx)−p/2.
Proof. By Burkholder’s inequality and the triangle inequality, we have
E
4/p|nη¯kl|p/2 ≤ CnE4/p|ηkηl|p/2 ∀k, l ≥ 1.
Application of the Cauchy-Schwarz inequality then yields
E|η¯kl|p/2 ≤ Cn−p/4 ∀k, l ≥ 1. (3.7)
Thus, claim (i) follows from the union bound, the Markov inequality, and
(3.7). Next, by the triangle inequality and (3.7), we have
E
4/p‖PsEPt‖p/22 ≤ µsµt
∑
j∈Is
∑
k∈It
E
4/p
∣∣η¯jk∣∣p/2 ≤ Cn−1msµsmtµt,
and thus
E
( ‖PsEPt‖2√
msµsmtµt
)p/2
≤ Cn−p/4 ∀s, t < r0.
Similarly, for all s < r0, we have
E
( ‖PsEP≥r0‖2√
msµs tr≥r0(Σ)
)p/2
≤ Cn−p/4, E
(‖P≥r0EP≥r0‖2
tr≥r0(Σ)
)p/2
≤ Cn−p/4.
Hence (as above) claim (ii) follows from the union bound, the Markov in-
equality, and the above inequalities.
For x large enough, Proposition 2 can be improved by invoking also the
Fuk-Nagaev inequality.
Proposition 3. In Setting 1 with p > 4, there are constants C1, C2 > 0,
depending only on Cη and p, such that the following holds.
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(i) For x ≥ C1
√
(log n)/n, we have
P
(Ecx) ≤ C2d2(log n)−p/4n1−p/4.
(ii) For x ≥ C1
√
(log n)/n and any s0 ≥ r0, we have
P
(Ecx,r0) ≤ C2(log n)−p/4(M2s0n1−p/4 + r0 trp/4≥s0(Σ)/ trp/4≥r0(Σ))
with Ms0 =
∑
r≤s0 mr.
Proof. For C1 > 0 sufficiently large, an application of the Fuk-Nagaev in-
equality (cf. [53]) yields
P(|η¯ij| > x) ≤ C n
(nx)p/2
≤ (log n)−p/4n1−p/4. (3.8)
Combining this with the union bound gives (i). In order to prove (ii), we
modify the event Ex,r0 slightly. Using
‖P≥r0EP≥r0‖22 =
∑
s,t≥r0
‖PrEPs‖22 ≤
∑
r0≤s,t<s0
‖PsEPt‖22 + 2‖P≥r0EP≥s0‖22
and a similar inequality for ‖PsEP≥r0‖22, we get that Ex,r0 contains the event
such that for all s, t < s0
‖PsEPt‖2√
msµsmtµt
,
‖PsEP≥s0‖2√
msµs tr≥r0(Σ)
,
‖P≥r0EP≥s0‖2
tr≥r0(Σ)
≤ cx.
By the union bound and (3.8), we have
P
( ‖PsEPt‖2√
msµsmtµt
> cx
)
≤ Cmsmt(log n)−p/4n1−p/4 ∀s, t < s0.
Similarly as in the proof of Proposition 2, we have
E
(‖P≥r0EP≥s0‖2
tr≥r0(Σ)
)p/2
≤ Cn−p/4 trp/4≥s0(Σ)/ tr
p/4
≥r0(Σ).
From this and the Markov inequality, we get
P
(‖P≥r0EP≥s0‖2
tr≥r0(Σ)
> cx
)
≤ C(nx2)−p/4 trp/4≥s0(Σ)/ tr
p/4
≥r0(Σ)
≤ C(log n)−p/4 trp/4≥s0(Σ)/ tr
p/4
≥r0(Σ).
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Similarly, we have
P
( ‖PsEP≥s0‖2√
msµs tr≥r0(Σ)
> cx
)
≤ C(log n)−p/4 trp/4≥s0(Σ)/ tr
p/4
≥r0(Σ) ∀s < r0.
Thus (ii) follows from the union bound and the above inequalities.
Combining the concentration results in Propositions 2 and 3 with our
perturbation results has many consequences, some of which are discussed in
detail in the following sections. For instance, Corollary 1 in the introduction
follows from Proposition 3 and Corollaries 2 and 3. Indeed, by Proposition
3 (i), with probability at least 1 − C2d2(log n)−p/4n1−p/4, we have |η¯kl| ≤
C1
√
(log n)/n for all k, l ≥ 1. Hence, on this event, Corollary 2 implies
that for all j ≥ 1 such that (1.2) is satisfied (with c = 1/(6C1)), we have
|λˆj − λj|/λj ≤ C3
√
(log n)/n. This gives the claim for the eigenvalues. The
second claim follows similarly from Corollary 3, noting that 1− 〈uˆj , uj〉2 =
‖uˆj ⊗ uˆj − uj ⊗ uj‖22/2.
As in the i.i.d. setting, we have the corresponding bounds for the weak
dependence Setting 2. In essence, everything stays the same, we only have
to exchange the concentration results. In particular, Corollary 1 also applies
in Setting 2.
Proposition 4. Proposition 2 remains valid in Setting 2, with a constant
additionally depending on Cθ.
Proof. Observe that by the triangle inequality and Cauchy-Schwarz
E
2/p|ηikηil − η′ikη′il|p/2 ≤ E1/p|ηik − η′ik|pE1/p|ηil|p
+ E1/p|ηil − η′il|pE1/p|ηik|p ≤ Cθip. (3.9)
An application of Lemma 4.12 in [34] then yields
E|η¯kl|p/2 ≤ Cn−p/4 ∀k, l ≥ 1. (3.10)
Thus, claim (i) follows from the union bound, Markov’s inequality, and (3.7).
For claim (ii), we may argue as in the proof of Proposition 2.
In analogy to Proposition 4, we have the following result.
Proposition 5. Proposition 3 remains valid in Setting 2.
Proof. We can argue as in the proof of Proposition 3. The only difference is
that we use Theorem 2 in [47] as replacement for the classical Fuk-Nagaev
inequality. We may do so due to (3.9) and a > 3/2 in (3.3).
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Finally, we remark that the i.i.d. setting is entirely contained in the
weak dependence setting, no additional price to account for the dependence
is necessary. In addition, there are many more notions of weak dependence
(e.g. various mixing conditions) that one could use. The only requirement
is the existence of certain concentration results subject to this notion of
dependence, see e.g. [20], [52] for such results.
Proposition 6. In Setting 3, there is a constant C > 0, depending only on
p and Cv, Cǫ, such that the following holds.
(i) For all x > 0, we have
P
(Ecx) ≤ C(nb−1n x)−2 + Cd2(√nx)−p/2.
(ii) For all x > 0 and r0 ≥ 1, we have
P
(Ecx,r0) ≤ C(nb−1n x)−2 + Cr20(√nx)−p/2.
Proof. Note first ηik = viη
ǫ
ik for all i ∈ N, k ≥ 1. Then by conditioning on
vi, i ∈ N, the Burkholder and the triangle inequality yield that for k 6= l
E
4/p(|nη¯kl|p/2|vi, i ∈ N) ≤ C
n∑
i=1
v4i E
4/p|ηikηil|p/2. (3.11)
Application of the Cauchy-Schwarz inequality and the triangle inequality
then yields
E|η¯kl|p/2 ≤ Cn−p/4, k 6= l. (3.12)
For k = l, note first that
η2ik = v
2
i + v
2
i
(
(ηǫik)
2 − 1). (3.13)
Arguing as above, we get
E
∣∣n−1 n∑
i=1
v2i
(
(ηǫik)
2 − 1)∣∣p/2 ≤ Cn−p/4, k ≥ 1. (3.14)
Using (3.5), we may now argue as in the proof of Proposition 2 to conclude
the result.
One may show an analogue result to Propositions 3 and 5, but this
is notationally and technically more involved, since one has to use (resp.
develop) a conditional Fuk-Nagaev inequality.
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3.3 (Anti-)concentration for empirical eigenvalues
A first concentration inequality for eigenvalues is given by Corollary 1 in the
introduction. Another possibility is to directly use Proposition 1. We only
formulate a result for i.i.d. sequences based on Burkholder’s inequality and
Markov’s inequality.
Corollary 4. Consider Setting 1. Let j ≥ 1. For all z > 0 and y > 0 such
that
z√
n
∑
k≥j
λk
λj + y − λk ≤ 1, (3.15)
we have P(λˆj − λj ≤ y) ≥ 1 − Cz−p/2. Moreover, for all z > 0 and y > 0
such that
z√
n
∑
k≤j
λk
λk + y − λj ≤ 1, (3.16)
we have P(λˆj−λj ≥ −y) ≥ 1−Cz−p/2. In both bounds, C > 0 is a constant
depending only on p and Cη. In particular, if (2.1) holds with x = z/
√
n,
then we have
P
(
|λˆj − λj | ≤ 3
2
zλj√
n
)
≥ 1− 2Cz−p/2. (3.17)
Proof. Using the triangular inequality and (3.7), we have
E
4/p
(∑
k≥j
∑
l≥j
λk
λj + y − λk
λl
λj + y − λl η¯
2
kl
)p/4
≤ Cn−1
(∑
k≥j
λk
λj + y − λk
)2
.
From this, Equation (3.15), and the Markov inequality, we get
P
(∑
k≥j
∑
l≥j
λk
λj + y − λk
λl
λj + y − λl η¯
2
kl > 1
)
≤ P
(∑
k≥j
∑
l≥j
λk
λj + y − λk
λl
λj + y − λl η¯
2
kl >
z2
n
(∑
k≥j
λk
λj + y − λk
)2)
≤ Cz−p/2.
Combining this with Proposition 1 gives the first claim. The second claim
follows by the same line of arguments. For (3.17), it suffices to show that
under Condition (2.1) with x = z/
√
n, (3.15) and (3.16) are satisfied with
y = (3/2)(z/
√
n)λj . Indeed, for this choice, we have
z√
n
∑
k≥j
λk
λj + y − λk ≤
2
3
+
z√
n
∑
k>j
λk
λj − λk ≤ 1,
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where we used Condition (2.1) in the last inequality, and similarly
z√
n
∑
k≤j
λk
λk + y − λj ≤ 1,
which completes the proof.
The following anti-concentration result shows that Condition (3.15) is
also necessary for the largest eigenvalue in general. It reveals an interesting
stochastic phenomena: Despite the (ηj)j≥1 being stochastic and uncorre-
lated, there exist one-factor models that essentially reproduce the determin-
istic rank-one perturbation considered below Corollary 2.
Theorem 5. Consider Setting 1 with X constructed as follows. Let Σ be a
self-adjoint, positive trace class operator on H with spectral representation
Σ =
∑
j≥1 λj(uj⊗uj). Let r ≥ 1 and F =
∑
j≤r
√
λjuj . Let ǫ be a Gaussian
random variable with expectation 0 and covariance Σ− 1/(2r)(F ⊗ F ), and
let f be a real random variable defined by P(f = 0) = 1 − 1/(2r2) and
P(f = ±√r) = 1/(4r2). Now, let
X = f · F + ǫ (3.18)
be a one-factor model with covariance Σ. Then X satisfies (3.1) with p = 4
and an absolute constant Cη. Moreover, let z > 0 and y > 0 be real numbers
such that
z√
n
∑
k≥1
λk
λ1 + y − λk = 1,
z√
n
∑
k>r
λk
λ1 − λk < 1/2. (3.19)
Then we have
P(λˆ1 − λ1 ≤ y) ≤ 1 + Φ(Cz)
2
+ C
r√
n
with an absolute constant C > 0 and Φ(x) = (1/
√
2π)
∫ x
−∞ e
−t2/2 dt.
Proof. Set C = (λ1(Σ) + y − Σ)−1/2E(λ1(Σ) + y − Σ)−1/2. By Lemma
5, we have the implication λ1(C) > 1 ⇒ λˆ1(Σ) > λ1(Σ) + y. Using the
inequality λ1(C) ≥ 〈v,Cv〉/〈v, v〉, which holds for all v ∈ H, the implication
〈v,Cv〉/〈v, v〉 > 1⇒ λˆ1 − λ1 > y follows. Setting
v = (λ1 + y − Σ)−1/2F, w = (λ1 + y − Σ)−1/2v,
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we get that
〈v,Cv〉 = 〈v, v〉2
(
1
n
n∑
i=1
f2i − 1/(2r)
)
+ 〈v, v〉
(
2
n
n∑
i=1
fi〈ǫi, w〉
)
+
1
n
n∑
i=1
(〈ǫi, w〉2 − E〈ǫi, w〉2) ≥ 〈v, v〉
implies λˆ1 − λ1 > y. Setting x = z/
√
n and dividing through by 〈v, v〉2, we
get that
A1 +A2 :=
1
n
n∑
i=1
(f2i − 1/(2r)) +
1
n
n∑
i=1
(〈ǫi, w〉2
〈v, v〉2 − E
〈ǫi, w〉2
〈v, v〉2 + fi
〈ǫi, w〉
〈v, v〉
)
≥ 2x
implies λˆ1 − λ1 > y, where we also used that by the assumptions, we have
x〈v, v〉 = x
r∑
k=1
λk
λ1 + y − λk
≥ x
∑
k≥1
λk
λ1 + y − λk − x
∑
k>r
λk
λ1 − λk ≥ 1/2.
Hence, we finally arrive at
A1 ≥ 2x,A2 ≥ 0⇒ A1 +A2 ≥ 2x⇒ λˆ1 − λ1 > y.
To the event on the left-hand side we apply the Berry-Esseen theorem, which
yields:
Lemma 1. For r ≥ 1, we have
sup
x∈R
|P(A1 ≥ x,A2 ≥ 0)− (1/2)P(A1 ≥ x)| ≤ C r√
n
and
sup
t∈R
∣∣P(√nA1 ≤ z√1/2 − 1/(4r2))− Φ(z)∣∣ ≤ C r√
n
.
Applying Lemma 1, we conclude that
P(λˆ1 − λ1 > y) ≥ P(A1 ≥ 2x,A2 ≥ 0)
≥ (1/2)P(A1 ≥ 2x)− C r√
n
≥ 1− Φ(4z)
2
− C r√
n
,
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and the claim follows from taking complements. It remains to prove Lemma 1.
We have Var(f2i ) = 1/2 − 1/(4r2) ≥ 1/4 and Ef6i = r/2. Hence the second
claim follows from the Berry-Esseen theorem. By conditioning on f1, . . . , fn,
we have
sup
x∈R
|P(A1 ≥ x,A2 ≥ 0)− (1/2)P(A1 ≥ x)|
≤ E|P(A2 ≥ 0|fi, i ≤ n)− 1/2|.
The random variable 〈ǫ, w〉/〈v, v〉 is Gaussian with expectation zero and
variance
σ2 =
〈w, (Σ − 1/(2r)(F ⊗ F ))w〉
〈v, v〉2
=
( r∑
j=1
λ2j
(λ1 + y − λj)2 −
1
2r
( r∑
j=1
λj
λ1 + y − λj
)2)/( r∑
j=1
λj
λ1 + y − λj
)2
≥ 1
2r
, (3.20)
as can be seen from applying the Cauchy-Schwarz inequality twice. More-
over, we have
Var
( 〈ǫi, w〉2
〈v, v〉2 − E
〈ǫi, w〉2
〈v, v〉2 + fi
〈ǫi, w〉
〈v, v〉
∣∣∣fi, i ≤ n) ≥ 2σ4
and
E
(∣∣∣ 〈ǫi, w〉2〈v, v〉2 − E〈ǫi, w〉
2
〈v, v〉2 + fi
〈ǫi, w〉
〈v, v〉
∣∣∣3∣∣∣fi, i ≤ n) ≤ C(σ6 + |fi|3σ3).
Thus the Berry-Esseen theorem gives
|P(A2 ≥ 0|fi, i ≤ n)− 1/2| ≤ C
n∑
i=1
σ6 + |fi|3σ3
n3/2σ6
.
Taking expectation with respect to the fi and using Ef
3
i = 1/
√
r and (3.20),
we conclude that
E|P(A2 ≥ 0|fi, i ≤ n)− 1/2| ≤ C r√
n
which completes the proof of the first claim of Lemma 1.
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3.4 Optimality
Consider a triangular array X
(n)
1 , . . . ,X
(n)
n of i.i.d. centered random vari-
ables in H with covariance operators Σ(n), n = 1, 2, . . . . Let Σˆ(n) be the
empirical covariance operator of X
(n)
1 , . . . ,X
(n)
n . We use the notation of
Sections 1.1 and 3.1 with an additional superscript (n).
From Corollary 4, we immediately get:
Corollary 5. In the above triangular array, suppose that λ
(n)
1 is simple for
all n ≥ 1 and that (3.1) is satisfied with p ≥ 4 and Cη independent of n.
Then the sequence (
√
n(λˆ
(n)
1 − λ(n)1 )/λ(n)1 ) is tight, i.e.
lim
R→∞
sup
n≥1
P(
√
n|λˆ(n)1 − λ(n)1 |/λ(n)1 > R) = 0, (3.21)
provided that
1√
n
∑
k>1
λ
(n)
k
λ
(n)
1 − λ(n)k
→ 0 as n→∞. (3.22)
Remark 1. Condition (3.22) is equivalent to (1/
√
n)r1(Σ
(n))→ 0 as n→
∞, as can be seen from the inequality
λ
(n)
1
λ
(n)
1 − λ(n)2
= 1 +
λ
(n)
2
λ
(n)
1 − λ(n)2
≤ 1 +
∑
k>1
λ
(n)
k
λ
(n)
1 − λ(n)k
. (3.23)
Proof. For ǫ > 0 arbitrary, let z be sufficiently large such that 2Cz−p/2 ≤ ǫ.
By (3.22), we get that (2.1) holds with x = z/
√
n for all sufficiently large
n. From (3.17) we conclude that P(
√
n|λˆ(n)1 − λ(n)1 |/λ(n)1 > R) ≤ ǫ for all
sufficiently large n, with R = 3z/2. Now, the claim follows from standard
arguments.
Slightly more can be said by applying Theorem 1. In fact, we have the
following generalisation of Anderson’s central limit theorem (see [4]):
Corollary 6. In the above triangular array, suppose that λ
(n)
1 is simple for
all n ≥ 1 and that (3.1) is satisfied with p > 4 and Cη independent of n.
Moreover, suppose that λ
(n)
j0
≤ λ(n)1 /2 for all n ≥ 1 with j0 > 1 independent
of n. Then we have√
n
Var((η
(n)
1 )
2)
(
λˆ
(n)
1 − λ(n)1
λ
(n)
1
)
d−→ N (0, 1),
provided that (3.22) holds.
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Remark 2. Assumption p > 4 can be replaced by the weaker assumption
p = 4, together with the Lindeberg-Feller condition on the (η
(n)
1 )
2.
Proof. By the central limit theorem (Lyapunov), we have√
n
Var((η
(n)
1 )
2)
η¯
(n)
11
d−→ N (0, 1).
By (3.22) and (3.23), there exists an →∞ such that a2n(1/
√
n)r1(Σ
(n))→ 0
as n→∞. Selecting x = ann−1/2, Proposition 2 (ii) (applied with r0 = j0)
implies P(Ecx,j0) → 0 as n → ∞. Due to Theorem 3 and the choice of (an),
we then have
√
n|λˆ(n)1 −λ(n)1 − η¯(n)11 | P−→ 0 and the claim follows from Slutsky’s
lemma.
The following three corollaries discuss the optimality of Condition (3.22).
For simplicity, we assume here that dimH is finite. Alternatively, we can
also assume that λ
(n)
j0
≤ λ(n)1 /2 for all n ≥ 1 with j0 > 1 independent of n,
and all results below have an analogon for d depending on n.
Corollary 7. For a sequence of covariance operators Σ(n) in a finite-dimen-
sional Hilbert space H, consider the sequence of factor models defined in
Theorem 5 with r = dimH. Then the following two assertions are equivalent:
(i) 1√
n
∑
k>1
λ
(n)
k
λ
(n)
1 −λ
(n)
k
→ 0 as n→∞;
(ii) The sequence (
√
n(λˆ
(n)
1 − λ(n)1 )/λ(n)1 ) is tight and 1√n
λ
(n)
1
λ
(n)
1 −λ
(n)
2
→ 0 as
n→∞.
Proof. The implication from (i) to (ii) is immediate from Corollary 5, since
the factor models satisfy (3.1) with p = 4 and a constant Cη which does not
depend on n.
Now suppose that (ii) holds and let (an) be a monotone increasing se-
quence with an/
√
n→ 0 and
1
an
λ
(n)
1
λ
(n)
1 − λ(n)2
→ 0 n→∞.
Then we have λ
(n)
1 /an ≤ λ(n)1 − λ(n)2 for all sufficiently large n. By (ii) and
the fact that an/
√
n→ 0, we have P(|λˆ(n)1 −λ(n)1 | > λ(n)1 /an)→ 0 as n→∞.
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Now, for y = yn = λ
(n)
1 /an let z = zn > 0 be the unique solution of the
equation (3.19). From Theorem 5 it follows that zn →∞ as n→∞. Thus
1√
n
∑
k≥1
λ
(n)
k
λ
(n)
1 + λ
(n)
1 /an − λ(n)k
→ 0 as n→∞
and (i) follows from inserting λ
(n)
1 /an ≤ λ(n)1 − λ(n)2 for all sufficiently large
n. This completes the proof.
An even stronger equivalence holds, based on the concept of separation
of eigenvalues.
Corollary 8. For a sequence of covariance operators Σ(n) in a finite-dimen-
sional Hilbert space H, consider the sequence of factor models defined in
Theorem 5 with r = dimH. Then the following two assertions are equivalent:
(i) 1√
n
∑
k>1
λ
(n)
k
λ
(n)
1 −λ
(n)
k
→ 0 as n→∞;
(ii)
λˆ
(n)
1 −λ
(n)
1
λ
(n)
1 −λ
(n)
2
P−→ 0.
Remark 3. If (λ
(n)
1 − λ(n)2 )/λ(n)1 is bounded away from zero, then (ii) is
equivalent to relative consistency (λˆ
(n)
1 − λ(n)1 )/λ(n)1 P−→ 0.
Proof. Suppose that (i) holds and let ǫ > 0. For y = yn = ǫ(λ
(n)
1 − λ(n)2 ), let
z = zn > 0 be the unique solution of the equation (3.19). Since
1√
n
∑
k≥1
λ
(n)
k
λ
(n)
1 + ǫ(λ
(n)
1 − λ(n)2 )− λ(n)k
≤
(1
ǫ
+
1
1 + ǫ
) 1√
n
∑
k>1
λ
(n)
k
λ
(n)
1 − λ(n)k
→ 0 as n→∞,
we conclude that zn → ∞ as n → ∞. Thus, Corollary 4 yields the con-
vergence P(|λˆ(n)1 − λ(n)1 | > ǫ(λ(n)1 − λ(n)2 )) → 0 as n → ∞. Since ǫ > 0 was
arbitrary, assertion (ii) follows.
Now suppose that (ii) holds and let ǫ > 0. Then we have P(|λˆ(n)1 −λ(n)1 | >
ǫ(λ
(n)
1 −λ(n)2 ))→ 0 as n→∞. Now, for y = yn = ǫ(λ(n)1 −λ(n)2 ) let z = zn > 0
be the unique solution of the equation (3.19). From Theorem 5 it follows
that zn →∞ as n→∞. Thus
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11 + ǫ
1√
n
∑
k>1
λ
(n)
k
λ
(n)
1 − λ(n)k
≤ 1√
n
∑
k≥1
λ
(n)
k
λ
(n)
1 + ǫ(λ
(n)
1 − λ(n)2 )− λ(n)k
→ 0 as n→∞,
which gives assertion (i).
Finally, we demonstrate the optimality of the high-probability bounds
as in Corollary 1.
Corollary 9. For a sequence of covariance operators Σ(n) in a finite-dimen-
sional Hilbert space H, consider the sequence of factor models defined in
Theorem 5 with r = dimH. Then the following two assertions are equivalent:
(i) There exists an absolute constant c0 > 0 such that√
log n
n
∑
k>1
λ
(n)
k
λ
(n)
1 − λ(n)k
≤ c0.
(ii) There exist absolute constants C1, C2, c3 > 0 such that
P
(√
n(λˆ
(n)
1 − λ(n)1 )/λ(n)1 ≥ C1
√
log n
) ≤ n−C2
and
√
logn
n
λ
(n)
1
λ
(n)
1 −λ(n)2
≤ c3.
Proof. Suppose that (i) holds. Then (ii) immediately follows from Corollary
1, as the second implication is obvious. Now let us assume the validity of
(ii). For y = yn = λ
(n)
1
√
(log n)/n let z = zn > 0 be the unique solution of
the equation (3.19). Then by Theorem 5, there exists an absolute constant
c0 > 0 such that z ≥ c0
√
log n. We may now argue as in the proof of
Corollary 7 to conclude the result.
3.5 Examples
3.5.1 Spiked covariance and factor models
Among different structures of covariances, the spiked covariance model is of
great interest. The signature feature is that several eigenvalues are larger
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than the remaining, and typically one is interested in recovering these lead-
ing eigenvalues and their associated eigenvectors. The spiked part is of
importance, as we are usually interested in the directions that explain the
most variations of the data. The model has been extensively studied in the
literature, see for instance [7], [11], [14], [19], [63] and the many references
therein.
One way to define the model is as follows, where we suppose for simplicity
that H = Rd. Let f1, . . . , fd be orthogonal vectors and A be a covariance
matrix such that
C−1A ≤ λd(A) ≤ λ1(A) ≤ CA. (3.24)
For a sequence of weights ω1, . . . , ωd, consider the spiked covariance model
Σ = F +A =
d∑
k=1
ω2kfkf
⊤
k +A, (3.25)
where F denotes the ’spiked parts’. We now equip Σ with a probabilistic
structure by constructing a factor model generating Σ. Given a filtration,
let F1, . . . , Fd be a martingale difference sequence with EF
2
k = 1, which serve
as the factor loadings. Similarly, let Y = (Y1, . . . , Yd)
⊤ be a random vector
where Y1, . . . , Yd form a martingale difference sequence. In both cases, the
underlying filtration is of no particular relevance. In addition, we assume
that F and Y are mutually uncorrelated, that is, all cross correlations are
zero. The idiosyncratic error ǫ and the canonical factor model are then
defined as
X =
d∑
k=1
ωkFkfk + ǫ, ǫ = A
1/2Y. (3.26)
Obviously, X has covariance matrix Σ. In order to apply our results, we
need to verify the assumptions made in Settings 1 and 2 regarding the coef-
ficients ηj . The following proposition provides the connection between the
underlying moments of ηj and F , Y .
Proposition 7. For p ≥ 2, suppose that
E|Fk|p ≤ CF , E|Yk|p ≤ CY (3.27)
for all k = 1, . . . , d. Then the conditions above imply Eηj = 0 and
max
j≥1
E|ηj|p ≤ Cη,
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where Cη only depends on CF , CY and CA. In particular, if (Xi)i∈N is an
i.i.d. sequence with Xi
d
= X and p ≥ 4, then Setting 1 applies.
Proof of Proposition 7. The fact that Eηj = 0 is obvious. Since 〈Auk, uk〉 ≥
λd(A), we have
λj(Σ) ≥
d∑
k=1
ω2k〈uj , fk〉2 + λd(A).
The triangle inequality now yields
E
1/p|〈X,uj〉|p ≤ E1/p|
∑
k≥1
ωkFk〈uj , fk〉|p + E1/p|〈A1/2Y, uj〉|p.
Treating the first part, Burkholder’s inequality and the triangle inequality
imply
E
2/p|
d∑
k=1
ωkFk〈uj , fk〉|p ≤ C
d∑
k=1
ω2kE
2/p|Fk|p〈uj , fk〉2
≤ C
d∑
k=1
ω2k〈uj , fk〉2.
Similarly, by Burkholder’s inequality, the triangle inequality, and the
inequality ‖A1/2uj‖22 ≤ λ1(A), we get
E
2/p|〈A1/2Y, uj〉|p ≤ Cλ1(A).
Using the inequality (x+ y)2 ≤ 2x2 + 2y2 and the above, we arrive at
E
2/p|〈X,uj〉|p ≤ C
d∑
k=1
ω2k〈uj , fk〉2 + Cλ1(A) ≤ Cλj(Σ)
and the claim follows from the equation ηj = λj(Σ)
−1/2〈X,uj〉.
We have an analogue result for the weak-dependence Setting 2.
Proposition 8. Suppose that (Fik)i∈N, (Yik)i∈N are all Bernoulli-shift se-
quences with respect to the same i.i.d. random variables (ǫi)i∈Z for all i ≥ 1,
and the marginale difference structure holds for the same filtration across
i ∈ N. For p ≥ 2, assume that for a > 3/2
E|Fik − F ′ik|p ≤ CF i−pa, E|Yik − Y ′ik|p ≤ CY i−pa. (3.28)
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Then the conditions above imply Eηj = 0 and
max
j≥1
E|ηij − η′ij|p ≤ Cηi−pa,
where Cη only depends on CF , CY and CA but not on (ωk)k≥1. In particular,
Setting 2 applies.
Proof. We may repeat the proof of Proposition 7, exchanging Fk, Yk with
Fik − F ′ik, Yik − Y ′ik.
Due to Propositions 7 and 8, Section 3, in particular Sections 3.3 and 3.4,
provide many new results for the spiked covariance model that, to the best of
our knowledge, haven’t been present in the literature so far. In particular, as
demonstrated in Section 3.4, our algebraic structure conditions are necessary
and sufficient.
3.5.2 Functional data: trace class operators
In the context of high-dimensional data, functional principal component
analysis (FPCA) is becoming more and more important. The characteristic
feature of FPCA is that the underlying Hilbert space H has (possibly) in-
finite dimension, while the covariance operator of the corresponding data is
assumed to be of trace class. A comprehensive overview and some leading
examples can be found in [37], [55] and [29]. Seeking the optimal subspace,
prediction or approximation, statisticians are therefore facing the problem of
model selection with respect to some risk function (cf. [13, 15, 25, 28, 51]),
as the actual decay rate of λj is usually unknown. For optimal results, pre-
cise deviation bounds for λˆj and Pˆj are essential for these kind of problems.
In the literature, rather strong, explicit assumptions like polynomial or ex-
ponential decay of eigenvalues (i.e. λj = Cj
−α−1 or λj = Ce−αj, α > 0) are
typically imposed in this context, see for instance [25], [26] and the refer-
ences above. Using our results from Section 3, much more general results
can be obtained. To this end, let us assume that
there is a convex function λ : R≥0 → R≥0, such that λ(j) = λj . (3.29)
We then have the bounds (cf. [16])
∑
k 6=j
λk
|λj − λk| ≤ Cj log j and
∑
k 6=j
λkλj
(λj − λk)2 ≤ Cj
2, (3.30)
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where C is a constant which only depends on tr(Σ). Condition (3.29) is quite
general, and is valid in particular for polynomial and exponential decay of
eigenvalues. Using (3.29), it is very easy to validate the relative error bounds
and conditions of Section 3. For example, we have the following result in
expectation
Corollary 10. Suppose we are in Setting 2 (contains Setting 1) with p ≥ 16.
If (3.29) holds for 1 ≤ j ≤ √n and
tr≥n(Σ)/ tr≥√n(Σ) ≤ Cn−6/p
for some absolute constant C > 0, then
E‖Pˆj − Pj‖2∞ ≤ E‖Pˆj − Pj‖22 ≤ Cj2/n, 1 ≤ j ≤ C
√
n(log n)−5/2.
Proof. Combining Theorem 4 with Propositions 5 and using that for random
variables A,B with |A| ≤ C we have EA ≤ CP(|A − B| ≥ a) + a + EB,
a > 0, we get the following more general result:
Lemma 2. Suppose that Setting 2 holds with p > 4. Let s0 ≥ r0 ≥ 1. Then
we have
E‖Pˆr − Pr‖22 ≤
2
n
∑
s 6=r
µsµr
(µs − µr)2
∑
j∈Ir
∑
k∈Is
nEη¯2jk
+C
(log n)3/2
n3/2
rr(Σ)
∑
s 6=r
µrmrµsms
(µr − µs)2 +C
M2s0n
1−p/4 + r0 tr
p/4
≥s0(Σ)/ tr
p/4
≥r0(Σ)
(log n)p/4
for all r ≥ 1 such that µr0 ≤ µr/2 and rr(Σ) ≤ c
√
n/ log n.
We can now deduce Corollary 10 from Lemma 2 as follows. We first note
that the quantities nEη¯2jk do not pose a problem in the above bounds. In
fact, subject to Setting 2, it is standard in the literature (cf. [34]) that
max
j,k
nEη¯2jk ≤ C.
Due to (3.30) and Ms0 = s0, we have for 1 ≤ j ≤
√
n(log n)−5/2
E‖Pˆj − Pj‖22 ≤ C
j2
n
+ C
(log n)5/2
n3/2
j3 + C
s0
2n1−p/4 + r0 tr
p/4
≥s0(Σ)/ tr
p/4
≥r0(Σ)
(log n)p/4
.
Setting s0 = n, r0 =
√
n and using p ≥ 16, we thus obtain
s0
2n1−p/4 + r0 tr
p/4
≥s0(Σ)/ tr
p/4
≥r0(Σ) ≤ n3−p/4 + Cn−3/2+1/2 ≤ Cn−1.
Finally, we need to show that λr0 ≤ λj/2. Since j/r0 ≤ (log n)−5/2, this
follows from the convexity (cf. [17]): if j is large enough, k > j and (3.29)
holds, then jλj ≥ kλk. We conclude that λr0 ≤ λj/2 for n large enough,
and the proof of Corollary 10 is complete.
Corollary 10 is (up to log terms) optimal in the case where λj = Cj
−α−1,
α > 0. For such a decay, given the Setting 1 with supj≥1 E|ηj|2p ≤ p!Cp for
all p ≥ 1, [50] have shown that for any j ≥ 1
E
∥∥Pˆj − Pj‖2∞ ≥ c(j2/n) ∧ 1. (3.31)
Hence we obtain the optimal bound for almost the whole range (up to the
factor (log n)−5/2) where the trivial bound 2 does not apply. Moreover,
we only require the mild conditions of Setting 2. Given the much stronger
assumption that all moments of ηj exist for all j ≥ 1, [35] also established
a matching upper bound, but only for the region j ≤ n1/2−b, b > 0. It is
interesting to note that, unlike to the spiked covariance model studied in
Sections 3.3 and 3.4, the stochastic behaviour of the scores (ηj)j≥1 in terms
of their dependence structure is irrelevant for the optimal algebraic structure
conditions.
3.5.3 Long-memory volatiliy models
In this section, we state a limit theorem for eigenvalues in the long-memory
Setting 3, revealing some unexpected features. We are not aware of any
related results in the literature. Generally, it appears that the behaviour
of eigenvalues and eigenfunctions is rarely studied in connection with high-
persistence models, even though this is a phenomena commonly observed in
data (see e.g. [24]).
Consider a triangular array of X
(n)
1 , . . . ,X
(n)
n ∈ Hn with covariance op-
erator Σ(n), n = 1, 2, . . . , satisfying the long-memory Setting 3. Let Σˆ(n) be
the empirical covariance of X
(n)
1 , . . . ,X
(n)
n . We use the notation of Section
1.1 with an additional superscript (n).
Corollary 11. Fix j0 ≥ 1. In the above triangular array, suppose that λ(n)j ,
1 ≤ j ≤ j0 are simple for all n ≥ 1 and that the assumptions in Setting 3
are satisfied with Cǫ, Cv independent of n. If
An = bnn
−1 max
1≤j≤j0
∑
k 6=j
λ
(n)
k
|λ(n)j − λ(n)k |
→ 0 as n→∞, (3.32)
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and λ
(n)
j0
≤ λ(n)i0 /2 for some fixed i0 > j0, then
nb−1n
(
λˆ
(n)
1 − λ(n)1
λ
(n)
1
, . . . ,
λˆ
(n)
j0
− λ(n)j0
λ
(n)
j0
)⊤
d−→ (Wb, . . . ,Wb)⊤.
Proof. There exists an → ∞ such that a2nAn → 0 as n → ∞. Selecting
x = anbnn
−1, Proposition 6 implies P(Ecx,i0) → 0. Due to Theorem 1, we
then have
nb−1n
(
λˆ
(n)
1 − λ(n)1 − η¯(n)11
λ
(n)
1
, . . . ,
λˆ
(n)
j0
− λ(n)j0 − η¯
(n)
j0j0
λ
(n)
j0
)⊤
P−→ 0.
Using decomposition (3.13) and the bound (3.14), we deduce
nb−1n max
1≤j≤j0
∣∣η¯(n)jj − 1n
n∑
i=1
(
(v
(n)
i )
2 − 1)∣∣ P−→ 0.
The claim now follows from (3.4).
As one would expect, the long-memory behaviour transfers to the fluc-
tuations of the empirical eigenvalues. The surprising result is that they all
converge towards the identical limit. In particular, we have
nb−1n max
1≤j,k≤j0
∣∣∣∣ λˆ
(n)
j − λ(n)j
λ
(n)
j
− λˆ
(n)
k − λ(n)k
λ
(n)
k
∣∣∣∣ P−→ 0,
a result of the dominating nature of the long-memory component. Note
that we require the stronger condition (3.32) compared to the lower bound
given in Theorem 5. Nonetheless, one could suspect now that condition
(3.32) is also optimal, paying a price for the long-memory behaviour. The
following result shows that this is actually not the case, at least regarding
concentration bounds. Here, we only consider the case where d = dimH <
∞.
Corollary 12. In the above triangular array, suppose that λ
(n)
1 is simple
for all n ≥ 1 and that the assumptions in Setting 3 are satisfied with Cǫ, Cv
independent of n. If d = dn and the sequence dn
(
bnn
−1/2)−p/2 is bounded,
An =
1√
n
∑
k>1
λ
(n)
k
λ
(n)
1 − λ(n)k
→ 0 as n→∞, (3.33)
then the sequence nb−1n (λˆ
(n)
1 − λ(n)1 )/λ(n)1 is tight.
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Proof. Let an →∞ such that anAn → 0 and x = ann−1/2, z = anbnn−1. Let
Dz be the event where |η¯jj| ≤ z, j ≥ 1. Using the bounds (3.12), (3.14) in
the proof of Proposition 6 together with Markov’s inequality and the uniform
bound, we get that P(Dcz)→ 0 as n increases since dn
(
anbnn
−1/2)−p/2 → 0.
Similarly, we get that for y > 0
∑
k 6=l
λ
(n)
k
λ
(n)
1 + y − λ(n)k
λ
(n)
l
λ
(n)
1 + y − λ(n)l
η¯2kl ≤
∑
k 6=l
λ
(n)
k
λ
(n)
1 + y − λ(n)k
λ
(n)
l
λ
(n)
1 + y − λ(n)l
x2
(3.34)
with probability tending to one as n increases. Slightly modifying the proof
of Proposition 1 (bounding λ1(C) by the operator norm of the diagonal
elements plus the Hilbert-Schmidt norm of the non-diagonal elements), we
obtain on the event Dz intersected with the event defined by (3.34), that
λˆ
(n)
1 − λ(n)1 ≤ y, provided that
(∑
k 6=l
λ
(n)
k
λ
(n)
1 + y − λ(n)k
λ
(n)
l
λ
(n)
1 + y − λ(n)l
)1/2
x+
λ
(n)
1
λ
(n)
1 + y − λ(n)1
z ≤ 1 (3.35)
Using condition (3.33), it is easy to see that y = C(x + z) satisfies (3.35).
The proof is complete upon noting that on the event Dz we have
λˆ
(n)
1 ≥ λ(n)1 − λ(n)1 |η¯11| ≥ λ(n)1 (1− z),
which together with standard arguments yields the claim.
3.5.4 Local Gaussian transfer
In this section, we demonstrate the transfer principle of Theorem 3, allow-
ing to localize eigenvalue problems to smaller matrices and then transfer
everything to the Gaussian orthogonal ensemble (GOE) via Gaussian ap-
proximation. For ease of exposition, we pick the (local) largest eigenvalue
as just one specific application. Many more, like (local) eigenvalue spacings,
are also possible.
We use the notation of Section 1.1 and 3.1 with an additional superscript
(n). Consider a triangular array of X
(n)
1 , . . . ,X
(n)
n in Rdn with covariance
matrix Σ(n), n = 1, 2, . . . , satisfying the i.i.d. Setting 1. Let Σˆ(n) be the
empirical covariance of X
(n)
1 , . . . ,X
(n)
n .
Throughout this section, we fix an integer r ≥ 1 and are interested in
the behaviour of the largest eigenvalue of the block I(n)r . To this end, we
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require the following assumption. For i, j, k, l ∈ I(n)r with i ≥ j and k ≥ l,
we have
nEη¯
(n)
ij η¯
(n)
kl =


2, if i = j = k = l,
1, if i = k 6= j = l,
0, otherwise.
(3.36)
We denote by TW1 a random variable with the Tracy-Widom law F1,
see for instance [3].
Proposition 9. Fix r ≥ 1 and let j(n) be the smallest index of I(n)r . Suppose
that p > 4, d2n1−p/4 → 0 and the validity of (3.36). Then there exists δ > 0
such that for m
(n)
r →∞ with m(n)r ≤ nδ and
(
m(n)r
)7/6 log n√
n
(∑
s 6=r
m
(n)
s µ
(n)
s
|µ(n)r − µ(n)s |
+
m
(n)
r µ
(n)
r
min(µ
(n)
r−1 − µ(n)r , µ(n)r − µ(n)r+1)
)
→ 0,
it follows that
(m(n)r )
1/6
(√
n(λˆ
(n)
j(n)
/µ(n)r − 1)−
√
2m(n)r
)
d−→ TW1.
Remark 4. The exact magnitude of δ depends on p and can be computed
explicitly.
Proof. For simplicity, we drop the superscript (n) throughout the proof. Set-
ting x = C
√
(log n)/n, Proposition 3 implies that P(Ecx) → 0. Then by
Theorem 3, we have
√
n
(
mr
)1/6∣∣λˆj − µr − λ1(PrEPr)∣∣ P−→ 0.
Let ξ = (ξkl)k,l∈Ir be a GOE matrix, i.e. a symmetric matrix whose en-
tries are zero mean Gaussian random variables having the same covariance
structure as
√
n(η¯kl)k,l∈Ir given in (3.36). By the triangle inequality and
the Cauchy-Schwarz inequality, we have∣∣∣ max
‖x‖2=1
∑
k,l∈Ir
√
nη¯klxkxl − max‖x‖2=1
∑
k,l∈Ir
ξklxkxl
∣∣∣ ≤ ( ∑
k,l∈Ir
|√nη¯kl − ξkl|2
)1/2
.
Now due to Theorem 4 in [23], on a possibly larger probability space, we
can select (ξkl)k,l∈Ir such that for δ > 0 sufficiently small
m1/6r E
2/p
∣∣∣ ∑
k,l∈Ir
|√nη¯kl − ξkl|2
∣∣∣p/4 → 0
as n → ∞. The claim now follows from the triangle inequality and the
classical Tracy-Widom law for the GOE, see e.g. [3].
33
4 Proofs of the perturbation bounds
4.1 Separation of eigenvalues
Lemma 3. Let j ≥ 1. Suppose that λj is a simple eigenvalue. Let x > 0 be
such that |η¯kl| ≤ x for all k, l ≥ 1 and Condition (2.1) holds. Then we have
|λˆj − λj | ≤ 3xλj/2. (4.1)
In particular, the inequality |λˆj − λk| ≥ |λj − λk|/2 holds for all k 6= j.
Proof. For the first claim, it suffices to show that the assumptions in (2.5)
and (2.6) in Proposition 1 are satisfied with y = 3xλj/2. Indeed, for this
choice, we have(∑
k≥j
∑
l≥j
λk
λj + y − λk
λl
λj + y − λl η¯
2
kl
)1/2
≤ x
∑
k≥j
λk
λj + y − λk ≤ 2/3 + x
∑
k>j
λk
λj − λk ≤ 1
as can be seen from the fact that |η¯kl| ≤ x for all k, l ≥ 1 and Condition (2.1).
The proof of the assumption in (2.6) follows the same line of arguments.
For the second claim, note that |λˆj − λk| = |λj − λk + λˆj − λj | ≥ |λj −
λk| − |λˆj − λj |. Inserting the inequality
|λj − λˆj | ≤ 3xλj/2 ≤ 3xrj(Σ)|λj − λk|/2 ≤ |λj − λk|/2,
which follows from the first claim and Condition (2.1), the second claim
follows.
4.2 Contraction argument for eigenvectors
Lemma 4. Let j ≥ 1. Suppose that λj is a simple eigenvalue. Let x > 0
be such that |η¯kl| ≤ x for all k, l ≥ 1 and Condition (2.1) holds. Then the
inequality
|〈uˆj , uk〉| ≤ Cx
√
λjλk
|λj − λk|
holds for all k 6= j, with C = 6.
Proof. By Parseval’s identity and the definition of the coefficients η¯kl, we
have
〈uˆj , Euk〉 =
∑
l≥1
〈uˆj , ul〉〈ul, Euk〉
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= 〈uˆj , uj〉〈uj , Euk〉+
∑
l 6=j
〈uˆj , ul〉〈ul, Euk〉
= 〈uˆj , uj〉
√
λkλj η¯kj +
∑
l 6=j
〈uˆj , ul〉
√
λkλlη¯kl
for all k 6= j and thus√
λk〈uˆj , uk〉 =
√
λk
λˆj − λk
〈uˆj , Euk〉
=
λk
λˆj − λk
(
η¯kj
√
λj〈uˆj , uj〉+
∑
l 6=j
η¯kl
√
λl〈uˆj , ul〉
)
(4.2)
(note that by Lemma 3, we have λˆj 6= λk). Setting
αl =
√
λl|〈uˆj , ul〉| ∀l 6= j,
we get from (4.2), the triangular inequality, Lemma 3, and the boundedness
assumption on the η¯kl that
αk ≤ λk|λˆj − λk|
(|η¯kj |√λj +∑
l 6=j
|η¯kl|αl
) ≤ 2x λk|λj − λk|
(√
λj +
∑
l 6=j
αl
)
(4.3)
for all k 6= j. Summing over k 6= j and using (2.1), we get the contraction
inequality
3
∑
k 6=j
αk ≤ 2
√
λj + 2
∑
l 6=j
αl, (4.4)
and thus ∑
k 6=j
αk ≤ 2
√
λj.
Plugging this into (4.3) we have proven the inequality
αk ≤ 6x
λk
√
λj
|λj − λk| (4.5)
for all k 6= j. Dividing through by √λk, the claim follows.
Proposition 10. Let j ≥ 1. Suppose that λj is a simple eigenvalue. Let
x > 0 be such that |η¯kl| ≤ x for all k, l ≥ 1 and Condition (2.1) holds. Then
the inequality
‖uˆj − uj‖2 ≤ Cx
√√√√∑
k 6=j
λjλk
(λj − λk)2 ≤ Cxrj(Σ).
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holds for all k 6= j. Here, the sign of uj is chosen such that 〈uˆj , uj〉 > 0.
Proof. By Parseval’s identity, we have
‖uˆj − uj‖22 =
∑
k≥1
〈uˆj − uj , uk〉2 =
∑
k 6=j
〈uˆj , uk〉2 + (1− 〈uˆj , uj〉)2. (4.6)
On the other hand, we have ‖uˆj −uj‖22 = 2(1−〈uˆj , uj〉). Since 〈uˆj , uj〉 > 0,
we get ‖uˆj−uj‖22 ≤ 2 and thus (1−〈uˆj , uj〉)2 = ‖uˆj−uj‖42/4 ≤ ‖uˆj−uj‖22/2.
Inserting this into (4.6) and using Lemma 4, we get
‖uˆj − uj‖22 ≤ 2
∑
k 6=j
〈uˆj , uk〉2 ≤ Cx2
∑
k 6=j
λjλk
(λj − λk)2 ,
which gives the first inequality. The second inequality follows from Condi-
tion (2.1).
4.3 Proof of Theorems 1 and 2
Apart from the improved constant in condition (2.1), Theorem 1 can also be
deduced from Theorem 3. For the sake of completeness, we give the direct
proof.
Proof of Theorem 1. We have
λˆj − λj − λj η¯jj = 〈uˆj , Σˆuˆj〉 − λj〈uˆj , uˆj〉 − 〈uj , Euj〉
= 〈uˆj , Euˆj〉 − 〈uj , Euj〉+ 〈uˆj , (Σ − λjI)uˆj〉
and thus
|λˆj − λj − λj η¯jj| ≤ |〈uˆj , Euˆj〉 − 〈uj, Euj〉|+ |〈uˆj , (Σ− λjI)uˆj〉|. (4.7)
We begin with the second term on the right-hand side of (4.7). By Parseval’s
identity, we have
〈uˆj , (E − λjI)uˆj〉 =
∑
k 6=j
〈uˆj , uk〉〈(Σ − λjI)uˆj , uk〉 =
∑
k 6=j
(λk − λj)〈uˆj , uk〉2.
From this, the triangle inequality, Lemma 4, we conclude that
|〈uˆj , (E − λjI)uˆj〉| ≤
∑
k 6=j
|λj − λk|〈uˆj , uk〉2
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≤ Cx2
∑
k 6=j
λjλk
|λj − λk| ≤ Cx
2λjrj(Σ).
Similarly, the first term can be written as
〈uˆj , Euˆj〉 − 〈uj , Euj〉 =
∑
k,l≥1
〈uˆj, uk〉〈uˆj , ul〉〈uk, Eul〉 − 〈uj , Euj〉
=
∑
k,l 6=j
〈uˆj , uk〉〈uˆj , ul〉〈uk, Eul〉
+ 2
∑
k 6=j
〈uˆj , uk〉〈uˆj , uj〉〈uk, Euj〉
+ (〈uˆj , uj〉2 − 1)〈uj , Euj〉.
From this and the triangle inequality, we obtain
|〈uˆj , Euˆj〉 − 〈uj , Euj〉| ≤
∑
k,l 6=j
|
√
λk〈uˆj , uk〉
√
λl〈uˆj , ul〉η¯kl|
+ 2
∑
k 6=j
|
√
λk〈uˆj , uk〉
√
λj〈uˆj , uj〉η¯kj|
+ λj η¯jj
∑
k 6=j
〈uˆj , uk〉2.
Using Lemma 4, the boundedness assumption on the η¯kl, and Condition
(2.1), we conclude that
|〈uˆj , Euˆj〉 − 〈uj , Euj〉|
≤ Cx3λj
∑
k,l 6=j
λk
|λj − λk|
λl
|λj − λl| +Cx
2λj
∑
k 6=j
λk
|λj − λk| +Cx
3λj
∑
k 6=j
λjλk
(λj − λk)2
≤ Cx3λjr2j(Σ) + Cx2λjrj(Σ) + Cx3λjr2j(Σ)
≤ Cx2λjrj(Σ).
This completes the proof.
Proof of Theorem 2. For each k 6= j, we have
〈uˆj , uk〉 = 〈uj , Euk〉
λj − λk +
〈uˆj − uj, Euk〉
λj − λk +
λj − λˆj
λj − λk 〈uˆj , uk〉,
as can be seen from inserting the equality (λˆj − λk)〈uˆj , uk〉 = 〈uˆj , Euk〉.
Thus
uˆj − uj −
∑
k 6=j
〈uj , Euk〉
λj − λk uk
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=
∑
k 6=j
〈uˆj , uk〉uk + (〈uˆj , uj〉 − 1)uj −
∑
k 6=j
〈uj , Euk〉
λj − λk uk
=
∑
k 6=j
〈uˆj − uj , Euk〉
λj − λk uk +
∑
k 6=j
λj − λˆj
λj − λk 〈uˆj , uk〉uk + (〈uˆj , uj〉 − 1)uj .
From this, the triangular inequality, and Parseval’s identity, we get∥∥∥∥uˆj − uj −∑
k 6=j
〈uj , Euk〉
λj − λk uk
∥∥∥∥
2
≤
√√√√∑
k 6=j
〈uˆj − uj , Euk〉2
(λj − λk)2 +
√√√√∑
k 6=j
(λj − λˆj)2
(λj − λk)2 〈uˆj , uk〉
2 + 1− 〈uˆj , uj〉.
By Proposition 10, and Condition (2.1), the third term is bounded as follows:
1− 〈uˆj , uj〉 = ‖uˆj − uj‖22/2 ≤ Cx2
∑
k 6=j
λjλk
(λj − λk)2
≤ Cx2rj(Σ)
√√√√∑
k 6=j
λjλk
(λj − λk)2 .
By Lemma 3 and Lemma 4, the second term is bounded as follows:√√√√∑
k 6=j
(λˆj − λj)2
(λj − λk)2 〈uˆj, uk〉
2 ≤ Cx2
√√√√∑
k 6=j
λ2j
(λj − λk)2
λjλk
(λj − λk)2
≤ Cx2rj(Σ)
√√√√∑
k 6=j
λjλk
(λj − λk)2 .
It remains to bound the first term. By Parseval’s identity, we have
〈uˆj − uj, Euk〉 =
∑
l≥1
〈uˆj − uj , ul〉〈ul, Euk〉
=
√
λjλk〈uˆj − uj , uj〉η¯jk +
∑
l 6=j
√
λkλl〈uˆj, ul〉η¯kl
Applying the triangular inequality, Proposition 10, Lemma 4, and Condition
(2.1), we get
|〈uˆj − uj , Euk〉| ≤ x
√
λjλk‖uˆj − uj‖2/2 + Cx2
√
λjλk
∑
l 6=j
λl
|λj − λl|
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≤ Cx3√λjλkr2j (Σ) + x2√λjλkrj(Σ)
≤ Cx2√λjλkrj(Σ)
for all k 6= j. Thus√√√√∑
k 6=j
〈uˆj − uj , Euk〉2
(λj − λk)2 ≤ Cx
2rj(Σ)
√√√√∑
k 6=j
λjλk
(λj − λk)2 .
This completes the proof of (2.3). The second inequality in (2.4) is a con-
sequence of (2.3), the inequality |‖u‖22 −‖v‖22| ≤ ‖u− v‖22 + 2‖u‖2‖v‖2, and
the inequality
∥∥∥∥∑
k 6=j
√
λjλk
λj − λk η¯jkuk
∥∥∥∥
2
=
√√√√∑
k 6=j
λjλk
(λj − λk)2 η¯
2
jk ≤ x
√√√√∑
k 6=j
λjλk
(λj − λk)2 ,
which follows from inserting |η¯jk| ≤ x for all k 6= j.
4.4 Proof of Proposition 1
Proof of (2.5). By the min-max characterisation of eigenvalues (see e.g. [46,
Chapter 28]), we have λˆj −λj ≤ λ1(B)− λ1(A) with A =
∑
k≥j λk(uk ⊗uk)
and B =
∑
k≥j
∑
l≥j〈uk, Σˆul〉(uk ⊗ ul). We now apply the following lemma
proved in [56].
Lemma 5. Let A and B be self-adjoint, positive compact operators on H
and z > λ1(A). Then:
λ1(B) ≤ z ⇐⇒ λ1((z −A)−1/2(B −A)(z −A)−1/2) ≤ 1.
Lemma 5 yields the implication λ1(C) ≤ 1⇒ λˆj − λj ≤ y with
C =
∑
k≥j
∑
l≥j
√
λk
λj + y − λk
√
λl
λj + y − λl η¯kl(uk ⊗ ul).
Using the assumption, we have
λ1(C) ≤ ‖C‖2 =
(∑
k≥j
∑
l≥j
λk
λj + y − λk
λl
λj + y − λl η¯
2
kl
)1/2
≤ 1
and the claim follows.
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Proof of (2.6). By the max-min characterisation of eigenvalues (see [46]),
we have λˆj − λj ≥ λj(B) − λj(A) with A =
∑
k≤j λk(uk ⊗ uk) and B =∑
k≤j
∑
l≤j〈uk, Σˆul〉(uk ⊗ ul). We now apply the following lemma proved
in [56].
Lemma 6. Let A and B be self-adjoint, positive operators on span(uk : k ≤
j) with smallest eigenvalues λj(A) and λj(B), respectively. For z < λj(A)
we have:
λj(B) ≥ z ⇐⇒ λ1
(
(A− z)−1/2(A−B)(A− z)−1/2) ≤ 1
Lemma 6 yields the implication λ1(C) ≤ 1⇒ λˆj − λj ≥ −y with
C = −
∑
k≤j
∑
l≤j
√
λk
λk + y − λj
√
λl
λl + y − λj η¯kluk ⊗ ul.
Similarly as above, using the assumption, we have λ1(C) ≤ ‖C‖2 ≤ 1 and
the claim follows.
4.5 Separation of eigenvalues in the case of multiplicities
Lemma 7. Let r ≥ 1. Let r0 ≥ 1 be such that µr0 ≤ µr/2. Let x > 0 be
such that (2.8) holds. Moreover, suppose that Condition (2.9) holds. Then
we have
|λˆj − µr| ≤ 6xmrµr/2 ∀j ∈ Ir.
In particular, we have the following separation of eigenvalues
|λˆj − µr| ≤ |µr − µs|/2 ∀j ∈ Ir,∀s 6= r.
Proof. First, note that the second claim follows from the first one by insert-
ing Condition (2.9). For the first claim, it suffices to show that the assump-
tions in (2.5) and (2.6) in Proposition 1 are satisfied with y = 6xmrµr/2.
We only verify the assumption in (2.5), (2.6) follows from the same line of
arguments. First, from (2.9) and y = 6xmrµr/2, we get
2x
∑
s≥r
msµs
µr + y − µs ≤ 2/3 + 2x
∑
s≥r
msµs
µr − µs ≤ 1.
Thus the assumption in (2.5) follows if we can show that
∑
k≥j
∑
l≥j
λk
λj + y − λk
λl
λj + y − λl η¯
2
kl ≤ 4x2
(∑
s≥r
msµs
µr + y − µs
)2
(4.8)
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for all j ∈ Ir. First, note that∑
k≥j
∑
l≥j
λk
λj + y − λk
λl
λj + y − λl η¯
2
kl ≤
∑
s≥r
∑
t≥r
‖PsEPt‖22
(µr + y − µs)(µr + y − µt)
and the right hand side is equal to∑
r≤s<r0
∑
r≤t<r0
‖PsEPt‖22
(µr + y − µs)(µr + y − µt)
+
∑
r≤s<r0
∑
t≥r0
2‖PsEPt‖22
(µr + y − µs)(µr + y − µt)
+
∑
s≥r0
∑
t≥r0
‖PsEPt‖22
(µr + y − µs)(µr + y − µt) . (4.9)
By the property of r0, we have for all s ≥ r0
1
µr + y − µs ≤
1
µr + y − µr0
≤ 2
µr + y
≤ 2
µr + y − µs . (4.10)
Using the second inequality in (4.10), we can bound (4.9) by∑
r≤s<r0
∑
r≤t<r0
‖PsEPt‖22
(µr + y − µs)(µr + y − µt)
+
∑
r≤s<r0
4‖PsEP≥r0‖22
(µr + y − µs)(µr + y) +
4‖P≥r0EP≥r0‖22
(µr + y)(µr + y)
.
Inserting (2.8), this is bounded by
x2
∑
r≤s<r0
∑
r≤t<r0
msµs
µr + y − µs
mtµt
µr + y − µt
+ 8x2
∑
r≤s<r0
msµs
µr + y − µs
tr≥r0(Σ)
µr + y
+ 4x2
tr≥r0(Σ)
µr + y
tr≥r0(Σ)
µr + y
which, by the last inequality in (4.10), is bounded by
4x2
∑
r≤s<r0
∑
r≤t<r0
msµs
µr + y − µs
mtµt
µr + y − µt
+8x2
∑
r≤s<r0
∑
t≥r0
msµs
µr + y − µs
mtµt
µr + y − µt
+4x2
∑
s≥r0
∑
t≥r0
msµs
µr + y − µs
mtµt
µr + y − µt = 4x
2
(∑
s≥r
msµs
µr + y − µs
)2
.
From these inequalities (4.8) follows.
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4.6 Contraction argument for spectral projectors
Lemma 8. Let r ≥ 1. Let r0 ≥ 1 be such that µr0 ≤ µr/2. Let x > 0 be
such that (2.8) holds. Moreover, suppose that Condition (2.9) holds. Then
we have
‖PˆrPs‖2 ≤ 2‖PˆrEPs‖2|µr − µs|
for all s < r0, s 6= r and
‖PˆrP≥r0‖2 ≤
2‖PˆrEP≥r0‖2
|µr − µr0 |
.
Proof. For all s 6= r, we have
4‖PˆrEPs‖22 =
∑
j∈Ir
∑
k∈Is
4(λˆj − µs)2〈uˆj , uk〉2
=
∑
j∈Ir
∑
k∈Is
4(λˆj − µr + µr − µs)2〈uˆj , uk〉2
≥
∑
j∈Ir
∑
k∈Is
(µr − µs)2〈uˆj , uk〉2 = (µr − µs)2‖PˆrPs‖22, (4.11)
where we used the second part of Lemma 7 in the inequality. Taking square
roots on both sides gives the first claim. Summing the above inequality over
s ≥ r0, we get
‖PˆrP≥r0‖22 =
∑
s≥r0
‖PˆrPs‖22 ≤
∑
s≥r0
4‖PˆrEPs‖22
(µr − µs)2
≤
∑
s≥r0
4‖PˆrEPs‖22
(µr − µr0)2
=
4‖PˆrEP≥r0‖22
(µr − µr0)2
,
which gives the second claim.
Our next result is the contraction property for spectral projectors.
Lemma 9. Let r ≥ 1. Let r0 ≥ 1 be such that µr0 ≤ µr/2. Let x > 0 be
such that (2.8) holds. Moreover, suppose that Condition (2.9) holds. Then
we have
‖PˆrPs‖2 ≤ Cx
√
mrµrmsµs
|µr − µs|
for all s < r0, s 6= r and
‖PˆrP≥r0‖2 ≤ Cx
√
mrµr tr≥r0(Σ)
|µr − µr0 |
≤ Cx
√∑
s≥r0
mrµrmsµs
(µr − µs)2 .
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Proof. By the identity I =
∑
t≥1 Pt, the triangular inequality, and the fact
that the Hilbert-Schmidt norm is sub-multiplicative, we have
‖PˆrEPs‖2 ≤
∑
t<r0
‖PˆrPtEPs‖2 + ‖PˆrP≥r0EPs‖2
≤ ‖PrEPs‖2 +
∑
t<r0:
t6=r
‖PˆrPt‖2‖PtEPs‖2 + ‖PˆrP≥r0‖2‖P≥r0EPs‖2
for all s < r0, s 6= r. From (2.8), we get
‖PˆrEPs‖2
≤ x√mrµrmsµs +
∑
t<r0:
t6=r
x
√
mtµtmsµs‖PˆrPt‖2 + x
√
tr≥r0(Σ)msµs‖PˆrP≥r0‖2
for all s < r0, s 6= r. Similarly, we have
‖PˆrEP≥r0‖2
≤ x
√
mrµr tr≥r0(Σ) +
∑
t<r0:
t6=r
x
√
mtµt tr≥r0(Σ)‖PˆrPt‖2 + x tr≥r0(Σ)‖PˆrP≥r0‖2.
Inserting Lemma 8, we get
‖PˆrPs‖2
≤ 2x
√
msµs
|µr − µs|
(√
mrµr +
∑
t<r0:
t6=r
√
mtµt‖PˆrPt‖2 +
√
tr≥r0(Σ)‖PˆrP≥r0‖2
)
for all s < r0, s 6= r and
‖PˆrP≥r0‖2
≤ 2x
√
tr≥r0(Σ)
|µr − µr0 |
(√
mrµr +
∑
t<r0:
t6=r
√
mtµt‖PˆrPt‖2 +
√
tr≥r0(Σ)‖PˆrP≥r0‖2
)
.
Setting
αt =
√
mtµt‖PˆrPt‖2 ∀t < r0, t 6= r, αr0 =
√
tr≥r0(Σ)‖PˆrP≥r0‖2,
these inequalities can be written as
αs ≤ 2x msµs|µr − µs| (
√
mrµr +
∑
t≤r0:
t6=r
αt) (4.12)
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for all s < r0, s 6= r and
αr0 ≤ 2x
tr≥r0(Σ)
|µr − µr0 |
(
√
mrµr +
∑
t≤r0:
t6=r
αt). (4.13)
By the properties of r0, we have for all s ≥ r0
1
µr − µs ≤
1
µr − µr0
≤ 2
µr
≤ 2
µr − µs . (4.14)
In particular, combining (4.14) with (2.9), we have
2x
∑
s<r0:
s 6=r
msµs
|µr − µs| + 2x
tr≥r0(Σ)
|µr − µr0 |
≤ 4x
∑
s 6=r
msµs
|µr − µs| ≤ 2/3.
Summing the inequalities in (4.12) and (4.13), again arrive at the contraction
inequality
3
∑
s≤r0:
s 6=r
αs ≤ 2√mrµr + 2
∑
t≤r0:
t6=r
αt, (4.15)
and thus ∑
s≤r0:
s 6=r
αs ≤ 2√mrµr. (4.16)
Plugging (4.16) into (4.12), we conclude that
√
msµs‖PˆrPs‖2 ≤ 6x
msµs
√
mrµr
|µr − µs|
for all s < r0, s 6= r, which gives the first claim. Similarly, plugging (4.16)
into (4.13), we get√
tr≥r0(Σ)‖PˆrP≥r0‖2 ≤ 6x
tr≥r0(Σ)
√
mrµr
|µr − µr0 |
which gives the first inequality of the second claim. The second inequality
follows from invoking (4.14). This completes the proof.
Proposition 11. Let r ≥ 1 and r0 ≥ 1 be such that µr0 ≤ µr/2. Let
x > 0 be such that (2.8) holds. Moreover, suppose that Condition (2.9)
holds. Then we have
‖Pˆr − Pr‖2 ≤ Cx
√∑
s 6=r
mrµrmsµs
(µr − µs)2 ≤ Cxrr(Σ).
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Proof. Using that orthogonal projectors are idempotent and self-adjoint, we
have
‖Pˆr − Pr‖22 = 2〈Pˆr, I − Pr〉 =
∑
s<r0:
s 6=r
2〈Pˆr, Ps〉+ 2〈Pˆr , P≥r0〉
=
∑
s<r0:
s 6=r
2‖PˆrPs‖22 + 2‖PˆrP≥r0‖22.
Inserting Lemma 9 gives the first inequality. The second inequality follows
from ∑
s 6=r
mrµrmsµs
(µr − µs)2 ≤ rr(Σ)
∑
s 6=r
msµs
|µr − µs| ≤ r
2
r(Σ),
where we applied Condition (2.9) twice.
4.7 Proof of Theorems 3 and 4
Proof of Theorem 3. By the Hoffman-Wielandt inequality with the 1-norm,
we have
mr∑
k=1
|λk(Pˆr(Σˆ − µrI)Pˆr)− λk(PrEPr)| ≤ ‖Pˆr(Σˆ− µrI)Pˆr − PrEPr‖1.
Indeed, we can apply the infinite-dimensional version, see e.g. [48, Theorem
5.1], or the finite-dimensional version in [58, Equation (1.64)] or [9], since
both Pr and Pˆr have an mr-dimensional range. Thus it suffices to show that
‖Pˆr(Σˆ− µrI)Pˆr − PrEPr‖1 ≤ Cx2mrµrrr(Σ).
We decompose
Pˆr(Σˆ− µrI)Pˆr − PrEPr
= (PˆrEPˆr − PrEPr) + Pˆr(Σ − λrI)Pˆr. (4.17)
Thus it suffices to show that the trace norm of the right-hand side is bounded
by Cx2mrµrrr(Σ). Using the triangle inequality and (4.14), the trace norm
of the last term on the right-hand side of (4.17) can be bounded as follows:
‖Pˆr(Σ − λrI)Pˆr‖1 ≤
∑
s≥1
‖PˆrPs(Σ− µrI)Pˆr‖1
=
∑
s 6=r
‖(µs − µr)PˆrPsPˆr‖1
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=
∑
s 6=r
|µr − µs|‖PˆrPs‖22
≤
∑
s<r0:
s 6=r
|µr − µs|‖PˆrPs‖22 + 2|µr − µr0 |‖PˆrP≥r0‖22.
Using Lemma 9 and (4.14), we conclude that
‖Pˆr(Σ − λrI)Pˆr‖1 ≤ Cx2
( ∑
s<r0:
s 6=r
mrµrmsµs
|µr − µs| +
tr≥r0(Σ)
µr − µr0
)
≤ Cx2
∑
s 6=r
mrµrmsµs
|µr − µs| ≤ Cx
2mrµrrr(Σ).
Similarly, the trace norm of the first term on the right-hand side of (4.17)
can be bounded as follows:
‖PˆrEPˆr − PrEPr‖1 ≤ ‖Pˆr
∑
s 6=r
PsE
∑
t6=r
PtPˆr‖1 + 2‖Pˆr
∑
s 6=r
PsEPrPˆr‖1
+ ‖PˆrPrEPrPˆr − PrEPr‖1. (4.18)
We start with the second term on the right-hand side of (4.18). From the
triangular inequality and the fact that the Hilbert-Schmidt norm is sub-
multiplicative, we have
‖Pˆr
∑
s 6=r
PsEPrPˆr‖1
≤
∑
s<r0:
s 6=r
‖PˆrPsEPrPˆr‖1 + ‖PˆrP≥r0EPrPˆr‖1
≤
∑
s<r0:
s 6=r
‖PˆrPs‖2‖PsEPr‖2 + ‖PˆrP≥r0‖2‖P≥r0EPr‖2.
Applying Lemma 9, (2.8), and (4.14), we get
‖Pˆr
∑
s 6=r
PsEPrPˆr‖1 ≤ Cx2
( ∑
s<r0:
s 6=r
mrµrmsµs
|µr − µs| +
mrµr tr≥r0(C)
µr − µr0
)
≤ Cx2
∑
s 6=r
mrµrmsµs
|µr − µs| ≤ Cx
2mrµrrr(Σ).
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Similarly, the first term on the right-hand side of (4.18) can be bounded as
follows:
‖Pˆr
∑
s 6=r
PsE
∑
t6=r
PtPˆr‖1 ≤
∑
s<r0:
s 6=r
∑
t<r0:
t6=r
‖PˆrPsEPtPˆr‖1
+ 2
∑
s<r0:
s 6=r
‖PˆrPsEP≥r0 Pˆr‖1 + ‖PˆrP≥r0EP≥r0Pˆr‖1
≤
∑
s<r0:
s 6=r
∑
t<r0:
t6=r
‖PˆrPs‖2‖PsEPt‖2‖PtPˆr‖2
+ 2
∑
s<r0:
s 6=r
‖PˆrPs‖2‖PsEP≥r0‖2‖P≥r0Pˆr‖2
+ ‖PˆrP≥r0‖2‖P≥r0EP≥r0‖2‖P≥r0Pˆr‖2.
Applying Lemma 9, (2.8), (4.14), and Condition (2.9), we conclude that
‖Pˆr
∑
s 6=r
PsE
∑
t6=r
PtPˆr‖1 ≤ Cx3mrµr
( ∑
s<r0:
s 6=r
msµs
|µr − µs| +
tr≥r0(Σ)
µr − µr0
)2
≤ Cx3mrµrr2r(Σ) ≤ Cx2mrµrrr(Σ).
Finally, using Proposition 11 and (2.8), the last term on the right-hand side
of (4.18) can be bounded as follows:
‖PˆrPrEPrPˆr − PrEPr‖1
= ‖(Pˆr − Pr)PrEPrPˆr + PrEPr(Pˆr − Pr)‖1
≤ 2‖Pˆr − Pr‖2‖PrEPr‖2 ≤ Cx2mrµrrr(Σ).
Hence, all summands on the right-hand side of (4.18) are bounded by
Cx2rr(Σ)mrµr, and the claim follows.
Proof of Theorem 4. We begin with the proof of (2.11). Expanding the
right-hand side of the identity Pr(Pˆr−Pr)Pr = (Pr−I+I)(Pˆr−Pr)(Pr−I+I),
we get
Pˆr−Pr = Pˆr(I−Pr)+(I−Pr)Pˆr+Pr(Pˆr−Pr)Pr−(I−Pr)Pˆr(I−Pr). (4.19)
Using that Rr(Σ− µrI) = (Σ − µrI)Rr = I − Pr, we have
Pˆr(I − Pr)
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= Pˆr(Σˆ− µrI +Σ− Σˆ)Rr
= Pˆr(Σˆ− µrI)Rr − PrERr − (Pˆr − Pr)ERr (4.20)
and
(I − Pr)Pˆr
= Rr(Σˆ− µrI +Σ− Σˆ)Pˆr
= Rr(Σˆ− µrI)Pˆr −RrEPr −RrE(Pˆr − Pr). (4.21)
Hence, inserting (4.20) and (4.21) into (4.19) and using the triangle inequal-
ity, we get
‖Pˆr − Pr +RrEPr + PrERr‖2
≤ 2‖Pˆr(Σˆ− µrI)Rr‖2 + 2‖(Pˆr − Pr)ERr‖2
+ ‖Pr(Pˆr − Pr)Pr‖2 + ‖(I − Pr)Pˆr(I − Pr)‖2. (4.22)
We now bound successively the four terms on the right-hand side of (4.22).
First, by Lemma 7, we have
‖Pˆr(Σˆ− µrI)Rr‖2 =
√∑
j∈Ir
(λˆj − µr)2‖(uˆj ⊗ uˆj)Rr‖22
≤ Cxmrµr
√∑
j∈Ir
‖(uˆj ⊗ uˆj)Rr‖22 = Cxmrµr‖PˆrRr‖2.
Combined with
‖PˆrRr‖2 =
√√√√∑
s 6=r
‖PˆrPs‖22
(µr − µs)2
≤
√√√√√∑
s<r0:
s 6=r
‖PˆrPs‖22
(µr − µs)2 +
‖PˆrP≥r0‖22
(µr − µr0)2
≤ Cx
√√√√√∑
s<r0:
s 6=r
mrµrmsµs
(µr − µs)4 +
mrµr tr≥r0(Σ)
(µr − µr0)4
≤ Cx
√∑
s 6=r
mrµrmsµs
(µr − µs)4
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(which follows from Lemma 9 and (4.14)), we get
‖Pˆr(Σˆ− µrI)PˆrRr‖2 ≤ Cx2
√√√√∑
s 6=r
m2rµ
2
r
(µr − µs)2
mrµrmsµs
(µr − µs)2
≤ Cx2rr(Σ)
√∑
s 6=r
mrµrmsµs
(µr − µs)2 .
For the second term on the right-hand side of (4.22), note that
‖(Pˆr − Pr)ERr‖2 =
√√√√∑
s 6=r
‖Pˆr − Pr)EPs‖22
(µr − µs)2
≤
√√√√√∑
s<r0:
s 6=r
‖Pˆr − Pr)EPs‖22
(µr − µs)2 +
‖Pˆr − Pr)EP≥r0‖22
(µr − µr0)2
.
By the identity I =
∑
t≥1 Pt, the triangular inequality, and the fact that the
Hilbert-Schmidt norm is sub-multiplicative, we have
‖(Pˆr − Pr)EPs‖2
|µr − µs|
≤
∑
t<r0
‖(Pˆr − Pr)PtEPs‖2
|µr − µs| +
‖(Pˆr − Pr)P≥r0EPs‖2
|µr − µs|
≤ ‖Pˆr − Pr‖2‖PrEPs‖2|µr − µs| +
∑
t<r0:t6=r
‖PˆrPt‖‖PtEPs‖2
|µr − µs| +
‖PˆrP≥r0‖‖P≥r0EPs‖2
|µr − µs|
and similarly
‖(Pˆr − Pr)EP≥r0‖2
|µr − µr0 |
≤ ‖Pˆr − Pr‖2‖PrEP≥r0‖2|µr − µr0 |
+
∑
t<r0:t6=r
‖PˆrPt‖‖PtEP≥r0‖2
|µr − µr0 |
+
‖PˆrP≥r0‖‖P≥r0EP≥r0‖2
|µr − µr0 |
.
Hence, by Proposition 11, Lemma 9, and (2.8), we get
‖(Pˆr − Pr)EPs‖2
|µr − µs|
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≤ Cx2rr(Σ)
√
mrµrmsµs
|µr − µs| +Cx
2
∑
t<r0:t6=r
√
mrµrmtµt
|µr − µt|
√
mtµtmsµs
|µr − µs|
+ Cx2
√
mrµr tr≥r0(Σ)
|µr − µr0 |
√
tr≥r0(Σ)msµs
|µr − µs|
≤ Cx2
√
mrµrmsµs
|µr − µs|
(
rr(Σ) +
∑
t<r0:
t6=r
mtµt
|µr − µt| +
tr≥r0(Σ)
|µr − µr0 |
)
≤ Cx2rr(Σ)
√
mrµrmsµs
|µr − µs|
and similarly
‖(Pˆr − Pr)EP≥r0‖2
|µr − µr0 |
≤ Cx2rr(Σ)
√
mrµr tr≥r0(Σ)
|µr − µr0 |
≤ Cx2rr(Σ)
√∑
s≥r0
mrµrmsµs
(µr − µs)2 .
Thus
‖(Pˆr − Pr)ERr‖2 ≤ Cx2rr(Σ)
√∑
s 6=r
mrµrmsµs
(µr − µs)2 .
Next, the third term on the right-hand side of (4.22) is bounded as follows
‖Pr(Pˆr − Pr)Pr‖2 ≤ ‖Pr(Pˆr − Pr)Pr‖1 = tr(Pr − PrPˆrPr) = ‖Pˆr − Pr‖22/2,
where we used the fact that Pr − PrPˆrPr is self-adjoint and positive. Thus,
by Proposition 11 and (4.14),
‖Pr(Pˆr − Pr)Pr‖2 ≤ Cx2
∑
s 6=r
mrµrmsµs
(µr − µs)2 ≤ Cx
2rr(Σ)
√∑
s 6=r
mrµrmsµs
(µr − µs)2 .
Similarly we have
‖(I−Pr)Pˆr(I−Pr)‖2 = ‖(I−Pr)PˆrPˆr(I−Pr)‖2 ≤ ‖Pˆr(I−Pr)‖22 = ‖Pˆr−Pr‖22/2
and thus
‖(I − Pr)Pˆr(I − Pr)‖2 ≤ Cx2rr(Σ)
√∑
s 6=r
mrµrmsµs
(µr − µs)2 .
This completes the proof of (2.11).
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It remains to prove (2.12). From 2‖RrEPr‖22 = ‖ − RrEPr − PrERr‖22
and the inequality |‖S‖22 − ‖T‖22| ≤ ‖S − T‖22 + 2‖T‖2‖S − T‖2, we get
|‖Pˆr − Pr‖22 − 2‖RrEPr‖22| = |‖Pr − Pr‖22 − ‖ − PrERr −RrEPr‖22|
≤ ‖Pˆr − Pr + PrERr +RrEPr‖22
+ 4‖Pˆr − Pr + PrERr +RrEPr‖2‖RrEPr‖2.
Inserting (2.11) and the bound
‖RrEPr‖2 =
√√√√∑
s 6=r
‖PsEPr‖22
(µr − µs)2
≤
√√√√√∑
s<r0:
s 6=r
‖PsEPr‖22
(µr − µs)2 +
‖P≥r0EPr‖22
(µr − µr0)2
≤ Cx
√√√√√∑
s<r0:
s 6=r
mrµrmsµs
(µr − µs)2 +
mrµr tr≥r0(Σ)
(µr − µr0)2
≤ Cx
√∑
s 6=r
mrµrmsµs
(µr − µs)2
(which follows from (2.8) and (4.14)), the claim follows.
Acknowledgement
The research of Martin Wahl has been partially funded by Deutsche For-
schungsgemeinschaft (DFG) through grant CRC 1294 ”Data Assimilation”,
Project (A4) ”Nonlinear statistical inverse problems with random observa-
tions”.
References
[1] R. Adamczak. A note on the hanson-wright inequality for random vectors with
dependencies. Electron. Commun. Probab., 20:13 pp., 2015.
[2] T.G. Andersen, R.A. Davis, J.P. Kreiß, and T. Mikosch. Handbook of Financial
Time Series. Springer Publishing Company, Incorporated, 2016.
[3] G.W. Anderson, A. Guionnet, and O. Zeitouni. An Introduction to Random
Matrices. Cambridge Studies in Advanced Mathematics. Cambridge University
Press, 2009.
51
[4] T. W. Anderson. An introduction to multivariate statistical analysis. John
Wiley & Sons, Inc., New York, second edition, 1984.
[5] M. A. Arcones. Limit theorems for nonlinear functionals of a stationary Gaus-
sian sequence of vectors. Ann. Probab., 22(4):2242–2274, 1994.
[6] F. Avram andM. S. Taqqu. Noncentral limit theorems and Appell polynomials.
Ann. Probab., 15(2):767–775, 1987.
[7] J. Baik, G. Ben Arous, and S. Pe´che´. Phase transition of the largest eigenvalue
for nonnull complex sample covariance matrices. Ann. Probab., 33(5):1643–
1697, 2005.
[8] A.S. Bandeira and R. van Handel. Sharp nonasymptotic bounds on the norm
of random matrices with independent entries. Ann. Probab., 44(4):2479–2506,
07 2016.
[9] R. Bathia. Perturbation bounds for matrix eigenvalues. Society for Indus-
trial and Applied Mathematics (SIAM), Philadelphia, PA, reprint of the 1987
original edition, 2007.
[10] H. Baumga¨rtel. Analytic perturbation theory for matrices and operators, vol-
ume 15 of Operator Theory: Advances and Applications. Birkha¨user Verlag,
Basel, 1985.
[11] F. Benaych-Georges and R.R. Nadakuditi. The eigenvalues and eigenvec-
tors of finite, low rank perturbations of large random matrices. Adv. Math.,
227(1):494–521, 2011.
[12] R. Bhatia. Matrix analysis. Springer-Verlag, New York, 1997.
[13] G. Blanchard, O. Bousquet, and L. Zwald. Statistical properties of kernel
principal component analysis. Machine Learning, 66(2-3):259–294, 2007.
[14] T. Cai, Z. Ma, and Y. Wu. Optimal estimation and rank detection for sparse
spiked covariance matrices. Probability Theory and Related Fields, 161(3):781–
815, Apr 2015.
[15] T.T. Cai and M. Yuan. Minimax and adaptive prediction for functional linear
regression. J. Amer. Statist. Assoc., 107(499):1201–1216, 2012.
[16] H. Cardot, C. Crambes, A. Kneip, and P. Sarda. Smoothing splines estimators
in functional linear regression with errors-in-variables. Comput. Statist. Data
Anal., 51(10):4832–4848, 2007.
[17] H. Cardot, A. Mas, and P. Sarda. CLT in functional linear regression models.
Probab. Theory Related Fields, 138(3-4):325–361, 2007.
[18] F. Chatelin. Spectral approximation of linear operators. Academic Press, New
York, 1983.
[19] P. Debashis. Asymptotics of sample eigenstructure for a large dimensional
spiked covariance model. Statist. Sinica, 17(4):1617–1642, 2007.
52
[20] J. Dedecker and C. Prieur. New dependence coefficients. Examples and appli-
cations to statistics. Probab. Theory Related Fields, 132(2):203–236, 2005.
[21] N. Dunford and J. T. Schwartz. Linear operators. Part I. Wiley Classics
Library. John Wiley & Sons, Inc., New York, 1988. General theory, With
the assistance of William G. Bade and Robert G. Bartle, Reprint of the 1958
original, A Wiley-Interscience Publication.
[22] E. Gobet, M. Hoffmann, and M. Reiß. Nonparametric estimation of scalar
diffusions based on low frequency data. Ann. Statist., 32(5):2223–2253, 10
2004.
[23] F. Go¨tze and A. Yu. Zaitsev. Rates of approximation in the multidimensional
invariance principle for sums of i.i.d. random vectors with finite moments.
Journal of Mathematical Sciences, 167(4):495–500, Jun 2010.
[24] C.W.J. Granger. Long memory relationships and the aggregation of dynamic
models. Journal of Econometrics, 14(2):227–238, October 1980.
[25] P. Hall and J.L. Horowitz. Methodology and convergence rates for functional
linear regression. The Annals of Statistics, 35(1):70–91, 02 2007.
[26] P. Hall and M. Hosseini-Nasab. Theory for high-order bounds in func-
tional principal components analysis. Math. Proc. Cambridge Philos. Soc.,
146(1):225–256, 2009.
[27] N. Hilgert, A. Mas, and N. Verzelen. Minimax adaptive tests for the functional
linear model. Ann. Statist., 41(2):838–869, 04 2013.
[28] N. Hilgert, A. Mas, and N. Verzelen. Minimax adaptive tests for the functional
linear model. Ann. Statist., 41(2):838–869, 2013.
[29] S. Ho¨rmann and P. Kokoszka. Weakly dependent functional data. Ann.
Statist., 38(3):1845–1884, 2010.
[30] Roger A. Horn and Charles R. Johnson.Matrix analysis. Cambridge University
Press, Cambridge, second edition, 2013.
[31] I. A. Ibragimov. On the accuracy of approximation by the normal distribu-
tion of distribution functions of sums of independent random variables. Teor.
Verojatnost. i Primenen, 11:632–655, 1966.
[32] I. C. F. Ipsen. Relative perturbation results for matrix eigenvalues and singular
values. Acta numerica, 7:151–201, 1998.
[33] I. C. F. Ipsen. An overview of relative sin θ theorems for invariant subspaces
of complex matrices. J. Comput. Appl. Math., 123:131–153, 2000.
[34] M. Jirak. Berry-Esseen theorems under weak dependence. Ann. Probab.,
44(3):2024–2063, 2016.
[35] M. Jirak. Optimal eigen expansions and uniform bounds. Probab. Theory
Related Fields, 166:753–799, 2016.
53
[36] I. M. Johnstone. On the distribution of the largest principal component. Ann.
Statist., 29:295–327, 2000.
[37] I.T. Jolliffe. Principal component analysis. Springer Series in Statistics.
Springer-Verlag, New York, second edition, 2002.
[38] N. El Karoui. Tracy–widom limit for the largest eigenvalue of a large class of
complex sample covariance matrices. Ann. Probab., 35(2):663–714, 03 2007.
[39] N. El Karoui and A. d’Aspremont. Second order accurate distributed eigenvec-
tor computation for extremely large matrices. Electron. J. Stat., 4:1345–1385,
2010.
[40] T. Kato. Perturbation theory for linear operators. Springer-Verlag, Berlin,
reprint of the 1980 edition, 1995.
[41] V. Koltchinskii and E. Gine´. Random matrix approximation of spectra of
integral operators. Bernoulli, 6:113–167, 2000.
[42] V. Koltchinskii and K. Lounici. Asymptotics and concentration bounds for
bilinear forms of spectral projectors of sample covariance. Ann. Inst. Henri
Poincare´, 52:1976–2013, 2016.
[43] V. Koltchinskii and K. Lounici. Normal approximation and concentration of
spectral projectors of sample covariance. Ann. Statist, 45:121–157, 2017.
[44] R. Latala. Some estimates of norms of random matrices. Proceedings of the
American Mathematical Society, 133(5):1273–1282, 2005.
[45] R. Lata la, R. van Handel, and P. Youssef. The dimension-free structure of
nonhomogeneous random matrices. ArXiv e-prints, November 2017.
[46] P. D. Lax. Functional analysis. John Wiley and Sons, Inc. New York, 2002.
[47] W. Liu, H. Xiao, and W.B. Wu. Probability and moment inequalities under
dependence. Statist. Sinica, 23(3):1257–1272, 2013.
[48] A. S. Markus. Eigenvalues and singular values of the sum and product of linear
operators. Uspehi Mat. Nauk, 19:93–123, 1964.
[49] A. Mas and L. Menneteau. Perturbation approach applied to the asymptotic
study of random operators. In High dimensional probability, III, volume 55 of
Progr. Probab., pages 127–134. Birkha¨user, Basel, 2003.
[50] A. Mas and F. Ruymgaart. High-dimensional principal projections. Complex
Analysis and Operator Theory, pages 1–29, 2014.
[51] A. Meister. Asymptotic equivalence of functional linear regression and a white
noise inverse problem. Ann. Statist., 39(3):1471–1495, 2011.
[52] F. Merleve`de, M. Peligrad, and E. Rio. A Bernstein type inequality and moder-
ate deviations for weakly dependent sequences. Probab. Theory Related Fields,
151(3-4):435–474, 2011.
54
[53] S.V. Nagaev. Large deviations of sums of independent random variables. Ann.
Probab., 7(5):745–789, 10 1979.
[54] S. O’Rourke, V. Vu, and K. Wang. Random perturbation of low rank matrices:
Improving classical bounds. Linear Algebra and its Applications, 540:26 – 59,
2018.
[55] J.O. Ramsay and B.W. Silverman. Functional data analysis. Springer Series
in Statistics. Springer, New York, second edition, 2005.
[56] M. Reiß and M. Wahl. Non-asymptotic upper bounds for the reconstruction
error of PCA. Available at https://arxiv.org/abs/1609.03779, 2016.
[57] M. Talagrand. Upper and Lower Bounds for Stochastic Processes: Modern
Methods and Classical Problems. Ergebnisse der Mathematik und ihrer Gren-
zgebiete. 3. Folge / A Series of Modern Surveys in Mathematics. Springer
Berlin Heidelberg, 2016.
[58] T. Tao. Topics in random matrix theory. American Mathematical Society,
Providence, 2012.
[59] T. Tao and V. Vu. Random covariance matrices: universality of local statistics
of eigenvalues. Ann. Probab. 40, 40:1285–1315, 2012.
[60] N. N. Vakhania, V. I. Tarieladze, and S. A. Chobanyan. Probability distribu-
tions on Banach spaces. D. Reidel Publishing Co., Dordrecht, 1987.
[61] R. Vershynin. Introduction to the non-asymptotic analysis of random matrices.
In Compressed sensing, pages 210–268. Cambridge Univ. Press, Cambridge,
2012.
[62] Van Vu. Singular vectors under random perturbation. Random Structures &
Algorithms, 39(4):526–538, 2011.
[63] W. Wang and J. Fan. Asymptotics of empirical eigenstructure for high dimen-
sional spiked covariance. Ann. Statist., 45(3):1342–1374, 06 2017.
[64] F.T. Wright. A bound on tail probabilities for quadratic forms in independent
random variables whose distributions are not necessarily symmetric. Ann.
Probab., 1(6):1068–1070, 12 1973.
[65] W. B. Wu. Nonlinear system theory: another look at dependence. Proc. Natl.
Acad. Sci. USA, 102(40):14150–14154 (electronic), 2005.
55
