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Abstract
This thesis aims at characterizing quantum cascade systems both from a
thermodynamical and correlations point of view. The main goal is to find
characteristic properties of the heat flux for these quantum systems, and see
how correlations arise during their evolution.
A cascade system made of bosonic subsystems is considered. All the
subsystems are in interactions with a bosonic thermal environment, but no
direct interaction among subsystems is allowed. The state of the system is
supposed to be Gaussian, so that it is fully defined by its covariance matrix.
The evolution is described by a master equation, which is derived through a
collisional model.
Using the master equation it is possible to compute the evolution of the
covariance matrix and the heat flux of the system. Furthermore, the covari-
ance matrix elements determine how correlations arise and evolve. One can
then determine how heat is transmitted in this kind of system in various
configurations and under different assumptions. The same holds for correla-
tions.
i
ii
“In the fields of observation chance favors only the prepared mind.”
Louis Pasteur
“Das höchste Leben ist Mathematik.”
Novalis
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Chapter 1
Introduction
Interest in quantum cascaded systems first arose in the 80’, when new exotic
forms of light, like squeezed light, were discovered. This led to a strong de-
mand for a new quantum formalism able to describe the evolution of a total
system in which one subsystem is driven with the light from another quan-
tum subsystem (e.g. two atoms). Gardiner and Collet [26] and Charmichael
[14] first developed the so-called input-output formalism which allowed to de-
scribe the evolution of the system’s operator through Langevin’s equations,
and moreover led to a standard method to derive from these equations a mas-
ter equation for the density matrix. This formalism has been subsequently
developed for various case of interests [25, 27], up to become a well-based
theory presented in books [28].
In recent years the interest towards cascaded system has undergone a
revival due to important application in quantum information theory and
many-body physics. In general quantum cascaded systems are studied in
the wider context of quantum open systems: while in the past the noise
from an external environment was seen only as a detrimental feature causing
decoherence [66], nowadays it is considered as a tool to control system’s
evolution [48, 56] in order to obtain states of interest, like entangled states
[42, 55] or particular many-body states [53, 61].
In this thesis a quantum cascaded system composed of bosonic subsys-
tems will be studied, mainly focusing on his thermodynamics and on the
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correlations arising during the evolution.
Thermodynamics has been since its dawn in the 19th a quite difficult sub-
ject: it started as a purely phenomenological science, until the atomic theory
became popular. It was then that Boltzmann made a first attempt to derive
thermodynamics entirely from classical mechanics. Even if his theory clar-
ified some points of thermodynamics, nonetheless it was still unsatisfactory
from a foundational point of view, because it relied on unproven assumptions
like the ergodicity postulate or the a priori probabilities hypothesis. Many
other scientists tried to solve this problem, but none of them gave a fully
satisfactory answer.
With the emergence of quantum theory the old image of a gas as a set of
balls in a box started to seem just a sketch of reality, so that many efforts were
given to establish the theory of quantum thermodynamics [29]. On one side
it is necessary to reconcile quantum mechanics and classical thermodynamics
[65, 67], while on the other side the main thermodynamical quantities like
work, heat and entropy have to be redefined in the quantum framework [2,
4, 8, 40, 44].
Concerning cascaded systems the interest in thermodynamics is due to
the peculiar features that heat flux showed in the case of a quantum system
composed by two subsystem, as analyzed in [45], so that it is interesting
to know what happens if there are more subsystems, if the features remain
unchanged or they are sensible to the number of subsystems. Moreover one
asks if it would be possible to engineer these systems in order to create heat
cells able to release energy slower, faster or in another desired way. Moreover
it is interesting to see if it is possible to create a heat interferometer with
this kind of systems [30, 46].
The interest in correlations is mainly due the importance that they have
in several information theory protocols: it is well known that entanglement
is considered the main source for many quantum computation tasks [18, 19,
49], and one of the most striking feature of quantum mechanics [66]. Many
efforts have been given all over the years to find methods for generating [42,
55, 61] and distributing [12, 41] entangled states.
Moreover in recent years correlations have been analyzed in the new
2
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framework of quantum discord [38, 50], a quantity that allows to measure
all quantum correlations of a state beyond entanglement. One of the most
striking feature of quantum discord is that while every entangled state has a
non-null discord, there exist non-entangled states also with non-zero discord
[20, 23]. In recent years several studies have been done to understand quan-
tum discord [17, 21], to define it operationally [16], to quantify it [47] and at
least in some cases to find closed formulas for its evaluation [1, 20, 32].
1.1 Outline
The first chapters of this thesis are focused on the basic arguments necessary
to understand the following chapters, such as open systems dynamics, cas-
caded systems definition and Gaussian states. The last chapters are instead
focused on deriving and explaining all the results obtained about thermody-
namics and correlations.
In Chapter 2 all the main tools necessary to describe open quantum sys-
tems are reviewed and explained, starting from the physical assumptions
used to derive the system’s evolution, the definition of dynamical map and
dynamical semigroup up to the concept of master equation (ME) and its
various forms.
In Chapter 3 cascade systems are described, the physical assumptions
and the collisional model underlying the derivation of the ME are listed and
explained, focusing in particular to the specific physical meaning of each
term of the ME. The ME will be derived for different physical assumptions
on system’s evolution.
In Chapter 4 Gaussian states are introduced together with the covariance
matrix formalism used in the sequent chapters to describe the system. Once
the covariance matrix has been defined, its evolution will be derived by mean
of the ME, leading to a complete knowledge of system’s evolution.
In Chapter 5 it is first explained how to compute various heat fluxes
starting from the knowledge of the ME and the covariance matrix’s evolution.
After this analytical expressions for the heat fluxes are derived and analyzed
3
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together with the corresponding plots, leading to a characterization of heat
fluxes in quantum cascaded system.
In Chapter 6 the correlations arising between different parts of the sys-
tem are studied. First what is meant by correlations is explained and all
the main quantities describing correlations are introduced, together with the
tools needed to their computaion. Finally all this quantities are studied for
the specific instance of the quantum cascade system being considered.
Finally in Chapter 7 conclusions are summarized and a brief overview on
future perspectives is given.
4
Chapter 2
Open quantum systems
In this chapter the main tools necessary for the description of an open quan-
tum system are reviewed. In Section 2.1 the main problems in the study of
open systems are explained. In Section 2.2 quantum dynamical semigroups
are introduced leading to the concept of master equation (ME). Then in Sec-
tion 2.3 it is explained how to put the ME in a standard form also known as
Lindblad form, together with its main features.
2.1 Open systems
2.1.1 Basics of quantum mechanics
Any basic quantum mechanics book introduce the subject explaining how to
describe the quantum dynamics of a closed system, i.e. a system that not
interacts with his surroundings, so that its dynamics can be described by
mean of a unitary transformation generated by the system’s Hamiltonian. It
is well known that the evolution of the state |ψ(t)〉 describing the system is
given by the Schrödinger equation:
i
d
dt
|ψ(t)〉 = HS(t) |ψ(t)〉 , (2.1)
where it has been set ~ = 1, and the same will be done in the rest of the
thesis. At the same time one can describe the evolution of the system by
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mean of a unitary transformation U(t, t0) such that:
|ψ(t)〉 = U(t, t0) |ψ(t0)〉 . (2.2)
From the last two equations one obtains by substitution an equation for
the unitary operator U(t, t0):
i
∂
∂t
U(t, t0) = HS(t)U(t, t0) with U(t0, t0) = I. (2.3)
Formally solving this equation yelds:
U(t, t0) = T← exp
{−i ∫ t
t0
HS(s)ds
}
, (2.4)
where T← indicates that the operators are time-ordered, i.e. earlier operators
stands on the right of the later ones; in the simpler case of a time-independent
Hamiltonian Eq. (2.4) reduces to U(t, t0) = exp{−iHS(t− t0)}.
However in the real world no system can be truly considered as closed:
sometimes it may be a good approximation, but more often one has to take
into account the effects of the environment. That’s why open quantum sys-
tems have been extensively studied [11], and a series of tool to describe their
dynamics have been developed.
Before turning to the study of open quantum systems it is better to
introduce the density matrix formalism. The density matrix ρ(t) of a system
in the state |ψ(t)〉 is an operator defined as the rank one projector onto the
state |ψ(t)〉 itself, i.e.:
ρ(t) = |ψ(t)〉 〈ψ(t)| . (2.5)
The density matrix fully shows its power as soon as one has to deal with
an ensemble of states {|ψi〉 , pi}, where the pi’s are the probabilities of the
system to be in the state |ψi〉. In this case the resulting density matrix is:
ρ(t) =
∑
i
pi |ψi(t)〉 〈ψi(t)| . (2.6)
The density matrix possesses important properties, among which:
6
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• Tr(ρ(t)) = 1;
• ρ(t) ≥ 0;
• Tr(ρ2(t)) ≤ 1 with the equality holding only for pure states.
The first condition ensures the normalization of the state, while the second
one ensures that ρ(t) effectively represents a physical state. The latest condi-
tion gives a criterion for distinguishing between pure states and mixed states.
Moreover any expectation value of an operator O can be easily computed via:
〈O〉 = Tr(Oρ). (2.7)
When talking about a composite quantum system A + B, the state of
the whole system is described by the density matrix ρAB(t). As one would
expect the expectation value of any operator OAB acting on A+B is given by
Tr(ρAB(t)OAB). If instead one is interested only about one part of the system
(say A for instance), he has to calculate the reduced dynamics of the system.
The reduced dynamics is fully described by the reduced density matrix of the
system ρA(t), which is given by:
ρA(t) = TrB(ρAB(t)), (2.8)
where TrB means that the trace operation is performed only on system B
degrees of freedom. To calculate the expectation value of an operator OA
acting on system A, one then calculates:
〈OA(t)〉 = Tr(ρA(t)OA) (2.9)
It only remains to see how the density matrix evolves in time: given
an initial density matrix ρ(t0), its dynamical evolution under the unitary
transformation Eq. (2.3) is given by:
ρ(t) = U(t, t0)ρ(t0)U
†(t, t0). (2.10)
7
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By differentiation one obtains:
d
dt
ρ(t) = −i[HS(t), ρ(t)], (2.11)
which is usually known as the Liouville-Von Neumann equation.
2.1.2 Open quantum systems
Up to now only closed systems have been treated. The typical situation
in which an open system approach is needed is the one where the system
of interest S interacts with an environment E. The state describing S and
generating the density matrix ρS lives in the Hilbert space HS, while the
state describing the environment and generating the density matrix ρE lives
in the Hilbert space HE. The total state of both system and environment
generating the density matrix ρ lives in the Hilbert space HS ⊗HE, that is
the tensor product of the Hilbert spaces of the two systems. This situation
is depicted in Fig. 2.1.
(S + E,HS ⊗HE,ρ)
(S,HS ,ρS)
System
E,HE ,ρE
Environment
Figure 2.1: A scheme of an open quantum system.
The total system S + E is treated as a closed system, so that it evolves
accordingly to the unitary transformation generated by the whole system’s
8
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Hamiltonian
HS+E = HS ⊗ IE + IS ⊗HE +HI , (2.12)
where HS and HE are the Hamiltonians of the single system and HI is the
Hamiltonian describing the interaction between S and E, while IS and IE
stand for the identity operators of S and E respectively.
Usually one is interested only about the dynamics of S alone, and so
about the evolution of the reduced density matrix ρS. This can be done by
calculating the unitary evolution of the whole system and then tracing out
the environment’s degrees of freedom, i.e.
ρS(t) = TrE(U(t, 0)ρ(0)U †(t, 0)). (2.13)
In the case where the initial state is factorized, which means:
ρ(0) = ρS(0)⊗ ρE(0), (2.14)
it is always possible to define a mapping which links the reduced density
operator at t = 0 with the evolved one via the superoperator V (t) as:
ρS(t) = V(t)ρS(0). (2.15)
These superoperators are called dynamical maps or quantum channels. Even
if it is always possible to write a dynamical map for any given time t, it is
usually impossible to write an equation linking the dynamical maps at various
time instant. A remarkable exception is given by Markovian processes, for
which the dynamical maps describing the evolution of the system at different
times form a so-called dynamical semigroup. Both Markovian processes and
dynamical semigroups will be described in the next sections.
2.2 Dynamical maps
Before turning the attention to Markov processes and dynamical semigroups
it is better to see first which properties a dynamical map (2.15) must fulfill
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to be physically meaningful.
First, a dynamical map must be completely positive: a map is said to
be positive if it maps every positive operator into a positive operator. It is
completely positive if any of his extension is still positive: take for instance a
map VA acting on operators from the Hilbert space HA. If now one considers
the Hilbert space together with another Hilbert space HB, the map acting
on HA ⊗ HB will be VA ⊗ IB: if the latter is still a positive map for any
choice of HB, then VA is completely positive.
Moreover the map V has to be trace preserving, that is, it must preserve
the trace of any operator O it acts on, in formula:
Tr(O) = Tr(VO) (2.16)
Both these properties steam from the same physical requirement, that is,
they must map density matrices into density matrices: the first condition
is needed to ensure the positivity, while the second one ensures that the
normalization is kept. This kind of maps are said to be CPT (Completely
Positive Trace-Preserving)[15].
As anticipated in the previous section, when the initial density matrix is
separable the evolution of the reduced density matrix ρS(t) from t = 0 to a
fixed instant t > 0 can be written as:
ρS(t) = V(t)ρS(0) = TrE(U(t, 0)ρS(0)⊗ ρEU †(t, 0)). (2.17)
From the last equation it is possible to deduce an expression of the dynamical
map V in terms of only operators acting on the open system S. To this aim
one exploits the spectral decomposition of ρE: there always exists a complete
orthonormal basis {|φi〉} of the Hilbert space HE such that one can write:
ρE =
∑
i
λi |φi〉 〈φi| (2.18)
where the {λi} are positive real numbers with the property
∑
i λi = 1. Sub-
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stituting this expression into Eq. (2.17) one can write
ρS(t) = V(t)ρ(0) =
∑
i,j
Wij(t)ρS(0)W
†
ij (2.19)
where
Wij =
√
λj 〈φi|U(t, 0) |φj〉 (2.20)
are operators acting on HS only. Clearly theWij’s must fullfill the constraint∑
i,jW
†
ijWij = IS which ensures the trace preservation property of the map.
Eq. (2.17) is called the physical representation of the map V(t), which in
the case of pure density matrices is also known as Stinespring representation,
while Eq. (2.19) is called the Kraus reppresentation of the map, and the Wij
in Eq. (2.20) are called Kraus operators [15, 49]. It is important to say that
one can always obtain a Stinespring representation of the map by adding
ancillary systems, called purifications, which allows to write the state as a
pure one.
2.3 The semigroup generator
It was already said that it is always possible to write a dynamical map
describing the evolution of the density matrix from t = 0 to t: what is usually
vary difficult or impossible is to write an equation linking all the dynamical
maps at different times. It turns out that for a Markovian dynamics [3, 11]
the dynamical maps parametrized by t form a dynamical semigroup.
A system is said to be Markovian as long as to determine its future
evolution one does not need to know its preceeding state, i.e. to determine
ρ(t + dt) one only needs to know ρ(t), ignoring ρ(t′) with t′ < t. From
a physical point of view this means that the coherence time of the system
is much longer than the environment one: after system and environment
interact they both have a memory of the interaction, but the environment
relaxes much faster than the system, so that the interaction always takes
place between the system and an environment always in the same state.
Heuristically speaking one can say that the environment has a huge number
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of degrees of freedom, some “near” the system and the others further: the
near degrees of freedom give their memory to the further ones, so that the
system always sees the same environment.
So, if the dynamics is Markovian, the dynamical maps form a semigroup:
a dynamical semigroup is a continuous one-parameter family of dynamical
maps {V(t)|t ≥ 0} fullfilling the property:
V(t1)V(t2) = V (t1 + t2) with t1, t2 ≥ 0. (2.21)
Furthermore, under proper continuity conditions (see [3, 36]), there exists
a linear map L, called the generator of the semigroup, such that any element
of the dynamical semigroup can be expressed as:
V(t) = exp{Lt}. (2.22)
The semigroup generator L allows one to write the first order differential
equation for the reduced density matrix
d
dt
ρS(t) = LρS(t). (2.23)
The most general form of the generator L is:
LρS = −i[H, ρS] +
N2−1∑
k=1
γk(AkρSA
†
k −
1
2
{A†kAk, ρS}). (2.24)
The generator written as in Eq. (2.24) is said to be in the Lindblad form,
because Lindblad showed ([37, 43]) that this is the most general form of
the semigroup generator. When the generator is in this form it is possible to
distinguish two contribution: the first, given by −i[H, ρS], represents the uni-
tary part of the reduced density matrix evolution, while the second accounts
for the dissipative dynamics.
For the finite-dimensional case it is easy to show how to obtain the semi-
group generator in its Lindblad form starting from Eq. (2.19). Consider the
case of a system S with an Hilbert space of dimension N . Then the space of
12
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the operators acting on HS has dimension N2. In this space one can choose
a complete orthonormal basis of N2 operators Fi, where the orthonormality
condition reads:
(Fi, Fj) = TrS(F †i Fj) = δij. (2.25)
For convenience this operators are choosen such that one of them, for instance
FN2 , is proportional to the identity operator, i.e. FN2 = (1/N)IS: in this
way all the other basis operators are traceless. One can then apply the
completeness relation to the operators Wij defined in Section 2.2, obtaining:
Wij =
N2∑
k=1
Fk(Fk,Wij(t)). (2.26)
Once this decomposition has been written, it is straightforward to write:
V(t)ρS =
N2∑
i,j=1
cij(t)FiρSF
†
j (2.27)
where the coefficients cij(t) have been defined as:
cij(t) =
∑
k,l
(Fi,Wkl(t))(Fj,Wkl(t))∗ (2.28)
At this point, using the definition of semigroup generator in Eq. (2.22)
and exploiting the decomposition of V(t) in terms of basis operators, one
writes:
LρS = lim
→0
[V ()ρS − ρS] =
lim
→0
[ 1
N
cN2N2()−N

ρS+
+
1√
N
N2−1∑
i=1
(ciN2()

FiρS +
cN2i

ρSF
†
i
)
+
+
N2−1∑
i,j=1
cij()

FiρSF
†
j
]
.
(2.29)
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Defining the coefficients
aN2N2 = lim
→0
cN2N2()−N

(2.30)
aiN2 = lim
→0
ciN2()

i = 1, . . . , N2 − 1 (2.31)
aN2i = lim
→0
cN2i()

i = 1, . . . , N2 − 1 (2.32)
aij = lim
→0
cij()

i, j = 1, . . . , N2 − 1, (2.33)
and the operators
F =
1√
N
N2−1∑
i=1
aiN2Fi (2.34)
G =
1
2N
aN2N2IS +
1
2
(F † + F ) (2.35)
H =
1
2i
(F † − F ), (2.36)
it is possible to write:
LρS = −i[H, ρS] + {G, ρS}+
N2−1∑
i,j=1
aijFiρSF
†
j . (2.37)
Moreover, since the semigroup is trace-preserving one has:
0 = TrS(LρS) = TrS[(2G+
N2−1∑
i,j=1
aijF
†
j Fi)ρS]⇒
⇒ G = −1
2
N2−1∑
i,j=1
aijF
†
j Fi.
(2.38)
Now it is possible to express the semigroup generator L in the so-called
first standard form:
LρS = −i[H, ρS] +
N2−1∑
i,j=1
aij(FiρSF
†
j −
1
2
{F †j Fi, ρS}). (2.39)
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The coefficients aij in Eq. (2.39) form a positive matrix that can then be
diagonalized via a unitary transformation u such that ukiaijujk∗ = γk. Then
one introduces new operators Ak fullfilling the property:
Fi =
N2−1∑
k=1
ukiAk. (2.40)
Putting this expressions into Eq. (2.39) one finally obtains Eq. (2.24).
It is important to say that the semigroup generator is invariant under the
following transformations:
√
γkAk →
√
γ′kA
′
k =
∑
j
= ukj
√
γjAj, (2.41)
where the ukj form a unitary matrix, and
Ak → A′k = Ak + ckH → H ′ = H +
1
2i
∑
j
γj(c
∗
jAj − cjA†j) + b, (2.43)
where the ck are complex numbers and b is a real number.
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Chapter 3
Cascaded systems
In this chapter all the tools needed to analyze the system are described.
In Section 3.1 I will describe cascade systems and their main features.
Then in Section 3.2 I will review a collisional model which can be used to
derive the main equations describing such systems. Finally in Section 3.3 the
master equation of the system studied in this work will be written and some
of his properties will be derived.
3.1 Cascade systems
Consider a quantum system composed by two subsystems, S1 and S2. These
two subsystems never interact with each other, but only with their environ-
ment. In normal systems S1 would exert an action on S2 via the environment,
and the same would do S2: this is not the case in cascade systems, where S1
acts on S2, but no back-action by S2 on S1 is allowed.
As already said the interest in these systems started in the 80’ when
people wanted to study the emitted light of an atom driven by the light
emitted by another quantum system: in those seminal papers [14, 25–27],
and more recently in [33, 34], the general structure of the ME describing
cascade systems was derived and studied.
In fact the ME of a cascade system made of two subsystems can be written
17
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as:
∂
∂t
ρ12 = −i[HS1+S2 , ρ12] + L1[ρ12] + L2[ρ12] +D12[ρ12] (3.1)
As one can see there are two local terms L1 and L2, describing the interaction
of each subsystem with the environment, and a non-local termD12, describing
the action of S1 on S2: the cascade nature of the interaction is manifested
by the absence of a term D21 describing the back-action by S2 on S1 (see
Fig. 3.1).
D12
No back-action!
S1 S2
Environment
L1 L2
Figure 3.1: A simple illustration of a cascade system. Both S1 and S2 inter-
acts with the environment through the terms L1,2, and the influence of S1 on
S2 is expressed by the term D12. Furthermore, no back-action is allowed, as
draw in the figure.
For instance in many of the cases we will be studying later on, the local
and non-local terms read:
L1[ρ12] = k1[c1ρ12c†1 −
1
2
{c†1c1, ρ12}] (3.2)
L2[ρ12] = k2[c2ρ12c†2 −
1
2
{c†2c2, ρ12}] (3.3)
D12[ρ12] = k12(c1[ρ12, c†2] + [c2, ρ12]c†1), (3.4)
(3.5)
where c1 and c2 are operators acting non trivially on S1 and S2 respectively.
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Once the typical ME has been explicitly written, it is easy to see its
most important property: it describes a non-anticipatory dynamics and no
back-action is allowed. In fact tracing out S2 one immediately sees that D12
nullifies because of the presence of the anticommutators, and the same does
L2 so that the dynamics of S1 alone is given by:
∂
∂t
ρ1 = −i[HS1 , ρ1] + L1[ρ1] (3.6)
The converse is in general not true: while it is true that tracing out S1
the term L1 nullifies, D12 will not nullify, and in general will still depend on
the joint density matrix of both subsystems ρ12.
Moreover one can assume S1 to influence instantly S2, i.e. no delay time
is supposed between S1 and S2. This assumption is usually valid in optical
systems where delay times are small compared to the dynamical timescales
of both system and environment. Anyway it is always possible to define
retarded operators in order to avoid useless complications in calculations, as
showed in [25–28].
All that has been said is easily generalized to an arbitrary number of
subsystems N , obtaining the ME:
∂
∂t
ρ1...N = −i[HS1,...,SN , ρ1...N ] +
N∑
i=1
Li[ρ1...N ] +
N∑
i,j=1i<j
Dij[ρ1...N ] (3.7)
Once again if one traces over the degrees of freedom of the N -th subsys-
tem, he will obtain a ME for the remaining N − 1 subsystems independent
from SN . On the contrary tracing out Si would not nullify in general the
terms Dij, so that the dynamics would still depend on Si.
Resuming, the ME’s of the form (3.7) describe a fully non anticipatory
dynamics of an ordered sequence of subsystems, these two features being
necessary for a good description of a cascade system. In the next section it
will be described the collisional model [33, 34] from which the ME in Eq. (3.7)
can be derived.
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3.2 The collisional model
In this section I will review a collisional model which can be used to derive
the ME of a cascade system.
Collisional models are a useful tool in physics, used to describe a wide
range of systems: in a collisional model one usually represents the inter-
action as a discrete series of instant interactions between a system and a
multipartite enviroment. Then the continuous limit is taken assuming that
each interaction is weak, but that the number of collisions goes to infinite in
a proper way, that is keeping finite the number of collisions per time interval.
This particular model used in this work has been developed in [33, 34], and
it relies in a series expansion of the superoperator describing the evolution
of both the system and the environment. Moreover, even if this model does
not represents properly a microscopic derivation of the dynamics, it is useful
in highlighting the causality relationships between the various components
of the system. Let’s see the main concepts and assumptions in this model.
Consider a multipartite quantum system S consisting in N subsystems,
each in interaction with a multipartite environment E. No direct coupling
between subsystems is allowed, and the dynamics of S is generated by the
weak, but frequent, collisions between the subsystems and the subenviron-
ments.
The collisions between the i-th subsystem and the j-th subenvironment
are described by the unitary operator USiEj = e
−igHSiEj∆t where ∆t is the
collision time, g is a parameter describing the strenghth of the interaction
and
HSiEj =
∑
l
A
(l)
Si
⊗B(l)Ej (3.8)
is the interaction Hamiltonian between the i-th subsystem and the j-th
subenvironment.
In [34] it was made the assumption of A(l)Si and B
(l)
Ej
being Hermitian, but
in Appendix A I show that this assumption can be relaxed.
After n collisions one can write the unitary evolution of a subsystem Si
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as:
U
(n)
SiE
= USiEnUSiEn−1 . . . USiE2USiE1 (3.9)
For what concerns the environment, to account for its free evolution be-
tween each collision, one introduces a completely positive trace preserving
(CPT) mapM that acts on each subenvironment after every collision: this
map is needed to describe losses or relaxation phenomena of the environment.
A scheme resuming the evolution of subsystems and subenvironments is
depicted in Fig. 3.2.
E1 E2 E3 En
S1
S2
Sn
U
M
U U U
U
M M M
U U U
M M M M
U U U U
η η η η
Figure 3.2: A scheme resuming the evolution of both system and environ-
ment in the collisional model. In the rows one can follow the evolution of
the i − th subsystem, while in the columns there is the evolution of the
subenvironments.
As one can see in Fig. 3.2, the causal structure of the ME is due to the
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fact that S1 first interacts with Ei, while S2 will always interact with Ei
after S1: in this way S1 influences S2, but no back-action is exerted by S2
on S1. Moreover the Markovian character of the evolution is given by all the
subsystems never colliding twice with the same subenvironment, to avoid
undesired memory effects.
The last hypothesis made are that all the subenvironments start in the
same reference state η and that the expectation values of the environment’s
operators are null at every step of the evolution, that is:
TrE[B
(l)
EMm(η)] = 0 ∀ l,m, (3.10)
where the subscript E indicates to trace only over the environment’s degrees
of freedom and Mm means that the map is iterated m times. The last
hypothesis is needed as a stability condition, because if not in the series
expansion first order terms would appear: these terms would then explode
passing to the continuum limit. The stability condition can always be relaxed
passing to an appropriate interaction picture [33]. Anyway this will not affect
this work, because of the condition always being fulfilled in what follows.
Being ρ(0) ⊗ η⊗n the initial state of the S + E system, it is possible to
write the evolved state R(n) of the total system after n collisions as:
R(n) =W(n,N)(ρ(0)⊗ η⊗n) (3.11)
where the superoperatorW(n,N) can be expressed as concatenation of column
(see Fig. 3.2) superoperators CS,Ej :
W(n,N) = CS,En ◦ CS,En−1 ◦ · · · ◦ CS,E2 ◦ CS,E1 (3.12)
where the symbol ◦ stands for the concatenation of superoperators and the
CSEj are defined as:
CSEj =MEj ◦ USN ,Ej ◦ · · · ◦MEj ◦ US1,Ej , (3.13)
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with
U(. . . ) = U(. . . )U †. (3.14)
Now there is an expression for the evolved state after n collisions, and
one can write the recursive expression
R(n+ 1) = CS,En+1(R(n)⊗ η). (3.15)
By series expanding the superoperator CS,En+1 with respect to g∆t and
tracing over the environment’s degrees of freedom one finds the incremental
evolution of the system density matrix ρ(n). Finally, letting ∆t→ 0 while g
and n go to infinity such that
lim
∆t→0+
n∆t = t <∞ (3.16)
lim
∆t→0+
g2∆t = γ <∞, (3.17)
one recovers the continuum limit, obtaining the ME:
∂ρ(t)
∂t
=
N∑
i=1
Li(ρ(t)) +
N∑
m′>m=1
Dm,m′(ρ(t)). (3.18)
The terms Li are local Lindblad terms describing the local dynamics of
the subsystems, while theDm,m′ are non local terms describing the interaction
between subsystems mediated by the environment.
As just said, the local terms Li have a Lindbladian structure:
Li(. . . ) = 1
2
∑
l,l′
γ
(l,l′)
i (2A
(l′)
Si
(. . . )A
(l)
Si
− {A(l)SiA
(l′)
Si
, . . . }), (3.19)
where {, } stands for the anticommutator and the coefficients γ(l,l′)i are given
by:
γ
(l,l′)
i = γTrE(B
(l)
E B
(l′)
E M(i−1)(η)). (3.20)
The γ(l,l
′)
i define the correlation matrix of the system, which is non-negative.
On the contrary the non local terms don’t have an explicit Lindbladian
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structure, but are instead defined as:
Dm,m′(. . . ) =
∑
l,l′
γ
(l,l′)
m,m′A
(l)
Sm
[(. . . ), A(l
′)
sm′
]−
∑
l,l′
γ¯
(l,l′)
m,m′ [(. . . ), A
(l′)
Sm′
]A
(l)
Sm
(3.21)
where the coefficients γ(l,l
′)
m,m′ and
¯
γ
(l,l′)
m,m′ are defined as:
γ
(l,l′)
m,m′ = γTrE(B
(l′)
E Mm
′−m(B(l)EMm−1(η))) (3.22)
γ¯
(l,l′)
m,m′ = γTrE(B
†(l′)
E Mm
′−m(B†(l)E Mm−1(η)))∗, (3.23)
as will be demonstrated in Appendix A.
Now that all the necessary ingredients have been explicated in the next
section it will be described the specific cascade system studied in this work,
writing an explicit ME.
3.3 The master equation
Now it has come the time to treat the specific cascade system under study,
specifying its Hamiltonian and writing its ME.
In this thesis the attention will be focused on a cascade system made of
N identical bosonic subsystems surrounded by a bosonic environment. One
can think of such a system as an ensemble of optical cavities all in touch
with an unidirectional waweguide. The subsystems are modeled as harmonic
oscillators so that the free Hamiltonian of the system reads:
HS = ~ω
N∑
i=1
(a†iai +
1
2
) (3.24)
where ai and a†i are respectively the annihilation and creation operators of
the i-th subsystem, whose properties are described extensively in Section 4.1.
The interaction between the system and the environment can be modeled
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through the interaction Hamiltonian:
Hint = g
N∑
i=1
(a†ibE + aib
†
E), (3.25)
where g is a strenghth parameter for the interaction and bE, b†E are the
annihilation and creation operators of the environment following canonical
commutation relations (see Section 4.1).
Concerning the reference state of the environment, it is supposed to be
in a thermal state at temperature TE, that is:
η =
e−βEb
†
EbE
ZE
(3.26)
where ZE = Tr(e−βEb
†
EbE) and βE = 1kBTE , kB being the Boltzmann constant
and TE the temperature of the environment.
To use the collisional model described in Section 3.2 the only thing left
to do is to specify the CPT map describing the free evolution of the en-
vironment between each collision. In what follows two main cases will be
analyzed: the case M = I where I is the identity superoperator, and the
case M = T TA where T TA is a thermal channel whose main properties are
derived in Appendix B. The former choice corresponds to assuming the signal
perfectly transmitting between the subsystems, i.e. there is no noise in the
transmission. Although this may seem a quite unrealistic choice, it is not un-
likely to find optical systems where these assumptions are fulfilled. Instead,
choosing the thermal channel corresponds to assume the signal to be dis-
turbed by a thermal source of noise during the transmission, as highlighted
in Appendix B.
3.3.1 Identity map
In this case one has M = I, which makes much easier the calculation of
the coefficients Eq. (3.20), Eq. (3.22) and Eq. (3.23). The environment’s
operators in the trace are just the bE and b†E in the interaction Hamiltonian
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in Eq. (3.25). Finally the environment’s reference state has been defined in
Eq. (3.26), so that:
γ
(a†,a)
i = γ
(a†,a)
m,m′ = γTrE(bEb
†
Eη) = γ(NE + 1) (3.27)
γ
(a,a†)
i = γ
(a,a†)
m,m′ = γTrE(b
†
EbEη) = γNE (3.28)
where NE is the average thermal excitations number given by Bose statics as
1
eβE~ω−1 and γ is given by Eq. (3.17) with g being the same constant appearing
in Eq. (3.25)
Once the coefficients have been calculated there is nothing else to do but
write explicitly the local and non local terms of the ME in Eq. (3.7):
Li(ρ(t)) =γ
2
(
(NE + 1)(2aiρa
†
i − ρa†iai − a†iaiρ)
+NE(2a
†
iρai − ρaia†i − aia†iρ)
) (3.29)
Dij(ρ(t)) =γ
(
(NE + 1)(ai[ρ, a
†
j] + [aj, ρ]a
†
i )
+NE(a
†
i [ρ, aj] + [a
†
j, ρ]ai)
) (3.30)
This is the ME for the system density matrix, by means of which several
properties of the system will be derived.
3.3.2 Thermal channel
A thermal channel is fully characterized by the ancilla’s temperature TA and
the beam splitter’s transmissivity  of its physical representation, as explained
in Appendix B, so let T TA be the symbol to indicate such a channel.
The ME describing system’s evolution will then have the same structure
of Section 3.3.1, but with different coefficients, and in fact the only thing to
do is to calculate the coefficients (3.20), (3.22) and (3.23) with T TA instead
of I.
With this purpose I will suppose all the ancillas to be at the same temper-
ature TA and all the BS’s to have the same transmissivity , so that Eq. (B.6)
26
Chapter 3. Cascaded systems 3.3. The master equation
reduces to:
M
OUT(n)
0 = 
nM IN0 +
n∑
i=1
n−i(1− )M (3.31)
with M = (e
~ω
kTA − 1)−1 and M IN0 = NE = (e
~ω
kTE − 1).
Thank to this formula the calculation of the γ(a
†,a)
i ’s and the γ
(a,a†)
i ’s is
straightforward:
γ
(a†,a)
i = γTrE(bEb
†
ET TAi−1 (η)) = γ(MOUT(i−1)0 + 1) (3.32)
γ
(a,a†)
i = γTrE(b
†
EbET TAi−1 (η)) = γ(MOUT(i−1)0 ). (3.33)
The evaluation of the non local coefficients proceeds in a similar manner,
but with some differences, because of the superoperator T TA acting on a bath
operator (see Eq. (3.22)). For the sake of brevity I will explicitly calculate
only the coefficients γ(a,a
†)
m,m′ , the others being computable exactly the same
way.
Using the T TA map implies calculating:
γ
(a,a†)
m,m′ = γTrE(b
†
ET TA(m
′−m)
 (bET TA(m−1) (η))). (3.34)
Making advantage of the physical representation of the map (see Ap-
pendix B) one can write
γ
(a,a†)
m,m′ =γTrE(b
†
ETrA(1)(UA(1)TrA(2)(UA(2)TrA(3)(. . .
. . . bET TA(m−1) (η))U †A(2))U †A(1))),
(3.35)
where A(1), . . . A(m−1) are the ancillary environments needed to describe the
channel effects.
The crucial observation here is that none of the arguments of the traces
on the ancillas depends on the environment’s degrees of freedom, so that all
the trace operations can be put together, yielding:
γ
(a,a†)
m,m′ = γTr(E,A(1),...,A(m′−m))(b
†
EUA(1)UA(2) . . . UA(m′−m)
(bET TA(m−1) (η))U †A(m′−m) . . . U
†
A(2)
U †
A(1)
).
(3.36)
27
3.3. The master equation Chapter 3. Cascaded systems
Exploiting the cyclic property of the trace one finally writes:
γ
(a,a†)
m,m′ = γTr(U
†
A(m
′−m) . . . U
†
A(1)
b†EUA(1) . . . UA(m′−m)bET TA(m−1) (η)). (3.37)
The UA(i) operators induce the transformation in Eq. (B.2) on b
†
E: the
result is a mix between the b†E and the c
†
A(i)
operators, but the latter are
traceless on the considered state, so that tracing over the ancillas the only
effect obtained is a multiplicative factor 
m′−m
2 in front of the trace over the
environment, the only calculation remaining being:
γ
(a,a†)
m,m′ = γ
m′−m
2 TrE(b†EbET TA(m−1) (η)), (3.38)
which has just been solved calculating the local coefficients γ(a,a
†)
i .
Resuming, one has:
γ
(a,a†)
i = γM
OUT(i−1)
0 (3.39)
γ
(a†,a)
i = γ(M
OUT(i−1)
0 + 1) (3.40)
γ
(a,a†)
m,m′ = γ
m′−m
2 M
OUT(m−1)
0 (3.41)
γ
(a†,a)
m,m′ = γ
m′−m
2 (M
OUT(m−1)
0 + 1) (3.42)
Then the local and non local terms in Eq. (3.7) reads:
Li(ρ(t)) = γ
2
[
(M
OUT(i−1)
0 + 1)(2aiρ(t)a
†
i − {ρ(t), a†iai})
+M
OUT(i−1)
0 (2a
†
iρ(t)ai − {ρ(t), aia†i})
] (3.43)
Dij(ρ(t)) = γ
j−i
2
[
(M
OUT(i−1)
0 + 1)(ai[ρ(t), a
†
j] + [aj, ρ(t)]a
†
i )
+M
OUT(i−1)
0 (a
†
i [ρ(t), aj] + [a
†
j, ρ(t)]ai)
]
.
(3.44)
Comparing Eq. (3.43) with Eq. (3.29) and Eq. (3.44) with Eq. (3.30) one sees
that the local and non local terms in the ME have the same structure in both
cases, but with different coefficients. Note that using a thermal channel one
introduces a distance-dependent interaction among the subsystems, i.e. the
strenghth of the non local terms depends on the distance between the two
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subsystems considered.
3.4 Beyond the linear chain
Combining two cascaded system may give rise to very interesting configura-
tions: for example one can make two cascaded system to interfere. Consider
the configuration depicted in Fig. 3.3: the first subsystem is in interaction
with two different environments that take the signal respectively to subsys-
tems 2a and 2b, and then converge into subsystem 3. With this configu-
ration it is possible to investigate how the combination of two heat fluxes
coming from two different subsystems influences the heat flux from the last
subsystem. Furthermore it is possible to check if correlations arise between
subsystems 2a and 2b, even if they interact with two different environments.
Using the collisional model the ME for this configuration is readily written
as:
∂
∂t
ρ = −i[HS, ρ] + 2L1[ρ] + L2a [ρ] + L2b [ρ] + 2L3[ρ]+
D12a [ρ] +D12b [ρ] + 2D13[ρ] +D2a3[ρ] +D2b3[ρ]
(3.45)
3.5 Chiral Hamiltonian evolution
In Section 2.3 it was shown that the ME can always be recasted in the so-
called Lindblad form. This can be done for the cascaded system ME too. To
this aim one has to define two new operators and reorder all the terms in
the ME in Eq. (3.7) so that the semigroup generator is in the Lindblad form.
There will be also terms that can not be recasted in the Lindblad form: it
will be shown that this terms can be incorporated in the unitary evolution
of the system.
The calculation is done by direct inspection. One defines the two opera-
29
3.5. Chiral Hamiltonian evolution Chapter 3. Cascaded systems
Subsys. 1
Subsys. 2a
Subsys. 2b
Subsys. 3
Figure 3.3: Two bath configuration. The first and the third subsystems are
each in contact with two environments, while subsystems 2a and 2b are in
contact with one environment only. In this way one can test how the presence
of two signals influences the total heat flux and the heat flux from the third
subsystem.
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tors:
A =
N∑
i=1
ai (3.46)
A† =
N∑
i=1
a†i (3.47)
Using this two operators it is possible to write the ME with two terms in
Lindblad form with respect to A and A†:
∂
∂t
ρ = −i[H ′, ρ]+γ(NE + 1)
[
AρA† − 1
2
{A†A, ρ}]
+γNE
[
A†ρA− 1
2
{AA†, ρ}], (3.48)
where H ′ represents a “renormalized” Hamiltonian describing the unitary
part of the system’s evolution:
H ′ = HS + iγ
∑
i<j
(a†iaj − aia†j) (3.49)
In fact if one expands the two Lindbladian terms he will recover all the the
terms in Eq. (3.7), except from the following terms:
γ(NE + 1)
∑
i<j
a†iaj
2
ρ− aia
†
j
2
ρ− ρa
†
iaj
2
+ ρ
aia
†
j
2
with i, j = 1, . . . , N
+ γNE
∑
i<j
aia
†
j
2
ρ+ ρ
a†iaj
2
− a
†
iaj
2
ρ− ρaia
†
j
2
(3.50)
These terms can be recasted in form of commutators, that is:
γ(NE + 1)
∑
i<j
[
a†iaj − aia†j
2
, ρ
]
+ γNE
[
aia
†
j − a†iaj
2
, ρ
]
=− i
[
iγ
∑
i<j
(
a†iaj − aia†j
)
, ρ
]
.
(3.51)
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The last equation represent the unitary dynamics of the cascaded system:
the most interesting feature of Eq. (3.51) is that it breaks the symmetry
with respect to subsystems exchange, i.e. exchanging any two subsystems
the sign of the corresponding term in Eq. (3.51) changes sign. This means
that the Hamiltonian evolution of the cascaded system is chiral. Moreover
the chiral contribution is independent from the temperature.
The presence of imperfections in signal transmission does not influence
this feature of the ME, but makes its derivation much more involved. In fact
if one takes the ME (3.7) with the local and non local terms as in Eqs. (3.43)
and (3.44), it is still possible to recast it in a Lindblad form. For notational
simplicity one defines the functional D [O], where O is an operator, as:
D [O, ρ] = 2OρO† − {O†O, ρ} (3.52)
The problem when dealing with noise is that the non-local terms have
an i prefactor where i depends on the distance between the two subsystems
considered: that is why one cannot simply define collective creation and
annihilation operators to recast the ME in its Lindblad form. Instead for N
subsystems one defines new operators for all the possible couple of operators
as:
Aij = ai + 
j−i
2 aj A
†
ij = a
†
i + 
j−i
2 a†j ∀i < j (3.53)
Recasting the ME with these new operators it is possible to obtain the Lind-
blad form and isolate the chiral contributions to unitary evolution. Let’s take
as a clarifying example the case of N = 2, where there are only the operators
A12 and A†12. Then the ME can be rewritten as:
∂
∂t
ρ =− i[H ′th, ρ] +
γ
2
(M
OUT(0)
0 + 1)D [A12, ρ] +
γ
2
M
OUT(0)
0 D [A
†
12, ρ]
+
γ
2
[(M
OUT(1)
0 + 1)− (MOUT(0)0 + 1)]D [a2, ρ]
+
γ
2
[M
OUT(1)
0 − MOUT(0)0 ]D [a†2, ρ],
(3.54)
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where H ′th is worth:
H ′th = HS + i
γ
2

1
2 (a†1a2 − a1a†2). (3.55)
In the general case one will have:
∂
∂t
ρ =− i[H ′th, ρ] +
γ
2
∑
i<j
(M
OUT(i−1)
0 + 1)D [Aij, ρ] +M
OUT(i−1)
0 D [A
†
ij, ρ]
− γ
2
N−1∑
i=1
( N∑
j=i+2
(M
OUT(i−1)
0 + 1) +
i−1∑
j=1
i−j(MOUT(j−1)0 + 1)
)
D [ai, ρ]
− γ
2
N−1∑
i=1
( N∑
j=i+2
M
OUT(i−1)
0 +
i−1∑
j=1
i−jMOUT(j−1)0
)
D [a†i , ρ]
+
γ
2
[
(M
OUT(N−1)
0 + 1)−
N−1∑
j=1
N−j(MOUT(j−1)0 + 1)
]
D [aN , ρ]
+
γ
2
[
M
OUT(N−1)
0 −
N−1∑
j=1
N−jMOUT(j−1)0
]
D [a†N , ρ],
(3.56)
with
H ′th = HS + i
γ
2
∑
i<j

j−i
2 (a†iaj − aia†j). (3.57)
Even this time the chiral contribution is independent from temperature,
but now it has the property of being dependent from the distance between
subsystems: the further the subsystems the lower the chirality.
It is also worth noticing that the chiral contributions cannot be eliminated
through the gauge transformations in Eqs. (2.41) and (2.42), because they
are linear transformations with respect to the operators, while in the chiral
contributions they appear bilinear terms.
Chiral Hamiltonians have been of increasing interest over the last years
because they allow for interesting application and are of difficult implemen-
tation. For example in [61] it is shown how to create entangled states using
a cascaded network, or in [57] it is explained how a chiral interaction gives
33
3.5. Chiral Hamiltonian evolution Chapter 3. Cascaded systems
rise to quantum spin dimers.
On the other side the experimental realization of chiral systems is usually
very hard, so that just a few implementation are available. For example in
[52] the authors explain how to realize a chiral nanophotonic waveguide, us-
ing the spin-orbit coupling of photons to break the mirror symmetry of the
scattering light, thus creating a chiral system. Another example is given by
[60] where a chiral photonic system has been used to realize a photonic deter-
ministic C-NOT gate, while before only probabilistic gates were available.
34
Chapter 4
System’s dynamics
Once the ME has been derived the equations of motion of the variables
describing the system may be derived. In Section 4.1 Gaussian states and
the formalism used to describe them are briefly reviewed. After this some
properties of the density matrix and the covariance matrix of the system are
derived with the help of the ME in Section 4.2. Finally in Section 4.3 the
differential equations describing the evolution of the covariance matrix are
calculated and solved through the ME.
4.1 Gaussian states
In this section Gaussian states are briefly reviewed: for an extensive treat-
ment of these states see [24, 63].
A system made of M bosons is usually described by mode operators ak
with canonical commutation relations:
[ak, a
†
l ] = δkl [ak, al] = [a
†
k, a
†
l ] = 0 (4.1)
For these modes it is possible to define position- and momentum-like
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operators via:
qk =
ak + a
†
k√
2
pk =
i(a†k − ak)√
2
[qk, pl] = iδkl
(4.2)
Writing the operators with the vector notation R = q1, p1, . . . , qn, pn al-
lows one to write the commutation relations in the matrix form
[Rk,Rl] = iΩkl (4.3)
with Ωkl being the elements of the symplectic matrix
Ω =
M⊕
k=1
ω, (4.4)
where
ω =
(
0 1
−1 0
)
. (4.5)
It is then possible to define the covariance matrix of the quantum state
ρ of M bosons as
σkl =
1
2
Tr(ρ{Rk, Rl})− Tr(ρRl)Tr(ρRk). (4.6)
The Hamiltonian equations of motion for a system of M bosons with
Hamiltonian H are resumed by:
R˙k = Ωkl
∂H
∂Rl
, (4.7)
and a transformation of coordinates is described by the matrix Fkl =
∂R
′
k
∂Rl
where R′k are the new coordinates, so that the equations of motion become:
R˙
′
k = FksΩstFlt
∂H
∂R
′
l
. (4.8)
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The equations of motion are then invariant under transformations described
by matrices Fkl with the property FΩF T = Ω, which are called symplectic
transformations. It turns out that the whole set of symplectic transformation
is generated by linear and bilinear Hamiltonians with respect to the anni-
hilation and creation operators of the modes, which are the most common
Hamiltonians in optics and condensate matter.
In particular Hamiltonians of the form H =
∑M
k=1(gka
†
k + h.c.) generate
unitary transformations called displacement operators D(λ) =
⊗M
k=1 Dk(λk)
where λ is a complex vector with elements (λ1, . . . , λM) and Dk(λk) =
exp(λka
†
k − λ∗kak) are single mode displacement operators.
One can write λk = ck+idk√2 and introduce the vector Λ = (c1, d1, . . . , cM , dM):
using this notation the effect of the displacement operatorD(Λ) = exp iRTΩΛ
is easily written as:
D†(λ)akD(λ) = ak + λk (4.9)
D†(Λ)RD(Λ) = R+ Λ (4.10)
The set of displacement operators is very important because the char-
acteristic function of an operator O is defined in terms of such operators
as
χ[O](λ) = Tr(OD(λ)). (4.11)
It is even possible to define the characteristic function of a state described
by density matrix ρ as χ[ρ](λ) = Tr(ρD(λ))- Through the characteristic
function of the density matrix it is possible to define the class of Gaussian
states: a M boson state is called Gaussian if its characteristic function has a
Gaussian form, that is:
χ[ρ](Λ) = exp(
1
2
Λ†σΛ + iΛR¯), (4.12)
where R¯ is the vector of the mode operators first momenta. The set of Gaus-
sian states includes, among the others, thermal, coherent and squeezed states,
which play a fundamental role in quantum optics and quantum information
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[10, 24, 63].
It is worth noticing that from the characteristic function it is possible to
define another important tool used in quantum optics, the Wigner function.
The Wigner function W [ρ](α) of a state with density matrix ρ is defined as
the Fourier transform of its characteristic function:
W [ρ](α) =
∫
Cn
d2nΛ
pi2n
exp {Λ†α + α†Λ}χ[ρ](Λ). (4.13)
The Wigner function of a state defines a quasiprobability distribution in the
phase space of the system. It is called a quasiprobability distribution because
it is a square integrable function and it is bounded, but, differently from a
standard probability distribution it can assume negative eigenvalues.
It is clear that if a state has a Gaussian characteristic function, so will be
its Wigner function. Finally it has been shown how to pass from the density
matrix to the characteristic function and the Wigner function, but even the
inverse is possible, so that all this formulations are fully equivalent. In fact
it is possible to retrieve the density matrix from the characteristic function
computing:
ρ =
∫
R2n
d2nΛ
(2pi)n
χ[ρ](Λ)D†(Λ). (4.14)
4.2 The covariance matrix
Now some properties of the covariance matrix will be examined. These prop-
erties will be useful later, both studying the evolution of the covariance ma-
trix and in the study of correlations.
First of all the correlation matrix has to satisfy the following constraint
due to the uncertainty relations among canonical operators, that is:
σkl +
i
2
Ωkl ≥ 0 ∀k, l (4.15)
It is also known that the application of an Hamiltonian linear or bilinear in
mode operators corresponds to a symplectic transformation of the covariance
matrix. Then the Williamson theorem [24, 63] turns out to be very precious,
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because it implies that every covariance matrix can be diagonalized through
symplectic transformations, so that the covariance matrix σ can always be
expressed as:
σ = STWS (4.16)
where S is said to perform a symplectic diagonalization andW =
⊕N
k=1 dkI2,
I2 being the 2× 2 identity matrix.
The dk are the so-called symplectic eigenvalues of the matrix σ. The full
symplectic spectrum can be calculated by the standard diagonalization of
the matrix |iΩσ| ([54]).
The symplectic eigenvalues are very important because of two reasons.
First, the uncertainty principle can be recast in terms of the dk’s, reading:
dk ≥ 1
2
∀k. (4.17)
Furthermore, the symplectic eigenvalues provides a criterion to check the
presence of entanglement ([59]) and quantify it ([62]).
The case of two modes correlation matrices has been extensively studied,
so that there are a lot of known results about them.
In [54] is showed that a 4 × 4 correlation matrix of a two modes sys-
tem can always be recast in a standard block-diagonal form via symplectic
transformation:
σ =
(
A C
CT B
)
(4.18)
where A, B and C are 2× 2 diagonal real matrices:
A =
(
a 0
0 a
)
B =
(
b 0
0 b
)
C =
(
c+ 0
0 c−
)
. (4.19)
The 4 × 4 covariance matrix and the three 2 × 2 diagonal blocks define
four symplectic invariants:
I1 = 4DetA I2 = 4DetB
I3 = 4DetC I4 = 16Detσ.
(4.20)
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There is another important symplectic invariant, defined as a combination
of the previous four as:
I∆ = I1 + I2 + 2I3 (4.21)
With these symplectic invariants there is a simple formula for evaluating
the symplectic eigenvalues λ± [54]:
λ± =
√
I∆ ±
√
I2∆ − 4I4
2
. (4.22)
4.3 Covariance matrix evolution
Now that the properties of the covariance matrix have been reviewed there
is nothing else to do then deriving the equations of motion for the covariance
matrix’s elements of the cascade system under exam using the ME written
in Section 3.3.
The covariance matrix of the system studied is defined in terms of the
canonical position and momentum operators in Eq. (4.2). In what follows
Xi is the position operator of the i-th subsystem, while Yi is the momentum
operator of the i-th subsystem. Then the vector R appearing in Eq. (4.6) is
given by
R = Ri = (X1, Y1, . . . , XM , YM). (4.23)
In the following only states with null first moments will be considered.
Moreover it will be shown that only diagonal elements and elements of the
form σi,i+2l contributes to heat fluxes, so that only their evolution has to be
calculated. Finally the elements σi,i+2l with i odd have the same equations
of motion of the elements σi,i+2l with i even. Similarly diagonal elements σi,i
with i odd have the same equation of motion of the σi,i with i even.
Thus it remains to derive the equations of motion of the elements σi,i+2l =
Tr(ρRiRi+2l) and σi,i = Tr(ρR2i ) with i odd ranging from 1 to 2N . To this
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end first note that
RiRi =
a†2j + a
2
j + 2a
†
jaj + I
2
(4.24)
RiRi+2l =
ajak + aja
†
k + a
†
jak + a
†
ja
†
k
2
(4.25)
where for notational convenience the additional indices j = i+1
2
and k =
i+2l+1
2
have been introduced. It is clear that to derive the evolution of the
covariance matrix one has to calculate the evolution of the quadratic terms
in Eqs. (4.24) and (4.25). Taking a2j as example, this evolution is given by:
∂
∂t
Tr(ρ(t)a2j) = Tr(
∂ρ(t)
∂t
a2j). (4.26)
One then substitutes the ME to ∂ρ(t)
∂t
and calculates the trace. Concerning
the diagonal terms σii, which are made of operators from one subsystem only,
say the j-th, it is clear that only the local term Lj and the non local terms
Dmj will give rise to non null traces, because elseway the commutators in
Dmk (k 6= j) are null because they contain operators from different Hilbert
spaces, and the local terms Lk could be reordered to give a null trace.
So for a diagonal elements one has to calculate traces like Tr(Lj(ρ(t))a2j)
and Tr(Dmj(ρ(t))a2j) with m = 1 . . . j−1. Let’s start with Tr(Lj(ρ(t))a2j): to
calculate the trace one exploits the cyclic property to bring ρ(t) on the left
of everything to obtain:
Tr(Lj((ρ(t))a2j) =
γ
2
Tr{ρ[(NE + 1)(2a†ja3j − a2ja†jaj − a†ja3j)
+NE(2a
3
ja
†
j − a3ja†j − aja†ja2j)]} =
γ
2
Tr{ρ[(NE + 1)(−2a2j) +NE(2a2j)]} =
− γTr(ρa2j)
(4.27)
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Similarly one finds:
Tr(Lj(ρ(t))a†2j ) = −γTr(ρa†2j ) (4.28)
Tr(Lj(ρ(t))2a†jaj) = −γTr(ρ2a†jaj) + γNe (4.29)
Tr(Lj(ρ(t))I) = 0 (4.30)
After this, let’s turn the attenction to Tr(Dmj(ρ(t))a2j): bringing as ex-
ample once again the quadratic term a2j one calculates:
Tr(Dmj(ρ(t))a2j) =γTr{[(NE + 1)(am[ρ, a†j] + [aj, ρ]a†m)+
NE(a
†
m[ρ, aj] + [a
†
j, ρ]am)]}
(4.31)
As just done for the local terms, exploiting the cyclic property one can
write:
Tr(Dmj(ρ(t))a2j) =γTr{ρ[(NE + 1)([a†j, a2j ]am + a†m[a2j , aj])+
NE([aj, a
2
j ]a
†
m + am[a
2
j , a
†
j])]} =
γTr{(NE + 1)(−2ajam) +NE(2amaj)} =
− 2γTr(ρamaj)
(4.32)
Analogously one finds:
Tr(Dmj(ρ(t))a†2j ) = −2γTr(ρa†ma†j) (4.33)
Tr(Dmj(ρ(t))2a†jaj) = −2γTr(a†maj + ama†j) (4.34)
Tr(Dmj(ρ(t))I) = 0 (4.35)
Now there are all the ingredients to write the equations of motion of the
diagonal elements σii of the covariance matrix: first one checks which are the
terms of the ME that give non null contributes to the equation, and then one
sums all the contributes with the following rules:
• −γ(σii − (NE + 12)) from the local term L i+12 ;
• −2γσi,m+1
2
from each non local term Dmj.
42
Chapter 4. System’s dynamics 4.3. Covariance matrix evolution
Then it just remains to derive the same rules for the off-diagonal terms
σi,i+2l: from Eq. (4.25) one can see that σi,i+2l contains quadratic terms in
the creation and annihilation operators made of operators acting on Hilbert
spaces relatives to the two different subsystems j and k (remember j = i+1
2
and k = i+2l+1
2
)). Because of this there will be two local terms contributing
to the equation of motion, namely Lj and Lk, and all the non local terms
Dmj and Dmk.
Proceeding on the same line of the diagonal elements it is possible to
derive the following rules for the off-diagonal terms σi,i+2l:
• the two local terms Lj and Lk contribute together with a term−γσi,i+2l;
• the non local term Djk contributes with −γ(σii − (NE + 12));
• each non local term Dmj contributes with −γσi+2l,m+1
2
;
• each non local term Dmk contributes with −γσi,m+1
2
.
Finally one can use all these rules to derive the equations of motion of
all the covariance matrix elements contribution the heat flux. If the thermal
channel is used the rules remain the same, except for the extra prefactor to
be considered.
Here they follow the equation of motion obtained by apllying the rules
aforementioned in the cases of two,three, four and five subsystems composing
the total system. Using the identity map one obtains the following equation
in the case of two subsystems:
σ˙11 = −γ(σ11 − (NE + 1
2
)) (4.36)
σ˙33 = −γ(σ33 − (NE + 1
2
))− 2γσ13 (4.37)
σ˙13 = −γσ13 − γ(σ11 − (NE + 1
2
)). (4.38)
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For three subsystems one has to add the following equations:
σ˙55 = −γ(σ55 − (NE + 1
2
))− 2γ(σ15 + σ35) (4.39)
σ˙15 = −γσ15 − γ(σ11 − (NE + 1
2
))− γσ13 (4.40)
σ˙35 = −γσ35 − γ(σ33 − (NE + 1
2
))− γ(σ13 + σ15). (4.41)
For four subsystems:
σ˙77 = −γ(σ77 − (NE + 1
2
))− 2γ(σ17 + σ37 + σ57) (4.42)
σ˙17 = −γσ17 − γ(σ11 − (NE + 1
2
))− γ(σ13 + σ15) (4.43)
σ˙37 = −γσ37 − γ(σ33 − (NE + 1
2
))− γ(σ13 + σ17 + σ35) (4.44)
σ˙57 = −γσ57 − γ(σ55 − (NE + 1
2
))− γ(σ15 + σ35 + σ17 + σ37). (4.45)
For five subsystems:
σ˙99 =− γ(σ99 − (NE + 1
2
))
− 2γ(σ19 + σ39 + σ59 + σ79)
(4.46)
σ˙19 =− γσ19 − γ(σ11 − (NE + 1
2
))
− γ(σ13 + σ15 + σ17)
(4.47)
σ˙39 =− γσ39 − γ(σ33 − (NE + 1
2
))
− γ(σ13 + σ35 + σ37 + σ19)
(4.48)
σ˙59 =− γσ59 − γ(σ55 − (NE + 1
2
))
− γ(σ15 + σ35 + σ57 + σ19 + σ39)
(4.49)
σ˙79 =− γσ79 − γ(σ77 − (NE + 1
2
))
− γ(σ17 + σ37 + σ57 + σ19 + σ39 + σ59).
(4.50)
If the thermal channel is used instead of the identity map, one obtains,
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for two subystems:
σ˙11 = −γ(σ11 − (NE + 1
2
)) (4.51)
σ˙33 = −γ(σ33 − (MOUT(1)0 +
1
2
))− 2γ1/2σ13 (4.52)
σ˙13 = −γσ13 − γ1/2(σ11 − (NE + 1
2
)). (4.53)
For three subsystems:
σ˙55 = −γ(σ55 − (MOUT(2)0 +
1
2
))− 2γ(σ15 + 1/2σ35) (4.54)
σ˙15 = −γσ15 − γ(σ11 − (NE + 1
2
))− γ1/2σ13 (4.55)
σ˙35 = −γσ35 − γ(σ33 − (MOUT(1)0 +
1
2
))− γ(σ13 + 1/2σ15). (4.56)
For four subsystems:
σ˙77 =− γ(σ77 − (MOUT(3)0 +
1
2
))
− 2γ(3/2σ17 + σ37 + 1/2σ57)
(4.57)
σ˙17 =− γσ17 − γ(σ11 − (NE + 1
2
))
− γ(σ13 + 1/2σ15)
(4.58)
σ˙37 =− γσ37 − γ(σ33 − (MOUT(1)0 +
1
2
))
− γ(3/2σ13 + 1/2σ17 + 1/2σ35)
(4.59)
σ˙57 =− γσ57 − γ(σ55 − (MOUT(2)0 +
1
2
))
− γ(3/2σ15 + σ35 + σ17 + 1/2σ37).
(4.60)
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For five subsystems:
σ˙99 =− γ(σ99 − (MOUT(4)0 +
1
2
))
− 2γ(2σ19 + 3/2σ39 + σ59 + 1/2σ79)
(4.61)
σ˙19 =− γσ19 − γ(σ11 − (NE + 1
2
))
− γ(3/2σ13 + σ15 + 1/2σ17)
(4.62)
σ˙39 =− γσ39 − γ(σ33 − (MOUT(1)0 +
1
2
))
− γ(2σ13 + σ35 + 1/2σ37 + 1/2σ19)
(4.63)
σ˙59 =− γσ59 − γ(σ55 − (MOUT(2)0 +
1
2
))
− γ(2σ15 + 3/2σ35 + 1/2σ57 + σ19 + 1/2σ39)
(4.64)
σ˙79 =− γσ79 − γ(σ77 − (MOUT(3)0 +
1
2
))
− γ(2σ17 + 3/2σ37 + σ57 + 3/2σ19 + σ39 + 1/2σ59).
(4.65)
Assuming as initial state of the system ρ(0) a fully separable state, that
is state of the form:
ρ(0) =
e−βSa
†
1a1
Z1
⊗ · · · ⊗ e
−βSa†NaN
ZN
, (4.66)
where Zi = Tr(e−βSa
†
iai) and βS = 1kBTS , one has that the initial conditions
for the differential equations are:
σij(0) = 0 ∀i 6= j (4.67)
σii(0) = NS +
1
2
, (4.68)
where NS = (eβω − 1)−1 as prescribed by the Bose-Einstein statistics.
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Heat fluxes
After the evolution of the covariance matrix is known it is possible to study
the heat flux of the system. In Section 5.1 the equations describing these
fluxes are derived from the ME. Then, in Sections 5.2 and 5.3 the heat
transmission is studied under different assumptions on the free evolution of
the environment, providing a characterization of cascaded systems from a
thermodynamical point of view. Finally in Section 5.4 the heat flux in the
configurations explained in Section 3.4 is analyzed.
5.1 Heat flux
Heat flux is by definition the amount of heat transmitted per time unit.
Under the hypothesis of absence of external work done on the system, the
heat flux J (c)tot from system S is simply given by the variation of the energy
of the system [29]:
J
(c)
tot = −
∂
∂t
Tr(HSρ(t)) = −Tr(HS ∂ρ(t)
∂t
) (5.1)
This is the total heat flux from the whole system S. Because a cascaded
system is being considered, i.e. a multipartite system, one can analogously
define the local heat fluxes J (c)i , that is the heat flux from the i-th subsystem,
47
5.1. Heat flux Chapter 5. Heat fluxes
as:
J
(c)
i = −
∂
∂t
Tr(Hiρ(t)) = −Tr(Hi∂ρ(t)
∂t
) (5.2)
where Hi is the Hamiltonian of the i-th subsystem. It naturally holds:
J
(c)
tot =
N∑
i=1
J
(c)
i (5.3)
To calculate all these fluxes one just substitutes the ME to ∂ρ(t)
∂t
.
It is then also possible to distinguish between local heat fluxes J (c)i and
non local heat fluxes J (c)ij , as the former are obtained by tracing an Hamil-
tonian with the local terms Li[ρ], the latter by tracing Dij[ρ].
One may also be interested in a comparison between the heat flux in a
cascaded system and the heat flux when all the subsystems are independent of
each other. If the system were all independent the ME would be composed
only by the local terms Li[ρ], so that the total heat flux J indtot = NJ (c)1 ,
because the dynamics considered is non-anticipatory, and the first subsystem
consequently will always behave as if it was independent.
Finally one may want to know the amount of transfered heat Q(N)trans(t) at
some instant t in presence of N subsystems and the corresponding total heat
exchanged during the whole process Q(N)tot . The first is given by the integral
of total heat flux with respect to time, that is:
Q
(N)
trans =
∫ t
0
J
(c)
tot dt. (5.4)
The total transfered heat can be easily computed via the independent
heat flux J indtot as:
Q
(N)
tot =
∫ +∞
0
J indtot dt = N
∫ +∞
0
J
(c)
1 dt. (5.5)
Once that all the necessary functions have been defined, let’s focus on
the specific instance of the cascaded system considered up to now: it is clear
that not all the terms in the ME will give rise to non null heat fluxes. In fact
terms like Tr(Li[ρ]Hj) will be null unless i = j. The same way terms like
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Tr(Dij[ρ]Hk) will be null unless j = k.
With this in mind one calculates the contribution to heat flux from the
local terms as:
− Tr(Li[ρ]Hi) = γω(σ2i−1,2i−1 + σ2i,2i
2
− (NE + 1
2
)). (5.6)
The contribution from the non local terms is instead:
− Tr(Dij[ρ]Hj) = γω(σ2i−1,2j−1 + σ2i,2j). (5.7)
It’s important to note that only diagonal terms and terms like σi,i+2l
contributes to heat flux, as claimed in Section 4.3. The calculation has been
done using the ME with the identity map, but apart from extra prefactor
and a change in NE, the calculation goes the same in case of presence of a
thermal channel.
In the following sections the heat fluxes will be analyzed in detail, both
in the case of identity map and thermal channel.
5.2 Heat fluxes with no losses
In this section the fluxes obtained using the identity map in the ME are
analyzed. Remember that using the identity map implies assuming no delay
time in the signal transmission between subsystem and no losses during this
transmission.
Among all the heat fluxes defined in Section 5.1, two are great interest:
the total heat flux from system S and the heat flux from the last subsystem.
In fact these fluxes present interesting features: first of all in a cascaded
system the total heat flux is not the usual decaying exponential, but a more
complicate function of time.
Solving the system of differential equations reported in Section 4.3 one can
then write the heat fluxes. As already said these fluxes have been calculated
for a number of subsystems varying from two to five.
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The total heat flux is then found out to be equal to:
J
(c)
tot,2(t) = ωγ(Ns −N)(γ2t2 − 2γt+ 2)e−γt (5.8a)
J
(c)
tot,3(t) = ωγ(Ns −N)
1
4
(γ4t4 − 8γ3t3 + 24γ2t2 − 24γt+ 12)e−γt (5.8b)
J
(c)
tot,4(t) = ωγ(Ns −N)
1
36
(γ6t6 − 18γ5t5 + 126γ4t4 − 408γ3t3 (5.8c)
+ 648γ2t2 − 432γt+ 144)e−γt
J
(c)
tot,5(t) = ωγ(Ns −N)
1
576
(γ8t8 − 32γ7t7 + 416γ6t6 − 2784γ5t5 (5.8d)
+ 10320γ4t4 − 21120γ3t3 + 23040γ2t2 − 11520γt+ 2880)e−γt
As one can see from the plots in Fig. 5.1 these fluxes show a peculiar be-
haviour: after a quick initial decay they present n−1 plateaux before asymp-
totically going to zero. To find the position of this plateaux one calculates
the derivatives of Eq. (5.8) and finds their zeros. These derivatives read:
dJ
(c)
tot,2
dt
(t) = −ωγ2(Ns −N)(γt− 2)2e−γt (5.9a)
dJ
(c)
tot,3
dt
(t) = −ωγ2(Ns −N)(γ2t2 − 6γt+ 6)2e−γt (5.9b)
dJ
(c)
tot,4
dt
(t) = −ωγ2(Ns −N)(γ3t3 − 12γ2t2 + 36γt− 24)2e−γt (5.9c)
dJ
(c)
tot,5
dt
(t) = −ωγ2(Ns −N)(γ4t4 − 20γ3t3 + 120γ2t2 − 240γt+ 120)2e−γt
(5.9d)
From Eq. (5.9) one immediately sees an important feature of the fluxes
derivatives: they are always characterized by a squared polynomial in γt of
n−1 degree multiplied with a decaying exponential, so that there are always
n − 1 distinct zeros. Another feature of these derivatives is that they are
always negative (positive) depending on the sign of NS − NE, so that the
flux is monotonically decreasing (increasing), i.e. the absolute value of the
flux is always decreasing and going to zero.
The presence of the plateaux can be explained looking at all the compo-
50
Chapter 5. Heat fluxes 5.2. Heat fluxes with no losses
0 2 4 6 8 10 12 14
- 1
0
1
2
3
γt
J
to
t
,2(c) T = 0.5
T =1
T =1.5
T = 2
T = 2.5
(a) Total heat flux when S is made by two
subsystems.
0 2 4 6 8 10 12 14
- 1
0
1
2
3
4
γt
J
to
t
,3(c) T = 0.5
T =1
T =1.5
T = 2
T = 2.5
(b) Total heat flux when S is made by
three subsystems.
0 2 4 6 8 10 12 14
- 2
0
2
4
6
γt
J
to
t
,4(c) T = 0.5
T =1
T =1.5
T = 2
T = 2.5
(c) Total heat flux when S is made by four
subsystems.
0 2 4 6 8 10 12 14
- 2
0
2
4
6
γt
J
to
t
,5(c) T = 0.5
T =1
T =1.5
T = 2
T = 2.5
(d) Total heat flux when S is made by five
subsystems.
Figure 5.1: Heat fluxes for different numbers of subsystems and different
temperatures. The temperature of the bath is fixed in such a way that
ω
kTE
= 1, then NE = (e− 1)−1. The temperature of the system is referred to
this reference temperature (T=2.5 means TS = 2.5TE, which implies NS =
(e
1
2.5 )−1). The time is measured in γt units.
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nents of the total heat flux: taking as an example the case of a system made
of two subsystems, the total heat flux is written as J (c)tot,2 = J (c)1 +J (c)2 +J (c)12 .
Looking at Fig. 5.2 one sees that the heat flux component J (c)12 changes sign
during the evolution, acting as a block to the heat transmission.
0 2 4 6 8 10 12 14
- 0.5
0.0
0.5
1.0
1.5
γt
 1(c)
T = 0.5
T =1
T =1.5
T = 2
T = 2.5
(a) J (c)1
0 2 4 6 8 10 12 14
- 0.5
0.0
0.5
1.0
1.5
γt
 2(c)
T = 0.5
T =1
T =1.5
T = 2
T = 2.5
(b) J (c)2
0 2 4 6 8 10 12 14
- 1.0
- 0.8
- 0.6
- 0.4
- 0.2
0.0
0.2
γt
 12(c)
T = 0.5
T =1
T =1.5
T = 2
T = 2.5
(c) J (c)12
Figure 5.2: In the plots the various components of the total heat flux J (c)tot,2 are
plotted. While the heat fluxes J (c)1 and J (c)2 are always positive (negative),
the heat flux J (c)12 changes sign during the evolution, in this way blocking the
heat transmission towards the enviroment.
Looking at the plateaux one question naturally arises: how long are they?
To answer this question one has to arbitrarily define the plateaux lenghth
Lplateau as the distance between the points where the heat flux is equal to his
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value in the zero-derivative point plus/less 1% of this value, in formula:
Lplateau = γ(t¯min − t¯max), (5.10)
where t¯min and t¯max are defined by:
J
(c)
tot,n(t¯min) =
99
100
J
(c)
tot,n(t¯stat)
J
(c)
tot,n(t¯max) =
101
100
J
(c)
tot,n(t¯stat)
J
(c)
tot,n
dt
(t¯stat) = 0.
(5.11)
Though arbitrary, this definition has the appealing property of being
independent of the temperature difference between system and environment.
The total flux derivative share the analytical structure with the flux com-
ing from the last subsystem of the chain, i.e. −Tr(LN [ρ]HN): also this flux
has the form of a squared polynomial of degree n−1 multiplied by a decaying
exponential, so that this flux has n− 1 distinct zeros. The presence of n− 1
zeros implies that there are n − 1 maxima of the heat flux, because it has
to go to zero asymptotically. Once again to find these maxima one simply
derives the flux and searches for the zero of the derivative. Going to the
detail, these are the heat fluxes from the last subsystem:
J
(c)
2 = ωγ(NS −NE)(γt− 1)2e−γt (5.12a)
J
(c)
3 = ωγ
1
4
(NS −NE)(γ2t2 − 4γt+ 2)e−γt (5.12b)
J
(c)
4 = ωγ
1
36
(NS −NE)(γ3t3 − 9γ2t2 + 18γt− 6)e−γt (5.12c)
J
(c)
5 = ωγ
1
576
(NS −NE)(t4 − 16γ3t3 + 72γ2 − 96γt+ 24)e−γt, (5.12d)
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while the derivatives are worth:
dJ
(c)
2
dt
= −ωγ(NS −NE)(γt− 1)(γt− 3)e−γt (5.13a)
dJ
(c)
3
dt
= −ωγ(NS −NE)(γ2t2 − 4γt+ 2)(γ2t2 − 8γt+ 10)e−γt (5.13b)
dJ
(c)
4
dt
= −ωγ(NS −NE)(γ3t3 − 9γ2t2 + 18γt− 6) (5.13c)
(γ3t3 − 15γ2t2 + 54γt− 42)e−γt
dJ
(c)
5
dt
= −ωγ(NS −NE)(t4 − 16γ3t3 + 72γ2 − 96γt+ 24) (5.13d)
(γ4t4 − 24γ3t3 + 168γ2t2 − 384γt+ 216)e−γt
The fluxes coming from the last subsystem are plotted in Fig. 5.3, where
one can see their main features: the n − 1 zeros and maxima and damped
oscillations enveloped with a decaying exponential. Moreover both zeros and
maxima positions are independent of the temperature difference
Another important quantity is the time τp% needed to the system to
transfer p% of the total heat. In particular here I consider the time τ90%
needed to transfer 90% of the total heat. To calculate this time one first
finds the total heat transfered using Eq. (5.5). Then , using Eq. (5.4), one
solves: ∫ τ90%
0
J
(c)
tot,n =
9
10
Q
(n)
tot . (5.14)
This time is a good measure of the rapidity of heat transfer, because it de-
pends only on the number of subsystem but not on the total energy initially
stored in system S. It turns out that this time increase with system’s size,
i.e. the number of subsystem: this behaviour is due to the presence of the
non local terms in the ME that somehow “slow down” the heat transmis-
sion by increasing the amount of heat exchanged between subsystems, that
consequently is not transmitted to the environment.
In the next two tables all the data about the total flux J (c)tot,n and the flux
from the last subsystem J (c)n are resumed.
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Figure 5.3: Heat flux from the last subsystem plotted for different temper-
atures. The time is in unit of γt, while the flux is in unit of ωγ. The
environment temperature is set so that ω
kTE
= 1, and the system’s tempera-
ture is referred to this reference temperature, so for instance T = 2.5 means
TS = 2.5TE and NS = (e
1
2.5 − 1)−1. As one can see there are always n − 1
zeros and maxima, so that the plot shows some kind of damped oscillations
enveloped with a decaying exponential.
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Subsys. Num. Plateau pos.(γt) Plateau Lenght(γt) τ90% (γt)
2 2,0 0,793761 4,84838
3 1,26795 0,512581 7,493744,73205 1,22934
4
0,935822 0,380549 10,1855
3,30541 0,881919
7,75877 1,55302
5
0,743292 0,303056 12,8893
2,57164 0,693383
5,73118 1,18278
10,9539 1,81471
Table 5.1: In this table all the main features of the total heat flux are re-
sumed. In the first column there is the number of subsystems. In the second
one there are the positions of the plateaux with the corresponding lenghts
in the third column. Finally in the fourth column the time τ90% needed to
transmit 90% of the total heat.
Subsys. Num. Zeros (γt) Maxima (γt)
2 1,0 3,0
3 0,585786 1,550513,41421 6,44949
4
0,415775 1,07667
2,29428 3,88667
6,28995 10,0367
5
0,322548 0,828472
1,74576 2,89184
4,53662 6,58189
9,39507 13,6978
Table 5.2: In this table the main features of the heat flux from the last
subsystem. In the first column there is the number of subsystems composing
S. In the second column there are the positions of the zeros, and finally in
the third column the positions of the maxima. All the positions are expressed
in units of γt.
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5.3 Heat fluxes with losses
In Section 5.2 the fluxes were obtained with the assumption of no losses
during the signal transmission. Though sometimes this assumption is valid,
it is in general inadequate, because there is always some kind of noise during
the signal transmission: it could be simply a loss or there may be a source
of thermal noise.
To face this possibility one uses the thermal channel instead of the identity
map to derive the ME describing the evolution of the system. To model the
case of a pure loss the thermal channel at zero temperature T 0 is used, while
the channel T TA represents the case of thermal noise.
Let’s start with the pure loss case: because the ancillas temperature are
zero, NA = 0 and M
OUT(i)
0 = 
iNE. Proceeding in the same way as in
Section 5.2 changing only the local and non local terms in the ME, one finds
the total heat flux from system S and the heat flux from the last subsystem.
The new local fluxes are :
J (c)i = −Tr(Li[ρ]Hi)γω(
σ2i−1,2i−1 + σ2i,2i
2
− (i−1NE + 1
2
)) (5.15)
J (c)ij = −Tr(Dij[ρ]Hj) = γω
j−i
2 (σ2i−1,2j−1 + σ2i,2j), (5.16)
so that calculating the total heat flux from S one obtains:
J
(c,)
tot,2 = ωγ
[
(NS −NE)γ2t2 − 2(NS −NE)γt
+ 2NS − NE −NE
]
e−γt
(5.17)
J
(c,)
tot,3 =
ωγ
4
[
(NS −NE)2γ4t4 − 8(NS −NE)2γ3t3
+ (162NS + 8NS − 202NE − 4NE)γ2t2
− (82NS + 16NS − 162NE − 8NE)γt
+ 12NS − 42NE − 4NE − 4NE
]
e−γt
(5.18)
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J
(c,)
tot,4 =
ωγ
36
[
(NS −NE)3γ6t6 − 18(NS −NE)3γ5t5
+ (1083NS + 18
2NS − 1173NE − 92NE)γ4t4
− (2643NS + 1442NS − 3363NE − 722NE)γ3t3
+ (2523NS + 288
2NS + 108NS − 4323NE − 1802NE − 36NE)γ2t2
− (723NS + 1442NS + 216NS − 2163NE − 1442NE − 72NE)γt
+ 144NS − 363NE − 362NE − 36NE − 36NE
]
e−γt
(5.19)
J
(c,)
tot,5 =
ωγ
576
[
(NS −NE)4γ8t8 − 32(NS −NE)4γ7t7
+ (+3844NS + 32
3NS − 4004NE − 163NE)γ6t6
− (22084NS + 5763NS − 24964NE − 2883NE)γ5t5
+ (64324NSz
4 + 34563NS + 432
2NS − 83044NE − 18723NE − 1442NE)γ4t4
− (92164NS + 84483NS + 34562NS − 145924NE − 53763NE − 11522NE)γ3t3
+ (57604NS + 8064
3NS + 6912
2NS + 2304NS
− 126724NE − 69123NE − 28802NE − 576NE)γ2t2
− (11524NS + 23043NS + 34562NS + 4608NS
− 46084NE − 34563NE − 23042NE − 1152NE)γt
+ 2880NS − 5764NE − 5763NE − 5762NE − 576NE − 576NE
]
e−γt
(5.20)
As one can see the total fluxes analytical expressions are not so simple
as in Section 5.2, due to the presence of losses. In fact the presence of losses
impedes to factor out the temperature difference in the whole expression,
making it a little cumbersome. It is easy to see that there are two main
limiting cases for Eqs. (5.17) to (5.20), namely  = 0 and  = 1: in the
former case no interaction among subsystems is allowed, so that the heat
flux become the same as the subsystems were independent. If instead  = 1
one recovers the same fluxes obtained in Section 5.2, just as one should
expect, because  = 1 implies the absence of losses.
For 0 <  < 1 one recovers all the intermediate behaviours between the
two, as showed by the plots in Fig. 5.4
58
Chapter 5. Heat fluxes 5.3. Heat fluxes with losses
0 2 4 6 8 10 12 14
0.0
0.5
1.0
1.5
2.0
γt
J
to
t
,2(c) ϵ =1ϵ = 0.8
ϵ = 0.4ϵ = 0.2
ϵ = 0
(a) Two subsystems total heat flux.
0 2 4 6 8 10 12 14
0.0
0.5
1.0
1.5
2.0
2.5
3.0
γt
J
to
t
,3(c) ϵ =1ϵ = 0.8
ϵ = 0.4ϵ = 0.2
ϵ = 0
(b) Three subsystems heat flux.
0 2 4 6 8 10 12 14
0
1
2
3
4
γt
J
to
t
,4(c) ϵ =1ϵ = 0.8
ϵ = 0.4ϵ = 0.2
ϵ = 0
(c) Four subsystems heat flux.
0 2 4 6 8 10 12 14
0
1
2
3
4
5
γt
J
to
t
,5(c) ϵ =1ϵ = 0.8
ϵ = 0.4ϵ = 0.2
ϵ = 0
(d) Five subsystems heat flux.
Figure 5.4: These plots shows the total heat flux in case the pure loss channel
is used in deriving the ME. The fluxes are in unit of ωγ, the time in γt
units. The system and environment temperatures are fixed so that NS = 1
and NE = 0. Varying  continuously the heat flux passes from the case of
total independence between subsystems and the case of signal transmission
without losses.
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Concerning the heat flux from the last subsystem, the same reasoning
holds: for  = 1 one recovers the case with no losses, for  = 0 the subsystems
acts as they were independent and for intermediate values 0 <  < 1 the
system interpolates between the two limiting cases. This can be seen both
by Eq. (5.21) and the plots in Fig. 5.5.
J
(c,)
2 = ωγ
[
(NS −NE)γ2t2 − 2(NS −NE)γt+ (NS − NE)
]
e−γt (5.21a)
J
(c,)
3 =
ωγ
4
[
(NS −NE)2γ4t4 − 8(NS −NE)2γ3t3 (5.21b)
+ (162NS + 4NS − 202NE)γ2t2 − (82NS + 8NS − 162NE)γt
+ 4NS − 42NE
]
e−γt
J
(c,)
4 =
ωγ
36
[
(NS −NE)3γ6t6 − 18(NS −NE)3γ5t5 (5.21c)
+ (1083NS + 9
2NS − 1173NE)γ4t4
− (2643NS + 722NS − 3363NE)γ3t3
+ (2523NS + 144
2NS + 36NS − 4323NE)γ2t2
− (723NS + 722NS + 72NS − 2163NE)γt+ 36NS − 363NE
]
e−γt
J
(c,)
5 =
ωγ
576
[
(NS −NE)4γ8t8 − 32(NS −NE)4γ7t7 (5.21d)
+ (3844NS + 16
3NS − 4004NE)γ6t6
− (22084NS + 2883NS − 24964NE)γ5t5
+ (64324NS + 1728
3NS + 144
2NS − 83044NE)γ4t4
− (92164NS + 42243NS + 11522NS − 145924NE)γ3t3
+ (57604NS + 4032
3NS + 2304
2NS + 576NS − 126724NE)γ2t2
− (11524NS + 11523NS + 11522NS + 1152NS + 46084NE)γt
+ 576NS − 5764NE
]
e−γt
The situation just described does not change if one supposes the presence
of thermal noise instead of pure losses: if one for instance supposes the
temperature of the thermal channel TA = TE, then the heat flux behave
the same way as in the case of pure losses: in the limit of  = 0 the heat
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Figure 5.5: The heat fluxes from the last subsystem are plotted. The flux
is expressed in ωγ units, while the time is in γt units. The system and
environment temperatures are such that NS = 1 and NE = 0. As already
seen for the total heat flux, the flux from the last subsystem continuously
changes between to extremal behaviours, the fully independent one and the
perfect transmission one.
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transmission is the same as if all the subsystems were independent, while
for  = 1 one recovers the perfect transmission case. Changing the thermal
channel’s temperature does not influence these main features: both if TA >
TE or TA < TE the heat fluxes behave as in the case where TA = TE.
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Figure 5.6: Heat fluxes with thermal noise. In the figure the heat fluxes
with two subsystems in presence of thermal noise are plotted. In Fig. (a)
the temperature of the ancillary systems TA is supposed to be greater than
TE. In Fig. (b) one has TA < TE. Finally in Fig. (c) the total heat flux is
plotted when TA = TE. It is easily seen that in the limit  = 1 one recovers
the perfect transmission case, while for  = 0 the total heat flux is the same
as in the case of independent transmission.
In the end, one can conclude that the presence of losses or thermal noise
in the signal transmission deteriorates the peculiar features of heat transfer
in quantum cascaded systems.
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5.4 Heat flux with two environments
Let’s turn the attention to the configuration depicted in Section 3.4. In that
configuration, illustrated in Fig. 3.3, one is mainly interested in the effects
of having two different and independent environments which converge to the
third subsystem. In Fig. 5.7 the heat fluxes from the second subsystem (2a
for instance) and the third subsystem are plotted, together with the total
heat flux from the whole system.
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Figure 5.7: Heat fluxes in presence of two environments. The local heat
fluxes from the second and the third subsystems present stationary points
(plateaux), which are not present in the total heat flux. Furthermore the
heat flux from the third subsystem changes sign during the evolution, which
means that if it was initially hotter than the environment, it has then became
colder.
As one can see the features of heat fluxes are different from the case of a
simple cascaded system: the plateaux manifest themselves in the local heat
fluxes coming from the second and the third subsystems, while they are not
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present in the total heat flux.
Moreover the heat flux from the third subsystem shows another very
interesting feature: at a certain time there is an inversion of the heat flow,
i.e. the heat flux changes sign (see Fig. 5.7b). This is probably due to the
presence of the two environments converging into the third subsystem, which
thus receives (resp. gives) energy from both 2a and 2b, so that it becomes
hotter (colder) than its environment.
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Correlations
Another important feature of a cascaded quantum system is the arising of
quantum correlations during his evolution. These quantum correlations are
not restricted to the notion of entanglement, but may also be of different
kind, and are described and quantified by quantum discord. In Section 6.1
the definition and general properties of quantum discord are given, and then
in Section 6.2 the formulas needed to calculate entanglement and discord are
reviewed. Finally in Section 6.3 the evolution of quantum discord is studied.
6.1 Entanglement and quantum discord
Entanglement is without any doubt one of the most striking features of quan-
tum mechanics. Its discovery dates back to the dawn of quantum mechanics
and many important scientists doubted of its existence. The most known
detractor of entanglement theory was for sure Albert Einstein, who in his fa-
mous article written with Podolsky and Rosen conjectured quantum mechan-
ics to be an incomplete theory just because of the presence of entanglement
[22].
The debate continued until Bell first discovered the inequality still named
after him in a series of papers: this inequality allowed to verify if EPR
hypothesis was right or if quantum mechanics was the right theory to describe
nature.
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Finally the experiments of Alain Aspects wrote the word end to the con-
troversy, verifying the goodness of quantum mechanics in spite of EPR hidden
variable theory [5, 6].
But what does it mean for a quantum state to be entangled? In quantum
mechanics the state of a system is described as a vector in an Hilbert space.
When dealing with more system the total state is a vector in a bigger Hilbert
space, which is the tensorial product of the Hilbert spaces of all the system
considered.
If for instance one considers two two-level systems A and B, each is de-
scribed by a vector in the two-dimensional Hilbert space HA and HB respec-
tively, while the state of the total system A+B is described by a vector in the
four-dimensional Hilbert space HA+B. Let |0〉A and |0〉B be the groud states
of system A and B respectively, and let |1〉A and |1〉B be the corresponding
excited states.
The most natural choice of basis in HA+B is {|00〉 , |01〉 , |10〉 , |11〉}, so
that every state in this space will be a superposition of such vectors. Among
all the states in HA+B one can distinguish the states which can be written
as the tensor product of states from HA and HB, like for instance the state
|φ〉 = |00〉+ |01〉√
2
= |0〉A ⊗
|0〉B + |1〉B√
2
. (6.1)
States which can be written as in Eq. (6.1) are said to be separable, states
which cannot are instead said to be entangled. Though (6.1) is in fact a good
state, it not represents the more general form of a vector of HA+B spanned
by the basis {|00〉AB , |01〉AB , |10〉AB , |11〉AB}: in fact one can consider for
instance a state like
|Ψ〉+ = |00〉+ |11〉√
2
. (6.2)
This is one of the so-called Bell states, which form a basis ofHA+B: as one
can immediately note (6.2) cannot be written as a tensor product of states
from HA and HB. A similar definition holds for mixed states. A mixed state
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ρ is separable if it can be written as:
ρ =
∑
i
λiρA,i ⊗ ρB,i, (6.3)
where the λi’s are such that 0 ≥ λi ≤ 1 and
∑
i λi = 1 If the state ρ cannot
be written as in Eq. (6.3), then it is entangled.
In recent years physicists view of quantum correlations changed dramat-
ically: they realized that entanglement does not account for all types of
correlations in quantum systems, introducing new measures for quantum
correlations. This started with [38, 50, 64], when it was realized that the two
equivalent definitions of classical mutual information differed when passing
to their quantum analogs.
Going to the detail the two equivalent definitions of classical mutual in-
formation are both defined in terms of the Shannon entropy of a random
variable H(X) = −∑x px log px, where the sum runs over all the possible
values of the random variable X and px is the probability of getting the
outcome x. Then the classical mutual information I(X : Y ) is defined as:
I(X : Y ) = H(X) +H(Y )−H(XY ), (6.4)
where H(XY ) = −∑x,y pxy log pxy is the joint entropy of X and Y and px,y
is the joint probability distribution of the two random variables X and Y .
This definition remains unchanged if one substitutes the Shannon entropy
H(X) with the Von Neumann entropy S(X) = −Tr(ρX log ρX), which is the
quantum analog of Shannon entropy.
Problems arise if one consider the other definition of classical mutual
information:
Jcl(Y |X) = H(Y )−H(Y |X) (6.5)
where H(X|Y ) = S(XY )− S(X) = −∑x px∑y py|x log py|x, py|x is the con-
ditional probability of getting the outcome y after the outcome x has been
observed: this kind of correlation can be interpreted as the information ob-
tained on Y by measuring X. The problem is that in quantum mechanics
67
6.1. Entanglement and quantum discord Chapter 6. Correlations
there are several different measurements that can be done on a system, these
measurements typically disturbing the system state. A general quantum
measurement on system X is described by a so-called POVM (Positive Op-
erator Valued Measurement), which is a set of operator {Ex = M †xMx} such
that
∑
xEx = I and Mx are measurement operators.
Then a state of the system XY described by density matrix ρXY is
projected after a POVM in the state ρ′XY =
∑
xMxρXYM
†
x so that px =
TrX(ExρXY ) is the probability of measuring the outcome x and B is in
the conditional state ρY |x =
TrX(ExρAB)
px
. With this in mind one can de-
fine the classical-quantum version of conditional entropy as S(Y |{Ex}) =∑
x pxS(ρY |x), and define the quantum analog of Jcl as:
J(Y |{Ex}) = S(Y )− S(Y |{Ex}). (6.6)
This first definition depends on the POVM which is performed on system
X: to make it independent of the POVM one maximize it over all possible
POVM, obtaining:
J(Y |X) = max
{Ex}
J(Y |{Ex}). (6.7)
Finally quantum discord is defined as the difference between these two
non equivalent definitions of quantum mutual information, that is:
D(Y |X) = I(X : Y )− J(Y |A) (6.8)
The quantum discord D(Y |X) can thus be interpreted as the difference
between all the correlation and the classical correlation, measured respec-
tively by I(X : Y ) and J(Y |X), so that it represents a good measure of
the classicality of a composite quantum state. The peculiarity of quantum
discord is that while all entangled states have D(Y |X) > 0, there exist sep-
arable states which exhibit non zero quantum discord. An example is given
by the Werner states, which are states of the form:
ρ =
1− p
4
I + p |Ψ+〉 〈Ψ+| . (6.9)
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For p ≥ 1/3 Werner states are entangled, while they are separable for p < 1/3.
As shown in [50], Werner states show a positive discord for any value of p.
The existence of unentangled states with positive discord shows once again
that quantum correlations are not restricted to quantum entanglement.
For a comprehensive review on quantum discord and correlations see [47].
6.2 Quantifying correlations
In this section the methods used to quantify the amount of correlations in
a quantum state are reviewed. In Section 6.2.1 the so-called negativity of a
quantum state is introduced, explaining the methods to calculate it in the
case of Gaussian states, while in Section 6.2.2 Gaussian discord is defined
and the techniques used to calculate it are reviewed.
6.2.1 Quantifying Entanglement
Even if entanglement has been discovered and studied for a long time, it
is still a field of physics with many open questions. A great challenge is
to find a method to check if a state is entangled or not: there exist many
sufficient criterion to verify the presence of entanglement, but very few suf-
ficient and necessary conditions have been found, and they only works in
low-dimensional Hilbert spaces. Even quantifying entanglement seems to be
a hard goal, since a plethora of different measures exist [13].
Among all these criterions the one that most concerns the present work
is the partial transpose criterion, developed by Peres in [51]. It relies in the
fact that the density matrix describing a physical state must be positive,
i.e. its eigenvalues are all non negative. Then, given a two system density
matrix ρAB, one can partially transpose it with respect to the indices of just
one of the two system: if the state is separable as in Eq. (6.3) the partially
transposed density matrix will still represents a physical state, i.e. it still will
be positive, if not it will be negative. So checking the sign of the partially
transposed density matrix allows one to say if the state is entangled or not.
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This criterion has subsequently been extended to continuous variable sys-
tems by Simon in [59]: his demonstration starts by noticing that partial
transposing in the continuous variable case correspond to a time reversal
in phase space. This imply a reversal in the momenta sign of the system
with respect to which partially transposition is applied. The consequence
of this time reversal are seen in the covariance matrix of the state, so that
one can treat a finite number of variables, instead of working in an infinite
dimensional space.
For the case of a covariance matrix of a two mode Gaussian state the
criterion is shown to be a necessary and sufficient condition, making it a
very powerful tool. In particular, for a covariance matrix in the standard
form in Eq. (4.18), the criterion reads:
4(ab− c2+)(ab− c2−) ≥ (a2 + b2) + 2|c+c−| −
1
4
. (6.10)
Another way to check the presence of entanglement in a two-modes Gaus-
sian state is to look at the symplectic eigenvalues: it directly follows from the
Heisenberg uncertainty principle that the smallest symplectic eigenvalue of
a two mode covariance matrix must be grater or equal than 1/2. Then, con-
cerning a 4× 4 covariance matrix, time reversal amounts to a sign change of
the symplectic invariant I3: changing the sign of this invariant and applying
Eq. (4.22) one is able to calculate the symplectic eigenvalues of the partial
transpose ˜lambda± and check if they are greater or equal than 1/2.
From the partial transpose criterion it directly stems a measure for en-
tanglement called negativity, first studied in [62]. The negativity is defined
as:
N (ρ) = ||ρ
TA||1 − 1
2
, (6.11)
where ρTA is the partial transpose of ρ with respect to system A and ||ρ||1 =
Tr(
√
ρρ†) is the trace norm of the operator. The negativity basically measure
how much the partial transpose is negative, i.e. how much it fails to be
positive. If the partial transpose is positive then the state is unentangled,
and ||ρTA||1 = 1 yielding N (ρ) = 0 as one should expect if the negativity was
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a good measure of entanglement.
A related measure is the logarithmic negativity EN (ρ) = log2 ||ρTA|| which
again is zero if the state is separable and positive if the state is entangled.
Moreover it is an additive quantity. For Gaussian states there is a simple
formula relating EN (ρ) and the symplectic eigenvalues of the corresponding
covariance matrix σ. First one calculates the partial transpose σTA of the
covariance matrix σ and its symplectic spectrum {λ˜1, . . . , λ˜n}. Then the
logarithmic negativity can be computed as:
EN (ρ) =
n∑
i=1
F (λ˜i) (6.12)
where F (λ˜) = log2 ||ρλ||, ρλ being the operator whose Wigner function is a
Gaussian with diagonal covariance matrix diag(λ, λ). Taking forward calcu-
lation one finds also that F (λ) can be brought into the simpler form:
F (λ) =
0 for 2λ ≥ 1− log2(2λ) for 2λ < 1. (6.13)
This form is again coherent with what have been said until now: a Gaus-
sian state is entangled if one of the symplectic eigenvalues of the partially
transposed covariance matrix is less than 1/2.
For the particular case of a two-modes Gaussian state one has the formula
Eq. (4.22) for calculating the symplectic eigenvalues. Remembering that for
the partial transpose the invariant I∆ becomes I˜∆ = I1 + I2 − 2I3 one has
λ˜± =
√√√√ I˜∆ ±√I˜∆2 − 4I4
2
. (6.14)
This formula provides a quick way to calculate the logarithmic negativity
between two modes.
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6.2.2 Quantifying Discord
Because of the maximization in Eq. (6.7), quantifying quantum discord is
often very difficult or impossible. Moreover in the case of Gaussian states
one has the extra problem of dealing with an infinite-dimensional Hilbert
space. Fortunately all these problems have already been solved in [1, 32]:
the first step consists in defining Gaussian discord DG as the discord where
the maximization is restricted to Gaussian POVMs. Furthermore for the case
of a two-modes Gaussian state the Gaussian POVMs can be parametrized,
and thus a closed formula for DG can be derived.
The last statement stems from the fact that the more general Gaussian
measurement ΠB(η) on systemB can be written as ΠB(η) = 1piDB(η)Π
0
BD
†
B(η)
where DB(η) is the displacement operator already defined in Section 4.1 and
Π0B is the density matrix of a single mode Gaussian state. Then, remem-
bering that every Gaussian state admits a convex decomposition into pure
Gaussian states [24, 63], one concludes that Π0B can be supposed to be a pure
single mode state with covariance matrix σ0 [58]. The final point is that the
conditional state subsequent a measurement DB(η) has a covariance matrix
 independent from the measurement outcome [31], thus allowing for a min-
imization only over pure single mode Gaussian states, which can indeed be
parametrized.
Given a two-modes Gaussian state with covariance matrix σ in the stan-
dard form already discussed in Section 4.2, their Von Neumann entropy can
be computed as S(σ) =
∑2
i=1 f(λi) [39], where f(λ) = (
λ+1
2
) log2(
λ+1
2
) −
(λ−1
2
) log2(
λ−1
2
) and the λi are the symplectic eigenvalues of the covariance
matrix. For a two-modes covariance matrix σ one defines the symplectic
invariants I1 and I2: the entropy relative to the mode to be measured, say
B if one calculates DG(A|B), can be evaluated as f(I2). Finally the part
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implying the maximization over Gaussian POVMs can be evaluated as:
Emin = inf
σ0
det() =
2I23+(I2−1)(I4−I1)+2|I3|
√
I23+(I2−1)(I4−I1)
(I2−1)2 if (I4 − I1I2)2 ≤ (1 + I2)I23 (I1 + I4)
I1I2−I23+I4−
√
I43+(I4−I1I2)2−2I23 (I1I2+I4)
2I2
otherwise
(6.15)
Having all this formulas DG(A|B) can be computed as:
DG(A|B) = f(
√
I2)− f(λ−)− f(λ+) + f(
√
Emin). (6.16)
This formula allows the evaluation of Gaussian discord between two bosonic
modes. Moreover if one wants to compute DG(B|A) instead of DG(A|B) it
only needs to exchange the roles of I1 and I2. Gaussian discord, as any other
discord, is positive defined, but it is not bounded from above. It is important
to note that DG depends only on the covariance matrix in its standard form,
that is because DG is defined through entropic quantities, so it is not affected
by local unitaries, which are the only operations needed to take the covari-
ance matrix in its standard form. Finally it is important to highlight that
in general DG(A|B) 6= DG(B|A), which is not a problem because quantum
discord is an asymmetric quantity by definition (see Section 6.1). Anyway
for large values of DG their difference can be practically considered to be
zero.
Once the formula for discord evaluation has been explicated there is noth-
ing else to do but to study his evolution in the cascaded system under exam.
6.3 Evolution of correlations
In this section the evolution of correlations will be analyzed. In particular
the discord and the logarithmic negativity between all the possible couple of
subsystems will studied. To this aim one exploits the formulas explained in
Section 6.2.
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The first thing to say is that the initial state of the system is supposed
fully separable, so that the corresponding covariance matrix is diagonal. The
same will naturally hold for the covariance matrix of any two-modes state to
be considered. As a consequence the initial covariance matrix is already in
the standard form seen in Section 4.2; furthermore the covariance matrix will
always be in this standard form during the whole evolution of the system,
because elements σi,i+1 of the covariance matrix will in general undergo an
exponential decay from their initial value, and moreover with the chosen
initial state this initial value is just zero.
Having clear in mind the structure of the initial covariance matrix one
can immediately say that both the logarithmic negativity and the discord are
initially zero: a fully separable state cannot have entanglement by definition,
and in [23] it has been demonstrated that the only zero discord states are just
the fully separable states. It can also be shown that the asymptotic state of
the ME is just the same as the initial state, making it clear that entanglement
and discord may arise during the transient, but they will surely return zero
once the steady state has been reached.
Calculating logarithmic negativity one obtains that it remains zero during
the whole evolution, i.e. no entanglement is created between the subsystems:
even if it has been shown [7, 9] that interactions with a common heat bath
can give rise to entanglement in a Markovian dissipative dynamics, this is
not the case for the model considered in this thesis.
Concerning discord this is not true anymore: though there is no entan-
glement, the state will evolve into a state which is not fully separable, i.e.
a non-zero discord state. For the sake of clarity, in what follows I will use
the notation Dij to refer to DG(i|j). Though a systematic analysis of the
analytical expressions is almost impossible due to their complexity, many
information can be deduced from the plots.
Taking as example D12, that is, the discord between subsystems 1 and
2 when the second is measured, one sees the arising of discord during the
heat transmission, as plotted in Fig. 6.1: the discord starts from zero, then
reaches a maximum value, and finally decays again to zero. This decaying is
clearly linkable to the reaching of the steady state, which has zero discord.
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Figure 6.1: Discord between first and second subsystem for various tem-
peratures. The environment is set at zero temperature (TE = 0), while
the temperatures in the legend refer to the system, and they are such that
NS = [exp(1/TS)− 1]−1. The time is in γt units. During the transient of the
evolution, when heat is transmitted, the discord arises, reaches its maximum
value to finally decay once the steady state has been reached.
Another thing to note is that Dij with i < j is always smaller than Dji,
as one can see from the plots in Fig. 6.2 where both D12 ans D21 are plotted
for various temperatures. That Dij and Dji should be different was already
known in [1], where an upper bound for their difference had been found
numerically. Defining Dmax = max{Dij, Dji} and Dmin = min{Dij, Dji} one
has:
Dmax −Dmin ≤ Dmin
exp(Dmin)− 1 ≤ 1 (6.17)
This bound still holds for a cascaded system and for instance in Fig. 6.2c
both the difference D12−D21 and the upper bound in Eq. (6.17) are plotted:
the difference D12 −D21 always fulfills the bound.
The fact that Dij is always greater than Dji for i < j is due to the
presence of an ordering among subsystems: the signal first passes in the i-tht
subsystem and then in the j-th, so it is reasonable that one can know more
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about the second subsystem measuring the first than know about the first
measuring the second. Moreover this ordering in the Dijs is in harmony with
the chirality of the interactions.
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(c) D12 −D21 and the upper bound.
Figure 6.2: In the figure both D12 and D21 are plotted. The enviroment
is at zero temperature, while the temperatures in the legend are such that
NS = [exp(1/TS) − 1]−1. The time is expressed in γt units. As it is readily
seen D12 is always grater than D21. In Fig. (c) the difference D12−D21 and
the bound (6.17) are plotted: the blue line is always above the red line, so
the bound is fullfilled.
Another thing that happens is that quantum discord decreases when the
“distance” between subsystems increases. This is perfectly reasonable consid-
ered that one expects the information brought by the enviroment to deterio-
rate during the evolution. The discord is reduced of one order of magnitude
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passing from first neighborhoods to second neighborhoods, and then it de-
creases approximately linearly going to third and fourth neighborhoods.
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Figure 6.3: In figure discord between subsystems with increasing distance is
plotted for various temperatures. The first thing to note is that passing from
D12 to D13 the discord decrease of one order of magnitude. Then as D13, D14
and D15 are compared, the decreasing is approximately linear.
Another factor that influences quantum discord is the enviroment’s tem-
perature: quantum discord is the highest when TE = 0, while it decreases for
growing temperatures. In Fig. 6.4 D12 is plotted for various system’s tem-
peratures when TE > 0: it is clear that there are two different behaviours,
depending on which temperture is higher, the system one or the enviroment
one.
If instead the enviroment’s temperature is set to be greater than all the
system’s temperatures (Fig. 6.5) one finds a similar situation to the case with
TE = 0, that is a unique behaviour for all the tempertures and a greater value
of quantum discord when the temperature difference is increased.
77
6.3. Evolution of correlations Chapter 6. Correlations
0 2 4 6 8 10 12 14
0.000
0.005
0.010
0.015
0.020
0.025
0.030
γt
D
12
T = 0.5
T =1
T =1.5
T = 2
T = 2.5
Figure 6.4: Quantum discord with TE > 0. In particular TE is set such
that NE = (e− 1)−1, while the system temperatures are expressed such that
TS = 1 means NS = (e − 1)−1. From the plots one can distinguish between
two different behaviours, one when TE > TS (TS = 0.5, violet line) and the
other when TE < TS. It is easily recognised that the peak of D12 comes
sooner when TS < TE.
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Figure 6.5: Quantum discord with TE > TS. As in the case TE = 0, even
when TE > TS there is a unique behaviour, and the correlations are greater
when the temperature difference is greater.
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Finally the first neighborhoods discord is conjectured to have an interest-
ing behaviour: as shown in Fig. 6.6 the discord between D12 starts decaying
at a certain time, but in the meanwhile D23 has started to rise. The same
continues to happen between D23 and D34 and so on. Furthemore the peak
of each curve appears to increase going forward with the subsystems, and
this may be an interesting feature.
0 2 4 6 8 10 12 14 16 18 20 22 24
0.00
0.05
0.10
0.15
0.20
0.25
γt
F
irs
t
N
ei
gh
bo
rh
oo
d
D
is
co
rd
D 45
D 34
D 23
D12
Figure 6.6: The discord between first neighborhoods is plotted, the envi-
roment temperature still being fixed to zero and the system being at a
temperature such that NS = [exp(1/2.5) − 1]−1. One sees that while D12
is decaying D23 is rising, and as it starts decaying D34 is rising yet and
so on. Moreover the peak of the discord seems to highten at every step
(Dmax12 < Dmax23 < Dmax34 < Dmax45 ).
If losses are taken into account the main features of the discord remain
basicly unchanged: in Fig. 6.7 the discrod between first and second subsys-
tems is plotted for various values of the loss parameter : as for heat fluxes
there are two limiting cases, namely  = 0 (the subsystems are all indepen-
dent) and  = 1 (no losses during the signal transmission). In the former case
no discord arises at all, because there is no enviroment-mediated interaction
between subsystems, while in the latter one recovers the same behaviour of
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Fig. 6.1. For intermediate values of  it is readily seen that correlations are
more and more deteriorated while  approaches zero.
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Figure 6.7: D12 is plotted in presence of losses for various values of the loss
parameter . The temperature of both system and enviroment are set so that
NS = 1 and NE = 0. For  = 1 there are no losses, and the discord behave
exactly as if the identity map has been used. As  decreases the discord
decreases, being always zero in the extremal case of  = 0.
6.3.1 Correlations with two enviroments
A very interesting behaviour of the discord is obtained in the configuration
where two independent enviroments converges to one subsystems (see Sec-
tion 3.4). In fact, even if subsytems 2a and 2b are not in interaction, nor in
contact with a common enviroment, quantum discord between them arises,
as shown in Fig. 6.8.
This correlation arising is not obvious, since as previously stated the two
subsystems 2a and 2b are not in direct interaction and don’t have a common
enviroment. The best explanation of the discord’s creation is found to be
into the equations describing the evolution of the covariance matrix elements
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Figure 6.8: Discord between subsystems 2a and 2b. Discord is initially zero,
and the two subsystems are not in interaction, nor in contact with a com-
mon enviroment. Enviroment’s temperature is set to be zero, while system’s
temperature is expressed in term of a reference temperature so that T = 1
means NS = (e+ 1)−1.
contributing to quantum discord, which are σ33, σ55 and σ35, where:
σ33 = 〈X2aX2a〉 (6.18)
σ55 = 〈X2bX2b〉 (6.19)
σ35 = 〈X2aX2b〉. (6.20)
In fact the equations of motion of this covariance matrix elements all
depend on the elements σ13 = 〈X1X2a〉 and σ15 = 〈X1X2b〉 via:
σ˙33 = −γ(σ33 − (NE + 1
2
))− 2γσ13 (6.21)
σ˙55 = −γ(σ55 − (NE + 1
2
))− 2γσ15 (6.22)
σ˙35 = −γσ35 − γσ13 − γσ15. (6.23)
In particular the third equation shows that even if initially there are no
correlations between 2a and 2b (σ35(0) = 0), they arise anyway due to the
presence of the first subsystem, which is in interaction with both enviro-
ments.
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Conclusions and perspectives
In the end, in this thesis it has been obtained a characterization of quantum
cascaded systems from a thermodynamical point of view. It has been shown
how heat fluxes in this kind of system possess a peculiar behaviour, with
the presence of plateaux in the total heat flux depending on the number of
cascaded systems, and the presence of zeros in the heat fluxes from the single
subsystem. Moreover it has been shown the effect of losses and imperfections
in the signal transmission on the heat fluxes, highlighting the importance of
limiting such defects.
Cascaded systems have also been shown to create correlations among the
different subsystems, which arise even if they are initially zero, and decay
to zero in any case after transient evolution. This correlations are maxima
between neighbour subsystems, while they are weaker for more distant sub-
systems. It has also been shown that the dynamics examined does not allow
for the creation of entanglement, but only of quantum discord.
Another important thing that has been found is that cascaded systems
can be used to implement a chiral unitary evolution at the price of paying a
dissipation cost.
In the future it would be interesting to investigate how different kind of
signal (e.g. coherent light, squeezed light) can influence the heat flux in these
systems, and how they can eventually improve the creation of correlations.
In fact supposing a different reference state of the environment would imply
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deep changes in the ME structure, allowing for terms that were forbidden in
the thermal case.
These changes in the ME would obviously imply a different transmission
of heat, mainly due to a different evolution of the covariance matrix elements.
The impact of such changes in the ME would be probably even deeper on
the creation of correlations, both because of the different evolution of the
covariance matrix and the different reference state of the environment.
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Appendix A
Collisional model with non
Hermitian operators
Here I demonstrate how to relax the Hermitianity hypothesis on the interac-
tion Hamiltonian operators.
It was said in sec. Section 3.2 that the collisional model relies in a series
expansion of the superoperator describing the evolution after the (n+1)− th
collision.
Expanding the superoperator in the recursive expression Eq. (3.15) up to
second order in g∆t and tracing over E yields:
ρ(n+ 1) = ρ(n) + (g∆t)TrE(C ′S,En+1(R(n)⊗ η))+
(g∆t)2TrE(C ′′S,En+1(R(n)⊗ η)) +O((g∆t)3)
(A.1)
Remembering the expression of CS,En+1 in Eq. (3.13), it is easily seen that
a series expansion of the superoperator USm,Ej is needed, leading to
USm,Ej = ISm,Ej + (g∆t)U ′Sm,Ej + (g∆t)2U ′′Sm,Ej +O((g∆t)3), (A.2)
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Ism,Ej being the identity superoperator and
USm,Ej(. . . ) = −i[HSm,Ej , (. . . )] (A.3)
USm,Ej(. . . ) = HSm,Ej(. . . )HSm,Ej −
1
2
H2Sm,Ej , (. . . ). (A.4)
Finally from these expressions one can derive the terms composing the
ME. In [34] it is showed how the various terms arise, but here I am just
interested in the piece of the series expansion leading to the cross term∑
m′>mDm,m′ , which is TrE(C
′′,b)S,En+1(R(n)⊗ η)) with
C ′′,bS,En+1 =
N∑
m′=m+1
N−1∑
m=1
MN−m+1Ej ◦ USm′ ,Ej ◦Mm
′−m
Ej
◦ U ′Sm,Ej ◦Mm−1Ej . (A.5)
Explicitly calculating this trace will show how the cross terms and their
coefficients arise.
TrE(C ′′,bS,En+1(R(n)⊗ η))
=
N∑
m′>m=1
TrE(U ′Sm′ ,En+1 ◦Mm
′−m
En+1
◦ U ′Sm,En+1(R(n)⊗Mm−1En+1η))
= −
N∑
m′>m=1
TrE([HSm′ ,En+1 ,Mm
′−m
En+1
([HSm,En+1 , R(n)⊗Mm−1En+1(η)])])
= −
N∑
m′>m=1
∑
l,l′
TrE(B
(l′)
E Mm
′−m
En+1
(B
(l)
EMm−1En+1(η)))A
(l′)
Sm′
A
(l)
Sm
ρ
− TrE(B(l
′)
E Mm
′−m
En+1
(Mm−1En+1(η)B
(l)
E ))A
(l′)
Sm′
ρA
(l)
Sm
− TrE(Mm′−mEn+1 (B
(l)
EMm−1En+1(η))B
(l′)
E )A
(l)
Sm
ρA
(l′)
Sm′
+ TrE(Mm′−mEn+1 (Mm−1En+1(η)B
(l)
E )B
(l′)
E )ρA
(l)
Sm
A
(l′)
Sm′
.
(A.6)
One can then recombine al the terms into commutators, obtaining:
−
N∑
m′>m=1
∑
l,l′
TrE(B
(l′)
E Mm
′−m
En+1
(B
(l)
EMm−1En+1(η)))[A
(l′)
Sm′
, A
(l)
Sm
ρ]
− TrE(Mm′−mEn+1 (Mm−1En+1(η)B
(l)
E )B
(l′)
E )[ρA
(l)
Sm
, A
(l′)
Sm′
].
(A.7)
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At this point doubly daggering the argument of the second trace leaves it
unchanged, but it allows to write:
−
N∑
m′>m=1
∑
l,l′
TrE(B
(l′)
E Mm
′−m
En+1
(B
(l)
EMm−1En+1(η)))A
(l)
Sm
[A
(l′)
Sm′
, ρ]
− TrE((Mm′−mEn+1 (Mm−1En+1(η)B
(l)
E )B
(l′)
E )
†)∗[ρ,A(l
′)
Sm′
]A
(l)
Sm
.
(A.8)
Fynally one can formally exploit the Kraus representation of the map to
obtain:
N∑
m′>m=1
∑
l,l′
TrE(B
(l′)
E Mm
′−m
En+1
(B
(l)
EMm−1En+1(η)))A
(l)
Sm
[ρ,A
(l′)
Sm′
]
− TrE(B†(l
′)
E Mm
′−m
En+1
(B
†(l)
E Mm−1En+1(η)))∗[A
(l′)
Sm′
, ρ]A
(l)
Sm
=
N∑
m′>m=1
∑
l,l′
TrE(B
(l′)
E Mm
′−m
En+1
(B
(l)
EMm−1En+1(η)))A
(l)
Sm
[ρ(n), A
(l′)
Sm′
]
− TrE(B†(l
′)
E Mm
′−m
En+1
(B
(l)†
E Mm−1En+1(η)))∗[ρ(n), A
(l′)
Sm′
]A
(l)
Sm
=
1
γ
N∑
m′>m=1
Dm,m′(ρ(n)).
(A.9)
Passing to the continuum limit then eliminates the 1/γ factor, thus recovering
the non local term of the master equation claimed in Section 3.2.
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Appendix B
Bosonic thermal channels
A thermal channel is a CPT map that introduces thermal noise. As every
CPT map it has a physical representation, i.e. its effect can be expressed
as a unitary evolution of the system plus an ancilla. Once the total evolved
state has been calculated, one just traces out the ancilla degrees of freedom
to recover the evolved system’s state.
In the case of a thermal channel one introduce an ancillary system at
temperature TA that interacts with the system affected by the map via a
beam splitter of transmissivity  on the input port: the transmissivity is a
parameter that describes how strong the system and the ancilla interact, i.e.
how much the noise affects the system.
The unitary operator describing the evolution of two states interacting
through a BS of transmissivity  is [35]:
U = exp
[
(cb† − c†b) arctan
√
1− 

]
(B.1)
where b and c are the annihilation operators of the system and the ancilla
respectively.
The operator U transforms the annihilation and creation operators in the
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following way:
b→ U †bU = √ b+√1−  c (B.2)
c→ U †cU = √ c−√1−  b (B.3)
Finally, it is known that the output state of a BS that mixes two thermal
states is also a thermal state. Knowing the average number of particles
of the input states (or the systems temperatures) it is then very simple to
calculate the average number of particles of the output state: letting M IN0 be
the average number of particles of the system and M1 the one of the ancilla,
then the output state will have MOUT0 = M IN0 + (1− )M1, as schematized
in Fig. B.1.
M IN0
M1
 M
OUT
0 = M
IN
0 + (1− )M1
Figure B.1: A scheme of the physical representation of a thermal channel,
showing the input thermal state with average number of particles M0 inter-
acting through a BS of transmissivity  with a thermal ancilla with average
number of particles M1.
One may also ask what happens in a concatenation of thermal channels.
It turns out that the average number of particles at the output of a concate-
nation of thermal channel is easily computable. Let’s imagine the following
situation: the system provides an input in the first BS, where it interacts with
the input from a first ancilla. The output then acts as input for a second BS,
where it interacts with another ancilla and so on, as shown schematically in
Fig. B.2.
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M IN0
M1
1
M
OUT(1)
0
M2
2
M
OUT(2)
0 M
OUT(n−1)
0
Mn
n
M
OUT(n)
0
Figure B.2: A simple representation of a sequence of n beam splitters: each
BS is fed with the output coming from the previous one and a thermal state
of an ancilla. Then the output is used to fed the next BS and so on until the
last BS.
Let M IN0 be the average number of particles of the state entering the first
BS, MOUT(i)0 the average number of particles of the state exiting the i-th BS
and Mi the one of the state entering on the other branch of the i-th BS.
There is no need to suppose the BS’s all with the same transmissivity, so i
will be the transmissivity of the i-th BS.
After the passage through the first BS one has naturally:
M
OUT(1)
0 = 1M
IN
0 + (1− 1)M1. (B.4)
This is the average number of particles entering the second BS, that will
give an output state with an average number of particles equal to:
M
OUT(2)
0 = 2M
OUT(1)
0 + (1− 2)M2 = 21M IN0 + 2(1− 1)M1 + (1− 2)M2.
(B.5)
Now there is nothing left to do but iterate this procedure to obtain the
general formula:
M
OUT(n)
0 =
n−1∑
i=0
( n∏
j=i+1
j
)
(1− i)Mi (B.6)
where M0 = M IN0 and 0 = 1.
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