In order to study certain questions concerning the distribution of the overlap in Sherrington-Kirkpatrick type models, such as the chaos and ultrametricity problems, it seems natural to study the free energy of multiple systems with constrained overlaps. One can write analogues of Guerra's replica symmetry breaking bound for such systems but it is not at all obvious how to choose informative functional order parameters in these bounds. We were able to make some progress for spherical pure p-spin SK models where many computations can be made explicitly. For pure 2-spin model we prove ultrametricity and chaos in an external field. For the pure p-spin model for even p > 4 without an external field we describe two possible values of the overlap of two systems at different temperatures. We also prove a somewhat unexpected result which shows that in the 2-spin model the support of the joint overlap distribution is not always witnessed at the level of the free energy and, for example, ultrametricity holds only in a weak sense.
Introduction and main results.
Let us consider a Gaussian Hamiltonian (process) H N (σ) indexed by σ ∈ R N with covariance that satisfies
where c N → 0, R 1,2 = N −1 i≤N σ 1 i σ 2 i is the overlap of configurations σ 1 , σ 2 and ξ is a smooth enough convex even function with ξ(0) = 0. We define θ(x) = xξ ′ (x) − ξ(x). Even though we will state some basic results for a general function ξ, our main results will deal with the pure p-spin SK Hamiltonians that correspond to ξ(q) = q p /p for even p ≥ 2. For example, one can consider H N (σ) = 1 √ pN (p−1)/2 1≤i 1 ,...,ip≤N g i 1 ,...,ip σ i 1 . . . σ ip , (1.2) where (g i 1 ,...,ip ) are i.i.d. Gaussian random variables. For p = 2 this is a classical SK Hamiltonian [4] . The factor p −1/2 is not important and is chosen so that ξ ′ (q) = q p−1 . In this paper we will consider the spherical model when the spin configurations σ belong to a sphere S N of radius √ N and the a priori distribution of σ is the uniform measure λ N on S N . Given an inverse temperature β > 0 and an external field h ∈ R, the "free energy" is defined by
Its limit lim N →∞ F N (β, h) = P(β, h) was computed in [1] and the computation was made rigorous in [7] . The limit P(β, h) is the analogue of the Parisi formula in the Ising SK model [6] . For the spherical model it is somewhat simplified by the fact that certain computations become more explicit. Namely, if, given k ≥ 1 and given two sequences m = (m l ) 0≤l≤k and q = (q l ) 0≤l≤k+1 such that 0 = m 0 ≤ m 1 ≤ . . . ≤ m k = 1,
and given a parameter b > 1, we define for l ≤ k
then P(β, h) = inf b,k,m,q
P(β, h) is also given by the Crisanti-Sommers representation (see Section 4 in [7] ) as follows. If δ l = l≤p≤k m p (q p+1 − q p ) then P(β, h) = inf k,m,q
4)
When h = 0 we will write P(β) := P(β, 0). The goal of this paper is to prove and analyze some bounds on the free energy of multiple copies of the system, possibly at different temperatures, coupled by constraining their overlap. Let Q be a n × n symmetric nonnegative definite matrix with elements q j,j ′ ∈ [−1, 1] and q j,j = 1. Given ε > 0 consider a set Q ε = (σ 1 , . . . , σ n ) ∈ S n N : R j,j ′ ∈ [q j,j ′ − ε, q j,j ′ + ε] for j, j ′ ≤ n (1.5) and given β 1 , . . . , β n > 0 and h 1 , . . . , h n ∈ R we define a "free energy" of the n-configuration system constrained to the set Q ε by
Obviously, F N (Q ε ) ≤ j≤n F N (β j , h j ) and as a result a trivial bound would be lim sup
We would like to construct some nontrivial bounds on F N (Q ε ) that would yield some information on the support of the distribution of the overlaps (R j,j ′ ) under the product Gibbs measure by showing, for example, that for some constraints Q lim sup ε→0 lim sup
which by concentration of measure would imply that with high probability the overlaps cannot be in configuration Q for the product Gibbs measure. At this moment, the only approach we could conceive for proving such bounds is based on an analogue of Guerra's interpolation [2] that was used in [6] for two coupled systems at equal temperatures and external fields, and explained in more generality in [8] . It was also explained in [8] that it seems to be not obvious at all how to choose parameters in these bounds that would at least witness the obvious inequality (1.7) . In this paper we will describe several situations when we were able to find such parameters. The methods of the proofs are at least as interesting as the results they imply since they shed some light on the difficulties of finding informative parameters in the bounds and give some hope that, in principle, these bounds might be "correct" and it could be only a (very difficult) technical problem to find suitable parameters in more general situations. The pure 2-spin SK model. The first case we will consider is the pure 2-spin SK model in (1.2) with p = 2 without external field, i.e. h = 0. What makes this case particularly simple is that due to the proof of Proposition 2.2 in [7] the infimum in (1.4) (and (1.3)) is achieved on the replica-symmetric choice of parameters, i.e. for k = 1, so that (1.4) becomes
where ξ(q) = q 2 /2. It is easy to check that the infimum is achieved on q = 0 when β ≤ 1 and q = 1 − 1/β when β > 1. The first case is trivial in many respects, so we will only look at the second case β > 1 for which the free energy above becomes
We will prove the following bound on F N (Q ε ) in (1.6) when the external fields h j = 0, j ≤ n. Given a matrix of overlap constraints Q = (q j,j ′ ) let us define a matrix
and let r 1 , . . . , r n be its eigenvalues. Consider the function f (r) = log r + 1 2 r 2 , for 0 < r ≤ 1 2r − 3 2 , for 1 ≤ r (1.10) and note that for 0 < r < 1,
(1.11)
The following theorem holds.
Theorem 1 For any matrix of overlap constraints Q we have
where (r j ) j≤n are the eigenvalues of (1.9) and f (r) is defined in (1.10) . The right hand side of (1.12) is strictly less than j≤n P(β j ) if the smallest eigenvalue min r j is < 1.
The second statement of the Theorem follows from (1.11). Indeed, note that if all eigenvalues r j ofQ satisfy r j ≥ 1 then the bound (1.12) becomes
by (1.8) and since j≤n r j = Tr(Q) = j≤n β j . By (1.11), the bound (1.12) will be strictly less than j≤n P(β j ) if the smallest eigenvalue min r j < 1. Let us look at some consequences of this.
and,
It is easy to check that r 2 ≥ 1 if and only if
and Theorem 1 (together with standard concentration of measure) implies that the overlap of the coupled system can not exceed √ q 1 q 2 . In the case of two equal temperatures β 1 = β 2 = β this means that the absolute value of the overlap can not exceed q = 1 − 1/β, which could also be obtained by methods of [7] , "breaking" replica symmetric choice of parameters. In Lemma 2 below we will give a general statement that says that if for j ≤ 2 the overlap of the system j does not exceed q j than the overlap of a coupled system does not exceed √ q 1 q 2 .
Thus, Example 1 could be obtained without the application of Theorem 1. However, (1.12) provides an explicit constructive bound.
Our next example will be less trivial, but before we proceed let us make one observation. Using the fact that for β > 1, h = 0, lim N →∞
given by (1.8) and since both F N (β) and P(β) are convex in β, we have
where · denotes the Gibbs average. This implies that
Example 1 for two equal temperatures implies that for any ε > 0,
These observations combined, of course, imply that for any ε > 0 lim N →∞
i.e. the overlap can take only values close to ±q. Example 2 (Ultrametricity). Let us consider three copies of the system (n = 3) with the same β > 1. Ultrametricity means that with high probability in the disorder (randomness of the Hamiltonian H N ), for any ε > 0, the Gibbs measure of the event
is close to one. By (1.14), the overlaps R j,j ′ , j = j ′ can only take values ±q and, thus, the only possible non-ultrametric overlap configuration is described by the constraint matrix
It is easy to check that for this matrix
First of all, the matrix Q is positive definite only if 1 − 2q > 0, i.e. β < 2. Also, for β > 1 we have r 3 = β(1 − 2q) = 2 − β < 1 and, therefore, such a configuration Q is not in the support of the Gibbs measure and we have ultrametricity. Some intuition for the fact that the overlap takes two values ±q is that the Gibbs measure is dominated by two symmetric "states" such that the typical overlap of two spin configurations within each state is equal to q and the overlap of spin configurations from different states is −q. Of course, such a picture naturally excludes the overlap configuration given by Q above, but a rigorous proof is another matter.
Let us now go back to the Example 1 for β 1 = β 2 = β. For the value of the overlap R 1,2 ≈ u such that |u| ≤ q, Theorem 1 provides only a trivial bound 2P(β) of the type (1.7) while, on the other hand, (1.14) proves that the overlap cannot take values between −q and q. At the level of large deviations the bound (1.12) does not detect this and one might ask whether (1.12) is simply not sharp in this case. A similar question may be asked about Example 2 which proves ultrametricity only in the weak sense since due to (1.14) we only had to consider one non-ultrametric configuration. However, there are non-ultrametric configurations Q = (q j,j ′ ), i.e. q 2,3 < min(q 1,2 , q 1,3 ), for which Theorem 1 will only give a trivial bound 3P(β). Again, could it be that (1.12) is simply not sharp in that case? The answer to both of these questions is negative as shown by the following Theorem. This result is surprising because it shows that in this model the ultrametricity (and the chaos) cannot be proved at the level of large deviations and, therefore, it is possible that in other models, for example, in the Ising SK model, a similar situation occurs and one should be cautious in one's efforts to prove ultrametricity at the level of free energy. i.e. in this case the bound (1.12) is sharp.
The proof of this Theorem is an extension of the methodology in [6] . It relies on certain a priori estimates, Theorem 6 below, which generally become much more difficult to prove for multiple copies of the system compared to a single system. For example, we do not know how to do this for the Ising SK model or even for the spherical p-spin model for even p > 2. In the setting of Theorem 2 we were able to prove these estimates using a special "diagonalization" trick developed in Theorem 1.
Finally, we will prove some facts about the overlap of two pure 2-spin systems in the presence of external fields.
Theorem 3 Suppose that n = 2, β j > 1 and q j = 1 − 1/β j for j ≤ 2. Let u 0 = 0 if h 1 = 0 and h 2 = 0 and let
if both h 1 = 0, h 2 = 0. Then, for any ε > 0 lim N →∞
Pure p-spin model, for even p ≥ 4, without external field. Next we will consider the pure p-spin Hamiltonian (1.2) for even p ≥ 4, which corresponds to ξ(q) = q p /p, without external field, i.e. h = 0. It was proven (following an argument of [1] ) in Proposition 2.2. in [7] that whenever ξ ′′ (q) −1/2 is convex, which is the case here, the infimum in (1.3) or (1.4) is achieved for k = 2. When h = 0 one can argue that q 1 = 0 and, thus, the free energy is inf q,m∈[0,1] The case where the infimum is achieved on q = 0 corresponds to the trivial case when the overlap can take only the value zero, so, we will only consider the case of β large enough, where q = 0. We will prove the following result concerning the overlap of two pure p-spin systems.
Theorem 4 Suppose that β j , j ≤ 2 are such that the infimum in (1.16 ) is achieved on q j = 0, i.e. (1.17) fails. Then for any ε > 0 lim N →∞
i.e. the overlap can take only the values 0 and √ q 1 q 2 .
The rest of the paper is organized as follows. In Section 2 we prove a general bound on F N (Q ε ) using the analogue of Guerra's interpolation. In Section 3 we prove Theorems 1 and 3, in Section 4 we prove Theorem 4 and in Section 5 we prove Theorem 2.
In this section we will describe the analogue of Guerra's interpolation for the constrained free energy (1.6). Given k ≥ 1, consider a sequence m = (m l ) l≤k such that 0 = m 0 < m 1 < . . . < m k = 1.
We may assume strict inequalities since otherwise in (1.3) and (1.4) we can simply decrease the value of k. We consider a sequence for 0 ≤ l ≤ k + 1 of symmetric n × n matrices Q l = (q l j,j ′ ) j,j ′ ≤n such that Q 0 = 0 and such that if we definê
then the matrices
. . , z n l ) be a Gaussian vector with covariance ∆ l and let z l be independent for l ≤ k. Finally, let (z l,i ) l≤n be independent copies of (z l ) l≤n for i ≤ N. For 0 ≤ t ≤ 1 we define an interpolating Hamiltonian by
where for simplicity of notations we keep the dependence of H t and λ n N on (σ 1 , . . . , σ n ) implicit. Recursively for 1 ≤ l ≤ k we define
where E l denotes the expectation in (z j p,i ) for p ≥ l. We define
Clearly ϕ(1) = F N (Q ε ). From now on R will denote a quantity such that lim sup ε→0 lim sup N →∞ |R| = 0.
The following holds.
where the remainder R(t) ≥ 0.
Proof. The proof of this Theorem is a straightforward generalization of Guerra's interpolation for a single system [2] and was explained in detail for coupled copies in [6] . We will not reproduce it here.
Remark (Remainder for k = 1). The remainder R(t) can be written explicitly but we will omit its rather complicated definition in the general case k ≥ 1 since we will only need the exact form of R(t) in the proof of Theorem 2 for k = 1. If k = 1, let us define a Hamiltonian
and let · t denote the Gibbs average on Q ε (and its products) with respect to this Hamiltonian. Then given two systems of spins (σ 1 , . . . , σ n ) ∈ Q ε and (ρ 1 , . . . , ρ n ) ∈ Q ε we have
Theorem 5 provides an upper bound for F N (Q ε ) since
and the integral can be bounded using (2.7). Consider a symmetric positive definite n × n matrix A = (a j,j ′ ) j,j ′ ≤n , define A k+1 = A and recursively for l ≤ k define
Below we will always assume that A is chosen so that A 1 is also positive definite. We will denote by |A| the determinant of A. The following holds.
Lemma 1 If h = (h 1 , . . . , h n ) then for any matrix A and the sequence (A l ) defined by (2.10), we have
Remark. In fact, one can prove that lim ε→0 lim N →∞ 2ϕ(0) is equal to the infimum of the right hand side of (2.11) over all choices of A, i.e. the bound is sharp. We will give a proof of this statement in the replica symmetric case k = 1 which will be needed in the proof of Theorem 2, but the proof of the general case k ≥ 1 is different only in that the notations are more complicated.
Proof of Lemma 1. To simplify the notations, for j ≤ n let
Then, since on the set
We proceed as in Lemma 7.1 in [7] . Let ν a j,j (σ) be a Gaussian measure on R N of density
Let us write ρ ∈ R N as ρ = sσ where σ ∈ S N so that by rotational invariance the law of σ under ν a j,j is λ N and σ and s are independent. Let γ j be the law of s. Let us define c j by
which, obviously, implies that c j ≤ 1. Therefore,
and it is easy to check (classical large deviations) that
By Jensen's inequality and (2.13),
In the last line all N coordinates are now decoupled. Let ν be a Gaussian measure on R n with covariance Diag(a 1,1 , . . . , a n,n ) and define for i ≤ N
Then the last line in (2.16) can be rewritten as
Combining this with (2.12), (2.14), (2.15) and (2.16) we get,
This bound will propagate in the recursion (2.5) and since z i are all independent we only need to compute what happens with one of the terms
then by induction over l it should be obvious that
To compute the sequence (y l ) we use the fact that for a Gaussian vector g with covariance C, parameter m > 0 and a symmetric positive definite matrix A such that A − mC is also positive definite, we have
which is a simple exercise. Since the covariance of z l,i is ∆ l , using (2.10) we get by induction over l ≤ k that
and, therefore,
Plugging this back into (2.19) finishes the proof.
Combining Theorem 5 and Lemma 1 gives an upper bound on F N (Q ε ). From now on we will always set
in which case the first sum on the right hand side of (2.7) disappears and the bound becomes
It will often be convenient to think of A k as a free parameter and think of A k+1 as A k + ∆ k and write (2.21) as
In general, it is not clear how to choose the parameters in this bound that would witness the trivial bound (1.7). In the next Section we will show how this can be done for the pure 2-spin model.
3 Pure 2-spin model.
Proof of Theorem 1. We will first prove Theorem 1 by constructing the sequence (Q l ) and A in a special way. Let us mention that in order to prove Theorem 1 it would be enough to consider the bound (2.21) only for k = 1. However, to illustrate the general idea we will look at any k ≥ 1 and at the end of our argument it will be clear why for 2-spin model one should take k = 1. Note that now ξ(q) = θ(q) = q 2 /2 and ξ ′ (q) = q. Let
be its Jordan decomposition for some R k+1 = Diag(r 1 , . . . , r n ) and orthogonal matrix O. We now consider a nondecreasing sequence
of diagonal matrices R l = Diag(r l 1 , . . . , r l n ) which means that each sequence (r l j ) l≤k+1 is nondecreasing and defineQ
which also defines Q l andQ l , in particular,
Then by (2.10) the elements of the matrix A l are
It is obvious that for any matrix M = (m j,j ′ ) we have
Similarly,
where we denoted by b 1 j the jth element on the diagonal of B 1 . Next,
Finally, 
When h = 0, (3.3) -(3.6) result in a bound (2.21) being transformed into
Obviously, if we denote the diagonal elements of B l by b l 1 , . . . , b l n so that
then (3.7) decouples into the sum of n terms
which was our main idea and motivation. Note that the same idea does not immediately work for p-spin model for p > 2 since (3.6) fails there. We will now explain why minimizing this bound it is enough to look only at the case k = 1. Besides the explicit term − log β j , (3.8) is very similar to (1.3) for β = 1 with minor differences, namely, the range of the sequence (r l j ) l≤k is between 0 and r k+1 j -the jth eigenvalue of the matrixQ k+1 -and we have b j r k+1 j instead of b. Similar to (1.4), one can repeat the proof of the Crisanti-Sommers formula in Section 4 in [7] to show that the infimum of (3.8) over b j and the sequence (r l j ) l≤k is equal to the infimum of
where δ l j = l≤p≤k m p (r p+1 j − r p j ). (This is especially easy to check for k = 1.) The proof of Proposition 2.2 in [7] yields that the infimum of (3.9) is achieved on the replica symmetric choice of parameters when k = 1,
It is easy to check that the infimum is achieved on
and the infimum is equal to f (r 2 j ) − log β j which proves Theorem 1.
Remark. In Theorem 2 we will prove that the bound of Theorem 1 is sharp in when β j = β > 1 for j ≤ n and when the bound is nP(β). The proof of Theorem 1 shows that this happens when all r 2 j ≥ 1 and (3.10) implies that r 1 j = r 2 j − 1. Definition (3.1) then gives that
The diagonal elements of Q 1 are q 1 j,j = 1 − β −1 = q and off-diagonal element are q 1 j,j ′ = q 2 j,j ′ = q j,j ′ . It is also easy to check that the infimum in (3.8) is achieved for b j = 2, i.e. B = 2I and definition (3.2) implies that A = 2βI. In fact, instead of checking that the proof of Theorem 1 produces these parameters Q 1 and A, one could simply use these parameters in (2.21) and see that they result in a bound F N (Q ε ) ≤ nP(β) + R. Clearly, the condition min r j ≥ 1 that gives the bound nP(β) is equivalent to saying that Q 1 = Q − β −1 I is nonnegative definite.
Proof of Theorem 3. We already mentioned that for ξ(q) = q 2 /2 the infimum in (1.4) (and (1.3)) is achieved for k = 1,
The critical point condition for q is
(3.13)
If h j = 0, let q j be the unique solution of (3.13) that corresponds to the choice of parameters β j , h j . If h j = 0, we will assume as before that β j > 1 and q j = 1 − 1/β j . For k = 1, (2.22) is
When R 1,2 ≈ q 1,2 = u for |u| ≤ √ q 1 q 2 , we will take
and the bound becomes 2F N (Q ε ) ≤ U + R for
It is easy to see that for a j = 1/(1 − q j ) = β j and λ = 0
The derivative of (3.14) in λ at λ = 0 and a j = 1/(1 − q j ) = β j is 1 2
If both h j = 0 then since β j = 1/(1 − q j ) this derivative is equal to 0 for all |u| ≤ √ q 1 q 2 which means that we can not improve upon (3.15) by fluctuating λ around zero. Suppose that h 1 = 0 and h 2 = 0. Then again β 1 = 1/(1 − q 1 ) and by (3.13), β 2 = 1/(1 − q 2 ). The derivative 1 2
is equal to zero only if u = u 0 = 0. Therefore, for |u| ≤ √ q 1 q 2 and u = 0, by fluctuating λ around zero we can prove that F N (Q ε ) < P(β 1 , h 1 ) + P(β 2 , h 2 ) + R and by concentration of measure this means that the overlap can take only the value 0 between ± √ q 1 q 2 . If both h j = 0 then (3.13) implies that β j (1 − q j ) < 1 and thus the derivative is equal to zero only at one point
and again the overlap can take only the value u 0 between ± √ q 1 q 2 . To finish the proof of Theorem 3 we need to show that the overlap can not take values |u| > √ q 1 q 2 which will be done in Lemma 2 below.
Lemma 2 For j ≤ 2 let · j denote the Gibbs average of the (random) Gibbs measure G j on S N (and its products) and let · 1,2 denote the Gibbs average with respect to the product Gibbs measure G 1 ⊗ G 2 on S 2 N . If for any ε > 0 lim N →∞ E I{|R 1,2 | ≥ q j + ε} j = 0 then for any ε > 0 lim
Proof. For any integer k ≥ 1 we can write
and the rest is obvious.
4
Pure p-spin model.
In this section we will prove Theorem 4. We assume that h = 0 and in order to avoid trivial situations we consider only β > 0 such that (1.17) fails . First we will gather important information about the parameters (m, q) that achieve the infimum in (1.16). The critical point conditions for (m, q) are given by
and from now on we assume that (m, q) satisfy (4.1). Let x > 0 be a unique solution of
It is easy to check that the right hand side is a convex function decreasing from 1/2 to 0 as x increases from 0 to ∞ and, hence, for p ≥ 2 there is, indeed, a unique solution x. Define
Then the following holds.
Lemma 3
For all β such that (1.17) fails we have
Proof. Introducing the notations A = 1 − q, B = qm, (4.1) can be rewritten as
.
Since for ξ(q) = q p /p we have ξ(q)
the above equations imply that
This shows that B/A satisfies (4.2) and, therefore, B = xA. From the equations above we get
and since θ(q) = (1 − 1/p)qξ ′ (q),
Even though we established Lemma 2 by looking at the Crisanti-Sommers representation (1.4), we will use (1.3) to write P(β) := P(β, 0) in order to compare more easily with the bound (2.21), which is not written in the Crisanti-Sommers form. (Of course, it would be possible to write (2.21) in the Crisanti-Sommers form with extra work). For k = 2 and q 1 = 0, q 2 = q, (1.3) becomes
Since
we can minimize over D 2 instead of b and to simplify the notations we will simply make the change of variable
The infimum is achieved on (m, q) as in (4.1) and b = 1/(1 − q). Using (4.4), we get
Proof of Theorem 4. Given β j , j ≤ 2 as in Theorem 4, let m j and q j be the corresponding solutions of (4.1) and b j = 1/(1 − q j ) so that P(β j ) is given by (4.9). Let us first consider the overlap R 1,2 ≈ u for |u| ≤ √ q 1 q 2 . Define c by |u| = c √ q 1 q 2 . We are going to use the bound (2.22) for k = 4 with m = (0, m, m 1 , m 2 , 1) for some m > 0 that will be specified later and
With these parameters the right hand side of (2.22) becomes U(m, c) + R for
Since θ( √ q 1 q 2 ) = θ(q 1 )θ(q 2 ), Lemma 4.4 implies that
If we define m 0 by 1 m 0 = 1 m 1 + 1 m 2 (4.10)
then for m = m 0
Therefore, comparing with (4.9), for all c U(m 0 , c) = 2P(β 1 ) + 2P(β 2 ).
The derivative The left hand side is convex in a, the right hand side is linear and two sides are equal at a = 1. Therefore, there is at most one solution on the interval (0, 1) and d ′ (c) = 0 has at most one solution on (0, 1). However, since d(0) = d(1) = 0, d ′ (c) = 0 has exactly one solution on (0, 1). Thus, d(c) can not change sign inside (0, 1) which proves (4.11). For 0 < |u| < √ q 1 q 2 , fluctuating m near m 0 proves that
Therefore, by concentration of measure the overlap can not take values u with 0 < |u| < √ q 1 q 2 . Lemma 2 will finish the proof of Theorem 4 if we can show that the overlap of two systems at the same β can not take values |u| > q = 1 − 1/β. This can be shown by the usual replica symmetry breaking as in [7] , which we will explain here for completeness. For specificity, let us assume that u > q. We are going to use the bound (2.22) for k = 3 with m = (0, m/2, n/2, 1) for some n such that m ≤ n ≤ 2 and
With this choice of parameters (2.22) becomes F N (Q ε ) ≤ U(n, a) + R where
First of all, if we take n = 1 and
we get U(1, a 0 ) = 2P(β) by comparing with (4.8). Furthermore,
and we will show that d(u) < 0 for u > q. In order to prove this, we will notice that d(q) = 0 and show that d ′ (u) < 0 for u > q. Indeed,
The last term can be simplified using the fact that the first equation in (4.1) is equivalent to
and then some simple algebra gives that for u > q, d ′ (u) < 0 if and only if
Since two sides are equal for u = q it is enough to show that for u > q
If we consider the function
then it is easy to check that the critical point conditions (4.1) are equivalent to
has at least two solutions on [0, q]. But this equation can be rewritten as
and since the right hand side is convex in u, this equation has at most two solutions. Therefore, for u ≥ q,
which implies
This finally proves that for u > q by fluctuating parameter n around 1 we get that F N (Q ε ) < 2P(β) + R and this finishes the proof of Theorem 4.
Proof of Theorem 2.
Let us first recall the main steps in the proof of Theorem 1 for Q such that min r j ≥ 1 when (1.12) becomes F N (Q ε ) ≤ nP(β) + R. The remark following the proof of Theorem 1 states that we use interpolation (2.3) with k = 1, Gaussian random vectors (z 1 0,i , . . . , z n 0,i ) with covariance ∆ 0 = β 2 Q 1 where Q 1 = Q − β −1 I is defined in (3.11) and Gaussian random vectors (z 1 1,i , . . . , z n 1,i ) with covariance ∆ 1 = βI. Then for the function ϕ(t) defined in (2.6), Theorem 5 gives
where the remainder R(t) was defined in (2.9). For ξ(q) = q 2 /2
In order to show that the upper bound of Theorem 1 is sharp we need to control R(t) and also prove that the bound on ϕ(0) given in Lemma 1 is sharp. Since
we have
On the other hand, (2.11) gives, using A 1 as a parameter as in (2.22), i.e. writing
Therefore, in order to show that this bound is sharp, we need to prove the following.
where z j = (z j 0,1 , . . . , z j 0,N ).
The statement of the lemma will be proved for any Q and ∆ 0 , but for specific choices in the above interpolation it is easy to check that the infimum of (5.3) is achieved on
Proof of Lemma 4. The upper bound is given by (5.3) . To prove the lower bound we will first replace integration over the sphere by a Gaussian integral constrained to the small neighborhood of the sphere. Let ν be a standard Gaussian distribution on R N . If we write ρ ∈ R N as ρ = sσ for σ ∈ S N then σ and s are independent and the law of σ is λ N . Denote by γ the law of s. Clearly, γ([1 − ε, 1 + ε]) → 1 for any ε > 0. Let us consider a set
Therefore,
We can now replace the set Ω ε by the set defined in terms of the overlaps of ρ j , j ≤ n. Let us consider a set
Then, clearly, if we choose δ = δ(ε) small enough then Ω δ ⊆ Ω ε and, therefore,
Thus, we replaced integration over the sphere by a Gaussian integral. Given a set V ⊆ (R N ) n and a symmetric n × n matrix A such that A + I is positive definite we define
First of all,
which is easy to show by decoupling the coordinates and proceeding as in (2.17) . Using the definition of Ω δ , we have for any symmetric matrix B. Let us consider the sets
for j, j ′ ≤ n, so that
We will show below that if V is any one of the sets (5.8) then for some c > 0
Suppose this is not the case. Then for some positive c > 0 and N large enough we would have
Then by concentration of measure (5.10) and (5.12) would imply that with probability exponentially close to one for V equal to Ω δ or one of the sets in (5.8)
Adding up all these inequalities and using (5.9) we arrive at a contradiction, proving (5.11), which in turn implies that
and this will finishes the proof of the lemma. It remains only to prove (5.10). The proof is the same for all V + j,j ′ and V − j,j ′ so we will only consider the case
and, therefore, if we consider a matrix B with two nonzero entries b j,j ′ = b j ′ ,j = 1, then
We have U(0) = F (A 0 ) and using (5.7), U ′ (0) = −δ. Therefore, by slightly increasing x we get (5.10) and this finishes the proof of Lemma.
Next, we need to learn how to control the remainder term (5.2) . The general approach is the same as in the proof of the Parisi formula in [6] (and in [7] or [3] ), but the apriori estimates are now performed on 2n coupled copies of the system and will be similar in spirit to Theorem 1. Let us consider two 2n × 2n block matrices
and let (z 1 0,i , . . . , z 2n 0,i ) and (z 1 1,i , . . . , z 2n 1,i ) be independent Gaussian vectors with covariances
The Gibbs average · t in (5.2) can be rewritten as
N and the remainder (5.2) can be rewritten as
Consider n × n matrix E = (e j,j ′ ) with elements e j,j ′ ∈ [−1, 1] such that
is a nonnegative definite matrix and consider the set
Let us define
Theorem 2 will then follow from the following apriori estimate.
Theorem 6 For any t 0 < 1 and for any t ≤ t 0 , for N large enough,
where a constant K does not depend on N, t and U.
Let us first show how Theorem 6 implies Theorem 2.
Proof of Theorem 2. First of all,
Let us take K as in (5.19 ) and for ε 1 > 0 let us define a set
For any E ∈ V, (5.19) implies that
for large enough N and small enough ε. Everywhere below let L denote a constant that might depend on ε 1 and K denote a constant independent of ε 1 . Since 
We can choose a sequence E i ∈ V for i ≤ K(ε) and large enough K(ε) such that
where we made the dependence of U ε on E explicit. Inequality (5.22) implies that On the complement Ω c of Ω we have
and (5.23) implies that
The relation (5.24) now implies that
Since by Lemma 4 we have lim ε→0 lim N →∞ ϕ(0) = ψ(0), solving this differential inequality and then letting N → ∞, ε → 0 and ε 1 → 0 implies that lim ε→0 lim N →∞
Since the derivatives ψ ′ (t) and ϕ ′ (t) are both bounded we have lim sup Proof of Theorem 6. Let U 2 = U and let U 1 be a symmetric nonnegative definite matrix that will be specified later such that U 2 − U 1 is also nonnegative definite. Let
Let (y 1 0,i , . . . , y 2n 0,i ) and (y 1 1,i , . . . , y 2n 1,i ) be Gaussian vectors with covariances ∆ ′ 0 and ∆ ′ 1 correspondingly, independent for i ≤ N. For 0 ≤ s ≤ 1, consider
By a straightforward computation as in Theorem 5 one can show that
where the remainder R(s) ≥ 0. The analogue of the first line in (2.7) is not present here because U 2 = U, i.e. the covariance parameters match the constraints on the overlaps. Therefore,
where x j l,i = √ ty j l,i + √ 1 − tz j l,i and, therefore, the vectors (x 1 0,i , . . . , x 2n 0,i ) and (x 1 1,i , . . . , x 2n 1,i ) have covariances ∆ t 0 = (1 − t)∆ 0 + t∆ ′ 0 and ∆ t 1 = (1 − t)∆ 1 + t∆ ′ 1 .
Lemma 1 now implies that for any 2n × 2n symmetric positive definite matrix A such that In the first case the jth term in the sum (5.30) becomes f 1 (r 2 j ) = βtr 2 j − t 2 + βr 2 j − 1 + β 2 (1 − t)(1 − q)r 2 j + β(1 − t)c j,j − log β = βtr 2 j − t 2 + βr 2 j − 1 + β(1 − t)r 2 j + β(1 − t)c j,j − log β since 1 − q = 1/β, and in the second case it becomes f 2 (r 2 j ) = β 2 t 2 (r 2 j ) 2 + β(1 − t)r 2 j + β 2 (1 − t)r 2 j c j,j + log r 2 j .
It is easy to check that
and f ′′ 1 (r 2 j ) = 0 and, therefore,
Therefore, 2Ψ(U ε , t) ≤ j≤2n f 1 (r 2 j ) + R (5.33) and this bound is achieved by taking r 1 j = r 2 j − 1/β in (5.30) . It is important to note that in this bound we no longer have to assume that r 2 j ≥ 1/β and even though for r 2 j < 1/β parameter r 1 j = r 2 j − 1/β becomes negative, due to (5.32) we can simply treat (5.33) as a formula. Since However, we can improve upon (5.34) by slight fluctuations of A 1 in (5.27). Our choice of r 1 j = r 2 j − 1/β and (5.29) imply that b j = β, i.e. B = βI and, therefore, in (5.27) we have A 1 = βI. Also, R 2 − R 1 = β −1 I and, hence, U 1 = U 2 − β −1 I. Let us take the derivative of (5.27) in A 1 at A 1 = βI. If A 1 was not constrained to be symmetric, we would have ∂ ∂A 1 r.h.s. of (5.27)
where we used some well known formulas for derivatives of matrix determinants and inverses. However, since A 1 = (a j,j ′ ) is symmetric, a j,j ′ = a j ′ ,j , the derivative in the off-diagonal element will simply be doubled, i.e. for j = j ′ , d j,j ′ = ∂ ∂a j,j ′ r.h.s. of (5.27)
for 1 ≤ j ≤ n and n < j ′ ≤ 2n we have d j,j ′ = 2(1 − t)(g 1 j,j ′ − u 1 j,j ′ ) = 2(1 − t)(q 1 j,j ′ −n − e j,j ′ −n ).
Also, since the second derivatives in a j,j ′ are bounded in some neighborhood of A 1 = βI, this implies that
and this finishes the proof of Theorem 6.
