We present in this paper an original method to estimate the pose of a monocular camera while simultaneously modeling and capturing the elastic deformation of the object to be augmented. Our method tackles a challenging problem where ambiguities between rigid motion and non-rigid deformation are present. This issue represents a major lock for the establishment of an efficient surgical augmented reality where endoscopic camera moves and organs deform. Using an underlying physical model to estimate the low stressed regions our algorithm separates the rigid body motion from the elastic deformations using polar decomposition of the strain tensor. Following this decomposition, a constrained minimization, that encodes both the optical and the physical constraints, is resolved at each frame. Results on real and simulated data are exposed to show the effectiveness of our approach.
INTRODUCTION AND RELATED WORKS
The augmentation of non-rigid shapes from a moving monocular camera is considered to be a challenging problem with many applications such as endoscopic surgery guidance [8] . Its complexity arises from two main ambiguities. First, several 3D shape configurations may produce the same 2D projection on an image. Second, the decomposition of the rigid motion, produced by the camera displacement, and the non-rigid motion, corresponding to the inner deformation of the object, is a non-trivial task. These two aspects make the problem under-constrained and have led the community to consider additional constraints like smoothness, shading, isometry or physical priors.
The problem of estimating camera pose while recovering and augmenting a non-rigid 3D object is known as non-rigid Structurefrom-Motion (NR-SfM), and can be seen differently depending on the types of deformation that are considered and the inputs that are used. To handle global deformation, statistical and low-rank approaches have been widely used since they can efficiently represent global deformations from a linear combination of basic shapes [5, 7, 6] . They are often used off-line, where all frames are batch processed, however, some studies have investigated the on-line processing for non-rigid motion continuously [17] . These methods, however, fail at capturing local deformations and are most of the time, dedicated to articulated deformations.
Physical priors have been recently introduced for simultaneous and sequential pose and shape estimation. In [2] , the authors com-bined a physical model derived from Navier's equations with an Extended Kalman Filter to efficiently estimate 3D elastic shapes while simultaneously compute the camera pose. Similarly, [3] proposed to incorporate a dynamic particle model into a bundle adjustment framework, where [1] proposed to use modal analysis and reduced models to represent the deformed shape based on vibrations analysis. The problem becomes an eigenvalue problem, where the pose is estimated online using bundle adjustment. These methods show convincing results with small deformations, however they lack experiments with highly elastic deformations and take the assumption of the presence of a known fixed region. Mechanical models have also been used for the estimation of 3D shapes from a monocular camera [13, 8, 12] . These approaches, known as Shape-fromTemplate (SfT), have first been dedicated to isometric shapes where geometrical models are sufficient to capture the deformation [4] before being extended to elastic shapes using various types of material laws [13, 8, 12] . Although these methods present an adequate use of physical priors, they assume a fixed camera input and have not yet been proven to be reliable with a moving camera. Problem formulation: we aim at sequentially recover the 3D elastic shape corresponding to u, from the known reprojected displacement in the image p while simultaneously estimating the camera rotation R and translation T.
Contribution:
We introduce in this paper a method capable of estimating online camera pose and 3D elastic shape from a monocular camera using a known template. Because we are interested in elastic deformation, our template consists of a mechanical model with a known geometry and material properties. Our method is based on the decomposition of rigid body motion from elastic deformations using polar decomposition of the strain tensor. The pose is estimated from the rigid body motion by minimizing the reprojection error, while ensuring a temporal camera motion consistancy. 3D shape deformation is computed by solving a constrained minimization that encodes image-points as physical boundary conditions in an elegant manner.
PROBLEM FORMULATION
We note p = {p i ∈ R 2 } the vector of m non-homogeneous point coordinates where p i = (x i , y i ) and u = {u i ∈ R 3 } the vector of n nodal positions of the physical model (template) in metric coordinates, where u i = (X i ,Y i , Z i ) . Assuming an orthographic camera, the projection of the 3D points u t onto the frame t can be expressed as:
where R t is a 2× 3 truncated rotation matrix and T t is a 2× 1 translation vector. We introduce the stiffness matrix K ∈ R 3n×3n that encodes the physical behavior of an object so that the equation of its elastic deformations has the form:
where the vector f ∈ R 3n contains the n nodal forces acting on the object. From the 2D measurements in the image corresponding to p t , the problem that we address can be formalized as finding for each frame t the components (R t , T t , u t ) that satisfy the projection constraints of Eq. (1) and the physical constraints of Eq. (2).
DECOMPOSITION OF RIGID AND NON-RIGID MOTION
Among state-of-the-art elastic models [15] , we choose the Saint Venant-Kirchhoff model [9] since it offers a good trade-off between computation time and accuracy. It handles non-linear deformations, shows rotational invariance and its simplicity allows real time computations. Its material is defined by a stress-strain relationship of the form:
where S is the second Piola stress tensor, E is the Green-Lagrange strain tensor, I 3 is the 3 × 3 identity matrix, η and μ are Lame coefficients and can be computed thanks to the elastic parameters of the material E and ν. E is Young's modulus and is a measure of the stiffness of the material while ν is Poisson's ratio and estimates the compressibility of the material. One of the main properties of the behavior of a deformable object arises from the ability of decomposing a deformation into rigid and non-rigid components [16] . This decomposition can be done using a polar decomposition of the deformation gradient which consists of finding a rotation tensor R b that minimizes E b − R b 2 F , where · F is the Forbenius norm and the subscript b denotes the volume body. It gives rise to a decomposition E b = R b D b where R b is the measure of the rigid body rotation while D b is a measure of the local stretching or contraction of the body. This decomposition is not unique, and the solution is chosen so that D b is symmetric and
When considering the whole volume of a deforming object with a large number of degrees of freedom, the extraction of the rigid motion can lead to ambiguities between the camera and the object motion. In order to correctly extract the rigid part caused by the camera motion, we propose to locally decompose each element and to consider only the less stressed element. Assuming the finite element method is used (to discretize partial differential equations of solid continuum mechanics) upon tetrahedral elements, one can use the method describe in [14] to compute the rotation R e and translation T e of each tetrahedral element.
Let u 0 1 , u 0 2 , u 0 3 , u 0 4 be the vertices of a tetrahedral element e in the undeformed configuration, and u t 1 , u t 2 , u t 3 , u t 4 be their positions in the deformed configuration at frame t, and let us define the 4 × 4 matrices U 0 e and U t e of the form 
There
Assuming k elements, we can extract the global rigid motion of the object following:
where σ e denotes the von Mises stress of the element e computed from the local stretching D e , and σ max the highest von Mises stress of the object. This formulation permits to consider only the transformation of the rigid part of the deformable body and finally to extract the rigid body motion encoded in the 3 × 3 rotation matrix R b and the 3 × 1 translation vector T b (the subscript b denotes the body).
ESTIMATION OF CAMERA POSE FROM RIGID MOTION
Once the rigid motion is extracted from Eq. 6, estimating the camera pose is straightforward and follows a classic Perspectiven-Point (PnP) problem [10] . The aim of the PnP problem is to determine the position and orientation of a camera given its intrinsic parameters A and a set of correspondences between 3D points and their 2D projections. Recovering the camera pose knowing the rigid motion is reduced at finding R t and T t that minimize the reprojection error following:
where · F is the Forbenius norm and J (·) and I (·) are transform functions that permits to extract the rigid body using R t b and T t b . We add to this cost function the temporal consistency terms R t − R t−1 2 F and T t − T t−1 2 F to regularize the estimation of the pose between successive frames, so that rotations and translation matrices are coherent altogether. Moreover, the final minimization function can now be written as:
where α and β are weighting parameters set empirically. Note that in contrast to related approaches, no shape regularization is introduced in the cost function since the mechanical model ensures the physical coherence of the shape.
SIMULTANEOUS POSE ESTIMATION AND AUGMENTATION
Let us return to the problem formulated in Section 2 where we seek at simultaneous recover at each frame t the camera pose (R t , T t ) and the 3D shape u t .
The projection constraints of Eq. 1 can be encoded as boundary conditions for the physical model of Eq. 2 by adjoining m Lagrange multipliers λ i = (l x , l y ) collected in vector λ ∈ R 2 to form the Lagrangian
The vector λ can be interpreted as forces required to maintain the boundary conditions p, whereas u is the vector of solutions of the problem. Extract the rigid body (R t b , T t b ) using polar decomposition.
4:
Estimate the camera pose (R t , T t ) from rigid body such as the quantity
Estimate the 3D shape of the object u t such as it solves
Initially, at t = 0 the vector of external forces f is null and both K and u are known. Thus, we can decompose the deformation into rigid and non-rigid components which will help at estimating the initial camera pose knowing the correspondence mapping M (·) between u and p. At t > 0, we sequentially and simultanoulsy solve the system of Eq. 9 following the steps described in Algorithm 1.
RESULTS
We present in this section the results obtained using our method on real and synthetic data to demonstrate the ability of our approach to capture and augment 3D large elastic deformations. We first test our approach on computer-generated data where both the object deforms and the camera moves. We then use the dataset of [8] where several video sequences of a silicone-like object undergoing different types of elastic deformation is proposed. We quantify the three-dimensional shape recovery error with respect to a ground truth. In all experiments we use SIFT [11] to detect 2D features and track them over frames and we define the Z-axis as the camera axis. For each set we compute a 3D mean error (in mm) and rootmean square (RMS) error (in mm) as the vertex-to-vertex distance between the reconstructed mesh and the ground-truth mesh. In order to estimate the impact of the deformation on the estimation of the camera pose, we compute the mean value of the von Mises stress σ V M of the object during the deformation and compute the absolute error between the estimated camera trajectory and its ground truth over frames. The von Mises stress is normalized so that 0 represents the rest state and 1 means that the object is highly deforming. This gives an estimation of the state of the object during the decomposition of rigid and non-rigid components. The trajectory error is estimated by a RMS error between the estimated pose and the ground truth at each frame. The results reported in the plots of Figure 2 show that the pose estimation is not linearly dependent on the object state.
We finally test our approach on real data from the silicone-elastic dataset [8] . This dataset consists of a silicone-made object deformed following several configurations with extensibility ranging from 25% to 120%. The silicone strip has a size of 100 × 100 × 10 mm 3 and its stiffness is characterized by Young's Modulus E = 250000 Pa and Poisson's ratio ν = 0.45. For each configuration a video sequence with an image resolution of 640 × 480 is acquired with a monocular camera at 30 fps. We virtually simulate a camera motion by pre-defining a path that includes translations and rotations. We obtain video sequences that are used as input for our algorithm and where we can quantify the pose error w.r.t the predefined path. The 3D shapes at the final state are provided and are considered as ground truth. The resulting 3D shapes, re-texturing and pose estimation are illustrated in Figure 4 .
CONCLUSION
We proposed in this paper a method for simultaneously estimating the camera pose and augmenting elastic surfaces. The key idea was to use polar decomposition on an underlying physical model to separate rigid and non-rigid motion. While the rigid body is used to estimate the camera pose, the non-rigid motion is encoded onto a constrained minimization -formulated using Lagrangian Multipliers- to estimate the 3D elastic shape. Promising results were obtained through synthetic and real data, where small absolute camera pose errors were obtained and shape recovery errors close or below 2 mm were reported. Future works will extend the experiments to the comparison with related works and tests on surgical data where such approaches can be of high benefits.
