We develop a theory of symmetry protected topological phases of one-dimensional quantum walks. We assume spectral gaps of the unitary walk operator around the symmetry-distinguished points +1 and −1, in which only discrete eigenvalues are allowed. The phase classification by integer or binary indices extends the classification known for translation invariant systems in terms of their band structure. However, our theory requires no translation invariance whatsoever, and the indices we define in this general setting are invariant under arbitrary symmetric local perturbations. More precisely we define two indices for every walk, characterizing the behavior far to the right of the lattice and far to the left, respectively. Their sum is a lower bound on the number of eigenstates at +1 and −1. For a translation invariant system the two indices add up to zero, so one of them already characterizes the phase. By joining two bulk phases with different indices we get a walk in which the right and left indices no longer cancel, so the theory predicts bound states at +1 or −1. This is a rigorous statement of bulk-edge correspondence. The results also apply to the Hamiltonian case with a single gap at zero. 
INTRODUCTION
Topological phases play an important role in the classification of quantum matter, e.g. in the distinction between topological and ordinary insulators in lattice systems [28, 29] . Such phases are intrinsic properties of physical systems exhibiting (a set of) symmetries (for a review, see [26] and references therein). A key feature of topological insulators is that, in contrast to ordinary phase transitions covered by the so-called Landau theory [39] , the symmetries of the system remain unbroken during transitions between distinct topological phases.
Over the past years, such phenomena gained a lot of attraction both in theory and experiments due to their robustness against local perturbations which opens a wide range of applications from spintronics to topological quantum computation [31, 33, 34, 42] .
A key intuition about topological phases is a principle known as the bulk-edge correspondence. Loosely speaking it states that if two systems in distinct phases are joined, a bound state should emerge near the interface. Moreover, this should be true irrespective of how the systems are joined. This additional stability distinguishes topologically protected bound states from a much more commonplace phenomenon: Whenever a system is perturbed locally, for example by introducing an impurity or defect, we know that bound states might appear [12] . Hence even if two systems in the same topological phase are joined, bound states will typically arise, but these will not be topologically stable and can be eliminated by engineering the crossover differently.
Classification of topological phases is well understood for translation invariant bulk systems. In that case the topological properties can be stated in terms of the winding properties of the energy bands over the quasimomentum space, technically expressed by the K-theory of vector bundles [32] . However, this structure is lost as soon as a phase boundary is introduced. Hence, as remarked in [35] , any theory of bulk-edge correspondence has to deal with non-translation invariant systems from the outset. It also has to deal with a vastly larger set of perturbations: in the bulk case the set of systems with fixed maximal step size is typically finite dimensional, but for full topological stability we allow arbitrary local perturbations, anywhere and over any range in the infinite system. It is not a priori clear that a meaningful classification stable under all such perturbations exists. But, as we show in this paper, the combination of a gap condition with local symmetry sufficiently tames the possible behaviours at infinity to allow such a phase classification. It even turns out that this classification in the general case is the same as for the bulk: Indeed, every class in our classification can be realized by joining two translation invariant systems, and the pair of their bulk indices characterizes the class. This is the strongest statement of bulk-edge correspondence one could hope for.
The aim of our paper is to describe the basics of a rigorous theory of bulk-edge correspondence in this sense, and to sketch the key ideas of a proof, of which the de-tails will appear elsewhere [16] . The setting chosen is that of discrete-time evolutions of single-particles with internal degrees of freedom, so-called "quantum walks" [3, 5, 8, 18, 23, 37] . As such, quantum walks have recently attracted much attention as a computational resource [9, 22, 40, 41, 43, 47] . In particular quantum walks have been shown to exhibit a rich variety of quantum effects such as Landau-Zener tunneling [45] , the Klein paradox [38] , Bloch oscillations [21] , and Anderson localization [4, 27] . By taking into account on-site interactions between two particles performing a quantum walk, the formation of molecules has been established [2] . Quantum walks have been experimentally realized in such diverse physical systems as neutral atoms in optical lattices [30] , trapped ions [48, 55] , wave guide lattices [44, 46] and light pulses in optical fibres [49, 50] as well as single photons in free space [14] .
The quantum walks considered in this manuscript obey a suitable subset of discrete symmetries {η, τ, γ}, commonly referred to as "particle-hole", "time-reversal" and "chiral" symmetry. It is well known from the theory of bulk phases that in one dimension such symmetries must be imposed on the system as well as all its perturbations [20, 51] . In accordance with this theory we select the subset of the symmetries of the tenfold way [7] for which non-trivial phases are expected.
Remarkably, our results also apply to the continuous time, i.e., (static) Hamiltonian case. However, we chose chiefly the discrete time setting, which applies to periodically driven "Floquet" systems, because, on one hand, we plan such an experimental realization in an optical lattice with neutral atoms [6] , and on the other the discrete time case has some additional intricacies: First, there are two symmetry-related spectral gaps, at ±1 for the unitary transition operator, instead of the single gap at 0 in the Hamiltonian case, and secondly there are local perturbations which cannot be contracted to the identity while preserving the symmetry.
An important input for our work were the publications of Kitagawa et al. [35, 36] and subsequent work by Asboth [10, 11] . These papers give examples which realize all the possible bulk symmetry classes. Indirect evidence for the bulk-edge principle is given by numerically finding the dynamical signature of bound states in joined systems and observing that they appear exactly in situations in which the bulk-edge principle predicts them [10, 19, 35, 36] . However, the eigenvalues are not analytically computed, and their stability under local perturbations is not discussed. These features are established in this note. Naturally, with the benefit of a precise mathematical formulation, we can also sharpen many of the claims and statements in the aforementioned papers and correct some minor oversights (see the Appendix for de-
(a) schematic spectrum of unitary quantum walk with band spectrum (green) and discrete spectrum (red dots) and essential gaps at ±1. The arrow symbolizes the action of the symmetry operators η, γ on quasi-energies. We are interested in the eigenvalues on the symmetry axis indicated, around which we assume an essential gap. (b) spectrum of self-adjoint Hamiltonian marked analogously.
tails). We caution the reader, however, that our proof so far covers only 4 of the 5 symmetry types considered in [36] , and is confined to the 1D lattice case.
BASIC FEATURES
Let us outline some basic features of our theory. First of all we consider infinite one-dimensional systems only, but make no assumption of translation invariance whatsoever. Lattice sites are labelled by x ∈ Z, and the variables at that site are given by a finite dimensional Hilbert space H x . In the translationally invariant systems all the H x must be the same and equal to the "coin space" of the walk, typically two-dimensional. The walk is a unitary operator W on the total Hilbert space H = x∈Z H x , with a finite interaction length L. That is, matrix elements between sites further apart than some finite L vanish. The discrete symmetries {η, τ, γ} act on each H x separately and we consider only symmetry types forcing the spectrum of the walk to be symmetric with respect to the real axis (see Fig. 1 ). The two real points ±1 in the spectrum of the walk W are therefore special. These points are assumed to be in the gap of the bulk systems. Also it is here that the bulk-edge principle predicts protected bound states. We cover both cases by assuming essential gaps at ±1, which means that in a small interval around ±1, W has at most isolated eigenvalues of finite multiplicity. This property is automatically preserved under arbitrary local perturbations [52] .
To any walk in this setting (possibly defined only on a half-infinite lattice) we associate an index si(W ) which is integer or binary valued depending on the symmetry type considered. It is defined in terms of the representations of the symmetry operations in the eigenspaces at ±1 (see below). In particular, | si(W )| is a lower bound on the total dimension of the two eigenspaces at ±1. For walks on the doubly infinite lattice, this quantity splits into two contributions
The term − → si (W ) (resp. ← − si (W )) only depends on the behavior of W far to the right (resp. the left). Hence these are independent of any local perturbations, and the pair ← − si (W ), − → si (W ) is the basic invariant of our theory.
A translation invariant system cannot have any isolated eigenvalues of finite multiplicity, so si(W ) = 0, and − → si (W ) already contains all classifying information. Now consider the typical scenario of bulk-edge correspondence: We take two translation invariant walks W 1 , W 2 , and a crossover between the two, i.e., a walk W which coincides with W 1 far to the left and with W 2 far to the right. Then we get at least
| independent eigenvectors at ±1. In particular, we get at least one if the classifying invariants are different, i.e.,
. All these statements also hold for the Hamiltonian case. In fact, the subtleties mentioned above and described in more detail below only refer to the splitting of the total number of eigenvalues into eigenvalues at +1 and −1.
SYMMETRY TYPES
In every model we fix a symmetry type, which is a subset of {η, τ, γ}, where η and τ are antiunitary [53, 54] whereas γ is unitary. Each of these operators square to a phase times the identity, and the product of any two is equal to a phase times the third. The commutation phases and squares are part of the description of the abstract symmetry type. The cases considered in this paper are listed in Table I . A representation of an abstract symmetry type is defined as a set of operators (denoted by the same letters) meeting this description. Another characteristic property of each of the symmetries is how it acts on quantum walks and Hamiltonians. We call a quantum walk (or, more generally, any unitary operator W ) admissible, if ηW = W η, γW = W * γ, and τ W = W * τ , where applicable. A Hamiltonian H is called admissible if e
−itH
is admissible for all t, i.e., ηH = −Hη, γH = −Hγ, and τ H = Hτ . We call a representation balanced if there exists an admissible W , which has no eigenvalues ±1. We assume that each cell H x carries a balanced representation of the symmetry type. Of course, this also defines a representation on the total Hilbert space H = x∈Z H x .
Given a symmetry type we now consider quantum walks W which are (1) admissible for the symmetry and (2) essentially gapped. These assumptions carry over in an obvious manner to the Hamiltonian case.
DEFINING THE SYMMETRY INDEX
The main idea for the definition of the symmetry index si(W ) is now suggested by perturbation theory. Consider the eigenspace E of W for eigenvalue +1. This eigenspace is finite dimensional by assumption and carries a representation of the symmetry type. Under a small perturbation of W the dimension of the eigenspace may change, but since the eigenvalue is isolated, perturbation theory tells us, that the eigenvalues of the perturbation will stay close to 1. Let E ≈ ⊂ E denote the subspace of vectors which are limits of eigenvectors for eigenvalues = 1. Then E ≈ is invariant under the symmetries, and the representation of the symmetry type is balanced, because for the small but nonzero perturbation the restriction of W to the eigenspaces = 1 is an admissible, but gapped unitary. Therefore, although the symmetry representation in the eigenspace may change, it can only change by a balanced representation as an additional direct summand. We therefore define the symmetry index of a finite dimensional representation as the unitary equivalence class modulo balanced representations. The operation of taking direct sums makes this an abelian group, and it is not difficult to determine it for the symmetry types in Table I . In the chiral cases with γ 2 = +1 I, a balanced representation is one in which the eigenspaces of γ for ±1 have the same dimension, so the symmetry index is the integer tr γ [16] . Now we define si + (W ) and si − (W ) as the symmetry indices of the symmetry type representations in the eigenspaces of W for +1 and −1, respectively, and si(W ) := si + (W ) + si − (W ). For Hamiltonians we set si(H) to be the symmetry index of the symmetry repre-sentation in the 0-eigenspace of H. It is immediate from the earlier discussion that these quantities are invariant under small perturbations of W or H, and that si gives a lower bound on the total number of eigenvalues at +1 and −1.
THE SPLITTING CONSTRUCTION
The second main ingredient of our theory is a way to split a walk into a right and a left block, acting only on cells x < x 0 and x ≥ x 0 , respectively. This is done by a unitary operator V , which differs from the identity only on finitely many cells around x 0 , i.e., is a local perturbation. The perturbed walk is then to be of the form W = V W = W L ⊕ W R , and must also be admissible for the symmetry. It is crucial that we can choose V to be a gentle perturbation, i.e., one that is continuously connected to the identity such that the walks connecting W and W are all admissible for the symmetry. We then define
which is (1). The core of the decoupling construction stems from [24, Lemma 4] , and details will be given in [16] . We did not manage to find gentle decouplings for arbitrary walks of the last symmetry type in Table I , so that this type is not covered by the theory presented in this paper. In the Hamiltonian case, every admissible perturbation is contractible anyhow, so this type need not be excluded.
CUT-INDEPENDENCE
The topological stability of the symmetry index hinges on the observation that − → si (W ) (and analogously ← − si (W )) is independent of the cut position. To see this, consider two cut positions x 0 , x 1 with gentle decoupling unitaries V 0 , V 1 where x 1 − x 0 is sufficiently large such that the regions where these operators differ from the identity do not overlap.
Moreover, the piece W R,0 is further decoupled by V 1 , so that V 1 W R,0 = W C ⊕ W R,1 (see Fig. 2 ) for some admissible W C on the cells x 0 , . . . , x 1 − 1. Because V 1 is gentle (i.e., contractible to the identity), we have
We will presently argue that si(W C ) = 0. Hence the candidates for − → si (W ), computed for different cut positions coincide, and we can take the cut position as large as we wish.
Sketch of the decouplings needed to prove the independence of the index − → si (W ) of the cut position. It is assumed that x0 x1 such that the nontrivial supports of V0 and V1 do not overlap.
It remains to consider si(W C ) for an arbitrary admissible unitary W C on a finite collection of cells, i.e., the space H C = x1 x=x0 H x . The overall symmetry representation on this finite dimensional subspace is balanced, because this is assumed for each H x . On the other hand, this representation is decomposed into the eigenspaces of W C at ±1 and a balanced part, which does not contribute to the symmetry index. Hence 0 = si − (W C )+si + (W C ) = si(W C ).
EXAMPLE: THE SPLIT-STEP WALK REVISITED
Introduced in [36] , this example is also treated in [10, 11, 35] , and many other papers. It has symmetry type {η, τ, γ} with η 2 = γ 2 = τ 2 = 1 I. The coin space is two dimensional, with η the complex conjugation in position space. Its name derives from the use of two separate shift operations, S ↑ , the right shift of the spin-up vectors and S ↓ , the left shift of the spin-down vectors. We denote by R(θ) the real rotation matrix by θ, acting equally at every site. The walk unitary is then W = S ↓ R(θ 2 )S ↑ R(θ 1 ). The phase diagram for the index si(W ) is shown in Fig. 3 . The necessary eigenvectors of a decoupled version are determined by solving the eigenvalue equations W ψ = λψ and γψ = χψ (λ, χ = ±1) as a recursion relation in the bulk, giving exponential solutions, and then selecting those solutions satisfying the boundary conditions.
A detailed discussion of the differences with the diagrams in [11, 36] is given in the Appendix. The main difference are the signs, which is connected to the difference of methods. In [11, 36] phase boundaries are identified by tracking the number of bound states of compound walks. This is an intrinsically unsigned quantity, so positive and negative changes cannot be distinguished. In contrast, our approach demands also the determination of the symmetry index in the eigenspace, which is a signed integer quantity. This is crucial for the agreement with the bulk theory, in which the chiral index is a (signed!) winding number. 
SUMMARY AND OUTLOOK
We have established a theory of topological invariants for one-dimensional quantum walks with discrete symmetries. The known classification of translation invariant phases is reproduced, and in addition we get a full classification of non-translation invariant systems stable under arbitrary symmetric local perturbations, thus providing a rigorous theory of bulk-edge correspondence in this setting. The details for non-translation invariant systems will be presented in a future publication [16] .
We believe that some variant of this theory will also apply to the fifth symmetry type in Table I , which so far is not covered. Moreover, we envisage extensions to higher dimensions and the periodic table [32] of symmetric systems and edge modes, at least when the translation symmetry parallel to the interface between two phases is not broken. A. H. Werner acknowledges support from the ERC grant TAQ.
APPENDIX: DETAILED DISCUSSION OF THE SPLIT-STEP WALK
In this appendix we collect some detailed comments on the works [10, 36] , which have played an important motivating role for our work. We decided to include our detailed appraisal and criticism of these papers, because this highlights the different concepts and methods employed. Both papers treat the split-step walk in detail, and we will stay close to these discussions, and only consider the chiral symmetries with γ 2 = 1 I, possibly combined with η 2 = 1 I.
An improper symmetry?
In both papers the joining of two different phases is done by choosing lattice site-dependent coin operations. Since in the standard form of the split step walk the chiral symmetry operation also depends on the coin angle θ 1 , it is not immediately obvious that the site dependence of the coin, copied to the site dependence of the symmetry, by the rules applicable in the bulk, again leads to a walk with chiral symmetry. Asboth [10] therefore criticized the symmetry as improper: In one setting the symmetry should remain fixed, and only the walk param-eters should change. As if anticipating this criticism [36] considers only the joining of walks which differ only in the angle θ 1 , on which the symmetry does not depend. Strictly speaking, his phase diagram is to be read not as a two dimensional phase diagram, but as a bundle of one-dimensional ones.
However, this worry can easily be dispelled. The most straightforward way is to do a local change of basis in each cell space H x so that the chiral symmetry takes a standard form, say σ 1 , the first Pauli matrix, and η, if applicable, is complex conjugation in the same basis. Asboth comes to the same form of the walk by "choosing a different time frame". In this form it becomes clear that both angles can actually be chosen site dependent without breaking the symmetry type:
where A = x A x and B = x B x are unitary operators acting sitewise, and each A x , B x is an admissible unitary operator in H x . Let us check that this suffices to make W admissible. For the particle-hole symmetry there is nothing to check, because if this applies, each A x , B x and hence A, B are real, and the two partial shift operators S ↓ and S ↑ are anyhow real. Admissibility for the chiral symmetry will be checked in the form that W γ is a hermitian operator, and uses the elementary identities
Then Bγ and Aγ are hermitian, and
This concludes the verification that any such W , with arbitrary x-dependent admissible coin operators A x , B x is symmetry admissible. Now, by a basis change by B x in each subspace H x this form is equivalent to B * W B = S ↓ AS ↑ B 2 , which is the form usually given, when A x = R(θ 2 ) and B x = R(θ 1 /2) for all x. This is now generalized to x dependent angles θ 1 (x) and θ 2 (x). Naturally, we then also have to change the symmetry to B * γB, which acts in H x as
In spite of this more complicated x-dependent symmetry this form of the walk is sometimes preferable. In particular, it generates a standard CMV-matrix [15] , which we use to compute the eigenvalues of split versions. In either form it is easy to see how to produce a decoupled version of the walk: When A 0 = σ 1 (which is an admissible unitary) one checks that S ↓ AS ↑ leaves the subspaces x≥0 H x and x<0 H x invariant, which is then also true of W , because B acts sitewise. In this case also the two resulting half-space walks are of CMV form.
One can make a general comment here on whether one can allow the symmetry to vary with the system. Our main deformation argument does not really depend on this, i.e., we can allow simultaneous deformations of symmetry and walk operator, and still get only changes of the ±1-eigenspaces by a balanced representation. So the "improperness" of having the symmetry depend on the walk may largely be admissible without any substantial change in our theory.
Identifying the eigenvectors
In both papers edge states are detected indirectly by starting a joined-up walk at the boundary and letting it run for a few steps. Then one looks for some probability getting trapped near the boundary. This can be followed nicely in a Mathematica demonstration written by Kitagawa. However, since the judgement of "trapped probability" is only by subjective inspection, this method maybe good for a first impression, but cannot provide reliable information either way. It is possible that a bound state is missed, because its overlap with the initial state happens to be too small, just as it is possible that a bound state is falsely indicated, because the walk has a component with low group velocity. Moreover, this method is in principle unable to ascertain the eigenvalue of a bound state: is it at +1 or −1, or perhaps only close to that?
In order to rigorously pinpoint the eigenvalues we used a general method for reducing the eigenvalue problem for a locally perturbed infinite system to that finite subsystem on which the perturbation happens. The influence of the infinite system is then taken into account by the matrix valued Schur function of the unperturbed system (which is related to the Green function). Some background on Schur functions can be found in [13, 17, 25] . For any unitary W on H and any finite dimensional subspace H 0 ⊂ H the Schur function f (z) is an analytic function on the open unit disc with values in the operators on H 0 , satisfying f (z) ≤ 1. In an essential gap f is also analytic and unitary on the unit circle. The eigenspace of W for eigenvalue z, or rather the eigensubspace in the span of all W n H 0 is then canonically isomorphic to the fixed point space of the unitary zf (z). This is ideally suited for perturbations, because if V is a unitary differing from 1I only on H 0 , the Schur function of V W is simply f V W (z) = V * f (z) [17] . Moreover, if H 0 is chosen consistent with a discrete symmetry, this whole construction is also consistent with the symmetry, so one can immediately read off the eigenspaces and the relevant representations of the symmetry, and hence obtain si ± (V W ).
As mentioned above, the Schur function of the split step walk is readily calculated in the CMV approach to quantum walks. Moreover, by using a reflecting coin at the origin one obtains a half-space walk in CMV form, which coincides with the given, translation invariant one to the the right of the origin. One thus only needs the Schur function relative to the subspace H 0 at cell x = 0. From this the exact phase diagram follows easily.
Phase boundaries vs. index differences
In many cases a phase transition may either be identified by a discontinuous change when a model parameter is changed continuously, or else by describing the properties of the phases intrinsically, referring to no particular parametrization of the models. Roughly speaking, the method employed by [10, 36] is of the first kind, whereas ours is of the second kind.
The problem with the parameterized transitions is often that one does not know whether a phase boundary indeed separates two distinct phases, because there might be a "detour" as in the water-vapor thermodynamic phase diagram, which continuously connects the apparently different phases after all. This possibility increases, when more and more model parameters are varied. So this method works best when investigating a fixed low dimensional model class like the split-step walk. But then the classification may, in principle, depend on the selected class. For example, allowing a periodic dependence of the coin parameters or longer range shifts could dissolved the previously established phase boundaries.
The dissolving of phase boundaries by allowing a larger model class is not just an academic possibility. Indeed, the role of the symmetries in the whole field is precisely to impose such restrictions: The "topologically protected phases" are protected in the same sense as overprotected children, i.e., by not allowing most perturbations. When paths are allowed which do not respect the symmetry, any two gapped walks can be continuously connected. Another case in point is Asboth's definition of a pair of integers characterizing the phases by counting the eigenvalues at +1 and −1 separately (see below). This works nicely in the model class of the split-step walk, but we have reasons to believe that it will not work in general.
Consider now the method of characterizing phases by intrinsic properties, e.g., by perturbation invariant "indices". In some sense this involves only one system at a time, so the embedding of the system under consideration into a parameterized low-dimensional family of models is irrelevant. A phase boundary is then just detected by seeing that the invariants for the two phases are different. To the extent that the invariants are easily computed this is a much more straightforward procedure. Indeed, in the bulk theory this is standard, and [10, 36] present an adaptation of Kitaev's classification of the possible groups of invariants.
We note that there is a subtle difference between the tables given in [36] and our Table 1 : For example, in line 4 we give the range of the index as 2Z, whereas [36] lists Z for this case. Of course, as abstract groups these are the same, but our entry contains additional information. Indeed for a given example of this type we can just forget that other symmetries than the chiral apply. We can also compute the symmetry indices, as if the additional symmetries were not present. Then our entry predicts that the number obtained in this way will always be even. If joined with another walk this also goes for the predicted number of eigenvalues at the boundary. Such "forgetting relations" are not trivial. Indeed, it could happen that by reducing the symmetry, and hence allowing a larger class of perturbations, some of the eigenvalues will lose their topological protection. According to our table this does not happen when we go from lines 4 or 3 to 2, but it does happen when we go from line 3 to 1, forgetting the chiral symmetry. By a perturbation breaking chiral symmetry one can thus move eigenvalues away from ±1, but one cannot change the overall parity.
Determining the bulk invariants
Curiously, neither paper [10, 36] correctly computes the bulk indices for split step walks (the signs are missing). However, Asboth [11] does give a simple general formula for the chiral bulk index, which in fact can be further simplified. To this end let us assume, as we may, that the chiral symmetry γ x in each cell is diagonalized. Since the symmetry representation of each cell is supposed to be given by a balanced representation, and γ is hermitian, we must have the same number of eigenvalues +1 and −1. We are then in the position of the following Lemma:
Lemma. Let H be a Hilbert space equipped with a balanced chiral symmetry γ with γ 2 = 1 I, and let U be a unitary operator which is admissible for this symmetry, i.e., U γ is hermitian. Then H is even dimensional, and with respect to a suitable decomposition H = C n ⊕ C n these operators can be written in square blocks as
with U 11 = U 11 * , U 22 = U 22 * , and U 12 = −U * 21 . Moreover, U 12 is singular if and only if U has an eigenvalue at +1 or −1.
Proof. The hermiticity conditions on the blocks are immediate.
Suppose U has an eigenvalue ±1. Then since γ leaves the eigenspaces invariant, we can assume that the eigenvector is also an eigenvector of γ, and therefore in one of the blocks. We chose the eigenvector as one of the basis vectors, and then it is clear that in the corresponding row and column of U only the diagonal element can be non-zero. Hence U 12 is singular.
Conversely, suppose that all eigenvalues of U have nonzero imaginary part. Let z be such an eigenvalue with mz > 0, and φ ⊕ ψ with φ, ψ ∈ C n the corresponding eigenvector. The vector φ ⊕ (−ψ) = γ(φ ⊕ ψ) is an eigenvector with eigenvalue z = z. These eigenvectors must hence be orthogonal, so φ 2 = ψ 2 . Now let z α , α = 1, . . . , n = dim H/2 be the list of eigenvalues with mz α > 0 (possibly with repetitions), and let φ α ⊕ψ α be an orthogonal choice of corresponding eigenvectors, normalized so that φ α 2 = ψ α 2 = 1. Then the vectors φ α and ψ α are orthonormal bases of the first and second summand, and the eigenvalue equations completely determine U in this basis. We get the matrix
In particular since U 12 is diagonal and all diagonal elements are non-zero by assumption, it is non-singular. Now if W is a unitary commuting with translations, we can write it as a 2π-periodic function W (p) of quasimomentum p. Each W (p) must be unitary and admissible for the chiral symmetry. By the Lemma W (p) is gapped if and only if the off-diagonal block W 12 (p) is non-singular. Therefore det W 12 (p) is a non-zero complex number for all p, so we get a periodic curve in the complex plane missing the origin. Its winding number is the chiral index. (Asboth notes this formula, but takes the winding number of det W 12 − W 21 )/(2i) , which according to the Lemma is the same. )
Concretely, for the split step walk in the form (3) we have
The winding properties are shown in Fig. 3 , and are in complete agreement with si(W R ) as computed from the eigenvalues of half space walks.
Signs!
It is clear from the previous section that the index of a chirally symmetric walk is a signed quantity, even in the translation invariant case. Indeed the classifying group is claimed to be Z in [10, 36] . It is a strange oversight in [10, 36] to not look for the signs also in the phase diagrams based on joining walks of different phases, if only to give credence to the claim that the classifying quantities are the same as in the bulk case.
Of course, the sign of − → si (W ) depends not only on the walk itself, but also on the signs we choose for γ. The same walk is also admissible for the symmetries (−γ, η, −τ ), but then has the opposite index. The importance of the signs is most obvious from the rule
, where the direct sum is understood as the combination of parallel chains. With two equal chains we get twice as many topologically protected eigenvalues for any half space version. However, if we change the sign of the chiral symmetry in one of the chains, the same unitary operator is assigned index zero. This means that it may be possible to combine these two into a gapped chirally admissible half-chain walk.
The last sentence is worded carefully in order not to claim that the existence of such a half-chain walk follows from the vanishing of the index alone. Indeed, from the arguments given in the paper only the converse follows. This issue will be discussed in detail in [16] . There is a similar case in which the cancellation can be seen immediately. For any walk W , let ← − W the walk in which only the sites x are relabelled to −x. The symmetries are unchanged. Then, straight from the definitions, − → si ( ← − W ) = ← − si (W ). For a translation invariant walk this means − → si ( ← − W ) = − − → si (W ). Thus if we use the same decoupling V W = W L ⊕ W R on each of the double chains W ⊕ ← − W we do get the same number, namely − → si (W ) of eigenvalues at ±1 in each of the four subchains. The index of the combined chain is zero, which once again suggests that there may be a way to cut while avoiding all discrete eigenvalues. Indeed, this is trivial possible: We just have to fold the original walk back on itself so that the sites of the double chains correspond to the sites of W as shown in Fig. 4 . 
Indices for each gap?
It is tempting to try a finer index classification, in which the eigenspaces at ±1 are counted separately, so the classifying index would be the pair (si − (W R ), si + (W R )). Indeed, this has been suggested for the split-step walk family in [10] . The question is whether this also makes sense in the wider setting we adopt here.
To some extent it does work: The indices are homotopy invariants si ± (W R ). So as long as only gentle perturbations are allowed, i.e., perturbations which can be made in arbitrarily small steps, these indices won't change. However, we have no such control for general local perturbation, and it is also not true in general that these indices will be independent of the cut position. A simple counterexample to show both these effects is a walk which splits into three pieces W L ⊕ W C ⊕ W R . Depending on whether we consider a cut between L and C or between C and R we get indices differing exactly by si ± (W C ). But in this general setting we cannot argue that si − (W C ) = si + (W C ) = 0, only (as above) that the sum vanishes. Indeed suppose that on the Hilbert space H C the chiral symmetry has eigenvalues ±1 each of multiplicity n. Then we can either choose a gapped W C , say with only eigenvalues ±i, or pick a k + -dimensional subspace of the +1-eigenspace of γ, put W C = 1 on this subspace and W C = −1 on the complement. On the −1-eigenspace of γ we proceed similarly, ending up with si + (W C ) = k + − k − and si − (W C ) = (n − k + ) − (n − k − ).
Here we have observed that eigenvectors of W C for which γ = −1 contribute negatively to the index. Since nothing forces us to take k − = k + , we have an example in which si ± (W R ) depends on the cut position. Moreover, this walk arises from the one with gapped W C by a local perturbation, so in general si + of a half-chain or fullchain walk can be changed by a local (but not gentle) perturbation. This is the reason for considering only the sum si(W R ) = si − (W R ) + si − (W R ) as a topological invariant.
