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Fluctuating wind energy makes a stable grid operation challenging. Due to the direct contact
with atmospheric turbulence, intermittent short-term variations in the wind speed are converted to
power fluctuations that cause transient imbalances in the grid. We investigate the impact of wind
energy feed-in on short-term fluctuations in the frequency of the public power grid, which we have
measured in our local distribution grid. By conditioning on wind power production data, provided
by the ENTSO-E transparency platform, we demonstrate that wind energy feed-in has a measurable
effect on frequency increment statistics for short time scales (< 1 sec) that are below the activation
time of frequency control. Our results are in accordance with previous numerical studies of self-
organized synchronization in power grids under intermittent perturbation and rise new challenges
for a stable operation of future power grids fed by a high share of renewable generation.
INTRODUCTION
Wind energy is one of the core elements of renewable
power production with increasing feed-in to the central
European power grid: In 2016, an installed capacity of
153.7 GW in the EU generated almost 300 TWh and
covered 10.4 % of the EU electricity demand [1]. In the
first days of 2018, even more than 20% (60%) of the EU
(German) daily electricity demand was covered [2].
A stable and reliable supply with electrical power is
essential for both, society and economy. The power grid
frequency reflects the transient ratio of production to de-
mand in the grid and thus serves as an instantaneous
and locally inferable stability parameter. Mismatch of
production and consumption causes frequency deviations
from the nominal frequency [3]. Load frequency control
of the grid operator restores the frequency after pertur-
bations: The fastest control (“primary control”) sets in
seconds after a deviation from the nominal frequency to
stabilize, but not yet restore, the frequency. Restoration
is achieved by secondary control which operates on time
scales of 30 seconds and beyond [4].
Wind energy feed-in is known to be highly volatile.
Fluctuations of a process x(t) on a time scale
τ are often characterized by means of increments
∆τx := x(t)− x(t+ τ). Traditional analysis and predic-
tion of wind speed considers variations in 15 minutes and
longer [5, 6]. However, recent findings in the analysis of
short-term increments of renewable power generation re-
veal strongly non-Gaussian fluctuations even on scales of
one second [6, 7]. But, where does this short-term be-
havior result from?
The atmospheric boundary layer is known to be non-
stationary and turbulent [8–10]. Turbulent flows show
scale-dependent increment statistics: In an hierarchical
cascade process, kinetic energy is transferred from large-
to small-scale structures [11]. Specifically, this implies
pronounced tails in short-term increment statistics; an
effect termed intermittency in turbulence research [12].
Due to the intermittent increment statistics, severe wind-
speed fluctuations are much more likely than expected
from a normal distribution.
A wind turbine transforms the kinetic energy of the
wind to electric power. Even though ac-dc-ac convert-
ers decouple wind speed from power output dynamics,
turbine controllers maximize the power output and fol-
low wind speed variations [7]. Hence, atmospheric fluc-
tuations even within a second propagate into the power
output of wind farms and are fed to the grid. In fact,
intermittency is found in production time series of wind
(and also photovoltaic) power plants [6, 7]. Consequently,
power quality is a major challenge for the grid integration
of renewable generators [13].
The transient short-term reaction of power grids to
perturbations has attracted great attention in theoreti-
cal physics: Simple models of high-voltage ac-grids cor-
respond to complex networks of Kuramoto-like, phase-
coupled oscillators [14, 15]. Such models have been used
to analyze aspects of synchronization [16] and the inter-
play of stability and topology [17], as well as relaxation
after singular [18] and stochastic [19, 20] perturbations.
The impact of intermittent feed-in on power grids has
been addressed in [20, 21]: Numerical results indicate
that intermittency propagates in a power grid and af-
fects the frequency increment distributions of nodes dis-
tant to the feed-in. Stochastic models for non-Gaussian
frequency fluctuations are presented in [22]. However,
none of the prior results relates the intermittent feed-in
to transient stochastic properties of the grid frequency.
It is often believed that intermittency vanishes when
power time series of many turbines are averaged. To sup-
port this hypothesis, usually the central limit theorem is
referred to. Velocity time series v(t) are, however, highly
correlated [23] and so are the resulting power time series
[6]. The lacking statistical independence makes this the-
orem inapplicable. Intermittency is, in fact, observed in
power outputs of entire wind farms [6] and withstands
even country-wide averaging [24]. We show, as an ex-
ample, the increment distribution for the mean power
output of twelve turbines in comparison to the one of a
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FIG. 1. Atmospheric intermittency is preserved in
power time series of a single wind turbine and also in
the average output of a farm of twelve turbines. (a)
Distribution of wind speed increments ∆τv = v(t)− v(t+ τ)
for τ = 1 sec. Due to the turbulent conditions in the at-
mosphere, the increment distribution shows large deviations
from the normal distribution (gray). (b) Distribution of power
increments ∆τP for τ = 1 sec of a single turbine (blue) and
of the average power of twelve turbines (orange). The devia-
tions from the normal distribution are even more pronounced
than for the wind speed increments and do not average out.
The increment PDF for the single turbine is not symmet-
ric which, to our interpretation, results from operation close
to the rated power Pr ≈ 2 MW. All increments are given
in units of their respective standard deviations; these are
σ(∆τv) = 0.29 m/s, σ(∆τP ) = 0.0067 MW for the single
turbine, and σ(∆τP ) = 0.0292 MW for the average of twelve
turbines. PDFs are vertically shifted for convenience of pre-
sentation. Figures are similar to those in [6] and were pro-
duced from a freely available [25] data set of 1 Hz-recordings of
twelve onshore turbines during one month; kindly provided by
WPD Windmanager GmbH, Bremen, Germany. A detailed
stochastic analysis can be found in [7] and [6].
single turbine in Fig. 1. But, what exactly is the impact
of wind power feed-in on the grid frequency?
In this Letter, we complement the previous numeric
and analytic work and show that the feed-in of inter-
mittent wind power has a measurable effect on the
increment statistics of the frequency measured in the
distribution grid. Instead of focusing on the frequency
response to singular, large-deviation events, as for
example in [26], we use the full statistical information
encoded in the increment statistics of the grid frequency
and focus on time scales that lie below the activation of
primary control.
This paper continues as follows: We first introduce
our measurement and data processing techniques. Sub-
sequently, we show our stochastic analysis and its inter-
pretation. Finally, we conclude and give an outlook on
further research.
METHODS
Publicly available measurements of the frequency of
the public power grid have, to our knowledge, only a
time resolution of 1 second or above. We, however, want
to observe the self-organized, transient behavior of the
grid and thus need a higher time resolution.
We took 10 kHz voltage samplings u(t) of a single phase
of the distribution grid in our lab in Oldenburg, northern
Germany, from November 8, 2016, till March 23, 2017.
Subsequently, we applied the method of Instantaneous
Frequency (IF) [27] to estimate the frequency time series
f(t) from the sinusoidal voltage signal u(t).
The IF reveals the dominant frequency component at
each time instant t and is thus suited for signals com-
posed of one major frequency component. The method
makes use of the fact that real-valued signals, such as
the voltage signal u(t), have conjugate symmetric Fourier
representations, F [u](−ω) = F [u](ω)∗. Here, F denotes
Fourier transform. The complex-valued analytic signal
z(t) is the inverse Fourier transform of the positive fre-
quencies ω > 0. Discarding the redundant negative fre-
quency components makes the IF accessible. It is defined
as the time derivative of the phase Φ(t) of the analytic
signal z(t):
f(t) =
1
2pi
d
dt
Φ(t) =
1
2pi
d
dt
arg(z(t)). (1)
In practice, z(t) is obtained from the Hilbert transform
H[u](t) of the original signal: z(t) := u(t) + iH[u](t).
The Hilbert transform can be obtained from
H[u](t) = (u ∗ 1/pit′)(t), where “∗” denotes convolu-
tion.
To estimate the derivative in Eq. (1) numerically, the
phase Φ(t) was calculated for every time step in the
voltage signal. Subsequently, the time derivative was
estimated by linear fits of Φ(t) in disjoint blocks of 2000
samples. This procedure gives a frequency time series
f(t) with a time resolution of 200 ms. The 2σ-confidence
bounds of the linear fits are, in average, of size ± 1 mHz.
We show one example hour from our measurements in
Fig. 2.
Frequency measurements of the public power grid are
influenced by many factors that overlay the influence of
renewable generation. The signal shows severe devia-
tions from the nominal frequency each full and half hour
caused by power trading. Further, it is influenced by
long-term correlations in demand and production. Thus,
we applied Kernel Detrending to isolate the short-term
behavior of the frequency signal f(t): A kernel-smoothed
signal fks(t) was subtracted from the original to obtain
the detrended signal fd(t) = f(t) − fks(t). We used a
30-seconds Gaussian kernel. The kernel-smoothed sig-
nal is obtained from convolving the original signal with
a Gaussian curve gσ(t) with standard deviation σ = 30 s
and zero mean:
fd(t) = f(t)− fks(t) = f(t)− (f ∗ gσ)(t). (2)
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FIG. 2. Detrending isolates the short-term behavior of
the signal. Original frequency signal f(t) (blue) and kernel-
smoothed signal fks(t) (orange) in one example hour. The
kernel standard deviation is σ = 30 s. Inset: Detrended signal
fd(t).
Again, “∗” denotes convolution. We illustrate the de-
trending in Fig. 2. In the following, we use the detrended
data and drop the index d.
RESULTS
To evaluate the fluctuations of the grid frequency we
focus on probability density functions (PDFs) of incre-
ments, p(∆τf). As shown in Fig. 3 a, the increment
distribution p(∆τf) is, for a time scale of τ = 200 ms,
not Gaussian. Its tails cause strong deviations from the
normal distribution. This means that large increments
occur much more frequently than expected from a nor-
mal distribution.
The kurtosis k(τ) = 〈(∆τf − 〈∆τf〉)4〉/σ4 measures
how heavy-tailed a distribution is. Here, σ denotes the
standard deviation of p(∆τf). The kurtosis takes the
value k = 3 for a Gaussian distribution and increases for
more heavy-tailed shapes. We observe that the increment
PDFs p(∆τf) deform to less heavy-tailed shapes for in-
creasing time lags τ (Fig. 3 b). On time scales below one
second, we find the most extreme tails. Even though this
effect is similar to turbulent intermittency, can we - at
all - relate such short-term fluctuations to wind power
injection?
The grid frequency measurements are, obviously, influ-
enced by many possibly non-Gaussian and/or correlated
processes. To investigate a possible dependence of grid
fluctuations on wind energy injection, we extract statis-
tical properties of the detrended frequency signal f(t)
which we condition on the amount of onshore wind energy
Pw(t) that is fed to the European grid in Germany. We
use time series provided by the ENTSO-E Transparency
Platform [28], specifically the dataset “actual generation
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FIG. 3. Large short-term increments accumulate on
days with a high share of wind power fed to the grid.
(a) Frequency increment distribution p(∆τf) for τ = 200 ms.
Tails (violet squares) deviate from the normal distribution
(gray). (b) Kurtosis k(τ) of p(∆τf) as a function of the
time lag τ . While for a Gaussian distribution k = 3, larger
kurtosis values correspond to heavier tails. p(∆τf) has the
highest kurtosis on time scales below one second. (c) Left
axis and violet boxes: Histogram of occurrences of large in-
crements |∆τf | > 2 mHz (τ = 200 ms) binned for two days
for the first 70 days of our measurement. Right axis and or-
ange curve: Amount of onshore wind power fed to the grid in
Germany. Production data are taken from [28] and smoothed
with moving average of two days.
per production type” for the country Germany and pro-
duction type “onshore wind”. This data set has a time
resolution of 15 minutes. Hence, it does not allow for an
analysis of the short-term behavior of the feed-in but still
enables us to condition our high-frequency measurements
on the amount of wind power fed to the grid. We focus
on the generation in Germany because, first, it has, in
2016, by far the highest installed capacity of wind power
[1] and, second, the provided data of other countries have
an even lower time resolution.
We begin with a visual comparison of the increments
∆τf and Pw: In Fig. 3 c, we show the time instants at
which large increments occur as well as the amount of
wind power Pw fed to the grid in Germany. We consider,
for the moment, data aggregated for two days. Large
increments ∆τf coincide with high values of Pw. This
is a first indication that wind power feed-in affects grid
frequency fluctuations. In the following, we will provide
a detailed analysis of the impact of wind power feed-in
on frequency increment distributions on different time
scales.
4Instationary stochastic processes are known to poten-
tially produce heavy tails in their probability distribu-
tions (e.g. [29]). Wind turbulence, in particular, shows
characteristic turbulent behavior only when wind speed
increments are conditioned on the absolute wind speed
[30]. Motivated by such findings, we pinpoint the impact
of wind power injection on the grid frequency by the anal-
ysis of conditioned increment PDFs p(∆τf |Pw). Thus,
we learn how likely an increment ∆τf is if an amount
Pw of wind energy is fed to the grid. We show this PDF
for a short (τ = 200 ms) and a long (τ = 10 s) time
scale for different ranges of Pw in Fig. 4 a & b. First,
we observe that on the short scale, the tails deviate from
the normal distribution (gray reference curve), whereas
the increment PDF is very close to normal on the long
scale. Second, for the long time scale, the PDFs are
almost identical irrespective of Pw. On the short time
scale, however, we observe a broadening of the distribu-
tion with increasing Pw.
We quantify the time scale dependent impact of the
feed-in Pw on the increment PDF by means of width and
shape of the conditioned PDFs. In Fig. 4 c, we show that
the variance
σ2(τ, Pw) :=
∫
(∆τf − 〈∆τf〉Pw)2p(∆τf |Pw)d∆τf (3)
of the conditioned increment PDF increases with Pw
for τ = 200 ms. For increasing time lags τ , this
effect quickly diminishes. On time scales of τ = 800
ms and above, the variances show no clear trend with Pw.
An increased probability of large fluctuations may not
only result from an increased variance but also from non-
Gaussian, heavy-tailed shapes of the PDFs. To quantify
the shape development of p(∆τf |Pw) with Pw, we use a
model which was proposed by Castaing for the charac-
terization of intermittency in turbulence [31].
Castaing uses superimposed Gaussian PDFs with log-
normally distributed variances to grasp the tails in inter-
mittent increment PDFs. The standard deviation λ2 of
the log-normal distribution,
λ2 =
1
4
ln
( 〈(∆τf − 〈∆τf〉)4〉
3 · 〈(∆τf − 〈∆τf〉)2〉2
)
=
1
4
ln
(
k(τ)
3
)
,
(4)
governs the shape of the thus obtained PDF pc(∆τf |Pw)
and is called shape parameter [32]. Due to its close re-
lation to the kurtosis k(τ), it serves as a measure for
the heavy-taildness of the Castaing PDF: For a Gaussian
PDF, λ2 is zero. It increases the larger the deviations of
the tails from the Gaussian PDF become. In wind speed
measurements, we find λ2 in the range of 0.2 - 0.3 for
increment PDFs on short time scales [30].
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FIG. 4. Wind energy feed-in affects the short-term
statistics of the power grid frequency. (a) PDF of incre-
ments ∆τf on the time scale τ = 200 ms for different intervals
of Pw (color-coded) normalized by the standard deviation σ1
of the smallest Pw interval. Increasing feed-in Pw broadens
the increment distribution resulting in a tenfold higher prob-
ability for a 5σ1-event (black arrow). (b) Increment PDF
for a larger time scale, τ = 10 s. The increments follow
the same, almost Gaussian, distribution; independent of the
amount of wind energy Pw fed to the grid. (c) Variances of
increment distributions plotted against Pw for different time
scales (color-coded). On the shortest time scale, τ = 200 ms,
the distribution becomes broader with increasing Pw. This
effect diminishes with increasing time lags τ . On the longest
scale, τ = 10 s, the variance shows no clear trend with Pw.
For all time scales, the variances were normalized with the
respective smallest Pw bin.
We calculate λ2 from our measurements with Eq. (4)
and follow the steps in [30] to obtain the explicit expres-
sion of pc(∆τf |Pw). The results match the data very well
as shown in Fig. 5 a, where we compare the conditioned
increment PDFs for a small and a large Pw on the short
scale (τ = 200 ms). With this result we are now able
to analyze the change in shape as a function of the wind
power Pw, see Fig. 5 b. In accordance with Figs. 4 a
and b, we observe lower λ2-values for τ = 10 s than for
τ = 200 ms; i.e. the PDFs are closer to the Gaussian
distribution on the longer time scale. In contrast to the
variance (Fig. 4 c), we do not observe a clear trend of
λ2 with Pw. This means that wind energy feed-in mainly
broadens the conditioned increment PDF on short scales
without much affecting its shape.
The Castaing parametrizations pc(∆τf |Pw) can be
used to estimate the impact of Pw on extreme fluctua-
tions of the frequency: In Fig. 5 a, we compare the proba-
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FIG. 5. Castaing curves grasp the tails of conditioned
increment PDFs. (a) Conditioned PDFs p(∆τf |Pw) for
τ = 200 ms estimated from measurements (squares) and Cas-
taing curves pc(∆τf |Pw) (straight lines) using the shape pa-
rameter λ2 (Eq. (4)) for a low (blue) and a high (orange)
amount of wind energy feed-in Pw. Both PDFs are normal-
ized with the standard deviation σ = 0.53 mHz of the (un-
conditioned) PDF p(∆τf). The Castaing curves emphasize
the importance of a correct modeling of the increment PDFs:
Within this model, the probability of a 5σ event is increased
by a factor 900 as compared to a Gaussian model (black ar-
row). (b) Shape parameter λ2 used to derive pc(∆τf |Pw) for
τ = 200 ms plotted against Pw. For comparison, we have
included the evolution of λ2 also for τ = 10 s. The shape pa-
rameter shows no clear trend with Pw. (c) PDF of the wind
energy feed-in p(Pw) during our measurements (data available
at [28]).
bility of a 5σ-event during high wind energy feed-in Pw to
a Gaussian model. We observe a factor 900 between the
Castaing model and the Gaussian (black arrow in Fig.
5 a). Note that this probability factor increases further
by many orders of magnitude for larger σ-events which
for the Gaussian statistics are expected to almost never
occur - even though we observe them already in our rel-
atively short data set. This stresses the importance of a
correct non-Gaussian modeling of frequency fluctuations
in power grids with intermittent feed-in.
CONCLUSIONS AND DISCUSSION
We have shown that wind power feed-in impacts the
power grid frequency on time scales that lie below one
second. The time range up to approximately one second
is interesting in two aspects: First, it lies in the range
of activation of primary frequency control [4]. This sug-
gests that fluctuations by wind power injection on longer
time scales are successfully compensated. Second, in the
context of Small Signal Stability Analysis, one second is
approximately the time scale that separates local modes,
which affect only a localized subset of nodes in the grid,
from so-called interarea modes [33]. This suggests that
the effect we measure is local; a result which is in ac-
cordance with our analysis in so far as the used German
wind power data are dominated by the northern region of
Germany where our frequency measurements were made.
Power quality is a key challenge for the grid integration
of renewable generators [13]. Although the absolute size
of the fluctuations we consider is small (∆τf < 20 mHz
for τ = 200 ms), a precise knowledge of the fluctuation
statistics is essential to correctly estimate the probabil-
ity of large, possibly critical, increments. In future power
grids with a high share of renewable energy sources, the
amount of rotational inertia will be much lower than to-
day. This will lead to faster frequency dynamics with
larger amplitudes[34]. If grid design and control strate-
gies are not properly adapted, such frequency fluctua-
tions may become highly critical for the grid stability
[19]. Thus, an explicit expression for increment proba-
bilities is desirable to correctly quantify these risks.
Our analysis offers a new tool to quantify the impact of
renewable generation on the frequency increment statis-
tics: The conditioned increment PDFs p(∆τf |Pw) are
well described by Castaing’s parametrization. For a given
distribution of the feed-in p(Pw) (Fig. 5 c), the condi-
tioned PDFs may be assumed to follow pc(∆τf |Pw) with,
in the simplest model, constant shape parameter (Fig. 5
b) and variance increasing with Pw (Fig. 4 c). If shape
parameter and variance evolution are inferred from cali-
bration measurements, the increment PDF
p(∆τf) =
∫
p(Pw)pc(∆τf |Pw)dPw (5)
describes the overall impact of wind energy feed-in on
the fluctuation characteristics of a given grid and may
be helpful for the design of new control strategies for
grids with a high share of renewable sources.
We want to point out that the non-Gaussian increment
statistics p(∆τf) may also be fitted with other heavy-
tailed distributions, such as q-Gaussians or α-stable dis-
tributions, which have successfully been applied to single-
point PDFs of grid frequency data [22] as well as to other
complex systems like stock markets [35] or biological sys-
tems [36]. An important property of such distributions
is, besides the stability, the fact that they have diverg-
ing moments for wide parameter ranges. We use here the
turbulence-like finite-moment approach because, first, we
see that power fluctuations are driven by wind turbulence
6and, second, we observe that frequency increment PDFs
are not stable: The sum of two consecutive increments
is per definition an increment of a larger scale. However,
with increasing time lag, the kurtosis of the increment
PDF decreases (Fig. 3 b). Hence, the hypothesis of sta-
bility is violated.
Independent of the question about the best model of
the increment statistics, our main finding is that we ob-
serve a broadening of frequency increment PDFs with
increasing share of wind power generation. It remains
an open question to what extend the shape of the in-
crement PDFs is caused by the turbulent wind statistics
[37] or by other collective effects of interacting grid com-
ponents. We conclude that a deep understanding of the
non-Gaussian fluctuations of renewable energy sources
and their interaction with the grid is an important field
of further research.
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