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We consider the Picard boundary value problem 
X” =f( t, x, x’), x(u) =A, x(b) =B (P) 
where we assume throughout that f: [a, 61 x R* + R is continuous andA, 
BER. 
The aim of this paper is to point out some relationships between (P) and 
the Cauchy problem. Our approach isthe following: we compare in a 
suitable waythe given equation x”=f(t, x, x’) with some first-order or 
second-order ordinary differential equ tions and we draw conclusions 
about (P) by using the properties of the Cauchy problems for the com- 
parison equations. Theproperties of the Cauchy problem that we shall 
employ in the statements of our theorems include global existence anduni- 
queness, while in the proofs weuse basically only the continuous depen- 
dence of solutions from data. The interest of this approach inthe study of 
(P) lies mainly in the fact that here is more information available on the 
Cauchy problem than on (P). In testing a concrete problem, itseems much 
easier toanalyse a Cauchy problem than a Picard problem; atleast, the 
chance of being able to write down, by a formula, the solution of atirst- 
order or second-order Cauchy problem seems more likely than that of the 
solution t  (P). 
The results of (P) that we shall deduce by this technique include a priori 
bounds for solutions, construction of lower and upper solutions, and 
existence anduniqueness of olutions. Among the others, there is the 
answer in the affirmative, o thecase of scalar equations, of the open 
problem raised byLasota and Yorke [9]. 
The paper is divided into the following sections: 
1. A priori bounds 
2. Existence 
3. Uniqueness 
each of which starts with an introductory pa tillustrating the content. 
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We shall use the symbol 
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to denote the sup norm. 
1. A PRIORI BOUNDS 
In this section we shall state some conditions sufficient for the xistence 
of a priori bounds for the solutions to (P) by using the properties of 
Cauchy problems. We shall prove first bounds for xand then for x’, xrun- 
ning on the set of solutions to (P). We shall show that Nagumo condition 
also fits into this scheme. The idea of relating thestudy of a priori bounds 
for solutions f (P) to the Cauchy problem is not new, since it appears at
least inthe following papers: Moyer [lo], Kiguradze [7], Bernfeld, Ladde 
and Lakshmikantham [2], Gaines [3,4] and Gaines and Mawhin 
[S, Theorem V.161. However, our results areof a different nature, or more 
general, since we make only one-sided assumptions (inthe sense that our 
comparison is based only on the order and not on the norm) and our com- 
parison functions i are allowed tochange sign. 
The first result generalizes n various directions Gaines [3, Theorem 2.21 
and Gaines and Mawhin [S, Theorem V.161 as is easily seen by taking 
q(t,x,y)= -t4IyIl, o (t, x Y)=$(IYI) and w(~,x,Y)= -4(IxL IYI), 
u*(t, XTY) = d(lxL IA )9 respectively. The difference between these known 
results andTheorem 1below is shown better byCorollary 1 below. Several 
concrete examples ofadmissible functions i can be found in Bailey, Sham- 
pine and Waltam [l], in Gaines [4] and in Gaines and Mawhin [S]. 
THEOREM 1. Zf there exist M, E R and co1 :[a, b] x R2 + R (resp. M2 E R 
and w2: [a, b] x R* + R) such that wi is continuous and 
f(4 4 Y) 3 o,(t, 4 Y) for x> M, 
(rw.f(t, 4 Y) G u,(t, x Y) forx<M,), 
and iffor each E > 0 sufficiently large the Cauchy problem 
u” = Wi( t, u, u’), u(a) =(- l)i+ I&, u’(u) = 0 
has a unique solution ui,E such that limET m u~,~ = + cc (resp. 
lim &TW u2,c = -00) uniformly in [a, b], then for every Ed such that 
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ul,Ja) > A+ 1, u,,,(b) > B+ 1 and u~,~ > M, + 1 (resp. U&U) < -A - 1, 
u,,Jb) < -B - 1 and u~,~ < M2 - 1) for all E> q,, we have 
(resp. x 2 u~,~J in [a, 61 
for every solution x of (P). 
ProoJ: Fix a solution x of (P). We shall prove only the stimate x 6 u~,~ 
since the other case can be treated similarly. Fix c0 such that 
Ul,E(U) > ‘4+ 1, u,,,(b)>B+L U1.E ’ M, + 1 (&2&O). (1) 
Assume x(t) > u,,,,(t) in atleast one point t, and argue for acontradiction. 
Since lim,u, E = +cc uniformly, there exists E,>Ed such that u~,~, > x in 
[a, b]. By virtue ofthe continuous dependence on data of solutions to 
Cauchy problems admitting uniqueness (cf. the convergence th orem on 
p. 14 of Hartman [6]), {u~,~( a0 < E 6 E,} is a compact subset ofC’( [a, b]). 
Therefore th re exists a closed ball B = B(0, r) in R* centered at the origin 
such that he vector function (~r,~, u; J takes values in B(0, r/2) for 
&O<&<&,. By using the Weierstrass approximation theorem we can con- 
struct a sequence ofCl-functions 4, converging to or uniformly on
[a, b] x B and satisfying 4, <o, there. Let P: R2 -+ B be the orthogonal 
projection. Set g,(t, x  y) = c$,(t, P(x, y)), g, = o,(t, P(x, y)). Obviously g,
is (locally) Lipschitz continuous andbounded for n> 1. Therefore ev ry 
Cauchy problem for u” =g,(t, u, II’), n > 1, has a unique solution on [a, b]. 
Moreover, wehave 
lim, g, =go uniformly in [a, 61 x lR*. (2) 
Let K be the set {g, 1n > 0} endowed with the topology ofuniform con- 
vergence on [a, 61 x R2. By (2) K is a compact topological sp ce. Bythe 
continuous dependence on data of solutions to Cauchy problems admitting 
uniqueness, themapping @: [Ed, Ed] xK + C’( [a, b]), which assigns to
each (E, g) the unique solution of the Cauchy problem 
v” = g( t, v, v’), u(a) =E, u’(u) = 0, 
is continuous. Therefore @ is uniformly continuous since its domain is a 
compact metric space with the product distance. Then by (1) and by 
(ul,,(t), u;, (t)) E B(0, r/2) for a< t < b and .a0 d E < .sl, wehave the xistence 
of an integer m such that he unique solution v, of 
v” = g,( I, v, VI), v(u) =E, v’(a) = 0 
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satisfies th  following conditions: 
u,(a) > A, o,(b) > B, u, > M, (co <8 < ~1); (3) 
(u,(t),u:(t))~B(adt,<b;~od&~&,); (4) 
u,& t) <x(t) for at least one point ; (5) 
ueI >x in [a, b]. (6) 
Let E be the set of all EE [so, er] such that u, 2 x in [a, b] and let 
s2 = inf E. We have s2 > so by (5) and uE2 =lim,l,, u  (the Cauchy problems 
depending continuously on data since g, is locally Lipschitz). If uE2>x in 
[a, b], there exists q >0 such that uE2 -q > x in [a, b]. By the continuous 
dependence of the solutions f our Cauchy problems ondata (g, being 
locally Lipschitz), here exists sgE] so, EJ such that IIu,, - u,,II oo <v]. This 
implies 
ue3 ’UEI - rt ’x in [a, b] 
contradicting s2 = inf E. Therefore th re exists osuch that u,,(to) = x(t,). 
By (3) we have a< to < b. Then to is a point of minimum for u,* -x in the 
interior of [a, b] and hence we have the following formation: 
u&o) = x(to), d,(to) = x’(to), ui*( to) 2x”(h)). (7) 
This implies 
4yto) =gm(to9 U&O), &(to)) 
= &?7(to, x(toh x’(to)) (by (4)). 
(8) 
On the other hand, we have: 
x”(to) =f(to, x(to), x’(to)) 
2 wl(to, x(to), x’(t,)) (since x(to) = u&to) >M, by (3)) 
‘hn(to, x(to), x’(to)) 
= 4#0) (by (8)). 
This contradicts the last inequality in (7). Therefore, it isimpossible that x
could be greater than al,+, in some point. Q.E.D. 
Direct onsequences of Theorem 1are the following: 
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COROLLARY 1. There xists ana priori bound for the solutions f (P) if 
for each E> 0 sufficiently large the Cauchy problems 
x’I=f(t, x x’), x(a) = +E, x’(a) = 0 
have unique solutions tending uniformly to+ co respectively as ETco. 
COROLLARY 2. There xists ana priori bound for the solutions f (P) if 
there xists co: [a, b] x OX+ -+ R+ such that 
If(44Y)l G44 IYI) 
and the Cauchy problem 
u’ = w( t, u), u(a) = 0 
has a unique solution i [a, b]. 
The remainder of this ection is devoted toestablishing a priori bounds 
for the derivatives of solutions to (P). We shall ook for conditions which 
are sufficient to handle one of the typical situations which appear in study- 
ing boundary value problems: given an equibounded family ofsolutions, 
find an a priori bound for the derivatives of members of the family. 
THEOREM 2. Let S be a family of solutions to (P) and A4 a constant such 
that 
llxll 03 6 kf (x E S). 
Assume there xist four continuous functions w: : [a, b] x (w+ + R, w; : 
[a, 6) x W -+ R (i= 42) and four constants c+ > IA - Bl/(b - a), 
c; < -IA-Bl/(b-a) (i= 1,2) such that 
w:(t,Y)~f(t,x,Y)~w:(t,Y) a<t<b; 1x1 <M;y>- 
q(t,Y)Gf(t, x,y)<q(t,y) a<t<b; 1x1 <M;y< 
and the Cauchy problems 
u’= w:(t, u), u(a) = c: 
u’= wC(t, u), u(a) = cf 
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have, respectively, maximal solutions ul and minimal solutions u f on [a, b] 
satisfying thecondition 
- ]A - B( 
‘l’< bma (i = 1, 2). 
Then the following bound 
holds for the derivatives of the elements inS. 
For concrete examples ofadmissible o,?‘s, cf. Theorem 2and its various 
corollaries in Kiguradze [7], as well as the well-known conditions for
global existence in Hartman [6], Lakshmikantham andLeela [S], Pic- 
cinini, Stampacchia andVidossich [ 111 and Walter [143. If b - a is suf- 
ficiently small then the xistence of u,* follows from the Peano theorem. 
We have two direct onsequences: 
COROLLARY 1. Let S and M be as in Theorem 2. Zf there xist wo 
continuous functions 4i: [a, b] x R+ + R and four constants c+> 
IA-Bl/(b-a), c; < -IA-Bl/(b-a) (i= 1,2) such that 
$4(4 IYI) IYI 6f(kX,Y)YGM4 IYI) IYI 
IA - BI 
a<t&b;Ixl<M;Iyl>~ 
and the Cauchy problems 
24’ = 42(t, u), 
u’= -h(t, lulh 
u(a) = cc 
u(a) = c1 
have maximal solutions u$ on [a, b], while the Cauchy problems 
u’= -MC l4h u(a) = c; 
u’ = dl(h u), u(a) = CT 
have minimal solutions u,’in [a, b] such that 
u+>IA-4, ~ -IA-A 
I b-a ‘i < b-a 
(i= 1,2), 
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then the following bound 
holds for the derivatives of thelements in S. 
COROLLARY 2. If S and M are as in Theorem 2 and there exists a con- 
tinuous function co: [a, b] x R+ + R+ and a constant c> IA -Bl/(b-a) 
such that 
lf(t,x,y)yl <4t,IA) IYI a<ttb; 
IA - Bl 
1.x GM; IYI 3~ 
and the Cauchy problem 
u’ = w( t, u), u(a) =c 
has a maximal solution u, on [a, b], then the following bound 
llx’ll m d II% II cc (XES) 
holds for the derivatives of elements in S. 
Proof of Theorem 2. We claim that if E > 0 and u& (resp. u&) is a 
solution t  
u’ = of(t, u) + E, u(a) =c$ + E 
(resp. u’=of(t, u)-&, u(a) =cl’ -E) 
then we have 
uz’, > u; (resp. U& < 24;) (9) 
in the domain of u$. To state his, assume, for example, that uz’, $ u; . 
Then there is a point o such that U&( to) =u: ( to) and u& > u: on the left 
of t,. Taking the left limit ofthe incremental ratio we get 
-g U&(kl) G -$u:(t,) 
which contradicts ol (t,, u&( to)) + E > oz (t,, u: (to)). In asimilar manner 
we establish theother inequalities in (9). From (9) and the convergent 
theorem on p. 14 of Hartman [6] (which can be applied after having 
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extended bycontinuity the0:‘s on [a, b] x R) we get the existence of a 
sequence ofpositive real numbers E, JO such that he Cauchy problems 
u’=o.$(t, U)+E”, u(a) =c; + E, 
u’=w,(t, U)-&, u(u) =cl’ -En 
have solutions us such that u& is defined in[a, b] and lim, z$, =u,+ 
uniformly. FixXE S. By virtue ofthe mean value theorem there xists 
t, E ]a, b[ such that 
,x’(t 
x 
), = Ix(b) - x(a)1 
b-u ’ 
Let 6>0 be such that llui+IA-El/(b-u)ll,~6 and Ilu’-(A-B// 
(b - a)11 o326. Fix n, such that I[u& - U: II o. Q6 for n> no. We claim that 
for each n> no the following estimates hold: 
14, <x’ Q u;t, on[a, t,] , ~4;~ $x’ < u& on Cl,, bl. (10) 
We start byshowing that 
qn <x’ in [a, t,]. (11) 
Suppose that his is not the case. Then there exist a <c( </I <t, such that 
u2,n > x’ in [a, /?[ and uz,(fi) =x’(p). The function w: [a, /I] + R’ defined 
by w = u2,n - x’ satisfies th  condition 
On the other hand, we have 
w’(B) < 0. (12) 
= w;(B, q”(B)) + 8, -f(B, x(B), x’(B)) 
= w;(P, x’(P)) + %-f(P, x(P), x’(B)) 
2 E, 
which contradicts (12). Therefore (11) holds. Ina similar manner we can 
state the remaining inequalities in (10). Then the bound claimed bythe 
theorem follows by taking limits in (10). Q.E.D. 
Proof of Corollary l.-# We set simply 
co+ = &, q(4 u) = -Mf, I4 ), q(t, u) = -h(t, I4 1 
and apply Theorem 2. Q.E.D. 
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Proof of Corollary 2. We set & = o and 4, = --o. Then we can apply 
Corollary 1 by virtue ofthe criterion forthe existence of global maximal 
and minimal solutions proved in Vidossich [ 133, since it is well known 
that he stimates 
imply that every solution to 
u’ =4(t, u), u(a) =uO 
verities the condition Iv(t)] 6 u,(t). Q.E.D. 
The next heorem generalizes th  Nagumo condition, as isshown by its 
Corollary 2. 
THEOREM 3. Let S be a family of solutions to (P) and A4 a constant such 
that 
II-4 00GM (x E S). 
Assume there exist four continuous functions co+: R+ + R, 0,: Iw- + R 
(i= 1,2) and four constants c+> IA-Bl/(b-a), c; < -IA-BI/ 
(b-a)(i= 1,2) such that 
oi+(v)df(4x,y)G@(y) 1x1 acY+J 
wl(Y)~f(t,x,y)4o;(y) I.4 d M; y Q 
and the Cauchy problems 
w’(u) u’=I-, 
U 
U(-kq=c,* (i= 1, 2) 
have aunique solution u,+on [ -M, M] satisfying the condition 
IA-B1 ~ -IA-B1 
‘l+> bma ) ui < b-es (i= 1,2). 
Then the following bound 
b’ll, ~,yyaxiIlu+ IL Ilu; ILo> (XES) 
holds for the derivatives of the lements in S. 
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For concrete examples ofadmissible CO,+%, cf. the remarks made in 
Theorem 2. Note that if M is sufficiently sma lthen the global existence 
requirement is fulfilled by virtue ofthe Peano theorem. 
We have two direct onsequences: 
COROLLARY 1. Let S and A4 be as in Theorem 3. Zf there xist wo con- 
tinuous functions di: R+ + R and four constants c,+ > IA - Bl/(b-a), 
c,- < -IA-B(/(b-a) (i= 1,2) such that 
4l(lYl) IYIG-(t~x,Y)Y6~z(l.Yl) IYI 
( 
1x1 GM; lyl dg-J 
and the Cauchy problems 
ur _ 42(U) 
u ’ 
U(-M)=c2 
uI _ -41(u) 
u ’ 
U(-M)=c; 
-d2(u) 
u’=-, U(-M)=c; 
U 
uI _ 41(u) 
u ’ 
U(-iq=c: 
have unique solutions u: on C-M, M] vertfying there the condition 
uf>IA-Bl ~ -IA-4 
I b-a ’ ‘i < b-.ea 
(i= 1, 2), 
then the following bound 
IIx’II o. 6;F: n-m{ IluT II my llu; II m1 @ES) 
holds for the derivatives of the elements inS. 
COROLLARY 2. Zf S and M are as in Theorem 3 and there xist a con- 
tinuous function I$: R! +-+ R + and a constant c > IA - ZIl/(b - a) such that 
If(t~x,Y)yl~4(IYl) IYI Ix1 GM; 
IA -4 
lyl>- 
b-a 
and 
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then the following bound 
lbll 03d lbll c 2 (XES) 
holds for the derivatives of elements in S, u being the unique solution t  the 
Cauchy problem 
u’ - d(U) 
u ’ 
U(-M)=c 
with c> IA - Bl/(b -a). 
Proof of Theorem 3. From the convergent theorem onp. 14 of Hartman 
[6] (which can be applied by restricting he 0:s on 10, +co[ or 
] - co, O[) we derive the existence of a sequence ofpositive real numbers 
E, JO such that he Cauchy problems 
&w:(U)+& 
u ’ 
U(-kq=c: 
u,=q+h 
u ’ 
U(-M)=cf 
have solution u$, such that u,$ is defined in[-AI, M] and lim, u& = u,? 
uniformly. FixXE S. By virtue ofthe mean value theorem there xists 
t,E ]a, b[ such that 
Ix,(t 
x 
)I=Ix(b) - x(a)1 
b-a ’ 
Let 6>0 be such that Ilui+IA-Bl/(b-a)ll,~6 and 
/ui+ - IA - Bl/(b - a)ll o.26. Fix n, such that /lui’, - uz* II md 6 for nB no. 
We claim that for each n3 no the following estimates hold: 
UZ&w) G x’(t) 6 UiyW) for ad t d t, 
(13) 
u,,(x(t)) 6 x’(t) G u&W)) for t, < t d b. 
We start byshowing that 
uz,(x(t)) d x’(t) fora<t<t,. (14) 
If not, there exist a < c1 <p< t, such that ucX(x(t)) >x’(t) in [LX, p[and 
u2,n(x(B)) = x’(p). The function w: [cl, b]+ 178’ defined by w(t) =
u,(x(t)) -x’(t) satisfies th  condition 
w’(B) < 0. (15) 
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On the other hand, we have 
contradicting (15). Therefore (14) holds. Ina similar manner we can state 
the remaining inequalities n (13). Then the bound claimed bythe theorem 
follows by taking limits in (13). Q.E.D. 
Proof of Corollary 1.We set 
0; = ii, w;(t, u) = -42(& bl h ~ 02 (6 u) = -h(k 14) 
and apply Theorem 3. Q.E.D. 
Proof of Corollary 2. This follows from Corollary 1 by setting & =4 
and 4, = -4, since it is well known, on the one hand, that he stimates 
I I 40) <Ql(bl) - ‘101’ luol GcV 
imply that every solution to 
uI -w(v) 
v ’ 
u(-M)=u, 
verifies the condition Iv(t)1 < u(t), and on the other hand that he condition 
s 
cc 
Lds>2M 
0 d(s) 
guarantees thexistence of a solution to 
u’ - d(u), U(-M)=c 
u 
on [-M,M]. 
The next result isrelated “internally” to theCauchy problem. 
Q.E.D. 
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THEOREM 4. Zf for every 0< A Q 1 and for every solution x of 
x” = Af (t, x, x’), either x is defined on [a, b] or x is unbounded, then for any 
equibounded family of solutions to 
x” = A,( t, x, x’) 
there exists an a priori boundfor the derivatives of thelements in the family. 
Proof Let S be a family ofequibounded solutions f the given problem 
and let N > 0 be such that 
II-4 co6iv (x E S). 
Suppose that here is no a priori bound for the derivatives of the lements 
of S. Then for asuitable sequence x,E S we have xi = 2, f (t, x , xl) and 
lim, Ilx~Ilm = + co. 
By the mean value theorem for each nthere exists ,,E [a, b] such that 
,x,(t )I = lx,(b)-x,(a)1 <2/\!. 
n n b-a b-a 
Passing tosubsequences if necessary, we assume that he sequences (A,),, 
(t,),, (x,(t,)), and (xi(t,)), converge tosuitable points A,,, t , x0 and y,. 
From the convergence th orem on p. 14 of Hartman [6] it follows the 
existence of a solution y of x” = A0 f (t, x, x’) defined ona maximal interval 
of existence ZG [a, b] and a sequence (x,,), converging to y in the Cl- 
topology oncompact subsets ofZ. Since (x,,), isequibounded, y isboun- 
ded on I. Therefore, by the hypotheses of the theorem, y exists in[a, b] 
and we have contradicted (16). Q.E.D. 
2. EXISTENCE 
The theorems ofSection 1 can be used to generalize various well-known 
results, as iseasily seen. We shall show only two applications of urresults. 
The first application is the theorem below, which, for n= 1, gives an affir- 
mative answer to the question raised byLasota and Yorke [9] at the top 
of p. 511. 
THEOREM 5. Let f: [a, b] x R2 -+ R! be continuous and uch that: 
(i) for every 1 E [0, 1] and every solution x ofX” = if (t, x, x’), either 
x is defined on [a, b] or x is unbounded, 
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(ii) there xists k 2 0 such that 
y2 + xf(t, x Y) 3 -Ml + IA+ lxyl) 
for all t, x, y. 
Then the Picard problem 
x”=f(t,x,x’), x(a) = 0 =x(b) 
has at least one solution, 
Proof Let X be the Banach space C’( [a, b]) with the usual norm 
II-d = max{ llxll ocylx’ll m >. 
Let G be the Green function associated with the given two-point boundary 
value problem. Itis well known that 
Tj. X(t) = I~ nG( t, s) f(S, X(S), X’(X)) ds 
u 
defines a completely continuous operator X+ X. Therefore, by the 
Leray-Schauder th orem, toprove our result i is enough to show the 
existence of an a priori bound for the solutions f 
X1= -Tj. X~ (O<A< 1). 
By Remark 3 of Lasota and Yorke [9, p. 5151, each function 
ul(t) = tllxi(t)l12 satisfies th  hypotheses of Lemma 2 of Lasota and Yorke 
[9] and therefore th re exists a constant A4 >0 such that 
11x2 IIm6 hf. 
Then by Theorem 4there exists N> 0 such that 
and the conclusion f llows. Q.E.D. 
THEOREM 6. Assume that A = B and that here exist M > IAl and a con- 
tinuous function w:]a, b] x R+ + R+ such that 
If(4-%Y)l Gw(t, IYI) (1x1 d M; all t, y). 
Zf there xists a sequence ofpositive continuous f nction u,on [a, b] such 
that u, is dzfferentiable n ]a,b] with u: > o(t, u,) and (Iu,(I o. JO, then (P) 
has at least one solution, 
PICARD BOUNDARY VALUE PROBLEM 15 
Concrete examples ofadmissible o’scan be derived from the standard 
uniqueness criteria forCauchy problems, a  is clear f om the discussion in 
Section 10of Walter [14]. Among the others, we have the following 
possibility: 
46 u) = h(f) g(u) 
with g(u) >O for u>O and 
s 
< 
ids, j”h(r)dt 
0 g(s) (I 
for asuitable c. This example, derived from the Osgood uniqueness con- 
dition, puts emphasis onthe fact that he basic assumption of Theorem 6is 
a condition around 0and not around 03. 
Proof of Theorem 6. To start with, we show the xistence of lower and 
upper solutions to (P). Fix E > 0 such that 
&(b-u)<M-JAI 
and then choose n such that IIu,II o. <E. Define 
/l(t) = M-j’ u,(s) ds. 
L1 
From the choice ofE we have P(a) >A, /3(b) > A and 0 < p G M. Moreover, 
we have /?’ = -u, and for each tE ]a, b[ we have: 
pn = -u; 
< 44 u,(t)) 
= -46 IP(t 
Gf(c P(t), P’(f)) 
by virtue of //?I < M. This shows that /? is an upper solution of(P) 
according to the definition of Schmitt [ 12, p. 2761. By a similar argument 
it is seen that CI = -p is a lower solution t  (P) with c( <j?. Now fix 
~>maxW’lL 118’11,~ IbIL~ 
anddefineg:[a,6]xR2+Rand~:]a,b]xR+-tRby 
At, A Y) =f(4 x, Y) if lyl <N 
=.f (t.x,&N) iflyl >N, 
&t, u)=~(t, min{u, N}). 
505/60/l-2 
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Obviously a and B are, respectively, a lower and an upper solution t  (P) 
forf= g. Moreover, g is bounded for xrunning ina bounded set. Therefore 
Theorem 3.2 of Schmitt [12] implies the xistence of a solution x to 
x” = g( 1, x, x’), x(a) =x(b) =A 
with a<x < /?. Now we shall apply aresult ofSection 1 in order to show 
that xis a solution to (P). The following equality 
Ig(t,-GY)Yl Gb(C IA) IA (I.4 GM; all t, y) 
holds true. Let n, be such that 
Ix(tJ-Al 
b-a 
< min uI 
for n> n,. Applying Corollary 2 of Theorem 2to (P) with a= t,, A= x( t,,) 
and B = A, we get 
Ilx’(t)ll Q 114 IIm (t,<t<to;n3n,) 
where u,, is the maximal solution of the Cauchy problem 
0’ =&t, u), u(t,) = ul(tn). 
Since U; >&t, a,), it is easily seen that u,,<ur in It,, b]. Then we have 
[lx’/1 co <N and so x is asolution t  (P). Q.E.D. 
Remarks. (1) The proof of Theorem 6points out a way to construct 
lower and upper solutions to (P) by solving suitable Cauchy problems, 
even with A #B provided that M> [AI, I BI. Another condition yielding 
lower and upper solutions by the same technique is the following: 
If(t, x2 UN d Mt, IA) (all t,x, Y) 
with o such that for some c 2 0 the Cauchy problem 
24’ = o( t, u), u(a) =c 
has a global solution. 
(2) By the argument inthe second part of the proof of Theorem 6it 
is possible to prove that he assumptions f Theorems 2 and 3 are sufficient 
for the xistence of at least one solution to (P) when they hold uniformly 
on [a, b] x Iw2 (i.e., when M= +co )--a fact apparently not easily 
established by the Leray-Schauder technique since the o:‘s are allowed to
change sign. 
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3. UNIQUENESS 
In this ection weshall prove some uniqueness theorems for the two- 
point boundary value problem using the uniqueness conditions forCauchy 
problems. Thefunction fneed not be defined for each xE 53; the uniqueness 
properties refer tothe portion fthe domain offin which the assumptions 
of the theorems below are verified. 
THEOREM 7. There xists at most one solution f(P) provided that o 
each M> 0 there corresponds a continuous function w: [a, b] x R+ x 
R+ + R such that 
f(t,x,U)-f(t,Y,V)>W(t,X-y, b 4) (-M<y<x<M;allt,u,v) 
and for each E 3 0 the Cauchy problem 
u” = o( t, 2.4, lu’l), u(a) = 8, u’(a) = 0 
has a unique solution u, in [a, b] with u,, -0, u, > 0 for E > 0 and 
lim Etm u,= +oo uniformly in[a, b]. 
Admissible o’scan be derived from Bailey, Shampine and Waltam [11, 
Gaines [4] and Gaines and Mawhin [S]. 
Proof of Theorem 7. Suppose there exist two different solutions x and y. 
Interchanging x with y if necessary, we assume x> y somewhere. Define 
z = x - y. Let o be the function which corresponds to M = 1 + max { )I x(1 oo, 
Il~ll,~. Since lhT, u, = +cc uniformly, there exists E~ uch that u,~ >z in 
[a, b]. Let E be the set of all 0<E <&i such that u, 2z in [a, b]. Let 
s2 = inf E. If e2 = 0, then limEl,, uE=O by the continuous dependence on 
data of solutions f Cauchy problems admitting u iqueness. It follows that 
z = 0, a contradiction. Suppose now .s2 >O. If uE,> zin [a, b], then there 
exists q >0 such that uE2 -q > z in [a, b]. Again by the continuous depen- 
dence of the solutions f our Cauchy problems from data, there exists 
0 < s3 < .s2 such that IIuE3 - uEZ I( ~< q. This implies 
in [a, b] 
contradicting a2 = inf E. Therefore there exists ,such that uE2( to) = z( to). 
Since uEI >O and z(a) =z(b) =O, we have a < t, < b. Obviously t,is a 
minimum point of uE2 -z. Therefore we have ui,( to) =z’( to) and 
u:2(to) 2 z”(to). (17) 
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On one hand we have: 
(18) 
while on the other hand we have: 
z”(hJ =f(tm x(kA X’(b)) --f(to, Y(kJY’(to)) 
> dto> z(b), Iz’(to)l) (by 4tcJ = u,,(t,) > 0) 
= 4~(kJ (by (18)). 
This contradicts (17). We conclude that it is impossible that x be greater 
than ysomewhere, h nce we cannot have two different solutions f (P). 
Q.E.D. 
In the previous theorem, the uniqueness of solutions to (P) was influen- 
ced by the behaviour ofx. Now we shall study how the behaviour ofX’ 
alone influences uniqueness for(P). Our result inthis direction ge eralizes 
Theorem 3of Moyer [lo] and Theorem 5.1 of Schmitt [12] in various 
ways. 
THEOREM 8. Problem (P) has at most one solution provided that f (t, *, y) 
is increasing and for every M> 0 there xists a continuous function 
w: [a, b] x R+ -+ R such that 
f(t,x,u)-f(t,x,v)<u(t,u-v) (a<t<b;Ixl<M;u>v) 
and there are sequences a,, 1a and u, E C’( [a,, b] ) such that 
and u, JO pointwise in ]a, b]. 
The basic assumption on w includes themost general condition yielding 
uniqueness forfirst-order Cauchy problems, i.e., class (E,) of Walter [14]. 
Therefore ev ry w which satisfies any of the well-known uniqueness con- 
ditions for first-order Cauchy problems i admissible forTheorem 8. 
Proof of Theorem 8. Assume that here exist two different solutions x, y 
and argue for a contradiction. Let M> ~~x~~~, 11 yll o. and let w be the 
function corresponding to M in the statement of he theorem. Interchang- 
ing x with y if necessary, we assume z= x- y positive somewhere. Then 
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there exist points a <c1< s0 < /I 6b such that z> 0 in ]a, /?(I, z(a) =z(p) =0 
and s0 is a maximum point of z. Thus 
z’(qJ = 0. 
Let n, be such that a, < s0 for 12 >n,. We claim that for all n> n, we have: 
-&fZ in Ch PI. (19) 
If not, then there xist s,, 6 y < 6 f /I such that -u, > z’ in ]y, S] and 
-u,(y) = z’(y) since - u,(sO) < 0= z’(q,). Thus in particular we have 
z’(y) 6 0. P-3) 
Set w= z’ +U, on [y, S]. Then y is a point of maximum of w, hence 
w’(y) < 0. (21) 
But we have: 
W'(Y) = z"(Y) + 42(Y) 
>f(Y, X(Y h X'(Y )I -f(Y, J4Y 1, Y'(Y)) + 4YY 4AY 1) 
>,f(Y, Y(Y), X'(Y)) -f(Y, Y(Y)? Y'(Y)) + 4Y> &l(Y)) 
(by the increasing property off(t, .y)) 
2 -4Y9 Y'(Y I- X'(Y 1) +dY, U,(Y 1) (by (20)) 
=o (by Z'(Y) = -U,(Y)) 
which contradicts (21). Therefore (19) holds. Taking limits in(19) we get 
~‘30 in [.sor fi], hence the following contradiction: 
0 = z(P) 3z(so) > 0. Q.E.D. 
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