In this paper, we present new approximation results for the offline problem of single machine scheduling with sequenceindependent set-ups and item availability, where the jobs to be scheduled are independent (i.e., have no precedence constraints) and have a common release time.
Introduction
There are many scheduling problems where jobs are classified into types and jobs of a given type can be served only by a machine configured for that type. Thus, whenever a machine switches from serving one type of job to another, the machine must be set up (reconfigured) to handle the new type. If the type of the currently processed job is the same as the next job then no set-up is required, otherwise the set-up time may depend on the type of the current job and or the type of the job that is processed next. In these contexts, there is significant interest in scheduling models that exploit batching to reduce set-up time.
Some specific examples of scheduling with set-ups [1] [2] [3] [5] [6] [7] [8] [9] [10] [11] [12] [13] 15, 16, [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] were described in Monma and Potts [21] . The first example involves the production of different colors of paint on the same machine. A set-up time for cleaning the machine is incurred whenever the machine switches from manufacturing a paint of one color to another. The amount of time required to clean the machine depends both on the color being removed and the color for which the machine is being prepared. A batch is a maximal set of jobs that are scheduled contiguously on a machine and share a set-up. Large batches have the advantage of high machine utilization because the number of set-ups is small. On the other hand, processing in large batches may cause some jobs to incur a large delay. So, there is a trade-off between the time spent on set-ups and the maximum delay of a job. A second example is the problem of scheduling tasks in computer systems, where each task has a requirement for a particular compiler to be resident in the computer's memory. If the appropriate compiler is resident, then the task may start processing immediately; otherwise a set-up time is incurred to bring the relevant compiler into memory. In this example, the set-up time depends only on the time to load the compiler for the current job, and does not depend on the previous job. A third example is a manufacturing system where the labor force is a limiting resource and workers must be switched from machine to machine, incurring a set-up time, in order to complete all tasks.
Models for scheduling with set-ups can be broadly classified based on the assumptions concerning set-up costs and job availability.
In general, the set-up cost for a batch depends on the type of the jobs in the batch and the type of the jobs in the preceding batch. This general situation is referred to as sequence-dependent set-ups. The special case that the setup cost for a batch depends only on the type of the batch and not the type of the preceding batch is referred to as sequence-independent set-ups.
Job availability refers to the conditions that must hold for a job to be considered to have been "completed" (or, in multi-stage scheduling, to have completed a stage). There are two alternative job availability regimes: batch availability or item availability. Under batch availability, a job is considered completed upon completion of the last job in its batch. Under item availability, a job is completed immediately after its processing is completed.
In this paper we only consider models for scheduling with set-ups with sequence-independent set-ups and item availability. We focus here on a simple version of this problem: a single machine is given a set of jobs, each with a type and a processing time (the time needed to process it, on a properly configured machine). Jobs may be processed in any order. The time to configure the machine for the next job is 0 if the job has the same type as the previous one, and otherwise depends only on the type of the new job.
We consider two natural and well-known optimality criteria. One is total weighted completion time, in which each job J has a weight w J (representing its relative importance) and the objective is to minimize the sum over jobs of w J C J where C J is the time at which J is completed. The other is maximum lateness in which each job J has a nonnegative due date d J by which it is supposed to be completed, and the goal is to minimize the maximum lateness max J C J − d J .
Our results
In this paper, we provide polynomial-time algorithms with provable performance guarantees for the total weighted completion time and maximum lateness objective functions. The algorithms for the two objective functions have the same general structure, and differ only in some technical details.
For the weighted completion time criterion, the algorithm is a 2-approximation algorithm, which means that, on any input set of jobs, it produces a schedule whose weighted completion time is within a factor of 2 of the minimum possible weighted completion time for that set of jobs on a machine running at the same speed. As far as we know, this gives the first constant factor approximation algorithm for this problem.
The proof that our algorithm is a 2-approximation algorithm is obtained by first analyzing the algorithm in a relaxed framework [18] where the performance of the approximation algorithm is compared to that of an optimal offline algorithm running on a machine with slower processing speed. A scheduling algorithm is C-speed-competitive (for C > 1) with respect to objective function f if, on any input set of jobs, it produces a schedule whose value is no more than the optimal schedule for the same set of jobs on a machine that operates at 1/C normal speed. We show that our algorithm for the maximum weighted completion time problem is 2-speed-competitive. Because total weighted completion time is a linear function of the completion times of the individual jobs, it follows that a 2-speed-competitive algorithm is also a 2-approximation algorithm in the usual sense (it guarantees an objective function value with a factor 2 of the optimal schedule on a machine running at the same speed).
We also prove that the algorithm that we give for the maximum lateness problem is 2-speed-competitive. However, the maximum lateness objective function is not linear in the completion times, and so it does not follow that the algorithm is a 2-approximation algorithm. Indeed, one does not expect a 2-approximation algorithm since it is known that it is NP-hard to get any constant factor approximation (see [14] ).
Related work
We review previous results for scheduling with sequence independent set-ups and item availability for the two optimization criteria mentioned above, total weighted completion time and maximum lateness. For a detailed survey of this area we refer the reader to the papers of Potts and Kovalyov [22] , Baker and Magazine [2] and Baker and Webster [3] .
Scheduling without set-ups: For a single machine scheduling without set-ups, there are simple algorithms both for minimizing the total weighted completion time and for minimizing the maximum lateness. Smith [25] showed that ordering jobs according to the shortest weight processing time (SWPT) rule, i.e., by increasing order of the ratio of the processing time to the weight, minimizes the total weighted completion time. Similarly, Jackson [17] showed that ordering jobs according to the EDD rule, i.e., by increasing order of the due date, minimizes the maximum lateness.
Properties of optimal schedules: When multiple job types and set-up costs for each job type are introduced, the SWPT rule need not minimize the total weighted completion time, and the EDD rule need not minimize the maximum lateness. Indeed no polynomial-time algorithm is known for either problem. Nevertheless, a number of useful properties of optimal schedules with respect to these two objective functions have been discovered. Baker and Webster [3] summarize a number of these properties.
For the total weighted completion time, two properties satisfied by an optimal schedule that are of particular importance to this paper are: (WCT1) Within each type, the jobs are processed in SWPT order, and (WCT2) the batches are processed in increasing order of weighted batch processing time which is defined to be the ratio of the set-up time and total processing time of the jobs in the batch to the total weight of the jobs in the batch. Property (WCT1) was proved by Bruno and Sethi [6] , and (WCT2) was proved by Mason and Anderson [20] .
Analogously, for the maximum lateness criterion, an optimal schedule satisfies the following two properties: (L1) Within each type, the jobs are processed in SWPT order, and (L2) the batches are processed in EDD order of the batch due dates. The due date of a batch is defined to be the latest time the batch can be completed if all jobs in it are completed by their due date; this equals the minimum over jobs in the batch of the due date of the job plus the sum of processing times of the jobs that are processed after it. Property (L1) was proved by Monma and Potts [21] , and (L2) was noted by Baker and Webster [3] .
By (WCT1) and (L1), for each of these objective functions, the jobs of each type can be totally ordered in such a way that the search for an optimal schedule can be restricted to schedules that interleave these ordered lists. Based on this observation, Monma and Potts [21] designed a dynamic programming algorithm that can be used with each of these objective functions (and other similar ones) that runs in O(F 2 n 2F ) time, where n is the number of jobs and F is the number of job types, which is polynomial provided that F is fixed. Later Ghosh [12] and Ahn and Hyun [1] designed improved dynamic programming algorithms for the total weighted completion time criterion with time complexity O(n F ). Note that these algorithms are polynomial time in the case that the number of job types is fixed but are exponential in general.
Hardness and approximation algorithms: For minimizing total weighted completion time, no hardness results are known, so based on current knowledge it is possible that this problem has a polynomial-time algorithm. On the other hand, until the present paper, it appears that no algorithm was known to have a provable non-trivial approximation ratio.
For the maximum lateness problem, Bruno and Downey [5] showed that the problem is NP-hard even when restricted to the special case where every type has the same set-up cost, and there are at most three jobs of each given type and at most 3 distinct due dates. It is also known that it is NP-hard to approximate the optimum value of maximum lateness to within a constant factor (see [14] ).
Various researchers have considered restrictions or variants of the maximum lateness problem. One such restriction is the case that all due dates are non-positive. While this restriction is not particularly natural in the original context of the problem, it admits constant factor approximation algorithms. In particular, if for each type the jobs of the type are collected into a single batch and the batches are ordered arbitrarily, the resulting schedule yields a 2-approximation to the optimal schedule. Hariri and Potts [15] improved this by giving a released at time 0), and the goal is to minimize the maximum flow time (completion time minus release time) of any job.
Heuristics: Many heuristics have been proposed for scheduling with set-ups with respect to various optimization criteria, using techniques such as branch and bound and local search. For the two optimization criteria considered here, these heuristics are mainly based on properties of optimal schedules such as properties (WCT1) and (WCT2), and (L1) and (L2) above. Some of these heuristics have been shown to perform well empirically, but do not have proven performance guarantees. We now summarize some of these approaches.
For total weighted completion time, Mason and Anderson [20] and Crauwels et al. [7] designed algorithms by defining dominance rules based on necessary conditions that optimal schedules satisfy. These dominance rules help to restrict the size of the branch and bound trees. Mason and Anderson compute their lower bound by optimizing separately the contributions of the set-up and the processing time to the weighted completion time. Crauwels et al. compute their lower bound by performing a Lagrangean relaxation of the machine capacity constraints in a time-indexed formulation of the problem. Their first algorithm uses a branching rule that incorporates various dominance rules, and obtains the lower bound using the multiplier adjustment method. Their second algorithm first orders the jobs within each type using the SWPT rule and then using a binary branching rule determines whether adjacent jobs belong to the same or different batch, and then computes the lower bound using subgradient optimization. Mason [19] , Crauwels et al. [8] and Herrmann and Lee [16] present local search heuristics that build schedules that involve reordering or moving of sub-batches. Mason presents a genetic algorithm and Crauwels et al. present several neighborhood search heuristics (descent, simulated annealing, threshold accepting and tabu search). Herrmann and Lee present a genetic algorithm for the total completion time criterion, a special case of total weighted completion time criterion where all the jobs have unit weight. For the total completion time criterion, Gupta [13] presents heuristics that build schedules by successively appending jobs or sequence of jobs, Ahn and Hyun [1] proposed a descent heuristic where schedules are obtained by moving sub-batches either to earlier or later positions.
For the maximum lateness problem, Hariri and Potts [15] proposed a branch and bound algorithm that obtains an initial lower bound by ignoring set-ups, except for those associated with the first job in each batch and solving the resulting problem with the EDD rule. This lower bound is further refined by determining whether adjacent jobs (with respect to EDD ordering) belong to the same batch or not. Schutten et al. [23, 24] developed a branch and bound algorithm for the maximum lateness criterion when jobs have non-trivial release times. They obtain lower bounds by relaxing set-up requirements and allowing preemption and by using forward branching rules.
Paper outline
In Section 2, we give a formal description of the problem. In Section 3 we define the notion of job priority function, restate the properties (WCT1) and (WCT2), split the scheduling problem into the problem of choosing a decomposition of the jobs into batches, and then of ordering the batches. Once such a decomposition is given, the optimal ordering of batches can be found for each of the two objective functions of interest. In Section 4, we show that we can find an approximately good batch decomposition if we can optimally order the jobs of each type. Finally, in Section 5, we present our algorithms and prove their approximation properties in terms of the results described in the previous three sections.
Preliminaries

Model description
We consider a system that is capable of sequentially serving one job at a time. Each job belongs to one of F predetermined job types 1, 2, . . . , F . The system services a job in two stages: the set-up stage and the processing stage. In the set-up stage, the system checks whether the most recently serviced job is of the same type as the job that is currently serviced. If so, it proceeds immediately to the processing stage. Otherwise, the system is configured (or set up) to process jobs of that type. The set-up for a job is needed only if, at the start of servicing, the most recently serviced job is not of the same type as the current job. In the processing stage, the machine processes the job without interruption. The set-up time for a given job depends only on the type of the currently serviced job and is referred to as sequence-independent set-ups. For ∈ F, we will use s to denote the set-up time for a job of type .
Basic definitions
The incoming job sequence is typically denoted by J. A job J ∈ J to be serviced is described as a 4-tuple ( J , p J , w J , d J ): A pair (F, J) , where F is the set of job types and J is a set of jobs, is a problem instance.
A sequence of distinct jobs of the same type is called a batch. A batch B has a type, a processing time, a set-up time, a weight and due date, defined as follows:
(B) = the common type of jobs in B,
For jobs J, J ∈ B we write J < B J to mean that J precedes J in B.
A batch decomposition of a set J of jobs is a set B of batches such that each job of J ∈ J appears in exactly one batch of B. A schedule is an ordered batch decomposition, i.e., a batch decomposition together with a total order on the batches of the decomposition. For a given schedule , we define B to be the (unordered) batch decomposition associated with . For batches B, B of , B< B means that B precedes B in . For a batch decomposition B, we define (B) to be the set of schedules with B = B.
A schedule is proper provided that any two successive batches are of different types, and is improper otherwise. Every schedule for J is associated to an ordering of J, obtained by concatenating the batches of the schedule in the order specified by the schedule. There is a 1-1 correspondence between proper schedules for J and orderings for J.
Let be a schedule, B ∈ B and J ∈ B. We define: The objective functions we consider for evaluating schedules are functions of the completion times (C J ( ) : J ∈ J), and may depend implicitly on the input job parameters of jobs in J. We write f ( ) for the value of objective function f on schedule . For an instance (F, J), we write f OPT(F,J) for the minimum of f ( ) over all schedules . A schedule for (F, J) is optimal if f ( ) = f OPT(F,J) . An objective function f is regular provided that whenever and are schedules for the same job sequence and dominates we have f ( ) f ( ). In particular, the above definition implies that a regular objective function is minimized by a proper schedule. (Nevertheless, improper schedules are useful in the analysis.)
• T (B) J = s (B)
For an instance (F, J) and real number c > 0, the c-scaling of (F, J) is the instance denoted by c * (F, J) with the same set of types and jobs, modified so that all set-up costs and processing costs are multiplied by c.
An objective function f is linear provided that, for any instance and c 1, the cost of the c-scaling of the instance is equal to c times the cost of the instance.
In this paper we consider two objective functions:
• maximum lateness:
It is easy to see that both of these are regular, and that the second is linear. A scheduling algorithm takes as input a scheduling instance (F, J) and produces a schedule A (F, J) . For a constant c 1 and an objective function f, a scheduling algorithm G is a strict c-approximation algorithm [4] if, for any instance (F, J), f G(F,J) cf OPT(F,J) , and G is c-speed-competitive [18] if for any instance (F, J), f G(F,J) f OPT(c * (F,J) ) . Note that a c-speed-competitive algorithm is one that is guaranteed to beat any algorithm run on a machine that is a factor c slower. The easy proof of the following is omitted.
Proposition 1. Let G be a scheduling algorithm and c 1. If f is linear then G is a strict c-approximation algorithm for f if and only if it is c-speed-competitive with respect to f.
An algorithmic paradigm
In this section we describe a simple general algorithmic paradigm for job scheduling with set-ups. This paradigm is implicit in previous work in the area. We begin with some definitions.
Type-wise orderings: For a set J of jobs, J denotes the set of jobs of type . A type-wise ordering is a set { : ∈ T ypes} where is a total order of J . A schedule of J is compatible with if, for each type , the order of the jobs in J in agrees with .
Job priority functions: A job priority function is a function that assigns a real number to each job. Given a job priority function u, we say that a type-wise ordering of job set J is consistent with u provided that, for each type , the ordering is in non-decreasing u order. (There may be more than one type-wise ordering consistent with u because u may assign the same priority to more than one job.) A job priority function u is good for objective function f if, for any input sequence of jobs J, and any type-wise ordering of J that is consistent with u, there is an f-optimal schedule for J that is compatible with .
The objective functions f 1 (maximum lateness) and f 2 (total weighted completion time) have good job priority functions, u 1 and u 2 , defined as follows: Definitions 3.1. Let u 1 and u 2 be the job priority functions defined for an arbitrary job J by
We have: Lemma 2.
1.
The job priority function u 1 is good for f 1 . 2. The job priority function u 2 is good for f 2 .
The first part is essentially equivalent to property (L1) stated in Section 1.2 and the second part is essentially equivalent to property (L2). We give a proof of the first part, the proof of the second part is analogous.
Proof. Let J be a job sequence. Assume first that the due dates of jobs in J are all different. In this case, there is a unique type-wise ordering of J that is compatible with u 1 , which orders the jobs of each type in EDD order. By property (L1), any optimal schedule is compatible with .
If jobs in J do not have all distinct due dates, then the above argument does not work because (L1) implies only that every optimal schedule is compatible with some type-ordering family that is consistent with u 1 = d j , but need not equal . We need to argue that there is some optimal schedule that is compatible with the given . The proof is a simple adaptation of a standard proof for property (L1). Let be an optimal schedule having the fewest number of inversions, where an inversion is a pair of jobs J, J of the same type with d J = d J , J < J and J < J . We claim that has no inversions and hence is compatible with . We prove this by contradiction; if there is an inversion, there must be two jobs of the same type with the same due date but in different order in and . Let J, J be any such pair of jobs of type where d J = d J , J < J , J < J and are adjacent to each other when we only consider the ordering of jobs of type in . Such a pair exists since has inversions. Now let be the schedule obtained from by moving J immediately after J . Notice that has fewer inversions and max{L( ) J , L( ) J } = max{L( ) J , L( ) J } and the lateness of all other jobs either decreases or remains the same. This implies that is an optimal schedule with fewer inversions than . This contradicts the hypothesis that is an optimal schedule with the fewest number of inversions. This establishes the first part of the lemma.
Batch priority functions:
For a batch decomposition B of a set J of jobs, we say that a schedule ∈ (B) is f-optimal for (B) if it minimizes f among all schedules ∈ (B). A batch priority function assigns a real number to any batch. A schedule is said to be consistent with a batch priority function v provided the batches are in non-decreasing v order. A batch priority function v is good for objective function f provided that, for any batch decomposition B and any schedule in (B) that is consistent with v, is f-optimal for (B). Now, we define two batch priority functions, v 1 and v 2 , by the rules
The definition of v 2 (B) is the expected analog to the SWPT priority rule for scheduling without set-ups. The definition of v 1 (B) is a bit more subtle; it can be reinterpreted as the latest time the batch can finish if all the jobs in it meet their due date. We have:
Lemma 3.
1.
The batch priority function v 1 is good for f 1 .
2. The batch priority function v 2 is good for f 2 .
It is easy to deduce these from properties (WCT2) and (L2) (similar to the way in which Lemma 2 can be deduced from (WCT1) and (L1)). However, since we do not know of a proof of (L2) in the literature, we give a proof of the lemma.
Proof. Let be a schedule and B, B be consecutive batches. Let be the schedule obtained by interchanging B, B .
For the first part, suppose f 1 ( ) > f 1 ( ). Since jobs outside of B ∪ B have the same completion time in both and , and jobs in B have smaller completion time under than in , it must be that the latest job under is in batch B and therefore
The latest job under is at least the maximum lateness among jobs occurring in block B :
By hypothesis, f 1 ( ) < f 1 ( ) and thus the right-hand side of (2) is less than the right-hand side of (1), which implies that
and this is equivalent to v 1 (B ) > v 1 (B), proving the first part of the lemma. The proof of the second part of the lemma is an obvious generalization of the proof of the SWPT rule for scheduling without set-ups. Suppose f 2 ( ) > f 2 ( ). We have
and so v 2 (B ) > v 2 (B), as required to prove the second part.
A nondeterministic scheduling algorithm: For an objective function f that has a good job priority function u and batch priority function v, the schedule that minimizes f can be obtained by the following algorithm scheme:
1. Choose a type-wise ordering that is consistent with u. 2. For each job type, select a way to split the (now) ordered list of jobs of type into batches. 3. Order the resulting batches (of all types) in a way consistent with v.
The difficulty in converting this into an algorithm is the second step: how does one determine the correct way to partition jobs into batches? The previously mentioned dynamic programming approach of Monma and Potts [21] gives a way to search for the optimal partition that is more efficient than brute force, but not efficient enough to give a polynomial-time algorithm.
In the next section, we describe a way to implement step 2, i.e., select a batch decomposition that gives provably good approximation algorithms.
Selecting a batch decomposition
We now describe a method which, given a type-wise ordering for J, gives a batch decomposition compatible with called the -segmentation and denoted by S( ). This, and Lemma 4, are the main innovations of this paper. ConstructingS( ): For each type , the batches of J are constructed by ordering the jobs of type in order. Now, is scanned from left to right and partitioned into batches, such that the next batch of type is a maximal initial subsequence of the remaining jobs subject to the condition that the sum of processing times of jobs in the batch, not including the first job in the batch, is at most s . Batches of S( ) are called -segments.
The key property of the -segmentation is given by: Proof. Given we define by ordering the batches of the -segmentation according to the way their first jobs are ordered by . Let S 1 , S 2 , . . . denote this ordering of the -segments and let J i be the first job of S i and let i be the common type of jobs in S i . Let J be an arbitrary job and S h be the segment containing it. We need to show that the completion time of J in is at most twice its completion time in . Let T be the set { i : 1 i h}. For ∈ T , define
• N( ) to be the number of segments among S 1 , . . . , S h of type , • r( ) to be the largest r h such that S r is of type , • P ( ) to be the sum of the processing times of jobs of type up to and including J in ,
• P ( ) to be the sum of the processing times of jobs of type up to and including J in , • let P * ( ) be the sum of the processing times of jobs of type up to and including F r( ) .
By the definition of , F r( ) precedes or is equal to F h in , and so
We also have
and
To see (4) , note that P ( ) − P * ( ) is at most the cost of the jobs in S r − {J r } (with equality if r = h), and, by the definition of , this is at most s . For (5), let (1), (2), . . . , (N ( )) = r( ) be the indices of blocks of type up to r( ). By the definition of the segments S i , for 1 j N( ) − 1, the set of jobs S (j ) − {J (j ) } ∪ {J (j +1) } has processing cost at least s . Now, T is the set of types that occur up to and including job J in . Since for each of the batches of that precedes J in the first job of that batch precedes J in , in up to J there is at least one job of each type in T. Therefore, the completion time of J in satisfies
The completion time of J in satisfies
where the second inequality follows from (4) and (5). Proof. By definition is a schedule for the instance 2 * (F, J). Let denote the corresponding schedule for the instance (F, J). Clearly, the completion time of each job under is exactly twice the completion time of the corresponding job under . Lemma 4 implies that there is a schedule compatible with S( ) such that the completion time of every job in is at most twice its completion time under , which is equal to the completion time of the corresponding job under . Since f is regular and * is f-optimal among all schedules compatible with , f ( * ) f ( ) f ( ).
The algorithm
We can now state our algorithm, which depends on the choice of job and batch priority functions u and v:
Algorithm. A(u, v).
Given an instance (F, J):
Step 1: Select a type-ordering family compatible with u with respect to the 2-scaling of the instance.
Step 2: Let B be the -segmentation.
Step 3: Choose an ordering of B compatible with v. Proof. By Lemmas 3 and 2, for i ∈ {1, 2}, u i and v i are, respectively, good job and batch priority functions for f i , and so, by Theorem 6, A(u i , v i ) is 2-speed-competitive for f i . Since f 2 is linear, Proposition 1 implies that A(u 2 , v 2 ) is also a strict 2-approximation for the total weighted completion problem.
Conclusions
In this paper, for the offline problem of single machine scheduling with sequence-independent set-ups, we present the first known polynomial-time approximation algorithms for the total weighted completion time and the maximum lateness problems. For the total weighted completion time problem, our algorithm produces a schedule whose total weighted completion time is within a factor 2 of optimal for that input. In the maximum lateness problem, our algorithm produces a schedule with the following performance guarantee: the maximum lateness of a job is at most the maximum lateness of the optimal schedule on a machine that runs at half the speed of our machine.
