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Do electrons become ferromagnetic just because of their repulisve Coulomb interaction? Our
calculations on the three-dimensional electron gas imply that itinerant ferromagnetim of delocal-
ized electrons without lattice and band structure, the most basic model considered by Stoner, is
suppressed due to many-body correlations as speculated already by Wigner, and a possible ferro-
magnetic transition lowering the density is precluded by the formation of the Wigner crystal.
In 1929, Felix Bloch addressed the possibility of itin-
erant ferromagnetism1 where the same electrons forming
the conducting state give also rise to ferromagnetism.
Considering the free homogeneous electron gas (jellium)
as a minimal model to describe electrons in a metal, he
concluded that the exchange energy may lead to a ferro-
magnetic state at densities slightly below those occuring
in alkali metals. Considering correlation between posi-
tions of electrons with antiparallel spin, Wigner2,3 ap-
proximately calculated the correlation energy – the gain
of energy compared to the Hartree-Fock approximation
– and pointed out the possibility of crystalline order at
low densities. In the same paper, he also anticipated that
the magnitude of the correlation energy is important for
questions of para– and ferromagnetism modifying Bloch’s
theory on iterant magnetism. Later, Stoner4 predicted
the occurence of a continuous transition between zero
and full magnetization at zero temperature introducing a
repulsive energy term between opposite spin electrons to
phenomenologically account for correlation effects. The
threshold of the ratio between this repulsive interaction
constant and the Fermi energy, is now commonly known
as Stoner criterium.
In this paper, we show that Stoner’s instability is pre-
cluded by the transition to the Wigner crystal and argue
that itinerant magnetism is quite generally suppressed
by correlation effects in the ground state of homogeneous
quantum fluids with spin–independent repulsive interac-
tions.
Starting from Bloch’s prediction, based on the Hartree-
Fock approximation, of ferromagnetism at rs ≡ a/aB >
5.45, where aB is the Bohr radius and a = (4pin/3)
−1/3
is the mean electron distance at density n, more accu-
rate calculations taking better into account electron cor-
relations, notably based on quantum Monte Carlo meth-
ods, have shifted the expected magnetic transition in
the three dimensional electron gas model towards sig-
nificantly lower densities5–8. The most recent quantum
Monte Carlo calculations9 support Stoner’s picure of a
continuous magnetic transition, with the onset of partial
spin polarization at rs ≈ 50 and completion of full po-
larization at rs ≈ 100, just before Wigner crystallization
which is estimated to occur at rs = 106(1) in Ref.
10.
We present new results based on a sequence
of wave functions featuring iterative backflow
transformations11,12, within the variational (VMC) and
the more accurate fixed-phase diffusion (DMC) Monte
Carlo methods13,14. Zero–variance extrapolation11 of
the ground state energies at finite system size allows
us to reliably control the remaining, systematic bias
of the fixed-phase DMC calculations. Finite size
corrections due to single-particle shell effects15 and
two-body terms16,17 are applied for thermodynamic
limit extrapolation. Improved accuracy proves crucial,
as our calculations show that many-body correlations of
the ground state wave function favor the unpolarized
phase of the electron liquid compared to partial or fully
polarzied states and eventually prevent itinerant mag-
netism in jellium at any densities above crystallization.
We also update the density of the transition to the
Wigner crystal to a slightly lower value, rs = 113.
In the following, we describe the details of our numer-
ical methods to determine the low-density ground state
phase diagram of jellium – non-relativistic electrons in-
teracting via Coulomb’s potential with each other and
with a homogeneous positive background to guarantee
charge neutrality18,19. The ground state energy per elec-
tron of the model at three values of the electronic density,
n, corresponding to rs = 70, 100, and 120, and five dif-
ferent spin-polarization, ζ (ζ = 0.0, 0.42, 0.61, 0.79, 1.0),
is addressed by variational and diffusion Monte Carlo
simulations13 of a finite system containing N = 66 elec-
trons imposing periodic boundary conditions for the par-
ticles’ positions; the long-range Coulomb potential is
evaluated by standard splitting into real and reciprocal
space contributions20,21.
In the DMC runs, the number of walkers is 1280 and
the time step is 15, 20 and 30 Ry−1 for rs = 70, 100
and 120 respectively. The estimated time step error is
10−7 Ry or less, which is about the size of the statistical
error on our final results (the zero–variance extrapolation
of the DMC energy, see below). The population control
bias is even smaller, of the order of 10−8 Ry.
The accuracy of the ground state energy of a finite sys-
ar
X
iv
:1
91
0.
06
55
4v
1 
 [c
on
d-
ma
t.s
tr-
el]
  1
5 O
ct 
20
19
2tem is limited by the underlying many-body trial wave
function Ψ used for calculating expectation values in
VMC13 and for imposing the phase in DMC14, respec-
tively. In order to remove such a bias, we consider a
series of trial wave functions of increasing quality, start-
ing from the standard Jastrow–Slater and backflow forms
(PW and BF0)9, and adding up to four iterative backflow
transformations (BF1,. . .,BF4)11.
Specifically, the Jastrow-Slater wave function PW(R)
explicitly depends on the coordinates R of all the par-
ticles through two–body and three–body pseudopoten-
tials u0 and ξ0 in the Jastrow factor exp(−U0(R)),
and through plane–wave orbitals in the Slater determi-
nant D(R). We then recursively build sets of trans-
formed coordinates Q0, . . . ,Qk, where Qi depends on
Qi−1 through the i–th backflow pseudopotential ηi, with
Q−1 ≡ R. The k–th iterative backflow wave function is
BFk(R) = exp(−U0(Q−1)+. . .+Uk(Qk−1))D(Qk). (1)
In this work we include both two– and three–body pseu-
dopotentials u0 and ξ0 in exp(−U0), and only two–body
pseudopotentials ui in exp(−Ui) for i = 1, . . . , k. The
plane–wave orbitals in the Slater determinant are evalu-
ated at the last set of transformed coordinates, Qk.
The two-body pseudopotential u0 is initially of the the
RPA form5 with an explicit long-range part in Fourier
space spanning the first 20 shells of reciprocal vectors,
and the real-space part represented by locally piecewise-
quintic Hermite interpolants (LPQHI) with 8 degrees of
freedom which are subsequently treated as optimization
parameters. The three-body pseudopotential (ξ0), the
backflow pseudopotentials (ηi with i = 0, . . . , k), and
the two–body pseudopotentials in the transformed coor-
dinates (ui with i = 1, . . . , k) are all expressed as LPQHI
with 6 degrees of freedom each, with the exception of η0
which is augmented with 5 shells of Fourier components.
The LPQHI coefficients of all the pseudopotentials, as
well as the Fourier components of η0, are optimized in-
dependently for each wave function in the hierarchy.
The energy E computed for rs = 100 in VMC and
DMC simulations using all the above wave functions is
plotted in Fig. 1 against the corresponding VMC variance
σ2 = 〈Ψ|(H−〈Ψ|H|Ψ〉)2|Ψ〉. The exact ground–state en-
ergy, which has zero variance, can be reliably estimated
by extrapolation11, given the smoothness of the data over
a significant range extending to very low values of σ2.
We assume a quadratic dependence of E on σ2. Since
the range of validity of such a dependence is not known,
we perform the extrapolation with and without the high-
est energies and variances, obtained with the PW wave
function. The result does not change significantly if we
include the PW result and/or switch between VMC and
DMC data for the extrapolation. In particular, Figure
2 shows that the polarization energy is only marginally
influenced by the choice of the data set.
Twist-averaged boundary conditions of the trial wave
function15 on a regular grid of 1000 twist angles are used
to reduce shell effects of the finite simulation cell and af-
ford thermodynamic limit extrapolation without resort-
ing to large simulation cells. Residual single particle shell
effects due to the discrete twist grid and to reduced-
symmetry open-shell fillings for finite polarizations with
N = 66, ∆T0, are estimated from the non-interacting
electron gas. Two–particle finite size corrections for the
potential and kinetic energy, ∆FSE, are addressed by in-
terpolation of the long–range part of the static structure
factor and by the analytical long–range expressions for
the two–body and backflow pseudopotentials u0 and η0
of the wavefunction17. At low densities, the corrections
∆FSE are largely dominated by the zero–point energy
of the plasmon16. Whereas the single particle size cor-
rections depend on the spin polarization, the long–range
structure factor does not reveal any systematic depen-
dence on ζ within the statistical error of the present sim-
ulations. Therefore, we average the structure factor over
spin-polarizations in the calculation of ∆FSE, so that
the final polarization energy is not affected by statistical
fluctuations in the estimates of ∆FSE. Only the ab-
solute value of the estimated ground state energy, used
below to locate the Wigner crystallization, is then sus-
ceptible to the details of the calculation of ∆FSE.
The results for the energies and the variances obtained
with different trial wave functions, the zero–variance ex-
trapolations, and the finite–size corrections are collected
in the Supplemental Material22. Note that the variance
extrapolation is done on the energies of the finite–size
system, and size corrections (for the polarization energy
and the Wigner crystallization) are applied afterwards.
The final polarization energy of jellium at low densi-
ties, our main result, is shown in Fig. 3 for rs =70, 100
and 120. It is obtained from the zero–variance extrapola-
tion of the DMC energy, excluding the PW result. This
choice gives the smoothest polarization energy, as well as
the lowest χ2 in the fit to the energy vs. variance data,
but it is otherwise uninfluential for the conclusion that
E(ζ) is higher than E(0) for all the densities considered,
and therefore a partially or fully polarized state is never
stable.
The zero–variance extrapolation of the DMC energy,
corrected for finite–size effects, is compared in Fig. 4
with the fixed–node DMC energy13 of the Wigner crys-
tal of Ref.10 as a function of rs. For the crystal phase,
finite–size effects are assessed using large simulation cells
with up to 512 electrons10. This procedure differs from
that used in the present work for the liquid phase, but it
should be equally reliable. The fixed–node DMC bias13
for the crystal phase is negligible: it is bounded by (and
presumably much smaller than) the difference between
the fixed–node energy and the exact bosonic ground–
state energy, which we find to be of the order of the statis-
tical error on the crystal data of Fig. 4. The critical value
for the Wigner crystallization is shifted to rs = 113(1).
In this paper, we have presented accurate quantum
Monte Carlo calculations addressing the possibility of a
magnetically polarized fluid in the ground state phase di-
agram of the homogeneous electron gas. We have shown
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FIG. 1. Extrapolation of the energy to zero variance for
rs = 100 at polarizations ζ=0 and 1. The data are calculated
with with VMC and DMC using PW, BF0, . . ., BF4 wave
functions in order of decreasing energy. The reference value
σ20 is the variance of the local energy at ζ=0 with the PW
wave function. The curves are quadratic fits; for each set of
data points (VMC and DMC for ζ=1 and 2) there are two
curves, one of which excludes the PW energy from the fit.
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FIG. 2. The polarization energy E(ζ) − E0 obtained from
zero–variance extrapolations of the VMC and DMC energies,
with or without the PW result. The common reference energy
E0 is the zero–variance extrapolation without the PW result
of the DMC value E(ζ = 0).
that iterated backflow wave functions11,12 provide highly
accurate results for the energy and very low values of its
variance, such that a zero variance extrapolation provides
fairly unbiased results for the polarization energy. Our
calculations clearly demonstrate that the simple mean-
field picture based on Stoner’s model is not sufficient to
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FIG. 3. The polarization energy E(ζ)−E(0) obtained from
zero–variance extrapolations of the DMC energies without the
PW result. The lines are polynomial fits with terms of order
0, 2 and 6.
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FIG. 4. DMC energy as a function of rs for the paramagnetic
and the ferromagnetic fluid and for the Wigner crystal. The
arrow at rs = 113 locates the crystallization point.
explain itinerant ferromagnetism as the partially or fully
polarized fluid state is unstable versus Wigner crystal-
lization.
Therefore, in addition to repulsive interparticle inter-
actions, band structure effects must play an essential role
for the occurence of itinerant ferromagnetism in real ma-
terials.
Similar results have been found for liquid 3He in
two11,23 and three dimensions12,24, the two dimensional
electron gas25, and two dimensional quantum gases with
repulsive dipolar interaction26, where accurate, quanti-
tative treatment of correlation effects have always stabi-
4lized the spin-unpolarized phase.
From a more general point of view, Stoner’s instabil-
ity constitutes a reconstruction of the Fermi surface of
the unpolarized to the polarized gas due to interactions.
However, this instability is quite naturally in competi-
tion with the reconstruction of the Fermi surface related
to spin and charge density waves27–29 (not addressed in
this work) or Brillouin zone formation for Wigner crys-
tallization. Despite the quite different interparticle inter-
action, hard or soft core potentials, the Stoner transition
to a spin-polarized phase predicted within mean-field ar-
guments seems to be quite generally preceded by transi-
tion to a crystalline phase for homogeneous systems with
spin-independent interactions.
Recent experimental efforts have been devoted to re-
alize Stoner’s model within ultracold atomic gases30,31,
where the interaction between two fermions is essentially
described by momentum and energy independent s-wave
scattering. However, there, the strong repulsive s-wave
interaction is intrinsically connected with a short range
interparticle bound state leading to molecule formation.
Although local spin-correlations have been observed, the
interpretation of the experimental observations is not
straighforward.
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5SUPPLEMENTAL MATERIAL
This supplemental materials contains tables with all the finite–size energies and variances for different wave func-
tions, densities and polarizations as specified in the main text, as well as zero–variance extrapolations and finite–size
corrections.
6ζ Ψ σ2/σ20 VMC DMC ∆T0 ∆FSE
0.00
PW 1.00000(326) -21.17385(39) -21.31364(28) -0.00106 0.04373
BF0 0.32706(91) -21.31461(21) -21.35302(12) -0.00106 0.04079
BF1 0.15819(51) -21.34883(12) -21.36427(07) -0.00106 0.04097
BF2 0.07838(25) -21.36009(08) -21.36794(08) -0.00106 0.04117
BF3 0.07079(28) -21.36121(08) -21.36841(03) -0.00106 0.04180
BF4 – – – – –
ext full -21.37267(160) -21.37238(56)
ext w/o PW -21.36843(48) -21.37090(26)
0.42
PW 0.96797(304) -21.18668(40) -21.31704(29) -0.00053 0.04373
BF0 0.30780(89) -21.31742(19) -21.35256(09) -0.00053 0.04079
BF1 0.13848(48) -21.34880(12) -21.36240(06) -0.00053 0.04097
BF2 0.08538(28) -21.35649(09) -21.36481(08) -0.00053 0.04117
BF3 0.07069(30) -21.35860(08) -21.36555(04) -0.00053 0.04180
BF4 – – – – –
ext full -21.37013(102) -21.36941(38)
ext w/o PW -21.36710(32) -21.36832(19)
0.61
PW 0.91064(303) -21.19929(46) -21.32103(23) -0.00066 0.04373
BF0 0.28858(86) -21.32023(18) -21.35184(07) -0.00066 0.04079
BF1 0.13152(42) -21.34817(10) -21.36046(06) -0.00066 0.04097
BF2 0.08425(28) -21.35481(09) -21.36249(04) -0.00066 0.04117
BF3 0.06870(56) -21.35706(09) -21.36316(03) -0.00066 0.04180
BF4 – – – – –
ext full -21.36794(97) -21.36678(32)
ext w/o PW -21.36515(49) -21.36563(13)
0.79
PW 0.81174(275) -21.21608(37) -21.32436(25) -0.00074 0.04373
BF0 0.26009(70) -21.32214(17) -21.34939(14) -0.00074 0.04079
BF1 0.12528(34) -21.34535(09) -21.35628(06) -0.00074 0.04097
BF2 0.08368(27) -21.35111(07) -21.35773(05) -0.00074 0.04117
BF3 0.06924(48) -21.35314(07) -21.35856(03) -0.00074 0.04180
BF4 – – – – –
ext full -21.36358(80) -21.36170(40)
ext w/o PW -21.36116(44) -21.36097(96)
1.00
PW 0.63694(203) -21.23829(34) -21.32189(21) -0.00066 0.04373
BF0 0.21696(58) -21.31933(16) -21.34051(07) -0.00066 0.04079
BF1 0.10935(31) -21.33719(09) -21.34574(04) -0.00066 0.04097
BF2 0.07083(24) -21.34198(08) -21.34700(05) -0.00066 0.04117
BF3 0.05861(16) -21.34384(07) -21.34774(05) -0.00066 0.04180
BF4 – – – – –
ext full -21.35177(67) -21.35030(40)
ext w/o PW -21.35006(112) -21.34945(77)
TABLE I. Energy per particle (in mRy) at various spin polarizations ζ for rs = 70 from VMC and DMC simulations of 66
electrons in twist-averaged boundary conditions using different wave functions; variance of the local energy relative to that of
the PW wave function at ζ = 0, σ2/σ20 ; zero–variance extrapolation of the VMC and DMC energies with or without the PW
result; finite size errors for the discretization of k-space through the non–interacting shell effect, ∆T0, and through integrals
involving the static structure factor, ∆FSE (the latter uses the RPA two–body pseudopotential and the analytic backflow; it
is averaged over the polarizations because there is not enough statistical precision to detect a polarization dependence).
7ζ Ψ σ2/σ20 VMC DMC ∆T0 ∆FSE
0.00
PW 1.00000(232) -15.25228(13) -15.35243(28) -0.00052 0.02543
BF0 0.34206(80) -15.34443(13) -15.37588(09) -0.00052 0.02382
BF1 0.15445(43) -15.37101(08) -15.38345(07) -0.00052 0.02413
BF2 0.09342(23) -15.37899(06) -15.38588(03) -0.00052 0.02414
BF3 0.07226(17) -15.38112(05) -15.38661(03) -0.00052 0.02441
BF4 0.06484(17) -15.38189(04) -15.38683(04) -0.00052 0.02468
ext full -15.39050(57) -15.38953(13)
ext w/o PW -15.38886(59) -15.38914(17)
0.42
PW 0.91178(131) -15.26052(11) -15.35652(30) -0.00026 0.02543
BF0 0.32012(77) -15.34784(12) -15.37672(08) -0.00026 0.02382
BF1 0.14920(24) -15.37188(06) -15.38343(06) -0.00026 0.02413
BF2 0.09047(25) -15.37929(06) -15.38558(03) -0.00026 0.02414
BF3 – – – – –
BF4 0.06415(18) -15.38196(05) -15.38645(03) -0.00026 0.02468
ext full -15.39015(69) -15.38899(16)
ext w/o PW -15.38876(64) -15.38857(09)
0.61
PW 0.89692(241) -15.26984(24) -15.35928(33) -0.00032 0.02543
BF0 0.30266(85) -15.35090(12) -15.37749(10) -0.00032 0.02382
BF1 0.14164(36) -15.37289(07) -15.38338(06) -0.00032 0.02413
BF2 0.08791(24) -15.37962(05) -15.38536(04) -0.00032 0.02414
BF3 0.07001(65) -15.38172(15) -15.38582(03) -0.00032 0.02441
BF4 0.06261(18) -15.38209(04) -15.38611(03) -0.00032 0.02468
ext full -15.39009(58) -15.38846(13)
ext w/o PW -15.38857(62) -15.38811(21)
0.79
PW 0.81249(244) -15.28176(22) -15.36306(23) -0.00036 0.02543
BF0 0.27848(73) -15.35429(12) -15.37792(09) -0.00036 0.02382
BF1 0.13232(37) -15.37342(06) -15.38282(03) -0.00036 0.02413
BF2 0.08441(22) -15.37923(05) -15.38435(02) -0.00036 0.02414
BF3 0.06808(16) -15.38081(05) -15.38484(02) -0.00036 0.02441
BF4 0.06179(20) -15.38135(04) -15.38499(02) -0.00036 0.02468
ext full -15.38877(44) -15.38706(10)
ext w/o PW -15.38758(52) -15.38679(09)
1.00
PW 0.67302(100) -15.29788(10) -15.36486(22) -0.00032 0.02543
BF0 0.24224(67) -15.35647(10) -15.37570(08) -0.00032 0.02382
BF1 0.11261(29) -15.37226(07) -15.37986(05) -0.00032 0.02413
BF2 0.07619(22) -15.37678(05) -15.38098(04) -0.00032 0.02414
BF3 0.06177(20) -15.37821(03) -15.38141(02) -0.00032 0.02441
BF4 0.05502(14) -15.37866(04) -15.38163(03) -0.00032 0.02468
ext full -15.38499(35) -15.38347(06)
ext w/o PW -15.38435(81) -15.38325(03)
TABLE II. Same as Table I for rs = 100
8ζ Ψ σ2/σ20 VMC DMC ∆T0 ∆FSE
0.00
PW 1.0000(30) -12.87447(19) -12.95868(20) -0.00036 0.01930
BF0 0.3557(10) -12.94860(12) -12.97655(07) -0.00036 0.01803
BF1 0.1728(04) -12.97104(05) -12.98269(08) -0.00036 0.01883
BF2 0.1026(03) -12.97875(04) -12.98476(03) -0.00036 0.01876
BF3 0.0804(02) -12.98078(04) -12.98557(03) -0.00036 0.01886
BF4 0.0716(02) -12.98137(04) -12.98572(02) -0.00036 0.01893
ext full -12.98943(65) -12.98819(12)
ext w/o PW -12.98782(59) -12.98786(27)
0.42
PW 0.96287(299) -12.88101(24) -12.96112(18) -0.00018 0.01930
BF0 0.33762(89) -12.95121(10) -12.97750(06) -0.00018 0.01803
BF1 0.16520(45) -12.97204(06) -12.98279(03) -0.00018 0.01883
BF2 0.09907(26) -12.97913(04) -12.98477(03) -0.00018 0.01876
BF3 0.07704(19) -12.98108(04) -12.98537(03) -0.00018 0.01886
BF4 0.06876(19) -12.98179(03) -12.98564(03) -0.00018 0.01893
ext full -12.98943(57) -12.98780(07)
ext w/o PW -12.98777(37) -12.98760(05)
0.61
PW 0.91729(294) -12.88814(19) -12.96447(21) -0.00022 0.01930
BF0 0.32041(99) -12.95415(10) -12.97834(06) -0.00022 0.01803
BF1 0.15444(40) -12.97320(05) -12.98313(04) -0.00022 0.01883
BF2 0.09523(23) -12.97963(05) -12.98488(03) -0.00022 0.01876
BF3 0.07506(18) -12.98150(04) -12.98546(02) -0.00022 0.01886
BF4 0.06584(20) -12.98211(04) -12.98562(02) -0.00022 0.01893
ext full -12.98939(48) -12.98768(09)
ext w/o PW -12.98822(63) -12.98748(17)
0.79
PW 0.83963(256) -12.89765(20) -12.96749(13) -0.00025 0.01930
BF0 0.29635(74) -12.95744(10) -12.97902(11) -0.00025 0.01803
BF1 0.14659(39) -12.97407(07) -12.98321(03) -0.00025 0.01883
BF2 0.09018(23) -12.97979(04) -12.98461(03) -0.00025 0.01876
BF3 0.07189(18) -12.98147(03) -12.98508(02) -0.00025 0.01886
BF4 0.06351(18) -12.98203(04) -12.98522(02) -0.00025 0.01893
ext full -12.98867(39) -12.98689(11)
ext w/o PW -12.98751(44) -12.98663(08)
1.00
PW 0.71979(221) -12.91080(17) -12.96998(18) -0.00022 0.01930
BF0 0.26296(59) -12.96006(09) -12.97809(05) -0.00022 0.01803
BF1 0.12702(33) -12.97426(05) -12.98178(04) -0.00022 0.01883
BF2 0.08318(39) -12.97891(05) -12.98289(02) -0.00022 0.01876
BF3 0.06682(18) -12.98021(04) -12.98324(02) -0.00022 0.01886
BF4 0.06109(35) -12.98067(03) -12.98338(02) -0.00022 0.01893
ext full -12.98687(25) -12.98516(12)
ext w/o PW -12.98632(53) -12.98470(07)
TABLE III. Same as Table I for rs = 120
