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EFFICIENT TRAINING FOR MACHINE LEARNING MODELS ON EMBEDDED 




A machine learning system is described that enables an embedded and/or low-power 
device to locally train machine learning models using data collected by sensors of the device.  
When the device is being used by a user and operating on battery power (e.g., during the day), 
one or more sensors of the device may collect data.  When the device is not being used by the 
user and is charging (e.g., at night), the device may use the collected data to train one or more 
machine learning models used by the device.  In this way, the device may locally train machine 
learning models without degrading a user experience. 
BACKGROUND 
Training machine learning models may be a very computationally-intensive task, 
something a low-power or embedded device, like a smartwatch or smartphone, cannot handle 
without degrading the user experience and/or battery life.  As such, training of machine learning 
models used by low-power or embedded devices is typically deferred to an external server (i.e., 
as opposed to training the model on the low-power or embedded device).  However, training the 
model on a server requires transferring all the data collected on the local device to the external 
server for processing.  For low-power devices with limited connectivity, such as smartwatches or 
smartphones in areas without reliable/cheap internet connection, sending large amounts of data 
can be prohibitive (e.g., either cost prohibitive or technically infeasible). Thus, machine learning 
on embedded/low-power devices is still a difficult problem. 
DESCRIPTION 
Techniques are described that enable a low-power and/or embedded device to perform 
local training of machine learning models.  The device may include one or more sensors that 
collect data throughout the day.  The collected data may be stored in a memory or other storage 
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device of the device.  At the end of the day, a user of the device may connect the device to a 
charger to replenish a battery of the device.  While the device is charging, one or more 
processors of the device may utilize the collected data to train one or more machine learning 
models used by the device.  As such, by the time the user again desires to use the device, the 
battery may be fully charged and the machine learning models may be updated (i.e., trained). 
Consider system 1 (referred to simply as “system 1”), shown below in FIG. 1 that 
includes an example low-power and/or embedded device (referred to simply as “device 2”) 
configured to perform local machine learning model training, in accordance with the techniques 
described herein.  System 1 includes device 2 and charger 3. 
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While illustrated as a wearable computing device, device 2 may be any type of low-
power and/or embedded device.  Examples of device 2 include, but are not limited to, 
smartwatches, visors (e.g., head-mounted computing devices), fitness trackers (e.g., wrist-worn, 
ankle-worn, waist-worn, or other devices worn by users that track various movement or other 
athletic activity), mobile computing devices (e.g., smartphones, tablets, and the like), or any 
other device that uses machine learning models.  As shown in FIG. 1, device 2 may include 
processor(s) 4, sensor(s) 5, storage device(s) 6, power source(s) 7, and model training module 8. 
Processors 4 may implement functionality and/or execute instructions within device 2.  
Examples of processors 4 include, but are not limited to, digital signal processors (DSPs), 
general purpose microprocessors, application specific integrated circuits (ASICs), field 
programmable logic arrays (FPGAs), or other equivalent integrated or discrete logic circuitry.   
Sensors 5 may generate data representative of various measurands.  Examples of sensors 
5 include, but are not limited to, microphones, cameras, accelerometers, gyroscopes, 
thermometers, heart beat sensors, pressure sensors, barometers, ambient light sensors, altimeters, 
and the like. 
Storage devices 6 may store information for processing during operation of device 2.  As 
one example, storage devices 6 may store data generated by sensors 5.  As another example, 
storage devices 6 may store machine learning models used by device 2.  As another example, 
storage devices 6 may store an operating system, applications, or other programs for execution at 
device 2.  Examples of storage devices 6 include, but are not limited to, volatile memories (e.g., 
random access memories (RAM), dynamic random access memories (DRAM), static random 
access memories (SRAM), and other forms of volatile memories known in the art) and non-
volatile memories (e.g., magnetic hard discs, optical discs, floppy discs, solid-state memories 
such as flash memories, or forms of electrically programmable memories (EPROM) or 
electrically erasable and programmable (EEPROM) memories, and other forms of non-volatile 
memories known in the art). 
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Power sources 7 may provide power to one or more components of device 2.  For 
instance, power sources 7 may include a battery that provides power to processors 4, sensors 5, 
and storage devices 6.  Power sources 7 may be re-chargeable via charger 3.  For instance, to 
recharge power sources 7, device 2 may be connected to charger 3 via link 9.  Link 9 may be a 
wired link, such as a charging cable, or may be a wireless link, such as an inductive coupling.  
Power sources 7 may be sized such that device 2 may be operated all-day without requiring 
recharging.  As such, device 2 may typically be connected to charger 3 at night, when device 2 is 
not likely to be used (e.g., as the user of device 2 is likely sleeping). 
As opposed to utilizing external devices (e.g., servers) to train machine learning models, 
device 2 includes model training module 8, which may be executable by processors 4 to train one 
or more machine learning models used by device 2.  Model training module 8 may train the 
models based on data generated by sensors (e.g., sensors 5), user actions, and context.  For 
instance, model training module 8 may be executable by processors 4 to train a machine learning 
model used to determine whether or not to activate a display of device 2 using motion data 
generated by sensors 5 and user actions that indicate whether or not the user viewed or otherwise 
interacted with the display when it was activated. 
In operation, while device 2 is not connected to charger 3, model training module 8 may 
store data for later use when training machine learning models.  For instance, model training 
module 8 may be executable by processors 4 to collect data from sensors 5, user actions, and 
context (e.g., whatever data points are needed to train the model).  Model training module 8 may 
be executable by processors 4 to cause storage devices 6 to store the collected data (i.e., data 
from sensors 5, user actions, and context) along with timestamps and/or contextual information. 
Model training module 8 may defer training of the model(s) based on the collected data 
until the device is charging.  For instance, model training module 8 may monitor a status of 
device 2 (e.g., actively monitor, receive an interrupt, or the like), to determine when device 2 has 
been connected to charger 3.  In some examples, machine learning module 8 may immediately 
begin training model(s) in response to determining that device 2 has been connected to charger 3.  
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In other examples, machine learning module 8 may evaluate one or more other parameters to 
determine when to initiate training of the models.  As one example, model training module 8 
may wait a period of time (e.g., 1 minute, 5 minutes, 30 minutes, 1 hour, 2 hours, etc.) after 
determining that device 2 has been connected to charger 3 before initiating training of the 
models.  As another example, after determining that device 2 has been connected to charger 3, 
model training module 8 may wait until no user input is being received and/or no user input has 
been received for a period of time (e.g., 1 minute, 5 minutes, 30 minutes, 1 hour, 2 hours, etc.) 
before initiating training of the models.  As another example, model training module 8 may use a 
machine learning model to predict when device 2 is likely to charged (e.g., be connected to 
charger 3) for periods of time long enough to perform model training.  In this way, if the user 
just charges device 2 in the middle of the day for a quick refresh (e.g., 10–15 minute), model 
training module 8 may avoid having to halt a model training operation when device 2 is 
disconnected from charger 3. 
By deferring model training for when device 2 is not being used, these techniques enable 
device 2 to locally train machine learning models without degrading a user experience.  For 
instance, as training machine learning models may consume more power than normal operation, 
training the models when device 2 is charging allows premature depletion of power sources 7 to 
be avoided.  Additionally, as training machine learning models requires cycles of processors 4 
and/or other system resources, deferring model training for when device 2 is not being used 
allows the cycles of processors 4 and the other system resources to be used for normal operation 
and/or user interactions.  Similarly, as the model training is performed when the user is not 
interacting with device 2, device 2 may utilize higher amounts of processing power and/or other 
system resources than would be available for use if model training was not differed. 
Furthermore, by generally enabling embedded and/or low-power devices to locally train 
machine learning models, these techniques enable the power and benefits of machine learning to 
be brought to smaller, underpowered devices, and devices owned by users who do not have 
reliable or cheap connections to the internet for static model training on a remote server. 
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