As part of Performance World, we describe an automation server (PAVER: http://www.gamsworld.org/performance/paver) to help facilitate reproducible performance analysis of benchmarking data for optimization software. Although PAVER does not solve optimization problems, it automates the task of performance data analysis and visualization, taking into account various performance metrics. These include not only robustness and efficiency, but also quality of solution. This paper discusses the tools and the performance metrics used, as well as the design of the server. We give illustrative examples of performance data analysis using an instance of the COPS test case for nonlinear programming.
Introduction
Benchmarking is an important tool in the evaluation and development of solvers for mathematical programming problems, in uncovering solver deficiencies, and in the quality assurance process of mathematical programming software.
Many researchers have devoted considerable work to collecting suitable test problems, benchmarking, and performance testing of optimization software, see for example [1, 2, 5, 27, 29, 31] , and more notably [15, 25, 26] . Unfortunately, before the seminal paper by Crowder, Dembo, and Mulvey [10] , the first to give clear guidelines and standards on how to report computational experiments, little emphasis was placed on the reproducibility of experiments and data analyses.
Historically, most of the results involve the use of tables listing solver resource times, number of iterations, and if no optimal solution was found, the solver return status. While the analysis and interpretation of these tables is the most factual and objective form of presenting benchmark results (if displayed in full), large data sets can sometimes be overwhelming. In these cases it would be useful to obtain a quick and comprehensive overview of the results in more compact form and in an automated fashion.
As part of Performance World [32] , an online forum devoted to all aspects of performance testing of optimization software, we have developed an online server to help facilitate and automate performance analysis and visualization of benchmarking data. This paper describes the goals of this server and the implementation of the tools. We describe the various performance metrics that are used and how these are implemented in the various tools.
This paper is organized as follows: in §2 we give an overview on the design and implementation of the server itself. In §3 we discuss various performance metrics that are useful in performance data analysis and in §4 describe the tools that we provide as part of the server. Section 5 discusses some key issues in benchmarking and in §6 we give numerical results using the COPS set of nonlinear models. Finally, in §7 we draw conclusions.
PAVER Server Design
The PAVER Server (http://www.gamsworld.org/performance/paver) is a web-based service for reproducible performance analysis of benchmarking data obtained via optimization software. While the Network-Enabled Optimization System (NEOS) [30, 11, 23, 14] is an environment for the solution of optimization problems and thus the data collection phase in the benchmarking process, PAVER seeks to automate and simplify specific tasks in the performance data analysis phase. PAVER provides simple online tools for automated performance analysis, visualization, and processing of benchmarking data.
An optimization engine, either a modeling environment such as AMPL [19] or GAMS [6] , or a stand-alone solver, generally provides solution information such as objective function value, resource time, number of iterations, and the solver status. The latter gives information of optimality or feasibility of the solution, or infeasibility or unboundedness of the model. Within GAMS, solve and model statistics are captured automatically by means of trace files. Benchmark data (in trace file format) obtained by running several solvers over a set of models can be automatically analyzed via online submission to the PAVER server. A detailed performance analysis report is returned via e-mail in HTML format and is also initially available online.
Data Submission and Processing
PAVER accepts benchmarking data in the form of trace files, where each trace file contains data for a single solver over a model test set. Trace files contain information such as model statistics (number of variables, constraints, nonzeros, discrete variables), resource time, iterations, objective function value, as well as GAMS model and solver return status codes. The latter codes are identifiers for specifying solve return states, such as optimal (globally), locally optimal, infeasible, unbounded, etc. For more information on GAMS return codes see [6] .
Users submit their trace files via the online (World-Wide Web) submission tool at http://www.gamsworld.org/performance/paver/pprocess submit.htm
The tool accepts the submission of up to 8 trace files, automatically performing cross comparisons of each solver with respect to every other solver.
After submission, the trace files are analyzed for correctness and formatting. If a trace file does not have the proper format, for example because a data column is missing or because multiple solvers are specified in a single trace file, users receive an error message online. Provided the trace files are valid, a scheduler is invoked, which schedules the performance analysis job for a particular workstation. The scheduling task takes the form of optimizing a mixed integer program, taking into account current workstation workloads. The trace files are then sent from the server to the next available workstation specified by the schedule. The performance analysis is completed and the results returned to the server. The server then sends the results via e-mail attachment to the user. The process is illustrated in Figure 1 .
Note that although a single performance analysis of 8 trace files may only take 30 seconds, the submission of multiple jobs can result in an untimely backlog. The scheduler guarantees that jobs are placed from the queue to the next available workstation, resulting in a more efficient process. Workstations can be added or removed as needed without any downtime of the PAVER server.
Trace File Format
While initial applications of the server involved models written in GAMS format and performance data collected using GAMS, the PAVER server provides a free service and interface which users of other software can make use of.
Model runs using GAMS automatically capture performance data in the form of trace files. Users of other modelling systems or stand-alone solvers can also run PAVER, provided the performance data is submitted in the same format. The trace file format consists of comma-delimited text files containing model and solve statistics and solution information. The necessary data is listed in Table 1 .
The first five column fields are required text fields. The text fields must not contain any spaces, unless the element is quoted. If a text field value is not known, for example no MIP solver (MIP def.) exists, then the user could enter a default value such as MIPdef or similar. The other fields are numeric, where values of 0 can be specified if the data is not known.
For more information on trace files, see for example [8] 
Metrics
The main concern in presenting benchmark results is in removing some of the ambiguity in interpreting results. Metrics should give information on
• solver robustness
• solver efficiciency
• quality of solution While the first two metrics have long been viewed as standard performance measures, the latter is becoming more important with recent advances in global optimization. See for example the algorithms in [33, 35, 36] . In general, performance metrics used to compare solvers should not be dominated by single test cases, as is the case in some results using (arithmetic mean) averages of all ratios of a solve time of a single solver with respect to the fastest time of all solvers in the comparison. In [3] Bixby makes use of geometric mean averages which are less influenced by outliers, but the benchmark omitted models which were not solved by all solvers in the comparison.
As Dolan and Moré note in [12] , metrics should not only consider efficiency, but also robustness. Unfortunately, some measures of performance are applicable only if all solvers used can solve all problems in the benchmark test case. If a comparison only considers models which all solvers can solve, then the most Number of nodes used robust solvers may be unduly penalized if they are able to solve more difficult models that others were not able to solve. The work of Dolan and Moré [12] using performance profiles has been very useful in removing some of the ambiguity involved in interpreting benchmark results. The use of profiles, cumulative distribution functions over a given performance metric, present a descriptive measure providing a wealth of information such as solver efficiency, robustness, and probability of success in compact form.
The tools available as part of PAVER take into account the various metrics using the solver square and resource time comparisons, which are described in detail in §4. Furthermore, we show how the profiles of Dolan and Moré can be used to include quality of solution information.
Subjectivity and Model Selection
The choice of test problems for benchmarks is difficult and inherently subjective. While there is no consensus on choosing appropriate models, many interesting and diverse model libraries exist which come from a wide variety of application areas. See for example MIPLIB [4] for mixed integer programs, the COPS [9] library for nonlinear programs, and the MINLPLib [7] for mixed integer nonlinear programs. Nonetheless, even the use of models from standard benchmark libraries, does not make the process completely objective. For example, it is easily possible to choose a subset of models where one solver outperforms all others and another subset where another solver outperforms all others. See the example in [34] and the results in §6.
Therefore, in order to reduce the risk of bias in benchmark results, it is sometimes helpful to perform benchmarks on various sets of models and observing solver performance trends over the whole rather than relying on a single benchmark test set. The automated performance analysis tools described herein may simplify the data analysis process and help in obtaining results over various data sets quickly. Finally, any representation of benchmark data using performance tools is only as complete as the data itself and it is important that users understand the test set, the solvers, and the solver options used.
Tools
The tools available in PAVER allow either direct comparisons between two solvers or comparisons of more than two solvers simultaneously. The solver square and resource time utilities belong to the former and the performance profile utility to the latter. An overview of the tools and the (primary) performance measure employed by each is given in Table 2 .
Solver Square
Robustness comparisons between two solvers can be achieved using the PAVER comparison utility we refer to as solver square. Given possible solver outcomes of optimal (globally), locally optimal, feasible, unbounded, and fail, the utility displays the number of models that fall into each category for each solver. The outcome category is determined by the solver and specified in the trace file via the model and solve status codes. Furthermore, the utility gives information on the number of models that fall into a solver outcome category pair.
For example, a user may be interested in the number of models that were solved locally optimal by one solver, but were found infeasible by another. The utility lists the models that fall into a particular outcome pair category and gives resource times and objective function information for each model in that category.
The utility allows for quick identification of models where one solver is more robust than another. It has been used, for example in [16] , for fine tuning a new solver version.
Resource Time Comparisons
The resource time utility compares solver resource times of two given solvers. In order to give information on solver robustness, solvers which do not find a feasible solution are assigned an infinite time for the particular model. The utility lists the number of models which were solved in the same amount of time, where one solver was faster and where one solver was much faster than the other.
Furthermore, models are disaggregated by objective value as well. Thus, models in each category are further subdivided into models where both solvers found the same objective function (within a given tolerance), or where one solver found a better solution.
Again, this information has been used in [16] for comparisons of solver versions.
Performance Profiles
Performance profiles are cumulative distribution functions over a given performance metric and give perhaps the most complete information in terms of robustness, efficiency and solution quality. We will give a brief overview of performance profiles, much of which comes from [12] . Furthermore, we discuss how performance profiles can be used to include quality of solution information.
Background
Suppose we have n s solvers which we run over a set P of n p problems. Let t p,s be the solver resource time for solver s on problem p. Now define a performance ratio as
For solvers s that do not solve problem p, choose a parameter
Then p s (τ ) : R → [0, 1] is the probability that a performance ratio ρ p,s is within τ of the best ratio. The function in (2) is a performance profile and is the cumulative distribution function for the performance ratio in (1). Furthermore, it is piecewise constant, monotonically increasing and continuous from the right at each of the breakpoints. We remark that the performance ratio is not confined to the one chosen in equation (1), but can be chosen based on the purpose of the profile.
Interpretation
The 1) specifies the probability that a solver will "win" over all other solvers. For the profile given above, we define a "win" as the solver who finds any optimal solution (local or global) in the least amount of time. It is possible to choose different definitions of "win" based on different performance ratios.
If a user is only interested in the probability of sucess of a solver for the problem set P , then the user may examine
For ratios τ approaching ∞ we are looking at the probability of success of a solver given unlimited resource time. Again, we remark that success is defined as finding an optimal (local or global) solution.
Quality of Solution
The performance ratio defined in Equation (1) can be modified if the user is also interested in information on quality of the solution returned by a solver. This is of particular interest for nonconvex and discrete models.
Recall that in the original performance ratio we assigned a suitably large ratio ρ M to those problem/solver pairs p, s if a solver s failed to solve problem p. If we are interested in quality of solution information in the ratio, we can modify the ratio. If o p,s is the solution found by solver s for problem p and b p is the best solution found by all solvers s ∈ S for problem p, then we define a new performance ratio as
where δ is a user-defined relative objective function difference threshold and ρ M is again an upper bound on ρ p,s over all problems p and solvers s. The ratio here is similar as before, except that we consider a solver successful only if the solution returned by a solver is within δ of the best solution found. We note that the performance ratio defined in Equation (1) is a special case of the general ratio defined in (4). For the new ratio, the performance profile is the same as defined previously. Interpretation of the profile is similar as before. Consider the case for δ = 0: if we are only interested in the solver that finds the best solution of all solvers in the fastest time, we consider p s (1) for all solvers. If we are interested in the probability that a solver will find the best solution over all solvers, then we consider p(τ ) as τ → ∞. Interpretations for other values of δ are analogous.
Note that in practice we usually do not choose δ = 0 but rather some small positive value, say 10 −6 .
Benchmarking Issues
In this section we discuss some of the key issues in benchmarking. In particular we discuss solver precision and solution verification. Because solvers use different optimality metrics (measurements of optimality) and feasibility, the comparison of benchmarking data from different solvers is inherently imprecise. In order to compare solvers in an unbiased manner, it can be argued that the solution should be verified independently. In particular the solution provided by each solver should be verified using the same optimality and feasibility criterion.
Some work in this direction has been done already. Within the NEOS framework, a benchmark solver exists which determines if the solution satisfies the user-specified complementarity and optimality tolerances. In particular, the utility returns the feasibility, complementarity, optimality and scaled optimality errors. For more information see [30] and [13] . Within GAMS, the Examiner [20] solver can be used to independently verify the solution for feasibility, complementarity and optimality. Examiner works inbetween the modeling environment and the solver in a seamless fashion.
While independent verification is a step in the right direction, we argue that this additional measure still does not guarantee a completely fair comparison. In particular, the specification of solver options work to satisfy feasibility and optimality criteria in the solver frame of reference, whereas verification takes place in a separate reference frame. Thus, tightening of solver tolerances may not necessarily lead to tighter solutions in the verification frame of reference.
On the other hand, the choice of sufficiently tight solver options is difficult to make without choosing a too tight option. In particular, one solver may work unduly hard to satisfy the verification tolerances, where a lower solver tolerance may suffice. This can lead to longer resource times than necessary or lead to the solver not being able to satisfy the tolerances at all, even though some sufficient tolerance may exist.
Completely fair data comparisons can only occur if solvers have a uniform stopping criteria which is indeed different than satisfying solution verification tolerances. In practice, the former criteria is unfortunately difficult, if not impossible, to satisfy.
Illustrative Example: COPS Models
In order to illustrate the features of the PAVER performance analysis tools we chose the COPS [9] library of nonlinear test problems. Our selection of solvers include two solvers run through AMPL (using the GAMS/AMPL interface) and two through GAMS directly. Our experiments involve two test sets. One uses the complete COPS test set except for the flowchan models, and the other a subset of models, illustrating the subjectivity in model selection. In particular, we show that depending on the performance metric of interest any of the four solvers can be deemed "superior."
Note that we did not verify the solution independently for the reasons discussed in the previous section. While some work in the verification of the solution makes sense for precise benchmarks, our intent rather is to illustrate the features of PAVER.
COPS NLP Models
Although the COPS models were originally in AMPL format, we chose an implementation of the models in the GAMS modeling language. The models come from 17 different application areas and exhibit multiple maxima and minima. Our test instance consists of four sizes of each of the COPS models, varying a parameter in the application. The parameter can, for example, specify the number of grid points in a discretization . All of the models used are available as part of the GLOBALLib [22] library of models. We omitted the family of flowchan models, as their implementation in GAMS is as a constrained nonlinear system (CNS), where objective function comparisons are not of interest. This resulted in a total of 64 models in the benchmark test set. Table 3 gives an overview of the model sizes. For full model statistics information see [22] .
Solvers and Experimental Conditions
We chose CONOPT3 [17] (Library 301F), KNITRO [38] (version 2.1 08/01/02), IPOPT [24] (version 2.0.1), and SNOPT [21] (version 5.3-5(2)) as our solvers. CONOPT3 and SNOPT were run through GAMS, while KNITRO and IPOPT were run through AMPL, employing the GAMS/AMPL interface so that all solvers make use of the COPS implementation in the GAMS modeling language. For the AMPL solvers, we additionally wrote scripts to parse the log output in order to obtain additional performance data necessary for input to PAVER. This additional data is not available directly through the GAMS/AMPL interface.
All benchmark runs were obtained by running the tests on an Ultra60 with dual 450 MHz Ultrasparc 2 processors and 2 Gb of memory, running Solaris 8. We set a resource time limit of 3, 600 seconds for each model for each solver. To ensure consistency, we have verified that solver resource times can be reproduced to within 10% accuracy. Solvers were run in default mode, except for SNOPT, where we increased the superbasics limit to 10, 000. The AMPL solvers were run with specific output options to get the desired log information needed to create trace files.
Results -All Models
We show the results using PAVER with all 64 COPS models and all four solvers. The complete results of this benchmark are available online at http://www.gamsworld.org/performance/cops/ For example, in Figure 3 , 41 models were solved locally optimal by both solvers. KNITRO found 45 locally optimal solutions and another 11 feasible solutions (see the column total AMPL/KNITRO). Of the 45 locally optimal models, CONOPT3 found 4 of them infeasible. On the other hand, CONOPT3 found locally optimal solutions for 6 models, where KNITRO failed. The square utility also lists resource times and objective value information for all models (not shown here). The table entries are links to the models falling into a particular category. Models found to have a better objective function value are listed in boldface. Figure 4 shows the performance profile of all solvers using the performance ratio in Equation (1), where we are interested only in solver efficiency. For example, the fastest solver is KNITRO, which solves roughly 45% of the models the fastest, followed by CONOPT3 at 25%. (See the profile for a Time Factor of 1). If we are interested in overall probability of success, then SNOPT has the highest probability of success at roughly 95%, even though it had the lowest profile for efficiency alone. KNITRO and CONOPT3 followed with success rates of roughly 87% and 82%. (see the profile as Time Factor→ ∞). Note the profile of CAN SOLVE, which is the probability of success that any solver in the comparison can solve the problem. Figure 5 shows the profile using the performance ratio given in Equation (4), where we take into account the solver quality of solution. We used a value of δ = 10 −5 , indicating that the relative objective function error can be no greater than 10 −5 with respect to the best solution found. In terms of quality of solution, CONOPT3 is the fastest solver overall in finding the best solution, solving roughly 35% of the models in the most efficient manner. KNITRO follows at about 30%. (See the profile for a Time Factor of 1). If we are interested in probability of success in finding the best solution, then SNOPT and CONOPT3 "win" most of the time (at about 78% and 76%) followed closely by KNITRO at roughly 70%. (See the profile as Time Factor → ∞).
Results -Subset of Models
In this example we will illustrate the subjectivity in the selection of models. In particular, using PAVER, it is easy to choose a subset of models where any one solver performs the best subject to a given performance metric. In this case, the metric is based on efficiency only. In order to choose a subset we make use of the Resource Time Utility. We will choose a subset of models where IPOPT performs best in terms of solver efficiency. In Figure 6 we show results for resouce time comparisons between CONOPT3 and IPOPT for all COPS models in the benchmark. For example in column Total we can see that for 6 models IPOPT was faster, for 8 much faster and for 2 infinitely faster. A solver is considered faster, if it is 10% faster with respect to the faster time, much faster if it is 50% faster, and inifinitely faster if one of them finds a solution whereas the other does not.
We can thereby choose a subset of models, for example the 6 + 8 + 2 models which gurantees that IPOPT will perform better than CONOPT. In particular, we will choose these 16 models plus the 5 models where both solvers perform the same and show in the next figure that IPOPT performs the "best" for this model test set. The numbers are links to the models that fall into a particular category.
Models are further categorized by objective function value. As the square utility, the resource time utility gives detailed objective function value and timing information for individual models (not shown). For this plot we choose the 21 models as defined from the previous resource time results. If we look at the performance profile plot in Figure 7 we can see that IPOPT is the fastest solver, finding a solution the fastest for more than 60% of the models. Note that for each of the other two profile plots (efficiency and quality of solution) in Figures 4 and 5 IPOPT appeared to look less effective than the other solvers. If we look at probability of success, then IPOPT again is the "best" and can find a solution to all models.
So although initial results appeared to indicate that the other solvers are more effective, for almost one third of the models, IPOPT still outperforms the other solvers.
Discussion of Results
The results indicate that given the metric of interest each of the solvers can outperform the others. Furthermore, we have illustrated how model selection plays an important role in benchmark analysis and that users must be careful to consider the test set. Any unbiased benchmark should therefore include multiple test sets so that general trends over multiple data sets can be analyzed, thereby minimizing the risk of subjective interpretation of results.
Conclusions
We have introduced an online server for reproducible and automated performance analysis and visualization of benchmarking data. While the original intent was for analyzing benchmark data of linear and nonlinear optimization software, the server can be utilized for other algorithmic software, for example, solvers for problems in numerical linear algebra, ordinary or partial differential equations. Provided users supply solve information in trace file format, the server can perform similar performance analyses on non-optimization engines. Future work may focus on expanding PAVER to use a more general format such as XML as data input. 
