The importance of providing bandwidth guarantees in packet backbone networks is increasing with the emergence of virtual private networks and mobile networks, where bandwidth requirements of aggregate packet flows with diverse characteristics have to be supported.
usage by restricting path selection to a shortest path that satisfies the bandwidth constraints. However, CSPF in itself can not always yield network-wide optimal paths, since it uses only locally available information. It is the role of global path optimization to achieve network-wide optimal usage of resources. For this purpose, load balancing techniques are used, i.e., a global LSP routing algorithm does not restrict path selection to shortest paths. In order to find the best LSP set, e.g., multicommodity flow based algorithms are used. In an operational network such a procedure can be executed on a periodical weekly or monthly basis [7] . The periodicity comes from the fact that global optimization results in most of the cases in a medium to large LSP route restructuring, which is not an everyday job an operator wants to do.
Further reasons for global re-optimization of LSPs (besides the sub-optimality of CSPF) can be network upgrade and traffic increase.
In MPLS -as we will discuss in more details in Section II -LSPs, beside having a bandwidth requirement, have also setup and holding priorities. All previously mentioned protocol components support bandwidth reservation on different priority levels. Between these levels LSP preemption is supported. If at path setup there is not enough free bandwidth available on a link, lower priority LSPs will be preempted [7] . MPLS specifies eight different priority levels, therefore, it can happen that by taking another path a preempted LSP again preempts lower priority LSPs. Since all lower priority levels can be affected, at worst case this preemption chain can take as long as seven steps. If this chain is long, most probably the convergence time also becomes long. Moreover, re-routing of a high number of already established LSPs can happen, since preemption of multiple lower priority LSPs on multiple links are possible. To the best knowledge of the authors, there has been little work on the dynamics of LSP preemption. A notable exception is [8] , in which Villamizar studies failure scenarios and the effect of independent path re-computations, delayed reflooding of new resource reservations, LSP priorities and subsequent re-optimization of suboptimal paths on overall network performance. This work suggests timing and ordering strategies for re-routing and re-optimization of LSPs after failures, but does not deal with path computation methods.
There are global optimization algorithms that consider the issue of preemption. For example, Garay and Gopal in [9] studies preemption in ATM networks. Their objective is to find the minimum number of calls that should be removed from the network in order to have enough capacity to accept a new call. This optimization method can only be implemented in a central place, since detailed knowledge is needed about the path of each and every call in the network.
Similarly, Mitra and Ramakrishnan [10] provide multicommodity flow solutions for the global LSP optimization problem which can be used for multi-priority traffic as well.
As we will discuss in more details in Section III, all proposed constrained shortest path first algorithms operate in a simple way regarding LSP priorities. When computing the path for an LSP, reservations of lower priority LSPs are not taken into account. Known CSPF methods try to maximize the success probability of future connection establishments, thus prepare for future connection arrivals.
In this piece of work, we study the effect of constraint-based shortest path first based path selection methods on the dynamics of LSP preemption in MPLS networks. As the main contribution of this paper, in Section IV we propose new CSPF algorithms that take into account the present state of the network by considering the available resource reservation information of lower priority LSPs as well. By doing this, our algorithms aim at minimizing preemption of lower priority LSPs and thus, enhance the stability of multi-priority MPLS networks. In Section IV we first show that, in order to have some idea of affected lower priority LSPs, useful measures can be deduced from the currently flooded IGP link-state information. Based on these measures, we propose two basic heuristic methods to select such a shortest path on which the probability of preempting lower priority traffic is the lowest. One method aims at minimizing the affected priority levels, the other at minimizing sum of affected LSPs' bandwidth. Our algorithms are based on the standard Dijkstra algorithm and implement the same concept of multi-level metrics as, e.g., the widest-shortest path method [3] . This means that path selection is restricted first to feasible links (having the required bandwidth), then to shortest paths based on the link weight (or hop count) metric, and only if there are more than one feasible paths after these two steps, our metric plays its role to minimize preemption.
In Section V we compare the preemption performance of the CPSF algorithms proposed in this paper to the most important methods proposed discussed in the literature. To help the understanding of LSP preemption and thus, the dynamics of multi-priority MPLS networks, we first show results that are general for all CSPF methods. Different CSPF failure ratio and path length seen by the eight priority levels, e.g., provides general network performance measures.
Then we study in details, how the performance of CSPF algorithms differ, in terms of preemption, e.g., what is the probability of preempting a lower level LSP and the amount of preempted bandwidth during an LSP establishment.
Finally in Section VI we conclude the paper and propose future research topics.
II. Preemption in MPLS Networks
In this Section we overview the bandwidth reservation and preemption related attributes and mechanisms of MPLS.
We follow the classification of traffic engineering control attributes based on RFC 2702 [11] , that is, we use the terms 'traffic trunk associated' and 'resource associated' attributes. Finally, we show how these are used by constraint-based routing to select paths for traffic trunks, and by other traffic engineering mechanisms (e.g., preemption), to achieve service differentiation.
A. Traffic Trunk Attributes
Besides basic traffic engineering attributes that specify 'from' where 'to' where the traffic trunk should be established, and what is the 'bandwidth to be reserved', [11] specifies also 'preemptor' and 'preemptable' binary attributes. In RSVP [5] and LDP [6] implementations a more flexible approach was chosen which provides more efficient handling of priorities in MPLS networks in the form of 'holding' and 'setup' priorities. Setup priority specifies the importance of an LSP establishment, while holding priority specifies how important it is for an already established LSP to hold on to its reserved resources. Both priorities have a range of 0 (highest priority) to 7 (lowest priority). Priorities associated with traffic trunks are used to enable admission control and preemption. An LSP with higher (numerically lower) setup priority can preempt an LSP with lower (numerically higher) holding priority. To avoid continuous preemption, holding priority should never be lower (numerically higher) than setup priority. Preemption can be used also to assure that high priority traffic trunks can always be routed through relatively favorable paths e.g., on shortest paths [11] .
B. Resource Related Attributes
Similarly to the traffic trunks related attributes, resource related attributes defined in the framework document differ from the ones realised in actual protocols. To constrain the routing of traffic trunks through a specific resource, in [11] the maximum allocation multiplier (MAM) attribute is specified which can be used to administratively configure the proportion of the resource available for allocation to traffic trunks.
IGP extensions of OSPF [1] and ISIS [2] fulfill this requirement by flooding beside the maximum bandwidth also the maximum reservable bandwidth of a resource. The later specifies the maximum bandwidth that may be reserved on a link. This may differ from the actual maximum bandwidth, because administrators may choose to dedicate only part of the link's bandwidth to traffic engineering, or alternatively, to exploit statistical multiplexing gain, the reservable bandwidth may exceed the actual bandwidth of the link (oversubscription).
The most important IGP extension to enable preemption is the one in which actual resource reservations are distributed. In [1] , [2] unreserved bandwidth (B u = (B u0 , B u1 , · · · , B u7 )) is specified as the amount of bandwidth not yet reserved at each of the eight priority levels on a specific link. This is counted in an accumulative way i.e., if a highest priority LSP is established, all elements of this vector will decrease. However, if a lowest level LSP is established on a given link, in the next flooded unreserved bandwidth vector (B u ) only B u7 will change.
All flooded resource information is stored in a traffic engineering database (TE-DB) of label edge routers. The TE-DB is in turn used by constraint-based routing to select paths.
C. Constraint-Based Routing
As we have mentioned in the introduction, the aim of CSPF in MPLS networks is to automate the path selection for LSPs. To achieve this, operators should configure resource and traffic trunk attributes and deploy a simple path selection algorithm that matches these attributes against each other. In MPLS the simplest bandwidth constrained CSPF works as follows:
Considering an LSP to be set up with setup priority attribute s and bandwidth requirement B LSP , 1. in the router's TE-DB mark all links as 'invalid' where the link's unreserved bandwidth at the priority level of the LSP's setup priority is less than the LSP's bandwidth requirement (B us < B LSP ), 2. run Dijkstra's shortest path algorithm on the graph composed of the links not marked as 'invalid' in the TE-DB. The resulting path (if there is any) will be the LSP's path.
This simple algorithm gives a path on which the LSP can be surely established in case link-state information is accurate. CSPF when looking at the B us level, treats lower level reservations simply as if they were not present, therefore, when the LSP's PATH message traverses the explicit path, preemption decision and admission control is needed at each hop. The former determines which lower priority LSPs will be preempted. The later is essential, since in case of inaccurate link-state information, it can happen that (at a hop of the computed explicit path) there is not enough unreserved bandwidth at the LSP's priority level, because of delayed flooding of other LSP's reservations.
D. Admission Control and Preemption Decision
The admission control function at each router checks whether there is enough unreserved bandwidth to support the setup of the new LSP. In case there is enough totally unreserved bandwidth at an interface, no preemption is needed, so admission is allowed. If this in not the case, then the setup priority in the PATH message is taken and a check is made to see if established lower priority LSPs can be preempted. If B us < B LSP there is no such preemptable LSP, the PATH message is refused and a PATH ERR [12] is sent back to the ingress. Otherwise, as many lower holding priority LSPs are preempted as needed.
The selection of the LSPs to be preempted is a local matter. Local preemption strategies for two priorities have been studied by Peyravian and Kshemkalyani [13] [14] in the past. They showed that a polynomial algorithm Min Conn provides almost as good network performance as another exponential algorithm Min Bw. To support the eight priority levels of MPLS, their algorithms should be extended. We propose a straightforward strategy which is based on the Min Conn algorithm [14] . We use this in the rest of this paper as the local preemption decision algorithm 1 :
• preempt always the lowest priority LSPs first (e.g., until there are LSPs on the 7 th priority level, LSPs can not be preempted from the 6 th level),
• minimize the number of preempted LSPs inside a single priority level (greedy selection of always the biggest LSPs as long as more then one LSPs should be preempted),
• do a bandwidth-wise optimal selection of the last preempted LSP (e.g., if 5Mb/s should be preempted at the last step, preempt the smallest LSP among the ones that are bigger than 5Mb/s).
An LSP will most likely preempt other LSPs multiple times when moving downstream. For the preempted LSPs, a notification is sent upstream. Preemption does not differ from any other kind of failure, so the head-end tries to re-route the LSP. Preempted LSPs when re-established may further preempt other ones, so a preemption chain may start. As we have already mentioned an LSP's holding priority is never lower than its setup priority, moreover LSPs with same priority can not preempt each other, consequently this chain is surely dampening.
III. Previous Work on Bandwidth Constrained Path Computation Methods
In this section we give an overview of bandwidth constrained path selection methods proposed in the literature. Since most of the proposed methods can be realised as an extension to Dijkstra's well known shortest path first algorithm, we use the terminology of [4] for describing differences between presented algorithms. To make path selection bandwidth constrained, all methods start by pruning non conforming links based on the bandwidth check B us < B LSP (B LSP is the required bandwidth, s is the setup priority of the LSP and B us is the unreserved bandwidth at the s level). In [4] this operation is described with an acceptor function.
The Dijkstra algorithm aims at finding the best candidate path to a node. For this, at each step two paths are compared with the help of a comparator function [4] . At this point, the used metrics have an important role. In case of single or mixed metrics, the comparator function simply evaluates which path's metric is smaller. In the original Dijkstra algorithm this means the simple arithmetic comparison of two real numbers (weights or 'distances'), but for more complicated metrics this comparison can be more advanced.
To provide more path optimization possibilities besides a simple shortest path selection, many algorithms use the concept of multiple metrics [15] which can be easily incorporated into Dijkstra's algorithm. Simply, when comparing the metrics of two links or paths, the initial comparison is done according to the first metric (e.g., the configured link cost or hop count as a metric), and in case of equality, the value of the second-level metric brakes the tie (i.e., the available bandwidth in case of the widest shortest path algorithm)
To make the picture complete, for each metric an accumulation function [4] defines how the metric is accumulated along a path. When we know the 'distance' to a node and also we know the cost (metric) of the edges starting from that node to the neighbors, we use this function in the Dijkstra algorithm to determine the candidate distances to the neighboring nodes. In an accumulation function, depending on the type of metric, different operations are done.
Hop count or cost is an additive metric, so simply the link costs should be summed to get the path cost. Bottleneck bandwidth is a concave metric, so the maximum of metrics should be taken along a path.
After this introduction, let us give a short overview of path computation algorithms one-by-one. At the end of this section we present a summary table and simulation results published comparing of some of the below discussed algorithms.
Guerin, Williams, Przygienda, Kamat and Orda [3] propose OSPF extensions to support QoS routing. They propose the widest-shortest path algorithm for the bandwidth-constrained routing problem. The main idea of this algorithm is to first prune links without sufficient unreserved bandwidthand then compute a shortest path on the remaining graph.
When several shortest paths are available, the preference is for the path whose bottleneck link unreserved bandwidth is maximal. This strategy aims at using minimal amount of network resources and at balancing load.
The residual bandwidth ratio method (RB-CSPF) [4] selects the bandwidth constrained shortest path for an LSP such that as the second metric it takes into account the bandwidth that is still unreserved after the LSP setup, normalized by the total reservable bandwidth.
where B i u is the unreserved bandwidth on link i, B LSP is the required bandwidth by the LSP, and B i max is the total reservable bandwidth on link i. Moreover, instead of treating only a single bottleneck link, [4] stores and uses a configurable number of bottleneck links (e.g., four).
The WSPF and the RB-CSPF methods both aim at balancing load. There are many load based routing algorithms proposed in the past for different networks [16] , [17] , [18] . All such algorithms are common in their basic idea to prepare for future call arrivals by routing traffic on longer paths then the topological shortest one. We discuss here the method of Kodialam and Lakshman [17] . They introduced the concept of minimum interference routing for computing bandwidth constrained paths for LSPs. Their proposal is a load based approach which exploits information about where traffic enters and leaves the network (ingress and egress points). This information is used when computing the maximum flows between all possible ingress and egress points to determine so called critical edges. The weight for a link is determined by counting for how many ingress-egress pairs this edge is among the critical edges. Weight are used at the subsequent Dijkstra shortest path calculation in the standard additive way.
In [19] Shaikh, Rexford and Shin proposes a load-based additive link-cost metic as a second metric in the Dijkstra algorithm. They propose this to be used after the original link-cost metric which restricts path selection to shortest paths. Their link-cost metric for link i has the form:
where u i is the load of the link (normalized to be in [0 : 1]). Parameter u min is the minimum cost utilization level;
any link utilization below this value is considered to have the minimum cost. The exponent α controls how expensive heavily-loaded links look relative to lightly-loaded links, finally the constant C determines how many discrete cost values are used for link-costs. The link-cost are used at the Dijkstra shortest path calculation in the standard additive way.
Examples in [19] show the effects of different α, C and u min parameters on the shape of the link-cost function and performance of the network.
In [20] Shaikh, Rexford and Shin proposes bandwidth constrained path selection for long-lived IP flows. Their path selection method is a widest shortest path method. If more shortest paths can support the required bandwidth, the 'widest' rule selects the path for which the unreserved bandwidth of the bottleneck link (i.e., the smallest unreserved bandwidth value on any of the links in the path) is the largest. However, pruning of bottleneck links are done after the Dijkstra computation. Therefore, it can happen that among the topological shortest paths none can support as much bandwidth as requested. For this reason, [20] permits the use of nonminimal paths whose hop-count is one more then the shortest path's hop-count. This is similar to the dynamic-alternative routing (DAR) concept used for PSTN networks [21] .
In [15] Wang and Crowcroft studied the complexity of the multi-constraint QoS routing problem. They proposed the shortest-widest path algorithm, i.e., their first constraint is to find a path with maximum bottleneck bandwidth, and when there are more than one such widest paths, choose the one which is the shortest. Authors of [15] points it out that non-bottleneck links have no effect on widest paths, consequently, for a given topology there are usually many equal width widest paths.
Ma, Steenkiste and Zhang in [22] provide an algorithm that can dynamically balance the impact of hop count and path load. The so called shortest-distance algorithm uses the following distance function for path P :
where r i is the max-min fair rate of a link i. Instead of the fair share, however, we may use the unreserved bandwidth of link i in a reservation based routing model. Variable n can be used to tune the algorithm, i.e., by choosing n = 0, we get the shortest path, and if n → ∞, we get the widest path. The experiments in [22] show that n = 1 provides the best average throughput for the studied max-min fair share networks. The 'widest-shortest' [3] , the 'shortest-widest' [15] , the 'shortest-distance' [22] and a variant of the 'dynamic-alternative routing' [21] methods were simulated. The experiments showed that algorithms limiting the hop count and, by this, resource consumption -e.g., the 'widest-shortest' path and the 'dynamic-alternative routing' method -provide good results when the network is becoming overloaded. On the other hand, algorithms aiming at balancing the network load -the 'shortest-widest' and the 'shortest-distance' algorithm -perform better in light and medium load situations.
Recently, authors of [17] showed that 'minimum interference routing' outperforms both simple 'minimum-hop' routing and 'widest-shortest' path routing. The price of better results is, however, the complexity of the proposed algorithm compared to simple Dijkstra based methods.
IV. Proposed Preemption-Aware CSPF Methods
In this Section we propose preemption-aware CSPF methods that aim at minimizing unnecessary preemption and thus enhancing the stability of MPLS networks. First in Section IV-A we derive new measures to estimate how much preemption will occur on a path at LSP establishment. Then in Section IV-B and IV-C we show that these measures can be used to construct new metrics and CPSF algorithms. Basically, all of our new algorithms restrict path selection to shortest paths that have the required bandwidth. Preemption minimization is only used as a secondary objective.
A. Preemption Measures
To have practically relevant results we have to take into account technological limitations present in MPLS networks.
Currently proposed IGP extensions [1] , [2] provide only summarized information about the reserved resources. This means that they do not provide per-LSP information on distant links, i.e., neither the number of LSPs nor their bandwidth values are available. This summarized information is sufficient for CSPF route computation, i.e., to tell if a link has the required resources to accommodate a new LSP on a certain priority level. However, it is insufficient for determining how many and how big LSPs will be preempted due to a setup of the new connection. Moreover, when
Although detailed LSP information is not available at the path computation, it is still possible to develop heuristic methods for minimizing the volume of preemption, based on strictly the currently available standard IGP extensions.
Our goal in the following is to propose and evaluate such solutions.
As we have already mentioned in Section II, traffic engineering extension to link-state IGPs [1] , [2] distribute the following reservation-related information for each link in the network:
• the true link capacity (i.e., maximum bandwidth B MAX ),
• the maximum reservable bandwidth on the link, B max , For such links, it is useful to calculate how much bandwidth will be preempted in case of establishing the new LSP.
Considering a new LSP to be set up with priority s and bandwidth B LSP , for each link let's define B sum as the bandwidth value that should be preempted on this link by the new LSP:
The first term shows that no preemption is needed on links that have more free bandwidth (unreserved bandwidth at the lowest priority level) than B LSP . On such links this measure will be zero. Our first idea for implementing a priority-aware CSPF algorithm based on the above data can be to choose B sum (the sum preempted bandwidth) as the link measure, thus trying to minimize the amount of preemption at path selection. We can notice, however, that the measure of minimizing the affected sum bandwidth in its meaning is very close to the measure of maximizing the free bandwidth (the unreserved bandwidth on the 7 th priority level).
The difference, however, means information loss in case of the sum preempted bandwidth measure. When using affected sum bandwidth we are not able to decide which path to take if no preemption occurs. However, in such cases it would be useful to choose the widest one, which can be achieved by looking at the free bandwidth of the link. Therefore, we
propose free bandwidth as a better measure than the sum affected bandwidth. By using B free , we actually achieve the simplest preemption-aware widest path selection.
A
The bandwidth preemption vector provides us useful information. With the help of it, we can derive for example which is the highest affected priority level on a link, i.e., the smallest such number for which B pi = 0. As we have already discussed, this measure is not included in the information flooded by the IGP. However, we can derive a good estimate by using the original parameter set. Fig.1 shows a procedure for this estimation (considering the preemption strategy defined in section II-D). In the next section we show an example case where this procedure is used.
procedure CalculateBwPreemptionVector(B u , B LSP )
end for return B p end procedure Now let us take the three links below and show how the discussed measures -free bandwidth and bandwidth preemption vector -can be used, to decide which link is more desirable to be used at path selection. The first link is the one for which we have calculated the bandwidth preemption vector above. For the other two, we just show the bandwidth preemption vector (the original unreserved bandwidth levels can be calculated from this). By looking at the affected priority levels, we can see that on the first link there is bandwidth to be preempted on the lowest 4 priority levels, while on the second and the third one only the 5 th level is affected. It may be important to use such links for path setup on which only lower priority levels are affected. We can also notice from the bandwidth preemption vector that the second link has less affected bandwidth on the 5 th priority level than the third one. This makes the second link more desirable then the third one.
However, if we consider free bandwidth, we can notice that on the first link there is 20Mb/s free bandwidth, while on the other two links, there is no free bandwidth at all. Therefore our free bandwidth measure concludes that the first link is more desirable.
B. Priority-Aware CSPF Metrics
Based on the above measures (B p and B free )we construct preemption minimization metrics that can be used in CSPF algorithms. We define how the above derived preemption measures are used as path metrics in the Dijkstra algorithm with the help of comparator and accumulator functions.
B.1 Maximize Free Bandwidth
By maximizing free bandwidth (B sum ) as a link metric, we aim at preempting the fewest possible lower priority LSPs in terms of sum bandwidth and among those paths on which no lower priority LSPs are preempted, we choose the widest one. Since bandwidth is a concave metric we define such an accumulator function in which the bottleneck link's free bandwidth determines the path's metric. The comparator function is defined such that it chooses the path with larger free bandwidth as a better candidate path.
B.2 Minimize Affected Priority Levels
When using the bandwidth preemption vector (B p ) as a link metric, we aim at minimizing the affected priority levels, by preempting only as low priority LSPs as possible. We define the comparison operation for this metric as follows: In order to minimize the affected priority levels (B p ) along the path of the LSP setup, two kinds of accumulator function can be defined. As we have already mentioned, from the flooded bandwidth reservation information we do not know whether the same LSPs are carried on two consecutive links, or different ones. If we assume that the former is true, we can say that B p is a concave metric. However, if we treat the latter case more probable, we have to minimize the summarized preempted per priority bandwidth on each link of the new LSP's path. Based on these different assumptions we define two variants of the accumulator function:
• Concave case: the larger B p vector is taken as the path's metric,
• Additive case: the elements of the B p vector are added one by one, to take the path's metric.
When no preemption is needed, we would like to use the widest path. We achieve this by incorporating the free bandwidth as a last (9 th ) element in the bandwidth preemption vector. To be able to use the above defined comparator function, we use −B u7 as the 9 th element in B p (preempted bandwidth is to be minimized, while free bandwidth is to be maximized).
C. Priority-Aware CSPF Algorithms
When reviewing CPSF algorithms proposed in the literature, we saw that the order of metrics in the comparator function has huge significance, e.g., widest-shortest and shortest-widest algorithms performed differently. We propose such an ordering for our new metrics, that minimizes preemption without adversely affecting the CSPF success ratio, and path length of high priority LSPs. To achieve this, in both algorithms we first prune links for which B us < B LSP .
(s is the setup priority of the LSP for which the path is calculated). On the resulting graph we restrict path selection to shortest paths based on the original OSPF metric. By using the link cost as the first metric in the comparator function of the Dijkstra algorithm, we achieve that the LSPs are always routed on shortest paths irrespective of lower priority traffic. We utilize preemption information only after this, i.e., when selecting a candidate path among otherwise shortest feasible ones, as summarized in Table II . 
V. Numerical Results
We have conducted numerical investigations in order to show the real improvements resulting from the use of our algorithms. In Section V-B we describe the simulation environment, survey the implemented algorithms and measurements, then in Section V-C we introduce our simulation experiments. Our goals with the numerical evaluation were twofold:
• first, we wanted to get some insight to the preemption process, and its performance effects on LSPs with different priority levels.
• second, we wanted to quantify the actual performance gain resulting from the use of our proposed algorithms. Besides showing that our methods, aiming at minimizing preemption, indeed decrease the number of preempted LSPs, we wanted to characterize the network-level gain in a real-world system.
A. Performance Evaluation Methodology
Several different approaches are used for the performance evaluation of routing strategies. For example, Plotkin [16] proposes an analytical approach for this purpose. Another method is to use discrete event simulation, assuming a stochastic process for the arrival of demands [18] .
In our case, it was hard to find a tractable analytical approach that can be used to obtain practical results. So, we decided to use flow-level simulation for our performance evaluation purposes. However, discrete event simulation was out of the scope because of the lack of a well-established and justified LSP demand arrival model in the case of MPLS. So,
we have decided to omit the time factor from our simulations, and evaluate the performance of our proposed algorithms by observing their behavior in a series of 'static' traffic configurations.
B. Simulation Model

B.1 Network and Traffic Model
In capacity. The exact topology and capacity values of this network 2 (and of many others) are publicly available [24] . The topology was fixed throughout the simulations, i.e., we did not consider link or node failures. Furthermore, we supposed that demands are generated from every node to every other node.
Since it is hard to get traffic statistics from real MPLS networks, we created randomly generated traffic situations. 
B.2 Simulation Setup
In our investigations we were interested how different performance metrics change as network load increases. Therefore, in our simulations, first, we loaded the network to a certain level by generating LSPs randomly between all nodes. After this, we randomly generated several new LSPs, and tried to route them with the selected CSPF method. In case load increased above the required level after a successful LSP setup, we randomly released some LSPs from the network, until we returned to the operation point used in the given simulation experiment. This test has been conducted at different traffic situations, resulting in a series of probability estimates describing the quality of the routing strategy at different points. Numerous measurements have been taken at each point in order to ensure acceptable confidence intervals. In fact, in all of our graphs confidence intervals are below resolution, so, for the sake of better visibility, we decided not to show them in the figures.
We characterize a traffic situation by the total throughput, i.e., the sum of all established LSPs' bandwidth. We use total throughput as a measure instead of average link utilization on the x-axis, since we believe that carried traffic is more important to operators than link load. At a given average link load, all CSPF algorithms most probably have the same CSPF failure ratio. However, ineffective path selection at an early stage results in longer paths for LSPs routed afterwards. This causes higher average link loads at the same amount of carried LSP volume, which in turn results in realizably higher CSPF failure ratio when evaluated based on the same total throughput.
Since our main interest is path selection, in our simulations we did not implement protocol modeling in packet level.
As an important simplification, we did not model the exact operation of the link-state update generation and flooding protocol, rather we assumed that edge routers have accurate bandwidth reservation information about the network.
B.3 Compared Algorithms
We investigated the performance of the proposed priority-aware CSPF algorithms and compared it to the most promising CSPF algorithms selected from the ones surveyed in Section III. According to [11] multiple priority levels, and preemption among them can be used to assure that high priority traffic trunks are always routed through relatively favorable paths (i.e., shortest path). This suggested that we should concentrate only on such algorithms that use strictly shortest paths. Therefore, all simulated algorithms are common in two points:
1. links not having enough unreserved bandwidth at the priority level of the LSP are pruned.
2. In the comparator function the first metric is always the original OSPF/ISIS weight. Optimization based on other measures are considered only as a second metric.
The simulated algorithms proposed in the literature are:
• The basic shortest path first algorithm has been selected for reference. It does a random selection among equal cost paths, therefore we are able to measure the gain of other CSPF algorithms to a base algorithm.
• The widest-shortest algorithm (WSPF) [3] has been selected, because by doing load-balancing inside a priority level (irrespective of lower priority levels), it most probably provides the best service to high priority LSPs. We wanted to measure whether our preemption-aware strategies result in performance degradation for higher priority levels.
• The residual bandwidth ratio method [4] has been selected, because we were interested whether it improves the performance of the 'widest-shortest' path method, by keeping track of k bottleneck links. For our simulations we used for the tunable parameter k = 4.
• The discrete link cost method [19] has been selected, because it was the most promising among the algorithms that compose a load dependent metric. For this algorithm we used in the simulations the following settings: C = 10, α = 4, u min = 0.1.
Moreover, our two preemption aware algorithms were implemented:
• The maximize free bandwidth method, which is basically a widest-shortest path method, taking into account the unreserved bandwidth on the lowest priority level. As we have discussed in Section IV this strategy is better then the minimize sum affected bandwidth strategy.
• The minimize affected priority levels method, which was implemented with the help of the bandwidth preemption vector measure. We have incorporated the free bandwidth measure as the last element. Therefore, at light loads when no preemption is needed, a widest path selection is done, based on the free bandwidth.
B.4 Performance Metrics
We compared the behavior of the implemented algorithms with the help of the following empirical measures:
Success ratio: measure of CSPF path computation effectiveness. This measure provides information about how much path computation attempts failed due to that CSPF could not find a feasible path for the LSP with the required bandwidth.
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Success ratio per priority: Path setup success ratio differences are measured for the eight priority levels. Since at CSPF different priorities see different unreserved bandwidth, we suspect that path computation of LSPs with higher priority will be more successful than low priorities.
Preemption ratio: The probability that during an LSP establishment at least a single lower priority LSP is preempted.
We are interested in measuring the amount of preemption, for all LSPs that were successfully established, i.e., there was no CSPF failure.
Average preempted bandwidth:
The average bandwidth of preempted lower priority LSPs during an LSP establishment.
Again, we only count LSPs with successful bandwidth constrained path computation. We count all LSP's bandwidth in the preemption chain.
Distribution of preempted LSPs between the priority levels:
In the nominator we count how many times an LSP with a given priority has been preempted. In the denominator we have the total number of preempted LSPs.
Path length per priority: Average path length of LSPs of different priority levels as function of total throughput in the network.
C. Performance Evaluation
In Section V-C.1 we first show the effects of preemption on previously proposed CSPF algorithms (e.g., the widesshortest path metod), then experiments of the priority-aware CSPF algorithm are presented in Section V-C.2.
C.1 General Preemption Effects
In our first experiments we show plots for the widest-shortest and the simple shortest bandwidth-constrained path selection algorithms. With the help of these simple algorithms we demonstrate general effects of preemption on the performance of LSPs with different priority levels.
In the plots we name the algorithms based on the used metrics. Since the first metric is the fixed IGP metric for all algorithms, we omit this in order to have shorter names. With this concept, in the figure keys we use instead of 'widest-shortest' simply 'widest', and instead of the basic 'shortest' path algorithm, the 'random' term. The latter is used, because without a second level metric the simple Dijkstra algorithm does a random selection among equal cost paths. On some figures we present general preemption effect that are common for all algorithms. On these plots we use the 'widest-shortest' path algorithm as a representative example.
In Fig.2 we can see the success ratio seen by the eight priority levels (priorities are represented on the z-axis, with '0' representing the highest priority, and '7' the lowest one). As we have discussed before, success ratio in our case is the inverse of CSPF failure ratio. We can notice that path selection failure increases at much smaller total throughput levels for the low priority LSPs then for higher ones. The reservation differentiation concept with (i) multiple priority levels, (ii) link pruning and (iii) cumulative calculation of unreserved bandwidth values achieves that reserved resources of higher level LSPs can not be used by lowest level LSPs. The effect of this can be seen on the increased CSPF failure ratio of lower priority LSPs.
The next figure shows overall LSP establishment success ratio (Fig.3 ) plotted in terms of total throughput. As we see, even at light loads, CSPF fails to find a path with the required amount of bandwidth for more than 10% of the LSPs. This is caused by early CSPF failure of low priority LSPs. With the help of the overall success ratio curve we can compare the performance of the two CSPF algorithms (Fig.3) . The 'widest-shortest' path selection method improves LSP establishment success probability. CSPF failure is higher for the 'random' method, since this method may block links at early stage, which forces LSPs arriving later to use longer paths. The difference between the two methods in terms of success ratio is around 3%.
Per priority success ratio provides information about such LSPs that are to be established. However, lower priority LSPs are not only affected by CSPF failure, but also by being preempted by higher level LSPs. To have an idea of which priority levels were preempted, we counted altogether how much LSPs were preempted, and also, how much LSPs were preempted at each priority level. From this we determined the distribution of preempted LSPs between the priority levels, as shown in Fig.4 . Highest priority LSPs can never be preempted, therefore, 'priority 0' is not shown in the figure.
LSPs with 'priority 1' are the on the next level, thus, these can be only preempted by level 0 LSPs. But on a link before these relatively high priority LSPs are preempted, the local preemption algorithm discussed in section II-D always tries to preempt lower levels. The probability that among all preempted LSPs a 'level 1' LSPs is preempted, increases only, when actually almost all lower levels are removed from network links, and traffic is dominated by 'level 0' and 'level 1' LSPs. On the contrary, at low total throughput values, 35-45% of the preempted LSPs are 'priority 7' LSPs.
It is interesting to check the effect of preemption to the path length of LSPs in Fig.5 . The fact that in all methods we calculate shortest paths does not necessarily imply that the path length will not be affected by the second-order objective; in case of constraint based routing, path lengths are also influenced by the bandwidth constraints, i.e., the link loads, which are on the long run may be affected by the second-order strategy. In Fig.5 we can observe that at light link loads, for all priority levels the path length is around 3.2-3.4 hops. As link load increases first the path length increases, then it starts to decrease. The basic reason for this is the following: in Fig.2 when for a priority level CSPF failure increases, it means that it is hard to find a feasible path for LSPs. At this stage, most probably the topologically shortest paths does not have enough unreserved bandwidth, so only longer bypass paths can be used. Typically, for all priority levels, when success ratio decreases to 60-80%, the path length increases. However, after a given load level, preemption effects path length, since it is more probable to preempt LSPs established on long paths. At the same time LSPs having their source and destination nodes closer to each other will have a bigger chance to be established successfully. Therefore, after a critical level, path length of established LSPs decreases.
C.2 Impact of Preemption Minimization
In this section we present main preemption performance differences between CSPF algorithms. We use the following keys for the algorithms: 'random', 'widest', 'residual bw' 'discrete link cost', 'max free bw' and 'min affected levels' (the order is the same as in Section V-B.3). As we see in Fig.6 , the most important measure, the overall LSP establishment success ratio is roughly the same with all methods. The difference between 'widest' and 'random' methods are much larger than differences between the proposed preemption minimization methods and previously proposed CSPF methods.
This means that the probability that the LSP can indeed be established on the computed path is the same with our proposed preemption minimization methods as with e.g., the widest method. From this we could deduce that when we use our preemption measures, by trying to avoid such links on which preemption is probable, actually we balance load similarly to how widest path, and other CSPF algorithms do.
To quantify the gain in preemption minimization, we used preemption ratio, and average preempted bandwidth as basic measures. In Fig.7 it is shown that the probability of preemption is significantly lower for our proposed methods.
Moreover, we can notice that our strategy to minimize the affected priority levels is more effective than the simpler one, that maximizes the bottleneck free bandwidth of the path. At at high loads the former achieves 10%, while the latter 5% improvement compared e.g., to the 'widest' method. At light loads, which is more important since this is in fact the normal operational range of a typical network, both strategies decrease the preemption ratio with approximately 15%, which is a significant improvement.
When preemption occurred, we measured the average number of affected LSPs (Fig.8) . This includes the directly affected LSPs and also the LSPs preempted by the preempted LSPs that were re-established (chain effect). We found that when preemption occurs, the number of LSPs in the preemption chain does not differ significantly for the different methods. Consequently, we can say that the main benefit of using our method can be found in decreasing the probability of preemption, and not in preempting less LSPs when preemption is unavoidable. We can examine the average preempted bandwidth in Fig.9 . The shapes of the curves and the differences between the methods are similar to what we have seen in Fig.7 . As we discussed in Section IV-B.2 for the bandwidth preemption vector metric, both concave and additive metrics would fit, based on different assumptions on how preemption actually happens on consecutive links. We have conducted experiments with both accumulator functions. We have found that a concave metric results in slightly better performance.
Therefore, in the previous figures we used this instead of the additive metric.
VI. Conclusions and Future Work
In networks supporting traffic with diverse QoS requirements, setup of low priority traffic should be done in such a way that subsequently arriving higher priority traffic is not effected adversely. A simple way to solve this problem is to allow preemption between the priority levels. In this paper we have investigated the effects of bandwidth constrained path calculation on the preemption process. The cornerstone of our method is to do path selection by taking into account resource utilization of lower priority traffic. In the studied MPLS environment we have shown that premium quality can be achieved for high quality LSPs, even if we target preemption minimization.
As a basic step for our preemption minimization algorithms, we have specified preemption measures calculated from basic flooded unreserved bandwidth information distributed by IGP traffic engineering extensions. One measure estimates the amount of bandwidth that will be affected, while another one quantifies how many levels will be affected by the new LSP's setup. These measures are then used to construct metrics that are directly applicable in a modified shortest path first algorithm. We build on Dijkstra's well known shortest path first algorithm, because of its speed. Its running time is determined by the number of edges in the graph, since it actually 'looks at' each edge only once. Our modifications increase the running time of the original algorithm by a constant factor.
Our simulation experiments demonstrate that the proposed priority-aware path selection algorithms significantly outperform traditional load-balancing CSPF methods in terms of the number of preempted lower priority LSPs, thus, it results in less re-routing in the network. In addition, we have found that this is achieved by retaining equal path establishment success ratio.
When one wants to use load-balancing as the second metrics in the comparator function, our preemption minimization metrics could be still used as the third metric. The effectiveness of preemption minimization in this case, is yet to be studied. We have not carried out experiments to determine the performance of our algorithms in case of inaccurate link state information. In order to carry out valuable simulations, deeper understanding is needed about LSP setup arrival processes and bandwidth distributions of LSPs, which influence significantly the inaccuracy of reservation information.
As part of ongoing work, we plan to investigate how our proposed algorithms perform in link failure situations. Also we would like to carry out experiments by using more realistic traffic models. We believe that flow level simulation studies provide good insight into the dynamic behavior of MPLS networks, thus they are essential in order to ensure optimal configuration of network resource and traffic related constraints.
