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HYPERGEOMETRIC PERIODS FOR A TAME POLYNOMIAL
CLAUDE SABBAH
Abstract. We analyse the Gauss-Manin system of differential equations—and its Fourier
transform—attached to regular functions satisfying a tameness assupmption on a smooth affine
variety over C (e.g. tame polynomials on Cn+1). We give a solution to the Birkhoff problem
and prove Hodge-type results analogous to those existing for germs of isolated hypersurface
singularities.
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2 CLAUDE SABBAH
Introduction
Let f : Cn+1 → C be a nonconstant polynomial function. The hypergeometric periods
associated with this polynomial are the integrals
Iγ,ω(s) =
∫
γ
f sω
where ω is an algebraic (n + 1)-form and γ an (n + 1)-cycle with coefficients in a suitable
local system. In [44] A. N. Varchenko gave a formula for the determinant of a period matrix
made with such integrals for some specific polynomials: this determinant is expressed as a
product of terms of the form Γ(s + β) where β varies in the spectrum of the polynomial (for
these polynomials, there exists only one critical point and the spectrum is the spectrum of this
singularity in the sense of [43]); moreover, in this situation, the choice of the forms ω is quite
natural.
In [7], A. Douai considered a spectrum for convenient nondegenerate polynomials (in terms
of the Newton filtration) and conjectured that there should exist a basis of forms ω so that the
same formula holds (up to periodic functions in s) for the determinant of the period matrix.
He proved this conjecture for some special cases.
The appearance of a product of Γ factors is explained by the fact that such a determinant
(whatever the choice of the forms ω or the cycles γ can be) is a solution of a system of linear
finite difference equations and one expects (if it is nonzero) that it is expressed (up to a periodic
function in s) as a product of Γ(s+β) where β is a logarithm of an eigenvalue of the monodromy
of f at infinity [13] (we assume here that the monodromy around 0 is trivial, see below).
Changing the forms will change the β’s by an integer.
The problem addressed in this paper consists in finding a natural choice of such logarithms,
called the spectrum, and in showing that there exists a family of differential forms such that
the previously aluded results still hold. We will assume that the polynomial is tame (cohomo-
logically tame will be enough, see § 8), i.e. that, for some compactification of f , no modification
of the topology (or the cohomology) of the fibres comes from infinity.
For a cohomologically tame polynomial, there are two possible ways of defining a spectrum.
The first one uses the Jacobian quotient C[x0, . . . , xn]/(∂x0f, . . . , ∂xnf) as Varchenko does
for isolated hypersurfaces singularities (refered to as the local case below). One should moreover
use a filtration which measures an asymptotic behaviour, as in the local case. In the convenient
nondegenerate case, Douai uses the Newton filtration. It turns out that, in general, one should
use the filtration measuring the asymptotic behaviour of integrals
∫
δ
ωe−τf where δ is a Lefschetz
thimble (see [26]) and ω as above, when τ → 0 (and not when τ →∞ as is usually done in the
stationary phase method).
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This can be translated into more algebraic terms. Let M be the Gauss-Manin system of the
polynomial f : this is a (regular holonomic) module on the Weyl algebra C[t]〈∂t〉, which associ-
ated local system (outside the critical values of f) is the one made by the spaces Hn(f−1(t),C).
The Brieskorn lattice M0 is a free C[t]-module inside M defined as in the local situation (see
e.g. [24]). It turns out that ∂t acts in a one-to-one way on M and that M0 is stable under
∂−1t (as in the local case). The role of microlocalization in the local case is now played by the
Fourier-Laplace transform (see however [16] for a direct interpretation of the microlocalization
in terms of Fourier transform in the local case).
Let G be the module M when viewed as a C[τ ]〈∂τ 〉-module, with τ = ∂t and ∂τ = −t.
This is a holonomic module on the affine line Aˇ1 with coordinate τ , which has singularities at
τ = 0 and τ = ∞ only, the former being regular, but not the latter in general (see e.g. [18]).
Consider the coordinate θ = τ−1 = ∂−1t at infinity on the affine line Aˇ
1. Then M0 is also a free
C[θ]-module (with an action of t), and we denote it G0. The fibre at θ = 0 of this module (i.e.
G0/θG0) is identified with the Jacobian quotient, up to the choice of a volume form. We are
interested in asymptotic expansions of sections of G0 when τ → 0. More precisely we consider
the Malgrange-Kashiwara filtration V
•
G at τ = 0 and the spectrum corresponds to the jump
indices of this filtration, when induced on the Jacobian quotient.
Once such a definition is given (it coincides with the one given by Douai in the convenient
nondegenerate case, see § 12), it remains to show the existence of good differential forms. We
argue in two steps.
The hypergeometric determinant is closely related to the determinant of the Aomoto complex
[13]
0→ C(s)⊗
C
Ω0[1/f ]
ds−−−→ · · ·
ds−−−→ C(s)⊗
C
Ωn+1[1/f ]→ 0
where Ωk[1/f ] denotes the space of rational k-forms on Cn+1 with poles along f = 0 and ds is
the twisted differential ds = f
−s ·d ·f s. The (n+1)th cohomology group of this complex (which
is also the only possible nonzero one, thanks to tameness) is equal to the Mellin transform of
the Gauss-Manin system M . It is also equal to the Mellin transform of the Fourier transform
of M . When 0 is not a critical value for f , a good family of differential forms will be obtained
from a good basis of the Brieskorn lattice G0.
This notion of a good basis has been introduced in the local case by M. Saito [34] in order
to show the existence of primitive forms conjectured by K. Saito. We give the straightforward
adaptation to our situation, so that the main question which remains is the existence of such
a good basis. M. Saito also gave a criterion for the existence of such a basis: the filtration
induced by Gk = τ
kG0 on the nearby cycles of G at τ = 0 should be the Hodge filtration of
a mixed Hodge structure, the weight filtration of which should be decreased by two under the
action of the nilpotent part of the monodromy of G.
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This leads to the second possible definition of the spectrum: J. Steenbrink and S. Zucker
[40] constructed a limit mixed Hodge structure on the cohomology Hn(f−1(t),C) when t→∞
(this construction is also given by F. El Zein [8] and M. Saito in [35]), and using the procedure
defined by J. Steenbrink in [39], one defines a spectrum, called the spectrum at infinity of the
polynomial f . However it has no a priori direct link with the spectrum of the Brieskorn lattice.
The main result of [29] consists in showing the existence of a natural mixed Hodge structure
on the vanishing cycles at τ = 0 of the Fourier transform G isomorphic to the mixed Hodge
structure above. In particular both give the same spectrum.
In part II of the present paper we show that the filtration given by the Brieskorn lattice
coincides with the Hodge filtration constructed in [29], when the polynomial is cohomologically
tame. The ideas are very similar to the one of A. N. Varchenko in the local case (see also
[25], [37], [34]). In particular we show that the spectrum at infinity and the spectrum of the
Brieskorn lattice coincide (up to a shift for the eigenvalue 1 of the monodromy), and this gives
the existence of good bases, thanks to the criterion of M. Saito.
It should be noticed, as a consequence of the existence of such bases, that the Riemann-
Hilbert-Birkhoff problem (i.e. the existence of a Birkhoff normal form) can be solved for the
Brieskorn lattice: it is possible to find a trivial bundle on the projective line associated with
Aˇ1, which is contained in G, which restricts to G0 in the chart τ 6= 0 and which restricts to a
logarithmic connection with pole at τ = 0 on Aˇ1.
Part I gives sufficient conditions (propositions 5.2 and 5.6, following M. Saito) to solve the
Birkhoff problem for some germs of irregular meromorphic connections in one variable, and
makes the link with Mellin transform.
Part II is concerned with applications (see § 13) to the Gauss-Manin system of a cohomolog-
ically tame polynomial on Cn+1: to prove the existence of a good basis for this meromorphic
connection, we apply a criterion of M. Saito (see § 6.4); in order to do so, we need to establish
Hodge properties for this system, and for this we use the results of [29]. In fact it should be
emphasized that all the results of part II are given for a regular function f : U → A1 on an affine
manifold, this function satisfying a tameness assumption at infinity on U . The only difference
with the case U = An+1 is that ∂t is not necessarily bijective on M , so one has to distinguish
between M0 and G0. In particular, we solve the Birkhoff problem for G0 and find a good basis
for G0, but this is not directly translated as properties on M0.
We refer to the appendix of [29] for the notation which is not defined in the main course, in
particular for the conventions made concerning perverse functors.
We thank A. Douai, R. Garcia and F. Loeser for useful discussions.
Part 1. Good basis of a meromorphic connection with a lattice
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1. Spectrum of a meromorphic connection with a lattice
We shall denote U0 = SpecC[τ ] and U∞ = SpecC[θ] the two standard charts of P
1(C), where
θ = 1/τ on U0 ∩ U∞. We shall denote 0 = {τ = 0} and ∞ = {θ = 0}.
Let G be a meromorphic connection on P1, with singularities at 0 and∞ only, the singularity
at 0 being regular (but not necessarily the one at infinity). Then G is a free C[τ, τ−1]-module
of finite rank µ, equipped with a derivation ∂τ which makes it a left C[τ, τ
−1]〈∂τ 〉-module. In
the following, we shall identify C[τ, τ−1] with C[θ, θ−1] by θ = 1/τ .
Lattices. A lattice of G is a free C[θ]-submodule G0 of G such that C[θ, θ
−1] ⊗C[θ] G0 = G.
Such a lattice G0 has then rank µ over C[θ]. We will say that the lattice G0 has type 1 at
infinity if moreover G0 is stable under the action of the operator t := θ
2∂θ.
In this paper, all lattices considered will have type 1 at infinity, so we will simply call them
lattices. We shall denote Gk = θ
−kG0, in order to obtain an increasing filtration ofG by lattices.
Malgrange-Kashiwara filtration of G at 0. Consider the connection G on U0. It is known
that it is a holonomic C[τ ]〈∂τ 〉-module. Its only singular point is 0. In order to simplify the
argument, we shall assume in the following that the monodromy of DRanG on U0 − {0} is
quasi-unipotent. In fact, we shall only apply what follows to this situation.
We shall now use in this simple situation the properties of the Malgrange-Kashiwara filtration
(see e.g. [27, 21, 32], or [28, § 6] for the one dimensional case) that we briefly recall. Let
V
•
C[τ ]〈∂τ 〉 be the increasing filtration of C[τ ]〈∂τ 〉 defined by
V−kC[τ ]〈∂τ 〉 = τ
kC[τ ]〈τ∂τ 〉 for k ≥ 0
VkC[τ ]〈∂τ 〉 = Vk−1C[τ ]〈τ∂τ 〉+ ∂τVk−1C[τ ]〈τ∂τ 〉 for k ≥ 1.
There exists a unique increasing exhaustive filtration V
•
G of G, indexed by the union of a
finite number of subsets α + Z ⊂ Q, satisfying the following properties:
(1) For every α, the filtration Vα+ZG is good relatively to V•C[τ ]〈∂τ 〉;
(2) For every β ∈ Q, τ∂τ + β is nilpotent on grVβ G := VβG/V<βG.
By assumption, each VβG is a finite type module over C[τ ]〈τ∂τ 〉. Because τ is invertible on
G the map induced by τ
τ : VβG −→ Vβ−1G
is bijective. Consequently we have for every β ∈ Q
C[τ, τ−1] ⊗
C[τ ]
VβG = G.(1.1)
Let Gan = C{τ} ⊗C[τ ] G and V Gan be the Malgrange-Kashiwara filtration of Gan at 0. By
uniqueness it satisfies
VβG
an = C{τ} ⊗C[τ ] VβG
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Because G is regular at 0, there exists an isomorphism of C{τ}[τ−1]-connections[
⊕
β∈Q
grVβ G
]an
≃ Gan(1.2)
which induces identity after graduation by the corresponding filtrations V (see e.g. [18,
Prop. II.1.4] or also [28, Lemma 6.2.6]).
Lemma 1.3. For every β ∈ Q, VβG is a free C[τ ]-module of rank µ and defines a logarithmic
connection with pole at 0 on U0.
Proof. As VβG has no C[τ ]-torsion, it is enough to prove that VβG has finite type over C[τ ].
This follows from the following two facts.
• The localization C[τ, τ−1] ⊗
C[τ ]
VβG has finite type over C[τ, τ
−1]: this is due to (1.1).
• The localization C[τ ](0)⊗C[τ ]VβG has finite type over C[τ ](0): using faithful flatness of C{τ}
over C[τ ](0) it is enough to consider the analytic localization, for which the assertion follows
from the remark above, because G is regular at 0 and because it is clearly true for a V -graded
module.
The vector bundles Gβ,k. Let us fix β ∈ Q and k ∈ Z. The locally free sheaf Gβ,k is obtained
by glueing VβG on U0 and Gk on U∞ using the isomorphisms on U0 ∩ U∞
C[τ, τ−1] ⊗
C[τ ]
VβG = G = C[θ, θ
−1] ⊗
C[θ]
Gk.
The following is easy to prove.
Lemma 1.4.
(1) We have Gβ,k⊗O(ℓ) ≃ Gβ+ℓ,k ≃ Gβ,k+ℓ and H0(P1,Gβ,k) = VβG∩Gk where the intersection
is taken in G. The isomorphism H0(P1,Gβ,k) ≃ H0(P1,Gβ+k,0) is given by
θk = τ−k : VβG ∩Gk
∼
−→ Vβ+kG ∩G0.
(2) For every β ∈ Q and k ∈ Z, VβG ∩ Gk is a finite dimensional vector space. For a fixed
β and for k ≪ 0 we have VβG ∩Gk = 0 and for k ≫ 0 we have Gk = VβG ∩Gk +Gk−1.
In the following we will denote Gβ := Gβ,0.
The spectral polynomial and the spectrum. For β ∈ Q, let
νβ = dimVβG ∩G0/ (Vβ ∩G−1 + V<β ∩G0) .
The set of pairs {β, νβ} for which νβ 6= 0 is called the spectrum of (G,G0). The spectral
polynomial of (G,G0) is
SPψ(G,G0;S) :=
∏
β∈Q
(S + β)νβ .
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If we put δβ = dimVβG ∩G0, we have
νβ = (δβ − δβ−1)− (δ<β − δ<β−1).(1.5)
In fact VβG induces a filtration on G0/G−1, namely
Vβ(G0/G−1) := VβG ∩G0/VβG ∩G−1,
the dimension of which is δβ − δβ−1, and νβ is the dimension of the βth graded piece. Hence
the datum of the δβ’s is equivalent to the datum of the νβ ’s.
Lemma 1.6. The degree of the spectral polynomial is equal to µ.
Proof. Because we know that dimG0/G−1 = µ, it is enough to show that
Vβ(G0/G−1) =
{
0 for β ≪ 0
G0/G−1 for β ≫ 0
which follows from lemma 1.4.
Because G is regular at 0, the characteristic polynomial of the monodromy T0 of the local
system DRanG on U∗0 is
∏
α∈[0,1[(T − exp 2iπα)
µα with µα = dimC gr
V
α G (this follows from [18,
Prop. II.1.4]). Grading by G
•
we hence get
Proposition 1.7. Let
∏
β(S+β)
νβ be the spectral polynomial of (G,G0). Then the polynomial∏
β(T − exp 2iπβ)
νβ is the characteristic polynomial of the monodromy T0 of ψτDR
anG.
2. How to obtain a lattice by Fourier transform
Let M be a regular holonomic C[t]〈∂t〉-module (regularity at infinity is also assumed and, in
fact, only regularity at infinity will be useful in prop. 2.1) and putM [∂−1t ] := C[∂t, ∂
−1
t ]⊗C[∂t]M .
It is also regular holonomic and moreover the (left) action of ∂t on M [∂
−1
t ] is bijective, i.e. one
can “integrate in a unique way” all elements of M [∂−1t ].
We denote M̂ the Fourier transform of M : it is equal to M as a C-vector space, and is
equipped with a left action of C[τ ]〈∂τ 〉, where τ acts like ∂t and ∂τ as −t (see e.g. [18]).
Let G be the Fourier transform ofM [∂−1t ]. Then G = M̂ [τ
−1] satisfies the assumptions made
at the beginning of section 1. We will put as above θ = τ−1 = ∂−1t and will view G as a
C[θ, θ−1]-module with an action of t = θ2∂θ.
We shall now show how to construct a lattice starting with a C[t]-module inside M . This
will give a Fourier correspondence at the level of lattices.
Proposition 2.1. Let M be a regular holonomic C[t]〈∂t〉-module (regularity at infinity would
be enough) and let M0 be a finite type C[t]-submodule of M . Let M
′
0 be the image of M0 in
M [∂−1t ] by the natural morphism M → M [∂
−1
t ]. Let G0 :=
∑
i≥0 ∂
−i
t M
′
0 = C[θ] ·M
′
0 be the
C[θ]-module generated by M ′0. Then
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(1) G0 has finite type over C[θ];
(2) if M0 generates M over C[t]〈∂t〉, then G0 is a lattice in G = M̂ [∂
−1
t ].
Proof. Let us begin by (1). First, consider the case M = C[t]〈∂t〉/(P ) where P =
∑d
i=0 ∂
i
tai(t),
with ai ∈ C[t], ad 6≡ 0 and (regularity at infinity) deg ai < deg ad for i < d. The image g of 1 in
M [∂−1t ] thus satisfies ∂
−d
t P · g = 0, which can be written, putting θ = ∂
−1
t ,
∑µ
k=0 bk(θ)t
k · g = 0,
where µ = deg ad, and with bi ∈ C[θ] and bµ is a nonzero constant (the leading coefficient of
ad). Hence the property is true for the C[t]-module M0 generated by 1.
Next, remark that if the property is true for some M0 generating M , it is true for any M0:
one uses the fact that
C[θ] · (M ′0 + ∂tM
′
0) = G0 + θ
−1G0 = θ
−1G0.
Hence, (1) is true for M as above. Any M comes in an exact sequence of C[t]〈∂t〉-modules
0 −→ K −→ C[t]〈∂t〉/(P ) −→M −→ 0
with P as above andK a C[t]-torsion module: indeed, any holonomicM is cyclic, so isomorphic
to C[t]〈∂t〉/I, for some left ideal I; take for P an element of I which has minimal degree with
respect to ∂t. The result being easy for torsion modules, it is then true for any M .
(2) is proved using the formula
C[θ] ·
(
M ′0 + · · ·+ ∂
k
tM
′
0
)
= θ−kG0.
Remark 2.2. For M0 generating M , we have C(t)⊗C[t] M0 = C(t)⊗C[t] M (and these are finite
dimensional C(t)-vector spaces).
Notice also that, if M = M [∂−1t ], the dimension of this vector space is equal to the rank of
G as a C[τ, τ−1]-module: the rank of G is equal to the sum of dimensions of vanishing cycles
of pDRanM (see e.g. [5, Cor. 8.3]); this is equal to the generic rank of pDRanM thanks to the
fact that Hj(A1, pDRan(M)) = 0 for all j (this follows from the fact that ∂t : M → M is an
isomorphism and from the comparison theorem for M , which is regular holonomic).
Fourier transform and formal microlocalization. We will adapt below the results of [16,
§ 5] to any regular holonomic C[t]〈∂t〉-module M . In loc. cit. they are proved in the case where
M has only one singular point in A1, and this one is even not assumed to be regular (but the one
at infinity is so); moreover the result is proved in a Gevrey context, not only in the formal one
below, which will be enough for our purpose. Proposition 2.3 below is certainly “well known
to specialists”, but does not seem to exist in such a form in the literature.
Denote as above θ = ∂−1t and let K = C [[θ]] [θ
−1] be the ring of formal Laurent series in θ.
Put t = θ2∂θ and identifiy K ⊗C[t] C[t]〈∂t〉 with K〈∂θ〉.
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Let E
A1an
be the sheaf of formal microdifferential operators on T ∗A1an \ zero section. We will
consider it as a sheaf on A1an by restricting it to the section image(dt). A local section of E
A1an
is a formal Laurent series
∑
i≥i0
ai(t)θ
i where ai are holomorphic functions defined on a fixed
open set. We denote as usual E
A1an
(0) the subring of sections of E
A1an
with no pole at θ = 0.
LetM be a C[t]〈∂t〉-module and put G =M [∂
−1
t ] viewed as a C[τ ]〈∂τ 〉-module, or as C[θ]〈∂θ〉-
module. Put also M = O
A1an
⊗
C[t] M and let M
µ
= E
A1an
⊗D
A1an
M be its formal microlocal-
ization. As a sheaf on A1an, it is supported on the singular set of M , since M
µ
= 0 when M
is O
A1an
-locally free. At a singular point c, the action of t on the germ M
µ
c can be written as
ec/θ(t− c)e−c/θ if Ec is viewed as a subring of C{t− c} [[θ]].
Let M0 be a finite type C[t]-submodule of M generating M over C[t]〈∂t〉 and put M0 =
O
A1an
⊗C[t]M0. ThenM
µ
0 := image
[
E(0)⊗OM0 →M
µ]
is a lattice inM
µ
. From the prepara-
tion theorem for E(0)-modules (see e.g. loc. cit.) follows that the germ M
µ
0,c at each singular
point c of M
µ
0 is a free C [[θ]]-module and that M
µ
c = K ⊗C[[θ]] M
µ
0,c is a finite K-vector space
with an action of ∂θ.
On the other hand, let G0 be as above and denote G0̂ = C [[θ]] ⊗C[θ] G0. As G0̂ is stable
by t = θ2∂θ, it follows from the method of the Turrittin theorem on the splitting of formal
connections (see e.g. [18, Chap. III]) that the pair (Ĝ, G0̂) splits as a direct sum indexed by
the singular points of M :
(Ĝ, G0̂) ≃ ⊕
c
(Gĉ ⊗ e
−c/θ, G0̂,c ⊗ e
−c/θ)
where each Gĉ is a regular K-connection and G0̂,c is a lattice in it; moreover, ⊗e
−c/θ denotes
the twist of the ∂θ (or the θ
2∂θ) action.
Proposition 2.3. The composed C [[θ]]-linear map
Ĝ := K ⊗
C[θ−1]
M −→ Γ
(
A1an, K ⊗
C[∂t]
M
)
−→ Γ
(
A1an,M
µ)
is an isomorphism compatible with the action of t, which identifies G0̂ with Γ
(
A1an,M
µ
0
)
.
Proof. Remark first that
K ⊗
C[θ−1]
M = K ⊗
C[θ,θ−1]
(
C[θ, θ−1] ⊗
C[θ−1]
M
)
= K ⊗
C[θ,θ−1]
G = C [[θ]] ⊗
C[θ]
G.
It is known that Ĝ and Γ (A1an,Mµ) are K-vector spaces of the same dimension, namely the
sum of dimensions of vanishing cycles of DRan(M) at its singularities (see remark 2.2 above).
Moreover, the map is clearly compatible with the action of t. Last, the map clearly sends
G0̂ into Γ(A
1an,M
µ
0). As there is no nonzero morphism compatible with the t action between
Gĉ ⊗ e
−c/θ andM
µ
c′ for c 6= c
′, it is enough to show that for each c the map G0̂ →M
µ
0,c is onto,
or, equivalently, due to Nakayama’s lemma, that G0̂ →M
µ
0,c/θM
µ
0,c is onto.
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Remark that, since M0,c = Oc ⊗C[t] M0, there exists m1, . . . , mp ∈ M0 such that any m ∈
M0,c can be written
∑
ϕimi with ϕi ∈ Oc. There exists d ∈ N and ad(t) ∈ C[t] such that
∂dt ad(t) ·mi ∈
∑d
k=1 ∂
d−k
t M0 for all i = 1, . . . , p. If n is the order of vanishing of ad at c, we
conclude that (t − c)n1 ⊗mi ∈ θM
µ
0,c for all i. As we have m = m
′ + (t − c)n
∑
ψimi with
m′ ∈M0 and ψi ∈ Oc, we conclude that 1⊗m ≡ 1⊗m
′ mod θM
µ
0 in M
µ
0.
3. Spectrum and duality
The free module G∗ := HomC[τ,τ−1](G,C[τ, τ
−1]) is naturally equipped with a structure of a
meromorphic connection: put, for ϕ ∈ G∗,
(∂τϕ)(g) = ∂τ (ϕ(g))− ϕ(∂τg).(3.1)
Lemma 3.2. For β ∈ Q, we have Vβ(G∗) = HomC[τ ](V<−β+1G,C[τ ]).
Proof. Put VβG
∗ = HomC[τ ](V<−β+1G,C[τ ]). This is a free C[τ ]-module of rank µ naturally
contained in G∗ and stable under the action of τ∂τ . Moreover we have τ
kVβG
∗ = Vβ−kG
∗.
Let N such that for all δ, (τ∂τ + δ)
NVδG ⊂ V<δG. Let ϕ ∈ VβG∗. We will now show that
(τ∂τ + β)
Nϕ ∈ V<βG
∗ = HomC[τ ](V−β+1G,C[τ ]). Remark that for g ∈ V−β+1G we have
[(τ∂τ + β)ϕ] (g) = ∂τϕ(τg)− ϕ ((τ∂τ − β + 1)g)
and ∂τϕ(τg) ∈ C[τ ] since τg ∈ V−βG ⊂ V<−β+1G. By induction we see that[
(τ∂τ + β)
Nϕ
]
(g) = h+ (−1)Nϕ
(
(τ∂τ − β + 1)
Ng
)
with h ∈ C[τ ]. The assertion follows from the fact that (τ∂τ − β + 1)Ng ∈ V<−β+1G.
Let us verify that the filtration V
•
G∗ is good relatively to V
•
C[τ ]〈∂τ 〉. We have to verify that
for each β we have Vβ+kG
∗ = ∂τVβ+k−1G
∗ + Vβ+k−1G
∗ for all k ≥ k0. This is equivalent to
Vβ+k−1G
∗ = τ∂τVβ+k−1G
∗ + Vβ+k−2G
∗
and is true as soon as β + k − 1 > 0 as a consequence of the previous result.
Now V
•
G∗ satisfies all the characteristic properties of the Malgrange-Kashiwara filtration
V
•
G∗, hence is equal to it.
If G0 is a lattice in G, then G
∗
0 := HomC[θ](G0,C[θ]) can be identified with the set of ϕ ∈ G
∗
verifying ϕ(G0) ⊂ C[θ] or also ϕ(Gk) ⊂ θ−kC[θ] ⊂ C[θ, θ−1] for all k ∈ Z. It follows easily from
(3.1) that G∗0 is a lattice in G
∗. From the previous lemma we conclude that G∗β is equal to the
locally free sheaf dual to G<−β+1.
Proposition 3.3. If
∏
β∈Q(S + β)
νβ is the spectral polynomial of (G,G0), then the polynomial∏
β∈Q(S − β)
νβ is the one of (G∗, G∗0); in other words we have νβ(G
∗, G∗0) = ν−β(G,G0).
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Proof. Let us keep notation as above. Serre duality and the fact that G∗γ = (G<−γ+1)
∗ show
that
h1(P1,G<−γ+1) = h
0(P1,G∗γ−2) and h
1(P1,G−γ+1) = h
0(P1,G∗<γ−2)
Conclude by considering the exact sequences
0→ H0(P1,G<−γ)→ H
0(P1,G−γ)→ gr
V
−γ G→ H
1(P1,G<−γ)→ H
1(P1,G−γ)→ 0
for γ = β + 1, β and the fact that dim grV−β G = dimgr
V
−β−1G.
Corollary 3.4. If there exists an isomorphism G∗
∼
−→ G inducing G∗0 ≃ Gw for some w ∈ Z,
then the spectrum of (G,G0) is symmetric relatively to w/2, i.e. νβ = νw−β for all β ∈ Q.
Remark 3.5. Consider the involution C[τ ]〈∂τ 〉
∼
−→ C[τ ]〈∂τ 〉 given by τ 7→ −τ , ∂τ 7→ −∂τ
and denote G the module G where the action of operators is composed with this involution.
Because the action of τ∂τ is unchanged, we have VαG = VαG. Moreover, if G0 is a lattice in
G, then G0, which is equal to G0 on which θ acts as −θ and t as −t, is also a lattice in G. In
particular the spectrum of (G,G0) is equal to the one of (G,G0). If we have an isomorphism
(G∗, G∗0)
∼
−→ (G,Gw), we can apply corollary 3.4.
Remark 3.6. Proposition 3.3 can also be obtained in the following more concrete way. From
lemma 3.2 we deduce that the natural pairing VβG
∗×V−β+1G→ C[τ, τ
−1] has image in τ−1C[τ ]
and the pairing with values in C obtained by composing the previous one with the residue at
τ = 0 induces a perfect pairing grVβ G
∗ × grV−β+1G→ C.
If for any k ∈ Z we denote G∗k = τ
kG∗0, we get in the same way an isomorphism
grG
∗
k gr
V
β G
∗ ≃ HomC(gr
G
−k−1 gr
V
−β+1G,C)
which implies 3.3. We will have to use this isomorphism for β = α ∈ ]0, 1[, so that −α + 1 is
also in ]0, 1[; for β = 0 we will use the composition of this isomorphism by multiplication by τ
to get
grG
∗
k gr
V
0 G
∗ ≃ HomC(gr
G
−k gr
V
0 G,C).
Behaviour with respect to tensor product. The following property is useful in order to
prove a Thom-Sebastiani type theorem for the spectrum. Let (G′, G′0) and (G
′′, G′′0) be as in
section 1 and put G = G′ ⊗
C[θ,θ−1] G
′′. Then G is regular at τ = 0 and G0 := G
′
0 ⊗C[θ] G
′′
0 is a
lattice in it.
Proposition 3.7. Assume that we are given isomorphisms
(G′∗, G′∗0)
∼
−→ (G′, G′w′) and (G
′′∗, G′′∗0)
∼
−→ (G′′, G′′w′′)
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for some w′, w′′ ∈ Z. Then the spectrum of (G,G0) is given by
νβ(G,G0) =
∑
β′+β′′=β
νβ′(G
′, G′0)νβ′′(G
′′, G′′0).
Proof. The proof follows the one of [43] or [37]. Remark first that we have an isomorphism
(G∗, G∗0)
∼
−→ (G,Gw) with w = w′+w′′ by taking the tensor product of the one for G′ and the
one for G′′, as G′w′ ⊗ G
′′
w′′ = Gw. As G
′, G′′, G are regular at τ = 0 we have (by first twisting
with C{τ} and using the structure of regular connections)
grVβ G = ⊕
β′∈[0,1[
(
grVβ′ G
′⊗
C
grVβ−β′ G
′′
)
.
Consider on the LHS the filtration induced by τkG0 and on the RHS the tensor product of
the corresponding filtrations on grVβ′ G
′ and grVβ−β′ G
′′. The former contains the latter, so in
particular we have∑
k≥0
νβ−k = dimG0 gr
V
β G ≥
∑
β′∈[0,1[
∑
k≥0
∑
i+j=k
ν ′β′−iν
′′
β−β′−j.
Put (ν ′ ⋆ ν′′)β =
∑
β′+β′′=β ν
′
β′ν
′′
β′′ . Then we conclude that
∑
k≥0 νβ−k ≥
∑
k≥0(ν
′ ⋆ ν′′)β−k and
thus
∑
γ≤β νγ ≥
∑
γ≤β(ν
′ ⋆ ν′′)γ for any β. As both terms are equal for β ≪ 0 or β ≫ 0 and as
ν and ν ′ ⋆ ν ′′ are both symmetric with respect to w/2, we conclude that ν = ν ′ ⋆ ν′′.
A microdifferential criterion for the symmetry of the spectrum. We keep notation of
§ 2: the module M is C[t]〈∂t〉-holonomic and regular even at infinity and we assume that M
comes equipped with a C[t]-module M0 of finite type generating M .
Let DM be the C[t]〈∂t〉-module dual to M , i.e. the left module associated with the right
module
Ext1C[t]〈∂t〉(M,C[t]〈∂t〉).
We also denote D(M
µ
) the dual of the microdifferential system attached to M , which is iden-
tified with (DM)
µ
. AsM
µ
is endowed with a good filtrationM
µ
•
= E(•) ·M
µ
0, the dual D(M
µ
)
is equipped with a natural filtration D(M
µ
)
•
defined using any strictly filtered resolution of
(M
µ
,M
µ
•
) by free (E , E(•))-modules.
Assume that we are given a morphism DM → M such that the kernel and the cokernel are
free C[t]-modules of finite rank. Taking Fourier transforms and localizing with respect to τ one
gets an isomorphism D̂M [τ−1]
∼
−→ M̂ [τ−1] = G. But we have the following relation between
duality and Fourier transform (see [18, lemme V.3.6]):
DM̂ = D̂M
where D denotes the duality as C[t]〈∂t〉 or C[τ ]〈∂τ 〉-module. We will identify below (DM̂)[τ−1]
with G∗ defined above. Hence we get an isomorphism G∗
∼
−→ G.
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Lemma 3.8 ([34, § 2.7]). We have a canonical isomorphism
G∗ = (DG)[τ−1] = (DM̂)[τ−1].
Proof. The second equality is clear as the kernel and cokernel of M̂ → G are supported at
τ = 0. We have
C[τ, τ−1] ⊗
C[τ ]
DG = Ext1C[τ,τ−1]〈∂τ 〉(G,C[τ, τ
−1]〈∂τ 〉)
g
where Ng means the left module associated with the right moduleN ; consider then the following
resolution of G as a left C[τ, τ−1]〈∂τ 〉-module:
0→ C[τ, τ−1]〈∂τ 〉 ⊗
C[τ,τ−1]
G
∂τ ⊗ 1− 1⊗ ∂τ−−−−−−−−−−−−→ C[τ, τ−1]〈∂τ 〉 ⊗
C[τ,τ−1]
G −→ G→ 0
with C[τ, τ−1]〈∂τ 〉 ⊗
C[τ,τ−1]
G = C〈∂τ 〉⊗
C
G, and identify
HomC[τ,τ−1]〈∂τ 〉
(
C〈∂τ 〉⊗
C
G,C[τ, τ−1]〈∂τ 〉
)g
= (G∗ ⊗C C〈∂τ 〉)
g = C〈∂τ 〉 ⊗C G
∗
to get the assertion.
On the other hand, the morphism DM →M induces an isomorphism D(M
µ
)→M
µ
. When
the microdifferential property below holds, the spectrum of (G,G0) is symmetric with respect
to w/2.
Proposition 3.9. In the previous situation, assume moreover that there exists w ∈ Z such
that this isomorphism sends D(M
µ
)0 onto θ
−wM
µ
0 = M
µ
w. Then the isomorphism G
∗ → G
sends G∗0 onto Gw.
Proof. As the image of G∗0 is contained in some Gk and coincides with G after localizing
with respect to τ , it is enough to show that C [[θ]] ⊗C[θ] G
∗
0 is sent onto C [[θ]] ⊗C[θ] Gw. Ac-
cording to proposition 2.3, the problem is reduced to identifying, for each singular point
c, (HomK(M
µ
c, K),HomC[[θ]](M
µ
0,cC [[θ]])) with (D(M
µ
c), D(M
µ
c)0). This follows also from [34,
§ 2.7]: recall that M
µ
c is a finite dimensional K-vector space, so one has a resolution of M
µ
c as
an Ec-module
0 −→ Ec⊗
K
M
µ
c
(t− c)⊗ 1− 1⊗ (t− c)
−−−−−−−−−−−−−−−−−−−→ Ec⊗
K
M
µ
c −→M
µ
c −→ 0
which induces a resolution
0 −→ Ec(0) ⊗
C[[θ]]
M
µ
0,c
(t− c)⊗ 1− 1⊗ (t− c)
−−−−−−−−−−−−−−−−−−−→ Ec(0) ⊗
C[[θ]]
M
µ
0,c −→M
µ
0,c −→ 0.
In fact it is easier to show first that the corresponding sequences are exact when Ec, Ec(0) are
replaced with K〈∂θ〉,C [[θ]] 〈θ2∂θ〉, and then to use flatness of the former rings over the latter
ones respectively.
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4. The Riemann-Hilbert-Birkhoff problem
We keep notation of the previous section. In order to simplify notation, it will be convenient
to write a basis as a column vector; the matrices considered below are the transposed matrices
of the usual matrices.
Proposition 4.1. The following properties are equivalent:
(1) there exists a basis g of G0 over C[θ] for which the matrix of t = θ
2∂θ is equal to A0+θA1
where A0 and A1 are constant matrices;
(2) there exists a free C[τ ]-module H0 ⊂ G stable under the action of τ∂τ generating G over
C[τ, τ−1] and such that (H0 ∩G0)⊕G−1 = G0;
(3) there exists a free OP1-module G0 inside (the OP1-module associated with) G such that
the restriction of G0 on U∞ is equal to G0 and the restriction to U0 is a logarithmic
connection with pole at 0.
Remarks.
(1) If such a basis exists, then A0 is the transposed matrix of the action of t on G0/G−1 and
−A1 is the transposed matrix of the residue at τ = 0 of the logarithmic connection H0;
moreover the trace of A1 does not depend on the choice of such a basis: in fact, given
two bases g and γ, one can assume that they induce the same basis on G0/G−1 up to a
constant base change on γ, so the matrices A0 are the same; there exists P ∈ GLµ(C[θ])
such that
A0 + θA
′
1 = θ
2∂θ(P ) · P
−1 + P (A0 + θA1)P
−1;
as detP is a nonzero constant, this implies trA′1 = trA1.
(2) In general, one knows the existence of such a basis in the following cases:
• the monodromy matrix of G (around 0 or ∞) has µ distinct eigenvalues (see for
instance [17]);
• G0 is semi-simple as a C[θ]-module equipped with the action of t (cf. [2]).
Proof. (1) =⇒ (2): one puts H0 = C[τ ] · g. Then H0 is stable under the action of τ∂τ and the
matrix of τ∂τ in the basis g is −(τA0 + A1). In particular A1 is the residue of the logarithmic
connection on H0. One has C[τ, τ−1]⊗H0 = G and H0 ∩G0 = C · g.
(2) =⇒ (3): because of the isomorphisms H0[τ−1] = G = G0[θ−1], one may construct a
locally free OP1-module G0 such that G0|U0 = H
0 and G0|U∞ = G0. We have Γ(P
1,G0) = H0∩G0
and the assumption means that the restriction morphism Γ(P1,G0)→ i∗∞G0 is an isomorphism.
From the Birkhoff-Grothendieck theorem one deduces easily that G0 is trivial.
(3) =⇒ (1): let g be a basis of G0. Because G0 is stable under the action of t, the matrix of t
in this basis has elements in C[θ]. Because H0 := G0|U0 is stable under the action of τ∂τ = −θ∂θ,
one concludes that this matrix has degree at most one in θ.
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Assume that (G,G0) is obtained from (M,M0) as in § 2, where M = M [∂
−1
t ] is regular
holonomic, generated by M0, and M0 is C[t]-free and stable under ∂
−1
t . The partial Riemann-
Hilbert problem for M0 consists in finding a C[t]-basis of M0 for which the connection matrix
has at most a logarithmic pole at infinity.
Corollary 4.2. Assume that M = M [∂−1t ] is regular even at infinity, that M0 has finite type
over C[t], is stable under ∂−1t and generates M . Then, if the R-H-B problem has a solution
for G0 with A1 + k Id invertible for all k ∈ N, the C[t]-module M0 is free and the partial
Riemann-Hilbert problem has a solution for M0.
Proof. Indeed, let g be a C[θ]-basis of G0 satisfying property (1) of proposition 4.1. Then we
have, for all k ≥ 1,
θkg =
k−1∏
ℓ=0
[
(A1 + ℓ Id)
−1 (t Id−A0)
]
· g,
hence g generates M0 as a C[t]-module. Since rkG0 = rkM0 (see remark 2.2), M0 is C[t]-
free and g is a C[t]-basis of M0. Now the relation tg = (A0 + θA1)g can also be written
∂tg = (A0 − t Id)−1(A1 − Id)g and the connection matrix in this basis has rational coefficients
with a pole of order at most one at infinity.
5. Good bases
The content of this section is an adaptation of [34, § 3].
Definition 5.1. We shall say that a basis g of G0 is a good basis if
(1) the matrix of t = θ2∂θ in this basis is A0 + θA1, where A0 and A1 are constant µ × µ
matrices;
(2) the spectrum of A1 is equal to the spectrum of (G,G0).
If moreover A1 is semisimple, we shall say that g is a very good basis.
Proposition 5.2. Assume that for every α ∈ [0, 1[ there exists a decreasing filtration (Hkα)k∈Z
of grVα G by subspaces satisfying the following properties:
(1) for every α ∈ [0, 1[ and every k ∈ Z, the subspace Hkα is stable under the action of the
nilpotent endomorphism N of grVα G induced by τ∂τ + α;
(2) (transversality condition) the decreasing filtration H•α is opposite to the increasing filtra-
tion on grVα G induced by (Gk)k∈Z, i.e.
grℓHα gr
G
k gr
V
α G = 0 for k 6= ℓ.
Then one can construct a good basis of G0. Moreover, this basis is very good if and only if for
every α ∈ [0, 1[ the filtration H•α satisfies NH
k
α ⊂ H
k+1
α for all k ∈ Z.
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Proof. Let E = V1G/V0G. This is a rank µ vector space equipped with an action of τ∂τ .
Moreover E = ⊕α∈[0,1[Eα with Eα = ∪nKer(τ∂τ + α)
n and by construction, the filtration
induced by VαG on E, namely VαG/V0G for α ∈ [0, 1[, is equal to ⊕0<α′≤αEα′ . We shall denote
it VαE. We have also gr
V
α E = gr
V
α G for α ∈ [0, 1[.
The filtration Gk induces a filtration GkE = Gk ∩ V1G/Gk ∩ V0G in the same way. The
filtration GkE induces on gr
V
α E = gr
V
α G the filtration Gk gr
V
α G := Gk ∩ VαG/Gk ∩ V<αG.
Lemma 5.3. Under the assumption of proposition (5.2), there exists a decreasing filtration
(Lk)k∈Z of E which satisfies
(1) Lk is stable under the action of τ∂τ ,
(2) L• is opposite to G
•
.
Proof. We shall show (by induction on the number of α such that Eα 6= 0) that Lk = ⊕αHkα
satisfies the desired properties. Put α0 = max{α ∈ [0, 1[ | Eα 6= 0}, E
′ = ⊕0≤α<α0Eα and
E ′′ = E/E′ = grVα0 G. We have to show that for every k ∈ Z we have
Lk ∩Gk−1E = 0 and L
k +Gk−1E = E.
First, the induction hypothesis implies that Lk ∩ Gk−1E ∩ E ′ = 0. Hence the map Lk ∩
Gk−1E → E ′′ is injective. But its image is contained in Hkα0 ∩Gk−1 gr
V
α0
G, which is equal to 0
by transversality assumption. The other equality is proved in the same way.
In order to obtain information on G from information on E, we shall introduce the Rees
module of G associated with the filtration V G. So let u be a new variable and consider
RVG0 := ⊕
k∈Z
(VkG ∩G0)u
k ⊂ G0⊗
C
C[u, u−1].
Denote w the action of θu on G⊗
C
C[u, u−1]. Then RVG0 is naturally a C[u, w]-module because
multiplication by θ induces an isomorphism
VkG ∩G0
∼
−→ Vk+1G ∩G−1 ⊂ Vk+1 ∩G0.
Put ∂w = u
−1∂θ and w
2∂w = uθ
2∂θ. Then, because θ
2∂θ acts as −∂τ on VkG, it induces a map
θ2∂θ : VkG ∩G0 −→ Vk+1G ∩G0
and one deduces an action of w2∂w on RVG0.
Lemma 5.4. RVG0 is a free C[u, w]-module of rank µ. Its restriction at u = u0 6= 0 (with
action of w2∂w) is isomorphic to G0 (with the action of θ
2∂θ) and its restriction at u = 0 is
equal to ⊕
k
G0(VkG/Vk−1G)
Proof. The last two assertions are standard for Rees modules associated with a good filtration.
Let us prove first that RVG0 has finite type over C[u, w]. By lemma 1.4 we know that VkG ∩
G0 = 0 for k ≪ 0. It is then enough to prove that RVG0 is generated over C[u, w] by
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⊕k≤k0(VkG ∩ G0)u
k for a suitable choice of k0. But by the same lemma we know that there
exists k0 such that VkG ∩ G0 = Vk−1G ∩ G0 + VkG ∩G−1 for all k ≥ k0. Hence for all such k,
any element mku
k ∈ (VkG ∩G0)uk can be written
mku
k = u · (mk−1u
k−1) + w · (nk−1u
k−1)
with mk−1, nk−1 ∈ Vk−1G ∩G0. The result is obtained by an easy decreasing induction on k.
Once we know that RVG0 has finite type, we can argue as follows to obtain the freeness.
Because C[u, u−1, w]⊗RVG0 is isomorphic to G0[u, u−1], it is free of rank µ over C[u, u−1, w].
Moreover this also implies that RVG0 is torsion free over C[u, w], because its torsion must be
supported on {u = 0} by this property, and this is not possible since RVG0 is contained in
G0[u, u
−1]. Last, the fibers ofRVG0 at each point of {u = 0} have dimension µ: by homogeneity,
it is enough to check this at u = w = 0, where the fiber is ⊕kVk(G0/G−1)/Vk−1(G0/G−1) and
has dimension µ because of lemma 1.4. We conclude that RVG0 is a finite type projective
C[u, w]-module, so is free of rank µ by Quillen-Souslin.
End of the proof of proposition 5.2. Consider the Rees module RVG := ⊕k∈ZVkG ·uk. It defines
a meromorphic connection on P1×C relative to the projection on C, with poles along {0}×C
and {∞} × C: it is a free C[u, w, w−1]-module equipped with a compatible action of ∂w (here,
∞ = {w = 0}). Inside of it RVG0 is a relative lattice. The restriction i∗RVG to {u = 0} is
equal to spVG := ⊕k(VkG/Vk−1G). This is a connection on P1 with regular singularities at 0
and ∞, and containing the lattice spVG0 = i∗RVG0. We shall first construct a complementary
lattice for spVG0 in sp
VG and we shall then extend it as a relative complementary lattice for
RVG0 in RVG. Restricting this lattice to u = 1 will give a complementary lattice for G0 in G.
We shall then apply proposition 4.1 to obtain the good basis.
First we define Hkβ for every β ∈ Q in the following way: let β = α − ℓ with α ∈ [0, 1[ and
ℓ ∈ Z; denote by v the action of τ on spVG. Put Hkβ = v
ℓHk−ℓα . This space is contained in
vℓ grVα G = gr
V
β G and is isomorphic toH
k−ℓ
α . We shall view gr
V
β G as a subspace of V−ℓ+1G/V−ℓG
by the same arguments that we used for E at the beginning of the proof.
For a fixed β ∈ Q, we have Hkβ = 0 for k ≫ 0 and H
k
β = gr
V
β G for k ≪ 0: it is enough to
prove this for β = α ∈ [0, 1[; this follows from the transversality condition and the fact that the
analogue is true for the increasing filtration Gk gr
V
α G. It is easily seen that for every β ∈ Q,
the decreasing filtration H•β of gr
V
β G is opposite to G• gr
V
β G. Put
Hk = ⊕
β∈Q
Hkβ .
One can see that H0 is a C[v]-module of finite type. It is clearly stable under the action of v∂v
which is the action induced by τ∂τ on sp
VG because the Hkα are so. It is free because it has no
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torsion, being contained in spVG. Moreover, Hk = vkH0. We have
H0/vH0 = ⊕
β∈Q
H0β/H
1
β
= ⊕
β∈Q
gr0Hβ(gr
V
β G)
= ⊕
β∈Q
grG0 (gr
V
β G) (transversality).(5.5)
This shows that H0 has rank µ and that C[τ, τ−1]⊗C[τ ] H
0 = G.
Hence H0 and spVG0 can be glued together in a locally free sheaf on P
1 and because of
the transversality assumption, they satisfy property (2) of proposition 4.1. Consequently, this
locally free sheaf is indeed free.
Before going further on in the proof, let us remark that equality (5.5) shows that the charac-
teristic polynomial of the residue of the connection on H0 is equal to the spectral polynomial
of (G,G0). This residue is semisimple if and only if τ∂τ + β acts by 0 on H
0
β/H
1
β for all β ∈ Q,
which is equivalent to the fact that NHkα ⊂ H
k+1
α for all α ∈ [0, 1[ and all k ∈ Z.
Let us now come back to the proof. We shall extend the free sheaf that we have obtained
above as a locally free sheaf on P1 × D, where D is a small neighbourhood of u = 0 in
C, in such a way that its restriction to U∞ × D is equal to the restriction of RVG0 to this
neighbourhood. This sheaf will be equipped with an action of v∂v when restricted to U0 ×D,
so is a relative logarithmic connection with pole along {0}×D on this open set. By restriction
to u = u0 ∈ D − {0} and using homogeneity in u, we shall obtain a locally free sheaf on P1
extending G0 and with a logarithmic connection with pole at {0} on U0. This sheaf is free,
being a deformation of a free sheaf on P1. We will also make the deformation in such a way
that the residue at 0 is constant in the deformation. So we shall obtain a good basis using
proposition 4.1 and the previous remark.
Using the isomorphism (1.2), we can extend H0
an
as a relative logarithmic connection H0 in
RVG|∆×D, where ∆ is a small neighbourhood of v = 0 in P
1. Indeed, the isomorphism (1.2)
gives a trivialization RVG|∆×D ≃ π
∗ spVG|∆, where π : P
1 × D → P1 denotes the projection.
The glueing of H0
an
and spVG0 on ∆−{0} can also be extended to a glueing of H0 and RVG0
on (∆ − {0}) × D, restricting D if necessary: it is enough for this to extend bases of H0
an
and spVG0 to the deformation. The last thing to verify in order that the program we have
announced to be completed is that the residue of the relative connection on H0 is constant:
this is due to the fact that for all β ∈ Q the graded deformation grVβ (H
0) is constant.
Behaviour with respect to duality. Assume that we are given an isomorphism
(G∗, G∗0) or (G
∗, G∗0)
∼
−→ (G,Gw).
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It defines a non degenerate bilinear (or sesquilinear) pairing
S : G0 ⊗
C[θ]
G0 −→ θ
wC[θ]
of C[θ]-modules which is compatible with the action of ∂θ. We also get a duality (see remark
3.6)
grVα G or gr
V
α G
∼
−→ HomC(gr
V
−α+1G,C) (α ∈ ]0, 1[)
grV0 G or gr
V
0 G
∼
−→ HomC(gr
V
0 G,C).
A good (or very good) basis ε of G0 is said to be adapted to S if
S(εi, εj) ∈ C · θ
w for all i, j.
Proposition 5.6. If the decreasing filtrations H•α of gr
V
α G (α ∈ [0, 1[) satisfy conditions 1 and
2 of proposition 5.2 and moreover
(3) Hk⊥α = H
w−k
−α+1 (α ∈ ]0, 1[) and H
k⊥
0 = H
w−k+1
0
then the good basis given by this proposition is adapted to S.
Sketch of proof. As in proposition 4.1, one shows that the basis ε is adapted to S if and only
if S extends to a nondegnerate pairing
S : G0 ⊗
O
P1
G0 −→ OP1[w]
compatible with connections, where O
P1
[w] denotes the trivial rank one bundle equipped with
the connection d + w
dθ
θ
. Condition 3 means that this is true for spV G0 and for the form
spV S (see the proof of 5.2 for the notation). Now RV S defines RV S with maybe poles along
{v = 0} ×D. Since RV S|u=0 = spV S has no poles at v = 0, it follows that RV S has no poles
along v = 0, and specializing to u = 1 gives S.
6. Examples when there exists a good basis
We first obtain from proposition 5.2:
Corollary 6.1. Let (G,G0) be such that no two distinct elements of the spectrum differ by an
integer. Then G0 has a good basis.
Proof. In fact the assumption means that for every α ∈ [0, 1[ there exists a unique k ∈ Z (that
we shall denote kα) such that gr
G
k gr
V
α G 6= 0, i.e. Gkα gr
V
α G = gr
V
α G and Gkα−1 gr
V
α G = 0. So
we can choose Hkα = gr
V
α G for k ≤ kα and H
k
α = 0 for k > kα in order to apply proposition
5.2.
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Remark. In fact, the Hkα that we have constructed above is the only possible choice when the
assumption of the corollary is satisfied. In particular the good basis that we obtain is very good
if and only if τ∂τ +α acts by 0 on gr
V
α G for every α ∈ [0, 1[, which means that the monodromy
of G is semisimple.
Let c be a complex number and G ⊗ ecτ be the C[τ, τ−1]-module G where the action of ∂τ
is translated by c: ∂τ (g ⊗ ecτ) = [(∂τ + c)g] ⊗ ecτ . In the same way the action of t = θ2∂θ is
translated by −c. We shall denote G0 ⊗ ecτ the corresponding lattice.
Proposition 6.2. If (G,G0) admits a good basis g then g⊗ecτ is a good basis for (G⊗ecτ , G0⊗
ecτ ) and the matrix A1 is the same for both.
Proof. The matrix of t in the basis g ⊗ ecτ is equal to A0 + c Id+θA1. In order to verify that
g ⊗ ecτ is a good basis, it is enough to verify that the spectrum of (G⊗ ecτ , G0 ⊗ ecτ ) is equal
to the one of (G,G0) (the latter being equal to the spectrum of A1 by assumption). It is then
enough to verify that V (G ⊗ ecτ ) = (V G) ⊗ ecτ . This is clear because τ∂τ acts on G ⊗ ecτ as
τ∂τ + cτ on G and cτ acts by 0 on each gr
V
α G.
It follows from proposition 3.7 that
Proposition 6.3. If (G′, G′0) and (G
′′, G′′0) satisfy the assumptions of corollary 3.4 and have
good (or very good) bases, then the tensor product of these bases is a good (or very good) basis
of (G′ ⊗G′′, G′0 ⊗G
′′
0).
6.4. M. Saito’s criterion. M. Saito gives the following criterion for the existence of a very
good basis (cf. [34, prop. 3.7]): If for every α ∈ [0, 1[ and all j > 0 the map N j : grVα G→ gr
V
α G
strictly shifts the filtration induced by G
•
by j, then all the conditions of proposition 5.2 are
satisfied and hence G0 admits a very good basis.
This criterion is fulfilled in particular if ⊕α∈[0,1[G• gr
V
α G is the Hodge filtration of a mixed
Hodge structure for which the weight filtration M
•
satisfies NM
•
⊂M
•−2.
Assume moreover that we have an isomorphism (G∗, G∗0)
∼
−→ (G,Gw). This isomorphism
hence induces a perfect pairing of mixed Hodge structures
⊕
α∈]0,1[
grVα G⊗ ⊕
α∈]0,1[
grVα G −→ C(−w)
grV0 G⊗ gr
V
0 G −→ C(−w + 1)
where C(k) is the pure Hodge of weight −2k on C. Then M. Saito (see [34, lemma 2.8]) gives
a canonical choice for the filtrations H•α (satisfying 5.2-1,2), and this choice satisfies property 3
in proposition 5.6.
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7. Good basis for the Mellin transform
Good basis and irregularity. Let G be as in section 1. Assume that G admits a basis g over
C[θ, θ−1] for which the matrix of t = θ2∂θ is A0 + θA1, where A0 and A1 are constant matrices.
By assumption, G is regular at τ = 0. Let ir∞(G) be the Malgrange-Komatsu irregularity
number (see e.g. [14]) of G at τ = ∞ (i.e. θ = 0) and let µ = rkG. From the classical results
of Turrittin and Katz on irregular singularities (see e.g. [18] or [41]) on gets:
Proposition 7.1. The matrix A0 is invertible if and only if ir∞(G) = µ.
Mellin transform of G. Put σ = −θ∂θ and identify the ring C[θ, θ−1]〈∂θ〉 with the ring of
finite difference operators C[σ]〈θ, θ−1〉, where we have the relation θσ = (σ+1)θ. The (rational)
Mellin transform G of G is the C(σ)-vector space C(σ) ⊗C[σ] G, equipped with a structure of
a left C(σ)〈θ, θ−1〉-module. It is known to be a finite dimensional C(σ)-vector space. More
precisely, for G as in section 1, we have
Proposition 7.2. dimC(σ) G = ir∞(G).
Proof. Let G ⊗ Lα be the C[θ, θ−1]-module G on which θ∂θ acts by θ∂θ + α, for α ∈ C. Then
dimC(σ) G = χ(
pDR(G⊗Lα)) for α general enough, where the RHS is the Euler characteristics
of the algebraic de Rham complex of G ⊗ Lα on C∗. The local index theorem [14] and the
fact that χ(pDRan(G⊗ Lα)) = 0 imply that χ(pDR(G⊗ Lα)) = ir∞(G⊗ Lα), and the equality
ir∞(G⊗ Lα) = ir∞(G) is easy.
Good basis for the Mellin transform. Let G as above and assume that there exists a basis
g of G in which the matrix of t is A0 + θA1.
Proposition 7.3. We have dimC(σ) G = rkG if and only if A0 is invertible. If this is satisfied,
then g is also a C(σ)-basis of G, and the matrix of τ = θ−1 is −A−10 (A1 + σ Id).
Proof. The first part is a consequence of propositions 7.1 and 7.2. We have −σg = A0τg +
A1g. If A0 is invertible, C(σ) · g is a C(σ)-subspace of G stable by τ , the matrix of τ being
−A−10 (A1 + σ Id). It is also stable by τ
−1, and consequently g generates G over C(σ) because
by assumption it generates it over C(σ)〈τ, τ−1〉. Using the equality of dimensions we conclude
that g is a C(σ) basis of G.
Remark. If g is a good basis (definition 5.1) for (G,G0) and if dimC(σ) G = rkG, we see that
the determinant of τ in the C(σ)-basis g of G satisfies
det(τ ; g) = ⋆ det(σ Id+A1) = ⋆ SPψ(G,G0; σ)
where ⋆ is a nonzero constant.
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Mellin transform and Fourier transform. Assume that G is the Fourier transform of a
regular holonomic C[t]〈∂t〉-moduleM on which the action of ∂t is invertible (see § 2). LetM [t−1]
be the localized module and M its Mellin transform: we put s = −t∂t and M = C(s)⊗C[s] M .
This is a C(s)〈t, t−1〉-module which has finite dimension over C(s). Let M0 ⊂ M be a finite
C[t]-module stable by ∂−1t and generating M over C[t]〈∂t〉. It defines a lattice G0 of G (see
section 2). Let G be the Mellin transform of G as above. We can identify G and M using the
isomorphism C(s)〈t, t−1〉 ≃ C(σ)〈θ, θ−1〉 given by s 7→ σ + 1 and t 7→ −θσ = −(σ + 1)θ. The
previous results give the following:
Proposition 7.4.
(1) We have rkG =
∑
c∈C µc(M) and dimC(s) M =
∑
c∈C∗ µc(M). We have dimC(σ) G = rkG
if and only if 0 is not a singular point of M .
(2) Assume that there exists a good basis g for (G,G0). Then, if 0 is not a singular point
for M , g is a C(s)-basis for M and the matrix of t in this basis is s(A1 + s Id)
−1A0.
Moreover the determinant of t in this basis has poles (counted with multiplicities) on the
opposite spectrum of (G,G0) exactly.
Part 2. The Gauss-Manin system of a cohomologically tame function
8. Some properties of cohomologically tame functions on an affine manifold
Let U be a smooth affine quasi-projective variety (over C) of dimension n+1 and f : U → A1
be a regular function. We say that f is cohomologically tame if there exists a compactification
of f given by a commutative diagram
U

 j
//
f
  
A
A
A
A
A
A
A
X
F

A1
where X is quasi-projective and F is proper, such that the complex Rj∗QU has no vanishing
cycle at infinity, namely, for all c ∈ A1, the vanishing cycle complex φF−cRj∗QU is supported
in at most a finite number of points, all at finite distance, i.e. contained in U . We shall denote
Σ the set of critical values of f and µ = µ(f) the sum of the Milnor numbers of f at its critical
points.
Examples. If f : An+1 → A1 is “tame” (see [4, lemma 4.3]), i.e. if there exists ε > 0 and a
compact K ⊂ U such that ‖∂f‖ ≥ ε out of K, then f is cohomologically tame (with respect
to the standard partial compactification of the graph X ⊂ Pn × A1 of f).
In fact, Parusin´ski has shown [23] that f : An+1 → A1 is cohomologically tame with respect
to the standard partial compactification of the graph X ⊂ Pn×A1 of f if and only if it satisfies
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a condition weaker than tameness, called the Malgrange condition, saying that when f(x)
remains bounded, there exists ε > 0 such that ‖x‖ ‖∂f(x)‖ ≥ ε for ‖x‖ sufficiently large.
In [22] is introduced the notion of M-tameness for such a polynomial, which gives global Mil-
nor fibrations in big balls in Cn+1. It is not clear that any M-tame polynomial is cohomologically
tame, but the tame ones, or the ones satisfying Malgrange condition are both cohomologically
tame and M-tame.
Fix coordinates on An+1. If f : An+1 → A1 is convenient and nondegenerate with respect to
its Newton polyhedron at infinity, then f is tame [4], and this example is considered with some
details in § 12.
Consider now examples where U is different from An+1. The first one is the case where U is
a curve, so f is a meromorphic function on the complete curve U .
Let U = (C∗)n+1 and let f be a Laurent polynomial. Assume that f is nondegenerate with
respect to its Newton polyhedron ∆∞(f) and is convenient [12]. Let F : X → A1 be the partial
compactification of f given by considering the closure of the graph of f in the product of A1
with the toric compactification of U defined by ∆∞(f). Then it follows from [6, lemma (3.4)]
that f is cohomologically tame with respect to X.
Remark. Consider a closed embedding of F : X → A1 in p : Y × A1 → A1, where Y is smooth
and p is the second projection. Let κ : X →֒ Y×A1 be the inclusion. Then f is cohomologically
tame if and only if the constructible complex F = R(κ◦ j)∗CU is noncharacteristic with respect
to p along X − U , in other words its characteristic variety or microsupport (see e.g. [10])
CharF ⊂ T ∗(Y ×A1) (i.e. the one of the corresponding bounded complex of regular holonomic
D-modules on Y ×A1) satisfies CharF∩ (Y × T ∗A1) ⊂ Y ×A1 over the points of κ(X −U) (see
e.g. [23, prop-def. 1.1]).
Remark also that the noncharacteristic property is satisfied by Rj∗QU (or F as above) if and
only if it is satisfied by each of its perverse cohomology sheaves.
In the remaining of the paper we will assume for simplicity that n ≥ 1, i.e. dimU ≥ 2.
The following theorem (which is essentially well known) contains the main properties of the
direct images sheaves of the constant sheaf QU under the map f .
Theorem 8.1. Let f : U → A1 be a cohomologically tame polynomial with n+ 1 = dimU ≥ 2.
Then
(1) the complex Rf∗
pQU (resp. Rf!
pQU) has nonzero perverse cohomology in degrees k ∈
[−n, 0] (resp. k ∈ [0, n]) at most; for k < 0 (resp. for k > 0) pRkf∗pQU (resp.
pRkf!
pQU)
is the perverse constant sheaf of rank dimHk+n(U,Q) (resp. dimHk+nc (U,Q)) on the
affine line A1;
(2) the kernel and the cokernel (in the perverse sense) of the natural morphism pR0f!
pQU →
pR0f∗
pQU are constant perverse sheaves (with the same rank) on A
1.
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(3) The complex Rf∗QU has cohomology in degrees k ∈ [0, n] at most; for k < n, R
kf∗QU is
the constant sheaf of rank dimHk(U,Q) on the affine line A1 and Rnf∗QU [1] is perverse
and equal to pR0f∗
pQU ;
(4) the complex Rf!QU has cohomology in degrees k ∈ [n, 2n] at most and R
nf!QU =
H−1(pR0f!pQU);
(5) if n ≥ 2, one has an exact sequence
0→ K → Rnf!QU → R
nf∗QU → C → R
n+1f!QU → 0
where K and C are constant sheaves.
Remarks 8.2.
(1) For n = 1, the last two statements have to be slightly modified.
(2) As we shall see below (cf. § 13.12), the image (in the perverse sense) of the morphism
pR0f!
pQU →
pR0f∗
pQU is isomorphic to a direct sum T ⊕ σ∗L[1], where σ : A
1 − Σ →֒
A1 denotes the open inclusion, L is the local system made of the cohomology spaces
Hn(f−1(t),Q) and T is supported on Σ. In other words, this image satisfies the conclusion
of the decomposition theorem.
Let us first give some consequences of the tameness of f on the nearby and vanishing cycle
sheaves of F . Let c ∈ A1 and iF−1(c) : F
−1(c) →֒ X be the closed inclusion. We will also denote
j : f−1(c) →֒ F−1(c) the open inclusion induced by j : U →֒ X. Let also i : X−U →֒ X denote
the closed inclusion.
Proposition 8.3. If f is cohomologically tame (with respect to X) then the following properties
are satisfied:
(1) for each c ∈ A1, φF−c(j!QU) = φF−c(Rj∗QU ), where j! is the extension by 0 and
i−1φF−c(j!QU) = i
−1φF−c(Rj∗QU) = 0;
(2) for each c ∈ A1, ψF−c(Rj∗QU) = Rj∗(ψf−cQU ) and ψF−c(j!QU) = j!(ψf−cQU );
(3) for each c ∈ A1, i−1F−1(c)(Rj∗QU) = Rj∗Qf−1(c).
Proof. (1) It is clear that the two sheaves coincide on f−1(c). By Verdier duality we have
j!
pQU = D(Rj∗
pQU) and
pφF−c(j!
pQU) ≃ D(
pφF−c(Rj∗
pQU)) (see [5]). The two complexes
φF−c(j!QU) and φF−c(Rj∗QU ), being dual up to a shift, have the same support, which is
contained in f−1(c) by assumption of tameness, so these two complexes coincide.
(2) It is equivalent to show the analogous equalities using the perverse functor pψ and the
perverse sheaf pQU . Then the first equality is Verdier dual to the second one. From (1) we deduce
that pφF−c(j!
pQU) = j!(
pφf−c
pQU) so the second equality is equivalent to i
−1
F−1(c)(j!QU ) = j!Qf−1(c)
and it is enough to prove that i−1i−1F−1(c)(j!QU ) = 0. But this is clear because the functors i
−1
and i−1F−1(c) commute.
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(3) is a direct consequence of (1) and (2).
Corollary 8.4. For all c ∈ A1,
(1) the complex φf−cQU has cohomology in degree n at most,
(2) on the sheaf QU , the functors Rf∗ and Rf! commute with the functors ψf−c, φf−c, i
−1
f−1(c)
and i!f−1(c).
Proof. (1) We know that pφf−c
pQU is a perverse sheaf onf
−1(c). The assumption of tameness
implies that its support consits of a finite number of points. Hence it has cohomology in degree
0 at most.
(2) Let us show the result for Rf∗ and ψf−c for instance. Let t be the coordinate on A
1. We
have
ψt−c(Rf∗QU) = ψt−c(RF∗Rj∗QU)
= RF∗(ψF−c(Rj∗QU)) (F is proper)
= RF∗(Rj∗(ψf−cQU )) (proposition 8.3)
= Rf∗(ψf−cQU ).
Proof of theorem 8.1.
Lemma 8.5. If f is cohomologically tame and n ≥ 1, then
(1) the complex Rf∗QU has cohomology in degrees m ∈ [0, n] at most;
(2) for m ∈ [0, n− 1], the sheaf Rmf∗QU is a constant sheaf on A1 of rank dimHm(U,Q).
Proof. The first point does not depend on the tameness assumption: this is Artin theorem (see
for instance [10, Prop. 10.3.17]). It can be easily shown with the tameness assumption, because,
due to proposition 8.3, restriction to fibers causes no problem, so it is equivalent to the fact
that each fiber f−1(c) has cohomology in degrees m ∈ [0, n] at most, which can be proved using
Morse theory (see e.g. [10, Th. 10.3.8]).
For the second point, remark that for each c ∈ A1 we have an exact sequence
· · · → Hm(i−1c Rf∗QU ) −→ H
m(ψt−cRf∗QU) −→ H
m(φt−cRf∗QU )→ · · ·
and we have Hm(ψt−cRf∗QU ) = ψt−cR
mf∗QU because Rf∗QU has constructible cohomology
on A1. Moreover we clearly have Hm(i−1c Rf∗QU ) = i
−1
c R
mf∗QU . From corollary 8.4 we deduce
that Hm(φt−cRf∗QU ) = 0 for m 6= n. Hence for m < n we have φt−cR
mf∗QU = 0, which
implies that Rmf∗QU is a locally constant sheaf on A
1, hence a constant sheaf.
The Leray spectral sequence with Emq2 = H
q(A1,Rmf∗QU ) degenerates at E2, as follows from
the previous results and this gives the statement concerning the rank ofRmf∗QU form < n.
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Remark. At this point, one can compute the generic rank of Rnf∗QU (or R
nf!QU): one uses
the fact that for a constructible complex F on A1, the cohomology sheaves of which are local
systems on A1 − Σ, one has, for t0 ∈ A1 − Σ,
χ(A1,F) = χ(Ft0)−
∑
c∈Σ
χ(φt−cF).
When applied to F = Rf∗QU (or Rf!QU ), this gives
rkRnf∗QU = µ+ h
n(U,Q)− hn+1(U,Q).
Lemma 8.6. We have pRkf∗
pQU = R
n+kf∗QU [1] for any k ∈ Z.
Proof. For each c ∈ A1 the complex pQf−1(c) := Qf−1(c)[n] is perverse and we have an exact
sequence of perverse sheaves on f−1(c)
0 −→ pQf−1(c) −−−→
pψf−c
pQU
can
−−−→ pφf−c
pQU −→ 0.(8.7)
We deduce a long exact sequence, by taking direct images and perverse cohomology, and using
the fact that pψ and pφ commute with Rf∗ (corollary 8.4) and perverse cohomology:
· · · −→ pRmf∗
pQf−1(c) −−−→
pψt−c
pRmf∗
pQU
can
−−−→ pφt−c
pRmf∗
pQU −→ · · ·
where pRmf∗
pQf−1(c) = H
m+n(f−1(c),Q). Using the fact that Hm+n(f−1(c),Q) = 0 for m > 0
and (tameness) pφt−c
pRmf∗
pQU = 0 for m 6= 0, we conclude that for m 6= 0
pRmf∗
pQU are
(locally) constant sheaves on A1 and we obtain an exact sequence
0 −→ Hn(f−1(c),Q) −−−→ pψt−c
pR0f∗
pQU
can
−−−→ pφt−c
pR0f∗
pQU −→ 0
which gives surjectivity of can for pR0f∗
pQU .
Now, for a perverse sheaf F on A1, the fact that can is onto is equivalent to the fact that F
is an ordinary sheaf (near c). Since the perverse cohomology sheaves of Rf∗QU are ordinary
sheaves up to a shift by 1, we conclude that these are also the ordinary cohomology sheaves up
to a shift by 1.
The statements of the theorem for Rf∗QU are now proved. The perverse statements for
Rf!QU follow by Verdier duality and the nonperverse ones are straightforward consequences.
The last point of the theorem follows then from the second one. Let us now prove it.
Consider the complex i−1Rj∗QU , which is the cone of j!QU → Rj∗QU . Proposition 8.3
shows that we have φF−c(i
−1Rj∗QU ) = 0 for each c ∈ A1. This implies that the perverse
cohomology groups of RF∗(i
−1Rj∗QU) are (locally) constant sheaves up to a shift, hence the
ordinary cohomology groups also. Consequently the (perverse) cohomology groups of the cone
of Rf!QU → Rf∗QU are constant sheaves, which implies the first part of (2).
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9. The Gauss-Manin system of a regular function
Let OU be the sheaf of regular functions on the affine manifold U and f : U → A1 be a
regular function. The Gauss-Manin system of f is the complex f+OU of DA1-modules.
Denote Ωk(U) the space of differential forms of degree k with polynomial coefficients. Then
(1) Hk(Ω
•
(U), d) = Hk(U,C),
(2) if f has only isolated critical points, the complex (Ω
•
(U), df∧) has cohomology in degree
n+ 1 only.
The following is proved as in [15] or [24] (the statement about regularity is well known):
Proposition 9.1. f+OU is represented by the complex (Ω•+n+1(U)[∂t], df), where the differ-
ential df is defined by df(
∑
i ωi∂
i
t) =
∑
i dωi∂
i
t −
∑
i df ∧ ωi∂
i+1
t . The cohomology modules
Hj(f+OU) are naturally equipped with a structure of a C[t]〈∂t〉-module which makes them holo-
nomic modules, regular even at infinity. Moreover Hj(f+OU) = 0 for j 6∈ [−n, 0].
Remarks.
(1) We identify here algebraic DA1-modules with modules over C[t]〈∂t〉. We always have
H−n(f+OU) = C[t].
(2) If U = An+1, the (left) action of ∂t is invertible on Hj(f+OU) for −n < j ≤ 0.
The complex (Ω•+n+1(U)[∂t], df) comes equipped with an increasing filtration M• defined by
MkΩ
•+n+1(U)[∂t] = Ω
•+n+1(U)[∂t]≤k+•
where the filtration on the RHS is the one by the degree in ∂t. This defines a filtration on the
cohomology groups of this complex.
Assume from now on that f is cohomologically tame.
Proposition 9.2. Under this assumption, for j < 0, the C[t]-module Hj(f+OU) is free of rank
dimHj+n(U,C).
Proof. By the comparison theorem we have
pDRanHj(f+OU) =
pRjf∗
pDRanOU =
pRjf∗
pCU
and from theorem 8.1 we know that for j < 0 this complex is the constant sheaf (up to a shift)
of the right rank.
Corollary 9.3. If U = An+1, the subcomplex (df ∧Ω•U , d) of (Ω
•+1, d) has cohomology in degree
0 and n only and the relative de Rham complex (Ω•U/A1 , d) has cohomology in degree 0 and n at
most.
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Proof. Let η ∈ Ωk(U) with 0 < k < n and ω = df ∧ η such that dω = 0, i.e. df ∧ dη = 0.
This implies that dfω = 0, hence ω = dfξ with ξ ∈ Ωk(U)[τ ]. Thanks to the de Rham lemma,
one may assume that ξ ∈ Ωk(U) so that the previous equality is equivalent to ω = dξ and
df ∧ ξ = 0. Put ξ = df ∧ η′. Then ω = d(df ∧ η′).
The second part of the corollary is now clear.
We shall denote M = H0(f+OU). It is henceforth a holonomic C[t]〈∂t〉-module with regular
singularities (even at t = ∞). Let M̂ be its Fourier transform (see section 2) and let G =
M̂ [τ−1] = M̂ [∂−1t ]. Then G is a free C[τ, τ
−1]-module of finite rank µ.
Remarks 9.4.
(1) Consider on U × Aˇ1 (where Aˇ1 = SpecC[τ ]) the D
U×Aˇ1
-module O
U×Aˇ1
· e−τf . Then
the complex (Ω•+n+1(U)[τ ], df ), where df is defined as in proposition 9.1.(1), represents
the direct image by p : U × Aˇ1 → Aˇ1 of O
U×Aˇ1
· e−τf . In other words we have M̂ =
H0(p+OU×Aˇ1 · e
−τf ).
(2) The localized complex (Ω•+n+1(U)[τ, τ−1], df) = p+OU×Aˇ1 [τ
−1] · e−τf has cohomology in
degree 0 only when f has only isolated critical points, and this cohomology is equal to
G.
10. The Brieskorn lattice G0 and its spectrum
Let M0 ⊂M be the image of Ωn+1(U) in M = Ωn+1(U)[∂t]/dfΩn(U)[∂t].
Theorem 10.1. Assume that f is cohomologically tame. Then M0 is a free C[t]-module of
finite rank generating M over C[t]〈∂t〉.
From proposition 2.1 we conclude, putting θ = τ−1:
Corollary 10.2. Let G0 be the C[θ]-module generated by M0 in G. Then G0 is a lattice in G
(see § 1) and the rank of G is equal to the sum of the Milnor numbers of f at its critical points.
Moreover the fiber G0/θG0 at θ = 0 (i.e. τ =∞) is equal to Ω
n+1(U)/df ∧ Ωn(U).
Remarks 10.3.
(1) If U = An+1, we have M = M [∂−1t ], M0 is stable by ∂
−1
t and, using the identification
G = M̂ = M , G0 is identified with M0, viewed as a C[θ]-module and not as a C[t]-
module. This lattice G0 is usually called the Brieskorn lattice. We have G0/θG0 ≃
C[x0, . . . , xn]/(∂f/∂x0, . . . , ∂f/∂xn).
(2) If U 6= An+1, then G0 is the lattice obtained from M0 after saturation by ∂
−1
t . It is the
image of Ωn+1(U)[τ−1] in Ωn+1(U)[τ, τ−1]/df (Ω
n+1(U)[τ, τ−1]). So not all the elements of
G0 are represented by differential forms: they are represented by polynomials in θ with
coefficients in Ωn+1(U).
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(3) If
∏
(X + β)νβ denotes the spectral polynomial of (G,G0) as defined in § 1, it follows
from proposition 1.7 and [29, cor. 1.13] that
∏
β(T − exp 2iπβ)
νβ is the characteristic
polynomial of the monodromy at infinity of f on the cohomology Hn+1(U, f−1(t);Q).
Proof of the C[t] finiteness of M0. Consider first the following situation: Y is a smooth pro-
jective variety, U is a Zariski open set of Y and Z = Y − U . Let j : U × A1 →֒ Y × A1 and
k : Y × A1 →֒ Y × P1 denote the inclusions. Let M be a regular holonomic DU×A1-module
(regularity along Y × P1 − U × A1 is included), and let N ⊂ M be a coherent sub-DU×A1/A1-
module. The cohomology of Rj∗N admits a natural structure of a DY×A1/A1-module. Here the
differential operators are algebraic. The corresponding analytic objects are indicated with the
exponent “an”.
Proposition 10.4. Assume that the analytic de Rham complex DRan j+M (which has con-
structible cohomology on Y × A1) has no vanishing cycle in some (analytic) neighbourhood of
Z × A1 with respect to the projection π : Y × A1 → A1. Then there exists a coherent DU×A1/A1-
submodule N ofM satisfying DU×A1 ·N =M and such that the cohomology of Rj∗N is coherent
over DY×A1/A1 .
Lemma 10.5. Let M˜ be a regular holonomic DY×P1-module and let Σ ⊂ Y × A
1 be the set of
points (y, c) such that y ∈ Suppφπ−c(DR
an M˜). There exists a coherent DY×P1/P1-submodule
N˜ of M˜ such that DY×P1 · N˜ = M˜ and
N˜ [∗(Y ×∞)] = M˜[∗(Y ×∞)] on Y × P1 − Σ.
In particular M˜[∗(Y ×∞)] is DY×P1/P1 [∗(Y ×∞)]-coherent when restricted to Y × P
1 − Σ.
Proof. By GAGA it is enough to prove the result in the analytic category.
There exists only a finite number of critical values c ∈ P1 for which φπ−c(DR
an M˜) is nonzero.
Hence Σ is contained in the union of a finite number of fibres of π and is compact.
Let c ∈ P1 and V (c)M˜ be the Malgrange-Kashiwara filtration of M˜ along Y × {c} (see
e.g. [27, 21, 32]). It is known that each step V
(c)
α M˜ is relatively coherent in an analytic
neighbourhood of Y × {c} (this can be proved using resolution of singularities [21, th. 4.12.1],
see also [27, prop. 5.1.5]). We put N˜ = V (c)1 M˜ in this neighbourhood.
It follows from the correspondence between regular holonomic D-modules and vanishing
cycles (see e.g. [21]) that we have M˜ = V (c)1 M˜ = N˜ in a neighbourhood of (y, c) 6∈ Σ.
We hence construct N˜ by glueing the various V (c)1 M˜ in neighbourhoods of critical values
with M˜ outside these critical values.
For any critical value c ∈ P1, let z be a local coordinate on P1 centered at c. We also have
M˜[z−1] = (V (c)1 M˜)[z
−1] (see e.g. [21]). Applying this for c =∞ gives the result.
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Proof of proposition 10.4. LetM be an algebraicDU×A1-module which is holonomic and regular
even at infinity. If DRanj+M has no vanishing cycle in some neighbourhood of Z × A1, then
the same is true for DRanHℓ(j+M) for each ℓ: in fact pφπ−c
pDRanHℓ(j+M) is the ℓ-th perverse
cohomology object of pφπ−c
pDRan(j+M), and the last complex is zero if and only if all its
perverse cohomology objects are so. Consequently the set Σ associated with j+M is the union
of the sets Σℓ associated withHℓ(j+M). By assumption we have Y×P1 = (U×A1)∪(Y×P1−Σ).
We will apply the lemma to M˜ = H0j+M. We get a coherent DY×P1/P1-module N˜ ⊂ M˜ and
we put N = j∗k∗N˜ , which is a coherent DU×A1/A1-module generating M over DU×A1. Moreover
on Y × P1 − Σ we have
(Rk∗Rj∗N )
an = (R(k ◦ j)∗(k ◦ j)
∗N˜ )an
= (R(k ◦ j)∗(k ◦ j)
∗k∗k
∗N˜ )an
= (R(k ◦ j)∗(k ◦ j)
∗k∗k
∗M˜)an because of 10.5
= (Rk∗Rj∗M)
an
= (k+j+M)
an.
The last complex has DanY×P1/P1[∗(Y×∞)]-coherent cohomology on Y×P
1−Σ because of lemma
10.5. We conclude that (Rk∗Rj∗N )an is DanY×P1/P1[∗(Y×∞)]-coherent on Y×P
1 and Rk∗Rj∗N
is DY×P1/P1 [∗(Y ×∞)]-coherent by GAGA. Consequently Rj∗N is DY×A1/A1-coherent.
Corollary 10.6. Let M be as in proposition 10.4. Then for any coherent DU×A1/A1-submodule
N ⊂M and for any ℓ the image of
Hℓ(U ×A1,DRπN ) −→ H
ℓ(U × A1,DRπM)
has finite type over C[t], where DRπ denotes the algebraic de Rham complex relative to π :
U × A1 → A1.
Proof. It is enough to prove this for some N generating M over DU×A1. One uses the N given
by the previous proposition. Then
R(π ◦ j)∗DRπN = Rπ∗Rj∗DRπN = Rπ∗DRπRj∗N
has OA1-coherent cohomology and
Hℓ(U × A1,DRπN ) = Γ(A
1,Rℓ(π ◦ j)∗DRπN ).
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End of proof of the finiteness of M0. Let X ⊃ U be the quasi-projective variety associated with
f (see beginning of section 8), let X be a projective compactification of it and Y be a smooth
projective manifold containing X as a closed subset. Let Z = X−U and U = Y −Z. We have
maps
U ֒
i
−−−→ U × A1 ֒
η
−−−→ U ×A1 ֒
j
−−−→ Y ×A1
p
y πy πy
A1 = A1 = A1
where i and η are closed immersions. We have i+OU = OU [∂t]·δ(t−f) and the relative de Rham
complex DRπ(i+OU) is the one given in proposition 9.1.
It is enough to prove that if N is a DU×A1/A1-submodule of i+OU , the image of
Hℓ(DRpN(U ×A
1)) −→ Hℓ(DRp i+OU(U × A
1))
has finite type over C[t] for all ℓ where DRπ denotes the de Rham complex relative to p: indeed,
if we take for N the DU×A1/A1-submodule generated by OU ·δ(t−f), we see thatM0 is contained
in the image of
Hn+1(DRpN(U × A
1)) −→ Hn+1(DRp i+OU(U ×A
1)).
The module η+i+OU satisfies the assumption of proposition 10.4 and since η is a closed
relative immersion, we can apply corollary 10.6 to N = η+N .
Proof of the C[t] freeness of M0. Let c be any critical value of f and V
(c)
•
M be the Malgrange-
Kashiwara filtration relative to t − c. It is enough to prove that, in a neighbourhood of c, we
have M0 ⊂ V
(c)
<1M , because by construction V
(c)
<1M has no torsion near c. Let V
(c)
•
(i+OU ) be
the corresponding Malgrange-Kashiwara filtration on i+OU .
Lemma 10.7. After restriction to the complement of all critical values 6= c, we have
V
•
M = image H0 (DRπ(V•(i+OU)))→H
0 (DRπ(i+OU))
where π : U × A1 → A1 denotes the projection.
Proof. As indicated in the proof of lemma 10.5, when we restrict to the complement Wc of all
critical values different from c, i.e. when we tensorize with C[t, (
∏
c′ 6=c(t−c
′))−1], each Vα(i+OU)
is DU×Wc/Wc-coherent. If V
′
αM denotes the RHS in the lemma, we conclude that each V
′
αM
is finite over C[t, (
∏
c′ 6=c(t − c
′))−1]. The other characteristic properties of the Malgrange-
Kashiwara filtration are clearly satisfied by V ′
•
M , so V ′
•
M = V
•
M on Wc by uniqueness.
In order to conclude, it is enough to prove that δ(t− f) ∈ V (c)<1 (i+OU). This is equivalent, by
a standard argument, that the roots of the Bernstein for (f − c)s are negative. It is shown in
[3] (see also [20, Prop. 4.2.1]) that the Bernstein polynomial for (f − c)s is equal to the lcm of
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the local analytic Bernstein polynomials of f − c at the critical points of f with critical value
c. The roots of each of these local Bernstein polynomials are negative [9], so the same is true
for the global Bernstein polynomial.
11. Duality for the Brieskorn lattice and for the spectrum
We will adapt the construction of higher residue pairings given by K. Saito [30] in the present
algebraic situation. We will construct in this section an isomorphism G
∗ ∼
−→ G which strictly
shifts the filtration G
•
by n + 1, i.e. G
∗
0
∼
−→ Gn+1. We then deduce from corollary 3.4 the
following:
Corollary 11.1. The spectrum at infinity of a cohomologically tame polynomial of n+1 vari-
ables is symmetric with respect to
n+ 1
2
.
Proposition 3.9 shows that it is enough to construct a morphism
DM −→ M
where M = H0f+OU and D is the duality functor for C[t]〈∂t〉-modules, such that the kernel
and the cokernel are free C[t]-modules of finite type, and which strictly shifts by n + 1 the
microdifferential Brieskorn lattice M
µ
0 of f .
Because f+OU has cohomology in degrees −n and 0 only we see that Df+OU has cohomology
in degrees 0 and n only. Moreover we have H0Df+OU = DM , andH
−nf+OU and H
nDf+OU =
DH−nf+OU are free C[t]-modules of rank one. Hence it is enough to construct a morphism
Df+OU −→ f+OU(11.2)
such that the cohomology of its cone consists only of free C[t]-modules of finite type.
Let us consider a smooth quasi-projective compactification of f , namely a smooth quasi-
projective manifold X and a commutative diagram
U

 j
//
f

@
@
@
@
@
@
@
@
X
f

A1
with f proper and j open. It will be convenient to assume that D = X − U is a divisor in X
and that X dominates the partial compactification X for which f is cohomologically tame.
Because duality commutes with proper direct image (see e.g. [19, 33, 38]), it is enough to
construct a morphism Dj+OU → j+OU . But we have such a canonical morphism because
j+Dj+OU = OU . One verifies that such a morphism (11.2) does not depend on the choice of
the compactification.
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By the comparison theorem and the local duality theorem (see e.g. [19, th. 4.3.1]) this
morphism corresponds via the functor pDRan to the canonical morphism Rf!
pCU → Rf∗pCU .
But we know that the cohomology of the cone of this one has constant cohomology sheaves.
Hence the cohomology of (11.2) has C[t]-free cohomology modules.
Relation with local duality. Let M = Man = H0f+(OX [∗D]). Let B be an open neigh-
bourhood of the critical points of f in U and ∆ a neighbourhood of the critical values such
that f : B → ∆ is the local Milnor fibration and let M′ = H0f+(OanB ) be the local Gauss-
Manin system of f around its critical points. We have a natural restriction map M|∆ → M
′
of D∆-modules. Moreover we have a commutative diagram of Poincare´ duality maps
DM|∆ −−−→ M|∆x y
DM′ −−−→ M′
where the left vertical map is the adjoint of the right vertical one: this follows from the func-
toriality of the Poincare´ duality map as constructed in [36] for instance.
It is known (see e.g. [34]) that the local Poincare´ duality map DM′ → M′ induces an
isomorphism DM′µ → M′µ which sends (DM′µ)0 onto M′
µ
n+1 if M
′µ
0 denotes the formal mi-
crolocal Brieskorn lattice of f : B → ∆ (in fact, this is true at the level of microlocal lattices).
So it remains to identify M′µ0 with M
µ
0 in order to get the result, according to proposition 3.9.
Identification of the microdifferential Brieskorn lattice. Put L = O
X
[∗D] and choose
an O
X
-coherent submodule L0 of L such that DXL0 = L and that the image of the composed
map
f ∗
(
Ωn+1
X
⊗
O
X
L0
)
−→ f ∗
(
Ωn+1
X
⊗
O
X
L
)
= f∗Ω
n+1
U −→M
is equal to the one of f∗Ω
n+1
U , namely M0. Such an L0 exists since M0 is OA1-coherent.
Let E
X
be the sheaf of microdifferential operators on T ∗X (formal or convergent, this will
not matter now) with its subsheaf E
X
(0). Let Lµ0 = EX(0)⊗OX
L0.
Lemma 11.3. The image of the natural morphism
R0f∗
(
E
A1an←X
(0)
L
⊗
E
X
(0)
Lµ0
)
−→ R0f ∗
(
E
A1an←X
L
⊗
E
X
Lµ
)
= EA1an ⊗
D
A1an
H0f+L
is equal to M
µ
0.
Proof. This is a direct consequence from the fact that the natural map
f
−1
EA1an(0) ⊗
f
−1
O
A1an
Ωn+1
X
−→ E
A1an←X
(0)
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induces a quasi-isomorphism after ⊗LO
X
L0 and direct image by f , as follows from [9, § 4].
Now Lµ is supported on D and on the critical points of f , and the part of the direct image
coming from D is zero, because f factorizes through X where a non characteristic property is
assumed along X−U . HenceM
µ
0 is indeed the microlocal Brieskorn lattice of f : B → ∆.
12. The case of a convenient nondegenerate polynomial
Assume that f : An+1 = U → A1 is nondegenerate with respect to its Newton polyhedron
at infinity and that f is convenient (see [12]). Then it is known that f is tame (see [4]). One
can define the Newton spectrum of f (see [7], but here we shall consider an increasing Newton
filtration, so the Newton spectrum considered here is opposite to the one considered in [7]). We
shall prove
Theorem 12.1. In this situation, the Newton spectrum of f is equal to the spectrum of the
Brieskorn lattice of f .
Remark. This result is analogous to the one of M. Saito [31] (see also [11]) for the case of an
isolated singularity. The proof will be analogous.
Proof. We shall use the following notation:
For a n-face σ of the Newton polyhedron of f not containing the origin, Lσ will denote the
linear form with coefficients in Q∗+ such that Lσ ≡ 1 on σ.
For u(x) ∈ C[x], we denote δ∗σ(u) = maxν Lσ(ν + 1) where ν ∈ N
n+1 is the exponent of a
monomial in u. Moreover δ∗(u) will denote the maximum over all such σ of δ∗σ(u). We define
δσ and δ in the same way, replacing Lσ(ν + 1) with Lσ(ν).
For α ∈ Q we put NαΩ
n+1 = {u · dx | δ∗(u) ≤ α}. This defines an increasing filtration of
Ωn+1(U) by finite dimensional vector spaces with NαΩn+1 = 0 for α ≤ 0.
We put NαG0 = imageNαΩn+1 ⊂ G0.
We define a filtration NαG of G:
NαG = NαG0 + τNα+1G0 + · · ·+ τ
kNα+kG0 + · · ·
which is clearly stable under the action of C[τ ] and satisfies τNαG ⊂ Nα−1G.
Lemma 12.2. The filtration N
•
G is equal to the Malgrange-Kashiwara filtration V
•
G.
Proof. Let us first show that NαG has finite type over C[τ ] (over C[τ ]〈τ∂τ 〉 would be enough).
It is enough to show that, for a given α, there exists k0 such that for k ≥ k0 we have
τkNα+kG0 ⊂ C[τ ] ·
(
NαG0 + · · ·+ τ
k0Nα+k0G0
)
.
Let us fix k0 such that Nα+k0G0 +G−1 = G0, let k ≥ k0 and let u · dx ∈ Nα+kΩ
n+1(U). By the
division lemma [7, 2.2.1], we have
u · dx = v · dx+ df ∧ η
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with [v · dx] ∈ Nα+k0G0 and δ
∗(dη) ≤ δ∗(udx)− 1. So we have modulo Im df the equality
τku · dx = τkv · dx+ τk−1dη
and we can argue by decreasing induction on k to get the result.
Let σ be a codimension one face not containing the origin and put ξσ = Lσ(x∂x). Then
(ξσ + Lσ(1)) (ue
−τf) · dx ∈ d
(
Ωn(U)[τ ]e−τf
)
for u ∈ C[x], so we have the following relation
modulo Im d in Ωn+1(U)[τ ]e−τf :
(τ∂τ + δ
∗
σ(u)) · ue
−τfdx ≡ −[ξσ(u)− δσ(u)u]e
−τfdx+ τ(f − ξσ(f))ue
−τfdx.(12.3)
Moreover, for any such face σ′ we have δ∗σ′ (ξσ(u)− δσ(u)u) ≤ δ
∗
σ′(u) and δ
∗
σ′((f − ξσ(f))u) ≤
δ∗σ′(u) + 1, and both inequalities are strict if σ
′ = σ. We conclude that
τ∂τ · NαG0 ⊂ NαG0 + τNα+1G0
so NαG is stable under the action of τ∂τ .
Moreover, by iterating #{σ | δ∗σ(u) = δ
∗(u)}-times relation (12.3), one shows that there
exists N0(α) with (τ∂τ + α)
N0(α)NαG0 ⊂ N<αG and by the finiteness result above there exists
N(α) such that (τ∂τ + α)
N(α)NαG ⊂ N<αG.
Because NαG0 = 0 for α ≤ 0, we have NαG = τNα+1G for α ≤ 0.
Because the action of ∂τ on G0 is induced by the multiplication by f on Ω
n+1(U) and because
δ(f) = 1, we have ∂τNαG0 ⊂ Nα+1G0, hence ∂τNαG ⊂ Nα+1G. Moreover for α > 0 we have
Nα+1G = NαG + ∂τNαG: indeed, if ue
−τfdx ∈ Nα+1G0, we have (∂ττ + α)
N(α+1)ue−τfdx ∈
N<α+1G, so
ue−τfdx = ∂τ
[
τb(τ∂τ )ue
−τfdx
]
+ v
with v ∈ N<α+1G and τb(τ∂τ )ue
−τfdx ∈ NαG and we iterate the process on v to get the
result.
The spectrum of the Newton filtration is by definition the spectrum of the filtration N
•
defined by
N
•
(G0/G−1) = NαG0/(NαG0 ∩G−1).
From the previous lemma we get NαG0 ⊂ VαG∩G0, hence Nα(G0/G−1) ⊂ Vα(G0/G−1) for all
α. In order to show that both filtrations (or spectra) coincide, it is enough (by an argument
of Varchenko, [11]) to show that both spectra are symmetric with respect to (n+ 1)/2. For V ,
this has been shown in the previous section and for N this has been shown in [7, prop. 7.3.3],
using arguments analogous to the ones in [11].
Remarks.
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(1) R. Garcia pointed out that the relation between the Newton spectrum and the character-
istic polynomial of the monodromy at infinity of f that one deduces from the identification
between the Newton spectrum and the spectrum of the Brieskorn lattice was expected
in [1].
(2) The order with respect to the Newton filtration of the n+ 1-form dx is minimum and is
obtained only for this form. It follows from [7] that the class of dx in G0/G−1 generates
the vector space Vα
min
(G0/G−1), where αmin is the smallest spectral number. This space
has thus dimension one.
13. Hodge theory for the Brieskorn lattice
We assume in this section that f : U → A1 is a cohomologically tame regular function.
We will use the identification
ψmodτ M̂ = ψ
mod
τ (H
0f̂+OU) = ψ
mod
τ (H
0f̂+OU [τ
−1]) = ψmodτ G = ⊕
α∈[0,1[
grVα G
and it follows from from [29, th. 5.3] that this space is equipped with a natural mixed Hodge
structure isomorphic by [35] to the limit of Hn+1(U, f−1(t)) for τ → ∞ as constructed by
Steenbrink and Zucker [40] up to a Tate twist.
Theorem 13.1.
(1) The weight filtration of this mixed Hodge structure is the monodromy filtration of N
centered at −n for ψmodτ, 6=1G and at −(n + 1) for ψ
mod
τ,1 G.
(2) The Hodge filtration is the filtration induced by G
•
on ψmodτ G.
The proof will be given in § 13.11. As a consequence of the proof we will obtain in § 13.18
the positivity of the spectrum:
Corollary 13.2. The spectral numbers of the Brieskorn lattice are contained in the closed
interval [0, n+ 1] and if U = An+1 in the open interval ]0, n+ 1[.
Remark. If U 6= An+1 it may happen that 0 belongs to the spectrum, as shown by the following
example: take U = (C∗)n+1, f is a Laurent polynomial which Newton polyhedron has dimension
n+1 and contains 0 in its interior (i.e. f is convenient) and which is nondegenerate with respect
to its Newton polyhedron. Then the class of the form
dx0
x0
∧· · ·∧
dxn
xn
is contained in G0∩V0G.
From standard results in Hodge theory we have
Corollary 13.3. The morphism N : ψmodτ G → ψ
mod
τ G strictly shifts by one the filtration in-
duced by G
•
.
As a consequence we get from M. Saito’s criterion 6.4
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Corollary 13.4. The Brieskorn lattice of a cohomologically tame function has a very good
basis ε which satisfies S(εi, εj) ∈ C · θn+1 if S denotes the nondegenerate sesquilinear form
G⊗
C[θ,θ−1] G→ C[θ, θ
−1] of § 11.
On deduces from proposition 4.1
Corollary 13.5. The Riemann-Hilbert-Birkhoff problem has a solution for the Brieskorn lat-
tice of a cohomologically tame function.
Let V be any smooth quasi-projective manifold of pure dimension dim V and let F •DH
k(V,C)
be the (decreasing) Hodge-Deligne filtration on the cohomology spaces of V . For q ∈ N, let
χDel(V ; q) := (−1)
dimV
∑
k
(−1)k dim grqFD H
k(V,C) =
∑
i
(−1)i dim grqFD H
dimV−i(V,C)
ζDel(V ;S) :=
∏
q
(S + dimV − q)χDel(V ;q).
Remark that if we put χcDel(V ; q) =
∑
i(−1)
i dim grqFD H
dimV+i
c (V,C) we have χ
c
Del(V ; q) =
χDel(V ; dimV − q). For instance, if V = A
n+1, we have ζDel(V ;S) = (S + n+ 1)
(−1)n+1 .
Corollary 13.6. If f is cohomologically tame on U , we have
SPψ(G,G0;S) = SPφ(
pψ1/t(Rf∗
pCU);S) · ζDel(U ;S).
Proof. As f is cohomologically tame we know that Hj(f+OU) are free C[t]-modules for j 6= 0,
so that Hj(f̂+OU) are supported at τ = 0 for j 6= 0, and if we put M = H0(f+OU) we have
ψmodτ (f̂+OU) = ψ
mod
τ (H
0 ̂(f+OU )) = ψ
mod
τ M̂ = ψ
mod
τ G.
Consequently we have SPψ(G,G0;S) = SPψ(
pψτR̂f∗
pCU ;S), according to the second part of
theorem 13.1.
On the other hand, we get from [29, cor. 5.4] that the RHS in 13.6 is equal to
SPφ(
pφτR̂f∗
pCU ;S) · ζDel(U ;S)
and we are reduced to showing
SPψ(
pψτ,1R̂f∗
pCU ;S) = SPφ(
pφτ,1R̂f∗
pCU ;S) · ζDel(U ;S).
This follows from the exact sequence in [29, th. 4.3].
From now on, we will assume that f : An+1 → A1 is a cohomologically tame polynomial.
From the positivity statement 13.2 it follows that for a very good basis the matrix A1 + k Id
is invertible for all k ∈ N. From corollary 4.2 we conclude
Corollary 13.7. The partial Riemann-Hilbert problem for the Brieskorn lattice of f has a
solution.
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Concerning the Aomoto complex considered in the introduction, the following corollary solves
conjecture 7.4 in [7]. However, the problem of explicit computation of such a basis remains
open in general, even in the case of a convenient nondegenerate polynomial.
Corollary 13.8. If 0 is not a critical value for f : An+1 → A1, there exists a family of µ
algebraic differential forms on An+1 such that the determinant of the Aomoto complex computed
in this basis is equal to
c · (s+ 1)µ/ SPψ(G,G0; s+ 1)
with c ∈ C∗.
The constant c is equal to the product
∏
i f(x
(i))µi where x(i) are the critical points of f and
µi the corresponding Milnor numbers (see [13]).
Proof. We may replace the differential df of the complex (Ω
•+n+1[1/f ][∂t], df) with d
′
fω = dω−
df
f
∧ω ·∂tt, hence this complex isomorphic to (Ω•+n+1[1/f ][s], ds) with s = −∂tt and ds = f−s ·d·
f s. This defines an isomorphism of the Mellin transform of M [t−1] with H0(Ω•+n+1[1/f ](s), ds)
over the automorphism
C(s)〈t, t−1〉 −→ C(s)〈t, t−1〉
ϕ(s, t) 7−→ ϕ(s+ 1, t).
The result is then a consequence of proposition 7.4.
We can restate cor. 13.6:
Corollary 13.9. If U = An+1 and f is a cohomologically tame polynomial, we have
SPφ(ψ1/tR
nf∗CU ;S) = SPψ(G,G0;S).
Proof. We have
SPφ(
pψ1/tRf∗CU ;S) = SPφ(ψ1/tR
nf∗CU ;S) · SPφ(ψ1/tf∗CU ;S)
(−1)−n
and the computation made in [29, rem. 5.5] shows that SPφ(ψ1/tf∗CU ;S) = S +n+1. We may
then apply corollary 13.6.
Consider now the operator of multiplication by f on G0/θG0 = Ω
n+1/df ∧ Ωn. It sends
Vβ(G0/θG0) in Vβ+1(G0/θG0) for each β ∈ Q, hence defines a nilpotent endomorphism
[f ] :
∑
β
grVβ (G0/θG0) −→
∑
β
grVβ+1(G0/θG0)
(remark however that the multiplication by f is not nilpotent on G0/θG0 in general). Let T∞
be the monodromy of f along a positively oriented circle of big radius.
Corollary 13.10. The nilpotent part of T−1∞ and [f ] have the same Jordan structure.
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Proof. One may replace T−1∞ with Tˇ0 (see [29, th. 1.10]). The result is then proved as in [42]
(see also [37, § 7]).
Remark. We do not get here a precise relation between the nilpotent part of the monodromy
at infinity and the operator of multiplication by f , as in the case of an isolated singularity.
13.11. Proof of theorem 13.1. We take notation of [29, §§ 4,5]: let X be a smooth compact-
ification of U such that X − U is a divisor with normal crossings and f : U → A1 extends as
F : X → P1. According to [29, th. 5.3], the first point would follow from the fact that
Wk
pψτH
0f̂+OU =
{
0 if k < 0
pψτH
0f̂+OU if k ≥ 0.
We know that Wk
pψτH
0f̂+OU =
pψτ
(
̂WkH0f+OU
)
where WkH
0f+OU is the image of
H0F+ (Wkj+OU) −→ H
0F+ (j+OU)
where j : U →֒ F−1(A1) denotes the inclusion (see [29, §§ 2.4.4 and 5]). It is then enough to
show that the Fourier transform of H0(f+OU)/W0H
0(f+OU) is supported at τ = 0.
It follows from [35] that (j+OU ,W [dimU ]•) underlies a mixed Hodge module as well as
(H0(f+OU),W [dimU ]•) (if the Hodge filtration ofOU is such that grFk OU = 0 for k 6= − dimU).
Hence H0(f+OU) has weights ≥ dimU .
As a mixed Hodge module we have DOU = OU(dimU), hence j!OU = (Dj+OU) (− dimU)
so j!OU has weights ≤ dimU as well as H0f!OU .
Consequently the morphism H0(f!OU ) → H0(f+OU) factorizes through W [dimU ]dimU =
W0H
0(f+OU) and as the cokernel of this map is isomorphic to a power of C[t] (tameness of f),
the same is true for H0(f+OU)/W0H0(f+OU ).
Remark 13.12. This argument can be used to show remark 8.2-(2): the image of H0(f!OU)→
H0(f+OU) is a pure Hodge module.
For the second point, recall that M̂ = H0pˇ+(κ+E−τf) (see loc. cit.). Let G•κ+E−τf be the
filtration defined and used in [29, § 4]. It defines a filtration G
•
pˇ+(κ+E−τf) of the complex
pˇ+(κ+E−τf), hence a filtration
G′
•
M̂ = G′
•
H0pˇ+(κ+E
−τf) = image
[
H0
(
G
•
pˇ+(κ+E
−τf)
)
→ H0pˇ+(κ+E
−τf)
]
.
It also defines a filtration G
•
ψmodτ κ+E
−τf using the V -filtration (see loc. cit.), and as above it
defines a filtration
G′′
•
H0pˇ+(ψ
mod
τ κ+E
−τf) = image
[
H0
(
G
•
pˇ+(ψ
mod
τ κ+E
−τf)
)
→ H0pˇ+(ψ
mod
τ κ+E
−τf)
]
.
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As we have H0pˇ+(ψmodτ κ+E
−τf) = ψmodτ H
0pˇ+(κ+E−τf) = ψmodτ M̂ = ψ
mod
τ G, we get two fil-
trations on ψmodτ G: the filtration G
′′
•
ψmodτ G is the one used in [29, th. 5.3] and the filtration
G′
•
ψmodτ G which is naturally induced from G
′
•
M̂ .
Last, we denote G
•
the filtration obtained from the Brieskorn lattice G0 and G•ψ
mod
τ G the
filtration it induces naturally, related to the spectrum of the Brieskorn lattice.
We want to show that G′′
•
ψmodτ G = G•ψ
mod
τ G, in order to apply [29, th. 5.3].
Lemma 13.13. We have an inclusion G′
•
ψmodτ G ⊂ G•ψ
mod
τ G.
Proof. We can filter the complex (Ω•+n+1
X
[∗(D∪F−1(∞))]⊗CC[τ ], d−τdf) either by the filtration
counting the total pole order plus the degree in τ , and after taking the global sections on X one
obtains G′
•
M̂ , or by the filtration by the degree in τ only and one obtains the filtration of M̂
by the Mk =
∑k
j=0 τ
jM0. Clearly the inclusion is true at the level of complexes, so it remains
true at the cohomology level, hence G′
•
M̂ ⊂M
•
and G′
•
ψmodτ M̂ ⊂M•ψ
mod
τ M̂ .
On the other hand consider G = M̂ [τ−1]. Then Gk is defined as
∑
ℓ≥0 τ
−ℓ (imageMk), so the
isomorphism ψmodτ M̂ → ψ
mod
τ G sends M•ψ
mod
τ M̂ in G•ψ
mod
τ G.
Lemma 13.14. We have G′′
•
ψmodτ G ⊂ G
′
•
ψmodτ G.
Proof. We will use the following
Proposition 13.15 ([21, th. 4.8.1]). Let M be a holonomic DX[τ ]〈∂τ 〉-module and let V•M be
the Malgrange-Kashiwara filtration of M relative to τ = 0. Then for all i and all α we have a
commutative diagram:
Hipˇ+VαM −−−→ VαHipˇ+My y
Hipˇ+ grVα M = gr
V
α H
ipˇ+M
where all the maps are onto.
Then on the one hand we have
G′′
•
grVα G := image H
0G
•
pˇ+ gr
V
α (κ+E
−τf)→H0pˇ+ gr
V
α (κ+E
−τf)
and we will show below that
H0G
•
pˇ+Vα(κ+E
−τf)→H0G
•
pˇ+ gr
V
α (κ+E
−τf) is onto(13.16)
so
G′′
•
grVα G = image H
0G
•
pˇ+Vα(κ+E
−τf)→H0pˇ+ gr
V
α (κ+E
−τf).
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But on the other hand the image of H0G
•
pˇ+Vα(κ+E−τf) in H0pˇ+(κ+E−τf) is contained in
G′
•
H0pˇ+(κ+E−τf) ∩ VαH0pˇ+(κ+E−τf), hence we eventually get G′′• gr
V
α G ⊂ G
′
•
grVα G for all
α ∈ [0, 1[.
Let us show (13.16). The computation of (grVα κ+E
−τf , G
•
) made in [29, § 4] shows that
for α < 1, the isomorphism τ : grVα κ+E
−τf → grVα−1 κ+E
−τf sends G
•
onto G
•+1. From the
Hodge property the complex G
•
pˇ+ gr
V
α (κ+E
−τf) is strict for any α ∈ [0, 1], hence, using this
isomorphism, it is strict for any α < 1. In particular we get that for any α ≤ 1,
HkG
•
pˇ+ gr
V
α (κ+E
−τf) = 0 for k > 0.(13.17)
On the other hand, (13.16) would follow from the fact that H1G
•
pˇ+Vα(κ+E−τf) = 0 for
any α < 1, and using (13.17) it is enough to verify this for α ≪ 0. So let us fix p ∈ Z and
consider H1Gppˇ+Vα(κ+E
−τf). For a fixed k, we have Gk(κ+E
−τf) ∩ Vα(κ+E
−τf) = 0 for α
sufficiently small (see the definition of these filtrations in loc. cit.), so for a fixed p we have
Gppˇ+Vα(κ+E−τf) = 0 for α≪ 0.
We hence have G
•
grVα G ⊃ G
′′
•
grVα G and it is enough to prove that equality holds in order
to get the second part of the theorem. This is done as in [37, § 6] using the symmetry of the
spectrum of (G,G0) on the one hand and the Hodge symmetry and the fact that the weight
filtration is the one computed above on the other hand.
13.18. Proof of corollary 13.2. By definition, the filtration G
•
κ+E−τf satisfies Gk = 0 for
k < 0. It follows that the filtration G′′
•
ψmodτ (κ+E
−τf) considered above satisfies the same
property and that the filtration that it induces on pDRanψmodτ (κ+E
−τf) by the formula (5.2) of
[29] also. Hence G′′kψ
mod
τ G = 0 for k < 0, so by the previous theorem we have Gkψ
mod
τ G = 0 for
k < 0. This implies in particular that να+k = 0 for α ∈ [0, 1[ and k < 0, so νβ = 0 for β < 0.
Using the symmetry of the spectrum 11.1 one obtains the result.
If U = An+1, then G = M̂ and G0 = M0. Lemmas 13.13 and 13.14 also hold for φ
mod
τ M̂ and
we can conclude that να+k = 0 for α ∈ [0, 1] and k < 0, so νβ = 0 for β ≤ 0.
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