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Re´sume´
Dans ce me´moire, nous nous inte´ressons a` l’industrie des me´dias, et plus particu-
lie`rement a` l’allocation de l’espace publicitaire et au proble`me de tarification qui y
est rattache´.
Ce sujet est complexe : les chaˆınes de te´le´vision font face a` plusieurs difficulte´s
lors de la vente de leur espace publicitaire a` des agences de publicite´. D’une part, les
chaˆınes doivent savoir quels clients choisir lors de la vente de leur inventaire. D’autre
part, une tarification ade´quate de cette espace est ine´luctable si celles-ci veulent rester
compe´titives.
Pour la premie`re fois, ce proble`me typique de gestion du revenu a e´te´ aborde´ avec
la programmation biniveau, mettant en jeu un mode`le “M-Spot” dans lequel la chaˆıne
te´le´visuelle propose et vend aux clients des spots publicitaires. Cependant, le mode`le
M-Spot pre´sente deux de´fauts principaux : seules des instances de faible taille peuvent
eˆtre re´solues, et lors des re´solutions nume´riques l’allocation est souvent peu re´aliste.
Reprenant ce mode`le, nous proposons un autre programme biniveau base´ sur la
notion de patron de spot publicitaire. De meˆme que pour le proble`me de la de´coupe des
rouleaux, qui utilise des patrons pour de´couper les rouleaux de tissus, nous de´coupons
l’espace publicitaire des chaˆınes de te´le´vision a` l’aide de patrons de spots. Celles-ci
vendent alors des assortiments de spots publicitaires, plutoˆt que des spots individuels.
Nous appelons ce mode`le “M-Patron”.
Nous reprenons un algorithme de´veloppe´ pour le mode`le M-Spot, qui est fonde´ sur
la ge´ne´ration de coupes. Nous l’adaptons a` notre mode`le pour la re´solution nume´rique,
et nous de´veloppons une variante de cet algorithme, base´e sur une ge´ne´ration addition-
nelle de coupes de`s la premie`re ite´ration. Ces deux algorithmes donnent des re´sultats
satisfaisants, et permettent de programmer et tarifier de manie`re optimale une soire´e
vii
typique de diffusion de spots publicitaires a` la te´le´vision.
Mots-clefs : Publicite´, gestion du revenu, chaˆıne de te´le´vision, patron, plans cou-
pants, programmation biniveau, sac-a`-dos.
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Abstract
In this master’s thesis, we are interested in the media industry, particularly in media
broadcasting and the associated pricing problem.
TV Channels face many problems when they sell their inventory to media agencies.
On one hand, they have to choose which commercials should be aired. On the other
hand, they must determine the prices of these commercials, while staying competitive.
For the first time, this revenue management problem was solved thanks to bilevel
programming. In this model (called “M-Spot”), the TV channel offers and sells
commercial spots to clients. Even if bilevel programming is very convenient as a
paradigm for this problem, the model fails to tackle large-scale instances and proposes
unrealistic solutions.
Using this model, we present another bilevel program, based on patterns of com-
mercial spots, which we call “M-Pattern”. As in the cutting stock problem, we use
patterns to cut media inventories. This way, a pattern can be considered as a set
of commercials, and TV channels sell selection of commercial spots, whereas in the
M-Spot they sell single commercials.
We take up an algorithm developed for the M-Spot model, based on cut gener-
ation. We adapt this algorithm to our model, and introduce additional cuts in a
pre-processive step. Both algorithms allow to optimally schedule and price patterns
of commercial spots for a typical prime time on TV.
Keywords: Advertising, revenue management, bilevel programming, commercial,
pattern, knapsack, branch-and-cut.
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1Chapitre 1
INTRODUCTION
La cre´ation du premier poste de te´le´vision en 1926, suivie de la de´mocratisation
de cette invention dans les anne´es 70, a re´volutionne´ le monde de la publicite´. Au-
jourd’hui, l’impact de la publicite´ a` la te´le´vision est tre`s important puisqu’une grande
partie de la population mondiale posse`de un te´le´viseur.
Ce me´moire conside`re le proble`me du placement publicitaire dans les me´dias qui,
une fois re´solu, permettra a` une chaˆıne de te´le´vision de ge´rer son espace publicitaire.
Dans cette introduction, nous pre´sentons dans un premier temps l’industrie de la
publicite´ a` la te´le´vision. Nous exposons ensuite l’approche que nous utiliserons afin
de re´soudre le proble`me du placement me´dia.
1.1 L’industrie de la publicite´ a` la te´le´vision
Les chaˆınes de te´le´vision consacrent un quart de leur temps de diffusion a` la
publicite´, et la somme d’argent qu’elles perc¸oivent en e´change de la transmission de
spots publicitaires leur assure 90% de leur revenu. En effet, les revenus des publicite´s
diffuse´es pour la coupe du monde de soccer, ou lors de se´ries a` succe`s (Friends, How
I Met Your Mother) peuvent atteindre des sommes conside´rables. Par exemple, la
chaˆıne de te´le´vision ame´ricaine CBS a ge´ne´re´ des revenus de 243,6 millions de dollars
pour la soire´e du Superbowl qui s’est de´roule´e le 5 fe´vrier 2007, allant meˆme jusqu’a`
vendre 2,7 millions de dollars certains spots publicitaires de 30 secondes (MacMillan
et Lehman (2008)).
De ce fait, les montants engage´s dans la publicite´ sont de plus en plus importants.
2Aux E´tats-Unis, ou` les sommes d’argent investies en publicite´ a` la te´le´vision consti-
tuent 2% du PIB (Anderson et Gabszewics (2006)), les trois plus gros annonceurs
ont de´bourse´ en 2009 respectivement 269 millions (Verizon), 237 millions (AT&T) et
229 millions de dollars (Ford). Le tableau 1.1 pre´sente les sommes investies dans la
publicite´ a` la te´le´vision par les dix plus grosses cate´gories d’annonceurs sur le re´seau
national entre 2008 et 2009 aux E´tats-Unis1.
Au final, la totalite´ de ces montants est de 50 milliards de dollars pour l’anne´e
2009. Bien que ce chiffre ait quelque peu diminue´ depuis 2008 a` cause de la crise
financie`re, il tendra a` re´augmenter avec la reprise.
Compte tenu des sommes en jeu, les chaˆınes de te´le´vision ont a` cœur de ge´rer au
mieux leur espace publicitaire, et doivent alors faire face a` deux dilemmes. Premie`re-
ment, elles sont tenues d’organiser la programmation des spots publicitaires de fac¸on a`
satisfaire au mieux leurs clients. Deuxie`mement, la tarification de ces spots doit maxi-
miser leur revenu. Avant de de´crire ce me´canisme, nous de´finissons deux notions qui
seront fre´quemment employe´es dans ce me´moire : la “pause publicitaire” et le “spot
publicitaire”. Une pause publicitaire est un intervalle de temps voue´ a` la publicite´
pendant un programme (match de hockey, film) ou entre deux programmes. Un spot
publicitaire est alors un espace de temps de la pause publicitaire alloue´ a` un client. La
figure 1.1 sche´matise ces deux notions, ou` les spots publicitaires “C” (constructeurs
automobiles) et “T” (te´le´communications) sont repre´sente´s respectivement en bleu et
en rouge.
Les chaˆınes de te´le´vision mettent en vente et ne´gocient leur espace publicitaire
chaque anne´e. Aux E´tats-Unis, l’espace temps re´serve´ aux publicite´s durant la saison
a` venir est annonce´ de´but mai, a` l’occasion de la diffusion des grilles de programmes
effectives a` partir de septembre. Peu de temps apre`s l’annonce, la vente des spots pu-
1Toutes ces donne´es sont disponibles sur le site internet www.tvb.org (Television Bureau Ad-
vertising), site qui regroupe plusieurs types de donne´es concernant la publicite´ a` la te´le´vision aux
E´tats-Unis.
3Tableau 1.1 Les 10 cate´gories d’annonceurs les plus importantes en 2009 et 2008
(www.tvb.org)
Rang Cate´gorie Anne´e 2009 Anne´e 2008
$ millions $ millions
1 Automobile 1711,9 2926,2
2 Communications 1322,3 1463,1
3 Restaurant 1132,3 1291,2
4 Vendeur de voitures 539,6 804,9
5 Vendeur de mobilier 515,7 649,6
6 Assurances 495,7 616,2
7 E´coles et universite´s 446,7 481,5
8 Banques 440,6 543,8
9 Agroalimentaire 433,4 410,2
10 Services juridiques 411,3 410,9
Figure 1.1 Pauses et spots publicitaires
Ford
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Toyota
Videotron
Friends
Friends
Hockey
Spots C
Spots T
Pause 1
Pause 2
4blicitaires commence, et elle constituera 90% du temps de diffusion de publicite´ total.
Cette pe´riode dure ge´ne´ralement deux a` trois semaines, et est plus commune´ment
appele´e Up-market. Le temps de diffusion restant sera alors vendu dans le courant
de l’anne´e suivante, et ce marche´ est connu sous le nom de Scatter-market. Dans ce
me´moire, nous ne conside`rerons que l’Up-market.
Lors de l’Up-market, les agences de publicite´ ne´gocient avec les chaˆınes de te´le´vi-
sion pour leur acheter du temps de diffusion (audimat) consacre´ a` leurs clients. La
demande de contrat ainsi e´tablie inclut le prix, la cate´gorie de´mographique vise´e (par
exemple, les compagnies automobiles se concentrent principalement sur des adultes
entre 25 et 49 ans), et le nombre de personnes cible´es. La chaˆıne de te´le´vision s’emploie
a` pre´dire l’audience pour chaque cre´neau horaire de la journe´e, en se basant sur les
types d’e´missions diffuse´es et sur les donne´es historiques. Par exemple, l’audience et
la cate´gorie de´mographique ne seront pas les meˆmes un samedi matin lors des dessins
anime´s, et un dimanche soir lors d’un match de hockey. Apre`s avoir satisfait a` tous
ces parame`tres, la chaˆıne te´le´visuelle doit planifier son allocation publicitaire afin de
re´pondre aux crite`res et exigences de chacun de ses clients, tout en maximisant son
revenu.
Cependant, cette planification peut s’ave´rer complique´e a` mettre en œuvre. En
effet, plusieurs contraintes entrent en jeu : la chaˆıne doit satisfaire l’audimat requis
pour chaque client, tout en diffusant les spots publicitaires de manie`re a` ne pas in-
terfe´rer avec d’autres spots publicitaires concurrents. Il est rare de constater deux
spots relatifs a` deux constructeurs automobiles dans la meˆme pause.
A` cela viennent s’ajouter des contraintes de temps, car chaque pause publicitaire
a une dure´e bien de´termine´e. Les grilles de programmation e´tant de´finies a` l’avance,
les temps des pauses restent fixes. De plus, une compensation financie`re est assure´e
aux clients non satisfaits lorsque les spots qui leur sont vendus ne correspondent
pas exactement a` leurs attentes, ou lorsque leurs objectifs d’audience n’ont pas e´te´
5re´alise´s. Finalement, il est primordial de bien tarifier le prix des spots. Si le prix du
spot est trop bas, la chaˆıne perd de l’argent. Si le prix est trop e´leve´, le client ache`tera
alors un spot a` la concurrence.
Traditionnellement (et encore maintenant), la planification e´tait faite manuelle-
ment. Les employe´s pre´paraient un plan pre´liminaire avant le de´but des ne´gociations,
puis le re´visaient des centaines de fois avant d’aboutir au plan de´finitif. Cette taˆche
mobilisait tout le personnel de la chaˆıne pendant deux a` trois semaines, et ce des
dizaines d’heures par jour. Maintenant certaines compagnies utilisent des outils de
planification pour re´soudre cet e´pineux proble`me. NBC Universal a mis au point
un syste`me qui lui permet d’e´conomiser de´sormais 50 millions de dollars par anne´e
(Bollapragada et al. (2002)). Il est donc inte´ressant de s’inte´resser a` un syste`me per-
mettant d’allouer l’espace publicitaire tout en fixant des prix optimaux, et c’est dans
cette optique que nous avons re´dige´ ce me´moire.
1.2 Approche utilise´e
Chan (2008) ont e´te´ les premiers a` aborder le proble`me du placement publicitaire
a` l’aide de la programmation biniveau. Nous appellerons “M-Spot” leur mode`le dans
la suite de ce me´moire.
Voici un bref aperc¸u de l’architecture de ce proble`me biniveau :
Meneur (chaˆıne tv) =


Maximiser revenu
s.a` contraintes d’inventaire
e´viter les conflits
Suiveur (client) =


Minimiser couˆts
s.a` objectif d’audience
6La chaˆıne leader est le meneur dans ce proble`me, et elle veut maximiser son
profit, tout en faisant face a` des contraintes d’inventaire. D’une part, elle ne peut
pas programmer plus de spots publicitaires qu’il n’y a de temps disponible pour
chaque pause. D’autre part, la chaˆıne leader doit e´viter les conflits entre certains spots
publicitaires : elle de´sire par exemple garantir un espacement pre´de´fini entre deux
spots publicitaires de meˆme type, pour e´viter la concurrence entre les annonceurs.
Les clients sont les suiveurs dans ce mode`le. Ils minimisent leurs couˆts, tout en
atteignant leur objectif d’audience.
Cette repre´sentation biniveau pour la gestion du revenu est assez commune, et
elle peut rappeler les mode´lisations dans le transport ae´rien (Coˆte´ et al. (2007)) ou
dans la tarification des re´seaux (Marcotte et Savard (2002)).
Cependant, le mode`le M-Spot rencontre deux proble`mes majeurs. Premie`rement,
il ne parvient pas a` re´soudre des instances de grande taille. La plupart des instances
re´solues par Chan (2008) comportent cinq clients et cinq pauses publicitaires, ce qui
reste limite´ pour l’adaptation du proble`me a` l’industrie des me´dias. Deuxie`mement,
le M-Spot peut proposer des solutions irre´alistes : en effet l’ajout de contraintes
relatives a` la programmation des spots n’a pas e´te´ possible car celles-ci complexifient
conside´rablement le proble`me. Par exemple, ces contraintes pourraient forcer les spots
attribue´s a` un client a` eˆtre place´s sur des cre´neaux diffe´rents, ou espace´s d’une certaine
dure´e.
Nous proposons alors une variante du M-Spot, en rede´finissant des variables qui
correspondent a` des ensembles pre´de´termine´s de spots que l’on appelera “patrons”.
Un patron pourra alors eˆtre assimile´ a` un assortiment de spots, dont nous de´finirons
nous-meˆme l’architecture, et nous supposerons que la chaˆıne de te´le´vision vend au
client des patrons. Par exemple, un patron pourra contenir trois spots publicitaires
se trouvant sur trois pauses successives. Nous baptiserons notre mode`le “M-Patron”.
Il suffit de regarder la te´le´vision pour concevoir la notion de patron. Force est de
constater que lorsqu’on visionne certains programmes, plusieurs spots sont re´currents
7lors des pauses publicitaires. Tous les soirs a` la meˆme heure il arrive de voir la meˆme
annonce publicitaire. Certaines entreprises conc¸oivent meˆme spe´cialement des spots
pour des e´ve´nements sportifs (Jeux Olympiques par exemple), qu’elles veulent diffuser
a` chaque e´preuve sportive. Ge´ne´ralement lors de la diffusion de se´ries ou lors de matchs
de hockey, le meˆme spot publicitaire est retransmis a` toutes les pauses. Il se peut
e´galement que la meˆme publicite´ revienne plusieurs fois dans un meˆme apre`s-midi.
Cette observation nous a amene´s a` conside´rer un mode`le utilisant des patrons.
Nous nous baserons sur le mode`le biniveau de´veloppe´ par Chan (2008), et l’adap-
terons au M-Patron. En effet, les proble`mes de type biniveau offrent un paradigme
encore peu e´tudie´ dans le placement me´dia.
Ce mode`le permettra de de´terminer l’allocation optimale ainsi que la tarification
qui s’y rattache, et personne de nos jours n’a de´veloppe´ un tel mode`le mathe´matique.
Graˆce a` l’allocation simultane´e de plusieurs spots, nous espe´rons re´aliser la program-
mation de publicite´s pour une soire´e. De plus, de par leur re´gularite´, les patrons
offrent un espacement certain entre les spots publicitaires, donc les solutions pro-
pose´es par le M-Patron sont plus re´alistes que celles propose´es par le M-Spot. Nous
me`nerons e´galement une analyse de sensibilite´ pousse´e sur l’ensemble des parame`tres
du mode`le, e´tude jamais effectue´e sur le sujet.
Nous effectuerons dans le chapitre suivant une revue de litte´rature, pour situer
notre projet dans le monde de la recherche. Ensuite nous de´crirons dans le cha-
pitre 3 le mode`le mathe´matique associe´ au proble`me biniveau. Dans le chapitre 4
nous de´taillerons les algorithmes de re´solution exacte de´veloppe´s pour re´soudre le
proble`me. Par la suite nous nous pencherons dans le chapitre 5 sur la re´solution
nume´rique qui met en jeu les algorithmes de´veloppe´s, et nous me`nerons une ana-
lyse de sensibilite´ base´e sur les parame`tres du mode`le. Enfin, nous proposerons en
conclusion des ouvertures pour la poursuite du projet.
8Chapitre 2
REVUE DE LITTE´RATURE
Nous pre´sentons dans ce chapitre une revue de litte´rature afin d’exposer les in-
formations relatives au sujet de ce me´moire. Dans la premie`re section, nous nous
inte´ressons a` la gestion du revenu (connue en anglais sous le nom de revenue mana-
gement). A` la section 2.2, nous pre´sentons les applications de la gestion du revenu
en nous attardant sur les travaux re´alise´s dans l’industrie des me´dias. Finalement, la
section 2.3 porte sur la programmation mathe´matique a` deux niveaux, le paradigme
utilise´ pour mode´liser notre proble`me.
2.1 La gestion du revenu
La gestion du revenu est une strate´gie mise en place par une entreprise, dans le
but de maximiser ses revenus ou ses profits. E´tant devenu l’un des domaines de la
recherche ope´rationnelle le plus e´tudie´, la gestion du revenu s’applique aux industries
qui disposent d’une capacite´ limite´e et qui proposent des produits pe´rissables. Elle
permet aux gestionnaires de re´pondre a` des questions telles que : “quels produits
dois-je vendre ?”, “a` qui ?”, “a` quel prix ?”, “de quelle manie`re ?”. Heo et Lee (2009)
de´crivent la gestion du revenu comme une “strate´gie de tarification pour controˆler les
niveaux d’inventaires optimaux et pre´voir une demande en temps re´el”.
Son re´el essor remonte plus pre´cise´ment aux anne´es 1980, suite a` l’Acte de De´re`gle-
mentation Ae´rienne aux E´tats-Unis, comme le pre´cisent Talluri et Van Ryzin (2004).
Cette loi, signe´e en 1978, autorise les compagnies ae´riennes a` fixer elles-meˆmes les
prix de leurs services. C’est en 1985 que les premie`res compagnies ae´riennes se sont
9e´quipe´es de syste`mes de gestion du revenu afin de faire face a` cette situation nouvelle.
La cle´ de la gestion du revenu est de comprendre, anticiper et influencer le com-
portement des clients, c’est-a`-dire le secteur de la demande. Les gestionnaires utilisent
cette pratique pour prendre des de´cisions qui vont leur permettre de maximiser leurs
revenus. Talluri et Van Ryzin (2004) distinguent de ce fait trois cate´gories de de´cisions
au niveau de la gestion de la demande :
- De´cisions structurelles : Quel format de vente utiliser (ne´gociations, ventes
aux enche`res) ; comment segmenter le marche´ ; quelle politique d’achat/vente
adopter.
- De´cisions sur les prix : Comment de´terminer les prix affiche´s ; comment ta-
rifer dynamiquement ; comment appliquer des re´ductions.
- De´cisions sur les quantite´s : Doit-on accepter ou rejeter une offre d’achat ;
comment allouer la capacite´ a` diffe´rents segments ou produits.
La gestion du revenu remporta un franc succe`s aupre`s des compagnies ae´riennes.
Cette pratique a pris une telle ampleur dans le transport ae´rien, que les compagnies
n’ayant pas choisi de l’adopter ont fait faillite. En effet son utilite´ dans le secteur
ae´rien permet aux compagnies de de´terminer le prix de leurs billets d’avion ainsi
que leur allocation, tout en maximisant leurs revenus. Les billets d’avion sont des
produits pe´rissables et la capacite´ des avions est limite´e ; ainsi la de´termination du
prix des places, la segmentation du marche´ et l’allocation de la capacite´ de l’avion
jouent un roˆle pre´ponde´rant dans la ge´ne´ration des revenus par l’entreprise. Coˆte´
et al. (2007) ont notamment travaille´ sur le proble`me de l’allocation des places ainsi
que la tarification des billets d’avion.
Apre`s avoir e´te´ applique´e au transport ae´rien, la gestion du revenu a e´te´ adapte´e a`
d’autres secteurs tels que l’hoˆtellerie et la location de ve´hicules. Cet art est devenu une
strate´gie essentielle pour plusieurs industries a` capacite´ limite´e, comme le de´crivent
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Chiang et al. (2007). Dans leur article, ils expliquent les diffe´rentes techniques de
re´solution associe´es aux proble`mes de gestion du revenu, et proposent l’e´tude future
de proble`mes sous-jacents a` cette pratique.
On peut compter parmi ceux-ci l’hoˆtellerie, qui dispose d’une capacite´ limite´e et
de produits pe´rissables : la gestion du revenu s’ave`re donc utile pour savoir comment
de´terminer le prix des chambres ou les segments a` viser. Donaghy et al. (1995) e´tudient
le proble`me et donnent des pistes sur le sujet. Heo et Lee (2009) s’inte´ressent aux
parcs d’attraction, spe´cifiant l’apport de la gestion du revenu pour cette industrie.
Ils soulignent e´galement l’importance de la bonne perception du grand public de la
politique de gestion du revenu. Effectivement, si cette politique est mal perc¸ue par
les clients (sentie comme injuste, abusive), l’augmentation des revenus ne peut eˆtre
que temporaire.
Marcotte et Savard (2002), pour leur part, se sont inte´resse´s a` la tarification
des routes et des re´seaux de communication, et proposent diffe´rentes mode´lisations
et techniques de re´solution adapte´es aux proble`mes conside´re´s. Anjos et al. (2005),
eux, proposent une famille de fonctions continues de tarification pour lesquelles une
strate´gie de tarification optimale peut eˆtre imple´mente´e.
2.2 L’industrie des me´dias
Des sommes colossales sont de´pense´es par toutes les entreprises pour faire de la
publicite´, plus particulie`rement a` la te´le´vision. Avec l’ave`nement d’internet, ces deux
moyens de communication sont les plus convoite´s pour la diffusion de publicite´s. En
effet, des publicite´s apparaissent re´curremment sur chaque page internet que l’on
parcourt. Talluri et Van Ryzin (2004) de´crivent l’approche “gestion du revenu” pour
l’industrie des me´dias, et soule`vent parfaitement l’ensemble des proble`mes lie´s a` cette
industrie, dont une partie a e´te´ traite´e dans la litte´rature actuelle.
L’industrie des me´dias est tre`s e´tudie´e, et on retrouve dans la litte´rature scien-
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tifique deux approches invoquant deux sciences : l’e´conomie et la programmation
mathe´matique. Bien qu’utilisant une grande part de mathe´matiques, la premie`re
approche, plutoˆt e´conomique, cherche a` obtenir des re´sultats qualitatifs concernant
la structure du marche´ e´conomique de la publicite´. La deuxie`me approche, plutoˆt
mathe´matique, propose des mode`les de´terministes et probabilistes pour obtenir des
re´sultats quantitatifs : maximiser le revenu d’une chaˆıne de te´le´vision et/ou l’audimat,
c’est-a`-dire le nombre de personnes qui regardent les spots publicitaires.
L’approche e´conomique cherche a` mode´liser le marche´ de la publicite´ a` la te´le´vision,
et a` de´terminer les parame`tres les plus importants qui re´gissent ce marche´. Brown et
Alexander (2005) ont structure´ le marche´ de fac¸on a` faire intervenir la tarification des
spots, le nombre et le type de te´le´spectateurs, et l’allocation des licences donne´es par
la FCC. Ils sont arrive´s a` la conclusion suivante : entre 18h et 20h, une augmenta-
tion de 20% des te´le´spectateurs provoque une augmentation de 9% des revenus de la
chaˆıne de te´le´vision regarde´e. Leur mode`le a e´galement sugge´re´ qu’une concentration
plus forte de la cate´gorie des 18-34 ans pourrait faire monter le prix des spots visant
cette cate´gorie de´mographique. Manga`ni (2003) de´montre qu’une chaˆıne te´le´visuelle
peut maximiser ses revenus en diffe´renciant au minimum ses programmes, ou maxi-
miser son audimat en e´tayant la diffe´renciation des programmes. Dans ce cas pre´cis,
la diffe´renciation concerne la varie´te´ et la diversite´ des programmes propose´s.
Par ailleurs, d’autres chercheurs ont mode´lise´ le marche´ de la publicite´ a` la te´le´vi-
sion graˆce a` la the´orie des jeux. Anderson et Gabszewics (2006) de´veloppent un marche´
avec deux groupes (les te´le´spectateurs et les diffuseurs), qui interagissent via une
plateforme, la chaˆıne de te´le´vision. Les te´le´spectateurs trouvent la publicite´ nuisible, et
plus elle est pre´sente sur la chaˆıne, plus ceux-ci sont me´contents, alors qu’ils ne paient
pas un prix direct pour regarder cette chaˆıne de te´le´vision. Les annonceurs exercent
alors une “externalite´ ne´gative” sur les te´le´spectateurs. Ce paradigme est difficile a`
mode´liser, et l’e´quilibre de´termine´ par le mode`le est loin de la re´alite´, montrant alors
une non-efficience du marche´ de la publicite´. Ce mode`le a e´galement e´te´ e´tudie´ par
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Peitz et Valletti (2008) ; ces derniers comparent le contenu des programmes pour une
chaˆıne de te´le´vision gratuite et une chaˆıne de te´le´vision payante.
La programmation mathe´matique offre deux types de mode`les, dont la mode´lisa-
tion de´terministe. Cette approche traite uniquement de la vente des spots publicitaires
sur l’Up-market. NBC, premie`re chaˆıne de te´le´vision a` mettre au point un syste`me
d’optimisation du revenu, a collabore´ avec Bollapragada et al. (2002) pour de´velopper
un mode`le consacre´ a` l’allocation de l’espace publicitaire dans le but de maximiser ses
revenus. Pour cela, ils conside`rent la requeˆte d’un seul client pour lequel ils cherchent a`
de´finir l’ensemble optimal de spots publicitaires a` vendre. Cette requeˆte est e´tudie´e de
fac¸on de´taille´e ; les objectifs d’audience du client, son budget, ses pre´fe´rences de pro-
grammes et sa longueur de spot pre´fe´rentielle sont conside´re´s. Le mode`le propose´ est
un programme line´aire re´solu a` l’aide d’une me´thode tabou. Ce syste`me est un succe`s,
car il permet a` NBC de gagner 50 millions de dollars supple´mentaires chaque anne´e
depuis sa mise en service (Bollapragada et al. (2002)). Les autres mode`les propose´s
dans la litte´rature abordent le proble`me d’une autre manie`re. Les clients dressent une
liste de spots qu’ils souhaitent diffuser, et le mode`le aide les dirigeants de la chaˆıne
de te´le´vision a` de´cider dans quelle mesure elle doit accepter la demande des clients.
Kimms et Mu¨ller-Bungart (2007) ont attaque´ ce proble`me, et ont de´veloppe´ pas moins
de cinq heuristiques pour le re´soudre. Zhang (2006) s’y est inte´resse´ e´galement, et a
propose´ une re´solution en deux e´tapes pour ce meˆme proble`me d’allocation. Dans
une premie`re e´tape il se´lectionne les annonceurs pour leur assigner un show, graˆce a`
un algorithme de ge´ne´ration de colonnes. Dans une deuxie`me e´tape, il programme de
manie`re optimale les spots des annonceurs se´lectionne´s.
Le deuxie`me type de mode`le e´tudie´ graˆce a` la programmation mathe´matique est
stochastique. Cette mode´lisation prend alors en compte l’incertitude sur les spots
publicitaires et sur les re´sultats d’audience. Araman et Popescu (2007) de´veloppent
un mode`le qui tient compte de l’incertitude sur l’audimat espe´re´, tout en minimi-
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sant l’espe´rance de la perte financie`re de la chaˆıne de te´le´vision. Bollapragada et al.
(2008) ont essaye´ d’anticiper cette incertitude sur la pre´vision de l’audimat, et ont
imple´mente´ la pre´diction de la demande pour l’Up-market de NBC. Ce nouveau dis-
positif pre´voit la demande avec pre´cision, en combinant la me´thode Delphi ainsi que
des me´thodologies de pre´vision appele´es “Grass Roots”. Ce syste`me ine´dit produit
une erreur de 2,8% une semaine avant l’ouverture de l’Up-market, alors que l’erreur
oscillait d’ordinaire entre 5 et 12%.
Certains chercheurs s’emploient a` utiliser l’approche probabiliste pour maximiser
le nombre de personnes touche´es par la publicite´ a` la te´le´vision, et se placent ainsi
du point de vue de l’annonceur publicitaire. Mihiotis et Tsakiris (2004) cherchent
la meilleure combinaison de placements de spots publicitaires de fac¸on a` obtenir
le maximum d’audimat. Pe´rez-Gladish et al. (2010) s’appuient sur des recherches
psychologiques montrant que l’impact des re´pe´titions de spots sur les te´le´spectateurs
croit en fonction du logarithme des re´pe´titions de ces spots. Il de´veloppe alors un
mode`le qui aide les compagnies a` optimiser l’impact de leur campagne publicitaire
sur les chaˆınes de te´le´vision.
Chan (2008) a e´te´ le premier a` proposer un mode`le biniveau pour le proble`me
du placement publicitaire. Le grand avantage de son mode`le re´side dans le fait que
les proble`mes de tarification et d’allocation sont traite´s simultane´ment graˆce a` la
programmation biniveau. Ce me´moire s’ancre dans la continuite´ de leurs travaux.
2.3 La programmation biniveau
Utilise´e pour re´soudre certains proble`mes de gestion du revenu, la programmation
biniveau implique deux proble`mes d’optimisation ou` le domaine re´alisable du premier
niveau est implicitement de´termine´ par un autre proble`me d’optimisation. Comme le
de´finit Dempe (2002), ce sont des proble`mes hie´rarchiques, ou` l’agent concerne´ par le
premier niveau est appele´ le meneur, et l’agent au second niveau est le suiveur. On
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peut mode´liser ces proble`mes de la manie`re ge´ne´rale suivante :
max
x∈X,y
F (x, y)
s.a` G(x, y) ≤ 0
y ∈ arg min
z
{f(x, z) : g(x, z) ≤ 0}.
Nous conside´rons la forme “verticale” du proble`me, plus simple et repre´sentative
de la structure hie´rarchique du proble`me :
max
x∈X,y
F (x, y)
s.a` G(x, y) ≤ 0
min
y
f(x, y)
s.a` g(x, y) ≤ 0.
Nous pouvons classer les variables en deux cate´gories : les variables de premier
niveau (ou de niveau supe´rieur), ici x, et les variables de second niveau (ou de ni-
veau infe´rieur), ici y. De meˆme, on distingue l’objectif de premier niveau, ici F , et
l’objectif de second niveau, ici f . Les contraintes sont e´galement diffe´rencie´es : G et
g constituent respectivement les contraintes de premier et second niveaux.
Colson et al. (2005) rappellent plusieurs notions concernant les proble`mes bini-
veau. Nous allons reprendre ces notions, qui sont essentielles a` la compre´hension de
l’architecture d’un programme biniveau.
L’ensemble re´alisable du proble`me se note Ω et s’e´crit :
Ω = {(x, y) : G(x, y) ≤ 0, g(x, y) ≤ 0}
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Pour un vecteur donne´ x ∈ X, l’ensemble re´alisable du second niveau est de´fini par :
Ω(x) = {y : g(x, y) ≤ 0}
et l’ensemble de re´action du second niveau correspond a` :
R(x) = {y : y ∈ arg min{f(x, y′) : y′ ∈ Ω(x)}}
Pour x donne´, R(x) peut eˆtre vide. Finalement, on introduit une expression de l’en-
semble re´alisable du programme biniveau (e´galement appele´ re´gion induite), que l’on
note IR :
IR = {(x, y) : x ∈ X,G(x, y) ≤ 0, y ∈ R(x)}
Cet ensemble est ge´ne´ralement non convexe, et peut eˆtre non connexe, voire vide
en pre´sence de contraintes de premier niveau impliquant des contraintes de second
niveau.
Une solution optimale du programme biniveau est un point (x∗, y∗) tel que :
(x∗, y∗) ∈ IR
∀(x, y) ∈ IR F (x∗, y∗) ≥ F (x, y)
Finalement, on parlera du proble`me relaxe´ d’un proble`me biniveau lorsque l’ob-
jectif de second niveau n’est pas conside´re´. La valeur optimale du proble`me relaxe´
constitue une borne supe´rieure pour la valeur du programme biniveau. Nous pouvons
le formuler de la sorte :
max
x∈X,y
F (x, y)
s.a` G(x, y) ≤ 0
g(x, y) ≤ 0
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Au final, le programme biniveau peut eˆtre perc¸u comme un proble`me d’optimisa-
tion, dans lequel on mode´lise hie´rarchiquement les de´cisions prises par deux agents.
L’agent meneur, au premier niveau, exe´cute ses de´cisions, tout en voulant optimiser
son objectif (choix de x dans la formulation pre´ce´dente), et en tenant compte de la
re´action de l’agent suiveur au second niveau. Ce dernier prend e´galement ses de´cisions
(choix de y), en optimisant son objectif (second niveau), mais en utilisant certaines
variables de de´cisions de l’agent meneur.
Colson et al. (2005) de´crivent e´galement les principales proprie´te´s des proble`mes
biniveau, et proposent des me´thodes de re´solution. Pour des proble`mes line´aires dont
l’ensemble des contraintes est un polye`dre, la solution optimale se trouve sur un
des points extreˆmes du polye`dre, et il existe des me´thodes d’e´nume´ration de ces
points extreˆmes. Il est e´galement possible de remplacer le second niveau par les condi-
tions de KKT, lorsque le proble`me de second niveau est convexe. Le proble`me a` un
seul niveau ainsi obtenu se re´sout ge´ne´ralement graˆce a` une me´thode de se´paration
et d’e´valuation (branch-and-bound). Il existe e´galement d’autres me´thodes, telle la
me´thode de pe´nalite´s, ou la me´thode de re´gion de confiance.
Vicente et al. (1996) e´tudient la ge´ome´trie de l’ensemble re´alisable et l’existence
de solutions optimales pour les proble`mes biniveau line´aires impliquant des variables
discre`tes. Dans un premier temps, ils conside`rent le cas de figure ou` seules les variables
de premier niveau sont discre`tes, puis celui ou` les variables de premier et deuxie`me
niveau sont discre`tes, et enfin la situation ou` seules les variables de second niveau le
sont. Brotcorne et al. (2009) e´tudient un type particulier de programme biniveau a` une
seule variable, dans lequel le meneur de´termine la capacite´ d’un proble`me de sac-a`-dos
de fac¸on a` maximiser son profit, tandis que le suiveur re´sout le proble`me de sac-a`-dos
re´sultant. Les auteurs proposent un algorithme de programmation dynamique pour
re´soudre le proble`me.
Dempe (2003) pre´sente une bibliographie comple`te de 460 re´fe´rences sur la pro-
grammation biniveau, et le lecteur pourra s’y re´fe´rer pour plus d’informations sur le
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sujet.
Hansen et al. (1992) ont montre´ que la programmation biniveau est NP difficile.
De plus en plus de me´thodes heuristiques sont alors de´veloppe´es pour re´soudre ce type
de proble`mes. Gendreau et al. (1996) ont travaille´ sur une me´thode hybride combi-
nant une recherche tabou et une me´thode de descente pour approcher les solutions
optimales d’un proble`me biniveau line´aire.
Calvete et al. (2008) ont de´veloppe´ des algorithmes ge´ne´tiques pour re´soudre
des proble`mes biniveau dont l’objectif et les contraintes sont line´aires. Leur algo-
rithme combine des techniques classiques d’e´nume´ration de points extreˆmes avec une
me´thode ge´ne´tique de recherche qui associe les chromosomes aux points extreˆmes du
polye`dre. Dussault et al. (2006) ont quant a` eux mis au point une me´thode heuristique
base´e sur des points inte´rieurs et combinant plusieurs techniques de programmation
implicite.
La programmation biniveau s’ave`re inte´ressante en tarification, ou` le meneur maxi-
mise son profit et le suiveur minimise ses couˆts perc¸us. Marcotte et Savard (2002) ont
utilise´ ce concept pour mode´liser plusieurs situations de ce type. Dans le proble`me
de la tarification des autoroutes, le meneur veut maximiser son profit en taxant les
segments d’autoroutes, et le suiveur veut minimiser ses couˆts lors d’un de´placement.
Le meˆme type de sche´ma s’applique aux re´seaux de te´le´communication.
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Chapitre 3
MODE´LISATION DU
PROBLE`ME DU PLACEMENT
ME´DIA
Dans ce chapitre, nous exposons dans une premie`re section le mode`le propose´
par Chan (2008). Puis nous de´veloppons dans la section 3.2 les hypothe`ses relatives
a` notre mode`le, qui s’ave`re eˆtre une variante du mode`le de Chan (2008) : en effet
le M-Patron alloue des ensembles de spots alors que le M-Spot alloue des spots.
Ensuite nous enchaˆınons dans la section 3.3 avec la formulation mathe´matique. Nous
terminons enfin par la re´solution nume´rique d’un exemple.
3.1 Le mode`le par spots
Nous reprenons dans cette section le mode`le de Chan (2008).
3.1.1 Ge´ne´ralite´s sur le mode`le
Dans ce proble`me biniveau, le meneur (chaˆıne de te´le´vision) fixe ses tarifs et
obtient une allocation optimale qui maximise son revenu, et le suiveur (agence de
publicite´) utilise le tarif fixe´ par le meneur pour de´terminer lui aussi l’allocation
optimale qui minimise ses couˆts. Notons que la programmation exacte des spots n’est
pas de´termine´e lors de l’allocation des spots publicitaires. Notre mode`le de´termine
quel spot ira a` quelle pause publicitaire, mais l’ordre n’est pas fixe´. Cet ordre est
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laisse´ a` l’appre´ciation de la chaˆıne leader si elle veut e´viter d’e´ventuels conflits entre
les annonceurs publicitaires. Bollapragada et Garbiras (2004) s’y sont inte´resse´s si le
lecteur de´sire approfondir le sujet.
La chaˆıne de te´le´vision est leader sur le marche´ : elle estime alors les prix des
spots vendus par les autres chaˆınes concurrentes et fixe sa politique de tarification en
conse´quence. De plus, si le client ne trouve pas de spot du meneur qui lui convienne,
celui-ci peut choisir des spots propose´s par la concurrence. Ne connaissant pas l’inven-
taire de la concurrence, nous le supposons infini, et pouvant ainsi toujours re´pondre
a` la demande des clients. On introduit e´galement le concept de de´sutilite´, qui est as-
socie´e a` chaque spot publicitaire. Cette de´sutilite´, quantifie´e financie`rement, pe´nalise
les spots publicitaires selon l’attrait qu’ils de´gagent aux yeux des clients. Par exemple,
un spot publicitaire qui inte´resse beaucoup un client aura une de´sutilite´ faible, contrai-
rement a` un spot publicitaire qui inte´resse moyennement le client.
Nous de´veloppons ici un mode`le d’aide a` la de´cision. Ce mode`le fixe des prix des
spots vendus par la chaˆıne leader, et ces prix guident les clients vers la combinaison
optimale renvoye´e par le programme.
Ces ge´ne´ralite´s, qui ont e´te´ e´nonce´es en premier lieu pour le mode`le M-Spot, s’ap-
pliquent e´galement a` notre mode`le. Nous les utiliserons pour e´crire notre programme
biniveau.
3.1.2 Les notations du mode`le M-Spot
Nous rappelons ici brie`vement les notations concernant le mode`le M-Spot. Dans
ces notations, i de´signe un agent du mode`le (i = 1 pour la chaˆıne leader, i = 2 pour
la concurrence). Une cate´gorie de´mographique concerne un ensemble particulier de
te´le´spectateur, de´finie selon l’aˆge des spectateurs. Par exemple, la cate´gorie [18-25]
concernent les personnes dont l’aˆge est compris entre 18 et 25 ans. E´tant donne´ que
les annonceurs produisent des spots publicitaires pour atteindre un certain type de
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personnes (un vendeur de jouets voudra cibler la cate´gorie [7-12]), nous prenons ce
choix en compte dans le mode`le.
Les indices du mode`le sont les suivants :
s : indice des pauses publicitaires ;
d : indice des cate´gories de´mographiques ;
c : indice des clients ;
l : indice des dure´es possibles des spots publicitaires.
Nous pre´sentons ensuite les diffe´rents ensembles du mode`le :
U : ensemble des pauses de la chaˆıne leader sur l’Up-market ;
U : ensemble des pauses des chaˆınes concurrentes sur l’Up-market ;
D : ensemble des cate´gories de´mographiques ;
C : ensemble des clients ;
L : ensemble des dure´es de spot publicitaire ;
D(s) : ensemble des cate´gories de´mographiques qui constituent l’audience de la pause
s ;
d(c) : cate´gorie de´mographique qui inte´resse le client c.
Les caracte´ristiques des pauses publicitaires sont les suivantes :
t1s,l : prix d’un spot de l secondes lors de la pause publicitaire s vendu par le leader ;
t2s,l : prix d’un spot de l secondes lors de la pause publicitaire s vendu par la concur-
rence ;
ti : vecteur de prix pour l’agent i ;
as,l,d : niveau d’audimat dans la cate´gorie de´mographique d de la pause publicitaire
s pour l secondes ;
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l(s) : dure´e de la pause publicitaire s ;
I1s,l : nombre maximum de spots publicitaires de dure´e l qui peuvent eˆtre vendus lors
de la pause s propose´e par la chaˆıne leader ;
wis,l,c : de´sutilite´ financie`re du client c pour un spot publicitaire de dure´e l lors de la
pause publicitaire s vendu par i.
Les variables de de´cision au niveau infe´rieur sont :
xis,l,c : e´le´ment de {0, 1} qui indique si oui ou non un spot publicitaire de dure´e l est
vendu au client c lors de la pause s par l’agent i.
Le dernier parame`tre du mode`le est :
Ac : borne infe´rieure d’audimat pour le client c.
3.1.3 Le programme mathe´matique M-Spot
Voici le mode`le M-Spot de´veloppe´ par Chan (2008) pour mode´liser le proble`me
du placement me´dia :
22
max
t1,x1,x2
∑
c∈C
∑
l∈L
∑
s∈U1
t1s,lx
1
s,l,c (3.1)
s.a`
∑
c∈C
x1s,l,c ≤ I
1
s,l ∀s, l ∈ U
1 × L (3.2)
∑
l∈L
∑
c∈C
lx1s,l,c ≤ l(s) ∀s ∈ U
1 (3.3)
min
x1,x2
∑
c∈C
∑
l∈L
(
∑
s∈U1
(t1s,l + w
1
s,l,c)x
1
s,l,c +
∑
s∈U2
(t2s,l + w
2
s,l,c)x
2
s,l,c) (3.4)
s.a`
∑
s,l∈U1,L
d(c)∈D(s)
as,l,dx
1
s,l,c +
∑
s,l∈U2,L
d(c)∈D(s)
as,l,dx
2
s,l,c ≥ Ac ∀c ∈ C (3.5)
xis,l,c ∈ {0, 1} ∀ i, s, l ∈ {1, 2} × U
i × L ∀c ∈ C (3.6)
t1s,l ≥ 0 ∀ s, l ∈ U
1 × L (3.7)
Ce mode`le est un mode`le par spot, dans le sens ou` la chaˆıne leader vend aux
clients des spots publicitaires. La variable de de´cision xs,l,c sera e´gale a` 1 si le mode`le
alloue au client c un spot d’un prix ts,l de longueur l lors de la pause s. E´galement,
ws,l,c est la de´sutilite´ d’un spot de longueur l lors de la pause s pour un client c.
Au premier niveau, la chaˆıne leader veut maximiser son revenu par la vente des
spots publicitaires (3.1). Elle dispose de deux contraintes d’inventaires relatives aux
dure´es des pauses publicitaires (3.3) et a` la re´partition des spots sur ces pauses (3.2).
Au second niveau, les clients minimisent leurs couˆts (3.4), tout en atteignant leur
objectif d’audience (3.5). Pour plus de de´tails concernant les fonctions du mode`le
M-Spot, le lecteur consultera le me´moire de Chan (2008).
Dans la prochaine section, nous e´nonc¸ons les hypothe`ses relatives a` notre mode`le,
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et relevons les diffe´rences avec le mode`le M-Spot.
3.2 Hypothe`ses du mode`le M-Patron
En premier lieu, de´finissons clairement ce que nous entendons par patron. En
recherche ope´rationnelle, les patrons sont tre`s utilise´s pour re´soudre le proble`me de
la de´coupe des rouleaux (Cutting Stock Problem). Dans ce proble`me, l’ide´e est de
ge´ne´rer des patrons de de´coupe de fac¸on a` avoir le moins de pertes possibles. Pour
en savoir plus sur la ge´ne´ration des patrons pour ce proble`me, le lecteur pourra se
re´fe´rer aux travaux de Suliman (2001). De meˆme que les patrons sont compose´s de
de´coupes de rouleaux de diffe´rentes longueurs dans le Cutting Stock Problem, l’ide´e ici
est de de´couper l’espace publicitaire disponible, en proposant des patrons compose´s
de spots de dure´es diffe´rentes.
Nous pouvons par exemple concevoir un patron comprenant un spot d’une lon-
gueur 30 secondes, sur quatre pauses conse´cutives. La chaˆıne leader vendra alors
au client un ensemble de quatre spots de 30 secondes re´partis sur quatre pauses
conse´cutives. La chaˆıne peut e´galement proposer des combinaisons de patrons com-
prenant des spots de 30 secondes en de´but de soire´e et de patrons comprenant des
spots de 15 secondes a` la fin de soire´e. Le patron peut eˆtre ainsi vu comme un contrat
portant sur la vente de plusieurs spots publicitaires.
De plus, nous conside´rons que les patrons contiennent des spots sur une journe´e
uniquement, car le mode`le de´veloppe´ ici est un mode`le se´parable par jour. Nous
de´finissons e´galement l’architecture des patrons, et les spots n’ont pas d’ordre fixe´
dans les patrons. Par exemple, si la chaˆıne de te´le´vision propose un patron de deux
spots publicitaires sur deux pauses publicitaires, rien ne pre´cise si les spots seront
programme´s au de´but, au milieu ou a` la fin des pauses. Enfin, un client peut e´ventu-
ellement acheter plusieurs patrons.
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E´galement, l’utilisation des patrons permet a` la chaˆıne de te´le´vision d’espacer les
spots publicitaires de manie`re re´gulie`re. Effectivement, le mode`le M-Spot alloue les
spots aux clients de manie`re a` maximiser le revenu de la chaˆıne de te´le´vision. Si un
client de´sire quatre spots publicitaires pour atteindre son objectif d’audience, aucune
contrainte ne permet d’espacer les spots alloue´s. Ainsi, il peut arriver que les quatre
spots soient place´s lors de la meˆme pause. En de´finissant des patrons contenant des
spots sur chaque pause publicitaire, cela empeˆche le pre´ce´dent sce´nario de se produire.
L’introduction des patrons permet alors d’obtenir des solutions plus re´alistes.
Nous sommes preˆts de´sormais a` formuler notre proble`me avec des patrons, et nous
allons ainsi de´tailler dans une deuxie`me partie le mode`le mathe´matique associe´ au
proble`me de gestion du revenu dans l’industrie des me´dias.
3.3 Mode`le mathe´matique
3.3.1 Notations relatives au mode`le
Nous commenc¸ons par de´crire les diffe´rents indices et ensembles du mode`le.
Les indices du mode`le :
s : indice des pauses publicitaires ;
d : indice des cate´gories de´mographiques ;
c : indice des clients ;
l : indice des dure´es possibles des spots publicitaires ;
p : indice des patrons.
Les ensembles du mode`le :
P i : ensemble des patrons vendus par l’agent i sur une journe´e ;
C : ensemble des clients ;
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L : ensemble des dure´es de spot publicitaire ;
d(c) : cate´gorie de´mographique qui inte´resse le client c ;
D(s) : ensemble des cate´gories de´mographiques qui constituent l’audience de la pause
s ;
U : ensemble des pauses de la chaˆıne leader re´parties sur une journe´e ;
U : ensemble des pauses de la concurrence re´parties sur une journe´e ;
D : ensemble des cate´gories de´mographiques.
L’indice i se re´fe`re soit a` la chaˆıne leader (i = 1), soit aux autres chaˆınes concur-
rentes (i = 2), que l’on conside`re comme une seule entite´.
De´finissons de´sormais les parame`tres du mode`le.
Les parame`tres du mode`le :
t2p : prix du patron p vendu par la concurrence ;
αl : dure´e d’un spot publicitaire de longueur l ;
l(s) : dure´e de la pause s ;
δis,l,p : coefficient binaire de {0, 1} qui indique si le patron p propose´ par i contient
un spot de longueur l lors la pause s ;
I1s,l : nombre maximum de spots publicitaires de dure´e l qui peuvent eˆtre vendus lors
de la pause s propose´e par la chaˆıne leader ;
ais,l,d : niveau d’audimat dans la cate´gorie de´mographique d de la pause publicitaire
s propose´e par i, pour l secondes ;
Ac : borne infe´rieure d’audimat pour le client c ;
wic,p : de´sutilite´ pour un patron p vendu au client c par l’agent i ;
La longueur de spot l est un indice, ainsi a-t-on l = 1, 2, .... On introduit alors la
dure´e d’un spot publicitaire αl, qui sera e´gale a` 15 secondes si l = 1 par exemple. La
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de´sutilite´ permet de quantifier financie`rement l’aversion qu’a un client pour certains
patrons : ce facteur permet ainsi de pe´naliser les patrons. Prenons deux patrons p1
et p2. Le patron p1 contient 5 spots en de´but de soire´e. Le patron p2 contient 5 spots
re´partis sur toute la soire´e. Un client β pre´fe`re faire de la publicite´ concentre´e, de fac¸on
a` marquer les esprits. L’aversion pour le patron p2 sera alors plus importante que celle
pour le patron p1, car ce dernier couvre toute la soire´e, ce qui ne rentre par force´ment
dans les plans du client. On pourra alors par exemple quantifier financie`rement les
de´sutilite´s de p1 et de p2 comme e´tant e´gales respectivement a` un et dix dollars.
Nous introduisons enfin les variables du mode`le :
Les variables :
yic,p : variable binaire de {0, 1} qui indique si un patron p est choisi par le client c ;
t1p : prix du patron p vendu par la chaˆıne leader.
3.3.2 Les fonctions et les contraintes du mode`le
Nous pouvons de´sormais e´crire les fonctions du mode`le re´gissant les objectifs et
contraintes de premier et deuxie`me niveaux.
Les objectifs et contraintes :
La chaˆıne leader maximise l’ensemble de ses revenus, soit la somme des prix de
ses patrons achete´s par les clients. Cela se traduit par la fonction suivante :
max
t1,y1,y2
∑
c∈C
∑
p∈P 1
t1p · y
1
c,p
La chaˆıne leader est contrainte par son inventaire. La premie`re contrainte d’in-
ventaire caracte´rise la longueur des pauses publicitaires ; la somme des longueurs αl
de spots vendus lors d’une pause s ne peut de´passer la longueur l(s) de cette meˆme
pause :
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∑
c∈C
∑
p∈P 1
∑
l∈L
αl · δ
1
s,l,p · y
1
c,p ≤ l(s) ∀s ∈ U
1
De plus, on mode´lise le fait que lors de certaines pauses s, on ne veut pas qu’il y
ait plus de I1s,l spots de meˆme longueur l :
∑
p∈P 1
∑
c∈C
δ1s,l,p · y
1
c,p ≤ I
1
s,l ∀s, l ∈ U
1 × L
Au second niveau, les clients veulent minimiser les couˆts occasionne´s par l’achat
des patrons soit a` la chaˆıne leader, ou soit a` la concurrence. Nous incluons les
de´sutilite´s, ce qui donne comme fonction objectif :
min
y1,y2
∑
c∈C
(
∑
p∈P 1
(t1p + w
1
c,p) · y
1
c,p +
∑
p∈P 2
(t2p + w
2
c,p) · y
2
c,p)
A` cela vient s’ajouter la contrainte d’audimat pour chaque client c, qui souhaite
rejoindre minimalement un nombre de personnes Ac :
∑
l∈L
(
∑
s∈U1
d(c)∈D(s)
p∈P 1
a1s,l,d · δ
1
s,l,p · y
1
c,p +
∑
s∈U2
d(c)∈D(s)
p∈P 2
a2s,l,d · δ
2
s,l,p · y
2
c,p) ≥ Ac ∀c ∈ C
Les variables yic,p sont binaires dans l’ensemble du mode`le. Le prix t
1
p des patrons
vendus par la chaˆıne leader est positif.
y1c,p ∈ {0, 1} ∀c, p ∈ C × P
1
y2c,p ∈ {0, 1} ∀c, p ∈ C × P
2
t1p ≥ 0 ∀p ∈ P
1
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3.3.3 Le mode`le mathe´matique
Nous obtenons alors le proble`me biniveau suivant :
max
t1,y1,y2
∑
c∈C
∑
p∈P 1
t1p · y
1
c,p
s.a`
∑
p∈P 1
∑
c∈C
δ1s,l,p · y
1
c,p ≤ I
1
s,l ∀s, l ∈ U
1 × L
∑
c∈C
∑
p∈P 1
∑
l∈L
αl · δ
1
s,l,p · y
1
c,p ≤ l(s) ∀s ∈ U
1
min
y1,y2
∑
c∈C
(
∑
p∈P 1
(t1p + w
1
c,p) · y
1
c,p +
∑
p∈P 2
(t2p + w
2
c,p) · y
2
c,p)
s.a`
∑
l∈L
(
∑
s∈U1
d(c)∈D(s)
p∈P 1
a1s,l,d · δ
1
s,l,p · y
1
c,p +
∑
s∈U2
d(c)∈D(s)
p∈P 2
a2s,l,d · δ
2
s,l,p · y
2
c,p) ≥ Ac ∀c ∈ C
yic,p ∈ {0, 1} ∀c, p ∈ C × P
i ∀i ∈ {1, 2}
t1p ≥ 0 ∀p ∈ P
1
Ce mode`le constitue une ge´ne´ralisation du M-Spot.
3.4 Un exemple
Nous allons maintenant illustrer le mode`le par un exemple. Avant cela, nous
rappelons la notion d’Ensemble Minimal, qui sera essentielle a` la compre´hension de
l’exemple. Introduite par Chan (2008), cette notion permet de limiter le nombre de
patrons conside´re´s.
29
3.4.1 Ensemble Minimal
L’ensemble minimal pour un client c qualifie un ensemble de spots qui satisfait
l’audimat d’un client c. De`s que l’on retire un spot de cet ensemble, la contrainte
d’audimat relative au client en question est viole´e, ce qui explique le qualificatif
minimal.
Cette notion est pertinente pour notre mode`le : en effet la contrainte d’audience
est exactement la meˆme que celle du M-Spot, a` la diffe´rence que l’on vend au client un
ensemble de spots. L’ensemble minimal pourra alors contenir des patrons a` la place
des spots.
Voici la de´finition mathe´matique de l’ensemble minimal :
De´finition 1 Soit c ∈ C. Soit E un sous-ensemble de P 1 ∪ P 2. E est un ensemble
minimal pour c si et seulement si :
∀F ⊂ E
∑
p∈F∩P 1
∑
(s,l)∈(U1×L)
δ1s,l,p.a
1
s,l,d +
∑
p∈F∩P 2
∑
(s,l)∈(U2×L)
δ2s,l,p.a
2
s,l,d < Ac
∑
p∈E∩P 1
∑
(s,l)∈(U1×L)
δ1s,l,p.a
1
s,l,d +
∑
p∈E∩P 2
∑
(s,l)∈(U2×L)
δ2s,l,p.a
2
s,l,d ≥ Ac
De´finition 2 Soit c ∈ C. On note Em(c) l’ensemble des ensembles minimaux pour
c.
Nous pouvons alors retenir les meˆmes conclusions que celles du mode`le M-Spot :
Proprie´te´ 1 Soit (y1opt, y
2
opt) une solution optimale du proble`me de second niveau.
Soit c ∈ C. Alors {p ∈ (P 1 ∪ P 2) / yic,p = 1} est un e´le´ment de Em(c).
De´finition 3 Soient t ∈ (R+)n, c ∈ C, E ∈ Em(c). On dit que E est optimal pour
c relativement a` t si et seulement si il existe une solution optimale (y1opt, y
2
opt) du
proble`me de second niveau, de´finie par t, telle que E = {p ∈ (P 1∪P 2) / yic,p = 1}.
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3.4.2 L’exemple
Conside´rons un proble`me avec :
C : 2 clients, voulant respectivement un audimat de 80 et 60 ;
D : 1 une cate´gorie de´mographique ;
L : 2 longueurs de spot publicitaire, α1 = 10sec et α2 = 20sec ;
U1 : 2 pauses publicitaires pour le leader, respectivement d’une longueur de 30 et
20 secondes ;
U2 : 2 pauses publicitaires pour la concurrence ;
P 1 : 2 patrons propose´s par le leader ;
P 2 : 2 patrons propose´s par la concurrence ;
I1s,l : I
1
1,1 = 1, I
1
1,2 = 1 et I
1
2,1 = 2.
La chaˆıne leader propose donc deux patrons : le patron 1 comprend deux spots de
10 secondes lors des pauses 1 et 2, et le patron 2 comprend un spot de 20 secondes
lors de la pause 1 et un spot de 10 secondes lors de la pause 2. La figure 3.1 repre´sente
de manie`re sche´matique l’exemple e´nonce´. Le tableau 3.1 donne d’autres parame`tres
associe´s aux patrons, a` savoir l’audience des spots publicitaires et la de´sutilite´.
La concurrence propose quant a` elle un patron contenant deux spots de 10 secondes
lors des pauses 1 et 2, et un patron contenant deux spots de 20 secondes lors des pauses
1 et 2. Ces pauses ne sont pas les meˆmes que celles propose´es par la chaˆıne leader.
Les autres informations relatives a` ces patrons (audience des spots, de´sutilite´s, prix)
sont donne´es dans les tableaux 3.2.
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Tableau 3.1 Audiences et de´sutilite´s pour le leader
pause 1 pause 2
longueur 1 a11,1,1 = 30 a
1
1,2,1 = 20
longueur 2 a12,1,1 = 40
client 1 client 2
patron 1 w11,1 = 5 w
1
1,2 = 10
patron 2 w12,1 = 0 w
1
2,2 = 5
Tableau 3.2 Audiences, de´sutilite´s et prix des patrons de la concurrence
pause 1 pause 2
longueur 1 a21,1,1 = 30 a
2
1,2,1 = 10
longueur 2 a22,1,1 = 25 a
2
2,2,1 = 20
client 1 client 2
patron 1 w21,1 = 15 w
2
1,2 = 5
patron 2 w22,1 = 10 w
2
2,2 = 5
patron 2 patron 1
prix t21 = 20 t
2
2 = 25
Figure 3.1 Sche´ma de l’exemple : architecture des patrons
10 sec
20 sec
10 sec
10 sec
E´mission
E´mission
E´mission
Patron 1
Patron 2
Pause 1
l(1)=30 sec
Pause 2
l(2)=20 sec
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Le mode`le se re´e´crit ainsi :
max
t1,y1,y2
t11 · (y
1
1,1 + y
1
2,1) + t
1
2 · (y
1
1,2 + y
1
2,2)
s.a` 10 · (y11,1 + y
1
2,1) + 20 · (y
1
1,2 + y
1
2,2) ≤ 30
10 · (y11,1 + y
1
2,1) + 10 · (y
1
1,2 + y
1
2,2) ≤ 20
y11,1 + y
1
2,1 ≤ 1
y11,2 + y
1
2,2 ≤ 1
y11,1 + y
1
2,1 + y
1
1,2 + y
1
2,2 ≤ 2
min
y1,y2
(t11 + 5) · y
1
1,1 + (t
1
1 + 10) · y
1
1,2 + t
1
2 · y
1
1,2 + (t
1
2 + 5) · y
1
2,2+
35y21,1 + 25y
2
2,1 + 35y
2
1,2 + 30y
2
2,2
s.a` 50y11,1 + 60y
1
1,2 + 40y
2
1,1 + 45y
2
1,2 ≥ 80
50y12,1 + 60y
1
2,2 + 40y
2
2,1 + 45y
2
2,2 ≥ 60
y11,1, y
1
1,2, y
1
2,1, y
1
2,2, y
2
1,1, y
2
1,2, y
2
2,1, y
2
2,2 ∈ {0, 1}
t11, t
1
2 ≥ 0
Nous de´terminons dans un premier temps les ensembles minimaux pour le client 1,
Em(1), et ceux pour le client 2, Em(2) (nous les calculons a` la main). Nous employons
la notation (i, c, p) lorsqu’un patron p est attribue´ au client c par i. Nous obtenons
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alors :
Em(1) = {{(1,1,1),(1,1,2)} ;{(1,1,1),(2,1,1)} ;{(1,1,1),(2,1,2)}
{(1,1,2),(2,1,1)} ;{(1,1,2),(2,1,2)} ;{(2,1,1),(2,1,2)}}
Em(2) = {{(1,2,1),(2,2,1)} ;{(1,2,1) ;(2,2,2)},{(1,2,2)} ;{(2,2,1),(2,2,2)}}
A` chaque ensemble minimal on associe un prix, fonction de (t11,t
1
2). Le tableau 3.3
re´sume les prix affecte´s aux ensembles minimaux.
Pour chaque client, l’ensemble optimal de patrons attribue´s est un ensemble mi-
nimal. Un ensemble minimal est optimal pour chaque client c si son couˆt est le
plus petit possible, soit le plus petit parmi les autres ensembles minimaux. Par
exemple, conside´rons le client 1. Pour l’ensemble minimal suivant {(1,1,1) ;(2,1,1)},
les e´quations suivantes doivent eˆtre respecte´es :
t11 + 40 ≤ t
1
2 + 35 i.e t
1
2 − t
1
1 ≥ 5
t11 + 40 ≤ 70 i.e t
1
1 ≤ 30
L’ensemble de ces contraintes forme alors un syste`me line´aire sur t11 et sur t
1
2,
qui assurera l’optimalite´ pour l’ensemble minimal du client 1. Ce raisonnement doit
eˆtre applique´ a` tous les ensembles minimaux des clients 1 et 2. Nous obtenons ainsi
Tableau 3.3 Les ensembles minimaux et leurs prix
Client 1 Client 2
{(1,1,1) ;(2,1,1)} t11 +40 {(1,2,1) ;(2,2,1)} t
1
1 +35
{(1,1,1) ;(2,1,2)} t11 +40 {(1,2,1) ;(2,2,2)} t
1
1 +40
{(1,1,2) ;(2,1,1)} t12 +35 {(1,2,2)} t
1
2 +40
{(1,1,2) ;(1,2,2)} t12 +35 {(2,2,1) ;(2,2,2)} 55
{(2,1,1) ;(2,1,2)} 70
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un ensemble de polye`dres illustre´s a` la figure 3.2. Les traits noirs repre´sentent les
contraintes relatives au client 1, et les traits rouges celles relatives au client 2.
Chaque polye`dre ainsi de´fini forme un programme line´aire dont les contraintes de
premier niveau doivent eˆtre ve´rifie´es. On re´sout alors ce sous-proble`me sur chacun
de ces polye`dres, et nous obtenons une solution optimale pour chaque polye`dre. La
solution optimale du proble`me est la plus grande de toutes les solutions optimales de
chaque sous-proble`me, et elle est e´gale a` 80 dans cet exemple, pour t11 = 30 et t
1
2 = 50.
La figure 3.2 ressemble fortement a` celle de l’exemple traite´ par Chan (2008) (voir
figure A.1 en Annexe A) et les polye`dres ont la meˆme physionomie. Ayant repris
la meˆme structure a` deux niveaux que ceux-ci, le mode`le M-Patron semble alors
fortement ressembler au mode`le M-Spot : nous avons alors adopte´ le meˆme cadre
algorithmique.
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Figure 3.2 Ensemble des polye`dres d’optimalite´ pour le M-Patron
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Chapitre 4
ALGORITHMES DE
RE´SOLUTION
Ce chapitre est consacre´ a` l’e´laboration de plusieurs me´thodes de re´solution. Nous
partons de l’algorithme de´veloppe´ par Chan (2008), et nous proposons deux nouveaux
algorithmes.
4.1 Algorithme initial
Dans cette section, nous reprenons l’algorithme de´veloppe´ par Chan (2008) pour
re´soudre le mode`le M-Spot. Nous adaptons cet algorithme au mode`le M-Patron, et
nous en de´crivons les grandes lignes.
4.1.1 Cadre de l’algorithme
La premie`re e´tape de l’algorithme consiste a` relaxer le proble`me, en e´liminant
l’objectif du suiveur. La solution de ce proble`me nous retourne une allocation par
client qui maximise le revenu de la chaˆıne leader. Dans une deuxie`me e´tape, nous
utilisons les prix optimaux fixe´s par le proble`me relaxe´ pour re´soudre le sous-proble`me
du suiveur. Ce proble`me de sac-a`-dos renvoie une allocation optimale par client qui
minimise leurs couˆts perc¸us. Ensuite nous comparons les couˆts perc¸us renvoye´s par
les e´tapes une et deux et ce, pour chaque client. Si les couˆts renvoye´s par le proble`me
de second niveau sont plus grands ou e´gaux que ceux renvoye´s par le proble`me relaxe´
(pour tous les clients), alors on a trouve´ des prix optimaux qui satisfont les deux
37
agents. Si ce n’est pas la cas, on ajoute des coupes progressivement a` chaque ite´ration.
Le vecteur de prix et le couˆt perc¸u pour un client c (renvoye´s par le proble`me
relaxe´) sont de´finis respectivement par t∗ et R∗R,c. Le couˆt perc¸u pour un client c
renvoye´ par le proble`me de sac-a`-dos est caracte´rise´ par R∗K,c. En re´sume´, voici la
proce´dure de re´solution :
E´tape 1 : On re´sout le proble`me relaxe´ (t∗, R∗R,c).
E´tape 2 : On re´sout le proble`me de second niveau avec t∗ (R∗K,c).
E´tape 3 : On compare R∗R,c et R
∗
K,c pour chaque client c.
Des coupes sont ajoute´es si R∗K,c < R
∗
R,c et on retourne a` l’e´tape 1.
E´tape 4 : Lorsque R∗R,c ≤ R
∗
K,c pour tous les clients, Arreˆt.
4.1.2 Le proble`me relaxe´ initial
Nous nous inte´ressons au proble`me relaxe´ dans cette sous-section. Nous enlevons
la fonction de minimisation des couˆts perc¸us des clients et ajoutons une e´tape d’ini-
tialisation.
Nous calculons en premier lieu Rc, qui est le couˆt perc¸u minimum pour un client
c s’il ne choisissait que des patrons de la concurrence. Il suffit pour cela de re´soudre
un proble`me de sac-a`-dos se´parable par client, de la forme :
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min
y2
∑
c∈C
∑
p∈P 2
(t2c,p + w
2
c,p) · y
2
c,p
s.a`
∑
s,l∈U2,L
p∈P 2
∑
d(c)∈D(s)
a2s,l,d · δ
2
s,l,p · y
2
c,p ≥ Ac ∀c ∈ C
y2c,p ∈ {0, 1} ∀c, p ∈ C × P
2
L’allocation optimale par client renvoye´e par ce proble`me a donc pour valeur Rc.
Nous ajoutons alors la contrainte suivante au proble`me relaxe´ :
∑
p∈P 1
(t1p + w
1
c,p)y
1
c,p +
∑
p∈P 2
(t2p + w
2
c,p)y
2
c,p ≤ Rc ∀c ∈ C
Cette contrainte empeˆche que la meilleure combinaison forme´e des patrons du
leader et de la concurrence soit plus e´leve´e que la meilleure combinaison des patrons
de la concurrence et ce, par client. En effet le client n’ache`tera jamais a` la chaˆıne
leader un assortiment de patrons ayant un prix plus e´leve´ qu’un autre assortiment de
patrons propose´ par la concurrence.
Une deuxie`me difficulte´ subsiste pour re´soudre ce proble`me relaxe´. En effet le
revenu du leader (objectif a` maximiser) est biline´aire. A` l’aide de techniques utilise´es
par Marcotte et Savard (2002), nous pouvons line´ariser l’objectif en posant :
T 1c,p = t
1
py
1
c,p ∀c, p ∈ C × P
1
Ensuite nous posons les deux e´quations suivantes pour pouvoir re´cupe´rer le prix
t1p d’un patron p.
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−Mc,p(1− y
1
c,p) ≤ T
1
c,p − t
1
p ≤ Mc,p(1− y
1
c,p) ∀c, p ∈ C × P
1
−Mc,p · y
1
c,p ≤ T
1
c,p ≤ Mc,p · y
1
c,p ∀c, p ∈ C × P
1
Proprie´te´ 2 Mc,p = maxc∈C{Rc} − wc,p, et constitue une borne supe´rieure sur T
1
c,p.
Nous savons que le couˆt perc¸u pour un client c ne peut exce´der maxc∈C{Rc} : nous
prenons le max ici car le prix des patrons est le meˆme pour l’ensemble des clients.
Nous obtenons alors l’e´quation suivante :
∑
p∈P 1
(T 1c,p + w
1
c,p · y
1
c,p) +
∑
p∈P 2
(t2p + w
2
c,p)y
2
c,p ≤ max
c∈C
{Rc} ∀c ∈ C
d’ou`,
T 1c,p ≤
∑
p∈P 1
T 1c,p ≤ max
c∈C
{Rc} −
∑
p∈P 1
w1c,py
1
c,p −
∑
p∈P 2
(t2p + w
2
c,p)y
2
c,p ∀c, p ∈ C × P
1
et donc on a :
T 1c,p ≤ maxc∈C{Rc} − w
1
c,p = Mc,p
Nous conside´rons alors le proble`me relaxe´ initial suivant :
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Proble`me relaxe´ initial
max
t1,y1,y2,T 1
∑
c∈C
∑
p∈P 1
T 1c,p
s.a`
∑
c∈C
∑
p∈P 1
∑
l∈L
αl · δ
1
s,l,p · y
1
c,p ≤ l(s) ∀s ∈ U
1
∑
c∈C
∑
p∈P 1
δ1s,l,p · y
1
c,p ≤ I
1
s,l ∀s, l ∈ U
1 × L
∑
p∈P 1
(T 1c,p + w
1
c,p · y
1
c,p) +
∑
p∈P 2
(t2p + w
2
c,p) · y
2
c,p ≤ Rc ∀c ∈ C
∑
s,l∈U1,L
p∈P 1
d(c)∈D(s)
a1s,l,d · δ
1
s,l,p · y
1
c,p +
∑
s,l∈U2,L
p∈P 2
d(c)∈D(s)
a2s,l,d · δ
2
s,l,p · y
2
c,p ≥ Ac ∀c ∈ C
−Mc,p · (1− y
1
c,p) ≤ T
1
c,p − t
1
p ≤ Mc,p · (1− y
1
c,p) ∀c, p ∈ C × P
1
−Mc,p · y
1
c,p ≤ T
1
c,p ≤ Mc,p · y
1
c,p ∀c, p ∈ C × P
1
yic,p ∈ {0, 1} ∀i, c, p ∈ {1, 2} × C × P
1
T 1c,p ≥ 0 ∀c, p ∈ C × P
1
t1p ≥ 0 ∀p ∈ P
1
Ce proble`me relaxe´ est un programme line´aire mixte en nombre entier (MIP). Une
fois re´solu, il nous retourne les prix t∗p des patrons p, ainsi qu’une allocation optimale
(y1,∗, y2,∗).
4.1.3 Le proble`me relaxe´ modifie´ et la ge´ne´ration des coupes
Nous avons de´crit pre´ce´demment l’e´tape 1. Nous allons ici de´crire les e´tapes 2 et 3
car l’e´tape 2 est tre`s lie´e a` l’e´tape 3. A` l’e´tape 2 (ite´ration i) nous utilisons les prix t∗p
des patrons p renvoye´s par le proble`me relaxe´ pour re´soudre le proble`me de sac-a`-dos
qui minimise les couˆts perc¸us des clients. Ce proble`me est le suivant :
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min
y1,y2
∑
c∈C
(
∑
p∈P 1
(t∗p + w
1
c,p) · y
1
c,p +
∑
p∈P 2
(t2p + w
2
c,p) · y
2
c,p)
s.a`
∑
s,l∈U1,L
p∈P 1
d(c)∈D(s)
a1s,l,d · δ
1
s,l,p · y
1
c,p +
∑
s,l∈U2,L
p∈P 2
d(c)∈D(s)
a2s,l,d · δ
2
s,l,p · y
2
c,p ≥ Ac ∀c ∈ C
yic,p ∈ {0, 1} ∀c, p ∈ C × P
i ∀i ∈ {1, 2}
Ce proble`me de sac-a`-dos est tre`s facile a` re´soudre, et donne une solution optimale
y1,inf (i), y2,inf (i). Pour ge´ne´rer les coupes que l’on va ajouter au proble`me relaxe´
initial, nous comparons les couˆts retourne´s par le proble`me relaxe´ et le proble`me
de second niveau, pour chaque client. Nous ve´rifions alors que, pour tout client c,
(t∗ + w1c ) · y
1,∗ + (t2,∗ + w2c ) · y
2,∗ est infe´rieur ou e´gal a` la valeur optimale de l’objectif
du proble`me de second niveau, soit (t∗ + w1c ) · y
1,inf (i) + (t2,∗ + w2c ) · y
2,inf (i).
Dans le cas contraire, nous ajoutons des coupes pour chaque client c ∈ C(i), ou`
C(i) caracte´rise les clients dont la valeur de l’objectif retourne´e par le proble`me de
second niveau est strictement plus petite que la solution optimale retourne´e par le
proble`me relaxe´, et ce, a` l’ite´ration i. On ajoute la coupe suivante relative a` chaque
client c ∈ C(i) :
∑
p∈P 1
(T 1c,p + w
1
c,p · y
1
c,p) +
∑
p∈P 2
(t2p + w
2
c,p) · y
2
c,p ≤
∑
p∈P 1
(t1c,p + w
1
c,p) · y
1,inf
c,p (i) +
∑
p∈P 2
(t2p + w
2
c,p) · y
2,inf
c,p (i) ∀c ∈ C(i)
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Nous appellerons de´sormais “proble`me relaxe´ modifie´” le proble`me relaxe´ initial
auquel on ajoute des coupes a` chaque ite´ration.
Re´sumons les diffe´rentes e´tapes de l’algorithme :
Algorithme de ge´ne´ration de coupes - A0
Phase 0 : Initialisation
– On re´sout pour chaque client le proble`me de sac-a`-dos nous donnant le meilleur
prix propose´ par la concurrence. On obtient alors Rc et on ajoute pour chaque
client la contrainte de prix au proble`me relaxe´ initial.
– i = 0
Phase 1 : On re´sout le proble`me relaxe´ (MIP). On obtient t∗, y1,∗ et y2,∗.
Phase 2 :
– On re´sout le proble`me de second niveau avec t∗.
– On obtient y1,infc,p (i) et y
2,inf
c,p (i).
– Pour chaque client c, on ve´rifie que le prix paye´ est le meˆme dans le proble`me
relaxe´ et le proble`me de second niveau.
– Si c’est le cas pour chaque client, alors (t∗, y1,∗, y2,∗) est une solution optimale.
L’algorithme se termine.
– Sinon on passe a` la phase 3.
Phase 3 : Ge´ne´ration des coupes
– Pour chaque client c ne ve´rifiant pas l’e´galite´ e´nonce´e a` la phase 2, on introduit
la coupe :
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∑
p∈P 1
(T 1c,p + w
1
c,p · y
1
c,p) +
∑
p∈P 2
(t2p + w
2
c,p) · y
2
c,p ≤
∑
p∈P 1
(t1c,p + w
1
c,p) · y
1,inf
c,p (i) +
∑
p∈P 2
(t2p + w
2
c,p) · y
2,inf
c,p (i) ∀c ∈ C(i)
– i = i + 1
– On retourne ensuite a` la phase 1.
Il se peut que le couple (y1,inf (i), y2,inf (i)) ne ve´rifie pas les contraintes de premier
niveau. Cependant on utilise uniquement ces valeurs pour la ge´ne´ration les coupes
relatives a` (t∗, y1,∗, y2,∗). Ces vecteurs ve´rifient l’ensemble des contraintes de premier
et deuxie`me niveaux, puis nous nous assurons qu’ils sont bien solutions optimales du
proble`me de second niveau.
4.2 Ge´ne´ration initiale de coupes
Apre`s avoir effectue´ quelques tests pre´liminaires sur l’algorithme pre´ce´dent, nous
avons re´alise´ qu’a` la premie`re ite´ration, la plupart des patrons ont des prix nuls
et seuls les patrons choisis par l’algorithme ont des prix strictement positifs (voir
section 5.2.3). Ces prix, nuls au de´part, augmentent au fur et a` mesure de la re´solution,
car a` chaque ite´ration nous ajoutons des coupes sur les prix des patrons.
Nous avons ge´ne´re´ des coupes initiales additionnelles afin de pallier a` ce proble`me.
Nous conside´rons en premier lieu le proble`me de second niveau, et le re´solvons pour
chaque patron et pour chaque client, tout en forc¸ant chaque patron a` faire partie de
l’allocation optimale pour chaque client. Nous appelons pc le patron p introduit de
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force dans l’allocation optimale d’un client c.
∀(c, pc) ∈ C × P
1 on re´sout :
min
y2
∑
p∈P 2
(t2c,p + w
2
c,p) · y
2
c,p
s.a`
∑
s,l∈U1,L
D(c)∈D(s)
a1s,l,d · δ
1
s,l,pc
· y1c,pc +
∑
s,l∈U2,L
p∈P 2
D(c)∈D(s)
a2s,l,d · δ
2
s,l,p · y
2
c,p ≥ Ac
y1c,pc = 1
Ce proble`me nous retourne l’allocation optimale (y1c,pc , y
2,∗
c,p ). On introduit une
coupe relative a` chaque patron et a` chaque client a` l’aide de l’allocation optimale :
∑
p∈P 1
(T 1c,p + w
1
c,p · y
1
c,p) +
∑
p∈P 2
(t2p + w
2
c,p) · y
2
c,p ≤
∑
p∈P 1
(t1c,p + w
1
c,p) · y
1
c,pc
+
∑
p∈P 2
(t2p + w
2
c,p) · y
2,∗
c,p ∀c, pc ∈ C × P
1
Soit, pour re´sumer :
Algorithme de ge´ne´ration de coupes initiales - A1
Phase 0 : Initialisation
– On re´sout pour chaque client le proble`me de sac-a`-dos nous donnant le meilleur
prix propose´ par la concurrence. On obtient alors Rc et on ajoute pour chaque
client la contrainte de prix au proble`me relaxe´.
– i = 0
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Phase 0bis : Ge´ne´ration additionnelle de coupes
∀(c, pc) ∈ C × P
1 :
– On re´sout le proble`me de second niveau en forc¸ant chaque patron du leader, et
ce pour chaque client, a` faire partie de la solution optimale (y1c,pc = 1).
– Ce proble`me nous donne une solution optimale y1c,pc , y
2,∗
c,p .
– On introduit une coupe relative a` ce client et au patron du leader :
∑
p∈P 1
(T 1c,p + w
1
c,p · y
1
c,p) +
∑
p∈P 2
(t2p + w
2
c,p) · y
2
c,p ≤
∑
p∈P 1
(t1c,p + w
1
c,p) · y
1
c,pc
+
∑
p∈P 2
(t2p + w
2
c,p) · y
2,∗
c,p ∀c ∈ C
Phase 1 : On re´sout le proble`le relaxe´ (MIP). On obtient t∗, y1,∗, y2,∗.
Phase 2 :
– On re´sout le proble`me de second niveau avec t∗.
– On obtient y1,infc,p (i) et y
2,inf
c,p (i).
– Pour chaque client c, on ve´rifie que le prix paye´ est le meˆme dans le proble`me
relaxe´ et le proble`me de second niveau.
– Si c’est le cas pour chaque client, alors (t∗, y1,∗, y2,∗) est une solution optimale.
L’algorithme se termine.
– Sinon on passe a` la phase 3.
Phase 3 : Ge´ne´ration des coupes
– Pour chaque client c ne ve´rifiant pas l’e´galite´ e´nonce´e a` la phase 2, on introduit
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la coupe :
∑
p∈P 1
T 1c,p + w
1
c,p · y
1
c,p +
∑
p∈P 2
(t2p + w
2
c,p) · y
2
c,p ≤
∑
p∈P 1
(t1c,p + w
1
c,p) · y
1,inf
c,p (i) +
∑
p∈P 2
(t2p + w
2
c,p) · y
2,inf
c,p (i) ∀c ∈ C(i)
– i = i + 1
– On retourne ensuite a` la phase 1.
On ajoute alors |C| · |P 1| coupes initiales avant chaque re´solution (|X| e´tant la
dimension de l’ensemble X), en espe´rant que cela diminuera le nombre d’ite´rations,
acce´le´rant ainsi la re´solution.
4.3 Algorithme de relaxation sous-optimale
Le gap d’optimalite´ d’un MIP est la diffe´rence entre une borne supe´rieure sur la
meilleure solution possible et la meilleure solution connue a` un instant donne´ de la
re´solution. Au de´but de la re´solution du MIP, ce gap (mesure´ en % ici) est assez
important, et diminue au fur et a` mesure du branch-and-bound, jusqu’a` devenir nul
quand on arrive a` l’optimalite´.
Nous avons observe´ que les proble`mes mixtes en nombres entiers (e´tape 1 des
algorithmes A0 et A1) prennent beaucoup de temps lors de chaque ite´ration. Nous
avons e´galement remarque´ que le gap se re´duit a` 10% en quelques secondes, mais que
la phase de transition de 10% a` 0% prend le plus de temps (environ 95% du temps
de re´solution).
Notre algorithme agit sur le gap d’optimalite´, le fixant a` des valeurs positives lors
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des premie`res ite´rations (on “relaxe” ce gap), et le diminuant jusqu’a` allant le fixer a`
0 pour les dernie`re ite´rations. En effet, nous de´veloppons un algorithme de re´solution
exacte : la re´solution doit eˆtre exacte lors de la dernie`re ite´ration. Nous gardons
ainsi la meˆme structure algorithmique que l’algorithme A0, mais en relaxant le gap
du proble`me relaxe´ pour les premie`res ite´rations. Nous le fixons ainsi en premie`re
instance a` INITGAP , puis nous le diminuons en le multipliant par DECREASEGAP ,
jusqu’a` le fixer a` 0 lorsque le nombre de ”clients satisfaits”1 de´passe CLIENTMIN%
du nombre de clients total.
Lors des re´solutions avec l’algorithme A0, on constate en effet que le nombre de
”clients satisfaits” augmente au fur et a` mesure des ite´rations. Lors des premie`res
ite´rations seul les prix des patrons alloue´s sont positifs. Voulant minimiser les couˆts
perc¸us par client, le proble`me de sac-a`-dos alloue les patrons ayant des prix nuls.
Les prix des patrons varient avec l’ajout progressif de coupes, ainsi le nombre de
”clients satisfaits” augmente avec le nombre d’ite´rations. Nous utilisons alors cet
indicatif pour savoir quand fixer le gap a` 0 : lorsque le nombre de ”clients satisfaits”
est proche du nombre total de clients, les algorithmes A0 et A1 sont ge´ne´ralement
proches de l’optimalite´.
Voici le de´roulement de l’algorithme :
Algorithme de relaxation Sous-optimale - A2
Phase 0 : Initialisation
– On re´sout pour chaque client le proble`me de sac-a`-dos nous donnant le meilleur
prix propose´ par la concurrence. On obtient alors Rc et on ajoute pour chaque
client la contrainte de prix au proble`me relaxe´.
– On initialise INITGAP et DECREASEGAP .
– On fixe le GAP du MIP a` INITGAP .
1clients dont les couˆts perc¸us renvoye´s par le proble`me de sac-a`-dos sont supe´rieurs ou e´gaux a`
ceux renvoye´s par le proble`me relaxe´.
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– i = 0
Phase 1 : On re´sout le proble`me relaxe´ . On obtient t∗, y1,∗ et y2,∗.
Phase 2 :
– On re´sout le proble`me de second niveau avec t∗.
– On obtient y1,infc,p (i) et y
2,inf
c,p (i).
– Pour chaque client c, on ve´rifie que son couˆt perc¸u renvoye´ par le proble`me de
second niveau est supe´rieur ou e´gal a` celui renvoye´ par le proble`me relaxe´.
– Si c’est le cas pour tous les clients, alors (t∗, y1,∗, y2,∗) est une solution optimale.
L’algorithme se termine.
– Sinon on passe a` la phase 3.
Phase 3 : Ge´ne´ration des coupes
– Pour chaque client c ne ve´rifiant pas l’ine´galite´ e´nonce´e a` la phase 2, on introduit
la coupe :
∑
p∈P 1
(T 1c,p + w
1
c,p · y
1
c,p) +
∑
p∈P 2
(t2p + w
2
c,p) · y
2
c,p ≤
∑
p∈P 1
(t1c,p + w
1
c,p) · y
1,inf
c,p (i) +
∑
p∈P 2
(t2p + w
2
c,p) · y
2,inf
c,p (i) ∀c ∈ C(i)
– Si moins de CLIENTMIN% des clients ve´rifient l’ine´galite´ e´nonce´e a` la phase
2, GAP (i) = GAP (i) ∗DECREASEGAP .
– Sinon GAP (i) = 0.
– i = i + 1
– On retourne ensuite a` la phase 1.
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Chapitre 5
RE´SOLUTION NUME´RIQUE
Dans ce dernier chapitre, nous de´crivons dans la premie`re section la ge´ne´ration des
donne´es. Dans la section 5.2, nous analysons le comportement des algorithmes pro-
pose´s sur un jeu de donne´es initial. En partant de ce jeu de donne´es, nous proce´dons
dans la section 5.3 a` une analyse de sensibilite´ sur les parame`tres du mode`le. Nous ter-
minons ce chapitre par une note sur les pertes de revenu lie´es a` certaines hypothe`ses,
ainsi que la description de la re´solution d’un exemple de type prime time1.
5.1 Les parame`tres de simulation
5.1.1 Choix de ge´ne´ration de donne´es
Les cate´gories de patrons
Nous avons ge´ne´re´ les patrons en nous inspirant de notre expe´rience de te´le´spectateur.
Nous avons de´cide´ de cre´er 12 types de patrons, que nous de´crivons ci-dessous :
P1 : 1 spot de longueur l sur z pauses s conse´cutives ;
P2 : 2 spots de longueur l sur z pauses s conse´cutives ;
P3 : 2 spots de longueurs diffe´rentes l1 et l2 sur z pauses s conse´cutives ;
P4 : 1 spot de longueur l une pause s sur deux, sur z pauses (s = 2i ou s =
2i + 1, i ∈ N) ;
P5 : 2 spots de meˆme longueur l une pause s sur deux, sur z pauses (s =
2i ou s = 2i + 1, i ∈ N) ;
1Le prime time est la tranche horaire correspondant au de´but de la soire´e, 19h-23h ge´ne´ralement.
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P6 : 2 spots de longueurs diffe´rentes l1 et l2 une pause s sur deux, sur z pauses
(s = 2i ou s = 2i + 1, i ∈ N) ;
P7 : 1 spot d’une longueur l sur une pause s ale´atoire ;
P8 : 2 spots de meˆme longueur sur une pause s ale´atoire ;
P9 : 2 spots de longueurs diffe´rentes l1 et l2 sur une pause s ale´atoire ;
P10 : 1 spot de longueur l sur z pauses s ale´atoires ;
P11 : 2 spots de meˆme longueur sur z pauses s ale´atoires ;
P12 : 2 spots de longueurs diffe´rentes sur z pauses s ale´atoires.
L’avantage de cette re´partition est de couvrir au maximum l’inventaire du lea-
der, pour e´viter au maximum les conflits entre les patrons lors de l’allocation. Nous
de´cidons de regrouper les patrons ayant les meˆmes caracte´ristiques, ainsi trois cate´-
gories de patrons se distinguent :
T1 : La premie`re cate´gorie regroupe les patrons P1 a` P6 ;
T2 : La deuxie`me cate´gorie regroupe les patrons P7 a` P9 ;
T3 : La troisie`me cate´gorie regroupe les patrons P10 a` P12.
Nous allons de´sormais de´crire les caracte´ristiques des patrons de chaque cate´gorie.
Patrons de Type T1
La cate´gorie T1 regroupe les patrons “re´guliers”. Ces patrons contiennent des spots
apparaissant a` toutes les pauses publicitaires, ou une pause sur deux. Ils inte´ressent
ge´ne´ralement les clients faisant beaucoup de publicite´.
Patrons de Type T2
La cate´gorie T2 regroupe les patrons “ponctuels”. Ces patrons ne contiennent
qu’un ou deux spots publicitaires lors de la meˆme pause. Ils inte´ressent alors les
clients ne faisant pas beaucoup de publicite´.
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Patrons de Type T3
La cate´gorie T3 regroupe les patrons “ale´atoires”, car les spots qu’ils de´finissent
peuvent eˆtre re´partis sur une soire´e, de manie`re ale´atoire. Cette cate´gorie ressemble a`
la cate´gorie T1, dans le sens ou` les patrons propose´s ont globalement le meˆme audimat.
La diffe´rence est que la programmation des spots dans ces patrons est re´alise´e sur des
pauses publicitaires ale´atoires, ce qui peut potentiellement inte´resser d’autres clients.
Le regroupement des patrons en trois cate´gories nous pousse alors a` segmenter les
clients, car chaque client sera plus ou moins inte´resse´ par certains types de patron.
Les diffe´rentes cate´gories de clients
Nous avons regroupe´ les clients en trois cate´gories :
C1 : Clients inte´resse´s par des patrons de type T1, et aussi par quelques patrons
de type T2 ;
C2 : Clients inte´resse´s uniquement par des patrons de type T2 ;
C3 : Clients inte´resse´s par des patrons de type T3, et aussi par quelques patrons
de type T2.
Clients de type C1
Les clients de type C1 sont inte´resse´s majoritairement par des patrons de type
T1, donc ces clients font beaucoup de publicite´. Parmi ces clients on pourrait retrou-
ver des concessionaires automobiles, ou des ope´rateurs te´le´phoniques. Ces clients sont
e´galement inte´resse´s par quelques patrons de type T2. On utilise les patrons “ponc-
tuels” T2 pour combler l’audimat du client lorsqu’un patron de type T1 ne suffit pas
a` re´pondre a` sa demande, alors que deux patrons de type T1 touchent trop de public
par rapport a` son objectif d’audience.
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Par exemple, un client C1 pourrait se voir attribuer un patron T1 de cinq spots
publicitaires, re´partis sur cinq pauses conse´cutives, et un patron T2 d’un spot publi-
citaire programme´ sur une autre pause de la soire´e.
Clients de type C2
Les clients de type C2 sont uniquement inte´resse´s par des patrons de type T2. Ces
clients font peu de publicite´, car un ou deux spots par prime time sont ne´cessaires
pour satisfaire leur objectif d’audience. Il arrive souvent lors d’une soire´e que l’on voit
une publicite´ apparaˆıtre ponctuellement.
Clients de type C3
Les clients de type C3 ressemblent aux clients de type C1, dans le sens ou` ils font
beaucoup de publicite´. Contrairement aux clients C1 qui pre´fe`rent faire une publicite´
cible´e lors d’une soire´e de prime time, ceux-ci se contentent de pauses ale´atoires,
pourvu que leur objectif d’audience soit atteint.
Le processus d’achat/vente des patrons
Nous mode´lisons le processus d’achat/vente des patrons de la fac¸on suivante. Nous
conside´rons que la chaˆıne leader propose aux clients une grille comple`te de patrons.
Cependant, les clients ne sont pas inte´resse´s par tous les patrons propose´s par le
leader. En effet les clients peuvent avoir des pre´fe´rences pour des patrons se situant
en de´but de soire´e par exemple, ou pour des patrons contenant deux spots par pause
publicitaire. C’est pourquoi nous restreignons l’acce`s de certains patrons aux clients.
Nous appelons P ∗c l’ensemble des patrons qui inte´ressent un client c. Par exemple,
la chaˆıne leader propose une grille de 20 patrons, et le client 2 est inte´resse´ par trois
patrons, disons les patrons p1, p3 et p7. Nous aurons alors :
{P ∗2 = p1, p3, p7}.
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Nous de´finissons ainsi une matrice d’incidence Ac,p de taille |A| · |C|, dont les
coefficients sont e´gaux a` 1 si le client c est inte´resse´ par le patron p, et 0 sinon, soit :
ac,p = 1 ∀(c, p) ∈ C × P
∗
c
Nous utiliserons cette matrice pour ge´ne´rer dynamiquement les variables binaires
y1c,p telles que ac,p = 1.
5.1.2 Les parame`tres du mode`le
Dans cette sous-section, nous de´crivons les quatre types de parame`tres du mode`le,
et expliquons la manie`re dont nous les ge´ne´rons.
Les parame`tres re´gissant la capacite´ du leader
Un premier groupe de parame`tres apparaˆıt naturellement, forme´ des parame`tres
relatifs aux contraintes de capacite´ du leader.
Les contraintes concerne´es sont :
∑
c∈C
∑
p∈P 1
∑
l∈L
αl · δ
1
s,l,p · y
1
c,p ≤ l(s) ∀s ∈ U
1
∑
c∈C
∑
p∈P 1
δ1s,l,p · y
1
c,p ≤ I
1
s,l ∀s, l ∈ U
1 × L
On conside`re ici la longueur l(s) des pauses publicitaires s, le nombre de longueurs
de spots L, le nombre de pauses publicitaires U1 propose´es par la chaˆıne leader et
l’indice I1s,l.
L’influence des parame`tres l(s), U1 et I1s,l peut eˆtre conside´rable : les augmenter
permettra a` la chaˆıne leader de vendre plus de patrons. Si ces parame`tres diminuent,
moins de patrons pourront alors eˆtre achete´s et le choix de ces patrons sera restreint,
car il y aura moins de capacite´ disponible pour les clients. Toutes ces possibilite´s
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peuvent influer sur les temps de re´solution et sur le revenu, et il est donc important
de les conside´rer.
Le nombre de longueurs de spots L est e´galement un parame`tre important, car
plus les spots sont longs moins il est facile de les programmer, car il y a moins de
flexibilite´ concernant les diffe´rentes combinaisons de spots lors d’une pause. Cela se
retrouvera dans la contrainte de longueur des pauses publicitaires.
Nous fixons de manie`re de´terministe certains de ces parame`tres lors des tests
effectue´s sur les algorithmes : U1 et L. Nous aborderons dans la section 5.3 la manie`re
dont ils sont de´termine´s lors de la campagne de tests.
Si l’on de´cide par exemple de prendre 4 longueurs de spots, celles-ci seront 15
secondes, 30 secondes, 45 secondes et 60 secondes.
Les deux parame`tres l(s) et I1s,l sont ge´ne´re´s ale´atoirement :
- La longueur l(s) d’une pause publicitaire s est ge´ne´re´e ale´atoirement entre deux
bornes, que nous de´terminerons dans la sous-section 5.3.
- L’indice I1s,l est ge´ne´re´ ale´atoirement entre deux bornes fixe´es arbitrairement,
mais de fac¸on a` ne pas rendre la contrainte inactive (voir sous-section 5.3).
Les parame`tres associe´s aux clients
Le deuxie`me groupe de parame`tres concerne les clients, soit :
- Le nombre de clients C ;
- L’audience Ac voulue par un client c ;
- La re´partition des cate´gories de clients.
Le nombre de clients intervient a` tous les niveaux, car il de´finit le nombre de
variables binaires yic,p du mode`le. Il caracte´rise aussi le nombre de contraintes de
deuxie`me niveau :
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∑
s,l∈U1,L
p∈P 1
d(c)∈D(s)
a1s,l,d · δ
1
s,l,p · y
1
c,p +
∑
s,l∈U2,L
p∈P 2
d(c)∈D(s)
a2s,l,d · δ
2
s,l,p · y
2
c,p ≥ Ac ∀c ∈ C
Cette contrainte est e´galement parame´tre´e par l’audimat Ac qu’un client c veut
atteindre. Ce parame`tre est non ne´gligeable, car plus l’audimat sera e´leve´, plus il
y aura de combinaisons possibles de patrons comblant l’audimat d’un client, ce qui
pourra e´ventuellement influencer les temps de re´solution.
La re´partition des clients concerne les cate´gories de clients : en effet on peut
choisir de cre´er des instances avec une majorite´ de clients de type C2 par exemple
(voir section 5.3). Le nombre de clients est e´galement fixe´ arbitrairement, nous le
ferons varier d’une certaine manie`re pour mener a` bien nos tests nume´riques.
L’audimat Ac qu’un client c veut re´aliser en faisant de la publicite´ a e´te´ e´tabli
a` l’aide d’une loi uniforme sur [A,B], en prenant une borne infe´rieure (A) et une
borne supe´rieure (B) sur l’audimat. Pour chaque cate´gorie de patron, nous prenons le
patron avec la plus petite audience et le patron avec la plus grande audience. Ensuite
nous ge´ne´rons un audimat pour la cate´gorie de clients correspondante a` sa cate´gorie
de patron, comprise entre l’audimat minimal et deux fois l’audimat maximal. De cette
fac¸on, le client a ge´ne´ralement besoin d’entre deux et trois patrons pour atteindre son
objectif d’audience.
Par exemple, si le plus petit audimat des patrons T2 est e´gal a` 300 (Audmin(T2) =
300) et si le plus grand audimat des patrons T2 est e´gal a` 600 (Audmax(T2) = 600),
nous allons ge´ne´rer un audimat Ac pour les clients c appartenant a` la cate´gorie C2
tel que : 300 ≤ Ac ≤ 1200.
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Les parame`tres associe´s aux patrons
Le troisie`me et dernier groupe de parame`tres ainsi de´fini caracte´rise les patrons,
soit :
- Le nombre P 1 de patrons vendus par le leader ;
- Le nombre P 2 de patrons vendus par la concurrence ;
- Le nombre P ∗c de patrons qui inte´ressent les clients.
Au meˆme titre que le nombre de clients C, le nombre de patrons P i de´finit le
nombre de variables binaires yic,p, qui joue un roˆle important dans la re´solution du
programme line´aire en nombres entiers.
Le nombre de patrons qui inte´ressent les clients est e´galement important : nous
ge´ne´rons en effet seulement les variables binaires y1c,p pour lesquelles p ∈ P
∗
c , donc
augmenter ou diminuer ce parame`tre augmente ou diminue le nombre de variables.
Le nombre de patrons p∗c qui inte´ressent les clients est e´galement ge´ne´re´ ale´atoi-
rement a` l’aide d’une loi uniforme. Lors de la ge´ne´ration des donne´es, nous faisons
varier le nombre de patrons par client npc entre deux bornes. Puis pour chaque client,
nous lui choisissons ale´atoirement npc patrons appartenant a` sa cate´gorie.
Par exemple, si le client 1 de la cate´gorie C1 est inte´resse´ par trois patrons de
type T1 (np1 = 3), ceux-ci sont choisis au hasard parmi l’ensemble des patrons de
type T1.
Les parame`tres invariants
Les autres parame`tres du mode`le ne seront pas conside´re´s. Nous allons de´crire la
manie`re dont nous les ge´ne´rons, mais nous ne ferons pas d’analyse de sensibilite´ sur
ces parame`tres.
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Intervenant dans l’e´quation :
∑
s,l∈U1,L
p∈P 1
d(c)∈D(s)
a1s,l,d · δ
1
s,l,p · y
1
c,p +
∑
s,l∈U2,L
p∈P 2
d(c)∈D(s)
a2s,l,d · δ
2
s,l,p · y
2
c,p ≥ Ac ∀c ∈ C
l’audience ais,l,d des spots publicitaires de longueur l lors de la pause s pour la
cate´gorie de´mographique d est ge´ne´re´e ale´atoirement. Nous engendrons cette audience
en prenant une borne infe´rieure et une borne supe´rieure, ces deux bornes n’e´tant pas
les meˆmes pour les patrons de la chaˆıne leader et de la concurrence.
Les parame`tres de l’objectif du second niveau sont e´galement ge´ne´re´s, et ils con-
cernent ainsi la fonction :
min
y1,y2
∑
c∈C
(
∑
p∈P 1
(t1p + w
1
c,p)y
1
c,p +
∑
p∈P 2
(t2p + w
2
c,p)y
2
c,p)
Les prix t2p des patrons p vendus par la concurrence varient en fonction des au-
diences des patrons de la concurrence (le patron est un ensemble de spots, et la somme
des audiences de ces spots de´finit l’audience du patron).
Si on de´finit A(p3) comme e´tant l’audience du patron 3 de la concurrence, on aura
t23 = 2 · A(p3).
La de´sutilite´ wc,p d’un client c a` l’e´gard d’un patron p est e´galement ge´ne´re´e de
manie`re ale´atoire, de la meˆme fac¸on que l’audience des spots.
5.1.3 La publicite´ a` la te´le´vision
Nous avons regarde´ la te´le´vision pour tenter d’obtenir quelques tendances sur les
temps de diffusion, les longueurs des spots et les longueurs des pauses publicitaires. Le
tableau 5.1 nous montre les re´sultats de cette petite e´tude. La longueur moyenne des
spots tourne autour de 24 secondes, ce qui motive notre choix de prendre des spots de
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Figure 5.1 Lors du prime time aux E´tats-Unis
1e`re Pause 2e`me Pause 3e`me Pause
210 sec 240 sec 260 sec
Longueur des Pauses
3 min 30 sec 4 min 00 sec 4 min 20 sec
Nombre Moyen de Spots 8,5 9,5 11
Longueur Moyenne des Spots 24,7 sec 25,3 sec 23,6 sec
longueurs multiples de 15 secondes. Nos patrons contiendront ne´anmoins une majorite´
de spots de 15 et 30 secondes. La longueur moyenne des pauses publicitaires tourne
autour de 230 secondes.
Cette e´tude a e´galement re´ve´le´ que sur 60 minutes de diffusion a` la te´le´vision,
15 minutes sont consacre´es a` la publicite´. Nous utiliserons ces donne´es pour simuler
l’allocation et la tarification de patrons de spots publicitaires pour les re´solutions
nume´riques.
Nous sommes de´sormais preˆts a` de´crire les jeux de donne´es qui ont servi a` tester
nos algorithmes de re´solution.
5.2 Tests nume´riques initiaux
Nous revenons sur les re´sultats de Chan (2008), pour ensuite de´finir un jeu de
donne´es initial et comparer nos temps de re´solution a` ceux du mode`le M-Spot. Nous
e´tudions e´galement le comportement de nos algorithmes.
5.2.1 Re´sultats nume´riques du mode`le M-Spot
Nous avons teste´ l’algorithme initial sur un jeu de donne´es similaire aux jeux de
donne´es teste´s par Chan (2008). Les temps de re´solution sont tre`s faibles, de l’ordre
du dixie`me de seconde.
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Tableau 5.1 C = 5 - L = 3 - D = 1 - U1 = 10 - 6 a` 8 spots pour combler
l’audimat des clients
Instance Ge´ne´ration initiale Ge´ne´ration dynamique
Nombre Temps Gap Nombre Temps Gap
d’ite´rations (s) (%) d’ite´rations (s) (%)
1 14 5777,8 0,00 6 3900,5 0,00
2 6 39,4 0,00 6 8,8 0,00
3 19 2633,6 0,00 5 1133,9 0,00
4 * * * * * *
5 39 674,2 0,00 20 387,9 0,00
6 28 6283,3 0,00 11 3554,2 0,00
7 5 51,5 0,00 3 10,6 0,00
8 13 60,4 0,00 3 7,3 0,00
9 8 50,4 0,00 4 14,8 0,00
10 13 162,9 0,00 8 123,0 0,00
Le tableau 5.1 pre´sente les temps de re´solution pour le jeu de donne´es le plus
difficile re´solu par le M-Spot.
Ces re´sultats sont obtenus apre`s avoir re´solu leur mode`le avec deux me´thodes
d’ajout de coupes plus e´labore´es (ajout initial de coupes et ajout dynamique de
coupes, le lecteur pour se re´fe´rer a` leur travaux pour plus de de´tails sur la ge´ne´ration
des coupes). Leur algorithme d’ajout dynamique de coupes semble plus efficace que
l’algorithme d’ajout initial, mais les temps restent e´leve´s, allant jusqu’a` une heure
pour deux instances de faible taille.
Nous avons repris le meˆme types de donne´es, et les avons teste´ avec nos algo-
rithmes. Les temps de re´solution e´taient tous infe´rieurs a` une seconde, nous avons
alors voulu densifier quelque peu le proble`me. Ces donne´es densifie´es constitueront
notre jeu de donne´es initial.
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5.2.2 Le jeu de donne´es initial
Le jeu de donne´es initial de´veloppe´ ici est un jeu de “taille moyenne”. En effet ce
jeu (dont les donne´es sont ci-dessous) repre´sente environ deux heures de prime time
si l’on se fie aux donne´es cite´es dans le tableau 5.1.
Voici les donne´es :
- 9 clients ;
- 3 longueurs de spots (15, 30 et 45 secondes) ;
- 10 pauses publicitaires chez le leader ;
- Longueur des pauses comprise entre 150 et 205 secondes ;
- 20 pauses chez la concurrence ;
- 20 patrons chez le leader ;
- 30 patrons chez la concurrence ;
- Entre 2 et 5 patrons inte´ressent les clients ;
- I1s,l est compris entre 2 et 5 ;
- Les patrons T1 et T3 contiennent des spots sur 5 pauses publicitaires.
L’audimat a1s,l,d des spots propose´s par la chaˆıne leader est compris entre 20 et
50, et l’audimat a2s,l,d des spots propose´s par la concurrence est compris entre 15 et
55. La de´sutilite´ w1c,p d’un client c pour un patron p propose´ par la chaˆıne leader est
comprise entre 0 et 50, et la de´sutilite´ w2c,p d’un client c pour un patron p propose´
par la concurrence est comprise entre 5 et 55. Ces parame`tres seront ge´ne´re´es de la
meˆme manie`re pour l’ensemble des tests nume´riques effectue´s dans cette section.
Tous nos tests nume´riques ont e´te´ re´alise´s avec Xpress-Mosel 64-bit v2.2.0 et
Sungrid, syste`me qui permet la distribution et la gestion des taˆches sur un re´seau de
machines : Sungrid s’occupe de lancer les simulations sur les ordinateurs du GERAD.
Les algorithmes sont teste´s sur dix jeux de donne´es ge´ne´re´s ale´atoirement.
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Le tableau 5.2 de´crit le nombre d’ite´rations, le nombre de coupes, et les temps
de re´solution pour l’algorithme A0, teste´ sur dix instances ge´ne´re´es ale´atoirement a`
partir du jeu de donne´es initial.
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Tableau 5.2 Temps de re´solution de l’algorithme A0 teste´ sur le jeu de donne´es
initial - 2 a` 3 patrons pour combler l’audimat des clients
Instances Nombre Nombre Temps
d’ite´rations de coupes (s)
1 9 33 8,53
2 9 26 6,67
3 8 36 13,85
4 7 34 32,6
5 6 31 7,46
6 6 24 6,38
7 7 29 8,06
8 9 47 28,59
9 8 32 11,38
10 7 24 3,61
Le tableau 5.3 pre´sente :
- les meilleurs temps de re´solution et le nombre d’ite´rations pour le M-Spot sur
le jeu de donne´es le plus difficile re´solu dans le me´moire de Chan (2008) ;
- les temps de re´solution et le nombre d’ite´rations pour le M-Patron sur le jeu
de donne´es initial, qui s’ave`re eˆtre plus dense que le jeu de donne´es utilise´ pour
tester le M-Spot.
Le mode`le M-Patron est meilleur : les temps de re´solution ne de´passent gue`re
la trentaine de secondes. La moyenne des temps de re´solution du M-Patron (12,7
secondes) est beaucoup plus faible que celle du M-Spot (1015,7 secondes). Cette ob-
servation est tre`s pertinente : cette moyenne est cent fois plus petite sur des donne´es
teste´es encore plus denses que celles utilise´es pour le M-Spot. L’utilisation de la for-
mulation du proble`me avec des patrons permet alors de re´soudre des proble`mes de
taille bien plus grande !
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Tableau 5.3 Temps de re´solution pour le M-Spot et le M-Patron (pour des ins-
tances diffe´rentes).
M-Spot M-Patron
Instance Nombre Temps Instance Nombre Temps
d’ite´rations (s) d’ite´rations (s)
1 6 3900,5 1 9 8,5
2 6 8,8 2 9 6,7
3 5 1133,9 3 8 13,9
4 * * 4 7 32,6
5 20 387,9 5 6 7,5
6 11 3554,2 6 6 6,4
7 3 10,6 7 7 8,1
8 3 7,3 8 9 28,6
9 4 14,8 9 8 11,4
10 8 123,0 10 7 3,6
5.2.3 Commentaires sur le comportement de l’algorithme A0
Lors de la re´solution du proble`me relaxe´, seuls les patrons alloue´s (propose´s par
le leader) ont un prix strictement positif de`s la premie`re ite´ration : le vecteur de prix
des patrons comporte beaucoup de prix nuls. Ainsi, le proble`me de second niveau
alloue aux clients des patrons de prix nuls, puis des coupes sont ge´ne´re´es sur les pa-
trons choisis, et plusieurs ite´rations s’enchaˆınent avant d’obtenir des prix strictement
positifs. Une fois tous les prix des patrons strictement positifs, il suffit ge´ne´ralement
de deux ite´rations pour atteindre l’optimalite´.
L’allocation ne change pas beaucoup lors de la re´solution. Premie`rement, les
clients ne sont inte´resse´s que par un nombre assez restreint de patrons (3-5 patrons).
Deuxie`mement, cet inte´reˆt est ge´ne´re´ ale´atoirement (a` l’aide d’une loi uniforme).
Dans une se´rie de donne´es de petite taille par exemple, entre un et trois patrons
inte´ressaient le client parmis les cinq patrons propose´s par la chaˆıne leader. Il est
arrive´ dans certaines instances qu’un client ne soit inte´resse´ que par un seul patron.
64
Il est arrive´ e´galement qu’un patron n’inte´resse qu’un seul client.
A` cause de ces hypothe`ses, l’aspect combinatoire du mode`le est faible parce que
les clients ne se “battent” pas pour les patrons, et il peut arriver qu’ils ne soient qu’un
ou deux a` eˆtre inte´resse´s par le meˆme patron. Il n’y a donc pas beaucoup d’interaction
entre les clients dans ce mode`le, et c’est pourquoi l’allocation donne´e de`s la premie`re
ite´ration ne change gue`re.
Le tableau 5.4 montre les correspondances entre les clients et les patrons propose´s
par le leader, sur deux instances de ce meˆme jeu de donne´es (instance γ et instance β).
Comme nous pouvons le voir, il y a “conflit” sur quatre patrons, et ce entre deux
clients a` chaque fois. Sur l’instance β, ce conflit n’arrive que trois fois.
Nous avons aussi teste´ l’algorithme sur des donne´es dans lesquelles le client est
inte´resse´ par un certain nombre de patrons. L’algorithme a e´galement e´te´ teste´ avec
les meˆmes donne´es, mais dans une configuration dans laquelle le client peut avoir
acce`s a` tous les patrons. Dans le cas ou` le client est inte´resse´ par un nombre restreint
de patrons, l’allocation a change´ une fois pour dix instances teste´es. Pour les neuf
autres instances, l’allocation est reste´e la meˆme bien que les prix aient change´. Dans
le cas contraire (pas de pre´fe´rences), l’allocation a change´ sept fois sur dix instances
teste´es. Dans les trois autres simulations l’allocation est reste´e la meˆme mais les prix
des patrons ont change´.
5.2.4 Algorithme A1
Nous avons utilise´ le jeu de donne´es initial pour tester l’algorithme avec ge´ne´ration
initiale de coupes (algorithme A1). Comme le montre le tableau 5.5, l’algorithme A1
est beaucoup plus efficace que l’algorithme A0.
Comme nous pouvons le constater, le nombre d’ite´rations est moins e´leve´ pour
l’algorithme A1, ceci e´tant duˆ a` l’ajout initial de coupes. Cet ajout est e´galement
visible, et il y a effectivement plus de coupes ge´ne´re´es par l’algorithme A1, et ce pour
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Tableau 5.4 Correspondances clients/patrons
Instance γ Instance β
Clients 1 2 3 4 5 6 1 2 3 4 5 6
Patrons
1 X
2 X X
3 X
4 X X X
5 X X
6 X
7 X
8 X X
9 X
10 X X X
11 X X X
12 X X X
13 X X
14 X
Tableau 5.5 Temps de re´solution des algorithmes A0 et A1 pour le jeu de donne´es
initial - 2 a` 3 patrons pour combler l’audience des clients
Instances Algorithme A0 Algorithme A1
Nombre Nombre Temps Nombre Nombre Temps
d’ite´rations de coupes (s) d’ite´rations de coupes (s)
1 9 33 8,53 4 34 4,92
2 9 26 6,67 3 33 3,23
3 8 36 13,85 3 40 4,61
4 7 34 32,60 4 45 15,78
5 6 31 7,46 2 35 3,30
6 6 24 6,38 2 32 1,94
7 7 29 8,06 4 40 4,63
8 9 47 28,59 2 39 4,77
9 8 32 11,38 5 42 12,23
10 7 24 3,61 4 36 2,87
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chaque instance.
La re´duction du nombre d’ite´rations confirme notre intuition concernant la dimi-
nution des temps de re´solution : ceux-ci sont divise´s par deux sur les instances 1, 2, 4,
5, 7. Ils sont sensiblement e´quivalents sur les instances 9 et 10. Les temps sont divise´s
par trois sur les instances 3 et 6 et par cinq sur l’instance 8.
Sur l’ensemble des instances e´value´es lors de cette campagne d’essais, ces statis-
tiques se sont re´pe´te´es : dans les pires cas l’algorithme A1 avait des temps e´quivalents
a` l’algorithme A0, environ deux a` trois fois sur dix. Dans les autres cas les temps de
re´solution e´taient largement infe´rieurs.
5.2.5 Algorithme de Relaxation Sous-optimale A2
Nous avons fixe´ a` 75% la valeur de CLIENTMIN de manie`re empirique. En effet
nous avons remarque´ que dans la plupart des cas, lorsqu’environ 75% des clients sont
satisfaits, il ne reste plus beaucoup d’ite´rations a` re´aliser avant d’atteindre l’optimum.
Nous avons e´galement choisi de fixer GAPINIT = 10% et DECREASEGAP = 0.7.
Le tableau 5.6 compare les temps de re´solution de l’algorithme A2 avec ceux de
l’algorithme A0. Il ne sont pas tre`s satisfaisants, et nous expliquons par la suite les
limites de l’algorithme A2.
Lors des premiers tests effectue´s avec l’algorithme A2, nous nous sommes aperc¸us
que les MIP qui prenaient le plus de temps e´taient les MIP des dernie`res ite´rations,
car apparemment le fait d’ajouter des coupes complexifie le proble`me. Les MIP contri-
buent a` environ 90% du temps de re´solution total. E´tant donne´ que le gap est fixe´ a`
ze´ro lors des dernie`res ite´rations, cela rend notre algorithme peu efficace.
E´galement, la barre du taux de clients satisfaits de 75% n’est pas toujours bonne.
Dans 10 % des cas, il arrive que l’on ait moins de 75% de clients satisfaits une
ite´ration avant l’ite´ration finale. L’ite´ration finale est alors inexacte, car le gap utilise´
pour re´soudre le MIP n’est pas nul, ce qui nous donne une solution non-optimale. En
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effet le taux a e´te´ fixe´ empiriquement a` 75%, mais on ne peut pas toujours pre´voir
comment la re´solution e´voluera, et notre algorithme devient alors heuristique, s’ap-
prochant ge´ne´ralement a` moins de 1% de la solution optimale (instances 7 et 10 dans
le tableau 5.6).
Cet algorithme de relaxation sous-optimale ne peut pas eˆtre adapte´ a` l’algo-
rithme A1. Par le fait d’ajouter un certain nombre de coupes avant de lancer la
re´solution, on a ge´ne´ralement 70% des clients satisfaits lors de la premie`re ite´ration
avec l’algorithme A1, et moins d’ite´rations sont ne´cessaires pour obtenir une solution
optimale. Si nous relaxons le gap alors qu’une grande partie des clients sont satisfaits,
on risque de voir l’algorithme se terminer en une ite´ration, et la solution obtenue est
alors sous-optimale.
Suite aux mauvais re´sultats de l’algorithme A2, les expe´rimentations nume´riques
futures ne concerneront que les algorithmes A0 et A1.
5.3 Plan d’expe´rimentation
Nous allons dans cette partie conside´rer les parame`tres du mode`le, et analyser leur
influence sur les temps de re´solution. Nous partons du jeu de donne´es de base de´fini
dans la partie pre´ce´dente, puis nous faisons varier les parame`tres de sce´narios un a`
un pour voir comment les algorithmes A0 et A1 re´agissent aux diffe´rentes instances
qu nous leur soumettons. Nous ge´ne´rons dix jeux de donne´es pour chaque variation
des parame`tres, et conside´rons les moyennes des temps de re´solution et du revenu.
5.3.1 Les parame`tres de´terminant la capacite´ du leader
Dans un premier temps, nous agissons sur les parame`tres relatifs aux contraintes
de capacite´ du leader. Nous conside´rons ici la longueur des pauses l(s), le nombre U1
de pauses offertes par le leader et l’indice I1s,l.
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Tableau 5.6 Temps de re´solution des algorithmes A0 et A2 pour le jeu de donne´es
initial - 2 a` 3 patrons pour combler l’audience des clients
Instances Algorithme A0 Algorithme A2
Nombre GAP Temps Nombre GAP Temps
d’ite´rations (%) (s) d’ite´rations (%) (s)
1 9 0.00 8,53 9 0.00 7,58
2 9 0.00 6,67 13 0.00 13,38
3 8 0.00 13,85 9 0.00 17,37
4 7 0.00 32,60 11 0.00 30,59
5 6 0.00 7,46 9 0.00 10,81
6 6 0.00 6,38 7 0.00 3,57
7 7 0.00 8,06 5 0.87 2,24
8 9 0.00 28,59 9 0.00 31,78
9 8 0.00 11,38 11 0.00 20,62
10 7 0.00 3,61 6 0.05 2,34
Variation de la longueur l(s) des pauses publicitaires s
Un premier re´sultat e´vident est obtenu en faisant varier la longueur des pauses
publicitaires : le revenu du leader augmente de 9,69% quand on augmente la longueur
des pauses et diminue de 17,88% quand on diminue cette meˆme longueur. Ce re´sultat
semble intuitif ; en effet si on augmente le temps de diffusion, on donne la possibilite´ au
leader de placer plus de spots ; il pourra alors vendre plus de patrons. Le raisonnement
inverse tient e´galement lorsqu’on diminue cette longueur.
Concernant l’algorithmee´ A0, le fait de diminuer l(s) fait diminuer le temps de
re´solution d’une seconde (ne´gligeable). On aurait pu penser le contraire, car si on
diminue la capacite´ du leader, alors cela complexifie le proble`me.
Cependant, cette diminution fait augmenter le temps de re´solution pour l’algo-
rithme A1, ce qui semble confirmer l’intuition pre´ce´dente.
Par contre, quand on augmente la longueur des pauses, les temps de re´solution
sont infe´rieurs dans les deux cas : la moyenne de ces temps est divise´e par deux pour
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l’algorithme A0, et diminue de 50% pour l’algorithme A1. Le tableau 5.7 contient la
moyenne des temps, leur e´cart-type ainsi que le revenu moyen pour les dix instances
teste´es.
Augmentation du nombre U1 de pauses offertes par le leader
Nous avons dans un premier temps augmente´ le nombre de pauses propose´es par le
leader. Le nombre de patrons disponibles est reste´ le meˆme, et les patrons de´coupent
l’espace publicitaire sur l’ensemble des pauses. Comme le montre le tableau 5.8, le
revenu a augmente´ (ce qui semble intuitif) de 17,19%. L’inventaire est plus grand donc
plus de patrons sont disponibles. En effet un client peut acheter plusieurs patrons, et
le meˆme patron peut eˆtre achete´ par plusieurs clients.
Le temps a e´galement diminue´, dans les meˆme proportions que lorsqu’on a aug-
mente´ la longueur des pauses, que ce soit pour l’algorithme A0 ou l’algorithme A1 :
en effet la capacite´ du leader augmente, ce qui facilite la re´solution. Le tableau 5.8
re´capitule la moyenne des temps, l’e´cart-type et le revenu moyen pour le changement
de ce parame`tre.
Variation de l’indice I1s,l
Toujours avec le meˆme raisonnement que pre´ce´demment, nous avons constate´
(tableau 5.9) qu’augmenter l’indice I1s,l augmente le revenu de 14,18% et le diminue
de 19,14% quand on diminue l’indice. Cependant les temps de re´solution ne sont pas
affecte´s, et ils diminuent dans les deux cas (tableau 5.9). La diminution de cet indice
a eu le meˆme impact que la diminution du nombre de pauses : les temps de re´solution
n’ont pas e´te´ affecte´s. E´galement, l’augmentation du revenu est sensiblement la meˆme
que celle occasionne´e par l’augmentation du nombre de pauses.
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Tableau 5.7 Parame`tres de capacite´ du leader - Variation de la longueur l(s)
des pauses s
Algorithme A0 105 ≤ l(s) ≤ 150 150 ≤ l(s) ≤ 205 180 ≤ l(s) ≤ 235
Temps moyen (s) 10,48 12,71 7,35
E´cart-type (s) 6,42 9,36 1,97
Variation du revenu (%) −17,88 0 +9,69
Algorithme A1 105 ≤ l(s) ≤ 150 150 ≤ l(s) ≤ 205 180 ≤ l(s) ≤ 235
Temps moyen (s) 8,07 5,83 3,59
E´cart-type (s) 8,43 4,26 1,98
Variation du Revenu (%) −17,88 0 +9,69
Tableau 5.8 Parame`tres de capacite´ du leader - Variation de U1
Algorithme A0 l = 10, c = 20 l = 15, c = 20
Av. Time (s) 12,71 6,20
Std. Dev. (s) 9,36 4,07
Revenue Var. (%) 0 +17,19
Algorithme A1 l = 10, c = 20 l = 15, c = 20
Av. Time (s) 5,83 3,40
Std. Dev. (s) 4,26 2,94
Revenue Var. (%) 0 +17,19
Tableau 5.9 Parame`tres de capacite´ du leader - Variation de l’indice I1s,l
Algorithme A0 1 ≤ I1s,l ≤ 3 2 ≤ I
1
s,l ≤ 5 3 ≤ I
1
s,l ≤ 6
Average Time (s) 29,77 12,71 6,26
Stantard Deviation (s) 71,53 9,36 3,52
Revenue Variation (%) −19,14 0 +14,18
Algorithme A1 1 ≤ I1s,l ≤ 3 2 ≤ I
1
s,l ≤ 5 3 ≤ I
1
s,l ≤ 6
Average Time (s) 4,23 5,83 5,11
Standard Deviation (s) 7,22 4,26 2,89
Revenue Variation (%) −19,14 0 +14,18
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Tableau 5.10 Parame`tres de capacite´ du leader - Variation de l
Algorithme A0 L = 2 L = 3 L = 4
Temps Moyen (s) 11,97 12,71 41,87
Ecart-type (s) 19,66 9,36 63,43
Variation du revenu (%) −2,00 0 −1,61
Algorithme A1 L = 2 L = 3 L = 4
Temps Moyen (s) 4,96 5,83 10,72
Ecart-type (s) 8,15 9,36 32,21
Variation du revenu (%) −2,00 0 −1,61
Le nombre de longueurs de spots l
Nous avons fait varier le nombre de longueurs de spots que la chaˆıne leader propose
dans ses patrons.
Comme le montre le tableau 5.10, le revenu ne change quasiment pas. Donc,
dans notre mode`le la chaˆıne leader ne gagnera pas plus d’argent en diversifiant ses
longueurs de spots. E´galement, quand nous choisissons d’imposer deux longueurs
de spots, les temps de re´solution ne changent gue`re. Cependant, quand nous fixons
L a` 4, les temps sont multiplie´s par trois pour l’algorithme A0 et par deux pour
l’algorithme A1. Premie`rement, le fait d’augmenter L accroˆıt le nombre d’e´equations
relatives a` I1s,l, ce qui complexifie le proble`me. Deuxie`mement, si les spots sont plus
longs, alors on peut de´finir moins facilement des combinaisons de spots sasisfaisant
la contrainte de longueur des pauses.
En conclusion, les variations des parame`tres des contraintes de capacite´ affectent
peu les temps de re´solution. En effet elles ne rendent pas le proble`me trop contraint.
Seule l’augmentation du nombre de longueurs de spots perturbe de manie`re non
ne´gligeable le temps de re´solution. Les variations de revenu associe´es aux variations
de ces parame`tres semblent naturelles.
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5.3.2 Les parame`tres associe´s aux clients
Nous avons teste´ les parame`tres relatifs aux clients dans le mode`le.
Le nombre de clients
Nous avons repris notre jeu de donne´es de base, puis re´alise´ des tests en prenant 6
clients, puis 12 clients. Le nombre de clients est implique´ dans les deux sous-proble`mes,
car il de´finit le nombre de variables binaires yic,p, et il est engage´ dans l’e´quation
d’audience qui sera dans la prochaine sous-section, ainsi que dans la ge´ne´ration des
coupes (lorsque l’on ge´ne`re les coupes, nous comparons les revenus pour chaque client).
Le tableau 5.11 nous montre que les revenus ont augmente´ de 15,43% quand nous
avons porte´ le nombre de clients a` 12, puis diminue´ de 25,10% quand nous l’avons
fixe´ a` 6. Nous remarquons que le revenu a plus diminue´ quand nous avons retire´ 3
clients, ce qui est normal car on augmente de 50% le nombre de clients quand on
passe de 6 a` 9, et de 33% quand on passe de 9 a` 12 clients, donc la fluctuation du
revenu est moindre.
Les temps de re´solution ont e´galement beaucoup change´. Quand nous n’avons
conside´re´ que 6 clients, les temps ont diminue´, ce qui peut paraˆıtre logique car les 6
clients ont alors a` disposition le meˆme inventaire que pour 9 clients.
Tableau 5.11 Parame`tres des clients - Variation du nombre de clients
Algorithme A0 6 clients 9 clients 12 clients
Temps moyen (s) 5,54 12,71 84,66
E´cart-type (s) 3,58 9,36 121,81
Variation du revenu (%) −25,10 0 +15,43
Algorithme A1 6 clients 9 clients 12 clients
Temps moyen (s) 4,71 5,83 27,88
E´cart-type (s) 3,58 4,26 39,33
Variation du revenu (%) −25,10 0 +15,43
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Cependant, quand nous sommes passe´s a` 12 clients, les temps de re´solution ont
tout de suite augmente´, e´tant multiplie´s par sept pour l’algorithme A0, et par cinq
pour l’algorithme A1. Le proble`me est alors devenu plus contraint : les contraintes
d’inventaire ont joue´ un roˆle, car leur capacite´ est reste´e fixe alors que le nombre de
clients a augmente´ de 33%.
On note que le nombre de clients est important, car il est implique´ a` tous les
niveaux du proble`me relaxe´, ainsi que lors de la ge´ne´ration de coupes, ce qui explique
son influence sur les temps de re´solution.
L’audimat Ac
Nous avons ge´ne´re´ ale´atoirement l’audimat Ac vise´ par chaque client c compris
entre l’audimat du plus petit patron (patron ayant le plus petit audimat) et deux
fois l’audimat du plus gros patron (patron ayant le plus gros audimat). Nous avons
effectue´ des tests en changeant les bornes de variation de ces audimats : nous avons
garde´ la meˆme borne infe´rieure d’audimat (audimat du plus petit patron) et utilise´ :
- soit l’audimat du plus gros patron comme borne supe´rieure ;
- soit trois fois l’audimat du plus gros patron comme borne supe´rieure.
Tableau 5.12 Parame`tres des clients - Variation de l’audimat par client Ac
Algorithme A0 AudMax 2*AudMax 3*AudMax
Temps moyen (s) 2,75 12,71 2717,09
E´cart-type (s) 1,20 9,36 5084,74
Variation du revenu (%) −10,19 0 +9,66
Algorithme A1 AudMax 2*Audmax 3*Audmax
Temps moyen (s) 1,62 5,83 665,12
E´cart-type (s) 0,85 4,26 1511,8
Variation du revenu (%) −10,19 0 +9,66
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Le revenu diminue de 10,19% (cf. tableau 5.12, ou` AudMax repre´sente l’audience
du patron ayant le plus gros audimat) quand on diminue l’audience vise´e par les
clients. En effet la perte de revenu n’est pas tre`s grande, car la chaˆıne leader est en
mesure de combler plus de clients. Le revenu augmente de 9,66% quand on augmente
l’audience vise´e par les clients. Dans ce cas-la`, la chaˆıne leader alloue un maximum
de patrons, tout en respectant l’inventaire.
Les temps diminuent de manie`re franche quand on diminue l’audimat vise´ par
client. En effet seulement un a` deux patrons sont ne´cessaires pour combler cet audi-
mat, l’effet combinatoire est faible donc la re´solution est efficace : on divise par cinq
les temps de re´solution. Cependant lorsqu’on accentue l’audimat voulu par client, les
temps de re´solution augmentent de manie`re dramatique. Deux re´solutions ont dure´
tre`s longtemps (3 heures pour l’algorithme A0). Cependant, l’algorithme A1 met en
moyenne 400 secondes sur deux instances, et 5000 secondes sur une autre.
Ce re´sultat peut s’expliquer par le fait qu’il faille de´sormais plusieurs patrons pour
satisfaire l’audience des clients, ce qui induit alors une combinatoire plus forte.
Les cate´gories de clients C1, C2 et C3
Les clients ayant e´te´ segmente´s en fonction de leurs pre´fe´rences de patrons, il
peut eˆtre inte´ressant d’observer le comportement des algorithmes si nous changeons
la re´partition dans ces cate´gories. Dans le jeu de donne´es initial, nous conside´rons 9
clients re´partis e´galement dans chaque groupe, soit 3 clients de type C1, 3 clients de
type C2 et 3 clients de type C3.
Nous avons conside´re´ premie`rement une majorite´ de clients C1, soit 7, un client
C2 et un client C3. Le revenu a augmente´ de 9,85%, ce qui peut paraˆıtre logique :
nous avons plus de clients de type C1, qui ache`tent des “gros” patrons, e´tant par
conse´quent plus chers. Cependant l’augmentation du revenu n’est pas e´norme, car la
capacite´ de la chaˆıne leader limite la vente de ces patrons.
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Les temps de re´solution augmentent de manie`re dramatique : en effet comme
observe´ pre´ce´demment, la capacite´ vient a` manquer, ce qui fait exploser les temps de
re´solution, qui sont 25 fois plus e´leve´s pour l’algorithme A0 et 20 fois plus e´leve´s pour
l’algorithme A1.
Nous avons ensuite conside´re´ une majorite´ de clients de type C2, soit 7, un client de
type C1 et un client de type C3. Le revenu a diminue´ de 33,19% ; effectivement nous
vendons de´sormais une majorite´ de tre`s petits patrons, qui peuvent eˆtre assimile´s
a` des spots. Les temps de re´solution, quant a` eux, sont multiplie´s par cinq pour
l’algorithme A0, et par deux pour l’algorithme A1. Les patrons sont tre`s petits et
la combinatoire est ainsi plus e´leve´e, mais comme l’inventaire reste large, ces temps
n’explosent pas.
Nous avons enfin conside´re´ une majorite´ de clients de type C3, dans les meˆmes
proportions que les deux cas pre´ce´dents. La cate´gorie C3 ressemble fortement a` la
cate´gorie de clients C1, a` la diffe´rence que les clients de type C3 ache`tent des pa-
trons ayant des spots re´partis sur plusieurs pauses ale´atoires, alors que les clients
C1 ache`tent des patrons ayant des spots re´partis sur plusieurs pauses conse´cutives.
Cependant la taille des patrons est la meˆme (cinq pauses conside´re´es par patron dans
les deux cas), c’est pourquoi ces cate´gories sont sœurs. Le revenu augmente de 3,25%,
ce qui est ne´gligeable. En effet meˆme si les patrons T3 sont semblables aux patrons
T1, les patrons T1 doivent eˆtre plus simples a` programmer, de par leur re´gularite´.
Cependant les temps de re´solution augmentent e´galement de manie`re effroyable : ils
sont multiplie´s par 1459 pour l’algorithme A0 et par 32 pour l’algorithme A1. Cette
augmentation est cause´e par les raisons e´nonce´es au premier cas.
Le tableau 5.13 regroupe la moyenne des temps de re´solution, l’e´cart-type ainsi
que le revenu moyen pour les tests effectue´s sur les trois cate´gories de clients, pour
les deux algorithmes.
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Tableau 5.13 Parame`tres des clients - Variation des cate´gories de clients
Alg. A0 E´quire´parition maj. de C1 maj. de C2 maj. de C3
Temps moyen (s) 12,71 318,21 60,61 18554,49
E´cart-type (s) 9,36 422,32 86,36 54717,71
Variation du revenu (%) 0 +9,85 −33,19 +3,25
Alg. A1 E´quire´parition maj. de C1 maj. de C2 maj. de C3
Temps moyen (s) 5,82 113,58 10,86 185,74
E´cart-type (s) 4,26 178,82 16,13 211,17
Variation du revenu (%) 0 +9,85 −33,19 +3,25
En conclusion, nous avons constate´ que les parame`tres concernant les clients sont
tre`s importants. En effet si le nombre de clients augmente fortement, compte tenu de
la capacite´ existante, le temps de re´solution peut augmenter de manie`re conse´quente.
L’audimat requis par client demeure e´galement tre`s important, car plus il est e´leve´,
plus il faut de combinaisons de patrons diffe´rentes pour le combler, ce qui affecte gran-
dement les temps de re´solution. Enfin les temps de re´solution de´pendent fortement
des proportions de clients dans leur cate´gorie.
5.3.3 Les parame`tres associe´s aux patrons
Nous conside´rons ici les parame`tres associe´s aux patrons.
Le nombre de patrons P 1 et P 2
Nous avons fait varier le nombre de patrons que proposent la chaˆıne leader et la
concurrence. Dans un premier temps nous avons augmente´ le nombre de patrons que
propose la chaˆıne leader ; nous sommes passe´s de 20 a` 30 patrons. Le tableau 5.14
indique que le revenu moyen a augmente´ de 10,76%, ce qui peut paraˆıtre logique :
en effet on met a` disposition plus de patrons pour les clients, qui de´coupent encore
plus l’inventaire, donc on peut mieux utiliser l’inventaire. Les temps de re´solution
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Tableau 5.14 Parame`tres des patrons - Variation du nombre de patrons P 1 et
P 2
Algorithme A0 P 1 = 20, P 2 = 30 P 1 = 30, P 2 = 30 P 1 = 20, P 2 = 45
Temps moyen (s) 12,71 23,70 556,42
E´cart-type (s) 9,36 24,54 1177,61
Variation du revenu (%) 0 +10,76 −4,11
Algorithme A1 P 1 = 20, P 2 = 30 P 1 = 30, P 2 = 30 P 1 = 20, P 2 = 45
Temps moyen (s) 5,83 9,50 103,32
E´cart-type (s) 4,26 8,36 207,13
Variation du revenu (%) 0 +10,76 −4,11
sont affecte´s par cette augmentation (tableau 5.14) : ils sont presque double´s pour
l’algorithme A0 et augmentent de plus de 50% pour l’algorithme A1.
Nous avons e´galement augmente´ le nombre de patrons propose´s par la concur-
rence : nous sommes passe´s de 30 a` 45 patrons. Le revenu moyen a diminue´ de 4,11%
(tableau 5.14), ce qui est ne´gligeable, mais qui peut ne´anmoins eˆtre explique´ : la
concurrence propose plus de patrons, donc un client a plus de chance de trouver un
patron qui lui convient. Les temps de re´solution augmentent de manie`re conside´rable :
la moyenne pour l’algorithme A0 est multiplie´e par 40, et par 17 pour l’algorithme A1
(voir tableau 5.14). En effet on augmente le nombre de variables binaires y2c,p : on passe
de 270 a` 405 variables. Le proble`me de second niveau influence alors beaucoup les
temps de re´solution, car ces variables n’interviennent que dans ce cas-la`.
Variation du nombre de patrons qui inte´ressent les clients P ∗ic
Nous avons dans un premier temps fait varier le nombre de patrons entre 2 et 4.
Nous pouvons voir dans le tableau 5.15 que le revenu a alors diminue´ de 12,26% :
effectivement les patrons sont attribue´s ale´atoirement. Donc, si on en attribue moins
a` chaque client, il y a plus de chances d’obtenir des patrons moins inte´ressants que les
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Tableau 5.15 Parame`tres des patrons - Variation de P ∗c
Algorithme A0 2 ≤ P ∗ic ≤ 4 2 ≤ P
∗
ic ≤ 5 3 ≤ P
∗
ic ≤ 6
Temps moyen (s) 6,71 12,71 26,57
E´cart-type (s) 3,24 9,36 43,88
Variation du revenu (%) −12,26 0 +6,36
Algorithme A1 2 ≤ P ∗ic ≤ 4 2 ≤ P
∗
ic ≤ 5 3 ≤ P
∗
ic ≤ 6
Temps moyen (s) 3,97 5,83 10,71
E´cart-type (s) 2,42 4,66 13,04
Variation du revenu (%) −12,26 0 +6,36
patrons propose´s par la concurrence. Les temps de re´solution diminuent, car moins
de variables binaires y1c,p (T
1
c,p e´galement) sont ge´ne´re´es. Nous en avions entre 18
et 45 dans le jeu initial, et ici nous en avons entre 18 et 36. Meˆme si la re´duction
est relativement faible, cela influe sur le temps de re´solution car ces variables sont
pre´sentes dans toutes les e´quations, que ce soit au premier ou au second niveau (voir
tableau 5.15).
Quand nous augmentons le nombre de patrons qui inte´ressent les clients, le revenu
moyen n’augmente que de 6,36% (tableau 5.15). Les temps de re´solution augmentent
e´galement, et sont quasiment double´s. En effet, si chaque client est inte´resse´ par entre
3 et 6 patrons, nous obtenons alors entre 27 et 54 variables binaires, et le raisonnement
pre´ce´dent s’applique dans le sens inverse.
En conclusion, les parame`tres mettant en jeu les patrons sont tre`s importants. En
effet, un changement quelconque de l’un de ces parame`tres peut influencer grandement
le temps de re´solution.
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5.3.4 Conclusion sur le plan d’expe´rimentation
Nous avons rassemble´ l’ensemble des parame`tres que nous avons fait varier lors
de ce plan d’expe´rimentation, et les avons regroupe´es au tableau 5.16. Les diffe´rents
groupes obtenus s’appuient sur les temps de re´solution acquis lors de l’ensemble des
tests nume´riques effectue´s pre´ce´demment. Ces groupes d’instances sont classe´s par
difficulte´ croissante de re´solution ; les instance de type A sont tre`s faciles a` re´soudre
et celles de type F sont tre`s difficiles a` re´soudre. Remarquons que les instances de
type C de´finissent le jeu de donne´es initial.
Le tableau 5.16 pre´sente ainsi les moyennes des temps pour dix instances de chaque
classe d’instances (A a` F ). Les instances que l’on qualifie de “faciles” ont des temps
infe´rieurs a` une seconde. Les instances que l’on qualifie de “moyennes” ont des temps
tournant autour de dix secondes. Cependant, les instances “difficiles” ont des temps
avoisinant les 1000 secondes. Les temps des instances de type F sont tre`s e´leve´s a`
cause d’une instance “rebelle” dont la re´solution a dure´ quelques jours.
5.4 Les pertes de revenu occasionne´es par certaines
hypothe`ses du mode`le
Dans cette section, nous ve´rifions si le revenu de la chaˆıne leader diminue a`
cause de certaines hypothe`ses du mode`le, notamment celle concernant le proces-
sus d’achat/vente (Rappel : seulement une petite proportion de patrons inte´ressent
chaque client). Pour ces tests, nous avons e´quire´parti le nombre de clients dans leurs
cate´gories. Les instances teste´es sont des petites instances : en effet le fait de ge´ne´rer
toutes les variables y1c,p influe sur les temps de re´solution.
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Tableau 5.16 Re´sultats du plan d’expe´rimentation
Instances Faciles Instances Moyennes Instances difficiles
Instances A B C D E F
Param. Leader l(s) 207,5 177,5 177,5 127,5 127,5 127,5
U1 15 15 10 10 10 10
Is,l 3-6 3-6 2-5 2-5 1-4 1-4
L 2 3 3 4 4 4
Param. Clients C 6 6 9 9 9 12
Ac 1
∗ 1∗ 2∗ 2∗ 3∗ 3∗
Ci Equi Equi Equi Equi Equi Equi
Param. Patrons P 1 20 20 20 20 30 30
P 2 30 30 30 30 45 45
P ∗c 1-4 1-4 2-5 2-5 3-6 3-6
Tps. Re´sol. (s) A0 1,03 0,86 14,89 34,81 2132,98 29709,80
Tps. Re´sol. (s) A1 0,60 0,52 7,99 6,69 1028,14 17049,78
Pour une instance avec :
- 3 longueurs de spot ;
- 6 pauses chez le leader, 10 pour la concurrence ;
- 6 clients ;
- 16 patrons vendus par le leader, 27 par la concurrence ;
nous obtenons les re´sultats du tableau 5.17, soit une perte moyenne de 22,69%.
Pour une autre instance de´finie par :
- 4 longueurs de spot ;
- 4 pauses chez le leader, 4 chez la concurrence ;
- 6 clients ;
- 22 patrons vendus par le leader, 33 par la concurrence ;
nous obtenons les re´sultats dans le tableau 5.18, soit une perte moyenne de 17,98%.
En conclusion, la perte de revenu n’est pas ne´gligeable, car elle atteint en moyenne
environ 20%. Cela semble naturel, car le client a un choix restreint de patrons.
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Tableau 5.17 Perte de revenu sur des tre`s petites instances
Instance Revenu Sans Choix Revenu Avec Choix Perte/Gain
($) ($) (%)
1 670 599 −10,60
2 736 1017 −38,18
3 1738 1322 −23,94
4 505 337 −33,27
5 1184 740 −37,50
6 1485 878 −40,88
7 1311 844 −35,62
8 674 560 −16,91
9 1468 972 −33,33
10 636 599 −5,82
Tableau 5.18 Perte de revenu sur des petites instances
Instance Revenu Sans Choix Revenu Avec Choix Perte/Gain
($) ($) (%)
1 1300 1083 −16,69
2 1060 888 −16,23
3 923 611 −33,80
4 1776 934 −47,41
5 2016 1562 −22,52
6 737 733 −0,54
7 1193 1071 −10,23
8 852 808 −5,16
9 1047 873 −16,62
10 1400 1621 −15,79
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5.5 Simulation d’un prime time
Nous avons voulu conclure ce me´moire en mode´lisant un prime time, et voir les
temps de re´solution associe´s a` ce moment de la journe´e qui consistue la majeure partie
du chiffre d’affaire des chaˆınes de te´le´vision. Voici les donne´es pour ce prime time :
- 15 clients ;
- 3 longueurs de spots ;
- 20 pauses chez le leader ;
- Longueur des pauses comprise entre 180 et 235 secondes ;
- 30 pauses chez la concurrence ;
- 20 patrons chez le leader ;
- 30 patrons chez la concurrence ;
- Entre 2 et 5 patrons inte´ressent les clients ;
- I1s,l est compris entre 2 et 5 ;
- Les patrons T1 et T3 contiennent des spots sur 5 pauses publicitaires.
Le tableau 5.19 nous donne les temps pour le jeu de donne´es le plus dense de ces
travaux. Les temps de re´solution sont tre`s satisfaisants, car ils de´passent rarement
les 1000 secondes. Notons e´galement que sur l’instance 2, l’algorithme A1 est moins
performant que l’algorithme A0, ayant un temps 50% plus e´leve´. Cependant les temps
obtenus sont plus qu’acceptables sur l’ensemble des autres instances.
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Tableau 5.19 Comportement des deux algorithmes lors d’un prime time
Instances Algorithme A0 Algorithme A1
Nombre Nombre Temps Nombre Nombre Temps
d’ite´rations de coupes (s) d’ite´rations de coupes (s)
1 6 27 27,20 2 54 4,14
2 6 41 1191,05 2 54 1609,11
3 6 39 112,43 6 67 74,23
4 7 38 126,77 4 59 22,90
5 7 46 333,12 3 56 141,23
6 4 22 6,21 3 47 8,09
7 11 42 304,34 6 61 81,37
8 8 45 1045,27 4 59 577,43
9 9 47 373,50 5 65 100,10
10 9 53 881,41 5 67 301,84
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Chapitre 6
CONCLUSION
Synthe`se des travaux
Ce me´moire reprend les travaux de Chan (2008), qui a e´te´ le premier a` e´tudier
le proble`me de la tarification optimale pour le placement me´dia par le biais de la
programmation biniveau. Le mode`le qu’il a propose´ ne restait efficace que pour des
instances de taille modeste, et les solutions du proble`me e´tait souvent irre´alistes. Nous
avons ainsi voulu aborder ce proble`me de gestion du revenu avec des patrons de spots
publicitaires.
Nous avons repris le cadre algorithmique mis en place par ce dernier, et propose´
une variante de cet algorithme pour tester notre mode`le. Les re´sultats sont plutoˆt
satisfaisants, car nos temps de re´solution sont bien meilleurs que le mode`le M-Spot,
et permettent d’effectuer de fac¸on re´aliste et optimale la couverture publicitaire d’un
prime time.
En effectuant une analyse de sensibilite´ sur certains parame`tres du mode`le, nous
avons de´termine´ lesquels perturbaient le plus les temps de re´solution, a` savoir le
nombre de clients, la cible d’audience des clients et le nombre de patrons.
Les re´sultats nume´riques sont d’autant plus encourageants que l’ensemble des tests
ont e´te´ re´alise´s avec Xpress, et nous avons montre´ que Cplex e´tait bien meilleur que
Xpress dans l’annexe B. Si la programmation avait e´te´ re´alise´e avec Cplex, il y a
de grandes chances que l’on aurait pu programmer des spots publicitaires sur une
journe´e entie`re.
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Limitations de la solution propose´e
Bien qu’ayant obtenu des temps de re´solution satisfaisants, nous nous devons
d’ajouter un be´mol a` nos re´sultats.
Le mode`le M-Patron que nous proposons ici s’appuie sur notre propre expe´rience
de te´le´spectateur. Tout ce qui concerne les patrons, de leur physionomie a` la segmen-
tation de ceux-ci, pourrait s’ave´rer diffe´rent dans la re´alite´. Les patrons cre´e´s dans
l’industrie des me´dias peuvent diverger de ceux que nous sugge´rons ici.
Dans le meˆme registre, l’ensemble des donne´es utilise´es pour les re´solutions nume´-
riques sont ge´ne´re´es ale´atoirement. Les temps de re´solution pourraient eˆtre diffe´rents
avec des donne´es re´elles.
Enfin, nous nous limitons a` programmer une soire´e de publicite´ seulement avec
Xpress. Meˆme si Cplex s’ave`re eˆtre meilleur que Xpress, les re´solutions ne devraient
pas de´passer une journe´e de programmation. Il aurait e´te´ inte´ressant de pouvoir ope´rer
la programmation des spots publicitaires pour une semaine, et ainsi de´velopper des
patrons “transversaux”, qui re´pe`tent des spots publicitaires a` des moments de la
journe´e, mais sur plusieurs jours de la semaine.
Ame´liorations futures
Il serait captivant de travailler avec des donne´es re´elles afin d’e´valuer l’efficacite´
du mode`le. Le design des patrons pourrait alors eˆtre tre`s pre´cis, et nous pourrions
alors proposer d’autres algorithmes lie´s a` l’architecture de ces patrons.
Les programmes mixtes en nombres entiers prennent le plus de temps dans les
re´solutions, soit environ 99% du temps de re´solution. Il serait alors judicieux de
conside´rer le Branch-and-Bound pour re´soudre ces programmes, et ce a` chaque i-
te´ration : on pourrait alors s’inte´resser aux diffe´rentes strate´gies de branchement, et
proce´der a` un raffinement de celles-ci.
Il serait e´galement avantageux de de´velopper des heuristiques pour pouvoir s’at-
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taquer a` des proble`mes de grande taille, et ainsi re´soudre le proble`me sur au moins
une semaine. On pourrait e´ventuellement travailler sur les trois parame`tres e´nonce´s
pre´ce´demment : le nombre de clients, leur audience associe´e et le nombre de patrons.
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Annexe A
Exemple nume´rique pour le
M-Spot
Dans leur exemple nume´rique, Chan (2008) a conside´re´ :
C : 2 clients, voulant respectivement un audimat de 50 et 55 ;
D : 1 une cate´gorie de´mographique ;
L : 2 longueurs de spot publicitaire, 15 et 30 secondes ;
U1 : 1 pause publicitaire de longueur 75 secondes pour le leader ;
U2 : 1 pause publicitaire pour la concurrence ;
P 1 : 4 spots propose´s par le leader ;
P 2 : 4 spots propose´s par la concurrence.
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Figure A.1 Ensemble des polye`dres d’optimalite´ pour le M-Spot
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Annexe B
Temps de re´solution avec Cplex
Les proble`mes ont e´te´ re´solus sous Xpress-Mosel v2.2.0. Nous avons voulu les
re´soudre sous Cplex pour ve´rifier si les temps de re´solution demeuraient les meˆmes.
La version de Cplex utilise´e pour mener cette e´tude comparative est Cplex 10.1.1.
Dans notre algorithme, les proble`mes relaxe´s (e´tape 1 de l’algorithme 1 et e´tape
2 de l’algorithme 2) occupent 95% du temps de re´solution total. Les autres e´tapes
(proble`me de second niveau, ajout de coupes) prennent quelques secondes. Nous avons
ainsi compare´ les temps de re´solution des proble`mes relaxe´s obtenus au fur et a` mesure
des ite´rations.
Nous avons teste´ les deux solveurs sur des jeux de donne´es tre`s difficiles a` re´soudre :
- 15 clients ;
- 4 longueurs de spots ;
- 20 pauses chez le leader ;
- Longueur des pauses comprise entre 180 et 235 secondes ;
- 30 pauses chez la concurrence ;
- 20 patrons chez le leader ;
- 30 patrons chez la concurrence ;
- Entre 2 et 5 patrons inte´ressent les clients ;
- I1s,l est compris entre 2 et 5 ;
- Les patrons T1 et T3 contiennent des spots sur 5 pauses publicitaires.
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Tableau B.1 4 Instances difficiles re´solues avec Cplex et Xpress
Instance Ite´ration Temps Xpress Temps Cplex
(s) (s)
3 1 12418,50 31,15
2 349,60 15,84
3 205,94 33,16
4 1 201,54 61,19
2 8706,46 279,05
3 10909,60 47,48
4 85336,90 77,37
5 4639,46 90,65
8 1 62,74 269,57
2 4764,59 736,24
3 48002,70 235,28
4 11757,00 549,12
5 5456,98 539,75
9 1 107,69 19,76
2 554,52 19,97
3 11093,60 18,52
4 648,82 28,10
5 40817,20 30,77
6 8798,85 27,32
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Le tableau B.1 regroupe les temps de re´solution pour les quatre instances les
plus difficiles a` re´soudre (dix instances ont e´te´ ge´ne´re´es a` partir du jeu de donne´es
pre´ce´dent). Les temps de re´solution renvoye´s par Cplex sont nettement meilleurs,
e´tant jusqu’a` 430 fois plus rapide !
Dans le tableau B.2, les temps de chaque instance sont donne´es. Les temps de
re´solution de Cplex sont meilleurs que ceux retourne´s par Xpress sur chaque instance.
Les temps sont deux fois plus rapides dans le pire des cas, et 430 fois plus rapides dans
le meilleur des cas ! En moyenne, Cplex est 50 fois plus rapide sur le jeu de donne´es
teste´ dans cette annexe (tableau B.3).
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Tableau B.2 Temps de re´solution des 10 instances avec Cplex et Xpress
Instance Temps Xpress Temps Cplex
(s) (s)
1 5097,86 1519,77
2 577,74 12,16
3 12974,04 80,15
4 109793,96 555,74
5 5304,72 217,15
6 4826,23 183,43
7 129,59 54,17
8 70044,01 2329,96
9 62020,69 144,44
10 2125,29 154,50
Tableau B.3 Moyenne des temps et e´carts-type avec Cplex et Xpress
Solveur Moyenne des Temps E´cart-type
(s) (s)
XPRESS 27289,40 36892,99
CPLEX 525,15 736,51
