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Abstract. Dynamical systems arising from chemical reaction networks
with mass action kinetics are the subject of chemical reaction network
theory (CRNT). In particular, this theory provides statements about
uniqueness, existence, and stability of positive steady states for all rate
constants and initial conditions. In terms of the corresponding polyno-
mial equations, the results guarantee uniqueness and existence of positive
solutions for all positive parameters.
We address a recent extension of CRNT, called generalized mass-action
systems, where reaction rates are allowed to be power-laws in the con-
centrations. In particular, the (real) kinetic orders can differ from the
(integer) stoichiometric coefficients. As with mass-action kinetics, com-
plex balancing equilibria are determined by the graph Laplacian of the
underlying network and can be characterized by binomial equations and
parametrized by monomials. In algebraic terms, we focus on a construc-
tive characterization of positive solutions of polynomial equations with
real and symbolic exponents.
Uniqueness and existence for all rate constants and initial conditions ad-
ditionally depend on sign vectors of the stoichiometric and kinetic-order
subspaces. This leads to a generalization of Birch’s theorem, which is
robust with respect to certain perturbations in the exponents. In this
context, we discuss the occurrence of multiple complex balancing equi-
libria.
We illustrate our results by a running example and provide a MAPLE
worksheet with implementations of all algorithmic methods.
Keywords: Chemical reaction network theory, generalized mass-action
systems, generalized polynomial equations, symbolic exponents, positive
solutions, binomial equations, Birch’s theorem, oriented matroids, mul-
tistationarity
1 Introduction
In this work, we focus on dynamical systems arising from (bio-)chemical reac-
tion networks with generalized mass-action kinetics and positive solutions of the
corresponding systems of generalized polynomial equations.
In chemical reaction network theory, as initiated by Horn, Jackson, and Fein-
berg in the 1970s [15,33,32], several fundamental results are based on the assump-
tion of mass action kinetics (MAK). Consider the reaction
1A + 1B→ C (1)
involving the reactant species A, B and the product C, where we explicitly state
the stoichiometric coefficients of the reactants. The left- and right-hand sides of
a reaction, in this case A+B and C, are called (stoichiometric) complexes. Let
[A] = [A](t)
denote the concentration of species A at time t, and analogously for B and C.
Assuming MAK, the rate at which the reaction occurs is given by
v = k [A]1[B]1
with rate constant k > 0. In other words, the reaction rate is a monomial in the
reactant concentrations [A] and [B] with the stoichiometric coefficients as expo-
nents. Within a network involving additional species and reactions, the above
reaction contributes to the dynamics of the species concentrations as
d
dt


[A]
[B]
[C]
[D]
...

 = k [A][B]


−1
−1
1
0
...

+ · · ·
In many applications, the reaction network is given, but the values of the rate
constants are unknown. Surprisingly, there are results on existence, uniqueness,
and stability of steady states that do not depend on the rate constants. See, for
example, the lecture notes [16] and the surveys [17,19,30].
However, the validity of MAK is limited; it only holds for elementary reac-
tions in homogeneous and dilute solutions. For biochemical reaction networks
in intracellular environments, the rate law has to be modified. In previous work
[40], we allowed generalized mass-action kinetics (GMAK) where reaction rates
are power-laws in the concentrations. In particular, the exponents need not coin-
cide with the stoichiometric coefficients and need not be integers. For example,
the rate at which reaction (1) occurs may be given by
v = k [A]a[B]b
with kinetic orders a, b > 0. Formally, we specify the rate of a reaction by
associating (here indicated by dots) with the reactant complex a kinetic complex,
which determines the exponents in the generalized monomial:
A + B → C
...
aA+ bB
Before we give the definition of generalized mass action systems, we introduce
a running example, which will be used to motivate and illustrate general state-
ments. Throughout the paper, we focus on algorithmic aspects of the theoretical
results. Additionally, we provide a MAPLE worksheet1 with implementations of
all algorithms applied to the running example. For other applications of com-
puter algebra to chemical reaction networks, we refer to [7,14,36,45].
Notation. We denote the strictly positive real numbers by R>. We define e
x ∈
Rn> for x ∈ R
n component-wise, that is, (ex)i = e
xi ; analogously, ln(x) ∈ Rn for
x ∈ Rn> and x
−1 ∈ Rn for x ∈ Rn with xi 6= 0. For x, y ∈ Rn, we denote the
component-wise (or Hadamard) product by x ◦ y ∈ Rn, that is, (x ◦ y)i = xiyi;
for x ∈ Rn> and y ∈ R
n, we define xy ∈ R> as
∏n
i=1 x
yi
i .
Given a matrix B ∈ Rn×m, we denote by b1, . . . , bm its column vectors and
by b1, . . . , bn its row vectors. For x ∈ Rn>, we define x
B ∈ Rm> as
(xB)j = x
bj =
n∏
i=1
x
bij
i
for j = 1, . . . ,m. As a consequence,
ln(xB) = BT lnx.
Finally, we identify a matrix B ∈ Rn×m with the corresponding linear map
B : Rm → Rn and write im(B) and ker(B) for the respective vector subspaces.
2 Running Example
We consider a reaction network based on the weighted directed graph
1
k12 // 2
k21
oo
k23

4
k45 // 5
k54
oo
3
k31
^^❃
❃
❃
❃
❃
❃
❃
❃
(2)
with 5 vertices, 6 edges and corresponding positive weights. Clearly, the edges
represent reactions and the weights are rate constants. We assume that the
network contains 4 species A, B, C, D and associate with each vertex a (stoi-
chiometric) complex, that is, a formal sum of species:
A + B // Coo

A // Doo
2A
cc●
●
●
●
●
●
●
●
1 The worksheet is available at http://gregensburger.com/software/GMAK.zip.
In order to specify the reaction rates, e.g., v12 = k12[A]
1
2 [B]
3
2 , we additionally
associate a kinetic complex with each source vertex:
1
2A+
3
2B
// Coo

A // Doo
3A
dd■
■
■
■
■
■
■
■
■
Writing
x = (x1, x2, x3, x4)
T
for the concentrations of species A, B, C, D, the dynamics of the generalized
mass action system is given by
d
dt


x1
x2
x3
x4

 =


−1 1 2 −1 −1 1
−1 1 0 1 0 0
1 −1 −1 0 0 0
0 0 0 0 1 −1




k12 (x1)
1
2 (x2)
3
2
k21 x3
k23 x3
k31 (x1)
3
k45 x1
k54 x4


= N v(x), (3)
where we fix an order on the edges, E =
(
(1, 2), (2, 1), (2, 3), (3, 1), (4, 5), (5, 4)
)
,
and introduce the stoichiometric matrix N and the vector of reaction rates v(x).
We further decompose the system. Writing the stoichiometric and kinetic
complexes as column vectors of the matrices
Y =


1 0 2 1 0
1 0 0 0 0
0 1 0 0 0
0 0 0 0 1

 and Y˜ =


1
2 0 3 1 0
3
2 0 0 0 0
0 1 0 0 0
0 0 0 0 1


and using the incidence matrix of the graph (2),
IE =


−1 1 0 1 0 0
1 −1 −1 0 0 0
0 0 1 −1 0 0
0 0 0 0 −1 1
0 0 0 0 1 −1

 ,
we can write the stoichiometric matrix as
N = Y IE .
The vector of reaction rates v(x) can also be decomposed by introducing a di-
agonal matrix
∆k = diag(k12, k21, k23, k31, k45, k54)
containing the rate constants, a matrix indicating the source vertex of each
reaction,
Is =


1 0 0 0 0 0
0 1 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

 ,
and the vector of monomials determined by the kinetic complexes,
xY˜ =


(x1)
1
2 (x2)
3
2
x3
(x1)
3
x1
x4

 .
Then,
v(x) = ∆k I
T
s x
Y˜ ,
and we can write
dx
dt
= N v(x) = Y IE ∆k I
T
s x
Y˜ .
Note that the matrix
Ak = IE ∆k I
T
s =


−k12 k21 k31 0 0
k12 −(k21 + k23) 0 0 0
0 k23 −k31 0 0
0 0 0 −k45 k54
0 0 0 k45 −k54

 (4)
depends only on the weighted digraph, while Y and xY˜ are determined by the
stoichiometric and kinetic complexes. The resulting decomposition
dx
dt
= Y Ak x
Y˜
is due to [33], where Ak is called kinetic matrix and the stoichiometric and
kinetic complexes are equal, that is, Y = Y˜ . The interpretation of Ak as a
weighted graph Laplacian was introduced in [24] and used in [12,47,31,37,34], in
particular, in connection with the matrix-tree theorem.
3 Generalized Mass Action Systems
We consider directed graphs G = (V,E) given by a finite set of vertices
V = {1, . . . ,m}
and a finite set of edges E ⊆ V × V . We often denote an edge e = (i, j) ∈ E by
i→ j to emphasize that it is directed from the source i to the target j. Further,
we write
Vs = {i | i→ j ∈ E}
for the set of source vertices that appear as a source of some edge.
Definition 1. A generalized chemical reaction network (G, y, y˜) is given by a
digraph G = (V,E) without self-loops, and two functions
y : V → Rn and y˜ : Vs → R
n
assigning to each vertex a (stoichiometric) complex and to each source a kinetic
complex.
We note that this definition differs from [40]. On the one hand, kinetic complexes
were assigned also to non-source vertices, on the other hand, all (stoichiometric)
complexes had to be different, and analogously the kinetic complexes.
Definition 2. A generalized mass action system (Gk, y, y˜) is a generalized chem-
ical reaction network (G, y, y˜), where edges (i, j) ∈ E are labeled with rate con-
stants kij ∈ R>.
The contribution of reaction i → j ∈ E to the dynamics of the species
concentrations x ∈ Rn is proportional to the reaction vector y(j) − y(i) ∈ Rn.
Assuming generalized mass action kinetics, the rate of the reaction is determined
by the source kinetic complex y˜(i) and the positive rate constant kij :
vi→j(x) = kij x
y˜(i).
The ordinary differential equation associated with a generalized mass action
system is defined as
dx
dt
=
∑
i→j∈E
kij x
y˜(i)
(
y(j)− y(i)
)
.
The change over time lies in the stoichiometric subspace
S = span{y(j)− y(i) ∈ Rn | i→ j ∈ E},
which suggests the definition of a (positive) stoichiometric compatibility class
(c′ + S) ∩ Rn> with c
′ ∈ Rn>.
In case every vertex is a source, that is, Vs = V , we introduce also the
kinetic-order subspace
S˜ = span{y˜(j)− y˜(i) ∈ Rn | i→ j ∈ E}.
In order to decompose the right-hand side of the ODE system, we define the
matrices Y ∈ Rn×m as yj = y(j) and Y˜ ∈ Rn×m as y˜j = y˜(j) for j ∈ Vs and
y˜j = 0 otherwise (see also the remark below). Further, we introduce the weighted
graph Laplacian Ak ∈ Rm×m: (Ak)ij = kji if j → i ∈ E, (Ak)ii = −
∑
i→j∈E kij ,
and (Ak)ij = 0 otherwise. We obtain:
dx
dt
= Y Ak x
Y˜ .
Note that y˜j can be chosen arbitrarily for j /∈ Vs, since in this case (Ak)j = 0
and hence (Ak)
jxy˜
j
= 0.
Steady states of the ODE satisfying x ∈ Rn> and Ak x
Y˜ = 0 are called complex
balancing equilibria. We denote the corresponding set by
Zk = {x ∈ R
n
> | Ak x
Y˜ = 0}.
Finally, the (stoichiometric) deficiency is defined as
δ = m− l− s,
where m is the number of vertices, l is the number of connected components,
and s = dimS is the dimension of the stoichiometric subspace.
Using S = im(Y IE), where IE is the incidence matrix of the graph (for a
fixed order on E), we obtain the equivalent definition
δ = dim(ker(Y ) ∩ im(IE)),
see for example [34]. Further, note that im(Ak) ⊆ im(IE). Now, if δ = 0, then
ker(Y ) ∩ im(Ak) ⊆ ker(Y ) ∩ im(IE) = {0}, and there are no x ∈ Rn> such that
Y Ak x
Y˜ = 0, but Ak x
Y˜ 6= 0. In other words, if δ = 0, there are no steady states
other than complex balancing equilibria.
4 Graph Laplacian
A basis for the kernel of Ak in (4) is given by
(k31 k21 + k31 k23, k12 k31, k23 k12, 0, 0)
T and (0, 0, 0, k54, k45)
T .
Obviously, the support of the vectors coincides with the connected components of
the graph. In general, this holds for the strongly connected components without
outgoing edges.
Let Gk = (V,E, k) be a weighted digraph without self-loops and Ak its graph
Laplacian. Further, let l be the number of connected components (aka linkage
classes) and T1, . . . , Tt ⊆ V be the sets of vertices within the strongly con-
nected components without outgoing edges (aka terminal strong linkage classes).
Clearly, t ≥ l. A fundamental result of CRNT [21] states that there exist linearly
independent χ1, . . . , χt ∈ Rn≥, where χ
λ
µ > 0 if µ ∈ Tλ and χ
λ
µ = 0 otherwise,
such that ker(Ak) = span{χ1, . . . , χt}.
In fact, the non-zero entries in the basis vectors can be computed using the
matrix-tree theorem:
χλµ = Kµ, λ ∈ {1, . . . , t}
with tree constants
Kµ =
∑
T ∈Sµ
∏
i→j∈T
kij , µ ∈ {1, . . . ,m},
where Sµ is the set of directed spanning trees (for the respective strongly con-
nected component without outgoing edges) rooted at vertex µ; see [31,37,34].
We refer to [8] for further details and references on the graph Laplacian and a
combinatorial proof of the matrix-tree theorem following [49].
If there exists ψ ∈ Rm> with Ak ψ = 0, then every vertex resides in a strongly
connected component without outgoing edges, that is, every connected compo-
nent is strongly connected. In this case, the underlying unweighted digraph is
called weakly reversible. Now, let (G, y, y˜) be a generalized chemical reaction net-
work. If there exist rate constants k such that the generalized mass action system
(Gk, y, y˜) admits a complex balancing equilibrium x ∈ Rn>, that is, Ak x
Y˜ = 0,
then G is weakly reversible.
5 Binomial Equations for Complex Balancing Equilibria
For a weakly reversible digraph, we know from the previous section that a basis
for ker(Ak), parametrized by the weights, is given in terms of the l connected
components and the m tree constants.
In our example, where l = 2 and m = 5, basis vectors of ker(Ak) are given
by
(K1,K2,K3, 0, 0)
T and (0, 0, 0,K4,K5)
T
with tree constants
(K1,K2,K3,K4,K5) = (k31 k21 + k31 k23, k12 k31, k23 k12, k54, k45).
Due to their special structure, we immediately find “binomial” basis vectors
for the orthogonal complement ker(Ak)
⊥,
(−K2,K1, 0, 0, 0)
T , (0,−K3,K2, 0, 0)
T , and (0, 0, 0,−K5,K4)
T ,
which are again determined by the connected components and tree constants.
These vectors form a basis since they are linearly independent and
dimker(Ak)
⊥ = m− dimker(Ak) = m− l = 5− 2 = 3.
In our example, a complex balancing equilibrium x ∈ R4> with ψ = x
Y˜ and hence
Ak ψ = 0, can equivalently be described as a positive solution of the binomial
equations 
−K2 K1 0 0 00 −K3 K2 0 0
0 0 0 −K5 K4

ψ = 0.
In other words, ψ ∈ ker(Ak) is equivalent to ψ ⊥ ker(Ak)
⊥ or a basis thereof.
Explicitly, we have ψ = xY˜ = ((x1)
1
2 (x2)
3
2 , x3, (x1)
3, x1, x4)
T and
K1 x3 −K2 (x1)
1
2 (x2)
3
2 = 0, K2 (x1)
3 −K3 x3 = 0, K4 x4 −K5 x1 = 0. (5)
Clearly, these considerations generalize to arbitrary weakly reversible di-
graphs: Based on the (strongly) connected components, we can characterize
complex balancing equilibria by m− l binomial equations with tree constants as
coefficients.
Proposition 1. Let Ak be the graph Laplacian of a weakly reversible digraph
with positive weights and m vertices ordered within l connected components,
Lλ = (i
λ
µ)µ=1,...,mλ for λ = 1, . . . , l, where
∑l
λ=1mλ = m.
Let Y˜ ∈ Rn×m and
Zk = {x ∈ R
n
> | Ak x
Y˜ = 0}.
Then,
Zk = {x ∈ R
n
> | Ki x
y˜j −Kj x
y˜i = 0, (i, j) ∈ E}
where
E = {(iλµ, i
λ
µ+1) | λ = 1, . . . , l; µ = 1, . . . ,mλ − 1}.
Note that the actual binomial equations depend on the order of the vertices
within the connected components, but the zero set does not.
6 Binomial Equations with Real and Symbolic Exponents
In this section, we collect basic facts about positive real solutions of binomial
equations with real exponents. We present the results in full generality, in partic-
ular, not restricted to complex balancing equilibria, and emphasize algorithmic
aspects. Moreover, by reducing computations to linear algebra, we outline the
treatment of symbolic exponents.
In an algebraic perspective, one usually considers solutions of binomial equa-
tions with integer exponents. We refer to [13] for an introduction including al-
gorithmic aspects and an extensive list of references. An algorithm with polyno-
mial complexity for computing solutions with non-zero or positive coordinates of
parametric binomial systems is presented in [29]. For recent algorithmic methods
for binomial equations and monomial parametrizations, see [1]. Toric geometry
and computer algebra was introduced to the study of mass action systems in
[25,27,26] and further developed in [12]. So-called toric steady states are solu-
tions of binomial equations arising from polynomial dynamical systems [42].
In chemical reaction networks, it is natural to consider real exponents: kinetic
orders, measured by experiments, need not be integers. Also in S-systems [46,48],
defined by binomial power-laws, the exponents are real numbers identified from
data. We note that binomial equations are implicit in the original works on
chemical reaction networks [33,32].
In the following, we consider binomial equations
αi x
ai − βi x
bi = 0 for i = 1, . . . , r
for x ∈ Rn>, where a
i, bi ∈ Rn and αi, βi ∈ R>. Clearly, x is a solution iff
xa
i−bi =
βi
αi
for i = 1, . . . , r.
By introducing the exponent matrix M ∈ Rn×r, whose ith column is the vector
ai − bi, and the vectors α, β ∈ Rr> with entries αi and βi, respectively, we can
rewrite the above equation system as
xM =
β
α
.
More generally, we are interested for which γ ∈ Rr> the equations
xM = γ
have a positive solution. Taking the logarithm, we obtain the equivalent linear
equations
MT lnx = ln γ, (6)
which reduces the problem to linear algebra.
In the rest of this section, we fix a matrix M ∈ Rn×r and write
ZM,γ = {x ∈ R
n
> | x
M = γ}
for the set of all positive solutions with right-hand side γ ∈ Rr>.
Proposition 2. The following statements hold:
ZM,γ 6= ∅ for all γ ∈ R
r
> iff ker(M) = {0}.
If ker(M) 6= {0}, then
ZM,γ 6= ∅ for γ ∈ R
r
> iff γ
C = 1,
where C ∈ Rr×p with im(C) = ker(M) and ker(C) = {0}.
Proof. Using (6), xM = γ is equivalent to
ln γ ∈ im(MT ) = ker(M)⊥.
Hence, ZM,γ 6= ∅ for all γ ∈ Rr> iff ker(M) = {0}. If ker(M) 6= {0}, then
ln γ ∈ ker(M)⊥ = im(C)⊥ ⇔ CT ln γ = 0 ⇔ γC = 1.
⊓⊔
Computing an explicit positive solution x∗ ∈ ZM,γ (if it exists) in terms of
γ is equivalent to computing a particular solution for the linear equations (6).
For this, we use an arbitrary generalized inverse H of MT , that is, a matrix
H ∈ Rn×r such that
MTHMT =MT .
We refer to [4] for details on generalized inverses.
Proposition 3. Let γ ∈ Rr> such that ln γ ∈ im(M
T ). Let H ∈ Rn×r be a
generalized inverse of MT . Then,
x∗ = γH
T
∈ ZM,γ .
Proof. By assumption, ln γ =MT z for some z ∈ Rn. Then,
MT lnx∗ =MTH ln γ =MTHMT z =MT z = ln γ
and hence x∗ ∈ ZM,γ as claimed. ⊓⊔
Given one positive solution x∗ ∈ ZM,γ , we have a generalized monomial
parametrization for the set of all positive solutions.
Proposition 4. Let x∗ ∈ ZM,γ. Then,
ZM,γ = {x
∗ ◦ ev | v ∈ im(M)⊥}.
If im(M)⊥ 6= {0}, then
ZM,γ = {x
∗ ◦ ξB
T
| ξ ∈ Rq>},
where B ∈ Rn×q with im(B) = im(M)⊥ and ker(B) = {0}.
Proof. The first equality follows from (6): x ∈ ZM,γ iff v = lnx − lnx∗ ∈
ker(MT ) = im(M)⊥, that is, x = x∗ ◦ ev with v ∈ im(M)⊥.
Since the columns of B form a basis for im(M)⊥, we can write v ∈ im(M)⊥
uniquely as v = B t for some t ∈ Rq. By introducing ξ = et ∈ Rq>, we obtain
(ev)i = e
vi = e
∑
j
bij tj =
∏
j ξ
bij
j = ξ
bi = (ξB
T
)i,
that is, ev = ξB
T
. ⊓⊔
Note that the conditions for the existence of positive solutions and the
parametrization of all positive solutions, respectively, depend only on the vector
subspaces ker(M) and im(M)⊥ = ker(MT ).
Summing up, we have seen that computing positive solutions for binomial
equations reduces to linear algebra involving the exponent matrix M . The ma-
trices C, H , and B from Propositions 2, 3, and 4 can be computed effectively if
M ∈ Qn×r and C, B can be chosen to have only integer entries.
Moreover, the linear algebra approach to binomial equations allows to deal
algorithmically with indeterminate (symbolic) exponents. We can use computer
algebra methods for matrices with symbolic entries like Turing factoring (gen-
eralized PLU decomposition) [10] and its implementation [11]. Based on these
methods, we can compute explicit monomial parametrizations with symbolic
exponents for generic entries and investigate conditions for special cases. See
Section 8 for an example.
7 Kinetic Deficiency
Applying the results from the previous section, we rewrite the binomial equa-
tions (5) from our example,
K1 x3 −K2 (x1)
1
2 (x2)
3
2 = 0, K2 (x1)
3 −K3 x3 = 0, K4 x4 −K5 x1 = 0,
as
xM = κk,
where
M =


− 12 3 −1
− 32 0 0
1 −1 0
0 0 1

 (7)
and
κk = (K2/K1,K3/K2,K5/K4)
T ,
which depends on the weights k via the tree constants K.
Recall that the binomial equations depend on the basis vectors for ker(Ak)
⊥
which are determined by the relation E = {(1, 2), (2, 3), (4, 5)}. To specify the
resulting exponent matrix M and the right-hand side κk, we have fixed an order
on the relation. By abuse of notation, we write
E = ((1, 2), (2, 3), (4, 5)).
Hence, M = Y˜ IE with
IE =


−1 0 0
1 −1 0
0 1 0
0 0 −1
0 0 1

 . (8)
In general, for a weakly reversible digraph with m vertices and l connected
components, let E be a relation as in Proposition 1 with fixed order. We denote
by IE ∈ Rm×(m−l) the matrix with columns
ej − ei for (i, j) ∈ E ,
where ei denotes the ith standard basis vector in Rm. Clearly, the columns of IE
are linearly independent and hence dim im(IE) = m− l. To rewrite the binomial
equations in Proposition 1, we define the exponent matrix M ∈ Rn×(m−l) as
M = Y˜ IE ,
the right-hand side κk ∈ R
m−l
> as
(κk)(i,j) = Kj/Ki for (i, j) ∈ E , (9)
and obtain
Zk = {x ∈ R
n
> | x
M = κk}.
We note that the actual matrix M depends on E , but im(M) does not. This can
be seen using the following fact.
Proposition 5. Let G = (V,E) be a digraph with m vertices and l connected
components. Let IE ∈ Rm×|E| denote its incidence matrix (for fixed order on
E), and let IE ∈ Rm×(m−l) be as defined above. Then,
im(IE) = im(IE).
Proof. From graph theory (see for example [35]) and the argument above, we
know that dim im(IE) = dim im(IE ) = m− l. It remains to show that im(IE) ⊆
im(IE ). We consider the column e
j−ei of IE corresponding to the edge (i, j) ∈ E.
Clearly, i and j are in the same connected component Lλ, in particular, i = i
λ
µ(i)
and j = iλ
µ(j), where we assume µ(i) < µ(j). Then,
ej − ei =
∑
µ=µ(i),...,µ(j)−1
ei
λ
µ+1 − ei
λ
µ ,
where ei
λ
µ+1 − ei
λ
µ are columns of IE corresponding to pairs (i
λ
µ, i
λ
µ+1) in E . ⊓⊔
Now, we see that im(M) equals the kinetic-order subspace S˜:
im(M) = im(Y˜ IE ) = im(Y˜ IE) = S˜.
Finally, we recall that the number of independent conditions on κk for the
existence of a positive solution of xM = κk is given by dimker(M), cf. Proposi-
tion 2. Observing M ∈ Rn×(m−l), we obtain
dimker(M) = m− l − dim im(M) = m− l − dim S˜. (10)
Hence, for a digraph with m vertices and l connected components, we define
the kinetic deficiency as
δ˜ = m− l− s˜,
where s˜ = dim S˜ denotes the dimension of the kinetic-order subspace.
8 Computing Complex Balancing Equilibria
Combining the results from the previous sections, we obtain the following con-
structive characterization of complex balancing equilibria in terms of quotients
of tree constants.
Theorem 1. Let Ak be the graph Laplacian of a weakly reversible digraph with
positive weights, m vertices, and l connected components. Let Y˜ ∈ Rn×m be
the matrix of kinetic complexes, s˜ = dim S˜ the dimension of the kinetic-order
subspace, and δ˜ = m − l − s˜ the kinetic deficiency. Further, let M ∈ Rn×(m−l)
and κk ∈ R
m−l
> such that
Zk = {x ∈ R
n
> | Ak x
Y˜ = 0} = {x ∈ Rn> | x
M = κk}.
Then, the following statements hold:
(a) Zk 6= ∅ for all k iff δ˜ = 0.
(b) If δ˜ > 0, then
Zk 6= ∅ iff (κk)
C = 1,
where C ∈ R(m−l)×δ˜ with im(C) = ker(M) and ker(C) = {0}.
(c) If Zk 6= ∅, then
x∗ = (κk)
HT ∈ Zk,
where H ∈ Rn×(m−l) is a generalized inverse of MT .
(d) If x∗ ∈ Zk and s˜ < n, then
Zk = {x
∗ ◦ ξB
T
| ξ ∈ Rn−s˜> },
where B ∈ Rn×(n−s˜) with im(B) = S˜⊥ and ker(B) = {0}.
Proof. By Propositions 2, 3, and 4. In fact, it remains to prove one implication
in (a). Assume Zk 6= ∅ for all k, that is, there exists a solution to xM = κk for
all k. By Lemma 1 below, for all γ ∈ Rm−l> , there exists k such that κk = γ.
Hence, there exists a solution to xM = γ for all γ. Using (10) and Proposition 2,
we obtain δ˜ = dimker(M) = 0. ⊓⊔
Lemma 1. Let Ak be the graph Laplacian of a weakly reversible digraph with
positive weights, m vertices, and l connected components, and let κk ∈ R
m−l
> be
the vector of quotients of tree constants defined in (9). For all γ ∈ Rm−l> , there
exists k such that κk = γ.
Proof. First, we show that every positive vector ψ ∈ Rm> solves Ak ψ = 0 for
some weights k. Indeed, for given k, the vector of tree constants K ∈ Rm> solves
AkK = 0, and by choosing k
∗
ij = kij
Ki
ψi
, one obtains
(Ak∗ ψ)i =
m∑
j=1
(Ak∗)ij ψj =
∑
j→i∈E
k∗ji ψj −
∑
i→j∈E
k∗ij ψi
=
∑
j→i∈E
kjiKj −
∑
i→j∈E
kij Ki =
m∑
j=1
(Ak)ij Kj = (AkK)i = 0
for all i = 1, . . . ,m, that is, Ak∗ ψ = 0.
Let E be a relation as in Proposition 1 with the obvious order. Using basis
vectors of ker(Ak) having tree constants as entries, we find that
ψj
ψi
=
Kj
Ki
= (κk)(i,j) for all (i, j) ∈ E .
By choosing the entries of ψ ∈ Rm> in the obvious order, every γ ∈ R
m−l
> can be
attained by κk for some k. ⊓⊔
Remark 1. Theorem 1 is constructive in the following sense:
– To test if the digraph G is weakly reversible, we compute the connected and
the strongly connected components and check whether they are equal.
– The tree constants are computed in terms of the weights k, using (fraction-
free) Gaussian elimination on the sub-matrices of Ak determined by the
(strongly) connected components.
– Given the kinetic complexes Y˜ ∈ Qn×m and the (strongly) connected compo-
nents of the digraph, we compute a matrix M and a vector κk as introduced
in Section 7.
– All matrices involved are computed by linear algebra from the exponent
matrix M . This can also be done algorithmically if the kinetic complexes
Y˜ and hence M contain indeterminate (symbolic) entries; see the end of
Section 6.
In our example, δ˜ = 5 − 2 − 3 = 0 and a monomial parametrization of all
complex balancing equilibria is given by
(
(κ3)
−1, (κ1)
− 2
3 (κ2)
− 2
3 (κ3)
− 5
3 , κ−12 (κ3)
−3, 1
)T
◦ (ξ3, ξ5, ξ9, ξ3)T ,
where
κ ≡ κk =
(
k12
k21 + k23
,
k23
k31
,
k45
k54
)T
and ξ ∈ R>.
To conclude, we associate with each vertex of the graph a kinetic complex pos-
sibly containing symbolic coefficients, thereby specifying monomials with sym-
bolic exponents:
aA+ bB // Coo

A // Doo
cA
dd■
■
■
■
■
■
■
■
■
(11)
In this setting, a monomial parametrization with symbolic exponents of all
complex balancing equilibria is given by
(
(κ3)
−1, (κ1)
− 1
b (κ2)
− 1
b (κ3)
a−c
b , (κ2)
−1 (κ3)
−c, 1
)T
◦ (ξb, ξc−a, ξbc, ξb)T ,
which is valid for non-zero a, b, c ∈ R.
9 Generalized Birch’s Theorem
Since the dynamics of generalized mass-action systems is confined to cosets of
the stoichiometric subspace, we are interested in uniqueness and existence of
complex balancing equilibria in every positive stoichiometric compatibility class.
Let Gk be a weakly reversible digraph with positive weights, m vertices and
l connected components. For fixed rate constants k, a complex balancing equi-
librium x∗ ∈ Rn> of the mass-action system (Gk, y, y˜) solves Ak x
Y˜ = 0, where
Ak ∈ Rm×m is the graph Laplacian and Y˜ ∈ Rn×m is the matrix of kinetic com-
plexes. Equivalently, it solves xM = κk, where the columns of M ∈ Rn×(m−l)
are differences of kinetic complexes and the entries of κk ∈ R
m−l
> are quotients
of the tree constants K, which depend on the weights k. In other words,
Zk = {x ∈ R
n
> | Ak x
Y˜ = 0}
= {x ∈ Rn> | x
M = κk}.
Given a complex balancing equilibrium x∗ ∈ Rn>, we further know that
Zk = {x
∗ ◦ ev | v ∈ im(M)⊥}
= {x∗ ◦ ξB
T
| ξ ∈ Rd˜>},
where the second equality holds if im(M)⊥ 6= {0} and B ∈ Rn×d˜ is defined as
im(B) = im(M)⊥ and ker(B) = {0}.
For simplicity, we write W˜ = BT ∈ Rd˜×n such that S˜ = im(M) = im(B)⊥ =
im(W˜T )⊥ = ker(W˜ ). Analogously, we introduce a matrix W ∈ Rd×n with full
rank d such that S = ker(W ).
If the intersection of the set of complex balancing equilibria with some com-
patibility class,
Zk ∩ (x
′ + S),
is non-empty, then there exist ξ ∈ Rd˜> and u ∈ S such that
x∗ ◦ ξW˜ = x′ + u.
Multiplication by W yields
W (x∗ ◦ ξW˜ ) =W x′
such that existence and uniqueness of complex balancing equilibria in every
stoichiometric compatibility class are equivalent to surjectivity and injectivity
of the generalized polynomial map
fx∗ : R
d˜
> → C
◦ ⊆ Rd (12)
ξ 7→W (x∗ ◦ ξW˜ ) =
n∑
i=1
x∗i ξ
w˜iwi,
where C◦ is the interior of the polyhedral cone
C =
{
Wx′ ∈ Rd | x′ ∈ Rn≥
}
=
{
n∑
i=1
x′i w
i ∈ Rd | x′ ∈ Rn≥
}
.
In mass-action systems, where S = S˜ and hence W = W˜ , one version [23]
of Birch’s theorem [5] states that fx∗ is a real analytic isomorphism of R
d
> onto
C◦ for all x∗ ∈ Rn>. We refer to [28, Sect. 5] for a recent overview on the use of
Birch’s theorem in CRNT and to [41] for the version used in algebraic statistics.
Interestingly, Martin W. Birch’s seminal paper on maximum likelihood methods
for log-linear models was part of a PhD thesis at the University of Glasgow that
was never submitted [22].
Recently, we have generalized Birch’s theorem to W 6= W˜ , cf. [40, Proposi-
tion 3.9]. To formulate the result, we define the sign vector σ(x) ∈ {−, 0,+}n
of a vector x ∈ Rn by applying the sign function component-wise, and we write
σ(S) = {σ(x) | x ∈ S} for a subset S ⊆ Rn.
Theorem 2. Let W ∈ Rd×n, W˜ ∈ Rd˜×n and S = ker(W ), S˜ = ker(W˜ ). If
σ(S) = σ(S˜) and (+, . . . ,+)T ∈ σ(S⊥), then the generalized polynomial map
fx∗ in (12) is a real analytic isomorphism of R
d˜
> onto C
◦ for all x∗ ∈ Rn>.
If δ˜ = 0, there exists a complex balancing equilibrium for all rate constants
k, by Theorem 1. If further the generalized polynomial map fx∗ is surjective and
injective for all x∗, then, by Theorem 2, there exists a unique steady state in
every positive stoichiometric compatibility class for all k.
To illustrate the result, we consider the minimal (weakly) reversible weighted
digraph
1
k12
⇄
k21
2,
and associate with each vertex a (stoichiometric) complex
A + B⇄ C
as well as a kinetic complex
aA+ bB⇄ C,
where a, b > 0. We find S = im(−1,−1, 1)T and S˜ = im(−a,−b, 1)T and choose
W =
(
1 0 1
0 1 1
)
and W˜ =
(
1 0 a
0 1 b
)
such that S = ker(W ) and S˜ = ker(W˜ ). Clearly, our generalization of Birch’s
theorem applies since
σ(S) =



−−
+

 ,

++
−

 ,

00
0



 = σ(S˜)
and (1, 1, 2)T ∈ S⊥. Hence, there exists a unique solution ξ ∈ R2> for the system
of generalized polynomial equations
x∗1 ξ1
(
1
0
)
+ x∗2 ξ2
(
0
1
)
+ x∗3 (ξ1)
a (ξ2)
b
(
1
1
)
=
(
y1
y2
)
for all right-hand-sides y ∈ C◦ = R2>, all parameters x
∗ ∈ R3>, and all exponents
a, b > 0. Note that Birch’s theorem guarantees the existence of a unique solution
only for a = b = 1.
In terms of the generalized mass-action system above, we have the following
result: Since δ˜ = 2− 1− 1 = 0, there exists a unique complex balancing equilib-
rium in every positive stoichiometric compatibility class for all k12, k21 > 0 and
all kinetic orders a, b > 0. Since δ = 2 − 1 − 1 = 0, there are no other steady
states.
10 Sign Vectors and Oriented Matroids
The characterization of surjectivity and injectivity of generalized polynomial
maps involves sign vectors of real linear subspaces, which are basic examples of
oriented matroids. (Whereas a matroid abstracts the notion of linear indepen-
dence, an oriented matroid additionally captures orientation.)
The theory of oriented matroids provides a common framework to study
combinatorial properties of various geometric objects, including point configura-
tions, hyperplane arrangements, convex polyhedra, and directed graphs. See [2],
[50, Chapters 6 and 7], and [44] for an introduction and overview, and [6] for a
comprehensive study.
There are several sets of sign vectors associated with a linear subspace which
satisfy the axiom systems for (co-)vectors, (co-)circuits, or chirotopes of oriented
matroids. (In fact, there are non-realizable oriented matroids that do not arise
from linear subspaces.)
For algorithmic purposes, the characterization of oriented matroids in terms
of basis orientations is most useful. The chirotope of a matrix W ∈ Rd×n (with
rank d) is defined as the map
χW : {1, . . . , n}
d → {−, 0,+}
(i1, . . . , id) 7→ sign(det(w
i1 , . . . , wid)),
which records for each d-tuple of vectors whether it forms a positively oriented
basis of Rd, a negatively oriented basis, or not a basis. Hence, chirotopes can
be used to test algorithmically if the sign vectors of two subspaces are equal by
comparing determinants of maximal minors.
More generally, the realization space of matrices defining the same oriented
matroid as W ∈ Rd×n (with rank d) is described by the semi-algebraic set
R(W ) = {A ∈ Rd×n | sign(det(ai1 , . . . , aid)) =
sign(det(wi1 , . . . , wid)), 1 ≤ i1 < · · · < id ≤ n}.
Mne¨v’s universality theorem [38] theorem states that already for oriented ma-
troids with rank d = 3, the realization space can be “arbitrarily complicated”;
see [6] for a precise statement and [3] for semi-algebraic sets and algorithms.
Concerning software, the C++ package TOPCOM [43] allows to compute effi-
ciently chirotopes with rational arithmetic and generate all cocircuits (covectors
with minimal support). There is also an interface to the open source computer
algebra system SAGE.
In our running example, we have S˜ = im(Y˜ IE) = im(M) with M as in (7).
Analogously, S = im(Y IE) = im(N ) with
N =


−1 2 −1
−1 0 0
1 −1 0
0 0 1

 . (13)
To check the sign vector condition σ(S) = σ(S˜), we compare the chirotopes of
N T and MT . Computing the signs of the four maximal minors of N T , we see
that its chirotope is given by
χNT (1, 2, 3) = −, χNT (1, 2, 4) = +, χNT (1, 3, 4) = −, χNT (2, 3, 4) = +.
Analogously, we compute the chirotope of MT and verify χNT = χMT . Clearly,
the other sign vector condition (+, . . . ,+)T ∈ σ(S⊥) also holds, for example,
(1, 1, 2, 1)T ∈ S⊥.
Since δ˜ = 0, we know from Theorems 1 and 2 that there exists a unique com-
plex balancing equilibrium in every positive stoichiometric compatibility class
for all rate constants k. Moreover, since δ = 5 − 2 − 3 = 0, we know that there
are no steady states other than complex balancing equilibria for the ODE (3).
In the setting of symbolic exponents (11), the exponent matrix amounts to
M =


−a c −1
−b 0 0
1 −1 0
0 0 1

 (14)
and the chirotope of MT (in the same order as above) is given by
− sign(b), sign(b c), sign(a− c), sign(b)
for a, b, c 6= 0. Hence, there exists a unique steady state in every positive stoichio-
metric compatibility class for all rate constants and all exponents with a, b, c > 0
and a < c.
11 Multistationarity
A (generalized) chemical reaction network (G, y, y˜) has the capacity for multi-
stationarity if there exist rate constants k such that the generalized mass action
system (Gk, y, y˜) admits more than one steady state in some stoichiometric com-
patibility class.
In mass-action systems, every stoichiometric compatibility class contains at
most one complex balancing equilibrium. However, in generalized mass action
systems, multiple steady states of this type are possible [40, Proposition 3.2].
Proposition 6. Let (G, y, y˜) be a generalized chemical reaction network. If G
is weakly reversible and σ(S) ∩ σ(S˜⊥) 6= {0}, then (G, y, y˜) has the capacity for
multiple complex balancing equilibria.
Analogously, multiple toric steady states are possible (for networks with
mass-action kinetics) if the sign vectors of two subspaces intersect non-trivially
[9,42]. For deficiency one networks (with mass-action kinetics), the capacity for
multistationarity is also characterized by sign conditions [18,20].
For precluding multistationarity, injectivity of the right-hand side of the dy-
namical system on cosets of the stoichiometric subspace is sufficient. In [39],
we characterize injectivity of generalized polynomial maps on cosets of the sto-
ichiometric subspace in terms of sign vectors. There, we also give a survey on
injectivity criteria and discuss algorithms to check sign vector conditions.
For the last time, we return to our example, in particular, to the setting of
symbolic kinetic complexes. Considering the matrix M in (14), a matrix B with
im(B) = im(M)⊥ = S˜⊥ is given by
B = (b, c− a, b c, b)T
for a, b, c 6= 0. Hence, for a, b, c > 0 and a > c, we have (+,−,+,+)T ∈ σ(S˜⊥).
On the other hand, considering the matrix N in (13) with im(N ) = S, we
also have (+,−,+,+)T ∈ σ(S), and hence σ(S)∩σ(S˜⊥) 6= {0}. By Proposition 6,
if the inequalities a, b, c > 0 and a > c hold, then there exist rate constants k
that admit more than one complex balancing equilibrium in some stoichiometric
compatibility class.
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