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I. INTRODUCTION 
The purpose of this thesis is to study properties of 
the solutions of integrodifferential equations of the follow­
ing types: 
x'(t) = (A+C(t))x(t) +J B(t-s)x(s)ds+ f(t); 
o (L) 
x(0) = Xg 
x'(t) = (A+C(t))x(t) + J B(t-s)x(s)ds + f(t) + g(x)(t); 
o (N) 
x(0) = X 
dx 
where t ^  0, x' = —, x{t) = Col (x^(t) , . . . ,x^(t) ) , x^(t) 
is a real valued function for i = l,...,n, A is a con­
stant n X n matrix, C(t) and B(t) are n X n matrix 
functions, f(t) = Col(f^(t),...,f^(t)) where f^(t) is a 
real valued function for i = l,...,n, and g{x)(t) = 
Col{g^(x)(t),...,g^(x)(t)) where g^(x)(t) is a nonlinear 
functional of x for i = l,...,n. In addition to a general 
analysis of equation (N) this thesis also includes an 
application. This application is to the point kinetic model 
of a coupled core nuclear reactor. 
2 
The results presented are concerned with the inte-
grability and boundedness of the solutions of (N) and 
(L) on the half line = {t : t O] and with the 
asymptotic behavior of these solutions for large t. 
Equation (L) is treated as a perturbation of the equation 
x'(t)=Ax(t)+ B(t-s)x(s)ds+f(t);x{0)=x (E) 
«J o 
The perturbation term is C(t)x. If C(t) is a matrix 
•f* having entries which are continuous and bounded on R 
and tend to zero as t tends to infinity it is shown that 
the solution of (L) behaves much like that of (E). This 
is helpful since (E) can be analyzed by Laplace transform 
techniques. One fundamental result of this kind is given 
by Grossman and Miller in [4]: "Suppose in equation (E), 
B(t) is Lebesgue integrable on R and 
det[sl -A-B*(s)] / 0 for Re s 0 where B*(s) is 
the Laplace transform of B(t). Then: 
a. x(t), the solution of (E), is continuous and 
+ Lebesgue integrable on R if f(t) is 
+ 
continuous and Lebesgue integrable on R . 
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b. x(t) is a bounded continuous function on if 
"f* f(t) is bounded and continuous on R 
In this thesis similar results are obtained for equation 
(L) and the above result of Grossman and Miller is extended 
to the case where B(t) is the sum of a Lebesgue integrable 
matrix and a constant matrix of a given class. 
Necessary conditions are established for the local 
stability of (N). By local stability we mean x(t), the 
solution of (N), remains small for small initial data and 
small forcing function f(t). This treatment of (N) 
parallels that of Grossman and Miller [3]. However, the 
form of the nonlinear term, g(x), is more general than 
that in [3] to accommodate the application that follows. 
The application deals with a system of integro-
differential equations of type (N) that occurs in nuclear 
reactor dynamics. The equations were derived by H. Plaza 
and W. H, Kohler [11] and represent the point kinetics 
model of a reactor containing M fuel elements or 
cores : 
4 
dP. p.(t) - Ç. - p. 
dt A j 
M 
N 
Pj (t) + 2 (t) 
i=l 
1.1.a 
+ T: 1 dT 
k=l 
dc. 
!• 
dt 
B 
Aj 
1.1.b 
j = 1,...,M 
i = 1,...,N 
Pj denotes the power of the jth core. Power is an 
indication of the neutron density in a core and, hence, an 
indication of the amount of energy being released in that 
core. These equations relate the rate of neutron pro­
duction to the neutrons present in the reactor. Neutrons 
are produced in two ways directly by fission and by the 
decay of precursors created by fission. denotes the 
effective concentration of the ith precursor in the jth 
core. There are N of these precursors. ^ ^ is a constant 
denoting the effective loss of neutrons in the jth core 
5 
due to production of precursors. p.. is the effective 
loss due to production of the ith precursor in the jth 
N 
v 
core. The relation 6. = ) 6.. holds. X.. is the decay 
D ^1] 1] 
i=l 
constant of the ith precursor in the jth core. . is 
the coupling coefficient from the kth to the jth core 
and h^j(T) is the coupling function from the kth to the 
jth core, h^j(?)d? is the probability that a neutron 
produced in core k at time t' enters reactor j at 
time t after a delay of time T = t - t'. It is assumed 
the cores are separated by a nonmultiplying medium. Also, 
00 
J h^j(T)dT = 1 for k,j = 1,...,M. and are 
o 
positive constants for j,k = 1,...,M. 
It is assumed that the reactor has an equilibrium 
state. At equilibrium the power of each core is constant. 
This constant is denoted by Pjg,j = 1,...,M. pj(t) is 
the reactivity of the jth core as measured from equi­
librium; that is, pj = 0 for j = 1,...,M when the 
reactor is at equilibrium. The equations as stated are a 
good approximation near the equilibrium state. In this 
discussion we shall only consider the problem where 
6 
P^(t) = for t < 0, k = and a small pertur­
bation is introduced at t = 0. Also, it is assumed that 
the reactivity, p^(t) , is dependent only on the temper­
ature of the jth core. (There are other factors which 
can affect reactivity such as position of control rods and 
concentration of poisons in the cores. See Akcasu [1]). 
This dependence is expressed in the form 
p . (t) = - J (x)T^ (x,t) dx 
G. ] 
where G_. is a region containing the jth core, T^(x,t) 
denotes the temperature of the jth core at the point x 
as measured from the equilibrium temperature, and (x) 
is the heat coefficient at x. Here x is a space variable 
taking values in . The temperature depends on the power 
in the following way: 
(x, t) ) + q^ (x) T^ (x,t) + (x) (P^ (t) - Py^) 
T^(x,0) = h^ (x) for X e G^ 
and s^(x)T^(x,t) + r^ =0 for x e r^,t ^  0 
j = 1,...,M 
1.2 
7 
i T i "1 
where T is the boundary of G , n (x), r (x) and 
(x) are prescribed functions, h^(x) is the initial 
ôT^ temperature distribution in core j, is the normal 
derivative of (x,t) for x e and L^(') is a 
partial differential operator. Note the above equations 
do not allow for the transfer of heat between cores. This 
is a reasonable assumption since the cores are usually 
surrounded by coolant. 
We want to study the stability of the coupled system 
(1.1) and (1.2). By stable we mean stability with 
respect to perturbations in power, precursor concentration 
and temperature introduced at time t = 0. In [7], Levin 
and Nohel studied a single core reactor in the case 
.2 _ 
L (') = with G = [0,-rr] and with G = (- °o, + «>) . 
* bx: 
With certain assumptions on a, rj, and h they obtained 
global stability results by using Lyapunov functionals. 
Helliwell in [5] considered a single core but a more general 
operator L^(') and the region G to be in R^. Local 
results were obtained by Laplace transform techniques. In 
this thesis we shall first study the multi-core reactor in 
8 
the simpler case where L (•) = „ and G = [0,Tr] and 
* bx: 
then in a more general setting as in Helliwell [5] . In 
both cases the system (1.1) - (1.2) is shown to be locally 
stable. 
In Chapter II of the thesis some background material 
is introduced. Chapter III contains the analysis of 
equations (L) and (N). The reactor problem is studied 
in Chapter IV. 
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II. PRELIMINARY MATERIAL 
The following notation will be used in the work that 
follows, 
R^ is real Euclidean n-space. 
is the Euclidean norm in R^. 1x1 = 
, " , ,2\l/2 
\ Z '^i' ) for X = Col(x^,...,x^). C is the set of 
i=l 
+ n 
all continuous functions with domain R and range R . 
BC is the subset of C containing all bounded functions 
and ||f[| = Sup^lf(t) | is the norm on BC. 
teR 
L^ is the usual Lebesgue space of measurable function 
f such that 
,1/P 
= I 00 I f (t) l^dtj- < + 1 ^  p < CO. 
L°° is the Lebesgue space of measurable functions 
f (t) such that for some M 0, j f (t) | ^ M for all t e R^ 
except possibly on a set of measure zero. 
Tjf is the set of all functions which are locally of 
class L^ on R^; that is, f is in LL^ if and only if 
10 
/ .1/P 
j |f(t) I dtj < + 00 for any T ^  0, 1^P< + 
Let A = (a_j) be an n by n matrix with entries 
n 
in R . Define the norm of A by |A| = y ja..j . We 1] 
i,i=l 
say that an n by n function A(t) = (a^^(t)) is in a 
space X if a^^(t) is in X for i, j = l,...,n. If 
A(t) is an n by n matrix in a Banach space X, with 
norm || 1|^, by \\a\\^ we mean 
ll^l'x ^ Z i'^ij^X* 
i,j=l 
An important concept in the study of integrodifferential 
equations is that of the resolvent. Consider a general 
linear integrodifferential equation of the form 
x' (t) = A(t)x(t) + J B(t,s)x(s)ds + f(t) ; 
o 2.1 
x(0) = x^ 
where x(t) = Col(x^(t),...,x^(t)), A(t) is an n by n 
11 
matrix in C, B(t,s) is an n by n matrix that is 
locally integrable in both variables, and f(t) is in C. 
Grossman and Miller in [3] show that the solution, x{t), 
of (2.1) can be expressed as 
ft 
x(t) = R(t,0)x + R(t,s)f(s)ds 2.2 
o 
where R(t,s) is an n x n matrix that is continuous in 
(t,s) for 0 ^  s ^  t and satisfies 
1 s) _ _ A(g)R(t,s) - f B(t,u)R(u,s)du 
OS « 
s 
2.3 
R(t,t) = I for 0 1 s ^  t . 
R(t,s) is called the resolvent of equation (2.1). In 
the special case A(t) is a constant matrix and 
B(t,s) = B(t-s), (2.3) reduces to R(t,s) = R(t-s) and 
R' (t) = AR(t) + B(t - s)R(s)ds; R(0) = I . 2.4 
o 
In this case equation (2.1) is said to be of convolution 
type. But in either case the solution of (2.1) can, for a 
12 
given and f(t), be expressed in terms of R(t,0) 
and a map p defined by 
p(f) (t) = J  R(t,s)f(s)ds; t ^  0. 
o 
Definition 2.1. A Frechet space is a complete linear 
topological space with a metric d that is additively 
invariant. That is, d(x,y) = d(x-y,0) for all x and 
y in the space. 
We note here that LL^ is a Frechet space. 
Definition 2.2. Let 3 be a Frechet subspace of LL' with 
metric d. Then the metric topology on 3 is stronger than 
the topology on 3 inherited from LL^ if and only if x^, 
X e 3 and d(x^,x) -*0 as n -• <» imply that x^ -• x in 
LL' . 
The following results concerning this map p may be found 
in Grossman and Miller [3]. 
Theorem 2.1. Let X and Y be Frechet subspaces of LL^ 
both having a topology stronger than LL^. If p (x) c y 
then p is continuous as a mapping from X into Y. 
13 
Definition 2.3. If X and Y are Frechet spaces we say 
that p is an admissible map from X into Y if p(X) is 
contained in Y and p is continuous as a map from X into 
Y. The set of all admissible maps from X into Y is 
denoted by G(X,Y). 
Interesting examples of Frechet subspaces of LL^ are 
C, BC, BC^ - the set of all functions in BC having a 
limit at infinity, BC^ - set of functions in BC^ that 
have limit zero at oo, and H BC^ - set of functions 
in both and BC^ (1 ^  p < °°) . BC^ and BC^ are 
Banach spaces with the supremum norm, fl BC^ is a 
Banach space with norm II 11  ^ = || || + || ]| for 
LTHBC ° P 
o 
1 ^  P <00. The following theorem due to Corduneanu 
characterizes admissible maps from BC to BC. The proof 
may be found in Miller [10] , page 251. 
Theorem 2.2. Let p be a continuous map from C into C, 
p(f)(t) = J  R(t,s)f(s)ds. Then p is in Q(BC,BC) if 
o 
and only if 
Sup |R(t,s) I ds ^  M for some M > 0. 
14 
For equations of convolution type we have the following 
result by Grossman and Miller [4]. 
Theorem 2.3. Suppose in equation (E) that B(t) is 
Lebesgue integrable on . If det[sl - A - B*(s)] ^  0 
for all complex numbers s such that Re s ^  0 where 
B*(s) is the Laplace transform of B(t), then R(t) the 
resolvent of (E) is in L^ fl BC^ and R' (t) is in 
L^ n BC^ for all p in [!,<») . 
The resolvent is also helpful in dealing with the non­
linear equation (N) as demonstrated by the following 
theorem again due to Grossman and Miller [3] . 
Theorem 2.4. Suppose in equation (N) that A(t) is 
continuous, B(t,s) is locally integrable in both variables, 
1 + 
and g maps LL into itself. Then, for t in R a 
function x(t) solves (N) if and only if x(t) solves 
the equation 
ft 
x(t) = R(t,0)x + R(t,s)f(s)ds + R(t,s)g(x) (s)ds 2.5 O tJ «J 
o o 
for 0 ^  t < + CO. 
There are corresponding results for pure Volterra 
15 
integral equations. Consider the equation 
x(t) = f(t) + J A(t-s)x(s)ds (V) 
+ 
where t ^  0, x(t) and f(t) are functions from R into 
and A(t) is an n x n matrix in LL^. The solution, 
x(t), of (V) can be written as 
ft 
x(t) = f (t) - J r(t-s)f(s)ds 2.6 
where r(t) is an n x n matrix in LL^ and solves 
r(t) = - A(t) + J A(t-s)r(s)ds 2.7 
o 
for t ^  0. r(t) is called the integral resolvent of (V). 
We state the following result of Paley and Wiener. 
Theorem 2.5. Suppose that in equation (V) A(t) is an 
n X n matrix in . Then the resolvent of (V) is of 
class if and only if the determinant 
00 
detj^I -Je ^^A(t)dtJ ^ 0 for 
16 
all complex numbers s satisfying Re s ^  0. 
The proof of this theorem and a discussion of the 
integral resolvent can be found in Miller [10] . 
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III. MAIN RESULTS 
A. Perturbation Theorems 
There are a number of results concerning equation (E). 
Analysis of (E) is usually done by Laplace transform 
techniques as in Theorem 2.3. In this section equation (L) 
is examined as a perturbation of (E). It is shown that 
(L) inherits much of the behavior of (E) for an appropri­
ate perturbation term C(t)x. The resolvent of (E) or 
(L) is denoted by R_ and R_ respectively. Similarly, 
E L 
p„ and denote the maps defined by R_ and R_. The E L EL
admissibility result included in the following theorem is 
useful later when studying equation (N). 
Theorem 3.1. Suppose in equation (L) that B(t) is in 
L^ for some p satisfying 1 ^  P ^  and that Rg(t) 
is in L^ n BC. If C(t) is a matrix function in BC^ 
and f(t) is a function in BC then, x(t), the solution 
of (L) is in BC and p is in G(BC,BC). Lj 
Proof of Theorem 3.1. From equation (2.2) we see that one 
can express, x(t), the solution of (L) in the following 
two ways 
18 
x(t) = R (t,0)x + f R (t,s)f(s)ds 3.1 
Li O t) 1J 
and 
x(t) = +  J  Rg(t - s) f (s)ds + J  Rg(t - s)C(s)x(s)ds 
o o 3.2 
This last equation follows from writing (L) as 
pt 
x'(t) = Ax + j B(t - s)x(s)ds + f (t) ; x(0) = x^ 
o 
where f(t) = C{t)x(t) + f (t) . 
For the moment we assume C(t) is small. By small 
we mean ||c||^ < (||Rg||^ ) Then from (3.2), for any T > 0 
I x l l f o  =  S u p  | x ( t ) |  
I ' j te[0,T] 
t  
^  l l R p l L l ^ o '  S u p  J [ R  (t -  s )  1  j f  ( s )  I d s  
t€[0,T] o 
+ Sup r 1 R  (t - s) 1  1  C(s) 1  lx(s) 1  ds 
tetO.Tl i ® 
19 
Hence, 
-1 
Thus, x(t) is in BC and the theorem is true for small 
C(t) . 
Now let C(t) be an arbitrary matrix in BC^. Then 
there is a T > 0 such that ||c^(t)||^ < (|{Rg||^) ^ where 
C^(t) = C(t + T). Since x(t) is a continuous function on 
[0,T] there exists a constant > 0 such that 
l|x|| rç. _ Sup lx(t) 1  ^K . 
I ' J te[0,T] 
For t ^  T, x(t) still solves (L) and this may be 
expressed by translating (L) and replacing t by t + T 
t+T 
x'(t + T) = (A + C (t + T) ) X (t + T) + J B (t + T - s) X (s) ds 
o 
+ f (t + T) ; x(0 + T) = x{T) 
where now t > 0. Writing x(t + T) as x^(t) we have 
20 
x^(t) = (A+C^{t) )x^(t) + 
t+T 
o 
B (t + T - s) X (s) ds + f^{t) ; 
x^{0) = x(T) 
Performing a change of variable, u = s - T, inside the 
integral we get 
x^(t) = (A+C^(t) )x^(t) + J B(t - u)x^(u) du + f^(t); 
-T 
x^(0) = x(T) 
or 
x^(t) = (A+C^(t) )x^(t) + J B(t - u)x^(u)du + F(t); 
3.3 
x^(0) = x{T) 
where 
F ( t )  =  J  B( t  -  u ) x ^ ( u ) d u  +  f ^ ( t )  3.4 
-T 
We now show that F(t) is in EC. Since B(t) is in 
L for some p in [l,'»] it is locally Lebesgue integrable 
21 
o 
f* This implies j B(t - u)(u)du is continuous as a function 
-T 
+ 
of t for t e R . We refer to Royden [12], page 90. 
00 
Now if B(t) is in L , then there exists an M > 0 
such that lB(t) i ^ M for all t e R^ except possibly a 
set of measure zero. Hence, 
B (t - u) x^ (u) du 
-T 
J iB(t-u) I du 
-T 
^ T M for t G R 
where K = Sup i x (u) | . So ||F|! 1 T M K + ||f|| . 
ue[-T,0] 
If B(t) is in for 1 < p < <» then by Holder's 
Inequality it follows that 
r J  B (t - u) x^ (u) du ^ J  |B(t-u)|du 
-T 
K, T 
-T 
,.T 
= J 1 B (t + s) I ds 
^ lB(t + s)| dsj ^ 1 d s j  K_ 
Hence, 
22 
o 
J B (t - u) (u) du 
-T 
i l|B|p 
and 
|F|lo i l|B||p + ||f||^ . 
If B(t) is in L then 
o 
B(t - u)(u)du 
-T 
(.O 
J |B(t -u) |du 
-T 
So 
< llBlli K^. 
Thus, we conclude F{t) is a function in BC. 
Now x^(t) solves the equation (3.3) and in this 
equation C^(t) is small, that is, ||c^||^ < (||RgH]^) -1 
Then, from the first portion of the proof, x^ is in BC. 
It follows that x(t) is in BC. 
We now show that p is in G(BC,BC). Let x = 0 in 
Xj o 
(L) so 
23 
p^(f) (t) = x(t) = J R^(t^s) f (s) ds 
where x(t) is the solution of (L) with = 0. Since 
x(t) is in BC if f(t) is in BC, p maps BC into 
Ju 
BC, BC is a Banach subspace of LL^ with a stronger 
topology so by Theorem 2.1 we see is in G(BC,BC). 
Q.E.D. 
We note in the proof of Theorem 3.1 the hypothesis 
that C(t) have limit zero was stronger than was necessary. 
It would have been sufficient if 
lim Suplc(t) 1 < 
This fact is useful if it is possible to get an upper 
bound on ||Rg||^. For instance if B(t) is in and the 
entries of R_(t) are of the same sign on R , then 
E 
OO j oo 
J lR(t) jdt = J Rg(t)dt = |R*(0) 
where R*(s) = 
JD 
00 
' — s t 
e R(t)dt the Laplace transform of 
24 
R_(t). From equation (2.2) one may calculate ill 
R*(s) = [si - A - B*(s)] ^ 
provided this inverse exists for s a complex number. Then 
Using this theorem it is possible to obtain a number 
of similar results by further restricting R (t) and f(t). £j 
To do this the following lemmas concerning the convolution 
product are needed. 
Lemma 3.1. Suppose A(t) is an n by n matrix function 
in . If b(t) is a function in BC. then the 
convolution product of A and b defined by 
(A * b) (t) = f A(t-s)b(s)ds is a function in BC and 
R*(0) [A + B*(0)]"^ 
o 
00 
lim (A * b) (t) A(s) ds • b (oo) 
t-H-oo o 
where b (<») = limb (t) . 
t-^ oo 
Proof of Lemma 3.1. Let A be an n x n matrix in L" 1 
and b a function in BC. then 
25 
t go 
J A(t-s)b(s)ds - J A(s)ds "b(™) 
1 J A(t-s)b{s)ds - J A(t - s)b{a>) ds 
J A(t - s)b(oo) ds - J A(s) ds • b(oo) 
A(t - s) (b(s) -b(oo) )ds J A(s)ds • b(m) 
The last term has limit zero as t tends to infinity. 
This is also true of the first term. Define 
f(s) = b(s) - b(oo) then f is in BC^ and 
J  A( t -s)f(s)ds = J  A(s)f( t -s)ds 
o o 
00 
= J A(s) F (t, s) ds 
where P(t,s) = I 
f (t - s) for 0 ^  s t 
for s > t 
Now 1 A(s)F(t,s) 1 ^ I A(s) 1 llf|I^ and | A(s) | jjf is 
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"4" "f" integrable on R . Finally, for any s e  R 
limF{t,s) =0 so the Lebesgue Dominated Convergence 
t-H-oo 
Theorem applies. Hence 
lira J A(t-s)f(s)ds = 0. 
t-»oo 
So, lim 
t'-'+oo 
r A(t-s)b(s)ds - J A(s)ds « b (oo) =  0 ,  
Q.E.D. 
Lemma 3.2. If A(t) is an n x n matrix in LL^, b(t) 
is an n vector in LL^ (1 < *), and h(t) is 
defined by 
h(t) = J A(t-s)b(s)ds 
o 
then h is an n vector in LL^ and for any K > 0 
K 1/p K K 
Wp[0,K] °(J |t^s)|Pds) 1 ( j lA(s)|as)(J I b l s j l ^ d s )  
1/p 
For a proof of Lemma 3.2 see Miller [10], page 157. 
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Corollary 3.1. In equation (L), suppose B(t) is in 
for some p c [1,'»], R (t) is a function of 
n BCg, and C(t) is in BC^. If f is in BC^ then 
x(t), the solution of (L), is in BC^ and 
00 
x(aj) = lim x(t) = R (s)ds • f (<») . Furthermore, p is 
, fi TI LJ t-co o 
in G(BC^,BC^). 
Proof of Corollary 3.1. From equation (3.2) , x(t) 
satisfies 
x(t) = R^(t)x^ + J  Rg(t-s)f(s)ds + J Rg(t-s)C(s)x(s)ds 
o o 
and is a bounded continuous function by Theorem 3.1. Now 
all the terms on the right hand side of this equation have 
limits as t-• + œ . It is clear that 
lim = 0. 
t-»oo 
By Lemma 3.1, the second term has a limit 
,t 
lim Rg(t-s)f(s)ds = J Rg(s)ds. f (oo) 
Finally, 
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t 
lim 
o 
Rg (t - s) C (s) x(s) ds = 0 
since lim C(t) x (t) = 0. Thus, 
t-rtoo 
lim x(t) = I R (s)ds • f (™) 
, O E 
o 
Now we argue that p is in G(BC,,BC ). Letting x = 0 
J-i Z it. o 
in (L), for f € BC^ 
Pj^(f) = J R^(t,s)f(s)ds = x(t) 
where x(t) is the solution of (L) and is in BC^. 
Hence, maps BC^ into BC^ and BC^ is a Banach 
subspace of LL^ with a stronger topology. Theorem 2.1 
implies p ^  e  G (BC^,BC^). 
Q.E.D. 
Corollary 3.2. Suppose in equation (L) that B(t) is 
in for some p satisfying 1 < p < <». if R (t) is 
— e 
in n BC , C(t) is in BC , and f is in BC then 
o o o 
x(t) € BC^ and p^ is in G (BC^,BC^). 
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Proof of Corollary 3.2. From Corollary 3.1, x(t) is in 
BC^ and 
x(co) = lim x(t) = R (s)ds • f (™) . j h 
But f(fw) = lim f(t) = 0 so x(t) G BC . The fact that 
t-*+ 
p is in G(BC ,BC ) follows by the same argument used in 
Corollary 3.1. 
Q.E.D. 
Corollary 3.3. Suppose in equation (L) that B(t) is in 
for some q £ [1,°°] and that R (t) is in H BC . 
E O 
For any fixed p g [l,w), if C(t) is in H BC^ and 
f (t) is in n BC then x(t) is in fl BC and p O O LI 
is in G(L^ H BC n BC ). 
o o 
Proof of Corollary 3.3. From equation (3.2) the solution, 
x(t), of equation (L) satisfies 
x(t) = R (t)x + f R_ (t - s) f (s) ds + ^R (t - s) C (s) X (s) ds 
CJ O «J £I TL CI 
Lot p be a fixed element of [1,°°) . Now R^(t)x^ is in 
both in and in BC so R„(t)x is in L^. Hence, 
o E o 
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R (t)x is also in if n BC . Since the convolution of an 
E o o 
function with an function is an function 
(see Lemma 3.2), R *f is in L^. It also follows from 
E 
Lemma 3.1 that R„ * f is in BC . Hence, R_ * f is in E o E 
if n BC . We know from Theorem 3.1 that x(t) is bounded. 
o 
Thus, C(t)x(t) is in L^ Pi BC^. Hence, R * Cx is in 
if n BC . It follows then that x(t) is in if H BC . 
o o 
Again since L^ fl BC^ is a Banach subspace of LL^ 
with a stronger topology and maps L^ H BC^ into 
L^ n BCg, is in G(L^ H BC^,L^ H BC^). 
Q.E.D. 
The next theorem is similar to Corollary 3.3 except the 
hypothesis on B(t) is strengthened and that on C(t) is 
weakened but the result is the same. 
Theorem 3.2. Let p be a fixed number satisfying 
1 <1 P < Suppose in equation (L) that B(t) is in L^ 
and R (t) is a function in L^ fl BC. If C(t) is in 
BC^ and f(t) is in L^ n BC then x(t), the solution 
of (L), is in L^ n BC and p_ is in li 
G(L^ n BC,L^ n BC). 
The proof requires the following lemma. 
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Lemma 3.3. Suppose b(t) is a scalar valued'function in 
for some p c [1,™) and T is a positive real number 
Then 
T 
g (t) = J b (t + s) ds 
is a function in L 0 BC. 
Proof of Lemma 3.3. 
Case 1. p = 1 
Since b(t) is , g(t) is continuous for t in 
[0,co) (See Royden [12], page 90.), Then for any A > 0 
g(t) dt = j J b (t + s) ds dt 
o o o 
1 
,A T 
o O 
T A 
ib(t + s) Ids dt 
= JJ |b(t+s)|dt ds 
o o 
This last equality follows from Fubini's Theorem. Now 
since b(t) is in l}', for any A > 0 and all s e [0,T] , 
A 
J |b{t+s)|dt exists. Thus, 
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lim J lb(t+s) idt = J |b(t+s) |dt exists and is a continuous 
A"" O O 
function of s for s f [0,T]. Fubini's Theorem implies 
'p m 
J r 1 b (t + s) i dt ds = 
ai T 
f  |b( t  + s) Ids dt. 
o o 
J 
o o 
Also, lg(t) b (t + s) 1 ds < 1 b (s) j ds . So g (t) is 
o 
a  function in L H BC 
Case II. 1 < p < no 
If b(t) is in for some p € (1,%), then b(t) 
is locally and from Holder's Inequality 
r? / r? d r? a 
g(t) i < J |b(t + s) ids ^  ^ |b(t + s)| dsj ( J 11} dsj 
^ WbWp . T 
1/q 
where 1 = 1/p + 1/q and t 0. Thus, 
pt 
g(t) = j |b{t+s) I ds is a continuous bounded function for 
o 
t in [0."3) . We claim that g(t) is also in for 
1 p < CO, For A > 0, 
and 
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r lg(t) 1 dt = J 
T 
b (t + s) ds dt 
„T p 
J J  lb(t + s) i ds j dt 
o o 
T P T 
j b (t + s) I ds^ ^ ( J 1(t + s I ^ds^ 1/p + l/q 
by Holder's Inequality. Then 
a, _t 
J lg(t)i^dt^J (J |b(t+s)|Pds)dt 
o o 
Interchanging the order of integration we get 
T A 
J I g (t) I ^dt J J 1 b (t + s) 1 ^dt ds 
o o 
Since b(t) is in L^, J |b(t + s) |^dt exists and i 
o 
T 00 
continuous for s e [0,T] . Hence, J J |b(t+s) | ^dt 
o o 
00 T 
exists and is equal to J J |b(t+s)^ds dt by Fubini 
o o 
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Theorem. Thus, g(t) is in n BC. 
Q.E.D. 
Proof of Theorem 3.2. The method of proof is the same as 
that used in Theorem 3.1. The theorem will first be proved 
for small C(t). Let p e [1,™). 
Suppose that ||c ( t) ||^ < (||Rg||^) ^. From equation (3.2), 
x(t), the solution of (L) satisfies 
x{t) = R„(t)x + 
ti o v 
Then, if A > 0 
R„ (t - s) f (s) ds + R„ (t - s) C (s) X (s) ds 
E 
o 
^Hplo.Al = ( J dt) 
- ll*E(t)Xoiy[0,a] + II J RE(t -s)f(s)dsHp,o_a] 
+ II J Rj,(t-s)C(s)x(s)dsllpjjj^^j 
o 
by Minkowski's inequality. Now since 
n BC, R (t) is also in 0 BC. 
E 
Lemma 3.2 we get 
Rg(t) is in 
Using this fact and 
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+  1 Ir_ 1 L IIcII l l x i '  
E"1" "O" ''p[0,A] 
Thus, 
'^"p[0,A] ^  
-1 
so x(t) is in L^. Since x(t) solves (L) we see from 
equation (3.2) that x(t) is continuous. It is also clear 
from equation (3.2) that if x(t) is in it is also 
bounded. Hence, x(t) is in n BC. 
Now let C(t) be an arbitrary function in BC^. Then 
there is a T > 0 such that ||c^H^ < (||Rg||^) ^ where 
C^(t) = C(t + T) . The solution x(t) is continuous on 
[0,T] and, so, is bounded by some real number K > 0 in 
this interval. For t > 0, x^(t) = x(t + T) solves 
x^(t) = (A+C^(t) )x^(t) +J B(t - u)x^(u)du + F(t) ; 
x^(0) = x(T) 
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where F(t) = B(t - u)(u)du + f^(t) . See equation (3.3) 
-T 
and (3.4) in the proof of Theorem 3.1. We claim that F(t) 
is in n BC. Now Sup |x(t)| ^  K for some K > 0, 
tG[0,T] 
so that 
J B(t - u)x^(u)du 
-T 
B(t + u) I du K. 
From Lemma 3.3; J |B(t + u)|du is in n BC. Hence, 
F(t) is in H BC. Thus, x^(t) is in fl BC by the 
above proof for small C(t). Therefore, x(t) is in 
n BC. 
It is now a routine matter to prove p in 
G(L^ n BC,L^ n BC). For if f e H BC, let x^ = 0 in 
(L) then p (f) (t) = x(t) and x(t) is in fl BC. So 
Li 
p maps n BC into itself. fl BC is a Banach sub-l 
space of LL^ with a stronger topology. Hence Theorem 2.1 
implies p _  is in G(if n BC,L^ A BC). l 
Q.E.D, 
The previous theorems were restricted to perturbations 
of integral differential equations of the convolution type. 
If we require C(t) to be a matrix in L n BC it is 
possible to prove perturbation theorems for more general 
typès of integral equations. Consider the equations 
x' (t) = A(t)x(t) + f B(t,s)x(s)ds + f(t); x{0) = X 3. 
«J o 
o 
and 
pt 
x'(t) = (A(t)+C(t))x(t) +j B(t,s)x(s)ds+f(t); 
o 
3 . 
x(0) = x^ 
where x(t) is in , B(t,s) is an n by n matrix 
that is locally Lebesgue integrable in both variables, 
A{t) and C{t) are n by n matrices in C, and f is 
an n vector in C. From equations (2.2) and (2.3) above, 
we see that both equations (3.5) and (3.6) have continuous 
solutions and resolvents. Let R^(t,s) and R^(t,s) be 
the resolvents of equations (3.5) and (3.6) respectively. 
Theorem 3.3. Suppose that in equation (3.6) C(t) and 
f(t) are in L^ n BC. If R^(t,s) satisfies 
|R^(t,s) I ^ M for O_^s_^t<+oo and some M > 0 then 
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x(t), the solution of equation (3.6), is in BC and , 
defined by 
1 
Pg(f)(t) = j  R^(t,s) f (s) ds, is in G(L fl  BC,BC) . 
There are  theorems analogous to this in ordinary 
differential equations. In fact, the proof of this theorem 
is accomplished by using Gronwall's inequality. 
Proof of Theorem 3.3. From equation (2.2) , x(t), the 
solution of equation (3.6) satisfies 
x(t) = Rg(t,0)x + R^(t,s)f(s)ds + J (t,s)C(s)x(s)ds 
o 
for t  0, so 
x(t) I ^ Mjx^l + M||f 11^ + M J |c(s) I |x(s) Ids, 
By using Gronwall's inequality we see 
|x(t) I M(|x^| + ||f(|^)exp[M J |c(s) Ids] 
o 
and since C(t) is in , x(t) is in BC. 
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Now let f e n BC and consider equation (3.6) with 
X(0) = x^ = 0. Then 
p (f) (t) = R (t,s)f(s)ds = x(t) . 6 6 
So Pg maps n BC into BC, Both L D BC and 
BC are Banach subspaces of LL^ with stronger topologies. 
Hence, is in G(L' n BC,BC). 
Q.E.D. 
B. A System of Convolution Type 
This section deals with system (E). We seek to extend 
the result of Grossman and Miller [4] (see Theorem 2.3) to 
the case where B(t) is the sum of a matrix that is 
+ 
Lebesgue integrable on R and a constant matrix of a given 
class. Such a result is needed in the analysis of the 
example in reactor dynamics that follows in Chapter IV. 
Shea and Wainger in [13] using different techniques than 
those used here obtained similar results for a scalar 
equation of type (E). 
Consider the equation 
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t 
X' (t) = Ax (t) + [B (t - s) + D] X (s) ds + f (t) ; 
° (G) 
x(0) = X 
where A and D are constant n by n matrices, B(t) 
1 is a matrix of size n in L , and x(t) and f(t) are 
column vectors. Equation (G) is of convolution type so 
x(t) the solution of (G) can be written 
x ( t )  = R ( t ) x  +  I  R ( t - s ) f ( s ) d s  
G O J G 
o 
where R is the resolvent of equation (G). The resolvent 
G 
R (t) satisfies 
G 
RA(t) = A R^(t) + J  (B(t-s)+D)R (s)ds; R^(0) = I. 
If B'(t) exists and is in this equation may be 
differentiated 
R"(t) = A R'(t) + (B(0) + D)R^(t) + B' (t - s)R_(s)ds; 
G' ' G G G 
Rg(0) = I; R'g(O) = A. 
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Letting y,(t) = R (t) and y (t) = R'(t) we can write 
x g 6 g 
this as the 2n dimensional system 
ain' 1° ft/o 
\y / " Vb(0) +D aJly / * J \B'(t-s) oAy 
z z Q  6 
y^(0) = I, ygtO) = A. 
Then from Theorem 2.3, y, (t) = R^(t) and y_(t) = R' (t) 1 g /. \3 
are in L fl BC if 
o 
Det(sl (b(0)+d ft) (b'*(s) o)) 
°®K-sB*(S) + D  s I - A ) ^ °  R e s : > 0  
Recall that B'*(s) = sB*(s) 
Laplace transform of B(t). 
However J in some cases 
B'(t) exists or is in . 
concerning (G). 
- B(0) where B*(s) is the 
it is not convenient to assume 
We prove the following theorem 
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Theorem 3.4. The resolvent, R_(t); of equation (G) is g 
in n BC if 
o 
(i) Det [s^I - sA - sB* (s) - D] ^  0 for Re s = 0 where 
B*(s) is the Laplace transform of B(t). 
(ii) There exists an n by n matrix $(t), such that 
00 
#(t), $' (t) , and J $ (u) du are in L H BC^, $(0) = I, 
t 
00 
Det $*(s) 7^ 0 for Re s ^  0, and J #(u)du • D is a 
o 
matrix with eigenvalues having negative real parts. 
($*{s) denotes the Laplace transform of $(t)). 
Hypothesis (i) is predictable in view of Theorem 2.3. 
However, hypothesis (ii) is perhaps best explained by 
proceeding with the proof of the theorem. The technique 
of proof is the same as that used in the proof of Theorem 
2.3 in Grossman and Miller [4] but there are added compli­
cations. We remark here that if D has eigenvalues with 
— t 
negative real part one may take $(t) = e I. The follow­
ing lemma concerning Volterra integral equations is needed 
for the proof. 
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1 
Lemma 3.4. Let B(t) be an n x n matrix in L 0 BC 
o 
and A and n x n matrix with all eigenvalues having 
negative real part. If Det[sl - sB* (s) - A] 0 for 
Re s ^  0 where s is a complex number then the resolvent, 
r(t), of the integral equation 
x(t) = f (t) + J (B(t-s) +A)x(s)ds 
o 
1 is in L n BC . 
o 
Proof of Lemma 3.4. Recall from Chapter 2 above that r(t) 
is a matrix of size n in LL^ satisfying 
r(t) = - A - B(t) + J  (B(t-s) +A)r(s)ds. 
o 
Let g(t) = - A - B(t) + J  B (t - s) r (s) ds . Then r(t) 
o 
solves 
r(t) = g(t) + J A r(s)ds. 
o 
This is an integral equation and may be solved in terms of 
the resolvent of the kernel A. If r^ denotes the 
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resolvent of A, r^ solves 
r^(t) = - A + J A r^(s)ds, 
Hence, r^^t) = - A e^^. From (2.6) we can express r(t) 
in terms of r^^t) as follows 
r(t) = g(t) - J r^(t - s) g (s) ds. 
Substituting for g(t) we get 
r  =  - A - B  +  B * r - r ^ *  ( - A - B + B * r )  
where * denotes convolution. Since r^ = - A + A * r^ 
this may be reduced to 
r  = r^ - (B - r^ * B) + (B - r^ * B) * r 
which may be rewritten as 
r(t)=h(t) + (H*r)(t) 3.7 
where 
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h(t) = - (B-r^*B) 
and 
H(t) = B - * B, 
Now (3.7) is an integral equation and the solution r(t) 
can be expressed in terms of the resolvent of (3.7). Denote 
this resolvent by r . Hence, 
H 
r{t) = h(t) r (t - s) h (s) ds, 
rl 
Since all the eigenvalues of A have negative real parts, 
r is in f l  BC . It follows from Lemmas 3.1 and 3.2 
A o 
1 that h(t) and H(t) are in L n BC^. Also, r(t) is 
in n BC if r„ is in . From Theorem 2.5, r 
o fî " 
is in if and only if 
det[I-H*(s)] / 0 for Re s ^  0. 
But 
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H* (s) = B*(s) - (r^*B)*(s) 
B*(s) - r*(b)B*(s) 
B*(s) + A(sl - A)"^B*(s) 
So 
det[I-H*{s)] = det[I-B*(s) - A(sl - A) ~^B* (s) ] 
Since A has eigenvalues with real parts negative 
det[sI-A] ^  0 for Re s ^  0 so that if 
det [si - A] det (I - B* (s) - A (si - A) ^B*(s)] 
= det (si - A - sB*(s) - A B* (s) + A B* (s)] 
= det[sl - A - sB* (s) 3 7^ 0 for Re s ^  0 
then det [l-H*(s)] ^  0 for Re s ^  0. Hence, 
in implying r(t) is in (1 BC^. 
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Proof of Theorem 3.4. The proof is done by converting 
equation (G) to a Volterra integral equation and using 
Lemma 3.5. In equation (G) if f(t) = 0 the solution 
x(t) satisfies x(t) = R (t)x . So it is sufficient to (j o 
1 prove that x(t) is a function in L n BC^. We convo­
lution multiply equation (G) by $(t) and let f(t) s 0. 
We get 
#  *  x '  =  $  *  A x  +  $ * B * x + $ * D * x  
but 
{$*x')(t) = J $(t-s)x'(s)ds 
o 
t 
= [${t-s)x(s)] - I $' (t - s) X (s) ds 
• o tj 
o 
= x(t) - $(t)x - ($' * x) (t) 
o 
d$ 
where $' = —. Thus, dt 
x{t) = $(t)x + (-#' + $A+$*B+#*D) * X. 
o 
The expression in parentheses can be written as an 
function plus a constant by decomposing $ * D 
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t 00 PO 
$ * D = 
O t 
;  po 
$(s)ds . D = - J $(s)ds • D + J §{s)ds • D. 
So that 
x(t) = $(t)x^ + (K + M) * x) (t) 3.8 
where 
K  =  -  $ '  +  $ A  + $ * B - $(s)ds • D 
and 
00 
M = J $ (s) ds • D. 
o 
Then K(t) is in fl BC^ and M is a constant matrix 
with all of its eigenvalues having negative real parts. 
We may express x(t) as 
x(t) = $(t)x - I r (t-s)$(s)x ds 
o J K+M o 
where r^^^ is the resolvent of the integral equation 
(3.8). By Lemma 3.4, r„,„ is in H BC if K+M o 
det [si - sK* (s) - M] 0 for Re s ^  0 . 
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Now 
K*(s) = - s$*(s) + I + S*(s)A + f*(s)B*(s) - ~[M- §*(s)D] 
SO 
si - sK*(s) - M = si + s $*(s) - si - s$*(s)A 
- s$*(s)B (s) - $*(s)D 
= §*(s) [s^I - sA-sB*(s) - D] 
since det $*(s) 0 for Re s ^  0, then 
Det[si - sK* (s) - M] 0 for Re s ^  0 
if 
Det [s^l - s A - sB* ( s) - D] ^ 0 for Re s 0 . 
This last statement is hypothesis (ii). Thus, ^k+M 
n EC and since 
o 
ft 
x(t) = $(t)x - ry,M(t-s)$(s)x ds, 
o t) js.*Tjyi u 
o 
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x(t) is in n BC^ (see Lemmas 3.1 and 3.2 concerning 
convolution). 
Q.E.D. 
Hypothesis (ii) of Theorem 3.4 is a technical hypothe­
sis. As previously mentioned if the eigenvalues of D all 
t have negative real part one may take §(t) = e I. There 
are other matrices for which such a $(t) can be found. 
For instance, if the eigenvalues of D have positive real 
parts and large imaginary parts. For example, let 
2 -1 +1 
K = ( 3 -l)' ° = (-2 l) ^ = (-1 -l) • 
Then R, U, and V have eigenvalues \ = - 2 + 6i, 
X = - 1 + 2i and X = - 1 + i, respectively. Also, 
UV = R. So, if D = - R, the eigenvalues of D are 
ut 
2 + 5i. But if $ (t) = e then #(t) , #'(t) and 
1 $(s)ds are in L n BC and det[sI-U] ^  0 for 
t 
00 
Jut -1 e dt = U so 
o 
00 
J e^^ • D = - u" D = - U"^(-R) = u" UV = V 
o 
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and V has eigenvalues that have negative real parts. 
C. Nonlinear Systems 
In this section we shall consider equation (N). 
Suppose in equation (N) that C(t) is continuous, B(t) 
is locally integrable and g maps LL^ into itself. We 
see from Theorem 2.4 that if (N) has a solution x(t) 
+ + 
for t G R then for t e R , x(t) satisfies 
x(t) = R (t,0)x + R (t,s) f (s) ds + R (t,s) g(x) (s) ds Li O J «J LI 
o o 
where R (t,s) is the resolvent of (L). We shall use l 
this equation plus the principle of contraction maps to 
prove local results for equation (N). The theorem that 
follows is similar to one in Grossman and Miller [3] but 
considers a more general functional g(x). 
Definition 3.1. A functional h is of higher order in a 
Banach subspace X of LL^ if h maps X into X, 
h(0) =0, and for each c >0, there exists a 6 > 0 
such that 
i|h(cp^) - h(cp^) 11^ < e ||cp^ - cp^l X 
where || 1'^ is the norm defined on X and are 
in X and satisfy ||cp^||^ < 6, < G. 
Theorem 3.5. Suppose in equation (N) that C(t) is 
continuous, B(t) is in LL^, and g(x) = g^(x) + g^tx) 
where g^ is of higher order with respect to X a Banach 
subspace of LL^ and g^ maps X into X and satisfies 
1 Lllcp^ - cpgll^ for cp^, cpg e X, and 
some L > 0. If f is in X, R_(t,0) is in X and li 
p is in G(X,X) then for each e > 0 there is a rj > 0 l 
such that if jx^j < ri, ||f||jj < tIj and L < ri; equation 
(N) has a unique solution x(t) in X with ||x||^ ^  G .  
Proof of Theorem 3.5. For any cp in X define 
T r (cp) (t) = R^(t,0)xQ + J R^(t,s) f (s) ds + ^ R^(t,s) g^ (cp) (s)ds 
o 
t 
+ Rj^ (t,s) g^ (cp) (s) ds 
for 0 t < oo. Clearly T maps X into X. 
Since p e G(X,X) there exists an M > 0 such that 
L 
1/^ ' :'x 
t: 
J R^(t,s)cp(s) ds]]^ M||cpi|j^. 
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Now is of higher order in X so there exists a 6 > 0 
such that 
Min{ô,e,l] and let 
Also, define 
For any cp g s (Oj , 
||T(CP) llx ^ + M||gi(cp)l|^ 
+ m ||g2(cp) il^ . 
So if jx^! < ri, ||f|| < Ti, and L < n then 
2 
|lt(cp)|[^:cf .f/f h-f 
Hence, T(cp)(t) is in 5(0,6^ ) .  A n d  f o r  # ^ , ^ 2  ^  s ( 0 , e ^ ) .  
if  ^-
Given e > 0 define e 
o 
e e 
6||r^ (t,0)||^  ' is}' 
s(0, c . ^ )  = im G  X : llcpll^ < e^}. 
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+ i! p^ (92 (cpj^) ) - pl<32<''2"iix 
3 ll'Pi - "allx + i II»! -
i li"! - "jllx 
Thus, T is a contraction map on s(0,e^) so has a unique 
fixed point x(t). We conclude from Theorem 2.4 that this 
fixed point is a solution of (N). Finally, since 
X(t) C s(O.r^) , ||x(t) 11^ ^  €^. 
Q.E.D. 
The condition that g^ satisfy 
|lg2(cpj^) - g2 (CP2) llx " ^ 2"x L is small is 
not as artifical as it may seem. We have in mind a 
situation where L is a function of |x j and ||f|| and 
decreases to zero as jx^j and ||f||^ tend to zero. This 
arises in an application in Chapter IV. 
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IV. AN APPLICATION TO REACTOR DYNAMICS 
In this chapter we shall study a system of equations 
of type (N) that occur in reactor dynamics. The system 
was given in the Introduction, equation (1.1), and is 
repeated here. 
4.1.a 
M 
CO 
+ r a "ki I dt 
^ k=l o 
dC.. p.. 
4.1.b 
j = 1,...,M 
i = 1,...,N 
M is the number of cores in the reactor and N is the 
number of neutron precursors. We shall now write (4.1) in 
a more convenient form. 
It is assumed that P.(t) = P. for t < 0 and ] ]0 
j = 1,...,M. That is, the reactor is in an equilibrium 
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state until perturbed at t = 0. At equilibrium we see 
from (4.1.b) that 
where C.. is the equilibrium concentration of the ith 
precursor in the jth core. Then from the relation 
N 
6. = y 6.. it follows that 
3 L-  13  
i=l 
P. = X. .C. 
Aj jo ij ijo 4.2 
n N 
Recall that at equilibrium Pj= 0 so substituting 
Pj(t) 3 Pj^ into (4.1.a) we get 
M 
€ 
00 
4.3 
M 
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Now consider the change of variables 
P.(t) - P. X..A. 
Pj't) ^ = p. p., (Cij(t) - c ) 
]0 jo lj 
or 
P.(t) . Pj(t,Pjo + C,.(t) = Cii'tl + Cijo 
Note that at equilibrium Pj(t) = 0 and c%j(t) s 0. Using 
(4.2) and (4.3) and making the above change of variables, 
equation (4.1) becomes 
dp. P. - e. - p. p. 
4.4.a 
N M ^ 
+ I* a :  I 'ki i 
i=l ] ^ k=l o 
= X. .[p. (t) - c. . (t)] 4.4.b 
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Now (t) is defined by the equation 
p.(t) = - fa^(x)(x,t)dx; j = 4.5 
3 •'  
G. ] 
where is the region containing the jth core, x is 
4 
the space variable varying over G^, a (x) the temperature 
coefficient of reactivity at x, and (x,t) the temper­
ature at the point x at time t in the jth core as 
measured from equilibrium. T^(x,t) is identically zero 
in the equilibrium state. We shall first consider a 
simplified reactor where each core is a slab of,height v, 
Gj = [0,T] for j = 1,...,M. And for j = 1,...,M; 
(x,t) solves 
Tj,(x,t) = T^(x,t) + T^(x)Pj(t)PjQ 
(x,0) = h^(x) 4.6 
and T^(0,t) = T (T,t) = 0 
Here T^{x,t) = and T^(x,t) = • 
Physically these boundary conditions correspond to the faces 
of each core being insulated. This model has been studied 
by Levin and Nohel [7] for a reactor with a single core. 
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Now we make the following assumptions: 
i i dri^ , i dh^ 
« , n , and are in 
L^[0 ,7 r ]  and r^,h^ satisfy the 4.7 
boundary conditions of (4.6) 
2 Here L [O.tt] denotes the set of all square integrable 
functions on [0 ,7 r ]  .  
We now formally solve (4.6) for T^(x,t) explicitly 
in terms of Pj(t) and substitute this into (4.4) via 
equation (4.5). Referring to Weinberger [14], Section 29, 
we see that if (4.7) holds the solution of (4.6) is given 
by 
co t 2 
T^(x,t) = P^ J e ^ ^^Pj(s)ds Ti^cos n x 
n=o ° 
4.8 
00 O 
. ^ -uj -n t 
+ / he cos n x. 
L n 
n=o 
where 
h^ = — f h^(x)dx 
o TT J 
o 
4 2 i hr = — h (x) cox n x dx, n > 1 
n ir J 
o 
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1 1 i / \ ^ 
- î v  = 7 1  1 "  ( x )  d x  
o 
"i 2 1* *i 
; =• ~ 1 (x) COS n X dx, n • 1 
n :V J — 
o 
Then . 
( t )  -  -  J  (x) (x, t) dx 
t 2 
!' -n (t-s) . . _ ] ] 
= - P . I e p . (s) ds • rra 
3 0  J  n n 
n=o ° 
_ 7 t 
<L. n n 
n=o 
where 
i 1 •' i 
n. = — I -7, (x) dx 
o Tf  ^  
i 2 r -i 
~ ~ j cox n s dx, ji ^  1 
for j = Define 
00 2 
a^(t) = y ^ 
] 
n=o 
b, ( t) = a^h^e ^ ^  ] n n 
n=o 
4 . 9  
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so p . (t) -- - P . a . (t - s) p. (s) ds -b.(t). Now substitute ] ]0 j ] ] ] 
o 
this into (4.4) 
dp. P. t b (t) 
" - 1^ - pj't) j a.(t -s)p.(s) ds - -f— p.(t) 
i o i 
c . I- n . P. t b. (t) 
- -J 1 p.(t) - J a.(t-s)p.(s)ds - -1---
/ \ j " 3 o i 4.10.a 
N / .. M P t 
+ Z ^ij + "/T I 'ki i hki't -s)p%(s,ds 
i=i : : i=i c 
dc. . 
= XijtPjlt) - c..(t)] 
4.10.b 
j = 1,...,M; i = 1,...,N. 
Finally, we eliminate c^j(t) by solving (4.10.b) and 
substituting into (4.10.a). 
t -X. (t-s) o -A-iit 
c . . (t) = X.. . e p . (s) ds + c . .e 4.11 
1]  1]  3  1]  
o 
x . . a . 
where c.. = ^ C..(0) - C.. , C.,(0) is the initial id 1] i]o 1] 
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concentration of C.. at t = 0. Substituting this into 1] 
(4,10.a) we obtain an equation solely in (t) 
dp. f . + r, . b. (t) _ P. „t 
^ ' ] ] o dt 
a i f i-
+ -4 Ip. (t) - I a (t-s)p (s) 
a. J ] a. u ] ] ds 
M 
- y 
A. L  ki I htj(t-s)p.(s) e, . ds 
^ k=l o 
M p. 
I I .  J 
i=l 
,t -X. . (t-s) b (t) 
e p.(s)ds - —7-— ] a. 
^ ^ , .t P. 
+ ^ c^.e - -7^ P^ (t) a_. (t - s) p^ (s) ds 
i=l 
j = 1,2, 
Let p(t) = Col (p^ (t) , . . . ,p^{t) ) . This equation plus 
initial data has the form 
dt 
= A p + B(t-s)p(s)ds + f(t) + k(t)p(t) 
4.12 
+ g(p) (t) ; p(0) = p o 
where p° is the initial vector; A, k(t), and B(t) 
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ire mal r i c c:s defined "by 
a. . — ]] A. . 1] 0 i 7^ j 4.13.A 
N |3 . . . t 
— a. (t) + ^ + "7^ (t) 
A. j A. ij 
i=l 
Aj jj 
4.13.b 
B..(t) 1] 1 lo 
b. (t) 
's 
+ T k . .  
^ 1] 1] 
i=l 
=0 i ^ i 4.13.C 
and the entries of M-vectors f and g are as follows 
n 
f j (t) \ ^ L  
-X.. t id 
i=l 
4.13.d 
9j (P) (t) = 
P. t 
--^p.(t) a (t - s) p . (s) ds, ] J ] J 
J o 
4.13 .e 
Definition 4.1. A solution of equations (4.12), (4.11), 
and (4.6) is a set of functions Pj (t) , c%^(t) , and 
T^(x,t) for i = 1,...,N and j = 1,...,M such that 
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(i) Pj (t) , (t) are in C for i = and 
j = 1,...,M. 
(ii) T^(x,t), T^(x,t), and T^(x,t) are continuous in 
(x,t) for X e [0,ir] , t e and j = 
(iii) lir^T^ (x,t) = (x) for x € [0,7r] and 
t-o 
T^(0,t) = T^(7r,t) = 0 for t ^  0; j = 
(iv) p. (t) , c..(t) and (x,t) satisfy (4.12), (4.11) 
u 
+ 
and (4.6) for t e R and x € [0,f]. 
Now the intention is to show (4.12) is stable for 
small perturbations about equilibrium, that is, perturba­
tions from equilibrium power, precursor concentration, 
and core temperature. By stable we mean in the sense of 
Theorem 3.5, p(t) is small in some Banach space X if 
p(0) = p° is small in R^ and f(t) is small in X. 
The claim is then that f(t) is small if the initial 
precursor concentrations c?^ are small in R and the 
initial temperature distributions, h^(x), are small in 
2 L [0,Tr] , This follows from equation (4.13.d) : 
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fj (t) 
N 
r o 
:. 13 A =' g 
•X. .t 1] 
i=l 
N 
^ I 
1=1 
13 ' aj 
y aihie-n t 
Z-i n n 
n=o 
N 
^ I 
1=1 
a^h] 
o o 
I wie-t, 
n=l 
So, by Schwarz's inequality, 
N 
-x..t la^h^ 
f j (t) _ y |_o 1^ i] .100 l 1=1]is 
1=1 
+ e 
'3 
- ' i l K m i K i ' Y -
n=l n=l 
4.14 
tt 
2 P "1 2 "1 2 
Using Parseval's relation, —J | h (x) [ dx= Ih^l . 
° n=o 
It is clear then that in such Banach spaces as BC^, BC^ 
or n BCg, f(t) is small in norm if c?^ and h^(x) 
are sufficiently small for i = 1,...,N and j = 1,...,M, 
Definition 4.2. Equation (4.12) is stable with respect to 
a Banach space X if for any e > 0, there exists a 
66 
n 
6 0 such that if |p°| < Ô, ^ |c\\| < 6 and ||h^ || ^  ( 6 
i=l 
for j = then (4.12) has a unique solution, p(t) 
in X satisfying !|p|| < G. 
After the behavior of p(t) is determined from (4.12) 
one can use equations (4,11) and (4.8) to study c%^(t) 
and (x,t). 
Theorem 4.1. Consider equations (4.5), (4.11) and (4.12). 
Assume (4.7) holds and that X . . ,  6.., P. , A. and C., 1] 1] do' ] 130 
are positive for i = 1,...,N and j = 1,...,M. 
(i) Suppose in (4.9) that = a^h^ = 0 for 
j - 1,...,M and that det [ si - a - B* ( s) ] / 0 for Re s _> 0 , 
Then ; 
a. Equation (4.12) is stable with respect to 
n BC . 
o 
b. c..(t) is in 0 BC and id o 
lie li 1 Hp . II , + (1 + xTJ) I c° I for i = 1, . . . ,N; 
L OBC L OBC ^ 
o o 
j = 1,...jM. 
c. Equation (4.6) has a unique solution, (x,t), 
such that 
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lim (x, t) = P . r p . (s) ds • r|^ + 
t-+oo o ] ° o 
uniformly for x e [0,Tr], j = 1,...,M. 
(ii) If in (4.9), = 0 and > 0 for j = 1, 
and det[s^I - sA - sB* (s) ] ^  0 for Res 0, then: 
a. Equation (4.12) is stable with respect to 
n BC . 
o 
b. c. . (t) is in n BC and l ie. . [I < 
° l^nbc 
o 
lip. II , + (l+\.^)|c?.| for i = 1,...,N; j = 1,. 
^ lW 
o 
c. Equation (4.6) has a unique solution (x,t) 
such that 
lim (x,t) = P . r p.(s)ds - rp 
t-+oo ^ ° 
uniformly for x g [0,7r], j = 1,...,M. 
(iii) Suppose in (4.9), = 0 for j = 1,...,M. 
_ d r \  in L^[0,7r] , h'. . (t) exists and is in 
dx^ 
for i, j = 1,...,M, and 
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^sl -I 
det 
-sb'(s) si- A ]  ^  °  R e  s  2 0  
then : 
a. Equation (4.12) is stable with respect to 
n BC . 
o 
b. c. . (t) is in L n BC and lie. . li , < 
° 1] linbc -
o 
!!p II + (1+X.b|c° j for i = 1,...,N; j = 1,..., 
^ L flBC ^ ^ 
o 
c. Equation (4.6) has a unique solution, (x,t) 
such that 
lim T^(x,t) = P_.^ Pj(s)ds • ri^ 
t-»+co ^ ° 
o 
and this limit is uniform for x e [0,Tr]  .  
(iv) If in (4.9), = 0 for j = 1,...,M and if 
det[sI-B*(s) - A] 7^ 0 for Re s 0, then: 
a. Equation (4.12) is stable with respect to BC 
and p(co) = limp(t) is a solution of the equation 
t-»+oo 
2 
- [A+B*(0)]x = f (oo) + k(w)x + G X 
I 
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where x = Col(x^,...,x^), f (oo) = limf(t), k(oo) = lim k(t), 
t-H-00 t-H-00 
00 
G is an M by M diagonal matrix with G.. = a.(t)dt, 
3 3  >> 3  
o 
2  ^ , ,  2  2  2 ,  
and X = Col(x^jx^,...,x^). 
b. c^^(t) is in BC^ with ^ [jp^|1^ + | c°^ | 
and lim c. . (t) = p. (oo) for i = 1,...,N; j = 1,... ,M. 
t-h-oo ] 
c. Equation (4.6) has a unique solution, (x,t), 
such that if = 0 for j = 1,...,M then 
00 
lim (x, t) = p.(oo)p. y n^n ^cos nx + h^ 
n=l 
uniformly for x e [0,îr]; j = 1,...,M. If / 0 for 
some j = 1,...,M, then limT^(x,t) may not exist. 
t-H-oo 
Parts (i), (ii) and (iii) of Theorem 4.1 are similar to 
results of Levin and Nohel [7] for a single core reactor. 
Their results, however, were global and involved a certain 
positivity condition on the Fourier coefficients of t], a 
and h. Here this condition is replaced by requiring a 
certain determinant not vanish. We remark here that 
positive Fourier coefficients correspond to negative 
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reactivity (see (4.9)) and, hence, to a stable reactor. 
In proving this theorem we shall write (4.12) as a 
system of the form 
^ = Ap(t) + ^ B(t-s)p(s)ds + f (t) + G(p) (t) 
where G(p) (t) = k(t)p(t) + g(p) (t) . We shall use Theorem 
3.5 to prove Theorem 4.1; g(p)(t) is treated as a higher 
order term and k(t)p as a small linear term. Hereafter, 
R(t) will denote the resolvent of equation (4.12). 
Neglecting the local integrability of B(t), there are 
essentially four hypothesis to be established in Theorem 
3.5: 
1. The resolvent R(t) is in X and the map 
defined by p^(f)(t) = R(t-s)f(s)ds is in G(X,X). 
o 
2. g is of higher order in X. 
3. f is in X. 
4. k(t)p satisfies ||k (t) p^ - k (t) p^H^ <; L||p^ - p^l 
X 
where p^, p^ e X and L is small, 
In each case (3) and (4) present no particular problem. 
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(1) will be insured by requiring the determinant of a 
certain matrix not vanish. However, (2) is more difficult 
to establish so here we include the following lemma. 
Lemma 4.1. Let g(x)(t) = x(t) a(t-s)x(s)ds where 
o 
1 
a(t) and x{t) are scalar functions. If a(t) is in L 
then g is of higher order in BC. and in BC . If a(t) ji o 
is in BC then g is of higher order in L^ fl BC^. 
Proof of Lemma 4.1. Suppose a(t) is in L^ and x(t) 
is in BC. Then it is clear that g(x)(t) is a continuous 
function of t for t G R . 
Let l|cp||, . = Sup lcp(t) 1 for cp e C and T > 0. 
I ' J tG[0,T] 
Then 
'^^^^"[0,T] " J a(t - s)x{s) ds|| T] 
o 
t 
[0,T] " j a(t - s)x(s)ds|||.q^ t1 
o 
1 ll^ll[0,T] ''^'ll' 
So g maps BC into BC. Also, if x e BC^ then 
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lim x(t) = x(co) , From Lemma 3.1 it is clear that 
limg(x)(t) = lim X (t) j a (t - s) x (s) ds 
t-*+oo t-*+«3 o 
00 
f , 2 
J a (s) ds • X (w) 
o 
Thus, g(x)(t) is in BC^. 
Now let x^, x^ be in BC^ and write 
g(x) =x(t)(a*x)(t) =x(t) J a(t-s)x(s)ds. Then 
o 
!'g(x^) -gtXgiWo = llx^a * x^ - x2a * x^IIq 
^ WXia*Xi-X2a*XlMo+Wx2a **1-*2***2:0 
|x^ - - a * 
^ Hxi -XzWoWaMiWxHo+HxzHoMaWillXi-XzHo' 
So for any c > 0 ,  l e t  Ô  =  •| - ( | j a l | ^ )  ^  t h e n  i f  
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which shows g is of higher order in BC^. If x(t) is 
in BC , x(oc) = limx(t) =0 so by the same argument as 
t--«+CO 
above it follows that g(x) is of higher order in BC^. 
Now suppose a(t) is in BC. We want to show g is 
of higher order in n BC . Recall that for x r H BC , 
o o 
j;x|| = ||x|! + llx|| . Let X e n BC^. Then for T > 0 
L DBC ° ° 
o 
,T 
11? (X)  I!I[0,T] " J l9(x) (t) 
o 
^ t 
= l!x(t) 
o 
t 
a(t - s)x(s)dsH^^Q 
Nll^ll J a{t - s)x(s)ds|l 
and 
t 
l9(x)W[0 T] = lix(t) I a(t - s)x(s)ds|I^Q^^^ 
o 
llxli^llaii^iixii^. 
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Hence, ||g (x) || , = ||g(x)l| + Hg(x) || < + co. Also, 
L^HBC ° 
g(x) (t) I = !x(t) a (t - s)x(s)ds| 
^ |x(t) I ||a||^llxll^. 
So, limg(x) (t) = lim !x(t) | ||a||^||x||^ = 0. Thus, g(x) 
t:-*+co t-^+oo 
is in 1 BC if x e fl EC . Now let x. , x„ be in 
o o 12
n BC 
!,g(x^) -gtXg)#! = ||x^a * x^ - x^a * x^!!^ 
^ ||x^a * x^ - x^a * x^ll^ + ||x^a * x^ - x^a * x^||^ 
^ W*! -XzWiWatXiWo+NXzHiHa + Xi-a aXgHo 
^ ||x^ - x^ll J ||al|^||x^||^ + lix^il J|a||^|lx^ - x^H^ 
and 
Ig(x^) -gtXgiHo = 11^1^ * ^1 " ^2^ * ^2l!o 
!|xia * x^ - x^a * x^||^ + ||x^a * x^ - x^a * x^H^ 
S 11^1 - * ^^I'lo l'^2L'l^ * x^ - a * x^il^ 
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i + HXzllollaWollXl -*2"1 
Then, 
||g(x ) -g(x ) II . = l|g(x,) -g(x )1| + ||g(x ) -g(x 
^ L^nBC ^ ^ ^ ^ ^ ° 
o 
"^1 ^2llo"^l'ol' I'll il^2l'ol'^''ol'^l ^2 
so for any e > 0 let 6 = . n . If ||x. || . and 
4||a|l^ l^lnBc 
O 
lx„|| ^ are less than Ô, 
^ L*nBC 
o. 
||g(x ) - g(x ) II ^ € Ijx - X II 
L ABC L ABC 
o o 
Thus, g is of higher order in D BC^. This completes 
the proof of Lemma 4.1. 
Q.E.D, 
We now note the particular form of 
g(p),g.(p) = g. (p.) = p. (s) a (t-s)p. (s)ds. It follows ] J J J "J J J 
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that g(p) is of higher order in BC^, BC^, or 
1 L n BC if this is true for each component g.(p.). This 
o ] ] 
fact along with Lemma 4.1 will be useful in the proof of 
Theorem 4.1. 
Proof of Theorem 4.1. The proof of each part is ac­
complished by showing the given conditions imply the hy­
pothesis of Theorem 3.5. For this reason the proof of each 
result is divided into four parts labeled as on page 70 
above according to the respective hypothesis to be 
established. 
Proof of Theorem 4.1 (i). Conclusion (a) will be proved 
by using Theorem 3.5. 
1. We claim that R(t) is in n BC and p is O R 
in G(L^ n BC , L^ n BC ) . 
i 1 V i i -n^t Since a n = 0 then a.(t) = ) r\ a e and by 
o o ] c, 'n n 
n=l 
Schwarz's inequality 
n=l n=l 
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for t ^  0 so (t) is in fl BC^ for j = 1, . . . ,M. 
Referring to (3.12.b) we see B(t) is in H BC^. Since 
det[sl - A - B* (s)] ^ 0 for Re s ^  0, Theorem 2.3 implies 
R(t) is in n BC^. Then it also follows from the 
properties of the convolution product (see Lemma 3.1 and 
3.2) and Theorem 2.1 that p e G (L^ 0 BC ,L^ fl BC ) 
K O O 
2. g is of higher order in f l  BC^. This follows 
from Lemma 4.1 since a^ (t) e L^ f l  BC^ for j = 1,  .  .  .  ,M 
and g.(p)(t) =p.(t) f a . (t - s) p . (s) ds. 
] J 3 J 
1 i i 3. f (t) is in L n BC . Since a h = 0 for 
o o o 
j = 1,...,M, (4.14) implies f e L^ n BC^. 
4.  k(t)p is a small linear term in L^ f l  BC^.  Let 
p^ and p^ be in L^ fl BC^ then 
||kp, -kp II = ll^Pi -kp^lL + ||kp^ -kp.ll]^ 
^ iTnBC ^ ^ ^ ^ 
o 
1 li^lloliPl •P2"o + 11^11oI!Pi"P2!'I 
^ MkH-MPi -PgH 1 
° ^ ^ L^HBC 
o 
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j T ij 
From 4.13c, k. . (t) = - — + )  c .  . e  and ]] A. L. 1] 
i=l 
k^j(t) =0, i / i. It is clear then from (4.14) that 
{|k||^ can be made arbitrarily small if ||h^ and 
N 
y I1 are sufficiently small for j = 1,...,M. 
i=l 
Also, from (4.14) it is clear that ||f|| . can be 
L nBC N o 
made arbitrarily small by choosing ^ |c?\| < ô and 
i=l 
||h^ II^ < 6, then (4.12) has a unique solution, p(t) 
satisfying ||p|| . < e. Thus, (a) is true. 
L nBC 
o 
To prove (b) we see from (4.11) that 
t -X..(t-s) -X..t 
c..(t)=\.. e p.(s)ds + c..e . 
1 ]  1 3  J  3  1 ]  
o 
Then 
w - \ . s 
J ® + |C.. 
o 
^ ^ij • + l=ij 
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and from Lemma 3.2 
kijili ^  + We 1] 1^1 
^ 'Ip^IN + |c° ij X . .  ""i"l X . .  ' ij 
± J  XJ 
^ ^ 4> l-iji 
i = 1,...,N; j = 1,...,M. This proves (b). Also, since 
Pj(t) is unique and in D BC^ it follows from hy­
pothesis (4.7) and Weinberger [14], Section 29, that (4.6) 
has a unique solution given by (4.8). Then 
limT^(x,t) = lim|pj^ ^ J e ^ ®^Pj(s)ds, 
t-H-co t-»+oo 
n=o o 
j Y ,i -n^t 1 
T^cos nx + 2^ h^e cos nxj-
n=0 
i i ' "i i ' By hypothesis (4.7); n , n , h^, and h-' are in 
2 L [OjTt] . Hence, 
00 CO 00 1/2 00 1/2 
n=l n=l n=l n=l 
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T"" -j '"'lit 
so ) I ri I ; + 'V- and, likewise, ) < + «>. Then i-j n i_i n 
n—1 n—1 
t 2 
lim T^ (x, t) = p . ) ( lim e " p . (s) ds^ri^cos n x 
^ , ]0 ^ , ] / n t.-»+oo t-'+co 
n=o o 
n=o 
y ( lime ^  ^ ^h^cos nx 
^ t-+oo ^ 
^jo Pj (s) ds • Ti^ + h^ 
and this limit is uniform for x g [0,7r] , This proves 
part (c) and concludes the proof of Theorem 4.1 (i). 
Proof of Theorem 4.1 (ii). We again use Theorem 3,5 to 
prove (a). 
1. For j = 1,...,M, 
00 2 
a. (t) = a^ri^ + Y a^ri^e ^ ] o 'o zL. n n 
n=l 
i i 2 Since d {k) and r (x) are in L [0,Tr], it follows by 
the same argument used in part (i) of this theorem that 
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i i 1 
a. (t) - a ri is a function in L H BC . So, from ] o 'o o 
(4.13.b), B(t) = + Bgtt) where B^ is a constant 
diagonal matrix with negative entries and BgCt) is in 
1 -t L n BC^, Now we apply Theorem 3.4 with $(t) = e I to 
see that R(t) is in D BC^ since 
det[s^I - sA - sB*(s)] = det(s^I - sA - sB*(s) -B^] ^  0 for 
Re s 0. Then it is clear from Lemmas 3 .1 and 3 . 2 that 
p„ maps n BC into itself. Hence, Theorem 2.1 
R o 
implies is in G (L^ n BC ,L^ fl BC ) . 
^ R o o 
2. Since a^(t) is in BC it follows from Lemma 4.1 
that g(p) (t) is of higher order in L^ fl BC^. 
3. It is clear from (4.14) and the hypothesis 
h^ = 0 for j = 1,...,M that f (t) is in L^ fl BC^. 
4. The proof that k(t)p(t) is a small linear term 
in L^ n BC^ is identical to the proof of (4) in part (i). 
Now Theorem 3.5 implies (4.12) is stable with respect 
to L^ n BC . 
o 
The proof of (b) follows from (4.11) and Lemma 3.1 
and 3.2 as it did in part (i). 
Also, equation (4.5) has a unique solution T^(x,t) 
given by (4.8) and 
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lim (x, t) = p . p.(s)ds- o 
t-.+» o ] ] 
uniformly for x e [ 0 , 7 r ]  ; n = 1,...,M. This follows from 
the proof in part (i) plus the hypothesis h^ = 0. This 
completes the proof of Theorem 4.1 (ii) . 
Proof of (iii). This result is similar to (ii) in that we 
want to show (4.12) is stable with respect to n BC^. 
However, the positivity condition on the first Fourier 
coefficients of (x) and (x) is replaced by a 
stricter assumption on h^^(t) and a different determi­
nant condition. The method of proof is the same. 
1. R(t) is a matrix in fl BC and is in 
G(L^ n BC .L^ n BC ). We first show B'(t) is in L^. 
o o 
Looking at (4,13.b) we see 
N P. ^ g . . -\..t e,. 
^ i=l ] ^ 
and 
£ . . P . 
h , (t) for i / i 
'l "^io 
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By hypothesis h'. . (t) is in for i,j = and 
a.- - - . 
n=l 
' (t) = y a^rpn^e 
l Z_j n n 
1 i i 2 
so a', (t) is in L if ) |a ri-^n i converges. Using 1 Z-j n n 
n=I 
Schwarz's inequality 
CO 00 1 / 2  CO 1 / 2  
I ( 1 1 = 2 1 ' )  
n=l n=l n=l 
and both sums on the right exist since both (x) and 
^ ^  are in L^[0,Tr] . Hence B' (t) is in . Then we 
dx 
can write B(t) as the sum of a constant diagonal matrix 
B^ and a matrix ^^(t) where both ^^(t) and B^tt) are 
in L . Now by referring to the discussion proceeding 
Theorem 3.4 we see that R(t) is in (1 BC^ if 
sI-a] ^  KG s 1 0. 
Hence, R(t) is in fl BC^ and it follows that is 
in r-(L^ n BC^,L^ n BC^) . 
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2. Since (t) is in BC it is clear from Lemma 
4.1 that g(p)(t) is of higher order in A BC^. 
OO 2 
3. b. (t) = y h^a^e ^ and h^ = 0 for ] Z_, n n o 
n=o 
j = 1,...,M so from (4.13.d) and (4.14) it follows that 
f(t) is in n BC . 
4. The proof is the same as in part (i). 
Theorem 3.5 again implies (4.12) is stable with respect 
to n BC . 
o 
Conclusion (b) , also, follows from (4.11) as in part. 
(i) . 
By the same reasoning as in part (i) we conclude 
equation (4.6) has a unique solution, T^(x,t), and 
4 f* "1 lim T (x, t) = P . p . (s) ds • Ti 
t-+«. o ] 
uniformly for x e [0, 7 r ]  ; j = 1,...,M. This completes the 
proof of Theorem 4.1 (iii). 
Proof of (iv). We again verify the hypothesis of Theorem 
3.5. 
1. If = 0 for j = 1,...,M then 
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2 
a. (t) - y cx^ti^e ^ ^  is in fl BC . Thus B(t) is ] L n n o 
n-1 
in and since det[sI-B*(s) - A] 7^ 0 for Re s ^ 0, 
Theorem 2.3 implies R(t) is in n BC . Hence, 
p is in n (Lt_j:^'BC^,I,--frBC^) . 
2. Since (t) is in D BC^ for j = 1,...,M 
It follows from Lemma 4.1 that g(p) is of higher order 
in EC.. 
3 .  From (4.14) we see f(t) is in BC^. 
4. If Pj(t) and Pgtt) are in BC^, then from 
(4.13.C) it follows k(t)p^(t) is in BC^ and 
i|kp^-kp^||^ "^I'o is small if f (t) 
is small, hence k(t)p(t) is a small linear term in BC^. 
Then Theorem 3.5 implies (4.12) is stable with respect 
to BC . Thus, limp(t) = p («>) exists. Now p(t) 
t-t+co 
satisfies 
_t t 
p (t) = R (t) p° + R(t-s)f(s)ds + R (t - s) k (s) p (s) ds 
+ j R (t - s) g (p) (s) ds 
o 
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for t ^  0. From Lemma 3.2, a BC^ function convoluted 
with an function is in BC^. So all the terms on the 
right hand side of this equation have limits as t -• + oo . 
Taking the limit as t-• + <» , we have 
p («-') ^ R (s) ds f (oo) + 
o 
R (s) ds " k (oo) p (oo) + R (s) ds • g (p) (oo) 
o 
which can be written 
p(n') = R*(0)f(ra) + R* (0) k (oo) p (0) + R*(0)g(p) (oo)  
where R* (0) = - [A+B*(0)] ^  and 
q. (p) ('") 
o 
a^ (s)ds • Pj  (oo)  . Recall that 
R*(s) = [sI-A-B*(s)] ^ from equation (2.4) and that 
g\(p) (oo) was calculated in Lemma 4.1. Equation (4.15) is 
obtained by multiplying by - [A+B*(0)] . 
Since p(t) e bc., it is clear from (4.11) and 
Lemma 3 .1 that c . . ( t) ^ BC and 
1 3  S L  
lim c . . ( t) . = lim X . . 
.t -X . . (t-s) 
t^+OC 13 t-^+OO 13 
13 
O 
o p . (s) ds + c . . e 
3 13 
= Pj ("°) 
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r~ -^1]^ -1 Also, since e dt = X. 
' J IT 1] 
l^ijtlo ^ ^ I'll^Pjllo '^ij 
1 ilPjIlo + l^ijl i j = 1,...,m. 
If = 0 we can also calculate 
'o 
t-H-oo t-H-oo 
n=o ° 
00 t 2 
limT^(x,t) = limfp. V f e"'^ p. (s) ds • ri^cos nx 
L ] o Z-i ] n 
°° 2 
V -uj -n t 
h: 
+ 2, cos n X j 
n=o 
~ 00 2 
= Pjo Id ^as)p. (») n^cos nx + 
n=l ° 
00 
V 1 -2 i 
= P . p. (oo) ) ri j cos n X + h jo^j L o 
n=l 
for j = 1,...,M. This limit is uniform for x e [0,7r] 
00 00 
since Y Irpl < + oo and Y jh^j < + oo. if / 0 then 
L n Z_, ' n ' o 
n=l n=l 
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liniT^(x,t) = limfp. [ p.(s)ds + 
, ]0 J ] t-t+OO t-4+00 
°° t 2 . 00 2 
'. y  r  e " p . (s) ds rpcos n x + Y  h^e ^  ^ cos n x| 
^ o i—x J ] n Z—» o J 
IS 
n=l ° n=o 
pt 
but limP. p.(s)ds does not exist unless p.(s) 
t-+» i ^ 
in L^. Certainly this limit does not exist if 
p.(oo) = limp.(oo) 7^ 0. Now p(oo) =0 is not a solution 
^ t-H-oo ^ 
of (4.15) if f (°o) 0. So if f(M) ^ 0 then Pj (°o) ¥• 0 
for at least some j satisfying 1 ^  j ^  M. 
This completes the proof of Theorem 4.1. 
Q.E.D. 
We note that lim p (t) = 0 and lime. . (t) = 0 
t-*+oo t-H-oo 
correspond to the reactor asymptotically returning to its 
equilibrium state. This was the case in parts (i), (ii) 
and (iii) of Theorem 4.1. Insulating the faces of the 
reactor results in a zero eigenvalue which accounts for the 
heat build-up in the cores. In (i), (ii), and (iii) this 
was of the same order of magnitude as ||p||^ and {(f 
both of which are small. However, in Theorem 4.1 (iv) it 
was possible for the temperature to become unbounded. This 
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s not reflected in equation (4.12) since 
:rr 
p . (t) = - a . (x) T (x, t) dx 
J  « J  D  
o 
.t . 
= - ^ -io Z J (t-='pj(s)as + ^aVe"" ^  
n=l ° n=o 
i i i i The term P. p.(s)ds vanishes si n c e  r|  a  = 0 .  
o o ]o J ] o o 
o 
Thus, Fj(t) is bounded on R^. 
The temperature appears in equation (4.1) only through 
the reactivity 
^ V L.) = — I 
G . 
p  .  ( t )  -  J  a  (x)T (x,t)dx 
] 
For this reason the previous techniques are adaptable in 
the case of more general reactor geometries. We now follow 
Helliwell [5] and consider to be a finite region in 
R^. We suppose (x,t) solves: 
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T^(x,t) = L^(T^(x,t)) + q^(x)T^(x,t) + rp(x)Pj^Pj(t) 
(x,0) = h^(x) for X e Gj 4.16 
(x,t) + (x) ~ ^  for x e , t ^  0 
where x = (x^,...,x^) e r", is the boundary of , 
ôT^ "i i is the normal derivative of T (x,t) at x e F and 
L^(-) is an elliptic differential operator of the form 
i,k=i ] 
where a^^fx) are known functions and a(x) is the 
determinant of the matrix formed by a^^(x). 
Definition 4.2. A function f(x) is Holder continuous of 
exponent a,  0 < a < 1, on a compact set S c if 
there exists an M > 0 such that 
I f (x) - f (y) 1 ^  Ml  X - y 1°^  
for all X,  y c S, 
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Definition 4.3. A function f(x) defined on a compact 
set S c is in the class c"^(s) if all of its first 
m partial derivatives exist and are continuous on S. If 
f(x) is in C^(S) and all of its first m partial 
derivatives exist and are Holder continuous with exponent 
a then f (x) is in (S) . 
Definition 4.4. A surface F is in c'^(r) (or 
if for each y in F there exists a neighborhood and 
an X. such that for x in U 
1 Y 
^i ^y(*i'''''*i-l'*i+l'''-'*n) 
where h^ is a function in C^(U^) (or . 
We shall make the following assumptions concerning 
i - i F and the given functions. Let G. = G. U F . 
3D 
A-1 a ^ ( x ) , h i ( x )  e  C ( G j )  
v p  (x) (x) € (Gj) 
(x) ^  0; h^(x) satisfies the boundary conditions. 
A-2 A_ (x) € ) 
there exists a constant M > 0 such that 
n 
y 3.. .Q.Q • > M | G | ^  for all X e  G. and for all 
L  1] t'l i I ® I ] 
i , i=l 
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real vectors Ç, in R^. 
A-3 (x) ^  M > 0 or (x) = 0 
Y^(x) £ C2+G(RI), is of class C 2+01 
We wish to solve (4.16) by using an eigenvalue 
expansion and obtaining a Green's function for the problem. 
Consider the homogeneous problem 
b t L ^ ( T ^ ( x , t ) )  +  q^ ( x ) T ^ ( x , t )  
(x,0) = h^ (x) for x 6 Gj 
(x,t) + Y^ (x) = 0 for x e ; t J> 0 
j = 1,...,M. 
Let (x^t) = U^(x)V^(t). Then (x) and (t) solve 
(t) = - ji (t) (0) = vi 
L^(U^(x)) =- (4i+qi(x))ui(x) 4.17 
where is determined by initial conditions and (x) 
93 
satisfies (x) + (x) = 0 for x c P^. We 
shall assume the following: 
A-4 The eigenvalues of (4.17) can be arranged in a non-
i "i "1 decreasing sequence, 0 ^  ^ ^ ^ 
where as k-* + <» for j = 1, .. . ,M. All 
eigenvalues are of finite multiplicity and are 
repeated according to multiplicity. 
A-5 The sequence of corresponding eigenfunctions 
{u^(x) form a complete orthornormal set in 
L^[Gj] for j = 1,...,M. 
4  4  
Let h and ri denote the Fourier coefficients of 
n n 
(x) and (x) respectively. That is, 
h^ = r h^ (x) u^ (x) dx, n ^  1 
n J n 
G. 
J 
and 
Tp = [ Tp(x)ui(x)dx, n ^  1. 
n J n 
G. 
3  
Then from Theorem 10, Ito [6] one can formally solve (4.6) 
for T^(x,t) in terms of Pj(t) and obtain a solution of 
94 
the form 
" -ait . . 
T^(x,t) - ® ^ 
n=l 
+ Pjo I® p.(s)ds n^u^(x) 
n=l 
for j = 1,...,M. 
Thus, 
p . (t) = - I (x) (x, t) dx ] -J 
G. ] 
" j j = j j .t -4^/t-s) 
= I"nV + Pjo IVnJ® Pj(=)as 
n=l n=l ° 
where = 
n 
' 4 
a  (x)u^(x)dx, n = 1,2,... . Letting 
G. ] 
V 3 J -'"t 
a,(t) = 2, Vn® 
n=l 
and 
4.19.a 
P t  
b. (t) 
00 
7 oih^e * 
L n n 
n=l 
4.19.b 
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we can write 
p (t) = - b (t) - P a (t-s)p (s)ds. 
3  ]  D O  t j  3  ]  
o 
If we substitute p^(t) into (4.4) and solve for (t) 
(see (4.11)) we obtain the system 
t 
^ = A p ( t )  +J B(t-s)p(s)ds + f(t) +k{t)p(t) +g(p)(t) 
o 
4, 
p(0) = p° 
with A, B(t), k(t), f (t) and g(p) (t) defined as in 
(4.13) but with a^(t) and b^(t) defined as in (4.19). 
Definition 4.2. A solution of system (4.16), (4.11), and 
(4.19) is a set of functions Pj(t), c^^ (t) and (x,t) 
such that 
(i) Pj (t) and cjj(t) are in C for i = 1,...,N and 
j = 1,. . ., M. 
(ii) T^(x,t), T^(x,t) and ^ (x,t) are continuous 
in (t,x) for x e G ^, t e (0,+ °°) and i,j = 1,...,M. 
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(iii) limT^(x,t) = (x) for x s G., j = and 
t-o+ ] 
(x,t) + (x) ~ ^  for X e r\ t > 0 and 
j = 1, . . . , M. 
(iv) Pj(t), c\j(t) and T^(x,t) satisfy (4.16), (4.11) 
and (4.20) for i = 1,...,N; j = 1,...,M. 
The analysis of (4.16) and (4.20) is done as in Theorem 
4.1. We shall show the existence of a unique solution, 
p(t), of (4.20) if p°, and h^(x) is small for 
i = 1,...,N; j = 1,...,M. Then we will also determine 
c%j(t) and T^(x,t) in terms of p^ (t) . 
In the theorem that follows we shall use the term 
stable as defined in Definition 4.2 but with reference to 
equation (4.20). 
Theorem 4.2. Consider equations (4.11), (4.16) and (4.20). 
Assume that A-1 through A-5 hold and that A^ 
P. and C.. are positive numbers for i = 1,...,N; 
]0 1]0 
j = 1,...,M. If 4^ > 0 for j = 1,...,M and 
det[sI-A-B*(s)] ^  0 for Re s ^  0 then: 
a. Equation (4.20) is stable with respect to 
n bCq. 
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b. c. . (t) is in L H BC and lie. .11 ^ 
° LinBc 
-1 ° 
p.. I' ^ + (1 + X_.) I c?. 1 for i = j = 
L nec 
c. Equation (4.16) has a solution, T^(x,t), such 
that 
limT-'(x,t) = 0 uniformly for x e G.. 
t-H-oo ^ 
Proof of Theorem 4.2. The proof is similar to that of 
Theorem 4.1. We first establish the four hypothesis of 
Theorem 3.5. 
1. We claim that, R(t), the resolvent associated 
1 
with (4.20) is in L fl BC and 
o 
Pj^(f) (t) = r J 
o 
R (t - s) f (s) ds 
is in fl, (L^ n BC ,L^ fl BC ) . Now 
o o 
(t) I ^ I  
n=l n=l n=l 
98 
S o ,  (t) is in n BC^, hence, B(t) is in 
n BC ( s e e  equation 4.13.b). Then, since 
o 
d e t [ s I-B* ( s )  - A] / 0  for Re s ^  0, Theorem 2.3 implies 
R(t) •: 1 BC . From Lemmas 3.1 and 3.2, p maps O R 
n BC into itself. Hence, p_ is in 
o R 
n(L^ n BC^,L^ n BC^) by Theorem 2.1. 
2. We have shown (t) e (1 BC^, so, it follows 
from Lemma 4.1 that g(p)(t) is of higher order in 
L^ n BC . 
o 
3. f(t) is in n BC^. Since 4^ > 0 for 
j = 1,...,M we have 
^ -X..t , ~ . -X^t 
fj(t) I <; I |c°.|e — X Iv^ " I 
i=l n=l 
N , , ""^1 ^  ^ "J /o ^ 1 /o 
i i K n  
i=l n=l n=l 
4. k(t)p(t) is a small linear term in H BC^. 
That is, ||kp - kp il ^ H|p - p || , where 
L HBC L HBC 
o o 
p,, p^ are in L^ n BC and L is small. 1 2 o 
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We may take L = ||k||^ and this follows as in the proof 
of Theorem 4.1 (i). 
Now the four hypothesis of Theorem 3.5 have been 
established. Finally, we note that 
^ t ""^1^ °° 1/2 1/2 
I  ^  Z  K j i '  i l  
i=l n=l n=l 
~ . 1/2 
and ||h^ ||^ ~ ( Z ' f(t) is small in H BC^ 
n=l 
if is small in R and h^ is small in L^(Gj) for 
i = 1,...,N° j = 1,...,M. Then it follows by Theorem 3.5 
that (4.20) is stable with respect to fl BC^. 
To prove (b) we use Lemmas 3.1 and 3.2 and the equation 
„t -X..(t-s) -X..t 
c..(t) = X . .  j e p (s)ds + c. e 
Ij -Lj V J J 
From this it follows as in the proof of Theorem 4.1 that 
c. . t n BC and 
ID o 
^ L flBC ^ L HBC ^ ^ 
o o 
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Now from Ito [6], Theorem 10 we see (4.16) has solution, 
(x , t) , given by 
~ -a^t . . 
T^(x,t) = , e " h^u^ (x) 
I—' n n 
n=l 
" -t -«^(t-s) . . 
+ P.Q 2, J ® p.(s)ds V„(x) 
n=l o 
Furthermore, we can conclude from Theorem 1, page 157 and 
Theorem 4, page 167 of Friedman [2] that limT^(x,t) = 0 
t-H-oo 
uniformly for x e G^. 
Q.E.D. 
It was assumed in Theorem 4.2 that the eigenvalues of 
(4.17) were positive. In the case of zero eigenvalues the 
problem is similar to the one dimensional reactor with 
insulated faces considered in Theorem 4.1. One can adapt 
the techniques used there and obtain similar results. 
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