Abstract. Sturm results on oscillation and comparison for solutions of a second-order differential equation have a topological nature in their own. Roughly speaking they describe the rotation of a straight line in the phase plane of the equation. Many generalization of this results were obtained; among the others we recall the symplectic version due to Arnol'd in [2] for second order hamiltonian systems and the hermitian version due to Edwards in [10] in which a theory of Sturm intersections for positive definite formally self-adjoint ordinary differential operators of even order is constructed.
Introduction
In 1836-1837 Sturm and Liouville published a series of papers on second order linear differential equations including boundary value problems which nowadays is known with the name of Sturm theory. Now we briefly recall the Sturm comparison and oscillation theorem and we refer, for instance to [7] , for further details. For j = 1, 2 we consider the differential equations L j u ≡ −(p j u ′ ) ′ + q j u = 0 where p j and q j are sufficiently smooth real-valued functions on J := [a, b] and such that t 0 < p 1 ≤ p 2 and q 1 ≤ q 2 .
(Sturm Comparison theorem) Let u 1 be a solution of the equation L 1 u = 0 and let us suppose that it has exactly n zeros a < x 1 < · · · < x n < b. If u 2 is a solution of L 2 u = 0 such that ϕ 1 (a) ≤ ϕ 2 (a) for ϕ j = arctan(u/p j u ′ ) then u 2 has at least n zeros on (a, x n ] .
A different kind of result is the Sturm oscillation theorem which gives the relation between the number of zeros for a solution of the equation The main goal of this paper is to prove a generalization of both of these results for linear strongly indefinite formally self-adjoint elliptic systems of even order of the form
where for each p i is a smooth path of hermitian matrices on the complex n-dimensional vector space E and such that for each x ∈ J, the leading coefficient p 2m (x) = G for G = diag (I n−ν , −I ν ) and ν ≥ 0. This kind of generalization is in the flavour of a result proved by Ovsienko in [21] in which the author gave a generalization of the V.I.Arnol'd Sturm theory to the case of real selfadjoint differential equations of even order under the assumption that the leading coefficient is the identity.
What we propose here is a different definition of the two sides in the Sturm oscillation theorem. Since in our case the Morse index is not well-defined and zeros (which we will call focal instants) of a solution can accumulate, our formulation allows us to handle both the problem with the Morse index and the accumulation of zeros, providing a new and, we believe, interesting proof of this theorem. In fact the quadratic form which appears on the right hand side in the Sturm oscillation theorem is now substituted by a path of (β-generalized index form E β,Ω , cfr. Definition 4.1) bounded Fredholm hermitian forms. As generalized Morse index of a solution u we take the negative of the spectral flow associated to the family of bounded Fredholm quadratic forms.
Roughly speaking, the spectral flow sf of a path of Fredholm hermitian forms or, what is the same, the spectral flow of the path {A t } t∈ [a,b] of self-adjoint Fredholm operators arising in the Riesz representation of the forms, is the integer given by the number of negative eigenvalues of A a that become positive as the parameter t goes from a to b minus the number of positive eigenvalues of A a that become negative. It is easy to see that if one of (and hence all) the operators in the path have a finite Morse index, then the spectral flow of a path A is nothing but the difference between the Morse indices at the end points.
Thus spectral flow appears to be the right substitute of the Morse index in the framework of strongly indefinite functionals. In general the spectral flow depends on the homotopy class of the whole path and not only on its end-points. However in the specific case is simpler. In this framework, spectral flow depends only on the endpoints of the path and therefore it can be considered as a relative form of Morse index.
In order to properly defined the left hand side of the Sturm oscillation theorem we introduce a topological invariant in the same spirit of the conjugate index as in [20, 22] . This number also called Brouwer index is defined by means of a suspension of the complexified family of the elliptic self-adjoint boundary value problems (L, Π). The resulting boundary problem is parameterized by points of the complex plane and the zeros are in one-to-one correspondence with points of the complex plane where the determinant of the associated fundamental matrix vanishes. This determinant defines a smooth map from an open subset of the complex plane into the plane. A topological invariant that counts algebraically the zeros of a map is the Brouwer degree. In order to keep signs according to the positive definite case we define µ Br as the minus two times the degree of this map. We observe that this index is very close to other topological invariants that arise in index theory. Three beautiful papers [5, 14, 25] have strongly influenced the method of proof of Theorem 1. Furthermore we observe that even in the case of positive definite elliptic selfadjoint differential operators of even order, it gives a new proof of the classical Sturm oscillation theorem. Closely related to the construction of a intersection index given by Edwards in the positive definite case, we define this integer number µ Mas in the more general situation we are dealing with and we will refer with the name of Maslov index, in analogy to the real situation. As we will see this number is an intersection index between a curve in the U-manifold with a one-codimensional cooriented variety. The first result can be states as follows.
Theorem 1. (Generalized Sturm Oscillation theorem)
. Given L formally self-adjoint and of even order, let (L, Π) be a self-adjoint boundary value problem for L. Then we have
We put on evidence that the novelty of this result is the equality between the second and third member. In fact the equality between the spectral flow and the Maslov index (although not exactly in the U-manifold setting) is well-known. In the same vein is an interesting paper of Chaofeng Zhu [26] where the author states the Sturm oscillation in an indefinite setting by proving the equality between the Maslov index of a suitable path of Lagrangian subspaces and the spectral flow of an unbounded family of selfadjoint Fredholm operators.
We observe that if the leading coefficient is positive definite we give a different proof of the Sturm oscillation theorem proved by Edwards [10, Section 3, Theorem 3.1].
Our second result is a Sturm comparison type-theorem where the role of total number of zeros is now played by the generalized Morse index which is a monotone Z-valued integer function. For a more precise statement see Theorem 6.4. 
where we denoted by (L 1 , Π 1 ) and (L 2 , Π 2 ) the associated self-adjoint boundary value problems.
The paper is organized as follows. In Section 2 we will recall the definition given by Edwards in [10] . Section 3 will be devoted to shortly discuss the spectral flow of one parameter family of quadratic functionals of Fredholm type. In Section 4 we give the variational formulation of our geometric problem and introduce the generalized Morse index. In Section 5 we will define the conjugate index and compute it in terms of the associated Green function. The last two section will be dedicated to the proofs of our results.
Acknowledgement. I would like to express my thanks to J. Pejsachowicz and A. Capietto for many stimulating discussions about this research project and finally to S. Terracini and D. L. Ferrario for many discussion about mathematics among other things. Moreover I wish to thanks all staff at the Department of Milano-Bicocca for providing excellent working conditions.
U-manifold revisited and Maslov index
In this section is to fix notations and to extend the intersection index defined by Edwards for the situation we are dealing with. Some results are shared by [10] to which we will often refer for more details. Definition 2.1. A superhermitian space is a pair (S, h) where (i) S is an even dimensional complex vector space, (ii) h is a non-degenerate hermitian form, (iii) the signature of h is zero. The form h will be called superhermitian structure.
Definition 2.2. Given a complex vector space V an hermitian pair is a pair (Σ, β) where Σ ⊂ V is a subspace and β ∈ Herm(Σ) is a hermitian form on Σ.
In analogy with the real situation, given a superhermitian space (S, h) a superlagrangian L is a subspace of dimension 1/2 dim S on which the superhermitian structure vanishes identically and the set U(S, h) := {L ⊂ S : L is a superlagrangian subspace}, is termed U-manifold of S.
Example 2.3. Let V be a complex vector space equipped by the hermitian norm · . Let h be the hermitian form on S := V ⊕ V defined by h(z) = x 2 − y 2 , for z := (x, y).
Then U(S, h) is the set of all graphs of unitary operators
For, if U : V → V is a norm preserving linear map, it is immediate to check that h is vanishes identically on Graph (U ). Viceversa let us consider a superlagrangian subspace L. We will verify that the vertical and the horizontal superlagrangian subspace are both transversal to L. For, if ξ ∈ L ∩ {0} × V . Then ξ = (0, u) where u ∈ V . Since L is hyperlagrangian for h we have h(ξ, ξ) = − u 2 = 0 and necessarily u = 0. By this we have ξ = 0. The same calculation holds for the horizontal Lagrangian V × {0}. Thus there exists a map U form the horizontal superlagrangian to the vertical one such that its graph coincides with L.
This example shows that, as topological space U(S, h) where (S, H) is a superhermitian space of complex dimension 2n is homeomorphic to the group U(n) of unitary matrices. Example 2.4. Given a finite dimensional complex vector space V , let us consider the even dimensional vector space S := V ⊕ V * . Denoting by ℑ the imaginary part of a complex number, the complex vector space S has a naturally associated superhermitian structure given by h(ξ, η) := ℑ ξ, η and usually called standard hermitian structure. The sesquilinear hermitian form associated to it is given by
Lemma 2.5. L is a non-vertical superlagrangian (transversal to the vertical subspace) if and only if it is the graph of a skew-hermitian operator A on S given by
Proof. Given L = Graph (A), let ξ = (x, Ax) and η = (v, Av). Now, L is superlagrangian if and only if h(ξ, η) = x, Av + Ax, v = 0. But this is equivalent to (A + A * )x, v = 0. From this the thesis immediately follows. The correspondence between the above two examples is provided by the Cayley transform:
Otherwise stated the n 2 dimensional compact unitary Lie group compactifies the (real vector space of) Lie algebra u(n) of all skew-hermitian matrices (corresponding with respect to the Cayley transform, to the unitary matrices that have no eigenvalue equal to −1).
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Moreover, given the superhermitian space (S, h) for S = V ⊕ V * , let us consider the product space F := S ⊕S equipped with the hermitian form h on F defined by h := −h⊕h. By [10, Proposition 4.1], the map Φ defined by
induces an identification between U(F, h) and the space of the hermitian forms on V ⊕ V .
Convention. From now one
Let G := Aut (U) be the group of all automorphisms of U(S, h); this is the set of all maps ψ : U → U induced by an automorphism of S which is h-preserving and therefore G acts transitively on U; moreover the group of automorphisms of U(S, h) which leaves P 0 ∈ U fixed acts transitively on the connected component of those superlagrangians which meet P 0 only at 0. To see this it is enough to identify U(S, h) with the set of all hermitian forms on V and P 0 with the hermitian pair ({0}, 0) corresponding to the superlagrangian 0 ⊕ V * .
Let P 0 ∈ U(S, h) be fixed and for all P ∈ U(S, h) and k = 0, 1, . . . , n, we set
1 In the real case the real Lagrangian Grassmannian of the real symplectic space R 2n is diffeomorphic to U(n)/O(n) and this manifold can be seen as the one point compactification of the real vector space of all symmetric matrices.
Each stratum U k (P 0 ) is a connected real analytic embedded submanifold of U(S, h) having complex codimension 1 2 k(k+1) in U(S, h); the set S(P 0 ) is a stratified algebraic subvariety of U(S, h) whose regular part is U 1 (P 0 ). In particular U 0 (P 0 ) is the set of all superlagrangian subspaces that are transversal to P 0 and it is a dense open subset of U(S, h). Definition 2.6. Given a pair P 0 , P 1 ∈ U(S, h) of complementary superlagrangians and identifying P * 0 with P 1 via h, we define the hermitian form ϕ P 0 ,P 1 : U 0 (P 1 ) → Herm(P 0 ) as
where T P is the unique hermitian operator such that P := Graph (T P ).
Remark 2.7. (Edwards invariant) Given a pair P 0 , P 1 ∈ U(S, h) of complementary superlagrangians and denoting by Herm(P 0 ) the set of hermitian forms onto P 0 we define the map α P 0 ,P 1 : U 0 (P 1 ) → Herm(P 0 ) as follows. Let j : S → S be the unique map which is the identity on P 0 and multiplication by −i on P 1 . Then set
Moreover the hermitian form ϕ P 0 ,P 1 (P ) is equal to α P 0 ,P 1 (P ).
Proof. Since P ∈ U 0 (P 1 ) then it can be seen as the graph of a unique linear operator
Observe also that ker ϕ P 0 ,P 1 (P ) = P ∩ P 0 , ∀ P ∈ U 0 (P 1 ). The collection of all U 0 (P 1 ), ϕ P 0 ,P 1 , when (P 0 , P 1 ) runs in the set of all pairs of complementary superlagrangians, is an analytic atlas on U(S, h). For if P 1 and P ′ 1 are complementary to a given P 0 , then the transition function:
is given by:
is the projection onto the first summand, and ρ P 0 ,P 1 : P 1 → P * 0 is the map v → h(v, ·)| P 0 , which is an isomorphism. Observe that in formula above the bilinear form B is seen as a map
• B is an automorphism of P 0 whose inverse, denoted by h, satisfies B • h = h * • B; observe that h is the identity on ker(B). Now for P ∈ U(S, h), we will define a canonical isomorphism, T P U ∼ = Herm(P ) between the tangent space at P and the space of hermitian forms Herm(P ) onto P .
Let P 0 , P 1 ∈ U(S, h) be a pair of complementary superlagrangians and let ϕ P 0 ,P 1 be a chart of U(S, h). In order to prove that there exists this kind of identification between the tangent space T P U(S, h) and Herm(P ), it is sufficient to prove that the differential of ϕ P 0 ,P 1 does not depends on the choice of P 1 (and therefore defines an identifications between T P U and Herm(P )). The map d : T P U 0 (P 1 ) → Herm(P ) which send a pointP ∈ T P U 0 (P 1 ) into the hermitian forms Q(P,P ) on P defined as follows. For all ε > 0 sufficiently small we consider the curve (−ε, ε) ∋ t → p(t) ∈ U(S, h) such that p(0) = P and p ′ (0) =P . Then we have Q(P,P ) :
is the path of skew-hermitian operators contained in the domain of the chart such that their graphs, agrees with the path of superlagrangian subspaces t → p(t) in a sufficiently small neighborhood of t = 0. Moreover this implies that it does not depend on the choice of P 1 .
Proposition 2.8. Given a superhermitian space (S, h), the U(S, h)-manifold is a regular algebraic variety of dimension n 2 where 2n := dim C (S). Moreover U 0 (P 1 ), ϕ P 0 ,P 1 , when (P 0 , P 1 ) runs in the set of all pairs of complementary superlagrangians form an atlas of U(S, h). The differential of ϕ P 0 ,P 1 (P ) at P does not depend on the choice of P 1 ∈ U 0 (P 0 ) and therefore defines a canonical identification of T P U(S, h) with u(P ).
) is a smooth curve of hyperlagrangian subspaces we say that p has a crossing with the train S P of P at the instant t = t 0 if p(t 0 ) ∈ S P . At each non transverse crossing time t 0 ∈ [a, b] we define the crossing form
and we say that a crossing t is called regular if the crossing form Γ(p, P 0 , t 0 ) is nonsingular. It is called simple if it is regular and in addition p(t 0 ) ∈ U 1 (P 0 ). It is easy to see that a curve has only simple crossings if and only if it is transverse to every U k (P 0 ) and it has only regular crossings if and only if it is transverse to the algebraic variety S P 0 . It is easy to prove that regular crossings are isolated and therefore on a compact interval are in a finite number. Denoting by sign the signature of quadratic form as difference between the number of positive minus the number of negative eigenvalues, we are entitled to give the following
) be a smooth curve having only regular crossings we define the Maslov index
where the summation runs over all crossings t.
Formally this formula is twice the formula for the Maslov index given by Robbin & Salamon inn [24] . 
(iii) Localization. If P := C n × {0} and p(t) := Graph H(t) where t → H(t) is a path of positive definite skew-hermitian matrices having only a crossing instant
Proof. Observe that Axioms (i)-(iii) say that the Maslov index is an homomorphism of the relative homotopy group π 1 U, U\S P 0 into the integers Z. Now, since U is homeomorphic to the unitary group and since U\S(P 0 ) is a cell by excision axiom we have that actually
The localization axiom will determine this homomorphism uniquely. It remains only to show that any two curves of the type described by this axiom are in the same relative homotopy class and that this class is a generator. To prove this let p 1 , p 2 be two such curves. By using Kato's selection theorem it is not restrictive to assume that this two curves are of the form 1] , and j = 1, 2.
Taking the Cayley transform they become
If P 0 is the graph of the matrix iI then these two curves are homotopic with end points out of S(P 0 ) to two closed curves which can be parameterized by
and θ ∈ [−π, π], which are all representatives of the same generator of π 1 (U(S, h)) and therefore they are in the same class of π 1 U(S, h), U(S, h)\S(P 0 ) .
Remark 2.11. We conclude this section with few remarks. (i) Let us consider the determinant map det : U(n) → S 1 ⊂ C. Since U (n) is connected from the formula on the universal coefficients
it follows that the differential 1-form det * (dθ) is the generator of H 1 (U(n), Z). Given any closed path p : S 1 → U(S, h) and taking into account the homeomorphism φ : U(S, h) → U(n), then the (absolute) Maslov index µ Mas (p) is the degree of det(l) :
We observe that this number is well-defined since it does not depend on φ. Thus another description of the relative Maslov index could be done along the following lines. Given a superlagrangian P 0 ∈ U(S, h) and any path p : [a, b] → U(S, h) with end points in U 0 (P 0 ), the Maslov index µ Mas (p, P 0 ) of p relative to P 0 is defined as follows. By the contractibility of U 0 (P 0 ) we can find a pathp joining the end points of p and completely contained in U 0 (P 0 ). Letp be the concatenation of these two paths i.e. the composition of the path p followed byp. We define
From the contractibility of U 0 (P ) it follows that it is well defined and is invariant by homotopies of the path keeping end points in U 0 (P ). (ii) The last observation is that the U(S, h)-manifold described above can be seen as the Lagrangian Grassmannian with respect to an adapted symplectic structure in S = V ⊕ V * where V is a n-dimensional complex vector space as given by Arnol'd in [3] . A C-symplectoidal structure in V is a real symplectic structure Ω which is invariant under multiplication of the vectors by complex numbers of modulus one. Now, given a C-symplectoidal structure Ω the bilinear form R defined by R(·, ·) := Ω(i·, ·) is symmetric; moreover the signature of the quadratic form R is a (unique) invariant of the C-symplectoidal structure. We say that the Csymplectoidal structure Ω in S an adapted symplectic strucutre if the signature of the quadratic form R vanishes. In the even dimensional complex vector space S, let us consider the hermitian form h : S → R given by
whose associated hermitian sesquilinear form ω is ω(ξ, η) = x, w + y, v ∈ C. It is easy to check that ω is S 1 -invariant. Moreover denoting the real and imaginary parts of the form ω by R and Ω respectively, i.e. ω(ξ, η) = R(ξ, η) + iΩ(ξ, η) the following result holds. The structure Ω is an adapted symplectic structure in S. Moreover a n dimensional complex subspace L of S is Ω-lagrangian if and only if is R-superlagrangian. By this Proposition it follows that the U-manifold U(S, h) could be identified with the Lagrangian Grassmannian of all lagrangian subspaces in R 4n which are S 1 -invariant. (iii) The last remark is that the Maslov index as defined in this superlagrangian setting can be interpreted as intersection index in the S 1 equivariant cohomology.
. Since H * (U(n), Z) is isomorphic to the free exterior algebra over the integers with one generator in each
We observe that the Maslov index introduced above can be seen as intersection index in equivariant cohomology. In fact it is enough to note that Maslov index cannot be globally characterized as intersection index in the ordinary cohomology theory being H 2 (U(n), Z) trivial.
Spectral flow for paths of Fredholm quadratic forms
The aim of this section is to briefly recall the definition and the main properties of the spectral flow for bounded Fredholm hermitian forms. Let S, T be two invertible selfadjoint operators on a complex Hilbert space H such that S − T is compact. Then the difference between spectral projections of S and T corresponding to a given spectral set is also compact. Denoting with E − (·) and E + (·) the negative and positive spectral subspace of an operator, it follows then that E − (S)∩E + (T ) and E + (S)∩E − (T ) have finite dimension [11] . The relative Morse index of the pair (S, T ) is defined by
It is easy to see that when the negative spectral subspaces of both operators are finite dimensional µ rel (S, T ) is given by the difference of Morse indexes of S and T .
A 
That this is independent from the choice of the scalar product in a given structure follows from the invariance of the spectral flow under cogredience.
We list below some properties of the spectral flow of an admissible path of quadratic forms that we will use later. They need not be proved here since they follow easily from the representation formula in the Definition 3.1 and the analogous properties of the spectral flow for paths of self-adjoint Fredholm operators proven in [11] .
• Normalization. Let q ∈ C ([a, b]; Q F (H)) be such that q(t) is non-degenerate for H) ) be a path of invertible operators between the Hilbert spaces H and H 1 and let p be the path of quadratic forms on
• Additivity. Let c ∈ (a, b) be a parameter value at which q(c) is non degenerate.
We will also need a formula that leads to the calculation of the spectral flow for paths with only regular crossing points. If a path q : [a, b] → Herm F (H) is differentiable at t then the derivativeq(t) is also a quadratic form. We will say that a point t is a crossing point if ker b q(t) = {0}, and we will say that the crossing point t is regular if the crossing form Γ(q, t), defined as the restriction of the derivativeq(t) to the subspace ker b q(t) , is nondegenerate. It is easy to see that regular crossing points are isolated and that the property of having only regular crossing forms is generic for paths in Herm F (H). 
whereq(t)u = q t (M t u).
It follows from cogredience property that the right hand side of (3.1) is independent of the choice of the trivialization. Moreover all of the above properties hold true in this more general case, including the calculation of the spectral flow through a non degenerate crossing point given in Proposition 3.2 provided we substitute the usual derivative with the intrinsic derivative of a bundle map.
The extended spectral flow of the family h is
for small enough δ. The normalization property for the spectral flow implies that the right hand side does not depend on the choice of δ. The extended spectral flow is clearly additive under concatenation and direct sum. It is homotopy invariant under homotopies keeping the end points fixed.
Variational set-up
Let E be a finite dimensional complex vector space, m ∈ N and let us denote by brackets ·, · the standard sesquilinear hermitian form in E ⊕ E * . We denote by H m := H m (J, E) the Sobolev space of all maps u : J → E having regularity H m equipped with respect to the scalar product u, 
where for each i, j, the term ω i,j is a smooth path of hermitian matrices. Let F m := E m ⊕E m . Given a k-codimensional linear subspace R ⊂ F m we denote by H n R the k-codimensional linear subspace defined by H n R := {u ∈ H n : u(a), u(b) ∈ R}. From now on we denote by Ω a generalized Sturm form, β a hermitian sesquilinear form on F m , q β the hermitian form associated and D(q β ) its domain.
Definition 4.1. The β-index form associated to Ω is the hermitian sesquilinear form
For a given E Ω,β we will denote by q E the associated hermitian form on H m D(q β ) given by
where, of course, q β is the hermitian form associated to β. Now we list some examples of boundary conditions which we will deal with.
-The domain of q β is F m and q β = 0 corresponds to free boundary value problem.
-The domain of q β is the diagonal ∆ and q β = 0 corresponds to periodic boundary condition. -The form is q β = q β 1 ⊕ q β 2 for q β i ∈ Herm(E m ) and the domain is given D(q β ) = D(q β 1 ) ⊕ D(q β 2 ), then q β corresponds to separated boundary conditions. -The domain of q β is {0} and q β = 0 corresponds to Dirichlet boundary conditions. By this it follows that u ∈ H m is a (weak)-solution of E Ω,β if it is orthogonal with respect to the hermitian sesquilinear form E Ω,β to the linear subspace
. Given E Ω and by formal integration by parts we associate two linear maps L(x) : E (2m+1) → E * and A(x) : E 2m → E m * such that
2 u is sometimes called wronskian vector.
. We observe that the second term in the third equality is the homogeneous part of order 2m − 1. Among others relations between the coefficients of the operator L, and A, it is easy to check the following holds true p 2m (x) and a j,2m−j−1 (x) are all equals to ±G for all j = 0, . . . , m − 1. We will denote by A # : F m → F m * the non-singular hermitian form given by:
The following result shows the correspondence between the β-generalized index forms and elliptic selfadjoint boundary value problems of even order. In this correspondence u ∈ ker q E if and only if L(x) u(x) = 0 and u(a), u(b) ∈ Π(q β ).
Moreover, any selfadjoint boundary value problem (L, Π) in which L is formally selfadjoint of even order arises in this way.
Proof. For the proof we refer to [10, Theorem 6.1]. 
Definition 4.3. An instant t 0 ∈ (a, b] is termed focal instant for the boundary value problem (L, Π) if there exists a non trivial solution
and therefore the β-generalized index forms splits into
By assumptions on G it follows that the quadratic form q 1 Ω,β (u) is non degenerate being represented by ω m,m ∈ Gl H D(q β ) (I) . On the other hand q 2 Ω,β (u) is the restriction to H D(q β ) of a hermitian form defined on the space C 0 D(q β ) . of all continuous functions with the same boundary conditions. Since the inclusion of H D(q β ) into C 0 D(q β ) is a compact operator, it follows that q 2 Ω,β (u) is weakly continuous. The same argument also applies to the third term q 3 Ω,β (u) and therefore q Ω,β (u) is Fredholm being a weakly continuous perturbation of a non degenerate form. Now for each t ∈ [a, b] let q t E be the hermitian form induced by the β-generalized index form on the interval [a, t] given by E Ω,β (t)(u, v) := For each t ∈ [a, b] , we consider the function u t defined by u t (ξ) := u(h t · ξ) where h t is the affine function given by h t := (x − a)/(b − a) (t − a)) + a. Then we define the path u : [a, b] → H D(q β ) : t → u(t) := u t (ξ). Clearly the family {q t E } t∈J , defines a smooth function q E on the total space of the Hilbert bundle H = u * H D(q β ) over J, that is a Fredholm quadratic form at each fiber and non degenerate at a and b. The spectral flow sf( q E ) of such a family is well-defined by (3.1).
Definition 4.5. We define the generalized Morse index µ Mor (L, Π) of the self-adjoint boundary value problem (L, Π) of a β-generalized index form E Ω,β the integer
µ Mor (L, Π) = sf( q E ).
A new topological invariant
The goal of this section is to associate to the selfadjoint boundary value problem (L, Π) arising in Proposition 4.2 a new counting of focal points in terms of the Brouwer degree of a determinant map associated to a suspended problem. Let us consider the differential system L(x)v(x) = 0 defined by formula (4.3), namely
Given any boundary condition B, there exist matrices R a , R b (depending on B) such that C) are matrices of size mn×mn. Let ψ be the fundamental solution of the system, namely the unique matrix solution of the Cauchy problem
where we denoted by H(x) the x-dependent (companion) matrix
The same argument can be repeated words by words in the case of the 2m-order differential operator L t arising by a formal integration by parts in E Ω,β (t), by a linear change of variable this operator can be seen as a t-dependent family of even dimensional ordinary differential systems
where for each k = 0, . . . , 2m − 1 the matrices coefficients p k (x, t) depends smoothly on (x, t) since the change of variable is analytic. Now let O be the bounded domain on the complex plane defined by
and for any z = t + is ∈Ō let us consider the closed unbounded operator
where G is the symmetry in H 2m which is pointwise given by G = diag (I n−ν , −I ν ) and where S z is the differential operator on H 2m given by S z = 2m−1 k=0 p k (x, z)D k . Now let ψ z be the two parameter family of fundamental solutions associated to the family of ordinary differential operators as above and let R z := R a + R b ψ z (b). Proof. Since the operator is formally self-adjoint Fredhom operator then its spectrum is real and therefore ker A z = 0 only at z = t + is with s = 0. Moreover the functions belonging to the kernel of A t are precisely the solutions of the boundary value problem (4.4). Therefore t must be a focal point of the boundary value problem (L, Π). The converse is clear. Hence the equivalence between (i) and (ii) is proved. Observe that it is a well-known fact that the operator L is invertible if and only if the matrix R z is invertible. (See for instance [16, Section 2] . Moreover in this case the inverse operator is a trace class operator with Green kernel explicitly described in Proposition below. Thanks to Lemma 5.1 we are entitled to define the following topological invariant. Let us denote by ρ : O → C the map ρ(z) := det R z . Since ker A a = ker A b = {0} it follows that 0 ∈ ρ (∂ O). Under this conditions the Brouwer degree deg (ρ , O , 0) of the map ρ in O with respect to 0 is well defined. Brouwer's degree is a topological invariant that counts with multiplicities the number of zeros of ρ in O and since the zeros of ρ correspond to zeroes of the boundary value problem (4.4) we state the following. That the right hand side is independent from the choice of O follows from the excision property of degree.
Let us recall first that a compact operator K is said to be of trace class if the series of the square roots of eigenvalues of K * K is convergent. The trace class T is a bilateral ideal contained in the ideal of all compact operators K. There is a well defined linear functional Tr on T which has the usual properties of the trace. In particular if both AB and BA are in T then TrAB = TrBA. It is well-known that the operator L is invertible if and only if the matrix R is invertible. In this case the inverse operator L −1 is a trace class operator.
Our calculations below can be better formalized using operator-valued differential oneforms. By a slight abuse of notation we will denote by dA z the differential of the bounded part S z of the family A z , and consequently we will denote by dA z A −1 z the operator valued one-form given by
z ds defined on the set {z ∈Ō : A z has a bounded inverse}.
This notation incorporates the action on the left (resp. right) of an operator valued function on a one-form in the natural way, by multiplying on the left (or right) the coefficients of the form. In the same vein, the trace Tr θ of an operator valued one form θ = E dt + F ds is the complex valued one form Tr E dt + Tr F ds.
z is a trace class valued one form and
z using the fact that the trace of an integral operator belonging to the trace class can be computed integrating the trace of its kernel. By [16, Proposition 3.1], it follows that
Integrating over ∂O we finally obtain
which is precisely the degree deg (ρ, O, 0) by the well known formula relating the degree of a map on the open set O with the winding number of its restriction to the boundary. Following Edwards we close this section by assigning to each (L, Π) selfadjoint boundary value problem the Maslov index of a suitable path in the U manifold of F m . According to Theorem 4.2 to each β-generalized index form we can associate in a unique way a boundary value problem (L, Π) where L is a formally self-adjoint elliptic ordinary differential operator of even order and Π is a self-adjoint condition. Moreover for any L there exists a unique L * and a skew-hermitian sesquilinear form B(x) :
By [10, Proof of Theorem 6.1, Definition 2.7] the image of the map
is an element of U( F , h) where F is equal to F m ⊕ F m and h := −h ⊕ h. Thus we are entitled to give the following Definition 5.4. We define the Maslov intersection index of the boundary value problem (L, Π) as the Maslov index of the curve of superlagrangian subspaces defined by
Main results: Sturm oscillation and Comparison Theorems
Now we are in position to state Sturm Oscillation and Comparison Theorems for strongly indefinite self-adjoint operators. The proofs of this results are deferred to Section 7. 
We observe that if ω m,m = Id is the identity matrix then the index forms are essentially positive bounded Fredholm forms and the spectral flow reduces to the Morse index. Moreover in this case the total number of focal instants counted with multiplicity is finite. Therefore in this case the following result holds. Remark 6.3. Geometrically Sturm systems whose leading coefficient is of the form considered above, naturally arise by linearizing the semi-Riemannian geodesic equation. In the Riemannian setting Sturm oscillation Theorem with Dirichlet boundary conditions reduces to the well-known Morse Index Theorem which state that along a geodesic γ between two given points, the total number of conjugate points counted with multiplicity is equal to the Morse index of the geodesics as critical point of the geodesic action functional. For further details see [22] .
As already observed in 1 the classical Sturm Comparison Theorem holds also in this new geometrical setting. In fact in this case the monotonicity property is preserved but this time it can be stated by using as integer valued function the generalized Morse index or which is the same (taking into account Theorem 6.2), in terms of Maslov index. 
where we denoted by (L 1 , Π 1 ) and (L 2 , Π 2 ) the associated self-adjoint boundary value problems. 
As consequence of Corollary 6.5 it follows the well-known classical Sturm Comparison theorem for scalar second order equation. Proof. This is a straightforward application of Theorem 6.4 for Ω i [u](x) := p i u ′2 + r i u 2 taking into account that in this case the Maslov index is the sum of the zeros counted with their multiplicity.
7. Proofs 7.1. Proof of Theorem 6.1. The proof of Sturm Oscillation Theorem will be scattered in this subsection. To do so we will prove separately the following equalities
We will prove (j). Given the family of Fredholm quadratic forms q t E for t ∈ (a, b) we define a smooth function q E on the total space of the Hilbert bundle H = u * H D(q β ) over the interval J that is a Fredholm quadratic form at each fiber and non degenerate at the end-points. Thus,
By definition µ spec (L, Π) = sf( q E ). We will reduce the calculation of sf( q E ) to that of a path having only regular crossing. In order to obtain this we will apply a perturbation result of Robbin and Salamon in [25] to the path of operators A = { A t } t∈J where
, it verifies all the assumptions in [25, Theorem 4.22] and hence there exist a δ > 0 arbitrarily close to zero such the path A δ t = A t + δI has only regular crossing points. Regular crossing for paths of unbounded operators has the same meaning as for paths of quadratic forms. Namely, t 0 is a regular crossing point if the crossing form Γ( A δ , t 0 ), defined as the restriction of the quadratic form
to ker A δ t 0 , is non degenerate. Since regular crossing points are isolated and thus ker A δ t = {0} only at a finite number of points a < t 1 < . . . < t k < b.
Let
From equation (7.1) using once more integration by parts, we obtain that ker q E,δ (t)(u) = ker A δ t . Moreover, by the very definition of the crossing form, at each crossing point t j the forms Γ( q E,δ , t j ) and Γ( A δ , t j ) coincide. Taking δ small enough, using the homotopy invariance of spectral flow and Proposition 3.2 we obtain
Moreover the complexified path {A δ t ; t ∈ [a, b]} has the same crossing points as A δ since ker A δ t is the complexification of the kernel ker A δ t and sign Γ(A δ , t j ) = sign Γ(Ã δ , t j ) because a real symmetric matrix and its complexification have the same eigenvalues. This together with the previous calculation gives
Let R δ z (x) be the monodromy matrix associated to the perturbed family A δ z and as before, let ρ δ (z) = det R δ z . By the continuous dependence of the flow with respect to the data and by the homotopy invariance of the Brouwer degree, it follows that
Taking closed disjoint neighborhoods D j of (t j , 0) in O with piecewise smooth boundary from the additivity of degree and by Lemma 5.3 we obtain
It remains to prove the identity
We only sketchy the proof of this equality since it is very similar in the arguments and in the form to that given in [19, proof of the Theorem 1.1]. We will denote by W the Hilbert space H 2m ∩ H m Π(q β ) endowed with the graph norm of GD 2m and H will denote L 2 (J; E). Let j be the inclusion of W into H. The family A z = A z • j is a family of bounded operators. Moreover, since the operator j is compact we have that A −1 z = j • A −1 z is a compact operator whenever A −1 z exists and is bounded. On the other hand, being dA z = dA z • j, we have also that
z . For a fixed j, choose a positive number µ > 0 such that the only point in the spectrum of A t j in the interval [−µ, µ] is 0 and then choose η small enough such that neither µ nor −µ lies in the spectrum of A t for |t − t j | < η. For such a t, let P t be the orthogonal projection in H onto the spectral subspace associated to the part of the spectrum of A t lying in the interval [−µ, µ]. Then A t P t = P t A t on the domain of A t . In other words P t reduces the operator A t .
From the integral representation of P t given by (7.7)
where C is a symmetric curve in the complex plane surrounding the spectrum in (−µ, µ), one can show that the projector P t factors through j. Indeed, defining R t : H → W by
we have P t = j • R t . Moreover, if Q t = R t • j, we have that Q 2 t = Q t and hence each Q t is a projector belonging to L(W ).
By [15, Chapter II, Section 6] there exist two smooth paths U and V of unitary operators of H and W respectively, defined in [t j − η, t j + η], such that U t j = Id H , V t j = Id W and such that (7.8)
Taking eventually a smaller η, we can consider the smooth operator valued function N z = U Denoting by dot the ordinary derivative with respect to t and using A −1 z = j • A −1 z we obtain
It is easy to check that all the coefficients belong to the trace class. Moreover, by the definition of R t , it holdsU 
t . From the very definition of the one form θ = dN z N −1 z it follows easily that dN z N −1 z P t j = P t j dN z N −1 z for every z ∈ D j belonging to its domain and hence P t j reduces the coefficients of θ. Let H j = ImP t j = ker A t j . Under the splitting H = H j ⊕ H ⊥ j we can write θ as a matrix of one forms
Taking traces we have
We claim that the last term in (7.9) vanishes. In order to prove this we observe first that
exists for all z ∈ D j and not only on the boundary. On the other hand since both U t j and jV t verify the differential equationẆ = [Ṗ t , P t ]W with the same initial condition W (t j ) = j we have that U t j = jV t everywhere. It follows then that N z = U −1 t A t V t + is j. Substituting this into the expression dN z N −1 z | H ⊥ j and writing it in the form E z dt + F z ds, a direct computation yields ∂ s E z = ∂ t F z . Since D j is simply connected the one form Trθ 1 is exact and its integral over ∂D j vanishes. Summing up, we obtain where the right hand side is an integral of the trace form on a finite dimensional space H j . Now let us turn our attention to the signature. At this point we will identify the finite dimensional subspace H j = ker A t j with Im Q t j = ker N t j . With this identificatioñ j : Im Q t j → H j becomes the identity. Let us consider the path of symmetric endomorphisms M : [t j − η, t j + η] → L(H j ) given by M t = N t | H j . Writing down the definition of N t we find that ∀u, v ∈ H j Ṁ t u, v L 2 = − U −1
Putting t = t j in the above formula and using the fact that A t is symmetric we notice that the first and the last term in the right hand side of the above equation vanish. Therefore (7.11) sign Γ(M t , t j ) = sign Γ(A, t j ).
In view of (7.11) and (7.10) (j) follows from the following result. Proof. By Kato's Selection Theorem [15, Chapter II, Theorem 6.8] there exists smooth functions λ 1 (t), . . . , λ n j (t) representing for each t the eigenvalues of the symmetric matrix M t . Equivalently, M t is similar to a smooth path of matrices ∆ t having the form ∆ t = Therefore performing integration by parts and taking into account that u ∈ ker A t 0 , it follows We proved that sign Γ(M, Π, t 0 )(v) = sign h 1 ˙ A # (a, t 0 )s, s , and sign Γ( q E , t 0 )(u) = sign h ˙ A # (a, t 0 )s, s . The above calculation shows that the isomorphism sending u ∈ ker q t 0 E into u(t 0 ) and h in h 1 transforms Γ( q E , t 0 ) into Γ(M, Π, t 0 ). We conclude that the regular crossings ofÃ correspond to the regular crossings of M and moreover the crossing forms have the same signature. Now the assertion follows from the fact that the spectral flow is independent on the choice of the sesquilinear inner product, from Theorem 2.10 and from perturbation argument used in the proof of the main theorem.
Proof of Theorem 6.4. (Generalized Sturm Comparison Theorem).
In order to prove our comparison theorem it is enough to show that if h and k are two admissible generalized families of Fredholm quadratic forms on a Hilbert bundle H := J ×H over J associated to two generalized index form, whose difference is weakly semi-continuous and such that h a = k a , k b ≤ h b , then sf(k) ≤ sf(h). The rest of the proof is devoted to show this.
Since h t − k t is weakly compact it follows that q(s, t) = sh t + (1 − s)k t , is a Fredholm quadratic form for all (s, t) ∈ J × I. The compactness of T := I × J together with the property that the space of Fredholm quadratic forms is open imply that there exists a small η > 0 such that q(s, t) + λ|| · || 2 is still Fredholm, for any (s, t) ∈ T and |λ| ≤ η. Taking possibly a smaller η we can further assume that h i + λ|| · || 2 is non degenerate for i = a, b and |λ| ≤ η Define h t = h t +tη||·|| 2 . Then h is a family of Fredholm quadratic forms that is homotopic to h by the admissible homotopy (λ, t) → h t + λ tη|| · || 2 and therefore sf(h) = sf(h). But nowh a = k a and k b < h b .
Consider the family of Fredholm quadratic forms defined on T by φ(s, t) = s h t +(1−s)k t . The closed path obtained by restricting φ to ∂T has spectral flow zero. On the other hand, its spectral flow is the sum of the spectral flows of each segment of the boundary of I × J, we have: sf(h) − sf(k) = sf(ρ), where ρ(s) = (1 − s)k b + sh b .
Sinceρ = h b − k b is positive definite if Σ(ρ) is non empty all points s ∈ Σ(ρ) are regular and each gives a positive contribute dim ker ρ(s) to the spectral flow of ρ. Thus sf(ρ) ≥ 0 and hence sf(k) ≤ sf(h).
