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Abstract
In Part I the extended Clenshaw{Curtis method for nite Fourier integrals is discussed, and a number of timed compar-
isons are made between the various implementations which appear in the literature. Part II deals with irregular oscillatory
integrals and outlines the various methods which have been proposed for their evaluation. Their eectiveness is discussed
in the light of a set of test examples. c© 1999 Elsevier Science B.V. All rights reserved.
Part I
1. Introduction
The problem of evaluating oscillatory integrals arises in many applications, and, together with
singular integrals, forms one of the main classes of integrals for which conventional methods, such
as Gaussian [8] and Clenshaw{Curtis [7] quadratures, prove quite inadequate. In particular, evaluating
the nite Fourier transform
I(f;!) =
Z b
a
f(x)ei!x dx (1)
is a problem that occurs frequently throughout the applied sciences. Many of the methods discussed
here require a normalized interval, commonly [− 1; 1]. This is easily accomplished using the trans-
formation
x = 12(b− a)t + 12(b+ a) = mt + c (2)
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which gives
I(f;!) =
Z b
a
f(x)ei!x dx (3)
=
Z 1
−1
f(mt + c)ei!(mt+c)m dt (4)
= K
Z 1
−1
F(t)ei
t dt; (5)
where 
 = m!; F(t) = f(mt + c) and K = mei!c. As a consequence of demand, a great deal of
attention has been devoted to developing eective numerical techniques to deal with such integrals.
The broader picture of oscillatory quadrature includes oscillatory forms other than trigonometric ones,
of which the Bessel type is the next most common. These are the subject of current research and a
limited number of often quite specialist approaches are in the literature. Equally, multi-dimensional
oscillatory integrals have not been studied extensively except again for minor inclusions as product
rules in basically a one-dimensional setting [21].
The innite-range problems also form a separate class in which the most often used methods use
the nite-range techniques repeatedly and form a sequence to which some form of accelerator is
applied. Hence attention here is restricted to the nite range, trigonometric problem.
Integrals of the form in (1) are approximated using a quadrature rule
I(f;!) =
Z b
a
f(x)ei!x dx =
NX
j=0
aif(xi) + EN ; (6)
where f(x) is approximated by a series of the type
f(x) =
NX
j=0
cjj(x) + eN (x) (7)
for some basis functions j(x) which are commonly x j or the Chebyshev polynomials Tj(x). Hence
integrating this representation gives
jEN j=

Z b
b
eN (x)ei!x dx
6
Z b
a
jeN (x)j dx (8)
which shows that the error is independent of ! and that the absolute error is bounded by previous
analysis, such as that by O'Hara and Smith [25] for the Chebyshev case. In cases where the integral
itself is very small in magnitude due to oscillatory cancellation, then the relative error will depend
on the behaviour of the integral as ! varies.
The earliest attempt to obtain a formula of type (6) was by Filon [16], who approximated f by
a quadratic polynomial to generate the oscillatory equivalent of Simpson's rule. Other approaches in
a similar vein include Tuck [32], who produced the trapezoidal equivalent, and Luke [23] who used
polynomials of degree 610. A further extension was given by Alaylioglu, Evans and Hyslop [3],
who implemented an automatic routine for computing the general rule. The major limitation in all
these methods is that the underlying interpolating polynomial is based on equally spaced abscissas,
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and hence the higher-order rules exhibit the usual poor convergence and numerical instabilities
associated with Newton{Cotes-type rules [20].
An alternative approach which avoids these diculties was introduced by Bakhvalov and Vasil'eva
[5], who realised that the closed formZ 1
−1
Pk(x)ei!x dx = ik

2
!
1=2
Jk+1=2(!); (9)
where Pk(x) is the Legendre polynomial of degree k and Jk(!) is the Bessel function of order k,
would allow some progress if f were approximated by an interpolating polynomial based on the
Gauss{Legendre abscissas. In this case the approximation takes the form
f(x) 
nX
k=0
ckPk(x) (10)
with
ck =

2k + 1
2
 nX
s=0
wsPk(xs)f(xs) (11)
to leave the integration formulaZ 1
−1
f(x)ei!x dx 
nX
k=0
ik(2k + 1)
 
2!
1=2
Jk+1=2(!)
nX
s=0
wsPk(xs)f(xs); (12)
where ws and xs are the weights and abscissas, respectively, of the (n + 1) point Gauss{Legendre
rule.
As was shown subsequently by Sloan and Smith [31] this formula is numerically stable for large
n, and converges for all continuous functions, making it much more eective than the low order
Newton{Cotes-type rules of Filon et al. However, in common with the Gauss{Legendre rule on
which it is based, the method still lacks one desirable feature: progressivity. Consequently, a number
of attempts have been made to generate the oscillatory equivalent of the Clenshaw{Curtis method, in
the expectation that all the advantages that make that approach a genuine competitor of conventional
Gaussian quadrature, carry over to the oscillatory case.
In the next section we discuss the details of the extended Clenshaw{Curtis method for integral
(1), together with the various implementations which have been proposed in the literature. Critical
comparisons of the methods are made in Section 3, and the relative performance aspects of each
approach are discussed.
2. The extended Clenshaw{Curtis method
As in the conventional Clenshaw{Curtis method, the nonoscillatory part of the integrand, F , is
approximated by a series of Chebyshev polynomials in the form
F(t) 
nX
k=0
00akTk(t) (13)
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with the coecients ak given by
ak =
2
n
"
nX
s=0
00F

cos
s
n

cos
ks
n
#
: (14)
The resulting integration ruleZ b
a
f(x)ei!x dx  2K
n
nX
k=0
00
"
nX
s=0
00F

cos
s
n

cos
ks
n
# Z 1
−1
Tk(x)ei
x dx (15)
possesses the same excellent convergence and numerical properties of the Bakhvalov and Vasil'eva
method, Sloan and Smith [29], with the added benet that the formula is progressive. However, the
price paid for this bonus is that the auxiliary integrals
Ik(!) =
Z 1
−1
Tk(x)ei!x dx; (16)
no longer have a simple closed form, and consequently a robust implementation of the method
requires an ecient way of evaluating these.
The earliest attempt was by Piessens and Poleunis [28] who used the expansion of ei!x in the
form
ei!x = 2
1X
j=0
0i jJj(!)Tj(x) (17)
to obtain an expression for Ik(!) in terms of an innite series of Bessel functions
Ik(!) = 2
1X
j=0
0i jJj(!)
Z 1
−1
Tk(x)Tj(x) dx (18)
= 2
1X
j=0
0i jJj(!)

1
1− (k + j) 2 +
1
1− (k − j) 2

: (19)
As is evident from the asymptotic form
Jj(!)  1p2j

e!
2j
j
; j !1; (20)
the Bessel functions fall o rapidly for increasing j with j>!, and consequently if the series
is truncated after M terms, where M is only a little larger than !, the truncation error may be
completely neglected.
The obvious shortcoming with this approach is the dependence on !, resulting in an increase
in computational eort as ! increases. Given that it is large ! for which the method would be
expected to be most benecial, this is a serious limitation. The method also requires an ecient
Bessel function routine.
An alternative attempt was made by Patterson [27], who evaluated Ik(!) by rst expanding Tk(x)
as a series of Legendre polynomials,
Tk(x) =
kX
j=0
ck; jPj(x); (21)
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then used (2) to give
Ik(!) =

2
!
1=2 kX
j=0
i jck; j Jj+1=2(!): (22)
The coecients ck; j are given by
ck; j =

2j + 1
2

Rk;j; (23)
where
Rk;j =
Z 1
−1
Pj(x)Tk(x) dx (24)
and are easily evaluated using the recurrence
Rk;j+2 =
 
k2 − j2
k2 − (j + 3)2
!
Rk;j: (25)
In common with Piessens and Poleunis this method requires an accurate and ecient Bessel function
routine to achieve a robust implementation.
An almost identical method was suggested by Littlewood and Zakian [22], the only signicant
dierence being that the coecients ck; j are calculated using the recurrence
ck; j =
2j
2j − 1ck−1; j−1 +
2j + 2
2j + 3
ck−1; j+1 − ck−2; j (26)
for j = 1; 2; : : : ; k and k = 2; 3; : : : ; n, where ck; j = 0 for j>k.
Yet, another approach to evaluating Ik(!) has recently been proposed by Adam and Nobile [1].
Their main result is that the required integrals can be expressed in terms of a nite basis of hy-
pergeometric functions 0F1. Specically, if C2k(!) and S2k+1(!) denote the nonzero cosine and sine
integrals, respectively, that is
C2k(!) =
Z 1
−1
T2k(x) cos!x dx; (27)
S2k+1(!) =
Z 1
−1
T2k+1(x) sin!x dx; (28)
then
C2k(!) =
kX
j=0

−1
4
!2
j
cj;2k 0F1

k + j +
3
2
;−1
4
!2

; (29)
S2k+1(!) = !
kX
j=0

−1
4
!2
j
sj;2k+1 0F1

k + j +
5
2
;−1
4
!2

; (30)
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where cj;2k and sj;2k+1 are numerical coecients given by
cj;2k =−

k
j
"
2

k − j − 1
2

k +
1
2

j+1

1
2

j
#
; j = 0; 1; : : : ; k; (31)
sj;2k+1 =

k
j
"
2

k − j − 1
2

k +
3
2

j+1

3
2

j
#
; j = 0; 1; : : : ; k (32)
and 0F1(s; z) is the hypergeometric function
0F1(s; z) =
1X
m=0
zm
m!(s)m
; s 6= 0;−1;−2; : : : : (33)
In the above (r)j is Pochhammer's symbol, Erdelyi [10, Vol. 1, p. 52] dened by (r)j =
r(r + 1)    (r + n+ 1). The hypergeometric functions are computed using the recurrence relation
(1=4)!2
(j2 − 1=4) 0F1

j +
3
2
;−1
4
!2

= 0F1

j +
1
2
;−1
4
!2

− 0F1

j − 1
2
;−1
4
!2

(34)
which is stable in the forward direction provided j6!, and stable in the reverse direction when
j>!.
This situation is similar to that encountered in Patterson's method, where the spherical Bessel
functions, Jj+1=2(!), are computed using forward recurrence when j6!, and backward recurrence
for j>!. In fact, if the expression
0F1

+
3
2
;−1
4
!2

=
 (+ 3=2)
(!=2)+1=2
J+1=2(!): (35)
Luke [24, p. 311], is used to replace the hypergeometric functions in (29) and (30) with the equiv-
alent spherical Bessel functions, the similarity between the two methods becomes quite obvious.
A method which avoids entirely the calculation of Bessel or hypergeometric functions is that of
Alaylioglu et al. [4]. The idea is to expand Tk(x) explicitly in powers of x so that the formulasZ 1
−1
xr cos!x dx =
rX
l=0
l!

r
l

xr−l
!l+1
sin

!x +
1
2
l

1
−1
; (36)
Z 1
−1
xr sin!x dx =−
rX
l=0
l!

r
l

xr−l
!l+1
cos

!x +
1
2
l

1
−1
(37)
[17], can be used to evaluate the required integrals. The resulting expressions for C2k and S2k+1 are
C2k =
2kX
j=0
Dk;j
jX
l=0
l!

j
l

x j−l
!l+1
sin

!x +
1
2
l

1
−1
; (38)
S2k+1 =
2k+1X
j=0
Dk;j
jX
l=0
l!

j
l

xj−l
!l+1
cos

!x +
1
2
l

1
−1
: (39)
The Dk;j are the coecients of x j in Tk(x) and can be computed recursively using
Dk;j = 2Dk−1; j−1 − Dk−2; j ; k>2; j6k; (40)
where Dk;j = 0 for j>k.
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Whilst this approach is simpler than the previous methods, in as much as it avoids the calculation
of Bessel or hypergeometric functions, its use is restricted to relatively low values of k. The reason
for this is that serious subtractive cancellation occurs in summations (35) and (36) when k is large.
The cancellation is due to the alternating signs and varying magnitudes of the Chebyshev coecients
Dk;j (e.g., Dk;0 =1; Dk;k = 2k−1). Subtractive cancellation also causes diculties in the evaluation
of (33) and (34) when ! is small relative to r, and a switch to the power series representationsZ 1
−1
xr cos!x dx = 2
1X
l=0
(−1)l!2l
(2l+ r + 1)(2l)!
; r even; (41)
Z 1
−1
xr sin!x dx = 2
1X
l=0
(−1)l!2l+1
(2l+ r + 2)(2l+ 1)!
; r odd (42)
is required to avoid this.
Although Eqs. (36){(37) and (41){(42) are the original authors' recommended way to evaluate
the integrals, Ir dened byZ 1
−1
xr cos!x dx; r even; (43)
Z 1
−1
xr sin!x dx; r odd; (44)
a more ecient way is to use the recurrence relation
Ir =−2 cos!! +
rIr−1
!
; r odd (45)
− Ir =−2 sin!! +
rIr−1
!
; r even (46)
which delivers the sin integrals for r odd, and the cos integrals for r even. The recurrence is stable
in the forward direction when r6!, and in the reverse direction for r >!.
A further way of computing Ik(!) is to use the three term recurrence relation
− !Ik−1
2(k − 1) + Ik +
!Ik+1
2(k + 1)
=− 2 sin!
(k2 − 1) ; k odd; (47)
!Ik−1
2(k − 1) + Ik −
!Ik+1
2(k + 1)
=− 2 cos!
(k2 − 1) ; k even; (48)
a method which has been tried by Patterson and Sloan and Smith [30]. The recurrence is stable in
the forward direction provided k <!; for k>! a procedure such as that of Olver [26] or Cash [6]
must be used. In essence both methods solve the recurrence by replacing it with an equivalent system
of tridiagonal linear equations, which are solved using a restricted form of Gaussian elimination [2]
(in fact, Cash's algorithm uses LU decomposition).
One nal approach which is worthy of mention has been proposed by Hasegawa and Torii [19].
The idea is to evaluate the indenite integralZ x
0
f(t)ei!t dt 06x61 (49)
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by expressing it in the formZ x
0
f(t)ei!t dt = ei!xg(x)− g(0): (50)
By expanding f(t) and g(x) as series of shifted Chebyshev polynomials T k (t) dened by
T k (t) = tk

2(x − a)
(b− a) − 1

(51)
for the general interval [a; b], gives
f(t) 
nX
k=0
00akT k (t) (52)
and
g(x) =
nX
k=0
0ckT k (x) (53)
and comparing coecients of T k (t) on both sides of (47), the ck can be shown to satisfy the
inhomogeneous recurrence relation
ck−1 +
4k
i!
ck − ck+1 = 1i!(ak−1 − ak+1); k>1: (54)
This can be solved using backwards recurrence, with cn+2 = cn+1 = 0, provided n6j!j=2. Otherwise,
as in the previous method, the ck must be determined as the solution of a set of linear equations.
Although not designed specically to evaluate the integrals Ik(!), it is clear that the method could
be turned to that task. However, the method's strength lies in indenite integration, and to compare
it against algorithms designed specically for evaluating Ik(!) would mean using it out of context.
For this reason the method is not considered further.
In the next section, a detailed comparison is made of the various methods presented here. In fact
only four of the methods are considered; Piessens and Poleunis (PAP), Patterson (PATT), Alaylioglu,
Evans and Hyslop (AEH) and the recurrence relations (44){(45) combined with Olvers algorithm
(RR). The methods of Littlewood and Zakian, and Adam and Nobile have not been considered
separately as they are essentially the same as Patterson's method.
3. A comparison of these methods
There are basically two types of comparison that can be made. The rst involves using each
algorithm to compute I0(!) to In(!) for a given value of n, and a range of values of !. This would
be typical of the approach used to compute a `one o' integral for a range of !. To this end Table
1 gives the time taken, in CPU seconds, for each method to evaluate the integrals I0(!) through to
I128(!), (accurate to 14 signicant gures) for != 10i ; i = 1; : : : ; 5.
The timings were carried out on a HP 700 series machine and 1000 runs were made to give a
measurable interval which was then divided by 1000 to give the numbers shown.
Unsurprisingly, for large !, PAP is the slowest method by some margin, and this is due to the !
dependence discussed in Section 2. To evaluate the integrals I0(!) to In(!) requires roughly O(Mn)
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Table 1
Method
! PAP PATTs PATTn AEH RR
101 8:3(−4) 1:5(−3) 3:1(−3) n=a 2:0(−4)
102 3:1(−3) 1:5(−3) 3:1(−3) n=a 2:3(−4)
103 2:1(−2) 1:0(−3) 2:5(−3) n=a 8:0(−5)
104 1:9(−1) 1:0(−3) 2:5(−3) n=a 8:0(−5)
105 2:7(0) 1:0(−3) 2:5(−3) n=a 8:0(−5)
Table 2
Method
! PAP PATTs PATTn AEHs AEHn RR
101 2.1(−4) 1.5(−4) 2.2(−4) 8.0(−5) 1.1(−4) 7.0(−5)
102 6.6(−4) 7.0(−5) 1.3(−4) 5.0(−5) 8.0(−5) 2.0(−5)
103 4.2(−3) 7.0(−5) 1.3(−4) 5.0(−5) 8.0(−5) 2.0(−5)
104 3.8(−2) 7.0(−5) 1.3(−4) 5.0(−5) 8.0(−5) 2.0(−5)
105 5.3(−1) 7.0(−5) 1.3(−4) 5.0(−5) 8.0(−5) 2.0(−5)
elementary operations, where M is the truncation point of series (16). For small ! the occurrence
of M in the operation count is not a problem, explaining the method's relative speed for ! = 10
and 100. However, when ! is large this factor results in a considerable increase in workload, as is
seen in the results for != 103; 104 and 105.
For PATT there are two entries; PATTs denotes Patterson's method in which the coecients
Rk;j have been precomputed and stored; PATT
n is Patterson's method in which the coecients are
computed each time they are required. Neglecting the computation of the spherical Bessel functions
in (19), which is valid if !6n, to compute the integrals I0(!) to In(!) requires approximately n2=2
elementary operations. The computation of the Rk;j for k=0; 1; : : : ; n and j=0; : : : ; k requires roughly
n2 operations. Consequently, by precomputing and storing the Rk;j the total computing time can be
reduced by as much as 60%. This can be seen to be the case for !=103; 104 and 105. When n>!
the spherical Bessel functions are computed using downwards recurrence, once a suitable starting
point has been found. This involves a number of asymptotic estimates involving log; sin, etc., which
accounts for the additional computational overhead on w = 10 and 102 (see Evans [11]).
In this test no results are obtained for AEH. The stability issues highlighted in Section 2 mean
that only the integrals I0(!) to I24(!) can be computed to the required accuracy.
Finally, we have RR which is by far the quickest of the four methods. When n<!, the integrals
I0(!) to In(!) can be computed using forward recurrence which involves only 4n + 2 elementary
operations together with an evaluation of sin! and cos!. As a consequence the times for !=103; 104
and 105 are exceptionally quick. For n>! Olvers algorithm must be used, and this accounts for
the slight rise in times for the cases != 10 and 102.
In order to include AEH in the comparison, the above test was repeated, but this time only the
integrals I0; : : : ; I24 were computed. The results are given in Table 2.
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Table 3
Routine Time
PAP 59.1
PATT 24.2
AEH 23.4
RR 23.1
The above comments regarding PAP, PATT and RR still hold, although it should be noticed that
the performance gap between PATT and RR has narrowed. The reason, of course, is that at the
lower point numbers considered here the dierence between the O(n2) operations of PATT and the
O(n) count of RR becomes less noticeable.
As with PATT, there are two versions of AEH; AEHs which uses stored values of Dk;j and AEH
n
which computes the coecients each time they are required. The benets of storage are once again
apparent. It should also be noticed that AEH is marginally quicker than PATT even though both are
O(n2) processes, the slight increase in speed being attributable to a smaller multiplying constant.
The second comparison involves incorporating the four methods into an adaptive integration rou-
tine, based on the 12pt and 24pt rules. Subdivision is used when these two rules give less than the
required accuracy in any sub-interval. A set of 1000 integrals ranging from the simple
Z 1
0
ex cos!x dx (55)
to the more dicult
Z 2
0
p
x cos(50x2) cos!x dx (56)
was computed for values of ! in the range 1{100 000. The timings are given in Table 3.
Again, as might be expected, PAP is by far the slowest of the four routines, although the per-
formance gap has reduced noticeably from the `one o' results of Tables 1 and 2. Much of this
reduction can be attributed to the choice of test integrals as only a small proportion involved values
of ! over 10 000. Similarly, although RR remains the fastest of all the four methods, the speed
advantage shown in Tables 1 and 2 has all but vanished. In the main this is due to using low-order
rules in the main integration routine.
To summarise, of the four methods presented here PAP is generally the slowest. The O(Mn)
eect means that for large ! the method involves signicantly more computation than the other
three algorithms. PATT can be reasonably eective provided the coecients Rk;j (or better still the
ck; j) are precomputed and stored, although for large point numbers the storage space required may
need to be taken into consideration. AEH suers from stability problems for large point numbers,
although at low point numbers can be extremely fast. It also has the advantage of being the simplest
of the four methods to implement. The winner in terms of sheer speed is RR, being at the very
worst 15{20% faster than the best of the rest. It is also fully stable and fairly straightforward to
implement.
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Part II
4. Irregular oscillatory integrals
Although many of the oscillatory integrals occurring in applications are covered by the methods
outlined in Part I, there are a growing number for which these methods simply cannot be used.
Many take the formZ b
a
f(x)eiq(x) dx (57)
and are arising in elds as diverse as coherent optical imaging and the analysis of spin in quantum
mechanics. Integrals with nontrigonometric weights and with combinations of irregular trigonometric
and singular weights are being currently considered and will not be treated in this comparison.
The earliest method for this type of integral was that of Levin [21] in which it was recognised
that if f(x) had the form
f(x) = iq0(x)p(x) + p0(x); (58)
then integral (57) would integrate exactly to give
I = p(x)eiq(x)

b
a
: (59)
Levin solves (59) as an ordinary dierential equation for p(x) despite there being no boundary
condition to use. This omission is overcome by rst proving that if f and q0 are slowly oscillatory
then there exists a slowly oscillatory solution of (58), which can be highlighted by the basis set
method for ordinary dierential equations. Specically, the equation
p(x) =
NX
j=0
juj(x) (60)
is tried with uj(x) slowly oscillatory, the commonest form being for uj(x) to be simply the powers
x j. The collocation is at points spaced equally across the interval. The j are determined by solving
the resulting system of complex linear equations.
Two simpler approaches which avoid the use of q0(x) have been suggested by Evans [13]. In these
both f and q are approximated by linear or quadratic functions and the resulting expressions are
integrated analytically to give two quadrature methods. The process is straightforward in the linear
case, but requires an ecient algorithm for Fresnel integrals in the quadratic case.
An alternative idea is to use the overlooked but obvious device of making the transformation
y = q(x) to yield the conventional oscillatory integralZ q(b)
q(a)
f(q−1(y))
q0(q−1(y))
eiy dy (61)
as in [12]. The inverse function is obtained numerically using Newton's method, a linear interpolator
being used to obtain the initial point. The resulting integral can then by evaluated using the extended
Clenshaw{Curtis method of Part I. One of the major objections to this approach is that zeros of
q0(x) in the interval of integration, become singularities in the transformed problem.
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A further method is to expand f(x) as the series
f(x)
q0(x)

nX
j=0
ajgj(q(x)) (62)
for a surreptitious choice of functions gj(q(x)), as in [14]. The result is a series of regular integralsZ b
a
f(x)eiq(x) dx 
nX
j=0
aj
Z q(b)
q(a)
gj(q)eiq dq (63)
which can be evaluated using the methods of Part I. The t can be carried out by collocating f
with series (62) for a set of points, possibly equally spaced across the interval [a; b], to yield a set
of linear algebraic equations for the coecients aj.
The choice of gj(q(x)) needs some care to ensure that the gj form a practical basis set throughout
the range. For example in a range around the origin the set (cos q(x)) j will not suce as the
expansion reduces to a series of powers of unity. One solution to this is to use (sin q(x)) j and
replace the cos(q(x)) by
q
1− sin2(q(x)).
A somewhat unusual line is taken by Ehrenmark's [9] who constructs a three-point formula which
is exact for the functions 1; sin kx; cos kx. The constant k is chosen to be the average of q0(x) over
the interval of integration, and subdivision is used to give sucient abscissas for convergence.
Finally, there is the method of Evans and Webster [15], which is a variation of Levin's method.
By considering the case q(x) = x they make the recommendation that the quadrature ruleZ 1
−1
f(x)eiq(x) 
nX
j=0
wjf(xj) (64)
is made exact for the functions
fk(x) = iq0(x)Tk(x) + T 0k(x); k = 0; 1; : : : ; n (65)
with
xj = cos
j
n

; (66)
where Tk(x) is the kth Chebyshev polynomial. The resulting formula appears considerably more
stable and accurate than Levin's original implementation.
5. Comparisons and examples
The methods of the previous section (excluding Ehrenmark's which appears in practice to be little
better than even Simpson's rule) have been applied to a set of test examples compiled from the
work of Levin et al. [18] and Evans and Webster. These are presented in Table 4.
The results are shown in Table 5 For Levin's, Evans and Webster's and the inverse method the
triple (f; q; q0) is used to denote the number of evaluations of f(x), q(x), and q0(x), respectively.
With Levin's method the results were achieved using a combination of subdivision and 16pt approx-
imations. If higher-order approximations are used the tting coecients j become large and varied
in sign, resulting in a loss of obtainable precision. For the inverse method the inverse functions
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Table 4
I Integral Value
I1
R 1
0
cos(10x2) sin(50x) dx 3.8181084833326(−2)
I2
R 
0
cos x cos(40 cos x)= dx 5.0194456108204(−2)
I3
R 1
0
sin x cos(500(x2 + x)) dx 4.5985939784014(−4)
I4
R 
0
cos(30x) cos(30 cos x) dx −4.5218780898058(−1)
I5
R =2
0
sin x cos(cos x) cos(100 cos x) dx −2.8087477408823(−3)
I6
R 2
0
ex sin(50 cosh x) dx 7.0765298796184(−2)
I7
R 1
−1 cos(47x
2=4) cos(41x=4) dx 2.6746038313517(−1)
Table 5
I Levin Inv Expan
I1 (128,32,128)(9) (33,39,66) 648(11)
I2 (64,8,64)(11) (65,270,329)+16 88 + 8(11)
I3 (64,8,64)(11) (65,262,321) 328
I4 (128,32,128)(5) (257,1256,1507)+16 8 + 648 + 8(5)
I5 (34,2,34) (17,71,82)+16 88 + 8
I6 (64,8,64)(8) (257,1214,1465)+16 88 + 8(9)
I7 (128,32,128)(3) (129,136,259) 648(6)
I E and W Robust
I1 (33,2,33) 512(8)
I2 (33,2,33) 512
I3 (33,2,33) 512(10)
I4 (129,2,129) 512(6)
I5 (33,2,33) 512(6)
I6 (65,2,65) 512(8)
I7 (129,2,129) 512(7)
were computed numerically, even though explicit inverses were available. The object was not to
bias the results by using analytic processes which in many cases may not be available. Also where
q0(x) introduces a singularity, the oending region is integrated using Clenshaw{Curtis on the whole
integrand. This is eective as the integrand is nonoscillatory in this region. The additional counts
for Clenshaw{Curtis are given in the table separated by +.
For the expansion method various combinations of expansion order, n, and number of subdivisions,
m, were tried. The most economical of these is shown in the table as m  n. Singularities introduced
through zeros of q0(x) are handled as in the inverse method.
The results for the robust method were obtained using the quadratic rule. Again various levels
of subdivision were used, and the best results taken. The value x, say, given corresponds to x
evaluations of f and x evaluations of q.
The object was to obtain 12 gure accuracy in each case. Where this was not achieved with a
reasonable workload the actual number of gures delivered is quoted in brackets after the function
count.
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Clearly, of the ve methods the robust method is the least eective. Extreme levels of subdivision
are required to produce even modestly accurate results, and only for one example is the required
12 gures achieved. In fact, for the examples here better results can be obtained using high-order
Clenshaw{Curtis integration.
The expansion method also requires high levels of subdivision, and can suer dramatically if the
functions gj are chosen poorly. The introduction of singularities in the transformed integral can also
cause problems, especially if q0(x) is itself oscillatory.
The inverse method performs well on all the examples, achieving the required accuracy in all
seven examples. This is particularly impressive given that the inverse functions were computed
numerically. Even those cases which result in singularities in the transformed integral are dealt with
easily. The method also has the considerable advantage of being independent of . None of the other
methods share this benet.
Levin's method performs reasonably well on most of the examples, the obvious exceptions being
I4 and I7. In these examples f(x) is highly oscillatory and this seems to amplify the method's
stability problems.
Evans and Webster's method delivers full accuracy in all cases without the need for subdivision,
although to do so requires extremely high orders for I4 and I7. At such high point numbers the
calculation of the integration weights becomes the most time consuming part, and the usual measure
of function counts becomes less important.
The amount of `background' computation is clearly more signicant in these irregular cases and
can be easily estimated for each algorithm. This was achieved by looking at the codes and making
function counts, using upper limits for series and sequences which require computation to conver-
gence. The following counts were found where n is the point number:
C(E and W) = 120 + 25(n+ 1) + 64(n+ 1)2 + 83(n+ 1)
3; (67)
C(Inv) = 30 + 125n+ 52n
2; (68)
C(Levin) = 17n+ 61n2 + 83n
3; (69)
C(Expan) = 5 + 38n+ 125n2 + 173 n
3; (70)
C(Robust) = 4950n+ 868: (71)
These counts are somewhat expected in that the dominant term is O(n3) for those routines with a
solution of a set of linear equations as the major eort for large n, namely Levin, E and W and the
expansion method. The inverse method simply calls a Patterson routine and the robust method has
a count which encompasses the evaluation of Fresnel integrals.
Timings of these algorithms bears out these counts. The real timings are confounded by the
enforced use of subdivision. Hence Levin and the expansion method use subdivision so that for the
same number of function points the work load is much reduced against the high-order use of E
and W. Inevitably, the resulting errors with subdivision routines are higher than with the equivalent
high-order routine and hence more points are needed. The Robust Simpson method is an extreme
example of this with a high level of subdivision still not yielding full accuracy. The inversion method
is very fast but exhibits reliability diculties discussed earlier.
The recommendation is to limit the high-order use of routines to say 64 points, and then use
subdivision for further accuracy. The n3 eect is then kept down to an acceptable level.
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