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Abstract
There has been much interest in applying techniques that incorporate knowledge
from unlabelled data into a supervised learning system but less eﬀort has been made to
compare the eﬀectiveness of diﬀerent approaches and to analyse the behaviour of the
learning system when using diﬀerent ratios of labelled to unlabelled data. In this paper
various methods for learning from labelled and unlabelled data are ﬁrst discussed and
categorised into one of three major groups: pre-labelling, post-labelling and semi-
supervised approaches. Their generalised formal description and extensive experimental
analysis is then provided. The experimental results show that when supported by un-
labelled samples much less labelled data is generally required to build a classiﬁer without
compromising the classiﬁcation performance. If only a very limited amount of labelled
data is available the results based on random selection of labelled samples show high
variability and the performance of the ﬁnal classiﬁer is more dependent on how reliable
the labelled data samples are rather than use of additional unlabelled data. In response
to this ﬁnding three types of static (one-step) selection methods guided by a clustering
information and various options of allocating a number of samples within clusters and
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their distributions have been proposed and analysed. A signiﬁcant improvement com-
pared to the random selection of the labelled samples have been observed when using
these selective sampling techniques.
 2003 Elsevier Inc. All rights reserved.
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1. Introduction
Learning system is a system that makes decisions based on the accumulated
experience contained in available solved cases. Two major problems arise from
this statement: Do we always have solved cases? and how much labelled data
do we need to be sure that the system will have acceptable performance? Based
on the availability of the labelled training data we can divide learning methods
into two major groups––supervised learning (available labelled data) and un-
supervised learning. Though supervised approaches based on fully labelled
training sets can lead to constructing very well performing classiﬁcation sys-
tems, in real-world problems labelling the data can be both time consuming
and expensive. On the other hand, unlabelled data is often readily available but
pure unsupervised (clustering) techniques very rarely result in building accurate
classiﬁers.
It is therefore not surprising that there has been much interest in hybrid
techniques that can learn both from labelled and unlabelled data [1,3–5,8–
12,14–20,22]. The most frequently cited motivation for such combination is a
hope that a better performing classiﬁer could be constructed in comparison to
the case when only a limited labelled data were to be used. And though there
have been a number of diﬀerent methods proposed, which use techniques from
diverse ﬁelds, they can be categorised into one of the following three major
approaches spanning a spectrum of methods between fully supervised and fully
unsupervised learning.
1. Pre-labelling approaches. A set of labelled data is used for designing an ini-
tial classiﬁer, which is then used for labelling of the remaining unlabelled
data. Once this is done a classiﬁer is constructed on the basis of both the
original and newly labelled data [5,15–18]. In [5], a self organising map
(SOM) neural network is ﬁrst used for generating a classiﬁer by clustering
labelled data only, assigning labels to the nodes that cluster inputs with
the same labels, and subsequent labelling of the unlabelled data by applying
it to the generated model. The extended labelled set is then used for training
a multilayer perceptron classiﬁer. In [3,11,15–18], few versions of co-train-
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ing’ algorithm, which has been especially popular for document classiﬁca-
tion tasks, are presented. The basic version of co-training algorithm uses
two classiﬁers (e.g. naive Bayes classiﬁers) trained using diﬀerent mutually
exclusive subsets of the input features from the labelled samples. The label-
ling is then carried out sequentially by each classiﬁer choosing the unlabelled
data sample that can be classiﬁed with the highest conﬁdence and adding it
to the current pool of labelled data. Combination of co-training with Expec-
tation Maximization (EM) algorithm and a version not requiring the feature
split are discussed in [16]. Another variant using two diﬀerent classiﬁers
within the same paradigm is discussed in [11]. In this case there is a problem
of selecting the right classiﬁers, as the diversity of the classiﬁers is crucial for
the performance of the classiﬁers’ fusion [21].
2. Post-labelling approaches. A data model is generated from all available data,
which is usually accomplished by applying a data density estimation proce-
dure or clustering algorithm. The labels are then subsequently used for label-
ling whole clusters of data or estimating class conditional densities which
involves labelling of the unlabelled data dependant on their relative place-
ment in the data space with respect to the original labelled data [10,14].
Any of a large number of clustering algorithms could be used in the ﬁrst
stage [7,23]. Labelling of the samples is usually based on counting the num-
ber of labelled samples representing speciﬁc classes within each of the clus-
ters. The probabilistic framework utilising data density estimation based on
a mixture of gaussians or Parzen windows has also been used for learning
from labelled and unlabelled data. The general approach to dealing with
missing data within EM algorithm is discussed in [10]. While in [14], a com-
bination of labelled and unlabelled data is accomplished with Parzen win-
dows used for estimation of class conditional distribution and a genetic
algorithm (GA) employed for maximizing a posteriori classiﬁcation of the
labelled patterns.
3. Semi-supervised approaches. Semi or partially supervised clustering in which
both labelled and unlabelled data are processed at the same time [8,9,20]. In
this approach, falling somewhere between 1 and 2, the clustering process is
not only based on a suitably chosen similarity measure but is also guided/
constrained by the labelled data. A general fuzzy min–max (GFMM) neural
network is an example from this group [8,9]. Both labelled and unlabelled
samples are processed in an iterative manner for adaptation and labelling
of hyperbox fuzzy set based clusters. In [20], a partially supervised fuzzy
clustering based on optimisation of an objective function is proposed. The
use of labels is facilitated by suitably modifying a standard objective func-
tion of fuzzy ISODATA clustering algorithm. A somewhat diﬀerent method
falling into this group is presented in [4], where a user acting at the meta level
can control the process of clustering documents by adding constraints and
label-like information.
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In all of the above discussed methods the use of additional unlabelled data
has been shown to oﬀer improvements in comparison to the classiﬁers gener-
ated only on the basis of limited labelled data set. However, in some of them
a number of potential problems have also been noted.
Some of the problems with the above described methods and the potential
for using unlabelled data are illustrated in Fig. 1 representing a relatively
simple case with three clearly separable clusters of data. In Fig. 1(a) and (b)
each of the clusters represents a class. In Fig. 1(a) case with only three labelled
samples (depicted as squares) is shown. It can be seen that if only the labelled
data is used the decision boundary (solid line) is far from optimal. Labelling in
a dynamic fashion (i.e. as suggested in co-training, etc.) or using a clustering
algorithm would clearly be beneﬁcial as illustrated by a much better decision
boundary shown as dashed line. However, if diﬀerent data samples were la-
belled even in this case the result could be much better. This very simple ex-
ample is indicative of a much more serious problem when the very limited
labelled data is not representative of the underlying distribution or as illus-
trated in Fig. 1(b) when there are noisy or mislabelled samples in the labelled
data set. The third case shown in Fig. 1(c) represents a problem of dispro-
portional representation of two diﬀerent classes especially when they are not
clearly separable as in the previous cases. It is quite easy in such cases to
discard a minority class (represented by triangles in Fig. 1(c) if the over-
whelming labelled cases are from the majority class (represented by circles). A
semi-supervised clustering algorithms could be quite successfully used in such a
case while standard clustering methods would have diﬃculties in distinguishing
between the two classes since they would normally be treated as one cluster.
(a) (b) (c)
Fig. 1. Illustration of generated decision boundaries by employing diﬀerent algorithms combining
labelled and unlabelled data: (a) Solid line––decision boundary based on using labelled data only,
dashed line––decision boundary with the labelled data supplemented by unlabelled data and dy-
namic labelling approach; (b) the inﬂuence of mislabelled sample on the generated decision
boundaries, solid line––decision boundary generated on the basis of static labelling of the unla-
belled data set, dashed line––decision boundary generated when using clustering algorithm; (c) the
boundaries generated by standard clustering and automated labelling of the samples in a cluster,
dashed black line––decision boundary generated using semi-supervised clustering.
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One of the problems with a vast majority of the reported results in the lit-
erature is that it is quite diﬃcult to compare how eﬀective diﬀerent proposed
methods are at using the unlabelled data since they usually concentrate on one
speciﬁc problem with a one small set of labelled data. It is often argued that in
real problems like document classiﬁcation, a limited set of labelled documents
is given and can only be supplemented by varying amount of unlabelled data.
Nevertheless, or because of this fact, it is not clear whether the improved
performance of the classiﬁer supplemented by unlabelled data is mainly due
to the representativeness of the original labelled set or to the proposed method
for handling both kinds of data.
Therefore one of the main goals of this investigation was to carry out a
systematic analysis of the performance of various algorithms representing all of
the major approaches mentioned earlier in the introduction and described in
the following sections. As it will be illustrated in the experimental section, one
of the main conclusions of this analysis, where samples to be labelled were
selected randomly, was that the representativeness of the labelled data is of
crucial importance especially for small ratios of labelled to unlabelled samples.
Next logical step was to ﬁnd a method for identifying such samples. In an
attempt to address this problem, three methods for static (one-step) selection of
samples to be labelled are described in this paper and an extensive experimental
analysis of the classiﬁcation process is performed as well.
The remaining of this paper is organised as follows. In the second section a
formal problem statement with the required notations to be used in the rest of
the paper is provided. The third section will use the introduced notation for
formal description of ﬁve diﬀerent approaches to handling labelled and unla-
belled data in pattern classiﬁcation problems. In the forth section three dif-
ferent methods for static selection of samples to be labelled are described. This
will be followed by experimental results and comparative analysis for four
diﬀerent, non-trivial classiﬁcation data sets including two highly overlapping
synthetic data sets and two well known data sets obtained from the repository
of machine learning databases [2]. Both random selection and selective sam-
pling results will be discussed for all data sets. Finally the conclusions will be
presented.
2. Problem statement and notation
Let D ¼ fL;Ug be the training data set with L ¼ fxi; tig, i ¼ 1; . . . ;M , rep-
resenting a set of M labelled samples and U ¼ fxj; 0g, j ¼ 1; . . . ;N , rep-
resenting a set of N unlabelled samples where x ¼ ðx1; x2; . . . ; xnÞ 2 R is an
n-dimensional feature vector and t 2 f1; . . . ; Pg is a class label representing one
of P classes with 0 used to denote an unlabelled sample. As in the conventional
cases of designing a classiﬁer on the basis of a training data set the main goal is
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to ﬁnd a function transforming afeature vector x into one of the P classes,
which can be formally written as
CD : x ! t or t ¼ CDðxÞ ð1Þ
where CD is a classiﬁer C designed on the basis of the data set D.
However, depending on the ratio r ¼ M=ðM þ NÞ of the labelled samples to
the total number of samples in D the problem ranges from the pure supervised
learning for r ¼ 1 to the pure unsupervised learning for r ¼ 0. In the following
sections the hybrid methods for coping with cases for r 2 ð0; 1Þ, which pose
serious problems for the standard classiﬁer building approaches, will be dis-
cussed. The beneﬁts/limitations of using unlabelled data for diﬀerent values
of r will be analysed in the section presenting experimental results.
3. Methods for handling labelled and unlabelled data
Given the problem statement and notation introduced in the previous sec-
tion ﬁve diﬀerent approaches to generating classiﬁer models given a set of
labelled and unlabelled data will now be formally described.
3.1. Approach based on using labelled data only
The ﬁrst and the most obvious way of dealing with the above problem is to
build a classiﬁer CL using just the labelled subset L from D and completely
ignoring U . The classiﬁcation process from Eq. (1) in this case becomes
t ¼ CLðxÞ ð2Þ
In the experimental section this basic approach will be compared to the fol-
lowing four approaches, which attempt to utilise the unlabelled data in the
process of building the ﬁnal classiﬁer.
3.2. Pre-labelling approaches
1. The ﬁrst of the considered approaches to utilising the unlabelled data, re-
ferred to as Static labelling approach in the later sections, is based on gen-
erating an initial classiﬁer on the basis of the labelled data only ðCLÞ and
labelling the remaining unlabelled data ðUÞ by applying the initial classiﬁer
in the following way:
8Nj¼1xj 2 U W ¼ fxj; tj ¼ CLðxjÞg ð3Þ
where W is the newly labelled set U and subsequently redesigning the
classiﬁer using both the original L and the newly labelled W data sets. In
result the Eq. (2) can be rewritten in the following way:
t ¼ CL[W ðxÞ ð4Þ
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2. The next approach is a modiﬁcation of the above whereas an initial classiﬁer
is generated on the basis of the labelled data only ðCLÞ but the unlabelled
data U are iteratively labelled one sample at a time. The newly labelled sam-
ple is added to the pool of labelled data and the classiﬁer is redesigned at
each step. The process is continued until all unlabelled samples have been
labelled and the ﬁnal classiﬁer obtained. This will be referred to as a Dy-
namic labelling and also represents a Pre-labelling approach. Formally this
iterative labelling and classiﬁer redesign process can be described in the fol-
lowing steps:
(a) Given L and U initialise U 0 ¼ U and W 0 ¼ f;g where U 0 represents a
current set of unlabelled data and W 0 represents a current set of newly
labelled data.
(b) Design a classiﬁer CL[W 0 . Among all xi 2 U 0 ﬁnd such xj which can be
the most conﬁdently classiﬁed using the classiﬁer CL[W 0 and add it to
the current set of newly labelled data
W 0 ¼ W 0 [ fxj; tj ¼ CL[W 0 ðxjÞg ð5Þ
Note. The deﬁnition of the most conﬁdently classiﬁed sample is depen-
dant on the type of classiﬁer used and can refer to the shortest distance
in case of nearest neighbour classiﬁer, the highest classiﬁcation proba-
bility for classiﬁers generating probabilistic outputs, the highest degree
of class membership for classiﬁers generating fuzzy outputs, etc.
(c) Remove xj from the current unlabelled data set
U 0 ¼ U 0  fxj; 0g ð6Þ
(d) If all the unlabelled data samples have been labelled (i.e. U 0 ¼ f;g) go to
2e otherwise go to 2b.
(e) Given L and the newly labelled set W 0 design the ﬁnal classiﬁer for which
the Eq. (2) can be rewritten as
t ¼ CL[W 0 ðxÞ ð7Þ
3.3. Post-labelling approach
The above two approaches can be thought of as using the unlabelled data
for tuning an initial classiﬁer CL. As discussed in the introduction quite the
opposite approach is based on initially discarding the labels and building a
data model. In the following description clustering of data has been adopted
for generating such data models. The considered method is based on clustering
all the data and using the labelled data for labelling the whole clusters by
applying the majority principle i.e. the label of the cluster is assigned on the
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basis of the largest number of samples from a given class represented in the
cluster. We will refer to this method as the Majority Clustering method.
Let Sl, l ¼ 1; . . . ; k denote data clusters, jSlj––the lth cluster cardinality (i.e.
the number of samples in the lth cluster), glj, j ¼ 1; . . . ; P––the number of
labelled samples from class j in the lth cluster, tSl––the label of the samples
from cluster Sl.
Given the above notation and initialising an index b ¼ 1 to be used in the
ﬁrst step of the algorithm, the cluster labelling process can be formally de-
scribed in the following steps:
(a) For all K clusters, if
Pp
j¼1 glj 6¼ 0 (i.e. there are labelled samples in the clus-
ter Sl)
(A) Find the label index of the most representative class tSl
tsl ¼ arg max
j2f1;...;Pg
ðgljÞ ð8Þ
(B) Relabel all the samples in the cluster Sl with this majority label and
construct a labelled subset W 00b as
8jSlji¼1xi 2 Sl W 00b ¼ fxi; tSlg ð9Þ
(C) And for consistency in numbering of the labelled subsets W 00b to be used
in the next step of the algorithm increase the index b by 1: b ¼ bþ 1.
(b) After step 1a k clusters can be divided into z labelled clusters ðSi; tSiÞ,
i ¼ 1; . . . ; z (and associated with them labelled subsets W 00i ) and ðk  zÞ un-
labelled clusters ðSj; 0Þ, j ¼ 1; . . . ; z k (containing only unlabelled sam-
ples). The labelling of the unlabelled clusters can now be carried out on
the basis of a suitably chosen cluster similarity measure D with Dij repre-
senting the similarity values between the ith labelled and the jth unlabelled
cluster in the following way:
For all unlabelled clusters Sj
(A) Find the index m 2 f1; . . . ; zg of the labelled cluster which is the most
similar to the jth unlabelled cluster
m ¼ arg max
i2f1;...;xg
ðDijÞ ð10Þ
(B) Label all the samples in cluster Sj with the label tSm and construct a la-
belled subset W 00jþz as shown in Eq. (9).
Note. In case when the clusters are represented by a point prototype the
Euclidean distance between cluster prototypes could be used as the similar-
ity measure D where the clusters with the shortest distance between them
can be judged as the most similar. Various other non-vector cluster similar-
ity measures discussed in [23] could also be used.
(C) Given a newly labelled set W 00 ¼ W 001 [ W 002 [    [ W 00k construct a ﬁnal
classiﬁer for which the Eq. (2) can be rewritten as
t ¼ CW 00 ðxÞ ð11Þ
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3.4. Semi-supervised clustering approach
The ﬁnal examined approach is a Semi-supervised Clustering where initial
clusters are split until there is an overwhelming presence of one type of labelled
samples in each of newly created sub-clusters. In contrast to the standard
clustering used in the previous approach the labels are actively used for guiding
the clustering process. In result the algorithm is more robust in a sense of the
number of created clusters and their sizes which to a large extent is dependant
on the relative placement of the labelled samples in the input space.
Starting with a relatively small number of clusters k the splitting of the clusters
(if necessary) is based on examining whether: (a) there are conﬂicts within a
cluster (i.e. presence of labelled samples coming from diﬀerent classes) and (b)
there are any labelled samples of the minority classes in the other clusters.
Let Sl, l ¼ 1; . . . ; k denote data clusters and glj, j ¼ 1; . . . ; P––the number of
labelled samples from class j in the lth cluster.
The splitting of the clusters can now be formally described as:
(a) For all k clusters, if
PP
j¼1 glj 6¼ 0 (i.e. there are labelled samples in the clus-
ter Sl)
(A) Find the number of samples representing the majority class in Sl
glm ¼ maxP
j¼1
ðgljÞ ð12Þ
(B) If the ratio of the labelled samples of a class to the total number of la-
belled samples in cluster Sl is lower than a user deﬁned parameter
H 2 ½0; 1 which can be expressed as
gliPP
j¼1 glj
< H ð13Þ
this class is referred to as a minority class. If there are no samples from
minority classes represented in other clusters then the cluster Sl is split
into two clusters, otherwise the minority class is ignored.
(C) If there is still more than one type of class labels in the cluster Sl then
this cluster is split into two clusters. In case of hierarchical clustering
splitting means that one just moves down the hierarchy of clusters
and the sub-clusters can be examined in turn.
(b) Once there are no clusters that need to be split the labelling of clusters and
generation of the labelled set of samples can be carried out as in the previ-
ous section concerning the Majority Clustering method.
The advantage of the Semi-supervised Clustering is the self-adjusting ability
to ﬁt the clusters to the available labelled data guided by the data distribution
and the label information at the same time. The main disadvantage is that this
cluster adjustment can lead to overﬁtting. The main role of the parameter H is
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to prevent from overﬁtting the labelled data. Reducing the value of H will lead
to clusters that are purer which may result in data overﬁtting. On the other
hand, while increasing the value of H can lead to better generalisation prop-
erties of the resulting classiﬁer, it can also result in oversimpliﬁed model.
4. Selective sampling methods
In the context of pattern classiﬁcation systems selective sampling techniques
have been most frequently used in active learning approaches [13], where
samples for labelling are selected in a dynamic manner (one at a time). In the
research presented here the static (one-step) selection techniques will be ex-
amined. In contrast to the active selection, the static selection operates on the
basis of selecting whole batches of data to be labelled (i.e. all M samples
forming the labelled subset L).
Trying to ﬁnd representative samples when working with unlabelled data
means that one has to make decisions based only on clustering information. If
the clusters are already available for one reason or another one needs just
to select the samples from the clusters. However, the immediate question is:
how many samples and from which clusters? The following two distinctive
approaches of allocating the number of samples per cluster have been inves-
tigated: (a) proportional allocation––samples for labelling are allocated pro-
portionally to the cardinality of the cluster which means more samples for
bigger clusters and some of the smaller clusters may have no samples selected;
(b) consecutive allocation––samples for labelling are allocated uniformly dis-
regarding clusters’ sizes. Furthermore, the actual selection of the samples to be
labelled within a cluster can be done in many diﬀerent ways. The following
three major approaches have been investigated in our studies:
• selecting cluster prototypes––referred to as Cluster Mean Selection;
• trying to describe a cluster by selecting samples close to its boundary––
referred to as Cluster Boundary Selection; and
• selecting a cluster prototype and its neighbouring samples––referred to as
Boosted Cluster Mean Selection.
A more detailed description of these three methods is presented bellow.
4.1. Cluster mean selection
In this method the subset of samples to be labelled is created from the pro-
totypes of the clusters of data. The prototypes are selected as the closest samples
to the means of the clusters. If there are more than one sample per cluster to be
selected the clusters are divided into subclusters and their prototypes are selected.
If the clusters are deﬁned in advance the number of data points for labelling per
cluster has to be calculated as discussed in Section 4. Then the process of selecting
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the samples can be applied to each cluster separately. If there are no deﬁned
clusters the whole data set can be considered as one cluster or the data set can be
divided into b clusters corresponding to the number of samples to be selected.
Let Sl; l ¼ 1; . . . ; k denote data clusters where k is the number of clusters, bl
is the number of samples to be chosen from cluster Sl. The Cluster mean se-
lection process can be described as follows:
1. Initialise the set of data samples to be labelled L0 ¼ f;g.
2. Subdivide the cluster Sl into bl clusters S0li; i ¼ 1; . . . ; bl using the same algo-
rithm as for creation of cluster Sl.
3. Calculate means lli of the clusters S
0
li.
4. For all S0li ﬁnd the prototypes dli as:
(a) Calculate the distances (similarities) Dli between the mean lli and all the
other samples from the cluster S0li.
(b) Find the index s 2 f1; . . . ; jS0ljg of the sample xs 2 S0li with the minimum
distance to the mean lli
s ¼ argmin
j¼1;...;jS0lj
ðDlijÞ ð14Þ
(c) Add the sample xs to the set of data samples to be labelled L0l ¼ L0l [ xs.
5. Create the unlabelled data set Ul ¼ Sl  L0l.
4.2. Cluster boundary selection
In this method the process of selection begins with a set of randomly picked
b samples. Then the algorithm is optimising this initial set by removing from it
the samples that are too close to each other and by selecting the outermost
samples. Thus by maximizing the minimum distance between the selected data
points the algorithm is selecting them around the boundary of the cluster. If
there are many samples to be selected the method is placing some of them at
the boundary and when they become too close to each other it is selecting the
rest of the samples spread within the cluster.
This process can be formally described as follows.
Let Sl; l ¼ 1; . . . ; k denote data clusters where k is the number of clusters,
jSlj––the lth cluster cardinality (i.e. the number of samples in the lth cluster), bl
is the number of samples to be chosen from cluster Sl. The Cluster boundary
selection process can be described as follows:
1. Initialise the set of data samples to be labelled L0 ¼ f;g
2. Set stoping criteria:
(a) Number k of maximum allowed steps.
(b) Number  of traceable repeated steps of choosing the same set of sam-
ples (avoiding loops).
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3. For each cluster Sl do:
(a) Create the initial subset of samples to be labelled Wl by picking at ran-
dom bl samples from cluster Sl.
(b) Repeat the following:
(i) Calculate the distances (similarities) D between the samples
xi 2 Wl; i ¼ 1; . . . ; bl.
(ii) Find a pair of samples (xa; xbÞ 2 Wl with the minimum distance be-
tween them.
(iii) Find which one from xa and xb has minimum sum of distances to all
the other samples from the cluster Sl
c ¼ argmin
XjSlj
i¼1
Dai;
XjSlj
i¼1
Dbi
 !
ð15Þ
(iv) Remove xc from Wl.
(v) Calculate the distances between the samples from Wl to all the rest
of the samples Sl Wl.
(vi) Find the index s of the sample xs 2 ðSl WlÞ with the maximum
sum of distances to the samples from Wl
s ¼ arg maxjSljjWlj
i¼1
XjWlj
j¼1
Dij
 !
ð16Þ
(vii) Add xs to Wl.
(c) Until any of the stop criteria 2a or 2b is satisﬁed.
4. Create the subset of samples to be labelled L0 ¼ fW1 [W2 [    [Wkg.
5. Create the unlabelled subset U ¼ D L0.
4.3. Boosted Cluster Mean Selection
Here, the subset of samples to be labelled is created from the prototypes of the
clusters. The prototypes are selected as the closest samples to the means of the
clusters. If there are more than one sample per cluster to be selected the re-
maining b 1 samples are selected to be the closest to the ﬁrst selected sample
(the prototype). In this way the selected samples are placed around the center of
the cluster and in case one of them is mislabelled for some reason the other
samples selected around it should help to reduce the inﬂuence of such noisy data.
This process can be formally described as follows:
Let Sl; l ¼ 1; . . . ; k denote data clusters where k is the number of clusters, bl
is the number of samples to be chosen from cluster Sl. The Cluster mean
boosted selection process can be described as follows:
1. Initialise the set of data samples to be labelled L0 ¼ f;g.
2. Calculate mean ll of the cluster Sl.
3. Find the prototype dl of Sl as:
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(a) Calculate the distances (similarities) Dl between the mean ll and all the
other samples from the cluster Sl.
(b) Find the index s 2 f1; . . . ; jSljg of the sample xs 2 Sl with the minimum
distance to the mean ll
s ¼ argmin
j¼1;...;jSlj
ðDljÞ ð17Þ
4. Add the sample xs to the set of data samples to be labelled L0l ¼ L0l [ xs.
5. Calculate the number of samples left to be selected from cluster Sl–
b0 ¼ bl  1.
6. While b0 > 0 repeat the following:
(a) Find the index s 2 f1; . . . ; jSljg of the sample xs 2 fSl  L0lg with the
minimum distance to the mean ll.
(b) Add the sample xs to the set of data samples to be labelled L0l ¼ L0l [ xs.
(c) Recalculate the number of samples left to be selected from cluster
Sl– b0 ¼ b0  1.
7. Create the unlabelled data set Ul ¼ Sl  L0l.
5. Experimental results
While the descriptions of the general approaches in the previous sections
have been kept on a fairly general level illustrating a possibility of using dif-
ferent classiﬁers, clustering algorithms, cluster similarity measures, etc., the
simulation results reported in this section have been obtained for speciﬁc set-
tings which will now be summarised.
5.1. Description of experimental settings and data sets
The nearest neighbour (NN) and pseudo-ﬁsher support vector (PFSV)
classiﬁers implemented in [6] have been used as the base classiﬁers for labelling
and testing purposes as described in Section 3. While the NN classiﬁer has been
used for all ﬁve approaches, the PFSV classiﬁer was only used for Static
labelling method (Section 3.2).
A complete-linkage hierarchical clustering has been used for Majority
Clustering (Section 3.3) and Semi-supervised Clustering (Section 3.4) with the
shortest Euclidean distance adopted for the cluster similarity measure as de-
scribed in Section 3.3. The parameter H used in the Semi-supervised Clustering
has been set to 0.3.
The following four well known data sets representing non-trivial classiﬁca-
tion problems have been used in the experiments.
1. Normal mixtures data set. An artiﬁcial, 2-dimensional data set. The training
data consists of two classes with 125 points in each class. Each of the two
classes has bimodal distribution and the classes were chosen in such a way
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as to allow the best-possible error rate of about 8%. The training set and an
independent testing set of 1000 samples drawn from the same distribution
are available at www.stats.ox.ac.uk/~ripley/PRNN. The reported results
are for this independent testing set.
2. Cone-torus data set. An artiﬁcial, 2-dimensional data set. The training data
set consists of three classes with 400 data points generated from three diﬀer-
ently shaped distributions: a cone, half a torus, and a normal distribution.
The prior probabilities for the three classes are 0.25, 0.25 and 0.5. The train-
ing data and a separate testing set consisting of further 400 samples drawn
from the same distribution are available at www.bangor.ac.uk/~mas00a/.
The reported results are for this independent testing set.
3. Iris data set. A 4-dimensional data set representing a problem of classifying
Iris plants taken from the Repository of Machine Learning Databases [2].
The training set consists of 150 data samples with 50 samples from each
of the three classes. The reported results have been obtained by using 10-fold
cross validation procedure.
4. Glass data set. A 10-dimensional data set representing a problem of classify-
ing of diﬀerent types of glass. The training set consists of 214 data samples
representing six classes. The reported results have been obtained by using 5-
fold cross-validation procedure. The 5-fold cross-validation procedure has
been used due to the fact that one of the classes has only nine samples.
The experiments have been performed for diﬀerent ratios r of labelled data
to the total number of data samples ranging from virtually unlabelled sets only
(1% of labelled data) to the fully labelled data sets (100% of labelled). The
speciﬁc levels for which the experiments have been conducted were: 0%, 1%,
2%, 5% and then every 5% up to 100%. At each level the experiments have been
repeated for many (50 for Cone-torus and Normal-mixtures data sets; 30 times
for Glass data set and 20 times for Iris data set) diﬀerent randomly selected
subsets to be used as labelled data. The same sets of labelled samples have been
used in all the experiments with diﬀerent classiﬁcation methods. In this way we
hoped to gain a better understanding of whether the selection of the labelled
samples or the method for handling both types of data is more important. The
results for random sampling experiments are reported in Section 5.2. The re-
sults for selective sampling methods and their comparison with random sam-
pling approaches are reported in Section 5.3.
If one has no information about the data whatsoever then the random se-
lection of the samples to be used as labelled may lead to complete loss of one or
more classes in case when no sample is picked from such a class. Therefore we
performed two types of random selection experiments:
• Random per class. The samples are selected randomly but preserving the
class prior probabilities which mean that each class is represented. This will
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prevent any possible loss of classes but it will mean that we have informa-
tion about the number of classes, their prior probabilities and we are some-
how able to pick samples in such a way that the labelled subset will preserve
the prior probabilities of the data set. This is deﬁnitely not the case in real
world problems but it will help to see how this prior information will change
the performance.
• Random. Selecting the samples completely randomly therefore some classes
may not be represented at all. This is more realistic scenario than the previ-
ous but it leaves space for loss of class information.
5.2. Random sampling experiments
The results for all four datasets for some levels of labelled data and six
diﬀerent methods of generating classiﬁers from labelled and unlabelled data are
shown in Tables 1–4.
Table 2
Cone-torus data set––misclassiﬁcation rate in % and its standard deviation (shown in brackets)
% Dynamic
NN
Static
NN
PFSVC Labelled
only NN
Semi-sup.
Clustering
Majority
Clustering
0 39.92 (14.04) 35.10 (8.74) 35.16 (9.67) 35.19 (8.71) 35.01 (8.99) 35.01 (8.99)
2 33.37 (13.03) 27.31 (6.46) 30.14 (10.22) 27.22 (6.88) 27.05 (6.20) 27.08 (6.26)
5 24.12 (5.70) 21.25 (3.89) 21.62 (3.97) 21.03 (4.11) 21.13 (3.59) 21.12 (3.56)
10 21.48 (3.28) 20.09 (3.51) 19.08 (2.90) 19.15 (3.26) 20.14 (3.17) 19.89 (3.24)
20 19.44 (3.01) 18.38 (2.51) 17.17 (2.25) 17.45 (2.54) 18.57 (2.36) 18.28 (2.21)
40 18.01 (1.99) 17.44 (1.45) 15.92 (1.43) 16.81 (1.52) 17.38 (1.46) 17.18 (1.86)
60 17.13 (1.20) 16.89 (1.16) 15.96 (1.12) 16.18 (1.43) 16.16 (1.30) 15.95 (1.24)
80 16.02 (0.94) 15.92 (0.92) 15.37 (0.92) 15.78 (1.02) 14.78 (0.88) 15.47 (1.13)
100 15.25 (0.00) 15.25 (0.00) 15.75 (0.00) 15.25 (0.00) 13.25 (0.00) 14.46 (0.80)
Table 1
Glass data set––misclassiﬁcation rate in % and its standard deviation (shown in brackets)
% Dynamic
NN
Static
NN
PFSVC Labelled
only NN
Semi-sup.
Clustering
Majority
Clustering
0 28.62 (7.84) 18.02 (7.96) 18.50 (8.30) 17.88 (7.98) 18.00 (8.02) 18.00 (8.02)
2 21.54 (8.74) 14.18 (7.13) 14.49 (7.46) 14.17 (6.94) 14.23 (6.99) 14.23 (6.99)
5 13.52 (6.77) 10.41 (6.07) 10.52 (6.11) 10.59 (5.69) 10.31 (5.93) 10.31 (5.93)
10 7.98 (5.36) 7.10 (4.37) 7.25 (4.52) 7.47 (4.35) 7.01 (4.33) 7.01 (4.33)
20 4.44 (4.01) 4.49 (3.45) 4.37 (3.42) 5.37 (3.63) 4.54 (3.57) 4.54 (3.57)
40 2.24 (2.26) 2.15 (2.06) 1.87 (2.06) 3.12 (2.81) 2.26 (2.15) 2.26 (2.15)
60 1.58 (1.83) 1.56 (1.75) 1.15 (1.54) 2.37 (2.12) 1.57 (1.82) 1.57 (1.82)
80 1.18 (1.57) 1.16 (1.43) 0.71 (1.17) 1.63 (1.65) 1.16 (1.43) 1.16 (1.43)
100 0.92 (1.13) 0.92 (1.13) 0.47 (0.93) 0.92 (1.13) 0.92 (1.13) 0.92 (1.13)
B. Gabrys, L. Petrakieva / Internat. J. Approx. Reason. 35 (2004) 251–273 265
Fig. 2 shows a typical change in the mean classiﬁcation performance and
variance dependent on the subset of the labelled data used. Very similar pat-
terns of change have been observed for all considered data sets. As also noted
in [1], we can see that a speciﬁc subset picked as labelled has a great inﬂuence
on the performance of the system if only a very limited amount of labelled data
is used. The unlabelled data in such cases cannot be used eﬃciently and the
whole process is dominated by how reliable the labelled samples are. The
beneﬁts of the unlabelled data and combined approaches can only be realised
when suﬃcient level of labelled samples (SLLS) representing the underlying
distribution is available to compensate for noisy and mislabelled samples. This
level is diﬀerent for diﬀerent data sets. In general, the more complex the data
set distribution, the more labelled samples the algorithm needs to describe it so
the SLLS will be at a higher ratio r, i.e. when more labelled samples are used.
Once such suﬃcient level of labelled samples is reached the use of the combined
Table 4
Normal mixtures data set––misclassiﬁcation rate in % and its standard deviation (shown in
brackets)
% Dynamic
NN
Static
NN
PFSVC Labelled
only NN
Semi-sup.
Clustering
Majority
Clustering
0 43.68 (9.01) 36.44 (13.74) 36.42 (13.82) 36.22 (13.92) 36.76 (11.35) 36.80 (11.11)
2 36.59 (11.41) 25.17 (11.15) 25.85 (11.55) 25.04 (11.37) 25.56 (9.40) 26.01 (9.89)
5 26.36 (9.23) 19.81 (6.34) 18.69 (6.69) 19.56 (6.28) 19.73 (6.24) 19.04 (6.01)
10 18.95 (6.08) 15.89 (4.39) 14.25 (4.20) 15.72 (4.46) 17.70 (5.01) 16.38 (4.09)
20 16.09 (3.36) 15.67 (3.06) 13.64 (2.92) 15.88 (3.05) 14.84 (3.01) 13.55 (3.17)
40 15.87 (1.64) 15.69 (1.73) 13.78 (1.68) 16.02 (1.84) 11.77 (1.38) 11.71 (2.03)
60 15.28 (1.44) 15.16 (1.52) 12.98 (1.60) 15.19 (1.52) 10.81 (0.97) 10.69 (1.12)
80 15.04 (0.83) 14.99 (0.83) 13.00 (0.98) 14.98 (0.89) 10.28 (0.78) 9.96 (0.60)
100 15.00 (0.00) 15.00 (0.00) 12.80 (0.00) 15.00 (0.00) 9.50 (0.00) 9.70 (0.00)
Table 3
Iris data set––misclassiﬁcation rate in % and its standard deviation (shown in brackets)
% Dynamic
NN
Static
NN
PFSVC Labelled
only NN
Semi-sup.
Clustering
Majority
Clustering
0 20.33 (12.90) 14.13 (10.77) 14.13 (10.77) 13.43 (10.89) 13.97 (11.45) 14.57 (11.24)
2 18.83 (13.56) 13.73 (9.91) 13.77 (9.94) 13.30 (10.39) 13.23 (10.41) 13.17 (10.60)
5 8.00 (8.32) 8.73 (6.99) 8.33 (7.10) 8.60 (7.40) 8.27 (7.27) 8.47 (7.10)
10 5.93 (5.89) 5.07 (4.74) 4.77 (5.40) 6.50 (5.65) 6.47 (6.05) 6.77 (6.03)
20 4.80 (4.49) 5.07 (4.74) 4.77 (5.40) 5.13 (5.58) 4.53 (4.42) 5.20 (4.78)
40 4.10 (4.05) 4.47 (4.29) 4.73 (5.03) 5.10 (5.04) 4.50 (4.48) 4.47 (4.23)
60 3.63 (4.05) 3.83 (4.20) 4.33 (4.99) 4.60 (4.79) 3.67 (3.88) 3.77 (4.20)
80 3.83 (4.25) 3.97 (4.23) 4.50 (5.13) 4.40 (4.70) 3.40 (3.60) 3.43 (3.90)
100 4.00 (4.43) 4.00 (4.43) 4.67 (5.22) 4.00 (4.43) 2.67 (3.27) 2.17 (3.13)
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approaches can provide a performance that is comparable with the classiﬁers
trained using much higher number of labelled samples. This is shown in Fig. 2
by relatively stable performance from the moment when only about 10–20% of
labelled data is used. It can also be observed for the Glass data set (Table 3)
where the combined approaches using only 60% of labelled data have better
performance than the labelled only NN using 80% of labelled data. Similar
eﬀect can be observed for the Iris data set in Table 3. However, other results
(e.g. for the Cone-torus data set shown in Table 2) do not suggest a uniformly
beneﬁcial eﬀects of using additional unlabelled data and the labelled only ap-
proach performs equally well (or bad).
The beneﬁts of using Semi-supervised Clustering, in problems where natural
clusters of data exist, is illustrated in Fig. 3 and Table 4. From the level of 25–
30% of labelled data onwards a signiﬁcant improvement can be seen in com-
parison to the approaches based on the labelled data only or using a static or
dynamic labelling. The observed beneﬁts of using Majority Clustering and the
Semi-supervised Clustering are due to their ability to reduce the inﬂuence of
noisy data and ﬁnd smoother decision boundaries especially in cases of over-
lapping classes. This ability is dependant on the suitable choice of the number
of clusters in the Majority Clustering case and the parameter for the presented
version of Semi-supervised Clustering. In general the Semi-supervised Clus-
tering has shown to be more robust due to its ability to adjust the number of
clusters irrespective of the number of clusters with which the algorithm is
initialised. On the other hand the Majority Clustering, while being able to
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Fig. 2. Normal mixtures data set––mean classiﬁcation error and standard deviation for static NN
based on diﬀerent subsets and levels of the labelled data.
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produce good results, is highly dependant on the suitable selection of the
number of clusters, which is related to the cluster validity problems.
5.3. Selective sampling experiments
As it was illustrated in the previous section the random selection of samples
to be labelled gives very unreliable performance especially for small values of r.
Therefore, in this set of experiments selective sampling methods described in
Section 3 will be investigated in order to ﬁnd out to what extent a suitable
selection of the samples to be used as labelled can help to reduce the variance
and the misclassiﬁcation level of the resulting classiﬁers. As described in Sec-
tion 4, both proportional and consecutive distribution as well as Cluster Mean,
Cluster Boundary and Boosted Cluster Mean Selection methods are used.
The results for all four data sets are shown in Figs. 4–7. The results for
random selection presented in the previous section are compared with the re-
sults for selective sampling methods. The Semi-supervised Clustering with
consecutive mean selection and proportional boundary selection methods have
been used for illustration purposes.
As illustrated in the left parts of Figs. 4–7, the combined methods using
selective sampling have shown an improved performance in comparison to
completely random selection methods. This is especially evident for small
values of r. However, it can also be noted (Fig. 7(left)) that the prior infor-
mation about the number of classes used in the ‘‘random per class’’ selection
method for the Glass resulted in much better performance for small r than
when using selective sampling where no information about the number of
classes is used. This is common feature in multiclass problems with uneven
Fig. 3. Normal mixtures data set––comparison of static NN, labelled only NN, Majority Clustering
and Semi-supervised clustering algorithms.
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distribution (prior class probabilities) of samples from diﬀerent classes. The
right parts of Figs. 4–7 illustrate the better performance when using selective
sampling together with Semi-supervised clustering in comparison to classiﬁers
generated on the basis of labelled data only selected randomly. In all the cases
high classiﬁcation errors are observed when only a very limited number of
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Fig. 4. Normal mixtures data set: (left) semi-supervised clustering––mean classiﬁcation error and
standard deviation of random selection method compared to random selection per class and to
proportional boundary selection; (right) proportional boundary selection vs. labelled only NN. The
dashed horizontal line represents the theoretically optimal solution for this data set.
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Fig. 5. Cone-torus data set: (left) semi-supervised clustering––mean classiﬁcation error and stan-
dard deviation of random selection method compared to random selection per class and to pro-
portional boundary selection; (right) proportional boundary selection vs. labelled only NN.
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labelled data is used (small r). No consistent signiﬁcant diﬀerence have been
noted when comparing the Boundary Selection with Mean Selection and/or
consecutive and proportional allocation methods. The Boosted Mean selection
has shown slightly worse results compared to the other two selection methods.
This is probably due to the nature of the selection–selecting samples only from
the centre of the cluster and thus limiting the area of interest while the other
0  1  2  5  10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100
0
5
10
15
20
25
30
35
40
45
50
55
60
Level of labelled data used in %
M
is
cl
as
si
fic
at
io
n 
in
 %
Random Selection      
Radom per class       
Cons. Bound. Selection
0  1  2  5  10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100
0
5
10
15
20
25
30
35
40
45
50
55
60
Level of labelled data used in %
M
is
cl
as
si
fic
at
io
n 
in
 %
Labelled Only NN      
Cons. Bound. Selection
Fig. 7. Glass data set: (left) semi-supervised clustering–mean classiﬁcation error and standard
deviation of random selection method compared to random selection per class and to proportional
boundary selection; (right) proportional boundary selection vs. labelled only NN.
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Fig. 6. Iris data set: (left) semi-supervised clustering––mean classiﬁcation error and standard de-
viation of random selection method compared to random selection per class and to proportional
boundary selection; (right) proportional boundary selection vs. labelled only NN.
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two in one way or another are spreading the samples within the cluster. The
results depend on suitable choice of the number of clusters for diﬀerent levels of
labelled data. In general, better results have been obtained when using smaller
number of clusters for small r and increased number of clusters with an in-
crease of available labelled samples.
It can also be observed in Figs. 4–7 that the stable performance related to
the SLLS is often achieved at lower levels of r when using selective sampling
methods in comparison to the random sampling methods.
6. Conclusions
The purpose of this paper was to present an experimental analysis of various
approaches to handling labelled and unlabelled data in the process of con-
structing pattern classiﬁcation systems.
All the performed tests and comparisons have conﬁrmed that combined
methods can be cost eﬀective in a sense that less labelled data is required to
obtain the performance comparable with the pure supervised approaches.
From the analysed methods the Semi-supervised clustering utilising both
labelled and unlabelled data have been shown to oﬀer the most signiﬁcant
improvements especially in cases where natural clusters are present in the
considered problem.
It was also found that if only a very limited amount of labelled data is
available the results show high variability and the performance of the ﬁnal
classiﬁer is more dependant on how reliable the labelled data samples are ra-
ther than use of additional unlabelled data. This ﬁnding led to investigations of
selective sampling methods the purpose of which was to select a suitable subset
of data for labelling. The results presented here indicate an improvement of
both the mean classiﬁer performance and reduction of the classiﬁcation vari-
ance when using selective sampling methods in comparison to random selec-
tion of samples to be labelled.
A distinct disadvantage of the discussed methods is that they assume static
selection. The algorithms used that way cannot take advantage of any available
class information in contrast to the active learning approaches, which select the
samples to be used as labelled in iterative (dynamic) manner. The step-by-step
selection will have advantages in cases where little prior information is avail-
able so when the next set is selected the information obtained from the previous
steps can be used. Although the active selection and active learning can be
more time consuming and thus more expensive they have advantages in some
cases. Therefore our future research will extend to active learning as an al-
ternative to overcoming the disadvantages of the static selection methods
presented in this paper.
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