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Abstract
A spin density-wave quantum critical point (QCP) is the central organizing principle of organic, iron-pnictide, heavy-fermion
and electron-doped cuprate superconductors. It accounts for the superconducting Tc dome, the non-Fermi-liquid resistivity, and the
Fermi-surface reconstruction. Outside the magnetically ordered phase above the QCP, scattering and pairing decrease in parallel as
the system moves away from the QCP. Here we argue that a similar scenario, based on a stripe-order QCP, is a central organizing
principle of hole-doped cuprate superconductors. Key properties of La1.6−xEu0.4SrxCuO4, La1.6−xNd0.4SrxCuO4 and YBa2Cu3Oy
are naturally unified, including stripe order itself, its QCP, Fermi-surface reconstruction, the linear-T resistivity, and the nematic
character of the pseudogap phase.
Keywords: Cuprate superconductors, Quantum critical point, Stripe order, Nematic order, Iron-based superconductors, Organic
superconductors, Transport properties
1. Introduction
Quantum oscillations [1, 2, 3, 4, 5, 6] and Hall effect [7, 8]
experiments on underdoped YBa2Cu3Oy (YBCO) have re-
vealed a small electron Fermi surface, indicative of Fermi sur-
face reconstruction (FSR) by density-wave order [9, 10, 11].
The nature of the density-wave order, and its relation to the
pseudogap and high-Tc superconductivity, are now key issues
for our understanding of cuprates [12]. We have recently ex-
amined this question by looking at the response caused by the
FSR in the thermoelectric properties of a number of cuprates,
establishing parallels and analogies between seemingly differ-
ent materials. In this article, we first discuss materials where
the presence of static stripe order is convincingly established
by a large body of data. These are the family of doped LSCO
materials, in particular La1.6−xEu0.4SrxCuO4 (Eu-LSCO) and
La1.6−xNd0.4SrxCuO4 (Nd-LSCO), which exhibit static charge-
stripe order. We then turn to YBCO and show that the ther-
moelectric response as a function of temperature and doping
is essentially identical to that of Eu-LSCO, evidence that the
same mechanism of FSR, namely stripe order, is at play in both
materials. Finally, we examine the full ordering process upon
cooling, starting with its onset at the pseudogap temperature
T?. This is where, in YBCO, the Nernst effect shows the onset
of a large in-plane anisotropy, revealing the nematic character
of the pseudogap phase.
2. Stripe order and FSR in Eu-LSCO
In Figure 1, we show the temperature-doping phase diagram
of Eu-LSCO. In this material, static charge stripe order has been
observed by X-rays [13] and NQR [14] at a doping-dependent
temperature TCO that peaks at p = 1/8, but remains sizable
up to at least p = 0.20. We emphasize that TCO is well sep-
arated from other transitions, such as the structural transition
that occurs near 130 K, or the superconducting Tc which never
exceeds 20 K. In Figure 2, we reproduce the X-ray intensity
on Eu-LSCO at p = 0.11 and 0.125 as a function of temper-
ature, which shows the onset of charge order at TCO. We also
display our measurements of the Seebeck coefficient S on Eu-
LSCO [15, 16] at the very same doping values, expressed as
S over the temperature T , much like the linear-T component
of specific heat. We see that S/T is small and positive at high
temperature, and then drops to negative values. At low tem-
perature, S/T becomes large and negative, indicating that it is
dominated by a small electron-like Fermi surface [17]. Taking
the maximum in S/T as a loose criterion for the temperature at
which FSR occurs, the close correspondence between this tem-
perature and TCO is evidence that the FSR is caused by stripe
order. Furthermore, a negative S/T at low temperature is only
observed when stripe order is present, both being absent below
p = 0.08, as we recently reported [16].
3. FSR and stripe order in YBCO
As shown in Figure 2, S/T in YBCO exhibits the very same
drop to negative values at low temperatures [15, 16]. The mag-
nitude of the negative residual value of S/T at T → 0 is in good
agreement with the magnitude expected from the small Fermi
surface pocket detected by quantum oscillations [1, 4], given
that S/T ∝ m?/F [17], where F and m? are the frequency and
cyclotron mass of the oscillations [15, 16], respectively. The de-
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Figure 1: Top: Temperature-doping phase diagram of Nd-LSCO and Eu-LSCO.
TCO denotes the onset of charge density-wave order in Eu-LSCO as mea-
sured by X-rays (red circles, [13]) and NQR (red diamonds, [14]). The pseu-
dogap temperature T? is defined in two ways: 1) the temperature Tρ (open
squares) at which the electrical resistivity deviates from its high-temperature
linear behaviour and 2) the temperature Tν (full squares) at which the Nernst
coefficient expressed as ν/T deviates from its high temperature, weakly lin-
ear, regime. Tρ was extracted from resistivity data on Nd-LSCO [18, 19]. Tν
was extracted from Nernst data on LSCO (black squares, [20]), Eu-LSCO (red
squares, [21]), and Nd-LSCO (green squares, [21]), as reported in [22, 23].
Bottom: Temperature-doping phase diagram of YBCO. TCO (red diamonds) is
from NMR data [24]. Tρ (open squares) is from an analysis [25] of data in
Ref. [26]. Tν (full squares) is from Nernst data [25]. TH is defined in the main
text and is extracted in Ref. [8] from our own (full triangles) and previously
published data (open triangles, [27]). TSDW is the onset temperature for spin
density-wave order as measured by neutron scattering [28] and µSR [29]. In
both panels, TN is a schematic of the Ne´el temperature and Tc is the super-
conducting transition temperature described by the grey dome, from data in
Ref. [30] for YBCO.
pendence of S/T on both temperature and doping in Eu-LSCO
and YBCO shows a detailed and striking similarity, which lead
us to conclude that the FSR in YBCO is also driven by stripe or-
der [15, 16]. Recent nuclear magnetic resonance (NMR) exper-
iments on YBCO confirmed this finding [24], revealing charge
stripe order at a temperature TCO which closely matches that at
which the drop in S/T occurs (see Figure 2). In Figure 1, we
reproduce the onset temperature TCO measured by NMR on the
phase diagram of YBCO.
Note that stripe order in Eu-LSCO exists in the absence of
a magnetic field, whereas for YBCO at the dopings mentioned
here (p = 0.11 and 0.12) static stripe order only appears when
-1.0
-0.5
0.0
0.5
0.0
0.4
0.8
1.2
0.0
0.1
0.2
0.3
-0.6
-0.3
0.0
0.3
-0.2
0.0
0.2
0 50 100 150
-1.0
-0.5
0.0
0.5
0.0
0.4
0.8
1.2
0 50 100 150
-1.0
-0.5
0.0
0.5
S
 / 
T 
( µ
V
 K
-2
 )
 
T ( K )
p = 0.11T
CO
Eu-LSCO
T
CO
S
 / 
T 
( µ
V
 K
-2
 )
p = 0.125
 
X
-ray intensity
N
M
R
 splitting
YBCO
p = 0.12
S
 / 
T 
( µ
V
 K
-2
 )
T
CO
N
M
R
 asym
m
etry
p = 0.11
S
 / 
T 
( µ
V
 K
-2
 )
T ( K )
T
CO
X
-ray intensity
Figure 2: Left: Seebeck coefficient S expressed as S/T as a function of temper-
ature for Eu-LSCO at p=0.125 and 0.11, in zero field (squares) and 10 T (cir-
cles) (from [15, 16]). The X-ray scattering intensity as a function of tempera-
ture in Eu-LSCO is also shown for the corresponding dopings (closed diamonds
from [13, 31] and courtesy of J. Fink; open diamonds from [21]), revealing the
onset of charge order at TCO (vertical dashed lines). Right: S/T as a function
of temperature for YBCO at p = 0.12 and 0.11, in zero field (squares) and
28 T (circles) (from [15, 16]). The NMR signal from charge order in YBCO
at the corresponding dopings is also reproduced (dark green triangles for 30 T
data, light green triangles for 33.5 T data, purple triangles for 28.5 T data, all
from [24]).
a sufficiently large magnetic field is applied. We attribute this
difference to phase competition. In Eu-LSCO, owing perhaps
to the more favourable crystal structure, stripe order is naturally
stronger and suppresses superconductivity to a lower Tc. In
YBCO, stripe order is weaker and superconductivity stronger,
with a much larger Tc, therefore requiring a large magnetic field
to suppress the latter and tip the balance in favour of stripe order
which is otherwise suppressed.
4. Quantum critical point in Nd-LSCO
In Eu-LSCO, stripe order extends over a large portion of the
temperature-doping phase diagram [13, 14], as seen from the
doping dependence of the onset temperature TCO in Figure 1.
The very same phase diagram is observed for the closely related
material Nd-LSCO [14, 32]. In Nd-LSCO, we have tracked the
transport properties up to the doping where stripe order van-
ishes, at the quantum critical point p? = 0.24 [33]. At this
doping, we observed a strictly linear temperature dependence
of the electrical resistivity (both in the plane and along the
c-axis) [18], as well as a logarithmic divergence of the ther-
mopower, S/T ∝ log(1/T ) [34], two archetypal signatures of a
QCP [35].
This type of QCP has four principal consequences: 1) Fermi-
surface reconstruction; 2) anomalous (non-Fermi-liquid) scat-
tering; 3) unconventional pairing; and 4) phase competition.
All four consequences are clearly observed in organic [36, 37],
pnictide [38], heavy-fermion [39, 40, 41] and electron-doped
cuprate [42, 43] superconductors, where the order in all cases
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is spin-density-wave (SDW) order. (In pnictides, the SDW or-
der is stripe-like, i.e. unidirectional.) The dome-like region of
superconductivity in the phase diagram of these four families
of materials – the rise and fall of Tc – is due to pairing above,
and competition below, the QCP, respectively. The linear-T re-
sistivity at the QCP, and transport anomalies below it, are due
to scattering by spin fluctuations and Fermi-surface reconstruc-
tion by SDW order, respectively. Moreover, the strength of
the anomalous scattering is directly correlated with the pair-
ing strength, in that the slope of the linear-T resistivity scales
with the superconducting Tc, both decreasing in parallel as one
moves away from the QCP [22]. This was observed in the
organic Bechgaard salt (TMTSF)2PF6 [37], the iron-pnictide
Ba(Fe1−xCox)2As2 (Co-Ba122) [37], and the electron-doped
cuprate La2−xCexCuO4 (LCCO) [44].
The QCP at which SDW order sets in is the central organiz-
ing principle with which to understand the overall phenomenol-
ogy of these superconductors. We now propose that a QCP at
which stripe order sets in is a central organizing principle of
hole-doped cuprates. With its QCP at p? = 0.24, this princi-
ple readily applies to the case of Nd-LSCO (and Eu-LSCO).
Fermi-surface reconstruction is observed in several transport
properties as the doping is reduced below p? [18, 21, 34]. In
Figure 3, the normal-state electrical resistivity of Nd-LSCO at p
= 0.20 is seen to exhibit a pronounced upturn below 40 K [18],
the temperature at which NQR detects the onset of stripe or-
der [14]. By contrast, no anomaly is seen at p = 0.24. What is
seen instead is a perfectly linear-T resistivity as T → 0, when
superconductivity is suppressed by a large magnetic field [18].
This is the signature of the anomalous scattering that occurs
at the QCP. The same linear-T resistivity is observed at the
SDW QCP of the electron-doped Pr2−xCexCuO4 (PCCO) [45]
and LCCO [44], the organic metal (TMTSF)2PF6 [37], and the
pnictides Co-Ba122 [46] and BaFe2(As1−xPx)2 (P-Ba122) [47].
In Figure 4, we display the evolution of the electrical resistiv-
ity across three regimes typical of a quantum critical point, for
a hole-doped cuprate, a Bechgaard salt, and an iron pnictide: a
FSR below, linear-T at, and Fermi-liquid behavior well above,
the QCP. The similarity between materials coming from differ-
ent families is striking and supports the universal character of a
QCP scenario.
Two questions arise. First, is this organizing principle of
a stripe QCP universal amongst hole-doped cuprates? While
further work is required to answer that question, two univer-
sal features would suggest so: 1) all hole-doped cuprates have
a dome of superconductivity, with an optimal Tc at p ' 0.16;
2) near optimal doping, all hole-doped cuprates have a resistiv-
ity which is linear in temperature, with a universal slope when
expressed per CuO2 plane [48]. Moreover, as in the other fam-
ilies of superconductors discussed so far, that slope scales with
the superconducting Tc as a function of doping, with the linear
term vanishing where superconductivity ends [22, 48, 49, 50].
The second question is: How does the pseudogap phase fits into
such a QCP scenario? In the remainder, we explore that ques-
tion.
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Figure 3: Top: Electrical resistivity as a function of temperature for Nd-LSCO
at p = 0.20 and 0.24, in the normal state revealed by applying a magnetic field
of 35 T [18]. The line is a linear fit to the high-temperature data at p = 0.20.
The temperature at which the data deviate from this fit is Tρ ≡ T? = 80 K.
The onset of charge order detected by NQR at TCO = 40 K [14] coincides with
the minimum in the resistivity. At p = 0.24, the resistivity remains strictly
linear in temperature as T → 0. Bottom: Nernst coefficient expressed as ν/T
as a function of temperature for Eu-LSCO (red circles) and Nd-LSCO (green
circles), at doping values as indicated. The lines are linear fits to the data at
high temperature and the arrows mark the temperature Tν below which the data
deviate upward from the fit [21]. In Nd-LSCO at p = 0.24, no anomaly is seen
in either the electrical resistivity or the Nernst effect.
5. Pseudogap phase and nematicity
In Figure 3, we see that the upturn in the resistivity of Nd-
LSCO at p = 0.20 is a gradual one. There is no sharp anomaly
at TCO = 40 K. Cooling from high temperature, ρ(T ) deviates
from its linear-T dependence below Tρ ' 80 K. In other words,
the resistivity senses the coming onset of stripe order well be-
fore long-range order actually sets in – there is a wide precursor
regime before Fermi-surface reconstruction is detected in the
Hall or Seebeck coefficients, for example, with Tρ ' 2 TCO.
A similar precursor effect has been observed in the iron-
based superconductor Co-Ba122. As shown in Figure 5, the
resistivity shows a gradual upturn which begins well above
the SDW ordering temperature TN, as a clear deviation from
a linear-T dependence at high temperature [52]. Moreover,
this upturn, a signature of Fermi-surface reconstruction by spin-
stripe order, is highly anisotropic in the plane [52, 53], reflect-
ing the unidirectional character of the underlying SDW order.
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Figure 4: Temperature-dependent part of the in-plane normal-state resistivity of
materials in three families of superconductors, plotted as ∆ρ = ρ(T )−ρ0, where
ρ0 is the residual resistivity, versus temperature on a log-log scale. Three values
of the relevant tuning parameter were chosen: below, at, and above their re-
spective quantum critical points. Top: Data on hole-doped cuprates Nd-LSCO
at p = 0.20 and 0.24 [18] and LSCO p = 0.33 [51]. The QCP at a hole dop-
ing p = 0.24 marks the end of the stripe-ordered phase in Nd-LSCO [18, 19].
Figure adapted from Ref. [34]. Middle: Data on the organic Bechgaard salt
(TMTSF)2PF6. The QCP at a pressure P = 10 kbar marks the end of the
SDW phase. Figure adapted from Ref. [37]. Bottom: Data on the iron-pnictide
Ba(Fe1−xCox)2As2 [46]. The QCP at a nominal Co concentration x = 10%
marks the end of the SDW phase.
The precursor regime is said to have strong nematic character.
It is understood theoretically as coming from fluctuations of the
unidirectional SDW order [54].
In YBCO, the temperature below which ρ(T ) deviates from
its linear-T dependence at high temperature is the standard
definition of the pseudogap temperature T? [26, 55], so that
Tρ ≡ T?. In Figure 1, we plot the temperature T? extracted
from resistivity data on Nd-LSCO and Eu-LSCO as a function
of doping, which defines the pseudogap phase, using the same
criterion. We then turn to the Nernst effect. In Figure 3, we
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Figure 5: Top: Temperature-doping phase diagram of the iron-pnictide super-
conductor Co-Ba122, reproduced from Ref. [52]. TN (black dots) marks the on-
set of SDW (antiferromagnetic) order and Tc the superconducting phase (grey
dome). T? marks the approximate onset of the in-plane resistivity anisotropy
(see bottom panel). Bottom: In-plane electrical resistivity ρ as a function of
temperature for Co-Ba122 at x = 4.5 and 8.5% [52]. At 4.5%, there is an up-
turn in the b-axis resistivity ρb (red curve), which becomes much larger than
that along the a-axis (ρa, green curve). This in-plane resistivity anisotropy
begins at T?, well above the temperature TN for SDW order. At 8.5%, the elec-
trical resistivity is the same along both axes and is linear in temperature below
about 150 K.
show the Nernst coefficient ν = N/H, where N is the Nernst
voltage and H is the magnetic field, as a function of temper-
ature in Nd-LSCO and Eu-LSCO for a range of dopings [21].
At high temperature, ν/T exhibits a weak linear temperature
dependence and upon cooling it suddenly rises below a temper-
ature labeled Tν, which we trace as a function of doping in the
phase diagram of Eu/Nd-LSCO (Figure 1). Within our error
bars, Tν = T?, so that it is the onset of the pseudogap phase
which causes the enhancement of the Nernst coefficient. At the
QCP for stripe order in Nd-LSCO, at p? = 0.24, the Nernst
coefficient has a weak and monotonic temperature dependence
(Figure 3), showing no anomaly down to T → 0, the standard
behavior of a metal in the absence of FSR. It is expected the-
oretically that the FSR caused by stripe order (or SDW order)
will enhance the quasiparticle Nernst signal [56].
In YBCO, the Nernst coefficient also displays an enhance-
ment at Tν, with ν/T going from small and positive at high tem-
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perature to large and negative at low temperature [25]. (Note
that the quasiparticle Nernst signal can be either negative or
positive, and this does not directly relate to the sign of the car-
riers [57].) In Figure 1, we trace Tν as a function of doping
together with T? extracted from resistivity data, showing that
Tν = T? also holds in YBCO. Crucially, the drop in ν/T at
T? in YBCO is accompanied by a large anisotropy between
the a and b axes of the orthorhombic crystal structure, whereby
|νa|  |νb| [25]. This shows that the pseudogap phase is charac-
terized by a strong nematic tendency, also detected in the resis-
tivity [58] and spin fluctuation spectrum [59]. By analogy with
the iron-pnictide Co-Ba122, where spin-stripe order is preceded
by a broad precursor regime of nematicity, it may then be that
the pseudogap phase in YBCO is a broad precursor of stripe
order, as is the case in Nd-LSCO and Eu-LSCO [10, 22]. It is
expected theoretically that a nematic phase will cause a large
anisotropy in the quasiparticle Nernst signal [60]. It has also
been shown that strong correlations close to a Mott transition
can lead to large transport anisotropies in a weakly orthorhom-
bic system such as YBCO [61].
6. Onset of FSR
As the temperature is reduced further, the Hall effect re-
veals another temperature scale which we call TH. In Figure 6,
we display the normal-state Hall coefficient RH of YBCO at
p = 0.12. At high temperature, RH(T ) has a weak temperature
dependence with a positive curvature and, as the temperature
is reduced, it drops to negative values. We define the onset of
this drop as the inflection point where the curvature goes from
positive to negative, as shown by the arrow in Figure 6. We
associate TH with the temperature at which the high-mobility
electron pocket first manifests itself. After the onset of strong
in-plane anisotropy at T?, this is the second step in the pro-
cess that ultimately leads to FSR at low temperature. Applying
this analysis of RH to our own data and published data [27]
on YBCO, we determined TH as a function of doping [8]. As
shown in Figure 1, TH rises monotonically with underdoping,
exhibiting roughly the same doping dependence as T?, with
T? ' 2TH. We note that T? and TH have a doping dependence
distinct from that of TCO, which may come from the fact that the
lattice is most effective at stabilizing long-range stripe order at
p = 1/8, for reasons of commensuration.
7. Summary
Most observers will agree that some of the major outstanding
questions in the field of cuprate superconductivity are:
1) What is the mechanism of superconductivity?
2) Why does Tc fall below optimal doping?
3) What is the “strange metal” phase near optimal doping?
4) What is the pseudogap phase in the underdoped region?
Very similar questions arise in the context of the Bech-
gaard salts and the iron-pnictide superconductors. In these
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We can define the onset of this drop as TH, the temperature below which RH ac-
quires downward curvature [8]. Also shown is the Nernst anisotropy difference
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materials, however, the quantum critical point is well identified
and comes from the collapse of SDW order, which provides
the central organizing principle for their understanding. In
this scenario, superconducting pairing comes from the same
interaction that causes SDW order. Below the QCP, both phases
compete and Tc falls, leading to the familiar dome-shaped
superconducting phase. Near the QCP where magnetic fluctu-
ations are the strongest, the metallic behaviour is anomalous
and departs from that of a normal Fermi-liquid. Moreover,
the mutual reinforcement of pairing and SDW correlations
causes non-Fermi liquid behaviour over an extended range
of tuning parameters [62], such that the linear-T resistivity
persists as long as superconductivity is present in the phase
diagram, as indicated by the correlation between the coefficient
of linear resistivity and the superconducting Tc seen in these
systems [22, 37]. As for the “pseudogap phase”, in the iron-
pnictide Co-Ba122 it is a precursor of the spin-stripe ordered
phase at lower temperature [54].
The same organizing principle provides a coherent picture
of electron-doped cuprates, with: 1) a well-characterized SDW
phase [63] and QCP [42]; 2) a high-temperature precursor of the
SDW order, with strong antiferromagnetic correlations [63]; 3)
a linear-T resistivity [45] that correlates with the superconduct-
ing Tc [44]. It should be mentioned that in the electron-doped
cuprates, the correlation length of the fluctuating antiferromag-
netic order has been shown to match the thermal de Broglie
wavelength, this being a necessary condition for the opening of
a pseudogap as seen by photoemission [64].
Turning now to hole-doped cuprates, there is growing body
of evidence suggesting that stripe order is a generic phe-
nomenon, not one confined to the doped La2CuO4 family of
materials. Given this, we propose that a QCP for stripe order
is the central organizing principle of hole-doped cuprates. We
showed how several properties of the cuprates Eu-LSCO, Nd-
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LSCO and YBCO are naturally understood within this frame-
work, including the QCP underneath the superconducting Tc
dome, the Fermi-surface reconstruction, the universal linear-T
resistivity, the correlation between scattering and pairing, and
the nematic character of the pseudogap phase. Investigations
of other hole-doped cuprates are needed to further establish the
universal applicability of a scenario based on a stripe QCP.
While we have focused on the fundamental similarities of
organic, pnictide and cuprate superconductors, which we at-
tribute to a common underlying principle, there are also sig-
nificant differences. It will be of great interest to investigate the
role and importance of these differences, including: the unidi-
rectional/nematic character of the SDW order in pnictides and
hole-doped cuprates – the superconductors with the highest Tc;
the fact that the dominant modulation in hole-doped cuprates
appears to be charge order rather than spin order; the presence
of a Mott insulator at low doping in electron-doped and hole-
doped cuprates; the presence of an unusual magnetic order in
the pseudogap phase of hole-doped cuprates that does not break
translational symmetry [65, 66].
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