Abstract-We describe a methodology for estimating edge-local triangle counts using cardinality approximation sketches. While the approach does not guarantee relative error bounds, we will show that it preserves triangle count heavy hitters -the edges incident upon the largest number of triangles -well in practice. Furthermore, we provide empirical evidence that the sum of edge-local estimations yield reasonable estimates of the global triangle count for free.
I. INTRODUCTION
Graphs are a flexible and ubiquitous abstraction for modeling relational data that is used in many applications, including database systems, social sciences, epidemiology, ecology, astronomy, biochemistry, and neurobiology, among others. Structural features of graphs are often useful for informed decisionmaking in applications, and so there is a great demand for efficient algorithms to compute such features. As graphs of interest have increased in size, the need for these algorithms to be time-, space-and pass-efficient has only increased. In the case of graphs so large they must be stored in distributed memory, communication-efficiency is also of key importance. Moreover, these computational constraints often supercede the need for exact answers to queries, and so approximations are often preferred if they incur less overhead.
Any three mutually adjacent vertices in a graph G = (V, E) form a triangle. Counting the number of unique triangles in a graphs is a well-studied problem that provides insight into its structure [1] , [2] . Moreover, counting the number of triangles incident upon a particular vertex (the vertexlocal triangle count) is also an important property, one that is especially useful for computing the vertex's clustering coefficient. Many efficient algorithms have arisen to address *Author performed this work while visiting Lawrence Livermore National Laboratory. these ubiquitous problems. Many compute the number of triangles directly [3] , [4] , while some go so far as to return an enumeration of all triangles [5] . When such fidelity is not required, approximation algorithms provide an alternative that can improve on the space or time efficiency of exact methods using a small number of passes. The data streaming literature has long been preoccupied with approximating the global and vertex-local triangle counts of insert-only streaming graphs [6] , [7] . Recently, researchers have developed true semi-streaming algorithms capable of approximating vertexlocal triangle counts via sampling [8] , [9] .
Finding edge-local triangle counts, i.e. the number of triangles in which each edge participates, are a related problem that has not received quite as much attention. We sacrifice one of the key guarantees of many standard approaches -that outputs will have bounded relative error with high probability -in order to deliver local and global estimates in two passes using nearly vertex-linear space. We provide this gain by employing multiset cardinality sketches -data structures that, given a stream of n elements, maintain a bounded-relativeerror approximation of the number of unique elements with high probability. It is known that any such data structure that provides relative error guarantees for a multiset with n unique elements requires O(n) space [10] . Consequently, investigators have developed many data structures that provide such relative error guarantees while admitting a small probability of failure, such as PCSA [11] , MinCount [12] , LogLog [13] , Multiresolution Bitmap [14] , HyperLogLog [15] , and the space-optimal rough-refinement algorithm of [16] .
The HyperLogLog sketch is undoubtedly the most popular of these data structures in practice, and has attained widespread adoption [15] . The sketch provides a (1/ε)-approximation of the cardinality of a streaming multiset in one pass using only O(1/ε 2 log log n + log n) bits of memory. Although there is a known optimal algorithm with space complexity O(1/ε 2 + log n) [16] , it is known to be inefficient in practice and so HyperLogLog-or MinCount-style sketches are preferred in applications [17] , [18] . Indeed, many improvements to and modifications of the HyperLogLog data structure and estimator have arisen in the last decade [18] - [22] .
We employ cardinality sketches to estimate local triangle count of an edge uv ∈ E utilizing the inclusion-exclusion principle:
Here A x is the adjacency set for x ∈ V . This approach has been discussed as a heuristic for estimating set intersections in prior literature on related database problems [23] , [24] . In general we can approximate all quantities using cardinality sketches. If given a guarantee that the input edge stream has a known constant number of occurrences of each edge, then we can compute the degrees directly, improving effective error at the expense of a logarithmic amount of memory for each vertex. Note that, given edge-local estimates for all edges, it is trivial to recover an estimate of the global number of triangles. For standard error of 1.04/ε of the sketch approximations, the algorithm requires only two passes over the graph stream, O(ε −2 |E|) time, and O(ε −2 |V | log log |V | + log |V |) space. We discuss this algorithm in detail in Section IV.
We demonstrate that our algorithm empirically retains the triangle count heavy hitters -those vertices or edges that participate in the most triangles -using dozens of real-world and synthetic graphs. Furthermore, both local triangle count algorithms yield high-quality global triangle count estimates for free.
II. HYPERLOGLOG SKETCHES
The HyperLogLog sketch leverages randomness to count distinct elements of a stream. The sketch relies on the key insight that the binary representation of a random machine word starts with 0 j−1 1 with probability 2 −j . Thus, if the maximum number of leading zeros in a set of random words is j − 1, then 2 j is a good estimate of the cardinality of the set [11] . However, this estimator clearly has high variance. We overcome this by simulating multiple parallel random trials using a technique called stochastic averaging [11] .
Assume we have a stream σ of random machine words of a fixed size W . For a word w, let f (w) be the first p bits of w, and let ρ(w) be the number of leading zeros plus one of its remaining 64−p bits. We pseudorandomly partition elements e of σ into m = 2 p substreams of the form σ i = {e ∈ σ|f (e) = i}. For each of these approximately equally-sized streams, we maintain an independent estimator of the above form. Each register
, accumulates the value
After accumulation, M [i] stores the maximum number of leading zeroes in the substream σ i , plus one. The authors of HyperLogLog show in [15] that the normalized bias corrected harmonic mean of these registers,
where the bias correction term α m is given by
is a good estimator of the number of unique elements in σ.
If the true cardinality of the streamed multiset is C, the error of estimate C, |C − C|, has standard error ≈ 1.04/ √ m. In expectation, the C satisfies
with high probability. A comprehensive analysis of the properties of the HyperLogLog sketch, the quality of (2), and a proof of (4) can be found in [15] . In practice, we simulate a stream of random words by applying a hash function to every element of an arbitrary stream of elements σ prior to insertion. A particular HyperLogLog sketch, S, consists of such a hash function h, a prefix size p (typically between 4 and 16), and an array of m = 2 p registers, M , all of which are initialized to zero. Upon reading an element e ∈ σ, S is updated by calling INSERT(S, e), defined in Algorithm 1. A typical accumulation of a sketch S is given by Algorithm 2. An estimate of the form (2) is returned by ESTIMATE(S).
Algorithm 1 HyperLogLog Operations
x ← h(e), i ← x 0 , x 1 , . . . , x p−1 3:
S * ← empty m-register HLL with hash function h 6:
return S * 8: procedure ESTIMATE(S) 9 :
10: 
HyperLogLog sketches possess another useful property in that the element-wise maximum of the registers of sketches sharing the same hash function is a sketch of a concatenation of their streams. To illustrate this, consider N streams σ (0) , σ (1) , . . . , σ (N −1) and corresponding HyperLogLog sketches
and sharing the hash function h. Upon accumulation, the estimator using the element-wise maximum of the register lists
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. Indeed, it is precisely the quantity returned by a sketch S produced by applying Algorithm 2 to σ. In the language of Algorithm 1,
). This is to say that we can estimate not only the cardinality of a streamed multiset, but also the cardinality of a union of streamed multisets, which might have been collected at different times. This property proves key for the semi-streaming streaming graph algorithms discussed in Sections III and IV.
The HyperLogLog data structure with estimator (2) is known to have several practical problems, many of which are discussed at length in [19] . Although a thorough discussion of this topic is out of scope, several improvements and modifications have been suggested in the ensuing literature [18] - [22] . We follow the trend in the literature of assuming 64-bit words to afford larger cardinalities.
III. CARDINALITY SKETCHES ON GRAPHS
The following general algorithm sketch, while useful for estimating edge-local triangle count heavy hitters, also has other uses that we will describe. In one pass over an edge stream σ defining a graph G = (V, E), we accumulate a HyperLogLog sketch S x for each vertex x ∈ V . For each uv ∈ σ, we insert u into S v and v into S u . Once we have read all edges in σ, each sketch holds sufficient information to estimate the degree of its vertex.
However, the additive property of the HyperLogLog sketch means that we can do quite a bit more with these sketches. For example, the HyperANF algorithm uses HyperLogLog sketches to estimate the n-hop or n-th degree neighborhood sizes of all vertices [25] . These quantities are useful for several applications, such as edge prediction in social networks [26] and probabilistic distance calculations [25] , [27] .
In order to approximate, for example, the second-degree neighborhood size of all vertices using o(|E|) memory, we must take another pass over σ. In this second pass, we maintain a sketch S * x for each x ∈ V . Upon reading uv ∈ Σ, we set S * v = MERGE(S * v , S u ) and vice versa. Upon finishing σ, S * x is sufficient to estimate the size of x s second-degree neighborhood for each x ∈ V . Moreover, this estimate preserves the standard error guarantee (4). We will describe in Section IV how to modify this algorithm sketch to instead estimate the number of triangles incident upon each edge in G. Unfortunately, we are unable to preserve the bound on the standard error, as the estimate takes the form of a difference between two potentially large quantities, one or both of which is estimated. If their difference is small (i.e. the local number of triangles is near zero) while the exact and approximated quantities are large, then the approximation error bound (4) may be relatively much larger than the triangle count. However, we will show that in scale-free graphs with a nontrivial number of triangles, approximation error does not dwarf the triangle counts of high triangle count elements. We will also show that this method provides a cheap, if coarse, estimate of the global triangle count for free.
IV. EDGE-LOCAL HEAVY HITTERS Our edge-local algorithm follows a similar pattern as the HyperANF-style 2nd degree neighborhood algorithm sketch in Section III, although it sacrifices the relative error guarantees of HyperLogLog as we shall describe. Fortunately, as we show in Section VI, the algorithm maintains a sufficient fidelity on the edge-local heavy hitters -those edges that participate in the greatest numbers of triangles -that it remains useful for identifying them.
The number of triangles in which an edge participates corresponds to the size of the intersection of their adjacency sets. Assume that uv ∈ E for u, v ∈ V . Let A u , A v denote the sets of vertices adjacent to u and v, respectively. As illustrated in Fig. 1, t 
Intuitively, adding the two degrees together double counts the shared neighbors, which are the only counts preserved upon subtracting the union. While it would require ω(|E|) space to compute the neighborhood sizes directly for each edge, we estimate this quantity in space o(|E|) by accumulating vertex-wise HyperLogLog sketches, similar to the algorithm sketch in Section III. We maintain a HyperLogLog sketch S x and a degree counter d x for each vertex x ∈ V , accordingly indexed. We use the same hash function for each sketch. In the first pass over the edge stream σ defining G, we insert u into S v , and vice versa. Thus, each sketch approximates the corresponding vertex's adjacency set. We also increment d u and d v .
We initialize a min-heap H k that holds at most k elements and take a second pass over σ. For each edge uv ∈ σ we produce the estimate
If t uv is greater than the minimum element of H k , we insert (uv, t uv ) into H k , otherwise we discard it. If an insertion would increment the size of H k to k + 1, we remove its minimum element. At the end of the second pass, H k holds an estimated list of the top k heavy hitters and their estimated number of incident triangles. We also maintain a counter T , the sum of all positive triangle estimates. 
T ← T + t uv
15:
if t uv ≥ min(H k ) then 16: if SIZE(H k ) = k then 17: remove minimum element from H k 18:
. If we do not store d x for each v ∈ V and instead approximate it with ESTIMATE(S x ), then the space complexity improves to O(ε −2 |V | log log |V | + log |V |) at the expense of additional variance. In particular, this approach is necessary for a noisy edge stream with an unknown number of repetitions.
V. DATA
We evaluated our approach using 51 real-world and 5 synthetic kronecker graphs. For an experiment consisting of a graph G, a prefix size p, a number of heavy hitters k, and a number of estimated heavy hitters k , we run an implementation of Algorithm 3 using HyperLogLog sketches with m = 2 p registers and accumulate a k -min-heap H k . We then compare this heap to H k , the true set of top k triangle count edges in G.
We treat H k as a one-class classifier of the top k elements in H k , implicitly labelling all other vertices as "not heavy hitters". Accordingly, an edge e ∈ E is a true positive (TP) if e ∈ H k and e ∈ H k , a false negative (FN) if e ∈ H k and e ∈ H k , a false positive (FP) if e ∈ H k and e ∈ H k , or a true negative (TN) if e ∈ H k and e ∈ H k . We report the quality of an experiment in terms of its recall T P T P +F N versus its precision T P T P +F P . Although these measures are know to exhibit bias, they are accepted as being reasonable for heavily uneven classification problems such as ours, where the class of interest is a small proportion of the samples [28] . While it is convenient to visually present a classifier using a two dimensional curve such as the precision versus recall curve, we also use the Mathews Correlation Coefficient (MCC) as a scalar metric of quality of discrimination [29] . MCC is defined as MCC =
and is a balanced measure that returns a value in [−1, 1], where 0 indicates no better than random, −1 indicates total disagreement, and 1 indicates total agreement [28] .
A. Real-World Graphs
We used 51 graphs borrowed from Stanford's SNAP library [30] , These graphs range in edge count from 12572 to 27666607 and encompass many types of data, including online social networks, citation networks, collaboration networks, peer-to-peer communication networks, and co-purchasing networks. We computed the ground-truth global and edge-local triangle counts in each graph using HavoqGT [2] .
B. Kronecker Graphs
We also used 5 graphs derived from nonstochastic Kronecker products of smaller graphs. Nonstochastic Kronecker graphs [31] have adjacency matrices C that are Kronecker products C = C 1 ⊗ C 2 , where the factors are also adjacency matrices. This type of synthetic graph is attractive for testing graph analytics at massive scale [32] , [33] , as ground truth solution is often cheaply computable. For such graphs, global triangle count and triangle counts at edges are computed via Kronecker formulas [34] : for a graph with |E| edges, the worst-case cost of computing global triangle counts is sublinear, O(|E| 3/4 ), whereas the cost of computing the full set of edge-local counts is O(|E|).
Here, we build C = C 1 ⊗ C 2 from identical factors, C 1 = C 2 , that come from a small set of graphs with |E| up to 10
5 from the University of Florida sparse matrix collection (polbooks, celegans, geom, yeast [35] ). All graphs were forced to be undirected, unweighted, and without self loops. We compute the number of triangles at each edge for C 1 and use the Kronecker formula in [34] to get the respective quantities for C. Summing over the edges and dividing by 3 gives the global triangle count for C.
VI. RESULTS
We performed 100 experiments for each graph on commodity hardware using HyperLogLog sketches with p = 12. We found that lower precision sketches tended to perform poorly, and higher precision sketches tended to be expensive to store for larger graphs. For each of k ∈ {10, 100, 1000, 10000}, we determine the ground truth top k edge-local heavy hitters and record them in the set H k . In each experiment, we ran an implementation of Algorithm 3. We accumulated a k -minheap H k for k ∈ {0.2k, 0.4k, . . . , 1.8k, 2k} for each k.
We treat false negatives and false positives as equally undesirable, which our results reflect. If one were to consider one more important -e.g. a certain number of false positives are acceptable so long as few false negatives occur -our analysis can be easily modified using biased metrics using other combinations of the confusion matrix [28] , [36] . Fig. 2 plots the mean precision versus recall curves recovering the top 10, top 100, and top 1000 heavy hitters of each graph. The curves vary k from 0.2k to 2k, with the optimum tradeoff point for most curves occurring at k = k . The same figure also plots the MCCs for each graph plotted against its edge count for the experiment where k = k. Note that the performance of the classifiers tend to decrease as k increases. This is to be expected, as the graphs exhibit power law distributions on their triangle counts. Once the heavy tail of these distributions are exhausted, the top triangle count elements tend to be close to their successors, and so estimation errors result in poorer performance. a Note that in Fig. 2 , the classifier performance for a few graphs are dramatically worse than the majority of graphs. Most graphs in the experiment exhibit reasonable to quite good precision versus recall curves, coming close to the optimal (1, 1) point and MCCs between 0.75 and 1, which indicates reasonable recovery of heavy hitters. However, a few outliers perform poorly, exhibiting precision versus recall curves far from the optimal wedge and MMCs below 0.5. While these tests do perform better than guessing, they are clearly very imprecise. The question is, why?
We examine this phenomenon in greater detail in Fig. 3 , which plots the local triangle counts and triangle densities of the top 10000 edge-local triangle count heavy hitters of two graphs indexed by their triangle count order. Here we use the term "triangle density" for edge uv to denote the quantity t uv /N uv . One the one hand, we consider the wellperforming graph cit-Patents, a patent citation network with 16518947 edges and 7515020 total triangles, and the poorly performing graph em ⊗ em, a synthetic Kronecker graph with 59426802 edges and 171286000 total triangles. Fig. 3 shows that, while both graphs exhibit a powerlaw edge-local triangle counts distribution, the cit-Patents graph is much more skewed, decreasing at a much faster rate as the index increases. Moreover, the em ⊗ em graph exhibits a staircase local triangle distribution, where many edges exhibit the same number of triangles. This is an artifact of the formulas used to generate them, and indicates a potential weakness of Kronecker graphs as fodder for analyses where such subtleties matter [34] . Compounding this is the observation that the triangle density of these top 10000 elements is much higher in cit-Patent than em ⊗ em. For elements with low triangle density, the estimation error (4) is relatively large by comparison. Recall from Section IV that for uv ∈ E we approximate t uv as t uv = |A u | + |A v | − N uv . If t uv is small relative to N uv , then the error E uv = |N uv − N uv | may be much larger than t uv . Ergo, for graphs with lower triangle density among their heavy hitters and a relatively slow decline in triangle count as a function of index, Algorithm 3 will tend to perform poorly. We have thus far focused on the utility of Algorithm 3 as a classifier. Fig. 4 plots the mean relative error (MRE) of the top 10, 100, and 1000 ground truth heavy hitters for each graph against its global edge count, as well as providing the mean relative error of the global triangle count estimates. Notice that the mean relative error is below 0.2 for the top 10 heavy hitters in all graphs, even those that exhibit poor classifier performance and poor global estimates. Moreover, although composed of many estimates with no relative error guarantees, the global mean relative error for each graph admit at worst a coarse estimate. These results suggest that Algorithm 3 is a suitable candidate for generating order-of-magnitude granular-ity triangle count estimates, as it is inexpensive relative to other methods. Furthermore, the estimates of the heavy hitter local triangle counts are reasonable for applications where coarse estimates are tolerable. Let e k ∈ E be the kth largest edge by local triangle count in some graph G = (V, E). If e n ∈ E is a false negative and e p ∈ E is a false positive, then we should hope that both t en and t ep are not too much smaller than t e k . Fig. 5 plots the mean relative errors (MREs) vs t e k for each graph for both the false positives and the false negatives against their global triangle density. It shows that a false negative is on average no worse than a 15% underestimate of the t e k . It also shows that, for most of these graphs, the false positives tend to have a ground truth triangle count that is a small fraction of t e k . The notable outliers have low global triangle density, where many or most edges participate in no triangles. These outliers warrant further investigation.
VII. DISCUSSION
We have described an algorithm that estimates the edgelocal triangle count heavy hitters in a graph stream in two passes, using edge-linear time and almost-vertex-linear space. While the edge-local triangle count estimates the algorithm produces are unbounded, we have provided motivation that the algorithm empirically recovers heavy hitters on reasonable graphs. Moreover, we have demonstrated that the estimates of the heavy hitters themselves are reasonable for applications where coarse approximations are acceptable. Hence, Algorithm 3, while not a magic bullet, is a reasonable heuristic for identifying high triangle count edges in a graph. It can reasonably serve as a lightweight first pass for more resourcehungry applications on appropriate, sufficiently triangle-dense graphs.
Although out of scope of this work, Algorithm 3 distributes easily on a Pregel-like graph processing system where vertices are partitioned between networked compute cores [37] . In such a model, the algorithm need only be modified so that sketches are accumulated on their vertex's assigned core, and are transmitted when estimates must be made in the second pass for two vertices not owned by the same core. As the sketches have fixed size relative to |V | and |E|, the algorithm scales to truly immense graphs and require communication linear in |E|.
Estimating the vertex-local triangle count heavy hitters of a graph is also a worthwhile problem. Indeed, there is an algorithm similar to Algorithm 3 that produces such an estimate. If B x is the set of edges incident upon x ∈ V , then the number of length-2 paths originating from x is equal to y∈Ax |B y |. For any triangle x, y, z incident upon x, yz ∈ B y ∩ B z is counted twice in the above sum, and every such edge corresponds to such a triangle. And so, the number of triangles incident upon x is t x = y∈Ax |B y | − | y∈Ax B y |. A algorithm similar to Algorithm 3 suffices to estimate the vertex-local triangle count heavy hitters using this insight.
Furthermore, Ting describes in [24] a methodology for boosting the performance of streaming set intersection estimation using cardinality sketches. We expect that this work could be leveraged to improve the performance of Algorithm 3.
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