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Abstract
Deformable 3–D models are used extensively in Computer Graphics and Computer Vision for
Visualization, Animation and Modeling. They can be represented either as traditional explicit sur-
faces, such as triangulated meshes, or as implicit surfaces. Explicit surface representations are
widely accepted because they are simple to deform and render. However, for fitting purposes, they
suffer from the fact that using them typically involves minimizing a non-differentiable distance
function. By contrast, implicit surface representations allow fitting by minimizing a differentiable
algebraic distance. However, they have not gained wide acceptance because they are harder to
meaningfully deform and render.
Here we propose a method that combines the strength of both approaches. It relies on a technique
that can turn a completely arbitrary triangulated mesh, such as one taken from the web, into an
implicit surface that closely approximates it and can deform in tandem with it. This allows both
automated algorithms to take advantage of the attractive properties of implicit surfaces for fitting
purposes and people to use standard deformation tools they feel comfortable for interaction and
animation purposes.
We demonstrate the applicability of our technique to modeling the human upper-body, including
face, neck, shoulders and ears, from noisy stereo and silhouette data.
1 Introduction
In the world of Computer Vision and Computer Graphics, 3–D objects tend to be modeled as explicit
surfaces such as triangulated meshes or parametric surfaces. Because such representations are intuitive
and easy to manipulate, they are widely accepted both by researchers and by graphics designers. These
representations, however, are not necessarily ideal for fitting surfaces to potentially noisy and incomplete
data such as 3–D points produced by laser-scanners and stereo systems or 2–D points from image
contours. Fitting typically involves finding the facets that are closest to the 3–D data points or most likely
to be silhouette facets, which introduces non-differentiabilities that degrade the convergence properties
of most optimizers.
Implicit surfaces, known in the literature as Blobby Molecules [7], Soft Objects [52] or Meta-
balls [16], have also received substantial attention in both the Computer Graphics and Computer Vi-
sion communities. They are well-suited for simulating physically based deformations [47, 49, 32,
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Figure 1: Converting an explicit surface into an implicit mesh. Top row: From left to right, single
facet, explicit surface mesh before and after deformation. Middle row: Facet and explicit meshes con-
verted into implicit meshes using spherical primitives. Bottom row: Similar conversion using triangular
primitives.
37] and for modeling smooth objects [50, 3, 2]. Because the algebraic distance to an implicit sur-
face is differentiable, they do not suffer from the drawbacks discussed above when it comes to fitting
them to 2 and 3–D data [45, 38, 13]. However, they have not gained wide acceptance, in part because
they are more difficult to deform and to render than explicit surfaces.
In short, explicit surface representations are well suited for graphics purposes, but less so for fitting
and automated modeling. The reverse can be said for implicit surface representations. In this paper, we
propose to combine the strengths of both approaches and to avoid their drawbacks by:
1. transforming explicit triangulated surfaces into implicit ones, whose shape closely approximates
that of the original triangulations
2. deforming the implicit and the explicit surfaces in tandem for fitting and rendering purposes
As shown in Fig. 1, to create these implicit meshes, we attach spherical or triangular volumetric prim-
itives or metaballs to each facet of the explicit mesh. The shape of these primitives depend only
on the facet geometry. As a result, when a facet deforms, so does the corresponding metaball. To
simultaneously control the overall shape of the explicit and implicit meshes, we use Dirichlet Free
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Form Deformations [34, 23]. They are a variant of the more traditional Free Form Deformations [42,
12] that lets us control an arbitrarily complex shape using a small number of control points. We will
show that this allows us to formulate the fitting problem as a minimization problem with respect to a
small number of state variables. Alternatively, because the shape of the implicit mesh strictly is a func-
tion of that of the explicit one, we could also have parametrized it in terms of B-splines coefficients [31]
or PCA weights [6].
Our contribution is therefore an approach to surface reconstruction that lets us take an explicit sur-
face model of arbitrary complexity and regularity, turn it into an implicit mesh, and take advantage of
the attractive properties of implicit surfaces for fitting purposes. Because the implicit surface closely
approximates the explicit one and they deform together, the reshaped explicit mesh is also available for
rendering and animation. This lets us handle arbitrary triangulations that were not necessarily designed
with fitting in mind, such as those that can be found on the web.
In the remainder of the paper, we first briefly review earlier approaches. We then introduce our ap-
proach to creating implicit meshes and deforming them. Next we describe our optimization framework.
Finally we demonstrate its applicability to the complex task of fitting upper-body model that include
head, neck, shoulders, and ears, to stereo and silhouette data.
2 Related work
2.1 Fitting Explicit Surfaces
Three-dimensional reconstruction of visible surfaces continues to be an important application of Com-
puter Vision and many approaches relying on full 3–D explicit representations, such as 3–D surface
meshes [11, 48], parameterized surfaces [44, 30], local surfaces [18], and particle systems [46], have
been proposed. In the Computer Graphics world, there has also been a great deal of work on fitting para-
metric surfaces, such as B-spline patches [31, 17, 27, 33] or subdivision surfaces[15, 28], to 3D data.
B-spline patches and subdivision surfaces [10, 14, 29] are widely accepted among graphics designers
because they are highly suitable for manual reshaping. They are typically used to reconstruct surfaces
from relatively clean laser-scanner data without using a predefined model. Some of these methods can
automatically retrieve the structure from unorganized sets of data points [31, 15]. However, when deal-
ing with very noisy and incomplete data such as the stereo disparity maps we use, they are less than
ideal. They require an initial polygonalization of the data to create the B-spline patch network, which
is hard to obtain in the presence of noise. Fitting parametric models also relies on data parametrization,
which means that data points have to be expressed in terms of the model parameters. This requires
either projecting them on interactively chosen planes or manually constructed base surfaces [19, 40,
35], or reorganizing them so that they become uniformly distributed, as though they came from a regular
grid [27]. Furthermore, tangent plane or G1 continuity constraints have to be enforced at the bound-
aries between patches. When dealing with unorganized and noisy data, this may result in an ill-posed
constrained least-square problem.
By contrast, Dirichlet Free Form Deformations (DFFDs) [34] let us parametrize an arbitrary mesh,
which may be large, irregular and not designed for fitting purposes, in terms of a relatively small number
of control points and therefore parameters. In earlier work [23], we took advantage of this property to
robustly fit explicit surfaces to noisy stereo data. The control points are usually taken to be on the surface
triangulation, with a higher density where the curvature is highest or the shape most likely to change.
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As an added bonus, this approach to deforming a surface is intuitive and can be used by a graphics
designer to further improve the model if need be. However, because fitting an explicit triangulated
surface involves minimizing a non-differentiable objective function, the results are not as accurate as
the ones we obtain using the technique proposed in this paper. This will be discussed in more details in
Section 6.
2.2 Fitting Implicit Surfaces
There has also been sustained interest in the use of volumetric primitives [26, 48, 36] and implicit surface
representations [13, 45, 39] for fitting purposes. Most of these methods have been tailored for specific
shapes such as the human body. However, more generic methods that rely on implicit algebraic surface
splines have also been investigated [2, 1]. These representations are based on both the parametric and
implicit nature of B-spline basis functions. However, complex shapes may require very many patches,
which would result in a large number of control parameters to optimize if one were to fit such a model
to 3–D data.
A popular way to deform implicit surfaces is to twist, bend, and taper the space in which the model
lives by choosing a suitable warping function [42, 7, 5, 51]. However, these deformations are limited to
the surfaces which have both parametric and implicit representations, such as spheres or cylinders. In
[4], simple superquadrics are parametrized using conventional FFDs for automatic heart reconstruction
and deformation from medical images. Here the FFDs ability to deform parametric surfaces has been
exploited, but only to reshape a single primitive. Our proposed implicit meshes coupled with DFFDs go
much further by letting us deform completely generic implicit surfaces.
In spirit, our implicit meshes are related to distance surfaces [8]. However, in this work, the prob-
lems associated to bulges created by metaballs blending into each other were handled by a convolution
mechanism that gives up the algebraic nature of the distance function and makes it impractical for the
kind of fitting we perform.
Radial basis functions (RBF) [9, 25, 50] are an interesting alternative to soft objects or metaballs [52,
16]. The shape of the resulting surface, however, is controlled not only by the position of the RBF centers
but also by the RBF weights that have no geometric interpretation, which also makes this approach
unsuitable for in-tandem deformation of explicit and implicit surface.
2.3 Explicit vs Implicit
In short, both approaches to 3–D modeling have their strengths and weaknesses for the purpose of
fitting noisy image-data. Explicit surfaces are easy to deform and to render using well known computer
graphics techniques, but are not ideal for fitting purposes because of the non-differentiability of the
distance function. Implicit surfaces do not suffer from this problem [45, 39]. However, unless one
uses either a single geometric primitive or a set of such primitives attached to some kind of skeleton or
complex implicit surface patches, it is relatively difficult to control their shape in an intuitively pleasing
way. As a result users such as graphics designers tend to prefer explicit models. To combine the
strengths of both approaches, it is therefore important to be able to go back and forth between the two
kinds of representations, which is what we propose here.
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Figure 2: Triangular facet enclosed with the (a) Spherical metaball and (b) Triangular metaball, labeled
according to the Eqs. 1 and 6. (c) Exponential potential field function, showing how the smooting
parameter k controls the range of influence of the primitives and, thus, the amount of smoothing.
3 From Explicit to Implicit Meshes
To create an implicit mesh that can deform in tandem with an explicit one, we define an implicit surface
that closely approximates the explicit shape and whose deformations depend only on the motion of the
explicit mesh vertices.
To this end, we attach a volumetric primitive, or metaball, to each facet. This can be done in two
different ways. The simplest is to use spherical primitives, such as those depicted by the middle row
of Fig. 1, which are only adapted to fairly regular and high resolution meshes. A more sophisticated
approach requires using the triangular metaballs depicted by the bottom row of Fig. 1, which are more
complex but can be used to accurately approximate arbitrarily low-resolution or irregular meshes. We
describe these two kinds of metaballs in more detail below.
3.1 Spherical Metaballs
A spherical metaball [24] is created by circumscribing a spherical primitive around a facet in such a
way that the sphere center Ci lies on the facet and corresponds to the center of the circumscribed circle
around the facet, as shown in Fig 2(a). For facet Fi, it defines a potential field that can be expressed as:
fi(x) = exp(−k(di(x)− ri)) , (1)
where x is a 3–D point, di(x) is the Euclidean distance of x to Ci, ri is the radius of the spherical
metaball, and k is a parameter that controls the smoothness of the overall implicit surface and will be
discussed below. Ci is determined from:
Ci =
3Gi(P1, P2, P3)−Hi(P1, P2, P3)
2
, (2)
where Gi is facet’s center of gravity, and Hi its orthocenter, both defined by the facet’s vertices P1, P2
and P3. We can then write
di(x) = ‖(x−Ci)‖ , (3)
ri = ‖(P1 −Ci)‖ . (4)
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Figure 3: Conversion of low and high resolution explicit meshes to implicit ones. (a) Low and high
resolution meshes. (b) Corresponding implicit surfaces created using spherical metaballs. The volume
enclosed by the implicit surfaces is shown in gray. (c) Corresponding implicit surfaces created using
triangular metaballs. The enclosed volume is still shown in gray but, for both the low and high resolution
meshes, the implicit surface is now so close to the explicit one that it is almost impossible to see at this
resolution. (d) Magnified view so that the small difference between the implicit and explicit meshes,
which is a function of the d0 parameters of Eq. 7, becomes visible.
Note that both Ci and ri depend only on the positions of the facet vertices.
The implicit mesh is taken to be an isosurface of the sum of all these potential fields. Formally, this
isosurface is the set of 3–D points x ∈ R3 that satisfy
F (x) = T −
N∑
i=1
exp(−k(di(x)− ri)) = 0 , (5)
where T is an arbitrarily chosen isovalue. Usually we take T to be one, so that all points on the surface
have a zero potential field value, the values smaller than zero are inside and those greater than zero
outside.
The isosurface is approximately parallel to the mesh on both sides and encloses the volume shown
in gray in the middle row of Fig. 1. Its thickness is a function of the ri radii of the metaballs attached
to the individual facets, and therefore of their sizes. As shown in Fig. 2(c), for values of k greater than
one, the exponential drops fast and the individual metaballs have influence only over a relatively short
range. As a result, the isosurface closely follows the shape of the metaballs and can be very bumpy if the
facets are irregular. For values of k smaller than one, the metaballs tend to blend into each other, which
yields a smoother but thicker isosurface. The first is desirable but the second can result in the problems
depicted by Fig. 4. In practice, we found that by setting k to values around 1.0 both requirements are
fulfilled.
Because the spherical metaballs are circumscribed around the facets their radius ri depends on the
size of the triangle. As shown in the second row of Fig. 1, as long as the explicit mesh is relatively regular
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Figure 4: Relationship between the accuracy of the approximation and the quality of the fitting results.
(a) An explicit mesh is approximated using spherical metaballs, which results in an implicit surface of a
certain thickness. (b) If the original mesh intersects the data represented by small circles, different sides
of the implicit surface may become attracted to the data, resulting in a poor fit. (c,d) Using triangular
primitives yields a much thinner implicit surface and a much improved fit.
or high resolution, this yields a valid approximation. However, because large facets produce large
primitives, the approximation becomes much less accurate as the facets of the explicit mesh increase in
size. When dealing with low resolution irregular meshes, such as the one of Fig. 3(a), elongated facets
produce 1 implicit surface that enclose a volume whose thickness can change dramatically, as shown in
Fig. 3(b).
Up to a point, that can be remedied by refining the mesh as shown in Fig. 3(a), so that it consists
of many smaller size facets and produces the better approximation of Fig. 3(b). However, this results
in a substantial computational cost increase. Furthermore, the volume enclosed by the isosurface re-
mains relatively thick, unless the facets are made to be even smaller, which would become prohibitively
expensive.
3.2 Triangular Metaballs
To solve these problems, and create implicit surfaces that more closely approximate arbitrary meshes,
we can replace the spherical metaballs by triangular ones [24], such as those depicted by the bottom
row of Fig. 1.
This is done by replacing the Euclidean distance to the facet’s center of Eq. 1 by a distance d(x)
that more closely approximates the orthogonal distance to the whole facet. We could, of course, take
d(x) to simply be the orthogonal distance to the facet plane but that would mean that all points on that
plane have a zero distance, no matter how far they are from the facet. Instead, we define d(x) as a
piecewise-polynomial function as follows.
For a given facet Fi, we compute the partition of the plane it defines in the seven regions depicted
by Fig. 2(b). Given a point x ∈ R3, we compute its projection on the facet plane and, depending in
which region it falls, we take its distance to Fi to be
d(x) =

(
n•(x−P1)
‖n‖
)2
, x ∈ reg1
‖(x−Pi)•e‖2
‖e‖2 , x ∈ reg2, reg3, reg4
‖x−Pi‖2 , x ∈ reg5, reg6, reg7
(6)
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Figure 5: (a) Distance function of Eq. 6 and (b) potential field function of Eq. 7 with different values of
parameters k = {0.5, 1.0, 2.0}, for one facet laing in xy-plane and fixed z coordinate.
When the 3–D point x projects inside the facet, it falls within reg1 and d(x) is simply the squared
orthogonal distance to the facet plane, expressed in terms of its normal n and vertex P1. If x projects
outside of the facet but in the bands perpendicular to the edges, it falls within regions reg2, reg3 or reg4
and d(x) becomes the squared Euclidean distance from the closest edge passing respectively through
Pi ∈ {P2, P1, P1} whose direction is given by vector e ∈ {P1P2, P1P3, P2P3} respectively. In the
remaining cases, the projection falls within regions reg5, reg6 or reg7 and d(x) is taken to be the
Euclidean distance to the closest vertex Pi ∈ {P2, P3, P1}. Fig. 5(a) depicts d(x) for a standardized
facet lying in the z = 0 plane with vertices P1 = {0, 0, 0}, P2 = {1, 0, 0} and P3 = {0, 1, 0}. Note
that on the surface of the triangle distance is uniformly zero while along the edges and at the vertices,
we find well-behaved parabolas that blend smoothly.
Note that the distance of a point to a facet’s edge that appears on the second line of Eq. 6 is the
cylindrical distance to that edge. Similarly, the distance to a vertex that appears on the third line of Eq. 6
is the spherical distance to that vertex. Intuitively, a triangular metaball can be understood as being made
of two planes, one on each side of the explicit facet, that blend seamlessly with three implicit cylinders
whose axes are aligned with the edges at three implicit spheres centered at the vertices. The cylinders
and spheres are represented by dotted lines in Fig. 2(b). In Appendix A, we formalize this observation
in terms of a matrix representation. In Appendix B, we then use this representation to outline a formal
proof that the distance of Eq. 6 is C1 with respect to the 3–D coordinates of both the vertices and the x
data points.
Finally, the distance function can be incorporated in the same potential field function as the one used
for spherical metaballs
fi(x) = exp(−k(di(x)− d20)) , (7)
where d0 represents the constant thickness of the implicit surface and replaces the variable spherical radii
ri of Eq. 1. Fig. 5(b,c,d) depicts the potential field function of Eq. 7 for different values of smoothing
parameter k ∈ {0.5, 1.0, 2.0}. Again, the total field is the sum of the individual metaballs fields, which
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Figure 6: Top row: Zero level-sets of three unit line segments aligned along x-axis for (a) d0 = 0.1
and varing k from 0.1 corresponding to the outer level-set, to 10.0 , corresponding to the inner level-
set. (b) k = 20.0 and varing d0 from 0.0 for the inner level-set to 0.1 for the outer level-set. Bottom
row: Smoothness and accuracy as a function of the k parameter. (c) Surface waviness and (d) surface
thickness as a function of k for different values of d0.
yields the final expression of the implicit surface as the set of points x ∈ R3 such that
F (x) = T −
N∑
i=1
exp(−k(di(x)− d20) . (8)
Note that now, unlike in the case of spherical metaballs, the behavior of the potential field has become
independent from facet sizes and mesh resolution. It only depends on the C1 distance function d(x) and
the d0 and k parameters of Eq. 7 over which we have full control.
As shown in Fig. 3, this lets us approximate arbitrary meshes much more closely, no matter how
irregular they may be. As a result, the fitting failure mode depicted by Fig. 4(a,b) can now be overcome.
As shown in Fig. 4(c, d), if d0 is taken to be small enough, it does not really matter to which side of the
implicit surface the data is closest because its thickness has become negligible.
In practice, both the d0 thickness and k smoothing parameters of Eq. 7 influence the smoothness and
accuracy of the implicit mesh. To illustrate this, we computed zero level-sets around the three 2–D line
segments aligned along the x-axis using a 2–D version of the distance function of Eq. 6. In Fig. 6(a), we
9
plot the zero level-sets for fixed d0 = 0.1 and varying k, and in Fig. 6(b) for fixed k = 20.0 and varying
d0. Increasing d0 or decreasing k tends to smooth the implicit surfaces, but thickness of the volume
they enclose becomes huge, which is highly undesirable as depicted in Fig. 6(a,b). Our goal is therefore
to find the best possible compromise between accuracy and smoothness as a function of k and d0. To
quantify the influence of these two parameters, we introduce quantitative measures of smoothness and
accuracy that both depend on the thickness of the volume enclosed by the implicit mesh.
• Surface waviness = w(k, d0): Average ratio of minimal and maximal volume thickness evaluated
respectively at the center of gravity of the facets and at their vertices.
• Surface thickness = t(k, d0): Average volume thickness measured at the same locations as those
used to evaluate waviness.
In Fig. 6(c,d), we plot these values as a function of k for different values of d0 in the case of the explicit
mesh of Fig. 7(b). The behavior if entirely consistent with the 2–D case depicted by the top row of
Fig. 6. For each value of d0 the waviness of Fig. 6(c) tends towards one when k is increased which
means that the bulges disapear. However, the higher the value of d0, the faster it goes to one. Similarly,
as can be seen in Fig. 6(d), the thickness is large for small values of k and assimtoticaly approaches
d0 for huge ones. In practice, we constrain d0 to be less then 10% of the average edge lenght and seek
values of d0 and k such that
w(k, d0) < 1.0 + wmax , (9)
t(k, d0) < d0 + tmax , (10)
where wmax and tmax are two user specified thresholds. Note that for generic models such as the ones
of Fig. 7(b), this computation needs only be performed once and the optimal values of k and d0 stored
and reused for all subsequent fits to image data.
(a) (b) (c) (d)
Figure 7: Surface and control triangulations. (a,c) The generic low-resolution triangulation we use
of upper-body and the ear modeling. (b,d) A subset of its vertices serve as DFFD control points, as
discussed in Section 4.1. They are themselves triangulated to impose the regularization constraints of
Section 5.
10
(a) (b) (c) (d)
Figure 8: Sibson coordinates. (a) Subset of control points Q = {P1, P2, P3, P4} surrounding mesh ver-
tex p. (b) Delaunay triangulation of the control point set with circumscribed spheres around each Delau-
nay facet. (c) Corresponding Voronoi diagram. (d) Voronoi diagram for set Q
′
p = {p, P1, P2, P3, P4}.
The Sibson coordinate for control point P1 is proportional to the area shaded in gray.
4 Deforming Implicit and Explicit Meshes
The shape of the implicit meshes of Section 3 depends only on the position of the 3–D vertices of the
corresponding explicit meshes. In theory, for fitting purposes, we could optimize the shape with respect
to the x, y, and z coordinates of these vertices. However, because image data is very noisy, we would
have to impose a very strong regularization constraint. Instead, we show how we can use Dirichlet Free
Form Deformations [34] to parametrize the surfaces, both explicit and implicit, in terms of the positions
of a much smaller number of control points.
4.1 Dirichlet Free Form Deformations
In earlier work [23], we showed that Dirichlet Free Form Deformations (DFFDs) [34] constitute an
effective way to deform explicit meshes [23]. Unlike other Free Form Deformation methods [42, 12,
22], DFFDs do not require the control points to lay on a regular rectangular grid. This is achieved by re-
placing the usual rectangular local coordinates by generalized natural neighbor coordinates, also known
as Sibson coordinates [43]. This gives us the ability to place control points at arbitrary locations—that
is, on the object, inside of it or outside—rather than on a regular lattice, and thus much greater flexibil-
ity. In particular, some of the control points can be important feature points that must be controlled in a
specific way.
More precisely, given a set of control points such as those of Fig. 7(b,d), every vertex of the explicit
mesh of Fig. 7(a,c) is influenced by a subset of those control points. The Sibson coordinates depicted
by Fig. 8 quantify those influences and are computed as follows. Let Q = {P1, . . . , PN} ∈ R3 be
the set of all control points whose Delaunay triangulation and Voronoi diagram we compute. Let p be a
triangulation vertex andQp = {Pk}1≤k≤Np be the subset of control points whose circumscribed spheres
contain p, as shown in Fig. 8(b). The elements of Qp are the natural neighbors of p. Their relative
influences are obtained by computing the Voronoi diagram of the augmented setQ′p =
{
p, P1, . . . , PNp
}
depicted by Fig. 8(d) and taking the Sibson coordinate ui of vertex Pi to be
ui =
V ol(Pi)− V ol′p(Pi)
V ol′p(p)
, (11)
where V ol(Pi) is the volume of the Voronoi cell of Pi in the Voronoi diagram of all the control points
and V ol′p(Pi) and V ol′p(p) are those in the Voronoi diagram of Q′p. Note that
∑Np
k=1 uk = 1 and
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uk > 0,∀k, 1 ≤ k ≤ Np. These coordinates are “natural” in the sense that points in P that are closer to
the point p have greater influence on it because the corresponding uk is larger.
Let the control points in Qp be displaced from their initial positions by ∆Pk , 1≤k≤Np . The position
of p becomes
pnew = p+
Np∑
k=1
uk∆Pk . (12)
In other words, for any given position of the control points, the overall surface shape is entirely described
by the state vector
S = [∆P1, . . . ,∆PN ] (13)
formed by concatenating the displacements of all the control points with respect to their original posi-
tions.
4.2 Reparametrizing the Implicit Meshes
To deform an implicit surface created using either spherical or triangular metaballs, it is sufficient to
change the parameters that define the shape of the primitives. Let us first consider one single facet and
its attached spherical or triangular metaball. A spherical primitive is defined by the distance function
of Eq. 1 and the ri radius, which is a function of the vertex positions. Similarly, a triangular metaball
is defined by the distance function of Eq. 6 and the d0 thickness parameter. In both cases, because the
positions of the vertices can be expressed as the weighted linear combination of Eq. 12 of the control
points of displacements, the distance functions d(x) of Eqs. 1 and 6 depend not only on x, the 3–D
coordinates of the point whose distance is evaluated, but also on the control points. We therefore rewrite
the distance function of Eq. 6 and Eq. 3 so to depend on state vector parametres of Eq. 13 like:
d(x) = d(x, S) , (14)
where S is the state vector of Eq. 13.
As a consequence, when considering all the facets together, we can also rewrite the field potential
functions F of Eqs. 5 and 8 that define the implicit mesh. When using triangular metaballs, F becomes
F (x, S) = T −
N∑
i=1
exp(−k(di(x, S)− d20)) , (15)
where x is a point in R3 and di is the distance to facet i defined by Eq. 14. Similarly, for spherical
metaballs, we write
F (x, S) = T −
N∑
i=1
exp(−k(di(x, S))− ri(S))) , (16)
since r0 also is a function of the vertex positions.
In this fashion, we have parametrized both the explicit and the implicit surface in terms of the S
state vector. As discussed in the following section, this will allow us to deform both representations in
tandem to fit the corresponding surface to image data by minimizing a differentiable objective function.
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5 Optimization Framework
In this section, we introduce the framework we have developed to fit generic models such as the ones
of Fig. 7(a,c). Our goal is to deform the surface—without changing the connectivity of its vertices—so
that it conforms to the image data, which here comes both, in the form of 3–D point clouds from stereo
and 2–D silhouette points from occluding contours. To highlight the capabilities of our implicit meshes,
we will perform the fitting using either the implicit or explicit representations in order to compare the
results.
5.1 Objective Function for Implicit Meshes
In the case of implicit meshes, we use the image data to write nobs observation equations of the form
F (xi, S) = i , 1 ≤ i ≤ nobs , (17)
where F is the field function of either Eq. 15 or 16, xi one of the data points, S the state vector of
Eq. 13, and i the corresponding residual. i is the algebraic distance to the implicit mesh and should be
as small as possible. Fitting therefore implies minimizing
χ2 = vtWv (18)
where v = [1, . . . , nobs ] is the vector of residuals and W a diagonal weight matrix associated to the
observations. In practice, our system must be able to deal with observations coming from different
sources. To guarantee that their influences are commensurate, we assign a weight wtypei to each kind of
observation, where typei is the nature of the observation, and minimize
χ2 = 1/2
∑
wtypei
2
i , (19)
where the wtypei are chosen so that the contribution to the objective function gradients of all the obser-
vations of a particular kind are of similar magnitudes [21].
Because there are both noise and potential gaps in the image data, we found it necessary to introduce
a regularization term comparable the one proposed in [4]. Since we start with a generic model, we expect
the deformation between the initial shape and the original one to be smooth. This can be effectively
enforced by preventing deformations at neighboring vertices of the control mesh to be too different.
This is achieved by triangulating the control points as shown in Fig. 7(b) and introducing a deformation
energyED that approximates the sum of the square of the derivatives of displacements across the control
surface. By treating the control triangulation facets as C0 finite elements, we can write
ED = ∆
T
xK∆x + ∆
T
yK∆y + ∆
T
zK∆z (20)
where K is a stiffness matrix and ∆x,∆y and ∆z are the vectors of the x, y and z coordinates of the
control vertices’ displacements. The term we actually optimize becomes
ET = χ
2 + λDED , (21)
= 1/2
∑
wtypeiF (xi, S)
2 + λDED ,
where λD is a small positive constant. Note that, because the K stiffness matrix is sparse, adding the
ED regularization term only involves a very small computational overhead when minimizing ET using
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the Levenberg-Marquart algorithm [21] and improves the convergence properties of the algorithm by
“convexifying” the objective function.
Because F is differentiable everywhere, so is ET . Furthermore, this formulation allows us to treat
stereo and silhouette data in a similar way, which we discuss below.
5.1.1 Stereo Data
We use either a simple correlation-based technique [20] or a more sophisticated maxflow stereo al-
gorithms [41] to compute potentially noisy clouds of 3–D points. Each one is used to produce one
observation of the kind described by Eq. 17. Minimizing the corresponding residuals tends to force the
fitted surface to be as close as possible to these points.
The properties of the chosen distance function allow the system to naturally deal with outliers and to
converge even from rough initializations or estimates. The smooth shape of the inverted exponential that
is used in our field function is responsible for both effects. Because it approaches zero asymptotically,
distant data points have an influence, which helps if the initial position is inaccurate, but it is limited.
As a result, outliers are naturally ignored because their contribution is dwarfed by that of inliers.
5.1.2 Silhouette Data
For each instance of the state vector S ∈ R, we define the implicit surface
L(S) =
{
x ∈ R3, F (x, S) = T} (22)
Given the line of sight defined by a silhouette point, let x(S) be the point along this line of sight where
it is tangential to L(S). By definition, x(S) satisfies two constraints
1. The point is on the surface, therefore F (x(S), S) = 0 ;
2. The normal to L(S) is perpendicular to the line of sight at x(S) .
We integrate silhouette observations into our framework by performing an initial search along the line
of sight to find the point x that is closest to the model in its current configuration, which by construction
satisfies the second constraint. This point is used to add one of the observations described by Eq. 17 and
minimizing the corresponding residual tends to enforce the first constraint.
Note that, as the model changes shape, x must move along the ray to remain the point that is closest
to the model. During optimization, this must be taken into account when evaluating the derivatives of
the residual because the x term has now become a function of S. As discussed in Appendix C, this
involves evaluating the first and second order derivatives of F .
This approach to taking silhouette information into account does not require us to search for specific
facets and imposes no restriction on the topology and complexity of the triangulated model we use. We
will see below that such is not the case when using explicit meshes as opposed to implicit ones.
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Figure 9: Non-differentiability of the distance function used to fit an explicit mesh to a cloud of 3–D
points. (a) A data point xi is initially closest to the P1, P2, P3 facet. (b) After a certain number of
iterations, the mesh has deformed and xi is now closer to the P2, P3, P4 facet. Accounting for this
change in the objective function results in non-differentiability.
5.2 Objective Functions for Explicit Meshes
For comparison’s sake, we have also implemented an objective function that lets us fit an explicit mesh to
the same stereo and silhouette data, but without using the implicit surface formalism we advocate. This
objective function is similar to the one of Eq. 22, except for the fact that we must compute differently
the i residuals that appear in the χ2 term of Eq. 19. As in Section 5.1, we distinguish between stereo
and silhouette data.
5.2.1 Stereo Data
For a 3–D data point xi, we replace the algebraic distance of Eq. 17 by the orthogonal distance to the
“closest” facet
n(S) • (xi − p(S))
‖n(S)‖ , (23)
where n(S) is a vector normal to the facet and p(S) one of its vertices.
Here we take the closest facet to be one of those that defines a triangular cylinder that contains xi
and, if no such facet exists, we simply ignore the data point. As shown in Fig. 9, as the optimization
progresses and the facets move, the closest facet may change, which introduces non-differentiabilities if
taken into account.
5.2.2 Silhouette Data
Given a silhouette point, we look for a triangulation facet that is almost parallel to the line of sight it
defines and such that there is a 3–D point along this line for which the distance of Eq. 23 is small. If
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such a facet exists, it projects almost edge-on and is therefore likely to produce an occluding contour
that goes through the silhouette point.
Let l be the unit vector that represents the direction of the line of sight. To enforce the silhouette
constraint, we search for the facet whose normal is almost perpendicular to l, that is such that |n • l| ≤ ζ
where ζ is a small constant, and along which there is a point x such that the distance of Eq. 23 is smallest.
We use this facet and this point to define two residuals
silh =
n(S) • (x− p(S))
‖n(S)‖
norm = l • n(S)
whose weighted sum of squares replace the corresponding silhouette terms in Eq. 19.
In addition to the non-differentiabilities that looking for the “closest” facet introduces and that we
discussed above, the main problem with this formulation is that these residuals are critically dependent
on mesh resolution and regularity. If the facets are irregular or large where the surface slants away from
the camera, it will be difficult to find appropriate “silhouette” facets. This results in some of the poor
results shown in Section 6 that are corrected by replacing the explicit meshes by implicit ones.
6 Results
To validate our approach, we focus on using stereo and silhouette data because they are complementary
sources of information. Stereo works well on textured surfaces facing the camera but fails where the
view direction and the surface normal is close to being orthogonal, which is exactly where silhouettes
provide robust information.
We first illustrate the behavior of our implicit meshes using synthetic data. We then move on to real
data for the upper body, including head, neck, shoulders and ears.
6.1 Synthetic Data
Fig. 10 depicts a synthetic example that simulates a situation in which one must combine stereo and
silhouette data to achieve a good result. The left column of the figure depicts the initial shape of an
explicit mesh seen from the front and the side. Our goal is to turn this explicit mesh into an implicit one
and then to fit it to a surface whose outlines appear as white curved lines. In this example, because the
mesh is regular, we can use spherical or triangular primitives indifferently.
We assume that the cameras are in front of the surface we want to model and, therefore, yield stereo
data, depicted by the white dots, only on the side facing camera and for the part of the surface that
is close to being front-parallel. The middle column of Fig. 10 depicts the result of fitting using this
stereo data alone. As could be expected, only the bottom part of the mesh is fitted correctly and the
corresponding occluding contours do not match the white outlines. The left column of Fig. 10 depicts
the result obtained by combining stereo and silhouette data. The top of the fitted mesh has moved
appropriately and the occluding contours it produces are now where they should be. The back of the
shape is, of course, still inaccurate since there is neither silhouette nor stereo data to constrain it.
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Figure 10: Synthetic example. Left column: Front and side view of an initial mesh shown in light-
gray, with occluding contours of a cylindrical 3–D surface to be fitted drawn as white lines. The large
white dot in the side view corresponds to the occluding contour in the front view. The smaller white
dots represent simulated stereo-data. Middle column: Fitting results using stereo alone. Right column:
Fitting results using both stereo and silhouette observations derived from the occluding contour in the
front view.
Figure 11: Reconstruction from an uncalibrated video sequence. Top row: 5 of 11 images from a short
video sequence with overlaid silhouettes for the neck and shoulders. Middle row: Data clouds extracted
from the image using a maxflow graph-cut stereo algorithm, after automated registration. Bottom row:
Textured reconstructed models obtained by using a triangular implicit mesh model for the upper body.
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Figure 12: Comparing three approaches to fitting an upper body model to the stereo and silhouette data
of Fig. 11. Each row depicts the output of one technique, with the true occluding contours shown as
white lines. In the outer columns, we show a small scale face and a side view of the fitted models
and, in the inner columns, a larger scale view of the neck and shoulder area. Top row: Using explicit
surfaces only yields a poor fit of the shoulders. Middle row: Using spherical primitives results in a fit
that is better but still inexact at the junction of the neck and shoulders. Bottom row: Using triangular
primitives yields the best result.
6.2 Real Data
Here we show a similar behavior, but now using real stereo and silhouette data. In the example of
Fig. 11 we use as input an initially uncalibrated 11–frame video sequence in which the camera moves
around a static subject. We first used a model-driven bundle-adjustment technique [21] to compute the
relative motion and, thus, register the images. We then ran a maxflow graph-cut algorithm [41] to derive
disparity maps from consecutive image and produce the clouds of 3–D points depicted by the middle
row of the figure. We used snakes to outline the silhouettes shown as white lines. The bottom row
of the figure depicts the reconstructed and textured model, obtained using triangular implicit meshes
and whose projections align correctly with the silhouettes in all views. This shows that the recovered
shape is geometrically correct even at places where the surface slants away from the cameras and,
therefore, where stereo fails. Note that these texture-mapped views were generated using standard
OpenGL tools to render the explicit surface that was deformed in tandem with the implicit one. In other
words, having both kinds of representation simultaneously available at the same time spared us the need
to use sophisticated implicit surface rendering techniques.
The results of Fig. 11 were obtained using triangular primitives. For comparison purposes, in
Fig. 12, we show the result of fitting the model to the same data using either spherical primitives or
directly the explicit surface without taking advantage of the implicit surface formalism proposed in this
paper. In all cases, the explicit mesh is parametrized in terms of the same DFFD control points depicted
by Fig. 7(b). When not using the implicit surfaces, we minimize the objective function of Section 5.2,
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Figure 13: Reconstruction from a shorter uncalibrated video sequence. Top row: 5 of 7 images from
a short video sequence with overlaid silhouettes on the head, neck and shoulders. Middle row: Clouds
of 3–D points extracted from consecutive image pairs using correlation-based stereo, after automated
registration. Bottom row: Textured reconstructed model with triangular implicit mesh model viewed in
the same perspective as the original images and with overlaid silhouettes to highlight the quality of the
fit.
which unlike those of Section 5.1 is non-differentiable and highly sensitive to the regularity of the mesh
facets especially when it comes to handling silhouette information. This results in the fit depicted by
the top row of Fig. 12 that is inaccurate in the shoulder area, which is where the silhouettes are the
primary source of information. The spherical primitive result shown in the second row is better, but still
imprecise at the junction of the neck and shoulders. Close examination of the results show that this is
a manifestation of the problem discussed in Section 3.1 and depicted by Fig. 4: Because the facets of
the neck and shoulder are of different sizes, the thickness of the implicit surface varies and, at places,
the wrong side of it ends up being attracted to the data. As shown in the bottom row of Fig. 12, these
problems go away when the spherical primitives are replaced by triangular ones. Note that this is true,
even though we fitted the irregular low resolution mesh from the bottom row of Fig. 3 instead of the
high resolution one from the top row of Fig. 3 that we used both to directly fit the explicit surface and
in conjunction with the spherical metaballs.
Figs. 13 and 14 depict a similar behavior when using a slightly shorter uncalibrated video sequences
in which the camera is static and the subject sits on a rotating chair. As before we registered the images
using a model-driven bundle-adjustment technique [21]. We then derived the stereo data depicted by
the middle row of Fig. 13 using a correlation-based stereo technique [20]. As shown in the top row of
Fig. 14, directly fitting the explicit mesh results in an incorrect shape of the shoulder and of the right
part of the face. Again, using our implicit meshes with triangular primitives, solves these problems, as
shown in the bottom row of the figure.
In our final example, we consider a human ear, whose shape is far more complex than the com-
paratively simple head models we have used so far. As shown in the top row of Fig. 15, we projected
textured light on an ear and acquired a stereo pair of images, which allowed us to compute a fairly dense
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Figure 14: Comparing explicit and implicit approaches to fitting an upper body model to the stereo and
silhouette data of Fig. 13. Top row: Directly using explicit surfaces yields a poor fit on the shoulders and
the right side of the face, as evidenced by the discrepencies between the surface’s occluding contours
and the true ones shown as white lines. Bottom row: Using triangular primitives results in a much better
correspondence.
disparity map. We then outlined occluding contours in both images and fitted a model we found on the
web to this stereo and silhouette data, using the same three techniques as before. Again, only the results
obtained using triangular primitives and shown in the bottom row of Fig. 15 correctly line up with the
silhouettes and appear realistic.
7 Conclusion
We have presented an approach to combining explicit and implicit surface representations that allows
us to take advantage of the strengths of both. To this end, we have developed a technique for creating
implicit surfaces from explicit ones by attaching spherical or triangular primitives to their facets and
named them implicit meshes. These primitives are defined in such a way that their shape depends only
on the 3D location of the mesh vertices, which allows us to simultaneously fit both representations to
image data by minimizing a differentiable objective function.
We have chosen to use DFFD control points to parametrize the position of the mesh vertices, which
allows us to perform this minimization with respect to a limited number of parameters. Our method,
however, is generic and we could also have used another FFD or B-spline based approach for this
purpose. We could also have relied on other approaches to reducing the number of parameters, such as
Principal Component Analysis of the deformation models [6].
We used the example of upper-body modeling using stereo and silhouette data to demonstrate the
power of this approach. The explicit models we used were not tailored for fitting purposes and exhibited
both highly irregular facets and a complex topology, none of which had a significant impact on the
quality of the fitting.
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 15: Modeling an ear. (a,b) A stereo pair with overlaid occluding contours. (c) The corresponding
cloud of 3D points. (d) Projection of the ear model fitted without using implicit surfaces into one of the
images. (e,f) Projections into both images of the model fitted using spherical primitives. (g.h) Similar
projections for the model using triangular primitives.
Appendices
A Matrix Representation of the Triangular Metaballs
As discussed in Section 3.2 a triangular metaball, can be understood as being made of two planes, one
on each side of the explicit facet, that blend seamlessly with three implicit cylinders whose axes are
aligned with the edges and three implicit spheres centered at the vertices.
For a given facet Fi with vertices {P1,P2,P3}, let us consider a local coordinate frame attached to
it, with its origin at one of the vertices and x-axis aligned with one of the edges. It can be represented
in matrix form as
M =
[
m1 m2 m3 P1
0 0 0 1
]
=
[
A c
0 1
]
, A =
[
m1 m2 m3
]
3x3
, c = P1,
where m1,m2 and m3 are axes of the local coordinate frame, with m1 being alligned with the x-
axis, and m3 being the facet’s normal. A point xl in the local coordinate frame is converted to point
xg = Mxl in the global coordinate frame. Let Tr = M−1 =
[
AT −Ac
0 1
]
be the inverse of M . So,
a point xg in the global coordinate frame is converted to point xl = Trxl in the local coordinate frame.
The coordinates of P1 are a function of the displacements of the control points and therefore of the
state vector S of Eq. 13. Let n(S) = [n1, n2, n3] be the facet normal, which also is a function of S,
and let xT =
[
x1 x2 x3 1
]
be the 3–D point in space for which the distance is computed. The
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distance function of Eq. 6 can now be expressed in matrix form as
d(x,S) =

dp(x,S) = x
TL1L2x , x ∈ reg1
dc(x,S) = x
TT Tr LcTrx , x ∈ reg2, reg3, reg4
ds(x,S) = x
TT Tr LsTrx , x ∈ reg5, reg6, reg7
(A.1)
where
L1(S) =

n1 0 0 0
0 n2 0 0
0 0 n3 0
0 0 0 −nT •P1
 and L2(S) =

nT | − n • P1
nT | − n • P1
nT | − n • P1
nT | − n • P1

are matrices that define the plane. Similarly, the matrices
Lc =

0 0 0 0
0 1 0 0
0 0 1 0
0 0 0 0
 and Ls =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 0

respectively define a cylinder aligned with the x-axis in the global coordinate frame and a sphere cen-
tered at the origin of the global coordinate frame.
B Differentiability of the Triangular Metaballs Field Function
We now use the matrix notation introduced above to prove that the distance function d(x,S) of Eq. A.1
is C1 continue with respect to the xi coordinates of x = [x1, x2, x3] and individual parameters s of the
state vector S of Eq. 13.
The distance functions dp, dc, and ds of Eq. A.1 are C inf over their domains. We simply have to
prove that their derivatives are continuous across the boundaries of the regions that appear in Eq. A.1
and are depicted by Fig. 2(b). The first order derivatives over parameter s of the state vector S are
∂dp(x,S)
∂s
= xT
∂L1(S)
∂s
L2x + x
TL1
∂L2(S)
∂s
x ,
∂dc(x,S)
∂s
= 2xTT Tr (S)Lc
∂Tr(S)
∂s
x , (B.2)
∂ds(x,S)
∂s
= 2xTT Tr (S)Ls
∂Tr(S)
∂s
x .
Similarly the derivatives over coordinate xi of point x are
∂dp(x,S)
∂xi
=
∂xT
∂xi
L1L2x + x
TL1L2
∂x
∂xi
= 2L1L2
∂x
∂xi
,
∂dc(x,S)
∂xi
= 2xTT Tr (S)LcTr
∂x
∂xi
,
∂ds(x,S)
∂xi
= 2xTT Tr (S)LsTr
∂x
∂xi
,
with ∂x∂xi = [δi,1, δi,2, δi,3] and δi,j = 1 if i = j, 0 otherwise. We now outline the proof that those
derivatives are continuous across all three boundary types around vertex P1. By switching the roles of
the vertices, it is easy to see that the same arguments also hold for the other two.
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Case 1 Points along half circles between the regions reg4 and reg7 that forms the border curve between
the cylinder aligned with the x-axis and the sphere centered at P1.
This is a trivial case, since at the junction of the sphere and the cylinder, x1 = 0. As a result, ds and dc
return the same values and have the save derivatives.
Case 2 Points of the form x1 = P1 + λn, λ ∈ R on the line passing through vertex P1 in the direction
of the normal n(S) = [n1, n2, n3], where the four regions reg1, reg4, reg7, reg3 meet.
We must consider the four corresponding distance functions: dp, the distance to the plane, dc1 and dc2
the distances to the lines aligned with the m1 and m2 axes, and ds the distance to P1. By replacing x
by x1 = P1 + λn, λ ∈ R in Eqs. B.2 and B.3, it can be easily shown that
∂dl(x,S)
∂s
|x=x1 = 2λ ‖n‖2 n
(
λ
∂n
∂s
− ∂P1
∂s
)
, (B.3)
∂dl(x,S)
∂xi
|x=x1 = 2λni ‖n‖2 , ni ∈ {n1, n2, n3} , (B.4)
for dl being any one of the four distances and for all points on the line.
Case 3 Points along the plane x2 = x1 + ηm1 = P1 + λn + ηm1, λ, µ ∈ R that includes the edge
P1P2 = m1 that separating region reg1 from reg4.
We must consider the two corresponding distance functions: dp, the distance to the plane and dc1 , the
distance to the line aligned with the m1 axis. As before, by replacing x by its value in Eqs. B.2 and B.3,
it can be shown that
∂dl(x,S)
∂s
|x=x2 = 2λ ‖n‖2
(
∂n
∂s
(λn + ηm1)− n∂P1
∂s
)
, (B.5)
∂dl(x,S)
∂xi
|x=x2 = 2λni ‖n‖2 , ni ∈ {n1, n2, n3} , (B.6)
for dl being either one of the two distances and for all points on the plane.
C Computing Silhouette Constrains for Implicit Meshes
Using the notations of Section 5.1, let l be the unit vector that represents the direction of the line of sight
defined by a silhouette point and, as before, let s be an individual parameter of the state vector S of
Eq. 13. To minimize the objective function of Eq. 22, we must evaluate F (x(s), S) and its derivatives,
where x(s) = (x(s), y(s), z(s)) is the point along the line of sight such that the value of F is smallest
for a given value of s.
We write
dF (x(s), y(s), z(s), S)
ds
=
∂F
∂x
∂x
∂s
+
∂F
∂y
∂y
∂s
+
∂F
∂z
∂z
∂s
+
∂F
∂s
. (C.7)
The ∂F∂x ,
∂F
∂y and
∂F
∂z terms can be computed directly from the algebraic expressions of F of Eqs. 5 and
8. The ∂x∂s ,
∂y
∂s and
∂z
∂s are derived as follows.
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Let [n1x, n
1
y, n
1
z] and [n
2
x, n
2
y, n
2
z] be two unit vectors chosen so that, along with l, they form an
orthonormal basis. Because x(s) moves along the line of sight, its motion is always perpendicular to
[n1x, n
1
y, n
1
z] and [n
2
x, n
2
y, n
2
z]. Therefore, we must have
0 = n1x
∂x
∂s
+ n1y
∂y
∂s
+ n1z
∂y
∂s
, (C.8)
0 = n2x
∂x
∂s
+ n2y
∂y
∂s
+ n2z
∂y
∂s
. (C.9)
Furthermore, x(s) is the point at which the line of sight is tangential to the implicit surface, which
implies that the gradient of F must be perpendicular to l. Therefore, x(s) must also satisfy
l  [∂F (x(s), S)
∂x
,
∂F (x(s), S)
∂y
,
∂F (x(s), S)
∂z
] , ∀s ∈ R . (C.10)
Differentiating Eq. C.10 with respect to s yields
0 = l 
[
∂2F
∂x∂x
,
∂2F
∂x∂y
,
∂2F
∂x∂z
]
∂x
∂s
(C.11)
+ l 
[
∂2F
∂x∂y
,
∂2F
∂y∂y
,
∂2F
∂y∂z
]
∂y
∂s
+ l 
[
∂2F
∂x∂z
,
∂2F
∂y∂z
,
∂2F
∂z∂z
]
∂z
∂s
+ l 
[
∂2F
∂x∂s
,
∂2F
∂y∂s
,
∂2F
∂y∂s
]
.
Eqs C.8, C.9 and C.11 are three independent linear equations in the three unknowns ∂x∂S ,
∂y
∂S and
∂z
∂S .
Solving them yields the value of these unknowns and, thus, lets us estimate the derivative of Eq. C.7.
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