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Abstract
A generalized inverse of an element in some algebraic structure satisfies ap-
propriate modifications of the inverse of that element. Over the past decades,
many authors have proposed and investigated various types of generalized
inverses in a number of algebraic structures. In this thesis we devote our at-
tention to the study of a generalized inverse introduced by M. P. Drazin, and
a generalization thereof due to J. J. Koliha.
Denote by N(A) the set of all nilpotent elements of an algebra A, and
by QN(A) the set of all quasinilpotent elements of a Banach algebra A. In
1958 Drazin introduced the concept of a Drazin inverse, then called a pseudo-
inverse, in associative rings and semigroups. For the purpose of this thesis we
will study this concept in the context of a general algebra. If A denotes an
algebra, then we call an element b ∈ A a Drazin inverse of a ∈ A if
ab = ba, b = bab and a− aba ∈ N(A).
Years later Koliha generalized Drazin’s definition as follows: Assuming A is
a Banach algebra, we call an element b ∈ A a generalized Drazin inverse of
a ∈ A if
ab = ba, b = bab and a− aba ∈ QN(A).
Since the Drazin (generalized Drazin) inverse is unique, denote by ad(aD) the
Drazin (generalized Drazin) inverse of a Banach algebra element a, and let
Ad(AD) denote the set of Drazin (generalized Drazin) invertible elements in a
Banach algebra A.
It is well-known that inversion is continuous on the set of invertible ele-
ments. In this thesis we provide conditions under which the maps a 7→ ad and
a 7→ aD are continuous on Ad and AD, respectively. Finally, we apply these
results to the Banach algebra of bounded linear operators.
ii
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Opsomming
’n Veralgemeende inverse van ’n element in ’n sekere algebraïese struktuur
voldoen aan geskikte wysigings van die inverse van daardie element. Oor die
afgelope dekades het baie outeurs verskeie tipes veralgemeende inverses in ’n
aantal algebraïese strukture voorgestel en ondersoek. In hierdie tesis fokus
ons op ’n veralgemeende inverse bekendgestel deur M. P. Drazin, en ’n veral-
gemening daarvan toegeskryf aan J. J. Koliha.
Laat N(A) die versameling van nulpotente elemente in ’n algebra A wees
en QN(A) die versameling van kwasi-nulpotente elemente in ’n Banach algebra
A. In 1958 het Drazin die konsep van ’n Drazin inverse, eers genoem ’n pseudo-
inverse, voorgestel in assosiatiewe ringe en semigroepe. Vir die doel van hierdie
tesis sal hierdie konsep in die konteks van ’n algemene algebra bestudeer word.
As A ’n algebra is, dan word ’n element b ∈ A ’n Drazin inverse van a ∈ A
genoem as
ab = ba, b = bab en a− aba ∈ N(A).
Jare later het Koliha die definisie van Drazin soos volg veralgemeen: As A ’n
Banach algebra is, dan word ’n element b ∈ A ’n veralgemeende Drazin inverse
van a ∈ A genoem as
ab = ba, b = bab en a− aba ∈ QN(A).
Vanweë die uniekheid van die Drazin (veralgemeende Drazin) inverse, laat
ad(aD) die Drazin (veralgemeende Drazin) inverse van ’n Banach algebra el-
ement a aandui, en laat Ad(AD) die versameling van Drazin (veralgemeende
Drazin) inverteerbare elemente in ’n Banach algebra A aandui.
Dit is welbekend dat die funksie wat ’n inverteerbare element op sy inverse
afbeeld kontinu is. In hierdie tesis voorsien ons voorwaardes waaronder die
afbeeldings a 7→ ad en a 7→ aD kontinu op Ad en AD, onderskeidelik, is.
Uiteindelik pas ons hierdie resultate toe op die Banach algebra van begrensde
lineêre operatore.
iii
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Nomenclature
Sets and spaces
N the set of natural numbers
R the set of real numbers
C the set of complex numbers
K(C) the set of all compact subsets of C
H(Ω) the algebra of all complex valued functions defined and holomor-
phic on an open set Ω ⊆ C
X∗ the dual space of a normed space X
M⊥ the set of all bounded linear functionals that vanishes on a subset
M of a normed space
X/N the set of equivalence classes of a closed subspace N of a Banach
space X
`∞(A) the algebra of all bounded sequences of elements in a Banach
algebra A
c(A) the algebra of all convergent sequences of elements in a Banach
algebra A
C(K) the algebra of all complex continuous functions on a non-empty
compact set K
Mn(C) the algebra of all n× n matrices with complex entries
L(X) the algebra of all bounded linear operators on a Banach space
X
Null(T ) the null space of T ∈ L(X)
R(T ) the range of T ∈ L(X)
Comm a the commutator algebra of an algebra element a
Comm2 a the double commutant of an algebra element a
N(A) the set of nilpotent elements of an algebra A
QN(A) the set of quasinilpotent elements of a Banach algebra A
Rad(A) the radical of a Banach algebra A
Soc(A) the socle of a Banach algebra A
viii
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NOMENCLATURE ix
A[a] the smallest closed subalgebra of a Banach algebra A containing
a,1 and all elements of the form (a− λ1)−1 for λ /∈ σ(a)
Operators
T ∗ the adjoint of T ∈ L(X)
T˜ the canonical operator from X/Null(T ) into R(T )
Other symbols
1 identity in an algebra
||x|| the norm of an element x
〈x, y〉 the inner product of vector space elements x and y
#B the number of elements in a set B
B the closure of a set B
Bo the interior of a set B
B(a, r) the open ball with centre a and radius r
B′(a, r) the open ball excluding the centre a and with radius r
B(a, r) the closed ball with centre a and radius r
D(a,B) the distance between a metric space element a and a subset B
of a metric space
4(K1, K2) Hausdorff distance between the compact sets K1, K2 ⊆ C
gap(M,N) the gap between closed subspaces M and N of a Banach space
δ(M,N) the supremum over all distances between u and N where u ∈M
with ||u|| = 1
asc(T ) the ascent of T ∈ L(X)
des(T ) the descent of T ∈ L(X)
j(T ) the minimum modulus of T ∈ L(X)
γ(T ) the reduced minimum modulus of T ∈ L(X)
p ∼ q the idempotents p and q of a Banach algebra are similar
σ(a) the spectrum of a Banach algebra element a
σ′(a) the set of all non-zero elements of σ(a)
iso σ(a) the set of isolated spectral points of a Banach algebra element
a
acc σ(a) the set of accumulation spectral points of a Banach algebra
element a
ρ(a) the resolvent set of a Banach algebra element a
r(a) the spectral radius of a Banach algebra element a
rank(a) the spectral rank of a semisimple Banach algebra element a
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NOMENCLATURE x
F the set of all spatially finite-rank elements of the relevant semisimple
Banach algebra
G the set of all spectrally finite-rank elements of the relevant semisimple
Banach algebra
a−1 the inverse of an algebra element a
A−1 the set of invertible elements of an algebra A
ag the group inverse of an algebra element a
Ag the set of group invertible elements of an algebra A
ad the Drazin inverse of an algebra element a
Ad the set of Drazin invertible elements of an algebra A
aD the generalized Drazin inverse of a Banach algebra element a
AD the set of generalized Drazin invertible elements of a Banach algebra
A
a(c) the core of a Drazin or generalized Drazin invertible element a
a(n) the nilpotent part of a Drazin invertible element a
a(q) the quasinilpotent part of a generalized Drazin invertible element a
Stellenbosch University  http://scholar.sun.ac.za
Chapter 1
Introduction
The theory of generalized inverses of elements in some algebraic structure
extends the concept of an inverse of an invertible element to non-invertible
elements.
Let X ∈ Mn(C), where Mn(C) denotes the Banach algebra of all n × n
matrices with complex entries. In 1955 R. Penrose (see [22], Theorem 1)
established the existence and uniqueness of a matrix B ∈Mn(C) satisfying
XBX = X, BXB = B, (XB)T = XB and (BX)T = BX,
where XT denotes the conjugate transpose of X. The matrix B is known as
the Moore-Penrose inverse, which is a generalized inverse of the matrix X.
Since then, many authors have proposed and investigated various types of
generalized inverses in a number of algebraic structures, causing the theory of
generalized inverses to see a substantial growth over the past decades. This
theory covers a wide range of mathematical areas such as matrix theory and
operator theory, and has found applications in various areas including differ-
ential equations and Markov chains.
With some modifications of the Moore-Penrose inverse, M. P. Drazin gen-
eralized this concept in 1958 to arbitrary semigroups and associative rings.
For the purpose of this thesis we will study this concept in the context of a
general algebra. If A denotes an algebra, then we call an element b ∈ A a
Drazin inverse of a ∈ A if
ab = ba, b = bab and ak = akba,
for some k ∈ N. If k = 1, then b is called a group inverse of a. Also, if N(A)
denotes the set of all nilpotent elements of A, then the condition ak = akba for
some k ∈ N is equivalent to the condition a− aba ∈ N(A) (see Lemma 4.1.3).
It is then clear that every nilpotent element is Drazin invertible with 0 as a
Drazin inverse. We denote by Ad the set of all Drazin invertible elements of
A.
The concept of a Drazin inverse was further generalized in 1996 by J. J.
Koliha in [12]. Let A be a Banach algebra and let QN(A) denote the set of
1
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all quasinilpotent elements of A. Then we call an element b ∈ A a generalized
Drazin inverse of a ∈ A if
ab = ba, b = bab and a− aba ∈ QN(A).
It is easy to see from the definition of a generalized Drazin inverse that every
quasinilpotent element is generalized Drazin invertible with 0 as a generalized
Drazin inverse. We use the notation AD to indicate the set of all generalized
Drazin invertible elements of A.
In Lemma 4.1.5 and Corollary 5.1.8, respectively, we establish the unique-
ness of the Drazin inverse and the generalized Drazin inverse, provided they
exist. Let ad and aD denote, respectively, the Drazin inverse and the general-
ized Drazin inverse of an element a in a Banach algebra A. It is well-known
that inversion is continuous on the set of invertible elements in A (see Theo-
rem 2.7.1). Natural questions are now whether the maps a 7→ ad and a 7→ aD
are continuous on Ad and AD, respectively. The answer is no in general (see
Example 6.2.1). The purpose of this thesis is then to study the continuity
properties of these maps.
We give a short introduction to the theory studied in each chapter. The
purpose of Chapter 2 is to present definitions and results that will be used
throughout this thesis.
In Chapter 3 we introduce and discuss the concept of a group inverse in an
algebra. Let Ag denote the set of group invertible elements of an algebra A.
As mentioned above, this particular generalized inverse is a special case of the
Drazin inverse, so that the inclusion Ag ⊆ Ad holds in general.
The aim of Section 3.1 is to investigate basic properties like the existence
and uniqueness of the group inverse. In Proposition 3.1.4 we establish the
uniqueness of the group inverse, provided it exists. Let ag denote the group
inverse of a. The terminology comes from the fact that {a, ag} generates a
group with identity aag. Since non-zero nilpotent elements (which are Drazin
invertible) are not group invertible (Lemma 3.1.5), it follows that the inclu-
sion Ag ⊆ Ad is strict in general. Necessary and sufficient conditions for the
existence of a group inverse are presented in Proposition 3.1.6.
In Section 3.2 we describe the spectrum of a group invertible element in
a Banach algebra. Roch and Silbermann showed, in [25], that the condition
0 /∈ acc σ(a) is satisfied if a is a group invertible element (see Lemma 3.2.1). In
the same paper they found that, in semisimple commutative Banach algebras,
the spectral condition is sufficient (Proposition 3.2.4), yielding yet another
necessary and sufficient condition for the existence of a group inverse. We
will, however, give a different proof for this result than that of Roch and
Silbermann in [25].
In Chapter 4 we introduce and study the concept of a Drazin invertible
element in an algebra. Most of the work done in this chapter comes from the
paper by Roch and Silbermann (see [25]).
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In Section 4.1 various results that were obtained for group inverses in Chap-
ter 3 will be extended to the general case of Drazin invertibility. We already
mentioned the uniqueness of the Drazin inverse above (recalling Lemma 4.1.5).
In Lemma 4.1.6 we present a relation between the Drazin inverse and the group
inverse. Using Lemma 4.1.6 we obtain an analogue of Proposition 3.1.6 for
Drazin inverses in Proposition 4.1.9. This result characterizes the existence of
a Drazin inverse in terms of idempotents.
Section 4.2 is aimed at discussing the spectrum of a Drazin invertible ele-
ment in a Banach algebra. In Lemma 4.2.1 we present an analogue of Proposi-
tion 3.2.4 for Drazin inverses. This result implies that, in a semisimple commu-
tative Banach algebra A, Drazin invertiblity is equivalent to group invertibility,
that is, Ag = Ad (see Corollary 4.2.2).
In Chapter 5 we present and study a generalization of the Drazin inverse
introduced in Chapter 4, called the generalized Drazin inverse. This concept
was introduced and investigated by Koliha in [12]. Most of his work done in this
paper will be presented in this chapter. Let us mention that this generalization
will provide the cornerstone for this thesis, while the group inverse and the
Drazin inverse are investigated to a lesser degree. In our discussion of Chapter
5 we will always work in a Banach algebra A.
The purpose of Section 5.1 is to address logical issues such as the existence
and uniqueness of the generalized Drazin inverse in a Banach algebra A. By
the definitions of the Drazin inverse and the generalized Drazin inverse, the
inclusion Ad ⊆ AD holds. In Example 5.1.3 we show that the inclusion may in
general be strict. In Proposition 5.1.4 we present an analogue of Proposition
4.1.9 for generalized Drazin inverses, which gives necessary and sufficient con-
ditions for the existence of a generalized Drazin inverse. A key result, due to
Koliha, is Theorem 5.1.6. Let us mention that this result is particularly useful
in developing the theory of generalized Drazin inverses. It says that, for a ∈ A,
the property 0 /∈ acc σ(a) holds if and only if there exists an idempotent p ∈ A
satisfying the conditions
ap = pa, a+ p is invertible and ap ∈ QN(A).
If we combine this result with Proposition 5.1.4, we obtain the following con-
clusion: a ∈ AD if and only if 0 /∈ acc σ(a). Theorem 5.1.6, together with the
fact that the idempotent p is actually unique, leads to the establishment of
the uniqueness of the generalized Drazin inverse (Corollary 5.1.8). Moreover,
this result, under the condition 0 ∈ iso σ(a), enables us to partition the set
AD into elements which are Drazin invertible (Corollary 5.1.10) and elements
which are generalized Drazin invertible but not Drazin invertible (Corollary
5.1.11). Following R. E. Harte, an element a ∈ A is said to be quasipolar if
there exists an idempotent q ∈ A such that
aq = qa, q ∈ Aa ∩ aA and a(1− q) ∈ QN(A).
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Harte then established the following spectral characterization of quasipolar
elements (see Theorem 5.1.13): An element a ∈ A is quasipolar if and only if
0 /∈ acc σ(a). This result, together with the conclusion above, shows that the
quasipolar elements coincide with the generalized Drazin invertible elements
(Theorem 5.1.16). It also follows from Theorem 5.1.16 that, if A is a semisimple
commutative Banach algebra, then the sets Ag, Ad and AD are identical (see
Corollary 5.1.18).
In Section 5.2 we discuss a number of algebraic properties of generalized
Drazin invertible elements.
Section 5.3 deals with the decomposition of a generalized Drazin invertible
element. Our main result in this chapter is Theorem 5.3.1, due to Koliha.
This result allows us to decompose a generalized Drazin (Drazin) invertible
element a as the sum of a group invertible element x and a quasinilpotent
(nilpotent) element y such that xy = 0 = yx (Corollary 5.3.3; Corollary 5.3.4).
It should be noted that Corollary 5.3.4 is a generalization of the well-known
core-nilpotent decomposition of a square matrix ([4], Theorem 11, p.169). C.
F. King obtained a similar result in [11] for bounded linear operators.
In Section 5.4 we discuss the spectrum of the generalized Drazin inverse of
an element in AD. In [12] Koliha showed that, if 0 ∈ iso σ(a), then the non-zero
spectrum of aD consists of the reciprocals of the non-zero spectral points of a
(Theorem 5.4.1).
In Chapter 6 we present the continuity properties of the Drazin inverse and
the generalized Drazin inverse of elements in a general Banach algebra A.
In Section 6.1 we introduce and investigate the notion of inverse closedness
of subalgebras. In general, a subalgebra B of A which is inverse closed with
respect to invertibility is not necessarily inverse closed with respect to general-
ized invertibility (Example 6.1.1). In Proposition 6.1.2 and Corollary 6.1.4 we
show that if B is closed and contains the identity, then B being inverse closed
with respect to invertibility implies that B is inverse closed with respect to
both group invertibility and Drazin invertibility. These results will be used in
Section 6.2.
In Section 6.2 we present characterizations of continuity of group, Drazin
and generalized Drazin inversion in Banach algebras. We start by examining
analogies between the continuity of inversion (Section 2.7) and the continuity
of group, Drazin and generalized Drazin inversion. First, we demonstrate (see
Example 6.2.1) that group, Drazin and generalized Drazin inversion is not in
general continuous onAg, Ad andAD, respectively (unlike inversion onA−1). In
Proposition 6.2.3 and Corollary 6.2.4, respectively, we prove that an analogue
of Lemma 2.7.2 is, however, available for group inverses and Drazin inverses.
In [13] Koliha and V. Rakocˇevic´ showed that Lemma 2.7.2, unfortunately, does
not hold when replacing invertibility by generalized Drazin invertibility (see
Example 6.2.6). Finally, we found that an analogue of Lemma 2.7.3 is not
possible for group, Drazin and generalized Drazin inverses (Example 6.2.7;
Remark 6.2.8), since the sets Ag, Ad and AD are not open in general (Example
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6.2.9; Remark 6.2.10).
In Lemma 6.2.12 we describe the convergence of the group inverses of a
convergent sequence of group invertible elements in terms of the convergence
of their group idempotents. In Theorem 6.2.13, which is our main result in this
section, we show that an analogue of Lemma 6.2.12 is possible for generalized
Drazin inverses. A number of continuity properties of generalized Drazin in-
verses of elements in a Banach algebra are presented in Theorem 6.2.13, some
of which Rakocˇevic´ already proved for Drazin invertible elements (see [24],
Theorem 4.1). From Theorem 6.2.13 we also have that an analogue of Lemma
2.7.2 is available for generalized Drazin inverses, under the assumption that
the limit of the convergent sequence of generalized Drazin invertible elements
is also generalized Drazin invertible.
In Section 6.3 we present criteria, using the concept of the spectral rank,
for continuity of group and Drazin inversion in the special case of the socle
elements of semisimple Banach algebras, as was done by R. M. Brits, L. Lin-
deboom and H. Raubenheimer in [7]. In particular, we mention the important
role played by the equivalences of (a) and (d) and of (a) and (f) in Theorem
6.2.13 in order to obtain these criteria. In our discussion of Section 6.3 we will
always work in a semisimple Banach algebra A. In Theorem 6.3.1 we show that
the socle elements of A are a special class of Drazin invertible elements. We
continue by providing conditions which ensure that adn → ad as n→∞, given
that an → a in Soc(A) as n→∞. In Lemma 6.3.4 we first restrict ourselves to
maximal finite-rank elements. We then extend this result to arbitrary group
invertible elements in Soc(A) (see Theorem 6.3.5), from which we generalize
the result further to arbitrary socle elements in A (Corollary 6.3.6). In ([8],
Theorem 10.7.1) S. L. Campbell and C. D. Meyer characterized the continuity
of the Drazin inverse of a square matrix in terms of the ranks of the core matri-
ces. It should be noted that Corollary 6.3.6 generalizes Campbell and Meyer’s
continuity result to arbitary socle elements in semisimple Banach algebras.
In Chapter 7 we discuss the theory of the generalized Drazin inverse of a
bounded linear operator and study the continuity of the generalized Drazin
inverse in L(X), where L(X) denotes the algebra of bounded linear opera-
tors on a Banach space X. Authors such as Campbell and Meyer studied the
continuity of the Drazin inverse of a square matrix (see [8]), while Rakocˇevic´
investigated the continuity properties of the Drazin inverse of a bounded linear
operator (see, for instance, [24]). The work done in this chapter comes from
the paper [13] by Koliha and Rakocˇevic´.
In Section 7.1 we present various important consequences of the core-
quasinilpotent decomposition of a bounded linear operator (Theorem 7.1.1).
In particular, we find that the core operator of an element A ∈ L(X)D is a
closed range operator (Corollary 7.1.6).
The results presented in Section 7.2 are key results in our approach to
the study of the continuity of the generalized Drazin inverse in L(X). These
results present properties that are satisfied by the gap function and involve
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idempotents in L(X).An important result in this section is Lemma 7.2.4, which
describes the convergence of idempotents in L(X) in terms of the convergence
of the gaps of null spaces and ranges.
Finally, in Section 7.3 we specialize the continuity results obtained for the
generalized Drazin inverse in the Banach algebra setting to the bounded linear
operator case (Theorem 7.3.3) and formulate, with the help of notions like the
gap and the reduced minimum modulus, more characterizations of continuity
of generalized Drazin inversion of bounded linear operators.
Stellenbosch University  http://scholar.sun.ac.za
Chapter 2
Preliminaries
This chapter contains definitions and results that will be relevant in the rest
of the thesis. The proofs of results that can be found in standard texts on
Banach algebra theory will be omitted, while the proofs of results from papers
that may not be readily available will be given. There are instances where a
fact that is of particular importance in a result has simply been stated by the
authors in their paper. The complete proofs of such results are also supplied
below. It is expected that the reader has a good comprehension of algebra,
complex analysis, functional analysis and topology.
2.1 Banach algebra theory
Definition 2.1.1 (Algebra) ([15], p.394) An algebra is a vector space A over
a field K such that for each ordered pair of elements x, y ∈ A, a unique product
xy ∈ A is defined satisfying the properties
• x(yz) = (xy)z
• (x+ y)z = xz + yz
• x(y + z) = xy + xz
• λ(xy) = (λx)y = x(λy)
• there exists an element 1 ∈ A such that 1x = x = x1
for all x, y, z in A, λ ∈ K and where 1 denotes the identity of A.
An algebra A is said to be commutative if xy = yx for all x, y ∈ A. If K = R
in Definition 2.1.1 then A is called a real algebra, whereas if K = C then A is
said to be a complex algebra. From this point on we use the word “algebra” to
mean “complex algebra.”
7
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Definition 2.1.2 (Inner product space) ([15], Definition 3.1.1) An inner
product space is a vector space A with an inner product defined on it. Here,
an inner product on a complex vector space A is a mapping from A × A into
C whose value is denoted by 〈x, y〉 for each ordered pair of elements x, y ∈ A,
and which has the properties
• 〈x, x〉 ≥ 0
• 〈x, x〉 = 0⇔ x = 0
• 〈αx, y〉 = α 〈x, y〉
• 〈x+ y, z〉 = 〈x, z〉+ 〈y, z〉
• 〈x, y〉 = 〈y, x〉
for all x, y, z in A, α ∈ C and where x denotes the complex conjugate of the
element x.
A complete inner product space is called a Hilbert space.
Definition 2.1.3 (Normed space) ([15], Definition 2.2.1) A normed space
is a vector space A with a norm defined on it. Here, a norm on a complex
vector space A is a real-valued function on A whose value is denoted by || · ||
and which has the properties
• ||x|| ≥ 0
• ||x|| = 0⇔ x = 0
• ||αx|| = |α|||x||
• ||x+ y|| ≤ ||x||+ ||y||
for all x, y in A and α ∈ C.
A complete normed space is called a Banach space.
Definition 2.1.4 (Banach algebra) ([2], Definition p.30) If an algebra A
is a Banach space for || · ||, satisfies the norm inequality ||xy|| ≤ ||x||||y|| for
all x, y ∈ A and ||1|| = 1, then we say that A is a Banach algebra.
The following are some examples of Banach algebras:
• ([2] Example 1, p.31). Let K be a non-empty compact set. Then C(K),
the vector space of all complex continuous functions on K , with the
supremum norm and with product xy defined by
(xy)(t) = x(t)y(t)
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for all x, y ∈ C(K) and t ∈ K, is a Banach algebra. This is also an
example of a commutative Banach algebra.
• ([2], Example 5, p.32). Let X be a complex Banach space with dim
X ≥ 1. Then L(X), the vector space of all bounded linear operators on
X , with the usual operator norm and with product the composition of
operators; that is, if S, T ∈ L(X) and x ∈ X, then
(ST )x = S(Tx),
is a Banach algebra
• ([2], p.32) The algebra of all n× n matrices with complex entries
Mn(C) is a Banach algebra with norm
||A|| = sup
{
n∑
j=1
|aij| : i = 1, . . . , n
}
,
where A = (aij).
We need the following definition and result about metric spaces.
Definition 2.1.5 (Distance) Let (A, d) be a metric space, a ∈ A and B ⊆ A.
The distance between a and B, denoted by D(a,B), is defined by
D(a,B) =
{
inf{d(a, b) : b ∈ B} if B 6= ∅
∞ if B = ∅.
The notations B and Bo indicate the closure and interior of the set B, respec-
tively.
Theorem 2.1.6 (Baire’s Category Theorem) ([17], Theorem 1.5.4) Let
A be a non-empty complete metric space. If for each k ∈ N there exists a
subset Uk of A such that U ok = A, then ∩∞k=1U ok = A, and hence ∩∞k=1Uk = A.
Definition 2.1.7 (Invertible elements) ([15], p.396) Let A be an algebra.
An element a ∈ A is said to be invertible if there exists an element a−1 ∈ A
such that aa−1 = a−1a = 1.
The element a−1 in the definition above is called the inverse of a. We write
A−1 for the set of invertible elements of an algebra A. Note that A−1 forms a
group with respect to multiplication, containing the identity.
Lemma 2.1.8 (N. Jacobson) ([2], Lemma 3.1.2) Let A be an algebra, a, x ∈
A and λ 6= 0. Then λ1− ax ∈ A−1 if and only if λ1− xa ∈ A−1.
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Theorem 2.1.9 (Neumann series) ([2], Theorem 3.2.1) Let A be a Banach
algebra. If a ∈ A satisfies ||a|| < 1, then 1− a ∈ A−1 and we have that
(1− a)−1 =
∞∑
k=0
ak.
Definition 2.1.10 (Nilpotent) Let A be an algebra. An element a ∈ A is
nilpotent if there exists a positive integer n such that an = 0.
The set of all nilpotent elements of an algebra A will be denoted by N(A).
Let a be an element of an algebra. The commutator algebra of the element a,
being the set of all elements which commute with a, is denoted by Comm a.
The double commutant of a, denoted by Comm2 a, is the set of all elements
that commute with every element in Comm a. It can be easily verified that, if
a is a Banach algebra element, then the sets Comm a and Comm2 a are closed.
The following two lemmas will be required in Chapter 4. We will need Lemma
2.1.11 in the proof of Proposition 4.1.9, while Lemma 2.1.12 will be used in
the proof of Lemma 4.1.13.
Lemma 2.1.11 ([25], p.202) Let A be an algebra. If r ∈ N(A) ∩ Comm c,
then c is invertible if and if only if c+ r is invertible.
Proof :
Let r ∈ Comm c with rk = 0, for some k ∈ N.
Suppose that c is invertible. Observe that r ∈ Comm c implies that r ∈
Comm c−1. We also have that
(1−c−1r+c−2r2−· · ·+(−1)k−1c−(k−1)rk−1)(1+c−1r) = 1+(−1)k−1c−krk = 1.
Since r ∈ Comm c−1, it follows that
1− c−1r + c−2r2 − · · ·+ (−1)k−1c−(k−1)rk−1 ∈ Comm (1+ c−1r).
Hence 1+ c−1r is invertible, so that c+ r = c(1+ c−1r) is invertible.
Conversely, suppose that c+ r is invertible. Since r is nilpotent, −r is also
nilpotent, and hence −r ∈ N(A)∩Comm c. By the previous reasoning we have
that c = c+ r + (−r) is invertible. This completes the proof. 
Lemma 2.1.12 Let A be an algebra. If a, b ∈ N(A) and b ∈ Comm a, then
a+ b ∈ N(A).
Proof :
Suppose that a ∈ N(A) and that b ∈ N(A) ∩ Comm a. Let k1 and k2 be the
smallest positive integers such that ak1 = 0 and bk2 = 0 and suppose that
k1 ≤ k2. By the binomial theorem we have that
(a+ b)k1+k2 =
k1+k2∑
n=0
(
k1 + k2
n
)
anbk1+k2−n.
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If n < k1, then k1+ k2−n > k1+ k2− k1 = k2, so that bk1+k2−n = 0. If n ≥ k1,
then an = 0. Hence (a+ b)k1+k2 = 0, so that a+ b ∈ N(A). 
Definition 2.1.13 (Idempotent) Let A be an algebra. An element p ∈ A is
called an idempotent if p satisfies p2 = p.
Definition 2.1.14 (Similarity of idempotents) ([25], p.215) Let A be a
Banach algebra and p and q idempotents in A. If there exists an invertible
element c ∈ A satisfying q = c−1pc, then p and q are said to be similar and we
write p ∼ q.
The following lemma will be needed in the proof of Theorem 6.3.5. It gives a
sufficient condition for the existence of similar idempotents.
Lemma 2.1.15 ([25], Lemma 12) Let A be a Banach algebra and p and q
idempotents in A such that ||p− q|| < ||2p− 1||−1. Then p ∼ q.
Proof :
Suppose that p and q are idempotents in A satisfying ||p− q|| < ||2p− 1||−1.
Observe that the element 2p−1 is invertible with inverse itself. By assumption
we have that
||(2p− 1)−1(q − p)|| ≤ ||(2p− 1)−1|| ||q − p|| < ||2p− 1|| ||2p− 1||−1 = 1,
and hence 1+(2p−1)−1(q−p) is invertible by Theorem 2.1.9. Let c := p+q−1.
It then follows that
c = (2p− 1) + (q − p) = (2p− 1)[1+ (2p− 1)−1(q − p)]
is also invertible. Now,
pc = p(p+ q − 1) = p+ pq − p = pq = pq + q − q = (p+ q − 1)q = cq,
that is, q = c−1pc; hence p ∼ q. 
Next, we formulate several definitions relating to the concept of an ideal of a
Banach algebra.
Definition 2.1.16 Let A be a Banach algebra. A subset J of A is said to be
a left (right) multiplicative ideal of A if
• J 6= ∅
• AJ ⊆ J (JA ⊆ J)
Definition 2.1.17 Let A be a Banach algebra. A vector space J ⊆ A is said
to be a left (right) ideal of A if
• J 6= ∅
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• AJ ⊆ J (JA ⊆ J)
If a vector space J of A satisfies both the conditions of a left and a right ideal,
then J is called a two-sided ideal of A.
Definition 2.1.18 (Minimal ideals) ([5], Definition 1, p.154) Let A be a
Banach algebra. A non-zero left (right, two-sided) ideal M of A is said to
be a minimal left (right, two-sided) ideal of A if there exists no left (right,
two-sided) ideal I of A satisfying {0} ( I (M.
2.2 Spectral theory in Banach algebras
Definition 2.2.1 (Spectrum) ([2], Definition p.36) Let A be a Banach al-
gebra. The spectrum of an element a ∈ A, denoted by σA(a), is defined as
follows:
σA(a) := {λ ∈ C : λ1− a /∈ A−1}
Note that we will only write σ(a) if the Banach algebra under discussion is
clear from the context. By σ′(a) we denote the set of all non-zero elements
of σ(a). Let us remark that the equality σ′(ax) = σ′(xa), for Banach algebra
elements a and x, is a direct consequence of Lemma 2.1.8.
Examples of the spectrum of a Banach algebra element include:
• If f ∈ C[a, b], where [a, b] ⊆ R, then σ(f) = f [a, b].
• If A ∈Mn(C), then σ(A) = {λ ∈ C : λ is an eigenvalue of A}.
The set of all isolated spectral points of a Banach algebra element a will be
denoted by iso σ(a), while the set of all accumulation points of the spectrum
of a will be denoted by acc σ(a). The notation ρ(a) will be used to denote the
complement of σ(a). We call ρ(a) the resolvent set of a.
Definition 2.2.2 (Spectral radius) ([2], Definition p.36) Let A be a Ba-
nach algebra and a ∈ A. The spectral radius rA(a) is defined as follows:
rA(a) := sup{|λ| : λ ∈ σA(a)}
It suffices to write r(a) if the Banach algebra being discussed is clear from the
context.
Theorem 2.2.3 (I.M. Gelfand) ([2], Theorem 3.2.8) Let A be a Banach
algebra and a ∈ A. Then
(i) λ 7→ (λ1− a)−1 is analytic on ρ(a),
(ii) σ(a) is compact and non-empty,
(iii) r(a) = limn→∞ ||an|| 1n .
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Statement (ii) in Theorem 2.2.3 implies that the spectrum is a closed and
bounded subset of C, while statement (iii) implies that r(a) ≤ ||a||, for a
Banach algebra element a.
Definition 2.2.4 (Character) ([2], p.69) Let A be a Banach algebra. A
linear map χ : A→ C is called a character of A if it has the properties
• χ(ab) = χ(a)χ(b)
• χ(1) = 1
for all a, b ∈ A.
Theorem 2.2.5 (I.M. Gelfand) ([2], Theorem 4.1.2) Let A be a commuta-
tive Banach algebra and a ∈ A. Then σ(a) = {χ(a) : χ is a character of A}.
Corollary 2.2.6 ([2], Corollary 3.2.10) Let A be a Banach algebra and a, b ∈
A. If ab = ba, then σ(a + b) ⊆ σ(a) + σ(b) and σ(ab) ⊆ σ(a)σ(b). Hence
r(a+ b) ≤ r(a) + r(b) and r(ab) ≤ r(a)r(b).
Definition 2.2.7 (Quasinilpotent) ([2], p.36) Let A be a Banach algebra.
An element a ∈ A is quasinilpotent if σ(a) = {0}.
By QN(A) we indicate the set of all quasinilpotent elements of a Banach al-
gebra A. By using the spectral mapping theorem for polynomials, it can be
easily shown that N(A) ⊆ QN(A).
The radical of a Banach algebra A, denoted by Rad(A), is defined by
Rad(A) = {a ∈ A : za ∈ QN(A), for all z ∈ A}.
It is well-known that Rad(A) is a two-sided ideal of a Banach algebra A. If
Rad(A) = {0}, then A is called semisimple.
Examples of semisimple Banach algebras are Mn(C), L(X) and C[a, b],
where [a, b] ⊆ R. If A is a semisimple Banach algebra and p ∈ A is an idem-
potent, then pAp is another example of a semisimple Banach algebra, with
identity p.
The following well-known result about semisimple Banach algebras will be
required in the proof of Theorem 6.3.5. It states that every semisimple algebra
that is finite-dimensional over C is a direct sum of matrix algebras over C.
Theorem 2.2.8 (J. H. M. Wedderburn-E. Artin) ([2], Theorem 2.1.2) Let
A be a semisimple finite dimensional algebra over C. Then there exist integers
n1, . . . , nk ≥ 1 such that A 'Mn1(C)⊕ · · · ⊕Mnk(C).
The following result will be required in Section 6.3.
Lemma 2.2.9 ([1], Lemma 6, p.4) Let A be a Banach algebra, a ∈ A and
p ∈ A an idempotent. Then σ′A(pap) = σ′pAp(pap).
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Lemma 2.2.9 implies that if b ∈ pAp, where p is an idempotent of a Banach
algebra A, then we may refer unambiguously to σ′(b).
It is clear from the definition of the radical of a Banach algebra A that
Rad(A) ⊆ QN(A). However, the following lemma, which follows from Theorem
2.2.3(ii) and Corollary 2.2.6, shows that the inclusion can be replaced by an
equality sign if the Banach algebra is commutative. This result will be used
in the proof of Proposition 3.2.4.
Lemma 2.2.10 ([2], p.71) Let A be a commutative Banach algebra. Then
Rad(A) = QN(A).
We will need the following two definitions in Chapter 6.
Definition 2.2.11 ([25], p.206) Let A be a Banach algebra and a ∈ A. The
smallest closed subalgebra of A which contains a, 1 and all elements of the
form (a− λ1)−1 for λ /∈ σ(a), is denoted by A[a].
The algebra A[a] will play an important role in the proofs of Proposition 6.1.2
and Corollary 6.1.4.
Definition 2.2.12 (Inverse closedness) ([25], p.205) Let A be a Banach
algebra. A subalgebra B of A is said to be inverse closed if B is inverse
closed with respect to invertibility, that is, if B contains the inverses of all its
invertible elements.
If a is an element of a Banach algebra A, then Comm a is an example of an
inverse closed subalgebra of A.
The following information about the algebra A[a] will be required in Chapter
6.
Lemma 2.2.13 ([25], Lemma 7) The algebra A[a] is the smallest closed and
inverse closed subalgebra of A which contains 1 and a.
2.3 Holomorphic Functional Calculus
The algebra of all complex-valued functions defined and holomorphic on an
open set Ω ⊆ C will be denoted by H(Ω).
Proposition 2.3.1 ([2], p.43) Let A be a Banach algebra and a ∈ A. If Ω
is an open set containing σ(a) and Γ is a smooth contour included in Ω that
surrounds σ(a), then the function f 7→ f(a) = 1
2pii
∫
Γ
f(λ)(λ1 − a)−1dλ from
H(Ω) into A is well-defined.
Theorem 2.3.2 (Holomorphic Functional Calculus (HFC)) ([2], The-
orem 3.3.3, [21], Theorem 3.3.7) Let A be a Banach algebra and a ∈ A. Sup-
pose that Ω is an open set containing σ(a) and that Γ is a smooth contour
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included in Ω and surrounding σ(a). Then the function defined in Proposition
2.3.1 has the following properties:
(1) (f1 + f2)(a) = f1(a) + f2(a).
(2) (f1f2)(a) = f1(a)f2(a).
(3) 1(a) = 1 and I(a) = a, where I is the identity function on C.
(4) If (fn) converges to f uniformly on all compact subsets of Ω, then f(a) =
limn→∞ fn(a).
(5) σ(f(a)) = f(σ(a)).
(6) If limn→∞ an = a, then limn→∞ f(an) = f(a).
Number (5) above is called the spectral mapping theorem for analytic functions,
which we will only refer to as the spectral mapping theorem.
Theorem 2.3.3 (Spectral idempotent) ([2], Theorem 3.3.4) Let A be a
Banach algebra. Suppose that a ∈ A has a disconnected spectrum. Let U0 and
U1 be two disjoint open sets such that
σ(a) ⊆ U0 ∪ U1, σ(a) ∩ U0 6= ∅ and σ(a) ∩ U1 6= ∅.
Then there exists a non-trivial idempotent p commuting with a such that σ(pa) =
(σ(a)∩U1)∪{0} and σ(a−pa) = (σ(a)∩U0)∪{0}. Moreover, p = f(a), where
f(λ) =
{
0 if λ ∈ U0
1 if λ ∈ U1.
We call p in Theorem 2.3.3 the spectral idempotent of a.
If σ(a) ∩ U1 = {λ0} in Theorem 2.3.3, that is λ0 ∈ iso σ(a), then the spectral
idempotent of a corresponding to λ0 is given by
p =
1
2pii
∫
Γ
(λ1− a)−1dλ
where Γ is a circle centred at λ0, separating λ0 from the remaining spectrum
of a.
2.4 Continuity of the spectrum function
The notation K(C) will be used to denote the set of all compact subsets of C.
We introduce the following metric on K(C) in order to measure the continuity
of the spectrum function.
Definition 2.4.1 (Hausdorff distance) ([2], p.48) Let K1, K2 ⊆ C be com-
pact. The distance on K(C) is defined by
4(K1, K2) = max(sup{D(z,K1) : z ∈ K2}, sup{D(z,K2) : z ∈ K1}).
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Definition 2.4.2 (Continuity of spectrum) ([2], p.48) Let A be a Banach
algebra and x ∈ A. The function x 7→ σ(x) is continuous at a ∈ A if, for every
 > 0, there exists a number δ > 0 such that 4(σ(x), σ(a)) <  whenever
||x− a|| < δ.
Theorem 2.4.3 (J. D. Newburgh) ([2], Theorem 3.4.4) Let A be a Banach
algebra and a ∈ A. Suppose that U and V are disjoint open sets such that
σ(a) ⊆ U ∪ V and σ(a) ∩ U 6= ∅. Then there exists an r > 0 such that
||a− x|| < r implies that σ(x) ∩ U 6= ∅.
We denote by #B the number of elements in the set B. The following result
will be required in the proof of Lemma 6.3.4.
Corollary 2.4.4 Let A be a Banach algebra and (an) a convergent sequence in
A with limit a. Suppose that a and all an have finite spectrum and that there ex-
ists n0 ∈ N such that #σ′(an) = #σ′(a) for all n ≥ n0. Then inf{D(0, σ′(an)) :
n ∈ N} > 0.
Proof :
Let an → a as n → ∞ and suppose that a and all an have finite spectrum.
Assume also that there exists n0 ∈ N such that #σ′(an) = #σ′(a) for all
n ≥ n0.
Suppose that σ′(a) = {λ1, λ2, . . . , λk} for some k ∈ N. Let t = min{|λi −
λj| : i 6= j} and s = min
{
D(0,σ′(a))
2
, t
2
}
. For i = 1, 2, . . . , k, the open balls
B(λi, s) are disjoint and does not contain 0. By Theorem 2.4.3 we can find
an ri > 0 such that ||a − x|| < ri implies that σ(x) ∩ B(λi, s) 6= ∅ for each i.
Hence, if r = min{r1, . . . , rk}, then ||a−x|| < r implies that σ(x)∩B(λi, s) 6= ∅
for all i ∈ {1, . . . , k}. Since an → a as n → ∞, there exists n1 ∈ N such
that ||a − an|| < r for all n ≥ n1, and hence σ(an) ∩ B(λi, s) 6= ∅ for all
i = 1, . . . , k and n ≥ n1. Let N = max{n0, n1}. Then #σ′(an) = #σ′(a) and
σ(an) ∩ B(λi, s) 6= ∅ for all n ≥ N and i = 1, . . . , k. Hence, each of these open
balls contains a point of σ′(an) for all n ≥ N. Suppose that D(0, σ′(a)) = |λp|,
for some p ∈ {1, . . . , k}. For n ≥ N, suppose that D(0, σ′(an)) = |λ(n)l |, for
some l ∈ {1, . . . , k}. By the choice of our open balls we must have that the
spectral value λ(n)l is inside B(λp, s), and hence inf{D(0, σ′(an)) : n ≥ N} > 0,
so that inf{D(0, σ′(an)) : n ∈ N} > 0. 
A set K ⊆ C is said to be totally disconnected if the only connected sets in K
are the one-point sets. It is obvious that every finite subset of C is a totally
disconnected set.
Corollary 2.4.5 (J. D. Newburgh) ([2], Corollary 3.4.5) Let A be a Ba-
nach algebra and a ∈ A. If σ(a) is totally disconnected, then x 7→ σ(x) is
continuous at a.
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2.5 The socle of a Banach algebra
Definition 2.5.1 (Socle) ([5], Definition 8, p.156) Let A be a Banach al-
gebra. If A has minimal left (right) ideals, then the sum of all minimal left
(right) ideals is called the left (right) socle of A. If A has both minimal left and
minimal right ideals, and if the left socle coincides with the right socle, then it
is called the socle of A, denoted by Soc(A). If A has neither minimal left ideals
nor minimal right ideals, then Soc(A) = {0}.
It can easily be shown that Soc(A) is a two-sided ideal of A. In fact, if A is
finite dimensional, then A = Soc(A).
A Banach algebra A is said to be semiprime if I = {0} is the only two-sided
ideal of A which satisfies I2 = {0}.
We proceed with a brief discussion of a class of finite rank elements in a
semiprime Banach algebra, introduced by J. Puhl in 1978. If A denotes a
semiprime Banach algebra, then 0 6= a ∈ A is said to be a spatially rank one
element if there exists a linear functional fa on A such that
axa = fa(x)a
for all x ∈ A.
Definition 2.5.2 (Spatially finite-rank elements) ([23], p.659) Let A be
a semiprime Banach algebra. An element a ∈ A is said to be spatially finite-
rank if a = 0 or if a is of the form a =
∑n
i=1 ai, where each ai is a spatially
rank one element and n ∈ N.
The set of all spatially finite-rank elements will be denoted by F . In ([23],
p.659) J. Puhl showed that, if A is a semiprime Banach algebra, F = Soc(A).
The following result is also due to J. Puhl.
Proposition 2.5.3 ([23], Corollary 3.5) Let A be a semiprime Banach algebra
and 0 6= a ∈ A. Then a ∈ F if and only if dim(aAa) <∞.
It is easy to show that every semisimple Banach algebra is semiprime ([5],
Proposition 5, p.155). Hence, if A is a semisimple Banach algebra, we have
from Proposition 2.5.3 that a ∈ F = Soc(A) if and only if dim(aAa) < ∞.
This fact implies our next result.
We say that a Banach algebra element a is algebraic of degree n if there
exists a polynomial p of degree n such that p(a) = 0, where n is the smallest
integer making this property possible. A set B is then called algebraic if every
element of B is algebraic.
Lemma 2.5.4 Let A be a semisimple Banach algebra. Then Soc(A) is alge-
braic.
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Proof :
Let a ∈ Soc(A). Using the remark following Proposition 2.5.3, suppose that
dim(aAa) = n. Then, for each x ∈ A, the elements 1, axa, (axa)2, . . . , (axa)n
are linearly independent. Hence, for x = 1, we have that there exists scalars
{α0, . . . , αn}, not all zero, such that
α01+ α1a
2 + · · ·+ αn(a2)n = 0.
Let pa(λ) = α0 +α1λ2 + · · ·+αnλ2n. Then pa is a non-trivial polynomial with
deg pa ≤ 2n and pa(a) = 0. Since a ∈ Soc(A) was arbitrary, the result follows.

The following two results are immediate consequences of Lemma 2.5.4.
Corollary 2.5.5 Let A be a semisimple Banach algebra. If a ∈ Soc(A) ∩
QN(A), then a ∈ N(A).
Proof :
Suppose that a ∈ Soc(A) ∩ QN(A). Since a ∈ QN(A), we have that σ(a) =
{0} and since a ∈ Soc(A), it follows from Lemma 2.5.4 that there exists a
polynomial p of degree n (say) such that p(a) = 0. By the spectral mapping
theorem the constant term in p must be zero. Let m be the smallest power of
a in p(a). Then
0 = p(a) = am(αm1+ αm+1a+ · · ·+ αnan−m),
where αm 6= 0. Again by the spectral mapping theorem, σ(ak) = {0} for
all k ≥ 1, and hence 0 /∈ σ(αm1 + αm+1a + · · · + αnan−m), so that αm1 +
αm+1a + · · · + αnan−m ∈ A−1. It then follows that am = 0; that is, a ∈ N(A).

Corollary 2.5.6 Let A be a semisimple Banach algebra. If a ∈ Soc(A), then
#σ(a) <∞.
Proof :
Suppose that a ∈ Soc(A). By Lemma 2.5.4, a is algebraic of degree n (say),
and hence there exists a polynomial p of degree n such that p(a) = 0. By the
spectral mapping theorem we have that
0 = σ(p(a)) = p(σ(a)) = {p(λ) : λ ∈ σ(a)}.
Hence, every element of σ(a) is a root of p. Since deg p = n, we must have
that #σ(a) ≤ n. This completes the proof. 
Proposition 2.5.7 Let A be a semisimple Banach algebra. The spectrum is
continuous on Soc(A).
Proof :
Let a ∈ Soc(A). By Corollary 2.5.6, #σ(a) < ∞ and hence σ(a) is totally
disconnected. Since a ∈ Soc(A) was arbitrary, we have from Corollary 2.4.5
that x→ σ(x) is continuous on Soc(A). 
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2.6 The spectral rank of a semisimple Banach
algebra element
In the previous section we briefly discussed spatially finite-rank elements in a
semiprime Banach algebra. In 1996, B. Aupetit and H. du T. Mouton defined
another type of finite-rank element. We have the following definition.
Definition 2.6.1 (Spectral rank) ([3], p.117) Let A be a semisimple Ba-
nach algebra. An element a ∈ A is said to be a spectrally finite-rank element
if there exists a positive integer m such that #σ′A(ax) ≤ m, for all x ∈ A. The
smallest such m will be called the spectral rank of a, denoted by rankA(a).
By G we denote the set of spectrally finite-rank elements of a semisimple
Banach algebra. Note that Definition 2.6.1 implies that
rankA(a) = sup{#σ′A(ax) : x ∈ A},
for a ∈ G. By the remark following the definition of the spectrum, rankA(a) =
sup{#σ′A(xa) : x ∈ A} is an alternative representation of the spectral rank.
If the Banach algebra under discussion is clear from the context, then we will
only write rank(a).
We call an idempotent p 6= 0 of a Banach algebra A minimal if every non-
zero element of pAp is invertible in pAp.
The next result gives a few basic properties of the spectral rank.
Proposition 2.6.2 ([3], p.117) Let A be a semisimple Banach algebra, a, x ∈
A and p ∈ A an idempotent. Then
(a) rank(ax) ≤ rank(a) and rank(xa) ≤ rank(a),
(b) rank(ua) = rank(a) = rank(au), if u ∈ A−1,
(c) rank(a) = rank(1), if a ∈ A−1,
(d) rank(p) = 1 if and only if p is minimal.
Let us remark that the notion of the spectral rank coincides with the notion
of the rank of a bounded linear operator T on a Banach space X ([3], p.118).
In the 1993 paper of Mouton and Raubenheimer [18], they indirectly showed
the following relationship between spatially finite-rank elements and spectrally
finite-rank elements in semisimple Banach algebras. A complete proof can be
found in the masters thesis ([20], Theorem 4.4.1) of K. Muzundu.
Theorem 2.6.3 ([18], Theorem 3.1) If A is a semisimple Banach algebra,
then F = G.
Hence in a semisimple Banach algebra A we have that F = G = Soc(A),
which implies that the socle of A can be expressed as Soc(A) = {a ∈ A :
rank(a) <∞}. Also, since the sets F , G and Soc(A) coincide in a semisimple
Banach algebra A, we will unambiguously refer to the elements of these sets
as elements of the socle of A.
The following result will be required in the proof of Theorem 6.3.5.
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Lemma 2.6.4 Let A be a semisimple Banach algebra and p an idempotent of
A. If b ∈ pAp ∩ Soc(A), then rankpAp(b) = rankA(b).
Proof :
Suppose that p = p2 and that b ∈ pAp ∩ Soc(A). Let x ∈ A be such that
b = pxp. By using Lemma 2.2.9 and the remark following the definition of the
spectrum we have that
rankA(b) = sup{#σ′A(by) : y ∈ A}
= sup{#σ′A(pxpy) : y ∈ A}
= sup{#σ′A(p(pxpy)) : y ∈ A}
= sup{#σ′A((pxpy)p) : y ∈ A}
= sup{#σ′pAp(pxp2yp) : y ∈ A}
= sup{#σ′pAp(bpyp) : y ∈ A} = rankpAp(b)

Lemma 2.6.4 implies that if b ∈ pAp ∩ Soc(A), where p is an idempotent of a
semisimple Banach algebra A, then we may refer unambiguously to rank(b).
Definition 2.6.5 ([3], p.118) Let A be a semisimple Banach algebra and a ∈
Soc(A). The set E(a) is defined by
E(a) = {x ∈ A : rank(a) = #σ′(xa)}.
By the definition of the spectral rank, E(a) 6= ∅. The set E(a) gives rise to the
following definition.
Definition 2.6.6 (Maximal finite-rank) ([3], p.118) Let A be a semisim-
ple Banach algebra. An element a ∈ Soc(A) is called a maximal finite-rank
element if rank(a) = #σ′(a).
The following result will be useful in the proof of Theorem 6.3.5.
Theorem 2.6.7 (Density of maximal finite-rank elements) ([3], Theo-
rem 2.2) Let A be a semisimple Banach algebra and a ∈ Soc(A). Then E(a)
is a dense open subset of A.
Theorem 2.6.8 (Diagonalization theorem) ([3], Theorem 2.8) Let A be a
semisimple Banach algebra and 0 6= a ∈ Soc(A). If a is a maximal finite-rank
element and σ′(a) = {λ1, . . . , λn}, then a = λ1p1+ · · ·+λnpn, where p1, . . . , pn
are orthogonal minimal idempotents.
In the following two results we present a few basic properties of the rank of a
matrix that will be required in the proof of Theorem 6.3.5.
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Proposition 2.6.9 ([14], Theorems 3.17 and 3.18) Let A ∈Mn(C). Then
(a) rank(A) ≤ n,
(b) rank(A) = n if and only if A ∈Mn(C)−1.
Lemma 2.6.10 Let A,B ∈ Mn(C). If A ∈ Mn(C)−1, AB is maximal finite-
rank and rank(A) = #σ′(AB), then B ∈Mn(C)−1.
Proof :
Suppose that A ∈ Mn(C)−1, AB is maximal finite-rank and that rank(A) =
#σ′(AB). Then, by hypothesis and Propositions 2.6.2(b) and 2.6.9(b), we have
that
rank(B) = rank(AB) = #σ′(AB) = rank(A) = n.
Hence, using Proposition 2.6.9(b) again, we have thatB ∈Mn(C)−1. 
2.7 Continuity of inversion in a Banach algebra
Theorem 2.7.1 ([2], Theorem 3.2.3) Let A be a Banach algebra and a ∈
A−1. If ||x − a|| < 1||a−1|| , then x ∈ A−1. Moreover, the mapping x 7→ x−1 is
continuous from A−1 onto A−1.
The map in Theorem 2.7.1 will be called inversion. This theorem implies that
B(a, ||a−1||−1) ⊆ A−1 for all a ∈ A−1, indicating that the set A−1 is open.
The following two lemmas are well-known continuity results for invertibility.
Lemma 2.7.2 ([25], (A), p.207) Let A be a Banach algebra, (an) a convergent
sequence in A with limit a, and suppose all an are invertible. Then the following
statements are equivalent:
(a) sup{||a−1n || : n ∈ N} <∞.
(b) a is invertible and the sequence (a−1n ) is convergent with limit a−1.
Proof :
Suppose that an → a as n → ∞, where all an are invertible in A. For the
non-trivial implication, suppose that (a) holds. Let C = sup{||a−1n || : n ∈ N}.
Then C > 0 and for all n ∈ N we have that ||a−1n || ≤ C. Since an → a as
n → ∞, we can find a positive integer N such that ||an − a|| < C−1, for all
n ≥ N. Hence, for all n ≥ N,
||a−1n (a− an)|| ≤ ||a−1n ||||a− an|| < CC−1 = 1.
By Theorem 2.1.9, 1+a−1n (a−an) ∈ A−1, so that a = an[1+a−1n (a−an)] ∈ A−1.
Hence an → a in A−1 as n → ∞, so that a−1n → a−1 as n → ∞ by Theorem
2.7.1. 
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Lemma 2.7.3 ([25], (B), p.208) Let A be a Banach algebra and (an) a con-
vergent sequence in A with limit a. If a ∈ A−1, then an ∈ A−1 for all sufficiently
large n, and a−1n → a−1 as n→∞.
Proof :
Suppose that an → a ∈ A−1 as n→∞. Since A−1 is open, we can find an r > 0
such that B(a, r) ⊆ A−1. Since an → a as n→∞, there exists an N ∈ N such
that, for all n ≥ N, the inequality ||an − a|| < r holds, that is, an ∈ B(a, r).
Hence, for all n ≥ N, (an) is a sequence of invertible elements which converge
to a in A−1. By Theorem 2.7.1, a−1n → a−1 as n→∞. 
2.8 Bounded linear operators on Banach spaces
Recall that L(X) denotes the Banach algebra of all bounded linear operators
on a complex Banach space X. Let T ∈ L(X). The set of all x ∈ X such that
Tx = 0 is called the null space of T. The range of T is the set of all Tx with
x ∈ X. We use the notations Null(T ) and R(T ) to denote the null space and
the range of T, respectively. It is well-known that Null(T ) is closed.
Definition 2.8.1 (Ascent, descent) ([19], p.178) Let T ∈ L(X). The as-
cent (descent) of T is the smallest non-negative integer k such that Null(T k) =
Null(T k+1) (R(T k) = R(T k+1)). We write asc(T ) and des(T ) to denote the as-
cent and descent of T, respectively.
We need the following result in Chapter 7.
Theorem 2.8.2 ([19], Theorem 4, Corollary 5, p.179) Let T ∈ L(X). If
asc(T ) and des(T ) are finite, then asc(T ) = des(T ) = k(say) and hence R(T k)
is closed and X = Null(T k) ⊕ R(T k). Also, Null(T k) and R(T k) are invari-
ant subspaces of T, that is, T (Null(T k)) ⊆ Null(T k) and T (R(T k)) ⊆ R(T k).
Moreover, T k|Null(Tk) = 0 and T|R(Tk) ∈ L(R(T k))−1.
If X is a normed space, then the dual of X, which is the set of all bounded
linear functionals on X, will be denoted by X∗.
The adjoint of T ∈ L(X), denoted by T ∗, is the unique operator T ∗ : X∗ →
X∗ satisfying
(T ∗g)(x) = g(Tx),
for all x ∈ X and g ∈ X∗. It is well-known that ||T || = ||T ∗||. The following
two useful properties can be easily shown:
Null(T ∗) = R(T )⊥ = {f ∈ X∗ : f(y) = 0 for all y ∈ R(T )}
and
R(T ∗) = Null(T )⊥ = {f ∈ X∗ : f(y) = 0 for all y ∈ Null(T )}.
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Definition 2.8.3 (Minimum modulus) ([19], Definition 3, p.86) Let X
and Y be Banach spaces and T : X → Y a bounded linear operator. We
define the minimum modulus j(T ) of T by
j(T ) := inf{||Tx|| : x ∈ X, ||x|| = 1}.
It can be easily shown that
j(T ) = inf
{ ||Tx||
||x|| : x ∈ X, x 6= 0
}
is an alternative formula for the minimum modulus. It is also clear from the
definition of the minimum modulus that j(T ) ≤ ||T ||.
Finally, the following result will be needed in Chapter 6.
Example 2.8.4 ([19], p.93) Let H be a Hilbert space with an orthonormal
basis {ei≥0}. If wi ≥ 0 and T : H → H is defined by Tei = wiei+1, then
σL(H)(T ) = B(0, r(T )) := {λ ∈ C : |λ| ≤ r(T )}.
The operator in Example 2.8.4 is called the weighted unilateral shift with
weights wi ≥ 0.
2.9 Reduced minimum modulus
Definition 2.9.1 (Reduced minimum modulus) ([19], p.97) Let T ∈ L(X).
We define the reduced minimum modulus of T, denoted by γ(T ), by
γ(T ) =
{
inf {||Tu|| : u ∈ X,D(u,Null(T )) = 1} if T 6= 0
∞ if T = 0.
Lemma 2.9.2 ([19], Theorem 3, p.97) If T ∈ L(X), then γ(T ) = γ(T ∗).
If T ∈ L(X), we denote by T˜ the operator T˜ : X/Null(T )→ R(T ), defined by
T˜ (x+Null(T )) = Tx.
It is clear that R(T˜ ) = R(T ); hence the range of T˜ is dense in R(T ). An
important property of T˜ is that it is one-to-one. Therefore, if T has closed
range, then T˜ is invertible. Also, if T is invertible, then T˜ = T.
It is easy to see, from the definition of the reduced minimum modulus,
that γ(T ) = j(T ) whenever T is one-to-one. In general we have the follow-
ing relationship between the minimum modulus and the reduced minimum
modulus.
Lemma 2.9.3 ([19], Lemma 1, p.97) If T ∈ L(X), then γ(T ) = j(T˜ ).
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Lemma 2.9.4 ([19], Theorem 7, p.87) If T ∈ L(X) has closed range, then
γ(T ) = ||T˜−1||−1. Hence, if T ∈ L(X)−1, then γ(T ) = ||T−1||−1.
Proof :
Suppose that T ∈ L(X) has closed range. Using Lemma 2.9.3 and the fact
that T˜ is invertible, we have that
γ(T ) = j(T˜ ) = inf
{
||T˜ (x+Null(T ))||
||x+Null(T )||X/Null(T ) : x /∈ Null(T )
}
=
(
sup
{ ||x+Null(T )||X/Null(T )
||T˜ (x+Null(T ))|| : x /∈ Null(T )
})−1
=
(
sup
{
||T˜−1(Tx)||X/Null(T )
||Tx|| : x /∈ Null(T )
})−1
= ||T˜−1||−1.

The following result gives a relation between the reduced minimum modulus
and the closedness of the range of a bounded linear operator.
Theorem 2.9.5 ([19], Theorem 2, p.97) Let T ∈ L(X). Then R(T ) is closed
if and only if γ(T ) > 0.
2.10 The gap between closed subspaces
In this section we introduce the notion of the gap between two closed subspaces
of a Banach space.
Definition 2.10.1 (Gap) ([19], Definition 5, p.98) Let X be a complex Ba-
nach space and let M,N ⊆ X be closed subspaces. We define the gap between
M and N by
gap(M,N) = max{δ(M,N), δ(N,M)},
where
δ(M,N) =
{
sup{D(u,N) : u ∈M, ||u|| = 1} if M 6= {0}
0 if M = {0}.
It is clear from the definition of the gap that gap(M,N) = gap(N,M). We
also have, from the definition of δ, that δ(M,N) = 1 if N = {0} and M 6= {0},
and δ(M,N) = 0 whenever M ⊆ N.
The gap can be seen as a function which measures the “distance” between
two subspaces. Note that the gap is not a proper distance function, since it
does not in general satisfy the triangle inequality required to be a distance
function ([19], Lemma 6, p.98).
The following result will be required in Chapter 7.
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Theorem 2.10.2 ([19], Theorem 8, p.99) Let X be a complex Banach space
and let M,N ⊆ X be closed subspaces. Then gap(M,N) = gap(M⊥, N⊥).
We will continue our discussion on the gap in Chapter 7.
2.11 Connections between the gap and the
reduced minimum modulus
In this section we formulate and prove useful relations between the reduced
minimum modulus and the gap function (Lemma 2.11.3). In order to do so,
we need the following simple auxiliary result. We will, as a result of Theorem
2.9.5, only consider bounded linear operators with closed range.
Lemma 2.11.1 Let T ∈ L(X) be a closed range operator and s a positive
number strictly less that γ(T ). The following statements are true:
(a) ||x+Null(T )||X/Null(T ) < 1s for all x ∈ X with ||Tx|| = 1.
(b) If x ∈ X satisfies ||Tx|| = 1, then there exists an element x0 ∈ X such
that Tx0 = Tx and ||x0|| ≤ 1s .
(c) If x ∈ X, then there exists an element x1 ∈ X such that Tx1 = Tx and
||x1|| ≤ 1s ||Tx||.
Proof :
Suppose that R(T ) is closed and s > 0 is such that s < γ(T ).
(a) By Lemma 2.9.4 we have that ||T˜−1|| = γ(T )−1 < s−1, and hence ||T˜−1y|| <
s−1 for all y ∈ R(T ) with ||y|| = 1. Set y = Tx. It then follows that for all
x ∈ X with ||Tx|| = 1 we have that ||x+Null(T )|| < 1
s
.
(b) Let x ∈ X be such that ||Tx|| = 1. From (a) it follows that ||x +
Null(T )||X/Null(T ) < 1s . Let  > 0 be such that ||x + Null(T )||X/Null(T ) +  = 1s .
By the definition of the greatest lower bound there exists y ∈ Null(T ) such
that ||x + y|| < ||x + Null(T )||X/Null(T ) +  = 1s . Let x0 = x + y. Then
Tx0 = T (x+ y) = Tx and ||x0|| ≤ 1s .
(c) If x ∈ Null(T ), then x1 = 0 works. Now suppose that x /∈ Null(T ). Then∣∣∣∣∣∣T ( x||Tx||)∣∣∣∣∣∣ = 1. By (b) there exists an x0 ∈ X such that Tx0 = T ( x||Tx||)
and ||x0|| ≤ 1s . Set x1 = ||Tx||x0. It then follows that Tx1 = Tx and ||x1|| =||Tx||||x0|| ≤ 1s ||Tx||. 
The following result will be required in the proof of Lemma 2.11.3. We will,
however, not prove this result, since a complete proof can be found in the book
of Müller (see [19]).
Lemma 2.11.2 ([19], Lemma 13, p.101) Let A,B ∈ L(X) be closed range
operators. If δ(Null(A),Null(B)) < 1
2
, then
γ(A) ≤ ||A−B||+ γ(B)
1− 2δ(Null(A),Null(B)) .
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Let us remark that our next result is Lemma 3.4 in [13]. It was originally
proved in [16] but, since this reference may not be readily available, we will
supply a proof. For assertions (1) and (2) in Lemma 2.11.3 we follow along the
same lines as that of ([19], Lemma 12, p.101) and rely on Lemma 2.11.1. We
use Lemma 2.11.2 in the proof of statement (3). Lemma 2.11.3 will then in
turn be used in the proof of Lemma 2.11.4. Let us mention that, for T ∈ L(X),
R(T ) is closed if and only if R(T ∗) is closed ([19], Theorem 16, p.396).
Lemma 2.11.3 ([16], p.268-269) Let A,B ∈ L(X) be closed range operators.
Then
(1) gap(Null(A),Null(B)) ≤ max
{
1
γ(A)
, 1
γ(B)
}
||A−B||,
(2) gap(R(A),R(B)) ≤ max
{
1
γ(A)
, 1
γ(B)
}
||A−B||,
(3) |γ(A)−γ(B)| ≤ 3||A−B||
1−2gap(Null(A),Null(B)) , whenever gap(Null(A),Null(B)) <
1
2
,
(4) |γ(A)− γ(B)| ≤ 3||A−B||
1−2gap(R(A),R(B)) , whenever gap(R(A),R(B)) <
1
2
.
Proof :
Suppose that R(A) and R(B) are closed in X.
(1) Since R(A) is closed, γ(A) > 0 by Theorem 2.9.5. Let s be a positive
number such that s < γ(A). If Null(B) = {0}, then
δ(Null(B),Null(A)) = 0 ≤ γ(A)−1||A−B||.
Now suppose that Null(B) 6= {0} and let x ∈ Null(B) with ||x|| = 1. Then
||Ax|| = ||(A − B)x|| ≤ ||A − B||. By Lemma 2.11.1(c) we have that there
exists an x1 ∈ X such that Ax1 = Ax and ||x1|| ≤ s−1||Ax|| ≤ s−1||A − B||.
Since x− x1 ∈ Null(A), we have that
D(x,Null(A)) ≤ ||x− (x− x1)|| = ||x1|| ≤ s−1||A−B||,
so that δ(Null(B),Null(A)) ≤ s−1||A − B||. Since s in 0 < s < γ(A) was
arbitrary, it follows that
δ(Null(B),Null(A)) ≤ γ(A)−1||A−B||.
Analogously, using the fact that R(B) is closed, we have that
δ(Null(A),Null(B)) ≤ γ(B)−1||A−B||.
Now,
δ(Null(B),Null(A)) ≤ γ(A)−1||A−B|| ≤ max
{
1
γ(A)
,
1
γ(B)
}
||A−B||
Stellenbosch University  http://scholar.sun.ac.za
CHAPTER 2. PRELIMINARIES 27
and
δ(Null(A),Null(B)) ≤ γ(B)−1||A−B|| ≤ max
{
1
γ(A)
,
1
γ(B)
}
||A−B||,
so that gap(Null(A),Null(B)) ≤ max
{
1
γ(A)
, 1
γ(B)
}
||A−B||.
(2) Since R(A) is closed, γ(A) > 0 by Theorem 2.9.5. Let s be a positive
number such that s < γ(A). If R(A) = {0}, then
δ(R(A),R(B)) = 0 ≤ γ(A)−1||A−B||.
Now suppose that R(A) 6= {0} and let y ∈ R(A) with ||y|| = 1. Then there
exists an element x ∈ X such that Ax = y. We also have from Lemma
2.11.1(c) that there exists an element x1 ∈ X such that Ax1 = Ax and
||x1|| ≤ s−1||Ax|| = s−1. Hence
D(y,R(B)) ≤ ||y −Bx1|| = ||(A−B)x1|| ≤ ||A−B||||x1|| ≤ s−1||A−B||,
so that δ(R(A),R(B)) ≤ s−1||A− B||. Since s in 0 < s < γ(A) was arbitrary,
it follows that
δ(R(A),R(B)) ≤ γ(A)−1||A−B||.
A similar argument, using the fact that R(B) is closed, shows that
δ(R(B),R(A)) ≤ γ(B)−1||A−B||.
Hence
gap(R(A),R(B)) ≤ max
{
1
γ(A)
,
1
γ(B)
}
||A−B||.
(3) Suppose that gap(Null(A),Null(B)) < 1
2
. It suffices to show that
γ(A) ≤ 3||A−B||
1− 2gap(Null(A),Null(B)) + γ(B). (2.11.1)
If γ(A) < γ(B), then γ(A) − γ(B) < 0 ≤ 3||A−B||
1−2gap(Null(A),Null(B)) , and hence
(2.11.1) holds.
If γ(A) ≥ γ(B), then max
{
1
γ(A)
, 1
γ(B)
}
= 1
γ(B)
. By (1) we have that
γ(B)gap(Null(A),Null(B)) ≤ ||A−B||
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and hence, by also using Lemma 2.11.2, it follows that
γ(A)− γ(B) ≤ ||A−B||+ γ(B)
1− 2δ(Null(A),Null(B)) − γ(B)
=
||A−B||+ γ(B)− γ(B)[1− 2δ(Null(A),Null(B))]
1− 2δ(Null(A),Null(B))
≤ ||A−B||+ 2γ(B)gap(Null(A),Null(B))
1− 2δ(Null(A),Null(B))
≤ ||A−B||+ 2||A−B||
1− 2δ(Null(A),Null(B))
≤ 3||A−B||
1− 2gap(Null(A),Null(B)) .
Hence (2.11.1) holds and the result then follows.
(4) Suppose that gap(R(A),R(B)) < 1
2
. It then follows from Theorem 2.10.2
that
gap(Null(A∗),Null(B∗)) = gap(R(A)⊥,R(B)⊥)
= gap(R(A),R(B)) <
1
2
.
Since A∗ and B∗ are closed range operators, it follows from (3) together with
Lemma 2.9.2 that
|γ(A)− γ(B)| = |γ(A∗)− γ(B∗)| ≤ 3||A
∗ −B∗||
1− 2gap(Null(A∗),Null(B∗))
=
3||A−B||
1− 2gap(R(A),R(B)) .
This completes the proof. 
We immediately have the following lemma. Take note that Lemma 2.11.4 is
Lemma 3.5 in [13]. Just like the previous lemma, this result was originally
proved by Markus in [16]. Lemma 2.11.4 will be useful in Chapter 7.
Lemma 2.11.4 ([16], Theorem 2, Remark 1) Let Tn, T ∈ L(X) be closed
range operators such that Tn → T as n → ∞. The following statements are
equivalent:
(a) inf{γ(Tn) : n ∈ N} > 0
(b) γ(Tn)→ γ(T ) as n→∞
(c) gap(R(Tn),R(T ))→ 0 as n→∞
(d) gap(Null(Tn),Null(T ))→ 0 as n→∞
Proof :
Suppose that Tn and T are closed range operators in L(X) such that Tn → T
as n→∞.
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(a)⇒(c): Suppose that inf{γ(Tn) : n ∈ N} > 0. By Lemma 2.11.3(2) we have
that gap(R(Tn),R(T )) ≤ max
{
1
γ(Tn)
, 1
γ(T )
}
||Tn − T ||. The result will follow if
we can show thatmax
{
1
γ(Tn)
, 1
γ(T )
}
is bounded. Let N = inf{γ(Tn) : n ∈ N} >
0. Then 1
γ(Tn)
≤ 1
N
, for all n ∈ N, so that max
{
1
γ(Tn)
, 1
γ(T )
}
≤ max
{
1
N
, 1
γ(T )
}
.
By our assumption Tn → T as n → ∞; hence gap(R(Tn),R(T )) → 0 as
n→∞.
(a)⇒(d): The proof is similar to the above implication using Lemma 2.11.3(1).
(d)⇒(b): Suppose that gap(Null(Tn),Null(T ))→ 0 as n→∞. Then there ex-
ists n0 ∈ N such that gap(Null(Tn),Null(T )) < 14 , for all n ≥ n0. Let 0 <  < 1.
Since Tn → T as n → ∞, we can find an n1 ∈ N such that ||Tn − T || < 16,
for all n ≥ n1. Let N = max{n0, n1}. Now, by Lemma 2.11.3 (3) we have that
|γ(Tn)− γ(T )| ≤ 3||Tn−T ||1−2gap(Null(Tn),Null(T )) < , for all n ≥ N. Hence γ(Tn)→ γ(T )
as n→∞.
(c)⇒(b): : A similar argument as in the above implication can be used, to-
gether with Lemma 2.11.3 (4).
(b)⇒(a): Suppose that γ(Tn) → γ(T ) as n → ∞. Since R(Tn) is closed for
all n, we have that γ(Tn) > 0 for all n, and hence inf{γ(Tn) : n ∈ N} ≥ 0. If
inf{γ(Tn) : n ∈ N} = 0, then by the definition of the greatest lower bound, for
every k ∈ N, there exists a Tnk such that γ(Tnk) < inf{γ(Tn) : n ∈ N}+ 1k = 1k .
Hence γ(Tnk) → 0 as k → ∞. But this contradicts the fact that γ(T ) > 0;
hence inf{γ(Tn) : n ∈ N} > 0. 
2.12 The Drazin inverse in Mn(C) and L(X)
Recall that Mn(C) denotes the algebra of all n × n matrices with complex
entries and L(X) denotes the algebra of all bounded linear operators on a
complex Banach space X. The Drazin inverses of the elements of Mn(C) and
L(X) have been intensively studied by authors such as A. Ben-Israel and T.
N. E. Greville ([4]) and King ([11]), respectively. In this section we present
some of the well-known results obtained for the Drazin inverse of a square
matrix and the Drazin inverse of a bounded linear operator that will be used,
and in some instances generalized to arbitrary Banach algebra elements, in
subsequent chapters.
Definition 2.12.1 (Drazin inverse of a square matrix) ([4], p.152) An
element B ∈ Mn(C) is said to have a Drazin inverse if there exists an ele-
ment X ∈Mn(C) and k ∈ N such that:
• BX = XB
• XBX = X
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• BkXB = Bk
The matrix X in the definition above is unique ([4], Theorem 7, p.164) and
will be called the Drazin inverse of B. We use the notation Bd to denote the
Drazin inverse of B. Let us also mention that every square matrix is Drazin
invertible.
If, however, k = 1 in Definition 2.12.1, then X is called the group inverse
of A. The terminology was given since the positive powers of a given matrix
and its group inverse constitute an Abelian group. We have the following
well-known results for matrices in Mn(C).
Theorem 2.12.2 ([4], Theorem 2, p.156) An element B ∈Mn(C) has a group
inverse if and only if rank(B) = rank(B2).
Theorem 2.12.3 (Core-nilpotent decomposition of a square matrix)
([4], Theorem 11, p.169) Every B ∈ Mn(C) has a unique decomposition of
the form B = C + N, where C has a group inverse, N is nilpotent and
NC = CN = 0. Moreover, C is the group inverse of Bd.
We call C in Theorem 2.12.3 the core matrix of B and denote it by B(c).
In [8] Campbell and Meyer proved the following result for the continuity of
the Drazin inverse of a square matrix.
Theorem 2.12.4 (Campbell and Meyer) ([8], Theorem 10.7.1) Let Bn, B ∈
Mn(C) be such that Bn → B as n → ∞. Then the following statements are
equivalent:
(a) Bdn → Bd as n→∞.
(b) There exists n0 ∈ N such that rank
(
B
(c)
n
)
= rank
(
B(c)
)
for all n ≥ n0.
Following is the definition of a Drazin invertible bounded linear operator.
Definition 2.12.5 (Drazin inverse of a bounded linear operator) ([11],
p.383) Let T ∈ L(X). An element T ∈ L(X) is said to have a Drazin inverse
if there exists S ∈ L(X) and k ∈ N such that:
• TS = ST
• STS = S
• T kST = T k
The following result will be required in Chapter 7.
Theorem 2.12.6 ([11], Theorem 4) Let T ∈ L(X). Then T has a Drazin
inverse if and only if it has finite ascent and descent. In such a case, if k is the
smallest integer for which T has a Drazin inverse, then asc(T ) = des(T ) = k.
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Chapter 3
Group inverses
The objective of this chapter is to introduce the concept of a group inverse
in an algebra and prove some of the properties of these elements. Most of
the work done in this chapter comes from the paper (see [25]) by Roch and
Silbermann. This chapter is divided into two sections. In Section 3.1 we
investigate properties like the existence and uniqueness of the group inverse
in an algebra. The aim of Section 3.2 is to discuss the spectrum of a group
invertible element. The main results in this chapter are Proposition 3.1.4,
Proposition 3.1.6 and Proposition 3.2.4.
3.1 Introducing the group inverse in algebras
We start by first introducing the concept of a regular element, which is a gen-
eralization of the concept of an inverse. Our reason for introducing this notion
is to showcase the following advantage group invertibility has over regular el-
ements: the uniqueness of the group inverse provided it exists (Proposition
3.1.4).
Definition 3.1.1 (Regular) ([10], Definition 7.3.1) Let A be an algebra. An
element a ∈ A is said to be regular if there exists an element b ∈ A such that
a− aba = 0.
We will call b a regular inverse of a. It is clear from Definition 3.1.1 that
every invertible element is regular. Hence, the concept of a regular element
generalizes the concept of an inverse. We continue by introducing yet another
generalization of invertibility.
Definition 3.1.2 (Group inverse) ([25], p.197) Let A be an algebra. An
element a ∈ A is said to be group invertible if there exists an element b ∈ A
such that:
• ab = ba
31
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• bab = b
• a− aba = 0
We call b in Definition 3.1.2 a group inverse of a.We will see later (Proposition
3.1.4) that group inverses are actually unique. It is obvious that if b is a group
inverse of a, then a is a group inverse of b, that is, group inverses are symmetric.
It is also clear from the definition of a group inverse that every idempotent
is group invertible with itself as a group inverse and that group invertible
elements are regular. Let Ag denote the set of all group invertible elements. It
is easy to verify that the equations in Definition 3.1.2 hold when a is invertible
(choose b = a−1). Hence A−1 ⊆ Ag. This inclusion is strict since 0 ∈ Ag, but
0 /∈ A−1.
We state and prove the following simple useful lemma for group inverses.
Lemma 3.1.3 Let A be an algebra and a, b ∈ A.
(1) If a is group invertible with a group inverse b, then ak is group invertible
with a group inverse bk.
(2) If bab = b, then ab is an idempotent.
Proof :
(1) Suppose that a is group invertible with a group inverse b. Since a and b
commute, we have that akbk = (ab)k = (ba)k = bkak, bkakbk = (bab)k = bk and
akbkak = (aba)k = ak. We have thus shown that ak is group invertible with a
group inverse bk.
(2) If bab = b, then (ab)2 = a(bab) = ab, and hence ab is an idempotent.

Note that generalized inverses are not unique in general. For example, consider
a regular element a and suppose that b is a regular inverse of a. One can then
easily verify that the element bab is also a regular inverse of a. A logical question
to ask is whether group inverses are unique provided they exist. The following
result shows that this is indeed the case.
Proposition 3.1.4 Let A be an algebra. A group invertible element in A can
have at most one group inverse.
Proof :
Let a be group invertible with group inverses b and c. Then, using Lemma
3.1.3(2) and the fact that both b and c commute with a, we have that
b = bab = b2a = b2aca = b2a(ca)2 = b2ac2a2 = b2a3c2
and
c = cac = ac2 = abac2 = (ab)2ac2 = a2b2ac2 = b2a3c2.
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Hence b = c. 
The group inverse of an algebra element a will be denoted by ag.
Our next concern is the existence of a group inverse of an algebra element.
We observe that, for an arbitrary algebra A, we do not have that A = Ag,
that is, not every element is group invertible. For instance, if we consider the
algebra C[0, 1] and a ∈ C[0, 1], defined by a(x) = x for x ∈ [0, 1], then this fact
(see content of Example 3.2.2) can easily be seen from a result we will prove
later on (see Lemma 3.2.1). This lemma describes the spectrum of a group
invertible element.
Another example illustrating that not all algebra elements are group in-
vertible is presented next.
Lemma 3.1.5 Let A be an algebra. A non-zero element a ∈ N(A) cannot be
group invertible.
Proof :
Suppose this is not true, where 0 6= a ∈ N(A) is group invertible. Let k be
the smallest positive integer such that ak = 0. Since a = aaga, we have that
ak−2a = ak−2aaga, that is, ak−1 = akag = 0. But this is a contradiction; hence
the result follows. 
For an algebra A with the property that N(A) 6= {0}, Lemma 3.1.5 implies
that A 6= Ag. An example of such an algebra isM2(C) (see content of Example
3.2.3).
In our next result we address the problem of developing conditions for the
existence of a group inverse in an algebra.
Proposition 3.1.6 ([25], Lemma 3) Let A be an algebra. An element a ∈ A
is group invertible if and only if there exists an idempotent p ∈ A such that
ap = pa, a+ p is invertible and ap = 0. (3.1.1)
If the conditions in (3.1.1) are satisfied, then ag = (a+ p)−1(1− p).
Proof :
Suppose that a ∈ A is group invertible with ag = b. Let p := 1−ba. By Lemma
3.1.3(2), p is an idempotent. We also have that ap = pa = 0 = pb = bp. It
then follows that
(a+ p)(b+ p) = ab+ ap+ pb+ p2 = ab+ p = 1.
Since a+p and b+p commute, we have that a+p is invertible with (a+p)−1 =
b+ p.
Conversely, suppose that p is any idempotent satisfying the conditions in
(3.1.1). We show that b = (a + p)−1(1 − p) is the group inverse of a: Since
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ap = pa we have that ba = (a+ p)−1(1− p)a = a(a+ p)−1(1− p) = ab. Using
the fact that p(1− p) = 0, it follows that (a+ p)(1− p) = a(1− p). Hence
bab = [(a+ p)−1(1− p)]a[(a+ p)−1(1− p)]
= (a+ p)−1(1− p)(a+ p)−1a(1− p)
= (a+ p)−2(1− p)a
= [(a+ p)−2(1− p)](a+ p)
= (a+ p)−1(1− p)
= b
and
aba = a[(a+ p)−1(1− p)]a = (a+ p)[(a+ p)−1(1− p)]a = (1− p)a = a.
This completes the proof. 
Corollary 3.1.7 ([25], Corollary 2) Let A be an algebra and a ∈ Ag. Then
the idempotent p satisfying the conditions in (3.1.1) is unique.
Proof :
Suppose that a ∈ Ag and that p1 and p2 are idempotents in A satisfying
the conditions in (3.1.1). By Proposition 3.1.6, both (a + p1)−1(1 − p1) and
(a + p2)
−1(1 − p2) are group inverses of a. It then follows from Proposition
3.1.4 that (a+p1)−1(1−p1) = (a+p2)−1(1−p2), and hence (1−p1)(a+p2) =
(a + p1)(1 − p2). This gives a + p2 − ap1 − p1p2 = a − ap2 + p1 − p1p2. Using
the fact that ap1 = 0 = ap2, we have that p1 = p2, confirming the uniqueness.

We call the idempotent p in Proposition 3.1.6 the group idempotent of a.
In Corollary 3.1.8 we give the expression for the group idempotent of an
algebra element.
Corollary 3.1.8 Let A be an algebra and a ∈ Ag. Then the group idempotent
of a is given by p = 1− aga.
Proof :
This is clear by the proof of Proposition 3.1.6. 
Let us remark that, by the symmetric property of group inverses, it follows
from Corollary 3.1.8 that a and ag have the same group idempotent.
We close this section by asking ourselves the following natural question: Is
the sum of two group invertible elements group invertible? We answer this
question in the next example.
Example 3.1.9 Let A be an algebra and a, b ∈ Ag. The element a + b is not
group invertible in general.
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Consider the algebra M2(C). Let a =
(
1 0
1 1
)
and b =
( −1 0
0 −1
)
. Since both a
and b are invertible, they are group invertible. Let c = a + b =
(
0 0
1 0
)
. Then
c2 =
(
0 0
0 0
)
. Since c is a non-zero nilpotent element, we have from Lemma 3.1.5
that c is not group invertible. 
The preceding example shows that the sum of two group invertible elements
is not group invertible in general. The following lemma not only confirms the
existence of the group inverse of the sum of two group invertible elements a
and b under the condition ab = ba = 0, but also gives an expression for it.
Lemma 3.1.10 Let A be an algebra and a, b ∈ Ag. If ab = ba = 0, then
a+ b ∈ Ag with (a+ b)g = ag + bg.
Proof :
Suppose that a and b are elements in Ag satisfying ab = ba = 0. Using the fact
that ab = ba = 0, one can easily verify that bg ∈ Comm a where abg = 0 and
ag ∈ Comm b where agb = 0. Hence (a+b)(ag+bg) = aag+bbg = (ag+bg)(a+b).
We also have that
(a+ b)(ag + bg)2 = (a+ b)((ag)2 + 2agbg + (bg)2) = a(ag)2 + b(bg)2 = ag + bg
and
(a+ b)− (a+ b)2(ag + bg) = (a+ b)− [(a2 + 2ab+ b2)(ag + bg)]
= a+ b− (a2ag + b2bg)
= a− a2ag + b− b2bg = 0,
so that a+ b is group invertible with (a+ b)g = ag + bg. 
3.2 The spectrum of a group invertible element
In this section we describe the spectrum of a group invertible element. We
have the following result by Roch and Silbermann.
Lemma 3.2.1 ([25], Lemma 4) Let A be a Banach algebra and a ∈ Ag. Then
either 0 /∈ σ(a) (i.e. a is invertible) or 0 ∈ iso σ(a).
Proof :
Suppose that a ∈ Ag. If a = 0, then σ(a) = {0} and hence 0 is an isolated point
of the spectrum. If a 6= 0 is group invertible with ag = b, then b 6= 0. Let λ ∈ C
be such that 0 < |λ| < 1||b|| , that is ||λb|| < 1. By Theorem 2.1.9 we have that
1−λb is invertible. Using simple algebraic arguments and the fact that b is the
group inverse of a, we obtain that
[
(1− λb)−1b− 1
λ
(1− ba)] (a− λ1) = 1, so
that a− λ1 is invertible. Since λ /∈ σ(a) for all λ satisfying 0 < |λ| < 1||b|| , we
have that σ(a) ⊆ {0} ∪ {λ : |λ| ≥ 1||b||}. The result then follows. 
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Recall that in the remark following Proposition 3.1.4, we stated that not all
algebra elements are group invertible. Having formulated and proved Lemma
3.2.1, we now show that the element a ∈ C[0, 1], defined by a(x) = x for
x ∈ [0, 1], is not group invertible.
Example 3.2.2 Let A be a Banach algebra. Then A 6= Ag in general.
For a ∈ C[0, 1], defined by a(x) = x for all x ∈ [0, 1], we have that σ(a) =
a[0, 1] = [0, 1]. Since 0 ∈ σ(a)\iso σ(a), it follows from Lemma 3.2.1 that a
is not group invertible. We have thus shown that the algebra C[0, 1] has the
property that C[0, 1] 6= C[0, 1]g. 
A natural question would be if the converse of Lemma 3.2.1 is also true, that
is, if a Banach algebra element a is such that 0 ∈ iso σ(a), whether we can
conclude that a is group invertible? The answer is no in general and we provide
the following example to illustrate this.
Example 3.2.3 Let A be a Banach algebra and a ∈ A. Then 0 ∈ iso σ(a) does
not imply that a is group invertible in general.
Consider the algebra M2(C) and let a =
(
0 0
1 0
)
. Then a2 =
(
0 0
0 0
)
, that is,
a ∈ N(M2(C)) ⊆ QN(M2(C)), so that σ(a) = {0}. Hence, the element a has
the property that 0 ∈ iso σ(a). However, by Lemma 3.1.5, a 6= 0 is not group
invertible. 
The following proposition shows that in the case of semisimple commutative
Banach algebras, the spectral condition in Lemma 3.2.1 is sufficient, yielding
a spectral characterization for the existence of a group inverse in a semisimple
commutative Banach algebra. This result was proved in [25] by Roch and
Silbermann. However, we will give a different proof using the HFC (Theorem
2.3.2). Note that the condition “0 /∈ σ(a) or 0 ∈ iso σ(a)” is equivalent to
0 /∈ acc σ(a).
Proposition 3.2.4 ([25], Proposition 2) Let A be a semisimple commutative
Banach algebra. An element a ∈ A is group invertible if and only if 0 /∈
acc σ(a).
Proof :
We prove only the sufficiency; the necessity follows from Lemma 3.2.1. To
this end suppose that 0 /∈ acc σ(a). Since a ∈ A−1 implies that a is group
invertible, we are only left to show that 0 ∈ iso σ(a) implies that a is group
invertible.
Let 0 ∈ iso σ(a) and U1 and U0 be disjoint open neighbourhoods containing
{0} and σ′(a) respectively. Then U = U0 ∪ U1 is an open neighbourhood
containing σ(a). Define f : U → C as follows:
f(λ) =
{
0 if λ ∈ U0
1 if λ ∈ U1
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By Theorem 2.3.3, p = f(a) is the spectral idempotent of a corresponding to
0. Moreover, p 6= 0 and commutes with a. Let g(λ) = f(λ) + λ. Then
g(λ) =
{
λ if λ ∈ U0
1 + λ if λ ∈ U1.
Moreover, g ∈ H(U) and
g(σ(a)) = {g(λ) : λ ∈ σ′(a)} ∪ {g(λ) : λ = 0} = σ′(a) ∪ {1}.
Hence 0 /∈ g(σ(a)) and by the spectral mapping theorem (HFC(5)) it follows
that 0 /∈ σ(g(a)), so that p+ a = f(a) + a = g(a) ∈ A−1.
Let h(λ) = λf(λ). Then
h(λ) =
{
0 if λ ∈ U0
λ if λ ∈ U1.
Moreover, h ∈ H(U) and h(a) = af(a) = ap. Since
h(σ(a)) = h[(σ(a) ∩ U1) ∪ (σ(a) ∩ U0)] = h({0}) ∪ {0} = {0},
we have again by the spectral mapping theorem that
σ(ap) = σ(h(a)) = h(σ(a)) = {0}.
Hence ap ∈ QN(A). Since A is semisimple, Rad(A) = {0}, and by using the
fact that A is also commutative, we have from Lemma 2.2.10 that ap = 0. By
Proposition 3.1.6 we have that a is group invertible. 
Corollary 3.2.5 Let A be a semisimple commutative Banach algebra and a ∈
A. If 0 ∈ iso σ(a), then the spectral idempotent of a corresponding to 0 is the
group idempotent of a.
Proof :
Suppose that 0 ∈ iso σ(a) and let p denote the spectral idempotent of a cor-
responding to 0. By Proposition 3.2.4, we have that a ∈ Ag. By the proof
of Proposition 3.2.4, p is an idempotent satisfying the conditions in (3.1.1).
Hence the result follows. 
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Chapter 4
Drazin inverses
In his 1958 paper [9], Drazin introduced and studied the concept of a Drazin
invertible element in associative rings and semigroups. The purpose of this
chapter is to develop the theory of Drazin inverses in an algebra. This chapter
consists of two sections. The aim of Section 4.1 is to define the concept of
a Drazin inverse in an algebra and discuss several of its properties, such as
the existence and uniqueness of the Drazin inverse. In Section 4.2 we present
a spectral characterization for Drazin invertibility in semisimple commuta-
tive Banach algebras and develop some results from it. Let us mention that
the group inverse investigated in Chapter 3 is a special case of the Drazin
inverse. We will, however, establish a structure under which these concepts
coincide. The main results in this chapter are Lemma 4.1.5, Proposition 4.1.9
and Lemma 4.2.1.
4.1 Introducing the Drazin inverse in algebras
Definition 4.1.1 (Drazin inverse) ([12], Lemma 2.1) Let A be an algebra.
An element a ∈ A is said to be Drazin invertible if there exists an element
b ∈ A such that:
• ab = ba
• bab = b
• a− aba ∈ N(A)
We call b in Definition 4.1.1 a Drazin inverse of a. We will see later (Lemma
4.1.5) that Drazin inverses are actually unique. It is easy to see from the defi-
nition of a Drazin inverse that every nilpotent element is Drazin invertible with
a Drazin inverse 0. The element a in Definition 4.1.1 is said to be Drazin in-
vertible of degree k if (a−aba)k = 0. Recalling the definition of a group inverse,
we see that group inverses are Drazin inverses of degree 1. Let Ad denote the
set of Drazin invertible elements. Then the inclusions A−1 ( Ag ⊆ Ad hold;
38
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hence Drazin invertible elements, like group invertible elements, generalize in-
vertible elements. We proceed by presenting an example which demonstrates
a case where the inclusion Ag ⊆ Ad is strict. Let us mention that a structure
will be established later on (Corollary 4.2.2) in which the inclusion becomes
an equality sign.
Example 4.1.2 Let A be an algebra. The inclusion Ag ⊆ Ad is strict in
general.
Consider the algebra M2(C). Let a =
(
0 0
1 0
)
. Then a2 =
(
0 0
0 0
)
. Since a is
nilpotent, it is Drazin invertible. By Lemma 3.1.5 a 6= 0 is not group invertible.
Hence M2(C)g (M2(C)d. 
Note that, for an arbitrary algebra A, Lemma 3.1.5 implies that a ∈ Ad\Ag
for all 0 6= a ∈ N(A).
Lemma 4.1.3 Let A be an algebra and a, b ∈ A. If b ∈ Comm a and bab = b,
then for k ∈ N, (a− aba)k = 0 if and only if ak = akba.
Proof :
Suppose that b ∈ Comm a and that bab = b. By Lemma 3.1.3(2) we have that
ab is an idempotent and hence 1− ab is also an idempotent. Let k ∈ N. Then
ak = akba if and only if 0 = ak(1−ba) = ak(1−ba)k = (a(1−ba))k = (a−aba)k.
This completes the proof. 
In almost all cases we will show that an algebra element a − aba is nilpotent
by showing that ak = akba for some k ∈ N, given that ab = ba and bab = b.
Lemma 4.1.4 ([25], p.199) Let A be an algebra. Every Drazin inverse of
degree k in A is a Drazin inverse of degree k + 1.
Proof :
Suppose that a ∈ Ad and let b be a Drazin inverse of a of degree k. In order to
show that b is also a Drazin inverse of a of degree k+1, we only need to prove
that ak+1 = ak+1ba. Since akba = ak, we have that ak+1 = aak = a(akba) =
ak+1ba. Hence the result follows. 
Our next result shows that Drazin inverses are unique if they exist.
Lemma 4.1.5 ([25], Lemma 1) Let A be an algebra. A Drazin invertible
element a ∈ A can have at most one Drazin inverse.
Proof :
Suppose that a ∈ A has a Drazin inverse b of degree k1 and a Drazin inverse
c of degree k2, with k1 < k2. By Lemma 4.1.4 we have that b is also a Drazin
inverse of a of degree k2. Since both b and c satisfy the condition in Lemma
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3.1.3(2), we have that both ab and ac are idempotents. Now, using the fact
that both b and c are Drazin inverses of a of degree k2, we have that
b = bab
= b(ab)k2
= bk2+1ak2
= bk2+1ak2ca
= bk2+1ak2(ca)k2+1
= bk2+1a2k2+1ck2+1.
In a similar way one can show that c = bk2+1a2k2+1ck2+1, so that c = b.

The Drazin inverse of an algebra element a will be denoted by ad.
The following lemma, due to Roch and Silbermann ([25]), gives a relation be-
tween the Drazin inverse and the group inverse. This result will be useful in
Chapter 6.
Lemma 4.1.6 ([25], Lemma 2) Let A be an algebra. An element a ∈ A is
Drazin invertible of degree k in A if and only if ak is group invertible in the
algebra Comm a. Moreover, if a is Drazin invertible of degree k with ad = b,
then bk is the group inverse of ak, and if for some k ∈ N, ak is group invertible
with (ak)g = c, then cak−1 is the Drazin inverse of a of degree k, so that
b = bkak−1 and c = (cak−1)k.
Proof :
Suppose that a ∈ A is Drazin invertible of degree k with ad = b. Then, recalling
the definition of a Drazin inverse and using Lemma 3.1.3(2), we have that
akbk = (ab)k = (ba)k = bkak,
bk = (bab)k = bkakbk and
ak = akba = ak(ba)k = akbkak.
Moreover, since ab = ba, we have that abk = bka. It then follows that ak is
group invertible in Comm a with group inverse bk.
Conversely, suppose that for some k ∈ N, ak is group invertible in Comm
a with (ak)g = c. Then cak−1 is the Drazin inverse of a of degree k: Using the
fact that a and c commute, we have that
a(cak−1) = cak = (cak−1)a,
(cak−1)a(cak−1) = cakcak−1 = cak−1 and
ak(cak−1)a = akcak = ak.
This completes the proof. 
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Corollary 4.1.7 Let A be an algebra. If a ∈ A is Drazin invertible of degree
k, then ak is Drazin invertible of degree p ≥ 1. Moreover, (ak)d = (ad)k.
Proof :
Suppose that a ∈ A is Drazin invertible of degree k. By Lemma 4.1.6 we
have that ak is group invertible, that is Drazin invertible of degree 1, with
(ak)d = (ak)g = (ad)k. The result follows from Lemma 4.1.4. 
Let us remark that Corollary 4.1.7 is an analogue of Lemma 3.1.3(1) for Drazin
inverses.
Following the definition of the Drazin inverse of a square matrix (see Defi-
nition 2.12.1) we remarked that every element of the algebra Mn(C) is Drazin
invertible. This fact is, however, not true for arbitrary algebras, as illustrated
in the following example.
Example 4.1.8 Let A be an algebra. Then A 6= Ad in general.
Consider the algebra C[0, 1]. Define a ∈ C[0, 1] by a(x) = x for all x ∈ [0, 1].
Clearly, ap(x) = xp, for all p ≥ 1. We show that a is not Drazin invertible
in C[0, 1]. We do this by contradiction: Suppose that a is Drazin invertible
of degree k with ad = b. Since ak = akba, we have that ak(x) = (akba)(x),
so that xk = xkb(x)x. This fact forces b to take on the form b(x) = 1
x
, for
x ∈ (0, 1]; hence limx→0+ b(x) = ∞. But this is absurd, since it implies that b
is not continuous at 0. This completes the proof. 
Now that we know that, in general, not all algebra elements are Drazin invert-
ible, we present the next result which provides us with necessary and sufficient
conditions for the existence of a Drazin inverse in an algebra.
Proposition 4.1.9 ([25], Proposition 1) Let A be an algebra. An element
a ∈ A is Drazin invertible of degree k in A if and only if there exists an
idempotent p ∈ A such that
ap = pa, a+ p is invertible and akp = 0. (4.1.1)
If the conditions in (4.1.1) are satisfied, then ad = (a+ p)−1(1− p).
Proof :
Suppose that a ∈ A is Drazin invertible of degree k with ad = b. By Lemma
4.1.6, ak is group invertible in the algebra Comm a with group inverse bk.
Using Proposition 3.1.6 and Corollary 3.1.7, let p ∈ Comm a be the group
idempotent of ak. By Corollary 3.1.8, p = 1− bkak, and by also using Lemma
3.1.3(2) and the fact that a and b commute, we have that p = 1−ba.Moreover,
akp = pak, ak + p is invertible and akp = 0. Since p ∈ Comm a, we have that
ap = pa. We are only left to show that a + p is invertible. In order to do so,
we show that ak + p is invertible if and only if a+ p is invertible:
By using induction and the fact that ap = pa, it can be shown that
an(1− p) + p = [(1− p)a(1− p) + p]n
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for n ≥ 1. Since akp = 0, it follows that
ak + p = ak(1− p) + p = [(1− p)a(1− p) + p]k,
and hence
ak + p is invertible if and only if (1− p)a(1− p) + p is invertible. (4.1.2)
We also have that
a+ p = a− 2ap+ ap+ ap+ p
= a(1− 2p+ p) + ap+ p
= a(1− p)2 + ap2 + p
= (1− p)a(1− p) + pap+ p
= c+ r,
where c := (1− p)a(1− p) + p and r := pap. Now,
rk = (pap)k = (ap)k = akpk = akp = 0,
so that r is nilpotent. From Lemma 2.1.11 it follows that a + p is invertible
if and only if (1 − p)a(1 − p) + p is invertible. The result then follows from
(4.1.2).
Conversely, suppose that p ∈ A is an idempotent satisfying the conditions
in (4.1.1). Let b = (a+ p)−1(1− p). Since ap = pa we have that
ab = a[(a+ p)−1(1− p)] = [(a+ p)−1(1− p)]a = ba.
We also have that
bab = [(a+ p)−1(1− p)]a[(a+ p)−1(1− p)]
= (a+ p)−1(1− p)(a+ p)−1a(1− p)
= (a+ p)−2(1− p)a
= [(a+ p)−2(1− p)](a+ p)
= (a+ p)−1(1− p)
= b
and
akba = ak[(a+ p)−1(1− p)]a
= ak[(a+ p)−1(1− p)](a+ p)
= ak[(a+ p)−1(a+ p)](1− p)
= ak.
Hence b = (a+p)−1(1−p) is the Drazin inverse of a of degree k. This completes
the proof. 
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Corollary 4.1.10 Let A be an algebra and a ∈ Ad. Then the idempotent p
satisfying (4.1.1) is given by p = 1− ada and hence it is unique.
Proof :
Suppose that a ∈ Ad and let p ∈ A be an idempotent satisfying the conditions
in (4.1.1). By Proposition 4.1.9, ad = (a+ p)−1(1− p), and hence (a+ p)ad =
1 − p. By also using the facts that pad = 0 and that a and ad commute, we
have that p = 1− ada. 
We call the idempotent p in Proposition 4.1.9 the Drazin idempotent of a.
Remark 4.1.11 Take note that, for an algebra element a, the condition akp =
0 in (4.1.1) means that ap ∈ N(A).
Remark 4.1.12 Notice that, as we generalized the definition of group inverses
to that of Drazin inverses by requiring the algebra element a−aba to be nilpotent
(Definition 4.1.1) instead of just zero (Definition 3.1.2), the characterization
for the existence of a Drazin inverse in terms of idempotents in Proposition
4.1.9 differs from that of group inverses in Proposition 3.1.6 by also requiring
the algebra element ap to be nilpotent instead of just zero.
The following lemma is an analogue of Lemma 3.1.10 for Drazin inverses.
Lemma 4.1.13 Let A be an algebra and a, b ∈ Ad. If ab = ba = 0, then
a+ b ∈ Ad with (a+ b)d = ad + bd.
Proof :
Suppose that a and b are elements in Ad satisfying ab = ba = 0. Using the fact
that ab = ba = 0, one can easily verify that bd ∈ Comm a where abd = 0 and
ad ∈ Comm b where adb = 0. Hence (a+b)(ad+bd) = aad+bbd = (ad+bd)(a+b).
Now,
(a+ b)(ad + bd)2 = (a+ b)((ad)2 + 2adbd + (bd)2) = a(ad)2 + b(bd)2 = ad + bd
and since the elements a − a2ad and b − b2bd are nilpotent and commute, we
have from Lemma 2.1.12 that
(a+ b)− (a+ b)2(ad + bd) = (a+ b)− [(a2 + 2ab+ b2)(ad + bd)]
= a+ b− (a2ad + b2bd)
= a− a2ad + b− b2bd ∈ N(A).
Hence a+ b is Drazin invertible with (a+ b)d = ad + bd. 
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4.2 A spectral characterization for Drazin
invertibility in semisimple commutative
Banach algebras.
In this section we provide a result (Lemma 4.2.1), due to Roch and Silbermann
in [25], which gives a spectral characterization for the existence of a Drazin
inverse in the special case of a semisimple commutative Banach algebra. We
also present a few consequences of this result.
Lemma 4.2.1 ([25], Lemma 6, p.204) Let A be a semisimple commutative
Banach algebra. An element a ∈ A is Drazin invertible if and only if 0 /∈
acc σ(a).
Proof :
By Lemma 4.1.6, a ∈ A is Drazin invertible of degree k if and only if ak is
group invertible in Comm a. Since A is commutative, we have that Comm
a = A. It follows from Proposition 3.2.4 that the group invertibility of ak is
equivalent to 0 /∈ acc σ(ak). By the spectral mapping theorem we have that
σ(ak) = (σ(a))k = {λk : λ ∈ σ(a)}. The result then follows. 
The following corollary is an immediate consequence of Proposition 3.2.4 and
Lemma 4.2.1.
Corollary 4.2.2 ([25], Corollary 4, p.205) If A is a semisimple commutative
Banach algebra, then every Drazin invertible element is group invertible.
Recall that, for an arbitrary algebra A, we have that Ag ⊆ Ad. Example 4.1.2
illustrates a case where the inclusion is strict. Corollary 4.2.2 establishes a
much stronger relation between the sets Ag and Ad in a semisimple commuta-
tive Banach algebra: the sets coincide.
Corollary 4.2.3 If A is a semisimple commutative Banach algebra, a ∈ A
and 0 ∈ iso σ(a), then the spectral idempotent of a corresponding to 0 is the
Drazin idempotent of a
Proof :
The result follows from Corollaries 3.1.8, 3.2.5 and 4.1.10, Lemma 4.2.1 and
Corollary 4.2.2. 
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Chapter 5
Generalized Drazin inverses
In this chapter we focus on a generalization of the Drazin inverse introduced
in Chapter 4. As a reference, we study the paper of Koliha (see [12]) who
introduced and investigated the concept of a generalized Drazin inverse in a
Banach algebra. This chapter is divided into four sections. In Section 5.1 we
address logical issues such as when a generalized Drazin inverse exists, whether
it is unique (given that it exists) and how it can be constructed. In Section
5.2 we present a few basic properties generalized Drazin invertible elements
have. Section 5.3 is devoted to the decomposition of a generalized Drazin in-
vertible element, while the aim of Section 5.4 is to present a relation between
the spectrum of a generalized Drazin invertible element and the spectrum of
its generalized Drazin inverse. The main results in this chapter are Corollar-
ies 5.1.10 and 5.1.11, Theorem 5.1.16, Theorem 5.3.1 and its corollaries and
Theorem 5.4.1.
5.1 Introducing the generalized Drazin inverse
in Banach algebras
Definition 5.1.1 (Generalized Drazin inverse) ([12], Definition 2.3) Let
A be a Banach algebra. An element a ∈ A is said to be generalized Drazin
invertible if there exists an element b ∈ A such that:
• ab = ba
• bab = b
• a− aba ∈ QN(A)
We call b in Definition 5.1.1 a generalized Drazin inverse of a. Let AD denote
the set of generalized Drazin invertible elements. Observe that all the equa-
tions in Definition 5.1.1 hold when a is invertible (choose b = a−1). Hence,
generalized Drazin invertibility is another generalization of invertibility, that
45
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is, A−1 ⊆ AD.
Since N(A) ⊆ QN(A), every Drazin invertible element is generalized Drazin
invertible, that is, Ad ⊆ AD. Consequently, the set of inclusions A−1 ⊆ Ag ⊆
Ad ⊆ AD hold. It is also clear from the definition of a generalized Drazin
inverse that every quasinilpotent element is generalized Drazin invertible with
a generalized Drazin inverse 0.
In Proposition 3.1.4 and Lemma 4.1.5, respectively, we showed that group in-
verses and Drazin inverses are unique if they exist. A natural question would
be whether we also have that generalized Drazin inverses are unique. This is
indeed the case, and we will prove this statement in Corollary 5.1.8. In order
to prove our next result we make use of the fact that the generalized Drazin
inverse is unique if it exists.
Lemma 5.1.2 Let A be a Banach algebra. An element a ∈ QN(A)\N(A)
cannot be Drazin invertible.
Proof :
Suppose that this is not true, where a ∈ QN(A)\N(A) is Drazin invertible
with ad = b. Since a ∈ QN(A), we have that a is generalized Drazin invertible
with generalized Drazin inverse 0. By the uniqueness of the generalized Drazin
inverse we must have that b = 0. Also, because a− aba ∈ N(A), we have that
a ∈ N(A). This is a contradiction; hence the result follows. 
Lemma 5.1.2 implies that if a ∈ QN(A)\N(A), then a ∈ AD\Ad. (We will see
later (Corollary 5.1.11) that the elements a of the set AD\Ad can be completely
characterized, provided that 0 ∈ iso σ(a)). We thus conclude that, for any
Banach algebra A with the property that QN(A)\N(A) 6= ∅, the inclusion
Ad ⊆ AD is strict. We have the following result in which we show that L(l1)
is one such Banach algebra.
Example 5.1.3 ([12], Example 8.1) Let A be a Banach algebra. The inclusion
Ad ⊆ AD is strict in general.
Consider the Banach algebra L(l1). Let
B = (aij) =

0 0 0 0 0 · · ·
1 0 0 0 0 · · ·
0 1
2
0 0 0 · · ·
0 0 1
3
0 0 · · ·
0 0 0 1
4
0 · · ·
...
...
...
...
...

.
Since ||B|| = sup{∑∞i=0 |aij| : j ∈ N} <∞, we have that B ∈ L(l1), where
B(ξ1, ξ2, . . . , ξn, . . .) =
(
0, ξ1,
1
2
ξ2, . . . ,
1
n
ξn, . . .
)
.
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By using the notation B2(ξ1, ξ2, . . . , ξn, . . .) = B(B(ξ1, ξ2, . . . , ξn, . . .)), we get
that
Bn(ξ1, ξ2, . . . , ξn, . . .) =
0, . . . , 0︸ ︷︷ ︸
n
,
1
n!
ξ1,
1
(n+ 1)!
ξ2, . . . ,
1
(n+ (n− 1))!ξn, . . .
 ,
that is,
Bn =

0 0 0 0 0 · · ·
0 0 0 0 0 · · ·
...
...
...
...
... · · ·
0 0 0 0 0 · · ·
1
n!
0 0 0 0 · · ·
0 1
(n+1)!
0 0 0 · · ·
0 0 1
(n+2)!
0 0 · · ·
0 0 0 1
(n+3)!
0 · · ·
...
...
...
...
...
.

n rows
Hence ||Bn|| = 1
n!
, so that Bn 6= 0 for all n ∈ N. This shows that B is not
nilpotent. By Theorem 2.2.3(iii), r(B) = limn→∞ ||Bn|| 1n = limn→∞( 1n!)
1
n = 0,
that is, B is quasinilpotent and hence generalized Drazin invertible with a
generalized Drazin inverse 0. Since B ∈ QN(L(l1))\N(L(l1)), we have from
Lemma 5.1.2 that B is not Drazin invertible; hence L(l1)d is strictly contained
in L(l1)D. 
We proceed by giving necessary and sufficient conditions for the existence of
a generalized Drazin inverse in a Banach algebra.
Proposition 5.1.4 ([12], Lemma 2.4) Let A be a Banach algebra. An element
a ∈ A is generalized Drazin invertible in A if and only if there exists an
idempotent p ∈ A such that
ap = pa, a+ p is invertible and ap ∈ QN(A). (5.1.1)
If the conditions in (5.1.1) are satisfied, then (a+ p)−1(1− p) is a generalized
Drazin inverse of a.
Proof :
Suppose that a ∈ A is generalized Drazin invertible with a generalized Drazin
inverse b. Let p = 1 − ba. Then p is an idempotent which commutes with a
and ap ∈ QN(A). We are only left to show that a+ p ∈ A−1. Since pb = 0, we
have that
(a+ p)(b+ p) = ab+ ap+ pb+ p = ab+ ap+ 1− ab = 1+ ap = (b+ p)(a+ p).
Since ap ∈ QN(A), we have that 1+ap ∈ A−1. Moreover, since a+p and b+p
commute, it follows that a+ p ∈ A−1.
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Conversely, suppose that p ∈ A is any idempotent satisfying the conditions
in (5.1.1). Let b = (a+ p)−1(1− p). Since ap = pa we have that
ab = a[(a+ p)−1(1− p)] = [(a+ p)−1(1− p)]a = ba.
We also have that
bab = [(a+ p)−1(1− p)]a[(a+ p)−1(1− p)]
= (a+ p)−1(1− p)(a+ p)−1a(1− p)
= (a+ p)−2(1− p)a
= [(a+ p)−2(1− p)](a+ p)
= (a+ p)−1(1− p)
= b
and
a− aba = a− a[(a+ p)−1(1− p)]a
= a− a2[(a+ p)−1(1− p)]
= a[1− a(a+ p)−1(1− p)]
= a
[
1− (a+ p)[(a+ p)−1(1− p)]]
= ap ∈ QN(A).
Hence a ∈ AD and b is a generalized Drazin inverse of a. 
Remark 5.1.5 Notice that, as we generalized the definition of Drazin inverses
to that of generalized Drazin inverses by requiring the Banach algebra element
a − aba to be quasinilpotent (Definition 5.1.1) instead of just nilpotent (Defi-
nition 4.1.1), the characterization for the existence of a generalized Drazin in-
verse in terms of idempotents in Proposition 5.1.4 differs from that of Drazin
inverses in Proposition 4.1.9 by also requiring the element ap to be quasinilpo-
tent instead of just nilpotent.
The following result, due to Koliha [12], leads to a spectral characterization
for the existence of a generalized Drazin inverse in a Banach algebra. Let us
mention that this result plays a very important role in developing the theory
of generalized Drazin inverses in a Banach algebra.
Theorem 5.1.6 ([12], Theorem 3.1) Let A be a Banach algebra and a ∈ A.
Then 0 /∈ acc σ(a) if and only if there exists an idempotent p ∈ A such that
ap = pa, a+ p is invertible and ap ∈ QN(A). (5.1.2)
In particular, 0 ∈ iso σ(a) if and only if p 6= 0.
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Proof :
Suppose that 0 /∈ acc σ(a). Since σ(a) = acc σ(a) ∪ iso σ(a), we have that
either 0 /∈ σ(a) or 0 ∈ iso σ(a). If a ∈ A−1, then a is generalized Drazin invert-
ible and by Proposition 5.1.4 there exists an idempotent p ∈ A such that ap =
pa, a+p ∈ A−1 and ap ∈ QN(A). Since ap ∈ QN(A) and a−1 and ap commute,
we have from Corollary 2.2.6 that σ(p) = σ(a−1pa) ⊆ σ(a−1)σ(ap) = {0}, and
hence σ(p) = {0} by Theorem 2.2.3(ii), so that p = 0. Hence we have shown
that, if a ∈ A−1, then p = 0 is the only idempotent which satisfies (5.1.2).
If 0 ∈ iso σ(a), then σ(a) = {0}∪σ′(a). Let U1 and U0 be disjoint open neigh-
bourhoods of 0 and σ′(a) respectively and let U = U1 ∪U0. Then U is an open
neighbourhood of σ(a). Define f : U → C as follows:
f(λ) =
{
0 if λ ∈ U0
1 if λ ∈ U1
By Theorem 2.3.3, p = f(a) is the spectral idempotent of a corresponding to
0. Moreover, p 6= 0 and commutes with a. Let h(λ) = λf(λ). Then
h(λ) =
{
0 if λ ∈ U0
λ if λ ∈ U1.
Moreover, h ∈ H(U) and h(a) = af(a) = ap. Since
h(σ(a)) = h[(σ(a) ∩ U1) ∪ (σ(a) ∩ U0)] = {0},
we have by the spectral mapping theorem that
σ(ap) = σ(h(a)) = h(σ(a)) = {0},
and hence ap ∈ QN(A). Let g(λ) = f(λ) + λ. Then
g(λ) =
{
λ if λ ∈ U0
1 + λ if λ ∈ U1.
Moreover, g ∈ H(U) and
g(σ(a)) = {g(λ) : λ ∈ σ′(a)} ∪ {g(λ) : λ = 0} = σ′(a) ∪ {1}.
Hence 0 /∈ g(σ(a)) and by the spectral mapping theorem it follows that 0 /∈
σ(g(a)), so that p+a = f(a)+a = g(a) ∈ A−1. Hence we have shown that the
spectral idempotent of a corresponding to 0 satisfies the conditions in (5.1.2).
For the reverse inclusion, suppose that p ∈ A is any idempotent satisfying
the conditions in (5.1.2). If p = 0, then a + p = a ∈ A−1, so that 0 /∈ σ(a),
and hence 0 /∈ acc σ(a). Suppose p 6= 0 and that 0 ∈ σ(a). Let λ ∈ C. Then
(λ1−ap)p+(λ1−(p+a))(1−p) = λp−ap+λ1−p−a−λp+p+ap = λ1−a.
(5.1.3)
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If ||[(p + a) − λ1] − (p + a)|| = |λ| < ||(p + a)−1||−1, then by Theorem 2.7.1
we have that λ1− (p+ a) ∈ A−1; hence {λ : |λ| < ||(p+ a)−1||−1} ⊆ ρ(p+ a).
If λ 6= 0, then since ap ∈ QN(A), it follows that λ1 − ap ∈ A−1. Hence, for
0 < |λ| < ||(p + a)−1||−1, we have that both λ1 − (p + a) and λ1 − ap are
invertible. It is easy to verify that equation (5.1.3) implies that
(λ1− a)[(λ1− ap)−1p+ (λ1− (p+ a))−1(1− p)] = 1,
and hence
(λ1− a)−1 = (λ1− ap)−1p+ (λ1− (p+ a))−1(1− p), (5.1.4)
so that λ /∈ σ(a) if 0 < |λ| < ||(p+ a)−1||−1. This shows that σ(a) ⊆ {0}∪ {λ :
|λ| ≥ ||(p+a)−1||−1}. Since p 6= 0 and 0 ∈ σ(a), we must have that 0 ∈ iso σ(a);
hence 0 /∈ acc σ(a). 
Proposition 5.1.4 together with Theorem 5.1.6 enables us to get the following
spectral characterization for the existence of a generalized Drazin inverse: A
Banach algebra element a is generalized Drazin invertible if and only if 0 /∈
acc σ(a).
Corollary 5.1.7 Let A be a Banach algebra. If p 6= 0 is an idempotent in
A satisfying the conditions in (5.1.2), then p is the spectral idempotent of a
corresponding to 0, and hence there is at most one idempotent p satisfying
(5.1.2).
Proof :
Suppose that p 6= 0 is an idempotent in A satisfying the conditions in (5.1.2).
By Theorem 5.1.6, 0 ∈ iso σ(a). Let f be defined as in the proof of Theorem
5.1.6 and let Γ1 and Γ0 be smooth contours included in U1 and U0 respectively,
surrounding {0} and σ′(a) respectively, with Γ = Γ1∪Γ0. By Theorem 2.2.3(i)
and the proof of Theorem 5.1.6, λ 7→ (λ1− (p+ a))−1 is analytic on {λ : |λ| <
||(p+ a)−1||−1}, and hence on Γ1, so that by Cauchy’s theorem we have that∫
Γ1
(λ1− (a+ p))−1dλ = 0. (5.1.5)
If |λ| > ||ap||, then by Theorem 2.1.9 we have that(
1− 1
λ
ap
)−1
=
∞∑
n=0
(
1
λ
ap
)n
,
that is,
(λ1− ap)−1 =
∞∑
n=0
1
λn+1
(ap)n,
where
∑∞
n=0
1
λn+1
(ap)n is the Laurent series of λ 7→ (λ1 − ap)−1 about the
point 0 on the unbounded annulus {λ : |λ| > ||ap||}. Since σ(ap) = {0}, we
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have that λ 7→ (λ1− ap)−1 is analytic on C\{0} and hence on the unbounded
annulus {λ : |λ| > 0}. Hence (λ1−ap)−1 has a Laurent series on {λ : |λ| > 0}.
Since a Laurent series is unique, it follows that
(λ1− ap)−1 =
∞∑
n=0
1
λn+1
(ap)n (5.1.6)
on {λ : |λ| > 0}. Now, using the HFC, (5.1.4), (5.1.5), (5.1.6) and the facts
that p is an idempotent and f(λ) = 0, for all λ ∈ Γ0, we have that
f(a) =
1
2pii
∫
Γ
f(λ)(λ1− a)−1dλ
=
1
2pii
∫
Γ1
f(λ)(λ1− a)−1dλ+ 1
2pii
∫
Γ0
f(λ)(λ1− a)−1dλ
=
1
2pii
∫
Γ1
(λ1− a)−1dλ
=
1
2pii
∫
Γ1
(λ1− ap)−1pdλ+ 1
2pii
∫
Γ1
(λ1− (a+ p))−1(1− p)dλ
=
1
2pii
∫
Γ1
∞∑
n=0
1
λn+1
(ap)npdλ
= p
∞∑
n=0
an
1
2pii
∫
Γ1
1
λn+1
dλ
= p,
since
1
2pii
∫
Γ1
1
λn+1
dλ =
{
0 if n ≥ 1
1 if n = 0.
Hence p is the spectral idempotent of a corresponding to 0. 
We call the idempotent p in Proposition 5.1.4 (or equivalently Theorem 5.1.6)
the generalized Drazin idempotent of a.
Corollary 5.1.8 Let A be a Banach algebra and a ∈ AD with a generalized
Drazin inverse b. If 0 ∈ iso σ(a), then the generalized Drazin idempotent of a
is the spectral idempotent of a corresponding to 0. Also, the generalized Drazin
idempotent of a is given by p = 1−ba. Moreover, the generalized Drazin inverse
is unique and it is given by the expression b = (a+ p)−1(1− p).
Proof :
Suppose that a ∈ AD with a generalized Drazin inverse b and generalized
Drazin idempotent p. If 0 ∈ iso σ(a), then by using Theorem 5.1.6 and Corol-
lary 5.1.7, we have that p is the spectral idempotent of a corresponding to 0.
Moreover, by the proof of Lemma 5.1.4, 1− ba is an idempotent satisfying the
conditions in (5.1.2). Hence, p = 1− ba.
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Suppose that b1 and b2 are generalized Drazin inverses of a. By the first
part of the proof we have that 1− ab1 = 1− ab2, that is, ab1 = ab2. Recalling
the definition of the generalized Drazin inverse, we have that
b1 = b1ab1 = b1ab2 = b2ab2 = b2.
The expression of the generalized Drazin inverse follows from Proposition 5.1.4.

The generalized Drazin inverse of a Banach algebra element a will be denoted
by aD.
From this point on, if it is clear from the context that 0 ∈ iso σ(a), we shall
write “spectral idempotent of a corresponding to 0” instead of “generalized
Drazin idempotent”.
Corollary 5.1.9 Let A be a Banach algebra, a ∈ A and 0 ∈ iso σ(a). Then 0
is a pole of order k of (λ1 − a)−1 if and only if ap ∈ N(A), where p denotes
the spectral idempotent of a corresponding to 0 and k is the smallest positive
integer such that (ap)k = 0. In particular, 0 is a simple pole of (λ1 − a)−1 if
and only if ap = 0.
Proof :
Suppose that 0 ∈ iso σ(a) and let p denote the spectral idempotent of a corre-
sponding to 0. Since p satisfies the conditions in (5.1.2), we have that (5.1.4)
and (5.1.6) hold. Moreover, by the proof of Theorem 5.1.6, the resolvent
(λ1 − (a + p))−1 is analytic on the set B = {λ : |λ| < ||(p + a)−1||−1}, and
hence has a Taylor series on B, say
(λ1− (a+ p))−1 =
∞∑
n=0
bnλ
n. (5.1.7)
If 0 < |λ| < ||(p+ a)−1||−1, then by using (5.1.4), (5.1.6) and (5.1.7), we have
that
(λ1− a)−1 = (λ1− ap)−1p+ (λ1− (p+ a))−1(1− p)
=
∞∑
n=0
1
λn+1
(ap)n + (1− p)
∞∑
n=0
bnλ
n, (5.1.8)
where (5.1.8) represents the Laurent series of λ 7→ (λ1− a)−1 about the point
0 on {λ : 0 < |λ| < ||(p+ a)−1||−1}.
Now suppose that ap ∈ N(A), where k is the smallest positive integer such
that (ap)k = 0. Then (ap)k−1 6= 0 and by (5.1.8) it follows that 0 is a pole of
order k of (λ1− a)−1.
Conversely, suppose that 0 is a pole of order k of (λ1−a)−1. Again by (5.1.8)
and the definition of a pole, we have that k is the smallest positive integer such
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that (ap)k−1 6= 0; hence (ap)k = 0, so that ap ∈ N(A). 
From Corollary 5.1.9 we obtain the following two corollaries that allow us to
distinguish between elements which are Drazin invertible and those which are
generalized Drazin invertible but not Drazin invertible. The following result
was observed by Koliha in [12].
Corollary 5.1.10 ([12], Note 3.4) Let A be a Banach algebra, a ∈ A and
0 ∈ iso σ(a). Then 0 is a pole of order k of (λ1 − a)−1 if and only if a is
Drazin invertible of degree k, where k is the smallest integer making the Drazin
invertibility possible. In particular, 0 is a simple pole of (λ1−a)−1 if and only
if a is group invertible.
Proof :
Suppose that 0 ∈ iso σ(a) and let p denote the spectral idempotent of a corre-
sponding to 0. By the definition of p we have that ap = pa.
If 0 is a pole of order k of (λ1 − a)−1, then akp = (ap)k = 0 by Corollary
5.1.9. We also have by the proof of Theorem 5.1.6 that a + p ∈ A−1. It then
follows from Proposition 4.1.9 that a is Drazin invertible of degree k.
Conversely, suppose that k is the smallest integer such that a is Drazin
invertible of degree k. By Proposition 4.1.9 there exists an idempotent p such
that ap = pa, a + p ∈ A−1 and ap ∈ N(A) ⊆ QN(A). By Corollary 5.1.7, p is
the spectral idempotent of a corresponding to 0. Since (ap)k = 0, the result
follows from Corollary 5.1.9. 
The following corollary is not stated explicitly in [12], but follows directly from
the comment below Theorem 5.1.6 and Corollary 5.1.10.
Corollary 5.1.11 Let A be a Banach algebra, a ∈ A and 0 ∈ iso σ(a). Then
0 is an essential singularity of (λ1− a)−1 if and only if a ∈ AD\Ad.
In the 1980’s Harte introduced the concept of a quasipolar element in a Banach
algebra. We define this concept next.
Definition 5.1.12 (Quasipolar) ([10], Definition 7.5.2) Let A be a Banach
algebra. An element a is quasipolar if there exists an idempotent q ∈ A such
that
aq = qa, q ∈ Aa ∩ aA and a(1− q) ∈ QN(A). (5.1.9)
Harte showed in [10] that quasipolar elements have the following spectral prop-
erty, which provides a link between the quasipolar elements and the generalized
Drazin invertible elements of a Banach algebra. We will, however, not present
the proof given by Harte in [10], but that of Koliha in [12], which uses Theorem
5.1.6.
Theorem 5.1.13 ([10],Theorem 9.7.6) Let A be a Banach algebra. An ele-
ment a ∈ A is quasipolar if and only if 0 /∈ acc σ(a).
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Proof :
Suppose that a ∈ A is quasipolar. Then there exists an idempotent q ∈ A
satisfying the conditions in (5.1.9). Let p = 1 − q. Then ap = pa and ap ∈
QN(A). We show that a + p ∈ A−1 : Since q ∈ Aa ∩ aA, there exist elements
u, v in A such that q = ua and q = av, that is, 1−p = ua = av. It then follows
that
(a+ p)(uav + p) = auav + ap+ puav + p2 = (1− p)2 + ap+ p = 1+ ap.
In a similar way one can show that (uav+p)(a+p) = 1+ap. Since ap ∈ QN(A),
we have that 1 + ap ∈ A−1 and using the fact that the elements uav + p and
a+ p commute, it follows that a+ p ∈ A−1. By Theorem 5.1.6, 0 /∈ acc σ(a).
Conversely, suppose that 0 /∈ acc σ(a). If a ∈ A−1, let q = 1. It is easy to
verify that 1 satisfies the conditions in the definition of quasipolar elements;
hence a is quasipolar. If 0 ∈ iso σ(a), let p denote the spectral idempotent of
a corresponding to 0 and let q = 1 − p. Then q is an idempotent satisfying
aq = qa and a(1− q) = ap ∈ QN(A). Since (a+ p)(1− p) = a(1− p), we have
that
q = 1− p = (1− p)(a+ p)(a+ p)−1 = a(1− p)(a+ p)−1 ∈ aA
and
q = 1−p = (a+p)−1(a+p)(1−p) = (a+p)−1a(1−p) = (a+p)−1(1−p)a ∈ Aa.
Hence a is quasipolar. 
Corollary 5.1.14 Let A be a Banach algebra, a ∈ A and 0 ∈ iso σ(a). The
idempotent q in (5.1.9) is unique and it is given by q = 1 − p, where p is the
spectral idempotent of a corresponding to 0.
The idempotent q is called the spectral idempotent of a corresponding to σ′(a).
Remark 5.1.15 The remark following Theorem 5.1.6 together with Theorem
5.1.13 provides a link between the set of quasipolar elements and the set of
generalized Drazin invertible elements, namely that they coincide.
The next theorem summarizes equivalent formulations for the existence of a
generalized Drazin inverse.
Theorem 5.1.16 ([12],Theorem 4.2) Let A be a Banach algebra and a ∈ A.
Then the following statements are equivalent:
(i) 0 /∈ acc σ(a).
(ii) There is a unique idempotent p ∈ A, the generalized Drazin idempotent of
a, satisfying the conditions in (5.1.2).
(iii) a has a unique generalized Drazin inverse given by aD = (a+ p)−1(1− p).
(iv) a is quasipolar.
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Proof :
The equivalence of (i) and (ii) follows from Theorem 5.1.6 and Corollary 5.1.7,
while the equivalence of (i) and (iv) is obvious from Theorem 5.1.13. State-
ments (ii) and (iii) are equivalent by Proposition 5.1.4, Corollary 5.1.7 and
Corollary 5.1.8. This completes the proof. 
Remark 5.1.17 In the case of generalized Drazin inverses we obtain the same
result as that for Drazin inverses (Lemma 4.2.1) without requiring the Banach
algebra to be commutative and semisimple.
Corollary 5.1.18 If A is a semisimple commutative Banach algebra, then
the concepts of generalized Drazin invertibility, Drazin invertibility and group
invertibility coincide.
Proof :
The result follows from Proposition 3.2.4, Lemma 4.2.1 and Theorem 5.1.16.

Recall that, for an arbitrary Banach algebra A, we have that Ag ⊆ Ad ⊆ AD.
Examples 4.1.2 and 5.1.3 indicate that these inclusions may in general be strict.
However, Corollary 5.1.18 shows that Ag = Ad = AD in the case where A is a
semisimple commutative Banach algebra.
5.2 Further properties of generalized Drazin
invertible elements
We devote this section to discussing some algebraic properties of generalized
Drazin invertible elements that will be useful in the successive section.
Example 5.2.1 Generalized Drazin inverses are not symmetric in general.
Consider the Banach algebra M2(C). Let a =
(
0 1
0 0
)
. Then a ∈ QN(A), and
hence generalized Drazin invertible with aD =
(
0 0
0 0
)
. But (aD)D =
(
0 0
0 0
) 6=(
0 1
0 0
)
. 
Our next result gives criteria for generalized Drazin inverses to be symmetric.
The proof we give is slighty different to that of Koliha in [12].
Theorem 5.2.2 ([12], Theorem 5.3) Let A be a Banach algebra, a ∈ A and
0 ∈ iso σ(a). Then (aD)D = a if and only if 0 is a simple pole of (λ1 − a)−1.
Hence (aD)D = a if and only if a ∈ Ag.
Proof :
Suppose that 0 ∈ iso σ(a) and let p denote the spectral idempotent of a corre-
sponding to 0.
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Let a be generalized Drazin invertible with aD = b and let b be generalized
Drazin invertible with bD = a. By Corollary 5.1.8, p = 1− ba. Now
0 = bD − bDbbD = a− aba = a− a(1− p) = ap.
By Corollary 5.1.9, 0 is a simple pole of (λ1− a)−1.
Conversely, suppose that 0 is a simple pole of (λ1−a)−1. By Corollary 5.1.10, a
is group invertible and hence generalized Drazin invertible with aD = ag. Using
the fact that group inverses are symmetric, we have that (aD)D = (ag)D =
(ag)g = a. The last sentence in the formulation of Theorem 5.2.2 follows from
Corollary 5.1.10. 
In our next result we express the element (aD)D in general.
Theorem 5.2.3 ([12], Theorem 5.4) Let A be a Banach algebra. Suppose
that a ∈ A is generalized Drazin invertible and that p is the generalized Drazin
idempotent of a. Then (aD)D = a(1− p).
Proof :
Suppose that a ∈ AD and that p is the generalized Drazin idempotent of a. If
a ∈ A−1, then p = 0 and the result obviously holds. If 0 ∈ iso σ(a), then p is the
spectral idempotent of a corresponding to 0. By Corollary 5.1.8, p = 1− aDa.
We show that b = a(1− p) is the generalized Drazin inverse of aD : Using the
fact that ap = pa, we have that aDb = aDa(1 − p) = a(1 − p)aD = baD. We
also have that
baDb = a(1− p)aDa(1− p)
= a(1− p)aDa(aDa)
= a(1− p)(aDaaD)a
= a(1− p)aDa
= a(1− p)(1− p)
= a(1− p) = b
and
aD − aDbaD = aD − aDa(1− p)aD
= aD − aDa(aDa)aD
= aD − (aDaaD)aaD
= aD − aDaaD
= 0 ∈ QN(A).
Hence (aD)D = b = a(1− p). This completes the proof. 
We now investigate whether Lemma 3.1.10 also holds for generalized Drazin
inverses. We find that it is indeed the case. Theorem 5.2.4 implies that, if
0 ∈ iso σ(a) ∩ iso σ(b) and ab = ba = 0, then 0 ∈ iso σ(a + b). The result is
due to Koliha ([12]).
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Theorem 5.2.4 ([12], Theorem 5.7) Let A be a Banach algebra and a, b ∈ AD.
If ab = ba = 0, then a+ b ∈ AD with (a+ b)D = aD + bD.
Proof :
Suppose that a and b are elements in AD satisfying ab = ba = 0. Using the
fact that ab = ba = 0, one can easily verify that bD ∈ Comm a where abD = 0
and aD ∈ Comm b where aDb = 0. Hence (a + b)(aD + bD) = aaD + bbD =
(aD + bD)(a+ b). Now,
(a+b)(aD+bD)2 = (a+b)((aD)2+2aDbD+(bD)2) = a(aD)2+b(bD)2 = aD+bD
and since the elements a−a2aD and b− b2bD are quasinilpotent and commute,
we have from Theorem 2.2.3(ii) and Corollary 2.2.6 that
(a+ b)− (a+ b)2(aD + bD) = (a+ b)− [(a2 + 2ab+ b2)(aD + bD)]
= a+ b− (a2aD + b2bD)
= a− a2aD + b− b2bD ∈ QN(A).
Hence a+b is generalized Drazin invertible with (a+b)D = aD+bD. 
5.3 The decomposition of a generalized Drazin
invertible element
The next result, due to Koliha ([12]), enables us to decompose both a Drazin
and a generalized Drazin invertible element as the sum of two elements sat-
isfying certain properties. In Chapter 6 of this thesis we will have a look at
some of these results in the Banach algebra of bounded linear operators.
Theorem 5.3.1 ([12], Theorem 6.4) Let A be a Banach algebra and a ∈ A.
Then 0 ∈ iso σ(a) if and only if there exist x, y ∈ A such that
a = x+ y, xy = 0 = yx, 0 is a simple pole of (λ1− x)−1 and y ∈ QN(A).
(5.3.1)
Proof :
Suppose that 0 ∈ iso σ(a) and let p denote the spectral idempotent of a corre-
sponding to 0. Let x = a(1− p) and y = ap. Then a = x+ y, xy = yx = 0 and
by Theorem 5.1.6, we have that y ∈ QN(A). From Theorem 2.3.3 it follows
that σ(x) = σ(a(1− p)) = σ′(a) ∪ {0} = σ(a); hence 0 ∈ iso σ(x) by assump-
tion. Also, since xp = 0, it follows from Corollary 5.1.9 that 0 is a simple pole
of (λ1− x)−1.
Conversely, suppose that x and y are elements in A satisfying the conditions
in (5.3.1). If a ∈ A−1, then since y ∈ QN(A), we have that 1 − a−1y ∈ A−1,
and hence x = a − y ∈ A−1. This contradicts the fact that 0 is a simple pole
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of (λ1 − x)−1. Therefore 0 ∈ σ(a). By Corollary 5.1.10, x is group invertible
and hence generalized Drazin invertible. Since y ∈ QN(A), it is generalized
Drazin invertible with generalized Drazin inverse 0. Since we also have that
xy = yx = 0, it follows from Theorem 5.2.4 that a = x + y ∈ AD, and hence
0 /∈ acc σ(a) by Theorem 5.1.16, so that 0 ∈ iso σ(a). 
By Corollary 5.1.10, x in Theorem 5.3.1 is a group invertible element.
Corollary 5.3.2 Let A be a Banach algebra, a ∈ A and 0 ∈ iso σ(a). The
decomposition in Theorem 5.3.1 is unique and is given by x = a(1−p) = aaDa
and y = ap, where p is the spectral idempotent of a corresponding to 0.
Note that aD exists by Theorem 5.1.16.
Proof :
Suppose that 0 ∈ iso σ(a) and denote by p the spectral idempotent of a cor-
responding to 0. Using Theorem 5.3.1, let x and y be elements of A satisfying
(5.3.1). We also have from Theorem 5.1.16 that a is generalized Drazin in-
vertible, and hence aD = (x + y)D = xD by Theorem 5.2.4. Since 0 is a
simple pole of (λ1 − x)−1, it follows from Theorem 5.2.2 that x = (xD)D.
Using Theorem 5.2.3, we have that x = (xD)D = (aD)D = a(1 − p). Hence
y = a− x = a− a(1− p) = ap. This completes the proof. 
Corollary 5.3.3 (Core-quasinilpotent decomposition) ([12], Corollary 6.5)
Let A be a Banach algebra. An element a is generalized Drazin invertible if
and only if it has a unique decomposition of the form a = x+ y where x ∈ Ag
and y ∈ QN(A) are such that xy = yx = 0. Then aD = xg.
Proof :
Suppose that a ∈ A is generalized Drazin invertible. By Theorem 5.1.16,
0 /∈ acc σ(a). If a is invertible, then x = a and y = 0 satisfy a = x + y, with
x ∈ Ag, y ∈ QN(A) and xy = yx = 0. It is obvious that aD = xg.
If 0 ∈ iso σ(a), then the result follows from Theorem 5.3.1 and the comment
following Theorem 5.3.1. Moreover, since x, y ∈ AD and xy = yx = 0, it follows
from Theorem 5.2.4 that aD = (x+ y)D = xD + yD = xD = xg.
Conversely, suppose that a ∈ A is the sum of an element x ∈ Ag and
an element y ∈ QN(A) such that xy = yx = 0. Since both x and y are
generalized Drazin invertible and xy = yx = 0, it follows from Theorem 5.2.4
that a = x+y is generalized Drazin invertible with aD = (x+y)D = xD+yD =
xg. 
The element x in Corollary 5.3.3 is called the core of a and the element y is
called the quasinilpotent part of a. Throughout the rest of the thesis, a(c) and
a(q) will denote the core and quasinilpotent part of a, respectively. Observe,
by the proof of Theorem 5.3.1, that σ(a(c)) = σ(a), for all a ∈ AD.
Corollary 5.3.4 (Core-nilpotent decomposition) ([12], Corollary 6.5) Let
A be a Banach algebra. An element a is Drazin invertible if and only if it has
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a unique decomposition of the form a = x+ y where x ∈ Ag and y ∈ N(A) are
such that xy = yx = 0. Then ad = xg.
Proof :
Suppose that a ∈ A is Drazin invertible. If a is invertible, then x = a and
y = 0 satisfy a = x + y, with x ∈ Ag, y ∈ N(A) and xy = yx = 0. Hence
ad = a−1 = x−1 = xg.
Suppose that a /∈ A−1. It follows from Theorem 5.1.16 that 0 ∈ iso σ(a).
Let p denote the spectral idempotent of a corresponding to 0. By Theorem
5.3.1 and Corollary 5.3.2, a = x + y, where xy = yx = 0, x ∈ Ag and
y = ap ∈ QN(A). We also have from Corollary 5.1.10 that 0 is a pole of
(λ1 − a)−1, and hence y = ap ∈ N(A) by Corollary 5.1.9. Since x and y
are Drazin invertible and xy = yx = 0, we have from Lemma 4.1.13 that
ad = (x+ y)d = xd + yd = xg.
Conversely, suppose that a ∈ A is the sum of elements x ∈ Ag and y ∈
N(A) such that xy = yx = 0. Since both x and y are Drazin invertible and
xy = yx = 0, we have from Lemma 4.1.13 that a = x + y is Drazin invertible
with ad = (x+ y)d = xd + yd = xg. 
The elements x and y in Corollary 5.3.4 are called the core of a and the nilpotent
part of a, respectively. We use the notation a(n) to denote the nilpotent part
of a.
Remark 5.3.5 Let us mention that Corollary 5.3.4 is a generalization of the
well-known core-nilpotent decomposition of a square matrix (Theorem 2.12.3)
to arbitrary Banach algebra elements. In ([11], Theorem 5) King also showed
this result for bounded linear operators.
The symmetric property of the group inverse, together with Corollaries 5.3.2,
5.3.3 and 5.3.4, leads to the following remark.
Remark 5.3.6 If an algebra (a Banach algebra) element a is Drazin (gener-
alized Drazin) invertible, then ad (aD) is group invertible with group inverse
given by a(1− p), where p denotes the Drazin (generalized Drazin) idempotent
of a.
5.4 Spectral properties of the generalized
Drazin inverse
If a generalized inverse b of a has the property that its non-zero spectrum
consists of the reciprocals of the non-zero spectral points of a, then b is called
a spectral inverse. In [12] Koliha showed that aD is a spectral inverse of a
generalized Drazin invertible element a. The aim of this section is to present
this result. Let us also mention that this property makes the generalized
Drazin inverse useful in matrix theory and various applications of matrices.
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Theorem 5.4.1 ([12], Theorem 4.4) Let A be a Banach algebra, a ∈ A and
0 ∈ iso σ(a). Let U1 and U0 be disjoint open neighbourhoods of 0 and σ′(a)
respectively. Choose U1 such that it does not contain −1. Then U = U0 ∪ U1
is an open neighbourhood containing σ(a). Define f ∈ H(U) by
f(λ) =
 0 if λ ∈ U11
λ
if λ ∈ U0.
Then aD = f(a), so that aD ∈ Comm2 a, and
σ(aD) = {0} ∪
{
1
λ
: λ ∈ σ′(a)
}
;
hence
σ′(aD) =
{
1
λ
: λ ∈ σ′(a)
}
.
Proof :
Suppose that 0 ∈ iso σ(a) and let p denote the spectral idempotent of a
corresponding to 0. By Theorem 5.1.16, we have that a ∈ AD with aD =
(a+ p)−1(1− p). Also, let U0, U1, U and f satisfy the hypothesis in the formu-
lation of Theorem 5.4.1. Define g : U → C by
g(λ) =
{
0 if λ ∈ U0
1 if λ ∈ U1.
Then g ∈ H(U) and p = g(a) by Theorem 2.3.3. Let h(λ) = g(λ) + λ. Then
h(λ) =
{
λ if λ ∈ U0
1 + λ if λ ∈ U1.
Moreover, h ∈ H(U) and since −1 /∈ U1 and 0 /∈ U0 we have that 0 /∈ h(U),
and hence 0 /∈ h(σ(a)). It then follows from the spectral mapping theorem
that 0 /∈ σ(h(a)), so that
p+ a = g(a) + a = h(a) ∈ A−1.
Also, because 0 /∈ h(U), we have that 1
h
is analytic on U. Define s : U → C as
follows:
s(λ) =
1
h(λ)
(1− g(λ))
=
1
λ+ g(λ)
(1− g(λ))
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Then s ∈ H(U). Moreover,
s(λ) =
 0 if λ ∈ U11
λ
if λ ∈ U0,
and hence f(λ) = s(λ) for all λ ∈ U, so that
f(a) = s(a) = (a+ g(a))−1(1− g(a)) = (a+ p)−1(1− p) = aD.
By the spectral mapping theorem we have that
σ(aD) = σ(f(a)) = f(σ(a)) = {0} ∪
{
1
λ
: λ ∈ σ′(a)
}
,
and hence σ′(aD) = { 1
λ
: λ ∈ σ′(a)}. This completes the proof. 
The following result relies on Theorem 5.4.1 and will be required in Chapter
6. It gives a relation between the distance between 0 and the non-zero spec-
trum of a generalized Drazin invertible element, and the spectral radius of its
generalized Drazin inverse.
Corollary 5.4.2 ([13], Lemma 1.3) Let A be a Banach algebra and a ∈ AD.
If r(a) > 0, then D(0, σ′(a)) = r(aD)−1.
Proof :
Suppose that a ∈ AD and r(a) > 0. By Theorem 5.1.16, 0 /∈ acc σ(a). If
0 /∈ σ(a), then aD = a−1. Let f(λ) = λ−1. Then f is holomorphic on any
neighbourhood of σ(a) which does not contain 0. By the spectral mapping
theorem we have that
σ(aD) = σ(a−1) = σ(f(a)) = f(σ(a))
= {f(λ) : λ ∈ σ(a)}
= {λ−1 : λ ∈ σ(a)}.
Now
r(aD) = sup{|λ−1| : λ ∈ σ(a)}
= (inf{|λ| : λ ∈ σ(a)})−1 = D(0, σ(a))−1.
Hence D(0, σ′(a)) = r(aD)−1, since σ(a) = σ′(a). This completes the proof for
the case where a is invertible.
If 0 ∈ iso σ(a), then by Theorem 5.4.1, σ(aD) = {λ−1 : λ ∈ σ′(a)} ∪ {0}. It
then follows that
r(aD) = sup{|λ−1| : λ ∈ σ′(a)}
= (inf{|λ| : λ ∈ σ′(a)})−1 = D(0, σ′(a))−1,
that is, D(0, σ′(a)) = r(aD)−1. The proof is completed. 
Stellenbosch University  http://scholar.sun.ac.za
Chapter 6
Continuity of group, Drazin and
generalized Drazin inversion
In the preceding chapters we discussed three types of generalized inverses,
namely the group, Drazin and generalized Drazin inverse. It is the uniqueness
of the group, Drazin and generalized Drazin inverse (see Proposition 3.1.4,
Lemma 4.1.5 and Corollary 5.1.8) that led us to study the maps a 7→ ag,
a 7→ ad, and a 7→ aD on Ag, Ad and AD, respectively.
From Lemmas 3.1.10 and 4.1.13 and Theorem 5.2.4 it is already clear that
these maps are not linear in general. Another key aspect being investigated
when studying maps, is the continuity of the map. Recall from Theorem 2.7.1
that inversion is continuous on the set of invertible elements. We devote this
chapter to the study of the continuity properties of the group, Drazin and
generalized Drazin inverse in a general Banach algebra.
This chapter is divided into three sections. In Section 6.1 we introduce,
for a subalgebra of a Banach algebra, the notion of inverse closedness with
respect to regularity (group invertibility, Drazin invertibility). Various results
obtained from this notion will be required in Section 6.2.
The aim of Section 6.2 is to investigate whether certain continuity results
available for invertibility (see Section 2.7) also hold for group, Drazin and
generalized Drazin invertibility. Finally, we present criteria for the continuity
of generalized Drazin inversion in Banach algebras.
In Section 6.3 we present continuity properties of group and Drazin inver-
sion of socle elements in the semisimple Banach algebra setting. In particular,
we will obtain a generalization of Campbell and Meyer’s continuity result for
matrices (Theorem 2.12.4) to arbitrary socle elements of a semisimple Banach
algebra.
The main results in this chapter are Proposition 6.2.3, Corollary 6.2.4,
Theorems 6.2.13 and 6.3.5 and Corollary 6.3.6.
62
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6.1 Inverse closedness
In this section we briefly discuss the concept of inverse closedness with respect
to several kinds of generalized invertibility. The main results in this section
are Proposition 6.1.2 and Corollary 6.1.4.
Recall that a subalgebra B of a Banach algebra A is said to be inverse closed
in A if B is inverse closed with respect to invertibility, that is, if B contains
the inverses of all its invertible elements (see Definition 2.2.12). Similarly, we
have that a subalgebra B of a Banach algebra A is inverse closed with respect
to regularity (group invertibility, Drazin invertibility) if B contains the regular
(group, Drazin) inverses of all its regular (group invertible, Drazin invertible)
elements.
Example 6.1.1 ([25], p. 205) Inverse closedness (with respect to invertibility)
does not imply inverse closedness with respect to generalized invertibilty.
Consider the Banach algebra A = M2(C). We use the notion of a regular
inverse to illustrate this fact. Let
B =
{(
α β
0 α
)
: α, β ∈ C
}
.
Then B is a closed subalgebra of A. If c ∈ B−1, then c =
(
α β
0 α
)
for some
0 6= α, β ∈ C, with
c−1 =
1
α2
(
α −β
0 α
)
∈ B.
Hence B is inverse closed (with respect to invertibility). Consider the matrix(
0 1
0 0
) ∈ B. Then ( 0 01 0 ) ∈ M2(C) is a regular inverse of ( 0 10 0 ). Suppose that(
0 1
0 0
)
is regular in B and that, for some α, β ∈ C, ( α β0 α ) ∈ B is a regular
inverse of
(
0 1
0 0
)
. By the definition of regular elements we have that
(
0 1
0 0
)
=(
0 1
0 0
) (
α β
0 α
) (
0 1
0 0
)
, that is
(
0 1
0 0
)
=
(
0 0
0 0
)
. But this is absurd; hence B is not
inverse closed with respect to regularity. 
The following result provides conditions for a subalgebra to be inverse closed
with respect to group invertibility.
Proposition 6.1.2 ([25], Proposition 3) Let A be a Banach algebra and B a
closed subalgebra of A which contains the identity and which is inverse closed
in A. Then B is inverse closed in A with respect to group invertibility.
Proof :
Suppose that B is a closed subalgebra of A which contains the identity and
which is inverse closed in A. Let a ∈ Bg with group idempotent p and ag =
(a + p)−1(1 − p) ∈ A. We are required to prove that ag ∈ B. Since B
is a closed and inverse closed subalgebra that contains the identity and a,
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we have from Lemma 2.2.13 that A[a] ⊆ B. Since a is group invertible,
it follows from Lemma 3.2.1 that either 0 /∈ σ(a) or 0 ∈ iso σ(a). If 0 /∈
σ(a), then a is invertible and hence ag = a−1 ∈ B by assumption. If 0 ∈
iso σ(a), then 1
n
/∈ σ(a), that is, a − 1
n
1 is invertible for all sufficiently large
n. It then follows that a(a − 1
n
1)−1 ∈ A[a] for all sufficiently large n. Now,
limn→∞
[
(1− p)a(1− p) + p− 1
n
(1− p)] = (1− p)a(1− p) + p = a+ p. Since
a+ p ∈ A−1 by Proposition 3.1.6, it follows from Lemma 2.7.3 that
(1− p)a(1− p) + p− 1
n
(1− p) ∈ A−1
for all sufficiently large n. Using the fact that p(1− p) = 0, we have that[
(1− p)− 1
n
p
]
[(1− p)− np] = 1,
and together with the fact that ap = pa = 0, it follows, for all sufficiently large
n, that
a
(
a− 1
n
1
)−1
= a
(
a(1− p)− 1
n
(1− p+ p)
)−1
= a
(
a(1− p)2 − 1
n
(1− p+ p)
)−1
= a
(
(1− p)a(1− p)− 1
n
(1− p)− 1
n
p
)−1
= a
([
(1− p)a(1− p) + p− 1
n
(1− p)
] [
(1− p)− 1
n
p
])−1
= a
[
(1− p)− 1
n
p
]−1 [
(1− p)a(1− p) + p− 1
n
(1− p)
]−1
= a[(1− p)− np]
[
(1− p)a(1− p) + p− 1
n
(1− p)
]−1
= a
[
(1− p)a(1− p) + p− 1
n
(1− p)
]−1
.
Hence, by using the fact that inversion is continuous on the set of invertible
elements (Theorem 2.7.1), Corollary 3.1.8 and the expression of ag, we have
that
lim
n→∞
a
(
a− 1
n
1
)−1
= lim
n→∞
a
[
(1− p)a(1− p) + p− 1
n
(1− p)
]−1
= a lim
n→∞
[
(1− p)a(1− p) + p− 1
n
(1− p)
]−1
= a(a+ p)−1
= a(ag + p)
= aag
= 1− p.
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Since a(a− 1
n
1)−1 ∈ A[a] for all sufficiently large n, and A[a] is closed, we have
that 1− p ∈ A[a]. Hence p = −(1− p) + 1 ∈ A[a].
It then follows that a + p ∈ A[a] and since A[a] is inverse closed by Lemma
2.2.13, we have that (a+p)−1 ∈ A[a]. Hence ag = (a+p)−1(1−p) ∈ A[a] ⊆ B.

Observe from Lemma 2.2.13, together with Proposition 6.1.2, that A[a] is an
example of a subalgebra which is inverse closed in A with respect to group
invertibility.
Corollaries 6.1.3 and 6.1.4 are consequences of Proposition 6.1.2. Using
the concept of inverse closedness with respect to group invertibility, Roch and
Silbermann showed in [25] that, in the case where A is a Banach algebra, we
can replace the group invertibility of the element ak in Comm a (Lemma 4.1.6)
with group invertibility in the algebra A itself. We formulate and prove this
result next.
Corollary 6.1.3 ([25], Corollary 5) Let A be a Banach algebra. An element
a ∈ A is Drazin invertible of degree k in A if and only if ak is group invertible
in A.
Proof :
In Lemma 4.1.6 we proved that if a is Drazin invertible of degree k in A, then
ak is group invertible in Comm a and hence in A. We are only left to show
that group invertibility of ak in A implies group invertibility of ak in Comm
a. Suppose that ak is group invertible in A. Since ak ∈ Comm a and Comm
a is a closed subalgebra containing the identity and a, and which is inverse
closed in A, we have by Proposition 6.1.2 that Comm a is inverse closed in A
with respect to group invertiblity. Hence ak is group invertible in Comm a. By
Lemma 4.1.6, a is Drazin invertible of degree k in A. The proof is completed.

Corollary 6.1.4 is an analogue of Proposition 6.1.2 for Drazin inverses and will
be required in Section 6.2.
Corollary 6.1.4 ([25], Corollary 6) Let A be a Banach algebra and B a closed
subalgebra of A which contains the identity and which is inverse closed in A.
Then B is inverse closed in A with respect to Drazin invertibility.
Proof :
Suppose that B is a closed subalgebra of A which contains the identity and
which is inverse closed in A. By Lemma 2.2.13, A[a] ⊆ B. Let a ∈ Bd and
suppose that a is Drazin invertible of degree k. We are required to prove
that ad ∈ B. Since a is Drazin invertible of degree k in A, we have from
Corollary 6.1.3 that ak is group invertible in A. Since ak ∈ A[a], it follows
from Lemma 2.2.13 and Proposition 6.1.2 that ak is group invertible in A[a].
Let b = (ak)g ∈ A[a]. By Lemma 4.1.6, bak−1 is the Drazin inverse of a of
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degree k. Moreover, ad = bak−1 ∈ A[a] ⊆ B. Hence B is inverse closed in A
with respect to Drazin invertibility. 
Remark 6.1.5 If a subalgebra B of a Banach algebra A is closed and contains
the identity, then B being inverse closed with respect to invertibility implies that
B is inverse closed with respect to both group invertibility (Proposition 6.1.2)
and Drazin invertibility (Corollary 6.1.4).
Definition 6.1.6 ([25], p.208) Let A be a Banach algebra. We define the
following two sets of sequences in A :
`∞(A) = {(an) : an ∈ A, sup{||an|| : n ∈ N} <∞}
c(A) = {(an) : an ∈ A, lim
n→∞
an exists}
The sets `∞(A) and c(A) (with elementwise operations and the supremum
norm) are Banach algebras. It is obvious that c(A) ⊆ `∞(A).
The following result will be required in the proof of Corollary 6.2.4.
Lemma 6.1.7 Let A be a Banach algebra. The subalgebra c(A) is inverse
closed in `∞(A).
Proof :
Suppose that (an) ∈ c(A)−1 with inverse (a−1n ) ∈ `∞(A). We are required to
prove that (a−1n ) ∈ c(A). By the definition of c(A), let a be the limit of (an).
Since (a−1n ) ∈ `∞(A), we have that sup{||a−1n || : n ∈ N} < ∞. From Lemma
2.7.2 it then follows that a ∈ A−1 and limn→∞ a−1n = a−1. Hence(a−1n ) ∈ c(A),
so that c(A) is inverse closed in `∞(A). 
6.2 Continuity results for group, Drazin and
generalized Drazin invertibility in Banach
algebras
The objective of this section is to present several continuity properties of the
group, Drazin and generalized Drazin inverse of elements in a Banach algebra.
We will, in particular, investigate whether certain standard continuity results
for invertibility, presented in Section 2.7, also hold for group, Drazin and gen-
eralized Drazin invertibility.
It is well-known that inversion is continuous on A−1 (Theorem 2.7.1). A natu-
ral question would be whether group, Drazin and generalized Drazin inversion
is continuous on Ag, Ad and AD respectively. This is, however, not true in
general and we demonstrate this in the following example.
Example 6.2.1 Group (Drazin, generalized Drazin) inversion in Banach al-
gebras is not continuous in general.
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Consider the Banach algebra M2(C). For n ∈ N, let
an =
(
1 1
n
+ 1
0 1
n
)
and
a =
(
1 1
0 0
)
.
Since det(an) 6= 0, we have that all an are invertible and hence group (Drazin,
generalized Drazin) invertible with
agn = a
d
n = a
D
n = a
−1
n =
(
1 −(1 + n)
0 n
)
.
We also have that, since a is an idempotent, a is group (hence Drazin and gen-
eralized Drazin) invertible with itself as group (Drazin, generalized Drazin)
inverse. It is clear that an → a as n→∞, but the sequence of group (Drazin,
generalized Drazin) inverses of an does not converge to the group (Drazin,
generalized Drazin) inverse of a, in fact, the sequence of group (Drazin, gen-
eralized Drazin) inverses of an diverges. 
We give another example illustrating the discontinuity of generalized Drazin
inversion in Banach algebras.
Example 6.2.2 ([13], Example 2.2) Let A be a Banach algebra. Generalized
Drazin inversion is not continuous on AD in general.
Suppose that 0 6= a ∈ N(A) and that 3 is the smallest integer such that a3 = 0.
Then a is Drazin invertible and hence generalized Drazin invertible with aD =
0. Let an = a+ 1n , for all n ∈ N. Then, for each n,
(
a+ 1
n
)
(n1−n2a+n3a2) = 1,
so that an is invertible and hence generalized Drazin invertible with
aDn = a
−1
n = n1− n2a+ n3a2.
It is clear that an → a as n → ∞, but (aDn ) does not converge to aD, since
(aDn ) is unbounded. 
Next, we investigate whether an analogous result of Lemma 2.7.2 is possible
for group, Drazin and generalized Drazin inversion in Banach algebras. In
[25] Roch and Silbermann obtained the following two results, one dealing with
group invertibility (Proposition 6.2.3) and the other with Drazin invertibility
(Corollary 6.2.4). We omit the proof of the following proposition, whose proof
is given in [25]. We will, however, present the proof of Corollary 6.2.4, which
is not in [25]. Let us also mention that the proofs of Proposition 6.2.3 and
Corollary 6.2.4 are very similar.
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Proposition 6.2.3 ([25], Proposition 4) Let A be a Banach algebra, (an) a
convergent sequence in A with limit a, and suppose all an are group invertible.
Then the following statements are equivalent:
(a) sup{||agn|| : n ∈ N} <∞.
(b) The sequence (agn) is convergent (say with limit b) and a is group invertible
with ag = b.
Let an be Drazin invertible of degree kn, where kn is the smallest positive
integer for which an is Drazin invertible. We say that the Drazin degrees (kn)
are uniformly bounded if there exists c > 0 such that kn ≤ c for all n ∈ N.
Corollary 6.2.4 ([25], Corollary 7) Let A be a Banach algebra, (an) a con-
vergent sequence in A with limit a, and suppose all an are Drazin invertible of
uniformly bounded Drazin degree. Then the following statements are equiva-
lent:
(a) sup{||adn|| : n ∈ N} <∞.
(b) The sequence (adn) is convergent (say with limit b) and a is Drazin invertible
of degree sup{kn : n ∈ N} with ad = b.
Proof :
Suppose that an → a as n → ∞, where all an are Drazin invertible of degree
kn and kn is the smallest positive integer for which an is Drazin invertible.
Assume also that the Drazin degrees (kn) are uniformly bounded. For the
non-trivial implication, suppose that (a) holds. Let k = sup{kn : n ∈ N}. By
Lemma 4.1.4, all an are Drazin invertible of degree k. Moreover, (adn) ∈ `∞(A)
where (adn) is the Drazin inverse of (an) of degree k. But (an) is an element of
the algebra c(A) which is inverse closed in `∞(A) by Lemma 6.1.7. It follows
from Corollary 6.1.4 that c(A) is inverse closed in `∞(A) with respect to Drazin
invertibility. Hence (adn) ∈ c(A), that is, the sequence (adn) is convergent. Let
b be the limit of (adn). Now, by the continuity of multiplication in a Banach
algebra, we have that
akba = lim
n→∞
(akna
d
nan) = lim
n→∞
akn = a
k,
bab = lim
n→∞
(adnana
d
n) = lim
n→∞
adn = b,
and ab = limn→∞(anadn) = limn→∞(adnan) = ba. Hence a is Drazin invertible of
degree sup{kn : n ∈ N} with Drazin inverse b. 
Remark 6.2.5 Proposition 6.2.3 and Corollary 6.2.4 (assuming that the Drazin
degrees are uniformly bounded) show that Lemma 2.7.2 also holds when replac-
ing invertibility with group and Drazin invertibility, respectively.
In [13], Koliha and Rakocˇevic´ presented the following example which illustrates
that Lemma 2.7.2 does not, in general, hold when replacing invertibility with
generalized Drazin invertibilty.
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Example 6.2.6 ([13], Example 2.3, [2], p.49) Lemma 2.7.2 does not hold for
generalized Drazin invertibility in Banach algebras in general.
Proof :
Consider the Banach algebra L(l2) and denote by e1, e2, . . . the standard Schauder
basis for l2. Let (αn) be the sequence of positive numbers defined by αn = e−kn ,
where n = 2kn(2ln + 1). Define T : l2 → l2 by Ten = αnen+1. Then T is the
unilateral weighted shift operator with weight sequence (αn); hence T ∈ L(l2).
Let k ∈ N and define Tk as follows:
Tken =
{
0 if n = 2k(2l + 1) for some l
αnen+1 otherwise
Clearly, Tk ∈ L(l2) and
(T − Tk)en =
{
αnen+1 if n = 2k(2l + 1) for some l
0 otherwise
=
{
e−ken+1 if n = 2k(2l + 1) for some l
0 otherwise.
Let (ξj) ∈ l2. Then, for each k ∈ N,
||(T − Tk)(ξj)||2 =
∣∣∣∣∣
∣∣∣∣∣
∞∑
j=1
ξj(T − Tk)ej
∣∣∣∣∣
∣∣∣∣∣
2
=
∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣
∑
j=2k(2l+1)
for some l
ξje
−kej+1
∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣
2
=
∑
j=2k(2l+1)
for some l
|ξje−k|2
≤
∞∑
j=1
|ξj|2(e−k)2
= (e−k)2||(ξj)||2,
so that ||T − Tk|| ≤ e−k, and hence Tk → T as k →∞.
It can be verified that, if n ∈ N, then T 2k+1k en = 0, for all k ∈ N. Hence Tk
is nilpotent and hence generalized Drazin invertible with TDk = 0.
We show that T is not generalized Drazin invertible. By Example 2.8.4,
we have that σ(T ) = B(0, r(T )). The result will follow from Theorem 5.1.16 if
we can show that r(T ) 6= 0. By the definition of T we have that
Tmen = αnαn+1 . . . αn+m−1en+m.
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Let (ξj) ∈ l2. Then
||Tm(ξj)||2 =
∣∣∣∣∣
∣∣∣∣∣
∞∑
j=1
ξjT
mej
∣∣∣∣∣
∣∣∣∣∣
2
=
∣∣∣∣∣
∣∣∣∣∣
∞∑
j=1
ξj(αjαj+1 . . . αj+m−1ej+m)
∣∣∣∣∣
∣∣∣∣∣
2
=
∞∑
j=1
|ξj(αjαj+1 . . . αj+m−1)|2
≤ (sup{αjαj+1 . . . αj+m−1 : j ∈ N})2||(ξj)||2,
so that ||Tm|| ≤ sup{αjαj+1 . . . αj+m−1 : j ∈ N}. Let j ∈ N. Then
||Tmej||
||ej|| ≤ sup
{ ||Tm(ξj)||
||(ξj)|| : 0 6= (ξj) ∈ l
2
}
= ||Tm||,
that is, αjαj+1 . . . αj+m−1 ≤ ||Tm|| for all j ∈ N, so that sup{αjαj+1 . . . αj+m−1 :
j ∈ N} ≤ ||Tm||, and hence
||Tm|| = sup{αjαj+1 . . . αj+m−1 : j ∈ N}.
Now, by using the definition of αn, one can show that
α1α2 . . . α2t−1 =
t−1∏
j=1
e−j2
t−1−j
.
By also using the facts that ex is an increasing function on R and that 2t−1 <
2t − 1 for all t ≥ 2, we have that
(α1α2 . . . α2t−1)
1
2t−1 =
(
t−1∏
j=1
e−j2
t−1−j
) 1
2t−1
=
t−1∏
j=1
e
−j2t
2j+1(2t−1)
=
t−1∏
j=1
e
−j22t−1
2j+1(2t−1)
>
t−1∏
j=1
e
−j2
2j+1
=
(
t−1∏
j=1
e
−j
2j+1
)2
= e−2
Pt−1
j=1
j
2j+1 ,
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and hence
e−2β ≤ lim
t→∞
(α1α2 . . . α2t−1)
1
2t−1 ,
where β =
∑∞
j=1
j
2j+1
. Let m = 2t − 1. Then
0 < e−2β ≤ lim
m→∞
(α1α2 . . . αm)
1
m
≤ lim
m→∞
sup{αnαn+1 . . . αn+m−1 : n ∈ N} 1m
= lim
m→∞
||Tm|| 1m = r(T ).
It then follows that r(T ) 6= 0.
Hence, we have a convergent sequence (Tk) of generalized Drazin invertible
elements such that sup{||TDk || : k ∈ N} = 0, but the limit T of (Tk) is not
generalized Drazin invertible. 
Finally, we investigate whether an analogous result of Lemma 2.7.3 is possible
for group, Drazin and generalized Drazin inversion in Banach algebras.
Example 6.2.7 Lemma 2.7.3 does not hold for group invertibility in general.
Proof :
Consider the Banach algebra C[0, 1]. Let fn = 1nf, where f ∈ C[0, 1] is defined
by f(x) = x. Then σ(fn) = [0, 1n ]. Moreover, (fn) is a sequence in C[0, 1] which
converges to 0. Although 0 is group invertible, we have by Lemma 3.2.1 that,
for all n ∈ N, fn is not group invertible. 
Remark 6.2.8 First note that C[0, 1] is a semisimple commutative Banach al-
gebra. Since group invertibility⇔ Drazin invertibility⇔ generalized Drazin in-
vertibility in a semisimple commutative Banach algebra (see Corollary 5.1.18),
we have from Example 6.2.7 that Lemma 2.7.3 holds neither for Drazin invert-
ibility nor for generalized Drazin invertibility in general.
The main reason why Lemma 2.7.3 fails to hold for group, Drazin and gener-
alized Drazin invertibility is because the sets Ag, Ad and AD (unlike A−1), for
a Banach algebra A need not be open in general, as illustrated in the following
example.
Example 6.2.9 ([12], Example 8.4) Let A be a Banach algebra. The set Ag
is not open in general.
Consider the Banach algebra C[0, 1]. By the definition of group inverses, 0 is
group invertible with 0g = 0.We show that there exists no open ball B centred
at 0 such that B ⊆ C[0, 1]g. Let  > 0. Then B(0, ) is an arbitary open ball
around 0. Define x ∈ C[0, 1] by x(t) = 
2
t. Then |x(t)| ≤ 
2
, so that ||x|| ≤ 
2
<
; hence x ∈ B(0, ). Moreover, σ(x) = [0, 
2
]; hence 0 ∈ σ(x)\iso σ(x), so that
x is not group invertible by Lemma 3.2.1. Since, for all  > 0, the open ball
B(0, ) * C[0, 1]g, we have that C[0, 1]g is not open. 
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Remark 6.2.10 By Corollary 5.1.18 and Remark 6.2.8, C[0, 1]g = C[0, 1]d =
C[0, 1]D. Since C[0, 1]g is not open (see content of Example 6.2.9), we conclude
that the sets of Drazin and generalized Drazin invertible elements are not open
in general.
We give another example to show that an analogue of Lemma 2.7.3 is not
available for generalized Drazin inverses.
Example 6.2.11 ([13], Example 2.1) Lemma 2.7.3 does not hold for gener-
alized Drazin invertibility in general.
Consider the Banach algebra C [[0, 1] ∪ [2, 3]] . Define an and a by
an(t) =
{
1
n
t if t ∈ [0, 1]
t if t ∈ [2, 3]
and
a(t) =
{
0 if t ∈ [0, 1]
t if t ∈ [2, 3],
respectively. Then an, a ∈ C [[0, 1] ∪ [2, 3]] and an → a as n → ∞. We also
have that σ(an) = an[[0, 1] ∪ [2, 3]] = [0, 1n ] ∪ [2, 3] and σ(a) = {0} ∪ [2, 3].
Since 0 ∈ iso σ(a), we have from Theorem 5.1.16 that a is generalized Drazin
invertible with
ad(t) =
{
0 if t ∈ [0, 1]
1
t
if t ∈ [2, 3].
However, by using Theorem 5.1.16 again, it is clear that none of the an’s are
generalized Drazin invertible. 
In Examples 6.2.1 and 6.2.2 we saw that group, Drazin and generalized Drazin
inversion in Banach algebras is not continuous in general. Thus, our concern
is finding criteria for continuity of group, Drazin and generalized Drazin in-
version. We will close this section with a continuity result, due to Koliha and
Rakocˇevic´, for generalized Drazin invertibility in Banach algebras and mention
that criteria for continuity of group and Drazin inversion for socle elements of
a semisimple Banach algebra will be provided in the next section.
In Lemma 6.2.12, a result due to Roch and Silbermann (see [25]), we char-
acterize the convergence of the group inverses of a convergent sequence of
group invertible Banach algebra elements (an) in terms of the convergence of
the group idempotents of an.
Lemma 6.2.12 ([25], Lemma 11) Let A be a Banach algebra and let (an) be
a convergent sequence in A with limit a such that every an and a are group
invertible. Then the group inverses of an converge to the group inverse of a if
and only if the group idempotents of an converge to the group idempotent of a.
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Proof :
Suppose that an → a as n→∞, where a and all an are group invertible in A.
Suppose that agn → ag as n → ∞. By using Lemma 3.1.6 and Corollaries
3.1.7 and 3.1.8, we have that pn = 1 − agnan and p = 1 − aga are the group
idempotents of an and a respectively. It now follows that
lim
n→∞
pn = lim
n→∞
(1− agnan) = 1− aga = p.
Conversely, suppose that pn and p are the group idempotents of an and a
respectively and that pn → p as n → ∞. Using Lemma 3.1.6 again, we have
that agn = (an+ pn)−1(1− pn) and ag = (a+ p)−1(1− p) are the corresponding
group inverses of an and a. The result then follows from the fact that an → a,
pn → p and the continuity of inversion in Banach algebras. 
Our main result in this section is Theorem 6.2.13. This result, due to Koliha
and Rakocˇevic´, presents a number of continuity properties of the generalized
Drazin inverse of a Banach algebra element. We will, in particular, see that
an analogue of Lemma 6.2.12 is available for generalized Drazin inverses.
Recall that, in Example 6.2.6 we saw that even Lemma 2.7.2 is not pos-
sible for generalized Drazin inverses in general. Theorem 6.2.13, however,
establishes an analogue of Lemma 2.7.2 for generalized Drazin inverses under
the assumption that the limit of the convergent sequence of generalized Drazin
invertible elements is also generalized Drazin invertible. Let us mention that
the results obtained in Theorem 6.2.13 extend those of Rakocˇevic´ in ([24],
Theorem 4.1) for Drazin inverses.
Theorem 6.2.13 ([13], Theorem 2.4) Let A be a Banach algebra, (an) ⊆ A a
convergent sequence with limit a ∈ A, and suppose all an and a are generalized
Drazin invertible with pn and p the generalized Drazin idempotents of an and
a respectively. Then the following statements are equivalent:
(a) aDn → aD as n→∞.
(b) sup{||aDn || : n ∈ N} <∞.
(c) sup{r(aDn ) : n ∈ N} <∞.
(d) inf{D(0, σ′(an)) : n ∈ N} > 0.
(e) There exists an r > 0 such that B′(0, r) ⊆ ρ(a) ∩ (⋂∞n=1 ρ(an)) .
(f) aDn an → aDa as n→∞.
(g) pn → p as n→∞.
Proof :
Suppose that an → a as n → ∞, where a and all an are generalized Drazin
invertible in A. Denote by p and all pn the generalized Drazin idempotents of
a and an respectively.
The left-to-right implication (a)⇒(b) follows from the fact that convergence
implies boundedness.
Suppose that (b) holds. Since r(aDn ) ≤ ||aDn || ≤ sup{||aDn || : n ∈ N} for all
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n ∈ N, we have that sup{r(aDn ) : n ∈ N} ≤ sup{||aDn || : n ∈ N} < ∞, hence
(b)⇒(c).
We show that (c)⇒(d): Suppose that k = sup{r(aDn ) : n ∈ N} < ∞. We
look at the following three cases:
(i) Suppose that r(aDn ) = 0 for all n ∈ N. Then σ(aDn ) = {0}, and hence
σ(an) = {0}, by Theorem 5.4.1, so that D(0, σ′(an)) = ∞, for all n ∈ N. It
then follows that inf{D(0, σ′(an)) : n ∈ N} =∞ > 0.
(ii) If r(aDn ) > 0 for all n ∈ N, then k > 0 and 1r(aDn ) ≥
1
k
. Using Corollary
2.2.6, we have that r(aDn ) = r(aDn anaDn ) ≤ r(aDn )2r(an), so that r(an) ≥ 1r(aDn ) >
0 for all n ∈ N. By Corollary 5.4.2, we have that D(0, σ′(an)) = 1r(aDn ) ≥
1
k
for
all n ∈ N; hence
inf{D(0, σ′(an)) : n ∈ N} ≥ 1
k
> 0.
(iii) Suppose that there is at least one n such that r(aDn ) > 0 and possibly
some n for which r(aDn ) = 0. By case (ii), we have thatD(0, σ′(an)) =
1
r(aDn )
≥ 1
k
,
for all n satisfying r(aDn ) > 0. By case (i), D(0, σ′(an)) =∞ for all n such that
r(aDn ) = 0. Let kn = D(0, σ′(an)). Then
inf{D(0, σ′(an)) : n ∈ N} = inf{kn : n satisfies r(aDn ) > 0} ≥
1
k
> 0,
hence the result follows.
We show that (d)⇒(e): Suppose that k = inf{D(0, σ′(an)) : n ∈ N} > 0.
Let r = min{s, k} with s = D(0, σ′(a)). By the choice of r and the fact
that ∩∞n=1ρ(an) = C\ ∪∞n=1 σ(an), we have that B′(0, r) ⊆
⋂∞
n=1 ρ(an) and
B′(0, r) ⊆ ρ(a), and hence B′(0, r) ⊆ ρ(a) ∩ (⋂∞n=1 ρ(an)) .
To prove the implication (e)⇒(f), suppose that there exists an r > 0 such
that B′(0, r) ⊆ ρ(a)∩(⋂∞n=1 ρ(an)) .We are required to prove that aDn an → aDa
as n→∞.
If a ∈ A−1, then, by Lemma 2.7.3, we have that an ∈ A−1 for all suffi-
ciently large n and aDn = a−1n → a−1 = aD as n → ∞. By the continuity of
multiplication in a Banach algebra it follows that aDn an → aDa as n→∞.
Suppose now that 0 ∈ iso σ(a). By Corollary 5.1.8, p is the spectral idem-
potent of a corresponding to 0. Let Ω0 = {λ : |λ| < 13r}, Ω1 = {λ : |λ| > 23r}
and Ω = Ω0 ∪ Ω1. By hypothesis, we have that Ω0 and Ω1 are open sets con-
taining {0} and σ′(a), respectively, and hence Ω is an open set containing σ(a).
Define f : Ω→ C by
f(λ) =
{
0 if λ ∈ Ω1
1 if λ ∈ Ω0.
Then f ∈ H(Ω) and p = f(a) by Theorem 2.3.3. From Corollary 5.1.8 we have
that pn is the spectral idempotent of an corresponding to 0; where it should
be noted that pn might be 0 for several n. Also, by hypothesis, Ω1 is an open
set containing σ′(an) for all n ∈ N, so that pn = f(an) for all n ∈ N. It then
Stellenbosch University  http://scholar.sun.ac.za
CHAPTER 6. CONTINUITY OF GROUP, DRAZIN AND GENERALIZED
DRAZIN INVERSION 75
follows from HFC(6) that pn = f(an) → f(a) = p as n → ∞, and hence
aDn an → aDa as n → ∞ by Corollary 5.1.8. (We remark that as a result of
Newburgh’s theorem (Theorem 2.4.3), there cannot be infinitely many n for
which an is invertible).
By Corollary 5.1.8, pn = 1− aDn an and p = 1− aDa. Hence (f)⇔(g).
Finally, to prove that (g)⇒(a), suppose that (g) holds. Then an+pn → a+p
as n→∞, where a+p ∈ A−1 by Proposition 5.1.4. From Lemma 2.7.3 it then
follows that an+pn ∈ A−1 for all sufficiently large n and (an+pn)−1 → (a+p)−1
as n → ∞. Moreover, aDn = (an + pn)−1(1 − pn) and aD = (a + p)−1(1 − p)
by Corollary 5.1.8. Hence, by the continuity of multiplication in a Banach
algebra, (a) holds. This completes the proof. 
Since Ag ⊆ Ad ⊆ AD, for an arbitrary Banach algebra A, Theorem 6.2.13
presents various continuity properties for both group and Drazin inversion in
Banach algebras. Let us mention that several of the continuity properties
obtained in Theorem 6.2.13 will be useful in the next section.
Remark 6.2.14 Observe that the equivalence of (a) and (g) in Theorem 6.2.13
is an analogue of Lemma 6.2.12 for generalized Drazin inverses. Note also that
a similar result to Proposition 6.2.3 and Corollary 6.2.4 (see also Lemma 2.7.2)
is obtained for generalized Drazin inverses (the equivalence of (a) and (b) in
Theorem 6.2.13) when assuming that the limit of the convergent sequence of
generalized Drazin invertible elements is also generalized Drazin invertible.
6.3 A generalization of Campbell and Meyer’s
result due to the spectral rank
In this section our aim is to present criteria, using the concept of the spectral
rank, for continuity of group and Drazin inversion in the special case of the
socle elements in semisimple Banach algebras, as was done by the authors in
[7]. Our main results in this section include Theorem 6.3.5 and Corollary 6.3.6.
Theorem 6.3.5 is a special case of Corollary 6.3.6, where Corollary 6.3.6, as
we will see, is a generalization of Campbell and Meyer’s continuity result for
square matrices (see Theorem 2.12.4) to arbitrary elements of the socle of a
semisimple Banach algebra.
The following result was proved by Brits, Lindeboom and Raubenheimer in
[6]. We will formulate and prove only the one implication of the result, which
shows that the socle elements of a semisimple Banach algebra are a special
class of Drazin invertible elements.
Theorem 6.3.1 ([6], Theorem 9) Let A be a semisimple Banach algebra.
Then Soc(A) ⊆ Ad.
Proof :
Suppose that a ∈ Soc(A). From Theorem 5.1.16 and Corollary 2.5.6 we have
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that a ∈ AD, and hence a − aaDa ∈ QN(A). Since a ∈ Soc(A) and Soc(A)
is a two-sided ideal, we have that a − aaDa ∈ Soc(A), so that a − aaDa ∈
Soc(A) ∩QN(A). From Corollary 2.5.5 it then follows that a− aaDa ∈ N(A).
Recalling the definition of the Drazin inverse we have that that a ∈ Ad. Hence
Soc(A) ⊆ Ad. 
The following result will be required in the proof of Theorem 6.3.5. Recall
Lemma 3.1.3(2) which implies that, for a ∈ Ag, the element aag is an idempo-
tent of an algebra A.
Theorem 6.3.2 ([7], Theorem 2.4) Let A be a semisimple Banach algebra
and a ∈ Soc(A) ∩ Ag. Then rank(a) = rank(ak) for all k ∈ N.
Proof :
Suppose that a ∈ Soc(A)∩Ag. By Lemma 3.1.3(1), ak is group invertible with
group inverse (ag)k. Due to the fact that we are dealing with more than one
semisimple Banach algebra in this proof, we will, to avoid any confusion, from
this point on write rankA(a) to mean rank(a). Let p = aag. Then pAp is a
semisimple Banach algebra with identity p. Observe that a = pap is invertible
in pAp with inverse ag = pagp. It then follows that ak is invertible in pAp with
inverse (ag)k. Moreover, by Proposition 2.6.2(c) and Lemma 2.6.4, we have
that
rankA(a) = rankpAp(a) = rankpAp(p) = rankpAp(a
k) = rankA(a
k).
This completes the proof. 
Observe that, for a semisimple Banach algebra A, since every idempotent is
group invertible, we have from Theorem 2.6.8 and Lemma 3.1.10 that every
maximal finite-rank element is group invertible in Soc(A); hence rank(a(c)) =
rank(a) for all maximal finite-rank elements a. In our next result we show that
the equality rank(a(c)) = rank(a), where a is a maximal finite-rank element,
can also be obtained without using Theorem 2.6.8.
Lemma 6.3.3 Let A be a semisimple Banach algebra and a ∈ A. If a is a max-
imal finite-rank element, then a(c) is a maximal finite-rank element. Moreover,
rank(a(c)) = rank(a).
Proof :
Suppose that a ∈ A is a maximal finite-rank element. From Theorem 6.3.1
it follows that a ∈ Ad. By the definition of the spectral rank we have that
#σ′(a(c)) ≤ rank(a(c)). Hence, by hypothesis, Proposition 2.6.2(a), Corollaries
5.3.2 and 5.3.4 and the remark preceding Corollary 5.3.4, we have that
rank(a(c)) = rank(aada) ≤ rank(a) = #σ′(a) = #σ′(a(c)) ≤ rank(a(c)).
Hence a(c) is maximal finite-rank and rank(a(c)) = rank(a). 
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In order to prove Corollary 6.3.6, we need Theorem 6.3.5, which relies on
Lemma 6.3.4. Let us remark that Theorem 6.3.5 is a special case of Corollary
6.3.6. Under the assumption that an → a in Soc(A) as n → ∞, our aim is
to provide conditions which will ensure that adn → ad as n → ∞. In Lemma
6.3.4 we restrict ourselves to maximal finite-rank elements, which, as remarked,
form a special class of group invertible elements. In [7] Brits, Lindeboom and
Raubenheimer only showed the one implication ((b)⇒(a)) in Lemma 6.3.4.
We observe that the reverse implication also holds.
Lemma 6.3.4 ([7], Lemma 3.1) Let A be a semisimple Banach algebra and
(an) a convergent sequence in Soc(A) with limit a ∈ Soc(A), where a and all
an are maximal finite-rank elements. The following statements are equivalent:
(a) agn → ag as n→∞.
(b) There exists n0 ∈ N such that rank(an) = rank(a) for all n ≥ n0.
Proof :
Suppose that an and a are maximal finite-rank elements and that an → a in
Soc(A) as n→∞.
(a)⇒(b): Suppose that agn → ag as n→∞. By the continuity of multipli-
cation in a Banach algebra, we have that anagn → aag as n → ∞. Hence we
can find an n0 ∈ N such that ||anagn − aag|| < 1||2(aag)−1|| , for all n ≥ n0. By
Lemma 3.1.3(2), anagn and aag are idempotents and hence from Lemma 2.1.15
it follows that anagn and aag are similar for all n ≥ n0. Let xn ∈ A−1 be such
that aag = x−1n anagnxn for all n ≥ n0. It follows from Proposition 2.6.2(b) that
rank(aag) = rank(x−1n ana
g
nxn) = rank(ana
g
nxn) = rank(ana
g
n),
for all n ≥ n0 and hence by Proposition 2.6.2(a) we have that
rank(an) = rank(ana
g
nan) ≤ rank(anagn) = rank(aag) ≤ rank(a) = rank(aaga)
≤ rank(aag) = rank(anagn) ≤ rank(an),
for all n ≥ n0. Hence rank(an) = rank(a) for all n ≥ n0.
(b)⇒(a): Suppose that there exists n0 ∈ N such that rank(an) = rank(a)
for all n ≥ n0. Since a and all an are maximal finite-rank elements, we have that
rank(an) = #σ
′(an) and rank(a) = #σ′(a), respectively. Hence, for all n ≥ n0,
the equality #σ′(an) = #σ′(a) holds. By Corollary 2.4.4, inf{D(0, σ′(an)) :
n ∈ N} > 0, and hence from Theorem 6.2.13 it follows that agn → ag as n→∞.

We are now ready to present our first main result in this section. This result,
by Brits, Lindeboom and Raubenheimer, extends Lemma 6.3.4 to arbitrary
group invertible elements in Soc(A) and presents criteria for continuity of group
inversion of group invertible socle elements in semisimple Banach algebras.
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Theorem 6.3.5 ([7], Theorem 3.2) Let A be a semisimple Banach algebra
and (an) a convergent sequence in Soc(A) ∩ Ag with limit a ∈ Soc(A) ∩ Ag.
Then the following statements are equivalent:
(a) agn → ag as n→∞.
(b) There exists n0 ∈ N such that rank(an) = rank(a) for all n ≥ n0.
Proof :
Suppose that an → a in Soc(A) ∩ Ag as n→∞.
The proof of the implication (a)⇒(b) was done in Lemma 6.3.4[(a)⇒(b)].
(b)⇒(a): Suppose that there exists n0 ∈ N such that rank(an) = rank(a)
for all n ≥ n0. Due to the fact that we are dealing with more than one semisim-
ple Banach algebra in this proof, we will, to avoid any confusion, from this
point on write rankA(a) to mean rank(a). Let qn = anagn and q = aag. Then
Bn = qnAqn and B = qAq are semisimple Banach algebras with identities
qn and q respectively. Since an, a ∈ Soc(A), also qn, q ∈ Soc(A), and hence
it follows from Proposition 2.5.3 that dimBn < ∞ and dimB < ∞. By the
Wedderburn-Artin theorem (Theorem 2.2.8) Bn and B are direct sums of ma-
trix algebras over C.
Since qaq = aagaaag = aaga = a and, similarly, qnanqn = an, we have that
a ∈ B and an ∈ Bn. One can also easily verify that an and a are invertible in
Bn and B with inverses agn = qnagnqn and ag = qagq respectively.
By Theorem 2.6.7 we have that E(a), E(an)(n ∈ N), E(a2), E(a2n)(n ∈
N), E(q) and E(qn)(n ∈ N) are dense open subsets of A. By Baire’s Category
Theorem (Theorem 2.1.6) it follows that
∩∞n=1[E(a) ∩ E(an) ∩ E(a2) ∩ E(a2n) ∩ E(q) ∩ E(qn)] = A,
and hence the intersection in the expression on the left hand side is non-empty.
Let x be an element of this set.
Using the remark following the definition of the spectrum and the fact that
x ∈ E(a), we have that
rankA(a) = #σ
′
A(ax)
= #σ′A(qaqx)
= #σ′A(aqxq). (6.3.1)
Similarly, because x ∈ E(an), we have that
rankA(an) = #σ
′
A(anqnxqn), (6.3.2)
for all n ∈ N. Now, recalling (6.3.1) and Lemmas 2.2.9 and 2.6.4, it follows
that
rankA(a) = #σ
′
A(aqxq) = #σ
′
B(aqxq) = rankB(aqxq) = rankA(aqxq)
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and, by also using Proposition 2.6.2(a) and Lemma 2.6.4 again,
rankA(aqxq) = rankB(aqxq) ≤ rankB(a) = rankA(a),
so that
rankA(aqxq) = rankA(a). (6.3.3)
A similar argument, using equation (6.3.2), shows that
rankA(anqnxqn) = rankA(an) (6.3.4)
for all n ∈ N. By Lemmas 2.2.9 and 2.6.4 and equations (6.3.1), (6.3.2), (6.3.3)
and (6.3.4) it is clear that aqxq and all anqnxqn are maximal finite-rank ele-
ments in B and Bn, respectively.
From equation (6.3.1) and Lemmas 2.2.9 and 2.6.4 it follows that rankB(a)
= #σ′B(a(qxq)). Hence, by the Wedderburn-Artin theorem, this, together with
the facts that a ∈ B−1 and aqxq is a maximal finite-rank element in B, implies
that qxq ∈ B−1, if we apply Lemma 2.6.10. Analogously, using (6.3.2), we
have that qnxqn ∈ B−1n for all n ∈ N.
In order to prove the convergence of agn we show that anagn converge. To
obtain the latter property we will first show that (qnxqn)−1 → (qxq)−1 as
n→∞ and then conclude that qnxqn → qxq as n→∞.
Since an → a as n → ∞, we have by the continuity of multiplication in a
Banach algebra that
an(qnxqn)an = anxan → axa = a(qxq)a
in Soc(A) as n → ∞. By hypothesis, Proposition 2.6.2(b), Lemma 2.6.4 and
the facts that an, qnxqn ∈ B−1n and a, qxq ∈ B−1, we have that
rankA(anqnxqnan) = rankBn(anqnxqnan)
= rankBn(an)
= rankA(an)
= rankA(a)
= rankB(a)
= rankB(aqxqa)
= rankA(aqxqa),
for all n ≥ n0. Recalling the remark following the definition of the spectrum
and the fact that x ∈ E(a2), we have that
rankA(a
2) = #σ′A(a
2x)
= #σ′A(qa
2qx)
= #σ′A(a
2qxq)
= #σ′A(aqxqa). (6.3.5)
Stellenbosch University  http://scholar.sun.ac.za
CHAPTER 6. CONTINUITY OF GROUP, DRAZIN AND GENERALIZED
DRAZIN INVERSION 80
Similarly, using the fact that x ∈ E(a2n), we obtain that
rankA(a
2
n) = #σ
′
A(anqnxqnan), (6.3.6)
for all n ∈ N. Now, using (6.3.5), Proposition 2.6.2(b) Lemma 2.6.4, Theorem
6.3.2 and the fact that a, qxq ∈ B−1, it follows that
rankA(aqxqa) = rankB(aqxqa)
= rankB(a)
= rankA(a)
= rankA(a
2)
= #σ′A(aqxqa).
Similarly, by recalling equation (6.3.6) and the fact that an, qnxqn ∈ B−1n , we
obtain that rankA(anqnxqnan) = #σ′A(anqnxqnan) for all n ∈ N, and hence
aqxqa and all anqnxqnan are maximal finite-rank elements.
We have thus shown that the elements anqnxqnan, aqxqa ∈ Soc(A) satisfy
the conditions in Lemma 6.3.4, and hence we conclude that (anqnxqnan)d →
(aqxqa)d as n→∞.
Since an(qnxqn)an and a(qxq)a are invertible in Bn and B, respectively, it
follows that (aqxqa)d = (aqxqa)−1 = a−1(qxq)−1a−1 = ag(qxq)−1ag, where the
understanding is that, where the usual inverse notation is used, the element
is invertible only in Bn or B. Similarly, (anqnxqnan)d = agn(qnxqn)−1agn for all
n ∈ N. Hence, we have that
agn(qnxqn)
−1agn → ag(qxq)−1ag
as n→∞, so that, by the continuity of multiplication in a Banach algebra and
the fact that anagn and aag are the identity elements in Bn and B respectively,
(qnxqn)
−1 = anagn(qnxqn)
−1agnan → aag(qxq)−1aga = (qxq)−1 (6.3.7)
as n→∞.
Note that (qxq)−1 = (qxq)−1q ∈ Soc(A), and similarly (qnxqn)−1 ∈ Soc(A)
for all n. By hypothesis, Proposition 2.6.2[(b) and (c)], Lemma 2.6.4 and the
facts that agn, (qnxqn)−1 ∈ B−1n and ag, (qxq)−1 ∈ B−1, we have that
rankA(qnxqn)
−1 = rankBn(qnxqn)
−1 = rankBn(ana
g
n) = rankBn(an) = rankA(an)
= rankA(a) = rankB(a) = rankB(aa
g) = rankB(qxq)
−1 = rankA(qxq)−1,
for all n ≥ n0. Recalling the remark following the definition of the spectrum,
Proposition 2.6.2(c), Lemma 2.6.4 and the facts that q is an idempotent and
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the identity of B and x ∈ E(q), we have that
rankA(qxq)
−1 = rankB(qxq)−1
= rankB(q)
= rankA(q)
= #σ′A(qx)
= #σ′A(qxq)
= #σ′A(qxq)
−1,
where the last step follows from the spectral mapping theorem (also see the
proof of Corollary 5.4.2) and Lemma 2.2.9. Similarly, using the fact that
x ∈ E(qn), where qn is an idempotent and the identity of Bn, we obtain that
rankA(qnxqn)
−1 = #σ′A(qnxqn)
−1 for all n ∈ N, and hence it follows that
(qxq)−1 and all (qnxqn)−1 are maximal finite-rank elements.
Since the elements (qnxqn)−1 and (qxq)−1 satisfy the conditions in Lemma
6.3.4, we have that
qnxqn = ((qnxqn)
−1)−1 = ((qnxqn)−1)d → ((qxq)−1)d = ((qxq)−1)−1 = qxq
(6.3.8)
as n→∞.
Now, by the continuity of multiplication in a Banach algebra and equations
(6.3.7) and (6.3.8), we have that
ana
g
n = (qnxqn)(qnxqn)
−1 → (qxq)(qxq)−1 = aag
as n→∞, and hence agn → ag as n→∞, by Theorem 6.2.13. 
In our next result we characterize the continuity of Drazin inversion of socle
elements in semisimple Banach algebras in terms of the spectral rank.
Corollary 6.3.6 ([7], Corollary 3.3) Let A be a semisimple Banach algebra
and (an) a convergent sequence in Soc(A) with limit a ∈ Soc(A), and suppose
all an are Drazin invertible of uniformly bounded Drazin degree. Then the
following statements are equivalent:
(a) adn → ad as n→∞.
(b) There exists n0 ∈ N such that rank
(
a
(c)
n
)
= rank
(
a(c)
)
for all n ≥ n0.
Proof :
Suppose that an → a in Soc(A) as n → ∞ and that a and all an are Drazin
invertible of uniformly bounded Drazin degree.
(a)⇒(b): Suppose that adn → ad as n→∞. By Corollaries 5.3.2 and 5.3.4,
a
(c)
n = ana
d
nan and a(c) = aada. Moreover, a
(c)
n and a(c) are group invertible
elements belonging to the socle of A and by the continuity of multiplication
in a Banach algebra we have that a(c)n → a(c) as n → ∞. Again by Corollary
5.3.4, we have that
(
a
(c)
n
)g
= adn and
(
a(c)
)g
= ad. By hypothesis
(
a
(c)
n
)g
→
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a(c)
)g as n → ∞; hence by Theorem 6.3.5, there exists n0 ∈ N such that
rank
(
a
(c)
n
)
= rank
(
a(c)
)
, for all n ≥ n0.
(b)⇒(a): Suppose that there exists n0 ∈ N such that rank
(
a
(c)
n
)
= rank
(
a(c)
)
for all n ≥ n0. Let l = sup{kn : n ∈ N}, where kn is the smallest integer for
which an is Drazin invertible and suppose that a is Drazin invertible of degree
k. Let m = max{k, l}. By Lemma 4.1.4, a and all an are Drazin invertible
of degree m, and hence by hypothesis and Corollary 6.1.3 we have that am
and all amn are group invertible in Soc(A). From Corollary 4.1.7 it follows that
(amn )
g = (amn )
d = (adn)
m and (am)g = (am)d = (ad)m.
Since am is group invertible, we have from Lemma 4.1.6 and Corollaries
5.3.2 and 5.3.4 that
a(c) = aada = a[(ad)
m
am−1]a = a(am)gam.
By also using Proposition 2.6.2(a) it follows that
rank
(
a(c)
) ≤ rank(am).
Since a(c)a(n) = a(n)a(c) = 0, we have from Corollary 5.3.4 and the binomial
theorem that
am =
(
a(c) + a(n)
)m
=
m∑
k=0
(
m
k
)(
a(c)
)m−k (
a(n)
)k
=
(
a(c)
)m
+
(
a(n)
)m
.
Let p be the Drazin idempotent of a. By Corollary 5.1.7, p is the spectral
idempotent of a corresponding to 0. Since a is Drazin invertible of degree m,
we have from Proposition 4.1.9 and Corollaries 5.3.2 and 5.3.4 that
(
a(n)
)m
=
(ap)m = 0, and hence am =
(
a(c)
)m
= a(c)
(
a(c)
)m−1
, so that
rank(am) ≤ rank (a(c)) .
Hence, rank(am) = rank
(
a(c)
)
. Analogously, rank(amn ) = rank
(
a
(c)
n
)
, so that
rank(amn ) = rank
(
a(c)n
)
= rank
(
a(c)
)
= rank(am),
for all n ≥ n0.
By Theorem 6.3.5, (amn )g → (am)g as n → ∞ and by using the facts that
multiplication in a Banach algebra is continuous and ad ∈ Comm a, we have
that
(ana
d
n)
m = amn (a
d
n)
m = amn (a
m
n )
g → am(am)g = am(ad)m = (aad)m
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as n→∞. By Lemma 3.1.3(2), anadn and aad are idempotents, hence (anadn)m =
ana
d
n and (aad)m = aad, so that anadn → aad as n→∞. From Theorem 6.2.13
it follows that adn → ad as n→∞. This completes the proof. 
Note that, for the semisimple Banach algebra Mn(C), we have that the ele-
ments of any sequence in Mn(C) = Soc(Mn(C)) are Drazin invertible of uni-
formly bounded Drazin degree. Hence Corollary 6.3.6, due to Brits, Lindeboom
and Raubenheimer, generalizes Campbell and Meyer’s result for square matri-
ces (see Theorem 2.12.4) to arbitrary socle elements of a semisimple Banach
algebra.
We remarked at the beginning of this section that Theorem 6.3.5 is a special
case of Corollary 6.3.6. This can be seen from the facts that all an ∈ Ag ∩
Soc(A) are Drazin invertible of uniformly bounded Drazin degree and that, for
an, a ∈ Ag, a = a(c) and an = a(c)n by Corollary 5.3.4.
Remark 6.3.7 Let us remark that an operator version of Campbell and Meyer’s
result was given by Koliha and Rakocˇevic´ in ([13], Theorem 5.1).
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Chapter 7
The generalized Drazin inverse for
bounded linear operators
One of the most important Banach algebras is the Banach algebra L(X) of all
bounded linear operators on a complex Banach space X. In this chapter our
aim is to present several continuity properties of the generalized Drazin inverse
of a bounded linear operator. This chapter consists of three sections. The aim
of Section 7.1 is to present some properties a generalized Drazin invertible
operator in L(X) have. In Section 7.2 we formulate and prove useful results
results about the gap (see Definition 2.10.1), as was done in [13] by Koliha
and Rakocˇevic´, that will be required in Section 7.3. Finally, in Section 7.3 we
study the continuity properties for the generalized Drazin inverse of a bounded
linear operator. The main result in this chapter is Theorem 7.3.3.
7.1 Generalized Drazin invertible operators in
L(X)
In the 1977 paper of King (see [11]), he presented some of the properties Drazin
invertible bounded linear operators have. This section is aimed at specializing
some of the results obtained in Chapter 5 for arbitrary generalized Drazin
invertible Banach algebra elements to the bounded linear operator case. We
start by formulating Corollary 5.3.3 for the Banach algebra L(X) and develop
some results from it.
Theorem 7.1.1 ([12], Corollary 6.5) Let A ∈ L(X). An element A is general-
ized Drazin invertible if and only if it is the sum of unique elements C ∈ L(X)g
and Q ∈ QN(L(X)) such that CQ = QC = 0. Then AD = Cg.
We remind the reader that the notations A(c) and A(q) are used to denote
the core operator and the quasinilpotent part of A ∈ L(X), respectively. Let
us also mention that Corollary 7.1.2 was already observed in Chapter 5 for
84
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an arbitrary generalized Drazin invertible element in a Banach algebra. We
present a different proof here using Corollary 2.2.6.
Corollary 7.1.2 ([13], p.173) If A ∈ L(X)D, then σ(A) = σ(A(c)).
Proof :
Suppose that A ∈ L(X)D. Since A(q)A(c) = A(c)A(q), one can show that A(q)
and A commute. Moreover, by Theorem 7.1.1, Corollary 2.2.6 and the fact that
A(q) ∈ QN(L(X)), we have that σ(A) = σ(A(c) + A(q)) ⊆ σ(A(c)) + σ(A(q)) =
σ(A(c)). In a similar way, using the fact that A(q) and A commute, one can
show that σ(A(c)) ⊆ σ(A). Hence σ(A(c)) = σ(A). 
Corollary 7.1.3 ([13], p.174) Let A ∈ L(X)D. If 0 ∈ iso σ(A), then the
spectral idempotent of A corresponding to 0 is also the spectral idempotent of
A(c) corresponding to 0.
Proof :
Suppose that 0 ∈ iso σ(A) and let PA denote the spectral idempotent of A
corresponding to 0. By Corollary 5.1.8, PA = I − ADA. By Corollary 7.1.2,
we have that 0 ∈ iso σ(A(c)). Let PA(c) denote the spectral idempotent of
A(c) corresponding to 0. Again by Corollary 5.1.8, PA(c) = I − A(c)DA(c) =
I − A(c)gA(c). Now,
PA = I − ADA = I − A(c)g(A(c) + A(q)) = I − A(c)gA(c) = PA(c) .
Hence the result follows. 
Corollary 7.1.4 ([13], (4.1)) Let A ∈ L(X)D. Then Null(A(c)) = R(P ),
where P denotes the generalized Drazin idempotent of A.
Proof :
Suppose that A ∈ L(X)D. If A ∈ L(X)−1, then A = A(c) and P = 0 by
Corollary 5.1.8, so that the result clearly holds in this case.
Suppose now that 0 ∈ iso σ(A) and let P denote the spectral idempotent
of A corresponding to 0. By Corollary 7.1.3, P is the spectral idempotent of
A(c) corresponding to 0, and hence P = I − A(c)A(c)g by Corollary 5.1.8. Let
y ∈ R(P ). Then Py = y, that is (I − P )y = 0, so that A(c)(A(c)gy) = 0. Now,
A(c)y = (A(c)A(c)
g
A(c))y = A(c)(A(c)(A(c)
g
y)) = A(c)0 = 0.
Hence y ∈ Null(A(c)), so that R(P ) ⊆ Null(A(c)).
Conversely, suppose that y ∈ Null(A(c)). Then A(c)y = 0, and hence
A(c)
g
(A(c)y) = 0, so that (I − P )y = 0. It then follows that y = Py ∈ R(P ),
and hence Null(A(c)) ⊆ R(P ). The result then follows. 
Corollary 7.1.5 ([13], (4.1)) Let A ∈ L(X)D. Then R(A(c)) = Null(P ),
where P denotes the generalized Drazin idempotent of A.
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Proof :
Suppose that A ∈ L(X)D. If A ∈ L(X)−1, then A = A(c) and P = 0 by
Theorem 5.1.6, so that the result clearly holds in this case. Suppose now that
0 ∈ iso σ(A) and let P denote the spectral idempotent of A corresponding to
0. By Corollary 7.1.3, P is the spectral idempotent of A(c) corresponding to 0,
and hence P = I − A(c)A(c)g by Corollary 5.1.8. Let y ∈ R(A(c)). Then there
exists an x ∈ X such that A(c)x = y. Now,
Py = P (A(c)x) = (I − A(c)A(c)g)(A(c)x) = (A(c) − A(c)A(c)gA(c))x = 0x = 0;
hence y ∈ Null(P ), so that R(A(c)) ⊆ Null(P ).
Conversely, suppose that y ∈ Null(P ). Then Py = 0, and hence (I −
A(c)A(c)
g
)y = 0, so that y = A(c)(A(c)gy). Let x = A(c)gy. Then y = A(c)x,
so that y ∈ R(A(c)). Hence Null(P ) ⊆ R(A(c)), so that the result follows.

The following result is an immediate consequence of Corollary 7.1.5 and will
be needed in Section 7.3.
Corollary 7.1.6 ([13], p.174) Let A ∈ L(X)D. The operator A(c) is a closed
range operator.
Proof :
Since the spectral idempotent P of A corresponding to 0 is a bounded lin-
ear operator, we have that Null(P ) is closed. The result then follows from
Corollary 7.1.5. 
7.2 Further properties on the notion of the gap
between closed subspaces
In order to discuss the continuity of the generalized Drazin inverse of a bounded
linear operator, as was done in [13] by Koliha and Rakocˇevic´, additional prop-
erties of the gap are needed. In this section we give the properties of the
gap presented in [13], where it was shown that these properties are satisfied
by a special class of operators in L(X), namely the idempotents. Take note
that, for an idempotent P ∈ L(X), since Null(P ) is closed, we also have that
R(P ) = Null(I − P ) is closed. This fact is, however, not true for an arbitrary
element in L(X) ([15], Problem 6, p.101).
We state and prove the following result that will be required in the proof of
Lemma 7.2.2.
Lemma 7.2.1 Let P,Q ∈ L(X) be idempotents. Then
||I − P ||D(u,R(P )) ≤ ||I − P ||gap(R(Q),R(P ))||u||,
for all u ∈ R(Q).
Stellenbosch University  http://scholar.sun.ac.za
CHAPTER 7. THE GENERALIZED DRAZIN INVERSE FOR BOUNDED
LINEAR OPERATORS 87
Proof :
Let u ∈ R(Q). If u = 0, then u ∈ R(P ), and hence the result holds. If u ∈ R(Q)
is such that ||u|| = 1, then
||I − P ||D(u,R(P )) ≤ ||I − P ||δ(R(Q),R(P ))
≤ ||I − P ||gap(R(Q),R(P ))
= ||I − P ||gap(R(Q),R(P ))||u||.
If 0 6= u ∈ R(Q), then
∣∣∣∣∣∣ u||u|| ∣∣∣∣∣∣ = 1, and hence, by the previous reasoning,
||I − P ||D
(
u
||u|| ,R(P )
)
≤ ||I − P ||gap(R(Q),R(P ))
∣∣∣∣∣∣∣∣ u||u||
∣∣∣∣∣∣∣∣ .
Since 1||u|| > 0, we have that D
(
u
||u|| ,R(P )
)
= 1||u||D(u,R(P )), and hence the
result follows. 
Recall that in Section 2.10 we mentioned that the gap can be seen as a function
which measures the “distance” between two subspaces. Our next results gives
upper and lower bounds for the “distances” between null spaces and ranges of
idempotents in L(X).
Lemma 7.2.2 ([13], Lemma 3.1) Let P,Q ∈ L(X) be idempotents. Then
(1) gap(R(Q),R(P )) ≤ max{||(I −Q)P ||, ||(I − P )Q||},
(2) gap(Null(Q),Null(P )) ≤ max{||Q(I − P )||, ||P (I −Q)||},
(3) ||(I − P )Q|| ≤ ||I − P ||||Q||gap(R(Q),R(P )),
(4) ||P (I −Q)|| ≤ ||P ||||I −Q||gap(Null(Q),Null(P )).
Proof :
Suppose that P and Q are idempotents in L(X).
(1) Let u ∈ R(P ) with ||u|| = 1. Then, since Pu = u, we have that
D(u,R(Q)) = inf{||u−Qx|| : x ∈ X} ≤ ||u−Qu||
= ||(I −Q)u||
= ||(I −Q)Pu||
≤ sup{||(I −Q)Pu|| : ||u|| = 1}
= ||(I −Q)P ||.
Hence D(u,R(Q)) ≤ ||(I −Q)P ||, for all u ∈ R(P ) with ||u|| = 1, so that
δ(R(P ),R(Q)) = sup{D(u,R(Q)) : u ∈ R(P ), ||u|| = 1} ≤ ||(I −Q)P ||.
By exchanging P and Q in the inequality above, we have that
δ(R(Q),R(P )) = sup{D(u,R(P )) : u ∈ R(Q), ||u|| = 1} ≤ ||(I − P )Q||.
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Hence
gap(R(Q),R(P )) = max{δ(R(P ),R(Q)), δ(R(Q),R(P ))}
≤ max{||(I −Q)P ||, ||(I − P )Q||}.
(2) Using (1) and the fact that Null(P ) = R(I − P ) and Null(Q) = R(I −Q),
we have that
gap(Null(Q),Null(P )) = gap(R(I −Q),R(I − P ))
≤ max{||Q(I − P )||, ||P (I −Q)||}.
(3) If I = P, then statement (3) is true. Hence, suppose that I 6= P. Let x ∈ X
and v ∈ R(P ). Since Pv = v, we have that
(I − P )Qx = (I − P )Qx− (I − P )v = (I − P )(Qx− v).
Hence ||(I−P )Qx|| = ||(I−P )(Qx−v)|| ≤ ||I−P ||||Qx−v||, for all v ∈ R(P ),
so that ||(I−P )Qx||||I−P || ≤ ||Qx− v||, for all v ∈ R(P ). It then follows that
||(I − P )Qx||
||I − P || ≤ inf{||Qx− v|| : v ∈ R(P )} = D(Qx,R(P )).
Using Lemma 7.2.1, we have that
||(I − P )Qx|| ≤ ||I − P ||D(Qx,R(P ))
≤ ||I − P ||gap(R(Q),R(P ))||Qx||
≤ ||I − P ||gap(R(Q),R(P ))||Q||||x||,
and hence ||(I − P )Q|| ≤ ||I − P ||||Q||gap(R(Q),R(P )).
(4) Using (3) we have that
||P (I −Q)||| ≤ ||P ||||I −Q||gap(R(I −Q),R(I − P ))
= ||P ||||I −Q||gap(Null(Q),Null(P )).

The following result is an immediate consequence of Lemma 7.2.2.
Corollary 7.2.3 ([13], Corollary 3.2) Let P,Q ∈ L(X) be commuting idem-
potents. Then
(1) ||P −Q|| ≤ (||I − P ||||Q||+ ||P ||||I −Q||)gap(R(Q),R(P )) and
(2) ||P −Q|| ≤ (||I − P ||||Q||+ ||P ||||I −Q||)gap(Null(Q),Null(P )).
Proof :
Suppose that P and Q in L(X) are commuting idempotents.
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(1) Using Lemma 7.2.2(3) and the fact that PQ = QP, we have that
||P −Q|| = ||(P −QP )− (Q− PQ)||
≤ ||(I −Q)P ||+ ||(I − P )Q||
≤ ||I −Q||||P ||gap(R(P ),R(Q)) + ||I − P ||||Q||gap(R(Q),R(P ))
= (||P ||||I −Q||+ ||Q||||I − P ||)gap(R(Q),R(P )).
(2) Analogously, using Lemma 7.2.2(4) and the fact that PQ = QP, we have
that
||P −Q|| = ||(P −QP )− (Q− PQ)||
≤ ||P (I −Q)||+ ||Q(I − P )||
≤ (||P ||||I −Q||+ ||Q||||I − P ||)gap(Null(Q),Null(P )).

Our next result describes the convergence of idempotents in terms of the con-
vergence of the gaps of null spaces and ranges.
Lemma 7.2.4 ([13], Lemma 3.3) If Pn, P ∈ L(X) are idempotents, then the
following statements are equivalent:
(a) ||Pn − P || → 0 as n→∞.
(b) gap(R(Pn),R(P ))→ 0 and gap(Null(Pn),Null(P ))→ 0.
Moreover, if PnP = PPn for all sufficiently large n, then gap(R(Pn),R(P ))→
0 implies (a) and gap(Null(Pn),Null(P ))→ 0 implies (a).
Proof :
Suppose that P and all Pn are idempotents in L(X).
(a)⇒(b): If ||Pn−P || → 0 as n→∞, then ||(I−P )Pn|| → 0, ||(I−Pn)P || → 0,
||Pn(I − P )|| → 0 and ||P (I − Pn)|| → 0 as n→∞. Therefore,
gap(R(Pn),R(P )) ≤ max{||(I − Pn)P ||, ||(I − P )Pn||} → 0
and
gap(Null(Pn),Null(P )) ≤ max{||Pn(I − P )||, ||P (I − Pn)||} → 0
as n → ∞, when replacing Q by Pn in Lemma 7.2.2(1) and Lemma 7.2.2(2),
respectively.
(b)⇒(a): Suppose that gap(R(Pn),R(P ))→ 0 and gap(Null(Pn),Null(P ))→
0 as n→∞. Let
µ(Pn) = max{||Pn||, ||I − Pn||} ≤ 1 + ||Pn||. (7.2.1)
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By replacing Q by Pn in Lemma 7.2.2[(3) and (4)], we have that
||Pn − P || = ||Pn − PPn − (P − PPn)||
≤ ||(I − P )Pn||+ ||P (I − Pn)||
≤ ||I − P ||||Pn||gap(R(Pn),R(P ))
+||P ||||I − Pn||gap(Null(Pn),Null(P ))
≤ µ(Pn)[||I − P ||gap(R(Pn),R(P )) + ||P ||gap(Null(Pn),Null(P ))].
Let
δn = ||I − P ||gap(R(Pn),R(P )) + ||P ||gap(Null(Pn),Null(P )).
By assumption δn → 0 as n → ∞. Hence, we can find an N ∈ N such that
0 ≤ δn < 12 , for all n ≥ N. Also, ||Pn − P || ≤ µ(Pn)δn ≤ (1 + ||Pn||)δn by
equation (7.2.1). Now,
||Pn|| = ||P + Pn − P || ≤ ||P ||+ ||Pn − P ||
≤ ||P ||+ (1 + ||Pn||)δn
= ||P ||+ δn + ||Pn||δn,
so that (1− δn)||Pn|| ≤ ||P ||+ δn, that is ||Pn|| ≤ ||P ||+δn1−δn < 2||P ||+ 1; hence
1 + ||Pn|| < 2 + 2||P || (7.2.2)
for all n ≥ N. It then follows that
||Pn − P || ≤ (1 + ||Pn||)δn < (2||P ||+ 2)δn → 0 as n→∞.
This completes the first part of the lemma.
Suppose now that Pn and P are commuting idempotents for large n. Com-
bining (7.2.1) and (7.2.2), we have that µ(Pn) = max{||Pn||, ||I − Pn||} is
bounded by 2 + 2||P || for all n ≥ N. By also using Corollary 7.2.3, with
Q = Pn, we have, for all n ≥ N, that
||P − Pn|| ≤ (||I − P ||||Pn||+ ||P ||||I − Pn||)gap(R(Pn),R(P ))
≤ (2 + 2||P ||)[||I − P ||+ ||P ||]gap(R(Pn),R(P ))
and
||P − Pn|| ≤ (||I − P ||||Pn||+ ||P ||||I − Pn||)gap(Null(Pn),Null(P )).
≤ (2 + 2||P ||)[||I − P ||+ ||P ||]gap(Null(Pn),Null(P )).
It is then clear that if either of the two conditions in (b) holds, then (a) holds.

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7.3 Continuity of the generalized Drazin
inverse of a bounded linear operator
In [24], Rakocˇevic´ studied the continuity of the Drazin inverse of a bounded
linear operator. In this section we present some continuity properties, as was
done in [13] by Koliha and Rakocˇevic´, of generalized Drazin invertible oper-
ators. The results obtained for the gap and reduced minimum modulus (see
Section 2.11) will play a vital role in providing more characterizations for con-
tinuity of generalized Drazin inversion in L(X). The main result in this section
is Theorem 7.3.3.
In order to prove Theorem 7.3.3, the following result is needed. Rakocˇevic´
showed this result for Drazin invertible bounded linear operators in ([24],
Lemma 2.1). In Lemma 7.3.1 we formulate and prove this result for gener-
alized Drazin invertible bounded linear operators. Let us mention that the
proof presented here is analogous to the proof given by Rakocˇevic´.
Lemma 7.3.1 ([24], Lemma 2.1) Let A ∈ L(X)D. Then
B′(0, γ(A(c))) ⊆ ρ(A).
Proof :
Suppose that A ∈ L(X)D. By Corollary 7.1.6, R(A(c)) is closed and hence a
Banach space. We also have that γ(A(c)) > 0 by Theorem 2.9.5.
If A ∈ L(X)−1 and λ ∈ B(0, γ(A(c))), then, by using Lemma 2.9.4 and the fact
that A(c) = A, it follows that
||(A− λI)− A|| = |λ| < γ(A(c)) = γ(A) = ||A−1||−1,
and hence λI − A ∈ L(X)−1 by Theorem 2.7.1, so that λ ∈ ρ(A). This com-
pletes the proof for the case where A is invertible.
Now, let A ∈ L(X)D\L(X)−1. Since A(c) ∈ L(X)g by Theorem 7.1.1, we
have from Theorem 2.12.6 that asc(A(c)) = des(A(c)) = 1, and hence X =
Null(A(c))⊕R(A(c)) by Theorem 2.8.2. We also have from Theorem 2.8.2 that
A
(c)
0 = A
(c)
|Null(A(c)) = 0 and that A
(c)
1 = A
(c)
|R(A(c)) is invertible in L(R(A
(c))). Let
I0 = I|Null(A(c)) and I1 = I|R(A(c)). Since A
(c)
0 is nilpotent, it is quasinilpotent,
so that
λI0 − A(c)0 ∈ L(Null(A(c)))−1 (7.3.1)
for all λ 6= 0. Now, if λ ∈ B(0, γ(A(c))), then by using Lemma 2.9.4, we have
that
||(A(c)1 − λI1)− A(c)1 || = |λ| < γ(A(c)) ≤ γ(A(c)1 ) =
∣∣∣∣∣∣A(c)1 −1∣∣∣∣∣∣−1 ,
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so that
λI1 − A(c)1 ∈ L(R(A(c)))−1 (7.3.2)
by Theorem 2.7.1. Combining (7.3.1) and (7.3.2), we have that λI − A(c) ∈
L(X)−1 for λ ∈ B′(0, γ(A(c))), which implies that B′(0, γ(A(c))) ⊆ ρ(A(c)). By
recalling Corollary 7.1.2 the proof is completed. 
Corollary 7.3.2 Let A ∈ L(X)D. Then γ(A(c)) ≤ D(0, σ′(A)).
Proof :
Let λ ∈ σ′(A). By Lemma 7.3.1 we have that λ /∈ B′(0, γ(A(c))), so that
|λ| ≥ γ(A(c)), and hence
D(0, σ′(A)) = inf{|λ| : λ ∈ σ′(A)} ≥ γ(A(c)).

We are now ready to present the main result in this section. This result is due
to Koliha and Rakocˇevic´ (see [13]).
Theorem 7.3.3 ([13], Theorem 4.1) Let An, A ∈ L(X)D be such that (An) is
a convergent sequence with limit A ∈ L(X). Let Pn and P be the generalized
Drazin idempotents of An and A, respectively. Then the following statements
are equivalent:
(a) ADn → AD as n→∞.
(b) sup{||ADn || : n ∈ N} <∞.
(c) sup{r(ADn ) : n ∈ N} <∞.
(d) inf{D(0, σ′(An)) : n ∈ N} > 0.
(e) There exists an r > 0 such that B′(0, r) ⊆ ρ(A) ∩ (⋂∞n=1 ρ(An)) .
(f) ADnAn → ADA as n→∞.
(g) Pn → P as n→∞.
(h) gap(R(Pn),R(P ))→ 0 and gap(Null(Pn),Null(P ))→ 0 as n→∞.
(i) gap(R(A(c)n ),R(A(c)))→ 0 and gap(Null(A(c)n ),Null(A(c)))→ 0 as n→∞.
(j) A(c)n → A(c) and gap(R(A(c)n ),R(A(c)))→ 0 as n→∞.
(k) A(c)n → A(c) and gap(Null(A(c)n ),Null(A(c)))→ 0 as n→∞.
(l) γ(A(c)n )→ γ(A(c)) as n→∞.
(m) inf{γ(A(c)n ) : n ∈ N} > 0.
Proof :
Suppose that An → A as n→∞, where A and all An are generalized Drazin
invertible in L(X). Denote by Pn and P the generalized Drazin idempotents
of An and A, respectively.
The equivalences (a) through (g) follow when we apply the results obtained
in Theorem 6.2.13 in the Banach algebra setting to the bounded linear opera-
tor case.
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The statements (g) and (h) are equivalent by Lemma 7.2.4.
Using Corollaries 7.1.4 and 7.1.5, we have that (h)⇔(i).
Suppose (i) holds. Using Corollaries 5.3.2 and 5.3.3 we have that A(c)n =
An(I − Pn) and A(c) = A(I − P ). Since (g)⇔(i), we have that Pn → P as
n→∞, and hence, by the continuity of multiplication in a Banach algebra, it
follows that A(c)n → A(c) as n→∞. Hence (i)⇒(j) and (i)⇒(k).
By Corollary 7.1.6, the core operators are closed range operators. The state-
ments (j) and (k) are then equivalent by Lemma 2.11.4.
We also have by Lemma 2.11.4 that the implication (k)⇒(l) holds.
By Corollary 7.1.6 and the proof of Lemma 2.11.4 ((b)⇒(a)) it is clear that
(l)⇒(m).
Suppose that (m) holds. By Corollary 7.3.2, γ(A(c)n ) ≤ D(0, σ′(An)) for all
n ∈ N. Hence 0 < inf{γ(A(c)n ) : n ∈ N} ≤ inf{D(0, σ′(An)) : n ∈ N}, so that
(m)⇒(d). The proof of the theorem is complete. 
Remark 7.3.4 If Theorem 7.3.3 is specialized to operators in L(X)d, then we
get the result of Rakocˇevic´ in ([24], Theorem 2.2). In the generalized Drazin
invertible bounded linear operator case, Koliha and Rakocˇevic´ succeeded in im-
posing a number of new equivalent conditions.
In ([24], Corollary 3.3) Rakocˇevic´ showed that in the case of Drazin invertible
bounded linear operators (assuming that the Drazin degrees are uniformly
bounded) the condition A(c)n → A(c) in Theorem 7.3.3[(j) and (k)] can be omit-
ted. A natural question would be whether this is also possible for generalized
Drazin invertible bounded linear operators. In ([13], Note 4.3) the authors
mentioned a few cases under which it is possible to reduce (j) and (k) in The-
orem 7.3.3 to gap(R(A(c)n ),R(A(c))) → 0 and gap(Null(A(c)n ),Null(A(c))) → 0
as n → ∞ alone, respectively. However, from Lemma 2.11.3 [(1) and (2)] it
appears that this might not be possible in general.
It is also a logical question to ask whether the conditions gap(R(A(c)n ),R(A(c)))→
0 and gap(Null(A(c)n ),Null(A(c))) → 0 as n → ∞ are essential in (j) and (k)
of Theorem 7.3.3, respectively. It is indeed the case, as illustrated in the next
example.
Example 7.3.5 ([13], Example 4.2) In general, it is not possible to omit
gap(R(A
(c)
n ),R(A(c))) → 0 and gap(Null(A(c)n ),Null(A(c))) → 0 as n → ∞
from (j) and (k) in Theorem 7.3.3.
Define An : R3 → R3 and A : R3 → R3 by An =
0 0 00 1
n
0
0 0 1
 and A =0 0 00 0 0
0 0 1
 , respectively. Then An, A ∈ L(R3). Moreover, since A is idempo-
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tent, it is group invertible with Ag = A = A(c) by Theorem 7.1.1; hence
AD = Ag = A(c)
g
=
0 0 00 0 0
0 0 1
 .
Since rank(An) = rank(A2n) for all n ∈ N, we have from Theorem 2.12.2 that
all An are group invertible, and hence A
(c)
n = An by Theorem 7.1.1, so that
ADn = A
g
n = A
(c)
n
g
=
0 0 00 n 0
0 0 1
 .
It is clear that An → A as n → ∞, and hence A(c)n → A(c) as n → ∞, but
(ADn ) does not converge to AD, in fact, (ADn ) diverges. 
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