Regularite globale des soltions de systemes Elliptiques non lineaires by Raymond, J.P.
REVISTA MATEMATICA de la
Universidad Complutense de Madrid.
Volumen 2, numeros 2 y 3, 1989
Regularite globale des soluhons de
systemes Elliptiques non lineaires
J.-P. RAYMOND
Abstract. Weconsiderthe rCgulBlilyof funcíions ucWI¿P(Q,Rm) solvieig elliptic degenerated
or singular systems of the type:
a
— 8x0 (a7(x,Vu(x)))=f%x,u(x)).
Wc suppose that a~~x.v) satisfíes a growth condition oforder (p— 1) with respect lo st
Wc show thaI, ifp~2, the solutions of the system belong to ~ it p>2 and n>2, lhey
belong to W’RPJ<”—z> and-ifp>2 and n=2, they belong to W’~ for every r< +oo.
Résumé: On s’iníéresse á la régularité dans les espaces de Sobolev des fonc-
tions u de W¿P(Q,IRm) solutions de systémes elliptiques dégénérés ou singuliers
du type:
—9—
On suppose que a?(x,v) a une croissance d’ordre p— 1 en y.
On moníre que si p~2, les solutions du systéme apparliennent á
WtRP/tV+P-2> (fl,Rj, si p>2 el n>2, ces solutions appartiennent á W.’e’/(~-
1> ci si
p> 2 et n=2, elles appartiennení á W’~ pour buí mc +oo.
1. INTRODUCTION
On s’intéresse dans ccl arlicle á la régularilé dans les espaces de Sobolev
des fonctions u de W? (fI,Rm) soluíions de syslémcs ellipliques du typc:
(hA) — a (a’<’x,Vu(x)))=f’(x,u(x)) dans D’(Q),
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avec 1 ~i= ni, O élant un ouverl borné de Di”. On s’intéresse plus précisémení
aux sysíémes vérifiant la condition d’ellipticiíé suivanle:
1 .2) a,of (x, y) w~ ít~i > c~ vj y— 2¡ uj2,
oú a~ (x,v)= a a”(x;v).
Lorsque a?est de la forme a~(x,v)=c(x, 1v l)v~ des résultats dc régularité dans
les espaces Cí.M oní ¿lé donnés dans [18], [19], [8] et pour des problémes pa-
raboliques associés á de teis sysíémcs dans [4]. Dans le cas sealaire (¡n= 1), on
peul aussi consulter [3], [5], [17]. En ¡‘absence dc struclure particuliére pour
a~ on ne peul monirer que des résulíats de régularité partielle de la forme:
Les soluíions de (1.1) appartiennent á CP(0»,Rw), avec
Mes (O\Oj=O. (Cf [7], [8]).
On peul par contre obtenir des résultals locaux ou globaux dans lcs espaces
dc Sobolev. Nous avons déjá étudié des systémes du type (1.1) dans [10] el
nous avons moníré que, pour 1 -cp~2, íes solutions de (1.1) apparliennent á
W~fl~~<n + y— 2) (O,Dij, ce qui améliorail les résultaís antérieurs ([9], [12], [13],
[15], [16]). Nous nous proposons ici d’étudier la régularité jusqu’á la frontiére.
La méihode développée dans [lO] consisle á montrer que l’on a:
(1.3) 1 S7u l1~~>’2V’u E L~~(O,Rm),
puis, dans le cas 1 .cp ~ 2, á utiliser une inégalilé de Hólder d’exposaní négatif
(lcmme 2.1). On oblient alors á l’aide d’un processus itératif:
Dans le cas p>2, 1’équation adjointe de (1.1) vérifie une condition d’ellip-
ticilé du type (¡.2), oú p est remplacé par p’=p/(p— 1). Etaní donné que l’on
a p <2, la mélhode précédente permet de montrer que les solutions de l’équa-
tion adjointe apparliennent á W~’~” ~~-2>(0,R”9. La régularité des solutions
dc (1. 1) est alors déduite des relaíions dc dualité (cf [10]). A titre d’exemple,
signalons que dans le cas parliculier oú Fon a:
a”(x v)—d(x)lv l~-2i~, ayee Occ
1 .~d(x)~c2,
le sysíéme (1.1) s’écrit sous forme vectorielle:
— div(d(x)lVu(x)l’-’ Vu(x)) —ftx, u(x)).
Une fonction q de tfr(4limn) sera une solution adjointe de (l.h) associée
á une fonction u de W~” si elle vérifie:
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div(q(x))= —ftx,u(x)) dans D’(Q,Rt~) el
q(x)=d(x)lVu(x)IP-29u(x), pour presque tout x de O.
Naus déíaillons jusqu’au paragraphe 3 les calculs relatifs á p~ 2. Dans le
paragraphe 4, on introduil ¡‘opéraleur adjoint de (cg’) el on étabhií les estima-
tions correspondaní á cel opérateur.
Au paragraphe 5, on indiquera comment développer pour h’équation ad-
joinle de (1.1) dans le cas p>2 les lechniques mises au poiní pour p~2.
Nous démontrons que les sohutions de (1.1) apparliennent A
W’~n~fln+P~2l(O,Rm) si p~2 (lhéoréme 3.2), A W.n»/(n—2)(fl,Rm) si p>2 el si n>.2
el á W~s(O,Rm) pour tout r< +oo sip>-2 el n=2 (théoréme 5.4).
Ces résulíaís sont á notre connaissance nouveaux. Signahons aussi l’origi-
nalité de certaines lechniques de démonstration:
—utilisalion de 1’inégalilé de ¡-lólder d’exposaní négatif pour traiter la sin-
gularité A l’origine de aú(x,.) si p esí inférieur A 2,
—utihisation de l’équalion adjoiníe pour passer du cas dégénéré (p>2) á un
systéme avec singularité (le systéme adjoint présente une singularité A h’origi-
ne car on a p’<2).
Ces deux lechniques oní déjá élé utihisées par l’auteur dans [10] pour l’é-
lude de la régularité locale el iníerviennení ici pour l’estimalion des dérivées
du gradient des solulions de (1.!) dans les directions tangentes á la fronliére
de 0 pour p ~ 2 (proposilion 3.3) el également pour l’estimation des dérivées
dans les direclions tangentes á la fronliére des solutions adjointes de (1.1) pour
p=2(proposition 5.5).
Notons enfin que hes techniques classiques d’estimation des dérivées du
gradien! des solutions ou des sohutions adjointes, dans la direclion normale A
la frontiére de fi ne son pas applicables aux syslémes dégénérés ou singuliers.
Ceci nous a conduit A développer une approche nouvelle de celle queslion (cf.
les preuves des propositions 3.4 el 5.6).
2. PRELIMINAIRES
Notations
1. L’espace WI.(fl,Rm) désigne [W’’ (0)]”’. Qn adopte le méme type de no-
lalion pour les autres espaces de foncíions vectorielles.
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2. Si y esí une fonction de A c Di” dans Di’, IIvK, désigne la norme de y dans
L’(O,Di9.
3. Les foncíions a~ soní définies sur Di” x Di”’”, on pose
____ a9(x, — ____
a~(x, y)= y), a’/ (x, y) a~ (x, y)
Les indices lalins variení de 1 A tu el les indices grecs de 1 á ti. Sauf men-
lion contraire, on adopte la convention de sommalion sur les indices répélés,
(si plus de deux indices identiques apparaissent, la sommation opére par pai-
re d’indices identiques entre un indice donné el le suivant le plus proche qui
lul esí identique).
4. Si B désigne un vecleur ou une matrice, B~ désigne la norme euclidien-
ne de B.
5. Dans la suite, (T~ ~ désigne une matrice ti x ti, 8 désignaní l’indice
de ligne et a l’indice de colonne, la norme cuclidienne de (T~) esí notée ¡ ¡
et la norme euclidienne du vecteur ligne d’indice y de la matrice (T~) esí notée
[P).
6. Si y est une fonetion de AcDi” dans Di’, Vv désigne le gradient de y (il
est A valeurs dans Di’”), 72y le hessien de y. Les dérivées parlielles premiéres
soní notées y
0 (a pouvant étre remplacé par n’importe quel indice grec) el les
dérivées pax-tielles secondes soní notées v0~.
7. On pose Di~={ycDi”¡y~~O¡ el B(0, p)={ycDi”¡ ¡y~p}.
Hypothéses
(2.!) fi est un ouverl borné de Di” de classe O.
(2.2) Vxc Q,Vue Dim,{f<x,u)¡~a¡u¡nP<>/n~~i~N(x), avec Nc L”(fl).
(2.3) Les foncíions a~ apparíienení á G’(Di” x
et vérifiení la condilion de symétrie a~P=afr’ pour buí 1, toutf tout a, buí j3.
II existe des constantes a a, positives lelles que, pour tout x de fi, toul y
de Di”” \ {O~~¡, tout w de Di””, on ait:
(2.4) ¡ a~ (x, y) ¡ ~ a2¡v ¡P
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(2.7) a%~(x,v) v~wfra4 y w 2
Remarque: Qn aurail pu remplacer hes consíanles a2, a,, a, par des fonclions
positives de x apparlenaní á un espace Lr(fl) convenablemení choisi, en adop-
taní ha méme démarche, on aurait encore eu un résuhiat de régularité du lype
ucW
21, avec ?fonction de reí l-cnp/(n+p—2).
Lemmes prélimínaires
Lemme 2.1 (cf. ~1jet [101). Suiení Oc nc 1, r’= rIÓ’— 1) el fi’ un ensemble me-
surable de W. Si f apparíient á L’(fl’) el si jfll g(x) 1’ dx-c +oo, un a:
{jfl,ft) dxiw=(j
0,Iftx)g(x) ldXI(Jfl 1 g(x) KdxI<íe.
Remarque: Ce lemme est une forme faible du tbéorérne 2.6 de [1], l’hypo-
ihése: o..4í g(x)l? dx n’est pas ici nécessaire (cf. (hO], hemme 3.2).
Lemme 2.2: Sip ~ 2, jI existe deux cunstanles 1<,> /c,>O tel/es que, pour buí
a e W, pour íouí be R’, un alt:
1<,~ ta+(1—t)bl~’dt (la 1+ b ¡)2—P.<k
Preuve: Monlrons touí d’abord l’inégalité de droite. Qn a:
ka+(J —i)M~ItIaI—(¡—t)lbII el lta+U —i)h ¡~—2.<¡ ti a¡ —(1 —t)¡ b~
Qn en déduit:
ta+(l —t)b P—2dt< (—1(1 a +¡b~+ Ib ¡)~—2 di
(t(~ a +1 b 1)—lb ~ di,
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Ibí
ayee e = Par he calcul, on obliení:
bl~- +laI~<
(p.~ h) (¡a¡ + 1<)
Comple íenu de al~-’ + bj’-’ ~ 2’-’ (Ial + Mt, on a:
J J~É~ + ~ — ~ ~aí + bl)’’
L’inégaliié de gauche se monire par disjonclion de cas.
ley cas. Supposons que l’on ají: —~--Hal ~ b¡ ~—~—- ¡a¡ ou —$- IbI ~ ¡a¡ ~
5
~ bj. Ces deux sous-cas se [raitantde maniére identique, on suppose que l’on a:
~= ¡~j ~ ~ 4 On a alors les inégalités suivaníes:
ka+(h —t)bj ~~a¡ + (1—1) ¡bj c—$— H +
___ al
On en déduit:
1> 5 al 6’-’ —~‘
-
Jo (—y— ¡aj+ —~—Ia¡t’ dí—( p—l
Comme de plus, on a: (lal+lbIY-’~ ( y-’ ¡aL-’, on obtieni:
4
1 (¡a¡+[b~y-’ >(7)2-P 6’-’ — 5’p— 1
2éme cas. On a ¡a¡ ~[—2—lbl —1.-] ~[-Á—lal ~~ b¡] et jb¡ 4IJ’ ~ Jan,
soil encore ¡b¡ ci— ¡a~ ou a¡ <z ~ ¡b[. Placons nous dans le cas oú: ¡bí ~
4
3
~ ¡a¡. Qn a alors:
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<1 di— lah’ — b¡— 1 —1 (a1c~—VA~+VAt2 — (p— h)(~aI—lbI) IaL2 (y— h)
1 —Q/~É<
3. RESULTATS DE REGULARITE
Comme¡wons par rappeler le résullal suivant:
Proposition 3.1: Si p ~ 2 el siles hypoíhéses (2.1) a (2.7) soní vérzfiées, les so-
lutions de (1.1) appartienneni á W’,~~’~””~> (fi, Di”’).
Un résulíal de ce iype esí démoníré dans [¡0] lorsque les fonclions a~ ne
dépendent pas expliciternení de x. Le résultal de ha proposilion 3.1 se démon-
tre de maniére ideniique, il suffn de tenir comple des lermes oú figure a~, qui
apparaissent dans les calculs el de majorer ces lermes convenablemení.
Naus démontrons dans ce paragraphe he résullal principal de cel ancle
dans le cas p~2.
Théoréme 3.2: Si p~2 el si/es hypo¡héses (2.1) á <2.7) sutil vériflées, les sulu-
íions dc (hí) apparliennenl á w’”~V<”~p’> <fi fljm)
Pour ¿tablir le ihéoréme 3.2, jI suffit de monirer que pour buí pont x
0 de
Ofl el pour un voisinage V de ce poiní, les solulions de (1.1) appaniennenl á
~ (fin ¡~‘, Di”’). De facon á se ramener á un probléme A frontiére droi-
te, on considére un difféomorphisme y de chasse C
2 et deux voisinages V el




y(fln 19= Di~ nB(0,r), MÍ<flnV’)= Di~ nR(0,R).
Qn pose y = (yo)<«<0 et y-’ =6y-’),<0<0. Qn considére le systéme <1.1) sous
la forme:
(3.h) ~aMxyu(x)4,~(x)dx= ifl
pour bout 0 de Wk~(fl, Di”’)
248 J. 1’. Raymond
Qn suppose mainlenaní que l’on a: 4’eW~(QnV’. Di”’). Qn effectue le






Avec ces notalions, on a:
u(x)=ú(y), Vu(x)=ú,<y) [Ny),
4’<x)=0 (y), 4’ e W~y <R”~ nB(O,R), Dii,
0Xx)=4’8(y) 7~<y).
Par changemení de variable, h’équation <3.1) deviení:
~12. J-y~y,útv» 4’ (y)dy,
pour toul 4’ e W¿~(Gi~nB(0,R), Dii.
Remarque: (T’,/y)) est une matrice inversible el on a:
Elaní donné que fi est de classe O, il esí loujours possible de choisir V suf-
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fisammení pelil et des consíaníes posilives b á b, tels que, pour tout y de
B(O,R), buí ye h n}, on aii:
(3.4) Vye{l nl, [r(y)j ~b>0,
0< b, ~J (y)~
oú [~] esí défini au paragrapbe 2.
La dérnonsiration du théorérne 3.2 repose esseniiellement sur les proposi-
lions suivantes.
Proposition 3.3: Si une so/ution a de (3.3) appar/ieni á
W”%Di~nB<0,r), Di”’) ayee p=2 el p=s ~np/(n—2). alors puur buí
a 611 n —1), 7ñ
0 apparíiení á L””>(R’~ nB(O,r), Di””) avec k(s)=2s/(s+ 2—p).
(Qn puse np/(n —2) = + oc si ti = 2). (W2, désigne le gradiení de la dérivée par-
1¡elle ¿2).
Proposition 3.4: Si une su/u/lun u de (3.1) appartient á W’.YVR”9, ayee p~c2
eí p~s~np/(n—2), alurs u appart¡ent a W2.kthJ(VDi), ayee k(s)= 2s/(s+2—p).De plus, ¡1 existe une constan/e C indépendanze de k(s) tel/e que tun ai/:
~ C.
Remarqe: Pour buí s vérifianí p~s~ np/<n —2), on a p~ k(s)~ np/(n—2 +p).
Commentaires sur la preuve de la proposition 3.3.
L’eslimaiion des dérivées parlielles secondes U,» avec <cr$) # (n,n) s’ob-
tiení á l’aide de la méthode des íranslations de Nirenberg. Le délail des cal-
culs liés á cette méthode élant donné dans [10], dans le buí d’alléger la rédac-
lion, on procédera ici de faoon formelle en remplacant les quolienís différen-
a atiels AL
5 el A~ par les dérivées partielles —— el , avec b4
ay, 8y,[v<y+he,) — v(y)] h-, oñ h e R el e, esí un vecteur de la base canonique de
Di”. La preuve de la proposilion 3.3 se décompose en quatre éiapes.
— Dans la premiére ¿lape, on subsiitue a O a Q dans ‘33’ay, ay,
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o ~ y =ti- 1, el on déve loppe le calcul de facon á isoler le terme
A~(g 7Ny) ú8<y))7~ U~, P¿ ú~. (t est une fonction á support dans R:nB(0,R)).
— Dans la deuxiéme étape, par une minoration de convexité et par des majo-
rations découlant de l’inégalité de Hólder el des différenws estimations de
on obiient:
i Di~ Pñ5¡P<~<I2JkjPú,~IA 2 dv~C2 IIT~ú6,~¡/kII~I~C3, ou tú2 et tú3 ne dépen-
dent pas de 1< = k<s).
—. Dans la troisiéme étape, avec l’inégalité de Hólder d’exposant négatif, on dé-
montre que U,,»ELkts>(R0.nB(0,r), Di”) pour touí (a,f3)#(n,n). Qn établira de
plus une estimation de IIú~»II~, que nous utiliserons dans la preuve de la pro-
position 3.4.
Remarque: Le fait de remplacer les quotients différentiels par les dériyées par-
lielles correspondantes simplifie les calculs, noiarnrnent, l’expression
I
A~ <y,(h — /) 7’(y)ú~(y) + 17’(y+ he,)ú~(y+ he))d/,
oú e, est un vecteur unitaire de direclion paralléle á la frontiére de Di~, est rem-
placée par:
De facon á monirer que ceite simplificalion iVa rien d’abusif, nous détaille-
rons á la quatriéme éíape la majoration la plus délicate á traiter dans la mé-
thode des quolients différentiels.
Preuve de la Proposition 3.3.
a alére étape: Qn remplace 4’ dans (3.3) par ——-----(— ñ~) oit ~ esí dcO>’, Oy.,
classe C
2 et vérifie supp ~cB(0,R). Dans la preuve de la proposition 3.3, y ap-
p rli nt á (1 n— 1 et u n’y a pas de sommation sur cel indice. On a:











A%.) =A~ (y, 7b
peur A, et








Le remplacement de 0 dans (3.3) par—-~— (¿2, ~)
IDi:
avec
~I + ‘2 + 13 = 14.
Par inlégration par parties par rapporl á y, dans 1, on obtient:
II = 15 + 16 + II + 18,
J <y) A”f<.) W Ñ T~ ú~, ~ dv,
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Qn a donc:
(3.8) 151 ~ 1121 + 1131 + 1141 + ‘61 + 1171 + Ji~¡.
2 éme étape. Qn choisit ~ vérifiant:
(3.9.i) ~(y)= 1 si vdfi(0,r).
(3.9.ii) O = ~tv) ~ 1 si y e B(O,R)\B(O,r),
(3.9.iii) ~<y)= Osí ycfi(O,R),
<3.9.iv) ‘«ye B(O,R), ¡V~<v) ~(y)- IA¡S)l ~
oit b6 est une constanle posilive indépendante de k(s). Un te! choix de fonc-
tion ~ est toujours possible (cf [10]), il suffit de poser ~(v) = n(l y) avec ~(p)
= <R—p)
t oú k’=k<s)/<k(s)— 1), dans un voisinage á gauche de R.
Qn pose dans la suite k=k(s).
Avec l’¡négalité de Hólder, on obtient les majorations suivantes:
¡í~¡~ ¡IA%.)11
9.IIJ—’TI ~ oit (7~,) (7~)— ¡
est un produit matricie!, <7fl-’ désignant l’inverse de la matrice <7~).
Compte tenu de (3.4), (3.5)et <3.9), on a:
11,1 ~ IIA%.)Ile¡ ¡¡ ¡7? ¿2,, ~“II~br‘b2b, + II 7~IL¡I V¿2IIjI~5 YIIm 1.
Compte tenu de <3~) et <3.~), on a:
Qn aussi:
lI~ 1 II AtC) ¡1,1W—’ 73 ¿2~,
Compte-tenu de l’hypothése (2.6), on a:
(3.10)
¡‘61 =a~) E’ (y) IPU~PiTú5jI(T9’T87~T0u5
ci avec l’hypothése (2.7), on obtient:
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(3.11) 15 = a5j 1-’ (y) P ¿2, ‘-~ EP U~, 12 ~dy.
De <3.8), (3.10) et (3.1 1), par des majorations classiques, on obtient:
19=1 Di”~ it8 1 ‘-‘ T8 it8, 1 2 ~y = 1 ‘21+1 13 +1 14 l+íi~+! 18 1+1 ‘¡o
avec
= i (y) P u5 “~ (T9-’ ‘L 2 ~ dy:
Compte ienu des estirnations de 112 I~ 113 l~ 114 II, 1,118 l~ de h’inégalité
des hypothéses (2.4), (2.2), (2.5), de (3.8) el (3.7), on déduil:
i ¡PU, ~-2 (~¡-2/k) P U8, ~¡/k 12 ely = e, II P U8, ~ Y + ~+
oit e2 et e, dépendení de ¡¡Vu¡¡8 el IIujI~, mais ne dépendení pas de 1<.
3éme étape: Avec l’inégahiié de Hólder d’exposant négaíif (lemme 2.1), on
obliení:
jir U~, ~¡A ~ dy>2/~ = c4 II r a, ~ ¡¡~-~ (II r u8, VA ¡IP + 1),
soit encore:
(3.12) tj¡i~ ~8, ~‘A jk dy)~ ~ 2&, (II 7’ ¿2~ ~ ¡¡42-PS + 1).
Comple lenu de (3.4) el (3.5), on obliení:
La proposilion 3.3 esí donc démonlrée. De plus, de (3. h2), on déduit:
(3.13) $j1~~U~, ~‘~‘ ¡k dy}2/k ~ e, (II V ¿2 ~ ¡¡2(2 + 1),
pour tout (8, y) # (n,n) et avec e, indépendante de 1<.
4éme étape: Dans la méihode de Nirenberg, l’opéraleur de dérivalion parlielle
esí remplacé par h’opérateur 4 défini par:
ay,
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A~ «y) = [v<y+he,) — «y)] h<, oit h e Di* el e, esí un vecleur unitaire.
((e,), <,~, esí la base canonique de Di9. La méihode consiste á remplacer 4’
dans (3.3) par A’ (A~ U ~) el á transposer Alh. Qn obliení alors (cf [lO]):
IDi% A~”(y,T5(y) 115(y)) T~ (Y))(A, fs8(y) ~(y)+ A, ú(y)~5(y))dy
dans he premier membre de l’équaíion (3.3). ( On a posé A~ = Ah). Le déve-
loppemeni des calculs conduil á différenls termes, examirions uniquemení le
Plus délical á trailer:
7’<y+ he,) ¿2~(y+ he,))
—A%y, 7’ (y) ¡4 (y))] 7~ <y) A~ CM (y) ~ (y) ely
Remarquons de phus que l’iniégrande de J, esí nulle si ¿25 (y+ he,) = ¿2~ <y) =
~ Qn pose: 5= ( y 1 U, (y+ he,) = U~ <y) =0,,,~ }. Par un calcul classique, on
obliení:
7’(y+ he,)¿28(y+ he,))dí
x Ah (7’~ (y) ¿~ <y)) 7~ <y) A, Q¿ (y) ~ <y) ely
Qn pose:
Á~f(í) — A~f<y,(l —t) T8 (y) u5 <y) + 1 7’ (y+he,) i2~ (y+he,)).
Ona:
1 — J2 + 1,,
ayee
rl
‘Ú’)I A~(t) di Ah7~(yft~ (y+ he,) fl (y) Ah
Jo
1 1- ‘U’)j 1r,~ (1) di 7 (y) Ah ~s(y) 7~(y) Ah U~JDi’~ \S Jo
<y) ~ (y) ely..
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.13 ~ ti
6 J~’ <y)(~r <y) a, (.v)¡ + 17’ (y+he,) ¡4 <y+he)¡~-’
Di~\S
1 P<y)A,¿4(y)¡2~(y)dyv
De l’hypothése (2.6) el du lemme 2.2, on déduit h’exislence d’une consianle
e, > O lelles que:
Ii2 1 ~ ~‘ (y) (ITa (y) it, (y)~ + 7’ <y+he,) U, <y+he,)~t~
Di’~\S
7’ <y) A, U, (Y) ¡ lA, ¡‘<y) it6 <y+he,) 1 ~(y) dy.
Avec une inégalilé du lype:
__g
2(y)— h2(y)~<y)—g<y)h<y)~ 2 2
el par des majoralions classiques, on obliendra les expressions suivanles:
.14 = .1<0’) (1 7’ (y) ¡4 (y)I + IT’ (y+ he,) ¡4 <y+he,$P2
x ¡1’ (y) Ah ¡4 <y) ‘ ~(y)dy
et
~< Di~S ~ <y) ¡4 (y)l + 1 T’ (y+ he,) ¡4 <y+he,)l r-
7’<y+ he,) ¡4(y+ he,) ¡21 (7’(y+ he,))-’ ¡lA, 7’ <y)~ 2 ~<y)dy.
Les inlégrales .14 el J, remphacent respeclivernení (á des consíanies muhii-
plicalives prés) les expressions 1, el 1~ des calculs précédenis. La fin esí alors
chassique el les aulres difflculíés liées á l’applicalion de la méihode de Niren-
berg soní dé[aillées dans [hO].
Prenve de la Proposition 3.4. Soil u une solulion de (3.1) el ¿2 la solulion de
(3.3) déftnie en (3.2). Si u apparlienl á W’’(V,Di”9, ¿2 appartienl á
W’” (Di~n B(0,r),Dim) el de ha proposilion 3.3, on déduil que pour buí a de
1 ti— 1 ~,7Z46 L”~ (Di”~nB(O,r), Di”’”).
Nous allons montrer que 72¿2 apparlieni á L1«”> el oblenir une estimation de
Rmnn), le résuhíal de la proposilion en découlera. De la proposition
3.1, on déduil que
u ~ Wh”.v/tfl+v —2) (V,Rm) et ¿2e ~ ( Di’~nB(0,r), Di”’).
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Les fonctions u el ú admeitení donc des dérivées partielles premiéres et se-
condes au sens classique presque parloul <cf. [2] ihéoréme 3.1). Qn note
y E Di% nR(O,r) 1 ¿2 adinel des dérivées paríiehhes premiéres et secondes
en y¡, N=¡ ye A í Vt¿<y)=0~ “1 Qn va eslimer séparémení 72¿2 sur N el sur
(Di”~ n R(O,r)) \ Ñ (Ñ désignant l’adhérence de iN9.
lére étape: Pour eslimer V~¿2 sur N, un considére l’erjsemble suivaní:
N=Ñ nA. Qn a Mes Ñ= Mes Ñ. De plus, 70 esí dérivable el donc aussi con-
unu sur N. Qn en déduil que:
S7U(y) = 0~0siycN.
On a donc: 7
10(y) = O,,,,~, pour presque buí yeÑ (cf, Jemme 7.7 [20]).
2éme étape. Estimaijon de 72ú sur 8\N (avec fl+ = n B(O,r)). De l’équa-
lion (3.3), on déduil que, pour presque buí y de B~\N, un a:
(3.h4) Li ~ [i< (y) A~(v,P <y)ú
3 @))TXY)] =J< <y)f<y,U<y))
au sens des disíributions.
Soil y un poiní de (B~\N)nB, VU ¿laní conlinue en y, ih existe un voisinage
O de y sur lequel VU esí bornée. Qn peul donc monirer par des argurnenís cías-
siques que sur O, un a:
=J¡’<y)A~’ (.) 7~ <y) + .1- <y) A~ (.) ~1 (y) +
De (3.h4) et(3.h5), un déduil:
(3.16) 3—’ (y) A”,~ (.) 7~ (y) ú¿~ (y) T’~ (y) =
= —J~ A~”(.)7~ —E’ A~, (.)T~ — 3-’ A”~ ‘h ~¿~i
—E]-’ AV (81w8 7~ — 3-’ A~’(.) T~, — 3-1<.).
En muhuiplianí les deux membres de (3.16) par it~,, el en sommant sur ¿ avec
les hypolhéses (2.4) á (2.7), un obtient:
1 PU,~¡’ ~ CJ Lt,,I(IViiI + E ¡U~¡ + lVUI~4T(.)l).
{e. fib&(n. “5
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Comple lenu de (3.4), par des majoralions chassiques, Qn a:
o—’
(3. h 7) 1 ñ~1, 1 ~ c,, [¡Vúj+ ~2lVñ~ + V (JI lvñI’-P].
Avec l’hypolhése (2.2) el <3.13), on moníre que U~ ,e L’<’
5 el qu’iI exisle une
consíanle e, indépendanle 1<, pour laquelle on a:
(3.18) jj~
De plus, avec h’inégalilé de Sobohev, on a:
172 ¿2<y)~(y)I/k~k dYI2/k c,(II Va ~¡¡2<2—P)+ 1).
fi fis
¡¡va ~¡¡, =c(s)(IIV2ñ~II,.+ ¡VU V~ I[, dés que s 6 el avec s*= —,
n—1 n+s
e(s) élant la consiante de I’inégalité de Sobohev pour hes espaces considérés.
De Qn déduil s* =k(s)~2.11 esí donc possible de majorer e(s) el
n—2
¡¡Vi? V~¡¡~, indépendammenl de s, finallement, avec (3.18), on obtieni:
fjíva ¿2<y)~(y)lA~k tly}24=cÁ¡1V2¿2 ~IA¡j2(2—i»~ 1).
Comme on a s.ck el 2(2—p) c 2, on obliení:
¡¡92 ¿2IIL’(B~, R”’””)~C,a , avec e,
3 indépendanle de k.
Preuve du théoréme 3.2: Qn reprend ici ha preuve du théoréme 5.! de [lO].
lére étape. De ha proposition 3.4 el du lhéoréme d’injeclion de Sobolev, on dé-
duil que si une solulion udc (3.1) appárlienl á W’” (¡<Di”’), alors u appartiení
á W«’>(V, Di”’) avec 2ns
n(s—p+2)—2s
2éme étape. Qn vérifie facilernení que la suite définie par s0=p el SÁ, =
2s~n np
n(s1—p+2)—2s~, converge veis n2 st n>2 el vers +co si n=2.
3 éme étape. Qn démontre, par récurrence sur], que l’on a.
258 3? R Raymund
Vje ~, u e W.o,(V,Di) el u e W2.k(oj} (V,Di9.
4éme étape. Le lhéoréme découle mainienaní d’un argument de recouvremení,
de ce que hm k(s~) ~ el de ce que:
n+p—2
Vj e N, ¡¡va it¡ILk%) ~ C,,.
4. LEMMES TECHNTQUES
Dans [10], les résuliats de régularité pour p > 2 sont obtenus par dualité.
Nous procéderons au paragraphe 5 de maniére analogue. Nous iniroduisons
peur celá quelques nolions préliminaires el nouséíablissons des résultats lech-
niques uliles dans la suile.
Etaní donné que p est supéricur á 2, nous pouvons supposer que les fonc-
tions a~ apparliennent á C’ (Di” x Dimo) el que les esiimations (2.4) á (2.7) sont
vérifsées pour íout (x,v) de Di” x Di”’’. Si Fon pose:
a(xv) =<~~ (1—/) a~(x,iv) v~ ‘4 di,
de la définilion de a~ de la condition de symétrie a~f = a~; et des esiimations
(2.4) á (2.7), on déduil:
aeC’ (Di” x Dimo),
a(x, y) = a~ (x, y) pour iout f buí ~,buí x, buí y,
et a(x,.) esí siriclemení convexe.
Nous noterons b(x,.) la polaire de a(x,.) au sens de la définilion de [6]. Nous
ahhons démonírer hes lemrnes suivants.
Lemme 4.1: Lafunetion b vérifie les résulíais ele réga/arilé suivanis:
b~e tú’ (Di” x (Di”’” \ { Orno 1)) oit fr(x,q) = a b(x,q).aq~
Notations: Qn a posé q = ( q~ )<~. Dans la suite, on pose:
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b~’ (xc» el b~ (x,q) =b~,(x,q) = ax, a
temme 4.2: 1/ exisbe eles constantes post/hes b,..., b9 tel/es que, pour íuuí x de
fi, tuut q de Di’”” \ (0,4, tuut x de Di’””, un alt:
(4.1) 1 b~(x,q) 1 ~ b, ¡4’-’,
(4.2) 1 b?, (x,q) 1 ~ b, lqh> ‘~
(4.3) b~ (x,q) 1 ~b, lql” -~,
(4.4)
Preuve di lemme 4.1: Pár définilion de b, on a:
b(x,q) = Sup (qv — a(x,v)).
veR”’”
La fonclion a(x,.) esí siriciemení convexe, de píus on a:
a~(x,v) = a~”j’(x,tv) ~ di.
De (4.7), on déduil que he supremum de qv — a(x,v) est alteiní au poiní y vé-
rifianí le sysíéme:
(4.5) a?(x,v) =
Qn en déduit que si q # Or,~, alors v#0~0. Des hypolhéses (2.3), (2.7) el du
théoréme d’inversion locahe, on déduil que l’applicalion de Di” x Di”’” qui á
(x,q) fail correspondre v(x,q), oit «x,q) est l’unique solulion de (4.5), esí de chas-
se O sur Di” x ( Di”’” \ (O,,,> ). De l’égahilé: b(x,q) = q «x,q) — a(x,v(x,q)), on
déduit: b e O ( Di” x ( Di”’” \ (O,,~ ) ). De plus, b(x$) étanl la transformée
de liegendre de a(x,.), il esí bien connu que ¡‘on a (b~(x,q))<0~,=v(x,q). Qn a
~<1<”’
donc b~ e C’(Di” x (Di’””\ lOmo I))
Preuve du Iemme 4.2. De l’égahilé
a~(x,v) = v~dti~a~(x.tv)
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el de (2.7), on déduil l’exisíence d’une consianle posilive a8 lelle que:
aMx,v)l ~ a8fvlo~’.
Qn en déduit:
= ¡a~ (x,(14 (xc»)) ~ a,, 14 (x,q) ¡~
sotí encore:
14 (x,q) 1 = a8’”’ —~>
Des propriétés de la transformée de Legendre, on déduil que si y et q salisfoní
(4.5), on a:
( ~(x,q) ) = ( a~(x,v) )‘,
oit ( b~ ) et ( a~) soní considérées comme matrices de formes quadratiques sur
Di’””. II existe une constanie e(n,m) nc dépendaní que de n et m telle que:
¡b~’<x,q) ~e(n,m)A(b$x,q)), oit A (b$x,q)) est ha plus grande valeurproprede
(b~ (x.q)).
Qn a de plus: A( 14~(x,v) ) = (X( a~(x,v)) )‘ ~a<’ ~,¡‘P, ~
X (a~ (x, y) ) désigne ha plus pelile valeur propre de a~ (x, y). Finallemení, on a:
1 14~(x,q) 1 ~ c(n.m) a,-’¡ 14(x,q) ¡2-P
Ayee l’estimation précédente de b~ on obliení:
oit b, dépend de a5, a, el e(n,¡n). En dérivaní par rapporl á x, l’idenliié:
y,
on obtient:
14, (x,q) + b$x,q) a~, (x,v) = O avec q~ = a~’(x,v).
Qn en déduil:
¡14, (x,q{=b, q~< a, VV’
b,,. ar(bó)~< q~’ —2 ql” >~ —‘‘ — b ¡4”’ —‘. E
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L’eslimalion (4.4) découle de (2.6) e[ de l’égalité:
A ( 14? (x,q) ) = ( A ( a~ (x,v) ) )
oit A (145 désigne la plus pelile valeur propre de (145 et A(a?5 désigne la plus
grande valeur propre de (a?5.
5. RESULTATS DE REGULARITE POUR P> 2
Comme dans [10], on pose ha déftniiion suivante.
Definition 5.1: Qn clii qu’unefunciiun q de L’ (fl,Di’””) esí une so/u/ion adjuin-
te de (1.1) sil existe une funetiofi u e W0>’(D,Di’”) te/le que ¡‘un ait:
(5.1 .i) q~ (x) = a~ (x,Vu(x)) puur presque buí x de fi,
O(5.h.ii)) Ox, r(x) = — f’ (x,u(x)) dans [D’(V)]”’.
Qn clima alurs que q esí assoeiée á u.
Qn a la
Proposition 5.2: Sí une fonetiurz q de L~ (fl,Di’” ‘9 así une so/u/ion adjuinte de
(1.1) assoeiée á u e W¿”’, a/urs, pour íuute fonetion 4’=(4”9,~~~ de
L~(fl,Di’””) satisfaisaní
(5.2) 4’? e L~(fl,Di”’)
Ox,
on a:
(5.3) — 5 -ái--4’~<x) u’(x)dx = ¡14 (x,q<x»4’~ <x)dx.
Le systéme (Síu), (5.3) est appelé équation adiuhhte de (1.1).
Preuve: Par polarité, de (5.1.i), on déduil: u~ (x) = 14 (x,q(x)), soil encore:
u$x)4’?(x)dx =
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L’egalité (5.3) s’obtient alors par intégration par parties.
Four obíenir des résultais de régularilé sur hes solutions de l’équation adjoinie
de (II), nous ferons l’hypoíhése suivanle sur f
(5.4.i) fe O (O x Dim)
(54.ii) II existe des consíantes posilives a9, a~0, a~, telles que, pour x e fi,
lout u e Di”’, on ait:
lJ(x,u) ~= a9 u[ + L(x)
¡f(x,u) 1 ~ a,, u~” + M(x)
j¿(x,u) ~ a,, u~~z-~~> + N(x),
avec Le L””””-
2~”{fl), Mc L”’(Q), Nc L””’~’»(D), r = (n—2+pJ&— h)/(n—p)
et s = n(p— l)/(n—p) si p < ti et reí s quelconques dans [h,oo[ si ~n= n.
Proposition 5.3: Sip = 2 ci si les hvpuíhéses (2.4) ti (2.7) el (5.4) suní vérifiées,
a/urs les suluíions adjuin¡es de (1.1) appariiefinenl ti
pl (n+p—Z) (fl,Di” ‘“) eí les su/utiuns de (1.1) appar/iennení ti(fl,Di’”) si ti > 2 ci ti J’/f»’~ puur loiti r < +00 sí ti 2.
Preuve: Ce résulíat est éiabli dans la proposition 7.1 de [lO] lorsque les fonc-
tions a~’ ne dépendení pas de x. Comple ienu des hypothéses fañes sur a~’ et
des résulíais du paragraphe 4, la démonstration de la proposilion 5.3 est ana-
logue á celle de la proposilion 7.1 el du ihéoréme 6.3 de [10].
Qn remarquera íouíefois que les condilions de croissance en u imposées á1
soní plus resíriclives que celles de [10] qui sont suifisantes pour élablir le ré-
sulial de régularité locale (cf[l0] hypolhése 7.5). On démontre dans ce para-
graphe le
Tbéoréme 5.4: Sip ~ 2 e/siles hypoíhéses (2.1), (2.3) ti (2.7), (5.4) sutil véri-
]¿ées, les sulutiotis adjuiníes de (1.1) apparíiennení ti W’”~’~”~”-2’ (fl,R’”~) el les
su/u/jons de (1.1) apparíiennení a W’•”~~”-2 ~‘O,Di”)si n >. 2 el a WL~ (O,Di’”,~
puur buí r < +oc sin = ¿
Pour démontrer le théoréme 5.4, nous adapíons les méthodes développées
dans la preuve du théoréme 3.2 á 1’équation (5.3). Avec les notations du pa-
ragraphe 3, le changemení de variable y = w(x) effectué dans (5.3) conduit á
l’équaiion:
(5.5) B~(y,q(y)) 4’%y) J<(y)dy =
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— — ¡Di”4 7~ (y) ¿2
1(y)
oit
4<y)=q(~-’ <y)), ú<y) = u(sjr’ <y)),
0~(y) =4’~’(w-’W), 4’o<y) — d~<y)
Qn suppose en oulre que, dans (5.5), 4’ appartienl á W¡~ (Di~ n B(O,R), Di””’).
Démonlrons buí d’abord le résuhtat suivaní, qui est l’analogue de la proposi-
lion 3.3.
Proposition 5.5: Si une sulutiun q ele (5.5) apparíient a ¡Y” (Di”
4 n B(O,r),
Di”””) ayee p’ ~ s ~ np7(n—2) el p’ ~ 2, a/oms, puur buí a c (1 ti—J}
appartient a L~
4>( Di”~ nB(O,r), Di””) ayee k(s) = 2s/(s±2—pi, (un
puse np’/(n—2) = +00 sin = 2).
Preuve de la proposition 5.5: Ici encore, la preuve repose sur la mélbode des
lranslaiions de Nirenberg. De facon á simplifier la démonsiration, nous rem-
placerons formellemení comme au paragraphe 3 les quolienís différeniiels
a aAL,, et A~ par les derivées partielles —— el - On substitue
Oy, Oy,
O ~ ~(.»A 0 dans (5.5) (oit ~ esí definie en (3.9)), on
aIranspose l’opéraleur — et on oblient:
(5.6) 1 R”~ ¾ ) .P’ (y)) Ó~(y) ~jy) ely
= — ¡4~~W~(Y) (T~O’fl7i’<y)J-’<y»dy
(y) ~0(y)&—(T~ <y) U Q’).1-’ (y)) ely,
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oit el 4, (y)= 4(y).
Qn pose:









B~ (.) 4~, <y) ~ (y) J—’ (y) ~ (y) ely
B~(.) J-~ (y) 4”., (y) ~ (y) ¿¡y
4~, (y) ~(y) 7~,(y) it (y) 3< (y) ely
4r0Áy)~(y) T~ (y) 14 (y) 3< (y) dv
4~, (y) ~ <y) T~ (y) it (y) ~I (y)dy
4~; (y) ~ (y) 7~ (y) U’ 00¾(y) dv
Ayee ces nolalions, (5.6) est équivalent á:
(5.7) I~ +1~ + 13 = 14 + 13 + 16 + 17 + le + 19~
Comple lenu de (SIii), on a:
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Avec l’égalité: q¶’~ (x)= —q~<y) 7~(y), on obliení:
(5.8) 4 (y) T~ <y) = — (/ (y,ñ<y)) ),— 4~ (y) 7~, <y).
On posera (1< y,¿2(y)4 =dft(.))3. Comple tenu de (5.8); en a:
(5.9) 1 TU-2(T!0,Y ¡¡¼!-‘
— fi~(7
8j-2 (P)2 U’ .1-’
jR~
Par des calculs anahogues, en obíient:
(5.10) 15=— ¡R”~ ~ ¡R’~. ~ ~ .1-’
Par un calcul analogue á cehui de la minoralion de 1, au paragraphe 3 el comp-
te íenu de (4.4), on obtiení:
(5.12) ‘2 ~ bj R% ~ ~ e’-~ ely.
Avec hes estimaiions (4.h) et (4.2), on obtienl:
(5.13) l”l + l’~l ~ ej R”~ lq, V-’t ~tI-IM ely,
oit e, dépend de b,, b, el w- De (5.9), (5.10), (5.h h), on déduil:
(5.14) l~~1 + 11,1 + 1161 ~ c~( [k[jXIY¡I VUII~ + II(ftI¡~.¡I ú11, + ¡LI j~.¡¡ U¡l),
ou e
2 ne dépend que de ~ el du difféomorphisme w• Par un calcul direcí el
avec l’inégalilé de Hóhder, on obliení:
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Avec (5.14), (5.15) et l’hypothése 5.4, on obiient:
(5.16) ‘41 + 11,1 + 161 ~ e,,
oú c, ne dépend pas de k. Compte tenu de (3.9.iv), on a ausss:
(5. l 7)
11,1 + 1 ‘8 1 + 1 141 ~ t¼{¡~Q~ 1 ~ ¡R”~ 4~’A ¡¡ ‘1u 1 dvJ
= e~ { II q~ ¡Ir. JI U ¡IP + U 4,~¡¡k II,. II VU¡¡~
De (5.8), (5.12), (5.13), (5.16), (5.17), mi déduil:
¡ 1 4A’~l’ ql ~-aV=A¿¡y ~e, II 4, VAlí0. +4,
oú c~ et e6 dépendent ele ¡J Vu II el ¡J u II mais ne dépendent pas de 1<.
La fin est alors identique á la 3éme éiape de la preuve de la proposition 3.3.
Démontrons mainienaní un résultat analogue á celui de la proposition 3.4.
Proposition 5.6: Si une so/u iioti 4 ¿¡e (S.S) appariieni ti
n B<O,r), Di’””) aveep’ t~ s z=¿ np’/(n-2) el ji’ ~ 2, a/urs 4 apparlietil ti
W
8.k(s> (Di: n B(O,r), Di’””) ayee k( ) 2s/(s+2—pj.
Preuve de la proposition 5.6. lére étape: On procéde comme pour la pro-
position 3.4. De la proposition 5.3, on déduit que 4 admet des dérivées parti-
elles au sens classique presque partoul dans Di:nR(0,r). Qn nole:
A — (ye Di” ~nB(0,r) 4 admeí des dérivées partielles premiéres en y
etN={ve A~q(y)=~}.
Qn démonire alors <cf lére éiape de la preuve de la proposilion 3.4) que q,<y)
= O~, presque parloui sur N el pour toul y e ( 1 ti
2 éme étape: Qn eslime 4.~ sur (Di:nR(0,r) \ Ñ.
Remarquons buí d’abord que 4 et VU soní presque parboui dérivables sur
(Di:nB(0,r)) \ Ñ et que l’eslimaíion (3.17) esí vérifiée en presque tout poiní
de (Di:. csfi(0,r)) \ Ñ. En dérivaní l’égalité:
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T-”’ + B~’j T;”” ~ + B? T;t
<4.1) á (4.4), on déduil l’existence d’une constan-
1 41 “‘ + 1 41 p—2 si 8 !=n.
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U’~ <y) = B~y,4(y)) T1’” <y)(5.18)
par rapport á y3, on obtient:
(5.h9)
De <5.19) et des eslimations
te e, telle que:
(5.20) S~U8 ~ e,











peut s’écrire par blocs de la facon suivante:
— CT—’8_ )( B~),
oit 8,, est le symbole de Krónecker. (Le second membre de l’égalilé esí un pro-
duil matriciel par blocs). Qn en déduil que celle matrice esí inversible el que:
— fo T —
soit encore:
(5.24) (Q)-’ — (A~7~)
En prenaní 8 = n dans (5.23) el avec (5.24), on a:
(5.25) = A7 T~ ~ — B~ T0-’” — B~ T;~”).
De (5.20),(5.22),(5.25),(4.l) á (4.4), on déduil:
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1 Z’9 1 ~c~ It” $ It’ + ~¿It—’ 1 4~ 1 + 116)1 It—’
soit encore:
(5.26) l4~¡ ~ e~{ 141 + ~ ¡4~¡ + l!(.)l >~
Avec la proposilion 5.5, on a:
E Lv”> si 8 !=ti -
L’hypothése (5.4ii) et l’estimation (5.26) permettent mainlenaní de monírer
que 4 e WÉ.k(s) (Di~nB(0,r), Di’””) et on peul obtenir une mejoralion de II 4 I¡w’.MSS
indépendante de k(s).
Preuve du théoréme 5.4: Par un raisonnement identique á celui de la preu-
ve du théoréme 3.2, ayee la proposition 5.6, on démontre que les soluíions ad-
joiníes de (1.1) appartiennent á W”””’<” • ~-~> ( 03”’” ).
Ayee l’égalité ¿4(x) = 14 (x,q(x)) et avec (4.1), on obtiení le résultat de régu-
larité pour les solutions de <1. 1).
6. COMMENTAIREs ET CONCLUSION
Dans l’exemple classique oit l’on a:
(6.1) a?(x,v) = ti<x) l ~‘ l’’ v~ avec ele W’””(0) el <1(x) >- e > 0,
les fonctions a~ vérifient les hypothéses (2.3) á (2.7). Nous nous sommes limi-
lés ici aux problémes ayee conditions aux limiles homogénes. Dans ce cadre-
lá, les théorémes 3.2 el i4 appliqués au probléme associé A (6.1) améliorení
les résultais re!aíifs A ce probléme donnés dans [13] et [15].
Dans [13],J. SIMON étudie ce probléme ayee des condiíions aux limites non
homogénes et obliení des résultais de régularilé dans les espaces de BESOV,
mais pour ji inférieur A 2, l~ordre de dérivabilité qu’ih obtient est stricíemení
inférieur A 2. Le probléme suivant donc ouvert:
Quelles sont les condiíions aux limites pour lesquelles les soluíions du pro-
bléme associé A (6. h) appartiennení A WxnMn.P-2>(D,Rm) quand p< 2?
Pour condure, jI est imporíaní de noter que les hypolhéses (2.1) A (2.7) pour
lesquelles on obtient les résultats de régularité locale et les résuhíais de régu-
Jarjié globale, dépassení Jargement le cadre des problémes pour lesquels on ob-
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liení des résuhíais de conlinuilé Hóldérienne ([8], [17], (18], [19]), c’esl ce qui
rend les théorémes 3.2 el 5.4 parliculiéremení intéressanis.
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