Construction of \mu-normal sequences by Madritsch, Manfred G. & Mance, Bill
ar
X
iv
:1
20
6.
49
50
v3
  [
ma
th.
NT
]  
6 O
ct 
20
14
CONSTRUCTION OF µ-NORMAL SEQUENCES
MANFRED G. MADRITSCH AND BILL MANCE
Abstract. In the present paper we extend Champernowne’s construction of normal numbers to
provide sequences which are generic for a given invariant probability measure, which need not be
the maximal one. We present a construction together with estimates and examples for normal
numbers with respect to Lu¨roth series expansion, continued fractions expansion or β-expansion.
1. Introduction
Let q ≥ 2 be a positive integer, then every real x ∈ [0, 1] has a q-adic representation of the form
x =
∞∑
h=1
dh(x)q
−h
with dh(x) ∈ D := {0, 1, . . . , q− 1}. We call a number x ∈ [0, 1] normal with respect to the base q
if for any k ≥ 1 and any block b = b1 . . . bk of k digits the frequency of occurrences of this block
tends to the expected one, namely q−k. In particular, let Nn(b, x) be the number of occurrences
of b among the first n digits, i.e.
Nn(b, x) = # {0 ≤ h < n : dh+1(x) = b1, . . . , dh+k(x) = bk} .
Then we call x ∈ [0, 1] normal of order k in base q if for every block b of length k we have
lim
n→∞
Nn(b, x)
n
= q−k.
Furthermore, we call a number absolutely normal if it is normal in every base q ≥ 2.
In 1909 Borel [6] showed that Lebesgue almost every real is absolutely normal. This motivated
people to look for a concrete example of such a number. It took more than 20 years until 1933
when Champernowne [7] provided the first explicit construction by showing that the number
0.1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 . . .
is normal to base 10. This construction was generalized to different sequences (such as primes,
polynomials etc.) and different numeration systems (such as β-expansion, canonical number sys-
tems etc.).
In particular, polynomials and polynomial like sequences were considered. Besicovitch [5] inves-
tigated the sequence of squares. This was extended by Davenport and Erdo˝s [10] to polynomials
with integer coefficients. Schiffer [29] further extended this to polynomials with rational integers.
Finally Nakai and Shiokawa [20, 21] used real polynomials and pseudo-polynomials, respectively.
In parallel polynomial sequences over the primes were used. Copeland and Erdo˝s [8] started by
using the sequence of primes, Nakai and Shiokawa [22] used integer polynomials evaluated at the
primes and finally Madritsch [15] used pseudo-polynomials evaluated at the primes.
On the other hand the Champernowne construction was extended to different underlying dy-
namical systems. Normal sequences for Bernoulli shifts and continued fractions were already
investigated by Postnikov and Pyatecki˘ı [25, 26], see also Postnikov [24]. Furthermore normal
sequences for Markov shifts and intrinsically ergodic subshifts were constructed by Smorodinsky
and Weiss [31]. A different construction for continued fractions is due to Adler et al. [1]. Gen-
eralizations to β-shifts are due to Bertrand-Mathis and Volkmann [4] and Ito and Shiokawa [12].
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However, the lather construct only a sequence with the right frequency of block , but which is not
admissible as an expansion in the β-expansion. The normality of the Champernowne number with
respect to numeration systems in the Gaussian integers was investigated by Dumont et al. [11]. An
important feature of the Champernowne sequence in dynamical systems fulfilling the specification
property is that it is generic for the maximal measure, which was shown by Bertrand-Mathis [3].
Most of the above constructions have in common, that they are aiming for normal numbers or
equivalently sequences that are generic for the maximum measure. Moreover most of these con-
structions consider the full shift, which means, that there are no restrictions on the concatenation
of blocks. In the present paper, however, we build a framework for the construction of normal
sequences in a broad class of dynamical systems. In particular, we want that for any given shift
invariant measure µ one can take a sequence of words {wi}i≥1 together with a sequence of repeti-
tions (ℓi)i≥1, satisfying some growing condition (which we will call µ-good) in order to construct
a µ-generic word.
As an example for such a sequence of words we will modify the Champernowne construction
such that we get arbitrarily close to any given shift invariant measure in a dynamical system
fulfilling the specification property. This is motivated by recent constructions by Altomare and
Mance [2] and Mance [16, 17].
2. Definitions and statement of results
Our basis is a symbolic dynamical system that fulfills the specification property, which we
will define in the sequel. In our definitions we mainly follow the articles of Bertrand-Mathis and
Volkmann [3, 4] as well as the book of Lind and Marcus [14]. Let A be a fixed (possibly infinite)
alphabet. We denote by A+ the semigroup generated by A under catenation. Let ε denote the
empty word and A∗ = A+ ∪ {ε}. The length of a word ω = a1a2 . . . ak with ai ∈ A for 1 ≤ i ≤ k
is denoted by |ω| = k and we write Ak for the set of words of length k (over A). Furthermore let
AN be the set of infinite words (over A).
A set L ⊂ A∗ is called a language. We say that a language L fulfills the specification property
if there exists a positive integer j such that for any two words a,b ∈ L there exists a word u ∈ L
with |u| ≤ j such that aub ∈ L. Informally speaking that means that we can “glue” together any
two words in that language by a finite amount of glue. For any pair of finite words a and b we fix
a ua,b with |ua,b| ≤ j such that aua,bb ∈ L. Then for a, a1, . . . , am ∈ L and n ∈ N we write
a1 ⊙ a2 ⊙ · · · ⊙ am := a1 ua1,a2 a2 ua2,a3 a3 · · · am−1 uam−1,am am
and recursively define
a⊙1 = a and a⊙n = a⊙ a⊙(n−1) for n ≥ 2.
For a language L ⊂ A∗ let W∞ = W∞(L) be the set of infinite words generated by L, i.e. the set
of sequences ω = (ai)i≥1 with aiai+1 · · · ak ∈ L for any 1 ≤ i < k <∞.
We introduce the discrete topology on A and the corresponding product topology on AN. Let
ω = (ai)i≥1 ∈ AN, then we define the shift operator T as the mapping (T (ω))i = ai+1 for i ≥ 1.
We associate with each language L the symbolic dynamical system
SL = S = (W
∞,B, T, I),
where W∞ = W∞(L); B is the σ-algebra generated by all cylinder sets of AN, i.e. sets of the
form
c(w) = [w] = {a1a2a3 . . . ∈ AN : a1a2 . . . an = w}
for some word w ∈ An of length n; T is the shift operator; and I is the set of all T -invariant
probability measures µ on B. We will also write µ(w) for µ(c(w)). Note that W∞ is invariant
under T , i.e. ∀ω ∈W∞ : Tω ∈W∞, and closed with respect to this topology.
Now we fix a T -invariant measure µ ∈ I. A word b ∈ W (L∗) is µ-admissible if µ(b) 6= 0.
Let Dµ denote the set of µ-admissible words and let Dµ,k denote the set of µ-admissible words of
length k. Given words b ∈ Ak and ω = a1a2a3 . . . ∈ AN we will let Nn(b, ω) denote the number
of times the word b occurs starting in position no greater than n in the word ω, i.e.
Nn(b, ω) = #{0 ≤ i < n : ai+1ai+2 · · ·ai+k = b}.
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If w is finite we will often write N(b,w) in place of N|w|−|b|+1(b,w).
The following definition is a generalization of the concept of (ε, k)-normality originally due to
Besicovitch [5].
Definition 2.1. Suppose that 0 < ǫ < 1, k is a positive integer and µ ∈ I. A word w is called
(ǫ, k, µ)-normal if for all t ≤ k and words b in Dµ,t, we have
µ(b)|w|(1 − ǫ) ≤ N(b,w) ≤ µ(b)|w|(1 + ǫ).
An infinite word ω ∈ AN is called µ-normal of order k if for every admissible word b of length
k we have
lim
n→∞
Nn(b, ω)
n
= µ(b).
We denote by Nµ,k the set of all µ-normal words of order k. Furthermore we call ω µ-normal (or
equivalently generic for µ) if ω ∈ Nµ :=
⋂∞
k=1Nµ,k.
Let (ki)i≥1 be a sequence of positive integers. For i ≥ 1 let νi : Aki → [0, 1] be a finite-
length shift-invariant probability. Then we call (νi)i≥1 an approximation scheme for µ, if (νi)i≥1
converges weakly to µ ∈ I (written νi → µ). Here we silently make the additional assumptions
that Dνi ⊂ Dµ 1 for all i ≥ 1 and that νi(b) is eventually non-increasing in i.
Furthermore let (wi)i≥1 be a sequence of finite words and (ℓi)i≥1 be a non-decreasing sequence
of positive integers. Then we call (wi, ℓi)i≥1 µ-good with respect to the approximation scheme
(νi)i≥1 if each wi is (εi, ki, νi)-normal satisfying
(2.1)
1
εi−1 − εi = o(|wi|);
(2.2)
ℓi−1
ℓi
· |wi−1||wi| = o(i
−1);
(2.3)
1
ℓi
· |wi+1||wi| = o(1).
Now we are able to state our main theorem.
Main Theorem 2.1. Let (ki)i≥1 be a sequence of positive integers and let νi : A
ki → [0, 1] be a
finite-length shift-invariant probability, which is an approximation scheme for µ. Furthermore let
(wi)i≥1 be a sequence of finite words and (ℓi)i≥1 be a non-decreasing sequence of positive integers.
Suppose that (wi, ℓi)i≥1 is µ-good with respect to (νi)i≥1, then for each k ∈ [1, lim supi→∞ ki]∩N,
the infinite word ω = w⊙ℓ11 ⊙w⊙ℓ22 ⊙ · · · is µ-normal of order k. Moreover, if lim supi→∞ ki =∞,
then ω is µ-normal
We postpone the proof of Main Theorem 2.1 to Section 4 and start by presenting our construc-
tion of a µ-good sequence (wi)i≥1 in the following section. In Section 4 we build up the toolbox
and prove Main Theorem 2.1. Finally, we apply our constructed sequence of blocks (wi)i≥1 from
Section 3 to different number systems. These number systems are based on different requirements
(finite or infinite digit set, restrictions on the digit set, etc.) and we need to adapt our construction
to these specific cases.
3. The construction
Our construction is very similar to the Champernowne type construction of Bertrand-Mathis
and Volkmann [3,4]. However, our goal is to construct a normal sequence which is generic for any
given shift invariant measure. As a consequence of this general case our construction is not so
efficient in that it uses many repetitions of certain blocks. A more careful control of the available
words and their distribution, would lead to a reduction in the number of copies ℓi for special cases
(cf. Vandehey [32]).
1A version of our main theorem is still true if we drop the condition Dνi ⊂ Dµ, but every example we will
consider has this property.
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In our construction we have to face two main issues. The first one is that our digit set might be
infinitely large. This we can easily circumvent by increasing the digit set in every step (i.e. in every
wi). The other issue we have to face is that there might be restrictions on the concatenation of
words. For example, if we take the golden mean as basis of a β-expansion, two successive ones are
forbidden in the expansion. However, concatenating 1001 and 1010, which are admissible as such,
yields the word 10011010, which is not admissible. Thus similar to above we use the specification
property in order to glue the words together.
Let j be the maximum size of the padding given by the specification property and let Pb,ℓ =
{p1, . . . ,pbℓ} be the set of all possible words of length ℓ of the alphabet A = {0, 1, . . . , b − 1} of
digits in base b.
Furthermore mk = min{µ(b) : b ∈ Dµ,k} for k ≥ 1 and M be an arbitrary large constant such
that M ≥ 1mℓ .
The central tool for our construction will be a weighted concatenation of the words p˜i, i.e.,
pb,ℓ,M := p
⊙⌈Mµ(p1)⌉
1 ⊙ p⊙⌈Mµ(p2)⌉2 ⊙ · · · ⊙ p
⊙⌈Mµ(pbℓ )⌉
bℓ
.
In the following we show the (ε, k)-normality of pb,ℓ,M for k ≤ ℓ. Thus it suffices to find an ε
such that for all words b of length k ≤ ℓ we have
(1− ε)µ(b) ≤ N(b,pb,ℓ,M )|pb,ℓ,M | ≤ (1 + ε)µ(b)(3.1)
To this end we need lower and upper bounds for the length of pb,ℓ,M as well as lower and upper
bounds for the number of occurrences of a fixed block b within pb,ℓ,M .
Starting with the estimation of the length of pb,ℓ,M,j we get as upper bound
|pb,ℓ,M | ≤
bℓ∑
i=1
⌈Mµ(pi)⌉ (j + ℓ) ≤M(j + ℓ)
bℓ∑
i=1
µ(pi) + (j + ℓ)b
ℓ = (j + ℓ)
(
M + bℓ
)
.(3.2)
On the other hand we obtain as lower bound
|pb,ℓ,M | ≥
bℓ∑
i=1
⌈Mµ(pi)⌉ ℓ ≥Mℓ
bℓ∑
i=1
µ(pi) = Mℓ.(3.3)
Now we provide upper and lower bounds for the number of occurrences of a word b of length
k in pb,ℓ,M .
For the lower bound we only count the possible occurrences within a pi. If there is an occurrence
then we can write pi as c1bc2 with possible empty c1 or c2. Since the word b is fixed and all
possible words of length ℓ occur in pb,ℓ,M , we let c1 and c2 vary over all possible words. Thus
N(b,pb,ℓ,M ) ≥
ℓ−k∑
m=0
∑
|c1|=m
∑
|c2|=ℓ−k−m
⌈Mµ(c1bc2)⌉
≥M
ℓ−k∑
m=0
∑
|c1|=m
∑
|c2|=ℓ−k−m
µ(c1bc2)
=M
ℓ−k∑
m=0
∑
|c1|=m
∑
|c2|=ℓ−k−m−1
b−1∑
d=0
µ(c1bc2d)
= · · · = M
ℓ−k∑
m=0
µ(b) = (ℓ− k + 1)Mµ(b),
(3.4)
where we have used the shift invariance of µ, i.e.
∑b−1
d=0 µ(da) =
∑b−1
d=0 µ(ad) = µ(a).
For the upper bound we have to consider several different possibilities: The word b can occour
(1) within pi,
(2) between two similar words pi ⊙ pi or
(3) between two different words pi ⊙ pi+1.
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If the word b is completely within pi, then we again have that pi = c1bc2 with possible empty
c1 or c2. By using similar means as above we get that∑
c1,c2
⌈Mµ(c1bc2)⌉ ≤
∑
c1,c2
(Mµ(c1bc2) + 1) = · · · = (ℓ− k + 1)
(
Mµ(b) + bℓ−k
)
,
Now we turn our attention to the number of occurrences between two consecutive words. First
we assume that these words are equal. Let n = |pi ⊙ pi| be the length of the resulting word. Then
pi⊙pi = c1bc2 with ℓ− k+1 ≤ |c1| ≤ n− ℓ+ k− 1. Thus similar to above we get that there are
n−ℓ+k−1∑
m=ℓ−k+1
∑
|c1|=m
∑
|c2|=n−k−m
⌈Mµ(c1bc2)⌉
≤M
n−ℓ+k−1∑
m=ℓ−k+1
∑
|c1|=m
∑
|c′2|=n−k−m−1
b−1∑
d=0
µ(c1bc
′
2d) +
n−ℓ+k−1∑
m=ℓ−k+1
bn−k
= · · · = M
n−ℓ+k−1∑
m=ℓ−k+1
µ(b) + (n− 2ℓ+ k − 1)bn−k
= (n− 2ℓ+ k − 1) (Mµ(b) + bn−k)
≤ (j + k − 1) (Mµ(b) + b2ℓ+j−k)
occurrences between two identical words.
Finally, we trivially estimate the number of occurrences between two different words by their
total amount, which is ≤ (j + k − 1)bℓ.
Combining these three bounds and using k ≤ ℓ we get as upper bound for the number of
occurrences
N(b,pb,ℓ,M )
≤ (ℓ− k + 1) (Mµ(b) + bℓ−k)+ (j + k − 1) (Mµ(b) + b2ℓ+j−k)+ (j + k − 1)bℓ
≤ (ℓ+ j) (Mµ(b) + b2ℓ+j−k) .(3.5)
Now we calculate ε such that (3.1) holds. Using our lower bound for the number of occurrences
in (3.4) together with our upper bound for the length in (3.2) we get that
N(b,pb,ℓ,M )
|pb,ℓ,M | ≥
(ℓ− k + 1)Mµ(b)
(ℓ+ j) (M + bℓ)
≥ µ(b)
(
1− j + k − 1
ℓ+ j
)(
1− b
ℓ
M + bℓ
)
which implies for ε the upper bound
ε ≤ j + k − 1
ℓ+ j
+
bℓ
M + bℓ
.
On the other side an application of the upper bound for the number of occurrences in (3.5)
together with the lower bound for the length in (3.3) yields
N(b,pb,ℓ,M )
|pb,ℓ,M | ≤ µ(b)
(
1 +
j
ℓ
)(
1 +
1
mk
b2ℓ+j−k
M
)
.
Putting these together we get that pb,ℓ,M is (ε, k, µ)-normal for
(3.6) k ≤ ℓ and ε ≤ max
(
j + k − 1
ℓ+ j
+
bℓ
M + bℓ
,
j
ℓ
+
1
mk
b2ℓ+j−k
M
)
.
4. Proof of Main Theorem 2.1
Remark 4.1. In our proof we will use a classical counting argument. We could use a variant of the
“hot spot lemma” (cf. Moshchevitin and Shkredov [18] and Shkredov [30]). However, on the one
hand, since their results are for the full shift over finite and infinite alphabets, we need to develop
a variant of the “hot spot lemma” for dynamical systems satisfying the specification property.
On the other hand, since our proof follows along similar lines to the proof of Main Theorem 1.15
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in [16], we will only include those parts that differ significantly and omit the proofs, which are
similar to proofs of lemmas in [16].
Throughout this section, we will fix a sequence W = ((wi, ℓi))
∞
i=1 that is µ-good for the ap-
proximation scheme (νi)i≥1. Suppose that every wi is (ǫi, ki, νi)-normal. Then we define the set
of supported lengths R(W ) = [1, lim supi→∞ ki] ∩ N.
Set ω = w⊙ℓ11 ⊙w⊙ℓ22 ⊙ · · · to be the constructed infinite word and denote by σk the kth block,
i.e.
σk = w
⊙ℓk
k uwk,wk+1
be the kth block. Let Li be the length of the concatenation up to the ith block, i.e.
Li =
i∑
k=1
|σk| =
i∑
k=1
(
ℓk|wk|+ (ℓk − 1)|uwk,wk |+ |uwk,wk+1 |
)
.
For a given n, the letter i = i(n) will always be understood to be the positive integer that satisfies
Li < n ≤ Li+1, i.e. position n lies in the block σi+1. Let m = n− Li, then we consider σi+1|m.
Let x be the largest integer such that
σi+1|m = (wi+1uwi+1,wi+1)xv
Then m can be written in the form
m = x(|wi+1|+
∣∣uwi+1,wi+1∣∣) + y
with y = |v|. We have that x and y satisfy
0 ≤ x < ℓi+1 and 0 ≤ y < |wi+1|+ j,
where j is the bound from the specification property.
Thus, we can write the first n digits of ω as concatenation of the complete blocks σ1, . . . , σi,
the x repetitions of the word wi+1 and the rest v, i.e.
ω|n = w⊙ℓ11 ⊙w⊙ℓ22 ⊙ · · · ⊙w⊙ℓi−1i−1 ⊙w⊙ℓii ⊙w⊙xi+1 ⊙ v.
For a word b, let
φn(b) =
i∑
k=1
|σk| νk(b) +mνi+1(b).(4.1)
Since (wi, ℓi)
∞
i=1 is µ-good, we have that limn→∞
φn(b)
n = µ(b). Therefore ω is µ-normal if and
only if
lim
n→∞
Nn(b, ω)
φn(b)
= 1(4.2)
for all words b ∈ Dµ.
For a given word b of supported length k ∈ R(W ), the following lemma, which is proved
identically to Lemma 2.1 and Lemma 2.2 in [16], provides us with upper and lower bounds for
Nn(b, ω).
Lemma 4.2. If k ≤ ki and b ∈ Dνi,k, then
Nn(b, ω) ≤ Li−1 + (1 + ǫi)νi(b)ℓi|wi|+ (k + j)(ℓi + 1) + ((1 + ǫi+1)νi+1(b)|wi+1|+ k + j)x+ y
and
Nn(b, ω) ≥ (1− ǫi)νi(b)ℓi|wi|+ (1 − ǫi+1)νi+1(b)|wi+1|.
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Now we estimate Nn(b,ω)φn(b) − 1 from above and below. On the one hand using the upper bound
for Nn(b, ω) in Lemma 4.2 and the definition of φn(b) in (4.1) yields
Nn(b, ω)
φn(b)
− 1
≤ Li−1 + (ǫiνi(b)|wi|+ (k + j))ℓi + (ǫi+1νi+1(b)|wi+1|+ (k + j))x+ y
φLi(b) + νi+1(b)
(∣∣wi+1uwi+1,wi+1∣∣ x+ y) =: gi,b(x, y)
On the other hand we combine the lower bound for Nn(b, ω) in Lemma 4.2 and the definition of
φn(b) in (4.1) gives
Nn(b, ω)
φn(b)
− 1
≥ −φLi−1(b) + ǫiνi(b)ℓi|wi|+ νi+1(b)
(
ǫi+1|wi+1|+
∣∣uwi+1,wi+1∣∣)x+ νi+1(b)y
φLi(b) + νi+1(b)
(∣∣wi+1uwi+1,wi+1∣∣x+ y) =: −fi,b(x, y)
Therefore ∣∣∣∣Nn(b, ω)φn(b) − 1
∣∣∣∣ < max (fi,b(x, y), gi,b(x, y)) .
However, since the numerator of gi,b(x, y) is clearly greater than the numerator of fi,b(x, y) and
their denominators are the same we deduce the following
Lemma 4.3. For any i let k ∈ R(W ), k ≤ ki, and b ∈ Dνi,k. Then
(4.3)
∣∣∣∣Nn(b, ω)φn(b) − 1
∣∣∣∣ < gi,b(x, y).
We are looking for a good bound for gi,b(x, y) where (x, y) ranges over values in {0, 1, . . . , ℓi+1}×
{0, 1, . . . , |wi+1| − 1}.
Lemma 4.4. If k ∈ R(W ), εi < 1/2, ℓi > 0, b ∈ Dνi,k,
|wi| > 2 · (k + j) + 2
Li−1νi+1(b)− φLi−1
ℓiνi(b)
, |wi+1| > k + j
νi+1(b)(ǫi − ǫi+1) ,
and
(4.4) (x, y) ∈ {0, 1, . . . , ℓi+1} × {0, 1, . . . , |wi+1|+ j − 1},
then
(4.5) gi,b(x, y) < gi,b(0, |wi+1|+ j) = (Li−1 + ǫiνi(b)ℓi|wi|+ (k + j)ℓi) + |wi+1|+ j
φLi(b) + νi+1(b) (|wi+1|+ j)
.
Proof. We note that gi,b(x, y) is a rational function of x and y of the form
gi,b(x, y) =
C +Dx+ Ey
F +Gx+Hy
where
C = Li−1 + ǫiνi(b)ℓi|wi|+ (k + j)ℓi, D = ǫi+1νi+1(b)|wi+1|+ (k + j), E = 1,
F = φLi(b), G = νi+1(b)
∣∣wi+1uwi+1,wi+1∣∣ , and H = νi+1(b).
We will show that if we fix y, then gi,b(x, y) is a decreasing function of x and if we fix x, then
gi,b(x, y) is an increasing function of y. To see this, we compute the partial derivatives:
∂gi,b
∂x
(x, y) =
D(F +Gx+Hy)−G(C +Dx+ Ey)
(F +Gx+Hy)2
=
D(F +Hy)−G(C + Ey)
(F +Gx+Hy)2
;
∂gi,b
∂y
(x, y) =
E(F +Gx+Hy)−H(C +Dx+ Ey)
(F +Gx+Hy)2
=
E(F +Gx)−H(C +Dx)
(F +Gx+Hy)2
.
(4.6)
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Thus, the sign of
∂gi,b
∂x (x, y) does not depend on x and the sign of
∂gi,b
∂y (x, y) does not depend on
y. We will first show that gi,b(x, y) is an increasing function of y by verifying that
(4.7) E(F +Gx) > H(C +Dx).
Let φ∗i (b) = H C = νi+1(b) (Li−1 + ǫiνi(b)ℓi|wi|+ (k + j)ℓi). Then Equation (4.7) can be written
as
(4.8) φLi(b) +
[
νi+1(b)|wi+1|x
]
> φ∗i (b) +
[
νi+1(b)(ǫi+1νi+1(b)|wi+1|+ (k + j))x
]
.
We will verify this inequality in two steps by showing
φLi(b) > φ
∗
i (b) and νi+1(b)|wi+1|x > νi+1(b)(ǫi+1νi+1(b)|wi+1|+ (k + j))x.
In order to show that φLi(b) > φ
∗
i (b), we first note that
φLi(b) = φLi−1(b) + νi(b)
(
(ℓi − 1) |wiuwi,wi |+
∣∣wiuwi,wi+1∣∣) ≥ φLi−1(b) + νi(b)ℓi|wi|.
Thus we need to show that
(4.9) φLi−1 + νi(b)ℓi|wi| > νi+1(b)(ǫiνi(b)ℓi|wi|+ (k + j)ℓi) + Li−1νi+1(b).
However, by rearranging terms, (4.9) is equivalent to
(4.10) |wi| > νi+1(b)
νi(b)
· k + j
1− νi+1(b)ǫi +
Li−1νi+1(b)− φLi−1
ℓiνi(b)(1 − νi+1(b)εi) .
Since ǫi < 1/2, we know that (1 − νi+1(b)ǫi)−1 < 2. Additionally, since νi(b) is eventually
non-increasing we have for sufficiently large i that νi+1(b) ≤ νi(b). Therefore,
νi+1(b)
νi(b)
· k + j
1− νi+1(b)ǫi +
Li−1νi+1(b)− φLi−1
ℓiνi(b)(1 − νi+1(b)εi) < 2 · (k + j) + 2
Li−1νi+1(b) − φLi−1
ℓiνi(b)
.
But we supposed |wi| > 2 · (k + j) + 2Li−1νi+1(b)−φLi−1ℓiνi(b) .. So (4.10) is satisfied and thus φLi(b) >
φ∗i (b).
The last step, for verifying (4.8), is to show that
νi+1(b)|wi+1|x ≥ νi+1(b)(ǫi+1νi+1(b)|wi+1|+ (k + j))x.
However, this is equivalent to
(4.11) |wi+1|x ≥ (ǫi+1νi+1(b)|wi+1|+ (k + j))x.
Clearly, (4.11) is true if x = 0. If x > 0 we can rewrite (4.11) as
|wi+1| ≥ 1
1− νi+1(b)ǫi+1 · (k + j).
Similar to (4.10), (1 − νi+1(b)ǫi+1)−1(k + j) ≤ 2(k + j) < |wi| ≤ |wi+1|. Thus (4.7) is satisfied
and gi,b(x, y) is an increasing function of y.
It will be more difficult to show that
∂gi,b
∂x (x, y) < 0 in a similar manner so we proceed as follows:
because the sign of
∂gi,b
∂x (x, y) does not depend on x, we will know that gi,b(x, y) is decreasing in
x if for each y
lim
x→∞
gi,b(x, y) < gi,b(0, y).
Since gi,b(x, y) is an increasing function of y, we know for all y that gi,b(0, 0) < gi,b(0, y). Hence,
it is enough to show that
lim
x→∞
gi,b(x, y) < gi,b(0, 0).
Since limx→∞ gi,b(x, y) = D/G and gi,b(0, 0) = C/F , it is sufficient to show that CG > DF ,
where C, D, F and G are as in (4.6). Therefore we have
(Li−1 + ǫiνi(b)ℓi|wi|+ (k + j)ℓi) νi+1(b)
∣∣wi+1uwi+1,wi+1∣∣ > (ǫi+1νi+1(b)|wi+1|+ (k + j))φLi(b)
= (ǫi+1νi+1(b)|wi+1|+ (k + j)) (φLi−1(b) + νi(b)
(
(ℓi − 1) |wiuwi,wi |+
∣∣wiuwi,wi+1 ∣∣)
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Since 0 ≤ |ua,b| ≤ j it suffices to show that
Li−1νi+1(b)|wi+1|+ ǫiνi(b)νi+1(b)ℓi|wi||wi+1|+ (k + j)νi+1(b)ℓi|wi+1|
> (ǫi+1νi+1(b)|wi+1|+ (k + j))φLi−1(b) + (ǫi+1νi+1(b)|wi+1|+ (k + j)) νi(b)ℓi (|wi|+ j) .
Similar to above we will verify this in two steps:
Li−1νi+1(b)|wi+1| > (ǫi+1νi+1(b)|wi+1|+ (k + j))φLi−1(b) and
ǫiνi+1(b)|wi+1| > ǫi+1νi+1(b)|wi+1|+ (k + j),(4.12)
Since Li−1 > φLi−1(b), in order to prove the first inequality of (4.12), it is enough to show that
νi+1(b)|wi+1| > ǫi+1νi+1(b)|wi+1|+ (k + j),
which is equivalent to
|wi+1| > k + j
νi+1(b)(1 − ǫi+1) .
But ǫi < 1/2, so
k + j
νi+1(b)(1 − ǫi+1) <
k + j
νi+1(b)(ǫi − ǫi+1) < |wi+1|.
To verify the second inequality of (4.12) we note that this is equivalent to
|wi+1| > k + j
νi+1(b)(ǫi − ǫi+1) ,
which is given in the hypotheses.
So, we may conclude that gi,b(x, y) is a decreasing function of x and an increasing function
of y. Since x ≥ 0 and y < |wi+1| + j, we achive the given upper bound by setting x = 0 and
y = |wi+1|+ j. 
Set
ǫ′i = gi,b(x, y) < gi,b(0, |wi+1|+ j) =
(Li−1 + ǫiνi(b)ℓi|wi|+ (k + j)ℓi) + |wi+1|+ j
φLi(b) + νi+1(b) (|wi+1|+ j)
.
Thus, under the conditions of Lemma 4.3 and Lemma 4.4,
(4.13)
∣∣∣∣Nn(b, ω)φn(b) − 1
∣∣∣∣ < ǫ′i
The proof of the following lemma is essentially identicaly to the combined proofs of Lemma 2.6,
Lemma 2.7, and Lemma 2.8 in [16] so the proof has been omitted.
Lemma 4.5. If k ∈ R(W ), then limi→∞ ǫ′i = 0.
Proof of Main Theorem 2.1. Let b ∈ Dµ,k for k ∈ R(W ). Since 1ǫi−1−ǫi = o(|wi|), there exists n
large enough so that |wi| and |wi+1| satisfy the hypotheses of Lemma 4.4.
Since limn→∞ i(n) =∞, we conclude by applying Lemma 4.5 in (4.13) that
lim
n→∞
∣∣∣∣Nn(b, ω)φn(b) − 1
∣∣∣∣ = 0
which implies that
lim
n→∞
Nn(b, ω)
n
= µ(b).
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On the contrary let b ∈ Ak \Dµ,k. Since
1 = lim
n→∞
∑
b′∈Ak
Nn(b
′, ω)
n
=
∑
b′∈Dµ,k
lim
n→∞
Nn(b
′, ω)
n
+
∑
b′∈Ak\Dµ,k
lim
n→∞
Nn(b
′, ω)
n
=
∑
b′∈Dµ,k
µ(b′) +
∑
b′∈Ak\Dµ,k
lim
n→∞
Nn(b
′, ω)
n
= 1 +
∑
b′∈Ak\Dµ,k
lim
n→∞
Nn(b
′, ω)
n
and Nn(b
′, ω) ≥ 0 we get that
lim
n→∞
Nn(b, ω)
n
= 0 = µ(b).
Therefore combining the two limits from above we get for b ∈ Ak that
lim
n→∞
Nn(b, ω)
n
= µ(b),
which implies that ω ∈ Nµ,k. 
5. Applications
In the following subsections we show different numeration systems in which our construction
provides normal numbers. In particular, we consider the q-ary expansions, Lu¨roth series expansion,
β-expansions and continued fraction expansion. We only have restrictions on the concatenation
in the case of β-expansions; all other examples are in the full-shift. It is easy to combine our
construction for β-expansions and continued fractions in order to get constructions for α-continued
fractions (cf. Nakada [19]) or Rosen-continued fractions [28], which have an infinite digit set with
restrictions on the concatenation of words. For the relation of normal numbers with respect to
different continued fraction expansion, we refer the interested reader to the paper of Kraaikamp
and Nakada [13].
The main ingredient in all our constructions is the following lemma which follows immediately
from our construction in Section 3 and Main Theorem 2.1.
Lemma 5.1. Let µ be a shift-invariant probability measure and let (νi)i≥1 be an approximation
scheme for µ. Suppose that qi ≥ 2, Mi and ℓi are sequences of positive integers such that
Mi ≥ (min{µ(b) : b ∈ Dνi,i})−1 and q2ii = o(Mi)(5.1)
and (pqi,i,Mi , ℓi) is µ-good for the approximation scheme (νi)i≥1. Then the sequence ω = w
⊙ℓ1
1 ⊙
w⊙ℓ22 ⊙ · · · is µ-normal.
5.1. Normal in base q. Let A = {0, 1, . . . , q − 1}. In this example we take as language the
full-shift A∗ and therefore we do not have any restrictions on the concatenation, i.e. j = 0. Let
ν(t) =
{ 1
q if 0 ≤ t ≤ q − 1
0 if t ≥ q.
For every i ∈ N and b = b1 . . . bi, define νi(b) =
∏i
t=1 ν(bt). Clearly for b ∈ A∗ we have
µ(b) = q−|b| and νi → µ.
Let qi = q, Mi = q
2i log i, ℓi = i
2i, and put wi = pq,i,Mi , so iq
2i log i ≤ |wi| ≤ iq2i log i + iqi.
A short computation shows that (2.1), (2.2), (2.3), and (5.1) hold with ǫi = 1/
√
i. Thus, by
Lemma 5.1, the number whose digits of its q-ary expansion are formed by ω = w⊙ℓ11 ⊙w⊙ℓ22 ⊙ · · ·
is normal in base q.
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5.2. Arbitrary measures. Let A = N ∪ {0} and let µ be a shift-invariant measure on AN. We
first need to define a sequence of measures (νi) that converges weakly to µ. Consider a word
b = b1 . . . bi. If there is an index n such that bn > i, then let νi(b) = 0. Let S = {n : bn = i}. If
S = ∅, then let νi(b) = µ(b). If S 6= ∅, then let
νi(b) =
∑
b′
µ(b′),
where the sum is over all words b′ = b′1 . . . b
′
k such that for each index n in S, b
′
n ≥ i. Set
Mi =
⌈
max
(
i2i log i, (inf{µ(b) : b ∈ Dνi,i})−1
)⌉
,
wi = pi,i,Mi , j = 0, ℓ1 = 1, and
ℓi =
⌈
log i ·max
(
Mi+1 + (i+ 1)
i+1
Mi
,
(
Mi−1 + (i− 1)i−1
Mi
)
· iℓi−1
)⌉
for i > 1.
We note that iMi ≤ |wi| ≤ i(Mi + ii), so
ℓi−1
ℓi
· |wi−1||wi| · i ≤
ℓi−1
ℓi
· (i− 1)
(
Mi−1 + (i− 1)i−1
)
iMi
· i
<
ℓi−1(
Mi−1+(i−1)i−1
Mi
)
· iℓi−1 · log i
Mi−1 + (i− 1)i−1
Mi
· i = 1
log i
→ 0
and
1
ℓi
· |wi+1||wi| ≤
1
ℓi
· (i+ 1)
(
Mi+1 + (i + 1)
i+1
)
iMi
≤ 1
Mi+1+(i+1)i+1
Mi
· log i
· 1 + 1
1
· Mi+1 + (i + 1)
i+1
Mi
=
2
log i
→ 0.
Therefore, conditions (2.1), (2.2), (2.3), and (5.1) hold with ǫi = 1/
√
i. Thus, by Lemma 5.1, the
infinite word ω = w⊙ℓ11 ⊙w⊙ℓ22 ⊙ · · · · · · is µ-normal.
5.3. Lu¨roth series expansion. 2 Put
νi(t) =

0 t = 0, 1
1
t(t−1) 2 ≤ t ≤ i+ 1
1
i+1 t = i+ 2
0 t > i+ 2
and
µ(t) =
{
0 i = 0, 1
1
t(t−1) t ≥ 2
For b = b1 . . . bi, define νi(b) =
∏i
t=1 νi(bt) and µ(b) =
∏i
t=1 µ(bt). Clearly, νi → µ. Next, we let
j = 0, qi = i + 2, Mi = max(3!
2, i2i log i), ℓi =
⌊
i2 log i
⌋
, and wi = pi+2,i,Mi . Note that for all
i ≥ 1
Mi ≥ (i+ 1)!2 > (min{µ(b) : b ∈ Dνi,i})−1 .
Since onditions (2.1), (2.2), (2.3), and (5.1) hold, we deduce by an application of Lemma 5.1, that
the number whose digits of its Lu¨roth series expansion are formed by w⊙ℓ11 ⊙w⊙ℓ22 ⊙· · · is normal
with respect to the Lu¨roth series expansion.
This construction has been partially improved (by lowering the number of repetitions) in a
recent paper by Vandehey [32], who constructed an example of a normal number for the Lu¨roth
series expansion.
2This example may be modified to construct normal numbers with respect to Generalized Lu¨roth series expan-
sions (see [9] for a definition of these expansions.)
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5.4. Unfair coin. We note that already Postnikov and Pyatecki˘ı [26] used the Champernowne
word for such a construction. However, since it is an easy application of Lemma 5.1 we state this
example here for completeness.
Let p ∈ (0, 1), p 6= 1/2. Here, we consider measures νi where
νi(t) =

p if t = 0
1− p if t = 1
0 if t > 1
.
For b = b1 . . . bi, let νi(b) =
∏i
t=1 νi(bt) and µ = ν1. Set
Mi =
(
1
min(p, 1− p)
)2i
,
j = 0, ℓi = i
2i, and put wi = p2,i,Mi . Then wi is (1/
√
i,
√
i, νi)-normal and using Lemma 5.1 we
get that ω = w⊙ℓ11 ⊙w⊙ℓ22 ⊙ is µ-normal.
5.5. β-expansions. Let β > 1. Then every number x ∈ [0, 1) has a greedy β-expansions given
by the greedy algorithm (cf. Re´nyi [27]): set r0 = x, and for n ≥ 1, let dn = ⌊βrn−1⌋ and
rn = {βrn−1}. Then
x =
∑
n≥1
dnβ
n,
where the dn are integer digits in the alphabet Aβ = {0, 1, . . . , ⌈β⌉ − 1}. We denote by d(x) =
d1d2d3 . . . the greedy β-expansion of x.
Let Dβ denote the set of greedy β-expansions of numbers in [0, 1). A finite (resp. infinite) word
is called β-admissible if it is a factor of an element (resp. an element) of Dβ. Not every number is
β-admissible and the β-expansion of 1 plays a central role in the characterization of all admissible
sequences. In particular, let dβ(1) = b1b2 . . . be the greedy β-expansion of 1. Since the expansion
might be finite we define the quasi-greedy expansion d∗β(1) by
d∗β(1) =
{
(b1b2 . . . bt−1(bt − 1))ℓ if dβ(1) = b1b2 . . . bt is finite,
dβ(1) otherwise.
Then Parry [23] could show the following
Lemma 5.2. Let β > 1 be a real number, and let s be an infinite sequence of non-negative integers.
The sequence s belongs to Dβ if and only if for all k ≥ 0
T k(s) < d∗β(1),
where T is the shift.
According to this result we call a number β such that dβ(1) is eventually periodic a Parry
number. In the present example we assume that β is such a number.
For the padding size we denote by dβ(1) = b1 . . . bt(bt+1 . . . bt+p)
ℓ the β-expansion of 1. If 1 has
a finite expansion then we set p = 0. We are looking for the longest possible sequence of zeroes
occurring in the expansion of 1. As one easily checks, the longest occurs if b1 = · · · = bt+p−1 = 0
and bt+p 6= 0. Thus we can set the padding size j to be
j = t+ p.
We wish to minimize the length of a cylinder set defined by a word of length ℓ. Define
φβ(ℓ) =
{
1 if 1 ≤ ℓ ≤ t
r if t+ (r − 2)p ≤ ℓ ≤ t+ (r − 1)p .
Then the length of this interval is at least β−(t+φβ(ℓ)p). We use the fact that µβ(I) ≥ (1 −
1/β)λ(I) and put
Mi = max
(
βt+φβ(i)p
1− 1β
, ⌈β⌉2i log i
)
.
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Put wi = p⌈β⌉,i,Mi and qi = ⌈β⌉. Note that limi→∞ φ(i)i/p = 1, so for large i
(i+ j) ⌈β⌉2i log i ≤ |wi| ≤ (i+ j)
(
⌈β⌉2i log i+ ⌈β⌉i
)
Thus, for large i
|wi| ≈ i ⌈β⌉2i log i.
Put ℓi = i
2i and the computation follows the same lines as above.
5.6. Continued fraction expansion. For a word b = b1 . . . bi, let ∆b be the set of all real
numbers in (0, 1) whose first i digits of it’s continued fraction expansion are equal to b. Put
µ(b) =
1
log 2
∫
∆b
dx
1 + x
.
If there is an index n such that bn > i, then let νi(b) = 0. Let S = {n : bn = i}. For i < 8, set
νi(b) = µ(b). For i ≥ 8, if S = ∅, then let νi(b) = µ(b). If S 6= ∅, then let
νi(b) =
∑
b′
µ(b′),
where the sum is over all words b′ = b′1 . . . b
′
i such that for each index n in S, b
′
n ≥ i.
Put mi = minb∈Dνi ,|b|=i νi(b). We wish to find a lower bound for mi. If b = b1 . . . bk, then let
pk
qk
=
1
b1 +
1
b2+
. . .+ 1
bk
.
It is well known that λ(∆b) =
1
qk(qk+qk−1)
and µ(b) > 12 log 2λ(∆b).
Thus, we may find a lower bound for mi by minimizing
1
qi(qi+qi−1)
for words b in Dνi . The
minimum will occur for b = ii . . . i. It is known that qn = iqn−1+ qn−2 if we set q0 = 1 and q1 = i.
Set
r1 =
i+
√
i2 + 4
2
, r2 =
i−√i2 + 4
2
.
Then
qn =
rn+11 − rn+12√
i2 + 4
.
Thus,
1
qi(qi + qi−1)
=
i2 + 4
(ri+11 − ri+12 )((ri+11 + ri1)− (ri+12 − ri2))
>
log 2
i2i
for i ≥ 8.
Thus, mi >
1
2 log 2
(
log 2
i2i
)
= 12 i
−2i. Let Mi = 2i
2i log i, j = 0, wi = pi+1,i,Mi . Set ℓi = 0 for i < 8
and ℓi =
⌊
i2 log i
⌋
for i ≥ 8. Then for i ≥ 9
ℓi−1
ℓi
|wi−1|
|wi| i <
2(i− 1)2i−1 + ii−1
2i2i
=
(
1− 1
i
)2i
1
i− 1 +
1
2ii+1
→ 0
and
|wi+1|
ℓi|wi| ≤
2(i+ 1)2i+3 + (i+ 2)i+1
i2 log i · 2i2i+1 =
(
1 +
1
i
)2i
(i + 1)3
i3 log i
+ o(i−i)→ 0.
By Lemma 5.1 the number whose digits of its continued fraction expansion are formed by w⊙ℓ11 ⊙
w⊙ℓ22 ⊙ · · · is normal with respect to the continued fraction expansion.
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