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A 2009 report published by the National Research Council addressed the need for 
improvements in the field of forensic science. In the report emphasis was placed on the 
need for more rigorous scientific analysis within many forensic science disciplines and 
for established limitations and determination of error rates from statistical analysis. This 
research focused on multivariate statistical techniques for the analysis of spectral data 
obtained for multiple forensic applications which include samples from: automobile float 
glasses and paints, bones, metal transfers, ignitable liquids and fire debris, and organic 
compounds including explosives. The statistical techniques were used for two types of 
data analysis: classification and discrimination.   
 
Statistical methods including linear discriminant analysis and a novel soft classification 
method were used to provide classification of forensic samples based on a compiled 
library.  The novel soft classification method combined three statistical steps: Principal 
Component Analysis (PCA), Target Factor Analysis (TFA), and Bayesian Decision 
Theory (BDT) to provide classification based on posterior probabilities of class 
membership. The posterior probabilities provide a statistical probability of classification 
which can aid a forensic analyst in reaching a conclusion. The second analytical 
approach applied nonparametric methods to provide the means for discrimination 
between samples.  Nonparametric methods are performed as hypothesis test and do 
not assume normal distribution of the analytical figures of merit.  The nonparametric 
iv 
 
permutation test was applied to forensic applications to determine the similarity between 
two samples and provide discrimination rates.   
 
Both the classification method and discrimination method were applied to data acquired 
from multiple instrumental methods.  The instrumental methods included: Laser 
Induced-Breakdown Spectroscopy (LIBS), Fourier Transform Infrared Spectroscopy 
(FTIR), Raman spectroscopy, and Gas Chromatography-Mass Spectrometry (GC-MS).  
Some of these instrumental methods are currently applied to forensic applications, such 
as GC-MS for the analysis of ignitable liquid and fire debris samples; while others 
provide new instrumental methods to areas within forensic science which currently lack 
instrumental analysis techniques, such as LIBS for the analysis of metal transfers.   
 
The combination of the instrumental techniques and multivariate statistical techniques is 
investigated in new approaches to forensic applications in this research to assist in 
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CHAPTER 1:  INTRODUCTION 
 
1.1 Multivariate Statistical Techniques in Forensic Science 
 
In 2009 a report by the National Research Council titled “Strengthening Forensic 
Science in the United States:  A Path Forward” was published which addressed areas in 
need of improvement within the forensic community [1].  The major issues addressed in 
the report touched on the lack of error rates and scientific backing in analysis of 
evidence in specific disciplines of forensic science.  It called for additional research into 
methods which could provide error rates to offer further backing to the conclusions 
reached by instrumental analysis or interpretation analysis.  Since the introduction of 
DNA evidence there have been doubts cast on the accuracy of current forensic 
practices due to the increased number of exonerations which resulted from DNA 
analysis.  The precise results obtained from DNA have revealed the other forensic 
disciplines that do not have such strong backing to conclusions.  Focus has been 
centered on the disciplines in forensic science which have been defined as less-
rigorous sciences, such as impressions, questioned documents, and tool marks.  These 
disciplines base conclusions on expert interpretation of observed pattern characteristics 
based on standards and methods developed from previous cases.  These disciplines 
are not backed by instrumental results as the disciplines defined as the rigorous 
sciences, such as DNA, toxicology, and controlled substances.   
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The research to be presented focuses on the application of multivariate statistical 
techniques in forensic science disciplines to provide the error rates desired in the 2009 
report.  Multivariate statistical techniques allow for analysis of data using multiple 
random variables and incorporating information about the relationship between all of the 
variables [2].  These statistical techniques are successfully applied to issues in forensic 
science such as: classification of unknown sample, determination of concentration of a 
compound in a complex mixture, prediction of property of a chemical compound, and 
evaluation of the analytical process.  In this research two multivariate statistical 
techniques will be focused on:  a combined soft classification method and the 
nonparametric permutation test.  These two methods differ significantly in the approach 
of data analysis with the combined soft classification method requiring the use of a 
library for the classification of test data while the nonparametric permutation test 
compares two samples to determine whether they can be statistically discriminated from 
one another.  These two methods will be discussed in further detail in the following 
chapters for their applications to forensic science disciplines which include the analysis 
of:  fire debris, organic compounds (with a focus in explosive detection application), 
automobile paint and float glass, bone, and metal transfers.   
 
1.2 Forensic Applications 
 
The field of forensic science has many disciplines with each discipline focusing on 
analysis of a specific type of samples as evidence.  The forensic disciplines can be 
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grouped into two types of disciplines as discussed above: the rigorous science 
disciplines and less rigorous science disciplines.  Multiple types of forensic samples 
were investigated in the research to be presented with some from both types of 
disciplines being analyzed.  The following pages will give a brief background of the 
forensic samples investigated in the course of this research.   
 
1.2.1 Automobile Float Glass 
 
Glass is a common piece of evidence found in cases such as automobile accidents and 
burglaries.  Physical matching and chemical analysis are often used to determine 
whether two pieces of glass are similar in an attempt to connect a person to a crime.  
The research presented will look into automobile float glass samples to define an 
instrumental analysis technique and multivariate statistical data analysis method to 
provide statistical backing to a conclusion regarding whether pieces of glass can be 
differentiated at a given significance level.   
 
Glass is characterized as “The inorganic product of fusion which has cooled to a rigid 
condition without crystallizing [3].” Its internal chemical structure lacks any long range 
structure of the network of atoms.  The raw materials used for making glass are: quartz 
sand (SiO2) which is a source of silicon; limestone (CaCO3) and dolomite [CaMg(CO3)2] 
which are sources of calcium and magnesium; and trona (Na2CO3•NaHCO3 •2H2O) 
which is a source of sodium [4, 5].  The calcium and magnesium sources give the 
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durability to the glass and helps control the viscosity of the metal during the 
manufacturering process while the sodium source acts as a fining agent.  The silicon 
component is the major constituent and can be fused to form glass.   
 
Glass is manufactured to be highly similar in nature with a small number of large volume 
manufacturers producing the majority of glass with tight control over the manufacturing 
process [5].  Float glass is manufactured by spreading molten glass over a bath of 
molten tin. The molten tin is smooth and flat if the environment is free of vibration which 
results in the layer of glass forming on top of the tin to be nearly flat.  The upper portion 
of the glass that is exposed to air is also going to be very flat.  The glass is held at a 
high temperature (~1000 °C) for the surfaces to become flat and irregularities to be 
removed.  The thickness is controlled by the stretching or constraining of the molten 
glass.  The glass is then passed through an annealing lehr where it is cooled prior to 
cutting.  Float glass is identified by using a short-wave ultraviolet lamp; when the lamp is 
used the side of the glass in contact with the molten tin will fluoresce [5].   
 
Glass evidence is currently analyzed by both physical and chemical methods in forensic 
laboratories [3, 4, 6, 7].  One of the first steps of glass analysis is to determine if there is 
a physical fit between the unknown and known sources of glass.  If the unknown piece 
of glass physically fits the known source than the analyst can provide a positive 
identification.  If a physical fit is not possible between the known and unknown then 
additional steps are taken to identify the unknown piece of glass.  Physical 
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examinations of color, surface characteristics, flatness, thickness and fluorescence are 
first performed to ensure samples could originate from the same source.  Once initial 
examinations are performed, microscopic examination (refractive index and dispersion) 
and elemental analysis (scanning electron microscopy and x-ray fluorescence, neutron 
activation analysis, spark-source mass spectrometry, flameless atomic absorption 
spectrometry, inductively coupled plasma methods) are performed.    
 
Previous research has looked into techniques for the analysis of forensic glass samples 
which include glass refractive index measurement (GRIM) [8-11], scanning electron 
microscopy-energy dispersive x-ray spectroscopy (SEM-EDX) [8, 12], laser ablation 
inductively coupled plasma mass spectrometry (LA-ICP-MS) [13-15], micro x-ray 
fluorescence (μXRF) [13], laser induced breakdown spectroscopy (LIBS) [14, 16, 17] 
and time of flight secondary ion mass spectrometry (TOF-SIMS) [11].  In addition to 
investigation of the appropriate instrumental technique, multiple statistical methods have 
been investigated for discrimination of forensic glass samples.  These methods include: 
statistical t-test [11, 13, 15], Tukey‟s Honestly Significant Difference Test [9, 14, 17], 
Analysis of Variance (ANOVA) [9, 13, 14, 17], likelihood ratio based on Bayes‟ Theorem 
[17, 18], and nonparametric permutation test [17, 18].   
 
In 2005, LA-ICP-MS was applied for the analysis of forensic evidence from multiple 
sources of glass including containers, architectural windows and windshields [19, 20].  
LA-ICP-MS spectral data was analyzed using ANOVA and Tukey‟s honestly significant 
6 
 
different test to demonstrate discrimination of glass samples.  LIBS and LA-ICP-MS 
were both applied to forensic glass samples in 2006 and 2007 [14, 17].  Both methods 
in combination with the refractive index measurements showed high discrimination 
percentages based on elemental ratios with the application of Tukey honestly significant 
difference test, ANOVA, and nonparametric permutation test methods.   
 
Recent studies have demonstrated variation of elemental concentration within a single 
float glass window pane [10, 11, 15].   These variations were observed using LA-ICP-
MS, refractive index and time of flight secondary ion mass spectrometry.  Each analysis 
looked at multiple pieces of glass from the same window pane and observed 
discrimination within the window pane using student t-test [11] and standard deviation of 
the concentrations of specified elements[15]. 
 
The research presented will address the application of LIBS for the analysis of 
automobile float glass samples for forensic applications.  The nonparametric 
permutation hypothesis test will be used to investigate the ability to discriminate 
between different window panes.  In addition, the research will investigate the spatial 
variation being observed in the above research for within a single window pane and look 
to provide a method which can still be used for forensic analysis of questioned versus 
known comparisons despite variation within a single window pane.  A method to 
incorporate the variance within a single window pane is necessary for forensic science 
as current methods assume homogeneity within a single window pane.   
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1.2.2  Automobile Paint 
 
Automobile paint is prevalent in evidentiary value in forensic cases that involve any form 
of automobile accident.  Many articles have addressed its use as evidence through 
different analysis methods [18, 21-36] and a standard guide [37] has been created for 
its analysis for forensic evidence.  The research to be presented will focus on the 
analysis of automobile paint samples using LIBS and Fourier Transform Infrared 
Spectroscopy (FTIR) for the discrimination based on the nonparametric permutation 
test. 
 
Automobile paint consists of many physical and chemical features which allow for 
macroscopic, microscopic, chemical and instrumental analyses to be performed to 
characterize the sample [36-38].  The physical characteristics consist of color, shape, 
number of layers, and presence/absence of effect pigments which can be determined 
macroscopically and microscopically to allow for initial separation of the samples.  
Chemical components consist of pigments, polymers, additives and solvents which are 
analyzed for after the initial separation by chemical and instrumental methods [37, 38].   
 
Paints consist of three major components: binder, pigment and solvent.  The binder 
provides the adhesion and cohesion which keeps the pigment within the coating and 
keeps the paint attached to the substrate [38].  The binders consist of the majority of the 
solids within the paint and typically consist of high weight polymers or lower weight 
monomers [30, 38].  Synthetic polymers are usually used and include epoxies, 
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polyesters, alkyds, acrylics and melamine.  The pigments provide color while also 
providing protective properties, glossiness and durability [30, 38, 39].  The pigments are 
finely powdered solids that can be colored, black, or white and are dispersed in the 
binder.   Colored pigments are normally organic as they provide brighter colors but both 
organic and inorganic components can be combined to produce a desired color.   In 
addition to the colored pigments, effect pigments are increasingly found in the majority 
of automobile paint samples.  Effect pigments are flakes or platelets which reflect light 
based on the angle of observation and are composed of a variety of substrates such as: 
mica platelets, silicate, and alumina flakes [30, 38, 39].  The final component is the 
solvent which is used to aid in the application and manufacturing by dissolving or 
diluting the pigments and binders.  These are often organic compounds which 
evaporate to leave only the binder and pigment once the paint has been applied [30, 38, 
39].  These are beginning to be replaced with waterborne and emulsion coatings.   
 
Multiple layers of paint are used on an automobile to comprise the overall finish which 
results in a layered chip of paint.  Each layer of paint consists of some or all of the 
components discussed above.  The layers present when the car is initially manufactured 
are considered the original equipment manufacturer paints or OEM.  The OEM paint 
chip usually has three to four layers which consist of primer, surface, basecoat and 
clear coat [18, 30, 35, 37, 39, 40].  The primer is used for adhesion to the car body and 
consists of a binder, basic pigmentation, an anti-rust pigmentation and extenders.  The 
primer surface consists of basic pigmentation, extenders and a binder to provide 
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strength to the coating and resistance to degradation.  The basecoat contains the 
pigments which are embedded in a binder to give the color of the paint.  The final layer, 
the clear coat, is composed of a binder layer which protects the basecoat from 
degradation.  In addition to these layers, after-market paint is applied sometimes to a 
car for repair or appeal which changes the physical characteristics therefore making it a 
more unique paint sample.     
 
Previous research of automobile paint has used Raman and FTIR spectroscopy 
techniques.  In 1999 and 2001 both techniques were used to identify organic pigments 
in topcoats and basecoat layers [31].  Work was published in 2000 by Kuptsov which 
discussed the compilation of a database of FT-Raman spectra for the analysis of the 
polymeric materials common in paint samples [41].  It had 900 spectra corresponding to 
homopolymers from 20 chemical classes, copolymers, resins, blends and related 
compounds.  This database presented a useful tool in forensic science for the 
comparison of unknown samples.   
 
 In 2006, cross sections of automobile paint samples were prepared to provide Raman 
analysis of the four layers of paint: first primer, primer surface, basecoat, and binder 
[35].  This analysis demonstrated unique characteristics in the organic pigments of the 
basecoat which allowed for identification when compared to a reference database.  Also 
in 2006, Raman spectroscopy was used to analyze paint samples in six forensic cases 
including a hit-and-run accident and an accident of undetermined driver at fault [42].  In 
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each case the Raman analysis was successful in providing results which allowed for 
solution of the crime.   
 
In 2011, chemometrics were applied to FTIR and Raman spectra to assist in the 
analysis of paint data [27].  Principal component analysis and hierarchical clusters 
analysis was performed on 34 red paint samples to demonstrate the clustering of the 
paint samples into six groups.  These six groups corresponded to different pigment 
compositions and demonstrated the ability to provide a decision-making tool and 
classification errors.   
 
The research presented will combine LIBS spectral data and a nonparametric method to 
analyze paint samples originating from different automobile paint.  The goal will be to 
present a method which will provide the ability to statistically discriminant between 




In forensic anthropology one of the primary tasks is to identify the forensic significance 
of skeletal material [43].  The first step of this process is to separate bone and teeth 
from non-bone samples.  This step is normally performed by forensic anthropologist, 
with complications occurring when highly weathered, eroded, bleached, stained or burnt 
samples are encountered.  Once non-bone samples have been removed it is necessary 
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to distinguish between human and non-human bones.  The simplest method for 
distinguishing between these two types of bone is based on morphology and shape of 
the bone based on microscopic and bimolecular methods.  The final step once human 
bones have been separated is to determine whether the skeletal remains are of forensic 
significance.  When whole bones or large fragments of bones are present these steps 
are easily performed, the complexity is seen when fragments of bones are present.  The 
research presented will address the second step of this process, distinguishing between 
human and non-human bones, using LIBS analysis.  LIBS analysis will provide a 
method for analysis of bones which is minimally destructive and applicable for fast 
analysis for standard casework samples.   
 
The main chemical components of bone are hydroxyapatite (50-60%), water (15-20%), 
carbonates (5%), phosphates (1%), collagen (20%), and proteins (1%) [44-46].  Trace 
elements that range from very small amounts to relatively significant contributions 
include: Al, Ba, K, Li, Mg, Mn, Na, Pb, Sr.  These trace elements can be seen at varying 
concentrations in different regions of a skeleton with a single bone having higher 
concentrations than other bones in the same skeleton.  For example higher 
concentrations of Co, La, Fe, Sc, Br, and Zr are seen in the epiphyseal areas of a long 
bone compared to the shaft of the same bone [46].  The area of the bone and elements 
present can give information on exposure or dietary habits.  Several factors can affect 
the concentration of trace elements in bone and teeth; these include diet, bone disease, 
exposure to contaminated materials, and environmental exposure [46].   
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Previous research has investigated multiple elemental techniques for the analysis of 
bones to determine human, non-human or non-bone samples.  In 2001, LIBS was used 
for quantitative detection and mapping of Al, Pb, and Sr elements in bones to 
investigate the importance of these potentially toxic elements in calcified tissue.  These 
particular elements provide important medical, biological and environmental exposure 
information about the bones [45].  In 2002 and 2012, elemental analysis using scanning 
SEM-EDX [47]and X-ray fluorescence spectrometry [48] were used in research to 
determine whether an evidence fragment was bone or not.  The research looked at the 
ratio of calcium and phosphorus elements, in addition to trace elements, for 
differentiating bone and tooth from other materials.  Protein radioimmunoassay was 
used in 2004 to differentiate human from nonhuman bones and correctly identify 
species of bone based on antisera standards of the species [49].  LA-ICP-SF-MS with 
non-matrix matched standard calibration was used in 2010 to investigate quantitative 
analysis of trace metals in bone remains and discriminate between individuals [46].  
Twelve isotopes were analyzed by LA-ICP-SF-MS and the calcium and phosphorus 
ratio were analyzed by SEM-EDX.  Canonical discriminant analysis and principal 
component analysis were used to demonstrate promise for discrimination of bones with 
the identification of a need to focus on heterogeneity within bones.     
 
Additional research has looked at more complex issues related to forensic bone 
analysis.  In 2007, biochemical and x-ray diffraction analysis demonstrated a promising 
approach for the investigation of the postmortem interval [50].  This research looked at 
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the two methods for determination of postmortem interval:  contributions of potassium, 
sulfur, nitrogen, urea, total protein, and phosphorus and degree of crystallinity of the 
mineral component in the medullar and cortical bone zones.  Pearson correlation 
coefficients and student‟s t-test were used to test for differences between time intervals.  
In 2011 and 2012, presence of specific elements were investigated to provide 
information on preservation, dietary, and environmental effects on archaeological bones 
using LIBS [44, 51, 52].   
 
As shown in previous work, many factors will contribute to the discrimination of bone 
samples.  These factors can all provide additional information about the bone rather 
than human versus nonhuman but result in complexity of the analysis.  The research to 
be presented will look at initial applications of LIBS for collection of spectral data from 
human and nonhuman bones.  Multiple statistical approaches will be applied in an 
attempt to determine the most appropriate for discrimination or classification of human 
versus nonhuman and species the bone originated from.   
 
1.2.4 Fire Debris and Ignitable Liquids 
 
A fire scene presents one of the most difficult crime scenes in forensic science.  The 
first step is to determine whether a crime has occurred or an accident.  If a crime has 
been determined to occur a new difficultly is created with the scene consisting of 
destruction of the majority of the evidence.  Due to these difficulties very few fire cases 
14 
 
are ever brought to trial.  To improve analysis of a fire scene, understanding of the fires 
including the fuels used in arson is a necessity.  By understanding the properties of 
ignition, density, thermal conductivity, heat capacity of the fuel, and ignitability and flame 
spread characteristics of the fuel the investigator may be able to more accurately 
investigate the scene [53]. Debris collected  from a fire scene is analyzed for ignitable 
liquids which may have fueled the fire by separation techniques to attempt to identify the 
ignitable liquid present [54].   
 
Ignitable liquids can be grouped into classes based on spectral data obtain from 
analysis by gas chromatography-mass spectrometry.  The classes are described in 
detail in the American Society for Testing Material (ASTM) standard 1618 [55].  There 
are eight defined classes:  gasoline, petroleum distillates, isoparaffinic, aromatics, 
naphthenic paraffinic, normal alkanes, oxygenated, and miscellaneous.  Ignitable liquids 
are classified into these major classes based on the major ions present in the mass 
spectra.  These classes can be further subdivided into heavy (C9-C20+), medium (C8-
C13) and light (C4-C9) products based on the number of carbons.  The ASTM 1618 
standards set forth criteria for classification into each class.   
 
The gasoline class will have a pattern characterized by abundant aromatics, with some 
alkanes.  Compounds present in the characteristic spectral pattern of gasolines include: 
benzene, toluene, ethylbenzene, xylenes, cumenes, ethyltoluenes, and naphthalenes.   
The presence of alkylbenzenes does not guarantee a classification of gasoline as they 
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may be present in pyrolysis products of substrates [55].  To ensure gasoline, the 
spectral pattern should be compared to a known gasoline sample.  The distillates class 
normally has a Gaussian distribution of the peaks with or without aromatic compounds 
present.  Alkanes will be the predominant contributions, with some cycloalkanes and 
aromatics present in smaller amounts [55].  The isoparaffinic class is characterized by 
the branched chain aliphatic compounds, with aromatics and cycloalkanes not present 
[55].  The naphthenic paraffinic class is comprised of branched chain and cyclic 
alkanes, with normal alkanes and aromatics absent [55].  For classification in the normal 
alkane class the spectral pattern should be comprised of n-alkanes with no 
cycloalkanes or aromatics present [55].   
 
Two classes are less defined then the classes discussed in the previous paragraph:  
oxygenate and miscellaneous [55].  The oxygenated class is comprised of any product 
that contains a major oxygenated compound; this includes mixtures of oxygenated 
compounds and other classes.  The major oxygenated compounds are normally present 
before C8 and include: alcohols, esters, and ketones.  Additional compounds may be 
present which include toluene, xylene, and distillate formulations.  These compounds 
should be present in excess, with at least one order of magnitude above the matrix 
peaks in the chromatogram, to identify an oxygenated compound [55].  The second 
class is the miscellaneous, or other, class.  This class has no set classification criteria 
like the previous classes and is more of a “catch-all” class.  The compounds classified 
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into miscellaneous are ignitable compounds that fall into more than one of the 
previously defined classes or do not fall into any of the previously defined classes.   
 
Current research uses the method set forth by ASTM E1412-00 standard method to 
analyze ignitable liquid residues by GC-MS [56].   The total ion chromatogram (TIC), 
extracted ion chromatograms (EIC), and target compound analysis (TCA) have all been 
used to identify an ignitable liquid [57-62].  This method is useful for neat samples of 
ignitable liquids, but present complications when fire debris samples of substrate 
pyrolysis products and evaporation of volatile compounds has occurred.  This method 
also requires the use of visual pattern recognition which is time consuming and results 
in subjective analysis of an already difficult field.  The research presented will apply 
multivariate statistical methods to ignitable liquids to provide statistical backing to 
classifications of unknown samples.   
 
Previous work has looked at the application of multivariate methods for classification of 
post-burn ignitable liquid data, such as combined principal component analysis [58] and 
linear discriminant analysis [59, 63, 64], artificial neural networks [59], and soft 
independent model of class analogy [57]. 
 
Previous work looked at head-space analysis of fire debris.  In 2003, thermal 
desorption-gas chromatography-mass spectrometry with PCA and a likelihood ratio 
approach was used to analyze the mixture of organic compounds resulting from fire 
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debris [65].  This research investigated the changes from unburned ignitable liquids to 
ignitable liquid residues within fire debris.   In 2005, headspace sampling was used to 
investigate the distortion of the chromatographic profile of hydrocarbons based on the 
adsorption onto activated charcoal and methods to reduce distortion [66].   
 
In 2007, covariance mapping of GC-MS data was tested for discrimination between 
gasoline samples.  The method used distance metrics and covariance matrices to 
provide results on whether two gasoline samples were statistically distinguishable or not 
[67].    Previous work has also looked at summing the intensities of each mass over the 
full chromatographic time to give a summed ion spectra and then classifying based on 
the summed ion spectra using unique pairwise comparisons, cluster analysis and 
receiver operator characteristic curves[68].  This method provided sufficient information 
content to accurately identify pure ignitable liquids in a database or library.  In 2003, 
solid phase micro extraction and GC-MS were used to investigate the analysis of two or 
more samples of gasoline, according to the authors, “to establish common origin” of the 
samples.  PCA and linear discriminant analysis (LDA) were performed to identify the 
majority of the samples that could be classified into different groups represented by 
origin of the gasoline [63].  This work was continued with analysis of the C0-C2
 
substituted naphthalene compounds present in gasoline by GC-MS with selected ion 




The research presented here will continue with GC-MS analysis of ignitable liquids and 
fire debris samples.  Statistical methods will be examined to provide additional support 
for the visual method of classification of the ignitable liquid classes and a method for 
classifying unknown ignitable liquid samples.  In addition, a method for application of 
analysis and classification of not only ignitable liquids but also complex fire debris 
samples which include pyrolysis products from substrates and evaporation of volatile 
compounds will be investigated.   
 
1.2.5 Explosive Organic Compounds 
 
Detection of trace amounts of explosives is an active field of research due to the need 
imposed by civilian and military security.  The need for safety in the analysis of these 
samples in the field requires the eventual application of a stand-off method capable of 
the sensitivity needed for trace amounts.  These needs set out requirements that are 
necessary for a detection system for application to explosive compounds:  identification 
of small amounts, rapid measurements and response, and low percentage of false 
positive and negatives [69].  The goal of the research will be the classification of organic 







A simple definition of explosives is:  
 
“a substance, which on initiation by friction impact, shock, spark, flame, heating, 
or any simple application of an energy pulse, undergoes a rapid chemical reaction 
evolving a large amount of heat and so exerting a high pressure on its surroundings 
[70].”   
 
Many explosives are organic based with a carbon core with covalent bonds to oxidizer 
groups such as: nitro, nitramine, and nitrate esters [70, 71].  As most explosives are 
organic based they are predominantly composed of carbon, nitrogen, hydrogen and 
oxygen.   
 
Explosives can be grouped multiple ways based on different parameters.  First, 
explosives can be classified as either low or high [54, 70, 71].  Low explosives require 
confinement to be effective, with some examples being gunpowder and smokeless 
powders.  High explosives on the other hand do not need to be confined to function and 
these consist of compounds such as trinitrotoluene (TNT), cyclotrimethylenetrinitramine 
(RDX), nitroglycerin (NG), and cyclotetramethylene-tetranitramine (HMX).  Another 
method for grouping explosives is by how sensitive they are to mechanical or thermal 
stimuli [70, 71].  Primary explosives are those that explode from light to moderate 
mechanical stimuli and secondary explosives are those that explode with a shock or 
high energy impulse.  Primary explosives include triacetone triperoxide (TATP) and 
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hexamethylene triperoxide diamine (HMTD), while secondary explosives include TNT 
and RDX.    
 
In forensic explosives cases the main objectives of the analyst is to identify and 
characterize the explosives and components from a suspected explosive device.  
Explosives are often found on complex backgrounds such as soils, car panels, and 
clothes.  The explosives are often found on unexploded devices, post blast debris, or in 
trace quantitates on the external surface of an item that has been handled by someone 
who has been handling explosives.   Post blast samples will contain trace amounts of 
explosive therefore requiring a sensitive technique for analysis.  Current research 
focuses on the detection and discrimination of trace residues of explosives using 
multiple analytical techniques as will be shown.   
 
Laser techniques have shown potential for real-time analysis of the complex materials 
with high sensitivity and selectivity.  These methods are also capable of stand-off 
detection of trace amounts of material.  Difficulty is seen when elemental emission 
methods such as LIBS are applied within air for organic compounds.  When collected in 
air, the emitters seen for organic compounds (C, N, H, O, C2, CN) could have resulted 
from the sample of interest or the air due to interaction between the air and the plasma 
from the sample.  To overcome this issue chemometric analysis is used to optimize the 




Current research has investigated multiple approaches for detection of explosive 
compounds which are addressed in recently published review articles [72-75].  Recent 
articles have addressed the issue of explosive residue detection on backgrounds that 
range in complexity using LIBS spectral data [74, 76-82].  Partial least squares 
discriminant analysis (PLDA) [76, 79, 80], PCA [74, 76-78],  receiver operating 
characteristics curves (ROC) [77], and other multivariate statistical techniques [79] have 
been used to analyze the full spectral, specified elemental emissions, and element 
ratios for detection and discrimination of explosive residues.  Specified elemental 
emissions investigated corresponded to the C, O, H, N, CN, C2 emissions.  In addition 
to the background issues, other complications of LIBS collection of organic compounds 
were also addressed in some of this research with investigation into sampling in 
different atmospheres [81], standoff detection, and shot-to-shot behavior [82].   
 
Standoff methods have also contributed a great deal to research in explosive detection, 
with goals to find methods with the sensitivity for trace residue detection at long ranges. 
Standoff Raman spectroscopy for qualitative and quantitative analysis was 
demonstrated for 9 meters for pure and mixtures of inorganic and organic compounds 
including explosives in 2010 [83].  In 2011 standoff single-beam coherent anti-Stokes 
Raman scattering, 12 meters, was used to detect trace chemicals, as low as 2 µg/cm2, 
in the presence of complex backgrounds [84].  Additional instrumental techniques have 
also been initially addressed for standoff detections [85, 86], with goals to identify an 
ideal standoff detection method for trace residue detection.   
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The research to be presented will address the detection of pure and mixture samples of 
organic compounds on complex backgrounds.  LIBS, FTIR, and Raman will be used for 
the collection of spectral data and multivariate statistical techniques will be applied for 
the detection and classification of the organic compounds.  This research will also 
address the issue of LIBS collection in air and fluorescence of some compounds in 
Raman.   
 
1.3 Instrumental Analysis in Forensic Science 
 
The samples discussed in the previous section are analyzed in many different ways 
within forensic laboratories, as was seen in the previous research discussions.  Again, 
some require more rigorous techniques such as extractions and instrumental analysis 
while some are more pattern recognition based with minimal instrumental analysis.  The 
research to be presented focuses on the application of instrumental techniques to 
forensic samples to either improve the current techniques or provide a new instrumental 
technique to the analysis of the samples.  The following pages give an introduction to 
the instrumental techniques which will be used in the presented research in addition to 
addressing previous work performed in forensic science using these instrumental 




1.3.1 Laser Induced Breakdown Spectroscopy (LIBS) 
 
LIBS is a technique which has been around for many decades but has just begun to be 
used in forensic science with the introduction of commercial LIBS instrumentation.  LIBS 
is capable of simultaneous multi-element collection while still providing good sensitivity 
for many elements [75, 87, 88].  It can also be used for gas, liquid and solid samples 
with minimal sample preparation and minimal damage to the sample.  Similarly to 
Raman, LIBS has the capability to be applied as a standoff technique for analysis [75, 
87, 88].   
 
While LIBS is one of the most versatile methods of elemental analysis it still 
experiences setbacks by its precision limitations [87].  The precision issues result from 
poor shot-to-shot reproducibility which could result from many aspects such as: pulse 
instability, laser pulse, laser-sample interactions, characteristics of the sample, and 
environmental factors [75, 87, 88].  This limitation results in issues in its application in 
forensic science as it affects quantitation of elemental concentration and shows a 
dependence on instrumental, sample and environmental factors for LIBS spectra.  To 
overcome this limitation, methods have been investigated which include: calibration free 
and controlled calibration LIBS, femtosecond or double-pulse LIBS, and chemometric 
techniques.  The chemometric techniques which have been investigated for LIBS data 
include: principal component analysis, soft independent modeling of class analogy, 
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partial least squares discriminant analysis, partial least squares regression and neural 
networks [75, 87, 88]. 
 
Recently LIBS has been applied in forensic related research in an attempt to find 
applications that can be used in forensic laboratories.   Due to the precision issues 
associated with LIBS the majority of research has been focused on increasing the 
reliability of LIBS for forensic applications with limited applications to casework.  
Applications of LIBS analysis have been applied in forensic research to paint [18, 89-
92], fibers [93], glass [15-17, 94-99], bodily fluids [100, 101], inks [102], explosives [103-
105], and additional applications [106-109].  A recent case in Florida demonstrated one 
of the first applications of LIBS analysis in casework[110].  The majority of the research 
presented in the above references applied sampling methods and chemometric 
techniques to the LIBS data to minimize instrumental precision issues.   It is hoped the 
previous research and the research presented here will improve LIBS to allow for its 
application to forensic casework. 
 
1.3.2 Fourier Transform Infrared Spectroscopy 
 
FTIR is one of the most powerful techniques for chemical analysis due to its simplicity, 
sensitivity, speed of analysis, and versatility to many applications [111, 112].  With its 
ability to provide characteristic molecular information about organic compounds it is a 
versatile tool which has been adapted to many forensic disciplines.  FTIR provides a 
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nondestructive qualitative and quantitative technique for the analysis of solids, liquids 
and gases.   
 
Multiple chemometric methods have been applied to FTIR data to analyze and identify 
specific signature peaks within samples.  These methods included:  PCA [27, 113-116], 
multivariate calibration models [113], PLSDA [113], hierarchical clusters analysis (HCA) 
[27], and soft independent modeling of class analogy (SIMCA) [115, 116]. 
 
FTIR instrumentation has been applied to the research of many forensically related 
samples and application within forensic laboratories.    These applications include the 
analysis of:  paint [21, 25, 27, 29, 32, 42, 117-120], inks [119, 121-128], fibers [129, 
130], illicit drugs [113, 115, 116, 131-134], explosives [135-137], and other applications 
[41, 114, 138-142] 
 
1.3.3 Raman spectroscopy 
 
One of the most widely used laser spectroscopy techniques in forensic science is 
Raman spectroscopy.  A Raman spectrum acts as a molecular fingerprint for a sample 
based on the highly specific chemical information obtained from the vibrational modes 
of the molecule [143-147].  Raman is a nondestructive technique which can be used on 
organic, inorganic, biological, and aqueous samples in the forms of solid, liquid, or gas.  
It can be applied using any laser excitation wavelength at day or night; however the 
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fluorescence from excitation at short wavelengths favors the use of longer wavelength 
lasers.  Additionally, Raman has the ability to be implemented as a long range detection 
and field portable method.   
 
Chemometric techniques have been applied to Raman data to improve the weak 
spectral signal associated with Raman analysis.  Techniques such as PCA [143], self-
modeling curve resolution [144], and HCA [145] have been applied to Raman data to 
assist in separating spectral signal from interferences.  
 
Raman instrumentation has been used in research applications in many of the forensic 
disciplines which include:  fibers [34, 131, 148-154], explosives [145, 155-164], gunshot 
residue [165], polymers [166], illicit drugs [167], paint [21, 26, 31, 35, 41, 42, 117, 118, 
154, 168-173], bodily fluids [174-181], inks [119, 182-186], and additional applications 
[143, 187].  From these and many other applications, Raman has been very useful in 
forensic examinations through traditional Raman and new emerging Raman techniques.   
 
1.3.4 Gas Chromatography-Mass Spectrometry 
 
The detection and identification of chemical compounds using the combination of gas 
chromatography and mass spectrometry is setting precedents in analytical research and 
industrial fields.  GC-MS analysis performs separation of complex mixtures to provide 
mass spectra of individual compounds.  The instrumentation achieves separation by the 
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gas chromatography portion and detection and identification by the mass spectrometry 
portion [188-190].  Both quantitative and qualitative information can be obtained for the 
compound being analyzed.   There are many varieties of GC-MS systems with the ideal 
combination of components being based on the desired results from a designed 
experiment.  GC-MS does require volatile sample components, sample preparation, and 
careful calibration, but its greatest drawback is the high cost of the systems [188-190].  
Despite the high costs, these systems are prevalent in research and crime laboratories.   
 
Many chemometric techniques have been used for GC-MS data analysis which include: 
PCA [58, 59, 191-194], statistical pairwise comparison methods [58, 195], TFA [191, 
192], SIMCA [193], artificial neural networks (ANN) [59],  and discriminant analysis 
[194].   
 
GC-MS analysis of many forensic related topics have recently been investigated in 
addition to its well established application in forensic laboratories for evidence analysis.  
These applications include the analysis of:  bodily fluids and illicit drugs [116, 196-204], 
fire debris [58, 59, 62, 65, 67, 191-194, 205-212], explosives [195], inks [213-220], 




CHAPTER 2:  MULTIVARIATE STATISTICS 
 
2.1 Soft Classification Scheme 
 
A soft classification scheme provides the ability to classify a test sample into one, 
multiple or none of the classes included within a library data set, while a hard classifier 
requires the classification of the test data into one of the library classes. The soft 
classification scheme applied in the research used a combination of multiple statistical 
methods which will be discussed in further detail in the following sections. 
 
The first step of the classification scheme was the application of PCA and TFA to obtain 
correlation values between library classes and mixtures.  The highest correlations 
identified the compounds in the mixture most related to compounds present in the 
library.  The second step, the Bayesian decision theory, provided the means to perform 
the combined steps as a soft classification method.    The Bayesian decision theory 
calculations used the correlations obtained for the TFA to calculate posterior 
probabilities from the kernel distribution functions.  Based on the posterior probabilities 
the classification of a compound present in the mixture was identified.   
 
Each step of the classification scheme was performed by codes prewritten in the 
software or codes written in-house.  Both MatLab (MathWorks, Natick, MA, USA) and R 
(The R Project for Statistical Computing, http://www.r-project.org) were used to create 
the codes used.   
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2.1.1 Principal Components Analysis 
 
Principal Components Analysis, PCA, is a data reduction method that derives new 
latent variables which are linear combinations of the original data.  It is often used in 
data analysis to reduce a data set with a large number of variables to a smaller group of 
descriptive variables for the data [223, 224].  Another way to look at PCA is to consider 
it as a rotation of the axes within an original coordinate system to produce a new set of 
axes that are orthogonal.  These axes, or variables, are ordered based on the 
decreasing amount of variation within the original data each new variable represents.  
[223].  It is an unsupervised learning, or exploratory data analysis, technique; this 
means it makes no assumptions of the presence or absence of groupings within the 
original data.   PCA also allows for multivariate data to be visualized by plotting the data 
in score and loading plots [223].  Separation is not maximized by PCA but visualization 
of the data may provide relevant information in determining the number of principal 
components to retain for further data analysis.  It also allows for separation of the noise 
and the relevant data information [223].  While PCA is useful for data reduction it can be 
greatly influenced by outliers and scaling within the data [223],  therefore prior to PCA 
data should be checked for outliers and normalized.   
 
When performing PCA, the main goal is to determine the line of best fit which is defined 
as the first variable, or first principal component [223].   It represents the direction in the 
variable space that best preserves the distances between the samples, therefore 
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defining the maximum variance of the principal components [224].  The second principal 
component is defined as the line orthogonal in direction to principal component one 
[223, 224].  Again, it represents the maximum possible variance of the principal 
component in that direction.  If additional principal components are necessary then they 
are defined as being orthogonal to all previous principal components that are in the 
direction that represents the maximum possible variance of the data projected in that 
direction [223]. 
 
Equation (2.1) is the underlying data model for PCA and data should conform to this 
equation for meaningful results.   
 
     [∑        
 
   
]        
 (2.1) 
  
where the r and c matrices are physically significant parameters and n is the number of 
terms required to reproduce the data [225].  The dataset, d, is an i by k matrix where i is 
the row designator, which corresponds to the sample, and k is the variable designation, 
which refers to the wavelength.  The variable j represents the eigenvectors and 






Each data set can be shown in matrix notation: 
 
[ ]  [ ][ ]  [ ] 
 (2.2) 
  
Where principal components are given in each column of the scores matrix [R], each 
row of the loadings matrix [C], and the dataset is represented in [D] [225].  The scores 
and loadings matrices are a set of abstract values that do not provide a physical 
solution. The loading matrix has an ortho-normal relationship between the members of a 
set of vectors which are normalized to one; this is shown in equation (2.3). 
 





To produce the [R] and [C] matrices, singular value decomposition is performed on the 
data matrix by equation (2.4): 
 
[ ]  [ ][ ][ ]  
 (2.4) 
 
The three singular value decomposition matrices [U], [S], and [V] correspond to the 
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 (2.5) 
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where the scores matrix [R] corresponds to the product of the [U] and [S] singular value 
decomposition matrices and the loadings matrix [C] corresponds to the transpose of the 
[V] singular value decomposition matrix.   
 
Within the matrix [C] the values in the rows are ranked in descending order of 
significance based on the amount of variance in the data.  The first principal component 
is represented in the first row of [C] and accounts for the largest variance in the data set 
[D]; each subsequent row corresponds to an additional principal component.  The 
retention of multiple principal components results in the addition of the variance in the 
data that is accounted for by each eigenvector.  The number of principal components, n, 
retained depends on the amount of variance to be reproduced for the data set, without 
including error.  By retaining only the principal components determined to be significant 
it will reduce the data set to principal components required to reproduce a specified 
fraction of the variance in the data.  If all principal components are considered 
significant then the total amount of variance retained would be 100%.  The principal 
components that are not retained are associated with noise within the data. From this 
point the ortho-normal abstract solutions [R] and [C] can be used as input for 
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discriminant analysis or transformed into physically-significant values by target factor 
analysis. 
 
There are multiple methods for determining the number of principal components 
required for retention.  Some methods include scree plots, determination of rank by 
median absolute deviation (DRMAD), and retention of a specified amount of variance.  
Scree plots are a graphical representation of the amount of variance represented 
cumulatively for the principal components.  Determination of the number of principal 
components by this method is done by observing the point where the curve of the scree 
plot begins to level off.  It is likely that any principal components after the curve has 
begun to level off will contain noise in the sample rather than significant variance.  The 
DRMAD test, a statistical method used for identifying outliers [226], is another method 
used to determine the number of principal components to be retained.  The MAD, 
centered on the median value and defined by the median of the absolute value 
differences between the data and median, as shown in equation (2.7). 
 
          ||         (  )|| 
 (2.7) 
where an outlier (xout) is defined as: 
 
||           (  )||
   





Each successive eigenvalue is tested to determine if it is an outlier relative to the set of 
eigenvalues, inclusive of the value being tested (i.e., eigenvalue 1 is tested as an outlier 
against all n eigenvalues, then eigenvalue 2 is tested as an outlier against eigenvalues 
2-n, etc.).  When all of the outliers have been determined, the remaining eigenvalues 
correspond to eigenvectors which contribute to noise in the data.   The number of 
principal components retained will correspond to the number of outliers observed due to 
the outliers representing variance of that data.  The final method that will be discussed 
is the retention of a specified amount of variance.  The cumulative variance for each 
principal component can be determined by summing the variance of the previous 
factors with the current principal component variance.  If a specified variance for 
retention is desired, for example to keep multiple tests at consistent parameters, then 
the number of principal components corresponding to the cumulative variance can be 
selected.   
 
Once the desired number of retained principal components has been determined, PCA 
data reduction is complete.  Equation (2.9)  redefines Equation (2.2) 
 
[  ]  [  ][  ] 
 (2.9)  
 
where [C‡] would be the loading matrix composed of the reduced number of rows of 
eigenvectors and [R‡] would be the scores matrix of the reduced number of columns of 
scores.  [D‡] represents the data matrix reproduced without the fraction of the error 
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removed by PCA.   The scores and loadings still do not represent physically meaningful 
data but can be used in additional data analysis techniques, such as Target Factor 
Analysis, to reproduce real data.  
 
2.1.2 Target Factor Analysis 
 
Target Factor Analysis (TFA) is a method which uses the abstract data from PCA to 
obtain physically meaningful data by a mathematical transformation.  The main goal of 
TFA is to identify one or more spectra that fall within the same subspace as the principal 
components from PCA [225].  The technique uses an n x n transformation matrix, [T], 
and the [R‡] matrix, which is the row matrix produced by PCA for the sample [225].  The 
[R‡] matrix is transformed into physically meaningful data by Equation (2.10). 
 
[ ̅]  [  ][ ] 
 (2.10) 
  
where [ ̅] is the transformed scores in the form of a row matrix.  The [C‡] matrix is 
transformed in a similar manner by Equation (2.11).   
 





where the transformed column matrix [ ̅] is the product of the inverse transformation 
[T]-1 post-multiplied by [C‡].  A combination of Equation (2.9) and (2.11) shows the 
relationship between [R‡], [C‡], and [D‡]. 
 
[  ]  [  ][ ][ ]  [  ] 
 (2.12) 
 
The entire matrix [T] or [T]-1, does not need to be found for equation (2.12) to be useful.  
We can find one column in [T], or one row in [T]-1, at a time.   
 
In TFA, predicted vectors can be individually compared against test vectors,   ̿, which 
means a set of real factors can be determined based on a set of test vectors taken from 
a library of spectra [225].  Equation (2.13) is used to find a transformation vector,  
 , 
which is post-multiplied by the reduced-dimensionality matrix [C‡]  in Equation (2.14) to 
obtain the predicted vector,   ̅. 
 
  
    ̿[ 
 ]  
 (2.13) 
  
  ̅    
 [  ] 
 (2.14) 
 
Pearson correlation coefficients are then used to calculate the degree of 
correspondence between the test and predicted vector.  The correlation coefficient is 
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calculated by equation (2.15) which is the division of the covariance by the product of 
the individual standard deviations [18, 30, 227, 228].  The variables x and y from 
equation (2.15) represent two analytical samples.  The correlation coefficient can range 
from -1 to +1, with the greater the absolute value of the coefficient indicating a stronger 
correspondence between the two variables.  The Pearson‟s correlation coefficient is 
commonly used for the analysis of data that is not normally distributed [18, 30, 227].   
 
  
∑(    ̅) (    ̅)
√∑(    ̅) ∑(    ̅) 
 
 (2.15) 
   
The greater the similarity between the test and predicted vector, the closer to one the 
Pearson correlation will fall.   
 
2.1.3 Bayesian Soft Classification  
 
 
Many of the techniques discussed so far have been hard classification methods, which 
will assign a sample to the library class it is most similar to.  While these methods are 
useful for pure samples, issues can arise when mixture samples or samples with a 
significant background signal are investigated.  For samples that do not clearly classify 
as one library class, soft classification methods are preferred as they allow for multiple 
or no classification.  The Bayesian method performed for the analysis in this research 
will be modified to perform as a soft classification method.   
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The Bayesian decision theory is applied to a classification problem that has multiple 
classes by equation (2. 16): 
 
 (  | )  
 ( |  ) (  )
∑  ( |  ) (  ) 
 
 (2. 16) 
 
where  (  | )is the posterior probability,  ( |  ) is the class-conditional probability and 
 (  ) is the prior probability of classification to the    class [229] The vector r contains 
the parameters that characterize each class; one parameter, the correlation obtained 
from the TFA analysis will be the focus of this research.  For each class the prior 
probabilities will be equal to the inverse of the number of classes, which allows the prior 
probabilities in the numerator and the prior probabilities, once factored out of the 
summation, in the denominator of equation (2. 16) to be canceled.  
 
The class-conditional probabilities,  ( |  ), in equation (2. 16) will be approximated by 
the kernel function shown in equation (2.17) [229].  The kernel function determines the 
shape of the distributions while the bandwidth determines the width [230].  The kernel 
function is not the only way to express the class-conditional probabilities,  ( |  ), but it 
is used to calculate the class-conditional probabilities as a superposition of Gaussian 













   








In equation (2.17) the variable    represents the adjustable bandwidth.  This is 
calculated by equation (2.18). 
 
          
 
 ⁄  
 (2.18) 
 
The variable    is the adaptive estimate of the distribution in the correlations for 
class  ; calculated by equation (2.19): 
 
      (  
  
    ⁄ ) 
 (2.19) 
 
where    is the standard deviation of the Pearson correlations for class    and    is the 
inter-quartile range of the correlations for class   .      is set as the minimum of the two 
values    and 
  
    ⁄ .  
 
The  ( |  ) functions were calculated with the bandwidth determined by equation (2.18) 
These functions provide a mean integrated squared error within 10% of the ideal for t-
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distributions, multimodal distributions and log-normal distributions which have skewness 
up to 1.8 [229, 230].  For each class, the class-conditional probabilities,  ( |  ), are 
based on the distributions of Pearson correlations between the predicted and test 
spectra.  For every set of TFA results the correlations for each class will change, which 
will result in a change in the calculated class-conditional probabilities and distribution of 
each class.  Therefore, a set of class-conditional probabilities,  ( |  ), should be 
calculated after each TFA analysis.  Due to the change in the class-conditional 
probabilities for each TFA analysis, the calculation of the posterior probabilities must 
also be modified. 
 
A few options are available for the modification of the posterior probability calculation.  
The first option is to calculate the posterior probabilities,  (  | ), at a specified 
correlation, r, by equation (2. 16) [229].  Issues are encountered which results in the 
posterior probabilities,  (  | ), varying considerably over a small range of r due to low 
class conditional probabilities.  The second option is the calculation of the posterior 
probabilities,  (  | ), at r=1, to obtain perfect correlation between the test and predicted 
spectra.  This option results in a very strict requirement for the identification of data 
factors and would result in posterior probabilities not being calculated for many 
samples.  The final option, and a less stringent approach, would be to define a lower 
limit, rLL, and identify the class with the highest probability for a correlation between the 
test and predicted spectra that falls above rLL.  A posterior probability is then calculated 
for the integrated area under  ( |  ) for the correlations that fall above rLL.  While the 
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interval for r is technically [-1, 1] it is possible that the integrated area under the class 
conditional-probability may be less than one, based on equation (2.17).  If r is less than 
one a finite bandwidth will occur, which would result in the possibility that  ( |  ) would 
not reach zero at r=1.  An approximation of the area for r>rLL by     [      ] can be 
used to address the issue, where     [      ] is the integrated area under  ( |  ) for 
the limits -1 and rLL.   
 
Once the integrated area under  ( |  ) has been calculated based on the lower 
correlation cutoff a final criteria of a defined significance level, α, is set to determine 
whether a posterior probability should be calculated.  The value of     [      ] will 
need to exceed a significance level of α to calculate a  (  |[     ]) for a class    [229].  
The α value corresponds to a statistical level of significance for the assignment of a 
posterior probability to a given class for a minimal probability of observing r>rLL.  Once 
the two criteria have been satisfied the modified calculation of the posterior probability is 
performed using equation (2.20) [229].   
 
 (  |[     ])   
(    [      ]) (  )




which allows for the calculation of posterior probabilities for a single, multiple or no 
classes.  If a test sample has one or more classes with class conditional probabilities 
meeting the lower correlation cutoff and significance level a posterior probability will be 
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calculated for all of the classes.  If none of the classes have class conditional 
probabilities meeting the criteria then no posterior probability will be calculated.  By 
applying the method this way the sample will not be required to be classified to the class 
with the highest posterior probability.   Instead, the samples are allowed to be classified 
into multiple classes or remain unassigned.  This is done by using the posterior 
probabilities to approximate the degree of class membership; for example if there are 
three potential classes a sample could be assigned to, two of the classes may have a 
posterior probability of 0.5 and the third a posterior probability of 0, resulting in an even 
distribution of the degree of class membership between the two classes.   
 
2.2  Discriminant Analysis 
 
Discriminant analysis (DA) is a supervised multivariate statistical technique used to 
achieve maximum separation of a specified data set by maximizing the between-class 
variance while minimizing the within-class variance [223, 231].  Two forms of 
discriminant analysis will be focused on in the research presented here, linear (LDA) 
and quadratic (QDA).  Both DA methods find one or more functions, linear or quadratic 
latent variables, of the x-variable of the data for classification [223].   
 
The differences between the two forms of discriminant analysis are the assumptions 
necessary for the application of each method and the number of parameters needed.  
LDA requires the assumption of equal covariance matrices and normal distribution 
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within the groups.   While QDA does not require the covariance matrices to be equal it 
does require a larger number of minimum samples due to the increased number of 
parameters necessary.  Equations (2.21) and (2.22) demonstrate the number of 
parameters necessary for the application of LDA (5 parameters) and QDA (18 
parameters), respectively, for a data set with four variables [232]: 
 
                    
 (2.21) 
   
 
                                     




Due to the required number of variables for LDA and QDA, discriminant analysis is 
restricted to data sets with classes that contain the same number of samples as 
required variables or less.  To meet this restriction, PCA can be performed prior to DA 
to reduce the dimensionality of the data set and reduce the number of variables [233].  
Whether the full or reduce data sets are analyzed, data will be set up in matrix form for 
each class of the data set [231]: 
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The mean of each class and the entire data set should be calculated:  
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where μn are the individual class means, pn are the prior probabilities for each class, and 
μx is the mean of the entire data [223, 231].  The prior probabilities are defined as the 
natural probability of a sample belonging to one class prior to classification [223] and 
are used to provide more accurate predictions of classification.  These prior probabilities 
can be assumed to be equal in Fisher DA [223]. 
 
Using the individual means the covariance matrix of each class can be calculated by 
equation (2.25): 
 





From the covariance matrix the within-class and between-class scatter can be 
determined by equations (2.26) and (2.27) to calculate the criteria for the class 
separation: 
 














where Sw is the within-class scatter, or the expected covariance for each class, and Sb 
is the between-class scatter, or the covariance of a data set with members that are the 
mean vectors of each class [231].   The optimizing criterion in LDA for the class 
dependent cases is determined by the equations (2.25) and (2.27) to give equation 
(2.28). 
 




For the class dependent cases, the number of classes defines the number of optimizing 
criteria that are required for each class [231].   A set of eigenvectors, which represent a 
one-dimensional subspace of the vector space of the transformation, are linearly 
independent if their corresponding eigenvalues are non-zero.  The linear combinations 
of the eigenvectors represent the vector space of the transformation the criterion 
equation [231].  Once the transformation space has been determined, the data set is 
transformed: 
 
                           




Once the data is transformed it is classified using a distance measurement.  The 
distance measurement used in this research was the Mahalanobis distance.  The 
Mahalanobis distance is calculated by equation (2.30): 
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 (2.30) 
 
where xj and xk are points in the transform space and xl is the class vector.  It reflects 
the distribution in the transformation space and the covariance matrix of the data points 
[223, 234].  The Mahalanobis distance also considers the probability of the sample 
being grouped into a class based on the size, direction and positioning of the 
covariance matrix to the two points being compared [234].  The data point will be 
classified to the class to which it has the smallest Mahalanobis distance.   
 
Once the sample has been classified, a confusion matrix is produced to determine the 
number of correct/incorrect classifications based on class and the percentage of correct 
classifications for individual class and overall data.   
 
The discriminant analysis was performed using SYStat (Cranes Software International, 




2.3  Hypothesis Testing 
 
One of the major goals for forensic analysis is to determine whether two samples are 
consistent with originating from the same or different sources, without the need to 
specifically identify the source.  To achieve this goal, an appropriate statistical approach 
would be hypothesis testing.  Hypothesis testing is a statistical decision making process 
to conclude whether two samples are discriminated based on a level of statistical 
significance.  The level of significance is defined by an operator, for example alpha.  
There are two hypotheses that can be reached, the null or alternative hypotheses.  The 
null hypothesis concludes that two samples are consistent with the same source based 
on the parameters known as test statistics, while the alternative hypothesis states the 
contrasting conclusion [30, 227]. Test statistics are defined for the specific test being 
performed and will be discussed in detail for the nonparametric permutation test [30, 
227].   It is common to base results solely on the null hypothesis by stating it is either 
accepted or rejected based on acquired results.  The determination of whether the null 
hypothesis is accepted or rejected is based on calculated p-values from the defined test 
statistics [30, 227]. The p-values are defined as the probability of observing a particular 
test statistic if the null hypothesis is presumed true [30, 227, 235].  Therefore, if the p-
value exceeds the defined significance level then the null hypothesis is rejected. 
 
In hypothesis testing there are two forms of statistical errors that can occur.  The first is 
a Type I error, which is a rejection of the null hypothesis when it is true [30, 227, 235].  
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The second is the Type II error, which is the failure to reject a false null hypothesis [30, 
227, 235].  In analysis it is sometimes difficult to maintain the two errors at the specified 
significance level, therefore it is common to minimize one error with the allowance of the 
other error to exceed the significance level.  This approach could be overly optimistic for 
the data results.  Therefore, it is necessary to maintain a balance between the two 
errors, with both ideally falling below the significance level.  Further discussion of data 
analysis and the handling of the errors will be discussed in following sections. 
 
In hypothesis testing the data can be assumed to be normally distributed which would 
lead to the use of parametric methods for analysis or no assumption of distribution could 
be made and nonparametric methods would be pursued.  Deviations from the normal 
distribution can occur and often do in nature, with many distributions being asymmetric.  
Deviation from normal distribution can occur from the use of an inappropriate scaling of 
the data, sampling technique, sample heterogeneity and many other causes [236].  
When deviations from normal distributions are observed steps should be taken to 
ensure the data is correctly analyzed.  Transformations, such as the Fisher 
Transformation which will be discussed below, can be used to adjust the distribution or 
nonparametric methods can be explored.  The focus of this work will be on 
nonparametric methods due to the non-normal distribution exhibited by LIBS data [18].   
 
Each step of the classification scheme was performed by codes prewritten in the 
software or codes written in-house.  Both MatLab (MathWorks, Natick, MA, USA) and R 
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(The R Project for Statistical Computing, http://www.r-project.org) were used to create 
the codes used.   
 
2.3.1 Nonparametric Permutation Test 
 
The nonparametric permutation test is an example of a hypothesis test which can be 
used in the statistical analysis of analytical samples.  The nonparametric permutation 
test is a valuable test due to the guarantee of a specified significance level without 
requiring the assumption of a normal distribution of the data [18, 30, 227].   
 
To perform the nonparametric calculations the Pearson‟s product-moment correlation 
coefficient was calculated, which was described previously in section 2.1.2.  The Fisher 
transformation can then be applied as a variance stabilizing transformation to the 
Pearson‟s correlation coefficients [18, 30, 227].  The application of the transformation 
maintains an approximately constant variance for all the coefficient values and is 
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The test statistic for the nonparametric test is Wk, which is defined by Equation (2.32) 
[18, 30, 227].   
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In equation (2.32), W1 and W2 are summations of the Fisher transformation of the 
Pearson correlation coefficients for the specified number of spectra from samples 1 and 
2, defined as c and d respectively.  W3 is the summation of the Fisher transformation of 
the Pearson correlation coefficients for the between sample spectra from samples 1 and 
2 [18, 30, 227].  
 
The total number of spectral comparisons that can be made for samples 1 and 2 is 
defined by k in Equation (2.33), where m and n represent spectra from samples 1 and 2 
respectively.  Therefore, if six spectra from each sample were compared, a comparison 
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The p-value for the nonparametric test is the proportion of k values that are greater or 
equal to the observed W0 [18, 30, 227].  When two spectral sets are comprised of 
spectra from the same sample, the original partition of the spectra will not differ 
significantly from the permuted sets.  Therefore, the test statistic, Wk, will fall within the 
distribution of W values and yield a high p-value. At a defined confidence interval of 
95%, also referred to as a significance level of 5% (or α=0.05), any sample comparison 
with a p-value greater than α=0.05 would not be discriminated and the null hypothesis 
would be accepted [18, 30, 227].   On the other hand, when the two spectral sets are 
comprised of spectra from different samples, the original partition will differ significantly 
from the permuted sets and yield a test statistic that exceeds the majority of the other W 
values [18, 30, 227].  Therefore, most, if not all, the W values will fall below the W0 and 
yield a low p-value.  The sample comparisons with p-values less than α=0.05 would not 
discriminated and the null hypothesis would be rejected.   
 
2.3.2 Hoteling’s T-Test 
 
The Hoteling‟s T-test is a multivariate t-test for two independent samples.  It is a special 
case of the multivariate analysis of variance (MANOVA) which can be used to analyze 
data with one independent variable with two levels and multiple dependent variables 
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[237, 238].  A combined mean of the dependent variables is found for each group and 
the independent samples are compared based on their vector means.   
 
Hoteling‟s test statistic, T2, is found by: 
  
   
    
(     )
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 (2.34) 
 
where n1 and n2 are the number of samples per class; ẋ and ẏ are the average sample 
scores for each principal component per class [238].  W-1 is found by taking the inverse 
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where cov1 and cov2 are the covariance matrices for the two classes [238].  The scores 
corresponding to the desired number of retained principal components are mean 
centered for each class.  From the mean centered data the covariance matrix for each 
class is found from the multiplication of the transposed mean centered data matrix by 




Once the T2 value has been calculated and is determined to follow an F distribution on p 
and degrees of freedom, then a critical value can be obtained from tables for the set α 
level [238].  The F distribution is calculated by (2.36) and the degrees of freedom are 
calculated by (2.37).  The table value and the calculated values are compared to 
determine whether the samples are discriminated or not; if the calculated value falls 
above the table value then the samples are found to be discriminated from each other.   
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2.3.3 Wilcoxon Rank Sum Test  
 
The Wilcoxon Rank Sum test, also known as the Mann-Whitney test, is the 
nonparametric version of the parametric t-test for comparison of two independent 
samples of continuous distribution [236, 239].  The only assumption made is that the 
samples have the same form of distribution; otherwise it is a distribution free method 
[236].  The Wilcoxon Rank Sum test is one of the most powerful nonparametric tests for 
samples which have the same form of distribution [236].  Compared to the two sample t-
test, the Wilcoxon Rank Sum test is not as sensitive to outliers, skewness and 
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differences in variance, but it is sensitive to change in location and shape of 
distributions [236, 239].   
 
The test is performed based on the order, or rank, the data from two samples fall [236, 
239, 240].  For our case, the order would be based on the nonparametric permutation 
test p-values for two samples.  The null hypothesis tested by Wilcoxon Rank Sum test 
assumes the distribution of data (or p-values) from sample one is the same as the 
distribution of data (or p-values) from sample two [236, 239].  The test statistic is U, 
which is calculated by equations (2.38) and (2.39): 
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where R1 and R2 are the sum of ranks for sample one and sample two respectively and 
m and n are the sample size respectively [236].   
 
The smaller of the two Us is considered the test statistic which is used to calculate the 
p-value for the distribution.  The p-value, w2, is calculated by equation (2.40) and (2.41) 
depending on whether U1 or U2 is determined as the test statistic [236]: 
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The p-value is used to determine whether the null hypothesis should be accepted or 
rejected [236].    If the p-value is greater than the critical value (for our calculations an 
alpha=0.05) the null hypothesis is not rejected and the two samples are considered not 
to be statistically different.  On the other hand, if the p-value is less than or equal to the 
critical value the null hypothesis is rejected and the distribution of the two samples are 




CHAPTER 3: INSTRUMENTAL METHODS 
 
3.1 Laser Induced Breakdown Spectroscopy (LIBS) 
 
3.1.1 Ocean Optics LIBS Instrumental Setup 
 
 
Part of the LIBS research was performed on a commercial LIBS instrument (model 
LIBS2000+) from Ocean Optics (Dunedin, FL, USA).  A wavelength of 1064nm is 
emitted by a Nd:YAG Q-switched, pulsed laser (Big Sky Lasers, model CFR200, 
Bozeman, Montana, USA), with a pulse width of 9 ns.  A single lens with a focal length 
of 7.5 cm is used to focus the laser energy onto the sample.  The sample is positioned 
on a moveable stage within an enclosed chamber.  The X and Y directions can be 
adjusted using the moveable stage to optimize the position of the sample to the laser. 
The lens can be adjusted for larger samples to ensure the focal length is maintained by 
a knob on the right side of the sample chamber [14, 16-18, 30, 241].  
 
Positioned 45° to the incident laser beam is a set of bifurcated optical fibers which 
collect the emitted light from the plasma.  The optical fibers are connected to seven 
individual linear CCD array spectrometers with a detection range of 198.14 to 965.43 
nm.  A spectral resolution in the range of 0.04-0.07 nm/channel is obtained by the 
spectrometers, giving a resolution of approximately 10,000 for the instrument.  The data 
detected by the spectrometers is sent to a computer operating Ocean Optics OOILIBS 
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software.  The software controls the laser sampling by controlling the Q-switch within 
the laser, the timing for the delay, the integration time, and records the spectrum.  The 
software refers to the initial delay as the Q-switch.  The Q-switch is a shutter located 
within the cavity of the laser which is used to generate high pulse energies. When the 
shutter is closed the photons at the laser wavelength do not stimulate emission, 
therefore the population inversion between the upper and lower transitions become 
large.  Once the Q-switch is opened, the stored energy is released in a pulse of high 
energy.  The high energy pulse is capable of ablating the sample and creating the 
plasma [237, 238, 242].   The setup of the instrument is illustrated in Figure 1 [30, 241].   
This instrumentation was used for the analysis of automobile paint and glass samples, 





Figure 1:  Ocean Optics LIBS 2000+ Setup.  Laser control, spectrometer, and laser attached to sample 
chamber illustrated. 
 
3.1.2 Table Top LIBS Instrumental Setup  
 
The second LIBS instrument used for the research was an in-house system in Professor 
Martin Richardson‟s research laboratory at The Center for Research and Education in 
Optics and Lasers (CREOL) [243].  A schematic of the instrumental setup is shown in 
Figure 2.  This instrumentation setup used a Q-switched Nd:YAG laser (Brilliant, 
Quantell – Bozeman, MT, USA) with a pulse repetition rate of 10 Hz.  The laser 
fundamental output was 1064 nm with pulse duration of approximately 6 ns.  To allow 
the laser to perform at optimal parameters and reduce the energy to approximately 15 
mJ a light-valve composed of a ½ wave plate and a polarizing cube was used.  A plano-
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convex lens with a focal length of 7.5 cm was used to focus the laser pulse on the 
sample, with a resultant irradiance of 2.73 x 109 W/cm2.   
 
 
Figure 2:  CREOL LIBS setup 
 
 
Samples were placed in a quartz cuvette which was positioned perpendicular to the 
laser beam.  Air or argon could be flowed through the cuvette depending on the 
atmosphere desired for sampling.  No alterations were necessary for air sampling; a 
small tube was inserted into the cuvette cap with a flow of argon.   
 
Collection of the plasma emission was performed by an f/2 UV-transmissive collimating 
ball-lens (74-UV – Ocean Optics, Dunedin, FL) coupled to a 1-meter UV transmissive 
50μm core fiber (HRE-FBR-1M – Princeton Instruments, Trenton, NJ).  The fiber was 
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attached to a 250 mm Echelle spectrometer (Acton HRE, Princeton Instruments) 
combined to a 512 x 512 pixel GenII iCCD camera that had a MgF2 input window and a 
P46 phosphor (PI-MAX2, Princeton Instruments).  The instrumental setup gave a 
resolution of approximately 6000 over the spectral range of 200 to 900 nm.  Collection 
of spectra was performed with a delay of 158 ns after the laser pulse and integrated 
over a 10 μs interval.  This collection allowed for the continuum to be minor related to 
the line emission.  The electronic gain was set at 100.  Spectral data was collected by a 
Princeton Instruments WinSpec 32-bit Windows® software package which had an 
Echelle module from Roper Scientific.  NIST (National Institute of Standards and 
Technology) traceable calibrated irradiance lamps (Deuterium lamp 63945 and Quartz 
Tungsten Halogen lamp 63355 – Oriel Instruments, Stratford, CT) were used to 
measure the spectral response of the system and correct the spectra.  This 
instrumentation was used for the organic compounds and polymer mixtures.   
 
 
3.2  Fourier Transform Infrared Spectroscopy – Attenuated Total Reflectance    
(FTIR-ATR) 
3.2.1 Instrumental Setup 
 
For the research involving FTIR analysis, an ATI Mattson Infinity Series FTIR attached 
to a Spectratech IR Plan Advantage IR Microscope with an ATR attachment was used, 
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illustrated in Figure 3.  The instrument contained a Helium-Neon (HeNe) laser with a 
maximum of one milliwatt of continuous output power at 632.8 nm.  The analysis was 
done using an ATR module attached to the IR-Plan Advantage microscope in 
transmittance mode.  The coupled instrumentation allowed for trace amounts of 
samples to be analyzed.  The parameters for data collection were set using the Thermo 
Electron Corporation OMNIC software.  The background spectrum could be set to be 
acquired pre or post sampling and was subtracted by the software.  The desired number 
of scans and resolution can be set within the software, with a collection range of 600-
1799cm-1 [30, 241].   This instrumentation was used for the analysis of organic 








3.3  Raman Spectroscopy 
 
3.3.1 Instrumental Setup 
 
For the portion of the research involving Raman analysis, an R-3000 series Raman 
system from Ocean Optics (Dunedin, FL, USA) was used.  A computer with RSIscan 
software was used for the parameter selection and collection of the spectrum.  The 
background spectrum was collected prior to each sample collection while no laser signal 
was emitting and was automatically subtracted by the software.   
 
The instrument was setup two ways for sample collection, illustrated in Figure 4.  The 
first setup utilized a sampling compartment which accompanied the instrument.  The 
sample was placed into a vial and the fiber optic was positioned within an opening at an 
optimum distance.  For the second setup the laser output was focused onto the sample 
through a polarized light microscope.    An interface was attached between the eyepiece 
and the objectives of the microscope which allowed the laser light to be focused onto 
the sample.  The scattered light was then sent back through the optical pathway and 
collected through the same interface into the detector.  This instrumentation was used 




          
Figure 4:  Raman Setup a) full setup including Raman system, computer, microscope, and sampling 













3.4 Gas Chromatography Mass Spectrometry (GC-MS) 
 
3.4.1 Instrumental Setup 
 
The GC-MS analysis for this research was performed on an Agilent 6890 gas 
chromatograph interfaced to an Agilent 5973 mass spectrometer, shown in Figure 5.  
An auto sampler was connected to the chromatograph for analysis of multiple samples.  
Instrumental parameters will be further expanded upon in the following chapter.  This 
instrument was used for the analysis of fire debris samples.   
 
 
Figure 5:  GC-MS instrumentation used for research.    
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CHAPTER 4:  EXPERIMENTAL 
 
4.1  Laser Induced Breakdown Spectroscopy Experimental  
 
Multiple data sets were analyzed by LIBS for this research, and therefore optimization of 
each method‟s parameters was required for each data set.  In the following section, a 
description of the instrumental parameters for each data set will be given.  In addition to 
the instrumental parameters, collection order and spectral averaging methods will be 
focused on.  The optimization of the instrumental and collection parameters is a crucial 
part in LIBS analysis due to the shot-to-shot variance and reproducibility issue seen as 
discussed in the introduction of the instrument.   
 
One of the first experimental method parameters to be addressed for optimizing the 
application of LIBS instrumentation was the order of sample collection.  Two collection 
orders were used in the analyses, random order and consecutive order, depending on 
the samples.  As previously discussed, LIBS is prone to shot-to-shot variance and 
reproducibility issues, in addition some of the samples collected in the research were 
highly similar in nature.  With highly similar samples any variance whether due to 
instrumental precision, contamination, or trace effects in the sample can greatly affect 
the outcome of the results.  Randomization of the collection order encompasses the 
variance caused by shot-to-shot variance or instrumental error into the data results.   
Randomization requires the data set to be completely random in sample and spectra 
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order, therefore the collection of spectra for all samples is spread over the full collection 
time frame.   For analysis of samples that are not highly similar in nature, consecutive 
collection order may be used.  Consecutive order is performed when all spectra of a 
single sample are collected in order and all samples within one data set are collected 
together.  This approach prevents issues with instrumental drift within samples and data 
sets but does not address shot-to-shot variance.  In samples that are not highly similar 
in nature, the small shot-to-shot variance does not affect the outcome of the results in 
the same manner as in highly similar samples.  
 
The second experimental parameter decided upon when sampling with LIBS was the 
type of spectral averaging performed.  It has been determined that averaging multiple 
shots to comprise a single spectrum improves signal to noise and reduces shot-to-shot 
variance.  There are three averaging methods:  drill down, multiple points, and a 
combination of drill down and multiple points, illustrated in Figure 6.  Drill down 
averaging is performed when all shots to be averaged are collected on the same spot of 
the sample.  This approach is useful when acquiring data on heterogeneous samples as 
it encompasses multiple layers of the sample into a single spectrum.  Ablation through 
thin samples may occur when multiple shots are taken or confinement issues may be 
encountered with thick samples as each shot goes further into the sample.  
Confinement of the laser pulse can result in distortion of the plasma which affects the 
outcome of the results.  The second averaging method is multiple points averaging, 
which is the collection of the average shots over multiple areas of the sample.  During 
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collection of spectrum using multiple points averaging the sample is moved to prevent 
the same area from being sampled.  This method is useful when the sample is known to 
be homogenous throughout and when confinement affects may be an issue.  It does not 
allow for cleaning shots to be performed prior to sampling.  The third method is a 
combination of drill down and multiple points; for example 10 shots are averaged, with 5 
shots collected in 2 spots.  This allows for some sampling of multiple layers of the 
sample without encountering a large amount of confinement effects but also prevents 
results from being influenced solely by the surface layer of the sample.  All three 
averaging methods and collection order methods have advantages and disadvantages, 









4.1.1 Automobile Paint 
 
Automobile paint chips were collected from South Carolina Law Enforcement and a 
local junkyard in Bithlo, FL.  The 90 paint samples that were collected came from 
different make, manufacturer, year (1987-2006), and color automobiles.  The make, 
manufacturer and year of the car were determined by the vehicle identification number 
(VIN).  Microscopic examination with a stereomicroscope (34 x magnifications) allowed 
for the determination of the number of layers present in each sample.  The number of 
layers ranged from 3-7, with the higher number of layers attributed to after manufacture 
paint jobs.  Table 1 summarizes the number of samples for each group of color, number 
of layers, and presence of effect pigments with a more detailed table of manufacturer, 
make, year, color, effect pigment, substrate and number of layers which is given in 
APPENDIX A. 
 
If the samples were still attached to their substrate upon collection they were removed 
using a razor blade and mounted on a glass microscope slide.  The paints were secured 
by a smooth coat of softened (200 °C) polyisobutylene to ensure the samples would lay 
flat for the analysis.  Polyisobutylene was selected because it gave little to no LIBS 
signal, therefore providing no contribution to the paint spectrum.  
 
Data sets were separated based on the color, presence/absence of effect pigment, and 
the number of layers for each paint samples for the analysis.  These parameters were 
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determined by visual and microscopic examination.  These parameters would be easy 
to identify and would provide initial discrimination between samples prior to the need for 
a more intensive analysis method.  As the paints could be separated by these 
parameters prior to LIBS analysis, only samples within each data set were compared by 
the statistical analyses.     
 
The LIBS parameters were optimized for the sampling of the automobile paint samples.  
The laser energy was 31 mJ/pulse with a 5 μs detector delay.  The spectra were 
collected in an air atmosphere with ambient temperature and pressure.  The focusing 
lens and optic were adjusted to the optimal position for the laser focus on the samples 
and collection of the plasma. Each spectrum was comprised of an average of five drill 
down shots.  The average of five shots was determined to be ideal for the collection of 
all the layers present in each sample without completely passing through the samples; a 
few of the samples with the smallest number of layers were sampled completely 
through.  Drill down was preferred over multiple points averaging as it allowed spectral 
data on all layers present in paint to be collected.  For each sample twelve spectra were 
collected.  Due to potential instrumental drift, the twelve spectra for one sample were 
collected consecutively and all samples of one data set were collected consecutively.  
The full set of automobile paint samples (all colors/layer/effect pigment data sets) was 
collected over a four day period but each individual data set was collected within a 




Table 1:  Summary of automobile paint samples where „y‟ indicates presence of effect pigment and „n‟ 









Red 3y 3 Green 3y 2 
 4n 4  4y 3 
 4y 2  5y 3 
 5y 2 White 3n 17 
Black 3y 2  4n 6 
 3n 2  5n 5 
 4n 3  6n 4 
 5n 2  7n 4 
Blue 3y 5 Silver 3y 2 
 4y 3  4y 4 
Tan 3y 4  5y 3 
 4y 2    
 5y 4    
 
4.1.2 Float Glass 
 
The float glass analysis performed for this research was an expansion on initial 
research performed by Bridge and McIntee [14, 16, 17, 241], which was touched upon 
in the introduction.  Initial studies investigated single pieces of glass originating from a 
window using nonparametric analysis.  In the research presented here, analysis was 
performed on multiple areas of a single window pane to determine the homogeneity of 
the window.  In addition, multiple window panes were compared to determine the 





Full window pane samples were acquired from a local Orlando junkyard.  The full 
window pane samples that were used are listed in Table 2.  Based on the source of the 
samples, it is not guaranteed the glasses were from the original manufacturer; they may 
be aftermarket windows.   
 
Full window pane samples were used to acquire spatial information in addition to 
discrimination ability.  To provide this information, five areas were identified for analysis.  
The five areas, shown in Figure 7, were the (1) upper left, (2) center, (3) lower right, (4) 
upper right, and (5) lower left.  Duct tape was used to mark these areas and ensure they 
remained intact when the window was broken into smaller pieces.  Once the window 
was broken, the duct taped pieces were separated for analysis.  The remaining 
shattered pieces of glass from each window were saved separately.   
 
 
Table 2:  List of full automobile window panes collected for analysis. 
Sample Label Year Make Model 
A 1979 VW Rabbit 
B 1978 GMC Van 
C 2000 Volvo 540 
D 1992 Honda Accord 
E 1998 Mitsubishi  Galant 
F 1998 Mitsubishi Galant (2) 
G 1989 Dodge  Dynasty 
H 1993 Mazda 626 
I 1997 Chrysler Sebring 





Figure 7:  Areas for spatial analysis of automobile glass samples.   
 
 
Analysis was performed on the non-float side of the glass.  This was done to avoid the 
large presence of tin used during the manufacturing process from overpowering the 
trace elements in the spectra.  The non-float side was determined by the side of the 
glass that did not fluoresce under short wavelength ultraviolet light (254 nm).  Once the 
non-float side was determined the samples were mounted on microscope slides using 
double sided tape.   
 
Samples were cleaned prior to analysis.  All glass samples were cleaned of dirt initially 
with deionized water but further cleaning was need on some of the samples.    Some of 
the samples had tinting on the non-float side, therefore a razor blade was used to 
remove the tinting and cyclohexane was used to remove the remaining adhesive.  All 
samples were cleaned with the cyclohexane whether there was adhesive or not.  Before 








LIBS analysis was performed using the Ocean Optics LIBS system discussed in the 
instrumental section.  The laser energy was 45 mJ/pulse with a 5 μs detector delay.  
The spectra were collected in an air atmosphere with ambient temperature and 
pressure.  The focal lens and optic were adjusted to the optimal position for the laser 
focus on the samples and collection of the plasma.   
 
Three different methods of spectral averaging were performed in the course of the 
automobile glass research.  The three methods were: drill down, partial drill 
down/multiple point, and multiple points as discussed in the beginning of the LIBS 
experimental section.  For the analysis of glass 10 shots were averaged per spectrum 
for each of the spectral averaging method.  Therefore, the drill down method was 10 
shots in one spot; the multiple point method was one shot in 10 spots; and the partial 
drill down/multiple point method was five shots in two spots.  These three spectral 
averaging methods were tested to ensure the optimal parameters for analysis of the 
automobile float glass samples.  Each provided informational results on the glass 
samples. 
 
 In addition to the spectral averaging method, order of collection was optimized.  Due to 
the highly similar nature of the glass samples produced from the manufacturing process 
variation from the instrument could have a large effect on the results.  Therefore, 
collecting the samples in a way which incorporated the instrumental variation over time 
into the spectra helped prevent discriminations based on variation from anything but the 
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samples.  Two methods were tested, consecutive order and random order.   From 
experiments it was determined that the random order would be ideal for collection of 
these highly similar samples.  Therefore, random collection order was used for the 
remaining analyzes.   
 
Once sampling parameters were optimized, data was collected.   The number of spectra 
collected depended on the analysis performed; with between six and 15 spectra 
collected per sample, with each spectrum an averaging of 10 shots.   
 
The experimental steps given in this section were written into a standard operating 
procedure (SOP) to be used when sampling automobile float glass samples with the 
LIBS.  The SOP is shown in APPENDIX  B.   
 
4.1.2.1   Multiple Point Spectral Averaging, 10 Windows 3 Areas 
 
Initial experiments were performed to determine the ability of the nonparametric test to 
discriminate between different automobile windows.  The first experiment was 
performed with all ten window panes and three areas of each of the window panes 
(areas 1, 2, and 3). The three areas were grouped together as “same window”.   Six 
average spectra were collected in random order on each of the areas, giving a total of 
18 spectra grouped as same window for each sample.  Each spectrum was an average 
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of ten spectra taken at different spots on the glass.  Discrimination by nonparametric 
permutation hypothesis testing was calculated for “same window” and “different window” 
comparisons using an in-house software.  
 
4.1.2.2   Multiple Point Spectral Averaging, 3 Windows 3 Areas 
 
The second LIBS experiment was performed using the three car windows with the most 
discrimination between areas (C,D, and J) and three areas of each window (1, 2, and 
3).  The samples were collected in triplicate where three sets of spectra were collected 
for each sample.  For each set, six average spectra were collected in random order.  
Each spectrum was an average of ten spectra taken at different spots on the glass.    
Triplicate sampling, was selected because it provided multiple p-values for same 
sample comparisons.  Discriminations by the nonparametric permutation hypothesis test 
were calculated for same window-same area (SWSA), same window-different area 
(SWDA), and different window (DW) data using the in-house software.   
 
4.1.2.3   Multiple Point Spectral Averaging, 2 Windows 5 Areas 
 
The third experiment looked at the two windows from the first experiment (D and G) and 
all five areas of these windows.  Twelve spectra, each an average of ten spectra taken 
at different spots on the glass, were collected on each area in random order.  
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Discriminations by the nonparametric permutation hypothesis test were calculated for 
SWSA, SWDA, and DW.   
 
4.1.2.4   Test of Spectral Averaging Method, 10 Windows 5 Areas 
 
The fourth set of experiments used the three spectral averaging methods to analyze the 
five areas from all ten windows to determine whether variance being observed in the 
SWDA samples was due to sampling only on the surface.  Between twelve and fifteen 
average spectra were collected per sample for each of the three spectral averaging 
methods (drill down, partial drill down\multiple points, and multiple points).  For each 
spectral averaging method ten shots were averaged for one spectrum.  Once data was 
collected, the nonparametric permutation hypothesis test was performed to obtain 
results using in-house software.   
 
4.1.2.5   Discrimination versus Inter-Sample Distance Test 
 
The fifth experiment investigated the discrimination based on distances using a single 
piece of glass of 3 cm x 1 cm from sample I.  The sample was sectioned off into 1 cm x 
1 cm blocks as shown in Figure 8, with the first block (A) further subdivided into a ½ cm 
x 1 cm block.  Twelve spectra, each an average of ten spectra taken at different spots 
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on the glass, were collected in random order on the sample and nonparametric 
permutation test was performed.   
 
 
Figure 8:  Diagram of grid float glass sample for discrimination based on distance. 
 
 
4.1.2.6   Nonparametric versus Parametric  
 
To ensure the within window pane spatial variation being observed was not based on 
the statistical analysis of the samples the spectral data from all five areas of window A 
was compiled and the Wilcoxon Rank Sum test and a parametric t-test were applied.  
The twelve to fifteen spectra collected in the 5.1.2.4 experiment were tested for all three 
spectral averaging methods.    The spectra were each an average of 10 shots.  The 
spectral data was used in the Hoteling‟s t-test (parametric method) and the Wilcoxon 
Rank Sum test (nonparametric method) to compare the results and ensure the chosen 
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nonparametric method was performing equivalently to the more accepted parametric 
method. 
 
4.1.2.7   LIBS Imagining 
 
The final analysis to investigate the within window pane spatial variation was imaging of 
the LIBS spectral data.  This analysis looked at two pieces of glass: a 1 cm x 1 cm piece 
of glass from window F area two, and a 2 cm x 2 cm piece of glass from window J area 
five.  These pieces of glass were sectioned off into 16 spots for the 1 cm x 1 cm piece of 





Figure 9:  Grids of A) 1 cm x 1 cm and B) 2 cm x 2cm glass data collected for LIBS imaging. 
 
 
For each spot on the two pieces of glass five spectra were collected.  Each spectrum 
was a single shot and all five spectra were collected in the same spot.  This provided 
spectral data for five layers of the window in each spot.  The locations, where five 
successive spectra were collected, were chosen in random order.  Spectra were 
compiled and PCA was performed to obtain the scores for the data and the scores 
corresponding to the first three principal components were plotted on an RGB color 







4.1.2.8   Blind Tests 
 
The final experiment set consisted of blind tests performed with each spectral averaging 
method.  Five pieces of a window were collected without knowledge of where on the 
window they came from.  Four of the areas were classified as known and the fifth was 
classified as a questioned.  An additional piece of glass was collected from a separate 
window as another questioned sample.  Four areas were classified as the known to try 
and create a method which would encompass the variance being observed within a 
single window pane to ensure unknown pieces consistent with the same source would 
not be discriminated.  Fifteen spectra were collected in random order on each piece for 
each spectral averaging method.  For each method ten shots were averaged per 
spectrum.  Data was analyzed by the nonparametric permutation hypothesis test with 
100 p-values calculated for each pairwise comparison.  The distributions of the p-values 
were plotted in boxplots by type of comparison (known versus known, known versus 
questioned one, and known versus questioned two) to determine if questioned samples 
could be identified as coming from the same window as the known or a different 
window.  Same window comparisons were expected to show uniformly distributed p-
values, while different window comparison p-value distributions were expected to cluster 
at or below the significance level.  The Wilcoxon Rank Sum test was then applied to the 
p-values to provide additional statistical backing of the discriminations or non-
discriminations.  This step was performed to provide information on the ability of this 





The analysis of bone samples was comprised of samples acquired from Professor John 
Schultz, Department of Anthropology, University of Central Florida.    Bones of different 
species were acquired including: bird, fish, human, dog, deer, alligator and turtle.  Other 
than species of the bone, little was known about the bones.  LIBS sampling was 
performed on the intact bone with minimal damage to the sample.  Issues were 
encountered with the size of some of the bones and attempts were made to collect 
slivers of the bone or bone ash for analysis; these presented additional issues of being 
too thin for the laser shot and increased damage to the sample.  Therefore, analysis 
was limited to small bones that would fit into the LIBS sampling chamber.   
 
Multiple experiments were tested using a range of different bones.  More details will be 
discussed in the following sections on which bones were used for specific tests, but an 
overview of all bones gathered for the experiments are seen in Table 3.  Bones from 
different species were acquired along with bones of the same species same animal and 
different animal (ex. two dog bones from one dog and a third dog bone from a different 
dog).  The variety of bones was used to test the ability of discrimination between bones 
from different species, bones from different animals in the same species and different 
bones from the same animal.   
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Table 3:  Bone samples used in LIBS analysis; The first number after a bone indicate which animal they 
come from, therefore 1.1 and 1.2 come from the same animal, and 1.1 and 2.1 come from different 
animal.  The second number after the sample distinguishes between bones from the same sample, 
therefore 1.1 and 1.2 are bones 1 and 2 from the same animal.   
Bone Samples 
Human 1 Human 2 Fish 1 
Fish 2 Human Toe Human Tarsel 
Archeological Human 1.1 Archeological Human 1.2 Archeological Human Cu 
1.1 
Archeological Human Cu 
1.2 
Bird Bone 1.1 Bird Bone 1.2 
Bird Bone 2.1 Bird Bone 2.2 Deer 1.1 
Deer 1.2 Deer 2.1 Deer 2.2 
Dog 1.1 Dog 1.2 Dog 2.1 
Dog 2.2 Alligator 1.1 Alligator 1.2 
Alligator 2 Human Cleaned 1.1 Human Cleaned 1.2 
Human Natural  Human Burnt Human Bleached 
Human Tooth Denton 1 Human Tooth Enamel 1 Human Tooth Denton 2 
Human Tooth Enamel 2 Pig 1.1 Pig 1.2 
Pig 2.1 Pig 2.2 Pig Tooth Denton 1 
Pig Tooth Enamel 1 Pig Tooth Denton 2 Pig Tooth Enamel 2 
Deer Turtle 1.1 Turtle 1.2 
Turtle Bone 2 Turtle Shell Soil 
 
 
Multiple LIBS tests were performed in an effort to determine the appropriate method for 
analysis of the bones.  LIBS parameters were varied depending on the experiment 
being performed.  The laser output ranged between 65- 45 mJ/pulse for the analysis, 






4.1.3.1  Single shot, Consecutive Sampling 
 
The initial approach to the bone analysis was the analysis of twelve bone samples from 
different species.  Twelve single shot spectra were collected in consecutive order for 
each bone over the full spectral range.  The bones for this experiment are shown in 
Table 4. 
 
Table 4:  Bone samples used for single shot, consecutive sampling. 
Bone Samples 
Alligator Bone Turtle Shell 2 (top 
side) 
Turtle Shell 1 (under 
side) 
Bird Bone 1 
Bird Bone 2 Deer Bone Fish Bone 1 Fish Bone 2 
Human Bleached Human Burnt Human Tarsal Turtle Bone 
 
 
4.1.3.2   Single Shot, Random Sampling 
 
The second set of bone data collected was performed on 37 bones, listed in Table 5,  
from different species, same species different animal, and same species same animal 
to determine ability of discrimination.  Two sets of five single shot spectra were collected 
per bone.  The data was grouped per sample set (set one and two) and the order of 






Table 5:  List of 37 bone samples used in second set of bone data.  Bones labeled by species, #.#.  First 
# corresponds to animal; therefore 1.1 and 1.2 come from the same animal while 1.1 and 2.1 come from 
different animals.  The second # corresponds to how many bones from a specific animal, therefore 1.1 






Bird 1.1 Bird 1.2 
Bird 2.1 Bird 2.2 Dog 1.1 Dog 1.2 
Dog 2.1 Dog 2.2 Gator 1.1 Gator 1.2 
Human Cleaned 
1.1 




Deer 1.1 Deer 1.2 Deer 2.1 Gator 2 
Human Bleached 4 Human Burnt 3 Human Tooth 
Enamel 2 
Pig 1.1 
Pig 1.2 Pig 2.1 Pig 2.2 Human Tooth 
Enamel 1 
Pig Tooth Dent 1. Pig Tooth Dent. 2 Pig Tooth Enamel 1 Pig Tooth 
Enamel 2 
Turtle 1.1 Turtle 1.2 Turtle 2 Bone Turtle 2 Shell 
Test (Deer)    
 
4.1.3.3   Average Spectra, Random Order 
 
The final set of data was collected on the four bones listed in Table 6.  Twelve average 
spectra were collected on each bone in random order.  Each spectrum was an average 
of 10 shots collected in different spots on the bone.   
 
 
Table 6:  Samples used for average spectra, random order data set.  Bones labeled by species, #.#.  First 
# corresponds to animal; therefore 1.1 and 1.2 come from the same animal while 1.1 and 2.1 come from 
different animals.  The second # corresponds to how many bones from a specific animal, therefore 1.1 
and 1.2 are bones 1 and 2 from the same animal.   
Bone Samples 
Bird 2.2 Human Finger 




4.1.4 Metal Transfer 
 
Metal transfers were performed using 9 mm bullets acquired from a local gun store 
(East Orange Shooting Sports, Orlando, Fl).  Six brands of bullets (five bullets of each 
brand), shown in Figure 10, were acquired for the analysis.  The bullets, including the 
brand and jacketing type, are listed in Table 7. 
 
 
Figure 10:  Six standard bullets; from left to right:  CCI Blazer (B1), Independence (B2), Remington UMC 




Table 7:  Description of bullet samples used in metal transfer experiments 
Manufacturer Bullet Type Jacket Composition Bullet Number 
CCI Blazer Yes Copper 1 
Independence  Yes Copper 2 
Remington UMC Yes Copper 3 
Hornady Tap (hollow-point) Yes Copper 4 
Winchester Silver-Tip (hollow-point) Yes Unknown metal 5 
Winchester Hand packed No Lead 6 
 
 
The bullets were transferred using two methods on to two different substrates.  The first 
transfer was performed by shooting the bullets through a 1 mm steel plate (the first 
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substrate) purchased from Home Depot, Orlando, FL.  This was performed at the 
Seminole County Shooting Range by Lt. Jerry Emert from the University of Central 
Florida Police Department.  Four bullets of each brand were shot through the steel plate 
at a range of approximately seven feet to create the bullet hole metal transfer.  The fifth 
bullet of each brand was saved as a standard to build a data library.  Three steel plates 
were used, with each containing a cluster of four bullet holes for two bullets (except for 
the CCI bullet where only three bullet holes were made in the substrate).   Plates were 
packaged separately for transportation to prevent any sample contamination and 
pictures were acquired of each sample prior to transfer with a few examples seen in 
Figure 11.   
 
 
Figure 11:  Bullet holes on steel plate backgrounds.  A) Plate 1 with 3 bullet holes clustered for bullet 1 
and 4 bullet holes clustered for bullet 4; B) Plate 2 with 4 bullet holes clustered for bullet 2 and bullet 5; C) 
Plate 3 with 4 bullet holes clustered for bullet 3 and bullet 6. 
 
 
The second method of metal transfer was the transfer of trace amounts of the metal 
from the bullet jacket to a steel plate and a porcelain tile (the second substrate).  This 
method allowed for the testing of an additional substrate, multiple bullet transfers in one 
A B C 
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area, and a less complex sampling surface (flat instead of trying to collect spectra within 
the bullet holes).   
 
The transfer was performed in two ways:  single bullet transfer and multiple bullet 
transfer. Single bullet transfer was done by taking each bullet individually and creating 
three separate lines onto the substrates for the single bullet transfer.  All six bullets were 
transferred individually to the two substrates.  For the multiple bullet transfer the bullets 
were transferred individually onto each substrate creating three lines and a second 
bullet was then transferred over the same places of each substrate to create a more 
complex transfer.  Only three of the bullets were used for the multiple bullet analysis:  
B3, B5, and B6.  These three bullets encompassed a copper jacket (B3, CJ), a metal 
jacket (B5, MJ) and a non-jacketed bullet (B6, NJ).  Listed in Table 8 are the individual 
and mixture samples that were analyzed.  Transfer lines are illustrated in Figure 12 for 
bullets 3 and 6 onto each substrate.  Silver and copper colored flakes can be observed 
within the red boxes where the transfers occurred.   
 
Table 8:  Transfer line individual and mixtures samples and substrates.  Mixtures are listed with the first 
bullet listed being the first bullet transferred to the substrate.   
Sample Substrate Sample Substrate 
Bullet 1 Steel Plate Bullet 1 Porcelain tile 
Bullet 2 Steel Plate Bullet 2  Porcelain tile 
Bullet 3 Steel Plate Bullet 3 Porcelain tile 
Bullet 4 Steel Plate Bullet 4 Porcelain tile 
Bullet 5 Steel Plate Bullet 5 Porcelain tile 
Bullet 6 Steel Plate Bullet 6 Porcelain tile 
Bullet 5 and 6 Steel Plate Bullet 5 and 6 Porcelain tile 
Bullet 6 and 3 Steel Plate Bullet 6 and 3 Porcelain tile 




Figure 12:  Transfer lines onto steel and porcelain substrates; highlighted in the red box is where the 
transfer line occurred and visible silver and copper flakes.  A) Bullets 3 and 6 onto the steel substrate, B) 
Bullets 3 and 6 onto the porcelain substrate, C) Close up of Bullet 3 and 6 on the porcelain substrate. 
 
 
LIBS analysis was performed using the Ocean Optics LIBS 200+ at an average laser 
output of 45 mJ/pulse and pulse width of 9 ns.  The delay was set between 3-6 μs after 
the laser was fired for each analysis and the spectra were collected from 200 to 900 nm.  
A library of spectra was collected from the unused bullets.  Prior to LIBS analysis the 
projectile, casing and smokeless powder were separated to ensure safety during LIBS 





separation.  A Bullet Puller, a tool which separates the three pieces of the bullet was 
used.  The library was composed of six spectra collected on the projectile portion for 
each brand of bullet, with each spectrum being a multiple point average of ten shots.   
 
Prior to collection of the bullet hole data the steel plates containing the bullet holes were 
cut to allow for the bullet holes to be placed in the sampling chamber; each was labeled 
in a corner to ensure samples were not mixed up and markings did not interfere with 
sampling.  The bullet hole was positioned so that the laser would hit the edge of the 
bullet hole to ensure collection of spectra where the transfer occurred.  For each bullet 
hole twelve single shot spectra were acquired; holes were labeled as shown in Figure 
13.  All four bullet holes were sampled over multiple samplings.  The spectral data for 
the bullet holes was acquired over a five month period.  Despite the time of collection for 
the bullet hole data, comparison was made to a single library collected prior to the 
collection of the first set of bullet hole data.  The same library was used for the transfer 





Figure 13:  Bullet hole labeling for each bullet cluster.  With order from top left corner bullet 1 to bottom 
right corner bullet 6. 
 
 
 LIBS spectra of the transfer lines on the two substrates were collected with the same 
instrumentation and energy level as the bullet holes.  The delay was 4.5 – 6 μs after the 
laser was fired and the same spectral range was used.  Twelve single shot spectra on 
each of the lines were collected.  The spectra of the transfer lines were collected in 
random order.   For the single bullet transfer the randomization of order was performed 
so that samples were randomized by substrate; therefore all porcelain samples were 
collected in random order and then all steel samples.  Also each mixture was sampled 
separately so the randomization was purely for the order of the lines and not the 
samples (example, all 3,5 porcelain samples collected in random order then all 5,6 





4.1.5  Organic Compounds and Polymer Mixtures 
 
The LIBS experiment for organic compounds was performed using samples of polymer 
thin films.  Three polymers were prepared to comprise the library and mixtures were 
made of these three polymers to comprise the test samples. The polymers used 
included the following solutions: poly styrene in toluene (100 mg/mL), poly acrylonitrile 
in dimethyl formamide (65 mg/2mL), and nitrocellulose in methyl-ethyl-ketone 
(200mg/3mL).   The mixtures included:  nitrocellulose on poly styrene and poly 
acrylonitrile on poly styrene.  A small amount of each polymer solution was pipetted 
onto a glass slide which had been cut to 8 mm x 8 mm.  The polymer solution was then 
spread using the edge of a clean glass to create a thin film of consistent thickness 
across the glass; this procedure is known as “doctor-blading”.  The solution was allowed 
to dry and then sampled.  The mixtures were prepared in a similar way with the base 
polymer applied and allowed to dry prior to the second polymer being pipetted in thin 
lines on top.   
 
Spectra were collected in both air and argon atmospheres.  The collection of spectra 
under argon was performed to minimize the molecular emissions from the air that may 
interfere with the elements of interest, specifically the N2 and O2 contributions and the 
reaction of N2 with C and C2 which results in CN lines.  For argon sampling, the sample 
was placed in a sealed cuvette perpendicular to the laser path.  A small tube was 
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inserted into the cuvette in order to allow argon to flow into the cuvette for two minutes 
prior to collection.   
 
For each library and mixture sample 50 single shot spectra were obtain in both air and 
argon using a nanosecond LIBS system in Professor Richardson‟s laboratory which was 
assembled by Christopher Brown [243].  The 50 spectra were collected by raster 
scanning across the samples to ensure collection of the mixture samples with 
contributions from all components.  The spectra were collected from 200-785 nm at 
wavelength increments of 0.022nm using an Echelle detector.  The laser used was a 
Brilliant 1064 with energy of 15.4 mJ.  The gate width and delay were 10 µs and 0.018 
µs respectively.   
 
4.2  Fourier Transform Infrared Spectroscopy – Attenuated Total Reflectance 
 (FTIR-ATR) Experimental 
 
4.2.1 Automobile Paint 
 
The automobile paint samples were analyzed on the FTIR instrument previously 
discussed in the instrumental section with the ATR attachment.  The paint samples 
were the same ones used in the LIBS analysis of automobile paint and are listed in 
APPENDIX  A. 
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The FTIR detector was cooled for 30 minutes with liquid nitrogen prior to collection of 
the spectra.  This was done to reduce the background noise in the spectra.  Once the 
detector was cooled, spectra were collected. The samples were mounted on a glass 
microscope slide for analysis.  Prior to collection, the samples were cleaned with 
isopropyl alcohol.   
 
OMNI software was used to collect the FTIR spectra.  The instrumental parameters 
were set with a resolution of 4 cm-1 and 32 scans were collected.  The sample spectra 
were collected in the range of 400-4000 cm-1 with the ATR attachment in contact with 
the sample.  The ATR pressure on the sample was approximately 5 on the sensor.  
Before the collection of the sample spectrum, the background spectrum was collected 
with the ATR attachment removed from the sample.  It was then subtracted by the 
software from the sample spectrum.   
 
Twelve spectra were collected per sample in consecutive order to be used for analysis 
by the nonparametric permutation hypothesis test.  Once collected the samples were 
grouped into two sets of six for analysis by in-house software.  The nonparametric 
permutation hypothesis test was performed on the data for both the original and log of 
the spectra.  Two wavelength ranges were tested also, 400 - 4000cm-1 and 650 - 





4.2.2 Organic Compounds and Polymer Mixtures 
 
The FTIR previously mentioned in the instrumental section was also used in the 
analysis of organic compounds.  Spectra of pure samples were collected to create a 
library.  Table 9 lists the compounds used to comprise the library, with four spectra of 
each compound collected.  Library samples were prepared by placing a small amount of 
the sample on to a glass microscope slide.  The FTIR used in the analysis was attached 
to a microscope, therefore the microscope was used to ensure crystals of the library 
samples were in the sampling field and spectra were collected.   
 
Table 9:  Organic compounds used to for FTIR spectral library.   
Library Compounds 
1,5-Dimethylnaphthalene (1,5-DMN) 2,3-Dinitrotoluene (2,3-DNT) 
2,4-Dinitroluene (2,4-DNT) 3,4-Dinitrotoulene (3,4-DNT) 
Benzophenone (BP) Caffeine (Caf) 




The FTIR analysis was performed using the ATR attachment which required contact 
between the instrument and the samples, with approximate pressure of 5 on the 
sample.   Spectra were collected using the OMNI software from the range of 650-2000 
cm-1.  The instrument resolution was set at 4cm-1 and 32 scans were collected.  The 
background spectrum was collected prior to each sample spectra by removing the ATR 
attachment from contact with the sample.  The background spectrum was subtracted 
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from the sample spectrum by the software.   Prior to any analysis the detector was 
cooled for 30 minutes.   
 
Mixture samples were prepared to test against the library and are shown in Table 10.  
The mixture samples were prepared by placing a small amount of the compound onto a 
glass slide.  A fingerprint was simulated for the mixture by a gloved finger being pressed 
to the researcher‟s forehead to acquire oils.  The finger was then touched into the 
compound on the glass slide to mix the oil and the organic compound.  The mixture was 
then touched to a glass slide or paint chip for transfer onto the substrate.  Once transfer 
was made to the substrate the mixtures were analyzed using the same FTIR procedure 
as described for the library.  Additional spectra were collected for the mixture samples 
to ensure all compounds were collected at varying amounts throughout the sample. 
 
Table 10:  FTIR organic mixture samples 
Organic Mixtures 
Benzophenone and paint Caffeine, fingerprint oil, and glass 










4.3  Raman Spectroscopy 
 
4.3.1 Organic Compounds and Polymer Mixtures 
 
Raman spectroscopy was the last method for analysis of the organic compounds. The 
Ocean Optics Raman instrumentation with the 532nm laser interfaced to a polarized 
light microscope was used to collect a library of compounds and mixture samples.  
 
Clear glass vials containing a small amount of the compounds listed in Table 11 were 
used to collect the library spectra.  For the collection of the library samples the Raman 
laser was not interfaced to the microscope; it was instead positioned in the separate 
sampling compartment.  The sampling compartment provided for the sample vial and 
the laser probe to be perpendicular to each other in an enclosed dark space.  The probe 
was in contact with the sample vial during the collection of the spectra.  For each library 
compound, four spectra were collected.  A background spectrum was collected prior to 
each sample spectrum; the background spectrum was collected with the laser off and 
was subtracted from the spectrum by the software.  An integration time of 10 seconds 






Table 11:  Raman organic compound library samples 
Raman Organic Compound Library 
1,5-Dimethylnapthalene 2,3-Dinitrotoluene 2,4-Dinitrotoluene 
3,4-Dinitrotoluene Ammonium perchlorate Benzophenone 
Caffeine Potassium chlorate Potassium nitrate 
Potassium perchlorate Sodium chlorate Sodium nitrate 
Sodium perchlorate TATP  Theobromine 
Ammonium nitrate   
 
 
Mixture samples were prepared in a similar way to the FTIR mixtures.  A small amount 
of the sample was placed on a glass slide and if necessary crushed to small particles 
using a metal spatula.  A gloved finger was touched to the forehead to ensure oil was 
present and then touched into the compound.  The mixture was then transferred to a 
clean glass microscope slide.  Five mixtures were prepared and are listed in Table 12.  
The Raman was interfaced to the microscope for the collection of spectra using 10x and 
40x objectives.  The integration time was increased to 30 seconds per instructions in the 
instrument manual.  Between five and seven spectra were collected per mixture to 
ensure combinations of the compounds present were collected.   
 
Table 12:  Raman mixture samples  
Raman Mixture Samples 
Ammonium nitrate and fingerprint  
(spectra 1-5 at x10, spectra 6-7 x40) 
TATP and fingerprint 
(spectra 1-3 x10, spectra 4-6 x40) 
TATP, ammonium nitrate and fingerprint 
(spectra 1-3 x10, spectra 4-6 x40) 
 
2,4-dnt and fingerprint 
(all 5 spectra x40) 
Theobromine and fingerprint 






4.4  Gas Chromatography Mass Spectrometry (GC-MS) 
 
4.4.1  Fire Debris 
 
The fire debris samples were analyzed on an Agilent GC-MS mentioned previously.  
The instrument used a split/splitless injector where 1 μL of sample was split 50:1 at a 
temperature of 250°C.  A HP-1 (methyl siloxane) chromatographic column with an 
internal diameter of 0.2 mm, length of 25 m, and film thickness of 0.5 μm was used 
[191, 205].  A helium carrier gas was kept at a constant flow rate of 34 cm/minute on the 
column.  The oven temperature began at 50°C for 3 minutes.  The temperature was 
ramped at a rate of 10°C/min until the final temperature reached 280°C, where it was 
held for 4 minutes.  The total run time of the analysis was 30 minutes.  A scan of 30-350 
m/z was performed by the mass analyzer at a scan rate of 2-3 scans/second; which is 
approximately 6-10 scans per peak.  The mass scanning began after a 2 minute solvent 
delay.  The source temperature was set at 230°C and the mass spectrometer line was 
held at 280°C [191, 205]. 
 
On completion of sample analysis, the total ion spectrum (TIS) was compiled.  Previous 
methods used the TIC or EIC to determine the presence and classification of ignitable 
liquid residues.  As illustrated in Figure 14  the TIC sums the ion intensities over all 
mass-to-charge ratios (m/z) at each mass scan, while the EIC sums the m/z ratios of 
specific ions at each mass scan.   The TIS is produced by summing the intensities for 
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each m/z value across the entire chromatographic range and normalizing the sum of the 
intensities to one, which is similar to an average mass spectrum across the 
chromatographic profile.  The TIS provides a 2-dimensional representation of the 3-
dimensional data set acquired by GC-MS analysis which is also illustrated in Figure 14.  
To allow for comparisons of multiple total ion spectra each were normalized to a total 
intensity of one.  The TIS is independent of time unlike the TIC, therefore the issue of 
retention time shifts from comparison of multiple labs instrumental data was removed.  
The independence of time and the significant chromatographic information provide 
enough for a library or database to be created from the TIS.  Care should be taken to 
collect the full chromatographic range as the TIS does require all components including 
the lightest and heaviest to be complete, otherwise the results are distorted causing  
issues in data analysis.   
 
 
Figure 14:  A 3-dimensional representation of GC-MS data. 
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 With a goal of determining a chemometric method of classifying ignitable liquids into 
their characteristic ASTM classes, a data set was compiled from the online ignitable 
liquid reference collection developed by the Ignitable Liquids Reference Collection 
(ILRC) Committee of the Technical Working Group for Fire and Explosions (TWGFEX).  
The data set consisted of 452 ignitable liquid samples from all ASTM classes, with 
petroleum distillates broken into heavy (HPD), medium (MPD) and light (LPD).  Each 
summed ion spectrum contained the m/z range of 30-200 and was normalized to sum to 
one.  Two classes, miscellaneous (MISC) and oxygenates (OXY), have caused the 
biggest problems in previous methods of analysis, therefore the 452 samples were 
broken into two data sets.  Data set one included the miscellaneous and oxygenate 
classes, therefore keeping all 452 samples; while data set two had the miscellaneous 
and oxygenate classes removed, therefore retaining 287 samples.  The models were 
composed of the samples listed in the table in APPENDIX C, with the MISC and OXY 
samples removed for the data set two models and substrates removed when not 
included in the model.  This table was included in the appendices due to the large 
amount of data included in it.    
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CHAPTER 5:  DATA ANALYSIS 
 
 
5.1  Fire Debris   
 
The analysis of the fire debris samples was performed by normalization and reduction of 
the data dimensionality prior to PCA, further reduction by PCA, and classification by 
discriminant analysis.  Initial methods looked at reducing the data prior to PCA analysis 
by selecting high F-values.  For each data set, F-values were calculated by an R code 
and then weighted by multiplying by the m/z average intensity from the data.  F-values 
represent the ratio of between group variance to within group variance, therefore 
allowing for the optimum separation between classes to be obtained.  To determine the 
appropriate number of F-values to retain, five sets were tested: 10, 20, 30, 40, and 50.   
The 50 F-values for each data set are shown in Figure 15.  After the initial f-value ions 
were identified and tested an additional 55 ions were found to be important in 
distinguishing between the classes, shown in Table 13.  These additional ions were 
identified as being abundant within the ASTM classes and were therefore included in 
the analysis.   
 
Some of the abundant ions were encompassed in the F-values, the remaining were 
added at this point.  Two ions were also specifically removed if found as one of the top 
F-values, 32 and 76, due to their presence in the baseline and their ability to dominate 
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pyrolysis products.  The removal of ions 32 and 76 prevented issues with trying to 




Figure 15:  Illustration of selected F-values for 1) data set 1 (all ASTM classes) and 2) data 2 (excluding 
MISC and OXY classes). 
 
 





























































Based on the tests, the optimum selection of ions to retain prior to PCA was determined 
to be the top 50 F-values plus the additional abundant ions for each data set (excluding 
ions 32 and 76), listed in Table 14.  The total number of ions was different for the two 
tests.  The m/z ratios identified for the ions corresponding to the 50 high F-values 
differed due to one of the data sets containing the MISC and OXY classes and the other 
data set not containing them.  When the abundant ions were added to the data sets 
some of the ions had already been included based on the high F-values.  The number 
of abundant ions and ions corresponding to the 50 high F-values differed between the 
two data sets, therefore resulting in a difference in the total number of ions for the two 
data sets.   
 
Once the optimum ion selection was determined, the second step of data selection 
focused on determining the correct normalization technique for the data.  The data was 
normalized by summing the intensities of the m/z to one prior to PCA.  Three additional 
methods of normalizing the data were tested which included:  normalizing the m/z ratio 
summed to one and the sample spectrum summed to one, mean centered, and 
autoscaled.  Mean centering the data involves calculating the average intensity of each 
m/z and subtracting it from each data point; autoscaling divides the mean centered data 
by the standard deviation of the intensity of each m/z.  Autoscaling is done to prevent 
domination by a single spectral data line, but results in the loss of the information 
contained in the relative peak intensity.  The normalization methods were used on the 
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data containing the ions in Table 14.  Each normalization method was performed prior 
to PCA analysis.   
 
Table 14:  Ions corresponding to the 50 highest F-values and abundant ions for the two ignitable liquid 
data sets. 
Model One Ions (with MISC and OXY) 
(50 F-values + abundant ions) 
Model Two Ions (without MISC and OXY) 
(50 F-values + abundant ions) 
31 87 31 87 
39 91 39 89 
40 92 40 91 
41 95 41 92 
42 96 42 95 
43 97 43 96 
44 98 44 97 
45 99 45 98 
51 103 50 99 
53 105 51 103 
54 106 53 105 
55 109 54 106 
56 110 55 110 
57 111 56 111 
58 112 57 112 
63 113 58 113 
65 115 63 115 
67 117 67 117 
68 119 68 119 
69 120 69 120 
70 123 70 123 
71 125 71 126 
77 127 77 127 
78 128 78 128 
79 134 79 134 
81 140 81 138 
82 141 82 140 
83 142 83 141 
84  84 142 
85  85  
 
 
Once the method of determining the retention of significant ions and the normalization 
method were optimized, substrates were added to the analysis.  Each data set was 
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broken into three models:  1) ignitable liquids and substrates, 2) ASTM classes and 
substrates, and 3) ASTM classes only.  Model 1, consisted of the classification of only 
ignitable liquid or substrate, while models 2 and 3 consisted of ignitable liquids broken 
into their ASTM classes.   
 
Once the data was normalized and reduced, classification was performed by LDA and 
QDA.  The LDA and QDA analysis was performed on the scores for the PCA data with 
the ions listed in Table 14 for each normalization method to create a model for each 
data set.  For each LDA and QDA analysis the number of scores retained corresponded 
to a specified amount of desired variance. 
 
Once optimal classification of each model was achieved, the models were applied to 
test samples.  The test data consisted of pure ignitable liquids and substrate samples as 
LDA is a hard classifier and showed poor performance in initial tests of mixtures 
(ignitable liquid and substrate, or multiple ignitable liquids) samples.  LDA and QDA 
models from both data sets were used in cross validation to classify test samples of 
pure ignitable liquids and substrates not included in the model.   
 
Model testing was done by steps outlined below and assessed by percentage of correct 
classifications.  Model data was obtained from the ILRC database, while the test data 
was obtained from large scale and laboratory burns.  Data for both the model and test 
were reduced to the ions defined by the top 50 F-values and abundant ions for the 
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model.  Both were then autoscaled using the averages and standard deviations for the 
model data.  PCA was performed on the model and the desired variance or number of 
principal components was retained for LDA and QDA analysis.  From the PCA data the 
eigenvectors were used to post-multiply the normalized test data.  This provided scores 
for the test data based on the model PCA.  The discriminant functions were evaluated at 
the projected scores and the sample was assigned to the class having the largest 
classification function.   
 
5.2  Bone 
 
The bone data was analyzed by data reduction using PCA, LDA and QDA, and 
nonparametric hypothesis testing.  Descriptions of the steps are given in the following 
sections. 
 
Prior to normalization and PCA data dimension reduction the data was baseline 
corrected using an in-house software [30, 68].  To perform the baseline correction the 
peaks and their base are first identified and removed.  The baseline is then taken as a 
local minimum for a defined width and is subtracted from the original spectrum.  The 
process is repeated to give the baseline corrected spectrum. The desired spectral range 
for analysis was then determined and the bone data was normalized.   
The full spectral range was analyzed initially, shown in Figure 16, but the large data sets 
were either too large for the software or had very long calculation times.  To reduce the 
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size of the data set two approaches were taken:  identification of ions corresponding to 
high F-values and reduction of the spectral ranges.  The wavelengths corresponding to 
high F-values were selected as described in the fire debris section and spectral ranges 
were tested:  300-500nm and 500-700nm.  Of these tested ranges, the results showed 
the 300-500nm spectral range performed best for the calculations; it was further 
expanded to 200-500nm which provided results equal to the full spectral range but in a 
more efficient time frame.  Therefore, the ideal spectral range for the analysis of bone 
sample was determined to be 200-500nm, shown in Figure 17, and was used for the 
remainder of the data analysis.   Two normalization methods were tested:  autoscaling 
the data and setting the maximum equal to one.  To set the maximum equal to one, the 
maximum spectral intensity was found for each sample spectrum and the full spectral 
data was divided by that value; the method for autoscaling was previously described in 




Figure 16:  Bone spectra covering the full spectral range (200-900nm) for a bird, human, and two pigs.  




Figure 17:  Bone spectra covering the spectral range of 200-500 nm for a bird, human, and two pigs.  






Once preprocessing was completed on the bone data, PCA was performed to 
determine the number of principal components to retain for further data analysis.  Initial 
analysis retained between 80-95% of the variance with the number of principal 
components retained varying depending on the data pretreatment method.  In looking at 
the variance retained in each principal component it was determined that the first 
principal component contained 95% of the variance.  This indicated that the bones were 
similar in composition for the major components; therefore separation of the bones 
would be difficult.  To provide for more separation between the classes, tests were 
performed with the removal of the first principal component.  The principal components 
two thru four were retained as they had variance attributed to contributions from the 
trace components of the bones.  
 
Both LDA and QDA were performed in an attempt to classify the bone spectra into 
classes by bone and by species.  LDA and QDA were performed on data processed by 
the multiple different processing methods to determine the appropriate combination for 
analysis.  Analysis included baseline corrected and uncorrected data, the two 
normalization techniques, the multiple spectral ranges, and the variance in number of 
principal components retained. 
 
In addition to discriminant analysis, the bone data was also analyzed by the 
nonparametric permutation test.  The data was not normalized prior to analysis, but the 
spectral range was analyzed from 200-900nm and 200-500nm.  The spectra were also 
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baseline corrected using the in-house software discussed previously [30, 68], therefore 
analysis was performed on the uncorrected and baseline corrected data.  For the 
nonparametric permutation test the original and log intensities were analyzed in addition 
to the two spectral ranges.   
 
For the nonparametric permutation test analysis software written in house was used to 
perform the calculations.  LIBS experiments were used which had twelve spectra 
collected per sample; this allowed for 6 spectra to be chosen per comparison out of 12.  
The significance level was set at α=0.05 for all calculations and the Type I and Type II 
errors were calculated based on the significance level.  The percent discrimination was 
determined based on species and individual bone.   
 
 
5.3  Organic Compounds and Polymer Mixtures 
 
 
Organic compounds and polymer mixtures were analyzed with multiple instrumental 
techniques as discussed previously.  This data was also analyzed by multiple 
multivariate techniques to determine the ideal method for analysis which will be 




Prior to the spectral collection and data analysis, a few organic compounds in fingerprint 
oil were examined using a polarized light microscope to ensure transfer of the 
compound and the oil would occur.  Figure 18 a and b show the caffeine, fingerprint, 
and glass mixture in bright field and crossed polars respectively, while Figure 19 shows 
the theobromine, fingerprint, and car paint mixture in bright field; all images were 
collected at 200x magnification.   In each of the images the oil from the finger and the 
organic compound were seen which indicate the method of transfer was successful.  
Based on these results, spectral data was collected and statistical analysis was 
performed for the organic compounds in fingerprint oil for the FTIR and Raman 
experiments.    
 
 
     
Figure 18:   Caffeine, fingerprint, and glass mixture in A) bright field at 200 times magnification and B) 





Figure 19:  Theobromine, fingerprint, and car paint mixture in bright field at 200 times magnification. 
 
 
5.3.1  LIBS 
 
The PCA/TFA analysis was performed on specific peaks which were selected for the six 
major emissions for the organic compounds tested:  C (247 nm), CN (388 nm), C2 (516 
nm), H (656 nm), N (746 nm) and O (777 nm).  The spectra were normalized to one by 
dividing the intensity of the wavelengths by the sum of the intensity of the spectra.  The 
normalization was performed to offset large variations in spectral intensity which could 
be caused by variations in laser intensity.  The data was again normalized from 0-1 for 
each emission by finding the minimum and maximum intensity of each emission.  Then 
the intensity minus the minimum value was divided by the maximum minus the 
minimum.   In the spectra collected in argon and air the hydrogen emission line was 
large and had the potential to dominate the spectra.  The CN (388), N (746), and O 
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(777) became significant contributors in the air data and the C2 (516 nm) line was a 
small contributor, which was expected of LIBS in air as the nitrogen in the air could 
react with the C2 to from CN emissions.  For analysis, data within two standard 
deviations of the average in the normalized data set was selected.   
 
Three principal components were retained from the PCA of the library for the TFA on 
the mixture samples.  This retained 93% of the variance for the air data set and 95% of 
the variance for the data set collected under an argon atmosphere.   The scores from 
the first three principal components of the library data sets collected in the argon and 
the air atmospheres were used in LDA.  The LDA was performed on the library samples 
to determine if separation of library compounds occurred.   
 
DRMAD was used to determine the number of principal components to retain for the 
PCA\TFA and Bayesian decision theory.   The two criteria for calculation of the posterior 
probabilities were set; with the significance level set at 0.05 and lower correlation cutoffs 





The FTIR library and mixture spectra for the organic compounds were compiled and the 
spectral range of 650-2000 cm-1 was set equal to zero intensity at the minimum 
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absorbance value.  Once the spectra were zeroed, the spectra were normalized by 
dividing by the sum of the spectra, which gave spectra summed to one.   
Library spectra for the 650-2000 cm-1 spectral region are shown in Figure 20.  The 1,5-
dimethylnaphthalene (1,5-DMN) and benzophenone (BP) compounds both showed 
characteristics peaks for C-H aromatic ring bends around 800 cm-1.  Benzphenone also 
showed peaks at 1500 cm-1 and 1700 cm-1 for C=C aromatic stretches and C=O ketone 
stretches respectively.  The dinitrotoluene compounds all had peaks around 800 cm-1 
for the C-H aromatic ring bends and peaks around 1300 cm-1 and 1500 cm-1 for the nitro 
group stretches.  The final group of compounds, the fused ring compounds, caffeine 
(Caf), theobromine (TB) and theophylline (TP) all contained peaks around 1200 cm-1 for 
the C-N amide stretches, 1400 cm-1 for the C-H alkane bends, and 1700 cm-1 for the 
C=O stretches.  The final two spectra shown are for the backgrounds of glass and paint, 
which differ significantly from the organic compound spectra.  While the major peaks for 
each of the groups of the library compounds are similar, there are differences between 








Figure 20:  FTIR library spectra. 
 
 
Examples of the mixture spectra collected are shown in Figure 21.  In each spectrum 
there is varying amounts of spectral contribution from the components within the 






Figure 21:  Spectra of FTIR mixture samples. 
 
 
PCA was used to reduce the data dimensionality to the principal components which 
contained 95% of the variance.  The scores corresponding to the principal components 
retained were used to perform LDA.   
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The Bayesian decision theory was performed on the normalized data from 650-2000 
cm-1.  The significance level was set at 0.05 and the lower correlation cutoff was set at 
0.8.     
 
 
5.3.3  Raman 
 
The spectra for the library and the mixtures were baseline corrected after collection 
using the software written in-house discussed in section 5.2 [30, 68].  The baseline 
correction was done to subtract fluorescence out of the spectra, which was seen in a 
few of the compound spectra.  Prior to normalization the spectral lines before 200 cm-1 
were removed because they contained only the laser line.   The data was normalized by 
summing to 1, where the individual data points were divided by the sum of the spectra, 
for the spectral region 200-4500 cm-1.  The baseline corrected library spectra are shown 
in Figure 22.  Fluorescence was prevalent in the three dinitrotoluene compounds, 
caffeine, β-hydroxyethyl theophylline, theobromine, 1,5-dimethylnaphthalene and 1,7-
dimethylxanthine spectra prior to the baseline correction.  Ammonium nitrate and 
ammonium perchlorate also showed a small contribution from fluorescence.   
 
For each of the chlorate and perchlorate samples (sodium chlorate, potassium 
perchlorate, potassium chlorate, sodium perchlorate, ammonium perchlorate) the 
spectra were simple with all the compounds having a peak present around 990 cm-1 for 
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the Cl-O stretch [244].  Ammonium perchlorate shows an additional peak for the amine 
group around 3300 cm-1 [111].   The nitrate compounds (sodium nitrate, potassium 
nitrate, and ammonium nitrate) also had simple spectra with a single peak between 
1000 and 1300 for the N-O stretch [245]. 
 
Two of the dinitrotoluene compounds, 2,4-dinitrotoluene  (2,4-DNT)and 2,3-
dinitrotoluene (2,3-DNT), had very similar spectra while the third, 3,4-dinitrotoluene (3,4-
DNT), had no apparent peaks.   The two compounds with characteristics peaks had 
weak spectra due to the strong fluorescence contributions, but showed peaks for the 
nitro groups around 1300 cm-1 and 1500 cm-1.  In addition they had very weak peaks for 
the aromatic C-H stretches at 3010 cm-1.  The 3,4-DNT spectra was dominated with 
fluorescence prior to baseline correction and resulted in a very weak peak in the 1300 
cm-1 region which could be associated with the nitro group.  TATP had a spectrum with 
a low intensity peak around 2970 cm-1, the C-H stretch for the methyl groups.   
 
The 1,5-DMN and benzophenone spectra both contained aromatic peaks for: aromatic 
C-H out-of-plane bends between 600-900 cm-1, aromatic C-H  stretches around 3010 
cm-1, and alkene C=C stretches between 1500-1600 cm-1.  The 1,5-DMN had an 
additional peak near 1350 cm-1 for the C-H alkane stretch for the methyl groups, while 




The most complex spectra seen were for the fused ring compounds (theobromine, 
caffeine, 1,7-dimethylxanthine, and β-hydroxyethyl theophylline).  These four 
compounds all had peaks in the 1300 cm-1 region for the C-N amide stretches and 3300 
cm-1 region for the N-H amide stretches.  Peaks for the C-H alkane stretches  were also 
seen around 2970 cm-1 and 1700 cm-1 for the C=O stretches.  Β-hydroxyethyl 




















The mixture spectra were also baseline corrected for the 200-4500 cm-1 spectral region.  
The spectra are shown in Figure 23.  As can be seen, the spectra are of much lower 
intensity but still contain spectral characteristics of the compounds present in the 














PCA\TFA, LDA, and Bayesian decision theory were performed with retention of principal 
components required for 95% of the variance to be retained.  The Bayesian decision 
theory was performed with a lower correlation cutoff of no less than 0.8 and a 
significance level of 0.05.   
 
 
5.4  Metal Transfers 
 
The LIBS spectra of the metal transfer data was condensed to a spectral range of 200 
to 500 nm for PCA/TFA.  This reduction still maintained characteristic spectral 
information but reduced the number of points from 13696 to 5626, therefore reducing 
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the data analysis time. Each transfer experiment (library, bullet holes, individual and 
mixture transfer on steel plate, and individual and mixture transfer on porcelain tile) data 
was normalized by summing the intensity of the emissions of each spectrum to one.  
Figure 24 illustrate examples of each spectra contained in the library for each bullet.   
 
PCA/TFA and Bayesian decision theory analysis were performed by retaining the 
number of principal components defined by the DRMAD.  The data was analyzed with a 
lower correlation cutoff of 0.8 and 0.9.  The significance level was set at 0 and 0.05, with 













5.5  Automobile Paint 
 
Based on the parameters described in the experimental chapter, LIBS spectra of paint 
samples were collected.  Spectrum from each dataset illustrated noticeable differences 
in spectral patterns observed for the different colors, effect pigments, and layers.  
Examples of spectra collected for each class can be seen in Figure 25.  The white paint 
spectrum contained a significant underlying broad emission.  These emissions were 
present in each white paint spectrum and were present even after the sharp atomic and 
molecular emissions disappeared.  The underlying emissions are attributed to metal 




Figure 25:  Spectra for datasets of each color containing three layers and effect pigments (except for 
black and white paint spectra which do not contain effect pigments).  Spectra correspond to the following 
make, model and year:  blue- 2002 Honda Accord, black – 1998 Nissan Altima, red- 1995 Chevrolet S-10, 








The LIBS spectra of the paint samples were collected for the full spectral range, with no 
preprocessing of the data.  Data files were compiled with odd numbered spectra 
grouped into one file and even numbered spectra grouped into the second file for each 
sample. This grouping was performed to prevent results from being effected by potential 
spectrometer drift by spacing the comparisons over the full collection period.  Each 
group contained six spectra.   
 
The nonparametric permutation hypothesis test was performed using software written 
in-house [16, 18, 30, 227] with a significance level of α=0.05.   A single comparison was 
made between each set of spectra, producing one p-value per spectral comparison.  A 
summary of discriminations, non-discriminations, Type I errors, and Type II errors from 
comparisons of same samples and different samples was compiled.    
 
 
5.6  Automobile Float Glass 
 
LIBS float glass samples had spectra that were similar between windows and within 
windows as seen in Figure 26 and Figure 27 respectively.  This similarity makes the 
ability to discriminate between the samples visually difficult; therefore, the 
nonparametric permutation hypothesis test was used for the analysis of the spectral 















Figure 27:  Spectra of window A from areas 1-5.  These spectra demonstrate the similarities with slight 
differences in the spectra. 
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Based on the parameters described in the experimental chapter, LIBS spectra of 
automobile float glass samples were collected.  LIBS spectral data in the range of 200-
500 nm was used for the nonparametric analysis.  This spectral range was selected 
because it incorporated characteristic spectral lines for the glass samples without 
eliminating important lines.  In addition, the reduction of spectral range decreased the 
analysis time.  Besides the reduction of the spectral range, no preprocessing of the data 
was performed.   
 
Nonparametric permutation test was performed using two in-house software programs.  
The nonparametric permutation test was performed with a significance level of α=0.05.  
Each method performed the nonparametric permutation test using the 12 choose 6 
method, selection of six spectra for each sample for a total of twelve spectra per 
comparison.  The original software provided one unique pairwise comparison per each 
set of data spectra; therefore one p-value was obtained per each spectral comparison.  
The second software program provided the option to input the number of unique 
pairwise comparisons desired for each set of data spectra.  For each data set 
comparison, 100 unique pairwise comparisons were calculated which provided 100 p-
values for each data set comparison.  A summary of discriminations and non-
discriminations from comparisons of same samples and different samples were 




The Wilcoxon Rank Sum test was applied to the automobile float glass samples to 
determine whether samples from the same window-different areas and different 
windows were statistically different.  The nonparametric p-values were used for the 
calculation.  The data was set up with three groups: known versus known, known 
versus questioned one and known versus questioned two.  The known group contained 
the p-values for the comparisons of four areas from a single window pane; known 
versus questioned one contained the p-values for the comparisons of the known to a 
fifth area of the same window pane; and known versus questioned two contained the p-
values for the comparisons of the known to a different window.  
 
The Wilcoxon Rank Sum test was then compared to the Hoteling‟s t-test to determine 
whether the nonparametric methods applied in the current research performed similarly 
to a more common parametric method.  
 
The Wilcoxon Rank Sum test was performed using the p-values obtained for the 
comparisons of the different areas of window A by the nonparametric permutation test 
with a significance level of 0.05.  The Hoteling‟s t-test was applied to scores obtained 
from PCA of the spectral data for the five areas of window A which had been normalized 
to sum to one.  The scores corresponding to the first three principal components were 




The final step in the data analysis of automobile float glass was the imaging of the LIBS 
spectral data.  The data was normalized to sum to one and PCA was performed on 
each layer of the glass for the two data sets.  The scores for the first three principal 
components were found for each layer and normalized from 0-1.  The normalized 
scores were then plotted on an RGB color scale where the red component 
corresponded to the scores for the first principal component, the green component 
corresponded to the scores for the second principal component and the blue component 
corresponded to the scores for the third principal component.  The scores were plotted 
to illustrate based on color the contributions from each principal component at each spot 
and layer within the glass.  From the colors demonstrated it was possible to determine 
whether spatial variation was being observed within the window panes and if domains 






CHAPTER 6:  RESULTS AND DISCUSSIONS 
   
6.1  Fire Debris 
 
As discussed previously, the fire data was viewed multiple ways to determine the ideal 
parameters to produce the best classification of the fire debris model and test data.  
With tests for multiple data normalization methods for both data sets, it was determined 
LDA and QDA classification performed best when the number of ions retained 
corresponded to the top 50 F-values and the additional abundant ions with the data 
normalized by autoscaling.  For each model the optimal method for classifying the data 
was determined based on the number of ions, principal components, and variance 
retained, and correct classification percentages for the total and individual classes.   
 
In addition to the two data sets (data set 1 – all ASTM classes and data set 2- ASTM 
classes excluding MISC and OXY), subsets were investigated.  For each data set two 
subsets were created with the addition of substrate data.  One subset consisted of 
classifying the data only as ignitable liquid (IL) or substrate (SUB), while the other 
subset consisted of classify the data as one of the ASTM classes or substrate.  The 
addition of these subsets allowed for further investigation of the classification ability of 
the LDA and QDA models.  The data, when grouped as IL versus SUB, was 
successfully distinguished into the two major types of fire debris samples; while the
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ASTM classes versus SUB subsets investigated the more difficult issue of 
discriminating between IL and SUB in addition to correctly classifying IL into their ASTM 
classes, shown in Table 15.  Results from the data sets containing only IL and the 
subsets for each of the three tested normalization methods are shown in Table 16.  As 
can be seen, the autoscaled LDA and QDA data without ions 32 and 76 gave the best 
results when comparing number of principal components/variance and classification 
percentages.   
 
The LDA results for data set two when retaining 95% of the variance with and without 
substrates had an overall correct classification rate of 90%; while data set one with and 
without substrates, had an overall correct classification rate of approximately 72%.  The 
data performed very well for the IL versus SUB subsets with LDA results at 98% for 
both data sets with the retention of 95% of the variance.  These results indicate that the 
optimal parameters were achieved with the retention of the top 50 F-values and 
additional abundant ions and the normalization method of autoscaling the data.  Further, 
these results show that ignitable liquids and substrates can be identified correctly with 
this method.  ASTM classes were more difficult to correctly classify, but correct 
classifications were achieved with LDA over 70% of the time for the autoscaled data. 
 
 In comparison, QDA performed better than LDA when the data set fit the criteria for its 
use.  In IL versus SUB, QDA had high correct classification percentages into the two 
groups, while it performed at least 10% better than LDA for ASTM classifications.  
145 
 
Unfortunately, the large number of parameters required for QDA prevented its use with 
the retention of larger numbers of principal components, therefore limiting the extent of 
improvement possible with this method.   
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Table 15:  Summary of fire debris tests to determine ideal ion retention and normalization technique.  Each test has listed the  
number of ions and principal components along with individual and total class correct classification percentages.
Columns not normalized with 32 76 Ions PC Ar Gas HPD ISO LPD MISC MPD NP NormA Oxy Sub Total
ASTM (-MISC and OXY) 64 6 93 73 88 69 96 84 94 94 85
ASTM + SUB (-MISC and OXY) 69 8 89 85 96 86 92 77 94 94 80 85
ASTM 60 10 78 81 92 89 83 22 86 94 100 54 69
ASTM + SUB 67 12 78 81 88 80 83 15 85 94 100 53 80 67
Columns not normalized wo 32 76
ASTM (-MISC and OXY) 62 6 93 73 88 71 96 84 94 88 85
ASTM + SUB (-MISC and OXY) 67 8 85 85 94 86 96 78 94 100 87 86
ASTM 58 9 81 73 92 86 83 16 84 94 100 57 67
ASTM + SUB 65 11 59 77 88 86 88 12 85 94 100 43 85 65
Columns normalized with 32 76
ASTM (-MISC and OXY) 64 10 85 85 85 83 92 88 94 94 88
ASTM + SUB (-MISC and OXY) 69 18 89 85 96 86 92 77 94 94 80 85
ASTM 60 15 81 77 85 54 96 30 83 94 82 59 67
ASTM + SUB 67 14 63 81 88 77 58 24 81 94 76 57 83 66
Columns normalized wo 32 76
ASTM (-MISC and OXY) 62 10 89 88 85 89 92 84 94 94 88
ASTM + SUB (-MISC and OXY) 67 17 63 81 77 86 88 89 94 100 80 84
ASTM 58 14 70 85 88 51 96 28 82 94 82 60 66
ASTM + SUB 65 18 78 81 90 54 96 30 81 94 76 61 80 69
Mean centered wo 32 76
ASTM (-MISC and OXY) 62 8 93 77 90 86 96 78 94 100 86
ASTM + SUB (-MISC and OXY) 67 10 78 81 94 86 96 82 94 94 85 86
ASTM 58 12 81 73 92 89 96 23 80 94 100 53 68
ASTM + SUB 65 14 81 81 92 89 92 20 80 94 100 51 83 69
Standardized wo 32 76
ASTM (-MISC and OXY) 62 14 93 88 94 91 96 83 94 100 90
ASTM + SUB (-MISC and OXY) 67 24 81 92 81 94 96 91 94 100 92 90
ASTM 58 20 81 81 96 94 96 30 80 94 100 66 72
ASTM + SUB 65 27 81 88 96 94 92 26 89 94 100 66 83 73
ASTM 3 PC LDA 58 3 78 69 89 37 92 13 65 88 76 46 55
ASTM 3 PC QDA 58 3 85 85 92 83 96 31 88 94 94 59 72
ASTM 3 PC LDA (-MISC and OXY) 62 3 89 73 90 40 96 67 88 88 75
ASTM 3 PC QDA (-MISC and OXY) 62 3 85 88 92 94 96 91 94 100 92
ASTM + SUB 3 PC LDA (-MISC and OXY) 49.7% 67 3 74 81 85 89 96 73 94 100 52 77
ASTM + SUB 3 PC QDA (-MISC and OXY) 49.7% 67 3 85 88 85 97 96 87 94 100 70 86
ASTM + SUB 3 PC LDA 65 3 78 69 85 54 83 16 68 94 76 59 50 58
ASTM + SUB 3 PC QDA 65 3 70 73 92 86 83 17 77 94 94 56 55 63
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Table 16:  Summary of fire debris tests to determine ideal ion retention and normalization technique for 




Once optimization of the data processing and data analysis parameters was achieved 
the next step was to apply the model to test data to determine the classification of 
samples not included in the model.  As described in the experimental method, the 
PCA/LDA and PCA/QDA models were applied to test fire debris data, shown in Table 
17, to obtain new scores and classify the test data. 
LDA Ions PC IRLC SUB Total
(-)MISC + OXY samples 67 8 98 87 96
Including MISC + OXY samples 65 11 90 87 90
QDA 
(-) MISC + OXY samples 67 8 99 93 98
Including MISC + OXY samples 65 11 96 98 97
LDA - Mean centered data
(-) MISC + OXY samples 67 10 95 82 93
Including MISC + OXY samples 65 14 94 82 93
(-) MISC + OXY samples 80% variance 67 5 95 83 93
Including MISC + OXY samples 80% variance 65 6 88 78 87
(-) MISC + OXY samples 3 PCs (73%) 67 3 86 87 86
Including MISC + OXY samples 3 PCs (64%) 65 3 81 95 83
QDA - Mean centered data
(-) MISC + OXY samples 67 10 99 92 98
Including MISC + OXY samples 65 14 97 98 97
(-) MISC + OXY samples 80% variance 67 5 97 93 96
Including MISC + OXY samples 80% variance 65 6 90 92 91
(-) MISC + OXY samples 3 PCs (73%) 67 3 90 90 90
Including MISC + OXY samples 3 PCs (64%) 65 3 87 90 88
LDA - Standardized data
(-) MISC + OXY samples 67 24 99 90 98
Including MISC + OXY samples 65 27 100 85 98
(-)  MISC + OXY samples 80% variance 67 11 100 82 97
Including MISC + OXY samples 80% variance 65 13 99 87 98
(-) MISC + OXY samples 3 PCs (49.7%) 67 3 96 70 91
Including MISC + OXY samples 3 PCs (47%) 65 3 92 63 88
QDA - Standardized data
(-) MISC + OXY samples 67 24 100 98 99
Including MISC + OXY samples 65 27 100 100 100
(-) MISC + OXY samples 80% variance 67 11 98 93 97
Including MISC + OXY samples 80% variance 65 13 99 98 99
(-) MISC + OXY samples 3 PCs (49.7%) 67 3 92 72 89
Including MISC + OXY samples 3 PCs (47%) 65 3 86 70 84
Using ILRC & SUB (ILRC NOT divided into classes, columns not 
normalized, wo 32 76)
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Table 17:  Sample, identification number, and classification for test fire debris data.   
Sample ID 
Number 
Class Sample ID 
Number 
Class Sample ID 
Number 
Class 
IKEA Pillow B2sub1 SUB Aroma Glow-Mixed Berries 455 NormA Mastercraft Odorless 
Paint Thinner & All 
Purpose Cleaner 
495 MPD 
Curtains B2sub2 SUB Interlux 2333N Reducing 
Solvent 
456 OXY Mastercraft Low 
Odour Varsol 
496 MPD 
IKEA Coffee Table B2sub3 SUB Interlux 355 Vinyl-Lux Solvent 457 OXY Mastercraft Liquid 
Sander 
497 AR 
IKEA Bedsheet B2sub4 SUB Interlux 2316N Reducing 
Solvent 
458 OXY Recochem Methylene 
Chloride Free Paint 
Remover 
498 AR 
IKEA Comforter B2sub5 SUB Interlux Solvent 202 Fiberglass 
Wash 
459 OXY Home Paint Thinner 499 MPD 
IKEA Duvet Cover B2sub6 SUB Interlux Interstrip 299E Paint 
Remover 
460 OXY Recochem Clear 
Kerosene 
500 MPD 
IKEA Chair Frame B2sub7 SUB Interlux Solvent 333 Brushing 
Liquid 
461 HPD Mastercraft Brush & 
Roller Cleaner 
501 AR 
IKEA Bed Headboard B2sub8 SUB Pettit Ablative Thinner 185 462 OXY Recochem Lacquer 
Thinner 
502 OXY 
IKEA Paper Lamp 
Shade 
B2sub9 SUB Interlux Solvent 216 Special 
Thinner 
461 HPD Mastercraft Lacquer 
Thinner 
503 OXY 
IKEA Couch B2sub10 SUB Ace Lacquer Thinner High 
Strength 
464 OXY Mastercraft Portable 
Burner Fuel 
504 OXY 
IKEA Chair Padding B2sub11 SUB Ace Paint Thinner, 100% 
Mineral Spirits 
465 MPD STP Fuel Injector & 
Carb Cleaner 
505 HPD 
IKEA Slated Bed Base B2sub12 SUB Pettit Brushing Thinner 120/T-
10 
466 MISC Kama Sutra Lamp Oil 506 ISO 
IKEA Mattress B2sub13 SUB E85 467 OXY Goo Gone Cleaner 507 ISO 
IKEA Dresser B2sub14 SUB Bio-Diesel 468 OXY Orange Glo Wood 
Polish & Conidtioner 
508 ISO 
Women‟s fashion shirt B2sub15 SUB B99 Biodiesel Fuel 469 OXY Prestone Cold Start 509 MPD 
Children‟s Embroidered 
Jeans 








Class Sample ID 
Number 
Class Sample ID 
Number 
Class 
Women‟s Swim Suit B2sub17 SUB Kero-Klean Kerosene Fuel 
Treatment 
471 OXY Ecoflame Lighting Gel 511 OXY 
Women‟s Tank Top B2sub18 SUB Pro-Mix 2-cycle Engine Oil 472 MPD Watco Satin Wax 512 MPD 








Women‟s Silk Skirt B2sub21 SUB Summer Comfort Citronella  NP Jet Pep E85, 
unweathered 
525 OXY 










B2sub24 SUB Speedy Spar Varnish 478 MPD Jet Pep E85, 75% 
weathered 
528 OXY 
Women‟s Dress Pants B2sub25 SUB Majic Polyurethane Enamel 479 MPD Howard Restor-A-
Finish 
529 OXY 




Children‟s L/S Shirt B2sub27 SUB Homestar Citronella Torch 
Fuel 
481 MPD Savogran Dirtex Liquid 
Cleaner 
531 OXY 
T-shirt B2sub28 SUB Fred‟s Fuel Injector Cleaner 481 MPD Carr‟s Diesel 
 
532 HPD 
T-shirt B2sub29 SUB Big Lots Odorless Charcoal 
Lighter Fluid 
483 ISO Ace Flight Service Jet 
A 
533 MISC 
Women‟s Pajama Pants B2sub30 SUB Crown Low Odor Mineral 
Spirits 
484 NP Ace Flight Service LL 
100 
534 MISC 
Carpet used in Burn 2 
(5/10) 
B2sub31 SUB Citgo Off Road Diesel 485 HPD Holiday Gasoline 88.5 
Octane 
535 Gas 







Class Sample ID 
Number 
Class Sample ID 
Number 
Class 
Paraffin Oil 447 MISC Kwal Howells Lacquer Thinner 487 OXY Aero Tech LL 100 537 MISC 
3 in One Professional 
High Performance 
penetrant Spray 




Synthetic Engine Fuel 




TRX 2.5 Racing Engine 
Top Fuel 
450 OXY Startex VMP&P Naphtha 490 LPD Flood Penetrol 540 MISC 





452 MPD Loew Cornell Odorless Brush 
Cleaner & Thinner 
492 ISO Biodiesel 100% 542 OXY 
Startex MEK 453 OXY Loew Cornell One-Step Oil 
Brush Cleaner & Conditioner 
493 ISO E85 gasoline 543 Gas 
Klean Strip Acetone 454 OXY Better Way Brush Cleaning 
Fluid and Oil Paint Solvent 
494 ISO Biodiesel 100% 544 OXY 
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Models based on data set one and two were applied to the test data.  A total of 89 
ignitable liquids and 31 substrates were included in the test data; except when data set 
two was applied to the test, for this test the MISC and OXY samples were removed 
leaving 47 ignitable liquids and 31 substrates.  The models were applied to the data 
sets classified as ASTM classes with the inclusion and exclusion of substrates and for 
data sets classified as IL and SUB.  For data set one there were three models tested:  
Model 1 included only the pure ignitable liquids for classification into the ASTM classes; 
Model 2 included the ignitable liquids and substrates for classification into IL or SUB; 
and Model 3 included the pure ignitable liquids and substrates for classification into the 
ASTM classes or SUB.  For data set two there were also three models: Model 4 
included only the pure ignitable liquids for classification into the ASTM classes; Model 5 
included the ignitable liquids and substrates for classification into IL or SUB; and model 
6 included the pure ignitable liquids for classification into the ASTM classes and SUB.    
For each model, PCA and LDA were performed on the model data to give test data 
corresponding to both methods.   The number of principal components retained for the 
LDA analysis corresponded to 80% of the variance, which provided good results without 
the retention of an excess number of principal components.  QDA was not used for the 
model application because the number of parameters needed to perform the analysis 
exceeded the number of samples in some of the classes.   
 
Prior to the application of the model to the test data, plots were created to demonstrate 
the distribution of the classes within the model.  The plots were created using the 
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canonical scores which were acquired by multiplying the PCA scores by the canonical 
functions obtained from LDA.  The number of canonical scores is equal to the number of 
classes in the model minus one [232, 246].  The canonical scores were plotted for 
models 2, 3, 5 and 6.  
 
Models 2 and 5 each had one canonical variate due to the models only containing two 
groups; therefore the Gaussian distributions of these two models were plotted as shown 
in Figure 28 and Figure 29 respectively.  As can be seen in both plots the ignitable 
liquids and substrates distributions overlap slightly but the majority of the two groups 
were separated.  More separation was observed in model 5, which is likely due to the 




Figure 28:  Canonical variate plot for model 2  
 
 
Figure 29:  Canonical variate plot for model 5   
 
 
 Models 3 and 6 had the potential to have 10 and 8 canonical variates respectively, but 
only the first three were plotted due to the inability to visualize the higher dimensions.  
Figure 30 and Figure 31 illustrate the distributions of the ASTM classes.  For model 3 
there is a great deal of overlap of the MISC and OXY classes with the other nine 
classes, which results from the broad criteria for classification of the MISC and OXY.   
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Model 6 classes were more separated with only slight overlap between the ASTM 
classes and substrates being mostly separated from the ignitable liquid classes.  Only 
two classes were not separated at all; these two classes were the isoparaffins (ISO) and 
the normal alkanes (NA).  This lack of separation can be explained by the similarity of 










Figure 31: Canonical variate plot for model 6. 
 
 
The first model, ignitable liquids only classified by ASTM classes, required the retention 
of 10 principal components to reach 80% of the variance.  Shown in Table 18 are the 
correct classification percentages for the model, with the majority of the ASTM classes 
correctly classifying at 70% or above.  The overall correct classification percentage was 
66% with the MISC and OXY classes having the lowest classification rates as expected.  
When this model was applied to the test data, the overall correct classification rate was 
60% with individual classifications shown in Table 19.  The majority of misclassifications 
resulted from samples going to groups that were similar in spectral pattern for both the 






Table 18:  Model 1 – Classification percentages from LDA analysis of model.   
 AR Gas HPD ISO LPD MISC MPD NP NormA OXY %correct 
AR 20 4 0 0 0 1 0 0 0 2 74 
Gas 3 20 1 0 0 0 0 0 0 1 80 
HPD 0 0 44 0 0 0 1 3 0 0 92 
ISO 0 0 1 28 2 0 0 0 4 0 80 
LPD 0 0 0 0 23 0 0 1 0 0 96 
MISC 3 13 16 9 8 23 10 9 0 3 24 
MPD 0 0 4 0 0 10 72 9 0 0 76 
NP 0 0 1 0 0 0 0 15 0 0 94 
NormA 0 0 0 1 0 0 0 0 16 0 94 
OXY 1 4 1 0 10 10 3 3 1 38 54 
Total 27 41 68 38 43 44 86 40 21 44 66 
 
 
Table 19:  Model1 – Classification percentages of test data based on model LDA.   
 AR Gas HPD ISO LPD MISC MPD NP NormA OXY %correct 
AR 0 0 0 0 0 0 0 0 0 0 N/A 
Gas 3 6 0 0 1 1 0 0 0 0 55 
HPD 0 0 1 0 0 0 0 0 0 0 100 
ISO 0 0 0 1 0 0 0 0 0 0 100 
LPD 0 0 0 0 1 0 0 0 0 0 100 
MISC 0 0 0 0 1 2 0 1 0 0 50 
MPD 0 0 1 0 0 1 4 1 0 0 57 
NP 0 0 0 0 0 0 0 0 0 0 N/A 
NormA 0 0 0 0 0 0 0 0 1 1 50 
OXY 0 1 0 0 0 1 0 1 0 5 62 
Total 3 7 2 1 3 5 4 3 1 6 60 
 
 
Model 2, ignitable liquid and substrates classified as IL and SUB, required the retention 
of 13 principal components to reach 80% of the variance.  Table 20 shows LDA 
correctly classified the model into IL or SUB with an overall classification rate of 98%.  
The application of the model to the test data resulted in the overall classification rate 
dropping to 61%.  As seen in Table 21, IL had a 94% correct classification rate while 
substrates had a low correct classification rate of 32%.  The low substrate classification 
157 
 
was attributed to the substrates incorrectly classifying into the IL class due to the 
inclusion of the MISC and OXY classes.   
 
Table 20:  Model 2 - Classification percentages from LDA analysis of model.   
 IL SUB %correct 
IL 448 4 99 
SUB 8 52 87 
Total 456 56 98 
 
 
Table 21:  Model 2 – Classification percentages of test data based on model LDA.   
 IL SUB %correct 
IL 33 2 94 
SUB 28 13 32 
Total 61 15 61 
 
 
Model 3, ignitable liquid and substrate classified as ASTM classes and SUB, was the 
final model including the MISC and OXY classes and the most difficult for classification.  
To obtain 80% of the variance 13 principal components were retained.  The model 
performed well for the majority of the classes, with correct classification rates of about 
70% for all but the MISC and OXY classes.  The overall correct classification rate for 
this model was 70%, the highest for the models so far.  When applied to the test data, 
the overall correct classification rate was slightly less than half at 45%.  Correct 
classification rates of about 60% were seen for the majority of the classes except MISC, 
OXY and SUB.  The majority of misclassifications were observed for the substrate 
class, with the ASTM classes having minimal misclassifications.   Many of the 
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misclassifications of the substrates were attributed to the inclusion of the broad groups 
of MISC and OXY.  Table 22 shows the individual classifications for the LDA of the 
model, while Table 23 shows them for the test data.   
 
Table 22:  Model 3 - Classification percentages from LDA analysis of model.   
 AR Gas HPD ISO LPD MISC MPD NP NormA OXY SUB %correct 
AR 19 5 0 0 0 0 0 0 0 2 1 70 
Gas 2 22 1 0 0 0 0 0 0 0 0 88 
HPD 0 0 45 0 0 0 1 2 0 0 0 94 
ISO 0 0 1 26 2 0 0 0 6 0 0 74 
LPD 0 0 0 0 23 0 0 1 0 0 0 96 
MISC 3 10 15 7 7 27 11 9 1 4 0 29 
MPD 0 0 4 0 0 9 73 9 0 0 0 77 
NP 0 0 1 0 0 0 0 15 0 0 0 94 
NormA 0 0 0 2 0 0 0 0 15 0 0 88 
OXY 1 4 1 0 9 7 4 3 1 41 0 58 
SUB 0 0 1 1 1 2 0 4 0 1 50 83 
Total 25 41 69 36 42 45 89 43 23 48 51 70 
 
 
Table 23:  Model 3 – Classification percentages of test data based on model LDA.   
 AR Gas HPD ISO LPD MISC MPD NP NormA OXY SUB %correct 
AR 0 0 0 0 0 0 0 0 0 0 0 N/A 
Gas 2 7 0 0 1 1 0 0 0 0 0 64 
HPD 0 0 2 0 0 0 0 0 0 0 0 100 
ISO 0 0 0 1 0 0 0 0 0 0 0 100 
LPD 0 0 0 0 1 0 0 0 0 0 0 100 
MISC 0 0 0 1 1 1 0 1 0 0 0 25 
MPD 0 0 0 0 0 1 4 1 0 0 0 67 
NP 0 0 0 0 0 0 0 0 0 0 0 N/A 
NormA 0 0 0 0 0 0 0 0 1 1 0 50 
OXY 0 0 0 0 0 2 0 1 0 5 0 63 
SUB 0 2 4 0 4 2 2 2 0 13 12 29 
Total 2 9 6 2 7 7 6 5 1 19 12 45 
 
 
The fourth model, ignitable liquids only by ASTM classes with the exclusion of the MISC 
and OXY groups, required the retention of 7 principal components to reach 80% of the 
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variance.  The LDA of the model had a total correct classification of 89% with no 
classes having a classification percentage below 74%.  Individual classification 
percentages can be seen in Table 24.  When the model was applied to the test data the 
total correct classification was again fairly high at 77%.  The majority of the classes had 
correct classification rates above 65%, with the ISO class being the only one to fall 
below with a classification percentage of only 38%. The majority of the misclassified 
ISO samples were classified as normal alkane which was a result of the ISO group 
engulfing the normal alkane group within the model.   Individual classifications for the 
test data are seen in Table 25. 
 
 
Table 24:  Model 4 - Classification percentages from LDA analysis of model.   
 AR Gas HPD ISO LPD MPD NP NormA %correct 
AR 24 3 0 0 0 0 0 0 89 
Gas 1 23 1 0 0 0 0 0 92 
HPD 0 0 41 0 0 3 4 0 85 
ISO 0 0 0 26 2 0 0 7 74 
LPD 0 0 1 0 23 0 0 0 96 
MPD 0 0 1 0 0 87 7 0 92 
NP 0 0 1 0 0 0 15 0 94 
NormA 0 0 0 2 0 0 0 15 88 
Total 25 26 45 28 25 90 26 22 89 
 
 
Table 25:  Model 4 – Classification percentages of test data based on model LDA.   
 AR Gas HPD ISO LPD MPD NP NormA %correct 
AR 4 1 0 0 0 0 0 0 80 
Gas 1 2 0 0 0 0 0 0 67 
HPD 0 0 7 0 0 0 0 0 100 
ISO 0 0 0 3 0 0 0 5 38 
LPD 0 0 0 0 2 0 0 0 100 
MPD 0 0 1 0 0 14 2 0 82 
NP 0 0 0 0 1 0 2 0 67 
NormA 0 0 0 0 0 0 0 2 100 
Total 5 3 8 3 3 14 4 7 77 
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Model 5, ignitable liquids and substrates classified as IL or SUB without MISC and OXY 
classes required 8 principal components to reach 80% of the variance.  LDA of the 
model data provided a total correct classification of 96%, and both classes had correct 
classifications above 80% as seen in  
 
Table 26.  When the model was applied to the test data, the total correct classification 
was 96% with both classes correctly classifying above 95% as seen in Table 27 .  This 
model demonstrates the ability to distinguish between ignitable liquids and substrates; it 
also further indicates that the issue with model 2 was the classification of substrates as 
IL due to the MISC and OXY classes.   
 
Table 26:  Model 5 - Classification percentages from LDA analysis of model.   
 IL SUB %correct 
IL 283 4 99 
SUB 11 49 82 
Total 294 53 96 
 
 
Table 27:  Model 5 – Classification percentages of test data based on model LDA.   
 IL SUB %correct 
IL 45 2 96 
SUB 1 30 97 
Total 46 32 96 
 
 
Model 6, ignitable liquids and substrates using ASTM classes excluding MISC and OXY 
was the final model tested.  To retain 80% of the variance, 8 principal components were 
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kept for the LDA analysis.  The total correct classification for the model was 82% with all 
classes correctly classifying at or above 60%, as shown in Table 28.  ISO had the 
lowest correct classification rate, 60% with the majority of its misclassifications going to 
normal alkanes, which as seen in model 4 was attributed to the ISO group engulfing the 
normal alkane group for the model.  When applied to the test data, the correct 
classification percentage was 86%.  Test data had lower correct classification 
percentages, but all classes correctly classified at or above 60% as seen in Table 29.   
 
Table 28:  Model 6 – Classification percentages from LDA analysis of model.  
 AR Gas HPD ISO LPD MPD NP NormA SUB %correct 
AR 24 3 0 0 0 0 0 0 0 89 
Gas 1 22 1 0 0 0 0 0 1 88 
HPD 0 0 45 0 0 1 2 0 0 94 
ISO 0 0 1 21 2 0 0 11 0 60 
LPD 0 0 0 0 23 1 0 0 0 96 
MPD 0 0 9 0 0 77 9 0 0 81 
NP 0 0 1 0 0 0 15 0 0 94 
NormA 0 0 0 4 0 0 0 13 0 76 
SUB 0 7 4 0 0 2 2 0 45 75 
Total 25 32 61 25 25 81 28 24 46 82 
 
 
Table 29:  Model 6 – Classification percentages of test data based on model LDA.   
 AR Gas HPD ISO LPD MPD NP NormA SUB %correct 
AR 3 2 0 0 0 0 0 0 0 60 
Gas 0 2 0 0 0 0 0 0 1 67 
HPD 0 0 7 0 0 0 0 0 0 100 
ISO 0 0 0 5 0 0 0 3 0 63 
LPD 0 0 0 0 2 0 0 0 0 100 
MPD 0 0 1 0 0 14 2 0 0 82 
NP 0 0 0 0 1 0 2 0 0 67 
NormA 0 0 0 0 0 0 0 2 0 100 
SUB 0 1 0 0 0 0 0 0 30 97 




The LDA results for the first three models demonstrate the issues with the MISC and 
OXY classes.  These classes are broad in criteria and encompass a large variety of 
samples and spectral patterns, as discussed in the introduction.  These criteria result in 
misclassification of ignitable liquids and substrates into these classes because MISC 
and OXY encompassed multiple spectral patterns causing overlap with the more well-
defined ASTM classes.  The models were improved with the removal of these classes 
as shown in the second set of three models.  The classification of ignitable liquid and 
substrates without MISC and OXY samples included improved a great deal, 
demonstrating correct classification as IL or SUB.  Improvements were also seen in the 
ASTM classifications, with the majority of misclassifications for all models resulting from 
classification into classes of similar spectral pattern.  The removal of the broad MISC 
and OXY classes forced the samples in the remaining ASTM classes that were most 
similar.  The models were created and classifications were based on samples present in 
the model, therefore it was expected when the models were applied to the test data, 
which were not present in the model, that classifications would drop some.  In addition, 
the test data set was smaller in size demonstrating a large effect on the classification 






6.2  Bone 
6.2.1  Discriminant Analysis 
 
6.2.1.1  Single Shot, Consecutive Sampling 
 
The initial test of the bone experiment was to investigate methods for analysis of bones 
by LIBS.  It was seen in the spectra that the bones were going to appear very similar in 
chemical structure and a statistical technique would be needed for discriminating 
between species or different animals of the same species.  First, twelve bone samples, 
shown in Table 4, were analyzed by LIBS using twelve single shot spectra collected in 
consecutive order.  The full spectral range was analyzed (200-900 nm) and the data 
was normalized to the maximum intensity equal to one.  Thirty-two high F-values were 
determined by the methods described in the fire debris section and are shown in Table 
30.  
  
Table 30:  Spectral wavelengths corresponding to high F-values for initial experiment.   
High F-Value Wavelengths (nm) 
588.91396 588.8596 589.51145 588.96832 
589.457.17 854.33028 589.02267 589.56572 
589.61997 866.38027 854.24145 589.07701 
588.80522 866.29317 646.09807 589.67422 
643.75362 589.40289 854.4191 558.76555 
766.50248 589.1315 558.82428 819.5816 
559.35253 766.54635 649.20004 558.88301 




The data corresponding to the selected wavelengths was normalized by autoscaling the 
data and PCA was performed.  LDA was performed using scores for four principal 
components, which contained 95% of the variance, on the data grouped as species, 
results shown in Table 31.  The human bones were not grouped together because they 
were known to have been processed differently from each other.  As can been seen in 
Table 31 correct classification percentages were fairly low for the majority of the classes 
with only two classes having above an 80% correct classification:  human burnt (100%) 
and turtle (92%).  It can be seen that all of the misclassifications of human bones were 
into classes of other human bone classes, therefore indicating the processing did not 
alter the overall composition of the bone drastically.  The total correct classification 
percentage was only 63%.   
 
QDA was performed using scores for five principal components, which contained 96% 
of the variance, and the data was again grouped.  From the LDA results it was decided 
to group the humans as one class.  Turtle bone and shell were classified together in this 
test also.  The correct classification percentages can be seen in Table 32 the results 
greatly improved with QDA and the grouping of the human bones; this was attributed to 
QDA not requiring the assumption of equal covariance matrices.  The lowest 
classification percentage was 86% for the turtle shell.  This may be due to variation 
between the top and bottom of the shell which were grouped together.  The total correct 
classification rate was 91%.    
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Table 31:  LDA results for twelve initial bone samples.   









Alligator 5 1 1 4 2 0 0 0 0 38 
Bird 0 12 0 0 1 0 10 0 0 52 
Deer 0 0 9 3 0 0 0 0 0 75 
Fish 8 0 3 11 2 0 0 0 0 46 
Human 
Bleached 
0 0 0 0 9 0 4 0 0 69 
Human 
Burnt 
0 0 0 0 0 11 0 0 0 100 
Human 
Tarsal 
0 0 0 0 4 0 8 0 0 67 
Turtle 0 0 0 0 1 0 0 11 0 92 
Turtle 
Shell 
8 0 0 0 2 0 0 0 14 58 




Table 32:  QDA results for twelve initial bone samples.   
 Alligator Bird Deer Fish Human Turtle % 
correct 
Alligator 12 0 0 0 0 0 100 
Bird 0 21 0 0 3 0 88 
Deer 0 0 12 0 0 0 100 
Fish 2 0 1 21 0 0 88 
Human 0 2 0 0 34 0 94 
Turtle 4 0 0 1 0 31 86 
Total 18 23 13 22 37 31 91 
 
6.2.1.1  Single Shot, Random Sampling 
 
PCA analysis was performed on the baseline corrected spectral range from 200-500nm.  
This was done to reduce the size of the data set and because characteristic data was 
determined to be contained in that range.  Two normalization methods were also 
analyzed: sum to maximum equal to one and autoscaling.  LDA was performed on 95% 
and 80% of the variance, unfortunately QDA could not be performed due to the number 
of samples in each bone group being too small and the number of principal components 
required to retain for these variances was too large.  When the bones were analyzed 
individually to determine the ability to distinguish between bones from the same animal 
or same species, the LDA results had approximately 100% correct classification for 
each class but a small data set was used with a large number of groups to sort 
between.  Therefore, bones were grouped by species to obtain large group population.  




The data normalized to the maximum equal to one required the retention of scores for 
nine principal components to reach 95% of the variance within the data.  The overall 
correct classification percentage was just over half at 55%.  The individual class results 
can be seen in Table 33, with the highest correct classification being for bird at 89% and 
lowest being for deer at 33%.   
 
Table 33:  LDA results for normalization to maximum equal to 1 while retaining 95% of the variance.  
 Bird Deer Dog Gator Human Pig Turtle %correct 
Bird 8 1 0 0 0 0 0 89 
Deer 1 4 3 0 0 3 1 33 
Dog 0 0 7 0 0 2 0 78 
Gator 2 0 1 6 0 0 0 67 
Human 2 2 5 1 15 1 4 50 
Pig 3 4 2 1 2 8 1 38 
Turtle 1 0 1 0 2 0 8 67 
Total 17 11 19 8 19 14 14 55 
 
 
Autoscaling the data required a very large number of principal components, 84, to be 
retained to reach 95% of the variance.  The total correct classification rate was 98%, 
with the majority of the classes having 100% correct classification rates, and the lowest 
being for dog at 89%.  Individual class results can be seen in Table 34. 





Table 34: LDA results for normalization by autoscaling while retaining 95% of the variance.   
 Bird Deer Dog Gator Human Pig Turtle %correct 
Bird 9 0 0 0 0 0 0 100 
Deer 0 11 0 0 1 0 0 92 
Dog 0 0 8 0 0 1 0 89 
Gator 0 0 0 9 0 0 0 100 
Human 0 0 0 0 30 0 0 100 
Pig 0 0 0 0 0 21 0 100 
Turtle 0 0 0 0 0 0 12 100 
Total 9 11 8 9 31 22 12 98 
 
 
The same set of data was analyzed with the removal of the tooth data for both human 
and pig.  It was decided to remove these bones from the analysis because they have 
different elemental composition than the other bones being examined, therefore 
potentially causing misclassifications.  The removal of the teeth improved the results for 
the two normalization techniques by a small amount, 59% for maximum equal to zero 
and 100% for autoscaling.  Similar results were observed when the teeth were 
separated into new classes: human teeth and pig teeth. 
 
The results showed that normalization of the data by autoscaling required the retention 
of a large number of scores due to the small difference in variance between successive 
principal components.  Therefore, normalization by setting the maximum equal to one 
was determined to be the ideal method despite the lower results shown in this 
experiment.  This method was also chosen for further analysis because jackknife 
classification results were distorted from the classification matrix when the data was 
normalized by autoscaling, but the two classification matrices were not distorted when 
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the data was normalized by maximum equal to one.  The jackknife method analyzes the 
data by removing one sample and testing it against the remainder of samples to 
determine its classification, whereas the classification method previously discussed 
includes the sample being tested within the model.  Jackknife results for normalizing by 
setting the maximum emission intensity equal to one were within 5 to 10% of the 
classification matrix, with the maximum difference being 35% (for the deer class); 
jackknife results for normalization by autoscaling were up to 95% different from the 
classification matrix with the minimum difference being 60% (for the bird and turtle 
classes).   
 
6.2.1.3  Average Spectra, Random Order 
 
The final approach using discriminant analysis for bone samples was to reduce the 
number of scores retained to allow for both LDA and QDA to be performed.  When the 
scores retained to reach a specified variance were analyzed it was determined that the 
score for the first principal component contained the majority of the variance with the 
remainder containing only small percentages.  It was decided to eliminate the scores for 
the first principal component from the analysis, which consisted of 95% of the variance, 
and retain the scores for the next three principal components.  This was performed on a 
smaller data set, Table 6.  The spectral range (200-500nm) was normalized by 




Scores for principal components two thru four consisted of 3.5%, 0.7%, and 0.3% of the 
variance respectively.  The data was grouped two ways, with classes for each pig bone 
(where the bones were different bones from the same pig) and with a class containing 
all of the pig bones.   The LDA results using the two methods of grouping the pig bones 
were improved from previous discriminant analysis tests.  Results are shown in Table 
35 and Table 36, where total correct classification was 85% for pigs separated and 92% 
with pigs grouped.  The Jackknife classifications were also high, with the total correct 
classifications 77% for pigs separated and 83% for pigs combined.  The largest 
difference between the two classification methods was 17%.   
 
Table 35:  LDA results for scores for principal components 2-4 and pig bones separated.  
 Bird Human Pig 2.1 Pig2.2 %correct 
Bird 9 3 0 0 75 
Human 1 11 0 0 92 
Pig 2.1 0 0 11 1 92 
Pig 2.2 1 0 1 10 83 
Total 11 14 12 11 85 
 
 
Table 36:  LDA results for scores for principal components 2-4 and pig bones combined into one group.   
 Bird Human Pig  %correct 
Bird 9 3 0 75 
Human 0 12 0 100 
Pig 1 0 23 96 
Total 10 15 23 92 
 
 
The smaller number of principal components used allowed for QDA to be performed on 
the data.  QDA performed very well on the data, with results seen in Table 37 and  
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Table 38.  The total correct classifications were 90% and 94% for pigs separated and 
combined respectively.  Jackknife results for the QDA were also fairly high, with total 
correct classification at 83% for pigs separated and 88% for pigs combined.  The largest 
difference between the jackknife classifications and the original classifications was 16%.   
 
 
Table 37:   QDA results for scores for principal components 2-4 and pig bones separated. 
 Bird Human Pig 2.1 Pig2.2 %correct 
Bird 9 2 0 1 75 
Human 0 12 0 0 100 
Pig 2.1 0 0 12 0 100 
Pig 2.2 1 0 1 10 83 





Table 38:  QDA results for scores for principal components 2-4 and pig bones combined into one group.  
 Bird Human Pig  %correct 
Bird 10 2 0 83 
Human 0 12 0 100 
Pig 1 0 23 96 
Total 11 14 23 94 
 
 
While these results were on a very small scale, they show potential for the use of LIBS 
and discriminant analysis for the classification of bones based on species with 




6.2.2  Hypothesis Testing 
 
In the previous section the application of discriminant analysis was discussed for bone 
samples for classification of the bones by species.  In this section, the results of the 
nonparametric permutation test will be discussed for discrimination between bone 
samples.   
 
The data set analyzed consisted of four bones, shown in Table 6.  Twelve average 
spectra (10 shots from multiple spots on the bone averaged per spectra) were collected 
in random order for each sample.  Analysis of bones from the same individual may be 
highly similar in nature which could result in high error rates if the instrumental 
fluctuations were not accounted for by randomizing the order of collection.  The 
nonparametric permutation test was performed on the full spectral range (200-900nm) 
and the 200-500 nm spectral range.   
 
The nonparametric permutation test was performed using the 12 choose 6 method with 
significance level of 0.05.  Both the p-value and log p-value data was tested for 
discrimination capability of the individual bone samples.  Results are shown in Table 39, 
with the best results being seen for the data collected using the reduced spectral range.  
For both spectral ranges the Type II error was high for the log p-value data, while the 
Type I error was kept approximately at or below the significance level.  The p-value data 
had low Type I errors for both spectral ranges.  The Type II error was kept below the 
173 
 
significance level for the 200-500 nm range, while the full spectral range had a very high 
Type II error.   
 





Type I error 
200-500 nm Range 
P-values 
95.83 4.17 0.00 
Full Spectral Range 
P-Values 
79.17 20.83 0.00 
200-500 nm Range 
Log P-Values 
83.33 16.67 8.33 
Full Spectral Range 
Log P-Values 
83.33 16.67 0.00 
 
 
Based on this small test it was shown that the p-values and reduced spectral range 
provided better discrimination capability than the full spectral range.  This is attributed to 
the full spectral range having peaks within the 200-500nm range which gave 
discrimination between the bones but also contained peaks that were found in all the 
bones and environment which caused problems in discriminating between them.   
 
The data set was analyzed further by increasing the number of comparisons made in 
the nonparametric permutation test calculation to 100 pairwise comparisons per two 
samples.  For example, 100 p-values were returned for comparisons of bird versus 
human.  The increase in number of comparisons allowed for a better estimate of Type I 
and Type II errors.  Due to the significance level being set at α=0.05, it was necessary 
to perform at least 20 comparisons to truly observe the Type I error, (1 out of 5 should 
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result in a Type I error).  The results of this data set were similar to what were seen in 
the smaller calculation for the 200-500 nm range p-values.  The discrimination 
percentage between different samples was 92% with a Type I error of 6% and Type II 
error of 8%.  The boxplot below, Figure 32, shows the distribution of the data for the 100 
comparisons based on grouping them as same bone comparison or different bone 
comparison.  Separation can be seen between the two groupings, which demonstrate 
the ability to discriminate bones coming from different animals by the nonparametric 
permutation test.   
 
 
Figure 32:  Boxplot illustrating the p-value distribution over same bone comparisons (SB) and different 
bone comparisons (DB) for 100 comparison nonparametric calculation. 
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6.3  Organic Compounds and Polymer Mixtures 
 
6.3.1  LIBS 
 
6.3.1.1  PCA/TFA 
 
PCA was performed on the library data for both the air and argon data.  For each data 
set three principal components were retained which kept 93% of the data for the air data 
set and 95% of the data for the argon data set.  Figure 33 shows the loadings of the 
different emissions for the first three principal components for the air data.  All the 
emissions contributed significantly and nearly equally in the first principal component, 
accounting for approximately 80% of the variance.  The second principal component 
had significant contributions from the CN, C2, and O emissions, which accounted for 
approximately 10% of the overall variance.  The argon data, Figure 34, showed 
significant and nearly equal contributions of all the emissions in the first principal 
component. The hydrogen emission was the most significant contribution in the principal 




























































The first three principal component scores were plotted for each data set.  Figure 35 
shows the air data which exhibits no significant separation of the poly acrylonitrile (AN) 
and poly styrene (PS) library scores.  The nitrocellulose (NC) library scores were slightly 
separated to the right of the plot.  The nitrocellulose likely differed from the other two 
compounds as it contains a large number of nitrogen and oxygen groups, while poly 
styrene contains only carbon and hydrogen and poly acrylonitrile contains carbon, 
hydrogen and nitrogen.  The structures are shown in Figure 36.  The CN contribution in 
the poly styrene was attributed to the interaction with the nitrogen in the air, therefore 
giving it the same elements as poly acrylonitrile.   
 
 





Figure 36:  Organic compound structures for LIBS analysis. 
 
 
The argon data, shown in Figure 37, had separation between the poly acrylonitrile, 
nitrocellulose, and poly styrene library scores.  The interactions of the compounds with 
the air were not present in this data analysis, therefore each compound differed in 
elemental composition with poly styrene only having carbon and hydrogen, poly 
acrylonitrile having carbon, hydrogen and nitrogen, and nitrocellulose having carbon, 
hydrogen, nitrogen and oxygen.  The differences in the elemental composition of the 





Figure 37:  Scores plot for argon library data. 
 
 
Using the library scores a model was created to project scores for the mixture data.  
The mixture data was multiplied by the transpose eigenvectors of the library to provide 
the projected mixture scores.  This allowed for these projected scores to be plotted over 
the library clusters.  Both the air and argon data set mixtures were projected for the poly 
acrylonitrile/poly styrene mixture and the nitrocellulose/poly styrene mixture.    
 
Figure 38 shows the poly acrylonitrile/poly styrene mixture projected scores for the air 
data.  As can be seen, the projected mixture scores fall outside the library clusters.   
The nitrocellulose/poly styrene mixture in air scores fell within the model scores, though 
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most of them fell among the poly styrene and poly acrylonitrile model scores, as seen in 









































Figure 39:  Nitrocellulose/poly styrene mixture in air projected scores plotted on the library model. 
 
 
The projected scores for the poly acrylonitrile/poly styrene mixture collected in argon are 
shown in Figure 40.  As can be seen, the projected scores fell mostly over the library 
poly styrene cluster with a few of the scores stretching out over the poly acrylonitrile 
library cluster.  The nitrocellulose/poly styrene mixture projected scores also fell within 






















































































































TFA analysis was then performed on the individual mixture reduced data for both the air 
and argon data sets.  The correlations for the two mixtures in air are listed in Table 40. 
Poly styrene was present in each mixture, but the model did not separate the poly 
acrylonitrile and poly styrene scores well.  Therefore, the correlations between the test 
and resulting vectors for the poly acrylonitrile/poly styrene mixture do not show a strong 
prediction for either polymer present in the mixture.  The nitrocellulose/poly styrene 
mixture had better results with an average correlation of 0.87 for nitrocellulose and 0.73 
for poly styrene.  These correlations give a stronger indication of the presence of 
nitrocellulose in the mixture.  While poly styrene had a higher correlation than poly 
acrylonitrile, they were still close.  This is attributed to the lack of separation of these 
two polymers in the PCA model.   
 
 
Table 40:  TFA correlation values for two mixtures in air. 
Test Vector Nitrocellulose/Poly styrene 
Average Correlation 
Poly acrylonitrile/Poly styrene 
Average Correlation 
Poly acrylonitrile 0.518 0.569 
Nitrocellulose 0.870 0.333 
Poly styrene 0.734 0.354 
 
 
The TFA analysis for the individual mixture spectral data in argon performed better than 
the air, as seen in Table 41.  For both the poly acrylonitrile/poly styrene and the 
nitrocellulose/poly styrene mixtures poly styrene had the highest correlation.  This is 
expected as both mixtures had poly styrene as the base polymer and a strong overlap 
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was seen for the projected scores with the library model for poly styrene.  The 
nitrocellulose/poly styrene mixture had lower correlations observed for the nitrocellulose 
component, 0.73, but a significantly lower correlation for the poly acrylonitrile, 0.017.  
The low poly acrylonitrile correlation indicated there was no contribution from that 
compound while contributions for the nitrocellulose and poly styrene are being 
observed.  The poly acrylonitrile/poly styrene mixture did not perform as well with a 
correlation of 0.34 for poly acrylonitrile and 0.10 for nitrocellulose.  While poly 
acrylonitrile did have a slightly higher correlation than nitrocellulose it is expected with 
additional analysis only poly styrene would be identified.   
 
Table 41:  TFA correlation values for two mixtures in argon.   
Test Vector Nitrocellulose/Poly styrene 
Average Correlation 
Poly acrylonitrile/Poly styrene 
Average Correlation 
Poly acrylonitrile 0.017 0.338 
Nitrocellulose 0.734 0.100 
Poly styrene 0.925 0.967 
 
6.3.1.2   Bayesian Decision Theory 
 
The Bayesian decision theory was applied to the LIBS organic polymer library and 
mixture data to obtain posterior probabilities.   It was determined a lower correlation 
cutoff of 0.8 with a significance level of 0.05 was the most appropriate for the data 
analysis, therefore the results discussed below were all acquired using these 
185 
 
parameters.  Bayesian decision theory results were obtained for the air and argon data 
for each of the two polymer mixtures.  
 
The air data for the poly acrylonitrile on poly styrene was obtained using one component 
and 81% of the variance.  The only compound demonstrating a posterior probability at 
the given parameters was poly acrylonitrile, with a posterior probability of 1.  Figure 42 
below shows the kernel distributions of the correlations with respect to the posterior 
probabilities.  Broad curves were seen for the kernel distributions due to setting the 
bandwidth, h, equal to 0.05 rather than calculating a value based on the distribution of r 
values.  The mixture correctly classified one of the components of the mixture.  
Interestingly, it did not classify the base polymer which was present in the sample at a 




Figure 42:  Correlation versus posterior probability distribution plot for poly acrylonitrile on poly styrene 





The second mixture in air, nitrocellulose on poly styrene performed well.  All three 
library compounds had contributions when two principal components were used with 
99% of the variance.  While all three library compounds had posterior probabilities 
greater than 0, poly acrylonitrile had a posterior probability of 0.13 while the two other 
compounds present in the mixture had posterior probabilities that were higher and 
approximately equal.  Nitrocellulose had a posterior probability of 0.45 and poly styrene 
had a posterior probability of 0.42.  Figure 43 shows the kernel distribution of the 
classes where the nitrocellulose and poly styrene distributions are seen to be 




Figure 43:  Correlation versus posterior probability distribution plot for nitrocellulose on poly styrene thin 
film mixture in air. 
 
 
Next the data collected in the argon atmosphere was analyzed using the Bayesian 
decision theory.  The poly acrylonitrile on poly styrene mixture used two principal 
components containing 99% of the variance for the analysis.  Figure 44 below shows 
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the kernel distributions for the library compounds corresponding to the contributions 
observed in the mixture.  The poly acrylonitrile did not have a posterior probability 
calculated at the set parameters; therefore its contribution to the mixture would remain 
unclassified.  The poly styrene had the highest posterior probability of 0.77 and 
nitrocellulose had a low posterior probability of 0.23.  Poly styrene was the base 
polymer and present in the largest quantity for the mixture which was attributed to it 
having the high posterior probability observed.  Based on these results the test was 
capable of classifying one of the mixture components with the second component 




Figure 44:  Correlation versus posterior probability distribution plot for poly acrylonitrile on poly styrene 
thin film mixture in argon. 
 
 
The final mixture, nitrocellulose on poly styrene, also used two principal components 
containing 99% of the variance for the analysis.   The two compounds present in the 
mixture had posterior probabilities greater than zero, with the poly acrylonitrile not 
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contributing at the specified parameters.  The nitrocellulose had a low posterior 
probability of 0.15 while the poly styrene had a high posterior probability of 0.85.  The 
higher posterior probability for poly styrene is attributed to it being the base polymer and 
being present in a greater amount.  Figure 45 shows the kernel distributions for the 
library compounds corresponding to the mixture and it can be seen that both 
nitrocellulose and poly styrene have contributions above the 0.8 correlation cutoff.   
Both components of the mixture would have been classified at the parameters set forth 




Figure 45:  Correlation versus posterior probability distribution plot for nitrocellulose on poly styrene thin 
film mixture in argon. 
 
 
The calculations for the Bayesian decision theory demonstrates the difficulty associated 
with classifying organic LIBS data.  As has been observed from the tests to this point, 
the similarity of the sample spectral contributions cause difficulty in classifying.  The 
argon data performed very well for the classification of the poly styrene data which is 
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attributed to the large contribution of this compound in the mixture as it was the base 
polymer.  The polymers applied on top of the base polymer were not as successfully 
detected, which was attributed to poor contribution from these compounds in the 
spectral data.  The air data demonstrated overall lower results which were attributed to 
the interaction of the plasma with the air atmosphere.   
 
6.3.2  FTIR 
 
6.3.2.1  PCA/TFA 
 
PCA was performed on the library of organic compounds prior to analysis of the 
mixtures to observe whether grouping occurred between the library compounds.  If 
grouping did not occur for the library compounds it would be unlikely that the TFA would 
perform well for the mixture samples.  The analysis was performed independent of the 
background as the library did not include the background samples.  Eigenvalues were 
obtained which defined the amount of variance retained by each principal component.  







Table 42:  Variance contained in principal components for PCA of FTIR library.   









To determine the spectral characteristic contributing to this variance, the eigenvectors 
corresponding to the first seven principal components were plotted in Figure 46.  As can 
be seen a great deal of spectral characteristics were observed for the spectral range of 
600-2000cm-1.  The plot shows that the eigenvectors corresponding to the principal 
components of five and six begin to incorporate some noise along with spectral 
characteristics.   Figure 47 shows the eigenvectors corresponding to principal 
components one through four, which shows characteristic spectral peaks with reduced 










Figure 47:  Eigenvectors corresponding to the first four principal components for the FTIR library. 
 
 
The first principal component contains contributions from peaks in the fingerprint region, 
attributed to the C-H aromatic ring bends in the dinitrotoluene compounds.  It also 
shows contributions in the spectral range of 1300 to 1700 cm-1, which contained 
characteristic peaks for all of the library compounds.  The second principal component 
did not show as much contribution within the fingerprint region but show stronger 
contributions in the 1300 cm-1 and 1500 cm-1 region which are attributed to the nitro 
groups of the dinitrotoluene compounds.  The third principal component also had 
contributions within the range of the 1300 cm-1 and 1500 cm-1.  In addition it showed a 
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contribution from the alkene C=C and C=O stretches in the region of 1600 to 1700 cm-1.  
The fourth principal component showed a strong contribution in the 700 cm-1 range 
which was seen in many of the compounds, which was attributed to the C-H aromatic 
stretches.  It also had a contribution around the 1700 cm-1 range, again from the C=C 
and C=O stretching.  The first four principal components appear to encompass 
contribution from all of the library compounds. 
 
The scores were plotted for the first three principal components as it is difficult to 
visualization larger dimensions.  Figure 48 demonstrates the initial separation being 
observed in the first three principal components which shows clustering into three 
groupings.  The groupings show promise for the application of the library to mixture 





Figure 48:  Scores corresponding to the first three principal components for the FTIR library. 
 
 
The first grouping fell to the bottom left of the plot and contained three compounds:  2,3-
DNT, 2,4-DNT, and 3,4-DNT.  It was expected these three compounds would cluster 
together as they differ only by the position of the nitro groups, as shown in Figure 49.  
While there was clustering of these compounds away from the other library compounds 
there was also separation of these compounds within the cluster, indicating the 





Figure 49:  Library compounds in second grouping of FTIR scores plot. 
 
 
The second grouping in the scores plot fell in the bottom right of the plot and contained 
the library compounds:  1,5-DMN, theobromine, caffeine and theophylline.  Within this 
cluster there was also separation of the compounds.  Theobromine, caffeine, and 
theophylline, which differ by number of and position of methyl groups, shown in Figure 
50, show some separation between each compound.   The 1,5-DMN fell at the top of 
the cluster separated slightly from the other three compounds.  The final cluster 
contained only benzophenone, shown in Figure 52, and fell in the upper right portion of 





Figure 50:  Library compounds in one section of the third grouping of FTIR scores plot. 
 
 
TFA was performed on the normalized data from the mixture to provide correlation.  
DRMAD was used to determine the number of principal components that were retained 
for the analysis of each of the mixtures.   
 
The first mixture was 2,4-DNT on a white car paint sample.  Six principal components 
were retained which accounted for 99% of the variance.  Results showed the highest 
correlations for the 2,4-DNT, with an average correlation of 0.961.  The next highest 
correlation was 0.814 for 3,4-DNT, which showed separation  of the compound present 
in the mixture from the other library compounds despite the similarity in structure of 
some of the compounds.  As can be seen in Figure 51, 2,4-DNTand 3,4-DNT differ only 





Figure 51:  2,4-dinitrotoluene and 3,4-dinitrotoluene structures. 
 
 
The second mixture was benzophenone on a white car paint sample.  Two principal 
components were retained for the analysis which accounted for 96% of the variance. 
The highest correlation was for benzophenone, with an average correlation of 0.923.  All 
other library compound correlations fell much lower; the closest was caffeine with a 
correlation of 0.308.   The library did not contain a compound with a structure similar to 
benzophenone, seen in Figure 52, which was apparent by the significantly lower 
correlations seen for the remaining library compounds.   
 
 




For the mixture of caffeine and fingerprint oil on glass four principal components were 
retained to account for 99% of the variance.   Caffeine had the highest correlation with 
an average correlation of 0.892.  The two closest library correlations were at 0.715 for 
theobromine and 0.688 for theophylline which are both one methyl group different in 
structure from caffeine, shown in Figure 50.  Again, this mixture demonstrates 
separation of the organic compounds despite the similarity in structure.   
 
TB and fingerprint oil on a white car paint was the final mixture.  Two principal 
components were retained which accounted for 98% of the variance.  The highest 
correlation was for TB at 0.525.  As was seen with the caffeine mixture, the closest 
correlations were for the two compounds with similar structures, caffeine (0.473) and 
theophylline (0.328).  Overall, the correlations were lower for this mixture which 
indicates low spectral contributions from the organic compound in the mixture.   
 
The results of these mixtures demonstrate separation of the different organic 
compounds by PCA\TFA analysis despite library samples of similar structure and 
background contributions.   As FTIR is a molecular spectroscopy technique the 
structures with differences in only the position of the functional groups could be 






6.3.2.2   Bayesian Decision Theory 
 
The Bayesian decision theory was applied to the library and mixture data to obtain 
posterior probabilities.  This was done as there were multiple spectra collected for each 
mixture which contained varying contributions of the organic compounds and the 
backgrounds.   It was determined a lower correlation cutoff of 0.8 with a significance 
level of α=0.05 was the most appropriate for the data analysis; therefore the results 
shown below were acquired using these parameters.   
 
The first mixture analyzed was the benzophenone in a fingerprint on car paint.  The plot 
in Figure 53 shows the distributions for the library compounds corresponding to this 
mixture.  As can be seen, the distribution for benzophenone falls above the lower 
correlation cutoff of 0.8 and the remaining compounds fall below.  The posterior 
probability for benzophenone was calculated to be 1.  This was calculated using one 
principal component, which contained 89% of the variance.  The remaining library 
compounds did not reach the criteria for calculation of posterior probabilities.  Therefore, 





Figure 53:  Correlation versus posterior probability distribution plot for benzophenone in a fingerprint on a 
car paint mixture. 
 
 
The second mixture analyzed was the caffeine in fingerprint oil on a glass slide.  This 
mixture had the highest posterior probability for caffeine of 0.88 and a small posterior 
probability of theobromine, 0.12.  Figure 54 shows the caffeine distribution falling just 
below a 0.9 correlation.  A small amount of the theobromine curve falls above the lower 
correlation cutoff of 0.8. Theobromine and caffeine are very similar in structure which 
has been shown in previous sections which explains the presence of theobromine.  
Three principal components were used for this analysis and encompassed 99% of the 
variance.  Again, the result showed the correct classification of the compounds present 









The 2,4-DNT in fingerprint oil on car paint mixture performed similarly to the caffeine 
mixture.  The 2,4-DNT had distributions falling above the lower correlation cutoff of 0.8 
as shown in Figure 55.  In addition to 2,4-DNT,  part of the distribution for 3,4-DNT fell 
above the lower correlation cutoff.  Both had posterior probabilities calculated, with 2,4-
DNT having a posterior probability of 0.57 and 3,4-DNT having a posterior probability of 
0.43.  Five principal components were used in the analysis with 99 % of the variance 
being accounted for.  The contribution of the 3,4-DNT is attributed to the similarity of it in 





Figure 55:  Correlation versus posterior probability distribution plot for 2,4-dinitrotolune in fingerprint oil on 
car paint  mixture. 
 
 
The final mixture for analysis was the theobromine in fingerprint oil on a car paint.  This 
mixture did not perform as well as the previous mixtures with none of the distributions 
falling above the criteria for calculation of posterior probabilities, shown in Figure 56.  As 
previous tests have shown, this indicates the theobromine was not present at a large 
enough quantity for detection.  The analysis was performed with one principal 
component which encompassed 96% of the variance.   
 
 




The Bayesian decision theory performed well for these mixtures with only one mixture 
not classifying its organic component and one mixture having a posterior probability 
calculated for a compound not present in the mixture.  
 
6.3.3  Raman 
 
6.3.3.1  PCA/TFA 
 
The PCA analysis of the library samples provided information on the distribution of the 
spectral range throughout the eigenvectors and the clustering of the library compound 
scores.  For the PCA, twelve principal components were necessary to retain 95% of the 
variance, with the cumulative percent of the principal components shown in Table 43. 
 
 
Table 43:  Percent of variance contained in each principal component for Raman library data. 















Eigenvector plots were prepared to observe the spectral contribution per principal 
component.  Figure 57 shows the eigenvector plot for the first 12 principal components.   
As can be seen a great deal of the spectral peaks are accounted for in the region of 200 
to approximately 1500 cm-1 and in the 3000cm-1 region.  Most of the library compounds 
contained spectral peaks that were observed in those spectral regions.  The variance 
for the first 12 principal components appears to be comprised of characteristic spectral 
peaks of the library compounds with little to no noise.  Contributions from 600-800 cm-1 
were seen corresponding to aromatic C-H stretching in a few of the principal 
components.  Also around 900 cm-1, strong contributions were observed for the Cl-O 
stretching.  Contributions were seen in a few of the principal components in the 1300 
cm-1 which were attributed to the amide C-N, nitro, and alkane C-H groups.  The other 
nitro stretch was also observed in quite a few of the principal components in the 1500 
cm-1 range.  Principal component seven had a high contribution from the C=O and 
aromatic ring C=C in the range of 1500 to 1700 cm-1.  The final group of contributions 
was seen in the range of 3000 cm-1 and was attributed to the amide N-H (3300 cm-1), 





Figure 57:  Eigenvector plot for first 12 principal components for the Raman library. 
 
 
As a plot of twelve dimensions would be difficult to observe, therefore a scores plot of 
the first three principal components was plotted, Figure 58, to observe if any separation 
was seen between the library compounds.  The plot demonstrates the initial separation 
into four groups.  The upper left of the plot shows grouping of five compounds:  
potassium chlorate, sodium chlorate, potassium perchlorate, ammonium perchlorate, 
and sodium perchlorate.  These five compounds, shown in Figure 59, are similar in 











Figure 59:  Compounds in group one of library score plot. 
 
 
The second group clustered in the upper right of the plot showed grouping of three 
compounds:  theobromine, ammonium nitrate, and potassium nitrate.  These 





Figure 60:  Compounds in group two of library scores plot. 
 
 
The third grouping contained at the bottom center of the plot showed only sodium 
nitrate.  This compound, shown in Figure 61, was significantly separated from the other 
nitrate compounds.   
 
 
Figure 61:  Compound in group three of library scores plot. 
 
 
The final cluster of compounds fell in the middle of the plot and contained the remaining 
nine compounds.  The compounds, shown in Figure 62, included aromatic and peroxide 
compounds.  This plot only shows the first three principal components, containing only 








The TFA data of the mixtures provided correlation values for the identification of the 
components present in the mixture.  As mentioned in the experimental section, the 
number of principal components retained corresponded to keeping 95% of the variance.  
The substrate and fingerprint oils were not included in the library for the analysis, which 
allowed for the identification of the organic compounds independent of the background.   
 
The TFA for the first mixture, ammonium nitrate in fingerprint oil on a glass slide 
required the retention of two principal components to keep 95% of the variance.  The 
highest average correlation was seen for ammonium nitrate, 0.989.  All other 
correlations fell much lower, with the closest being seen for potassium nitrate at 0.743.   
 
The next mixture, 2,4-DNT in fingerprint oil on a glass slide also required two principal 
components to keep 95% of the variance.  The highest correlation was seen for 2,4-
DNT, 0.843.  Again, the highest correlation corresponded correctly to the component 
present in the mixture.  The two closest correlations were the other two dinitrotoluene 
compounds in the library: 2,3-DNT at 0.6312 and 3,4-DNT at 0.559.  Despite the 
structures differing only by the position of the nitro groups, TFA successfully identified 
the correct nitrotoluene compound with a significant separation in correlation values of 
the other two compounds.   
 
The TATP in fingerprint oil on a glass slide mixture also required two principal 
components to keep 95% of the variance.  TATP also had the highest correlation value 
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of 0.611.  While this was a lower correlation than the previous mixtures, it was still 
significantly higher than the correlations for the remaining library compounds.  The 
closest correlation was 0.264 for caffeine.   
 
The theobromine in fingerprint oil on a glass slide mixture required two principal 
components to keep 95% of the variance.  This mixture did not perform as well as the 
previous mixtures, with the correlation for theobromine being the third highest at only 
0.117.  The two library compounds with higher correlations were sodium nitrate, 0.228, 
and 3,4-DNT, 0.137.  The low correlations for the library compounds was attributed to 
the theobromine being collected in significant amounts within in the analyzed spectral 
data.  These results demonstrate the need to collect multiple spectra and ensure that all 
components of a mixture are sampled for analysis.   
 
The final mixture combined two organic compounds in a fingerprint to make a more 
complex mixture.  The ammonium nitrate and TATP mixture in fingerprint oil on a glass 
slide required three principal components to retain 95% of the variance.  Ammonium 
nitrate had the highest correlation for the mixture at 0.983, while TATP had the third 
highest correlation of 0.664.  The second highest correlation was 0.727 for potassium 
nitrate.  The remainder of the organic compounds had correlations that were 
significantly lower than these three compounds.  The method successfully identified one 
of the compounds in the mixture and performed well for the second compound.  
Potassium nitrate likely had a high correlation due to the similarity in the structure of it 
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and ammonium nitrate.  Overall, TFA performed well for this mixture with the two 
compounds being identified with high correlations.   
 
TFA results were successful at identifying, with the highest correlation, the library 
compounds present in the mixtures, expect for the theobromine mixture.  For the 
theobromine mixture which did not identify the mixture compound, all library compounds 
had low correlations which indicated none of the library compounds were very similar to 
the mixture.  This result was attributed to the lack of organic compound in the mixture 
and demonstrates the need to ensure the mixture is thoroughly sampled to obtain 
spectral characteristics of all components present.   
 
6.3.3.2  Bayesian Decision Theory 
 
The Bayesian decision theory was applied to the library and mixture data as discussed 
previously for the FTIR samples.  The posterior probabilities were calculated, which 
corresponded to each library compound, and the mixtures were classified as containing 
the library compound that had the highest posterior probability or multiple compounds 
with approximately equal posterior probabilities; if the data did not fit the criteria, the 
sample was left unclassified.    A lower correlation cutoff of 0.8 with a significance level 




The first mixture analyzed was the 2,4-DNT in fingerprint oil on a glass slide.  This 
mixture performed ideally, with 2,4-DNT having a posterior probability of 1 and all other 
compounds having a posterior probability of 0.  The principal components were used 
which encompassed 99% of the data.   
 
The second mixture was ammonium nitrate in fingerprint oil on a glass slide.  
Ammonium nitrate had the highest posterior probability of 0.8226.  Theobromine was 
the only other compound that showed a posterior probability above 0; it had a posterior 
probability of 0.1774.  The contribution for theobromine was small compared to 
ammonium nitrate indicating that the compound present in the mixture would be the 
most prevalent for identification.  Only one principal component was used for the 
analysis which encompassed 95% of the variance.   
 
The TATP in fingerprint oil on a glass slide mixture did not perform as well as the 
previous two methods.  All of the distributions fell significantly below the lower 
correlation cutoff, resulting in a posterior probability of 0 for all of the classes.  Again, 
only one component was used for the analysis which encompassed 97% of the 
variance.  While the mixture compound was not identified, there were also no 
compounds incorrectly classified.  This result indicates the lack of contribution of the 




The theobromine in fingerprint oil on a glass slide mixture also did not perform well.  
One principal component was used which encompassed 88% of the variance.   All of 
the library compounds had a posterior probability of zero due to all of the distributions 
falling below the lower correlation cutoff.  This is again attributed to the poor contribution 
of organic compound in the collected spectra for this mixture.  
 
The final mixture of TATP and ammonium nitrate in fingerprint oil on a glass was the 
most complex mixture for the analysis.  It contained two compounds from the library that 
could be identified by the method.  The analysis used three principal components to 
encompass a variance of 99%.   Three compounds had posterior probabilities that were 
not equal to 0.  The highest corresponded to ammonium nitrate, 0.7036, which was 
present in the mixture.  The other two compounds had much lower posterior 
probabilities of 0.1658 and 0.1307 for theobromine and TATP respectively.  The 
ammonium nitrate contribution of the mixture was correctly classified with TATP also 
being classified but at a much smaller contribution.  The theobromine contribution was 
attributed to the clustering observed for the aromatic and peroxide compounds in the 
scores plot.  Overall, the results showed the ability to classify both mixture compounds, 
with one of the compounds having a larger contribution.     
 
Overall, the Bayesian decision theory analysis performed well for the Raman data with 
all but two of the mixtures being classified correctly.  Those two mixtures remained 
unclassified due to lack of data necessary for classification as opposed to incorrectly 
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classifying.  There were a few compounds not present in the mixture that had low 
posterior probabilities in some of the mixtures, but these posterior probabilities fell much 
lower than the posterior probability for the mixture compound.  In addition, those 
compounds were the library compounds similar in structure to the mixture compounds 
and clustered near them in the scores plots.   
 
 
6.4  Metal Transfers 
6.4.1  PCA/TFA 
 
PCA/TFA was first performed on the normalized metal data as the initial step in the 
background independent classification of metal transfer samples.  The results obtained 
from the initial TFA provided correlations of the transfer data to the metal library.  Tests 
were performed using the number of principal components determined to be needed by 
DRMAD.   
 
The first sets of TFA results to be discussed are the single bullet transfer data to both 
porcelain and steel.  The number of required principal components ranged from 
between 2 and 8, with approximately 100% of the variance being retained per analysis.  
Table 44 shows the specific number of principal components per transfer line, in 
addition to the highest correlation and correlation class from each analysis.  For all of 
the porcelain substrate transfer, the highest correlation corresponded to the class of 
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bullet used for the transfer.  The steel substrate samples also performed well, with only 
the three metal jacket bullet lines (MJ) misclassified as the copper jacket bullet (CJ).   
The correlations for the MJ class were at most 0.08 less than the CJ correlations for 
those samples.  As seen in Figure 24, both the metal and copper jacketed bullets 
demonstrated strong copper emission lines which was attributed to the similarity in the 
correlation values.  For both substrates the correlations were high, with the lowest 
correlation seen for the correct class being 0.75 for a MJ sample on porcelain.  This 
data set demonstrated the ability to classify on multiple substrates a single metal 
transfer.   
 
The second set of data tested by this technique was the multiple transfer data.  Again, 
two substrates were tested: porcelain and steel.  DRMAD was used to determine the 
number of principal components to be retained, which ranged between 2 and 6.  Results 
for approximately 100% of the variance are shown in Table 45. 
 
On the porcelain substrate, all of the CJ/MJ samples on porcelain had the highest 
correlations correspond to the two metals present within the transfer lines; the NJ class 
consistently had significantly lower correlations for these samples.  The CJ/NJ samples 
also had the highest correlations corresponding to one of the metals present in the 
transfer, with CJ having correlations above 0.9 for all of the transfers.  One of the CJ/NJ 
samples had NJ correlations above 0.89, but the remaining of these transfer lines had 
correlations for NJ falling below the MJ class (NJ<0.3 and MJ~0.7).  The final set of 
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porcelain samples, MJ/NJ, had correlations that were very similar for all of the library 
classes.  For two of the samples the CJ class had higher correlations than either the MJ 
or NJ class (CJ~.60, MJ & NJ ~ 0.55; CJ~ 0.90, MJ & NJ ~0.80).   For the final line, the 
MJ and NJ classes had the highest correlations (MJ ~ 0.83, NJ ~ 0.88, and CJ~ 0.70).   
 
On steel, similar results were observed for the multiple transfer lines.  For the CJ/MJ 
transfers, the CJ class had the highest correlations (>0.85) with the MJ having the 
second highest (0.65-0.90).  For these transfer lines, the NJ class had correlations far 
below the other two classes (<0.2).  The CJ/NJ lines also performed very well on steel, 
with both CJ and NJ having high correlation values (CJ>0.08 and NJ>0.85).  The MJ 
class correlations were separated from the other two classes for these lines (~.65).  The 
final set of multiple transfer lines, MJ/NJ, demonstrated similar results to the MJ/NJ 
transfer lines on porcelain.  All three groups again had similar correlation values, with 
little separation between the samples.  For two of the MJ/NJ lines the NJ class had 
correlations higher than the other two classes (>0.89), with the MJ and CJ having 
correlations of approximately 0.35.  In the final MJ/NJ line the CJ and NJ classes both 
had correlations around 0.85 with the MJ class falling at correlation values 
approximately at 0.70.   
 
Both the porcelain and steel multiple transfers lines demonstrated the ability to classify 
at least one of the bullets used to create the metal transfer.  Difficulties were observed 
in classifying both metals, which was attributed to three causes.  The first was the 
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method of transfer, where one metal was transferred and then a second was transferred 
directly on top of the first.  The transfer of the second bullet potentially masked or 
removed the first metal therefore reducing the presence and detection of the first metal.  
The second cause of difficulty was the transfer ability of the metals.  The NJ metal was 
seen to easily transfer on both substrates as it was made of lead which is a soft metal.  
The CJ metal demonstrated decent transfer to both substrates, but the MJ was difficult 
to transfer.  The MJ was composed of a metal alloy which consisted of hard metals, 
therefore making transfer difficult.  The final cause of difficulty of classifying the samples 
was attributed to the similarity in the copper line contributions in the CJ and MJ spectra.  
The higher correlations or similar correlations for the CJ when MJ was present in the 
mixture were attributed to the similarity in the spectral lines of the two metals.   
 
The final set of metal transfer TFA correlations obtained were for the bullet holes.  The 
results were lower for these transfers as they presented a more complex sampling 
surface and transfer scenario.  Of the CJ bullets, seven of the fifteen bullet holes had 
average correlations of 0.70 or greater for the CJ class.  For one of these seven bullet 
holes, the NJ class had an even higher average correlation of 0.91 than the 0.87 for the 
CJ class; though the highest individual correlation did correspond to the CJ class (0.94).  
The high correlation for the NJ class was attributed to the steel plate as both it and the 
NJ bullets were composed of lead.  The other eight samples had low correlations (0.5 
and below) for all of the classes indicating poor transfer for these bullet holes.  All four 
of the MJ bullet holes had overall low correlations.  The highest correlation observed 
was 0.7 for one of the bullet holes which corresponded to the CJ class, but the MJ class 
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had a correlation within 0.1.  The final bullet holes, created by the NJ bullets, all had 
very high correlations for the NJ class (0.88 and above).  The other two classes, MJ and 
CJ, fell significantly below with correlations less than 0.15 for these samples.  Table 46 
shows the highest correlation for each bullet hole, classification, and number of principal 
components retained by DRMAD for the bullet hole data.  
 
Again, the bullet hole data demonstrated similar difficulties to the multiple transfer data 
with the harder metals (CJ and MJ) not transferring as well as the softer metal (NJ).  In 
addition, LIBS is best when used on a flat surface; therefore the convex surface of the 
bullet holes added complexity to the metal transfer.  The results demonstrated the 
increased difficulty for the three transfer scenarios.   
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Table 44:  TFA results for single metal transfer data; in red are the samples that did not have the highest correlation for the library class present on 
the sample.   
















B1a Porcelain 5 0.94 CJ B1a Steel 5 0.91 CJ 
B1b Porcelain 4 0.91 CJ B1b Steel 3 0.91 CJ 
B1c Porcelain 8 0.94 CJ B1c Steel 5 0.93 CJ 
B2a Porcelain 5 0.9 CJ B2a Steel 6 0.98 CJ 
B2b Porcelain 4 0.92 CJ B2b Steel 4 0.91 CJ 
B2c Porcelain 6 0.87 CJ B2c Steel 6 0.93 CJ 
B3a Porcelain 5 0.93 CJ B3a Steel 4 0.94 CJ 
B3b Porcelain 4 0.92 CJ B3b Steel 5 0.92 CJ 
B3c Porcelain 4 0.94 CJ B3c Steel 4 0.94 CJ 
B4a Porcelain 5 0.88 CJ B4a Steel 7 0.93 CJ 
B4b Porcelain 4 0.88 CJ B4b Steel 7 0.94 CJ 
B4c Porcelain 6 0.92 CJ B4c Steel 4 0.93 CJ 
B5a Porcelain 5 0.85 MJ B5a Steel 2 0.86 CJ 
B5b Porcelain 3 0.75 MJ B5b Steel 6 0.87 CJ 
B5c Porcelain 3 0.89 MJ B5c Steel 2 0.84 CJ 
B6a Porcelain 6 0.94 NJ B6a Steel 3 0.91 NJ 
B6b Porcelain 3 0.95 NJ B6b Steel 4 0.92 NJ 









Table 45:  TFA results for single metal transfer data; in red are the samples that did not have the highest correlation for the library class present on 
the sample.   
















3,5 Porcelain 2 0.95 CJ 3,5 Steel 4 0.94 CJ 
3,5 Porcelain 3 0.94 MJ 3,5 Steel 4 0.94 CJ 
3,5 Porcelain 2 0.63 CJ 3,5 Steel 5 0.91 MJ 
3,6 Porcelain 3 0.95 CJ 3,6 Steel 4 0.93 CJ 
3,6 Porcelain 2 0.96 CJ 3,6 Steel 3 0.94 CJ 
3,6 Porcelain 3 0.95 CJ 3,6 Steel 4 0.95 CJ 
5,6 Porcelain 6 0.91 NJ 5,6 Steel 3 0.93 NJ 
5,6 Porcelain 4 0.94 CJ 5,6 Steel 6 0.91 NJ 
5,6 Porcelain 3 0.62 CJ 5,6 Steel 5 0.86 CJ 
 
Table 46:  TFA results for bullet hole transfer data; in red are the samples that did not have the highest correlation for the library class present on 
















BH1 5 0.87 CJ BH4 3 0.85 CJ 
BH1 4 0.83 CJ BH4 2 0.24 CJ 
BH1 3 0.41 CJ BH4 2 0.47 NJ 
BH2 4 0.87 CJ BH4 4 0.94 CJ 
BH2 4 0.55 CJ BH5 4 0.70 CJ 
BH2 3 0.56 NJ BH5 3 0.61 MJ 
BH2 3 0.45 CJ BH5 4 0.44 CJ 
BH3 3 0.74 CJ BH5 4 0.54 MJ 
BH3 5 0.85 CJ BH6 4 0.93 NJ 
BH3 2 0.57 CJ BH6 4 0.89 NJ 
BH3 3 0.63 CJ BH6 4 0.93 NJ 
    BH6 3 0.95 NJ 
222 
 
6.4.2  Bayesian Decision Theory  
 
The Bayesian decision theory was applied next to the metal transfer data as described 
previously for classification of the test samples against a library.  Lower correlation 
cutoffs between 0.9 and 0.7 were tested along with classification significance levels 
between 0 and 0.05.    
 
The first sets of sample results to be discussed are the single bullet transfer lines onto 
porcelain and steel substrates.  Figure 63 and Figure 64 illustrate examples of each 
bullet transfer line on porcelain and steel respectively.   As can be seen, the porcelain 
background contributes many additional spectral lines to the transfer spectra, while the 





Figure 63: Example normalized spectra of each individual bullet transfer line onto porcelain, labeled by 




Figure 64:  Example normalized spectra of each individual bullet transfer line onto steel, labeled by the 
bullet used to make the transfer. 
 
 
The classification significance level was initially set at 0, where the sample would need 
to fall at or above the lower correlation cutoff to be classified.  For lower correlation 
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cutoffs of 0.9 and 0.8 all but two of the single transfer lines on both substrates, porcelain 
and steel, correctly classified.  The two lines that did not classify were both MJ lines on 
the steel substrate.  These two samples had very low correlation values, as can be seen 
in Figure 65 a and b, therefore not reaching the lower correlation cutoff to be classified.  
Figure 66 a and b illustrate plots for the CJ and NJ lines, respectively, on the porcelain 
substrate; these show much higher correlations for the bullet class present in the 
sample.  As can be seen in all of the single transfer line plots, the CJ and MJ classes 
which had more spectral similarities fell closer together, whereas the NJ class 




Figure 65:  Bullet 5 (MJ) single bullet transfer lines on steel correlation versus posterior probability 








Figure 66:  Single bullet transfer lines on porcelain correlation versus posterior probability distribution 
plots for A) bullet 1 (CJ) line b and B) bullet 6 (NJ) line b. 
 
 
When the same lower correlation cutoffs were used (0.9 and 0.8) but the classification 
significance level was set at α=0.01, a confidence interval of 99%, the number of 
unclassified samples increased and a single misclassification occurred.  For a lower 
correlation cutoff of 0.9, there were three samples not classified and no 
misclassifications.  All of the unclassified samples were MJ on steel.  For a lower 
correlation cutoff of 0.8, there were three samples not classified and one 
misclassification.  The unclassified samples were all MJ, with one on the porcelain 





MJ on steel.  The sample was classified as CJ instead of MJ.  Figure 67 illustrates the 




Figure 67:  Single bullet transfer line for bullet 5 onto steel correlation versus posterior probability 
distribution plot.  Illustrates overlap between CJ and MJ group causing a misclassification of the sample. 
 
 
When the classification significance level was set at α=0.05, a confidence interval of 
95%, again the number of unclassified samples increased with one misclassification.  
When the lower correlation cutoff was set at 0.9, there were ten samples not classified 
and no misclassifications.  These samples consisted of four CJ bullets on porcelain, 
three MJ bullets on porcelain and three MJ bullets on steel.  For the lower correlation 
cutoff of 0.8, the same three samples did not classify as were seen with a classification 
significance level of α=0.01 and there was one misclassification.  The only 
misclassification came from one MJ bullet on steel, where the sample was classified as 




Based on this data set, the best results were achieved with a lower correlation cutoff of 
0.8 with the same results being seen for classification significance levels of α=0.01 and 
α=0.05.  The results for classification significance level of α=0.05 are shown in Table 
47, with the posterior probability, number of not classified samples, and the average 
probability distribution function for the classified samples given. The results demonstrate 
the ability to classify the metal transfers independent of the background.  Figure 68 a 
and b show the average probability distribution function plots for the samples on 
porcelain and steel for classification significance level of 0.05.  These plots demonstrate 
the overall ability to correctly classify the metal bullet contributing to the transfer for 





Figure 68:  Plots A and B show the average probability distribution for the classified samples for lower 
correlation cutoff of 0.8 and classification level of significance of 0.05.  The numbers on the x-axis indicate 







Table 47:  Results for single bullet transfers onto porcelain and steel substrates with a lower correlation cutoff of 0.8 and classification level of 
significance of 0.05.   
Single Bullet Transfer Lower Correlation Cutoff 0.8, Classification Level of Significance 0.05 
 













CJ MJ NJ CJ MJ NJ Not 
Classified 
CJ MJ NJ 
Porcelain B1 3 0 0 3 0 1 0 0 0 1 0 0 
 B2 3 0 0 3 0 1 0 0 0 1 0 0 
 B3 3 0 0 3 0 1 0 0 0 1 0 0 
 B4 3 0 0 3 0 1 0 0 0 1 0 0 
 B5 0 2 0 3 1 0 0.67 0 0.33 0 1 0 
 B6 0 0 3 3 0 0 0 1 0 0 0 1 
Steel B1 3 0 0 3 0 1 0 0 0 1 0 0 
 B2 3 0 0 3 0 1 0 0 0 1 0 0 
 B3 3 0 0 3 0 1 0 0 0 1 0 0 
 B4 3 0 0 3 0 1 0 0 0 1 0 0 
 B5 0.61 0.39 0 3 2 0.20 0.13 0 0.67 00.61 0.39 0 
 B6 0 0 3 3 0 0 0 1 0 0 0 1 
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The second method of metal transfer was multiple transfer lines on the porcelain and 
steel substrates.  Three sets of transfers were tested for both substrates with three lines 
per transfer; the transfers consisted of CJ and MJ, CJ and NJ, and MJ and NJ transfers.  
Figure 69 thru Figure 74  illustrate four spectra per transfer type.  Multiple spectra for 
each sample are shown to illustrate the variation of contribution of each component of 
the sample based on different areas of the sample.  The analysis was again performed 
with two lower correlation cutoffs (0.9 and 0.8) and three classification significance 





Figure 69:  Six of the twelve spectra collected on porcelain 3,5 transfer lines which demonstrate variation 




Figure 70:  Six of the twelve spectra collected on porcelain 3,6 transfer lines which demonstrate variation 




Figure 71:  Six of the twelve spectra collected on porcelain 5,6 transfer lines which demonstrate variation 





Figure 72:  Six of the twelve spectra collected on steel 3,5 transfer lines which demonstrate variation in 




Figure 73:  Six of the twelve spectra collected on steel 3,6 transfer lines which demonstrate variation in 




Figure 74:  Six of the twelve spectra collected on steel 5,6 transfer lines which demonstrate variation in 







The first analysis was performed with the two lower correlation cutoffs, 0.9 and 0.8, with 
the classification significance level of α=0.  For the lower correlation cutoff of 0.9 the 
porcelain substrate had two samples that were not classified at all, a CJ/MJ and a 
MJ/NJ sample.  The remaining seven samples correctly identified one of the two metal 
contributions but none of the samples identified multiple contributions.  There was one 
misclassification at these parameters, a MJ/NJ sample classified incorrectly as CJ.  On 
the steel substrate all of the samples classified, with eight of the lines correctly 
classifying one of the metal contributions and two of the samples correctly classifying 
both metal contributions.  The two samples that classified both metals were both CJ/NJ 
transfers.  One of the MJ/NJ lines classified multiple components, with one of the 
components correctly classifying as NJ and the second component misclassifying as 
CJ.  For the lower correlation cutoff of 0.8, the results for the multiple transfer lines on 
both substrates were equal to results for a lower correlation cutoff of 0.9.   
 
When the classification significance level was lowered to α=0.01, the results were 
similar to the previous classification significance level of α=0 for both substrates.  The 
porcelain substrate again had no samples classify both metal components at lower 
correlation cutoffs of either 0.9 or 0.8.  The same two samples were again not classified 
and the same misclassification occurred.    The steel substrate had one MJ/NJ sample 
not classify either metal contribution at a lower correlation cutoff of 0.9, but all samples 
classified at least one component at a cutoff of 0.8.  At both the 0.9 and 0.8 cutoffs, the 
two CJ/NJ samples had both of the metal contributions correctly classified.  For a cutoff 
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of 0.8, one of the MJ/NJ samples classified two components; one of the components 
was classified correctly as NJ and the other misclassified as CJ.   
 
The final classification significance level tested for this set of data was α=0.05.  For the 
porcelain substrate the results were the same as for the significance level of α=0.01.  At 
a cutoff of 0.9 on the steel substrate, all but one MJ/NJ sample correctly classified one 
of the components.  Two of the CJ and NJ samples correctly classified both of the metal 
components, and none of the samples incorrectly classified.  For the cutoff of 0.8, all of 
the samples correctly classified one of the metal components.  Two of the CJ/NJ 
samples correctly classified both metal components, while one of the MJ/NJ samples 
classified two components NJ and CJ, with the CJ classification being an incorrect 
classification.   
 
Figure 75 A-F illustrates the correlation versus posterior probability distribution for one 




Figure 75:  Multiple bullet transfer lines on porcelain (A-C) and steel (D-F) correlation versus posterior 
probability distribution plots for A)  bullet 3 and 5 (CJ/MJ), B) bullet 3 and 6 (CJ/NJ), C) bullet 5 and 6 
(MJ/NJ), D) bullet 3 and 5 (CJ/MJ), E) bullet 3 and 6 (CJ/NJ), F) bullet 5 and 6 (MJ/NJ).  All represent a 
correct classification for a minimum of one sample except E where CJ falls higher than the MJ curve. 
 
 
Overall, the best classification was achieved with a lower correlation cutoff of 0.8 and a 
significance level of α=0.5.  The results for multiple transfer lines are shown in Table 48, 
with the posterior probability, number of samples not classified and average probability 
distribution of classified samples included.  The results again show the overall ability to 
classify the samples independent of the background, with a small number of 
unclassified samples and a minimal number of misclassifications.  Figure 76 illustrates 
the average probability distribution function for the classified samples.  All the samples 
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shown illustrate contributions from the two metals present in the sample, with the 





Figure 76:  Average probability distribution function chart for multiple transfers onto porcelain (1-3) and 
steel (4-6).  On porcelain:  Sample 1 – CJ/MJ, Sample 2 – CJ/NJ, Sample 3 – MJ/NJ; On steel:  Sample 4 
– CJ/MJ, Sample 5 – CJ/NJ, and Sample 6 – MJ/NJ.  
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Table 48: Results for multiple bullet transfers onto porcelain and steel substrates with a lower correlation cutoff of 0.8 and classification level of 
significance of 0.05.    



















CJ MJ NJ CJ MJ NJ Not 
Classified 
CJ MJ NJ 
Porcelain 3,5 1.46 0.53 0 3 1 0.49 0.18 0 0.33 0.73 0.27 0 
 3,6 
 
2.49 0 0.51 3 0 0.83 0 0.17 0 0.83 0 0.17 
 5,6 0.47 0.53 1 3 1 0.16 0.18 0.33 0.33 0.24 0.26 0.50 
Steel 3,5 2.40 0.60 0 3 0 0.80 0.20 0 0 0.80 0.20 0 
 3,6 1.46 0 1.54 3 0 0.49 0 0.51 0 0.49 0 0.51 
 5,6 0.85 0 2.15 3 0 0.28 0 0.72 0 0.28 0 0.72 
 
 
As can be seen, the number of classified samples decreased from the single bullet transfer to the multiple bullet transfer 
on the same substrates.  This was expected with the increased complexity of the sample matrix, but the results were still 
promising with the majority of the samples correctly classifying at least one of the components.  
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The third method of metal transfer was the bullet hole samples.  These samples were a 
single metal transfer onto a substrate, but the sampling had to be performed within the 
contours of the bullet holes.  This irregular surface caused additional complexity of 
obtaining optimum focal positions as the ideal surface for LIBS is a flat surface.  In 
addition to the irregular surface, the spectral data for the bullet holes were collected 
over a five month period and compared to a library compiled of data collected prior to 
the first set of bullet hole data.  The time frame between the collection of the spectra 
within the library and the bullet hole data may cause significant variation to be observed 
due to instrumental fluctuations which could result in poor correlations between the 
library and bullet hole spectra. Twenty three bullet holes were analyzed by the method, 
with four bullet holes per bullet with the exception of bullet one where only three bullet 
holes were sampled. Spectra for a bullet hole created by each of the six bullets are 
shown in Figure 77.   As done in the two prior methods, two lower correlation cutoffs 









At a significance level of α=0, only nine of the twenty three bullet holes were classified 
at a cutoff of 0.9.  Of these nine samples, one CJ bullet was misclassified as NJ; the 
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remaining eight samples were correctly classified and corresponded to the four NJ 
bullet holes and four of the CJ bullet holes.  At a cutoff of 0.8, sixteen of the twenty three 
bullet holes were classified.  Five of these bullet holes misclassified; all five of the 
misclassified bullets were CJ bullets classified as NJ.  The remaining eleven correctly 
classified bullet holes consisted of seven CJ bullets and the four NJ bullets.    
 
At a significance level of α=0.01, six bullet holes of the twenty three were classified at a 
cutoff of 0.9 and ten at a cutoff of 0.8.  For the cutoff of 0.9, one CJ bullet misclassified 
as an NJ bullet.  The remaining five bullets correctly classified as three NJ and two CJ.  
For the cutoff of 0.8, one CJ bullet misclassified as a NJ bullet.  The remaining nine 
bullets correctly classified as four NJ and five CJ bullets.   
 
At the final significance level of α=0.05, four bullet holes of the twenty three were 
classified at a cutoff of 0.9 and ten were again classified at a cutoff of 0.8.  Of the four 
bullet holes classified at 0.9, three were correctly classified as NJ and one CJ bullet was 
incorrectly classified as NJ.  For the 0.8 cutoff, the same CJ bullet hole misclassified as 
NJ.  The remaining nine bullet holes were classified as four NJ and five CJ bullets.   
 
Figure 78 A-F illustrates the distributions for the bullet holes created by one of each of 
the six bullets.  Shown are examples of: D) a misclassification for BH4; A,C, and F) 
correct classifications for  BH1, BH3, and BH6;  and B,E) non-classifications for BH2 
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and BH6.  The majority of the bullet hole samples resembled the B and E plots for BH2 




Figure 78:  Bullet hole correlation versus posterior probability distribution plots for A) correct classification 
for BH1 (CJ)  B) nonclassification of BH2 (CJ), C) correct classification of BH3 (CJ), D) incorrect 
classification of BH6 (CJ), E) nonclassification of BH5 (MJ), F) correct classification of BH6 (NJ). 
 
 
Again the results for a lower correlation cutoff of 0.8 and significance level of α=0.01 
and α=0.05 provided similar results.  Shown in Table 49 are the results for the cutoff of 






with the complexity of the sample, but show the ability to provide a conservative 
classification of the samples independent of the background with minimal 
misclassifications.   Figure 79 illustrates the average probability distribution function for 
the classified samples based on a correlation lower cutoff of 0.8 and a significance level 
of α=0.05.  As can be seen all but bullet 5 (MJ) correctly classified.  Bullet 4 (CJ) had a 
small contribution that classified as NJ, but the posterior probabilities were highest for 




Figure 79:  The average probability distribution function plot for classified bullet hole samples at a lower 
correlation cutoff of 0.8 and classification level of significance of 0.05.  Samples 1-3 (CJ) and 6 (NJ) were 
correctly classified.  Sample 4 (CJ) had a small contribution of the sample that classified as NJ, but 
majority correctly classified.  Sample 5 (MJ) was completely unclassified.  
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Table 49:  Results for bullet hole samples with a lower correlation cutoff of 0.8 and classification level of significance of 0.05.    












Probability Distribution Function Average Probability 
Distribution Function 
CJ MJ NJ CJ MJ NJ Not 
Classified 
CJ MJ NJ 
BH1 2 0 0 3 1 0.67 0 0 0.33 1 0 0 
BH2 1 0 0 4 3 0.25 0 0 0.75 1 0 0 
BH3 1 0 0 4 3 0.25 0 0 0.75 1 0 0 
BH4 1.46 0 0.54 4 2 0.36 0 0.14 0.5 0.73 0 0.27 
BH5 0 0 0 4 4 0 0 0 1 0 0 0 
BH6 0 0 4 4 0 0 0 1 0 0 0 1 
 
 
6.5  Automobile Paint 
 
For the LIBS analysis of automobile paint samples the original and log intensities were both tested for the full 
spectral range (200-900 nm). The nonparametric permutation test was used to provide discrimination rates. 
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The first set of analysis was performed on the spectral intensities using the 
nonparametric permutation test.  The results are shown in Table 50 which is divided into 
results for each color group and a total summary of the data set at the bottom.  Each 
color group was further subdivided into the number of layers and presence of effect 
pigment for analysis.  For each division of the table the inter-sample and intra-sample 
comparisons were listed for number of compared, discriminated and percentage of 
discrimination (or Type I error for intra-samples).  
 
For the inter-sample comparisons, the nonparametric test had 100% discrimination 
power for the color groups red, blue, tan, green, and silver.  The black 4n group had one 
non-discrimination, which was the result of a comparison between a black 1997 
Volkswagen Jetta and a black 2000 Volkswagen Jetta.  As these two paints were three 
years apart from the same make and manufacturer, it is reasonable to assume the 
formulation of the paint was not altered therefore resulting in the non-discrimination 
observed.  The white color group had non-discriminations for each subdivision, with the 
lowest discrimination power seen for the white 5n group at 40%.  The overall 
discrimination power for the data set independent of color, layers and effect pigments 
was 81.93% with a Type II error of 18.07%. 
 
For intra-sample comparisons, the nonparametric permutation test results had a Type I 
error of 0% for the black, blue, tan, and silver color groups.  Of the 90 comparisons 
there were 4 discriminations: one in the red 5y group, one in the green 3y group, and 2 
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in the white color group (one in the 4n and one in the 6n groups).  The overall Type I 
error for the data set independent of color, layers, and effect pigments was 4.44%, 
approximately at the significance level of α=0.05.   
 
From these results it was decided to test the data using the log intensities for the 
nonparametric permutation test.  The nonparametric permutation test had a Type I error 
approximately at the significance level, α=0.05, and a Type II error above the 
significance level.  
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Table 50:  Results from nonparametric permutation test  on the spectral intensities for the LIBS spectra of paint samples.   Results are displayed 
by color, number of layers and presence of effect pigments, with summaries for each color group and a total summary at the end of the table.  
Inter-samples were considered different sample comparisons, and intra-samples were from the same paint.   
Color Layers Effect 
Pigments 
Inter-sample Comparisons Intra-sample Comparisons 
Compared Discriminated Power Compared Discriminated Type I 
error 
Red 3 Y 12  12  100  3  0  0  
 4 N 24  24  100  4  0  0  
 4 Y 4  4  100  2  1  50  
 5 Y 4  4  100  2  0  0  
Total   44  44  100  11  1  9.09  
Black 3 Y 4  4  100  2  0  0  
 3 N 4  4  100  2  0  0  
 4 N 12  11  91.67  3  0  0  
 5 N 4  4  100  2  0  0  
Total   24  23  95.83  9  0  0  
Blue 3 Y 40  40  100  5  0  0  
 4 Y 12  12  100  3  0  0  
Total   52  52  100  8  0  0  
Tan 3 Y 24  24  100  4  0  0  
 4 Y 4  4  100  2  0  0  
 5 Y 24  24  100  4  0  0  
Total   52  52  100  10  0  0  
Green 3 Y 4  4  100  2  1  50  
 4 Y 4  4  100  2  0  0  
 5 Y 12  12  100  3  0  0  
Total   20  20  100  7  1  14.29  
White 3 N 544  428  78.68  17  0  0  
 4 N 60  43  71.67  6  1  16.67  
 5 N 40  16  40.00  5  0  0  
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Color Layers Effect 
Pigments 
Inter-sample Comparisons Intra-sample Comparisons 
Compared Discriminated Power Compared Discriminated Type I 
error 
 6 N 24  18  75.00  4  1  25  
 7 N 24  21  87.50  4  0  0  
Total   692  526  76.01  36  2  5.56  
Silver 3 Y 4  4  100  2  0  0  
 4 Y 24  24  100  4  0  0  
 5 Y 12  12  100  3  0  0  
Total   40  40  100  9  0  0  
Grand 
Total 
  924  757  81.93  90  4  4.44  
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The results from the nonparametric permutation test using the log intensities of the LIBS 
spectrum are shown in Table 51. 
 
For the inter-samples, the red, blue, tan, green and silver paint samples were 100% 
discriminated for each subdivision and total color grouping.  The black 4n group had 
one non-discrimination within its inter-samples.  Upon looking at the samples it was 
determined this non-discrimination was a result of the same comparison between a 
black 1997 Volkswagen Jetta and a black 2000 Volkswagen Jetta seen in the intensity 
data.  For the black color group as a whole there was a 95.83% discrimination power. 
 
The group that presented the greatest difficulty for inter-sample comparisons was the 
white color group.  All of the subdivisions of the white color group had at least one non-
discrimination within the inter-samples, with the 3n group having 68 non-discriminations 
out of 544 comparisons.  The lowest discrimination power for the white color group was 
seen for the 5n subdivision at 70%.  For the white color group as a whole there was an 
87% discrimination.  For the data set independent of color, layers and effect pigments 
there was 89% discrimination, giving a Type II error of 10.60%.   
 
For the intra-sample comparisons the blue, white and silver color groups were 
completely non-discriminated, giving a Type I error of 0% for all the subgroups and the 
total color group.  For each of the remaining color groups there was only one 
discrimination in one of the subdivided groups:  red 4y, black 5n, tan 5y, and green 5y.  
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The Type I error for each of these subgroups appear to be rather high, between 25-50% 
for the subgroups containing intra-sample discriminations but this was due to the small 
number of total comparisons.  The Type I error for the overall color groups were lower 
based on the increased number of comparisons considered; the red color group 9.09%, 
black color group 11.11%, tan color group 10.00%, and the green color group 14.29%. 
For the data set independent of the color, layers, and effect pigments the Type I error 
was 3.45%, below the significance level of α=0.05.   
 
The nonparametric permutation test results for the overall data set, irrespective of the 
color, number of layers, or presence of effect pigments, had a total of 924 inter-sample 
and 90 intra-sample comparisons.  The overall discrimination of automobile paints for 
nonparametric permutation test analysis was 89.83% with a Type I error of 4.44%.  At a 
significance level of α=0.05, the Type I error was within a reasonable level.    The 
overall discrimination masked the failure of the white color group to discriminate 
between inter-samples.  The white color group was forty percent of the paint samples 
with 36 of the 90 automobile samples being white and most of the Type II errors in the 
analysis were a result of white paint inter-sample comparisons.  The individual color 
groups indicate the applicability of the nonparametric permutation test for automobile 
paint samples, with caution to be used when analyzing white paint samples.  For 
forensic analysis it is desirable to keep the Type II error low to prevent incorrect 
association of an individual to a crime, therefore the nonparametric permutation test 
was preferred as the Type II error was approximately 10%.  With caution taken for the 
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white paint samples, the nonparametric permutation test provides a useful technique for 
the analysis of LIBS automobile paint spectrum.   
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Table 51:  Results from nonparametric permutation test on the log intensities for the LIBS spectra of paint samples.   Results are displayed by 
color, number of layers and presence of effect pigments, with summaries for each color group and a total summary at the end of the table.  
Intersamples were considered different sample comparisons, and intrasamples were from the same paint.  .   
Color Layers Effect 
Pigments 
Intersample Comparisons Intrasample Comparisons 
Compared Discriminated Power Compared Discriminated Type I 
error 
Red 3 Y 12  12  100  3  0  0  
 4 N 24  24  100  4  0  0  
 4 Y 4  4  100  2  1  50  
 5 Y 4  4  100  2  0  0  
Total   44  44  100  11  1  9.09  
Black 3 Y 4  4  100  2  0  0  
 3 N 4  4  100  2  0  0  
 4 N 12  12  91.67  3  0  0  
 5 N 4  4  100  2  1  50  
Total   24  24  95.83  9  1  11.11  
Blue 3 Y 40  40  100  5  0  0  
 4 Y 12  12  100  3  0  0  
Total   52  52  100  8  0  0  
Tan 3 Y 24  24  100  4  0  0  
 4 Y 4  4  100  2  0  0  
 5 Y 24  24  100  4  1  25  
Total   52  52  100  10  1  10  
Green 3 Y 4  4  100  2  0  0  
 4 Y 4  4  100  2  0  0  
 5 Y 12  12  100  3  1  33.33  
Total   20 20 100  7  1  14.29  
White 3 N 544  476  87.50  17  0  0  
 4 N 60   50  83.33  6  0  0  
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Color Layers Effect 
Pigments 
Intersample Comparisons Intrasample Comparisons 
Compared Discriminated Power Compared Discriminated Type I 
error 
 5 N 40  28  70  5  0  0  
 6 N 24  22  91.67  4  0  0  
 7 N 24  23 95.83  4  0  0  
Total   692  599  86.56  36  0  0  
Silver 3 Y 4  4  100  2  0  0  
 4 Y 24  24  100  4  0  0  
 5 Y 12  12  100  3  0  0  
Total   40  40  100  9  0  0  
Grand 
Total 




The nonparametric permutation test analysis of the FTIR data was performed four ways.  
For each of the tests, the data was performed using the original and the log intensities 
of the spectra.  In addition, two spectral regions were tested:  400-4000 cm-1 and 650-
2000 cm-1.  These four approaches were performed in an attempt to keep the Type I 
and Type II errors at a minimum.  For each approach the results were obtained for the 
total data set (irrespective of color, number of layers, and presence of effect pigment), 
color group, and color group subdivisions by layer and presence of effect pigments.   
 
The first analysis used the spectral range of 400-4000 cm-1 and the intensities for both 
nonparametric permutation test results.  Table 52 shows the results obtained for 
nonparametric permutation test.  As can be seen high discriminations percentages were 
obtained by the application of the nonparametric permutation test for each color group 
and color group subdivision, with the lowest discrimination percentage of 99.82% being 
observed for the 3n white color group.  The overall data discrimination percentage was 
99.90%.  The issue observed with this data set came for the Type I error, with the 
smallest Type I error being observed for the white color group of 13.89%.  For the 
remainder of the color groups the Type I error was no lower than 20%, with an overall 
Type I error of 27.66%.  This was high above the significance level.  The overall 
discrimination percentage for nonparametric permutation test was 99.60% and Type I 
error was again high at 13.83%. 
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 Table 52:  Results from nonparametric permutation test on the intensities for the FTIR spectra of paint samples.   Results are displayed by color, 
number of layers and presence of effect pigments, with summaries for each color group and a total summary at the end of the table.  Inter-
samples were considered different sample comparisons, and intra-samples were from the same paint.   
Color Layers Effect 
Pigments 
Inter-sample Comparisons Intra-sample Comparisons 
Compared  Discriminated Power Compared Discriminated Type I 
error 
Red 3 Y 12  12  100  3  1  33.33  
 4 N 40  40  100  5  3  60  
 4 Y 4  4  100  2  1  50  
 5 Y 4  4  100  2  1  50  
Total   60  60  100  12  6  50  
Black 3 Y 4  4  100  2  0  0  
 3 N 4  4  100  2  0  0  
 4 N 12  12  100  3  1  33.33  
 5 N 12  12  100  3  1  33.33  
Total   32  32  100  10  2  20  
Blue 3 Y 40  40  100  5  1  20  
 4 Y 12  12  100  3  1  33.33  
Total   52  52  100  8  2  25  
Tan 3 Y 24  24  100  4  3  75  
 4 Y 12  12  100  3  0  0  
 5 Y 24  24  100  4  1  25  
Total   60  60  100  11  4  36.36  
Green 3 Y 4  4  100  2  1  50  
 4 Y 12  12  100  3  2  66.67  
 5 Y 12  12  100  3  1  33.33  
Total   28  28  100  8  4  50  
White 3 N 544  543  99.82  17  1  5.88  
 4 N 84  84  100  6  2  33.33  
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Color Layers Effect 
Pigments 
Inter-sample Comparisons Intra-sample Comparisons 
Compared  Discriminated Power Compared Discriminated Type I 
error 
 5 N 40  40  100  5  1  20  
 6 N 24  24  100  4  1  25 
 7 N 24  24  100  4  0  0  
Total   716  715  99.86  36  5  13.89  
Silver 3 Y 4  4  100  2  0  0  
 4 Y 24  24  100  4  2  50  
 5 Y 12  12  100  3  1  33.33  
Total   40  40  100  9  3  33.33  
Grand 
Total 
  988  987  99.90  94  26  27.66  
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When the data was analyzed with the spectral intensity for the reduced spectral range 
(650-2000cm-1), the Type I results improved slightly.  Again, all color groups and 
subgroups had 100% discrimination power except for the 3n white group which had a 
99.82% discrimination power for the nonparametric permutation test results.  The Type I 
error for the nonparametric permutation test results decreased slightly but were still 
above the significance level, α=0.05.  The nonparametric permutation test had an 
overall Type I error of 25.53%, with the lowest Type I error seen for the white color 
group at 11.11%.  
 
Similar results were observed for the data when the log spectral intensities were 
obtained.  For the spectral range of 400-4000 cm-1 the nonparametric permutation test 
results had an overall discrimination power of 99.90%, with only the 3n white group 
having a discrimination power below 100% (99.82%).  The Type I error was again high 
at 27.66%.   
 
The final data set tested for FTIR analysis was the log spectral intensities for the 
spectral range of 650-2000 cm-1.  Again the results were similar to the other three data 
sets.  The 3n group was the only group to have below a 100% discrimination power in 
the nonparametric permutation test results (99.82%), to give an overall discrimination 
power of 99.90%.  The Type I error was again above the significance level cutoff, with 




The results for the FTIR analysis compared to the LIBS analysis demonstrated an 
increased Type I error for each set of parameters for nonparametric permutation test.  
As mentioned previously the FTIR provides molecular information about the sample and 
works better for the organic components of the samples, which would be seen in the 
clear polymer top coat of the paint samples.  The LIBS, an elemental technique, 
provides more information on the inorganic portions of the paint samples which would 
include the pigments, dyes, and fillers seen in the colored layers of the samples.  The 
major difference between the two techniques is the area of analysis of the sample.  The 
LIBS spectra were collected as drill down samples, therefore collecting from multiple 
layers of the paint sample.  Whereas the FTIR spectra were collected using the ATR 
attachment, therefore limiting the spectral collection to the surface clear coat.  
Therefore, the higher Type I error in the FTIR analysis is attributed to the limited amount 










6.6  Automobile Float Glass 
6.6.1  Hypothesis Test 
 
6.6.1.1  Multiple Point Spectral Averaging, 10 Windows 3 Areas 
 
This initial experiment was performed to determine the discrimination percentage using 
the nonparametric permutation test between different windows.  Due to the conditions of 
a crime scene it is usually unknown what area of a window a piece of glass may 
originate from, so it was necessary to test multiple areas of a window to ensure the lack 
of spatial information would not prevent discrimination between windows.  Ten full 
window panes were sectioned into three areas and six LIBS spectra were collected on 
each area.  For each window, the six spectra from each window were considered to be 
all same window comparisons and nonparametric permutation test was performed to 
determine the ability to discriminate between same window and different window 
samples.   In-house software [16, 18, 30] was used to perform the nonparametric 
permutation test, therefore making one comparison per set of spectra.  Same window 
(SW) comparisons resulted in 16 discriminations out of a total of 30 comparisons, which 
gave a high Type I error of 53%.  Of the 405 different window (DW) comparisons, 403 




The boxplot shown in Figure 80 gives the p-value distribution for SW and DW 
comparisons.  The p-value distribution for DW falls compact below the significance 
level, α=0.05, with very few outliers.  The p-value distribution for SW is broad from p-
values of 1 to below the significance level, α=0.05, demonstrating a wide range of p-
values for SW.  From these results it is apparent that the different samples were 
discriminating well, but same windows were also discriminating at a high percentage.  
This high same sample discrimination was not observed in initials studies using the 
same method on a single piece of glass from each window; therefore it was decided 
that each area of the same window should be considered as a separate sample for 






Figure 80:  Boxplot demonstrating p-value distributions for nonparametric permutation test results of 
multiple point 10 window 3 area data. 
 
 
6.6.1.2  Multiple Point Spectral Averaging, 3 Windows 3 Areas 
 
Due to the high Type I error observed in the 6.6.1.1 experiment, the different areas of 
the same window were considered as separate samples.  As described in the 
experimental section, three windows (C, D, and J) were selected from the previously 
sampled ten windows.  These three windows were chosen as they had high 
discrimination rates in the previous experiment.  The same three areas (1,2, and 3) 
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were sampled, though for the nonparametric permutation test there were three groups 
the comparisons were put into:  same window-same area (SWSA), same window-
different area (SWDA), and different window (DW).  Triplicate sampling (3 sets of 6 
spectra) was performed to acquire multiple comparisons for each SWSA samples; this 
provided a better prediction of the Type I error and also allowed for an overall larger 
comparison data set.  In-house software was used to perform the nonparametric 
permutation test, therefore making one comparison per set of spectra.  The SWSA 
samples had zero discriminations out of 27 comparisons.  DW samples had 219 
discriminations out of 243 comparisons, resulting in a Type II error of 10%.  While the 
Type II was slightly over the significance level of α=0.05, the DW samples discriminated 
well.  SWDA samples had 45 discriminations out of 81 comparisons, a 56% 
discrimination rate.   
 
Figure 81 shows the p-value distribution for the three groups of comparisons.  Again, 
the DW distribution is compact below the significance level, α=0.05, with few outliers.  
The SWSA group had a broad uniform distribution between p-values of 1 and the 
significance level.  SWDA also had a broad distribution of p-values, but the median 
value fell around the significance level.  The high discrimination rate of SWDA samples 
and the low discrimination rate of SWSA indicated spatial variance being observed over 
different areas of a single window.  As the spectra were collected on the surface of the 
sample, the observed variance could be due to surface contamination or heterogeneity 




Figure 81:  Boxplot demonstrating p-value distribution for nonparametric permutation test results of 




6.6.1.3  Multiple Point Spectral Averaging, 2 Windows 5 Areas 
 
 The final small scale sampling set collected and analyzed used  two of the windows 
from the first experiment (D and H) and all five areas (1,2,3,4, and 5).  All five areas 
were tested to analyze a larger set of SWDA comparisons.  The nonparametric 
permutation test was performed on the 12 spectra collected on each area of the two 
windows and comparisons were again grouped as: SWSA, SWDA, and DW.  In-house 
software was used to perform the nonparametric permutation test, therefore making one 
comparison per set of spectra.  SWSA samples had one discrimination out of ten 
comparisons, a 10% Type I error.  While this was above the significance level of 
α=0.05, the sample size was very small.  DW again performed very well with 98 
discriminations out of the100 comparisons, giving a Type II error of 2%.  SWDA again 
had a high discrimination rate with 60 discriminations out of 80 comparisons, a 75% 
discrimination rate.  Figure 82 shows a boxplot of p-value distributions for the three 
groups of comparisons.  Again, SWSA had a broad distribution between p-value of 1 
and the significance level.  The DW distribution was clustered right at or below the 
significance level with a few outliers.  SWDA also had a fairly compact p-value 
distribution down around the significance level with a few outliers falling at p-values as 
high as 0.6.  Based on these results, in addition to the previous two experimental 
results, spatial variance was observed between different areas of the same window 




The three experiments discussed to this point have had small sampling sizes and were 
performed to observe the effect of incorporating known distance changes into the 
sampling of single window panes.  Results have shown that the nonparametric 
permutation test p-values for SWDA comparisons are sometimes lower than DW 
comparisons which indicate for some comparisons a greater difference was being 
observed for SWDA than for DW comparisons.   The remaining glass experiments 
address larger sampling sizes, in addition to comparison of different spectral averaging 
methods to further investigate the spatial variance being observed.   
 
 
Figure 82:  Boxplot demonstrating p-value distribution for nonparametric permutation test results of 
multiple point 2 windows 5 areas data. 
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6.6.1.4  Test of Spectral Averaging Method, 10 Windows 5 Areas    
 
After initial tests demonstrated variance in SWDA comparisons using multiple point 
spectral averaging, it was decided to look further at the spectral averaging methods in a 
larger scale experiment.  All five areas of the ten windows were sampled using each of 
the three spectral averaging methods discussed in the experimental section (drill down, 
partial drill down\multiple point, multiple point).  The different spectral averaging 
methods investigated results for purely surface sampling and different extents of drilling 
into the sample.  The results of the different spectral averaging methods should provide 
additional information on whether the spatial variation was mainly caused by surface 
contamination or heterogeneity within the glass.  The nonparametric permutation test 
was applied to the three data sets with the calculation of 100 p-values per spectral 
comparison.   
 
The first set of spectra was collected with the multiple point spectral averaging method 
used in the glass experiments up to this point.  The nonparametric permutation test was 
performed first with a significance level of α=0.05 and then the significance level was 
varied to determine the ideal significance level, shown in Table 53.   As the significance 
level was reduced the SWDA discriminations were also reduced but SWSA and DW 
increasingly fell above the significance level.  Therefore, a significance level of 0.05 was 
ideal for the analysis.   At a significance level of 0.05 the SWSA comparisons had 243 
discriminations out of 5000 comparisons, resulting in a discrimination rate of 5%.   DW 
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performed well with 110279 discriminations out of 112500 comparisons, resulting in a 
discrimination rate of 98%.   SWDA again showed an elevated discrimination rate with 
5530 discriminations occurring out of 10000 comparisons, a discrimination rate of 55%.  
As seen in Figure 83, SWSA p-value distribution was uniform between p-values of 1 to 
the significance level.  DW p-value distributions fell compactly below the significance 
level with outliers of p-values as high as 0.8.  SWDA had a median p-value 
approximately at the significance level with a small distribution between p-values of 0.4 
and 0.  SWDA did have outliers that fell almost at a p-value of 1, but the overall 
distribution fell closer to DW than SWSA.   
 
 
Table 53:  Nonparametric permutation test results from varying significance level for multiple point 
spectral averaging, 10 window 5 areas.   
Alpha Negative Log Base 
10 
Discrimination Percentage 
SWSA SWDA DW 
0.1 1 9.7 66.9 98.9 
0.05 1.3 4.9 55.3 98.0 
0.01 2 0.9 34.9 94.9 




Figure 83:  Boxplot demonstrating p-value distribution for nonparametric permutation test results of 
multiple point 10 windows 5 areas. 
 
 
The second set of spectra was taken using partial drill down\multiple point spectral 
averaging, where ten total shots were collected with five shots drilled into two spots.   
This spectral averaging method had 1/5 of the spectral contribution from the surface of 
the sample.  If the variation being observed in previous experiments between SWDA 
samples was due to surface contamination then the percent discrimination observed for 
this spectral averaging method should be reduced.  The nonparametric permutation test 
was again performed first with a significance level of α=0.05 and then the significance 
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level was varied, shown in Table 54.  As the significance level was reduced, SWSA 
remained approximately at the significance level while SWDA and DW decreased in 
discrimination percentage.  The significance level was kept at α=0.05 to compare 
results to the multiple point spectral averaging results.  At a significance level of α=0.05 
SWSA samples had 235 discriminations out of 5000 comparisons, 5%.  DW had 82050 
discriminations out of 112500 comparisons, a 73% discrimination rate, which was 
reduced from the multiple point spectral averaging method.  The Type II error was 18%.  
SWDA also had a decreased discrimination rate of 23%, with 2321 discriminations out 
of 10000 comparisons. While SWDA discriminations decreased, the Type II error was 
significantly increased.  In forensic work, as discussed previously, it is desirable to keep 
the Type II error at a minimum to prevent false inclusion of samples; therefore this 
spectral averaging method did not perform as well as the multiple point method.  P-
value distributions are shown in Figure 84.  SWSA and DW comparisons had p-value 
distributions similar to the multiple point spectral averaging method.  DW had outliers 
that fell at higher p-values, close to 1 and a slightly broader distribution.  SWDA had a 
distribution of p-values similar to SWSA, with a slightly lower median value.  These 







Table 54:  Nonparametric permutation test results from varying significance level for partial drill 
down\multiple point spectral averaging, 10 windows 5 areas.   
Alpha Negative Log Base 
10 
Discrimination Percentage 
SWSA SWDA DW 
0.1 1 9.3 30.1 82.1 
0.05 1.3 4.7 23.2 72.9 
0.01 2 1.0 12.4 51.9 




Figure 84:  Boxplot demonstrating p-value distribution for nonparametric permutation test results of partial 






The final set of spectra was taken using full drill down spectral averaging, where all ten 
shots were collected in one spot.  This spectral averaging method collected 1/10 of the 
spectra contribution on the surface.  Therefore, this method contained the least amount 
of surface contribution.  The nonparametric permutation test was again performed first 
with a significance level of α=0.05 and then the significance level was varied, shown in 
Table 55.  As the significance level was reduced SWSA remained approximately at the 
significance level while SWDA and DW decreased in discrimination percentage.  The 
significance level was kept at α=0.05 to compare results to the other two spectral 
averaging method results.  For α=0.05, SWSA had 273 discriminations out of 5000 
comparisons, which was a discrimination rate of 5%. DW had 89775 discriminations out 
of 112500 comparisons, a discrimination rate of 80%.  This resulted in a Type II error of 
20%.  SWDA had 2526 discriminations out of 10000 comparisons, a discrimination rate 
of 25%.  The boxplot in Figure 85 shows similar distributions to the partial drill 
down\multiple point data.  SWDA had a similar distribution to SWSA, with a slightly 
lower median value.  DW had outliers of p-values around 1, with a small distribution of 
p-values near the significance level. Results for full drill down did not vary significantly 
from the partial drill down\multiple point method.  The results again demonstrate a 
decreased amount of discrimination between SWDA while the Type II error increased 





Table 55:  Nonparametric permutation test results from varying significance level for full drill down 
spectral averaging, 10 windows 5 areas.   
Alpha Negative Log Base 
10 
Discrimination Percentage 
SWSA SWDA DW 
0.1 1 10.0 34.0 86.4 
0.05 1.3 5.4 25.3 79.8 
0.01 2 0.8 12.6 59.4 




Figure 85:  Boxplot demonstrating p-value distribution for nonparametric permutation test results of full 





For all three methods the SWSA discrimination percentage remained at the significance 
level.  The method that provided the overall best Type II error was the multiple point 
spectral averaging method.  Despite the spectral averaging method, SWDA has a high 
discrimination rate.   
 
6.6.1.5  Discrimination Versus Inter-Sample Distance Test 
 
Based on the results from the previous glass experiments a known distance experiment 
was necessary to investigate at what distances discriminations began to be observed.  
The nonparametric permutation test results of a 3 cm x 1 cm sample are shown in Table 
56.  All of the same sample comparisons, at a center to center distance of 0 cm, have 
discrimination percentages at approximately the significance level, α=0.05.  The 
comparisons between A2 vs B and A1 vs B fell at higher discrimination percentages 
then comparisons at further distances, but the remainder of the comparisons increased 
in discrimination percentage with increased distance.   The boxplot shown in Figure 86 
shows the p-value distributions for each comparison in order of distance; it shows a 
general digression of p-values with distance.  These results demonstrate an increased 
discrimination percentage with distance indicating spatial variance being observed 




Table 56:  Nonparametric permutation test results for known distances comparisons.   





A1 vs A1 3 100 3% 0 
A2 vs A2 7 100 7% 0 
B vs B 3 100 3% 0 
C vs C 7 100 7% 0 
A1 vs A2 15 100 15% 0.5 
A2 vs B 68 100 68% 0.75 
B vs C 58 100 42% 1 
A1 vs B 100 100 100% 1.25 
A2 vs C 39 100 39% 1.75 








6.6.1.6  Nonparametric versus Parametric 
 
The comparison of the Wilcoxon Rank Sum test, a nonparametric method, and the 
Hoteling‟s t-test, a parametric t-test, was performed to ensure the spatial variation seen 
within window was not due to our nonparametric method.  While the parametric method 
was not as well suited for our data as it assumed normal distribution of the data, 
parametric methods are more common data analysis techniques.  Therefore, 
comparisons of the results from the nonparametric method to the parametric method 
allowed for the determination that the observed spatial variation within a single window 
pane was not due to the criteria set forth by the nonparametric methods.   
 
Both the Hoteling‟s T-test and the Wilcoxon Rank Sum test were applied to the data 
collected for all three spectral averaging methods.  The results are shown in Table 57 
thru Table 59.  For the multiple point spectral averaging method, results shown in Table 
57, showed similar results for the Hoteling‟s t-test and the Wilcoxon Rank Sum test 
results.  The Wilcoxon Rank Sum test discriminated the same number of samples as 
the Hoteling‟s t-test, with each discriminating all but one sample.  The Wilcoxon Rank 
Sum test did not discriminate A1 and A4, while the Hoteling‟s t-test did not discriminate 
areas A1 and A2.   Overall, the two methods demonstrated they were performing 
similarly and discriminations within a single window pane were being seen for both 




Table 57:  Results for comparisons of nonparametric versus parametric method  
for multiple point spectral averaging method.  The red numbers represent discriminations  
while black represents non-discriminations.   
Hoteling’s T-test 
 A1 A2 A3 A4 A5 
A1      
A2 0.01     
A3 21.21 12.06    
A4 16.83 32.41 13.31   
A5 12.42 102.67 78.25 26.07  
Wilcoxon Rank Sum Test 
 A1 A2 A3 A4 A5 
A1      
A2 <2.2e-16     
A3 <2.2e-16 0.01    
A4 0.23 <2.2e-16 0.001   
A5 <2.2e-16 <2.2e-16 <2.2e-16 <2.2e-16  
 
 
The results for the partial drill down/multiple point spectral averaging method performed 
similarly to the multiple point spectral averaging method for the two methods.  Again, 
the Hoteling‟s t-test and Wilcoxon Rank Sum test discriminated the same areas, with 
the Wilcoxon Rank Sum test discriminating one additional sample, A1 versus A5.  This 
spectral averaging had less discrimination between the areas within the single window 
pane, shown in Table 58, for both methods as was seen for the nonparametric 
permutation results.  Again, both statistical methods performed similarly and 






Table 58: Results for comparisons of nonparametric versus parametric method  
for partial drill down/multiple point spectral averaging method.  The red numbers  
represent discriminations while the black represent non-discriminations.   
Hoteling’s T-test 
 A1 A2 A3 A4 A5 
A1      
A2 0.002     
A3 19.37 27.79    
A4 5.54 4.27 10.76   
A5 2.28 9.34 8.10 2.13  
Wilcoxon Rank Sum Test 
 A1 A2 A3 A4 A5 
A1      
A2 0.23     
A3 <2.2e-16 <2.2e-16    
A4 0.12 0.754 <2.2e-16   





The final spectral averaging method tested with both statistical methods was the drill 
down method.  The Hoteling‟s t-test and the Wilcoxon Rank Sum test differed in results 
for this spectral averaging method with the results for both shown in Table 59.  As can 
be seen in the table, the Hoteling‟s T-test discriminated all but one sample.  This result 
resembled the multiple point spectral averaging method as opposed to the partial drill 
down/multiple point spectral averaging method.  This was unexpected as the 
nonparametric permutation test performed the most similarly for the two drill down 
methods.  The Wilcoxon Rank Sum test, had results more similar to the partial drill 
down spectral averaging method, with five comparisons discriminating.  These results 
still showed discriminations being observed between the different areas of the same 
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window pane, they also demonstrated that the Wilcoxon Rank Sum test was more 
appropriate for our data.   
 
Table 59:  Results for comparisons of nonparametric versus parametric method  
for drill down spectral averaging method.  The red numbers represent discriminations 
while the black represent non-discriminations. 
Hoteling’s T-test 
 A1 A2 A3 A4 A5 
A1      
A2 0.001     
A3 32.26 23.24    
A4 6.06 15.16 12.32   
A5 5.32 4.87 17.95 8.16  
Wilcoxon Rank Sum Test 
 A1 A2 A3 A4 A5 
A1      
A2 1.79e-6     
A3 2.07e-4 2.64e-6    
A4 0.71 4.52e-8 7.07 1.98  
A5 0.74 0.26 0.02 0.55  
 
6.6.1.7  LIBS Imaging 
 
The first set of imaging data analysis was collected on the 1 cm x 1 cm piece of glass.  
Five layers of the glass was sampled in 16 spots and the PCA scores corresponding to 
the first three principal components were plotted on an RGB color scale to observe the 
variance within the small area of the window pane.  The loadings for the first three 
principal components are shown in Figure 87, which demonstrate the elements 
contributing to each of the colors observed in the plots.  The elements contributing to 
the eigenvector loadings are listed in Table 60. 
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Table 60:  List of elements and wavelengths contributing to the eigenvector loadings for the first three 
principal components for the 1 cm x 1 cm piece of glass.   



















Dy II 396.84 
Zr 422.77 
Nd II 430.36 
 
 
Based on these contributions, the normalized scores for the first three principal 
components were plotted on the RGB color scale for each layer of the 1 cm x 1 cm 
piece of glass.  The plots are shown below in Figure 88.  The first layer demonstrates 
the biggest variation in the areas of the five layers.  This increased variation is attributed 
to surface effects.  For the lower layers, there begins to be two domains:  the upper left 
portion of the plots for layer three through five show a greater contribution from the 
green component while the lower right portion of the plots for those layers show a 
greater contribution from the blue component.  These plots demonstrate variation within 
this small area of glass within a single window pane and show domains forming within 




Figure 88:  RGB plots of the PCA scores for the five layers of glass from the 1 cm x 1 cm piece of glass.
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The 2 cm x 2 cm piece of glass performed similarly.  One hundred spots were sampled, 
and five layers were collected per spot.  PCA on the data normalized summed to one 
was performed to obtain the scores and eigenvectors for plotting.  The eigenvectors 
were plotted, shown in Figure 89, to determine the elements contributing to the variance 
plotted.  Again, the first three principal components were plotted; listed in Table 61 are 
the elements which contributed to the eigenvector loadings for the three principal 















Table 61:  List of elements and wavelengths contributing to the eigenvector loadings for the first three 
principal components for the 2 cm x 2 cm piece of glass.   









Mg II 279.55 
280.27 
Na 285.30 







Ca II 373.69 
Ti II 334.94 
336.12 
337.28 
Dy II 396.84 
Zr 422.77 




The scores corresponding to the first three principal components were plotted on an 
RGB color scale for each of the five layers of the 2 cm x 2 cm piece of glass.  The plots 
for each layer are shown in Figure 90.  For this data set variance can again be seen 
between the different spots.  The first two layers show similar distribution of colors with 
the greatest contributions coming from the blue and green components.  Again, the 
differences in these layers are attributed to surface effects on the glass.  The third and 
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fourth layers have an overall duller color contribution.  These layers have domains 
beginning to form where the red contribution is strong on the left side and a little bit in 
the middle.  The red contribution begins to be seen in the first and second layer also.  
The fifth layer is different from the other four layers.  This may be due to the beginning 
of confinement effects of the plasma distorting the results.  Overall, this data set also 
shows variance within the small area of a single window pane.  The domains are not as 




Figure 90:  RGB plots of the PCA scores for the five layers of glass from the 2 cm x 2 cm piece of glass. 
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6.6.2  Wilcoxon Rank Sum Test 
 
The Wilcoxon rank sum test was performed on the data to reduce this method to 
practice within the forensic community.  The data was analyzed for all three spectral 
averaging methods for the ten windows, five areas.  As described in the experimental 
section, three groups of nonparametric permutation test p-values were set up:  known 
vs. known (KK), known vs. questioned 1 (Q1K) and known vs. questioned 2 (Q2K).  The 
known versus known comparisons included all possible comparisons of four pieces from 
a single window pane.  The known versus questioned 1 consisted of all of the 
comparisons for the four pieces of the known to a single piece from a different area of 
the same window.  The known versus questioned 2 consisted of all of the comparisons 
for the four pieces of the known compared to a single piece from a different window.   
Calculations were performed for each of the ten windows so that each of the five areas 
was considered questioned 1.   
 
6.6.2.1  Multiple Point Spectral Averaging, 10 Windows 5 Areas 
 
For the multiple point spectral averaging method, 50 calculations were performed for K 
vs. Q1 and 50 calculations were performed for K vs. Q2.  Table 62 provides a summary 
of the results obtained for the Wilcoxon Rank Sum test.  Of the 50 calculations 
performed for K vs. Q1 37, or 74%, were found to be statistically different.  Only 13, or 
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26%, were calculated to be statistically the same.  These results indicate despite the 
incorporation of some of the spatial variance within a single window pane a statistical 
difference was observed which resulted in the discrimination of Q1 from K.  The 
variance may be due to surface variation as these results were acquired based on 
multiple point collection, but the differences observed between different areas of a 
single window pane were statistically significant.  The 50 calculations performed for K 
vs. Q2 resulted in 43, or 86%, found to be statistically different and 7, or 14%, being 
statistically the same.  The different windows discrimination rate for statistically the 
same was slightly higher than the significance level, but overall the results for different 
windows demonstrated the ability to discriminate between them.  
  
 
Table 62:  Wilcoxon Rank Sum test results for the multiple point spectral averaging for questioned versus 
known.   
 KQ1 KQ2 
Statistically the Same 13 7 
Statistically Different 37 43 
Total Comparisons 50 50 
% Statistically the Same 26% 14% 
% Statistically Different 74% 86% 
 
 
6.6.2.2   Partial Drill Down\Multiple Point Spectral Averaging, 10 Windows 5 Areas 
 
The Wilcoxon Rank Sum test was performed on 50 K vs. Q1 comparisons and 50 K vs. 
Q2 comparisons for the partial drill down\multiple point spectral averaging method.  The 
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results are shown in Table 63.  For the K vs. Q1 comparisons only 15 out of the 50 total 
comparisons were found to be statistically the same, 30%.  The remaining 35 K vs. 
Q1comparisons were statistically different, 70%.  The high percentage of statistically 
different comparisons for the K vs. Q1 comparisons again indicates that the full extent of 
spatial variation within a single window pane was not incorporated in the known sample 
to prevent discrimination of Q1.  One fifth of the spectra for each of the samples 
originated from the surface of the sample, therefore surface contamination may still be 
contributing to the variance.  The 50 K vs. Q2, or different window comparisons, had 
only two comparisons which were found to be statistically the same, or 4%, which was 
approximately at the significance level.  The remaining 48 comparisons of K vs. Q2 
were found to be statistically different which gave a 96% discrimination rate.  Therefore, 
these results were similar to the multiple point spectral averaging method where 
different windows were successfully discriminated between but samples from different 
windows were also discriminated between.   
 
 
Table 63:  Wilcoxon Rank Sum test results for the partial drill down\multiple point spectral averaging 
method for questioned versus known.   
 KQ1 KQ2 
Statistically the Same 15 2 
Statistically Different 35 48 
Total Comparisons 50 50 
% Statistically the Same 30% 4% 





6.6.2.3  Drill Down Spectral Averaging, 10 Windows 5 Areas 
 
For the drill down spectral averaging method, 50 calculations were performed for K vs. 
Q1 and 50 calculations were performed for K vs. Q2.  A summary of the results 
obtained for the Wilcoxon Rank Sum test for this data is given in Table 64.  For the 50 
calculations of Q1 vs. K there were 35, or 70%, statistically different comparisons.  Only 
15, or 30%, were calculated to be statistically the same.  Again, statistical differences 
were observed for K vs. Q1 comparisons which again indicate that the spatial variance 
incorporated into the known by the multiple pieces of glass did not account for all the 
variance within a single window pane.  Due to only one of the ten shots being collected 
on the surface, the variance may be due to variance in the amount of trace elements 
present in the different areas of a single window pane.  This could be due to the 
manufacturing process or environmental exposure.  For the 50 different window 
comparisons, 48 were found to be statistically different, 96%, and 2 were found to be 
statistically the same (4%).  These results demonstrate the ability to successfully 
discriminate between different window panes as was seen with multiple point spectral 
averaging.  
 
Table 64:  Wilcoxon Rank Sum test results for the drill down spectral averaging method for questioned 
versus known.   
 KQ1 KQ2 
Statistically the Same 13 3 
Statistically Different 37 47 
Total Comparisons 50 50 
% Statistically the Same 26% 6% 




CHAPTER 7:  CONCLUSIONS AND FUTURE WORK 
 
 
The statistical data analysis techniques discussed in this work have shown promise for 
application to the analysis of forensic samples.  The research demonstrated the 
successfully application of the statistical methods to forensic data acquired by multiple 
instrumental techniques.  The statistical methods were shown to provide desired error 
rates for classification or discrimination of forensic samples to provide additional 
backing to conclusions reached by forensic analysts.  The results demonstrated the 
decision to apply a classification method or a discrimination method was determined 
based on the desired goals of the analysis of specific samples.  The classification 
methods provided in this research were best applied when a library can be compiled of 
the representative population of the samples to be tested, such as the bullet jackets and 
organic compounds; while the discrimination methods were best for forensic 
applications that have populations that change over time, such as the automobile paint 
and glass samples.    Overall, successful results were obtained using all of the applied 
statistical methods to improve analysis of forensic samples.   
 
 
7.1  Fire Debris 
 
Results discussed previously indicate the ability of discriminant analysis in the 
classification of fire debris samples.  The results showed the ability to discriminate 
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between pure ignitable liquid and substrates easily and further classify ignitable liquids 
into the ASTM classes.  While the ignitable liquids were not as easily classified into their 
ASTM classes, the results of this technique provided statistical backing that did not 
previously exist.  This method begins to move fire debris analysis from a pattern 
recognition technique to a statistically backed forensic discipline.   Data sets not 
containing the MISC and OXY group provided higher percentages of correct 
classification then classification of samples when these two classes were included in the 
analysis.  As expected, the MISC and OXY classes encompassed a broad range of 
samples, therefore samples in these groups and the other ASTM classes have 
similarities that make classifying more difficult.   
 
Future steps to improve this approach to fire debris classification should investigate 
ways to deal with the MISC and OXY classes.  Methods that may be applied to this 
issue could include the reclassification of these classes by functional groups present in 
the samples or a step wise analysis of the samples starting with broad classification and 
ending with ASTM classifications.  In addition to addressing the MISC and OXY classes, 
the application of this method to mixtures should be addressed, as most if not all fire 
debris cases will involve samples containing multiple ignitable liquids and/or substrates.  
Initial investigation into mixtures was performed and difficulty was encountered due to 
the nature of LDA and QDA as hard classifier methods.  The combination of this method 
with a soft classification method such as the soft classification method described may 
provide a technique for classifying fire debris mixture samples.   
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7.2  Bone 
 
7.2.1 Discriminant Analysis 
 
The bone research discussed was preliminary work and should be expanded on further 
based on the results seen.  While the data sets were small, results showed promise for 
both discriminant analysis for the classification of bones by species and the application 
of the nonparametric permutation test for the discrimination between different bones 
from different species.   
 
The bone data was in its initial testing stage and the results showed promise for the 
discrimination between bones of different species.  A small data set was tested in this 
research to determine the best means for classification or discrimination of bone 
samples.  The nonparametric permutation test results indicate the successful 
discrimination of the individual bones.  Further work needs to be done on larger data 
set; additional comparisons should be made to obtain more accurate Type I and Type II 
errors.  Additional tests could also be performed with the data grouped by different 
means; instead of by individual bones, the nonparametric permutation test could be 
performed to determine the discrimination between species or exposure to specific 




Future work should also be performed with increased background knowledge of the 
samples, i.e. cleaning process and environmental exposure.  Additional information 
about the exposure to environment, cleaning processes, and demographic data could 
provide useful information in interpreting the results and may explain assumed Type I or 
Type II errors.  Results would be better interpreted with more knowledge of the 
samples, allowing for a better assessment of the techniques.  Also, the data can be 
grouped into different categories to determine the ability to distinguish between:  bone 
versus non-bone, human versus nonhuman, archeological versus forensic and other 
potential groupings of interest.   
 
 
7.3  Organic Compounds and Polymer Mixtures 
 
7.3.1  LIBS 
 
The analysis of the LIBS organic polymers presented a challenge to the soft 
classification method.  As LIBS is an atomic spectroscopy technique the spectral pattern 
was similar for the organic compounds due to each compound being comprised of the 
same major elements:  C, H, N, and O. Due to the similarity in the spectral pattern, the 
discrimination between organic compounds was more complicated than analysis with 




The results from the PCA\TFA analyses showed promise for analyzing multiple spectra 
from a sample.  Results successfully identified the components contributing to the 
mixture by high correlations in the TFA as long as good separation was observed in the 
PCA model.  The data collected in the argon atmosphere had the best separation of the 
PCA model and therefore the TFA correlations were the highest.  When the compounds 
in the PCA model were not well separated, only the separated contributor was identified 
with a high correlation.  The remaining compounds resulted in lower TFA correlations, 
as seen in the air data for nitrocellulose on poly styrene.  The application of TFA 
provided correlation values which could be used to identify a specific class of unique 
compounds. 
 
The Bayesian decision theory provided results that further backed the TFA analysis.  
The Bayesian decision theory provided posterior probabilities and kernel distributions 
based on the TFA correlations which assisted in the identification of the compounds that 
were present in the mixture.  For the LIBS mixture data at least one of the compounds 
present in the mixture had a posterior probability calculated, resulting in identification of 
at least one of the components present in each mixture.   
 
While organic compounds were difficult to discriminate between using LIBS spectral 
data, successful application of the multiple step soft classification method was observed 
to provide conservative classifications of the polymer mixtures.  Future work should be 
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done to optimize the unique spectral characteristics of different organic compounds in 




The FTIR analysis of the organic compounds provided useful information about the 
application of PCA\TFA, and Bayesian decision theory on FTIR spectral data.  Using a 
library comprised of eight organic compounds, some having very similar structures, 
PCA\TFA was successfully applied to complex organic mixtures independent of the 
background.  High correlation values were obtained for the components present in the 
complex mixtures every time, with separation in correlation values being seen between 
compounds of similar structure.  TFA proved to be useful in identifying the compounds 
present in complex mixtures with high correlation values.   
 
The Bayesian decision theory results further backed the results from the TFA.  In 
addition to the correlations obtained from the TFA, the Bayesian Decision Theory 
provided the means to convert the hard classification method of TFA into a soft 
classification method, which allowed for single, multi, or no classification to be obtained.  
While it resulted in a slightly more conservative method, the majority of the mixture 




As FTIR is a molecular spectroscopy technique, it performed better than LIBS in the 
identification of the organic compounds in the presence of highly similar structures.  The 
interactions of the functional groups provided additional information not available in the 
elemental analysis of LIBS which allowed for identification of 2,3-DNT from 3,4-DNT 
and 2,4-DNT.  FTIR was not limited to the identification of just the presence of elements 
in the compounds, which consisted of carbon, nitrogen and oxygen in all of the organic 




The Raman analysis of organic compounds on organic backgrounds provided similar 
results to the FTIR analysis.  As both are molecular spectroscopy techniques they 
performed similarly for the ability to classify despite the similarity in some of the organic 
compound structures.   
 
PCA demonstrated separation of the library compounds, while the TFA results showed 
high correlations for the majority of mixture components to the correct library compound.  
Theobromine had the lowest correlations observed which was attributed to a poor 
collection of the organic compound during the Raman analysis.  The theobromine 





The Bayesian decision theory further supported the results seen in the TFA analysis.  
The majority of the samples classified correctly, with only two of the mixtures not 
classifying.  There were no incorrect classifications of the mixtures.  Overall, the results 
showed promise for the application of these methods to classify organic compounds 
within complex mixtures independent of the background.  The approach also provides a 
statistical probability to classifications to assist an analyst in reaching a conclusion.   
 
 
7.4  Metal Transfers 
 
The TFA results proved to successfully use a library of bullets to identify the class of 
bullet jacketing used in metal transfer samples independent of the background.    For 
the majority of the samples, the class that had the highest correlation value between the 
library and sample was the class that was present on the sample.  TFA performed best 
for the single metal transfer with 87% having the highest correlations corresponding to 
the class present on the sample.  As expected the results decreased slightly with the 
two metals transferred onto the same sample, with 83% correct identification of class 
based on high correlation.  The final method and most complex sampling surface, the 
bullet holes, also had 83% correct identification of class based on high correlation.  The 
majority of the samples that had the highest correlations corresponding to a different 
class were MJ samples, or mixtures including MJ.  MJ was the hardest metal present in 
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the experiments and likely the hardest to transfer, therefore making its detection more 
difficult on the different sample surfaces.   
 
As was shown in the results for the Bayesian decision theory of metal transfer, the 
combination of TFA/Bayesian decision theory provided the additional statistics needed 
to give conservative identification of present metals in the sample.  The methods 
demonstrated the best classification ability with a correlation lower cutoff of 0.8 and 
classification level of significance of 0.05.  These parameters set a reasonable 
expectation for correct classification, and do not assign a sample if insufficient data is 
available.  In that aspect, the method provides for a conservative approach to the 
classification of metal transfer.  The method allows for samples to be unclassified which 
prevents a high percentage of misclassifications.   
 
 The single metal transfer onto two substrates demonstrated the ability of the 
mathematical technique for the problem at hand, with a high percentage of correct 
classifications.  When the complexity of the issue was increased by transferring two 
metals to the same spot on the two substrates the number of classifications decreased, 
but the majority of the samples had correct classification for at least one of the metals 
present.  A small number of the samples correctly classified both components present.  
In both the single and multiple transfer samples more non-classifications occurred than 
misclassifications.  Again, this represents the conservative nature of the test, with a 
non-classification being a preferred result over misclassifications.  The results of the 
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multiple transfer samples depended on the transfer order, ability to transfer the bullets 
so the two lines overlapped, and the transfer ability to the substrate.  Variation is 
expected to occur in the amount of both bullets being observed from each spectrum of 
the multiple transfer samples, with one bullet being more prominent from one spectrum 
to the next; results would be influenced by the ratio of the two components that would 
be collected.  These considerations demonstrate the increased complexity from the 
single transfer to the multiple transfers.  
 
The final metal transfer test was designed to resemble a case work sample, where a 
bullet hole was sampled.  While only one metal was transferred to the substrate, the 
transfer could not be controlled and the sample surface was irregularly shaped.  The 
number of classifications was much lower for these samples, but when posterior 
probabilities were calculated, all but one sample was correctly classified.  The reduced 
classification of this data set could be due to LIBS issue with the irregular sample 
surfaces.  Additional efforts should be made to perform this analysis with an instrument 
with autofocusing capabilities.  Autofocusing would eliminate the human error 
associated with optimizing the sampling height of irregular sample surface.   
While this method is conservative in its ability, it has a very low percentage of 
misclassifications.  A non-classification in forensic science is more desirable than a 
misclassification when it comes to deciding the fate of a person accused of a crime.  
There are a few suggestions given above that may improve the results of this method.  
The results do show the ability of combining PCA/TFA/ Bayesian decision theory to 
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provide statistical backing to background independent classification of metal transfer 
samples.   
 
 
7.5  Automobile Paint  
 
The application of the nonparametric permutation test for the analysis of automobile 
paint spectra collected by both LIBS and FTIR proved to be a useful technique in 
discriminating paint samples.  The nonparametric permutation test was well suited for 
the application which was attributed to the LIBS data not being guaranteed to follow a 
normal distribution.  Therefore, for LIBS data a technique without the assumption of 
normality provides a more accurate result.   
 
For the LIBS results the overall discriminating power for nonparametric permutation test 
was approximately 89% and the Type I error was held below the significance level; the 
FTIR results for the nonparametric permutation test of the log intensities of the reduced 
spectral range (650-2000 cm-1) were an overall discriminating power of 99.90% and a 
Type I error of 25.53%.   
 
The results were improved when the samples were subdivided into groups based on 
characteristics easily distinguished by visual and microscopic analysis; paint color, 
number of layers, and presence of effect pigments.  The separation of the samples into 
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subdivisions based on nondestructive methods prior to minimally destructive methods 
would be the ideal approach for a crime lab to follow in the analysis of evidence.  Based 
on the subdivision, it was apparent that all of the color groups performed well for both 
inter and intra samples, with the exception of inter-samples within the white color group.  
Caution should be taken in the comparison of unknown white paint samples until further 
research is performed to determine the potential cause for lack of discrimination 
between samples of this color.  For the remainder of the color groups, the Type I and 
Type II errors were kept at nominal levels for the LIBS data.   
 
For the LIBS spectra the nonparametric permutation test provided information about 
most if not all of the layers of paint in a sample, not just the top layer as seen with the 
FTIR data.  Therefore, the LIBS spectra provided for more individual characteristics for 
a specific paint to be used during comparison to an unknown paint sample.   
 
The benefit of the nonparametric permutation test in the analysis of automobile paint 
was that it ensured a fixed Type I error rate described by a significance level, α=0.05.  
This allowed for the Type II rate to be independently determined and in forensic science 
the Type II error is the one of most importance.  This plus the low Type I error showed 
the success of the nonparametric permutation test for analysis of LIBS data for 
automobile paint samples. 
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The difficulty with the FTIR technique as applied in the research was that it only 
analyzed the top coat of paint, whereas the LIBS analysis sampled and averaged 
together all of the layers.  The LIBS spectra had more unique characteristics making the 
determination of discrimination/non-discrimination of the comparisons easier.  In 
addition to the limitation to the top coat of paint, the FTIR is a molecular technique 
which is more informative of the organic components of a sample.  Paints are made up 
of polymers, pigments, dyes and fillers with the majority of the characteristics being 
inorganic in nature.  Again, this is where LIBS provides more characteristic information 
about the inorganic element components that may provide more unique information 
about each paint.  Based on the results seen, the FTIR would be a good nondestructive 
screening method for the top coat of a paint sample prior to more in-depth analysis by 
LIBS of all the layers.  
 
Future work should look to expand the data set and perform more intra-sample 
comparisons.   The addition of more intra-sample comparisons should reduce the 
individual groups (by color, number of layers, and presence of effect pigments) Type I 
errors.  As was seen in the results, the overall data set had a Type I error below the 
significance level but the individual groups Type I errors were much higher.  This was 
due to the small number of comparison, as one discrimination out of three would result 
in a Type I error of 33%.  Also, future work should look to expand this method to other 




7.6  Automobile Float Glass 
 
The analysis of LIBS automobile float glass spectral data by the nonparametric 
permutation test and the Wilcoxon Rank Sum test provided valuable information about 
glass as forensic evidence.  The nonparametric permutation test provided a statistical 
method for discriminating between different automobile window panes.  In addition to 
discriminating between different windows, the nonparametric permutation test presented 
evidence of spatial variation between different areas of the same window pane.  The 
nonparametric permutation test results were further substantiated with the application of 
the more stringent Wilcoxon Rank Sum test.  In addition to the identification of spatial 
variation due to the elevated discrimination levels of SWDA comparisons, both methods 
demonstrated a low discrimination rate for same window-same area comparison and a 
high discrimination rate for different window comparisons.   
 
The spatial variation was investigated purely in this research to present evidence that it 
was present.  Multiple spectral averaging methods were tested to determine whether 
the variation being observed was due to the sampling method, surface contamination, 
or heterogeneity within the glass.  All three spectral averaging methods demonstrated 
elevated levels of discriminations between SWDA comparisons while the SWSA 
comparisons remained approximately at the significance level.  Decreased 
discriminations of SWDA samples were observed as average spectra were comprised 
of fewer surface shots, but DW discriminations also decreased.  In addition to the 
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spectral averaging methods, a distance test was set up using the multiple point 
averaging method.  This test demonstrated an increase in discrimination with an 
increase in distance.  While the cause of the spatial variation is currently unknown, it 
has been shown that special consideration should be taken when comparing samples 
from the same window without spatial information.  The spatial variation could be 
caused by a number of things including: trace element fluctuation or contamination 
during manufacturing, environmental effects, or surface contamination.  Future work 
should investigate the cause for observed spatial variation.   
 
Blind tests demonstrated the need for additional investigation into how this method will 
be applied to forensic casework.  The nonparametric permutation test p-values provided 
the ability to determine whether individual comparisons were discriminated or not.  The 
current limitation is how to deal with same window-different area comparisons.  In 
forensic samples spatial information is rarely obtained, therefore samples from the 
same window may be discriminated and falsely excluded (Type I error).  While this is 
preferred over false inclusion of evidence (Type II error), the current discrimination 
levels of same window-different area samples would result in high levels of Type I 
errors.  The issue with forensic application returns to the necessity of further work into 
determining the cause of spatial variation.  Control samples may need to be 
incorporated into forensic casework to provide a general guideline for acceptable p-
value distribution of SWSA, SWDA, and DW comparisons prior to decision of whether or 
not an unknown piece of evidence originates from a known piece of evidence.   
310 
 
While complications arise for analysis of glass samples due to the observation of spatial 
variation, the identification of it provides valuable information for forensic analysis.  The 
observation of spatial variation demonstrates the need for multiple pieces of known and 
questioned samples to be analyzed when possible in case work.  Also, the correct 
sampling parameters should be used for analysis of forensic evidence.  Based on the 
results obtained in this research, multiple point spectral averaging provides the lowest 
Type II error while keeping SWSA comparisons approximately at the significance level.  
The other two spectral averaging methods reduced the percentage of SWDA 
discriminations with the consequence of also increasing the Type II error.   
Overall, the analysis of LIBS spectra by nonparametric permutation test and the 
Wilcoxon Rank Sum test provided the ability to discriminate between different window 
panes and the identification of spatial variation within a single window pane.  While 
additional work needs to be done to make the methods applicable in forensic casework, 




APPENDIX  A:   





Year Manufacturer Make Color Effect 
Pigment 
Substrate Layers 
2000 Chrysler Voyager White No Metal 3 
2002 Chrysler Truck (unknown) White No Metal 3 
1990 Dodge Ram Van B250 White No Metal  3 
1999 Chrysler 300M White No Metal 3 
1996 Dodge Grand Caravan 
LE/ES 
White No Metal 3 
1999 Ford Expedition White No Metal 3 
1997 Ford F150 White No Metal 3 
1995 Ford Crown Victoria White No Metal 3 
1995 Ford Mustang White No Metal 3 
1998 Oldsmobile Achieva SL White No Metal 3 
1998 Buick Century Custom White No Metal 3 
1997 Oldsmobile 88/LS White No Metal 3 
1997 Mercury Grand Marquis 
LS 
White No Metal 3 
2000 Chevrolet Camaro White No Metal 3 
2002 Pontiac Grand Prix SE White  No  Metal 3 
2000 Ford Focus SE/SE 
Comfort 
White No Metal 3 
2001 Ford Ranger White No Metal 3 
1998 Dodge Ram 1500 White No  Metal 4 
1998 Ford  Expedition White No Metal 4 
1995 Chevrolet Caprice Classic White No Metal 4 
1998 Isuzu Rodeo S/LS White No Metal 4 
2000 Kia Sephia White No Unknown 4 
2004 Dodge  Grand Caravan White No Unknown 4 
1993 Ford Mustang White No  Metal 5 
2004 Ford Econoline E150 White No Metal 5 
1996 Ford Mustang White No Metal 5 
1997 Buick Lesabre Limited White No Metal 5 
1995 Honda  Civic White  No Metal 5 
1999 Honda Civic White No Unknown 6 
2002 Buick Century White No  Unknown 6 
1997 Mercury Cougar XR7/30th White No Metal 6 
1998 Chevrolet Blazer White No Metal 6 
1995 Acura (Honda) Integra White No Unknown 7 
2002 Dodge Stratus White No Metal 7 
1999 Mitsubishi Montero Sport 
LS/XLS 
White  No Metal 7 
1997 Ford Explorer White No  Metal 7 
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Year Manufacturer Make Color Effect 
Pigment 
Substrate Layers 
2002 Kia Rio Blue Yes Metal 3 
2006 Dodge Ram Blue Yes Unknown 3 
2002 Kia Optima Blue Yes  Unknown 3 
2005 Mazda Tribute Blue Yes Metal 3 
2002 Honda Accord Blue Yes Unknown 3 
1987 Dodge Ram Blue Yes Metal 4 
1998 Dodge Caravan Blue Yes Metal 4 
2006 Nissan Sentra Blue Yes Metal 4 
2001 Chrysler Concorde Tan Yes Metal 3 
2002 Chrysler Sebring Tan Yes Metal 3 
2000 Saturn SC2 Tan Yes Metal 3 
1988 BMW 325i Tan Yes Metal 3 
1993  Toyota Camry Tan Yes Metal 4 
2001 GMC Safari Tan Yes Unknown 4 
2004 Kia Spectra Tan Yes Unknown 5 
2005 Nissan Maxima Tan Yes Unknown 5 
1999 Ford Taurus Tan Yes Metal 5 
2004 Pontiac Montana Tan Yes Unknown 5 
2002 Mazda B3000 Red No Metal 4 
2002 Chrysler Voyager Red No Unknown 4 
2004 Chevrolet Blazer Red No Unknown 4 
2002 Pontiac Grand Am Red No Unknown 4 
1995 Chevrolet S-10 Red Yes Metal 3 
2006 Honda  Pilot Red Yes Unknown 3 
1998 Ford F150 Lariat Red Yes Unknown 3 
1996 Ford Explorer Red Yes Metal 4 
1993 Nissan Maxima Red Yes Metal 4 
1997 Nissan Sentra Red Yes Metal 5 
1998 Infiniti (Nissan) I30 Red Yes Metal 5 
2005 BMW 325i Black No Unknown 3 
1998 Nissan Altima Black No Metal 3 
2004 Mitsubishi Lancer Black No Unknown 4 
2000 VW Jetta Black No Metal 4 
1997 VW Jetta  Black No Metal 4 
1989 Chrysler New Yorker Black  No Metal 5 
1997 Honda Civic Black No Metal 5 
2004 Pontiac  Sunfire Black Yes Unknown 3 
1999 Honda Accord Black Yes Metal 3 
2004 GMS Envoy Green Yes Unknown 3 
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Year Manufacturer Make Color Effect 
Pigment 
Substrate Layers 
2001 Honda Accord Green Yes Metal 3 
2003 Mazda Protégé Green Yes Unknown 4 
1993 Mitsubishi 3000GT Green Yes Metal 4 
2004 Chevrolet Tahoe Green Yes Metal 5 
1995 Volvo Wagon Green Yes Metal 5 
1999 VW Passat Green Yes Metal 5 
2004 Chevrolet Cavalier Silver Yes Unknown 3 
2005 Chrysler Pacifica Silver Yes Unknown 3 
2000 Nissan Xterra Silver Yes Unknown 5 
2006 Suzuki Forenza Silver Yes Unknown 5 
2003 Suzuki Aerio Silver Yes Unknown 5 
2003 Toyota 4Runner Silver Yes Metal 4 
2001 Dodge Dakota Silver Yes Unknown 4 
2001 Chrysler PT Cruiser Silver  Yes Metal 4 





APPENDIX  B: 
STANDARD OPERATING PROCEDURE FOR FLOAT GLASS 





STANTDARD OPERATING PROCEDURES: 
LIBS FLOAT GLASS ANALYSIS 
Laser Induced Breakdown Spectroscopy (LIBS) 
Sample Preparation: 
1. Select windows and areas need for analysis ensuring they are labeled.   
a. Labeling system: 
i. Capital letter first – corresponds to window sample is from 
ii. Number after capital letter – corresponds to area of window 
sample is from 
1. (1) – upper left 
2. (2) – center 
3. (3) – lower right 
4. (4) – upper right 
5. (5) – lower left 
iii. Lower case letter after number – corresponds to spectra 









2. Determine float glass side of sample using handheld UV light.  It can be 
difficult to observe at times, so finding darkest place for determination is 
useful.   
3. Cut small sample off of selected area - approximately the width of a standard 
microscope slide and half the length.   
4. Secure sample piece with float glass side down onto glass microscope slide 
with double sided tape.  Label microscope slide with sample label. 
5. Remove tinting or tape attached to non-float side of sample. 
6. Clean with wipe with cyclohexane to remove any residue of tape or tinting. – 
Do to all samples even if nothing was adhered to sample to ensure all 
samples prepared same way.  Allow samples to dry.  
7. Clean all samples with wipe soaked in DI water.  Allow sample to dry 





1. Remove key from desk drawer under computer and insert into laser power 
box.  Turn into on position 
2. Once laser has turned on, beginning running laser. 
 
3. Check energy level is set at desired level for analysis (default at 8.5) and q-
switch is on. 
4. Allow laser to run for 15-30 minutes to allow it to warm up. 
Software start-up: 
1.  Turn on or wake up computer from sleep mode. 
2. Select user profile „Student‟ for sign in 
3. Open from desktop icon LIBS software „OOILIBS‟ and „PLSX‟ camera 
software. 






Laser Measurement Test: 
1. Ensure sign is displayed outside the laboratory door warning of laser use and 
eye danger.  Place where it is visible to anyone trying to enter laboratory.  In 
addition, place a paper to cover the key code required to enter laboratory as 
extra precaution in warning to others not to enter laboratory. 





            
3. Open sliding compartment door above the LIBS chamber to expose laser 
beam path. 
4. Remove cover on sensor attached to measurement instrument and insert into 
middle of laser pathway.  Sensor should be positioned approximately within 
box indicated by red tape. 
       




a. Use „f‟ button to pull up drop down menus. 
b. Use right arrow to move to „scale‟ and down arrow to move to „300 mJ‟.  
Use middle arrow button to select this scaling. 
c. Use „f‟ button to once again pull up drop down menus.   
d. Use down arrow to select „statistics‟.  A new page should appear on the 
screen. 
e. Use down arrow to highlight „start‟ and middle arrow to select it. 
f. Use „OOILIBS‟ software to perform a single scan by selecting „Scan‟ 
button within software. 
g. Check statistics – should have a shot value of approximately 175-185. 
i. If statistics are not consistent with expected values, reposition 
sensor and repeat step f.  Select „stop‟, „reset‟, and „start‟ using 
arrows on measurement instrument. 
ii. If statistics are consistent with expected values, continue to step  
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h. Select „stop‟, „reset‟, and „start‟ on the measurement instrument and 
input 50 into „average‟ box within OOILIBS software.  Select „Scan‟ 
button and collect the 50 average shots. 
i. Record statistics, except „current value‟, from measurement instrument 
screen onto sheet in record book. 
     
      
6. Turn off measurement instrument 
7. Close sliding compartment door so laser beam is no longer exposed. 
8. Remove safety goggles and door signs. 
323 
 
Parameters for spectral collection: 
1. Twelve spectra per sample should be collected for data analysis procedures. 
Two methods to decide between for spectral averaging: 
a. Each spectra will be an average of 10 multiple point shots (address 
further in sample collection section below). 
b. Each spectra will be an average of 10 shots collected 5 shots in two 
spots 
2. To ensure address shot-to-shot variability and reproducibility issues of LIBS, 
spectra should be collected in random order 
a. Open excel file 
b. List all sample spectra to be collected in one column 
c. In second column of file use „Rand‟ function to assign a random 
number to each spectrum.  Type „=Rand()‟ and press enter.  Then pull 
down so a random number is assigned to each spectrum. 
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d. Highlight both columns and sort: 
i. Select „Data‟ on toolbar to give drop down menu  
ii. Select „Sort‟ in drop down menu 
iii. Pop-up will give you options: 
1. „Sort by‟ – select column including random numbers 
2. „Order‟ – select ascending or descending 
3. Press „Ok‟ 
iv. Spectra should be in random order, with random numbers in 
ascending or descending order.   
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Sample Collection 
1. Place slide with sample into LIBS sample chamber. 
2. Turn on light switch on back of LIBS to illuminate sample within sample 
chamber. 
3. Use camera software to locate sample. 
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4. Adjust silver knob on right side of the instrument until sample comes into 
focus on camera software.  Depending on sample it may not be an extremely 
clear focus due to quality of sample and camera, but adjust to best focus 
possible.  This positions the focal lens and fiber optic cable in optimal position 
for sampling. 
5. Select „tools‟ within OOILIBS software and select „Set Q-switch delay‟ 
a. Adjust Q-switch until spectra in pop-up window has reduced 
background noise, no apparent jumps between spectrometer 
collection, and defined spectral lines by moving bar at top of pop-up 
window.  Sample should be moved each time q-switch is changed. 
b. Q-switch should remain in negative values (for collection after plasma 
is created) and approximately around 5.0.  (positive q-switch values 
begin collection prior to plasma creation).  
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6. Select number of shots to be averaged per spectrum – 10 shots per spectrum 
– by inputting value in „average‟ box on toolbar 
7. Use „Scan‟ button to begin spectral collection 
a. After each shot sample must be moved by x-y position knob on left of 
LIBS sample chamber to perform multiple point averaging of sample 
spectrum. 
8. Use double headed arrow icon on toolbar to normalize the spectrum to the 
most intense peak. 
9. Ensure spectra is acceptable and save to folder in Instrument serve 
corresponding to date of collection. 
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10. Continue steps 1-4 and 7-9 until all sample spectra have been collected. 
a. Exchange samples quickly to keep off time of laser to a minimum 
(every time the sample chamber door is open the laser is automatically 
shut off by an interlock). 
b. Do not take extended breaks during sampling, plan to collect all 
samples in one sitting with minor breaks if absolutely necessary (no 
longer than 5 minutes).  Have everything prepared for sampling prior to 
beginning analysis. 
c. Check folder containing saved spectra to ensure no spectra were 
missed, if it is determined only 11 spectra of sample 1 was collected 
the whole data set is useless. 
11. Once sampling is completed, repeat laser measurement steps.  Turn off laser 
and proceed to data processing and analysis.  
Additional Software Notes: 
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On toolbar there are additional tools for analyzing the spectra: 
a. In the drop down menu of „View‟ there are three options 
i. Spectrum 
1. Should always have a black check mark next to it 
indicating the spectrum should be visible 
ii. Background 
1. Allows for a background spectrum (if collected) to be 
overlaid on a sample spectrum for comparison 
iii. Overlay 
1. Two overlays can be selected 
2. Choose option „Select Overlay 1(or 2)‟ to set a previously 
saved spectrum as an overlay 
3. Return to „View‟, „Overlay‟ and select the overlay to be 
viewed on top of the current spectrum by choosing 
„Overlay 1 (or 2)‟. 
b. In the drop down menu of „ScanType‟ default scantype should be set to 
„SingleShot‟ with a black check mark next to it 
c. In the drop down menu of „Mode‟ there are two used options: 
i. Normal – the default setting 
ii. Element ID 
1. On selecting this mode a pop-up box will appear 
330 
 
a. Select „Analyze‟ button to display in left table the 
lines that have been detected from the sample 
b. In the right table will be a list of each element and 
the number of lines detected for the sample 
compared to the total number of potential lines 
that could have been detected for that specific 
element 
c. Adjustment in „Peak Height‟ box at the bottom will 
change the number of potential lines that will be 
considered to be detected based on the counts. 
d. This data can be saved by “Save Results‟ button 
at the bottom left of the pop-up box. 
e. On completion of using this pop-up box click the 
red box with the x in the upper right corner 
f. Once pop-up box has been removed, left click on 
spectral box to produce boxes indicating each 
element and wavelength detected for the 
spectrum. 
i. To remove these boxes return to „Mode‟ and 




   
d. Specific areas on spectrum can be zoomed into by holding down „shift‟ 
and drawing a box with the mouse with the left button clicked down.  
i. To return from zoomed in double left click on the spectral box 
ii. If „control‟ is held down instead of „shift‟ the software will not 
allow you to back out of the zoomed in view.  Whole software 
will have to be shut down and restarted and all data not saved 
will be lost.   
Data Analysis & Nonparametric Permutation Test 
1. Compile spectral data for all windows into one excel file and save it as a 
compiled data file within pestaff server under your name and a file reflecting date 
data was collected on.   
2. Select wavelength range of 200-500 nm.  Resulting in 5636 data points per 
spectrum.  This range was selected because demonstrates all the necessary 
data while removing atmospheric lines.  Save as new file. 
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3. Compile normalized spectral data for each window area into a csv file.  First 
column, first row will have a title for sample name.  First column, second row will 
have the number of spectral points.  First column, third row to end will contain 
spectral point range.  The second column, second row will contain the number of 
spectrum.  The second column to the last filled column, row three through the 
end will contain the spectral data.  Save to a new folder within in the overall data 
folder, indicating it as MATLAB input files. 
 
4. Open NonParametricPermutation v13 GUI on computer where it has been 





5.  In toolbar select „Parameters‟ for a drop down menu with two options which will 
be defined prior to analysis: 
a. Choose n – n will be set for 6 to perform 12 choose 6 analysis 
b. Max spectral combinations – will be set based on experiment  (at least 20 
to ensure the observation of Type I errors) 
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6. Select „File‟ for a drop down menu where „Open‟ will be selected 
a. Select folder where data will be analyzed from 
b. Use „Control‟, „Shift‟ and left mouse button to select all files and press ok 
c. Give software a minute to load all data, once it is load a list of all samples 




       
7. After loading data, double check that two Parameters have remained as you set 
them. 
8. Once data has been selected and loaded, select „Procedures‟ on toolbar to 
display a drop down menu.  Select „Calculate Comparisons‟.   
a. Once this is selected a new warning message will appear with „Calculation 
in progress, calculations_#% Complete.‟   
b. As calculation performs p-values will be displayed for comparisons. 
c. DO NOT minimize or close window during calculation.  Calculation will 
have to be completely restarted if either occurs.  Display a sign over 
computer screen to warn others that a calculation is running. 
d. Calculation may take a while to complete, check occasionally to ensure 




      
9. Once calculation has completed, new warning message will appear with 
„Calculation Complete‟ 
a. Select „File‟ and within the drop down menu select „Export Results to 
Excel‟ 
b. A pop-up window will appear to prompt you for a file name and destination 
         
c.  If more calculations are to be performed, select „Procedures‟ and within 
the drop down menu select „Reset Table‟. 
i. Repeat steps 5-9 until all calculations are complete 
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ii. This can also be done if error occurred in setting up the calculation 
10.  Select file with exported data from folder it was exported to and open it 
a. Data will be formatted in two columns, sample names and p-values 
b. Highlight in yellow same window same area comparisons with p-values 
less than 0.05  
c. Highlight in blue different window comparisons with p-values greater than 
0.05 
d. Highlight in green same window-different area comparisons with p-values 
less than 0.05 
     
11. Create new tab within excel file and begin a comparison table 
a. In first column name cells 
i. Same window same area (SWSA) 
ii. Same window different area (SWDA) 
iii. Different window (DW) 
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c. For each column determine the total number of each have occurred and 
record 
   
Boxplot and Wilcoxon Rank Sum Test 
1. Open new csv file 








c. Copy all p-values for same window different area comparisons into second 
column 
d. Copy all p-values for different window comparisons into third column 
  
2. Open R software (download from internet if necessary.  Google R project and 




a. Set directory by opening the „File‟ drop down menu and selecting „Change 
dir…‟ 
i. Select directory where folder with data file is saved, highlight the 
folder by clicking on it and pressing ok. 
               
3. Read in data: 
a. R is case sensitive 
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b. Before arrow is what you are naming the imported data, after the arrow is 
the command to import the data.  Type the file name exactly as it is saved 
(spaces and capitalization). 
c. Command:  data <- read.csv(„filename.csv‟) 
d. New prompt will appear if entered correctly, otherwise an error has 
occurred and a message prompting you on what the error was will occur. 
  
e. Type command for boxplot: 
i. To obtain boxplot of data with just headers from file type:  
boxplot(data) 
ii. To obtain boxplot of data with x and y labels type:  boxplot(data, 
xlab= „label‟, ylab= „label‟) 
iii. To obtain boxplot of data with a title, x and y labels type:  





iv. Right click on plot and select „Copy as Metafile‟ 
1. Paste to csv file containing p-values and save it as an excel 
file under same name 
4. Compile specific comparisons for Wilcoxon Rank Sum test 
a. Select samples to be compared from MATLAB nonparametric results 
i. For same window select four of the five areas 
1. Ex. A2, A3, A4, A5 
ii. For same window different area select the area not used in the 
same window 
1. Ex. A1 
iii. For different window select an area from a different window sample 
1. Ex. C1 
b. Compile all comparisons for each selection into columns 
i. All same window same area comparisons  
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1. Label as KK 
2. Ex. A2 vs A3, A2 vs A4, A2 vs A5, A3 vs A4, A3 vs A5, A4 vs 
A5 
ii. All same window different area comparisons 
1. Label as KQ1 
2. Ex. A1 vs A2, A1 vs A3, A1 vs A4, A1 vs A5 
iii. All different window comparisons 
1. Label as KQ2 
2. Ex. C1 vs A2, C1 vs A3, C1 vs A4, C1 vs A5 
c. Save newly compiled data as a csv file with the name of the three groups 
into desired folder 
i. First column should contain KK data, second column KQ1 data, 
and third column KQ2 data 
ii. Ex. A vs A1 vs C1 
d. Change R directory to folder containing csv file and import data 
i. data <- read.csv(„filename.csv‟) 
e. Type command for Wilcoxon Rank Sum test 
i. For calculation of KK vs KQ1 
1. Wilcox.test(data[,1] , data[,2])  - where 1 data[,1] specifies all 
rows in column 1 (KK) and data[,2] specifies all rows in 
column 2 (KQ1) 
ii. For calculation of KK vs KQ2 
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1. Wilcox.test(data[,1] , data[,3])  - where 1 data[,1] specifies all 
rows in column 1 (KK) and data[,3] specifies all rows in 
column 3 (KQ2) 
iii. Will likely only perform KK vs KQ1 because of the extent of 
discrimination seen in p-values of different window comparisons. 
              
f. Copy read out in command window and paste in csv data file.  The save 
as excel file under the same name.   
i. Highlight p-value 
1. If it is above 0.05, then samples cannot be statistically 
discriminated 
2. If it below 0.05, then sample can be statistically 
discriminated 
Summarize and Report Data! 
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APPENDIX  C: 






Class Sample ID 
Number 
















































11690 Gas Klean Strip 
Klean Kutter 
Remover 



















101 MPD Trewax 
Wood 
Cleaner 














102 NA Bix Tuff-Job 
Remover 
262 OXY Turtle Wax 



























Class Sample ID 
Number 







105 Gas Klean Strip 
Japan Drier 










106 ISO Famowood 
Wood Filler 
Solvent 




















108 HPD Jasco 
Adhesive 
Clean-Up 









269 HPD One Shot 428 OXY 










110 ISO Ace 
Charcoal 
Lighter 










111 HPD Old Masters 
Paint 
Remover 






112 HPD USA VM&P 
Naphtha 











113 MISC E-Z VM&P 
Naphtha 









Class Sample ID 
Number 








114 HPD USA 
Lacquer 
Thinner 















116 Gas USA Paint 
Thinner 








































11 MPD Klean Strip 
VM&P 
Naphtha 
































122 MISC Klean Strip 
Lacquer 
Thinner 








Class Sample ID 
Number 

















124 MISC Exxon 
Aromatic 
100 
284 AR BIX Tuff-job 
Stripper 
443 OXY 
Goo Gone 125 MISC Exxon 
Aromatic 
150 





126 LPD Exxon 
Aromatic 
200 





127 MISC Exxon 
Isopar E 








128 AR Exxon 
Isopar K 









129 MPD Exxon 
Isopar M 







12 ISO Klean Strip 
Lacquer 
Thinner 







130 MPD Exxon 
Isopar V 










291 OXY Chevron High 
Sulfur (HS) 






132 HPD Klean Strip 
Automotive 
Wipe Away 




133 OXY ProGard 
Fuel Injector 
Cleaner 
293 MPD Chevron Low 
Sulfur (LS) 
Diesel Fuel 2 
50 HPD 




294 OXY Chevron 
Special LS 






Class Sample ID 
Number 





135 AR Zippo 
Premium 
Lighter Fluid 









136 MPD Tiki Torch 
Fuel 






















































140 NP Shell VM&P 
Naphtha HT 







141 NP Hess Diesel 
Fuel 

















Class Sample ID 
Number 





























Do It Best 
Liquid 
Stripper 













146 MISC Good Gone 
Candle Wax 
Remover 



















Do It Best 
Quick 
Stripper 
148 AR Crown 
Liquid 
Deglosser 








149 OXY Crown 
Brush 
Cleaner 





























151 LPD Klean Strip 
Turpatine 








Class Sample ID 
Number 






152 MISC Klean Strip 
Kerosene 





153 MISC Walmart 
Charcoal 
Starter 







154 OXY Sunnyside 
Mineral 
Spirits 






155 MISC Plasti-Kote 
Liquid 
Sandpaper 




















157 HPD Laura Lynn 
Charcoal 
Starter 







158 HPD Weiman 
Wax Away 


























160 MPD Publix 
Charcoal 
Lighter 


















162 MPD LabChem 
Kerosene 





163 MPD Sherwin 
Williams 
Ultra Solv 1 







Class Sample ID 
Number 






164 MPD Sherwin 
Williams 
Ultra 7000 








165 MPD Klean Strip 
Liquid 
Sander 


















167 MPD Coleman 
Fuel 





168 ISO Ozark Trail 
Camp Fuel 









328 MISC Exxsol D 110 86 HPD 
STP Octane 
Booster 










170 MISC Lamplight 
Farms Lamp 
Oil 






171 MISC Klean Strip 
Prep-All 















173 ISO ArmorAll 
Waterproofi
ng Sealer 


















Class Sample ID 
Number 







175 HPD Gunk Liquid 
Wrench 







176 NA Dad‟s Drip 
Strip 






177 NP King Lighter 
Fluid 








178 MPD Jon-e Hand 
Warmer 
Fluid 
































180 MPD Ronsonsol 
Lighter Fuel 


































183 HPD Raid Ant & 
Roach Killer 
342 HPD Home Depot 
Paint Thinner 
From Large 







Class Sample ID 
Number 
Class Sample ID 
Number 
Class 






184 MISC Kilz Upshot 
Overhead 
Stain Sealer 
343 OXY Low‟s 
Deglosser 
From Large 







185 NP Klean Strip 
Paint Clean-
Up 




Scale Burn 1 
Gasb1 Gas 
ZAP Primer 186 MISC Qik Joe 
Charcoal 
Lighter Fluid 




















188 OXY Klean Strip 
VM&P 
Naphtha 
347 LPD Polyester 
Quilt Batting 
 SUB 


































191 OXY Klean Strip 
Methyl Ethyl 
Ketone 




192 NA Klean Strip 
Turpatine 







193 MISC Lamplight 
Farms Lamp 
Oil 







Class Sample ID 
Number 






194 OXY Klean Strip 
Japan Drier 

















196 OXY Jasco 
Adhesive 
Clean-Up 








197 OXY Escort 
Camp Fuel 





198 LPD Recochem 
Camping 
Fuel 





199 LPD Mastercraft 
Varsol 















1 LPD Zippo 
Premium 
Lighter Fluid 







200 ISO Royal Oak 
Charcoal 
Lighter 








201 NP Recochem 
Fire Starter 






202 HPD Esso Diesel 
Fuel 
362 HPD Douglass Fir  SUB 
E *Zoil 
Diesel Aid 
203 OXY Gulf 
Kerosene 








204 MISC Gulf Diesel 
Fuel 







Class Sample ID 
Number 







205 MISC Record 
Kerosene 


























208 MISC Mr. BarbQ 
Charcoal 
Lighter 










209 OXY Gunk Liquid 
Wrench 












36 MISC Maple  SUB 
Gunk Liquid 
Wrench 
210 HPD Black Magic 
Tire Wet 














212 MISC Parks Epoxy 
and Lacquer 
Thinner 
372 OXY Oak  SUB 
3M 08892 
Rust Fighter 













Class Sample ID 
Number 





214 LPD Mobil 
Kerosene 






215 MPD Mobil 
Gasoline 
































378 MISC Polyester  SUB 
PPG DT885 
Reducer 






















380 MISC Roofing Tiles  SUB 
Thompson‟s 
Waterseal 


































224 LPD BP 93 
octane 
Gasoline 







Class Sample ID 
Number 







225 MPD BP 87 
Octane 
Gasoline 







226 HPD Jon-e 
Handwarme
r Fluid 










































230 MPD Pro Shop 
Gas 
Treatment 
















232 MPD Homestar 
Citronella 
Torch Fuel 






233 MPD Mineral 
Spirits 
393 MPD Office Chair 
From Large 





234 MPD Speckoz 
Permethrin 
TC 
394 AR Mattress 
From Large 





235 OXY Condea 
Vista MR 
Solvent 








Class Sample ID 
Number 





236 NA Condea 
Vista 47 
Solvent 








237 NA Condea 
Vista LPA 
Solvent 
397 NP Bedspread 
From Large 







238 OXY Condea 
Vista LPA 
142 Solvent 










239 OXY Condea 
Vista LPA 
170 Solvent 












39 MISC    




241 NA Condea 
Vista LPA 
210 Solvent 
400 NP    
Aladdin 
Lamp Oil 









243 NP Exxon 
Charcoal 
Lighter 104 
402 ISO    
Crown Paint 
Thinner 
244 MISC Exxon 
Charcoal 
Lighter 105 
403 MPD    
Crown 
Turpentine 
245 MISC Exxon Han 
906 Solvent 




246 MISC Exxon 
Exxate 600 
Solvent 





247 MISC Exxon 
Exxate 700 
Solvent 




248 OXY Exxon 
Exxate 800 
Solvent 





Class Sample ID 
Number 






249 OXY Exxon 
Exxate 900 
Solvent 





24 MPD Exxon 
Exxate 1000 
Solvent 














251 MISC Phillips 66 
Soltrol 10 




252 OXY Phillips 66 
Soltrol 100 




253 MPD Phillips 66 
Soltrol 130 
412 ISO    
Glaze-N-
Seal 
254 MISC Phillips 66 
Soltrol 170 
413 ISO    
H&C De-
Greaser 
255 OXY Phillips 66 
Soltrol 220 
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