











Manuscript version: Author’s Accepted Manuscript 
The version presented in WRAP is the author’s accepted manuscript and may differ from the 
published version or Version of Record. 
 
Persistent WRAP URL: 
http://wrap.warwick.ac.uk/159368                                    
 
How to cite: 
Please refer to published version for the most recent bibliographic citation information.  
 
Copyright and reuse: 
The Warwick Research Archive Portal (WRAP) makes this work by researchers of the 
University of Warwick available open access under the following conditions.  
 
Copyright © and all moral rights to the version of the paper presented here belong to the 
individual author(s) and/or other copyright owners. To the extent reasonable and 
practicable the material made available in WRAP has been checked for eligibility before 
being made available. 
 
Copies of full items can be used for personal research or study, educational, or not-for-profit 
purposes without prior permission or charge. Provided that the authors, title and full 
bibliographic details are credited, a hyperlink and/or URL is given for the original metadata 
page and the content is not changed in any way. 
 
Publisher’s statement: 
Please refer to the repository item page, publisher’s statement section, for further 
information. 
 
For more information, please contact the WRAP Team at: wrap@warwick.ac.uk. 
 
Higher Order Kernel Mean Embeddings to Capture














Stochastic processes are random variables with values in some space of paths.
However, reducing a stochastic process to a path-valued random variable ignores
its filtration, i.e. the flow of information carried by the process through time. By
conditioning the process on its filtration, we introduce a family of higher order
kernel mean embeddings (KMEs) that generalizes the notion of KME and captures
additional information related to the filtration. We derive empirical estimators
for the associated higher order maximum mean discrepancies (MMDs) and prove
consistency. We then construct a filtration-sensitive kernel two-sample test able
to pick up information that gets missed by the standard MMD test. In addition,
leveraging our higher order MMDs we construct a family of universal kernels
on stochastic processes that allows to solve real-world calibration and optimal
stopping problems in quantitative finance (such as the pricing of American options)
via classical kernel-based regression methods. Finally, adapting existing tests for
conditional independence to the case of stochastic processes, we design a causal-
discovery algorithm to recover the causal graph of structural dependencies among
interacting bodies solely from observations of their multidimensional trajectories.
1 Introduction
The idea of embedding probability distributions into a reproducing kernel Hilbert space (RKHS)
via kernel mean embeddings (KMEs) has become ubiquitous in many areas of statistics and data
science such as hypothesis testing [1, 2], non-linear regression [3, 4], distribution regression [5, 6]
etc. Despite strong progress in the study of KMEs, most of the examples considered in the literature
tend to focus on random variables supported on some finite (possibly high) dimensional euclidean
spaces like Rd. The study of KMEs for function-valued random variables has been largely ignored.
Stochastic processes are random variables with values in some space of paths. However, reducing a
stochastic process to a path-valued random variable ignores its filtration, which can be informally
thought of as the flow of information carried by the process through time. A question that naturally
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Figure 1: Schematic overview of the construction of the 1st order predictive KME µ1X|FX (Sec. 3.2). Here
X is a stochastic process with sample paths taking their values in V . The red contours indicate the portion
of its filtration FX upon which the conditioning is applied, i.e. the available information about X from start
up to time t. As explained in Sec. 3.2, the 1st order predictive KME µ1X|FX is a path whose value at time t is
a HS(V )-valued random variable representing the law of X conditioned on its filtration FXt . Equivalently
µ1X|FX is a stochastic process with sample paths taking their values inHS(V ).
emerges from the study of many random, time-evolving systems like financial markets is how does
the information available up to present time affect the future evolution of the system?
Formally, this question can be addressed by conditioning a process on its filtration (Sec. 3.1 and 3.2).
In this paper we introduce a family of higher order KMEs that generalizes the notion of KME to
capture additional, filtration-related information (Sec. 3.3 and 3.5). In view of concrete applications,
we derive empirical estimators for the associated higher order MMDs and use one of them to construct
a filtration-sensitive kernel two-sample test (Sec. 3.4) demonstrating with simulated data its ability to
capture information that otherwise gets missed by the standard MMD test (Sec. 4.1). Furthermore,
we construct a family of universal kernels on stochastic processes (Sec. 3.6) that allows to solve
challenging, real-world optimisation problems in quantitative finance such as the pricing of American
options via classical kernel-based regression methods (Sec. 4.2). Finally, we adapt existing tests for
conditional independence to the case of stochastic processes in order to design a causal-discovery
algorithm able to recover the causal graph of structural dependencies among interacting bodies solely
from observations of their multidimensional trajectories (Sec. 4.3).
1.1 Related work
The notion of conditioning is a powerful probabilistic tool allowing to understand possibly complex,
non-linear interactions between random variables. As their unconditional counterparts, conditional
distributions can also be embedded into RKHSs [7]. Recently, conditional KMEs have received in-
creased attention, especially in the context of graphical models [8], state-space models [9], dynamical
systems [10], causal inference [11, 12, 13], two-sample and conditional independence hypothesis
testing [14, 13, 15] and others. Embeddings of distributions via KMEs have also shown their success
in the context of distribution regression (DR), which is the task of learning a function mapping a
collection of samples from a probability distribution to scalar targets [16, 17, 18]. More recently,
a framework for DR that addresses the setting where inputs are sample paths from an underlying
stochastic process is proposed in [6]. The authors make extensive use of the signature transform
[19, 20] and of the signature kernel [21, 22], two well established tools in stochastic analysis.
When it comes to stochastic processes, it was first shown in [23] that weak convergence of random
variables does not always account for the information contained in the filtration, as highlighted by
means of numerous numerical examples in [24, 25]. This limitation is addressed in [23, 26] through
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the construction of a sequence of so–called adapted topologies5 (τn)n≥1 that become progressively
finer6 as n increases (with τ1 coinciding with the weak topology). In particular, higher order adapted
topologies are shown to capture more filtration-related information than their weak counterpart. This
characteristic becomes relevant for example in some optimal stopping problems such as the pricing
of American options, where the pricing function can be shown to be discontinuous with respect to
the weak topology, but is continuous with respect to the second order adapted topology7 [24, 28, 27].
Leveraging properties of the signature transform, it has been shown that adapted topologies are
intimately related to a family of higher order MMDs [29]. However, providing empirical estimators
for these discrepancies that can be deployed on real-world tasks remains a challenge. In this paper we
propose to address this challenge by presenting an alternative construction to this higher order MMDs
using the language of kernels and KMEs. The results in [29] serve as a strong theoretical background
for the present paper. A more in-depth review of related work can be found in the Appendix.
2 Preliminaries
We begin with a brief summary of tools from stochastic analysis needed to define higher order
KMEs. Let X (Rd) = {x : [0, T ]→ Rd} a compact set of continuous, piecewise linear, Rd-valued
paths defined over a common time interval [0, T ], obtained for example by linearly interpolating a
multivariate time series. For any path x ∈ X (Rd) we denote its kth coordinate by x(k) : [0, T ]→ R,
for k ∈ {1, . . . , d}. More generally we denote by X (V ) = {x : [0, T ] → V } a compact set of
continuous, piecewise linear paths with values in a Hilbert space V with a countable basis.
2.1 The signature transform
The signature transform S : X (V ) → HS(V ) is a feature map defined for any path x ∈ X (V ) as
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V ⊗k = R⊕ V ⊕ (V )⊗2 ⊕ . . . (3)
where ⊗ denotes the standard tensor product of vector spaces [30, 19].
2.2 The signature kernel
Because V is Hilbert HS(V ) is also Hilbert [21]. The signature kernel kS : X (V )×X (V )→ R is
a characteristic kernel defined for any pair of paths x, y ∈ X (V ) as the following inner product
kS(x, y) = 〈S(x),S(y)〉HS(V ) (4)
The recent article [22] establishes a surprising connection between the signature kernel and a certain
class of partial differential equations (PDEs), culminating in the following kernel trick for kS .
Theorem 1. [22, Thm. 2.5] For any x, y ∈ X (V ) the signature kernel satisfies the equation
kS(x, y) = ux,y(T, T ), where ux,y : [0, T ]× [0, T ]→ R is the solution of the hyperbolic PDE
∂2ux,y
∂s∂t
= 〈ẋs, ẏt〉V ux,y (5)




5We say that a sequence of random variables {Xn}n∈N converges to a random variable X in the topology τ
if and only if for every τ -open neighbourhood U of X there exists N ∈ N such that Xn ∈ U as soon as n ≥ N .
6A topology τ1 is said to be finer than a topology τ2 if every τ2-open set is also τ1-open.
7The second order adapted topology τ2 is equivalent to the adapted Wasserstein distance [27].
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Hence, evaluating kS at a pair of paths (x, y) is equivalent to solving the PDE (5); in this paper we
solve PDEs numerically via a finite difference scheme (see Appendix for additional details). In what
follows, we denote byHS(V ) = {f : X (V )→ R} the RKHS associated to kS .
2.3 Stochastic processes and filtrations
We take (Ω,F ,P) as the underlying probability space. A (discrete time) stochastic process X is a
random variable with values on X (V ). We denote by PX = P ◦X−1 the law of X . Assuming the
integrability condition EX [kS(X,X)] <∞, the 1st order kernel mean embedding (KME) of X is
defined as8 the following point inHS(V )




Accordingly, given two stochastic processesX,Y , their 1st order maximum mean discrepancy (MMD)
is the standard MMD distance with kernel kS given by the following expression
D1S(X,Y ) =
∥∥µ1X − µ1Y ∥∥HS(V ) (7)
Because the signature kernel kS is characteristic, it is a classical result [1, 31] that the 1st order MMD
is a sufficient statistics to distinguish between the laws of X and Y , in other words
D1S(X,Y ) = 0 ⇐⇒ PX = PY (8)
Despite the fact that stochastic processes are path-valued random variables, they encode a much
richer structure compared to standard Rd-valued random variables, that goes well beyond their laws.
This additional structure is described mathematically by the concept of filtration of a process X ,
defined as the following family of σ-algebras
FX = (FXt)t∈[0,T ], (9)
where for any t ∈ [0, T ], FXt is the σ-algebra generated by the variables {Xs}s∈[0,t]. Note that FX
is totally ordered in the sense that FXs ⊂ FXt for all s < t, which naturally explains why filtrations
are good mathematical descriptions to model the flow information carried by the process X .
In the next section, we will present our main findings and introduce a family of higher order KMEs and
corresponding higher order MMDs as generalizations of the standard KME and MMD respectively.
We will do so by conditioning stochastic processes on elements of their filtrations.
3 Higher order kernel mean embeddings
We begin by describing how KMEs can be extended to conditional laws of stochastic processes.
3.1 Conditional kernel mean embeddings for stochastic processes
Let X,Y be two stochastic processes. For a given path x ∈ X (V ), define the 1st order conditional
kernel mean embeddings µ1Y |X=x ∈ HS(V ) and µ1Y |X : HS(V )→ HS(V ) as follows
µ1Y |X=x = E[kS(Y, ·)|X = x] =
∫
y∈X (V )
kS(·, y)PY |X=x(dy) (10)
µ1Y |X = E[kS(Y, ·)|X] =
∫
y∈X (V )
kS(·, y)PY |X(dy) (11)
Note that whilst µ1X and µ
1
Y |X=x are both single points onHS(V ), the 1st order conditional KME
µ1Y |X describes a cloud of points onHS(V ), each indexed by a path x ∈ X (V ). Equivalently, µ1Y |X
constitutes a PX -measurable,HS(V )-valued random variable. The 1st order conditional KMEs of
equations (10) and (11) satisfy for any x ∈ X (V ) the following relation [15]
µ1Y |X=x = µ
1
Y |XkS(x, ·) (12)
8The 1st order KME is the standard KME with the signature kernel kS .
4
These embeddings allow to extend the applications of conditional KMEs to the case where the random
variables are (possibly multidimensional) stochastic processes. In particular one can directly obtain
conditional independence criterions for stochastic processes (see Appendix), enabling to deploy
standard kernel-based causal learning algorithms [13], as we demonstrate in Sec. 4. Next we describe
how in the case of stochastic processes, conditioning on filtrations is an important mathematical
operation to model real-world time-evolving systems.
3.2 Conditioning stochastic processes on their filtrations
Financial markets are examples of complex dynamical systems that evolve under the influence
of randomness. An important objective for financial practitioners is to determine how actionable
information available up to present could affect the future market trajectories. The task of conditioning
on the past to describe the future of a stochastic process X can be formulated mathematically by
conditioning X on its filtration FXt for any time t ∈ [0, T ].
More precisely, consider the 1st order KME of the conditional law PX|FXt , which is defined as the
following FXt -measurable,HS(Rd)-valued random variable
µ1X|FXt = E[kS(X, ·)|X[0,t]] =
∫
x∈X (V )
kS(·, x)PX|FXt (dx) (13)
where X[0,t] denotes the stochastic process X restricted to the sub-interval [0, t] ⊂ [0, T ]. By varying







that we term 1st order predictive KME of the process X . By construction, µ1X|FX describes a path
taking its values in the space ofHS(V )-valued random variables, in other words it is itself a stochastic
process 9 (see Fig. 1). Hence, the law of µ1X|FX can itself be embedded via KMEs into a "higher-order
RKHS" (see next section), making the full procedure iterable, as we shall discuss next.
3.3 Second order kernel mean embedding and maximum mean discrepancy







Thus, the 2nd order MMD of X,Y is the difference inHS(HS(V )) of their 2nd order KMEs, i.e.
D2S(X,Y ) =
∥∥µ2X − µ2Y ∥∥HS(HS(V )) (16)
The next theorem states that the 2nd order MMD of two stochastic processes X,Y is a stronger
discrepancy measure than the 1st order MMD.
Theorem 2. Given two stochastic processes X,Y
D2S(X,Y ) = 0 ⇐⇒ PX|FX = PY |FY (17)
Furthermore
D2S(X,Y ) = 0 =⇒ D1S(X,Y ) = 0 (18)
but the converse is not generally true.
Proof. All proofs are given in the Appendix.
Next we make use of Thm. 2 in the context of two-sample hypothesis testing [1, 31] for stochastic
processes. In Sec. 4 we will show by means of a numerical example that the 2nd order MMD is able
to capture filtration-related information otherwise ignored by the 1st order MMD.
9Because PX = PX|FXT , all the information about the law of X is contained in just the terminal point of
the trajectory traced by µ1X|FX (Fig. 1).
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3.4 A filtration-sensitive kernel two-sample test
Suppose we are given m sample paths {xi}mi=1 ∼ X and n sample paths {yi}ni=1 ∼ Y . A classical
two-sample test [1] for X,Y tests a null-hypothesis
H0 : PX = PY against the alternative HA : PX 6= PY (19)
The probability of falsely rejecting the null is called the type I error (and similarly the probability of
falsely accepting the null is called the type II error). If the type I error can be bounded from above by
a constant α, then we say that the test is of level α. In [31, Sec. 8] it is shown that rejecting the null if
D̂1S(X,Y )2 > cα (for some cα that depends on m,n and α) gives a test of level α, where D̂1S(X,Y )
denotes the classical unbiased estimator of the 1st order MMD [1]. This choice of threshold is
conservative and can be improved by using data-dependent bounds such as in permutation tests (we
refer to the MMD testing literature for extra details [1, 32, 33]).
However, as discussed in Sec. 3.3 comparing the laws PX ,PY via the estimator above might be
insufficient to capture filtration-related information about X,Y . To overcome this limitation we
propose instead to test the null-hypothesis
H0 : PX|FX = PY |FY against the alternative HA : PX|FX 6= PY |FY (20)
Using Thm. 2, one can immediately construct a filtration-sensitive kernel two-sample test for (20)
provided one can build an empirical estimator of the 2nd order MMD D2S(X,Y ). In the rest of this
section we explain how to obtain such an estimator and ultimately show its consistency.
Assuming availability of m sample paths {x̃i}mi=1 from the stochastic process µ1X|FX and n sample
paths {ỹi}ni=1 from µ1Y |FY , an estimator of the squared 2





















Computing this estimator boils down to evaluating the signature kernel kS(x̃, ỹ) on sample paths
x̃ ∼ µ1X|FX and ỹ ∼ µ
1






















where the two derivatives in eq. (5) have been approximated by finite difference with time increment





sample paths of X and Y . This can be achieved using the formalism of cross-covariance operators
[34] as thoroughly explained in the Appendix, which yields to the following approximation〈
x̃s, ỹt
〉









where kxs ∈ Rm,kyt ∈ Rn are the vectors10











and Kx,xs,s ∈ Rm×m, Kx,yT,T ∈ Rm×n, Ky,yt,t ∈ Rn×n are the matrices

















and where Im (resp. In) is the m×m (resp. n× n) identity matrix. The corresponding algorithm
and its complexity analysis are provided in the Appendix.
The next theorem ensures that the estimator D̂2S(X,Y ) is consistent for the 2nd order MMD.
Theorem 3. D̂2S(X,Y ) is a consistent estimator for the 2nd order MMD, i.e.
|D̂2S(X,Y )−D2S(X,Y )|
p→ 0 as m,n→∞ (22)
with {xi}mi=1 ∼ X , {yi}ni=1 ∼ Y and where convergence is in probability.
We now iterate the procedure presented so far to define higher order KMEs and MMDs.
10Here we use the notation x[0,s] to denote the restriction of the path x to the sub-interval [0, s] ⊂ [0, T ].
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3.5 Higher order kernel mean embeddings and maximum mean discrepancies
One can iterate the procedure described in Sec. 3.3 and recursively define, for any n ∈ N>1, the nth
order KME of X as the following point inHnS(V )
µnX =
∫




where µn−1X|FX is the (n− 1)
st predictive KME of X and
HnS(Rd) = HS(HS(. . .HS︸ ︷︷ ︸
n times
(V ) . . .)) (24)
The associated nth order MMD between two processes X,Y is then defined as the norm of the
difference inHnS(V ) of the two nth order KMEs
DnS(X,Y ) = ‖µnX − µnY ‖HnS(Rd) (25)
The following result generalizes Thm. 2 in that it shows that the nth order MMD is a stronger (i.e.
finer) discrepancy measure than all the kth order MMDs of lower order 1 < k < n.
Theorem 4. Given two stochastic processes X,Y
DnS(X,Y ) = 0 =⇒ DkS(X,Y ) = 0 for any 1 < k < n (26)
but the converse is not generally true.
Other than hypothesis testing, another important application relying on the ability of distinguishing
random variables is distribution regression (DR) [5]. In the next section we make use of the nth order
MMD in the setting of DR on path-valued random variables presented in [6] and propose a family of
kernels on stochastic processes whose RKHSs contains richer classes of functions than the RKHS
associated to the universal kernel proposed in [6].
3.6 Higher order distribution regression
DR on stochastic processes describes the supervised learning problem where the input is a collection
of sample paths and the output is a vector of scalars [6]. Denote by P(X (V )) the set of stochastic
processes with sample paths on X (V ). Following the setup in [6], the goal is to learn a function
F : P(X (V )) → R from a training set of input-output pairs {(Xi, yi)} with Xi ∈ P(X (V )) and
yi ∈ R, by means of a classical two-step procedure [16, 17, 18].
Firstly, a stochastic processX ∈ P(X (V )) is embedded into its KME µ1X ∈ HS(V ) via the signature
kernel kS . Secondly, another function G : HS(V ) → R is learnt by solving the minimization
arg minG∈HRBF
∑
i L(g(µ1Xi), yi), where L is a loss function, and HRBF is the RKHS associated
to the classical Gaussian kernel kRBF : HS(V ) × HS(V ) → R. This procedure materialises into
a kernel on stochastic processes whose RKHS is shown to be dense in the space of functions
F : P(X (V ))→ R that are continuous with respect to the weak topology [6, Thm. 3.3].
However, a class of approximators that is universal with respect to some topology is not guaranteed
to well approximate functions that are discontinous with respect to that topology (but potentially
continuous with respect to a finer topology). For example, financial practitioners are often interested
in calibrating financial models to market data or pricing financial instruments from observations
of market dynamics. These tasks can be formulated as DR problems on stochastic processes (see
experiments in Sec. 4.2), but the resulting learnable functions are discontinuous with respect to the
1st order MMD whilst being continuous with respect to the 2nd order MMD [27]. This motivates
the need to extend the kernel-based DR technique proposed in [6] to situations where the target
functions are not weakly continuous, which is what Thm. 5 addresses. A function f : R → R is
called globally analytic with non-negative coefficients if admits everywhere a Taylor expansion where
all the coefficients are strictly positive, i.e. for any x ∈ R we have f(x) = ∑∞i=0 aixi with ai > 0.
Theorem 5. Let f : R→ R be a globally analytic function with non-negative coefficients. Define
the family of kernels KnS : P(X (Rd))× P(X (Rd))→ R as follows
KnS (X,Y ) = f(DnS(X,Y )), n ∈ N≥1 (27)
Then the RKHS associated to KnS is dense in the space of functions from P(X (Rd)) to R which are
continuous with respect to the kth order MMD for any 1 < k ≤ n.
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In Sec. 4 we will take f(x) = exp(−x2/σ) with σ > 0. This result marks the end of our analysis.
Next we apply our theoretical results in the contexts of two-sample testing, DR and causal inference.
4 Applications
Here we demonstrate the practical advantage of using 1st order kernel mean embeddings, and evaluate
the conditional kernel mean embedding for stochastic processes on a causal discovery task. Additional
experimental details can be found in Appendix and the code will be made publicly available.
4.1 Hypothesis testing on filtrations
We start by considering two processes Xn and X with transition probabilities depicted in Fig. 2.
Although the laws Pn and P get arbitrarily close for large n, their filtrations are very different. Indeed,
the two processes have different information structures available before time t = 1. Indeed, for any
0 < t ≤ 1, the trajectory of Xn is deterministic, whilst the progression of X remains random until










Figure 2: The supports of Pn (left) and P (right).
Pn and P are the laws of two traded assets, Pn gives an arbitrage opportunity. As shown in Fig. 3,
the 2nd order MMD can distinguish these two processes with similar laws (n = 105) but different
filtrations, while the 1st order MMD fails to do so.






















Figure 3: Left: Empirical distribution of the 1st order MMD. UnderH0 the two measures are both equal to P
and we use 500 samples from each. UnderHA with P and Pn where n = 105, and we use 500 samples. Right:
Same for the 2nd order MMD. Histograms are obtained by computing 500 independent instances of the MMD.
4.2 Applications of higher order distribution regression to quantitative finance
In this section we use kernel Ridge regression and support vector machine (SVM) classification
equipped with the kernel K2S from Thm. 5 to address two real-world problems arising in quantitative
finance, notably the calibration of the rough Bergomi model [35] and the pricing of American options
[36]. We benchmark our filtration-sensitive kernel K2S against a range of kernels, including K
1
S .






K(s, t)dZs, Zt = ρWt +
√
1− ρ2W ′t (28)
where W,W ′ are two independent Brownian motions and K(s, t) = (t − s)h−0.5 where here we
take h = 0.2. The model in eq. (28) is non-Markovian in the sense that the conditional law of
S | FSt depends pathwise on the past history of the process. Of particular importance is the
correct retrieval of the sign of the correlation parameter ρ [38]. We consider 50 parameter values
{ρi}50i=1 chosen uniformly at random from [−0.4, 0.4]. Each ρi is regressed on a collection of
m = 200 sample trajectories. We use an SVM classifier endowed with different kernels (Table 1).
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Table 1: Quantitative finance examples. Average performances
with standard errors in parenthesis.
Kernel Rough Bergomi modelcalibration (Acc.)
American option pricing
(MSE ×10−3)
RBF 80% (5%) 1.07 (0.75)
Matérn 87% (3%) 2.75 (3.05)
K1S 88% (3%) 0.90 (0.34)
K2S 91% (3%) 0.52 (0.07)
One of the most studied optimal stop-
ping problems is the pricing of an
American option with a non-negative
payoff function g : Rd → R.
Stock prices are assumed to follow a
d-dimensional stochastic process X .
The price of the corresponding option
is the solution of the optimal stopping
problem supτ E[g(Xτ ) | X0], where
the supremum is taken over stopping
times τ . Despite significant advances,
pricing American options remains one
of the most computationally challenging problems in financial optimization, in particular when the
underlying process X is non-Markovian. This is the setting we consider, modelling stock prices as
sample paths from fractional Brownian motion (fBm) [39] with different Hurst exponents h ∈ (0, 1).
True target prices are obtained via expensive Monte Carlo simulations [40]. We consider 25 values of
{hi}25i=1 sampled uniformly at random in [0.2, 0.8] and use 500 samples from each fBm. As shown
in Table 1 our kernel K2S yields the best results on both tasks (rough Bergomi model calibration and
American option pricing), systematically outperforming other classical kernels as well as the kernel
K1S introduced in [6].
4.3 Inferring causal graph for interacting bodies
Finally, we consider the task of recovering the causal relationships between interacting bodies solely
from observations of their multidimensional trajectories. We employ the multi-body interaction
simulator from [41] in order to simulate an environment where N balls are connected by invisible
physical relations (e.g. a spring) and describe 2D trajectories (see Fig. 4a with N = 3 and 2 springs).
At the beginning of a simulated episode, the initial positions of the balls are generated at random, and
during the episode, the balls are subject to forces with random intensity and direction. By simulating
m episodes we end up with m sample trajectories for each of the N balls. We use the kPC algorithm
[13]—which relies on conditional independence testing— with the signature kernel and evaluate
its ability to recover whether any two balls are connected or not. We vary m and N and report the
results in Figs. 4b and 4c. Each experiment is run 15 times, 30% of the runs are used to chose the




(a) 3 interacting balls describing
trajectories in the 2D plane over
time.












(b) Accuracy on binary classifica-
tion of edges with a varying num-
ber of sample episodes (5 balls)












(c) Accuracy on binary classifica-
tion of edges with a varying num-
ber of balls (100 samples)
5 Conclusion
In this paper, we introduced a family of higher order KMEs by conditioning a stochastic process on
its filtration, generalizing the classical notion of KME. We derived an empirical estimator for the 2nd
order MMD and proved its consistency. We then proposed a filtration-sensitive kernel two-sample
test and showed with simulations its ability to capture information that gets missed by the standard
MMD test. In addition, we constructed a family of universal kernels on stochastic processes that
allows to solve real-world calibration and optimal stopping problems in quantitative finance via
Ridge regression. Finally, we designed a causal-discovery algorithm using conditional independence
tests to recover the causal graph of structural dependencies among interacting bodies solely from
observations of their multidimensional trajectories.
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Appendix
This Appendix is organised as follows: A) using the formalism of cross-covariance operators we
define an Hilbert-Schmidt conditional independence criterion for stochastic processes, and provide
further details on the construction of the estimator for the 2nd order MMD; B) we outline algorithms
and their complexities for computing higher order MMDs; C) we provide further experimental details;
D) we prove the theorems from the main paper.
A Cross-covariance operators
Covariance and cross-covariance operators on RKHSs are important concepts for modern applications
of conditional KMEs [42, 10]. In this section we will use this formalism (adapted to the case of
path-valued random variables) to firstly derive a criterion for conditional independence of stochastic
processes and secondly provide more details on the derivation of our estimator of the 2nd order MMD.
Let X,Y ∈ P(X (V )) be two stochastic processes and their joint process (X,Y ) ∈ P(X (V ⊕ V )).
Define the cross-covariance operator CY,X as the following point in the tensor product of RKHSs
HS(V )⊗HS(V )
CY,X = E(X,Y )[kS(·, Y )⊗ kS(X, ·)] (29)
or equivalently as the Hilbert-Schmidt operator CY,X : HS(V )→ HS(V ) defined for any function




kS(·, y)f(x)P(X,Y )(d(x, y)) (30)
The equivalence between tensor product of RKHSs and Hilbert-Schmidt operators is given by the














where S(k) denotes the kth element of an orthogonal basis of HS(V ) and HS (HS(V ),HS(V )) is
the space of Hilbert-Schmidt operators fromHS(V ) to itself. An example of such basis is given by






dx(k1)s1 . . . dx
(kj)
sj (32)
The centered version C̃Y,X ∈ HS(V )⊗HS(V ) of the operator CY,X is defined as
C̃Y,X = CY,X − µ1X ⊗ µ1Y (33)
Similarly let CX,X ∈ HS(V )⊗HS(V ) be the following covariance operator
CX,X = EX [kS(X, ·)⊗ kS(X, ·)] (34)





Under the assumption that for any f ∈ HS(V ) the function x 7→ µ1f(Y )|X=x from X (V ) to R is in
HS(V ), the authors in [10, 42] showed that
µ1Y |X = CY,XC−1X,X (36)
However, this assumption might not hold in general [10, 42]. This technical issue can be circumvented
by resorting to a regularized version of eq. (36): this yields to
µ1Y |X ≈ CY,X(CX,X + λIHS(V ))−1, λ > 0 (37)
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where IHS(V ) is the identity map fromHS(V ) to itself. Under some mild conditions the empirical
estimator of eq. (37) is equal to the empirical estimator of eq. (36) [9, Thm. 8]. In particular, one has
µ̂1Y |X=x = k
x(Kx,x +mλIm)
−1ky(·) (38)
based on sample paths {(xi, yi)}mi=1 from the joint (X,Y ) where kx, Kx,x and ky(·) are such that
[kx]i = kS(x
i, x) [Kx,x]i,j = kS(x
i, xj) ky(·) = [kS(y1, ·), . . . , kS(ym, ·)]T
Cross-covariance operators have been used to define kernel-based measures of conditional dependence,
as we shall discuss in the next section.
A.1 Hilbert-Schmidt Conditional Independence Criterion for stochastic processes
Multiple measures of conditional dependence have been proposed in the literature [14, 13, 12]. In
this section, we follow [12] to define a nonparametric conditional dependence measure for stochastic
processes, based on the conditional cross-covariance operator C̃Y,X|Z : HS(V )→ HS(V ),
C̃Y,X|Z = C̃Y,X − C̃Y,Z C̃−1Z,Z C̃Z,X (39)
The squared Hilbert-Schmidt normHY X|Z := ||C̃(Y,Z),X|Z ||2HS can be used as measure of conditional
dependence of stochastic processes. Since the signature kernel kS is characteristic, it follows that
X ⊥⊥ Y | Z ⇐⇒ HY X|Z = 0 [12].
Given m sample paths {(xi, yi, zi)}mi=1 from the joint distribution of (X,Y, Z), let Kx,Ky and Kz
be the Gram matrices with entries,
[Kx]i,j = kS(xi, xj) [K
y]i,j = kS(yi, yj) [K
z]i,j = kS(zi, zj)





tr(K̃xK̃y)− 2tr(K̃xK̃z(K̃zε )−2K̃zK̃y) + tr(K̃xK̃z(K̃zε )−2K̃zK̃yK̃z(K̃zε )−2K̃z)
}
where K̃zε = K̃
z + εIm and K̃x, K̃y ,K̃z are the centered versions of the matrices Kx,Ky and Kz ,
K̃x = HKxH K̃y = HKyH K̃z = HKzH
with H = Im −m−11m and 1m the m ×m matrix with all entries set to 1. This estimator can
be used as a test statistic for testing whether X and Y are independent given Z. However, it is not
known how to analytically compute the null distribution of the test statistic, and permutation tests
are typically used. In Sec. 4.3 we use this measure of conditional dependence as part of the kPC
algorithm to infer causal relationships between multidimensional stochastic processes. We provide
more details in Appendix C.
A.2 Construction of the estimator for the second order MMD D2S
As discussed in the main paper, the estimation of the 2nd order MMD, required the ability to compute
inner products of the form 〈x̃s, ỹt〉 inHS(V ). Here, we provide more details on the approximation
that we have used in eq. (21), also restated below,〈
x̃s, ỹt
〉










where x̃ and ỹ are sample paths from the processes µ1X|FX and µ
1
Y |FY respectively. In particular,
x̃s = µ
1
X|x[0,s] and ỹt = µ
1
Y |y[0,t]
As discussed at the beginning of this section, their empirical estimators are constructed from m
samples {xi}mi=1 from X and n samples {yj}nj=1 from Y respectively
x̃s ≈ kxs (Kx,xs,s +mλIm)−1kx(·) and ỹt ≈ kyt (Ky,yt,t + nλIn)−1ky(·)
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where kxs , K
x,x
s,s , k
x(·) and kyt , Ky,yt,t and ky(·) are defined by,









x(·) = [kS(x1, ·), . . . , kS(xm, ·)]T









y(·) = [kS(y1, ·), . . . , kS(yn, ·)]T
Alternatively, we can write x̃s ≈
∑m
i=1 αikS(x
i, ·) with α = (Kx,xs,s +mλIm)−1(kxs )T . Similarly
we have ỹt ≈
∑n




T . Therefore, the inner product
between x̃s and ỹt can be approximated as follows,
















where Kx,yT,T ∈ Rm×n with [Kx,yT,T ]i,j = kS(xi, yj). Next we outline the algorithm to compute D̂2S .
B Algorithms
In this section, we provide algorithms to compute the empirical estimator D̂kS for the kth order MMD
for k ∈ {1, 2}, which rely on the ability to evaluate the signature kernel kS(x, y) where x and y are
two paths taking their values in the Hilbert space Hk−1(V ). Following [22, Sec. 3.1.] we use an
explicit finite difference scheme to approximate the PDE solution ux,y on a grid P of size P ×Q,
P = {0 = s1 < s2 < . . . < sP = T} × {0 = t1 < t2 < . . . < tQ = T}
Writing ux,y(si, tj) = ui,j to make the notation more concise, we use an update rule of the form,
ui+1,j+1 = f(ui,j+1, ui+1,j , ui,j ,Mi,j), Mi,j = 〈xsi+1 − xsi , ytj+1 − yti〉HkS(V )
Hence, computing kS(x, y) consists in forming the (P − 1)× (Q− 1) matrix M such that,
[M ]i,j = 〈xsi+1 − xsi , ytj+1 − yti〉HkS(V )
and iteratively applying the update rule as outlined in Alg. 1. Besides, in Alg. 1 we distinguish the
case where the solution u on the entire grid is returned, and the case where only the solution at the
final times (sP , tQ) = (T, T ) is returned, which corresponds to the value of the kernel kS(x, y).
The runtime complexity to solve one PDE is O(PQ). We make use of parallelization strategy to
drastically speed-up the PDE solver on CUDA-enabled GPUs.
B.1 Algorithm for the 1st order MMD
In this section we provide the algorithm to compute an empirical estimator of the 1st order MMD.
This way, we introduce subroutines (Alg. 1 and Alg. 2) for the estimator of the 2nd order MMD. We
assume that m = n and P = Q to simplify the final runtime complexities of the algorithms.





















Hence, in order to compute this estimator, we need to form the following three Gram matrices
G1X,X ∈ Rm×m, G1X,Y ∈ Rm×n and G1Y,Y ∈ Rn×n such that,
[G1X,X ]i,j = kS(x
i, xj) [G1X,Y ]i,j = kS(x
i, yj) [G1Y,Y ]i,j = kS(y
i, yj)
As explained at the begining of this section (and outlined in Alg. 2), this consists in two steps. Taking
G1X,Y for example, first one forms m× n matrices of size (P − 1)× (Q− 1) each of the form,





and then one solves m× n PDEs with Alg. 1. The full procedure is summarized in Alg. 3, which has
time complexity O(dm2P 2) where d is the number of coordinates of the paths x and y.
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Algorithm 1 PDESolve O(P 2)
1: Input: matrix M ∈ RP×Q, full ∈ {True,False}
2: Output: full solution u ∈ RP×Q with u[p, q] = kS(x[0,sp], y[0,tq ]) or u[−1,−1] = kS(x, y)
3: u[1, :]← 1
4: u[:, 1]← 1
5: for p from 1 to P − 1 do
6: for q from 1 to Q− 1 do
7: u[p+ 1, q + 1]← f(u[p, q + 1], u[p+ 1, q], u[p, q],M [p, q])
8: if full then return u else return u[−1,−1]
Algorithm 2 FirstOrderGram O(dm2P 2)
1: Input: sample paths {xi}mi=1 ∼ X and {yj}nj=1 ∼ Y , full ∈ {True,False}
2: Output: G ∈ Rm×n×P×Q where G[i, j, p, q] = kS(xi[0,sp], y
j
[0,tq ]
) or G[:, :,−1,−1]
3: M [i, j, p, q]← 〈xisp , y
j
tq 〉 ∀i ∈ {1, . . . ,m}, j ∈ {1, . . . , n}, p ∈ {1, . . . , P}, q ∈ {1, . . . , Q}
4: M ←M [:, :, 1:, 1:] +M [:, :, :−1, :−1]−M [:, :, 1:, :−1]−M [:, :, :−1, 1:]
5: G[i, j]← PDESolve(M [i, j]), ∀i ∈ {1, . . . ,m}, j ∈ {1, . . . , n}
6: if full then return G else return G[:, :,−1,−1]
B.2 Algorithm for the 2nd order MMD





















Compared to the 1st order MMD, in order to compute this estimator, as outlined in Alg. 5, we need to
form the following three Gram matrices G2X,X ∈ Rm×m, G2X,Y ∈ Rm×n and G2Y,Y ∈ Rn×n,
[G2X,X ]i,j = kS(x̃
i, x̃j) [G2X,Y ]i,j = kS(x̃
i, ỹj) [G2Y,Y ]i,j = kS(ỹ
i, ỹj)
As outlined in Alg. 4, this consists in two steps. Taking G2X,Y for example, first one forms m× n
matrices of size (P − 1)× (Q− 1) each of the form,
[M ]p,q = 〈x̃sp+1 − x̃sp , ỹtq+1 − ỹtq 〉HS(V )
(see Alg. 6) and then one solves m× n PDEs with Alg. 1. This is summarized in Alg. 5, which has
time complexity O((d+m)m2P 2) where d is the number of coordinates of the paths x and y.
Algorithm 3 FirstOrderMMD O(dm2P 2)
1: Input: sample paths {xi}mi=1 ∼ X and {yj}nj=1 ∼ Y
2: Output: an empirical estimator of the 1st order MMD between X and Y
3: G1XX ← FirstOrderGram({xi}mi=1, {xi}mi=1, full = False)
4: G1XY ← FirstOrderGram({xi}mi=1, {yj}nj=1, full = False)
5: G1Y Y ← FirstOrderGram({yj}nj=1, {yj}nj=1, , full = False)
6: return avg(G1XX)− 2 ∗ avg(G1XY ) + avg(G1Y Y )
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Algorithm 4 SecondOrderGram O(P 2m3)
1: Input: GXX , GXY , GY Y with GXY [i, j, p, q] = kS(xi[0,sp], y
j
[0,tq ]
) and hyperparameter λ.
2: Output: an empirical estimator of G2X,Y ∈ Rm×n, where G2X,Y [i, j] = kS(x̃i, ỹj)
3: M ← InnerProdPredCondKME(GXX , GXY , GY Y , λ)
4: M ←M [:, :, 1:, 1:] +M [:, :, :−1, :−1]−M [:, :, 1:, :−1]−M [:, :, :−1, 1:]
5: G2XY [i, j]← PDESolve(M [i, j]), ∀i ∈ {1, . . . ,m}, ∀j ∈ {1, . . . , n}
6: return G2XY
Algorithm 5 SecondOrderMMD O(dm2P 2 + P 2m3)
1: Input: sample paths {xi}mi=1 ∼ X and {yj}nj=1 ∼ Y , hyperparameter λ.
2: Output: an empirical estimator of the 2nd order MMD between X and Y
3: G1XX ← FirstOrderGram({xi}mi=1, {xi}mi=1, full = True)
4: G1XY ← FirstOrderGram({xi}mi=1, {yj}nj=1, full = True)
5: G1Y Y ← FirstOrderGram({yj}nj=1, {yj}nj=1, full = True)
6: G2XX ← SecondOrderGram(G1XX , G1XX , G1XX , λ)
7: G2XY ← SecondOrderGram(G1XX , G1XY , G1Y Y , λ)
8: G2Y Y ← SecondOrderGram(G1Y Y , G1Y Y , G1Y Y , λ)
9: return avg(G2XX)− 2 ∗ avg(G2XY ) + avg(G2Y Y )
Algorithm 6 InnerProdPredCondKME O(P 2m3)
1: Input: three Gram matrices GXX , GXY , GY Y and hyperparameter λ
2: Output: returns an empirical estimator of M ∈ Rm×n×P×Q where M [i, j, p, q] = 〈x̃isp , ỹ
j
tq 〉
3: WX [:, :, p]← (GXX [:, :, p, p] +mλI)−1, ∀p ∈ {1, . . . , P}
4: WY [:, :, q]← (GY Y [:, :, q, q] + nλI)−1, ∀q ∈ {1, . . . , Q}
5: for p from 1 to P do
6: for q from 1 to Q do
7: M [:, :, p, q]← GXX [:, :, p, p]TWX [:, :, p]GXY [:, :,−1,−1]WY [:, :, q]GY Y [:, :, q, q]
C Experimental details
We start with further experimental details for the applications of higher order distribution regression
to quantitative finance (Sec. 4.2), where we consider the problem of optimally stopping fractional
Brownian motions with different hurst exponents.
Data We use the data generator from https://github.com/HeKrRuTe/OptStopRandNN to sim-
ulate sample paths from X a fractional Brownian motion (fBm) and obtain the solution of the optimal
stopping time problem supτ E[g(Xτ )|X0]. We note that although fBm is not typically used as a stock
price model in quantitative finance, it is nevertheless considered a respected challenging example for
optimal stopping algorithms [43, 44].
Models We use a kernel Ridge regressor with different distribution regression kernels. Each is
of the form K(X,Y ) = exp(−D(X,Y )2/σ2) where D(X,Y ) is a maximum mean discrepancy.
The models K1S and K
2
S correspond to the 1
st and 2nd order maximum mean discrepancies D1S and
D2S . We consider two other baselines (Matérn and RBF) for which the MMD is computed using the























All models are run 3 times. The hyperparameters of all models are selected by cross-validation via a
grid search on the training set (70% of the data selected at random) of each run.
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We provide further details for the last application (Sec. 4.3) where the task is to infer whether any
two bodies are connected by a spring from multiple observations of their 2D trajectories.
Data We adapt the Pymunk simulator from [41] publicly available at https://github.com/
pairlab/v-cdn. For each pair of balls, there is a one-half probability that they are connected by
nothing, or a spring. For each graph we run multiple episodes each of 20 time steps. At the beginning
of each episode, we randomly assign the balls in different positions. The stiffness of the spring
relation is set to 20, and we randomly sample the rest length between [20, 120].
Causal discovery algorithm The PC algorithm [45] uses conditional independence tests to gener-
ate a causal graph from a dataset. The PC algorithm consists in two stages. The first stage, referred to
as the skeleton phase, consists in finding the structure of the causal graph. In the second stage, the
edges are oriented by repetitively applying orientation rules. In the multi-body interaction example,
we only need to perform the skeleton phase, which is sketched hereafter,
1. Start with a complete graph
2. For each X and Y which are still connected. If there is a third variable Z1 connected to X
or Y , such that X ⊥⊥ Y | Z1, remove the edge between X and Y .
3. For each X and Y which are still connected, if there is a third and a fourth variable Z1 and
Z2 connected to X or Y such that X ⊥⊥ Y | Z1, Z2, remove the edge between X and Y .
4. Iteratively increase the cardinality of the set of variables on which to condition.
To test for conditional independence we use the Hilbert-Schmidt conditional independence criterion
HXY |Z for stochastic processes (Appendix A.1). The combination of the PC algorithm with a
kernel-based dependence measure has been used in [13] and [12] where it is termed kPC. However,
to our knowledge it has never been used in conjunction with a kernel-based measure of dependence
for multidimensional stochastic processes.
Since the null distribution of the test statistics HY X|Z is not known, one possibility would be to use a
permutation approach as in [12, Sec 2]. However the latter is not computationally efficient. We leave
the development of a faster approach for future work, and adopt the approach [13] for this experiment.
That is we use a threshold α and remove an edge if there is a Z such that HXY |Z < α. We repeat 15
times the causal discovery procedure and use 30% of the runs to fix α.
All experiments in Sec. 4 have been run on a P100 GPU to leverage an efficient dedicated CUDA
implementation of the signature kernel.
D Proofs
Theorem 6. Given two stochastic processes X,Y
D2S(X,Y ) = 0 ⇐⇒ PX|FX = PY |FY
Furthermore
D2S(X,Y ) = 0 =⇒ D1S(X,Y ) = 0
but the converse is not generally true.
Proof. First we note that by a standard result in signature kernel learning theory. e.g., [31], for






is a homeomorphism (with respect to weak topology and Hilbert space topology); in particular, we
have
PX|FX = PY |FY ⇐⇒ Pµ1X|FX = Pµ1Y |FY .



















Since by definition it holds that D2S(X,Y ) = ‖µ2X − µ2Y ‖H2(V ), we complete the proof of the first
claim in this theorem.
For the second claim, it is easy to see that by definition PX|FX = PY |FY ensures that PX = PY ,
and therefore the implication that D2S(X,Y ) = 0 =⇒ D1S(X,Y ) = 0 follows immediately from
the fact that PX = PY ⇐⇒ D1S(X,Y ) = 0. Moreover, we refer readers to [26, Example 3.1]
for a simple example which shows that there exist processes X and Y with D1S(X,Y ) = 0 but
D2S(X,Y ) > 0.
Theorem 7. D̂2S(X,Y ) is a consistent estimator for the 2nd order MMD, i.e.
|D̂2S(X,Y )−D2S(X,Y )|
p→ 0 as m,n→∞ (40)
with {xi}mi=1 ∼ X , {yi}ni=1 ∼ Y and where convergence is in probability.
Proof. Recall that given m independent sample paths {xi}mi=1 ∼ X , we can use the estimator in
appendix A.2 to approximate sample paths {x̃i}mi=1 from the 1st order predictive KME µ1X|FX . Hence,
it suffices to prove the following claim.






i, ·) is consistent for the 2nd order predictive KME µ2X , i.e.∥∥µ̂2X − µ2X∥∥2H2S(V ) p→ 0, as m→∞ (41)
By the triangular inequality





















∥∥∥E[kS(µ̂1X|FX , ·)]− E[kS(µ1X|FX , ·)]∥∥∥2H2S(V ) (44)
The term in (43) converges to 0 as m→∞ by the weak law of large numbers. Therefore, it remains
to show that ∥∥∥EX [kS(µ̂1X|FX , ·)]− EX [kS(µ1X|FX , ·)]∥∥∥H2S(V ) p→ 0, as m→∞ (45)
First note the following upper bound∥∥∥EX [kS(µ̂1X|FX , ·)]− EX [kS(µ1X|FX , ·)]∥∥∥H2S(V ) ≤ EX
∥∥∥kS(µ̂1X|FX , ·)− kS(µ1X|FX , ·)∥∥∥H2S(V )
We will show convergence of the right-hand-side. By [46, Theorem 3.4], for every t = 1, . . . , T
EX|FXt
∥∥∥µ̂1X|FXt − µ1X|FXt∥∥∥2HS(V ) p→ 0 as m→∞ (46)
Now let us assume that the above convergences also hold almost surely for every t = 1, . . . , T . Then
by the Egorov’s theorem, for any δ > 0, there is a subset Ωδ with P(Ωδ) > 1 − δ and the above
convergence (46) holds uniformly on Ωδ. This implies that on Ωδ for every ε > 0 there is an N(ε)
such that for all m ≥ N(ε) and all t = 1, . . . , T , it holds that
EX|FXt
∥∥∥µ̂1X|FXt − µ1X|FXt∥∥∥2HS(V ) ≤ ε2 (47)
From this estimate we immediately obtain by the triangle inequality on Ωδ
EX|FXt
∥∥∥µ̂1X|FXt∥∥∥2HS(V ) ≤ 2EX|FXt
∥∥∥µ1X|FXt∥∥∥2HS(V ) + 2ε2, (48)
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and, by the Chebyshev’s inequality, on Ωδ , ∀t = 1, . . . , T , ∀m ≥ N(ε)
PX|FXt





∥∥∥µ̂1X|FXt − µ1X|FXt∥∥∥2HS(V ) ≤ 1εε2 = ε,




with respect to PX . By a standard result in rough path theory [30] there exists a universal constant
β ∈ R such that ∥∥∥kS(µ̂1X|FX , ·)∥∥∥H2S(V ) ≤ β
∥∥∥µ̂1X|FX∥∥∥1–varHS(V ) (49)
where ‖·‖1–varHS(V ) denotes the total variation norm of paths taking values inHS(V ). Since we are in a




Hence, combining all above arguments, we can conclude that on Ωδ and for all m ≥ N(ε),
EX













∥∥∥µ1X|FXt∥∥∥2HS(V ) + 2Tε2
)
≤ C <∞ (53)




∥∥∥kS(µ̂1X|FX , ·)− kS(µ1X|FX , ·)∥∥∥2H2S(V ) <∞ (54)
which in turn implies, by the de la Vallée–Poussin theorem, that on Ωδ, the sequence∥∥∥kS(µ̂1X|FX , ·)− kS(µ1X|FX , ·)∥∥∥2H2S(V ), m ≥ N(ε) is uniformly integrable for PX . Then recalling
that we have shown that µ̂1X|FX converges to µ
1
X|FX in probability with respect to PX as m→∞, a
standard result in probability theory ensures that (thanks to the uniform integrability of the sequence
and the continuity of the kernel kS which ensures that
∥∥∥kS(µ̂1X|FX , ·)− kS(µ1X|FX , ·)∥∥∥H2S(V ) → 0
in probability for PX ) on Ωδ, EX
∥∥∥kS(µ̂1X|FX , ·)− kS(µ1X|FX , ·)∥∥∥H2S(V ) → 0, as m→∞, which
implies that
∥∥∥EX [kS(µ̂1X|FX , ·)]− EX [kS(µ1X|FX , ·)]∥∥∥H2S(V ) → 0, as m → ∞, on Ωδ. Clearly,
as δ was arbitrary, we have EX|FXt
∥∥∥µ̂1X|FXt − µ1X|FXt∥∥∥2HS(V ) → 0 as m → ∞ a.s. Finally,
note that the above result holds true for any subsequence of (µ̂1X|FXt )m≥1 (because every sequence
converging in probability has a subsequence converging almost surely), which proves the desired
result (41).
Theorem 8. Given two stochastic processes X,Y
DnS(X,Y ) = 0 =⇒ DkS(X,Y ) = 0 for any 1 < k < n (55)
but the converse is not generally true.
Proof. Let X ∈ X (V ), then we denote PX|FXt =: X
(1)
t . Then we continue this procedure and
define X(n)t := PXn−1|FXt (it is called the rank n prediction process in [29]). Now we can apply the
same argument as in the proof of Theorem 6 together with an induction procedure easily prove that
DnS(X,Y ) = 0 ⇐⇒ PX(n−1) = PY (n−1) (56)
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for all n > 1. From the definition of these processes X(n) and Y (n) we can immediately see that
PX(n) = PY (n) ensures that PX(k) = PY (k) for all k < n, which yields the desired result. We refer
readers to [26, Example 3.2] for examples which illustrate that for each n there exist processes X
and Y with DnS(X,Y ) = 0 (equivalently, PX(n−1) = PY (n−1)) but Dn+1S (X,Y ) > 0 (equivalently,
PX(n) 6= PY (n) ).
Remark. Using terminologies from [26] and [29], PX(n) = PY (n) means that processes X and Y
have the same adapted distribution up to rank n. Therefore Thm. 6 and 8 tell us thatDnS(X,Y ) = 0 if
and only if they ave the same adapted distribution up to rank n. Moreover, using the partial isometry
between RKHS generated by kS and tensor algebra space, see e.g. [31, Theorem E.2], one can use
an induction argument to verify that DnS coincides with the metric dn−1 defined in [29, Definition
14], and therefore by [29, Theorem 4] we can obtain a stronger result that DnS actually metrizes the
so–called rank n− 1 adapted topology (see [29, Definition 5], [26, Definition 2.25]). For more details
regarding adapted topologies we refer to [29].
Theorem 9. Let f : R→ R be a globally analytic function with non-negative coefficients. Define
the family of kernels KnS : P(X (V ))× P(X (V ))→ R as follows
KnS (X,Y ) = f(DnS(X,Y )), n ∈ N≥1 (57)
Then the RKHS associated to KnS is dense in the space of functions from P(X (V )) to R which are
continuous with respect to the kth order MMD for any 1 ≤ k ≤ n.
Proof. By [47, Thm. 2.2] if K is a compact metric space and H is a separable Hilbert space such
that there exists a continuous (w.r.t. a topology τ on K) and injective map ρ : K → H , then for any
globally analytic function with non-negative coefficients f : R → R the kernel k : K ×K → R
given by
k(z, z′) = f (‖ρ(z)− ρ(z′)‖H) (58)
is universal in the sense that its RKHS is τ -dense in the space of τ -continuous functions from K to R.
By assumption, X (V ) is a D1S -compact metric space, therefore by Thm. 8 it is also DnS -compact for
every n ≥ 1. Hence, by [48, Thm. 10.2] the set of stochastic processes P(X (V )) is alsoDnS -compact.
For showing that ρ : X 7→ µnX is injective and continous with respect to DnS we refer readers to
[29, Proposition 4], one only needs to verify that µnX corresponds to the mapping S̄n used in the
proof of [29, Proposition 4] by the definition of µnX and the fact that DnS metrizes the rank n − 1
adapted topology (cf. the above remark). Furthermore HnS(V ) can be shown by induction to be a
Hilbert space with a countable basis, hence it is separable. Setting K = P(X (V )), H = HnS(V ) and
ρ : X 7→ µnX concludes the proof.
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