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Re´sume´ – On cherche ici a` mieux comprendre le fonctionnement d’une technique re´cente de de´composition de signaux appele´e
De´composition Modale Empirique (ou EMD pour “Empirical Mode Decomposition”) et plus particulie`rement l’influence de
l’e´chantillonnage sur son comportement. Pour ce faire, on lui soumet des signaux sinuso¨ıdaux e´chantillonne´s en faisant varier les
parame`tres de l’e´chantillonnage. Les effets dus a` l’e´chantillonnage observe´s sont tout d’abord caracte´rise´s et quantifie´s avant de
faire l’objet d’une justification the´orique.
Abstract – This paper is intended to give new insights into a recent technique of signal decomposition, referred to as “Empirical
Mode Decomposition” (EMD) and more precisely into the effect of sampling on its behavior. Therefore we analyze the EMD of
sampled sinusoidal signals while varying the sampling parameters. The observed effects related to sampling are first characterized
and quantified and then justified theoretically.
1 Introduction
N.E. Huang et ses collaborateurs ont re´cemment in-
troduit une technique de de´composition de signaux non
stationnaires, appele´e De´composition Modale Empirique
(ou EMD, pour “Empirical Mode Decomposition”) [1]. Si
celle-ci posse`de un caracte`re tre`s intuitif, elle est reste´e
jusqu’a` pre´sent reˆtive a` une ve´ritable e´valuation the´orique
dans la mesure ou` sa de´finition n’est en fait donne´e que par
l’algorithme de de´composition propose´. L’EMD a ne´an-
moins e´te´ applique´e a` un certain nombre de situations
re´elles et a motive´ des e´tudes syste´matiques de la me´thode
dans des conditions controˆle´es afin de mieux cerner ses
possibilite´s et limitations (cf., par exemple, [2, 3]).
2 Le proble`me de l’e´chantillonnage
L’EMD est un algorithme re´cursif dans lequel on ite`re
une ope´ration qui permet de se´parer tout signal x(t) en
deux composantes, l’une oscillant a` tout instant plus ra-
pidement que l’autre. Ces deux composantes, qu’on ap-
pellera de´tail local et moyenne locale, sont usuellement
obtenues par la proce´dure [1] :
1. extraire les extrema du signal x(t)
2. en de´duire une enveloppe supe´rieure (resp. infe´rieure)
par interpolation des maxima (resp. minima)
3. de´finir unemoyenne locale m(t) comme e´tant la demi-
somme des enveloppes.
4. en de´duire un de´tail local d(t) = x(t)−m(t)
En pratique, la proce´dure pre´ce´dente, dite de « sifting »,
est ge´ne´ralement ite´re´e sur le de´tail local pour affiner la
de´composition. On notera cependant que le re´sultat ob-
tenu apre`s une seule ite´ration constitue habituellement
une bonne approximation du re´sultat final, les ite´rations
suivantes apportant des contributions moins importantes.
On pourra trouver davantage de de´tails sur l’EMD dans [1,
4] et des codes MATLAB la mettant en œuvre sur internet [5].
Dans l’exposition qu’on vient de faire du principe de
l’EMD, on a implicitement conside´re´ les signaux comme
e´tant a` temps continu. Pourtant, en pratique, l’EMD ne
peut eˆtre mise en œuvre que pour des signaux a` temps
discret. Or lorsqu’un signal est e´chantillonne´, la position
et l’amplitude de chacun de ses extrema est susceptible de
varier. Compte tenu du roˆle cle´ que jouent ces points dans
l’EMD, ces variations peuvent avoir des re´percussions sen-
sibles sur la de´composition. C’est pourquoi il est ge´ne´rale-
ment recommande´ de n’appliquer l’EMD qu’a` des signaux
largement sure´chantillonne´s de manie`re a` pouvoir ne´gliger
ces effets.
3 Quantification de l’influence de
l’e´chantillonnage
3.1 Proce´dure d’e´valuation
A` l’heure actuelle, il n’existe aucun argument the´orique
permettant de distinguer un e´chantillonnage suffisant ou
insuffisant. Dans cette optique et dans la continuite´ de [4],
nous nous sommes inte´resse´s au comportement de l’EMD
lorsqu’on lui soumet un signal sinuso¨ıdal e´chantillonne´
xf,ϕ[n] = cos(2pifn+ ϕ), avec 1 ≤ n ≤ N,
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Fig. 1 – Illustration de l’influence de l’e´chantillonnage —
En haut : le signal sinuso¨ıdal continu (pointille´s),
e´chantillonne´ (trait plein), ses enveloppes (tirets) et leur
demi-somme (tiret-point). Au milieu et en bas : le de´tail
local et la moyenne locale correspondants.
en fonction de sa fre´quence re´duite f et de la phase ϕ. Sa-
chant que l’e´quivalent a` temps continu d’un tel signal est
conside´re´ comme une unique composante par l’EMD (sa
moyenne locale e´tant nulle), on pourrait imaginer qu’il en
soit de meˆme avec la version e´chantillonne´e. Cependant,
l’e´chantillonnage modifiant les amplitudes des extrema,
l’EMD le se´pare en deux composantes (cf. figure 1). Parmi
celles-ci, la composante de´tail local est plutoˆt proche du si-
gnal analyse´ tandis que lamoyenne locale, apparaˆıt comme
une trace des effets de l’e´chantillonnage. C’est pourquoi,
on choisit pour quantifier cette influence de s’inte´resser a`
l’e´nergie de la moyenne locale. Plus pre´cise´ment, on re-
garde l’e´volution de la quantite´
e(f, ϕ) =
(∑N
n=1m
2
f,ϕ[n]∑N
n=1 x
2
f,ϕ[n]
)1/2
ou` mf,ϕ est la moyenne locale de xf,ϕ.Dans la plupart des
cas, la valeur de e(f, ϕ) est pratiquement inde´pendante de
ϕ. C’est pourquoi on s’inte´ressera e´galement a` la quantite´
moyenne´e par rapport a` ϕ, note´e e¯(f).
Pour mesurer ces quantite´s, nous avons effectue´ une
se´rie de simulations avec des e´chantillons de taille N =
2048. Les re´sultats sont pre´sente´s figure 2.
3.2 Interpre´tation — Mode´lisation
L’analyse de ces mesures met en e´vidence essentielle-
ment deux caracte´ristiques. Premie`rement, on constate
que e(f, ϕ) s’annule pour toutes les fre´quences de la forme
f = 1/2k avec k entier. Deuxie`mement, on voit qu’il est
possible de trouver une majoration de e(f, ϕ) de la forme
e(f, ϕ) ≤ λf2.
Pour ce qui est de l’interpre´tation, on peut aise´ment
ve´rifier que lorsque f = 1/2k, le signal e´chantillonne´ a des
enveloppes supe´rieure et infe´rieure constantes et syme´tri-
ques. Il s’ensuit que sa moyenne locale est ne´cessairement
nulle et donc e(f, ϕ) aussi.
En ce qui concerne la majoration, on de´montrera dans
le paragraphe suivant que
e(f, ϕ) ≤ 1− cospif√
2
≤ pi
2f2
2
√
2
. (1)
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Fig. 2 – Influence de l’e´chantillonnage en fonction de
la fre´quence — A` gauche, e(f, ϕ) en fonction de la
fre´quence f pour ϕ = 0. A` droite, e¯(f) := « e(f, ϕ)
moyenne´ sur toutes les valeurs de ϕ possibles ». A` gauche,
on met en e´vidence une majoration par une droite de
pente 2 sur le diagramme log-log correspondant a` une ma-
joration de la forme λf2. A` droite, on a trace´ en tirets le
mode`le correspondant a` la section 3.2.2
On donnera e´galement un mode`le plus perfectionne´ four-
nissant un bon ordre de grandeur de e¯(f) permettant de
rendre compte a` la fois des deux caracte´ristiques men-
tionne´es pre´ce´demment.
3.2.1 Majoration
La preuve du re´sultat (1) propose´e ici est obtenue a`
l’aide de trois hypothe`ses simplificatrices :
1. L’enveloppe supe´rieure (resp. infe´rieure) interpolant
les maxima (resp. minima) est toujours comprise
entre la valeur du plus petit maximum (resp. plus
grand minimum) et 1 (resp. -1).
2. Une unique ite´ration de sifting suffit a` se´parer les
deux composantes.
3. L’e´nergie de xf,ϕ vaut N/2.
Compte tenu de l’hypothe`se 2, on peut exprimer la
moyenne locale sous la forme
|mf,ϕ| =
∣∣∣∣emin + emax2
∣∣∣∣ = |emax| − |emin|2 ,
ou` on note emax et emin les enveloppes supe´rieure et infe´-
rieure de xf,ϕ. L’hypothe`se 1 fournit alors la majoration
|mf,ϕ| ≤ 1− α
2
,
ou` α est la valeur absolue du plus grand des minima de
xf,ϕ. Sachant qu’on peut montrer que α ≥ cospif , l’hy-
pothe`se 3 permet d’obtenir la premie`re partie du re´sul-
tat (1). La seconde partie de´coule alors directement du
re´sultat classique « cosu ≥ 1− u2/2 ».
On pourra noter de plus que la majoration correspon-
dant a` la premie`re partie du re´sultat (1) est atteinte dans
le cas ϕ = 0 pour toutes les fre´quences de la forme f =
1/(2k + 1) avec k entier. Par conse´quent, la majoration
obtenue est optimale.
3.2.2 Ordre de grandeur
S’il rend bien compte de la majoration en f 2, le mode`le
qu’on vient de pre´senter ne permet pas de justifier que
l’influence de l’e´chantillonnage s’annule pour toutes les
fre´quences de la forme f = 1/2k. Pour ce faire, il faut
analyser plus finement le comportement de la moyenne
locale. Si on reprend les meˆmes hypothe`ses que pour le
mode`le de majoration, cette dernie`re est simplement la
demi-somme des enveloppes supe´rieure et infe´rieure. Le
proble`me se rame`ne donc a` l’e´valuation de l’ordre de gran-
deur de chacune des enveloppes. L’ide´e consiste alors a`
conside´rer que l’enveloppe supe´rieure (resp. infe´rieure) est
localement e´gale a` la valeur du maximum (resp. minimum)
le plus proche. De la`, on obtient
m2f,ϕ[n] ≈
[cos(2pifnmax + ϕ) + cos(2pifnmin + ϕ)]
2
4
,
ou` nmax et nmin correspondent aux positions des maxi-
mum et minimum les plus proches. Pour tout maximum
situe´ a` une position nmax, il existe un entier k tel que
φmax = 2pifnmax + ϕ − 2kpi ∈ [−pif, pif ]. Dans la tre`s
grande majorite´ des cas, les diffe´rentes valeurs de φmax
correspondant aux diffe´rents maxima sont bien re´parties
dans [−pif, pif ]. Par conse´quent, on peut donner un ordre
de grandeur de l’e´nergie de la moyenne locale de la fac¸on
suivante :
N∑
n=1
m2f,ϕ[n] ≈ NEψ
[cos(ψ) + cos(2pifnmin(ψ) + ψ)]
2
4
ou` on prend ψ uniforme´ment re´parti dans [−pif, pif ] et
nmin(ψ) correspond a` la position du premier minimum
de cos(2pifn + ψ), qu’on peut calculer en fonction de ψ.
Finalement, le calcul aboutit a` une expression de e¯(f) qui
se simplifie sous la forme suivante
e¯(f) ≈ 2pi
2f2√
3
(K + 1− 1
2f
)(
1
2f
−K)),
ou` K est la partie entie`re de 1/2f . Cette dernie`re expres-
sion permet de retrouver a` la fois le comportement en f 2,
mis en e´vidence dans le pre´facteur, et le fait que e¯(f) s’an-
nule pour les fre´quences de la forme f = 1/2k (cf figure 2
a` droite).
4 Analyse spectrale de l’influence
de l’e´chantillonnage
On s’inte´resse maintenant a` la manie`re dont se mani-
festent les effets de l’e´chantillonnage quantifie´s dans la
partie pre´ce´dente. Par construction la composante moyen-
ne locale correspond a` des oscillations plus lentes que le
de´tail local qui oscille a` la fre´quence f comme le signal ana-
lyse´. Par conse´quent, l’EMD d’un signal sinuso¨ıdal e´chan-
tillonne´ fait apparaˆıtre de nouvelles fre´quences infe´rieures
a` f . Pour tenter de caracte´riser ces nouvelles fre´quences,
on s’est inte´resse´ au spectre de la composante moyenne lo-
cale en fonction de f . Ce spectre e´tant constitue´ de raies,
on a repre´sente´ figure 3 les fre´quences correspondant aux
principaux pics du spectre de mf,ϕ en fonction de f .
L’analyse des spectres en fonction de f met en e´vidence
l’existence de deux cas suivant la re´gularite´ du spectre.
Celui-ci est constitue´ soit d’une se´rie de pics re´gulie`rement
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Fig. 3 – Re´partition spectrale de l’influence de
l’e´chantillonnage — Pour chaque valeur de f , en abscisse,
on repre´sente, en ordonne´e, une se´rie de points correspon-
dant aux pics apparaissant dans le spectre de la moyenne
locale et du de´tail local de xf,ϕ. A` gauche, on observe
ce qui se passe autour de f = 1/4. A` droite, autour de
f = 1/3. Plus ge´ne´ralement, on retrouve les meˆmes al-
lures autour de toutes les fre´quences de la forme f = 1/2k
et 1/(2k + 1) avec k entier.
espace´s soit de pics re´partis de manie`re dense sans re´gulari-
te´ apparente. Dans le premier cas, l’analyse des diagram-
mes de la figure 3 permet de mettre en e´vidence que les
fre´quences f ′ qui apparaissent dans les spectres sont de
la forme f ′ = (2k + 1)f + k′ avec k, k′ entiers, ou encore
f ′ ∈ f + 2fZ + Z.
4.1 Interpre´tation
L’interpre´tation des spectres obtenus est lie´e a` la na-
ture non-line´aire de l’EMD. Si une grandeur x1 de´pend
de manie`re non-line´aire d’une autre grandeur x2 dont le
spectre ne contient que deux fre´quences f1 et f2, on sait
que le spectre de x1 ne peut contenir des fre´quences que
dans l’ensemble f1Z + f2Z. Plus ge´ne´ralement, le spectre
de x1 est susceptible de contenir toutes les fre´quences
correspondant a` des combinaisons line´aires a` coefficients
entiers des fre´quences pre´sentes dans le spectre de x2.
Dans le cas qui nous inte´resse, le spectre de xf,ϕ, le si-
gnal e´chantillonne´, contient les fre´quences ±f + k avec k
entier. Par conse´quent, le spectre demf,ϕ ne peut contenir
que des fre´quences appartenant a` fZ + Z.
De la`, deux cas sont possibles. Si la fre´quence f est
irrationnelle, le spectre est alors constitue´ de pics re´partis
de manie`re dense. Ce cas correspond bien a` un des deux
types de spectre observe´s.
Supposons maintenant f = p/q rationnel. On sait alors
que l’ensemble fZ+Z est e´gal a` l’ensemble 1/qZ. Dans le
cas q impair, on ne peut rien dire de plus e´tant donne´ que
fZ + Z = 1/qZ = f + 2fZ + Z. Dans le cas ou` q = 2q′
est pair, le signal xf,ϕ est q-pe´riodique avec la proprie´te´
suivante :
∀n, xf,ϕ[n+ q′] = cos
(
2pi
p
2q′
(n+ q′) + ϕ
)
= −xf,ϕ[n].
Sachant que dans le cas de sinus e´chantillonne´s, tous les
maxima sont strictement positifs et tous les minima stric-
tement ne´gatifs, on en de´duit que les positions des minima
peuvent se de´duire de celles des maxima par un de´calage
de q′. Par conse´quent, si on ignore les effets de bords dus
a` la taille limite´e des signaux, l’enveloppe infe´rieure emin
de xf,ϕ peut se de´duire de son enveloppe supe´rieure emax
par
∀n, emin[n+ q′] = −emax[n].
A` partir de la`, on obtient que la moyenne locale m1 obte-
nue apre`s une seule ite´ration de sifting aura e´galement la
proprie´te´
∀n, m1[n+ q′] = −m1[n].
Si on effectue plusieurs ite´rations de sifting cette pro-
prie´te´ se transmet tout au long du processus et finale-
ment, les deux composantes moyenne locale et de´tail local
de´finitives la ve´rifient e´galement. Si on regarde alors la
composante de Fourier correspondant a` la fre´quence k/q
dans le spectre de la moyenne locale mf,ϕ, on peut e´crire∑
n
mf,ϕ[n]e
−2ipi k
2q′
n
= −
∑
n
mf,ϕ[n+ q
′]e
−2ipi k
2q′
n
= −
∑
n
mf,ϕ[n]e
−2ipi k
2q′
(n−q′)
= (−1)k+1
∑
n
mf,ϕ[n]e
−2ipi k
2q′
n
ce qui implique que, si k est pair, la composante de Fourier
a` la fre´quence k/q est nulle. Finalement, le spectre ne peut
contenir que les fre´quences de 1/q+2/qZ qui est identique
a` f + 2fZ + Z, ce qui correspond bien aux observations.
Dans l’interpre´tation qu’on vient de donner, on s’est ap-
puye´ sur la distinction rationnel/irrationnel. En pratique,
cette distinction est un peu diffe´rente de sa de´finition
mathe´matique. En effet, comme on re´alise des estimations
spectrales avec des re´solutions limite´es, le spectre de la
moyenne locale obtenu avec une fre´quence f irrationnelle
peut eˆtre tre`s semblable a` celui obtenu avec une fre´quence
f ′ rationnelle proche de f . Par conse´quent, il est tout a`
fait possible d’obtenir un spectre estime´ dense avec une
fre´quence f rationnelle et un spectre estime´ constitue´ de
pics espace´s re´gulie`rement avec une fre´quence f irration-
nelle.
Plus pre´cise´ment, si M est la longueur sur laquelle on
calcule la transforme´e de Fourier pour l’estimation spec-
trale, le spectre de la moyenne locale correspondant a` une
fre´quence f proche d’un rationnel p/q avec q . M est
tre`s semblable a` celui obtenu avec la fre´quence p/q. En
revanche si f n’est pas particulie`rement proche d’un tel
rationnel, alors le spectre de la moyenne locale apparaˆıt
comme un ensemble de pics dense comme dans le cas d’une
fre´quence irrationnelle. Si l’intervalle sur lequel on peut
conside´rer que f est proche d’un rationnel p/q reste re-
lativement confus, on peut tout de meˆme signaler que sa
taille est d’autant plus grande que q et M sont petits.
5 Conclusion
La de´composition modale empirique (ou « EMD ») est
une me´thode d’analyse de signaux qui a de´ja` motive´ un
certain nombre d’e´tudes. E´tant donne´ qu’on n’a pour le
moment qu’une compre´hension limite´e de la me´thode, une
grande partie de ces travaux se concentrent sur l’analyse
des performances de l’EMD applique´e a` des signaux re´els.
Cependant, que l’approche propose´e soit plutoˆt pratique
ou plutoˆt the´orique, la question de l’e´chantillonnage est
ge´ne´ralement simplement ignore´e. Or dans tous les cas
e´tudie´s, les donne´es analyse´es sont implicitement large-
ment sure´chantillonne´es. De fait, il apparaˆıt que ce choix
se justifie dans la mesure ou` les effets de l’e´chantillonnage
sur l’EMD sont du meˆme ordre de grandeur que les de´pla-
cements des extrema occasionne´s et donc que les effets
d’e´chantillonnage sur le signal analyse´.
Dans un souci a` la fois d’explorer le comportement de
l’EMD et d’e´valuer plus pre´cise´ment la confiance qu’on
peut y accorder en fonction de l’e´chantillonnage, nous
nous sommes inte´resse´s au cas de signaux sinuso¨ıdaux. Cet
exemple simple nous a permis de de´velopper une premie`re
approche the´orique au proble`me de l’e´chantillonnage. Par-
mi les re´sultats obtenus, on a montre´ en 3.2.1 que ces ef-
fets pouvaient eˆtre majore´s par un terme proportionnel
au carre´ de la fre´quence re´duite, soit inversement propor-
tionnel au carre´ de la fre´quence d’e´chantillonnage fe. Or
il apparaˆıt que les arguments de´ploye´s pour justifier cette
majoration restent en grande partie valables tant que le
signal analyse´ posse´de une de´rive´e continue. La confronta-
tion avec la pratique, en revanche, montre que cette majo-
ration n’est en fait valable que dans la mesure ou` l’ampli-
tude des oscillations varie peu a` l’e´chelle d’une oscillation.
Ceci est lie´ au fait que pour e´tablir cette majoration, nous
n’avons tenu compte que des variations d’amplitude des
extrema. Si l’on tient compte en plus des variations de
position, on peut montrer qu’un nouveau terme s’ajoute
au pre´ce´dent pour finalement obtenir une majoration de
la forme λ/f2e + µ/fe. Enfin, si l’on ajoute a` cela qu’on
peut re´aliser des estimations des coefficients λ et µ di-
rectement a` partir du signal analyse´, il est alors possible
d’e´valuer pour tout signal, une majoration des effets dus
a` l’e´chantillonnage. Ceci fera l’objet d’une prochaine pu-
blication.
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