We study Schur Q-polynomials evaluated on a geometric progression, or equivalently q-enumeration of marked shifted tableaux, seeking explicit formulas that remain regular at q = 1. We obtain several such expressions as multiple basic hypergeometric series, and as determinants and pfaffians of q-ultraspherical polynomials. As special cases, we obtain simple closed formulas for staircase-type partitions.
Introduction
The Schur Q-polynomials originate in the work of Schur [Sc] on projective representations of the symmetric group. Nowadays, they are recognized as the case t = −1 of the Hall-Littlewood polynomials, which are in turn a special case of the Macdonald polynomials [Ma] .
In the present paper we report on some investigations on Schur Q-polynomials that were motivated by applications to sums of squares (in preparation). In [R] , we used elliptic pfaffian evaluations to derive, and generalize, certain triangular number identities conjectured by Kac and Wakimoto [KW] and proved by Milne [M2] and Zagier [Z] . Extending this work to the case of square numbers leads naturally to quantities related to Schur Q-polynomials. To be precise, we note that, although one usually assumes that the polynomial Q λ is indexed by a partition λ, the definition (2.1) makes sense for general λ ∈ Z m . The quantities alluded to may then be written Q (λ,−λ) (1, . . . , 1), where λ is a partition. In most of the present paper, however, we investigate Q λ (1 n ) for general λ, turning to the "double" polynomial Q (λ,−λ) in Section 9.
In many ways, Schur Q-polynomials and Schur polynomials have analogous properties. Therefore, it may be instructive to compare with the much simpler situation for the latter. The standard definition s λ (x) = det 1≤i,j≤n (x λ j +n−j i ) det 1≤i,j≤n (x n−j i ) has a removable singularity at x 1 = · · · = x n = 1. A well-known way to compute s λ (1 n ) is by passing to the case when the variables are in geometric progression.
Namely, by the Vandermonde determinant evaluation, s λ (1, q, . . . , q n−1 ) = 1≤i<j≤n (q λ j +n−j − q λ i +n−i ) 1≤i<j≤n (q n−j − q n−i )
, (1.1) which in the limit q → 1 gives
Our method for computing Q λ (1 n ) is similar. In that case, Q λ (1, q, . . . , q n−1 ) is a multiple q-hypergeometric sum, see (2.5), again with a removable singularity at q = 1. Since it does not simplify in general, the best one can hope for is to find a transformation formula, leading to a different sum without the apparent singularity. In the limit q → 1 one would then obtain a formula for Q λ (1 n ) as a multiple hypergeometric sum. Finding such identities is our main goal.
It should be remarked that Q λ (1, q, . . . , q n−1 ) has a combinatorial meaning as a generating function (or q-enumeration) on marked shifted tableaux, see (2.3). Thus, we can equivalently formulate our goal as finding explicit solutions to the q-enumeration problem that remain regular in the limit q → 1, corresponding to classical enumeration.
Our main results are given in Theorem 6.1 and Theorem 8.1 (see (2.7) for the relation to Q λ ). We call the expression in Theorem 6.1 a pfaffian hypergeometric sum, since it is based on expressing a multiple sum as a pfaffian of double sums. The sums in Theorem 8.1 are determinantal (or Schlosser-type) , similarly based on determinants of single sums.
In some special cases, our expressions for Q λ (1, q, . . . , q n−1 ) simplify, giving completely factored expressions similarly as for Schur polynomials.
• n = ∞, see Section 3, Remark 5.2 and Remark 7.4. The explicit evaluation of Q λ (1, q, q 2 , . . . )
follows from an identity of Kawanaka [K] , who does not, however, mention the relation to Q-polynomials. • λ staircase, see Remark 8.2. If λ = (m, m − 1, . . . , 1), then Q λ = 2 m s λ , so Q λ (1, q, . . . , q n−1 ) factors by (1.1). • λ odd staircase, see Section 4, Remark 6.3 and Remark 8.2. If λ = (2m − 1, 2m − 3, . . . , 1), then Q λ (1, q, . . . , q n−1 ) can be evaluated using a discrete Selberg integral due to Milne [M1] , or in the form needed here to Krattenthaler [Kr] . Again, the connection to Q-polynomials seems not to have been noticed before. • λ even staircase, see Corollary 8.4. If λ = (2m, 2m − 2, . . . , 2), then Q λ (1, q, . . . , q n−1 ) factors. In contrast to the previously mentioned cases, we have not been able to reduce this to previously known results.
The plan of the paper is as follows. Section 2 contains preliminaries. In particular, we mention the transformation formula for Sundquist-type pfaffians in Corollary 2.7, which should be of independent interest. In Section 3 we consider the limit n → ∞ and in Section 4 the odd staircase, describing the connection to previously known results. After this preliminary material, we lay the foundation for our main results in Section 5, where we obtain some uesful properties of two-row Q-polynomials. We are then ready to prove the pfaffian hypergeometric identity in Theorem 6.1. One consequence is a surprising hyperoctahedral symmetry, which is exploited in Section 7 to prove a determinant formula for Q λ (1, q, . . . , q n ), see Corollary 7.5. This identity seems interesting in its own right, and is also the basis for the determinantal hypergeometric identities in Theorem 8.1. Finally, in Section 9 we discuss the "double" polynomials Q (λ,−λ) , obtaining some results that will be used in future work on sums of squares.
Acknowledgements: I thank Eric Rains for crucial correspondence on pfaffians, in particular for communicating Lemma 2.5.
Preliminaries
We will use the terminology and notation of [Ma] for partitions and symmetric functions, and that of [GR] for hypergeometric and basic hypergeometric functions.
2.1. Schur Q-polynomials and marked shifted tableaux. When m ≤ n and λ = (λ 1 , . . . , λ m ) is a partition of length m, that is,
Here, S n acts by permuting the variables x 1 , . . . , x n and S n−m is the subgroup acting on x m+1 , . . . , x n . Note that Q λ = 0 unless λ is strict, that is,
For strict λ, Macdonald obtained a combinatorial formula for Q λ in terms of marked shifted tableaux. We briefly recall the relevant definitions.
Let λ be the diagram of a strict partition, and let S(λ) denote the diagram obtained by shifting the ith row (i − 1) steps to the right, for each i. A marked shifted tableau of shape S(λ) is a labelling of the boxes of S(λ) with symbols from the ordered alphabet 1 ′ < 1 < 2 ′ < 2 < · · · such that:
(1) The labels increase weakly along rows and down columns.
(2) Each unmarked symbol occurs at most once in each column.
(3) Each marked symbol occurs at most once in each row.
Let a k be the number of boxes labelled either k or k ′ , and let x T denote the monomial k≥1 x a k k . Macdonald's formula [Ma, (III.8.16 ′ )] then reads
where the sum is over all marked shifted tableaux of shape S(λ). In (2.2) the number of variables is infinite; restricting the alphabet to 1 ′ < 1 < · · · < n ′ < n gives a formula for Q λ (x 1 , . . . , x n ). When T is a marked shifted tableau, we let |T | = k≥1 (k − 1) a k , with a k as above. Then,
is the generating function for |T | on marked shifted tableaux of shape λ and alphabet 1 ′ < 1 < · · · < n ′ < n. In particular, the cardinality of this set is Q λ (1 n ).
2.2.
Schur Q-polynomials and basic hypergeometric series. Representing σ by the m-tuple (k 1 , . . . , k m ) = (σ(1), . . . , σ(m)), we may rewrite (2.1) as
..,n}\{k 1 ,...,km}
Consider the case when x 1 , . . . , x n are in geometric progression. Then, (2.4) is a multiple basic hypergeometric sum. Indeed, replacing n by n + 1 and k i by k i + 1, we obtain after simplification
where we use the standard notation [GR] (a; q) k = (1 − a)(1 − aq) · · · (1 − aq k−1 ), (a 1 , . . . , a m ; q) k = (a 1 ; q) k · · · (a m ; q) k .
It will be convenient to view the q λ i as free variables. Thus, we introduce the polynomials P n (x 1 , . . . , x m ) = (−q; q) m n (q; q) m n n k 1 ,...,km=0 1≤i<j≤m
Since P n is skew-symmetric, we may equivalently write
This can be viewed as a Schur polynomial expansion, see (3.2). One easily verifies that
For m = 1, P n is a terminating well-poised 2 φ 1 series, and can thus be expressed in terms of q-ultraspherical polynomials [GR] as
Our main interest is in the case q = 1. Unfortunately, the right-hand side of (2.5) is then singular. Note, however, that when m = 1 one can use transformation formulas for basic hypergeometric series to derive a plethora of other expressions, many of which remain regular when q → 1. For instance, an obvious choice is to apply [GR, (III.6) ] to write
(2.12) However, we have not been able to obtain any simple extension of (2.11) to general m. Instead, we must consider more complicated transformations. For instance, by [GR, (7.4.14) ] one has
2P n (q λ ) = (2n + 2) 3 F 2 −n, n + 2, (1 − λ)/2 1, 3/2 ; 1 .
(2.14)
This can be generalized to general m, see Theorem 6.1 and Corollary 6.2. Further hypergeometric identities for P n (x 1 , . . . , x m ) are given in Theorem 8.1.
2.3. Schur Q-polynomials and pfaffians. The pfaffian of a skew-symmetric even-dimensional matrix is defined by pfaff 1≤i,j≤2m
where G is the subgroup of order 2 m m! consisting of permutations preserving the set of pairs {{1, 2}, {3, 4}, . . . , {2m − 1, 2m}}. Pfaffians and Schur Q-polynomials are intimately related. Indeed, Schur's original definition of the latter [Sc] is based on the identity
In the same work, Schur obtained the pfaffian evaluation pfaff 1≤i,j≤2m 
(2.17)
We need an elementary property of pfaffians, which is stated below as Corollary 2.2. Incidentally, it can be used to prove (2.15), see Remark 2.4. Before formulating the result, we find it instructive to give a generalization.
Lemma 2.1. Let (X i , µ i ) 1≤i≤2m be a collection of measure spaces, and (b ij ) 1≤i,j≤2m a collection of integrable functions, b ij :
Proof. The left-hand side equals
Introducing new integration variables by x i → x σ(2i−1) , y i → x σ(2i) and interchanging the finite sum and the integral, we obtain the desired result.
Consider the special case of Lemma 2.1 when each X i is equal to the same finite space X. Writing X = {1, . . . , n}, µ i (j) = A ij , b ij (k, l) = B ij kl , it takes the following form. 
ij is independent of k and l, (2.18) can equivalently be written
which is a version of the "minor summation formula" of Ishikawa and Wakayama [IW1] . The corresponding special case of Lemma 2.1 is due to de Bruijn [B] . As is observed in [IOW] , (2.19) contains the Cauchy-Binet formula, which we will use in the proof of Corollary 9.2 and therefore recall here in the form
Remark 2.4. To prove (2.15), one may apply Corollary 2.2 in the case when
Using (2.16) to compute pfaff(B k i k j ) and comparing with (2.4) gives indeed (2.15).
Similarly, it follows from (2.6) that, for m even,
Together with (2.9), this reduces the study of the polynomials P n (x 1 , . . . , x m ) to the case m = 2. We need another elementary property of pfaffians, which we learned from an unpublished manuscript of Eric Rains. It will play a crucial role in the proof of two of our main results, Theorem 6.1 (via Corollary 2.7) and Theorem 9.1.
where χ(S) denotes the number of even elements in S.
For completeness, we sketch Rains' proof.
Proof. The left-hand side is given by
Identifying τ as an element of S m , using the natural orderings on S and S c , it is easy to check that sgn
In [Su] , Sundquist proved certain identities involving the pfaffians
(2.22b) (Without loss of generality one may let z i ≡ 1, but we find the form given above more convenient.) It may be observed that, in view of
(2.22a) may be viewed as a degenerate case of (2.22b). Such pfaffians will play an important role and we need to discuss some of their properties.
The following identity appeared as [IW3, Theorem 5.1]. As is explained in [IW2] , it implies Sundquist's identities.
Proposition 2.6 (Ishikawa and Wakayama). One has pfaff 1≤i,j≤2m
with χ as in Lemma 2.5.
We note that Proposition 2.6 follows immediately from Lemma 2.5, using the Cauchy determinant det 1≤i,j≤m
, which is reduced to its more well-known special case a = 1, b = 0, c = −1 through (2.23). The proof given in [IW3] is more complicated.
The following corollary reduces (2.22b) (and thus, in view of (2.23), the pfaffians in Proposition 2.6) to a pfaffian of the form (2.22a). This seems quite interesting, since the Sundquist identity for (2.22a) is considerably simpler in structure than that for (2.22b).
Corollary 2.7. One has the pfaffian transformation formula pfaff 1≤i,j≤2m
Proof. One easily checks that
Thus, expanding both pfaffians using Proposition 2.6, they differ only by a prefactor.
It will be convenient to write (2.24) in the form pfaff 1≤i,j≤2m
Relation to Kawanaka's identity
Kawanaka [K] obtained the Schur polynomial identity
Here, the sum is over all partitions µ 1 ≥ µ 2 ≥ · · · ≥ µ m ≥ 0 and h(α) denotes the hook-length at the box α of the diagram of µ, see [Ma] . We will recover a proof of (3.1) below, see Remark 5.2 and also Remark 7.4. Although it is not mentioned by Kawanaka, (3.1) can be viewed as evaluating a Schur Q-function at an infinite geometric progression. To see this we observe that, writing
Moreover, it is easy to check that (cf. [Ma, Examples I.1 
where c denotes content. Plugging all this into (2.8) gives
Let us now take the limit n → ∞, which can be justified analytically if |q| < 1 and |x i | < 1 for all i. Note that
which may be absorbed into s µ by homogeneity. Thus, we obtain
where the sum is computed by (3.1). Although the corresponding Schur Q-function identity is equivalent to (3.1), it seems not to have appeared explicitly in the literature.
Proposition 3.1. For λ a partition of length m,
where the left-hand side is interpreted as
In terms of tableaux, the result may be written as follows.
Corollary 3.2. For λ a strict partition of length m,
where the sum is over all marked shifted tableaux of shape S(λ) .
This should be compared with the identity
where the sum is over column-strict shifted tableaux of shape S(λ), that is, only unmarked symbols appear, so that conditions (1)-(3) in Section 2.1 may be summarized as (4) The labels increase weakly along rows and strictly down columns. As was pointed out by Stembridge [Ste] , (3.4) is equivalent to a result conjectured by Stanley [St] and first proved by Gansner [G] . Comparison with Corollary 3.2 suggests the following problem.
Problem 3.3. Prove directly that, for λ a strict partition of length m,
where the sums are over shifted tableaux of shape S(λ). For instance, writing M k and C k for the set of marked, respectively column-strict, shifted tableaux T of shape S(λ) such that |T | = k, construct a map φ :
This would lead to a new proof of the Stanley-Gansner identity as a consequence of Kawanaka's identity (and vice versa).
Relation to a discrete Selberg integral
Krattenthaler [Kr, Theorem 6] found the following multiple extension of the q-Chu-Vandermonde summation, which was applied to enumeration problems for perfect matchings:
He gave two proofs, both based on identifying (4.1) as a non-obvious special case of a previously known identity: first, a classical Schur function identity; second, a discrete Selberg integral conjectured by Askey [A] and proved by Evans [E] . An equivalent identity was previously obtained by Milne [M1, Theorem 5.3 ].
In the special case x = y = −q, (4.1) evaluates the Schur Q-polynomial Q λ (1, q, . . . , q n ), where λ is the odd staircase partition (2m−1, 2m−3, . . . , 3, 1). To see this, we let x i ≡ q 2i−1 in (2.8). The resulting sum contains the Vandermonde determinant det 1≤i,j≤m
and is thus evaluated by (4.1) as P n (q, q 3 , . . . , q 2m−1 ) = 0≤km<···<k 1 ≤n 1≤i<j≤m
To check the equality of the last two expressions, the elementary identity
with a = 1, is useful. Since, by anti-symmetry, P n (q, q 3 , . . . , q 2m−1 ) = (−1) ( m 2 ) P n (q 2m−1 , . . . , q 3 , q), we obtain the following Schur Q-polynomial identity. Although it is equivalent to a special case of (4.1), we have not found it explicitly in the literature.
Proposition 4.1. When λ = (2m − 1, 2m − 3, . . . , 3, 1), then
We will recover Proposition 4.1 twice below, see Remark 6.3 and Remark 8.2. A very similar result holds for the even staircase, see Corollary 8.4.
We write down the limit case q → 1 explicitly, starting from the penultimate expression in (4.2), with n replaced by n − 1.
Corollary 4.2. When λ = (2m − 1, 2m − 3, . . . , 3, 1), then Q λ (1 n ), that is, the number of marked shifted tableaux of shape S(λ), with labels from the finite alphabet
Problem 4.3. Give a combinatorial proof of Corollary 4.2, or more generally of Proposition 4.1.
Two-variable polynomials
The following identity, expressing the two-variable polynomials P n (x, y) in terms of the one-variable polynomials P n (x), is fundamental for all results below. It is generalized to the m-variable case in in Theorem 7.3.
Proposition 5.1. One has
Proof. By definition, (1 − xy)P n (x, y) equals
We observe that the quantity within brackets factors as 2(q k + q l )(1 − q −n−1 )(1 − q k+l−n−1 ), and then split the summand in a different way, writing
This gives
(1 − xy)P n (x, y)
Replacing k by k + 1 in the first term and l by l + 1 in the second term yields the desired result.
The remainder of Section 5 is devoted to consequences of Proposition 5.1. First, note that P n (x) = (−x) n P n (1/x). Together with Proposition 5.1, this implies (1 − xy)P n (x, y) = (−x) n (y − x)P n (1/x, y).
( 5.1) This is extended to the m-variable case in Corollary 7.1, cf. (7.1).
Remark 5.2. By the q-binomial theorem [GR, (II. 3)],
for |q|, |x| < 1. Proposition 5.1 then gives
By (2.21) and (2.17), it follows that
for m even. By (2.9), this holds also for odd m. Comparing (5.3) and (3.3) yields Kawanaka's identity (3.1), which thus follows from Proposition 5.1. In fact, our proof of Proposition 5.1 generalizes the proof of Kawanaka's identity given by Ishikawa and Wakayama [IW3] .
Another consequence of Proposition 5.1 is that (2.21) is a Sundquist-type pfaffian. Applying (2.25) gives the following result, which will be crucial for the proof of Theorem 6.1.
Corollary 5.3. For m even,
Next, we have the following closely related identities. We will use (5.5c) in the proof of Theorem 6.1 and (5.5d) in the proof of Corollary 9.2.
Corollary 5.4. The polynomials P n (x, y) satisfy the following recurrence relations:
where P −1 = 0. Equivalently,
(5.5d)
Proof. By [GR, Ex. 7.19] , the polynomials C n (x) = C n (x; −q|q), which are related to P n by (2.10), satisfy
Combining this with Proposition 5.1, one readily obtains
(1 − xy)P n (x, y) = y(1 − x)P n (x)P n−1 (y) − x(1 − y)P n−1 (x)P n (y).
(5.7)
Rearranging the right-hand side as
(1 − xy) P n (x)P n−1 (y) − P n−1 (x)P n (y)
where, by (5.6), (y − 1)P n (x)P n−1 (y) − (x − 1)P n−1 (x)P n (y) = 1 − q n 1 + q n yP n (x)P n−2 (y) − xP n−2 (x)P n (y) = (1 − xy)P n−1 (x, y), yields (5.4a). If we instead express (5.7) as
(1 − xy) yP n (x)P n−1 (y) − xP n−1 (x)P n (y)
we similarly obtain (5.4b).
Multiplying (5.4a) by √ xy and adding the result to (5.4b) gives (5.4c). Finally, (5.4d) follows by inserting (5.4b), with n replaced by n − 1, into (5.4a), and simplifying the result using again (5.6).
Remark 5.5. The expression (5.5d) is related to the Christoffel-Darboux formula for continuous q-Jacobi polynomials. This follows from quadratic transformation formulas relating those polynomials to the q-ultraspherical polynomials in (2.10). Indeed, let p n (x) = P (α,β) n (x; q) be defined as in [GR, Eq. (7.5.25 )], with q α = −q 1/2 , β = −1/2. By [GR, Eq. (7.5.35 )], we have p n (cos 2θ) = (q; q) 2n (q; q) n (−q; q) 3 n q n 2 e −2inθ P 2n (−e 2iθ ).
It then follows from Proposition 5.1 that P 2n+1 (−e 2iφ , −e 2iψ ) is proportional to
By the Christoffel-Darboux formula [GR, Ex. 7 .2],
where the constants A j and v j can be read off from the three-term recurrence relation for the polynomials p n . Working this out explicitly gives (5.5d) in the case of odd n. The case of even n is similarly related to continuous q-Jacobi polynomials with q α = −q 1/2 , β = 1/2.
A pfaffian hypergeometric identity
We are now ready to prove our first main result.
Theorem 6.1. One has
Proof. We first consider the case m = 2. Plugging (2.13) into (5.5c) and changing the order of summation gives
Let S denote the inner sum in (6.2). It can be rewritten as
where the expression within brackets factors as
Replacing j by n − 1 − j, elementary manipulations give
Here, the sum is a very-well-poised 6 φ 5 , which by [GR, Eq. (II.21) ] equals
This gives
which is the case m = 2 of (6.1). Suppose now that m is even. We plug (6.3) into Corollary 5.3, thus expressing P n (x 1 , . . . , x m ) as a pfaffian of two-dimensional sums. Applying Corollary 2.2 leads to an m-dimensional sum, each term containing a pfaffian of the form (2.17). This proves (6.1) in the case when m is even.
Finally, if m is odd, we use (2.9) to write
Applying (6.1) to the right-hand side, only the term with k m+1 = n + 1 survives in the limit. After simplification, one arrives at the desired expression.
In contrast to (2.5), (6.1) is regular in the limit 
Remark 6.3. If x i ≡ q 2i−1 , corresponding to the odd staircase partition, the sum in (6.1) reduces to the term with k i ≡ i − 1. After simplification, one recovers Proposition 4.1. We remark that, had we used the pfaffian (2.21) rather than the transformed version in Corollary 5.3, we would have obtained instead of (6.1) the alternative identity
for m even. By contrast, this expression does not obviously simplify when x i ≡ q 2i−1 , nor does it display the hyperoctahedral symmetry that will be discussed in the next section. However, it still contains Corollary 6.2 as a limit case.
Hyperoctahedral symmetry and determinants
The sum in Theorem 6.1 is visibly invariant under the change of variables √ x i → −( √ x i ) −1 . After multiplying by an elementary factor, one may obtain a function invariant with respect to the hyperoctahedral group B m . This symmetry is quite non-obvious from our original definition (2.6). We will use it to derive a determinant formula for the polynomials P n , Theorem 7.3, which forms the basis for the determinantal hypergeometric identities in Theorem 8.1.
action generated by permutation of the variables together with inversions
We also give a different proof, in order to make the results of this and the next section independent of Theorem 6.1.
Alternative proof of Corollary 7.1. Permutation symmetry being obvious, we need only check invariance under √ x 1 → −( √ x 1 ) −1 , which may equivalently be ex-
. . , x m ). (7.1)
Using (2.9) we may reduce ourselves to the case when m is even. By (2.21), we may then write the left-hand side of (7.1) as 1 1 − x 2 1 pfaff 1≤i,j≤m
We split the matrix elements as a ij + b ij , where
and then apply [Ste, Lemma 4.2] pfaff 1≤i,j≤m (a ij + b ij ) = S⊆{1,2,...,m} |S| even
We now need the pfaffian evaluation pfaff 1≤i,j≤2m
This follows from Lemma 2.5, and can also be seen directly. By Proposition 5.1, pfaff i,j∈S (a ij ) is of the form (7.3), and thus vanishes unless |S| ∈ {0, 2}. Moreover, pfaff i,j / ∈S (b ij ) vanishes unless 1 ∈ S. Thus, we have S = {1, l}, with 2 ≤ l ≤ m. Using also (5.1), we conclude that (7.2) equals
(−1) l P n (x −1 1 , x l ) P n (x 2 , . . . ,x l , . . . , x m ). (7.4)
Finally, we note that by the elementary identity pfaff 1≤i,j≤m
(−1) l P n (x 1 , x l )P n (x 2 , . . . ,x l , . . . , x m ).
Thus, (7.4) equals the right-hand side of (7.1).
In view of the identity
it follows from Corollary 7.1 that the function
This can be used to compute χ(k) explicitly.
Theorem 7.2. One has
It follows from (2.6) that, with χ(k) as above,
which may be rewritten as
where f is the rational function
We proceed to show that f satisfies
. , x m ). (7.8)
By the above-mentioned invariance of χ, (7.8) holds for x i = 1, q, . . . , q n+m−1 . Moreover, after putting both sides of (7.8) on a common denominator, the degree of the numerator is bounded independently of n. Thus, (7.8) holds for general x i , provided that n is large enough. Finally, since (7.8) is a rational identity in q n , it holds for arbitrary n.
As a function of x i , the poles of f are contained in the set P = {0} ∪ j =i (−x j q Z ). If x j , j = i, are generic, P contains no fix-points under the reflection x i → q n+m−1 /x i . Thus, it follows from (7.8) that f has in fact no poles except at
, with p a polynomial, which is antisymmetric and of degree at most m − 1 in each variable. The space of such polynomials being one-dimensional, we conclude that
and thus (cf. (7.5))
Plugging this into (7.7), we find after simplification that (7.6) holds up to a multiplicative constant.
To compute the constant, we compare the coefficient of m i=1 x i−1 i on both sides of (7.6). Since the product i<j (1 − x i x j ) does not contribute, we may read off the coefficient on the left-hand side from (2.6) as
Dividing this quantity by
(q 1−m−n , −q 2−m ; q) i−1 (q, −q −n ; q) i−1 and simplifying, we obtain indeed the prefactor on the right-hand side of (7.6).
The multiple hypergeometric sum in (7.6) may be recognized as a "Schlossertype" sum, see [GK, S] . Particularly closely related sums may be found in [RS] . Their characteristic property is that they can be expressed as a determinant of one-dimensional sums. In the case at hand, one has the following identity, which generalizes Proposition 5.1.
Theorem 7.3. One has
For the proof we recall the determinant evaluation [S, Lemma A.1] det 1≤i,j≤m
For later reference, we note the degenerate case det 1≤i,j≤m
Proof. Expanding the right-hand side of (7.9) using (2.10) gives
Replacing k i by k i +1−σ(i) and interchanging summations gives after simplification
By (7.10), the determinant equals
After further simplification, one arrives at the right-hand side of (7.6).
Remark 7.4. If we, using (5.2), let n → ∞ in (7.9), the right-hand side reduces to a Vandermonde determinant and we again recover (5.3), or equivalently Kawanaka's identity (3.1).
Theorem 7.3 seems interesting enough to write down also in terms of Schur Q-polynomials.
Corollary 7.5. For λ a partition of length m,
Note that the matrix elements may be written in terms of q-ultraspherical polynomials. Replacing n by n−1 and letting q → 1 gives the following quite reasonable answer to our main question "What is Q λ (1 n )?".
Corollary 7.6. For λ a partition of length m,
where p k is the hypergeometric polynomial, cf. (2.12), (2.14),
Determinantal hypergeometric identities
By inserting different expressions for P n (x) into the determinant in (7.9), one may obtain further Schlosser-type formulas. We do not intend to exploit all possibilities, but merely give a few examples, focusing on results that share the nice properties of Theorem 6.1, that is, which are regular in the limit q → 1, have completely factored terms, display hyperoctahedral symmetry, and have nice specializations at staircase-type partitions.
We will use the following expressions:
which follow from the results of [GR, §7.5] combined with Sears' transformation [GR, (III.15) ], see also Remark 5.5. For instance, assuming that n + m is odd, we insert the first of these eight expressions into (7.9). After simplification, we obtain
where, by (7.11), the determinant equals
Repeating this for all eight expressions yields the following results. In the case of (8.1c) and (8.2d) we have also used (4.3).
Theorem 8.1. If n + m is odd, then 1≤i<j≤m (1 − x i x j )P n (x 1 , . . . , x m ) is equal to each of the four expressions
(1 − x i )x (n+m−2)/2 i (n+m−2)/2 k 1 ,...,km=0 1≤i<j≤m
(q 2−n−m , q 4+n−m , qx i , q/x i ; q 2 ) k i (q 2 , q 2 , q 3 , q 3 ; q 2 ) k i q 2k i , (8.2c)
(q 2−n−m , q 4+n−m , q 2 x i , q 2 /x i ; q 2 ) k i (q 2 , q 3 , q 3 , q 4 ; q 2 ) k i q 2k i . (8.2d)
Note that all eight expressions are regular in the limit (6.4). We do not write down the resulting identities for Q λ (1 n ) explicitly.
Remark 8.2. By specializing the variables x i , each of the eight sums in Theorem 8.1 may be reduced to the term with k i ≡ i − 1. In the case of (8.1a) and (8.2a), this happens if x i ≡ q i , leading to the identity Q (m,m−1,...,1) (1, q, . . . , q n ) = 2 m (−1) ( m 2 ) P n (q, q 2 , . . . , q m )
which follows more easily from [Ma, Ex. III.8.3 
.(b)]
Q (m,m−1,...,1) = 2 m s (m,m−1,...,1) .
In the case of (8.1b) and (8.2b), one should let x i ≡ q i− 1 2 . We write down the result in Corollary 8.3. Similarly, when x i ≡ q 2i−1 , (8.1c) and (8.2c) reduce to Proposition 4.1 and when x i ≡ q 2i , (8.1d) and (8.2d) yield Corollary 8.4. Corollary 8.3. If x i ≡ q i− 1 2 , then P n (x 1 , . . . , x m ) equals
(q, q n+1−m+i ; q) i−1 (q 3/2 , −q; q) (n+m+1−2i)/2 (−q, q 1/2 , q 3/2 ; q) i−1 (q, −q 1/2 ; q) (n+m+1−2i)/2 if n + m is odd and
(q, q n+1−m+i ; q) i−1 (q 3/2 ; q) (n+m−2i)/2 (−q; q) (n+m+2−2i)/2 (−q, q 3/2 , q 3/2 ; q) i−1 (−q 3/2 , q; q) (n+m−2i)/2 if n + m is even.
Corollary 8.4. When λ = (2m, 2m − 2, · · · , 2), then Q λ (1, q, . . . , q n ) = 2 m q 2( m+1 3 ) m i=1 (q n+1−m+i ; q) 2 i (q; q 2 ) 2 i .
Double Q-polynomials
Let P ′ n (x 1 , . . . , x m ) = P n (x 1 , x −1 1 , . . . , x m , x −1 m ). As was mentioned in the introduction, our original motivation came from work on sums of squares, where the quantities lim q→1 P ′ n (q λ 1 , . . . , q λm ), with λ a partition, turn up naturally. In terms of Schur Q-polynomials, this corresponds to extending the definition of Q λ so that λ may have negative parts, and then considering Q (λ,−λ) (1, . . . , 1). A nice expression for P ′ n can be obtained as a special case of Theorem 6.1. However, we focus here on results that essentially use the specific choice of parameters.
Theorem 9.1. One has P ′ n (x 1 , . . . , x m ) = (−1) m(n−1)
Note that the polynomial P n (x i , x j ) is divisible by x j − x i ; this gives meaning to the diagonal entries.
Proof. In general, Lemma 2.5 gives P n (y 1 , . . . , y 2m ) = pfaff 1≤i,j≤2m (y j − y i ) P n (y i , y j ) y j − y i = S⊆{1,2,...,2m} |S|=m (−1) χ(S) i / ∈S y i det i∈S,j / ∈S P n (y i , y j ) y j − y i . Now, let (y 1 , . . . , y 2m ) = (x 1 , x −1 1 , . . . , x m , x −1 m ). It follows from (5.1) that, if S contains exactly one element from each pair (2i − 1, 2i), then det i∈S,j / ∈S P n (y i , y j )
Moreover, if this is not the case, then two rows of the determinant are proportional, so that it vanishes. Thus, defining the set T through i ∈ T ⇔ 2i ∈ S, we have P n (y 1 , . . . , y 2m )
(−x i ) 1−n det 1≤i,j≤m P n (x i , x j ) x j − x i T ⊆{1,2,...,m}
where the sum over T equals m i=1 (x −1 i − x i ).
Combining Theorem 9.1 with (5.5d) and the Cauchy-Binet formula (2.20) gives the following result.
Corollary 9.2. One has P ′ n (x 1 , . . . , x m ) = (−1) m(n−1)
Finally, the limit q → 1 takes the following form.
