Introduction
The Intelligence System for Detection of Cancer and Diagnosis is based on the concept of artificial intelligence. Warren McCulloch, a neurophysiologist, and a young mathematician, Walter Pitts, explained the concept of Artificial Intelligence in 1943. They designed a model of simple neural network with electrical circuits. Neural networks, with their remarkable ability to derive meaning from complicated or imprecise data, can be used to extract patterns and detect trends that are too complex to be noticed by either humans or other computer techniques. A trained neural network can be thought of as an "expert" in the category of information it has been given to analyze [1] . In general, ANN techniques are a family of mathematical models that are based on the human brain functioning. All ANN methodologies share the concept of "neurons" (also called "hidden units") in their architecture. Each neuron represents a synapse as its biological counterpart. Therefore, each hidden unity is constituted of activation functions that control the propagation of neuron signal to the next layer (e.g. positive weights simulate the excitatory stimulus and negative weights simulate the inhibitory ones). A hidden unit is composed by a regression equation that processes the input information into a non-linear output data. Therefore, if more than one neuron is used to compose an ANN, non-linear correlations can be treated [2] . 1.2 Self-Organisation: An Artificial Neural Network creates its own organization or representation of their information it receives during learning time.
1.3 Real-Time Operation : ANN computations may be carried out in parallel, and special hardware devices are being designed and manufactured which take advantage of this capability [1] .
Fault tolerance via redundant information coding:
Partial destruction of a network leads to the corresponding degradation of performance. However, some network capabilities may be retained even with major network damage.
content based image retrival:
The Content-Base Image Retrieval (CBIR), is also known as Query By Image Content (QBIC) or Content Based Visual Information Retrieval (CBVIR). It is the application of computer vision techniques to the image retrieval problem.
II. Image Retrieval System (Irs)
Some years ago, medical information systems only provided textual information about patients in treatment; later, this data is stored in large databases where queries could be made by searching for the text information [5] . Content-based image retrieval (CBIR) technology has been proposed to benefit not only the management of increasingly large image collections, but also to aid clinical care, biomedical research [6] . Our system (System for Detection of Cancer and Diagnosis) display the disease as well as medicine related to particular disease. Fig. 3 describes the process of Image Retrieval System. The image retrieval process consists of two main phases: pre-processing phase and retrieval phase. Both phases are described as follows [7] .
Pre-Processing Phase
Image segmentation is the process of separating or grouping an image into different parts. The goal of image segmentation is to cluster pixels into salient image regions, where the regions corresponding to individual surfaces, objects, or natural parts of objects Image segmentation methods can be divided into three types: Boundary based techniques, Region based techniques, and Pixel based direct classification methods [8] . The pre-processing phase is composed of two main components:
The idea behind feature extraction is to use the lowest level pixel values to extract slightly higher level features, such as gray-levels, texture or shape and combine them into an ideally high level representation of the image content [9] .
Fig. 2 CBIR System

Retrieval Phase
This problem is related to the searching for digital images in large databases. The Content-Based Image Retrieval system analyzes the content of image rather then the metadata such as keywords, tags or descriptions associated with the image. In the Content Based Image Retrieval system the term content refers to color, shapes, textures or any other information that can be derived from the image.
III. Proposed System
We have developed a CBIR system based on feed forward back propagation algorithm techniques for future extraction and similarity measurements. It has been observed from the experimental that feed-forward back propagation neural network gives better results in terms of efficiency, precision and recall. Fig. 4 shows the admin panel. From the admin panel admin become able to update database, register the new patient and we can also see the old history of previous patient. Fig. 6 . It will also display the various medicine related to the particular disease. This is the very attractive feature of the system which is implemented by us. And this feature is the very beneficial for the doctor. In the flowchart the training process include creation, configuring a three layered neural network and making it learn about the extracted color, texture and edge features of training set images. Training set includes all the images from image database considered. The learning process is carried out using Back Propagation Algorithm, which include computing errors.
In the flowchart the testing phase includes the querying and retrieving task. The query image is first preprocessed and also its features are extracted. 
IV. Machine Learning Techniques
We have used the feed forward back propagation Algorithm in our system. This algorithm can be divided into two phases. This ratio (percentage) influences the speed and quality of learning; it is called the learning rate. The greater the ratio, the faster the neuron trains; the lower the ratio, the more accurate the training is. The sign of the gradient of a weight indicates where the error is increasing; this is why the weight must be updated in the opposite direction [10] . Repeat phase 1 and 2 until the performance of the network is satisfactory. 
Algorithm
VI. Conclusion
This paper has focused on the CBIR application in diagnosis cancer disease. The overall efficiency of MRI brain image retrieval can be improved by the usage of appropriate feature vector. Nevertheless, certain efforts within the engineering community are worth nothing. Content-based image retrieval of diagnosis of cancer disease has achieved a degree of maturity, albeit at research level at a time of significant. However, the field has get to make considerable attacks into mainstream clinical practice, medical research or training.
A technique that effectively uses most of the information from image is backbone of an efficient content-based image retrieval system for medical database. In this paper we have developed a CBIR system based on feed forward back propagation algorithm techniques for future extraction and similarity measurements. It has been observed from the experimental that feed-forward back propagation neural network gives better results in terms of efficiency, precision and recall.
