In this paper we analyze an asymmetric 2 x 2 buffered switch, fed by two independent Bernoulli input streams. We derive the joint equilibrium distribution of the numbers of messages waiting in the two output buffers. This joint distribution is presented explicitly, without the use of generating functions, in the form of a sum of two alternating series of product-form geometric distributions. The method used is the so-called compensation approach, developed by Adan,Wessels and Zijm.
Introduction
In parallel data processing networks, switching systems are being used to route messages and to resolve conflicts. The simplest basic unit in a switching system is the 2 x 2 clocked buffered switch. In this paper we study an asymmetric 2 x 2 clocked buffered switch under the simplest possible assumptions:
(i) all transfers are governed by a single discrete-time clock;
(ii) the two input ports receive messages according to two independent Bernoulli streams, viz., at each input port either 0 or I message arrives at each clock cycle;
(iii) the input ports route these messages to one of the two output ports according to certain routing probabilities.
Under assumptions (ii) and (iii) the arrival processes at the two output ports are in general dependent, and hence the queue lengths at the two output buffers are coupled.
The 2 x 2 clocked buffered switch has recently been analyzed in detail by Jaffe [12] , to whom we also refer for further references concerning buffered switches. Jaffe restricts his attention to the completely symmetric switch. He obtains the equilibrium joint queue length distribution at the two output buffers (as seen at the end of a clock cycle). He applies a uniformization technique that was used by Hatto and McKean [9] (see also Kingman [13] ) for the shortest queue problem. Jaffe's results in [12] are presented in the form of a bivariate generating function.
The goal of the present paper is to show how the asymmetric 2 x 2 buffered switch can be analyzed completely, using the so-called compensation approach. The compensation approach has been developed in a series of papers by Adan et aI. [1- 3, 5] ; a detailed exposition of the method is presented in the Ph.D. thesis of Adan [4] . In its present form the method is limited in the sense that it has only been shown to work for twodimensional random walks on the lattice of the first quadrant, with the following properties (see [2] ):
(i) only transitions to neighbouring states occur;
(ii) no transitions from interior points are permitted to the North, North-East and East;
(iii) semi-homogeneity: the same transition rates occur for all interior points, and similarly for all points on the horizontal boundary and for all points on the vertical boundary.
But when these conditions are satisfiedas is the case in the model under considerationthen the method is very powerful; it yields an explicit expression, without transforms, for the steady-state distribution of the two-dimensional random walk. In fact we shall analyze a two-dimensional random walk that contains the random walk for the 2 x 2 switch as a special case. The random walk under consideration satisfies (i), (ii) and (iii) above, plus the (iv) projection property: at each point of the horizontal boundary the transition rate to the West is the sum of the transition rates to the West and South-West in any point above it in the interior, and a similar property holds for the transition rate to the East, while the transition rates to the North-West, North and North-East are the same as the corresponding rates for the interior; similarly for the transition rates on the vertical boundary and in the origin.
The essence of the compensation approach is to characterize the class of productform solutions satisfying the equilibrium equations at the interior points, and then to use the solutions in this class to construct a linear combination of product-form solutions which also satisfies the boundary conditions. The construction uses a compensation idea: after introducing the first product form ampn for the equilibrium distribution {Pm.n} that satisfies the equilibrium equations for m~l, n~1, product-form terms are added so as to alternately compensate for errors on the two boundaries m =0 and n =0. The compensation approach has been successfully applied to the symmetric shortest queue problem [1], to the asymmetric shortest queue problem [5] , and to a multiprogramming queue [3] originally studied by Hom [10] (see also [6] ). An attractive feature of the compensation approach is the relative simplicity of the resulting equilibrium distribution as a sum of product forms. The structure of the solution can easily be exploited for numerical analysis and leads to efficient algorithms, with the advantage of tight error bounds.
In queueing and random walk theory there is quite a sharp distinction between 'easy' and 'hard' two-dimensional problems. Some two-dimensional problems can be solved almost trivially, like the equilibrium queue length distribution in two M/M/1 queues in series. However, for most two-dimensional problems no exact solution is known. A few two-dimensional queueing problems have recently yielded to an exact analysis, that is usually based on complex function theory. An often studied example of the latter type is the shortest queue problem, that was originally solved by Kingman [13] and Flatto and McKean [9] , and that was later analyzed (in the asymmetric case) using the boundary value method [7] . The boundary value method aims to translate the problem of determining the generating function of the joint distribution of the random walk/queueing problem into a boundary value problem of Dirichlet, Riemann or Riemann-Hilbert type. In [7] the same method is shown to solve (i) the M/G/2 queue, (ii) a model of two processors with coupled service speeds, and (iii) a polling model with two queues and I-limited service at the queues. By now the boundary value method has established itself as a powerful method for a large class of two-dimensional random walks in the first quadrant.
We consider the 2 x 2 buffered switch problem as a particularly simple one in the class of 'hard' problems like the shortest queue problem. It is therefore most suitable for testing and comparing techniques like the compensation approach, the generating function approach with uniformization of Flatto and McKean, and the boundary value method. At the end of this paper we return to a discussion of these various methods for analyzing the buffered switch. Here it suffices to remark that the symmetric buffered switch has not only been analyzed by the method of Flatto and McKean (Jaffe [12] ), but also by the boundary value method (Jaffe [11] ). Those two methods will undoubtedly also work for the asymmetric switch studied in the present paper. Here we do not investigate this further, but we show that the 2 x 2 buffered switch is particularly well suited for an analysis by the compensation approach, enabling us to obtain a remarkably simple and elegant expression for the joint queue length distribution.
The organization of the paper is as follows. In section 2 we present the model in detail, and we derive the Kolmogorov equations for the equilibrium joint queue length distribution. This equilibrium distribution is derived in sections 3 and 4, using the compensation approach; in its application several simplifications arise which are due to the projection property. In section 3 we show that for the present model the compensation approach generates two alternating series of two-dimensional product-form (geometric) distributions, and in section 4 we prove that the joint queue length distribution {Pm,n} is obtained by simply taking the sum of these two series:
The ai, f3i, ai and~i are specified in section 3 and the convergence of the above sums for all m~O,n~O with m+n~1 is discussed in section 4. Due to divergence of the above sums for m =0 and n =0, formula (1) does not hold for Po,o, In section 5 we determine the coefficient of correlation of the two queue lengths for the symmetric case, and show it to be negative. Finally, section 6 is devoted to a comparison between the results and methods of Jaffe's papers [11, 12] and the present one.
The model and the equilibrium equations
A 2 x 2 buffered switch is a switch with 2 input and 2 output ports. Such a switch is modeled as a discrete time queueing system with 2 parallel servers and 2 types of arriving jobs (see figure 1). Jobs of type i, i=I,2, are assumed to arrive according to a Bernoulli stream with rate 'i, O<'i:S; 1. This means that every time unit (= clock cycle) the number of arriving jobs of type i is one with probability ' j and zero with probability 1-'i. Jobs always arrive at the beginning of a time unit and once a job of type i has arrived, it joins the queue at server j with probability ti,j, tj,j> 0 for j=I,2 and ti. 1+ ti, 2 = 1. Jobs who have arrived at the beginning of a time unit are immediately candidates for service. A server serves exactly one job per time unit, if one present. For the sake of completeness the servers are assumed to have FCFS service discipline, but this does not influence the analysis. We assume that for each server the average number of arriving jobs per time unit is less than one, i.e. 'lt1,j+'2t2,j < 1, j=1,2.
Below we shall see that this assumption guarantees the ergodicity of the system. the case'l ='2 =1 must be excluded. The behaviour of the 2 x 2 switch is described by a Markov chain with states (m, n), where m and n denote the numbers of waiting jobs at server 1 and server 2 at the beginning of a time unit. For a state (m, n) in the interior of the state space, we only have transitions to the neighbouring states (m+m',n+n') with m',n'e {-l,a,l} andm'+n'~a. The corresponding transition probabilities qm',n' are equal to: q1,-1 = r1 r 2 t 1,1 t 2,1 , qo,o = r1 r 2(t1,1 t 2,2 +t1,2t 2,1) , q-l,1 = r1 r 2 t 1,2(2,2 ,
Each transition probability for the states at the boundaries can be written as a sum of the probabilities qm',n" In figure 2 all transition probabilities, except the ones for the transitions from a state to itself, are illustrated.
Since all probabilities qm',n' except q -1,-1 are guaranteed to be positive, the Markov chain and also the component (projected) chains, which describe the numbers of jobs present at one particular server, are irreducible and aperiodic. Due to assumption (2) , which is equivalent with ql,-l < q-1,1+q-1,o+q-l,-1 ,
for j=2, the component Markov chains are random walks on Z + with a negative drift and thus they are ergodic. This implies that the full Markov chain is also ergodic (see also Malyshev [14] for the ergodicity conditions of two-dimensional random walks with bounded jumps). 
We get the , k"?O,
for the sets {(m, n) Im"? 0, n"? k}, k"?l, and the sets {(m, n) 1m"? k, n"? O}, k"?l.
following geometric distributions:
For the distribution {Pm,n} we have the following characterization: {Pm,n} is the unique normalized solution of the equilibrium equations
The objective of the analysis in the next two sections is to derive explicit formulae for the equilibrium distribution {Pm,n}. Out of this equilibrium distribution one could easily compute interesting quantities such as the distribution and the moments of the total number of jobs in the system and the coefficient of correlation of the two queue lengths.
Remark 1.
The particularly simple form of the marginal distributions in (6) and (7) is due to the 'projection property' (property (iv) in section 1). For example, note that for all m>O in figure 2 the total flow rate to the right equals Q1,-1 and the total flow rate to the left
In the sequel we consider the class of random walks with transition probabilities as depicted in figure 2 (hence with the projection property). It should be noted that the random walk for the 2x2 switch is only a special element of this class. For example, one cannot realize Q1,-1 =Qo.o =Q-1.1 with any choice of the rk and ti,j' but the analysis to be presented in sections 3 and 4 does hold for such a case.
The compensation approach
As already announced in the introduction, we shall use the compensation approach of Adan, Wessels and Zijm [2] to solve our problem. By using a compensation approach, Adan et al. try to determine the equilibrium distribution of a Markov process or Markov chain with state space Z;, transitions to neighbouring states only and uniform transition rates for all states in the interior of the state space, for all states at the horizontal boundary and for all states at the vertical boundary. They show that the application of their compensation approach is successful if and only if the Markov process or Markov chain is ergodic and if for all states in the interior no transitions are possible to the North, the North-East and the East. It is obvious that our Markov chain has the above structure and satisfies both conditions for a successful application.
When applying the compensation approach to our problem, we get several simplifications in the analysis due to the fact that the projection property holds (property (iv) in section 1). Roughly stated, for our Markov chain the set of transitions at the horizontal boundary as well as at the vertical boundary is a kind of projection of the set of transitions in the interior (see figure 2 ). In the same way, the set of transitions at the origin is the projection of both the transitions at the horizontal boundary and the transitions at the vertical boundary. Remark that the simple formulae (6) and (7) for the marginal distributions {p~l)} and {p~2)} were already a consequence of this projection property.
Because of the resulting simplifications, it is useful to briefly repeat the whole analysis of Adan et al. [2] , but specified for our problem. Only for a small technical part we shall refer to [2] . In short the analysis below goes as follows. In this section we construct two series of product forms, which are formal solutions of the equilibrium equations. Here the adjective formal is used since we do not pay attention to the convergence of these series during the construction process. The convergence of the formal solutions is discussed in section 4. In that section we also show that the equilibrium distribution {Pm,n} is found by simply taking the sum of the two formal solutions.
A formal solution is a linear combination of nonnull product forms am~n. It consists of an initial term, which satisfies the equilibrium equations in the interior of the state space and at one of the two boundaries, and a denumerable number of compensation terms. Each compensation term corrects the error made by the previous term at one of the two boundaries. Since later in the analysis the formal solutions have to be normalized to get the equilibrium distribution, the product forms am~n are required to have factors a and~which lie inside the unit disk of the set of complex numbers.
The number of formal solutions needed for the equilibrium distribution equals the number of different initial terms that can be found. For the general case discussed in [2] one finds at least one and at most four initial terms. For our problem there exist two initial terms; one for the horizontal boundary and one for the vertical boundary. Contrary to the general case, we have explicit formulae for the initial terms.
q-l,l +q-l,O+q-l,-l q-l,l a 2
.
q l,-l+qO,-l a+q-l,-l ã = a= Lemma 1.
(i) There exists exactly one product form am~n, 0< 1al < I and 0< 1131 <1, which satisfies the equilibrium equations (8) and (9) . The factors a and 13 of this product form are equal to ql,-l (ii) There exists exactly one product form am~n, 0< 1al < I and 0< 1131 <1, which satisfies the equilibrium equations (8) and (10) . The factors~and a of this product form are equal to a= q-l,l q 1,-1+qO,-l +q-l,-l ql,-l~2 q-l,l +q-l,O~+q-l,-l~2
Proof.
We only prove part (i). Part (ii) can be proved along the same lines. Let am~n, 0< Ial < 1 and 0< I~1< 1, be a solution of (8) and (9) . Substitution of am~n in (8) and (9) gives qa~= ql,_1~2+q_l,la2+qO,_la~2+q_l.Oa2~+q_l,_la2~2 ,
Multiplying both sides of (18) by~and subtracting from both sides of (17) leads to qO,-la~= q_l,la2_ql,_1~-q_l,_la2~, which shows that~has to be taken as presented by (14) . To find a, we first rearrange the terms of (17):
(ql,-l +qO,_la+q_1,_l(2)~2+(q_l,Oa2_qa)~+q_1,la2 = 0 . Now, dividing by~and substituting (14) gives a quadratic equation for a:
Finally, rearranging terms and using (12) leads to
This quadratic equation has two real solutions, namely a= 1 and a as given by (13) .
Here a= 1 is not feasible, but, by (3), the other solution is. By (4), also the related solution (14) for~is feasible. This completes the proof.
0
As we will see in section 4, for large m the product form am~n with a and~as given by (13) and (14) will be the dominating term (largest a-factor) of the equilibrium distribution {Pm,n}' So this product form describes the behaviour of {Pm,n} for large m, which explains that the a of (13) equals the parameter of the marginal distribution (p~l)}.
In the same way it is explained that the~of (15) equals the parameter of the marginal distribution (p~2)}.
For both initial terms we get a formal solution. Let us first consider the formal solution {xm,n} with initial term coa(f~3, where ao and~o are defined by (13) and (14) and Co is a nonnull constant. Instead of only giving explicit formulae for {xm,n}' we prefer to start with showing the main ideas of the compensation approach by describing the construction process which leads to {x m n}. This also enables us to make clear why we get , such simple formal solutions for our problem.
The initial term coaW~3 satisfies the equilibrium equations (8) and (9) for the interior of the state space and the horizontal boundary. However, it violates equation (10) for the vertical boundary. Because we need a solution which satisfies all equilibrium equations, we add a compensation term CI am~n to the initial term, such that the sum of these two terms satisfies the equations (8) and (10) . Since this compensation term generates a new error at the horizontal boundary, after this more compensation terms have to be added. To show the details of the construction of a compensation term, we give an extensive description of the first compensation step in the next paragraph. All other compensation terms are constructed in the same way.
In the first compensation step, our mission is to define C I, a and~such that the linear combination coa~~8+clam~n satisfies the equilibrium equations (8) and (10) . Substitution of the linear combination in (10) gives the condition Co K(ao,~o)~3-l + CI K(a,~)~n-l = 0 for all n~1,
Because coao~8 violates (10), K(ao,~o) i:-0 and condition (19) forces us to take~=~o.
Next, we use equilibrium equation (8) (23) q-l.l +q-l,O~O+q-l,-l~o which are the formulae for the product and the sum of the roots of the quadratic equation (21). Finally, we have to define the factor C I. For all C 1 the linear combination C oa~~3 + C 1 ar~3 satisfies (8), so our mission is completed if we define C I such that this linear combination satisfies (10) . By (19), we find the expression K(Uo,~o)
which can be simplified considerably due to the projection property. By substituting (23) in formula (20) for K(Uo,~o) and K(al ,~o), we find due to the projection property K(ao,~o) = (1-ad(q_l,l+q-l.o~0+q-I,-1~5) , K(a1,~0) = (1-ao)(q-1,l+q-1,O~0+q-1,-1~5) , by which the expression for C1 simplifies to I-a 1 C1 = -1
Co .
-ao (24) The solution coa3'~8 +c 1af~3 which we have after the first compensation step satisfies the equilibrium equations (8) and (10) for the interior and the vertical boundary. However, the compensation term c1 af~3 has generated a new error (a smaller one, as will be shown in section 4) at the horizontal boundary. To compensate for this error, we again have to add a compensation term, and so on. As a result, we get the following formal solution, where do is a second nonnull constant:
The construction is such that each term in this series satisfies (8), each sum of terms with the same a-factor satisfies (9) and each sum of terms with the same~-factor satisfies (10) . As a consequence, {xm,n} satisfies the equilibrium equations (8), (9) and (10).
The formulae for {xm,n} are as follows. By taking pairs of product forms in two different ways, we get two expressions: The factors ao and 130 are given by (13) and (14) . The other a-and~-factors are found by the quadratic equation (17) which is obtained by substituting the product form am~n in the equilibrium equation (8) for the interior (compare (21) and (22»:
q-1,1+q-1,O~i+q-1,-1~r ai
The coefficients Co and do are only required to be nonnull constants. Formulae for the other coefficients are derived in the same way as formula (24) for C1: For the other formal solution {im,n} generated by the initial term with factors defined by (15) and (16), we get similar expressions as for {xm,n}: 
The main theorem
In this section we prove the main result of this paper, which states that the equilibrium distribution {Pm,n} is equal to the sum of the two formal solutions. The proof consists of two parts. First, we prove that the formal solutions converge in all states except in the origin. For this, we shall refer to some results of Adan et al. [2] . In the second part, it is shown that the sum of the two formal solutions satisfies all equilibrium equations. For this we could also use a result of Adan et al. [2] , however, we prefer to give an alternative proof.
For the convergence of the fonnal solutions {xm,n} and {xm,n}, we need infonnation about the limiting behaviour of the a-and~-factors. For this we gather some results of the analysis in [2] . Lemma 2.
--
For the factors ai,~i, ai and~i we have: Rouche's theorem (see lemma 4.3 of [2] ). Part (ii) is found by first writing the roots of the above quadratic equation in z =~/a as function of a and then letting a -7 0 (see lemma 6.1 of [2] ). The parts (iii) and (iv) are proved along the same lines.
By lemma 2,
(1-ai+1)a~1 (1-~i+d~f+1
(1-ai)af (1-~i)~f
as i -7 00 • Elementary algebra shows that A 1 and A 2 are positive reals with Al < A 2. Therefore the limits in (40) and (41) are smaller than 1 for all m~O, n~O and m+n~1, which proves part (i) of the following lemma. Part (ii) of that lemma, which is needed in the second part of this section, is also easily proved by using lemma 2.
Lemma 3.
For {x m • n } we have:
(i) The series 00 00 L(l-ai)af! (l-~i)~f and L(l-ai+l)a7!.-l (l-~i)~f i=O i=O are absolutely convergent for all m"? 0, n"?°and m+n"? 1. So, {xm,n} is well defined by (31) and (32) in all states except in the origin. From the analysis in Adan et al. [2] , we know that the equilibrium distribution is found by taking a linear combination of the formal solutions, of which the coefficients can be determined by substituting this linear combination in some equilibrium equations. This is proved by analyzing the embedded process on the set of states where the formal solutions are absolutely convergent. For our problem, however, due to the projection property, it is clear that we have to take the sum of the formal solutions and we can give an alternative proof to show that the equilibrium distribution is equal to this sum.
Due to the projection property, we found the formulae (31) till (34). Using these formulae, we easily see Since {Pm,n} is a linear combination of the formal solutions, we know {Pm,n} satisfies the equilibrium equations in all states except in (0,0), (1,0) and (0,1). To show that {Pm,n} also satisfies the equations in these remaining states we use (46) and the balance principle (5) . The balance principle for the set V 1 ={(m,n) Im~1, n~O} gives the condition (Q-1,1+Q-1.0+q-1,-t> LP1,n = Q1,-1 LPO,n n=O n=O By using (46) it is easily shown that {Pm,n} satisfies this condition, i.e. the balance principle for the set V 1. However, {Pm,n} also satisfies the balance principle for the subset V 2 ={(m,n) Im~1, n~O} \ {(1,0)} of V 1, since it satisfies the balance principle (i.e. the equilibrium equation) for every state of this set. But then {Pm,n} also satisfies the balance principle for V 1\V2, i.e. the equilibrium equation in (1,0). In the same way it is proved that {Pm,n} satisfies the equations in (0,1) and (0,0). So, {Pm,n} satisfies all equilibrium equations. This completes the proof of our main theorem, which states that the equilibrium joint queue length distribution {Pm,n} can be written as the sum of two alternating series of two-dimensional product-form geometric distributions.
Main theorem.
For all m~0, n~0 and m+n~1:
Due to the fact that the sequences {ai+1/l3d, {~Jad, {~i+1/ad and {aj/~d, of which the limits are given in (37) and (38), are monotonously decreasing (see lemma 5.1 of [2] ), one can easily derive tight error bounds for the two series in (48). Together with these bounds the result stated in the main theorem leads to a very efficient algorithm for the computation of {Pm n}. Next to {Pm n}, the main result stated in (48) also leads to , , efficient algorithms for interesting quantities such as the total number of jobs in the system and the coefficient of correlation of the two queue lengths.
The coefficient of correlation of the two queue lengths
For the 2 x 2 switch it is interesting to learn something about the correlation of the two queue lengths. Let Qj be the queue length at server i, i =1,2, and let P(Ql,Q2) be the coefficient of correlation of Q 1 and Q 2: 
i=O l-ai (1-~i)(I-~i+l)
We have used the formulae (49) and (50) to compute the coefficient of correlation for the symmetric 2 x 2 buffered switch. For this symmetric switch the input parameters are given by
tl,l =tl,2 =t2,1 =t2,2 =V2 . (52) In this case P is equal to the workload of the system and the coefficient of correlation is only a function of this p, i.e. p(Q 1, Q 2) =p(P). The function p(P) is pictured in figure 3 .
The results needed for this figure have been computed on an IBM-compatible PC\AT in less than one second.
As we see in figure 3 , we have a negative correlation for all p. Intuitively this negative correlation is not surprising, since there is a negative correlation -p/ (2-p) between the numbers of jobs which arrive at the two servers at the beginning of a certain time unit. Figure 3 now tells us that the negative correlation for the two queue lengths is very weak for low workloads p. It may be easily shown that p(p ) --%p 2 as p J, O. For higher workloads p the negative correlation gets rather strong. The maximal strength of the correlation is reached for p close to 1: p(P)~-0.4203 as pi 1. Indeed, using the formulae (27), (28) for (Xi, Pi one can show that for p i 1:
--Hence from (49) and (50) (note that in the symmetric case~i = (Xj and (Xi =~i for all i):
This leading term for the heavy traffic behaviour of the queue length correlation coefficient also follows from section 5 of Jaffe [12] .
Complex-variable methods
As observed in the introduction, Jaffe [11, 12] has analyzed the symmetric 2 x 2 clocked buffered switch problem by two different complex-variable methods, viz., the boundary value method and the uniformization technique of Platto and McKean. In the present section we briefly outline these two solutions, and we point out some differences and similarities with the compensation approach.
In the symmetric case the input parameters are given by (51) 
while, as seen from (56), g has a simple pole at 1. Formula (57) is the fundamental equation in both complex-variable methods, which are successively discussed below.
A. The boundary value method
We outline the approach in Jaffe [11] . The boundary value method considers a suitable subset of Sni5 2 , by taking y =x. Formula (57) now reduces to 
B. The uniformization technique
Starting point is again fonnula (57). Jaffe [12] exploits the following idea. Suppose that g is meromorphic, i.e., all its singularities are isolated poles. It follows from (56) Observe
Jaffe derives (61) and (62) by first introducing linear coordinate changes for the hyperbola xy-r (x,y) = 0:
x = ax +~y + Y, y = ay +~x + Y, which transfonn S into .iY = 1, or 51 = 1Ii. Hence i is a uniformizing variable which parameterizes S. Jaffe shows that the transfonned version of (57) gives rise to simple poles at i = ' A.m, m = 0,1, ... , which implies that g has simple poles given by (61). He finally verifies that his initial assumption of g being a meromorphic function is indeed correct.
Comparison between the compensation approach and the uniformization technique
--Using the compensation approach we have~i =ai and ai =~i for the completely symmetric case. Hence from (48) the generating function of {Pm.n} is given by
Observe that this generating function, and the ones for {Pm. o} and {PO.n}, are meromorphic functions with simple poles at lIai, i =0, 1, ... and at lI13i, i =0,1, .... We claim that the sequence {lIao, 11130, lIa1, 11131, ... } corresponds to the sequence {b 1 ,b2,b 3 ,b 4 , ... }. From (13) and (14) it is seen that ao = (1. _1)-2, 130 = (l + 1. ----±-r 2 .
(65)
P P p 2
Comparison with (63) reveals that indeed b 1 =lIao and b 2 = 1I~0. In fact Jaffe [12] starts with b 0 = 1 and b 1, which corresponds to our observation, in the proof of Lemma 1, that the quadratic equation being there considered has two real solutions, viz., 1 and ao. The successive ai and 13i are determined from (27) and (28), what really amounts to finding product forms that satisfy the equilibrium equation (8) for the interior and that together with a previous product form satisfy one of the two equilibrium equations (9) and (l0) for the boundaries. In terms of generating functions, this is translated into finding those zero tuples (x,y) of the 'kernel' xy-r(x,y) = 0 that are related via (57) (note that (i) the kernel xy-r (x,y) = 0 is completely determined by the behaviour of the random walk in the interior; (ii) the righthand side of (54) reflects the behaviour of the random walk on the boundaries; and (iii) demanding that (57) holds for points (x,y) that are zeroes of the kernel corresponds to demanding that the equilibrium equations are satisfied both in the interior and on the boundaries). Remem ber that in the compensation approach each time a new term is added, to compensate an error on one of the boundaries; in terms of generating functions, this is translated into adding a new pole b m to compensate a pole b m -1 in (57). The above reasoning implies the following:
(i) The mechanism to find 13i for given ai (or ai+1 for given~J is equivalent with Jaffe's mechanism to find b m given b m -1 , viz., by solving the equation bmy-r(bm,y) = O.
(ii) b 2m+1 = am' b2m+2 =~m .
Hence we see that the generating function given by (64) has exactly the same (simple) poles as the generating function f (x,y), and that in both approaches these poles, in increasing order of absolute value, are successively obtained from one another by compensating the effect of the preceding pole.
Comparison between the boundary value method and the uniformization technique
In the boundary value method, g (x) has poles at the zeroes of 'I/(x )-1 =O. The normalization condition <1>( 1) =1 for the conformal mapping implies 'I/O) =1, so that b 0 =1 is again found to be a pole of g. The periodic nature of the Jacobian elliptic function '1/(.) subsequently leads to the sequence of poles b I ,b2, ....
From an analytic point of view, both complex-variable methods are for the present model of similar complexity (compared with the shortest queue problem and similar two-dimensional problems, one might say: of similar simplicity). They lead to different representations of the two-dimensional queue-length generating function. From a numerical point of view these representations can be exploited to obtain, e.g., queue length moments; however, the explicit representation obtained by the compensation approach seems more suitable for numerical calculations.
In a forthcoming report Cohen [8] presents a fundamental discussion of complexvariable approaches to a class of two-dimensional random walks that contains that of the present paper. This is the class of positive recurrent semi-homogeneous nearest neighbouring (i.e., only one-step transition probabilities can be positive) random walks in the first quadrant, for which in the interior no transitions are allowed to the North, East and North-East (the class of random walks studied in [2] ). He proves that the bivariate generating function of the stationary distribution of such two-dimensional random walks in the first quadrant can be represented by meromorphic functions. Subsequently he exposes the construction of those meromorphic functions; this construction is again based on the iterative calculation of poles and residues. Cohen [8] claims that the bivariate generating function for this class of random walks may also be obtained using the boundary value method, even when transitions to the North, East and North-East are allowed; but he remarks that when such transitions are excluded, then the construction of the meromorphic function via the iterative calculation of poles and residues is simpler because it avoids the explicit calculation of a conformal mapping.
