ABSTRACT
Introduction
In sampling theory, auxiliary information is widely used at the stages of selection and estimation, at the selection stage the auxiliary information is used by designing various sampling schemes and at the estimation stage it is used in formulating various types of estimators of different population parameters with a view of getting increased efficiency. Estimators like ratio, product, difference, regression and the classes of ratio and product type estimators for population parameters mainly population mean and variance are studied by many authors and are available in the literature. To cite some references in this context, one may see estimation procedures and their properties by Das and Tripathi (1978) , Liu (1974) and Srivastava and Jhajj (1980) . But when parameters of one or more auxiliary variables are not available in advance then the alternative is to use double sampling or two phase sampling technique where we first take a preliminary large sample of ISBN- Murthy (1967) and Cochran (1977) . This present paper too contributes to this area.
Let a large preliminary sample of size n is drawn from a population of size N and then a subsample of size n from n is drawn by using simple random sampling without replacement scheme for both the phases. At first phase sample of size n , only the auxiliary variable X is observed and at the second phase sample of size n, both the study variable Y and the auxiliary variable X are observed. 
for f 1 and f 2 being the first order partial derivatives of ) , , (
 with respect to x and x respectively at the point
and
.
Some Particular Members Belonging to the Proposed Estimator
Some particular members belonging to this proposed generalized double sampling estimator 
Bias and Mean Square Error of Proposed Estimator
The proposed generalized double sampling estimator as in equation (1.1) is For simplicity, we assume that the population size N is large enough as compared to the sample size n so that the finite population correction terms may be ignored.
So we have, E (e 0 ) = E (e 1 ) = E (e´1) = E (e 2 ) = 0 (3.1) 
, we have
On employing the conditions from (1.2) to (1.6), we have
where f 0 , f 00 , f 1 , f 2 and f 02 are already defined from (1.3) to (1.6), second order partial derivatives f 11 , f 22 and f 12 are given by
and Taking expectation on both sides of (3.5) and ignoring terms in Now squaring (3.5) on both the sides and then taking expectation, the mean square error to the first degree of approximation is given by 
Empirical Study
For comparing efficiency of the proposed estimator, let us consider the data given in Cochran (1977) Mean Square Error of usual conventional unbiased estimator is 9.534136697 and Mean Square Error of the proposed estimator is 8.390090538. The percent relative efficiency (PRE) of the proposed estimator over the usual conventional unbiased estimator is 113.63568 which shows that the proposed estimator is more efficient than the usual conventional unbiased estimator.
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