We determine the asymptotic limiting probability as m ! 1 that a random string of length m over some alphabet can be determined uniquely by its substrings of length`. This is an abstraction of a problem faced when trying to sequence DNA clones by SBH.
Introduction
The following is an abstraction of a problem occuring in the sequencing of (fragments of) DNA molecules.
Let be a xed alphabet with s letters, and be a string chosen uniformly at random from m , where m is an integer and let` m. As explained later it is easy to tell whether is`-recoverable and recover from N`( ) if it is.
It is of some interest to compare the result of Theorem 1 with the following information theoretic lower bound. Since jN( ; )j m for all , we see that there are at most m di erent values of N`. Thus to have a signi cant number of`-recoverable strings we need m s m or m= log s m, and the theorem tells us that this lower bound is approximately the square root of the real answer.
We now explain the relevance of this result to sequencing DNA fragments. First of all, a DNA fragment can be thought of as a string over the alphabet of nucleotides fA,G,C,Tg, the string which is to be sequenced. Pevzner 7] ) involves a two-dimensional matrix of immobilised oligonucleotides (short strings, length`). Once a DNA fragment is hybridized with the matrix one can determine which`-tuples occur. With great di culty one can perhaps tell if an`-tuple occurs more than once. One hopes that this is enough information to determine exactly. Our theorem shows that the number of oligonucleotides needs to grow like m 2 in order for there to be any reasonable chance of this to be true. It is interesting to note that if`; m are such that there is a reasonable chance of reconstruction by this method, then it is unlikely that any string appears three or more times. Thus one could reasonably replace more than once by two. See Alizadeh, Karp, Newberg and Weisser 1] or Karp 5] for surveys of computational problems related to DNA sequencing.
Proof of Theorem 1
Given N`we can de ne a (multi-)digraph G = G(N`) as follows: the vertex set of G is s]`? 1 and if x = x 1 x 2 : : : x`? 1 ; y = y 1 y 2 : : : y`? 1 then there is no edge (x; y) unless x 2 = y 1 ; x 3 = y 2 ; : : : ; x`? 1 = y`? 2 in which case there are precisely N(x 1 x 2 : : : x`? 1 y`? 1 ; ) edges from x to y. Pevzner 7] observed that is`-recoverable if and only if G has a unique Euler path, up to the order in which parallel edges are traversed. This was an important contribution as previous researchers had used the NP-Complete Hamilton path problem as mathematical model. We will nd the limiting probability that this is the case. We rst show that whp (i.e. with probability 1-o(1) as m ! 1) no vertex of G has out-degree 3 or more and so G is rather simple. The rst term in the RHS of (2) corresponds to i = 1 and the second to i 2.
The proof can be now be thought of as being in two parts. In Part 1 we show that X is asymptotically Poisson and Part 2 deals with the probability of`-recoverability given a particular value of X. Part 1.
The following lemma provides the basis for subsequent calculations. The rst part shows that certain events have low probability. We now assume that E 0 E 1 E 2 E 3 does not occur and that there are k pairs of maximal common substrings in of lengths at least`? 1. We may also assume that I u I v = 0 for fu; vg 2 H (see (3)). Thus the common substrings of length at least`? 1 will not overlap each other. Let E be the union of Pevzner 8] has shown that if neither E 3 nor F occur then is`-recoverable (proving a conjecture of Ukkonen 12] ).
We next need to nd the probability of F given k pairs of markers. There are . If F does not occur then the sequence of (,)'s is well formed. This is easily proved by induction on k where the inductive step involves removing an innermost repeatred pair. Conversely, given a well formed sequence of (,)'s, one can produce k! sequences of the markers in which F does not occur.
Here we assign markers to parentheses so that if ( is assigned m a then the ) receiving m a must appear later in the sequence. This is again easily proved by induction on k. The inductive step involves looking at an innermost pair (, We justify this calculation as follows. Let us ignore all factors which depend only on k as we consider this to be constant. There is a factor of O(m 4 ) which counts the starts of B i ; B j and their repeats. There is an associated probability of s ?2(`?1) . We then have a factor of O(`) for the various possible values of t. Then there is the probability that (i) or (ii) of the de nition hold, which accounts for a nal factor of s ?(`?1) .
Thus the probability of F conditional on having k pairs of markers (and the occurrence of k is k! 2k k ! 1 k + 1 2 k (2k)! = 2 k (k + 1)! :
Hence, Pr( is`-recoverable) = for some xed > 0.)
