One of the characteristics of flow and transport in fractured rock is that the flow may be largely confined to a poorly connected network of fractures. In order to represent this condition, Lawrence Berkeley Laboratory has been developing a new type of fracture hydrology model called an "equivalent discontinuum" model. In this model we represent the discontinuous nature of the problem through flow on a partially filled lattice. This is done through a statistical inverse technique called "simulated annealing." The fracture network model is "annealed" by continually modifying a base model, or "template," so that with each modification, the model behaves more and more like the observed system. This template is constructed using geological and geophysical data to identify the regions that possibly conduct fluid and the probable orientations of channels that conduct fluid. In order to see how the simulated annealing algorithm works, we have developed a synthetic case. In this case, the geometry of the fracture network is completely known, so that the results of annealing to steady state data can be evaluated absolutely. We also analyze field data from the Migration Experiment at the Grimsel Rock Laboratory in Switzerland.
INTRODUCTION
One of the characteristics of flow and transport in fractured rock is that flow may be confined to a poorly connected network of fractures. In these cases the equivalent continuum models for flow and transport that were developed for porous media problems may not be applicable. Hydrologic inversion models, such as the conjugate gradient method or maximum likelihood method [Carrera and Neuman, 1986] , were designed to determine the conductivity values in the equivalent continuum or porous medium. The solution methods find a sole solution by using some variation of the method of regularization [Tikhonov and Arsenin, 1977] . lattice we choose is designed to contain a subset of conductors from the set of all conductors that could possibly be important, called a "template." The choice of template depends on a geologic evaluation of the medium and may be two-dimensional or three-dimensional. If there is no information about the structure of the rock, the template could be a regular lattice in space. The model is constructed using a statistical inverse technique called "simulated annealing." The simulated annealing algorithm changes the lattice by changing the property of the conductors in the template from conducting to nonconducting. The changes are examined by numerically simulating well tests and comparing them with field tests. Changes are accepted according to a stochastic process, and the summation of these changes yields a model that can reproduce hydrologic data observed in the field. This paper gives a detailed description of simulated annealing and some examples that provide insight into the application of this technique to the derivation of equivalent discontinuum models. A synthetic example is used to examine the effect of template geometry and the starting point. An example application of the method to field data has also been included. The example is based on data from the Migration Experiment (MI), which has been carried out by the Swiss Nationale Genossenschaft for die Lagerung radioaktiver
•bffille (NAGRA) [Frick et al., 1988] .
Simulated Annealing
The simulated annealing algorithm was first used in hydrology to find a groundwater management strategy [Dougherty and Marryott, 1991]. We instead use simulated annealing to construct a model that replicates observed behavior. This inversion technique can incorporate geological, geophysical, and hydrological data into one model. This method is particularly useful for fracture networks, since the system behavior is controlled by the geometry of the network.
In simulated annealing we set up a template of allowed conductors. Then we look at different configurations of these conductors by making some of them nonconducting. For each configuration we can compute the behavior of a well test that was conducted in the field. The "energy" of the configuration is then defined as a function of the difference between the observed and the simulated response. The problem of finding the appropriate model now becomes one of finding configurations that have low values of the energy function. Searching for a low-energy configuration is a difficult task, because there are many possible configurations.
This search is analogous to the problem of a hiker who has been dropped into a very hilly region where he or she is expected to find the lowest point: The hiker can tell how far up or down a proposed step will take him, but he cannot see farther than this next step. He can only remember his previous position and altitude.
The hiker may begin searching with a simple strategy. He will only take steps that lower his altitude. When a point is reached where no downhill step is available, the hiker will stop. Unfortunately, it is unlikely that this is the lowest point in the region, since there are many hills and valleys. We can say that the hiker has found a local minimum but probably not a global minimum. If the hiker wants a better chance of finding a global minimum, the search strategy will have to be modified.
A good search strategy would always allow him to take a proposed downhill step but sometimes also allow an uphill step. This would allow him to jump out of a local minimum and continue looking for a lower spot. The hiker might choose to take or reject the uphill step randomly. Further, he might decide to base the probability of taking an uphill step on how far up it would take him.
Simulated annealing uses this type of search strategy to find solutions to similar optimization problems. The algorithm starts from some arbitrarily selected configuration and computes the energy or goodness-of-fit function, which is proportional to the difference between observed and measured values. Then an alternative configuration is selected, and the energy or goodness-of-fit function for this configuration is computed. If the energy of the alternative configuration is lower than the energy for the current configuration, the alternative configuration matches the observed data better and the algorithm will decide to move to the alternative configuration. This is analogous to a downhill step. An "uphill step" to an alternative with a higher energy function will be taken randomly, with a probability that depends on the magnitude of the increase in energy and on a weighting parameter called the "temperature." The temperature, T, is decreased as the number of iterations increases, making it more and more unlikely that an unfavorable change will be accepted.
The algorithm and the concept of configurations, energy functions, and a controlling temperature are based on the physical process of metal annealing.
Metropolis et al. [1953] used an algorithm to simulate changes in a system of interacting molecules at a fixed temperature, T. The simulation was based on a probability distribution for the range of energies, called the Boltzmann distribution, P(Q(C)) cre -Q(C)/(OT),
where b is the Boltzmann constant and Q(C) is the energy of a configuration of atoms. Thermodynamically, low energy states are more likely, but at any temperature there is some chance of a molecule's being in a high energy state. Metropolis et al. used an algorithm to simulate the changes a system of molecules could make from configuration to configuration. Starting from some random configuration, the system was assumed to have the option to change from C • to C2, with probability P:
Thus the system would always move to a new configuration if it were of lower energy and would sometimes move to a new configuration of higher energy. The simulated annealing algorithm is a generalized version of the Metropolis algorithm [Kirkpatrick et al., 1983; Tarantola, 1987 ]. The temperature is held fixed for a certain number of configuration changes and then lowered. At first, a high value of T allows the algorithm to jump out of local minimum and continue searching for a better configuration. Later, lowering the temperature tends to confine the search for a minimum, allowing the algorithm to converge.
In simulated annealing an energy function is used to define 
Annealing Theory
To use simulated annealing on a general problem, one needs a set of possible configurations, a way of randomly changing the configurations, a function one would like to minimize, and an annealing schedule of temperature changes [Press et al., 1986] . Let Q be an energy function, C be a configuration of elements and At be the finite set of all possible elements, ordered from 1 to M.
We can define the set of all possible configurations using our template or base model, At, the set of all possible conductors. The conductors have two possible states: They are either conducting or nonconducting. The set of all possible configurations is the set of all combinations of conductors. Let C = {Cm, m = 1,'", M} denote a configuration of conductors where C m is a binary random variable that denotes whether the conductor is in a conducting or nonconducting state.
We now must decide how to change the system. We choose to try changing one randomly chosen conductor at a time. Consider some configuration C. We will use some probability function to randomly select a conductor. If the conductor is open or conductive, we make it nonconducting and vice versa. We can define the neighborhood of C to be all configurations one step away from C with one conductor changed. Thus any new configuration, C i, will vary only slightly from C; that is, C i will be in the neighborhood of C. 
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Thus the likelihood of occupying a configuration at any iteration is related to the energy of the configuration. The normalizing constant, k, ensures that the sum of the probabilities of all possible configurations is unity. This constant is a generalization of the Boltzmann constant b. We know that this constant exists, but it is very difficult to evaluate because we must know the energy for every possible configuration to compute k. Because we do not know k, we cannot compute the absolute probability of any given configuration. However, we can compute the relative probability of any given configuration. For instance, we could say that one configuration would be twice as probable as another, given our conceptual model. Further, we know that if the probability function is a Gibbs distribution, then this is equivalent to modeling C, the current configuration, as a Markov random field [Geman and Geman, 1984] . A Markov random field exists if the probability defined meets two conditions. The first condition is that the probability of selecting any configuration in the system is greater than zero. The second is that the probability of making a transition from C to any other configuration C', given we are at C, depends on C, C', and whether C' is in the neighborhood of C. In our model, past history, such as the configuration we selected before C, does not tell us anything about the probability of moving from C to C'. So the probability of moving from one configuration to another can change with the iteration but does not depend on which configurations have been examined in the past. This means that we can examine a series of configurations without remembering how we moved from one to the next and we can still compute the relative probability of each configuration.
At each iteration v, given C, G c, the neighborhood, and T, the temperature, we can find a matrix of transition probabilities. The probability that we will move from configuration C to C', given our current configuration C, (P(C --• C'IC)), is equal to the probability that we select C' to compare with C, (P(C'lC)), multiplied by the probability that the system would make the transition to a given C'. The temperature schedule is used to lower the temperature, or scaling parameter, as annealing progresses. The schedule is a list of temperatures and the number of changes accepted at each temperature. This means that as the annealing progresses, we are less and less likely to keep changes that increase the energy of the system. There is a theorem that relates the temperature schedule to the convergence properties of annealing. This theorem [Hajek, 1988] shows that annealing done with a temperature schedule that is inversely proportional to the log of the iteration number will converge in probability to a set of minimum energy states. This means that if this temperature schedule is followed and the algorithm allowed to run for a very long time at the last stage, the probability that the current configuration will be in a certain set of low energy states approaches 1. Unfortunately, using a temperature inversely proportional to the log of the iteration number requires sampling a very large number of configurations. Moreover, we are not actually interested in this form of convergence; we are searching for several fairy different good solutions. Hajek's temperature schedule is overly constraining for our purpose.
The temperature schedule we use here is only justified heuristically: The purpose is to find low energy solutions. We have followed the suggestion of Press et al. [1986] and decreased the temperature whenever some fixed number of changes, n, have been accepted at the current temperature. Each interval of the schedule with constant temperature is called a stage. At the end of each iteration, v, the temperature, T v, is decreased using a geometric series,
where u is a parameter chosen arbitrarily, 0 < u < 1. The initial temperature is chosen to be of the same order of magnitude as the energy difference between the first two configurations. This is done in an attempt to scale the energy difference between successive configurations between 0 and 1. Other choices of temperature schedule are possible, and these are currently a topic of research [Dougherty and Marryott, 1991] .
Model Validation and Measures of Uncertainty
Annealing and model uncertainty. For the Earth systems we model, the data available are insufficient to completely characterize the system. As an alternative to obtaining one deterministic model with large error based on incomplete and unreliable data, one could view the data as determining a probability distribution on the set of possible models. Many models in this distribution might fit the data. The more incomplete and unreliable the data, the larger the possible solution set. We can quantify some of this uncertainty by considering a range of solutions. Uncertainty is defined as a lack of knowledge. The models we build using incomplete data differ from the physical system which contains complete information. Thus there is a reason to assess and estimate the uncertainty. When using an inverse modeling method that finds a unique solution, one finds parameter values and then expresses the uncertainty in the model by assigning a variance to the parameters. In some sense this one solution represents a set of solutions with parameter values within the likely ranges indicated by the size of the variance. Given additional information one may find that a slightly different solution is better than the one found before. One may choose instead to express the uncertainty by trying to find a set of likely solutions to the inverse problem. These The main function of the model is to make predictions about the behavior of the system, so the model should be judged mainly by its ability to accurately predict the system response. This leads to the use of prediction error as a composite measure of error caused by incomplete data and model assumptions. For each measurement point we obtain an actual prediction error by comparing the calculated result with the measured result. The actual prediction error at points with measurements is used to estimate the prediction error for points without measured values.
Prediction error. One way that science has advanced is through the development of theories or models. A theory or model is useful if it successfully predicts behavior. The pure truth of the theory or model is not always relevant; for instance, two theories are used in parallel to predict the behavior of light. One theory holds that light is a wave, and the other holds that light is a particle. Physicists have known for some time that neither theory is strictly true. However, both are useful, since under different conditions they do predict the behavior of light.
In the same sense our hydrologic model is not a true representation of the fracture flow system. We are justified in using the model if it can accurately predict behavior. One measure of a model's soundness is the prediction error. We define the prediction error as the difference between the predicted value of some independent quantity and the measured value of that quantity. This differs from the model error, or the difference between the observations used to construct the model and the value given by the model.
The best way to evaluate prediction error is to make a prediction for a known quantity that has not been used to build the model. Unfortunately, one usually needs all the available data to build a good model. One way around this problem is to set aside one data point, construct a model using the rest of the data, predict the value left out, and calculate a prediction error. If this is done for each data point in turn, the resulting distribution of prediction errors can be used to estimate the prediction error for a model based on all of the data.
One may also choose a "best" predictor from a class of candidate predictors by using a loss function. This process is called "cross validation" [Stone, 1974; Geisser, 1975; Efron and Gong, 1983] . Cross validation may be extended to the case where multiple solutions are available for each data point set aside. Given a number of solutions, we consider the distribution of prediction errors by fixing a point in our template and examining the prediction error at this point in the solution set. We assume only that the prediction error at a point has some spatial dependence on the other points near by and the distribution at each point is stationary across the set of possible solutions. The mean prediction error may, however, differ from one point to the next. Following Stone's development, suppose we are given a sample S, where S = (xi, Yi)l i = 1, ---, n, and x may be a vector of points. Consider a new point for which only the x vector is available. We would like to predict y using a predictor •, a function of x and S chosen from a class of predictors, where the dependence of • can be described for samples of size n, n -1, n -2,---and A is independent of the sample size n. We can divide the sample S into rn subsets, and compose the rn subsamples S-l, '" , S-m, where the subsample S_ 1 is the sample S with subset 1 removed and so forth. We use a loss function, in general a function of the prediction error estimated using the subsamples, to choose the "best" value for a from the set A. One may use cross validation to estimate the prediction error rate [Efron and Gong, 1983 When several annealing solutions are available to predict each measured value used in a cross-validation study, using the mean or median of the several possible predicted values is expected to give a lower prediction e•or than using a value from one annealing solution. Choosing the "best" predictor requires some criterion for defining the meaning of "best. 
The loss function is used to choose between the mean and median predictors.
SYNTHETIC CASE STUDY
In order to see how the simulated annealing algorithm works, we have developed a synthetic case. For a synthetic case the fracture geometry system is completely known so that the results of annealing can be evaluated absolutely.
We designed an experiment to determine the effects of the template and beginning configuration on the end configuration found by annealing using steady state head values. In an analysis of a real site, geological information can be used to set the orientation of the elements in the template. To see if this was important, we studied templates where the elements were aligned with the prevailing fracture orientations in our synthetic case and templates where they were not. To see the effect of the starting configurations on the end configurations, we defined initial configurations with different percentages of conductive elements. These were annealed using the same temperature schedule and different seeds. The final annealed geometry, density, number of iterations, and energy of the solutions were compared.
The Synthetic Case
The synthetic case was generated using the fracture network generator FMG [Long et al., 1982; Long, 1983] . FMG produces random realizations of a population of onedimensional fractures in a two-dimensional square region called the generation region. A dimensionless network with two fracture sets was generated in a 100 x 100 region. The network is shown in Figure 1 template with orientations very different from those of the true channels might slow down convergence of the algorithm, and the energy might tend to stay higher. We made a preliminary investigation of the effect of template orientation, using six different templates and the synthetic case shown in Figure 1 . The templates were 120 x 120 grids with conductors in each set evenly spaced two units apart. Both hexagonal and square grids were used. Figure 2 shows the annealing solutions found using the six templates. Table 1 gives the orientations of the fracture sets along with the minimum energy and number of iterations until the end of the temperature schedule. The temperature schedule fixes the number of changes made, which is the same for each annealing run. Since the temperature is lowered after every 50 changes, a lower number of iterations indicates that the grid provided a greater chance of moving to a new configuration at each iteration. We would expect a good solution to be found sooner under this circumstance. The minimum energies are treated as though they are equal if they fall under 0.01, since this is likely to be under the measurement error for this type of data. One may recall that the algorithm will converge to a set of solutions, even if the energy cutoff was set at absolute zero.
In cases 2 through 6, there is no significant difference in the minimum energy or the number of iterations. A visual examination shows that template 4, with channels inclined along the mean directions of the "real" system, gives a good match to the flow geometry. The differences are not dramatic, and several of the other templates also give a good match. For example, the solution based on template 6 looks much like the synthetic network. However, it seems that finding a flow geometry close to that of the real system is harder if the conductor orientations are very different from those of the real system, as in case 1.
The energies are all low enough to give negligible mean squared error. The "real" steady state head values range from 0 to 1. We consider any head difference less than 0.01 to be effectively 0, and all the energies are below 0.005. The average head difference for each well is therefore under 0.01. On the basis of this limited sample, we believe that the geologic information incorporated into the template for the MI site will improve the solution.
Effect of the Starting Point
Many different configurations of conductors can equally well match the hydrologic data available at a site. We are interested in obtaining a range of flow geometries. However, we expect that the flow geometries should have approximately the same density of conductors in order to have the same connectivity.
One might believe that the set of configurations that match the hydrological data can be grouped or categorized. We have studied the effect of the starting point by running a case with 60% of the conductors open in the initial configuration. The end configuration had almost the same density as the initial configuration, so we wished to determine if the initial density had a big influence on the density of the solution. We hoped the initial density had no effect, since the density of the solution should depend on the hydrologic behavior and approximate the connectivity of the real system.
A study of the effect of the starting point was designed. We examined configurations with 60, 70, 80, 90, and 100% of the conductors in the template initially open. Ten different starting arrangements for each density were randomly selected. Each starting configuration was annealed using the same temperature schedule but starting from a different random seed. The final configurations found in this manner had slight differences in density. We believe these can still be attributed to boundary effects. Table 2 ture zone is strongly foliated, and most macroscopic fractures in the zone are subparallel to the foliation. As a result, the average hydraulic conductivity along the zone probably is greater than that across it. The fractures along S zones at Grimsel consistently display a braided pattern, and the fractures have a more tortuous appearance in plan view than in cross section ( Figure 6) . As a result, the hydraulic conductivity is likely to be greater along dip than along strike.
Even though borehole data [Frick et al., 1988] suggest that the portion of the MI fracture zone within several meters of the AU tunnel may have a fairly uniform structure, fracturing along the MI zone is much more pronounced in the laboratory tunnel than in the AU tunnel. Accordingly, the hydrologic properties may be more variable along the zone than the structural data from the boreholes might suggest. Mylonite, cataclasite, and other fault-filling materials probably are not uniformly distributed along the zone, and the hydraulic conductivity along the MI fracture zone could vary as a result.
HYDRAULIC TESTS AT THE MI FRACTURE ZONE
The hydrological data are crucial to our modeling effort. These data are used to "anneal" the model, to validate the model building process, and to assess the predictive abilities of the solutions we find. In this example, we forward modeled the well tests. Although only the hydraulic test data will be used in the example, any test data can be used as long as the test can be forward modeled.
Hydraulic Tests
At the MI site, Solexperts [1987] 
Boundary Conditions
Because we are using a model of finite size, the boundary conditions along the sides of the model have to be prescribed. However, they are almost as difficult to estimate as the patterns of flow channels within the fracture, because the medium is not homogeneous. Faults and interconnected fractures cause the pressure field to deviate from that of a homogeneous medium. The presence of multiple tunnels further complicates the problem. If we choose to model a much larger block of rock, we could use the hydrostatic boundary condition by making the model boundary virtually unaffected. However, this is difficult because there is an upper limit to the size we can feasibly model. Another difficulty is that the water table level is not known. Fortunately, our experience has shown that the annealing procedure is virtually insensitive to the flow patterns outside of the area where observations are made, so it would be a waste to construct an unnecessarily large model . The size and boundary conditions chosen for our model are based on these factors.
A modification of the steady state head difference energy function was defined because there is some uncertainty about the boundary conditions. The relative head structure observed away from the boundaries is considered to contain 
MI SITE CASE Solution Method
Once we have developed a set of possible conductors in the fracture flow system and estimated the boundary conditions, we are ready to use the inversion algorithm. The hydrologic tests we use control the final result of the model-building procedure. The hydraulic inversion technique, using a simulated annealing algorithm, finds discontinuous flow geometries that behave like those of the real system. Since the problem is ill posed, we find multiple solutions. The resulting solutions are assessed using statistical methods and expert opinion. The MI study has allowed us to validate our inverse models and identify future improvements. We have modeled the MI fracture zone as a two-dimensional system. We first developed a template that contains all the conductors that could possibly be included in our fracture flow model. We then used the annealing algorithm to develop conductive models for the steady state 
Steady State Results
The annealing algorithm was used five times to find configurations that matched the observed data for heads at the end of the recovery period. Five configurations are given in Figures 9-13 , case 1 through case 5. The first solution was found starting from a configuration with 60% of the conductors present, the second solution was found starting from a configuration with 70% of the conductors present, and the third, fourth, and fifth were found starting from configurations with 80, 90, and 100% of the conductors present. We refer to these as case 1 through case 5. We can see that the annealed models show a lack of connection between wells 7, 11 and wells 4, 6, 9. Moreover, annealing has found a lack of connection between well 11 and the boundary. This occurs because well 11 had a very low head, close to zero. The steady state annealing encourages a connection to the drift because the datum is chosen to be at the center of the drift which is at atmospheric pressure and the outer boundaries are held at an estimated constant head. Transient annealing might be used to see if this well is simply not connected to anything if the data are sufficient. These data would have to be collected sequentially, using different holes as sources.
Plots of solution energy versus iteration number are given in Figure 14 . Each of the solutions was found using the same temperature schedule but starting from different configurations. This means that the number of changes the algorithm accepted at each temperature in the schedule is the same for all the solutions. The solutions are within the estimated measurement error of the observations, which we assumed Using the loss function to compare the mean and median predicted value of the five solutions, we found the median to be a slightly better predictor of steady state pressure at a given point on the grid. We then compared the average estimated prediction error for predictions made using each solution independently, with that for predictions made by generating five solutions and using the median value as the prediction . The average estimated prediction error found for using a single solution was 4.3 m, and the average estimated prediction error for using the median of five solutions was 3.3 m (Table 3) . If we ignore well 11, the average estimated prediction error using the median is 2.3 m. The estimated density of prediction error for the median of five solutions also shows that the median is expected to give a lower prediction error. We can make better predictions if we base them on multiple solutions instead of a single solution. The prediction error for well 11 is very large and thus tends to have a big effect on the prediction error of the solutions. 
DISCUSSION AND CONCLUSIONS
Discontinuum models are designed to reproduce the hydrologic behavior of fracture networks using a simplified lattice model. Our model needs to be discontinuous because we cannot predict the behavior of interest in a fractured flow system with continuous models. The model is mainly based on the known hydrologic response at the site, since the model will be used to predict hydrologic behavior, and can be used for two-or three-dimensional systems.
In general, the information obtainable at a given site is sketchy at first; over time, more data are gathered. Even though the data available at any given point in time are deficient, decisions have to be based on what is known, such as deciding what further data should be collected. At later stages of the effort, one has to decide how to change the model using new information. We believe that the process of building models and assessing their capabilities should be contemporaneous with the collection of data. By iterating between building models to predict the system response and that multiple solutions can be used to find a better estimator than a single solution. In addition, the solutions found after leaving out one of the steady state head values show that certain regions can be predicted using data points outside the region and others cannot. The annealing algorithm seems to "smear" the nearby measured flow response over regions for which no data are available. However, unlike kriging, the nearby measurements are not linearly interpolated over these regions. The algorithm finds a random flow geometry that works; this will vary in each solution.
After we have constructed a model and found solutions, we need to validate the model-building process and assess the predictive performance of the results. The problems we solve have many acceptable solutions with different flow geometries. If the same generalized geometry is found in a certain region for many solutions, we may tend to believe that it is real. However, we must rely on expert opinion to tell us if the flow geometry is reasonable or if it is an artifact of the process. An example of such an artifact may be the steady state solution around well 11, discussed above. However, it is important to keep in mind that we are fundamentally trying to build a model of hydrologic behavior, not fracture geometry. Therefore the best way to assess the validity of the model is by estimating the error associated In each case the steady state head at the indicated well was left out of the energy function. with using the model to make hydrologic predictions. Estimating the prediction error requires that one use the model to predict some observed data that one did not use to build the model. We have shown that one method for estimating prediction error, cross validation, can also be used to choose a single predictor if we have multiple solutions. We may also learn something from our model about collecting data. For example, the cross-validation study indicates that we should expect a high prediction error for predictions made around well 11. This is fairly obvious; it is what one would expect from looking at the site and the well tests. If one were to drill a new borehole between wells 4 and 11, it should improve the predictive ability of the model. However, one might also think that adding a borehole in the vicinity of well 7 would greatly improve the predictive ability. In fact, the cross-validation study indicates that the present model predicts the heads in this region very well. So we do not expect much improvement if we drill a new well in this region.
We are also developing a simulated annealing model that uses a variable aperture network. In addition, the algorithm will change clusters of elements instead of just one element. These clusters are chosen using the Wolff algorithm [Wolff, 1989] . We believe that the model should reflect the inherent uncertainty in the problem. If the data are not adequate to give small uncertainty in one's solutions and predictions, then one should not find that they have small uncertainty. In the MI study, the prediction error for the steady state case was fairly high, especially in the region around well 11 (see Table 3 ). This is a consequence of the extreme change in permeability between this region and wells 4, 9, and 6. In this case, given the data available, it would be unrealistic to expect a low prediction error. The data are not sufficient to allow us to know where the low-permeability zone begins: It could be a small area around wells 11 and 7, or it could extend several meters in each dimension. Therefore the solution has a high prediction error. The modeling approach described here has four major features. It is focused on finding simplified equivalent models for discontinuous systems where continuum approaches are not appropriate; it provides multiple solutions; it allows the model to be constructed iteratively, incorporating new data as they become available; and it allows one to use many different types of data to constrain the inverse problem.
