Introduction.
In this paper upper and lower bounds are found for the determinant of a real, nXn matrix A = (a<,-)> with positive diagonal elements satisfying (1) an ^ X) I a.71 . i = 1,2, • ■ ■ ,n, and a lower bound is found for determinants whose elements satisfy and H. Schneider [7] have given lower and upper bounds for the absolute value of determinants satisfying more general conditions than (1). However, the following theorem, proved in §2, is not implied by any of the above results : 
where an empty product is defined to be 1.
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(') The author is presently at Auburn University, Auburn, Alabama. [September Ostrowski [5] has shown that if A satisfies (2) then det A 2;0. In §3 we prove Theorem 2. If A satisfies (2), then det A ^ II ( E an -nAt).
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In proving this we prove a result which may be used to improve any bound depending only on the nondiagonal elements in the row, when the diagonal elements are positive.
2. Proof of Theorem 1. To prove Theorem 1 we need the following bound given by Price [6] :
where r,= E>>< |o,j|.
We proceed by induction on n. Let £>" represent det A, when ^4 is of order n, and suppose the elements of A satisfy (3). 2. Assume that for any matrix of order w-1 with elements satisfying (3), (6) e (n l, n r) ^ z?"_i ^ e (n a*+m^u n r). Then we can write £>" as the sum of two determinants, i.e., we have, using (6), (7) and (8) It is this result which we will use to improve Ostrowski's lower bound for determinants satisfying (2). Since du^Ci(D) =0 for all i-l, 2, • ■ • , n, (10) is a direct consequence of the following theorem which we proved in [3] : // two matrices A and B of the same order satisfy the same row hypothesis (i.e., (9)) which is, in turn, sufficient to prove det .4^0 and det B^0, then det (A +B) ^det A +det B. 
