We study the theory of ordinary differential equations over a commutative finite dimensional real associative unital algebra A. We call such problems A-ODEs. If a function is real differentiable and its differential is in the regular representation of A then we say the function is A-differentiable. In this paper, we prove an existence and uniqueness theorem, derive Abel's formula for the Wronskian and establish the existence of a fundamental solution set for many A-ODEs. We show the Wronskian of a fundamental solution set cannot be a divisor of zero. Three methods to solve nondegenerate constant coefficient A-ODE are given. First, we show how zero-divisors complicate solution by factorization of operators. Second, isomorphisms to direct product are shown to produce interesting solutions. Third, our extension technique is shown to solve any nondegenerate A-ODE; we find a fundamental solution set by selecting the component functions of the exponential on the characteristic extension algebra. The extension technique produces all of the elementary functions seen in the usual analysis by a bit of abstract algebra applied to the appropriate exponential function. On the other hand, we show how zero-divisors destroy both existence and uniqueness in degenerate A-ODEs. We also study the Cauchy Euler problem for A-Calculus and indicate how we may solve first order A-ODEs.
introduction and overview
We use A to denote a real unital associative algebra of finite dimension. Elements of A are known as A-numbers. We study calculus where real numbers have been replaced by A-numbers. The resulting calculus we refer to as A-calculus. Our typical goal is to find theorems which apply to as large a class of real commutative associative algebras as possible. In this paper we study the elementary theory of ordinary differential equations over A. In particular, this means the differential equation, or system of differential equations, involve a set of dependent variables all of which depend on a single independent A-variable. We call such differential equations A-ODEs.
In this paper we study: existence and uniqueness, first order problems, constant coefficient n-th order problems and Cauchy Euler problems over A. In each topic we find either results or proofs require modification from the standard results over R or C. Essentially, the existence of zero divisors forces nuances before unseen over a field and the submultiplicativity of the norm complicates the analysis.
The main results of this paper include the existence and uniqueness Theorem 3.1 which provides the cornerstone for analysis of A-ODEs. We also found many of the usual theorem for linear systems naturally generalize. For example, the Wronskian is still useful in that Abel's formula can be derived in the A-calculus. However, instead of requiring the Wronskian be nonzero we must generalize to insist the Wronskian not be a divisor of zero in A. That is, the Wronskian of linearly independent functions is a unit-valued in A. This is simply the natural consequence of working in an A-module as opposed to the standard theory where solutions form a vector space. We find seemingly strange results due to zero-divisors; it is possible to have distinct α 1 , α 2 for which e α 1 x and e α 2 x are linearly dependent. This is impossible over a field.
Section 4 outlines how the usual elementary methods for solving first order differential equations abstract to the A-calculus without much difficulty. However, when we examine the real PDE content of such problems we find nonlinear, coupled, systems of PDEs which are somehow solved by doing elementary calculus in A. We hope this section helps the reader appreciate that the apparent simplicity of A-calculus is a mask for something far less simple at the component level. The deeper question we would love to answer (but cannot at this time) is when we can solve the inverse problem; given a set of real PDEs what algebra A (if any) allows us to reformulate the system as an A-ODE?
We provide a calculational frame work to solve any constant coefficient A-ODE in Section 5. While the general ideas have been known since the time of Euler, we think the method of Section 5.3 is new to the literature. In particular, we find it fascinating that the method provides a computational method which derives all the usual cases faced over R in one sweeping algebraic method. Of course, the Laplace Transform also allows such a simplification, but, our method involves just a bit of abstract algebra and a natural chain rule. We find the special functions of the characteristic algebra always provide a solution set in the nondegenerate case. This includes all the familiar elementary functions and a host of new functions. These new functions somehow spring into existence from the appearance of zero-divisors. For example, see Equation 69 where we see that roots which differ by a zero divisor are almost repeated.
Degenerate A-ODEs are not widely studied to our knowledge. In Section 6 we were able to use algebra found in [1] to analyze zero-divisors interaction with linear operators over A. We were pleased to provide two systematic families which illustrate how zero divisors destroy the usual theory. We found solution sets with infinite rank, and initial value problems for which no solution could be found.
Finally, we are unaware of other works which treat the Cauchy-Euler problem in the general-ity we consider in Section 7. We hope the reader is amused by the formula for the hyperbolic square root function given in Equation 128. It seems likely this can be found in the literature, but, we are currently unaware of a reference.
introduction to A-calculus
In a nutshell, the study of A-calculus is the study of calculus where real numbers have been replaced by numbers in an algebra A. For example, complex analysis could be termed Ccalculus, or the usual real calculus is R-calculus. Our focus is on the case A is associative, finite dimensional, and commutative. Some older works which align closely with our general methods are [10] , [9] and in some sense [7] . We cannot hope to provide a complete history here, but, a better sketch is given in [5] .
algebra and the regular representations
We say 1 A is an algebra if A is a finite-dimensional real vector space paired with a function ⋆ : A × A → A which is called multiplication. In particular, the multiplication map satisfies the properties below:
(i.) bilinear: (cx + y) ⋆ z = c(x ⋆ z) + y ⋆ z and x ⋆ (cy + z) = c(x ⋆ y) + x ⋆ z for all x, y, z ∈ A and c ∈ R,
(ii.) associative: for which x ⋆ (y ⋆ z) = (x ⋆ y) ⋆ z for all x, y, z ∈ A and, (iii.) unital: there exists 1 ∈ A for which 1 ⋆ x = x and x ⋆ 1 = x.
We say x ∈ A is an A-number. If x ⋆ y = y ⋆ x for all x, y ∈ A then A is commutative.
A linear transformation T : A → A is right A linear if T (x ⋆ y) = T (x) ⋆ y for all x, y ∈ A. For example, L x (y) = x ⋆ y defines a right-A-linear map. We say the set R A of all right A linear transformations forms the regular representation of A. Since A is unital the regular representation is isomorphic to A. The isomorphism from A to R A is given by map(x) = L x and we denote map −1 = # where #(T ) = T (1). The idea here is that #(T ) provides the A number which corresponds to T . If β is a basis for A then the matrix regular representation of A with respect to β is
where [T ] β,β denotes the matrix of T with respect to the basis β. In the case A = R n we may forgo the β notation and write
for the regular representation of A. There is a natural isomorphism of A and M A : If β = {v 1 , . . . , v n } is a basis for A where
where [x] β is the coordinate vector of x with respect to β. In many applications we consider the case A = R n with β = {e 1 , . . . , e n } the usual standard basis such that e 1 = 1. Given these special choices we obtain much improved formula
We sometimes use juxtaposition in place of ⋆; x ⋆ y = xy. For example:
Example 2.1. The hyperbolic numbers are given by H = R⊕jR where j 2 = 1. Identifying e 1 = 1 and e 2 = j we have a + bj = [a, b] T . Moreover,
Therefore, M(a + bj) = a b b a is a typical matrix in M H .
We say x ∈ A is a unit if there exists y ∈ A for which x ⋆ y = y ⋆ x = 1. The set of all units is known as the group of units and we denote this by A × . We say a ∈ A is a zero-divisor if a = 0 and there exists b = 0 for which a ⋆ b = 0 or b ⋆ a = 0. Let zd(A) = {x ∈ A | x = 0 or x is a zero-divisor}.
Example 2.2. and zd(H)
The above follows from the identity (a+bj)(a−bj) = a
provide an isomorphism of H and R × R. In [5] an examples are given which show how this isomorphism can be used to solve the quadratic equation in H and to derive d'Alembert's solution to the wave equation.
submultiplicative norms
The division algebras R, C and H can be given a multiplicative norm where x ⋆ y = x y . Generally we can only find submultiplicative norm.
If A is an algebra over R with basis {v 1 , . . . , v n } then define structure constants C ijk by
For proof of what follows see [5] . Theorem 2.4. (submultiplicative norm) If A is an associative n-dimensional algebra over R then there exists a norm || · || for A and m A > 0 for which ||x ⋆ y|| ≤ m A ||x||||y|| for all x, y ∈ A. Moreover, for this norm we find m A = C(n 2 − n + 1) √ n where C = 
differential calculus on A
The definition of differentiability with respect to an algebra variable is open to some debate. There seem to be two main approaches:
D1: define differentiability in terms of an algebraic condition on the differential, D2: define differentiability in terms of a deleted-difference quotient.
In [5] it is shown that these definitions are interchangeable on an open set in the context of a commutative semisimple algebra. However, it is also shown that in there exist D1 differentiable functions which are nowhere D2. Hence, we prefer to use D1 as it is more general. Following [5] we define differentiability with respect to an algebra variable as follows:
In other words, f is A-differentiable at a point if its differential at the point is a right-A-linear map. Equivalently, given a choice of basis, f is A-differentiable if its Jacobian matrix is found in the matrix regular representation of A. If A has basis β = {v 1 , . . . , v n } has coordinates x 1 , . . . ,
for each p at which f is A differentiable we find:
These are the A-Cauchy Riemann Equations. There are n − 1 equations in A which amount to n 2 − n scalar equations. If the A-CR equations hold for a continuously differentiable f at p then we have that d p f ∈ R A .
Next we wish to explain how to construct the derivative function f ′ on A. We are free to use the isomorphism between the right A linear maps and A as to define the derivative at a point for via f ′ (p) = #(d p f ). This is special to our context. In the larger study of real differentiable functions on an n-dimensional space no such isomorphism exists and it is not possible to identify arbitrary linear maps with points.
Equivalently, we could write f
Many properties of the usual calculus hold for A-differentiable functions.
Proposition 2.9. For f and g both A-differentiable at p,
If A is not commutative then the product of A-differentiable functions need not be Adifferentiable. In [5] an example is given where f, g and f ⋆ g are A-differentiable yet g ⋆ f is not A-differentiable.
We are also able to find an A-generalization of Wirtinger's calculus. In [5] we introduce conjugate variablesζ 2 , . . . ,ζ n for A and find for commutative algebras if f : A → A is Adifferentiable at p then ∂f ∂ζ j = 0 for j = 2, . . . , n. In other words, another way we can look at A-differentiable functions is that they are functions of ζ alone.
The theory of higher derivatives is also developed in [5] .
Naturally we define functions f ′′ , f ′′′ , . . . , f (k) in the natural pointwise fashion for as many points as the derivatives exist. Furthermore, with respect to β = {v 1 , . . . , v n } where
Thus,
. By induction, we find if
The Theorem below gives us license to convert equations in A to partial differential equations which every component of an A-differentiable function must solve! Theorem 2.11. Let U be open in A and suppose f :
Example 2.12. Since i 2 = −1 in C it follows for z = x + iy that complex differentiable f have f yy = −f xx . Setting f = u + iv we find u xx + u yy = 0 and v xx + v yy = 0. In other words, complex differentiable functions solve Laplace's equation u xx + u yy = 0 because i 2 + 1 = 0. Likewise, in H = R ⊕ jR we find solutions to the one-dimensional wave equation since j 2 −1 = 0 implies u xx −u yy = 0 and v xx −v yy = 0 for u+jv a H-differentiable function.
One may ask when a given set of real PDEs appears as the A-CR equations or one of their differential consequences. For example, Ward showed in [11] that if we are given an appropriate set of real PDEs then we can find A for which those PDEs are the A-CR equations. The general problem of ascertaining if a given set of PDEs is consistent with the function theory for a given algebra A is in our estimation a difficult and open question.
integral calculus on A
Integration along curves in A is defined in [5] in much the same fashion as C.
Theorem 2.13. Let C be a rectifiable curve with arclength L. Suppose ||f (ζ)|| ≤ M for each ζ ∈ C and suppose f is continuous near C. Then
where m A is a constant such that ||z ⋆ w|| ≤ m A ||z|| ||w|| for all z, w ∈ A.
First and Second Fundamental Theorems of Calculus, discussion of exact and closed forms, basic topological theorems on line-integrals, Cauchy's Integral Theorem are all found in [5] .
further background
This paper follows from a number of papers which at least one of the authors has participated. In particular, the trouble of submultiplicative norms is more forcefully seen in [6] where the theory of convergence and divergence for power series in A is studied in depth. For this paper, we simply need the existence of series expansions and the properties of elementary functions. Further details about definitions of sine, cosine and the exponential as well as the properties for an arbitrary commutative, associative finite dimensional real algebra see [6] , [3] and [1] . Properties of logarithms over many algebras are studied in [2] . The reader may find the many explicit examples in [4] a helpful supplement to our current work.
existence and uniqueness for A-ODEs
We assume A is commutative throughout this Section. If g :
is real differentiable and has a right-A-linear differential. Let A m have algebra variables
where e 1 = (1, 0, . . . , 0), . . . , e m = (0, . . . , 0, 1). Hence generally,
These partial derivatives are used in what follows.
Theorem 3.1. Let I be compact and star-shaped in A and let
The initial value problem
= f (z, y) with y(z o ) = w o has a unique solution on I.
Proof: we intend to define the solution as the limit function of a Picard iteration. Begin by setting y o = w o and for n = 0, 1, . . .
Since I is star-shaped we know [
and consequently the integral is well-defined. In particular, we define for
Notice,
Thus uniform convergence of ∞ j=0 [ y j+1 − y j ] provides uniform convergence of { y n }. We will show that ∞ j=0 [ y j+1 − y j ] can be majorized over I by a convergent series. Then, using [6] , we deduce the convergence of the series is uniform.
Observe I compact implies there exists M > 0 for which ||f (ζ,
as the length of [z o , z] is simply ||z −z o ||. We need a generalization of the mean value theorem for our current context to make further progress in the proof:
Lemma 3.2. With f and R as in preceding discussion, there exists l > 0 for which
Proof: Notice, if D f denotes the Frechet derivative for f : R → A k then Theorem 1 on page 73 of [12] gives that
where we suppose R is given norm by ||(z, y)|| = ||z|| 2 + ||y 1 || 2 + · · · + ||y k || 2 for each (z, y) ∈ R and ||D f || denotes the operator norm defined by
where
We assumed
∈ R hence by the triangle inequality and submultiplicativity of the norm on A,
and
Thus from 20 we find
We now continue the proof of Theorem 3.1. Let l = kLm A and inductively suppose
gives the induction claim for n = 1. Consider, for z ∈ I,
and we find estimate 26 is true for all n ∈ N by induction. Furthermore, if s denotes the distance from z o to z and β = m A sl then we may reformulate the bound of 26 as
Since I compact we know there exists s o > 0 for which the distance
= e βo we have majorized the series
|| is uniformly convergent on I and we deduce from Equation 18 that { y n } converges uniformly to y * on I.
Let us examine why y * is a solution to the initial value problem. First, note y n (z o ) = w o and as uniform convergence implies pointwise convergence we have
Second, to see y * is a solution for z ∈ I, consider
However, uniform convergence of { y n } and continuity of f imply uniform convergence of { f (ζ, y n−1 (ζ))} therefore we can exchange the order of integration and the limit to deduce
Finally, to see the solution is unique, suppose y * * is a solution on I of
Thus, by Lemma 3.2 and the estimate above,
Continuing in the above fashion we find
for n ∈ N. As n → ∞ we find || y * * (z) − y * (z)|| → 0 for each z ∈ I. Thus y * * (z) = y * (z) for each z ∈ I and the proof of Theorem 3.1 is complete.
With the Theorem above in hand the remaining theory of linear A-ODEs follows easily.
. . , a k−1 are A-differentiable functions on a compact and star-shaped domain I and
Proof: the proof is by the usual reduction of order. Let
, we calculate the reduced system has a coefficient matrix which is a complementary matrix 2 to the characteristic polynomial of the given k-th order A-ODE,
Notice f (z, w) = A w + b is A-differentiable since we suppose the coefficient functions a o , . . . , a k−1 and forcing term g are A-differentiable on I. Thus, by Theorem 3.1 we find a unique solution to
k . By construction, w 1 = y of the solution provides the solution to the initial value problem
The set of A-differentiable functions has a natural A-module structure. Hence define: 
. . , f m } are not linearly independent on I then they are said to be linearly dependent on I.
or the transpose of a complementary matrix if you prefer
The Wronskian generalizes for suitably differentiable functions on A in the natural fashion.
Definition 3.5. Wronskian of functions y 1 , y 2 , . . . , y m at least (m − 1) times differentiable at z is given by:
Notice that the Wronskian is formed by the determinant of a matrix of A-elements for a given z. Fortunately, linear algebra over a commutative ring allows the usual theory of determinants. In particular, det : A m×m → A and M ∈ A m×m is invertible if and only if det(M) ∈ A × . Furthermore, Mx = 0 has nontrivial solutions if and only if det(M) ∈ zd(A).
Theorem 3.6. Let I ⊆ A and suppose y 1 , . . . , y m :
. . , y m ; z) ∈ A × for each z ∈ I then {y 1 , . . . , y m } is linearly independent on I.
Differentiate (m − 1) times to produce the following system of equations over A:
Thus, Equation 39 has only the zero solution if and only if det(Y (z)) ∈ A × for each z ∈ I. But, this means {y 1 , . . . , y m } is linearly independent on I if and only if W (y 1 , . . . , y n ; z) is a unit for each z ∈ I.
In practice, we are primarily interested in solution sets to linear n-th order A-ODEs where the study of linear independence is greatly simplified by Abel's formula. In particular, this formula forces the Wronskian of a full solution set to remain in either A × or zd(A) throughout the entirety of a connected subset.
Theorem 3.7. Suppose a o , a 1 , . . . , a n are continuous functions on the connected set I ⊆ A where a o (z) ∈ A × for each z ∈ I. If y 1 , y 2 , . . . , y n are solutions of a o y (n) + a 1 y (n−1) + · · · + a n−1 y ′ + a n y = 0 then W (y 1 , . . . , y n ; z) = C exp a 1 a o dz for each z ∈ I.
Proof: suppose y 1 , y 2 , . . . , y n are solutions on I for a o y (n) + a 1 y (n−1) + · · · + a n−1 y ′ + a n y = 0.
]. The determinant which forms Wronskian is given by
where ǫ i 1 i 2 ...in denoted the completely antisymmetric symbol where ǫ 12...n = 1. Apply the product rule for n-fold products on each summand in the above sum,
The term
is symmetric in the pair of indices i 2 , i 3 . This pattern continues up to the term
which is symmetric in the i n−2 , i n−1 indices. Thus all the terms vanish when contracted against the antisymmetric symbol. Only one term remains in calculation of W ′ :
Recall that y 1 , y 2 , . . . , y n are solutions of a o y (n) + a 1 y (n−1) + · · · + a n−1 y ′ + a n y = 0 hence
Substitute this into Equation 43,
The ⋆ step is based on the observation that the index pairs i 1 , i n and i 2 , i n etc... are symmetric in the line above it hence as they are summed against the completely antisymmetric symbol those terms vanish. Finally, we find
W and conclude Abel's formula
In a field the only divisor of zero is zero itself hence we need only worry the Wronskian be zero in the ordinary theory. In A-calculus we must also beware of nontrivial divisors of zero.
Corollary 3.8. Suppose a o , a 1 , . . . , a n are continuous functions on the connected set I ⊆ A where a o (z) ∈ A × for each z ∈ I. Let y 1 , y 2 , . . . , y n be solutions of a o y (n) + a 1 y (n−1) + · · · + a n−1 y ′ + a n y = 0. There exists z o ∈ I such that W (y 1 , y 2 , . . . , y n ; z o ) ∈ A × if and only if {y 1 , y 2 , . . . , y n } is linearly independent on I. Likewise, there exists z o ∈ I such that W (y 1 , y 2 , . . . , y n ; z o ) ∈ zd(A) if and only if {y 1 , y 2 , . . . , y n } is linearly dependent on I.
Proof: Theorem 3.7 provides W (y 1 , . . . , y n ; z) = C exp −
Thus the Wronskian of a solution set on a connected subset is either always a zero divisor or always a unit. Proof: Apply Theorem 3.3 n-times as to select z o ∈ I and unique solutions y 1 , . . . , y n for which y (j) i (z o ) = δ i,j−1 for 0 ≤ i ≤ n − 1 and i = 1, . . . , n. Let the Wronskian at z = z o for the solution set {y 1 , y 2 , . . . , y n } be W (z) for the remainder of this proof:
Therefore, by Corollary 3.8 the solution set is linearly independent on I. 
That is, we must solve:
. . .
for c 1 , . . . , c n ∈ A. Since {y 1 , . . . , y n } is a fundamental solution set we know the determinant of the coefficient matrix above is a unit (it is the Wronskian of y 1 , . . . , y n at z o ) hence this system of equations has a unique solution.
first order differential equations over A
The essential point which we illustrate here is that the usual methods given in the introductory course equally well apply to differential equations in A. That said, we hope the examples illustrate the novel nature of such problems. 
Let z = x + jy and c = a + bj where x, y, a, b ∈ R and calculate:
If we denote w = u + jv where u, v are real variables then the equation above reveals
Our solution assumes w = u+jv is an H-differentiable function of zx+jy hence we implicitly impose the H-Cauchy Riemann equations u x = v y and u y = v x . Moreover, since 
Example 4.2. Consider the 3-hyperbolic numbers H 3 = R ⊕ jR ⊕ j 2 R with variables ζ = x + jy + j 2 z and η = u + jv + j 2 w. The H 3 -ODE given by dη dζ = η has natural solution η = ke ζ where k = a + bj + cj 2 for some a, b, c ∈ R. This solution implicitly solves:
The special functions of H 3 are cosh 3 , sinh 31 , sinh 32 where
Noting that cosh 3 (jθ) = cosh 3 (θ) and sinh 31 (jθ) = j sinh 31 (θ) and sinh 32 (jθ) = j 2 sinh 32 (θ) as shown in [2] we derive the following component expansion for the exponential:
= e x cosh 3 (y) cosh 3 (z) + sinh 31 (y) sinh 31 (z) + + sinh 32 (y) sinh 32 (z)
Thus e x+jy+j 2 z = e x g 1 + je x g 2 + j 2 e x g 3 . Hence,
Therefore, the system of PDEs given in Equation 51 finds solutions of the form:
Even something as simple as an exponential solution in the algebra may have rather complicated real content. One ultimate goal of our work is to answer the inverse problem. In particular, we would like to learn when a given system of real PDEs can be recast as a problem of A-ODEs for an appropriate choice of algebra. The present work does not seek to solve the inverse problem. Rather, we work towards gaining a deeper understanding of solution techniques for A-ODEs.
In the study of real first order ODEs one often begins with the study of separable, linear and exact differential equations. Since calculus over A has the same basic rules we naturally generalize the standard methods: With the results above we can solve certain systems of real PDEs, even nonlinear, usually coupled, by elementary calculus in an appropriate algebra variable.
Example 4.6. The solution to 2ηdη + 2ζdζ = 0 in H is implicitly given by the solution set of η 2 + ζ 2 = c. In terms of real variables x, y, u, v for which ζ = x + jy, η = u + jv and constants a, b with c = a + jb we find (as j 2 = 1)
The equations above solve
which amounts to the following system of real PDEs,
The choice of A = H is merely for illustration in the above example. We could replace H with any algebra A and the underlying real PDEs could be much more complicated. That said, since we assume the existence of A-derivatives there is a certain pairing of real coordinates which must be seen both in the solutions and the PDEs. Therefore, we expect that many systems of PDEs will not admit an interesting algebraic reformulation.
nondegenerate constant coefficient A-ODEs
A constant coefficient A-ODE of n-th order has the form:
for coefficients a n , a n−1 , . . . , a 1 , a 0 ∈ A with a n = 0. If a n ∈ A × then we say the A-ODE is nondegenerate and if a n ∈ zd(A) then the A-ODE is degenerate. We study the degenerate case in Section 6. We assume a n = 1 in most of what follows without loss of generality.
Our discussion is divided into three main story arcs. First, we describe how to solve a constant coefficient A-ODE via a given operator factorization in the ring A[D] where D = d/dζ. Second, we study how isomorphism of algebras allows elegant solutions when the given algebra is known to be isomorphic to a direct product. Third, we introduce a novel generalization of the complexification technique. In particular, it is shown how the exponential on the natural extension algebra produces a fundamental solution set. We should emphasize from the outset, Theorems 3.10 and 3.11 show us that the general solution exists. We simply provide methods of calculation which reveal the explicit structure of that general solution.
solution by operator technique
In this section we assume A is a commutative algebra and denote D = d/dζ for the operation of differentiation with respect to the algebra variable ζ. We define A[D] to be the set of operators of the form
where a n , a 
identify
Thus, interestingly enough, the question of the existence of linear factors for a polynomial in A[z] is tied to the existence of exponential solutions to the corresponding A-ODE. Conversely, given a factorization of the operator defining an A-ODE we obtain exponential solutions.
The result above naturally extends to multiple distinct factors. In particular, if
To treat repeated linear factors we note a standard lemma naturally transfers to A-calculus:
, α ∈ A, and f ∈ C(A), then:
Proof: By the product rule, we have:
. It is then easy to see by induction that for all k ≥ 1 we have
and calculate:
and some α ∈ A, then e αζ , ζe αζ , . . . ,
Proof: For all i = 0, . . . , k − 1 we have: 
The necessity of the condition α i − α j ∈ A × for distinct i, j is illustrated by Example 5.6.
Proof: We apply Theorem 3.11 to see it suffices to show S = {ζ j−1 e α i ζ | 1 ≤ i ≤ k, 1 ≤ j ≤ m i } is a fundamental solution set. It is already clear S is a solution set by k-fold application of Theorem 5.4. Next, we show S is linearly independent. Let c ij ∈ A such that
Consequently, if we operate on Equation 62 by T 1 and evaluate at ζ = 0 then we obtain:
Thus c 1,m 1 = 0 as we assume, for distinct i, j, the difference between α i − α j is a unit. as well as e jz , e −jz as seemingly distinct exponential solutions to w ′′ − w = 0. However, the independence of these solutions is illusory. A short calculation reveals:
Algebraically, these equations are very interesting, they express a linear dependence amongst zero divisors 1 ± j and units. Of course, we should expect this result. Recall, Theorem 3.11 indicates that an n-th order A-ODE can have at most n linearly independent solutions.
We must take care to find hidden dependence between seemingly distinct factors. If (D − α) and (D − β) have α − β is a zero-divisor then these factors are not independent. Thus w = c 1 e z + c 2 ze z + c 3 e −z is the general solution.
The calculation in the example above is fortunate. In contrast, zero divisors cannot be hidden completely in the calculation below: 
indicates linear dependence. In fact, (1−j)e z +(1+j)e jz = 0 provides the explicit dependence. We rely on substitution to derive the solution. Since 1 − j ∈ zd(A) we use series techniques to derive the explicit solution,
where we used the identity (1 − j) n = n(1 − j) for n ∈ N. Integrating Equation 67 yields: shows that roots which differ by a zero divisor behave somewhat like repeated roots. It is interesting that the term which is truly unfamilar to the student of standard ODEs has a manifest zero divisor. Novel terms are often attached to zero divisors.
Finally, a word of caution, there are many linear differential operators which do not factor over a given algebra. For example, D 2 + 1 over R. Or, some may only partially split like
To deal with irreducible operators of degree two or higher we use the extension technique given in Section 5.3.
solution via isomorphism
Suppose A is formed by the direct product of algebras A 1 , A 2 , . . . , A k whose multiplications are denoted by juxtaposition. In particular, A = A 1 × A 2 × · · · × A k and for x, y ∈ A:
If we denote 1 j for the unity in A j for j = 1, 2, . . . , k then the unity 1 of A is precisely 1 = (1 1 , 1 2 , . . . , 1 k ). Suppose bases β 1 , β 2 , . . . , β k are given such that
with v 1j = 1 j and n j = dim(A j ) for j = 1, 2, . . . , k. Introduce notation
so that β = e 1 β 1 ∪ · · · ∪ e k β k given the natural order provides a basis for A whose dimension n = n 1 + n 2 + · · · + n k . Furthermore, the regular representations of A naturally connect to regular representations of the component algebras:
Proposition 5.9. If A j has basis β j for j = 1, 2, . . . , k and A = A 1 × A 2 × · · · A k is given basis β = e 1 β 1 ∪ e 2 β 2 ∪ · · · ∪ e k β k then for each z = (z 1 , z 2 . . . , z k ) ∈ A we find
Let ζ 1 , ζ 2 , . . . , ζ k denote variables in A 1 , A 2 , . . . , A k respective. If ζ ∈ A then we may write:
Each algebra variable ζ j can be expanded in terms of its real substructure with respect to basis
It follows that f : A → A can be understood as a function of the real variables x ij where 1 ≤ i ≤ n j for 1 ≤ j ≤ k. Let f : A → A have component functions f j : A → A j where f = f 1 e 1 + f 2 e 2 + · · · f k e k . The Jacobian matrix of f has the form:
If we suppose f : A → A is A-differentiable at p then we have J f (p) is in the regular representation of A. Proposition 5.9 indicates that J f (p) is a block-diagonal matrix. Omitting the coordinate maps and use block notation we have:
where 1 ≤ i j ≤ n j for j = 1, 2, . . . , k. Observe, for j = 1, 2, . . . , k, f j is only a function of x i j j for i j = 1, 2, . . . , n j . Proposition 5.9 indicates [∂ i j ,j f j ] is in the regular representation of A j with respect to β j . Thus, abusing notation slightly as to view f j : A j → A j , we find d p j f j ∈ R A j for j = 1, 2, . . . , k. Hence, an A-differentiable function f : A → A has the form:
Since 1 = e 1 + e 2 + · · · + e k and d p f j (e i ) = 0 for i = j we find
Let us summarize our observations:
Polynomials in the product algebra have a very simple structure. Observe
Therefore, given coefficients a i = (a i1 , a i2 , . . . , a ik ) ∈ A for i = 0, 1, . . . , n the polynomial p(ζ) = a n ζ n + · · · + a 1 ζ + a 0 has
Consequently, applying Proposition 5.10 to the polynomial above:
This algebra allows us to solve an n-th order constant coefficient ODE on
Proof: by Proposition 5.10 and w = (w 1 , w 2 , . . . , w k ) then: Usually the given algebra is not manifestly a direct product hence we have to filter the calculus through connecting isomorphisms. Let us describe how this works. The main tool is the chain rule which links derivatives in isomorphic algebras. If η = Ψ −1 • w • Ψ where Ψ : A → B is an isomorphism and w ∈ C B (B) then η ∈ C A (A) and
Suppose there exist a 0 , a 1 , . . . , a n ∈ A and η ∈ C A (A) such that a n η
Since
The result below follows naturally:
Theorem 5.12. We find η ∈ C A (A) solves a n η (n) + · · · + a 1 η ′ + a 0 η = 0 if and only if
One consequence of the Wedderburn-Artin Theorem is that any commutative semisimple associative algebra A ≅ R m × C k . In particular, in [1] arguments are given to explain the following isomorphisms
Consequently, combining Theorems 5.11 and 5.12 we may solve a constant-coefficient A-ODE for a commutative semisimple algebra by solving m-real and k-complex ODEs.
Example 5.13. Consider H and R × R. The isomorphism Ψ(x + jy) = (x + y, x − y) maps
Denoting s, t as the coordinates in R × R we find solution w(s, t) = (c 1 e 2s , c 2 ). Hence,
= Ψ −1 (c 1 e 2(x+y) , c 2 )
and a short calculation shows these solutions are equivalent.
Example 5.14. If ζ ∈ H 4 then ζ = t+jx+j 2 y +j 3 z for t, x, y, z ∈ R. Consider the H 4 ODE given by η ′′ + j 2 η = 0. Under the isomorphism Ψ : H 4 → R 2 × C given by Ψ(j) = (1, −1, i) which implies for t + xj + yj 2 + zj 3 ∈ H 4 :
Here w
denote real derivatives and w
is a complex derivative. Hence, by the usual arguments, we find general solutions for w 1 , w 2 , w 3 and hence:
where c 1 , c 2 , c 3 , c 4 ∈ R and c 5 , c 6 ∈ C. It follows we have solution η = Ψ −1 • w • Ψ to solve η ′′ + j 2 η = 0. The formula for η as a function of t, x, y, z is lengthy so we omit it. That said, it may be interesting to relate the solution obtained via the isomorphism to the natural H 4 solution η = B 1 cos(jζ) + B 2 sin(jζ) where B 1 , B 2 ∈ H 4 . 5 H n = R ⊕ jR ⊕ · · · ⊕ j n−1 R where j n = 1 and C n = R ⊕ iR ⊕ · · · ⊕ i n−1 R where i n = −1.
solution by extension
In ordinary ODEs (i.e. the usual theory of ODEs in R), a standard technique is to factor the differential operator not over
. Then, since C is a field then, the factored (D − i)(D + i)[w] = 0 provides e iz and e −iz as solutions to our original real ODE reinterpreted as a complex ODE. However, the more interesting aspect of this is that the real component functions of e ix , namely, cos(x) and sin(x) in fact solve the original real ODE ! We wish to generalize this technique to arbitrary associative algebras, proving that the component functions of our generalization of the complex exponential give n linearly independent solutions to the given differential equation, but we first must discuss some preliminaries.
Definition 5.15. An extension algebra A ′ of A is an algebra which contains A as an isomorphic subalgebra. Furthermore, if A ′ = e 1 A⊕e 2 A⊕· · ·⊕e n A where {e 1 , . . . , e n } is an A-module basis for A ′ . Suppose U ⊆ A is an open set. If f : U → A ′ and f = e 1 f 1 +e 2 f 2 +· · ·+e n f n and we say f i : U → A for i = 1, 2, . . . , n are the component functions. We say f :
Finally, if f is differentiable on U then we define the derivative function df dζ : U → A by:
It is helpful to appreciate how A-differentiability relates to right-A-linearity of the differential. Notice, if
The identities above in conjunction with the usual chain rule of multivariate real analysis yield the following mixed chain rule:
6 Theorem 5.16. Let A be an m-dimensional commutative, associative, unital real algebra. Let A ′ be a rank n extension algebra of A. Suppose f : A → A ′ is A-differentiable at p and
6 this is a generalization of the mixed chain rule from complex analysis: if z → g(z) is complex differentiable and t → f (t) is real differentiable then g • f is real differentiable and
If we use ζ to denote A-derivatives and ζ ′ to denote A ′ -derivatives then the chain rule given above is written as:
where we should appreciate the multiplication of df dζ (p) and
Proof: Let A ′ have A-module basis {e 1 , . . . , e n }. If g has component functions g 1 , . . . , g n then the i-th component function of the composite g • f is simply
′ is real differentiable at p as it is the composite of real differentiable maps. Therefore, by the usual chain rule of advanced calculus, we have
Thus, for x, y ∈ A, combining the chain rule and Equation 92
The exponential on A ′ is A ′ -differentiable and, given a constant α ∈ A ′ , the map ζ → αζ is A-differentiable map from A to A ′ . Applying Theorem 5.16 we find:
The formula above is very interesting when we apply it to the extension algebra which is characteristic to a given constant coefficient A-ODE.
Definition 5.18. Let p(x) ∈ A[x] be a monic n th -order polynomial. The constant coefficient n-th order A-ODE p(D)[η] = 0 has characteristic extension algebra defined as follows:
Furthermore, f : A → A ′ defined by f (ζ) = exp(kζ) has component functions f 1 , . . . , f n : A → A defined implicitly by:
We say f 1 , f 2 , . . . , f n as above are the special functions of exponential on A ′ .
We say {1, k, . . . , k n−1 } forms the standard A-module basis for A ′ . Linear independence of {1, k, . . . , k n−1 } implies the special functions defined above are unique. = e x cosh(y) + je x sinh(y).
Example 5.24. Let us return to our original motivation for this technique. To solve y ′′ +y = 0 over R we naturally consider A ′ = {a + bk | k 2 = −1}. Of course, Ψ(a + bk) = a + bi provides the obvious isomorphism with C and we find:
Hence y = c 1 cos t + c 2 sin t is the general solution.
Notice we can just as well solve problems where the characteristic equation has real roots.
Example 5.25. Consider y ′′ − 3y ′ + 2y = 0 over A = R. Identify p(x) = x 2 − 3x + 2 hence the characteristic extension A ′ has typical element a + bk with k 2 − 3k + 2 = 0. This algebra is isomorphic to the direct product algebra R × R. In particular, 
Observe H ′ is isomorphic to the direct product of Γ = {x + εy | x, y ∈ R, ε 2 = 0} and H by the isomorphism
which has inverse
Consider, kz = k(x + jy) hence identify a 0 = a 1 = 0 and b 0 = x, b 1 = y thus
sinh(x − y) k.
Thus we find fundamental solution set:
The reader may compare this to the solution derived in Example 5.8.
degenerate constant coefficient A-ODEs
If α ∈ zd(A) is nonzero and D = d/dζ then a degenerate n-th order A-ODE has the form:
is at most n − 1 degree. Degenerate A-ODEs misbehave in many ways. We simply make a few initial observations here. McCoy's Theorem [8] indicates a zero divisor in a polynomial ring is annihilated by some zero divisor in the underlying ring 7 . This algebra explains the structure seen in Examples 6.1 and 6.2 and leads us to the following result: There are also more subtle ways an A-ODE might be degenerate, for example: 7 a nilfactorable algebra is an algebra where each zero divisor in the polynomial ring appears as a multiple of a zero divisor in the underlying ring. See [1] for further discussion, not all our examples are nilfactorable.
Example 6.4. Consider the direct product of R with itself; A = R × R. The standard basis e 1 = (1, 0), e 2 = (0, 1) serve as zero divisors in this algebra; e 1 e 2 = 0. On the other hand, e 1 + e 2 = (1, 1) is a degenerate A-ODE. We can solve it by direct calculation. Since D = d/dζ = (∂ x , ∂ y ) and the A-CR equations for η ∈ C A (A) provide η = (η 1 , η 2 ) has ∂ y η 1 = 0 and ∂ x η 2 = 0. Consequently, we find:
(∂ x + 1, ∂ 2 y + 1)(η 1 , η 2 ) = (0, 0) ⇒
Therefore, the general solution is simply: η(x, y) = (c 1 e −x , c 2 cos y + c 3 sin y). Yet, if we impose the initial value condition η(0, 0) = (0, 0), f ′ (0, 0) = (1, 1), we see that this initial value problem has no solution. 
Cauchy Euler problems
A particularly simple class of non-constant coefficient A-ODEs are the so-called Cauchy Euler problems, which are A-ODEs L[w] = f where L is a differential operator of the form a n z n D n + · · · + a 1 zD + a 0 . To avoid degeneracies as in Section 6 we assume a n ∈ A × and thus set a n = 1 without loss of generality in what follows.
Cauchy Euler problems require we pay more attention to domain than in the constant coefficient case. If we suppose z ∈ Ld(A) then the function z α = e α log(z) is well-defined for all α ∈ A. Consult [2] for details on the construction of the logarithm including the structure of its domain Ld(A). 
We note z
where q(D) = q k−1 D k−1 + · · · + q 1 D + q 0 for appropriate coefficients q k−1 , . . . , q 1 , q 0 . Therefore, under the substitution z = e ζ for z ∈ Ld(A) and w(z) = η(log(z)) we find the Cauchy Euler problem of Equation 118 transforms to:
for appropriate constants b k−1 , . . . , b 1 , b 0 ∈ A. Equations 119, 120 and 121 indicate how to transform a Cauchy Euler problem of order n ≤ 3. Therefore, we can find a fundamental solution set for the transformed problem and hence a fundamental solution set for the Cauchy Euler problem on Ld(A).
Example 7.3. Observe z 2 w ′′ + 3zw ′ + w = 0 with z ∈ Ld(A) transforms to
by Equations 119 and 120. Using methods developed earlier in this article, we find general solution η(ζ) = c 1 e −ζ + c 2 ζe −ζ thus as w(z) = η(log(z)) we deduce: using z α = e α log(z) for z ∈ Ld(A),
In the example above we intentionally left A as arbitrary. The structure of the logarithm is explicitly quite different for various choices of A.
Example 7.4. Consider the Cauchy Euler problem over H = R ⊕ jR where j 2 = 1:
If z = x + jy ∈ Ld(H) then there exists ζ ∈ H for which z = e ζ and we denote log(z) = ζ for such z. In particular, x + jy ∈ Ld(H) requires x > 0 and −x < y < x and we calculate:
log(x + jy) = ln x 2 − y 2 + j tanh −1 (y/x). 
or, using z α = e α log(z) we find general solution w(z) = c 1 z −1/2 + c 2 z 1/2 for z ∈ Ld(H). Explicitly, after a little calculation,
For example, (5 + 4j) 1/2 = 2 + j.
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