In the following, we discuss a procedure for interpolating a spatial-temporal stochastic process. We stick to a particular, moderately general model but the approach can be easily transfered to other similar problems. The original data, which motivated this work, are measurements of gas concentrations (SO 2 , NO, O 3 ) and several meteorological parameters (temperature, sun radiation, precipitation, wind speed etc.). These date have been and are still recorded twice every hour at several irregularly located places in the forests of the state Rheinland-Pfalz as part of a program monitoring the air pollution in forests. Let (t; x j ) ; j = 1; : : : ; N ; t = 0; : : : T ; denote the observations of e.g. SO 2 concentration which we model as part of a spatial{temporal stochastic process (t; x); t 2 ZZ; x 2 I R 2 : A particular feature is a large amount of data in the time direction (T very large), but only few locations in the plane where data are available (N small). A more detailed description of the data has been given in Franke and Gr under (1992) and Gr under (1992).
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One of the goals which had to be achieved by modelling the data was a procedure for interpolating the gas concentration, i.e. for x = 2 fx 1 ; : : : ; x N g; (t; x) should be estimated from (s; x j ); 0 s t; j = 1; : : : ; N: The procedure had to be adaptive with respect to new incoming data, and it should allow for the information contained in the meteorological observations. We start from the following model for the gas concentration (or some monotone normalizing transformation of it): (t; x) = f(x) 0 (t) + (t; x) ; t 2 ZZ; x 2 I R 2 (1) where f(x) T is a known vector of simple functions of x which allows for systematic di erences between the various locations due, e.g., to the topography of the country. The vector (t) of regression coe cients forms a multivariate random time series which is independent of the residual i ii spatial-temporal process (t; x): We assume E (t; x) = 0 and that (t; x) is stationary in t and homogeneous in x; i.e. the joint distribution of (t 1 ; x 1 ); : : : ; (t k ; x k ) is invariant against a common translation of the arguments. The main assumption of model (1) is the presence of a global time-varying e ect represented by (t) which in uences the data at all locations x. Due to the size of the region and due to the speci cation of the places where the data come from, this assumption is satis ed for our data.
f(x) 0 (t) explains even the major part of variability whereas (t; x) takes care of smaller local uctuations only.
We assume that (t) is a m?variate autoregressive process of order p with an exogenous part of order r or an ARX(p; r)?process:
C j (t ? j) (2) (t) are i.i.d. m?dimensional Gaussian random vectors with mean 0 and covariance matrix : (t) is the l?dimensional vector of exogenous variables representing temperature, precipitation etc. at time t: The seasonality of these variables also takes care of the well-known seasonality in gas concentrations. We assume that for Due to prevailent wind directions in the area under consideration, we cannot assume that the uctuation process (t; x) is isotropic with respect to its spatial coordinates, i.e. the covariance cov( (t; x); (t; y)) does not only depend on the distance jjy ? xjj: Looking at the rather scarce information on spatial dependence we cannot consider general homogeneous processes.
We therefore follow Vecchia (1988) We even assume that (t; x) has an autoregressive structure of order 1 if we consider it only at a nite number of locations x 1 ; : : : ; 
For some s let b(tjs) denote the best (in mean-square sense) estimate for b(t) based on the observations Z(k) and the exogenous variables (k); 0 k s: b(tjs) may be calculated recursively in time using the Kalman lter, though the linear system given by (5), (6) To formulate the algorithm, we need some notation: For s < t; Z(tjs) is the best estimate for Z(t) given Z(k); (k); k s: (5), (6) Using this relation and the orthogonality of (t + 1); "(t + 1) and b(t In practice, we do not know the parameters of the linear system given by (3), (5) and (6), but we have to work with estimates. Let us assume that we use the algorithm of Theorem 2.1 with approximations A; L; C; ; " replacing the true system matrices. Then, the additional error in estimating the state b(t) is of the same size as the approximation errors jjA ? Ajj; jjL ?Ljj etc. To make this statement precise let us assume that we have sequences A n ; L n ; C n ; ;n and ";n converging for n ! 1 to A; L; C; and " at least with the rate O( n ) for some sequence n ! 0: Let P n (tjt) be the error covariances matrices resulting in the use of A n etc. 3 Spatial-temporal Kriging Knowing how to estimate the random regression coe cients (t) of (1), we return to the original interpolation problem. We want to estimate 
Z(t) = F 0 t (t) + Y(t) :
Under the normality assumptions which we have imposed in paragraphs 1 and 2, the best estimate of (t; x) is by (1) T (t; x) = Ef (t; x)jA T g = f(x) 0 Ef (t)jA T g + Ef (t; x)jA T g where with S t denoting the covariance matrix of Z(t) T (t; x) = E f (t; x)jA T g = E( (t; For the original practical problem we are mostly interested in estimating (t; x) using all data up to time t, i.e. in calculating^ t (t; x): For this purpose, the rst summand f(x) 0^ (tjt) on the right-hand side of (10) can be calculated recursively in t using the Kalman lter of Theorem 2.1. In the second summand^ (t) appears which consists of the subvectorŝ (0jt); : : : ;^ (tjt): They can be calculated e ciently using Theorem 2.2.
The resulting procedure works quite well, and it is fast enough to allow real-time calculations of^ (t; x); t = 0; 1; 2; : : : for all knots x of an equispaced lattice in the plane such that the spatial-temporal evolution of the process can be studied as an animated graphic in detail.
For sake of illustration we consider one particular example with simulated data. Figure 1a and 1b show c 0 (y ? x) = E (t; x) (t; y) and c 1 (y ? Up to now we have pretended to know the model parameters like the ARX{ coe cient matrices A 1 ; : : : ; A p ; C 0 ; : : : ; C r of (2), the AR(1){matrix L of (3) or the noise covariance matrices and " : As in the known procedures for Kriging of purely spatial data, these parameters have to be estimated (compare, e.g., Ripley, 1982) . We do not want to go into details but point out some special features which follow from our modelling approach.
Hannan and his coworkers have given over the years an extensive theoretical treatment of maximum likelihood estimates for the parameters of multivariate Gaussian ARMA{ and ARMAX{systems. A compilation of the relevant results is provided by Hannan and Deistler (1988) . In our case, we cannot use this estimation theory directly as we do not observe the ARX{process (t): However, let F ? denote a pseudo inverse of F 0 ; e.g. F ? = (F F 0 ) ?1 F for m N and FF 0 invertible, and let U ?1 be the one time unit backshift operator: U ?1 (t) = (t ? 1): Then, we have from (2) and (4) In a similar manner, the parameters of the AR (1) 
