ABSTRACT. We characterize the bounded and compact generalized Volterra companion integral operators on Fock spaces acting between the standard Fock spaces. As a special case, we prove that there exist no nontrivial compact Volterra companion integral and multiplication operators on Fock spaces. We also obtain asymptotic estimates for the norm of these operators.
INTRODUCTION
For holomorphic functions f and g, the Volterra type integral operator V g and its companion J g are defined by
Applying integration by parts in any one of the above integrals gives the relation
where M g f = gf is the multiplication operator of symbol g. These integral type operators have been studied extensively on various spaces of analytic functions with the aim to explore the connection between their operator theoretic behaviours with the function theoretic properties of the symbols g especially after the works of Pommerenke [16] , and Aleman and Siskakis [3, 4] on Hardy and Bergman spaces. For more information on the subject, we refer to [1, 2, 19] and the related references therein. The idea to extend the operators V g and J g was first raised by S. Li and studied their operator theoretic properties in terms of the pairs (g, ψ) on some spaces of analytic functions on the unit disk [11, 12] . For more recent results on the class of operators in (1.1), one may consult the materials for instance in [14, 15, 22] . Studying operators V ψ g and C ψ g attracted somewhat more attention partly due to the fact that their bounded and compact properties are related to the notion of Carleson measures, which are readily available for several known spaces. In contrast, relatively little is known on the operators J (g,ψ) and C (g,ψ) apart from some cases where the target space is restricted to be a growth type space with norm defined in terms of derivatives. We may mention that these class of operators have also found applications in the study of linear isometries of spaces of analytic functions. A prototype example in this case is the following. Let S p denotes the space of all analytic functions f in the unit disc for which its derivative f ′ belongs to the Hardy space H p . Then it has been show that for p = 2, any surjective isometry T of S p under the norm f S p = |f (0)| + f ′ H p is of the form T f = λf (0) + λJ (g,ψ) f for some unimodular λ in C, a nonconstant inner function ψ and a function g in H p [6] . The bounded and compact properties of the class of operators in (1.1) when acting between Fock spaces were studied in [14, 15] . In this note, we continue that line of research for the remaining class of operators J (g,ψ) and C (ψ,g) which are called the generalized Volterra companion integral operators. Observe that the particular choice ψ(z) = z reduces both J (g,ψ) and C (ψ,g) to the operator J g . On the other hand, setting g = ψ ′ and g = 1 respectively reduce the operators J (g,ψ) and C (ψ,g) to the composition operator C ψ up to a constant. As will be seen latter, a consequence of our main results shows that there exist no nontrivial compact Volterra companion integral and multiplication operators acting between Fock spaces.
The classical weighted Fock space F p α consists of all entire functions f for which
|z| 2 dm(z) < ∞, where 0 < p < ∞, α > 0 is a parameter, and dm denotes the usual Lebesgue area measure on C. For p = ∞, the growth type space F ∞ α contains all entire functions f such that
The space F 2 α , in particular, is a reproducing kernel Hilbert space with kernel function K w (z) = e α z,w and normalized kernel function k w (z) = e α z,w − α|w| 2 /2. We close this introduction with a word on notation: The notation U(z) V (z) (or equivalently V (z) U(z)) means that there is a constant C such that U(z) ≤ CV (z) holds for all z in the set of a question. We write U(z) ≃ V (z) if both U(z) V (z) and V (z) U(z). In addition, we denote by L p the Lebesque spaces L p (C, dm).
THE MAIN RESULTS
In this section, we will present our main results. We may first set
Then our results are expressed in terms of the functions
and generalized Berezin type integral transforms:
and
We now state our first main result.
Theorem 2.1. Let 0 < p ≤ q ≤ ∞ and (g, ψ) be a pair of entire functions. Then
is bounded if and only if M (g,ψ) when q = ∞ and B (|g| q ,ψ) when q < ∞ belong to L ∞ . In this case, we also have
We also estimate the norm by
It may be noted that the conditions on the preceding results do not depend on exponent p from the domain space F p α apart from the sole assumption that p ≤ q, where q is the exponent on the target space. It means that if there exists a p o ≤ q for which the map J (g,ψ) or C (g,ψ) is bounded (compact) from F po α to F q α , the same conclusion holds when we replace the domain space by F p α for any p ≤ q. A similar phenomena was observed in [14, 15] with the class of operators in (1.1) .
Recall that since the Fock spaces are nested, F p α ⊆ F p α whenever p ≤ q [9] , the conditions in Theorem 2.1 are from mapping smaller spaces into larger spaces under the maps J (g,ψ) and C (g,ψ) . Conversely, when we map larger spaces into smaller spaces with the same mappings, we get the following stronger integrability conditions. Theorem 2.2. Let 0 < q < p ≤ ∞ and (g, ψ) be a pair of entire functions. Then 
Unlike the case for Theorem 2.1, the conditions in the preceding theorem rely on both the domain and the targets space exponents p and q except for the case when p = ∞. In this case, the corresponding condition is independent of the target space exponent q as long as q < p.
From the relation
, we observe that if any two of the operators V g , J g and M g are bounded so does the third onve. Interestingly, in Fock spaces more can be said, namely that M g is bounded (compact) if and only if so is the operator J g . We formulate this observation as a corollary below and prove our assertion in the next section. The results in the corollary verify that there exist no nonzero compact Volterra companion integral and multiplication operators acting between Fock spaces. Furthermore, it has now become clear that more symbols g are admissible in inducing bounded or compact V g than J g . More specifically, a number of results from [5, 14, 15] 
is bounded if and only if g is a complex polynomial of degree not exceeding 2, and its compactness holds if and only if its degree does not exceed 1. On the other hand, if p > q, then V g is bounded or compact if and only if g is again a polynomial of degree not exceeding 1. It means that the bounded (compact) properties of the sum V g + J g merely depends on the boundedness (compactness) of the summand J g when all the three operators act between Fock spaces.
By simply scaling z as βz for some |β| < 1, it is easily seen that a wider class of symbols g are admissible in giving rise to bounded (compact) J (g,ψ) than those g guaranteed in the corollary. For instance if we set ψ(z) = β|s|, |β| < 1 and g be entire function such that |g(z)| 2 ≤ e γ|z| 2 where |β| 2 + γ < 1. Then the pair (g, ψ) satisfies the condition in part (i) of Theorem 2.1. This gives another impetus for the need to take further the study of Volterra companion integral and composition operators to the generalized cases J (g,ψ) and C (ψ,g) .
Combining the results from Theorem 2.1, Theorem 2.2 and the corresponding boundedness (compactness) results from [14, 15] , we immediately deduce the following.
Corollary 2.2. Let g be a holomorphic function on
The converses of the statements in the corollary in general fail. To find a simple counterexample, we may simply set ψ(z) = z. Then the class of operators in (1.1) reduces to the Volterra type integral operator V g while those at (1.2) reduce to its companion operator J g . Then the desired conclusion follows from the analysis in the paragraph immediately after Corollary 2.1 above.
AUXILIARY RESULTS
In this section we collect some auxiliary results that will be used in our subsequent considerations. Our first lemma provides a criteria for compactness of J (g,ψ) and C (g,ψ) when acting between Fock spaces. (ii) A similar statement holds when we replace the operator
The lemma can be proved following standard arguments, and will be used repeatedly in what follows without mentioning it over and over again.
For q ≥ 0, we set ϕ q (z) = (1 + |z|) q to be a weight function on C. Then for each p ≥ 1, we introduce weighted L p ϕq spaces consisting of all measurable functions f on C such that
for finite p and when p = ∞, the corresponding norm is given by
For a Borel measure µ on C, we also define a Berezin type integral transform associated with it by
In particular when µ is a measure such that dµ(z) = f (z)dm(z) for a given measurable function f , we prove the following.
, D(z, r) = {ζ ∈ C : |z − ζ| < r}, and
Proof. We mention that for the case when q = 0, the lemma was first proved in [7] . We use interpolation arguments between the Lebesgue spaces L p w and L p and extend the techniques there. Thus, it suffices to establish the statements for p = 1 and p = ∞. We begin with the case p = 1 and apply Fubini's theorem to estimate
On the other hand, applying Fubini's theorem again and the fact that χ D(ζ,r) (z) = χ D(z,r) (ζ) for all ζ and z in C, we have
where the last estimate follows since 1 + |z| ≃ 1 + |ζ| for each z in D(ζ, r).
We now proceed to show the case for
Seemingly, we also have
Now observe that since f belongs to L ∞ ϕq , it satisfies |f (ζ)| (1 + |ζ|) −q for each ζ in C. This means that the last integral in (3.2) is uniformly bounded independent of z. If we set M 1 to be one of such a bound and
then we see that the integral is indeed bounded by M 1 M 2 |f (z)| for any z. Taking this into account, we obtain
and completes the proof. 
Proof. For each τ in C we may write
Using again the simple fact that χ D(z,δ) (ζ) = χ D(ζ,δ) (z), the double integral above is easily seen to be equal to
where m(E) refers to the Lebesque area measure of set E. Clearly, the right hand quantity is bounded from below by
where the lower estimate follows since ζ ∈ D(τ, r), there obviously exists a disc
From the above analysis, we conclude
If we now set f (z) = µ(D(z, δ)), then the estimate above along with Lemma 3.2 ensure that
for each p ≥ 1 and any r > 0. We need to deduce the same when 0 < p < 1. In this case, (3.3) and Fubini's theorem imply
independent of the choice of r again. This along with (3.4) establishes our claim for all exponent p.
We next recall the notion of lattice for the complex plane C. For a positive r, we say that a sequence of distinct points (z k ) k∈N ⊂ C is an r/2− lattice for C if the sequence of the discs D(z k , r), k ∈ N constitutes a covering of C and the discs D(z k , r/2) are mutually disjoint. An interesting example of such a lattice can be found in [7] . The proof of the lemma can be found in [18, 24] where in [18] a more general setting has been considered. The sequence z k , k ∈ N will refer to such a fixed r/2 lattice in the remaining part of the paper. We now establish a basic lemma that will be used in the proof of the necessity parts of our main results. The lemma is also of its own interest.
Lemma 3.5. Let µ be a nonnegative measure on C, q ≥ 0 and 0 < p ≤ ∞. Then the following statements are equivalent.
Proof. We begin with the proof of (i) implies (ii). For any nonnegative r and q, we have
from which we obtain the estimate
independently of the choices of r and exponent p. We now prove the equivalency of statements (ii) and (iii), and assume that part (ii) holds. Note that by the triangle inequality
for each z in D(z j , r). This and Lemma 3.3 imply
Since for each z, there exists j for which z belongs to the disc D(z j , r), the case p = ∞ follows easily from the relation in (3.7). Therefore,
for all positive r and all p. Conversely, assume that the sequence µ(D(z j , r))(1+|z j |)
The case p = ∞ holds trivially again. Thus, from (3.9) we establish the estimate
To complete the proof of the lemma, we next show that (ii) implies (i). By Lemma 2.1 of [7] applied to the function k w , we have
Multiplying both sides of the inequality by ϕ q (w) and subsequently integrating against the measure µ give
where we set f (z) = µ (D(z, r) ). This along with Lemma 3.2 yield
for all p ≥ 1. To this end, we remain with the case for p < 1. Observe that for each z in D(z j , r), we estimate
From this fact and completing the square in the inner product from the kernel function, it follows that 14) where the last inequality is possible since 0 < p < 1. Applying the change of variables ζ = w − z j and using the obvious inequality |a + b| q ≤ 2 q (|a| q + |b| q ), the integral above can be estimated as
which is bounded by
as the last integral is easily seen to be convergent. Using this fact, relation (3.14), and the equivalency of the already proved statements in (ii) and (iii) in the lemma, we obtain
as required. Now from the series of estimates in (3.6), (3.8), (3.10), (3.13) and (3.15), we conclude the asymptotic norm relations in (3.5).
PROOF OF THE MAIN RESULTS
Before we begin proving the main results, we proceed to recall a few more facts that will be used in our subsequent considerations. A recent result of Constantin [5] ensures that for each entire function f
|z| 2 dm(z) (4.1) for 0 < p < ∞. The corresponding estimate for p = ∞ follows from [15] and reads
These Littelwood-Paley type estimates provide a natural description of the Fock spaces F p α in terms of the first derivatives and we will use them repeatedly in our proofs. From the relations in (4.1) and (4.2), we also easily deduce the pointwise estimate
for each point z in C, exponent 0 < p ≤ ∞, and holomorphic function f.
Proof of Theorem 2.1. (i)
Sufficiency. First assume that q < ∞. Since |f ′ | p is subharmonic for each holomorphic function f , by Lemma 1 of [8] , we have the local estimate
where r > 0 is fixed. Applying (4.1) and (4.4) with p = q and r = 1, we obtain
|w| 2 dm(w)dm(z). (4.5) On the other hand, since χ D(ψ(z),1) (w) = χ D(w,1) (ψ(z)), by Fubini's theorem it follows that the right-hand side of the above inequality is equal to
where we set ξ = ψ(z),
for every Borel subset E of C, and use the fact that 1 + |w| ≃ 1 + |ξ| whenever ξ belongs to the disc D(w, 1). Applying (4.1) with p = q again, the right-hand double integral in (4.6) is bounded by a constant multiple of
If we show that the supremum above is finite, then the desired conclusion follows since F p α 
where in the last relationship we have used a simple fact that if ξ ∈ D(w, 1), then
and integrating (4.8) against the measure µ g we have that
On the other hand, for q = ∞, the sufficiency of the condition follows from a simple estimation along with (4.2) and (4.3) as
From the series of estimations (4.5), (4.6), (4.7) and (4.9), we have already one side of the asymptotic relation in (2.1), namely that J (g,ψ) is bounded by a constant multiple of M (g,ψ) L ∞ for q = ∞ and B (|g| q ,ψ)
1/q L ∞ whenever q < ∞. Necessity. Assuming that q < ∞, we apply J (g,ψ) to k w and invoke (4.1) to obtain
To arrive at the desired conclusion, it remains to show the estimate
To do so, we may invoke Lemma 3.5 and equivalently express the conditions in the theorem in terms of the sequence (1 + |z j |) q µ(D(z j , r)) j∈N for some measure µ on C. Indeed, carefully examining the proof of the lemma we see that the sequence |z j | q µ(D(z j , r) ) j∈N belongs to ℓ p if and only if the function
belongs to L p . Using this fact for the case p = ∞, we may equivalently write condition (4.10) as sup
where µ (g,ψ) is a measure on C such that
Having singled out this connection with a discrete setting, we will arrive at (4.11) if we equivalently show that the sequence
This immediately follows from (4.12) if |z j | ≥ 1 for all j in N. On the other hand, since the sequence (z j ), j ∈ N is an r/2− lattice for C, |z j | → ∞ as j → ∞. This means that the inequality |z j | < 1 can possibly hold for only a finite number of indices j, and hence
from which and (4.10) we conclude that
On the other hand, if q = ∞, then applying (4.2) we have
for all z and w in C. In particular, when we set w = ψ(z), we get
From (4.14) we have that From (4.16) and the Cauchy inequality we easily obtain that ψ has the form ψ(z) = az + b with |a| ≤ 1 and b = 0 whenever |a| = 1. Using this in (4.14) we have that
from which it easily follows that
(ii) We now assume that B (|g| q ,ψ) vanishes at infinity and proceed to prove that J (g,ψ) is compact. We consider a sequence (f n ) n∈N of functions in F p α such that sup n f n p < ∞ and f n converges to zero uniformly on compact subsets of C as n → ∞. Following the arguments made in the proof of the sufficiency part, for a positive R and a finite exponent q ≥ p, we have
for every R > 0. Since B (|g| q ,ψ) vanishes at infinity we have that for every ε > 0 there is an R 0 > 0 such that
for every ρ ≥ R 0 . We may assume that R 0 = R.
Applying (4.1) and the assumption that f n p is uniformly bounded, we obtain
(4.20)
On the other hand, we have the next estimate
where we have used the fact that the integral
is finite due to the boundedness of B (|g| q ,ψ) (w). Since f n converges to zero uniformly on compact subsets of C, taking the lim sup in (4.21) and combining the result with (4.20) we get lim sup
From this and since ε is an arbitrary positive number we get lim n→∞ J (g,ψ) f n q = 0, so by Lemma 3.1 the compactness follows. We need to conclude the same when q = ∞. For this, we may modify a common approach used in dealing with the compactness of operators acting between spaces of holomorphic function with target space restricted to be a growth space (see, for example, [15, 20, 21] ). To this end, we note that the function f 0 (z) = z belongs to F p α for all p > 0. It follows that by the boundedness and (4.2),
For each positive ǫ, the necessity of the condition implies that there exists a positive N 1 such that M (g,ψ) (z) < ǫ for all z ∈ C such that |ψ(z)| > N 1 . From this along with (4.2) and (4.3), we get |g(z)||f
for all z ∈ C such that |ψ(z)| > N 1 and all n. On the other hand if |ψ(z)| ≤ N 1 , then applying (4.22) it is easily seen that
as n → ∞. Then we combine (4.23) and (4.24) to arrive at the desired conclusion.
To complete the proof of part (ii) of Theorem 2.1, it remains to verify the necessity of the compactness condition. Since k z is bounded in F p α and uniformly converges to zero on any compact subsets of C as |z| → ∞, the compactness of J (g,ψ) implies
Now suppose that q = ∞ and further assume that there exists a sequence of points (z j ) j∈N ⊂ C such that |ψ(z j )| → ∞ as j → ∞. If such a sequence does not exist, then necessity trivially holds. It follows from the compactness of J (g,ψ) that
and completes the proof of part (ii) of Theorem 2.1. The statements in parts (iii) and (iv) of the theorem follow from simple variants of the proofs of the statements in parts (i) and (ii) respectively. First observe that (
. It means that we only need to replace the quantity g(z) by g(ψ(z))ψ ′ (z) in all the above arguments and proceed as in the preceding parts. Thus we omit the remaining details.
Proof of Theorem 2.2. (i).
Since the compactness obviously implies the boundedness through the normal family argument, we will prove that boundedness implies the L p/(p−q) and L 1 integrability conditions and this in turn implies compactness. Proceeding as in the proof of the first part of Theorem 2.1, we have
Since p > q, applying Hölder's inequality, the right hand side quantity is bounded by
whenever p is finite. On the other hand if p = ∞, then by (4.2), it follows that
From the estimates in (4.26), (4.27) and (4.28), we also have
This establishes one part of the asymptotic relation in (2.3). The remaining part of the estimate will follow from our next proof of the integrability condition. For this, we appeal to the atomic decomposition of functions in Fock spaces, i.e., each function in F p α is generated by an ℓ p sequence as
This was proved in [9] for p ≥ 1 and in [23] for 0 < p < 1. We first assume that 0 < q < ∞, and if (r j (t)) j∈N is the Rademacher sequence of functions on [0, 1] chosen as in [13] , then Khinchine's inequality yields
Note that here if the r j (t)'s are chosen as refereed above, then the sequence (c j r j (t)) j∈N belongs to ℓ p with (c j r j (t)) ℓ p = (c j ) ℓ p for all t and
Setting as before
and making use of (4.31), and subsequently Fubini's theorem, we obtain
(4.34)
Invoking (4.1) with p = q, the double integral above is asymptotically equal to
where the estimate follows by the boundedness assumption and (4.32).
Now if q ≥ 2, then we obviously have
On the other hand, if q < 2, then applying Hölder's inequality, we obtain
(4.37)
From (4.34), (4.35), (4.36), and (4.37) we deduce
for each q. Now, if p = ∞, we set c j = 1 for all j ∈ N in (4.38) to see that the sequence
This obviously holds when |z j | ≥ 1 for all j ∈ N. Thus, we proceed to verify the case when |z j | < 1. To this end, note that since (z j ) j∈N is a fixed sequence with the property that |z j | → ∞ as j → ∞, the inequality |z j | < 1 can happen only for a finite number of j's. It follows that there exist a positive constant N f for which
On the other hand, if p < ∞, then since (|c j | q ) j∈N ∈ ℓ p/q a duality argument with (4.38) ensures that the sequence (|z j | q µ(D(z j , r))) j∈N belongs to ℓ p/(p−q) . Using this fact and following the same arguments made above for the case when p = ∞, we deduce
We combine this with Lemma 3.5 to arrive at the desired conclusion. Looking at the above proof, we also have
from which and (3.5), the reverse asymptotic estimate in (4.29) holds.
when R → ∞. For such sufficiently big R, we estimate the remaining piece of integral as
The proof of part (ii) of the theorem is very similar to the proof made above for part (i) and we omit it.
4.3. Proof of Corollary 2.1. (i) As pointed out earlier, for the special case when ψ(z) = z, the operators J (g,ψ) reduce to the Volterra companion operator J g . We may first assume that g is a constant function and q < ∞. Then setting ψ(z) = z in Theorem 2.1, we see
is finite. In a similar way, if q = ∞, then M (g,ψ) (z) ≃ 1 for all points z in C. On the other hand, if B (|g| q ,ψ) is bounded, then by subharmonicity, we have
where we used the fact that 1 + |z| ≃ 1 + |w| whenever z belongs to the disc D(w, 1). The above estimate implies that
Since g is an entire function, this holds only when g is a constant function. For q = ∞, the necessity is rather immediate because
We next show the claim that M g is bounded if and only if g is a constant function again. Assuming that M g is bounded and q < ∞, we have for each w and z in C. In particular when we set w = z, we find that |g(w)| is uniformly bounded independent of w from which the assertion follows.
To prove the corresponding statements for compactness, we may note that if g = 0, then both J g and M g are the trivial zero maps and they are compact. On the other hand, suppose J g is compact. Then by Theorem 2.1 and (4.42), we have that (ii) Since the sufficiency is trivial, we shall assume that J g is bounded (compact) and proceed to show that g is the zero function. We may first suppose p < ∞. Then an application of part (i) of Theorem 2.2 and subharmonicity give This holds only if g = 0. On the other hand, if p = ∞, then we repeat the above algorithm with exponent p/(p − q) replaced by 1 and to easily arrive at the same conclusion.
To prove that bounded (compact) M g implies g is the zero function, we act as in the proof of the necessity of the condition in Theorem 2.2. We in particular follow the rout leading to the estimate (4.35). In this case, the corresponding estimate would be Since g is analytic, the estimates in (4.47) and (4.48) hold only if g is the zero function as asserted. Interested readers may consult [17] to see why the zero function is the only L q integrable entire function on C.
