Neutrosophic set, initiated by Smarandache, is a novel tool to deal with vagueness considering the truth, indeterminacy and falsity memberships satisfying the condition that their sum is less than 3. This set can be used to characterize the information more accurately than the intuitionistic fuzzy set. Under this set, the objective of this manuscript is to present some new operational laws called as logarithm operational laws with real number base k for the single-valued neutrosophic (SVN) numbers. Various desirable properties of the proposed operational laws are contemplated. Further, based on these laws, different weighted averaging and geometric aggregation operators are developed. The properties such as idempotency, monotonicity, boundedness are provided to support the proposed operators. Then, we utilized these operations and operators to present a multiattribute decision making method to solve the decision-making problems. A real numerical example is given to demonstrate the approach under SVN environment. The legitimacy of the proposed strategy is exhibited with a numerical illustration and compared the results with the several existing approaches result.
Introduction
Multiattribute decision making (MADM) methods is one of the cognitive-based human activity to rank a finite set of alternatives based on existing decision making information. Traditionally, researchers are expressed the alternatives preference in terms of crisp numbers; however, these properties have not been observed. Thus, to handle the uncertainty in the data, the theory of fuzzy sets (FSs) (Zadeh, 1965) and its extensions such as intuitionistic fuzzy sets (IFSs) (Atanassov, 1986) , interval-valued intuitionistic fuzzy sets (IVIFSs) (Atanassov & Gargov, 1989) are widely used by the researchers to solve the MADM problems. Over the last decades, several researchers have presented different types of the operational laws under these theories. For instances, Atanassov (1999) defined the basic operations such as 'union', 'intersection', 'power', and so on. Xu and Yager (2006) defined some basic operational laws such as 'addition', 'subtraction', 'scalar multiplication' for different intuitionistic fuzzy numbers (IFNs). Lei and Xu (2015) defined the subtraction and division operations for IFNs. Garg and Ansha (2018) , Garg (2018b) developed some basic arithmetic operations on generalized parabolic and sigmoidal fuzzy numbers respectively. Li and Wei (2017) presented some logarithm operational laws of IFSs. Garg (2018c) presented logarithm operations laws to the Pythagorean fuzzy sets. Based on these laws, researchers have developed some aggregation operators (AOs) to solve MADM problems. For instance, Xu (2007) developed some weighted averaging AOs under IFSs environment. Garg (2017) , Garg (2016) developed some generalized interaction geometric AOs using Einstein norm operations. Kaur and Garg (2018) presented cubic intuitionistic fuzzy aggregation operators. Apart from these, other kinds of AOs are developed by the authors and are summarized in Wang and Triantaphyllou (2008) , Kumar and Garg (2018) , De, Biswas, and Roy (2000) , Garg and Singh (2018) , Abdel-Basset, Mohamed, and Smarandache (2018) , Abdel-Basset, Mohamed, Zhou, and Hezam (2017) , Abdel-Basset, Zhou, Mohamed, and Chang (2018) , Garg (2018a) , and Rani and Garg (2018) to solve MADM problems. But from these studies, it has been analyzed that they are unable to considered the indeterminate and inconsistent data.
To resolve this, Smarandache (1998) presented a new component named as ''indeterminacy-membership function" along with ''truth membership function" and ''falsity membership function", all which are independent of each other and lying in 0 À ; 1 þ ½, and the corresponding set is known as a neutrosophic set (NS). Smarandache (1998) , Wang, Smarandache, Zhang, and Sunderraman (2010) presented the concept of a single-valued neutrosophic (SVN) set (SVNS). Wang et al. (2010) introduced some basic operations of SVNSs. Smarandache (2016) defined the subtraction and division operators of SVN numbers (SVNNs). Peng, Wang, Wang, Zhang, and Chen (2016) introduced some basic operational laws such as ''addition", ''multiplication", ''scalar multiplication" and hence presented an AO based on these laws. Nancy and Garg (2016a) presented some improved score function to rank the different SVNSs. Later on, some different kinds of the AOs have been proposed by the authors using algebraic norm (Ye, 2014) , Hamacher norm (Liu, Chu, Li, & Chen, 2014) , Frank norm (Nancy & Garg, 2016b) , hybrid operator (Garg & Nancy, 2018a) . Ye (2016) presented an exponential operational law and the aggregation operators. Garg and Nancy (2018b) presented a TOPSIS method under an interval NS environment to solve MADM problems. Garg and Nancy (2018c) presented some prioritized aggregation operators under the linguistic SVNS environment. Aside from these, various authors incorporated the idea of NS theory into the different fields (Biswas, Pramanik, & Giri, 2016; Broumi & Smarandache, 2014; Garg & Nancy, 2016 , 2017 , 2018d Jha et al., 2018; Li, Liu, & Chen, 2016; Liu & Wang, 2014; Peng & Liu, 2017; Peng & Dai, 2018a , 2018b Smarandache, 2018) .
It is well known that during the aggregation process, the most important process is to define the operational laws. But from the existing literature, it is observed that most of the existing aggregation operators are based on the assumption that weight is a crisp number within [0, 1] . However, Ye (2016) introduced the exponential operational laws as a supplement of operational laws of SVNSs, where the bases are the real numbers and the exponents are SVNSs. With the growing sound of the SVNS both in depth and scope, different kinds of some new operational laws and the aggregation methods are needed. As a kind of important mathematical operation, the logarithmic operational law of SVNSs is necessary to be developed in the field of the aggregation process. By taking the advantages of SVNS and in order to consummate the logarithmic operational laws under the SVNS circumstances, we define the logarithmic operational law (LOL) of SVNSs and SVNNs, in which the logarithm base k is taken as a positive real number. Also, some properties of LOL are discussed. Furthermore, in the field of the aggregation process, to aggregate the different value into a single one, the weighted averaging and geometric operators are developed with the help of LOLs under SVNS environment. These operators are named as logarithm single-valued neutrosophic (L-SVN) weighted average (L-SVNWA), L-SVN weighted geometric (L-SVNWG), L-SVN ordered weighted average (L-SVNOWA) and L-SVN ordered weighted geometric (L-SVNOWG) which are in the general form and depends on each k. For instance, the basic averaging and geometric operators are the special case of the proposed operators. Various prominent characteristics of these operators are discussed in details. Then, we utilized these operations and operators to develop multiattribute decision making approach. At last, we influence the selection of the logarithm base and the logarithm operations for SVNNs in practice. Since proposed operators has different forms through choosing different values of k. Therefore, the decision maker's can obtain different decision results by using proposed aggregation operators, which greatly enhances the flexibility and agility of decision making method.
The remainder of this paper is set out as follows: Section 2 gives some basic knowledge and operations on SVNNs. Section 3 defined the LOL for SVNNs and the aggregation operators based on these laws. Section 4 proposes the decision making approach for solving the multiattribute decision making problems with SVNN information. The applicability of the proposed work has been demonstrated through an illustrated example in Section 5. The paper ends with some conclusions in Section 6.
Basic concepts
In this section, some basic definitions related to NS, SVNS on the universal set X are discussed. Definition 2.3. (Peng et al., 2016; Wang et al., 2010; Ye, 2016) Let b ¼ hf; j; ui; b 1 ¼ hf 1 ; j 1 ; u 1 i and b 2 ¼ hf 2 ; j 2 ; u 2 i be three SVNNs, then 
Definition 2.5. (Peng et al., 2016) If b j ¼ hf j ; j j ; u j i ðj ¼ 1; 2; . . . ; nÞ be n SVNNs having weight vector x ¼ ðx 1 ; x 2 ; . . . ; x n Þ T such that x j > 0 and P n j¼1 x j ¼ 1, then the weighted averaging and geometric aggregation operators which are defined as (a) SVNWA and SVNOWA operators
(b) SVNWG and SVNOWG operators
where r is a permutation of ð1; 2; . . . ; nÞ such that b rðjÀ1Þ P b rðjÞ for j ¼ 2; . . . ; n.
Logarithmic operational laws and its based aggregation operators of SVNSs
In this section, we have introduced some new logarithmic operational laws (LOL) for the SVNNs.
Logarithmic Operational laws
Let b be SVNNs and k > 0 be a real number. Since log k 0 and log 1 x is not defined in real numbers, so we assume that b -0 where 0 is the zero SVNN, b -h0; 1; 1i and k -1 throughout the study.
Definition 3.1. Let X be the non-empty fixed set and A ¼ fhx; f A ðxÞ; j A ðxÞ; u A ðxÞi j x 2 X g be SVNS, then we can define a logarithm operational laws of SVNS A as follows:
It is clearly seen that the log k A is also SVNS. As it is clear from the definition of SVNS, for all x 2 X , the functions f A ; j A and u A satisfy:
f A : X ! ð0; 1; j A : X ! ½0; 1Þ; u A : X ! ½0; 1Þ and 0 6 f A ðxÞ þ j A ðxÞ þ u A ðxÞ 6 3. If 0 < k 6 minff A ; 1 À j A ; 1 À u A g 6 1 and k -1, then the membership function: 1 À log k f A : X ! ½0; 1; 8 x 2 X ! 1 À log k f A ðxÞ 2 ½0; 1; the indeterminacy function log k ð1 À j A Þ : X ! ½0;1; 8 x 2 X ! log k ð1 À j A ðxÞÞ 2 ½0; 1; and the non-membership function:
where 0 < k 6 minff A ; 1 À j A ; 1 À u A g 6 1; k -1 is SVNS.
Definition 3.2. Let b ¼ hf; j; ui be SVNN. If 
Theorem 3.1. For SVNN b, the value of operator log k b is SVNN.
Proof. Let SVNN b ¼ hf; j; ui satisfies 0 < f 6 1; 0 6 j < 1; 0 6 u < 1 and f þ j þ u 6 3. The, following two cases happens.
Case 1: When 0 < k 6 minff; 1 À j; 1 À ug < 1; k -1. Thus, 0 6 log k f; log k ð1 À jÞ; log k ð1 À uÞ 6 1 and hence 0 6 1 À log k f 6 1; 0 6 log k ð1 À jÞ 6 1; 0 6 log k ð1 À uÞ 6 1 and 0 6 1 À log k fþ log k ð1 À jÞ þ log k ð1 À uÞ 6 3. Therefore, log k b is SVNN. Case 2: When k > 1 and 0 < 1 k < 1 and 1 k 6 minff; 1 À j; 1 À ug, so it is easy to obtain that log k b is SVNN.
Hence, the operator log k b is SVNN. h Next, we discuss some basic properties of L-SVNN log k b based on LOL by taking k 2 ð0; 1Þ, while for k > 1 it can be obtained analogously.
Proof.
(i) According to the Definitions 2.3 and 3.2, we have
Theorem 3.4. Let b i ¼ hf i ; j i ; u i iði ¼ 1; 2; 3Þ be three SVNNs, 0 < k 6 minff i ; 1 À j i ; 1 À u i g 6 1 and k -1. Then,
Proof. The proof is trial. h Theorem 3.5. Let b i ¼ hf i ; j i ; u i iði ¼ 1; 2Þ be two SVNNs, 0 < k 6 minff i ; 1 À j i ; 1 À u i g 6 1; k -1 and k; k 1 ; k 2 > 0 be three real numbers. Then,
Proof. For SVNNs b 1 ; b 2 and by Definition 3.2, we get
and hence by using the operations laws between two SVNNs, we have
(ii) For a real number k > 0, we have
For real positive number k 1 and k 2 , we have
(iv) For real positive number k 1 and k 2 . Since
and hence
(v) For positive real numbers k 1 and k 2 , we have
Proof. By Definition 3.2, we have
À jÞ 6 log k 2 ð1 À jÞ and log k 1 ð1 À uÞ 6 log k 2 ð1 À uÞ which implies that log k 1 b P log k 2 b.
On the other hand, when k 1 ; k 2 > 1 and k 1 6 k 2 , we get 0 < 1 k 2 6 1 k 1 6 minff; 1 À j; 1 À ug 6 1; k 1 ; k 2 -1. Therefore, as discussed above, we can also obtain log k 1 b 6 log k 2 b. h Theorem 3.7. Let b 1 ¼ hf 1 ; j 1 ; u 1 i and b 2 ¼ hf 2 ; j 2 ; u 2 i be two SVNNs. If f 1 6 f 2 ; u 1 P u 2 and j 1 P j 2 , i.e.,
Proof. Similar with Theorem 3.6. h
Aggregation operators
Based on the LOL of SVNNs, we define some weighted aggregation operators as follows.
then the function L-SVNWA is called logarithmic SVN weighted averaging operator, where x ¼ ðx 1 ; x 2 ; . . . ; x n Þ T is the weight vector of log k i b i with x i > 0 and
. . . ; nÞ be a collection of SVNNs. Then, the aggregated value by using L-SVNWA operator is also SVNN and is given by
Proof. We prove the result given in Eq. (10) by employing mathematical induction on
is SVNN which implies that f i ; j i ; u i 2 ½0; 1 and f i þ j i þ u i 6 3. Then the following steps of the mathematical induction are executed.
Step 1:
Since by Definition 3.2, we can see that log k 1 b 1 and log k 2 b 2 are SVNNs and hence x 1 log k 1 b 1 È x 2 log k 2 b 2 is also SVNN. Further, for b 1 and b 2 , we have
Thus, result holds for n ¼ 2.
Step 2: Assume Eq. (10) holds for n ¼ k. Now, for
and the aggregated value is also SVNN. Therefore, Eq. (10) holds for n ¼ k þ 1 also. Hence, result is true for all positive integer n by the means of principle of mathematical induction.
On the other hand, if
and aggregated value is SVNN. h T is the weight vector of them. Consider- Next, we give some properties of the proposed L-SVNWA operator for
Then, by Theorem 3.8, we get
Proof. Since, for any i; min i ff i g 6 f i 6 max i ff i g; min i fj i g 6 j i 6 max i fj i g, and min i fu i g 6 u i 6 max i fu i g.
Then, based on the monotonicity of logarithm function, we have
Based on score function, we get
Hence, Sðlog k b À Þ 6 Sðlog k bÞ 6 Sðlog k b þ Þ. Now, we discuss the three cases:
Therefore, by combining all these cases, we get
. . . ; nÞ be two collections of SVNNs. If where 0 < k rðiÞ 6 minff rðiÞ ; 1 À j rðiÞ ; 1 À u rðiÞ g 6 1; k rðiÞ -1 and r is the permutation of ð1; 2; . . . ; nÞ such that b rðiÀ1Þ P b rðiÞ for i ¼ 2; 3; . . . ; n.
Theorem 3.9. For a collection of SVNNs b i ¼ hf i ; j i ; u i iði ¼ 1; 2; . . . ; nÞ, the aggregated value by using L-SVNOWA operator is still SVNN and given by Proof. The proof follows from Theorem 3.8. h Definition 3.5. Let b i ¼ hf i ; j i ; u i iði ¼ 1; 2; . . . ; nÞ be a collection of SVNNs, 0 6 k i 6 min i ff i ; 1 À j i ; 1 À u i g 6 1;
then the function L-SVNWG is called logarithmic SVN weighted geometric operator, where x ¼ ðx 1 ; x 2 ; . . . ; x n Þ T is the weight vector of log ki b i with x i > 0 and P n i¼1 x i ¼ 1. 
where 0 < k rðiÞ 6 minff rðiÞ ; 1 À j rðiÞ ; 1 À u rðiÞ g 6 1; k rðiÞ -1 and r is the permutation of ð1; 2; . . . ; nÞ such that b rðiÀ1Þ P b rðiÞ for i ¼ 2; 3; . . . ; n. 6 1; k rðiÞ -1 
Proof. Similar to Theorem 3.8. h
As similar to L-SVNWA operator, the L-SVNOWA, L-SVNOWG and L-SVNWG operators also have the same properties.
Furthermore, if
Proposed MADM method
In this section, a decision making method present under SVN information based on the proposed operators. For it, consider a MADM problem with 'm' different alternatives denoted by A 1 ; A 2 ; . . . ; A m and are evaluated under the set of 'n' different attribute C 1 ; C 2 ; . . . ; C n with weight vector is x ¼ ðx 1 ; x 2 ; . . . ; x n Þ T such that x j > 0 and P n j¼1 x j ¼ 1. An expert has evaluated these alternatives and gives their preferences as SVNNs b ij ¼ hf ij ; j ij ; u ij i such that 0 6 f ij ; j ij ; u ij 6 1 and f ij þ j ij þ u ij 6 3. The collection information of all the alternatives are summarized in decision-matrix D as On the other hand, the logarithm base index for these SVNNs are denoted by k ij where 0 < k ij 6 minff ij ; 1 À j ij ; 1 À u ij g 6 1; k ij -1 for i ¼ 1; 2; . . . ; m; j ¼ 1; 2; . . . ; n and are summarized in the matrix format K ¼ ðk ij Þ mÂn as
By using the logarithm operation on each SVNN b ij , we convert the given decision matrix D into its equivalent logarithm score matrix S as ð17Þ where Sðlog kij b ij Þ ¼ 1 À log kij f ij À log kij ð1 À j ij Þ À log kij ð1 À u ij Þ is the score function of log kij b ij .
The attribute weights plays a significant role during the ranking order of the alternatives and hence in the decision making process, a weighted sum of each alternative, called as suitability function QðA i Þ, is obtained as
Based on this function, a mathematical programming model for determining the weight vector is formulated as below.
Here, QðA i Þ represents the overall score function for each alternative A i ði ¼ 1; 2; . . . ; mÞ. After solving this model, we get the weight vector x ¼ ðx 1 ; x 2 ; . . . ; x n Þ T . Now, based on these weight vectors, aggregate all the preference values either by using L-SVNWA or L-SVNWG or L-SVNOWA or L-SVNOWG and get the collective one b i . Finally, rank the alternative based on the score value of the aggregated number b i and chose the best choice according to the highest value.
In the nutshells, after combination all the above demonstrations, our proposed decision making method under SVNN environment has been summarized as follows.
Step 1: Formulate the neutrosophic decision matrix D of rating values of the alternative A i with respect to attribute G j denoted by b ij ¼ hf ij ; j ij ; u ij i and the parameters k ij for i ¼ 1; 2; . . . ; m; j ¼ 1; 2; . . . ; n.
Step 2: Convert the above matrix into the score matrix S by using Eq. (17).
Step 3: Solve the optimization model (19) based on the partial known weight information H about the attribute and get weight vector x ¼ ðx 1 ; x 2 ; . . . ; x n Þ T .
Step 4: Utilize the appropriate aggregation operator either L-SVNWA, or L-SVNOWA, or L-SVNWG or L-SVNOWG to aggregate the different preferences of the decision maker.
Step 5: Rank the alternative by using score function and chose the best alternative(s).
Illustrative example
The proposed approach is illustrating with a practical example which is stated as below.
Case study
Goods and Services Tax (GST) is an indirect tax which is designed to make India an integrated common market. While GST promises to user in an era of unified indirect tax regime, integrating India into a single homogenous market, it comes with certain complications inherited from the legacy tax regime. With the government gearing up to enforce the GST in Punjab from July 1, the issue of traders having limited computer knowledge and poor connectivity. In order to counter this, the state government has planned to train more than 2000 youths as 'GST Mitra' to cater the traders. Punjab GST Mitra Scheme, which has to be started as pilot project from Patiala, proposes to assist tax payers in furnishing the details of outward supplies, inward supplies and returns, filing claims or refunds, filing any other applications etc., in GST Regime. It aims to create a group of Tax professionals available in the locality or at the doorstep of tax payer, at affordable costs throughout State of Punjab.
The poor internet connectivity in far-flung areas has emerged as a big stumbling block in the success of 'GST Mitra' scheme. In order to provide the online services to run this scheme, state government is planning to give contract combinedly to private mobile service provider along with state-owned BSNL. For this, the Indian government had been issued the global tender to select the contractor for these projects in the newspaper and considered the five attribute required for its namely, Technology Expertise ðC 1 Þ, Service quality ðC 2 Þ, Bandwidth ðC 3 Þ, Internet speed ðC 4 Þ and Customer Services ðC 5 Þ. The importance of these attribute is taken as partially known. The five contractors (i.e. alternatives) namely, ''Jaihind Road Builders private (Pvt.) limited (Ltd.)" ðA 1 Þ, ''J.K. Construction" ðA 2 Þ, ''Build quick Infrastructure Pvt. Ltd." ðA 3 Þ, ''Relcon Infra projects Ltd." ðA 4 Þ, and ''Tata Infrastructure Ltd." (A 5 ) bid for these projects. Then, the aim of the government is to recognize the best internet service to their own citizens. The procedure for selecting the best internet service provider is summarized in the following steps.
Step 1: The rating values of the expert towards the five alternatives A i ði ¼ 1; 2; 3; 4; 5Þ are listed as
In this matrix, corresponding to alternative A 1 under criterion C 1 , when we ask the opinion of an expert about the alternative A 1 with respect to the criterion C 1 , he or she may that the possibility degree in which the statement is good is 0.5, the statement is false is 0.4 and the degree in which he or she is unsure is 0.3. The other values in the matrix have similar meanings. Furthermore, the preferences of the logarithm base k ij are summarized as
Step 2: By using Eq. (17), the score matrix M is
Step 3: Assume that the partial weight information about the attribute weights as given by decision maker is H ¼ f0:15 6 x 1 6 0:20; 0:2 6 x 2 6 0:3; 0:2 6 x 3 6 0:4; 0:22 6 x 4 6 0:25; 0:15 6 x 5 6 0:20g. Based on this information, an optimization model has been formulated as Step 4a: Utilize the L-SVNWA aggregation operator, as given in Eq. (9), to aggregate all the preference value b ij ðj ¼ 1; 2; 3; 4Þ corresponding to each alternative A i ði ¼ 1; 2; 3; 4; 5Þ, we get the collective values b i as Step 4b: On the other hand, if we utilize L-SVNWG aggregation operator, given in Eq. (14) From these ranking order, we see that the best alternative remains A 2 by both the operators while the alternative A 5 1 A 1 for averaging and A 1 1 A 5 for geometric aggregation operator. Thus, according to the decision maker behavior either as an optimistic or pessimistic, they can select the alternatives accordingly and reach their desired goals.
Validity test
Wang and Triantaphyllou (2008) established the following testing criteria to evaluate the validity of MADM methods.
Test criterion 1: ''An effective MADM method does not change the index of the best alternative by replacing a nonoptimal alternative with a worse alternative without shifting the corresponding importance of every decision attribute".
Test criterion 2: ''To an effective MADM method must be satisfied transitive property".
Test criterion 3: ''If we decomposed a MADM problem into the sub DM problems and same MADM method is utilized on subproblems to rank alternatives, the collective ranking of alternatives must be identical to ranking of undecomposed DM problem".
Validity test by test criterion 1
Under the test criterion 1, we change the rating value for non-optimal alternative A 1 by an arbitrary worse alternative A 
Validity test by criteria 2 and 3
Under these test, we have decomposed original DM problem into three sub problems with alternatives fA 1 ; A 2 ; A 4 ; A 5 g; fA 1 ; A 3 ; A 4 ; A 5 g and fA 2 ; A 3 ; A 4 ; A 5 g. Now, by applying proposed MADM approach on these alternatives by using L-SVNWA approach then we get H 2 1 A 4 1 A 5 1 A 1 ; A 4 1 A 3 1 A 5 1 A 1 and A 2 1 A 4 1 A 3 1 A 5 respectively. Therefore, from these, we get the final ranking order as A 2 1 A 4 1 A 3 1 A 5 1 A 1 which is same as the original ranking. Hence, it validates test criteria 2 and 3.
Influence of logarithm operation and k selection in practice
Here, we have investigated the influence of the logarithm operations for SVNNs and the selection of the logarithm base parameter k in practice. From SVNN b, the operation of logarithm is defined as log k b ¼ h1 À log k f; log k ð1 À jÞ; log k ð1 À uÞi and 0 < k 6 minff;(P2) If we choose a relative small number k such that k < k 1 < k 2 < k 3 and k < f then by part (P1), we have 1 À log k f > f; log k ð1 À jÞ < j and log k ð1 À uÞ < u. From this, it implies that log k b > b, i.e., the value of SVNN b will be increased after applying the logarithmic operator. In other words, the logarithm operator will enhanced the values of SVNN. (P3) If we choose the parameter k in such a way that k 1 < k < k 2 < k 3 , then we get 1 À log k f < f; log k ð1 À uÞ < u and log k ð1 À jÞ < j which suggests that the value of the truth, indeterminacy and the falsity degrees are decreased after applying the logarithm operator. (P4) If we choose the parameter k in such a way that k 1 < k 2 < k < k 3 , then we get 1 À log k f < f; log k ð1 À jÞ > j and log k ð1 À uÞ < u which suggests that the value of the truth and falsity degrees decreases while indeterminacy degree increases after applying the logarithm operator. (P5) If we choose a relatively large number k such that k 1 < k 2 < k 3 < k then we get log k b < b. That is, the logarithm operator will reduce the value of SVNN.
Therefore, based on this comprehensive evaluation, the decision maker can select the desired value of k for their suitable task. For instance, if we want to enhance the SVNN which is undervalued for poor information, then we can choose the logarithm operator with a small number k, and vice versa. This task has been illustrated with the following example. (1) If we utilized traditional SVNWA operator with senior administrator weight x ¼ ð0:25; 0:25; 0:25; 0:25Þ T towards the rating, then (4) Consider the weight of the senior administrator which are going to evaluate the performance of the employs are not equally distributed. For it, we assume that during the evaluation, the weight of second administrator is double than the third ones and half than the one administrator. On the other hand, the importance of the first administrator is double than the fourth administrator. Thus, it implies that x 1 ¼ 4=9; x 2 ¼ 2=9; x 3 ¼ 1=9 and x 4 ¼ 2=9 for some acceptable reasons. Further, for the undervalued SVNNs, assume that Hence, based on score function, we get S 2 > S 4 > S 1 > S 3 which is in accordance with our expectation.
Comparison with other existing methods
In order to verify the validity of our method, we make a comparison between our proposed operator with the weighted averaging and geometric aggregation operators as proposed by the authors in Nancy & Garg, 2016b; Peng et al., 2016; Ye, 2014 Ye, , 2016 for multi attribute decision making with SVN information. Under this, if we utilize weighted averaging aggregation operators such as SVNWA (Peng et al., 2016) , SVNOWA (Peng et al., 2016) , NWA (Ye, 2014) , SVNHWA , and SVNFWA (Nancy & Garg, 2016b) under SVN environment to aggregate the information of each alternative into the collective one, then the aggregated values corresponding to these operators are summarized in Table 1 along with the proposed operators. On the other hand, the aggregated values by using some existing geometric aggregation operators which include the NWG (Ye, 2014) , SVNWG(Peng et al., Table 1 Neutrosophic aggregated results by averaging operators.
SVNWA (Peng et al., 2016) SVNOWA (Peng et al., 2016) NWA ( Table 2 Neutrosophic aggregated results by geometric operators.
SVNWG (Peng et al., 2016) SVNOWG (Peng et al., 2016) N W G ( Ye, 2014) SVNHWG c ¼ 2 c ¼ 3 (Ye, 2014) A 2 1 A 3 1 A 4 1 A 5 1 A 1 SVNWA (Peng et al., 2016) A 2 1 A 3 1 A 4 1 A 5 1 A 1 L-SVNWA A 2 1 A 4 1 A 3 1 A 5 1 A 1 SVNOWA (Peng et al., 2016) A 2 1 A 3 1 A 4 1 A 5 1 A 1 L-SVNOWA A 2 1 A 4 1 A 3 1 A 5 1 A 1 SVNWG (Peng et al., 2016) A 2 1 A 3 1 A 4 1 A 5 1 A 1 L-SVNWG A 2 1 A 4 1 A 3 1 A 1 1 A 5 SVNOWG (Peng et al., 2016) A 2 1 A 3 1 A 4 1 A 5 1 A 1 L-SVNOWG A 2 1 A 3 1 A 4 1 A 5 1 A 1 SVNFWA (Nancy & Garg, 2016b) A 2 1 A 3 1 A 4 1 A 5 1 A 1 SVNHWA ðc ¼ 2Þ
A 2 1 A 3 1 A 4 1 A 5 1 A 1 SVNHWA ðc ¼ 3Þ
A 2 1 A 3 1 A 4 1 A 5 1 A 1 NWG (Ye, 2014) A 2 1 A 3 1 A 4 1 A 5 1 A 1 SVNFWG (Nancy & Garg, 2016b) A 2 1 A 3 1 A 4 1 A 5 1 A 1 SVNHWG ðc ¼ 2Þ
A 2 1 A 3 1 A 4 1 A 5 1 A 1 SVNHWG ðc ¼ 3Þ
A 2 1 A 3 1 A 4 1 A 5 1 A 1 SNWEA (Ye, 2016) A 2 1 A 3 1 A 5 1 A 4 1 A 1 2016), SVNOWG (Peng et al., 2016) , SVNFWG (Nancy & Garg, 2016b) , SNWEA (Ye, 2016) and SVNHWG operators are summarized in Table 2 along with the proposed geometric operators. By using these collective values and the score functions, the ranking order of the alternatives are summarized in Table 3 in which 1 means ''preferred to". From these results, it has been seen that the best alternative is A 2 by all the operators while the different aggregation operators have different ranking strategies which are slightly different. Thus, we can conclude that decision maker reach different decisions based on their preference in terms aggregation operators.
Conclusion
In this paper, we present a novel logarithm operational laws (LOL) of SVNSs with the real base number k which is a useful supplement to the existing operational laws. Also, we have examined their properties and correlations. Based on these LOLs, we developed the weighted averaging and geometric aggregation operators named as L-SVNWA, L-SVNOWA, L-SVNWG, and L-SVNOWG. Then, we utilized these operators to develop a multiattribute decision making approach for solving the practical problem with single-valued neutrosophic fuzzy information. The proposed approach has been verified by an illustrative example. A comparative study with several of the existing approaches is presented to show their superiority as well as the validity of the approach. At last, the influence of the logarithm operations, as well as the selection of the logarithm base k, are discussed. From the study, it is concluded that the proposed operational laws and the aggregation operators can equivalently solve the decision making problem in a more efficient manner. Also, by assigning a different parameter to base k, the decision maker can choose the best alternative according to his or her preferences. In the future, the result of this paper can be extended to some other fuzzy and uncertain environment (Garg & Arora, 2018a , 2018b Peng & Yang, 2017; Rani & Garg, 2017) .
