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Introduction
During the study of Cohen–Macaulay modules on curve singularities
(cf. [17, 11, 13, 8]) it was proved that these singularities split into three
classes:
• Cohen–Macaulay finite, having only finitely many indecomposable
Cohen–Macaulay modules;
• Cohen–Macaulay tame, i.e., such that, for each fixed r , the inde-
composable Cohen–Macaulay modules of rank r form a finite set
of 1-parameter families;
• Cohen–Macaulay wild, that can be characterized in two ways:
– “geometrically” as those having n-parameter families of non-
isomorphic indecomposable Cohen–Macaulay modules for ar-
bitrary large n ,
– “algebraically” as such that for every finitely generated al-
gebra Λ there is an exact functor from the category of fi-
nite dimensional Λ-modules to the category of Cohen–Macau-
lay modules over this singularity, which maps non-isomorphic
modules to non-isomorphic ones and indecomposable to inde-
composable.
*Supported by the CRDF Award UM2-2094.
†Supported by the DFG–Schwerpunkt “Globale Methoden in der komlexen
Geometrie”.
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The latter property shows that the study of modules in the wild
case is extremely complicated and needs an essentially new and
highly non-trivial approach.
Moreover, it turned out that the above “trichotomy” is closely related
to the position of a curve singularity in the well-known Arnold’s list of
singularities having good deformation properties [1]. Namely:
• a singularity is Cohen–Macaulay finite if and only if it dominates
one of the simple plane curves singularities An,Dn,E6, E7,E8 ;
• a singularity is Cohen–Macaulay tame if and only if it dominates
one of the “serial” unimodal singularities Tpq .
(Recall that a singularity (X, x) dominates (Y, y) if there is a bira-
tional surjection (X, x)→ (Y, y) .)
In [12, 4] it was proved that a normal surface singularity (in char-
acteristic 0) is Cohen–Macaulay finite if and only if it is a quotient
singularity. In [18] it was shown that a simple elliptic singularity is
always Cohen–Macaulay tame. In both cases a complete description of
Cohen–Macaulay modules over such singularities was obtained. More-
over, in [18] Kahn elaborated a general method relating Cohen–Mac-
aulay modules over normal surface singularities to vector bundles over
some projective curves (usually singular and even non-reduced).
In this paper we use the Kahn correspondence and the results of [9]
to prove the following main theorems:
• every cusp singularity [16, 19] is Cohen–Macaulay tame;
• a minimally elliptic singularity [22] that is neither simple elliptic
nor a cusp one is Cohen–Macaulay wild.
As a corollary we get that any log-canonical surface singularity [20]
is Cohen–Macaulay tame (or finite, as quotient singularities are also
log-canonical). There is some evidence that any other normal surface
singularity is Cohen–Macaulay wild. We also give a description of
Cohen–Macaulay modules over cusp singularities and use it to provide a
description of Cohen–Macaulay modules over curve singularities of type
Tpq (there was no such description in [8], the proof of their tameness
was indirect).
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1. Generalities
In what follows we use the following
Definitions and Notations 1.1. • A surface singularity means a
spectrum X = SpecA , where A is a local, complete 1 noetherian
ring of Krull dimension 2. We denote by m = mA the maximal
ideal of A and by k = A/m the residue field. We always suppose
that the field k is algebraically closed.
• Such a singularity is called normal if the ring A is normal, i.e.,
integral and integrally closed in its field of fractions Q . In what
follows we only consider normal surface singularities. Recall that
any normal surface singularity is isolated, that is m is the unique
singular point of it.
• A resolution of a normal surface singularity is a birational proper
map pi : X˜ → X , where X˜ is smooth, which induces an isomor-
phism X˜ \ E
∼
→ X \ {m } , where E = pi−1(m)red . E is called
the exceptional curve on X˜ (it is indeed a projective curve over
k ). Denote by Ei ( i = 1, . . . , s ) the irreducible components of
E . Put also X˘ = X \ {m } .
• A resolution pi as above is called minimal if it cannot be decom-
posed as
X˜
pi1−−−→ X ′
pi2−−−→ X ,
where X ′ is also smooth. It is known (cf., e.g., [23]) that pi is
minimal if and only if neither of the components Ei is a smooth
rational curve with self-intersection index Ei · Ei = −1 .
• A cycle on X˜ is a divisor Z =
∑s
i=1 kiEi with ki ∈ Z . Such
a cycle is called positive if all ki > 0 . We write Z ≤ Z ′ if
Z ′ =
∑s
i=1 k
′
iEi with ki ≤ k
′
i for all i .
• The fundamental cycle, denoted by Z0 , is the minimal positive
cycle (with respect to the above defined partial order) such that
Z0 · Ei ≤ 0 for all i .
• A positive cycle Z is called a weak reduction cycle if the sheaf
OZ(−Z) is generically generated by its global section (i.e. gen-
erated outside a finite set) and H1(E,OZ(−Z)) = 0 . Here, as
usually, we write OZ = OX˜/OX˜(−Z) and consider Z as a closed
subscheme of X˜ .
• A reduction cycle is a weak reduction cycle Z such that the
sheaf ω∨Z is generically generated by global sections, where ωZ =
ωX˜OX˜OZ(−Z) is the dualizing sheaf for Z and M
∨ denotes
HomOS(M,OS) , where M is a coherent sheaf on a scheme S .
• One calls a surface singularity rational if H1(X˜,OX˜) = 0 and
minimally elliptic if it is Gorenstein (i.e. ωX ≃ OX ) and H
1(X˜,OX˜) ≃
k .
1 For the analytic case, see Remark 8.3 at the end of the paper.
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• X is called a simple elliptic singularity if E is a smooth curve
of genus 1.
• We call the exceptional curve E a cyclic configuration in the
following cases:
(i) s = 1 , E is rational and has a unique singular point that is
a simple node;
(ii) s = 2 , E1 ≃ E2 ≃ P1 and they intersect transversally in
(exactly) 2 points;
(iii) s > 2 , Ei ≃ P1 for all i , Ei · Ei+1 = 1 , Es · E1 = 1 , and
Ei ·Ej = 0 otherwise.
For a cyclic configuration we set Es+k = Ek for all integers k .
• X is called a cusp singularity if E is a cyclic configuration. Note
that simple elliptic and cusp singularities are both minimally el-
liptic. Moreover, for all of them Z0 = E .
• Denote by Coh(S) the category of coherent sheaves on a scheme
S and by VB(S) the category of vector bundles, that is locally
free coherent sheaves on S .
• For a surface singularity X = SpecA denote by CM(X) , or
by CM(A) , the category of (maximal) Cohen–Macaulay mod-
ules over the ring A . If A is normal, Cohen–Macaulay modules
coincide with reflexive modules, i.e. such A-modules M that
M∨∨ ≃ M , where M∨ = HomA(M,A) . We always identify
an A-module M with its “sheafification” M˜ , which is a quasi-
coherent sheaf on X .
Recall the main result of Kahn [18, Theorem 1.4] concerning the re-
lations between the vector bundles on a reduction cycle and the Cohen–
Macaulay modules over a normal surface singularity.
Theorem 1.2. Let pi : X˜ → X be a resolution of a normal surface
singularity with exceptional curve E and a reduction cycle Z . Denote
by RZ : CM(X) → VB(Z) the functor that is the composition of the
functors
CM(X)→ VB(X˜) : M 7→ (pi∗M)∨∨
and
VB(X˜)→ VB(Z) : F 7→ FO
X˜
OZ .
This functor maps non-isomorphic objects to non-isomorphic ones, and
a vector bundle V ∈ VB(Z) is isomorphic to RZM for some M if
and only if it is generically generated by global sections and there is
an extension of V to a vector bundle V2 on 2Z such that the exact
sequence
0 −→ V(−Z) −→ V2 −→ V −→ 0 ,
induces a monomorphism H0(E,V(Z))→ H1(E,V) .
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We denote by VBK(Z) the full subcategory of VB(Z) consisting of
the vector bundles satisfying the latter Kahn’s conditions. Note that
obviously rkRZM = rkM for any Cohen–Macaulay module M .
For minimally elliptic singularities one can give a simpler description
of the latter category (cf. [18, Theorem 2.1]).
Theorem 1.3. Let pi : X˜ → X be a minimal resolution of a minimal
elliptic singularity. Then the fundamental cycle Z = Z0 is a reduction
cycle and the category VBK(Z) consists of all vector bundles of the
form nOZ ⊕ G , where G satisfies the following conditions:
1. G is generically generated by global sections,
2. H1(E,G) = 0 ,
3. dimkH
0(E,G(Z)) ≤ n .
In particular, indecomposable objects of VBK(Z) are the following:
• the trivial line bundle OZ ,
• nOZ ⊕G , where G is an indecomposable vector bundle satisfying
the above conditions (1),(2), and n = dimkH
0(E,G(Z)) .
Remark 1. In the paper [18], Theorems 1.2 and 1.3 are proved in the
“geometric” case, when A is a k-algebra and chark = 0 , but one
easily verifies that all proofs can be directly extended to the gen-
eral situation. The results of Laufer [22] used in [18] are also valid
in this “abstract” context. Using the Grauert–Riemenschneider van-
ishing theorem to show that H1(E,OZ(−Z)) = 0 for the fundamental
cycle of a minimally elliptic singularity, is actually superfluous. In-
deed, in this case ωX˜ = OX˜(−Z) [22, Theorem 3.4], so ωZ ≃ OZ . By
the Serre’s duality [15, Corollary III.7.7], H1(E,OZ(−Z)) is dual to
H0(E, ωZ(Z)) = H
0(E,OZ(Z)) . The latter is zero since degOZ(Z) =
Z · Z < 0 .
2. Cohen–Macaulay modules on cusp singularities
In this section E denotes a cyclic configuration, ν : E˜ → E the
normalization of E and Ei (i = 1, . . . , s) the irreducible components
of E˜ (if s > 1 , they can be identified with the irreducible components
of E ). We put Es+k = Ek for all integers k , O = OE , O˜ = OE˜ ,
Oi = OEi , and we always identify O˜ and Oi with their images under
ν∗ . Denote by S = { p1, p2, . . . , ps } the set of singular points of E
and choose the indices in such a way that ν−1(pi) ⊂ Ei ∪ Ei+1 . Note
that the latter preimage always consists of 2 points, which we denote
by p′i , p
′′
i+1 so that p
′
i ∈ Ei and p
′′
i+1 ∈ Ei+1 . Let J be the conductor
of O˜ in O , i.e. the biggest O˜-ideal contained in O . Then Oi/JOi =
k(p′i)⊕ k(p
′′
i ) .
Recall the description of vector bundles on a cyclic configuration
given in [9]. Call an s-sequence any sequence of integers of length
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a multiple of s : d = (d1, . . . , drs) . Call this sequence aperiodic if
it cannot be obtained by repetition of a shorter s-sequence. Call an
s-shift of d any sequence dk = (dks+1, . . . , drs, d1, . . . , dks) .
Theorem 2.1. Indecomposable vector bundles on a cyclic configura-
tion are in one-to-one correspondencewith the triples B = (d, m, λ) ,
where m is a positive integer, λ ∈ k∗ = k \ { 0 } and d is a aperiodic
s-sequence defined up to an s-shift.
We denote the vector bundle corresponding to the triple B by G(B) .
The precise construction of this sheaf is the following:
1. Let d = (d1, . . . , drs) . Put Gi = mOi(di) and G˜(B) =
⊕rs
i=1 Gi .
Note that Gi/JGi ≃ mk(p′i)⊕mk(p
′′
i ) . Put also
F (B) = G˜(B)/J G˜(B) ≃
rs⊕
i=1
(
mk(p′i)⊕mk(p
′′
i )
)
.
Since F (B) is a sky-scraper sheaf, we identify it with the vector
space of its global sections.
2. Choose a k-bases { e′ik, e
′′
ik } ( k = 1, . . . , m ) of F (B) in such a
way that { e′ik } form a basis of mk(p
′
i) and { e
′′
ik } form a basis
of mk(p′′i ) .
3. Define the elements eik ∈ F (B) ( i = 1, . . . , rs, k = 1, . . . , m ) in
the following way:
eik =

e′ik + e
′′
i+1,k if i 6= rs ,
e′rs,k + λe
′′
1k + e
′′
1,k−1 if i = rs, k 6= 1 ,
e′rs,1 + λe
′′
11 if i = rs, k = 1 .
Denote by G(B) the subspace of F (B) with the basis
{ eik | i = 1, . . . , rs, k = 1, . . . , m } .
4. Now G(B) is defined as the preimage of G(B) in G˜(B) under
the epimorphism G(B)→ F (B) . Note that rkG(B) = mr .
To use Kahn’s Theorem we have to calculate the cohomologies of the
sheaves G(B) . Let H(B) = G˜(B)/G(B) = F (B)/G(B) . The exact
sequence 0 → G(B) → G˜(B) → H(B) → 0 of sheaves over E gives
the exact sequence of cohomology groups
0→ H0(G(B))→ H0(G˜(B))
h(B)
−→ H(B)→ H1(G(B))→ H1(G˜(B))→ 0
(we identify H(B) with the space of its global sections and omit “E”
in the notation of cohomology). One knows that dimkH
0(G˜(B)) =
m
∑rs
i=1(di + 1)
+ and dimkH
1(G˜(B)) = m
∑rs
i=1(di + 1)
− , where
k+ =
{
k if k > 0 ,
0 otherwise
and k− =
{
−k if k < 0 ,
0 otherwise ,
,
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while dimkH(B) = mrs . So we only have to calculate rkh(B) . De-
note by f the natural homomorphism H0(G˜(B)) → F (B) . Then
rkh(B) = dimk(Im f +G(B))− dimkG(B) .
Identifying Ei with P
1 we can suppose that p′i = (1 : 0) and
p′′i = (0 : 1) . If di > 0 , a basis { g0, . . . , gdi } in H
0(Oi(di)) can
be chosen in such a way that g0(p
′
i) = 1, g1(p
′′
i ) = 1 , while all other
values gj(p
′
i) and gj(p
′′
i ) equal 0 , so the basis elements e
′
ik and e
′′
ik
can be chosen as the images of g0 and g1 respectively. Hence Im f is
generated by the set { e′ik, e
′′
ik | di > 0 } ∪ { e
′
ik + e
′′
ik | di = 0 } .
Call a subsequence p = (dk+1, . . . , dk+l) , where 0 ≤ k < rs and
1 ≤ l ≤ rs , a positive part of d if dk+j ≥ 0 for j = 1, . . . , l and
either l = rs or both dk < 0 and dk+l+1 < 0 . For such a positive
part put θ(p) = l if either l = rs or p = (0, . . . , 0) and θ(p) = l+ 1
otherwise. Denote by P the set of all positive parts of d and put
θ(d) =
∑
p∈P θ(p) . Put also δ(d, λ) = 1 if d = (0, . . . , 0) and λ = 1
and δ(d, λ) = 0 otherwise. The preceding consideration and a rather
simple straightforward calculations show that, for B = (d, m, λ) ,
rkH(B) = mθ(d)− δ(d, λ) ,
whence the following:
Theorem 2.2. For the vector bundle G = G(d, m, λ) ,
dimkH
0(E,G) = m
(
r∑
i=1
s(di + 1)
+ − θ(d)
)
+ δ(d, λ)
dimkH
1(E,G) = m
(
r∑
i=1
s(di + 1)
− + rs− θ(d)
)
+ δ(d, λ) .
We write d > 0 if di ≥ 0 for all i = 1, . . . , rs and at least one of
them is strictly positive. Denote by 0 the zero sequence (0, . . . , 0) of
length s (the unique aperiodic zero s-sequence).
Corollary 2.3. A vector bundle G = G(d, m, λ) satisfies Kahn’s con-
ditions (1),(2) of Theorem 1.3 if and only if either d > 0 or d = 0
and λ 6= 1 .
Suppose now that the cycle configuration E is actually the ex-
ceptional curve of a cusp singularity X = SpecA . If s > 1 , set
bi = −E · Ei = −Ei · Ei − 2 . Note that the intersection indices
Ei · Ei ≤ −2 and at least one of them is smaller than −2 . If s = 1 ,
set b1 = −E · E . Let br = (b1, . . . , bs, . . . , b1, . . . , bs) ( r times). We
write b for b1 . Put also n(G) = dimkH
0(E,G(E)) . Recall that in
this case one can choose E itself as a reduction cycle.
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Corollary 2.4. 1. Suppose that a vector bundle G = G(d, m, λ) sat-
isfies the Kahn conditions (1),(2). Then
n(G) = m
(
rs∑
i=1
(di − bi + 1)
+ − θ(d− br)
)
+ δ(d− br, λ),
so n(G)O ⊕ G ≃ REM(d, m, λ) , where M(d, m, λ) is a Cohen–
Macaulay A-module of rank rs+ n(G) .
2. All Cohen–Macaulay modules M(d, m, λ) are indecomposable and
every indecomposable Cohen–Macaulay A-module is isomorphic
either to A or to one of the modules M(d, m, λ) .
Note that here either d > 0 or d = 0 and λ 6= 1 .
3. Lifting families
Vector bundles on cyclic configurations form natural 1-parametric
families. We are going to show that these families can be lifted to
1-parametric families of Cohen–Macaulay modules on cusp singulari-
ties. To do it, we first prove analogues of Kahn’s results for families
of modules and vector bundles. For the sake of simplicity, we sup-
pose from now on that A is a k-algebra and all other algebras and
schemes are k-algebras and k-schemes. Moreover, we only consider
k-schemes S such that k(x) = k for each closed point x ∈ S (for
instance, schemes of finite type over k ). We write , dim, × , etc., in-
stead of k, dimk, ×Spec k , etc. Especially “finite dimensional” means
“finite dimensional over k.”
We need also families with non-commutative base, so we give the
corresponding definitions.
Definition 3.1. Let S be a k-scheme and Λ be a k-algebra (maybe
non-commutative).
• A family of OS-modules based on Λ is, by definition, a coherent
sheaf of OSΛ-modules F on S , flat over Λ .
• Such a family is called a family of (maximal) Cohen–Macaulay
modules (respectively vector bundles) if for every finite dimen-
sional Λ-module L the sheaf of OS-modules FΛL is a sheaf of
Cohen–Macaulay OS-modules (respectively a locally free sheaf of
O-modules).
(Evidently, these properties have only to be verified for simple
Λ-modules.)
• We denote F(L) = FΛL .
• We say that a family F is generically generated over S if there
is an open subset U ⊆ S such that S \ U is a finite set of closed
points and the restriction of F onto U is generated by the image
of Γ(S,F) in Γ(U,F) .
In the commutative situation we can also globalize the latter defini-
tion.
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Definition 3.2. Let S, T be k-schemes, p be the projection of S×T
onto T and gt , where t is a closed point of T , be the embedding
S ≃ S × t→ S × T .
• A family of OS-modules based on T is, by definition, a coherent
sheaf over S × T flat over T .
• If M is a family of sheaves over S based on T and t is a closed
point of T , denote by M(t) the sheaf g∗tM .
• Such a family is called a family of vector bundles (respectively
of (maximal) Cohen–Macaulay modules) if M(t) is locally free
(respectively maximal Cohen–Macaulay module) for each closed
point t ∈ T .
• We say that a family F is generically generated over S if there
is an open subset U ⊆ S such that S \ U is a finite set of closed
points and the restriction onto U × T of the natural homomor-
phism p∗ p∗F → F is an epimorphism.
General properties of flat families [14, Sections 6.1–6.3] imply the
following.
Proposition 3.3. 1. Suppose that T is a Cohen–Macaulay k-scheme.
A coherent sheaf M on S×T , flat over T , is a family of (max-
imal) Cohen–Macaulay modules if and only if M is a sheaf of
(maximal) Cohen–Macaulay OS×T -modules.
2. Suppose that T is a smooth k-scheme. A coherent sheaf M on
S × T , flat over T , is a family of vector bundles if and only if
M is a vector bundle over S × T (i.e. a locally free sheaf of
OS×T -modules).
We return to Definitions and Notations 1.1 and prove some results
analogous to those of Kahn about the relations between Cohen–Macau-
lay modules and vector bundles. In this case we call families of sheaves
on X = SpecA families of A-modules. Since we deal mostly with
affine or even non-commutative base, we restrict our considerations to
this case. The globalization of the obtained results is more or less
evident.
A family of vector bundles over X˜ based on an algebra Λ is called
full if it is isomorphic to (pi∗M)∨∨ , where M is a family of Cohen–
Macaulay A-modules based on Λ .
Recall that an algebra Λ is said to be hereditary if gl.dimΛ ≤ 1
(both left and right). Especially the local rings of points of any smooth
curve, as well as free non-commutative algebras, and, more generally,
path algebras of (oriented) graphs (cf. [10, Section III.6]) are always
hereditary.
Proposition 3.4. (Cf. [18, Proposition 1.2].) Suppose that a family
F of vector bundles over X˜ based on a hereditary algebra Λ (or on a
smooth curve) satisfies the following conditions:
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1. F is generically generated over X˜ .
2. The restriction map H0(X˜,F) → H0(X˘,F) is an epimorphism
(or, equivalently, the map H1E(X˜,F)→ H
1(X˜,F) is a monomor-
phism).
Then F is full.
Proof. The claim is evidently local, so we only have to prove it in the
case of algebras. Set M = pi∗F , F ′ = pi∗M/(torsion) and consider
F ′ as a subsheaf of F in a natural way. Note that if U ⊆ X is an open
subset and pi−1(U) =
⋃
Ui is an affine covering of pi
−1(U) , M(U) is a
submodule of
⊕
iF(Ui) . Since Λ is hereditary, a submodule of a flat
Λ-module is flat, so M is flat over Λ . It is coherent since pi is proper
and M(L) ≃ pi∗F(L) is Cohen–Macaulay by [14, Proposition 6.3.1],
so M is a family of Cohen–Macaulay modules based on Λ . Moreover,
since F is generically generated over X˜ , codimSuppF/F ′ ≥ 2 . But
X˜ is normal, hence any sheaf of the form N ∨ is completely defined by
its stalks at the points of height 1. In particular, (pi∗M)∨ ≃ (F ′)∨ ≃
F∨ , so F ≃ F∨∨ ≃ (pi∗M)∨∨ .
Proposition 3.5. (Cf. [18, Proposition 1.6].) Suppose that Z is a
weak reduction cycle on X˜ , F is a family of vector bundles on X˜
based on a hereditary algebra Λ (or on a smooth curve) and V = F ×
O
X˜
OZ . If V is generically generated by global sections and the map
H0(E,V(Z))→ H1(E,V) induced by the exact sequence
0 −→ V(−Z) −→ V2 −→ V −→ 0 ,
where V2 = FO
X˜
O2Z , is a monomorphism, then F is full.
Proof. Again one only has to consider the case of algebras; then one
simply has to follow literally the proof of Kahn using proposition 3.4.
Proposition 3.6. (Cf. [18, Proposition 1.9].) Suppose that Z is a
weak reduction cycle on X˜ and a family V of vector bundles over
Z based on a hereditary algebra Λ (for instance, on a smooth affine
curve) satisfies the following conditions:
1. V is generically generated over Z .
2. There exists an extension of V to a family of vector bundles V2
on 2Z such that the induced map H0(E,V(Z)) → H1(E,V) is
injective.
Then there is a full family of vector bundles F over X˜ such that
V ≃ FOtXOZ . If Λ is finite dimensional, such a family is unique.
Proof. Since H2(E,N ) = 0 for each coherent sheaf over Z , any family
of vector bundles over 2Z can be lifted to a family of vector bundles
over nZ for every n , hence to a family of vector bundles over X˜ .
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Proposition 3.5 implies that F is full. If Λ is finite dimensional, the
last assertion follows directly from [18, Proposition 1.9].
For minimally elliptic singularities one gets a simpler version.
Proposition 3.7. (Cf. [18, Theorem 2.1].) Let pi : X˜ → X be the
minimal resolution of a minimally elliptic singularity and Z be the
fundamental cycle on X˜ . Suppose that a family of vector bundles G
on Z based on a hereditary algebra Λ (for instance, on a smooth affine
curve) satisfies the following conditions:
1. G is generically generated over Z .
2. H1(E,G) = 0 .
3. H0(E,G(Z)) = P is flat (or, equivalently, projective) as Λ-module.
Then there is a full family of vector bundles F over X˜ such that F ×
O
X˜
OZ ≃ G⊕OZP . If Λ is finite dimensional, such a family is unique.
Proof. In this situation we can again repeat the arguments of the cor-
responding proof from [18, Page 151] to show that the family V =
G ⊕ OZP satisfies the conditions of Proposition 3.6.
Remark 3.8. Suppose that in Propositions 3.6 and 3.7 we consider fam-
ilies based on a smooth affine curve T . Then the uniqueness assertion
from [18, Proposition 1.9] can be applied to the generic fibres. It im-
plies that for any two liftings F , F ′ there is an open dense subset
U ⊆ T such that F|U ≃ F ′|U . On the other hand, if the base T is a
projective smooth curve, we can in general only lift an appropriate fam-
ily V of vector bundles over Z to a family of vector bundles over X˜
on an open subset U ⊆ T . Moreover, on a smaller open subset such
a lifting is unique. This consideration implies that there is an etale
covering θ : T ′ → T such that θ∗V can be lifted to a full family of
vector bundles over X˜ , hence gives rise to a family of Cohen–Macaulay
A-modules with the base T ′ .
For cusp singularities we can now precise Corollary 2.4 in the follow-
ing way. (We use the notations of Section 2.)
Corollary 3.9. Let X = SpecA be a cusp singularity. For each ape-
riodic s-sequence d ≥ 0 there is a family of Cohen–Macaulay A-
modules M(d) based on T , where T = k∗ \ { 1 } if d = 0 or d = b ,
and T = k∗ otherwise, such that M(d, m, λ) ≃ MOTL(m, λ) for ev-
ery m ∈ N and every λ ∈ T , where L(m, λ) = OT/m
m
λ (mλ is the
maximal ideal corresponding to the point λ ∈ T ).
Proof. Consider the family of vector bundles over E˜ : G˜ =
⊕r
i=1 sOi×
OT . Define G(d) as the preimage in G˜ of the sub-bundle in G˜/J G˜
generated by the elements e′i + e
′′
i+1 for i 6= rs and the elements
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e′rs + te
′′
1 , where t denotes the coordinate on T and e
′
i, e
′′
i are de-
fined as on page 6, after Theorem 2.1. It is easy to see that G(d)×
OT
L(m, λ) ≃ G(d, m, λ) . Corollaries 2.3 and 2.4 show that such a
family satisfies the conditions of Proposition 3.7. Hence it gives a full
family of vector bundles F over X˜ such that (FOTL(m, λ))OX˜OE ≃
mn(d)OE ⊕ G(d, mλ) , where n(d) =
∑rs
i=1(di − bi + 1) − θ(d − b
r) .
Therefore, we obtain a family M(d) of Cohen–Macaulay A-modules
just as we need.
Note that among M(d)OTL(m, λ) one obtains all indecomposable
Cohen–Macaulay A-modules except A and M(b, m, 1) .
4. Cohen–Macaulay tame and wild singularities
We provide now some formal definitions of “tame” and “wild” singu-
larities (with respect to the classification of Cohen–Macaulay modules),
analogous to the usual ones from the representation theory of algebras.
Again we consider the case of k-algebras.
Definition 4.1. 1. We call a surface singularity X = SpecA Cohen–
Macaulay tame if it is not Cohen–Macaulay finite and there is a
set M = {Mα } of families of Cohen–Macaulay A-modules such
that
• Each Mα is based on a smooth connected curve Cα .
• The set Mr = {M
α | rkMα = r } is finite; we denote the
number of elements in it by d(M, r) .
• Almost all indecomposable Cohen–Macaulay A-modules of
rank r (i.e. all except finitely many isomorphism classes) are
isomorphic to Mα(c) for some Mα ∈ Mr and some closed
point c ∈ Cα .
We call a set M with these properties a parametrizing set for
Cohen–Macaulay A-modules. We also denote by d(r,X) = min { d(M, r) } ,
where M runs through all parametrizing sets for Cohen–Macaulay
A-modules.
2. We call a tame surface singularity bounded (or of polynomial growth)
if there is a polynomial ϕ(r) such that d(r,X) ≤ ϕ(r) for all r ,
and unbounded otherwise. We say that this singularity is of expo-
nential growth if d(r,X) growths exponentially when r →∞ .
Example 4.2. 1. Corollary 3.9 shows immediately that every cusp
singularity is Cohen–Macaulay tame. Moreover, it follows from
[9] that it is of exponential growth.
2. Just in the same way, the results of [18] show that every simple
elliptic singularity is also Cohen–Macaulay tame, bounded (the
corresponding families are based either on Pic0E or on Pic0E \
{ 0 } ).
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Remark 4.3. Denote by Pic0E the subgroup of the Picard group of a
(singular) curve E consisting of the classes of all line bundles L such
that the degree of the restriction of L onto every irreducible component
of E equals 0. One can easily see that Pic0E ≃ k∗ for every cusp
singularity. Since the parametrizing families for cusp singularities are
based either on k∗ or on k∗ \ { 1 } , both examples above have a lot of
common features.
Definition 4.4. 1. A family M of Cohen–Macaulay A-modules
based on an algebra Λ is called strict if for every finite dimen-
sional Λ-modules L, L′
• M(L) ≃M(L′) if and only if L ≃ L′ ;
• M(L) is indecomposable if and only if so is L .
2. We call a surface singularity X = SpecA Cohen–Macaulay wild
if for every finitely generated (not necessarily commutative) k-
algebra Λ there is a strict family of Cohen–Macaulay A-modules
based on Λ .
Remark 4.5. It is well known [7] that to prove that X is Cohen–
Macaulay wild one only has to find a strict family for one of the fol-
lowing algebras Λ :
(i) k〈 x, y 〉 , the free non-commutative algebra with 2 generators;
(ii) k[ x, y ] , the polynomial algebra with 2 generators;
(iii) k[[ x, y ]] , the power series algebra with 2 generators.
(iv) kΓ3 , the path algebra of the graph
Γ3 = •
//
//
//
•
It is the 5-dimensional algebra with a basis { e1, e2, a1, a2, a3 } and
the multiplication: e2i = ei, aie1 = e2ai = ai , all other products
are zero (cf. for instance [10]).
Cases (i) and (iv) are the most appropriate for our purpose since they
are hereditary (and (iv) is even finite dimensional), so we can use all
results on families from the preceding section. Since we do not know
whether those results do also hold for non-hereditary algebras, for in-
stance, for k[x, y] (although it may be conjectured), the proof of our
main results rests indeed upon using families with non-commutative
bases.
Obviously, if X is Cohen–Macaulay wild it has families M of
Cohen–Macaulay modules based on any given algebraic variety T , such
that all modules M(t) with t ∈ T are indecomposable and pairwise
non-isomorphic.
Theorem 4.6. Suppose that a minimally elliptic singularity X is nei-
ther simple elliptic nor cusp. Then it is Cohen–Macaulay wild.
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Proof. Recall [9] that E is vector bundle wild if E is neither a smooth
rational or elliptic curve, nor a cyclic or linear configuration, where a
linear configuration is a curve E such that all its components Ei ( i =
1, . . . , s ) are smooth rational, Ei ∩Ej = 0 if j 6= i± 1 , while Ei and
Ei+1 intersect transversally in exactly one point for i = 1, . . . , s−1 (in
other words, its dual graph is of type An). The latter case is impossible
since X is not rational. So, if X is neither simple elliptic nor a cusp,
the fundamental cycle Z is vector bundle wild, i.e. there is a strict
family of vector bundles G over Z based on kΓ3 . By Serre’s Theorems
[15, Theorems II.5.17 and III.5.2], there is an integer n such that G(n)
is generated by global sections and H1(E,G(n)) = 0 . Since G(n) is
obviously also strict, one can suppose that G itself has these properties.
By Proposition 3.7, there is a full family F of vector bundles over X˜
based on kΓ3 such that FO
X˜
OZ ≃ G ⊕OZ p∗ G . Let F = (pi
∗M)∨∨ ,
where M is a family of Cohen–Macaulay modules. Since G is strict,
Kahn’s theorem (Theorem 1.3) implies that M is also strict, hence X
is Cohen–Macaulay wild.
Consider the following procedure that allows to obtain new Cohen–
Macaulay tame singularities.
Let B be a local noetherian ring with maximal ideal m , A ⊇ B
be a finite B-algebra. We call this extension (or the corresponding
morphism SpecA → SpecB ) split if the embedding B → A splits
as monomorphism of B-modules, i.e. A ≃ B ⊕ (A/B) . It is called
unramified if A/mA is a separable B/m-algebra, or, equivalently, the
natural epimorphism ε : ABA → A of A-bimodules splits [5]. A
is called unramified in codimension 1 if the extension Bp ⊆ Ap is
unramified for every prime ideal p ⊆ B of height 1. We also denote
by A ⊠M , where M is a B-module, the second dual (ABM)
∨∨ of
the A-module ABM .
Lemma 4.7. Let B ⊆ A be a finite extension of normal rings. This
extension is unramified in codimension 1 if and only if the epimorphism
of A-bimodules ε∨∨ : A⊠ A→ A splits.
Proof. If ε∨∨ splits, ε∨∨p also splits for every prime p . If ht p = 1 ,
ε∨∨p coincides with εp , thus the extension Bp ⊆ Ap is unramified.
Suppose now that B ⊆ A is unramified in codimension 1. Then the
extension K ⊆ L is separable, hence the exact sequence
0 −→ J −→ LKL
φ
−→ L −→ 0
splits and LKL is a semi-simple ring, so LKL = J ⊕ J
′ , where
J ′ = AnnLKLJ , φ(J
′) = L , and the restriction of φ onto J ′ is an
isomorphism. Obviously, A⊠A is a B-subalgebra in LKL and ε
∨∨ is
the restriction of φ onto A⊠A . Set I = J∩(A⊠A), I ′ = J ′∩(A⊠A) .
Then φ induces an epimorphism of L-bimodules φ∗ : HomL-L(L, L×
KL)→ HomL-L(L, L) . Since L ≃ (LKL)/J , φ∗ can be identified with
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a mapping J ′ → L , so it is an isomorphism. Moreover, φ∗(I ′p) = Ap
for every prime ideal p of height 1, as the extension Bp ⊂ Ap is unram-
ified. But obviously I ′ =
⋂
ht p=1 I
′
p and A = ∩ht p=1Ap , so φ∗(I
′) = A
and A⊠ A→ A splits.
Proposition 4.8. Let X = SpecA, Y = SpecB be normal surface
singularities and X → Y be a finite surjective morphism given by an
extension B → A .
1. If X → Y is split and X is Cohen–Macaulay tame, so is also
Y ; moreover, if X is bounded, so is Y .
2. If X → Y is unramified in codimension 1 and Y is Cohen–
Macaulay tame, so is also X; moreover, if Y is bounded, so is
X .
Proof. (1) Suppose that this extension is split and rkB A = m . If N
is a Cohen–Macaulay B-module of rank r , it is a direct summand of
ABN , hence of A⊠N as B-module. Note that rkAA⊠N = r too, so
rkB A⊠N = mr . Suppose that A is Cohen–Macaulay tame. For every
family Mα from Definition 4.1 let tα be the general point of the curve
Cα and Mα(tα) =
⊕
β N˜
αβ , where N˜αβ are indecomposable Bk(tα)-
modules. There is an open subset Uα ⊆ Cα and a decomposition
Mα|Uα ≃
⊕
βN
αβ (as family of B-modules) such that N αβ(c) is
indecomposable for all c ∈ Uα . Denote by Nr the set of all N αβ such
that rkN αβ = r , while r/m ≤ rkMα ≤ r . It is a finite set having
at most
∑r
j=[r/m][mj/r]d(M, j) elements. We also denote by M
∗
s the
set of indecomposable Cohen–Macaulay A-modules of rank s that are
not of the form Mα(c) (c ∈ Uα) and by N∗r the set of indecomposable
B-modules of rank r that are direct summands (over B) of modules
M ∈M∗s with r/m ≤ s ≤ r . Certainly M
∗
s and N
∗
r are both finite.
Let N be any indecomposable Cohen–Macaulay B-module of rank
r . It is a direct summand of an indecomposable Cohen–Macaulay
A-module M of rank s with r/m ≤ s ≤ r . If rkM = s , either
M ∈ M∗s or M ≃ M
α(c) for some Mα ∈ Ms and some c ∈ Cα . In
the former case N ∈ N∗r , while in the latter case N ≃ N
αβ(c) for some
N αβ ∈ Nr and some c ∈ U
α . Therefore Y is Cohen–Macaulay tame.
Moreover, d(r, Y ) ≤
∑r
j=[r/m][mj/r]d(j,X) , hence if X is bounded,
so is Y .
(2) Suppose that this extension is unramified in codimension 1. If M
is any Cohen–Macaulay A-module, one easily verifies that (A⊠M)∨ ≃
((A ⊠ A)AM)
∨ . Hence M∨ is isomorphic to a direct summand of
(A ⊠ M)∨ and M is isomorphic to a direct summand of A ⊠ M .
So, there is an indecomposable Cohen–Macaulay B-module N such
that M is isomorphic to a direct summand of A ⊠ N and rkB N ≤
rkAM ≤ m rkB N . Now the same considerations as above show that
if B is Cohen–Macaulay tame (bounded), so is A .
16 DROZD, GREUEL, AND KASHUBA
Remark 4.9. Suppose that X → Y is both split and unramified in
codimension 1. Then the proof of proposition 4.8 implies that if X is
of exponential growth, so is Y .
Important examples arise from group actions.
Proposition 4.10. Let G be a finite group of automorphisms of a
normal surface singularity A , and let B = AG be the subalgebra of
G-invariants. For a prime ideal p ⊂ A set
Gp = { g ∈ G | gp = p and g acts trivially on A/p } .
1. If char k does not divide n = cardG , the extension B ⊆ A
splits.
2. If Gp = { 1 } for every prime ideal p ⊂ A of height 1, this
extension is unramified in codimension 1.
In the latter case we say that G acts freely in codimension 1.
Proof. (1) The mapping A→ B, a 7→ 1
n
∑
g∈G ga , splits this extension.
(2) Let q ⊂ B be any prime ideal of height 1, p1, p2, . . . , ps be all
minimal prime ideals of A containing q . All of them are of height
1, and G acts transitively on the set { p1, p2, . . . , ps } [24, Section
III.3]. Denote K = Bq/qBq , L = Aq/qAq and Li = Api/piApi . Since
rkB A = cardG = n , L is an n-dimensional K-algebra, and
∏s
i=1 Li
is a factor-algebra of L . Set Gi = { g ∈ G | gp = p } . These subgroups
are all of the same cardinality m and ms = n . The subgroup Gi
acts as a group of automorphisms of Li over K , so m ≤ dimK Li and
n = ms ≤ dimK
∏s
i=1Li . Hence, L =
∏s
i=1 Li and m = dimK Li , so
Li is a Galois extension of K and L is separable over K .
Corollary 4.11. We keep the notations of the preceding proposition.
1. If chark does not divide cardG and A is Cohen–Macaulay tame
(bounded), so is B .
2. If G acts freely in codimension 1 and B is tame (bounded), so
is A .
3. If both conditions hold, A is of exponential growth if and only if
so is B .
Call a surface singularity Y a simple elliptic-quotient (respectively a
cusp-quotient) if it is a quotient of a simple elliptic singularity (respec-
tively of a cusp) by a finite group G such that chark does not divide
cardG . Both simple elliptic-quotient and cusp-quotient singularities
will be called elliptic-quotient singularities. If chark = 0 , elliptic-
quotient singularities coincide with those log-canonical ones which are
not quotient singularities [20].
Corollary 4.12. Every elliptic-quotient surface singularity is Cohen–
Macaulay tame. Among them, simple elliptic-quotient are bounded,
while cusp-quotient are of exponential growth.
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A special case is that of Q-Gorenstein singularities and their Goren-
stein coverings defined as follows.
Definition 4.13. Let ω = ωB be a dualizing ideal of a normal sin-
gularity B . Denote by ω[k] =
⋂
htp=1 ω
k
p (k ∈ Z) (note that each ωp
is a principal ideal, since Bp is a discrete valuation ring). Call B
Q-Gorenstein if there is n > 0 , prime to chark , such that the ideal
ω[n] is principal.
Proposition 4.14. Suppose that B is Q-Gorenstein. Let n be the
smallest positive integer such that ω[n] is principal, ω[n] = θB . Denote
A =
⊕n−1
k=0 ω
[k] and consider it as B-algebra by setting a · b = ab/θ
for k + l ≥ n, a ∈ ω[k], b ∈ ω[l] . Then A is a normal Gorenstein
singularity and B = AG , where G is a cyclic group of order n that
acts on A freely in codimension 1. We call A the Gorenstein covering
of B .
Proof. If p ⊂ B is a prime ideal of height 1, ωp = γBp for some γ and
θ = γnζ for an invertible element ζ ∈ Bp . Then Ap ≃ Bp[t]/(tn − ζ) ,
so it is unramified in codimension 1, especially Ap is normal. Since
A is Cohen–Macaulay, A =
⋂
htp=1Ap , so A is normal itself. More-
over, HomB(ω
[k], ω) ≃ ω[1−k] , so ωA ≃ HomB(A, ωB) ≃ A , thus A
is Gorenstein. If K is the field of fractions of B , L is the field of
fractions of A , then L ≃ K[t]/(tn − ζ) is a Galois extension of K
with cyclic Galois group of order n . Therefore B = AG and G acts
freely in codimension 1.
Proposition 4.15. Let B be a Q-Gorenstein surface singularity, A
be its Gorenstein covering. If A is Cohen–Macaulay tame (bounded,
of exponential growth), so is B and vice versa.
Remark 2. If chark = 0 , the log-canonical singularities are just Q-
Gorenstein, such that their Gorenstein coverings are either rational
double points (in the case of quotient singularities), or simple elliptic,
or cusp singularities.
We call a normal surface singularity Q-elliptic if its is Q-Gorenstein
and its Gorenstein covering is minimally elliptic.
Corollary 4.16. A Q-elliptic singularity is Cohen–Macaulay tame if
and only if it is elliptic-quotient; otherwise it is Cohen–Macaulay wild.
5. Curve singularities Tpq
Important examples of cusp singularities for chark = 0 are the “se-
rial” unimodal singularities [1] Tpqr : A = k[[x, y, z]]/(x
p + yq + zr +
αxyz) , where r ≤ p ≤ q and 1/p + 1/q + 1/r < 1, α ∈ k∗ (in
this case all values of α lead to isomorphic algebras). Note that if
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1/p+1/q+1/r = 1 , the corresponding singularity is simple elliptic ex-
cept for finitely many special values of α . If r = 2 , Cohen–Macaulay
modules over this singularity are closely related to those over the curve
singularity Tpq . Indeed, in this case the singularity Tpq2 can be rewrit-
ten in the form: A = k[[x, y, z]]/(z2+xp+yq+βx2y2) for β = −α2/4 .
Therefore, one can use the Kno¨rrer’s correspondence [21, 26] described
in the following proposition to relate Cohen–Macaulay modules over
A and over the curve singularity A/(z2) = k[[x, y]]/(xp+ yq+ βx2y2) ,
denoted Tpq .
Proposition 5.1. Let f ∈ k[[x1, x2, . . . , xn]] be a non-invertible ele-
ment, A = k[[x0, x1, . . . , xn]]/(x
2
0+f) and A
′ = k[[x1, x2, . . . , xn]]/(f) .
For every Cohen–Macaulay module M over A let restM =M/x0M
and Mσ be the A-module that coincide with M as a group, while the
action of the elements of A is given by the rule: a ·Mσ v = aσ ·M v ,
where g(x0, x1, . . . , xn)
σ = g(−x0, x1, x2, . . . , xn) . Then:
• every indecomposable Cohen–Macaulay A′-module is a direct sum-
mand of restM for an indecomposable Cohen–Macaulay A-module
M and M ≃ A if and only if restM ≃ A′ ;
• if M is an indecomposable Cohen–Macaulay A-module such that
M 6≃ Mσ , restM is also indecomposable;
• if M 6≃ A is an indecomposable Cohen–Macaulay A-module such
that M ≃Mσ , then restM is a direct sum of two non-isomorphic
indecomposable Cohen–Macaulay A′-modules, which we denote by
rest1M and rest2M .
• if M,N are non-isomorphic indecomposable Cohen–Macaulay A-
modules and M 6≃ Nσ , then the indecomposable A′-modules ob-
tained from M and from N as described above are also non-
isomorphic.
Obviously, always restM ≃ rest(Mσ) and Aσ ≃ A .
So, to describe the Cohen–Macaulay modules over the curve sin-
gularity Tpq we have to know when M
σ ≃ M for a Cohen–Macau-
lay module M over the surface singularity Tpqr . The automorphism
g → gσ induces an automorphism of the minimal resolution X˜ , hence
an automorphism of the exceptional curve E and of the category of
vector bundles over E . We denote all these automorphisms by σ
too. The following result is immediate (cf. the definition of RE from
Theorem 1.2).
Proposition 5.2. REM
σ ≃ (REM)σ for every Cohen–Macaulay A-
module M .
From the description of the minimal resolutions of Tpqr given, for
instance, in [19, 22], one can deduce the following shape of the excep-
tional curve E for the minimal resolution of Tpq2 and for the action
of the automorphism σ on it.
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Proposition 5.3. (We use the notations from Section 2.)
1. If p = 3 (hence q ≥ 7 ), then s = q − 6 . If q > 7 , E
has 1 component E1 with self-intersection −3 and s − 1 com-
ponents E2, . . . , Es with self-intersection −2 ; E
σ
1 = E1 and
Eσi = Es+2−i . If q = 7 , E is irreducible with one node and
E · E = −1 . In both cases σ(p′′1) = p
′
1 .
2. If p = 4 (hence q ≥ 5 ), then s = q−4 . If q > 5 , E has 1 com-
ponent E1 with E1 ·E1 = −4 and s− 1 components E2, . . . , Es
with Ei ·Ei = −2 . If q = 5 , E is irreducible with one node and
E ·E = −2 . The action of σ is the same as in the previous case.
3. If p ≥ 5 , then s = p + q − 8 . Put t = p − 3 . E has 2
components E1 and Et with Ei ·Ei = −3 and s−2 components
with Ei · Ei = −2 (no one if p = q = 5 ). Eσi = Et+1−i if
1 ≤ s ≤ t and Eσi = Es+t+1−i if t < i ≤ s ; σ(p
′′
1) = p
′
t .
Given an s-sequence d = (d1, d2, . . . , drs) , denote by d
σ the se-
quence (d′1, d
′
2, . . . , d
′
rs) obtained from d by the following procedure
(we keep the notations of Proposition 5.3):
• if p = 3 or p = 4 , then d′1 = d1 and d
′
i = drs+2−i for 1 < i ≤ rs ;
• if p ≥ 5 , then d′i = dt+1−i for 1 ≤ i ≤ t and d
′
i = drs+t+1−i for
t < i ≤ rs .
We call an s-sequence d σ-symmetric if dσ = dk , where dk is an
s-shift of d (cf. page 6). Then the description of Cohen–Macaulay
modules from Section 2 implies the following results.
Corollary 5.4. Let M = M(d, m, λ) be an indecomposable Cohen–
Macaulay module over the surface singularity Tpq2 (cf. Corollary 2.4).
Then Mσ ≃ M(dσ, m, 1/λ) . In particular, M ≃ Mσ if and only if
the sequence d is σ-symmetric and λ = ±1 .
Corollary 5.5. The indecomposable Cohen–Macaulay modules over the
curve singularity A′ = k[[x, y]]/(xp + yq + βx2y2) of type Tpq ( q ≥
p, 1/p+ 1/q < 1/2 ) are the following:
• N(d, m, λ) = restM(d, m, λ) , where either the sequence d is not
σ-symmetric or λ 6= ±1 ;
• Ni(d, m,±1) = restiM(d, m,±1) ( i = 1, 2 ), where d is σ-
symmetric and either d 6= 0 or λ = −1 ;
• the regular module A′ .
The only isomorphisms between so defined Cohen–Macaulay modules
are N(d, m, λ) ≃ N(dσ, m, 1/λ) .
Note that the modules M(d, m, λ) with λ 6= ±1 form rational fam-
ilies based on (k∗ \ { 1,−1 })/Z2 , where the cyclic group Z2 acts on
k mapping λ to 1/λ . One easily sees that this factor is isomorphic
to k∗ \ { 1,−1 } itself.
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6. Hypersurface singularities
We also can use the previous results and Kno¨rrer’s correspondence
to describe Cohen–Macaulay modules on hypersurface singularities of
type Tpqr in any dimension. Such a hypersurface is given by the equa-
tion xp+ yq+ zr +αxyz+
∑k
j=1 v
2
i for some k (maybe, 0). Recall the
main results concerning Kno¨rrer’s correspondence [21, 26].
Proposition 6.1. Let f ∈ k[[x1, x2, . . . , xn]] be a non-invertible ele-
ment, A = k[[x1, x2, . . . , xn]]/(f) and A˜ = k[[x0, x1, . . . , xn]]/(f+x
2
0) .
For every Cohen–Macaulay module M over A let syzM denote the
first syzygy module of M considered as A˜-module via the natural epi-
morphism A˜ → A ≃ A˜/(x0) . If M has no free direct summands, let
ΩM denote its first syzygy as A-module. Then:
• every indecomposable Cohen–Macaulay A˜-module is a direct sum-
mand of syzM for an indecomposable Cohen–Macaulay A-module
M and M ≃ A if and only if syzM ≃ A˜ ;
• if M is an indecomposable Cohen–Macaulay A-module such that
M 6≃ ΩM , syzM is also indecomposable;
• if M 6≃ A is an indecomposable Cohen–Macaulay A-module such
that M ≃ ΩM , then syzM is a direct sum of two non-isomorphic
indecomposable Cohen–Macaulay A˜-modules, which we denote by
syz1M and syz2M .
• if M,N are non-isomorphic indecomposable Cohen–Macaulay A-
modules and M 6≃ ΩN , then the indecomposable A˜-modules ob-
tained from M and from N as described above are also non-
isomorphic.
• if M has no free direct summands, then syz(ΩM) ≃ syzM .
Obviously, this proposition implies immediately that if A is Cohen–
Macaulay tame, so is A˜ (and vice versa in view of Proposition 5.1),
just as in Proposition 4.8. In particular, as we have already mentioned,
for k = 0 , the (surface) singularity of type Tpqr is simple elliptic for
1/p + 1/q + 1/r = 1 and a cusp for 1/p + 1/q + 1/r < 1 [22]. Hence
the results of Section 3 imply
Corollary 6.2. Every hypersurface singularity of type Tpqr is Cohen–
Macaulay tame.
7. Auslander–Reiten quivers
In this section we calculate Auslander–Reiten quivers for Cohen–
Macaulay modules and related vector bundles. Recall that an Auslan-
der–Reiten sequence in a category of modules or of vector bundles is a
non-split exact sequence
0 −→M ′
g
−→ N
f
−→M −→ 0 ,
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where M,M ′ are indecomposable, such that any homomorphism N ′ →
M that is not a split epimorphism factors through f (equivalently, any
homomorphism M ′ → N ′ that is not a split monomorphism factors
through g ). Each of the modules M,M ′ uniquely defines the sec-
ond one. They write M ′ = τM and call M ′ the Auslander–Reiten
translate of M . In [6] it was proved that for any indecomposable vec-
tor bundle G on a projective curve E there is an Auslander–Reiten
sequence
0 −→ ωEOEG −→ E −→ G −→ 0 .
In particular, if E is a cyclic configuration, then, using the notation
of Section 2, ωE ≃ OE ≃ G(0, 1, 1) and if G = G(d, m, λ) , there is an
exact sequence
0 −→ G −→ E −→ G −→ 0 ,
where
EOEG(d, m, λ) ≃
{
G(d, 2, λ) if m = 1 ,
G(d, m+ 1, λ)⊕ G(d, m− 1, λ) if m > 1 ,
that is easily recognized as Auslander–Reiten sequence (if char k = 0
it follows immediately from [6], and the combinatoric description of
VB(X) in [9] does not depend on the characteristic). In particular, the
Auslander–Reiten quiver of the category of vector bundles over a cyclic
configuration is a disjoint union of homogeneous tubes
T (d, λ) : G(d, 1, λ)⇆ G(d, 2, λ)⇆ G(d, 3, λ)⇆ . . .
with τG = G for every indecomposable vector bundle G . Here d runs
through aperiodic s-sequences and λ ∈ k∗ .
Passing from vector bundles to Cohen–Macaulay modules, we use
the following result of Kahn:
Proposition 7.1. [18, Theorem 3.1] If X is a minimally elliptic sin-
gularity, Z its fundamental cycle and 0 → M → N → M → 0
an Auslander–Reiten sequence in CM(X) , then the exact sequence
0 → RZM → RZN → RZM → 0 is the direct sum of an Auslan-
der–Reiten sequence 0 → G → F → G → 0 and a split sequence
0→ nOZ → 2nOZ → nOZ → 0 .
(Note that, as a minimally elliptic singularity is Gorenstein, any Aus-
lander–Reiten sequence in CM(X) is of the form 0 → M → N →
M → 0 , cf. [6, Theorem I.3.1].)
Corollary 7.2. All Auslander–Reiten sequences of Cohen–Macaulay
modules over a cusp singularity are the following:
0→ M(d, 1, λ)→ M(d, 2, λ)→ M(d, 1, λ)→ 0 if d 6= b or λ 6= 1 ;
0→ M(b, 1, 1)→ A⊕M(b, 2, 1)→M(b, 1, 1)→ 0 ;
0→ M(d, m, λ)→M(d, m+ 1, λ)⊕M(d, m − 1, λ)→ M(d, m, λ)→ 0
if m > 1 .
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In particular, the Auslander–Reiten quiver of the category CM(X) ,
where X is a cusp singularity, is a disjoint union of homogeneous tubes
T(d, λ) : M(d, 1, λ)⇆M(d, 2, λ)⇆M(d, 3, λ)⇆ . . .
where d 6= b or λ 6= 1 , and one “special” tube
T(b, 1) : A⇆M(b, 1, 1)⇆M(b, 2, 1)⇆M(b, 3, 1)⇆ . . .
enlarged by the regular module A that is both projective and ext-
injective in this category (the latter means that Ext1A(M,A) = 0 for
any Cohen–Macaulay module M ). Recall that in M(d, m, λ) always
either d > 0 or λ 6= 1 . Again τM = M for all indecomposable
modules M 6≃ A (obviously, τA does not exist).
Passing from the singularities Tpq2 to Tpq , one only has to note that
Kno¨rrer’s correspondence maps an Auslander–Reiten sequence 0 →
M → N → M → 0 either to an Auslander–Reiten sequence 0 →
restM → restN → restM → 0 (if Mσ 6≃ M ) or to the direct sum of
Auslander–Reiten sequences 0 → rest2M → N ′ → rest1M → 0 and
0 → rest1M → N ′′ → rest2M → 0 if M ≃ Mσ (cf. [21, Corollary
2.10]). In particular, considering the Auslander–Reiten sequence 0 →
M(b, 1, 1) → A ⊕M(b, 2, 1) → M(b, 1, 1) → 0 , we see that A′ must
be in the middle term of the Auslander–Reiten sequence starting either
from N1(b, 1, 1) or from N2(b, 1, 1) . We choose the second possibility
(it only depends on the notation). We also choose the notations in such
a way that Ni(d, m+1,±1) is a direct summand of the middle term of
the Auslander–Reiten sequence starting from Ni(d, m,±1) ( i = 1, 2 ).
Then the Auslander–Reiten quiver is in this case a disjoint union of
homogeneous tubes
T˜(d, λ) : N(d, 1, λ)⇆ N(d, 2, λ)⇆ N(d, 3, λ)⇆ . . .
for non- σ-symmetric d or for λ 6= 1 ; regular tubes T˜(d,±1) of period
2 for σ-symmetric d (d 6= b or λ = −1 ):
N1(d, 1,±1) N1(d, 2,±1) N1(d, 3,±1)
N2(d, 1,±1) N2(d, 2,±1) N2(d, 3,±1)
✲ ✲ ✲
✲ ✲ ✲
· · ·
· · ·
 
 ✠❅
❅■  
 ✠❅
❅■  
 ✠❅
❅■
and one “special” tube T˜(b, 1) of period 2 enlarged by the regular mod-
ule A′ :
N1(b, 1, 1) N1(b, 2, 1) N1(b, 3, 1)
N2(b, 1, 1) N2(b, 2, 1) N2(b, 3, 1)
✲ ✲ ✲
✲ ✲ ✲
· · ·
· · ·
 
 ✠❅
❅■  
 ✠❅
❅■  
 ✠❅
❅■A′
❩⑥
✚❃
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The action of the Auslander–Reiten translate τ is trivial in homoge-
neous tubes and coincides with the obvious axis symmetry in those of
period 2.
The procedure is quite the same when passing to hypersurface sin-
gularities Tpqr of higher dimensions. Namely, again the mapping syz
transforms an Auslander–Reiten sequence 0 → M → N → M → 0
either to an Auslander–Reiten sequence 0 → syzM → syzN →
syzM → 0 (if M 6≃ ΩM ) or to the direct sum of Auslander–Rei-
ten sequences 0 → syz2M → N
′ → syz1M → 0 and 0 → syz1M →
N ′′ → syz2M → 0 .
For a hypersurface singularity of type Tpqr ( 1/p+1/q+1/r < 1 ), one
can use Kno¨rrer’s periodicity [21, 26] to describe the part of the Aus-
lander–Reiten quiver not containing the free module and the result of
Sølberg [25] on the position of the free module in an Auslander–Reiten
sequence. Then one obtains that if the dimension n = k + 3 is even,
the Auslander–Reiten sequence is the same as for the corresponding
surface singularity, with the only exception that the tube containing
the free module begins not from two arrows but from 2n/2 ones (half
of them starting and half of them ending at A ). If n is odd, the
Auslander–Reiten sequence looks like that for the curve case, except of
the tube containing the free module, where to each arrow starting or
ending at A should be added 2[
n−1
2
] ones such that each next arrow
goes to the opposite direction with respect to the preceding one.
8. Summary and conjectures
We can now summarize the known results on Cohen–Macaulay types
of isolated Cohen–Macaulay singularities. This is done in Table 1. To
make it more uniform, we call a curve singularity of type Tpq simple
elliptic if 1/p+1/q = 1/2 and a cusp if 1/p+1/q < 1/2 . In the same
way, we call a hypersurface singularity of type Tpqr simple elliptic if
1/p+1/q+1/r = 1 and a cusp if 1/p+1/q+1/r < 1 , though it seems
not to be the usual practice.
Moreover, there is some evidence that these results are complete,
that is, all the remaining singularities are Cohen–Macaulay wild. We
formulate the corresponding conjectures as well as one related to non-
isolated singularities. Here (X, x) denotes any Cohen–Macaulay sin-
gularity of an algebraic variety over a field of characteristic 0 and
Cohen–Macaulay type refers to its complete local ring A .
Conjecture 8.1. In the following cases the ring A = OˆX.x is Cohen–
Macaulay wild:
1. (X, x) is a surface singularity which is neither a quotient nor an
elliptic-quotient.
2. (X, x) is a hypersurface singularity, which is neither a simple one
nor of type Tpqr .
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Table 1.
Cohen–Macaulay types of singularities
CM type curves surfaces hypersurfaces
finite dominate quotient simple
simple
tame dominate simple simple
bounded simple elliptic- elliptic
elliptic quotient (no other ?)
(no other ?)
tame dominate cusp- cusp
unbounded cusp quotient (no other ?)
(no other ?)
wild all other all other ? all other ?
3. (X, x) is a non-isolated singularity with the dimension of the sin-
gular locus greater than 1 .
If this conjecture is true, it yields a complete description of isolated
Cohen–Macaulay tame surface and hypersurface singularities together
with a classification of their indecomposable Cohen–Macaulay modules.
Remark 8.2. All known examples of Cohen–Macaulay tame unbounded
singularities, in particular those from Table 1, are actually of exponen-
tial growth. It seems very plausible that it is always so. Nevertheless,
just as in the case of finite dimensional algebras, it can only be shown
a posteriori, when one has a description of modules. We do not see any
“natural” way to prove this conjecture without such calculations.
Remark 8.3. In the complex analytic case, Artin’s Approximation The-
orem [2] implies that the list of Cohen–Macaulay modules (Corol-
lary 2.4) remains the same if A denotes the ring of germs of analytic
functions on a cusp singularity. The lifting of families (Propositions 3.6
and 3.7) is more cumbersome. We do only claim that, for each point
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t ∈ T , a lifting is possible over a neighbourhood U of t in T . Com-
bined with the uniqueness assertion, just as in Remark 3.8, it gives a
lifting of an appropriate family to the universal covering T˜ of T . If
T is a smooth curve, so is T˜ , therefore the results on tameness from
Section 4 remain valid. On the other hand, in the case of cusps it
seems credible that the families G(d) from the proof of Corollary 3.9
can actually be lifted over T , just as in [18] for simple elliptic case.
Moreover, in the case (iv) of Remark 4.5, where the base is a finite
dimensional algebra, Artin’s Approximation Theorem can also be ap-
plied, so Theorem 4.6 remains valid in the analytic case too.
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