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In dieser Arbeit untersuche ich die Strukturentstehung gema¨ß dem aktuellen kosmologi-
schen Standardmodell, wobei zwei unterschiedliche numerischen Methoden verwendet wer-
den: N-body Simulationen und Semi-analytische Galaxienentwicklungsmodelle.
In den Kapiteln 1 & 2 werden Motivation und Zielsetzung dieser Arbeit vorgestellt.
Zusa¨tzlich findet sich hier eine kurze allgemeine Einfu¨hrung zu dem Thema.
Das 3. Kapitel befasst sich mit einem wohl bekannten Problem: Bei Hot/Warm Dark
Matter (H/WDM) N-body Simulationen, deren anfa¨ngliche Teilchenverteilung auf einem
regelma¨ßigen kubischen Gitter angeordnet ist, ko¨nnen artifizielle Strukturen entstehen,
die alleine auf die Periodizita¨t der Anfangsbedingungen zuru¨ckzufu¨hren sind. Insbesonde-
re kann es geschehen, dass Filamente, typische Erscheinungsformen derartiger Simulatio-
nen, in regelma¨ßige Einheiten auseinanderbrechen, welche die periodische Gitterstruktur
widerspiegeln. Unter Verwendung von numerischen Simulationen kann hier nachgewiesen
werden, dass a¨hnliche Effekte sogar dann auftreten, wenn glass-artige Anfangsverteilungen
benutzt werden, obwohl Glass-Verteilungen weder bevorzugte Richtunge noch langreich-
weitige Koha¨renzen aufweisen. Eine derartige regula¨re Fragmentierung wird auch bei dem
Kollaps gleichfo¨rmiger Filamente in idealisierten Simulationen beobachtet. Der idealisierte
Kollaps zu einer zweidimensionalen Fla¨che weist jedoch keine artifizielle Fragmentierung
auf. Damit muss das Auftreten aller selbst-gebundenen Strukturen in H/WDM Simula-
tionen, welche die free streaming Masse substantiell unterschreiten, auf unphysikalische
(rein numerische) Fragmentierung der Filamente zuru¨ckgefu¨hrt werden. Die artifiziellen
Fragmente finden sich unterhalb einer charakteristischen Masse, welche durch die folgende




peak. Als unvermeidliche Konsequenz der artifiziellen Frag-
mentierung nimmt die effektive Massenauflo¨sung in H/WDM N-body Simulationen nur
mit der Quadratwurzel der Teilchenzahl zu.
Im 4. Kapitel werden N-body Simulationen mit der analytischen Modellierung von Ga-
laxien kombiniert. Mit dieser Herangehensweise kann der Einfluss verschiedener kosmo-
logischer Parameter auf die Galaxienpopulationen abgescha¨tzt werden. Von besonderem
Interesse hier sind die Parametersa¨tze, die sich aus der 1 und 3-ja¨hrigen Wilkinson Mi-
crowave Anisotropy Probe ableiten ließen (WMAP1 und WMAP3). In einer WMAP3 Kos-
mologie ist die Strukturentstehung wesentlich verzo¨gert, da fu¨r die relevanten Skalen die
Amplitude der Dichteschwankungen viel geringer ist. Die geringere Zusammenballungsten-
denz der dunklen Materie wird allerdings beinahe vollsta¨ndig durch das anwachsen des
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halo bias ausgeglichen. In beiden Kosmologien (WMAP1 & Wmap3) ko¨nnen verschiedene
Kombinationen der Modellparameter fu¨r die Galaxienenrwicklung eine U¨bereinstimmung
mit den, bei geringen Rotverschiebungen beobachteten, Galaxienpopulationen hervorbrin-
gen. So ko¨nnen verschiedene Einstellungen von Sternentstehungsrate, Supernova-Feedback
und AGN-Feedback zu sehr a¨hnlichen Modellpopulationen fu¨hren. Die projizierten Zwei-
punktkorrelationsfunktionen von Modellen, die die beobachteten Leuchtkraftfunktionen re-
produzieren, streuen in der Regel zwischen 10 und 20 Prozent auf großen und noch mehr
auf kleinen Skalen. Diese Streuung wird sowohl von den unterschiedlichen Kosmologien,
wie auch von den Details der Galaxienentstehung hervorgerufen. Messungen der paarwei-
sen Geschwindigkeitsverteilung scheinen eine WMAP1 Kosmologie zu bevorzugen. Bei der
Interpretation der Daten mu¨ssen jedoch die systematischen Fehlerquellen genau beru¨ck-
sichtigt werden. Modell-intrinsische Ungenauigkeiten erlauben es derzeit nicht endgu¨ltig
zwischen den WMAP1 und WMAP3 Kosmologien zu unterscheiden, insbesondere da die
Modellvorhersagen fu¨r geringe Rotverschiebungen, wo eine hinreichende Menge von Be-
obachtungsdaten vorhanden ist, nicht sonderlich stark voneinander abweichen. Bei hohen
Rotverschiebungen, z > 2, divergieren die Modellvorhersagen betra¨chtlich, jedoch existiert
fu¨r eine Festlegung der Modellparameter derzeit noch nicht ausreichend Beobachtungsma-
terial.
In Kapitel 5 wird die Universalita¨t von Haloeigenschaften im Rahmen des monolithischen
Strukturbildungszenarios untersucht. In den letzten Jahrzehnten wurden meist Cold Drak
Matter (CDM) Simulationen herangezogen, um das Versta¨ndnis der kosmische Strukturent-
wicklung zu vertiefen. Dabei kam zum Vorschein, dass Haloeigenschaften, wie Dichteprofile,
Formparameter, Spinparameter und spezifische Drehimpulse ’allgemeinen’ Gesetzma¨ßigkei-
ten gehorchen. Hier werde ich zeigen, dass diese Gesetzma¨ßigkeiten auch in Warm Dark
Matter (WDM) Simulationen gefunden werden ko¨nnen, also in Szenarien, wo Halos eher
durch stetige Akkretion als durch virulente Verschmelzungsprozesse gebildet werden. Die
Dichteprofile von WDM Halos werden, wie auch die ihrer CDM Pendants, sehr gut durch
das Navarro et al. (1997) Profil beschrieben. Meinen Ergebnissen zufolge zeigen WDM und
CDM Halos zwar unterschiedliche Abha¨ngigkeiten zwischen Konzentration und Masse, aber
die Relation zwischen Konzentration und Entstehungszeit stimmt in beiden Kosmologien
qualitativ u¨berein: Halos, welche fru¨her entstanden sind, haben eine konzentriertere Mas-
severteilung als ihre ju¨ngeren Pendants. Die Entstehungsgeschichte von Halos ist nicht
wesentlich anders als jene, welche schon von den CDM Simulationen her bekannt ist: einer
fru¨hen Phase der schnellen Massenakkretion, begleitet von seltenen Verschmelzungen von
Protohalos vergleichbarer Massen, folgt eine Phase der stillen oder kontinuierlichen Ak-
kretion. Fu¨r weitere Verteilungen, wie die der Formparameter, der Spinparameter und der
spezifischen Drehimpulse findet sich kein maßgeblicher Unterschied zu den entsprechenden
Verteilungen von CDM Halos. Diesen Ergebnissen zufolge spielen Verschmelzungsprozes-
se nur eine untergeordnete Rolle in der Erzeugung oben genannter Haloeigenschaften und




In this thesis, I study the formation of structure within the current standard cosmological
model using two numerical methods: N -body simulations and semi-analytic models of
galaxy formation.
In Chapter 1 & 2, I will explain the motivations and objectives of the analysis presented
in this thesis, and give a brief review of the relevant background.
Chapter 3 is focused on the discreteness effects in N -body simulation: Hot/Warm Dark
Matter (H/WDM) N -body simulations in which the initial uniform particle load is a cubic
lattice, exhibit artefacts related to this lattice. In particular, the filaments which form
in these simulations break up into regularly spaced clumps which reflect the initial grid
pattern. Using numerical simulations, I demonstrate that a similar artefact is present even
when the initial uniform particle load is not a lattice, but rather a glass with no preferred
directions and no long-range coherence. My study shows that such regular fragmentation
occurs also in simulations of the collapse of idealized, uniform filaments, but not in sim-
ulations of the collapse of infinite uniform sheets. In H/WDM simulations, all self-bound
non-linear structures with masses much smaller than the free streaming mass appear to
originate through spurious fragmentation of filaments. These artificial fragments form be-




peak. This has the unfortunate consequence
that the effective mass resolution of such simulations improves only as the cube root of the
number of particles employed.
In Chapter 4, I combine N -body simulations of structure growth with physical modelling
of galaxy evolution to investigate whether the shift in cosmological parameters between
the 1-year and 3-year results from the Wilkinson Microwave Anisotropy Probe (WMAP)
affects predictions for the galaxy population. Structure formation is significantly delayed
in the WMAP3 cosmology, because the initial matter fluctuation amplitude is lower on
the relevant scales. The decrease in dark matter clustering strength is, however, almost
entirely offset by an increase in halo bias, so predictions for galaxy clustering are barely
altered. In both cosmologies, several combinations of physical parameters can reproduce
observed, low-redshift galaxy properties; the star formation, supernova feedback, and AGN
feedback efficiencies can be played off against each other to give similar results for a variety
of combinations. Models which fit observed luminosity functions predict projected 2-point
correlation functions which scatter by about 10-20 per cent on large scale and by larger
factors on small scale, depending both on cosmology and on details of galaxy formation.
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Summary
Measurements of the pairwise velocity distribution prefer the WMAP1 cosmology, but
careful treatment of the systematics is needed. Given current modelling uncertainties,
it is not easy to distinguish the WMAP1 and WMAP3 cosmologies on the basis of low-
redshift galaxy properties. Model predictions diverge more dramatically at high redshift.
Better observational data at z > 2 will better constrain galaxy formation and perhaps also
cosmological parameters.
In Chapter 5, I study whether the apparent universality of halo properties in hierarchical
clustering cosmologies is a consequence of their growth through mergers.
N -body simulations of Cold Dark Matter (CDM) have shown that, in this hierarchical
structure formation model, dark matter halo properties, such as the density profile, the
phase-space density profile, the distribution of axial ratio, the distribution of spin param-
eter, and the distribution of internal specific angular momentum follow ‘universal’ laws or
distributions. Here I study the properties of the first generation of haloes in a Hot Dark
Matter (HDM) dominated universe, as an example of halo formation through monolithic
collapse. I find all these universalities to be present in this case also. Halo density profiles
are very well fit by the Navarro et al (1997) profile over two orders of magnitude in mass.
The concentration parameter depends on mass as c ∝ M0.2, reversing the dependence
found in a hierarchical CDM universe. However, the concentration-formation time relation
is similar in the two cases: earlier forming haloes tend to be more concentrated than their
later forming counterparts. Halo formation histories are also characterized by two phases
in the HDM case: an early phase of rapid accretion followed by slower growth. Further-
more, there is no significant difference between the HDM and CDM cases concerning the
statistics of other halo properties: the phase-space density profile; the velocity anisotropy
profile; the distribution of shape parameters; the distribution of spin parameter, and the
distribution of internal specific angular momentum are all similar in the two cases. Only
substructure content differs dramatically. These results indicate that mergers do not play
a pivotal role in establishing the universalities, thus contradicting models which explain
them as consequences of mergers.
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Chapter1
Thesis objectives and framework
Abstract
In this chapter I explain the motivations and objectives of this thesis, and provide an
outline of the following chapters.
Over the past decades, a number of observational tests have converged to establish the
cold dark matter model with its concordance set of parameters ( ΛCDM ) as the standard
model for structure formation. In our Universe, the total energy density is close to the
critical density needed for closure, implying that the geometry of the observed Universe
is flat. The two dominant components are of non-baryonic nature: cold dark matter and
an unknown form of dark energy. The former is responsible for building up the potential
field and inducing perturbations of the baryonic matter to grow into luminous objects; the
latter is currently dominating the evolution of the Universe and causing its expansion to
accelerate. The mean density of baryonic matter is only approximately 4.5% of the total
energy density, and accounts for all visible objects in the Universe. This model is incredibly
successful in reproducing a large number of observations in particular on large scales and
at various cosmic epochs.
Given the well constrained cosmological model, the focus is beginning to shift away from
determining the values of the cosmological parameters towards solving the problems of
structure formation at small scales. In the standard ΛCDM model, the formation of dark
matter haloes has been well studied by means of direct numerical simulation of collisionless
particle systems. A number of properties of dark matter haloes are found to be “univer-
sal”. For example, the density profile, the phase space density profile, the shape parameter
distribution, the spin distribution, and the distribution of internal specific angular momen-
tum. However, the origin of these universalities is not well understood. At sub-galactic
scale, the success of the ΛCDM model has not been convincingly demonstrated yet, and a
number of issues remain the subject of a lively debate (e.g. the inner density profile, the
satellite abundance, the angular momentum problem in disk formation).
Understanding the formation and evolution of luminous objects is much more difficult
because of the more complicated and strongly interacting physical processes that are at play.
Given the large uncertainties involved, modern models of galaxy formation and evolution
are based on a number of assumptions that are sometimes difficult to verify.
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However, with the detection of sizable populations of galaxies both in the local Universe
and at high redshift, with the increase in available computing power and the development
of powerful new techniques, we now have the ability to sample the parameter space of
different models, to study structure formation with higher resolution, and advance in this
way in our understanding of how cosmic structures formed and evolve.
N -body simulations and semi-analytic (SA) models of galaxy formation represent very
useful tools to address these issues. N -body simulations enable us to follow the formation
and evolution of dark matter haloes in their full geometrical complexity. Modern SA models
take advantage of high resolution N -body simulations to specify the location and assem-
bly histories of galaxies and invoke simple yet physically and observationally motivated
prescriptions to model the evolution of the baryonic component.
In this thesis, I will use both tools to address a number of questions related to structure
formation. In the following, I will give an outline of the projects that were carried out.
Numerical issues on simulating H/WDM Universe Although the CDM model has be-
come the ‘standard’ model of structure formation, and measurements of large-scale struc-
ture have ruled out the neutrino as a candidate for ‘hot’ dark matter (White et al. 1983),
H/WDM models or some mixed models are not ruled out completely. In particular particle
physicists still consider a kind of warm dark matter – the massive sterile neutrino mixed
with an ordinary neutrino – as the most popular candidate for the dark matter. There-
fore, simulating the H/WDM dominated Universes is necessary to help in distinguishing
different dark matter models. Because of free-streaming effects, there is a cutoff at small
scales in the power spectrum of H/WDM models. Due to this lack of small-scale power
, discreteness effect in N -body systems can dominate structure growth at small scales in
H/WDM universes. For example, spurious substructures form in filaments with a regular
pattern. Such numerical effects were noticed for the first time more than 20 years ago. In
Chapter 3, I study these effects and find a simple fitting expression to describe the char-
acteristic mass scale under which all self-bound non-linear structures appear to originate
through spurious fragmentation of filaments caused by discreteness effects.
Galaxy formation and Cosmology model Large scale surveys have confirmed the CDM
model as the standard model for structure formation. In recent years, the semi-analytic
scheme has developed into one of the most powerful approaches to model galaxy formation
and evolution within this standard paradigm. Semi-analytic models have enjoyed many
successes and now eventually allow the cosmological parameters to be constrained by com-
paring simulated galaxy catalogues with real data.
The first-year and third year data from the Wilkinson Microwave Anisotropy Probe
(WMAP) did much to reinforce the ΛCDM model as the “standard” model for struc-
ture formation, but they also had some significant differences in their conclusions about
cosmological parameters. In particular there is a 20 per cent difference in the best-fit nor-
malization parameter of the power spectrum σ8, which implies a significant shift in galaxy
formation time, as well as the significant differences in the abundance and clustering of
galaxies. In Chapter 4, I combine N -body simulation and semi-analytic galaxy formation
models to investigate whether the shift between the 1-year and 3-year WMAP parame-
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ters affects predictions for the galaxy population. Furthermore, by comparing with the
real data, I can investigate if simulated galaxy catalogues can provide any constrains on
cosmological parameters.
Halo formation history and its internal structure N -body simulations of CDM have been
widely used and analyzed in the last decades. It has been shown that in the framework of
this structure formation paradigm, halo properties such as the density profile, the shape
parameter distribution, the spin distribution, and the distribution of halo internal specific
angular momentum follow ‘universal’ laws or distributions. The origins of these ‘universal’
distributions are not well understood yet. Most proposed explanations have been based on
the hypothesis that mergers are the main driving force to build up these regularities. I test
whether this is the case by using controlled simulations in which halo formation occurs, at
least initially, through a monolithic collapse. Starting from a good understanding of the
numerical effects studied in Chapter 3, I carry out N -body simulations of HDM dominated
universe as an example of cosmological model in which the first haloes grow by monolithic
collapse. I study whether universal halos properties extend also to such haloes. Results of
this study are discussed in Chapter 5.
Finally, I will summarize the most important findings of the work carried out for this
thesis, and give my conclusions. Meanwhile, I will point out some future perspectives.
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In this chapter, I review the background relevant for this thesis. A large number of
observational tests have recently converged to establish the ΛCDM model as the “stan-
dard” model for structure formation. I briefly summarize the backgroud cosmology
and some related issues of structure formation with this thesis in the standard cos-
mological model. Then I give an overview of the primary tools used in this thesis:
N -body simulations and semi-analytic galaxy formation models.
2.1 Background cosmology
2.1.1 The Friedmann models
The current standard cosmological model (ΛCDM) model is based on the “cosmological
principle”, and is described by the highly symmetric Robertson-Walker metric. The cos-
mological principle states that, on sufficiently large scales, the Universe is homogeneous
and isotropic. Homogeneity is the property of being identical everywhere in space, while
isotropy is the property of looking the same in every direction.
The dominant force of nature on large scales is gravity, so the most important part of
a physical description of the Universe is a theory of gravity. Einstein’s General Theory
of Relativity is the best candidate for such a theory currently. This theory considers
the gravitation as a property of the space-time whose evolution can be described by the
following equations:
Gik = Rik − 1/2gikR− Λgik = 8πG
c4
Tik (2.1)
Where the Einstein tensorGik describes the space-time geometry and the energy-momentum
tensor Tik describes the matter/energy distribution.
General relativity is a geometrical theory, and the most general space-time metric de-
scribing a homogeneous and isotropic space is the Robertson-Walker metric:
ds2 = (cdt)2 − a(t)2[ dr
2
1−Kr2 + r
2(dθ2 + sin2 θdφ2)] (2.2)
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where we have used spherical polar coordinates: r, θ and φ are comoving coordinates;
t is the proper time, and a(t) is a function to be determined which has the dimensions
of a length and is called the expansion parameter. A relative quantity named redshift is
defined as z = (femitted − fobserved) = 1/a − 1. The energy of photons emitted by distant
sources (frequency femitter) is reduced by the expansion of the Universe and has a lower
observed frequency fobserved. The redshift is often used as a time variable in cosmology.
The curvature parameter k is a constant which can be scaled in such a way that it takes
only the values 1, 0 or -1 which correspond to a closed, flat or open geometry respectively.
The Einstein equations of general relativity relate the geometrical properties of space-
time with the energy-momentum tensor describing the matter content of the Universe. In
particular, for a homogeneous and isotropic perfect fluid with rest-mass energy density ρc2











a2 − kc2 + 1
3
Λa2 (2.4)
where Λ is the well-known Cosmological constant and may be thought of as a repulsive
force. Defining a Hubble constant H = a˙/a, and a critical density ρcrit =
3H2
8πG , equation
2.4 can be written as:























are the energy density
parameters of a multi-component fluid (radiation: 3p/c2; matter: ρm; curvature: K, and
the cosmological constant: Λ).
Given an equation of state, for example, 3p/c2 = 0 for a dust-filled Universe, one can
study the dynamics of the whole Universe using the Friedmann equations.
2.1.2 Primordial density field and Transfer function
Currently, the most bound objects in the Universe are thought to grow from tiny initial
density fluctuations due to the gravitational collapse. The inflation theory predicts that
the initial perturbation spectrum can be represented by a power law: < δ2k >= k
n and
n = 1. δk is the Fourier transform of the density perturbation δ =
ρ−ρ¯
ρ¯ and ρ, ρ¯ are the
density field at a given location and its average value. The case n = 1 corresponds to the
case that the perturbation of potential filed will be independent of scale. This corresponds
to the Harrison-Zel’dovich constant curvature scaling: all fluctuations have approximately
the same escape velocity, and the density contrast have the same amplitude on all scales
when the perturbations come through the horizon.
Besides the shape of the power spectrum, the normalisation is another important param-
eter that influences the following structure formation. There are three methods which can
be used to normalise the power spectrum at different scales:
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1: At large scales, the normalization can be done using the Cosmic Microwave Back-
ground (CMB) anisotropies. In a specific cosmology, the CMB temperature fluctuations can
be related to matter density perturbations, yielding a characteristic shape of the matter den-
sity power spectrum. This method has been used for the COBE (COsmic Background Ex-
plorer) and the WMAP (Wilkinson Microwave Anisotropy Probe) satellites (Banday et al.
1997; Spergel et al. 2003, 2007).
2: At intermediate scales of about ∼ 10Mpc/h, the power spectrum can be normalized
using the local abundance of galaxy clusters (White et al. 1993). The spatial number
density of clusters can be used to measure the amplitude of dark matter fluctuations since
galaxy clusters are expected to form by gravitational instability from dark matter density
perturbations. Requiring the power spectrum to reproduce the observed local number
density of clusters, one determines its normalization.
3. Finally, the power spectrum can be normalized by the local variance of galaxy counts
(Davis & Peebles 1983). The variance of galaxy numbers at some special scales (normally
∼ 8Mpc/h) σ8 relates to the dark matter fluctuations, and can be used to determine the
amplitude of the power spectrum. But in this method, the bias between the galaxies and
the underlying dark matter perturbations needs to be assumed a priori.
With the combination of redshift galaxy surveys, the first-year CMB observations from
the WMAP satellite did much to establish ΛCDM cosmological model. Two further years
of WMAP data have significantly refined this model, leading to noticeable shifts in some
parameters, especially the amplitude of power spectrum (σ8) which is decreased by 20
percent. In Chapter 4, I will study the impact of the changes of σ8 and other parameters
between WMAP1 and WMAP3 on predictions from galaxy formation models.
The primordial power spectrum is believed to be modified, during the evolution of the
Universe until the end of recombination, by various processes including growth under self-
gravitation, the effects of pressure and dissipative processes. The function describing the






which gives the ratio of the later time (z) amplitude of a mode (δk(z)) to its value at initial
time z0 (δk(z0)). Here D(z) is the linear growth factor and will be discussed later. The
shape of transfer function is affected by the types of dark matter and types of fluctuation
modes.
In the case of the Cold Dark Matter(CDM) model, prior to the epoch of equality
of matter and radiation energy densities, the mass spectrum preserves its initial form
∆ = δρ/ρ ∝ M−(n+3)/6 and the perturbations grow as a2 till they enter their parti-
cle horizons. After they enter the horizon, they couple into the dominate mass and
oscillate as sound waves before the radiation-dominated era ends. Normally, the scale
factor at which a perturbation of mass M enters the horizon is proportional to M1/3,
and the density perturbation spectrum for a mass less than the horizon mass become
∆ ∝ M−(n+3)/6 ×M2/3 = M−(n−1)/6. Therefore, the resulting power spectrum is flatter
than the input power spectrum on small mass scales. Analytic expressions for the transfer
function in this case are given by Peebles (1982) and Davis et al. (1985).
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For the isocurvature perturbation modes, after they enter the particle horizon, they
evolve like the cold dark matter described above, but are subject to the additional Meszaros
effect. As a result, the amplitude of modes is lower than that of adiabatic modes at smaller
mass scales. Efstathiou & Bond (1986) have presented analytic expresions for the transfer
function in this case.
If the dominant matter in the Universe is Hot or Warm dark matter, the small-mass
scale perturbations are subject to free-streaming damping due to the higher decoupling
velocity of the dark matter particles as soon as the perturbations come through the horizon,
during the radiation-dominated era. Therefore, there is an exponential cut off at the small
mass scales in the power spectrum. The analytic expression for this distortion is given by
Bond & Szalay (1983) and Kolb & Turner (1990).
The interaction between baryonic matter and radiation during the plasma epoch and the
consequent dissipation due to viscosity and thermal conduction are also important physical
phenomena and will leave their impact on the matter power spectrum. One effect of these
dissipative processes on an adiabatic perturbation is to decrease its amplitude. Another
important feature is the strong oscillations in the baryon version of the transfer function.
Waves with different modes have different temporal phases which result in the waves ar-
riving at recombination at different stages of their cycle. At recombination, the restoring
force for the oscillations supplied by pressure disappears and the waves become stranded
with an amplitude that depends on wavelength. Since dark matter are collisionless, there
is no restoring force, and the acoustic oscillations therefore do not occur in the pure dark
matter power spectrum.
Accurate calculation of the transfer function requires a solution of the Boltzmann equa-
tion with a mixture of different matter and relativistic particles. Currently Many Boltz-
mann codes are available, for example, CMBFAST (Seljak & Zaldarriaga 1996) and CAMB
(Lewis et al. 2000).
In Chapter 3 & 5, I will address two questions related to halo formation in a hot dark
matter dominated Universe. The power spectrum for such a Universe is calculated from
the formula given by Bond & Szalay (1983), which is found to converge with the numerical
results from CMBFAST very well.
2.2 Structure formation
In the following section, I will briefly summerize some issues related to structure formation.
These will provide a general introduction to the three projects discussed in the following
chapters.
After the epoch of equality of matter and radiation energy densities, the amplitudes of
the perturbations will grow linearly during the matter-dominated era as a linear growth
factor until they become non-linear when ∆ ∼ 1. The perturbations with the largest
amplitudes attain ∆ ∼ 1 first and begin to collapse to form bound systems. For the
CDM case, the first objects to form are low mass systems that later assemble into larger
scale systems in a hierarchical clustering process. In contrast, in the H/WDM case, the
first objects to form are massive because smaller mass scale perturbations are smoothed
out by the free-streaming effect. Galaxy-size objects then form by successive processes of
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fragmentation of these large objects. In the dark-matter-only Universe, the perturbations
consist of collisionless particles and dissipative processes are not relevant. Kinetic energy is
lost primarily by violent relaxation (Lynden-Bell 1967) to form bound structures satisfying
the virial theory. In this process, dark matter particles get rid of half of their kinetic energy
and end up in an equilibrium configuration. Subsequently, energy exchange among dark
matter particles can take place by dynamical friction, which is a relatively slow process.
2.2.1 Linear theory
For a collisionless fluid in a static background, since gravity is an attractive force, an
overdense region is expected to accrete material from its surroundings, thus becoming
even more dense. This process will result in an instability which can ultimately cause the
collapse of a fluctuation to a gravitationally bound system. Jeans (1902) applied first order
perturbation theory to study this instability for a collisional gas in a static background
for the first time. His theory can be easily extended to the case of density perturbations
in an expanding Universe. In comoving coordinates, positions x and peculiar velocities v
are defined as x = r/a and v = ax˙ = u − a˙x where r and u are physical positions and
peculiar velocities of the fluid. Density and time can also be replaced by the dimensionless
overdensity δ = ρ/ρ¯ − 1 and the conformal time dτ = dt/a (ρ¯ is the mean density).
Therefore we can describe the evolution of an ideal fluid with three equations: the equation
of continuity, Euler’s equation and Poisson’s equation:
dδ
dτ






v + (v · ▽)v = − ▽p
ρ¯(1 + δ)
−▽Φ; (2.8)
▽2 Φ = 4πGρ¯a2δ. (2.9)
where p is the pressure and Φ is the potential; ▽ and d/dτ are derivative with respect to
x and τ respectively.









The solution of this equation is particularly simple for an Einstein-de Sitter Universe in
which we have ρ¯ = ρcrit =
8πG
3H2
and a ∝ t2/3 ∝ τ2. In absence of pressure, we can rewrite
the above equation as:
δ¨ + 2δ˙/τ − 6δ/τ2 = 0. (2.11)
The two solutions for this equation are δ ∝ τ2 ∝ t2/3 ∝ a and δ ∝ τ−3 ∝ t−1 ∝ a−3/2. The
former is the growing mode and the latter is the decaying mode. Normally, only the growing
mode is relevant for most applications. When δ ≪ 1, the growth of the perturbation at
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later time can be written as δ(z) = δ(z0) ∗ D(z)D(z0) and the growth factor D(z) can be taken










Ωm(z)4/7 − ΩΛ(z) + (1− Ωm(z)/2)(1 + ΩΛ(z)/70)
(2.12)
The approximation on the right side of above equation is good to a few percent.
The evolution of peculiar velocities can be derived, knowing the potential gradient, from
equation 2.8.
It is also interesting to analyses the growth of the perturbations of the baryonic matter.
During the time from equilibrium to recombination, perturbations in the dark matter
grow by a factor arec/aeq. arec and aeq are the time of the recombination epoch and
the equilibrium epoch. At the same time, baryonic fluctuations do not experience any
growth because of the tight coupling between baryons and photons. After decoupling,
perturbations in the ordinary matter will also start to grow driven by the gravitational
potential of the dark matter. The growth will follow δb = δDM (1 − areca ). where δb and
δDM are perturbations of baryon and dark matter. We can see that baryonic fluctuations
quickly catch up with perturbations in the dark matter component after decoupling.
2.2.2 The Zel’dovich Approximation
As shown above, when δ ≪ 1, the growth of perturbations will follow a self-similar evolu-
tion: δ(z) = δ(z0) ∗ D(z)D(z0) . Using this relation in the Poisson equation, we find the same is
true for the gravitational acceleration : Φ(z) = D(z)Φ(z0)aD(z0) where ▽2Φ(z0) = 4πGρ¯a3δ(z0).
using these relations in the linearized form of Euler’s equation and integrating this equation,
we obtain (White 1996):




v = − D˙(z)
4πGρ¯a2D(z0)
▽ Φ(z0). (2.14)
These formulae are due to Zel’dovich (1970). They show that the motion of particles can be
described using the Lagrangian formalism. Zel’dovich suggested that these formulae could
be used to extrapolate the evolution of structure into the regime where the displacements
are not small any more. This is the famous Zel’dovich approximation. Once the fluctuations
evolve into the non-linear regime (∆≫ 1), the linear growth theory discussed above breaks
down. As a first-order Lagrangian perturbation theory, the Zel’dovich approximation can
be used to describe the development of perturbations in the non-linear regime. Rather than
working out the development of perturbations in some external Eulerian reference frame,
the motion of particle’s in a comoving coordinate frame is followed. If the displacement
map from x0 → x is small, then, due to the mass conservation, we can get the evolution of






where ρ¯ is the mean density in the Universe and |J(x, z)| is the determinant of the Jacobian
of the mapping x0 → x. The matrix J is symmetric and can therefore be locally diagonalised
as:
1 + δ =
1
(1− λ1D)(1− λ2D)(1 − λ3D) (2.16)
where λ1 ≥ λ2 ≥ λ3 are the three eigenvalues of the matrix J . Zel’dovich found that the
density field will collapse along the main axis of system when λ1D = 1. Therefore, the first
nonlinear objects are thus predicted to form at local maxima of λ1, and Zel’dovich called
these objects “pancakes ”.
The Zel’dovich approximation can provide us a very good description of the structure for-
mation during the linear and weakly-nonlinear phases of the early Universe. It is commonly
used to build up the initial condition for N -body simulations at some starting redshift. I
will give more details on this in the section 2.3
2.2.3 The statistics of hierarchical clustering
The clustering of haloes and galaxies within different cosmology models, and at different
cosmic times will be discussed in detail in Chapter 4. Some applications of the statistics
of hierarchical clustering are also useful for the construction of galaxy formation models.
Historically, There have been two approaches to study the spatial clustering of dark matter
haloes.
One approach is given by the ‘peak formalism’: The matter which will collapse to form
bound objects can be identified as the peaks of perturbations in the initial density field
after smoothing with a filter of appropriate scale. Usually, these peaks are expected to form
a bound object if they rise above some fixed threshold. This means that the initial growing
mode in density field δ(x, t0) can determine completely the distribution of nonlinear lumps
at all later times. The detailed mathematical development is set out by Bardeen et al.
(1986). This scheme allows the calculation of the abundance and clustering of peaks in
the field δ(x, t;R) (R is the smoothing scale) as a function of their height and auxiliary
properties such as their shape. The theory naturally predicts the properties of objects of a
given mass forming at different times. However, with this scheme, it is difficult to predict
the distribution in mass of the objects present at a given time. Bond & Myers (1996a,b,c)
made considerable progress on this issue by identifying virialized cosmological objects with
a point process of “peak patches” in the initial (Lagrangian) space, and then tracing the
evolution of the objects forming from those ‘patches’.
Another approach is based on the discussion of hierarchical clustering developed by
Press & Schechter (1974) ( named the Press-Schechter Theory). They assume that density
perturbations can be considered to form virialized objects when they grow above some
critical value δc (for example 1.686 as predicted by the top-hat collapse model). If one








where σ2(M) is the variance of the density perturbation δ = δρ/ρ and is defined as the
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mean square density fluctuation in spheres of comoving radius R:











In the above equation, P (k) is the power spectrum of the density contrast and W (kR) =
3(sin kR−kR cos kR)/(kR)3 is the Fourier-transform of a spherical top-hat window function
with radius R and R = (3M/4πρ¯)1/3. Then, the fraction of points that exceed δc is given
by:






This quantity is suggested by Press & Schechter to be identified as the fraction of particles
which are part of a nonlinear lump (dark halo) with mass greater than M . However, there
is an obvious problem: as M → 0, F → 0.5. In other words, only half of the particles are
part of lumps of any mass. Press & Schechter solved this, arbitrarily, by multiplying the
mass function by a factor 2. Then the mass function of collapsed lumps with mass in the
range M →M + dM at redshift z is :





















Bond et al. (1991) developed an alternative derivation of the mass function. Instead of
smoothing δ(x) with spherical top hat, W (x, R), they considered a filter which is top hat
in Fourier space.
W (k; kc) =
{
1 for |k| < kc
0 for |k| > kc (2.22)
The change in δs (δ in Fourier space) for the increasing from kc to kc+∆kc is a Gaussian
random variable with variance
< ∆δ2 >=< (δs(x; kc +∆kc)− δs(x; kc))2 >= σ2(kc +∆kc)− σ2(kc) (2.23)
where
σ2(kc, t) = D
2(t)σ20(kc). (2.24)
Furthermore, the distribution of ∆δ is independent of the value of δ. Therefore, we can use
the random walk scheme to trace the evolution of the abundance of bound objects. This is
the so called excursion set formalism. Using this approach, one can easily obtain the above
Press-Schechter formula, with a natural explanation of the famous factor 2.
An excellent application of the excursion set formalism is the calculation of the mass
growth history of a collapsed object by accretion and merger of smaller objects. Consider a
spherical region of mass M2 with linear overdensity δc/D(t2) that forms a collapsed object
at time t2. We can write out the fraction of material in objects of mass M2 at time t2





exp(− (δ1 − δ2)
2
2(S1 − S2) )dS1. (2.25)
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Where δ1 = δc/D(t1), δ2 = δc/D(t2), S1 = σ
2(M1) and S2 = σ(M2). The mass distribu-
tion of the progenitors of objects of mass M2 at t2 is therefore:





Another important application of the excursion set approach is the construction of dark
matter haloes merging trees. If we assume that the merging history depends only on the
mass of the clump at the time it is identified and not on what happens to it subsequently,
and that environment has no significant effect on the accretion of smaller lumps, then the
Markov nature of the random walk process implies that the probability distribution of





for any D1 < Di < D2 (corresponding to z1 > zi > z2). Thus once a procedure
has been set up which can select at random a set of progenitors for a clump of given
mass, it can be repeated on the progenitors themselves to step progressively back in
time, and so to build up a realization of the full merging history of the clump. A num-
ber of studies (Kauffmann & White 1993; Cole et al. 1994; Rodrigues & Thomas 1996;
Somerville & Kolatt 1999; Parkinson et al. 2008) have provided efficient procedures to con-
struct merging trees based on a Monte Carlo Method. Construction of many realizations
produces an ensemble of possible histories which can be fed to semi-analytic galaxy for-
mation models to study the evolution of the population of galaxies within dark matter
clumps as a function of their mass. Cole et al. (2008) found that the EPS formalism and
its Monte Carlo extension capture the qualitative behaviour of statistics extracted from
N -body simulations, but as redshift increases it systematically underestimates the masses
of the most massive progenitors.
A third application of the excursion set approach is the modeling of the spatial clustering
of dark haloes (Mo & White 1996). As we showed above, the initial density field in the
Universe is usually assumed to be Gaussian, and so to be described completely by its power
spectrum. The matter power spectrum has been described in section 2.1.2. However, the
clustering of galaxies will be different from that of dark matter. It is believed that the
galaxies form in the highest peaks of the density distribution (Kaiser 1984; Bardeen et al.
1986). Thus if we require the density perturbation to exceed some value δcrit, in order to
form structure, galaxy formation would be biased towards the highest density perturbations
over the mean background density. Mo & White (1996) constructed a model for the spatial
clustering of dark haloes by extending the Press-Schechter theory. They found that the
autocorrelation function for dark matter haloes (ξhh) of mass M is related to that of the
mass (ξmm):
ξhh(r,M, z) = b
2(ν, z)ξmm(r, z). (2.28)
where the bias factor b(ν, z) is given by
b(ν, z) = 1 + (ν2 − 1)/δc. (2.29)
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Here δc is the critical linear overdensity at collapse, and it depends slightly on cosmology.
ν = δc/σ(M,z) is the dimensionless amplitude of fluctuations that produce haloes of mass
M at redshift z. This formula is also presented in an earlier paper (Cole & Kaiser 1989). An
updated version of the above formula considering the ellipsoidal collapse model can be found
in Sheth et al. (2001). In 2005, Using modern high-resolution cosmological simulation,
Gao et al. (2005) found that the bias factor also has a strong dependence on halo formation
time at large scales, violating one of the fundamental assumptions of the Press-Schechter
theory.
It should be noted that both approaches– ‘peak formalism’ and ‘Press-Schechter’ (or
‘excursion set’) – need to assume that the initial density perturbations are Gaussian.
2.3 N-body simulations
In the following two sections, I will give a brief introduction to the two main tools used in
this thesis. N -body simulations and semi-analytic galaxy formation models.
The analytic methods described above provide us a physical understanding of the pro-
cesses involved in structure formation, but the complexity of the physical behaviour of
fluctuations in the nonlinear regime makes it impossible to study the details of this evolu-
tion using analytic methods. Furthermore, these complications prevent analytic methods
from presenting detailed predictions to be tested against observations. For these reasons,
one must resort to direct numerical simulations. N -body techniques represent a very useful
tool to study such a system. In N -body simulations, dark matter is represented by particles
sampling the phase space distribution. These particles are evolved forward in time using









+Hv = g, (2.31)
▽ ·g = −4πGa[ρ(x, t)− ρ¯(t)]. (2.32)
Here a(t) is the cosmic expansion factor, H = d ln a/dt is the Hubble parameter, v is the
peculiar velocity, ρ is the mass density, ρ¯ is the mean density, and ▽ = ∂/∂x is the gradient
in comoving coordinates. Note that the acceleration g is computed from the positions of
all the particles. Various techniques have been developed to solve the above equations. In
the following, I discuss how the boundary conditions and initial conditions are set and then
discuss techniques for the force resolution and time integration.
2.3.1 Boundary and initial conditions
In cosmological simulations, such as those used in this thesis, only a patch of the whole
Universe is simulated in a rectangular box (most often cubic). To avoid any artificial
effect at the boundaries, and force the mean density of the simulation to remain at the
desired value, periodic boundary condition on opposite faces of simulation boxes is usually
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employed. One should remember that the Fourier spectrum of such a periodic Universe is
discrete and only wave numbers k = 2πL (p, q, r) (p,q,r are integers and L is the box size)
are considered. This difference between the discrete and continue Fourier representations
need to be considered in some specific cases.
Setting the initial conditions for simulations of structure formation consists in specifying
the background cosmological model and the perturbations imposed on the background.
Normally the background model is taken to be a spatially flat or open Robertson-Walker
spacetime with specified composition of dark matter, baryons, a possible cosmological con-
stant, etc. The perturbations are assumed to follow a Gaussian distribution and the whole
perturbation field can be specified completely by one function, the power spectrum P (k).
Once the space-time and composition are fixed, one can get P (k) with analytic fitting
formulae or numerical solution of the Boltzmann equation using existing codes (e.g. CMB-
FAST). Then, the positions and velocities of dark matter particles need to be specified
for the linear density fluctuation field. The standard approach is to displace equal-mass
particles from a “uniform” distribution using the Zel’dovich approximation using Fourier
techniques. An alternative to set up the particle velocities is to apply linear theory either
to the displacements or to the accelerations obtained by the Poisson solver.
Usually there have been used two “uniform” pre-initial conditions: Cartesian lattice and
glass. The former is easy to implement, but it introduces a strong characteristic length
scale on small scales (the grid spacing), and this strong signal is particularly noticeable
in H/WDM simulations where the real small scale perturbations are suppressed by free-
streaming effects. In addition, the regularity of the grid may affect the statistical properties
in the low density regions. As an alternative, White (1996) suggested to use a glass-like
initial particle load created by carrying out a cosmological simulation from Poisson initial
conditions but with the sign of the peculiar gravitational accelerations reversed, so that
each particle is repelled by all the others. When such a system reaches quasi-equilibrium,
the total force on each particle vanishes, as for a grid, but the system does not have any
preferred direction or long-range coherence. The power spectrum on scales much larger than
the mean interparticle spacing follows a power-law P (k) ∼ kn with n = 4 (Baugh et al.
1995), where n = 4 is the minimal large-scale power expected for a discrete stochastic
system (Peebles 1980, section 28).
2.3.2 Force resolution
The efficiency of N -body simulations depends mainly on the algorithm used to compute the
gravitational force. The desired pair force is an inverse square law representing the force
between two finite-size particles, and it is softened in order to prevent the formation of
unphysical tight binaries. Evaluating the forces by direct summation over all particle pairs
(Particle-Particle algorithm) is a very time-consuming task that requires O(N2) operations
forN particles. So this method can be used only for very small number of particles even with
the largest parallel supercomputers or with supercomputers which are especially designed
to calculate the gravity of pairs (such as GRAPE). Therefore, many different techniques
have been developed to circumvent this limitation.
Particle-Mesh (PM) algorithm: The PMmethod uses a Fast Fourier Transform (FFT) to
speed up the solving of the Poisson’s equation. It is based on representing the gravitational
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potential on a Cartesian grid (with a total of Ngrid grid points). Therefore, the compu-
tational efforts is limited to the calculation of FFT and reduces to O(Ngrid log(Ngrid)).
Periodic boundary conditions are automatic, making FFT methods able to recover the
potential accurately. The simplicity of this method leads to many independent implemen-
tations.
Tree algorithm: Another revolution in numerical simulation efficiency come with the use
of the hierarchical tree algorithm (Appel 1985; Barnes & Hut 1986). This algorithm divides
space recursively into a hierarchy of cells each containing one or more particles. If a cell of
size l and distance d (from the point where force needs to be computed) satisfies d > l/θ
(θ is a prescribed accuracy parameter), the particles in this cell are treated as one pseudo-
particle located at the center of mass of the cell. Then the computation time reduced
by replacing the set of particles by a low-order multiple expansion of the potential. Many
groups have developed codes based on this algorithm. e.g. the code Gadget1 (Springel et al.
2001) and PKDGRAVE (Dikaiakos & Stadel 1996).
Particle-Particle/Particle-Mesh (P 3M) algorithm: The primary drawback of the PM
method is that its force resolution is limited by the spatial FFT grid size. This limitation
can be removed by supplementing the algorithm with a direct sum over pairs at small
scales, resulting in the P 3M algorithm. This hybrid algorithm has also been used in
many cosmological codes (e.g. Efstathiou et al. 1985; Bertschinger & Gelb 1991; Martel
1991,HYDRA).
TreePM algorithm: The P 3M method readily achieves high accuracy forces at small
scales. However, when clustering becomes strong (and this occurs inevitably on small
scales in realistic, high-resolution cosmological simulations), the cost of direct summation
dominates and severely degrades the performance of P 3M . One solution is to replace the
direct summation by a tree code. This is the TreePM method which are also used in many
codes (e.g. Xu 1995; Springel 2005).
Other Gravity solvers: Various other methods have been proposed and used for com-
puting the gravitational force. For example, adaptive P 3M algorithms are developed to
overcome the large computational cost in the PP part of P 3M by using a combination of
finer meshes and pair summation in the dense regions; Refinement (AMR) algorithms place
hierarchical meshes where required and solve the Poisson equation on multiple grid; The
adaptivity and high dynamic range of these methods make them be widely used in cosmolog-
ical codes (e.g. Villumsen 1989; Kravtsov et al. 1997; Norman & Bryan 1999; Knebe et al.
2001).
In this thesis, all simulations are performed using a lean version of TreePM code Gad-
get2 (Springel 2005), with the SPH part excluded and with memory requirements mini-
mized. The code was originally written in order to carry out the Millennium Simulation
(Springel et al. 2005).
2.3.3 Time integration
The accuracy obtained when evolving N -body systems depends not only on the Poisson
solver, but also on the size of the time step and on the integrator scheme used. Nowadays
adaptive time-steps are commonly employed in cosmological simulations. The time-step
can normally be determined by the particle’s acceleration, velocity and softening (more
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details can be found in Power et al. (2003)). The time integration of particle trajectories
is generally performed using a second-order accurate leapfrog integration scheme requiring
only one force evaluation per timestep. The KDK (kick-drift-kick) version of the leapfrog
can also obtain high accuracy for individual time steps (more details can be found in
Springel (2005)).
2.3.4 Properties of Dark matter halo
Using N -body simulations, we can trace the formation and evolution of dark matter haloes
to non-linear phase. High resolution N -body simulations have been widely used in the past
decades to study the properties of dark matter haloes. Navarro et al. (1996, 1997) found
that, regardless of the detailed initial conditions, in high resolution simulations the radial





where rs is a characteristic inner radius at which the logarithmic density slope is −2, and
ρs/4 is the density at rs. The above equation implies that ρ ∝ r−1 in the inner regions and
ρ ∝ r−3 in the outskirts. High resolution simulations have also shown that the internal
structure of haloes is tightly related to its growth history. All haloes experience two different
growth stages: a fast-accretion phase during which the inner part of the halo is build up
with a ρ ∝ r−1 profile; and a slow-accretion phase during which most of the mass in the
outer parts is accumulated.
Other “universal” halo properties have also been found in hierarchical universes. The
phase-space density profile has a pure power-law distribution (Taylor & Navarro 2001;
Barnes et al. 2006). The shape parameter (e.g. axis ratio) distribution is regular and has a
weak dependence on mass and redshift (Bullock 2002; Kasun & Evrard 2005; Allgood et al.
2006; Bett et al. 2007). The spin parameter (Peebles 1969) was found to vary weakly with
halo mass, and its distribution is well described by a log-normal function (Barnes & Efstathiou
1987; Warren et al. 1992; Cole & Lacey 1996; Bullock et al. 2002; Bett et al. 2007). Bullock et al.
(2001) also found that the cumulative mass distribution of specific angular momentum j is
well fitted by a universal function.
In the standard CDM structure formation scenario, the structures form in a hierarchical
fashion: small-scale structures are the first to collapse as virialised objects. Subsequently
they merge with each other to form larger systems. The cores of haloes accreted onto larger
systems survive for some time as individual entities called “substructures”. The increase in
resolution and development of a number of substructure finding algorithms, now allowed a
study of their properties to be carried out. Numerical results indicate that the total mass
in substructures is less than ten per cent of the mass of parent halo. The differential mass
function of substructures follows a universal power law with index α ∼ −1.8.
In Chapter 5. I will focus on the origin of the halo’s properties discussed above.
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2.4 Semi-analytic galaxy formation models
Another numerical tool that will be used in this thesis (specifically in Chapter 4) is semi-
analytic galaxy formation models. In subsection 2.2, I have outlined the theoretical frame-
work for structure formation. So far, however, I have only focused on the purely gravita-
tional aspects of structure formation. In reality, what we observe is light and the properties
of luminous objects are not determined by the background gravitational potential alone.
Other physical processes introduce a bias between the distribution of luminous objects and
the background matter distribution. In this section, I will briefly describe several physical
processes which play key roles in galaxy formation. I will then provide a simple outline of
semi-analytic techniques.
2.4.1 Models of galaxy formation
In the current standard cosmological model, the dark matter is the dominant type of matter.
As discussed above, the perturbations of dark matter grow up first. The perturbations of
baryons will catch up those of dark matter soon after they decouple from the photon see.
The evolution of the baryonic component is however much more complicated than that of
the dark matter. The reason for that is that whole dark matter evolution is only governed
by gravity, baryons are subject to a number of complex physical processes for which we
have only a limited understanding. In the following, I briefly comment on some of these
processes.
Gas cooling: Normally there are four channels to cool down the intergalactic gas:
i) Inverse Compton scattering of CMB photons by electrons. This process is only impor-
tant in the very early universe (Rees & Ostriker 1977).
ii) The excitation of rotational or vibrational energy levels in molecular hydrogen through
collisions. This channels is important in haloes with virial temperatures T < 104K
(Barkana & Loeb 2001).
iii) Emission of photons during the transitions between energy levels. This process is
important for haloes with 104K < T < 106K.
iv) Bremsstrahlung radiation is the dominant emission mechanism in massive clusters
(T > 106K).
The later two channels are usually considered the most relevant for the galaxy formation.
The cooling time of a gas is conventionally taken by dividing the thermal energy density





Here µmH is the mean particle mass, k is the Boltzmann constant, ρgas(r) is the hot gas
density. Λ(Tgas, Zgas) is the cooling function which depends on both gas metallicity Zgas
and gas temperature Tgas.
The cooling rate given above can be affected by many feedback processes in either low or
high mass haloes: the presence of a background of photo-ionizing radiation will suppress the
cooling rate in low mass haloes (Couchman & Rees 1986; Gnedin 2000). This mechanism
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works in two ways: the radiation heats the gas to a higher temperature, which increases
the pressure of the baryons and reduces the following baryon gas infall and cooling. In
addition, the radiation increases the ionization of the intergalactic medium, which removes
some possible channels for cooling following the excitation of atoms and ions in collisions. A
self-consistent model on this mechanism is presented in Benson et al. (2002). The cooling
rate in massive haloes can be regulated or reduced by different mechanisms of heating
of halo gas: the energy released by supernova explosions can reheat part of the cold gas
up to the halo virial temperature (Bower et al. 2001; De Lucia et al. 2004); the thermal
conduction transfer energy from the outer parts to the inner parts of the hot gas halo
(Benson et al. 2003); the halo gas is heated by the energy released from the accretion of
material onto a central black hole (Croton & et. al 2006; Bower et al. 2006).
Star formation: We do not have a complete theory of the star formation yet. Many com-
plicated processes are involved and prevent us from predicting in a accurate way: 1) the
conditions for star formation in different environments; 2) the star formation efficiency; 3)
the distribution of stellar masses produced as quantified by the stellar initial mass func-
tion(IMF). For this reason, modellers have been forced to take a more pragmatic approach.
If stars form in a top-down scenario where large gas cloud fragment and sub-clouds collapse





where Mcold and τ are the cold gas mass and the dynamical time of the galaxy, defined
as the ratio between the disk radius and the virial velocity, Mcrit corresponds to a critical
value for the gas surface density, and αSF controls the efficiency of the transformation of
cold gas into stars when the gas surface density is above the critical value. This equation
can be rewritten in the form of the Schmidt law which links the star formation rate per
unit area of galaxy Σ˙⋆ to the surface density of the cold gas Σgas: Σ˙star ∝ Σngas (Schmidt
1959). This power law form was later verified by Kennicutt (Kennicutt 1998) using a large
sample of spiral and starburst galaxies. The exponent n was found to be ∼ 1.4.
Feedback processes: Feedback is found to be necessary to modulate the star formation
history. This was realized since early attempts to reproduce the observed luminosity func-
tions (White & Rees 1978). Broadly speaking, two forms of feedback are usually considered
in galaxy formation models: cold gas can be heated and removed from a galactic disc; the
rate at which gas cools from the hot halo can be suppressed. Both processes diminish the
reservoir of cold gas available to be turned into the stars. The second form is summarised
in above item gas cooling.
The most common forms of feedback used in hierarchical models are reionization model,
supernovae wind model and AGN model. Reionization model is used to suppress the gas
cooling at high redshift. This feedback is important for the abundance of small galaxy
and helps to adjust the theoretical predicted number of satellites to the observed value.
Supernovae feedback is not only useful to suppress the cooling rate as discussed above, but
also to eject the cold gas. The ejected material can be blown out into the hot gas halo, from
which it may subsequently recool (‘retention’ model), or it may even be ejected from the
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halo and left unable to cool until it is reincorporated at some later time (‘ejection’ model).
The supernovae feedback is known to play key role in reproducing the flat faint end in the
observed luminosity function. Many modern models assume that the the energy produced
during accretion process onto existing black holes can balance the cooling radiation. This
process is thought to be efficient in the massive haloes where the cooling time is longer
than the Hubble time. This suppression at massive halo scale is expected to adjust the
theoretical prediction to reproduce the break at the bright end of luminosity function.
Different feedback models need to be played off against each other to reproduce the observed
luminosity function which has a “Schechter” form.
Besides the feedback processes discussed above, some physical mechanisms are poten-
tially playing some roles. For example, the consequences of dark matter self-annihilation
for galaxy formation is considered by Natarajan et al. (2007). The combination of the
thermal conduction and dynamical friction can possibly offset the radiative cooling to
some extent(Naab et al. 2007).
Galaxy mergers: During hierarchical clustering dark haloes merge continuously. Thus
collisions and mergers of galaxies are expected to be frequent. The accretion of satellite
galaxies onto larger systems can be delayed significantly relative to the merging of the two
haloes due to dynamical friction (Navarro et al. 1994). Nowadays, the haloes (and the
galaxies within them) are followed even after they are accreted onto larger systems. The
dynamic of a satellite subhalo can be followed explicitly by the N -body simulation until
tidal stripping cause the subhalo mass to fall below the resolution limit of the simulation.
When this happens, modeller assume a survival time to determine the accurate time when
the galaxy is assumed to merge onto the central galaxy of its present halo. This survival
time can be computed using the classical dynamical friction formulae.
Galaxy mergers provide an important channel to increase the mass and luminosity of
the central galaxy. They are also assumed to have dramatic consequences on the galaxy
morphology. The importance of a galaxy merge is usually related to the mass ratio of the
accreted satellite galaxy to the mass of the central galaxy. In a violent or major merger
(the mass ratio is close to unity), the disc of the central galaxy is assumed to be destroyed
and all the stars involved in the merger event form a spheroidal remnant. An the same
time, the cold gas involved in the merger event triggers a burst of star formation. In a
minor merger (the mass ratio is small), the star and cold gas are normally stripped and
added on to the bulge of the central galaxy.
2.4.2 Semi-analytic method
Above, I have given an overview of the formation of dark matter haloes and of the most of
important physical processes in galaxy formation. We can now try to build a model for the
formation and evolution of galaxies within the current standard cosmological paradigm.
The first semi-analytical models are presented in White & Frenk (1991) in which most of
the ingredients of current models are presented. The first models to deal with the formation
and evolution of galaxies within the evolving dark matter haloes came a few years later
(Kauffmann et al. 1993; Cole et al. 1994). In the following, I give a simple introduction
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Figure 2.1: A schematic representation of how mass is exchanged between the differ-
ent phases considered in semi-analytic models in the absence of accretion from outside.
Coutesy of De Lucia et al. (2004)
to this method and its basic ingredients. More details can be found in a recent excellent
review of semi-analytical models by Baugh (2006).
Modern semi-analytic models use the information on the formation and evolution of
dark haloes discussed above. This information is usually organized in a tree structure that
describes the accretion history of any given halo. There are two ways to construct these
merging trees: one is based on Monte Carlo realizations of the merging paths of dark haloes
based on the excursion sets theory (Kauffmann & White 1993). We have introduced this
method in sec 2.2.3. Alternatively, one can build the merging trees from the direct N -body
simulations (Springel et al. 2001). Following the galaxy formation scenario proposed by
White & Rees (1978), when a dark matter halo forms, gas relaxes to a distribution that
parallels that of dark halo and is shock heated to very high temperature. The gas can
later cool and condense onto central galaxy at the center of the halo. Star formation and
feedback processes take place according to the equations given in the previous section. At
later time, the halo merges with a number of other systems, forming a new halo of larger
mass. All gas that has not cooled is assumed to be heated to the virial temperature of the
new halo. The cold gas and formed stars will stay at their own host substructures until
dynamical friction erodes their orbits. Within an isolated galaxy, the different baryonic
components will exchange matter by various physical processes. Fig. 2.1 gives a schematic
representation of these exchanges. Each arrow is accompanied by a name indicating the
physical process driving the corresponding mass exchange. In addition to the several main
physical processes presented in last section, more physical models are at play, such as: the
formation of black holes; the metal enrichment; dust model and stellar population synthesis
models. Because so many complicated physical processes are involved, the models has a
number of ‘free’ parameters. An “acceptable” galaxy formation model can be obtained by
adjusting these free parameters to make the model galaxies match the observational data.
This is also a major advantage of semi-analytical model: the effects of parameter variations
within this model (or indeed alternative assumptions for some of the processes) can be
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explored at relatively little computational expense since the model operates on the stored
data base of merger trees; the simulation itself and the earlier stages of post-processing do
not need to be repeated.
2.5 Observational tools
In the above sections, I summarized a number of issues related to structure formation in
the standard cosmological models, and the two main methods used in this thesis. The
question of how to test these theories and models using the observations now arises. Here
I give a brief overview of this subject.
In general, the observed photons can be considered as a form of “fossil” information
that tell us not only information about the radiation source, but also information about
the space geometry, and the matter distribution along the photons’ pathways that were
disturbed by interactions with the medium matter.
The well-understood physics of these radiation source will help us a lot to understand
the environments where the radiation source stay. One excellent example is the cosmic
microwave background (CMB). The CMB average temperature tells us about the density
of radiation field (Ωr). The position of the acoustic features in the angular power spectrum
of CMB temperature fluctuations provides a direct measurement of the angular size of
sound horizon at recombination. The ratio of acoustic peak heights strongly depends on
the baryon-to-photon ratio in the universe. The height of the third acoustic peak in the
CMB power spectrum relates to the matter density. Another example of such a ridiation
source is the forthcoming observations of high-z 21cm signals which will help us know more
about what happened in the dark age.
Furthermore, the spectrum extracted from a population of photons can provide us more
information about the radiation source. In fact the spectrum analysis is very important
for studies of galaxies. One can read out most of the galaxy’s physical properties from the
spectrum, such as: mass and luminosity of different components, metallicity, temperature
et al. All these observations can be used to test the galaxy formation models.
Well-understood radiation sources not only give us information about the radiation
source, but also can be used to study the Universe. It is well known that some radi-
ation sources can be used as standard candles or standard rulers to estimate the space
geometry. Therefore, we can use the dependence of the obtained luminosity distance or an-
gular distance on the cosmological parameters to constrain our cosmological models. Some
often used standard candles or rules are:
Standard candles: Cepheids, high-redshift type Ia Supernovae; Tully-Fisher relation;
luminous elliptical galaxy; (RR Lyrae variables and eclipsing binaries are also standard
candles used to determine the matter distribution in the local universe) et al.
Standard rulers: position of peaks in CMB anisotropic power spectrum; baryon wiggles
in the power spectrum of galaxies.
The spatial distribution of these radiation sources can also give us important informa-
tion. For example, the shape of the matter power spectrum measured from galaxy redshift
surveys such as SDSS or 2dF can tell us the matter density since the horizon scale at matter-
radiation equality is embedded in the primordial power spectrum; The number density of
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clusters can help us to determine the amplitude of the power spectrum. The distortion of
power spectrum due to the peculiar velocities of galaxies can tell us the matter density.
The growth factor measured from the surveys can also be used to constrain a range of cos-
mological parameters. The gas in clusters of galaxies is a main contributor to the baryon
density and then can help us to determine the total matter density.
Interaction between the photons and the medium it passed through can give us more
information about the medium. Two excellent examples are gravitational lensing and ab-
sorption systems of high redshift QuasiStellar Objects (QSOs). When a photon passes
through a deep gravitational potential, it will be bent obeying the general theory of rela-
tivity. This distortion is called gravitational lensing. Because gravitational interaction has
nothing to do with the type of lens, lensing is a very useful tool to detect the total mat-
ter distribution (including baryons and dark matter). For example, in the strong lensing
case, the reconstruction of matter distribution of lens and the lens probability statistics
could give us information on the density profile of dark matter in haloes. In the weak
lensing case, the statistics of light distortions in a large area can provide information on
the mass distribution on these scales. The absorption systems of QSOs are a very useful
tool to gain information about the inter-galactic medium. The measure of the transmitted
flux emitted from QSOs reflects directly the baryon density. The power spectrum of the
flux PF (k) and the power spectrum of the matter distribution Pm(k) can be related by
Pm(k) = b
2(k)PF (k) if the bias function b(k) is considered. The CMB photons also suffer
different scattering process when they travel to us. For example, integrated Sachs-Wolfe
effect due to the changes of gravitational potential; Sunyaev-Zel’dovich effect due to the
inverse Compton scattering with high energy electrons, and the polarization effect due to
the Thomson scattering with free electrons. Therefore, they also give us more information
about the media it interacted. For example, the polarization signal in CMB photons is a
powerful probe of the optical depth to the reionization epoch and can give some strong
constrains on the cosmological reionization history.
In conclusion, the large number of observational tests, and of confirmations of the ΛCDM
model, has turned cosmology into a “mature” science. The parameters of the big bang
model are now known with great accuracy. Inflation has not been falsified, and its main
predictions are strikingly consistent with observations. Structure formation and evolu-
tion are continuously tested with new observational data. It is believed that the pace of





Discreteness Effects in Simulations of
Hot/Warm Dark Matter
Abstract
In Hot or Warm Dark Matter universes the density fluctuations at early times contain
very little power below a characteristic wavelength related inversely to the particle
mass. We study how discreteness noise influences the growth of nonlinear structures
smaller than this coherence scale in N -body simulations of cosmic structure formation.
It has been known for 20 years that HDM simulations in which the initial uniform
particle load is a cubic lattice exhibit artifacts related to this lattice. In particular,
the filaments which form in such simulations break up into regularly spaced clumps
which reflect the initial grid pattern. We demonstrate that a similar artifact is present
even when the initial uniform particle load is not a lattice, but rather a glass with
no preferred directions and no long-range coherence. Such regular fragmentation also
occurs in simulations of the collapse of idealised, uniform filaments, although not in
simulations of the collapse of infinite uniform sheets. In HDM or WDM simulations
all self-bound nonlinear structures with masses much smaller than the free streaming
mass appear to originate through spurious fragmentation of filaments. These artificial




peak, where mp is
the N -body particle mass and kpeak is the wavenumber at the maximum of k
3P (k)
(P (k) is the power spectrum). This has the unfortunate consequence that the effective
mass resolution of such simulations improves only as the cube root of the number of
particles employed.
3.1 Introduction
In the absence of a full analytic understanding of nonlinear structure growth, numerical
simulations provide a critical link between the weak density fluctuations measured in the
cosmic microwave background and the strong inhomogeneities observed on all but the very
largest scales in the present Universe. Indeed, numerical simulations played a decisive role
in excluding massive neutrinos as a dark matter candidate (White et al. 1983) and in es-
tablishing the ΛCDM model as the leading and now standard paradigm for the formation
of all structure (Davis et al. 1985; White et al. 1987; Cen et al. 1994; Navarro et al. 1996).
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With the development of more powerful computer hardware, of more accurate numeri-
cal algorithms, and of methods to follow additional physical processes, the importance of
simulations as a tool to interpret observations of observed structure continues to increase
dramatically. In this paper we are concerned with one aspect of the simplest kind of cos-
mological structure formation simulation, namely how discreteness effects can drive the
growth of spurious small-scale structure in N-body simulations of evolution from initial
conditions containing no such structure.
To create initial conditions for a cosmological simulation, a uniform particle distribution
is needed. This can be perturbed by a random realisation of the linear fluctuation field
associated with the specific structure formation model to be simulated (e.g. ΛCDM). A
uniform Poisson distribution of particle positions is not suitable for this purpose, because
stochastic “root-N” fluctuations can exceed the density fluctuations predicted by the de-
sired model over a wide range of scales. To avoid this problem, most early simulations
chose a regular cubic lattice as the initial uniform load. Symmetry then assures that there
can be no growth of structure in the absence of imposed perturbations (Efstathiou et al.
1985). The preferred directions and the large-scale coherence of the lattice may, however,
be a disadvantage, since they can give rise to numerical artifacts. As an alternative, White
(1996) suggested using a glass-like initial particle load created by carrying out a cosmologi-
cal simulation from Poisson initial conditions but with the sign of the peculiar gravitational
accelerations reversed, so that each particle is repelled by all the others. When such a sys-
tem reaches quasi-equilibrium, the total force on each particle vanishes, as for a grid, but
there are no preferred directions and no long-range order. The power spectrum on scales
much larger than the mean interparticle spacing approaches a power-law P (k) ∼ kn with
n = 4 (Baugh et al. 1995), where n = 4 is the minimal large-scale power expected for a
discrete stochastic system (Peebles 1980,section 28).
Normally, grid and glass initial loads are considered equivalent. Nevertheless, artifacts
due the initial lattice are obvious in early images of the sheets, filaments and “voids”
formed in Hot Dark Matter (HDM) simulations (e.g. Centrella & Melott 1983; Frenk et al.
1984; Efstathiou et al. 1985; Centrella et al. 1988). Baugh et al. (1995) and White (1996)
showed that low density regions appear very different in simulations with a grid initial load
than in simulations started from a glass, although Baugh et al. found that this does not
show up as a difference in their power spectra. Nevertheless, the regularly spaced clumps
seen along filaments in HDM simulations are clearly related to the initial particle grid, and
so seem unlikely to reflect a true physical instability. Despite this, Bode et al. (2001) and
Knebe et al. (2003) interpreted analogous structures in their Warm Dark Matter (WDM)
simulations (which were set up using a grid initial load) as the result of the physical
fragmentation of filaments. The nonlinear formation of such small-scale structure could
have important consequences in models like HDM or WDM where power on small scales is
strongly suppressed in the linear initial conditions. It is thus important to establish which
simulated structures are real and which are artifacts, as well as to understand whether the
simulations can be improved by, for example, choosing a glass initial load in place of a grid.
Go¨tz & Sommer-Larsen (2002, 2003) carried out WDM simulations using both grid and
glass initial loads and reported significant differences. With a grid they found spurious
low-mass halos evenly spaced along filaments, exactly as in earlier HDM experiments.
The spacing is simply that of the initial grid, stretched or compressed by the large-scale
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distortion field. They emphasised, however, that such unphysical halos were less evident
in their simulations starting from a glass. This conclusion disagrees with our own work
below, where we find spurious halos also in simulations from glass initial conditions and
with a frequency very similar to that found in the grid case. Curiously, in the glass case also
we find the spurious halos to be regularly spaced along filaments even though the initial
condition is not regular over the relevant scales.
In this paper, we wish clarify this issue by isolating the numerical artifact, by exhibiting
it in idealised filament formation simulations, by exploring its dependence on the nature of
the uniform particle load, and by establishing the dependence of its characteristic scale on
the discreteness scale of the simulation and the coherence scale of the WDM/HDM initial
conditions. We carry out cosmological simulations of an HDM universe at a wide range of
resolutions and with both grid and glass initial loads. In addition, we simulate the collapse
of an infinite straight uniform density filament from glass initial conditions, showing that
it fragments into regularly spaced clumps. To gain additional insight, we also consider the
collapse of a glass to a uniform sheet, and the growth of structure in a uniform, space-filling,
but anisotropically compressed glass. Rapid fragmentation on small scales occurs only in
the filament case. Our tests also demonstrate that considerable care is needed to produce
an initial glass load for which the growth of small-scale structure in filaments is optimally
suppressed. We propose a randomisation technique which successfully washes out most
code-dependent periodic signals in the initial load.
The remainder of our paper is organised as follows. In §3.2 we first discuss the aspects
of our simulation code which are relevant to the problem at hand, in particular, how it
estimates gravitational accelerations and how it is modified in order to create a uniform
glass distribution. We then describe the way in which initial conditions are created for the
simulations presented in the rest of the paper. §3.3 presents results from our Hot Dark
Matter simulations, showing that all small-scale collapsed structures appear to form initially
as regularly spaced clumps along filaments, and that these are similar for grid and for glass
initial loads. Results for our studies of idealised structure formation from anisotropically
compressed glasses are presented in §3.4. Rapid fragmentation on small scales occurs only
in the filament case. §3.5 examines this filament fragmentation in more detail, showing
that its characteristic scale is related to the interparticle separation for a well-constructed
glass, but that scales related to the Poisson-solver of the glass-construction code can play
an important role if their influence is not carefully controlled. Finally, §3.6 summarises the
implications of our results for simulations of structure formation. In particular, we show
that for nonlinear structures the effective mass resolution of simulations of HDM or WDM
universes improves only as the cube root of the number of simulation particles employed.
This is much more pessimistic than the direct proportionality to N which might naively
have been expected.
3.2 Simulation methods and initial conditions
All simulations in this paper were performed using the massively parallel N-body code
L-Gadget2. This is a lean version of Gadget2 (Springel 2005) with the SPH part excluded
and with the memory requirements minimised. It was originally written in order to carry
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out the Millennium Simulation (Springel et al. 2005).
The computation of gravitational forces is the most critical and time-consuming element
of any cosmological N -body code. Gadget2 uses a hybrid tree-PM method where the long-
range force is calculated at low resolution using a particle-mesh scheme, and is supplemented
by a high-resolution but short-range correction calculated using a tree algorithm. The short-
range correction is assembled in real space by collecting contributions from all neighbouring
particles. The long-range force is calculated by assigning the particles to a regular cubic
mesh, by using Fourier methods to obtain the corresponding potential, and by numerically
differencing the result. For a single particle this scheme introduces a maximum force error
of 1-2 percent near the split scale. Choosing a suitable split scale (typically several times the
mean interparticle separation) results in force errors for smooth distributions of particles
which are almost everywhere far below 1 percent. Gadget2 uses a space-filling fractal, the
Peano-Hilbert curve, to control the domain decomposition associated with parallelisation.
Because there is a good correspondence between the spatial decomposition obtained from
this self-similar curve and the hierarchical tree used to compute forces, it is possible to
ensure that the tree decomposition used by the code is independent of the platform, in
particular of the number of processors on which it is run. In addition, the “round-off”
errors in the forces induced when summing contributions from all processors are explicitly
considered. As a result, the forces are independent of the number of processors and the
domain cuts that are made. We believe that all code-related numerical effects relating to
the calculation of gravitational accelerations are well under control in Gadget2.
Glass construction is embedded in Gadget2 by using some compile options. A preset
number of particles is initially distributed at random within the cubic computational volume
and the standard scheme is used to obtain the gravitational acceleration on every particle.
After reversing the signs of the accelerations, all particles are advanced for a suitably chosen
timestep. The velocities are then reset to zero and the whole procedure is repeated. After
about a hundred steps the acceleration of each particle approaches zero. Notice that this is
the acceleration as obtained by the code, including the effects of force anisotropy, domain
decomposition, etc. Because the glass is made in a periodic cube, we can get a large glass
file cheaply by tiling a big box with many replications of the original glass. However,
the accelerations calculated by the code may no longer vanish exactly for this larger glass
because the force anisotropies and inaccuracies now occur on a different scale than when
the glass was created.
The FFT calculation and the Barnes & Hut tree used in Gadget2 are both based on
static grids. This spatially fixed decomposition introduces weak periodic signals in the
force calculation, and these are reflected in the particle distribution at the end of the glass-
making procedure. We will see below that that this can introduce measurable spikes in the
1-D power spectrum of the final glass. To reduce such effects we randomly offset the particle
distribution in all three coordinates with respect to the computational box before carrying
out each force computation during glass-making. This suppresses the induced signals quite
effectively but does not fully eliminate them. A glass constructed in this fashion is referred
to as a “good” glass in the following, while a glass constructed without the random offset
technique and showing significant high spikes is referred to as a “poor” glass. In the rest of
this paper, we use “good” glasses for our initial conditions except where explicitly noted.
These issues are further discussed in section 3.5.
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Table 3.1: HDM simulations
name pre− IC L[h−1Mpc] mp[h−1M⊙] ǫ(h−1Mpc) np
glass64 glass 100 1.06 × 1012 0.08 643
glass128 glass 100 1.32 × 1011 0.04 1283
glass256 glass 100 1.65 × 1010 0.02 2563
glass256-2 glass 200 1.32 × 1011 0.04 2563
glass512 glass 100 2.07 × 109 0.01 5123
grid128 grid 100 1.32 × 1011 0.04 1283
qset134 Q-set 100 1.32 × 1011 0.04 ∼ 1343
Below we consider grid initial loads in addition to glasses in order to compare their perfor-
mance and to check the results of previous work (Bode et al. 2001; Go¨tz & Sommer-Larsen
2002, 2003). A third quasi-uniform particle distribution, the Quaquaversal distribution,
has recently been suggested by Hansen et al. (2007) as a non-periodic uniform initial load,
a possible alternative to a glass. We have created such a Quaquaversal load with 2 × 87
particles using the code provided by Hansen et al at their web site, and we compare its
performance to our grid and glass initial loads in an Appendix. It produces significantly
worse discreteness artifacts than either grids or glasses.
Two types of simulation are considered below. The first is a series of cosmological
simulations of evolution from Hot Dark Matter (HDM) initial conditions. Most of these
are for a single realisation of the HDM density field within a 100h−1Mpc cube, but with
different kinds of initial load and with varying mass resolution. One considers a 200h−1Mpc
cube in order to better constrain the abundance of large objects. For these simulations,
we choose an Einstein-de Sitter universe dominated by a single massive neutrino. We take
H0 = 76.5kms
−1Mpc−1 which implies a neutrino mass of ∼ 55eV and a corresponding free-
streaming scale λ = 22.2 Mpc (Bond & Szalay 1983) below which initial fluctuations are
exponentially suppressed relative to an assumed P (k) ∝ k primordial power spectrum. The
power spectrum we actually use to impose fluctuations on our initial loads is based on the
theoretical predictions of Bardeen et al. (1986) and agrees with numerical estimates from
the Boltzmann solver CMBFAST (Seljak & Zaldarriaga 1996). Since the same realisation
is used for all our 100h−1Mpc simulations, they should all produce identical structures. We
start integrating at redshift z = 20 and evolve structure to a formal present-day amplitude
of σ8 = 2. This corresponds to the collapse of the first nonlinear structure in the simulation
at z ∼ 6. As a check of our starting redshift we reran one simulation glass128 starting from
z = 100. At z = 15 the power spectrum of this simulation differed from that of the original
run by few percent or less on all scales.
Our simulations are listed with their parameters in Table 3.1: pre-IC, L, mp, ǫ,and np
denote the initial load, the box size, the particle mass, the softening length, and the particle
number respectively.
Our second type of simulation is designed specifically to study the discreteness artifacts
which show up in the filamentary structures within our HDM simulations. These simu-
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lations follow evolution from a variety of highly idealised initial conditions, all based on
uniformly but anisotropically compressed glasses. We consider three different cases:
Anisotropic glass: The glass initial load is compressed by a factor of 2 along one axis,
by a factor of 3 along a second axis, and is unaltered along the third axis. Six replications
of this configuration are then used to tile the computational cube to produce an initial
condition which is uniform and glass-like on large scales but where the forces are no longer
balanced on the scale of the interparticle separation.
Sheet : The glass initial load is compressed along one dimension by a factor of 2, so that
it fills half of the computational volume. The other half remains empty. This configuration
collapses to form an infinite uniform sheet.
Filament : Our glass initial load is compressed by a factor of 2 along two of its periodic
directions while the third remains unchanged. The particles then fill a quarter of the
computational volume, the rest remaining empty. This configuration collapses to form a
uniform straight filament.
All the simulations carried out from these initial conditions assume an Einstein-de Sitter
background universe. We define the expansion factor a to be unity at the initial time.
We identify collapsed “halos” in our HDM simulations using a Friends-of-Friends (FOF)
algorithm with linking length 0.2 times the mean interparticle spacing (Davis et al 1985).
In the following we will only consider FOF halos with 32 or more particles. Subhalos
within these halos were identified using the SUBFIND algorithm (Springel et al. 2001) with
parameters set to retain all overdense self-bound regions with at least 20 particles. Based
on these subhalo catalogues we use the techniques of Springel et al. (2005) to construct
merging trees which allow us to follow the formation and evolution of all halos and subhalos.
3.3 Filament Fragmentation in HDM Simulations
The original motivation for this paper came from an unexpected phenomenon in our HDM
simulations. Even when we use a glass initial load, we find that the filaments in these
simulations break up into regularly spaced clumps, just as in early simulations based on
grid initial loads. We illustrate this in Fig. 3.1 which shows a slice through simulation
glass128. All FOF haloes with 32 ≤ Nfof < 300 are indicated by red points. It is obvious
that many of these low-mass haloes lie in the filaments, and that they are surprisingly
regularly spaced along them.
We find similar behaviour in all our HDM simulations, independent of the initial load
and the mass resolution. In Fig. 3.2 we focus on a small cubic subregion containing a
filament. (This region is indicated by a blue square in Fig. 3.1). In all four simulations,
small clumps are visible at regularly spaced positions along the filament. Their spacing is
very similar in the two 1283 simulations, even though one started from a glass and the other
from a grid. The spacing is reduced by about a factor of two in the 2563 simulation and by
about another factor of two in the 5123 simulation. The clumps are difficult to see in this
last case, but this is merely a consequence of the resolution of the image (compare Fig. 3.3
below). There are strong indications that these clumps are a numerical artifact, not least
because in the grid128 case they line up with the distorted but still recognisable pattern
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Figure 3.1: A slice of thickness 10h−1Mpc through the HDM simulation glass128 at
z = 0. Small black points indicate individual simulation particles, while the larger red
points show FOF halos with 32 ≤ Nfof < 300.
Figure 3.2: A subregion containing a filament at z = 0 in four of our 100h−1Mpc
HDM simulations based on differing initial loads and differing mass resolution. The first
three panels are taken from glass128, glass256 and glass512 respectively, while the last
one ( bottom right) is taken from grid128. The region shown here corresponds to that
surrounded by a blue square in Fig. 3.1.
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Figure 3.3: The bottom right panel shows a subregion of glass512 at z = 0 containing
the largest FOF halo. The blue circles indicate all subhaloes with more than 20 particles
within this object. The other three panels show the same subregion at earlier times
(z = 0.84; 1.90; 2.93) with the blue circles now indicating the main progenitors of all the
subhaloes identified at z = 0. It is striking that almost all these progenitors lie in 1-D
structures — filaments — at the earlier times. The two smaller plots in the upper panels
are stretched and magnified images of the filaments indicated by white rectangles in the
main panels.
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of the initial grid, just as in early HDM simulations (e.g. Centrella & Melott 1983) or in
the WDM simulations of Go¨tz & Sommer-Larsen (2003). Go¨tz & Sommer-Larsen (2003)
reported that the effect is absent when starting from a glass, although their Fig. 1 appears
to show it in the filament at the lower right corner of their image. Bode et al. (2001) also
noticed that many low-mass haloes formed in the filaments of their WDM simulation, but
they interpreted this as a result of physical pancake fragmentation. The tight relation
between clump scale and mass resolution manifest in Fig. 2 makes it clear, however, that
this is actually a reflection of N-body discreteness effects. Its surprising aspect is that the
regular clump spacing persists in the glass case where the initial load has no large-scale
coherence. We consider this issue further below.
Another consequence of this artifact is illustrated in Fig. 3.3. It appears that almost
all the subhaloes within the massive objects present at z = 0 actually originated through
spurious filament fragmentation. Fig. 3.3 focusses on a small subregion of the glass512
simulation which contains the largest FOF halo, an object with several linked density
centres at z = 0. The lower right panel shows the final mass distribution in this cubic
region. All subhaloes with SUBFIND particle count greater than 20 are indicated by blue
circles. The other three panels use our merging trees to trace the main progenitors of
these subhaloes back to earlier times. All of them appear to form initially as evenly spaced
“beads” strung along filaments. They later fall into the large halo where they are seen
at z = 0. The artificial regularity of their formation is illustrated by the two zooms in
the upper panels. We conclude that the first generations of haloes in pure HDM or WDM
universes should contain no dark matter subhaloes of smaller mass scale.
3.4 Structure Growth in Idealised Glass Collapses
In our HDM simulations there is very little power in the imposed HDM power spectrum
below the free-streaming scale. The regular fragmentation of the filaments is clearly related
to the mesh for a grid initial load, but the origin of the equally regular fragmentation in
the glass case is less obvious. In Fig. 3.4 we analyse the structure of a “good” 1603 particle
glass to search for signs of unexpected periodic behaviour. The irregular blue line in this
figure is the dimensionless 3-D power per unit ln k, ∆2(k) = k3P3(k) where P3(k) is the 3-D
power spectrum. For comparison, the straight blue line gives the expectation for a Poisson
distribution with the same number of particles (P (k) = 1/N). On large scales the power in
the glass is far below this white noise level, with ∆2(k) ∝ k7 rather than ∆2(k) ∝ k3. For
a relatively narrow frequency band near k = 160, however, the power is noticeably above
the Poisson expectation. This corresponds approximately to the separation of the clumps
which form on the filaments so there may be some connection to this artifact in our HDM
simulations.
Fig. 3.4 also shows the power per unit ln k in 2-D and 1-D projections of this same
glass, ∆2(k) = k2P2(k) and ∆
2(k) = kP1(k) respectively. Again the measured results are
compared to the expectation for a Poisson distribution with the same number of particles.
Both cases show features directly analogous to those seen in the 3-D power spectrum. On
large scales (small k) the power is strongly suppressed relative to the white noise level, with
a spectrum which is steeper than white noise by four powers of k. Near k = 160 there is
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Figure 3.4: The 1-D (black), 2-D (red) and 3-D (blue) dimensionless power per unit
ln k for a glass with 1603 particles. The straight lines are the corresponding expectations
for a Poisson distribution of 1603 particles. The wavenumber k is given in natural units
so that k=1 corresponds to the fundamental mode of the computational cube. The glass
used here is a “good” glass, where random position offsets at each timestep were used to
suppress artifacts due to anisotropies in the Gadget2 Poisson solver (see section 3.5).
a narrow range of wavenumbers where the power rises significantly above the white noise
level. Again this feature could be related to the break up of sheets or filaments into clumps
spaced regularly at about the mean interparticle separation.
Whether these features can indeed explain the unexpected fragmentation of filaments
in our HDM simulations depends, of course, on how they are amplified as the particle
distribution evolves. For the first structures to collapse in an HDM universe, this evolution
can be idealised as a succession of three phases (Zel’dovich 1970). During early nonlinear
growth, the tidal field causes a locally anisotropic flow which first reverses along a single
preferred direction while continuing to expand (although at different rates) along the two
orthogonal directions. In the second phase, collapse along the preferred axis gives rise
to a quasi-two-dimensional sheet-like structure, a “pancake”. Collapse along one of the
other two axes then produces a filament. Finally, material flows along filaments to produce
dark matter haloes at their intersections. These features are all clearly visible in Fig. 3.1,
although in practice the different phases overlap and interact significantly. In Fig. 3.5
we show the results from a set of idealised simulations of anisotropic collapse designed to
explore how discreteness noise grows for a glass initial load during these various phases.
To illustrate structure growth in the first of the above phases, the top panel of Fig. 3.5
shows the evolution of the total 3-D power per ln k for evolution from an anisotropically
compressed, but space-filling and otherwise unperturbed glass. (It is easier for us to sim-
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Figure 3.5: The evolution of the power per unit ln k in three idealised simulations.
Top: the 3-D power at the initial time and after expansion by a factor of 1000 for
an anisotropically compressed but space-filling glass. Centre: the 2-D power at the
initial time and after expansion by factors of 3.1, 12.5 and 100 for the 1-D collapse of a
compressed glass to a sheet. First collapse occurs at a = 3.1. Bottom: the 1-D power at
the initial time and after expansion by a factors of 2.2, 2.4 and 5 for the 2-D collapse of
a compressed glass to a filament. Here first collapse occurs at a = 2.2.
ulate the isotropic expansion of an anisotropically distorted glass than the anisotropic
expansion of an initially isotropic glass.) The 1603 “good” glass of Fig. 3.4 was here com-
pressed by a factor of 2 along the x-axis and a factor of 3 along the y-axis, then replicated
6 times in order to tile the full simulation cube. The exact periodicities introduced by this
procedure are responsible for the regular gaps in power visible at low k in the initial power
histogram (the black curve in Fig. 3.5). It is interesting that the “bump” in power at the
discreteness scale is broader than in Fig. 3.4 and now stretchess from near k = 160, the
interparticle separation of the original glass past k ∼ 300, the interparticle separation of
the compressed glass. Clumping during expansion from this initial condition is extremely
slow. The green curve shows the power distribution after expansion by a factor of 1000.
By this time the matter has aggregated into small dense knots which typically contain
50 particles, but on larger scales the distribution remains almost uniform. At long wave-
lengths the power has grown by about six orders of magnitude, just as predicted by linear
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theory. Thus the characteristic mass of the clumps grows as M∗ ∝ a6/7. The amplification
of discreteness noise is very weak during the first phase of anisotropic evolution from glass
initial conditions.
The second panel of Fig. 3.5 studies the growth of discrete noise during and after collapse
to a sheet. We compress our 1603 glass by a factor of 2 along one axis, leaving the other half
of the simulation cube empty. This initial condition collapses to a thin uniform sheet and
thereafter remains thin with the particles oscillating about the symmetry plane. The figure
shows the total 2-D power per ln k in the projection of particle distribution onto this plane
at four different times: the initial time, the moment when the mass first collapses to a thin
configuration (a = 3.1), the moment the sheet reaches minimum thickness for the second
time (a = 12.5) and a substantially later time (a = 100). In this case the power on large
scales grows much faster than in the previous case with ∆2 increasing approximately as a6
rather than as a2. At the time of first collapse, the power in the discreteness peak has grown
rather little, even though the power on larger scales has already amplified substantially.
By the time of second collapse many nonlinear clumps are already evident in the projected
mass distribution and the feature at the scale of the initial interparticle separation is no
longer visible in the power spectrum. The characteristic nonlinear scale is determined by
the point where the amplified long wavelength ∆2 ∝ k6 tail crosses ∆2 ∼ 1. This scale
increases rapidly with time, approximately as M∗ ∝ a3. Structure in a pancake thus grows
by an accelerated version of the standard hierarchical aggregation mechanism illustrated in
a more familiar context in the top panel of Fig. 3.5. Discreteness effects do not appear to
play a role other than by setting the initial amplitude of the long wavelength tail of ∆2(k).
The lowest panel of Fig. 3.5 shows similar data for an idealised simulation of collapse to
a filament. We compress our 1603 glass by a factor of 2 along two orthogonal axes, leaving
the remaining three quarters of the simulation cube empty. This bar-like initial condition
collapses to a thin, straight filament. The figure shows the 1-D power per ln k for the
projection of the particle distribution onto the axis of the filament at four different times:
the initial time, the time of first collapse (a = 2.2), a time shortly thereafter (a = 2.4) and a
significantly later time (a = 5). The power spectra here are considerably noisier here than
in the top two panels because there are far fewer modes per bin in ln k. By first collapse the
large-scale power has grown substantially but there is rather little amplification near the
discreteness peak at k ∼ 160. This is similar to the sheet case. Shortly after first collapse,
however, the power in the discreteness peak has grown by a large factor, reaching nonlinear
levels. This shows up as regular clumping along the filament with a periodicity close to
k = 160. It differs from the behaviour in the sheet case and is apparently analogous to
the filament fragmentation we saw in our HDM simulations. We investigate it further in
the next section. After the filament collapses the large-scale tail of the power distribution
amplifies extremely rapidly, roughly as ∆2 ∝ a20. At the last time plotted this growth
is again setting the nonlinear scale, as in the upper two panels, and there is no obvious
feature near k = 160.
In all three of these tests the scale of nonlinearity at late times reflects the amplified
small-k tail of the initial power spectrum of the glass. This tail grows much more rapidly
in a sheet than in a uniform 3-D distribution and much more rapidly in a filament than
in a sheet. The initial glass, if well made, does exhibit the theoretical minimum power
on large scales P (k) ∝ k4 (Zel’dovich 1965; Peebles 1980), so that no better suppression
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of discreteness effects can be hoped for. In the filament case, however, the first nonlinear
structures are clearly different in nature and are related to the interparticle separation scale
of the uncompressed glass. We now consider this instability more closely.
3.5 Fragmentation of filaments
In Fig. 3.6 we illustrate the evolution of the collapsing filament discussed in the last section.
The first and second columns show projections perpendicular to and along the filament,
while the third shows its 1-dimensional projected density. Only a tenth of the full length
of the filament is plotted in order to make its structure more visible. Shortly after a = 2
the filament collapses to minimum thickness and at almost the same time it breaks up into
regularly spaced clumps. The clump spacing is very nearly equal to the mean interparticle
separation in the unperturbed glass; we find ∼ 160 clumps along the full length of the
filament. The number of clumps is independent of the FFT grid used. For 1283, 2433, 4003
FFT grids, we find the total number of lumps to be always around ∼ 160. Furthermore,
we have repeated this fragmentation experiment with different compression factors in the
initial condition. This changes the time of first collapse but it changes neither the fact that
the filament breaks up just after first collapse, nor the spacing of the clumps. The same is
true even if we adopt different compression factors along the two axes (provided both are
well above unity) or if we impose an initial perturbation which is axially symmetric and
has no sharp edges. Using an initial glass with a different number of particles produces a
change in the interclump separation which scales as the cube-root of N . Clearly then, the
break up is associated with a feature of the unperturbed glass.
The regular spacing of these artifacts indicates that modes with k ∼ N1/3 dominate at
least the early nonlinear evolution of structure along the filament. This is visible in the
left panels of Fig. 3.7, which repeat the power spectra at the initial time and at a = 2.4
(just after collapse) from Fig. 3.5. At the initial time the power around k ∼ 160 is more
than three orders of magnitude below the threshold for nonlinearity, but by a = 2.4 it is
already approaching unity and is well above the power on all the other scales plotted. This
is the reflection in Fourier space of the remarkable regularity seen in Fig. 3.6. The lower
left panel of Fig. 3.7 plots growth factors for individual modes between the two times. The
fastest growing modes have k somewhat smaller than 100, but their growth is insufficient
for them to overtake the initial power peak near k ∼ 160. The power in all the modes in
this peak grows by a similar amount so the peak remains relatively narrow. This causes
the regular spacing of clumps along the filament. Tests with a 2703 particle glass show
identical behaviour but with the peak shifted to k ∼ 270. We conclude that the regularly
spaced clumps which form on the filaments of our HDM simulations are produced by a
narrow peak in power near the mean interparticle separation of our initial glass load. This
peak is amplified to nonlinearity by the remarkably rapid growth of structure which occurs
once a filament has collapsed.
Careful examination of Fig. 3.7 shows that there are particular modes for which the
growth appears anomalously strong, notably those with k = 64, 128, 256, 384.... This is
very likely a consequence of anisotropies in Gadget’s Poisson solver which is based on
a binary decomposition of the computational volume. For the “good” glass used here
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Figure 3.6: The evolution of an idealised infinite straight filament. The first and second
columns are views perpendicular to and along the filament. Comoving coordinates are
here normalised so that the side of the computational cube is 100. The third column is
the 1-D number density profile along the filament. The density is normalised to unity
and overdensities should be read off against the scale on the right-hand-side of the plot.
Results are shown for expansion factors a = 1, 2.4 and 2.6, from top to bottom. For
clarity only 1/10 of the whole filament is shown here. In fact, the total number of
clumps lying along the filament is about 160.
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Figure 3.7: The top panels show the evolution of the 1-D power spectra corresponding
to the simulations in Fig. 3.6 (a “good” glass: left) and Fig. 3.8 (a “poor” glass: right)
which differ only in the initial glass used. The red curves represent the initial conditions
(a = 1) while the green curves represent a = 2.4. The bottom panels show the growth fac-
tors between the two times plotted mode by mode. Note that these reach values in excess
of 106. The dashed black vertical lines indicate modes k = 64, 128, 256, 384, 512, 640, 768.
It can be seen that the growth factors are anomalously high for these modes in both pan-
els, and that in the case of the “poor glass” a number of them are also anomalously high
in the initial condition. As a result, at the later time the structure along the filament is
dominated in the latter case by the modes with k = 128, 256 and 384.
these modes do not grow enough to overtake the power in the peak associated with the
interparticle separation, so it is the latter which determines the initial fragmentation scale
of the filament. We now show that this is not always the case.
Up to this point all our results have been based on such a “good” initial glass for which
the offset technique discussed in §2 was used to minimise features due to anisotropies in the
force calculations. Nevertheless, artifacts due to force anisotropies are still visible in some
of our plots. For example, spikes can be seen in Fig. 3.5 at k = 128 and 256 in the a = 3.1
power spectrum of the sheet (these spikes are solely due to modes with wave-vector parallel
to the fundamental axes of the computational cube) and at k = 64 and 256 in the a = 2.4
power spectrum of the filament (see also the left panels of Fig. 3.7). The growth factors in
Fig. 3.7 show that these “special” modes grow substantially more rapidly than neighboring
modes. If we do not use random offsets to reduce the impact of algorithmic boundaries in
the force calculation, then features of this kind can be strong enough in the initial glass to
significantly affect later evolution. An example is shown in the right panels of Fig. 3.7 and
also in Fig. 3.8. Here we have carried out exactly the same filament collapse test as before,
but using a “poor” initial glass constructed without using the offset technique. Spikes are
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Figure 3.8: Similar to Fig. 3.6. but starting from a “poor” glass where the initial 1-D
power spectrum shows spikes at k = 64, 128, 256... There are about 128 clumps along
the full length of the filament at the last time shown.
now visible at k = 128, 256 and 384 in the initial 1-D power spectrum. These are amplified
by the evolution and at a = 2.4 the power is dominated by the amplified spike at k = 128
rather than by modes in the neighborhood of the discreteness peak at k ∼ 160. Spikes at
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k = 256 and 384 are also very strong and several other spikes are clearly visible. As Fig. 3.8
shows, these spikes cause the filament to break up initially into ∼ 128 rather than ∼ 160
clumps. Subsequent aggregation into larger objects is similar in the two cases, however,
with large-scale effects overwhelming the initial differences.
Eliminating these troublesome power spikes from the initial conditions and from subse-
quent evolution is not easy. Changing the nominal accuracy of the force calculation affects
the amplitude of the spikes but does not remove them. We were surprised to find that sim-
ilar spikes are present in the initial glass used for the GIF simulations (Kauffmann et al.
1999a) even though this was created using a different code based on a P3M Poisson solver.
(For the GIF simulations the artifact was of no consequence, because of the substantial
small-scale power imposed in the CDM initial conditions.) The large-scale PM force cal-
culation in both codes imposes a regular “power of 2” spatial structure, and for Gadget-2
this is reinforced by the static Barnes-Hut oct-tree which underlies the calculation of the
short range forces. The unexpected spikes appear to reflect these structural properties of
the force construction algorithms. To test this, we projected the initial glass onto periodic
directions which are not aligned with the axes of the computational box. The corresponding
1-D power spectra do not show any sharp spikes.
The tests in this section demonstrate that even with our random offset procedure artifacts
due to our Poisson solver are not entirely eliminated. On the other hand, these tests are
extremely sensitive to such artifacts because of the very high growth rates which occur in
the idealised straight filaments we have been studying. While it is clearly important to be
aware of the possibility of such numerical effects when simulating WDM or HDM universes,
our results here show that for a carefully constructed glass the effects due to the Poisson
solver remain subdominant with respect to effects caused by the discreteness of the particle
distribution. The latter cannot be eliminated for any choice of initial particle load. They
set the fundamental lower limit to the effective resolution of such simulations
3.6 Discussion and Conclusions
In this paper we have studied how discreteness effects limit the effective mass resolution
of N -body simulations of cosmogonies like WDM or HDM where structure on small scales
is suppressed in the linear initial conditions. Filaments occur in such models as part of
the natural development of the cosmic web, but in simulations they fragment into regularly
spaced clumps with a separation which reflects the mean interparticle distance in the initial
load. These spurious clumps are responsible for all the low-mass substructures we have
been able to identify at late times in collapsed halos. Thus, it appears that in an idealised
WDM or HDM universe the first generations of dark haloes are predicted to contain no self-
bound substructures of significantly smaller scale. Our tests on idealised systems show this
fragmentation to occur because 1-D projections of a 3-D quasi-uniform particle distribution
retain substantial power on the scale of the 3-D interparticle separation, and this power
amplifies very rapidly as the effectively 1-D system evolves.
We find (in disagreement with Go¨tz & Sommer-Larsen (2002, 2003)) that spurious frag-
mentation of filaments occurs in almost identical fashion whether the initial particle load
is a glass or a grid. Indeed, as we illustrate in Fig. 3.9, the effect appears slightly worse
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Figure 3.9: The cumulative halo mass function in eight simulations of an HDM uni-
verse. Seven of these start from the same realisation of the HDM density fluctuation
field within a 100Mpc/h box, but use different initial particle loads. One follows evolu-
tion within a 200Mpc/h box in order to better constrain the high mass end of the mass
function. Simulations starting from a glass initial load are indicated by solid lines, while
those starting from a grid are indicated by dashed lines. The number of particles in each
simulation is indicated by labels in the upper panel. The dotted line in this panel is an
approximate power-law fit to the low-mass end of the mass function, N ∼ M−0.2h , and the
lower panel replots the mass functions relative to this power law in order to emphasise
the upturn due to discreteness effects. Dashed vertical lines separated by factors of two
provide a rough indication of the scale where spurious halos start to dominate in the
various cases. The haloes here were identified using an FOF algorithm with b = 0.2
(Davis et al 1985).
for a glass than for a grid. This plot gives mass functions for 9 simulations from HDM
initial conditions which use different particle numbers and different initial loads. In each
case there is a sharp upturn in abundance at small masses which reflects the clumps visible
within filaments in Figures 3.1 to 3.3. For initial loads of a given type this upturn shifts
to smaller masses by a factor of 2 for each factor of 8 increase in the number of particles.
For a given number of particles the upturn clearly occurs at somewhat larger masses in
the glass case than in the grid case. Notice also that the upturn for the N = 2563 glass
simulation in a 200h−1Mpc box agrees very well with that for the N = 1283 glass simula-
tion in a 100h−1Mpc box. This confirms that it is the mean interparticle separation which
sets the mass scale, rather than properties of the simulation code or of the particular HDM
realisation simulated.
If we take the effective lower resolution limit of our HDM simulations to be given by
the dashed vertical lines in the lower panel of Fig. 3.9, we find that it can be expressed
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as Mlim = 10.1 × ρ¯ d k−2peak, where ρ¯ is the mean density of the universe, kpeak is the
wavenumber at the maximum of ∆2(k), the dimensionless power per ln k in the linear initial
conditions, d = N−1/3L is the mean interparticle separation, N is the number of simulation
particles, and L is the side of the computational box. For our HDM initial conditions
kpeak = 4.23 × λ−1fs = 0.1 × (mν/30eV )Mpc−1. The coefficient in our expression for Mlim
is estimated directly from our HDM results. It may depend significantly on the shape
of the primordial power spectrum and so need modification for WDM initial conditions.
The scaling Mlim ∝ N−1/3 should still hold in this case, however. Comparing our formula
without modification to the numerical results of Bode et al. (2001) using kpeak = 1.0 and
0.5 Mpc−1, as appropriate for their two WDM models, gives Mlim = 3 × 1010 and 1.2 ×
1011h−1M⊙. These values agree well with the upturns in the mass functions which they
plot in their Fig. 9.
We can also compare with the WDM simulations presented by Knebe et al. (2002, 2003).
These authors followed Bode et al. (2001) in arguing that small mass haloes form along
filaments by top-down fragmentation. However, if we compare the mass functions they
present for three different simulations in Fig. 4 of Knebe et al. (2002) and Fig. 3 of
Knebe et al. (2003), we find the upturn at low mass for the two simulations with the same
numerical resolution but different WDM particle mass to occur at masses which differ by
about a factor of 4, while the upturn for the two runs with different numerical resolution
but the same WDM particle mass also occur at masses differing by a factor of about 4.
This is in roughly agreement with the scaling we predict for Mlim and is unexpected for
a physical (rather than numerical) feature. We conclude that these results, as well as
those of Bode et al. (2001) are consistent with a spurious numerical origin for the low mass
halos in filaments similar to that we find in our HDM simulations. Furthermore, with our
parametrisation of the characteristic scale based on the wavenumber at the peak of ∆2(k),
the dependence of the characteristic mass of the effect on the overall shape of the power
spectrum appears to be weak.
This effective resolution limit is unfortunate news for simulations of HDM and WDM
universes. In our highest resolution HDM model, for example, the N = 5123 glass simula-
tion of a 100Mpc/h box, the resolution limit isMlim = 8.8×1012h−1M⊙, which corresponds
to a clump of 4300 simulation particles. Thus only halos with 5000 particles or more can
be considered reliable. This is two or three orders of magnitude below the masses of typical
big halos in the simulation. Contrast this with simulations of CDM universes where the po-
sitions, velocities and masses of haloes are reasonably well reproduced even for objects with
about 100 simulation particles, giving a logarithmic dynamic range which is about twice
as large. Furthermore the effective dynamic range in halo mass increases in proportion to
N for CDM simulations, but only in proportion to N1/3 in HDM or WDM simulations.
These results are interesting for the question of whether WDM models can reproduce
the observed properties of dwarf satellite galaxies in the Milky Way. Available kinematic
data for dwarf spheroidals suggest that they are sitting in dark matter halos with maxi-
mum circular velocities of order 30 km/s (e.g. Stoehr et al. 2002; Kazantzidis et al. 2004)
corresponding to masses (for an isolated object) of about 1010M⊙. After discounting the
spurious low-mass halos, the mass functions shown in Fig. 9 of Bode et al. (2001) demon-
strate that halos of such small mass are not expected for a WDM particle mass of 175 eV
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and are still strongly suppressed relative to ΛCDM for a mass of 350 eV. We infer that
WDM particle masses well in excess of 500 eV will be necessary to produce “Milky Way”
halos with sufficient substructure to host the observed satellites. This is, however, less
stringent by a factor of several than constraints based on structure in the Lyman α forest
(Viel et al. 2006). It will be interesting to carry out simulations of sufficient resolution to
test whether the internal structure of subhalos in a WDM universe is consistent with that
inferred for the halos of Milky Way dwarfs. The resolution limitations we have explored in
this paper imply that, although possible, this will be a major computational challenge.
3.7 Appendix: The Quaquaversal distribution
Hansen et al. (2007) have suggested using an initial particle load constructed through a
simple “Quaquaversal” tiling of space (sometimes known as a Q-set). In particular, they
suggested using this initial load for WDM simulations. In this appendix, we show what
happens if this distribution is used instead of a grid or glass initial load in a number of the
tests we have studied in our paper.
A Q-set “lives” in a rectangular box with side ratio 1 : 1 :
√
3, and requires a total particle
number of the form N = 2 × 8n with n an integer. Periodic boundary conditions can be
assumed on opposite faces of the box to represent an infinite cosmological distribution.
Fig. 3.10 compares the 3-D power spectrum of such a distribution with that of our “good”
1603 glass. This Q-set has n = 7, resulting in a total of N = 4194304 particles, and was set
up using the codes provided by Hansen et al. (2007). In order to facilitate the comparison
we shift P (k) for the Q-set so that its white noise level is at 160−3 and the mode number
k = 1 corresponds to a wavelength 160 times the mean interparticle spacing. At all scales
significantly larger than the mean interparticle spacing, the power in the Q-set lies well
above that in the glass. The mean power declines approximately as k3.4 for small k rather
than as k4, and there is substantial power in a series of additional narrow peaks separated
by factors of 2 in k.
We have used this Q-set as the initial particle load for our standard 100h−1Mpc box
HDM simulation. Since this simulation is carried out in a cubic region we need to chop
off the long end of the Q-set rectangular box leaving a total of 2424140 ∼ 1343 particles
in the simulation. This truncation results in a violation of periodicity in the initial load
for one pair of faces of the cubic volume. As a result, spurious small clumps form along
this interface during later evolution, but these effects do not propagate into the rest of the
simulation. They are not visible in Fig. 3.11, which is a slice through the simulation to be
compared directly with Fig. 3.1. We exclude a thin slice of the simulation which contains
this discontinuity when we calculate the halo mass function at z = 0. This is displayed in
Fig. 3.12 and compared to our earlier results.
A comparison of Fig. 3.11 with Fig. 3.1 shows that the regularities of the Q-set are much
more visually apparent than those of the glass, particularly in low density regions. The
small halos indicated by red points are again found along filaments and on the outskirts
of massive objects. Fig. 3.12 shows that the Q-set reproduces the halo mass function of
our other simulations at high mass, but that the turn-up due to spurious low-mass halos
occurs at significantly higher mass than for glass or grid initial loads. The effective mass
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Figure 3.10: 3-D power spectra P (k) for a Q-set (black) and for the “good” N = 1603
glass already used in Fig. 3.4 (blue). The Q-set has 4194304 particles in a rectangular
box. Its power spectrum is normalised so that its white noise level is at 160−3, just as
for the glass. In addition, the units of wave number are chosen so that k = 1 corresponds
to a wavelength 160 times the mean interparticle separation for both distributions. Red
dotted lines indicate power laws with slope 4 and 3.4 which are good fits to the glass
and Q-set power spectra respectively on large scales.
Figure 3.11: A slice through an HDM simulation directly comparable to Fig. 3.1, but
for a simulation with a Q-set initial load.
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Figure 3.12: Mass functions for FOF haloes in four HDM simulations started from
identical realisations of the HDM fluctuation field but with different initial particle loads.
Two start from glass loads with N = 1283 (red) and N = 2563 (blue) and one starts
from a grid with N = 1283. All three of these were already shown in Fig. 3.9. The final
simulation starts from a Q-set initial load with N ≃ 1343.
Figure 3.13: Idealised filament collapse as in Fig. 3.6 but starting from a compressed
Q-set initial condition. The distribution of particles in a section of the filament is shown
at a = 2.2 and should be compared directly with the middle left panel of Fig. 3.6.
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resolution of the Q-set simulation is about a factor of three worse than in either of the
other cases.
We have also carried out our standard idealised filament simulation starting from a
compressed Q-set rather than a compressed glass. The particle distribution along a section
of the filament is shown just after collapse in Fig. 3.13 for comparison with the central left-
hand panel of Fig. 3.6. Substantial and regular clumping is seen, although the regularity
is considerably more complex (and also stronger) than in the glass case. As in the glass
case, the clumps rapidly aggregate into a small number of massive objects during later
evolution. The different initial power spectra of the glass and Q-set cases (Fig. 3.10), result
in different rates of growth of structure along the filament at later times. Structures are
always more massive are arranged in a more complex pattern along the filament for Q-set
than in the glass case.
Our conclusion from these tests is that for given particle number the Q-set performs
significantly worse as an initial load than either a grid or a glass. Since the visual regularities
it induces are very similar to those seen for a grid and are much stronger than those found
with a glass, there does not seem to be any obvious situation where a Q-set would be the
preferred choice for an initial quasi-uniform particle load.
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Chapter4
The Dependence of Galaxy Formation on
Cosmological Parameters: Can we
distinguish the WMAP1 and WMAP3
Parameter Sets?
Abstract
We combine N -body simulations of structure growth with physical modelling of galaxy
evolution to investigate whether the shift in cosmological parameters between the 1-
year and 3-year results from the Wilkinson Microwave Anisotropy Probe affects pre-
dictions for the galaxy population. Structure formation is significantly delayed in the
WMAP3 cosmology, because the initial matter fluctuation amplitude is lower on the
relevant scales. The decrease in dark matter clustering strength is, however, almost
entirely offset by an increase in halo bias, so predictions for galaxy clustering are barely
altered. In both cosmologies several combinations of physical parameters can repro-
duce observed, low-redshift galaxy properties; the star formation, supernova feedback
and AGN feedback efficiencies can be played off against each other to give similar
results. Models which fit observed luminosity functions predict projected 2-point cor-
relation functions which scatter by about 10-20 per cent on large scale and by larger
factors on small scale, depending both on cosmology and on details of galaxy formation.
Measurements of the pairwise velocity distribution prefer the WMAP1 cosmology, but
careful treatment of the systematics is needed. Given current modelling uncertainties,
it is not easy to distinguish the WMAP1 and WMAP3 cosmologies on the basis of
low-redshift galaxy properties. Model predictions diverge more dramatically at high
redshift. Better observational data at z > 2 will better constrain galaxy formation and
perhaps also cosmological parameters.
4.1 Introduction
Our current understanding of the cosmic evolution is based heavily on measurements of
the Cosmic Microwave Background (CMB). The discovery of the CMB (Penzias & Wilson
1965) led to general acceptance of the Hot Big Bang theory, and further support came from
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the subsequent demonstration of its near-perfect black-body spectrum (Mather et al. 1990).
The detection and continuing refinement of measures of angular structure in the CMB
confirmed theoretical predictions for the growth of structure in flat cosmologies dominated
by non-baryonic Cold Dark Matter (CDM) (Smoot et al. 1990; de Bernardis et al. 2000,
2002). The power spectrum of this structure encodes information about the values of
the cosmological parameters, although degeneracies prevent a precise determination of all
parameters from CMB data alone. By including constraints from other kinds of data, it
becomes possible to constrain many cosmological parameters quite tightly. During the
last decade, a growing body of such measurements have ushered in a new era of ‘precision
cosmology’.
The first-year data from theWilkinson Microwave Anisotropy Probe (WMAP) (Spergel et al.
2003) did much to establish ΛCDM, a flat CDM model with a cosmological constant, as
the standard model for structure formation. In addition, they provided apparently precise
estimates for a number of cosmological parameters. Two further years of WMAP data have
significantly refined these estimates, leading to noticeable shifts in some of the best values
(Spergel et al. 2007). The most important differences are a reduction in optical depth to
the last scattering surface (τ), a lower value for the amplitude of matter fluctuations on
8h−1Mpc scale (σ8), a reduction of the scalar spectral index on primordial perturbations
(n), and a lowering of the total matter density (Ωm).
Several studies prior to the latest WMAP results suggested a lower value for σ8. These
looked at evolution in the abundance of galaxy clusters (Borgani et al. 2001; Schuecker et al.
2003), and at constraints from the abundance and clustering of low-redshift galaxies in com-
bination with observed cluster mass-to-light ratios (van den Bosch et al. 2003; Tinker et al.
2005). Parameter estimates from these methods are partially degenerate in σ8 and Ωm and
other studies, notably of cosmic shear, have tended to give conflicting indications (e.g,
Massey et al. 2007; Benjamin & et al. 2007; Hoekstra et al. 2006). Recent studies on giant
arc statistics (Li et al. 2006) also suggest that low values of σ8 may be difficult to reconcile
with the observations. It is only the shrinking of the allowed parameter region forced by
the new WMAP data that has persuaded much of the astronomical community to prefer
a “standard” model with a lower value of σ8. It should be remembered, however, that in-
cluding parameters beyond the usual minimal set significantly relaxes constraints, so that
both first- and third-year WMAP parameter sets should probably be treated as plausible.
Modifications of the cosmological parameters of the kind discussed above can signifi-
cantly affect the formation and evolution of structure. Recent studies have discussed the
implications of WMAP third-year results for the formation of the first stars and black
holes, and for the reionization of the intergalactic medium (Gao et al. 2007; Alvarez et al.
2006; Popa 2006; Lewis et al. 2006; Iliev et al. 2007), finding significantly later formation
and reionization than previously thought.
The present paper investigates the impact of this delay on the observed properties of
galaxies, both at low and at high redshift. We combine high-resolution N -body simula-
tions with semi-analytic modelling techniques to simulate the evolution of the galaxy pop-
ulation (Springel et al. 2005; Croton & et. al 2006; De Lucia & Blaizot 2007). Our paper
is organised as follows: the N -body simulations and the semi-analytic modelling assump-
tions are described in sections 4.2 and 4.3. In section 4.4 we discuss the formation of dark
matter structures in cosmologies with first-year and third-year WMAP parameters, while
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in section 4.5 we compare simulations of the evolution of the galaxy population in these
two cosmologies. Finally, in section 4.6 we summarise and discuss our findings. For the
convenience of the reader we also provide an appendix containing an analytic comparison
of evolution in the abundance and clustering of dark halos in our two cosmologies, based
on the formulae of Mo & White (2002)
4.2 The Simulations
We have carried out two simulations of the growth of structure in a ΛCDM Universe using
the cosmological parameter sets listed in Tab. 4.1. The cosmological parameters used
for our WMAP1 simulation are derived from a combination of first-year WMAP results
(Spergel et al. 2003) with the 2dFGRS galaxy power spectrum (Colless et al. 2001), and
correspond to those used for the Millennium Simulation (MS; Springel et al. 2005). Our
WMAP3 simulation adopts cosmological parameters derived from a combination of third-
year WMAP data on large scale, and Cosmic Background Imager (CBI) and extended
Very Small Array (VSA) data on small scale (Spergel et al. 2007). We note that, among
the different sets of cosmological parameters consistent with the third-year WMAP data
and other observational data, we have chosen to look at the one which differs the most
from the parameters of our WMAP1 simulation.
The most significant difference between the two sets of parameters listed in Table 4.1 is
in the lower value of σ8 adopted for the WMAP3 simulation. Our WMAP1 and WMAP3
cosmologies also differ in the scalar spectral index of primordial density perturbations
(n = 1 → 0.947), and in the matter density (Ωm = 0.25 → 0.226). As noted above, a
number of recent studies have shown that this change in cosmology results in a significant
delay of structure formation in the WMAP3 case in comparison to WMAP1. We will
discuss this in more detail in the following section.
The numerical parameters used for our simulations are listed in Table 4.2. The mass
and force resolution are the same as used for the MS, while the volume is a factor 64
smaller. We have stored the data at the same 64 output times as in the MS. These are
approximately logarithmically spaced between z = 20 and z = 1 and approximately linearly
spaced in time thereafter. Friends-of-friends (FOF) group catalogues were computed on the
fly for each snapshot, and the algorithm SUBFIND (Springel et al. 2001) was employed to
decompose each FOF group into a set of disjoint substructures. As in Springel et al. (2005),
only substructures which retain at least 20 bound particles after a gravitational unbinding
procedure are considered to be genuine substructures. Substructure catalogues are then
used to construct detailed merger history trees that provide the basic input needed for
the semi-analytic model described in the next section. We refer to Springel et al. (2005)
for more details of the merger-tree construction. Both our simulations were run using
the tree-based parallel code GADGET2 (Springel 2005). The initial power spectra were
generated using CMBFAST (Seljak & Zaldarriaga 1996) with the cosmological parameters
listed in Tab. 1 as input. The Fourier modes of the initial density field in the two cases
were identical except for the amplitude adjustment needed to reproduce the correct power
spectrum. Thus structures correspond closely in the two cases.
Fig. 4.1 shows the power per decade in the linear initial conditions of our WMAP1 (blue)
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Table 4.1: Cosmological parameters of the two simulations used in this study. Ωm, ΩΛ,
Ωb are the density of matter, dark energy and baryons respectively. σ8 and n are the
amplitude of the mass density fluctuations, and slope of initial power spectrum. The









Table 4.2: Numerical parameters of our two simulations. L is the box size, np is the
particle number, ǫ is the softening length, and mp is the particle mass.
L np ǫ mp(WMAP1) mp(WMAP3)
125Mpc h−1 5403 5kpc 8.61e8M⊙ h
−1 7.78e8M⊙ h
−1
Figure 4.1: The power spectra of our two simulations: WMAP1 (blue solid) and
WMAP3(red dashed). These were generated using CMBFAST with the cosmological
parameters listed in Tab. 4.1. The quantity plotted is ∆2(k) ∝ k3P (k).
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and WMAP3 (red) simulations. The significantly lower value of σ8 in the WMAP3 case
reduces the overall normalisation. In addition, the red tilt in the primordial power spectrum
index makes the difference greater on small scales than on large scales. Indeed, on the
scales responsible for the low ℓ microwave background fluctuations the two power spectra
are almost the same, reflecting the fact that they are both required to fit observed CMB
fluctuations on these scales. Conversely, the suppression of power is particularly significant
on the small scales responsible for the formation of the first nonlinear structures.
4.3 The Semi-Analytic Model
In this paper we use the galaxy formation model described in De Lucia & Blaizot (2007)
which is based on the WMAP1 cosmology and builds on previous work by the “Munich”
galaxy formation group (Kauffmann et al. 1999a; Springel et al. 2001; De Lucia et al. 2004;
Springel et al. 2005; Croton & et. al 2006). Although not in perfect agreement with all as-
pects of the local galaxy population (see, for example, Weinmann et al. (2006)), this model
does quite a good job of reproducing the observed relations between stellar mass, gas mass,
and metallicity (De Lucia et al. 2004), the observed luminosity, colour, and morphology
distributions (Croton & et. al 2006; De Lucia et al. 2006) and the observed two-point cor-
relation functions (Springel et al. 2005). Kitzbichler & White (2007) have recently shown
that it also agrees reasonably well with the observed galaxy luminosity and mass functions
at high redshift. We refer the reader to the original papers for a full description of the
numerical implementation, and of the physical processes modelled. In the following, we
summarise briefly the treatment of those physical processes for which we needed to change
the efficiency parameters in order to maintain agreement with observations of the local
galaxy population when we switch from WMAP1 to WMAP3 (see Table 4.3 and Sec. 4.5).
In the semi-analytic model we use in this work, star formation is assumed to occur at a
rate given by:
m˙∗ = αSF(mcold −mcrit)/tdyn,disc (4.1)
where mcold and tdyn,disc are the cold gas mass and the dynamical time of the galaxy,
defined as the ratio between the disk radius and the virial velocity, mcrit corresponds to a
critical value for the gas surface density (Kennicutt 1998; Kauffmann 1996; Mo et al. 1998),
and αSF controls the efficiency of the transformation of cold gas into stars when the gas
surface density is above the critical value. (See Croton & et. al (2006) for more detailed
descriptions of the implementation of this process and of the feedback processes described
below.)
Massive stars explode as supernovae shortly after a star formation event and are as-
sumed to reheat a gas mass that is proportional to the mass of stars formed (based on the
observations of Martin 1999):
∆mreheated = ǫdisk∆m∗, (4.2)
Again following Croton & et. al (2006), we write the energy released by an event which
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where 0.5V 2SN is the mean supernova energy injected per unit mass of newly formed stars,
and ǫhalo represents the efficiency with which this energy is able to convert cold interstellar
medium into hot, diffuse halo gas. The amount of gas that leaves the dark matter halo in
a “super-wind” is determined by computing whether excess SN energy is available to drive
the flow after reheating of material to the halo virial temperature.





We assume here that black holes grow during both major and minor mergers, and that the
efficiency of gas accretion onto the black hole scales with the baryonic mass ratio of the
merging galaxies:
f ′BH = fBH × (msat/mcentral) (4.5)
This is the primary process driving the growth of the total mass in supermassive black
holes. Individual black holes can also gain mass through merging when their host galaxies
merge.
Finally, we use the model by Croton & et. al (2006) to describe heating by centrally
located AGN in massive groups and clusters. This process is assumed to be associated
with “radio mode” outflows which suppress cooling flows and thus the condensation of gas
onto the central galaxies. The process is assumed to occur whenever a massive black hole
finds itself at the centre of a static hot gas halo. During this phase, the accretion rate onto













where mBH is the black hole mass, fhot is the fraction of the total halo mass in the form of
hot gas, Vvir is the virial velocity of the halo, and κAGN is efficiency parameter with units
of M⊙yr
−1. The energy released during this accretion process is used to reduce the cooling
flow. Croton & et. al (2006) showed that this results in complete suppression of cooling
in relatively massive haloes and groups. The process starts being effective at a mass scale
that evolves as a function of redshift as shown in their Fig. 7.
In our simulation scheme, haloes (and the galaxies within them) are followed even after
they are accreted onto larger systems. The dynamics of such a satellite subhalo is fol-
lowed explicitly by the N-body simulation until tidal stripping causes its mass to fall below
the resolution limit of the simulation (Ghigna et al. 2000; De Lucia et al. 2004; Gao et al.
2004). When this happens, we estimate a survival time (tmerge) for the associated galaxy
using its current orbit and the classical dynamical friction formula of Binney & Tremaine
(1987). Once this time has elapsed, the galaxy is assumed to merge onto the central galaxy
of its current halo. While it still survives it is assumed to follow the particle which was the
most bound particle of the subhalo at the last time it was identified. De Lucia & Blaizot
(2007) found that increasing the merging time by a factor of 2 slightly improves the fit to
observed luminosity function. Such an increase has other effects which De Lucia & Blaizot
(2007) did not study, for example, it increases the amplitude of small-scale galaxy cor-
relations by about a factor of 2 at r < 100 kpc. Others authors have claimed that this
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Figure 4.2: Redshift zero distribution of dark matter within a slice of thickness
20Mpch−1 through our two simulations, WMAP1 (left) and WMAP3 (right).
merging time should be effectively set to zero, so that such “orphan” galaxies lose their
identity at the same time as their subhaloes (Conroy et al. 2007). Here we leave this issue
for detailed study in future work and simply consider the pre-factor to be used for tmerge
as a free parameter.
4.4 Formation of dark matter structures
Figure 4.2 shows the dark matter distribution at z = 0 within a slice 20Mpch−1 thick
cut from the full volume of our simulations. The WMAP1 model is on the left and the
WMAP3 model on the right. The projection is colour-coded by density and provides a
visual illustration of the delay of structure formation in the lower σ8 model. Although
the overall structure is very similar, it is clear that massive haloes lying at the nodes of
the cosmic web are in a more advanced stage of merging in the WMAP1 case than in the
WMAP3 case.
The differing fluctuation amplitudes of the two simulations translate into a systematic
difference between their halo mass functions. This is illustrated in Fig. 4.3 where we
compare the cumulative number density of halos for the two cases (blue for WMAP1,
red for WMAP3). In addition, we show the corresponding function for the much larger
Millennium Simulation (green) which used our WMAP1 cosmological parameters. It agrees
very well with the smaller WMAP1 simulation of this paper. At z = 0, the most massive
haloes in our WMAP3 simulation are about 1.5 times less massive than their counterparts
in the WMAP1 simulation. The number of haloes more massive than 1013M⊙ h
−1 is ∼ 25
per cent smaller in the WMAP3 case than in the WMAP1 case. These differences increase
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at higher redshift. At z ∼ 6 (i.e. at the end of the reionization epoch) the most massive
haloes in the two simulations differ by about a factor of 5 in mass.
We recall that the main differences between the cosmological parameters used in the two
simulations are the lower value of σ8 and the redder primordial power spectrum index n in
the WMAP3 case. As shown in Fig. 4.1, these combine to produce a substantial suppression
of small-scale power. This has important implications for the formation of the first objects
and for the star formation history at early times. Gao et al. (2007) studied this problem
using high-resolution cosmological simulations with a smoothed particle hydrodynamics
treatment of baryonic processes. They found a much lower abundance of potentially star-
forming halos at high redshift for WMAP3 than for WMAP1. This reduction in the number
of ‘mini-haloes’ at z ∼ 10 was also discussed by Reed et al. (2007) using analytic models
to explore the dependence on cosmological parameters. For fluctuation amplitudes at
the WMAP1 level, very efficient production of UV radiation is needed to reionize the
intergalactic medium by z ∼ 15, as required by the WMAP1 value for the electron scattering
optical depth τ (e.g. Ciardi et al. 2003). Interestingly, the delay in structure formation in
a WMAP3 Universe is such that equally efficient UV production is needed to reionize by
z ∼ 10, as inferred from the WMAP3 value of τ (Alvarez et al. 2006).
Fig. 4.4 shows z = 0 autocorrelation functions in our WMAP1 and WMAP3 simulations
for the dark matter (in the top panel) and for all dark matter substructures identified by
SUBFIND (in the bottom panel; this corresponds to all self-bound (sub)haloes with more
than 20 simulation particles). The difference in fluctuation amplitude causes the correlation
strength to be almost a factor of two smaller in the WMAP3 case than in the WMAP1
case on scales below a few Mpc. Curiously, however, this decrease is almost completely
compensated by an increase in the (sub)halo bias, so that the 2-point correlation functions
for subhaloes are almost identical in the two cases. There is a slight residual offset on
scales 0.5Mpch−1 . r . 5Mpch−1. As we will see below, this results in very similar
galaxy correlation functions being predicted in the two cases.
4.5 Galaxy Formation
In this section we analyse galaxy populations simulated using the semi-analytic framework
presented in Sec. 4.3. Table 4.3 lists the combinations of semi-analytic parameters for which
we will show detailed results. Model A is the parameter set used by De Lucia & Blaizot
(2007) for the Millennium Simulation. As expected, this also gives good agreement with
observation for our WMAP1 simulation. Models B and C are parameter combinations that,
as we show below, produce a similar agreement with local data for the WMAP3 cosmology.
Model B has the same star formation efficiency as model A (αSF), but lower supernova
feedback efficiency (ǫhalo and ǫdisk), and lower AGN feedback efficiency (κAGN). For this
model, we have also eliminated the pre-factor of 2 which De Lucia & Blaizot (2007) intro-
duced in the definition of the merging time. In contrast, in model C, we double the star
formation efficiency (relative to model A) in order to compensate for the delay in structure
formation, but this must be compensated by much higher feedback efficiencies (both from
supernovae and from AGN) to prevent the overproduction of stars at late times. For this
model we keep the pre-factor of 2 in the definition of the merging times of satellite galax-
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Figure 4.3: Cumulative halo number density as a function of halo mass and redshift.
Results for the WMAP3 and WMAP1 simulations are represented by red and blue curves
respectively. Results for the Millennium Simulation are shown in green. The halo abun-
dance is multiplied by M2 in order to reduce the dynamic range of the ordinate.
Table 4.3: Principal parameters of our galaxy formation models (see text for details).
A B C
αSF 0.03 0.03 0.07
ǫhalo 0.35 0.2 0.28
ǫdisk 3.5 3 4.5
κAGN 7.5e-6 6.5e-6 1.2e-5
fBH 0.03 0.03 0.05
tmerge 2× tfriction tfriction 2× tfriction
Best for WMAP1 WMAP3 WMAP3
ies. We also increase the efficiency of accretion onto black holes during mergers (which
increases the effectiveness of the ‘radio’ mode - see Eq. 6). In the following, we will show
that models B and C give similar z = 0 results for the WMAP3 cosmology, and that these
resemble the results of model A for the WMAP1 simulation. This shows that there are at
least two independent way to ‘compensate’ for the delay in the structure formation within
this physical framework: we can decrease feedback on all scales while keeping the same star
formation efficiency (model B), or we can increase both the star formation efficiency and
the feedback efficiency on all scales (model C).
In the following sections we discuss how the predictions of our three models compare to
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Figure 4.4: Autocorrelation functions at z = 0 for dark matter (top panel) and for all
subhaloes with at least 20 particles (bottom panel). Blue solid and red dashed curves
show results for our WMAP1 and WMAP3 simulations respectively.
observational data both in the local Universe and at high redshift.
4.5.1 Low-redshift Luminosity Functions
Figure 4.5 compares observational estimates of the K-band luminosity function of nearby
galaxies to predictions from our three galaxy formation models (differentiated by colour)
applied to each of our two simulations (differentiated by line type). In both cosmologies
models B and C give almost identical results, while model A predicts fewer galaxies at bright
luminosities (MK < −22) by a factor that varies from 1.3 to 3. The inset in Fig. 4.5 repeats
the figure showing only results from model A applied to our WMAP1 simulation and from
models B and C applied to our WMAP3 simulation. This shows all three models to produce
similarly good fits to the observations around and above the ‘knee’. All three models show
an excess of galaxies fainter than MK− 5 logh ∼ −22 with respect to the Cole et al. (2001)
data, although they lie below the luminosity function given by Huang et al. (2003). This
possible excess is more pronounced in model A. In the following we will only discuss results
from our ‘best’ models (i.e. model A for our WMAP1 simulation and for the Millennium
Simulation, models B and C for our WMAP3 simulation; in the following we denote these
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Figure 4.5: K-band luminosity function for the three galaxy formation models and the
two cosmologies simulated in this study. Results from models A, B, and C are shown
in blue, red and green respectively. Solid and dashed lines correspond to our WMAP3
and WMAP1 simulations respectively. The black symbols with error bars show the
observational determination by Cole et al. (2001), while the black dotted curve shows
the measurements of Huang et al. (2003). The inset repeats the figure but shows results
only from model A applied to WMAP1 and from models B and C applied to WMAP3.
as A1, MSA, B3 and C3).
Figure 4.6 compares model galaxy luminosity functions in the Sloan Digital Sky Survey
(SDSS) r-band to observational measurements from the SDSS itself. Here the observational
uncertainties are much smaller than for the K-band luminosity function of Fig. 4.5. Since
the observed absolute magnitudes quoted by Blanton & et al. (2003) are band-shifted to
z = 0.1, we also correct our simulated r-band absolute magnitude to this redshift using
their K-correction code. Fig. 4.6 shows all our “good” models to agree very well with
the observational data, particularly around the knee of the luminosity function (−22 <
Mr < −19). All models overpredict the abundance of faint galaxies, although the problem
appears significantly less dramatic here than in Fig. 4.5. In all models the rarest and most
luminous galaxies are also too bright by 0.2 to 0.6 magnitudes. This problem may be
,at least partially, due to our assigning light to these objects which should be part of the
intracluster light of the groups or clusters of which they are the central galaxies (see also
Conroy et al. (2007)).
4.5.2 The Tully-Fisher Relation
In Fig. 4.7, we compare the Tully-Fisher relation for our model galaxies to the observational
determination by Giovanelli et al. (1997). Green symbols show all model central galaxies
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Figure 4.6: Galaxy luminosity function at SDSS r0.1 band. Coloured lines show pre-
dictions from the three “good” models of this paper. We also plot results from model A
applied to the Millennium Simulation. The black curve with an error band corresponds
to the observational measurement from Blanton & et al. (2003).
with 1.5 < MB,bulge−MB,total < 2.6 whereMB,bulge andMB,total are the absolute magnitude
of the bulge and the total B-band magnitude, respectively. This selection is made in order
to isolate Sb/c spirals as in the observed sample of Giovanelli et al. (1997). The mean
observational relation is shown by a solid blue line in the figure, with the corresponding 1σ
scatter indicated by the dashed lines. The relation of Giovanelli et al. is already corrected
for internal extinction. We therefore do not include dust effects when predicting I–band
magnitudes for this plot. Red lines in each panel show a linear fit to the model results.
The top panel of Fig. 4.7 demonstrates that model A1 reproduces both the slope and the
zero-point of the observed relation (as also shown in Croton & et. al 2006). Models B3 and
C3 exhibit a substantially brighter zero-point than observed. This occurs because fitting
the observed luminosity function within the less evolved halo mass function of the WMAP3
cosmology (see Fig. 2) requires us to put galaxies of given luminosity at the centre of lower
mass halos than in the WMAP1 case.
Finding theoretical models which simultaneously fit both the observed luminosity func-
tions and the observed Tully-Fisher relation has always been difficult(e.g. Cole et al. 2000).
The results in Fig. 4.7 show that this remains true. Note, however, that it is uncertain
how best to extract quantities from our models for comparison with the observational data.
For example, we assume here that W (the measured HI linewidth) is twice the maximum
circular velocity of the galaxy’s dark halo, as measured directly from the simulation and
without any correction for the effects of the baryonic mass of the galaxy. This is a rough
assumption which may be systematically in error. In particular, if galaxy formation results
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Figure 4.7: Tully-Fisher relation for spiral galaxies in our three models. We show
only central galaxies with 1.5 < MB,bulge − MB,total < 2.6, and we approximate the
observed HI linewidth by twice Vmax for the dark halo, as measured directly in our
simulations. Red lines are linear fits to the model results. The blue solid line shows the
mean observational relation by Giovanelli et al. (1997), with blue dashed lines indicating
the scatter in this relation.
in a maximum disk rotation velocity which is significantly and systematically above this
value, the population of galaxies in our WMAP3 model could be reconciled with the ob-
servations. Changing the transformation between these two velocities can change the slope
and zero-point, or introduce curvature into the model Tully-Fisher relation. Semi-analytic
models provide robust estimates for the locations, velocities and global properties (lumi-
nosity, colour, stellar mass, etc,) of galaxies, but become less reliable when quantities (such
as W ) which depend sensitively on the internal structure of the galaxies must be predicted
(see also the discussion in Somerville & Primack 1999).
4.5.3 Mass-to-Light Ratios of Clusters
In Fig. 4.8, we plot SDSS r0.1 band mass-to-light ratios (M/Lr,0.1) for individual clusters
with M ≥ 1014M⊙ (symbols) and the running median value over the full resolved mass
range (solid lines). Both M and Lr,0.1 are computed within R200, defined as the radius
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within which the mean mass overdensity is 200 times the critical value. Blue, red and
green are used for models A1, B3, and C3 respectively. Cyan is used for the model MSA
which provides a larger number of clusters than the smaller simulations used in our study.
The black horizontal line and hatched area show the region occupied by the observational
data in Carlberg et al. (1996,see Tinker et al. 2005 for details on the conversion to the
SDSS r0.1 band). Our models exhibit a very weak mass dependence over the observed mass
range and agree reasonably well with the observational measurements. The differences
between the two cosmological models, and between the two galaxy formation models for
same WMAP3 cosmology are small, even at small masses where van den Bosch et al. (2007)
found a more pronounced decrease in the mass-to-light ratio for WMAP3 cosmology with
respect to WMAP1.
It is interesting to compare our results with those based on halo occupation distribu-
tion (HOD) models. van den Bosch et al. (2003) found that their conditional luminosity
function (CLF) model was unable to fit the observed mass-to-light ratios of clusters in
a cosmology with WMAP1 parameters, and they argued strongly in favour of a cosmol-
ogy with a lower value of σ8, similar to that subsequently preferred by WMAP3. Once
their models are constrained to fit the observed luminosity and correlation functions of
galaxies, they find 〈M/L〉 to vary roughly as σ28 on cluster scales. Tinker et al. (2005)
found a similarly strong dependence of the mass-to-light ratio on σ8 using an HOD model
which differed in detail and which they constrained with different observational data. M/L
predictions from these models are shown in Fig. 4.8 by the horizontal dashed and dotted
lines (blue and red are used for WMAP1 and WMAP3 respectively). Predictions from
van den Bosch et al. (2003) were obtained by converting their B-band estimates to the
SDSS r0.1 band using the conversion factor adopted in Tinker et al. (2005). These authors
convert the mean B-band mass-to-light ratio < M/LB >= 363h(M/L)⊙ of Carlberg et al.
(1996) to < M/Lr,0.1 >= 359h(M/L)⊙ in the SDSS r0.1 band. Thus we multiply the re-
sults of van den Bosch et al. (2003) by a factor of 359/363 = 0.988. Fig. 4.8 shows that
the mass-to-light ratio dependence on σ8 in our models is much weaker than in the two
HOD models mentioned above. This is surprising since our models are also a good fit to
the observed galaxy luminosity functions, and fit observed correlation functions moderately
well, at least on large scale (see below).
In Fig. 4.8, we also show as a black solid line the average mass-to-light ratio predicted
by the physically based HOD model presented in Wang et al. (2006). These authors use
the same positions and velocities for galaxies as our semi-analytic model (taken directly
from the Millennium Simulation) but adopt simple parametrized functions to relate the
star formation rates of galaxies to the mass and location (satellite or central) of their
parent subhalo. The parameters of these functions are then minimized in order to op-
timize the fit to the observed luminosity function and luminosity-dependent correlation
functions. The cluster mass-to-light ratios predicted by this model are higher than those
in any of the semi-analytic models in our study, and are reasonably close to the predic-
tions of van den Bosch et al. (2003) and Tinker et al. (2005) for a WMAP1 cosmology (the
cosmology adopted in the Millennium Simulation). Comparing the model of Wang et al.
(2006) in detail to the MSA model, we find that the larger mass-to-light ratio on cluster
scales is due to systematic lower central galaxy luminosities (by a factor ∼ 2) in the HOD
model. We note that De Lucia & Blaizot (2007) found reasonable agreement when compar-
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Figure 4.8: Mass-to-light ratios in the SDSS r0.1 band as a function of halo mass.
Symbols show results for the 48 (20) clusters with mass M > 1014M⊙ in our WMAP1
(WMAP3) simulation. Solid lines show a running median over a wider range of halo
masses. Blue, red, green and cyan are used for models A1, B3, C3 and MSA respec-
tively. The black solid curve refers to the HOD model of Wang et al. (2006) applied to
the Millennium Simulation (MSA-HOD). The black dashed line and the hatched area
show the region occupied by the observational data of Carlberg et al. (1996). The hori-
zontal dotted and dashed lines show predictions for M/L of clusters M > 1014M⊙ from
van den Bosch et al. (2003) and Tinker et al. (2005) respectively. In each case blue refers
to the WMAP1 and red to the WMAP3 prediction.
ing this same MSA model to the observed K-band magnitudes of brightest cluster galaxies
(BCGs). We note also that precise measurements of BCGs luminosities are complicated by
the intrinsic difficulty in separating the contribution of the cD envelope (Schombert 1988;
Gonzalez et al. 2005; Zibetti et al. 2005). The three HOD models shown in Fig. 4.8 exhibit
a stronger dependence on cosmology (in particular σ8), but also a larger dependence on
modelling details than do our semi-analytic models. It seems, therefore, that a good under-
standing of the consequences of modelling assumptions is needed before firm conclusions
can be drawn about σ8 or other cosmological parameters.
4.5.4 Pairwise Velocity Dispersion
Pairwise velocity dispersions (PVD) are a useful tool because of their strong sensitivity to
the abundance of massive haloes (Mo et al. 1993; Jing & Bo¨rner 2004; Yang et al. 2004;
Tinker et al. 2006). Fig. 4.3 shows that the present-day abundance of massive haloes with
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Figure 4.9: Pairwise velocity dispersions for our three SA models and for four lumi-
nosity bins in the SDSS r0.1 band. Results from our three models are presented in blue
(A1), red (B3) and green (C3). The black symbols with error bars are observational data
from (Li et al. 2007). The horizonal dotted line corresponds to the σ12 = 500km/s
.
mass ≥ 1014M⊙/h in WMAP3 is almost 2.5 times lower than the corresponding abundance
in WMAP1. This should be reflected in differences in the predicted PVD.
In Fig. 4.9, we present the dependence of PVD on SDSS r0.1 luminosity for the three
SA models used in this work. The black points with error bars show observational esti-
mates from Li et al. (2007) obtained by modelling the full two-dimensional redshift-space
correlations. In order to compare our model prediction with these data, we adopt the as-
sumptions and modelling methods of Jing et al. (1998); Li et al. (2007) except that rather
than constructing large mock catalogues, we measure directly both the 2-dimensional cor-
relation function in redshift space (ξ(rp, π)) and the real space correlation (ξ(r)) using the
distant observer approximation for the former. Fig. 4.9 shows that model A1 produces
higher dispersions (by ∼ 50 − 150km/s) on all scales and for all luminosity subsamples
than do the two WMAP3 models. Except for the faintest galaxies, model A1 also gives
a better fit to the observational data. This agrees with Li et al. (2007) who compared
their measurements to the model of Croton & et. al (2006) which is very similar to our A1.
Both WMAP3 models predict lower PVD than are observed, and they also seem to show
a different slope. Thus, PVD observations seem to prefer a WMAP1 cosmology, as can be
inferred from Jing & Bo¨rner (2004).
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Figure 4.10: 2-point autocorrelation functions for luminous galaxies in K-band at
z = 0. Solid colored curves show results for the three “good” models of this paper.
The cyan symbols with error bars are predictions based on 64 small boxes (each with the
volume of the simulations of this paper) cut from the Millennium Simulation catalogue of
De Lucia & Blaizot (2007). Black symbols with error bars and the black solid line show
observational estimates and a power law fit from the 2DFGRS(Hawkins et al. 2003). The
residuals shown in the lower panel are calculated with respect to this power law fit.
4.5.5 Galaxy Clustering
Figure 4.10 compares the 2-point correlation function of our model galaxies at redshift z = 0
to a recent measurement from the 2dFGRS (Hawkins et al. 2003). Solid colored lines show
predictions from our three “good” models (blue for model A1, red and green for models B3
and C3 respectively). For each model there are about 17000 galaxies withMk < −23. This
magnitude limit is just fainter than the knee in Fig. 4.5 so that most luminous galaxies
are included. In order to estimate the cosmic variance in these estimates, we divide the
Millennium Simulation galaxy catalogue of De Lucia & Blaizot (2007) into 64 small boxes,
each with the same volume as our new simulations, and then calculate the mean and scatter
of the resulting 64 autocorrelation estimates. (We have taken care to eliminate edge effects
when calculating correlations for galaxies within these subvolumes.) Cyan symbols show
the mean calculated in this way, while the error bars give the 10% to 90% range. Our
models were not tuned to match observational measures of galaxy clustering, so the overall
agreement with observations demonstrated by Fig. 4.10 is encouraging.
We can also see that results from the three models converge on large scales (& 6h−1Mpc).
On intermediate scales (6h−1Mpc & r & 1h−1Mpc), models B3 and C3 exhibit weaker
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clustering than model A1, agreeing better with the observational estimates. Interestingly,
the 2-point correlation function of subhaloes (see Fig. 4.4) shows a similar offset between
the models on these scales. On smaller scales (r < 1h−1Mpc) the three models give different
results – B3 agrees with the observational data to within the scatter found among the 64
Millennium samples, while C3 is marginally high and A1 is significantly high. Clearly
clustering on these scales is quite sensitive to details of the galaxy formation physics.
It is also interesting that model A1 is significantly high compared to the mean of the
Millennium results on scales between 2 and 8h−1Mpc, even though the two simulations
adopt the same galaxy formation physics within the same cosmology. This suggests that the
particular realisation of a L = 125h−1Mpc box used in this paper overestimates clustering
on these scales. Correcting for this would bring models B3 and C3 into excellent agreement
with the observations for r > 2h−1Mpc. In summary, all three models agree well with the
data on the large scales that are sensitive to 2-halo correlations. Model B3 also agrees well
with observation on smaller scales which are dominated by galaxy pairs within a common
halo. C3 is slightly high on these scales and A1 is too high to be compatible with the
observational data. We note, however, that there is a significant difference between B3
and C3 which are implemented on the same WMAP3 simulation. This emphasizes that
small-scale galaxy correlations are very sensitive to details of the adopted galaxy formation
physics and are unlikely to be useful for constraining cosmological parameters.
In Fig. 4.11 we study how galaxy correlations vary with luminosity, comparing the pro-
jected autocorrelations w(rp) from our models (solid coloured lines) with observational data
from the SDSS (Li et al. 2006) (symbols with error bars). Results are shown for six mag-
nitude bins from faint (top left) to bright (bottom right). Below each panel, we also show
the ratio between the model and the observed estimates. The model projected correlation

















We note that if the integration is truncated at r = 60Mpc/h (half the box size of our simu-
lations) the resulting projected correlation function is reliable up to ∼ 10Mpc/h. Because
of the limited volume of our simulations, the two brightest magnitude bins contain only
a few thousand and a few hundred galaxies respectively. Results for the fainter bins are
based on much larger numbers of galaxies. The straight black line reproduced in each panel
to facilitate comparison corresponds to the power-law:
ξ = (r/5Mpch−1)−1.8
The results in this figure show reasonably good agreement between the models and the
observations for Mr < −20, but significant overpredictions, particularly for model A1,
at fainter absolute magnitudes and at large scales. The differences between model and
observation show similar trends with pair separation for all the models, and are as large as
the differences between the models themselves. On the basis of this comparison none of the
models is obviously better or worse than the others. In particular, at bright magnitudes
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Figure 4.11: Projected correlation function wp in the SDSS r0.1 band. Coloured lines
show results for our simulated galaxy catalogues. Black points are for the SDSS data
(Li et al. 2006). Each pair of panels corresponds to a different absolute magnitude bin.
The solid black line in the upper panel of each pair corresponds to the power-law: ξ =
(r/5Mpch−1)−1.8. The lower panel of each pair plots the ratio of model to observation,
with error bars to indicate the uncertainty in the observational estimate.
(Mr < −20) model A1 is a significantly better fit to the observations than either B3 or C3.
This reproduce the trends which Li et al. (2007) found in their own comparison of SDSS
correlation to the Millennium Simulation catalogue of Croton & et. al (2006). This is the
exact opposite of the conclusion drawn above from Fig. 4.10, suggesting that the level of
agreement between different observational estimates of galaxy correlations is not yet good
enough to distinguish between the various models we are discussing.
4.5.6 Evolution to high redshift
Figure 4.12 shows how results from our models compare to the observed cosmic star for-
mation rate density as a function of redshift. Symbols with error bars are a compilation
of observational data taken from Fig. 12 of Springel & Hernquist (2003). Models B3 and
C3 have quite similar star formation histories, although C3 lies above B3 by about 15 per
cent at z > 2. This is due to the higher star formation efficiency used in model C. Model
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Figure 4.12: Cosmic star formation rate density as a function of redshift. Sym-
bols with error bars are a compilation of observational data (taken from Fig. 12 of
Springel & Hernquist 2003). The solid coloured curves show results from our ‘best’
models (see text for details).
A1 provides much larger star formation rates than either B3 or C3 for z > 1 and lower
star formation rates in the local Universe. The high redshift difference reflects the earlier
formation of structure in the WMAP1 cosmology, while the difference at late times is a
consequence of the requirement that all models produce the same total number of stars (as
measured by the K-band luminosity function) in the present universe.
The most dramatic difference in Fig. 4.12 is that between the two cosmologies at the
highest redshifts. For z ∼ 6, the star formation rates are almost an order of magnitude
lower in models B3 and C3 than in model A1. A related result, also visible in Fig. 4.12, is
that the peak of the cosmic star formation history is shifted to lower redshift in the new
cosmology: from z ∼ 3 in model A1 to z ∼ 2 in model B3 or to z ∼ 2.5 in model C3.
Fig. 4.12 suggests that measurements of the cosmic star formation rate at high redshift
can potentially constrain models like those discussed here. Unfortunately, observational
uncertainties (e.g. due to the use of different star formation estimators at different redshifts,
and to the need for substantial dust corrections) are too large to discriminate reliably
between our three models. In addition, these models are far from exhausting all physically
plausible possibilities for the phenomenology of star formation and feedback, so the true
theoretical uncertainty is undoubtedly larger than suggested by Fig. 4.12.
In a recent paper Kitzbichler & White (2007) compared results from the model discussed
in De Lucia & Blaizot (2007) to a variety of observational data at high redshift. They found
this model (which is identical to our model A) to give moderately good agreement with the
observed luminosity and stellar mass functions of galaxies over a large redshift range. As
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Figure 4.13: Rest-frame K-band luminosity functions for different redshift intervals.
Model results are shown as solid lines (blue for A1, red for B3, and green for C3). Symbols
with error bars show observational estimates from several surveys, as labelled in each
panel. The low-redshift observational determinations of Cole et al. (2001) is repeated as
a dotted black line in the other panels.
shown in Fig. 4.12, the three models used in the present study have a significantly different
behaviour at high redshift, so it is interesting to see if the observations can discriminate
between them.
Our figures 4.13 and 4.14 correspond to figures 5 and 7 of Kitzbichler & White (2007)
and show evolution with redshift of the rest-frame K-band luminosity function, and of the
stellar mass function respectively. In Fig. 4.13, symbols with error bars show observa-
tional determinations from Cole et al. (2001); Pozzetti et al. (2003); Feulner et al. (2003);
Saracco et al. (2006). The observational estimate in the local Universe from Cole et al.
(2001) is repeated in the other panels as a black dashed line. Model results are shown as
solid coloured lines (blue for A1, red for B3 and green for C3). Fig. 4.13 already showed
all three models to agree nicely with local observations. At higher redshifts, the agreement
is also reasonably good. All three seem to underpredict the number of luminous galax-
ies in the highest redshift bin, but it should be kept in mind that the rest-frame K-band
luminosities here have been extrapolated beyond the directly observed region, and so are
quite uncertain (see the discussion in Kitzbichler & White 2007). Our three models start
to show significant differences for z > 1. Note that model A1 lies between models B3 and
C3 in this plot so that the differences are due mainly to galaxy formation physics rather
than to cosmological parameters. They are, in any case, comparable to the uncertainties
in the observations, so that significantly better data are required at these redshifts to put
strong constraints on our models. Finally, we note that the error bars of Fig. 4.13 underes-
timate the true uncertainties as they do not include the effects of cosmic variance. These
are particularly important when small regions of the sky are sampled - as is the case for
the data in the highest redshift bin.
Fig. 4.14 shows the evolution of the galaxy stellar mass function for our three “good”
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Figure 4.14: Evolution of the galaxy stellar mass function from z = 0 to z = 4.5.
Model results are shown as solid lines (blue for A1, red for B3, and green for C3). Local
data are from Cole et al. (2001) and are repeated as a black dashed curve in the high
redshift panels. High redshift data are taken from Drory et al. (2005, symbols) and
Fontana et al. (2006, grey shaded areas). Model predictions are shown both with (solid)
and without (dotted) convolution with a normal distribution of standard deviation 0.25.
At z = 0 we consider the mass determinations precise enough to neglect this effect.
models (coloured solid and dashed lines) and compares them with observational determina-
tions from Cole et al. (2001); Drory et al. (2005); Fontana et al. (2006). As in Kitzbichler &
White(2007), model results are shown both with (solid) and without (dashed) convolution
with a normal distribution of standard deviation 0.25 dex, intended to represent measure-
ment errors in logM∗. The dashed black line in each panel repeats the local observational
estimate by Cole et al. (2001). At redshifts beyond 1, model A1 predicts substantially
more galaxies in the mass range 9 < log(M∗/M⊙) < 10.6 than either of the models in the
WMAP3 cosmology. This remains true at higher redshift for model B3, but not for model
C3. For log(M∗/M⊙) > 10.8 models A1 and C1 predict similar numbers of massive galaxies
at all redshifts. The increased star formation efficiency in model C as compared to model
A clearly compensates for the lower σ8 in the WMAP3 cosmology. This demonstrates that
even at high redshift it may be difficult to use galaxy data to distinguish between cosmolo-
gies unless the physics of galaxy formation can be independently constrained. Model B3
severely underpredicts the number of massive objects at z = 4.5, but even this disagreement
may not be significant once cosmic variance and observational uncertainties are taken into
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Figure 4.15: Autocorrelation functions for galaxies and for resolved subhaloes at five
different redshifts (z = 4.9; 3.0; 2.0; 1.0; 0.). The galaxy results are given for four disjoint
ranges in stellar mass, as indicated. (Stellar mass M∗ is given in units of M⊙.) For
M∗ > 3 × 1010 there are too few galaxies at z = 4.9 to get meaningful results, so
we leave this panel blank. Different colours in the galaxy panels refer to our different
formation models, blue for A1, red for B3, and green for C3. In the subhalo column
the colours refer to our two simulations, blue for WMAP1, red for WMAP3. We have
multiplied all correlation functions by r1.8 to make the differences between the models
more visible. Note that r is a comoving coordinate with units of h−1Mpc.
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account.
Finally, we look at the evolution of clustering to high redshift. Fig. 4.15 presents spa-
tial 2-point correlation functions at five different redshifts for all resolved subhaloes (for
comparison with the lower panel of Fig. 4.4) and for galaxies in four different stellar mass
bins in each of our three “good” galaxy formation models. Perhaps surprisingly, although
the result of section 4.4, that the clustering of resolved subhaloes is very similar in our two
cosmologies, is even more accurately true at z = 1, it does not hold out to high redshift. For
z > 3, resolved subhaloes are actually substantially more strongly clustered in the WMAP3
cosmology than in WMAP1, despite the fact that the former has a significantly lower mass
clustering amplitude. This effect is also visible in the galaxy autocorrelations. At the
present day our models predict galaxies of all stellar masses to be somewhat more strongly
clustered in the WMAP1 cosmology than in the WMAP3 cosmology. Beyond z = 2 the
opposite is true. By z = 5 the effect is quite strong, more than a factor of two in correlation
amplitude. These effects may seem surprising, but in fact the corresponding results for dark
halos are easily obtained if standard analytic models are applied to our two cosmologies.
For the convenience of the reader we provide an appendix repeating Mo & White’s (2002)
graphical analysis of evolution in the abundance and clustering of halos for these two cases.
The large difference in the predicted galaxy clustering properties in the two cosmological
model could potentially help to diagnose cosmological parameters. We note, however, that
our model is not able to predict reliably high redshift galaxy populations such as Ly-α emit-
ters, ultraluminous infrared galaxies etc. In addition, observational measurements at these
redshifts are affected by systematics that are not currently well understood. A rigorous
comparison between model predictions and observational measurements at these redshifts
is thus still difficult.
4.6 Conclusions and Discussion
We have carried out cosmological structure formation simulations of a ΛCDM Universe
for the cosmological parameter sets suggested by the first- and third-year WMAP results.
The significant reduction in the best value for the amplitude of matter fluctuations on
8h−1Mpc scale (σ8) combines with the decrease in the estimate of the scalar spectral index
for primordial perturbations (n), and with the lowered matter density (Ωm) to produce a
significant delay in structure formation in the WMAP3 case (see Sec. 4.4).
By coupling our numerical simulations to semi-analytic models for galaxy formation,
we have investigated the implications of this delay for the observed properties of galaxies,
both at low and at high redshift. Specifically, we have compared the galaxy formation
model described in De Lucia & Blaizot (2007) for the WMAP1 cosmology to two galaxy
formation models for the WMAP3 cosmology which use the same physical framework but
different efficiency parameters. We find that both new parameter sets can compensate
for the delay in structure formation to produce galaxy populations at z = 0 which agree
with observation just as well as the old model for the WMAP1 cosmology. The luminosity
functions are almost identical, the correlation functions show at most small differences, and
offsets in the predicted Tully-Fisher relations are difficult to interpret because disk rotation
velocities cannot be predicted reliably to the level of accuracy required.
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Pairwise velocity dispersion measurements are sensitive to cluster abundance and there-
fore differ significantly for the two cosmological models of our study. We have shown that
the two WMAP3 models underpredict the measured PVD by more than 100km/s on scales
0.3 < rp < 2Mpc/h, and are lower than the corresponding predictions of the WMAP1
model by 50 ∼ 150km/s on all scales.
Substantial differences between the various models appear at high redshift. The delay
in the structure formation translates directly into a delay in the global star formation his-
tory: at z ∼ 6 the star formation rates in the models based on WMAP3 are lower than
those based on WMAP1 by almost an order of magnitude. As discussed elsewhere, this
has important implications for the formation of the first stars, and for reionization. Predic-
tions of our three models for galaxy luminosity and mass functions at high redshift show
substantial differences. Unfortunately, the uncertainties in the observed luminosities and
masses, combined with large cosmic variance uncertainties, are still too large to place strong
constraints on the efficiencies and scalings of the physical processes we model. Somewhat
counterintuitively, we find that at high redshift galaxies of given stellar mass are predicted
to be substantially more clustered in the WMAP3 cosmology than for WMAP1.
When comparing z = 0 correlation functions from our three models to recent obser-
vational determinations from the 2dFGRS (Hawkins et al. 2003) and the SDSS (Li et al.
2006), we found interesting and apparently significant differences between the models, par-
ticularly for galaxies fainter than ∼ −20 in the SDSS r-band. At these magnitudes, our
WMAP3 galaxy catalogues provide better agreement with the SDSS data but the oppo-
site is true for galaxies around the knee of the luminosity function. It is important to
realise that the reduced mass clustering amplitude implied by the WMAP3 parameters is
almost entirely offset by an increase in halo bias, so that predictions for galaxy cluster-
ing change very little. At least at separations r < 20h−1Mpc, galaxy clustering is much
more sensitive to galaxy formation physics than to cosmological parameters (see also the
discussion in van den Bosch et al. 2003). In fact, for almost all of the population prop-
erties we have examined, the variations induced by “acceptable” variations in the galaxy
formation parameters are at least as large as those produced by the variation in cosmo-
logical parameters between WMAP1 and WMAP3. The systematic properties of galaxies
and their small-scale clustering should be used to understand how galaxies form, not to
constrain cosmology. A similar conclusion was reached by Kauffmann et al. (1999a) who
used cruder semianalytic models to show that similar z = 0 clustering was predicted in
two quite different cosmological models (τCDM and ΛCDM). In this case, however, the
predicted evolution to high redshift was different enough to offer a clear way to distinguish
the models (Kauffmann et al. 1999b).
In this paper we have shown that varying efficiency parameters within a given framework
for modelling galaxy formation can lead to very similar predictions for the evolution and
clustering of galaxies in the WMAP1 and WMAP3 cosmologies. The problem is sufficiently
degenerate that a variety of acceptable parameter sets can be found in either cosmology. It
may seem unsatisfactory to ‘fine-tune’ model parameters to fit the observational data, but
it is interesting that substantially different efficiencies of star formation and feedback are
required in the various cases. More detailed observational data on how these processes work
in individual systems may therefore shed light on which parameter values are appropriate.
In addition, differing efficiencies translate into significantly different predictions at high
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Figure 4.16: The evolution of the comoving number density of dark matter haloes
with mass exceeding a specific value M in our two cosmological models: WMAP1 (black
curves) and WMAP3 (red curves). The numbers labelling the black curves indicate the
value of log(M/M⊙) for the WMAP1 case. See the text for more details.
redshift. More detailed and more statistically precise observations of high-redshift galaxies
will be able to distinguish between the models. Once these aspects of the galaxy formation
process are better understood, it may indeed be possible to use galaxy surveys to constrain
cosmological parameters.
4.7 Appendix : Halo abundance and clustering
In this appendix we use the formulae and the graphical presentation scheme of Mo & White
(2002) to illustrate how the evolution of halo abundance and clustering differs between our
WMAP1 andWMAP3 cosmologies. As in figures 1 and 2 of Mo & White (2002), we present
plots of comoving abundance against redshift for halo samples defined by lower mass limits
Mmin(z) corresponding to a variety of halo properties, in particular, for lower limits which
correspond at all redshifts to a given halo mass, a given halo virial temperature, a given
fraction of the total cosmic mass density, a given clusering strength in comoving units, and
a given clustering stgrength at z = 0 for the halo descendents. We refer to Mo & White
(2002) for detailed discussion of these quantities and for the relevant formulae.
Figure 4.16 corresponds to figure 1 of Mo & White (2002). Each curve gives the comoving
abundance as a function of redshift of halos more massive than the value indicated by
the label. Curves for our WMAP1 parameters are shown in black while curves for our
WMAP3 parameters are shown in red. Labels give the decimal logarithm of halo mass in
units of solar masses and are placed next to the corresponding WMAP1 curve. Curves are
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Figure 4.17: A repeat of figure 2 of Mo & White (2002) but showing results for both
WMAP1 (black) and WMAP3 (red) parameters. The limiting mass of the halo popula-
tion is chosen so as to keep a different quantity constant along a solid curve in each panel:
cosmic mass fraction F (top left), minimum virial temperature T (top right), clustering
strength ∆8 (bottom left) and clustering strength of the z = 0 descendents ∆8,0 (bottom
right). The dashed curves in each panel repeat those of Fig. 4.16. The black and red
numbers label the WMAP1 and WMAP3 curves, respectively. See the text for details.
plotted for the same set of mass limits in the two cosmologies, and give almost identical
abundances at z = 0 for low masses. This can be used to identify the WMAP3 curves at
high redshift where they deviate very substantially from theWMAP1 curves. Springel et al.
(2005) showed these theoretical predictions to be in excellent agreement with Millennium
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Simulation results for z ≤ 10. At all masses the difference in halo abundance between the
two cosmologies increases with the increasing redshift. For M > 1015M⊙ the abundance
difference is already almost an order of magnitude at z = 0, and the same is true for
M > 1012M⊙ at z = 5 and M > 10
8M⊙ at z = 10.
In Fig. 4.17, we give abundance-redshift relations for halo samples defined above lower
mass limits Mmin(z) which correspond to other conditions, as in figure 2 of Mo & White
(2002). In each of these plots the two curves of Fig. 4.16 are repeated as dashed curves.
These can be used as a reference to obtain the halo mass corresponding to each point in
the abundance-redshift plane.
In the upper left panel of Fig. 4.17 the solid curves link halo populations containing
given fractions F of the total cosmic mass density at each redshift. The labels give F
values for the curves they are placed next to. Where no label is given the F value can
be inferred from the surrounding curves. Red curves show WMAP3 results for the same
F values and lie above the corresponding WMAP1 curves at all redshifts. At z = 0 the
curves are close enough that it is easy to infer the F value for each red curve by comparing
it with the corresponding black curve. For example, for WMAP1 at z = 0, one percent
of all cosmic mass is in dark halos above a lower mass limit corresponding to abundance
n = 5 × 10−7h3Mpc−3, thus M > 1015M⊙ (from Fig. 4.16). For WMAP3, the z = 0
abundance at F = 0.01 is about a factor of 2 higher, and the corresponding mass is about
2.5 times smaller. At z = 5 the one percent mass point corresponds to n = 10−3h3Mpc−3
and M > 4 × 1011M⊙ for WMAP1, but to n = 10−2h3Mpc−3 and M > 4 × 1010M⊙ for
WMAP3.
In the upper right panel of Fig. 4.17 the solid curves link halo populations at each
redshift with virial temperatures T in excess of a given value. Labels give the decimal
logarithm of the limiting temperature in Kelvin and are placed next to the curve they
refer to. At z = 0, there is a close correspondance between WMAP1 and WMAP3 at high
abundance. At low abundance (high mass) the WMAP3 curves lie below their WMAP1
counterparts. At z = 10, the current best estimate of the reionization redshift, only halos
withM > 8×107M⊙ have virial temperatures sufficient to ionize hydrogen (T > 104K) and
are thus able to cool their baryonic component effectively. For WMAP1 parameters, the
comoving abundance of such halos is n = 10h3Mpc−3 and they contain a fraction F ∼ 0.04
of all cosmic matter (from the upper left plot of Fig. 4.17). For WMAP3 parameters, the
predicted abundance of such halos drops by about a factor of 6, and the fraction of cosmic
matter contained in them drops by about an order of magnitude. This is the reason why
reionization is much more difficult to explain (at z = 10) for the revised WMAP parameters.
Differences of this kind also explain why we get higher global star formation rates at z ∼ 5
in our model A1 than in our models B3 and C3 (Fig.4.12) as well as a correspondingly
higher stellar mass function in A1 at high redshift (Fig. 4.14).
In the lower left panel of Fig. 4.17 the solid curves link halo populations at each redshift
which have a given strength of clustering in comoving coordinates as characterized by
∆8(M,z), the rms fluctuation in overdensity of haloes more massive than M at redshift
z after smoothing with a spherical top-hat filter of comoving radius 8h−1Mpc. As in the
other panels, the labels give ∆8 values for the curves they are placed next to. At redshifts 5
to 10, the WMAP3 curves lie below the corresponding WMAP1 curves at low abundances
but above them at high abundances. Comparing the dashed and solid curves in this panel,
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one sees that at z = 0 the clustering strength of halos is very similar in the two cosmologies
for all lower limits to halo mass. This is the result visible in the lower panel of Fig. 4.4. At
z = 5, however, these same curves show the clustering strength of halos to be substantially
stronger in WMAP3 for all limiting halo masses than in WMAP1 (typically by 25 to 40%
in ∆8). This is the result seen for low-mass (sub)halos in the right column of Fig. 4.15.
Finally, in the lower right panel of Fig. 4.17 solid curves link halo populations at each
redshift for which the z = 0 descendents have a given clustering strength, as indicated by
∆8,0, their present-day value of∆8. As in the other panels, the labels give values of ∆8,0 for
the curves they are placed next to. At z = 0, the two cosmologies predict nearly identical
clustering strengths at intermediate abundances. Mo & White (2002) give a number of
examples of how this plot may be used. Here we note that the progenitor population which
ends up with a given z = 0 clustering strength is substantially more strongly clustered at
high redshift in the WMAP3 cosmology than in the WMAP1 cosmology.
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Chapter5
Are mergers responsible for universal halo
properties?
Abstract
N -body simulations of Cold Dark Matter (CDM) have shown that, in this hierar-
chical structure formation model, dark matter halo properties, such as the density
profile, the phase-space density profile, the distribution of axial ratio, the distribution
of spin parameter, and the distribution of internal specific angular momentum follow
‘universal’ laws or distributions. Here we study the properties of the first generation
of haloes in a Hot Dark Matter (HDM) dominated universe, as an example of halo
formation through monolithic collapse. We find all these universalities to be present
in this case also. Halo density profiles are very well fit by the Navarro et al (1997)
profile over two orders of magnitude in mass. The concentration parameter depends
on mass as c ∝M0.2, reversing the dependence found in a hierarchical CDM universe.
However, the concentration-formation time relation is similar in the two cases: earlier
forming haloes tend to be more concentrated than their later forming counterparts.
Halo formation histories are also characterized by two phases in the HDM case: an
early phase of rapid accretion followed by slower growth. Furthermore, there is no
significant difference between the HDM and CDM cases concerning the statistics of
other halo properties: the phase-space density profile; the velocity anisotropy profile;
the distribution of shape parameters; the distribution of spin parameter, and the dis-
tribution of internal specific angular momentum are all similar in the two cases. Only
substructure content differs dramatically. These results indicate that mergers do not
play a pivotal role in establishing the universalities, thus contradicting models which
explain them as consequences of mergers.
5.1 Introduction
The mass distribution of the self-gravitating, quasi-equilibrium dark haloes that form
in an expanding universe is an issue of fundamental importance. Early work on self-
similar spherical collapse predicts virialized structures with power-law density profiles
(Fillmore & Goldreich 1984; Bertschinger 1985). As N -body techniques improved, it was
realised that, in the hierarchical universes, the profile departs significantly from a single
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power law and is better fitted by a profile with curvature in a log-log plot. (Efstathiou et al.
1985; Dubinski & Carlberg 1991). Later, it was established that the density profiles of
haloes in CDM and other hierarchical clustering cosmologies, have a universal form which






where rs is a characteristic radius where the logarithmic density slope is −2, and ρs/4
is the density at rs. The above equation implies that ρ ∝ r−1 in the inner regions and
ρ ∝ r−3 in the outskirts. A useful alternative parameter for describing the shape of the
profile is the concentration parameter c = r200/rs (r200 is the virial radius defined as the
radius within which the mean density is 200 times the critical value). Shortly after the
NFW papers, Huss et al. (1999b) showed that the NFW model also fit halos which form
by monolithic collapse (i.e. without mergers) in a HDM cosmology. Nevertheless much
work has focused on the role of mergers in establishing the NFW profile, since merg-
ers contribute substantially to the growth of haloes in the CDM model (Raig et al. 1998;
Salvador-Sole et al. 1998; Syer & White 1998; Subramanian et al. 2000; Dekel et al. 2003).
Syer & White (1998) analysed dynamical processes during repeated mergers, concluding
that the universal profile is generated by tidal stripping of small haloes as they merge into
larger objects. Dekel et al. (2003) extended this model and found the tidal compression
from a halo core makes the satellite orbits decay from the radius where ρ ∝ r to the halo
center and causes a rapid steepening of the inner profile to ρ ∝ r−α(α > 1). Recent
work has confirmed the NFW hypothesis, extending the comparison to a much wider range
of densities and radii than the original work, and uncovering small but significant devi-
ation, between the mean density profiles of simulated dark halos and the NFW formula
(Power et al. 2003; Diemand et al. 2004; Merritt et al. 2006; Graham et al. 2006; Gao et al.
2007; Hayashi & White 2007). The differences, however, are quite small compared to the
scatter between different haloes of the same mass.
In addition to the density profile, other halo properties are found to follow univer-
sal profiles or universal distributions in the hierarchical CDM model. The “phase-space
density” ρ(r)/σ2(r) has a remarkably accurate pure power-law distribution with radius
(Taylor & Navarro 2001; Barnes et al. 2006). The distributions of shape parameters (e.g.
the axis ratios) have a weak dependence on mass and redshift (Bullock 2002; Kasun & Evrard
2005; Allgood et al. 2006; Bett et al. 2007). The spin parameter distribution is well de-
scribed by a log-normal function which varies weakly with halo mass (Barnes & Efstathiou
1987; Warren et al. 1992; Cole & Lacey 1996; Bullock et al. 2002; Bett et al. 2007). Bullock et al.
(2001) also found that the cumulative mass distribution of specific angular momentum j
is well fitted by a universal function. All these distributions appear to depend little, if at
all, on the global cosmological parameters and on the shape of the initial matter power
spectrum. However, the origin of these universalities is still not well understood.
In this paper, we will test whether mergers are the dominant physical mechanism to
produce these universal profiles or distributions. To this end, we study a range of proper-
ties of the haloes which grow by two different paradigms, by hierarchical aggregation and
monolithic collapse. The concordance cosmology (ΛCDM) is a standard hierarchical uni-
verse, and the HDM dominated universe provides an example where formation of the first
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Figure 5.1: The evolution of a massive halo in a HDM universe with mass 1.3 ×
1015M⊙/h at redshift zero. All particles within r200 at z = 0 are traced back to seven
higher redshifts. In addition the particles in the very inner region r < 0.01r200 are traced
back and are shown as the blue points. The size of each box is 8Mpc/h in physical (not
comoving) units. The redshift and the corresponding σ8 are showed in each panel.
haloes is monolithic. In a HDM universe, small objects cannot form because free-streaming
effects smooth out small-scale structure in the initial condition. The first halos then form
by smooth collapse.
We begin in section 5.2 with a summary of the N -body simulations and halo catalogues
used in this paper. In section 5.3, we give a general description of how halos form and
evolve in the HDM universe. In section 5.4, a range of halo properties are studied in depth
in our two model universes. Then, we will summarise and discuss our results in section 5.5.
5.2 The simulations and halo catalogues
In this work, we simulate the HDM density field using 5123 particles within a 100h−1Mpc
cube. For simplicity, we choose an Einstein-de Sitter universe dominated by a single massive
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Figure 5.2: Mass assembly histories (MAH) for the 10 most massive haloes at z = 0 in
the HDMRUN sample. The red curve indicates the halo presented in Fig. 5.1
neutrino. Then the cosmological matter density parameter is Ωm = 1 and the simulation
particle mass is 2.07 × 109M⊙/h. The initial power spectrum used to perturb the initial
particle set is based on the theoretical prediction of Bond & Szalay (1983). The power
spectrum in a HDM universe possesses a coherent free streaming scale: δnu = 22.2Mpc in
our case. The corresponding damping mass is 7.28 × 1014M⊙/h. This power spectrum is
normalised to σ8 = 2 which corresponds to the collapse of the first non-linear structures
at z ∼ 6. This simulation was presented as glass512 in Wang & White (2007, hereafter
paper I) and more technical details can be found there. We choose to compare it with a
simulation of the WMAP1 model from Wang et al. (2008). This simulates a concordance
ΛCDM universe with 5403 particles in a 125h−1Mpc cube. Hereafter we refer these two
simulations as HDMRUN and CDMRUN. The softening lengths for these two simulations
are 10 and 5kpc/h in the HDM and CDM cases respectively.
As pointed out in Paper I, the population of haloes in HDMRUN is contaminated because
discreteness effects break up the filaments and produce many artificial small haloes. The
resolution limit above which haloes are immune to this effect is Mlim = 8.8 × 1012M⊙/h,
and corresponds to about 5000 particles. In the current study we therefore focus primarily
on well resolved haloes with particle number N200 > 10000 within virial radius r200 in two
simulations. Several of our most massive HDM haloes experience one or two major mergers
at low redshift as in the CDM case. We exclude these second generation haloes from our
analysis below. The number of haloes which satisfy the above constraints is 58 and 304
in HDMRUN and CDMRUN respectively. When studying the M200-c relation, we reduce
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Figure 5.3: Formation histories of two “first” objects in a HDM universe. The right
column shows a halo with N200 = 2686 at z = 2.9 (roughlyM200 = 3.5×1014M⊙); while
the left column shows another halo with N200 = 1215 (M200 = 1.6×1014M⊙) at z = 4.3.
All particles in both halos at the last redshift are traced back to higher redshifts and
presented as blue points. Particles in the very inner region r < 0.1r200 are traced back
and presented as red points. Other background particles are shown with black points.
The coordinate is comoving scale, and the size of each box is 6Mpc/h. The redshift is
labeled in each panel. The simulation glass128 (see Paper I) is used here. Note the
artificial discreteness features visible in the filaments in the z = 3.6 panel.
the particle number limit to 5000 in order to cover a wider mass range. We then have 84
(HDMRUN) and 1752 (CDMRUN) haloes in the two simulations.
Our halos are identified by a standard b = 0.2 friends-of-friends (FOF) group-finder
(Davis et al. 1985). Then the SUBFIND algorithm (Springel et al. 2001) is used to resolve
these objects into substructures and main subhaloes. The latter then define our halo sample
through our N200 limits. At high redshift, the FOF method tends to link more particles
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together especially in our HDMRUN where large filaments and sheets are easily joined.
SUBFIND defines the centre as the minimum of the gravitational potential, and this is
used to estimate N200. We also use merger trees built up from the subhalo catalogue
produced by the SUBFIND algorithm (see Springel et al. 2005).
5.3 Monolithic Growth
In Fig: 5.1, we study the evolution of a typical halo in our HDMRUN simulation. The
mass of this halo is about twice the free-streaming mass scale. In the lower right corner
(z = 0), all particles within r200 are chosen. These are then traced back to the initial
condition in the other panels. The particles within the central region r < 0.01r200 are
also traced back to high redshift and are highlighted with blue points. It is interesting
that these images are not similar to those found in the concordance CDM universe using a
similar representation by Gao et al. (2004): the whole density field is smooth at all times
and no obvious substructures are seen. The collapse along the filaments into knots occurs
simultaneously with the accretion of diffuse particles. At redshift 1.14 and 0.84, some parts
of the filaments are missing since they fall outside r200 at z = 0. The particles which end
up within 0.01r200 stayed close together at all times, even in the initial condition. They
fall to the centre in a smooth spherical collapse. In a CDM universe, as presented in Fig 2.
of Gao et al. (2004), the matter which ends up in the central region typically comes from
a number of different objects at early times.
In Fig 5.2 we present the mass assembly history (MAH) of the 10 most massive haloes
in the HDMRUN sample. This is just the mass growth of the most massive progenitor
in each case. We find that the MAHs are similar to those of haloes in a CDM universe:
at early stages, the mass grows rapidly; but this slows dramatically towards z = 0. For
example, the MAH of the halo shown in Fig. 5.1 is presented as a red curve in Fig 5.2.
This halo stays in the rapid growth phase until z = 1.2, and its assembly is dominated
by smooth spherical infall as Fig. 5.1 indicates. This appears quite different from the
hierarchical growth described by Wechsler et al. (2002) and Zhao et al. (2003): their rapid
growth phase is dominated by mergers. They also speculated that the universal inner
density profile results from violent relaxation during this fast merger phase. We will see
below that the density profile is also universal in our HDM simulation. Thus the NFW
profile apparently does not require mergers, as noted originally by Huss et al. (1999a).
Halo formation histories obviously differ in CDM and HDM universes. Another interest-
ing question is how and where the first objects form in the HDM case. Here we must keep in
mind that the free-streaming scale in HDM is just a characteristic scale and its relationship
to the actual mass of the first objects is not obvious. In Fig. 5.3, we present formation
histories for two “first” objects. They were identified at z = 4.3 (left column) and z = 2.9
(right column) when they had gathered 1215 and 2686 particles within r200 respectively.
In order to see the particles better, we here use a lower mass resolution simulation glass128
which was also presented in Paper I. This simulation has the same initial density field as
HDMRUN, but 16 times lower mass resolution. As in Fig 5.1, we trace back all particles
within r200 (blue) and within 0.1r200 (red) to higher redshift. Other background particles
are shown as black points. It is obvious that both haloes form by smooth spherical col-
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Figure 5.4: Density profiles for 16 haloes with particle number within r200 (N200)
greater than 10,000. These 16 haloes cover two orders of magnitude in mass. The density
profiles are normalized by r2/ρcrit and the radius are normalized by r200. In each panel,
the red dotted curve is the NFW fit to the numerical measurement (black solid curve).
Two vertical dotted lines show the softening length and r200. The corresponding M200
(in unit of h−1M⊙ ) and the concentration parameter c are listed in each panel.
lapse. In other words, the particles in the filaments and “voids” fall into the halo together.
Even the particles within the central region (< 0.1r200) seem to follow a roughly spherical
collapse. This agrees with what we see in Fig 5.1. In the right column, the halo forms in
a node which connects three filaments, and the halo forms almost at the same time as the
three neighbour filaments. For the case in the left column, the halo forms at the end of
one filament (z = 6.0) and then grows at the same time as another filament. We have also
checked some other examples and find that almost all of them are born in nodes or at the
ends of filaments and grow by spherical accretion.
Merger events in such a monolithic universe are expected to be rare. We find this to
be true in our HDM simulations. For example, in HDMRUN, if we define merger events
as the merging of ‘real’ haloes whose masses are larger than the mass limit, only a few
haloes experience a major merger event (with mass ratio of the two progenitors greater
than 1 : 3). We exclude these haloes from our study in this paper. Only about 30 percent
of the remaining haloes experience minor merger events, and it is thus reasonable to regard
them as a sample of ‘first’ haloes.
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Figure 5.5: The distributions of halo mass M200 and concentration parameter c. The
top panel is from HDMRUN and the bottom one from CDMRUN.
Figure 5.6: The distribution of formation time for haloes with M200 ≥ 1013M⊙/h in
the HDMRUN sample.
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5.4 Halo properties in the two universes
In this section, we will study a range of “first” halo properties in the HDM universe and
compare them with their counterparts in the ΛCDM model.
5.4.1 Density Profile and Formation History
Previous studies (Moore et al. 1999; Col´ın et al. 2000; Eke et al. 2001; Busha et al. 2007)
have focused on the formation of the first haloes in a WDM cosmology and have claimed
that the density profiles of these haloes do not differ substantially from the NFW form
found in a CDM universe. We support these findings also in our HDM case, confirming the
original result of Huss et al. (1999b). In Fig. 5.4, we present density profiles for 16 haloes
with mass from 3 × 1013M⊙/h to 4.5 × 1015M⊙/h. All these haloes include more than
10, 000 particles. Here the concentration parameter is measured by fitting an NFW profile
to the numerical results using logarithmically spaced radial bins in the range 2ǫ < r < r200.
The softening length ǫ and r200 are shown in the plot by vertical dotted lines. We find these
profiles to follow the NFW model very well. It is also obvious that the ρs and c have a
strong mass dependence. Both parameters increase with increasing halo mass. These mass
dependences disagree with those in a CDM universe where more massive halos have a lower
ρs and c. In Fig. 5.5, we display the dependence of concentration parameter on halo mass
for our two halo samples. In the lower panel, we present results for CDMRUN. The mass
dependence, c ∝ M−0.12200 , is close to that found by Neto et al. (2007) and Maccio` et al.
(2007) c ∝ M−0.11200 . In the upper panel, we present this relation for HDMRUN. It is
interesting that the mass dependence inverts and follows c ∝ M0.2200: the more massive a
halo, the larger its concentration parameter.
Many previous studies have found that the structural properties and the mass accretion
histories of haloes are closely related in a CDM universe (e.g. Navarro et al. 1996, 1997;
Wechsler et al. 2002; Zhao et al. 2003). Concentration increases with the formation time
and the characteristic density ρs can be related with the mean cosmic density at the time of
formation. In Fig. 5.6 , we check this relation for our HDMRUN haloes. The formation time
is defined here as the earliest time when half of the halo mass was in its main progenitor.
It is interesting that massive haloes form a bit earlier than their low mass counterparts in
this cosmology. Combining with the M200 ∼ c relation showed in Fig. 5.5, we find that the
earlier forming objects do indeed have a larger concentration parameter, in agreement with
the result for a CDM universe. This indicates that here also the inner part is assembled
during the fast early growth phase.
5.4.2 Kinematics
If haloes follow a universal density profile as discussed above, and are in an equilibrium
state, then the solution of Jeans equation for spherical, isotropic systems indicates that
their kinematic structure may also be universal. Taylor & Navarro (2001) have found that,
for dark haloes in a CDM universe, there is a power-law relationship between “phase-space
density” and radius: ρ/σ3 ≈ r−α with α = 1.875, where phase-space density is defined
as the ratio of local matter density ρ to the cube of the local velocity dispersion σ. This
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Figure 5.7: Stacked phase density profiles for the 20 most massive haloes in our two
halo samples. The profile of each halo is normalized by a factor v3200/ρcrit before stacking.
The dotted straight lines are our power law fits with indices α = 1.94 and a = 1.83 for
HDMRUN(red triangles) and CDMRUN (blue squares) respectively. In order to get
a better dynamic range, all symbols and lines multiplied by (r/r200)
2. The error-bars
indicate the 1σ scatter.
phase-space density is inversely related to the local entropy density. In the semi-analytic
extended secondary infall model, this nearly scale-free nature of ρ/σ3 is a robust feature of
virialized haloes in equilibrium (Austin et al. 2005). Further investigation of halo formation
processes indicates that this scale-free feature cannot be the result of hierarchical merging;
rather it must be an outcome of violent relaxation (Austin et al. 2005; Barnes et al. 2006).
We show results for massive haloes in our HDM and CDM samples in Fig. 5.7. In order to
reduce the noise, we stack the 20 most massive haloes in each case. Before the stacking,
the profile for each halo is normalized by a factor V 3200/ρcrit. The error-bars in the plot
indicate the 1σ scatter. We find the two profiles to follow a power laws moderately well.
The fitted indices differ slightly: α = 1.94 and 1.83 for HDMRUN (red) and CDMRUN
(blue) respectively.
In addition, the velocity anisotropy in haloes depends on radius: The dispersion tensor
is isotropic near the center and moderately radially anisotropic near the virial radius. In
Fig. 5.8, we present averaged velocity anisotropy profiles β(r) = 1− σ2t /σ2r for the 20 most
massive haloes in our CDM and HDM samples. Here σt and σr are the tangential and
radial velocity dispersions respectively. We again find very similar results for the two cases.
Outside 0.2r200, the mean radial anisotropy in HDMRUN (red) is slightly larger than in
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Figure 5.8: The stacked velocity anisotropy profile β(r) for the 20 most massive haloes
in the HDMRUN (red triangles) and CDMRUN (blue squares) samples. The error-bars
indicate the 1σ scatter.
CDMRUN (blue), but the effect is very small.
The similarities in phase-space density profile and velocity anisotropy profile in the two
cases indicate that these properties are also universal and depend little on whether a halo
is assembled by mergers or by monolithic collapse.
5.4.3 Halo Shape
In Fig. 5.9, we show axis ratios for haloes in HDMRUN and CDMRUN. We define the axes







where the ri are the positions of the Np particles within r200. α and β are tensor indexes
with values of 1,2 or 3 and indicate the three components of each particle’s position. After
diagonalizing this matrix, characteristic axis lengths are found as the square root of the
eigenvalues. In the top two panels of Fig. 5.9, the intermediate-major (b/a) and minor-
intermediate (c/b) axis ratios of halo samples from the two simulations are presented. The
distributions of shape parameters are clearly very similar in the two cases. The mean values
of the axis ratios b/a and c/b are both close to 0.82. In the lower two panels, we compare the
probability distributions of b/a and c/b in the two simulations. The Kolmogorov-Smirnov
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Figure 5.9: Scatter plots of the axis ratios of haloes in HDMRUN and CDMRUN
(top two panels) and histograms of their probability distributions (lower two panels: red
dotted and black solid curves are histograms for CDMRUN and HDMRUN respectively).
Here a, b and c are the major, intermediate and minor axis lengths. Kolmogorov-Smirnov
tests indicate that the distributions in two universes do not differ significantly.
test shows no evidence for any difference between the distributions in the HDM and CDM
cases.
The above results indicate that different growth paths (monolithic or hierarchical) affect
the global shape of halos very little.
5.4.4 Spin and Angular Momentum Distribution within Haloes
The conventional measure of halo angular momentum, the dimensionless spin parameter λ,
is defined in terms of mass, energy and angular momentum and is related to the ratio be-
tween a halo’s mean angular velocity (ω) and the angular velocity which would be required
to support it by rotation alone(ω0) (Peebles 1969):






The total angular momentum J and energy E are needed to calculate this parameter.
However, in this study, we follow Bullock et al. (2001) and define a more easily measured
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Figure 5.10: The probability distribution of the spin parameter λ′ in HDMRUN (blue
solid) and CDMRUN (red dotted). The black solid curve is the fit to a CDM universe
from Bullock et al. (2001).
Figure 5.11: Mass distributions of specific angular momentum within 58 massive haloes
in HDMRUN. Each coloured symbol presents one halo. Each mass distribution is nor-
malized by its own virial mass (M0) and shape parameter µ, all symbols then stay around
the black curve x
1+x .
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Figure 5.12: The probability distribution of the shape parameter µ in HDMRUN (blue
solid) and CDMRUN (red dotted). The black solid curve is the fit to a CDM universe
from Bullock et al. (2001).
where J is the total angular momentum of all particles within r200 and V =
√
GM200/r200 is
the circular velocity at radius r200. This definition gives similar value to Equ. 5.3. Because
λ′ is defined for isolated systems but applied to haloes in their cosmic context, the practical
definition of a halo is more critical than the choice of definition of λ (Bett et al. 2007).
The nett spin of a dark halo is acquired from torques exerted by neighbouring structures
at early times (Hoyle 1949; Peebles 1969; Doroshkevich 1970; White 1984), and does not
evolve much after the turnaround point of a halo’s MAH. After this time, the moment
of inertia of the collapsing material decreases and the universal expansion reduces the
strength of tidal forces (Porciani et al. 2002). Vitvitska et al. (2002) noted that the spin
parameter fluctuates strongly with time, depending on the details of assembly: the spin
increases abruptly during a major merger and decreases gradually between such mergers.
D’Onghia & Navarro (2007) found this effect to reflect the unrelaxed nature of the system;
equilibrium haloes show no significant correlation between spin and merging history. In our
HDM simulation, most haloes grow in a monolithic way, so the impact from major mergers
should be negligible.
In Fig. 5.10, we compare the distribution of spin parameters in our HDMRUN halo
sample with that in the CDMRUN sample. A Kolmogorov-Smirnov test shoes no significant
difference between two different cases.
Bullock et al. (2001) noticed that the distribution of specific angular momentum j within
the CDM haloes has a universal profile, specifically that the distribution of mass over
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where M0 is the virial mass, which we here replace by M200. j0 = (µ − 1)jmax and jmax
is the maximum specific angular momentum. This behaviour is not truly universal since
µ is an adjustable shape parameter which varies from halo to halo. We now check this
distribution for haloes in our HDM and CDM simulations.
In order to resolve the j profile adequately, we only consider haloes with particle number
larger than 3× 104. Different regions are defined as cells in the usual spherical coordinates
(r, θ, φ). We make sure that each cell contains an approximately equal number of particles.
We first divide the whole halo into 10 radial shells which host almost equal particle numbers.
Then each shell is further divided into six zones: each cell spans the full 2π range in φ and
spans the equal solid angle between cos(θ) = −1 and 1. The two zones with the same r and
|cos(θ)| that are above and below the equatorial plane are assigned to one cell. In Fig. 5.11,
we present the distribution of normalized mass fraction M(< j)/(M0µ) for 58 haloes from
HDMRUN. Different coloured symbols present different haloes. We find that, after the
parameter µ has been adjusted, all haloes are close to the curve x/(1+x), thus the specific
angular momentum profile can be described by one shape parameter µ very well. We
compare the probability distribution of this parameter for the HDMRUN and CDMRUN
samples in Fig. 5.12. The distributions are similar and close to a log-normal distribution
as noted by Bullock et al. (2001) ( A Kolmogorov-Smirnov test shows no indication of
a difference.) A similar result was found by Chen & Jing (2002) for WDM haloes: the
distribution is statistically indistinguishable from the CDM case. As in van den Bosch et al.
(2002) and Chen & Jing (2002), we also find some cells with negative angular momentum.
These are excluded from our analysis.
The similarity between the distributions of spin parameter and internal specific angular
momentum in the HDM and CDM cases shows that formation through mergers is not
necessary to generate “universal” angular momentum distributions. This conflicts with
the explanation which Vitvitska et al. (2002) give for the origin of the angular momentum
distribution within CDM haloes.
5.4.5 Substructure
In Paper I, we gave a detailed discussion of the formation of substructures in a HDM
Universe. We found almost all substructures in HDM haloes are either a result of spurious
filament fragmentation (at low masses) or major mergers at late times (at large masses).
As we see in Fig.5.1, at z = 0.84 and z = 0.58, there are many artificial regularly spaced
objects falling into the clusters from filaments and these become substructures of the HDM
haloes. This effect prevents us from studying the abundance of the real subhaloes at low
mass since it is hard to identify which subhaloes (if any) are real. In Fig 5.13, we present
cumulative mass functions of subhaloes for stacks of the 30 most massive haloes in each
sample. For the HDM case, the subhalo mass functions of a few individual haloes are
presented with black curves. For haloes in the HDM universe, we define ‘real’ subhaloes to
have mass greater than 0.1Mlim = 8.8 × 1012M⊙/h, and smaller subhaloes are considered
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Figure 5.13: The stacked cumulative subhalo mass function of the 30 most massive
haloes for our two samples: red diamonds and blue stars are for HDM and CDM haloes
respectively. The results for several individual HDM haloes are also presented as black
curves. The HDM curves are divided into two parts at 0.1Mlim: real (spurious) subhaloes
have masses greater (less) than this mass limit and are shown with solid (dotted) curves.
The vertical dashed line indicates the mean mass limit for all 30 haloes in HDMRUN
< 0.1Mlim >.
‘spurious’. The mass function of the ‘real’ and ‘spurious’ subhaloes are shown as solid
and dotted lines respectively. The vertical dashed line indicates the mean mass limit
< 0.1Mlim > for all 30 haloes in the HDMRUN. We have assumed here that the average
mass loss fraction is 0.1 when a subhalo falls into its parent halo and suffers tidal stripping.
It is interesting that both distributions follow a similar power law. That of the HDMRUN
sample is approximately one order of magnitude lower than the counterpart in CDMRUN
and on average very few ‘real’ subhaloes are found in each halo in the HDM case. This
reflects the lack of hierarchical build up in the HDM case.
5.5 Conclusions and Discussion
In this paper , we study the haloes which form by monolithic collapse in HDM cosmolog-
ical simulations, and we compare a range of properties of these haloes with these of their
counterparts in a ΛCDM hierarchical universe. From this comparison we explore which
physical mechanisms are responsible for the universal profiles or distributions of halo prop-
erties. Our simulated HDM universe has an inherent characteristic scale below which the
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formation of small haloes is suppressed. In this universe, the first generation of halo forms in
a “top-down” way – more massive haloes form earlier by smooth accretion. Mergers occur
in significant numbers only when building up later halo generations. The HDM cosmology
thus provides a good example of monolithic halo growth from Gaussian initial condition.
Furthermore, because the HDM characteristic scale is much more sharply imprinted than
in the WDM case, we have a large and well defined monolithic halo sample. As a result,
we can explore monolithic growth in a better controlled way than previous work based on
WDM universes. We summarise our conclusions on monolithic halo formation as follows:
(i) First generation haloes grow by smooth accretion. Such haloes form from roughly
spherical collapse of matter around the nodes or ends of filaments. The formation histories
of these monolithic haloes are also characterised by two phases: fast initial and slow later
accretion, very similar to those found in a CDM universe. In the fast growth phase, smooth
infall is the main mechanism rather than the mergers seen in the CDM case.
(ii) The density profiles of our monolithic haloes are well fit by the NFW profile. The
concentration parameter c and the characteristic density ρs have strong dependences on
halo mass: the more massive a halo, the larger c and ρs. This is the inverse of the CDM
dependence, but the concentration-formation time relation is quite similar in the two cases:
earlier formed haloes tend to be more concentrated than their later formed counterparts.
(iii) Phase-space density profiles and velocity dispersion anisotropy profiles are very sim-
ilar in our two cases. This indicates that the kinematic structure of haloes is generated by
wide variety of dynamical collapse processes, not just by mergers.
(iv) The distribution of shape parameter is very similar in HDM and CDM universes, as
are the distributions of spin parameter λ′ and of internal specific angular momentum.
(v) In our HDM simulations, most subhaloes result from the infall of spurious small haloes
which form in the filaments as a result of numerical discreteness. The subhalo abundance
is much lower than in CDM haloes, and indeed there are very likely no subhaloes in first
generation HDM haloes.
The above results show that, except for substructure, the properties of haloes formed by
monolithic collapse are very similar to those of haloes formed by hierarchical clustering in a
CDM universe. In particular, they have very similar profiles of density, phase-space density
and specific angular momentum, and very similar distributions of axial ratios and spin
parameter. These results indicate that mergers are not responsible (or are not required)
for the universal properties of CDM haloes. This agrees with results from earlier work
based on constrained simulations (Huss et al. 1999a; MacMillan et al. 2006). Attempts to
explain these universal properties with merger-driven models seem unlikely to be on the
right track.
The results in this study could also find some applications in realistic dark matter models,
especially for the WDM cosmology. In our HDM universe, first generation haloes form
by smooth near-spherical accretion with initial mass well below the characteristic free-
streaming mass. These haloes form simultaneously with the filaments and sheets. This
picture is different from that in the familiar CDM universe. Our results suggest that the
structure of the first haloes, in a WDM universe (and thus, presumably, also of their later
descendants) will differ little from the structure of CDM haloes, despite the differences in
assembly history. This makes it seem unlikely that changing to a WDM model will help
resolve the apparent problems of the CDM model on galactic scales.
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N -boy techniques and semi-analytic galaxy formation models are very useful tools for
studying the formation of structure in the Universe. In this thesis, I have used both tools
to study three different problems related to this subject. At the end of each chapter, I gave
conclusions for each project. Here I just briefly summerise the main results of these three
projects, and sketch some future perspectives.
In Chapter 3, I studied how discreteness effects limit the effective mass resolution of
N -body simulations of cosmonogies like WDM or HDM where structure on small scales
is suppressed in the linear initial conditions. Filaments occur in such models as part of
the natural development of the cosmic web, but I find that spurious discreteness-driven
fragmentation of filaments occurs in almost identical fashion whether the initial particle
load is a glass or a grid. These spurious clumps are responsible for all the low-mass
substructures I have been able to identify at late times in the first generation collapsed
HDM halos. Thus, it appears that in an idealised WDM or HDM universe early dark
haloes are predicted to contain no self-bound substructure of small scale. My tests on
idealised systems show this fragmentation to occur because 1-D projections of a 3-D quasi-
uniform particle distribution retain substantial power on the scale of the 3-D inter-particle
separation, and this power amplifies very rapidly as the effectively 1-D system evolves. By
comparing the mass function of dark haloes in 9 simulations from HDM initial conditions
based on different particle numbers and different initial loads, I found that these artificial




peak, where mp is the
N -body particle mass and kpeak is the wavenumber at the maximum of k
3P (k) (P (k) is
the power spectrum). This indicates that the effective mass resolution of such simulations
improves only as the cube root of the number of particles employed. This effective resolution
limit poses a challenge for high mass-resolution WDM simulations which are intended to
explore possible resolutions to problems of the CDM model at galactic scales. One possible
but very difficult way to resolve filament fragmentation would be to find or design better
pre-initial-conditions in which the substantial power at small scale in the 1-D projected
power spectrum (e.g. the spikes corresponding to the mean inter-particle separation) is
suppressed. Then the breakup of filaments can be avoided due to the absence of initial
fluctuations. Besides, discreteness effects is also important in the dynamically resolving
the structures of haloes in CDM universe, especially in the very inner region. The detailed
studies on these issues are needed to provide more reliable formulas or conditions for the
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implements in modern simulation codes.
In Chapter 4, I carried out cosmological structure formation simulations of a ΛCDM
universe for the cosmological parameter sets suggested by the first- and third-year WMAP
analyses. The significant reduction in the best value for the amplitude of matter fluctu-
ations on 8h−1Mpc scale (σ8) combines with the decrease in the estimate of the scalar
spectral index for primordial perturbations (n), and with the lowered matter density (Ωm)
to produce a significant delay in structure formation in the WMAP3 case. By coupling
my numerical simulations to semi-analytic models for galaxy formation, I found that, in
both cosmologies, several combinations of physical parameters can reproduce observed,
low-redshift galaxy properties. The star formation, supernova feedback and AGN feedback
efficiencies can be played off against each other to give similar results. Given current mod-
elling uncertainties, it is not easy to distinguish the WMAP1 and WMAP3 cosmologies on
the basis of low-redshift galaxy properties. However, substantial differences between the
various models appear at high redshift. The delay in the structure formation translates
directly into a delay in the global star formation history: at z ∼ 6 the star formation
rates in the models based on WMAP3 are lower than those based on WMAP1 by almost
an order of magnitude. Somewhat counter-intuitively, I found that at high redshift galax-
ies of given stellar mass are predicted to be substantially more clustered in the WMAP3
cosmology than for WMAP1. Unfortunately, the uncertainties in the observed luminosi-
ties and masses, combined with large cosmic variance uncertainties, are still too large to
place strong constraints on the efficiencies and scalings of the physical processes I modeled.
More detailed and more statistically precise observations of high-redshift galaxies should
be able to discriminate between the models. Once these aspects of the galaxy formation
process are better understood, it may indeed be possible to use galaxy surveys to constrain
cosmological parameters. For example, careful modelling of high-z objects ( Lyman-break
galaxies, Luminous Red Galaxies, sub-mm galaxies) and more precise observations help us
to distinguish between different cosmological models (e.g. WMAP1 Vs. WMAP3).
In Chapter 5, I analysed a range of halo’s properties in two cosmological models: ΛCDM
and HDM. These two universes are taken as examples for hierarchical and monolithic struc-
ture formation respectively. Using large samples of haloes, I was able to draw statistically
robust conclusions on the universality of halo properties in two cases, and on their depen-
dence on halo growth history. In a monolithic universe merger events are extremely rare
for the first generation of haloes ( because structure formation at small scales is seriously
suppressed), but the halo density profile is still well described by the NFW model. In
addition, the concentration-formation time relation is similar to that in a hierarchical uni-
verse: the haloes which form earlier tend to be more concentrated than their later forming
counterparts. These results indicate that the early merger phase in a CDM universes does
not play a critical role in establishing the universal NFW profile and the tight correlation
between internal structure and formation time. I also found that the absence of merger
events has no obvious impact on the universality of other halo properties. In a HDM uni-
verse, the phase-space density profile, the distribution of shape parameters, the distribution
of spin parameter and the distribution of internal angular momentum all still follow the
universal profiles or distributions found for halos formed by hierarchical clustering. These
results pose a challenge for merger-driven models which seek to explain these universal
properties as a consequence of mergers. Given the similar properties of haloes in CDM and
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HDM models, the WDM model cannot be expected to help a lot in resolving the angular
momentum problem and core/cusp problem in CDM models. In addition, I found that
in HDM universe the first generation of haloes forms by smooth near-spherical accretion
with initial mass much less than the characteristic free-streaming mass. They also form
simultaneously with the filaments and sheets. This picture is different from that in the
normal CDM universe. There are still some space for the detailed studies on these issues.
Future possible developments include: a detailed study on the formation of haloes with
mass much lower than the free-streaming scale; a more detailed study on the formation of
the first objects in WDM universe; a more careful check on the formation of substructures
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