Abstract. Let βω denote the Stone-Čech compactification of the countable discrete space ω. We show that if p is a point of βω\ω, then all subspaces of (ω ∪ {p}) × ω 1 are paranormal, where (ω ∪ {p}) is considered as a subspace of βω. This answers a van Douwen's question. Moreover we show that the existence of a paranormal nonnormal subspace of (ω + 1) × ω 1 is independet of ZF C, where ω + 1 is the ordinal space {0, 1, 2, ..., ω} with the usual order toplogy.
Introduction
Throughout this paper, we assume that all spaces are regular and T 1 . As usual, an ordinal is equal to the set of smaller ordinals, for example, j = {0, 1, 2, 3, ..., j −1} for each natural number j. The symbols ω and ω 1 stand for the set of all finite and respectively all countable ordinals. If an ordinal is considered as a topological space, then its topology is induced by the usual order. It is well known that all subspaces of ordinals are normal and countably paracompact. A space X is paranormal ( [vD] ) if for every countable discrete collection {F (n) : n ∈ ω} of closed sets, there is a collection {U (n, k) : n, k ∈ ω} of open sets such that F (n) ⊂ U (n, k) for each n, k ∈ ω , and ∩ n,k∈ω Cl X U (n, k) = ∅. Let us recall that {F (n) : n ∈ ω} is discrete in X if each point in X has a neighborhood U with |{n ∈ ω : F (n) ∩ U ̸ = ∅}| ≤ 1. Obviously, the normal spaces as well as the countably paracompact ones are paranormal. Van Douwen and Katětov, respectively, proved the following. Proposition 1.1. [vD, Theorem 5.2 
] If a space Y has a closed subset K which is not regular G δ , then the subspace Z = ω × Y ∪ {ω} × (Y \K) of (ω + 1) × Y is not paranormal.
Throughout the present paper, we use the following specific notation. Let X be a subspace of a product space S × T , and let s ∈ S, A ⊂ S and B ⊂ T . Set V s (X) = {t ∈ T : ⟨s, t⟩ ∈ X},
For each A ⊂ ω 1 , we denote by Lim(A) the set {α < ω 1 : α = sup(A ∩ α)}, in other words, the set of all cluster points of A in ω 1 . For technical reasons only, we consider "−1" is the immediate predecessor of the ordinal 0, and sup ∅ = −1. Note that Lim(A) is closed unbounded (cub) in ω 1 whenever A is unbounded in ω 1 . In particular, assume that C is a cub set in ω 1 , then Lim(C) ⊂ C. In this case, we set Succ(C) = C\ Lim(C), and
So if Y is a subspace of ω 1 which is disjoint from some cub set C of ω 1 , then Y can be represented as the free union
For simplicity, we use Lim and Succ instead of Lim(ω 1 ) and Succ(ω 1 ), respectively.
On paranormality
According to Proposition 1.4, the subspace Z = ω × ω 1 ∪ {p} × (ω 1 \ Lim) of (ω ∪ {p}) × ω 1 is not discrete ω-expandable whenever p is a point of βω\ω. In this section, we will show that all subspaces of (ω ∪ {p}) × ω 1 have the weak C(ω)-property.
We omit the proof of the following easy lemmas.
Lemma 2.1. If X is a hereditarily normal space and Y ⊂ X, then for every
Lemma 2.2. If I is a finite set and {W
Recall that a subset X of ω 1 is said to be stationary in ω 1 if X ∩ C ̸ = ∅ for any cub set C in ω 1 . Lemma 2.3. Assume that X is stationary in ω 1 and F = {F (n) : n ∈ ω} is a countable discrete collection of closed sets of X. Then there is an α < ω 1 such that
Proof. Since F is discrete in X, for each β ∈ X, fix an f (β) < β with |{n ∈ ω :
Then, by Pressing Down Lemma (PDL), we find a stationary set S ⊂ X and an α < ω 1 such that f (β) = α for every β ∈ S. It is straightforward to see this α is as desired.
Let C be a countable space with a unique non-isolated point p, say C = ω ∪ {p}. Then we can identify the point p as the filter {U ∩ ω : U is a neighborhood of p} on ω. In this case, this filter p is free, that is, ∩ p = ∅. If p is a free ultrafilter on ω, then C = ω ∪ {p} is a subspace of βω. Moreover if p = {U ⊂ ω : ω\U is finite }, then C = ω ∪ {p} is considered as the ordinal space ω + 1.
Theorem 2.4. Let C = ω ∪ {p} be a countable space with a unique non-isolated point p. Then for every pairwise disjoint collection {A(n) : n ∈ ω} of ω, {n ∈ ω : p ∈ Cl ω∪{p} A(n)} is finite if and only if all subspaces of (ω ∪ {p}) × ω 1 have the weak C(ω)-property.
We will show the normality of X, which implies the weak C(ω)-property of X. Let F (0) and F (1) be disjoint closed sets in X. By Lemma 2.3 one of F (0) and F (1), say F (0), has the empty intersection with X
Applying PDL, we find an α 1 < ω 1 and a stationary set
Since both W and (α 1 , ω 1 ) are closed and open (clopen) in ω ∪ {p} and ω 1 respectively, so is X
So X can be represented as the free union
The subspace X [0,α 1 ] is normal because it is countable, and also X
is normal, because it can be represented as the free union
of subspaces of X which are homeomorphic to some subspaces of ω 1 . Moreover X
does not meet F (0). These considerations yield disjoint open sets U (0) and U (1) containing F (0) and F (1), respectively. Therefore X is normal.
Since
as it is mentioned in the introduction. Therefore Y = X (ω\A)∪{p} is normal as a free union of countable spaces. So there is a collection {U (n) :
If p is a free ultrafilter on ω, then for every pairwise disjoint collection {A(n) : n ∈ ω} of ω, p ∈ Cl ω∪{p} A(n) for at most one n ∈ ω. So we have:
Corollary 2.5. Let p ∈ βω\ω. Then all subspaces of (ω ∪ {p}) × ω 1 have the weak C(ω)-property, therefore they are paranormal.
Corollary 2.5 answers Question I and the van Douwen's question.
On normality
In this section, we will show that the discretely ω-expandable subspaces of C ×ω 1 are normal whenever C is a countable space with a unique non-isolated point. (1) X is normal.
(2) X is countably paracompact.
(3) X is discretely ω-expandable.
Proof.
(1) → (2): Assume that X is a normal subspace of C × ω 1 . Since X is a countable union of countably metacompact closed subspaces X {j} 's (j ∈ C), X is also countably metacompact. By the normality, X is countably paracompact.
We may assume that V p (X) is not stationary in ω 1 , otherwise, by the proof of Case 1 of Theorem 2.4, X is normal. For each j ∈ (ω\A)∪{p}, take a cub set 
It is easy to see that F = {F (j) : j ∈ A} is a discrete collection of closed sets in X. By the discrete ω-expandability of X, there is a locally finite collection
Then we have X
Since U is locally finite, so is 
Since ⊕ j∈ω X {j} and
,α] are normal, X\U and X\V are also normal closed subspaces. Hence X = (X\U ) ∪ (X\V ) is normal. In this section, we will find equivalent combinatorial conditions of the existence of a subspace of (ω + 1) × ω 1 with the weak C(ω)-property which is not discretely ω-expandable as well as the existence of a paranormal non-normal subspace of (ω + 1) × ω 1 . 
Proof. (1) → (2): Assume that X is a non-normal subspace of (ω + 1) × ω 1 having the weak C(ω)-property. Since X is not normal, similarily to Case 1 of the proof of Theorem 2.4, V ω (X) is not stationary in ω 1 . Let
and take a cub set
Then it is straightforward to show that X D and X {ω} are disjoint Enumerate V ω (Cl X X A ) = {α(γ) : γ < ω 1 } with the increasing order. For each γ < ω 1 , since ⟨ω, α(γ)⟩ ∈ Cl X X A and X is first countable, we can take two increasing functions f γ : ω → A and h γ : ω → [0, α(γ)] in such a way that the sequence S(γ) = {⟨f γ (l), h γ (l)⟩ : l ∈ ω} converges to ⟨ω, α(γ)⟩. Since the sequence S(γ) is contained in X A and converges to ⟨ω, α(γ)⟩, we may assume that the function f γ is strictly increasing, i.e., f γ (n
is an infinite subset of A for each γ < ω 1 . We will show that the collection {N (γ) : γ < ω 1 } is as desired. Let {A(n) : n ∈ ω} be a pairwise disjoint collection of ω and
is stationary, by PDL, we can find an α j < ω 1 such that X
ω . This completes the proof of Claim 3.
A similar proof of Theorem 4.1 works to show the following theorem, so we leave its proof to the reader.
Theorem 4.2. The following are equivalent:
(1) There is a non-normal subspace of (ω + 1) × ω 1 which is paranormal. 
is finite for some α ∈ K and n ∈ ω.
Note that the property (A) implies the property (B). Here we ask:
Problem 4.3. In ZF C, are the properties (A) and (B) equivalent?
5. Independence of the existence of a paranormal non-normal subspace of (ω + 1) × ω 1
In this section, we see that the Continuum Hypothesis (CH) implies the property (A) and that the Martin's Axiom at ω 1 (M A(ω 1 )) implies the negation of the property (B). For undefined notions in this section, see [Ku] . Proof. Recall that a point p in a space X is a P-point in X if the intersection of countably many neighborhoods of p is also a neighborhood of p.
Assume that p is a P -point in βω\ω with a neighborhood base {B(α) : α < ω 1 } at p in βω\ω. Inductively defining N (α)'s, we can find a collection {N (α) : α < ω 1 } of infinite subsets of ω such that {Cl βω N (α)\ω : α < ω 1 } forms a neighborhood base at p in βω\ω and N (α) ⊂ * N (β), that is, N (α)\N (β) is finite, whenever β < α. To show that the collection {N (α) : α < ω 1 } satisfies the property (A), let {A(n) : n ∈ ω} be a pairwise disjoint collection of subsets of ω and K ∈ [ω 1 ] ω 1 . Then F = {n ∈ ω : p ∈ Cl βω A(n)} has at most one member. So for each n ∈ ω\F , we can take an α(n) < ω 1 such that
If CH is assumed, then there is a P -point in βω\ω ( [Ru] ) and every point of βω\ω has a neighborhood base of cardinality ω 1 , so we get: Proof. Let P = {p : p ⊂ ω × 2, |p| < ω and p is a partial function }.
Define p ≤ q iff q ⊂ p. Then the partially ordered set ⟨P, ≤⟩ satisfies the countable chain condition (ccc)(see [Ku, p.54] ). For each n ∈ ω and α < ω 1 , define
Then it is straightforward to show that each D nα is dense in P . Applying M A(ω 1 ), find a generic filter Proof. Let {N (α) : α < ω 1 } be a collection of infinite subsets of ω. We will define, by induction on n ∈ ω, disjoint subsets A n (0) and A n (1) of ω such that A n (i)∩N (α) is infinite for each α < ω 1 and i ∈ 2. The existence of A 0 (0) and A 0 (1) follows from Lemma 5.4. Assume A n (0) and A n (1) have been already defined. By the inductive assumption, A n (1)∩N (α) is infinite for every α < ω 1 , so applying Lemma 5.4 to the collection {N (α) ∩ A n (1) : α < ω 1 }, we get disjoint subsets A n+1 (0) and A n+1 (1) of A n (1) such that A n+1 (i) ∩ N (α) is infinite for every α < ω 1 and i ∈ 2. This completes the inductive construction. Finally put A(n) = A n (0) for each n ∈ ω Then {A(n) : n ∈ ω} is as desired. 
