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Abstract
We present a probabilistic generalization of the Robinson–Schensted correspon-
dence in which a permutation maps to several different pairs of standard Young
tableaux with nonzero probability. The probabilities depend on two parameters q
and t, and the correspondence gives a new proof of the squarefree part of the Cauchy
identity for Macdonald polynomials. By specializing q and t in various ways, one
recovers the row and column insertion versions of the Robinson–Schensted correspon-
dence, several q- and t-deformations of row and column insertion which have been
introduced in recent years in connection with q-Whittaker and Hall–Littlewood pro-
cesses, and the q-Plancherel measure on partitions. Our construction is based on
Fomin’s growth diagrams and the recently introduced notion of a probabilistic bijec-
tion between weighted sets.
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1 Introduction
The Robinson–Schensted (RS) correspondence is a bijection between permutations and
pairs of standard Young tableaux of the same shape.1 This bijection, along with its
generalization due to Knuth (RSK), has significant applications in combinatorics, repre-
sentation theory, algebraic geometry, and probability. One of the most important features
1The Robinson–Schensted correspondence often refers to a more general map defined on words, but in
this paper we restrict the input to permutations.
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of RSK is that it gives a bijective proof of the Cauchy identity∏
i,j≥1
1
1− xiyj
=
∑
λ
sλ(x)sλ(y), (1.1)
where the sum is over all partitions, and sλ(z) denotes a Schur function in the variables
z = (z1, z2, . . .). In particular, the RS case of RSK gives a bijective proof of the identity
n! =
∑
λ⊢n
(fλ)
2, (1.2)
where the sum is over all partitions of n, and fλ is the number of standard Young tableaux
of shape λ; this identity arises from (1.1) by comparing the coefficients of the squarefree
monomial x1 · · · xny1 · · · yn on either side.
In the past decade, several randomized versions of RS and RSK have been introduced
[1, 2, 3, 15, 16, 17, 18]. In these versions, a permutation (or, for RSK, a nonnegative
integer matrix) has nonzero probability of mapping to several different pairs of tableaux.
The probabilities depend on a parameter q or t in [0, 1), and the algorithms give proofs
of generalized Cauchy identities for q-Whittaker or Hall–Littlewood symmetric functions.
These randomized insertion algorithms have applications to probabilistic models such as
the TASEP [1, 15] and the ASEP and stochastic six-vertex model [2], as well as to the
asymptotics of infinite matrices over a finite field [3].
In this paper, we define a randomized generalization of Robinson–Schensted which
depends on two parameters q and t. Our map is designed to give a new proof of the
squarefree part of the Cauchy identity for the Macdonald symmetric functions Pλ(x; q, t).
The Pλ(x; q, t) are “master” symmetric functions, in the sense that they specialize to many
other important families of symmetric functions, including the Schur, q-Whittaker, Hall–
Littlewood, and Jack symmetric functions. Similarly, our randomized algorithm, which we
call qRSt, specializes to many of the known variants of RS, including the row and column
insertion versions of ordinary RS, q-deformations of row insertion and column insertion
[1, 16, 17], and a t-deformation of column insertion [3]. Our algorithm also specializes to
a t-deformation of row insertion that does not seem to have been previously considered
(although it is related to the q-deformation of column insertion by transposition). Figure
1 summarizes these specializations.
Another interesting specialization of qRSt comes from setting q = t. This specializa-
tion reduces the Macdonald functions to the Schur functions, but it does not remove the
randomness from our algorithm. Instead, it produces a one-parameter family of prob-
abilistic insertion algorithms which interpolate between row insertion (q = t → 0) and
column insertion (q = t → ∞). For generic values of q = t, the probability that the
identity permutation inserts to a pair of standard Young tableaux of shape λ is equal
to the q-Plancherel measure of λ [13]. At the intermediate value q = t → 1, our results
specialize to a pair of identities involving hook-lengths and the numbers fλ (Corollary
4.16), which we believe are new.
1.1 Methods
The squarefree part of the Cauchy identity for Macdonald functions says that
(1− t)n
(1− q)n
n! =
∑
λ⊢n
∑
P,Q
ψP (q, t)ϕQ(q, t), (1.3)
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Figure 1: Specializations of the (q, t)-Robinson–Schensted correspondence. The color
indicates the corresponding specialization of the Macdonald polynomials: q-Whittaker
polynomials for the q-RS insertions; Hall–Littlewood polynomials for the t-RS insertions;
Schur polynomials for the remaining four specializations.
where ψP and ϕQ are rational functions in q and t coming from the monomial expansion
of Macdonald polynomials, and in the inner sum, P and Q range over standard Young
tableaux of shape λ. Although both sides of (1.3) are sums over sets of size n!, there is
no bijection between these sets that proves the identity. Our motivation for introducing
qRSt was to prove (1.3) “as bijectively as possible.” Specifically, qRSt assigns to each
permutation σ ∈ Sn a probability distribution
2 P(σ → P,Q) on pairs P,Q of standard
Young tableaux of shape λ ⊢ n, such that for each P and Q,
(1− t)n
(1− q)n
∑
σ∈Sn
P(σ → P,Q) = ψP (q, t)ϕQ(q, t). (1.4)
It is clear that (1.3) follows from the existence of probability distributions satisfying
(1.4). We say that these probability distributions give a probabilistic bijection between
the weighted sets of permutations and pairs of standard Young tableaux, where the weight
functions come from (1.3). Figure 2 shows the probabilistic bijection qRSt in the case
n = 2; note that it is not possible to prove (1.3) by an ordinary bijection, since the weights
on the left- and right-hand sides are different.
The probabilities P(σ → P,Q) are built recursively out of probabilistic rules for
inserting a new number into a tableau T , and for re-inserting a number in T that is
displaced, or “bumped,” by the insertion of a smaller number. Borrowing the approach
used in [17, 2], we define our probabilistic rules using the framework of Fomin’s growth
diagrams [6, 7]. This allows us to reduce our problem to finding a family of probabilistic
bijections that prove the commutation relation
Uq,tDq,t −Dq,tUq,t =
1− t
1− q
I, (1.5)
where Uq,t and Dq,t are (q, t)-weighted versions of the up and down operators on Young’s
lattice, and I is the identity.
2The expressions P(σ → P,Q) are rational functions in q, t which satisfy
∑
P,QP(σ → P,Q) = 1,
rather than honest probabilities. We find it convenient to refer to them as probabilities anyway, with the
justification that whenever q, t ∈ [0, 1) or q, t ∈ (1,∞), these rational functions take on values in [0, 1].
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P(σ → P,Q)
ω(σ) σ P,Q ω(P,Q) = ψPϕQ
Figure 2: The probabilistic bijection qRSt for n = 2.
1.1.1 More on probabilistic bijections
We take a moment here to further discuss the notion of probabilistic bijection between two
weighted sets, which we believe deserves more attention in the combinatorics community.
Suppose X and Y are sets equipped with nonzero weight functions ω and ω, and that∑
x∈X
ω(x) =
∑
y∈Y
ω(y). (1.6)
As we saw above, one way to prove this identity is to define, for each x ∈ X, a probability
distribution P(x→ y) on Y such that∑
x∈X
ω(x)P(x→ y) = ω(y) (1.7)
for each y ∈ Y . Given probability distributions P(x→ y) satisfying (1.7), we may define,
for each y ∈ Y , a “backward” or “inverse” probability distribution P(x ← y) on X by
the equation
ω(x)P(x→ y) = P(x← y)ω(y). (1.8)
A simple but powerful observation, which was used in [2] and formalized in [4], is that
this line of reasoning is reversible: if one can find probability distributions P(x→ y) and
P(x ← y) such that (1.8) holds, then equations (1.7) and (1.6) follow. In practice, it
may be much easier to verify that a collection of expressions P(x → y) and P(x ← y)
define probability distributions (that is,
∑
y∈Y P(x → y) =
∑
x∈X P(x ← y) = 1) and
satisfy (1.8) than to prove (1.7) directly. This is analogous to the fact that in many
cases, the easiest (and most useful) way to establish that a map is bijective is not to
show that it is injective and surjective, but to explicitly exhibit its inverse. Furthermore,
just as a bijection allows for the transportation of combinatorial information between two
sets, an explicit description of the “forward” and “backward” probabilities P(x→ y) and
P(x← y) allows for the transportation of probabilistic information (such as a probability
distribution) from one set to the other.3
3One can imagine the possibility of discovering a bijection by finding a parameter-dependent proba-
bilistic bijection which becomes deterministic for a certain value of the parameter. This is similar in spirit
to Kashiwara’s combinatorial crystal operators, which are defined as the q → 0 limit of certain linear
maps which depend on q [12].
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Our proof of the up-down commutation relation (1.5) essentially boils down to finding,
for each partition λ, a probabilistic bijection (with respect to the weight functions coming
from the definitions of Uq,t and Dq,t) between the set U(λ) of partitions which cover λ in
Young’s lattice, and the set D∗(λ) of partitions covered by λ, together with λ itself. We
use the “forward and backward” approach; that is, we define expressions Pλ(µ→ ν) and
Pλ(µ ← ν) for µ ∈ D
∗(λ) and ν ∈ U(λ), in such a way that the compatibility condition
(1.8) is immediate. The main difficulty is then to prove that the expressions actually
sum to 1, which we do by using Lagrange interpolation. In a special case, we are able to
interpret the expressions as the probabilities arising from a (q, t)-analogue of the Greene–
Nijenhuis–Wilf random hook walk [10, 11], thereby giving a more natural explanation for
the fact that they sum to 1. Our hook walk is modeled on the (q, t)-hook walk introduced
by Garsia and Haiman [9].
1.2 Future directions
The first problem suggested by our work is to extend qRSt to a probabilistic bijection
between nonnegative integer matrices and pairs of tableaux, with weights coming from
the Cauchy identity for Macdonald functions. Two of the specializations of qRSt (the
q-deformation of row insertion and the t-deformation of column insertion) have been
extended to q-RSK and t-RSK algorithms [15, 2], and we hope that these two algorithms
will turn out to be specializations of a single (q, t)-RSK algorithm. A related problem is
to extend qRSt to a “dual (q, t)-RSK,” which would give a probabilistic bijection for the
dual Cauchy identity for Macdonald functions. Two q-deformations of dual RSK were
constructed in [15]; perhaps these can be simultaneously generalized.
In a different direction, one could try to find a probabilistic bijection that explains
why the monomial expansion of the Macdonald functions is symmetric in the x-variables.
The symmetry of the Schur functions can be proved bijectively using the Bender–Knuth
involutions, or by using the Lascoux–Schu¨tzenberger symmetric group action on semistan-
dard Young tableaux. Perhaps one or both of these bijections can be (probabilistically)
generalized to the (q, t)-setting.
1.3 Outline of paper
In §2, we review several approaches to proving the squarefree part of the Cauchy identity
(1.2). We start with the Robinson–Schensted correspondence, proceed to an algebraic
proof using up and down operators on Young’s lattice, and then explain how Fomin’s
growth diagrams can be used to “bijectivize” the up-down proof, leading to a family of
insertion algorithms that generalize Robinson–Schensted. We do not assume that the
reader is an expert in any of these topics.
In §3, we review basic facts about Macdonald polynomials, and introduce (q, t)-up and
down operators. In §4.1, we give the definition of a probabilistic bijection, and in §4.2-4.5,
we construct a probabilistic bijection which proves the commutation relation for the (q, t)-
up and down operators. We give three different formulations of this probabilistic bijection
(Definitions 4.10 and 4.13, Proposition 4.17, and Proposition 4.20), each of which provides
a distinct perspective. In §4.6, we use the probabilistic bijection to define a probabilistic
version of growth diagrams, which corresponds to a probabilistic insertion procedure; this
is the (q, t)-Robinson–Schensted correspondence.
In §5, we consider various specializations of qRSt; in §6, we show that the qRSt
insertion probabilities (but not the re-insertion/bumping probabilities) arise from a (q, t)-
hook walk.
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2 Robinson–Schensted, up and down operators, and growth
diagrams
2.1 The Robinson–Schensted correspondence
A partition is a weakly decreasing sequence of nonnegative integers λ = (λ1, . . . , λk). We
say that λ is a partition of the number |λ| = λ1+ . . .+λk, and we write λ ⊢ n to indicate
that λ is a partition of n. We identify the partition λ with its Young diagram, which,
following the French convention, consists of λ1 boxes in the bottom row, λ2 boxes in the
second row from the bottom, etc., with all rows left-justified. We index the boxes, or
cells, using strictly positive Cartesian coordinates: c = (x, y) ∈ (Z>0)
2 is a cell of the
Young diagram of λ if x ≤ λy. We follow the standard practice of identifying a partition
with its Young diagram, and of identifying two partitions which differ only by a sequence
of trailing zeroes. We write λ′ for the conjugate of λ, that is, the partition obtained by
reflecting the Young diagram of λ in the diagonal x = y.
For a cell c = (x, y) ∈ λ we define its arm-length aλ(c) and its leg-length ℓλ(c) by
aλ(c) = λy − x, ℓλ(c) = λ
′
x − y.
The hook-length of c is defined by hλ(c) = aλ(c) + ℓλ(c) + 1. For example, the Young
diagram of the partition λ = (7, 6, 3, 2, 1, 1) is shown below. The cell c = (2, 1) has
arm-length aλ(c) = 5, leg-length ℓλ(c) = 3, and hook-length hλ(c) = 9.
c aλ(c)
ℓλ(c)
We will make frequent use of the following two quantities associated to λ:
n(λ) =
∑
c∈λ
ℓλ(c), n
′(λ) =
∑
c∈λ
aλ(c).
It is easy to see that n′(λ) = n(λ′).
Let λ be a partition. A semistandard Young tableau of shape λ is a filling of the cells
of λ with positive integers such that all rows are weakly increasing from left to right, and
all columns are strictly increasing from bottom to top. A semistandard Young tableau is
called a standard Young tableau if its set of entries is precisely {1, . . . , |λ|}. We denote by
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SSYT(λ) (resp., SYT(λ)) the set of all semistandard (resp., standard) Young tableaux of
shape λ. The content of an SSYT T is the sequence (µ1, µ2, . . .), where µi is the number
of entries in T equal to i.
Example 2.1. The following is a semistandard Young tableau of shape (5, 4, 2) and
content (2, 2, 3, 3, 1).
1 1 2 3 3
2 3 4 4
4 5
Let x = (x1, x2, . . .) be an infinite sequence of indeterminates. For an SSYT T , we
set xT = xµ11 x
µ2
2 · · · , where (µ1, µ2, . . .) is the content of T . The Schur function sλ(x)
associated to the partition λ is defined by
sλ(x) =
∑
T∈SSYT(λ)
xT .
The following identity is a fundamental result in the theory of symmetric functions.
Theorem 2.2 (Cauchy identity). For two sequences of indeterminates x = (x1, x2, . . .)
and y = (y1, y2, . . .), we have∏
i,j≥1
1
1− xiyj
=
∑
λ
sλ(x)sλ(y),
where the sum is over all partitions λ.
The Cauchy identity can be rewritten in the form∑
A=(aij )
∏
i,j≥1
(xiyj)
aij =
∑
P,Q
xPyQ, (2.1)
where the sum on the left-hand side runs over all matrices with nonnegative integer entries
and finite support, and the sum on the right-hand side runs over all (ordered) pairs of
SSYTs of the same shape.
In this paper, we focus on the coefficient of the squarefree monomial x1 · · · xny1 · · · yn
in the Cauchy identity. The coefficient of this monomial on the left-hand side of (2.1) is
the number of n × n permutation matrices; the coefficient on the right-hand side is the
number of pairs of standard Young tableaux of shape λ, where λ is a partition of n. Thus,
if we write fλ for the number of standard Young tableaux of shape λ, then we have the
identity
n! =
∑
λ⊢n
(fλ)
2.
This identity can be proved combinatorially by the Robinson–Schensted (RS) correspon-
dence, which is a bijection between permutations and pairs of standard Young tableaux
of the same shape.
We recall Schensted’s description of the RS correspondence as a recursive insertion
algorithm. The basic building block of the algorithm is the insertion of a number k into
a row of a semistandard Young tableau, which is defined as follows: if k is larger than all
entries in the row, add k to the end of the row. Otherwise, let z be the left-most entry in
the row which is larger than k, and replace z with k. We say that z is bumped out of the
row.
Next, define the insertion of k into an SSYT T , denoted T ← k, by the following
procedure:
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• Insert k into the first (bottom) row of T . If no entry is bumped, the process
terminates.
• If z is bumped out of row i, insert z into row i+ 1. Continue in this manner until
no bumping occurs.
Note that the shape of T ← k differs from the shape of T by the addition of a single cell.
Finally, let σ = σ1 · · · σn be a permutation written in one-line notation. Let P be the
standard Young tableau obtained by successively inserting the numbers σ1, . . . , σn into
the empty tableau. Let Q be the standard Young tableau that records the growth of
P by placing the number i in the cell that was added during the insertion of σi. The
tableaux P and Q are called the insertion tableau and recording tableau of σ, respectively.
One can show that these two tableaux provide enough information to reverse the insertion
procedure and recover σ, so the map σ 7→ P,Q is a bijection. We will refer to this bijection
as the row insertion version of Robinson–Schensted.
Example 2.3. Let σ = 526134. The process of constructing P and Q by the successive
insertions
∅ ← 5← 2← 6← 1← 3← 4
is shown below.
∅ 5 2
5
2 6
5
1 6
2
5
1 3
2 6
5
1 3 4
2 6
5
= P
∅ 1 1
2
1 3
2
1 3
2
4
1 3
2 5
4
1 3 6
2 5
4
= Q
There is also a column insertion version of Robinson–Schensted, which provides a
different bijection between permutations and pairs of SYTs of the same shape. This
differs from the row insertion described above by using columns instead of rows. That
is, to insert k into T , one inserts k into the first (left-most) column. If k is larger than
all the entries in this column, it is added to the top of the column. Otherwise, k bumps
the smallest entry z which is larger than k, and z is inserted into the second column.
The process continues until no bumping occurs. These maps are of course related by
conjugation: σ 7→ P,Q under row insertion, then σ 7→ P t, Qt under column insertion,
where P t and Qt are the standard Young tableaux obtained by reflecting P and Q in the
diagonal x = y.
Remark 2.4. The Robinson–Schensted–Knuth (RSK) correspondence generalizes the row
insertion version of RS to a bijection between nonnegative integer matrices of finite sup-
port and pairs of SSYTs of the same shape, thereby providing a combinatorial proof of
the Cauchy identity. The column insertion version of RS can also be generalized to a
bijective proof of the Cauchy identity, known as the Burge correspondence [5]; this is
non-trivial because, unlike SYTs, SSYTs cannot be conjugated. Column insertion can be
generalized in a different way to dual RSK, which provides a bijective proof of the dual
Cauchy identity. For details on these generalizations, we refer the reader to [19, 8].
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2.2 Up and down operators
In this section, we explain a different approach to proving the identity
n! =
∑
λ⊢n
(fλ)
2 , (2.2)
which is based on a pair of linear operators acting on Young’s lattice. This approach can
be generalized to prove the Cauchy identity in full; see, e.g., [20, §2.2-3.1].
For two partitions λ and µ, we write µ ⊆ λ if the Young diagram of µ is contained
in the Young diagram of λ. We write λ ∩ µ (resp., λ ∪ µ) for the partition obtained by
intersecting (resp., taking the union of) the Young diagrams of λ and µ. Young’s lattice
is the partial order on partitions defined by the inclusion relation ⊆; its meet and join are
given by ∩ and ∪, respectively.
If µ ⊆ λ, we write λ/µ for the skew diagram which consists of the cells in λ but not in
µ. We write µ⋖ λ if λ covers µ in Young’s lattice—that is, if µ ⊆ λ and |λ/µ| = 1—and
we define
D(λ) = {µ |µ ⋖ λ}, U(λ) = {ν | ν ⋗ λ}.
An inner corner of λ is a cell c ∈ λ such that λ/µ = {c} for some µ ∈ D(λ). An outer
corner of λ is a cell c 6∈ λ such that ν/λ = {c} for some ν ∈ U(λ). For example, Figure
3 shows a partition with inner and outer corners colored red and blue, respectively. We
will often identify the elements of D(λ) and U(λ) with the corresponding inner and outer
corners of λ.
Let Y denote the set of all partitions, and QY the Q-vector space with basis Y. The
up operator U and down operator D are linear maps on QY defined by
Uλ =
∑
ν∈U(λ)
ν, Dλ =
∑
µ∈D(λ)
µ.
These two operators satisfy the commutation relation
DU − UD = I, (2.3)
where I is the identity map.
Before explaining why this commutation relation holds, we use it to deduce (2.2). Let
〈·, ·〉 be the inner product on QY defined by 〈λ, µ〉 = δλ,µ for λ, µ ∈ Y. On the one hand,
we have
〈DnUn∅, ∅〉 =
∑
λ⊢n
〈Un∅, λ〉 〈Dnλ, ∅〉 .
A standard Young tableau T of shape λ can be viewed as a saturated chain
∅ = T (0) ⋖ T (1) ⋖ · · ·⋖ T (n−1) ⋖ T (n) = λ
in Young’s lattice from the empty partition to λ, where T (i) is the shape of the subtableau
of T consisting of entries less than or equal to i, and n = |λ|. This implies that 〈Un∅, λ〉 =
〈Dnλ, ∅〉 = fλ, so 〈D
nUn∅, ∅〉 is equal to the right-hand side of (2.2).
On the other hand, by repeatedly using the commutation relation to move a D past
all the U ’s, we obtain
DnUn = Dn−1UDUn−1 +Dn−1Un−1 = · · · = Dn−1UnD + nDn−1Un−1.
Since D∅ = 0, we have 〈DnUn∅, ∅〉 = n〈Dn−1Un−1∅, ∅〉. By induction, this is equal to n!,
proving (2.2).
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F rowλ F
col
λ
Figure 3: The Young diagram of the partition λ = (7, 5, 5, 2, 1), with inner corners colored
red and outer corners colored blue. The arrows in the left diagram depict the bijection
F rowλ , and the arrows in the right diagram depict F
col
λ . In both cases, the outer corner
with no arrow pointing to it is the image of λ.
To prove the commutation relation (2.3), we reformulate it as
〈DUλ, λ〉 = 〈UDλ, λ〉+ 1 for all λ,
〈DUλ, ρ〉 = 〈UDλ, ρ〉 for λ 6= ρ,
or, equivalently,
|U(λ)| = |D(λ)|+ 1 for all λ, (2.4)
|U(λ) ∩ U(ρ)| = |D(λ) ∩ D(ρ)| for λ 6= ρ. (2.5)
Equation (2.4) says that each partition λ has exactly one more outer corner than inner
corner, which is easy to see. Equation (2.5) is true because if λ 6= ρ, then either D(λ) ∩
D(ρ) = {λ ∩ ρ} and U(λ) ∩ U(ρ) = {λ ∪ ρ}, or both of these intersections are empty.
Although it is not difficult to prove (2.4) and (2.5), it turns out to be quite fruitful, as
we will see in the next section, to make the proofs of these equations explicitly bijective.
For λ 6= ρ, this is uninteresting, as there is a unique bijection between two sets of size 0
or 1. For the equation |U(λ)| = |D(λ)|+ 1, we set
D∗(λ) = D(λ) ∪ {λ},
and we choose, for each λ, a bijection
Fλ : D
∗(λ)→ U(λ).
There are of course many possibilities for Fλ, but two choices are particularly natural: the
row insertion bijection F rowλ , and the column insertion bijection F
col
λ . The row insertion
bijection sends λ to the outer corner in the first row of λ, and the inner corner in row i to
the outer corner in row i+ 1. The column insertion bijection sends λ to the outer corner
in the first column of λ, and the inner corner in column i to the outer corner in column
i+ 1. Figure 3 illustrates these two bijections.
2.3 Growth diagrams
In this section, we review Fomin’s growth diagrams, which provide a mechanism for
turning a bijective proof of the commutation relation UD − DU = I into a bijective
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proof of the squarefree part of the Cauchy identity. We explain how each bijective proof
arising in this way can be interpreted as an insertion algorithm, with the row and column
versions of Robinson–Schensted as special cases. We only consider growth diagrams for
permutations; for the generalization to nonnegative integer matrices, RSK, and the Burge
correspondence, we refer the reader to [7, 20].
Let σ ∈ Sn be a permutation. We associate to σ the permutation matrix Aσ which
has a 1 in positions (σ(j), j), and zeroes elsewhere. We will view Aσ as an n × n grid of
squares, and consider labelings of the (n + 1)2 vertices of this grid with partitions. For
this purpose, we index the vertices by (i, j), with 0 ≤ i, j ≤ n, so that the square (i, j)
in Aσ is surrounded by vertices (i− 1, j − 1), (i− 1, j), (i, j − 1), (i, j). (These indices are
interpreted as matrix coordinates, rather than Cartesian coordinates.)
Definition 2.5. Fix σ ∈ Sn. A growth associated with σ is a labeling Λ = (Λij) of the
vertices of the grid Aσ with partitions, such that
• Λij ⊆ Λi,j+1 if j < n, and Λi,j ⊆ Λi+1,j if i < n.
• |Λij | is equal to the number of 1’s in Aσ to the northwest of the vertex (i, j).
We will often omit reference to σ and refer to Λ simply as a growth.
This definition is a special case of the notion of 2-growth introduced by Fomin [6].
Example 2.6. There are four growths associated with the permutation 213 ∈ S3:
X
X
X
∅
∅
∅
∅
∅ ∅ ∅
∅ 1 1
1 2 2
1 2 3
X
X
X
∅
∅
∅
∅
∅ ∅ ∅
∅ 1 1
1 2 2
1 2 21
X
X
X
∅
∅
∅
∅
∅ ∅ ∅
∅ 1 1
1 11 11
1 11 21
X
X
X
∅
∅
∅
∅
∅ ∅ ∅
∅ 1 1
1 11 11
1 11 111
Here we represent the partitions Λi,j as the concatenation of their parts; e.g., 21 represents
the partition (2, 1). Also, for purposes of readability, we represent the 1’s in Aσ with X,
and we omit the 0’s.
The following properties of a growth Λ are immediate from the definition:
(a) Either Λi,j = Λi,j+1 or Λi,j ⋖ Λi,j+1, and similarly for Λi,j and Λi+1,j.
(b) The permutation σ is determined by the partitions Λi,j .
(c) The southeast corner Λn,n is a partition of n, and the right column and bottom row
of Λ form saturated chains from ∅ to Λn,n.
In light of (c), we define P (Λ) and Q(Λ) to be the standard Young tableaux of shape Λn,n
corresponding to the right column and bottom row of Λ, respectively. For example, the
third growth in Example 2.6 has P (Λ) = Q(Λ) =
1 3
2
. If Λ is associated with σ and
P = P (Λ), Q = Q(Λ), we will write
Λ : σ → P,Q
and say that “Λ is a growth from σ to P,Q.” In general, there may be multiple growths
from σ to P,Q.
Another property of growths that follows easily from the definition is that each square
in the grid has one of the following four types:
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µ µ
µ µ
0
ρ ∩ λ ρ
λ ρ ∪ λ
0
with λ 6= ρ
µ λ
λ ν
0
with µ⋖ λ⋖ ν
λ λ
λ
1
ν
with λ⋖ ν
Note that in the second type of square, we either have λ⋖ ρ, ρ⋖λ, or λ∩ ρ⋖λ, ρ⋖λ∪ ρ.
Definition 2.7. A set of local growth rules F• is a choice of bijection
Fλ : D
∗(λ)→ U(λ)
for each partition λ. A growth Λ is an F•-growth diagram if all squares of the third type
satisfy ν = Fλ(µ), and all squares of the fourth type satisfy ν = Fλ(λ).
The key property of local growth rules is that they make the process of constructing
growths deterministic. More precisely, if Λ is an F•-growth diagram and
µ ρ
λ ν
a
is a square in Λ (so a ∈ {0, 1}), then ν is determined by µ, λ, ρ, a, and µ, a are determined
by λ, ρ, ν. This implies that the set of F•-growth diagrams is in bijection with both per-
mutations and pairs of standard Young tableaux of the same shape. Given a permutation
σ, one constructs the unique F•-growth diagram associated with σ by filling the top row
and left column of the grid with the empty partition, and using the bijections Fλ, along
with the positions of 1’s in the permutation matrix, to recursively fill in the rest of the
grid. Similarly, given standard Young tableaux P,Q of the same shape, one fills the right
and bottom edges of the grid with the saturated chains in Young’s lattice corresponding
to P and Q, and then recursively fills in the rest of the grid using the bijections F−1λ .
Thus, each set of local growth rules induces a different bijective proof of the identity
n! =
∑
λ⊢n(fλ)
2.
Remark 2.8. In effect, the framework of growth diagrams transforms a bijective proof
of the up-down commutation relation into a bijective proof of the above identity by
“bijectivizing” the algebraic argument given in the previous section.
We denote by RSF• the bijection from permutations to pairs of standard Young
tableaux induced by the local growth rules F•. We now explain how to translate RSF•
into an insertion algorithm. Suppose Λ is an F•-growth diagram. Let T
(0), . . . , T (n) be
the sequence of partitions in column j − 1 of Λ, from top to bottom. This sequence
corresponds to a partial standard Young tableau T , i.e., a tableau with increasing rows
and columns and no repeated entries (as in the previous section, T (i) is the shape of the
subtableau of T consisting of entries at most i). Let Tˆ be the partial standard Young
tableau corresponding to column j, and suppose σ(j) = k, so that the unique 1 in column
j of Aσ occurs in row k, as shown below.
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T (0)
T (1)
T (k−1)
T (k)
Tˆ (0)
Tˆ (1)
Tˆ (k−1)
Tˆ (k)
0
1
Lemma 2.9. In the situation described above, Tˆ is obtained by inserting k into T ac-
cording to the following algorithm:
• Let c be the outer corner of T (k) which corresponds to FT (k)
(
T (k)
)
. Place k into
this cell. If c is unoccupied in T , the process terminates.
• If c is occupied by an entry z > k, then c is an inner corner of T (z), and T (z−1)
is obtained by removing this inner corner from T (z). Let c′ be the outer corner of
T (z) corresponding to FT (z)
(
T (z−1)
)
, and add z to the cell c′. If c′ is unoccupied in
T , the process terminates. Otherwise, repeat this step with the entry z′ > z which
occupies c′.
Proof. It follows from the definition of growths that T (i) = Tˆ (i) for i < k, and that
T (k−1) = T (k). The partition Tˆ (k) is therefore equal to FT (k)
(
T (k)
)
; this explains the first
step of the algorithm.
For i > k, the definition of growths implies that T (i−1) ⋖ Tˆ (i−1) and T (i) ⋖ Tˆ (i). If
T (i−1) = T (i), then since Tˆ (i−1) is contained in Tˆ (i), we must have Tˆ (i−1) = Tˆ (i). This
says that if T does not have an entry i, then neither does Tˆ . If T (i−1) ⋖ T (i), then there
are two possible cases:
1. T (i) 6= Tˆ (i−1), Tˆ (i) = T (i) ∪ Tˆ (i−1)
2. T (i) = Tˆ (i−1), Tˆ (i) = FT (i)
(
T (i−1)
)
.
Let i0 be the smallest value of i > k for which the second case occurs (assuming there is
such a value). If i is an entry in T which is strictly between k and i0, then the first case
must occur; this says that i is not in the cell c into which k was inserted, and i remains
in the same location in Tˆ . The fact that the second case occurs for i0, and not for any
smaller value of i, means that i0 is located in the cell c. Thus, i0 = z, and this number
appears in Tˆ in the outer corner of T (z) corresponding to the partition FT (z)
(
T (z−1)
)
, as
claimed. The argument now repeats for i > z.
If T is a partial standard Young tableau and k is a number not appearing in T , we
define the F•-insertion of k into T by the algorithm of Lemma 2.9. It follows from the
preceding discussion that if RSF•(σ) = P,Q, then P can be obtained by the successive
F•-insertion of σ1, . . . , σn into the empty tableau, and Q records the growth of P , just
as for usual Robinson–Schensted insertion. In fact, as the reader may verify, the row
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and column versions of Robinson–Schensted described in §2.1 are the special cases of F•-
insertion corresponding to the local growth rules F row• and F
col
• introduced in the previous
section.
It follows immediately from the definition of F•-growth diagrams that the F•-insertion
algorithms have the symmetry property
RSF•(σ) = P,Q ⇐⇒ RSF•(σ
−1) = Q,P.
This is not at all obvious from the description of the insertion procedure, even in the
Robinson–Schensted case. In fact, one of the motivations for defining growth diagrams
was to make this symmetry property of RS transparent.
For completeness, we give a simple description of the local growth rules arising from
the row insertion bijections F row• . For a square
µ ρ
λ
a
the southeast vertex ν is determined by the following rules:
1. If λ 6= ρ, then ν = λ ∪ ρ.
2. If λ = ρ and λ is obtained by adding 1 to µi, then ν is obtained by adding 1 to λi+1.
3. If µ = λ = ρ, then ν = µ if a = 0, and ν is obtained by adding 1 to µ1 if a = 1.
Example 2.10. The F row• -growth diagram associated to the permutation σ = 526134 is
shown below. As in Example 2.6, we omit the 0’s in the permutation matrix, and write
X instead of 1.
X
X
X
X
X
X
∅
∅
∅
∅
∅
∅
∅
∅ ∅ ∅ ∅ ∅ ∅
∅ ∅ ∅ 1 1 1
∅ 1 1 11 11 11
∅ 1 1 11 21 21
∅ 1 1 11 21 31
1 11 11 111 211 311
1 11 21 211 221 321
Reading the right column and bottom row of this diagram, we find
P =
1 3 4
2 6
5
, Q =
1 3 6
2 5
4
,
in agreement with Example 2.3.
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3 Preliminaries on Macdonald polynomials
3.1 Monomial expansion of Macdonald polynomials
We review some basic properties of Macdonald polynomials, following [14, Ch. VI].
The Macdonald symmetric functions Pλ(x; q, t) are symmetric functions in variables
x = (x1, x2, . . .) with coefficients in the field Q(q, t) of rational functions in two addi-
tional variables q and t. They were originally defined as the orthogonal basis obtained by
applying the Gram–Schmidt orthogonalization procedure to the basis of monomial sym-
metric functions (ordered by dominance order), with respect to a certain inner product
that depends on q and t. The elements of the basis dual to the Pλ(x; q, t) with respect
to this inner product are denoted by Qλ(x; q, t). (We will usually refer to the symmetric
functions Pλ and Qλ as Macdonald polynomials, even though they are not polynomials
over any ring!)
Macdonald polynomials generalize many families of symmetric functions. Of impor-
tance to this paper are the q-Whittaker functionsWλ(x; q), the Hall–Littlewood functions
Pλ(x; t), and the Schur functions sλ(x), which are obtained from the Macdonald polyno-
mials by
Wλ(x; q) = Pλ(x; q, 0), Pλ(x; t) = Pλ(x; 0, t), sλ(x) = Pλ(x; q, q).
It follows easily from the definition of the (q, t)-inner product that the Macdonald poly-
nomials satisfy a generalization of the Cauchy identity for Schur functions.
Theorem 3.1 ([14, Ch. VI (4.13)]). Let x = (x1, x2, . . .) and y = (y1, y2, . . .) be two sets
of variables. Then ∏
i,j≥1
(txiyj; q)∞
(xiyj ; q)∞
=
∑
λ
Pλ(x; q, t)Qλ(y; q, t), (3.1)
where (α; q)∞ = (1− α)(1 − αq)(1− αq
2) · · · is the infinite q-Pochhammer symbol.
With a good deal of effort, Macdonald was able to derive explicit formulas for the
monomial expansions of Pλ and Qλ as weighted sums over semistandard Young tableaux.
To describe these expansions, we need some notation. For integers i, j, set
[i, j] = [i, j]q,t = 1− q
itj , bi,j =
[i, j + 1]
[i+ 1, j]
=
1− qitj+1
1− qi+1tj
.
For a partition λ and a cell c ∈ λ, define bλ(c) = baλ(c),ℓλ(c). For µ ⊆ λ, let Rλ/µ (resp.,
Cλ/µ) be the set of all cells of µ which are in a row (resp., column) containing a cell of
λ/µ, and define4
ψλ/µ(q, t) =
∏
c∈Rλ/µ−Cλ/µ
bµ(c)
bλ(c)
, ϕλ/µ(q, t) =
∏
c∈λ/µ
bλ(c)
∏
c∈Cλ/µ
bλ(c)
bµ(c)
.
If c ∈ λ −
(
λ/µ ∪Rλ/µ ∪ Cλ/µ
)
, then bλ(c) = bµ(c), so the rational functions ψλ/µ and
ϕλ/µ are related by
ϕλ/µ(q, t) =
bλ(q, t)
bµ(q, t)
ψλ/µ(q, t), (3.2)
where bκ(q, t) =
∏
c∈κ bκ(c).
4In [14], Macdonald defines Rλ/µ and Cλ/µ to include the cells in λ/µ, so that ϕλ/µ is simply a product
over c ∈ Cλ/µ. We have found our modified definition to be more convenient for the purposes of this paper.
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cCλ/µ
Rλ/µ
Figure 4: A skew diagram λ/µ consisting of a single cell c. The cells of Rλ/µ and Cλ/µ
are colored blue and red, respectively.
Example 3.2. For λ = (7, 5, 5, 2, 1) and µ = (7, 5, 4, 2, 1) as in Figure 4, we have
ψλ/µ(q, t) =
b0,0b2,1b3,2
b2,0b3,1b4,2
, ϕλ/µ(q, t) =
b0,1b2,2
b2,1
.
For a semistandard Young tableau T , define rational functions ψT (q, t), ϕT (q, t) by
ψT (q, t) =
∏
i≥1
ψT (i)/T (i−1)(q, t), ϕT (q, t) =
∏
i≥1
ϕT (i)/T (i−1)(q, t)
where, as in previous sections, T (i) is the shape of the subtableau of T consisting of entries
less than or equal to i.
Theorem 3.3 ([14, Ch. VI (7.13, 7.13′)]). The Macdonald polynomials Pλ(x; q, t) and
Qλ(x; q, t) have the following monomial expansions over semistandard Young tableaux of
shape λ:
Pλ(x; q, t) =
∑
T∈SSYT(λ)
ψT (q, t)x
T , Qλ(x; q, t) =
∑
T∈SSYT(λ)
ϕT (q, t)x
T .
It follows from Theorem 3.3 and (3.2) that the Pλ and Qλ are related by
Qλ(x; q, t) = bλ(q, t)Pλ(x; q, t).
In this paper, we take the somewhat unusual perspective of viewing Theorem 3.3 as
the definition of the Macdonald polynomials Pλ and Qλ. The theory of Schur functions
can be developed in elegant combinatorial fashion by taking the monomial expansion
over semistandard Young tableaux as the starting point (for example, this is Stanley’s
approach in [19, Ch. 7]). We believe that trying to mimic this approach in the more
general Macdonald setting will lead to interesting combinatorial and probabilistic results.
3.2 Up and down operators for Macdonald polynomials
In §2, we saw how the squarefree part of the Cauchy identity for Schur functions can be
proved combinatorially, starting from the monomial expansion of the Schur functions. We
now take the first steps toward an analogous proof of the squarefree part of the generalized
Cauchy identity 3.1.
It is a standard exercise (see, e.g., [14, Ch. VI.2, Ex. 1]) to show that
(tz; q)∞
(z; q)∞
=
∑
k≥0
(t; q)k
(q; q)k
zk, (3.3)
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where (α; q)k = (1 − α)(1 − αq) · · · (1 − αq
k−1). Using this identity and the monomial
expansions of the Macdonald polynomials, one can rewrite the generalized Cauchy identity
in the form ∑
A=(aij )
∏
i,j≥1
(t; q)aij
(q; q)aij
(xiyj)
aij =
∑
P,Q
ψP (q, t)ϕQ(q, t)x
PyQ,
where the first sum is over nonnegative integer matrices with finite support, and the second
sum is over pairs of SSYTs of the same shape. In particular, taking the coefficients of the
squarefree monomial x1 · · · xny1 · · · yn, we obtain the identity
(1− t)n
(1− q)n
n! =
∑
λ⊢n
∑
P,Q
ψP (q, t)ϕQ(q, t), (3.4)
where the inner sum is over pairs of standard Young tableaux of shape λ.
The identity (3.4) can be proved with the aid of a suitable modification of the up
and down operators from §2.2. Let Q(q, t)Y be the vector space over the field of rational
functions in q and t with (orthonormal) basis Y, and define linear operators Uq,t and Dq,t
on Q(q, t)Y by
Uq,tλ =
∑
ν∈U(λ)
ψν/λ(q, t) ν, Dq,tλ =
∑
µ∈D(λ)
ϕλ/µ(q, t)µ. (3.5)
If κ/ρ consists of a single cell, then Rκ/ρ and Cκ/ρ are disjoint, and the cell κ/ρ contributes
a factor of b0,0 to ϕκ/ρ. Thus, the coefficients in (3.5) are given explicitly by
ψν/λ(q, t) =
∏
c∈Rν/λ
bλ(c)
bν(c)
, ϕλ/µ(q, t) =
1− t
1− q
∏
c∈Cλ/µ
bλ(c)
bµ(c)
. (3.6)
Taking the monomial expansions of Theorem 3.3 as the definition of Pλ and Qλ, it
follows immediately from (3.5) that the right-hand side of (3.4) is equal to 〈Dnq,tU
n
q,t∅, ∅〉.
Thus, by exactly the same argument given in §2.2, (3.4) can be deduced from the following
commutation relation.
Theorem 3.4. The (q, t)-up and down operators satisfy the commutation relation
Dq,tUq,t − Uq,tDq,t =
1− t
1− q
I. (3.7)
The main goal of this paper is to give a direct proof of Theorem 3.4. Reasoning as in
§2.2, one sees that (3.7) is equivalent to the identities∑
ν∈U(λ)
ψν/λϕν/λ =
1− t
1− q
+
∑
µ∈D(λ)
ψλ/µϕλ/µ (3.8)
for all partitions λ, and ∑
ν∈U(λ)∩U(ρ)
ψν/λϕν/ρ =
∑
µ∈D(λ)∩D(ρ)
ψρ/µϕλ/µ (3.9)
for λ 6= ρ (for notational convenience, we suppress the dependence of the rational functions
ψ and ϕ on q, t.)
We can quickly dispense with (3.9). As noted in §2.2, the sets U(λ) ∩ U(ρ) and
D(λ)∩D(ρ) are either empty, or they are the singleton sets consisting of λ∪ ρ and λ∩ ρ,
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respectively. In the former case, there is nothing to prove. The latter case occurs when λ
and ρ are the same size and differ by exactly two boxes, which necessarily lie in distinct
rows and columns. In this case, set ν = λ ∪ ρ and µ = λ ∩ ρ. In light of (3.6), we must
show that
1− t
1− q
∏
c∈Rν/λ
bλ(c)
bν(c)
∏
c∈Cν/ρ
bν(c)
bρ(c)
=
1− t
1− q
∏
c∈Rρ/µ
bµ(c)
bρ(c)
∏
c∈Cλ/µ
bλ(c)
bµ(c)
.
It is clear that Rν/λ = Rρ/µ and Cν/ρ = Cλ/µ; denote these sets R and C, respectively,
and let S = R∩ C. Note that S is either empty, or consists of a single cell. If c ∈ R− S,
then bλ(c) = bµ(c) and bν(c) = bρ(c). Similarly, if c ∈ C − S, then bν(c) = bλ(c) and
bρ(c) = bµ(c). Thus, we have∏
c∈Rν/λ
bλ(c)
bν(c)
∏
c∈Cν/ρ
bν(c)
bρ(c)
=
∏
c∗∈S
bλ(c
∗)
bρ(c∗)
∏
c∈R−S
bλ(c)
bν(c)
∏
c∈C−S
bν(c)
bρ(c)
=
∏
c∗∈S
bλ(c
∗)
bρ(c∗)
∏
c∈R−S
bµ(c)
bρ(c)
∏
c∈C−S
bλ(c)
bµ(c)
=
∏
c∈Rρ/µ
bµ(c)
bρ(c)
∏
c∈Cλ/µ
bλ(c)
bµ(c)
,
which proves (3.9).
The proof of (3.8) is much more involved, and is the subject of §4.
Remark 3.5. As in the Schur case, one can generalize the (q, t)-up and down operators to
allow for the addition and removal of horizontal strips. The Cauchy identity for Macdonald
polynomials is then an immediate consequence of a certain commutation relation for these
generalized operators. This commutation relation (which encompasses Theorem 3.4) is
a special case of the skew Cauchy identity for Macdonald polynomials, which, in turn,
can be easily derived from the Macdonald Cauchy identity. Thus, the up-down operator
approach is really an equivalent formulation of the Macdonald Cauchy identity. The point
for us is that the up-down operators come directly from the monomial expansions.
4 (q, t)-local growth rules
In §4.1, we define the notion of a probabilistic bijection between weighted sets. In §4.2-4.5,
we complete the proof of the commutation relation for the (q, t)-up and down operators by
constructing a probabilistic bijection between the sets D∗(λ) and U(λ). In §4.6, we define
the (q, t)-Robinson–Schensted correspondence by treating this probabilistic bijection as a
set of probabilistic local growth rules.
4.1 Probabilistic bijections
The following definition is due to Bufetov and Petrov [4], although they use the term
“bijectivization” (or “coupling”) rather than “probabilistic bijection.” This notion also
plays an important role in [2].
Definition 4.1. Let X and Y be finite sets equipped with weight functions ω : X → k,
ω : Y → k, where k is a field. A probabilistic bijection from (X,ω) to (Y, ω) is a pair of
maps P,P : X × Y → k satisfying
1. For each x ∈ X,
∑
y∈Y
P(x, y) = 1.
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2. For each y ∈ Y ,
∑
x∈X
P(x, y) = 1.
3. For each x ∈ X and y ∈ Y , ω(x)P(x, y) = P(x, y)ω(y).
We will usually write P(x → y) for P(x, y) and P(x ← y) for P(x, y), and think
of the former as the “probability” of moving “forward” from x to y, and the latter as
the “probability” of moving “backward” from y to x. Thus, (1) says that P defines a
“probability distribution” on Y for each x, and (2) says that P defines a “probability
distribution” on X for each y. We put “probability” in quotes because we do not require
P(x, y),P(x, y) ∈ [0, 1] (they need not even be real-valued). We refer to (3) as the
compatibility condition.
Lemma 4.2. If P,P is a probabilistic bijection from (X,ω) and (Y, ω), then∑
x∈X
ω(x) =
∑
y∈Y
ω(y).
Proof. Using properties (1), (3), and (2) successively, we compute∑
x∈X
ω(x) =
∑
x∈X
∑
y∈Y
ω(x)P(x→ y) =
∑
y∈Y
∑
x∈X
P(x← y)ω(y) =
∑
y∈Y
ω(y).
The existence of a probabilistic bijection P,P also implies the more refined identities∑
x∈X
ω(x)P(x→ y) = ω(y),
∑
y∈Y
P(x← y)ω(y) = ω(x).
Remark 4.3. If ω(x) = ω(y) = 1 for all x ∈ X and y ∈ Y , and f : X → Y is a
bijection, then we may take P(x → y) = P(x ← y) = δy,f(x). Thus, the notion of
probabilistic bijection generalizes that of bijection, allowing for situations in which X and
Y have different cardinalities, or the same cardinality but differently distributed weight
functions, etc.
Remark 4.4. Suppose ω(x), ω(y) ∈ R>0 for all x ∈ X, y ∈ Y , so that ω and ω induce
probability distributions PX and PY on X and Y by
PX(x) =
ω(x)∑
x∈X ω(x)
, PY (y) =
ω(y)∑
y∈Y ω(y)
.
Suppose further that ∑
x∈X
ω(x) =
∑
y∈Y
ω(y). (4.1)
In this case, an R>0-valued probabilistic bijection between (X,ω) and (Y, ω) is equivalent
to a joint distribution on X×Y whose marginal distributions are PX and PY , and whose
conditional probabilities are given by the probabilistic bijection. Indeed, if P,P is a
probabilistic bijection, then
Prob(x, y) = PX(x)P(x→ y) = P(x← y)PY (y)
defines a joint distribution on X × Y with marginal distributions PX ,PY .
Conversely, a joint distribution Prob(x, y) with marginal distributions PX ,PY deter-
mines the probabilistic bijection given by
P(x→ y) =
Prob(x, y)
PX(x)
, P(x← y) =
Prob(x, y)
PY (y)
.
Note, however, that the compatibility condition for this probabilistic bijection is equiv-
alent to the identity (4.1), so if our goal is to prove (4.1) by exhibiting a probabilistic
bijection, this viewpoint is not especially useful.
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4.2 The weighted sets (D∗(λ), ωλ) and (U(λ), ωλ)
We return now to the identity
1− t
1− q
+
∑
µ∈D(λ)
ψλ/µϕλ/µ =
∑
ν∈U(λ)
ψν/λϕν/λ. (4.2)
Recall that D∗(λ) = D(λ) ∪ {λ}. Define the weight of µ ∈ D∗(λ) and ν ∈ U(λ) by
ωλ(µ) =

∏
c∈Rλ/µ
bµ(c)
bλ(c)
∏
c∈Cλ/µ
bλ(c)
bµ(c)
if µ ∈ D(λ)
1 if µ = λ,
ωλ(ν) =
∏
c∈Rν/λ
bλ(c)
bν(c)
∏
c∈Cν/λ
bν(c)
bλ(c)
,
so that equation (4.2) becomes (after using (3.6) and dividing both sides by 1−t1−q )∑
µ∈D∗(λ)
ωλ(µ) =
∑
ν∈U(λ)
ωλ(ν). (4.3)
The following example shows that, although the sets D∗(λ) and U(λ) have the same
cardinality, the weights do not allow for a bijective proof of (4.3).
Example 4.5. Let λ = (hv) be a rectangular partition. The elements of D∗(λ) and U(λ)
are shown below (for h = 8, v = 4), together with their weights. The reader may wish to
verify (4.3) in this case.
ωλ D∗(λ) U(λ) ωλ
1
h
v
(1− tv)(1 − qh)
(1− qtv−1)(1− qh−1t)
h
v
(1− tv)(1− qh+1tv−1)
(1− qtv−1)(1− qhtv)
h
v
(1− qh−1tv+1)(1− qh)
(1− qhtv)(1− qh−1t)
h
v
Since we cannot prove (4.3) with a bijection, we believe the next best thing is to prove
it via a probabilistic bijection (Definition 4.1). That is, for each µ ∈ D∗(λ) and ν ∈ U(λ),
we will define “probabilities” Pλ(µ→ ν) and Pλ(µ← ν) such that∑
ν∈U(λ)
Pλ(µ→ ν) = 1 for µ ∈ D
∗(λ), (4.4)
∑
µ∈D∗(λ)
Pλ(µ← ν) = 1 for ν ∈ U(λ), (4.5)
and
ωλ(µ)Pλ(µ→ ν) = Pλ(µ← ν)ωλ(ν). (4.6)
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Remark 4.6. We write “probabilities” because these expressions will actually be rational
functions in q and t, rather than numbers in [0, 1]. However, we will see in Remark 4.18(1)
that when q, t ∈ [0, 1) or q, t ∈ (1,∞), these expressions lie in [0, 1], and are thus actual
probabilities. For this reason, we will consider the rational functions themselves to be
probabilities, even though this is, strictly speaking, an abuse of terminology.
The main ingredient in defining the probabilities Pλ and Pλ is the following pair of
rational expressions. Recall that [i, j] = 1− qitj.
Definition 4.7. For partitions λ⋖ ν, define
αν/λ(q, t) =
∏
c∈Rν/λ
[aλ(c), ℓλ(c) + 1]
[aν(c), ℓν(c) + 1]
∏
c∈Cν/λ
[aλ(c) + 1, ℓλ(c)]
[aν(c) + 1, ℓν(c)]
αν/λ(q, t) =
∏
c∈Rν/λ
[aλ(c) + 1, ℓλ(c)]
[aν(c) + 1, ℓν(c)]
∏
c∈Cν/λ
[aλ(c), ℓλ(c) + 1]
[aν(c), ℓν(c) + 1]
.
It is clear that
ωλ(ν) =
αν/λ(q, t)
αν/λ(q, t)
. (4.7)
To get an intuitive feel for these expressions, it is helpful to set q = t and take the limit
q → 1. For a partition κ, let Hκ =
∏
c∈κ hκ(c) be the product of the hook-lengths of κ.
Lemma 4.8. Suppose λ⋖ ν. Then
lim
q→1
αν/λ(q, q) = lim
q→1
αν/λ(q, q) =
Hλ
Hν
.
Proof. We have
lim
q→1
αν/λ(q, q) = lim
q→1
αν/λ(q, q) =
∏
c∈Rν/λ∪Cν/λ
hλ(c)
hν(c)
.
This product is equal to Hν/Hλ because hν(c
∗) = 1 for the single cell c∗ ∈ ν/λ, and
hλ(c) = hν(c) for each c ∈ λ which is not in the same row or column as c
∗.
In light of Lemma 4.8, we view αν/λ(q, t) and αν/λ(q, t) as (q, t)-analogues of the ratio
Hλ/Hν . For later use, we record a conjugation symmetry of these (q, t)-analogues.
Lemma 4.9. We have
αν/λ(t, q) = αν′/λ′(q, t), αν/λ(t, q) = αν′/λ′(q, t).
Proof. These identities follow from the observation that∏
c∈Rν/λ
[aλ(c), ℓλ(c) + 1]t,q
[aν(c), ℓν(c) + 1]t,q
=
∏
c′∈Cν′/λ′
[aλ′(c
′) + 1, ℓλ′(c
′)]q,t
[aν′(c′) + 1, ℓν′(c′)]q,t
.
4.3 The probabilities
In this section, we give our first definition of the probabilities Pλ(µ→ ν) and Pλ(µ← ν),
and discuss several enumerative identities resulting from the q = t → 1 specialization.
In §4.4 and §4.5, we give two alternative formulations of the probabilities that are better
suited for certain purposes, such as explicit calculations.
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4.3.1 The case µ = λ
We start by defining the probabilities Pλ(µ → ν), Pλ(µ ← ν) in the case µ = λ. Set
n(ν/λ) = n(ν)− n(λ), where n(κ) =
∑
c∈κ ℓκ(c).
Definition 4.10. For ν ∈ U(λ), define
Pλ(λ→ ν) = t
n(ν/λ)αν/λ(q, t), Pλ(λ← ν) = t
n(ν/λ)αν/λ(q, t).
It follows from (4.7) that these expressions satisfy the compatibility condition (4.6),
and the following result shows that the expressions Pλ(λ→ ν) are “probabilities.”
Theorem 4.11. We have ∑
ν∈U(λ)
tn(ν/λ)αν/λ(q, t) = 1.
We will give two proofs of this identity: an algebraic proof via Lagrange interpolation
in §4.5, and a probabilistic proof via a (q, t)-generalization of the Greene–Nijenhuis–Wilf
hook walk in §6.2.
Remark 4.12. In the limit q = t → 1, Theorem 4.11 becomes (by Lemma 4.8) the
identity ∑
ν∈U(λ)
Hλ
Hν
= 1. (4.8)
Let fλ be the number of standard Young tableaux of shape λ. Using the hook-length
formula fλ = |λ|!/Hλ, we may rewrite (4.8) as∑
ν∈U(λ)
fν = (n+ 1)fλ,
where n = |λ|. This is a classical identity known as the upper recursion for the numbers
fλ, and it has many different proofs. For example, it was proved by Greene, Nijenhuis,
and Wilf in [11] using a “random hook walk” (see Theorem 6.2 below). It can also be
proved by comparing the coefficients of a squarefree monomial on either side of the Pieri
rule h1sλ =
∑
ν∈U(λ) sν .
4.3.2 The case µ ∈ D(λ)
For µ ∈ D(λ), set
βλ/µ(q, t) =
1
αλ/µ(q, t)
, βλ/µ(q, t) =
1
αλ/µ(q, t)
.
Also set n′(λ/µ) = n′(λ)− n′(µ), where n′(κ) = n(κ′) =
∑
c∈κ aκ(c).
Definition 4.13. For µ ∈ D(λ) and ν ∈ U(λ), define
Pλ(µ→ ν) = t
n(ν/λ)−n(λ/µ)−1αν/λ(q, t)βλ/µ(q, t)
γν/λ/µ(q, t)
,
Pλ(µ← ν) = t
n(ν/λ)−n(λ/µ)−1
αν/λ(q, t)βλ/µ(q, t)
γν/λ/µ(q, t)
,
where
γν/λ/µ(q, t) =
(1− qn
′(λ/µ)−n′(ν/λ)tn(ν/λ)−n(λ/µ))(1− qn
′(λ/µ)−n′(ν/λ)+1tn(ν/λ)−n(λ/µ)−1)
(1− q)(1− t)
.
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It is immediate from (4.7) that these expressions satisfy the compatibility condition
(4.6). Much less obvious is the fact that they are “probabilities.”
Theorem 4.14. For µ ∈ D(λ), we have∑
ν∈U(λ)
Pλ(µ→ ν) = 1,
and for ν ∈ U(λ), we have ∑
µ∈D∗(λ)
Pλ(µ← ν) = 1.
We prove this result using Lagrange interpolation in §4.5. Equation (4.7) and The-
orems 4.11 and 4.14 show that Pλ and Pλ satisfy (4.4), (4.5), and (4.6), so they give a
probabilistic bijection between the weighted sets (D∗(λ), ωλ) and (U(λ), ωλ).
As in the case µ = λ, it is instructive to consider what happens to these probabilities
in the limit q = t → 1. Suppose µ ∈ D(λ) and ν ∈ U(λ). Let c1 be the cell in the
intersection of the row containing the single cell ν/λ and the column containing the single
cell λ/µ, and let c2 be the cell in the intersection of the column containing ν/λ and the
row containing λ/µ. It is clear that exactly one of c1 and c2 is in λ; call this cell cµ,ν .
(Note that if the cells ν/λ and λ/µ are in the same row or column, then λ/µ = {cµ,ν}.)
Lemma 4.15. If µ ∈ D(λ) and ν ∈ U(λ), then
lim
q→1
γν/λ/µ(q, q) = (hλ(cµ,ν))
2. (4.9)
Thus, we have
lim
q→1
Pλ(µ→ ν)|q,q = lim
q→1
Pλ(µ← ν)|q,q =
(Hλ)
2
HµHν
1
(hλ(cµ,ν))2
.
Proof. It is clear that
lim
q→1
γν/λ/µ(q, q) = (n
′(λ/µ)− n′(ν/λ) + n(ν/λ)− n(λ/µ))2,
so to prove (4.9), it suffices to show that
hλ(cµ,ν) = |n
′(λ/µ)− n′(ν/λ) + n(ν/λ)− n(λ/µ)|. (4.10)
Let (i1, j1) and (i2, j2) be the (Cartesian) coordinates of the single cells ν/λ and λ/µ,
respectively. These coordinates can be expressed as
(i1, j1) = (n
′(ν/λ) + 1, n(ν/λ) + 1),
(i2, j2) = (n
′(λ/µ) + 1, n(λ/µ) + 1).
Observe that cµ,ν = (i1, j2) if i1 ≤ i2, and cµ,ν = (i2, j1) if i1 > i2, so we have
hλ(cµ,ν) =
{
(i2 − i1) + (j1 − j2 − 1) + 1 if i1 ≤ i2
(i1 − i2 − 1) + (j2 − j1) + 1 if ii > i2
(the reader may find it helpful to refer to Figure 5, where cµ,ν is the cell containing two
circles). In both cases (4.10) holds, so we have proved (4.9); the second assertion of the
lemma now follows from Lemma 4.8.
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h1
v2
h2
v3
h3
v4
h4v5
h5
λ(+3)/λ
λ/λ(−2)
××
×
×
×
××××
×
×
Figure 5: The Young diagram of the partition λ = (21, 174, 113, 73, 2), whose parameters
are h = (4, 6, 4, 5, 2) and v = (1, 4, 3, 3, 1). The partition ν = λ(+3) is formed by adding
the shaded blue box to λ, and µ = λ(−2) is formed by removing the shaded red box from
λ. The proof of Proposition 4.17 shows that the cells containing a blue circle (resp., a
blue ×) contribute a factor 1− qitj to the numerator (resp., denominator) of α3 and α3.
Similarly, the cells containing a red circle (resp., a red ×) contribute a factor 1− qitj to
the numerator (resp., denominator) of β2 and β2. The cell containing one circle of each
color is cµ,ν ; the terms coming from this cell are cancelled by the terms in the numerator
of γ′r,s. (The terms in the denominator of γ
′
r,s cancel with the terms coming from the two
red ×’s adjacent to the shaded red box.)
Combining Theorem 4.14, Lemmas 4.8 and 4.15, and the hook-length formula, we
obtain two interesting identities involving the numbers fλ.
Corollary 4.16. Let n = |λ|. For µ ∈ D(λ),∑
ν∈U(λ)
fµfν
(hλ(cµ,ν))2
=
n+ 1
n
(fλ)
2,
and for ν ∈ U(λ),
fλfν
n
+
∑
µ∈D(λ)
fµfν
(hλ(cµ,ν))2
=
n+ 1
n
(fλ)
2.
We have not been able to find these identities in the literature. Although they fol-
low from our algebraic proof of Theorem 4.14, they remain mysterious to us from the
combinatorial and probabilistic points of view. We believe they deserve further study.
4.4 Explicit formulas for the probabilities
In this section, we give more explicit formulas for the probabilities Pλ(µ→ ν) and Pλ(µ←
ν) in terms of a set of parameters associated to the partition λ. These formulas provide
further insight into the probabilities, and they lead to an even more compact formulation
that is essential for the proofs of Theorems 4.11 and 4.14.
Suppose λ is a partition with d distinct part sizes u1 > · · · > ud > 0. Define positive
integers h1, . . . , hd and v1, . . . , vd by taking vi to be the multiplicity of the part ui in λ,
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and setting hi = ui − ui+1 (with ud+1 = 0). The hi (resp., vi) give the lengths of the
horizontal (resp., vertical) segments of the boundary of the Young diagram of λ, starting
from the southeast, as illustrated in Figure 5. We call the vectors h = (h1, . . . , hd) and
v = (v1, . . . , vd) the parameters of λ. Set
hi,j = hi + · · ·+ hj , vi,j = vi + · · ·+ vj
for i ≤ j, and hi,j = vi,j = 0 for i > j.
The set U(λ) consists of d + 1 elements, which we denote by λ(+0), . . . , λ(+d), where
λ(+s) is obtained from λ by adding a box in row v1,s + 1. The set D
∗(λ) also consists of
d+1 elements, which we denote by λ(−0), . . . , λ(−d), where λ(−0) = λ, and for r ≥ 1, λ(−r)
is obtained from λ by removing a box from row v1,r. This is illustrated in Figure 5.
For r, s ∈ {0, . . . , d}, set
pr,s(q, t) = Pλ(λ
(−r) → λ(+s)), pr,s(q, t) = Pλ(λ
(−r) ← λ(+s)).
For s ∈ {0, . . . , d} and r ∈ {1, . . . , d}, define αs(q, t), αs(q, t), βr(q, t), βr(q, t), γr,s(q, t) by
αs(q, t) = αλ(+s)/λ(q, t), βr(q, t) = βλ/λ(−r)(q, t), γr,s(q, t) = γλ(+s)/λ/λ(−r)(q, t), etc.
Often the partition λ will be clear from context; if not, we will write pr,s[λ](q, t), αs[λ](q, t),
etc. We will frequently omit the dependence of these expressions on q and t when we are
not specializing either variable.
Proposition 4.17. Suppose λ has d distinct part sizes and parameters (h1, . . . , hd) and
(v1, . . . , vd). Recall that [i, j] = 1−q
itj , and set [i, j]+ = [i+1, j−1], [i, j]− = [i−1, j+1].
We have
αs =
s∏
i=1
[hi,s, vi+1,s]
[hi,s, vi,s]
d∏
i=s+1
[hs+1,i−1, vs+1,i]
[hs+1,i, vs+1,i]
,
αs =
s∏
i=1
[hi,s, vi+1,s]
−
[hi,s, vi,s]−
d∏
i=s+1
[hs+1,i−1, vs+1,i]
+
[hs+1,i, vs+1,i]+
,
βr =
r−1∏
i=1
[hi,r−1, vi,r]
+
[hi,r−1, vi+1,r]+
×
[0, vr]
+
[0, 1]+
[hr, 0]
−
[1, 0]−
×
d∏
i=r+1
[hr,i, vr+1,i]
−
[hr,i−1, vr+1,i]−
,
βr =
r−1∏
i=1
[hi,r−1, vi,r]
[hi,r−1, vi+1,r]
×
[0, vr ]
[0, 1]
[hr, 0]
[1, 0]
×
d∏
i=r+1
[hr,i, vr+1,i]
[hr,i−1, vr+1,i]
,
γr,s =
γ
′
r,s if 0 < r ≤ s
γ′r,s · q
−1−2hs+1,r−1 · t1−2vs+1,r if r > s,
where
γ′r,s =

[hr,s, vr+1,s][hr,s, vr+1,s]
−
[0, 1][1, 0]
if 0 < r ≤ s
[hs+1,r−1, vs+1,r][hs+1,r−1, vs+1,r]
+
[0, 1][1, 0]
if r > s.
Thus, the probabilities can be written as
pr,s(q, t) =

tv1,sαs if r = 0
τr,s
αsβr
γ′r,s
if r > 0,
pr,s(q, t) =

tv1,sαs if r = 0
τr,s
αsβr
γ′r,s
if r > 0,
(4.11)
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where
τr,s =
{
tvr+1,s if 0 < r ≤ s
q1+2hs+1,r−1 · t−1+vs+1,r if r > s.
Before giving the proof, we make several observations and give an example.
Remark 4.18.
1. Since the parameters hi and vi are strictly positive, one can easily verify that each
of the factors 1 − qitj appearing in (4.11) satisfies i, j ≥ 0 and i + j > 0, and that
the exponents of q and t in τr,s are nonnegative. This makes it clear that Pλ(µ→ ν)
and Pλ(µ ← ν) are nonnegative whenever q, t ∈ [0, 1) or q, t ∈ (1,∞); since these
expressions sum to 1, they are honest probabilities in such specializations.
2. Each of the factors 1 − qitj appearing in the formulas (4.11) is associated with a
particular cell of Rν/λ, Cν/λ,Rλ/µ, or Cλ/µ, where ν = λ
(+s) and µ = λ(−r). These
cells are marked in Figure 5. The proof of Proposition 4.17 consists in verifying
that all the other terms in the products defining αν/λ, βλ/µ, etc. cancel out.
Example 4.19. If λ has one distinct part size, then λ = (hv11 ) is a rectangle. Writing
h = h1, v = v1, we have
α0 =
1− tv
1− qhtv
, α1 =
1− qh
1− qhtv
, β1 =
(1− qtv−1)(1 − qh−1t)
(1− q)(1− t)
,
and the probabilities pr,s are:
p0,0 =
1− tv
1− qhtv
p0,1 = t
v 1− q
h
1− qhtv
p1,0 = qt
v−1 1− q
h−1t
1− qhtv
p1,1 =
1− qtv−1
1− qhtv
.
Similarly, the probabilities pr,s are:
p0,0 =
1− qtv−1
1− qh+1tv−1
p0,1 = t
v 1− q
h−1t
1− qh−1tv+1
p1,0 = qt
v−1 1− q
h
1− qh+1tv−1
p1,1 =
1− tv
1− qh−1tv+1
.
Proof of Proposition 4.17. Let ν = λ(+s). By definition,
αs = αν/λ =
∏
c∈Rν/λ
[aλ(c), ℓλ(c) + 1]
[aν(c), ℓν(c) + 1]
∏
c∈Cν/λ
[aλ(c) + 1, ℓλ(c)]
[aν(c) + 1, ℓν(c)]
. (4.12)
Write (x, y) = (hs+1,d + 1, v1,s + 1) for the coordinates of the cell ν/λ. For i = 1, . . . , s,
the contribution to the second product in (4.12) from the cells (x, v1,i−1 +1), . . . , (x, v1,i)
is
[hi,s, vi,s − 1]
[hi,s, vi,s]
[hi,s, vi,s − 2]
[hi,s, vi,s − 1]
· · ·
[hi,s, vi,s − vi]
[hi,s, vi,s − vi + 1]
=
[hi,s, vi+1,s]
[hi,s, vi,s]
.
For i = s + 1, . . . , d, the contribution to the first product from the cells (hi+1,d +
1, y), . . . , (hi,d, y) is
[hs+1,i − 1, vs+1,i]
[hs+1,i, vs+1,i]
[hs+1,i − 2, vs+1,i]
[hs+1,i − 1, vs+1,i]
· · ·
[hs+1,i − hi, vs+1,i]
[hs+1,i − hi + 1, vs+1,i]
=
[hs+1,i−1, vs+1,i]
[hs+1,i, vs+1,i]
.
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This proves the formula for αs. The formulas for αs, βr, and βr are proved in the same
way, using µ = λ(−r) instead of ν = λ(+s) for the latter two; we omit the details. The
formula for γr,s comes from the observation that
n′(ν/λ) = hs+1,d n
′(λ/µ) = hr,d − 1
n(ν/λ) = v1,s n(λ/µ) = v1,r − 1
together with (in the case r > s) the identity [−i,−j] = −q−it−j[i, j].
One immediate consequence of the formulas (4.11) and Remark 4.18(1) is that
pr,s(0, 0) = pr,s(0, 0) = δr,s
(the Kronecker delta). That is, when q = t = 0, the probabilistic bijection Pλ,Pλ
reduces to the bijection F rowλ (see §2.2), which gives rise to the growth rules for ordinary
Robinson–Schensted. This is consistent with the fact that setting q = t = 0 turns the
Macdonald polynomials into the Schur polynomials. Note, however, that although setting
q = t is enough to recover the Schur polynomials, this specialization does not “trivialize”
the probabilities! Instead, we obtain a one-parameter family of probabilistic bijections
between the (trivially) weighted sets (D∗(λ), 1) and (U(λ), 1), which contains the bijection
F rowλ at one extreme. The q = t specialization is further examined in §5.3.
4.5 Proofs of Theorems 4.11 and 4.14
For the proofs of Theorem 4.11 and Theorem 4.14, we rewrite the probabilities pr,s and
pr,s in a more compact form.
Proposition 4.20. Let λ be a partition with parameters (h1, . . . , hd) and (v1, . . . , vd).
Make the change of variables
xi = h1,i, yi = v1,i
for 1 ≤ i ≤ d, and set x0 = y0 = 0. We have
p0,s =
d∏
i=1
(qxstys − qxi−1tyi)
d∏
i=0
i 6=s
(qxstys − qxityi)
, p0,s =
d∏
i=1
(qxs−1tys+1 − qxi−1tyi)
d∏
i=0
i 6=s
(qxs−1tys+1 − qxityi)
, (4.13)
and for r > 0,
pr,s =
d∏
i=0
i 6=s
qxr−1+1tyr−1 − qxityi
qxstys − qxityi
d∏
i=1
i 6=r
qxstys − qxi−1tyi
qxr−1+1tyr−1 − qxi−1tyi
, (4.14)
pr,s =
d∏
i=0
i 6=s
qxr−1tyr − qxityi
qxs−1tys+1 − qxityi
d∏
i=1
i 6=r
qxs−1tys+1 − qxi−1tyi
qxr−1tyr − qxi−1tyi
. (4.15)
Proof. The formulas follow directly from the explicit expressions for the probabilities
pr,s, pr,s in Proposition 4.17. We explain this for p0,s in more detail; the other formulas are
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obtained analogously. Using the change of variables and the identity [i, j] = −qitj[−i,−j],
we obtain
p0,s = t
ys
s∏
i=1
[xs − xi−1, ys − yi]
[xs − xi−1, ys − yi−1]
d∏
i=s+1
[xi−1 − xs, yi − ys]
[xi − xs, yi − ys]
= tys
s∏
i=1
qxs−xi−1tys−yi [xi−1 − xs, yi − ys]
qxs−xi−1tys−yi−1 [xi−1 − xs, yi−1 − ys]
d∏
i=s+1
[xi−1 − xs, yi − ys]
[xi − xs, yi − ys]
=
d∏
i=1
(1− qxi−1−xstyi−ys)
d∏
i=0
i 6=s
(1− qxi−xstyi−ys)
=
d∏
i=1
(qxstys − qxi−1tyi)
d∏
i=0
i 6=s
(qxstys − qxityi)
.
The main idea of our proof is to use Lagrange interpolation.
Lemma 4.21. Let f(x) be a function and If (x) its interpolation polynomial at the d+1
pairwise different positions a0, . . . , ad, which is given by
If (x) =
d∑
s=0
f(as)
d∏
i=0
i 6=s
x− ai
as − ai
.
If f is a polynomial of degree at most d, then f(x) = If (x).
Proof. Both f and If are polynomials of degree at most d which agree at the d + 1
positions a0, . . . , ad, so they are equal.
Proof of Theorem 4.11. Writing ai = q
xityi and bi = q
xityi−1 , we have
p0,s =
d∏
i=1
(as − bi)
d∏
i=0
i 6=s
(as − ai)
. (4.16)
(Note that since hi, vi > 0, the xi and yi, and thus the ai, are distinct.) The sum
∑d
s=0 p0,s
is the leading coefficient of the interpolation polynomial
If (x) =
d∑
s=0
d∏
i=1
(as − bi)
d∏
i=0
i 6=s
x− ai
as − ai
for f(x) =
∏d
i=1(x− bi), and hence by Lemma 4.21 equal to 1.
Proof of Theorem 4.14. Fix r > 0. Set ai = q
xityi for 0 ≤ i ≤ d and bi = q
xi−1tyi for
1 ≤ i ≤ d, with the exception br = q
xr−1+1tyr−1. This allows us to rewrite pr,s as
pr,s =
d∏
i=0
i 6=s
br − ai
as − ai
d∏
i=1
i 6=r
as − bi
br − bi
. (4.17)
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For f(x) =
d∏
i=1
i 6=r
(x− bi), Lemma 4.21 states that
d∏
i=1
i 6=r
(x− bi) =
d∑
s=0
d∏
i=1
i 6=r
(as − bi)
d∏
i=0
i 6=s
x− ai
as − ai
.
By dividing both sides by f(x) and setting x = br, we obtain 1 =
∑d
s=0 pr,s. (The posi-
tivity of hi and vi implies that br 6= bi for i 6= r.)
Now fix s ≥ 0. Set ai = q
xityi for 0 ≤ i ≤ d, with the exception as = q
xs−1tys+1, and
set bi = q
xi−1tyi for 1 ≤ i ≤ d. This allows us to rewrite pr,s as
p0,s =
d∏
i=1
(as − bi)
d∏
i=0
i 6=s
(as − ai)
, pr,s =
d∏
i=0
i 6=s
br − ai
as − ai
d∏
i=1
i 6=r
as − bi
br − bi
for r > 0. (4.18)
We consider the interpolation polynomial If for the degree d− 1 polynomial
f(x) =
d∏
i=0
i 6=s
(x− ai)−
d∏
i=1
(x− bi),
at the positions b1, . . . , bd. Lemma 4.21 implies
d∏
i=0
i 6=s
(x− ai)−
d∏
i=1
(x− bi) =
d∑
r=1
 d∏
i=0
i 6=s
(br − ai)−
d∏
i=1
(br − bi)
 d∏
i=1
i 6=r
x− bi
br − bi
.
By setting x = as, adding
∏d
i=1(as − bi) to both sides and then dividing by
d∏
i=0
i 6=s
(as − ai),
we obtain
1 =
d∑
r=1
d∏
i=0
i 6=s
br − ai
as − ai
d∏
i=1
i 6=r
as − bi
br − bi
+
d∏
i=1
(as − bi)
d∏
i=0
i 6=s
(as − ai)
=
d∑
r=0
pr,s.
Remark 4.22. Remarkably, the expressions for pr,s and pr,s in (4.16), (4.17), and (4.18)
coincide with the expressions obtained by setting ai = xi + yi and bi = xi−1 + yi in the
expressions limq→1 pr,s(q, q) and limq→1 pr,s(q, q). Thus, proving Theorems 4.11 and 4.14
for arbitrary q, t is equivalent to proving them in the limit q = t→ 1.
4.6 qRSt: Definition and examples
In §4.2-4.5, we proved the commutation relation for the (q, t)-up and down operators by
introducing a family of probabilistic bijections Pλ,Pλ between the weighted sets D
∗(λ)
29
and U(λ). In this section, we introduce the probabilistic insertion algorithm qRSt by
interpreting the Pλ as (probabilistic) local growth rules.
We freely use the definitions and notation from §2.3. Let Λ be a growth, and suppose
 ∈ Λ is a square in the n × n grid whose vertices are labeled by Λ. The square  has
one of the following three types of configurations of vertices:5
Type I
µ µ
µ µ
Type II
ρ ∩ λ ρ
λ ρ ∪ λ
with λ 6= ρ
Type III
µ λ
λ ν
with µ ∈ D∗(λ), ν ∈ U(λ)
Set
P(Λ) =
∏
∈Λ
P(), P(Λ) =
∏
∈Λ
P(),
where
P() =
{
Pλ(µ→ ν) if  is of type III
1 otherwise,
P() =
{
Pλ(µ← ν) if  is of type III
1 otherwise.
Definition 4.23. Suppose σ ∈ Sn and P,Q ∈ SYT(λ) for some λ ⊢ n. Define
P(σ → P,Q) =
∑
Λ:σ→P,Q
P(Λ), P(σ ← P,Q) =
∑
Λ:σ→P,Q
P(Λ).
Theorem 4.24. The expressions P(σ → P,Q) and P(σ ← P,Q) define a probabilistic
bijection between the weighted sets (Sn, ω) and
(⊔
λ⊢n
SYT(λ)× SYT(λ), ω
)
, where
ω(σ) =
(1− t)n
(1− q)n
and ω(P,Q) = ψP (q, t)ϕQ(q, t).
Moreover, P(σ → P,Q) and P(σ ← P,Q) take values in [0, 1] when q, t ∈ [0, 1) or
q, t ∈ (1,∞).
Proof. For a fixed permutation σ, one can obtain all the growths associated with σ by
starting with the empty partition along the north and west boundaries, and recursively
filling in the rest of the diagram. When the northwest, southwest, and northeast vertices
(µ, λ, ρ, respectively) of a square have been filled in, there is either a unique choice for the
southeast vertex ν (for type I and II squares), or ν is chosen according to the probability
distribution Pλ(µ→ ν) (for type III squares). Thus, the fact that the expressions P(σ →
P,Q) sum to 1 for fixed σ follows from the fact that the “local probabilities” Pλ(µ→ ν)
sum to 1 for fixed µ and λ. Also, since the “local probabilities” take values in [0, 1] for
q, t ∈ [0, 1) or q, t ∈ (1,∞) by Remark 4.18(1), the same is true of P(σ → P,Q).
Similarly, by starting with a fixed pair P,Q along the east and south boundaries and
recursively filling in the rest of the growth according to the “local backward probabilities”
5Here we ignore the entry of the permutation matrix in the middle of the square, which allows us to
merge the third and fourth configurations that appeared in §2.3 into a single type.
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Pλ(µ← ν), one sees that the expressions P(σ ← P,Q) sum to 1 for fixed P,Q, and take
values in [0, 1] for the appropriate values of q, t.
Finally, the compatibility relation ω(σ)P(σ → P,Q) = P(σ ← P,Q)ω(P,Q) follows
from Lemma 4.25 below.
Lemma 4.25. If Λ is a growth from σ to P,Q, then
(1− t)n
(1− q)n
P(Λ) = P(Λ)ψP (q, t)ϕQ(q, t).
Proof. Let L be a lattice path in Λ from the northeast corner (0, n) to the southwest
corner (n, 0) consisting of unit steps to the south or west. Let ω(L) be the product of the
weights of the edges in L, where a vertical edge
µ
|
λ
has weight ψλ/µ(q, t), and a horizontal
edge µ−ρ has weight ϕρ/µ(q, t) (by definition, ψλ/λ = ϕλ/λ = 1). Observe that the lattice
path consisting of n south steps followed by n west steps has weight ψP (q, t)ϕQ(q, t).
Let nw(L) be the set of squares of Λ between L and the path consisting of n west steps
followed by n south steps, and let nw(L)∩σ be the subset of squares in nw(L) containing
a 1 of the permutation matrix Aσ. Define a partial order on the set of lattice paths by
L ≤ L′ if nw(L) ⊆ nw(L′). We will prove by induction with respect to this partial order
that
(1− t)| nw(L)∩σ|
(1− q)|nw(L)∩σ|
∏
∈nw(L)
P() = ω(L)
∏
∈nw(L)
P(). (4.19)
The base case is the path consisting of n west steps followed by n south steps, for
which both sides of (4.19) are equal to 1. For the induction step, it suffices to consider the
case where nw(L′) is obtained from nw(L) by adding a single square, as depicted below.
ϕρ/µ
ψλ/µ
µ ρ
λ ν
a
ϕν/λ
ψν/ρ
µ ρ
λ ν
a
The path L contains the red edges connecting λ and ρ with µ, and the path L′ contains
the blue edges connecting λ and ρ with ν; otherwise the paths are the same. We assume
that (4.19) holds for L, and show that it holds for L′ in each of the following four cases.
Case 1: a = 0, µ = λ = ρ = ν
In this case, replacing L with L′ has no effect on (4.19).
Case 2: a = 0, λ 6= ρ
In this case,  is of type II, so P() = P() = 1, and the effect of replacing L with
L′ is to multiply the right-hand side of (4.19) by
ψν/ρϕν/λ
ψλ/µϕρ/µ
. (4.20)
If µ = λ, then ν = ρ, and the expression (4.20) is trivially equal to 1. Similarly, if µ = ρ,
then ν = λ, and again (4.20) is equal to 1. Finally, if µ 6= λ, ρ, then (4.20) is equal to 1
by the argument used in §3.2 to prove the identity (3.9).
Case 3: a = 0, µ⋖ λ = ρ⋖ ν
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In this case, replacing L with L′ multiplies the left- and right-hand sides of (4.19) by
Pλ(µ→ ν), Pλ(µ← ν)
ψν/λϕν/λ
ψλ/µϕλ/µ
,
respectively. These two expressions are equal by the compatibility condition for the
probabilistic bijection Pλ,Pλ.
Case 4: a = 1, µ = λ = ρ⋖ ν
In this case, replacing L with L′ multiplies the left- and right-hand sides of (4.19) by
1− t
1− q
Pλ(λ→ ν), Pλ(λ← ν)ψν/λϕν/λ,
respectively. As in the previous case, these two expressions are equal by the compatibility
condition for the probabilistic bijection Pλ,Pλ.
Theorem 4.24 accomplishes our goal of proving the squarefree part of the Macdonald
Cauchy identity by a probabilistic bijection. It also implies the more refined identities
(1− t)n
(1− q)n
∑
σ∈Sn
P(σ → P,Q) = ψP (q, t)ϕQ(q, t),
∑
P,Q
P(σ ← P,Q)ψP (q, t)ϕQ(q, t) =
(1− t)n
(1− q)n
.
The probabilities P(σ → P,Q) and P(σ ← P,Q) enjoy a symmetry property which
generalizes that of Robinson–Schensted.
Theorem 4.26. For any permutation σ and pair of standard Young tableaux P,Q, we
have
P(σ → P,Q) = P(σ−1 → Q,P ),
and similarly for P.
Proof. If Λ is a growth from σ to P,Q, then its transpose Λt (i.e., the reflection of Λ in
the main diagonal) is a growth from σ−1 to Q,P . It is clear that P() is unchanged by
swapping the partitions at the northeast and southwest corners of , so P(Λ) = P(Λt),
and the result follows.
The discussion in §2.3 (and especially Lemma 2.9) explains how to translate the (q, t)-
local growth rules into a probabilistic insertion algorithm. Recall that for a semistandard
Young tableau T , T (k) is the shape of the subtableau consisting of entries at most k.
Definition 4.27. Let T be a partial standard Young tableau, and let k be a number
which is not an entry of T . The (q, t)-Robinson–Schensted (qRSt) insertion of k into T ,
denoted
T
qRSt
←−−− k,
is the probability distribution computed as follows:
• For each ν ∈ U(T (k)), place k in the cell ν/T (k) with probability PT (k)(T
(k) → ν).
• Suppose an entry z of T is bumped by the placement of a smaller number. For each
ν ∈ U(T (z)), place z in the cell ν/T (z) with probability PT (z)(T
(z−1) → ν).
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Example 4.28. The insertion
1 3 4
2 5 7 qRSt
←−−− 6 produces
1 3 4 6
2 5 7
with probability p0,0[(3, 2)] =
(1− t)(1− qt2)
(1− qt)(1− q3t2)
1 3 5 7
2 5 6
with probability p0,1[(3, 2)]p1,0[(3, 3)] = qt
2 (1− q)(1 − t)
(1− qt)(1− q3t2)
1 3 4
2 5 6
7
with probability p0,1[(3, 2)]p1,1[(3, 3)] = t
(1− q)(1− t)
(1− q2t)(1− q3t2)
1 3 4
2 5 7
6
with probability p0,2[(3, 2)] = t
2 (1− q
2)(1 − q3t)
(1− q2t)(1− q3t2)
.
We have computed these probabilities using the formulas of Proposition 4.17.
It follows from the preceding definitions and the discussion in §2.3 that the proba-
bilities P(σ → P,Q) can be computed by recursively inserting σ1, . . . , σn into the empty
tableau according to qRSt, and summing the probabilities of all “insertion paths” that
lead to the pair P,Q. For the permutations in the symmetric group S2, these probabilities
appeared in Figure 2 in the Introduction.
It is interesting to consider the insertion of the identity permutation. In this case, no
bumping occurs, since at each step the number being inserted is larger than all entries
currently in the tableau. This means that only the probabilities Pλ(λ → ν) come into
play, and the recording tableau is equal to the insertion tableau. Using the definition of
the probabilities Pλ(λ→ ν) (Definition 4.10), we obtain the following result.
Lemma 4.29. For a pair (P,Q) of standard tableaux of the same shape, we have
P(id→ P,Q) =

tn(λ)
|λ|∏
i=1
αP (i)/P (i−1)(q, t) if P = Q has shape λ
0 otherwise.
(4.21)
By Lemma 4.8, we have limq→1 αν/λ(q, q) = Hλ/Hν , so in this specialization, (4.21)
simplifies to
P(id → P,Q)|q=t→1 =

1
Hλ
if P = Q has shape λ
0 otherwise.
(4.22)
By the hook-length formula, this probability may also be expressed as fλ/|λ|!. We con-
clude that in the q = t→ 1 specialization, the probability that the identity permutation
inserts to a pair of SYTs of shape λ is given by the Plancherel measure (fλ)
2/|λ|!.
5 Specializations
5.1 Column insertion: inverting q and t
TheMacdonald polynomials Pλ andQλ behave very simply under the substitution (q, t) 7→
(q−1, t−1):
Pλ(x; q
−1, t−1) = Pλ(x; q, t), Qλ(x; q
−1, t−1) = (qt−1)|λ|Qλ(x; q, t).
33
If we take the monomial expansions of Theorem 3.3 as the definition of Pλ and Qλ, this
follows from the identities
ψλ/µ(q
−1, t−1) = ψλ/µ(q, t), ϕλ/µ(q
−1, t−1) = (qt−1)|λ/µ|ϕλ/µ(q, t). (5.1)
It also follows from (5.1) that the weights ω, ω of µ ∈ D∗(λ) and ν ∈ U(λ) are
unchanged by the substitution (q, t) 7→ (q−1, t−1). The expressions Pλ(µ → ν) and
Pλ(µ← ν), however, are not invariant under this substitution. For reasons that will soon
become clear, we write Pcolλ ,P
col
λ for the expressions obtained by substituting (q, t) 7→
(q−1, t−1) in the definition of Pλ and Pλ. Similarly, using the notation introduced in §4.4,
we write
pcolr,s(q, t) = pr,s(q
−1, t−1), pcolr,s(q, t) = pr,s(q
−1, t−1).
(When we want to emphasize the dependence on λ, we will write pcolr,s [λ], p
col
r,s [λ]). By
Remark 4.18, the expressions pr,s(q, t) and pr,s(q, t) are honest probabilities whenever
q, t ∈ [0, 1) or q, t ∈ (1,∞), so the same is true of pcolr,s and p
col
r,s. In fact, these two sets of
expressions differ by a monomial in q and t.
Lemma 5.1. For a partition λ with parameters (h1, . . . , hd) and (v1, . . . , vd), we have
pcolr,s(q, t) =

qhs+1,dαs if r = 0
τ colr,s
αsβr
γ′r,s
if r > 0,
pcolr,s(q, t) =

qhs+1,dαs if r = 0
τ colr,s
αsβr
γ′r,s
if r > 0,
(5.2)
where
τ colr,s =
{
q−1+hr,s · t1+2vr+1,s if 0 < r ≤ s
qhs+1,r−1 if r > s.
Proof. Applying the identity
[i, j]q−1 ,t−1 = −q
−it−j[i, j]q,t
to the formulas in Proposition 4.17, we find that
αs(q
−1, t−1) = qhs+1,d · tv1,sαs(q, t) αs(q
−1, t−1) = qhs+1,d · tv1,sαs(q, t)
βr(q
−1, t−1) = q−hr,d+1 · t−v1,r+1βr(q, t) βr(q
−1, t−1) = q−hr,d+1 · t−v1,r+1βr(q, t)
γ′r,s(q
−1, t−1) =
{
q2−2hr,s · t−2vr+1,sγ′r,s(q, t) if 0 < r ≤ s
q−2hs+1,r−1 · t2−2vs+1,rγ′r,s(q, t) if r > s.
Now (5.2) follows from (4.11).
We observed at the end of §4.4 that pr,s(0, 0) = δr,s, so the q = t = 0 specialization of
qRSt is the row insertion version of Robinson–Schensted. It follows from Lemma 5.1 that
lim
q→∞
pr,s(q, q) = p
col
r,s(0, 0) = δr−1,s
where we interpret δ−1,s as δd,s. Thus, the q = t→∞ limit of qRSt is the column inser-
tion version of Robinson–Schensted.
Another useful feature of the column insertion probabilities is that interchanging q
and t relates the row insertion probabilities associated to λ and the column insertion
probabilities associated to the conjugate partition λ′.
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Lemma 5.2. Let λ be a partition with d distinct part sizes. For r, s ∈ {0, . . . , d}, we have
pr,s[λ](t, q) = p
col
d+1−r,d−s[λ
′](q, t), pr,s[λ](t, q) = p
col
d+1−r,d−s[λ
′](q, t),
where we interpret the first subscript modulo d+ 1 (e.g., pcold+1,s[λ
′] = pcol0,s[λ
′]).
Proof. It is clear that
(λ(+s))′ = (λ′)(+(d−s)), (λ(−r))′ = (λ′)(−(d+1−r))
for r, s ∈ {0, . . . , d} (with (λ′)(−(d+1)) = (λ′)(−0) = λ′). Thus, by Lemma 4.9, we have
αs[λ](t, q) = αd−s[λ
′](q, t), βr[λ](t, q) = βd+1−r[λ
′](q, t),
and similarly for α and β.
If λ has horizontal parameters (h1, . . . , hd) and vertical parameters (v1, . . . , vd), then
λ′ has horizontal parameters (vd, . . . , v1) and vertical parameters (hd, . . . , h1). Using this,
one verifies that
(γ′)r,s[λ](t, q) = (γ
′)d+1−r,d−s[λ
′](q, t), τr,s[λ](t, q) = τ
col
d+1−r,d−s[λ
′](q, t),
and the result follows from (4.11) and (5.2).
5.2 q-Whittaker and Hall–Littlewood specializations
We now consider the t = 0 (q-Whittaker) and q = 0 (Hall–Littlewood) specializations
of the probabilities pr,s(q, t) and p
col
r,s(q, t), and we describe the corresponding q- and t-
deformations of Robinson–Schensted. To describe these specializations, it is convenient
to set
qk+h0 = tk+vd+1 = 0 (5.3)
for any integer k. If we assume q, t ∈ [0, 1) (which is necessary if we want the specialized
probabilities to lie in [0, 1]), this can be interpreted as adding an infinite row beneath the
first row of λ, and an infinite column to the left of the first column of λ.
Recall that T (z) is the shape of the subtableau of T consisting of entries at most z, so
T
(z)
i is the number of entries in row i of T which are at most z.
Lemma 5.3 (q-Whittaker specializations). Suppose λ has parameters (h1, . . . , hd) and
(v1, . . . , vd).
1. The probabilities pr,s(q, 0) are given by
pr,s(q, 0) = δr,s if r = 0 or vr > 1,
pr,s(q, 0) =

q(1− qhr−1)
1− q1+hr−1
if s = r − 1
1− q
1− q1+hr−1
if s = r
0 otherwise
if r > 0 and vr = 1.
These probabilities give rise to a q-deformation of row insertion in which T ← k is
computed by the following rules:
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• Insert k into the first row.
• If z is bumped from row i, insert z into
row i with probability
q(1− qT
(z)
i−1−T
(z)
i )
1− q1+T
(z)
i−1−T
(z)
i
row i+ 1 with probability
1− q
1− q1+T
(z)
i−1−T
(z)
i
.
2. The probabilities pcolr,s(q, 0) are given by
pcol0,s(q, 0) = q
hs+1,d(1− qhs),
pcolr,s(q, 0) =
q
hs+1,r−1(1− qhs) if s < r
0 if s ≥ r
if r > 0 and vr > 1,
pcolr,s(q, 0) =

qhs+1,r−1(1− q)(1 − qhs)
1− q1+hr−1
if s < r − 1
1− qhr−1
1− q1+hr−1
if s = r − 1
0 if s ≥ r
if r > 0 and vr = 1.
These probabilities give rise to a q-deformation of column insertion in which T ← k
is computed by the following rules:
• Insert k into row j with probability
qT
(k)
j (1− qT
(k)
j−1−T
(k)
j ).
• If z is bumped from row i, insert z into row j ≤ i with probability
1− qT
(z)
i−1−T
(z)
i
1− q1+T
(z)
i−1−T
(z)
i
if j = i
(1− q)qT
(z)
j −T
(z)
i (1− qT
(z)
j−1−T
(z)
j )
1− q1+T
(z)
i−1−T
(z)
i
if j < i.
Remark 5.4. The q-deformation of row insertion described in Lemma 5.3(1) was intro-
duced by Borodin and Petrov [1], and extended to RSK generality by Matveev and Petrov
[15].
The q-deformation of column insertion described in Lemma 5.3(2) was introduced by
O’Connell and Pei in an equivalent but rather different form [16]. Pei reformulated the
algorithm in essentially the form we have given [17]. The O’Connell–Pei algorithm allows
for the insertion of words, not just permutations.
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Proof of Lemma 5.3. According to (4.11) and (5.2), we have
pr,s =

tv1,sαs if r = 0
τr,s
αsβr
γ′r,s
if r > 0
pcolr,s =

qhs+1,dαs if r = 0
τ colr,s
αsβr
γ′r,s
if r > 0
where
τr,s =
{
tvr+1,s if 0 < r ≤ s
q1+2hs+1,r−1 · t−1+vs+1,r if r > s
τ colr,s =
{
q−1+hr,s · t1+2vr+1,s if 0 < r ≤ s
qhs+1,r−1 if r > s.
As noted in Remark 4.18(2), the formulas in Proposition 4.17 express αs, βr, and γ
′
r,s as
products of terms of the form 1 − qitj with i, j ≥ 0 and i + j > 0. When t = 0, such
a term becomes 1 if j = 0, and 1 − qi otherwise. Examining those formulas (and using
(5.3)), we find
αs(q, 0) = 1− q
hs , βr(q, 0) =

1
1− q1+hr−1
if vr = 1
1
1− q
if vr > 1,
γ′r,s(q, 0) =

1− qhr
1− q
if s = r
1 if s = r − 1 and vr = 1
1
1− q
otherwise.
The formulas for pr,s(q, 0) and p
col
r,s(q, 0) follow by considering several cases.
The descriptions of the corresponding insertion procedures follow from the description
of qRSt in §4.6, plus a straightforward translation from the parameter notation (r, s, hi, vi)
to the notation T
(z)
i .
By interchanging q and t, conjugating the partitions, and applying Lemma 5.2, we
obtain similar formulas for pr,s(0, t) and p
col
r,s(0, t). These probabilities give rise to t-
deformations of row (resp., column) insertion, which admit similar descriptions to the
q-deformations of column (resp., row) insertion in Lemma 5.3. Let T
′(z)
i be the number
of entries in column i of T which are at most z.
Lemma 5.5 (Hall–Littlewood specializations).
1. The probabilities pr,s(0, t) give rise to a t-deformation of row insertion in which
T ← k is computed by the following rules:
• Insert k into column j with probability
qT
′(k)
j (1− qT
′(k)
j−1−T
′(k)
j ).
• If z is bumped from column i, insert z into column j ≤ i with probability
1− qT
′(z)
i−1−T
′(z)
i
1− q1+T
′(z)
i−1−T
′(z)
i
if j = i
(1− q)qT
′(z)
j −T
′(z)
i (1− qT
′(z)
j−1−T
′(z)
j )
1− q1+T
′(z)
i−1−T
′(z)
i
if j < i.
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2. The probabilities pcolr,s(0, t) give rise to a t-deformation of column insertion in which
T ← k is computed by the following rules:
• Insert k into the first column.
• If z is bumped from column i, insert z into
column i with probability
q(1− qT
′(z)
i−1−T
′(z)
i )
1− q1+T
′(z)
i−1−T
′(z)
i
column i+ 1 with probability
1− q
1− q1+T
′(z)
i−1−T
′(z)
i
.
Remark 5.6. The t-deformation of column insertion described in Lemma 5.5(2) was
introduced by Bufetov and Petrov [3], and extended to RSK generality by Bufetov and
Matveev [2].
5.3 The q = t specialization
The Schur polynomials are obtained from the Macdonald polynomials by setting q = t:
Pλ(x; q, q) = Qλ(x; q, q) = sλ(x).
This can be seen immediately from the monomial expansions of Theorem 3.3, since
bi,j(q, q) = 1, and thus ψλ/µ(q, q) = ϕλ/µ(q, q) = 1. We also see that the weights ω
become 1 in this specialization, which means that the forward and backward probabili-
ties Pλ and Pλ become equal. Interestingly, we do not get a bijection by setting q = t
in Pλ(µ → ν); instead, we get a one-parameter family of probabilistic bijections which
interpolate between the row insertion bijection F rowλ at q = 0 and the column inser-
tion bijection F colλ at q = ∞. We considered the intermediate value q = 1 in §4.2-4.3,
and saw that in this specialization the probabilities are related to hook lengths and the
enumeration of standard tableaux. We now consider the family Pλ(µ→ ν)|q=t in general.
Let [n]q = 1− q
n, and let
Hλ(q) =
∏
c∈λ
[hλ(c)]q .
This is a q-analogue of the product of hook-lengths of λ.
Lemma 5.7. For µ ∈ D∗(λ) and ν ∈ U(λ), we have
Pλ(µ→ ν)|q=t =

qn(ν/λ)(1− q)
Hλ(q)
Hν(q)
if µ = λ
qn(ν/λ)−n(λ/µ)−1
(Hλ(q))
2
Hµ(q)Hν(q)
(1− q)2
([hλ(cµ,ν)]q)2
if µ ∈ D(λ)
(5.4)
(see §4.3.2 for the definition of the cell cµ,ν).
Proof. Arguing as in the proof of Lemma 4.8, we obtain
αν/λ(q, q) = (1− q)
Hλ(q)
Hν(q)
, βλ/µ(q, q) =
1
αλ/µ(q, q)
=
1
1− q
Hλ(q)
Hµ(q)
,
where the (1−q) is needed to cancel out the term in Hν(q) (resp., Hλ(q)) coming from the
cell c = ν/λ (resp., c = λ/µ). The formula (5.4) in the case µ = λ follows immediately.
For µ ∈ D(λ), (5.4) follows from the proof of Lemma 4.15.
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Combining Lemma 5.7 with Lemma 4.29, we obtain a simple formula for the q = t
specialization of the qRSt probabilities P(id→ P,Q):
P(id→ P,Q)|q=t =

qn(λ)
(1− q)|λ|
Hλ(q)
if P = Q has shape λ
0 otherwise.
(5.5)
This implies that in the q = t specialization, the probability that the identity permutation
inserts to a pair of SYTs of shape λ is given by the q-Plancherel measure
qn(λ)
(1− q)|λ|fλ
Hλ(q)
.
Remark 5.8. The probabilities (5.4) may be reformulated in terms of principal special-
izations of Schur functions. The principal specialization of the Schur function sλ is defined
by ps(sλ) = sλ(1, q, q
2, . . .). It is well-known (see, e.g., [19, Cor. 7.21.3]) that
ps(sλ) =
qn(λ)
Hλ(q)
. (5.6)
Using (5.6), the q = t specialization of the identity
∑
ν∈U(λ) P(λ → ν) = 1 can be
rewritten as ∑
ν∈U(λ)
ps(sν) =
1
1− q
ps(sλ),
which is the principal specialization of the Pieri rule h1sλ =
∑
ν∈U(λ) sν (c.f. Remark
4.12). Similarly, the q = t specializations of the identities
∑
ν∈U(λ) P(µ → ν) = 1 for
µ ∈ D(λ) and
∑
µ∈D∗(λ) P(µ← ν) = 1 for ν ∈ U(λ) can be rewritten as∑
ν∈U(λ)
ps(sµ) ps(sν)
(1− qhλ(cµ,ν))2
=
q
(1− q)2
ps(sλ)
2
and
q
1− q
ps(sλ) ps(sν) +
∑
µ∈D(λ)
ps(sµ) ps(sν)
(1− qxµ,ν )2
=
q
(1− q)2
ps(sλ)
2.
We would like to have a better understanding of these identities.
6 Hook walks
In §4.5, we proved that for each µ ∈ D∗(λ), the rational expressions Pλ(µ→ ν) sum to 1,
and therefore define a probability distribution on U(λ). In this section, we show that in
the case µ = λ, the expressions Pλ(λ→ ν) arise from a simple random process on Young
diagrams, thereby explaining why they are probabilities in a more conceptual way.
6.1 The Greene–Nijenhuis–Wilf hook walk
We saw in §4.3.1 that Pλ(λ→ ν)|q=t→1 = Hλ/Hν , so the identity∑
ν∈U(λ)
Hλ
Hν
= 1 (6.1)
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c
armλ(c)
legλ(c)
Figure 6: The arm and leg of a cell c in the complement of the partition λ =
(10, 9, 7, 5, 5, 3, 2).
is a special case of Theorem 4.11. Greene, Nijenhuis, and Wilf gave a beautiful prob-
abilistic proof of the identity (6.1) by means of a random “hook walk” [10, 11], whose
definition we now recall.
Let λ be a partition. As in previous sections, we identify λ with its Young diagram,
which is the set of cells
λ = {(x, y) | 1 ≤ y ≤ λ′1, 1 ≤ x ≤ λy}
in the first quadrant. Let λ = (Z>0 × Z>0) − λ be the complement of λ in the first
quadrant. Given a cell c = (x, y) ∈ λ, define the arm and the leg of c (with respect to λ)
by
armλ(c) = {(i, y) |λy < i < x}, legλ(c) = {(x, j) |λ
′
x < j < y},
where we consider λj = 0 for j > λ
′
1 and λ
′
i = 0 for i > λ1 (see Figure 6). Set
aλ(c) = |armλ(c)|, ℓλ(c) = |legλ(c)|, hλ(c) = aλ(c) + ℓλ(c) + 1.
We call hλ(c) the exterior hook-length of the cell c. (When λ is understood, we may omit
the subscript λ and write arm(c), a(c), etc.) It is clear that a cell c ∈ λ has exterior
hook-length equal to 1 if and only if c is an outer corner of λ. In this case, we will write
c = ν/λ, where ν is the partition λ ∪ {c}.
Definition 6.1 (Greene–Nijenhuis–Wilf [11]). Fix a partition λ. For c ∈ λ, the exterior
hook walk starting at c is the following random process:
If c is an outer corner of λ, the process terminates. If c is not an outer corner of λ,
choose a cell c′ in armλ(c) ∪ legλ(c) uniformly at random, and move to that cell. Repeat
the process for c′.
For ν ∈ U(λ), let P˜ (ν | c) be the probability that the exterior hook walk starting at c
ends at the outer corner ν/λ.
Theorem 6.2 (Greene–Nijenhuis–Wilf [11]). Let λ be a partition, and fix c = (x, y) ∈ λ.
If x > λ1 and y > λ
′
1, then
P˜ (ν | c) =
Hλ
Hν
.
for ν ∈ U(λ). In particular, P˜ (ν | c) is independent of c, as long as neither the row nor
column of c contains a cell in the diagram of λ.
Example 6.3. If λ = (hv) is a rectangle, then the exterior hook walk starting at c =
(h+1, v+1) ends at ν0/λ = (h+1, 1) with probability v/(v+h), and at ν1/λ = (1, v+1)
with probability h/(v + h). The reader may easily verify that Theorem 6.2 holds in this
case.
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6.2 A (q, t)-hook walk
In this section, we present a (q, t)-generalization of the exterior hook walk which gives
rise to the probabilities Pλ(λ → ν). Our definition was inspired by the (q, t)-hook walk
of Garsia and Haiman [9], although their walk takes place in the interior, rather than the
exterior, of λ.
Definition 6.4. Let λ be a partition, and fix c = (x, y) ∈ λ. For c′ ∈ armλ(c) ∪ legλ(c),
define
P (c→ c′) =

qa(c)−i
tℓ(c)(1− q)
1− qa(c)tℓ(c)
if c′ = (x− i, y) ∈ armλ(c)
tj−1
1− t
1− qa(c)tℓ(c)
if c′ = (x, y − j) ∈ legλ(c).
The exterior (q, t)-hook walk starting at c is the random process which terminates if c is an
outer corner of λ, and otherwise moves from c to c′ ∈ armλ(c) ∪ legλ(c) with probability
P (c→ c′), and then repeats.
For ν ∈ U(λ), write P (ν | c) for the probability that the exterior (q, t)-hook walk
starting at c terminates at the outer corner ν/λ.
It is easy to verify that ∑
c′∈armλ(c)∪ legλ(c)
P (c→ c′) = 1,
so the exterior (q, t)-hook walk does in fact define a probability distribution on U(λ). It is
also clear that if q, t ∈ [0, 1) or q, t ∈ (1,∞), then P (ν | c) ∈ [0, 1]. In the limit q = t→ 1,
P (c→ c′) becomes the uniform distribution on armλ(c) ∪ legλ(c), so the (q, t)-hook walk
reduces to the Greene–Nijenhuis–Wilf hook walk of Definition 6.1.
Theorem 6.5. Let λ be a partition, and fix c = (x, y) ∈ λ. If x > λ1 and y > λ
′
1, then
P (ν | c) = Pλ(λ→ ν)
for ν ∈ U(λ). In particular, P (ν | c) is independent of c, as long as neither the row nor
column of c contains a cell in the diagram of λ.
This result proves that Pλ(λ → ν) are probabilities, thereby giving an alternative
proof of Theorem 4.11.
Our proof of Theorem 6.5 uses the strategy of the proof of Theorem 6.2 in [11]. It is
based on two straightforward lemmas. We encourage the reader to refer to Figure 7 while
reading the statements of these lemmas and their proofs.
Lemma 6.6. Suppose ν ∈ U(λ), and let (x, y) = ν/λ. If c = (x+ u, y + v), then
P (ν | c) = P (ν | c1)P (ν | c2),
where c1 = (x+ u, y) and c2 = (x, y + v).
Proof. Throughout this proof, we write a(c) = aλ(c) and ℓ(c) = ℓλ(c).
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c1
cc2
ν/λy
y + v
x x+ u
Figure 7: The cells involved in Lemma 6.6.
We use induction on u+ v, with the base cases u = 0 or v = 0 being immediate, since
P (ν | ν) = 1. We compute
P (ν | c) =
∑
c′∈armλ(c)
P (c→ c′)P (ν | c′) +
∑
c′′∈legλ(c)
P (c→ c′′)P (ν | c′′)
=
tℓ(c)(1− q)
1− qa(c)tℓ(c)
P (ν | c2)
u∑
i=1
qa(c)−iP (ν | (x+ u− i, y))
+
1− t
1− qa(c)tℓ(c)
P (ν | c1)
v∑
j=1
tj−1P (ν | (x, y + v − j)),
where the first equality comes from the definition of the (q, t)-hook walk, and the second
comes from the inductive hypothesis, together with the fact that P (ν | (x′, y + v)) = 0 if
x′ < x, and P (ν | (x+ u, y′)) = 0 if y′ < y.
We also have, by definition,
P (ν | c1) =
tℓ(c1)(1− q)
1− qa(c1)tℓ(c1)
u∑
i=1
qa(c1)−iP (ν | (x+ u− i, y))
= qu−a(c)
tℓ(c)−v(1− q)
1− qutℓ(c)−v
u∑
i=1
qa(c)−iP (ν | (x+ u− i, y)),
and similarly
P (ν | c2) =
1− t
1− qa(c)−utv
v∑
j=1
tj−1P (ν | (x, y + v − j)).
By isolating the sums in these two expressions and substituting into the expression for
P (ν | c), we obtain
P (ν | c) = P (ν | c1)P (ν | c2)
(
qa(c)−utv
1− qutℓ(c)−v
1− qa(c)tℓ(c)
+
1− qa(c)−utv
1− qa(c)tℓ(c)
)
= P (ν | c1)P (ν | c2),
completing the induction.
Lemma 6.7. Suppose ν ∈ U(λ), and let (x, y) = ν/λ.
1. If c = (x+ u, y), then
P (ν | c) = tℓλ(c)
1− q
1− qaν(c)+1tℓν(c)
∏
c′∈armλ(c)−ν/λ
1− qaλ(c
′)+1tℓλ(c
′)
1− qaν(c′)+1tℓν(c′)
.
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2. If c = (x, y + v), then
P (ν | c) =
1− t
1− qaν(c)tℓν(c)+1
∏
c′′∈legλ(c)−ν/λ
1− qaλ(c
′′)tℓλ(c
′′)+1
1− qaν(c′′)tℓν(c′′)+1
.
Proof. We prove part (1); part (2) is proved in the same way. Let ci = (x+ u− i, y), so
that c0 = (x+ u, y), cu = ν/λ, and
armλ(c0) = {c1, . . . , cu},
Note that aλ(ci) = u− i. By definition, we have
P (ν | c0) = t
ℓλ(c0)
1− q
1− qaλ(c0)tℓλ(c0)
u∑
i=1
qu−iP (ν | ci),
P (ν | c1) = t
ℓλ(c1)
1− q
1− qaλ(c1)tℓλ(c1)
u∑
i=2
qu−iP (ν | ci).
Isolating the sums and subtracting the second equation from the first, we obtain
1− qaλ(c0)tℓλ(c0)
tℓλ(c0)(1− q)
P (ν | c0)−
1− qaλ(c1)tℓλ(c1)
tℓλ(c1)(1− q)
P (ν | c1) = q
aλ(c1)P (ν | c1),
and thus
P (ν | c0) = t
ℓλ(c0)−ℓλ(c1)
1− qaλ(c1)+1tℓλ(c1)
1− qaλ(c0)tℓλ(c0)
P (ν | c1).
Iterating this argument u times, we find
P (ν | c0) = t
ℓλ(c0)
u−1∏
i=0
1− qaλ(ci+1)+1tℓλ(ci+1)
1− qaλ(ci)tℓλ(ci)
.
The expression for P (ν | c0) given in the statement of the lemma is obtained by pulling
out the denominator of the i = 0 term and the numerator of the i = u − 1 term, and
using the fact that aν(ci) = aλ(ci)− 1 and ℓν(ci) = ℓλ(ci).
Proof of Theorem 6.5. Fix ν ∈ U(λ), and let (x, y) = ν/λ. Also fix c = (x + u, y + v),
with x+ u > λ1 and y + v > λ
′
1. Set c1 = (x+ u, y) and c2 = (x, y + v). By Lemmas 6.6
and 6.7, we have
P (ν | c) = tℓλ(c1)Π1Π2,
where
Π1 =
1− q
1− qaν(c1)+1tℓν(c1)
∏
c′∈armλ(c1)−ν/λ
1− qaλ(c
′)+1tℓλ(c
′)
1− qaν(c′)+1tℓν(c′)
,
Π2 =
1− t
1− qaν(c2)tℓν(c2)+1
∏
c′′∈legλ(c2)−ν/λ
1− qaλ(c
′′)tℓλ(c
′′)+1
1− qaν(c′′)tℓν(c′′)+1
.
We must show that tℓλ(c1)Π1Π2 is equal to
Pλ(λ→ ν) = t
n(ν/λ)αν/λ(q, t).
43
Since x+ u > λ1, we have ℓλ(c1) = y − 1 = n(ν/λ). To show that Π1Π2 = αν/λ(q, t), we
use an argument similar to the proof of Proposition 4.17.
Let (h1, . . . , hd) and (v1, . . . , vd) be the parameters of λ, and suppose ν = λ
(+s), so
that (x, y) = (hs+1,d + 1, v1,s + 1). For i = 1, . . . , s − 1, consider the contribution to Π1
of the cells in armλ(c1) which lie in columns hi+1,d + 1, . . . , hi,d. Each of these cells has
leg-length vi+1,s with respect to both λ and ν, so the product over these cells telescopes,
and their net contribution to Π1 is
[hi,s, vi+1,s]
[hi+1,s, vi+1,s]
.
Similarly, the net contribution to Π1 of the cells in armλ(c1) which lie in columns hs+1,d+
2, . . . , hs,d is
[hs, 0]
1− q
,
and the net contribution of the cells in armλ(c1) which lie in columns h1,d+1, . . . , x+u−1
is
[u, v1,s]
[h1,s, v1,s]
=
1− qaν(c1)+1tℓν(c1)
[h1,s, v1,s]
(here we again use the fact that x+ u > h1,d). Thus, we have
Π1 =
[hs, 0]
[h1,s, v1,s]
s−1∏
i=1
[hi,s, vi+1,s]
[hi+1,s, vi+1,s]
=
s∏
i=1
[hi,s, vi+1,s]
[hi,s, vi,s]
.
A similar argument (using the fact that y + v > λ′1) shows that
Π2 =
d∏
i=s+1
[hs+1,i−1, vs+1,i]
[hs+1,i, vs+1,i]
.
By Proposition 4.17, we conclude that Π1Π2 = αs(q, t) = αν/λ(q, t).
Remark 6.8. We would very much like to have a similar interpretation of the probabilities
Pλ(µ→ ν) for µ ∈ D(λ), and of the backward probabilities Pλ(µ← ν). That is, we would
like to define two random processes (perhaps similar to the (q, t)-hook walk) whose “end”
probabilities are Pλ(µ→ ν) for fixed µ ∈ D(λ), and Pλ(µ← ν) for fixed ν ∈ U(λ).
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