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Abstract-- Imprecise or vague importance as well as satisfaction levels of criteria may characterize 
the evaluation of alternative network security systems and may be treated by the fuzzy set theory. As 
fuzzy numbers are adopted, the fuzzy weighted averages (FWAs) may become asuitable computation 
for the fuzzy criteria ratings and fuzzy weightmgs. In this paper, we propose to use the FWA approach 
that operates on the fuzzy numbers and obtains the fuzzy weighted averages during the evaluations 
of network security systems. The algorithm constructs a benchmark adjustment solution approach 
for FWA. A case study of the evaluation of network security systems i  provided and demonstrates 
the usefulness of this study. (~) 2005 Elsevier Ltd All rights reserved 
Keywords- -Network security system, Fuzzy arithmetic, Fuzzy welght average, Multiple criteria 
decision marking. 
1. INTRODUCTION 
The proliferation of today's networks mainly is due to the system integration of the fields of 
communications, network, automation, and control. The computer network has grown from a 
simple time-sharing system--a number of terminals connected to a central computer- - to a large, 
complex environment that provides infrastructures to many critical and economically valuable 
components of economies. The military started out with the idea of securing each individual 
computer and later expanded the concept o securing a network of computers and devices [1]. 
However, it is not the only organization that requires and has implemented some form of network 
security. Network security has evolved over the years and also in other departments ofgovernment 
and government networks. Therefore, the issues of network security have been of great concern 
in each country and especially in military requirements. 
To the military, traditional threat has been typically a hostile government or terrorist, whose 
efforts have been aimed at stealing valuable information from the networks. A new kind of 
threat, termed "information warfare" [2], also has gained notoriety. It consists of disabling or 
rendering useless the enemy's key networks including the command and control, power grid [3], 
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and telecommunications networks. In addition, the threat of espionage, i.e., stealing secrets 
from military, government, and industry network, is on the increase. There is an increasing 
evidence that insiders--disgruntled and recently fired employees--constitute the most significant 
threat. Malfeasants are another threat capable of causing mischief or serious harm to networks. 
Therefore, the implementation of a network security system is very important for protecting 
critical information assets, and several researchers have proposed some important criteria for 
network security systems (e.g., see [1,3] for reviews). 
In decision theory, three forms of imprecision may be identified [4]: 
(1) incompleteness (when there is insufficient data as, e.g., some alternatives or attributes are 
missing), 
(2) fuzziness (when there are difficulties on obtaining precise concepts for features, attributes, 
criteria, and 
(3) illusion of validity (this type of imprecision is due to the detection of erroneous outputs 
such as the selection of alternatives that do not fulfill the imposed criteria as, e.g., to get 
a good score for a car which, however, is expensive when the criterion was that the car 
should be cheap). 
As described, many forms of uncertainty can arise and many methods and theories have been 
proposed to solve this problem in the realm of decision-making. The most important heories 
addressing uncertainty are probability and fuzzy sets theories. 
A network security system alternative valuation can be characterized by imprecise or vague 
requirements. Fuzzy set theory and fuzzy logic have emerged as powerful ways of representing 
quantitatively and manipulating the imprecision in the selections of alternatives [5,6]. Fuzzy sets 
or fuzzy numbers can appropriately represent imprecise parameters, and can be manipulated 
through different operations of fuzzy sets or fuzzy numbers. Since imprecise parameters are 
treated as imprecise values instead of precme ones, the process will be more powerful and its 
results be more credible. 
In this paper, we propose using the fuzzy weighted average approach in the multiple criteria 
evaluations of network security system alternatives. Because almost all criteria can be vague, 
fuzzy numbers are used to represent them. Linguistic terms may be used such as "very good", 
"poor", etc., which can be captured in suitable fuzzy numbers. 
The remainder of this paper is organized as follows: Section 2 further describes the motives. 
Section 3 presents ome basic concepts of the fuzzy set theory such as fuzzy number, algebraic 
operations on fuzzy numbers, s-cut, fuzzy weighted average, and fuzzy ranking methods Sec- 
tion 4 describes the proposed FWA algorithm. Section 5 describes the network security system 
evaluation process through a real case study, in which the FWA approach is adopted. And its 
final results are evaluated by ranking methods. Finally, we draw conclusions in Section 6. 
2. MOTIVAT IONS 
Information system planning can help an organization understand the strategy for reaching 
the business goals, before developing the new information systems [7]. Therefore, the task of 
evaluating the information system alternatives can be an important activity in an organization. 
The aim of information systems evaluation is to obtain the best alternative, which is the one with 
the highest degree of satisfaction for all relevant criteria (attributes) or goals. 
Generally, many factors may influence the decision of information system alternatives eval- 
uation. The information system alternatives evaluation and selection problems are generally 
multicriteria decision-marking problems. It can be difficult to evaluate the best set, due to that 
(1) the multiple factors must be considered, such as the project risk, organization goal, etc., 
(2) the limited availability of information system resources, and 
(3) the benefit and resource interdependencies exist between the candidate projects [8,9]. 
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A number of methods (such as AHP, TOPSIS, goal programming, etc.) have been proposed to 
help organizations make desired decisions of information system alternative valuations (e.g., 
see [10] for review), and existing methods for information systems evaluations can be classified as 
single-criterion cost/benefit analysis, multiple criteria scoring models and ranking methods, and 
subjective committee valuation methods (e.g., see [8,9,11]). 
However, traditionally, the linear combination form has often been used as mathematical mod- 
els to approximate he human selection and decision processes. But human subjective valuation 
does not always hold linearity. Sugeno [12] has proposed using the theory of fuzzy measures and 
fuzzy integrals as means for expressing fuzzy systems and further proposed to use his theory in 
modeling human subjective valuations and ratings, which can be better approximated by the 
fuzzy measures rather than by the additive ones Due to the imprecise and uncertainly sub- 
jective information that often occurs in the information system alternative selection processes, 
crisp data are inadequate to solve these problems. A robust MCDM procedure for alternative 
selections of information systems hould be able to incorporate both qualitative and quantitative 
data. Decision approaches should allow for consideration ofboth crisp and fuzzy data. Therefore, 
a more realistic approach may be using the linguistic assessments instead of the crisp numerical 
values [5,6]. 
The fuzzy set theory has been used m a great variety of applications, such as that reviewed 
in [13]. Within the broad scope of applications, decision analysis (alternatives evaluation), an 
important activity in orgamzations that is usually encountered, may use the fuzzy set theory to 
manage the great amount of imprecise information. For this reason, a number of researchers are 
applying fuzzy sets and principles in decision-making or alternative valuations. 
Since most measures can be described subjectively, when the fuzzy set theory is applied, the 
fuzzy measures from different criteria may be weighted by the corresponding importance, which 
should also be represented by fuzzy values. The fuzzy weighted average approach may provide 
results, which are more informative. Therefore, a FWA approach is proposed in this paper to 
evaluate the network security systems. 
3. FUZZY SETS THEORY AND FUZZY WEIGHTED AVERAGE 
In this section, we briefly review the concept of fuzzy sets and the basic concept of the FWAs. 
A fuzzy set is defined as: A = {(X,#d(X)) [ x e U, #A(X) e [0,1]}, where U ~ x is the 
universe of discourse and #A(X) E [0, 1] is the membership function of A. For further details, the 
reader may refer to, e.g., [13]. For a fuzzy set A on a universe of discourse U and a E (0, 1], the 
a-cut (A)~ of A is defined as 
(A)~ = {x e U [ #A(X) k a} (i) 
A fuzzy number (FN) is a fuzzy set defined on the real line R and has the additional properties 
of convexity and normality (see [13]). A FN can be written as: A = (al, a2, a3) and where al 
and a3 represent the left and right bounds, respectively, and a 2 the mode of A. Special cases of 
FNs may include crisp real numbers and intervals of real number. For instance, triangular FNs 
(TFNs) may be given and have the membership functions 
0, x < al, 
(z  - a l )  
(a2 -a l ) '  a l<x<a2,  
- x) 
(a3 - a2)' a2 ~__ X ~ a3, 
0, X > a3, 
(2) 
and thus, their a-cuts are continuous closed bounded intervals (crisp sets). 
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Moreover, a (fuzzy) linguistic variable can be defined with fuzzy sets. Linguistic variables are 
those whose states are fuzzy values (fuzzy sets, or FNs) assigned to relevant hnguistic terms (e.g., 
"important", etc. as used here) as possible values of the variable. Also, for the further details, 
the reader may refer to also, e.g., [13]. 
3.1. The a-Cut  Fuzzy Ar i thmetic  
The a-cut fuzzy arithmetic :s important in the fuzzy arithmetic operations of FNs. It can be 
provided as follows. That is, for a function f (A : ,  A2,.. . ,  As) and the a-cuts of A,, (A,)~, being 
denoted as [(a,)a, (b,)a], ~ = 1,. . . ,  n, the a-cuts of the fuzzy image M through the function f
can be defined by (M)a = [ (yL )c~ , (yR)a] and 
(M)~ = [(yL)a , (yR)a] = f ((A1)~,..., (A~)~) = f ([(a:)~, (bl)~] , . . . ,  [(a~)~, (b~)~]). (3) 
Thus, employing the concept of a-cuts, the arithmetic operations of FNs can be defined by the 
(A:), + (A2)a = [(a:)~, (bl),] + [(a2)~, (b2)~] 
[(a:). + + (b2).], (4) 
(A:)~ - (A2), = [(a:)~ - (b2)~, (bl)a - (a2),], (5) 
(A1)a" (A2)~ = [min{(a:)~. (a2)~, (al)~. (b2)~, (bl)a (a2)~, (b:)a. (b2)a}, 
max{(a:)~. (a2)~, (al)a'  (b2)a, (bl)a" (a2)a, (bl)a" (b2)~}], (6) 
(A1)  (A1)a = [min{(al)a (al)a (bl)a (bl)a} 
~ ---- (A2)~ (a2)a'(b2)a'(a2)a'(b2),~ ' 
{(a:)a (al)a (bl)~ (bl)~'~] 0 ¢ (7) 
max (a2)~'(b2)~'(a2)~'(b2)~ J J '  
a C (0,1]. Thus, the results of these operations are obtained by recomposing the a-cuts into 
fuzzy numbers. 
However, the a-cut arithmetic also has been shown that like in interval arithmetic, the mul- 
tiplication is only weakly distributive over the addition due to the multiple occurrences of fuzzy 
parameters/variables (e.g., A:(A2+A3)  C A:A~+A1Aa).  And thus distinct states of fuzzy param- 
eters/variables may be chosen for calculation and present he problem. Namely, when modeling 
with the fuzzy parameters/variables, the outcome of a function may depend on the forms of the 
equation used and additional fuzziness may be introduced (see, e.g., [14] for a review). To over- 
come the problem, a number of researchers have proposed the vertex method, requisite quality 
constraints and others (see [15] for a review), and also a number of methods pecially designed 
for the FWAs based on mostly and overcoming the problem of the vertex method. The vertex 
method and its variations on the FWAs have proposed systematic approaches to evaluate the 
distinct combinations ofendpoints for the a-cuts of the fuzzy parameters/variables in the FWA. 
Therefore, in the next section, the problem of the basic concept for the FWAs will be discussed. 
3.2. The Basic Concept of the ~uzzy Weighted Average 
The FWA is a process via obtaining the fuzzy (criteria) ratings of some object S 3 with respect 
to a number of criteria, attributes or factors as A3, , i C {1, 2, . . . ,  n}, also by obtaining the fuzzy 
weightings or importance of these criteria, W,, i E {1, 2 , . . ,  n}, and finally reaching the objective 
fllnction that aggregates the fuzzy criteria rating and weighting values into a single FN M s for 
object Sj. It consists of the fuzzy addition, multiplication, and division and can be defined as 
~ W~" A~ 
W1A31 + W2A32 +' "  + W'*A3'~ *=: (8a) 
M3 = f (A31, " " ,A3n, W1, " " , Wn) := - n 
well-established interval arithmetic on closed intervals of R. 
For example, in a two-FN arithmetic, 
(A: + A2)~ = 
(A1 - A2)~ = 
(A1. A2)a = 
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M 3 has the membership functmn denoted as PM, (Y), Vy • Y, where y is an ordinary weighted 
average as 
y = f (x31,... ,x3,~,wl,... ,w,~) :=  WlX31 -l- w2x32 - t - . . ,  -l- WnXn 
wl + w2 +. . .  + w,~ 
where x3, • A3,, w, • Wi, Vz = 1, . . . ,n .  
n 
E W, • X3z 
_ ,=1 , (8b)  
,=1 
By the extension principle, the membership functmn 
of Mj can be defined as 
k W~ - X? z 
#Ma(Y) := sup min pAa, (x j i ) ,~w, (W, ) ,  z ~- 1,2 , . . . ,n  y = ,=1 
y=f(xj~, ,ma~,w~ ,. ,w~), k w, 
x3~EA3~ ,w~EW~,z=I ,  ,n .=1 
Finding the FWA or membership function #M~ (Y), one earliest approach was proposed by Baas 
and Kwakernaak [16]. Also, the FWA is obviously an important case of functions of fuzzy param- 
eters and also possesses the problem of multioccurrences of fuzzy parameters (weights) by the 
a-cut arithmetic. A number of researchers have proposed the algorithms mainly in two directions: 
exact analytical approach and discrete approximate algorithms. For the exact approach, the Baas 
and Kwakernaak method [16] has been an important one and yet is also complicated. For the 
approximate algorithms, a number of researchers ([17-19] and others and see [15] for a review) 
have followed the a-cut arithmetic (vertex method [20]) by proposing the discrete algorithms 
and also linear program approaches. These algorithms have greatly improved the complexity of 
FWA. This paper proposes to use an efficient FWA discrete algorithm to evaluate the network 
security systems. 
Besides viewing the problem of FWA from (8e), the a-cuts of FWA Mj have been tackled by 
the vertex method [20] and also the other researchers. If denoting the a-cuts of W~ and A 3, as 
= t • w , ,  > a} ,  
(A,,)~ = { (x,,, #A,. (x,,)) f x,, • A,,, #A,  (x,,) >_ a} , 
these a-cuts are crisp intervals and can be expressed in continuous closed form as 
(9a) 
(95) 
= (<)o1 
= [min {w, C W~ [>w~ (w,) _> a} ,max {w, e W~ [#w, (w,) _> a}], (10a) 
(Aa,)~ = [(a,,),, (b,)~l 
= [min {x a, • A,, I #A,, (x,,) >_ a} ,max {x,, • A,, [ #A,, (x,,) > a}],  (lOb) 
where (a,,)~ and (c,)~ therefore are the left endpoints and (ba,)a and (d,)~ the right endpoints, 
respectively, of (A,,)~ and (W,)~. The a-cuts (M3)~ of FWA for equation (8) can be obtained 
as 
<.,)o= ]:= m:. :< , , .  
o~ a (%, )a<x,~<(b , , )c~,  (e . )c ,~_w.~(d . )a ,  
1 
max f(x31, . ,x3n,wx,.. . ,w~)] , 
J 
• , X3n  , Wl ,  • • • , Wn)  , 
Va E (0, 1]. 
(11) 
Furthermore, due to the monotonicity of the function f with respect o the supports of the 
fuzzy parameters (fuzzy weights and fuzzy ratings), Liou and Wang [17] have proposed the idea 
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which simplifies problem (11) That is, for endpolnts (yL)~ and (y~)~ of (M3)~ , they may be 
determined with the only need to evaluate the combinations ofendpoints of (W,)~ = [(c0m (d,)~], 
Vi = 1,... ,n, when all endpoints of (A,,)~ or x,, ~ [(a:,)~, (b:,)~], Vi can be predetermined, 
since (A3,)~ occurs only once in f. The proof may be found in [15,17]. Thus, for equation (11), 
the following may be obtained: 
min fL (Wl, W2,---, Wn) 
~{(~)~,(d~)~}, 
~,=I, .,n 
= min f (x j1 , . . . ,  X Tn, Wl, . . . ,  Wn), 
(~,,)~_<~:~<(b,,)~, (~,) <~,_<(d~)~, 
z=l, .,n 
max fR(Wl ,W2, . . . ,Wn)  
= max f (Xj1, . . .  ,Xjn,Wl,. . .  ,Wn) 
(,~,,)~<x,, <(b~,)o, (~0~<~,<(d,)~, 
(12a) 
(12b) 
where fL(wl,w2,.. .  ,wn) and fa(wl,w2,. . .  ,w~) are thus defined as 
:L(~I, w~, . . . ,  ~)  := f ( (~ ,0~, . . . ,  (~,n)~, ~1, . . . ,  w~) 
"Wl(a31)a -~- w2(a32)a -[-''' -I- Wn(ajn)a (13a) 
wi + w2 +' "  + wn 
fa(wl, w2,.. . ,  w~) := f ((bj1)m..., (bj~)~, wl , . . . ,  w~) 
wl(b:l)~ + w2(b32)~ +. . .  + wn(bjn)~ (13b) 
wl +w2+' - .+wn 
and for fL, all x:, = (a:,)~, z = 1,. . . ,  n and for fR, all x3i -- (bj,)~. Thus, by taking the min{fL} 
and the max{fa} simplifies min{f} and max{f}. Also, the approaches of initially evaluating 
an fL and an fR and subsequently improving these initial evaluations by corresponding change 
of weights w, = (c,)~ or (d,)~, to reach the final min{fL} and max{fR} have been proposed by 
a number of researchers ([17,18] and also other researchers; ee [15] for a review). These initial 
evaluations can be proved and evaluated as 
e0 := A (~1 = (Cl)~, ~ = (c2)~, . . . ,  ~ = (c~)~) 
(cl)a(a31)a + (C2)c~ (%2)a +""  + (Cn)a (%n)~ (14a) 
(cl)~ + (~2)~ +""  + (cn)~ 
p0 : :  fR (~1 = (c~)~, ~2 = (~2)o, .. , w~ : (~)~)  
(cl)~(b31),~ + (c2)~(b32) ~ +. . .  + (cn),~(b3~)~ ' (14b) 
(C1)a "~- (C2)a ~- ' ' " -~  (Cn)a 
by taking w~ = (c~)~, Vi for (W~)~ for both £0 and P0. The final goal is to evaluate the replace- 
ments of w~ = (c,)~ with (d~)~ in t0 and P0 for the corresponding improvements and for the 
min{fL} and max{fR}. In Section 4, an algorithm efficient for the purposes of searching for and 
computing the min{fL} and max{fR} for the FWA is provided. 
3.3. Ranking of Fuzzy Numbers  
Particularly, ranking FNs can be a decision step. In the literature a number of approaches 
have been proposed and the review and comparisons have been found, e.g., in [21,22]. Also, 
ranking of FNs by an artificial neural network has been proposed in [23]. Ranking FNs based on 
the area compensation has been proposed by Fortemps and Roubens [24]. Ranking alternatives 
with the fuzzy weights using the maximizing set and minimizing set has been proposed in [25]. 
More recently, for the consistency and ranking of alternatives in a fuzzy AHP environment using 
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the tolerance deviation has been proposed [26]. Also, a comparison with an area between the 
centroid point of a FN and the original point has been proposed by Chu and Tsao [27]. Ranking 
FNs based on the fuzzy distance measure is proposed in [28]. Moreover, Gisella and Roberto [29] 
formulated some axiomatic requirements for a general class of ranking functions on TFNs. In 
this paper, three methods will be used 
(1) The a-cut-based method [30]: for two FNs A and B and a-cuts (A)a = [(a)~, (b)~] and 
(B)~ = [(c)~, (d)~]. If (a)~ _< (c)~ and (b)~ < (d), for all a e (c, 1], we may say A < B, 
where c is a constant and is usually larger than 0.5. A more sophisticated method based 
on the a-cuts can be found in [31] that aggregately defines the degrees for which the 
dominance of a FN is over the other for all a-cuts. 
(2) The Hamming distance-based method [32]: it defines the Hamming distance on the set of 
FNs. For any FNs A and B, the Hamming distance, d(A, B), is defined by the formula 
d(A,B) = (/R [ttA(X) - /~B(x)] dx ) , (15) 
where R denotes all real numbers x. For any FNs A and B, thus first we determine the 
least upper bound, max(A, B), in the lattice, which is defined as 
~tmax(A,B) (2;) = sup rain [#A(Z1),/.tB (2;2) ] . 
ma×(~,~)=~ 
(16) 
Then, with the Hamming distances d(max(A, B), A) and d(max(A, B), B), the comparison 
can be made following: if d(max(A, B), A) _> d(max(A, B), B), then A < B. Similarly, if 
d(max(A, B), A) < d(max(A, B), B), A > B. 
(3) The method of the area between the centroid point and original point [27]: in the method, 
the centroid point of a FN is calculated and corresponds to an 2 value on the horizontal 
axis and a ~ value on the vertical axis. Therefore, the centroid point (2, ~) of an FN (A) 
can be defined. 
• (A) = (f 
Jo / 
(17) 
(18) 
where hL(x) and h~(x) denote the left and right membership functions of the FN, respec- 
tively, gL(y) and g~(y) denote the inverse functions of h L and hA R, respectively, a b, c de- 
fine the FN, A = (a,b,c), and A denotes the maximal membership grade in A. The 
area between the centroid point (2, ~) of the FN and original point (0, 0) can thus be 
determined as' T(A) = x • y. The area T(A) is used to rank the FN: the larger the 
area T(A), the larger the FN. Hence, for two FNs A~ and A~, if T(A~) > T(A3), A~ > A 3. 
If T(A~) = T(A3) , A~ = A 3. On the other hand, if T(A~) < T(A3) , A~ < Aj. Also, if, e.g., 
T(A~) > T(Ag), in order to check the accuracy of the final result, it can infer logically the 
order of ranking the images of these FNs as' -A ,  > -A  3. Thus, by applying the above 
procedure and similar computations, if the final result completes that T(-A~) < T(-A3) , 
then it is verified that A~ > A 3. 
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4. THE PROPOSED FWA ALGORITHM 
The FWA has been investigated by several investigators ( ee Section 3.3); a common goal is to 
facilitate the operations and reduce the complexity of the FWA. In this paper, we propose using 
a proposed efficient algorithm to evaluate the alternative decisions of network security systems. 
It has constructed a benchmark adjustment search of the FWA results. The algorithm happens 
with advantages of efficient evaluation and elemental comparison complexity as compared to the 
other algorithms [15]. The algorithm can be described and introduced as the following. 
First, for go and P0, define that 
Io = {i e I I (aa*)a < go}, Jo = {z e I I (b3*)a > Po}, and I = {1,2, . . . ,  n}. 
Also, define 
fp = {i e Ip-1 ] (a3z)a < gp), Jq = {i e Jq-1 I (bg,)o~ > Pq}, 
AIp = Ip_l \ Ip, ASq = Jq_l \ Jq, and p,q >_ l, 
recursively, where 
g~ = fL (~, . . . ,~ , . . . ,~  I w~ = (d~)~, V~ e I~_~ a~d ~ = (~)~, V~ ¢ I~_~), 
p~ = IR (~, . . . ,~ , . . .  ,~  I~,  = (d~),, V~ e J~_~ and ~ = (c,)~, Vi ¢ Z~_~), 
and fL and fR are defined as in equation (13). 
3.  < eo ~ e~ : w, = (c,).--> (d)¢, V ie  
( '7 )a  (! j6)a (' ~5)~ T (ag4)a 
(aj,)..< e~ ~ G:  
e2 ej 
w, = (c,).--> (d,)~ 
\ Vi ~ 11 
I 
(aj3)~ 
Figure 1 An illustration of the algorithm (for ~p). 
The algorithm utilizes an all-candidates' weights replacement policy in giving improved bench- 
mark gp and pq (adjusted from go and P0) for improving go and P0, and can be shown as in 
Figure 1. Likewise, it can be allustrated for pq, too. 
STEP 1. Dlscretize the range of membership [0, 1] into a finite number of intervals. The refine- 
ment of the discretization depends on the level of accuracy in the approximation desired. Deter- 
mine the a-cuts (Aj~)~ = [(a3~)~, (b3~)a ] of the fuzzy criteria ratings and (W~)~ = [(c~)~, (d~)~] 
of the fuzzy weights, -- 1, .. ,n. For each a-cut (M3)~ --- [(yL)~, (yR)~] of FWA, Va e (0,1], 
carry out the following steps. 
STEP 2. Compute the initial benchmark (go and Po for fL and fR for (M3)~): go = flL,O/TL,O :---- 
E,~l (C , )~"  (a3,)~/E,~l(c,)~, Po = 3R,o/TR,o := E,n l (C,)a " (b3,)a/E,n=l(C,)a • Sort (a3z)aS in 
nondecreasing order and sort (b3~)~s in nondecreasing order. Let I0 = {i E I [ (a3~)~ < go}, 
J0 = {i e I ( (bj,)~ > P0}, and p = q = 1. 
STEP 3. For (V2)- = min{fL) of (Mj ) ,  
3.1. Compute the improved benchmark gp: if p = 1, iet gp=l :=  ~L ,1 / " /L ,1  ----- (•L,0 -'[- 
E,c lo ( (d , ) ,  - (c,),~). (aj,)~)/(TL,O + E,cso((d,),  - (c,)~)). Else let gp := 13L,p/'YL,p = 
(flY,v-1 -- E ,ez ,  Ip_, ((d,)~ - (c~)~) •(as,)~)/('yL,p_l -- E,eZxZp_l ((d,)~ - (c,)~)). 
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3.2. Optimality test: let Ip = {z • /rp_ 1 I (a3z)a <~ ~p) and AIp = Ip-1 \ Ip. If AIp= O, 
ep = (yL)~ = min{fL} of (M3)a , and go to Step 4. Else, let p := p + 1 and return to 
Step 3.1. 
STEP 4. For (yy ) .  = m x{fR} of 
4.1. Compute the revised benchmark pq: if q = 1, let Pq=l := flR,1/'/R,1 = (/3R,0 + 
E,~Jo((d,),  - (c,),) • (b,),)/(~m,0 + E,~Jo((d,),  - (c,)~)). Else let pq := ZR,q/~R,q = 
(ZR,q-1 -- E,EA Jq_ ,  ( (dz)a -- (¢ , )a)  " (b3z)a) / ( ' /R ,q -1  -- E ,EA J , _ ,  ((d,)o~ - (e,)a)). 
4.2. Optimality test: let Jq = {z E Jq-1 [ (b3,)~ > Pq} and AJq = Jq-l \ Jq. I fA Jq =0, 
(yff)~ = max{fR} = pq and stop. Otherwise, increase q by one and return to Step 4.1. 
In the algorithm, the full displacement of w, = (c,)~, Vz E Io and Vz C Jo by (d,)~ in go 
and Po gives an improved benchmark and the benchmark is then revised by the full displacement 
of w, = (d,)~ to (c,)a, Vi C AIp_l and Vi C AJq-1 in gp and pq and constitutes the main steps of 
the algorithm, 3.1 and 4.1, for min{fL} and max{fR}. It stops only if the condition of optimality, 
AI v = 0 and AJq = 0, is reached (Steps 3 2 and 4.2). Note that the sorting of (a3,)~s and (b3~)~s 
in Step 2 facilitates the finding of Io, Jo, Ip, Jq, AIp, and AJq. The efficiency and concept of the 
algorithm have been shown in [15]. 
NETWORK 
5. A CASE STUDY 
FOR EVALUATING 
SECURITY  SYSTEM ALTERNATIVES 
The growing dependence on the Internet and computer-related technologies has led to the 
creation of a new type of warfare, information warfare. The main battleground of information 
warfare is the tactical action of offense and defense m the Internet, based on attacking and 
infiltrating the opposing information systems. 
In this section, we present an empirical case study of implementing network security system 
selection in military. The project's aim is to evaluate the best alternative from the different 
Table 1. Lmgmstm terms for criteria rating and ~mportance welghtmgs 
Fuzzy Terms TFNs 
Very good (VG) Very important (VI) (0.833, 1.0, 1 0) 
Good (G) Important (I) (0 667, 0 833, 1 0) 
Medmm good (MG) Medmm important (MI) (0 5, 0 667, 0.833) 
Medmm (M) Medmm (M) (0 333, 0.5, 0.667) 
Medmm poor (MP) Medmm ummportant (MU) (0 167, 0 333, 0 5) 
Poor (P) Unimportant (U) (0, 0 167, 0 333) 
Very poor (VP) Very ummportant (VU) (0, 0, 0 167) 
VP P MP M MG G VG 
° 
Figure 2. Fuzzy numbers for captunng hnguistic labels. 
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Table 2. The charactermtm capablhty and "experts" opinion of the three alternatives 
I 
Criteria / Item Weight 
Tactics 
(1) Response ability Important 
(2) Recovery ability Important 
(3) Safety Very important 
(4) Confidentiality Very important 
(5) Uncertainty Medmm important 
(6) Staff support ablhty Medium unimportant 
Alternative's Capability 
Sl s2 s3 
Technology 
(1) Integrity Very important 
(2) Reliability Medmm 
(3) Avmlabfllty Medium 
(4) System testability Medmm 
(5) Automation Medium important 
(6) Openness Medium 
(7) Substitution Medium 
(8) Expandability Important 
Medmm Good Medium good 
Good Medium poor Medium 
Medmm Good Good 
Good Medium good Medium 
Medmm good Medium Medmm good 
Medmm Medium good Medium 
(9) System implementation ability 
(10) System performance 
(11) Operation ability 
(12) Ease to use 
(13) Accountability 
Economy 
(1) Acquisition cost (million) 
Very important 
Important 
Medmm important 
Medium unimportant 
Ummportant 
Medium Medmm Good 
Medium poor Medmm Medmm good 
Medmm good Good Good 
Good Good Medium 
Poor Medmm Medmm 
Medium good Medium Medium good 
Medium Medmm good Good 
Medium good Medium good Good 
Medium good Good Good 
Good Medium Medium 
Good Good Good 
Good Medium Medium good 
Good Good Medium good 
61 52.7 67 4 
(2) Cost contribution 
(3) Cost reasonableness 
(4) System life cycle (yr) 
Logistics 
(1) Supplement abihty 
(2) Maintainability 
(3) Education and training 
(4) Know-how transfer ablhty 
(5) Know-how support ability 
Strategy 
(1) Management mechanism 
(2) Pohcy and strategy 
(3) System demonstration 
(4) Development experience 
(5) Certification 
Very important 
Med ium 
Medmm 
Important 
Important 
Very important 
Medmm important 
Very important 
Medium 
Medium important 
Very important 
Important 
Important 
Medmm important 
(Medmm) (Medmm good) (Medmm poor) 
Medium poor Medium Medium poor 
Good Medmm Medium good 
8 13 10 
(Medium poor) (Medium good) (Medium) 
Medmm Medmm poor Medium poor 
Medium good Medmm good Medmm 
Medium good Medium good Medium 
Medmm Medium good Medium 
Medium Medium Medium poor 
Medmm good Medmm Medium good 
Medmm Medium good Medium 
Medmm Medium Medium poor 
Medium good Good Good 
Medmm poor Good Medium 
companies of information technology, which provide alternatives ofnetwork security systems. The 
results of the evaluations are to give assistance for the decision maker in the decision process. 
In order to extract the requirements in the military, the military specially composes a team of 
experts, and their opimons construct the criteria of importance and ratings. Meanwhile, the case 
study refers to important pointers for implementation f the information security management 
Applying the Fuzzy-Weighted-Average Approach 
Table 3. Acqmmtion cost and system life mapping table. 
Fuzzy Term Acquisition Cost (milhon) System Life (year) 
Very good 30-40 16-17 
Good 40-50 14-15 
Medium good 50-60 12-13 
Medium 60-65 10-11 
Medium poor 65-70 8-9 
Poor 70-75 5-7 
Very poor 75-80 Below4 
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systems, such as ISO/IEC 17799 and BS7799-2 security documents [33,34]. These documents 
are the standards for the information security management, which cover the appropriateness and 
effective use of security controls following a risk analysis that identifies the relevant assets and 
the security threats to them. They are comprehensive s ts of controls comprising best practices 
in information security. Therefore, by experts' options and security document references which 
determine the military network security system alternative r quirements, five categories of criteria 
(tactics, technology, economy, logistics, and strategy) are decided. 
In Table 1 and Figure 2 the appropriate triangular fuzzy numbers are defined to capture the 
linguistic terms of "very good", "good", "medium good", "medium", "medium poor", "poor", 
"very poor" for criteria ratings, and importance weighting of each criterion is also expressed 
linguistically with the same labels shown in Table 1. 
The desirability levels of three alternatives of systems $1, $2, and $3 are evaluated against all 
the criteria and importance of criteria and expressed linguistically against each criterion shown 
in Table 2. 
Note that the acquisition cost and system life cycle may be defined as crisp values. But in 
considering these alternatives, even these items can be considered with vagueness and uncertainty, 
which are required to be also mapped into linguistic terms using Table 3. 
Moreover, for these five categories of criteria (tactics, technology, economy, logistics, and strat- 
egy), five TFN score tables of performances of the three system alternatives have been built using 
Figure 2. The five categories of criteria are: 
(1) The category of tactical criteria including the response ability, recovery ability, safety, 
confidentiality, uncertainty, and staff support ability (Table 4). 
Table 4 Tactical criteria: performance scores of the three alternatives 
Tactms Weight 
(1) Response abihty 
(2) Recovery abihty 
(3) Safety 
(4) Confidentlahty 
(5) Uncertamty 
(6) Staff Support 
Important 
(0 667, 0.833, 1 0) 
Important 
(0.667, 0 833, 1 0) 
Very Important 
(0.833,1 0, 1.0) 
Very important 
(0 833, 1 0, 1 0) 
Medium important 
(0 5, 0 667, 0.833) 
Medium unimportant 
(0.167, 0 333, 0 5) 
Performance 
Medium Good Medium good 
(0 333, 0.5, 0.667) (0.667, 0.833, 1.0) (0 5, 0.667, 0.833) 
Good Medmm poor Medmm 
(0 667, 0 833, 1.0) (0 167, 0 333, 0 5) (0 333, 0 5, 0.667) 
Medium Good Good 
(0.333, 0 5,0 667) (0667,0.833,10) (0.667, 0 833, 1.0) 
Good Medmm good Medium 
(0 667.0 833, 1 0) (0.5, 0.667, 0 833) (0 333, 0.5, 0 667) 
Medmm good Medium Medmm good 
(0 5, 0 667, 0 833) (0 333, 0.5, 0 667) (0.5, 0.667, 0.833) 
Medmm Medmm good Medium 
(0.333, 0 5, 0 667) (0 5, 0.667, 0 833) (0 333, 0.5, 0 667) 
s~ 82 s3 
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Table 5 Technology criteria, performance scores of the three alternatives. 
Technology Weight 
(1) Integrity 
(2) Rehability 
(3) Avallablhty 
(4) System testablhty 
(5) Automation 
(6) Openness 
(7) Substitution 
(8) Expandability 
(9) System implementation 
ability 
(10) System performance 
(11) Operation ability 
(12) Ease to use 
(13) Accountablhty 
Very important 
(0.833, 1.0,1.0) 
Medmm 
(0.333, 0.5, 0.667) 
Medium 
(0 333, 0 5, 0 667) 
Medium 
(0.333, 0.5, 0.667) 
Medium important 
(0.5, 0 667, 0.833) 
Medium 
(0.333, 0.5, 0.667) 
Medmm 
(0.333, 0.5, 0.667) 
Important 
(0 667, 0.833, 1.0) 
Very important 
(0.833, 1.0, 1.0) 
Important 
(0.667, 0.833, 1.0) 
Medium important 
(0.5, 0.667, 0.833) 
Medium unimportant 
(0.167, 0.333, 0.5) 
Unimportant 
(0, 0.167, 0.333) 
Performance 
Sl S2 S3 
Medium 
(0 333, 0 5, 0 667) 
Medium poor 
0.167, 0.333, 0.5) 
Medium good 
0.5, 0.667, 0 833) 
Good 
0.667, 0.833,1.0) 
Poor 
(0, 0 167, 0 333) 
Medium good 
Medium Good 
(0.333, 05, 0.667) (0 667, 0 833, 1.0) 
Medium Medium good 
(0.333, 0.5, 0 667) (0 5, 0.667, 0.833) 
Good Good 
(0 667, 0.833, 1 0) (0.667, 0.833, 1.0) 
Good Medium 
(0.667, 0.833, 1.0) (0.333, 05, 0.667) 
Medium Medium 
(0.333, 0.5, 0.667) (0.333, 0.5, 0.667) 
Medium Medium good 
0.5, 0 667, 0.833) (0.333, 0.5, 0.667) (0.5, 0.667, 0.833) 
Medmm Medium good Good 
0.333, 0.5, 0.667) (0.5, 0.667, 0.833) (0.667, 0.833, 1.0) 
Medium good Medium good Good 
(0 5, 0 667, 0.833) (0.5, 0.667, 0.833) (0.667, 0.833, 1.0) 
Medium good Good Good 
(0.5,0.667, 0.833) (0.667, 0.833, 1.0) (0.667, 0.833, 1.0) 
Good Medium Medium 
(0.667, 0.833, 1 0) (0.333, 0.5, 0.667) (0.333, 0.5, 0.667) 
Good Good Good 
(0.667, 0.833, 1.0) (0.667, 0.833, 1 0) (0.667, 0.833, 1.0) 
Good Medium Medium good 
0.667, 0.833, 1.0) (0.333, 0.5, 0.667) (0.5, 0.667, 0.833) 
Good Good Medium good 
0.667, 0.833, 1.0) (0.667, 0.833, 1.0) (0.5, 0.667, 0.833) 
Table 6. Economy criteria: 3erformance scores of the three alternatives. 
Performance 
Economy Weight 
(1) Acquisition cost 
(2) Cost contribution 
(3) Cost reasonableness 
(4) System life 
Very important 
(0.833, 1.0, 1.0) 
Medium 
(0.333, 05, 0 667) 
Medium 
(0.333, 0.5, 0.667) 
Important 
(0.667, 0.833, 1 O) 
sl s2 s3 
Medium Good Medium poor 
(0.333,0.5,0.667) (0 667, 0.833, 1.0) (0.167,0.333,0.5) 
Medium poor Medmm Medium poor 
(0.167, 0.333, 0.5) (O.333, 0.5, 0.667) (0.167, 0.333, 0.5) 
Good Medmm Medmm good 
(0.667, 0.833, 1.0) (0.333, 0.5, 0.667) (0.5, 0.667, 0.833) 
Medium poor Medium good Medium 
(0.167,0.333,0.5) (0.5,0 667,0.833) (0.333,0.5,0.667) 
(2) The category of technology criteria including the integrity, reliability, availability, sys- 
tem testabdity, automation, openness, substitution, expandability, system implementation 
ability, system performance, operation ability, ease to use, and accountability (Table 5). 
(3) The category of economy criteria including the acquisition cost (million), cost contribution, 
cost reasonableness, and system life cycle (yr) (Table 6). 
(4) The category of logistic criteria including the supplement ability, maintainability, educa- 
tion and training, know-how transfer ability, and know-how support ability (Table 7). 
(5) The category of strategy criteria including the management mechanism, policy and strat- 
egy, system demonstration, development experience, and certification (Table 8). 
Applying the Fuzzy-Weighted-Average Approach 
Table 7 Logistic criteria- performance scores of the three alternat:ves. 
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Logmtms Weight 
(1) Supplement ab:hty Important 
(0 667, 0 833, 1 0) 
(2) Maintainabdlty Very important 
(0 833, 1 O, 1.0) 
(3) Education and training Medmm important 
(0 5, 0.667, 0 833) 
(4) Know-how transfer ab:lity Very important 
(0 833, 1 O, 1.0) 
(5) Know-how support ablhty Medium 
(0 333, 0 5, 0 667) 
Performance 
S1 $2 $3 
Medium Medmm poor Medium poor 
(0.333, 0 5, 0 667) (0.167, 0.333, 0 5) (0.167, 0 333, 0.5 
Medium good Medmm good Medmm 
(0.5, 0 667, 0 833) (0.5, 0.667, 0.833) (0.333, 0.5, 0.667 
Medium good Medium good Medium 
(0 5, 0 667, 0 833) (0.5, 0 667, 0.833) (0 333, 0.5, 0.667) I
I 
Medmm Medmm good Medium 
(0.333, 0 5, 0 667) (0 5, 0 667, 0 833) (0.333, 0.5, 0.667) 
Medium Medmm Medmm poor 
(0 333, 0 5, 0 667) (0 333, 0 5, 0.667) (0.167, 0.333, 0.5) 
Table 8 Strategy crlter:a performance scores of the three alternatives. 
Performance 
Strategy Weight 
(1) Management mechanism 
(2) Pohcy and strategy 
(3) System demonstration 
(4) Development expermnce 
(5) Certification 
Medium important 
(0 5, 0 667, 0 833) 
Very important 
(0.833, 1 0, 1.0) 
Important 
(0.667, 0 833, 1.0) 
Important 
(0 667, 0.833, 1.0) 
Medmm important 
(0 5, 0 667, 0.833) 
$1 $2 Sz 
Medium good Medium Medium good 
(0 5, 0.667, 0 833) (0.333, 0 5, 0.667) (0 5, 0 667, 0.833) 
Medxum Medmm good Medium 
(0.333, 0 5, 0 667) (0 5, 0 667, 0.833) (0 333, 0.5, 0.667) 
Medium Medsum Medium poor 
(0 333,0.5,0 667) (0.333,0 5,0.667) (0 167, 0.333,0.5) 
Medium good Good Good 
(0.5, 0 667, 0 833) (0 667, 0.833, 1 0) (0 667, 0 833, 1.0) 
Medium poor Good Medmm 
(0.167, 0.333, 0 5) (0667,0833,10) (0.333,05,0667) 
5.1. The Evaluation Process Using the FWA Approach 
(1) First, for the five categories (tactics, technology, economy, logistics, and strategy criteria) 
shown in Tables 4-8, respect:vely, following the proposed FWA algorithm procedure in Section 4, 
we have performed the FWA performance calculation with the ratings of criteria and weights of 
the criteria for the three system alternatives for each category and obtained the results hown in 
Tables 9-11. 
Table 9. The FWA performances of alternative S1 under the five categories. 
Tactics Technology Economy Logistics Strategy 
a-Level 
c~-Cuts of FWA of Alternative S1 under Each Category 
a=1.0  
o~ = 0.9 
c~=08 
a=0.7  
a=0.6  
a=0.5  
5=0.4  
c~ = 0.3 
5=0.2  
5=0.1  
5=00 
[0 6547, 0.6547] [0.6250, 0.6250] [0 4802, 0.4802] [0 5696, 0 5696] [0 5348, 0 5348] 
[0 6356, 0 6737] [0.6039, 0 6461] [0.4596, 0 5007] [0 5515, 0.5875] [0.5160, 0.5537] 
IO 6165, 0 69281 [0.5828, 0 6672] [0 4391, 0 5213] IO 5334, 0 60551 [0 4972, 0.5726] 
[0 5974, 0 7118] [0 5615, 0 6882] [0 4185, 0.5419] [0 5153, 0.6235] [0.4785, 0.5915] 
[0 5782, 0 7309] [0.5401, 0 7091] [0 3979, 0 5626] [0.4972, 0.6415] [0 4597, 0.6105] 
[0 5590, 0 7500] [0 5185, 0 7300] [0 3774, 0 5833] [0.4791, 0 6595] [0 4410, 0.6295] 
[0.5398, 0 7692] [0 4969, 0 7507] [0.3568, 0 6042] [0.4610, 0 6776] [0 4222, 0.6485] 
[0.5206, 0 7885] [0.4751, 0 7715] [0.3363, 0.6253] [0 4429, 0.6956] [0.4034, 0.6675] 
[0 5014, 0 8079] [0.4531, 0 7921] [0.3157, 06464] [0 4248, 0.7137] [0.3847, 0.6865] 
[0.4822, 0.8273] [0 4310, 0 8127] [0.2951, 06677] [0.4067, 0 7319] [0 3659, 0 7055] 
[0.4629, 0.8467] [0 4088, 0 8333] [0.2746, 0 6890] [0 3887, 0.7500] [0 3472, 0 7246] 
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Table 10 The FWA performances of alternative $2 under the five categories. 
a-Level 
Tactms Technology Economy Logistics Strategy 
a-Cuts of FWA of Alternative 5'2 under Each Category 
a = 1.0 [0.6487, 0.6487] [0 6458, 0 6458] [0 6666, 0.66661 
a = 0.9 [0.6289, 0 6678] [0.6255, 0 6659] [0.6470, 0.6853] 
a = 0.8 [0.6091, 0.6868] [0 6053, 0 6861] [0 6274, 0.7041] 
a = 0.7 [0.5893, 0.7059] [0 5850, 0 7062] [0.6078, 0.7229] 
a = 0.6 [0 5694, 0.7249] [0.5646, 0.7264] [0 5882, o.7418] 
a = 0.5 [o 5494, 0.7440] [0.5443, o 7465] [o 5686, 0.7608] 
a = o 4 [0.5294, 0.7630] [0.5238, 0.7667] [0.5490, o 7798] 
a = o 3 [o 5093, o.7821] [0.5034, o.7871] [0.5293, 0.7990] 
a = 0.2 [o 4892, o.8o12] [o 4829, 0.8075] [o 5097, o.8183] 
a = o. 1 [o.4691, o 8205] [o 4624, o 8280] [o.49Ol, 0.8377] 
a = o.o [o 4489, o 8399] [o.4419, 0.8486] [0.4705, 0.8572] 
[0 5766, 0 5766] [0 6666, 0.6666] 
[0.5574, 0.5949] [0.6472, 0 6861] 
[0.5382, 0.6133] [0.6277, 0 7056] 
[0.5190, 0.6316] [0.6082, 0.7251] 
[0.4998, 0.6500] [0.5887, 0.7446] 
[0.4806, 0.6684] [0 5691, 0.7642] 
[0.4613, 0.6868] [0.5496, 0 7837] 
[0.4420, 0.7053] [0.5300, 0.8033] 
[0.4227, 0.7237] [0 5103, 0 8230] 
[0.4034, 0 7422] [0.4907, 0.8426] 
[0 3841, 0.76061 [0.4710, 0.8623] 
Table 11. The FWA performances of alternative $3 under the five categories. 
Tactics Technology Economy Logistms Strategy 
a-Cuts of FWA of Alternative $3 under Each Category 
a-Level 
a= 1.0 
a=0.9  
a=0.8  
a=0.7  
a=06 
a=0.5  
a=04 
c~ = 0.3 
a=02 
a=O. l  
a=O.O 
[0.6552, 0.6552] [0.7186, 0.7186] 
[0.6314, 0.6675] [0.6988, 0.73811 
[0.6132, 0 6853] [0.6789, 0.7576] 
[0.5949, 0.6932] [0.6591, 0.7771] 
[0.5566, 0.7011] [0.6392, 0.7866] 
[0.5283, 0.7289] [0.6194, 0.7962] 
[0.5030, 0.7368] [0.5796, 0 8159] 
[0.4816, 0.7446] [0.5398, 0 8356] 
[0 4732, 0 7625] [0 4800, 0 8453] 
[0.4548, 0.7904] [0.4502, 0.8650] 
[0.4264, 0.8162] [0 4302, 0.8726] 
3.4411, 0.4411] [0.5554, 0.5554] [0.5624, 0.5624] 
3.4221, 0.4607] [0.5353, 0.57471 [0.5430, 0.5821] 
3.4031, 0.48031 [0.5152, 0.5940] [0.5235, 0.6019] 
0.3841, 0.5000] [0.4951, 0.6133] [0.5041, 0.6217] 
D.3650, 0.51961 [0.4750, 0 63271 [0.4847, 0.6415] 
9.3459, 0.5392] [0.4548, 0.6421] [0.4652, 0.6613] 
0.3268, 0 5588] [0.4347, 0.6516] [0.4458, 0.6812] 
0.3077, 0.5785] [0.4146, 0 6611] [0.4264, 0 7011] 
0.2885, 0 5981] [0.3745, 0.6707] [0.4069, 0.7210] 
0.2693, 0 61771 [0.3544, 0.69031 [0 3875, 0.7409] 
0.2501, 0.6373] [0 3247, 0.7051] [0.3681, 0.7609] 
(2) Then after the FWA scores of the tactics, technology, economy, logistics, and strategy of the 
three alternatives, we calculated the overall FWA scores of the three alternatives over all the five 
categories and the results are as shown in Table 12. The fuzzy weights of the tactics, technology, 
economy, logistics, and strategy are supplied by the experts' opinion and are represented by 
a fuzzy weight vector [W]. [W] = [WTactics, WTechnology , WE . . . . .  y, WLogmtlcs, Wstrategy] t = [very 
important, important, medium, medium important, unimportant] t and can be expressed in TFNs 
as 
[ (0.833, 1.000, 1.000) 
/(o.667, o.833,1.ooo) 
[W] = 1(0.333,0.500,0.667) , 
| (0.500, 0.667, 0.833) 
L (0.000, 0.167, 0.333) 
and, e.g., for c~ = O, 
= 
[0.833, 1.000] 
[0.667,1.000] | 
[0.333,0.667]| 
[0.500,0.833]| 
[0.000, 0.333] J
The following shall illustrate the FWA algorithm's procedure proposed by calculating the 
a-Level 
a=l .O  
a=0.9  
6=0.8  
6=07 
a=06 
6=05 
6=04 
o~=03 
a=02 
6=0.1  
6=0.0  
Applying the Fuzzy-Weighted-Average Approach 
Table 12 The overall FWAs of the three alternatives 
$1 $2 $3 
a-Cuts ofthe Overall FWA of Alternatives(S3) 
[0.5953,0 5953] [0 6368,0.6368] [0.6599,0 6599] 
[0.5739,06161] [0.6162,06568] [0.6285,0 6738] 
[0 5527,0.6370] [0.5955,0 6768] [0.5975,0 687~ 
[0.5315,0.658~ [0.5749,0.696~ [05667,0.7014] 
[05103,0.6790] [0.5542,0 716~ [05363,0 7151] 
[04892,0.7001] [0.5335,0736~ [05062,0.7286] 
[04681,07212] [0 5127,0 7567] [04764,0.7421] 
[0 4471, 0742~ [0.4920,  7766] [0 4469, 0.7555] 
[04261,0 763~ [0.4712,07966] [04177,0 7688] 
[0.4050,0 785~ [0 4504,0 8166] [0 3889,0 7820] 
[0 3838,0 8064] [0.4296,0 8366] [0.3594,0 7951] 
overall  FWA of a l ternat ive S1 for a = 0. The FWA a lgor i thm yields the results as follows. 
tO = fL(Wl ~- (el)a, W2 = (C2)a,'W3 = (C3)a, W4 : (C4)a: W5 = (CS)a) 
(Cl)a(all)a+(c2)a(al2)a+(c3)~(al3)a+(c4)a(al4)a+(cs)a(als)a 
(0.833 X 0.4629) + (0.667 × 0.4088) + (0.333 × 0.2746) + (0.5 × 0.3887) + (0 × 0.3472) 
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0.833 + 0.667 + 0.333 + 0.5 + 0 
0.9441 
2.333 
= 0.4047, 
P0 = fR (Wl = (e l )a ,  W2 = (C2)a, W3 = (C3)a, W4 = (a4)a, W5 = (Cs)a) 
(Cl)a(bll)a + (c2)a(bl:)a + (c3)a(b13)a + (c4) (bl4)a + 
(Cl)a "4- (C2)a --~ (C3) a -~- (C4) a --~ (55) a 
(0.833 x 0.8467) + (0.667 × 0.8333) + (0.333 × 0.6890) + (0.5 x 0.7500) + (0 x 0.7246) 
0.833 + 0 667 + 0.333 + 0.5 + 0 
1.8655 
2.333 
= 0.7996. 
Io = {3, 4, 5} and Jo = {1, 2}. Then,  Step 3.1 of the FWA a lgor i thm yields 
t l  = f ((al l)a, (al2)a, (al3)a, (al4)a, (alS)a, (el)a, (c2)a, (da)a, (d4)a, (ds)a)  
0.9441 + (0.667 - 0.333) x 0.2746 + (0.833 - 0.5) x 0.3887 + (0.333 - 0) x 0.3472 
2 333 + (0.667 - 0.333) + (0.833 - 0.5) + (0.333 - O) 
1.2809 
-- - -  -- 0.3843, 
3.333 
and I1 = {3, 5}. Since I 1 ~ Io, repeat  Step 3.1 and it yields 
e2 ~- f ((all)a, (al2)a, (al3)a, (a14)a, (a15)a, (c1)a, (c2)a, (d3)a, (c4)a, (ds)a) 
1.2809 - (0.833 - 0.5) x 0.3887 
= = 0.3838, 
3.333 - (0.833 - 0.5) 
and/2  = {3, 5}. Because /2  = I1, stop Step 3. Next,  Step 4.1 yields 
Pl = f ((bll)a, (b12)a, (bl3)a, (b14)a, (his)a, (dl)a, (d2)a, (c3)a, (c4)a, (Cs)a) 
1 8655 + (1 - 0.833) x 0 8467 + (1 - 0.667) x 0.8333 
= = 0.8064, 
2.333 + (1 - 0.833) + (1 - 0.667) 
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0~= 
0.5 
MI= 
(0.3838, 0.5953, 0.8064) M2 = 
............ ~x ..... ~---2~ . ......... (0.4296, 0.6368, 0.8366) . . . .  , 
," ;U 
,,~.'~,' "~'.~". (0.3594, 0.6599, 0.7951) 
..," ," "',-",x" 
.... :f t" : , . "',';7-.~ ", , ~ y,. 
0.4 0.5 0.6 0.7 0.8 0.9 1.0 Y 
Figure 3. The membership functmns of FWA scores of $1, $2, and $3 
and J1 = {1,2}. Because J1 = J0 (Step 4.2), stop Step 4. The solution for (M1),~=o is 
[(YL)~=o, (Y~)a=o] = [0.3838,0.8064] for $1. The processes hould be repeated for the other 
a-cuts and the other alternatives. The results are as shown in Table 12. 
Draw the membership function curves of the overall FWAs M1 (alternative $1), Ms (alterna- 
tive $2), and M3 (alternative $3), which can be shown in Figure 3. 
5.2 .  The  F ina l  Eva luat ion  Resu l ts  Us ing  Rank ing  Methods  
This section uses three ranking methods (Section 3.4) and ranks the alternatives based on the 
FWA results. 
(1) The a-cut-based method: according to Figure 3, when applying the a-cut-based method, 
we find that M1 is less than M2 and M3 for all a E [0.5, 1]. But M2 and Ms cannot be concluded 
since it cannot be concluded that M2 _< M3 or M2 >__ Ma for all a a [0.5, 1]. Therefore, the 
a-cut-based method cannot provide the results of the final evaluation. 
(2) The Hamming distance method: then, for this method, using equation (15), we obtained 
that 
fo5858(  x=0.3838 x -0 .4296 ) dx 
d(max(M1, M2, M3), M1) = Jo 3838 \0.5953 - 0.3838 - 0.6368 - 0.4296 
+ \0.5953 - 0.3838 
/o 221o + \ o.s-TTf-g.~53 
_ fo.59~3 ( x -0 .3594 
JO 5888 \0 .65~ ---0.3594 
fo~o~: / 0 ,~-~ 
JO 6~99 \0.7-9"ffi'--~.6599 
_ f~3°° / 0~3,0-~ 
Jo ross \0.8-~-6--~6368 
= 0.0094, 
x -- 0.3594 
- 0.6599 - 0.3594/ dx 
_ x -0 .3594 ~ dx 
0.6599 - 0.3594] 
0.8064 - x 
- 0.8-'0-6-4--0-.5-953] dx 
0.8064 - x 
- 0.8-0-6-4--0-.5-953] dx 
0.80~- ~_ 
- 0.8064 - 0.5953] dx 
[o °3°8 ( ~_:0.4296 x -  0.3594 "~ 
d(max(M1, M2, M3), M2) = JO.5855 \0.6368 - 0.4296 - 0.659-9-- 0 -~94]  dx 
/o04oo ( 083~ :_~ x - 0.3594 
+ JO.8368 \0.8366 - 0.6368 - 0.6-5-~--0--.3"594] dx 
_ I°6~99 ( x - 0_.2594 0.8366 - x 
Jo 64o6 \0.6599 - 0.3594 - 0 .8"~- -  0.-6"368] dx 
) 
Jo 6599 \0.7-~----0--~99 0.8366-- 0.6368 
= 0.0013, 
Applying the Fuzzy-Weighted-Average Approach 1813 
i 0  5855 ( ~ = 0.3594 _x = 0__.4296 "~ 
d(max(M1, M2, M3), M3) = Jo 3594 \0.6599 - 0.3594 - 0.6368 - 0.4396) dx 
_ fo  oo ( 0.8366-  0.7951:x 
a0 7082 \ 0.8-~-6-~b---~-~68 - 0.7951 - 0.6599] dx = 0.0186. 
From the above results, we obtain that d(max(M1, M2, M3), M3) > d(max(M1, 71//2, M3), MI) > 
d(max(M1, M2, M3), M2). It may be concluded that $2 >- $1 ~- $3. 
(3) The area between the centroid point and original point: according to M1, M2, M3 in 
Figure 3 and Table 12, and using equations (17) and (18), we obtained that (21 = 0.6327, 
771 = 0.5), (22 = 0.6659, Y2 = 0.5005), and (23 = 0.6183, 77a = 0.5111), respectively, for M1, 
M2, and M3. T(M1) = 5~1 " Yl = 0.3163, T(M2) = x2 • ~2 = 0.3333, and T(M3) = x3 "y3 = 
0.3160. Therefore, we obtain that M2 > M1 > M3, and the alternative ranking order is 
that $2 ~- $1 )>- $3. On the contrary, the images of these fuzzy numbers of the alterna- 
tives a re -M1 = (-0.8064,-0.5953,-0.3840), -M2 = (-0.8366,-0.6368,-0.4296), -31//3 = 
(-0.7951,-0.6599,-0.3594), respectively. Therefore, T( -M1)  = (--0.6327)lN0.5 = --0.3163, 
T( -M2)  = (-0.6660)[2]0.5004 = -0.3333, T( -M3)  = (-0.5915)[210.5111 = -0.3024. And we 
obtain that -M3 > -M1 > -M2. The alternative ranking order in the negative nvironment is 
that $2 -~ $1 -~ $3, and therefore it confirms that the alternative ranking order in the positive 
environment $2 >- $1 ~- $3 is accurate. This result is consistent with that of the Hamming 
distance method. 
From these results, the ranking order may be concluded that $2 >- $I b- $3. Therefore, the 
above ranking methods have been used that Method (1) has been used first and tried to reach 
a final conclusion and if the conclusion could not be drawn, either Method (2) or (3) would be 
used for the final decision. 
6. CONCLUSION 
In the military, a robust network security system is definitely necessary. It may effectively 
defend attacks of enemies and protect confidential data. Therefore, evaluating the best appropri- 
ate alternative of a network security system is important. Since the measures from criteria and 
the relative importance of the criteria can be vague and may be represented by linguistic values, 
evaluation of network security system alternatives may be carried out by the fuzzy weighted av- 
erage problems. In this paper, we have presented a practical case study of evaluating alternatives 
from three alternatives of network security systems to illustrate the proposed FWA approach. 
The results yielded included the fuzzy linguistic ratings and importance and FWA performance 
scores. The obtained results were also ranked through the ranking methods and provided the 
appropriate decision references for the decision-maker. 
Future research from the current one may extend the proposed approach to evaluate and study 
other real cases of multiple criteria decision problems. 
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