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ABSTRACT

Xu, Jian. Ph.D., Purdue University, December 2014. Coal Gasification for Fuel Synthesis:
Multiphysics Modeling and New Concepts. Major Professor: Li Qiao.
Fuel synthesis through gasification of carbonaceous materials (e.g. coal and biomass) has
the potential to provide a solution to the increasing demand for energy and liquid
transportation fuels. To theoretically understand the complex physical and chemical
processes in a gasifier and to identify the most influential parameters for syngas
production, we first developed a multi-physics and multi-scale model to simulate the
gasification processes in a well-stirred reactor. This model is the first of its kind and
considers detailed gas-phase chemistry, particle-phase reactions, moisture drying,
devolatilization, porous structure evolution, convective and radiative heat transfer, as
well as full coupling between the two phases at various scales for mass, species, and
energy exchange. Numerical simulations were conducted to understand the gasification
process and the effects of particle size, porous structure, radiative heat transfer, pressure,
O2 concentration, H2 addition, moisture content, and devolatilization on gasification
performance. The model was also used to study the effect of concentrated solar energy on
the gasification process. The effects of concentrated solar energy flux on conversion time,
syngas yield, solar-to-fuel conversion efficiency, and solar-to-chemical enthalpy
conversion percentage were analyzed.

xvi
Then, droplet breakup mechanism of carbon-in-water suspensions (CWS) under intense
radiation were studied both experimentally and theoretically. CWS have unique optical
properties and have received increasing interest recently for various applications. In the
field of combustion science, CWS have been recommended as a substitute for the
traditional fossil fuels. The idea is to suspend carbon (coal or coal) particles in water and
then inject them as a spray into a gasifier or boiler. The potential benefits are lower
emissions and higher combustion efficiency, in comparison to directly injecting coal
particles into air or water steam. Nevertheless, few studies have examined CWS colloidal
fuels. Especially, droplet breakup can occur when the droplets are exposed to radiation.
The goal of this study was to understand droplet breakup mechanism of CWS under
intense radiation. An experiment was developed to visualize the breakup process and to
measure the threshold radiation intensity required for explosion at varying particle
materials, particle sizes, particle concentrations, droplet sizes, base fluids as well as
wavelengths of the radiation. The results showed that radiation absorption by the carbon
particles play a critical role in the breakup behavior. A theoretical model was also
developed to determine the effects of the particle material, the particle size, the particle
concentration, the base fluid, and the wavelength of the radiation on the threshold
radiation energy.

1

CHAPTER 1. INTRODUCTION

1.1

Background and Motivation

Fuel synthesis through coal gasification offers a potential solution to the problem of
increasing demand for energy and transportation fuels. The understanding of the complex
chemical processes in coal gasification through experimental and computational means
has generated increasing interest over recent years.

As shown in Figure 1.1, coal

gasification is a process that converts carbonaceous material (coal, biomass, etc) into
synthesis gas (syngas). The primary components in syngas are CO and H2. Syngas can be
used in many industries, for example, it can be used to generate electricity, transformed
into liquid transportation fuels, and converted into other chemical products like ammonia.
The advantages of coal gasification technology include: (1) It can make up the shortage
in liquid/gaseous fuels. Unlike petroleum and natural gas, coal is widely distributed all
over the world. By converting coal into liquid fuels, it will reduce the need to import oil.
(2) Emissions of CO2 and other greenhouse gasses can be reduced significantly.

Agrawal et al. [1] proposed a novel hybrid hydrogen-carbon (H2CAR) process for the
production of liquid fuels, for which there is no CO2 emission from the chemical
processing system. In this proposal, coal or biomass is used to provide carbon atoms
needed for the production of liquid hydrocarbons, and hydrogen, which can be generated
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using carbon-free energy sources such as solar, nuclear, and wind energy, is used to
supply the hydrogen atoms for the chemical transformation.

The authors proposed

feeding H2 from a carbon-free energy source and recycling CO2 back to the gasifier,
which could potentially minimize the net CO2 formation by promoting the reverse watergas-shift reaction.

Motivated by these, this research addresses some fundamental scientific questions that
would enable better design of integrated coal/biomass-to-liquid jet fuel synthesis process.
The research consists of three components: (1) multiphysics modeling of coal gasification
processes; (2) solar-driven gasification; (3) radiation-induced droplet breakup of coal-inwater fuels. The first component focuses on a unique model we have developed to
simulate the complex gasification process in gasifiers considering detailed chemistry and
full coupling between the solid and gas phases. The second and third components focus
on exploring two new concepts of advanced gasification technologies: using solar energy
to gasify coal and using coal-in-water colloidal fuels for gasification. In the following, we
will discuss the motivation and results of each component as well as how these
components are integrated with each other.
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Figure 1.1 Demonstration of coal gasification processes [2]

Figure 1.2 Proposed novel liquid fuel synthesis process (H2CAR) by Agrawal et al. [1]

1.2

Modeling of Coal Gasification Processes with Detailed Chemistry

The modeling of coal gasification processes has attracted great interest in the past years.
In terms of the modeling methods, the previous works can be divided into 3 groups:
single coal particle gasification [3-5], one-dimensional coal gasification [6-9], and
computational fluid dynamics (CFD) of coal gasification reactors [10-14]. CFD modeling
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of entrained flow reactors is extremely complex, involving gas-phase turbulent flow and
particle-phase turbulent flow, as well as particle-gas-phase coupling, which is beyond the
scope of the present study and thus will not be discussed here.

The modeling of a single char particle offers a fundamental understanding of the
gasification process. Srinivas and Amundson [3] developed a simple model for
gasification of a single char particle. It solves the particle’s mass and energy conservation
equations with the Stefan-Maxwell relations assuming constant transport and
thermodynamic properties. Haynes [4] proposed an improved model that calculated
diffusivities for different components. His model also has the capability to incorporate
multiple reactions and components. Samuilov et al. [5] developed a model that
emphasizes the effects of a porous structure of the char and surface reaction kinetics for a
single carbon particle in a CO2 environment. It used the Laugmuir-Hinshelwood
description of the porous structure, the diffusion processes, and the gasification processes.
All these models, however, did not consider detailed devolatilization kinetics or charsurface reactions. Moreover, interactions between particles and between gas phase and
particle phase were modeled in a simple way.

Govind and Shah [6] developed a 1-D mathematical model to simulate the Texaco
downflow entrained bed gasifier that used coal-water slurries as the feedstock. The
unreacted-core shrinking model was used to estimate the solid-gas reaction rates. Three
crucial parameters, the coal-feeding rate, the oxygen to coal ratio, and the steam to coal
ratio, were investigated, and their effects on the exhaust gas composition for the gasifier
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and the final carbon conversion were determined. Ni and Williams [7] developed a
multivariable model for an entrained flow coal-oxygen gasifier, which considered onestep devolatilization kinetics and one char surface reaction and assumed the gas-phase
reactions to be at equilibrium. The effects of coal-oxygen-steam ratios, temperature, and
pressure on gasification products and steam production were estimated. Later, Vamvuka
and Woodburn [8] developed a 1-D steady-state entrained flow reactor model, which is
based on mass and energy conservation equations, including solid-phase reactions and
assuming gas-phase reactions at equilibrium. The temperature, reaction rate, and
composition profiles were calculated to determine the effects of different operating
parameters on gasifier performance. These models, however, considered rather simple
heterogeneous surface reactions, neglecting detailed devolatilization kinetics and also the
effects of a porous char structure on the diffusion process. Moreover, for gas-phase
reactions only a few (up to 4) reactions were considered with a one-step overall reaction
rate, and some reactions were assumed to be in equilibrium.

A more detailed 1-D plug-flow reactor model was developed by Liu et al. [9] for a
pressurized entrained flow gasifier, which emphasized the influence of high pressure,
reaction kinetics, and char structure on gasification performance. The sensitivity analyses
show that reaction kinetics and char structure are both crucial for predicting coal
gasification processes. Also, low-pressure gasification kinetics (i.e., pressure order)
cannot be extrapolated to high-pressure conditions. Recently, Sane et al. [15] developed a
multiphase well-stirred reactor model to simulate coal gasification. The model considers
boundary layer gas diffusion reactions, two particle-phase surface reactions, and water-
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gas-shift reaction in equilibrium in the gas phase. The results showed the effects of
pressure, temperature, particle size, H2O/coal ratio, and external H2 addition on the
carbon conversion and CO2 emission rates.

In summary, previous studies have shown that several factors, including the detailed
devolatilization kinetics, gas-phase reactions, char structure (through diffusion process),
and char-surface reactions, can all influence the gasification process, especially at high
pressures. The models in literature have mostly used simple gas-phase kinetics or
reactions, and some reactions were assumed to be at equilibrium. The reaction rate has
been mostly expressed in terms of a one-step overall reaction rate, which may not be
sufficiently accurate for broader operating conditions. Furthermore, multiphysics
interactions between gas phase and particle phase were not thoroughly considered in
these models. Some interactions that account for the mass and energy exchange between
the two phases were even neglected. These studies indicate that a more detailed model is
needed, one that includes reaction diffusion processes, char structure, surface reactions,
and interactions between the two phases at the boundary. Lastly, gas-phase homogenous
reactions and transport, which have an important impact on the gasification behavior,
should be better described by the use of detailed chemistry, variable thermodynamic
properties, and various multi-phase transport properties.

These motivated us to undertake the first component of the research – multiphysics
modeling of coal gasification process with detailed chemistry and full consideration of
two-phase coupling, which will be discussed shortly.

7
1.3

Solar-Driven Coal Gasification

Besides modeling the complex coal gasification process with detailed chemistry, we have
been interested in two new concepts of coal gasification technologies. The first concept is
solar-drive gasification which will be discussed here. The second concept is coal-in-water
fuels for coal gasification (or combustion) which will be discussed in the next section.

Gasification reactions are generally endothermic and external energy input is required to
maintain the high-temperature environment of gasifiers. External energy input can be
provided by one or more means such as electric heating, partial oxidation of coal, or
oxidation of an auxiliary fuel such as natural gas. Solar-driven gasification, which uses
concentrated solar energy as an external source, has been recommended as an efficient
and cost-effective way for coal and biomass gasification [16-18]. The biggest advantage
of solar-driven gasification is the storage of a significant fraction of solar energy as
chemical energy of the synthesized fuel molecules, and the construct can reduce the net
CO2 emissions to the environment and conserve fossil fuels [19].

Gregg et al. [16] first demonstrated solar gasification of sub-bituminous coal, activated
carbon, coke, and a mixture of coal and biomass in a fixed bed using a 23-kW solar
furnace. The sunlight was focused directly on the bed through a quartz window. More
than 40% of the energy of the sunlight arriving at the focus was chemically stored in the
product gases. Taylor et al. [20] investigated solar gasification of carbonaceous materials
in a packed-bed gasifier using a 2-kW vertical-beam solar furnace. Kodama et al. [21]
constructed a laboratory-scale windowed fluidized-bed reactor to study CO2 gasification
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of coal and coke with a sun-simulator used to provide concentrated light in the visible
range. Z’Graggen et al. [22] exposed a gas-particle flow in a 5-kW experimental reactor
to high flux in a solar concentrator furnace.

These demonstration projects have shown solar gasification to be a promising concept.
Modeling and simulation studies emphasize fundamental understanding of the complex
energy conversion processes in solar gasification. Among these studies, Zedtwitz et al.
[23] developed a heat transfer model to simulate steam-gasification of coal in a quartz
tubular reactor directly exposed to concentrated thermal radiation. This model solves
steady-state mass and energy conservation equations that link the heat transfer to the
chemical kinetics.

Z’Graggen et al. [24] developed a two-phase model for steam-

gasification of carbonaceous materials. The governing mass, momentum, and energy
conservation equations were solved by applying Monte Carlo, two-flux, and finitevolume techniques. For gas-phase reactions, the kinetic rates of the main species (H2O,
H2, CO, and CO2) were formulated with Langmuir-Hinshelwood expressions for regimebased balancing of the formation and consumption processes. The important insights
about solar gasification provided by these models can be further deepened by including
the effects of devolatilization kinetics, porous char structure, diffusion processes, and
coupling between the two phases. Finite rates of detailed gas phase reactions need to be
examined to ensure that these do not impact the overall solar gasification times.
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These motivated us to better understand the solar-driven coal gasification processes and
to determine the optimal parameters through detailed modeling of the production,
consumption and diffusion terms.

1.4

Radiation-Induced Breakup of Coal-in-Water Droplets

The use of Coal-in-water suspensions (CWS) in boilers and gasifiers has attracted great
interest in the past decades for its potential as a substitute for the traditional fossil fuels.
Because of its low emissions and low BTU cost, CWS can be environmental friendly and
cost effective for heat and power generation. The gasification and combustion processes
of CWS have been studied experimentally and computationally [25-29]. Generally, the
gasification and combustion processes include four steps: (1) water is first vaporized and
during this process coal particles agglomerate; (2) the agglomerate is heated and then
pyrolyses; (3) combustion of the volatiles occurs when the temperature reaches the
volatile ignition temperature; (4) lastly, the heterogeneous combustion of the char
becomes dominant which lasts much longer than the volatile combustion. The burning
time and the combustion efficiency of the CWS droplets are largely affected by the size
of the agglomerates, which may be as large as the original droplet size. Therefore, it is
crucial to enhance the secondary atomization (or droplet breakup) of CWS droplets in
order to reduce the burning time and increase combustion efficiency.

Explosive boiling caused by intense radiation could be one of the possible approaches to
enhance droplet breakup. It occurs when the temperature of the droplet exceeds the
maximum superheat temperature of the liquid at a given pressure. Explosive boiling has
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been observed for homogeneous liquid fuels or mixtures [30-32], aluminum slurry [33]
and aluminum nanofluid [34], and coal-oil mixtures [35]. Maloney and coworkers [36-38]
studied the explosive boiling behavior of CWS droplets, in which the energy flux
thresholds required for explosive boiling of CWS droplets were determined using a
pulsed Nd:YAG laser with 1064 nm wavelength and heating time around 8 ms. However,
the mechanisms of how the explosive boiling was generated under thermal radiation was
unclear. In Ref. [37], it was proposed that the internal superheating and explosive boiling
was caused by the fuel additives (the surfactant). A closely packed thin film was formed
at the droplet surface by the surfactant molecules. The film would then affect the
conditions necessary for explosive boiling by the elimination of the water-air interface
and the inhibition of surface evaporation. In Ref. [38], it was suggested that the radiation
energy was firstly absorbed primarily by the coal particles in the outer layer of the CWS
droplet and then the heat was transferred inward through internal conduction which
eventually caused droplet breakup. Nevertheless, a better understanding of the
mechanism of radiation-induced explosive boiling is required.

Furthermore, we speculate that the size of the coal particles suspended in water may also
play a vital role in the heat transfer (both radiation and conduction) which consequently
would influence the explosive boiling behavior. Previous studies on coal-in-water fuels
have focused on micron-sized particles. No studies have examined the radiation-induced
droplet breakup of nano-dispersed colloidal fuels. It is possible that the radiation
absorption will be more effective by using nano-sized particles. In addition, the scattering
mode and the interactions of scattered radiation waves between particles will be different
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for micron and nanoparticles. It was found that the evaporation rate of ethanol fuels under
radiation can be significantly enhanced with the addition of 0.1 wt% carbon nanoparticles
(CNPs) [39].

The objective here is to understand and quantify the mechanisms that are responsible for
the radiation-induced droplet breakup of nano-dispersed coal-in-water colloidal fuels. It
is speculated that the radiation absorption by coal particles and the conduction and
convection heat transfer between the particles and the surrounding water molecules play a
critical role in the explosive boiling behavior. An experiment has been developed to
measure the threshold radiation energy (or flux) and to visualize the droplet breakup
process. A theoretical model including the optical model and thermal model has also been
developed to determine the effect of the particle material, size and concentration as well
as the base fluid and the wavelength of the radiation on the threshold radiation energy
and the explosive boiling behavior.
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CHAPTER 2. DESCRIPTION OF THE COAL GASIFICATION MODELS

2.1

Pure Carbon Gasification Model

Due to the considerations discussed above, Qiao et al. [40]1 developed the present
multiphysics model with detailed gas-phase chemistry and a numerical code to simulate
the complex carbon gasification processes in a perfectly stirred reactor. The model
includes gas-phase and particle-phase reactions as well as a coupling that includes mass,
species, and energy exchanges between the two phases at various scales. The gas-phase
reactions used the detailed chemistry GRI-Mech 1.2 [41], including 177 elementary
reactions and 31 species, and various transport properties and variable thermodynamic
properties in CHEMKIN format. For the particle-phase, four surface reactions were
considered. The surface reaction rates were simulated by using the diffusion-kinetics
model with consideration of boundary layer mass and energy diffusion. Numerical
simulations and parametric studies were conducted to understand the gasification process
at various operating conditions. While we recognize that multiple choices exist for the
selection of various reaction mechanisms, chemical and physical properties, and phase
diagrams, representative results allowing conclusions that are qualitatively independent
and quantitatively change only insignificantly, with specific model selection, are
presented. The model and the results have been reported in a paper published on
Combustion and Flame [40] and will be shown in the following.

1

The permission to reuse the data in the reference has been granted by the publisher.
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Figure 2.1 shows a schematic of a well-stirred reactor for which the multiphysics model
with detailed chemistry described in the previous section was developed to simulate
carbon gasification processes. Although the depiction in Figure 2.1 is spherical, the well
stirred reactor can be of any well defined geometric shape. Carbon particles with
diameter ݀ are uniformly distributed inside the reactor together with gaseous species.
The reactor’s pressure remains constant, which means that during the gasification process
the volume increases as a result of thermal expansion; thus the number density of coal
particles decreases, but the total number is conserved. It is assumed that intense mixing
occurs inside the reactor so that all gas-phase properties in the gas-phase bulk of the
reactor, with the exception of the small boundary layers surrounding the particles, are
uniform or spatially independent. As a result of this assumption, the temperature and
number density of the particles can be assumed to be uniform at the bulk scale of the
reactor. Mass, species, and energy exchanges between individual particles and
surrounding gases cause local non-equilibrium in the boundary layers surrounding each
of the particles. These interactions are modeled on the particle scale. Moreover, the
model developed for a single particle represents all particles inside the reactor. For the
gas-phase reactions, detailed kinetics and variable thermodynamic properties are
considered. The governing equations of mass, species, and energy conservation for the
gas phase and the particle phase are coupled to account for mass, species, and energy
exchanges between the two phases. The transient gasification process is computed until
99% of the coal particle is gasified. Additional assumptions that are of immediate
convenience but do not impact the conclusions of the present study include uniformity of
temperature within the particle phase as a result of the small size and large thermal
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conductivity of particles and spherically symmetric gradient diffusion heat and mass
transfer to the particle surface from the bulk gas phase. In particular, the Biot number
was found to be very small (̱ͳͲିସ ) for the present simulations. Note the Biot number is
defined as ܤ ൌ ݄݀ Ȁ݇ , where ݄ is the convective heat transfer coefficient, and ݇ is the
thermal conductivity of the particle. The small Biot number implies that heat conduction
inside the particle is much faster than the heat convection away from its surface, and thus
temperature gradients are negligible inside of the particle.

Equal binary diffusion

coefficients are considered applicable for multi-species diffusion and the bulk gas
properties are modeled using ideal gas law. The governing equations in the Eulerian
coordinate system for the gas and particle phases resulting from the above assumptions
are described in the following section.

Carbon particles
dP – diameter
NP – number density
Gases

Constant
pressure valve

Figure 2.1 Coal gasification in a well-stirred reactor

A. Gas-Phase Equations
The conservation equations of mass, species, and energy for the gas phase are
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Additionally, the equation of state for perfect gas is:
ܲ ൌ ߩܴܶȀܹ with ܹ ൌ σ

ଵ
  Ȁௐ

(2.4)

In Eq. (2.1), ݉ and ߩ are the mass and density of all gas-phase species; ݓ is the
production rate of species ݅ because of surface heterogeneous reactions; ܹ is the
molecular weight of species ݅. In Eq. (2.2), ܻ is the mass fraction of species ݅; ߱ is the
production rate of species ݅ because of gas-phase reactions. In Eq. (2.3), ܶ is the gasphase temperature; ݄ is the enthalpy of species ݅; ܰ is the particle number density; ܳሶ
represents the enthalpy transferred from a particle to the bulk gases as a result of mass
transfer because of surface reactions; and ܳሶǡ is the convective heat transfer between a
particle and the bulk gases.

The convective heat transfer between a particle and the gases ሶ ୡ୭୬ǡ is defined as
ሶ ୡ୭୬ǡ ൌ െ݄ܣ ሺܶ െ ܶ ሻ

(2.5)

where  is the convective heat transfer coefficient, and ܣ is the reactive surface area of a
particle. The coefficient ݄ can be expressed as [42]
݄ൌ
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where ݀ is the external diameter of particles, and ܰ௨ is the Nusselt number. In the
present low Reynolds flow, a value of 2 was chosen for the Nusselt number.

The enthalpy transfer between one particle and the bulk gas, ܳሶ̴ , can be expressed as
ሶ ୦̴ୡ ൌ σ ݓ ܹ ݄ᇱ Ȁܰ

(2.7)

Note if the species ݅ is the gaseous reactant of the heterogeneous reactions, the value of
݄ᇱ is determined using the gas phase temperature ܶ . If the species ݅ is the gaseous
product of the heterogeneous reactions, the value of ݄ᇱ is determined using the particle
temperature ܶ .

A detailed gas-phase reaction mechanism, GRI-Mech 1.2, is incorporated into the model,
which includes 177 elementary reactions and 31 species. The gas-phase species are H2, H,
O, O2, OH, H2O, HO2, H2O2, C, CH, CH2, CH2(S), CH3, CH4, CO, CO2, HCO, CH2O,
CH2OH, CH3O, CH3OH, C2H, C2H2, C2H3, C2H4, C2H5, C2H6, HCCO, CH2CO, HCCOH,
and N2. Various transport properties and variable thermodynamic properties were
adopted based on the CHEMKIN format. GRI-Mech 3.0 mechanism was also used, and
the results are essentially the same as those of GRI-Mech 1.2.

B. Particle-Phase Equations
The particle mass ݉ , density ߩ , diameter ݀ , number density ܰ , and temperature ܶ
are the five variables to solve. The governing equations are:
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(2.11)
(2.12)

where, ߩǡ , ݉ǡ , ୮ǡ , and ܰǡ are the initial density, mass, diameter, and number
density of each particle at t = 0 sec. ݉ሶ is the carbon consumption rate because of
heterogeneous surface reactions; ܥǡ is the heat capacity of particles; ܳሶǡ  is the
convective heat transfer between a particle and the bulk gases, expressed as ܳሶǡ ൌ
݄ܣ ൫ܶ െ ܶ ൯ ൌ െܳሶǡ (see eq. 2.5); and ܳሶௗ is the radiative heat transfer between a
particle and the wall, which can be expressed as
ସ
ܳሶௗ  ൌ ߝߪߨ݀ଶ ሺܶௐ
െ ܶସ ሻ

(2.13)

where ߝ, ߪ, and ܶௐ are particle surface emissivity (0.81 for carbon particle), StefanBoltzmann constant and the wall temperature, respectively. P. von Zedtwitz et al.[23] has
found that the radiation between the particles and the ambient dominates in the total
radiative heat transfer in the reactor and is three orders of magnitude higher than that
between the bulk gas and the ambient, so other radiative heat transfer in the reactor (e.g.,
between a particle and other particles, between a particle and the bulk gases, and between
the bulk gas and the wall) are neglected here.
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To help understand Eqns. (2.8)-(2.13), the assumptions, models, and mechanisms used
for carbon gasification are presented in the following. It is well known that the physical
structure of a carbon or char particle changes during conversion as a result of surface
reactions. Empirical correlations have been developed for particle diameter and density
to describe the transformation. For example, the Carbon Burnout Kinetics (CBK), a
kinetics package that describes char conversion developed by Sandia National
Laboratories [43], assumed:
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where subscribe Ͳ denotes the initial value. The value of Ƚ is estimated to be between
0.95 and 1 for both entrained flow gasification and fluidized bed gasification [43]. In the
present model, we used 1 for Ƚ, ѽҏwhich results in a linear relationship between ߩ and ݉,
as shown by Eq. (2.9), and a constant external diameter ݀ , as shown by Eq. (2.10). Note
Eq. (2.11) describes the change of particle number density as a result of change of
volume under the assumption of constant pressure.

Furthermore, char surface area evolves during gasification, and usually results in a porous
structure. The Random Pore Model [44, 45] has been widely used to quantitatively
describe the evolution. The present work adapted the Random Pore Model by imposing
a factor ୖ into the gasification rate [43]. This factor accounts for the pore surface
evolution because of carbon conversion:
݂ோெ ൌ ඥͳ െ ߰ ሺͳ െ ݔሻ

(2.15)
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where,  is the carbon conversion ratio; ߰ is a structural parameter, with an empirical
value in a range of 2.2-7.7 [43] for most chars. Here, a mean value of 4.6 as suggested in
Ref. [43] is used.

In Eq. (2.12), ሶ େ is the gross thermal energy released by all surface reactions, which can
be written as
ܳሶ ൌ σ ݉ሶǡ ܳሶǡ

(2.16)

݉ሶ ൌ σ ݉ሶǡ

(2.17)

where ሶେǡ୩ and ሶ େǡ୩ are the carbon consumption rate and the net heat of reaction of
carbon surface reactions A, B, C, or D. Here we assume all heat from surface reactions is
absorbed by particles because of their much higher thermal conductivity than the gases.
These surface reactions and the rate constant as well as gas transport in the boundary
layer are described in the following.

C. Carbon Surface Reactions
Four heterogeneous reactions are assumed to take place on the particle surfaces:
C + H2O ՜ CO + H2

(A)

C + CO2 ՜ 2CO

(B)

C + 2H2 ՜ CH4

(C)
ଵ

ଶ
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థ

C + ͳȀ߶O2 ՜ ʹሺͳ െ ሻ CO ሺ െ ͳሻ CO2

(D)
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Reaction D is the carbon-oxygen reaction, which can produce both CO and CO2. The
ratio of CO to CO2 depends on particle size and temperature. The empirical parameter ߶
in Reaction D is obtained following [6]:
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The global rate of each reaction was simulated using the diffusion-kinetic model, which
is of the first order for reactions A, B, and D, and of the second order for reaction C [46].
The carbon reaction rate can be written as
ሶେǡ୩ ൌ െܣ ܭ ൫ܲܺǡ௦ ൯



(2.21)

where subscription k denotes reactions A, B, C, or D; ܭ is surface reaction rate constant;
ܺǡ௦ is the mole fraction of the gaseous reactant at particle surface. The surface reaction
rate constant is expressed in Arrhenius form as
ܭ ൌ ܤ ሺെ

ாೖ
ோ்

ሻ

(2.22)

where ܤ is the prefactor; and ܧ is the activation energy. The kinetic constant and the
references from which they were obtained are listed in Table 2.1.
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Table 2.1 Reaction rate constants and heat of reaction
 ൌ   ሺെ Ȁ ሻ
ሶ (107erg/g)
Bk
Ek
Moisture drying [47]
5.13×1010
8.8×104
2440
5
Devolatilization [6]
1×10
12000
979.52
Reaction A [48, 49]
247
21060
9908
Reaction B [48, 49]
247
21060
13310
Reaction C [12, 49]
0.12
17921
-7283
െʹሺͳ
െ
ͳȀሻ
ൈ
ͳͲʹͲ
െ ሺʹȀ െ ͳሻ ൈ ͵͵ͺ͵Ͳ
Reaction D [12, 49]
8710
17967
Reaction

From the mass-based carbon reaction rate equation (2.21), the carbon molar reaction rate
per unit area can be expressed as


(2.23)

݊ሶ ǡ ൌ െܭ ൫ܲܺǡ௦ ൯ Ȁܹ

where ܹ is the molecular weight of carbon. Then molar flux of gaseous species at the
particle surface can be expressed as
(2.24.1)
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The mole fraction of the reactant gases at particle surface is related to the molar flux and
mass transfer coefficient by the following transport equations in the boundary layer that
surrounds the particle as [50]
݊ሶ  െ ܺǡ௦ σ ݊ሶ  ൌ െ݇ ሺܺǡஶ െ ܺǡ௦ ሻ

(2.25)
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where the subscripts  ݏand λ denote particle surface and ambient; ݅ is the gaseous species
involved in the surface reactions; ܺǡ௦ and ܺǡஶ are the mole fraction of species ݅ on
particle surface and in bulk, respectively; ݇ is the mass transfer coefficient, which can
be obtained from the Sherwood number correlation for spheres in a convective flow [50]
as
 ݄ݏൌ
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(2.26)

where  ݄ݏis the Sherwood number, and a value of 2 was chosen for the present low
Reynolds flow. ܥ௦ is the total gas concentration at the film at particle surface temperature,
ܦ is the molecular diffusivity of species i at the film temperature.

Given the mole fraction of H2O, CO2, H2 and O2 in the gas phase, equations (2.23)-(2.26)
form a closed non-linear system with the unknowns being the surface mole fraction of the
gaseous reactants, ܺǡ௦ . The nonlinear equation system is solved using the DNEQNF
solver in the IMSL library [51]. The solver uses a modified Powell hybrid algorithm and
a finite-difference approximation to the Jacobian. Once the surface mole fractions of
these species are obtained, the consumption rates of carbon from each reaction can also
be determined by eq. (2.21).

D. Numerical Method
The gas-phase and particle-phase governing equations, which form a closed ODE system,
were solved using FORTRAN package DASPK3.1 [52]. DASPK was designed to solve
large-scale Differential-Algebraic Equation (DAE) systems. After the initial condition
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for every variable and the convergence criteria were specified, DASPK integrated the
equations over time. The time step size and the order of temporal discretization were
dynamically determined by the solver itself.

2.2

Coal Gasification Model

In previous work, we developed a multiphysics model to simulate the gasification
processes in a well-stirred reactor containing uniformly distributed pure carbon particles.
It is noted that this model considered gasification of carbon particles; it did not include
drying and devolatilization processes that occur in the gasification process of real coal
and biomass materials.

Devolatilization plays an important role in coal and biomass gasification. It is generally
agreed that the gasification rate of various coals with different chemical composition is
affected primarily through the devolatilization process. The devolatilization process also
have a strong effect on char reactivity[53, 54]. Therefore it is critical to include the
devolatilization process when modeling coal gasification, especially the pyrolysis rate
and volatile product composition.

The moisture content of a coal or biomass also has a significant influence on the drying
process, and will therefore affect the subsequent processes, e.g., devolatilization, volatile
matter evolution, as well as gasification processes [55]. These various processes may
take place simultaneously and their interactions still need to be better understood [56].
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Agarwal et al. [56] developed a model that described the coupled drying and
devolatilization processes of Mississippi lignite coal in fluidized beds. Their results
showed that this model was adequate for low rank coals with low tar yields. For coals
with higher tar yields, however, a more accurate model that considers coupled heat and
mass transfer was suggested to describe the drying and devolatilization processes. Yip et
al. [57] developed a mathematical model for low-rank coal pyrolysis. This model
included the primary and secondary coal pyrolysis reactions, and the char gasification
reaction with the in-situ steam which resulted from both coal inherent moisture and
pyrolytic water. The results showed that the char yields during pyrolysis decreased with
the increase of coal inherent moisture content and the decreases of particle size because
of the higher heating rate and the pore diffusion effect for the smaller particles. This
model provides great insights about the effect of moisture content during devolatilization
process. However, to investigate the integrated impact of the moisture content during
both the devolatilization process and the char gasification process, a model which
considers the two processes is still needed.

Motivated by the above, we incorporated the submodels of moisture evaporation and
devolatilization into the coal gasification model we have previously developed [40]. The
goal was to understand the effect of the moisture drying and the devolatilization process
on the gasification performance under various conditions. The model and the results have
been reported in a paper published on Energy and Fuels [58]1.

1

The permission to reuse the data in the reference has been granted by the publisher.
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Figure 2.2 shows a schematic of multiple physical & chemical processes on a single coal
particle during gasification. Within the boundary layer surrounding a single particle, there
are mass, species, and energy exchanges between the particle and the surrounding gases,
causing local gradients. The model developed for a single particle, which includes
multiple processes such as moisture drying, devolatilization, surface reactions, diffusion
onto particle surface, and heat and mass transfer between the particle and the surrounding
gases, statistically represents all particles inside the reactor. For the gas-phase reactions,
detailed kinetics and variable thermodynamic and transport properties are considered.

Figure 2.2 Schematic of multiple physical & chemical processes on a single coal particle

A. Gas-Phase Equations
The models, assumptions, and mechanisms for coal gasification are similar to those in the
previous study. The difference is that the previous study considered pure carbon particles,
whereas the present study considers high-volatile coal.

As a result, a moisture

evaporation term and a devolatilization term were added to the mass and energy equation,
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respectively. The conservation equations of mass, species, and energy for the gas phase
are given as
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(2.28)
(2.29)

In Eq. (2.27), ݓ is the molar production rate of species ݅ because of drying,
devolatilization, and surface reactions. In Eq. (2.29), ܳሶெ , ܳሶ ǡ and ܳሶ represent enthalpy
transfer resulting from mass transfer because of drying, devolatilization, and surface
reactions, respectively.

B. Particle-Phase Equations
The particle mass ݉ , diameter ݀ , density ߩ , number density ܰ , and temperature ܶ
are the five variables to solve. The Carbon Burnout Kinetics (CBK), a kinetics package
that describes char conversion developed by Sandia National Laboratories [43], was used
to describe the variation of particle diameter, density, number density during gasification.
Within this model, a constant external diameter (Eq. (2.10)) and a linear relationship
between particle density and mass (Eq. (2.9)) are prescribed.

The governing equations are
ௗ
ௗ௧

ൌെ

σ ௪ ௐ
ே

ൌ ݉ሶெ  ݉ሶ  ݉ሶ

(2.30)
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݉ ܥǡ

ௗ்
ௗ௧

ൌ ܳሶெ  ܳሶ  ܳሶ  ܳሶǡ  ܳሶௗ

(2.31)

where subscript  ܯ,  ܦand  ܥdenote drying, devolatilization, and surface reactions,
respectively.

C. Moisture-Drying Model
When coal particles are being heated up, the trapped moisture starts to evaporate, which
is primarily a physical process but may also consist of chemical decomposition processes.
Among the various methods of modeling, the moisture-drying process, the most common
one, is to treat the drying process as an additional chemical reaction, and the reaction rate
can be expressed in first-order Arrhenius form[47, 59]:
୩

 ሱሮ 

(2.32)

D. Devolatilization Model
Eleanor Binner et al. [60] experimentally studied the effect of coal pre-drying on the
concentrations of inorganic species present in the coal combustion. The results showed
that the pyrolysis rate is similar for both dry and wet coals. Therefore, the same
devolatilization kinetics can be used for both pre-dried coal and wet coal.

The

devolatilization process of a coal is indeed complicated. The volatile yield and
composition are influenced by several factors, especially coal type[61]. In the present
study, we choose Illinois No. 6 coal. Following Bradley et al. [62], a one-step global
devolatilization model was used to estimate the pyrolysis rate, which has a first-order
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Arrhenius expression, as shown in Table 2.1. In the following, we will discuss the
volatile composition.

For Illinois No. 6 coal, devolatilization is a two-step process: the first step yields tar,
primary gaseous volatiles (CH4, HCN, H2, CO, CO2, and H2O), and residual char; in the
second step, the tar yields secondary gaseous volatiles (CH4, HCN, H2, and CO), and
residual soot. To calculate the mass fractions of the eight volatile species in the first step,
we followed the method of Merrick[63]. To be specific, five species are based on mass
conversation of the ultimate (C, H, O, and N) and proximate (char) analyses of the coal;
the remaining three are listed as Eqs. (4.1-4.3), which are based on the findings of Xu and
Tomita[64] that the dry-ash-free mass fraction of CO and H2O varied linearly with the
mass fraction of O and there is a reasonable correlation between the dry-ash-free mass
fractions of tar and the proximate volatile matter ሾሿ . These relations are found from
17 different coals, ranging from lignite to anthracite, and are valid for the current study.
ଵ
ଶ଼
ଵ
ଵ଼

ሾሿ ൌ ͲǤͳͷ݉

(2.33)

ሾ

(2.34)

ଶ ሿ

ൌ ͲǤʹͻ͵͵݉

ሾሿ ൌ ͲǤͶͺሾሿ

(2.35)

The product composition for tar secondary devolatilization (soot, CH4, HCN, H2, and
CO) was obtained using four equations based on the elemental composition of the tar,
and a fifth equation based on an assumption of equality of the ratios of H2 to CH4 in the
primary and secondary volatiles. Solution of the above-mentioned equations yields the
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mass fractions of the six gaseous volatiles, the char, the ash, and the soot: 4.0% CH4, 0.4%
HCN, 3.4% H2, 7.2% CO, 5.5% CO2, 3.8% H2O, 53.8% char, 10.1% ash, and 11.8%
soot.

In the present model, HCN was neglected because of its relative small content. Soot was
assumed to be predominantly carbon, and ash was assumed to remain on the char during
gasification.
2.3

Solar-Driven Coal Gasification Model

A multiphysics model was developed to simulate coal gasification processes in a
constant-volume well-stirred quartz reactor under direct solar irradiation. The model
considers porous structure evolution, as well as full coupling between the gas and solid
phases including species, mass and energy exchange. Of particular interest is the impact
of solar energy flux and other operating conditions on the gasification performance,
including the solar-to-fuel conversion efficiency, syngas yield, and the percentage of
solar energy stored in the syngas. The model and the results have been reported in a paper
published on International Journal of Hydrogen Energy [65]1 and will be discussed in the
following.

Concentrated solar radiation passes through the transparent reactor wall, which provides
energy needed for the endothermic gasification reactions. The solar energy provided to
the system is represented by a uniform radiation flux on the reactor wall. The goal of this
model is to theoretically understand how solar heating affects the complex gasification

1

The permission to reuse the data in the reference has been granted by the publisher.
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process, especially on syngas production and conversion efficiency. Consistent with the
spectral energy content of solar radiation and transmission properties of full spectrum
quartz, we assume that more than 90% of the solar energy is absorbed by the coal
particles in the reactor [16]. The radiative heat transfer between particles was neglected
as a first step because they have identical temperatures. The energy absorbed by the
particles is convectively transferred to the gas phase. Radiation absorption by gases is
neglected as it is much smaller than that between the particles.

Figure 2.3 Coal gasification in a constant-volume well-stirred quartz reactor with rirect solar
radiation

A. Gas Phase Equations
The conservation of the mass and species for the gas phase are expressed in the same way
as Eq. (2.27) and Eq. (2.28). For a constant-volume system, the energy conservation
equation changes to:
ҧ ௗ்  σ ݄ ሺ߱  ݓ ሻܹ െ ܰ ൫ܳሶெ  ܳሶ  ܳሶ  ܳሶǡ ൯ െ ௗ ൌ Ͳ
ߩ ܥǡ
ௗ௧

where ܲ is the pressure of the gas phase.

ௗ௧

(2.36)
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B. Particle Phase Equations
Eq. (2.9), Eq. (2.10), and Eq. (2.30) are used to calculate the particle density ߩ , diameter
݀ , and mass ݉ . The particle-number density ܰ ൌ ܰǡ remains constant for the
present reactor. And the energy equation is expressed as:
݉ ܥǡ

ௗ்
ௗ௧

ൌ ܳሶெ  ܳሶ  ܳሶ  ܳሶǡ  ܳሶ௦

(2.37)

where, solar energy in the amount ܳሶ௦ per unit volume is absorbed by each of the ܰ
particles and is the key drive for the gasification process.

C. Solar heating
The radiation source term ܳሶ௦ is the key driver of the gasification process described
above. While the products of gasification as well as the bulk gases supplied to typical
gasifiers contain radiative participating media, the radiation energy absorption and
emission by the gases are typically an order of magnitude lower than that by the particles
even for the lowest particle loadings of interest. Further there is a regime of interest in
the operating parameter space and during the gasification process in which the
contributions of scattering to the local energy transfer are minimal. In particular, for
homogeneous reactor described here, the in scattering and out scattering terms often
cancel each other yielding a relatively simple expression for the volumetric solar energy
absorbed by the gasifying particles.
ܳሶ௦ ൌ ܣܬ ܰ
where  ܬis the solar energy flux, ܣ is the surface area of each particle.

(2.38)
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Numerical simulations were conducted to gain a fundamental understanding of solardriven coal gasification in a well-stirred reactor. A typical value of the solar flux  ܬൌ ܬ ൌ
ͷ ൈ ͳͲହ Ȁଶ was chosen. The incident solar flux depends on the location on earth, time
of the day, angle of incidence, gain presented by a solar concentrator, geometric design
and transmittance of the reactor windows. The selection of the baseline was based on
the values reported in the literature. For example, the concentrated solar flux had a
maximum of ͳͲ ܹȀ݉ଶ in Ref. [16]; the solar energy flux varied in the range of Ͷ̱ͺ ൈ
ͳͲହ ܹȀ݉ଶ in Ref. [22]. Values of  ܬൌ ʹܬ and ͳȀʹܬ were also considered to understand
the effects of this important parameter.

To evaluate how well the solar energy is converted into the chemical energy of the
syngas produced, three parameters are typically defined [66]: (1) ߟ is the solar-to-fuel
energy conversion efficiency defined by Eq. (2.39); (2) ܷ is the energetic upgrade factor
defined by Eq. (2.40), which represents the enhancement of the heating value from the
feedstock to the syngas; (3) ܻ is the percentage of the chemical enthalpy in the syngas
coming from solar energy defined by Eq. (2.41).
ߟൌ
ܷൌ
ܻൌ

ೞೌೞ ுೞೌೞ
ொೞೌ ାೞೖ ுೞೖ
ೞೌೞ ுೞೌೞ
ೞೖ ுೞೖ
ொೞೌ
ೞೌೞ ுೞೌೞ

ൌ ͳȀߟ െ ͳȀܷ

(2.39)
(2.40)
(2.41)

where ܳ௦ is the total solar energy delivered over the duration of the gasification
process ( ܳ௦ ൌ ܣܬ ܰ ο ;) ݐୣୣୢୱ୲୭ୡ୩ and ୱ୷୬ୟୱ are the mass of the gasified
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feedstock and the syngas, respectively.  ܸܪܮis the lower heating value based on the
individual components at 298 K.

ߟ is expected to be less than unity because only the enthalpies of CO and H2 (syngas) in
the products are counted; the heat absorption and enthalpies of other species are
neglected when calculating the solar conversion efficiency. Also, it is noted that in the
definite of solar-to-fuel conversion efficiency we use the lower heating value ( )ܸܪܮof
the fuel at 298K. This indicates that the sensible heat of the syngas also contributes to the
loss.
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CHAPTER 3. RESULTS FROM THE MODELING OF VARIOUS GASIFICATION
PROCESSES

The results for section 3.1 has been reported in a paper published on Combustion and
Flame [40]. The results for section 3.2 has been published on Energy and Fuels [58]. And
the results for section 3.3 has been published on International Journal of Hydrogen
Energy [65].

3.1

Modeling of the Carbon Gasification Processes
3.1.1

Model Validation

To validate the model and the numerical code, we compared the simulation results with
experimental data in the literature previously used by Sane et al. [15]. Gregg et al. [16]
conducted a series of experiments to gasify sub-bituminous coal, activated carbon, coke,
and a mixture of coal and biomass in a 23-kW solar furnace. The sunlight coming
through a reactor window was focused directly on the coal bed being gasified. Steam was
passed through the solar-heated coal bed where it reacted with the coal and thus formed a
combustible product gas. Among the many experimental coal gasification studies in
literature, this experiment is most representative of the particle scale processes within the
multi-scale reactor model developed in the present study.
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Table 3.1 Initial conditions for the validating case
Initial gas temperature

ܶ ൌ ͳͲͷͲ ܭ

Initial particle temperature

ܶ ൌ ͳͲͷͲܭ

Wall temperature

ܶ௪ ൌ ͷ ܭ

Solar energy density

 ܬൌ ͶǤͺ ൈ ͳͲହ ܹȀ݉ଶ

Gas pressure

ܲ ൌ ͳ ܽ݉ݐ

Density of particles

ߩ ൌ ͲǤͻȀ ଷ

Initial water concentration

ܺுమ ை ൌ ͳǤͲ

Initial particle diameter

݀ ൌ ͷ݉݉

Initial H2O/C molar ratio

ܪଶ ܱȀ ܥൌ ͵ǤͲ

The experimental data for validation used here and by Sane et al. [15] are for gasification
of activated carbon with steam. The composition of the activated carbon include 93.4%
C, 0.6% H, 1.5% S, 0.2% ash, 0.2% acid-evolved CO2, and 0.2% moisture [16], which is
close to the carbon used in the present work. The initial size of the carbon particles in the
experiment was 5 mm and the reactor wall temperature was maintained around 775 K. In
the experiment, the energy used for gasification was provided through admission of
estimated solar flux of 4.8×105 W/m2 through a large window. Other experimental
conditions are listed in Table 3.1.

A comparison of the computed results and the experimental data for dry based
concentrations of major species is shown in Figure 3.1. The results show good agreement
between the computed and the experimental data for major species. For comparison,
results based on the calculations of Sane et al. [15], who assumed bulk gas-phase
equilibrium for the water gas shift reaction, are also shown.
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Figure 3.1 Profiles of the computed and measured species concentrations as a function of
time. References: Sane et al. [15] and Gregg et al. [16].
Table 3.2 Initial conditions for a typical gasification process with presence of oxygen
Initial gas temperature

ܶ ൌ ͳʹͲͲ ܭ

Initial particle temperature

ܶ ൌ ͳʹͲͲ ܭ

Wall temperature

ܶ௪ ൌ ͷͲͲ ܭ

Density of particles

ߩ ൌ ͳǤ͵ ݃Ȁܿ݉ଷ

Gas pressure

ܲ ൌ ͳͲ ܽ݉ݐ

Initial particle diameter

݀ ൌ ͳͲͲ ߤ݉

Initial water concentration

ܺுమ ை ൌ ͲǤͺ

Initial oxygen concentration

ܺைమ ൌ ͲǤʹ

Initial H2O/C molar ratio

ܪଶ ܱȀ ܥൌ ʹǤͲ

Particle number density

ܰ ൌ ͺʹͺȀܿ݉ଷ

3.1.2

Typical Carbon Gasification Process in the Presence of Oxygen

Because the carbon-steam reaction absorbs energy, practical gasifiers need to be heated
to maintain a high-temperature environment so that the gasification reactions can proceed.
The heat sources can be electric, partial oxidation of coal (combustion of coal), or
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oxidation of an auxiliary fuel such as natural gas in the gasifier. Partial oxidation of coal
using externally injected oxygen is a more common practice because it is cost-effective.
We emulated partial oxidation of coal by including a small amount of oxygen in the
initial mixture. The carbon-oxygen reactions during the initial stage are to be designed to
provide sufficient energy to the system. Similar to the previous example, we assume an
adiabatic process and use identical initial temperature, pressure, particle diameter, and
H2O/C molar ratio. The only difference is that the reactant mixture now contains 20% O2
and the wall temperature TW is 500 K. The initial conditions are summarized in Table 3.2.

Figure 3.2 shows the temperature profiles of Tp and Tg as a function of time. The particle
and gas temperatures increase rapidly to a maximum (Tp = 1850 K and Tg = 2460 K).
During the initial period, Tp is higher than Tg (t < 0.02 sec), but it becomes lower during
the rest of the gasification process.

The peak temperatures occur at the instant of

complete oxygen depletion, as can be seen in Figure 3.3, which also shows the
concentration profiles of the six main stable gaseous species as a function of time.
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Figure 3.2 Profiles of gas and particle temperature as functions of time

Also shown in Figure 3.3 is the carbon conversion rate as a function of time. The
gasification process needs about 0.1 sec to be complete. During the interval, 0 sec < t <
0.015 sec, CO concentration first increases slightly, then decreases to zero. During the
interval, 0 sec < t < 0.034 sec, oxygen concentration approaches negligible levels, while
CO2 concentration increases to a maximum (18%).

During this period, the carbon

surface oxidation reaction ( ܥ ͳȀܱଶ ՜ ʹሺͳ െ ͳȀሻ ܱܥ ሺʹȀ െ ͳሻܱܥଶ ) and the gasphase reactions are dominant and consume most of the oxygen. For t > 0.034 sec when
O2 is consumed and the peak temperature has been achieved, carbon surface reactions A,
B, and C become more important. Especially the carbon-steam reaction A, which causes
the concentrations of CO and H2 to increase and the concentration of H2O to decrease,
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and the surface reaction B which reduces CO2 while removing a C atom from the carbon
surface to produce two molecules of CO are important.

Figure 3.3 Profiles of species concentration and carbon conversion rate as functions of
time

Figure 3.4 Profiles of rate of progress of main gas-phase elementary reactions
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We examined the energy balance of the 177 detailed elementary reactions and identified
seven that have the highest energy release, as shown in Figure 3.4. In the initial period,
oxidation reactions of both the bulk gas phase and the particle surface and gas phase
occur. Gas-phase oxidation reactions mainly include the elementary steps OH + CO = H
+ CO2, H + O2 + H2O = HO2 + H2O, OH + HO2 = O2 + H2O, H + O2 = O + OH, OH +
H2 = H + H2O, 2OH = O + H2O and 2OH + M = H2O2 + M. The rates of the gas-phase
reactions are much faster than those of the solid-gas reactions. The gas-phase oxidation
reactions are dominant in the presence of O2. The gas-phase temperature Tg reaches a
peak value that is higher than the peak particle-phase temperature Tp because of the large
energy release rate of the gas-phase oxidation reactions. Later in the gasification process,
after the oxygen is completely consumed, Tp and Tg both begin to decrease because of the
endothermic nature of the surface reactions.

Figure 3.5 Profiles of carbon consumption rates of four surface reactions as functions of
time
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Figure 3.5 shows the reaction rates of reactions A, B, C, and D as functions of time.
During the initial period, the rate of  ܥ ͳȀܱଶ ՜ ʹሺͳ െ ͳȀሻ ܱܥ ሺʹȀ െ ͳሻܱܥଶ
reaction is much higher (100 times) than the rate of C + H2O ĺ CO + H2 reaction. After
the oxygen is depleted, the carbon-steam reaction becomes dominant, with a rate about
10 or more times higher than the rates of C + CO2 ĺ 2 CO and the C + 2 H2 ĺ CH4
reactions. Based on Figures. 3.2-3.5, one can divide the gasification process into three
stages: (1) carbon oxidation, (2) gas-phase oxidation, and (3) carbon gasification, as
noted in Figures. 3.2-3.5.

Figure 3.6 Net production rate of five species resulting from surface heterogeneous
reactions
The particle and the gas phases have not only energy transfer, but also mass transfer
resulting from the surface reactions that consume and produce gaseous species. This
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alters the gas-phase composition by the diffusion process. Figure 3.6 shows the net
production rates of five stable species as functions of time. The CO production rate from
surface reactions is determined by reactions 2C + O2 ĺ 2CO, C + O2 ĺ CO2, C + H2O
ĺ CO + H2, and C + CO2 ĺ 2 CO, especially the first three reactions. This explains the
fact that the CO concentration versus time curve has a peak at t =0.025 sec, which is
between the peak of the O2 curve (t =0.022 sec) and the peak of the H2O curve (t =0.028
sec). CO2 is first produced from the carbon oxidation reaction and then is consumed in
reaction C + CO2 ĺ 2 CO in gas-phase oxidation stage and carbon gasification stage.

The gas temperature changes because of heat release from gas-phase reactions, energy
transfer because of the mass transfer from particle surface reactions, as well as convective
heat transfer between the two phases. The particle temperature changes because of heat
release/absorption from surface heterogeneous reactions, convective heat transfer and
radiation. The source terms in the gas and particle-phase energy equations are discussed
below to improve our understanding of the energy coupling between the two phases and
to identify the most influential parameters in the gasification process.
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Figure 3.7 Comparison of source terms in the particle-phase energy equation

Figure 3.8 Comparison of source terms in the gas-phase energy equation
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Figure 3.7 shows the source terms in the particle energy equation, including heat release
from reactions A, B, C, and D, the convective heat transfer between the two phases and
radiation between a particle and the wall. As shown in Figure 3.7, the heat released by
reaction D (the carbon oxidation reaction) and the convective heat transfer between a
particle and surrounding gases are most important in the initial stages. The former
increases the particle temperature, and the latter increases the gas temperature by
convection. The energy absorbed by reaction A (C + H2O ĺ CO + H2) and the
convective heat transfer from the gas phase to the solid surface are more important post
O2 consumption in comparison to the heat absorbed by the reactions A, B (C + CO2 ĺ 2
CO) and C (C + 2H2 ĺ CH4). The effects of radiation heat transfer decline as the
particle surface and gas phase temperatures are reduced by the post-O2 endothermic
processes.

Figure 3.8 shows a comparison of three source terms in the gas phase energy equation,
including the total heat generated by the gas-phase reactions, convective heat transfer,
and enthalpy transfer because of mass transfer from the surface reactions. In the initial
stages, the total energy released by the gas-phase reactions is dominant. A peak of the
sensible energy generated by the gas-phase reactions occurs around t = 0.015 sec. Later
during the gasification stage, the three source terms change very little.
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Figure 3.9 Carbon conversion ratio as functions of time for ݀ =100, 90, 80, and 70 μm

3.1.3

Effect of Particle Size

Parametric studies were conducted to understand the effects of process conditions on the
gasification processes. First, the effect of particle size on carbon conversion rate was
examined. Figure 3.9 compares the total conversion time of four mixtures containing
carbon particles of various sizes in the range 70-100 μm. Note we kept the carbon mass
the same for all four mixtures, which means the particle-number densities are different by
30% but still within the independent particle regime. Other initial conditions were the
same as discussed in Session 3.1.2 (see Table 3.2). The results show that as expected the
carbon conversion time is significantly reduced with a decrease of particle size. The
reason can be seen from Figs. 3.10-3.11, which compare the profiles of the gas and
particle temperature and the carbon consumption rate for dp = 100 μm and 70 μm,
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respectively. Figure 3.10 shows that for smaller particles, Tp and Tg reach their peak
values more rapidly. This means the heat transfer by means of conduction and convection
is more effective in raising the temperature of smaller particles. The resulting rapid
surface reaction rates lead to shorter conversion times as shown in Figure 3.11. Lastly,
particle size has no impact on the final CO2 emission.

Figure 3.10 Profiles of gas and particle temperature for ݀ =100 μm and 70 μm
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Figure 3.11 Carbon consumption rate for ݀ =100 μm and 70 μm

3.1.4

Effect of Oxygen Concentration

Simulations were conducted for reactant mixtures containing various concentrations of
O2 based on in the example discussed in Session C. Figure 3.12 depicts the carbon
conversion rates as functions of time for various O2 concentrations. that the results show
that the O2 concentration affects carbon conversion times significantly (0.153 sec at XO2
= 18% vs. 0.057 sec at XO2 = 24%). At higher O2 concentrations, O2 is depleted faster.
The heat released by the exothermic oxidation reactions results in higher particle and gas
temperatures, which consequently and subsequently increase the carbon conversion rate.
During the gasification process, the peak CO2 concentration increases with increasing O2
concentration. However, by the end of the gasification process, the final CO2
concentration remains almost the same for all four cases.
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Figure 3.12 Carbon conversion ratios as functions of time for XO2 = 0.18, XO2 = 0.20, XO2
= 0.22, and XO2 = 0.24
3.1.5

Effect of Hydrogen Addition

Coal gasification technology is being explored as a means to produce liquid fuels for the
transportation sector. However, the gasification process also releases CO2, which can be a
concern. Agrawal et al. [1] proposed a hybrid hydrogen-carbon (H2CAR) process for the
production of liquid fuels, in which there is no CO2 emission from the chemical
processing system. In this proposal, coal or biomass is used to provide carbon atoms
needed for the production of liquid hydrocarbons, and hydrogen, generated from carbonfree primary energy sources such as solar, nuclear, and wind, is used to supply the
hydrogen atoms needed for the chemical transformation. The authors proposed feeding
H2 from a carbon-free energy source and recycling CO2 back to the gasifier, which could
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potentially minimize the net CO2 formation by promoting the reverse water-gas-shift
reaction.

Motivated by this proposal, we conducted simulations to investigate the effects of H2
addition on carbon conversion and CO2 emission. Following Sane et al. [15], H2 was
added in two ways: one of the ways involved addition of H2 in the initial reactant mixture,
which is called bulk addition. The second way is defined as linear addition, involving
continuous H2 addition at a constant rate after a certain amount of carbon has been
consumed. For the purpose of comparison, the total amount of hydrogen added to the
system was maintained identical for the two methods. And for the latter, H2 was added
linearly after 70% carbon had been consumed.

Figures 3.13 and 3.14 respectively show the carbon conversion ratio and CO2
concentration as a function of time for H2 addition at 0%, 5%, 10%, and 20%, when the
bulk addition method is used. The results show that increasing the hydrogen
concentration increases the overall conversion time. For example, with 20% H2 addition
in the initial reactant mixture, the conversion time increases to 209 sec, from 159 sec with
0% H2 addition. This is because a fast diffusion of H2 to the surface of the particles
reduces the concentration of H2O at that location, thus reducing the surface reaction rate
of the coal-steam reaction. The results in Figure 3.14 show that increasing the H2
concentration in the initial reactant mixture decreases CO2 concentration. This verifies
the hypothesis that the addition of H2 can reduce CO2 emission, driving the equilibrium
of the water-gas-shift reaction away from CO2.
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Figures 3.15 and 3.16 respectively show the concentration profiles of six stable species
and the carbon conversion rate using the bulk addition and the linear addition method.
The total amount of hydrogen added to the reactor is the same for both methods, 20%.
However, the conversion time is shorter in the linear addition method, ~162 s vs. ~209 s.
As discussed above, the carbon consumption rate is mainly determined by the rates of
surface reactions C + O2 ĺ CO and C + H2O ĺ CO + H2, which are largely affected by
the concentration of O2 and H2O on particle surface through boundary layer diffusion. In
the H2 bulk addition method, because of the high diffusivity of H2, the concentration of
O2 and H2O at the surface of the carbon particle was reduced, which decreased the total
carbon consumption rate. In the linear addition method, however, H2 was progressively
added when 70% carbon had been consumed; thus it only affected the later stages of
particle gasification. Lastly, by comparing Figs. 3.15 and 3.16 to Figure 3.3, we find that
both methods of H2 addition can increase syngas production (CO and H2) and decrease
CO2 emissions by shifting the water gas reaction.
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Figure 3.13 Carbon conversion ratio as functions of time for XH2 = 0, XH2 = 0.05, XH2 =
0.10, and XH2 = 0.20

Figure 3.14 CO2 concentration as functions of time for XH2 = 0, XH2 = 0.05, XH2 = 0.10,
and XH2 = 0.20
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Figure 3.15 Profiles of species concentration and carbon conversion rate for the H2 bulk
addition method. H2 (XH2 = 0.20) was added one time to the initial reactant mixture

Figure 3.16 Profiles of species concentration and carbon conversion rate for the H2 linear
addition method. The same total amount of H2 as the bulk addition method was added
continuously at a constant rate after 70% of carbon had been consumed
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3.2

Modeling of the Coal Gasification Processes: Effects of Devolatilization and
Moisture Content

Numerical simulations were conducted to gain a fundamental understanding of the coal
gasification processes. Sensitivity analyses were performed to identify the most
influential parameters for gasification performance. Illinois No. 6 coal was used in this
study, which consists of 3.2% moisture and 35.0% volatile matter. Partial oxidation of
coal was considered to provide the heat needed for the endothermic gasification reactions.
The coal particles were fed into the reactor at room temperature; the mixture of steam and
oxygen was preheated up to 1120 K. The reactor wall temperature was assumed to be
constant at 500 K. The initial H2O/C ratio was 2, and the particle size was 100 Pm. All
parameters used in the present simulation are listed in Table 3.3. In the following we will
discuss the general characteristics of the gasification process.
Table 3.3 Initial conditions for gasification of Illinois No. 6 coal
Initial gas temperature
Wall temperature
Gas pressure
Initial steam concentration
Initial H2O/Coal molar ratio

3.2.1

ܶ ൌ ͳͳʹͲ ܭ
ܶௐ ൌ ͷͲͲ ܭ
ܲ ൌ ͳͲ ܽ݉ݐ
ܺுమ ை ൌ ͲǤͺͷ
ܪଶ ܱȀ ݈ܽܥൌ ʹǤͲ

Initial particle temperature
Density of particles
Initial particle diameter
Initial oxygen concentration
Particle number density

ܶ ൌ ͵ͲͲ ܭ
ߩ ൌ ͳǤ͵ ݃Ȁܿ݉ଷ
݀ ൌ ͳͲͲ ߤ݉
ܺைమ ൌ ͲǤͳͷ
ܰ ൌ ͻͳͳȀܿ݉ଷ

Typical Coal Gasification Process

A. Temperature and species concentration profiles
Figure 3.17 (a) shows the molar fraction profiles of five stable species (H2, H2O, O2, CO,
and CO2) as well as the coal conversion rate as functions of time. Figure 3.17 (b) shows
the molar fractions of four minor species (H, OH, CO4, and CH2O) as well as the particle
(Tp) and gas temperatures (Tg) as functions of time. Between 0 s and 0.1 s, Tg decreases
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slightly, mainly because the moisture evaporation process and the devolatilization
process both absorb heat. During this time, however, particles are being heated up from
300 K – their temperature continues to increase to about 1000 K, which is high enough
for volatile to be released from the particles. At around 0.075 s, we observe that the
molar fractions of H2 and CO reach a peak as a result of devolatilization. At around 0.10
s, both Tp and Tg start to rise quickly. At the same time, the molar fraction of O2 drops to
zero and a peak exists for the molar fraction of OH radical, indicating the occurrence of
the combustion of volatile species in the gas phase. This also indicates that the ignition
process is initiated by the ignition of the volatile, which is consistent with the
experimental studies conducted by Molina et al. [67] and McLean et al. [68]. After the
volatile combustion is completed, the molar fractions of H2 and CO start to increase and
the particle and gas temperatures to decrease, all because of the endothermic gasification
reactions. The gasification process takes about 0.33 second, and the final products
include 20.6% H2, 57.6% H2O, 11.1% CO, and 10.6% CO2.

Figure 3.17 (b) shows Tg decreases to 990 K, from 1120 K, during 0 - 0.05 s, and then
increases quickly to the peak 2090 K. Two sharp increases are experienced by Tp, to 950
K, from 300 K, during 0 - 0.05 s, and to 1700 K, from 950 K, during 0.05 - 0.10 s. The
changes of Tp are the result of the complex gasification processes, which include
moisture drying, devolatilization, surface reactions, and convective heat transfer between
the particle and the gas bulk, and the radiation between the particle and the wall. In the
following we discuss the relative importance of these processes.
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(a)

(b)
Figure 3.17 Profiles of the species molar fraction, coal conversion time, and particle and
gas temperatures as functions of time. (a) Major species molar fraction and coal
conversion time; (b) Minor species molar fraction and particle and gas temperatures
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B. Particle-phase reaction rates and energy transfer
Figure 3.18 (a) plots the mass reduction rate of each coal particle because of drying,
devolatilization, and surface reactions. The results show that the drying process is most
dominant at the beginning, which lasts for about 0.01 second. From 0.01 s - 0.10 s,
devolatilization is the dominant process. After 0.10 s, the surface reactions A, B, and C
have the greatest coal consumption rates. Especially, the rate of C + H2O ė CO + H2
reaction is almost 10 times and 1000 times faster than the rates of C + CO2 ė 2 CO and
C + 2 H2 ė CH4 reactions, respectively. Noticeably, around t = 0.1 s, the carbon
oxidation reaction C + O2 ė CO + CO2 has a peak rate for a relatively short time. This
indicates that the gas-phase and particle-phase oxidation reactions were taking place
nearly simultaneously, both competing for O2 in the gas phase.

Figure 3.18 (b) plots the heat absorption or release of the above-mentioned processes, all
based on one single particle. Because the particles were entering the reactor at room
temperature and the gas mixture (H2O/O2) was at 1120 K when entering the reactor, there
was a strong convective heat transfer between the two phases. This energy transfer
provides the heat needed for moisture drying and devolatilization during 0 - 0.09 s as
shown in Figure 3.17 (b). Around 0.10 s, the heat release from char oxidation produces
the most energy (heat release) for the particle. After 0.10 s, when oxygen had been
completed and the gas temperature had increased significantly because of the volatile
combustion, the convection heat transfer dominates again in providing the heat needed
for the endothermic gasification reactions.
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In summary, we can divide the gasification process into four stages: (1) drying, (2)
devolatilization, (3) volatile combustion and char combustion, and (4) char gasification,
as shown in Figures 3.17 and 3.18. Although the drying, devolatilization, char
combustion, and gasification processes overlap with one another, the four stages can be
easily determined by the most significant one. During drying and devolatilization, steam
from moisture evaporation and volatiles from pyrolysis diffuse outwardly.

Because of their endothermic nature, heat must be provided. Volatile combustion and the
char combustion process feature the rapid increase of temperatures. In the gas-phase, H2
and CO are depleted by the oxidation with O2. In the meantime, char-O2 surface reaction
also competes for O2. In Figure 3.18 (b), the convection rate starts to increase in stage (3)
at 0.08 s, while the surface reaction D (C + O2 ė CO + CO2) at 0.09 s, indicating the
volatile combustion, is slightly ahead of the char combustion and provides the energy to
trigger its reaction. After the release of moisture and volatile is completed, the char
gasification process becomes dominant in coal consumption and heat absorption,
especially the reaction C + H2O ė CO + H2.
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(a)

(b)
Figure 3.18 Profiles of coal consumption rate and heat release rate based on a single
particle. (a) Coal consumption rate because of drying, devolatilization, and surface
reactions; (b) Heat absorption/release because of drying, devolatilization, and surface
reactions, convection, and radiation
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C. Gas-phase reaction rates
From Figure 3.17 (b), we can see that the volatile combustion occurs around 0.10 s. To
determine the most important gas-phase reactions during the process, we examined the
177 detailed elementary reactions and identified 7 that have the highest mole production
rate, as shown in Figure 3.19. These reactions are H + O2 + H2O Ù HO2 + H2O, OH +
H2 Ù H + H2O, 2HO2 Ù O2 + H2O2, OH + CO Ù H + CO2, OH + HO2 Ù O2 + H2O,
2OH (+ M) Ù H2O2 (+ M), and 2OH Ù O + H2O. These reactions indicate that the
volatile combustion mechanism mainly consists of the oxidation of H2 and CO.
Moreover, the oxidation rate of H2 (mainly by H + O2 + H2O Ù HO2 + H2O and OH +
H2 Ù H + H2O) is much faster than that of CO (mainly by OH + CO Ù H + CO2).

Figure 3.19 Rate of the main gas-phase elementary reactions as a function of time
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D. Boundary layer diffusion
In the present study, four surface reactions (char - H2O, char - CO2, char - H2, and char O2) were assumed to take place on the particle surface and in the pore. Their overall
reaction rates depend on the reaction rate constants as well as on the diffusion rate of the
reactant gases (H2O, CO2, H2, and O2) onto the particle surface within the boundary layer.
During the devolatilization process, volatile species diffuse out from the particle surface
to the bulk gases and then participate in gas-phase reactions. The bulk gaseous reactants
such as H2O diffuse onto the particle surface, resulting in a surface reaction.

The

multicomponent diffusion process interacts with other processes such as devolatilization,
volatile combustion, and surface reactions, causing a dynamic change of these species in
the bulk and within the boundary layer.

Figure 3.20 shows the ratio of the mole fraction of several species (including CO2, H2O,
H2, and O2) at the particle surface to the mole fraction in the gas bulk as a function of
time (Xk,s/Xk,). Before 0.10 s, the molar fractions of CO2 and H2 are much higher at
particle surface than in the gas bulk. This is because the volatiles are being released
continuously. At around 0.10 s, the molar fraction of H2 in the gas bulk drops quickly,
which leads to a large molar fraction ratio at particle surface and in the bulk. This is due
to volatile combustion (oxidation of H2 and CO, as shown in Figure 3.19), which
consumes H2 and CO. From 0.15 s to the end of the gasification process, during which
time the surface reactions dominate as shown in Figure 3.18, the diffusion of H2O, CO2,
and H2 is very fast: these species reach equilibrium at particle surface and in the gas bulk.
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Figure 3.20 Ratio of the molar fraction of the main species at the particle surface to the
molar fraction in the gas bulk as a function of time
3.2.2

Sensitivity Analyses

Coal gasification is a complex phenomenon involving multiple chemical and physical
processes: drying, devolatilization, volatile combustion, char oxidation, char gasification,
convective and radiative heat transfer, and boundary layer diffusion. A submodel for each
of these processes will be needed to simulate the complex gasification process in real
gasifiers. The submodels, however, may not be accurate or have not been widely
validated. So the question is this: how is the gasification performance sensitive to these
submodels, especially the rate parameters such as devolatilization rate, drying rate, gasphase reaction rates, surface reaction rates, and heat transfer coefficient?

Motivated by the above, we conducted a sensitivity analysis for the case discussed
previously. The sensitivity coefficient is defined as
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ܣ ൌ

ோ ο௬
௬ οோ

(3.1)

where ܣ is the sensitivity coefficient, y is the examined parameters - gasification
performance including the molar fractions of H2 and CO in the syngas and the coal
conversion time, and Ri is the model parameters including the drying rate,
devolatilization rate, surface reaction rates of reactions A-D, as well as the convective
and radiation heat transfer coefficients. The sensitivity coefficient was obtained based on
the “brute-force” method that one of the model parameters was artificially perturbed by
10% while keeping all other parameters fixed.

Figure 3.21 (a) shows the sensitivity coefficients with respect to the above-mentioned
reaction/heat transfer rates. Among the model parameters, the rates of surface reaction A
(C + H2O ė CO + H2) and B (C + CO2 ė 2 CO) have the most influence on the final
syngas composition, whereas the drying rate and the devolatilization rate as well as the
rates of surface reaction C and D all have little effect on the final molar fractions of H2
and CO. Surface reaction A is dominant during the char-gasification process. Therefore
the increase of the rate of surface reaction A will promote the char-steam reaction and
produce more H2 and CO. The increase of the rate of surface reaction B, on the contrary,
will weaken the dominance of surface reaction A (char-H2O). This will lead to less H2 &
CO generated by reaction A and more H2O left in the final gas composition. The increase
of H2O greatly decreases the molar fractions of H2 and CO in the final product. The rates
of drying and devolatilization have little impact on the syngas yield. This is because of
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the combustion of the volatile, during which H2 and CO have all been consumed.
Therefore the syngas production is mainly dependent on the char gasification process.

(a)

(b)
Figure 3.21 Sensitivity coefficients with respect to the reaction rate and reaction heat. (a)
Sensitivity coefficient of the H2 and CO molar fractions; (b) Sensitivity coefficient of the
coal conversion time
Figure 3.21 (b) shows the sensitivity coefficients of the coal conversion time with respect
to the reaction/heat transfer rates. The coal conversion time is the most sensitive to
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radiative heat transfer rate, convection heat transfer coefficient, and the rate of reaction A.
As for the drying rate, the devolatilization rate, and the rates of surface reactions B, C,
and D, have much smaller effect on the coal conversion time. In summary, the convective
heat transfer between the two phases and the radiative heat transfer (emission and
absorption) within particles have a controlling effect on particle temperature, which
determines the reaction rate and thus the overall conversion time.

3.2.3

Effect of moisture

The moisture content of the coal has a great impact on the overall gasification process [55,
69]. The drying process increases the H2O concentration at the particle surface and in the
pore, which may promote the char-steam surface reaction. On the other hand, the heat
absorbed by moisture evaporation will decrease the particle and gas temperatures, which
leads to lower rates of devolatilization and surface reactions.

To understand these

competing effects of moisture on the overall gasification performance, we artificially
varied the moisture content in the Illinois No. 6 coal: it was increased to 12%, from 0%.
The total mass of the fixed carbon, volatile matter, and ash, however, remained
unchanged. The particle densities corresponding to various moisture content are:
ͳǤʹͷͺȀ ଷ for 0% moisture content, ͳǤ͵Ȁ ଷ for 3.2% moisture content, ͳǤ͵͵ͻȀ
ଷ for 6% moisture content, ͳǤ͵ͺȀ ଷ for 8% moisture content, ͳǤ͵ͻͺȀ ଷ for 10%
moisture content, and ͳǤͶ͵Ȁ ଷ for 12% moisture content. All other initial conditions
are the same as shown in Table 3.3.
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To better understand how the gasification process is affected by the moisture content, we
first plotted the profiles of the particle and gas temperatures as functions of time at 3.2%,
8%, and 12% moisture content, as shown in Figure 3.22. Higher moisture content leads
to lower gas and particle temperatures throughout the entire process. Both the drying and
devolatilization process lasted longer because of the lower temperatures. The volatile
combustion and char oxidation process were therefore delayed.

During the char

gasification process (the mass of char was kept constant), the lower temperatures led to
lower surface reaction rates and thus longer conversion time.

Figure 3.22 Profiles of the particle and gas temperatures as functions of time at moisture
content of 3.2%, 8%, and 12%
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(a)

(b)
Figure 3.23 Profiles of coal consumption rate and heat release based on a single particle
at moisture content of 3.2% and 12%. (a) Coal consumption rate because of drying,
devolatilization, and surface reactions; (b) Heat absorption/release resulting from drying,
devolatilization, and surface reactions, convection, and radiation.
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Figure 3.23 shows a comparison of the mass reduction rates and heat absorption or
release rates of one particle because of drying, devolatilization, and surface reactions at a
moisture content of 3.2% and 12%, respectively. The results show that both drying
processes at a moisture content of 3.2% and 12% are orders of magnitude shorter than
those of char gasification. Therefore this process can be assumed to take place
instantaneously, as many studies in the literature did[70]. Because of the lower
temperatures caused by the higher moisture content, the coal consumption rates at 12%
moisture content resulting from devolatilization and surface reactions are lower than
those at 3.2% moisture content. Meanwhile, heat absorption/release rates because of
devolatilization and surface reactions at 12% moisture content are also lower compared to
those at 3.2% moisture content. These indicate that the effect of moisture mainly serves
to inhibit the overall gasification rate as a result of the temperature drop. And the impact
of the moisture to impact char-steam reaction is negligible.

The effect of moisture content on the gasification performance, including the coal
conversion time, the final syngas production, and the upgrade factor U, is shown in
Figure 3.24 for three different particle sizes. The upgrade factor is defined as
ܷൌ

ೞೌೞ ுೞೌೞ
ೞೖ ுೞೖ

(3.2)

where mfeedstock and msyngas are the mass of the gasified feedstock and the syngas,
respectively; LHV is the lower heating value based on the individual components at 298
K.
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The coal conversion time all increases with the increase of the moisture content. However,
the molar fractions of H2 and CO in the dry gas mixture remain almost constant at various
particle sizes (0.49 H2 and 0.26 CO at 100 ȝm, 0.485 H2 and 0.27 CO at 75 ȝm, and 0.48
H2 and 0.28 CO at 50 ȝm). As discussed above, H2 and CO were first depleted as a result
of volatile combustion; they were re-generated during char gasification process. At the
beginning of char gasification, there was no difference between the particles with various
moisture contents because all the moisture and volatile matter had been released prior to
that. The gasification of the same amount of char thus produced almost constant molar
fractions of H2 and CO in dry gas mixture. It also can be seen in Figure 3.24 (c) that
higher moisture content will lead to lower upgrade factor (from 1.12 to 0.95 at 100 ȝm,
from 1.16 to 1.05 at 75 ȝm, and from 1.20 to 1.08 at 50 ȝm). Because the final molar
fractions of H2 and CO remain almost constant, the upgrade factor is mainly determined
by the amount of the consumed coal in a unit volume. At higher moisture content, the
final particle number density is higher because of the lower final temperatures as shown
in Figure 3.22. The higher number density will lead to higher coal consumption in a unit
volume which will result in a lower upgrade factor. The effect of particle size can also be
examined in Figure 3.24. With smaller particle size, the conversion time will be lower
and the upgrade factor will be higher. As for the syngas production, decreasing particle
size will increase the molar faction of CO while decreasing the molar faction of H2.
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(a)

(b)

(c)

Figure 3.24 Profiles of the coal conversion time (a), the molar fraction of H2 and CO in
dry gas mixture (b), and the upgrade factor (c) as functions of the moisture content at
three different particle size.
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3.3

Modeling of the Solar-Driven Coal Gasification
3.3.1

Typical Gasification Process

Numerical simulations were conducted to gain a fundamental understanding of solardriven coal gasification in a well-stirred reactor. The initial conditions for the simulation
are summarized in Table 3.4.

Table 3.4 Initial conditions for gasification of Gascoigne wood coal
Initial gas temperature
Gas pressure
Initial water concentration
Initial H2O/C molar ratio

ܶ ൌ ͳͲͲͲ ܭ
ܲ ൌ ͳ ܽ݉ݐ
ܺுమ ை ൌ ͳǤͲ
ܪଶ ܱȀ ܥൌ ʹ

Initial particle temperature
Density of particles
Initial particle diameter
Solar energy flux

ܶ ൌ ͳͲͲͲ ܭ
ߩ ൌ ͳǤ͵݃Ȁܿ݉ଷ
݀ ൌ ͳͲͲ ߤ݉
ܬ ൌ ͷ ൈ ͳͲହ ܹȀ݉ଶ

Table 3.5 Equilibrium constant of water-gas-shift reaction from the model in the paper
and from Chemkin Equilibrium model at different solar flux
1.0J0

Equilibrium constant
of water-gas-shift
reaction

Model in
this paper

Kp

0.274

0.5J0

Chemkin
Equilibrium
model
0.282

Model in
this paper
0.301

Chemkin
Equilibrium
model
0.315

Figure 3.25 shows the profiles of the gas temperature (Tg) and the particle temperature
(TP) as a function of time at the three different solar energy fluxes. For all cases, TP
initially increases with time to a peak value because of the continuous solar energy
addition. The gas temperature Tg increases because of diffusion energy transfer from the
radiation heated particles. The endothermic surface gasification reactions first balance
the radiative heating at the peak particle temperature and then cause a decrease in the
surface temperature towards the end of the particle lifetime. The gas temperature Tg is
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higher than the particle temperature TP for a period following the peak indicating the
effects of the exothermic gas phase reactions. The peak Tg and TP at the highest solar
flux of 2J0 are about 100K higher than those at the solar flux of J0 and the peak Tg and TP
at the lowest solar flux of 0.5J0 are 100K lower. The lower gasification temperatures
cause a significant increase in the coal conversion time from 0.25 s for the solar flux of
2J0 to 0.44 s for the solar flux of J0 to 0.86 s for the solar flux of 0.5J0.

Figure 3.25 Profiles of the gas & particle temperatures as a function of time at various
solar energy fluxes, dp=100 ȝm
Figure 3.26(a) shows the molar fractions of four major species (H2, H2O, CO, and CO2)
and the coal conversion rate as a function of time for the solar energy fluxes of 0.5J0 and
J0. The coal conversion rate is defined as the ratio of the consumed coal mass to the
original coal mass. Note the simulation stops when 99% of the total coal mass is
consumed. Initially, the coal conversion rate increases at lower and higher rates
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corresponding to the lower and higher values of the fluxes. As the surface temperature
reaches its peak value the coal conversion rate stabilizes for an intermediate time prior to
the onset of the gas phase reactions. The onset of the gas phase reactions leads a rapid
increase in the conversion rate until complete gasification. The steam concentrations
decrease at a lower rate first prior to the solar heating of the particles leading to increased
gasification and steam consumption rates. Hydrogen and carbon monoxide are generated
at rates corresponding to the gasification and steam depletion rates. As expected
significant gas phase generation of CO2 is not observed. With the increase of solar energy
flux, the mole fractions of H2O in the final products remains almost constant around 46%
and the mole fraction of H2 decreases slightly from 34% to 33%; the mole fraction of CO
increases from 14% to 15%; and the mole fraction of CO2 decreases from 6% to 5%.
These results indicate that the product composition is almost independent of the solar
power, which is consistent with the experimental results observed in Ref. [16]. The molar
fraction of the four major species and the gas temperature at the two solar fluxes are also
plotted as a function of the coal conversion rate in Figure 3.26(b). As we can see, at a
certain coal conversion rate, the molar fractions of the major species at the two solar
fluxes remain almost the same. To find the reason for the almost identical gas
compositions at different solar flux, the equilibrium constant Kp of the water-gas-shift
reaction was calculated based on the present detailed chemistry calculations. The Kp
value for various solar flux was then compared to the value calculated using the
EQUILIBRIUM module of CHEMKIN. The results for the final temperature and
pressure condition are shown in Table 3.5. The nearly identical Kp from the two models
indicate that the water-gas-shift reaction is indeed at equilibrium. Therefore, the final gas
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composition at high temperature is thermodynamically-controlled. The gas temperature
reaches 1738 K for J0 and 1646 K for 0.5J0, respectively. Also, the Kp values (0.274 vs
0.301) differ only slightly at these two temperatures, resulting in almost identical gas
compositions at the end of the gasification process for various solar flux.

(a)

(b)
Figure 3.26 (a) Profiles of the species molar fractions and conversion time as a function
of time at two solar energy fluxes; (b) Profiles of the species molar fractions and gas
temperature as a function of coal conversion rate at two solar energy fluxes. dp=100 ȝm.
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Figure 3.27 shows Ș (syngas chemical energy as a fraction of the feedstock energy plus
solar energy), U (syngas chemical energy divided by biomass chemical energy) and Y
(fraction of solar energy in syngas) as a function of the solar energy flux for the operating
parameters shown in Table 3.4. The ratio of chemical energy contents (U) increases
slightly (from 1.040 to 1.113) with an increase of the solar energy flux from 0.2J0 to 5J0,
and then decreases slightly to 1.110 at 10J0. The value of Ș first decreases slightly with
increasing J and for J > 5J0 the value of Ș increases slightly with J. Overall, Ș and U
change only slightly with J. The solar-to-fuel conversion efficiency Ș (about 77%)
represents the significant potential for improvement over the values reported by previous
experimental studies. More importantly, Figure 3.27 shows that significant percentage of
solar energy can be stored as chemical energy of syngas with Y increasing from 33% to
42% when the solar energy density changes from 0.2J0 to 5J0, and then stabilizing at 40%
for 10J0. The highest percentage of solar energy conversion to syngas, Y, is 42% and
occurs at a solar energy flux of 5J0 for the present case. Y is mainly determined by the
total solar energy delivered over the duration of the gasification process because the
syngas production rate is relatively insensitive to solar power as shown in Figure 3.26. A
higher solar flux leads to a shorter conversion time because the temperatures are higher
and the reaction rates are faster. Therefore, a maximum Y results from the product of the
solar flux and the conversion time being at its maximum.
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Figure 3.27 Profiles of the solar conversion efficiency (Ș), the upgrade factor (U) and the
percentage of solar energy in syngas (Y) as a function of solar energy flux, dp=100 ȝm

3.3.2

Effect of Particle Size

The carbon conversion time significantly decreases with a decrease of particle size as
shown in Ref. [40]. The reason is that the heat transfer by means of conduction and
convection is more effective in raising the temperature of smaller particles, thus the gas
and particle temperatures reach their peak values more rapidly. The resulting rapid
surface reaction rates lead to shorter conversion times. In solar-driven gasification,
radiation absorption by particles, which depends on the optical properties and size of the
particles, is the main heat transfer mechanism. The effects of this dependence on particle
size on syngas production and solar-to-fuel conversion efficiency are examined in
Figures 3.28&3.29.
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Figure 3.28 compares the final product compositions obtained by gasifying coal particles
of various sizes in the range 50-200 ȝm. For all cases, a solar energy flux of 5J0 was used;
the total mass of coal particles was kept identical, resulting in different particle-number
densities but still within the independent particle regime. Other initial conditions are as
discussed in Table 3.4. The results show that although the coal conversion time is
significantly reduced with a decrease in particle size, the final compositions remains
almost identical, which include 33% H2, 46% H2O, 15% CO, and 5% CO2 (by volume).

Figure 3.28 Profiles of the species molar fractions and coal conversion time as a function
of particles size, J=5.0J0
Figure 3.29 shows K U, and Y as a function of the particle size. The results show K and U
change slightly at different particle size. Kincreases from 0.75 to 0.78 with increasing
particle size, while U decreases slightly from 1.12 to 1.10. Compared to the changes in K
and U with particle size, the changes in Y are more significant. Y decreases from 0.44 for
the 50 ȝm particles to 0.37 for the 200 ȝm particles. This indicates that smaller particles
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result in higher percentage contribution of solar energy to the chemical enthalpy in the
syngas. The total enthalpy of the syngas is independent of particle size within the present
range. Within the present range, particle size was found to have little effect on the syngas
composition. As a result, Y is mainly determined by the total solar energy absorbed by
the particles during the gasification period.

Figure 3.29 Profiles of the solar conversion efficiency (Ș), the upgrade factor (U) and the
percentage of solar energy in syngas (Y) as a function of particle size, J=5.0J0
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CHAPTER 4. RADIATION-INDUCED BREAKUP OF COAL-IN-WATER
DROPLETS

The use of Coal-in-water suspensions (CWS) in boilers and gasifiers, as a substitute for
the traditional fossil fuels, has attracted great interest recently. The potential benefits of
such fuels are lower emissions and higher combustion efficiency, in comparison to
injecting coal particles into air or water steam directly. Nevertheless, there are few
studies in the literature that have examined the evaporation and gasification behaviors of
CWS colloidal fuels. Especially, droplet breakup (second atomization) can occur when
the droplets are under intense thermal radiation. The goal of this study is to understand
the evaporation behavior of CWS droplets under intense thermal radiation. An
experiment has been developed to quantify the mechanisms that are responsible for the
radiation-induced droplet breakup of coal-in-water colloidal fuels. It is speculated that
radiation absorption by coal particles and the conduction heat transfer between the
particles and the surrounding water molecules play a critical role in the explosive boiling
behavior. The threshold radiation intensity required for explosion was measured and the
droplet breakup processes were visualized. A theoretical model has also been developed
to understand the effect of the particle size and concentration on the threshold radiation
energy and the explosive boiling behavior. The results have been reported in a paper
published on International Journal of Heat and Mass Transfer [71]1 and will be discussed
in the following.

1

The permission to reuse the data in the reference has been granted by the publisher.
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4.1
4.1.1

Experimental Method

Fuel Preparation and Morphology

Carbon particles of three different kinds were selected and mixed with water to generate
CWS colloidal fuels: (a) diamond particles with a mean diameter of 6 nm; (b) activated
carbon particles with a mean diameter of 100 nm; and (c) graphite particles with a mean
diameter of 20 μm. Figure 4.1 shows the Scanning Electron Microscope (SEM)
photographs of these particles. For 6-nm and 100-nm particles, their shapes are mostly
spherical, and the sizes are nearly uniform. For 20-μm particles, they have a size range of
1-35 μm and are more random in shape.

The carbon particles were dispersed into water using an ultrasonic disruptor (Sharpertek,
SYJ-450D). It delivered a series of 4-second-long pulses 4 seconds apart to disperse
particles evenly and to reduce agglomeration. It was turned on for about 6 minutes for
each CWS sample. In this study, we added no surfactant, which could have enhanced the
chemical stability of the colloidal suspensions. This was because adding a surfactant
complicates the understanding of the mechanism that causes explosion. However, the
experiments were conducted shortly after the fuel was prepared; thus the influence of
particle agglomeration was minimized. A syringe pump running at a low flow rate was
used to generate a droplet at a desired size (the range of the droplet size is 0.9-2.0 mm).
The droplet was then transferred to the suspension point by another syringe.
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(a) diamond: 6 nm

(b) activated carbon: 100 nm

(c) graphite: 20 μm

Figure 4.1 SEM photographs of different carbon particles: (a) diamond particles, 6 nm; (b)
activated carbon particles, 100 nm; and (c) graphite particles, 20 μm

Figure 4.2 Schematic of the experiment setup for radiation-induced explosive boiling of
CWS fuels

4.1.2

Experimental Setup

The schematic of the experiment is shown in Figure 4.2. The CWS droplet was
suspended on a silicon carbide (Si-C) fiber with a diameter of 70 μm. The droplet
evaporation and explosion processes were recorded by a high-speed digital video camera
(Phantom V7.3, Vision Research). A microlens was coupled with the camera to capture
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the magnified view of the droplet, and an LED light was also used to provide backlight
for the camera.

A dual-pulsed Nd:YAG laser (Evergreen 200, Quantel) with a 532-nm wavelength and
10-ns pulse width was used to irradiate the CWS droplet. At the visible wavelength, the
water is weakly absorbing so that most of the radiation energy is absorbed by the
particles in the droplet. The highest pulse energy of the laser is 200 mJ. The pulse energy
can be adjusted from the front panel of the laser and by altering the time delay between
the Q-switch and the flash lamp. The energy level from the laser was confirmed by
measuring the beam energy, using an energy meter. The laser provided flattop and
uniform near-field beam with a diameter of about 6.35 mm. In the experiment, the laser
was controlled to last only one pulse. Therefore the heating time was fixed at 10 ns. The
thresholds were determined by gradually increasing the energy intensity until the
explosive fragmentation was reached. If no fragmentation had been achieved at a certain
energy intensity, a new droplet with the same size was used for the next round of
irradiation with increased energy intensity.

4.2
4.2.1

Theoretical Modeling

Fundamental Mechanism of Radiation-induced Droplet Breakup

When a colloidal droplet is exposed under a collimated laser beam, the particles inside
the droplet will move as a result of the photophoretic force.

Following Tong’s

photophoresis model [72, 73], we found that the displacement of the particles inside the
droplet is negligible because the laser pulse is as short as 10 ns and the particle size is
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small (from a few nanometers to a few microns). Therefore during the 10-ns radiation
process, the particles were still uniformly distributed within the droplet.

We propose the following theoretical model to simulate the breakup process as shown in
Figure 4.3. The laser beam is first scattered and absorbed by the spherical droplet. The
light that enters the droplet is further scattered and absorbed by the particles inside the
droplet. Since the breakup initiates from the illuminated side of the droplet in our study,
we can choose any particle in this location to represent the thermal interaction between
the particle and the surrounding water. The heat transfer between the two, taking place
through a very thin thermal resistance layer (on the order of nanometers), is mainly a
result of thermal conduction. Breakup takes place when the temperature of the
surrounding water exceeds its maximum superheat temperature at given pressures.

Figure 4.3 Schematic of the droplet breakup modeling processes: (a) the laser beam will
be successively scattered and absorbed by the droplet and particles; (b) thermal interface
conductance is used to calculate the heat diffusion from one particle to the surrounding
water
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Based on these assumptions, the modeling of the laser-induced droplet breakup process
can be divided into three steps:
(1) Calculate the effective complex refractive index of the droplet (a two-phase
mixture), using Bruggeman’s effective medium theory.
(2) Determine the absorption efficiency of the droplet and that of a single particle
inside the droplet, using the Mie scattering theory.
(3) Compute the temperatures of the particle and its surrounding water using thermal
interface conductance model.

4.2.2

Effective Medium Theory

As the first step, Bruggeman’s effective medium theory [74, 75] was used to calculate the
complex refractive index of the droplet, which can then be applied to compute the
radiation absorption by the droplet, using the Mie scattering theory. The effective
complex refractive index of a two-phase mixture is expressed as a function of the volume
fractions and the complex refractive indices of the particles and the liquid, as shown in
Eq. (4.1) .
݊ଵ

మ
భమ ି
మ
భమ ାଶ

 ሺͳ െ ݊ଵ ሻ

మ
మమ ି
మ
మమ ାଶ

ൌͲ

(4.1)

where ݊ଵ is the volume fraction of the particles inside the droplet, and ݉ଵ , ݉ଶ , and ݉
are the complex refractive indices of the particle, liquid, and effective medium,
respectively.
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4.2.3

Mie Scattering Theory

The sizes of studied particles ranged from a few nm to 25 μm. The scattering of light by
the particles whose size is on the same order of light wavelength can be determined by
the Mie scattering theory developed by Gustav Mie [76], which is an exact solution to
Maxwell’s equations and can be used to calculate the scattering of electromagnetic
radiation by a sphere. The scattering efficiency (ܳ௦ ), the extinction efficiency (ܳ௫௧ ),
and the absorption efficiency (ܳ௦ ) can be obtained by the equations below [77],
ଶగ

ܳ௦ ൌ

௫మ

ܳ௫௧ ൌ

ଶగ
௫మ

ଶ
ଶ
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ܳ௦ ൌ ܳ௫௧ െ ܳ௦
where  ݔis the size parameter and is equal to

గௗ
ఒ

, ݀ is the diameter of the scattering

sphere, and ߣ is the wavelength in the ambient medium; ܽ and ܾ are the Mie
coefficients and are expressed as
ܽ ൌ

ܾ ൌ
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ሺభሻ
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(4.6)

ఓభ  ሺ௫ሻቂ௫ ሺ௫ሻቃ ିఓ ሺ௫ሻሾ௫ ሺ௫ሻሿĄ

where ݉ is the complex refractive index of the sphere relative to the ambient medium; ݆
ሺଵሻ

is the spherical Bessel function; and ݄ is the first kind Hankel function.

Mätzler’s MATLAB functions for Mie scattering and absorption [78] were adopted to
calculate the absorption efficiency (ܳ௦ ). First, a droplet of the carbon-water mixture
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was considered as the scattering sphere, and the effective complex refractive index of the
droplet obtained previously was used to calculate its absorption efficiency (ܳ௦ǡௗ ).
Second, a single carbon particle in the droplet was chosen, and its absorption efficiency
(ܳ௦ǡ ) can be calculated by again using the Mie scattering theory. This method is valid
when the scattering of the particle can be assumed to be independent scattering, and this
assumption is also valid in this work because we controlled the concentration of the
particles. This will be discussed in detail in Section 4.3.

4.2.4

Thermal Model

The radiation energy from the laser is mostly absorbed by the particles. The water
surrounding the particles is then heated up through thermal conduction. Following the
method from [79, 80], we assumed a finite thermal interface conductance between the
solid phase and the fluid phase.

The energy equations for the particle and the surrounding media are
݉ ܥǡ
డ்
డ௧

ൌ

ௗ்
ௗ௧


ൌ ܳሶௗ െ ܳሶௗ
డమ ்

ǡ ఘ డ మ

(4.7)
(4.8)

where the subscript  and ݂ denote the particle and the surrounding water; ݉, ܶ, ܥ , ܭ,
and ߩ are the mass, temperature, heat capacity, thermal conductivity, and density,
respectively. ܥ and  ܭare both functions of the temperature; ܳሶௗ is the radiation
energy flux that is absorbed by the particle; and ܳሶௗ ൌ ߨݎଶ ȉ ܫ ܳ௦ǡௗ ܳ௦ǡ , ܫ is the
initial laser energy flux; ܳሶௗ is the heat diffusion from the particle to the surrounding
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media through thermal conduction and is expressed as ܳሶௗ ൌ Ͷߨݎଶ ȉ ܩ൫ܶ െ ܶ ൯ห௦ ,  ܩis
the thermal conductance at the carbon-water interface. A value of 103 W/cm2-K for G
was adopted in this study according to Ref. [81, 82].

The interface equation is
െܭ

డ்

(4.9)

ቚ ൌ ܩ൫ܶ െ ܶ ൯ห௦

డ௧ ௦

where the subscript  ݏdenotes the interface between the two phases.

The droplet breakup is assumed to take place when the fluid temperature at the interface
reaches 578 K, and the radiation-intensity threshold is determined as the minimum ܫ
required to cause droplet breakup.

4.2.5

Computational Method

The above equations which describe the droplet breakup mechanism under intense
radiation were numerically solved using MATLAB. The optical equations (Eqs. (4.2-4.6))
were solved by Mätzler’s MATLAB functions for Mie scattering and absorption [78] to
calculate the absorption efficiency (ܳ௦ ). The governing equations for the particle (Eq.
(4.7)) and the surrounding water (Eq. (4.8)) and the boundary equation (Eq. (4.9)) were
discretized on the one-dimensional thermal boundary layer around the particle. The
resulting discretized system was then solved by the Crank-Nicolson scheme which has
second-order accuracy [83]. A thin thermal boundary layer on the particle surface was
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assumed. Its thickness was set to be 0.05݀ for each particle, where ݀ is the diameter of
the particle. Other thicknesses were also tested and the results were similar.

4.3
4.3.1

Results and Discussion

Radiation-induced droplet breakup process

The breakup behavior of CWS droplets with a diameter in the range of 0.9-2.0 mm was
studied. The droplet explosion process is shown in Figure 4.4; the carbon particles have a
mean diameter of about 20 μm and the particle concentration is 1 wt%. The droplet was
suspended on a fiber that was placed perpendicular to the plane of the paper. The laser
beam was from right to left. Its diameter was 6.35 mm, and the entire droplet was
covered within the beam.

The breakup takes place on the illuminated side, where most of the radiation energy is
absorbed by the carbon particles in that area. Although the irradiation time is only 10 ns,
the explosion takes about 0.035 ms to begin. After about 0.2 ms, many small droplets are
observed to be ejected from the original droplet. After 3 ms, some big droplets will also
be generated in the later phase of the explosion. The breakup processes of droplets with
6-nm and 100-nm particles are similar to those with 20-μm particles shown in Figure 4.4.
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Laser
beam
t=0.000 ms

t=0.035 ms

t=0.090 ms

t=0.200 ms

t=0.500 ms

t=0.780 ms

t=1.360 ms

t=3.000 ms

t=3.900 ms

Figure 4.4 Droplet breakup process

Pure water droplets (no particles added) were also tested. They can breakup under higher
radiation intensities (10 times higher than the intensities required for the CWS droplets to
breakup). The breakup starts from the center of the droplet and is caused by heating of
the fiber which was used to suspend the droplet. Note this breakup mechanism is also
different from those of micron-sized water droplet without the use of a fiber in previous
studies. This is summarized in Table 4.1. In Ref. [84], the breakup of a water droplet
illuminated by a laser with 0.532 μm wavelength and 10 ns duration happens on the
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shadow face, while in Ref. [85], the water droplets explode on the illuminated side under
the irradiation of a laser with 10.591 μm wavelength and 400 ns duration. The different
location of the droplet breakup in [84, 85] is because of the different peak heating
location caused by the plasma absorption.

Table 4.1 Laser-induced water droplet breakup thresholds
Reference

[85]: no fiber
[84]: no fiber
Present study:
fibersuspended

Laser
wavelength
(μm)
10.591

Laser
duration
(ns)
~400

0.532

10

0.532

10

Droplet
material
Distilled
water
Boiled
water
Tap water
Water
Deionized
water

Droplet
diameter
(μm)
(12.2-52.1)

Intensity
threshold
(W/cm2)
(1.43-2.34)
×107

40.8

1.81×107

41.0
35

1.47×107
109

(1-2)×103

109

The fiber effect, however, is negligible for the breakup of CWS droplets in the present
study because on the one hand, the radiation intensity required to cause the breakup of
pure water droplets (in the order of 109 W/cm2) is much higher than that for CWS
droplets; on the other hand, as observed in the experiments, the explosion only takes
place in the frontal part of the droplet as a result of irradiation from the laser beam.
Therefore, we can conclude that the droplet breakup is mainly caused by the radiation
absorption by the particles in the frontal part of the droplet.
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4.3.2

Measured Radiation-Intensity Threshold

Figure 4.5 shows the radiation-intensity threshold required for explosive boiling to
happen for droplets with 1 wt% carbon particles as a function of droplet diameter for
three different particle sizes. Note that only one laser pulse was generated, and the pulse
duration was fixed at 10 ns for all conditions, which means the heating time was 10 ns for
all instances. It can be seen from Figure 4.5 that the radiation intensity threshold for CWS
droplets with 1 wt% carbon changes only slightly with the droplet diameter. However, it
changes significantly with the carbon-particle size. An average value of the radiation
intensity is around 4.8×108 W/cm2, 9×107 W/cm2, and 1.7×108 W/cm2 for particle sizes
of 6 nm, 100 nm, and 20 μm, respectively. The droplets with 100-nm particles require the
lowest radiation intensity for breakup to occur; the reason will be explained in the
following section.
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Figure 4.5 Measured radiation-intensity threshold required for droplet breakup as a
function of droplet diameter for three particle sizes 6 nm, 100 nm, and 20 Pm,
respectively. The particle concentration is 1 wt%. The dash lines represent an averaged
value of the radiation-intensity threshold for each particle size

The radiation-intensity threshold was also measured for droplets with different particle
concentrations. The results for 100-nm and 20-μm particles are shown in Figure 4.6Figure 4.7. Figure 4.6 shows that for the droplets with 100 nm nanoparticles, the
radiation-intensity threshold remains nearly constant. In other words, it does not depend
on the particle concentration. We can draw a similar conclusion for droplets with 20-μm
particles at particle concentrations of 1 wt% and 5 wt%, as shown in Figure 4.7. However,
the radiation-intensity threshold slightly decreases from 1.65×108 W/cm2 to 1.15×108
W/cm2 when the particle concentration increases from 5 wt% to 10 wt%. This is likely
because for higher particle concentration, the multiple scattering effect will become more
significant, which leads to a lower radiation-intensity threshold. The results for 6-nm

92
particles with 5 wt% or 10 wt% concentrations were not studied here because these cases
are far out of the independent scattering zone.

Figure 4.6 Measured radiation-intensity threshold required for droplet breakup as a
function of droplet diameter for two particle concentrations, 1 and 5 wt%, respectively.
The particle size is 100 nm. The dash lines represent an averaged value of the radiationintensity threshold for each particle concentration
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Figure 4.7 Measured radiation-intensity threshold required for droplet breakup as a
function of droplet diameter at three particle concentrations. The particle size is 20 μm.
The dash lines represent an averaged value of the radiation-intensity threshold for each
particle concentration

4.4

Modeling Results

A. Independent Scattering
The Mie scattering theory can be used to calculate the absorption efficiency of a single
particle only when the concentration of the particles in the droplet is sufficiently diluted,
and the clearance between particles is large enough so that the scattering interference is
negligible. Therefore determining the scattering pattern (either independent or dependent
scattering) is crucial for the modeling work. It also has helped us choose the appropriate
particle concentrations for the experiment at varying particle sizes so that the independent
scattering assumption holds.
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For a colloid, the distance between the centers of two particles is
య



ିଵȀଷ

 ܮൌ ට ܰ
గ

ିଵȀଷ

(4.10)

ൌ ͳǤʹͶͲܰ

And the clearance between two particles is
(4.11)

 ܥൌ  ܮെ ݀
where ܰ is the particle number density, and ݀ is the particle diameter.
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Figure 4.8 Independent scattering region and dependent scattering region as functions of
the particle diameter and the particle mass fraction for 532 nm wavelength

The experimental results from Brewster and Tien [86] showed that the independent
scattering can be assumed as long as the interparticle clearance is greater than about 0.3
wavelengths (ܥȀߣ  ͲǤ͵). Based on this rule, we plotted all the critical points of the
particle mass fraction and particle sizes that satisfy ܥȀߣ ൌ ͲǤ͵ for a wavelength of 532
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nm, as shown in Figure 4.8. The entire domain is divided into two regions by this curve.
Above the curve, we have ܥȀߣ ൏ ͲǤ͵ǡ and thus dependent scattering can be assumed.
Below the curve, we have ܥȀߣ  ͲǤ͵ǡ and thus independent scattering can be assumed.
The particle mass fraction (1, 5 and 10 wt%) we chose in the experiments for 100 nm and
20 μm particles are categorized in the independent scattering region. For 6 nm particles,
however, to fall in the independent scattering zone the particle mass fraction has to be
very low (about 0.01 wt%). Studying such low concentration suspensions would not
provide useful insights on practical coal-in-water fuels. As a result, we chose to use 1 wt%
mass fraction for 6 nm particles but still assumed independent scattering in the modeling.
The limitations and the consequence associated with this assumption will be discussed
later in section 4.4.C.

B. Absorption Efficiency of the Particle
For independent scattering, the amount of energy that can be absorbed by a single particle
is mainly determined by the particle size, the complex refractive indices of the particle
and the medium. To be consistent with the experiment, the wavelength of the incident
laser beam was set to 532 nm. The complex refractive indices for the carbon and water
are ݉ଵ ൌ ͳǤ  ͲǤͺ݅ and ݉ଶ ൌ ͳǤ͵ʹ  ͲǤͲͲͲͲͲʹͻ݅ , respectively [87].

Note the

complex refractive index of carbon is for the bulk material; it may not be accurate when
the particle size decreases to nanoscale due to quantum confinement effect.

Figure 4.9 shows the absorption efficiency of the particle as a function of the particle size.
The correlation between the absorption efficiency and the particle size is in resonant
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mode, and this is determined by the Mie scattering theory [88, 89]. At a certain particle
size, the absorption efficiency is solely a function of the complex refractive indexes [90].
In Figure 4.9, the absorption efficiency increases for nano-sized particles and peaks at
1.18 when the particle size is 0.9 μm. After that, the absorption efficiency starts to
decrease and becomes stable at around 0.94 when the particle size is larger than 30 μm.

Absorption Efficiency of Particle, Qab s,p
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Figure 4.9 Calculated absorption efficiency of the particles as a function of particle
diameter

C. Calculated Radiation-Intensity Threshold
The droplet breakup occurs when the temperature of the water at the particle-fluid
interface exceeds its maximum superheat temperature. The radiation-intensity threshold
for droplet breakup can be calculated by varying the radiation intensity until the water
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temperature reaches 578 K. The droplet was assumed to be illuminated by a 10-ns laser
pulse with 532 nm wavelength, and the particle concentration in the droplet is 1 wt%.
Figure 4.10 shows the calculated radiation-intensity threshold as a function of particle
size. The results show that the radiation-intensity threshold decreases from 1 nm to 300
nm and then increases. This trend is consistent with the experimental results. Moreover,
the calculated and measured radiation-intensity threshold agrees very well for the
droplets with 20-μm particles (1.7×108 W/cm2).

The agreement, however, is less

satisfactory for the droplets with 100-nm and 6-nm particles (1.9×107 vs. 9×107 W/cm2
for 100-nm; 3.5×109 vs. 4.8×108 W/cm2 for 6-nm). The deviation increases as the particle
size decreases. Also we can see that under a fixed radiation intensity of 1×108 W/cm2 and
heating time of 10 ns, only the droplets with particles in the size range of 36 nm to 11 μm
can breakup.

The calculated radiation intensity threshold has the lowest value around 300 nm, and this
is a result of the combined effects of the absorption efficiency of the particles and the
thermal conduction rate between the particles and the surrounding water. The thermal
conduction rate from the particle surface to the surrounding water is much higher at
smaller particle size because of its higher surface-to-volume ratio. However, as shown in
Figure 4.9, the absorption efficiency is much lower when the particle size is less than 100
nm. Therefore the lowest radiation intensity threshold is presented at 300 nm.
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Figure 4.10 Calculated and measured radiation-intensity threshold for droplet breakup as
a function of particle size. The particle concentration is 1 wt%. For radiation intensity of
1×108 W/cm2, the droplet breakup could happen only for the particle sizes between the
two red lines

As an example, Figure 4.11 shows the temperature profiles of the particle and the water
on the interface for 20 μm particles under two radiation intensities. The temperature
profiles for the cases with 6 nm and 100 nm particles are similar to those with 20 μm
particles and thus are not shown here. For both cases in Figure 4.11, the particle
temperatures peak at 10 ns because of the radiation absorption, and start to decrease after
10 ns due to the thermal conduction between the two phases.

When the radiation

intensity is at 1.7×108 W/cm2, which is the threshold value for 20μm particle, the water
temperature on the interface keeps increasing and reaches 578 K around 100 ns. When
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the radiation intensity is at 0.5×108 W/cm2 which is lower than the threshold, the water
temperature on the interface increases and becomes stable at 400 K. And in this case, the
breakup will not occur.

Figure 4.11 Computed temperature profiles of the 20 μm particle and the surrounding
water on the two-phase interface under different radiation intensity. The solid lines are
the particle temperatures and the dash lines are the water temperatures

As mentioned earlier, for 6 nm particles, we considered 1 wt% concentration, which falls
in the dependent scattering zone. But independent scattering assumption was adopted in
the modeling.

For dependent scattering, which multiple scattering occurs between

particles suspended in the droplet, it would lower the radiation intensity threshold
required to cause a droplet breakup. In other words, if dependent scattering had been
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considered in the modeling, the discrepancy between the experimental and the modeling
results for 6 nm particles in Figure 4.10 would be smaller.

In addition, recall that the refractive index of bulk carbon (݉ଵ ൌ ͳǤ  ͲǤͺ݅) was used for
all particles with different sizes. This assumption holds for particle size larger than 3μm
as found in [87], but it may be inaccurate for nano-sized particles, especially when the
size is down to only a few nanometers [91]. Studies have shown that the complex
refractive index can be significantly different at nano-scale and at bulk scale because of
the quantum confinement effect [92], which can be observed when the particle size is too
small to be comparable to the wavelength of the electron.

D. Sensitivity Analysis
To examine how the calculated radiation-intensity threshold is influenced by the
uncertainties associated with the complex refractive index of the particles at various sizes,
we conducted a sensitivity analysis on the radiation-intensity threshold with respect to the
real and imaginary parts of the complex refractive index. The sensitivity coefficient was
defined as
ܣ ൌ

ோ ο௬
௬ οோ

(4.12)

where ܣ is the sensitivity coefficient,  ݕis the examined parameter (the radiationintensity threshold), and ܴ is the model parameters (both the real and imaginary parts of
the complex refractive index of the particle). The sensitivity coefficient was obtained by
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artificially perturbing one of the model parameters by 10% while keeping the other one
fixed.

Figure 4.12 Sensitivity coefficients of the calculated radiation-intensity threshold with
respect to the real and imaginary parts of the complex refractive index of the particles
(carbon)

The sensitivity coefficients with respect to the real and imaginary parts of the refractive
index of the particle (carbon) are shown in Figure 4.12. When the particle size is 20 μm,
both the real and imaginary parts of the complex refractive index of the particle have
little impact on the radiation-intensity threshold. However, when the particle size
decreases to nanoscale, the influences of both the real and imaginary parts of the complex
refractive index of the particle become significant. This means that the modeled results
largely depend on the accuracy of the refractive index for nano-sized particles.
Unfortunately, such data in the nano regime, which are particle-size dependent, are not
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available currently in the literature. Furthermore, the sensitivity coefficients with respect
to the imaginary part have negative values. This is because the radiation absorption is
proportional to the imaginary part of the complex refractive index. An increase in the
imaginary part will lead to a higher radiation absorption and will require a lower
radiation-intensity threshold for droplet explosion.
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CHAPTER 5. DROPLET BREAKUP OF SUSPENSIONS WITH NANO- AND
MICRO-SIZED PARTICLES UNDER INTENSE INFRARED RADIATION

5.1

Introduction

In the previous chapter, we studied the droplet breakup of micro- and nano-dispersed
carbon-in-water colloidal suspensions under intense radiation at a wavelength of 532 nm.
An experiment was developed to visualize the breakup process and to measure the
threshold radiation intensity required for breakup at varying particle concentrations and
sizes as well as droplet sizes. The results showed that radiation absorption by the carbon
particles play a critical role in the breakup behavior. A theoretical model was also
developed to determine the effects of the particle material, size, and concentration on the
threshold radiation-intensity. The results showed that the radiation-intensity threshold
was determined by a combined effect of the absorption efficiency of the particles and the
thermal conduction rate between the particles and the surrounding water.

In the present chapter, we extended this work to include other fuel suspensions by
considering various base fuels and particles. Additionally, we considered a radiation
source in the infrared regime to cause droplet breakup because radiation emissions in
practical combustors is mostly the infrared and visible ranges. Furthermore, we improved
the theoretical model by incorporating a Internal-field Intensity Model to calculate the
radiation intensity distribution in the fuel droplet and improving the Thermal Model to
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compute the temperature distribution in the particle and the fluid around it. The details
are described in the following.

Compared to the coal-in-water suspensions, the nanofluid suspensions studied in this
chapter involve different particles and base fluids which have different optical properties
and surface properties. Several studies have been conducted on the radiative heat transfer
properties of nanofluids. Taylor et al. [93] measured and modeled optical properties of
water-based nanofluids with graphite and metal nanoparticles (e.g., aluminum and silver).
The results showed that more than 95% of the incident energy from solar radiation can be
absorbed by the nanofluids (thickness of the container > 10 cm) with a very low
concentration of nano-particles. Hu et al. [94] investigated the optical properties of gold
nanoparticles in aqueous solutions. In their experiment, an intense pump laser pulse (0-15
mJ/pulse with a central wavelength of 780 nm) was used to heat the particles. The
temperature of the particles was estimated to be around 1000 K, and this high
temperature could last for over 100 ps.

The radiation absorption characteristics of the nanofluid suspensions under infrared
radiation may also be very different from that under the radiation with wavelength in
visible range. Creighton et al. [95] calculated the ultraviolet-visible absorption spectra for
10 nm diameter colloidal particles of 52 metallic elements from their optical constants by
using the Mie theory. Their results showed that the absorption spectra of these metallic
particles varied significantly with the wavelength. Weber et al. [96] used the
spectroscopic ellipsometry in combination with a B-spline parameterization to determine
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the optical constants of a mechanically exfoliated graphene in the range of 210-1000 nm.
They found the optical constants of graphene changed significantly with wavelength
because of the effect of strong resonant excitations.

Motivated by the above, we conducted the droplet breakup study for suspensions with
nano- and micro-sized carbon, aluminum, iron, and boron particles under intense infrared
radiation. The objective was to understand the mechanisms for the radiation-induced
droplet breakup, especially the effects of the different particle material, particle
concentration, the base fluid, and the wavelength of the radiation. The theoretical model
was further improved to consider the internal-field intensity distribution in the droplet,
the radiation absorption of the particles, and the heat transfer between the particle and its
surrounding fluid.

5.2
5.2.1

Experimental Method

Fuel Preparation and Morphology

Droplets of eight different kinds of particles with water or ethanol were studied. These
particles are: (a) diamond particles with a mean diameter of 6 nm; (b) activated carbon
particles with a mean diameter of 100 nm; (c) graphite particles with a mean diameter of
20 μm; (d) aluminum particles with a mean diameter of 18 nm; (e) aluminum particles
with a mean diameter of 80 nm; (f) aluminum particles with a mean diameter of 5 μm; (e)
iron particles with a mean diameter of 25 nm; and (e) boron particles with a mean
diameter of 80 nm. Their Scanning Electron Microscope (SEM) photographs are shown
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in Figure 5.1. The same fuel preparation method as in the previous chapter was used to
disperse the particles in water or ethanol.

(a) diamond: 6 nm

(b) activated carbon: 100 nm

(d) aluminum: 18 nm

(e) aluminum: 80 nm

(g) iron: 25 nm

(h) boron: 80 nm

(c) graphite: 20 μm

(f) aluminum: 5 μm

Figure 5.1 SEM photographs of different particles

107
5.2.2

Experimental Setup

The same experimental setup as shown in Figure 4.2 was used except the laser system.
Here, a Nd:YAG laser (Surelite III-10, Continuum) with a 1064-nm wavelength and 6-ns
pulse width was used to irradiate the droplets. A pulse generator was connected to the
front panel of the Surelite power unit to control the pulse energy and trigger the pulse
generation. The pulse energy was adjusted by altering the time delay between the Qswitch and the flash lamp. The energy level from the laser was measured using an energy
meter (Pulsar-2, OPHIR). In the experiment, the laser was controlled to last only one
pulse. Therefore the heating time was fixed at 6 ns. The thresholds were determined by
gradually increasing the energy intensity until the explosive fragmentation was reached.
If no fragmentation had been achieved at a certain energy intensity, a new droplet with
the same size was used for the next round of irradiation with increased energy intensity.

5.3
5.3.1

Theoretical Modeling

Fundamental Mechanism of Radiation-induced Droplet Breakup

In previous chapter, we proposed the following theoretical model to simulate the breakup
process of carbon-in-water fuel droplets. The laser beam is first scattered and absorbed by
the spherical droplet. The light that enters the droplet is further scattered and absorbed by
the particles inside the droplet. Since the breakup initiates from the illuminated side of
the droplet, we can choose any particle in this location to represent the thermal
interaction between the particle and the surrounding water. The heat transfer between the
two, taking place through a very thin thermal resistance layer, is mainly a result of
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thermal conduction. Breakup takes place when the temperature of the surrounding water
exceeds its maximum superheat temperature at given pressures.

In this chapter, the theoretical model was further improved. The schematic of the droplet
breakup modeling processes is shown in Figure 5.2. First, the model is able to calculate
not only the overall radiation absorption by the droplet, but also the radiation intensity
distribution inside the droplet using the Mie scattering theory. The point where the peak
internal-field intensity locates was chosen for the subsequent calculations, such as the
calculation of the absorption efficiency of a single particle inside the droplet and the
temperatures of the particle and its surrounding fluid. The reason is that the droplet
breakup will be most likely to occur at that location. Second, the temperature is no longer
assumed to be uniform inside the particle. Instead, heat transfer occurs in both the particle
phase and the fluid phase. Lastly, the temperature and the heat flux at the two sides of the
interface are assumed to be identical.

The current modeling of the laser-induced droplet process can be divided into four steps:
(1) Calculate the effective complex refractive index of the droplet (a two-phase
mixture), using Bruggeman’s effective medium theory.
(2) Determine the internal-field intensity of the droplet based on the effective
medium assumption by using Mie scattering theory.
(3) Determine the absorption efficiency of a single particle inside the droplet (the
particle is at the location of peak internal-field intensity), using the Mie
scattering theory.
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(4) Compute the temperatures of the particle and its surrounding fluid using a
thermal model.

Figure 5.2 Schematic of the droplet breakup modeling processes: (a) the laser beam will
be successively scattered and absorbed by the droplet and particles; (b) the internal-field
intensity is determined using Mie scattering theory; (c) a thermal model is used to
calculate the temperatures of the particle and its surrounding fluid.
The effective medium theory and Mie scattering theory were adopted from [71] and
therefore will not be discussed here.

5.3.2

Internal-field Intensity

Barber and Hill’s Fortran code from Ref. [97] was modified to calculate the internal-field
intensity (ܫ௧ ) within the droplet. The effective refractive index of the mixture ݉ , and
the size parameter =( ݔ

గௗ
ఒ

) were used in this calculation. ݀ௗ is the diameter of the droplet,

and ߣ is the wavelength of the incident beam.
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5.3.3

Thermal Model

The radiation energy from the laser is mostly absorbed by the particles. The fluid
surrounding the particles is then heated up through thermal conduction.

The nondimensionalized energy equations for the particle and the surrounding fluid are:
డ்
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where the subscript  and ݂ denote the particle and the surrounding fluid; ܶሺݎƸ ǡ ݐƸሻ ൌ
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temperature, heat capacity, thermal conductivity, and density, respectively. ܥ and  ܭare
both functions of temperature; ݎ is the radius of the particle; ܳሶௗ is the volumetric
ସ

radiation energy flux that is absorbed by the particle; and ܳሶௗ ൌ ߨݎଶ ȉ ܫ௧ ܳ௦ Ȁሺ ߨݎଷ ሻ,
ଷ

ܳ௦ is the absorption efficiency of the particle and is calculated using Mie Scattering
Theory.

The interface equations are:
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The droplet breakup is assumed to take place when the fluid temperature at the interface
reaches 578 K for water and 474 K for ethanol, and the radiation-intensity threshold is
determined as the minimum



required to cause droplet breakup.

5.4
5.4.1

Results and Discussion

Measured Radiation-Intensity Threshold

The radiation-intensity threshold required for droplet breakup was measured for different
particles (carbon, aluminum, iron, and boron) and different base fluid (water and ethanol).
The objective was to understand the effects of the wavelength of the laser beam, the
particle material, as well as the base fluid on droplet breakup behavior.

A. Effect of the wavelength
The effect of the radiation wavelength on the radiation-intensity threshold required for
the droplet breakup was studied first. Figure 5.3 and Figure 5.4 compare the radiationintensity threshold required for breakup of carbon-in-water droplets and aluminum-inethanol droplets at 532 nm and 1064 nm wavelength. It can be seen that for both carbonin-water droplets and aluminum-in-ethanol droplets, the radiation-intensity threshold for
532 nm wavelength are much higher than those for 1064 nm. The reason for this trend
will be discussed later based on the theoretical model we developed.
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(a) wavelength: 532 nm

(b) wavelength: 1064 nm

Figure 5.3 Measured radiation-intensity threshold required for breakup of carbon-inwater droplets. The particle concentration is 1 wt%. The dash lines represent an averaged
value of the radiation-intensity threshold for each particle size.

(a) wavelength: 532 nm

(b) wavelength: 1064 nm

Figure 5.4 Measured radiation-intensity threshold required for breakup of aluminum-inethanol droplets. The particle concentration is 1 wt%.

B. Effect of the base fluid
The radiation-intensity threshold for both carbon-in-water and carbon-in-ethanol fuels
were measured to examine the effect of the base fluid. Their results are shown in Figure

113
5.5. An average value of the radiation-intensity threshold for carbon-in-water droplets is
around 8.1×107 W/cm2, 2.7×107 W/cm2, and 7.1×107 W/cm2 for carbon particle sizes of 6
nm, 100 nm, and 20 μm, respectively. By contrast, the radiation-intensity threshold for
carbon-in-ethanol droplets are much lower, which are 6.3×107 W/cm2, 1.2×107 W/cm2,
and 4.7×107 W/cm2, respectively. This is easy to understand because the superheating
temperature of ethanol is lower than that of water. As a result, the carbon-in-ethanol
droplets require lower radiation energy to breakup.

(a) carbon-in-water

(b) carbon-in-ethanol

Figure 5.5 Measured radiation-intensity threshold required for breakup of carbon-inwater and carbon-in-ethanol droplets. The particle concentration is 1 wt%. The
wavelength of the laser beam is 1064 nm.

C. Effects of the particle concentration
The radiation-intensity threshold was also measured for droplets with different particle
concentrations. Figure 5.6 shows the results for carbon-in-water droplets with particle
size at 100 nm and 20 μm. For 100 nm particle, the radiation-intensity threshold remains
almost constant at around 2.7×107 W/cm2. However, for 20 μm particle, the radiationintensity threshold decreases from 7.1×107 W/cm2 to 5.5×107 W/cm2 when the particle
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concentration increases from 1 wt% to 10 wt%. A similar trend can also be seen in Figure
5.7 for carbon-in-ethanol droplets.

(a) carbon: 100 nm

(b) carbon: 20 μm

Figure 5.6 Measured radiation-intensity threshold required for breakup of carbon-inwater droplets. The particle concentration is 1 wt%. The wavelength of the laser beam is
1064 nm.

(a) carbon: 100 nm

(b) carbon: 20 μm

Figure 5.7 Measured radiation-intensity threshold required for breakup of carbon-inethanol droplets. The particle concentration is 1 wt%. The wavelength of the laser beam
is 1064 nm.
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The effects of the particle concentration for droplets with aluminum particles (18 nm, 80
nm, and 5 μm), iron particles (25 nm), and boron particles (80 nm) were also examined,
as shown in Figure 5.8-Figure 5.10. For all these cases, the radiation-intensity threshold
decreases as the particle concentration increases. The reason is that multiple scattering
effect becomes more important when the particle concentration increases.

(a) aluminum: 18 nm

(b) aluminum: 80 nm

(c) aluminum: 5 μm
Figure 5.8 Measured radiation-intensity threshold required for breakup of Al-in-ethanol
droplets. The particle concentration is 1 wt%. The wavelength of the laser beam is 1064
nm.
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Figure 5.9 Measured radiation-intensity threshold required for breakup of iron-in-ethanol
droplets. The mean diameter of the iron particles is 25 nm. The particle concentration is 1
wt%. The wavelength of the laser beam is 1064 nm.

Figure 5.10 Measured radiation-intensity threshold required for breakup of boron-inethanol droplets. The mean diameter of the boron particles is 80 nm. The particle
concentration is 1 wt%. The wavelength of the laser beam is 1064 nm.
5.4.2

Modeling Results

A. Model Validation
To validate the model, the internal-field intensity for pure water and ethanol droplet were
calculated first and compared with those from other Lorenz-Mie calculations [98, 99].
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Figure 5.11 shows the internal-field intensity for pure water and ethanol droplet using
the same droplet size and refractive index for water and ethanol from Ref. [98]. The
internal-field intensity distributions for water and ethanol agree very well with those in
Ref. [98], indicating that the internal-field intensity calculations are valid.

(a) pure water droplet

(b) pure ethanol droplet

Figure 5.11 Internal-field intensity distribution inside a water or ethanol droplet irradiated
with radiation having 10.591 μm wavelength: (a) water droplet with 52 μm radius,
complex refractive index n + ik = 1.179 + 0.071 i; (b) ethanol droplet with 16.6 μm
radius, complex refractive index n + ik = 1.39 + 0.01 i [98].
The calculated radiation-intensity threshold was also compared to the experimental data.
Figure 5.12 shows the calculated and measured radiation-intensity threshold for carbonin-water droplets at 532 nm and 1064 nm wavelength. The complex refractive indices for
the carbon and water at the two different wavelength are shown in Table 5.1. Only the
experimental results for 100 nm and 20 μm particles are compared in this figure. Because
the independent scattering assumption becomes invalid as discussed in [71], the modeling
results for 6 nm particles may not be meaningful. Therefore, the comparison for 6 nm
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particles is not shown here. It can be seen from Figure 5.12 that the modeling results and
the experimental results agree well with each other.

Figure 5.12 Calculated and measured radiation-intensity threshold for carbon-in-water
droplets at 532 nm and 1064 wavelength. The particle concentration is 1 wt%.

Table 5.1 Complex refractive indices [100]

Carbon
Water

532 nm wavelength

1064 nm wavelength

ͳǤͺʹͺͲ  ͲǤͲͺͷʹ݅

ʹǤͳͲͳ  ͲǤͻͶͶ͵݅

ͳǤ͵͵ͳ  ͳǤͺͳͳͳ ൈ ͳͲିଽ ݅ ͳǤ͵ʹͲͷ  ͳǤʹͷ ൈ ͳͲି ݅

Ethanol ͳǤ͵͵ͷ  ͵Ǥͳʹͺ ൈ ͳͲିଽ ݅ ͳǤ͵ͷͶ  ͻǤͷʹͶ ൈ ͳͲି ݅
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B. Effects of wavelength
Based on the theoretical model, the radiation-intensity threshold is determined by three
factors: the internal-field intensity of the droplet, the absorption efficiency of a single
particle, and the thermal conduction between the particle and its surrounding fluid. Here
we will examine the effect of wavelength on the radiation-intensity threshold in these
three aspects. The case for carbon-in-water droplet was chosen for this study.

Figure 5.13 shows the normalized internal-field intensity and temperature distribution of
water surrounding a particle over one-half of the interior cross section for a carbon-inwater droplet. The wavelength of the laser beam is 532 nm. The particle size is 100 nm,
and the radiation intensity is at threshold (4.0×107 W/cm2). The particle concentration is
fixed at 1 wt%. The incident laser beam propagates in the +y direction. Because most of
the radiation energy is absorbed by the particles on the illuminated side of the droplet, the
internal-field intensity and the particle and surrounding water temperatures only change
in a very thin layer on the illuminated side of the droplet. This also explains why the
droplet breakup initiates from the illuminated side of the droplet. In Figure 5.13(a), the
internal-field intensity has a peak value of 0.7 and its location is on the droplet surface
and X=-0.3. The intensity distribution on the droplet surface forms a wave shape and is
caused by the linear polarization of the laser light. A polarization parallel to the x-y plane
was assumed in this study. A polarization perpendicular to the x-y plane was also tried
which gave very similar results. In Figure 5.13(b), the peak water temperature around a
particle surface occurs at the same location as for the peak internal-field intensity.
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(b) temperature distribution of the water

Figure 5.13 Computed internal-field intensity and temperature distribution of the water
surrounding a particle over one-half of the interior cross section for a carbon-in-water
droplet. The wavelength is 532 nm. The particle size is 100 nm, and the radiationintensity is at threshold (4.0×107 W/cm2). The particle concentration is 1 wt%. There are
100 grid points in the y direction and 25 points in the x direction. The red semicircle is
the droplet surface on x-y plane. The incident laser beam propagates in the +y direction.
Figure 5.14 shows the normalized internal-field intensity and temperature distribution of
the water surrounding a particle for 1064 nm wavelength. The particle size is 100 nm,
and the radiation intensity is at threshold (1.1×107 W/cm2). The particle concentration is
fixed at 1 wt%. Compared to the internal-field intensity for 532 nm wavelength, the
intensity for 1064 nm is much higher and peaks at 0.83. The location of the peak is also
much closer to the center of the leading face (X=-0.04).
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(b) temperature distribution of the water

Figure 5.14 Computed internal-field intensity and temperature distribution of the water
surrounding a particle over one-half of the interior cross section for a carbon-in-water
droplet. The wavelength is 1064 nm. The particle size is 100 nm, and the radiationintensity is at threshold (1.1×107 W/cm2). The particle concentration is 1 wt%. There are
100 grid points in the y direction and 25 points in the x direction. The red semicircle is
the droplet surface on x-y plane. The incident laser beam propagates in the +y direction.
Figure 5.15 shows the absorption efficiency of the particle as a function of the particle
size. The absorption efficiency for both 532 nm and 1064 nm wavelength increase rapidly
for nano-sized particles and start to decrease after a peak. They become stable when the
particle size is greater than 10 μm. The absorption efficiency for 1064 nm wavelength is
higher than those for 532 nm wavelength when the particle size is smaller than 3 μm.
When the particle size is greater than 3 μm, the absorption efficiency for 1064 nm
wavelength becomes lower but the difference between 532 nm and 1064 nm wavelength
keeps small.
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Figure 5.15 Calculated absorption efficiency of the particle for carbon-in-water droplets
at 532 nm and 1064 nm wavelength. The particle concentration is 1 wt%.
We also examined the temperatures of the particle and its surround water for different
particle sizes at both 532 nm and 1064 nm wavelength as shown in Figure 5.16. The
radiation-intensity was set at threshold for different particle sizes. For all different cases,
the particle temperature decreases very slightly in the radial direction. For 20 μm particle,
the thermal boundary layer on the particle surface is very thin with respect to its radius.
The thickness of the thermal boundary layer is about 3 times and 9 times of its radius for
100 nm particle and 6 nm particle, respectively. The much higher relative thickness of the
thermal boundary layer for nano-sized particles is due to their high surface-to-volume
ratio which leads to more efficient heat transfer between the particle and the water. The
temperature profiles at two different wavelength are nearly identical. This indicates that
the heat transfer between the particle and the water is nearly independent on the
wavelength.
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(a) wavelength: 532 nm

(b) wavelength: 1064 nm

Figure 5.16 Temperatures of the particle and its surrounding fluid for carbon-in-water
droplet when the radiation-intensity is at threshold for different particle sizes. The
particle concentration is 1 wt%.
Based on the above, we can conclude that the effect of wavelength on the radiationintensity threshold for carbon-in-water droplet is mainly determined by two factors: the
internal-field intensity and the absorption efficiency of the particle. Because of the higher
internal-field intensity and the higher absorption efficiency of the particle for particle size
greater than 3 μm, the radiation-intensity threshold for carbon-in-water droplets at 1064
nm wavelength is lower than those at 532 nm wavelength, as shown in Figure 5.12. When
the particle size is greater than 3 μm, however, the higher internal-field intensity and but
lower radiation absorption of the particle for 1064 nm wavelength result in almost the
same radiation-intensity threshold for 532 nm and 1064 nm wavelength.
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C. Effects of Base Fluid
The carbon-in-water droplets and carbon-in-ethanol droplets were compared to
understand the effect of base fluid. The calculated and measured radiation-intensity
threshold for the two samples at 1064 nm wavelength is shown in Figure 5.17. We first
examined the normalized internal-field intensity and temperature distribution of the
ethanol surrounding a particle, as shown in Figure 5.18. The wavelength is 1064 nm, and
the particle size is 100 nm. The radiation-intensity is set at threshold for 100 nm, which is
1.1×106 W/cm2. Compared to Figure 5.14, the internal-field intensity for carbon-inethanol droplet (peak at 0.8) is only a little lower than that for carbon-in-water droplet
(peak at 0.83). Figure 5.19 shows the calculated absorption efficiency of the particle for
carbon-in-water and carbon-in-ethanol droplets at 1064 nm wavelength. The absorption
efficiency for the two samples almost overlaps with each other. Since both the internalfield intensity and the absorption efficiency of the particle are very close for carbon-inwater droplets and carbon-in-ethanol droplets, the major factor that could cause the
different radiation-intensity threshold between the two samples is the superheating
temperature of the base fluid.
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Figure 5.17 Calculated and measured radiation-intensity threshold for carbon-in-water
and carbon-in-ethanol droplets at 1064 nm wavelength. The particle concentration is 1
wt%.
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(b) temperature distribution of the ethanol

Figure 5.18 Computed internal-field intensity and temperature distribution of the ethanol
surrounding a particle over one-half of the interior cross section for a carbon-in-ethanol
droplet. The wavelength is 1064 nm. The particle size is 100 nm, and the radiationintensity is at threshold (1.1×106 W/cm2). The particle concentration is 1 wt%. There are
100 grid points in the y direction and 25 points in the x direction. The red semicircle is
the droplet surface on x-y plane. The incident laser beam propagates in the +y direction.
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Figure 5.19 Calculated absorption efficiency of the particle for carbon-in-water and
carbon-in-ethanol droplets at 1064 nm wavelength. The particle concentration is 1 wt%.
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CHAPTER 6. CONCLUSIONS AND RECOMMENDATIONS

A multiphysics model with detailed gas-phase chemistry was developed for the first time
to simulate the complex gasification processes in a well-stirred reactor. The use of
multistep detailed chemistry and variable thermodynamic and transport properties
represents a specific improvement over the bulk scale gas-phase equilibrium models. The
model considered detailed gas-phase chemistry, particle-phase reactions, moisture drying,
devolatilization, porous structure evolution, convective and radiative heat transfer, as
well as full coupling between the two phases at various scales for mass, species, and
energy exchange. Numerical simulations were conducted to understand the gasification
process and the effects of particle size, porous structure, radiative heat transfer, pressure,
O2 concentration, H2 addition, moisture content, and devolatilization on gasification
performance. The model was also used to study the effect of concentrated solar energy on
the gasification process. The effects of concentrated solar energy flux on conversion time,
syngas yield, solar-to-fuel conversion efficiency, and solar-to-chemical enthalpy
conversion percentage were analyzed.

Second, droplet breakup mechanism of carbon-in-water suspensions (CWS) and other
colloidal fuels under intense radiation was studied both experimentally and theoretically.
An experiment was developed to visualize the breakup process and to measure the
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threshold radiation intensity required for explosion at varying particle materials, particle
sizes, particle concentrations, droplet sizes, base fluids as well as wavelengths of the
radiation. A theoretical model was also developed to determine the effects of the particle
material, the particle size, the particle concentration, the base fluid, and the wavelength of
the radiation on the threshold radiation energy.

6.1

Conclusions

1. For the study of pure carbon gasification, the major conclusions are as follows:
(1) In the pure gasification process when no O2 is presented in the initial reactant mixture,
the particle temperature and the gas temperature both decrease because of the
endothermic nature of the surface reactions. The amount of the convective heat
transfer between particles and the surrounding gases is dominant, reducing the
difference between the particle and the gas temperatures to relatively small values.

(2) With the presence of oxygen in the reactant mixture, the chemical process in the
reactor can be divided into three stages: (1) carbon oxidation, (2) gas-phase oxidation,
and (3) carbon gasification. In the first two stages, the exothermic oxidation reactions
dominate, which release heat and provide a high-temperature environment. This
supports the endothermic surface reactions that become dominant in the later stage.
In the first stage, the reaction rate of 2C + O2 ė 2CO is much faster than the other
surface reactions. In the later stages, C + H2O ė CO + H2 reaction dominates the
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consumption of carbon at a rate much faster than those of C + CO2 ė 2 CO and C +
2 H2 ė CH4.

(3) The water-gas-shift reaction was found to be nearly in equilibrium for relatively high
temperatures. However, at low temperatures the water gas shift does not reach an
equilibrium state because the rates of all reactions are relatively low.

(4) The total carbon conversion time increases with increasing particle size. This is
because the heat by means of conduction and convection can raise the temperature of
smaller particles more rapidly, thus increasing the surface reaction rates and reducing
the conversion time.

(5) The addition of H2 can reduce CO2 emission by driving the equilibrium of the watergas shift reaction toward CO and H2O. But it also reduces the carbon conversion rate
because the H2O concentration on particle surface is reduced by the fast diffusion of
H2. The linear addition method results in shorter carbon conversion times than the
bulk addition method.

2. For the study of coal gasification, the major conclusions are as follows:
(1) In the coal gasification process with partial oxidation, the chemical processes in the
reactor can be divided into four stages: (1) drying, (2) devolatilization, (3) volatile
combustion and char oxidation, and (4) char gasification. In the first two stages,
steam is evaporated from moisture drying, and volatiles are released during
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devolatilization. These two processes consume heat and cause the gas temperature to
decrease. During the gas-phase volatile combustion and char oxidation process,
because of the oxidation of H2 and CO as well as char, the temperatures increase
rapidly, and this provides the energy needed in the followed char gasification process.
Among the surface reactions, carbon-steam reaction C + H2O ė CO + H2 dominates
in the char gasification process.

(2) Sensitivity analysis was performed to identify the most influential parameters among
various chemical and physical processes on the overall gasification performance
(conversion time and syngas production). The results show that the syngas yield is
most sensitive to the reaction rates of char-steam and char-CO2 reactions; the rates of
drying and devolatilization have little effect on the syngas composition. The coal
conversion time is most sensitive to the heat transfer rates, including both radiation
and convection, and is secondary-sensitive to the reaction rate of carbon-steam
reaction.

(3) The increase of the moisture content will increase the coal conversion time and
decrease the upgrade factor. However, the molar fractions of H2 and CO in dry gas
mixture remain almost constant. The effect of moisture mainly serves to inhibit the
overall gasification rate because of the temperature drop. Its impact on the carbonsteam reaction is negligible.
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(4) Decreasing the particle size will decrease the conversion time and increase the
upgrade factor. As for the syngas production, decreasing particle size will increase the
molar faction of CO while decreasing the molar faction of H2.

3. For the study of solar-driven coal gasification, the major conclusions are as follows:
(1) Increasing solar energy flux increases gas and particle temperatures, which in turn
increase reaction rates and reduce coal conversion time. The product composition,
however, is almost independent of solar power.

(2) An optimum solar energy flux yields the highest percentage of solar energy in the
syngas. The present simulations show that this percentage can be as high as 42%.

(3) The solar-to-fuel conversion efficiency and the upgrade factor change only slightly
with solar energy flux.

(4) While causing minimum impact on product composition, decreasing particle size
reduces the coal conversion time and increases the percentage of the chemical
enthalpy in the syngas that originates in the solar energy.

4. For the study of radiation-induced droplet breakup of colloidal fuels, the major
conclusions are as follows:
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(1) The results show that the breakup mechanism, quite different from that for pure water,
is due to the radiation absorption of individual carbon particles suspended in the
droplet. The threshold radiation intensity required for droplet breakup does not
depend on droplet size, but varies significantly with various particle sizes.
Furthermore, the threshold radiation intensity does not depend on particle
concentration unless the concentration becomes high, for which the multiple
scattering effect will become more significant leading to a lower radiation-intensity
threshold.

(2) For the study of droplet breakup under intense infrared radiation, the experiment
results show that the radiation-intensity thresholds are largely affected by the type of
the particle material, particle concentration, the base fluid, and the wavelength of the
radiation.

(3) A theoretical model that considered radiation absorption and scattering by the droplet

and by the particles along with heat conduction between the particles and the
surrounding water in a thin nanoscale thermal layer was also developed to understand
the mechanism of droplet breakup and to predict the threshold radiation intensity. The
predicted and measured threshold radiation energy intensities show the same trend for
various particle sizes. Both decrease first, and they then increase as the particle size
increases. The results show that the radiation-intensity threshold was determined by a
combined effect of the absorption efficiency of the particles and the thermal
conduction rate between the particles and the surrounding water.
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(4) The theoretical model was also improved to consider the internal-field intensity
distribution in the droplet, the absorption efficiency of the particles, and the heat
conduction between the particles and the surrounding fluid. The modeling results
show that effects of wavelength on the radiation-intensity threshold for carbon-inwater droplet is mainly determined by two factors: the internal-field intensity and the
absorption efficiency of the particle.

(5) Lastly, the predicted and measured threshold radiation energy intensities agree well
for micron-sized particles. The agreement, however, is less satisfactory when the
particle size decreases to nanoscale.

One reason for the discrepancy is that

independent scattering assumption used in the modeling was not valid for the
concentrations studied – indeed dependent scattering occurred which lowered the
radiation intensity threshold. Additionally, a sensitivity analysis was performed to
examine how the predicted threshold radiation intensity depends on the accuracy of
the complex refractive index of the particles. The results show that both the real and
imaginary parts of the complex refractive index of the particle have little impact on
the radiation-intensity threshold when the particle is micron-sized. However, when
the particle size decreases to nano-scale, the influences of both the real and imaginary
parts of the complex refractive index of the particle become significant.

134
6.2

Recommendations

1. Evaporation and break-up behaviors of coal-in-water fuels under concentrated solar
irradiation.
In previous study, we modeled the solar-driven gasification processes and assumed the
average solar radiation flux is around 5×105 W/m2 (50 W/cm2). This value is based on
previous experimental studies on solar-drive gasification. In our droplet breakup
experiment, the radiation intensity threshold was found to be on the order of 108 W/cm2.
Note the droplet was heated by a single laser pulse at 532 nm and its duration is 10 ns.
Maloney et al. [37] used a Nd:YAG laser with 1.06 μm wavelength and 8 ms pulse
duration and found that the radiation intensity level required to induce droplet breakup
was on the order of 103 W/cm2. From these two experiments, we can see that the
radiation intensity threshold can be greatly reduced (108 W/cm2 vs. 103 W/cm2) if
increasing the heating time (10 ns vs. 8 ms). To summarize, the droplet breakup and the
threshold flux depends on several factors, e.g., duration of the laser pulse, wavelength,
etc.

The question here is this: what would happen if we combine the two new concepts (solardriven gasification and coal-in-water fuels for gasification). This means concentrated
solar energy will be used to heat coal-in-water fuels in gasifiers, which may result in
more efficient and fast gasification of coal. Will concentrated solar energy/flux be able to
cause droplet breakup of coal-in-water fuels? How will concentrated solar radiation affect
the droplet evaporation process? Note the radiation absorption characteristics will be
very different if continuous concentrated solar energy is used as compared to a pulsed
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laser. The energy intensity will be lower but the duration can be much longer.
Additionally, the radiation is broadband rather than a single wavelength (532 nm or 1064
nm). The radiation absorption by coal particles in broadband can be very different from
that in the UV or visible range. As a result, the conclusions we found using a pulsed laser
at 532 nm and 1064 nm wavelength in this study may be different from those using
concentrated solar energy. Furthermore, when using a 10 ns pulse laser as the radiation
source, the impact of radiation on droplet evaporation can be neglected because of the
short time scale of radiative compared to the time scale of evaporation. However, this is
not so when concentrated solar radiation is used as a radiation source. The droplet heating
time is expected to increases to milliseconds and longer. As a result, it is necessary to
understand the evaporation characteristics of water-in-coal droplets under concentration
solar radiation, in addition to whether droplet breakup will occur or not.

2. Improvement of the modeling work
Currently, the Mie Scattering Theory and a thermal model are used to predict the
radiation intensity threshold required for droplet breakup. Some results have been
obtained and they show good agreement with the experimental results. However, a more
detailed model is still needed to enhance the understanding of the complicated droplet
breakup process.

First of all, only independent scattering is considered in our current model. The
experimental results from Brewster and Tien [86] showed that the independent scattering
can be assumed when the interparticle clearance is greater than about 0.3 wavelengths
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(ܥȀߣ  ͲǤ͵). Following this rule, the concentration of the particles in the droplet has to
be sufficiently dilute for a certain particle size (as shown in Figure 4.8) so that the
scattering interference between multiple particles can be negligible. However, the real
case is the radiation may be scattered many times by the particles in the droplet.
Therefore, a Multiple Scattering model should be used to consider dependent scattering
when particle concentrations are high.

Second, the evaporation model should be incorporated into our current model when using
solar radiation because the heating time will be longer. Many evaporation models have
been developed for liquid droplet [101], however, they may not be suitable for coal-water
mixture. Chan [102] developed a model of the evaporation of coal-water mixture droplets
and treated the droplet as a heterogeneous mixture of coal and water. In his model, it was
assumed that during evaporation, the evaporating surface shrinked and a dry outer shell
remained. The enhanced mass and heat transfer at the surface of the droplet due to
radiation and convection was also considered in his model.

Another question arises when the heating time is greatly increased: the movement of the
particles caused by the photophoretic force. When a particle in the droplet is illuminated
by a parallel beam, it will produce uneven temperature distribution over the particle
surface. The water molecules reflected from the hot side of the particle will move faster
than those that are reflected from the code side. The net momentum resulting from the
collisions between the water molecules and the particle surface will move the particle
away from or toward the light source, depending on the illumination intensity, the
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particle size, and other physical parameters. Tong [72, 73] developed a photophresis
model and the results showed that the photophoretic force for a particle of fixed size and
composition under constant illumination intensity had a maximum value at a Knudsen
number of the order of unity. As a result, the motion of the coal particles caused by the
photophoretic force for milliseconds can have significant impact on the droplet explosion
behavior and needs to be studied in the future.
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APPENDIX
Derivation of the Gas Phase Conservation Equations
The continuity equation, the species conservation equation, and the energy conservation
equation for a system with volume V, a pressure P, and mass/energy transfer between the
gas phase and particle phase are given as
d ( U gV )
dt

d ( U gVYi )
dt
d ( U gVe )
dt

(A1)

V ¦ wW
i i

V (Zi  wi )Wi

VN p (Qh  Qcon , g )  P

(A2)
dV
dt

(A3)

where Ug is the total density of gas-phase species; wi is the production rate of species i
because of surface heterogeneous reactions; Wi is the molecular weight of species i. In
Eq. (A2), Yi is the mass fraction of species i; Zi is the production rate of species i because
of gas-phase reactions. In Eq. (A3), e is the internal energy of the bulk gases; NP is the
particle number density; Qh represents the enthalpy transferred from a particle to the bulk
gases as a result of mass transfer because of surface reactions; and Qcon,g is the convective
heat transfer between a particle and the bulk gases.

The ideal gas equation of state and the constant pressure equation are also included.
Ug

PW / RTg

(A4)
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dP
dt

where

W

1
Y
¦ i / Wi

(A5)

0

, R is the gas constant, and Tg is the gas-phase temperature.

i

Since mg

U gV , replacing U gV with m g in equation (A1)-(A3) yields
1 dmg
m g dt

where

m C  N p ,

¦ wW
i

i

1

Ug

d (mg Yi )

mg

dt

Ug

d ( mg e)

mg

dt

Ug

¦ wW
i

i

(A6)

(Zi  wi )Wi

N p (Qh  Qcon , g )  P

(A7)
dV
dt

(A8)

and ݉ሶ ൌ σ ݉ሶ ǡ (see equation (2.10)).

Using equation (A6), the species conservation equation (A7) becomes
Ug

K
dYi
 Yi ¦ wkWk  (Zi  wi )Wi
dt
k 1

(A9)

0

With the definition of the internal energy, the left hand side of the energy equation (A8)
becomes
d (mg e)

d (mg (h  P / U g ))

d (mg h  VP)

dt

dt

dt

dmg h dPV

dt
dt

(A10)

The first term on the right-hand of equation (A10) can be expressed as
dmg h
dt

dmg ¦ hY
i i
i

dt

¦
i

dmg hY
i i
dt

¦h

i

i

dmgYi
dt

 ¦ mgYi
i

dhi
dt

mg

U

¦ h (w  Z )W  m C
i

i

i

i

i

g

dTg
P,g

dt

(A11)
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where CP , g is the mean specific heat capacity of the mixture.

Combining equation (A8), (A10) and (A11), the energy equation becomes
mg

U

¦ h (w  Z )W  m C
i

i

i

i

g

i

P, g

dTg

mg

dt

Ug

N p (Qh  Qcon, g )  V

dP
dt

(A12)

With constant pressure assumption (equation (A5)), the energy equation is
Ug CP, g

dTg
dt

 ¦ hi (wi  Zi )Wi

N p (Qh  Qcon, g )

i

(A13)

In summary, the continuity equation, the species conservation equation, and the energy
conservation equation can be expressed as equation (A6), (A9), and (A13).
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