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Abstract
Mortality prediction for hospitalized patients is an important problem. Over the past few
decades, several severity scoring systems and machine learning models have been developed for
predicting mortality in hospitals in general, and in intensive care units in particular. However,
earlymortality prediction in intensive care remains an open challenge. Most research has focused
on Severity of Illness scores or Data Mining models designed for risk estimation at least 24 or
48 hours after intensive care admission. In this study, we aim to provide a model that can predict
mortality from the patient’s early hours of admission and to reach a performance that is better
than existing methods.
This research is conducted on the Multiparameter Intelligent Monitoring in Intensive Care
database. An in-depth analysis of the database has been conducted. Problem assumptions and
initial attribute selections have been defined. Relevant data has been preprocessed, extracted and
converted for data mining analysis.
The thesis starts by presenting two initial studies to compare the performance of the differ-
ent approaches for handling mortality prediction: (1) A comparative study of Severity of Illness
scores for ICU mortality prediction and (2) A time-series analysis for ICU mortality prediction
using data mining classification models. The two studies have enabled the provision of a pioneer
framework for early mortality prediction named ’EMPICU’, which investigates thoroughly the
prediction effectiveness of data mining classification models, after 6 hours of admission. The
framework is tested for classification performance with different attribute selections and dif-
ferent classification models handling both missing values and class imbalance problems. The
best performing model is the EMPICU-Random Forests with the 7 physiological vital signs in
addition to age with excellent performance with Area Under the Receiver Operating Character-
istic curve of 0.90. The EMPICU-Random Forests model at 6 hours of admission outperformed
Severity of Illness scores at 24 hours after admission, which indicates that the proposed model
predicts earlier with higher performance.
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2CHAPTER 1
Introducࢢon
Government funding in many countries has fallen behind patient care costs, leaving health-
care institutions to face a growing disparity between demand and resource (Roberts, Marshall,
& Charlesworth, 2012). In particular, intensive care medicine is very costly so providers have
a duty to justify interventions carefully. Every day intensive care specialists face the decision
of whether to accept or decline admissions to intensive care unit (ICU). The intensivist must
analyze all available patient-related data, under pressure and in real time, in order to determine a
course of action. However, the data may contain much more information than a human intellec-
tual capacity is capable of handling, both in terms of volume of data, and relationships between
variables in time. In the early eighties, it was estimated that an average ICU patient is described
by about 250 different parameters (Goldman, 2015). A typical human capacity can handle not
more than 5-7 different parameters at a time (Goldman, 2015; Ramon et al., 2007). As a result,
an automated data-driven system can help assist clinicians to detect problems earlier than an ex-
perienced intensivist would (Á. Silva, Cortez, Santos, Gomes, & Neves, 2006a). The challenge
then is to learn which patterns indicate which problems and learn to predict these patterns in the
huge amount of data available as early as possible.
This chapter starts by providing an overview of the ICU environment and the large amount
of data that is still under-utilized for critically ill patients. Followed by the motivation behind
the research and the importance of early mortality prediction in the ICU is introduced. The
reasons why Data Mining (DM) methods might be useful are put forward. In addition, the re-
search aim, questions, main objectives, challenges and contributions to the body of knowledge
are introduced. A description of research methodology and design is presented. Moreover, a
brief summary of the thesis structure and publications from this study is given at the end of the
chapter.
1.1 The Intensive Care Unit Environment and the Role of Mortality
Predicࢢon
The ICU presents a rich opportunity for valuable clinical data analysis in support of research
and audit. One of the reasons for this is that the ICU patient is highly monitored using electronic
equipment to measure physiological data, such as respiratory rate and heart rate, generally stored
on a clinical information system, which can be easily interrogated. In addition, some organ sys-
tems can be supported by medications or by a mechanical device until the patient recovers. For
instance, a patient with respiratory failure can be mechanically ventilated or a patient with kid-
ney failure can be supported with hemofiltration. It is crucial in the ICU to provide the correct
treatment and to detect clinical deterioration early enough so preventive or curative actions can
be taken on time. Despite major improvements in the care of the critically ill over the past twenty
years, many challenges remain. The value of many treatments and interventions in the ICU is
unproven, high-quality data supporting or discouraging specific practices are sometimes con-
flicting (J.-L. Vincent & Singer, 2010; J.-L. Vincent, 2006) and many of the decisions taken in
ICUs are based more upon experiences than science (Wang, Li, Tussey, & Ross, 2012). Accord-
ing to Ramon et al. (Ramon et al., 2007), 70% of ICU patients need vital support only for a few
days and have high chance of survival, while 30% of patients stay in the ICU for a longer period,
sometimes three weeks or more, which is associated with greater mortality. Increased length
of stay occurs for many reasons, but such patients suffer a considerable burden, both from their
morbidity and from necessary interventions. If Data Mining methods could be used to predict
individual ICU mortality, then intensivists might identify those patients who cannot benefit from
ICU treatment early on, permitting more appropriate focus on end of life care, and directing re-
sources for invasive interventions to other patients. The use of ICU data in the early prediction
of mortality is an attractive area for investigation, both for reasons of quality and cost; it has
the potential to be of value in the assessment of severity of illness and adjustment of healthcare
policy.
1.2 Research Moࢢvaࢢon
Mortality prediction of hospitalized patients is an important problem. Over the past few
decades, several severity scoring systems and machine learning models have been developed for
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predicting mortality in hospitals in general, and in intensive care units in particular. However,
earlymortality prediction in intensive care remains an open challenge. Most research has focused
on Severity of Illness scores or Data Mining models designed for risk estimation at least 24 or 48
hours after intensive care admission as some claim many important measurements are missing,
such as the work conducted by Luo et al. in 2016 (Luo, Xin, Joshi, Celi, & Szolovits, 2016)
where they explicitly stated that they excluded data from the first half of the first day because
many measurements are not yet available in that time period.
The scope of the study lies in utilizing machine learning or Data Mining classification mod-
els to predict early mortality in the ICU. Mortality prediction is an important emerging area of
research, in particular in the ICU. Not all critically ill patients can benefit from ICU admission,
only those with reversible organ failures. As a result, identifying patients at risk and patients who
might not benefit from ICU treatment is crucial as the ICU is very costly with limited resources.
In addition, the ICU is a data-rich environment where critically ill patients are constantly mon-
itored with complex equipment inputting hundreds of medical measurements everyday. As a
result, this makes it a well suited setting for the implementation of an automated data-driven
system which analyzes large amounts of raw data, that could be overlooked by human experts,
and extracts high-level information in order to predict in-hospital mortality early on.
The majority of mortality prediction research has focused on Severity of Illness scores
(SOIs)/ Early Warning Scores (EWSs) or Data Mining algorithms designed for risk estimation
or mortality prediction at 24, 48 or 72 hours after ICU admission. The longer the patient stays
in the hospital, the more effective mortality prediction becomes as shown in figure 1.1; however
it seems intuitively likely that simple clinical judgement will also discriminate more effectively
as time passes. Existing tools are therefore slow to reach a useful discriminatory effectiveness
and are not generally felt by clinicians to be of value to assist decision-making once they can
discriminate. The challenge therefore lies in the early hours of a patient’s admission illustrated
by the blue bar shown on figure 1.1. This study aims to develop a mortality prediction model
from patient data in the early hours of admission, with higher prediction power than existing
methods.
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Figure 1.1: Illustrates prediction power of mortality against patient’s admission time. The longer
the patient-stay, the higher the prediction power, illustrated by the triangle. The aim of the study
is to make earlier prediction of mortality from the first few hours of admission, illustrated by the
blue bar.
1.3 Research Aim, Quesࢢons and Objecࢢves
1.3.1 Aim
This study aims to investigate the use of Data Mining classification models in the early pre-
diction of mortality. This is done by analysing different medical variables for patients only a few
hours after ICU admission, rather than the typical 24, 48 or 72. We hypothesize that an early
mortality prediction model could help provide intensivists with a systematic interpretation of a
patient’s observations sooner than with current methods. We define ’early’ as at approximately
6 hours after ICU admission.
The explanatory variables include demographic, vital signs, chart and lab tests investiga-
tion variables. The primary outcome is hospital mortality, which is defined as death inside the
hospital; we wish to identify those ICU patients at high risk of dying inside the hospital in or-
der to assist intensivists in taking the appropriate course of action regarding patient benefit and
effective use of resources.
1.3.2 Quesࢢons
”Given the ICU patients’ early medical record (data available from the first few
hours after admission),
1) Can Data Mining classification models help in predicting the patients who are
most likely to die inside the ICU?
2) What are the most important medical attributes to consider in early ICU mor-
tality prediction?
5
3) How early can in-hospital mortality for ICU patients be predicted?
4) What are the most effective Data Mining models for early prediction of mor-
tality in ICU?”
1.3.3 Objecࢢves
Thus, the objectives of this study are:
1) Identify the main data challenges in early ICU mortality prediction.
2) Design a general framework for early ICU mortality prediction to tackle the challenges
identified.
3) Evaluate and compare the performance of different attribute selections and Data Mining
classification models on a freely available ICU database.
1.4 Research Challenges
There are several challenges in this research, in particular in intensive care data:
1) Finding an open-source ICU dataset, as the procedures for accessing confidential patient
data from hospitals in the United Kingdom is time-consuming.
2) Understanding and analyzing the dataset; dealing with the size and structure of the data.
3) Dealing with noise in data; data is sometimes noisy or difficult to interpret and sometimes
missing.
4) Attribute selection and the number of attributes to be considered in the analysis is also a
major challenge.
5) Dealing with class imbalance problem, which occurs when the dataset suffers from ‘class
imbalance’ (i.e the number of instances belonging to one class of patients outnumbers that
of any other class(es)). In this study, the number of patients who die inside the hospital is
relatively small in comparison with the number of survivors.
All these challenges and others are discussed thoroughly in the ’Data Analysis and Prepro-
cessing’ chapter. According to previous work in literature, no single machine learning technique
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proved to be superior over the others in different experiment settings; it depends on the underly-
ing population being tested, the set of explanatory variables available and the outcome of interest.
As a result, it would be wise for medical doctors and machine learning engineers to try to run
multiple methods whenever possible. There is already a lot of literature on Data Mining for
ICU. Some is aimed at medical doctors, illustrating on specific problems the performance of
several Data Mining methods (Kim, Kim, & Park, 2011; I. Silva, Moody, Scott, Celi, & Mark,
2012; Morik, Imboff, Brockhausen, Joachims, & Gather, 2000). Others aim at an audience from
machine learning or statistics introducing specific ICU problems and how they can be solved
by Data Mining techniques (Ramon et al., 2007; Pirracchio et al., 2015; Moser, Jones, & Bros-
sette, 1999; Ganzert et al., 2002). An in-depth and thorough classification of such applications
is presented in the Literature Review chapter.
1.5 Research Contribuࢢons to Knowledge
This research is expected to assist intensive care specialists in predicting mortality in ICU
patients as early as the first 6 hours of admission. If this type of information is made available
to caregivers in the ICU, there is the potential for the quality of patient care to improve and the
hospital resources to be managed more efficiently and effectively. The model proposed is also
expected to make significant improvements in classification performance as compared to other
models in the literature, together with defining those medical variables that directly influence
early prediction of mortality. The following is a summary of the contribution of this project:
1) Enhance the reader’s understanding of the MIMIC-II data that the research is built on.
2) Identify relevant medical variables within the first 6 hours of admission that directly in-
fluence early prediction of mortality.
3) Draw attention to the problem of missing values in variables over time in order to empha-
size the importance of collecting certain measurements early on.
4) Provide an in-depth analysis and comparison of the current Early Warning Scores.
5) Provide a thorough time-series analysis of mortality prediction models in critical care.
6) Assist ICU specialists with a reliable early mortality prediction model that identifies pa-
tients at risk.
7) Publications; successful outcomes of the proposed research project are disseminated via
scientific journals.
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8) Publications; successful outcomes of the proposed research project are disseminated via
refereed conference proceedings.
9) Presentations; successful outcomes of the proposed research is presented at local and inter-
national venues and events e.g. School of Computing at University of Portsmouth, Queen
Alexandra hospital and related conferences...etc.
1.6 Research Method and Design
First it is important in this section to distinguish between the ’Research method’ and the ’Re-
search design’. The Research method refers to the general and established way of approaching
research questions; for example, qualitative, quantitative or mixed methods (Silverman, 2016;
D. C. Montgomery, 2017; Creswell & Poth, 2017). On the other hand, research design involves
determining how the chosen method will be applied to answer the research questions. The design
of the study can be thought of as the detailed steps of what will be done and how it will be ac-
complished. Key aspects of research design include: research methodology; participant/sample
collection and assignment (if different conditions are being explored); and data collection pro-
cedures and instruments (D. C. Montgomery, 2017).
This study uses an experimental methodology (Amaral, 2011) in tackling the problem of early
mortality prediction where several ICU mortality prediction models are compared and evaluated
to finally provide the proposed framework for Early Mortality Prediction for ICU patients - EM-
PICU.
This research adopts the CRISP-DM design approach (Shearer, 2000), which is composed
of a cycle that comprises six steps as illustrated in figure 1.2 (adopted from (Shearer, 2000)) and
described below:
1) The first stage in the cycle is Business Understanding, which focuses on understanding
the project objectives and requirements, then converting this knowledge into a Data Min-
ing problem definition. In this stage we surveyed the literature and conducted several
interviews with ICU consultants and research collaborators from the medical and comput-
ing sectors. This stage is covered in the Introduction, Background and Literature Review
chapters (chapters 1, 2 and 3)
2) The second stage is Data Understanding, which starts with an initial data collection and
proceeds with an in-depth and thorough analysis of the data to identify data challenges and
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Figure 1.2: Illustrates the adopted CRISP-DM research design
define assumptions and detect interesting subsets to form hypotheses for hidden informa-
tion. In this stage we used the Multiparameter Intelligent Monitoring in Intensive Care
(MIMIC-II) database, which is an open-access ICU database. An in-depth understanding
of the database structure and initial problem assumptions has been defined. This stage is
covered in the Data Analysis and Preprocessing chapter (chapter 4).
3) The third stage is Data Preparation, which covers all activities to construct the final dataset
from the initial raw data. This phase may include many tasks, such as records, tables and
attributes selection as well as cleaning and transformation of data. In this stage, attribute
selection was conducted based on several approaches, including statistical approaches,
Data Mining algorithms, expertise and previous work in literature. In addition, handling
challenges in data through data cleaning and transformation methods has been conducted;
more details about the methods used to handle such issues is discussed in the Data Analysis
and Preprocessing chapter (chapter 4).
4) The fourth stage is Modeling, where various modeling techniques are selected and applied
and their parameters are set to optimal values for the same Data Mining problem. In this
stage, two initial studies have been conducted to compare the performance of the different
approaches available in handlingmortality prediction: (1) A comparative study of SOIs for
ICU mortality prediction, presented thoroughly in chapter 5 and (2) A time-series analysis
for ICU mortality prediction using different Data Mining classification models, presented
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thoroughly in chapter 6. These two studies have enabled the provision of the proposed
Early Mortality Prediction framework for ICU patients - EMPICU, presented in chapter
7, which predicts mortality using different data mining classification models from the first
6 hours of a patient’s admission, handling challenges in data. In addition, the model was
enhanced by integrating the K-means clustering algorithm, which is introduced in chapter
8 (Cluster Analysis).
5) The fifth stage is Evaluation, where the model or models obtained are more thoroughly
evaluated and the steps executed to construct the model are reviewed to ensure that it
achieves the objectives. In this stage, the EMPICU framework is tested for classification
performance against existing SOIs and other classification models in literature, with dif-
ferent attribute selections and different methods for handling the challenges of missing
values and class imbalance. Evaluation of performance is conducted in chapters 5, 6, 7
and 8.
6) The sixth and final stage is Deployment, which focuses on model creation. However,
in this study, we focus on dissemination of the obtained knowledge and results to both
clinical doctors and data scientists through publications via scientific journals, refereed
conference proceedings and presentations at local and international venues and events,
such as School of Computing at University of Portsmouth, Queen Alexandra hospital and
related conferences...etc.
1.7 Thesis Structure
This thesis is composed of 9 chapters as illustrated in figure 1.3 and the remainder is orga-
nized as follows:
Chapter 2 - Background
This chapter introduces the relevant background to this thesis. This includes both Data
Mining and clinical background. A description of Data Mining with a focus on classification
and clustering models is presented. In addition, an overview on the types of healthcare, acute
medicine and critical care is introduced, with a focus on critical care and how Data Mining can
be utilized in the medical field as our work aims to bring these two areas together.
Chapter 3 - Literature Review
This chapter introduces the concepts of length of stay and mortality prediction in acute
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Figure 1.3: Illustrates thesis structure.
medicine and in the Intensive Care Unit. In addition, a classification and evaluation of the dif-
ferent length of stay and mortality prediction applications and models are discussed. Reviewing
currently available models places this work in context and highlights the need for a new model.
Chapter 4 - Data Analysis and Preprocessing
This chapter presents how data from the MIMIC-II database and the PhysioNet Challenge
2012 dataset has been preprocessed and converted for Data Mining use.
Chapter 5 - Comparison of Early Warning Scores for ICU Mortality Prediction
This chapter presents a comparative study of some of the most commonly used EWSs. The
results suggest that the power of mortality prediction improves as the patient stays longer in
the hospital. However the performance of the EWSs in predicting intensive care mortality is
generally very poor, especially in the early hours of admission where there is a lot of missing
patient measurements.
Chapter 6 - Time-Series Analysis for ICU Mortality Prediction
This chapter presents a time-series analysis that aims at investigating how early mortality
can be predicted in the ICU by analyzing the performance of different Data Mining classification
models and comparing them to existing EWSs at different time intervals.
Chapter 7 - EMPICU: A Framework for Early Mortality Prediction for ICU Patients
This chapter introduces the new framework for Early Mortality Prediction in ICU - EMPICU
and presents an analysis of the different Data Mining classification methods used.
Chapter 8 - Classification with Simple Clustering Appraoch
This chapter provides an enhanced model to the framework presented in chapter 7, by in-
11
troducing the clustering algorithm K-means in addition to classification. Results showed that
clustering can help enhance the performance of classification in some, but not all of the experi-
ments.
Chapter 9 - Conclusion and Future Work
This chapter describes the outcomes of the research and the contributions made as a result,
both to the medical and data science fields. Limitations and future work in health and Data
Mining research are also presented.
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CHAPTER 2
Background
This chapter introduces the relevant background behind this thesis. The chapter begins by
defining the concept of data mining and the different data mining process models. Different
taxonomies of data mining tasks are presented with an emphasis on Classification and Cluster-
ing techniques as they are the focus of this study. In addition, the chapter provides a clinical
background related to levels of patient care with an overview on the types of healthcare, acute
medicine and the intensive care unit which is the focus of this study. The chapter also shows
how data mining can be used in critical care.
2.1 Data Mining
Data Mining (DM) is an analytic process designed to explore data in large data repositories
in order to find novel and useful patterns that might otherwise remain hidden. The procedure is
normally used for mining previously unknown, valid, potentially useful and understandable in-
formation from a dataset. Data can be in the form of facts, numbers, or text that can be processed
by a computer. The existing patterns, associations and relationships among data can provide use-
ful information that can be turned into knowledge. Technically, Data Mining is the process of
finding correlations or patterns in datasets where the overall goal is to extract information from a
dataset and transform it into an understandable format for further use (Khan, 2014; Hill, Lewicki,
& Lewicki, 2006).
2.1.1 Data Mining Process Models
This section discusses three DM process models. The first, is the Knowledge Discovery
Databases (KDD) process model (Fayyad, Piatetsky-Shapiro, & Smyth, 1996). It is an iterative
and interactive model composed of 9 steps. It refers to finding knowledge in data emphasizing
the data mining method. The second, is Sample, Explore, Modify, Model and Assess (SEMMA)
process model (Shafique & Qaiser, 2014) which was developed by SAS institute (an American
multinational developer of analytics software based in Cary, North Carolina). It is composed of
5 different phases. The third, is Cross-Industry Standard Process for Data Mining (CRISP-DM)
(Shearer, 2000) which was launched in late 1996 by Daimler Chrysler, SPSS Inc. (a software
house headquartered in Chicago) and NCR corporation (an American computer hardware, soft-
ware and electronics company). It is composed of 6 steps. These process models are used to
guide the implementation of the data mining process. The following will provide a detailed
discussion and comparison of the steps performed in each of the process models.
1) The KDD process model (Fayyad et al., 1996) illustrated in figure 2.1 (adopted from
(Shafique & Qaiser, 2014)) is composed of the following 9 iterative steps:
Figure 2.1: Knowledge Discovery Databases (KDD) Process Model
• Developing and understanding of the application domain: first stage of the KDD
process in which goals are defined from the end-user and the environment in which
the knowledge discovery process will take place. Having understood the KDD goals,
the preprocessing of the data starts, defined in the next three steps.
• Selecting and creating a target dataset: second stage of the KDD process, which
includes finding out what data is available, obtaining additional necessary data, and
then integrating all the data for the knowledge discovery into one dataset, including
the attributes that will be considered for the process. This process is very important
because the DM learns and discovers from the available data.
• Data cleaning and preprocessing: third stage of the KDD process which focuses
on target data cleaning and preprocessing. It includes data clearing, such as han-
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dling missing values and removal of noise or outliers. There are many methods for
handling such issues. It may involve complex statistical methods or using a DM
algorithm in this context.
• Data transformation: fourth stage of the KDD process which focuses on transfor-
mation of data from one form to another so that data mining algorithms can be im-
plemented easily. For this purpose different data reduction methods (feature selec-
tion and extraction and record sampling), and attribute transformation methods (dis-
cretization of numerical attributes and functional transformation) are implemented
on target data. Having completed the above four steps, the following four steps are
related to the DM part, where the focus is on the algorithmic aspects employed for
each project.
• Choosing the suitable DM task: fifth stage of the KDD process in which appropriate
data mining task is chosen based on particular goals that are defined in the first stage.
The examples of dataminingmethod or tasks are classification, clustering, regression
and summarization.
• Choosing the suitable DM algorithm: sixth step of the KDD process in which one or
more appropriate data mining algorithms are selected for searching different patterns
from data. There are a number of algorithms present today for data mining but the
appropriate algorithms are selected based on matching the overall criteria for data
mining. For example, in considering precision versus understandability, the former
is better with neural networks, while the latter is better with decision trees.
• Employing DM algorithm: seventh step of the KDD process in which selected al-
gorithms are implemented several times until a satisfactory result is obtained. For
instance by tuning the algorithm’s control parameters, such as the minimum num-
ber of instances in a single leaf of a decision tree or the number of trees in Random
Forests.
• Interpreting mined patterns: eighth step of the KDD process that focuses on inter-
pretation and evaluation of mining patterns with respect to the goals defined in the
first step.
• Using discovered knowledge: last step of the KDD process in which the discovered
knowledge is incorporated into another system for further action.
2) The SEMMA design (Azevedo & Santos, 2008) is composed of 5 different steps given
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below:
• Sample: first stage of the SEMMA process which focuses on sampling the data by
extracting a portion of a large dataset big enough to contain the significant informa-
tion, yet small enough to manipulate quickly.
• Explore: second stage of the SEMMA process which focuses on exploration of data
by searching for unanticipated trends and anomalies in order to gain understanding
and ideas.
• Modify: third stage of the SEMMA process which focuses on modification of data
by creating, selecting and transforming variables in preparation for data modeling.
• Model: fourth stage of the SEMMA process which focuses on applying various DM
models on the prepared variables in order to create models that possibly provide the
desired outcome.
• Assess: fifth stage of the SEMMA process which focuses on the evaluation of the
reliability and usefulness of the created models.
3) The CRISP-DM design (Shearer, 2000) as illustrated in figure 2.2 (adopted from (Shearer,
2000)) is composed of 6 different steps given below:
Figure 2.2: Illustrates the CRISP-DM process model
• Business Understanding: first phase of the CRISP-DM process which focuses on
understanding the project objectives and requirements from a business perspective,
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and then converting this knowledge into a data mining problem definition, and a
preliminary plan designed to achieve the objectives.
• Data Understanding: second phase of the CRISP-DM process which focuses on data
collection, checking quality and exploring data to discover first insights into the data
to form hypotheses for hidden information.
• Data Preparation: third phase of the CRISP-DM process which focuses on selection
and preparation of final dataset. This phase may include many tasks, such as table,
records and attributes selection as well as cleaning and transformation of data.
• Modeling: fourth phase of the CRISP-DM process which focuses on selection and
application of various modeling techniques. Different parameters are set and differ-
ent models are built for the same data mining problem.
• Evaluation: fifth phase of the CRISP-DM process which focuses on evaluation of
obtained models and deciding on how to use the results. Interpretation of the model
depends upon the algorithm. Models can be evaluated to reviewwhether they achieve
the objectives or not.
• Deployment: final phase of the CRISP-DM process which focuses on determining
the use of the obtained knowledge and results. This phase also focuses on organizing,
reporting and presenting the gained knowledge when needed.
There are nine, five and six stages for KDD, SEMMA and CRISP-DM process models re-
spectively. By examining all the three data mining process models they clearly show that they
are somehow equivalent to each other. The comparison between them shows that:
• The first step of the KDD process “Developing and understanding of the application do-
main” can be identified with “Business understanding” phase of CRISP-DM process.
• The second and third steps of the KDD process “Creating a target dataset” and “Data clean-
ing and preprocessing” can be identified with “Sample” and “Explore” stages of SEMMA
and with “Data understanding” phase of CRISP-DM.
• The fourth step of the KDD process “Data transformation” can be identified with “Data
preparation” stage of CRISP-DM and “Modify” stage of SEMMA process.
• The three stages of KDD process “Choosing the suitable data mining task”, “Choosing the
suitable data mining algorithm” and “employing data mining algorithm” can be identified
with “Modeling” phase of CRISP-DM and “Model” stage of SEMMA process.
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• The eighth step of the KDD process “Interpreting mined patterns” can be identified with
“Evaluation” phase of CRISP-DM process and “Assess” stage of SEMMA process.
• The final step of the KDD process “Using discovered knowledge” can be identified with
“Deployment” phase of CRISP-DM process.
Considering the presented stages discussed above for each process model, one can conclude
at first insight that SEMMA and CRISP-DM can be viewed as an implementation of the KDD
process described by Fayyad et al, in 1996 (Fayyad et al., 1996). Also, one can conclude that
CRISP-DM ismore complete than SEMMAas the initial stage of the CRISP-DMprocess focuses
on the development of an understanding of the application domain, the relevant prior knowledge
and the goals of the end-user, unlike the ’Sample’ initial stage of the SEMMA process which
seems shallow at first insight. However, one can argue that the ’Sample’ stage implicitly involves
such a deep understanding as the data cannot be sampled unless there exists an understanding
of all the presented aspects. This leads to the observation that standards have been achieved
concerning the overall process, however the decision of which process to follow depends on the
specific-project requirements and degree of details and complexity. Whether KDD, SEMMA or
CRISP-DM, the three models do guide people to know how DM can be applied in practice in
real systems.
2.1.2 Data Mining Tasks
There are several taxonomies for data mining tasks presented in the literature. However, most
of the recent literature divided data mining tasks into 6 main categories: (1) Anomaly detection,
(2) Association Rules, (3) Regression Analysis, (4) Clustering and (5) Classification.
1) Anomaly detection: refers to the tasks conducted to solve the problem of finding patterns
in data that do not conform to expected behaviour (Roiger, 2017). These nonconforming
patterns are often referred to as anomalies, outliers, discordant observations, exceptions
in different application domains (Shmueli, Bruce, Yahav, Patel, & Lichtendahl Jr, 2017).
The main objective of anomaly detection is to identify cases that are unusual or rare within
data that is seemingly homogeneous. Anomaly detection is increasingly used in medical
science, such as in disease diagnosis from digital images or in fraud detection (Hill et al.,
2006).
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2) Association rules: are used to express associations, connections and relationships between
the variables in large datasets (Roiger, 2017). The general aim in association rule learning
is to detect frequent or interesting patterns, associations, correlations among the data. Such
algorithms are widely used in the financial, marketing and medical domains (Berry &
Linoff, 1997).
3) Regression: is a statistical process for estimating the relationships among variables. It is
widely used for prediction and forecasting. Regression analysis attempts to find a function
that models the data with the least error (Witten, Frank, Hall, & Pal, 2016).
4) Clustering: is the process of grouping a set of objects (according to some criteria) in a way
that the objects that are more similar to one another are put in the same group (called a
cluster) (Shmueli et al., 2017). There are several algorithms for clustering, which differ
in their approach depending on the nature of the data and the area of application. Some
common types of clustering algorithms are hierarchical-based clustering (S. C. Johnson,
1967), partitioning-based clustering and density-based clustering (Dunn, 1974). Cluster-
ing is used in several exploratory data mining situations, including medical diagnosis, in
exploration of medical databases (Khan, 2014) and market segmentation.
5) Classification: is the task of assigning items in a collection to target categories or classes.
The goal of classification is to accurately predict the target class for each case in the data
(Witten et al., 2016). There are several algorithms for classification, such as Decision
Trees (Larose, 2004) and Artificial Neural Networks (Rumelhart, Hinton, & Williams,
1986).
2.1.3 Classiﬁcaࢢon
This subsection provides an overview on classification as a supervised learning task, present-
ing the different classification techniques available in literature. It also discusses the classifica-
tion class imbalance problem and introduces the different classification performance evaluation
methods.
2.1.3.1 What is Classiﬁcaࢢon?
Classification is one of the most researched problems in machine learning. It is a supervised
machine learning approach that aims to identify an unseen object as part of a certain category
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or class (An, 2006). In order to do this, classifiers must be trained using a dataset, made up of
a number of records or instances. Each instance of a dataset has many attributes and a class;
classifiers learn from the dataset and build a model that can be used to predict a class based on
the attributes alone. In this sense, the aim is to generate knowledge-based models which will
help in predicting the behaviour of new data. Classification methods are various, and based on
the application goal the method is chosen (Palmer, Jiménez, & Gervilla, 2011).
2.1.3.2 Classiﬁcaࢢon Methods
Major classification techniques include Artificial Neural Networks (Rumelhart et al., 1986),
Bayesian classification (Giudici, 2005), Decision Trees (Larose, 2004), Support VectorMachines
(Cortes &Vapnik, 1995), Naive Bayes (Han, Pei, &Kamber, 2011), Decision Rules (D. C.Mont-
gomery, 2017) and K-Nearest Neighbor (Peterson, 2009). These techniques make it possible to
analyze categorical output variables in order to generate classification models.
1) Artificial Neural Networks (ANN) (Rumelhart et al., 1986) are studied to simulate the
human brain. A neural network is composed of a few layers of interconnected computing
units, called neurons or nodes. Each unit computes a simple function. The input of the units
in one layer are the outputs of the units in the previous layer. Each connection between
units is associated with a weight. Parallel computing can be performed among the units
in each layer. The units in the first layer take input and are called the input units. The
units in the last layer produces the output of the networks and are called the output units.
Neural networks can be used for both regression and classification (Nürnberger, Pedrycz,
& Kruse, 2002).
2) A Bayesian network (BN) (Giudici, 2005) is a directed graph whose nodes represent vari-
ables and whose arcs represent dependence relations among the variables. If there is an
arc from node A to another node B, then A is a parent of B and B is a descendent of A.
Each variable is conditionally independent of its nondescendents in the graph, given its
parents. The variables may correspond to actual attributes given in the data or to hidden
variables believed to form a relationship. A variable in the network can be selected as the
class attribute. The classification process can return a probability distribution for the class
attribute based on the network structure and some conditional probabilities estimated from
the training data, which predicts the probability of each class (Russell, Binder, Koller, &
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Kanazawa, 1995).
3) Decision tree (DT) learning (Larose, 2004) is one of the most popular classification al-
gorithms. A decision tree is a tree structured prediction model where each internal node
denotes a test on an attribute, each outgoing branch represents an outcome of the test,
and each leaf node is labeled with a class or class distribution (Gehrke, Ramakrishnan, &
Ganti, 1998; Breiman, Friedman, Stone, &Olshen, 1984; Quinlan, 1993; Shafer, Agrawal,
& Mehta, 1996). Decision Trees are extremely fast at classifying unknown records. They
are quite robust in the presence of noise. They also provide a clear indication of which
fields are most important for prediction.
4) The Support Vector Machine (SVM) (Cortes & Vapnik, 1995) is a technique to determine
a classifier or regression function. Given a set of training examples, each marked as be-
longing to one or the other of two categories, a SVM training algorithm builds a model
that assigns new examples to one category or the other, making it a non-probabilistic bi-
nary linear classifier. A SVMmodel is a representation of the examples as points in space,
mapped so that the examples of the separate categories are divided by a clear gap that is
as wide as possible. New examples are then mapped into that same space and predicted to
belong to a category based on which side of the gap they fall (Vapnik & Vapnik, 1998).
5) The Naive Bayesian (NB) classifier (Han et al., 2011) is based on Bayes’ theorem. Sup-
pose that there are m classes, C1, C2...Cm, the classifier predicts an unseen example X as
belonging to the class having the highest probability conditioned on X. The NB classifier is
simple to use and efficient to learn. It requires only one scan of the training data. NB often
competes well with more sophisticated classifiers; it affords fast, highly scalable model
building and scoring. It scales linearly with the number of predictors and rows (Berry &
Linoff, 1997; Domingos & Pazzani, 1997; Rish, 2001).
6) Decision rules (H. Montgomery, 1983) are a set of if-then rules. They are the most ex-
pressive and human readable representation of classification models (Mitchell, 1997). An
example of decision rules is “if X<1 and Y=B, then the example belongs to Class 2”. This
type of rules is referred to as propositional rules. Rules can be generated by translating a
decision tree into a set of rules – one rule for each leaf node in the tree.
7) The k-nearest neighbour classifier (Peterson, 2009) classifies an unknown example to the
most common class among its k-nearest neighbours in the training data. It assumes all the
examples correspond to points in a n-dimensional space. A neighbour is nearest if it has
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the smallest distance according to the Euclidean equation, in the n-dimensional feature
space.
2.1.3.3 Classiﬁcaࢢon Imbalance Problem
In many real-world scenarios, datasets tend to suffer from class imbalance, where the number
of observations belonging to one class greatly outnumbers that of the observations belonging to
other classes. Class imbalance has been shown to hinder the performance of classifiers, and
several techniques have been developed to improve the performance of imbalanced classifiers.
Class imbalance can be measured using an imbalance ratio, for example in a scenario where
there are four times as many examples of one class than another, the imbalance ratio will be 4:1.
When the imbalance ratio becomes larger, classifying becomesmore problematic, as theminority
class(es) become a smaller part of the dataset. Class imbalance has been shown to adversely
affect the performance of many classification algorithms (Japkowicz & Stephen, 2002; Perry,
Bader-El-Den, & Cooper, 2015). Several techniques have been developed for dealing with class
imbalanced datasets (Chawla, Bowyer, Hall, & Kegelmeyer, 2002; Elkan, 2001; Yen & Lee,
2009). Techniques for dealing with class imbalanced datasets include modifying the dataset (re-
sampling) (Berry & Linoff, 1997), making the classifier ’cost sensitive’ (Perry et al., 2015) with
the use of a cost matrix (Perry et al., 2015) or a hybrid method that combines both. Re-sampling
involvesmodifying an imbalanced dataset to change the imbalance ratio (majority class/ minority
class). There are two types of re-sampling: undersampling and oversampling. Oversampling is
the technique of increasing the number of records in the minority class, while undersampling is
the technique of decreasing the number of records in the majority class (Berry & Linoff, 1997).
2.1.3.4 Classiﬁcaࢢon Performance Evaluaࢢon
Evaluating classifier performance shows how well a method improves classification. Tra-
ditionally classification accuracy is used to measure classifier performance. The classification
accuracy gives a good idea of classifier performance when the dataset is balanced, however when
the dataset suffers from ‘class imbalance’ some problems emerge. For example, in a binary clas-
sification problem, if the majority class outnumbers the minority class 9:1, and all instances
were classified as the majority class, the classifier would have an accuracy of 90%, despite 0%
of the minority class being classified correctly. In a binary dataset, the classification accuracy
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shows the number of correctly classified minority instances (true positives), incorrectly classi-
fied minority instances (false positives), correctly classified majority instances (true negatives)
and incorrectly classified majority instances (false negatives) as follows:
ACC = TP + TN
P +N (2.1)
For this reason, better evaluative measures that are independent of the class imbalance ratio
are preferred. One of such measures is the Geometric Mean (G-mean) (Kubat, Matwin, et al.,
1997) which calculates the geometric mean between the sensitivity/ recall (true positive rate)
and specificity (true negative rate). The G-mean is an effective evaluative criterion as it is not
dependent on the data distribution.
Sensitivity = TP
TP + FN (2.2)
Specificity = TN
TN + FP (2.3)
The G-mean is defined as:
√
Sensitivity ∗ Specificity (2.4)
It accentuates the balance between the specificity and sensitivity whilemaximizing the recog-
nition between the minority and the majority class. Other evaluative measures used are Preci-
sion (also called positive predictive value) which is the fraction of retrieved instances that are
relevant. Sensitivity and precision can be combined using a metric known as the F-measure
(Bader-El-Den, Teitei, & Adda, 2016).
Precision = TP
TP + FP (2.5)
The F-measure is defined as:
2.Recall.Precision
Recall + Precision (2.6)
In addition, Area Under the Receiver Operating Characteristic curve (AUROC) is a widely
used measure of classification performance. It is a graphical plot that illustrates the performance
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of a binary classifier system. The curve is created by plotting the true positive rate (TPR) or
sensitivity against the false positive rate (FPR) or 1-specificity at various threshold settings. A
detailed explanation of this evaluation method is discussed in the ’Literature Review’ chapter.
2.1.4 Clustering
This subsection provides an overview on clustering as an unsupervised learning task, pre-
senting the different clustering techniques available in literature. It also discusses some of the
clustering challenges and introduces the different clustering performance evaluation methods.
2.1.4.1 What is Clustering?
Clustering is the task of dividing data objects or points into a number of groups such that
data points in the same group are more similar to each other than those in other groups. It is
an unsupervised machine learning approach that aims to segregate groups with similar traits
and assign them into clusters (Agarwal, Alam, & Biswas, 2011). In clustering, the class label
of each cluster is unknown. Generally the process of clustering involves the following three
steps: (1) Defining a dissimilarity measure between data samples, e.g. Euclidean or Manhattan
distances, (2) Defining the criterion for clustering to be optimized in terms of within or between
cluster structures and (3) Defining an algorithm to find a correct assignment of samples to clusters
(Murugavel & Punithavalli, 2011). According to several work in literature the performance of
supervised learning algorithms such as classification, can be enhanced by integrating clustering
techniques (Keerthana & Srividhya, 2014). Clustering methods are various, and based on the
application goal the method is chosen.
2.1.4.2 Clustering Methods
There are different kinds of clustering techniques. It depends on the nature of data and appli-
cation area for selecting the appropriate clustering techniques. Some of the common clustering
techniques include hierarchical-based clustering, partitioning-based clustering and density-based
clustering (Rousseeuw, 1987), which are discussed below:
1) Hierarchical-based clustering is a method of cluster analysis which seeks to build a hier-
archy of clusters. They are based on the notion that the data points closer in data space
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exhibit more similarity to each other than the data points lying farther away. Generally
there are two types of hierarchical clustering techniques: (1) Agglomerative and (2) Di-
visive. Agglomerative clustering is a ”bottom up” approach where each observation is
initially considered as a cluster and then pairs of clusters are merged as one move up the
hierarchy. Whereas divisive clustering is a ”top down” approach where all observations
are initially considered to be a single cluster and splits are performed recursively as one
move down the hierarchy. These models are very easy to interpret but lack scalability for
handling big datasets (S. C. Johnson, 1967).
2) Partitioning-based clustering is iterative clustering algorithms in which the notion of sim-
ilarity is derived by the closeness of a data point to the centroid of the clusters. K-means
clustering algorithm is a popular algorithm that falls into this category. In K-means clus-
tering, the number of clusters required at the end has to be mentioned beforehand, which
makes it important to have prior knowledge of the dataset. In these models, n observa-
tions are partitioned into k clusters in which each observation belongs to the cluster with
the closest mean.
3) Density-based clustering is a model that searches the data space for areas of varied density
of data points. It isolates various different density regions and assigns the data points
within these regions in the same cluster (Dunn, 1974).
2.1.4.3 Clustering Challenges
There are several challengeswith cluster analysis. In this study some of the common potential
problems of clustering surveyed in the literature are identified as follows:
1) Identification of distance measure: for numerical attributes, distance measures are stan-
dard equations like Euclidean, Manhattan, and maximum distance measure; however the
identification of distance measures for categorical attributes is difficult (Agarwal et al.,
2011).
2) Number of clusters: identifying the number of clusters is a difficult task if the number of
class labels is not known beforehand. A careful analysis is necessary to produce correct
results, otherwise it is found that heterogeneous instances may merge or similar instances
may split. This could be catastrophic if the approach used is hierarchical as in hierarchical
approach if an instance gets mistakenly merged in a cluster, that action cannot be undone.
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There are some statistics that can be analyzed to help in the process of identifying the
number of clusters (Milligan & Cooper, 1985).
3) Structure of the database: real data may not always contain clearly identifiable clusters.
The order in which the instances are arranged may affect the results when an algorithm
is executed if the distance measure used is not perfect. Also, when the data contains a
lot of missing values, even the identification of appropriate number of clusters will not
yield good results. There are several methods to deal with the issue of missing values,
described in (Kaufman & Rousseeuw, 2009; Fujikawa & Ho, 2002). In addition, a more
detailed description of such methods is discussed in the ’Data Analysis and Preprocessing’
chapter.
4) Types of attributes in a database: the database may not necessarily contain distinctively
numerical or categorical attributes. The dataset may contain other types, such as nominal,
ordinal, binary...etc. These attributes have to be converted in order to simplify calculations
(Khalilian & Mustapha, 2010).
5) Choosing the initial clusters: in partitioning-based clustering, most of the algorithms men-
tion the k initial clusters to be randomly chosen. However, a careful and comprehensive
study of data is required as if the initial clusters are not properly chosen, then after a few
iterations it is found that clusters may be left empty. Research in (Sun, Zhu, & Chen, 2002)
discusses a heuristic-based approach for calculation of centers.
2.1.4.4 Clustering Validity Measures
There are several indexes that measure how accurate clustering results are. These indexes
determine how many instances have been correctly associated with their class labels accurately
and how many belong to a class label with which they should not be associated. These indexes
can be used to test the performance of the algorithm itself or accuracy of the parameter values of
an algorithm, such as threshold value or number of clusters. Several validity indexes have been
proposed in the literature; some of the common indexes are presented as follows:
• The Silhouette Coefficient (Murugavel & Punithavalli, 2011) is a measure of how sim-
ilar an object is to its own cluster (cohesion) compared to other clusters (separation); it
contrasts the average distance to elements in the same cluster with the average distance
to elements in other clusters. Objects with a high silhouette value are considered well
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clustered, objects with a low value may be outliers. This index works well with k-means
clustering, and is also used to determine the optimal number of clusters.
• The C-index (Hubert & Schultz, 1976) measures the sum of all distances over all pairs of
patterns from the same cluster. The Smin is the sum of the n smallest distances if all pairs
of patterns are considered. And Smax is the sum of the n largest distance out of all pairs.
Hence a small value of C indicates a good clustering.
• The Rand index (Rand, 1971) computes how similar the clusters returned by the clustering
algorithm are to the benchmark classifications; a measure of the percentage of correct
decisions made by the algorithm. It simply measures the number of pairwise agreements
between a clustering K and a set of class labels C. A value of this index equal to 1 means
100% accuracy and a large value indicates high agreement between C and K.
Other similar indexes include the Davies–Bouldin index (D. L. Davies & Bouldin, 1979),
the Jaccard index (Jaccard, 1912), the Dunn index (Dunn, 1974) and Fowlkes–Mallows index
(Fowlkes & Mallows, 1983).
2.2 Clinical Background
2.2.1 Types of Healthcare, Acute Medicine and Intensive Care Unit
There are three common types of healthcare: (1) primary care, (2) secondary care and (3)
tertiary care. Primary care is the first and most generalized stop for symptoms and medical
concerns, for instance, when a new symptom is noticed or when an individual is concerned about
a cold, a broken bone, a sore muscle, a skin rash, or any other acute medical problem. Primary
care providers may be doctors, nurse practitioners, or physician assistants, typically a General
Physician (GP). There are some primary care specialities as well. For instance, gynaecologists,
geriatricians, and pediatricians are all primary care doctors; they are just specialized in caring
for a particular group of people.
Acute Medicine is concerned with the assessment, diagnosis and management of patients
presented to secondary care with acute medical illness. When a primary care provider refers a
patient to a specialist, then it is referred to as ’secondary care’. Secondary care simply means
that a patient will be observed by someone who has more specific expertise in what is ailing
him/ her; it is what general hospitals do. Specialists focus either on a specific system of the
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body or on a specific disease or condition. For example, cardiologists focus on the heart and its
pumping system. Endocrinologists focus on hormone systems and some specialize in diseases
like diabetes or thyroid disease and oncologists have a specialty in treating cancers.
Once a patient is hospitalized and needs a higher level of specialty care within the hospital,
he/ she may be referred to ”tertiary care”, which is what regional specialist centers do. Tertiary
care requires highly specialized equipment and expertise and requires hospitalization. At this
level, procedures such as coronary artery bypass surgery, renal or hemodialysis, and some plastic
surgeries or neurosurgeries are common. It also includes severe burn treatments and any other
very complex treatments or procedures (Wachter & Bell, 2012; Dowdle, 2004).
Acute medicine is a distinct hospital discipline which cares for early phase presentations with
non-surgical conditions requiring hospital admission; it is different from emergency medicine,
which is located only in the Emergency Department, and different from critical care because
acute medicine does not look after the most sick patients who require organ support (life support),
that being the function of critical care, which is a “geographically defined area in the hospital
providing care for critically ill patients with specialized personnel and complex equipment”,
defined by Vincent et al. in the European Society of Intensive Care Medicine “Guidelines for
the utilisation of intensive care units” (J. Vincent et al., 1994). They further define the need for
admission to such an area if patients have an “unstable condition with impaired organ function”
or a “high risk of developing serious and preventable complications”. Patients should not be
admitted if they have “no chance of recovering to a reasonable quality of life”.
2.2.2 Levels of In-Hospital Paࢢent Care
In 2000 the Department of Health published a review of adult critical care services in which
it defined the levels of care patients need during critical illness, while recovering from or at risk
of critical illness (Britain & Day, 2000). A summary of these levels is as follows:
• Level 0 Ward level care in an acute hospital.
• Level 1 Patients at risk of deteriorating or those stepped down from higher levels of care
who can be cared for on an acute ward with support from the critical care team.
• Level 2 Patients requiring support for a single failing organ system, those requiring more
detailed observation or those stepping down from level 3 care.
• Level 3 Patients requiring advanced respiratory support or basic respiratory support plus
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support of two or more failing organ systems”.
2.3 Data Mining in an Intensive Care Unit
When Data Mining is used in intensive care, extensive patient information can be combined
and explored to predict the likelihood of short-term health problems and intervene proactively for
better short-term and long-term results. A robust data mining and model-building solution can
identify patients who are trending toward a high-risk condition. This information gives intensive
care providers a head start in identifying high-risk patients so that steps can be taken to improve
the patients’ quality of healthcare and to prevent health problems in the future (Obenshain, 2004).
2.3.1 Intensive Care Unit Data
Several authors have discussed ICU data including Ramon et al. (Ramon et al., 2007) who
precisely described the various categories of ICU data. The first category of ICU data includes
parameter measurements, such as temperature, blood pressure, heart rate…etc. Also laboratory
data from examination of samples or bacteriological data related to infections of patients and
subjective observations, such as skin color are considered parameter measurements. The second
category concerns treatment information; it includes medications administered to the patient,
information about treatments the patient receives, feeding, and treatment policy decisions. The
third category of data which is considered valuable for analysis and decision making is back-
ground data, which includes data on known effects of medications and the typical situations and
reasons why they are applied. Expert knowledge is also considered background data.
2.3.2 Benchmarking Intensive Care Units
The critical care unit is an environment which is well suited to exploiting data for mathe-
matical modelling and prediction, both because of analytic and data availability. There are well
developed methodologies for performance benchmarking. The increasing use of electronic clin-
ical information systems means that computer analysis can now be performed directly on the
patient record, rather than after specific-to-purpose hand data extraction; the physiological and
laboratory datasets are relatively large by comparison with other patient groups. In England,
Wales and Northern Ireland, the benchmarking of critical care unit performance is conducted
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by the Intensive Care National Audit and Research Center (ICNARC) (Harrison, Parry, Carpen-
ter, Short, & Rowan, 2007), which performs national clinical audits by means of its Case Mix
Programme (CMP) (Harrison et al., 2007). The CMP uses rigorous methods to ensure data are
complete, valid and reliable (Harrison, Brady, & Rowan, 2004; Nolan et al., 2007); admissions
are scored for severity using an in house scoring system and then a predicted hospital mortal-
ity for admissions is calculated. Comparison is made with actual mortality and a standardized
mortality ratio is generated quarterly (Harrison et al., 2004; Nolan et al., 2007).
2.3.3 Intensive Care Unit Databases
It follows that the presence of complete, highly detailed critical care databases is essential if
the potential benefits of modelling and prediction are to be fully realized (J.-L. Vincent & Singer,
2010; Gardner, Hawley, East, Oniki, & Young, 1991). Several commercial ICU databases have
been developed, archiving patient demographics and aggregating information such as underly-
ing disease, severity of illness, and hospital-specific information such as Length of stay (LOS),
mortality and readmission. For example, among the commercial ICU databases is APACHE
Outcomes, created at Cerner by merging APACHE (Abbott, Setter, Chan, & Choi, 1991) with
Project IMPACT (Cook et al., 2002), and includes data from about 150,000 ICU stays since
2010. The commercial Philips eICU, a telemedicine intensive care support provider, archives
data from participating ICUs; Philips eICU is estimated tomaintain a database of over 1.5 million
ICU stays, and is adding 400,000 patient records per year from over 180 subscribing hospitals
in the US.
More ambitious still is the Multiparameter Intelligent Monitoring in Intensive Care II
(MIMIC-II) database established in October 2003. Developed by an interdisciplinary team from
academia (Massachusetts Institute of Technology -MIT), industry (PhilipsMedical Systems) and
clinical medicine (Beth Israel Deaconess Medical Center), the database incorporates two differ-
ent types of medical data: clinical data is stored in a relational database and bedside monitoring
is stored in flat binary files. There are over 25,000 patients in the MIMIC-II relational database,
which permits the systematic capture, analysis and integration of information contained within
the massive quantity of data generated by each critical care admission. Moreover, theMIMIC-III
(A. E. Johnson et al., 2016) is an extension of MIMIC-II; it incorporates the data contained in
MIMIC-II, collected between 2001 and 2008 and augments it with newly collected data between
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2008 and 2012. The first version of MIMIC-III v1.0 was made available on 25 August 2015.
MIMIC-III v1.3 was released on 10 December 2015. Clearly these kinds of datasets and the
several listed earlier could be used to investigate LOS and mortality prediction as they provide
well-structured high quality data. They could also be exploited for broader research activity.
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CHAPTER 3
Literature Review
Over the past few years, there has been increased interest in Severity of Illness (SOI) scores
and data mining methods to improve hospital performance, in particular early identification of
high risk. Research has focused on prediction of measurable outcomes, including risk of com-
plications, length of hospital stay (LOS) and mortality prediction.
This chapter begins with an overview on LOS, mortality prediction and the correlation be-
tween both measures. It examines a range of LOS and mortality prediction applications (from
a medical perspective) in acute medicine and in intensive care. It also focuses on the meth-
ods of analyzing LOS and mortality prediction (from a data-science perspective). In addition,
the chapter provides a classification for the analytical methods of measuring LOS and mortality
prediction associated with a grouping of relevant research papers published during the period be-
tween 1984 and 2017 related to the domain of survival analysis, presented in tables 3.1, 3.2 and
3.3. The PRISMA flow chart (Moher, Liberati, Tetzlaff, & Altman, 2009) shown on figure 3.1
reports the literature review search strategy used to ensure a comprehensive review. The chapter
also discusses performance evaluation methods of the different LOS and mortality prediction
models. Moreover, the chapter highlights some of the gaps and challenges of the domain. The
final subsection explains the need for a novel early in-hospital mortality prediction model for
ICU patients.
3.1 PRISMA Statement
Literature Search Strategy
The literature searches of electronic databases (e.g. IEEE, Science Direct, Elsevier, Amer-
ican Medical Association, Springer, BioMed Central, Google Scholar…etc.) were performed
Figure 3.1: Illustrates the PRISMA flow chart.
using the keywords ’length of stay’, ’mortality prediction’, ’patient complications’, ‘in-hospital
mortality’, ’data mining’, ‘classification’, ‘critical care’ and ‘intensive care unit’. Databases
were searched for articles from 1984 till 2017. 21 articles were searched from electronic
databases such as, IEEE, Science Direct, Elsevier, American Medical Association, Springer and
BioMed Central. An additional 282 articles were searched fromGoogle Scholar and other search
engines. Around 17 duplicate articles were found and removed resulting in 265 articles screened.
Inclusion criteria and screening
Articles were included in the systematic review if they met the following criteria: 1) Length
of stay or in-hospital mortality were the outcome measures; 2) Data Mining classification meth-
ods were used to predict in-hospital mortality or LOS. 186 articles were excluded as they did
not fulfill the inclusion criteria. The majority of these articles were relevant to the background
chapter of the thesis and not to the core analysis of the study. Also some of these papers used
a more statistical approach to handling LOS and mortality prediction rather than a Data-driven
approach which is the focus of this study.
Eligibility Criteria (PICOS Approach)
Types of studies: Retrospective patient data available from single ICU stays to predict in-
hospital mortality with the use of Data mining classification methods (Scoring Systems for mor-
tality prediction are excluded; also Length of stay applications are excluded).
Types of participants: Patient cohorts at the age of 16 years old and above admitted to in-
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tensive care unit, whether MICUs, SICUs, CSRUs…etc without any specific diagnosis i.e. the
patient is not labelled as a coronary patient or Acute Kidney Failure patient. Patients are admit-
ted to the general intensive care unit. As a result any article with specific patient diagnosis is
excluded from the systematic review. For example:
1) Forecasting Acute Hypotensive Episodes in Intensive Care Patients Based on a Peripheral
Arterial Blood Pressure Waveform by X Chen, D Xu, G Zhang, R Mukkamala
2) Predicting Acute Hypotensive Episodes from Mean Arterial Pressure by P Langley, S
King, D Zheng, EJ Bowers, K Wang, J Allen, A Murray
3) Predicting the Occurrence of Acute Hypotensive Episodes: The PhysioNet Challenge by
F Chiarugi, I Karatzanis, V Sakkalis, I Tsamardinos, Th Dermitzaki, M Foukarakis, G
Vrouchos
4) Acute Hypotension Episode Prediction Using Information Divergence for Feature Selec-
tion, and Non-Parametric Methods for Classification by PA Fournier, JF Roy
5) A Biosignal Analysis System Applied for Developing an Algorithm Predicting Critical
Situations of High Risk Cardiac Patients by Hemodynamic Monitoring by D Hayn, B
Jammerbund, A Kollmann, G Schreier
6) Smoothing and Discriminating MAP Data by K Jin, NL Stockbridge
7) Computers in Cardiology / Physionet Challenge 2009: Predicting Acute Hypotensive
Episodes by F Jousset, M Lemay, JM Vesin
8) Utilizing Histogram to Identify Patients Using Pressors for Acute Hypotension by TCT
Ho, X Chen
Types of outcome measures: in-hospital mortality was the primary outcome measure for ICU
patients from their single ICU stays only as multiple ICUs were ignored based on standards in
the majority of the literature. Length of stay as an outcome measure was excluded.
Data extraction: Patient data includes demographics, such as age, sex, body surface area and
admission height; chart data, such as temperature, respiratory rate, blood pressure; and lab tests,
such as creatinine, white blood cells, hematocrit…etc. Articles considered patient data extracted
from the early hours of admission; by early we mean between hour 1 and hour 24.
Results
Study Selection
Electronic searches of databases returned 303 articles. After duplicate removal, screening
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and searching of other sources, 79 articles met the inclusion criteria and were included in the
systematic review. The 79 articles mainly focused on Length of stay and in-hospital mortality
prediction using a data mining approach. The scope of the study concentrated on the outcome
measure in-hospital mortality using a data mining approach excluding other approaches such as
arithmetic and statistical approaches like risk assessment scores APACHE and SAPS. In addition,
the study focused on articles that predicts in-hospital mortality from the early hours of a patient’s
admission i.e. hour 1 till hour 24 of admission, ending up with 7 closely related studies as shown
on figure 3.1.
Study Characteristics
The 7 studies consideredwere conducted between 2009 and 2017 in theUK,USA andRussia.
The studies compared a pipeline of data mining classification methods to predict in-hospital
mortality for ICU patients admitted to general intensive care units, not with a specific diagnosis.
Patient demographic and physiological attributes from the early hours of admission (between
hour 1 and hour 24 of admission) were used as the independent variables and in-hospital mortality
was the dependent variable being tested.
Participant Characteristics
Patient cohorts at the age of 16 years old and above admitted to intensive care unit, whether
MICUs, SICUs, CSRUs…etc without any specific diagnosis i.e. the patient is not labelled as a
coronary patient or Acute Kidney Failure patient. Patients are admitted to the general intensive
care unit.
3.2 Overview on Length of Stay and Mortality Predicࢢon
3.2.1 Length of Stay
Patient hospital length of stay (LOS) typically refers to the number of days that an inpatient
stays in a healthcare facility during a single admission (Huntley et al., 2014). It is considered one
of the major indicators for the consumption of hospital resources (Marshall, A. H., McClean, S.
I., Shapcott, C. M., Hastie, I. R., Millard, 2001; Marshall et al., 2005b). It also provides a
better understanding of the flow of patients through a healthcare system which is essential for
evaluating both the operational and clinical functions of such systems. The average length of stay
(ALOS) in hospitals is often used as an indicator of efficiency. All other things being equal, a
36
shorter stay will reduce the cost per discharge and shift care from inpatient to less expensive post-
acute settings. The ALOS refers to the average number of days that patients spend in hospital. It
is generally measured by dividing the total number of days stayed by all inpatients during a year
by the number of admissions or discharges with the same diagnosis-related group classification;
day cases are excluded.
Previous research has attempted to group patients by their medical condition, assuming that
each disease, illness, or procedure is associated with a recommended LOS (S. Shea, R. V. Sideli,
W. DuMouchel, G. Pulver, R. R. Arons, 1995). Grubinger et al. in 2010 (Grubinger et al., 2010)
refer to these systems as diagnosis-related-group (DRG) systems. In addition, a relative value,
namely Case Mix Index (CMI) can be assigned to a DRG of patients in a medical care envi-
ronment used in determining the allocation of resources to care for and/or treat the patients in
the group. Both studies assumed that all patients who fall within the same DRG are the same.
However, LOS is a complex metric affected by other factors including each individual’s demo-
graphics, treatment complexity, complications and discharge planning which may stretch the
LOS beyond the target range. The complexity of LOS requires further research and thorough
investigation.
A model that helps to predict a patient’s LOS during a single visit (time from hospital ad-
mission until discharge) can be an effective tool for healthcare providers to plan for preventive
interventions and to improve the utilization of hospital resources (Azari et al., 2012a). Usually
caregivers maintain an overall assessment of their patients based on important observations and
trends over the first few days of admission. In particular, LOS in critical care is of great sig-
nificance, both to patient experience and the cost of care. It is influenced by factors specific to
the highly complex environment of the ICU, which relies more heavily than other disciplines
on Severity of Illness scores to predict outcomes, like LOS and mortality, guide therapy and
compare the performance of different ICUs.
3.2.2 Mortality Predicࢢon
The most significant area within the new field of clinical prediction science concerns the
assessment of patient’s risk of mortality. Mortality prediction models generate explicit proba-
bilities of death during hospitalization or within a specified period of time, often 30 days after
admission, discharge, or surgery (Hadorn et al., 1993). In clinical practice, estimates of mortal-
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ity risk can be useful in triage and resource allocation, in determining appropriate levels of care,
and even in discussions with patients and their families around expected outcomes. Perhaps
even more noteworthy uses of mortality prediction are in the ICU, which often involves looking
at cohorts of critically ill patients. Predicted mortality can be compared with observed mortality
rates for the purpose of benchmarking and performance evaluation of ICUs and health systems
(Lee et al., 2016). In this context, mortality prediction is used to compare the average severity
of illness between groups of critically ill patients, such as patients in different ICUs, hospitals,
or healthcare systems and between groups of patients enrolled in clinical trials.
Estimates of mortality risk are traditionally based on archival data collected from a wide
range of clinical settings. Current research is exploring ways to leverage modern electronic
medical records (EMRs) in order to improve prediction performance. In particular, the rich set
of clinical variables recorded in EMRs can lead to creating a personalized predictive model for a
given patient by identifying and utilizing data from similar patients (Lee et al., 2015, 2016; Lee
& Maslove, 2017). The majority of the current mortality prediction models focus on Severity of
Illness scores or Data Mining models designed for risk estimation/ mortality prediction at 24, 48
or 72 hours after ICU admission where patient data is relatively complete, however this thesis
describes the development of a newmortality prediction model from the early hours of a patient’s
ICU admission, earlier than the first half of the first day, with higher prediction performance than
existing methods.
3.2.3 Correlaࢢon between Length of Stay and Mortality Predicࢢon
Some research demonstrates correlation between LOS and mortality (J.-L. Vincent & Singer,
2010; J.-L. Vincent, 2006). LOS is often used as an indicator for other outcomes, where those
outcomes cannot be measured; for example as an indicator for hospital or ICUmortality (Carinci
et al., 2015). Results showed significantly greater ICU, hospital and long-term mortality in pa-
tients with an ICU stay longer than 3 days, in comparison with those who have a stay of 3 days
or less (J.-L. Vincent & Singer, 2010; J.-L. Vincent, 2006). However LOS is not highly regarded
as a determinant of mortality as it is subject to influences, which may not bear upon the outcome
of real interest. For example, a diagnosis which simply requires a prolonged period of hospital
care, but which confers a low risk of hospital mortality, would bias the use of LOS as an indi-
cator of mortality; a condition which requires a series of complex treatment interventions might
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prolong the stay, without necessarily conferring a high mortality risk. Conversely, presentations
of high SOI scores might be associated with a short LOS, because of an early decease, but also
a high mortality, further undermining the correlation between LOS and mortality. Moreover,
LOS in hospital may be affected by factors unrelated to the disease, such as the availability of
social care, community nursing support or characteristics of the organisation including hospital
management style (McMullan et al., 2004; Vahidi et al., 2006; Appelros, 2007; Robinson et al.,
1966). Therefore, LOS is considered a very complex metric affected by numerous controllable
and uncontrollable factors that needs thorough analysis and investigation.
3.3 Applicaࢢons of Length of Stay
As LOS is an important determinant of both healthcare costs and patient experience, it is a
high priority for it to be optimal; therefore it is also significant to identify any factors, which
affect it. This section examines LOS applications in acute medicine and critical care, highlight-
ing factors affecting LOS prediction. It presents different applications from previous studies
used in modeling LOS and its association with influencing factors with respect to patient flow.
Patient flow typically refers to the progressive movement of a patient through a sequence of
processes(R. Davies & Davies, 1994). Reducing delays and making sure that the patient re-
ceives the right care at the right time will have a significant beneficial effect on the quality of
service. In turn, this will improve patient outcomes and reduce the cost of care.
3.3.1 Length of Stay Applicaࢢons in Acute Medicine
In 2012, Freitas et al. (Freitas et al., 2012) studied variables associated with high LOS out-
liers, together with some hospital characteristics (administrative, economic and teaching char-
acteristics). Results show that age, type of admission and hospital type were significantly asso-
ciated with high LOS outliers. Moreover the study conducted by Caetano et al. (Caetano et al.,
2014) showed that the top 3 influential input attributes were the hospital episode type, the phys-
ical service where the patient is hospitalized and the associated medical speciality. However,
hospital related factors on their own are not sufficient to accurately predict LOS.
An important variable associated with LOS prediction and common in several studies is
the nutritional status of a patient prior to admission. Research conducted by Robinson et al.
(Robinson G, Goldstein M, 1987), Chima et al. (Chima et al., 1997), Isabel et al. (Correia &
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Waitzberg, 2003), Anderson et al. (Anderson CG, Moxness K, Meister, J., 1984), Warnold et
al. (Warnold I., 1984) and Epstein et al. (Epstein AM., Red JL., 1987) examined the effect of
the variable malnutrition on patient LOS. In the study of Robinson et al. in 1987 (Robinson G,
Goldstein M, 1987), on average LOS was 15.6 days for a malnourished patient group versus
10 days for the well nourished group. In 1997 Chima et al. (Chima et al., 1997), showed that
LOS for the two patient groups was 6 days for the at-risk for malnutrition population and 4 days
for the not-at-risk for malnutrition population. In addition, according to Correia et al. (Correia
& Waitzberg, 2003), LOS is shorter in the well-nourished patients; median of 6 days versus 9
days for the malnourished. Warnold and Lundhon (Warnold I., 1984), studied the clinical signif-
icance of preoperative nutritional status in 215 non-cancer patients. The variables investigated
included weight loss, weight-for-height index, serum protein levels (serum albumin, transferrin,
prealbumin, retinol-binding protein), delayed hypersensitivity skin testing, arm circumference,
and triceps skinfold thickness. Of the markers evaluated, weight-for-height index, arm mus-
cle circumference, serum albumin level, and weight loss correlated significantly to post-surgery
outcome. In addition, Epstein et al. (Epstein AM., Red JL., 1987) also emphasized that under-
weight patients have 40% higher LOS than normal weight patients. Also according to Burritt et
al. (Anderson CG, Moxness K, Meister, J., 1984), low serum albumin level is the most sensitive
single nutrition-related variable in the prediction of complications and LOS.
Another important variable in a different clinical domain also associated with an increase in
LOS was Serum Creatinine. Chertow et al. (Chertow et al., 2005) evaluated the marginal effects
of Acute Kidney Injury (AKI) on mortality, LOS, and costs. Changes in Serum Creatinine were
used as a determinant for adverse outcomes. Results show that AKI was consistently associated
with an independent increase in LOS. Larger increases in Serum Creatinine were associated with
longer relative increases in hospital LOS.
3.3.2 Length of Stay Applicaࢢons in Criࢢcal Care
There are significant potential benefits from quantification and optimization of LOS in crit-
ical care, specifically these related to cost containment and clinical quality. The provision of
critical care is of necessity expensive, deploying complex interventions and requiring a high
intensity of clinician input to a relatively small group of patients. Greater LOS requires more
critical care resources and greater cost. As critical care facilities experience increasing pressure
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and economic resources are more constrained, the priority given to improvements in the timeli-
ness and efficiency of critical care is rising (Portela et al., 2013). Clinical quality in the critical
care unit may also be affected by extended LOS, which gives rise to capacity pressure; this may
lead to the cancellation of elective surgery, which is both costly and harmful; it may increase
the pressure to decline or delay emergency admission, which could potentially have an adverse
effect upon outcome; it may decrease the attention given to the most seriously sick individuals
(Anthony Celi et al., 2013).
Several research groups have investigated LOS in the ICU as it has been felt to be a suit-
able target for improvement (J.-L. Vincent & Singer, 2010; J.-L. Vincent, 2006). Buchman et
al. (Nolan et al., 2007) predicted chronicity in a surgical intensive care unit by classifying pa-
tients’ LOS in accordance with a seven day norm. Levin et al. (Levin et al., 2012) developed
a model to produce real-time, updated forecasts of patients’ intensive care LOS using naturally
generated provider orders. The model was designed to be integrated within a computerized de-
cision support system to improve patient flow management. The study compared the predicted
LOS to the actual LOS based on fixed variables, such as age, source of admission and read-
mission status; temporal variables, such as current LOS, day of the week, time of the day; and
order-based predictor variables grouped by medication, ventilation, laboratory, diet, activity,
foreign body and extra-corporeal membrane oxygenation.
LOS prediction would help with capacity planning. At present, LOS prediction tools are
not used in mainstream critical care practice. Surges in demand are managed reactively, re-
quiring considerable staffing flexibility and variability in the balance between demand and ca-
pacity. It is possible that accurate prediction of LOS would help to align these quantities in
critical care, and improve resource allocation, in particular staffing resource. According to Celi
et al. (Anthony Celi et al., 2013), healthcare delivery has worked as well as it has to date because
clinicians are bright, hard-working, and well-intentioned, not because systems are well designed
nor data systematically harnessed.
3.4 Applicaࢢons of Mortality Predicࢢon
The primary concern of any healthcare system is to relieve the patient’s symptoms, prevent
complications and prolong the patient’s life. In order to achieve these goals, it is crucial in
the ICU to provide the correct treatment and to predict clinical deterioration early enough so
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preventive or curative actions can be taken in time. Extensive bedside monitoring in hospital
ICUs has resulted in a complex data-intensive environment regarding patient physiology, which
presents a rich context for clinical data analysis. The majority of mortality prediction research
has focused on SOI scoring systems or dataminingmodels designed for risk estimation/ mortality
prediction at 24 hours after ICU admission. The following two subsections will illustrate the use
of different scoring systems and data-mining algorithms in predicting mortality in critical care.
3.4.1 Mortality Predicࢢon Applicaࢢons using Severity of Illness Scores
A number of SOI scores have been introduced in the ICU to assess severity of illness. These
include APACHE (Knaus et al., 1985a), SAPS (Le Gall et al., 1993), MPM (Lemeshow et al.,
1993a), and SOFA score (J.-L. Vincent et al., 1998). These scoring systems perform well at as-
sessing patient risk with AUROCs typically between 0.8 and 0.9 (Le Gall et al., 1993; Lemeshow
et al., 1993a; Gursel & Demirtas, 2006).
A number of researchers have explored the use of daily SOI scores. In 1993, Le Gall et
al. (Le Gall et al., 1993) suggested that despite the likelihood of being too time consuming for
most ICUs, daily scores would be the most efficient way to evaluate the progression of risk of
death. Ru´e et al. (Rué et al., 2001) found that mortality prediction on the current day was the
most accurate and that mortality probability at admission and on previous days did not improve
performance from the current day’s score. The importance of the current daymortality prediction
that Ru´e et al. observed confirms Lemeshow et al.’s (Lemeshow et al., 1994) finding that the
most important features change between the admission MPM model (Lemeshow et al., 1993a)
and the 24, 48 and 72 hourMPMmodels. From their findings, Lemeshow et al. make the general
observation that a patient in the ICU with a “steady” clinical profile is actually getting worse. In
addition, others have confirmed the usefulness of daily severity scores; Wagner et al. (Wagner
et al., 1994) showed strong results looking at daily risk predictions based on the APACHE III
(Knaus et al., 1991) score and several additional variables such as the primary reason for ICU
admission and treatment before ICU admission. Wagner et al.’s study relied on over 17,440
patients from 40 hospitals in the United States. On the other hand, the work done by Sinuff et
al. (Sinuff et al., 2006) compared scoring systems to physician’s prediction. Results showed
that ICU physicians discriminate between survivors and non-survivors more accurately than do
scoring systems in the first 24 hours of ICU admission.
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The current practice of the majority of critical professionals mainly uses scoring systems
to predict the risk of mortality or adverse events for patients with critical illnesses or injuries
admitted to ICU. Many caregivers have come to expect the availability of a severity score to
assist them in treating individual patients. However, these predictions are not accurate enough
for individual patients and no tools exist to reliably predict an individual patient’s progress on
a critical care condition in a timely manner (Kim et al., 2011; Pirracchio et al., 2015). Local
customized mortality prediction models could perform better as compared to the corresponding
current standard severity scoring system (Lee & Maslove, 2017; Lee et al., 2015).
3.4.2 Mortality Predicࢢon Applicaࢢons using DM Techniques
Electronic health records contain critical information useful for clinical studies. Early as-
sessment of patients’ mortality in intensive care units is of great importance. In intensive care
units mortality prediction using physiological data or demographics of patients yields helpful
information to support the decision-making of intensivists. Some mortality prediction models
focus on specific patient diagnoses, such as coronary or kidney diseases while others are general
ICU mortality prediction models similar to the framework proposed in this study. The work
proposed by Sadeghi et al. (Sadeghi et al., 2018) and Yakovlev et al. (Yakovlev et al., 2018)
focus on specific patient diagnoses. Sadeghi et al. in (Sadeghi et al., 2018) proposed a novel
method to predict mortality using 12 features extracted from the heart signals of patients within
the first hour of ICU admission using the MIMIC-III database. Similar to our work, their study
showed that the Random Forests classifier satisfies both accuracy and interpretability better than
the other classifiers, producing an F1-score and AUC of 0.91 and 0.93 respectively. The study
indicates that heart rate signals can be used for predicting mortality in patients in the ICU. In
addition, Yakovlev et al. in (Yakovlev et al., 2018) showed that common laboratory tests, such
as minimal hemoglobin level, maximal levels of glucose, aspartate and alanine transaminases,
minimal platelet count in addition to age and gender can be used for accurate prediction of in-
hospital mortality using machine learning methods for patients with Acute Coronary Syndrome,
but do not allow high accuracy prediction of length of hospital stay for those patients. Mneimneh
et al. (Mneimneh & Povinelli, 2009) used a rule-based approach for the prediction of acute hy-
potensive episodes using data from the PhysioNet Challenge. Also the study conducted by Celi
et al. (Celi et al., 2012) compared the performance of SOI scores and Data Mining techniques in
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predicting mortality for three subsets of patients: patients with acute kidney injury (AUROC =
0.875 for ANN, vs. SAPS, AUROC = 0.642), patients with subarachnoid hemorrhage (AUROC
= 0.958 for BN, vs. SAPS, AUROC = 0.84), and elderly patients undergoing open heart surgery
(AUROC = 0.94 for ANN, vs. EuroSCORE, AUROC = 0.648). The EuroSCORE (European
System for Cardiac Operative Risk Evaluation) is a risk model which allows the calculation of
the risk of death after a heart operation. The model asks for 17 items of information about the
patient, the state of the heart and the proposed operation, and uses logistic regression to calculate
the risk of death (Sidebotham, 2007). Similar to our study, their results revealed that mortality
prediction using SOI scores tends to underperform when applied to contemporary cases or those
that differ from the case-mix of the original cohorts used to build the scores. The ROC curve
results of the SAPS and APACHE scores in prediction of the development of complications and
final outcome from the original cohorts they were built on are (AUROC = 0.78 for APACHE, vs.
AUROC = 0.72 for SAPS) for mortality and (AUROC = 0.62 for APACHE, vs. AUROC = 0.64
for SAPS) for complications (Alizadeh, Hassanian-Moghaddam, Shadnia, Zamani, &Mehrpour,
2014).
Moreover, studies performed by Dybowski et al. (Dybowski et al., 1996), Clermont et al.
(Clermont et al., 2001), Ribas et al. (Ribas et al., 2011), Kim et al. (Kim et al., 2011), Foltran
et al. (Foltran et al., 2010), Gortzis et al. (Gortzis et al., 2008), Pirracchio et al. (Pirracchio et
al., 2015), Lucas et al. (Lucas, 2004), Sierra et al. (Sierra et al., 2001), Ramon et al. (Ramon
et al., 2007) and Silva et al. (I. Silva et al., 2012; Á. Silva et al., 2006a) concluded that more
flexible nonparametric approaches based on data mining techniques, such as ANN, SVM, and
DTsmight perform at least as well, if not better, than standard logistic regression in ICUmortality
prediction. Also the use of untransformed explanatory variables resulted in better results than
those transformed using scores/ weights (Pirracchio et al., 2015).
3.4.3 Applicaࢢons in Concurrent Predicࢢon of Length of Stay and Mortality
There are several works in the literature that handle both LOS and mortality prediction con-
currently. The following are some examples of applications that attempt to concurrently predict
patient LOS and mortality.
The work presented by Paterson et al. (Paterson et al., 2006) aims to assess the impact of
the introduction of an Early Warning Score (EWS) on physiological observations and patient
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outcomes in acute admissions at point of entry to care. EWS at admission correlated both with
in-hospital mortality and LOS. In addition, Yakovlev et al. (Yakovlev et al., 2018) proposed a
model to predict in-hospital mortality and LOS in days from 5000 electronic health records of
Acute Coronary Syndrome patients, hospitalized from 2010 to 2016. The variables extracted
were age, gender, minimal hemoglobin level, maximal levels of glucose, aspartate and alanine
transaminases, minimal platelet count. The overall prediction accuracy was highest (90.0%) for
naive Bayes, however was low for prediction of LOS. Moreover, Clark et al. (Clark & Ryan,
2002) developed a method for predicting concurrently both hospital survival and LOS for seri-
ously ill patients from three trauma centers in Maine, with particular attention to the competing
risks of death or discharge alive as determinants of LOS. Cai et al. (Cai et al., 2016) built a
BN model to estimate the probability of a hospitalized patient being at home, in the hospital, or
dead for each of the next 7 days. Electronic health records from 32,634 patients admitted to a
Sydney metropolitan hospital via the emergency department from July 2008 through December
2011 were used. The model achieved an average daily accuracy of 80% and AUROC of 0.82.
The model’s predictive ability was highest within 24 hours from prediction (AUROC=0.83) and
decreased slightly with time. Death was the most predictable outcome with a daily average ac-
curacy of 93% and AUROC of 0.84 (Cai et al., 2016).
3.5 Methods to Length of Stay and Mortality Predicࢢon
This section explores the methods used in the field of calculating and predicting patient LOS
and mortality. After surveying previous literature, LOS prediction methods are categorized into
4 subgroups - arithmetic models, statistical methods, data-driven approaches and multi-stage
models, while mortality prediction methods are categorized into 2 subgroups - scoring systems
and a data-driven approach, as shown in Figure 3.2. A classification of the reviewed papers
based on LOS and mortality prediction methods is shown in tables 3.1, 3.2 and 3.3.
3.5.1 Length of Stay
3.5.1.1 Arithmeࢢc and Staࢢsࢢcal Approaches
Despite the complex nature of the metric LOS, simple arithmetic methods still exist for the
calculation of LOS (Guzman Castillo, 2012). Arithmetic methods usually compute the mean
45
Figure 3.2: Classification of Length of Stay & Mortality Prediction Methods.
LOS or the median. However, this is a very simple way to measure LOS as it assumes that LOS
is normally distributed; typically LOS has an exponential distribution, as the data is skewed since
there are a few very long patient stays. Vasilakis et al. in 2003 (Marshall et al., 2005a) proposed
alternative statistical techniques to the calculation of LOS, namely survival analysis, on stroke
patients aging 65 years and above. Survival Analysis is a branch of statistics that typically uses
LOS data to study the effect of different patient attributes on survival time (D. R. Cox, 1984).
In addition, figure 3.2 highlights a special type of statistical method, which includes the
analysis of covariates - Regression Analysis. Covariates are defined in the context of LOS as the
patient’s characteristics and external factors which possibly predict LOS. Within this type lies
linear regression and logistic regression, which are considered special case of survival models
(Guzman Castillo, 2012). In linear regression, the outcome (dependent variable) is continuous.
In logistic regression, the outcome variable is categorical. The models developed often include
the patient’s diagnoses, procedures, gender and age (Garg et al., 2011; Freitas et al., 2012). Fre-
itas et al. (Freitas et al., 2012) also used regression models to examine the association of some
administrative variables from inpatient episodes in public acute care hospitals in the Portuguese
National Health Service with high LOS outliers. The variables include year of discharge, comor-
bidities, age, adjacent DRG complexity, readmission, admission and DRG type, discharge status,
distance from residence to hospital and hospital type. Results show that age, type of admission
and hospital type were significantly associated with high LOS outliers.
On the other hand, according to research conducted by Bain et al., McCarthy et al. and Jones
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et al. (Bain, Taylor, McDonnell, & Georgiou, 2010; McCarthy, 2010; Jones, 2010), such simple
statistical approaches are considered inadequate to provide a complete and accurate analysis as
the resulting models are mostly based on simple rules modelled with regression trees. These
models need further manual adjustments, decreasing the predictive accuracy of successive mod-
els (Fackrell, 2009; Garg, McClean, Meenan, &Millard, 2010; Garg, McClean, Barton, Meenan,
& Fullerton, 2010). Also, Grubinger et al. (Grubinger et al., 2010) argue that any minor change
in the data of such simple models can lead to a completely different tree, although all of these
trees can be statistically accurate. As a result, their work presented an alternative approach that
uses the bootstrap-basedmodel method bumping (Breiman, 1996) to build diverse regression tree
models through systematic re-sampling (uniform randomness) of the data. Bootstrap methods
are most commonly based on the idea of combining and averaging models to reduce prediction
error. Examples of such methods include Bagging (Breiman, 1996), Boosting (Friedman, 2001)
and Random Forests (Breiman, 2001).
Moreover, Caetano et al. (Caetano et al., 2014) used a more information pure regression
approach, which predicts the actual number of LOS days. The study describes 14 input covari-
ates to the LOS target variable. Six regression techniques were tested and compared: Average
Prediction (AP), Multiple Regression (MR), Decision Trees, Artificial Neural Network, Support
Vector Machines and Random Forests. The best results were obtained by the Random Forest
model to reveal high impact of inpatient clinical process attributes, instead of the patient’s char-
acteristics. Effective predictions can aid healthcare institutions and clinicians to improve their
decisions about patient managements and resource allocations(Griffin et al., 2012; Hachesu et
al., 2013; Rowan, Ryan, Hegarty, & O’Hare, 2007b; Liu et al., 2006).
3.5.1.2 A Data-Driven Approach
Whereas most previous research examines LOS numerically (J. Grigsby, R. Kooken, 1994;
B. A. Mobley, R. Leasure, 1995; B. Zernikow, K. Holtmannspotter, E. Michel, F. Hornschuh,
K. Groote, 1999), several studies take a data-driven approach to LOS prediction. A data-driven
approach can be used to predict which patients seem likely to experience an extended LOS
by analyzing survival data using Decision Trees (also called Survival Trees), Artificial Neu-
ral Networks, Ensemble methods...etc. Usually these approaches are used to measure patient
LOS above or below a certain threshold. A data-driven approach refers to a predictive model
that is based on data mining techniques, such as classification and/ or clustering. Such tech-
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niques are used to discover useful patterns in large datasets by showing novel and interesting
relationships among data variables. Data Mining techniques facilitate the creation of knowledge
and support clinical decision making, in what is known as medical data mining (Á. Silva et al.,
2006b; A. Silva et al., 2008).
The data-driven approach classification is used to generate early alerts with respect to a target
LOS range for a specific diagnosis related group. For example, Buchman et al. (T. G. Buchman,
K. L. Kubos, A. J. Seidler, 1994) predict chronicity in a surgical ICU by classifying patients’
LOS in accordance with a recommended seven-day norm. In response to the need for effective
resource planning and cost containment, Mobley et al. (B. A. Mobley, R. Leasure, 1995) predict
the LOS of patients receiving post-coronary care over the range of 1–20 days. Frye et al. (K.
E. Frye, S. D. Izenberg, M. D. Williams, 1996) use a technique to predict whether the LOS of
patients suffering from burns will fall within a one-week period. Cheng et al. in 2009 (Hu, 2009)
introduce a study that examines the LOS management of appendectomy patients by building and
empirically evaluating an automatic prediction system to identify those patients whose LOS will
likely exceed the recommended five-day period.
In addition, Hachesu et al. (Hachesu et al., 2013) apply three classification algorithms
namely, DT, SVMs and ANN to draw an accurate model to predict the LOS of heart patients.
Thirty six input variables were used to predict the target variable LOS. The findings demon-
strated that the SVM was the best fit. Results show that there was a significant tendency for
LOS to be longer in patients with lung or respiratory disorders and high blood pressure. One
of the interesting findings was that 64.3% of single patients had a LOS less than or equal to 5
days, whereas 41.2 % of married patients had a LOS greater than 10 days. The most signifi-
cant variables affecting LOS were drug categories, such as nitrates and anticoagulants, as well
as coronary artery disease diagnosis. Comorbidity is also a strong predictor of prolonged LOS.
Comorbidity is the presence of one or more additional diseases or disorders co-occurring with
a primary disease or disorder. Gender was significant in predicting LOS since men had longer
LOS than women. Age played a notable role as well since analysis revealed that patients aged
less than 50 and greater than or equal 80 statistically had increased mean LOS.
Moreover, Rowan et al. (Rowan et al., 2007a) implemented a software package demonstrat-
ing that ANN could be used as an effective LOS stratification instrument in postoperative cardiac
patients. Also, Kudyba et al. in 2010 (Kudyba & Gregorio, 2010) utilized the method of ANN
to analyze data describing inpatient cases to examine the effect of the independent variables of
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patient demographics, primary payer, admission and discharge dates, physician specialty, and
detailed radiology procedural variables (including the sum of radiology hours) on the dependent
variable of LOS excess per patient case for a major New Jersey based healthcare provider. Arti-
ficial Neural Networks, Decision Trees and Ensemble methods were also used in developing an
intelligent decision support system - INTCare for intensive medicine in the ICU of the Hospital
Santo Antonio in Porto, Portugal (Portela et al., 2013).
Research conducted by Grubinger et al. (Grubinger et al., 2010) used the bootstrap-based
method bumping to build diverse and more accurate regression tree models for diagnosis related
group systems in Austria. Eight datasets are used consisting of patient’s main diagnosis, sec-
ondary diagnoses, procedures, number of diagnoses, number of procedures, gender and age as
well as patients’ LOS.
Furthermore, Azari et al. (Azari et al., 2012a) proposed an approach for predicting hospital
LOS using a multi-tiered data mining approach. They form training sets using groups of similar
claims identified by k-means clustering and perform classification using ten different classifiers.
They consistently found that using clustering as a precursor to form the training set gives better
prediction results as compared to non-clustering based training sets. Binning the LOS to three
groups of short, medium and long stays, their method identifies patients who need aggressive or
moderate early interventions to prevent prolonged stays.
Liu et al. (Liu et al., 2006) applied two classifiers: decision tree C4.5 & its successor R-C4.5s
(Hu, 2009) and NB classifier to a geriatric hospital dataset, called Clinics Dataset, containing
4722 patient records including patient demographic details, admission reasons, discharge details
- outcome and LOS, to predict inpatient LOS for long stay patients. According to research con-
ducted by Lim et al. (T.-S. Lim, Loh, & Shih, 2000), C4.5 is one of the best classifiers in terms
of error rate and speed (Yao, Liu, Lei, & Yin, 2005); NB classifier is robust and insensitive to
missing data (Liu et al., 2006).
Marshall et al. and Garg et al. (Marshall, A. H., McClean, S. I., Shapcott, C. M., Hastie,
I. R., Millard, 2001; Garg et al., 2012) argue that data-driven methods together with the other
statistical models fail to address the inherent uncertainty, complexity and heterogeneity in health
processes. To address such issues, a more reliable way is to model patient flow as it presents the
temporal dimension as well as the structural dimension of the system(Marshall, A. H., McClean,
S. I., Shapcott, C. M., Hastie, I. R., Millard, 2001). Numerous probabilistic models have been
proposed to address the issue of LOS, namely Markov models, phase-type distributions, com-
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partmental and simulation modeling (Garg et al., 2011; Fackrell, 2009; Vasilakis & Marshall,
2005; Griffin et al., 2012; Garg et al., 2012). Such models may be used for planning health ser-
vices for both acute and chronic patients. Thesemodels are discussed thoroughly in the following
subsections.
3.5.1.3 Markov Model and Phase-type Distribuࢢons
Markov chain models are models that assume sub-groups of patients are homogeneous and
events occur at equally spaced intervals of time. These techniques are useful for examining
patient flow in large population groups where Markov assumptions can be made (R. Davies &
Davies, 1994). Phase-type distributions are a popular choice for modelling Markov process.
They can realistically model the process of a patient’s journey through different stages of care as
a finite state continuous time Markov chain. Coxian phase-type distributions are a special type
of phase-type distribution, in which a process starts only in the first transient state and process
is eventually absorbed into the absorbing state after sequential transitions through a number of
transient states (Garg et al., 2011; Guzman Castillo, 2012).
Garg et al. (Garg et al., 2011, 2012) used phase-type survival trees to cluster stroke-related
patients into clinically meaningful groups with respect to LOS where partitioning is based on
covariates, such as gender, age at time of admission, primary diagnosis code, treatment out-
come and discharge destination. The research proposed a novel distribution, multi-absorbing
state phase-type distribution, as a generalization of the single absorbing state Coxian phase-type
distribution for representing a Markov process having more than one absorbing states. The ap-
proach effectively forecasts the bed requirements in a care-unit considering the effect of several
factors, such as patient demography — age and gender, as well as treatment outcome based on
diagnosis and patient’s expected destination after discharge, which may also affect a patient’s
LOS in hospital (Garg et al., 2012). It allows the representation of the continuous duration of
stay of patients in hospital as a series of sequential phases, which the patients progress through
until they leave the hospital completely (Garg et al., 2011; Faddy & McClean, 1999).
It is possible to expand the theory of Coxian phase-type distributions to include a network
of additional interrelated variables (such as patient characteristics) that may interact to influence
patient LOS — Conditional phase-type distribution. This approach allows the incorporation of
variables representing causality. Marshall et al. (Marshall, A. H., McClean, S. I., Shapcott, C.
M., Hastie, I. R., Millard, 2001; Marshal, A. H., McClean, S. I., Shapcott, C. M., Millard, 2002;
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Marshal, A. H., 2003; Golüke et al., 2015) used conditional phase-type distribution to model the
LOS of elderly patients in hospital. The approach illustrates data on hospital processes for a num-
ber of geriatric patients along with personal details, admissions reasons, dependency levels and
destination (the causal network). The final model represents patient LOS in terms of five of the
most significant patient variables in the dataset, namely patient age, gender, admission method
into hospital, Barthel grade (dependency score) and destination on departure from hospital.
3.5.1.4 Compartmental Modeling
The second general approach to patient flow modelling is the compartmental model. Com-
partmental modeling of patient flow is a type of mathematical model used for describing the way
patients are transmitted among the compartments of a healthcare system. Each compartment is
assumed to be a homogeneous entity within which the entities being modelled are equivalent.
For instance, in a pharmaceutical model, the compartments may represent different sections of
a body within which the concentration of a drug is assumed to be uniformly equal. Another ex-
ample, in a healthcare facility, the compartments may represent the different stages that patient
goes through - acute, long-stay and death.
Xie et al. (Xie et al., 2006) presented a model-based approach to extract high-level LOS
patterns of residents in long-term care from an administrative social-care dataset. A continuous-
time Markov model that describes a resident’s stay in both residence care and nursing care is
modeled as consisting of a short-stay and a long-stay phase/ compartment, was used to show
the flow of residents within and between residence care and nursing care, as well as discharge.
The model has been extended to incorporate residents’ features, such as gender. The final model
showed that gender has a significant influence on transition rates among compartments. Sim-
ilarly, Irvine et al. (Irvine, V., McClean, S. I., Millar, 1994) describes the development of a
two-stage continuous-time Markov model that describes the movement of patients through geri-
atric hospitals. Patients are initially admitted to the acute state from which they transfer to the
long-stay state or leave the hospital completely through discharge or death state. McClean et
al. (McClean, S. I., McAlea, B., Millard, 1998) extends the stochastic Markov model presented
by Irvine et al. (Irvine, V., McClean, S. I., Millar, 1994) to a three-stage model and attaches
different costs to each stage thus taking cost into account. Taylor et al. (Taylor, G. J., McClean,
S. I., Millar, 1998) uses a continuous time Markov model and applies it to the case of a four
compartmental model, where the four stages are acute, long-stay, community, and dead. The
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model estimates the expected number of patients at any time t in each stage.
3.5.1.5 Simulaࢢon Modeling
Simulation-based models simulate scenarios which replicate real life in an attempt to un-
derstand the complex health processes and their interactions (Garg et al., 2012). Vasilakis et
al. (Marshall et al., 2005a) illustrated how average LOS can be a misleading measure as LOS
is not normally distributed; it has an exponential distribution. The research proposes alterna-
tive statistical techniques, such as survival analysis, the application of phase-type distributions
demonstrated in two dynamic models of patient flow — compartmental model (small, medium
and long stay) and discrete event simulation model, introducing capacity constraints in the vari-
ous stages of the model, such as bed blockage and refuse-admission rates.
A discrete event simulation model is the process of codifying the behaviour of a complex
system as an ordered sequence of well-defined events. An event comprises a specific change
in the system’s state at a specific point in time. Griffin et al. (Griffin et al., 2012), developed a
simulation model using a path-based approach for an obstetric unit to study tradeoffs in blocking
and system efficiency. The model focused on patient flow, considering patient classification,
blocking effects, time dependent arrival and departure patterns, and statistically supported dis-
tributions for LOS. Moreover, the study conducted by Wang et al. (Wang et al., 2012) in the
Emergency Department at Entral Baptist Hospial, a community hospital in Lexington, KY, used
a discrete event simulation model to evaluate patient outcome, identify the impact of critical
resources and procedures, conduct ”What if” analysis for various staffing and operational sce-
narios, and provide recommendations for hospital management.
Discrete event simulation models allow patients to have individual attributes and to interact
with resource provision but they are more time consuming to test and run. They are particularly
suitable for models of systems of patient care where the constraints on resource availability are
important (R. Davies & Davies, 1994).
3.5.2 Mortality Predicࢢon
3.5.2.1 Scoring Systems Approach
Scoring systems can be divided into two categories, those that assess disease severity on ad-
mission and use it to predict outcome, for example, Acute Physiology and Chronic Health Eval-
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uation (APACHE) (Knaus et al., 1985a), Simplified Acute Physiology Score (SAPS) (Le Gall et
al., 1993), Mortality Probability Model (MPM)(Lemeshow et al., 1993a), National Early Warn-
ing Score (NEWS) (Smith et al., 2013); and those scores that assess the presence and severity of
organ dysfunction, for example, Sequential Organ Failure Assessment (SOFA) (J.-L. Vincent et
al., 1998). The SOFA score is limited to 6 organs by looking at respiration, coagulation, liver,
cardiovascular, central nervous system, and renal measurements. For each organ, the score pro-
vides an assessment of derangement between 0 (normal) and 4 (highly deranged). Several con-
tributions to the literature have discussed and compared mortality prediction models in intensive
care that rely on a panel of experts or statistical models, namely logistic regression (Le Gall et al.,
1984, 1993; Knaus et al., 1985a; Poole et al., 2012; Lemeshow et al., 1993a; Rosenberg, 2002;
J.-L. Vincent & Singer, 2010; Gilani et al., 2014). These scoring systems, such as APACHE
(Knaus et al., 1985a) and SAPS (Le Gall et al., 1993) assess disease severity on admission and
use it to predict outcome. However, the intended use of these models, which do assign an indi-
vidual risk score, but are not intended to predict individual patient outcome; is rather to assess
risk on a cohort, in order to benchmark the performance of a clinical department. For example,
APACHE II is used by ICNARC, alongside their own in-house scoring system to define indi-
vidual risk, and permit benchmarking. To this day, SAPS II (Le Gall et al., 1993) and APACHE
II (Knaus et al., 1985a) remain the most widely used scores in clinical practice despite attempts
for their modification (Pirracchio et al., 2015; J.-L. Vincent & Singer, 2010; Gilani et al., 2014),
specifically tailored for other populations, such as France, Southern Europe and Mediterranean
countries, and to Central and Western Europe (Knaus et al., 1991; Le Gall et al., 2005; Metnitz
et al., 2009; R. P. Moreno et al., 2005).
In 1985, the original model of the APACHE scoring system (1981) was revised and simpli-
fied to create APACHE II (Knaus et al., 1985b), now the world’s most widely used severity of
illness score (J.-L. Vincent & Singer, 2010). The score relies on a panel of experts for variable
selection and weights. In APACHE II, there are just 12 physiological variables, compared to 34
in the original score. The effects of age and chronic health status are incorporated directly into
the model, weighed according to their relative impact, to give a single score with a maximum of
71. The worst value recorded during the first 24 hours of a patient’s admission to the ICU is used
for each physiological variable. The score is not recalculated during the stay; it is by definition
an admission score. If a patient is discharged from the ICU and readmitted, a new APACHE
II score is calculated. However, many researchers have validated the use of Severity of Illness
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scores in settings that deviate from their original design. Alternative settings have included pop-
ulations such as coronary care patients or subarachnoid hemorrhage patients or days subsequent
to the initial 24 hours after admission (Schuster et al., 1997; Hekmat et al., 2005; Rué et al.,
2001; Schuiling et al., 2005). APACHE III (Knaus et al., 1991) was developed in 1991 and in
2002/2003 APACHE IV was developed, which provides length of stay prediction equations. A
more detailed comparison of these scoring systems is available in the study conducted by Vincent
et al. (J.-L. Vincent & Singer, 2010).
Like the APACHE scores, SAPS was calculated from the worst values obtained during the
first 24 hours of ICU admission. In 1993, Le Gall et al. (Le Gall et al., 1993) used logistic
regression analysis to develop SAPS II, which includes 17 variables: 12 physiological variables,
age, type of admission and 3 variables related to underlying disease. The SAPS II score was
validated using data from consecutive admissions to 137 ICUs in 12 countries(Le Gall et al.,
1993). Research by Le Gall et al. (Le Gall et al., 2005) introduced an expanded SAPS II by
adding six admission variables: age, gender, length of pre-ICU hospital stay, patient location
before ICU, clinical category and whether drug overdose was present. Results show that the
expanded SAPS II performed better than the original and a customized SAPS II, with AUROC
of 0.879. A study conducted by Gilani et al. (Gilani et al., 2014), showed that the prognostic
accuracy of APACHE II score was excellent (AUROC: 0.828) and acceptable for APACHE
III (AUROC: 0.782) and SAPS II (AUROC: 0.778) scores. According to the clinical review
conducted by Vincent et al. (J.-L. Vincent & Singer, 2010), the different types of scores should
be seen as complementary, rather than competitive and mutually exclusive.
The MPM was described by Lemeshow et al. in 1985 (Lemeshow, Teres, Pastides, Avrunin,
& Steingrub, 1985). At admission, 137 variables were collected and 75 at 24 hours after admis-
sion. Using statistical techniques the relative importance of each variable was determined and
only those with a strong association with outcome retained. This resulted in 7 variables collected
at admission and 7 at 24 hours. Unlike APACHE and SAPS, this model could be applied at the
time of admission. Further, the physiological variables are recorded as affirmative or negative
rather than as an actual number. Lemeshow published an updated form of the model, the MPM
II in 1993 (Lemeshow et al., 1993a). This resulted in two models, mpm0 at admission mpm24
at 24 hours. mpm0 requires the collection of 15 andmpm24 a further 8 variables. Both models
were shown to be good systems for reliably estimating hospital mortality. At that time mpm0
was, by definition, the only model for estimating hospital mortality which was independent of
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treatment.
The quick Sequential Organ Failure Assessment (qSOFA) score (Simpson, 2016) is a bedside
tool that was recommended for use by the recent Third International Consensus Definitions Task
Force to identify high-risk patients outside the ICU. qSOFA was found to be more accurate than
the systemic inflammatory system criteria (SIRS) (Bone et al., 1992) for predicting mortality
and intensive care unit transfer in patients outside the ICU. SIRS is a serious condition related
to systemic inflammation, organ dysfunction, and organ failure. It is closely related to sepsis, in
which patients satisfy criteria for SIRS and have a suspected or proven infection. However, the
qSOFA score has yet to be validated outside of the original publication and has not been compared
to early warning scores already in widespread use. The qSOFA criteria were defined as systolic
blood pressure ≤100mm Hg, respiratory rate ≥22 breaths per minute, and altered mental status
(defined as either a Glasgow Coma Scale score ≤13 or an Alert Voice Pain Unresponsive scale
(AVPU) other than “Alert”) (Seymour et al., 2016).
The Royal College of Physicians recommends the use of NEWS for the routine clinical as-
sessment of all adult patients. NEWS is calculated based on previously published tables in the
work conducted by Smith et al. (Smith et al., 2013). It is important to emphasize that in addition
to being an early warning score to escalate care, NEWS has the capability of predicting mortality.
NEWS has proven to perform better than 33 other systems to predict mortality within 24 hours
of hospital admission (Smith et al., 2013). In this study, qSOFA, NEWS, APACHE II, SAPS
and SOFA scores are compared for patient mortality prediction in the ICU, presented in chapter
5.
3.5.2.2 A Data-Driven Approach
Various authors have advocated the use of Data Mining techniques for predicting ICU mor-
tality over the use of logistic regression. Research conducted by Dybowski et al. (Dybowski et
al., 1996), Nimgaonkar et al. (Nimgaonkar & Sudarshan, 2004) and Henriques et al. (Henriques
& Rocha, 2009) have reported better performance of ANN over logistic regression in predict-
ing in-hospital mortality for critically ill patients. However, research conducted by Clermont et
al., Wong et al. and Doig et al. (Clermont et al., 2001; L. Wong & Young, 1999; Doig et al.,
1993) found that logistic regression and neural networks performed similarly for ICU mortality
prediction. Others (Ribas et al., 2011; Kim et al., 2011; Citi & Barbieri, 2012; Delen et al.,
2005; Crawford et al., 2000) found that DTs and SVMs performed better. In 2011, Ribas et al.
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(Ribas et al., 2011) showed that the use of SVMs resulted in increased prediction accuracy as
compared to the APACHE II score. Likewise, the study conducted by Kim et al. (Kim et al.,
2011) compared the predictive accuracy of ANN, SVM and DT derived from the University of
Kentucky Hospital’s ICU patients’ data with the APACHE III scoring system. Results showed
that the best performing model was the Clementine’s C5.0 algorithm (DT) followed by SVM,
APACHE III and ANN. These results confirm with earlier findings in Delen et al.(Delen et al.,
2005) which also reported that C5.0 was the best predictor with the highest precision of 93.6%
in predicting breast cancer survivability. In addition, the work proposed by Sadeghi et al. in
(Sadeghi et al., 2018) demonstrated the capability of the Random Forests classifier in terms of
accuracy and interpretability in comparison with other methods - linear discriminant, logistic
regression, SVM, random forest, boosted trees, Gaussian SVM, and K-nearest neighborhood in
predicting mortality within the first hour of ICU admission using 12 features extracted from the
heart signals of patients. Moreover, Crawford et al. (Crawford et al., 2000) concluded that a DT
used in their study provided a clinically acceptable mining result in predicting susceptibility of
prostate carcinoma patients at low risk for lymph node spread. On the other hand, Ramon et al.
(Ramon et al., 2007) reported that the AUROCs of DT based algorithms (DT learning, 65%; first
order RF, 81%) yielded smaller areas compared to those of NB networks (AUROC, 85%) and
tree-augmented NB networks (AUROC, 82%) in their study on a small dataset containing 1,548
mechanically ventilated ICU patients. Also, the work conducted by Yakovlev et al. (Yakovlev
et al., 2018) showed that overall prediction accuracy was highest (90.0%) for naive Bayes in
predicting in-hospital mortality for patients with Acute Coronary Syndrome. Similarly Pirrac-
chio et al. (Pirracchio et al., 2015) reported that Bayesian Additive Regression Trees (BART)
is the best candidate when using transformed variables, while Random Forests outperformed all
other candidates when using untransformed variables. Other authors achieved improved mortal-
ity prediction using a method based on SVMs (Citi & Barbieri, 2012). Davoodi et al. (Davoodi
& Moradi, 2018) proposed a Deep Rule-Based Fuzzy System (DRBFS) to develop an accurate
in-hospital mortality prediction in the intensive care unit employing a large number of input
variables. The method developed was evaluated against several common classifiers including
naïve Bayes, decision trees, Gradient Boosting and Deep Belief Networks. The area under the re-
ceiver operating characteristics curve for NB, DT, GB, DBN and proposed method were 73.51%,
61.81%, 72.98%, 70.07% and 73.90% respectively.
From the studiesmentioned above, it is clear that there is no single algorithm that outperforms
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others; it depends on the population of interest, the variables measured and the outcome being
tested. However, some models reveal strengths over others in certain aspects. For example,
the major advantage for the use of DTs over other models lies in its descriptive modeling as it
explains hidden clinical implications unlike ANNs which lacks logic between input and output
nodes. From another perspective, DT, RF, ANN, BNs and kernel methods such as SVM can
handle large size data samples and integrate background knowledge into analysis (Meyfroidt et
al., 2009).
3.6 Measuring the Performance of Length of Stay and Mortality
Predicࢢon Models
There are several quantitative methods for measuring the performance of the different LOS
prediction models. Measuring the performance of LOS prediction include several approaches,
such as sensitivity, specificity, F-measure and AUROC, are the most commonly used in literature
(Hein et al., 2006; Hu, 2009).
When dealing with mortality prediction traditionally accuracy was used to evaluate perfor-
mance. The accuracy gives a good idea of performance when the dataset is balanced, however
when the dataset suffers from ‘class imbalance’ (i.e the number of instances belonging to one
class outnumbers that of any other class(es)) some problems emerge as discussed in the ’Back-
ground’ chapter.
For this reason, better evaluative measures that are independent of the class imbalance ratio
and sufficiently recognizes the minority class are preferred. One of suchmeasures is the AUROC
curvewhich is awidely usedmeasure ofmortality prediction performance. In this studymortality
prediction performance is evaluated using AUROC curve. The AUROC curve is a graphical plot
that illustrates the performance of a binary classifier system. The curve is created by plotting the
true positive rate (TPR) against the false positive rate (FPR) at various threshold settings. The
higher the curve above the 45 degrees line, the better the performance (i.e. AUROC value of 0.9
is excellent; 0.8 is very good; 0.7 is good’ 0.6 is fair and 0.5 is a random classification) as shown
on figure 3.3.
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Figure 3.3: Displays different ROC curves (The higher the ROC curve above the 45 degrees line,
the better the performance i.e. ROC value of 0.9 is excellent; 0.8 is very good; 0.7 is good’ 0.6
is fair and 0.5 is a random classification).
Figure 3.4: Illustrates existing mortality prediction methods in literature (SOIs and DMmodels)
and research gap.
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3.7 Research Gap
This section presents the limitations of current methods in prediction of mortality using
Severity of Illness scores and data driven approach. It highlights the need for a novel framework
for early mortality prediction for ICU patients in order to tackle the current gap in literature.
3.7.1 Limitaࢢons of Current Scoring Systems Approach for Mortality Predicࢢon
First, Severity of Illness scores are developed and initially validated on archival datasets
that in many cases are outdated and therefore do not accurately reflect modern practices. The
APACHE II, SAPS, and MPM II scores, for example, are based on data derived from patients
cared for as long ago as the late 1980s and early 1990s. Secondly, many SOI scores have been
developed using data from specific geographic regions, such as the modifications of APACHE
II and SAPS II (Pirracchio et al., 2015; J.-L. Vincent & Singer, 2010; Gilani et al., 2014), specif-
ically tailored for populations like France, Southern Europe and Mediterranean countries, and
to Central and Western Europe (Knaus et al., 1991; Le Gall et al., 2005; Metnitz et al., 2009;
R. P. Moreno et al., 2005). Such scores developed for a certain population is discouraged for
others. In addition, the use of general ICU SOI scores such as the SAPS, APACHE, and MPM
scores is discouraged in populations that were excluded from their development and in which
they have not been validated, typically cardiovascular surgery and burn patients, among others
(R. Moreno & Apolone, 1997).
Expanding SOI score complexity in the form of additional clinical features as a means of
tailoring estimates of risk to specific diseases has been used to improve performance (Strand &
Flaatten, 2008). For example, the APACHE IV includes even greater detail regarding the circum-
stances surrounding ICU admission as well as a separate scoring system for patients undergoing
cardiac bypass surgery. One drawback to this approach is the need to collect greater amounts of
clinical data, often at greater cost for both the development of the score itself and its application
in individual cases.
Another alternative to improving performance of SOI scores in the ICU is by altering the data
on which the model is trained. This most often involves the use of a more diverse population
of patients in an attempt to increase the number of clinical scenarios and locales in which the
score can be used. The MPM II (Lemeshow et al., 1993a), for example, was developed based
59
on data obtained from 12 countries in order to better represent geographic variations in practice
(R. Moreno & Apolone, 1997) while SAPS III (R. P. Moreno et al., 2005) was developed using
data derived from more than 300 ICUs worldwide (W. Lim et al., 2003; Nassar, Malbouisson, &
Moreno, 2014). This attempt is limited by the substantial data collection needed as well as the
added complexity of region-specific model development. Even with region-specific equations
for its use, calibration of the SAPS III score remains suboptimal (Nassar et al., 2014).
Last but not least, the majority of SOI scores are developed to estimate risk at 24, 48 or 72
hours after ICU admission. An early and accurate predictor would enable resource to be di-
rected at patients most likely to benefit, and allow patients and clinicians to make more informed
choices. Even earlier attempts fromMPMor SAPS III showed suboptimal results as they showed
complexity in calculation and many of the required physiological variables were not available in
the early hours of patients’ admission. For this reason and the many others mentioned earlier, a
novel model for early mortality prediction is needed.
3.7.2 Limitaࢢons of Current Data-Driven Approaches for Mortality Predicࢢon
First, conflicting results on the performance of different prediction tools reveal that no single
algorithm invariably outperforms all others in different experimental settings; it depends on the
population of interest, the variables measured and the outcome being tested. However, some
models reveal strengths over others in certain aspects. For example, the major advantage for
the use of DTs over other models lies in its descriptive modeling as it explains hidden clinical
implications unlike ANNs which lacks logic between input and output nodes (Meyfroidt et al.,
2009). Building such non-Linear Regression models using the same clinical features as used in
SOI scores requires expertise in machine learning andmay result in models that are more difficult
to interpret in a clinical context (Lee & Maslove, 2017).
Secondly, similar to SOI scores, the majority of data mining models developed in the liter-
ature aim to help predict mortality from patient data collected at the first 24, 48 or 72 hours of
admission. As a result, the aim of this research is to provide a robust mortality prediction model
from the early hours of admission with stronger discrimination power than existing data mining
models.
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3.7.3 The Need for a Novel Early Mortality Predicࢢon Model - Opportunity
This chapter has presented a comprehensive review of the applications and methods of LOS
and mortality prediction in acute medicine and critical care. An introduction to LOS theory and
mortality prediction and the main drivers behind the interest in such research was given in the
opening section. In addition, several applications in LOS and mortality prediction were demon-
strated both in acute medicine and in the ICU environment in particular, highlighting the chal-
lenges facing both physicians and information engineers today. However, only a small sample of
such applications considered the prediction of both LOS and mortality concurrently. An analysis
of the various LOS and mortality prediction methods were presented and compared. Moreover,
the chapter provides a classification for some state-of-the-art literature based on each paper’s
analytical method utilised to predict LOS and mortality. The four main categories include: (1)
Arithmetic methods, (2) Statistical methods, (3) Data-Driven methods and (4) Multi-stage meth-
ods. The classification presents a brief summary of the analytical method and the dataset utilised.
Given that LOS and mortality are relatively complex matrices as they are influenced by various
external uncontrollable factors, there is no one good-for-all technique that serves their prediction.
At present, in most cases several algorithms are tested, tweaked based on some domain
knowledge or some performance criteria to enhance the prediction performance. This is con-
sidered another limitation as there is no one reliable technique for prediction; it all depends on
the situation at hand. However, it is clear that much research remains to be done, especially that
the physiological and laboratory datasets in both acute medicine and the critical care environment
are relatively large and well-structured in commercial and non-commercial databases.
As presented in this chapter, numerous elaborate and sophisticated scoring systems and data
mining methods exist. However, they all have drawbacks and limitations of varying degree.
Several scores e.g. APACHE II and SAPS II as well as current Data Mining models give only a
snapshot of what is occurring during the first 24 hours after admission, and take no account of
earlier hours as shown in figure 3.4. However, if an earlymortality prediction model is available
within the early hours of ICU admission, intensivists can use it to assist in the early recognition
of circumstances in which ICU specialists can decide whether a patient will or will not benefit
from ICU treatment in order to utilize ICU resources more efficiently. All the Severity of Illness
scores and Data Mining models described fall short of what would be regarded as an early score
for mortality prediction.
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Table 3.1: A summary of research papers grouped by analytical methods to length of stay.
Method References Applications
Length of stay
Data-
driven
(Hu, 2009), (Grubinger, Kobel, & Pfeiffer, 2010),
(Garg, McCLEAN, Meenan, & Millard, 2011),
(Caetano, Laureano, & Cortez, 2014), (Kudyba &
Gregorio, 2010), (Hachesu, Ahmadi, Alizadeh, &
Sadoughi, 2013), (Liu et al., 2006), (Marshall, A. H.,
McClean, S. I., Shapcott, C. M., Hastie, I. R., Millard,
2001), (Azari, Janeja, & Mohseni, 2012a), (Levin
et al., 2012), (Mneimneh & Povinelli, 2009) (W. O.
Kim, H. K. Kil, J. W. Kang, 2000), (W. E. Pofahl,
S. M. Walczak, E. Rhone, 1998), (Azari, Janeja, &
Mohseni, 2012b), (Rowan, Ryan, Hegarty, & O’Hare,
2007a), (Henriques & Rocha, 2009) (J. Grigsby, R.
Kooken, 1994), (B. A. Mobley, R. Leasure, 1995), (B.
Zernikow, K. Holtmannspotter, E. Michel, F. Horn-
schuh, K. Groote, 1999), (K. E. Frye, S. D. Izenberg,
M. D. Williams, 1996), (Rowan et al., 2007a)
Stroke unit,
intensive
medicine,
geriatric
care,
appen-
dectomy,
general
Statistical (Freitas et al., 2012), (Levin et al., 2012), (Marshall,
Vasilakis, & El-Darzi, 2005a), (Hein et al., 2006),
(Correia & Waitzberg, 2003), (Chima et al., 1997),
(Huntley, Cho, Christman, & Csernansky, 2014),
(S. Shea, R. V. Sideli, W. DuMouchel, G. Pulver,
R. R. Arons, 1995), (Appelros, 2007), (Robinson,
Davis, & Leifer, 1966), (McMullan, Silke, Bennett, &
Callachand, 2004), (Vahidi, Kushavar, & Khodayari,
2006), (Harrison et al., 2004), (Robinson G, Gold-
stein M, 1987), (Anderson CG, Moxness K, Meis-
ter, J., 1984), (Epstein AM., Red JL., 1987), (Garg,
McClean, Barton, Meenan, & Fullerton, 2012), (B.
Zernikow, K. Holtmannspotter, E. Michel, F. Horn-
schuh, K. Groote, 1999), (Golüke et al., 2015)
Acute
care, inten-
sive care,
stroke pa-
tients, ICU
cardiac
surgery,
nutrition,
psychiatric
hospital
and acute
kidney
Multi-
stage
(Fackrell, 2009), (Griffin, Xia, Peng, & Keskinocak,
2012), (Wang et al., 2012), (Marshall, Vasilakis,
& El-Darzi, 2005b), (R. Davies & Davies, 1994),
(Vasilakis & Marshall, 2005), (Faddy & McClean,
1999), (Marshal, A. H., McClean, S. I., Shapcott,
C. M., Millard, 2002), (Marshal, A. H., 2003), (Xie,
Chaussalet, & Millard, 2006), (Irvine, V., McClean,
S. I., Millar, 1994), (Taylor, G. J., McClean, S. I.,
Millar, 1998), (Taylor, G. J., McClean, S. I., Millard,
2000)
Healthcare
of elderly
patients,
obstet-
ric unit
(pregnancy
and child-
birth) and
Emergency
Depart-
ments
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Table 3.2: A summary of research papers grouped by analytical methods to mortality prediction
Method References Applications
Mortality prediction
Scoring
Sys-
tems
(Knaus, Draper, Wagner, & Zimmerman, 1985a),
(Le Gall, Lemeshow, & Saulnier, 1993), (Lemeshow et
al., 1993a), (J.-L. Vincent et al., 1998), (Le Gall et al.,
1984), (Poole et al., 2012), (Rosenberg, 2002), (Gilani,
Razavi, Azad, et al., 2014), (Hug, 2009), (Pirracchio
et al., 2015), (Knaus et al., 1991), (Le Gall et al.,
2005), (Metnitz et al., 2009), (R. P. Moreno et al.,
2005), (Knaus, Draper, Wagner, & Zimmerman, 1985b),
(Schuster, Schuster, Ritschel, Wilts, & Bodmann, 1997),
(Hekmat et al., 2005), (Rué, Quintana, Álvarez, & Ar-
tigas, 2001), (Schuiling, de Weerd, Dennesen, Algra, &
Rinkel, 2005), (Hadorn, Keeler, Rogers, & Brook, 1993),
(Lee, Maslove, & Dubin, 2015), (Lee &Maslove, 2017),
(Abbott et al., 1991), (Harrison et al., 2007), (J.-L. Vin-
cent et al., 1996), (Lemeshow et al., 1993b), (Nolan et al.,
2007), (Warnold I., 1984), (T. G. Buchman, K. L. Kubos,
A. J. Seidler, 1994), (Lemeshow et al., 1994), (Wagner,
Knaus, Harrell, Zimmerman, & WATIS, 1994), (Sinuff
et al., 2006), (SCHAUFER et al., 1990), (Foltran et al.,
2010), (Gortzis, Sakellaropoulos, Ilias, Stamoulis, & Di-
mopoulou, 2008), (I. Silva et al., 2012), (Seymour et al.,
2016), (Smith, Prytherch, Meredith, Schmidt, & Feath-
erstone, 2013)
Critical
Care
Data-
Driven
(Dybowski, Gant, Weller, & Chang, 1996), (Nimgaonkar
& Sudarshan, 2004), (Clermont, Angus, DiRusso, Grif-
fin, & Linde-Zwirble, 2001), (L. Wong & Young, 1999),
(Doig, Inman, Sibbald, Martin, & Robertson, 1993),
(Ribas et al., 2011), (Kim et al., 2011), (Citi & Barbi-
eri, 2012), (A. E. Johnson et al., 2012) (Delen, Walker,
& Kadam, 2005), (Crawford et al., 2000), (Pirracchio et
al., 2015), (Meyfroidt, Güiza, Ramon, & Bruynooghe,
2009), (Lee, Dubin, & Maslove, 2016), (Á. Silva et
al., 2006a), (T. G. Buchman, K. L. Kubos, A. J. Sei-
dler, 1994), (A. Silva, Cortez, Santos, Gomes, & Neves,
2008), (Celi et al., 2012), (Sierra et al., 2001), (Á. Silva,
Cortez, Santos, Gomes, & Neves, 2006b), (Sadeghi,
Banerjee, & Romine, 2018), (Ishizuka et al., 2018),
(Davoodi & Moradi, 2018)
Critical
Care
63
Table 3.3: A summary of research papers grouped by analytical methods to length of stay and
mortality prediction
Method References Applications
Mortality prediction & LOS
All methods (Paterson et al., 2006), (Clark
& Ryan, 2002), (Sessler
et al., 2010), (Cai et al.,
2016), (Chertow, Burdick,
Honour, Bonventre, &
Bates, 2005), (Portela et
al., 2013), (Anthony Celi,
Mark, Stone, &Montgomery,
2013), (Yakovlev, Metsker,
Kovalchuk, & Bologova,
2018)
Acute medicine, critical
Care (trauma, surgical &
Acute Coronary Syndrome
patients)
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CHAPTER 4
Data Analysis and Preprocessing
This chapter highlights the steps taken to prepare the chosen dataset for the research con-
ducted. In this study, we worked with different subsets of the Multi-parameter Intelligent Moni-
toring in Intensive Care II database (v26) (MIMIC II) (Saeed et al., 2011). The chapter provides
a brief background on the MIMIC II database in general, a detailed summary of the MIMIC II
data, how it was prepared for use and a number of important issues that were encountered while
preparing the dataset. The aim from this chapter is to enhance the reader’s understanding of the
data that the research is built on and to assist future users of this data. Also a brief overview on
the MIMIC III database (A. E. Johnson et al., 2016) is provided.
4.1 The Dataset: MIMIC II
This section provides an overview on the MIMIC II database, used for analysis and mod-
elling in this research. The MIMIC II database is an Intensive Care Unit database established in
October 2003 by an interdisciplinary team from academia (Massachusetts Institute of Technol-
ogy - MIT), industry (Philips Medical Systems) and clinical medicine (Beth Israel Deaconess
Medical Center). Data was collected between 2001 and 2008, from a variety of ICUs (medical,
surgical, coronary care, and neonatal) in a single tertiary teaching hospital. There are two ba-
sic types of data in the MIMIC II database: (1) clinical data from bedside workstations as well
as hospital archives stored in a relational database and (2) continuous high-resolution bedside
physiologic waveforms and minute-by-minute numeric time series (trends) of physiologic mea-
surements stored in flat binary files. There are over 30,000 patients in the MIMIC II relational
database. New patients were constantly being added to this database. Only a small fraction,
around 2,500 patients have associated waveform records. As a consequence, the analysis in this
study mainly focuses on patient records in the clinical/ relational database, which includes chart
data, lab values, medications, detailed free-text progress notes and discharge summaries for most
patients. Progress notes are frequently helpful when trying to better understand the context sur-
rounding a particular patient’s visit, the care regime the patient received and irregularities in the
numerical data.
Each patient in the database has a unique subject identifier, however each patient may have
one or more associated ICU stays. ICU stays separated by a gap greater than 24 hours are counted
separately. Unique subject, hospital admission, and ICU stay IDs are linked to one another to
indicate relationships among patients, admissions, and ICU stays (Lee et al., 2011). There is a
total of 38,321 ICU stays in the MIMIC II database; out of these stays 33,891 ended with normal
discharge from the hospital, while around 4,430 ICU stays ended with death inside the hospital
(Lee et al., 2011).
AHuman Subjects Protections course entitled ’Protecting Human Research Participants’ was
completed and its certificate (certificate number: 1765456) was earned on 18thMay, 2015 as part
of the MIMIC II Clinical Database Restricted Data Use Agreement. In addition, the Ethics Re-
view certificate (certificate code: 4111-3BE3-FA5D-B16B-9059-D4FB-0D33-184C) required
by University of Portsmouth has been completed as well.
The MIMIC III dataset (A. E. Johnson et al., 2016) is an extension of MIMIC II database;
it incorporates the data contained in MIMIC II, collected between 2001 and 2008 and augments
it with newly collected data between 2008 and 2012. The first version of MIMIC III v1.0 was
made available on 25 August 2015. MIMIC III v1.3 was released on 10 December 2015; by that
time we had already started our study with MIMIC II in 2014.
4.2 Extracࢢng the Variables
The MIMIC II clinical database contains several categories of patient data including: patient
demographics, hospital admissions and discharge dates, room tracking, death dates (in or out of
the hospital); physiological data, such as hourly vital signs, SAPS score, SOFA score, ventila-
tor settings; medications; lab tests; fluid balance; notes and reports; electrocardiogram (ECG),
radiology, and echo reports.
The large set of candidate variables used for the purpose of this research is mainly found in
the ’chartevents’ and the ’labevents’ tables of the database. The MIMIC II database contains
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around 4,832 different chart variables and 713 types of lab-tests in total. The large number of
variables is due attribute equivalences coded with different IDs and/or different units of measure
(e.g. temperature in Celsius and temperature in Fahrenheit) . The focus of this study is on patient
data from the early hours of admission. Data extraction has been done in two stages: (1) Full
attribute extraction from MIMIC II, then (2) Filtering attribute extraction on a specific time-
frame. In the first stage, we extract all chart and lab-test variable measurements for the entire
patient ICU stay. However, in the second stage, we then filter the attributes based on a specific
required time-frame (2, 4, 6, 8, 10 hours...etc. after admission) in a form suitable for modeling.
We conducted some analysis on the data in the early hours of admission (2, 4, 6, 8, 10, 12, 14
hours...etc.), however for simplicity we only present data from the first 6 hours of admission as
an example of ’early hours’ in this chapter. For instance, we found that there are 38,207 patient
ICU stays associated with chart attributes within the first 6 hours compared to 38,319 patient ICU
stays in the dataset, which indicates that 112 patients did not have any recorded chart attributes
in the first 6 hours of admission. Also, there are 31,175 patient ICU stays associated with lab-test
data within the first 6 hours compared to 38,319 patient ICU stays in the dataset. This is because
chart variables are more commonly measured for patients within the early hours of admission
compared to lab tests, which require longer stays.
4.2.1 Chartevents Variables
The dataset contains a total of 4,832 chart variables; many of which contain a numerical
value, typically resulting from measurements taken from the patient. Each Chartevent variable
has ItemID, label and unit of measure. The same variable name might be referenced in the
chartevents table with more than one ItemID and/or may even appear in the labevents table with
a different ItemID. In order to filter out unnecessary chart variables, we initially calculated the
coverage of each chart variable as some of these variables are measured for only few patients
within the early hours of admission. We only ignored variables with coverage below 10% and
in case of variable equivalence (i.e. same variable name with different ItemIDs), we selected the
variable/ ItemID with the higher coverage. Table 4.1 displays top measured 30 chartevents vari-
ables according to patient coverage in percentage from the first 6 hours of admission. We also
extracted the patients who died inside the hospital and examined the chartevents variables that
were measured for them within the first 6 hours of admission. Table 4.2 displays the coverage of
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top measured 30 chartevents variables for patients who died inside the hospital within the first 6
hours of admission. The variables across the two patient groups in tables 4.1 and 4.2 are almost
the same including critical measurements, such as heart rate, temperature, GCS, respiratory rate,
oxygen saturation...etc. However, the coverage of these measurements for the category of pa-
tients who died inside the hospital is much higher as these patients were probably very ill and at
high risk of dying, so they were constantly monitored.
4.2.2 Labevents Variables
The dataset contains a total of 713 types of lab-tests. Similar to the chartevents variables,
the lab-tests are represented by ItemID, label and unit of measure. We only considered labevents
variables with coverage above 10%. Table 4.3 displays top measured 30 labevents variables ac-
cording to patient coverage in percentage from the first 6 hours of admission. We also examined
the labevents variables for patients who died inside the hospital; table 4.4 displays the coverage
of top measured 30 labevents variables for patients who died inside the hospital within the first
6 hours of admission. Similar to the chartevents varialbes the lab-tests across the two patient
groups in tables 4.3 and 4.4 are almost the same including haematocrit (HCT), platelets count
(PLT COUNT), haemoglobin (HGB), potassium, sodium, white blood cells (WBC), red blood
cells (RBC)...etc. However, the coverage of these tests for the category of patients who died
inside the hospital is higher as these patients were probably very ill and at high risk of dying, so
they were constantly monitored.
4.2.3 Demographic Variables
In addition to the physiological variables discussed in the chartevents and labevents tables,
there were a number of additional variables that were helpful to include in the dataset. Many of
these variables fell under the demographic category (age, sex, body surface area and admission
height) or included indicators such as chronic illnesses (acquired immune deficiency syndrome,
hematologic malignancy and metastatic cancer) and the physical location of the patient, such as
the type of care-unit, whether Medical (MICU), Surgical (SICU) or Cardiac Surgery (CSICU)
as these care-units were the most occupied. These indicators together with some patient demo-
graphics are described in Table 4.5.
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Table 4.1: Coverage (%) of top measured 30 Chartevents variables for patients after 6 hours of
admission.
Item ID Chartevents Variable Coverage in %
211 Heart Rate 96
646 SpO2 78
742 NIDiasABP 78
618 Respiratory Rate 77
198 GCS Total 73
677 Temperature C 66
678 Temperature F 66
87 Braden Score 61
455 NISysABP 60
456 NIMAP 60
813 Hematocrit 54
829 Potassium 53
811 Glucose 52
5815 HR Alarm 49
5820 SpO2 Alarm 49
837 Sodium 49
5819 Resp Alarm 48
828 Platelets 46
791 Creatinine 44
781 BUN 44
787 Carbon Dioxide 43
788 Chloride 43
814 Hemoglobin 43
861 WBC 42
833 RBC 42
1535 Potassium 41
1127 WBC 41
762 Admit Weight 41
5817 NBP Alarm 40
1529 Glucose 40
4.2.4 Derived Variables
Many derived attributes can be calculated from the variables discussed. Some simple exam-
ples include the PaO2/FiO2 ratio. It is the ratio of arterial oxygen partial pressure to fractional
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Table 4.2: Coverage (%) of top measured 30 Chartevents variables for patients who died inside
the hospital after 6 hours of admission.
Item ID Chartevents Variable Coverage in %
211 Heart Rate 95
212 Heart Rhythm 93
646 SpO2 93
742 NIDiasABP 93
618 Respiratory Rate 92
161 Ectopy Type 92
674 Temp. Site 88
432 Level of Conscious 88
184 Eye Opening 87
723 Verbal Response 87
454 Motor Response 86
159 Ectopy Frequency 86
678 Temperature F 86
198 GCS Total 86
677 Temperature C 86
617 Respiratory Pattern 86
479 Orientation 85
478 Oral Cavity 83
593 RLL Lung Sounds 83
599 RUL Lung Sounds 83
425 LLL Lung Sounds 83
428 LUL Lung Sounds 83
707 Urine Source 82
456 NBP Mean 80
455 NBP 80
27 Abdominal Assessment 80
926 Religion 78
80 Bowel Sounds 78
210 pH 78
924 Readmission 77
inspired oxygen, also known as Carrico index and the PF ratio. It is a widely used clinical in-
dicator of hypoxaemia (an abnormally low concentration of oxygen in the blood); at sea level
normal is > 500mmHg. More complex calculations include the cumulative time that the patient
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Table 4.3: Coverage (%) of top measured 30 Labevents variables for patients after 6 hours of
admission.
Item ID Labevents Variable Coverage in %
50383 HCT 65
50428 PLT COUNT 62
50386 HGB 58
50468 WBC 58
50413 MCV 57
50411 MCH 57
50444 RDW 57
50442 RBC 57
50412 MCHC 57
50172 TOTAL CO2 47
50090 CREATININE 47
50083 CHLORIDE 47
50177 UREA NITROGEN 47
50018 PH 43
50149 POTASSIUM 43
50025 TOTAL CO2 42
50159 SODIUM 42
50019 PO2 42
50002 BASE XS 42
50016 PCO2 42
50112 GLUCOSE 41
50399 INR(PT) 41
50068 ANION GAP 41
50440 PTT 41
50439 PT 41
50140 MAGNESIUM 40
50079 CALCIUM 36
50148 PHOSPHATE 35
50408 LYMPHS 27
50373 EOS 27
has spent on vasopressors, the number of vasopressors that patient is on, or the hourly urine out-
put rate. These variables, and many others have been investigated, but according to the analysis
conducted in this study, other variables have shown more significance.
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Table 4.4: Coverage (%) of top measured 30 Labevents variables for patients who died inside
the hospital after 6 hours of admission.
Item ID Labevents Variable Coverage in %
50383 HCT 64
50149 POTASSIUM 64
50090 CREATININE 63
50177 UREA NITROGEN 63
50159 SODIUM 63
50083 CHLORIDE 63
50172 TOTAL CO2 63
50112 GLUCOSE 62
50068 ANION GAP 62
50428 PLT COUNT 61
50018 PH 61
50026 TYPE 61
50002 BASE XS 60
50025 TOTAL CO2 60
50019 PO2 60
50016 PCO2 60
50468 WBC 59
50386 HEMOGLOBIN 59
50140 MAGNESIUM 59
50412 MCHC 59
50413 MCV 59
50411 MCH 59
50442 RBC 59
50444 RDW 58
50148 PHOSPHATE 55
50079 CALCIUM 55
50440 PTT 53
50399 INR(PT) 53
50439 PT 53
50010 LACTATE 42
4.2.5 Variables from Literature
A number of researchers have worked with readily available sets of variables, such as SAPS,
APACHE or PhysioNet Challenge variables, for example the work conducted by Luo et al. (Luo
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Table 4.5: Demographic Variables in the MIMIC II database. (’N/A’ means the variable has no
ID)
Variable Name Variable ID Variable Description/ Source
Age N/A icustay_admit_age
Sex N/A dpatient_sex
BSA 69 Body Surface Area (calculated as
the square root of height (cm) multi-
plied by weight (kg), all divided by
3600)
Admit Height 920 Admission Height
Acquired immune deficiency syndrome N/A Derived from ICD-9 discharge code
Hematologic Malignancy N/A Derived from ICD-9 discharge code
Metastatic Cancer N/A Derived from ICD-9 discharge code
Surgical ICU 74 or 53 Physically located in SICU, ID = 74
or 53
Medical ICU 70, 69 or 126 Phys. located in MICU, ID = 70, 69
or 126
Cardiac Surgery ICU 54, 124 or 125 Phys. located in CSICU, ID = 54,
124 or 125
et al., 2016), Kim et al. (Kim et al., 2011) and Pirracchio et al. (Pirracchio et al., 2015). In
addition, other work in literature suggested features that may help predict patient mortality. For
example, Rivera-Fernandez et al. (Rivera-Fernandez, Nap, Vázquez-Mata, & Miranda, 2007)
suggested several types of events; they demonstrate that the number of times that each of these
events occur can help enhance mortality prediction models. Silva et al. (Á. Silva et al., 2006a)
suggested a variety of similar events, which are defined from four bedside alarms - blood pres-
sure, oxygen saturation, heart rate and urine output - that they used with artificial neural networks
to predict mortality. For the final dataset, we added a number of variables that were inspired by
several publications, ICU consultants’ experience and statistical analysis.
4.3 Final Dataset
While the MIMIC II database provides a rich collection of intensive care data, it can be
difficult to manipulate the data in its underlying database structure. In preparing the data for
use, an extensive examination of data variables was conducted, which meant making a variety
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of choices and assumptions. Data extraction was conducted in two stages as mentioned earlier
and as shown in figure 4.1. In the first stage, we extracted all variables for the entire patient ICU
stay, then in the second stage we filtered the variables based on the required time window, for
example, the first 6 hours of a patient’s admission. The final process of attribute selection was
based on 3 main criteria combined: (1) attribute coverage (above 10%) of the chartevents and
labevents extracted variables, (2) expertise of ICU consultants and (3) proposed variables from
previous literature.
Figure 4.1: Data Extraction Process.
A large set of candidate variables were considered, such as temperature, heart rate and blood
pressure; other candidate variables included lab-tests, such as hematocrit, white blood cells
count, creatinine and some patient demographics, such as age and gender. Table 4.6 displays
some of the initially selected attributes and their equivalences. For simplicity reasons, we com-
bined the chosen chart data, lab-tests data and patient demographics in one relational database
table to extract variable values, whether maximum and/or minimum values of each variable for
each patient ICU stay within the specific required time window, such as within the first 6 hours
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of admission.
There are several methods for selecting variable values. Each variable may have more than
one value within the specified time window. For example, heart rate may have been measured
7 times within the first few hours of admission. In this case, the minimum and maximum heart
rate values within the specified time window are both considered as shown in table 4.7, as very
low or very high heart rate values indicate severity. On the other hand, there are some variables
that are one direction, such as Glasgow Coma Scale, in which only the minimum value of the
variable indicates decrease in conscious level; that’s why the maximum value of the variable
is ignored from our attribute selection. However, in the case of respiratory rate, for instance,
only the maximum value is considered as it indicates a more critical patient condition than low
respiratory rate. In summary, we used three strategies for value selection of the attributes: (1)
minimum value, (2) maximum value or (3) minimum and maximum values.
4.3.1 Paࢢent Selecࢢon and Deﬁniࢢon of Mortality
After combining the chart data and lab data in one relational database table, we extracted
the minimum and maximum values for each chart and lab item for each patient ICU stay within
the first 6 hours of admission. We were able to extract data for 25,665 patient records who had
recorded chart and lab test data within the first 6 hours of admission; however in this analysis
we included only patients at the age of 16 or above with a single ICU stay in either the Medical
ICU (MICU), Surgical ICU (SICU) or Cardiac Surgery ICU (CSRU) (i.e. multiple ICU stays
were removed as normally they need a special way of handling (Pirracchio et al., 2015; Luo
et al., 2016) which was not investigated in this study; only the first admission/ ICU stay was
considered.) This cohort included 11,722 patients with single ICU stays. Around 10000 patients
were under the age of 16 and there was around 4000 multiple ICU stays. We define patient
mortality as death inside the hospital, which is indicated by the hospital-expire-flg variable in
the patient table indicating whether or not the patient died in the hospital.
In addition, we have used the PhysioNet dataset (Citi & Barbieri, 2012) which is a subset of
the MIMIC II clinical database. It is composed of 4000 patient records; patient selection was
based on the following criteria: 4000 patients whose age at ICU admission was 16 years or over,
and whose initial ICU stay was at least 48 hours long. No other exclusion criteria were applied.
75
Table 4.6: The initially selected 33 variables (chart and lab) with their equivalent labels and IDs.
Chartevents Vars ID Equ. Item ID Equ. Lab ID
Temperature C (calc) 677 676, Temperature C
Hematocrit 813 814, Hemoglobin 50383, HCT
Potassium (3.5-5.3) 829 1535, Potassium 50149, k+; 5009, Potas-
sium
Glucose (70-105) 811 1529, Glucose 50112, 50006, Glucose
Sodium (135-148) 837 1536, Sodium 50159, 50012
Creatinine (0-1.3) 791 1525, Creatinine 50090, Creatinine
BUN (6-20) 781 1162, BUN 50172, urea N
Carbon Dioxide 787 777, Arterial
CO2(Calc); 778,
Arterial PaCO2
50016, PCO2
Chloride (100-112) 788 1523, Chloride 50083, Chloride
WBC (4-11,000) 861 1127, WBC (4-11,000);
1542, WBC
50468, 1542, WBC
Admit Weight 762 BMI preferable (weight
(kg)/ Height (m2))
PTT(22-35) 825 1533, PTT 50440, PTT
INR (2-4 ref. range) 815 824, PT(11-13.5);
1530, INR; 1286, PT
50399, INR
Arterial pH 780 1126, Art. pH 50018. PH
Arterial PaO2 779 50019, PO2
Magnesium (1.6-2.6) 821 1532, Magnesium 50140, Magnesium
Arterial Base Excess 776 50002, Basexs
Phosphorous(2.7-4.5) 827 1534, Phosphorous 50148, Phosphate
Plateau Pressure 543
Ionized Calcium 816 1522, Calcium
Lactic Acid(0.5-2.0) 818 1531, Lactic Acid 50010, lactate
PaO2 / FiO2 (to be calculated) 779/190
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Table 4.7: Shows the selected variable names proposed grouped by category.
Attribute Name
Demographic Variable(s)
Age
Main Vital Sign(s)
Heart Rate max Heart Rate min
Systolic Blood Pressure max Systolic Blood Pressure min
Temperature (C) max Respiratory Rate max
Examination Variable(s)
Glasgow Coma Scale (GCS) min
Lab tests Variable(s)
Arterial Blood Oxygen min Fractional Inspired Oxygen max
Serum Urea Nitrogen Level max Serum Creatinine max
INR max INR min
Sodium Level max Sodium Level min
Potassium Level max Potassium Level min
White Blood Cells max White Blood Cells min
Bilirubin max Platelets Count max
Platelets Count min Hematocrit max
Hematocrit min
Type of Admission/unit
MICU SICU
CSICU
Disease Variable(s)
Acquired Immune Deficiency Syndrome Metastatic Cancer
Number of patient records 11,722
Age (mean) 64.339
4.3.2 Selected Aributes
We selected chart and lab-tests from the initially identified attributes; some of these attributes
and their equivalences are shown on table 4.6. Attributes with higher coverage and medical
significance were considered, resulting in a total of 20 unique variables; 29 if maximums and
minimums are considered. The decision of whether to consider the maximum or the minimum
value of a variable was left to the medical expertise of ICU consultants. As mentioned earlier,
we used three strategies for variable value selection: (1) minimum value, (2) maximum value
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or (3) minimum and maximum values, based on which of the values indicate high severity of
illness. For example, the minimum value of the GCS indicates deeply depressed consciousness
and the maximum value indicates normal consciousness; also the maximum value of respiratory
rate and temperature indicates a more critical condition than the minimum value based on clinical
evidence; however both the maximum and the minimum heart rate values are considered as both
measures may indicate severity of illness.
Table 4.7 shows the complete list of attributes that are used in the experiments grouped by
their medical category. To ensure that we have covered the most significant attributes in our se-
lection, we also considered ranking the attributes using the Ranker data mining algorithm (Berry
& Linoff, 1997). Attributes were ranked by how they contributed to information gain (IG) (i.e.
those variables that contribute to better classification). The ’InfoGainAttributeEval’ algorithm
in Weka software (Hall et al., 2009) evaluates the worth of an attribute by measuring the in-
formation gain with respect to the class. The top five attributes were: (1) INR maximum, (2)
Respiratory rate maximum, (3) Heart rate maximum, (4) Heart rate minimum and (5) Creatinine
maximum. Also, according to the majority of medical experts these were the most significant
variables in addition to temperature and blood pressure, which are all included in the final 20 at-
tributes selected for this research. It is important to note, that most publications have workedwith
ready available sets of attributes, such as SAPS, APACHE or PhysioNet Challenge attributes, for
example the work conducted in by Luo et al. (Luo et al., 2016), Kim et al. (Kim et al., 2011)
and Pirracchio et al. (Pirracchio et al., 2015). Therefore, we see our final selection of attributes
displayed in table 4.7 as a major contribution in this study.
4.3.3 PhysioNet/Compuࢢng in Cardiology Challenge Dataset - A Subset of
MIMIC II
The ICU PhysioNet dataset was extracted from the MIMIC II clinical database. The chal-
lenge selected 12,000 subjects at random from the 12,753 subjects whose age at ICU admission
was 16 years or above, and whose initial ICU stay was at least 48 hours long. No other exclusion
criteria were applied. These patients were divided randomly into three groups of 4000 (training
set A, open test set B, and hidden test set C). For each of these 12,000 patients, the general de-
scriptors and all observations of the time-series variables listed in Table 4.8 were selected from
the first 48 hours of the first ICU stay. PhysioNet provides free access to data for sets A and B,
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and the outcome data for set A only. The outcome-related descriptors file is kept in a separate
comma separated text file for each patient. Each line of the outcome file contains the follow-
ing descriptors for each patient: RecordID, SAPS-I score (Le Gall et al., 1984), SOFA score
(Ferreira, Bota, Bross, Mélot, & Vincent, 2001), Length of stay (days), Survival (days) and In-
hospital death (0: survivor, or 1: died in-hospital). The remaining Challenge data (set C) have
been withheld and were used only to evaluate participants’ final algorithms for mortality predic-
tion and risk assessment. Therefore, the analysis conducted in this study relies only on set A of
the dataset. Up to 41 variables were recorded at least once during the first 48 hours after admis-
sion to the ICU. Not all variables were available in all cases. Five of these variables were general
descriptors collected on admission: age, gender, height, ICU type, and initial weight. The aver-
age and standard deviation for age, uncorrected height, and uncorrected initial weights were 64.5
(17.1) years, 169.5 (17.1) centimetres, and 81.2 (23.8) kg respectively; 43.8% were females, and
56.1% males. The largest number of patients was admitted to the medical ICU (35.8%), fol-
lowed by the surgical (28.4%), cardiac surgery recovery (21.1%), and coronary (21.1%) ICUs.
The remaining 37 variables were time-series (Table 4.8), for which multiple observations could
be available. Each observation had an associated time-stamp indicating the elapsed time in hours
and minutes of the observation since ICU admission (Citi & Barbieri, 2012). The winners of the
challenge developed a novel Bayesian ensemble learning algorithm that extracts a range of di-
verse features from the original time series signals including standard statistical descriptors such
as the minimum, maximum, median, first, last, and the number of values. A new Bayesian en-
semble scheme comprising 500 weak learners was used to classify the data samples. Each weak
learner was a decision tree of depth two, which randomly assigned an intercept and gradient to a
randomly selected single feature. The parameters of the ensemble learner were determined using
a custom Markov chain Monte Carlo sampler. Results show that the proposed prediction model
performs favourably on both the provided and hidden data sets (set A and set B), and has the
potential to be used effectively for patient-specific predictions (A. E. Johnson et al., 2012).
In order to better understand the variables and to help data engineers with non-medical back-
ground to interpret and relate to the results, on the advice of medical doctors we grouped the 37
variables into ten categories: Cardiac, Central Nervous System (CNS), Endocrine, Haematology,
Liver, Metabolic, Micro, Nutritional State, Renal and Respiratory, as shown in table 4.9.
We used the PhysioNet Challenge dataset to conduct a comparative study on some of the
conventional early warning scores (chapter 5) and a time-series analysis using severity scoring
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Table 4.8: Shows variable names and units of measure of each variable used in the PhysioNet
dataset.
Measurement Unit Measurement Unit
ABP (Arterial blood pressure) Weight kg
Invasive (diastolic, mean, systolic) mmHg Non-invasive (diastolic) mmHg
Non-invasive (mean) mmHg Non-invasive (systolic) mmHg
Albumin g/dL ALP (Alkaline phosphatase) IU/L
ALT (Alkaline transaminase) IU/L AST (Aspartate transaminase) IU/L
Bilirubin mg/dL BUN (Blood urea nitrogren) mg/dL
Cholesterol mg/dL Creatinine mg/dL
FiO2 (Fractional inspired oxygen) [0-1] Glasgow Coma Score (GCS) [3-15]
Glucose mg/dL HCO3 (Serum bicarbonate) mmol/L
HCT (Hematocrit) % Heart rate bpm
K (Serum potassium) mEq/L Lactate mmol/dL
Mg (Serum magnesium) mmol/L Mechanical ventilation [yes/no]
Na (Serum sodium) mEq/L PaCO2 mmHg
PaO2 mmHg pH [0-14]
Platelets cells/nL Respiration rate bpm
SaO2 % Temperature Celsius
Troponin-I ug/L Troponin-T ug/L
Urine output mL WBC (White blood cell count cells/nL
systems and data mining methods for mortality prediction (chapter 6). A total of 4000 ICU
patients (set A) and the 37 time-series variables shown in table 4.8 were included in these two
studies. In the first study, the NEWS, qSOFA, SOFA, SAPS-I and APACHE were compared for
predicting in-hospital mortality. The values of SOFA and SAPS-I were already available in the
dataset, however we calculated NEWS, qSOFA and APACHE scores for each patient ICU stay
within the different time-frames (6, 24 and 48 hours after admission).
It is important to emphasize that each score requires its unique method of calculation. For
example, APACHE considers theworst valuewithin the first 24 hours of admission, while NEWS
considers the last value for each variable within the specified time-frame. Similar to APACHE,
qSOFA considers the worst value. Of the 4000 included patients, 554 (13.85%) patients died
inside the hospital and 3,446 (86.15%) patients survived. All experiments were done using SPSS
(version 24). In the second study, a thorough time-series analysis for mortality prediction during
the first 48 hours of ICU admission compared the performance of the severity scores (SAPS-I
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Table 4.9: Shows 37 variables of the PhysioNet dataset grouped by medical category.
Medical Category Variable Names
Cardiac ABP, HR, Lactate, MAP, NIDiasABP, NIMAP, NISys-
ABP, SysABP, T-I, T-T 1
Central Nervous System Glasgow Coma Scale (GCS)
Endocrine Glucose
Haematology HCT, Platelets
Liver Albumin, ALP, ALT, AST, Bilirubin
Metabolic Glucose, HCO3, Magnesium
Micro Temperature, White Blood Cells
Nutritional State Albumin, Cholesterol
Renal Blood Urea Nitrogen, Creatinine, Potassium, Sodium, pH,
Urine output
Respiratory FiO2, Mech-Vent, PaO2, PaCO2, pH, Resp. Rate, SaO2 2
and SOFA) and the data mining methods (RF, PART and BN). In addition, we investigated the
impact of missing values on the performance of mortality prediction in order to establish the
most effective model for earlymortality prediction in the ICU. Results of the comparative study
and the time-series analysis are presented in chapters 5 and 6 respectively.
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CHAPTER 5
Comparison of Early Warning Scores
for ICU Mortality Predicࢢon
Anumber of studies have been conducted to develop scoring systems for detecting patient de-
terioration in order to trigger a response to avoid an adverse clinical outcome (Smith et al., 2013).
Others were used as general ICU scores for risk assessment (Knaus et al., 1985a; Le Gall et al.,
1984; J.-L. Vincent et al., 1996; Seymour et al., 2016). Calculation of an early warning score
involves assigning an integer score to each vital sign/ variable and then aggregating the scores.
The total score reflects the degree of physiological abnormality. It is used to determine whether
care needs to be escalated and the frequency of subsequent observations (D. Wong et al., 2017).
No accepted method however exists for individual outcome prediction in ICU early enough,
despite much effort to identify the deteriorating patient. In order to develop a new method for
early mortality prediction, we start in this chapter by providing an in-depth analysis of existing
early warning scores by evaluating and comparing their mortality prediction performance across
different time intervals of a patient’s ICU admission. It is important to emphasize that the target
of this chapter is to analyze the performance of the different early warning scores at early hours
of admission and not to compare the behaviour of the different scores, as behaviour analysis is
out of the scope of this study. In this thesis, we use the terms Early Warning Scores and Severity
of Illness scores interchangeably.
The majority of the available scoring systems are evaluated either after 24, 48 or 72 hours of
a patient’s ICU admission. Therefore, one of the benefits/outcomes of this study is the ability to
compare the performance of different existing scoring systems, such as APACHE-II (Knaus et
al., 1985a), SAPS-I (Le Gall et al., 1993), SOFA (J.-L. Vincent et al., 1996), NEWS (Smith et
al., 2013) and qSOFA (Seymour et al., 2016) for identifying ICU patients at risk of dying inside
the hospital. It is important to note that SAPS-I, SOFA and APACHE-II scores were initially
developed as ICU risk prediction scores. NEWS was designed to escalate care for patients out-
side the ICU who are at risk of deterioration. qSOFA was developed to identify patients with
suspected infection outside the ICU who are at greater risk for a poor outcome. Tables 5.1, 5.2
and 5.3 briefly summarize the characteristics of the different early warning scores. In this study,
we compare the performance of APACHE-II, SAPS-I, SOFA, NEWS and qSOFA as mortality
prediction tools for identifying ICU patients at risk of dying inside the hospital. We do this by
comparing their performance across three time intervals after a patient’s ICU admission - 6, 24
and 48 hours after admission.
Table 5.1: Lists basic information (reference, year & location) for each Early Warning Score .
Name Reference Year Location
APACHE-II Knaus et al. 1985 ICU
SAPS-II Le Gall, Lemeshow and Saulnier 1993 ICU
SOFA Zimmerman 1996-2000 ICU
NEWS Smith et al. 2013 on-ward and ICU
qSOFA Seymour et al. 2016 on-ward
MPM Lemeshow et al. 1986-1990 ICU
5.1 Early Warning Scores for Mortality Predicࢢon
Several publications in the literature have discussed and compared mortality prediction mod-
els for ICU patients that were developed by panels of experts based on statistical models (Le Gall
et al., 1984; Knaus et al., 1985a; Le Gall et al., 1993; Poole et al., 2012; J.-L. Vincent & Singer,
2010; Gilani et al., 2014). Scoring systems can be divided into two categories: (1) those that as-
sess disease severity on admission and use it to predict outcome, for example, APACHE (Knaus
et al., 1985a), SAPS (Le Gall et al., 1993), MPM (Lemeshow et al., 1993a) and (2) those scores
that assess the presence and severity of organ dysfunction, for example, SOFA (J.-L. Vincent
et al., 1996). Although these scoring systems were developed to describe and quantify organ
function and not to predict outcome, the obvious relationship between organ dysfunction and
mortality has been demonstrated in several studies (R. Moreno et al., 1999; Antonelli et al.,
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Table 5.2: Summarizes the characteristics (time of calculation, purpose, number of attributes &
range) of each Early Warning Score. (# Attr. refers to Number of Attributes.)
Name Time of Calculation Purpose #Attr. Range
APACHE-II First 24 hours of admis-
sion
Evaluation of severity of dis-
ease at admittance
12 0-71
SAPS-II First 24 hours of admis-
sion
Evaluation of severity of dis-
ease at admittance
12-17 0-163
SOFA First 24, 48 hours of ad-
mission and afterwards
Determines the extent of a
person’s organ function or
rate of failure
6 0-24
NEWS First 24 hours of admis-
sion and after-ward
A monitoring tool to identify
patients at risk on-ward
7 0-20
qSOFA First 24 hours of admis-
sion
A bedside monitoring tool
to identify patients with sus-
pected infection who are at
greater risk for a poor out-
come outside the ICU
3 0-3
MPM On admission and 24
hours of admission
Predicts mortality at ICU ad-
mission
15-23 0-100%
1999; Regel, Grotz, Weltner, Sturm, & Tscherne, 1996; J.-L. Vincent et al., 1998). The SOFA
score is limited to 6 organ systems by looking at respiration, coagulation, liver, cardiovascular,
central nervous system, and renal measurements. For each organ system, the score provides an
assessment of derangement between 0 (normal) and 4 (highly deranged) as illustrated on figure
5.1.
APACHE-II (Knaus et al., 1985a) and SAPS-II (Le Gall et al., 1993) remain the most widely
used scores in clinical practice. There are several attempts to tailor these scores for specific
populations, such as France, Southern Europe and Mediterranean countries, and to Central and
Western Europe (Knaus et al., 1991; Le Gall et al., 2005; Metnitz et al., 2009; R. P. Moreno et
al., 2005). These models may be effective in the aggregate for populations of patients, however,
all clinical practices are, in the end, delivered to individual patients, not populations (Hug, 2009;
Celi et al., 2012). As mentioned in the previous chapter, this is one of the drawbacks of such
SOI scores.
APACHE-II (Knaus et al., 1985a) is now the world’s most widely used severity of illness
score(J.-L. Vincent & Singer, 2010). It has just 12 physiological variables as illustrated on figure
5.2, compared to 34 in the original APACHE-I score. The effects of age and chronic health
84
Table 5.3: Summarizes the features and evolution of each Early Warning Score.
Name Features Evolution
APACHE-II Easy to assess severity of pa-
tient & easy to assess ICU per-
formance
APACHE-I (1981), APACHE-III
(1991), APACHE-IV (2000-
current) requires the collection of
20 variables
SAPS-II Easy to assess severity of pa-
tient & easy to assess ICU per-
formance
SAPS-I (1980-1985), SAPS-
III (2000-current) requires the
collection of 20 variables
SOFA It requires only six common
points of data, so it is easy to cal-
culate
qSOFA (2016)
NEWS Easy to use and easy to assess
severity of patient
NEWS 2
qSOFA It requires only 3 data points, so
it is easy and quick to calculate
None
MPM A relatively large number of
variables, so it is complex to cal-
culate
MPM-II (1993) mpm0 requires the
collection of 15 and mpm24 a fur-
ther 8 variables
Figure 5.1: The Sequential Organ Failure Assessment Score (SOFA)
status are incorporated directly into the model, weighted according to their relative impact, to
give a single score with a maximum of 71. The worst value recorded during the first 24 hours
of a patient’s admission to the ICU is used for each physiological variable. The score is not
recalculated during the stay; it is by definition an admission score. If a patient is discharged
from the ICU and readmitted, a new APACHE-II score is calculated.
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Figure 5.2: The Acute Physiology and Chronic Health Evaluation Score (APACHE-II)
In 1993, Le Gall et al. (Le Gall et al., 1993) used logistic regression analysis to develop
SAPS-II, which includes 17 variables: 12 physiological variables, age, type of admission and 3
variables related to underlying diseases as illustrated on figure 5.3. Like the APACHE scores,
SAPS is calculated from the worst values obtained during the first 24 hours of ICU admission.
The SAPS-II score was validated using data from consecutive admissions to 137 ICUs in 12
countries(Le Gall et al., 1993). Research conducted by Le Gall et al. (Le Gall et al., 2005)
introduced an expanded SAPS-II by adding six admission variables: age, gender, length of pre-
ICU hospital stay, patient location before ICU, clinical category and presence of drug overdose.
A study conducted by Gilani et al. (Gilani et al., 2014) comparing APACHE scores and SAPS-
II score, showed that the discrimination of APACHE-II as measured by AUROC was excellent
(AUROC: 0.828) and acceptable for APACHE-III (AUROC: 0.782) and SAPS-II (AUROC:
0.778) scores.
The Mortality Probability Model (Lemeshow et al., 1985) was described by Lemeshow et
al. in 1985. Initially 137 variables were considered; using statistical techniques the relative im-
portance of each variable was determined and only those with a strong association with outcome
retained. This resulted in 7 variables collected at admission and 7 at 24 hours as presented in
figure 5.4. The physiological variables are recorded as affirmative or negative rather than as an
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Figure 5.3: The Simplified Acute Physiology Score (SAPS-II)
actual number. Later in 1993, Lemeshow published an updated form of the model (Lemeshow
et al., 1993a). This resulted in two models, MPM0 at admission and MPM24 at 24 hours.
MPM0 requires the collection of 15 variables andMPM24 a further 8 variables. Both models
were shown to be good systems for reliably estimating hospital mortality. At that time (1993)
MPM0 was, by definition, the only model for estimating early hospital mortality which was
independent of treatment.
The Royal College of Physicians recommends the use of the NEWS for the routine clinical
assessment of all adult patients. NEWS is calculated based on previously published tables in
(Smith et al., 2013) as shown on figure 5.5. It is originally designed to escalate care for patients
outside the ICU who are at risk of facing deterioration. In addition, when compared against 33
other EWS systems for the individual outcomes of unanticipated ICU admission, cardiac arrest
or death, NEWS performed better (Smith et al., 2013).
The quick Sepsis-related Organ Failure Assessment (qSOFA) score (Simpson, 2016) is a
bedside tool that was recommended for use by the recent Third International Consensus Defini-
tions Task Force (Singer et al., 2016) to identify high-risk patients outside the ICU. The qSOFA
criteria were defined as systolic blood pressure less than 100mmHg, respiratory rate greater than
22 breaths per minute, and altered mental status (defined as either a Glasgow Coma Scale score
less than 13 or an Alert Voice Pain Unresponsive scale (AVPU) other than “Alert”) (Seymour et
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Figure 5.4: The Mortality Probability Model (MPM)
Figure 5.5: The National Early Warning Score (NEWS)
al., 2016) as shown on figure 5.6. qSOFA was found to be more accurate than Systemic Inflam-
matory Response Syndrome Criteria (SIRS) for predicting mortality and ICU transfer in patients
outside the ICU (Serafim, Gomes, Salluh, & Póvoa, n.d.). However, the qSOFA score has yet
to be validated outside of the original publication and has not been compared to early warning
scores already in widespread use. In this study, we compare the performance of mortality pre-
diction of ICU patients using qSOFA, NEWS, APACHE-II, SOFA, and SAPS-I at different time
intervals after ICU admission - 6, 24 and 48 hours after a patient’s admission.
88
Figure 5.6: The quick Sequential Organ Failure Assessment Score (qSOFA)
5.2 Methods
In this comparative study, we used a subset of the MIMIC II database - the PhysioNet dataset
(Citi & Barbieri, 2012), for analysis. Only patients with a single ICU stay at the age of 16 years
and above in Medical ICU (MICU), Surgical ICU (SICU), Cardiac Surgery ICU (CSRU) or
Coronary Care Unit (CCU) are considered in the analysis; this cohort included 4000 patients;
patient mortality is defined as death inside the hospital.
The PhysioNet dataset included an outcome-related descriptors file kept in a separate comma-
separated values (CSV) text file for each patient. Each line of the outcomes file contains the
following descriptors for each patient: RecordID, SAPS-I score, SOFA score, Length of stay
(days), Survival (days) and In-hospital death (0: survivor, or 1: died in-hospital). We used
the SAPS-I and SOFA scores calculated in the file and we only calculated NEWS, qSOFA and
APACHE-II scores. It is important to note that when calculating the NEWS score, we used
the last measurement of each variable within the time-frame of admission as suggested by the
experts this is how NEWSwas designed to be calculated from the most recent measurement. For
example, the last measurement at the 6th hour, 24th hour or 48th hour of admission. However we
did consider calculating NEWSwith the worst value and the results were poor compared to other
scoring systems, such as APACHE and SAPS. In addition, regarding oxygen supplement, we
gave the patient a score of 2 when on ventilation and his/her FiO2 above 21%, otherwise a score
of 0. However, when calculating APACHE-II and qSOFAwe considered the worst measurement
of each variable during the specific time-frame being tested, whether after 6, 24 or 48 hours of a
patient’s admission.
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Table 5.4: Summarizes how each early warning score was calculated at the different time inter-
vals from admission to ICU. SAPS24 and SOFA24 scores were used from the outcomes file of
the PhysioNet dataset after 24 hours of ICU admission, while APACHE-II, NEWS and qSOFA
were calculated at 6, 24 and 48 hours after ICU admission.
Scoring System Description
APACHE6 Worst APACHE score within 6 hours
APACHE24 Worst APACHE score within 24 hours
APACHE48 Worst APACHE score within 48 hours
NEWS6 NEWS score after 6 hours
NEWS24 NEWS score after 24 hours
NEWS48 NEWS score after 48 hours
qSOFA6 Worst qSOFA score within 6 hours
qSOFA24 Worst qSOFA score within 24 hours
qSOFA48 Worst qSOFA score within 48 hours
SAPS24 Worst SAPS score within 24 hours
SOFA24 Worst SOFA score within 24 hours
5.3 Results
This section is divided into two main subsections: (A) Scores’ distribution and (B) Per-
formance analysis. The first subsection provides the score distribution for each of the scoring
systems used at the different admission intervals (6, 24 or 48 hours). Again it is important to note
that the target of the score distribution presentation is to support the performance comparison in
the following subsection but not to analyze the behaviour of the different early warning scores as
this is out of the scope of this study. The second subsection compares the discrimination power
of each of the scoring systems, at the different time intervals of a patient admission, in identi-
fying ICU patients at risk of dying inside the hospital. NEWS, APACHE-II and qSOFA were
calculated at 6, 24 and 48 hours after a patient’s admission, however already available SAPS-I
and SOFA scores at 24 hours after a patient’s admission from the PhysioNet dataset files were
used.
5.3.1 Scores’ Distribuࢢon
In order to get an overview of the behaviour of the different scoring systems, this subsection
provides histograms that shows the distribution of patients at each score point for each early
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warning score.
5.3.1.1 NEWS
The three histograms on figure 5.7 show the score distribution of patients at 6, 24 and 48
hours respectively, where the x-axis shows the NEWS score and the y-axis shows the number of
patients. Based on the NEWS score classification (Smith et al., 2013), the score is grouped into
3 main categories: 0-4 indicates low risk, 5-6 indicates medium risk and 7 and above indicates
high risk.
The mean NEWS scores at 6, 24 and 48 hours after ICU admission are 4.09, 3.97 and 3.82
respectively as shown on table 5.5. It seems that the mean NEWS scores among the different
time intervals (6, 24 and 48) are almost the same. Missing measurements at 6, 24 and 48 hours
after ICU admission are 10,430 (37%), 8,563 (31%) and 7,970 (28%) respectively, this could be
linked to the large number of patients with 0 score.
Table 5.5: Summarizes the mean score for each scoring system at the different time intervals
from admission to ICU. SAPS24 and SOFA24 scores were used from the outcomes file of the
PhysioNet dataset after 24 hours of ICU admission, while APACHE-II, NEWS and qSOFAwere
calculated at 6, 24 and 48 hours after ICU admission.
Scoring System Mean Score
APACHE6 14.70
APACHE24 19.51
APACHE48 21.82
NEWS6 4.09
NEWS24 3.97
NEWS48 3.82
qSOFA6 1.84
qSOFA24 2.22
qSOFA48 2.37
SAPS24 14.25
SOFA24 7.40
5.3.1.2 APACHE-II
The three histograms on figure 5.8 show the score distribution of patients at 6, 24 and 48 hours
respectively, where the x-axis shows the APACHE-II score and the y-axis shows the number of
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Figure 5.7: Shows the score distribution of patients at 6, 24 and 48 hours after admission where
the x-axis shows the NEWS score and the y-axis shows the number of patients.
patients. As mentioned earlier the APACHE-II score ranges from 0-71, higher scores correspond
to more severe disease and a higher risk of death; however, it is rare for any patient to accumulate
more than 55 points.
The mean APACHE-II scores at 6, 24 and 48 hours after ICU admission are 14.70, 19.51
and 21.82 respectively as shown on table 5.5. This indicates that patients are getting sicker on
average. However this was not what the NEWS score revealed as the NEWS score showed
almost no change on average. This could be due to the different number of variables between
NEWS score and APACHE-II as APACHE-II has relatively larger number of variables. Missing
measurements at 6, 24 and 48 hours after ICU admission are 16,194 (34%), 6,482(14%) and
5,723 (12%) respectively, which indicates that patients’ measurements are more complete by 24
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and 48 hours after ICU admission.
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Figure 5.8: Shows the score distribution of patients at 6, 24 and 48 hours after admission where
the x-axis shows the APACHE-II score and the y-axis shows the number of patients.
5.3.1.3 SAPS, SOFA and qSOFA
The first histogram on figure 5.9 shows the score distribution of patients at 6, 24 and 48
hours respectively, where the x-axis shows the qSOFA score and the y-axis shows the number of
patients. The qSOFA score was calculated by obtaining the maximum and minimum values of
the three variables - systolic blood pressure, respiratory rate and Glasgow Coma Scale, then the
worst reading among the maximum and minimum values was used to calculate the final score.
Themean qSOFA scores at 6, 24 and 48 hours after ICU admission are 1.842, 2.218 and 2.368
93
respectively as shown on table 5.5. Similar to APACHE-II score, this indicates that patients are
getting sicker. Missingmeasurements at 6, 24 and 48 hours after ICU admission are 5,054 (42%),
4,351 (36%) and 4,183 (35%) respectively.
The second histogram on figure 5.9 shows the distribution of patients at 24 hours after admis-
sion for SAPS-I score, while the third histogram on figure 5.9 shows the distribution of patients
at 24 hours after admission for SOFA scores. The x-axis shows the SAPS-I and SOFA scores
respectively and the y-axis shows the number of patients. As mentioned earlier, we used the
available calculated SAPS24 and SOFA24 from the PhysioNet dataset files.
The mean SAPS score at 24 hours after ICU admission is 14.25 and the mean SOFA score at
24 hours after ICU admission is 7.40 as shown on table 5.5. The graph of SAPS score is almost
normally distributed.
In order to understand the behaviour of each early warning score, further analysis of the
variables and their relationships for each score is required, however this is out of the scope of
this study. In this study, the focus is on comparing the performance of the different scoring
systems in identifying ICU patients at risk of dying inside the hospital, which is presented in the
following subsection.
5.3.2 Performance Comparison
Figure 5.10 shows the performance of SAPS-I and SOFA in addition to qSOFA, APACHE-
II and NEWS on the Yes class (patients at risk of dying inside the hospital) after 24 hours of
admission. Figures 5.11 and 5.12 show the performance of qSOFA, APACHE-II and NEWS
on the Yes class (patients at risk of dying inside the hospital) after 6 and 48 hours of admission
respectively. We adopted the use of Area Under the Receiver Operating Characteristic (AUROC)
curve to compare the performance of the different early warning scores in predicting mortality
after 6, 24 and 48 hours of a patient’s admission. The x-axis shows the False Positive Rate and
the y-axis shows the True Positive Rate.
The results show that the discrimination power of qSOFA in identifying those patients at risk
of dying inside the hospital is the weakest compared to NEWS, APACHE-II, SAPS-I and SOFA
(after 24, 6 or 48 hours of admission) as shown on figures 5.10-5.12. In general, the discrim-
ination power of the different scoring systems is relatively equal with slight advantage to the
APACHE-II and NEWS scores. Table 5.6 ranks the scores by best performance using AUROC.
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Figure 5.9: Shows the score distribution of patients for qSOFA, SAPS-I and SOFA scores re-
spectively where the x-axis shows the scores and the y-axis shows the number of patients.
The most effective scoring systems in predicting mortality after 24 hours of admission were
SAPS-I, APACHE-II and NEWS, followed by SOFA scores. This may be due to the fact that by
definition SAPS and APACHE scores are calculated on data from the first 24 hours and NEWS
is calculated from the most recent data, so it is up-to-date. After 48 hours of admission where
the data is relatively more complete, NEWS outperformed APACHE-II in predicting mortality.
This may be due to the fact that NEWS is calculated from the most recent data, so it is expected
that NEWS would perform slightly better as it is using more up-to-date data. However, after 6
hours of admission, APACHE-II had a stronger discrimination power than NEWS. This could
be due to the large number of variables of the APACHE-II score compared to NEWS, thus re-
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vealing better performance in the early hours despite a lot of missing measurements during this
time interval.
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Figure 5.10: Shows the performance of SOFA, SAPS-I, APACHE-II, NEWS and qSOFA on the
Yes class (patients at risk of dying inside the hospital) from the first 24 hours of ICU admission.
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Figure 5.11: Shows the performance of qSofa, APACHE-II and NEWS on the Yes class (patients
at risk of dying inside the hospital) from the first 6 hours of ICU admission.
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Figure 5.12: Shows the performance of qSofa, APACHE-II and NEWS on the Yes class (patients
at risk of dying inside the hospital) from the first 48 hours of ICU admission.
Table 5.6: Ranks the early warning scores by best performance using AUROC.
Scoring System AUROC St. Deviation
NEWS48 0.695 0.017
APACHE48 0.661 0.014
SAPS24 0.650 0.012
APACHE24 0.650 0.017
NEWS24 0.641 0.017
SOFA24 0.623 0.013
APACHE6 0.599 0.012
qSOFA48 0.566 0.017
NEWS6 0.565 0.013
qSOFA6 0.544 0.012
qSOFA24 0.544 0.012
5.4 Results’ Discussion
This chapter compared the performance of existing common scoring systems for predicting
mortality across three time intervals - 6, 24 and 48 hours after a patient’s admission. We found
that generally the performance of all the early warning scores presented is very poor in the early
97
hours of admission. In addition, the commonly used early warning scores like NEWS, APACHE,
SAPS and SOFA are more accurate than the qSOFA score for predicting patient in-hospital mor-
tality. These results suggest that the qSOFA score should not replace previously developed early
warning scores already in use. Moreover, we suggest that NEWS, being an early warning score
to escalate care, can also be used to predict mortality as early as 24 hours after ICU admission,
where its discrimination power is relatively strong as shown in this study. We found that there
are scores, such as the APACHE-II which has a strong discrimination power at early hours of
admission; despite the fact that the discrimination power of the different early warning scores is
almost similar as illustrated on figures 5.10-5.12. As a result, we plan to further investigate other
methods, such as data mining to help build models that can predict in-hospital mortality for ICU
patients early on.
In summary, the main findings of this chapter are:
1) The performance of the five early warning scores are relatively equal with slight advantage
to NEWS and APACHE-II scores.
2) The discrimination power of qSOFA in identifying those patients at risk of dying inside
the hospital is the weakest compared to NEWS, APACHE-II, SAPS-I and SOFA scores
(after 6, 24 or 48 hours of admission). As a result, the qSOFA score should not replace
previously developed early warning scores already in use.
3) SAPS-I, APACHE-II and NEWS scores are the most effective scoring systems in predict-
ing mortality after 24 hours of admission, followed by SOFA and qSOFA scores, which
is expected as SAPS and APACHE were originally designed and calculated on data from
the first 24 hours.
4) NEWS is the most effective in mortality prediction after 48 hours of admission, followed
by APACHE-II as NEWS relies on the most recent measurements.
5) APACHE-II is the most effective in mortality prediction after 6 hours of admission, when
the data had more missing measurements, followed by NEWS. This could be due to the
large number of variables of the APACHE-II score compared to the NEWS score.
6) We suggest that NEWS, being originally designed as an early warning score to escalate
care on ward, can also be used to predict mortality for ICU patients as early as 24 hours
after admission.
98
99
CHAPTER 6
Determinaࢢon of Opࢢmal Time for
Early ICU Mortality Predicࢢon
Early physiological monitoring and laboratory surveillance can aid clinicians in making ef-
fective interventions to improve patient outcome. Existing severity scoring systems and machine
learning approaches give rise to challenges in integrating a comprehensive panel of physiologic
variables and presenting to clinicians interpretable risk assessment andmortality prediction mod-
els early in a hospital admission. This problem has particular importance in the ICU as patients
are necessarily very unwell and there is considerable complexity. Early hospital mortality pre-
diction for ICU patients remains an open challenge as the majority of the severity of illness scores
developed provide risk assessments for ICU patients based on the first 24, 48 or 72 hours of a
patient’s ICU stay (Luo et al., 2016; Celi et al., 2012; Pirracchio et al., 2015; Ribas et al., 2011;
Kim et al., 2011; Delen et al., 2005; Crawford et al., 2000; Le Gall et al., 1984; Knaus et al.,
1985a; Lemeshow et al., 1993a; J.-L. Vincent et al., 1996). According to research conducted by
Luo et al. (Luo et al., 2016), many measurements are not yet available or missing during the first
half of the first day (i.e. first 12 hours), as a result data from this time period is usually excluded
from analysis. As this may seem a challenge to many researchers, we see it as a potential op-
portunity as patients receive a great deal of intervention during this period, imposing a burden
upon them, and conferring a cost. Therefore, building models that help clinicians in the early
identifications of patients who are more likely to survive and thus more likely to benefit, is in
the interest of both parties to make informed and timely decisions about their care.
This chapter presents a thorough time-series analysis for hospital mortality prediction during
the first 48 hours of ICU admission. The chapter also examines the impact of missing values on
the performance of mortality prediction in order to help develop an effective earlymortality pre-
diction model for ICU patients. The question that emerges is: ”Given an ICU patient’s medical
record, how early in the ICU admission can Data Mining methods help in predicting hospital
mortality considering the impact of missing measurements, and what are the most effective data
mining methods for early mortality prediction?”
This chapter is organized as follows: section 6.1 introduces the time-series analysis for ICU
mortality prediction and section 6.2 discusses important results and findings.
6.1 Time-Series Analysis for Mortality Predicࢢon using Data Mining
Techniques
The target of this section is to realize how early can mortality prediction be effective, con-
sidering the impact of missing measurements in the early hours of ICU admission. This research
performs experimental investigation on ICU patient data from the first 48 hours of admission us-
ing data mining classification techniques to predict mortality. Earlier studies have defined ’early’
as the first 12 hours of admission; others have defined it as 24, 48 or 72 hours after admission(Luo
et al., 2016; Celi et al., 2012; Pirracchio et al., 2015; Ribas et al., 2011; Kim et al., 2011; Delen
et al., 2005; Crawford et al., 2000; Le Gall et al., 1984; Knaus et al., 1985a; Lemeshow et al.,
1993a; J.-L. Vincent et al., 1996). These definitions triggered work done in this study to perform
a time-series analysis for mortality prediction over the first 48 hours of ICU admission to try
and define how early enough it is to effectively predict mortality in the ICU. The classification
techniques used to predict mortality are evaluated on the PhysioNet/CinC Challenge 2012 (Citi
& Barbieri, 2012) dataset. The study considered 4000 subjects with single ICU stays whose age
at ICU admission was 16 years or above in Medical ICU (MICU), Surgical ICU (SICU), Coro-
nary ICU (CICU) or Cardiac Surgery ICU (CSICU), and whose initial ICU stay was at least 48
hours long. The data used for the challenge consisted of 5 general descriptors including age,
gender, height, ICU type and initial weight. The remaining variables are 37 time-series (mea-
surements of vital signs and laboratory results) from the first 48 hours of the first available ICU
stay of a patient’s admission, published previously in (Citi & Barbieri, 2012). Several research
have developed from the Challenge, such as the work conducted by Henriques et al. (Henriques
& Rocha, 2009) and Mneimneh et al. (Mneimneh & Povinelli, 2009) discussed earlier in the
Literature Review chapter. The winners of the challenge developed a novel Bayesian ensemble
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learning algorithm that extracts a range of diverse features from the original time series signals
including standard statistical descriptors such as the minimum, maximum, median, first, last,
and the number of values. Results show that the proposed prediction model performs favourably
on both the provided and hidden data sets (set A and set B), and has the potential to be used
effectively for patient-specific predictions (A. E. Johnson et al., 2012).
We employ the Random Forests (RF), Projective Adaptive Resonance Theory (PART) and
Bayesian Networks (BN) classification algorithms. The primary outcome is hospital mortality.
Performance measures are calculated using cross-validated AUROC curve to minimize bias. All
experiments are done using Weka software (version 3.7.13; University of Waikato, Hamilton,
New Zealand)(Hall et al., 2009). The results noted are AUROC curve of the average of 10 runs,
each run is 10-fold cross-validated. Results are presented in the following subsections.
6.1.1 Experiment Seࢰng
This section presents the results for the top performing Data Mining classification algorithms
- RF, BN and PART in predicting mortality (it is important to note that we have also evaluated
a larger set of algorithms, such as DT (J48), SVM and JRip, however they were outperformed
by the reported models as their ROC values ranged between 0.5 and 0.6). Random Forests is
one of the most accurate learning algorithms available. For many datasets, it produces a highly
accurate classifier. It runs efficiently on large databases and it has an effective method for es-
timating missing data and maintaining accuracy when a large proportion of the data is missing.
PART uses partial decision trees to generate the decision list shown in the output. Only the final
decision list is used in classification. Bayesian Networks are an increasingly popular method
for modelling uncertain and complex domains, such as medical diagnoses and the evaluation
of scientific evidences. They provide a natural way to handle missing data, allow combination
of data with domain knowledge, facilitate learning about causal relationships between variables
and provide a method for avoiding over-fitting of data (Berry & Linoff, 1997).
Methods: A total of 4000 ICU patients and 37 time-series variables are selected from every
hour over the first 48-hours of a patient’s admission for modelling. Each of the three DataMining
algorithms are evaluated on each of the following six versions of the dataset:
1) original datasets (original),
2) datasets after modification, by applying the Synthetic Minority Oversampling Technique
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(SMOTE) (Chawla et al., 2002), an oversampling technique that involves increasing the
size of the minority class with the insertion of synthetic data (original+smote),
3) datasets after replacing missing values with the mean (rep1) to handle the issue of missing
values,
4) datasets after replacing missing values with mean and applying SMOTE (rep1+smote),
5) datasets after replacing missing values using the EMImputation algorithm (rep2) (Wu et
al., 2008), which replaces missing numeric values using Expectation Maximization - an
iterative method for finding maximum likelihood estimates of parameters in statistical
models,
6) datasets after replacing missing values using EMImputation algorithm and applying
SMOTE (rep2+smote).
6.1.2 Results
The evaluation of the different models - RF, PART and BN in their ability to discriminate
patients who die inside the hospital is expressed using AUROC, a graph that plots how the AU-
ROC changes over time, as new or updated data becomes available in the clinical systems. The
performance of the three algorithms on all the original 48 datasets (per hour along the first 48
hours of admission) is displayed on figure 6.1 (graph a). Also, the AUROC values for the six
versions of the dataset are displayed in table 6.1.
6.1.2.1 Missing Values Analysis
We also analyzed the missing values over the 48-hour time interval. Results displayed on
figure 6.1 (graph a) show the availability of measurements during the first 48 hours of ICU
admission. As observed from the graph, a dramatic increase in available measurements is shown
at hour 6 of ICU admission after which a steady increase between hour 24 and 48. In addition,
Figure 6.1 (graph b) displays the percentage of missing measurements of all attributes in general
and the 7 vital signs attributes during the first 48 hours of ICU admission. As observed from
the graph, respiratory rate (RespRate) has the highest percentage of missing values, followed
by invasive systolic arterial blood pressure (SysABP) then partial pressure of arterial oxygen
(PaO2), while heart rate (HR), Glasgow coma scale (GCS) and temperature (Temp) have the
lowest percentage of missing values; Creatinine is in the middle range. This indicates that in
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the ICU environment, among the 7 vital signs, temperature, heart rate and GCS have the highest
priority in recording. See Appendix A for full list of figures 1, 2 and 3 displaying the percentage
of missing measurements for attributes grouped by medical category during the first 48 hours of
ICU admission.
6.1.2.2 Performance Analysis
Table 6.1 shows the performance of the three machine-learning algorithms (RF, BN and
PART) in predicting hospital mortality among this patient cohort. Results are obtained on the
original, original+smote, rep1, rep1+smote, rep2 and rep2+smote datasets as shown in the first
column. Among the six experiment categories/ datasets, RF performed best, followed by BN
then PART. For brevity, we only included results for hours 2, 4, 6, 8, 10, 12, 24 and 48 in table
6.1, although analysis was conducted on an hourly basis. The most effective performance for
RF model is obtained on the rep1 dataset with (AUROC = 0.83 ± 0.03) at hour 48, followed
by the original, rep1+smote and rep2 datasets with (AUROC = 0.82 ± 0.03) at hour 40, then
rep2+smote with (AUROC = 0.82 ± 0.03) at hour 48.
As shown on figure 6.1 (graph a), there is a visibly dramatic increase in available measure-
ments shown at hour 6 of ICU admission making it a suitable time interval for further investiga-
tion. As a result, we compared the performance of RF, PART and BN on patient data obtained af-
ter 6 hours of ICU admission against the performance of SOFA, APACHE-II and SAPS-I scores
on patient data obtained after 24 hours of ICU admission to investigate the effectiveness of a
potential early mortality prediction model based on Data Mining techniques as compared to the
traditional scoring systems. Figure 6.2 displays the performance of RF, BN and PART algorithms
against SAPS-I, APACHE-II and SOFA scores on one dataset setting (Rep1+smote dataset).
6.2 Results’ Discussion
By referring to Figure 6.1 (graph a) , when comparing the performance of the three algorithms
on the Yes class (patients at risk of dying inside the hospital) per each hour during the first 48
hours of ICU admission, we find that there is a slight improvement in performance at the 6th hour
of ICU admission, after which the increase in performance is relatively steady till the 48th hour of
ICU admission. Similarly, the availability of clinical data increases dramatically at the 6th hour
of ICU admission and continues to increase gradually till the 48th hour of ICU admission. As
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time proceeds, the performance of RF, BN and PARTmodels increases as shown in Figure 6.2 and
table 6.1. In addition, the discrimination power of the machine learning classification methods
after 6 hours of admission outperformed the main scoring systems (APACHE-II, SAPS-I and
SOFA) after 24 hour of admission. The best performing classifier was RF, followed by BN, then
PART on different experimental settings. As displayed in table 6.1, both replacing the missing
values with mean (rep1) and replacing missing values with EMImpuation (rep2) gave relatively
similar performance results. Moreover, SMOTE oversampling technique hasn’t enhanced the
classification performance.
Most of the scoring systems and data mining methods are designed to predict mortality after
one or more days of admission. To our knowledge, there have been no definitive studies com-
paring mortality prediction per hour during the first 48 hours of a patient’s admission in order to
define to clinicians when is the ideal time for ICU data analysis.
The work in this chapter evaluated a wide range of data mining classification methods, which
outperformed existing scoring systems in terms of prediction performance when using data from
early hours of admission, as early as the first 6 hours, compared to the traditional 24 and 48 hour
models.
In addition, this chapter aimed to draw attention of the medical and data science communities
to the importance of time-series analysis in the ICU taking into consideration the challenge of
missing values in early patient data. Results showed that there exists rich information signal
early in a critical care admission, which can provide guidance about likely individual outcome.
In summary, the main findings of this chapter are:
1) The percentage of missing values in the dataset drops dramatically at the 6th hour of ICU
admission and continues to decrease gradually till the 48th hour of ICU admission. This
shows that by this time, more clinical measurements are collected for ICU patients.
2) There is a slight improvement in performance at the 6th hour of ICU admission, which
could be linked to the availability of clinical data, after which the increase in performance
is relatively smaller till the 48th hour of ICU admission as shown on figure 6.1.
3) Both replacing the missing values with mean (rep1) and replacing missing values with
EMImpuation (rep2) gave relatively similar performance results. Both methods did not
enhance the classification performance.
4) SMOTE oversampling technique did not enhance the classification performance. This
could be due to data distribution, the presence of within class imbalance in addition to
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between class imbalance and the choice of classifier used on re-sampled dataset (More,
2016).
5) The discrimination power of the machine learning classification methods after 6 hours of
admission outperformed the main scoring systems used in intensive care (APACHE-II,
SAPS-I and SOFA) after 24 hour of admission. The best performing classifier was RF,
followed by BN, then PART on different experimental settings.
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Table 6.1: shows the performance of early mortality prediction models developed using 10-fold
cross validated RF, PART, and BN in the different experiment settings of 2, 4, 6, 8, 10 and 12,
24 and 48 hours after ICU admission, measured with AUROC.
Physionet Dataset Hours RF PART BN
original 2 0.72 ±0.03 0.64 ±0.04 0.69 ±0.04
original 4 0.75 ±0.03 0.69 ±0.04 0.69 ±0.04
original 6 0.76 ± 0.03 0.70 ±0.04 0.71 ±0.04
original 8 0.78 ± 0.03 0.71 ±0.04 0.73 ±0.03
original 12 0.78 ±0.03 0.73 ±0.03 0.75 ±0.03
original 24 0.80 ±0.03 0.75 ±0.03 0.77 ±0.03
original 48 0.82 ±0.03 0.76 ±0.03 0.79 ±0.03
original+smote 2 0.70 ±0.04 0.65 ±0.04 0.67 ±0.04
original+smote 4 0.73 ±0.03 0.68 ±0.04 0.70 ±0.04
original+smote 6 0.75 ±0.03 0.68 ±0.04 0.71 ±0.04
original+smote 8 0.76 ±0.03 0.70 ±0.04 0.73 ±0.04
original+smote 12 0.77 ±0.03 0.71 ±0.04 0.74 ±0.04
original+smote 24 0.79 ±0.03 0.73 ±0.04 0.76 ±0.03
original+smote 48 0.81 ±0.03 0.75 ±0.04 0.77 ±0.03
Rep1 2 0.73 ±0.03 0.62 ±0.05 0.70 ±0.04
Rep1 4 0.76 ±0.03 0.62 ±0.05 0.71 ±0.04
Rep1 6 0.77 ±0.03 0.62 ±0.05 0.73 ±0.04
Rep1 8 0.78 ±0.03 0.61 ±0.06 0.74 ±0.04
Rep1 12 0.79 ±0.03 0.62 ±0.05 0.75 ±0.04
Rep1 24 0.81 ±0.03 0.64 ±0.05 0.77 ±0.03
Rep1 48 0.83 ±0.03 0.64 ±0.05 0.77 ±0.03
Rep1+smote 2 0.72 ±0.04 0.61 ±0.04 0.68 ±0.04
Rep1+smote 4 0.76 ±0.03 0.63 ±0.04 0.70 ±0.04
Rep1+smote 6 0.77 ±0.03 0.63 ±0.05 0.71 ±0.04
Rep1+smote 8 0.78 ±0.03 0.64 ±0.05 0.71 ±0.04
Rep1+smote 12 0.78 ±0.03 0.63 ±0.05 0.72 ±0.04
Rep1+smote 24 0.80 ±0.03 0.65 ±0.05 0.75 ±0.03
Rep1+smote 48 0.82 ±0.03 0.66 ±0.05 0.76 ±0.03
Rep2 2 0.71 ±0.04 0.63 ±0.05 0.68 ±0.04
Rep2 4 0.73 ±0.03 0.64 ±0.04 0.71 ±0.04
Rep2 6 0.75 ±0.03 0.64 ±0.04 0.72 ±0.04
Rep2 8 0.76 ±0.03 0.65 ±0.04 0.73 ±0.04
Rep2 12 0.78 ±0.02 0.65 ±0.04 0.75 ±0.03
Rep2 48 0.82 ±0.02 0.68 ±0.05 0.78 ±0.03
Rep2+smote 2 0.71 ±0.03 0.62 ±0.04 0.69 ±0.04
Rep2+smote 4 0.74 ±0.03 0.63 ±0.04 0.71 ±0.04
Rep2+smote 6 0.76 ±0.03 0.64 ±0.05 0.73 ±0.03
Rep2+smote 8 0.76 ±0.03 0.63 ±0.05 0.74 ±0.03
Rep2+smote 12 0.78 ±0.03 0.64 ±0.04 0.76 ±0.03
Rep2+smote 24 0.80 ±0.03 0.66 ±0.04 0.78 ±0.03
Rep2+smote 48 0.82 ±0.03 0.67 ±0.04 0.78 ±0.03
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Figure 6.1: Graph (a) shows the performance of all algorithms in AUROC on the Yes class
(patients at risk of dying inside the hospital) per hour together with the percentage of available
measurements during the first 48 hours of ICU admission (the y-axis represents both AUROC
and percentage of available measurements as they share the same ratio). Graph (b) shows the
percentage of missing values of all attributes in general and the 7 vital signs attributes during the
first 48 hours of ICU admission.
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Figure 6.2: shows the performance of RF, BN and PART (on Rep1+smote dataset) after 6 hours
of ICU admission compared to SAPS-I, APACHE-II and SOFA scores (on Rep1+smote dataset)
after 24 hours of ICU admission on the Yes class (patients at risk of dying inside the hospital.)
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CHAPTER 7
EMPICU: A Framework for Early
Mortality Predicࢢon for ICU Paࢢents
Hospitals are subject to multiple pressures including limited funds and healthcare resources.
These pressures are particularly acute in the ICU due to the combination of critically ill patients
and costly interventions. Mortality prediction for ICU patients is therefore a matter of interest for
clinicians and managers and a potential target for outcome improvement and prudent resource
allocation. This chapter aims to investigate the use of Data Mining classification methods in de-
veloping an early mortality prediction model to assist clinicians in decision making. We define
’early’ as at approximately 6 hours after ICU admission. This time interval has been reached
after conducting the time-series analysis in the previous chapter, which showed availability of
significant patient measurements starting from hour 6 after admission. It has been also suggested
by consultation with selected subject matter experts, who see it as a helpful early mortality pre-
diction tool for the purpose of decision assist. We conduct this study by analysing different
medical variables for patients from the first 6 hours after ICU admission, rather than the typical
24, 48 or 72 hours. We hypothesize that an early mortality prediction model could help provide
intensivists with a systematic interpretation of a patient’s observations sooner than with current
methods. The explanatory variables include demographic, vital signs and laboratory test vari-
ables. The primary outcome is hospital mortality, which is defined as death inside the hospital;
we seek to identify those patients at high risk of dying inside the hospital.
Two established models attempt early mortality prediction for ICU patients; they are the
Mortality Probability Model (MPM) (Lemeshow et al., 1993a) and SAPS III(R. P. Moreno et
al., 2005), which are discussed thoroughly in section 7.1. However, they are purely statistically
derived, unlike our model. Other models are designed to predict mortality after the first 24, 48
or 72 hours of ICU admission (Luo et al., 2016; Celi et al., 2012; Pirracchio et al., 2015; Ribas
et al., 2011; Kim et al., 2011; Delen et al., 2005; Crawford et al., 2000). Other research for
early mortality prediction include models such as the one proposed by Calvert et al. (Calvert et
al., 2016) which attempts to predict mortality 12 hours before in-hospital death. Although the
work conducted shows strong predictive accuracy, however we question the practical utility of
the tool, which predicts at a point twelve hours from the sampling. It is not clear at what stage
in the evolution of a critical care episode that this tool should be employed to best effect. If it
were used continuously until such time as a death, it would be very high risk for patients, and
for many of them, there already have been a protracted ICU course with the attendant burdens
of treatment. Whilst this delay is acceptable where the intended purpose is unit quality bench-
marking, it is slow for the purpose of decision assist. In contrast, the model proposed in our
study attempts to predict in-hospital mortality shortly after ICU admission. It is our hypothe-
sis that accurate prediction of hospital mortality is possible using data collected in the earliest
phase of admission. Another study that attempted early mortality prediction was proposed by
Sadeghi et al. (Sadeghi et al., 2018) which focuses on specific patient diagnosis. The study
proposed a novel method to predict mortality using 12 features extracted from the heart signals
of patients within the first hour of ICU admission using the MIMIC-III database. Similar to our
work, their study showed that the Random Forests classifier satisfies both accuracy and inter-
pretability better than the other classifiers, producing an F1-score and AUC of 0.91 and 0.93
respectively. The study indicates that heart rate signals can be used for predicting mortality in
patients in the ICU. In addition, Crawford et al. (Crawford et al., 2000) concluded that a DT
used in their study provided a clinically acceptable mining result in predicting susceptibility of
prostate carcinoma patients at low risk for lymph node spread. On the other hand, Ramon et al.
(Ramon et al., 2007) reported that the AUROCs of DT based algorithms (DT learning, 65%; first
order RF, 81%) yielded smaller areas compared to those of NB networks (AUROC, 85%) and
tree-augmented NB networks (AUROC, 82%) in their study on a small dataset containing 1,548
mechanically ventilated ICU patients. Also, the work conducted by Yakovlev et al. (Yakovlev
et al., 2018) showed that overall prediction accuracy was highest (90.0%) for naive Bayes in
predicting in-hospital mortality for patients with Acute Coronary Syndrome.
In contrast, the model proposed in our study attempts mortality prediction from physiolog-
ical data including chart variables, lab tests, vital signs and patient demographics, that are not
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necessarily related to one specific organ as the ICU is a very complex environment and normally
patients get admitted suffering from several conditions. Early mortality prediction is motivated
by the intention to assist clinicians and patients in the assessment of the risks and benefits attend-
ing intensive care admission. We hold that it is in the interests of patients, or their advocates, to be
informed of a quantitative mortality risk, as early as possible, and preferably before committing
to burdensome critical care interventions, whenever that is possible.
Similarly Pirracchio et al. (Pirracchio et al., 2015) reported that Bayesian Additive Re-
gression Trees (BART) is the best candidate when using transformed variables, while Random
Forests outperformed all other candidates when using untransformed variables. Other authors
achieved improved mortality prediction using a method based on SVMs (Citi & Barbieri, 2012).
Davoodi et al. (Davoodi &Moradi, 2018) proposed a Deep Rule-Based Fuzzy System (DRBFS)
to develop an accurate in-hospital mortality prediction in the intensive care unit employing a
large number of input variables. The method developed was evaluated against several common
classifiers including naïve Bayes, decision trees, Gradient Boosting and Deep Belief Networks.
The area under the receiver operating characteristics curve for NB, DT, GB, DBN and proposed
method were 73.51%, 61.81%, 72.98%, 70.07% and 73.90% respectively.
Many studies show that customized models perform better than traditional scoring systems.
Lee et al. (Lee &Maslove, 2017) conducted a retrospective analysis using data from theMIMIC-
II database; the study concluded that customized models trained on ICU-specific data provided
better mortality prediction than traditional SAPS scoring using the same predictor variables.
However, ICU is a very complex environment where patients may suffer from more than one
condition, which makes it difficult to specify which customized model to use. Therefore, there
is a need for general mortality prediction models, which is the focus of this study.
This chapter is organized as follows: section 7.1 discusses the currently available early scor-
ing systems in literature; section 7.2 introduces the general framework of earlymortality predic-
tion for ICU patients - EMPICU presented in this research; section 7.3 presents experiments and
results; section 7.4 compares the EMPICU framework with the traditional early warning scores
available and finally section 7.5 discusses the results of this chapter.
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7.1 Early Tradiࢢonal Scoring Systems for Mortality Predicࢢon
The MPM (Lemeshow et al., 1985) was described by Lemeshow et al. in 1985. Initially 137
variables were considered; using statistical techniques the relative importance of each variable
was determined and only those with a strong association with outcome retained. This resulted
in 7 variables collected at admission and 7 at 24 hours. Unlike APACHE and SAPS, this model
could be applied at the time of admission. Further, the physiological variables are recorded as
affirmative or negative rather than as an actual number. Lemeshow published an updated form of
the model, the MPM II in 1993 (Lemeshow et al., 1993a). This resulted in two models,mpm0 at
admission andmpm24 at 24 hours. mpm0 requires the collection of 15 variables andmpm24 a
further 8 variables. Both models were shown to be good systems for reliably estimating hospital
mortality. At that time (1993) mpm0 was, by definition, the only model for estimating early
hospital mortality which was independent of treatment.
Another scoring system for early mortality prediction is SAPS-III (R. P. Moreno et al., 2005).
The objective of the development of SAPS-III was the evaluation of the effectiveness of ICU
practices; therefore the focus of the model was on data available at ICU admission or within a
day of admission. Missing values were coded as the reference of “normal” category for each
variable. In data collection, maximum and minimum values were recorded during a certain time
period; missing maximum values of a variable were replaced by the minimum and vice versa.
Some regression imputations were performed if noticeable correlations of available values could
be exploited. Selection of variables was done according to their association with hospital mor-
tality, together with expert knowledge and definitions used in other severity of illness scoring
systems. The objective of using this combination of techniques rather than regression-based cri-
teria alone was to reach a compromise between over-sophistication of the model and knowledge
from sources beyond the sample with its specific case mix and ICU characteristics. The study
conducted by Poole et al. (Poole et al., 2012) compared the predictive ability of SAPS-II (origi-
nally developed from data collected in 1991/1992) and SAPS-III (developed from data collected
in 2002) scores on a sample of critically ill patients. Both scores provided unreliable predictions,
but unexpectedly SAPS-III turned out to over predict mortality compared to SAPS-II.
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7.2 The EMPICU Framework
In this section, we present the general framework for dealing with earlymortality prediction
for ICU patients conducted in this study, as shown on figure 7.1. There are a number of data
challenges due to the characteristics of typically available ICU data; the framework addresses
three of these challenges: (1) attribute selection, (2) missing values in data and (3) the class
imbalance problem.
Figure 7.1: The proposed EMPICU framework.
7.2.1 Aribute Selecࢢon
It is often difficult to decide which attributes in a dataset should be used to construct the
model. Choosing all attributes may result in a model that is inefficient to compute or is over-
fitted to the data. One data-driven approach is to select those attributes with high availability/
coverage, meaning that the attribute/ test is measured at least once or more for each patient
and measured for the majority of patients. Another approach is to base the selection on those
attributes that contribute the highest information gain in predicting outcome. A problem-driven
approach is to use the expertise of ICU consultants or to select the same attributes used in related
work. In this study, we used a mix of these approaches. We selected 33 chart and lab-tests from
the initially identified attributes with high coverage. Attributes with higher coverage (measured
for above 10% of patients) were considered, resulting in a total of 20 unique variables; 29 if
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we consider maximum and minimum values for some attributes. The first column in Table 7.1
shows the complete list of attributes that are used in the experiments grouped by their medical
category.
Table 7.1: Shows selected variables grouped by category. ’X’ denotes that the variable is present
in the experiment, ’T1’ refers to the corresponding attribute as being Top 1, ’T2’ refers to the
attribute coming second...etc. in the ranking of attributes regarding information gain.
Attribute name M
ax
/M
in
All VS To
p
5
To
p
10
To
p
15
To
p
5
(F
)
To
p
10
(F
)
To
p
15
(F
)
Demographic Variable(s)
Age X X T1* T1 T1 T1 T1 T1
Main Vital Sign(s)
Heart Rate Max. X X T4 T4 T4 T4 T4 T4
Heart Rate Min. X X T5 T5 T5 T5 T5 T5
Systolic Blood Pressure Max. X X X X X
Systolic Blood Pressure Min. X X X T10 T10 T10 T10
Temperature (C) Max. X X X X T13 T13
Respiratory Rate Max. X X T3 T3 T3 T3 T3 T3
Examination Variable(s)
Glasgow Coma Scale (GCS) Min. X X X T9 T9 T9 T9
Lab tests Variable(s)
Arterial Blood Oxygen Min. X X X X X
Fractional Inspired Oxygen Max. X X X X
Serum Urea Nitrogen Level Max. X T2 T2 T2 T2 T2 T2
Serum Creatinine Max. X X X T6 T6 T6 T6
INR Max. X X X T12 T12
INR Min. X X X X
Sodium Level Max. X X X X
Sodium Level Min. X X X T15 T15
Potassium Level Max. X X X X
Potassium Level Min. X X T8 T8 T8 T8
White Blood Cells Max. X X X X
White Blood Cells Min. X X X T11 T11
Bilirubin Max. X X X X
Platelets Count Max. X X X X
Platelets Count Min. X X X T14 T14
Hematocrit Max. X X X X
Hematocrit Min. X X X X
Type of Admission/unit X X T7 T7 T7 T7
Disease Variable(s)
AIDs X X X X
Metastatic Cancer X X X X
Number of patient records 11,722 11,722 6,701 3,418 1,356 6,701 3,418 1,356
Age (mean) 64.339 64.339 63.984 64.32 61.426 63.984 64.32 61.42
Age (st. deviation) 22.587 22.587 21.559 17.775 19.696 21.559 17.775 19.696
Number of in-hospital deaths 1488 1488 919 409 283 919 409 283
Number of survivals 10,234 10,234 5,782 3,009 1,073 5,782 3,009 1,073
Number of Males 6,571 6,571 3,832 2,132 747 3,832 2,132 747
Number of Females 5,122 5,122 2,864 1,283 606 2,864 1,283 606
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7.2.2 Missing Values
Not all medical variables/ tests are measured for all patients within the first few hours of
admission, therefore there may be some expected data missing. There are three types of missing
data: (1) missing completely at random (MCAR); (2) missing at random (MAR); and (3) missing
not at random (MNAR) (Berry & Linoff, 1997; Bhaskaran & Smeeth, 2014). When observations
of a variable are missing completely at random, the missing observations are a random subset
of all observations; the missing and observed values will have similar distributions. Missing at
random means there might be systematic differences between the missing and observed values,
but these can be entirely explained by other observed variables. For example, if blood pressure
data are missing at random, conditional on age and sex, then the distributions of missing and
observed blood pressures will be similar among people of the same age and sex (Bhaskaran &
Smeeth, 2014). Good techniques for data that is missing at random need to incorporate vari-
ables that are related to the missing values, such as Multiple Imputation, which is an iterative
method for finding maximum likelihood estimates of parameters in statistical models (Wu et al.,
2008). Missing values in the ICU could be interpreted as a normal value (MNAR); if an indi-
vidual patient’s record has multiple entries missing, it may be explained that this is because they
were regarded as being less sick than others, so they were not prioritized. Equally, the patient
may have been regarded as being extremely sick, so they died before much can be measured.
Distinguishing these cases is not simple in the absence of other information.
Missing values can be handled either by ignoring (filtering) these records from the dataset
that are not complete, or by filling in missing values by one of a number of techniques. One
technique is to substitute the missing value by the mean or mode value of the attribute. The filter
’ReplaceMissingValues’ in Weka data mining software (Hall et al., 2009) permits the replace-
ment of all missing values in a dataset using the mean of the attribute. The Weka data mining
software is a collection of machine learning algorithms for data mining tasks.It also contains
tools for data preprocessing, classification, regression, clustering, association rules, and visual-
ization. Another filter in Weka is the Multiple Imputation or EMImputation (Wu et al., 2008),
which is a learning algorithm that replaces missing numeric values using Expectation Maxi-
mization, which is an iterative method for finding maximum likelihood estimates of parameters
in statistical models.
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7.2.3 Class Imbalance
Class imbalance is a common classification problem in general and in the EMPICU frame-
work in particular, as the number of patients who die inside the hospital is relatively small com-
pared to the number of patients who survive. Techniques for dealing with class imbalanced
datasets include modifying the dataset (re-sampling) (Berry & Linoff, 1997; Bader-El-Den et al.,
2016), making the classifier ’cost sensitive’ with the use of a cost matrix (Perry et al., 2015) or
a hybrid method that combines both. Re-sampling involves modifying an imbalanced dataset to
change the imbalance ratio (majority class/ minority class). There are two types of re-sampling:
oversampling and undersampling. Oversampling is the technique of increasing the number of
records in the minority class, while undersampling is the technique of decreasing the number
of records in the majority class. In this study, the Synthetic Minority Oversampling Technique
(SMOTE) (Chawla et al., 2002) was used to handle class imbalance. SMOTE is one of the most
effective and widely used oversampling technique that was used by several work in literature
(Mi, 2013; Lusa et al., 2013; Wang, Xu, Wang, & Zhang, 2006; Chawla, 2009) to effectively
handle the class imbalance problem. SMOTE increases the number of patient records who die
inside the hospital (minority class) by inserting synthetic patient records.
7.2.4 Model Building
In model building, models are generated from the use of several Data Mining classification
algorithms, such as Random Forests, Naive Bayes, Decision Trees...etc. It is important to evalu-
ate the behaviour and performance of different algorithms in order to generate the most effective
model. The proposed method is evaluated on the MIMIC II database. We employ the RF, DT,
NB and PART algorithms. The primary outcome is hospital mortality. The explanatory variables
include demographic, physiological, vital signs and laboratory test variables. Performance mea-
sures are calculated using cross-validated AUROC curve to minimize bias. The cohort includes
11,722 patients with single ICU stays. Only patients at the age of 16 years and above in Medical
ICU (MICU), Surgical ICU (SICU) or Cardiac Surgery Recovery Unit (CSRU) are considered
in this study.
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7.3 The EMPICU Framework: Building the Model using Data Mining
Techniques
The aim of this section is to investigate the use of data mining in predicting mortality early
on. This research performs experimental investigation on ICU patients’ data using data mining
classification techniques to predict mortality early on. We define ’early’ as the first 6 hours of
admission. This interval was reached after conducting in-depth time-series analysis (presented
in chapter 6), consulting several intensivists and considering gaps in literature. The results of
the top performing Data Mining algorithms - Random Forest, Decision Trees, Naive Bayes and
PART are presented in this section.
Random Forest produces a highly accurate classifier. It runs efficiently on large databases
and it has an effective method for estimating missing data and maintaining accuracy when a
large proportion of the data is missing. Decision Trees are extremely fast at classifying unknown
records. They are quite robust in the presence of noise. As defined in (Frénay&Verleysen, 2014)
noise is anything that obscures the relationship between the features of an instance and its class.
DTs also provide a clear indication of which fields are most important for prediction. PART uses
partial decision trees (feature subset selection) to generate the decision list shown in the output.
Only the final decision list is used in classification. The Naive Bayes algorithm affords fast,
highly scalable model building and scoring. It scales linearly with the number of predictors and
rows (Berry & Linoff, 1997). It is important to note that we have also evaluated a larger set of
algorithms, such as SVM and JRip, however they were outperformed by the reported methods.
We conducted five different experiments: A, B, C, D and E.
In experiment A, the dataset contained all 20 unique variables (29 if counting maximums
and minimums) listed in Table 7.1. In experiment B, the dataset contained only the seven unique
vital signs plus age (10 if counting maximums and minimums) indicated in the fourth column of
Table 7.1. In experiments A and B, we evaluated each of the four data mining algorithms (RF,
DT, NB, PART) on each of six versions of the dataset (second column of Table 7.2):
1) original dataset (original),
2) dataset after modification, by applying SMOTE (original+smote),
3) dataset after replacing missing values with the mean (rep1) to handle the issue of missing
values,
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4) dataset after replacing missing values with mean and applying SMOTE (rep1+smote),
5) datasets after replacing missing values using the EMImputation algorithm (rep2),
6) dataset after replacing missing values using EMImputation algorithm and applying
SMOTE (rep2+smote).
In experiments C, D and E, we chose to eliminate (filter) patient records from the original
dataset (11,722 patients) that contain missing values in key attributes. Attributes were ranked
by how they contributed to information gain (IG) (i.e. those variables that contribute to better
classification). The ’InfoGainAttributeEval’ algorithm in Weka software evaluates the worth of
an attribute by measuring the information gain with respect to the class. In experiment C, we
eliminated patient records that were missing any of the top five attributes. In experiment D, we
eliminated records missing any of the top 10 attributes. In experiment E, we eliminated records
missing any of the top 15 attributes. In experiments C, D and E we used four versions of the
dataset (second column of Table 7.2):
1) dataset with eliminated records and the 20 unique variables (original),
2) dataset with eliminated records and the 20 unique variables and applying SMOTE (origi-
nal+smote),
3) dataset with eliminated records and the top filtered ranked variables only (filtered top, 5,
10 and 15), and
4) dataset with eliminated records and the top filtered ranked variables only and then applying
SMOTE (filter+smote).
Figure 7.2 illustrates the general framework of experiments A and B. Figure 7.3 illustrates the
framework of experiments C, D and E. Table 7.1 shows selected variable names, number of pa-
tient records, in-hospital deaths and survivors, males and females in each experiment. All exper-
iments were done using Weka (version 3.7.13; University of Waikato, Hamilton, New Zealand).
The results noted in tables 7.2, 7.3 and 7.4 are AUROC of the average of 10 runs, each run is
10-fold cross-validated. Experiments and results are presented in the following subsections.
7.3.1 Experiment A - 20 Selected Aributes
Methods - A total of 11,722 ICU patients and 20 variables were selected from the first 6
hours of a patient’s admission for modelling.
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Figure 7.2: Illustrates the general framework of experiments A and B
Results - Table 7.2 shows the performance of the four machine-learning algorithms (RF,
PART, NB, DT) in predicting early hospital mortality among this patient cohort. Results were
obtained on the original, original+smote, rep1, rep1+smote, rep2 and rep2+smote datasets.
Among the six experiment categories, EMPICU-RF performed best, followed by EMPICU-
PART, EMPICU-NB then EMPICU-DT. The most effective performance obtained was with the
EMPICU-RF model on the rep1 and rep1+smote datasets with (AUROC = 0.85 ± 0.01).
7.3.2 Experiment B - Vital Signs Aributes
Methods - A total of 11,722 ICU patients and 8 variables were selected from the first 6 hours
of a patient’s admission for modelling. The variables include: age in addition to 7 vital signs
(temperature, heart rate, respiratory rate, systolic blood pressure, arterial blood oxygen, Glas-
gow Coma Scale and creatinine). Maximum temperature, maximum and minimum heart rate,
maximum respiratory rate, maximum and minimum systolic blood pressure, minimum arterial
blood oxygen, minimum Glasgow Coma Scale and maximum creatinine are considered.
Results - Table 7.2 shows the performance of the four machine-learning algorithms (RF,
119
Figure 7.3: Illustrates the general framework of experiments C, D and E
PART, NB, DT) in predicting early hospital mortality among this patient cohort. Results were
obtained on the original, original+smote, rep1, rep1+smote, rep2 and rep2+smote datasets.
Among the six experiment categories, EMPICU-RF also performed best, followed by EMPICU-
PART, EMPICU-NB then EMPICU-DT. The most effective performance obtained was with the
EMPICU-RF model on the rep1+smote dataset with (AUROC = 0.90 ± 0.01).
7.3.3 Experiment C - Top Ranked 5 Aributes
Methods - A total of 6,701 ICU patients and 20 variables, resulted from filtering patient
records in the dataset that contain missing values in any of the top ranked 5 variables (original).
The same experiment was run again, but with filtering only the top 5 variables: age, serum urea
nitrogen, respiratory rate max, heart rate max and heart rate min (filter).
Results - Table 7.2 shows the performance of the four machine-learning algorithms (RF,
PART, NB, DT) in predicting early hospital mortality among this patient cohort (original) and
(filter). Results were also obtained after applying SMOTE for both categories (original+smote)
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Table 7.2: Performance of early mortality prediction models developed using 10-fold cross val-
idated RF, DT, NB and PART in the different experiment settings measured with AUROC.
Attr. Experiment EMPICURF EMPICUDT EMPICUNB EMPICUPART
All Original 0.83 ± 0.02 0.69 ± 0.04 0.75 ± 0.02 0.80 ± 0.02
Original+Smote 0.79 ± 0.03 0.73 ± 0.03 0.75 ± 0.02 0.78 ± 0.02
Rep1 0.85 ± 0.01 0.64 ± 0.03 0.76 ± 0.02 0.76 ± 0.03
Rep1+Smote 0.85 ± 0.01 0.65 ± 0.03 0.77 ± 0.02 0.75 ± 0.02
Rep2 0.84 ± 0.02 0.67 ± 0.03 0.77 ± 0.02 0.78 ± 0.02
Rep2+Smote 0.84 ± 0.02 0.67 ± 0.03 0.77 ± 0.02 0.77 ± 0.02
VS Original 0.80 ± 0.02 0.63 ± 0.05 0.77 ± 0.02 0.78 ± 0.02
Original+Smote 0.78 ± 0.03 0.72 ± 0.03 0.77 ± 0.02 0.77 ± 0.02
Rep1 0.82 ± 0.02 0.70 ± 0.03 0.75 ± 0.02 0.82 ± 0.01
Rep1+Smote 0.90 ± 0.01 0.79 ± 0.02 0.76 ± 0.02 0.84 ± 0.01
Rep2 0.82 ± 0.02 0.71 ± 0.02 0.75 ± 0.02 0.77 ± 0.02
Rep2+Smote 0.82 ± 0.02 0.71 ± 0.03 0.75 ± 0.02 0.77 ± 0.02
Top5 Original 0.86 ± 0.02 0.75 ± 0.03 0.80 ± 0.02 0.82 ± 0.02
Original+Smote 0.85 ± 0.02 0.76 ± 0.03 0.79 ± 0.02 0.81 ± 0.02
filter 0.78 ± 0.02 0.73 ± 0.04 0.79 ± 0.02 0.77 ± 0.02
filter+Smote 0.78 ± 0.02 0.75 ± 0.03 0.79 ± 0.02 0.77 ± 0.03
Top10 Original 0.89 ± 0.02 0.71 ± 0.06 0.84 ± 0.03 0.82 ± 0.04
Original+Smote 0.89 ± 0.02 0.73 ± 0.06 0.84 ± 0.03 0.81 ± 0.04
filter 0.87 ± 0.03 0.71 ± 0.06 0.83 ± 0.03 0.79 ± 0.04
filter+Smote 0.87 ± 0.03 0.72 ± 0.05 0.83 ± 0.03 0.80 ± 0.04
Top15 Original 0.83 ± 0.04 0.63 ± 0.07 0.78 ± 0.05 0.73 ± 0.06
Original+Smote 0.82 ± 0.04 0.65 ± 0.06 0.77 ± 0.05 0.73 ± 0.06
filter 0.82 ± 0.04 0.62 ± 0.07 0.78 ± 0.05 0.72 ± 0.05
filter+Smote 0.82 ± 0.04 0.66 ± 0.06 0.78 ± 0.05 0.73 ± 0.05
and (filter+smote). In the original experiment category, EMPICU-RF performed best, followed
by PART, NB then DT, while in the filter experiment category EMPICU-NB performed best,
followed by EMPICU-RF, EMPICU-PART then EMPICU-DT. The most effective performance
for the EMPICU-RF model was obtained on the original dataset with (AUROC = 0.86 ± 0.02).
7.3.4 Experiment D - Top Ranked 10 Aributes
Methods - A total of 3,418 ICU patients and 20 variables resulted from filtering patient
records in the dataset that contain missing values in any of the top ranked 10 variables (orig-
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inal). The same experiment was run again, but with filtering only the top 10 variables: age,
serum urea nitrogen, respiratory rate max, heart rate max, heart rate min, creatinine max, care
unit name, potassium min, GCS min and systolic blood pressure min (filter).
Results - Table 7.2 shows the performance of the four machine-learning algorithms (RF,
PART, NB, DT) in predicting early hospital mortality among this patient cohort (original) and
(filter). Results were also obtained after applying SMOTE for both categories (original+smote)
and (filter+smote). Among the two experiment categories (original and filter), EMPICU-RF also
performed best, followed by EMPICU-NB, EMPICU-PART then EMPICU-DT. The most effec-
tive performance obtained was with the EMPICU-RF model on the original and original+smote
datasets with (AUROC = 0.89 ± 0.02). Figure 7.4 shows the performance of the four EMPICU
models (RF, PART, NB, DT) on the original dataset on the Yes class (patients at risk of dying
inside the hospital).
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Figure 7.4: The performance of all EMPICU models (RF, PART, NB, DT) on top 10 attributes
dataset (Original) on the Yes class (patients at risk of dying inside the hospital).
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7.3.5 Experiment E - Top Ranked 15 Aributes
Methods - A total of 1,356 ICU patients and 20 variables resulted from filtering patient
records in the dataset that contain missing values in any of the top ranked 15 variables (orig-
inal). The same experiment was run again, but with filtering only the top 15 variables: age,
serum urea nitrogen, respiratory rate max, heart rate max, heart rate min, creatinine max, care
unit name, potassium min, GCS min, systolic blood pressure min, White Blood Cells min, blood
clotting - INR min, Temperature max, platelets count min and sodium min (filter).
Results - Table 7.2 shows the performance of the four machine-learning algorithms (RF,
PART, NB, DT) in predicting early hospital mortality among this patient cohort (original) and
(filter). Results were also obtained after applying SMOTE for both categories (original+smote)
and (filter+smote). Among the two experiment categories (original and filter), EMPICU-RF
also performed best, followed by EMPICU-NB, EMPICU-PART then EMPICU-DT. The most
effective performance obtained was with the EMPICU-RF model on the original dataset with
(AUROC = 0.83 ± 0.04). Figure 7.5 shows the performance of the four EMPICU models (RF,
PART, NB, DT) on the filtered dataset on the Yes class (patients at risk of dying inside the hos-
pital) after 6 hours of admission compared to SAPS-I, APACHE-II, NEWS, SOFA and qSOFA
scores calculated after 24 hours of admission.
7.4 Comparison with Tradiࢢonal Early Warning Scoring Systems
As shown on figure 7.5, we compared the best performing EMPICU model - EMPICU-RF
to traditional scoring systems - SOFA, SAPS-I, APACHE-II, NEWS and qSOFA. We used the
already calculated SOFA and SAPS-I scores (after 24 hours of ICU admission) in the MIMIC-
II database. We chose to calculate APACHE-II, NEWS and qSOFA scores in order to have
a complete and diverse comparison considering the most effective scores we surveyed in the
literature. However, it was not possible to calculate MPM score as some of the attributes were
not available in the MIMIC-II database. As represented on the graph of figure 7.5, our proposed
EMPICU-RF model outperforms the five traditional scoring systems both in terms of mortality
prediction performance (AUROC) and in terms of time (i.e. early prediction; higher prediction
performance at 6 hours after admission compared to that of the scoring systems at 24 hours after
admission). Table 7.3 displays the AUROC and the standard deviation of each model.
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Figure 7.5: The performance of EMPICU-RF (superior model) on top 15 attributes dataset (filter)
on the Yes class (patients at risk of dying inside the hospital) after 6 hours of ICU admission
compared to SOFA, SAPS-I, APACHE-II, NEWS and qSOFA scores calculated after 24 hours
of ICU admission.
Table 7.3: Ranks our proposed EMPICU-RFmodel and the scoring systems by best performance
using AUROC.
Scoring System AUROC St. Deviation
RF at 6 hours 0.82 0.04
SAPS at 24 hours 0.650 0.012
APACHE at 24 hours 0.650 0.017
NEWS at 24 hours 0.641 0.017
SOFA at 24 hours 0.623 0.013
qSOFA at 24 hours 0.544 0.012
7.5 Results’ Discussion
When comparing the performance of all five experiments, we find that using the vital signs
and top ranked 10 attributes result in better prediction performance than when using the top 5,
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top 15 and all 20 unique attributes. The EMPICU-RF model outperformed EMPICU-PART,
EMPICU-NB and EMPICU-DT. In the five experiments, EMPICU-RF performed significantly
better than EMPICU-PART, EMPICU-NB and EMPICU-DT as displayed in table 7.2. This find-
ing supports why in past studies, DTs are not the favoured choice of data miners. For example,
Ramon et al. (Ramon et al., 2007) reported that the AUROCs of a DT yielded smaller areas
compared to RF (DT, 0.65; first order RF, 0.81). Nonetheless, past studies have reported con-
troversial finding on DTs and SVMs (Delen et al., 2005; Crawford et al., 2000; Ribas et al.,
2011; Citi & Barbieri, 2012). Considering the limited information in literature about the use
of decision-tree based algorithms for predicting health outcomes, this study contributes to our
understanding of the performance of decision-tree based algorithms (RF and DT) in compari-
son with the NB and rule-based PART models on the MIMIC II dataset. Table 7.4 ranks the
experiments that revealed high performance using the best performing model, EMPICU-RF. As
displayed in table 7.2, applying the SMOTE oversampling technique has not added significant
benefit to the classification performance. Both replacing the missing values with mean (rep1) or
with EMImpuation (rep2) gave relatively similar performance results.
Table 7.4: Ranks top obtained results from Table 7.2. Results display AUROC ± standard de-
viation for models developed using the most effective model - EMPICU-RF.
Dataset Experiment AUROC
VS Attributes Rep1+Smote 0.90 ± 0.01
Top 10 Attributes Original 0.89 ± 0.02
Top 10 Attributes Original+Smote 0.89 ± 0.02
Top 10 Attributes Filter 0.87 ± 0.03
Top 10 Attributes Filter+Smote 0.87 ± 0.03
Top 5 Attributes Original 0.86 ± 0.02
All Attributes Rep1 0.85 ± 0.01
All Attributes Rep1+Smote 0.85 ± 0.02
Top 5 Attributes Original+Smote 0.85 ± 0.02
All Attributes Rep2 0.84 ± 0.02
All Attributes Rep2+Smote 0.84 ± 0.02
In addition, the models built with the original 29 attributes (without any filtering) in experi-
ments C, D and E performed better than those with filtering. In the experiments without filtering,
top 10 (original) and (original+smote) performed best with (AUROC = 0.89 ± 0.02), followed
by top 5 (original) with (AUROC = 0.86 ± 0.02). As for the filtered experiments, top 10 (filter
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and filter+smote) also performed best with (AUROC = 0.87 ± 0.03), followed by top 15 (filter
and filter+smote) with (AUROC = 0.82 ± 0.04).
When comparing the novel EMPICU-RFmodel with traditional scoring systems, we find that
all the scoring systems are very similar in performance, which confirms what other researchers
like Glance et al. (Glance, Dick, & Osler, 2014) mentioned regarding the majority of tradi-
tional scoring systems being almost similar in their approaches and performance. In contrast,
the EMPICU framework proposed relies on machine learning methods that generate more so-
phisticated models capable of detecting hidden patterns, dealing with large amounts of data and
having higher discrimination power than existing traditional ICU scoring systems.
In summary, the main findings of this chapter are:
1) The best EMPICUmodel was produced using the Random Forests algorithm with the vital
signs when replacingmissing values by themean and applying SMOTE (rep1+smote) with
(AUROC = 0.90 ± 0.01),
2) Model performance is improved by correctly identifying the best predictive variables, not
by having large number of variables, contrary to findings of Pirracchio et al. (Pirracchio
et al., 2015) and to the time-series analysis in chapter 6 with the 37 attributes; in our study
the vital signs provide the best predictive model,
3) Using the SMOTE oversampling technique did not enhance the classification performance
of the models,
4) - Filtering out records that are missing key attributes slightly enhanced the models, how-
ever filtering out the least attributes contributing to IG did not enhance the models,
5) Our model compared favourably with traditional scoring systems (SOFA, SAPS-I,
APACHE-II, NEWS and qSOFA) in terms of AUROC and time (i.e at 6 hours compared
to 24, 48 or 72 after admission).
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CHAPTER 8
Classiﬁcaࢢon with Simple Clustering
Approach
There are several customized models (i.e. diagnosis-specific) for classifying severely ill pa-
tients. However, the ICU is a very complex environment and normally patients get admitted
suffering from several conditions; manually classifying the patients based on one diagnosis is a
challenge. This chapter is motivated by the use of data mining clustering methods to group pa-
tients based on similar physiological attributes rather than their diagnosis, which could improve
the classification for each group.
The study evaluates the impact of clustering patients using the K-means algorithm on the
performance of predicting mortality early on using 4000 ICU patients from the PhysioNet Chal-
lenge dataset (Citi & Barbieri, 2012). Experiments are conducted using two variable subsets:
(1) 37 variables of the PhysioNet Challenge dataset (after 6 hours of admission) and (2) 7 vital
signs (after 6 hours of admission).
8.1 Clustering Method - K-means
K-means clustering is a type of unsupervised learning, which is used when you have unla-
beled data (i.e. data without defined categories or groups). The goal of this algorithm is to find
groups in the data, with the number of groups represented by the variable K. The algorithmworks
iteratively to assign each data point to one of K groups based on the attributes that are provided.
Data points are clustered based on attribute similarity. The results of the K-means clustering
algorithm are:
1) The centroids of the K clusters, which can be used to cluster new data.
2) Clusters for the training data (each data point is assigned to a single cluster).
Each centroid of a cluster is a collection of attribute values which define the resulting groups.
Examining the centroid feature weights can be used to qualitatively interpret what kind of group
each cluster represents. Rather than defining groups before looking at the data, clustering allows
you to find and analyze the groups that have similar features. This introduction to the K-means
clustering algorithm covers common applications where K-means is used, steps involved in run-
ning the algorithm and how the number of K clusters can be determined.
Applications
The K-means clustering algorithm is used to find groups which have not been explicitly
labeled in the data. This can be used to confirmwhat types of groups exist or to identify unknown
groups in complex datasets. Once the algorithm has been run and the groups are defined, any
new data can be easily assigned to the correct group.
This is a versatile algorithm that can be used for any type of grouping. Some examples of
applications are:
1) Behavioral segmentation:
• Segment by purchase history
• Segment by activities on application, website, or platform
• Define personas based on interests
• Create profiles based on activity monitoring
2) Inventory categorization:
• Group inventory by sales activity
• Group inventory by manufacturing metrics
3) Sorting sensor measurements:
• Detect activity types in motion sensors
• Group images
• Separate audio
• Identify groups in health monitoring
In addition, monitoring if data associated with an object (e.g. a patient) changes over time
can be used to detect meaningful switches between groups.
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Algorithm
The Κ-means clustering algorithm uses iterative refinement to produce a final result. The
algorithm inputs are the number of clusters Κ and the dataset. The dataset is a collection of
features for each data point. The algorithm starts with initial estimates for the Κ centroids, which
can either be randomly generated or randomly selected from the dataset. The algorithm then
iterates between two steps:
1) Data assigment step: each centroid defines one of the clusters. In this step, each data point
is assigned to its nearest centroid, based on the squared Euclidean distance.
2) Centroid update step: in this step, the centroids are recomputed. This is done by taking
the mean of all data points assigned to that centroid’s cluster.
The algorithm iterates between steps 1 and 2 until a stopping criteria is met (i.e. no data points
change clusters, the sum of the distances is minimized or some maximum number of iterations
is reached).
Choosing K
The K-means algorithm finds the clusters for a particular pre-chosen K. To find the number
of clusters in the data, the user needs to run the K-means clustering algorithm for a range of K
values and compare the results. In general, there is no method for determining exact value of K,
but an accurate estimate can be obtained using the following techniques.
One of the metrics that is commonly used to compare results across different values of K is
the mean distance between data points and their cluster centroid. Since increasing the number
of clusters will always reduce the distance to data points, increasing K will always decrease this
metric, to the extreme of reaching zero when K is the same as the number of data points. Thus,
this metric cannot be used as the sole technique. Instead, mean distance to the centroid as a
function of K is plotted and the point where the rate of decrease sharply shifts, can be used to
roughly determine K.
A number of other techniques exist for validating K, including C-index (Hubert & Schultz,
1976), Jaccard index (Jaccard, 1912), Rand index (Rand, 1971)...etc.
8.2 Proposed Method: Simple Classiﬁcaࢢon Clustering Approach
Clustering is an unsupervised learning technique that deals with finding a structure in a col-
lection of unlabelled data by segmenting a diverse group into a number of similar subgroups or
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clusters. In clustering, the class label of each cluster is unknown. On the other hand, classi-
fication is a supervised learning technique, which finds the common properties among a set of
objects in a dataset and classifies them into different labeled classes, according to a classification
model(Keerthana & Srividhya, 2014).
The proposed approach combines clustering with classification in order to build a specific
model for each sub-group and at the same time avoid a single diagnosis classification. First,
the simple K-means clustering algorithm is run on the dataset. After which the Random Forests
classification algorithm is applied on the generated clusters. Figure 8.1 illustrates the general
framework of the proposed method for integrating clustering and classification methods, which
is composed of the following 2 main phases: (1) Model building in the training phase and (2)
Testing and operations phase:
8.2.1 Model Building
The dataset is split into training set (phase 1) and testing set (phase 2). Model building on
the training set consists of two main stages as follows:
1) Clustering: the simple K-means clustering algorithm is applied on the training set to gener-
ate ”n” clusters depending on the parameters of the specific experiment. This stage clusters
patients with similar traits in a single group.
2) Classification: the proposed EMPICU framework proposed in chapter 7 is applied on the
clustered datasets to build a classification model for each cluster.
8.2.2 Tesࢢng and Operaࢢons
Testing and operations on the testing set consists of two main stages as follows:
1) Cluster Assignment: For each patient record in the testing set, the nearest cluster mean is
calculated from the generated clusters in phase 1 to assign each patient to its appropriate
patient group.
2) Label Discovery: After the patient is assigned to its nearest cluster in the previous step,
the relevant classification model for the chosen cluster is applied to label the new patient.
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Figure 8.1: Illustrates the general framework of integrating clustering to the EMPICU classifi-
cation framework.
8.3 Experimental Results
Four experiments were conducted on two different variable subsets of the PhysioNet Chal-
lenge Dataset (Citi & Barbieri, 2012). As displayed on figure 8.2, the first dataset includes the
4000 patient records with the 37 PhysioNet Challenge variables displayed in table 8.1 and the
second dataset includes the 4000 patient records with the 7 vital signs: temperature, heart rate,
respiratory rate, systolic blood pressure, arterial blood oxygen, Glasgow Coma Scale and crea-
tinine. The results in chapter 7 showed that the vital signs set were effective in predicting early
patient mortality. Therefore we decided to chose the vital signs as the second dataset for our
analysis. On each dataset, the Simple K-means clustering algorithm is applied once with num-
ber of clusters ’K’= 3 and another with ’K’= 5. Then the classification algorithm RF is applied
on each of the clusters; results are reported using AUROC.
Table 8.2 shows the classification performance in AUROC of each cluster on the two subsets
of the PhysioNet Challenge dataset. Figures 8.3, 8.4, 8.5 and 8.6 illustrate the results shown in
table 8.2. Results show that the performance of classifiers improved only when using the dataset
with all 37 variables, as illustrated in table 8.2; the best performing classification results are
in cluster2 (37 attributes dataset) when the number of clusters ’K’= 3 with (AUROC = 0.984)
shown on graph (c) on figure 8.3; followed by cluster0 (37 attributes dataset) when the number of
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Figure 8.2: Illustrates the general framework of experiments 1, 2, 3 & 4.
clusters ’K’= 5 with (AUROC = 0.879) shown on graph (a) on figure 8.4; followed by cluster0
(37 attributes dataset) when the number of clusters ’K’= 3 with (AUROC = 0.850) shown on
graph (a) on figure 8.3.
In this chapter, we evaluated the performance of the classification algorithm Random Forests
in predicting mortality after applying the K-Means clustering algorithm as compared to the sim-
ple RF classification algorithm. Results show that the integration of clustering contributed to
better classification performance in some but not all of the experiments/ datasets, as displayed
in table 8.2.
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Table 8.1: Shows variable names and units of measure of each variable used in the PhysioNet
dataset.
Measurement Unit Measurement Unit
ABP (Arterial blood pressure) Weight kg
Invasive (diastolic, mean, systolic) mmHg Non-invasive (diastolic) mmHg
Non-invasive (mean) mmHg Non-invasive (systolic) mmHg
Albumin g/dL ALP (Alkaline phosphatase) IU/L
ALT (Alkaline transaminase) IU/L AST (Aspartate transaminase) IU/L
Bilirubin mg/dL BUN (Blood urea nitrogren) mg/dL
Cholesterol mg/dL Creatinine mg/dL
FiO2 (Fractional inspired oxygen) [0-1] Glasgow Coma Score (GCS) [3-15]
Glucose mg/dL HCO3 (Serum bicarbonate) mmol/L
HCT (Hematocrit) % Heart rate bpm
K (Serum potassium) mEq/L Lactate mmol/dL
Mg (Serum magnesium) mmol/L Mechanical ventilation [yes/no]
Na (Serum sodium) mEq/L PaCO2 mmHg
PaO2 mmHg pH [0-14]
Platelets cells/nL Respiration rate bpm
SaO2 % Temperature Celsius
Troponin-I ug/L Troponin-T ug/L
Urine output mL WBC (White blood cell count cells/nL
8.4 Classiﬁcaࢢon Aribute Analysis
As mentioned before the vital signs proved to be an effective variable set, therefore we chose
to undertake an in-depth analysis of the clusters generated from the vital signs dataset rather
than the dataset with all 37 variables. The characteristics of each cluster in the dataset, when
the number of clusters ’K’= 3 and ’K’= 5 are examined in order to understand which of the
vital signs contribute the most to the target variable being tested - death inside the hospital.
The AUROC of each vital sign within each cluster is calculated. Table 8.3 illustrate results of
the cluster analysis conducted. Also see Appendix A for figures 4 and 5 displaying AUROC
of each vital sign within each cluster. As displayed, the variables revealing highest AUROC
within the clusters are Age, followed by maximum heart rate, maximum creatinine, minimum
Systolic Arterial Blood Pressure, maximum Systolic Arterial Blood Pressure, minimum heart
rate, maximum temperature, minimum oxygen and finally Glasgow Comma Scale.
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Table 8.2: Shows the classification performance in AUROC of each cluster on the two PhysioNet
datasets: (1) All attributes (37 variables) and (2) Vital Signs on the 4000 patient records. (The
asterisk (*) denotes high AUROCs).
Dataset no. patients no. Clusters AUROC std. no. deaths no. survivals
Original 6h 4000 1 c0: 0.760* 0.030 554 3446
all attributes 6h 978 3 c0:0.850* 0.017 108 870
1223 c1: 0.707 0.018 218 1005
1799 c2: 0.984* 0.003 450 1349
all attributes 6h 754 5 c0: 0.879* 0.016 79 675
134 c1: 0.612 0.067 27 107
787 c2:0.756 0.025 75 712
1088 c3:0.718 0.019 193 895
1237 c4:0.693 0.021 180 1057
V-Signs 6h 1163 3 c0:0.757 0.020 172 991
1190 c1:0.679 0.020 180 1010
1647 c2:0.637 0.020 202 1445
V-Signs 6h 1115 5 c0: 0.745 0.019 173 942
122 c1: 0.640 0.066 26 96
765 c2: 0.674 0.031 72 693
708 c3: 0.679 0.029 81 627
1290 c4: 0.616 0.021 202 1088
134
(a) AUROC of cluster0. (b) AUROC of cluster1.
(c) AUROC of cluster2.
Figure 8.3: The graphs show the AUROCs for each cluster (0, 1 & 2) on the dataset with 37
variables. The graphs illustrate the tabulated results shown in row 2 of Table 8.2.
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(a) AUROC of cluster0. (b) AUROC of cluster1.
(c) AUROC of cluster2. (d) AUROC of cluster3.
(e) AUROC of cluster4.
Figure 8.4: The graphs show the AUROCs for each cluster (0, 1, 2, 3 & 4 ) on the dataset with
37 variables. The graphs illustrate the tabulated results shown in row 3 of Table 8.2.
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(a) AUROC of cluster0. (b) AUROC of cluster1.
(c) AUROC of cluster2.
Figure 8.5: The graphs show the AUROCs for each cluster (0, 1 & 2) on the dataset with vital
signs. The graphs illustrate the tabulated results shown in row 4 of Table 8.2.
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(a) AUROC of cluster0. (b) AUROC of cluster1.
(c) AUROC of cluster2. (d) AUROC of cluster3.
(e) AUROC of cluster4.
Figure 8.6: The graphs show the AUROCs for each cluster (0, 1, 2, 3 & 4 ) on the dataset with
vital signs. The graphs illustrate the tabulated results shown in row 5 of Table 8.2.
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Table 8.3: Shows each cluster in terms of its most significant attributes (top 3 vital signs including
age measured in AUROC) on the Vital Signs dataset: (1) K= 3 clusters and (2) K= 5 clusters.
K clusters Dataset Cluster no. AUROC std.
1 3 V-Signs 6h 0 Age: 1.000 0.000
Creatinine-max: 0.773 0.126
Temp-max: 0.727 0.107
2 3 V-Signs 6h 1 SysABP-min: 0.539 0.023
PaO2-min: 0.533 0.023
SysABP-max: 0.520 0.023
3 3 V-Signs 6h 2 Age: 0.706 0.054
Creatinine-max: 0.649 0.057
Heart rate-max: 0.591 0.059
4 5 V-Signs 6h 0 Age: 0.912 0.070
Temp-max: 0.769 0.106
PaO2-min: 0.659 0.137
5 5 V-Signs 6h 1 Heart rate-max: 0.621 0.067
Creatinine-max: 0.565 0.063
GCS-min: 0.518 0.067
6 5 V-Signs 6h 2 Age: 0.637 0.034
Heart rate-min: 0.622 0.035
Heart rate-max: 0.609 0.036
7 5 V-Signs 6h 3 Creatinine: 0.647 0.036
Heart rate-max: 0.634 0.035
Heart rate-min: 0.587 0.035
8 5 V-Signs 6h 4 Heart rate-max: 0.570 0.023
Heart rate-min: 0.566 0.023
Creatinine-max: 0.557 0.024
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CHAPTER 9
Conclusion and Future Work
9.1 Summary of Contribuࢢons
Large bodies of rich ICU data sources have recently been made available for data mining
and analysis. With ongoing advances in computing technology and electronic medical records,
particular attention has been given to ICU data archives, which continue to grow in size, quality,
and scope. In this study, theMIMIC II databasewas used as the source to develop early predictive
mortality models for ICU patients. The primary goal of the present research was to develop
an effective ICU mortality prediction model from 11,722 patient records only using the data
captured within the first few hours of admission, in particular the first 6 hours of a patient’s
admission, which was discovered to provide an effective early prediction of mortality. This goal
was derived from a need identified by interviews with ICU consultants, gap in the literature and
from in-depth analyses of ICU patient data over time.
Two categories of models were explored. First, we utilized the traditional scoring systems
that predicted patient mortality, such as SAPS-I and APACHE-II which were initially designed
to predict patients at risk from data available after 24 hours of ICU admission. Second, we de-
veloped models within a data mining framework specifically intended for prediction of mortality
for ICU patients based on patient data from the first few hours of admission, in particular after
the first 6 hours of a patient’s admission, which we found to provide optimum results despite the
amount of missing patient data at an early point in time. The EMPICU framework proposed used
the ICU data extracted from the MIMIC II database which included patient demographics, phys-
iological data, vital signs and lab tests/ investigations as input variables and in-hospital death
status as the target variable. The model relied on data mining methods, which provides a general
prediction model, unlike other customized methods designed for a specific patient condition.
For the mortality prediction task using traditional scoring systems, we compared five types
of scores at predicting patient mortality. First, we compared NEWS, SAPS-I, SOFA, qSOFA
and APACHE-II for identifying ICU patients at risk of dying, using their data after 6, 24 and 48
hours of admission. This study was presented in chapter 5 of the thesis. Next, we conducted a
thorough time-series analysis for hospital mortality prediction within the first 48 hour window
of ICU admission, which was presented in chapter 6. To our knowledge, there has been no
definitive studies comparing mortality prediction models per hour during the first 48 hours of
a patient’s admission that rely on data mining algorithms in order to define to clinicians when
is the ideal time for early mortality prediction in the ICU. This study aimed to draw attention
of the medical and data science communities to the importance of time-series analysis in the
ICU taking into consideration the challenge of missing values in early patient data. Finally, we
developed a novel model which presents to the medical and data science community a framework
for early mortality prediction in the ICU based on a Data Mining approach, provided in chapter
7. The EMPICU-RF which is the optimum model, was validated against the traditional scoring
systems (APACHE-II, SAPS, NEWS, SOFA and qSOFA) as well as other data mining models
(EMPICU-PART, EMPICU-NB and EMPICU-DT) with different sets of attributes. One of the
most effective sets was the vital signs, which includes only 7 variables, fewer than most standard
scoring systems used in intensive care units. It was found to outperform all models explored,
with (AUROC = 0.90).
When comparing the early warning scores, results showed that no significant performance
difference was observed between the different scoring systems - SAPS-I, APACHE-II, SOFA,
qSOFA and NEWS. The discrimination power of the five scoring systems was poor, partic-
ularly in the first hours of admission when a lot of patient data was missing. Generally, the
commonly used early scoring systems were more accurate than qSOFA score for predicting pa-
tient in-hospital mortality. After 24 hours of admission the performance of SAPS-I (AUROC
= 0.650), APACHE-II (AUROC = 0.650) and NEWS (AUROC = 0.641) was better than SOFA
(AUROC = 0.623) and qSOFA (AUROC = 0.544). After 48 hours of admission where the data
is relatively more complete, NEWS performed slightly better than APACHE-II with (AUROC
= 0.695) vs. (AUROC = 0.661) respectively. However, when the data had more missing values
after 6 hours of admission, APACHE-II had a slightly stronger discrimination power over NEWS
with (AUROC = 0.599) vs. (AUROC = 0.565) respectively. In general, the discrimination power
of the different scoring systems is relatively similar with slight advantage to the APACHE-II and
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NEWS scores over the others. Therefore, there is a need for a novel model, more effective at
predicting mortality for ICU patients, in particular in the early hours of a patient’s admission.
This finding stimulated research in other directions, like data mining and machine learning to
help build models that can predict hospital mortality for ICU patients early on, when clinicians
and patients may value a tool to assist critical decision making.
The time-series analysis presented in chapter 6 of this thesis showed that there is a sharp
improvement in mortality prediction performance at the 6th hour of ICU admission, after which
the increase in performance is relatively smaller till the 48th hour of ICU admission. Also, the
percentage of missing values in the dataset drops dramatically at the 6th hour of ICU admission
and continues to decrease gradually till the 48th hour of ICU admission, showing many available
patient critical measurements at the 6th hour of admission which could be used to build a model.
In addition, the discrimination power of the machine learning classification model (EMPICU-
RF) after 6 hours of admission outperformed the main scoring systems used in intensive care
medicine (APACHE-II, SOFA, SAPS-I, NEWS and qSOFA) even after 48 hours of admission,
where the data is relatively more complete. It is important to note that throughout the literature,
only a few established models are suitable for early mortality prediction in ICU (e.g. MPM and
SAPS-III). However, these models are not widely used due to their low discrimination power
and complexity as many of the required attributes are not available at ICU admission.
The proposed EMPICU model presented in chapter 7 outperformed the traditional ICU scor-
ing systems (APACHE, SAPS, SOFA, qSOFA and NEWS) when mortality prediction perfor-
mance is measured in terms of time (i.e. at 6 hours after admission rather than the typical 24,
48 or 72 hours after admission in the other models) using AUROC. The best performing model
was the EMPICU-RF, which uses the data mining classification algorithm Random Forests on
the 7 physiological vital signs (systolic blood pressure, respiratory rate, heart rate, temperature,
creatinine, Glasgow Coma Scale and arterial blood oxygen) in addition to age, with AUROC =
0.90. The results in chapter 8 also emphasize on the relevance of these variables on the outcome/
target variable in-hospital mortality as we showed each cluster in terms of its most significant
attributes. In terms of AUROC, the variables that were most effective in prediction were: age,
followed by maximum heart rate, creatinine and minimum systolic arterial blood pressure, max-
imum systolic arterial blood pressure, minimum heart rate, maximum temperature, minimum
oxygen then Glasgow Comma Scale within the clusters. Moreover, integrating the clustering K-
means algorithm with classification algorithm Random Forests was effective in some but not all
142
of the experiments. The RF classifier’s performance was significantly enhanced on the dataset
with 37 variables and when the number of clusters was 3 with AUROC = 0.984 for cluster2 only.
9.2 Future Work and Limitaࢢons
The future work for this study could be seen from three main dimensions: (1) expanding the
experiments, (2) operationalization of the model and (3) addressing the current limitations.
Expanding the Experiments
In this dimension we look at expanding the experiments in terms of data and algorithms.
First in terms of data, although our study used a large number of representative samples from
the MIMIC II database; the MIMIC III database is currently available for investigation with
more patient samples. Our experiments started in 2014 prior to the launching of the MIMIC
III database, which was in late 2015. In addition to using the MIMIC database as the source
of data for this study, we aim to test our model on different data sources from different health
systems (countries). For example, using the Philips eICU program (McShea, Holl, Badawi,
Riker, & Silfen, 2010). Second in terms of algorithms, one of the main challenges in dealing
with early ICU mortality prediction is the high percentage of missing patient measurements
at the first few hours of admission. In this study, generally replacing the missing values with
mean (rep1) and replacing them with EMImpuation (rep2) for both - 20 attributes and vital signs
datasets - revealed similar results and did not enhance the classification performance. However,
in the experiments where we filtered records with missing measurements in top 5 and 10 ranked
attributes, the classification performance was enhanced. We believe that dealing with missing
values is not a trivial issue, it requires more attention from data scientists and medical doctors.
As a result, we intend to use more advanced customized algorithms for dealing with missing
values.
In addition, in this study we relied on standalone numerical measurements, which are sin-
gle time point snapshots (e.g., 158 mg/dL glucose level), unlike vital measurements and labo-
ratory test values that fluctuate as time progresses (e.g., glucose level may increase from 158
mg/dL to 189 mg/dL after 53 minutes, then fall to 172 mg/dL after another 62 minutes). These
events are referred to as temporal trends. Snapshot measurements have been widely used due
to their simple extraction and robust statistical properties. However, they are less informative
than temporal trends. Temporal trends are more expressive and informative, but their extraction
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is often complex. However, for better modeling, temporal trends often need to be considered
in groups because the underlying pathophysiologic evolution of a patient (e.g. kidney failure)
usually manifests itself through multiple physiologic variables (e.g., abnormalities in glomerular
filtration rate, creatinine...etc.).
Moreover, in this study we used the SMOTE re-sampling technique to improve classifica-
tion performance on the minority class in the presence of data imbalance. However, on our
dataset, with respect to the chosen method - SMOTE, the classification performance has not
been improved. This could be due to data distribution, the presence of within class imbalance
in addition to between class imbalance and the choice of classifier used on re-sampled dataset
(More, 2016). Several other techniques have been proposed in literature which have had suc-
cess in handling data imbalance. Some of these include One side selection (Kubat et al., 1997),
ADASYN (He, Bai, Garcia, & Li, 2008), SVM SMOTE (Nguyen, Cooper, & Kamei, 2011),
SMOTEBoost (Chawla, Lazarevic, Hall, & Bowyer, 2003), ClusterBased Oversampling (Jo &
Japkowicz, 2004), Kernel-based methods and active learning (He & Garcia, 2009). We intend to
investigate the class imbalance problem and other sophisticated re-sampling techniques, which
may yield better results with the dataset used in this study.
Operationalization of the Models
In this section we look at putting the developed model into operation. Most machine learning
and data mining models, including the proposed 6 hours prediction model in this study, are not
intended to be used manually; such sophisticated models are normally part of an automated sys-
tem. Moreover, in many intensive care units, computing facilities that collect data electronically
are available for all patients. Operationalization is a key aspect in such research. The problem of
data collection and complexity, we feel, could be overcome with modern information technol-
ogy, for example a wireless device carried by the clinician, employing a program to extract data
from the clinical information system and derive a prediction in real time. How that information
is then used depends upon clinical judgement and the patient’s (or their proxy decision maker’s)
views and beliefs about the balance of risk versus benefit of further intensive care interventions.
Practical deployment of a risk prediction tool requires careful ethical consideration of the
potential impact upon decisionmaking. This would best be achieved bywide consultation among
clinicians and consensual opinion might be quantified by means of a Delphi study. This is a
formal method of determining expert opinion about questions which cannot be answered by
empirical means. It is held to be evidence of a level higher than expert opinion alone, because it
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is highly structured (Dalkey, 1969; Okoli & Pawlowski, 2004). Delphi as defined in (Linstone,
Turoff, et al., 1975) is used to structure a group communication process so that the process is
effective in allowing a group of individuals, as a whole, to deal with a complex problem. Properly
conducted, a Delphi study might be used in this field of enquiry to develop a consensus ethical
framework to accompany the introduction of a practical risk prediction tool.
Addressing the Current Limitations
In futureworkwe aim to address the following limitations. First, the study considered the first
ICU stay for all patients, so for future research in similar directions, researchers might consider
patient data with multiple ICU stays. Second, we only considered patients at the age of 16 and
above who were admitted to Medical ICU (MICU), Surgical ICU (SICU) or Cardiac Surgery
Recovery Unit (CSRU). Last but not least, despite methodological advances in machine learning,
clinicians often regard data mining models as black boxes, which don’t assist understanding.
This perception lies partly in the difficulty of relating complex clinical events to model features.
Although some models may be interpreted relatively easier than others (e.g. DTs vs. ANN or
RF), none are intuitive. It is hoped that as such models become more routinely deployed in many
healthcare systems, their interpretation both by clinicians and patients will improve.
9.3 Summary
We believe that the major contribution of the current study is two-folds, both in clinical prac-
tice and for data scientists and research purposes. From a medical perspective, we believe that
the major contribution of this research is in providing an effective predictive model that can
predict those patients at high and low risk. In addition, the model also highlights on relevant
medical variables within the first few hours of admission that directly influence early predic-
tion of mortality. We believe this contribution marks a significant step towards a reliable early
mortality prediction model. It also draws attention to the problem of missing values in variables
over time in order to emphasize on the importance of collecting certain measurements early on;
this will influence the predictive performance of mortality prediction models. Whilst we fully
acknowledge that there are still aspects (ethical, interpretation, generalization/ adaptation...etc.)
to be investigated in order to have a fully operational and usable clinical tool, we have shown
that there exists rich information signal early in a critical care admission, which can provide
guidance about likely individual outcome. We have shown this on a database with incomplete
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data. It is our view that this signal may in future be further strengthened by refinements to
the methodology, which we have used, in order to assist both clinicians and patients in early
outcome prediction. From a machine-learning perspective, we showed that data mining classifi-
cation methods significantly contribute to the development of an effective medical tool for early
mortality prediction. The best performing data mining model was the EMPICU-RF, which uses
the data mining classification algorithm Random Forests on 7 physiological vital signs (systolic
blood pressure, respiratory rate, heart rate, temperature, creatinine, Glasgow Coma Scale and
arterial blood oxygen) with AUROC = 0.90.
Our results contribute to the following broad ideas: (1) It is feasible to predict mortality in
the ICU after a few hours of admission; (2) The vital signs are very powerful in predicting early
mortality when used with the sophisticated data mining model - Random Forests; (3) Clustering
analysis could improve the understanding of patient data (4) Early generic patient models based
on the Random Forests algorithm outperform both other data mining classification algorithms
and traditional scoring systems at 6, 24 and 48 hours of admission; and (5) The EMPICU-RF
framework proposed for early prediction of mortality could play an important role in the ad-
vancement of ICU performance and patient care.
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Figure 1: Graph (a) shows the percentage of missing values of Liver and Nutritional State at-
tributes during the first 48 hours of ICU admission. Graph (b) shows the percentage of missing
values of Metabolic and Endocrine attributes during the first 48 hours of ICU admission.
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Figure 2: Graph (a) shows the percentage of missing values of Renal attributes during the first 48
hours of ICU admission. Graph (b) shows the percentage of missing values of Central Nervous
System (GCS), Haematoglogy (HCT & Platelets) and Micro (Temperature& WBC) attributes
during the first 48 hours of ICU admission.
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Figure 3: Graph (a) shows the percentage of missing values of Cardiac attributes during the first
48 hours of ICU admission. Graph (b) shows the percentage of missing values of Respiratory
attributes during the first 48 hours of ICU admission.
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(a) AUROCs of vital signs in cluster0. (b) AUROCs of vital signs in cluster1.
(c) AUROCs of vital signs in cluster2.
Figure 4: The graphs show the AUROCs for each vital sign in cluster (0, 1 & 2) on the dataset
with vital signs. The graphs illustrate the tabulated results shown in rows 1, 2 & 3 of Table 8.3.
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(a) AUROC of cluster0. (b) AUROC of cluster1.
(c) AUROC of cluster2. (d) AUROC of cluster3.
(e) AUROC of cluster4.
Figure 5: The graphs show the AUROCs for each cluster (0, 1, 2, 3 & 4 ) on the dataset with
vital signs. The graphs illustrate the tabulated results shown in rows 4, 5, 6, 7 & 8 of Table 8.3.
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