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1. INTRODUCTION 
In recent papers [l, 21 the author, using rather elementary arguments, 
derived a number of results1 concerning the existence and the construction 
of solutions and of fixed points for a class of nonlinear equations involving 
bounded projectionally-compact1 (P-compact) operators defined on a real 
Banach or Hilbert space with a basis. These results extended and simplified 
similar results for quasicompact operators obtained by Kaniel [3]. At the 
same time we deduced from our theorems certain basic results on bounded 
monotone operators obtained previously by Minty [4], Browder [5,6] and 
others. 
The purpose of this paper is two-fold: First, we extend our main results 
derived in [I, 21 to P-compact operators without assuming their boundedness; 
second, using our extended results, we generalize to our class of operators 
the recent results1 of Granas [7, 81 concerning the solvability of nonlinear 
equations and the geometrical intersection theorem involving quasibounded’ 
completely continuous operators. At the same time we obtain some new 
results for P-compact and monotone operators in Hilbert space. 
2. EXTENDED RESULTS FOR P-COMPACT OPERATORS 
Let X be a real Banach space with the property that there exists a sequence 
{X,} of finite dimensional subspaces X,, of X, a sequence of linear projec- 
tions (P,} defined on X, and a constant K > 0 such that 
P,X = x, ) xv2 c x72+1 9 71 = 1, 2,3, *.*, (J x, = x, (1) 
7z 
II Pn II < K, n = 1, 2, 3, *** . (2) 
1 For the precise definitions of the concepts and the statements of the results 
mentioned in the Introduction, see the succeeding sections of this paper. 
243 
244 PETRYSHYN 
Let B, denote the closed ball in X of radius r > 0 about the origin and let S, 
denote the boundary of B, . Let the symbols “+” and “A” denote the strong 
and weak convergence in X, respectively. In what follows we consider the 
class of P-compact operators which were studied by the author in [8,9] 
and which are defined as follows: 
DEFINITION 1. A nonlinear operator A mapping X into itself is called 
projectionally-compact (P-compact) if P,A is continuous in X,, for all suf- 
ficiently large n and if for any constant p > 0 and any bounded sequence (x,,} 
with x, E X,, the strong convergence of the sequence {g,,} = {P,Ax, - px,} 
implies the existence of a strongly convergent subsequence (xni} and an element x 
in X such that x, + x and P,, .Ax,, -+ Ax. 1 1 E 
The results of this paper will be based essentially on the following theorem 
which for bounded P-compact operators was proved by the author in [l, 21. 
THEOREM 1. Suppose that A is P-compact. Suppose further that for 
given r > 0 and TV > 0 the operator A satisfies both of the following conditions: 
(A): There exists a number c(r) > 0 such that if, for any n, P,Ax = hx 
holds for x in S, with h > 0, then h < c(r). 
(II,): If for some x in S, the equation Ax = ox holds then 01 < TV. 
Then there exists at least one element u in (B, - S,) such that 
Au -/LU =O. (3) 
PROOF. The proof Theorem 1 follows the same line of argument as the 
proof of the corresponding Theorem 2 in [2]. As in [2], all we need is to show 
that the present conditions (A)-(1T,) imply the validity of the following 
lemma. 
LEMMA 1. If A satisfies the conditions of Theorem I, then there exists an 
integer n,, > 0 such that if n > n,, and P,,Ax = ,8x for som x in S, n X, then 
B < CL’ 
PROOF OF LEMMA 1. If the assertion of Lemma I were not true for any 
n, , we could find a sequence {xn} with x,, E Xnn S, and a sequence of 
numbers &B,) such that 
PJx, = ,iGn , ml 2 CL). (4) 
Hence our condition (4) implies that 
II PAX, II = t%r < c(y) y, 
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i.e., /?n E [p, C(Y)] for each n. Passing to a subsequence, we may assume that 
j3a -+ /3 and fl E [EL, C(Y)]. This and (4) show that 
PnAxn - ,h = (Pn - 8) xn -+ 0, (n --f co). (5) 
Since A is P-compact, (5) implies the existence of a strongly convergent 
subsequence, which we again denote by {x,}, and an element x in S, n X 
such that x, + x and P,Ax,, + Ax. This and (5) imply that Ax - /3x = 0 
for x in S, and b >, p in contradiction to condition (U,,) of Theorem 1. 
The proof of Theorem 1 is then completed in exactly the same way as 
in [2]. 
REMARK 1. It is obvious that if in Definition 1 we require p < 0 instead 
of p > 0, then we obtain a theorem analogous to Theorem 1. We need only 
consider - A instead of A and assume that for given Y > 0 and p < 0 
instead conditions (/l) and (17,) the operator A satisfied the conditions 
(A-): There exists a number C(Y) > 0 such that if, for any n, P,(Ax) = hx 
holds for x in S, with h < 0, then - C(Y) < X. 
(rr,-) If for some x in S, the equation Ax = olx holds then TV < 01. 
REMARK 2. Let us remark that condition (A) is in no way a condition 
on the size of Ax or even on the size of P,Ax. All it says is that when for 
any x in S, and any n the vector P,Ax is in the same direction as x then P,Ax 
are uniformly bounded. 
REMARK 3. The assertion of Theorem 1 remains valid if condition (A) 
is replaced, for example, by any one of the following stronger conditions 
whose degree of generality increases in the given order: 
(a) A is bounded, i.e., A maps bounded sets in X into bounded sets. 
(b) For any given Y > 0 the set A($) is bounded. 
(c) X is a Hilbert space H and, for any given Y > 0, (Ax, x) < c I/ x ]I2 
for all x in S, and some c > 0. 
COROLLARY 1. If A is P-compact and for some Y > 0 the conditions (A) 
and (l7J are satisjied on S, , then A has a fixed point in (B, - S,). 
THEOREM 2. Suppose that A is P-compact. Suppose further that there exists 
a sequence of spheres {STs} with yD -+ 00, asp -+ co, and two sequences ofpositive 
numbers c, = c(Y,) and k, = k(r,) with k, -+ 03, as Y, -+ co, such that the 
following conditions hold : 
(A,): Whenever for any given f in B, and any n the equation 
P,Ax - Xx = P,, f holds for x in STp with X > 0 then h < cg, .
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(17,): I)Ax-~xII~kDforany7)>p>OandanyxinS~y. 
Then for every f in X there exists an element u in X such that 
Au -/.Lu =f. (6) 
PROOF. For any given f in X choose Y, so large that I/f Ij < k, . If we 
define Cx = Ax -f, then obviously C is P-compact. Furthermore, on 
Srp the operator C satisfies conditions (A) and (D,) of Theorem 1. Indeed, if 
P,Cx = Xx for any x in Srp with A > 0, then, by the definition of C, f E BkD 
and P,Ax - Ax = P, f. Hence, by (A,), h < c, , i.e., (A) is fulfilled. Suppose 
now that Cx = cllx for some x in S 7y . Then 01 < p since, in virtue of (n,), 
the assumption that 01 > TV would lead to the contradiction 
II Cx - a.~ II = II Ax - ax -f II > II Ax - ax II - IIf II 3 k, - llf II > 0. 
Hence, by Theorem 1, there exists an element u in (B,* - Sly) such that 
Cu = pu, i.e., I( is a solution of Eq. (6). 
In case X is a Hilbert space we have the following interesting theorem. 
THEOREM 3. If A is a P-compact mapping of H into itself such thut 
(Ax, 4 < (A(O), -4, XGH, (7) 
then for any given p > 0 the operator (A - PI) is onto. 
PROOF. Let (SYD} be a sequence of spheres in H with 
and let {cp} and {k,} be two sequences given by c, = TV and 
k, = PP = ~-9 - II 44 II . 
For any given f in H choose r, so large that 1) f 1) < k, . If we put 
Cx = Ax -f, then (7) implies that for all x in H 
(Cx, 4 < (C(o), 4. (8) 
It is not hard to show that, in virtue of (8), the above defined sequences {cJ 
and {k,} satisfy conditions (A,) and (n,) of Theorem 2. In fact, suppose that 
for any f in B, and any n the equation P,Ax - Ax = P, f holds for x in 
S, with X > O.*Then, by our definition of C, P,Cx = Ax and x E H, n S, . 
Tks and (8) imply that 
8% 4 = (PnCx, 4 = (Cx, 4 < (C(o), 4 < II C(o) II II x II 
< (II 44 II + Ilf II) II x II 
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from which we derive the inequality h 11 x /I < 11 A(o) 11 + Fz, = prP. Thus, 
h < c, , i.e., condition (Af) is satisfied. To verify condition (n,) note that if 
for 7 3 TV we put Qx = Ax - 7x, then by (7) 
(Q(o) - Qx, 4 = (44 - Ax + TX, 4 
= (A(o), x) - (Ax, x) + 7(x,x> 3 7(x, 4 
Hence II Qx -Q(o) 11 > 7 II x 1) 3 p /I x II for each x in H and any 7 3 p. 
Thus for any x in ST,, and 7 3 p 
II Ax - 7x II = II Qx II 3 II Qx - QW II - II Q(o) II 2 II II x II - II 44 II 
= CLIP - II 44 II = PP = h, 
which is precisely condition (D,). Consequently Theorem 3 follows from 
Theorem 2. 
COROLLARY 2. If A is P-compact and monotone decreasing, i.e., 
(Ax--y,x-yy)<O, X,Y EH, (9) 
then for any given p > 0 the mapping P = A - PI is one-to-one and onto. 
PROOF. The onto part of the assertion of Corollary 2 follows from Theo- 
rem 3, since (9) clearly implies (7) while the one-to-one part follows from 
the fact that II Px - Py 11 >, p 11 x - y I/ for any x and y in H and any p > 0. 
3. APPLICATIONS TO QUASIB~UNDED MAPPINGS 
Let Y and 2 be any two real Banach spaces. Following Granas [7] we say 
that a nonlinear mapping A of Y into 2 is quasibounded if there exist two 
constants M > 0 and q0 > 0 such that 
II Ax II < M II x II for all x in Y with II x II 2 40 . 
If A’ is quasibounded, then the number 1 A / defined by 
j A I = inf. 
I 
II Ax II ~ 
qo4q- ICXI 11 x 11 I (11) 
is called the quasinorm of A. It follows that every bounded linear operator is 
quasibounded and that its norm coincides with its quasinorm. Furthermore, 
as was observed by Granas, every nonlinear mapping of Y into 2 which is 
asymptotically differentiable in the sense of Krasnoselsky [9] is quasibounded. 
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In fact, if A is asymptotically differentiable, then there exists a linear operator 
A’ mapping Y into 2, called the asymptotic deriwative of A, such that 
lirn 
II x II -3m i 
II A(X) - A’x il = 0; 
II x II 1 
hence it follows easily from (12) that A is quasibounded and that 
/ A j < I/ A’ ]I . Let us add that the class of asymptotically differentiable 
operators was thoroughly studied in [9]. 
The purpose of this section is to apply our theorems proved in Section 2 
to the generalization of results obtained by Granas [7, 81 for completely 
continuous quasibounded operators by means of topological arguments. 
THEOREM 4. Suppose that A is a P-compact and quasibounded mapping 
of X into itself. If p > AZ, then (A - PI) is onto. 
PROOF. Let {Ye} be a sequence of real numbers such that Y, 3 4s for all p 
and such that y9 + CO, as p + CO. Then, in view of our conditions, for all z 
in STB and any 7 3 TV., 
II Ax - 77% II 2 rl II x II - II Ax II 3 P II x II - M II x II = (CL - M) II x II 
=(p-M)Yp. 
Thus condition (J7,) of Theorem 2 is satisfied with k, = (I* - M) Ye . Now 
suppose that for any f in Blc, and any n the equation P,Ax - Xx = P, f 
holds for x in STY with h > 0. Then, by (2) and (lo), the latter equation 
implies that 
Ar, = h II x II = II P,&Jx -f> II d K II Ax -f II < Kill Ax II + llf II> 
< KWr, + k,). 
Hence, h < ILK, i.e., condition (A,) is satisfied with c, = PK for each p. 
Consequently, Theorem 4 follows from Theorem 2. 
REMARK 4. It is not hard to see that Theorem 4 remainsvalid if instead 
of assuming that p > M we assume that p > I A / . 
COROLLARY 3. Suppose that A is quasibounded and P-compact with p < 0. 
If p > M, then (PI + A) maps X onto itself. 
PROOF. The conditions of Corollary 3 imply that B = - A is quasi- 
bounded and P-compact with p” = - p > 0. Hence, by Theorem 4, (A - pZ) 
or equivalently the operator (,I+ A) is onto. 
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REMARK 5. When A is completely continuous (i.e., A is continuous and 
compact) and p= 1 Corollary 3 was proved by Granas [7] by the application 
of the topological fixed point theorem of Rothe [lo]. 
AN INTERSECTION THEOREM IN X 
Suppose that X is a direct sum of the subspaces V C X and WC X, i.e., 
X = V @ W, and suppose that P, and P, denote the projections of X 
onto V and W, respectively. It is obvious that P, and P, are linear and that 
II PYX II < II p, II II x II > II p,x II II G II PFV II II x II 9 XEX. (13) 
Suppose further that f(w) = z, + F(o) maps V into X and that 
g(w) = w + G(w) maps W into X, where F and G are quasibounded and 
completely continuous nonlinear mappings. Using Rothe’s theorem, Granas 
[8] obtained an interesting intersection theorem by proving that if 
I~III~,/I+l~/II~,ll~~~ (14) 
then the images f(V) and g(W) have a nonempty intersection, i.e., 
f(V) n kw> z 0. 
Here we consider the intersection theorem when either F or G is P-com- 
pact and when condition (14) is replaced by a much weaker condition. Our 
result is based on the application of Theorem 1. 
THEOREM 5. Let G be a nonlinear mapping of W into X such that the 
operator G( - Pw) is P-compact and such that to a given r > 0 there corresponds 
a number C(Y) > 0 with the property that for all x in S, 
It G(- P,x) II d c(y). (15)’ 
Let F be a completely continuous nonlinear mapping of V into X and let f,(v) 
and g,(w) be the mappings defined respectively from V and W to X by 
f,(w) = pv + Fv and g,(w) = pw + Gw. If for given r > 0 and TV > 0 the 
operators F and G satisfy the condition 
(I7): If Fv+orv=Gw+orw for some v in V and w in W with 
11 v - w I/ = Y, then 01 < /.L, 
then f,(V) n g,(W) Z 0. 
PROOF. Let us define a nonlinear mapping A of X into X by 
Ax = G(w) -F(o) with w=-Pp,x and v = P,x, XEX, 
(16) 
409/16/W 
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and observe that f,( V) n g,( IV) # @ if and only if the equation 
Ax =px (17) 
has a solution in X. Indeed, if x is a solution of (17), then x has a unique repre- 
sentation x = Pyx + Pwx = v - w and, in view of (16), (17) implies that 
Gw - Fv = ~(v - w) or that pw + Gw = VW + Fv, i.e.,fp( V) n g,( W) # $3. 
On the other hand, if v E I’ and w E W are two elements such that 
f,,(v) = g,(w), then ~(v - w) = Gw - Fv. Hence, if we put x = v - w, 
(16) implies that x is a solution of (17). 
Thus, to prove Theorem 5 it is sufficient, in view of the above observation 
and Theorem 1, to show that the operator A defined by (16) is P-compact 
and satisfies conditions (A) and (U,J. 
Let us first show that A is P-compact. Now, by our conditions on G and 
F, P,A is certainly continuous in X, for all sufficiently large II. Further, let 
{xn} be a bounded sequence so that for any p > 0 
g,, = P,Ax, - px, = P,G( - P,x,) - px, - P,F(P,x,) ---f g, X,EX,. 
(18) 
Since {v,} = {Pvxn> is bounded and F is completely continuous, there exists 
a subsequence, which we again denote by {xn}, such thatPi‘ = F(Pvx,) -+ v 
and P,F(v,J -+ v, where v is some element in X. This and (18) imply that 
f,, = P,G (-Pwxn) - PX, = gn + PnF(P,xn) -g + v, (?z --f co). 
Since G(- Pw) is P-compact there exists a subsequence, again denoted by 
{xn}, such that x, + x and P,G(- Pwxn) + G(- P,x). This and the con- 
tinuity of F imply that 
P,Ax, = P,G( - P,x,) - PnF(Pvx,) + G(P,x) - F(P,x) = Ax 
i.e., A is P-compact. 
Suppose now that Ax = ax for some x in S, . This then means that 
Gw+aw=Fv+~w with /~v-~~~=[~P,x+P~x~~=r. Hence our 
condition (n) implies that 01 < p; i.e., A satisfies condition (17,). Finally we 
see that for any x in S, condition (15) and the complete continuity of F imply 
the inequality 
II Ax II < II G(- Pwx) II + IIF II < 44 + c> XEST> 
where c > 0 is such that II F(P,x) I/ < c for all x in S, . Thus the set A(S,.) 
is bounded and therefore, by Remark 3(b), A satisfies condition (A). Hence, 
by Theorem 1, Eq. (17) has at least one solution in B, or, equivalently, the 
intersection f,( V) n g,(W) # @. 
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COROLLARY 4. Suppose that G and F satisfy all conditions of Theorem 5 
except that condition (IT) is replaced by the condition 
II pw + Gw - (P +F@ /I2 3 IIFv - Gw II2 - p2 II r~ - w II2 (19) 
forvEV,wEWwithIIv-wl/=r.Thenf,(V)ng,(W)#e). 
PROOF. We may assume, without loss of generality, that there are no 
elements ZJ in V and w in W with I/ v - w II = r such that f,,(v) = g,(w). 
Suppose now that for some x in S, or equivalently for some v in V and w 
in W with )/ v - w I/ = Y we have Fv + 01v = Gw + orw. Then 
/I Gw - Fw - /L(U - w) /I2 = II CY(V - w) - /L(Z) - w) II2 = (IX - /A)” I/ 2, - w /I2 
and 
11 Gw - Fv II2 - p2 I/ v - w II2 = (LX” - /A~) /I v - w 112. 
Hence, by (19), (a - p)2 2 (01~ - p2) or 2~~ 3 2~01. Since p > 0, our 
assumption then implies that 01 < TV and, consequently, (18) implies con- 
dition (n). Corollary 4 then follows from Theorem 5. 
REMARK 6. In case X is a Hilbert space condition (19) is equivalent 
to the requirement 
(G(- Pwx) - W’vx), 4 < CL II x II29 x E s, . (20) 
COROLLARY 5. Suppose that F and G are completely continuous and quasi- 
bounded: i.e., there exists four constants MI > 0, M, > 0, r1 > 0 and r2 > 0 
such that 
11 Fv 11 < MI II v II for every v in V with norm II v II 2 6 (21) 
/I G(w) 11 < M2 II w I/ for every win Wwith norm II w II b r2. (22) 
Suppose further that MI and M, satisfy the inequality 
Ml II f’v II + M2 II f’w II d 1. (23) 
Then fi( V n n(W) # !J. 
PROOF. Let us first remark that, as was shown by Granas, the conditions 
of Corollary 5 imply the existence of a constant r > 0 such that 
II G(- Pw4 -W’vx) II G II x II for every x in X with II x II 2 r; 
(24) 
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i.e., the operator A(x) = G(- PWx) -F(P,x) is quasibounded. Assuming, 
without loss of generality, that there are no elements e, in V and w in W with 
11 v - w // = r such that jr(v) = g,(w), it is easy to see that whenever 
Fv + OIV = Gw + olw for some v in V and w in W with 11 v - w // = r, 
then (24) implies that 01 < 1. Hence condition (II) of Theorem 5 holds for 
p = 1. Furthermore, since G is completely continuous, (15) is clearly satisfied 
and, by Theorem 3 in [2], G( - PW) is P -compact. Consequently, Corollary 5 
follows from Theorem 5. 
REMARK 7. For the sake of completeness let us show that the conditions 
of Corollary 5 imply the validity of (24) for some I > 0. First let 
Y, = max (I~ , rs} and let c > 0 be a constant such that 
IlFv II d c for v in V with II v II < ro 
and 
II Gw II < c for w in W with II w II < fo * 
Taking 
r=max 2*,,lCMo 
I I 
, 
where 
MO = max WI II PV II , Jf, II PW II) < A 
we obtain (24). Indeed, (24) follows trivially from (21), (22), and (23) if for 
x = v - w with II x /I 3 Y we have 11 v I] 2 Y, and I] w /I > yo. On the other 
hand, if for // x 1) > r one of the conditions 11 v I] > r. or ]I w I/ 2 r. is not 
satisfied (e.g. II w /I > yO), then by our definition of c and MO we get the desired 
inequality 
II G(- 8~4 - Wvx) II d II G(w) II + IIW II < c + Jfo II x II 
< (1 - MO) II x II + MO II x II = II x II - 
REMARK 8. Let us observe finally that the results obtained in Section 5 
in [2] concerning the applicability of the projection method to the approximate 
solution of either the equation (3) or (6) remain also valid for unbounded 
P-compact operators provided, of course, that they satisfy the corresponding 
conditions assumed in [2]. 
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