Abstract
Introduction
PSO [1] is comparatively a newer addition to a class of stochastic algorithms that has been successfully used to solve complex test and real life problems. However the point of criticism is that they have not demonstrated themselves as efficient as promised. For example, in case of PSO although the rate of convergence is good due to fast information flow among the solution vectors, its diversity decreases very quickly in the successive iterations resulting in a suboptimal solution [2] . At the same time, in comparison to PSO, Genetic Algorithms (GA) and Evolutionary Programming (EP) have slower convergence rate. In order to improve the diversity of PSO, without compromising with the solution quality we propose two new variants of PSO using Self adaptive Mutation Technique (used in Evolutionary Programming (EP)) [3] .
In the modified versions AMPSO1 and AMPSO2, instead of mutating the entire population of potential solutions (as in EP), we mutated only the personal and global best particles of the population. The remaining of the paper is organized as follows. Section 2, describes the PSO algorithm, Section 3 gives the proposed algorithm. Section 4 gives the experimental settings and numerical results. The paper finally concludes with Section 5.
Particle Swarm Optimization
For a D-dimensional search space the position of the ith particle is represented as X i = (x i1 , x i2 , …, x iD ). Each particle maintains a memory of its previous best position P besti = (p i1 , p i2 … p iD ). The best one among all the particles in the population is represented as P gbest = (p g1 , p g2 … p gD ). The velocity of each particle is represented as V i = (v i1 , v i2 , … v iD ). In each iteration, the P vector of the particle with best fitness in the local neighborhood, designated g, and the P vector of the current particle are combined to adjust the velocity along each dimension and a new position of the particle is determined using that velocity. Equations of velocity vector and position vector given by:
First part of equation (1) represents the inertia of the previous velocity, second part is the cognition part, third part represents the cooperation among particles and is called social component. Acceleration constants c 1 , c 2 and inertia weight w are the predefined by the user.r 1 , r 2 are the uniformly generated random numbers between 0 and 1.
Adaptive Mutation Based PSO
The proposed versions AMPSO1 and AMPSO2differ from each other in the sense that in AMPSO1, personal best Pbest position of the swarm particles is mutated and in AMPSO2, the global best (gbest) position of the particle is mutated. The particles are mutated at the end of each iteration according to the following rule:
where,
denotes a normally distributed random number with mean zero and standard deviation one. N j (0, 1) indicates that a different random number is generated for each value of j. τ and τ′ are set as n 2 / 1 and n 2 / 1 respectively [4] . Betarand j () is a random number generated by beta distribution with parameters less than 1. The computational steps of proposed algorithm are given below.
1. Initialize the swarm with uniformly distributed random numbers. Each particle is taken as a pair All experiments are conducted on a PIV PC using DEV C++ Maximum iterations for all algorithms taken as 3000 A total of 30 runs for each experimental setting were conducted and the average fitness of the best solutions throughout the run was recorded.
Experimental Settings

Benchmark problems and numerical results
The proposed versions are tested on 12 classical benchmark problems (unconstrained) given in Table 1 [5] . Functions f1, f3, f5, f6, f7, f8 are highly multimodal; f2, f4, f10, f11 are unimodal; 'f2' is unimodal function but when the dimensions are increased the convergence rate becomes slow; f12 is a step function which is discontinuous and has one minimum;f9 is a nosiy function. All the problems are scalable in order to check the efficiency of the proposed algorithms for higher dimensions. Since AMPSO contains the features of both PSO and EP we compared its performance with basic PSO (BPSO), EP and some refined versions of PSO and EP. In Table 2 , we show comparison of AMPSO1 and AMPSO2 with BPSO and EP. In Table 3 , we compare the performance of proposed algorithms with modified versions of PSO having Gaussian [6] and Cauchy mutation [7] . Table 4 , gives the comparison with EP having adaptive Gaussian and Cauchy mutations [8] . Numerical results given in Table 2 , show that AMPSO2 gives the best values in terms of average fitness function value for all the test functions except f5, where EP gave a slightly better performance. Here we would like to mention that results given in Table 2 are strictly with respect to the experimental settings given in Section 4. Table 3 , gives only four test problems because we were able to locate only four problems that have been solved by the other mentioned versions of PSO. Here also it is evident from the table that AMPSO2 gave best performance for all the 4 test problems. Table 4 , gives the comparison of AMPSO versions with two versions of EP namely FEP and CEP. FEP uses self adaptive Cauchy mutation and CEP is the classical EP using self adaptive Gaussian mutation. The difference in the results of EP given in Table 2 and CEP given in Table 5 is because of different experimental settings (please see [8] for experimental settings of CEP and FEP). Despite different experimental settings, it can be observed from Table 5 , that AMPSO2 gave a superior performance in 7 out of 12 problems whereas FEP gave better results in 4 out of 12 test problems. In case of f12, except for CEP, all the algorithms converged to 0. Figures 1 -4 show the performance of some selected benchmark problems.
Real life problems and numerical results
Three constrained optimization problems common in the field of electrical engineering are taken: Dynamic Power and Static power scheduling problem [9] and electric network optimization problem [10] . Constraints are handled by Penalty method [4] . For the comparison of real life problems, we have only considered only BPSO and EP besides AMPSO1 and AMPSO2, because as mentioned earlier the other algorithms cited in this paper have not been used to solve the same set of constrained real life problems. From the numerical results no algorithm can be called a clear winner. For the first problem, AMPSO2 gave the best performance followed AMPSO1. In the second problem, AMPSO1 gave the best results; in second place we got AMPSO2. However, in the third problem EP emerged as a winner followed by AMPSO2 with a marginal difference which in turn was followed by AMPSO1 and finally by BPSO. 
Conclusion
Two new variants viz. AMPSO1 and AMPSO2 with self adaptive mutation probability are proposed. The novelty of the approach is the use of Beta distribution, which to the best of our knowledge, has not been used for self adaptive mutation. The numerical results show that the performance of Beta probability distribution is at par with Gaussian and Cauchy distributions and is in fact better in some of the cases under the given experimental settings. We would like to add that the performance comparison given in Table 3 and Table 4 are not very fair because of different experimental settings. However, we can say that under the experimental settings taken in this paper AMPSO2 gives good results for unconstrained test problems. For constrained real life problems the picture is not very clear and we are doing further investigations. In future we plan to compare different algorithms under similar parameter settings, in order to give a fair chance to every algorithm.
