We study GL(3)-invariant integrable models solvable by the nested algebraic Bethe ansatz. Different formulas are given for the Bethe vectors and the actions of the generators of the Yangian Y(gl 3 ) on Bethe vectors are considered. These actions are relevant for the calculation of correlation functions and form factors of local operators of the underlying quantum models.
Introduction
The formulation of the quantum inverse scattering method, or algebraic Bethe ansatz (ABA), by the Leningrad school [1] provides the eigenvectors and eigenvalues of the transfer matrix. The latter is the generating function of the conserved quantities of a large family of quantum integrable models. The algebraic structures underlying this method are given by the quantum groups that correspond to deformation of some Lie algebras [2, 3] . The transfer matrix eigenvectors are constructed from the representation theory of the quantum group. In order to construct these eigenvectors one first should prepare Bethe vectors (BV), depending on a set of complex variables. At this point, some explanation on our terminology may be worth giving. When the aforementioned variables are generic complex numbers, these BV (sometimes called off-shell BV in the literature) are "just" vectors of the representation space, with no specific properties with respect to the transfer matrix. When these variables satisfy a special set of coupled equations (Bethe equations), then the corresponding BV becomes an eigenvector of the transfer matrix and is called an on-shell Bethe vector. In other words, on-shell BV are just a particular case of BV, for which the variables obey the Bethe equations. Note also that the name BV is prescribed for vectors that become transfer matrix eigenvectors when the parameters obey Bethe equations. Thus, BV are not just "any" vector of the representation. BV play an important role in the study of form factors and correlation functions of local operators of the underlying quantum models.
In this paper we will consider one of the simplest models that can be solved by the ABA, the GL(N )-invariant models. For these models, BV are constructed from the representation theory of the Yangian Y(gl N ), where gl N is the Lie algebra associated to the group GL(N ). In the N = 2 case, these models correspond to the XXX Heisenberg spin chain and their solutions, obtained from the ABA, were given in [4] . In many physically interesting cases, one should consider models with a higher rank symmetry (see e.g. [5, 6, 7, 8] ). The first formulation of BV for GL(N )-invariant models was given by P. P. Kulish and N. Yu. Reshetikhin in [9] where the nested algebraic Bethe ansatz (NABA) was introduced. These vectors are given by recursion on the rank of the algebra and use of the embedding Y(gl N −1 ) ⊂ Y(gl N ). This formulation is convenient for construction eigenvectors of the transfer matrix since the commutation relations can be formulated with auxiliary space formalism and have a similar form to the original Y(gl 2 ) case. Later on, a trace formula for BV was introduced by V. O. Tarasov and N. A. Varchenko [10] who gave the BV in terms of the R-matrix and the monodromy matrix T (u) of Y(gl N ). This formulation was used to construct a solution of the quantum q-KZ equation from Jackson integrals. The case of gl(m|n) superalgebras was performed in [11] .
In principle, these approaches can be used to find explicit representations for BV in terms of the quantum algebra generators. However, these formulas have not been obtained, except for the trivial gl 2 case. In the case of the quantum algebra U q ( gl N ) the BV can be formulated using a certain projection of Drinfel'd currents [12] . The equivalence with the trace formula of BV was shown in [13, 14] . This formalism allows one to calculate the BV as an ordering of the currents [15, 16] and eventually to obtain explicit formulas for BV in terms of the generators and to get an integral presentation of their scalar products [17] . One of the goals of this paper is to find an explicit representation for the BV in the case of the Yangian Y(gl 3 ) starting directly from the Yangian algebra. We give explicit and iteration formulas and we connect them to the trace formula [10, 18] .
Another goal of this paper is to derive the action of the monodromy matrix entries on the BV. This action is very important in the problem of the calculation of form factors and correlation functions. For a wide class of quantum integrable models local operators can be expressed in terms of the monodromy matrix due to the inverse scattering problem [19, 20] . Then the calculation of their form factors and correlation functions can be reduced to the calculation of scalar products of BV, provided that the action of the generators on the BV gives a finite linear combination of BV. The latter property is almost evident for Y(gl 2 )-based models; however it becomes very non-trivial in the Y(gl 3 ) case. In this paper we show that the action of the monodromy matrix entries on the BV does give a linear combination of BV. This opens a way to study form factors of local operators via the scalar product formula obtained in [21] .
The paper is organized as follows. Section 2 is devoted to definitions and notations. Section 3 deals with the Yangian Y(gl 3 ) and its highest weight representations (used in the construction of BV). We also give in this section some exchange relations between products of T ij (u) that, to the best of our knowledge were not previously known. Section 4 contains different formulas for the BV: we give different iteration and explicit formulas from ordered product of Y(gl 3 ) generators and show in section 6.1 that they are equivalent to the trace formula introduced in [10, 18] . In section 5 we give the actions of the T ij (w) on the BV in terms of linear combinations of BV. Section 6 and appendices contain the proofs of our different statements.
Definitions and notations
We consider the normalized R-matrix
3 j=1 e ij ⊗ e ji , and
where c is a constant. This R-matrix is GL(3)-invariant,
which implies that it is also gl 3 -invariant [M 1 + M 2 , R(x, y)] = 0, ∀M ∈ gl 3 . The R-matrix (2.1) satisfies Yang-Baxter equation
Equation (2.4) holds in the tensor product C 3 ⊗ C 3 ⊗ C 3 . The R-matrix subscripts in (2.4) show the spaces where it acts non-trivially. Apart from the functions g(x, y) and f (x, y) we also introduce the functions
We always denote sets of variables by bar:w,ū,v etc. Individual elements of the sets are denoted by subscripts and without bar: w j , u k , v ℓ etc. As a rule, the number of elements in the sets is not shown explicitly; however we give these cardinalities in special comments after the formulas. Subsets of variables are denoted by Roman subscripts:ū I ,v II ,w ii etc. For example, the notationū ⇒ {ū I ,ū II } means that the setū is divided into two disjoint subsetsū I andū II .
We assume that the elements in every subset are ordered in such a way that the sequence of their subscripts is strictly increasing. For the union of two sets into another one we use the notation {ū,w} =ξ. Finally we use a special notationū j ,v k and so on for the setsū \ u j ,v \ v k etc.
In order to avoid excessively cumbersome formulas we use shorthand notation for products of functions depending on one or two variables. Namely, whenever such a function depends on a set of variables, this means that we deal with the product of this function with respect to the corresponding set, as follows:
This notation is also used for the product of commuting operators,
In various formulas the Izergin-Korepin determinant K k (x|ȳ) appears 2 . It is defined for two setsx andȳ with common cardinality #x = #ȳ = k,
3 Y(gl 3 ) Yangian and its highest weights representation
The R-matrix (2.1) allows one to formulate the Yangian commutation relations as a single equality. For such a purpose, the generators are gathered in a (matrix valued) T -operator
where the 3×3 matrices e ij span a so-called auxiliary space. The Yangian commutation relation are then expressed as a single relation
where we used the notation T k (z) ∈ C 3 ⊗M ⊗ Y(gl 3 ) for the T -operator acting nontrivially on the k-th tensor factor in the product
From the RTT presentation (3.1) it is clear (see e.g. [22] ) that
defines an isomorphism of the Yangian for any choice of transposition t . Here, we choose as the transposition e
Obviously, the isomorphism ϕ is idempotent, ϕ 2 = id. From (3.1) we extract the following commutation relations:
These commutation relations imply in particular for multiple products
They also lead to the following property:
, we have the following multiple exchange relations, written for arbitrary i, j and k:
Here {x,ȳ} =w, #x = n x , #ȳ = n y and the sums are taken over partitionsw ⇒ {w I ,w II } with #w II = n x and #w I = n y . K nx (x|ȳ) is the Izergin-Korepin determinant (2.8).
These formulas have twins
10)
The twin formulas follow from (3.7) and (3.8) due to different reductions (A.2) of the IzerginKorepin determinants K nx+ny (w|{w I ,x + c}) and K nx+ny ({x,w I }|w + c) respectively, as follows:
The commutation relations (3.7) and (3.8) are related by the morphism ϕ. The proof of (3.7) is given in appendix B.
Remark: When all indices i, j, k are equal, the l.h.s. of (3.7), (3.8) look rather different from their r.h.s. However, it can be proven through recursion that indeed K nx (x|w II +c)f (w I ,w II ) = (−1) nx (and similarly for (3.8)), so that l.h.s. and r.h.s. coincide. To the best of our knowledge this compact form of multiple commutation relations in the Y(gl 2 ) case was not known previously (see, however, [23, 24] for various forms of the multiple action).
Example To illustrate the formulas above, we consider commutation relations of the single operator T 11 with the products of the operators T 12 and T 21 . Let us fix i = j = 1, k = 2 in (3.9). We also set n y = #ȳ = 1, while n x = #x remains arbitrary. Then we have
(3.12)
On the other hand, setting in (3.8) i = 2, j = k = 1, n x = 1 and keeping n y free we obtain
One can easily recognize in these equations the standard formulas of the ABA.
Bethe vectors
We will construct the BV in finite dimensional highest weight representations of the Yangian Y(gl 3 ). A highest weight representation is freely generated by a right highest weight vector |0 , itself defined by:
Here λ i (u), i = 1, 2, 3 are the weights of the representation.
, then, the morphism ϕ maps it to the representation V λ N (−u), ...λ N +1−j (−u), ..., λ 1 (−u) . Thus ϕ induces a map between BV constructed in different highest weight representations.
We denote the BV as B a,b (ū;v). They depend on two sets of parametersū andv with #ū = a and #v = b. As mentioned in the introduction, for BV, these parameters are generic complex numbers. We will see in section 5.1 that when these parameters obey the Bethe equations, B a,b (ū;v) becomes a transfer matrix eigenvector, deserving the name on-shell BV for such a vector.
Explicit formulas
An explicit formulation in terms of the generators T 12 (u), T 23 (v) and T 13 (x) can be written for BV. These representations involve summation over partitions of the setsū andv:
Here the sums are taken over partitions of the setsū ⇒ {ū I ,ū II } andv ⇒ {v I ,v II } with 0 ≤ #ū I = #v I ≤ min(a, b). We used the notation k = #ū I = #v I . K k (v I |ū I ) is the IzerginKorepin determinant (2.8).
These representations can be derived in the framework of the current approach to the NABA (see e.g. [16] ). However we do not use this method. Instead we show directly that the vectors defined above are Bethe vectors (that is, that they become eigenvectors of the transfer matrix, provided the parametersū andv satisfy Bethe equations.)
In section 6.1, we show that these explicit formulas are all equivalent. One can already remark, however, that (4.2) and (4.3) (as well as (4.4) and (4.5)) are related by the morphism
where
We show the action of the morphism ϕ on the vectors (4.2)-(4.5) explicitly in section 6.6.
Iteration formulas
Here we give iteration formulas that allow to build BV in a recursive way. There are essentially two iteration formulas for BV, depending on which set,ū orv, one wishes to make a recursion. The first one reads:
(4.7) Here u k is an arbitrary element from the setū. The second recursion has the form
(4.8) where now v k is an arbitrary element from the setv. The initial conditions are given by
These formulas can be extracted from the explicit representations (4.2)-(4.5) (see section 6.4). On the other hand they can be obtained from the trace formula (5.20) (see section 6.5). Any of the above two recursions together with the initial condition (4.9) defines uniquely the vectors B a,b (ū;v). As it is already known that the trace formula defines the BV [18] , it proves that the explicit representations (4.2)-(4.5) also give BV.
Multiple action of the monodromy matrix on Bethe vectors
In various models the form factors of local operators can be reduced to matrix elements of the monodromy matrix entries T ij . In order to calculate such matrix elements, one first of all should evaluate the actions of T ij on the BV. In models described by the Yangian Y(gl 2 ) this action evidently can be expressed as a linear combination of BV. One can ask whether the same effect takes place in the case of Y(gl 3 )-based models. Indeed, the explicit expressions for BV (4.2)-(4.5) are very specific polynomials in generators T kℓ (with k < ℓ) acting on the highest weight vector |0 . It is not obvious that the result of the action of T ij on such polynomials can be presented as a finite linear combination of the polynomials of the same type. If such a representation is impossible, then the form factors of T ij can not be reduced to the scalar products of BV, as they were in the Y(gl 2 ) case. In this section we give the list of formulas, showing that any multiple action of the monodromy matrix entries on the BV is a finite linear combination of BV.
Below everywhere {v,w} =ξ, {ū,w} =η and #w = n. We also use the notation
• Multiple action of T 13
• Multiple action of T 12
The sum is taken over partitions ofξ ⇒ {ξ I ,ξ II } with #ξ I = n.
• Multiple action of T 23
The sum is taken over partitions ofη ⇒ {η I ,η II } with #η I = n.
• Multiple action of T 22
The sum is taken over partitions of:η ⇒ {η I ,η II } with #η I = n; ξ ⇒ {ξ I ,ξ II } with #ξ I = n.
• Multiple action of T 11
(5.5) The sum is taken over partitions of:η ⇒ {η I ,η II } with #η I = n; ξ ⇒ {ξ I ,ξ II } with #ξ I = n.
• Multiple action of T 33
(5.6) The sum is taken over partitions of:η ⇒ {η I ,η II } with #η I = n; ξ ⇒ {ξ I ,ξ II } with #ξ I = n.
• Multiple action of T 21
The sum is taken over partitions of:η ⇒ {η I ,η II ,η III } with #η I = #η II = n; ξ ⇒ {ξ I ,ξ II } with #ξ I = n.
• Multiple action of T 32
The sum is taken over partitions of:ξ ⇒ {ξ I ,ξ II ,ξ III } with #ξ I = #ξ II = n; η ⇒ {η I ,η II } with #η I = n.
• Multiple action of T 31
The sum is taken over partitions of:ξ ⇒ {ξ I ,ξ II ,ξ III } with #ξ I = #ξ II = n; η ⇒ {η I ,η II ,η III } with #η I = #η II = n.
Proofs are given in sections 6.2, 6.3, 6.7.
As we have explained at the beginning of this section, the above formulas for the multiple action allow one to reduce the calculation of the form factors of T ij to the calculation of scalar products of BV. This means that one can use the results of [21] , where a representation for the general case of a scalar product of two BV was obtained. Although this general formula is quite cumbersome, our recent results [34, 35] show that it may lead to reasonable representations for form factors.
On-shell Bethe vectors and Bethe equations
The formulas for the multiple action (5.4)-(5.6) provide us with a simple proof that the explicit expressions given in section 4.1 indeed correspond to BV. For this it is enough to show that if the sets of parametersū andv satisfy Bethe equations, then these vectors become eigenvectors of the transfer matrix t(w) = Tr T (w) = T 11 (w) + T 22 (w) + T 33 (w).
(5.10)
Let us check this. Observe that in the case n = 1 the above multiple actions imply
where now sums are taken over partitions of {v, w} =ξ ⇒ {ξ I ,ξ II } and {ū, w} =η ⇒ {η I ,η II } with #ξ I = #η I = 1. Making these sums explicit, we get the action of the transfer matrix (5.10) on a BV:
To obtain the two last lines, we have used
Demanding that each term of the second and third line in (5.14) identically vanishes, one recovers the Bethe equations for the Bethe roots {ū;v}:
It implies also that the last two lines vanish. This shows that B a,b (ū;v) is an eigenvector of t(w), provided the setsū andv satisfy the equations (5.15), (5.16). Hence, B a,b (ū;v) for generic complexū andv is a BV. The eigenvalue Λ a,b (w;ū;v) of an on-shell BV is given by the first line of (5.14):
Trace formula
For completeness we recall the trace formula given in [10, 18] . 
with
The last equality in (5.18) is a direct consequence of the RTT relation (3.1).
The trace formula for a BV is given by
This BV is symmetric in the setū and symmetric in the setv [18] .
The normalization of B a,b (ū;v) does not correspond to the one used in [10, 18] . To recover the original normalization one has to consider
Proofs
This section collects the proofs of the statements formulated above. Let us comment on the general strategy of the proofs and the order of presentation. We first prove the equivalence of the explicit representations given in section 4.1 (section 6.1). Then we derive the multiple actions of T 13 (w), T 12 (w) and T 23 (w) on the vectors (4.2)-(4.5). The derivation is based only on the explicit formulas for these vectors (sections 6.2 and 6.3). The proof of multiple actions of other generators requires the iteration formula, therefore we postpone it to the end of the section and proceed to the proof of the recursions formulated in section 4.2 (section 6.4). Then, in section 6.5, we show that the trace formula (5.20) for BV obtained in [18] implies the same recursions. This proves that the explicit representations (4.2)-(4.5) do define BV. In section 6.6 we show explicitly the action of the morphism ϕ on BV. Finally, in section 6.7 we complete the proofs of multiple actions given in section 5. The proofs are all similar and are based on the iteration formula. Therefore, as an example, we restrict ourselves to a detailed consideration of the multiple action of the operator T 22 (w).
Equivalence of the different explicit expressions
We prove that all the explicit formulas are equivalent.
As we have mentioned already the action of the morphism ϕ relates (4.2) to (4.3), and (4.4) to (4.5). Hence, it remains to prove the equivalence between (4.4) and (4.2). In order to do this we consider
and substitute here (3.7) with i = 1, j = 3, k = 2,ȳ =ū I ,x =ū II andw =ū. Then
The two types of partitions of the setū, namelyū ⇒ {ū I ,ū II } andū ⇒ {ū III ,ū IV }, are independent except that #ū I = #ū III = n 1 and #ū II = #ū IV = n 2 . Hence, we can sum up over the partitions u ⇒ {ū I ,ū II } via Lemma A.1. We obtain
Now we apply (A.1), (A.2). This gives
It remains to re-nameū III =ū I ,ū IV =ū II and to substitute this result into (4.4) to recover (4.2).
Action of T 13 (w)
Consider a BV B a+1,b+1 (η;ξ) with {ū, w} =η and {v, w} =ξ. Due to (4.4) we have
The product f −1 (ξ,η) contains vanishing factor f −1 (w, w), which can be compensated only by the pole of K k (ξ I |η I ). Therefore we obtain a non-vanishing contribution to the BV only if w ∈ξ I and w ∈η I . Then we can set
Substituting (6.6) into (6.5) and using (A.4) for K k (ξ I |η I ) we immediately arrive at (5.1) with n = 1. Trivial recursion over n = #w ends the proof.
Action of T 12 (w) and T 23 (w)
We first prove the formula for T 12 (w), starting from the expression (4.2). Letw,η, andξ be arbitrary complex numbers with #w = n, #η = a + n, and #ξ = b + n. Consider the following combination of BV:
The sum is taken over partitionsξ ⇒ {ξ I ,ξ II } with #ξ I = n. Substituting here (4.2) and using also (A.1) we obtain
Here the subsetξ II is divided into sub-subsets:ξ II ⇒ {ξ i ,ξ ii }. The sum is taken with respect to all partitions described above. Let {ξ I ,ξ i } =ξ 0 . Then (6.9) and substituting this into (6.8) we obtain
The sum over partitionsξ 0 ⇒ {ξ i ,ξ I } can be computed via (A.1), (A.6)
Thus, we have
The sum is taken over partitionsη ⇒ {η I ,η II } (as it was from the very beginning) andξ ⇒ {ξ ii ,ξ 0 }. Up to noww,η, andξ were arbitrary complex. Let now {ū,w} =η and {v,w} =ξ. Then w ⊂ξ 0 , otherwise due to the factor f −1 (ξ ii ,η) we obtain a vanishing contribution. Thenw ⊂η II , otherwise due to the factor f −1 (ξ 0 ,η I ) we again obtain zero. Thus, we can set
Substituting this into (6.12) and using (A.1), (A.2) we arrive at
Thus, we have proved that
where {ū,w} =η and {v,w} =ξ. Applying the morphism ϕ to the relation (5.2), we obtain (5.3).
Proof of the iteration formulas from explicit representations
The iteration formulas (4.7), (4. (6.16) where {v, u k } =ξ ⇒ {ξ I ,ξ II } and the subsetξ I consists of one element: #ξ I = 1. Setting hereξ I = u k we reproduce the l.h.s. of (4.7). Settingξ I = v i , i = 1, . . . , b, and using
we obtain the sum of terms in the r.h.s. of (4.7). Similarly equation (5.3) produces the iteration formula (4.8).
Equivalence of the iteration formulas with the trace formula
Let us consider the trace formula (5.20) . We single out the trace over the first auxiliary space to obtain the iteration formula . Taking the trace over the first space we obtain
To compute the sum in (6.18), we show in appendix C that X j obeys the relation
This equation shows that any X j can be written as a linear combination of B a−1,b−1 (ū 1 ;v k ) with k ≥ j. If we look for B a−1,b−1 (ū 1 ;v 1 ), we see that it can appear only in X 1 . We have 20) where dots stand for terms containing B a−1,b−1 (ū 1 ;v k ), k > 1. It follows that (6.18) can be rewritten as
where dots still stand for terms containing
Since B a,b (ū;v) is symmetric inv, all the other terms must share the same form, and we get (4.7).
Applying the morphism ϕ to (4.7), one gets (4.8).
Action of the morphism ϕ on Bethe vectors
We show the explicit action of the morphism ϕ via the iteration formulas. It is clear from the initial condition (4.9) that B a,0 (ū) and B 0,b (v) are related by ϕ. Then application of ϕ to the iteration formula (4.7) leads to (using the induction hypothesis):
where we have used
One recognizes in the r.h.s. of (6.23) the iteration formula (4.8) for B a ′ ,b ′ (ū ′ ;v ′ ).
Action of T ij , i ≥ j
The actions of other operators T ij with i ≥ j on BV also can be proved by the use of explicit formulas for the BV. However the corresponding proofs are quite cumbersome. Instead one can use the recursion (4.7) (resp. (4.8)) and prove equations (5.4)-(5.9) via induction over a (resp. b). As an example we give the detailed proof of the action (5.4). We first check that the equation (5.4) is valid for a = 0 and arbitrary b. Settingū = ∅ in (5.4) we obtainη I =w andη II = ∅. Hence, using K n (w|w + c) = (−1) n , we obtain
On the other hand, due to (4.9)
Using (3.7) we reproduce (6.24) . Assuming now that (5.4) holds for B a,b (ū;v) with fixed a and #w = n = 1, we prove that the same action is valid for B a+1,b ({ū, x};v) using (4.7). It is clear that for this we have to calculate the successive action of the operators T 22 (w)T 12 (x) and T 22 (w)T 13 (x) on the BV.
We first derive the action T 22 (w)T 13 (x) on the BV of the form B a,b−1 (ū;v). Using (3.5) we obtain
The action of T 22 (w) on B a,b−1 (ū;v) is known due to the induction assumption, the actions of T 13 , T 12 , and T 23 are known for arbitrary BV. Let us compute the action T 23 (x)T 12 (w). Using successively (5.2), (5.3) we find
Here the sum is taken over partitions of the sets: {ū, w, x} =η ⇒ {η I ,η II } with #η I = 1; {v, w, x} =ξ ⇒ {ξ I ,ξ II } with #ξ I = 1. The action of T 13 (x)T 22 (w) reads
The notations are the same as in (6.27) . It remains to substitute (6.27) and (6.28) into (6.26).
It is straightforward to check that we obtain
Similarly, using
one can find that (6.31) where the sum is taken over partitions: {ū, w, x} =η ⇒ {η I ,η II } with #η I = 1; {v, w, x} =ξ ⇒ {ξ I ,ξ II } with #ξ I = 2. Now everything is ready for the calculation of the action of T 22 (w) on BV of the form B a+1,b ({ū, x};v). It follows from (5.2) at n = 1 that
Here the symbol ′ means that the sum is taken over partitions of the set {v, x} =ξ ⇒ {ξ I ,ξ II } with #ξ I = 1 and the restrictionξ I = x. Observe that in this case the subsetξ II is {v i , x} =ξ II , where i = 1, . . . , b. Thus, the BV in (6.33) has the form B a+1,b ({ū, x}; {v i , x}), and hence, it can be presented as the result of the action
On the other hand setting in (6.35)ξ I = x we obtain (6.40) where the sum is taken over partitions of the sets: {v, w} =ξ ⇒ {ξ i ,ξ ii }; {ū, x, w} =η ⇒ {η I ,η II }. ) , and we find
Finally substituting (6.41), (6.39), and (6.36) into (6.32) we obtain
Thus, the step of induction over a is completed, and it remains to prove that the action (5.4) holds for #w = n ≥ 1 as well. We again use induction. Suppose that (5.4) is valid for the multiple action of T 22 (w n ). Then similarly to the calculations described above we obtain for successive action of T 22 (w n ) and T 22 (w n )
Here we take the sum over partitions, the set {ū,w} =η ⇒ {η I ,η i ,η ii } and {v,w} =ξ ⇒ {ξ I ,ξ i ,ξ ii }. Hereby #η i = #ξ i = 1 and #η I = #ξ I = n − 1. We also have introduced {η i ,η I } =η 0 and {ξ i ,ξ I } =ξ 0 . Transforming the coefficients K 1 via (A.1) we obtain
and we can use (A.6) for the summation over partitionsη 0 ⇒ {η i ,η I } andξ 0 ⇒ {ξ i ,ξ I }. Then we immediately arrive at (5.4) with #w = n. The proofs of (5.5)-(5.9) can be given in the same manner. They are, however, rather cumbersome, therefore we do not give them in order to lighten the presentation. We just remark that the morphism ϕ allows one to obtain (5.6) and (5.8) from (5.5) and (5.7) respectively.
Conclusion
In this paper we have computed different explicit expressions for BV, and derived the actions of the monodromy matrix entries on them. This is a first step towards the calculation of form factors and correlation functions. Indeed, to compute correlation functions or form factors of some local operator from the ABA, one has to reconstruct the local operators with the Y(gl 3 ) generators entering the monodromy matrix. The solution of this problem is given in [19, 20] . Then, the action of the monodromy matrix on BV (as performed in the present paper) reduces the problem to calculation of scalar products of BV.
In the case of integrable models associated with the Yangian Y(gl 2 ) or the quantum algebra U q ( gl 2 ), the scalar products of two BV were considered in [25, 26, 27, 28, 29] . There, a formula involving sums of products of two determinants was found. It was shown in [30, 31] that if one of the BV is on-shell, then the scalar product can be written in terms of a single determinant. This single determinant formulation of the scalar product is essential in the explicit calculation of correlation functions and form factors for the related physical models.
In the case of the models described by the Yangian Y(gl 3 ), the structure of the scalar product of two BV was given in [21] . This general formula is very cumbersome. Taking into account that the formulas of multiple actions of the monodromy matrix entries on BV are also quite complex, one can expect that the resulting expressions for form factors will be unacceptable for their analysis. However, there are several arguments that give hope of handling the problem.
First of all we would like to draw the reader's attention to the fact that the most cumbersome formulas for the action of the low-triangular part of the monodromy matrix on the BV actually are not necessary for the calculation of form factors. Indeed, the form factors of T ij (w) with i > j are related with the form factors of T ij (w) with i < j by usual transposition of the monodromy matrix. On the other hand the formulas of the actions (5.1)-(5.3) are the most simple among all the formulas given in section 5.
Secondly, it worth mentioning that recently, some progress has been made in the calculation of scalar products involving on-shell BV [32, 33, 34, 35] . In particular, single determinant representations for form factors of diagonal elements T jj (w) were obtained in [34, 35] , using a method based on the twisted transfer matrix. It is naturally to expect that the same determinants for form factors can be derived directly form the action of the operators T jj (w) on BV. The details of this derivation may provide the key to getting determinant representations for form factors of the operators T ij (w) with i < j. We hope to consider this problem in our further work.
A Properties of Izergin-Korepin determinant K n (x|ȳ)
The following properties of K n are useful:
where reg means the regular part, and we recall thatx n =x \ x n andȳ n =ȳ \ y n .
Lemma A.1. Letγ,ᾱ andβ be sets of complex variables with #α = m 1 , #β = m 2 , and #γ = m 1 + m 2 . Then
The sum is taken with respect to all partitions of the setγ ⇒ {γ I ,γ II } with #γ I = m 1 and #γ II = m 2 . Due to (A.1) the equation (A.5) can be also written in the form
The proof of this lemma was given in [34] .
B Proofs of multiple exchange relations
The proof of relation (3.7) can be given by induction over n y = #y. For simplicity, we fixed i = 1, j = 3 and k = 2, but obviously the calculation can be made whatever they are. We start with n x = n y = 1,
Then the standard Bethe ansatz considerations allow us to generalize this formula to the case n y = 1, n x ≥ 1,
Here sum is taken over the partitionsx ⇒ {x I ,x II } with #x I = 1. Comparing (B.2) with (3.7) at n y = 1 we see that the first term in (B.2) corresponds to the partitionw I = y,w II =x, while the second term corresponds to the partitionsw I =x I ,w II = {x II , y}. Then we proceed by induction over n y ≡ n. Due to the induction assumption and (3.9) we have
n−1 T 13 (y n ) K n−1 (w I |ȳ n + c)T 12 (w II )T 13 (w I )f (w II ,w I ), (B .3) where {ȳ n ,x} =w ⇒ {w I ,w II } with #w I = n − 1, andȳ n =ȳ \ y n . Now we should move T 13 (y n ) to the right, using (3.9) for n y = 1. Then we obtain T 13 (ȳ)T 12 (x) = (−1) n K 1 (w ii |y n + c)K n (w I |ȳ n + c)T 12 (w i )T 13 (w ii )T 13 (w I )f (w II ,w I )f (w i ,w ii ), (B.4) where we have an additional sum over partitions {w II , y n } ⇒ {w i ,w ii } with #w ii = 1. Now we use K 1 (w ii |y n + c)f (w II ,w I ) = −K 1 (y n |w ii )f (w i ,w I )f (w ii ,w I )f −1 (y n ,w I )f −1 (y n ,w ii ).
(B.5)
Substituting this into (B.4) and denoting {w ii ,w I } =w 0 we obtain T 13 (ȳ)T 12 (x) = (−1) n+1 K 1 (y n |w ii )K n−1 (w I |ȳ n + c)f (w ii ,w I ) T 12 (w i )T 13 (w 0 ) f (w i ,w 0 ) f (y n ,w 0 ) .
(B.6) We originally had only one restriction for the partitions: y n / ∈w I . However now we can consider the partitions with y n ∈w I as well, since in this case the factor f −1 (y n ,w 0 ) automatically vanishes.
It remains to apply (A.5) to the terms in the squared brackets. It gives Finally, relation (3.8) is obtained from (3.7) thanks to the morphism ϕ.
C Proof of relation (6.19)
We start with the defining relation for X j = trā 1 ,b Tā 1 ,b (ū 1 ;v) E j |0 . Using the RTT algebra we can show that
The left product of R-matrices can be moved to the right using cyclicity of the traces, and then acts trivially on E j from the right. Then, X j can be rewritten as
As before, we develop the action of R-matrices
The first term allows us to trace over the auxiliary space B j to get B a−1,b−1 (ū 1 ;v j ). In the second term we put back T B j (v j ) in its original position using again (C.1) and the unitary relation R B j B i (v j , v i )R B i B j (v i , v j ) = I. Then we obtain
Now we again develop the action of the R-matrices on E k as
It follows after some manipulation with the double sum that 
One can then show by recursion on b that
The case b = 1 is trivial. Then, considering G 
