Controlled branching processes are stochastic growth population models in which the number of individuals with reproductive capacity in each generation is controlled by a random control function. The purpose of this work is to examine the Approximate Bayesian Computation (ABC) methods and to propose appropriate summary statistics for them in the context of these processes. This methodology enables to approximate the posterior distribution of the parameters of interest satisfactorily without explicit likelihood calculations and under a minimal set of assumptions. In particular, the tolerance rejection algorithm, the sequential Monte Carlo ABC algorithm, and a post-sampling correction method based on local-linear regression are provided. The accuracy of the proposed methods are illustrated and compared with a "likelihood free" Markov chain Monte Carlo technique by the way of a simulated example developed with the statistical software R.
Introduction
Controlled branching processes are a family of discrete-time stochastic processes which are appropriate to describe population dynamics. In this model, as a generalization of the standard branching process -the so-called Bienaymé-Galton-Watson process-, each individual reproduces independently of the others and following the same distribution, referred as the offspring law. The novelty of the controlled branching process (CBP) lies in the presence of a mechanism establishing the number of individuals with reproductive capacity (progenitors) in each generation. Thus, the evolution of populations suffering from the existence of predators, populations of invasive species or different migratory movements can be modelled by using this branching process (see González, Minuesa, and del Puerto (2017) for further details). The nature of this control mechanism can be either deterministic or random -described in this latter case by what are referred as control laws -, giving rise to the models introduced by Sevast'yanov and Zubkov (1974) and Yanev (1975) , respectively.
The recent monograph González, del Puerto, and Yanev (2018) provides an extensive description of the probabilistic theory and inferential issues of CBPs. Due to the fact that the behaviour of these processes is determined by the parameters of the model associated to the offspring and control laws, and in real situations, those values are unknown, the research on statistical procedures that provide information about them is of great interest. Focusing the attention mainly on a Bayesian outlook, one can find the papers Martínez, Mota, and del Puerto (2009) , González, Gutiérrez, Martínez, and del Puerto (2013) and González, Gutiérrez, Martínez, Minuesa, and del Puerto (2016) . Briefly, the precursor paper Martínez, Mota, and del Puerto (2009) establishes the asymptotic normality of the posterior distribution of the offspring mean by assuming the offspring law belongs to the power series family and the population size and the number of progenitors in each generation are observed. In González, Gutiérrez, Martínez, and del Puerto (2013) the estimation of the offspring distribution of a CBP with a deterministic control function is tackled by making use of Markov chain Monte Carlo (MCMC) and Approximate Bayesian Computation (ABC) methodologies. In González, Gutiérrez, Martínez, Minuesa, and del Puerto (2016) , a more general situation -a CBP with random control functions -is considered, where the estimation of both the offspring and control laws are addressed by making use of a MCMC method, the Gibbs sampler. While the presence of the random mechanism enables to model a greater variety of practical situations, its incorporation into the probability model increases the challenge of making inference as is shown in González, Gutiérrez, Martínez, Minuesa, and del Puerto (2016) .
The purpose of this work is to elaborate further on the Bayesian inference on the probability distributions which govern both the reproduction and the control mechanisms by considering the ABC methodology. The performance of this approach is appropriate under a minimal set of assumptions and provided that it is feasible to sample from the model. Given that one has different control laws for different population sizes (see the definition of the model in next section), the problem of estimating the control parameters would seem intractable based on samples with a finite dimension unless the control process is assumed to have a stable structure over the time. In practice, this information can come from the knowledge of how the population evolves. For instance, if there are predators in the environment, a binomial control distribution would be clearly justified. Regarding the offspring law, it is usual to consider a parametric framework (see Becker (1974) , Martínez, Mota, and del Puerto (2009) , Guttorp and Perlman (2014) and González, Minuesa, and del Puerto (2017) ) since from previous observations or experiments, some information that suggests a family of distributions for the offspring law might be available (see Holgate and Lakhani (1967) for further details). For instance, prokaryotic cells usually reproduce by binary fission and hence, one can parametrize the offspring distribution by considering the parameter θ defined as the probability that a cell splits off, and consequently, 1 − θ is the probability that a cell dies with no offspring. Another practical example is to consider a plant with a large number of seeds, where the survival of each of them (and consequently, its appearance as a plant in the following generation) is independent of the other ones and the probability that a seed grows and becomes a new plant is equal for all of them and has a small value. In this case, the Poisson distribution seems to be the appropriate distribution for the offspring distribution. In view of the above, we consider one-dimensional parametric settings for both the offspring and the control laws, which are given by the so-called offspring and the control parameters, respectively. For CBPs with deterministic control function in González, Gutiérrez, Martínez, and del Puerto (2013) , the rejection ABC algorithm was showed to be a good alternative to the MCMC estimation, due to the reduction of the time of computation while providing accurate enough etimates. ABC algorithms have been used widely and successfully in many fields. A detail summary on the fundamentals of ABC, the classical algorithms and recent developments can be found in Robert (2016) or Lintusaari, Gutmann, Dutta, Kaski, and Corander (2017) . Now, in the framework of CBPs with random control, we propose the application of two ABC algorithms to estimate the posterior distribution of the parameters of interest: an ABC tolerance-rejection algorithm and a sequential Monte Carlo (SMC) ABC algorithm. Both methods consist in sampling parameters from the prior distribution, then generating data from a model which depends on the sampled parameters and finally, selecting the parameters whose data are close enough to the sample observed. The difference between both algorithms is that in the SMC ABC algorithm, the distribution from which the parameters are sampled is updated by using the information of the already accepted parameters. We also present a post-processing procedure based on a local linear regression algorithm with the aim of improving the estimation of the posterior distributions. An important innovative feature of our current approach is the inclusion of a summary statistic in the development of those algorithms, which enables to solve the problem known as "the curse of dimensionality". This issue arises when comparing large dimensional simulated and observed data; in those cases the discrepancy between the observed and simulated data increases as a result of a large number of comparison between the components of the data. Therefore, it is better to find low dimensional summary statistics to be used in the comparison and which are informative about the parameters of interest. To evaluate the performance of the aforementioned algorithms we compare them with the output of a "likelihood free" MCMC technique.
Apart from this Introduction, this paper is organized as follows. The probability model and notation, as well as some working assumptions are described in Section 2. Section 3 is devoted to the development of the ABC algorithms. A simulated example is presented in Section 4 to evaluate and illustrate the performance of the mentioned ABC algorithms. Finally, some concluding remarks are provided in Section 5.
Probability model
A controlled branching process (CBP) with random control functions is a process {Z n } n∈N 0 defined as:
where N 0 = N ∪ {0}, N ∈ N, {X nj : n ∈ N 0 ; j ∈ N} and {φ n (k) : n, k ∈ N 0 } are independent families of non-negative integer valued random variables and the empty sum in (1) is considered to be 0. The random variables X nj , n ∈ N 0 , j ∈ N, are assumed to be independent and identically distributed (i.i.d.) and in terms of population dynamics they represent the number of offspring given by the j-th progenitor of the n-th generation. Intuitively, the assumption on these variables means that each individual reproduces independently of the others and according to the same probability distribution. Moreover, {φ n (k)} k∈N 0 , for n ∈ N 0 , are independent stochastic processes with equal one-dimensional probability distributions. This property means that the control mechanism works in an independent manner in each generation, and once the population size at certain generation n, Z n , is known, the probability distribution of the number of progenitors, denoted by φ n (Z n ), is independent of the generation. The common probability distribution of the random variables X nj is called offspring distribution or reproduction law and is denoted by p = {p k } k∈N 0 , i.e., p k = P [X nj = k], k ∈ N 0 , whereas its mean and variance (assumed finite) are denoted by m and σ 2 , respectively, and we referred to them as offspring mean and variance. Furthermore, the probability distributions of the random variables φ n (k), k ∈ N 0 , called control laws, are denoted by {p j (k)} j∈N 0 , where p j (k) = P [φ n (k) = j], k, j ∈ N 0 and we write ε(k) = E[φ 0 (k)], and σ 2 (k) = V ar[φ 0 (k)] (assumed finite too) to refer to its mean and variance, respectively. For our purpose, let consider a CBP with both the offspring and control laws belonging to each one-dimensional parametric families and denote the offspring and control parameters by θ and γ, respectively. Notice that in that case, the distribution of each control variable φ n (k) depend on k and γ. Several preliminar simulation studies lead us to the conclusion that to the end of approximating reasonably the posterior distributions of the parameters of interest making use of ABC methodology, we have to assume that at least the population sizes at each generation and the number of progenitors in the last generation are observable. The introduction in the sample of the number of progenitors in the last generation is crucial to define an appropriate summary statistic which enables to avoid "the curse of dimensionality" and to identify the parameters of the model when the methods are applied. Therefore, let consider the sample Z n = {Z 0 , . . . , Z n , φ n−1 (Z n−1 )}, and let denote the prior density function of (θ, γ) by π(θ, γ) and its posterior density function upon the sample Z n by π(θ, γ| Z n ).
ABC methodology
One of the main keys to be successful in approximating the posterior distributions of the parameters of interest by applying the ABC methodology is to be able to sample from the model without being computationally costly and under not very restrictive hypotheses. This approach can be specially useful when the likelihood function is intractable. It is our aim to estimate the posterior distribution π(θ, γ| Z n ) by assuming, as pointed out above, that both the offspring distribution and control laws belong to some known onedimensional parametric families, that is,
Notice that the uncertainty is only on the exact value of the parameters. Under the previous assumptions, one obtain that the expression for the likelihood function f ( Z n | θ, γ) upon the sample Z n is complex and intractable. Indeed, since individuals reproduce independently and the control laws are independent of the offspring distribution, for any z 0 , . . . , z n , φ * n−1 ∈ N 0 , one obtains
where δ 0 (·) denotes the Dirac delta function at 0. Under these hypotheses, we describe several algorithms to obtain samples from probability laws which are "similar" to our target distribution and consequently, which can be used to approximate it. For this purpose, let denote the observed sample by Z obs n = {Z obs 0 , . . . , Z obs n , φ n−1 (Z n−1 ) obs }. ABC algorithms consist in sampling a large number of data from a model depending on some parameters which are generated from a prior distribution. The key idea is to identify the parameter configurations that might lead to data which are close enough to the observed sample, in the sense that we specify below, and those parameters can be considered as an approximate sample from the posterior distribution π(θ, γ| Z obs n ). In this section, we present the tolerance-rejection and the sequential Monte Carlo (SMC) ABC algorithms and a post-sampling correction method.
Tolerance-rejection algorithm
The pioneer ABC algorithm is a particular case of the acceptance-rejection algorithm (see Rubin (1984) and Tavaré, Balding, Griffith, and Donnelly (1997) ). In this subsection, first we present an approximated version of such algorithm adapted to the context of CBPs. For a given tolerance level ǫ > 0, this algorithm enables to sample not from the true posterior distribution but from an approximation to it, denoted by π(θ, γ|ρ( Z n , Z obs n ) ≤ ǫ), where ρ(·, ·) is a measure of the discrepancy between the simulated and the observed data. Thus, for small values of ǫ and appropriate choices of ρ(·, ·), the resulting sample can be used to estimate the distribution π(θ, γ| Z n ).
Given θ and γ, it is easy to simulate the family tree of a CBP assuming known the kinds of the parametric families of the offspring and control laws, and to generate the population sizes in each generation and number of progenitors in the last generation from it. Those data, denoted by Z individuals. Several functions can be proposed to measure the discrepancies between the simulated and the observed data. For such a purpose, we suggest the following three "metrics", defined for x = (x 1 , . . . , x L ) and y = (y 1 , . . . , y L ) ∈ R L + , with R + = (0, ∞), as:
, and
, which are based on the ℓ 1 metric, Euclidean metric and Hellinger distance, respectively. Note that those metrics may not be distances in a mathematical sense, however, they keep important properties such as the non-negativity, the identity of indiscernibles and the symmetry (see González, Gutiérrez, Martínez, and del Puerto (2013) for further metrics in the context of branching processes). What is important to highlight is that any of the proposed metrics measures the discrepancy between the components of the simulated and observed data in relative terms. Several authors (see McKinley, Cook, and Deardon (2009), Owen, Wilkinson, and Gillespie (2015) or Prangle (2017) ) have concluded that the choice of the metric on which is based the proposed distance of the ABC algorithm has little influence on the results. This finding is also supported in our work, as we will show in the Section 4. The ABC tolerance-rejection algorithm for a generic measure ρ(·, ·) consists in:
Algorithm 1: Tolerance-rejection algorithm
End for
Motivated by the fact that when data are of a large dimension it is more difficult to find simulated data which are close enough to the observed data, the tolerance-rejection algorithm often includes a summary statistic for the data, S(·), when those are compared by using a distance. Thus, the resulting algorithm enables to sample from the distribution π(θ, γ|ρ(S( Z n ), S( Z obs n )) ≤ ǫ). However, the presence of a summary statistic in the algorithm entails a lack of information from the data, unless the statistic is sufficient, in which case π(θ, γ|ρ(
It is important to note that it is a difficult task to determine a sufficient statistic for (θ, γ) and as an alternative, we propose to consider the following summary statistic for our data:
The first component in (3) is the total progeny of the process and somehow, it represents the total variability of the process; thus, if ρ(·, ·) denotes any of the metrics defined above, then the first term in ρ(S( Z sim n ), S( Z obs n )) measures the difference between the total progeny of the observed data and of the simulated data. For the second and the third components of S( Z n ), under some regularity conditions one has that, on {Z n → ∞},
where τ = lim k→∞ ε(k)k −1 , whenever the limit exists. Observe that since m = m(θ) and τ = τ (γ), the second and the third components provide information on the offspring distribution and the control laws. These arguments explain the crucial role of the number of progenitors in the last generation in the observed sample for our approach. These features are of special interest in the cases when the functions θ → m(θ) and γ → τ (γ) are homeomorphisms.
Remark 1. In some conditions for the convergence stated in (4) are established. Indeed, if the CBP {Z n } n∈N 0 satisfies that: (a) There exists τ = lim k→∞ ε(k)k −1 < ∞, and the sequence {σ
then (4) holds (see Proposition 3.5 in ).
In summary, the ABC tolerance-rejection algorithm for a generic distance ρ(·, ·) and a summary statistic
SMC ABC algorithm
The SMC ABC algorithm is based on the construction of a proposal distribution closer to the target posterior distribution in the tolerance-rejection algorithm. Built on the algorithm proposed in Beaumont, Cornuet, Marin, and Robert (2009) , in this subsection, we present a SMC ABC algorithm making use of a summary statistic S(·); an elementary adjustment leads to the algorithm without a summary statistic.
The basic idea is to sample the parameters in the tolerance-rejection algorithm from a proposal distribution ψ(θ, γ) instead of from the prior distribution π(θ, γ) and then, to weight the accepted parameters (
To develop the SMC ABC method, first, a collection of tolerance levels ǫ 1 ≥ . . . ≥ ǫ M > 0 is fixed. The proposal distribution ψ t (·, ·) at the t-th iteration is defined by using the weighted parameters selected in the previous iteration, (θ
. . , N, and an auxiliary function q t (·|·). To that end, as usual, we consider a mixture distribution of the weights and multivariate normal distributions as follows:
, that is, a multivariate normal distribution with vector mean equal to (θ
t−1 ) and covariance matrix, t−1 . That covariance matrix is defined as twice the weighted empirical covariance matrix of the sample obtained at the previous iteration; the selection of that covariance matrix is justified by the fact that it is the optimal choice for the scale of the proposal distribution (see Beaumont, Cornuet, Marin, and Robert (2009) for further details). Let also write θ t = (θ
More precisely, the SMC ABC algorithm for a summary statistic S(·) and the multivariate normal distribution described above as the function q t (·|·) consists in:
Algorithm 2: SMC ABC algorithm with summary statistic S(·) and the multivariate Gaussian distribution as q t (·|·)
Specify a decreasing sequence of tolerance levels
Set ω
(twice the sample covariance matrix).
For t = 2 to M, do
(twice the weighted empirical covariance matrix).
End for
Post-processing correction method
With the aim of improving the approximations without additional sampling, in this subsection we apply a post-processing correction method based on the local linear regression proposed in Beaumont, Zhang, and Balding (2002) . Two versions are implemented: the first one is an extension of that proposed in González, Gutiérrez, Martínez, and del Puerto (2013) and the second one has the novelty of incorporating the summary statistic for reducing the dimension of the data. In order to describe the first algorithm, let assume that a sample of independent elements (θ (i) , γ (i) ), i = 1, . . . , N, has been previously obtained by using either Algorithm 1 or Algorithm 2 without any summary statistic, and let Z To that end, we consider the following local linear regression model P = DB + ε,
. . , β n+1 ) t with α and β j , j = 1, . . . , n + 1 being two-dimensional row vectors, and ε = (ε 1 , . . . , ε N ) t , with ε i , i = 1, . . . , N, being two-dimensional zero-mean and uncorrelated random vectors with common constant variance.
Similarly to González, Gutiérrez, Martínez, and del Puerto (2013) , the matrix B is estimated by the weighted least-squares criterion B = arg min B
where · 2 is the Euclidean norm in R 2 , P i· are D i· the i-th rows of the matrices P and D, respectively, and W is a diagonal matrix whose i-th element is W i , with W i , i = 1, . . . N, being a collection of weights. Following Beaumont, Zhang, and Balding (2002) , we choose
n , Z obs n ), and K ǫ (·) is the Epanechnikov kernel. Thus, one has that
constitutes an approximate random sample from π(θ, γ| Z obs n ). We summarize the steps of the local linear regression without summary statistic. n , i = 1, . . . , N.
Define the weights
A post-processing treatment can be also implemented to improve the sample obtained either via Algorithm 1 with the summary statistic or via Algorithm 2. It is defined mutatis mutandis Algorithm 3 by considering in the local-linear regression model the matrix D = (d ij ) i=1,...,N ;j=1,...,4 defined as
and B = (α, β 1 , β 2 , β 3 ) t with α and β j , j = 1, 2, 3, being two-dimensional row vectors. As a result, an approximate sample from π(θ, γ| Z obs n ) given by:
Example
In this section, we present an example to illustrate the methodologies proposed in the previous ones. We considered a CBP starting with Z 0 = 1 individual with a geometric distribution with parameter q = 0.4 as offspring distribution and control variables φ n (k) following a binomial distribution with parameters ξ(k) and γ = 0.75, where ξ(k) = k + ⌊log(k)⌋, for each k ∈ N and ξ(0) = 0, with ⌊x⌋ denoting the integer part of a number x. Note that the geometric distribution arises naturally as an offspring distribution in the context of branching processes, for example, when embedding the continuous time Markov branching process applied to model data from yeast cells (see Guttorp (1991) , p.158), or in other fields as, for example, Physics (e.g. Corral, García-Millán, and Font-Clos (2016) ). Observe that the control laws combine a deterministic control which is followed by a random control. In particular, these distributions enable to model animal populations with an incorporation of new ones to the population according to the function ξ(·), whereas the binomial distribution may describe the presence of predators, in such a way that γ represents the probability that a progenitor survives and participates in the posterior evolution of the population. Under the above considerations, the offspring distribution and control laws belong to the power series family of distributions. The natural parameter of the geometric distribution as an element of the power series family of distributions is θ = 1 − q = 0.6. Regarding the offspring mean and variance, one has m = θ(1 − θ) −1 = 1.5 and σ 2 = θ(1−θ) −2 = 3.75, the control means are ε(k) = γξ(k) = 0.75ξ(k), k ∈ N 0 , and the asymptotic mean growth rate, defined as τ m = lim k→∞ ε(k)k −1 m, is τ m = γθ(1 − θ) −1 = 1.125. Thus, bearing in mind the value of this threshold parameter, the CBP is supercritical according to the classification of CBPs established in González, Molina, and del Puerto (2005) . We simulated the first 30 generations of such a CBP, whose temporal evolution is plotted in Figure 1 (see Table 3 in Subsection 6.1 of the Supplementary material for further details). In this context, the results obtained by using the different ABC algorithms proposed in Section 3 are compared with the output of a "likelihood free" MCMC method, namely, the Gibbs sampler algorithm. In González, Gutiérrez, Martínez, Minuesa, and del Puerto (2016), the Gibbs sampler algorithm for the sample made up by the population sizes was implemented in the context on CBPs by considering a non-parametric framework for the offspring distribution and that the control laws belong to the family of power series dis-tributions. Without too much difficulty one can also develop and implement the Gibbs sampler for a CBP by assuming a parametric framework for the offspring law and by considering the sample given by the population sizes in each generation and the number of progenitors in the last generation.
Since we assumed no information on the plausible values of the offspring and control parameters is available, beta distributions with both parameters equal to 1, i.e. uniform distributions on (0,1), were used as prior distributions for the offspring and control parameters in the ABC methodologies and the Gibbs sampler.
We shall start by showing the results for the tolerance-rejection algorithms described in Subsection 3.1. We simulated the first 30 generations of 9 millions of non-extinct CBPs, assuming that it is known that the offspring distribution is a geometric distribution and the control variables are composition of the function ξ(·) (considered known) and variables following binomial distributions with the same probability parameter. For each one of these processes, we computed the sample Z 30 and the summary statistic S( Z 30 ) proposed in (3). As suggested in Beaumont, Zhang, and Balding (2002), we chose as the tolerance level ǫ for both algorithms the quantile q δ of the sample of the distances for the simulated processes, taking δ = 0.025%, that is, the sample quantile of order 2.5 · 10 −4 . As a result, the samples obtained by both algorithms have length equal to 2250. Based on these samples, we estimated the posterior density of the parameters θ and γ by means of kernel density estimation using the samples obtained from the tolerance-rejection algorithm without and with the summary statistic. In both cases, we have obtained that the estimates given by the use of ρ 1 , ρ e and ρ H , are very similar. With the aim of presenting the graphs in a clearer way, we only illustrate the results with the metric ρ 1 plotted in dashdotted lines in Figures 2 and 3 . Numerical results with the other metrics are showed in Table 1 for the parameter θ, and in Table 2 for the parameter γ. It is important to highlight that the estimated posterior densities differ from the density obtained by using the Gibbs sampler algorithm, especially in the case of Algorithm 1, where no reduction of the dimension of the sample was carried out. To improve such estimates, we ran the post-processing algorithms described in Subsection 3.3, the local linear regression Algorithm 3 and the corresponding one with the summary statistic on the associated samples. The resulting samples of these post-processing algorithms are considered to estimate the posterior distributions again. The new estimated posterior densities are plotted in dashed lines in Figures 2 and 3 . One can observe that the spread of the new density functions is reduced and the adjustment to the densities given by the Gibbs sampler algorithm is much better than for the tolerance-rejection algorithms; this fact is especially remarkable in the case of the summary statistic in Figures 2 (right) and 3 (right), what evinces the success in using an appropriate summary statistic. Aiming at improving the estimation of the posterior densities obtained by the previous methods, we also implemented the SMC ABC algorithms described in Subsection 3.2, updating the proposal distribution twice, that is, taking M = 3. In order to obtain samples with length equal to 2250 at the three iterations, we simulated pools of 9 · 10 4 , 9 · 10 5 , and 9 · 10 6 non-extinct CBPs at the corresponding iterations and fixed as the thresholds ǫ 1 , ǫ 2 and ǫ 3 the quantiles of order 0.025, 0.0025, and 0.00025, respectively, of the sample of the distances of the simulated processes. We performed the SMC ABC algorithm without any summary statistic -Figures 4 (left) and 5 (left) -and by reducing the dimension of the data with the summary statistic proposed -Figures 4 (right) and 5 (right) -; in both cases, the estimates of the posterior density based on each sample are plotted in dashdotted lines. As observed for the previous methods, the algorithm without the summary statistic provides a worse estimation than when considering the dimension reduction of the data; note that only in the latter case, the estimated posterior differs slightly from the posterior estimated by the Gibbs sampler. To obtain a more accurate estimation of the posterior density, we ran again post-processing algorithms by using linear regression to the output of the SMC ABC algorithm; the results are represented in : Contour plots of the joint posterior densities estimated by the SMC ABC algorithm with the summary statistic and the metric ρ 1 followed by the post-processing correction method, together with the true value of the parameters. Left: posterior density of (θ, γ). Right: posterior density of (m, γ) together with the curve γm = 1.125.
As we pointed out before, for this particular example we present some summary statistics to evaluate and compare the results obtained by the MCMC methodology and the ABC methods in Table 1 for the parameter θ, and in Table 2 for the parameter γ. First of all, in both cases we provide an estimate for the mean, variance and 95% HPD intervals of the posterior densities based on the samples obtained by each ABC method and by Gibbs sampler. One can observe that, as before, the estimates are improved after using the local-linear regression algorithm on the outputs of the ABC rejection algorithm or the SMC ABC algorithm. In addition, note that there is no significant difference among the results obtained with the different metrics for each method. Next, we present three measures to evaluate the accuracy of the different methodologies: the relative mean square error (RMSE), the integrated squared error (ISE) and the KullbackLeibler divergence between the posterior densities (KL). The RMSE was introduced in Beaumont, Zhang, and Balding (2002) and it enables to compare the mean squared error with the square of the corresponding parameter. The results in the tables indicate that, in both cases, when we do not use the summary statistic and when we use it, it is the SMC ABC algorithm combined with the local-linear regression algorithm the method that best fits the posterior density around the true value of the parameters. We also computed the ISE and the KL for the posterior densities estimated by ABC algorithms and taking the posterior density given by the Gibbs sampler algorithm as the reference posterior density. Again, the SMC ABC algorithm together with the local linear regression algorithm is the algorithm that gives the best fit to the reference posterior density, for both parameters, except in the case of the parameter θ when using the summary statistic; in that case, the ABC rejection algorithm followed by the local linear regression algorithm provides the less values for the ISE and the KL. Moreover, for each ABC method, one can notice that the use of the summary statistic usually reduces the values of the RMSE, ISE and KL. Therefore, in view of this comparison among the different methods, one infers that the SMC ABC algorithm with the summary statistic together with the local-linear regression method provides the best estimate of the true posterior density function.
To complete the study of this simulated example, we developed a sensitivity analysis on the choices of the prior distributions. Recall that both the offspring and control parameters are probabilities, and hence, beta distributions as prior distributions for both parameters seem to be reasonable options. Thus, the aforementioned analysis was performed by considering different values for the shape parameters of beta distributions. We summarize the results of this analysis for the Gibbs sampler algorithm and the SMC ABC algorithm with the summary statistic together with the regression using the metric ρ 1 in Tables 4 and 5 for the posterior densities π(θ| Z 30 ) and π(γ| Z 30 ), respectively (see Subsection 6.2 of the Supplementary material). We have omitted the results for the remaining algorithms for sake of brevity and only showed the results for the MCMC method and the SMC ABC algorithm with the local-linear regression method since it is the ABC algorithm that provides the best estimate of the posterior densities according to Tables 1 and 2 . The results in Tables 4 and 5 indicate that the estimation of the posterior densities are not sensitive to the choices of the prior distributions. The ABC methodology relies on having ease of sampling from the model. In our development, this implies the knowledge of the parametric families. An interesting issue is to study the performance of the algorithms when one knows that those distributions can be parametrized with a one-dimensional parameter, but it is unknown the kind of parametric distribution one should use to that end. To evaluate the behaviour of this methodology regarding this problem, apart from the previous example, we simulated two additional CBPs starting with one individual: the first of them has a geometric distribution with parameter θ = 0.918 as the offspring distribution and the control variables φ n (k) follow binomial distributions with parameters ξ(k) and γ = 0.1, and in the second CBP, the offspring distribution is a geometric distribution with parameter θ = 0.556 and it has control variables φ n (k) following binomial distribution with parameters ξ(k) and γ = 0.9. We proposed two offspring laws (geometric and Poisson distributions) and three control laws (binomial, Poisson and negative binomial distribution) and ran the SMC ABC algorithm with the summary statistic together with the local-linear regression algorithm using the metric ρ 1 for the posterior densities π(m| Z 30 ), π(τ | Z 30 ) and π(τ m | Z 30 ) in each one of these six situations for the three examples considered. We opted for these three parameters since it is more reasonable to compare the results based on different distributions in terms of the offspring mean, the parameter τ and the asymptotic mean growth rate of the process, which are the stable parameters of the process. As done before, we only present the results for the aforementioned algorithm in Table 6 (see Subsection 6.2 of Supplementary material) for sake of simplicity; we also omitted the results for the Gibbs sampler algorithm since a similar analysis was carried out for the same purpose in González, Gutiérrez, Martínez, Minuesa, and del Puerto (2016) . The results show that the method for the different models used for simulating usually identify the offspring mean, the parameter τ and the asymptotic mean growth rate relatively well, what also indicates the goodness of our summary statistic. A noteworthy result is the case of considering a Poisson distribution for the control laws. While the algorithm provides a good estimation for the posterior density of the parameter τ , the posterior density for m (and consequently, for τ m ) does not seem to fit so well to the one obtained for the second simulated model when assuming a binomial or negative binomial distribution for the control laws. This is related to the magnitude of the parameter θ = 0.918. Indeed, when we used the geometric distribution for simulating the model we also estimated the posterior density of θ, resulting a mean value of 0.9079 and variance of 2.0629 · 10 −05 , which seems to be a good estimation of that posterior density. However, the small bias observed in this estimation was enlarged when we estimated m due to the fact that m = θ(1 − θ) −1 .
Motivated by the interest of making inference on the context of CBPs with random control functions, we have developed ABC methodologies based on the use of an appropriate summary statistic. Thus, this work constitutes a twofold generalization of González, Gutiérrez, Martínez, and del Puerto (2013) : on the one hand, we considered CBPs with random control functions, and on the other hand, we introduced an appropriate summary statistic to avoid the problem of the dimensionality of the data. To that end, we considered parametric frameworks for the offspring and control distributions and assumed that one can observe all the population sizes and the number of progenitors in the last generation. It is worthwhile to highlight that the knowledge of the number of progenitors in the last generation, φ n−1 (Z n−1 ), and its inclusion in the summary statistic, plays an important role when identifying the true parameters of the model and this entails a clear progress with respect to the aforesaid paper.
We have proposed several ABC algorithms to sample from the posterior distributions of the offspring and control parameters. We have also approximated the corresponding posterior densities by making use of kernel density estimators. First, we have presented the tolerance-rejection algorithm and proposed a three-dimensional summary statistic in order to reduce the bias of the estimates as a consequence of the large dimension of the data. We also described a SMC ABC algorithm with the suggested summary statistic that has proven to be adequate to draw samples from posterior densities which are closer to the true posterior densities and consequently, it represents an improvement of the tolerance-rejection algorithm. With the aim of refining the sample obtained via each one of those methods, a post-processing based on a local-linear regression is detailed as well.
Finally, the accuracy of the ABC procedures have been compared with the output of the Gibbs sampler. We implemented these methodologies by using the statistical software and programming environment R. We developed an extensive analysis of those methods by making use of a simulated CBP. First, we showed a visual comparison of the posterior density estimated by each algorithm and second, a comparison based on summary statistics such as the posterior mean and variance, 95% HPD intervals, RMSE, ISE and KL. The results of this example show that the SMC ABC algorithm with summary statistic together with the local-linear regression post-processing is the preferable method, providing estimates of the posterior densities which are as accurate as the ones obtained with the Gibbs sampler and having the advantage of being computationally simpler. Moreover, a study of the influence of the choice of the prior distributions and the offspring and control distribution considered in the model was carried out, showing that this methodology is not sensible to such choices.
Supplementary material 6.1 Simulated data
The data for the simulated example are provided in Table 3 . Recall that for the simulated CBP, which starts with Z 0 = 1 individual, the reproduction law is a geometric distribution with parameter q = 0.4, and for each k ∈ N 0 , the probability distribution of the control variable φ n (k) is a binomial distribution with parameters ξ(k) and γ = 0.75, with ξ(k) = k + ⌊log(k)⌋, for each k ∈ N and ξ(0) = 0.
Sensitivity analysis
A summary of the sensitivity analysis on the choice of the parameters of the prior distribution is presented in Tables 4 and 5 for the posterior distribution of θ and γ, respectively. The results are provided for the Gibbs sampler algorithm and the SMC ABC algorithm with the summary statistic followed by the post-processing correction method using the metric ρ 1 .
Finally, in Table 6 we present a summary of the results obtained from the sensitivity analysis on the choice of the parametric families for the offspring and control distributions for three different CBPs. Two families of distributions were considered for the offspring law: geometric and Poisson distribution, and three control laws: binomial, Poisson and negative binomial distribution (denoted by B(ξ(k), ρ), P(ξ(k)λ), and NB(ξ(k), ̺), respectively). For sake of simplicity, the results are only shown for the post-processing method applied on the output of the SMC ABC algorithm with the metric ρ 1 and the summary statistic. Table 4 : Summary of the sensitivity analysis on the choice of the prior distribution for the posterior density π(θ| Z 30 ). Table 5 : Summary of the sensitivity analysis on the choice of the prior distribution for the posterior density π(γ| Z 30 ). Table 6 : Summary of the sensitivity analysis on the choice of the offspring and control distributions in the SMC ABC algorithm with the summary statistic and the post-processing method. For the reproduction law a geometric distribution and a Poisson distribution were fitted, while for the control laws a binomial distribution, a Poisson distribution and a negative binomial distribution were considered.
