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SOBOLEV ORTHOGONAL POLYNOMIALS ON A SIMPLEX
RABI˙A AKTAS¸ AND YUAN XU
Abstract. The Jacobi polynomials on the simplex are orthogonal polynomi-
als with respect to the weight function Wγ(x) = x
γ1
1 · · ·xγdd (1− |x|)γd+1 when
all γi > −1 and they are eigenfunctions of a second order partial differential
operator Lγ . The singular cases that some, or all, γ1, . . . , γd+1 are −1 are
studied in this paper. Firstly a complete basis of polynomials that are eigen-
functions of Lγ in each singular case is found. Secondly, these polynomials are
shown to be orthogonal with respect to an inner product which is explicitly
determined. This inner product involves derivatives of the functions, hence the
name Sobolev orthogonal polynomials.
1. Introduction
The purpose of this paper is to study the limiting case of classical orthogonal
polynomials on the simplex when the weight function becomes singular. Let T d
be the d-dimensional simplex defined by
T d := {x ∈ Rd : x1 ≥ 0, . . . , xd ≥ 0, 1− |x| ≥ 0},
where |x| := x1 + · · ·+ xd. The classical weight function on T d is defined by
(1.1) Wγ(x) := x
γ1
1 · · ·xγdd (1− |x|)γd+1 , x ∈ T d,
where γi are real numbers, usually assumed to satisfy γi > −1 to ensure the
integrability of Wγ on T
d. Let cγ = 1
/∫
T d
Wγ(x)dx denote the normalization
constant.
Let Πd = R[x] be the ring of polynomials in d-variables and let Πdn denote the
subspace of polynomials of total degree at most n. When all γi > −1, the bilinear
form
〈f, g〉γ := cγ
∫
T d
f(x)g(x)Wγ(x)dx
defines an inner product on the space Πd of polynomials of d-variables. The
orthogonal polynomials with respect to this inner product have been studied
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2 RABI˙A AKTAS¸ AND YUAN XU
extensively (cf. [7]). In particular, let Vdn(Wγ) denote the space of orthogonal
polynomials of degree n with respect to 〈·, ·〉γ . Then, for all P ∈ Vdn(Wγ),
LγP :=
d∑
i=1
xi(1− xi)∂
2P
∂x2i
− 2
∑
1≤i<j≤d
xixj
∂2P
∂xi∂xj
(1.2)
+
d∑
i=1
(γi + 1− (|γ|+ d+ 1)xi) ∂P
∂xi
= −n (n+ |γ|+ d)P,
where |γ| := γ1 + · · ·+ γd+1. In other words, orthogonal polynomials of degree n
are eigenfunctions of the differential operator Lγ .
If some or all γi equal to −1, the weight function becomes singular and or-
thogonal polynomials with respect to Wγ are no longer well defined. In fact, the
Jacobi polynomials on the simplex defined via the Rodrigue formula can be ex-
tended to the case of γi ≤ −1. In the case of all γi = −1, they have been used to
study certain approximation processes in [14, 16], but this family of polynomials
does not provide a complete basis. On the other hand, the equation (1.2) still
makes sense if some, or all, γi = −1. Thus, it is natural to ask two questions:
firstly if (1.2) still has a complete basis of polynomial solutions, and secondly,
when the answer to the first question is affirmative, if these polynomial solutions
are orthogonal with respect to an inner product.
The main results of this paper answer both questions affirmatively. More pre-
cisely, for each singular case of some or all γi = −1, we have identified a complete
basis of polynomials that are eigenfunctions of Lγ , which are given explicitly,
and we have found an inner product explicitly, with respect to which these poly-
nomials are orthogonal. The inner product turns out to involve derivatives of
the functions, so that the orthogonality is not established in the usual L2(Wγ)
sense, but in a Sobolev space. Such orthogonal polynomials are named Sobolev
orthogonal polynomials.
The problems are motivated by a recent study [13, 18] of analogue problems
on the unit ball, for which the classical weight function takes the form Wµ(x) =
(1 − ‖x‖2)µ. The orthogonal polynomials with respect to Wµ on the ball are
eigenfunctions of a second order differential operator Lµ. In [18], a family of
orthogonal polynomials with respect to an inner product that involves the first
partial derivatives on the unit ball was studied, which turned out to be the
eigenfunctions of L−1 as shown in [13].
The Sobolev orthogonal polynomials have been studied extensively when d = 1
(cf. [9]). The simplex T d becomes, when d = 1, the interval [0, 1] and Wγ is the
Jacobi weight function xα(1− x)β, where we have written α = γ1 and β = γ2. In
this case, Sobolev orthogonal polynomials have been studied by several authors
([1, 2, 4, 11]). More precisely, the Sobolev orthogonality of the Jacobi polynomials
{P (−N,β)n }n≥0 was studied in [3], and the case {P (−N,−N)n }n≥0 was studied in [4], in
both cases N is a positive integer. The particular case of the Jacobi polynomials
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SOBOLEV ORTHOGONAL POLYNOMIALS ON A SIMPLEX 3
{P (−1,−1)n }n≥0 had been previously given in [11]. In the case of d = 2, the simplex
becomes a triangle and the weight function is usually denoted by Wα,β,γ. An
observation in [6] shows that the monic basis for Wα,β,γ is still a basis when
γ = −1 and α, β > −1, and they are orthogonal with respect to an inner product
that involves the first order derivatives. In contrast to one variable, there are
only a handful papers on Sobolev orthogonal polynomials of several variables
[6, 10, 12, 13, 17, 18], see also [8]. It should be mentioned that the studies in
[17, 18] are motivated by problems in numerical solution of Poisson equations [5]
and in optics. Given this background, it is somewhat surprising that there have
been so few studies of the Sobolev orthogonal polynomials of several variables.
It is our hope that the results in this paper will help to kindle more interests on
this topic.
The paper is organized as follows. In the next section we recall results on Jacobi
polynomials and classical orthogonal polynomials on the simplex, where we will
also present several new properties on the simplex, including how orthogonal
bases on the faces of T d arise from some of the orthogonal polynomials on T d,
which are of independent interest. The main results are stated in the third
section, where we will state the results for d = 2 first to illustrate the results and
illuminate how the results are obtained, as the results in T d require unavoidably
heavy notations. Finally, the proofs of the main results, including several lemmas,
are given in the fourth section.
2. Orthogonal polynomials on the simplex
This section contains background results on orthogonal polynomials that are
necessary for latter sections. After a brief subsection on the classical Jacobi
polynomials, orthogonal polynomials on the triangle are described in the second
subsection and those on the simplex are developed in full generality in the third
subsection, and orthogonal polynomials on the faces of the simplex are discussed
in the fourth subsection.
2.1. Jacobi polynomials. The Jacobi weight function vα,β is defined by
vα,β(x) := (1− x)α(1 + x)β, α, β > −1.
The Jacobi polynomials are given explicitly by the Rodrigue formula
(2.1) P (α,β)n (x) =
(−1)n
2nn!
(1− x)−α(1 + x)−β d
n
dxn
[
(1− x)n+α(1 + x)n+β]
and they satisfy the orthogonality condition
cα,β
∫ 1
−1
P (α,β)n (x)P
(α,β)
m (x)vα,β(x)dx = h
(α,β)
n δn,m,(2.2)
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4 RABI˙A AKTAS¸ AND YUAN XU
where
cα,β :=
Γ(α + β + 2)
2α+β+1Γ(α + 1)Γ(β + 1)
, h(α,β)n :=
(α + 1)n(β + 1)n(α + β + n+ 1)
n!(α + β + 2)n(α + β + 2n+ 1)
and δn,m is the Kronecker delta. The Jacobi polynomial P
(α,β)
n also satisfies the
second order differential equation
(2.3) (1− x2)y′′ + [β − α− (α + β + 2)x] y′ = −n(α + β + n+ 1)y,
in other words, it is the eigenfunction of the differential operator in the left hand
side with the eigenvalue −n(α + β + n+ 1).
If one of α and β is a negative integer, then the weight function vα,β is no
longer integrable on [−1, 1]. Assume α = −l, l ∈ N, then we have [15, (4.22.2)]
(2.4)
(
n
l
)
P (−l,β)n (x) =
(
n+ β
l
)(
x− 1
2
)l
P
(l,β)
n−l (x),
which is well defined for n ≥ l. In the case of α = −1, defining P (−1,β)0 (x) = 1,
then {P (−1,β)n }n≥0 is well defined and they still satisfy the differential equation
(2.3) for all n = 0, 1, . . .. They are, however, no longer orthogonal polynomials
in the sense of (2.2) but, as it turns out, orthogonal polynomials with respect to
the following Sobolev type inner product [3, 11],
〈f, g〉 := λf(1)g(1) +
∫ 1
−1
(x+ 1)β+1f ′(x)g′(x)dx, λ > 0, β > −1.
If both α = β = −1, then the Jacobi polynomials in (2.1) are well defined for
n ≥ 2. Furthermore, any linear polynomial will be a solution of the equation (2.3)
when n = 0 and 1. In fact, the polynomials P
(−1,−1)
0 (x) = 1, P
(−1,−1)
1 (x) = x+ µ
and
P (−1,−1)n (x) =
1
4
(x− 1)(x+ 1)P (1,1)n−2 (x), n ≥ 2,
satisfy the equation (2.3) for all n = 0, 1, 2, . . .. Furthermore, these polynomials
are orthogonal with respect to the Sobolev type inner product
〈f, g〉 := λ1f(1)g(1) + λ2f(−1)g(−1) +
∫ 1
−1
f ′(x)g′(x)dx
where λ1 and λ2 are nonnegative numbers, not both zero, and the constant in
P
(−1,−1)
1 (x) is given by µ =
λ2−λ1
λ1+λ2
.
Since the simplex T d becomes [0, 1] when d = 1, it is more convenient to
consider the Jacobi polynomials on the interval [0, 1], which we denote by J
(α,β)
n ,
and normalized as
J (α,β)n (x) := (1− x)−αx−β
dn
dxn
[
(1− x)n+αxn+β] .
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SOBOLEV ORTHOGONAL POLYNOMIALS ON A SIMPLEX 5
Up to a constant multiple, J
(α,β)
n (x) = cP
(α,β)
n (2x − 1). These polynomials are
orthogonal on [0, 1] with respect to the weight function
wa,β(x) := (1− x)αxβ, α, β > −1
and they satisfy a second order differential equation
x(1− x)y′′ + [β + 1− (α + β + 2)x] y′ = −n(n+ α + β + 1)y
2.2. Orthogonal polynomials on the triangle. On the triangle T 2 := {(x, y) ∈
R2 : x, y ≥ 0, 1−x− y ≥ 0}, the Jacobi polynomials are orthogonal with respect
to the weight function
Wα,β,γ(x, y) := x
αyβ(1− x− y)γ, α, β, γ > −1.
More precisely, we define the inner product
〈f, g〉α,β,γ := cα,β,γ
∫
T 2
f(x, y)g(x, y)Wα,β,γ(x, y)dxdy,
where cα,β,γ is the normalization constant of Wα,β,γ given by
cα,β,γ := 1
/∫
T 2
Wα,β,γ(x, y)dxdy =
Γ(α + β + γ + 3)
Γ(α + 1)Γ(β + 1)Γ(γ + 1)
.
Let V2n(Wα,β,γ) denote the space of orthogonal polynomials of degree n with re-
spect to this inner product. Then P ∈ V2n(Wα,β,γ) if 〈P, q〉α,β,γ = 0 for all q ∈ Π2n−1
and dimV2n(Wα,β,γ) = (n + 1). Among many bases for V2n(Wα,β,γ), one is given
by the Rodrigue formula: For 0 ≤ k ≤ n,
P
(α,β,γ)
k,n (x, y) := [Wα,β,γ(x, y)]
−1 ∂n
∂xk∂yn−k
[
xα+kyβ+n−k(1− x− y)γ+n] .(2.5)
It should be noted that the elements of this basis are not mutually orthog-
onal to each other. The triangle T 2 is symmetric under the permutation of
(x, y, 1− x− y). Parametrizing the triangle differently leads to two more orthog-
onal bases of V2n(Wα,β,γ). Indeed, if we define
(2.6) Qnk(x, y) := P
(β,α,γ)
k,n (y, x) and R
n
k(x, y) := P
(γ,β,α)
k,n (1− x− y, y),
then both {Rnk : 0 ≤ k ≤ n} and {Qnk : 0 ≤ k ≤ n} are bases of V2n(Wα,β,γ). Upon
changing variables from (2.5), these polynomials are given explicitly by
Qnk(x, y) = [Wα,β,γ(x, y)]
−1 ∂n
∂xn−k∂yk
[
xα+n−kyβ+k(1− x− y)γ+n]
and
Rnk(x, y) = (−1)k [Wα,β,γ(x, y)]−1
∂n
∂xk(∂y − ∂x)n−k
[
yβ+n−k(1− x− y)γ+kxα+n] .
For the study of the Sobolev orthogonal polynomials, it is necessary to un-
derstand the restriction of the basis element on the boundary of the triangle.
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6 RABI˙A AKTAS¸ AND YUAN XU
For later use, we state the following proposition, which is the special case of
Lemma 2.10.
Proposition 2.1. For n = 0, 1, . . . ,
1. The restriction of P
(α,β,γ)
0,n ∈ V2n(Wα,β,γ) on the line x = 0 is J (γ,β)n (y).
2. The restriction of P
(β,α,γ)
0,n ∈ V2n(Wα,β,γ) on the line y = 0 is J (γ,α)n (x).
3. The restriction of P
(γ,β,α)
0,n ∈ V2n(Wα,β,γ) on the line x+ y = 1 is J (α,β)n (y).
There is another basis {V (α,β,γ)k,n : 0 ≤ k ≤ n} of V2n(Wα,β,γ) so that P (α,β,γ)k,n and
V
(α,β,γ)
k,n are biorthogonal. This basis will be the special case of d = 2 of the basis
(2.11) in the following section.
2.3. Orthogonal polynomials on the simplex. To simplify the notation, we
set, for x ∈ T d, |x| := x1+ · · ·+xd and xd+1 := 1−|x|. Furthermore, for γi > −1,
1 ≤ i ≤ d+ 1, we set
γ := (γ1, . . . , γd, γd+1) = (γ, γd+1) with γ := (γ1, . . . , γd).
Then the weight function Wγ in (1.1) can be written as
(2.7) Wγ(x) = x
γ(1− |x|)γd+1 .
If all γi > −1, then Wγ is integrable and we can consider orthogonal polynomials
in the space L2(Wγ , T
d) with respect to the inner product
(2.8) 〈f, g〉γ := cγ
∫
T d
f(x)g(x)Wγ(x)dx,
where cγ is the normalization constant of Wγ given by
cγ := 1
/∫
T d
Wγ(x)dx =
Γ(|γ|+ d+ 1)∏d+1
i=1 Γ(γi + 1)
.
Let Vdn(Wγ) denote the space of orthogonal polynomials of degree n with respect
to this inner product. As in the case of two variables, there are several dis-
tinguished bases of Vdn(Wγ). First we state the basis defined via the Rodrigue
formula.
Lemma 2.2. For n ∈ Nd0, γ ∈ Rd+1 and x ∈ Rd, define
(2.9) P γn (x) := x
−γ(1− |x|)−γd+1 ∂
|n|
∂xn
[
xγ+n(1− |x|)γd+1+|n|] ,
where ∂
|n|
∂xn
= ∂
|n|
∂x
n1
1 ···∂x
nd
d
. If γi > −1, 1 ≤ i ≤ d + 1, then P γn are orthogonal
polynomials with respect to Wγ and {P γn : |n| = n} is a basis of Vdn(Wγ).
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SOBOLEV ORTHOGONAL POLYNOMIALS ON A SIMPLEX 7
This is a classical result, see, for example, [7, p. 49]. As a basis of Vdn(Wγ),
these polynomials are eigenfunctions of the differential operator Lγ in (1.2); that
is,
(2.10) LγP
γ
n = −n(n+ |γ|+ d)P γn , |n| = n.
In particular, the differential equation has a complete set of solutions consisting
of
(
n+d−1
n
)
linearly independent polynomials of degree n.
Remark 2.1. Analytic continuation shows that (2.10) still holds if some or all γi
are ≤ −1, in which case, however, {P γn : |n| = n} no longer contains a complete
set of solutions.
If some components of γ are negative integers, the polynomial P γn still satisfies
some orthogonality with respect to a different weight function. More precisely,
we have the following lemma.
Lemma 2.3. Let k be an integer, 1 ≤ k ≤ d, and γ ∈ Rd−k+1 with γi > −1 for
all i. Let γ = (γ,−m), where m ∈ Nk. Then P γn is orthogonal to polynomials of
degree at most |n| − |m| − 1 with respect to Wγ,0k ; that is,∫
T d
P (γ,−m)n (x)Q(x)Wγ,0k(x)dx = 0, ∀Q ∈ Πd|n|−|m|−1.
Proof. Let us denote temporarily x = (x1,x2) with x1 ∈ Rd−k+1 and x2 ∈ Rk−1
and, similarly, n = (n1,n2). Furthermore, let m = (m
′,m0) with m′ ∈ Nk−1.
Then, by the Rodrigue formula (2.9),
J :=
∫
T d
P (γ,−m)n (x)Q(x)Wγ,0k(x)dx
=
∫
T d
xm
′
2 (1− |x|)m0
∂|n|
∂xn
{
xn1+γ1 x
n2−m′
2 (1− |x|)|n|−m0
}
Q(x)dx.
We perform integration by parts on the last integral. Since γi > −1, the integra-
tion by parts over the first d− k + 1 variables carries through without problem.
For integration by parts in xd−k+2, the first component of x2, the part that is
being integrated out, is zero since, if j ≤ m1, then ∂j−1∂xj−1d−k+2 [x
m′
2 (1 − |x|)m0Q(x)]
vanishes for xd−k+2 = 0 and |x| = 1, whereas if j > m1, then for ` = nd−k+2 − j,
∂`
∂x`d−k+2
{
xn2−m
′
2 (1− |x|)|n|−m0
}
vanishes on the boundary. Consequently, we con-
clude that
J = (−1)|n|
∫
T d
xn1+γ1 x
n2−m′
2 (1− |x|)|n|−m0
∂|n|
∂xn
[
xm
′
2 (1− |x|)m0Q(x)
]
dx = 0
since the term insider the bracket is a polynomial of degree |m|+ degQ < n. 
It should be noted that, instead of γ = (γ,−m), we can assume that γi is a
negative integer for i in a subset of {1, 2, . . . , d + 1} in the above lemma. The
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8 RABI˙A AKTAS¸ AND YUAN XU
result will be similar and the precise formulation should be clear from the above
proof.
The simplex T d is symmetric under the permutation of (x1, . . . , xd, xd+1). This
symmetry carries over to the Rodrigue basis. Let
Zd := {1, 2, . . . , d}.
For a subset S of Zd we denote by |S| the cardinality of S and by Sc the com-
plement of S, that is, Sc := Zd \ S.
Let Gk be the permutation group of k elements; its action on a function g :
Rk 7→ R is denoted by g(xσ), σ ∈ Gk. Just as in the case of d = 2, see (2.6), we
can permute variables and parameters of P γn to obtain different bases of Vdn(Wγ).
Definition 2.4. Let S = {i1, . . . , id} be a subset of Zd+1 and Sc = {id+1}. Let
γS := (γS, γid+1), where γS := (γi1 , . . . , γid), and xS = (xi1 , . . . , xid).
1. If d+ 1 /∈ S, then Sc = {d+ 1}, xS = (x1, . . . , xd)σ and γS = (γ1, . . . , γd)σ for
some σ ∈ Gd, and γS = (γS, γd+1). We denote
P γSn (xS) = x
−γS
S (1− |xS|)−γd+1
∂|n|
∂xnS
{
xγS+nS (1− |xS|)γd+1+|n|
}
.
2. If d+ 1 ∈ S, then S = {d + 1, i2, . . . , id}σ for some σ ∈ Gd and Sc = {id+1},
where ij ∈ Zd. Let xS = (xd+1, xi2 , . . . , xid)σ and γS = (γd+1, γi2 , . . . , γid)σ.
We define then
P γSn (xS) = x
−γS
S x
−γid+1
id+1
∂|n|
∂xnS,σ
{
xγS+nS x
γid+1+|n|
id+1
}
,
where ∂xS,σ = (−∂id+1 , ∂i2,id+1 , . . . , ∂id,id+1)σ with ∂i := ∂xi and ∂i,j := ∂i − ∂j.
In the case of d + 1 ∈ S, the notation P γSn (xS) agrees with that of (2.9), and
it is a simple permutation of P γn (x). For d = 2, see (2.6).
Lemma 2.5. Let S and P
γS
n (xS) be defined in the Definition 2.4. Then {P γSn (xS) :
|n| = n} is a basis of Vdn(Wγ). In particular, P γSn (xS) are eigenfunctions of the
differential operator Lγ given by (1.2).
Proof. In the first case, d + 1 /∈ S, changing variable x 7→ xσ in the integral of
〈Pn, g〉γ shows immediately that P γSn (xS) ∈ Vdn(Wγ).
The second case, d + 1 ∈ S, requires a bit more work. Up to a permutation
in Gd, we can assume that S = (d + 1, 1, . . . , d − 1). Then Sc = {d}, xS =
(xd+1, x1, . . . , xd−1) and γS = (γd+1, γ1, . . . , γd−1). Making a change of variable
u1 = xd+1 = 1− |x|, u2 = x1, . . . , ud = xd−1
so that 1− |u| = xd and, using superscript for the variable with respect to which
the derivative is taking,
∂
(u)
1 = −∂(x)d , ∂(u)2 = ∂(x)1 − ∂(x)d , . . . , ∂(u)d = ∂(x)d−1 − ∂(x)d ,
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SOBOLEV ORTHOGONAL POLYNOMIALS ON A SIMPLEX 9
we obtain from the Rodrigue formula (2.9) that
P γSn (u) = (−1)n1x−γSS x−γdd
∂|n|
∂n1d ∂
n2
1,d · · · ∂ndd−1,d
[
xγS+nS x
γd+|n|
d
]
= P γSn (xS).
Furthermore, under this change of variables, Wγ(x) = WγS(u). Consequently,∫
T d
P γSn (xS)g(x)Wγ(x)dx =
∫
T d
P γSn (u)g(u2, . . . , ud, 1− |u|)WγS(u)du = 0
by the orthogonality of P γn , so that P
γS
n (xS) ∈ Vdn(Wγ). 
Another basis of Vdn(Wγ) is {V γn (x) : |n| = n,n ∈ Nd0}, where V γn are monomial
orthogonal polynomials defined by
(2.11) V γn (x) :=
∑
m≤n
(−1)n+|m|
d∏
i=1
(
ni
mi
)
(γi + 1)ni(|γ|+ d)n+|m|
(γi + 1)mi(|γ|+ d)n+|n|
xm.
These polynomials satisfy V γn (x) = x
n + Qn(x), Qn ∈ Πdn−1 and V γn ∈ Vdn(Wγ),
so that V γn is the orthogonal projection of x
n in Vdn(Wγ). Furthermore, we have
the biorthogonal relation
∫
T d
P γn (x)V
γ
m(x)Wγ(x)dx =
∏d
i=1(γi + 1)ni(γd+1 + 1)|n|
(|γ|+ d+ 1)2|n| n!δn,m.
We note that V γn is well defined even if γd+1 = −1, since γd+1 appears only in
|γ| in the right hand side of (2.11). For latter use, we state one more property
of V γn . Let e1, . . . , ed be the standard basis of Rd, that is, the ith coordinate of
ej is 1 if i = j, 0 if i 6= j.
Lemma 2.6. For 1 ≤ i ≤ d,
(2.12)
∂
∂xi
V γn (x) = niV
(γ+ei,γd+1+1)
n−ei (x).
Proof. We can assume i = 1 and write V γn as
V γn (x) :=
n1∑
m1=0
∑
m′≤n′
(−1)n+|m|
d∏
i=1
(
ni
mi
)
(γi + 1)ni(|γ|+ d)n+|m|
(γi + 1)mi(|γ|+ d)n+|n|
x1
m1xm
′
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10 RABI˙A AKTAS¸ AND YUAN XU
where x = (x2, . . . , xd), n
′ = (n2, . . . , nd) and m′ = (m2, . . . ,md). Taking deriva-
tive with respect to x1 and shifting the summation index over m1, we obtain
∂
∂x1
V γn (x) =
n1∑
m1=1
∑
m′≤n′
(−1)n+|m|
d∏
i=1
(
ni
mi
)
(γi + 1)ni(|γ|+ d)n+|m|
(γi + 1)mi(|γ|+ d)n+|n|
m1x1
m1−1xm
′
=
n1−1∑
m1=0
∑
m′≤n′
(−1)n+|m|−1n1
(
n1 − 1
m1
)
(γ1 + 1)n1
(γ1 + 1)m1+1
x1
m1
×
d∏
i=2
(
ni
mi
)
(γi + 1)ni(|γ|+ d)n+|m|+1
(γi + 1)mi(|γ|+ d)n+|n|
xm
′
.
Since (a)n = a(a+ 1)n−1, it holds that
(γ1 + 1)n1
(γ1 + 1)m1+1
=
((γ1 + 1) + 1)n1−1
((γ1 + 1) + 1)m1
,
(|γ|+ d)n+|m|+1
(|γ|+ d)n+|n| =
(|γ|+ d+ 2)n+|m|−1
(|γ|+ d+ 2)n+|n|−2 ,
from which (2.12) follows. 
The relation (2.12) allows us to take higher order derivatives of V γn . One
interesting consequence of the lemma is that V γn are orthogonal polynomials for
a family of other inner products that involve differentiation. To state the result,
we need further notation. For a subset S = {i1, . . . , ij} of Zd, we define
∂|S|
∂xS
=
∂|S|
∂xi1 . . . ∂xij
.
Lemma 2.7. Let γi > −1 for 1 ≤ i ≤ d+ 1. For m ≤ d, define
[f, g]γ := 〈f, g〉γ +
m∑
j=1
∑
S⊂Zd
|S|=j
λS
∫
T d
∂jf
∂xS
∂jg
∂xS
∏
i∈S
xi(1− |x|)jWγ(x)dx,(2.13)
where λS are nonnegative numbers. Then the polynomials V
γ
n in (2.11) are or-
thogonal with respect to the inner product [·, ·]γ.
Proof. By (2.12), taking repeated derivatives of V γn , we have
∂|S|f
∂xS
V γn (x) = ni1 · · ·nijV
(γ+ei1+...+eij ,γd+1+j)
n−ei1−...−eij (x)
with S = {i1, . . . , ij}, which implies, by the orthogonality of V (γ+ei1+...+eij ,γd+1+j)n−ei1−...−eij ,
that V γn is orthogonal with respect to
[f, g]S :=
∫
T d
∂jf
∂xS
∂jg
∂xS
∏
i∈S
xi(1− |x|)jWγ(x)dx
and, consequently, orthogonal with respect to [·, ·]γ . Since all λS ≥ 0, [·, ·]γ is an
inner product. 
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SOBOLEV ORTHOGONAL POLYNOMIALS ON A SIMPLEX 11
Remark 2.2. Using the relation (2.12) repeatedly, we can also include partial
derivatives of higher orders, such as ∂
|m|
∂x
m1
1 ···∂x
mk
k
for m = (m1, . . . ,mk) with k ≤ d,
in the definition of [f, g]γ . For our purpose, the definition in (2.13) is sufficient.
A couple of remarks are in order. We note that [·, ·]S is not an inner product by
itself since, for example, [f, f ]S = 0 for f(x) = 1. Even though {V γn : |n| = n} is
a basis of Vdn(Wγ), not every basis of Vdn(Wγ) is orthogonal with respect to [·, ·]γ .
For example, when λS are not all zero, P
γ
n is not an orthogonal polynomial with
respect to [·, ·]γ .
2.4. Orthogonal polynomials on the faces of the simplex. In addition to
the standard basis e1, . . . , ed of Rd, we further set e0 = (0, . . . , 0). The points
e0, e1, . . . , ed are the vertices of the simplex T
d. The boundary of the simplex T d
can be decomposed into lower dimensional faces.
Definition 2.8. Let S be a subset of Zd+1 with 1 ≤ |S| ≤ d. Then
T
d−|S|
S := {x ∈ T d : xi = 0, i ∈ S}
is a (d− |S|)-dimensional face of T d.
For 1 ≤ |S| ≤ d, the number of (d−|S|)-dimensional faces is (d+1|S| ). In particu-
lar, for |S| = d, the 0-dimensional faces are precisely the vertices e0, e1, . . . , ed of
T d, whereas for |S| = 1, the (d−1)-dimensional faces are T d−1{j} , j = 1, . . . , d, d+1.
Each face T
d−|S|
S is a (d− |S|)-dimensional simplex and, moreover, T d−|S|S is iso-
morphic to the simplex T d−|S| in variables {xi : i ∈ Sc}. Furthermore, the
restriction of Wγ on T
d−|S|
S is a weight function of the same type in variables
{xi : i ∈ Sc}.
Definition 2.9. Let S = {i1, . . . , id} be a subset of Zd+1 and Sc = {id+1}. Let
γS := (γS, γid+1), where γS := (γi1 , . . . , γid), and xS = (xi1 , . . . , xid). Let P
γS
n (xS)
be defined as Definition 2.4.
1. Let d+ 1 /∈ S. For Sj ⊂ Zd with |Sj| = j, 1 ≤ j ≤ d− 1, define
Hdn,Sj(Wγ) := span{P γn (x) : |n| = n, and n` = 0, ∀` ∈ Sj}.
2. Let d + 1 ∈ S. Then S = {d + 1, `1, . . . , `d−1} with {`1, . . . , `d−1} ⊂ Zd and
Zd+1 \ S = {`d}. For Sj = {d + 1, `1, . . . , `j−1} with 1 ≤ j ≤ d − 1, where
S1 = {d+ 1}, define
Hdn,Sj(Wγ) := span{P
(γS ,γ`d )
n (xSj , xS\Sj) : |n| = n with n` = 0, 1 ≤ ` ≤ j}.
We further define Hdn,Sd(Wγ) = ∅ and Hdn,Sd+1(Wγ) = ∅.
Lemma 2.10. The space Hdn,Sj(Wγ) satisfies the following properties:
(i) Hdn,Sj(Wγ) is a subspace of Vdn(Wγ);
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12 RABI˙A AKTAS¸ AND YUAN XU
(ii) The restriction of Hdn,Sj(Wγ) on the face T
d−j
Sj
is the subspace Vd−jn (Wγ |T d−jSj ),
where Wγ |T d−jSj denotes the restriction of Wγ on the face T
d−j
Sj
, that is,
Hdn,Sj(Wγ)
∣∣
T d−jSj
= Vd−jn
(
Wγ
∣∣
T d−jSj
)
in the variables {xi : i ∈ Scj}.
Proof. The item (i) follows immediately from Lemma 2.5. For the proof of item
(ii), we need to consider two cases, d+ 1 /∈ S and d+ 1 ∈ S.
Case 1. d+ 1 /∈ S. Then S = Zd. Let Sj = {i1, . . . , ij} ⊂ Zd, Scj = {ij+1, . . . , id},
γScj = (γij+1 , . . . , γid) and nS
c
j
= (nij+1 , . . . , nid). If n` = 0 for ` ∈ Sj, then P γn in
(2.9) can be written as
P γn (x) = x
−γSc
j
Scj
(1− |x|)−γd+1 ∂
|nSc
j
|
∂x
nSc
j
Scj
[
x
γSc
j
+nSc
j
Scj
(1− |x|)γd+1+|nScj |
]
,
which, when restricted to the face T d−jSj , becomes
P γn (x)
∣∣
T d−jSj
= x
−γSc
j
Scj
(1− |xScj |)−γd+1
∂
|nSc
j
|
∂x
nSc
j
Scj
[
x
γSc
j
+nSc
j
Scj
(1− |xScj |)
γd+1+|nSc
j
|
]
,
precisely the Rodrigue formula in the variable xScj for the weight function Wγ
∣∣
T d−jSj
and, as such, is an element of Vd−jn
(
Wγ
∣∣
T d−jSj
)
. Furthermore, the collection of such
polynomials forms a basis of the latter space. This completes the proof of (ii) in
this case.
Case 2. d + 1 ∈ S. Up to a permutation in Gd, we can assume S = (d + 1,
1, . . . , d − 1). Then Sc = {d}, γS = (γS, γd) with γS = (γd+1, γ1, . . . , γd−1) and
Sj = {d+ 1, 1, . . . , j − 1}. Making a change of variable
u1 = xd+1 = 1− |x|, u2 = x1, . . . , ud = xd−1,
we have 1 − |u| = xd, Wγ(x) = WγS(u) and P γSn (xS) = P γSn (u), as in the proof
of Lemma 2.5, so that
Hdn,Sj(Wγ(x)) = H
d
n,S∗j
(WγS(u))
where S∗j := {1, 2, . . . , j} and
Hdn,S∗j (WγS(u)) = span{P
γS
n (u) : |n| = n, n` = 0, ∀` ∈ S∗j }.
From the case that d+ 1 /∈ S, it follows that
Hdn,S∗j (WγS)
∣∣
T d−j
S∗
j
= Vd−jn
(
WγS
∣∣
T d−j
S∗
j
)
,
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SOBOLEV ORTHOGONAL POLYNOMIALS ON A SIMPLEX 13
which is equivalent to
Hdn,Sj(Wγ)
∣∣
T d−jSj
= Vd−jn
(
Wγ
∣∣
T d−jSj
)
.
This completes the proof. 
Lemma 2.11. Let Hdn,Sj(Wγ) be defined as in Definition 2.9. Then H
d
n,Sj
(Wγ)
is a subspace of Vdn(Wγ∗), where γ∗ = (γ∗1 , . . . , γ∗d+1) is defined as follows: γ∗` ∈ R
are arbitrary for ` ∈ Sj and γ∗` = γj otherwise. In particular, every element
of Hdn,Sj(Wγ) satisfies the equation Lγ∗P = −n(n + |γ∗| + d)P , where γ∗` are
arbitrary for ` ∈ Sj.
Proof. In the Rodrigue formula P γn of (2.9), if n` = 0, then the derivative with
respect to x` does not appear, so that, after canceling out x
−γ`
` and x
γ`
` , γ` does
not appear in P γn , which means that we can assign γ` any value. In other words,
P γn (x) = P
γ∗
n (x) if n` = 0, ` ∈ Sj. Consequently, Hdn,Sj(Wγ) ∈ Vdn(W ∗γ ). 
3. Main results
Our main results on the simplex are fairly involved in notations. We shall state
our results first in the case of triangle, that is, d = 2, and use it to explain how
we arrive at the results.
3.1. Sobolev orthogonal polynomials on the triangle. As stated in the
introduction, we are facing two problems. The first one is to find a complete
solutions of polynomials for the differential equation (1.2) in which d = 2 and
γ = (α, β, γ).
To facilitate the discussion, we define the following subspaces of V2n(Wα,β,γ),
Hn,1(wγ,β) := span{P (0,β,γ)0,n (x, y)}, Hn,2(wγ,α) := span{P (0,α,γ)0,n (y, x)},
Hn,3(wα,β) := span{P (0,β,α)0,n (1− x− y, y)},
which can be formulated as special cases of the spaces in Definition 2.9. According
to Proposition 2.1, Hn,1(wγ,β)|x=0 = V1n(wγ,β), Hn,2(wγ,α)|y=0 = V1n(wγ,α) and
Hn,3(wα,β)|x+y=1 = V1n(wα,β). In the following we adopt the convention that
V2n(Wα,β,γ) = ∅ and Hn,j = ∅, if n < 0.
Theorem 3.1. For n ∈ N0 and at least one of α, β, γ being −1, the differential
equation
Lα,β,γu = −n(n+ α + β + γ + 2)u
has a solution space U2n(Wα,β,γ) of polynomials of degree n, which has dimension
n+ 1 and can be decomposed as a direct sum as follows:
U2n(Wα,β,−1) := (1− x− y)V2n−1(Wα,β,1) +Hn,3(wα,β), n ≥ 0,
U2n(Wα,−1,−1) := y(1− x− y)V2n−2(Wα,1,1) + yHn−1,3(wα,1)
+ (1− x− y)Hn−1,2(w1,α)
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14 RABI˙A AKTAS¸ AND YUAN XU
for n ≥ 1 and U20 (Wα,−1,−1) := span{1}, and
U2n(W−1,−1,−1) :=xy(1− x− y)V2n−3(W1,1,1) + xyHn−2,3(w1,1)
+ x(1− x− y)Hn−2,2(w1,1) + y(1− x− y)Hn−2,1(w1,1)
for n ≥ 2, U20 (W−1,−1,−1) := span{1} and U21 (W−1,−1,−1) := span{x+ c1, y + c2},
where c1 and c2 are arbitrary constants.
From the decomposition, we can deduce further relations among the subspaces.
Corollary 3.2. The subspaces in the Theorem 3.1 satisfy the relations
U2n(Wα,−1,−1) = yU2n−1(Wα,1,−1) + (1− x− y)Hn−1,2(w1,α), n ≥ 1
U2n(W−1,−1,−1) =xU2n−1(W1,−1,−1) + y(1− x− y)Hn−2,1(w1,1), n ≥ 2.
Remark 3.1. In the statement of the theorem, we could also assume either α = −1
or β = −1 instead of γ = −1. The result then can be obtained via permutation
of (α, β, γ) and the corresponding permutation of (x, y, 1 − x − y). We give one
example explicitly:
U2n(W−1,−1,γ) = xyV2n−2(W1,1,γ) + xHn−1,2(wγ,1) + yHn−1,1(wγ,1).
Our second problem is to identify an inner product under which the eigenspaces
in the Theorem 3.1 are orthogonal.
Definition 3.3. Let λi and λi,j be nonnegative numbers. Define the bilinear
forms
〈f, g〉α,β,−1 :=
∫
T 2
[x∂xf(x, y)∂xg(x, y) + y∂yf(x, y)∂yg(x, y)]x
αyβdxdy
+ λ1
∫ 1
0
f(x, 1− x)g(x, 1− x)xα(1− x)βdx
〈f, g〉α,−1,−1 :=
∫
T 2
∂yf(x, y)∂yg(x, y)x
αdxdy,
+ λ1
∫ 1
0
∂xf(x, 0)∂xg(x, 0)x
α+1dx+ λ1,0f(1, 0)g(1, 0)
〈f, g〉−1,−1,−1 :=
∫
T 2
∂xyf(x, y)∂xyg(x, y)(1− x− y)dxdy,
+ λ1
∫ 1
0
∂xf(x, 0)∂xg(x, 0)dx+ λ2
∫ 1
0
∂yf(0, y)∂yg(0, y)dy
+ λ1,0f(1, 0)g(1, 0) + λ0,1f(0, 1)g(0, 1) + λ0,0f(0, 0)g(0, 0).
Theorem 3.4. Let α, β > −1. For n = 0, 1, 2, . . ., the following holds:
(1) If λ1 > 0 then 〈f, g〉α,β,−1 is an inner product for which U2n(Wα,β,−1) is the
space of orthogonal polynomials of degree n;
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(2) If λ1 > 0 and λ1,0 > 0, then 〈f, g〉α,−1,−1 is an inner product for which
U2n(Wα,−1,−1) is the space of orthogonal polynomials of degree n;
(3) If λ1 > 0, λ2 > 0 and at least one of λ1,0, λ0,1, λ0,0 is positive, then 〈f, g〉−1,−1,−1
is an inner product for which U2n(W−1,−1,−1) is the space of orthogonal poly-
nomials of degree n, where we redefine U21 (W−1,−1,−1) as
U21 (W−1,−1,−1) = span
{
x− λ1,0
λ1,0 + λ0,1 + λ0,0
, y − λ0,1
λ1,0 + λ0,1 + λ0,0
}
.
With respect to 〈·, ·〉α,β,−1, the decomposition U2n(Wα,β,−1) is an orthogonal one,
that is,
U2n(Wα,β,−1) = (1− x− y)V2n−1(Wα,β,1)
⊕
Hn,3(wα,β),
as will be shown in (iii) of Theorem 3.7.
Again, by symmetry, we can state the inner product if other parameters are
−1. We give one example.
〈f, g〉−1,−1,γ :=
∫
T 2
(∂y − ∂x)f(x, y)(∂y − ∂x)g(x, y)(1− x− y)γdxdy
+ λ1
∫ 1
0
∂xf(x, 0)∂xg(x, 0)(1− x)γ+1dx
+ λ2
∫ 1
0
∂yf(0, y)∂yg(0, y)(1− y)γ+1dy + λ0,0f(0, 0)g(0, 0)
where λ1, λ2 ≥ 0 with at least one of them positive and λ0,0 > 0.
Remark 3.2. Notice that 〈f, g〉−1,−1,γ contains two terms of one-dimenional inte-
gral, whereas 〈f, g〉α,−1,−1 contains only one such term. Evidently, by symmetry
we could include another term in 〈f, g〉α,−1,−1. In fact, it will become clear in the
discussion below that we could include even more terms if we are willing to use
higher order derivatives. Apart from consideration of symmetry, as in the three
vertices in 〈f, g〉−1.−1.−1 in Definition 3.3, we shall keep the number of terms in
the inner product minimal below.
These theorems will be special cases of the results on T d. We will not give
separate proof for d = 2. Instead we give an indication below on how the main
terms of the inner products are identitified. We start from an observation in
[6] that the monic orthogonal polynomials V
(α,β,γ)
k,n (x, y) are also orthogonal with
respect to the inner product, when α, β, γ > −1,
[f, g]α,β,γ = 〈f, g〉α,β,γ + λ1〈∂xf, ∂xg〉α+1,β,γ+1 + λ2〈∂yf, ∂yg〉α,β+1,γ+1,(3.1)
which is a special case of Lemma 2.7. Since V α,β,γk,n are well-defined if γ = −1,
letting γ 7→ −1 preserves the orthogonality, which is how the orthogonality in
〈f, g〉α,β,−1 was established [6], but the method does not give the decomposition
of the orthogonal space. Indeed, the second and the third terms in the right hand
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side of [f, g]α,β,γ make sense for γ = −1 as well, whereas for the first term we
parametrize the integral over T 2 as∫
T 2
f(x, y)dxdy =
∫ 1
0
∫ 1−y
0
f(x, y)dxdy,
and apply the limit relation
lim
µ→−1+
1
µ+ 1
∫ 1
0
f(x)xµdx = f(0)
to conclude that
lim
γ→−1+
[f, g]α,β,γ = cα,β
∫ 1
0
f(x, 1− x)g(x, 1− x)xα(1− x)βdx
+ λ1〈∂xf, ∂xg〉α+1,β,0 + λ2〈∂yf, ∂yg〉α,β+1,0,
which is a constant multiple of 〈f, g〉α,β,−1 when λ2 = λ1. Since V (α,β,−1)k,n (x) are
well defined for all 0 ≤ k ≤ n, their orthogonality is preserved under the above
limit.
The above limit process can be continued one more time by taking, for example,
β → −1, which gives
lim
β,γ→−1+
[f, g]α,β,γ = c〈f, g〉α,−1,−1,
where c is a constant. However, since V
(α,−1,−1)
k,n (x) are not well defined when
k = 0, the limit process at this stage no longer gives the complete answer for our
problem.
If we take the limit α→ −1 in 〈f, g〉α,−1,−1, we end up with
lim
α→−1+
〈f, g〉α,−1,−1 =λ1
∫ 1
0
∂xf(x, 0)∂xg(x, 0)dx+
+ λ2
∫ 1
0
∂yf(0, y)∂yg(0, y)dy + λ1,0f(1, 0)g(1, 0)
which however is no longer an inner product since, for example, it is equal to
zero if f(x, y) = g(x, y) = xy. In order to obtain the main terms of the inner
product in 〈f, g〉−1,−1,−1 we need to go one level up by noticing that, by Lemma
2.7, V
(α,β,γ)
k,n are orthogonal with respect to yet one more inner product: For
α, β, γ > −1,
[f, g]α,β,γ = 〈f, g〉α,β,γ + λ1〈∂xf, ∂xg〉α+1,β,γ+1(3.2)
+ λ2〈∂yf, ∂yg〉α,β+1,γ+1 + λ1,1〈∂xyf, ∂xyg〉α+1,β+1,γ+2
where λ1, λ2, λ1,1 are nonnegative numbers. Taking the limit three times in the
above inner product leads to the main terms of the inner product 〈f, g〉−1,−1,−1.
C
R
M
P
re
p
ri
nt
S
er
ie
s
nu
m
b
er
10
64
SOBOLEV ORTHOGONAL POLYNOMIALS ON A SIMPLEX 17
We emphasis, however, that the above limiting process only suggests possible
form of the Sobolev inner product. It neither gives the final answer nor it proves
the orthogonality.
3.2. Sobolev orthogonal polynomials on the simplex. For a fixed positive
integer k, 1 ≤ k ≤ d, we consider Wγ with γd+2−k = . . . = γd+1 = −1. For
convenience, we introduce the notation
Wγ,−1k(x) = Wγ(x)|γd+2−k=...=γd+1=−1,
where 1k := (1, . . . , 1) ∈ Zk and −1k = (−1, . . . ,−1), and we always assume that
the subindex of Wγ is a vector in Rd+1 so that, with the length of the vector −1k
being k, the length of γ is d− k + 1, γ = (γ1, . . . , γd−k+1). In particular,
Wγ,−1k(x) = x
γ1
1 . . . x
γd−k+1
d−k+1x
−1
d−k+2 . . . x
−1
d (1− |x|)−1.
In these notations we can allow k = d + 1 if we regard γ ∈ Rd−k+1 as nonentity
when k = d+ 1 and write W−1d+1(x) = W−1(x).
Recall the subspace Hdn,Sj(Wγ) in the Definition 2.9. From Remark 2.11, since
the values of γi for i ∈ Sj can be arbitraty in the basis of Hdn,Sj(Wγ), we can set
{γi = 0, i ∈ Sj}. Let
Sk,j(σ) := {` : ε` = 0 , (ε1, . . . , εd+1) = (γ, (0k−j,1j)σ)},
so that Sk,j(σ) contains the indices of zero elements in (0k−j,1j)σ, and we treat
Sk,j(σ) as a vector whose elements are arranged according to their order in
(γ, (0k−j,1j)σ)}. To simplify the notation, we define for j = 0, 1, . . . , k − 1,
Hdn
(
Wγ,(0k−j ,1j)σ
)
:= Hdn,Sk,j(σ)
(
Wγ,(0k−j ,1j)σ
)
,
where if σ = id, then Sk,0 = {d+ 2− k, . . . , d+ 1} and 10 is a nonentity. It then
follows by Lemma 2.10 that
(i) Hdn(Wγ,(0k−j ,1j)σ) is a subspace of Vdn(Wγ,(0k−j ,1j)σ);
(ii) The restriction of Hdn(Wγ,(0k−j ,1j)σ) on the face T
d−(k−j)
Sk,j(σ)
agrees with the
space Vd−(k−j)n (Wγ,(0k−j ,1j)σ
∣∣
T
d−(k−j)
Sk,j(σ)
) with variables in {xi : i ∈ (Sk,j(σ))c}.
In particular, if σ = id, then Sk,j = {d− k + 2, . . . , d+ 1− j} and
Hdn(Wγ,(0k−j ,1j))
∣∣
T
d−(k−j)
Sk,j
= Vd−(k−j)n
(
W(γ,0k−j ,1j)
∣∣
T
d−(k−j)
Sk,j
)
with variables x1, . . . , xd−k+1, xd+2−j, . . . , xd. Furthermore, by definition, we also
have Hdn (Wγ,0k) = ∅ if k = d or d+ 1.
We adopt the convention that
∑k
i=j ai = 0 if k < j regardless the values of ai.
Theorem 3.5. Let k be a fixed integer, 1 ≤ k ≤ d + 1 and γ ∈ Rd−k+1. For
n ∈ N0, the differential equation
Lγ,−1ku = −n(n+ |γ|+ d− k)u
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18 RABI˙A AKTAS¸ AND YUAN XU
has a solution space Udn(Wγ,−1k) of polynomials of degree n with
dimUdn(Wγ,−1k) =
(
n+ d− 1
n
)
,
which can be decomposed as a direct sum as follows:
(i) If k = 1, then Ud0 (Wγ,−1) = span{1} and for n ≥ 1,
Udn(Wγ,−1) = xd+1Vdn−1(Wγ,1) +Hdn(Wγ,0).(3.3)
(ii) If 2 ≤ k ≤ d, then Ud0 (Wγ,−1k) = span{1} and for n ≥ 1,
Udn(Wγ,−1k) =xd+1−(k−1) · · ·xd+1Vdn−k(Wγ,1k)(3.4)
+
k−1∑
j=1
∑
σ∈Gk
xj,k(σ)H
d
n−j
(
Wγ,(0k−j ,1j)σ
)
+Hdn(Wγ,0k),
where xd+1 = 1− |x|, and with x0 := 1 and (ε1, . . . , εd+1) = (0d−k+1, (0k−j,1j)σ),
xj,k(σ) :=
d+1∏
i=1
xδi with δi = i if εi = 1, and δi = 0 if εi = 0.
(iii) If k = d+1, then Ud0 (W−1) = span{1}, Ud1 (W−1) = span{x1+c1, . . . , xd+cd}
for arbitrary real numbers c1, . . . , cd, and for n ≥ 2,
Udn(W−1) = x1 · · ·xd+1Vdn−d−1(W1) +
d∑
j=2
∑
σ∈Gd+1
xj,d+1(σ)H
d
n−j
(
W(0d+1−j ,1j)σ
)
,
where, with (ε1, . . . , εd+1) = (0d+1−j,1j)σ,
xj,d+1(σ) :=
d+1∏
i=1
xδi with δi = i if εi = 1, and δi = 0 if εi = 0.
In the case of k = d+ 1, that is, all γj = −1, the differential equation becomes
L−1P = −n(n− 1)P.
For n = 1, any polynomial of the form Pi(x) = xi + ci with ci being an arbitrary
constant satisfies the equation L−1P = 0. The values of the constant will be
fixed when we discuss the Sobolev orthogonality.
As an example, we give the decomposition for k = 3 and k < d explicitly:
Udn(Wγ,−1,−1,−1) =xd−1xdxd+1Vdn−3(Wγ,1,1,1) + xd−1xdHdn−2 (Wγ,1,1,0)
+ xd−1xd+1Hdn−2 (Wγ,1,0,1) + xdxd+1H
d
n−2 (Wγ,0,1,1)
+ xd−1Hdn−1 (Wγ,1,0,0) + xdH
d
n−1 (Wγ,0,1,0)
+ xd+1H
d
n−1 (Wγ,0,0,1) +H
d
n(Wγ,0,0,0).
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SOBOLEV ORTHOGONAL POLYNOMIALS ON A SIMPLEX 19
Our next theorem shows that the elements in Udn(Wγ,−1k) are orthogonal poly-
nomials with respect to an inner product of the Sobolev type. We need the
following notations: for 1 ≤ k ≤ d− 1, define
xk := (x1, . . . , xk), |xk| = x1 + . . .+ xk, γk := (γ1, . . . , γk).
Recall that, for I ⊂ Zd+1 with |I| = i ≤ d, the face T d−iI of the simplex T d
is defined by T d−iI = {x ∈ T d : x` = 0, ` ∈ I}. If I = {j1, . . . , ji}, we define
xI := (xj1 , . . . , xji).
Definition 3.6. For γ ∈ Rd, γd+1 = −1 and λ ≥ 0, define
〈f, g〉γ,−1 :=
d∑
i=1
∫
T d
xi
∂f
∂xi
∂g
∂xi
xγdx+ λ
∫
T d−1{d+1}
f(x)g(x)x
γd−1
d−1 (1− |xd−1|)γddxd−1.
For 2 ≤ k ≤ d, let mk = {d− k + 2, . . . , d} and m+k = {d− k + 2, . . . , d+ 1}.
For γ ∈ Rd+1−k and λ, λi, λI ≥ 0, define
〈f, g〉γ,−1k :=
∫
T d
∂k−1f
∂xmk
∂k−1g
∂xmk
(1− |x|)|mk|−1xγd+1−kdx
+
k−2∑
i=1
∑
I⊂mk
|I|=i
λI
∫
T d−k+i+1Ic
∂if
∂xI
∂ig
∂xI
(1− |x|)i−1xγd+1−kdxd−k+1dxI
+
d−k+1∑
i=1
λi
∫
T d−k+1mk
xi
∂f
∂xi
∂g
∂xi
xγd+1−kdxd−k+1
+ λ
∫
T d−k
m+
k
f(xd−k+1,0) g(xd−k+1,0)x
γ
d−k+1dxd−k,
where if k = d, we replace the last term by λf(e1)g(e1), with λ ≥ 0. Finally,
when all γi = −1, for λI ≥ 0 and λi,0 ≥ 0, define
〈f, g〉−1 :=
∫
T d
∂df
∂xZd
∂dg
∂xZd
(1− |x|)d−1dx
+
d−1∑
i=1
∑
I⊂Zd
|I|=i
λI
∫
T iIc
∂if
∂xI
∂ig
∂xI
(1− |x|)i−1dxI
+ λ0,0f(e0)g(e0) + λ1,0f(e1)g(e1) + . . .+ λd,0f(ed)g(ed).
In the following we shall write 〈f, g〉γ,−1k with k = 1, 2, . . . , d + 1 for all three
cases. Whenever 〈f, g〉γ,−1k is an inner product, we can define a space of orthog-
onal polynomials. Our next result says that the space of orthogonal polynomials
with respect to 〈f, g〉γ,−1k is exactly Udn(Wγ,−1k). First, however, we need to
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specify Ud1 (W−1): We redefine
Ud1 (W−1) = span{x1 + c1, . . . , xd + cd} with cj = −
λj,0
λ0,0 + λ1,0 + . . .+ λd,0
.
Theorem 3.7. For 1 ≤ k ≤ d+1, let γ ∈ Rd+1−k with γj > −1, 1 ≤ j ≤ d+1−k.
(i) 〈f, g〉γ,−1k is an inner product if λ, λi, λI > 0 for 1 ≤ k ≤ d and, in addition,
at least one of λj,0 is positive for k = d+ 1.
(ii) Udn(Wγ,−1k) is the space of orthogonal polynomials with respect to 〈f, g〉γ,−1k .
(iii) In the case of k = 1, the decomposition of (3.3) is orthogonal, that is,
Udn(Wγ,−1) = xd+1Vdn−1(Wγ,1)
⊕
Hdn(Wγ,0).
Remark 3.3. For k ≥ 2, the direct sums in the decomposition of Udn(Wγ,−1k) is
in general not orthogonal sums. In other word, the elements belong to different
parts of the decomposition (3.4) may not be mutually orthogonal in general. On
the other hand, the Gram-Schmid process is applicable if an orthonormal basis
is desired.
It should be mentioned that, as stated in Remark 3.2, it is possible to add more
terms or higher order derivatives in the definition of 〈f, g〉γ,−1k but we strike to
keep the number minimal.
4. Lemmas and Proof of Theorems
In the first subsection we prove several lemmas that will be needed for the
proof of Theorem 3.5. The proofs of the main results are given in the subsequent
sections.
4.1. Lemmas on Rodrigue basis. Our first two lemmas are analogues of (2.4)
of one variable with one of the element in γ being −1.
Lemma 4.1. Let γ ∈ Rd and γd+1 = −1. Then, for ni ≥ 1, 1 ≤ i ≤ d,
P (γ,−1)n (x) = (1− |x|)
d∑
i=1
ni(γi + ni)
|n| P
(γ,1)
n−ei (x).
Proof. Applying the product rule(
d
dx
)n
[(1− x)g(x)] = (1− x) d
n
dxn
g(x)− n d
n−1
dxn−1
g(x)
multiple times within the Rodrigue formula, we obtain
P (γ,−1)n (x) = x
−γ ∂
|n|
∂xn
[
xγ+n(1− |x|)|n|]+ x−γ d∑
i=1
ni
∂|n|−1
∂xn−ei
[
xγ+n(1− |x|)|n|−1] ,
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SOBOLEV ORTHOGONAL POLYNOMIALS ON A SIMPLEX 21
in which the first term in the right hand can be written as
x−γ
∂|n|
∂xn
[
xγ+n(1− |x|)|n|] = (n1 + · · ·+ nd)|n| x−γ ∂|n|∂xn [xγ+n(1− |x|)|n|]
=
x−γ
|n|
d∑
i=1
ni
∂|n|−1
∂xn−ei
[
∂
∂xi
(
xγ+n(1− |x|)|n|)] ,
so that, putting the two identities together, we conclude that
P (γ,−1)n (x) =
x−γ
|n|
d∑
i=1
ni(γi + ni)
∂|n|−1
∂xn−ei
[
xγ+n−ei(1− |x|)|n|]
= (1− |x|)
d∑
i=1
ni(γi + ni)
|n| P
(γ,1)
n−ei (x),
which completes the proof. 
Lemma 4.2. Assume γi = −1 for some i, 1 ≤ i ≤ d. Then for ni ≥ 1,
P (γ,γd+1)n (x) = −(|n|+ γd+1)xiP (γ+2ei,γd+1)n−ei (x).
Proof. Without loss of generality, we can assume i = d. Setting γ := (γd−1,−1)
and x = (xd−1, xd), and applying the product rule(
d
dx
)n
[xg(x)] = x
dn
dxn
g(x) + n
dn−1
dxn−1
g(x),
multiple time with the Rodrigue formula, we obtain
P (γ,γd+1)n (x) = x
−γd−1
d−1 (1− |x|)−γd+1
∂|n|
∂xn
[
xγ+n+ed(1− |x|)|n|+γd+1]
− ndx−γd−1d−1 (1− |x|)−γd+1
∂|n|−1
∂xn−ed
[
xγ+n(1− |x|)|n|+γd+1] .
Splitting the partial derivatives in the first term as ∂
|n|
∂xn
= ∂
|n|−1
∂xn−ed
∂
∂xd
, a quick
computations establishes the stated identity. 
By repeatedly applying the above lemmas, we can deduce a relation when more
than one γi equal to −1. We state the results in the following corollaries.
Corollary 4.3. Let γ ∈ Rd+1−k. For nd−k+2 ≥ 1, . . . , nd ≥ 1,
P (γ,−1k−1,γd+1)n (x) =(−1)k−1xd+2−k · · ·xd
×
k−1∏
j=1
(|n|+ γd+1 − j + 1)P (γ,1k−1,γd+1)n−(0,1k−1) (x).
In particular, it follows that
xd+2−k · · ·xdVdn−k+1(Wγ,1k−1,γd+1) ⊂ Vdn(Wγ,−1k−1,γd+1).
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Combining Lemmas 4.1 and 4.2 , we can also deduce the following lemma:
Corollary 4.4. Let γ ∈ Rd+1−k. For nd−k+2 ≥ 1, . . . , nd ≥ 1,
P (γ,−1k)n (x) = xd+2−k · · ·xd(1− |x|)
d∑
i=1
λni,γiP
(γ,1k)
n−ei−(0,1k−1)(x),(4.1)
where, for 1 ≤ i ≤ d,
λni,γi = (−1)k−1
ni(ni + γi)
|n|
k−2∏
j=0
(|n| − j).
For later use, we need to reverse the expression in (4.1), which is the content
of the following lemma.
Lemma 4.5. Let j = (j2, . . . , jd). Then there exist constant µj such that
xd+2−k · · ·xd(1− |x|)P (γ,1k)n (x) =
∑
ji≤ni
µjP
(γ,−1k)
(|n|−|j|+1,j)+(0,1k−1)(x),(4.2)
where the sum is over ji for i = 2, 3, . . . , d. In particular, for n ≥ k,
xd+2−k · · ·xd(1− |x|)Vdn−k(Wγ,1k) ⊂ Vdn(Wγ,−1k).
Proof. To simplify the notation in the proof, let
Xk := xd−k+2 · · ·xd(1− |x|), nk := (n1, . . . , nk) ∈ Nk0.
From (4.1) it follows that
P
(γ,−1k)
(n,0d−k,1) = Xkλn,γ1P
(γ,1k)
(n−1,0)(x),
which proves (4.2) for n = (n, 0, . . . , 0). Notice that the subindex n of P γn is
always in Nd0, so that we have suppressed the subindex of 1 = 1k−1 for the
polynomial in the left hand side and the subindex of 0 = 0d−1 for the polynomial
in the right hand side. We shall keep this convention below. Again by (4.1), we
have
P
(γ,−1k)
(n1,n2,0d−(k+1),1)
= Xk
[
λn1,γ1P
(γ,1k)
(n1−1,n2,0)(x) + λn2,γ2P
(γ,1k)
(n1,n2−1,0)(x)
]
,
which shows by induction on n2 that
XkP
(γ,1k)
(n1,n2,0)
(x) =
n2∑
j=0
µjP
(γ,−1k)
(n1+n2−j+1,j,0d−(k+1),1)(x),
where the µj can be determined inductively, which proves (4.2) for n =
(n1, n2, . . . , 0). Furthermore, the above proof shows, in fact, that
XkP
(γ,1k)
((n1,n2,0d−(k+1))σ,0)
(x) =
n2∑
j=0
µjP
(γ,−1k)
((n1+n2−j+1,j,0d−(k+1))σ,1)(x)
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for every σ ∈ Gd−k+1, the permutation group of (d− k+ 1) elements. In the next
step, we deduce from (4.1) that
P
(γ,−1k)
(n1,n2,n3,0d−(k+2),1)
(x) =Xk [λn1,γ1P
(γ,1k)
(n1−1,n2,n3,0)(x)
+ λn2,γ2P
(γ,1k)
(n1,n2−1,n3,0)(x) + λn3,γ3P
(γ,1k)
(n1,n2,n3−1,0)(x)].
For n3 = 1, we can use induction on n2 to deduce, from XkP
(γ,1k)
((n1,n2,0d−(k+1))σ,0)
(x),
the desired (4.2) for XkP
(γ,1k)
(n1,n2,1,0)
(x) and, hence, for XkP
(γ,1k)
((n1,n2,1,0d−(k+2))σ,0)
(x).
Then, by induction on n3, we can deduce the desired (4.2) for n = (n1, n2, n3,0).
It is now clear how to proceed, by induction if necessary, to conclude that (4.2)
holds for n = (nd−k,0).
We can go beyond d − k by using (4.1) and the fact that λm,τ = 0 if m = 1
and τ = −1. Indeed, (4.1) implies that
P
(γ,−1k)
(nd−k+1,1)(x) = Xk
d−k+1∑
i=1
λni,γiP
(γ,1k)
(nd−k+1,0)−ei(x),
which allows us to use the induction on nd−k+1 to prove (4.2) for n = (nd−k+1,0).
Furthermore, the process can obviously be continued, by induction if necessary,
until we reach n = (n1, . . . , nd). This completes the proof. 
4.2. Proof of Theorem 3.5. By (3.4) in the Theorem 3.5, the space Udn(Wγ,−1k)
consists of three main terms. Since, by Lemma 4.5, the elements in the space
xd+2−k · · ·xd+1Vdn−k(Wγ,1k) are orthogonal polynomials of degree n in Vdn(Wγ,−1k),
by Remark 2.1, they satisfy the equation
Lγ,−1ku = −n(n+ |γ|+ d− k)u,(4.3)
which takes care of the first term. The second term of the decomposition in (3.4)
is a large sum. Since the permutation is acting on (0k−j,1j) and the differential
operator Lγ,0k−j ,1j is clearly invariant under such permutation, we only need
to consider, for 1 ≤ j ≤ k − 1, the cases of xj,kHdn−j(Wγ,0k−j ,1j) with xj,k =
xd+2−j · · ·xd+1 and xj,kHdn−j(Wγ,0k−j−1,1j ,0) with xj,k = xd+1−j · · ·xd. We consider
the case of xd+2−j · · ·xd+1Hdn−j(Wγ,0k−j ,1j) first. Recall that
Hdn−j(Wγ,0k−j ,1j) = H
d
n−j,Sk,j(Wγ,0k−j ,1j) with Sk,j = {d− k+ 2, . . . , d− j + 1}.
From Lemma 2.11, since the parameters in {γi : i ∈ Sk,j} do not appear in the
basis of Hdn−j(Wγ,0k−j ,1j), the values of these parameters can be arbitrary. As a
result, we can write
Hdn−j(Wγ,0k−j ,1j) = H
d
n−j(Wγ,−1k−j ,1j).(4.4)
On the other hand, from Lemma 4.5, for γ ∈ Rd−k+1, we have
xd+2−j · · ·xd(1− |x|)Vdn−j(Wγ,−1k−j ,1j) ⊂ Vdn(Wγ,−1k).
C
R
M
P
re
p
ri
nt
S
er
ie
s
nu
m
b
er
10
64
24 RABI˙A AKTAS¸ AND YUAN XU
Since, by Lemma 2.10, Hdn−j(Wγ,−1k−j ,1j) ⊂ Vdn−j(Wγ,−1k−j ,1j), together with (4.4)
it follows that
xd+2−j · · ·xd(1− |x|)Hdn−j(Wγ,0k−j ,1j) ⊂ Vdn(Wγ,−1k),
so that the elements of xd+2−j · · ·xd(1− |x|)Hdn−j(Wγ,0k−j ,1j) satisfy the equation
(4.3). Secondly, we consider the case of xd+1−j · · ·xdHdn−j(Wγ,0k−j−1,1j ,0). Similar
to the first case, as a result of Corollary 4.3 and Lemma 2.11, we can write
xd+1−j · · ·xdHdn−j(Wγ,0k−j−1,1j ,0) ⊂ Vdn(Wγ,−1k),
so that these polynomials satisfy the equation (4.3) for j = 1, 2, . . . , k−1. Finally,
the elements of the third term Hdn(Wγ,0k) in the decomposition of Udn(Wγ,−1k)
satisfy the equation (4.3) according to Lemma 2.11.
The same proof applies to the case of k = d + 1 for n > 1, whereas the case
Ud1 (W−1) has been explained right below the statement of Theorem 3.5.
It is remain to prove that the Udn(Wγ,−1k) has full dimension. From Lemma
2.10, the restriction of Hdn(Wγ,(0k−j ,1j)σ) on the face T
d−(k−j)
Sk,j(σ)
is isomorphic to
Vd−(k−j)n (Wγ,1j), so that
dimHdn(Wγ,(0k−j ,1j)σ) =
(
n+ d− (k − j + 1)
n
)
,
which implies, together with dimVdn(Wγ) =
(
n+d−1
n
)
, that
dimUdn(Wγ,−1k) = dimVdn−k(Wγ,1k)
+
k−1∑
j=1
(
k
j
)
dimHdn−j(Wγ,(0k−j ,1j)σ) + dimH
d
n(Wγ,0k)
=
k∑
j=0
(
k
j
)(
n+ d− k − 1
n− j
)
=
(
n+ d− 1
n
)
,
where the last step uses the well-known combinatorial identity. 
4.3. Proof of (i) in Theorem 3.7. To show that each bilinear form is an inner
product, we only need to show that it preserves positivity. Since all coefficients
are assumed to be non-negative, we clearly have 〈f, f〉γ,−1k ≥ 0 and it remains
to show that 〈f, f〉γ,−1k = 0 implies that f ≡ 0.
Assume that k = 1 and 〈f, f〉γ,−1 = 0. Then, by the definition, ∂f∂xi = 0 for
1 ≤ i ≤ d, which implies that f is a constant. Furthermore, the last term of
〈f, f〉γ,−1 shows then f ≡ 0. Thus, 〈f, f〉γ,−1 is an inner product.
Now assume that 2 ≤ k ≤ d and 〈f, f〉γ,−1k = 0. Then each term of in the
right hand side of 〈f, f〉γ,−1k is zero. There are four main terms. The first term
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shows ∂
k−1f
∂xmk
= 0, which implies that f has the form
f(x) =
∑
J⊂mk
|J |=k−2
fJ(xJ), xJ ∈ T d−1Jc .
The second term with |J | = k− 2 shows ∂k−2f
∂xJ
= 0, which implies that f has the
form
f(x) =
∑
J⊂mk
|J |=k−3
fJ(xJ), xJ ∈ T d−2Jc ,
we can continue this process with |J | = j for j = k−3, . . . , 1 and deduce from the
second term of 〈f, f〉γ,−1k that f has the form f(x) = f1(x1, . . . , xd−k+1). Now,
the third term of 〈f, f〉γ,−1k shows that ∂f∂xj = 0 for j = 1, . . . , d − k + 1, from
which it follows then that f is a constant. Finally, the fourth term of 〈f, f〉γ,−1k
shows that f(x) = 0 if k < d or if k = d and λ > 0. Thus 〈f, g〉γ,−1k is an inner
product. The same proof clearly applies to 〈f, g〉−1. 
4.4. Proof of (ii) in Theorem 3.7. We need to show that, for each k, the poly-
nomial spaces of Udn(Wγ,−1k) given in Theorem 3.5 are the spaces of orthogonal
polynomials with respect to the inner product 〈·, ·〉γ,−1k . The proof is involved
and will be divided into several cases. Throughout the proof, we let g be a generic
element in Πdn−1.
Case 1. k = 1. The inner product 〈f, g〉γ,−1 contains two terms,
〈f, g〉γ,−1 = [f, g]1 + [f, g]2,
where
[f, g]1 :=
d∑
i=1
∫
T d
xi
∂f
∂xi
∂g
∂xi
xγdx
[f, g]2 :=λ
∫
T d−1{d+1}
f(x)g(x)x
γd−1
d−1 (1− |xd−1|)γddxd−1.
By Theorem 3.5, the space of Udn(Wγ,−1) with γi > −1, 1 ≤ i ≤ d, is decomposed
into two terms as shown in (3.4). The proof is divided into two cases accordingly.
Case 1.1. Let f(x) = (1−|x|)P (γ,1)n (x), where P (γ,1)n (x) ∈ Vdn−1(Wγ,1) and n ∈ Nd0
and |n| = n − 1. Then the restriction of f on |x| = 1 is zero so that [f, g]2 = 0
for all g. Furthermore, an integration by parts gives
[f, g]1 = −
d∑
i=1
∫
T d
xγ(1− |x|)P (γ,1)n (x)
{
xi
∂2g
∂xi2
+ (γi + 1)
∂g
∂xi
}
dx.(4.5)
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Since the term in the curly bracket is a polynomial of degree at most n− 2, the
orthogonality of P
(γ,1)
n (x) ∈ Vdn−1(Wγ,1) implies immediately that [f, g]1 = 0, so
that 〈f, g〉γ,1 = 0 in this case.
Case 1.2. Let f ∈ Hdn(Wγ,0). By Lemma 2.10, the restriction of Hdn(Wγ,0) on the
plane |x| = 1 is exactly Vd−1n (Wγ). It follows immediately that [f, g]2 = 0 for all
g ∈ Πdn−1. Furthermore, an integration by parts gives
[f, g]1 = −
d∑
i=1
∫
T d
xγf(x)
{
xi
∂2g
∂xi2
+ (γi + 1)
∂g
∂xi
}
dx.
Since f ∈ Vdn(Wγ,0) by Lemma 2.10, it follows that [f, g]1=0, so that 〈f, g〉γ,−1=0.
By the decomposition of Udn(Wγ,−1), the two cases imply that 〈f, g〉γ,−1 = 0 for
all f ∈ Udn(Wγ,−1) and g ∈ Πdn−1, which completes the proof in this case.
Case 2. 2 ≤ k ≤ d. The inner product 〈f, g〉γ,−1k contains four terms,
(4.6) 〈f, g〉γ,−1 = [f, g]1 + [f, g]2 + [f, g]3 + [f, g]4
where
[f, g]1 :=
∫
T d
∂k−1f
∂xmk
∂k−1g
∂xmk
(1− |x|)|mk|−1xγd+1−kdx,
[f, g]2 :=
k−2∑
i=1
∑
I⊂mk
|I|=i
λI
∫
T d−k+i+1Ic
∂if
∂xI
∂ig
∂xI
(1− |x|)i−1xγd+1−kdxd−k+1dxI ,
[f, g]3 :=
d−k+1∑
i=1
λi
∫
T d−k+1mk
xi
∂f
∂xi
∂g
∂xi
xγd+1−kdxd−k+1,
[f, g]4 :=λ
∫
T d−k
m+
k
f(xd−k+1,0) g(xd−k+1,0)x
γ
d−k+1dxd−k,
where mk = {d− k + 2, . . . , d} and m+k = {d− k + 2, . . . , d+ 1}. By Theo-
rem 3.5, the space Udn(Wγ,−1k), γi > −1 for 1 ≤ i ≤ d + 1 − k, is decomposed
into three pieces as in (3.4), where the second term is a large sum. The proof is
divided into several cases according to this decomposition.
Case 2.1. f is an element of xd−k+2 · · ·xd+1Vdn−k(Wγ,1k), the first term of (3.4).
Let f(x) = xd−k+2 · · ·xdxd+1P (γ,1k)n (x), where xd+1 = (1 − |x|) and P (γ,1k)n (x) ∈
Vdn−k(Wγ,1k) with n ∈ Nd0 and |n| = n− k.
For I ⊂ mk with |I| = i, the variables on indices in Ic = mk \ I appear as
product factors in ∂
if
∂xI
so that the restriction of ∂
if
∂xI
on the face T d−k+i+1Ic is zero;
consequently, [f, g]2 = 0. For 1 ≤ i ≤ d−k+1, the variables xd−k+2, . . . , xd appear
as product factors in ∂f
∂xi
, so that ∂f
∂xi
vanishes on the face T d−k+1mk ; consequently
[f, g]3 = 0. Furthermore, since f vanishes whenever one of xd−k+2, . . . , xd, xd+1
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is zero, it follows that [f, g]4 = 0. Thus, it remains to consider [f, g]1. From the
Rodrigue formula (2.9) of P
(γ,1k)
n (x), it follows that
f(x) = x−γd−k+1
∂|n|
∂xn
{
x(γ,1k−1)+n(1− |x|)|n|+1} .
Taking derivative of f with respect to variables whose index is in mk, we obtain
∂k−1f
∂xmk
=
∂k−1f
∂xd−k+2 · · ·xd = x
−γ
d−k+1
∂n−1
∂xn+(0,1k−1)
{
x(γ,1k−1)+n(1− |x|)|n|+1}
= (1− |x|)−(k−2)P (γ,0k−1,−(k−2))n+(0,1k−1) (x),
from which we obtain immediately that
[f, g]1 =
∫
T d
∂k−1f
∂xmk
∂k−1g
∂xmk
(1− |x|)k−2xγd+1−kdx
=
∫
T d
xγd+1−kP
(γ,0k−1,−(k−2))
n+(0,1k−1) (x)
∂k−1g
∂xmk
dx.
Since P
(γ,0k−1,−(k−2))
n+(0,1k−1) (x) is a polynomial of degree (n− 1) and
n− 1 > (k − 2) + n− k = (k − 2) + deg ∂
k−1g
∂xmk
for g ∈ Πdn−1, it follows from Lemma 2.3 that [f, g]1 = 0. This completes the
proof in this case.
Case 2.2. f is an element of xj,k(σ)H
d
n−j
(
Wγ,(0k−j ,1j)σ
)
, where 1 ≤ j ≤ k− 1 and
σ ∈ Gk, and xj,k contains the variable xd+1.
First of all, since the inner product 〈f, g〉γ,1k involves symmetric derivatives
with respect to variables {xd−k+2, . . . , xd}, it is sufficient to consider the case
that σ = id. Let j be fixed, 1 ≤ j ≤ k − 1. Since xj,k contains the variable xd+1,
we can assume then
xj,k = xd+2−j · · ·xdxd+1 and f(x) = xd+2−j · · ·xdxd+1Qn−j(x)
where Qn−j ∈ Hdn−j(Wγ,0k−j ,1j). From Definition 2.9 with Sj being the set Sk,j =
{d− k + 2, . . . , d+ 1− j}, we have then
Hdn−j(Wγ,0k−j ,1j) = {P (γ,0k−j ,1j)n (x) : n ∈ Nd0, |n| = n− j withni = 0, i ∈ Sk,j
}
.
To keep the notation compact, we introduce the following notations in the
proof. Recall that for x ∈ Rd, n ∈ Nd0 and 1 ≤ i ≤ d, xi = (x1, . . . , xi) and
ni = (n1, . . . , ni). For 1 ≤ i ≤ d, we set
←−x i := (xi, . . . , xd) and ←−n i := (ni, . . . , nd).
Now, for 1 ≤ j ≤ k − 1, we introduce the notation
γk,j := (γ,0k−j,1j−1) and nk,j := (nd−k+1,0k−j,
←−n d+2−j).
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Using these notations, we can write the element Qn−j ∈ Hdn−j(Wγ,0k−j ,1j) as
Qn−j(x) = x−γk,j(1− |x|)−1 ∂
n−j
∂xnk,j
{
xγk,j+nk,j(1− |x|)|nk,j |+1} ,
where |nk,j| = n− j. Consequently, our f is of the form
f(x) = x−γd−k+1
∂n−j
∂xnk,j
{
xγk,j+nk,j(1− |x|)|nk,j |+1} .(4.7)
The expression shows that f(x) = 0 whenever one of xd+2−j, . . . , xd, xd+1 is
zero. It follows readily that [f, g]4 = 0, since the indices of {xd+2−j, . . . , xd, xd+1}
are in m+k for 1 ≤ j ≤ k− 1. The variables in {xd+2−j, . . . , xd} whose indices are
in mk appear as product factors in
∂f
∂xi
, so that ∂f
∂xi
vanishes on the face T d−k+1mk
except when j = 1; consequently [f, g]3 = 0 except when j = 1. If j = 1 then
f(x) = xd+1Qn−1(x), where Qn−1(x) ∈ Hdn−1(Wγ,0k−1,1), so that an integration by
parts shows that
[f, g]3 = −
d−k+1∑
i=1
λi
∫
T d−k+1mk
xγd+1−kf(x)
{
(γi + 1)
∂g
∂xi
+ xi
∂2g
∂xi2
}
dxd−k+1.
Since f = (1 − |x|)Qn−1(x) and from Lemma 2.10, Qn−1
∣∣
T d−k+1mk
∈ Vd−k+1n−1 (Wγ,1),
it follows that [f, g]3 = 0 in the case of j = 1 as the term in the curly bracket is
a polynomial of degree at most n− 2. Thus, [f, g]3 = 0 for 1 ≤ j ≤ k − 1.
Next we consider [f, g]1. For convenience, we introduce the following notation:
For a fixed j with 1 ≤ j ≤ k − 1, define
mk,j := {d− k + 2, . . . , d− j + 1} and mck,j := {d− j + 2, . . . , d}
so that mk = mk,j ∪mck,j. In particular, if j = 1, then mk,j = mk and mck,j = ∅.
If n < k, then |mk| = k − 1 > n− 1 and ∂k−1g∂xmk = 0, so that [f, g]1 = 0. If n ≥ k,
then |mk| ≤ n − 1. Assume first 2 ≤ j ≤ k − 1. Then |mck,j| ≥ 1. We perform
integration by parts |mck,j| times, once for each of the variables xd+2−j, . . . , xd,
which appear as product factors in f , to obtain
[f, g]1 =
∫
T d
∂k−1f
∂xmk
∂k−1g
∂xmk
(1− |x|)|mk|−1xγd+1−kdx
= (−1)|mck,j |
∫
T d
xγd+1−k
∂|mk,j |f
∂xmk,j
∂|m
c
k,j |
∂xm
c
k,j
{
∂k−1g
∂xmk
(1− |x|)|mk|−1
}
dx.
Using the product rule, for a generic function h,
(4.8)
∂
∂x
{h(x)(1− x)n} = (1− x)n−1 {(1− x)h′(x)− nh(x)} ,
it is easy to see that we can write
∂|m
c
k,j |
∂xm
c
k,j
{
∂k−1g
∂xmk
(1− |x|)|mk|−1
}
= (1− |x|)|mk,j |−1hn−|mk|−1(x)
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where hn−|mk|−1 is a polynomial of degree (n− |mk| − 1). Consequently, we have
[f, g]1 = (−1)|mck,j |
∫
T d
xγd+1−k
∂|mk,j |f
∂xmk,j
{
(1− |x|)|mk,j |−1hn−|mk|−1(x)
}
dx.
Now, taking derivative of f in (4.7) with respect to variables whose indices are in
mk,j, we obtain, as these derivatives only apply to the factor (1− |x|) in f , that
∂|mk,j |f
∂x
mk,j
k,j
= ck,jxd+2−j · · ·xd(1− |x|)−(|mk,j |−1)P (γ,0k−j ,1j−1,−(|mk,j |−1))n (x),(4.9)
where ck,j is a constant, xk,j = (xd−k+2, . . . , xd−j+1) and n = nk,j. Substituting
it into the expression for [f, g]1, we obtain
[f, g]1 =(−1)|mck,j |ck,j
∫
T d
xγd+1−kxd+2−j · · ·xd
× P (γ,0k−j ,1j−1,−(|mk,j |−1))n (x)hn−|mk|−1(x)dx.
Since |mck,j| = j − 1 and |n| = n − j, we can write |n| = n − |mck,j| − 1. As
|mk| = |mk,j|+ |mck,j|, we see that
degP
(γ,0k−j ,1j−1,−(|mk,j |−1))
n > (|mk,j| − 1) + deg hn−|mk|−1,
so that, by Lemma 2.3, [f, g]1 = 0 for all g ∈ Πdn−1 when 2 ≤ j ≤ k − 1. In the
case j = 1, |mck,j| = 0 and there is no need for integration by parts in [f, g]1. In
this case, (4.9) becomes
∂|mk|f
∂xmk
= ck,1(1− |x|)−(|mk|−1)P (γ,0k−1,−(|mk|−1))n (x)
and |n| = n− 1, so that [f, g]1 becomes
[f, g]1 =
∫
T d
∂k−1f
∂xmk
∂k−1g
∂xmk
(1− |x|)|mk|−1xγd+1−kdx
= ck,1
∫
T d
xγd+1−kP
(γ,0k−1,−(|mk|−1))
n (x)
∂k−1g
∂xmk
dx.
Since |n| > (|mk| − 1) + deg ∂k−1g∂xmk for g ∈ Πdn−1, it follows from Lemma 2.3 that
[f, g]1 = 0. This completes the proof that [f, g]1 = 0.
Next we deal with [f, g]2 = 0. In the proof, let I = I1 ∪ I2, I1 ⊂ mk,j and
I2 ⊂ mck,j. Firstly, assume that I2 is a proper subset of mck,j for 2 ≤ j ≤ k − 1.
Then at least one of the variables in {xd+2−j, . . . , xd} whose indices are in mck,j
appears as a product factor in ∂
if
∂xI
, so that the function ∂
if
∂xI
vanishes on the face
T d−k+i+1Ic and, consequently, [f, g]2 = 0. Secondly, assume that I2 = m
c
k,j. Then
|I2| = |mck,j| = j − 1 for 1 ≤ j ≤ k − 1 and the sum over i in [f, g]2 starts at
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i = j − 1 if j > 1, so that we can write
[f, g]2 =
k−2∑
i=max{1,j−1}
∑
I1⊂mk,j
I2=mck,j
|I|=i
λI [f, g]2,i,I ,(4.10)
where
[f, g]2,i,I :=
∫
T d−k+i+1Ic
∂if
∂xI
∂ig
∂xI
(1− |x|)|I|−1xγd+1−kdxd−k+1dxI .
For j ≥ 1, |I2| = j − 1 ≥ 0. If j > 1, we apply integration by parts |I2| times
over the variables xd+2−j, . . . , xd, which appear as product factors in f by (4.7),
to obtain
[f, g]2,i,I :=
∫
T d−k+i+1Ic
∂if
∂xI
∂ig
∂xI
(1− |x|)|I|−1xγd+1−kdxd−k+1dxI
= (−1)|I2|
∫
T d−k+i+1Ic
xγd+1−k
∂|I1|f
∂xI1
∂|I2|
∂xI2
{
∂|I|g
∂xI
(1− |x|)|I|−1
}
dxd−k+1dxI
for i = |I| ≥ j − 1. If I1 6= ∅ then, using the product rule (4.8), we can write
∂|I2|
∂xI2
{
∂|I|g
∂xI
(1− |x|)|I|−1
}
= (1− |x|)|I1|−1hn−|I|−1,
where hn−|I|−1 is a polynomial of degree (n− |I| − 1), we further deduce that
[f, g]2,i,I = (−1)|I2|
∫
T d−k+i+1Ic
xγd+1−k
∂|I1|f
∂xI1
{
(1− |x|)|I1|−1hn−|I|−1
}
dxd−k+1dxI ,
which also holds if j = 1, for which there is no need to take derivatives as
|I2| = 0. Furthermore, similar to (4.9), if we take derivatives of (4.7) with respect
to variables whose indices are in I1, then the derivatives apply only on the factor
(1− |x|), so that
∂|I1|f
∂xI1
= dk,jxd+2−j · · ·xd(1− |x|)−(|I1|−1)P (γ,0k−j ,1j−1,−(|I1|−1))n (x),(4.11)
where n = nk,j and dk,j is a constant, which allows us to write
[f, g]2,i,I = (−1)|I2|dk,j
∫
T d−k+i+1Ic
xγd+1−kxd+2−j · · ·xd
× P (γ,0k−j ,1j−1,−(|I1|−1))n (x)hn−|I|−1(x)dxd−k+1dxI .
By Lemma 2.10, the restriction of P
(γ,0k−j ,1j−1,−(|I1|−1))
n (x) on the face T
d−k+i+1
Ic is
the polynomial P
(γ,0i−j+1,1j−1,−(|I1|−1))
n (xd−k+1,xI) in the (d− k + i+ 1)-variables
of xd−k+1 and xI on T d−k+i+1Ic . Since |I2| = j − 1 and |n| = n − j, we have
|n| > (|I1| − 1) + deg h and, consequently, by Lemma 2.3, that [f, g]2,i,I = 0.
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As a result, we have shown that the first term of [f, g]2 in (4.10) is zero for
1 ≤ j ≤ k − 2 and I1 6= ∅.
If, however, I1 = ∅, then I = I2 = mck,j, so that i = |I| = j − 1 and, in
particular, as i ≥ 1, j ≥ 2. We apply integration by parts (|I| − 1) times over
the variables xd+3−j, . . . , xd to obtain
[f, g]2,j−1,I = (−1)|I|−1
∫
T
d−(k−j)
Ic
xγd+1−k
∂f
∂xd+2−j
hn−|I|−1dxd−k+1dxI ,
where hn−|I|−1 is the polynomial of degree (n− |I| − 1) given by
hn−|I|−1 =
∂|I|−1
∂xd+3−j · · · ∂xd
{
∂|I|g
∂xI
(1− |x|)|I|−1
}
.
Now, if j ≥ 3, taking derivative of (4.7) with respect to xd+2−j gives
∂f
∂xd+2−j
= xd+3−j · · ·xdP (γ,0k−j+1,1j−2,0)n (x),(4.12)
where n = nk,j + ed+2−j and |n| = n− |I|, from which follows immediately that
[f, g]2,j−1,I = (−1)|I|−1
∫
T
d−(k−j)
Ic
xγd+1−kxd+3−j · · ·xd
× P (γ,0k−j+1,1j−2,0)n (x)hn−|I|−1(x)dxd−k+1dxI .
Since |n| = n−|I| and, by Lemma 2.10, P (γ,0k−j+1,1j−2,0)n (x)
∣∣
T
d−(k−j)
Ic
is an element
of Vd−(k−j)n−|I| (Wγ,0,1j−2,0) in the variables (xd−k+1,xI), it follows from the orthogo-
nality of Vd−(k−j)n−|I| (Wγ,0,1j−2,0) that [f, g]2,j−1,I = 0 for j ≥ 3. If, however, j = 2,
then I2 = {d} and [f, g]2,j−1,I for j = 2 becomes
[f, g]2,1,I =
∫
T d−k+2{d−k+2,...,d−1}
xγd+1−k
∂f
∂xd
∂g
∂xd
dxd−k+1dxd.
By (4.12) with j = 2, ∂f
∂xd
= P
(γ,0k−1,0)
n (x), which, by Lemma 2.10, is an element
in Vd−k+2n−1 (Wγ,0,0) when restricted to the face T d−k+2{d−k+2,...,d−1}. Consequently, since
|n| = n− 1 in this case, it follows from the orthogonality of Vd−k+2n−1 (Wγ,0,0) that
[f, g]2,1,I = 0. Thus, we have establish that [f, g]2,i,I = 0 whenever j−1 ≤ i ≤ k−2
and j ≥ 2.
Putting these together, we have proved that 〈f, g〉γ,−1k = 0 for all g ∈ Πdn−1.
Consequently, the proof of Case 2.2 is completed.
Case 2.3. f is an element of xj,k(σ)H
d
n−j
(
Wγ,(0k−j ,1j)σ
)
, where 1 ≤ j ≤ k− 1 and
σ ∈ Gk, and xj,k does not contain the variable xd+1.
As in the Case 2.2, it is sufficient to consider σ = id. Since xj,k does not contain
xd+1, we can assume that
xj,k = xd+2−j · · ·xd and f(x) = xd+2−j · · ·xdQn−j+1(x)
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for 2 ≤ j ≤ k, where Qn−j+1 ∈ Hdn−j+1(Wγ,0k−j ,1j−1,0). From Definition 2.9,
xSk−j+1 = {1− |x|, xd−k+2, . . . , xd−j+1} and then
Hdn(Wγ,0k−j ,1j−1,0) =
{
P
(0k−j+1,1j−1,γ)
n (xSk−j+1 ,
←−x d−j+2,xd−k) :
n = (0,nk,j), |n| = n, nk,j ∈ Nd−k+j−10
}
.
From Definition 2.4, we can explicitly write the Rodrigue basis of this space. To
keep the notation compact, we use following notations in this case of the proof,
xk,j := (
←−x d−j+2,xd−k) and γk,j := (1j−1,γd−k).
In case 2 of Definition 2.4, taking
xi2 = xd−k+2, . . . , xik = xd, xik+1 = x1, . . . , xid+1 = xd−k+1
n = (nk−j+1,nk,j) with nk−j+1 = (n1, . . . , nk−j+1), nk,j ∈ Nd−k+j−10 ,
then we can write
P
(0k−j+1,γk,j ,γd−k+1)
n (xSk−j+1 ,xk,j)
= (−1)n1x−γk,jk,j x−γd−k+1d−k+1
∂|n|
∂unk,j
{
x
nk−j+1
Sk−j+1x
γk,j+nk,j
k,j x
γd−k+1+|n|
d−k+1
}
,
where ∂uk,j = (∂d−k+1, ∂d−k+2,d−k+1, . . . , ∂d,d−k+1, ∂1,d−k+1, . . . , ∂d−k,d−k+1) and re-
call that ∂i,j = ∂i − ∂j. Since the first (k − j + 1) components of n are zero, in
the definition of Hdn(Wγ,0k−j ,1j−1,0), we can write Qn−j+1 ∈ Hdn−j+1(Wγ,0k−j ,1j−1,0)
as
Qn−j+1(x) = x
−γk,j
k,j x
−γd−k+1
d−k+1
∂|nk,j |
∂y
nk,j
k,j
{
x
γk,j+nk,j
k,j x
γd−k+1+|nk,j |
d−k+1
}
,
where ∂yk,j = (∂d−j+2,d−k+1, . . . , ∂d,d−k+1, ∂1,d−k+1, . . . , ∂d−k,d−k+1). Hence, we
conclude that
f(x) = x
−γd−k+1
d−k+1
∂n−j+1
∂y
nk,j
k,j
{
x
γk,j+nk,j
k,j x
|nk,j |+γd−k+1
d−k+1
}
,(4.13)
where |nk,j| = n− j + 1.
This expression of f shows that f(x) = 0 whenever one of xd+2−j, . . . , xd is zero.
It follows readily that [f, g]4 = 0, since the indices of {xd+2−j, . . . , xd} are among
the variables whose indices are in m+k for 2 ≤ j ≤ k, so that the restriction of f
on the face T d−k
m+k
is zero. Furthermore, [f, g]3 = 0 for the same reason. Since the
variables in {xd−k+2, . . . , xd−j+1}, 2 ≤ j ≤ k − 1, do not appear in f , ∂|mk|f∂xmk = 0,
so that [f, g]1 = 0 except for j = k. We now consider the case of j = k. In this
case, by (4.13) with j = k,
f(x) = x
−γd−k+1
d−k+1
∂n−k+1
∂y
nk,k
k,k
{
x
γk,k+nk,k
k,k x
|nk,k|+γd−k+1
d−k+1
}
,(4.14)
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where |nk,k| = n− k + 1. Applying integration by parts |mk| − 1 times over the
variables xd−k+3, . . . , xd, which are product factors in f , we obtain
[f, g]1 = (−1)|mk|−1
∫
T d
xγd+1−k
∂f
∂xd−k+2
∂|mk|−1
∂xd−k+3
{
∂d−kg
∂xmk
(1− |x|)|mk|−1
}
dx
where ∂
|mk|−1
∂xd−k+3
= ∂
|mk|−1
∂xd−k+3···∂xd . Taking derivative of f in (4.14) with respect to
xd−k+2, we obtain
∂f
∂xd−k+2
= c xd−k+3 · · ·xdP (0,0,1k−2,γ)n (xSk−j+1 ,xk,j),
where c is a constant and n = (0,nk,k). Since
∂|mk|−1
∂xd−k+3
{
∂d−kg
∂xmk
(1− |x|)|mk|−1
}
is a
polynomial of degree n−|mk|−1 and |n| = n−k+1 = n−|mk|, we deduce that
[f, g]1 = 0 form the fact that P
(0,0,1k−2,γ)
n ∈ Vdn−|mk|(W(γ,0,1k−2,0)). Thus, [f, g]1 = 0
for 2 ≤ j ≤ k.
It remains to consider [f, g]2. Firstly, assume that I2 is a proper subset of m
c
k,j
for 2 ≤ j ≤ k. Since at least one of the variables in {xd+2−j, . . . , xd} whose indices
are in mck,j appears as a product factor in
∂if
∂xI
, the function ∂
if
∂xI
vanishes on the face
T d−k+i+1Ic so that [f, g]2 = 0. Secondly, assume that I2 = m
c
k,j = {d−j+2, . . . , d}.
Then |I2| = |mck,j| = j − 1 for 2 ≤ j ≤ k − 1. We do not need to consider the
case j = k when I2 = m
c
k,j, since if j = k then mk,j = ∅ and mk = mck,j = I2,
so that I = mk, which contradicts to the fact that I is a proper subset of mk in
[f, g]2. Thus, we only need to consider 2 ≤ j ≤ k − 1, for which the summation
over i in [f, g]2 starts at i = j − 1, so that we can write
[f, g]2 =
k−2∑
i=j−1
∑
I1⊂mk,j
I2=mck,j
|I|=i
λI [f, g]2,i,I ,(4.15)
where [f, g]2,i,I are given as in (4.10). Since the variables xd−k+2, . . . , xd−j+1 whose
indices are in mk,j for 2 ≤ j ≤ k − 1 do not appear in f , ∂|I1|f∂xI1 = 0 and,
consequently, [f, g]2,i,I = 0 if i ≥ j. For i = j − 1, |I2| = |I| = j − 1 and
I2 = I = {d − j + 2, . . . , d}; in particular, Ic2 = Ic = {d − k + 2, . . . , d − j + 1}.
Applying integration by parts |I2| − 1 times over the variables xd+3−j, . . . , xd,
which appeared as product factors in f , we find
[f, g]2,j−2,I = (−1)j
∫
TIc
xγd+1−k
∂f
∂xd+2−j
hn−j(x) dxd−k+1dxI ,
where hn−j is a polynomial of degree n− j given by
hn−j(x) =
∂j−2
∂xd+3−j
{
∂j−1g
∂xI2
(1− |x|)j−2
}
.
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Now, taking derivative of f in (4.13) with respect to xd+2−j, we obtain
∂f
∂xd+2−j
= d xd−j+3 · · ·xdP (0k−j+2,1j−2,γ)n (xSk−j+1 ,xk,j),
where d is a constant and n=(0,nk,j). The polynomial
P
(0k−j+2,1j−2,γ)
n (xSk−j+1 ,xk,j) is, by Lemma 2.10, an element of Vd−(k−j)n−j+1 (Wγ,0,1j−2,0)
when restricted to the face T
d−(k−j)
{d−k+2,...,d−j+1}. Consequently, since |n| = n− j + 1
and h is a polynomial of degree n − j, [f, g]2,j−1,I = 0 follows from the orthogo-
nality of Vd−(k−j)n−j+1 (Wγ,0,1j−2,0). Hence, [f, g]2 = 0 for all g ∈ Πdn−1.
Putting these together, we have proved that 〈f, g〉γ,−1k = 0 for all g ∈ Πdn−1.
Consequently, the proof of Case 2.3 is completed.
Case 2.4. f ∈ Hdn(Wγ,0k). From Definition 2.9, we can assume
f(x) = P (0,γ)n (xd−k+2, . . . , xd+1,xd−k), |n| = n,
where xd+1 = 1− |x| and n = (0,nd−k), nd−k = (n1, . . . , nd−k). Since the first k
components of n are zero, the Rodrigue formula (2.9) shows that the variables
whose indices are in mk do not really appear in f . Hence,
∂k−1f
∂xmk
= 0 and ∂
if
∂xI
= 0
for I ⊂ mk, from which it follows that [f, g]1 = 0 and [f, g]2 = 0, respectively.
For the integral in [f, g]3, we apply integration by parts to obtain
[f, g]3 = −
d−k+1∑
j=1
λj
∫
T d−k+1mk
xγd+1−kf
{
(γj + 1)
∂g
∂xj
+ xj
∂2g
∂xj2
}
dxd−k+1.
Since, by Lemma 2.10, f
∣∣
T d−k+1mk
∈ Vd−k+1n (Wγ,0), and the term in the curly bracket
is a polynomial of degree at most n − 2, we conclude that [f, g]3 = 0. Finally,
by Lemma 2.10, f
∣∣
T d−k
m+
k
∈ Vd−kn (Wγ), which implies immediately that [f, g]4 = 0.
Thus, it follows from (4.6) that 〈f, g〉γ,−1k = 0 for all g ∈ Πdn−1.
Putting the four cases together, the decomposition (3.4) shows that 〈f, g〉γ,−1k =
0 for every f ∈ Udn(Wγ,−1k) and all g ∈ Πdn−1. This completes the proof of (ii) of
the theorem for Case 2.
Case 3. k = d+ 1. The main terms of the inner product 〈f, g〉−1 are essentially
the case of k = d + 1 of [f, g]1 and [f, g]2 in Case 2, hence, as shown in that
case, that these two terms are zero for every f ∈ Udn(W−1) and for all g ∈
Πdn−1. Furthermore, if f ∈ x1 · · · xd+1Vdn−d−1(W1) then f vanishes on e0, e1, . . . , ed,
whereas if f ∈ xj,d+1(σ)Hdn−j(W(0d+1−j ,1)σ), then f(e0) = f(e1) = . . . = f(ed) = 0.
Thus, every f ∈ Udn(W−1) vanishes at all vertices, so that the last term in 〈f, g〉−1
is zero. Consequently, 〈f, g〉−1 = 0 for ∀f ∈ Udn(W−1) and ∀g ∈ Πdn−1.
The proof of (ii) in Theorem 3.7 is completed. 
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4.5. Proof of (iii) in Theorem 3.7. We need to show that 〈f, g〉γ,−1 = 0 for
f ∈ (1−|x|)Vdn−1(Wγ,1) and g ∈ Hdn(Wγ,0). The proof uses a property of Hdn(Wγ,0),
which is of interesting in itself.
By definition, Hdn(Wγ,0) = H
d
n,{d+1}(Wγ,0), that is, S1 = {d+1} in the item 2 of
Definition 2.9, and (γS, γ`d) = (0, γ
′, γ`d), where γ
′ = γS\{d+1} = (γ`1 , . . . , γ`d−1),
and xS = (xS1 , xS\S1) = (xd+1, x
′), x′ = (x`1 , . . . , x`d−1). Hence, by Definition 2.4,
the elements of Hdn(Wγ,0) are given by, since n1 = 0,
P
(γS ,γ`d )
n (xS) = (x
′)−γ
′
x
−γ`d
`d
∂|n|
∂xn
′
S
{
(x′)γ
′+n′
x
γ`d+|n|
`d
}
,
where n = (0,n′) and ∂xS = (∂`1,`d , . . . , ∂`d−1,`d). Consequently, the elements of
Hdn(Wγ,0) are homogeneous polynomials of degree |n|, which satisfy, by Euler’s
formula, the equation x1∂1g + . . . + xd∂dg = ng. Taking derivative again shows
easily that, if g is a homogeneous polynomial of degree n, then
d∑
i=1
x2i∂
2
i g + 2
∑
1≤i<j≤d
xixj∂i∂jg = n(n− 1)g,
which applies, in particular, to g ∈ Hdn(Wγ,0). On the other hand, by the item (i)
of Lemma 2.10 and Lemma 2.11, g ∈ Hdn(Wγ,0) satisfies the equation Lγ,−1g =
−n(n+ |γ|+ d− 1)g, which is, by (1.2)
d∑
i=1
xi(1− xi)∂2i g − 2
∑
1≤i<j≤d
xixj∂i∂jg
+
d∑
i=1
(γi + 1− (|γ|+ d)xi) ∂ig = −n (n+ |γ|+ d− 1) g.
Adding the two identities together and making use of the Euler’s formula again,
we conclude that g ∈ Hdn(Wγ,0) satisfies the following equation
(4.16)
d∑
i=1
xi∂
2
i g +
d∑
i=1
(γi + 1)∂ig = 0.
Now, let f(x) = (1 − |x|)P (γ,1)n (x), where P (γ,1)n (x) ∈ Vdn−1(Wγ,1), and g ∈
Hdn(Wγ,0). Following the proof of Case 1 of the subsection 4.4, we then arrive at
(4.5). The summation over the derivatives of g, however, is exactly the differential
operator in the left hand side of (4.16), so that 〈f, g〉γ,−1 = 0. 
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