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Abstract. Let A be a finite alphabet, v a substitution over A, (u,, I,,, w a fixed point for u, and for 
each at A, ,f(a) a real number. We establish, under some assumptions, an asymptotic formula 
concerning the sum S’(N) =I,. , /I u, 1, N t kY. This result generalizes some previous results from 
Coquet or Brillhart, ErdGs, and Morton. Moreover, relations with self-affine functions (in a sense 
which generalizes a definition from Kamae) are proved. The calculi lea\e over systems of 
representation of integers and real numbers. 
Contents 
Introduction . .._......._.._....._._._.......... ,.._._..,. 
I. Syst&me de numkation associt B un point fixe d’une substitution 
2. Expression asymptotique de S”‘(N) 
3. Reprksentations des reels en base 0.. 









Soit, pour n entier, s(n) la somme des chiffres de n &it en base 2. Coquet [6] 
a montrC qu’il existe une fonction F rkelle continue, jamais dtrivable, dkfinie pour 
x 2 1 et vkrifiant 
F(4x)= F(x) et 1 (-1)“3n)= N”F(N)+O(l) 
n- N 
oh p = log,3. 
La m;me annee, en 1983, Brillhart, Erdiis et Morton [3] publikrent une propriktk 
analogue pour la suite de Rudin-Shapiro. Soit y(n) le nombre de blocs 11 dans 
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l’ecriture binaire de n. Alors il existe une fonction reelle G continue, presque jamais 
derivable, telle que 
G(4x) = G(x) et ,& (-1)““’ = N”‘G( N). 
Les methodes mises en ceuvre pouvaient paraitre specifiques aux cas trait&. Des 
generalisations de I’estimation en 0( N’) et 0( N’j) en diverses directions furent 
don&es (cf. [I, 7, 9, 81). 
Cependant, toujours en 1983, Dekking [7] remarquait une parent6 entre les deux 
sommes que nous venons d’expliciter. Dans chacune une substitution (de longueur 
constante) y intervient et I’exposant de N est quotient des logarithmes des modules 
des deux valeurs propres ayant les plus grands modules dans la matrice de cette 
substitution. (Voir egalement, a ce sujet, [16, p. 141.) 
Nous nous placons ici dans le cadre un peu plus general des substitutions de 
longueur non necessairement constante. Par contre, nous faisons sur la matrice M 
de la substitution (T les hypotheses suivantes: M est primitive, sa deuxieme valeur 
propre (en module), H2, domine strictement le module des autres (sauf la premiere 
0) et & est un reel > 1. 
Soit alors (IA,), ., un point fixe pour CT; ,f’ une application de I’alphabet de (T dans 
R telle que ses valeurs constituent un vecteur orthogonal a I’espace propre de M 
relatif a 0; cy + 1 I’ordre de 0: dans le polyn6me minimal de M, et enfin p = log, HI. 
Dans ces conditions, nous montrons I’existence d’une fonction reelle continue, 
definie dans [I, +m[ et verifiant 
F(Bs)=F(x) et S”‘(N)= 1 .f’(u,)=(log,N)“NCIF(N)+O(~(N)) 
I. I. N 
oti Cc, depend du spectre de M, mais est toujours tel que $( N) soit en o( ( Log N)” N’ ). 
Ainsi, pour la premiere somme consideree, definissant CT par 
o(l) = 12, a(2) = 13, o(3) = 26, 
w(4) = 45, (r(S) =46, (r(6) = 53; 
.f’ par 
.f’(l) =.f‘(2) =.f’(3) = 1, ,f’(4) =,f(5) =.f‘(6) =-I 
et disignant par (u,,),, ., le point fixe de u tel que ~1, = 1, on a ,I’( u,,) = (-1)““” ~“I 
(pour la construction de CT, cf. [5]). La matrice de cette substitution a pour spectre 
12, *a, *l, 0) et done ne ve’rifie pas les hypotheses de notre theortme. Cependant, 
il suffit de considerer la substitution w2 (le point fixe &ant Pvidemment le meme) 
pour etre bien dans les conditions du thioreme (ici H =4, H2=3, (Y ~0). 
Pour la deuxieme somme consideree on definit CT par 
U-(l) = 13, o(2) = 43, o(3) = 12, o(4) = 42, 
./’ par 
.f(l)=.f‘(3)=1 et .f’(2)=,f‘(4)=-1; 
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on obtient, (u,,),,, etant le point fixe de premiere lettre 1, que f(u,) = (-l)r’nm’) 
(cf. [4]). LB encore on prendra a2 plut6t que (T pour pouvoir utiliser notre theoreme 
(alors 0 = 4, & = 2, (Y = 0). 
L’etude pour les substitutions de longueur quelconque necessite la construction 
d’un systeme de numeration (des entiers) adtquat. C’est l’objet de la Section 1. Le 
lecteur pourra remarquer la presence d’une suite (a,) de lettres qui bien qu’etant 
“invisible” dans l’ecriture des entiers y joue cependant le r6le d’un fil conducteur 
essentiel a la construction meme de cette Ccriture. 
Ensuite, a la Section 2 nous ttablissons le theoreme Cnonce plus haut. Une des 
principales idees est d’introduire la fonction (x 2 0) 
Q(x) = lim S”‘([B”x])h~“0y” 
In-+X 
qui permet une “traduction” dans I’infiniment petit des proprietes asymptotiques 
de S” ‘(TV). (Notons que cette idee apparait deja dans [3].) Ainsi montre-t-on que 
@ est Holder continue d’exposant p (Lemme 2.5). La fonction F du thtoreme est 
simplement F(x)=x~"@(x). 
A la Section 3 on definit, dune facon voisine de celle de la Section 1, des systemes 
de representation des reels en base 0. Notons qu’ils ont aussi des liens avec ceux 
dtveloppes dans [2], du moins dans le cas des “p nombres simples” au sens de 
Parry [15] mais cela n’est pas I’objet de ce travail. 
Cette representation permet, a la Section 4, de donner une expression plus 
“explicite” de la fonction @ (Lemme 4.2(i)), g&e a laquelle on peut en montrer 
I”‘auto-affinite” en un sens qui generalise la definition de Kamae [ll]. La non 
dtrivabilite en tout point de F (si F ZO) s’en deduit. 
II est un cas important que nous n’etudions pas: c’est celui ou I& = 1. Plusieurs 
raisons donnent a penser qu’il y a la un changement “qualitatif”: plutot que d’etudier 
S’(N), c’est la moyenne (l/N) I:<, S’(n) dont il serait interessant de trouver une 
expression asymptotique. 
Pour terminer cette introduction, nous voudrions exprimer nos remerciements au 
Professeur Gerard Rauzy, dont les idles nous furent souvent precieuses dans 
l’elaboration de ce travail. 
1. Systkme de numkration assock i un point fixe d’une substitution 
Soit d un entier, d 2 1, et A 1”‘alphabet” A = { 1, 2, . . , d}. On note A* I’ensemble 
des “mats” sur A: A* = U, _,, A“. Le mot vide sera note w, et si m E A*, Irnl dtsigne 
la longueur du mot m. 
Soit u une “substitution”, c.a.d. une application de A dans A*/(w). On notera 
aussi par c le prolongement par concatenation de cette application a A* ou i AN, 
et si nEN, ~=(Touo... 0 a, n fois (a(‘= I’identite). On supposera dans toute la 
suite, pour fixer les notations, que le mot (T( 1) commence par 1, et que ]g( l)] 2 2. 
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II existe alors un unique point fixe u pour CT dont la premikre lettre est 1 (dkmonstra- 
tion identique 1 celle donnie dans [4] pour les automates). 
DCfinition. Soient a un 616ment de A, n un entier et, pour chaque i entier, 0~ i c n, 
( mi, a,) un 61Cment de A” x A. On dit que la suite finie (m,, a,),;,,,. ,,I est admissible 
si et seulement si, pour tout i, 1 c is II, m,_ ,a,_, est prkfixe de ~(a,). On dit que 
cette suite est u-admissible si elle est admissible et que, de plus, m,,u,, est prkfixe de 
a(u). 
Remarques. (1) Les mots m, figurant dans une suite u-admissible sont tous prkfixes 
stricts des mots de la forme CT(~), h E A. Done ils appartiennent g un ensemble,fini. 
(2) Deux suites finies de mEme cardinal, toutes deux a-admissibles et ayant la 
meme suite de mots ont nkessairement la mfme suite de lettres. 
1.1. Lemme. Soit n un entier. Si ( m,, a,), ,,,,, ,,, esl une suite admissible, ulors 
(1) i Iv’(m,)l< l~~“(mla,,)l. 
,-0 
DCmonstration. On pro&de par rkcurrence sur I’entier n. La propri6tC est tvidente 
pour n = 0. Supposons la vraie pour n - 1. Alors, 
? I~‘(m,)l =z,l /~~‘(m,)l+l~“(m,,)I. 
I 1) 
La suite (m,, a,) ,=,,,,, .,,, ~, est admissible, done 
y;(: Iv’(mj)l<lc~“~‘(m,, ,~,,~,)I~l~“~‘(~(~,,))l 
(en utilisant la Definition), d’oti (1). 0 
1.2. Lemme. Soit a E A rel que o(u) commence par a. Soienr des entiers N, n, n’ el 
deux suifes a-admissibles (m,, a,),_,,,, ,..,,, et (m:, a:),_,,,, ,.,,,,, telles que 
(i) m,, fw, rn:,,#w et 
(ii) N =,$,, Ic’(m,)l= ,i,, lc’(m:)l. 
Alors n = n’. 
Dkmonstration. D’aprks (ii) et le Lemme 1.1, on a 
la”‘(mL,)l < N < I&‘(m,,a,,)1. 
Supposons alors que n’> n. On aurait done 
N > I&“( rn:,,)j 2 I&‘( rr( ml,,))1 3 Iu”(a( a))1 
en utilisant le fait que rn;, # o, done contient a puisque (~(a) commence $ la fois 
par rn;, et a. Or (T(U) commence aussi par ~,,a,. Par suite N > [k’(m,,u,)l> N. On 
ne peut done avoir n’> n ni n > n’ par le mgme raisonnement: I’assertion est done 
dCmontr&e. 0 
1.3. Lemme. Soit n un entier. Supposons qu’il existe a, a E A, deux suites a-admissihles 
(m,, u,),=~,,, ,..., ,, et (mL Q:),-~,,,,. .,, et un entier N tels que 
Alors pour tout i, 0~ is n on a (m,, a,) = (m:, a:). 
Dhmonstration. Recurrence sur n: (1) Si n = 0, Im,,j = Irnhl et a( a) commence par 
m,a,, et par 4,4, d’oti (m,,, 4 = (4, 4). 
(2) Supposons le lemme vrai pour n - 1. Supposons de plus que m,, Z rn:. Puisque 
a(u) commence ?I la fois par mnun et par m:,uk, on a Im,) # IrnLl. Or, si, par exemple, 
lmnl > ImA on a m=m:,uLm, rnE A*. D’oti 
Nsl~~“(m,,)Izla”( m:,ai)l> N (d’aprk le Lemme 1.1). 
D’oti m, = m:,, et done a,, = a:,. On peut alors appliquer I’hypothirse de rkurrence 
aux suites (m,, a,) ,=,,,,,...,,, _, et (m:, a:),_, ,,,... ,n._, qui sont toutes deux a,-admissibles, 
et le lemme est d6montrC. q 
1.4. Lemme. Soit k un entier ~1, a un Gment de A, et m (m E A*) un prbjixe strict 
du mot n”(u). Alors il existe (m’, a’) E A” x A et m”E A* teis que m’a’ soit pr@xe 
de u(u), m” soir pr$ixe strict de ~~~‘(a’) et m = gkm’(m’)m”. 
DCmonstration. Posons V(U) = u,u2 . . . a, avec I E N*, a, E A. 
(1) Si Iml< I~“m’(a,)l, m est prCfixe strict de &‘(a,) et done m’= o, a’= a,, 
m” = m conviennent. 
(2) Si (m( 2 (c hP’(a,)l, il existe un entier j, 1 s jc I- 1 avec 
On pose alors m’= u,uz . . . a,, a’= a,, , , et on vkrifie aisiment que &‘( m’) est 
prCfixe de m. II existe done m”, m”E A* avec m = uhm’(m’)m” et m” est un prCfixe 
strict de a’-‘(~‘). D one le triplet (m’, a’, m”) convient. 0 
On rappelle que (~(1) commence par 1 et que (u,,),,_,,~,...E AN est I’unique point 
fixe de CT tel que u, = 1. Nous pouvons alors knoncer le thkorkme principal de cette 
section. 
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1.5. Thkorkme. Soit N un entier 2 1. II existe alors un unique entier n = n(N) et une 
seule suite (m,, a,),_, ,,,. ..,,, tels que 
(i) cette suite soit l-admissible et m,, # 0, 
(ii) u,u? . . uN = cf’( m,,)rr”-‘( m,, _,) . . . u”( m,,). 
DCmonstration. (1) L’unicite de n et de la suite (m,, a,) resultent directement des 
Lemmes 1.2 et 1.3 puisque (ii) 3 N =C:‘,, \cr’(m,)l. 
(2) L’entier N etant maintenant donne, il existe n entier avec 
la”(l)]< N<]&+‘(l)]. 
Le mot m = u, u2.. . uN est done un prefixe strict de q”+‘( 1) et on peut appliquer 
le Lemme 1.4 avec k = n + 1, a = 1. On obtient ainsi un triplet (m,,, a,,, m”) verifiant 
les conditions de ce lemme; de plus m,, # w car Irnl = N 2 irr”( 1)1. Appliquant alors 
n fois le Lemme 1.4 a partir de m”, on obtient I’existence qu’il fallait demontrer. 0 
Remawes. (1) Si (m,, a,),z,j,l, ..,, verifie la relation (i) et que N = 1:’ ~o ]rr’( m,)/, alors 
(ii) est vraie. Cela resulte directement de I”‘existence” dans le Theoreme 1.5 et des 
Lemmes 1.2 et 1.3. Une telle ecriture de N sera dite “admissible”. 
(2) On pourra voir dans [ 141 une facon voisine d’ecrire et d’etablir I”‘existence”. 
Exemples. (1) (Substitutions de longueur constante) Dans ce cas il existe I, 1 t N*, 
tel que pour tout a, a E A, on ait Irr(a)\ = 1. II est alors clair que 
V,i,_i E N et Vu, a E A: Itr’(a)l = I’. 
La relation (ii) du Theoreme 1.1 fournit alors la representation ordinaire d’un entier 
en base 1. On a en effet 
N = i Id(m c F,/’ ocl OS F, =lm,(<l et F,,#O 
,-,I , ~0 
puisque m,, #w. 
(2) (“Fihonacci”) Soit d =2 et q(l)= 12, a(2)= I. On a IO”(I)] = F,,,, ou F,, 
designe le nieme terme de la suite de Fibonacci. Les mots m, intervenant dans 
I’ecriture de N sont 1 ou w et pour toutj, (m,, m,,,) # (1, 1). On obtient, en posant 
toujours F, = Im,/ la representation de N en “numeration de Fibonacci” [ 121. 
(3) (Rauzy) Soit d = 3; (I( 1) = 12, g(2) = 13, ~(3) = 1. Ici encore m, E { 1, w}. Le 
Theoreme 1.1 permet de retrouver les resultats de Lemme 2.3 de [ 171. On a I’ecriture 
U,U7...llN= (~“‘(1) . . . c+(l 1, oti (n,),_ ,,,,. _, est une suite strictement croissante 
d’entiers ne contenant jamais trois entiers consecutifs. 
(4) Soit d = 3; w(l) = 123, a(2) = 31, ~(~3) = 22. On a, par exemple, pour N = 13, 
1t=2,(mz,a2)=(12,3), (m,,u,)=(w,2), (m,,,a,,)=(3,1). 
Nous terminons cette section par une propriete exprimant la forme gin&ale d’un 
segment fini quelconque du point fixe u. 
1.6. Lemme. Soient Net H deux entiers 31. Soient (m,, a,),=~ . ...,, ef (m:, a:),=,, ..,,,, 
deux suites 1 -admissibles telles que 
m,, f w rn:,, # w, m = u, . . uN = cF(m,). . . c7”(m,,) et 
m’ = u, . . uNtH = a”‘( m:,,) . . . v”( m6). 
Alors, si m”= u,,,+, . . . u~+~,, il existe un entier ks n’ et des mots (my),=, ,,,., I de 
longueur <sup{l~(a)l, a E A} tels que 
m”=a,,ml;a’(m:). . c?(m~)&‘(m;_,) . . . aO(m;). 
DCmonstration. En utilisant le Lemme 1.1, il est clair que n i n’. Posons m, = w et 
a,=1 pour n<iGn’. On a 
m =fY’(m,,,). . cF(m,,). . . a”(m,,). 
DCsignons par k le plus grand entier (sn’) tel que ml, # ml. 
Posons, par commoditC, a,,.,, = 1. Alors, ml, et ml ttant tous deux prtfixes de 
a(ak+,) on a IrnLl # Im;l. On vkrifie facilement, en utilisant le Lemme 1.1 et le fait 
que m;ai est prkfixe de (~(a~+,), que lmL/ > rnil est impossible. Done Im,l< Imkl. 
Par suite, m,al, itant prkfixe de ~(a~,,), il existe un mot m; tel que ml, = mkaLml. 
Maintenant, pour toutj, 1 GjG k, il existe un mot my_, tel que ~(a,) = m,_,a,_,my_,. 
Par suite, 
m’ = a”‘( m,,,) . . . &(mk). . c7”(m,,)a,,m:(rr’(mI). . . c9(m;‘)rh -‘(m; ,). . fl”(mh), 
d’oti le rhultat. 0 
2. Expression asymptotique de S”‘(N) 
Notations et hypothbes. Soit, pour m E A *, i E A, L,(m) le nombre d’apparitions de 
la lettre i dans m. 
Soit M la matrice de la substitution CT, c.a.d. la matrice carrCe d’ordre d telle que 
M,,, = L,((T(~)). Dans toute la suite nous supposerons que A4 est primitive. 
Soit 0 le rayon spectral de M: on sait que 0 est valeur propre de M, qu’elle 
domine strictement le module des autres valeurs propres de M et que I’espace 
propre associk est engendrk par un vecteur $ coordonnkes >O (cf. [lo]). 
On notera .I = (A,),_ ,,z.....d l’unique vecteur propre pour 6’ normali& par la condi- 
tion I:=, A, = 1. 
Le spectre de M ktant not6 { Bi / 2 d i < d’} u {O} en sorte que les 0; soient distincts 
et ordon& par module dtcroissant, nous supposerons dans cette section que &E R, 
&>l et 2<isd’ j o,>~o~[. 
Soit (Y, (Y EN tel que l’ordre de C12 dans le pol_vm?me minimal P de M soit (Y + 1. 
On dkfinit la fonction cp sur N par 
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l si (Y =O, p(n) = nYIO~I” oh y+ 1 est l’ordre maximum des valeurs propres de 
module l0,( dans P; 
l si (Y #O, cp(n) = n”~‘B~. 
Et la fonction 4 sur N par 
l si (Y=O, 0,=0: $(n)=O; 0<1031<1: i/~(n)=l; 18,1=1: $(n)=n’+‘; /e,l>l: 
G(n) = nYlO,l”, 
l si ru#O, $(n)=p(n). 
II est aisC de vkrifier que, dans tous les cas I:‘_,, q(j) est en O($( n)). 
2.1. Lemme. Pour tout (i,j) E A’, il existe des re’els c(j) > 0 et A’( i,j) tels que, pour 
n entier on ait 
(1) Li(a”(j))=~(j)h,O”+A’(i,j)n”BI,‘+O(cp(n)), 
(2) Ik’(j)( = F(j)Hlf+,TA A’(i,j)n’“8~+0(~(n)) 
Dbmonstration. L(m) dkignant, pour m c A*, le vecteur (I+( WI)),, A on a 
(3) L(a(m)) = ML(m). 
Par suite, i et j ktant fix&, la suite L,( &( j)) (n t kJ) v&rifie une relation de rkzurrence 
lintaire dont les coefficients sont ceux du polynBme minimal de M. 
II existe done des rkels A( i, j) et A(i,j)“” (II E (0, 1, . . , a}) tels que 
L,(cr”(j))=A(i,j)H”+ 5 A(i,j)““n”&‘+O(cp(n)). 
I, 0 
D’oti, en posant A’(;, j) = Ai(j’, 
(4) L,(~“(j))=A(i,,j)0”+A’(i,,j)n”H~+O(~(n)). 
Les relations (3) et (4) impliquent alors que pour tout j fix6 le vecteur (A(i,j)),,:,,, 
est vecteur propre, positif car L,(rr”(j)) 2 0, de M relativement i 0. Done il existe 
~(,j)zO avec A(i,j)=~(j)A,. 
Si, pour tout j, F, =O, alors la suite (L,cr”(j)),,, N vkrifierait une relation de 
rtcurrence relative h un polynBme diviseur strict de P, qui ne serait done plus 
minimal. De plus on vCrifie facilement que (F(j)),, A est vecteur propre de ‘M pour 
0, done ‘A4 itant primitive, F, f 0 pour tout j. D’oti (1). 
La relation (2) est immkdiate en sommant (1) pour i E A. ci 
Remarque. Pour tout ,j dans A on a F(j) = lim,,,,, la”(,j)lK” (evident d’aprks (2)). 
Maintenant soit ,f une application de A dans R. Si m E A* on pose 
I 
0 si ITS =w, 
S”‘(m)= h 
c .f(a,) sim-a ,... aL,a,tA. 
, ~= , 
Si N est un entier 2 1, on pose S “‘(N)=S”‘(u,. . . IA,,,) et S”‘(O)=O. On Ccrira 
souvent S(N) au lieu de S” ‘(N), ,f &ant dorknavant fix& 
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2.2. Lemme. (i) Pour tout ,j, j E A, il existe un re’el A’(j) tel que 
S”‘(a”(j))=(,2.f)l~“(j)l+Ar(j)n”0;+O(cp(n)) 
(. dksigne le produit scalaire ordinaire dans KY’). 
(ii) Soit, pour m E A*, 
(0 si m = 0, 
sim=a ,... a,,a,EA. 
Soit N entier 21 d’e’criture admissible N =Cy1:’ Ivi(m,)l. Alors (posant n = n(N)), 
DCmonstration. S”‘((~‘~(j))=C,~_~,f(i)L,(a”(j)). On utilise alors le Lemme 2.1 et 
posant A’(j) =C,,A A’(i,j)[.Oi)-ll ..fl, on obtient immtdiatement (i). Manifeste- 
ment (i) est encore vrai quand on remplace la lettre j par un mot; de plus, les mots 
m, intervenant dans l’ecriture de N appartenant a un ensemble fini (cf. Section 1) 
la constante intervenant dans le 0 du (i) peut etre choisie independamment de m,. 
Si (Y = 0, on en deduit alors (ii) en sommant sur j, 0 s j G n. Pour le cas LY Z 0, posons 
3(n) = n” $ A’(m,)@$- i A’(m,)j”(&)’ 
,=o , =o 
et C’=max{lA’(m)l/m prefixe de q(a), UEA}. On a 
IA(n C”i’ (n”-j”)ei< C’(yn”-’ ‘i’ (n-j)@;. 
,=o , =o 
Par suite IA(n)1 est en O( n”-’ t3:) puisque la serie I’;:, k0,’ est convergente ( 612 > 1). 
On en deduit encore (ii) en sommant sur .j. D’oti le resultat cherche. Cl 
Remarque. Si 11 ..f= 0, on a pour tout j E A, h’(~(j)) = &A’(j). En effet, 
S(‘w+’ (j)l) = A’(~(j))n~~el+o((p(n)) 
=A’(j)(n+l)“B~+‘+O(cp(n+l)) 
en utilisant (i), ou son extension au mot a(j), pour n et n + 1; d’oti le resultat par 
passage h la limite n + too. 
La somme S” ‘(N) est done une fonction lineaire de N, “perturbee” par des 
termes correctifs. Le but est maintenant d’ttudier cette perturbation. Pour simplifier, 
nous supposerons dans la suite que le terme lineaire est nul, c.a.d. que .4 .f=O. 
(On peut toujours se ramener a ce cas en posant ,f’( i) =f( i) - .,I ,fI) On pose 
P = (Log &)l(Log 0). 
2.3. Lemme. I1 existe un Gel C, C > 0 tel que pour tous entiers N et H, H 3 2 on ait 
IS(N+H)-S(N)IsC(Log H)“H”. 
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DCmonstration. On sait, d’aprks le Lemme 2.1, que pour toute lettre a de A, 
lim I&‘(a)iK” = ~(0) > 0. 
,1-+X 
Par suite, il existe F, F > 0, tel que 
Vm,mEA*, m#w,Vk,k~RJ, I~~‘(rn)lae@“. 
ConsidCrons alors I’kriture du mot uN+, . uN+), donnie dans le Lemme 1.6 si 
N # 0, ou le ThCorkme 1.1 sinon. Dtsignons par h I’entier n(H) si N = 0; et le plus 
grand entier Sk tel que soit rn;:, soit rni, diffkre du mot vide sinon. On a, dans tous 
les cas, H 3 ~0~; d’oti I’existence de C’, C’> 0 avec 
Ha2 + h<C’LogH. 
Or, si N f 0, 
N+H 
s(N+H)-s(N)= C f’(u,)=f(a,,)+ i s(&(m:))+ i s(u’(m:)). 
,=N+, , -0 , -0 
On utilise alors le Lemme 2.2(i) en remplagant la lettrej par le mot rn; ou rni et 
la puissance n dans l’exposant de u par la puissancej. Soit K = max{lA’(m)) 1 m E A* 
et [ml</} avec !=max{\cr(a)lI a E A}. On obtient, utilisant ,,I .,f= 0 et le fait que 
les longueurs des my et des rn: sont <I (cf. Lemme 1.6), que 
IS(N+H)-S(N)1 +$ h”e;+O($(h)), 
la constante intervenant dans le 0 Ptant indkpendante de N et H. Dans le cas N = 0, 
le Lemme 2.2(ii) (avec H au lieu de N et h au lieu de n) donne 
IS( sI @‘+0($(h)). 1 “I” 
2 
Par suite, il existe C”, C”> 0, tel que pour tout N et H 
(.s(N+H)-s(N)Isc”~“~~. 
D’oti le rksultat puisque 0: = 6”” G F~‘H’. 0 
2.4. Lemme. Soit N entier d’hcriture udmis,sihle N = I:_,, Iu’(m,)l et h entier. Alors 
<I 
S([e"N]) = @‘s(N)+o((n+h)“B;+“), 
la convergence du terme en o e’tunt unijorme en h quand n + +E. 
DCmonstration. Soit I’entier N”” =I:_,, jcr”” (m,)j. En utilisant le Lemme 2.1 on 
obtient 
fI”N - N”” = 6”0( n”0:) +0(( n + h)“0:“‘). 
Dorm [ BhN] - Nch’ est en 0”0( 0”) car (n + h)“Bt = 0( n’“0”) et f17 < 0. En utilisant 
le Lemme 2.3 on obtient 
S([@N]) = s(N”‘))+o((e:‘el)(n+~)l~). 
Par ailleurs, le Lemme 2.2 (oti .I .f=O) donne 
S(N’h))=(n+h)” &+ A’(m,)B’z+h+O(~(n+h)) 
, =o 
d’oti le resultat en utilisant a nouveau le Lemme 2.2 et la definition de +. q 






2.5. Lemme. Pour tout x20, Q(x) =lim,I_+X S([Bhx])h “02” existe et 
&Q(x). De plus il existe K > 0 auec pour tout x, JJ 2 0, I@(x) - @(_Y)\ s 
(“Hiilder continuitt? d’exposant p”). 
@( ex) = 
K/x-yl” 
Dkmonstration. On montre d’abord que la suite de terme general uI, = 
S([B”x])hTB,” est de Cauchy pour tout x > 0. En effet, si k E N, 
S([e”+“x]) = s([e”[e”x]])+o(h’~e~) 
(en appliquant le Lemme 2.3). On applique alors le Lemme 2.4 avec N = [ B’.x]; on 
remarque de plus que [ fI”x] 2 ja”( m,)l avec m, f o, done 0” est en 0( 0”) ce qui 
implique n = k + 0( 1) et done que 
(n+h)“Bq”’ =O((k+h)“@+“). 
On obtient que Iu,,+~ - ukI + 0 uniformement en h quand k + +w. D’oti I’existence 
de @. 
La relation @(0x) = &Q(x) est alors immediate. 
Enfin, si x et y sont deux reels positifs, x # y, on a, d’apres le Lemme 2.3, 
Utilisant 
IS([B”X])-S([d’y])lS CYglx-yl’j(h Log e+Loglx-JI)“. 
la definition de @ on obtient par passage a la limite 
I@(x)-@(y)]< Klx-yl” avec K = C(Log 0)“. 0 
2.6. ThCor&me. On rappel/e qu’en plus des hypoth&es &on&es au de’but de la Section 
2, on suppose que A f = 0. Alors il existe une,fbnction F d$nie et continue duns Rff 
ci valeur dam R telle que 
(i) Vx, x > 0, F( 0x) = F(x), 
(ii) S”‘(N)=(log, N)“N”F(N)+o((Log N)“N”). 
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Dkmonstration. Posons, pour .Y > 0, F(x) =x -O@(x). La continuite de F et la 
relation (i) resultent directement du Lemme 2.5. Remarquons aussi que F est born&e 
sur [l, +a[. Maintenant, d’apres le Lemme 2.4 et la definition de (D, on a 
Done S( N) = n”N”F( N) + o( n”Hg). 
Or I(~“(rn,,)Is N<lcr”“(l)l, m,, fo et il existe 
avec c0” s N<dB”; d’ou n=log,,(N)+O(l). Par 
(si a #O). D’ou (ii), puisque la suite F(N) est 
O(N”). q 
done deux nombres c et d >O 
suite, n’” = (log@ N )” + 0( n” ’ ) 
bornee et que 0: = HP” est en 
Remarques. (1) Un calcul plus serre (au Lemme 2.4) montre qu’en fait le terme 
d’erreur du Theo&me 2.6 est en 
O(n “‘“+“e~“)+O(cC,(n)). 
(2) Quand u est une substitution de longueur constante, ce terme est en 0($(n)). 
Par exemple, pour la suite de Rudin-Shapiro, on a H3 = 0 et on retrouve exactement 
I’expression donnee en Introduction. 
(3) Si 1 . fit 0 on a la mgme conclusion, le terme de gauche de (ii) etant remplace 
par S”‘( N)-(.I .,f‘)N. 
3. ReprCsentations des rkels en base 0 
Dans cette section, nous supposons seulement, en plus des hypotheses de la 
Section 1, que A4 est primitive et que 0 > 1. On pose encore, pour a E A, P(U) = 
lim ,,_, lcr”(a)lH -‘I I’existence et la stricte positivite de cette limite &ant toujours 
vraie. De plus, si m E A” on note 
( 
0 si m = co, 
F(m)= A. 
,I, F(q) si m=u, . ..u~.u,EA. 
De cela decoule immediatement la relation 
Vu, a E A: E(u(u)) = h(u). 
DCfinition. Nous disons qu’une scrite injinie (m,, a,),, w I est u-admissible (avec a t A) 
si pour tout entier i 2 1, m, E A*, a, E A et que de plus 
(i) m,u, est prefixe de a(u), ia * m,u, est prefixe de ~(a, ,), 
(ii) il n’existe aucun entier I tel que i3 I * ~(a,__,) = m,a,. 
3.1. Lemme. Soit (m,, a,),. hi une suite a,,-admissible, et pour k entier 21, r, = 
C,?, F(m,)0“ ‘. Alors, rl, < HE(aL ,). 
Dkmonstration. La convergence de la strie (positive) definissant r, est immediate 
du fait que F(mL) est uniformement borne et que 0> 1. De plus, pour tout .jz k, 
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m,+,a;+, etant prefixe de ~(a,), on a E(~(u,)) = eE(U,)z E(m,+,U,+,). D’d 
a 
rh=F(mk4- C (eE(u,)-F(mj+lu,+l))H~ jik-I 
,-k 
done rl. s E(CT(Uk~ ,)) = eE(Uk_,). Si r, = 6E(Uk_,), alors r, = &(rn~Uh) et POW tout 
j~k,~(~(u~))=~(m,+,u,+,),d’o~~(u,)=m,+,u,+,(puisquepourtouta~A,~(u)~ 
0). Mais cela est en contradiction avec (ii) de la dkfinition de I’admissibilitk. 0 
3.2. Thkokme. Soit a E A et x un re’el, 0 c x < F (a). Alors ii existe une et une seule 
suite u-admissible (m,, a,),(,* telle que x =I::, e(m,)K’. 
DCmonstration. L’unicite est consequence aisee du Lemme 3.1. 
Pour l’existence, on definit par recurrence sur I’entier k 3 1 la suite (mr, uL) 
d’C1Cments de A* x A telle que m,a, soit prefixe de ~(a~_,) (avec a,,= a) et 
(1) 
Pour k= 1 ]a relation O=~~x<fl~(u)=~(cr(u)) implique qu’il existe (m,, u,)E 
A*xAavec~(m,)~~~<~(m,u,)etm,u,prefixede~(u).(m,,u,),~,...~~tantmaint- 
enant suppose defini et Ik dtsignant le terme central de (1) on a 0~ 0lk < E(v(u~)) 
et done il existe (mk+,, u~+,)EA* xA tel que mk+,ul+, soit prefixe de ,~(a~) et 
e(mk+,)< 6$, < e(mL+,uL+,). II est alors trivial de montrer que (1) est vraie pour 
k + 1 et que ( mk, aA) verilie la conclusion du theoreme. q 
Exemples. (1) Si u est une substitution de longueur constante 1, on obtient la 
representation “decimale” en base / (ici: Vu, a E A: E(U) = 1). 
(2) (Substitution de Fibonucci) Ici 0 = $(A+ l), ~(1) = 0*/A et on obtient pour 
X/F(~) le systeme de numeration “ayant pour base le nombre d’or” (cf. [12]). 
4. ProprietCs d’auto-affinitb de la fonction @ 
Nous nous placons maintenant a nouveau dans les hypotheses enoncees dans la 
Section 2. Les notations y sont les mcmes. Pour commencer, Ctablissons un lien 
“asymptotique” entre les systemes de numerations Ctudies aux Sections 1 et 3. 
4.1. Lemme. Soit a E A, XE [0, ~(a)[ d’.&riture a-udmissihle, x=Crl, e(m,)F (<f 
The’or.?me 3.2). Alors, pour n entier 21, 
,1 1 
[O”xl= C Iu’(m,,~,)l+O(n~~e~). 
I =o 
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puisque p < 1. D’oti, vu la dCfinition de CD, on obtient le rCsultat par passage $ la 
limite. 
Si x = I, le Lemme 2.l(ii) donne fI”x = Icr”(1)1+O(n”0;) et un calcul identique 
au prCctdent montre que @(~(l))=h’(l)=@,(e(l)). 
(ii): Soit x E Z, x,, ZG x <y,. Soit x = I:=, ~(rn:)F I’Ccriture l-admissible de x; le 
Lemme 3.1 implique alors que 
Vk, lsksn: (m;,a;)=(m,,a~). 
De plus (x-x,)~“E [0, ~(a,)[ et la suite infinie (RI:,,,, a;+,); ., est u-admissible. 
D’oti le rhultat par un calcul immCdiat. 




Alors, si x < ~(1) et k est le plus grand entier (sn - 1) tel que m~+,u~+, soit prt%xe 
strict de ~(a,), x s’Ccrit sous forme admissible 
x= ; F(m,)B~‘+F(mh+,u,+,)B~~ ‘  avec uk+, = a. 
,=I 
Le fait que h’(~(u)) = &A’(u) (remarque suivant le Lemme 2.2) permet alors de 
conclure. 
Enfin, si x = F( 1) on utilise directement A’(c( 1)) = 6$A’(l). 
(iii): Si a = 1 le rCsultat est immediat d’aprts (i) et le Lemme 2.5. Ensuite, a 6tant 
quelconque, I’irrCductibilitP de la matrice M implique I’existence de n EN avec 
Lu(~“( 1)) f 0, et done d’un intervalle admissible d’ordre n et de lettre a. La relation 
du (ii) et la continuite de @, permettent de conclure aisCment. q 
Nous pouvons maintenant Cnoncer une propriCtC de “fractalitC” ou plus prCcisC- 
ment d”‘auto-affiniti” de la fonction @ sous la forme suivante. 
4.3. ThCorkme. I1 existe d jonctions continues ( @i,)ui,,, chuque @,, Ptunt d$nie sur 
[0, ~(a)], telles que 
(i) pour tout entier n 2 1 et tout intervulle I admissible d’ordre n de lettre a et de 
borne infe’rieure x,, 
vx, XE 1: Q(x)= ~(X,,)+ey”~,,((X-xX,)e”); 
(ii) pour tout entier m 2 1, tout interval/e J admissible d’ordre m et toute lettre a, 
il existe un entier n 2 m et un intervulle I admissible d’ordre n, de lettre a tels que 
I c J et que la relation du (i) soit vruie. 
L’assertion (ii) est cons6quence directe de I’irrCductibilitC de M: si J est de lettre 
b, il existe un entier h tel que L,( a”( b)) # 0, done, d’aprh la remarque (2) prh?dent 
le Lemme 4.2 un intervalle I c J admissible d’ordre n = m + h, et de lettre a. 
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