The response of a random dynamical system is totally characterized by its probability density function (pdf). However, determining a pdf by a direct approach requires a high numerical cost; similarly, surrogate models such as direct polynomial chaos expansions are not generally efficient, especially around the eigenfrequencies of the dynamical system. In the present study, a new approach based on Padé approximants to obtain moments and pdf of the dynamic response in the frequency domain is proposed. A key difference between the direct polynomial chaos representation and the Padé representation is that the Padé approach has polynomials in both numerator and denominator. For frequency response functions, the denominator plays a vital role as it contains the information related to resonance frequencies, which are uncertain. A Galerkin approach in conjunction with polynomial chaos is proposed for the Padé approximation. Another physics-based approach, utilizing polynomial chaos expansions of the random eigenmodes, is proposed and compared with the proposed Padé approach. It is shown that both methods give accurate results even if a very low degree of the polynomial expansion is used. The methods are demonstrated for two degree-of-freedom system with one and two uncertain parameters. 1171 moments of the responses, it is still necessary to consider a quite high degree of the PCE in order to obtain an accurate estimation of the moments. Further improvement can be obtained by considering the Padé approximants (PAs) [6, 7] . Indeed, as the frequency response function of a random dynamical system is a rational function of the modal characteristics, which are random, it seems appropriate to estimate the solution in terms of a rational function that depends on the uncertain parameters [8, 9] . Thereby, the main contribution of the present study is to estimate the pdf of the responses with a generalization of the PAs [10], called here 'extended' Padé approximants (XPAs): they are rational functions where the numerator and the denominator are a linear combination of PC.
INTRODUCTION
In order to determine the statistics of the random dynamical system response, several methods may be used such as Monte Carlo simulation (MCS) or polynomial chaos (PC) expansion (PCE) [1] . It is well known that the main drawback of MCS is its numerical cost. The PC method is an alternative that expands the dynamical response, X, on a set of orthogonal polynomials whose variables are mutually independent standard normal deviates. However, it turns out that the convergence of a PCE around the 'deterministic' resonances (i.e., related to the mean mass and stiffness matrices) is quite poor [2] : the polynomial expression of the solution is perhaps not suitable and can be improved.
An improvement may come from the numerical convergence acceleration of the probability density function (pdf): some researchers [3, 4] have already worked on the convergence acceleration [5] of the moments and the coefficients of the PCE. Even though they demonstrated that Aitken's transformation and its generalization were successfully applied to the sequences defined by the first two
where is the circular frequency of the applied forces and ı 2 = −1.
The uncertain matrices are written as
3. POLYNOMIAL CHAOS AND PADÉ APPROXIMANTS
Polynomial chaos expansion
A brief presentation of the well-known PC method will be given in the following, mainly to define the notation. For the interested reader, an explicit solution with a PCE has been used for uncertain dynamical systems in references [2, 4] . The response of the dynamical system may be expanded in terms of PC Ψ j [1] as
In the following, normalized Hermite or Legendre polynomials are used to build the PC set.
In practice, the PCE is truncated:
where P depends on the number of random variables and the PC degree [1] . Coefficients Y P i are determined by replacing X P by its expansion in Equation (1) and by using the orthogonality properties of the Hermite polynomials with respect to the Gaussian weight function. Then the coefficients are the solution ofH
where [2] C k ∈ R (P+1)×(P+1) , with[C k ] IJ =< k, I, J >,
⊗ denotes the Kronecker product, (•) T denotes the transpose of (•), = ∫ Ξ Ψ 0 ( )P( ) dΞ, and < i 1 · · · i n > is defined by
with P( ) = ∏ r =1 p ( ) and p ( ) is the pdf of , and dΞ = k , where M k is the degree of the numerator and N k is the degree of the denominator, and is given by
The PA is such that
There are M k + N k + 2 unknowns, which are defined up to a multiplicative factor: so, usually, D PA 0,k is set equal to unity [22] . Hence, to calculate the M k + N k + 1 coefficients of the PA, m, the degree of the Taylor series expansion is equal to M k + N k , and then Equation (14) gives M k + N k + 1 equations. This is more difficult for multivariate functions as several definitions may hold [22] [23] [24] [25] [26] . For the general case, a PA involves ♯M k + ♯N k − 1 unknowns (where ♯m denotes the number of coefficients of a multivariate polynomial of degree m), if we decide that the numerator (resp. denominator) must contain all terms up to degree M k (resp. N k ). As a consequence, a Taylor series that has at least ♯M k + ♯N k − 1 coefficients is required to determine the PA unknowns. The problem comes from the relationship between a polynomial degree m and the number of coefficients involved in the definition of a multivariate polynomial with r variables, ♯m = (m + r)!∕(m!r!). Indeed, in general, there does not exist m such that ♯m = ♯M k + ♯N k − 1. If one considers that all the terms up to degree m must be kept, the problem leads to an overdetermined problem, and ♯m ⩾ ♯M k + ♯N k − 1. However, one can keep the relation ♯m = ♯M k + ♯N k − 1 and accept that some polynomials of degree m are not included in the PCE. Then, a decision must be made in the choice of the equations. This will be discussed further in the next section and in Section 6.2.1.
Rational function expansion: extended Padé approximants
In the stochastic finite element context, PCE is much more interesting than a Taylor series. Hence, it is suggested to replace monomial i , by PC Ψ i ( ). Such generalization had been defined and studied in many papers [6, 10, [27] [28] [29] [30] . Chantrasmi et al. [31] have already used XPAs (Legendre-Padé approximants) for uncertainty propagation. They proposed multivariate approximants on the basis of a definition given by Guillaume et al. [25] . Their objective was to calculate the statistics (pdf) of the position and the strength of a shock in a fluid mechanics context, which involves strong discontinuities (shock waves).
In the present study, the interest of the XPAs for calculating the response pdf of a random dynamical system is twofold. First, they had been developed to accelerate the polynomial expansion convergence rate of a function. This property is important as it had been shown that the PCE has poor convergence properties around the deterministic eigenmodes [2] . Second, it is expected that the response of an uncertain dynamical system is a rational function of the uncertain parameters. Hence, the representation of the response with PAs seems to be more appropriate than a polynomial expansion.
The PAs are extended to a rational function such that the numerator and the denominator are developed in terms of PC as 
where P = ♯m − 1 and m is the PCE degree of the response. This is transformed and reorganized as
The n k + d k + 1 coefficients N XPA k,j and D XPA k,j are then calculated by projecting Equation (17) on Ψ l ( ) for l from 0 to P ′ : P ′ + 1 equations are obtained:
where Ind n (l) is equal to unity if 0 ⩽ l ⩽ n and to zero otherwise. The factor Ind P (l) in the right hand side of Equation (18) suggests that P ′ ⩽ P otherwise it would mean that ∀l > P, Y k,l ( ) = 0 in the 'exact' PCE (i.e., with all the terms from 0 to infinity) of the response. Such approximation cannot hold when the PCE does not converge quickly and P is low. As a consequence, in the following, P ′ is supposed to be lower or equal to P. Ind n k (l) indicates that the coefficients of the denominator are determined first with the following equations:
To avoid getting an underdetermined system, P ′ ⩾ n k + d k . However, the last condition does not provide P and P ′ . The choice of P ′ may involve m ′ , which is the degree of Ψ P ′ and then is an integer such that
Equation (17) can be projected on all the polynomials whose degree is lower or equal to m ′ : P ′ + 1 = ♯m ′ . Hence, except if by chance P ′ = ♯m ′ − 1 = n k + d k , the denominator coefficients are the solution of an overdetermined system. Further, as P ′ is assumed to be lower or equal to P, then m ′ ⩽ m. A further discussion on the choice of P, P ′ , m, and m ′ is given in Section 6.2.1. The determination of a multivariate XPA has been discussed in several papers (e.g., [25, 26, 32] ).
Once the denominator coefficients are determined, the numerator coefficients are obtained directly as
Finally, by performing an MCS on [M k ∕N k ] X PC k ( ), the pdf of the response may be estimated. Note that in the single variate case, the XPA is determined easily: the PCE degree is M k + N k , and
RANDOM MODES
A natural way to obtain the response of an N-dof dynamical system is to expand the solution on the eigenvectors
where k is an eigenvector and q k defines the deterministic modal coordinate for the k-th eigenvector. The mass and stiffness matrices are random, so the eigenmodes, which will be denoted {̃k,̃k}, are random as well. Then the random mode superposition reads
where modal coordinateq n is random and depends on the random eigenmodes. Equation (23) holds not only to describe a steady-state response of a dynamical system but also for the transient response even if it has not been used in this latter context so far. When force vector F is harmonic with frequency , the steady-state response is
Modal coordinate q n ( ) is derived by substituting Equation (24) in Equation (1) and by projecting this latter equation on each̃n. Then the n-th modal equation is
wherẽn (resp.m n ) is the damping ratio (resp. the generalized modal mass) of mode n. In the following, the random damping may be calculated from the damping matrix:
Then the modal coordinate reads
Equation (27) shows that the response of the random dynamical system is a rational function of the random parameters,̃n,̃n,̃n, andm n . This is why the PA approach is appropriate as it consists in finding a rational function of the uncertain parameters.
The random eigenmodes can be determined with a MCS or a PCE. Considering the use of a PCE, they are expanded as follows [20, 21] 
where ( k , k ) denotes the k-eigenmode of the deterministic system, defined in Section 2.
… P are the PC coefficients related to the PCE of random mode k. Further the following mass normalization is applied
where M 0 is the mean mass matrix. As a consequence,
Then Equation (29) 
Equations (28) and (32) show that the PCE of random mode k requires N × (P + 1) unknowns. Projecting the eigenproblem
on each deterministic eigenmode { n } n=1 … N and each PC {Ψ p ( )} p=0 … P gives the N × (P + 1) related equations.
EXAMPLE 1

Two degree-of-freedom system with one uncertain parameter
The MCS, PCE, and random modes will be used to evaluate the pdf of X for the example shown in Figure 1 . MCSs will serve as a reference for validating the results obtained with the XPA and random modes approaches. Stiffnesses k 1 and k 2 are assumed to be equal and uncertain:
where is random variable. Thus, the uncertain stiffness matrix is
where
In the following, is either a truncated normal variable ( ∼ N [−5; 5] (0; 1)) or a uniform random variable (
The characteristics of the system are listed in Tables I and II . Figure 1 . A two degree-of-freedom system with stochastic stiffness coefficients. 
: truncated normal deviate
The mean and the standard deviation of the random stiffness can then be deduced from Table I . Note that if had a normal law, the positiveness of the stiffness would be questionable. However, the ratio of standard deviation to the mean indicates that the probability to draw a negative stiffness is so low that the numerical estimation of this probability by a software like MATLAB is 0 and the probability to draw a stiffness lower than 0.75 × k is about 2.8 10 −7 . In the following, the number of samples is lower than one million. Hence, in practice, such statistical law could be used. However, to avoid such issue, the normal law is truncated so that k ∈ [0.75k; 1.25k]: this corresponds to the mean plus/minus five standard deviations.
Probability density function: exact solution.
The steady-state response X = [X 1 X 2 ] T is the solution of the following equation:
Thus, the exact solution, for each dof k, is the following rational function:
) .
Note that normalized Hermite polynomials are related to the monomials
Then, expression (38) can easily be transformed into a rational function whose numerator and denominator are expanded in terms of the Hermite polynomials as
with
.
Equation (42) shows that the exact solution is a rational function of the random parameter: deriving an estimation of the solution in terms of PAs, which are rational functions, is then appropriate.
The reference pdf is obtained with a direct MCS method together with a Latin Hypercube Sampling (LHS) with 10,000 samples of the random variable. It has been verified that the number of samples is sufficient for the convergence of the solution. The pdf is estimated at the first deterministic eigenfrequency, which seems to be the worst case [2] . The results are given in Figure 2 (a).
Probability density function: polynomial chaos expansion and extended Padé approximant
The pdfs were also calculated directly from the PCE and with the Padé approach: they were compared with the reference pdf with the Kullback-Leibler divergence [33] [34] [35] , D KL , defined as
where D x is the domain of a random variable x. D KL is always nonnegative and is equal to zero when
An LHS with 10,000 samples was also performed directly on the PCE with P = 500 and P = 501: the pdfs are given in Figure 2 (c) and (d). With a degree P = 500, a quite good estimation of the pdf is reached. However, the results are poor with P = 501. In fact, the parity influence on the first statistical moments was already noticed in [2] .
A [0∕1] PA pdf (i.e., n k = 0 and d k = 1) was derived with MCS (10,000 samples were used): it required a PCE with P = 2. The pdf is given in Figure 2(b) . The quality of the results with such a low PCE degree is striking. In fact, increasing the numerator and denominator degree does not really improve the results. However, surprisingly, the only configuration that is not excellent is XPA [1/2] (Figure 3) , even though this configuration should be the best, because the closed-form expression of the pdf is a rational function whose numerator (resp. denominator) degree is equal to 1 (resp. to 2). However, even this configuration accurately predicts the peak of the pdf, even though the tail is poorly predicted. The Kullback-Leibler divergences of the pdf calculated with the PCE approach and the Padé technique are listed in Table III : the results confirm the qualitative conclusions given from Figures 2 and 3. In particular, the divergences show that estimating the pdf with the Padé technique is much more efficient than with the PCE approach. Further, the Padé [1/2] divergence is quite low despite some dissimilarities: this is because only the tails of the distribution are not similar.
Mean and standard deviation: Monte Carlo simulation and extended Padé approximant.
In [2] , it was shown that the mean and the standard deviations are two slowly convergent sequences. A solution to improve the convergence rate was proposed in [4] . Knowing the pdf, any moments of the statistical distribution may be derived. If the pdf is well estimated with a low degree XPA, the moments must be very well estimated as well. The first two moments are given in Figure 4 for several XPAs. Figure 4 (a) and (b) shows that with P = 5, it is possible to obtain excellent estimates of the first two moments. The XPA approach is then much more efficient than the Aitken method proposed in [4] , as shown in Figure 5 where P = 20. It has been observed that a [0/1] XPA gives an excellent pdf at the first eigenfrequencies. However, Figure 4 (c) and (d) shows that the moment estimation is poor about the deterministic antiresonant frequency. On the contrary, the moment is very well estimated with a [1/2] XPA, even around the deterministic eigenfrequencies, that is, where the pdf was not well estimated (Figure 4 (e) and (f)). 
Random modes: exact solution.
The deterministic modes are solutions to the following equation:
whereas the random modes are solution to
Then it is easy to derive the expression of the random modes as functions of the deterministic modes as̃2
In this particular case, the random eigenvectors are equal to the deterministic ones: this occurs because the random stiffness matrix is proportional to the deterministic stiffness matrix.
Random modes: polynomial chaos expansion.
In the following, if index k is equal to 1, then index k ′ is equal to 2 and vice versa. Random mode k is determined according to the method indicated previously and then is expanded according to Equations (28) and (29) . Thus, the following equation has to be solved: (
{ k , k } are the deterministic eigenmodes of the dynamical system defined in Equation (44). Multiplying Equation (48) by each eigenvector and using the orthogonality properties give
Note that Ψ 0 ( ) = 1 and Ψ 1 ( ) = . Multiplying the last two equations by Ψ m ( ) in the random space gives
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Solving Equations (51) and (52) gives
∀p > 1 a k p = 0, (55)
Then the random mode k estimate is
Comparing Equations (46) and (47) with the last two equations proves that a PCE of degree 1 gives the exact random modes and therefore the exact solution of the uncertain problem. This result may be extended to all the dynamical systems with an uncertain stiffness matrix that verifies Equation (35), but the result does not hold in general, in particular, when the mass matrix is uncertain or when the number of uncertain parameters is greater than one.
: uniform deviate
The interval of the random stiffness can then be deduced from Table I. The reference pdf is obtained with a direct MCS method together with an LHS with 10,000 samples of the random variable. It has been verified that the number of samples is sufficient for the convergence of the solution. The pdf is estimated at the first deterministic eigenfrequency. The results are given in Figure 6 PCE, polynomial chaos expansion; pdf, probability density function.
Probability density function: polynomial chaos expansion and extended Padé approximant.
The pdfs are also calculated directly from the PCE and with the Padé approach: they are plotted in Figure 6 (b) -(d), and they are compared with the reference pdf. The Kullback-Leibler divergences of the pdf calculated with the PCE approach and the Padé technique are listed in Table IV . As indicated in [36] , a PCE with Legendre polynomials (uniform distribution) converges much quicker than with the Hermite polynomials (normal distribution): the results are quite good with P = 50 whereas in the previous case, they were poor with P = 500.
The results are excellent with a [0/2] XPA (Table IV) , which requires a PCE with P = 2: however, the pdf calculated with a PCE with P = 2 is far from the MCS pdf, as indicated with the Kullback-Leibler divergence given in Table IV .
Random modes: polynomial chaos expansion.
Deriving the calculations made in Section 5.3.3 with the normalized Legendre polynomials leads to the same results: the random modes obtained with a PCE are the exact random modes. Note that the second normalized Legendre polynomial is
As a consequence, Equation (51) is slightly modified:
6. EXAMPLE 2
Two degree-of-freedom system with two uncertain parameters
The example shown in Figure 1 is studied with uncertain stiffnesses k 1 and k 2 :
where 1 and 2 are two independent normal random variables. In the following, i is either a truncated normal variable ( i ∼ N [−5; 5] (0; 1)) or a uniform random variable ( i ∼ U [−1 ; 1] ). The characteristics of the system are listed in Table I . Thus, the uncertain stiffness matrix is
The response of the system is 
with a 1 = k 1 ∕k = 1 + k 1 and a 2 = k 2 ∕k = 1 + k 2 . The reference pdf is still obtained with an LHS with 10,000 samples. The pdf was estimated at the first deterministic eigenfrequency, and the results are plotted in Figure 7 (normal deviates) and in Figure 9 (uniform deviates).
Truncated normal deviates
Both random variables 1 and 2 are drawn according to a truncate normal law to avoid any negative stiffness: i ∼ N [−5; 5] (0; 1). Then, random stiffness k i is in the intervalle given by the mean plus/minus five standard deviations.
Probability density function: polynomial chaos expansion and extended Padé approximant.
The pdf was estimated with a PCE of degree 50, which required 1326 terms in the expansion. Figure 7(a) shows that the quality of the results is poor, even though the expansion requires more terms: the Kullback-Leibler divergences are listed in Table V .
The pdf was also calculated with the XPA approach. The notation of Section 3.3 is used. To have the smallest systems of equations as possible, m ′ is chosen minimal: it is the lowest integer such that ♯m ′ ⩾ n k + d k + 1. Then P ′ is such that n k + d k + 1 ⩽ P ′ + 1 ⩽ ♯m ′ . If P ′ + 1 is chosen equal to ♯m ′ , Equation (17) is projected on all the PC of degree lower or equal to m ′ . If P ′ + 1 is chosen equal to n k + d k + 1, the system is minimal. Limiting the number of PCE coefficients suggests that m = m ′ is a suitable choice. However, the numerical experiments show that the XPA approach is a little more efficient when m ⩾ m ′ + 1. In practice, the XPA was determined with m = m ′ + 1, P + 1 = ♯m (the response is expanded on all the PCs of degree lower or equal to m). Further, all the simulations have shown that the results are exactly the same if P ′ + 1 = ♯m ′ or if P ′ + 1 = n k + d k + 1.
Then, the XPA [1/2] results, which necessitate a PCE of degree m = 4 (P + 1 = ♯m =15 terms in the expansion), and a projection on P ′ + 1 = n + d + 1 = 8 Hermite polynomials of degree lower or equal to m ′ = m − 1 = 3, are equal to the MCS results (Figure 7(b) ) as indicated by a divergence equal to zero. This is in a perfect agreement with Equation (65) as the numerator degree is equal to 1 and the denominator degree is equal to 2, if the response is considered as a function of the random variates (i.e., for a given frequency ). Further, Equation (65) shows that the response has no term in 1 in the numerator: it was found that the XPA has no term in 1 in the numerator as well. The numerical results have shown that any XPA gives the rational function calculated with the XPA [1/2], if the requested degree for numerator (resp. denominator) is greater or equal to 1 (resp. 2). Hence, this approach is very efficient for this case study as it is possible to find the analytical results given by Equation (65).
On the contrary, the PCE of degree 50 had a divergence equal to 0.32, which indicates that the results are not in very good agreement with the reference pdf.
Random modes:
Monte Carlo simulation solution. The random modes are solutions of (
Then the random modes are
]
(71)
The MCS gives the mean of the random modes as
] .
(75)
Random modes: polynomial chaos expansion.
Random mode k is determined according to the method indicated previously and then is expanded according to Equations (28) and (29) . Then the following equation has to be solved: Note that the PCs are numbered so that Ψ 0 ( ) = 1, Ψ 1 ( ) = 1 , and Ψ 2 ( ) = 2 . Then Equation (76) may be written as (
(77) Equation (77) is projected on each Ψ m ( ) in the random space:
Projecting Equation (78) onto the deterministic eigenvectors gives the set equations required to solve for the unknowns. Hence, pre-multiplying Equation (78) by k gives
and pre-multiplying Equation (78) by k ′ gives
(80) Equations (79) and (80) hold for m = 0 · · · P + 1, and a matrix equation is derived
is the null matrix, and I P+1 ∈ R (P+1)×(P+1) is the identity matrix. The nonlinear Equation (81) is solved with a Newton-Raphson method and gives the following estimate of the random modes for a PC degree equal to 1: 
Hence, comparing the last equations with Equations (72) -(75) shows that the results obtained with a PCE of low degree are very accurate. Equations (23) and (27) give, for each frequency, the distribution of the uncertain response. Figure 8 compares the results with the random modes obtained from MCS and a PCE of degree 1: the pdf of the response evaluated at the first deterministic eigenfrequency is given in Figure 8 (a) whereas the mean frequency response is plotted in Figure 8(b) . The results are very good even with a very low PCE degree; this is confirmed by the low value of the Kullback-Leibler divergence given in Table V .
Uniform deviates
As already mentioned, the PCE converges much quicker with Legendre polynomials. Figure 9 (a) shows that the pdf calculated with a PCE of degree 30 is not very different from the reference pdf. Similarly to the case with the normal deviate, the XPA is very efficient as it is equal to the reference pdf (Figure 9(b) ), which is indicated by a Kullback-Leibler divergence equal to zero (Table VI) . Figure 9 (c) shows that the random mode approach is also very efficient: the Kullback-Leibler divergence is very low (Table VI) whereas the degree of the PCE to calculate the random modes is equal to one (P = 2). The mean modes obtained from a PCE of degree 1 and an MCS are 2 1 = 5727 (rad/s) 2 , 
The mean modes obtained from a PCE are 2 1 = 5727 (rad/s) 2 ,
