Abstract: Predicting barotrauma occurrence in intensive care patients is a difficult task. Data Mining modelling can contribute significantly to the identification of patients who will suffer barotrauma. This can be achieved by grouping patient data, considering a set of variables collected from ventilators directly related with barotrauma, and identifying similarities among them. For clustering have been considered k-means and k-medoids algortihms (Partitioning Around Medoids). The best model induced presented a Davies-Bouldin Index of 0.64. This model identifies the variables that have more similarity among the variables monitored by the ventilators and the occurrence of barotrauma.
Introduction
Data Minng (DM) process provides not only the methodology but also the technology to transform the data collected into useful knowledge for the decisionmaking process [1] . In critical areas of medicine some studies reveal that one of the respiratory diseases with higher incidence in the patients is Barotrauma [2] . Health professionals have identified high levels of Plateau pressure as having a significantly contribute to the Barotrauma occurrence [3] . This study is part of the major project INTCare. In this work a clustering process was addressed in order to characterize patients with barotrauma and analyze the similarity among ventilator variables. The best models achieved a Davies-Bouldin Index of 0.64. The work was tested using data provided by the Intensive Care Unit (ICU) of the Centro Hospitalar do Porto (CHP).
This paper consists of four sections. The first section corresponds to the introduction of the problem and related work. Aspects directly related to this study and supporting technologies for knowledge discovering from databases are then addressed in the second section. The third section formalizes the problem and presents the results in terms of DM models following the methodology Cross Industry Standard Process for Data Mining (CRISP-DM). In the fourth section some relevant conclusions are taken.
Background

Plateau Pressure, Acute Respiratory Distress Syndrome and Barotrauma
The occurrence of barotrauma happens when a patient has complications in mechanical ventilation. Patients with Acute Respiratory Distress Syndrome (ARDS) have shown that the incidence of pneumothorax and barotrauma varies between 0% and 76% [4] . The occurrence of barotrauma is one of the most dreaded complications when a patient is mechanically ventilated. This occurrence is associated with an increased morbidity and mortality. Several researchers argue that the Positive end-expiratory pressure (PEEP) is related to the occurrence of barotrauma, however there are other researchers not supporting this relationship and enforcing that there was not identified any relationship between PEEP and barotrauma [2] . The Plateau Pressure (PPR) values shall be continuously monitored providing important information for patient diagnosis. It is important to maintain the value of PPR <= 30 cm 2 O in order to protect the patient's lungs. An increased in PPR is associated to an increasing elasticity of the respiratory system and decreased compliance of the respiratory system [3] .
Related work
Predicting barotrauma occurrence is important for the patient wellbeing. So it is fundamental to explore the prediction accuracy of the variables and their correlation with barotrauma -PPR values >= 30 cm 2 O. In a first stage of this project it was predicted the probability of occurring barotrauma considering only the data provided by the ventilator. This study [5] shown that it is possible to predict PPR class <30 cm 2 O and >= 30 cm 2 O, with an accuracy between 95.52% and 98.71%. The best model was achieved using Support Vector Machines and all the variables considered in the study. However, another good model was obtained (95.52% of accuracy) using only three variables. This model showed a strong correlation among: Compliance Dynamic (CDYN), Means Airway Pressure and Pressure Peak.
INTCare
This work was carried out under the research project INTCare. INTCare is an Intelligent Decision Support System (IDSS) [6] for Intensive Care which is in constantly developing and testing. This intelligent system was deployed in the Intensive Care Unit (ICU) of Centro Hospitalar do Porto (CHP). INTCare allows a continuous patient condition monitoring and a prediction of clinical events using DM. One of the most recent goals addressed is the identification of patients who may have barotrauma.
Data Mining
DM corresponds to the process of using technical features of artificial intelligence, statistical calculations and mathematical metrics able to extract information and useful knowledge. The knowledge discovery may represent various forms, business rules, similarities, patterns or correlations [7] .
This work is mainly focused on the development and analysis of clusters. This is a grouping process based on observing the similarity or interconnection density. This process aims to discover data groups according to the distributions of the attributes that make up the dataset [8] . To develop and assess the application of clustering algorithms in the barotrauma dataset, the statistical system R was choosen.
Knowledge Discovering Process
Business Understanding
The main goal is to use ventilation data in order to identify groups of objects that belong to the same class, i.e. group sets of similar objects in a single set and dissimilar in different sets. The data used to conduct this study were collected in the ICU of CHP. The clusters were supported only for data monitored by ventilators; the values used were numeric and were from discrete quantitative type.
Data Understanding
The initial data sample contained several records without patient identification (PID). This happens because sometimes the patients are admitted for a few hours in the ICU but are not assigned to an Electronic Health Record (EHR). These records were discarded for this study. The coefficient of variation shows that the distributions are heterogeneous for all the attributes since the results obtained are higher than 20%. This measure corresponds to the dispersion ratio between the standard deviation and the average.
Data Preparation
Data transformations were necessary to perform data segmentation using clustering techniques based in resource partition methods. Because these techniques do not handle null values and qualitative data, two operations have been performed: Firstly, records having at least one null value were eliminated and then the records containing qualitative values were eliminated.
Modelling
The algorithms k-means and k-medoids were used to create the cluster. The choice is justified by the principle of partition method and the difference in their sensitivity to find outliers.
K-means algorithm is sensitive to outliers, because the objects are far from the majority, which can significantly influence the average value of the cluster. This effect is particularly exacerbated by the use of the squared error function [9] .
On the other hand, K-medoids instead of using the value of a cluster object as a referencing point takes on real objects and represents the clusters, creates an object for each cluster. The partitioning method is then performed based on the principle of adding the differences between each p (intra-clusters distance). It is representing an object (dataset partition) [9] where the p is always >= 0. The Kmedoids algorithm is similar to K-means, except that the centroids must belong to a set of grouped data [10] . Some configurations were atempted for each one of the algorithms. In the k-means algorithm the value (cluster number) varies between 2 and 10. In order to obtain the appropriate number of it was used the sum of squared error (SSE). Each dataset was executed 10 times.
The model belongs to an approach A and it is composed by the fields F, a type of variable TV and an Algorithm AG: Being this study related with Barotrauma and Plateau Pressure, all the models included the variable {8} . Some of the clusters induced are composed by the group of variables defined in the first approach.
Evaluation
This is the last phase of the study. It focuses mainly on the analysis of the results presented through the implementation of clustering algorithms (K-means and PAM). The evaluation of the induced models was made by using the DaviesBouldin Index. The models which presented most satisfactory results were those obtained by means of the K-means algorithm. In general, some models presented good results, however the models did not achieve optimal results (index near 0). Table 2 presents the best models and the correspondent results. 
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The 3 model shown to be the most capable in designing a clusters with better distances. Davies-Bouldin Index tends to + however 3 model has an index of 0.64. This is not the optimal value, but it is the most satisfactory because it is closest to 0. Figure 1 presents M3 results. Table 3 presents the minimum, maximum, average, standard deviation and coefficient of variation of each variable used to host the clusters in 3 . 
Conclusion
This study identified a set of variables that have a great similarity. These variables are related with Plateau Pressure -variable with greater influence in the occurrence of barotrauma. The better result was achieved with the model 3 obtaining a Davies-Bouldin Index of 0.64, a value near to the optimum value (0). It should be noted that most of the variables used presented some dispersion however in one of the clusters the higher dispersion value is quite acceptable: 19.42. This result was obtained with the implementation of the K-means algorithm. The CDYN is one of the variables that most influences the clustering, demonstrating a strong relationship with the PPR and Barotrauma. From the results shown in Table 3 it can be noted that the best corresponding field is CDYN, presenting only a few intersecting values (minimum and maximum). This means Finally, this study demonstrated the feasibility of creating clusters using only data monitored by ventilators and analyzing similar populations. These results motivate further studies in order to induce more adjusted models reliable for classification and clustering at the same time.
