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Abstract
Due to the ongoing biodiversity crisis, many species including great apes like chimpanzees are on the brink of
extinction. Consequently, there is an urgent need to protect the remaining populations of threatened species. To
overcome the catastrophic decline of biodiversity, biologists and gamekeepers recently started to use remote
cameras and recording devices for wildlife monitoring in order to estimate the size of remaining populations.
However, the manual analysis of the resulting image and video material is extremely tedious, time consuming, and
cost intensive. To overcome the burden of time-consuming routine work, we have recently started to develop
computer vision algorithms for automated chimpanzee detection and identification of individuals. Based on the
assumption that humans and great apes share similar properties of the face, we proposed to adapt and extend face
detection and recognition algorithms, originally developed to recognize humans, for chimpanzee identification. In
this paper we do not only summarize our earlier work in the field, we also extend our previous approaches towards a
more robust system which is less prone to difficult lighting situations, various poses, and expressions as well as partial
occlusion by branches, leafs, or other individuals. To overcome the limitations of our previous work, we combine
holistic global features and locally extracted descriptors using a decision fusion scheme. We present an automated
framework for photo identification of chimpanzees including face detection, face alignment, and face recognition. We
thoroughly evaluate our proposed algorithms on two datasets of captive and free-living chimpanzee individuals
which were annotated by experts. In three experiments we show that the presented framework outperforms previous
approaches in the field of great ape identification and achieves promising results. Therefore, our system can be used
by biologists, researchers, and gamekeepers to estimate population sizes faster and more precisely than the current
frameworks. Thus, the proposed framework for chimpanzee identification has the potential to open up new venues in
efficient wildlife monitoring and can help researches to develop innovative protection schemes in the future.
Keywords: Wildlife monitoring; African great apes; Face and facial feature detection; Individual identification
1 Introduction
According to the International Union for Conservation
of Nature (IUCN), about 22% of the mammal species
worldwide are threatened or extinct [1]. The current bio-
diversity crisis is observed all over the world. Primates are
hit by the crisis and belong to a species that is severely
endangered. Walsh et al. [2] reported a decrease of ape
populations in western Equatorial Africa by more than a
half between 1983 and 2000. A similar survey was done
by Campbell et al. [3]. They observed a 90% decrease of
chimpanzee sleeping nests in Côte d’Ivoire between 1990
and 2007.
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Those agitating results demonstrate the urgent need
to intensify close surveillance of this threatened species.
Many protective areas have already been established.
However, effectively protecting the animals requires a
good knowledge of existing populations and changes of
population sizes over time. Individual identification of
animals is not only a prerequisite for measuring the suc-
cess of implemented protection schemes but also formany
other biological questions, e.g., wildlife epidemiology and
social network analysis. However, it is a labor-intensive
task to estimate population sizes in the wild. Therefore,
noninvasive monitoring techniques that take advantage
of automatic camera traps are currently under devel-
opment, and the number of published studies that use
camera traps or autonomous recording devices is highly
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increasing [4]. However, the collected data are still eval-
uated manually which is a time- and resource-consuming
task. Consequently, there is a high demand for auto-
mated algorithms to analyze remotely gathered video
recordings. Especially so-called capture-mark-recapture
methods, commonly used in ecology, could benefit
from an automated system for identification of great
apes.
This paper shows that technology developed for human
face detection and identification can provide substantial
assistance in evaluating data gathered by camera traps.
We summarize and extend our previous work from [5-9]
on face detection and individual identification of African
great apes for wildlife monitoring and present an auto-
mated framework to detect and subsequently identify
free-living as well as captured chimpanzee individuals in
uncontrolled environments.
Some aspects of this paper have been published in our
previous work. We extended our approaches from [6] and
[7] to improve the system’s robustness against pose varia-
tions, difficult lighting conditions, and partial occlusions
[8]. However, in this paper we present a complete sys-
tem for chimpanzee photo identification including face
detection, face alignment, and face recognition.We signif-
icantly improve previous approaches by fusing global and
local descriptors in a decision-based manner.
While global descriptors represent the whole appear-
ance of a chimpanzee’s face, the local features around
certain facial fiducial points are more robust against local
changes as they only encode detailed traits of the corre-
sponding point of interest. Furthermore, it is well known
from psychophysics and neuroscience that both holis-
tic and local information are crucial for perception and
recognition of faces. Starting from the assumption that
a combination of global and local descriptors should
improve the performance and robustness of the sys-
tem, we use a decision fusion scheme to combine their
strengths. We show that global feature vectors obtained
by Gabor features in combination with speeded-up robust
features (SURF) [10] as local face representation achieve
promising results in the new field of face recognition of
great apes and clearly outperform the system presented
in our previous work. For evaluation we use two realistic
real-world datasets of chimpanzees, gathered in the zoo
and in the field. In summary, this paper contains three
main contributions:
1. Presentation of an automated framework for primate
photo identification including face detection, face
alignment and lighting normalization, as well as
identification.
2. Extension and improvement of our previous work to
achieve better performance and more robustness
against pose variation, lighting conditions, facial
expressions, noncooperative subjects, and even
partial occlusion by branches or leafs.
3. Evaluation of the proposed system on two realistic
real-world datasets of free-living and captured
chimpanzee individuals gathered in uncontrolled
environments.
The outcome of this paper builds the basis of an auto-
mated system for primate identification in photos and
videos, which could open up new venues in efficient
wildlife monitoring and biodiversity conservation man-
agement.
The remaining paper is organized as follows: In the
subsequent section, we give a short recap of the existing
work in the field of animal detection and identification
and our own previous work. A detailed description of the
proposed system, including face and facial feature detec-
tion, face alignment, and individual identification is pre-
sented in Section 3. We thoroughly evaluate our system
on two datasets of free-living and captive chimpanzees in
Section 4 using an open-set identification scheme. Finally,
in Section 5, we conclude this paper and give further ideas
of improvement.
2 Related work
The field of computer vision and pattern recognition has
been an active research field for years. Even though auto-
matic image and video processing techniques become
more andmore important for the detection and identifica-
tion of animals, only few publications do exist dealing with
that topic. In this section we give a brief overview of the
existing technologies for the detection and identification
of animals and briefly review face detection and recogni-
tion technologies developed for human identification.
2.1 Visual detection
Automatic face detection has been an important research
area for many years now and has extensively been done
for human faces. Rowley et al. [11] published good results
with a neural network-based face detector more than 10
years ago. However, the system was not real-time capable
at that time. Some years later, Viola and Jones [12] devel-
oped and published the probably best-known algorithm
for real-time object detection. It uses AdaBoost [13] for
feature selection and learning and benefits from the inte-
gral image to extract Haar-like features very fast. Numer-
ous improvements and variants have been published in
the literature afterwards [14-16].
Whereas plenty of work has already been done in the
field of human face detection, only few publications can
be found that deal with automatic detection, tracking,
and analysis of animals in videos. Wawerla et al. [17]
describe a system to monitor the behavior of grizzly bears
at the arctic circle with camera traps. They use motion
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shapelet features and AdaBoost to detect bears in video
footage. Burghardt and Calic [18] worked on the detec-
tion and tracking of animal faces based on the Viola-Jones
detector and a low-level feature tracker. They trained the
system on lion faces and showed that the results can be
used to classify basic locomotive actions. Spampinato et
al. [19,20] proposed a system for fish detection, tracking,
and species classification in natural underwater environ-
ment. They first detect fishes using a combination of a
Gaussian mixture model and moving average algorithms.
The detected objects are then tracked using an adap-
tive mean shift algorithm. Finally, species classification is
performed by combining texture and shape features to a
powerful descriptor.
2.2 Visual identification
One of the most established and well-studied approaches
for face recognition are appearance-based methods. Here
the two-dimensional gray-level images with size w× h are
represented as vectors of size n = w ·h. Thus, often simple
pixel-based features are used as face descriptors. Since this
high-dimensional feature space is too large to perform fast
and robust face recognition in practice, dimensionality
reduction techniques like principal component analysis
(PCA) [21], linear discriminant analysis (LDA) [22], or
locality preserving projections (LPP) [23] can be used to
project the vectorized face images into a smaller dimen-
sional subspace. These methods are often referred to as
Eigenfaces, Fisherfaces, and Laplacianfaces, respectively.
Recently, a random projection has also been successfully
used for face recognition in combination with a sparse
representation classification (SRC) scheme [24]. Random
projection matrices can simply be generated by sampling
zero-mean independent identically distributed Gaussian
entries. This approach was extended by [25]. The authors
suggest to use Gabor features instead of pixel-based fea-
tures, which greatly improve the recognition accuracy
while at the same time reduce the computational cost
when dealing with occluded face images.
While biometric identification of humans has been
an active research topic for decades, individual recogni-
tion of animals has only been addressed in the recent
past. Ardovini et al. [26] for instance proposed a system
for semiautomatic recognition of elephants from photos
based on shape comparison of the nicks characterizing
the elephant’s ears. A similar approach was presented by
Araabi et al. [27], who proposed a string matching method
as part of a computer-assisted system for dolphin identi-
fication from images of their dorsal fin. Also Burghardt
et al. [28,29] presented a fully automatic system for pen-
guin identification. After a penguin has been detected,
unique individual-specific spot patterns on the penguin’s
coat are used for identification. More recently a method
called StripeCodes for zebra identification was published
by Lahiri et al. [30]. The authors claim that their algo-
rithm efficiently extracts simple image features used for
the comparison of zebra images to determine whether the
animal has been observed before or not.
To the best of our knowledge, the problem of nonhuman
primate identification has not yet been addressed by other
researchers so far.
2.3 Own work
The aforementioned approaches use characteristic coat
patterns or other individually unique biometrics like the
pattern of fur and skin as well as unique nicks in ears
or dorsal fins to distinguish between individuals. Unfor-
tunately, such an approach is often infeasible for the
identification of great apes since unique coat markings
are not existent or cannot be used because of the limited
resolution of video recordings.
Based on the assumption that humans and our closest
relatives share similar properties of the face, we suggested
to use and adapt face recognition techniques, originally
developed to recognize humans, for the identification of
great apes within the SAISBECO project (http://www.
saisbeco.com). In [5] we showed that state-of-the-art face
recognition techniques are capable to also identify chim-
panzees and gorillas. Based on these results, we signifi-
cantly improved the performance of the proposed system
by using Gabor features in combination with LPP for
dimensionality reduction in [6]. The SRC scheme was
used to assign identities to the facial images. Although
the results of [6] are very promising, the accuracy of the
system drops significantly if nonfrontal face images are
used for testing. Another drawback is our assumption
that faces and facial feature points were already detected
properly for alignment and recognition. We overcame the
latter issue by combining face and facial feature detection
as well as face recognition and presented an automated
identification system for chimpanzees in [7]. However,
we only used simple pixel information in the recogni-
tion part of the proposed system. Thus although the
achieved results were very promising for a first approach,
the accuracy of the system was limited due to the lack
of robustness against difficult lighting situations, pose,
partial occlusion, and the various number of occurring
expressions.
In this paper we show how to overcome this limitation
by using more sophisticated face descriptors in combina-
tion with a powerful feature space transformation tech-
nique. By combining global and local features, the system’s
performance and robustness against above-mentioned
situations can be further increased [8]. However, this
technique has never been used within a complete identifi-
cation framework for great apes including face detection,
face alignment, and face recognition. Therefore, in this
paper we propose, design, and evaluate an automated
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face detection and recognition system for chimpanzees in
wildlife environments.
3 Proposed system
Figure 1 gives an overview of the proposed system. It
comprises three main components. In the first step chim-
panzee faces in images are found and the eyes are located
within the face regions. In the second component we apply
several pre-processing steps like face alignment and light-
ing normalization to ensure comparability of the facial
images across the entire database and improve the sys-
tems robustness against lighting changes. The third and
last step recognizes the detected and normalized faces
and assigns identities to them. The following subsections
explain those three parts in more detail.
3.1 Face and facial feature detection
Detection of primate faces and localization of the facial
feature points in images are necessary for the follow-
ing individual identification. Our system uses detection
models with multiple classification stages of increasing
complexity as shown in Figure 2. Each stage can early
reject a classification window as a nonface to decrease
the computational complexity. All stages comprise a fea-
ture extractor and a classifier. The feature extractors use
one out of three feature types. The number of features
that are used in each stage is selected empirically. The
first stages of the model use few simple features that can
be calculated very fast and enable real-time processing.
Subsequent stages apply more complex and distinctive
features. They have only minor impact on the process-
ing speed because only few classification windows reach
those complex stages. Each classifier consists of look-up
tables that have been built in an off-line training proce-
dure using Real-AdaBoost [31]. Our system uses three
types of features that are illumination invariant and robust
against various lighting conditions. All features are solely
based on gray value images and thus enable the system to
process infrared images as well.
The first feature type describes the local gradient direc-
tion. Sobel kernels of size 3 × 3 extract the gradient sx
and sy in x- and y-direction, similar to [32]. In homoge-
neous regions where sx and sy equals 0, the final feature
is encoded as 0; otherwise, the feature encodes the result
of atan2(sy, sx) quantized to the range 1 . . . q. Experiments
indicated that 35 is a good choice for q and results in a
quantization interval of slightly more than 10°. We use
census features [33] (also known as local binary patterns
[34]) as a second feature type. These features describe the
local brightness changes within a 3×3 neighborhood. The
center pixel intensity is compared with its eight neighbors.
The result is encoded as an 8-bit string that shows which
neighboring pixels are less bright than the center pixel.
The 3 × 3 local features are complemented by the third
feature type that includes enlarged areas. Therefore, we
encode structures by resized versions of census features
that are calculated on image regions of 3u × 3v pix-
els. These structure features are a superset of the census
features. Nevertheless, considering census features sepa-
rately is justified well in terms of processing speed because
they can be calculated much faster for the whole image.
The distinction between pixel-based gradient features,
census features, and region-based structure features is
important for real-time requirements. Pixel-based fea-
tures are calculated beforehand for the whole image
and reused when sliding the analysis window over the
image. Region-based features have to be calculated sep-
arately for each analysis window. Pixel-based features
are suited for fast candidate search, whereas more sig-
nificant region-based features improve the performance
of candidate verification. We choose a model size of
24 × 24 pixels that is commonly used for human face
detection and obtain 484 gradient features, 484 census
features, and 8, 464 structure features. The first stages
offer a quick candidate search and the final stages pro-
vide a more accurate but slower classification. The train-
ing procedure starts with randomly chosen nonface data
for the initial stage. Following stages are trained with
Figure 1 Overview of the proposed system. The figure depicts the overview of the proposed system for chimpanzee identification. After all
possible faces in an image are detected, each face is aligned using a projective transform to make the faces comparable across the entire dataset. A
histogram equalization is also applied in this step to improve the system’s robustness against changing lighting conditions. In the final stage of our
framework, the detected and aligned faces are identified using a combination of global and local features.
Loos and Ernst EURASIP Journal on Image and Video Processing 2013, 2013:49 Page 5 of 17
http://jivp.eurasipjournals.com/content/2013/1/49
Figure 2 Setup of the face detectionmodel. The face detection model comprises nine stages with different feature types and feature counts. The
letters abbreviate ‘G’ for gradient, ‘C’ for census and ‘S’ for structure features. The first stages apply fast pixel-based features for the candidate search;
the last stages use structure features for verification.
nonface data that are gathered by bootstrapping the
model on images without ape faces. More details about
the training procedure can be found in our previous
work [9].
A 3 × 3 mean filter reduces noise in the input image.
We resize the filtered image with different scaling factors
and generate an image pyramid to detect faces of arbi-
trary size. The detection model of size 24 × 24 pixels
analyzes each pyramid level with a coarse to fine search to
further improve speed. Therefore, the detection model is
shifted with a step size of about 6 pixel across each pyra-
mid level. The neighborhood of a grid point is scanned
more thoroughly only if the grid point produced a high
face correlation score.
After the face detection process, we apply a subsequent
eye search in all detected face regions with the same algo-
rithms. We trained a detection model for each eye with
a reduced size of 16 × 16 pixels. Only the eye regions
were cut out from the annotated training data for this
purpose. The eye models are simpler and less powerful
compared to the face model and comprise five stages only
and less features, because searching within face regions
will lead to few false positives. Selected areas in all face
regions around the left and right eye are scanned with the
appropriate eye model in different scaling levels. Fixed eye
markers of the face model are used if an eye could not be
detected by the eye search.
3.2 Face alignment and lighting normalization
A very crucial step to achieve good performance in the
subsequent face recognition task is the alignment of the
detected faces. Based on the automatically detected eye
coordinates, we first rotate the facial image into an upright
position such that the eyes lie on a horizontal line. If coor-
dinates for the center of the mouth are not available, we
estimate the locations of the left and right corner of the
mouth based on the eye coordinates only. However, if
the location of the center of the mouth is provided, we
can calculate the position of the mouth’s corners more
precisely, which will lead to a better alignment. Based
on the locations of the left and right eye as well as the
left and right corners of the mouth, we are then able
to apply a projective transform to finally align the ape’s
face. This step ensures that facial features like eyes, nose,
and mouth are located nearly at the same coordinates
throughout the entire dataset. Consequently, this guaran-
tees that extracted visual facial features are comparable
for all faces. Figure 3 illustrates the applied face align-
ment procedure for an example image. After converting
the aligned face image into gray scale, we apply a sim-
ple histogram equalization for lighting normalization and
contrast adjustment.
3.3 Individual identification
The individual identification is the main part of the pro-
posed system and consists of three steps: feature extrac-
tion, feature space transformation, and classification. In
the first step we extract global as well as local visual fea-
tures that are both well suited for discrimination. As those
descriptors are too high dimensional to perform fast and
robust face recognition in practice, we apply a feature
space transformation technique called LPP [23] to achieve
a lower dimensional subspace with only little loss of infor-
mation that is important for identification. These lower
dimensional feature vectors are then used for classifica-
tion. After classifying the global and local feature vectors
separately, we apply a decision fusion technique to get the
final result.
3.3.1 Feature extraction
Since global features gather holistic information of the
face and local descriptors around facial points represent
intrinsic factors, both should be used for classification.
Additionally, it has been reported in the literature that dif-
ferent representations misclassify different patterns [35].
Therefore, various features offer complementary informa-
tion which can be used to improve the recognition results.
As for global features we propose to use Gabor features,
which are known to perform well in pattern recogni-
tion tasks. The complimentary local descriptor is SURF, a
powerful visual descriptor of interest points in an image.
Gabor descriptor Gabor features are known to perform
well in face recognition and pattern recognition tasks
in general [36-38]. They are extracted by convolving the
gray-level input image I(z) with a set of Gabor kernels
ψμ,ν(z) as
Gμ,ν(z) = I(z) ∗ ψμ,ν(z), (1)
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Figure 3 Face alignment. The face alignment procedure for an example image. Based on the detected eye coordinates the position of the mouth
is estimated (A). After rotating the facial image into an upright position (B), such that both eyes lie on a horizontal line, the left and the right corner
of the mouth is estimated (C). Based on these four points a projective transformation is applied (D). This ensures that facial features like eyes, nose,
and mouth are located approximately at the same positions throughout the entire dataset, which is a prerequisite for accurate identification.
where Gμ,ν(z) is the output image at orientation μ and
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where the wave vector kμ,ν is defined as kμ,ν = kνeiθμ
with kν = kmaxf ν and θμ = πμ8 . The maximum frequency
is denoted as kmax and f is the spacing between kernels
in the frequency domain. Furthermore, σ represents the
ratio of the Gaussian window to the wavelength.
In general, Gμ,ν(z) is complex and can be rewritten
as Gμ,ν(z) = Mμ,ν(z)eiθμ,ν (z), where Mμ,ν(z) denotes
the magnitude, and θμ,ν(z) the phase at pixel location z.
Since the magnitude contains the local energy variation in
the facial image, Mμ,ν is used as feature, while θμ,ν(z) is
ignored for further processing. Finally, the overall feature
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where m(ρ)μ,ν is a column vector representing the normal-
ized and vectorized version of the magnitude matrixMμ,ν
which was down-sampled by factor ρ.
For feature extraction we use five scales and eight ori-
entations for the generation of Gabor kernels with size of
31 × 31. We chose to set kmax = π2 , f =
√
2, and σ = π .
After convolving an image with the resulting 40 Gabor
wavelets, we down-sample the magnitude matrixMμ,ν by
a factor of ρ = 8 by using a bilinear interpolation.
SURF descriptor SURF is a fast and robust scale- and
rotation-invariant interest point detector and descriptor.
It was first published by Bay et al. in 2008 [10]. In this
task we already know the position of the interest points so
that we only refer to the descriptor part of SURF in this
paper. In the following we briefly describe the main ideas
of SURF. A more detailed description including the detec-
tion of interest points can be found in [10]. As claimed
by the authors, the standard version of SURF is several
times faster, more compact, and, at the same time, more
robust against certain image transformations than com-
parable local descriptors like scale invariant feature trans-
form (SIFT) [39]. Similar to SIFT and its variants, SURF
describes the distribution of intensity content within a
certain neighborhood around the interest point. However,
instead of using gradient information directly, SURF uses
first-order Haar wavelet responses in x and y-direction.
For efficiency, SURF exploits integral images which dras-
tically reduces processing time while at the same time
improves the robustness of the resulting descriptor. In
order to increase the robustness against rotation, usu-
ally the first step of feature extraction is to identify a
reproducible orientation for the interest point. The dom-
inant orientation can be found by calculating the sum of
the Gaussian-weighted Haar wavelet responses using a
sliding window around a circular region around the inter-
est point. The next step is to construct a square region
with correct orientation symmetrically around the inter-
est point. This region is then split into 4 × 4 subregions.
Finally, the feature vector can be calculated by again using
Haar wavelet responses weighted with a Gaussian ker-
nel which is centered at the particular interest point.
The horizontal and vertical wavelet responses, dx and
dy, as well as their absolute values are summed up over













We extract SURF descriptors on six facial fiducial points
which are calculated based on the detected eye mark-
ings. Figure 4 shows the location of the facial markings.
Note that for the local feature extraction, we just rotate
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Figure 4 Local feature extraction. The positions of the applied
SURF descriptor for local feature extraction. Three out of six positions
for local feature extraction are located under and between both eyes;
the remaining three interest points are situated on the nose tip and
both nostrils. The mouth region is not used for feature extraction
because we especially noticed that this region is often subject to
occlusion and facial expressions.
the faces into an upright position for alignment instead of
applying a projective transform to prevent unnatural dis-
tortion of local regions and then resize the facial image to
64 × 64 pixels. Since we already performed this step dur-
ing face alignment as discussed in Section 3.2, we do not
use the rotation-invariant version of the SURF descriptor.
This saves computation time because it is not necessary
anymore to identify the main orientation of the interest
point beforehand. As stated in [10], the upright version
of SURF is faster to compute and can increase distinc-
tiveness while maintaining a certain robustness against
small rotation angles of up to ±15°. Furthermore, we only
need to compute the descriptor in one particular scale
because we previously resized every face image to a fixed
size. This also makes the feature extraction step more effi-
cient and facilitates real-time performance of the final
system. Based on the assumption that wrinkle patterns
under and between the eyes are unique across individu-
als and useful for identification, the first three points are
located under the left and right eye, as well as between
both eyes. Furthermore, we assume that the area around
the nose is well suited for discrimination. Therefore, we
use the tip of the nose as well as the left and the right
nostril as additional locations for local feature extrac-
tion. We do not extract information out of the mouth
region because we noticed that this area is often subject
to occlusion and deformation because of eating and facial
expressions. Extracting features out of this region would
lead to a high intra-class variance and would hamper
classification.
3.3.2 Feature space transformation
The goal of many feature space transformation techniques
is to project the N high-dimensional feature vectors
{x1, · · · , xN } of size n into a smaller dimensional subspace
of sizem using a unitary projection matrixW ∈ Rn×m
yk = WTxk ; with xk ∈ Rn×1, yk ∈ Rm×1,m ≤ n.
(5)
The resulting feature vectors yk ∈ Rm×1, with k =
1, · · · ,N , can then be used for classification.
LPP [23] assumes that the feature vectors reside on
a nonlinear submanifold hidden in the original feature
space. LPP tries to find an embedding that preserves local
information by modeling the manifold structure of the
feature space using a nearest-neighbor graph. First, an
adjacency graph G is defined. An edge is put between two
nodes k and j if they belong to the same class C.
LPP will try to optimally preserve this graph when
choosing projections. After constructing the graph,
weights have to be assigned to the edges. Therefore, a
sparse symmetric matrix S of size N × N is created with
Sk,j having the weight of the edge joining vertices k and j,






2∗σ2 , if C(xk) = C(xj)
0, otherwise.
(6)
Here, σ denotes a constant for normalization which we





(yk − yj)2Sk,j. (7)
Following some simple algebraic steps, it is possible
to show that Equation 7 finally results in a generalized
eigenvalue problem:
XLXTw = λXDXTw, (8)
where D is a diagonal matrix whose entries are column
sums of S and L = D−S is the so-called Laplacian matrix.
The kth column of matrix X is xk .
The projection matrix W is constructed by concatenat-
ing the solution to the above equation, i.e., the column
vectors of WLPP =[w1, · · · ,wm] are ordered ascendingly
according to their eigenvalues. Usually, the original fea-
tures are first projected into the PCA subspace before
Loos and Ernst EURASIP Journal on Image and Video Processing 2013, 2013:49 Page 8 of 17
http://jivp.eurasipjournals.com/content/2013/1/49
applying LPP by deleting the smallest principle compo-
nents. Thus, the final embedding is as follows:
Wfinal = WPCAWLPP. (9)
Details about the algorithm and the underlying theory
can be found in [23].
3.3.3 Classification
Sparse representation classification For the classifica-
tion of global features, we use the SRC paradigm devel-
oped by Wright et al., which is known to perform well for
face recognition [24,25].
Let A˜ ∈ Rm×l be the normalized matrix of training sam-
ples transformed into the feature space and t˜ ∈ Rm×1
be the normalized transformed feature vector of the test
image, where m is the dimensionality of the feature space
and l the number of training samples. Classification can




‖p‖1 subject to t˜ = A˜p, (10)
where p ∈ Rl×1 is a sparse coefficient vector whose entries
only associated with the ith class should be 1 and the rest
be 0. In other words, we try to represent the feature vector
t˜ of the test image as a linear combination of the train-
ing samples of the same class. Therefore, t˜ is assigned to
the object class that minimizes the residual ri(t˜) between
t˜ and A˜(δi  pˆ) such that
min
i
ri(t˜) = ‖t˜ − A˜(δi  pˆ)‖2, (11)
where  denotes the elementwise multiplication known
as Hadamard product. The vector δi ∈ Rl×1 is called the
characteristic function of class i. It is a filter vector which
is 1 for all training samples of class i and 0 elsewhere. A
detailed description of SRC can be found in [24].
Support vector machines In the proposed system, we
use a support vector machine (SVM) [40] for the classifi-
cation of local features. SVM is a discriminative classifier,
attempting to generate an optimal decision plane between
feature vectors of the training classes. Often, the classifi-
cation with linear separation planes is not possible in the
original feature space for real-world applications. Using a
Figure 5 Proposed parallel fusion scheme. This figure shows the parallel fusion scheme to combine the results of global Gabor features and local
SURF descriptors. Both global and local features are first projected into a smaller dimensional subspace using LPP. Note that we transform each
SURF feature separately into the feature space before concatenating the resulting vectors to a comprehensive local feature vector. The global
feature is classified using SRC while the local feature vector is classified by SVM with RBF kernel. The ranked results are then combined using the
decision fusion rank summethod explained in Section 3.3.4 to obtain the final result.
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Table 1 Overview of the datasets we used in our
experiments
Dataset Images Individuals Faces
∑
Pixels (MP)
ChimpZoo 2, 617 24 598 6, 403
ChimpTaï 3, 905 71 1, 432 5, 409
so-called kernel trick, the feature vectors are transformed
into a higher dimensional space in which they can be lin-
early separated. We use a radial basis function (RBF) as
kernel in this paper.
3.3.4 Decision fusion
The decision fusion paradigm we use in this paper was
influenced by ideas of [41]. A parallel ensemble classifier
which fuses the rank outputs of different classifiers is used
to combine the results of local and global features. In con-
trast to the parallel fusion scheme proposed in [41], where
only a single weighting function w(R) = Rc for rank R
and constant c is used as nonlinear rank sum method,
we weight the results of both classifiers using different
weighting functions for every classifier. Additionally, the
confidences of each classifier can be taken into account
when generating the weighting function w(R) = es(R),
where s(R) represents the confidence of SRC or SVM
for rank R. For SRC we use the vector of residuals from
Equation 11 as confidence measure, while for SVM the
probability estimates of LibSVM [40] can be utilized. The
probability estimates can simply be converted into match
scores by negating the probabilities. Details on the esti-
mation of probabilities for SVM can be found in [42]. The
final score vector sf ∈ RC×1, where C is the number of
classes, is then simply the sum of both weighting func-
tions: sf = wSRC +wSVM. Finally, sf is ordered ascendingly
to obtain the final result.
Figure 5 illustrates the parallel fusion scheme we use
in this paper. Note that for every of the six facial inter-
est points, we transform the resulting SURF descriptors
separately into a smaller dimensional subspace before
concatenating them to get the final local feature vector.
4 Experiments and results
4.1 Dataset description
Due to the lack of publicly available face databases of
chimpanzees, we use self-assembled annotated datasets
of captive as well as free-living individuals from the
Zoo Leipzig, Germany, and the Taï National Park, Côte
d’Ivoire, Africa, respectively. For benchmark purposes, the
license rights for both datasets can be purchased over our
project website http://www.saisbeco.com. Both datasets
were annotated by experts. Table 1 gives details about
both datasets that were used in our experiments.
Example images for both datasets with detected faces
can be seen in Figure 6. To have a valid ground truth
for evaluation, the position of the head, eyes, and mouth
was annotated. Metadata were also assigned to every
annotated face such as gender, age and the name of the
individual. The experts used our proprietary annotation
tool for this purpose. This tool allows the annotation of
face regions in the image along with related facial marker
points. Moreover, metadata can be assigned to all faces
by additional attributes. The annotations are stored sepa-
rately for each image in a XML file. More details about the
annotation tool can be found in our previous work [43].
Figure 7 shows detected faces of one individual for the
ChimZoo dataset (Figure 7A) and the ChimpTaï dataset
(Figure 7B), respectively. It is obvious that both datasets
are very challenging for the recognition task because
detected faces of one single individual can have a variety
of poses, expressions, lighting situations and even partial
occlusion by branches or leafs. Thus, the algorithm used
for identification is required to be robust against that kind
of variations to achieve sufficient recognition results.
4.2 Evaluation measures and experiment design
Since the face detection stage will produce false-positive
detections, we decided to use an open-set identification
Figure 6 Examples of detected faces. Example images of detected faces for the ChimpZoo dataset (A) and the ChimpTaï dataset (B). The region
of the successfully detected faces and eyes are marked (in green lines). Additionally, the species is automatically assigned to the face.




Figure 7 Detected faces of one individual per dataset. Detected faces of one individual of the ChimpZoo dataset (A) and the ChimpTaï dataset
(B). Both datasets are very challenging due to difficult lighting situations, facial expressions, poses, and even partial occlusion by branches or leafs.
scheme to deal with that issue. We use the performance
statistics described in [44-46] to evaluate our system. In
open-set identification, first the system has to decide if
the probe pj represents a sample of an individual in the
gallery G or not. If the system decided that the individual
in the probe is known to the system, then it also has to
report the identity of the individual. While for a closed-set
identification, the question is how many test images are
correctly classified as a certain individual, two more types
of errors can occur for an open-set classification. Addi-
tional to false classifications, it is also possible that the
system rejects known individuals or accepts impostors.
LetPG be the probe set that contains face images of chim-
panzees in the gallery and PN the probe set that contains
samples of chimpanzees that are not known to the system.
When a probe pj is presented to the system, a score vec-
tor s ∈ RC×1 can be calculated, where C is the number of
known individuals in the database. The entries of this vec-
tor are scaled between 0 and 1. The smaller the value, the
higher the confidence of the classifier. For SRC we use the
vector of residuals r from Equation 11 as confidence mea-
sures, while for the proposed decision fusion technique,
the combined weightings sf can be used as score values
for each class. For classification by SVM, the probabilities
of the classifier can be negated to assign them to the score
vector sf .
A probe pj is detected and identified if the minimal
score smin,j is below the operating threshold τ and iden-
tified correctly with rank(pj) = 1. Therefore, the detec-
tion and identification rate PDI at threshold τ can be
calculated as
PDI(τ , 1) =




The second performance measure is the false alarm rate















false positives per megapixel
ChimpZoo
ChimpTai
Figure 8 Face detection performance. This figure shows the ROC
curve of the face detection model evaluated on the ChimpZoo and
ChimpTaï dataset. The number of false detections is normalized to
the total pixel sum of both datasets.
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Figure 9 Results of experiment 1. ROC curves for the first experiment we conducted in this paper for the ChimpZoo dataset (A) and the ChimpTaï
dataset (B). The black solid line denotes the line of equal error. We compared globally extracted Gabor features (GABOR) with pixel-based features
(PIXEL). We combined the features with three different methods for feature space transformation, random projection (RAND), Principal component
analysis (PCA), and locality preserving projections (LPP). For all combinations we used the SRC algorithm for classification. It can be seen that Gabor
features perform best in most of the cases and are therefore better suited for describing chimpanzee faces than simple pixel-based features. Our
proposed approach (GABOR + LPP), which is denoted by the solid blue line, outperforms all the other algorithms with an equal error rate (EER) of
0.1290 and 0.2938 for the ChimpZoo and ChimpTaï dataset, respectively.
of an impostor is below the operating threshold τ . Conse-
quently, the false alarm rate is the fraction of probes inPN
that are detected as genuine individuals and is calculated
as
PFA(τ ) =
∣∣{pj : pj ∈ PN , smin,j ≤ τ }
∣∣
|PN | . (13)
An ideal system would have a detection and identifi-
cation rate of 1.0 and a false alarm rate of 0.0, which
means that all individuals are detected and classified cor-
rectly and there are no false alarms. In practice however,
both measures have to be traded-off against each other.
This trade-off is shown in a receiver-operating character-
istic (ROC) by iteratively changing the operating threshold
τ . Another important performance statistic is the equal
error rate (EER). It is reached when the false alarm rate is
equal to the false detection and identification rate PFA =
1 − PDI.
In addition to false-positive detections, one individual
at a time is removed from the training set and presented
it as an impostor to test the system’s capability to reject
unknown chimpanzees. This procedure is repeated C
times, where C is the number of individuals in the dataset,
such that every chimp takes the role of an impostor once.
To get valid results, we additionally apply a tenfold strat-
ified cross validation. Images of false-positive detections
as well as all pictures of the unknown individual remain
in the test set for all ten folds and are not used for train-
ing. We only consider detections with a minimum size
of 64 × 64 pixels for identification, which dramatically
decreases the number of false-positive detections. Fur-
thermore, we only focus on individuals with at least five
detected face images in the database to get an appropriate
number of training images for each class. This limitation
results in 24 individuals for the ChimpZoo and 48 sub-
jects for ChimpTaï dataset. After aligning the detected
face images as described in Section 3.2, we apply a his-
togram equalization for lighting normalization. To make
the results comparable, we chose to have a feature dimen-
sion of 160 for all applied feature space transformation
techniques. For the local SURF features, we transform the
resulting feature vectors separately into a smaller dimen-
sional subspace of size 50 for every of the six used facial
fiducial points before concatenating them to the final fea-
ture vector. This results in a local feature vector of size
6 × 50 = 300.
4.3 System evaluation
4.3.1 Face detection
Because of the lack of publicly available face databases for
chimpanzees, we trained the detection model with frontal
Table 2 EER for Gabor and pixel-based features for feature
space transformation
ChimpZoo ChimpTaï
EER Pixel Gabor Pixel Gabor
RAND 0.3804 0.2885 0.5171 0.4504
PCA 0.2671 0.2161 0.4363 0.3647
LPP 0.2313 0.1290 0.3950 0.2938
Equal error rates (EER) for Gabor and pixel-based features in combination with
random projection (RAND), principal component analysis (PCA), and locality
preserving projections (LPP) for feature space transformation. Our proposed
approach is in boldface and performs best on both datasets.
Loos and Ernst EURASIP Journal on Image and Video Processing 2013, 2013:49 Page 12 of 17
http://jivp.eurasipjournals.com/content/2013/1/49




















































Figure 10 Results of experiment 2. Achieved results for the second experiment we conducted for the ChimpZoo dataset (A) and the ChimpTaï
dataset (B). Again, the black solid line denotes the line of equal error. The green dash-dotted line shows the result for globally extracted Gabor
features in combination with LPP and SRC. The red dashed line denotes the results for the local SURF descriptors extracted around six facial feature
points. Each feature vector was transformed separately into a smaller dimensional subspace using LPP before classifying the concatenated final
feature vector using a SVM with an RBF kernel. Although the locally extracted features perform worse than the global descriptor, they carry
important information for classification. This can be seen from the results of the decision fusion scheme (blue solid line) that outperforms algorithms
based on global and local features alone with an EER of 0.1189 and 0.2669 for the ChimpZoo and the ChimpTaï dataset, respectively.
faces of the ChimpZoo dataset and evaluated it on both
datasets. Figure 8 shows the results with ROC curves.
The detection rate on the ChimpZoo dataset is consid-
erably higher. This can be expected because this dataset
was used for training. Moreover, it shows a higher image
quality than the ChimpTaï dataset in terms of resolution
and extrinsic factors like lighting conditions, contrast, and
occlusion. A threshold defines the working point of the
detector on the ROC curve. If we accept 0.1 false posi-
tives per megapixel in practice, the detector finds 93% and
82% of the faces in the ChimpZoo and ChimpTaï dataset,
respectively.
4.3.2 Face identification
Experiment 1: influence of visual features and feature
space transformation In the first experiment we want
to address the question if Gabor features (GABOR) or
pixel based features (PIXEL), used in our previous work
[5,7], are better suited for face recognition of great apes.
Furthermore, we evaluate and compare three different
feature space transformation techniques: random projec-
tion (RAND) [24], PCA [21], and LPP [23]. To make the
results comparable, we set the number of features to 160
for every feature space transformation method. For the
face alignment procedure, we used the manually anno-
tated facial marker points in this experiment. Figure 9
shows the results for the ChimpZoo dataset (Figure 9A)
and ChimpTaï dataset (Figure 9B), respectively. The black
diagonal line denotes the line of equal error. For all com-
binations we used the SRC algorithm for classification. As
can be seen, our approach to use Gabor features as global
descriptors and LPP for feature space transformation
outperforms all the other approaches on both datasets
(blue solid line). The EER for every algorithm and both
datasets can be seen in Table 2.
Since global Gabor features in conjunction with LPP
achieves the best results in the first experiment, this com-
bination should be used for holistic face recognition for
primates. However, in the next experiment we will show
that this algorithm can still be enhanced by additionally
using locally extracted SURF features and our proposed
decision-based fusion scheme.
Experiment 2: combination of global and local features
In the second experiment, we show that our proposed
approach for combination of global and local features
improves the performance and outperforms systems
based on global or local features alone. As specified in
Section 3, we use Gabor features as global face repre-
sentation and SURF as local descriptors. Both features
are transformed into a lower dimensional subspace using
LPP. Note that we apply LPP on SURF features sepa-
rately for every interest point before generating the final
local feature vector. Again, for the global Gabor feature
vector, we set the number of dimensions to 160 while
each SURF descriptor is transformed into a feature space
of size 50, resulting in a combined local descriptor of
Table 3 EER for global Gabor and local SURF features and
proposed parallel decision fusion scheme
EER Gabor SURF Fusion
ChimZoo 0.1290 0.1903 0.1189
ChimpTaï 0.2938 0.3171 0.2669
The proposed decision fusion method is printed in bold and performs best on
both datasets.
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Figure 11 Results of experiment 3. ROC curves of the proposed identification system for alignment using manually annotated coordinates of
both eyes and mouth (blue solid line), automatically detected eyes (red dashed line), and without applied alignment (green dash-dotted line). (A)
Curves for the ChimpZoo dataset. (B) Results for the ChimpTaï dataset. The black solid line denotes the line of equal error. As can be seen, the
performance of the algorithm if manually annotated facial markings were used for alignment is only slightly better than alignment using
automatically detected facial feature points. The accuracy of the system drops significantly if no alignment was applied at all.
size 300. The classification is done separately for global
and local features using SRC and SVM, respectively. The
results for global and local features are combined in the
decision-based manner we described in Section 3.3.4.
Like in experiment 1, the manually annotated eye coor-
dinates were used for alignment. Figure 10 shows the
resulting ROC curves for the ChimpZoo and Chimp-
Taï dataset, respectively. For both datasets the global
Gabor features (green dash-dotted line) perform signifi-
cantly better than the local SURF descriptors (red dashed
line). Nevertheless, obviously SURF descriptors encode
important information to discriminate between individ-
uals which can be seen from the results of the proposed
fusion paradigm (blue solid line). The decision fusion of
global and local features performs better than global and
local features alone, especially for the free-living individ-
uals (Figure 10B). The associated equal error rates can be
seen in Table 3.
It is obvious that our proposed fusion scheme performs
better than global and local features alone. Therefore, the
idea of using the confidences of both classifiers improves
the performance of the face recognition algorithm for
chimpanzee faces in real-world environments.
However, we still used manually annotated eye coordi-
nates for alignment and estimation of facial fiducial points
for local feature extraction. In the final experiment we
use the automatically detected facial markings for this
purpose.
Experiment 3: manually annotated vs. automatically
detected facial markings In the third and last exper-
iment, we show that automatically detected facial fea-
ture points for face alignment perform almost as good
as manually annotated ones. For facial feature detec-
tion, we use the algorithm described in Section 3.1.
For face identification we use the proposed system that
combines global and local features for recognition which
performed best in experiment 2. All parameters were set
as described in the previous experiment. We compare
the recognition results of the system for face alignment
with manually annotated feature points, automatically
detected facial feature points, and if no alignment was
applied at all. Figure 11 shows the ROC curves of the
proposed identification algorithm for alignment using the
manually annotated facial feature points (blue solid line),
automatically detected markings (red dashed line), and
without applied alignment (green dash-dotted line) for
the ChimpZoo dataset in Figure 11A and the ChimpTaï
dataset in Figure 11B. The according equal error rates can
be seen in Table 4.
If manual markings were used for alignment and estima-
tion of the facial fiducial points for local feature extraction,
the proposed algorithm performs best. However, if we use
automatically detected eye coordinates, the performance
of the algorithms is only slightly worse than for manu-
ally annotated markings. This is because the automatic
detection of eye coordinates is not always as accurate as
manually detected ones. Another explanation is that for
the automatically detected markings, it was only possi-
ble to estimate the coordinates for local feature extraction
Table 4 EER of the proposed identification algorithm if
alignment was applied
EER Manual markings Automatic markings No alignment
ChimZoo 0.1189 0.1590 0.3447
ChimpTaï 0.2669 0.3103 0.3668
EER of the proposed identification algorithm if alignment was applied using
manually annotated markings, automatically detect markings, or if no alignment
was applied as a pre-processing step. The EER for manually annotated markings
and automatically detected feature points are very close while the performance
of the algorithm drops significantly if no alignment was performed at all.
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Figure 12 Contribution of PFR and PFC to the overall accuracy of the system. This figure depicts the contribution of the false rejection rate (PFR)
and the false classification rate (PFC) to the overall performance of the proposed system when automatically detected facial features were used for
alignment and estimation of other locations for local feature extraction. (A) Curves for the ChimpZoo dataset. (B) Results for the ChimpTaï dataset.
The black solid line denotes the line of equal error. The blue area represents the influence of the false rejections, while the red area shows the
contribution of the false classifications. For the ChimpZoo dataset, the error rate of the system at the point of equal error is mainly caused by false
rejection of genuine individuals, and only 3.52% is due to false classifications. For the ChimpTaï dataset, however, 13.52% of the overall error rate is
caused by false rejections, while 17.72% are caused by false classifications.
based on the location of both eyes. For themanually anno-
tated ones, however, we additionally used the annotated
location of the mouth to estimate these locations more
precisely. Therefore, the local feature extraction is much
more accurate if an exact location of the mouth region is
available.
In the previous three experiments, we showed that the
face recognition algorithm proposed in this paper
achieved excellent results and outperformed the app-
roaches of previous works. However, we only showed the
relationship between correct detection and identification
rate (PDI) and percentage of impostors accepted by the
system (PFAR). Moreover, another important question is
how the system’s overall error rate is influenced by the
other two types of errors, the false rejection and the false
classification. This issue is depicted in Figure 12, show-
ing the results of the proposed system using automatically
detected facial markings for ChimpZoo (Figure 12A) and
ChimpTaï (Figure 12B). The blue area denotes the rate of
false rejections (PFR), while the red area shows the influ-
ence of false classification (PFC) for different false alarm
rates (PFA). The lower bound depicts the ROC curve from
Figure 11 (red dashed line). The false classification rates
and false rejection rates for both datasets at the point of
equal error can be seen in Table 5.
Table 5 PFR and PFC at EER for both datasets
PFR at EER PFC at EER
ChimZoo 0.1253 0.0352
ChimpTaï 0.1352 0.1773
False rejection rate (PFR) and false classification rate (PFC) at the point of equal
error (EER) for both datasets, ChimpZoo and ChimpTaï, respectively.
It can be seen that for the ChimpZoo dataset, the main
contribution to the overall error rate of the system is
caused by falsely rejected faces of genuine individuals
with PFR of 12.53%. Only 3.52% was due to false classi-
fications. This shows that many facial images of known
identities were rejected as impostors because of too much
pose variation, facial expressions, or occlusions. For the
ChimpTaï dataset, however, the system’s performance is
almost equally caused by false classification, with PFC of
17.73% and PFR of 13.52%. This shows that the ChimpTaï
dataset is much more challenging than the ChimpZoo
dataset because it was gathered in a wildlife environ-
ment. Furthermore, the ChimpTaï dataset contains twice
as much individuals at a much lower quality which again
explains the strong influence of false classifications to the
overall error of the proposed system.
5 Conclusions
In the ongoing biodiversity crisis, many species including
great apes like chimpanzees for instance are threatened
and need to be protected. An essential part of efficient bio-
diversity and wildlife conversation management is popu-
lationmonitoring and individual identification to estimate
population sizes, asses viability, and evaluate the success
of implemented protection schemes. Therefore, the devel-
opment of new monitoring techniques using autonomous
recording devices is currently of intense research [47].
However, manually processing large amounts of data is
a tedious work and therefore extremely time-consuming
and highly cost-intensive.
To overcome these issues, we presented an automated
identification framework for chimpanzees in real-world
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environments in this paper. Based on the assumption that
humans and chimpanzees share similar properties of the
face, we proposed to use the face detection and recogni-
tion technology for identification of great apes in our pre-
vious work [5-9]. In this paper we successfully combined
face detection, face alignment, and face recognition to a
complete identification system for chimpanzee faces in
real-world environments.We successfully combined glob-
ally extracted holistic features and local descriptors for
identification using a decision fusion scheme. As global
features we used the well-established Gabor features. We
transformed the resulting high-dimensional feature vec-
tors into a smaller, more discriminating subspace using
LPP. For classification we used an algorithm called SRC.
Since it is known from the literature that different fea-
tures encode different information, we also extract SURF
around local facial feature points to make the system
more robust against difficult lighting situations, vari-
ous poses and expressions as well as partial occlusion
by branches, leafs, or other individuals. We separately
transformed the resulting SURF descriptors into a lower
dimensional subspace for every facial fiducial point. After
concatenating the resulting low-dimensional descriptors
to get one comprehensive vector of local features, we
use SVM with RBF kernel for classification. We com-
bine the classification results of global and local features
in a decision-based manner by taking the confidences
of both classifiers into account. Furthermore, we thor-
oughly evaluated our proposed algorithm on two datasets
of captive and free-living chimpanzee individuals which
were annotated by experts using an open-set classifica-
tion scheme. In the three experiments we showed that our
approach outperforms previously presented algorithms
for chimpanzee identification. Although both datasets
were gathered in real-world environments, opposed to
most datasets used to evaluate algorithms for human face
recognition, our system performs very well and achieves
promising results. Therefore, the presented framework
can be applied in real-life scenarios for identification
of great apes. Thus, the system will assist biologists,
researchers, and gamekeepers with tedious annotation
work of gathered image and video material and there-
fore has the potential to open up new venues for efficient
and innovative wildlife monitoring and biodiversity con-
servation management. Currently, intensive pilot studies
using autonomous infrared-triggered remote video cam-
eras are conducted in Loango National Park, Gabon [48]
and Taï National Park, Côte d’Ivoire [49]. These stud-
ies have provided promising results in both number of
species detected, as well as visitation rates, demonstrating
the potential of such an approach for biomonitoring. Our
proposed framework for automatic detection and identi-
fication of chimpanzees will help researchers to efficiently
scan and retrieve video sequences that are important for
biologists, i.e., where chimpanzees or other great apes are
present. After providing an annotated dataset of labeled
chimpanzee faces, the systemwill also be able to recognize
known and reject unknown individuals. Although group-
ing similar-looking faces of unknown individuals remains
a future work, such an approach could help biologists to
expand the dataset of known chimpanzees over time and
successively improve the accuracy of the system. Hence,
biologists are then able to conduct biodiversity time series
analysis to assess whether significant fluctuations in bio-
diversity occur.
Although the presented system achieved very good
results on both datasets, we hope to further increase the
performance of the system by extending the approach
for face recognition in video. Because the temporal com-
ponent of video can contain important information for
identification, we expect further improvement of the sys-
tem by exploiting temporal information. For example,
finding the shots in a video sequence which are best suit-
able for face recognition in terms of pose, motion blur,
and lighting could be one approach to extend the system
towards video. Furthermore, frame weighting algorithms
or techniques like super-resolution are conceivable to take
advantage of temporal information in video sequences. In
addition, automatic detection ofmore facial features could
lead to better alignment and more precise localization of
facial fiducial points for local feature extraction, which
will further improve the performance of the system.
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