Single event upsets (SEU) have been observed in implantable cardiac defibrillators. The incidence of SEUs is well modeled by upset rate calculations attributable to the secondary cosmic ray neutron flux. The effect of recent interpretations of the shape of the heavy ion cross-section curve on neutron burst generation rate calculations is discussed. The model correlates well with clinical experience and is consistent with the expected geographical variation of the secondary cosmic ray neutron flux. The observed SER was 9.3 × 10 -12 upsets/bit-hr from 22 upsets collected over a total of 284672 device days. This is the first clinical data set obtained indicating the effects of cosmic radiation on implantable devices. Importantly, it may be used to predict the susceptibility of future implantable device designs to cosmic radiation. The significance of cosmic radiation effects relative to other radiation sources applicable to implantable devices is discussed.
I. INTRODUCTION
Approximately 350000 to 450000 individuals suffer an episode of out-of-hospital cardiac arrest every year in the United States, with less than 25% surviving the first episode. It has been demonstrated that if sudden death survivors are untreated the recurrence rate is extremely high, with an annual sudden death mortality of 30% [1] .
The Implantable Cardiac Defibrillator (ICD) emerged in the early 1990s as the "gold-standard therapy" for sudden cardiac death survivors. The original concept of the ICD is attributed to Dr. Michel Mirowski [2] in the mid 1960s. He recognized the utility of permanently implanting a device which automatically detects the high rate condition associated with ventricular fibrillation and delivers a high energy shock to the heart to restore the sinus (normal) rhythm. The high energy shock (up to 700V, 30 Joules) simultaneously depolarizes the entire myocardium (heart muscle) and effectively interrupts the chaotic circular current patterns associated with fibrillation. The first human implant occurred in 1980.
In common with the space electronics industry, design criteria include low power consumption, high longevity, high reliability and small size. Despite the trend towards devices with smaller critical charges and the increasing sophistication and use of MOS devices in medical products, there have been no earlier reported cases of single event upsets in medical devices. Previous reports on the susceptibility of implantable medical devices to ionizing radiation only considered total dose effects. [e.g. 3, 4] . This paper initially presents a brief review of the sources of radiation relevant to implantable medical devices. The review considers both total dose and transient effects with the aim of determining the relative significance of various sources. The remainder of the paper examines terrestrial cosmic ray single event upset models and their applicability to implantable medical devices. The models are then compared with ICD clinical experience.
II. SUMMARY OF IONIZING RADIATION EFFECTS ON IMPLANTABLE DEVICES
Ionizing radiation effects on MOS electronics may be classed into two broad categories [5] :
Total Ionizing Dose Effects (TID) due to charge accumulation in oxide regions: Threshold voltage changes have been seen at around 10 Gy [6] whilst degradation in the isolation between and within n-channel devices may occur at relatively low radiation levels (10-50 Gy) [5] . From these results, it would appear that a reasonable lower bound on the sensitivity of MOS electronics is approximately 10 Gy.
Single Event Effects (SEE) due to high LET particles depositing sufficient charge to perturb circuit operation: We only need to consider single event upset due to alpha particles from the device packaging and high energy neutrons from cosmic radiation or radiotherapy. Other single effects such as single event latch-up, burnout and gate rupture of power MOSFETs have negligible probability of occurrence. Normand [7] states that only a small number of MOS parts are prone to neutron/proton induced latch-up and even if a device is susceptible, the latch-up rate per device is much lower then the single event upset rate by several orders of magnitude. Gate rupture requires very high energy ions not applicable to a medical device [7] . Single event burnout (SEB) [7, 8] of an Nchannel power MOSFET is possible in high voltage rated parts operating at high drain to source voltages. The implantable cardiac defibrillator has components with a very large voltage rating (>1000V). However, the required biasing conditions for susceptibility are only rarely present (e.g. during charging of the device for shock therapy) and thus the device is not considered susceptible to SEB. The authors do not know of any implantable medical device with the required MOSFETs operating continuously at high drain to source voltages. It would appear that SEB is not a real issue for current implantable medical devices. Table 1 lists all the main ionizing radiation sources applicable to implantable devices. Radiation sources that may adversely affect implanted electronics (dose greater than 10 Gy or have SEU potential) are underlined in comments. The only radiation source which may generate total dose effects in implantable medical devices is radiotherapy in which up to 70 Gy of 1-20 MeV gamma or beta radiation may be delivered to a tumor site. Several studies have confirmed the sensitivity of CMOS based pacemakers and ICDs to therapeutic doses of radiation. A comprehensive review of the literature has recently been compiled by Bradley [15] . To assess the magnitude of the problem, it was estimated that of approximately 2 million people implanted worldwide with pacemakers, around 1800 per year will require radiotherapy in the chest region [15] . Currently, implant device manufacturers label products warning against such irradiation. Several options exist for such irradiation; the device may be temporarily explanted or irradiation may proceed with appropriate shielding designed to reduce the pacemaker dose to less than around 10 Gy with the device operation continuously monitored.
Unlike total dose effects, single event effects, due to highenergy neutrons from cosmic radiation or alpha particles emitted from the die packaging, are ubiquitous. In this sense, their significance to device reliability is potentially of much greater importance. SEUs due to packaging alphas have been effectively eliminated in three ways:
1. Improved quality control on the raw materials used in the manufacturing process, 2. Applying a coating (polyimide or silicone) over the die to completely shield out the alpha particles and 3. For DRAMs, in some cases, introducing a minority carrier barrier below the cell capacitor [16] .
Of the three methods, the quality control measures used to screen raw materials for low alpha concentrations has been the most effective. Shielding is not practical for cosmic ray secondary neutrons. The relatively low incidence of therapeutic radiation incident on an implantable device and the elimination of incident alpha particles leaves cosmic radiation induced secondary neutron single event upset (SEU) as the main pervasive ionizing radiation threat to the reliability of implantable devices. The most sensitive circuit structure within typical microcomputer architectures is the RAM due to the small amount of charge used to store information. Those systems in which critical controlling software is in RAM, as opposed to ROM (Read Only Memory), are especially prone to SEUs. In this study, we neglect microprocessor SEE since we assume that the critical charge associated with microprocessor circuit elements is much higher than the RAM.
ICD
Sense/pace lead Defibrillation leads, which apply shocks across the heart The ICD typically consists of a pacemaker which senses and paces (if necessary) the heart via one or two sensing leads connected to the epicardium or transvenously to the endocardium. A defibrillating lead system may be attached to the heart using large patch electrodes on the epicardium or by using a transvenous endocardial system. The device is hermetically sealed in a titanium case which houses the pacemaker and defibrillator electronics, high voltage inverter circuitry with large shock delivery capacitors (120 µF) and a high density battery (Lithium silver vanadium oxide). The device is implanted in a left sub-pectoral position or subcutaneously in the left abdominal region. Typical lead and implant positions are shown in Figure 1 .
Device electronic architecture varies from one manufacturer to another. Three models of ICDs from the one manufacturer are used in this study. The models span several generations of development as device size is reduced and new therapy modalities and features have been introduced. However, all three models share a common 32K×8 bit resistive load NMOS RAM integrated circuit embedded in similar microcomputer architectures. The RAM is a critical component for device operation since it is used for storage of program code and data. Details of the RAM considered in this study are provided in Table 2 . Note that the RAM uses a silicone rubber die coating to eliminate alpha particles emanating from the packaging. This is very rare in 1990s vintage RAMs.
IV. MODELING COSMIC RAY SECONDARY NEUTRON UPSET RATES IN ICDS
An SEU may occur when a high energy neutron strikes the reversed biased p-n junction of a memory cell and deposits sufficient charge to cause a change in memory state. The region in which the charge must be deposited is defined as the sensitive volume (V) and the amount of charge required to just cause an SEU is called the critical charge (Q C ). [17, 18] 25 nm Field Oxide Thickness [18] 500 nm N+ Diffusion Depth [18] 0.28 µm P+ Diffusion Depth [18] 0.32 µm P Well Depth [18] 3.75 µm Heavy Ion Test Data [18, 19, 20, 21] Figure 2 Proton Test Data [18, 21] Note: Geometry data from Harboe-Sorensen [18] originally obtained by reverse engineering work performed at the National Microelectronics Center, Ireland.
High energy neutrons are a major component of the terrestrial cosmic radiation spectra. The required charge deposition for upset may be generated by elastic or inelastic scattering in the silicon (Si<n,n>Si reaction). For elastic scattering, the kinetic energy transferred from the neutron causes a short range recoil (a few microns) of the substrate nucleus. The rapidly decelerating recoil, a Si ion, deposits considerable charge in a small volume generating a large number of electron-hole-pairs. Alternatively, if the energy of the neutron is above a certain threshold value, a proton (Si 28 <n,p>Al 28 reaction, Q=-7.714MeV) or an alpha particle(Si 28 <n,α>Mg 25 reaction, Q=-2.654MeV) may escape from the silicon nucleus. In this case, both the recoil nucleus and the light particle will generate a large number of electronhole pairs.
Normand [22] proposes two main methods of calculating SEU rates in avionics. Such methods may also be applied to terrestrial conditions by suitable consideration of the variation in neutron flux.
A. Upset Rate by the Burst Generation Method

Basic Burst Generation Rate Model:
The burst generation rate (BGR) method for predicting SEU rates in integrated circuits was first proposed by Ziegler and Lanford [23] and subsequently refined by several groups [24] - [28] . In the BGR method, the atmospheric soft error rate (SER) is given by
( 1) where C(E r ,t) is the collection efficiency which accounts for the escape of nuclear recoils from the sensitive volume V having a mean thickness t, Sf is a shielding factor to account for ground level neutrons attenuation due to buildings and tissue, dN/dE n is the differential atmospheric neutron flux spectra and BGR(E n ,E r ) is the burst generation rate(cm 2 /µm 3 ) spectra defined as the partial macroscopic cross section for producing silicon recoils with energy greater than the minimum necessary recoil energy (E r ) times the atomic density of silicon (5 ×10 10 /µm 3 ). Since it requires 3.6 eV to generate an electron hole pair in silicon then the minimum recoil energy is given by
The function obtained by integrating the product of the neutron energy spectrum and the BGR over all recoil energies E> E r is called the Neutron Induced Error (NIE in cm 2 /µm 3 ). It gives the number of errors induced by a unit fluence of neutrons (1 cm -2 ) in a unit volume of silicon (1 µm 3 ). Eqn (1) then simplifies to
where F is the integral neutron flux(cm -2 s -1 ) greater than 1 MeV. Two main assumptions exist in the above model; the NIE function and BGR function assume point deposition of charge and we assume negligible energy loss of recoils (eqn (2)) due to heat production. The first assumption is accounted for by the collection efficiency term whilst heat production is only important for low energy ions (<a few MeV) and may be ignored for critical charges above about 50fC [29] .
Estimation of Qc, V and t and the Interpretation of the Heavy Ion Cross-Section Curve:
Previous calculations [43] in the literature have assumed critical charge is variable across the memory array requiring a modification of eqn (3). The distribution of critical charge was assumed to be characterized by heavy ion upset test data. A four-parameter integral Weibull distribution is generally used to model the cross-section as given by
where L0 is the threshold(in MeV/(mg/cm 2 )), W is the width of the distribution (in MeV/(mg/cm 2 )), s is a shape parameter and cs0 is the limiting cross-section (or sensitive area in cm 2 /device or cm 2 /bit). These parameters were obtained by fitting eqn (4) to heavy ion test data [18, 21] with the results given in Table 4 and Figure 2 . Assuming that cell to cell variations in critical charge are responsible for the shape of the heavy ion curve and that the sensitive volume is well represented by an RPP geometry it follows that SER may be calculated as
However, a thorough review of the interpretation of heavy ion data was recently performed by Petersen [30] . The width and shape of the heavy ion curve was found to be predominantly determined by intra-cell variations of charge collection and not by cell to cell variations. A fixed critical charge is then appropriate for BGR SEU calculations. Petersen initially suggested [30] that the heavy ion curve describes the variation in effective path length with varying LET. The heavy ion cross-section may then be used to extract the shape of the sensitive volume. This approach has the disadvantage that a charge collection depth that includes charge amplification or diffusion may be physically incompatible with geometrical limitations in the path [31] . Subsequently the concept of a charge collection gain was introduced to account for the variation in cross-section. A constant depth is then assumed.
The SER using the charge collection gain concept may then be calculated using 
L 50 is the median LET corresponding to 50% of the limiting cross-section and Qcf is the fixed critical charge defined at that point. We define an attenuation factor (a) that is the inverse of Petersen's collection gain [31] . The critical charge is scaled by the collection attenuation. An area with a low attenuation (e.g. high gain charge amplification) will effectively require a smaller deposited charge for upset. Conversely, a region with a high attenuation (e.g. diffusion point removed from junction) will require a higher deposited charge for upset. One may think of the cross-section as describing the variation in effective critical charge (aQcf) within a single cell. Comparison of equations (5) and (6) show they are identical. A variation in gain within a cell is mathematically equivalent to a variation in critical charge across the entire device. This is an important result since it indicates that previous BGR calculations, based on assuming cell to cell variations in critical charge, provide the correct result when current interpretations are applied.
In this work, we calculate the SER using two methods:
1. Collection gain variation model: RPP geometry with constant depth. Eqn (6) calculates SER.
2. Sensitive depth variation model: Sensitive volume shape extracted from heavy ion data. Eqn (3) calculates SER.
Comparing models tests the effect of a varying sensitive depth. The ideal probably lies somewhere between the two models with the heavy ion curve affected by both sensitive depth and collection gain variations. Since Qc is constant, we may define
where t max is the maximum sensitive volume depth (for sensitive depth variation model) and t is the mean depth.
Two approaches are possible to determine Qc and t :
1. Qc may be determined from circuit analysis methods [32] . All other parameters are defined by fitting heavy ion data to eqn (4) with sensitive depth calculated from eqn (7).
2. The expected mean sensitive depth ( t ) may be estimated from charge collection spectroscopy methods developed by McNulty [33] or using the depth of the depletion region corrected for drift funneling and diffusion effects [34, 35] . All other parameters are defined by fitting heavy ion data to eqn (4) with Qc calculated from eqn (7).
Of these two approaches, we use the second since circuit analysis data was not available to apply the first approach. It was assumed that the sensitive depth would be limited by a pwell potential barrier typically employed in the design of resistive load NMOS devices for SER improvement. It was thus assumed that t would be limited to about one half of the depth of the quasi-neutral region in the p-well. The expected mean sensitive depth ( t ) was estimated at 2.2µm taking into account the p-well potential barrier and using the depletion depth and funnel equation of Hu [34] . The final values obtained are summarized in Table 4 .
Voltage dependency of parameters
Of importance in this analysis is an examination of key parameter variation with supply voltage (Vdd) since test data is obtained at 5V but the device operating voltage is 2.8V.
Sensitive Volume: The sensitive depth is predominantly determined by the p-well potential barrier with a comparatively small influence due to the voltage dependent depletion and funnel region whilst the sensitive area is dominated by diffusion charge collection. Therefore, we assume that the dimensions of the sensitive volume are invariant under voltage scaling. This assumption is supported by measurements performed by Roth [36] which indicate that the area of the sensitive volume is insensitive to bias and the thickness only increases about 10% from half to full bias.
Critical Charge: Carter [32] analyzed in detail electrical model of a resistive load NMOS cell. The critical charge was given by:
where Vh is the stored high voltage and Ceff is a combination of capacitance associated with the struck node. The stored high voltage will be close to Vdd since the time between cell accesses is much greater then the cell recharging time constant (e.g. 50fF cell capacitance x 1 GΩ = 50us). Note the devices only execute code for a very short time (less then 10 ms) at intervals determined by the patients heart rate (typically, 850 ms). Therefore, the device's memory will spend most of its time unaccessed and at an equilibrium Vh equal to Vdd.
The capacitance, in particular the junction and peripheral drain capacitance are voltage dependent. This dependency was considered by using capacitance equations [37] with process parameter estimates for a typical 1.3µm process. The conversion factor (from eqn (8)) required to convert a critical charge calculated at 5V to an application voltage of 2.8V is 0.59. This is only slightly higher than that which would be calculated without correction (0.56) for voltage-dependent capacitance. Furthermore, the linear dependence between supply voltage and critical charge has been confirmed by SPICE simulations [32] . 
Heavy Ion Cross-Section
A linear scaling of L0 and W implies a linear scaling of Qc.
Estimation of C(Qc,t)
An important assumption in the use of the BGR model is that neutron upsets are treated as energy deposition events occurring at a point. In our case, recoil ranges of the order of a few microns are not much less than the sensitive volume dimensions, in particular the mean sensitive depth of 2.2 µm. Thus, the point deposition assumption requires correction to account for two competing effects. Firstly, strikes inside the sensitive volume that recoil outside and fail to cause upset and, conversely, strikes outside the sensitive volume which recoil inside to generate an upset. In the context of correcting the point deposition assumption, the collection efficiency is then defined as the ratio of B recoil to B point where B recoil is the total bursts both inside and outside the sensitive volume that may cause upset (accounting for recoil) and B point is the total bursts inside the sensitive volume under point deposition assumption.
A Monte-Carlo simulation was conducted to estimate the collection efficiency as a function of critical charge (minimum recoil length) and mean sensitive depth. Points were randomly sampled in an analysis volume space with dimensions much larger than the sensitive volume. Recoil points were selected at isotropic angles with a range given by noting that the NIE function represents the cumulative distribution function for the charge deposited by recoil nuclei. Having selected a recoil charge based on the NIE distribution the corresponding range and final recoil point is easily calculated. We assume that the charge deposition of recoils may be approximated by a Si ion recoil using the TRIM code [38] The results of the calculation are shown in Figure 3 . For comparison purposes, two voltage levels were considered (2.8V and 5V). In addition, the collection efficiency was calculated for two different types of sensitive volume shapes: the heavy ion cross-section derived shape shown in Figure 4 and a rectangular parallelepiped (RPP) of equivalent mean sensitive depth. This analysis explains the success of the RPP approximation with the results indicating that collection efficiency is almost independent of the shape of the sensitive volume provided the RPP has the same mean sensitive depth. As we reduce mean selected depth, the critical charge and corresponding recoil range decrease, which tends to increase collection efficiency. Competing with this effect is the decreasing sensitive depth that tends to reduce collection efficiency. The net result, in Figure 3 , is that collection efficiency does not vary with sensitive depth. At lower voltages, the efficiency increases due to the reduced recoil range associated with the lower critical charge.
Estimation of dN/dE and F:
An analytic approximation to the differential neutron flux at New York City (NYC) was calculated by Ziegler [42] .
. . 
This formula was created by curve fitting to currently available experimental data within the limits 10 to 10000 MeV. However, we require an equation valid down to 1 MeV. Comparison of eqn (11) with Hess' experimental data [39] of the flux from 1-10 MeV and Armstrong's Monte-Carlo calculations [40] in this region indicate that Ziegler's equation is a good approximation even when extended down to 1 MeV. Now we have a good approximation to the 1-10000 MeV differential neutron flux at NYC but our estimates need to account for the patient distribution of altitude, geomagnetic position and implant time. The correction proceeds by first observing the following relevant characteristics of the study population.
• Latitude varies from Lund (Sweden) at 55.7 degree. to Fort Lauderdale(United States) at 26.1 degree.
• Altitude varies from sea level to 1647 meters (Colorado Springs).
• Device implant times vary considerably from 0 to 1464 days (mean 491, σ 299) due to the wide span of implant dates (from 14-Apr-92 to 8-Feb-96) and a certain small proportion of explants.
The Wilson-Nealy [41] model of 1-10 MeV neutrons in the atmosphere gives the neutron flux in n/cm 2 sec as a function of altitude (x, the equivalent areal density of the air column in gm/cm 2 ), geomagnetic position (the corresponding cutoff rigidity R in GV) and the solar activity (Cr, the relative neutron monitor rate). The entire model is given in appendix A due to a typographical error in a previous report [7] . Ziegler [42] ( . ) ( . ) (12) For simplicity the relative solar activity was assumed constant at 0.87 for all devices; a typical value for the period from 1992 to 1996 [42] . The cutoff rigidity R as a function of geographical location may be determined from a world map of constant vertical rigidity cutoff contours [43] based on the 1 degree latitude and 1 degree longitude tabulations of Smart and Shea [44] . Due to the shape of the earth's magnetic field, the variation of neutron flux is predominantly latitudinal with only a small longitudinal variation.
For each device, we apply the Wilson-Nealy model to calculate the neutron fluence at the patients estimated residing altitude and geographical location. Since the time of implant varies significantly, we then calculate the fluence (n/cm 2 ) expected for each device. The average flux from 1-10 MeV for the implant population is then given by dividing the sum of the device fluences by the sum of the device operating times. The correction factor required to correct the flux at NYC to the implant population flux is then given by the ratio of their respective Wilson-Nealy estimated fluxes. Note that such a correction assumes that all neutrons in the energy range of 1-10,000 MeV follow the same behavior with respect to altitude, location and solar activity as the 1-10 MeV neutron flux; an assumption considered valid from analysis work performed by Normand and Baker [43] . The method and results are summarized by the following equations: (14) Thus, the average neutron flux received by the implant population is quite well approximated by the flux at New York City with only a small correction required. Integrating eqn (17) from 1-10000 MeV gives the integral flux required for SER calculations (F=0.0129 n/cm 2 /s).
Estimation of Sf:
Devices implanted within the body are shielded from ground level cosmic radiation by three main factors:
1. Building materials (e.g. concrete, steel, bricks, timber).
2. Body tissue.
Device hermetic and internal packaging (e.g. titanium).
An accurate calculation of the effects of these three layers on cosmic ray neutrons is exceedingly complex and beyond the scope of this work. A simplified approach is adopted where we assume that the shielding may be modeled by two distinct shielding environments, a low shield (outdoors) environment, and a shielded (indoor) environment. The shielding factor Sf required in the upset rate calculations is then given by
where S in and S out are the indoor and outdoor shielding factors and f in is the fraction of time spent by patients with implantable devices indoors. UNSCEAR [10] , in dosimetry calculations, uses f in = 0.8 as a typical value for the fraction of time spent indoors.
Ziegler [42] conducted extensive studies of the absorption of cosmic ray neutrons (>50 MeV) under various types of concrete typically found in structural floors and roofs in the United States. The absorption of neutrons in a thickness (t) followed an exponential attenuation with a mean attenuation length (L n ) of 216 g/cm 2 and a typical concrete density(ρ) of 2.45 g/cm 3 . The attenuation factor (S) may be expressed as:
We assume that the shielding factor is independent of energy, although we note that the neutron cross-section is energy dependent at low to intermediate energies (<100 MeV). We further assume for simplicity that the attenuation length of tissue and device packaging may be approximated by concrete. These assumptions were removed in a previous analysis [15] that produced similar results to this more simplified approach. The thickness and density of each layer in the indoor and outdoor settings are given in Table 3 . Applying eqns (15) and (16) gives an average shielding factor, Sf = 0.78. 
Summary of BGR calculation
Table II summarizes estimates of all variables for the memory cell considered in this study. The close correspondence between the variable depth model and the collection gain model (Table II) indicates that the upset rate is relatively insensitive to interpretation of the heavy ion data. Such a result is attributable to the independence of collection efficiency to sensitive volume shape.
A Monte-Carlo error analysis was used to determine the SER uncertainty. Further analysis of these results and possible errors in the calculation are discussed later in section V.C.
B. Upset Rate by the Neutron/Proton Cross Section Model
The neutron cross-section (NCS) method uses direct measurements of neutron or proton upset cross-section for upset rate estimation. A NSEU cross section is defined as the probability that a neutron of energy En will interact with a semiconductor device and produce an upset in units of cm 2 /device. Integrating the product of the NSEU cross section function (σ nseu (En)) and the differential neutron flux (dN/dE) provides the upset rate as follows:
Typically, proton data is more readily obtained and calculations generally assume that proton and neutron upset rates are approximately equal. Such an assumption is only reasonable for high energies (>100MeV) in which coulomb events are not significant. This calculation is assisted by a twoparameter cross-section model developed by Stapor [45] . Using Harboe-Sorensen's [18] proton cross-section data and a nonlinear fitting routine we obtain:
[ ] 
Using eqn (17) the SER at 5V is 2.2 × 10 -12 upsets/bit-hr, in good agreement with the BGR results. Unlike the BGR method, a conversion to the operating voltage of 2.8V is not possible without specific test data. However, we may use a conversion factor (4.6) provided by the ratio of BGR calculations at the different voltages. This gives an SER at 2.8V of 10 × 10 -12 upsets/bit-hr. upset/bit-hr. Eqn (5).
Note: All variables shown apply to SER (Weibull SV) calculation.
C. Upset Rate using Monte-Carlo Methods
The Monte-Carlo method is the most accurate approach for SER estimation since the fewest simplifying assumptions are required. Possibly, the most comprehensive modeling package is the SEMM (Soft Error Monte-Carlo modeling program) [46] developed by IBM for chip design. The main disadvantages of this method include program availability and the requirement for detailed circuit layout and process information. Such information is rarely available from manufacturers. For the ICD RAM insufficient data exists for the application of detailed Monte-Carlo methods.
V. COMPARISON OF FIELD OBSERVATIONS AND THEORETICAL MODELS
A. Study Population Details
The study population includes 579 devices implanted inpatients in 53 different cities and 10 different countries worldwide. Around 50% of the population are implanted in the US and 25% in Australia.
In all cases, the implanting doctor is required to organize regular follow-up consultations with the patient at intervals of between 3 and 6 months. The protocol for the study population requires parameters and device information to be uploaded via the radio-frequency telemetry link at each consultation. Such information includes details on whether a soft error upset has been detected and corrected.
B. Error Detection, Correction and Logging
In normal operation, the device microprocessor and high frequency oscillator are started when a heart beat is sensed. In the following few milliseconds, the heart rate is calculated and therapy decision algorithms are run. The microprocessor then halts to conserve power until the next heartbeat is sensed. However, a timer also interrupts the microprocessor every hour. This timer activates the error detection algorithm which consists of a simple 16 bit additive checksum performed on the area of memory which is considered read only or executable code. This algorithm adds all memory locations covered by error detection with the sum expected to remain a constant value unless an upset occurs.
If an error is detected a correction algorithm is run. The correction method is a 16 byte Hamming code which can locate any single bit error in up to 64 Kbytes of memory. Following correction, the software is reset and the reset event and cause (memory correction) are logged. This information was obtained by the author.
C. Clinical Single Event Upset Rate
Dividing the total number of SEUs (22) 
The number of SEUs in a given time follows a Poisson distribution (similar to radioactive decay). Therefore, the 95% confidence limits on the SER are calculated from the limits (13 and 31) of the expected value of a Poisson distribution with 22 observed counts.
The observed value is about twice the theoretical BGR calculation (using t=2.2µm) and quite close to the proton cross-section method as summarized in Table 5 . This discrepancy is well within the statistical uncertainty associated with both the theoretical estimate and the field estimate. A statistical methodology for comparing the observed results with theory is provided in the following section. Differences may also be attributable to inadequacies in the theoretical model including:
1. The calculation is sensitive to the selected value of mean sensitive depth and the assumption that sensitive volume dimensions are independent of voltage. A value of t=0.9µm is required to exactly match theory and clinical results. Such a value also provides a more realistic value for critical charge. Furthermore, this sensitive depth should not be considered too low since it is a mean depth over the entire volume.
2. The model neglects the contribution to charge collection of alpha particle recoil products. Alpha particles emanating from impurities within the IC die are also neglected 3. Uncertainties exist in the BGR function. This function has not been experimentally verified at all energies 4. Inadequate modeling of the diffusion process in the BGR model presented. This problem is well recognized, as evidenced by recent research by Smith and others [47] .
5. The calculations have assumed negligible contribution to neutron fluence from aircraft flights. Consideration of average radiation dose in aircraft was made by UNSCEAR [10] . Data for 1989 show that 1.8 × 10 12 passenger-kilometers were flown that year which translates into 3 × 10 9 passenger-hours aloft. If the population of people that may fly in aircraft is taken as 500 million then the per capita average flight time is 6 hours. Using the Wilson-Nealy model (with R=3.8GV, 8km altitude and 600 km/hr air speed), the increase in neutron flux is a factor of 40, from the 0.007 n/cm 2 /s average ground level value. Thus the 6 hours flight time is roughly equivalent to 10 days exposure at ground level. This would introduce a 3% error in our calculation. Even under conservative assumptions, one would expect at most a 20% discrepancy. 
D. Poisson Analysis
In order to correctly compare the theoretical and observed results a statistical technique is required that accounts for the uncertainty in both values. Such a method is presented in this section. The number of SEUs, n, in a time, ∆ t, is known to be Poisson distributed [48] with mean value and variance both equal to SER∆t. Letting S = SER, to simplify notation, the probability function, P 1 (n, S, ∆ t), of n SEUs in a time ∆ t is given by:
From the Monte-Carlo uncertainty analysis of the theoretical section we also have a probability distribution function, P 2 (S), for the theoretical SER. The probability, P(n, ∆ t), of n errors in time ∆t is then given by: P n t P n S t P S dS and P n t 
The effect of using a distribution for the mean SER, (S=SER), as opposed to a fixed value, is to increase the variance of the final probability P(n, ∆t). If the mean is assumed fixed at the estimated value of 4.5 × 10 -12 upsets/(bit hr) and ∆t = 284672 days, then between 5 to 16 errors can be expected within 95% probability limits. Conversely, with a SER distribution P 2 (S) the 95% probability limits are given by 3 to 28 errors. The 22 upsets observed in the field are well within this bound.
E. Spatial(Geomagnetic position and altitude) Dependence
In this section, we analyze the data to determine if the variation of SER with geomagnetic position and altitude (i.e. estimated neutron flux) is consistent with the Wilson-Nealy model. The method employed involves calculating the neutron flux for each device using the Wilson-Nealy model. The devices are sorted according to the neutron flux and then binned into four flux groups. The high flux group corresponds to devices (or cities) at high altitudes and high latitudes whilst devices in the low flux group are close to sea level at relatively low geomagnetic latitudes. The expected SER for each group involves weighting the total observed SER by the average neutron flux for each group. The neutron fluence for a group is calculated by summing the device fluences and dividing by the sum of the implant times in the group (i.e eqn. 13 applied to the group). 
F. Clinical Multiple Event Upset Rate
Two devices in the study population have experienced double bit flip events. We will now examine if these upsets may have originated from secondary neutron cosmic ray upsets. The double bit flip events were characterized by the address bit changes shown in Figure 6 .
The logical address bit locations are mapped into physical address space according to the 32K×8 SRAM address map. In this design, identical bit positions (0 to 8) are physically adjacent and there is some scrambling of addresses. Such a layout is common practice as it means that the probability of multiple upsets in the same logical byte is quite low. Double error detecting, single error correcting schemes, which operate on a logical byte basis, then have a low probability of encountering an uncorrectable multiple bit upset.
Inspection of the address map indicates that the double bit upsets of Unit_A are in neighboring cells. This is consistent with diffusion dominated charge sharing between the cells following a neutron strike near both cells. Alternatively, charge sharing between neighboring cells may be generated by a large recoil which intercepts the sensitive volume of both cells.
The physical locations of the upsets of the Unit_B are somewhat different being separated by 2 cells in the y direction and 8 cells in the x direction giving a total distance between upset cells of about 70µm as indicated in Figure 6 . Such a pattern is consistent with a neutron strike interacting with the silicon in the following inelastic reaction with the Mg recoil producing one upset and the alpha particle the other: At higher energies, reactions that are more complex may also generate the required alpha emission such as (n, nα) in which both alphas and neutrons are emitted along with the heavy ion recoil. In our case, the alpha particle energy required is around 10MeV (68.5µm) with 2.2 MeV (0.1pC) deposited in the last 8 µm. This will cause upset if the device critical charge is less then 0.1pC.
The occurrence of these MBUs and their consistency with predicted mechanisms of upset via secondary neutron cosmic ray interactions is good supporting evidence that the upset behavior of these static RAMs is attributable to cosmic radiation. The probability (P) of two MBUs occurring so close to each other, within 70 µm, under some other random upset process is very small and is approximately given by: Thus, the occurrence of two double bit flips within 70 µm is indicative of a non-random process (in terms of relative upset locations) which is well modeled by the mechanisms of double bit upset described.
VI. CONCLUSION
Overall, the theoretical model presented agrees with observed field results given the low statistics. Furthermore, the physical bit locations of the two observed MBUs are consistent with predicted mechanisms of upset via secondary neutron cosmic ray interactions. These results are evidence that the observed upsets are attributable to secondary neutron cosmic radiation.
Recent evidence suggests that the shape of the heavy ion curve is dominated by intra-cell variation in charge deposition. The collection gain concept of Petersen is incorporated into the BGR method. It was found that the SER calculation, Figure 6 : Double bit upset physical locations assuming a variation in collection gain within a cell, is mathematically equivalent to a variation in critical charge across the entire device. We compare calculations for various interpretations of heavy ion data and show that the calculated SER is insensitive to the shape of the sensitive volume. This explains the historically good comparison between experimental results and theory based on RPP geometry. Implantable devices may be implanted for periods of between 3-8 years before battery depletion requires explant. Improving the longevity of the device drives the design towards low supply voltages since the current consumed by the integrated circuits is the dominant contributor to power consumption (followed by shock power; Devices have the capacity to deliver up to several hundred charges however under clinical conditions a typical patient requires around 10 shocks per year). The low voltage operation greatly increases susceptibility to soft error upsets. Microprocessor based systems in which critical controlling software is in RAM, as opposed to ROM, are especially prone to SEUs. Clearly, an understanding of the soft error rate is vitally important given the high reliability requirements and life-supporting nature of the application.
APPENDIX A-WILSON-NEALY ATMOSPHERIC NEUTRON MODEL
This appendix is presented here to correct for a previous typographical error [43] . The Wilson-Nealy model of 1-10 MeV neutrons in the atmosphere gives the neutron flux, in n/cm 2 sec as a function of altitude (x, the areal density of the air column in g,/cm
2 ), latitude (the corresponding cutoff rigidity, R, in GV) and the solar activity (C r , relative neutron monitor rate). Other intermediate terms are defined in [43] . 
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