Abstract. The spatial resolution of global climate models with interactive aerosol and the observations used to evaluate them is very different. Current models use grid-spacings of ∼ 200 km, while satellite observations of aerosol use so-called pixels of ∼ 10 km. Ground site or air-borne observations concern even smaller spatial scales. We study the errors incurred due to different resolutions by aggregating high-resolution simulations (10 km grid-spacing) over either the large areas of global model grid-boxes ("perfect" model data) or small areas corresponding to the pixels of satellite measurements or the field-of-view 5 of ground-sites ("perfect" observations). Our analysis suggests that instantaneous RMS differences between these perfect observations and perfect global models can easily amount to 30-160%, for a range of observables like AOT (Aerosol Optical Thickness), extinction, black carbon mass concentrations, PM 2.5 , number densities and CCN (Cloud Condensation Nuclei).
A perfect global model grid point's value M xyt can be simulated by averaging v xyt over a global model grid-box area (2∆x + 1) × (2∆y + 1) in the high-resolution field: 
where ∆x and ∆y represent the longitudinal and latitudinal half-sizes of a grid-box, as measured in the coordinate indices.
Here w is a normalised weighting function (to be defined later). Note that perfect model data can only be calculated on an inner 5 domain of the high-resolution run of 1 + ∆x ≤ x ≤ n x − ∆x; 1 + ∆y ≤ y ≤ n y − ∆y.
In the case that the location of the observation and the grid-point coincide, an instantaneous spatial sampling error can now be defined as:
where we use the perfect model value as a reference, since it is the model value that we want to evaluate in actual comparisons 10 of observational and model data. It is straightforward to define a relative sampling error for time-averaged data by
where 2∆t + 1 is an arbitrary averaging interval.
A subset of the data cube of our regional simulations is used to build up error statistics. In addition to the limitation imposed by the Eq. 2 (already discussed), the outer 50 km of the simulated region was excluded from our analysis to reduce boundary 15 effects. Similarly, the first two days of each simulation were used as a spin-up and excluded from analysis. At various points in our analysis, we have studied the sensitivity of our results to these choices but found no significant impact.
Interpretation of the grid-point value
We generate the global model grid-point value M xyt as a weighted average of the high-resolution simulation over a large area, A numerical grid with spacing ∆ can represent standing or travelling waves with a wavelength of in theory 2∆ and in practice 4∆ − 6∆. This suggests that the grid-point value of a low resolution model is at best some average of a high resolution simulation over the grid-box ∆ × ∆. More-over, at horizontal resolutions of ∼ 200 km, there is no evidence that actual global models have converged numerically (Pope and Stratton, 2002; Roeckner et al., 2006; Williamson, 2008) . As the resolution 25 of global models is increased, various aspects of the models are tweaked to obtain best agreement with either observations or reanalysis datasets (see Pope and Stratton (2002) for a very clear description). Diffusion is adapted to prevent numerical instabilities and the gravity-wave drag coefficients are modified according to the resolution of the orography. Most famously, various parameters related to sub-grid cloud processes are tuned to obtain radiative balance at the top-of-atmosphere. Our point here is that the strategy for tweaking the global model to best reflect an observational or reanalysis dataset effectively
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determines w, although this is never explicitly discussed. In addition, models are tuned for only a few parameters for which abundant observations or reliable reanalysis data are available (e.g. pressure, temperature). There is no reason to assume that other parameters require the same weighting function, as these models are non-linear.
Hence we argue that w is fundamentally unknown (and may actually vary with time and location). To conduct our analysis, we therefore assumed three different weighting functions and performed sensitivity studies (to be described later). The weight-5 ing function most used in this paper is a constant value throughout the grid-box. This corresponds to the mental model that many scientists have of the physics processes that occur in a grid-box. The other two weighting functions favour the area near the grid-point more than the outer edges of the grid-box. One weighting function uses a linear profile (highest at the grid-point, zero at the edge) and another uses a Dirac-δ (centred at the grid-point). The latter we consider a rather unlikely choice of w but it does correspond to the case where the model has numerically converged. 
Some conventions used in this paper
This paper contains many figures and statistics of spatial sampling error distributions. Instead of repeating the same information, some aspects are explained here. Error distributions are always given for either instantaneous ('hourly') or monthly data over a single region, see Table 1 . These error distributions are quantified through Root-Mean-Square (RMS) values or quantiles.
They represent typical errors per region (over no more than a month), which should not be mistaken for the typical error in any 15 one longitude/latitude location. We use the so-called parametric 7-number summary of the 2, 9, 25, 75, 91 and 98% quantiles q of the errors because for a normal distribution these quantiles are equally spaced. Any skewness or extended wings in a distribution will be readily visible. In particular, we often refer to the inter-quantile ranges ∆q 50 = q 75 − q 25 , ∆q 82 = q 91 − q 9
and ∆q 96 = q 98 − q 2 . In e.g. show the error distributions. Different widths of the bars are used to denote different inter-quantile ranges: narrow for ∆q 96 , medium for ∆q 82 and wide for ∆q 50 . The black rectangle represents the median error and the black circle the mean error. In a few figures, additional error distributions are shown using colored lines: the ∆q 50 , ∆q 82 and ∆q 96 ranges will be indicated by resp. solid, dashed and dotted lines.
The standard measure of uncertainty, the standard deviation, is of course half the q 84.1 − q 15.9 inter-quantile range. For a
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Gaussian distribution, ∆q 50 is 1.35 times the standard deviation, and ∆q 82 is 2.68 times the standard deviation. For a Gaussian distribution with zero mean, the standard deviation and the RMS value will of-course agree.
Examples of spatial sampling errors
In Fig. 2 , we show instantaneous simulated AOT and surface black carbon concentration after 10 days in the WRF-Chem W-Europe run. By comparing the field in a small 10 × 10 km box to the average of a large 210 × 210 km box surrounding it
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(approximate size of present-day global model grid box), we assess spatial sampling errors. The centre of the large box we refer to as grid-point (of the global model). By moving these two boxes together throughout the region, we can build up statistics 6 Atmos. Chem. Phys. Discuss., doi:10.5194/acp-2015 Discuss., doi:10.5194/acp- -973, 2016 Manuscript under review for journal Atmos. Chem. Phys. Published: 19 January 2016 c Author(s) 2016. CC-BY 3.0 License.
of spatial sampling errors (also shown in Fig. 2 ). These errors can reach ∼ 100% and form coherent patterns several global model grid-boxes large. Time series of the global model and observed values at a single location are shown in Fig. 3 . In the case of AOT, we see that the perfect observation can both over-and under-estimate the perfect model value with variations on a time-scale of a day or so. The black carbon time-series, on the other hand, shows systematic underestimation by the perfect observation over long periods for most of the month (note that events of overestimation also occur but on smaller time-scales).
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Although these time-series vary a lot throughout the region, this example is nevertheless typical.
Since these spatial sampling errors are substantial, it makes sense to try and reduce them by temporally averaging the data.
In Fig. 4 , we show monthly averaged simulated AOT and surface black carbon concentration from the same run. The spatial sampling errors in monthly averaged observations are also shown in Fig. 4 . They are smaller than the errors for instantaneous fields but still quite substantial (up to ∼ 20% for AOT and ∼ 65% for black carbon). Note also that the error patterns have 10 become larger and more coherent. The effectiveness of temporal averaging is shown in Fig. 5 , where the spatial sampling errors are shown as a function of averaging period. Time-averaging does decrease spatial sampling errors but not as fast as one would expect if instantaneous sampling errors were independent Gaussian noise. This is understandable because the persistence of emission sources and flow patterns in the atmosphere create temporal correlations in the fields of a few hours to a few days.
Note that AOT is more strongly (beneficially) affected by time-averaging than surface black carbon concentrations.
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Agreement among models
Before studying these spatial sampling errors in more detail, we consider how (dis)similar they are among different models.
The Europe region simulated by EMEP encompasses the W-Europe region simulated by WRF-Chem MADE and so these two models allow for ready intercomparison, see Fig. 6 . We see that both instantaneous and monthly errors as predicted by WRF-Chem and EMEP are of similar magnitude although WRF-Chem generally produces larger errors (note the exception 20 of instantaneous errors for extinction near 2 km AGL). Error magnitudes for different observables behave similarly among WRF-Chem and EMEP: monthly errors for AOT and surface black carbon are the smallest resp. largest errors. EMEP monthly error maps (see Fig. 7 ) also look similar to WRF-Chem results (Fig. 4) , especially for black carbon surface concentrations.
It would be interesting to understand the reason for the differences. (2013)), we know that such attribution is difficult and here we limit 25 ourselves to pointing out some obvious differences between WRF-Chem and EMEP. First, there are differences in emission inventories and sea-salt emission parametrisations. Second, although both models were nudged to reanalysis data, transport will be different due to different dynamical cores and vertical resolution (WRF-Chem uses twice the vertical resolution as EMEP).
For similar reasons wet and dry and wet deposition are different. Both models also use a very different aerosol scheme (mass bulk or two moment scheme). All of this will affect aerosol life-times, which in turn will affect the spatio-temporal variability 30 of aerosol.
It should also be pointed out that EMEP shows quite bit of month-to-month variation: e.g. January 2008 errors for AOT and
The most important point here is that both models suggest spatial sampling errors of similar magnitude with similar spatial patterns.
6 Different observables and different regions Figure 8 shows relative spatial sampling errors (either instantaneous or monthly) for all observables and the three WRFChem MADE regions (see also Tab. 1 and Fig. 1 ). Instantaneous RMS errors are large: from 20 % up to 160% depending on 5 observable and region (the RMS errors are calculated over a single region for the full month, see Table 1 ). There are clear and (mostly) systematic differences among the three regions in that W-Europe shows the largest errors and Congo the smallest.
This may be related to the overall wind-flow: Congo shows the most laminar flow (and hence most coherent aerosol plumes), while W-Europe shows a very turbulent flow (we do not wish to discount other effects like the spatio-temporal distribution of sources but a full explanation is outside this paper's scope). Two observables (black carbon concentrations near 2 km AGL for 10 all three regions and surface CCN at S = 0.02% in W-Europe) show errors down to -100%. In the case of black carbon, this is due to narrow black carbon plumes travelling through an otherwise pristine air layer: the observation often sees the pristine air but the model always includes contributions from the plume. In the case of CCN, the background CCN at S = 0.02% is very low, especially close to sources where many small particles are emitted. But once in a while a plume of larger particles travels over giving rise to much larger CCN at low super-saturation S = 0.02%.
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The monthly errors can be reduced quite a bit compared to the instantaneous errors. For many observables, RMS errors are 5-15%, although for e.g. observables like surface black carbon concentrations and N10 it can be resp. 30-50% and 30-80%, with individual errors reaching over 100%. Congo represents quite a different situation from the other two regions: the reduction due to averaging is much less, and in the case of surface N10 there is actually a slight increase in errors. An important difference between W-Europe & Oklahoma on one hand and Congo on the other is that the first have mostly fixed aerosol sources with a 20 prescribed diurnal cycle. The latter has emission sources (fires) in different locations from day to day. The explanation for the large N10 errors is similar to that of the large instantaneous errors for black carbon plumes, except now the temporal extent should be taken into account as well. Figure 9 shows relative spatial sampling errors for the other 3 regions, all simulated by models with mass-bulk schemes for aerosol. In general, spatial sampling errors appear to be a bit smaller than in Fig. 8 , but note the exception of extinction near 25 2km AGL. Most monthly sampling errors over ocean are very low, presumably due to the short life-time and diffuse source regions of sea-salt aerosol. But large errors are found for extinction over ocean near 2 km AGL, that seem partly due to isolated plumes of sea-salt but mostly due to a broken cloud field that rains out sea-salt locally. Both instantaneous and monthly errors over Japan become larger if only observations over the land area are considered. The Japan region includes parts of the Japan sea and the North Pacific ocean that account for more than 80% of the simulated area. Also, the Japan simulation, like the In the case of actual observations, there may be quite a bit of intermittency in their temporal sampling suggesting that the spatial sampling decreases we have shown here for monthly averages represent a best case scenario.
Vertical distribution of sampling errors
The vertical distribution of spatial sampling errors can be very different depending on observable and region. Figures 10 and 11 show the instantaneous and monthly relative spatial sampling error profiles for extinction, N10 and black carbon concentrations.
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We see that although errors are typically largest at and near the surface, this does not preclude large errors higher up in the atmosphere. The instantaneous errors for black carbon concentrations actually show largest errors from 2 to 7 km AGL. This is due to black carbon plumes in a relatively pristine background, which also explains why the error distribution is so clear skewed to negative values (observation sees the pristine background while the model also includes plumes). Black carbon's only source is surface emission, but both extinction and N10 also have sources throughout the troposphere (nucleation, condensation and in- For the monthly errors, both extinction and black carbon concentrations show secondary maxima in sampling errors well above the surface, while N10 errors drop steadily with altitude.
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We have analysed the sampling errors at their original model levels, which for these simulations occur at fairly constant altitude above ground. Note that the errors estimated in this subsection do not take into account that a global model's gridbox may have a vertical extent larger than that of our regional simulations. Taking this into account would only increase the estimated errors. The profiles of spatial sampling errors for the bulk mass simulations are rather constant and therefore not discussed here.
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8 Impact of grid-box size and shape
Impact of latitude
Although our high resolution simulations were made at different latitudes on Earth, so far we have assumed that the global model grid-box size is equal to the grid-box size of a T63 grid at the equator (210 by 210 km). At higher latitudes, the longitudinal extent of the grid-box shrinks (at least for rectangular grids), which may reduce spatial sampling errors. This 25 is explored in Fig. 12 . As we can see, smaller longitudinal extent leads to smaller errors although the effect is rather mild.
When the longitudinal extent is halved, errors in monthly-averaged fields decrease between 10 and 30% of the original errors, with ∼ 20% a very typical value. Also, larger errors are usually less affected than smaller errors although the differences are not very big. The figure for black carbon is typical, while AOT is rather the exception to this. Spatial sampling errors in instantaneous fields behave very similar (not shown), although fields that show very large errors (like surface BC or surface
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CCN at S = 0.02%) tend to show less improvement (∼ 10%) when the grid-box longitudinal extent is halved. Note that the longitudinal extent only has an impact on spatial sampling errors because there are spatial and temporal correlations in the aerosol fields. If these fields were independent random noise, decreasing longitudinal extent would barely have an impact on sampling errors.
Impact of grid-box size
The impact of model resolution is also easily explored, see As with the longitudinal extent, gridbox-size only has an impact because of the spatial and temporal correlations in the 10 aerosol fields. A field of independent random noise exhibits sampling errors quite independently of gridbox-size (unless the box, and the number of values therein, becomes very small).
Observations offset from the grid point
Sofar we have considered observations at the exact grid-point of a global model's grid-box which is a useful starting point but also quite unrealistic. For a sample of randomly distributed observations in a 210 by 210 km grid-box, only 2% will be within 15 10 km of the grid-point and 50% will be more than 84 km away from it. By considering observations located throughout the grid-box, and not just its centre, it is possible to show how monthly sampling errors increase with distance of the observation to the grid-point, see Fig. 14. As a matter of fact, 50% of possible AOT observations have errors at least twice as large as found for observation coinciding with the grid-point. Observations in the very corners of the grid-box exhibit errors three times as large.The increase of sampling errors with distance to the grid-point for surface black carbon concentrations is not as large but 20 still significant. Figure 15 shows box-whisker plots of monthly sampling errors for several observables, either at the grid-point, or at a distance of 70 or 100 km, for the W-Europe region. Similar results can be shown for Oklahoma and Congo, where the relative increase with distance is often (but not always) larger. For all three regions and all observables, the increase for ∆q 82 at 70 km is between 1.2 − 2.3× and the increase at 100 km is between 1.4 − 3.4×. Instantaneous spatial sampling errors increase less fast with distance but still significantly: typical increases for ∆q 82 at 70 km is 1.3 for AOT and 1.2 for surface black carbon 25 concentration (i.e. monthly averaging is more beneficial for an observation at the grid-point than one at 70 km distance).
As discussed before (Sect. 3.1), the meaning of a global model's grid-point value is not obvious. Sofar we have assumed that the grid-point value is the unweighted average of the high-resolution field over the global model's grid-box (i.e. a constant weighting function w). Here, we explore how the sampling errors depend on different weighting functions. than ∼ 30 km, the three very different weighting functions give rather similar sampling errors (but notice that more localised weighting functions yield larger errors as expected). Since for randomly distributed observations, only ∼ 6% would be closer than 30 km to the grid-point, we feel it is justified to conclude that the shape of the weighting function has only a small impact on statistics of spatial sampling errors. The spatio-temporal variation of the field is far more important.
10 Strategies for reducing sampling errors
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The typical sampling errors when the observation is at the model grid-point are lower than those for an observation offset from the grid-point. It seems unlikely that we can devise strategies to reduce "centre-of-grid-box" errors, other than temporal averaging (see Sect. 6) or further averaging global model data (and their associated observations) over multiple grid-boxes. But the sampling errors for observations offset from a grid-point might be reduced by proper screening, interpolation within the model grid, or considering multiple observations at the same time. One benefit of selecting only observations close to the grid-point is that here the impact of the weighting function is most pronounced (see also Fig. 16 ). So within 30 km of the grid-point, spatial sampling errors may actually be very small if the weighting function is highly localised. Since it is impossible to know the actual weighting function, it may be difficult to assess 20 whether it is localised or not.
Aggregating observations over the model grid-box
It has been suggested (e.g. Sayer et al. (2010)) that aggregating observations over a model grid-box is the best strategy for comparing models with observations. Obviously, such a strategy is only possible for satellite data that provide contiguous wide swath observations (e.g. MODIS, MISR, POLDER, SEVIRI). More-over, it can be expected that the success of this strategy 25 depends on the weighting function that is applicable. Figure 17 shows relative spatial sampling errors in case of observations that are spatially aggregated before comparison to the model (it is assumed the aggregation is space-filling). Here the model grid-point and the centre of the aggregated observations coincide. As a result, sampling errors go to zero for the constant weighting function as the observational aggregation approaches the extent of the grid-box. approaches the extent of the grid-box. Still, sampling errors are halved when aggregating observations over the full grid-box so there is clearly a benefit. The extreme weighting function of the Dirac-δ obviously leads to large errors.
For actual satellite measurements it will be difficult to observe the complete grid-box, due to e.g. cloud cover, sun glint or high surface albedo. Sayer et al. (2010) show that in the case of AATSR observations (nominal 10 × 10 km pixel) and the GEOS-Chem model (5 • × 4
• grid-box) it is extremely unlikely that more than 50% of a model grid-box would be covered by 5 observations, that is: space-filling aggregations over global model grid-boxes are very unlikely.
Multiple observations in a model grid-box
Instead of a space-filling aggregation, one could average multiple observations in the same grid-box before comparison to the grid-point value and hopefully reduce sampling errors. The idea here is that if the observations are sufficiently far apart and represent fairly independent samplings of the field within the grid-box, their average should be distributed closer to the (weighted) 10 grid-box average than an individual observation. This is similar to the previous sub-section, except far fewer observations are needed and no space-filling aggregation is required. This strategy may be employed for surface sites as well as for satellite data. this improvement is less in case of a more localised weighting functions. For the constant weighting function, we also see that smallest errors now occur not at a distance of 0 km, but at a distance of 50 to 70 km (for the linear weighting function this minimum shifts closer to the grid-point). This is quite understandable: close to the grid-point multiple observations are clustered together. Hence they will not be very different. As distance increases, the randomly distributed observations sample more of the grid-box. Obviously, using more observations than 4 will give better results (not shown).
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Note that Fig. 18 does not suggest that any set of 4 observations reduces sampling errors: if those observations are very close together, averaging them will hardly improve on the error.
Interpolating model data among grid-points
By interpolating the model data to the location of an observation, it may be possible to reduce spatial sampling errors for observations located away from the model grid-point. The idea is to construct virtual model data for a virtual grid-box centred 25 on the observation. This interpolation can be performed in different ways; here we consider linear interpolation and distanceweighted averaging. Figure 19 shows that linear interpolation i.c. of a constant weighting function clearly has a beneficial effect on spatial sampling errors, especially for observations far from the global model's grid-point. Notice that from about 80 km distance, errors become constant and no longer increase with distance (they are always larger than the errors for an observation at the grid-point). Obviously, the impact depends on weighting function and interpolation method, as shown in shows that linear interpolation performs better than distance-weighted average. This holds for all observables and all regions we considered.
Much the same conclusions can be stated for instantaneous values, except that the beneficial impact of interpolation is less pronounced. 
Flight campaigns
Conclusions
The spatial resolutions of current global aerosol models and the observations used to evaluate them are very different. received little attention in the literature. We believe our paper is the first systematic and qualitative study of the differences between a perfect model and perfect observations due to spatial sampling.
Using high-resolution simulations for 6 different regions by 2 different regional models and 1 global model, we show that spatial sampling errors can be substantial across a range of observables (AOT, extinction, PM 2.5 , black carbon concentrations, number concentrations and CCN). These spatial sampling errors fluctuate in time and space, depending on emission sources, grid locations, weather and aerosol processes. Ultimately, they constitute a noise that will be present in any model evaluation and that can not be eliminated entirely unless model grid sizes become smaller than observational fields-of-view.
Assuming observations that do not coincide with the global model's grid-point but are offset by 80 km (54% of randomly located observations in a 210 × 210 km grid-box will be further away), the following statistics are offered. For instantaneous data, RMS spatial sampling errors are larger than 30%, typically between 40 and 80% and may go up to 160% (depending 5 on observable and region). These errors are typically positively skewed and highly non-Gaussian. For monthly data, RMS sampling errors are larger than 10%, typically between 10 and 40% and may go up to 75% (depending on observable and region).
This noise can however be reduced: we have explored the impact of spatial or temporal averaging of data as well as selection of observations based on distance to a grid-point or interpolation of model data to the location of an observation. Our study
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suggests that while increased model resolution will of course be beneficial, resolutions will need to be 4 times higher (50 × 50 km 2 grid-box area) before spatial sampling errors become significantly smaller. In the mean time, we recommend that both model data and observations are spatio-temporally averaged to ensure best agreement. Here the model data must first be spatially interpolated to and temporally collocated with the observation. Optimal averaging procedures will depend on the spatio-temporal sampling of the observations, the characteristics of the observable and the requirements of the scientific 15 community, so we offer no single prescription although the results in this paper provide some guidelines. Optimal strategies for evaluating models with observations need to receive more attention from researchers.
Our results suggest that caution is needed when using in-situ measurements in global model evaluation. These measurements consistently led to larger spatial sampling errors than remote sensing measurements like AOT. For instance, monthly surface black carbon concentrations & number densities for our simulations have RMS spatial sampling errors of at least 30% and 20 and up to 80%. Best case scenarios for flight campaign data still allowed spatial sampling errors of 100% and typically the observation would underestimate the model.
Regarding the large sampling errors in case of black carbon, other species (e.g. sulfate, sea-salt) were not explicitly analysed in this paper but show different results (not shown). Sulfate errors tend to be rather small, probably due to the multitude of sources and relatively long-life times. Sea-salt, on the other hand, shows large and systematic monthly sampling errors along 25 coast lines (unsurprisingly). Given the size of our global model's grid-box, these errors extend quite far into land or over sea.
The important point here is that sampling errors for species mass concentrations can be very different dependent on species and hence have a big impact on the evaluation of a model's particle speciation.
It is likely that the spatial sampling errors estimated in this paper are under-estimates. First, Qian et al. (2010) showed that model spatial variability over 75 km increased significantly (by 60 to 100%) when model resolution changed from 15 to 3 km.
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Our current high-resolution simulations have resolutions of 10 km. Second, our high-resolution simulations do not resolve finestructure below 10 km while many in-situ measurements actually have fields-of-view on the order of millimetres to centimetres (e.g. particle inlets). Third, our models are more limited in the spatio-temporal variation of their emission sources than reality due to constant diurnal patterns. Finally, even high-resolution models will have to take a broad view of aerosol and describe hand, it is possible that in areas far away from sources (e.g. the free troposphere over the remote ocean) aerosol has mixed sufficiently to strongly reduce these spatial sampling errors (e.g. HIPPO measurements over the Pacific, see also Weigum et al.
(2012)). Our simulations do not really allow us to explore this scenario.
In the interest of comparing likes to likes, this paper does not consider the fact that real observations may have very intermittent temporal sampling. Nor does it consider the impact that precipitation may have on spatio-temporal variability of aerosol 
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