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A REMARK ON THE TENSOR PRODUCT OF
SC-RECIPROCITY SHEAVES
RIN SUGIYAMA
Abstract. We give a description of the tensor product of SC-reciprocity
presheaves with transfers in terms of K-group of geometric type, and
we study a structure of the tensor product of Ga and Ga. We apply our
description to give a description of Chow group of 0-cycles with modu-
lus of products of curves. We also show that the tensor product of Ga
and Gm is isomorphic to the sheaf Ω
1 of Ka¨hler differential forms as
reciprocity sheaves over characteristic zero.
1. Introduction
In [7], Kahn, Saito and Yamazaki have defined “reciprocity presheaves
with transfers” as a generalization of homotopy invariant presheaves with
transfers. But there are some problem on the category Rec of reciprocity
presheaves with transfers. One of the problems is a tensor structure in Rec;
we don’t know whether Rec has a tensor structure. In [8] Kahn, Saito
and Yamazaki have constructed a triangulated category of “motive with
modulus”, and introduced “SC-reciprocity presheaves with transfers”. The
category RSC of SC-reciprocity presheaves with transfers is a subcategory
of Rec, and RSC has the tensor structure. In this paper, we study the
tensor structure in RSC.
Kahn and Yamazaki [6] give a description of the tensor product of homo-
topy invariant sheaves in terms of a certain K-group. For non-homotopy in-
variant sheaves, Ivorra and Ru¨lling [5] have defined T -functor group for their
reciprocity functors. For example, homotopy invariant sheaves, the additive
group Ga and the absolute Ka¨hler differential Ω
1
k give rise to reciprocity
functors. The T -functor group of homotopy invariant sheaves coincides with
the tensor product of those sheaves, i.e. Kahn-Yamazaki’s K-group. One
of the interesting computation is that Ω1k is isomorphic to T -functor group
associated to Ga and Gm (cf. Hiranouchi [3] has also computed it by his
K-group).
In this paper, we define a K-group Kgeosum(k;F1, . . . , Fn) of geometric type
for SC-reciprocity presheaves F1, . . . , Fn, similarly to Kahn-Yamazaki’s K-
group of geometric type by adding a “modulus condition” (Definition 3.2).
The following theorem is our main result which gives a description of a
tensor product of SC-reciprocity presheaves with transfers in terms of our
K-group.
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Theorem 1.1 (Theorem 3.1). Let F1, . . . , Fn be SC-reciprocity presheaves
with transfers. Then there is an isomorphism
(F1 ⊗RSC · · · ⊗RSC Fn)(k) ≃ Kgeosum(k;F1, . . . , Fn)
We compute our K-group for Gm and Ga (Proposition 4.1, Proposition
4.7), which recovers some computations in [3, 5, 6]. This computation tells
us that the Ka¨hler differential r-forms Ωrk is the value on Spec(k) of the
tensor product Ga and r-copies of Gm in RSC. We study our K-group for
Ga and Ga and prove the following.
Corollary 1.2 (Corollary 4.12). There is a split exact sequence
0 −→ Ω1k −→ Ga ⊗RSC Ga(k) −→ k −→ 0.
In particular, Ga ⊗RSC Ga(k) is non-zero.
This corollary tells us that the tensor product ⊗RSC in RSC behaves dif-
ferently from Ivorra-Ru¨lling’s T -functor (cf. Proposition 4.15 and Corollary
5.4). As application, we give a description of Chow group of 0-cycles with
modulus for products of curves (see §5.1). Combining those computations,
we have
Corollary 1.3 (Corollary 5.8). Assume that the base field k is of charac-
teristic zero. There is an isomorphism of reciprocity Zariski sheaves
Ω1 ≃ (Ga ⊗RSC Gm)Zar.
After a review of some materials about SC-reciprocity presheaves with
transfers and its tensor product in §2, we prove Theorem 1.1 in §3. In §4,
we compute our K-groups for Gm and Ga, and for Ga and Ga. In §5, we
apply Theorem 1.1 and the computations in §4 to 0-cycles with modulus
and prove Corollary 1.3 as consequence.
Acknowledgements. The author would like to express his gratitude to
Professors Bruno Kahn, Shuji Saito and Takao Yamazaki for valuable re-
marks and comments which improve expositions of the paper. He thanks
Florian Ivorra and Kay Ru¨lling for comments on the preliminary version of
this paper. He also thanks Federico Binda for many discussions, especially
on Corollary 5.4.
Notation and conventions. Let k be a perfect base field. All schemes
over k are separated schemes of finite type over k. We write Cor for Vo-
evodsky’s category of finite correspondences. We write PST for the cate-
gory of presheaves with transfers and HI for the full subcategory of PST
of homotopy(A1-) invariant presheaves.
2. Category of SC-reciprocity sheaves and the tensor product
We recall the definition of SC-reciprocity sheaves and its tensor product
from [8]. We start from recalling a definition of proper modulus pairs.
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2.1. Proper modulus pairs and admissible correspondences.
Definition 2.1. (1) A modulus pair M = (M,M∞) consists of a sepa-
rated scheme M of finite type over k and an effective Cartier divisor
M∞ on M such that M is locally integral and the dense open subset
Mo := M \ |M∞| is smooth over k. A modulus pair M is called
proper if M is proper over k.
We write  for a modulus pair (P1, 1)
(2) Let M,N be modulus pairs and let Z be an elementary correspon-
dence fromMo to No. Let Z
N
be the normalization of the closure of
Z in M ×N and let pM , pN be the canonical morphism from ZN to
M,N respectively. We say Z is adimissible if p∗M(M
∞) ≥ p∗N (N∞).
An element of Cor(Mo, No) is called admissible if all of its irre-
ducible components are admissible.
(3) Let MCor be the category of proper modulus pair over k, whose
objects are proper modulus pairs and morphisms are admissible cor-
respondences.
(4) Let M,N be modulus pairs. Then we define a tensor product L =
M ⊗N by
L =M ×N, L∞ =M∞ ×N +M ×N∞.
The pair (Spec(k), φ) is the unit with this tensor product.
Remark 2.2. Let C be a proper smooth curve over k and m be an effective
Cartier divisor on C. We write
G(C,m) :=
⋂
x∈m
Ker
(O×
C,x
→ O×
m,x
)
= lim−→
m⊂U⊂C
Γ(U, ker(O×
C
→ O×
m
)).
Then a transpose Γtf of the graph of an element f ∈ G(C,m) \ {1} is an
admissible correspondence in MCor(, (C,m)).
2.2. Modulus presheaves with transfers.
Definition 2.3 ([8, Definition 2.1.1][9, §1.2, §1.3]). LetMPST be the cate-
gory of additive presheaves onMCor, which we call the category of modulus
presheaves with transfers.
For any proper modulus pair M , we write Ztr(M) ∈ MPST for the
representative modulus presheaf with transfers.
We have a forgetful functor ω : MCor → Cor which sends M to Mo.
This functor induces a functor ω∗ : PST → MPST. By [8, Proposition
2.2.1], we have a monoidal exact functor ω! : MPST → PST which is left
adjoint to ω∗.
Let F,G ∈MPST. There are natural exact sequences⊕
j
Ztr(Nj) −→
⊕
i
Ztr(Mi) −→ F −→ 0
⊕
j′
Ztr(Nj′) −→
⊕
i′
Ztr(Mi′) −→ G −→ 0.
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Then the tensor product F ⊗MPST G of F and G is defined as
F ⊗MPST G
:= Coker

⊕
j,i′
Ztr(Nj ⊗M ′i′)⊕
⊕
i,j′
Ztr(Mi ⊗Nj′) −→
⊕
i,i′
Ztr(Mi ⊗Mi′)

 .
Proposition 2.4. For any F,G ∈MPST, we have
(F ⊗MPST G)(Spec(k), ∅) ≃ (ω!F ⊗PST ω!G)(Spec(k)).
Proof. Since ω! is monoidal, we have
ω!(F ⊗MPST G)(Spec(k)) = (ω!F ⊗PST ω!G)(Spec(k)).
By [8, Proposition 2.2.1], we have
ω!(F ⊗MPST G)(Spec(k)) ≃ lim−→
M
(F ⊗MPST G)(M).
Here M runs over {M = (M,M∞) ∈ MCor | Spec(k) = Mo}. But it
consists of one modulus pair {(Spec(k), ∅)}. Thus we have
(ω!F ⊗PST ω!G)(Spec(k)) = ω!(F ⊗MPST G)(Spec(k))
≃ (F ⊗MPST G)(Spec(k), ∅).

Throughout the paper, we write just F (k) for F (Spec(k), ∅).
Since the definition of the tensor product in MPST is parallel to the
tensor product in PST, we have the following description of the tensor
product in MPST.
Lemma 2.5 (cf. [15, §2]). Let F,G ∈ MPST. Let M ∈MCor. Then we
have the following description of the group (F ⊗MPST G)(M);
(F ⊗MPST G)(M) =
⊕
N1,N2∈MCor
F (N1)⊗G(N2)⊗MCor(M,N1 ⊗N2)/Λ.
Here Λ is the subgroup generated by the element of the following form
a⊗ b⊗ (f × idN2) ◦ h− f∗(a)⊗ b⊗ h
where a ∈ F (N1), b ∈ G(N2), f ∈MCor(N ′1, N1), h ∈MCor(M,N ′1 ⊗N2),
and
a⊗ b⊗ (idN1 × g) ◦ h− a⊗ g∗(b)⊗ h
where a ∈ F (N1), b ∈ G(N2), g ∈MCor(N ′2, N2), h ∈MCor(M,N1 ⊗N ′2).
Lemma 2.5 implies the following:
Lemma 2.6 ([15, Lemma 2.1]). Let F,G,H ∈ MPST. Then to give a
morphism F ⊗MPST G → H in MPST is the same as to give a family of
bilinear maps PN1,N2 : F (N1) × G(N2) → H(N1 ⊗ N2) (N1, N2 ∈ MCor)
which satisfies the following properties
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(i) For any α ∈MCor(N ′1, N1) the following diagram commutes
F (N ′1)×G(N2)
PN′
1
,N2
//
α∗×idG(N2)

H(N ′1 ⊗N2)
(α×idN2)
∗

F (N1)×G(N2)
PN1,N2
// H(N1 ⊗N2)
(ii) For any β ∈MCor(N ′2, N2) the following diagram commutes
F (N1)×G(N ′2)
PN1,N′2
//
idF (N1)×β
∗

H(N1 ⊗N ′2)
(idN1×β)
∗

F (N1)×G(N2)
PN1,N2
// H(N1 ⊗N2)
2.3. -invariant modulus presheaves.
Definition 2.7 ([8, Definition 6.1.2] [9, §3.2]). (1) Let F be a modulus
presheaf with transfers. We say F is -invariant if the projection
M ×  → M induces an isomorphism p∗ : F (M) ≃ F (M × ) for
any proper modulus pair M .
Let CI be the full subcategory of MPST of -invariant modulus
presheaves with transfers.
(2) For F ∈MPST, we define H0(F ) ∈ CI as
H0(F ) := Coker
(
δ∗0 − δ∗∞ : HomMPST(Ztr(), F )→ F
)
.
Here δ0, δ∞ : Spec(k)→  be the zero and ∞-sections respectively.
Let F,G ∈ CI. Then the tensor product F ⊗CI G of F and G in CI is
defined as
F ⊗CI G := H0(F ⊗MPST G)
and hence
(F ⊗CI G)(k) = Coker
(
(F ⊗MPST G)() −→ (F ⊗MPST G)(k)
)
.
2.4. SC-reciprocity presheaves with transfers.
Definition 2.8 ([9, §3.3]). For any proper modulus pair M , we define
h0(M) ∈ PST as
h0(M) : = ω!(H0(Ztr(M)))
= Coker
(
δ∗0 − δ∗∞ : ω!HomMPST(Ztr(),Ztr(M))→ Ztr(Mo)
)
.
Remark 2.9. For a proper modulus pair M = (X,D), the group h0(M)(k)
is the Chow group CH0(M) := CH0(X,D) of 0-cycles with modulus for
M = (X,D). For the definition of (higher-)Chow group with modulus, refer
to [1, 7, ?].
Definition 2.10 ([9, Definition 3.3.3]). (1) Let F ∈ PST. Let X be
a smooth scheme over k and a ∈ F (X) = HomPST(Ztr(X), F ). A
proper modulus pair M with Mo = X is said to be a SC-modulus
for a if a factors through Ztr(X)→ h0(M).
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(2) We say F ∈ PST has SC-reciprocity if for any smooth X and any
a ∈ F (X), there is an SC-modulus M for a.
We write RSC for the full subcategory of PST of SC-reciprocity
presheaves with transfers.
Remark 2.11. (1) By [9, Theorem 3.4.2], if F ∈MPST is -invariant
then ω!F ∈ PST has SC-reciprocity. Thus we have an exact functor
ωCI : CI → RSC induced by ω!. Furthermore, we have a left
exact functor ωCI : RSC → CI which is right adjoint to ωCI, and
the adjunction map ωCIω
CI ⇒ idRSC is an isomorphism (see [9,
Proposition 3.4.6]).
(2) By [9, Theorem 4.2.1], SC-reciprocity implies reciprocity in the sense
of [7]. ThusRSC is a subcategory of the category Rec of reciprocity
presheeaves with transfers.
(3) The same proof in [7, §4] works for showing SC-reciprocity for com-
mutative algebraic groups (see Appendix). Thus a commutative
algebraic group belongs to RSC. This implies the following: let
M = (C,m) be a proper modulus pair with a proper smooth curve C.
Then the Zariski sheafification hZar0 (M) of h0(M) has SC-reciprocity,
since we have the following isomorphism ([7, Proposition 9.4.1])
hZar0 (M)
0 ≃ JM
where hZar0 (M)
0 is the kernel of the degree map hZar0 (M) → Z and
JM is the Rosenlicht-Serre generalized Jacobian for M = (C,m).
(4) Recently S. Saito [13] prove thatRSCNis = RecNis. Thus (3) follows
also from this result.
Let F,G ∈ RSC. The tensor product F ⊗RSC G of F and G is defined
as
F ⊗RSC G := ωCI(ωCIF ⊗CI ωCIG).
Here ωCI, ω
CI are the adjoint functors between RSC and CI (see Remark
2.11 (1)). Thus we have
(F ⊗RSC G)(k) = ωCI(ωCIF ⊗CI ωCIG)(k)
= (ωCIF ⊗CI ωCIG)(k).
3. K-group of geometric type
In this section, closely following [6, §6], for SC-reciprocity sheaves F1, . . . , Fn
we define a K-group Kgeosum(k;F1 . . . , Fn) of geometric type and we prove
Theorem 3.1. Let F1, . . . , Fn be SC-reciprocity presheaves with transfers.
Then there is an isomorphism
(F1 ⊗RSC · · · ⊗RSC Fn)(k) ≃ Kgeosum(k;F1 . . . , Fn)
3.1. Definition of K-group of geometric type.
Definition 3.2 (K-group of geometric type). Let F1, . . . , Fn be SC-reciprocity
presheaves with transfers.
(i) A relation datum of geometric type with summational modulus for {Fi}i
is a collection ((C,m), {m}i, f, {gi}i) of the following objects:
THE TENSOR PRODUCT OF SC-RECIPROCITY SHEAVES 7
(1) (C,m) is a proper modulus pair with a proper smooth curve C over
k. We write Co = C \m for the open complement.
(2) f is a function in G(C,m) (cf. Remark 2.2).
(3) gi is of element Fi(C \mi) having SC-modulus (C,mi), i.e. gi is an
element in HomPST(h0(C,mi), Fi).
(4) m satisfies an inequality m ≥
n∑
i=1
mi.
(ii) We define K-group Kgeosum(k;F1 . . . , Fn) of geometric type attached to
{Fi}i with respect to summational modulus as follows:
Kgeosum(k;F1, . . . , Fn) :=
(
F1 ⊗PST · · · ⊗PST Fn
)
(k)/R.
HereR is the subgroup generated by the elements of the following form∑
c∈Co
vc(f)Trk(c)/k(g1(c) ⊗ · · · ⊗ gn(c))
for all relation datum ((C,m), {m}i, f, {gi}i) of geometric type with
summational modulus for {Fi}i. Here TrL/k denotes the transfer with
respect to the transpose the graph of the structure morphism Spec(L)→
Spec(k) for a finite field extension L/k of k. And g1(c) ⊗ · · · ⊗ gn(c)
denotes an element of
(
F1 ⊗PST · · · ⊗PST Fn
)
(k(c)) given by
Ztr(Spec(k(c)))→ Ztr(Co) diag→ Ztr(Co)⊗nPST → F1 ⊗PST · · · ⊗PST Fn
where the last morphism is given by (restrictions of) g1, . . . , gn.
Remark 3.3. One can similarly define K-group Kgeomax(k;F1, . . . , Fn) of geo-
metric type with maximal modulus by just replacing the inequality in Defi-
nition 3.2 (i)(4) by m ≥ max{mi}. One can easily check that Kgeomax coincides
with K-group of geometric type of Kahn–Yamazaki [6] when all Fi are ho-
motopy invariant. Also, Kgeomax coincides with LT-functor in [5, Definition
4.2.3], and thus we have a homomorphism
τ : Kgeomax(k;F1, . . . , Fn) ≃ LT(F1, . . . , Fn)(k) −→ T(F1, . . . , Fn)(k)
But it is not obvious that Kgeomax coincides with T-functor of Ivorra-Ru¨lling
[5].
Since
∑n
i=1mi ≥ maxmi, we have a canonical surjection
η : Kgeosum(k;F1, . . . , Fn) −→ Kgeomax(k;F1, . . . , Fn).
Question. When is the map η bijective?
We will give an answer to the question in some special cases (see §4).
3.2. Lemmas. Let F be inMPST. Suppose that we are given the following
data:
(a) a proper modulus pair (C,m) with a proper smooth curve C,
(b) a surjective morphism f : C → P1 such that m ≤ f∗([1]),
(c) a morphism α : Ztr(C,m)→ F in MPST.
To such data ((C,m), f, α), we associate the following element in F (k);
α(div(f)) ∈ F (k).(3.2.1)
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This element can be written as the following form.
α(div(f)) =
∑
c∈Co
vc(f)Trk(c)/k(α(c)) ∈ F (k).
Remark 3.4. A relation between Condition (b) and condition (2) in Defi-
nition 3.2 (i) is as follows. Regarding a morphism f : C → P1 as a rational
function on C, we have
f in condition (b) ⇐⇒ f ∈ G(C,m) \ {1}.
Lemma 3.5 (cf. [6, Lemma 6.5]). Let F ∈ MPST. We define F (k)m−rat
to be the subgroup of F (k) generated by elements (3.2.1) for all triples
((C,m), f, α). Then we have
H0(F )(k) = F (k)/F (k)m−rat.
Proof. By definition, we have
H0(F )(k) = Coker
(
i∗0 − i∗∞ : F ()→ F (k)
)
.
For a triple ((C,m), f, α), let M denote the proper modulus pair (C,m). By
condition on f , the graph Γf of f belongs to MCor(,M), and hence we
have the following commutative diagram
Ztr(M)()
i∗0−i
∗
∞

α
// F ()
i∗0−i
∗
∞

Ztr(M)(k) // F (k).
The image of Γf in Ztr(M)(k) is div(f), which shows that F (k)m−rat is zero
in h0(F )(k).
Conversely, for any element α ∈ F (), the element (i∗0− i∗∞)(α) coincides
with (3.2.1) for the triple (, id, α). 
Lemma 3.6 (cf. [6, Lemma 6.6]). Let F1, . . . , Fn ∈ MPST and let F =
F1⊗MPST · · ·⊗MPSTFn. Let (C,m) be a proper modulus pair with a smooth
curve C. Then α ∈ F (C,m) is the sum of elements of the form
(g1 × · · · × gn) ◦ δ ◦ Γth.
Here C ′ is a proper smooth curve with a finite surjective morphism h :
C ′ → C and ni (i = 1 . . . , n) are effective Cartier divisors on C ′ such that
h∗(m) ≥∑i ni, δ is a “diagonal” morphism from (C ′, h∗(m)) to ⊗i(C ′, ni),
gi ∈ Fi(C ′, ni) for i = 1, . . . , n, and Γth ∈MCor((C,m), N) is the transpose
of the graph of h.
Proof. We may assume that all Fi are representative Ztr(Mi). In this case,
we have F = Ztr(M) with M =M1 ⊗ · · · ⊗Mn.
Let Z ∈ F (C,m) =MCor((C,m),M) be an admissible elementary finite
correspondence. Let Z be the closure of Z in C×M . Let C ′ be the normal-
ization of Z and let n be the pull-back of m along a surjective morphism h :
C ′ → Z → C. For i = 1, . . . , n, let ni be the pull-back of M∞i along a com-
posite morphism C ′ → Z → M i. Put N = (C ′, n) and Ni = (C ′, ni). Then
the graph ofNoi → Z →Moi gives an element gi ∈MCor(Ni,Mi). Let Γth be
the transpose of the graph of h, which belongs toMCor((C,m), N). Let δ be
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a correspondence given by a “diagonal” morphismNo → No1×· · ·×Non. Since
Z is admissible, we have n ≥∑i ni and hence δ ∈MCor(N,N1⊗· · ·⊗Nn).
Put g := g1 × · · · × gn ∈MCor(N1 ⊗ · · · ⊗Nn,M). Then by definition we
have Trh(g ◦ δ) = g ◦ δ ◦ Γth = Z ∈ MCor((C,m),M). This completes the
proof. 
Remark 3.7. As a correspondence in Cor(Co,Mo), the composite mor-
phism (g1×· · ·×gn)◦δ in Lemma 3.6 coincides with the composite morphism
(g′1 × · · · g′n) ◦∆ where g′i is the composite morphism No → Noi
gi→ Moi and
∆ is the diagonal morphism No → (No)×n.
3.3. Proof of Theorem 3.1. From the definitions of ⊗CI and ⊗RSC (see
§2.3 and §2.4), we have
(F1 ⊗RSC · · · ⊗RSC Fn)(k) = ωCI(ωCIF1 ⊗CI · · · ⊗CI ωCIFn)(k)
(3.3.2)
= H0(i
♯ωCIF1 ⊗MPST · · · ⊗MPST i♯ωCIFn)(k).
Here i♯ : CI →MPST is the natural inclusion. Put F = i♯ωCIF1 ⊗MPST
· · · ⊗MPST i♯ωCIFn. By Lemma 3.5, we have
(F1 ⊗RSC · · · ⊗RSC Fn)(k) = F (k)/F (k)m−rat(3.3.3)
By Proposition 2.4, we also have
F (k) = (ω!i
♯ωCIF1 ⊗PST · · · ⊗PST ω!i♯ωCIFn)(k)
= (F1 ⊗PST · · · ⊗PST Fn)(k).
In the last equality, we used ω!i
♯ωCIFi = ωCIω
CIFi = Fi (see Remark 2.11),
where we omit to write the inclusion functor RSC→ PST.
By definition, F (k)m−rat is generated by elements of the form α(divC(f))
for α ∈ F (C,m) and f ∈ G(C,m) (cf. Remark 3.4) where (C,m) is a proper
modulus pair with a proper smooth curve C. By Lemma 3.6, α is the sum
of elements of the following form
(g1 × · · · × gn) ◦ δ ◦ Γth.
Here C ′ is a proper smooth curve with a finite surjective morphism h :
C ′ → C and ni (i = 1 . . . , n) are effective Cartier divisors on C ′ such that
h∗(m) ≥∑i ni, δ is a “diagonal” morphism from (C ′, h∗(m)) to ⊗i(C ′, ni),
gi ∈ i♯ωCIFi(C ′, ni) for i = 1, . . . , n, and Γth ∈ MCor((C,m), N) is the
transpose of the graph of h. Thus F (k)m−rat is generated by elements of the
following form
(g1 × · · · × gn) ◦ δ ◦ Γth ◦ divC(f) = (g1 × · · · × gn) ◦ δ ◦ divC′(f ′).(3.3.4)
Here f ′ is the pull-back of f along h, and hence f ′ ∈ G(C ′, h∗(m)).
We will write the element in (3.3.4) as an element in (F1 ⊗PST · · · ⊗PST
Fn)(k). By definition, we have
MCor((C ′, h∗(m)),
⊗
i
(C ′, ni)) ⊂ Cor(C ′\h∗(m), (C ′\n1)×· · ·×(C ′\nn)),
thus we regard δ as in Cor(C ′ \h∗(m), (C ′ \n1)×· · · × (C ′ \nn)). Similarly,
we regard
divC′(f
′) ∈MCor((Spec(k), ∅), (C ′, h∗(m))) = Cor(Spec(k), C ′ \ h∗(m)).
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Next we interpret the elements {gi} as morphisms in PST. Since ωCIFi ∈
CI and the adjunction of ωCI and ωCI, we have
gi ∈ HomMPST(Ztr(C ′, ni), i♯ωCIFi) = HomCI(H0(Ztr(C ′, ni)), ωCIFi)
= HomRSC(h0(C
′, ni), Fi)
= HomPST(h0(C
′, ni), Fi).
Here the last equation follows from that RSC is a full subcategory of PST.
By these identifications, the element in (3.3.4) is written as∑
c∈C′
vc(f
′)Trk(c)/k(g1(c)⊗· · ·⊗gn(c)) in F (k) = (F1⊗PST · · ·⊗PSTFn)(k)
which comes from a relation datum ((C ′, h∗(m)), {ni}i, f ′, {g′i}i) of geometric
type with summational modulus for {Fi}i. Therefore, by the definition of
Kgeosum (see Definition 3.2) and equalities (3.3.2) (3.3.3), we have
Kgeosum(k;F1, . . . , Fn) = H0(i
♯ωCIF1 ⊗MPST · · · ⊗MPST i♯ωCIFn)(k)
= (F1 ⊗RSC · · · ⊗RSC Fn)(k).
This completes the proof.
4. Some computations
4.1. K-group of copies of Gm.
Proposition 4.1. We have an isomorphism
(G
⊗r
RSC
m )(k) ≃ Kgeosum(k;Gm, . . . ,Gm) ≃ KMr (k).
Proof. Since we knowKgeomax(k;Gm, . . . ,Gm) ≃ KMr (k) and we have a canon-
ical surjection
Kgeosum(k;Gm, . . . ,Gm) −→ Kgeomax(k;Gm, . . . ,Gm),
it suffices to show that the elements of the form
a⊗ (1− a)⊗ b3 ⊗ · · · ⊗ br (a ∈ k \ {0, 1}, bi ∈ k∗)
are already zero in Kgeosum(k;Gm, . . . ,Gm).
Given a ∈ k \ {0, 1} and bi ∈ k∗ for i = 3, . . . , r, we consider the following
functions
g1 = t ∈ Gm(P1 \ {0,∞}),
g2 = 1− t ∈ Gm(P1 \ {0, 1,∞}),
gi = bi ∈ Gm(P1) (i = 3, . . . , r)
and the rational function f on P1,
f =
t6 − (a6 + 1)t4 + (a6 + 1)t2 − a6
t6 − a6 .
Then one can easily check that g1, g2 and gi have SC-modulus (P
1, [0] +
[∞]), (P1, [0] + [1] + [∞]) and (P1, φ) respectively, and that f belongs to
G(P1, 2[0] + [1] + 2[∞]). Therefore the element
α =
∑
c∈P1\{0,1,∞}
vc(f)Trk(c)/k(g1(c)⊗ g2(c)⊗ b3 ⊗ · · · ⊗ br)
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is zero in our Kgeosum. We compute 6α over E = k(ζ) where ζ is a primitive
12-th root of unity. We write
{(g1(c), g2(c), b}k(c) = g1(c)⊗ g2(c)⊗ b3 ⊗ · · · ⊗ br in Kgeosum
where b denotes b3, . . . , br. In K
geo
sum(E;Gm, . . . ,Gm), we have
0 = 6α = 6{a3, 1− a3, b}E + 6{−a3, 1 + a3, b}E
+ 6{ζ, 1 − ζ, b}E + 6{−ζ, 1 + ζ, b}E
+ 6{ζ5, 1− ζ5, b}E + 6{−ζ5, 1 + ζ5, b}E
− 6{a, 1 − a, b}E − 6{ζ4a, 1− ζ4a, b}E − 6{ζ8a, 1− ζ8a, b}E
− 6{a, 1 + a, b}E − 6{−ζ4a, 1 + ζ4a, b}E − 6{−ζ8a, 1 + ζ8a, b}E
= 2{a6, 1− a6, b}E .
By taking the norm, we have
8{a6, 1− a6, b}k = 0 in Kgeosum(k;Gm, . . . ,Gm)
By passing to the extension k( 6
√
a) and taking the norm, we have
48{a, 1 − a, b}k = 0.
Then {a, 1− a, b}k = 0 follows from the lemma below, which completes the
proof. 
Lemma 4.2 (See [10, Lemma 5.8]). Assume that there exists an integer
n > 0 such that n{a, 1 − a}E = 0 for any finite extension E of k and for
any a ∈ E \ {0, 1}. Then {a, 1 − a}k = 0 for any a ∈ k \ {0, 1}.
Definition 4.3 ([6, Example 10.2 (b)]). A homotopy invariant presheaf F
with transfers is said to be birational if for any smooth k-variety X and any
dense open subset U of X, the restriction map F (X)→ F (U) is bijective.
Remark 4.4. Let A be an abelian variety over k, which we regard as a
sheaf with transfers. Then A is birational. Thus every section of A has
empty modulus, and hence we have
Kgeosum(k;A1, . . . , An) ≃ Kgeomax(k;A1, . . . , An)
where Ai are abelian varieties. By Theorem 3.1 and a result of Kahn-
Yamazaki [6], we have
(A1 ⊗RSC · · · ⊗RSC An)(k) ≃ (A1 ⊗HI · · · ⊗HI An)(k).
Corollary 4.5. Let F be a birational homotopy invariant presheaf with
transfers. Then there is an isomorphism
(F ⊗RSC Gm ⊗RSC · · · ⊗RSC Gm)(k) ≃ (F ⊗HI Gm ⊗HI · · · ⊗HI Gm)(k).
Proof. By Theorem 3.1 and a result of Kahn-Yamazaki [6], our task is to
prove an isomorphism
Kgeosum(k;F,Gm, . . . ,Gm) ≃ Kgeomax(k;F,Gm, . . . ,Gm).
Since F is birational, we have F (Co) = F (C) for a proper smooth curve
C and an open subset Co of C. Thus every elements of F (Co) has empty
modulus. Therefore, by the definition of our Kgeosum and K
geo
max, we have
Kgeosum(k;F,G
⊗r
HI
m ) ≃ Kgeomax(k;F,G⊗
r
HI
m ) ≃ Kgeomax(k;F,Gm, . . . ,Gm).
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Here G
⊗r
HI
m denotes the tensor product of r-copies of Gm in HI.
On the other hand, let U(G
⊗r
RSC
m ) be the kernel of the canonical surjection
G
⊗r
RSC
m −→ G⊗
r
HI
m . Then we have an exact sequence
Kgeosum(k;F,U(G
⊗r
RSC
m )) −→ Kgeosum(k;F,G⊗
r
RSC
m ) −→ Kgeosum(k;F,G⊗
r
HI
m ).
By Proposition 4.1, we have
U(G
⊗r
RSC
m )(k) = 0,
and hence
Kgeosum(k;F,U(G
⊗r
RSC
m )) = 0.
This completes the proof. 
Remark 4.6. In general, we don’t know that for homotopy invariant sheaves,
the SC-reciprocity tensor product ⊗RSC of homotopy invariant sheaves co-
incides with the homotopy invariant tensor product ⊗HI. This question
relates the question on Kgeosum and K
geo
max in Remark 3.3.
4.2. K-group of Ga and copies of Gm.
Proposition 4.7. Assume that ch(k) = 0. We have an isomorphism
(Ga ⊗RSC G⊗
r
RSC
m )(k) ≃ Kgeosum(k;Ga,Gm, . . . ,Gm) ≃ Ωrk.
Proof. We prove by a result of Hiranouchi [3] and that of Ivorra-Ru¨lling
[5]. But a function we use below is different, since the modulus condition is
different.
We first show a map
k⊗(k∗)⊗r −→ Kgeosum(k;Ga,Gm, . . . ,Gm), a⊗b1⊗· · ·⊗br 7→ {a, b1, . . . , br}k
factors through Ωrk. Our task is to show that the elements of the forms
(i) {a, a, b3, . . . , br}k + {1− a, 1− a, b3, . . . , br}k (a ∈ k \ {0, 1}, b ∈ k∗)
(ii) {a, b1, . . . , br}k (a ∈ k \ {0, 1}, b ∈ k∗ with bi = bj for some i < j )
are zero in Kgeosum(k;Ga,Gm, . . . ,Gm).
(i) If a is a root of t2 − t+ 1 = 0, one easily shows that
{a, a, b}k + {1− a, 1− a, b}k = 0 in (Ga
M⊗Gm
M⊗ · · ·M⊗Gm)(k)
Here b denotes b3, . . . , br. Given a ∈ k\{0, 1} with a2−a+1 6= 0 and bi ∈ k∗
for i = 3, . . . , r, we consider the following functions
g1 = t ∈ Ga(P1 \ {∞}),
g2 = t ∈ Gm(P1 \ {0,∞}),
gi = bi ∈ Gm(P1) (i = 3, . . . , r)
and the rational function f on P1,
f =
(t− a)(t− (1− a))(t+ 1)(t2 + a2 − a+ 1)
t5 − a(1 − a)(a− a2 − 1) .
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Then one can easily check that g1, g2 and gi have SC-modulus (P
1, 2[∞]), (P1, [0]+
[∞]) and (P1, φ) respectively, and that f belongs to G(P1, [0]+3[∞]). There-
fore the element ∑
c∈P1\{0,1,∞}
vc(f)Trk(c)/k{g1(c), g2(c), b}k(c)
is zero in our Kgeosum. We write α, β for a root of t2 + a2 − a + 1 = 0 and
t5 − a(1 − a)(a − a2 − 1) = 0 respectively. In Kgeosum(k;Ga,Gm, . . . ,Gm), we
have
0 =
∑
c∈P1\{0,1,∞}
vc(f)Trk(c)/k{g1(c), g2(c), b}k(c)
= {a, a, b}k + {1− a, 1− a, b}k + {−1,−1, b}k
+Trk(α)/k{α,α, b}k(α) − Trk(β)/k{β, β, b}k(β)
= {a, a, b}k + {1− a, 1− a, b}k +Trk(α)/k{
α
2
, α2, b}k(α) − Trk(β)/k{
β
5
, β5, b}k(β)
= {a, a, b}k + {1− a, 1− a, b}k
+ {Trk(α)/k
(
α
2
)
, 1 + a− a2, b}k − {Trk(β)/k
(
β
5
)
, a(1 − a)(a− a2 − 1), b}k
= {a, a, b}k + {1− a, 1− a, b}k.
(ii) We know that the element of the form
{b1, . . . , br}k with bi = bj for some i < j
is 2-torsion inKgeosum(k;Gm, . . . ,Gm) ≃ KMr (k). Thus the element {a, b1, . . . , br}k
is also 2-torsion in Kgeosum(k;Ga,Gm . . . ,Gm) for any a ∈ k. Thus we have
{a, b1, . . . , br}k = 2{a
2
, b1, . . . , br}k = 0.
Thus we have a morphism
φ : Ωrk −→ Kgeosum(k;Ga,Gm, . . . ,Gm)
and the map φ is injective, since a composite map
Ωrk
φ−→ Kgeosum(k;Ga,Gm, . . . ,Gm)→ Kgeomax(k;Ga,Gm, . . . ,Gm)
τ−→ T (Ga,Gm, . . . ,Gm)(k) ≃ Ωrk
is an isomorphism. Here the last isomorphism is a result of Ivorra-Ru¨lling.
We show that φ is surjective by an argument in the proof of Theorem 3.7 of
[3]. Let E be a finite extension of k, and Tale a ∈ E, bi ∈ E∗ (i = 1, . . . , r).
Let {a, b1, . . . , br}E/k be an element of Kgeosum(k;Ga,Gm, . . . ,Gm). By the
isomorphism ΩrE ≃ E⊗kΩrk, the trace map ΩrE → Ωrk is defined by the trace
map TrE/k : E → k. We have
TrE/k(adlog b1 · · · dlog br) =
∑
j
TrE/k(αj) dlog βj,1 · · · dlog βj,r
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for αj ∈ E, βj,l ∈ k. Thus we have
φ(TrE/k(adlog b1 · · · dlog br)) =
∑
j
φ(TrE/k(αj) dlog βj,1 · · · dlog βj,r)
=
∑
j
TrE/k ◦ φE(αj dlog βj,1 · · · dlog βj,r)
= TrE/k ◦ φE(
∑
j
αj dlog βj,1 · · · dlog βj,r)
= TrE/k ◦ φE(adlog b1 · · · dlog br)
= {a, b1, . . . , br}E/k.
This shows that φ is surjective, and the proof completes. 
Remark 4.8. The wedge product Ωrk × Ωsk −→ Ωr+sk corresponds to the
following morphism
Ga ⊗RSC G⊗
r
RSC
m ×Ga ⊗RSC G⊗
s
RSC
m −→ Ga ⊗RSC Ga ⊗RSC G⊗
(r+s)
RSC
m
−→ Ga ⊗RSC G⊗
(r+s)
RSC
m .
Here the last morphism is induced by ϕ : Ga⊗RSCGa −→ Ga in Proposition
4.9 below.
4.3. K-group of Ga and Ga. We will see a different phenomenon of our
K-group Kgeosum from T -functor (see [5, Theorem 5.5.1]).
Proposition 4.9. There is a split surjective morphism in RSC
ϕ : Ga ⊗RSC Ga −→ Ga.
In particular, Ga ⊗RSC Ga is not zero.
Proof. By the definition of the tensor product in RSC and the adjunction
of (ωCI, ω
CI), to give a morphism Ga ⊗RSC Ga −→ Ga is equivalent to give
a morphism ωCIGa ⊗MPST ωCIGa −→ ωCIGa. By Lemma 2.6, our task is
to give a family of bilinear maps
ϕM1M2 : ω
CI
Ga(M1)× ωCIGa(M2) −→ ωCIGa(M1 ⊗M2)
which satisfy propersities (i) and (ii) in Lemma 2.6.
We first consider a modulus presheaf ωCIGa. For any M ∈ MCor, we
have
ωCIGa(M) = HomMPST(Ztr(M), ω
CI
Ga)
= HomCI(H0(Ztr(M)), ω
CI
Ga)
= HomRSC(h0(M),Ga) ⊂ Ga(Mo) = ω∗Ga(M)
Thus we first consider bilinear maps given by the multiplication of functions;
ϕM1M2 : ω
CI
Ga(M1)×ωCIGa(M2) −→ ω∗Ga(M1⊗M2), (g1, g2) 7→ p∗1(g1)p∗2(g2)
where pi denote the projection M1 ×M2 →Mi for i = 1, 2. One can easily
check that the bilinear maps ϕMN satisfy the properties in Lemma 2.6.
Hence we have a morphism in MPST
ϕ : ωCIGa ⊗MPST ωCIGa −→ ω∗Ga.
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By Lemma 4.10, the map ϕ factors through ωCIGa and thus we have a
desired morphism
ϕ : ωCIGa ⊗MPST ωCIGa −→ ωCIGa.
Since ϕ(f ⊗ 1) = f for any f ∈ ωCIGa(M), the map ϕ is surjective. By the
definition of ⊗RSC, we have a surjective morphism in RSC
ϕ : Ga ⊗RSC Ga −→ Ga.
Consider the map 1 : Z→ Ga. Then the composite map
Ga ≃ Ga ⊗RSC Z Id⊗1−→ Ga ⊗RSC Ga ϕ−→ Ga
is the identity map of Ga. The proof completes. 
Lemma 4.10. Let notation be as in the proof of Proposition 4.9. The
element ϕMN (g1, g2) belongs to ω
CI
Ga(M ⊗N).
Proof. We first consider the multiplication map A1×A1 → A1, (x, y) 7→ xy.
One easily sees that this map gives an admissible correspondence (P1, 2[∞])⊗
(P1, 2[∞])→ (P1, 2[∞]). Thus we have a morphism in RSC
h0((P
1, 2[∞]) ⊗ (P1, 2[∞])) → h0(P1, 2[∞]).
Composing the canonical isomorphism h0(P
1, 2[∞]) ⊗RSC h0(P1, 2[∞]) ≃
h0((P
1, 2[∞] ⊗ (P1, 2[∞])) and the Albanese map h0(P1, 2[∞]) → Ga, we
have a morphism
h0(P
1, 2[∞]) ⊗RSC h0(P1, 2[∞]) −→ Ga
which fits into the following commutative diagram
h0(P
1, 2[∞]) ⊗PST h0(P1, 2[∞]) //

Ga ⊗PST Ga

h0(P
1, 2[∞]) ⊗RSC h0(P1, 2[∞]) // Ga.
Let gi ∈ ωCIGa(Mi) = HomRSC(h0(Mi),Ga) (i = 1, 2). By Lemma
4.11, we have a lift g˜i ∈ HomRSC(h0(Mi), h0(P1, 2[∞])). Then the element
ϕM1M2(g1, g2) ∈ ω∗Ga(M1⊗M2) = Ga(Mo1 ×M02 ) coincides with the follow-
ing composite map
Ztr(M
o
1 ×M02 )→ h0(M1 ⊗M2) ≃ h0(M1)⊗RSC h0(M2)
g˜1×g˜2−→ h0(P1, 2[∞])⊗RSC h0(P1, 2[∞])→ Ga.
Thus ϕM1M2(g1, g2) ∈ HomRSC(h0(M1⊗M2),Ga) = ωCIGa(M1⊗M2). 
Lemma 4.11. The Albanese map h0(P
1, 2[∞])→ Ga induces a surjection
HomRSC(h0(X,D), h0(P
1, 2[∞])) −→ HomRSC(h0(X,D),Ga).
Proof. Let f ∈ Ga(X) having SC-modulus (X,D). Then we have a com-
mutative diagram
F
ι
// Ztr(X)
f
**❱❱
❱❱
❱❱
❱❱
❱❱
❱❱
❱❱
❱❱
❱❱
❱❱
❱❱
❱❱
f

// h0(X,D)
%%❏
❏
❏
❏
❏
❏
❏
❏
❏
❏
❏
Ztr(A
1)
π
// h0(P
1, 2[∞])
alb
// Ga
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Here F is the kernel of the map Ztr(X)→ h0(X,D). Our task is to show the
composition η := pi ◦ f ◦ ι is zero. Since h0(P1, 2[∞]) has global injectivity,
thus it is enough to check that the map η is zero over any function field
K of a connected smooth schemes. Since hNis0 (P
1, 2[∞]) ≃ Z ⊕ Ga, the
Albanese map alb : h0(P
1, 2[∞])→ Ga is split surjective on every Nisnevich
stalks, and we have h0(P
1, 2[∞])(K) ≃ Z⊕Ga(K). Thus the image of η on
Ga-part is zero by the assumption on f . The image of η on Z-part is also
zero, because Ztr(X) → Z factors through h0(X) and F is already zero in
h0(X). 
Corollary 4.12. There is a split exact sequence
0 −→ Ω1k −→ Ga ⊗RSC Ga(k) −→ k −→ 0.
In particular, Ga ⊗RSC Ga(k) is non-zero.
To prove this corollary, we need the following lemmas.
Lemma 4.13. There is a map
ψ : Ω1k −→ Kgeosum(k;Ga,Ga).
Proof. Let M be the free k-module generated by the symbols {da |a ∈ k}.
Consider a map ψ : M −→ Kgeosum(k;Ga,Ga) sending an element adb to
{a, b} − {ab, 1}. Then it is easy to see that ψ satisfies the followings
(1) ψ(d(a+ b)− da− db) = 0 for any a, b ∈ k
(2) ψ(dn) = 0 for any n ∈ Z.
We will show that ψ satisfies ψ(d(ab)− bda− adb) = 0 for all a, b ∈ k, i.e.
(∗) {1, ab} + {ab, 1} − {a, b} − {b, a} = 0 in Kgeosum(k;Ga,Ga)
Let us consider the following functions on P1k;
f(t) =
(t2 − a24 )(t2 − b2)(t2 − (1 + ab2 )2)
(t2 − 1)(t2 − a2b24 )(t2 − (a2 + b)2)
g1(t) = g2(t) = t.
Then one can easily check that g1, g2 have SC-modulus (P
1, 2[∞]), and that
f belongs to G(P1, 4[∞]). Therefor in Kgeosum(k;Ga,Ga), we have
0 =
∑
c∈P1\{∞}
vc(f)Trk(c)/k{g1(c), g2(c)}k(c)
= {a, a
2
}+ {2b, b} + {a+ ab, 1 + ab
2
}
− {2, 1} − {ab, a
2
} − {a+ 2b, a
2
+ b}
= {1, ab} + {ab, 1} − {a, b} − {b, a}.
This shows (∗), and thus ψ induces a map Ω1k → Kgeosum(k;Ga,Ga). This
completes the proof. 
Lemma 4.14. There is a map
φ : Kgeosum(k;Ga,Ga) −→ Ω1k.
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Proof. Consider a map φ : (Ga ⊗PST Ga)(k) −→ Ω1k sending an element
{a, b}L to TrL/k(adb). Then properties of the trace maps for Ω1 shows
that φ is a homomorphism. Let ((C,m), {m}i, f, {gi}i) be a relation datum
of geometric type with summational modulus for Ga and Ga. Then we
compute Resx(g1dg2 dlog(f)) for x ∈ C. In case gi are regular at x, then we
have
Resx(g1dg2 dlog(f)) = vx(f)Trk(x)/kg1(x)dg2(x).
In case where one of gi is not regular at x, then by the modulus conditions
on f, g1 and g2, the differential 2-form g1dg2 dlog(f) is regular at x (cf. [14,
Proposition 5 in §1.3 of Chapter III]) and thus
Resx(g1dg2 dlog(f)) = 0.
Since the following composite map
Ω2k(C)
⊕Resx−→
⊕
x∈C
Ω1k(x)
Tr−→ Ω1k
is zero, we have
0 =
∑
x∈C
Resx(g1dg2 dlog(f)) =
∑
x∈Co
vx(f)Trk(x)/kg1(x)dg2(x)
= φ
( ∑
x∈Co
vx(f)Trk(x)/k{g1(x), g2(x)}k(x)
)
.
Thus the map φ factors throughKgeosum(k;Ga,Ga), which completes the proof.

Proof of Corollary 4.12. By Theorem 3.1 and Proposition 4.9, we have
a split surjection
ϕk : K
geo
sum(k;Ga,Ga) ≃ (Ga ⊗RSC Ga)(k) −→ k.
Let C be the cokernel of the section k → Kgeosum(k;Ga,Ga) of ϕk and let
pi : Kgeosum(k;Ga,Ga) → C be the quotient map. From the construction of
the maps ψ and φ, we obtain the followings;
• the composite map pi ◦ ψ is surjective,
• the composition φ ◦ ψ is the identity,
• φ factors through C,
which imply that the composite map pi ◦ ψ : Ω1k → C is an isomorphism.
This completes the proof. 
On the other hand, for K-group Kgeomax with maximal modulus conditions
for Ga and Ga, by the proof of [5, Theorem 5.5.1], we have
Proposition 4.15. Assume that ch(k) 6= 2. Then for any Fi ∈ RSC, we
have
Kgeomax(k;Ga,Ga, F1, . . . , Fr) = 0.
Proof. It is enough to show that {a, b, c1, . . . , cr} = 0 in Kgeomax for any
a, b ∈ k and any ci ∈ Fi(k).
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We consider the following functions
g1 =
at
2
∈ Ga(P1 \ {∞})
g2 = bt ∈ Ga(P1 \ {∞})
hi = ci ∈ Fi(P1) (i = 1, . . . , r)
and the rational function f on P1,
f =
t2 − 1
t2
.
Then one can easily check that g1, g2 and hi have SC-modulus (P
1, 2[∞]), (P1, 2[∞])
and (P1, ) respectively, and that f belongs to G(P1, 2[∞]). Therefore a col-
lection ((P1, 2[∞]), f, {g1, g2, h1, . . . , hr}) is a relation datum of geometric
type with maximal modulus for Ga,Ga and Fi. Thus the corresponding
element is zero in Kgeomax. Thus
0 = {a
2
, b, c1, . . . , cr}+ {−a
2
,−b, c1, . . . , cr} = {a, b, c1, . . . , cr}.
This completes the proof. 
5. Applications
5.1. 0-cycles with modulus.
Corollary 5.1. Let Mi := (Ci,mi) be a proper modulus pair with smooth
curves Ci for i = 1, 2. Let JMi be the generalized Jacobian for Mi. Assume
that the open complement Coi has a k-rational point. Then we have the
following decomposition
CH0(M1 ⊗M2) ≃ Z⊕ JM1(k)⊕ JM2(k)⊕Kgeosum(k;JM1 , JM2).
Proof. By [7, Proposition 9.4.1], we know that hZar0 (Mi) ≃ Z⊕JMi . Taking
the tensor product in RSC and taking a value over Spec(k), we have
CH0(M1 ⊗M2) ≃ Z⊕ JM1(k)⊕ JM2(k)⊕ (JM1 ⊗RSC JM2)(k).
Thus the first assertion follows from Theorem 3.1. 
Corollary 5.2. Let M = (P1, 2[∞]), N = (P1, [0] + [∞]) be the modulus
pairs. There are the following isomorphisms.
(1) Assume that char(k) = 0.
CH0(M ⊗N⊗r) ≃ Z⊕ k ⊕ (k∗)⊕r ⊕
r⊕
i=2
(KMi (k))
ci ⊕
r⊕
i=1
(Ωik)
⊕ci .
Here ci is the binomial coefficient
(r
i
)
. The isomorphism in case r = 1
sends a 0-cycle [(a, b)] of a k-rational point to
(1, a, b, adlog(b)) ∈ Z⊕ k ⊕ k∗ ⊕ Ω1k.
(2) CH0(M ⊗M) ≃ Z⊕ k3 ⊕ Ω1k.
Proof. The assertions follow from Corollary 5.1, Proposition 4.7 and Corol-
lary 4.12. 
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Remark 5.3. (1) For an effective divisor m on P1, we know that in charac-
teristic zero, hZar0 (P
1,m) can be described by Z, Gm and Ga. Thus, similarly
to Corollary 5.2, one can explicitly compute Chow group of 0-cycle with
modulus for products of (P1,m) and N⊗r.
(2) By [2, Theorem 10.10], we have known that the Albanese kernel for
M ⊗M is not zero over C. Corollary 5.2 (2) shows its Albanese kernel is
isomorphic to Ω1
C
.
The next corollary comes from a discussion with Federico Binda. And an
idea of the proof is originally given by him.
Corollary 5.4. Assume that k = C. Let JC be the Jacobian variety of a
projective smooth curve C of a positive genus. Then we have (Ga ⊗RSC
JC)(C) = K
geo
sum(C;Ga, JC) is non-zero.
Proof. Let M = (P1, 2[∞]) and N = (C,φ). We consider a modulus pair
L =M ⊗N . We have pg(L) = 0. Furthermore,
H2(L,IL∞) 6= 0.
The modulus pair L satisfies conditions in [2, Theorem 10.10] and hence
CH0(L) are not finite-dimensional, i.e. the Albanese kernel is not zero. Now
by Proposition 4.9 and Corollary 5.1, (Ga⊗RSCJC)(C) contain the Albanese
kernel. The proof completes. 
Remark 5.5. Compare to [12], Corollary 5.4 tells us again that in general
our K-group Kgeosum does not coincide with T -functor group.
Corollary 5.6. Let (C,mred) be a proper modulus pair with dimC = 1.
Assume that ch(k) > 2 and that the open complement Co has a k-rational
point. Then for any s ≥ 1, we have a decomposition
CH0((P
1, (s + 1)[∞]) ⊗ (C,mred)) ≃ Z⊕Ws(k)⊕ J(k).
Here J is the Jacobian variety of Co.
Proof. By the definition of the tensor product ⊗RSC in RSC, we have a
surjection
(F ⊗PST G)(k) −→ (F ⊗RSC G)(k)
for any F,G ∈ RSC. Thus the assertion now follows from a vanishing result
of Hiranouchi [3, Lemma 3.6] and Corollary 5.1. 
5.2. Higher 0-cycle with modulus.
Proposition 5.7. LetM = (X,D) be a proper modulus pair. Let d = dimX
and let r be a positive integer. Then there is a surjection
cyclKgeosum : K
geo
sum(k;h0(M),Gm, . . . ,Gm) −→ CHd+r(M ; r).
Here CHd+r(M ; r) is Binda–Saito’s higher Chow group with modulus ([1]).
Proof. We know the isomorphism
k∗ ≃ CH1(k; 1).
Consider the external product
CH0(M)⊗ (k∗)⊗r −→ CHd+r(M ; r).
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One easily shows that this external product induces a surjection
(h0(M)⊗PST Gm ⊗PST · · · ⊗PST Gm)(k) −→ CHd+r(M ; r).
Thus our task now is to show that the element of the form
(5.2.1)
∑
c∈Co
vc(f)Trk(c)/k(g1(c)⊗ · · · ⊗ gn(c))
goes zero in CHd+r(M ; r) by the external product map.
In our case, the relation data is given by the following:
(i) C: a proper integral normal curve over k
(ii) α: admissible finite correspondence from (C,m0) to M .
(iii) gi: elements in Gm(C \m0) (i = 1, . . . , r)
(iv) f : a function in G(C,m) where m = m0 + r(m0)red
We may assume that α is elementary, i.e. it is given by one integral closed
subscheme Z in Co ×Xo where Xo = X \D.
Let Z
N
be the normalization of the closure of Z in C × X and let p :
Z
N → C and q : Z → X be the projection. We may assume that q is finite.
Then we have a finite map
ϕ := q × p∗f × p∗g1 × · · · × p∗gr : ZN −→ X × (P1)r+1.
Let W be the closed integral subscheme Im(ϕ) ∩ (Xo × (P1 \ {1})r+1). By
condition (ii), (iii) and (iv), we have
ϕ∗(D × (P1)r+1) ≤ ϕ∗(X × {1} × (P1)r) ≤ ϕ∗(X × F1).
Thus W belongs to zd+r(M ; r + 1) and we have
∂(W ) =
∑
p∈Co
vp(f)[(Z(p), g1(p), . . . , gr(p))]
which is the image of (5.2.1) by the external product map. This completes
the proof. 
5.3. The tensor product of Ga and Gm. Assume that the base field k is
of characteristic zero.
Corollary 5.8. There is an isomorphism of reciprocity Zariski sheaves
Ω1 ≃ (Ga ⊗RSC Gm)Zar.
Proof. For any field K of characteristic zero, by Corollary 5.2, we have
CH0(MK ⊗NK) ≃ Z⊕Gm(K)⊕Ga(K)⊕ Ω1K
where MK = (P
1
K , 2[∞]), N = (P1K , [0] + [∞]).
On the other hand, if K is the function field k(X) of a smooth scheme X
over a field k, then we have
h0(M ⊗N)(k(X)) ≃ CH0(Mk(X) ⊗Nk(X)).
Since hZar0 (M ⊗N) decompose as
hZar0 (M ⊗N) ≃ Z⊕Gm ⊕Ga ⊕ (Ga ⊗RSC Gm)Zar,
we have an isomorphism
τk(x) : Ω
1
k(X) ≃ (Ga ⊗RSC Gm)Zar(k(X)), adlog(b) 7→ {a, b}
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for all connected smooth scheme X over k.
Now our task is to construct a map Ω1 → (Ga ⊗RSC Gm)Zar which is
compatible with the above isomorphism. Since a reciprocity sheaves has
global injective property [7, Theorem 6], for any smooth X and any point x
in X, we have injections
Ω1OX,x → Ω1k(X), (Ga ⊗RSC Gm)Zar(OX,x)→ (Ga ⊗RSC Gm)Zar(k(X)).
Thus it is enough to check that the isomorphism τk(X) sends Ω
1
OX,x
to
(Ga⊗RSCGm)Zar(OX,x). But it is easily seen, and the proof completes. 
Remark 5.9. The same strategy in the proof of Corollary 5.8 works for
proving the following isomorphisms of reciprocity Zariski sheaves.
(1) (G⊗RSCrm )Zar ≃ (G⊗HIrm )Zar .
(2) (Ga ⊗RSC G⊗RSCrm )Zar ≃ Ωr.
Appendix A. SC-reciprocity for a commutative algebraic group
In [7, Theorem 4.1.1], they proved that any smooth commutative group
scheme locally of finite type over k has reciprocity. This result follows from
a criterion for reciprocity [7, Remark 4.1.2] and a result of Rosenlicht- Serre
[14]. In this section, we show a similar criterion for SC-reciprocity and prove
the following:
Proposition A.1. Any smooth commutative group scheme locally of finite
type over k has SC-reciprocity.
The next lemma is a criterion for SC-reciprocity for certain presheaves
with transfers.
Lemma A.2 (cf. [7, Remark 4.1.2]). Let (X,D) be a proper modulus pair
with X := X \ |D|. Let F ∈ PST and a ∈ F (X). Assume that F has global
injectivity. Then in order to show that (X,D) is an SC-modulus for a, it is
sufficient to verify the following condition (∗) :
Let K = k(S) be a function field of a connected smooth scheme S, C a
normal integral curve over K and ϕ : C → X ×K a finite morphism whose
image is not contained in |D|×K. Put C := ϕ−1(X×K) and let ψ : C → X
be the induced map. Then
(divC(g))
∗(ψ∗(a)) = 0 in F (K) for any g ∈ G(C,DC)
Proof. In order to show that a modulus pairM := (X,D) is an SC-modulus
for a, by definition, we need to show that for any smooth scheme S, the
composite map
ω!HomMPST(Ztr(),Ztr(M))(S)
∂−→ Ztr(X)(S) a−→ F (S)
is zero. Since F has global injectivity, we may replace S by its function field
K = k(S).
Let V ∈ ω!HomMPST(Ztr(),Ztr(M))(K) = MCor(K ,M) be an in-
tegral closed subscheme of X × K which is finite surjective over K and
satisfies an admissible condition. Here  denotes P1 \ {1}. Let V be the
closure of V in X × K and V N the normalization of V . The projection
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V
N → K = P1K is regarded as a rational function g which belongs to
G(V
N
,D|
V
N ) by the admissible condition on V . Then we have
a(∂(V )) = (div
V
N (g))∗(ψ∗(a)) ∈ F (K)
where ψ : V
N \D|
V
N → X is the projection. Thus the condition (∗) implies
that a(∂(V )) = 0 in F (K), which completes the proof. 
Proof of Proposition A.1. By Lemma A.2, a reduction step and proofs
in [7, §4.2, §4.3 and §4.4] work for our setting, and thus the assertion follows.

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