Abstract. We report on an ongoing effort to build a Dynamic Data Driven Application System (DDDAS) for short-range forecast of wildfire behavior from real-time weather data, images, and sensor streams. The system should change the forecast when new data is received. The basic approach is to encapsulate the model code and use an ensemble Kalman filter in time-space. Several variants of the ensemble Kalman filter are presented, for out-of-sequence data assimilation, hidden model states, and highly nonlinear problems. Parallel implementation and web-based visualization are also discussed.
Introduction
We report on an ongoing effort to build a Dynamic Data Driven Application System (DDDAS) for short-range forecast of wildfire behavior with models steered by real-time weather data, images, and sensor streams. The forecast should be based on all available data, such as fuel maps, airborne images, internet weather data, field sensor data stream, and raw weather station streams. The forecast should change quickly when new data arrives. Delayed data should be taken into consideration as well and the system should provide measurement steering. The complete system should provide animated visualization and user steering over the internet. In this paper, we are mainly focusing on new developments, perspectives, and practical issues that have emerged since the previous paper [1] , where additional details and further references can be found.
The core of the system is a coupled weather-fire model [2] , developed by adding a semi-empirical fire model, based on Rothermel fire spread formulas [3] , to the Clark-Hall mesoscale atmosphere model [4] . The data needs to be assimilated into the coupled model. However, this software is a legacy FORTRAN code, which is very hard to modify. Instead, we have encapsulated the code and we use it in an Ensemble Kalman Filter (EnKF) scheme [5] . Steering of data acquisition can be achieved from the Kalman filter formulas, which can be used to indicate how the variance would be reduced by measurements of different quantities. Assimilation of out-of-order data will be achieved by maintaining the composite time-space state of the simulation over a number of time steps and applying Kalman filter algorithms to the composite state rather than to the state at a single analysis time.
The weather feedback is essential to fire behavior: it is well known that fire creates its own weather. Related work in the literature that combines weather and fire modeling includes FIRETEC [6] , which uses a much more detailed (and computationally demanding) physics and chemistry based model, and an implementation of the same fire model as here within the Weather Research and Forecasting (WRF) Model [7] . Practical field tools, which require the input of weather information, such as the wind, include FARSITE [8] .
Building a Foundation for DDDAS
Current tools used in the field include calculator-based algorithms that predict point-based fire spread from a wind speed, terrain slope, and fuel type as well as two-dimensional PC-based extensions of these formulas [8] . Building awareness of more advanced capabilities that currently exist and of work in progress toward sophisticated systems based on DDDAS is a part of this project.
Thus, we undertook to demonstrate first that atmosphere-fire models several orders of magnitude more complex than current operational tools can be run in real time even on single processor machines. A suite of simulations in which 3-6 nested domains were used to telescope from a 10-km regional-scale weather model to 1.1 km -41 m horizontal grid spacing respectively were compared, as well as simulations in which the feedback from the fire to the atmosphere was prevented. These demonstrated that this fire-atmosphere feedback was necessary to capture the evolution of the fire shape but that even the relatively coarse grid resolutions could capture the overall growth and progression of the fire. Such simulations with a few hundred meter horizontal grid size can easily be done on a single processor, i.e. such as a PC at a command center, at faster than real time.
Then, in the first application of its kind [9] , we have demonstrated that this model could be applied routinely to real fires in Colorado during summer 2004. Upon the operator learning the location of a fire start, the model was configured to establish 3 nested modeling domains over the ignition point. Input data included a locally-run 48-hr regional weather model forecast (MM5), information about the fuel types available for fires across Colorado, regionwide terrain elevation, and fuel moisture noted in incident reports and diagnosed from weather station data. The predicted fire behavior and growth throughout the remainder of the 48-hr forecast was then modeled. Although many refinements can be made in this approach, it is the foundation upon which DDDAS techniques can be built.
Software Structure
The DDDAS is built from three main components interacting only through specified interfaces, so the components are independent and any of them can be exchanged with ease. There are multiple versions of each component.
1.
The model component encapsulates all interaction with a specific model, such as advancing a single simulation to a specified time (Sec. 4), random perturbation of the simulation state, and data acquisition and comparing the data to the model state, i.e., the observation function (Sec. 7, 8) . The model component will also interact with the visualization and model steering interface in future (Sec. 10). 2. The EnKF component contains an implementation of the filter algorithms in a model independent form (Sec. 5). 3. The dynamic data assimilation driver component [1] calls the model and the filter components. Its main function to to coordinate the advancement in time of system states and to present the EnKF with the task of updating an ensemble of state vectors. For this purpose, the driver combines states at multiple times into a single composite state and decides which time snapshots to keep and which to recreate on demand, and controls the advancing of all simulations in time. This idea is related to out-of-sequence particle filters in target tracking applications [10, 11] , but similar ideas seem not to have been investigated in the context of meteorology and the much more efficient EnKF. The driver also handles any additional terms (Sec. 5, 6 ) by calls to model specific functions in the model component.
Fire Model
In the current fire model, the burning region in each fuel cell is represented by a quadrilateral defined by four points, called tracers. This submesh representation allows the cell to ignite gradually. The shape of the fireline can be quite complex. However, the EnKF assumes that there is a state u which can be meaningfully increased or decreased, and the tracer information is not such a quantity; for example, the fireline will need to be adjusted over several cells. Therefore, work is in progress to represent the location of the fire as the set of all points x such that g(x) > 0, where g is a level function from a finite element space. Level functions have been successfully used in PDE models with free boundary [12] . This work is also the foundation of eventually replacing the empirical fire model with one based on differential equations. We have developed a simple standalone fire model, based on a finite difference discretization of the reaction-convection-diffusion equation [1] . This model, while admittedly very simple and not quite physical, does produce a reasonable fire behavior with an advancing fire front. The purpose of the simple fire model is to test the performance of ensemble filters on equations with the type of nonlinear behavior that can be expected in a fire, and to serve as the background for the development of further fire models, with more realistic features such as, e.g., multiple species of fuel and modeling of the reaction intensity as a separate variable from the temperature. Such improved PDE based models will be calibrated against the existing empirically calibrated model, and they will be implemented using parallel Finite Elements and coupled with the weather model.
Ensemble Kalman Filter
In the EnKF approach, the model state is a probability distribution, represented by an ensemble of simulations, and the data probability distribution is represented by the measurement values and the associated error estimates. The model state is then updated using the Bayes theorem assuming that the probability distributions are approximately normal, which makes the filter much more efficient.
Consider a simulation state vector u, a measurement vector y, and an observation function h. The value h(u) is what the measurements should be if the simulation and the measurements were accurate. Of course in reality always h (u) = y, so one looks for u a , called the analysis, so that magnitudes of the residual y − h(u a ) and of the change in the model state u − u a are in some sense proportional to the uncertainty in the measurements y and in the simulation state u, respectively. The uncertainty of the measurements is assumed to be known. The uncertainty of the simulation u is estimated by running an ensemble of simulations from initial conditions with random perturbations and observing how far apart they spread. Under the assumption that the probability distributions are normal, the EnKF formulas [5] follow from the Bayes theorem, which coincides in this case with the least squares estimates.
Our first EnKF implementation follows [13] . Further improvements in the EnKF sampling strategies and implementations of the reduced rank analysis scheme based on eigenvalue and singular value techniques have been gaining popularity recently [5, 14] . However, with a few exceptions, e.g., [15] , modern efficient eigenvalue and singular value solvers are apparently not well known in the data assimilation community. We are examining the use of the eigensolver LOBPCG [16] and its modifications for low-rank approximation of covariance matrices in the ensemble filter and to reduce the ensemble size by an improved generation of the initial ensemble. Modifications of the EnKF for distributions that are not even approximately normal were presented, e.g., in [17] . The modular structure of our software system allows an easy replacement of the ensemble filter and experiments with various filters, without changing the other software components.
The EnKF is known to work well in oceanography and meteorology; however, its application even to the simple fire model (Sec. 4) fails. The reason is that the simulations in the ensemble become spatially rough and randomly exceed the ignition temperature, then soon the whole ensemble is on fire everywhere. Therefore, we have developed a special filter [18] , which controls the value of the spatial gradient of the solution by adding to the least squares function to be minimized a quadratic form of the difference between the gradient of the solution and the gradient of the mean of the ensemble members prior to the update. This filter was observed to result in low residuals of the analysis ensemble with no spurious fires.
Hidden Model Updating
The EnKF methodology assumes that the complete state of the model is modified by the filter, and any modified state is valid. Unfortunately, there are various dependencies between the state variables and constraints on which states are meaningful. For example, the weather model consists of several loosely coupled nested layers with complicated dependencies between them [4] . Just describing these dependencies and constraints outside of the model code would mean bringing much of the physics to the interface and duplicating a significant part of the code. Often, the constraints implemented in the model cannot be described even in principle because the consistency between variables in the model may be enforced only over time by techniques such as nudging [19] . For example, instead of imposing the constraint u = v, the evolution equation ∂u ∂t = F (u, . . .) for u may be modified to read
Difficulties with the validity of updated states are not widely discussed in the literature; [20] is a notable exception. The common solution seems to be to update some of the variables and simply hope for the best, that the change will propagate to all variables properly after some time.
In addition, it is not desirable to update all variables because there are too many of them. The part of the system state that is not being updated is hidden from the Kalman filter, contrary to its mathematical derivation. We propose to update only a small part of the state and to improve the chance of the hidden variables to settle to their natural values by a combination of nudging and the EnKF. We will compute the new value of the state vector u in each simulation by an ensemble Kalman algorithm, then restart each simulation from an earlier time and impose the new value as v in (1).
Assimilation of Airborne Images and Sensor Streams
Airborne near and thermal infrared images can be processed to show the presence of fire quite reliably [21, 22] . The challenges in assimilation of images include the large number of pixels, matching geographical coordinates of the pixels to the coordinates in the model, and recognizing that the errors are correlated because different cameras may be used to image the scene. The ongoing development of algorithms for extracting fire temperature and predicting the direction of fire propagation will provide further data for comparison to the model output [23, 24] . Image processing also allows the transmission of only the pertinent pixels containing a fire signal, greatly reducing bandwidth requirements, while taking into account that false positive fire detections are more likely than false negatives.
Ground sensor data streams that can provide direct fire measurement are now available, but they also must be appropriately matched to the model time step [25] . Techniques used in this area include averaged time derivatives or Fourier coefficients in time.
Weather Data Input
Assimilation of weather data requires creating an observation function h such that for a weather model state u, h(u) are the same physical variables and at the same points in space as the available data y. This process involves the transformation of physical variables and units and spatial interpolation. The separation of the observation function into linear and nonlinear terms should be also given, as well as error bounds for the weather data. The error bounds are known from instrument accuracy or from the statistics of the ensembles used for the forecasts.
These physical variables include temperature, pressure, wind speed and direction, and atmospheric humidity. They come from weather data sources that range from three-dimensional weather model analyses and forecasts to pointbased weather station data. These are delivered in near real time via the NOAA-PORT satellite broadcast.
Parallel Implementation
The code under development will run using coarse grain parallelism. A master controls a very large number of clients that have two tasks: (1) run a weather and wildfire simulation a short period of time, and (2) perform the EnKF update with the weather and wildfire state from (1). The ensemble filter update only consists of matrix-matrix multiplications (dense and sparse). Parallel iterative equation solvers and eigensolvers are also used with distributed data on the clients.
As we incorporate the WRF weather model [7] into our code, we will use its highly tuned parallel implementation. This will allow the weather simulation to execute on a group of nodes. The current wildfire model is strictly serial. Parallelization of the wildfire model consists of replacing the current model with a new, parallel computer friendly PDE based model.
Web Based Interface and Visualization
We currently dump physical fields into files out for visualization and/or analysis during the simulation at about 30 second intervals of model time. The 3D fields are the wind velocity components, buoyancy, pressure perturbation, cloud microphysics fields (water vapor, cloud water, rain, etc.), and smoke concentration. The 2-D fields are the fire heat and water vapor fluxes at each fuel cell and the fuel remaining. These fields can be visualized, e.g., with IDL or Matlab.
In future, we will visualize simulation results on a web site using Java applets. The software structure will support real time visualization with the data streamed to the client, near real-time visualization, where the client periodically retrieves the output of an on-going simulation and examines the process of the spreading fire, as well as offline playback. The same software structure will support clients from powerful workstations, which can provide full 3D visualization for offline analysis, to PDAs and cell phones, which may be limited to 2D animated maps or only periodically refreshed 2D static maps. In any case, the user will be able to pause, rewind, forward, zoom in and out, switch angles, and interact with the visualization to input data.
Separate visible layers will present information such as maps, fuel, wind, fire location and intensity, and probability of burning (from the ensemble forecast). The user will be able to turn the layers on and off, change their order, or modify their transparency. Also, transparency may be used to visualize the probability of the fire, while the color can represent fire intensity.
