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Abstract
We provide a computational complexity analy-
sis for the Sinkhorn algorithm that solves the en-
tropic regularizedUnbalancedOptimal Transport
(UOT) problem between two measures of possi-
bly different masses with at most n components.
We show that the complexity of the Sinkhorn al-
gorithm for finding an ε-approximate solution to
the UOT problem is of order O˜(n2/ε), which
is near-linear time. To the best of our knowl-
edge, this complexity is better than the complex-
ity of the Sinkhorn algorithm for solving the Op-
timal Transport (OT) problem, which is of order
O˜(n2/ε2). Our proof technique is based on the
geometric convergence of the Sinkhorn updates
to the optimal dual solution of the entropic regu-
larized UOT problem and some properties of the
primal solution. It is also different from the proof
for the complexity of the Sinkhorn algorithm for
approximating the OT problem since the UOT so-
lution does not have to meet the marginal con-
straints.
1. Introduction
The Optimal Transport (OT) problem has a long history
in mathematics and operation research, originally used to
find the optimal cost to transport masses from one distribu-
tion to the other (Villani, 2003). Over the last decade, OT
has emerged as one of the most important tools to solve
interesting practical problems in statistics and machine
learning (Peyre´ & Cuturi, 2019). Recently, the Unbal-
anced Optimal Transport (UOT) problembetween two mea-
sures of possibly different masses has been used in several
applications in computational biology (Schiebinger et al.,
2019), computational imaging (Lee et al., 2019), deep
learning (Yang & Uhler, 2019) and machine learning and
statistics (Frogner et al., 2015; Janati et al., 2019).
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The UOT problem is a regularized version of Kantorovich
formulationwhich places penalty functions on the marginal
distributions based on some divergence (Liero et al., 2018).
When the two measures are the probability distributions,
the standard OT is a limiting case of the UOT. Under
the discrete setting of the OT problem where each prob-
ability distribution has at most n components, the OT
problem can be recast as a linear programming problem.
The benchmark methods for solving the OT problem are
interior-point methods of which the most practical com-
plexity is O˜(n3) developed by (Pele & Werman, 2009). Re-
cently, (Lee & Sidford, 2014) used Laplacian linear sys-
tem algorithms to improve the complexity of interior-point
methods to O˜(n5/2). However, the interior-point methods
are not scalable when n is large.
To deal with the scalability of computing the OT, (Cuturi,
2013) proposed to regularize its objective function by
the entropy of the transportation plan, which results in
the entropic regularized OT. One of the most popular al-
gorithms for solving the entropic regularized OT is the
Sinkhorn algorithm (Sinkhorn, 1974), which was shown by
(Altschuler et al., 2017) to have a complexity of O˜(n2/ε3)
when used to approximate the OT within an ε-accuracy.
In the same article, (Altschuler et al., 2017) developed
a greedy version of the Sinkhorn algorithm, named the
Greenkhorn algorithm, that has a better practical perfor-
mance than the Sinkhorn algorithm. Later, the complexity
of the Greenkhorn algorithm was improved to O˜(n2/ε2)
by a deeper analysis in (Lin et al., 2019b). To accelerate
Sinkhorn and Greenkhorn algorithms, (Lin et al., 2019a) in-
troduced Randkhorn and Gandkhorn algorithms that have
complexity upper bounds of O(n7/3/ε). These complex-
ities are better than those of Sinkhorn and Greenkhorn
algorithms in terms of the desired accuracy ε. A dif-
ferent line of algorithms for solving the OT problem
is based on primal-dual algorithms. These algorithms
include accelerated primal-dual gradient descent algo-
rithm (Dvurechensky et al., 2018), accelerated primal-dual
mirror descent algorithm (Lin et al., 2019b), and acceler-
ated primal-dual coordinate descent algorithm (Guo et al.,
2019). These primal-dual algorithms all have complexity
upper bounds of O˜(n2.5/ε), which are better than those
of Sinkhorn and Greenkhorn algorithms in terms of ε.
Recently, (Jambulapati et al., 2019; Blanchet et al., 2018)
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developed algorithms with complexity upper bounds of
O˜(n2/ε), which are believed to be optimal, based on ei-
ther a dual extrapolation framework with area-convex mir-
ror mapping or some black-box and specialized graph al-
gorithms. However, these algorithms are quite difficult
to implement. Therefore, they are less competitive than
Sinkhorn and Greenkhorn algorithms in practice.
Our Contribution. While the complexity theory for OT
has been rather well-understood, that for UOT is still
nascent. In the paper, we establish the complexity of ap-
proximating UOT between two discrete measures with at
most n components. We focus on the setting when the
penalty functions are Kullback-Leiber divergences. Similar
to the entropic regularized OT, in order to account for the
scalability of computingUOT, we also consider an entropic
version of UOT, which we refer to as entropic regularized
UOT. The Sinkhorn algorithm is widely used to solve the
entropic regularizedUOT (Chizat et al., 2016); however, its
complexity for approximating the UOT has not been stud-
ied. Our contribution is to prove that the Sinkhorn algo-
rithm has a complexity of
O
(
n2
ε log(n)
[
log(‖C‖∞) + log(log(n)) + 3 log
(
1
ε
)])
.
This complexity is close to the probably optimal one by a
factor of logarithm of n and 1/ε.
The main difference between finding an ε-approximation
solution for OT and UOT by the Sinkhorn algorithm is that
the Sinkhorn algorithm for OT knows when it is close to
the solution because of the constraints on the marginals,
while the UOT does not have that advantage. Despite lack-
ing that useful property, the UOT enjoys more freedom re-
sulting in some interesting equations that relate the optimal
value of the primal function to the masses of two measures
(see Lemma 4). Those equations together with the geomet-
ric convergence of the dual solution prove the almost lin-
ear time convergence to an ε-approximation solution of the
UOT.
Organization. The remainder of the paper is organized as
follows. In Section 2, we provide a setup for the regular-
ized UOT in primal and dual forms, respectively. Based on
the dual form, we show the dual solution has a geometric
convergence rate in Section 3. We also show in Section 3
that the Sinkhorn algorithm for the UOT has a complexity
of order O˜(n2/ε). Section 4 presents some empirical re-
sults confirming the complexity of the Sinkhorn algorithm.
Finally, we conclude with Section 5.
Notation. We let [n] stand for the set {1, 2, . . . , n} while
R
n
+ stands for the set of all vectors in R
n with nonnega-
tive components for any n ≥ 2. For a vector x ∈ Rn and
1 ≤ p ≤ ∞, we denote ‖x‖p as its ℓp-norm and diag(x)
as the diagonal matrix with x on the diagonal. 1n stands
for a vector of length n with all of its components equal to
1. ∂xf refers to a partial gradient of f with respect to x.
Lastly, given the dimension n and accuracy ε, the notation
a = O (b(n, ε)) stands for the upper bound a ≤ C · b(n, ε)
where C is independent of n and ε. Similarly, the nota-
tion a = O˜(b(n, ε)) indicates the previous inequality may
depend on the logarithmic function of n and ε, and where
C > 0.
2. Unbalanced Optimal Transport with
entropic regularization
In this section, we present the primal and dual form of
the entropic regularized UOT problem and define an ε-
approximation for the solution of the unregularized UOT.
For any two positive vectors a = (a1, . . . , an) ∈ Rn+ and
b = (b1, . . . ,bn) ∈ Rn+, the UOT problem takes the form
minX∈Rn×n
+
f(X) where
f(X) = 〈C,X〉 + τKL(X1n||a) + τKL(X
⊤
1n||b), (1)
C is a cost matrix, τ > 0 is a given regularization parameter
and theKL divergence between vectors x and y is defined
as
KL(x‖y) =
n∑
i=1
xi log
(
xi
yi
)
− xi + yi,
and X is called the transportation plan. When a⊤1n =
b⊤1n and τ → ∞, the UOT problem becomes the stan-
dard OT problem. Similar to the original OT problem, the
exact computation of UOT is expensive and not scalable in
terms of dimension n. Inspired by the recent success of
the entropic regularized OT problem as an efficient approx-
imation of OT problem, we also consider the entropic ver-
sion of the UOT problem (Frogner et al., 2015) of finding
minX∈Rn×n
+
g(X), where
g(X) := 〈C,X〉 − ηH(X) + τKL(X1n||a)
+τKL(X⊤1n||b), (2)
η > 0 is the regularization parameter and H(X) is the en-
tropic regularization defined by
H(X) := −
n∑
i,j=1
Xij(log(Xij)− 1). (3)
For each η > 0, the entropic regularized UOT problem is
strongly convex.
Definition 1. For any ε > 0, we callX an ε-approximation
transportation plan if the following holds
〈C,X〉+ τKL(X1n||a) + τKL(X⊤1n||b)
≤
〈
C, X̂
〉
+ τKL(X̂1n||a) +KL(X̂⊤1n||b) + ε,
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where X̂ is an optimal transportation plan for the UOT
problem (1).
We aim to develop an algorithm to obtain ε-approximation
transportation plan for the UOT problem (1). In order to
do that, we consider the Fenchel-Legendre dual form of
entropic regularized UOT, which is given by
max
u,v∈Rn
−F ∗(−u)−G∗(−v)− η
∑
i,j
exp
(
ui + vj − Cij
η
)
,
where
F
∗(u) = max
z∈Rn
z
⊤
u− τKL(z||a) = τ
〈
e
u/τ
,a
〉
− a⊤1n,
G
∗(v) = max
x∈Rn
x
⊤
v − τKL(x||b) = τ
〈
e
v/τ
,b
〉
− b⊤1n.
Since a and b are given non-negative vectors, finding the
optimal solution for the above objective is equivalent to
finding the optimal solution for the following objective
min
u,v∈Rn
h(u, v) := η
n∑
i,j=1
exp
(
ui + vj − Cij
η
)
+ τ
〈
e
−u/τ
,a
〉
+ τ
〈
e
−v/τ
,b
〉
. (4)
Problem (4) is referred to as dual entropic regularized
UOT.
3. Complexity analysis of approximating
unbalanced optimal transport
In this section, we provide a complexity analysis of the
Sinkhorn algorithm for approximating UOT solution. We
start with some notations and useful quantities followed by
the lemmas and main theorems.
3.1. Notations and assumptions
We first denote
∑n
i=1 ai = α,
∑n
j=1 bj = β. For each
u, v ∈ Rn, its corresponding optimal transport in the
dual form (4) is denoted by B(u, v), where B(u, v) :=
diag(eu/η) e−
C
η diag(ev/η). The corresponding solution
in (2) is denoted by X = B(u, v). Let a = B(u, v)1n,
b = B(u, v)⊤1n and
∑n
i,j=1Xij = x.
Let (uk, vk) be the solution returned at the k-th iteration
of the Sinkhorn algorithm and (u∗, v∗) be the optimal so-
lution of (4). Following the above scheme, we also define
Xk, ak, bk, xk and X∗, a∗, b∗, x∗ correspondingly. Addi-
tionally, we define X̂ to be the optimal solution of the un-
regularized objective (1) and
∑n
i,j=1 X̂ij = x̂.
Different from the balanced OT, the optimal solutions of
the entropic regularized UOT and our complexity analysis
overall also depend on the masses α, β and theKL regular-
ization parameter τ . We will assume the following simple
regularity conditions throughout the paper.
Regularity Conditions:
(A1) α, β, τ are positive constants.
(A2) C is a matrix of non-negative entries.
Before presenting the main theorem and analysis, for con-
venience, we define some quantities that will be used in our
analysis and quantify their magnitudes under the regularity
conditions.
List of quantities:
R = max
{
‖log(a)‖∞, ‖log(b)‖∞
}
+max
{
log(n),
1
η
‖C‖∞ − log(n)
}
, (5)
∆k = max
{
‖uk − u∗‖∞, ‖v
k − v∗‖∞
}
, (6)
Λk =
( τ
τ + η
)k
× τ ×R. (7)
S =
1
2
(α+ β) +
1
2
+
1
4 log(n)
, (8)
T =
(
α+ β
2
)[
log
(
α+ β
2
)
+ 2 log(n)− 1
]
+ log(n) +
5
2
, (9)
U = max
{
S + T, 2ε,
4ε log(n)
τ
,
4ε(α+ β) log(n)
τ
}
. (10)
As we shall see, the quantities ∆k and Λk are used to es-
tablish the convergence rate of (uk, vk). We now consider
the order of R,S and T . Since the order of the penalty
function ηH(X) is O(η log(n)) and should be small for a
good approximation, η is often chosen such that η log(n) is
sufficiently small. Hence, we can assume the dominant fac-
tor in the second term of R is 1η‖C‖∞. If α =
∑n
i=1 ai
is a positive constant, then we can expect that ai be as
small as O(n−κ) for a constant κ ≥ 1. In this case,
‖ log(a)‖∞ = O(log(n)). Overall, we can assume that
R = O( 1η‖C‖∞) and if α, β and τ are positive constants,
then S = O(1) and T = O( log(n)).
3.2. Sinkhorn algorithm
The Sinkhorn algorithm (Chizat et al., 2016) alternatively
minimizes the dual function in (4) with respect to u and v.
Suppose we are at iteration k + 1 for k ≥ 0 and k even, by
setting the gradient to 0 we can see that given fixed vk , the
update uk+1 that minimizes the function in (4) satisfies
exp
(
uk+1i
η
)
n∑
j=1
exp
(
vkj − Cij
η
)
= exp
(
−u
k+1
i
τ
)
ai.
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Algorithm 1 UNBALANCED SINKHORN(C, ε)
Input: k = 0 and u0 = v0 = 0 and η = ε/U
while k ≤
(
τU
ε + 1
)[
log(8ηR
)
+ log(τ(τ + 1)) + 3 log(Uε )
]
do
ak = B(uk, vk)1n.
bk = B(uk, vk)⊤1n.
if k is even then
uk+1 =
[
uk
η
+ log (a)− log (ak)] ητ
η + τ
vk+1 = vk
else
vk+1 =
[
vk
η
+ log (b)− log (bk)] ητ
η + τ
uk+1 = uk.
end if
k = k + 1.
end while
Output: B(uk, vk).
Multiplying both sides by exp
(
uki
η
)
, we get:
exp
(
uk+1i
η
)
aki = exp
(
uki
η
)
exp
(
−u
k+1
i
τ
)
ai.
Similarly with uk fixed and k is odd:
exp
(
vk+1j
η
)
bkj = exp
(
vkj
η
)
exp
(
−v
k+1
j
τ
)
bj .
These equations translate to the pseudocode of Algorithm
1, in which we have included our stopping condition stated
in Theorem 2. We now present the main theorems.
Theorem 1. For any k ≥ 0, the update (uk+1, vk+1) from
Algorithm 1 satisfies the following bound
∆k+1 ≤ Λk, (11)
where ∆k and Λk are defined in (6) and (7), respectively.
Remark 1. Theorem 1 establishes a convergence rate for
the dual solution (uk, vk). It is a geometric convergence
similar to the work of (Sejourne et al.). However, we ob-
tain a specific upper bound for the convergence rate which
depends explicitly on the number of components n and all
other parameters of masses and penalty function. The con-
vergence rate of Theorem 1 plays an important role for com-
plexity analysis in the next theorem.
Theorem 2. Under the regularity conditions (A1-A2), with
R and U defined in (5) and (10) respectively, for η = εU
and
k ≥ 1 + ( τUε + 1) [log(8ηR)+ log(τ(τ + 1)) + 3 log(Uε )],
the update Xk from Algorithm 1 is an ε-approximation of
the optimal solution X̂ of (1).
The next corollary sums up the complexity of Algorithm 1.
Corollary 1. Under conditions (A1-A2) and assume that
R = O
(
1
η‖C‖∞
)
, S = O(1) and T = O(log(n)). Then
the complexity of Algorithm 1 is
O
(
n2
ε log(n)
[
log(‖C‖∞) + log(log(n)) + log
(
1
ε
)])
,
which is also O˜(n2ε ).
Proof of Corollary 1. By the assumptions on the order of
R,S, T and the definition of U in (10), we have
U = O(S) +O(T ) + εO(log(n)) = O(log(n)).
Overall, we obtain
k = O
(
log(n)
ε ×
[
log(‖C‖∞) + log(log(n)) + 3 log
(
1
ε
)])
.
Multiplying withO(n2) arithmetic operations per iteration,
we obtain the final complexity.
Remark 2. In comparison to the best well-known
OT’s complexity of the similar order of n, i.e.
(Dvurechensky et al., 2018), our complexity for the
OT is better by a factor of ε. Meanwhile, among the
practical algorithms for OT which have similar order of
ε, i.e. Gankhorn and Randkhorn, our bound is better by a
factor of n1/3.
3.3. Analysis of the Sinkhorn algorithm
The analysis for Unbalanced Optimal Transport is different
from that of Optimal Transport, since a and b are no longer
probability measures. The proof of Theorem 1 requires the
convergence rate of (uk, vk) and an upper bound on the
supremum norm of the optimal dual solution (u∗, v∗), the
later of which is presented in Lemma 3.
Lemma 1. The optimal solution (u∗, v∗) of (4) satisfies
the following equations:
u∗
τ
= log(a)− log(a∗), and v
∗
τ
= log(b)− log(b∗).
Proof. Since (u∗, v∗) is a fixed point of the update in the
Algorithm 1, we get
u∗ =
[
u∗
η
+ log(a) − log(a∗)
]
ητ
η + τ
.
This directly leads to the stated equality for u∗, and that for
v∗ can be obtained similarly.
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Lemma 2. Assume the regularity conditions (A1-A2) hold,
the following are true
(a)
∣∣∣ log(a∗i
aki
)
− u
∗
i − uki
η
∣∣∣ ≤ max
1≤j≤n
|v∗j − vkj |
η
,
(b)
∣∣∣ log( b∗j
bkj
)
− v
∗
j − vkj
η
∣∣∣ ≤ max
1≤i≤n
|u∗i − uki |
η
.
The proof is given in the appendix.
Lemma 3. The sup norm of the optimal solution ‖u∗‖∞
and ‖v∗‖∞ is bounded by:
max{‖u∗‖∞, ‖v∗‖∞} ≤ τR,
where R is defined in (5).
Proof. We start with the equations for the solution u∗ in
Lemma 1, i.e.
u∗i
τ
= log(ai)− log
 n∑
j=1
exp
(
u∗i + v
∗
j − Cij
η
) ,
which can be rewritten as
u∗i
(
1
τ
+
1
η
)
= log(ai)− log
 n∑
j=1
exp
(
v∗j − Cij
η
) .
The second term can be bounded as follows
log
[
n∑
j=1
exp
(
v∗j − Cij
η
)]
≥ log(n) + min
1≤j≤n
{
v∗j − Cij
η
}
≥ log(n)−
‖v∗‖∞
η
−
‖C‖∞
η
and
log
[
n∑
j=1
exp
(
v∗j − Cij
η
)]
≤ log(n) + max
1≤j≤n
{
v∗j − Cij
η
}
≤ log(n) +
‖v∗‖∞
η
,
thus leading to∣∣∣∣∣∣log
 n∑
j=1
exp
(
v∗j − Cij
η
)∣∣∣∣∣∣
≤ ‖v
∗‖∞
η
+max
{
log(n),
‖C∗‖∞
η
− log(n)
}
.
Hence,
|u∗i |
(
1
τ
+
1
η
)
≤ | log(ai)|+ ‖v
∗‖∞
η
+
max
{
log(n),
‖C∗‖∞
η
− log(n)
}
.
Choosing i such that |u∗i | = ‖u∗‖∞, combining with the
fact that | log(ai)| ≤ max{‖log(a)‖∞, ‖log(b)‖∞}, we
have
‖u∗‖∞
(
1
τ
+
1
η
)
≤ ‖v
∗‖∞
η
+R.
WLOG assume that ‖u∗‖∞ ≥ ‖v∗‖∞, we can easily obtain
the stated bound.
Proof of Theorem 1. We first consider the case when k is
even. From the update of uk+1 in Algorithm 1, we have:
u
k+1
i =
(uki
η
+ log ai − log a
k
i
) ητ
τ + η
=
{
uki
η
+ [log(ai)− log(a
∗
i )] +
[
log(a∗i )− log(a
k
i )
]} ητ
τ + η
.
Using Lemma 1, the above equality is equivalent to
uk+1i − u∗i =
[
η log
(a∗i
aki
)
− (u∗i − uki )
]
τ
τ + η
.
Using Lemma 2, we get∣∣uk+1i − u∗i ∣∣ ≤ max
1≤j≤n
∣∣vkj − v∗j ∣∣ ττ + η .
This leads to ‖uk+1 − u∗‖∞ ≤ ττ+η‖vk − v∗‖∞. Simi-
larly, we obtain ‖vk − v∗‖∞ ≤ ττ+η‖uk−1 − u∗‖∞. Com-
bining the two inequalities yields
‖uk+1 − u∗‖∞ ≤
( τ
τ + η
)2
‖uk−1 − u∗‖∞.
Repeating all the above arguments alternatively, we have
‖uk+1 − u∗‖∞ ≤
(
τ
τ+η
)k+1
‖v0 − v∗‖∞ =
(
τ
τ+η
)k+1
‖v∗‖∞.
Note that vk+1 = vk for k even, then
‖vk+1 − v∗‖∞ ≤ ττ+η‖uk−1 − u∗‖∞ ≤
(
τ
τ+η
)k
‖v∗‖∞.
These two results lead to ∆k+1 ≤
(
τ
τ+η
)k
‖v∗‖∞.
Similarly, for k odd we obtain∆k+1 ≤
(
τ
τ+η
)k
‖v∗‖∞.
Thus the above inequality is true for all k. Using the fact
that ‖v∗‖∞ ≤ max{‖u∗‖∞, ‖v∗‖∞} and Lemma 3, we ob-
tain the conclusion.
3.4. Proof of the main theorem
The proof is based on the upper bound for the convergence
rate in Theorem 1 and an upper bound for the solutions x̂
and x∗ of (1) and (2), respectively, which are direct conse-
quences of the following lemma
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Lemma 4. Assume that the function g(X) attains its mini-
mum atX∗, then
g(X∗) + (2τ + η)x∗ = τ(α + β). (12)
Similarly, assume that f(X) attains its minimum at X̂ , then
f(X̂) + 2τx̂ = τ(α + β). (13)
Both equations in Lemma 4 establish the relationships be-
tween the optimal solutions of (1) and (2) with other pa-
rameters. Those relationships are very useful for analysing
the behaviour of the optimal solution of UOT, because the
UOT does not have any conditions on the marginals as
the OT does. Consequences of Lemma 4 include Corol-
lary 2 which provides upper bounds for x̂ and x∗ of (1)
and (2) as well as bounds for the entropic functions in the
proof of Theorem 2. The key idea of the proof surprisingly
comes from the fact that the UOT solution does not have
to meet the marginal constraints. We now present the proof
of Lemma 4 and defer the proof of Corollary 2 to the Ap-
pendix.
Proof. Consider the function g(tX∗), where t ∈ R+,
g(tX∗) = 〈C, tX∗〉+ τKL(tX∗1n‖a)
+ τKL((tX∗)⊤1n‖b)− ηH(tX∗).
For the KL term of g(tX∗), we have:
KL(tX∗1n‖a)
=
n∑
i=1
(ta∗i ) log
(
ta∗i
ai
)
−
n∑
i=1
(ta∗i ) +
n∑
i=1
ai
=
n∑
i=1
(ta∗i )
(
log
(
a∗i
ai
)
+ log(t)
)
− tx∗ + α
= t
n∑
i=1
(
a
∗
i log
(
a∗i
ai
)
− x∗ + ai
)
+ (1− t)α+ x∗t log(t)
= tKL(X∗1n‖a) + (1− t)α+ x
∗
t log(t).
Similarly, we get
KL(t(X∗)⊤1n‖b) = tKL
(
(X∗)⊤1n‖b
)
+ (1 − t)β + x∗t log(t).
For the entropic penalty term,
−H(tX∗) =
n∑
i,j=1
tX∗ij
(
log(tX∗ij)− 1
)
=
∑
i,j
tX∗ij
(
log(X∗ij)− 1
)
+ x∗t log(t)
= −tH(X∗) + x∗t log(t).
Putting all results together, we obtain
g(tX∗) = tg(X∗) + τ(1 − t)(α + β) + (2τ + η)x∗t log(t).
Taking the derivative of g(tX∗) with respect to t,
∂g(tX∗)
∂t = g(X
∗)− τ(α + β) + (2τ + η)x∗(1 + log(t)).
The function g(tX∗) is well-defined for all t ∈ R+. We
know that g(tX∗) attains its minimum at t = 1. Replace
t = 1 into the above equation, we obtain
g(X∗)− τ(α + β) + (2τ + η)x∗ = 0
g(X∗) + (2τ + η)x∗ = τ(α + β).
The second claim is proved in the same way.
Corollary 2. Assume that condition (A1-A2) hold and
η log(n) is sufficiently small. We have the following bounds
on x∗ and x̂:
(a) x∗ ≤
(
1
2
+
η log(n)
2τ − 2η log(n)
)
(α+ β) +
1
6 log(n)
,
(b) x̂ ≤ α+ β
2
.
Next, we use the condition for k in Theorem 2 to
bound some relevant quantities at the k-th iteration of the
Sinkhorn algorithm.
Lemma 5. Assume that the regularity conditions (A1-A2)
hold and k satisfies the inequality in Theorem 2. The fol-
lowing are true
(a) Λk−1 ≤ η
2
8(τ + 1)
,
(b) |xk − x∗| ≤ 3
η
∆k min
{
x∗, xk
}
,
(c) xk ≤ S,
where S is defined in (8).
We are now ready to construct a proof for Theorem 2.
Proof of Theorem 2. From the definitions of f and g, we
have
f(Xk)− f(X̂)
= g(Xk) + ηH(Xk)− g(X̂)− ηH(X̂)
= g(Xk) + ηH(Xk)− g(X̂)− ηH(X̂)− g(X∗) + g(X∗)
≤
[
g(Xk)− g(X∗)
]
+ η
[
H(Xk)−H(X̂)
]
, (14)
since g(X∗) − g(X̂) ≤ 0, as X∗ is the optimal solution
of (2). The above two terms can be bounded separately as
follows:
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Upper bound ofH(Xk)−H(X̂).
We first show the following inequalities
x− x log(x) ≤ H(X) ≤ 2x log(n) + x− x log(x) (15)
for anyX thatXij ≥ 0 and x =
∑
ij Xij .
Indeed, rewriting −H(X) as
−H(X) = x
[ n∑
i,j=1
Xij
x
log
(Xij
x
)
− 1
]
+ x log(x).
and using −2 log(n) ≤ ∑ni,j=1 Xijx log(Xijx ) ≤ 0, we
thus obtain (15).
Now apply the lower bound of (15) to −H(X̂)
−H(X̂) ≤ x̂ log(x̂)− x̂
≤ max{0, α+ β
2
[
log(
α+ β
2
)− 1]}
≤ α+ β
2
log(
α+ β
2
)− α+ β
2
+ 1,
where the second inequality is due to x log x − x being
convex and 0 ≤ x̂ ≤ 12 (α+β) by Corollary 2 and the third
inequality is due to α+β2
[
log(α+β2 )− 1
]
+ 1 ≥ 0.
Similarly, apply the upper bound of (15) toH(Xk)
H(Xk) ≤ 2xk log(n) + xk − xk log(xk)
≤ 2xk log(n) + 1
≤
(
α+ β + 1 +
1
2 log(n)
)
log(n) + 1.
By combining the two results, we have
H(Xk)−H(X̂) ≤ T, (16)
where T is defined in (9).
Upper bound of g(Xk)− g(X∗).
WLOGwe assume that k is odd. At step k−1 of Algorithm
1, we find uk by minimizing the dual function (4) given
a and fixed vk−1, and simply keep vk = vk−1. Hence,
Xk = B(uk, vk) is the optimal solution of
min
X∈Rn×n
+
gk(X) := 〈C,X〉 − ηH(X)
+ τKL(X1n||a) + τKL(X⊤1n||bk),
where bk = exp
(
vk
τ
)
⊙ [(Xk)T 1n] with ⊙ denoting
element-wise multiplication.
Denote
∑n
i=1 b
k
i = β
k. By Lemma 4,
gk(Xk) = τ
(
α+ βk
)− (2τ + η)xk,
g(X∗) = τ
(
α+ β
)− (2τ + η)x∗.
Writing g(Xk) − g(X∗) = [g(Xk)− gk(Xk)] +[
gk(Xk)− g(X∗)], following some derivations using the
above equations of gk(Xk) and g(X∗) and the definitions
of g(Xk) and gk(Xk), we get
g(Xk)− g(X∗) =
[
−(2τ + η)(xk − x∗)
]
+ τ
[
n∑
j=1
b
k
j log
(
b
k
j
bj
)]
. (17)
By part (b) of Lemma 5, the first term is bounded by
(2τ + η) 3η∆kx
k.
Note that bkj = exp
(
vkj
τ
)
bkj and bj = exp
(
v∗j
τ
)
b∗j . Use
part (b) of Lemma 2
log
(
bkj
bj
)
=
[
− log
(
b∗j
bkj
)]
+
1
τ
(vkj − v∗j )∣∣∣∣∣log
(
bkj
bj
)∣∣∣∣∣ ≤
(
2
η
∆k
)
+
(
1
τ
∆k
)
=
(
2
η
+
1
τ
)
∆k.
Note that bkj ≥ 0 for all j. The above inequality leads to∣∣∣∣∣∣
n∑
j=1
bkj log
(
bkj
bj
)∣∣∣∣∣∣ ≤
 n∑
j=1
bkj
 max
1≤j≤n
∣∣∣∣∣log
(
bkj
bj
)∣∣∣∣∣
≤ xk
(
2
η
+
1
τ
)
∆k.
We have
g(Xk)− g(X∗) ≤ [(2τ + η) + 3(2τ + η)]× xk × ∆k
η
≤ 8(τ + 1)× S × Λk−1
η
,
where the first inequality is obtained by combining the
bounds for two terms of (17) while the second inequality
results from the fact that η = εU ≤ ε2ε = 12 with U defined
in (10), part (c) of Lemma 5, and Theorem 1.
Using part (a) of Lemma 5, this leads to
g(Xk)− g(X∗) ≤ ηS. (18)
Combining (14), (16), (18) and the fact that η = εU ≤ εS+T ,
we get
f(Xk)− f(X̂) ≤ ηS + ηT ≤ ε.
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4. Experiments
In this section, we provide empirical evidence to illustrate
our proven complexity on both synthetic data and real im-
ages. In both examples, we vary ε such that it is small rel-
ative to the minimum of the unregularized UOT function
in (1) which is computed in advance by using the cvxpy li-
brary (Agrawal et al., 2018) with the splitting conic solver
option. We then report the two k values:
• The first k, denoted by kf , follows the stopping rule
in Algorithm 1.
• The second, denoted by kc, is defined as the mini-
mal kc such that for all later known iterations k
′ ≥
kc in the experiment, Algorithm 1 returns an ε-
approximation solution of the UOT problem.
4.1. Synthetic data
For the simulated example, we choose n = 10 and τ =
5. The elements of the cost matrix C are drawn uniformly
in [1, 50] while those of the marginal vectors a and b are
drawn uniformly in [0.1, 1] and then normalized to have
masses 2 and 4, respectively. By varying ε from 1.0 to
0.05, we follow the scheme presented in the beginning of
the section, and report values of kf and kc in Figure 1.
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kf / kc
epsilon
Figure 1. Comparison between log(kc) and log(kf ) on the syn-
thetic data when varying ε from 1.0 to 0.05 (and η from 0.04 to
0.002 as computed from Theorem 2). The optimal value here is
f(X̂) = 22.67, yielding a relative error from 0.04 to 0.002.
Figure 1 shows the log values of kf , kc stated above when
varying ε. As can be seen from the left plot, though the
gap between the two values is not small, it gets smaller
as ε decreases to 0.05. This is more apparent in the right
plot, where the ratio between the two values significantly
decreases as ε becomes smaller, indicating that the theoret-
ical bound is getting better when decreasing ε.
4.2. MNIST
For the MNIST dataset1, we follow similar settings in
(Dvurechensky et al., 2018; Altschuler et al., 2017): The
1http://yann.lecun.com/exdb/mnist/
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Figure 2. Comparison between log(kf ) and log(kc) on MNIST
when varying ε from 5 to 0.5. We used higher ε to keep the rela-
tive error similar to the first experiment, due to a higher optimal
value (among 10 chosen pairs, the minimum was 117.524 and the
maximum was 459.297.)
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Figure 3. The ratios as observed empirically remain close to our
geometric factor for most of the iterations.
marginals a,b are two flattened images in a pair and the
cost matrix C is the matrix of ℓ1 distances between pixel
locations. We also add a small constant 10−6 to each pixel
with intensity 0, except we do not normalize the marginals.
We average the results over 10 randomly chosen image
pairs and plot the results in Figure 2. The results onMNIST
dataset confirm our theoretical results on the bound of k.
It also shows that the smaller ε in the approximation, the
closer the empirical result to the theoretical result.
4.3. A further analysis for synthetic data
In order to investigate how challenging it is to improve the
theoretical bound for the number of required iterations, we
carry out a deeper analysis on the synthetic example. In
particular, we set η = 0.5, τ = 5 and compute the ratios
‖vk−v∗‖∞
‖uk+1−u∗‖∞
and
‖uk−1−u∗‖∞
‖vk−v∗‖∞
for k even in range [0, 100]
and plot them in Figure 3. As has been proved in Theorem
1, these ratios are no less than τ+ητ . The main reason for
this choice is that these differences are used to construct
bounds for many key quantities in lemmas and theorems.
These ratios, which are extremely close to 1.1 for most of
the iterations, are consistent with the ratio τ+ητ = 1.1. Con-
sequently, it is difficult to improve our inequalities.
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5. Discussion
In this paper, we have proved that the complexity of the
Sinkhorn algorithm for approximating the UOT problem
is better than that for the OT problem. In our analysis,
some inequalities might not be tight, since we prefer to
keep them in simple forms for easier presentation. These
suboptimalities perhaps lead to the inclusion of the loga-
rithmic terms of ε and n in our complexity upper bound
of the Sinkhorn algorithm. We now discuss a few future
directions that can serve as natural follow-ups of our work.
First, our analysis could be used in the multi-marginal case
of UOT by applying Algorithm 1 repeatedly to every pair
of marginals. Second, since the UOT barycenter problem
has found several applications in recent years (Janati et al.,
2019; Schiebinger et al., 2019), it is desirable to establish
the complexity analysis of algorithms for approximating it.
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algorithm”
6. Proofs of remaining results
Before proceeding with the proofs, we state the following simple inequalities first for convenience:
Lemma 6. The following inequalities are true for all positive xi, yi, x, y and 0 ≤ z < 12 .
(a) min
1≤i≤n
xi
yi
≤
∑n
i=1 xi∑n
i=1 yi
≤ max
1≤i≤n
xi
yi
,
(b) exp(z) ≤ 1 + |z|+ |z|2,
(c) If max
{x
y
,
y
x
}
≤ 1 + δ, then |x− y| ≤ δmin{x, y}
(d)
(
1 +
1
x
)x+1
≥ e
Proof of Lemma 6.
(a) Given xi and yi positive
min
1≤i≤n
xi
yi
≤ xj
yj
≤ max
1≤i≤n
xi
yi
yj × min
1≤i≤n
xi
yi
≤ xj ≤ yj × max
1≤i≤n
xi
yi
yj
Taking the sum over j,
n∑
j=1
yj × min
1≤i≤n
xi
yi
≤
n∑
j=1
xj ≤
n∑
j=1
yj × max
1≤i≤n
xi
yi
yj
min
1≤i≤n
xi
yi
≤
∑n
j=1 xj∑n
j=1 yj
≤ max
1≤i≤n
xi
yi
(b) For the second inequality, exp(x) ≤ 1 + |x|+ |x|2, we have to deal with the case x > 0. Since x ≤ 12 ,
exp(x) =
∞∑
n=1
xn
n!
= 1 + x+ x2 − x
2
2
+
∞∑
n=3
xn
n!
≤ 1 + x+ x2 − x
2
2
+
x3
6
∞∑
n=3
xn−3
≤ 1 + x+ x2 − x
2
2
+
x3
6
1
1− x ≤ 1 + x+ x
2 − x
2
2
+
x3
3
≤ 1 + x+ x2.
(c) For the third inequality, WLOG assume x > y
x
y
≤ 1 + δ ⇒ x ≤ y + yδ ⇒ |x− y| ≤ yδ.
(d) For the forth inequality, taking the log of both sides, it is equivalent to (x+1)
[
log(x+1)− log(x)] ≥ 1. By the mean
value theorem, there exists a number y between x and x+1 such that log(x+1)− log(x) = 1/y, then (x+1)/y ≥ 1.
By the choice of η = εU and the definition of U , we also have the following conditions on η:
η ≤ 1
2
;
η
τ
≤ 1
4 log(n)max {1, α+ β} (19)
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Now we come to the lemmas and the corollary in the main text.
Proof of Lemma 2.
(a) + (b): From the definitions of aki and a
∗
i , we have
log
(
a∗i
aki
)
=
(
u∗i − uki
η
)
+ log
∑nj=1 exp(v∗j−Cijη )∑n
j=1 exp(
vkj−Cij
η )
 .
The required inequalities are equivalent to an upper bound and a lower bound for the second term of the RHS. Apply part
(a) of Lemma 6, we obtain
min
1≤j≤n
v∗j − vkj
η
≤ log
(
a∗i
aki
)
− u
∗
i − uki
η
≤ max
1≤j≤n
v∗j − vkj
η
.
Part (b) follows similarly.
Proof of Corollary 2. Recall that we have proved in Lemma 4:
g(X∗) + (2τ + η)x∗ = τ(α + β)
f(X̂) + 2τx̂ = τ(α+ β).
From the second equality and the fact that f(X̂) ≥ 0 (it is easy to see that for X that Xij ≥ 0, the KL terms and 〈C,X〉
are all non-negative), we immediately have x̂ ≤ α+β2 , proving the second inequality. For the first inequality, we have
g(X∗) ≥ −ηH(X∗) ≥ −2ηx∗ log(n)− ηx∗ + ηx∗ log(x∗), therefore
τ(α + β)− (2τ + η)x∗ ≥ ηx∗ log(x∗)− 2ηx∗ log(n)− ηx∗
τ(α + β) ≥ ηx∗ log(x∗) + 2
(
τ − η log(n)
)
x∗.
It follows from the inequality z log(z) ≥ z − 1 that:
ηx∗ − η + 2(τ − η log(n))x∗ ≤ τ(α + β)
x∗(2τ − 2η log(n) + η) ≤ τ(α + β) + η.
By inequality (19), 4η log(n) ≤ τ . Then
x∗ ≤ τ(α + β) + η
2τ − 2η log(n) + η ≤
τ(α + β)− (α + β)η log(n)
2τ − 2η log(n) +
(α+ β)η log(n) + η
2τ − 2η log(n)
≤ α+ β
2
+ (α+ β)
η log(n)
2τ − 2η log(n) +
τ
4 log(n)
3
2τ
≤
(1
2
+
η log(n)
2τ − 2η log(n)
)
(α+ β) +
1
6 log(n)
.
Proof of Lemma 5.
(a) We prove that Λk ≤ η
2
8(τ+1) for η =
ε
U and k ≥
(
τ
η + 1
)
×
[
log(8ηR
)
+ log(τ(τ + 1)) + 3 log( 1η )
]
(note that the
stated bound can be obtained by replacing k by k − 1).
Denote
8ηR(τ+1)
τ2 = D and
η
τ = s > 0. From inequality (19), we have s < 1. The required inequality is equivalent to( τ
τ + η
)k
τR ≤ η
2
8(τ + 1)
⇐⇒
(τ + η
τ
)k η3
τ3
≥ 8ηR(τ + 1)
τ2
⇐⇒ (1 + s)ks3 ≥ D.
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Let t = 1 + log(D)
3 log( 1
s
)
. By definition (5), R ≥ log(n), thus D ≥ 8η log(n)(τ+1)τ2 > η
3
τ3 = s
3 and t > 1 + 3 log(s)
3 log( 1
s
)
= 0. We
claim the following chain of inequalities
s3(1 + s)k ≥ s3(1 + s)( 1s+1)3 log( 1s )t
≥ s3e3 log( 1s )t
The first inequality results from k ≥ ( τUǫ + 1) × [log(8ηR)+ log(τ(τ + 1)) + 3 log (Uǫ )] = (1 + 1s)3 log ( 1s)t > 0
(using the definitions of D, s, the choice of t and η = εU ). The second inequality is due to part (d) of Lemma 6. The last
equality is
s3e3 log(
1
s
)t =
1
s3t−3
=
1
slog(D)/ log(1/s)
=
1
s− logs(D)
= D
We have thus proved our claim.
(b)We need to prove |xk−x∗| ≤ 3η min{x∗, xk}∆k. From the definition of xk and x∗ and note that they are non-negative:
xk =
n∑
i,j=1
exp
(
uki + v
k
j − Cij
η
)
and x∗ =
n∑
i,j=1
exp
(
u∗i + v
∗
j − Cij
η
)
.
We have
exp
(
uki+v
k
j−Cij
η
)
exp
(
u∗i+v
∗
j−Cij
η
) = exp (uki − u∗i
η
)× exp (v
k
j − v∗j
η
) ≤ max
1≤i≤n
exp
( |uki − u∗i |
η
)
× max
1≤j≤n
exp
(
|vkj − v∗j |
η
)
.
Note that each of xk and x∗ is the sum of n2 elements and the ratio between exp
(
uki+v
k
j−Cij
η
)
and exp
(
u∗i+v
∗
j−Cij
η
)
is
bounded by max
1≤i≤n
exp
( |uki − u∗i |
η
)
× max
1≤j≤n
exp
(
|vkj − v∗j |
η
)
for all pairs i, j. Apply part (a) of Lemma 6,
max
{
x∗
xk
,
xk
x∗
}
≤ max
1≤i≤n
exp
( |uki − u∗i |
η
)
× max
1≤j≤n
exp
(
|vkj − v∗j |
η
)
We have proved from part (a) that Λk−1 ≤ η
2
8(τ+1) ≤ η
2
8 . From Theorem 1 we get∆k ≤ Λk−1. It means that
max
i,j
{∣∣∣uki − u∗i
η
∣∣∣, ∣∣∣vkj − v∗j
η
∣∣∣} = ∆k
η
≤ Λk−1
η
≤ η
8
≤ 1
8
.
Apply part (b) of Lemma 6,
exp
|uki − u∗i |
η
≤ 1 + |u
k
i − u∗i |
η
+
( |uki − u∗i |
η
)2
, and exp
|vkj − v∗j |
η
≤ 1 + |v
k
j − v∗j |
η
+
( |vkj − v∗j |
η
)2
.
Then
max
{
x∗
xk
,
xk
x∗
}
≤
(
1 +
1
η
∆k +
1
η2
∆2k
)(
1 +
1
η
∆k +
1
η2
∆2k
)
= 1 + 2
∆k
η
+ 3
∆2k
η2
+ 2
∆3k
η3
+
∆4k
η4
≤ 1 + ∆k
η
(
2 + 3
∆k
η
+ 2
∆2k
η2
+
∆3k
η3
)
≤ 1 + ∆k
η
(
2 + 3
1
8
+ 2
1
82
+
1
83
)
≤ 1 + 3∆k
η
.
Apply part (c) of Lemma 6, we get
|xk − x∗| ≤ 3
η
∆kmin{xk, x∗}.
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(c) From Lemma 5 part (a) and Theorem 1 we have ∆kη ≤ Λkη ≤ η8 ≤ 112 . By part (b) of Lemma 5, we have xk ≤
x∗ + 3η∆kx
∗ ≤ 32x∗. Then
xk ≤ x∗ + 3
η
∆kx
∗ ≤
[
(α+ β)
(1
2
+
η log(n)
2τ − 2η log(n)
)
+
1
6 log(n)
] (
1 + 3
∆k
η
)
≤ (α+ β)
(1
2
+
η log(n)
2τ − 2η log(n)
)(
1 + 3
∆k
η
)
+
1
4 log(n)
≤ 1
2
(α+ β) + (α+ β)
3
2
∆k
η
+ (α+ β)
η log(n)
τ
+
1
4 log(n)
≤ 1
2
(
α+ β
)
+
1
4
+ (α+ β)
3η
12τ
+
1
4 log(n)
≤ 1
2
(
α+ β
)
+
1
2
+
1
4 log(n)
.
