Introduction
Inspired by the Dirac notation, Probability Bracket Notation (PBN) was proposed [1] for probability modeling. Now we want to apply PBN to study discrete multivariable systems in static Bayesian networks (BN) [2] [3] [4] [5] [6] , extending our previous work on systems with mutually independent variables (see §2.3 of [1] ) or induced from quantum models (see §4 of [7] ).
In this section, we will briefly introduce probability distribution functions (PDF) such as joint, marginal and conditional probability distributions (JPD, MPD and CPD) [2] as well as Bayes' chain rule for multivariable systems [3] . In next section, we will discuss the relations between miscellaneous PDF of a static BN in more details by using PBN. In the last section, we will study the local independences and reasoning power the famous Student BN Example [2] [3] [4] [5] [6] as our homework exercise. Finally, we will use software package Elvira [9] to graphically display and confirm our inferences on student BN Example.
For simplicity, we will not discuss topics related to dynamic Bayesian network (DBN) or Markov network [3] ; and we will concentrate on discrete systems, except for a short note (see §2.2) on expressions for continuous systems in PBN [1] [7] .
Probability Distribution of One-Variable Systems
A probability space (Ω, X, P) of a discrete random variable (observable) X (not necessary a real variable) is defined in PBN as follows [1] :
Here the sample space Ω (or domain) is the set of all elementary events x, associated with the observable X. The marginal probability distribution (MPD) can be written as [1] : The conditional probability of event X x  given ' X x  can be evaluated as [1] :
Here we have assumed that size (count or volume)|| ' || 0 x  . Then Bayes' rule reads: ', ( ' | ) ( ) ( | ') , for ( ') 0 ( ') x x P x x P x P x x P x P x     (1.1.4)
Note: For a 1-variable system, there is no joint distribution function and Eq. (1.1.3-4) rather represent the orthonormality of the system basis (see §2.1).
Probability Distributions of Two-Variable Systems
Suppose X and Y are two discrete random variables in a joint probability space:
, ( 
{ , }, { , }, )
X Y X y X Y P       Then we have the following joint probability distribution (JPD) for { , }
x y   [1] [2] , , 
P x y P x y P X x Y y P x y P x y
The conditional probability distribution (CPD) of event X x  given Y y  is defined for ( ) 
Bayes' rule reads: 
The two MPD in the joint probability space are given by:
Bayes' Chain Rule of Multivariable Systems
Now suppose we have k discrete random variables 1 2 , , ,
. Then what is the probability when , for 1, 2,
According to the chain rule of conditional probabilities [3] , we have the following expansion of the (full) JPD:
If all k-variables are independent to each other, as discussed in §2. 
A very useful 3-variable chain rule can be derived from Eq. (1.3.2):
From the full JPD in Eq. (1.3.4), we obtain the following intermediate JPD (or IPD):
Summing over one more variable, we obtain the following three MPD:
Probability Bracket Notation and Multivariable Systems
Let us discuss multi-variable probability space in more details by using PBN. We will use examples related to the famous Student Bayesian Network [3] [4] [5] . To avoid confusion, we will give a brief introduction to PBN, starting with single variable case.
The Probability Basis of One-Variable System
Assume that we have a system of one discrete random variable X and its probability space ( , , ) X P  . Using PBN (see [1] ), we have the following orthogonal and complete Pbasis (probability basis):
The marginal probability distribution (MPD) is defined by:
It has following property:
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Its normalization can be naturally derived in PBN as follows:
For any subset H   , the absolute probability can be calculated by:
The expectation value of a well-defined real function F of observable X now can expressed and derived as follows
The conditional expectation value of real function F(X) given a subset H   can be easily calculated:     , in which we have the following P-basis:
Orthonormality: ( , | ', ') ;
The (full) joint probability distribution (JPD) [2] is defined by:
The full JPD has following property:
Its normalization can be derived as follows:
, ,
The expectation value of a well-defined real function ( , ) F X Y is given by:
The conditional expectation value of real ( , ) F X Y given a subset H   can be easily calculated:
From the JPD in Eq. (2.2.3), we can obtain the MPD [2] for x and y:
In addition, we have the CPD [2] of X given Y and the CPD of Y given X:
Please do not confuse Eq. (2.2.11) with Eq. (2.1.2), where both event x and evidence ' x are the observable values of the same random variable (X).
Definition 2.2.1: Event
2.14) Its proof can be found in §2.1.4.3 of Ref [3] .
Graphically, it is represented as in Fig. 2 .2.1:
Now the joint distribution can be written as:
We see that it is the product of the distribution of each node in Fig. 2 .2.1.
In many real cases, we do not know the joint distribution ( , ) P x y . We need to derive it. Suppose we are given ( | ) P x y and ( ) P y , then we can use Bayes' chain rule to get it:
From it we can derive the MPD for X:
Because Eq. (2.2.17) is true for x    , we actually derived the unit operator for the corresponding marginal probability space of ( , , )
Similarly, we have the following unit operator for X:
Using unit operators, we can derive Conditional Probability (CP) Normalizations like:
Let we use an example from the student Bayesian network [3] , containing variables I (student Interagency scores) and S (student SAT scores). We assume S depends on I only. Such a relation is represented graphically as:
Fig. 2.2.2: S is dependent on I
The primary probability distribution ( ) P I and the CPD of ( | ) P S I are given in Fig. 3 .1.2 of §3.1 (on page 17). The joint distribution can be derived by using Bayes' chain rule:
It equals to the product of the distribution of each node in Fig. 2 
It is easy to check numerically that we have consistent MPD of ( )
This is not surprising, because: In the same way, we can derive the MPD of ( ) 
The CPD of ( | ) P I S can be expressed as: 
Similarly, we can derive the unit operator S I for ( , , ) S S P  as follows:
Note that the two unit operators I I and S I are derived from the expressions of crossdomain probability distributions, therefore, they can only be inserted into cross-domain probability brackets like:
Of course, I I ( S I ) can be used for manipulating probabilities in domain I  ( S  ) of the single variable I (S), just as mentioned in §2.1.
But we cannot insert the unit operator of one variable into the probability bracket of the P-basis of another variable. For example, one can verify following inequalities: 
P i i P i I i P i s P s i
In general, if X A and X B are subsets of domain X  , then we cannot insert the unit operator Y I into their conditional bracket:
Because observable Y (X) has no fixed values for the P-basis of domain X  ( y  ), the following expressions are meaningless:
On the other hand, the following cross-domain expression is well-defined: 
Three-Variable Systems and the Student D-I-G Example
Suppose we have three discrete random variables X, Y and Z. Their sample spaces are , and The full joint probability distribution (JPD) is defined by:
In addition to the properties and definitions we have seen for two observables, we have CPD related to three observables. For example, here is the CPD over X and Y given Z:
Definition 2.3.2: Random variables X and Y are conditional independent given variable Z in a distribution P, denoted | ( ( , , ) ( , | ) ( ) ( | ) ( | ) ( ) P x y z P x y z P z P x z P y z P z   (2.3.10)
It is the product of the PDF in following graphical representation (Fig.2.3.1) : ( , , ) ( ) ( | ) ( | ) P x y z P x P y x P z y  (2.3.11) ( , , ) ( ) ( | ) ( | , ) P x y z P x P y x P z x y  (2.3.12)
Comparing Eq. (2.3.11) and (2.3.12), we get:
Now let us discuss the D-I-G example of the student Bayesian network [3] , which has three variables: D (the difficulty of a course), I (the intelligence of a student) and G (the student's grade of the course), as show in Fig. 2.3 .3: 
Comparing Eq. (2.3.14) and (2.3.15), we find: 
Here we have used the CP normalization similar to Eq. (2.2.19):
Note that we can derive ( , ) P d g by using the unit operator I I in Eq. (2.2.26):
Similarly, we can derive ( , ) P i d by using unit operator D I :
node and some reasoning results. Next, in §3.2, we will do our homework to derive these reasoning results, and then, in §3.3, we will show related screenshots by using Elvira.
Local Independences of Student BN and Some Reasoning Results
The Student BN [3] [4] [5] is graphically shown in Fig. 3.1 .1 below.
Here we have 5 random variables with their sample spaces { , , , , } L D I G S or , , ,
    and L  as shown in Fig. 3.1.1 . Applying the rules in §2.5 we have the following local independences [5] for SBN: 
The GPM in Fig 3. 1.1 tell us about the PDF associated with each node:
It also tells us the expression of the full joint probability distribution:
On the other hand, using the chain rule Eq. (1.3.2), we have
We can use relations in Eq. (3.1.1) to derive Eq. (3.1.5) from Eq. (3.1.4). But, as one can see, it is much easier to get Eq. (3.15 by using PGM for BN.
The numerical values of the PDF tables for the 5 nodes in Eq. (3.1.3) are given in Fig.3 .1.2 below (from Ref [4] , corrected according to [3] ). To simplify our statements, we assume the student has name George and the course name is Econ101 [3] . Then, from student BN, we can make direct predictions like:
1. If George has grade 1 g A  , then the probability for him to get a strong letter from his professor is ( | ) 0.05
Another important aspect of BN is its power of reasoning (top-down or bottom-up, prediction, explaining-away or inference [3] ). Here are some reasoning examples of SBN, many of which are given in Ref. [3] without derivation. In next section, we will treat them as our homework, to derive them based on the PDF tables given in Fig. 3 .1.2.
HW-1:
Assuming we know nothing about Econ101 and George, ( ) P I in Fig. 3 .1.2 tells us that, George has 30% chance to have high intelligence, or
we know his grade of Econ101 is 3 g C  , then his chance of high intelligence is reduced to 7.9%: 1 3 ( | ) 0.079 P i g  (as a case of inference in bottom-up reasoning).
HW-2:
Assuming we know nothing about Econ101 and George, one can find that he will have a chance of 36.2% to get a grade 
HW-3:
Assuming we know nothing about Econ101 and George, one can find that he will have 50.2% chance to get a strong recommendation letter, or . Now if we also know that the course is easy, then his chance to get a strong letter will be increased to 51.3%:
(as a case of explaining-away in top-down reasoning).
Homework Exercises: Deriving the Reasoning Results for Student BN
To do our home work, we need to use miscellaneous marginal and conditional PDF, defined in or to be derived from the tables in Fig. 3.1.2. 
3.2.1: The Marginal PDF of G (Grade) or
Because we know ( | , ) 
This is an alternative way to derive Eq. (3.2.1), which usually is obtained from the joint PDF and chain rule:
It is now straightforward to evaluate ( )
Using tables in Fig. 3 One can check that the marginal normalization is valid:
, it is naturally to insert unit operator G I :
Equivalently, it can be derived by using Bayes' chain rule as:
Using tables in Fig. 3 The expression has already derived in Eq. (2.3.24):
Using tables in Fig. 3 
Using tables in Fig. 3.1 .2, one gets:
3.2.5:
The Conditional PDF of G (Grade) given I or ( | ) P g i :
Assuming that George has low intelligence and using tables in Fig. 3 Thus we have completed our homework exercises for student BN, as mentioned in §3.1.
As we have shown, many probabilistic expressions can be obtained by simply inserting appropriate unit operators into appropriate (cross-domain) probability brackets. Therefore, PBN seems to be able to provide us with a very useful alternative in manipulating various probability distributions for multivariable systems.
Graphic presentation of Student Bayesian Network by Using Elvira
There are various software packages for building and testing BN [8] . Here we give four screenshots of student BN by using Elvira [9] , which is a Java application with a very nice graphic user interface. We find it is a great tool to be used to learn BN and PGM. , with a order from low (weak, easy) to higher (strong, hard) as shown in Fig. 3.3 .2 The graph also shows the link inferences: red link means positive (e.g., higher intelligence causes higher grade and SAT), while blue link means negative (e.g., the harder the course, the lower the grade). Thus we have confirmed our results for student BN by using Elvira. The student BN is saved as an Elvira-formatted file [10] and can be reused by clicking "Open Network…" under File menu in Elvira. If user is interested, Elvira can be easily installed, and there are many interesting (simple and complex) samples already in Elvira-format [9] . 
