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I. INTRODUCTION
The transport and mixing of passive scalars by turbulent flows are phenomena of both practical and fundamental interests due to its wide applications. 17, 18, 36 The subject has attracted continuous interests; to name a few, we note recent efforts that have led to new insights into its scaling properties, 37 its role in cloud formation, 38 and its modelling. 12 One approach to understand and model the mechanisms of turbulent mixing is to use synthetic turbulence models. 5, 6, 9, 10, 19, 20, [22] [23] [24] [25] [26] Synthetic turbulence refers to stochastic fields that have characteristics of real hydrodynamic turbulent flows. This methodology aims to construct the field variables (such as velocity and scalar fields) by simpler processes, while reproducing the remarkable characteristics of turbulent fields. Synthetic fields can be generated with little computational cost. Yet, various synthetic models, with a) Author to whom correspondence should be addressed. Electronic mail:
yili@sheffield.ac.uk. different levels of sophistication, have found a wide range of applications. Many models have been proposed with the applications in large eddy simulations (LES) in mind. In LES, artificial field data are usually needed to initialize the calculation and/or provide the inflow boundary condition. Synthetic turbulence is one of the main methods used to meet this need. [7] [8] [9] [10] [11] 47, 48 These models have found wide applications in conjunction with LES. Nevertheless, the main aim of these methods has been matching the mean velocity profiles, the second order moments, and the integral length scales. No significant effort has been devoted to modelling the nonlinear interactions in real turbulence in an efficient way, even though the latter has been identified as an important factor to make further improvement. 48 In one of the most popular methods, the synthetic eddy method (SEM), the synthetic field is composed of localized velocity fluctuations (the eddies). Arguably, the nonlinear interaction could be captured to some extent, since the eddies are allowed to evolve over a short time. Nevertheless, no systematic research has been reported on this aspect of the 045103-2 AL-Bairmani et al.
Phys. Fluids 29, 045103 (2017) method, and results shown in Ref. 7 suggest that key nonlinear features of real turbulence are missing in SEM fields. Finally, it is worth noting that, apart from the above applications, synthetic models have also been used directly as a subgrid-scale (SGS) model in some simulations (see, e.g., Refs. 39 and 40 and references therein). Other synthetic models have been proposed as a vehicle to study the fundamental mechanisms of real turbulence. For instance, particle dispersion has been studied by means of kinematic simulations, 6, 41, 42 and multi-fractal models 5, [19] [20] [21] 49, 50 have been proposed to understand some aspects of real turbulence, in particular small scale intermittency. However, going beyond Gaussian models, it has proven no easy task to synthetic three-dimensional (3D) velocity fields with realistic statistical and structural characteristics of turbulence. A new procedure based on the multi-scale turnover Lagrangian map (MTLM) is proposed in Refs. 1 and 2. The MTLM procedure builds a velocity field by distorting an initially random field via a non-linear map over a hierarchy of spatial scales. Results show that the procedure allows both the statistical and the structural properties of the velocity field as well as the pressure field in real turbulence to be faithfully reproduced. 1, 2, 44 The MTLM procedure has been generalized to turbulent mixing 14 in the convective-inertial regime, 4, 18, 43 in which the fluid particles carry a passive scalar. The mapping thus also distorts the scalar field recursively in a multi-scale fashion. Results show that the MTLM procedure allows the synthetic velocity field to establish the coherence among the particles transporting the scalar, leading to correct level of decorrelation over separation. 14 Numerical results show that the synthetic scalar fields have stronger intermittency in the dissipative and inertial ranges than its advecting velocity field, as is observed in real turbulent fields. Quantitative agreement was found for high-order statistics, the scaling exponents for structure functions, and the characteristics of the dissipation fields. Finally, the spatial structures of the scalar field are also close to experimental results. As a result, the statistical geometry at dissipative scales that results from the conjunction of velocity and scalar gradients behaves in agreement with a real scalar turbulence. 14 The MTLM method has been used to investigate the closure for the pressure Hessian in the Lagrangian models for the velocity gradient, 44 to synthesize magnetic fields, 45 and to study particle clustering. 46 Applications to inhomogeneous turbulence have also been explored. 3, 13 What is missing is the perspective of subgrid-scale (SGS) modelling. Such a perspective is crucial given the potential applications of the MTLM fields in LES, either as SGS models or as initial/boundary conditions, in particular in the LES of particle dispersion in atmospheric boundary layer, particulate flows, and combustion. Thus, we present in this paper an a priori analysis of the filtered synthetic MTLM velocity and scalar fields, and the corresponding SGS stresses and SGS scalar fluxes. Specifically, we have three objectives. First, to model a more realistic scalar field, we generalize the MTLM to the mixing of a passive scalar with a linear mean profile, following the suggestion in Ref. 14. Second, we examine the statistics related to the SGS stresses, the SGS scalar flux, and related quantities. We aim to find out if the synthetic fields are able to capture the SGS energy and scalar dissipation correctly and if they are able to capture the geometrical statistics of the SGS motions. We also examine if the synthetic scalar field captures the effects of the mean scalar profile, as documented in direct numerical simulation (DNS) studies, e.g., Ref. 15 . Third, we note that the MTLM procedure requires the energy spectrum (and, for MTLM with scalar advection, the scalar spectrum) as part of the input. A question is how the synthetic fields depend on the input spectra. We thus also perform the analysis of MTLM fields obtained using modified spectra. The results of the above three objectives provide useful insights to the ability and robustness of the MTLM fields to model the SGS stress and flux, and other SGS processes.
In Section II, we explain briefly the advection of a passive scalar by turbulent velocity fields. The proposed MTLM procedure is described in detail in Section III. Section IV reviews the key concepts in LES and SGS modelling. In Section V, we consider the statistics of the filtered MTLM scalar and velocity fields, and those of the SGS stresses and fluxes, where the geometric alignment statistics of real and modelled stress tensors are also examined. The effects of modified spectra are also presented in Section V. Conclusions are summarized in Section VI.
II. THE ADVECTION OF A PASSIVE SCALAR
The mixing of a passive scalar Θ is governed by the linear advection-diffusion equation,
In the above equation, the passive scalar Θ is mixed by a turbulent velocity field u(x, t), in the presence of a constant molecular diffusivity κ, and a source term S(x, t). Θ could represent, e.g., the temperature perturbation in a flow field where the buoyancy force can be neglected. The velocity field u is governed by the forced NavierStokes (NS) equation,
and the continuity equation,
In Eq. (2), p is the pressure field, ν is the kinematic viscosity, and f is the external forcing term. ρ = 1 has been assumed. The scalar field is advected by the velocity field, which squeezes and stretches the former. As a consequence, the characteristic length scale of a parcel of the scalar decreases and a scalar variance cascade is generated, accompanying the turbulent kinetic energy cascade. In the inertial range of homogeneous turbulence, the energy spectrum E(k) is, according to the Kolmogorov phenomenology,
where k ≡ |k| is the magnitude of the wavenumber k and C K is the Kolmogorov constant. The scalar cascade at a particular length scale is governed by the relevant straining time scale of the velocity field. Depending on the Schmidt number Sc = ν/κ, three regimes can be identified. 4, 43 We consider only the case where Sc ∼ 1. In this so-called inertial-convective regime, the dominant straining time scale for the scalar field is the local eddy turnover time scale, and the spectrum of scalar variance E θ (k) is given by
where ǫ θ = κ |∇θ| 2 is the mean dissipation of scalar variance and C OC is the Obukhov-Corrsin constant.
Scalar fluctuations have to be maintained by a source S(x, t). In this paper, we consider fluctuations generated by a linear mean variation with respect to space. Thus, we may write
where θ(x, t) is the scalar fluctuation and G indicates the imposed uniform mean scalar gradient. As a result, the equation for θ is given by
III. THE MULTI-SCALE TURNOVER LAGRANGIAN MAP FOR ADVECTED SCALAR WITH LINEAR MEAN PROFILE
The multi-scale turnover Lagrangian map (MTLM) model for synthetic turbulence is motivated by the fact that the nonlinear advection term in the NS equation is the key factor that generates the non-Gaussian statistics in real turbulence. The effects of this term is thus isolated and modelled as an advection map. The map is then applied to an initially Gaussian field in a multi-scale fashion to model the multi-scale interactions in real turbulence.
Keeping only the non-linear advection term, the NS equation becomes the Riemann equation,
which describes the evolution of non-interacting fluid particles. Equation (8) is an approximation for high Reynolds number flows for rarefied gas. 1 The solution of the equation is
where X(t) is the position of a fluid particle initially at point y and is given by
where u(y) is the initial velocity field. The solution can be concisely written in terms of an integral operator. We will call it the advection operator and denote it by A u ,
where we have used u t (x) to denote the velocity at location x and time t. W (x) is a weighting function, and the solution given by Eqs. (9) and (10) is obtained by choosing W (x) as the Dirac-δ function δ(x). In the numerical implementation, however, a smooth W (x) is used to approximate the Dirac-δ function. We will regard t as a parameter of the operator.
As having been emphasized before, 1,2,51 the advection operator is highly non-linear. The operator produces a non-Gaussian field as the output when it is applied to a Gaussian, structureless field.
For the scalar field, if we focus on the fluctuations over a length scale which is much larger than the Kolmogorov length scale (such as in high Reynolds number flows), the effects of molecular diffusion are negligible. The advection-diffusion equation thus becomes
The equation can be formally integrated by using Lagrangian coordinates, which gives
With the approximation to the velocity field given by Eq. (9), the solution for θ becomes
In other words, u has been frozen at its value at t = 0. The solution can be represented by an integral operator A s as follows:
where we have used θ t (x) to represent the scalar fluctuation field at x and time t. The operator A s is the advection operator for the scalar field. Its expression is a new contribution of this article.
In the MTLM method, the above advection operators are applied to Gaussian random fields in a nested multi-scale fashion to produce the non-Gaussian synthetic turbulence fields. We now briefly explain the procedure and the related notations. For more information, see Refs. 14 and 3.
To begin with, we note that the MTLM procedure includes a rescaling operation that maintains the energy and scalar spectra of the fields. These spectra have to be given as part of the input, which will be denoted by E u p (k) and E s p (k), for energy and scalar variance spectra, respectively. We then define a hierarchy of M decreasing length scales ℓ n = 2 −n ℓ 0 (n = 1, 2, . . . , M), where ℓ 0 is a reference length at the order of the turbulent integral length scale of the velocity field, which is assumed to be the same as that of the scalar field. The number M is selected in such a way that ℓ M ∼ η where η is the Kolmogorov length scale. For Sc ∼ 1, ℓ M is sufficient to describe the dissipative scales for both the kinetic energy and the scalar variance.
For each length scale ℓ n , we use operator G n ,
to denote the cutoff filter with length scale ℓ n . We use G n to extract the low wavenumber parts of the velocity and the scalar fields, G n u and G n θ. The advection operators A u and A s are applied to G n u and G n θ, whereas the high wavenumber parts are saved aside. As we have seen above, the operators contain time t as a parameter. This parameter is chosen based on the physics at the given length scale, as follows. At scale ℓ n , the local eddy turnover time is
On the other hand, the advection time scale is
where k c,n ≡ π/ℓ n is the cutoff wavenumber corresponding to ℓ n . In other words, u ′ n is the root-mean-square (RMS) velocity of the filtered velocity field. t n is chosen as the time parameter for the advection maps. As is argued in Refs. 1 and 2, t n is the time scale needed for a fluid particle to travel over the local length scale ℓ n , and it is only over this time period that the interactions of the particles can be reasonably neglected, as implied in the advection maps.
On the other hand, energy cascade occurs over the eddy turnover time scale τ n . Therefore, in order to capture the effects of energy cascade, it is necessary to iterate the advection maps m n times, where m n = τ n /t n , to ensure eddies are sufficiently broken down. As a consequence, the effects of interaction between the fluid particles can no longer be completely ignored. The MTLM model thus imposes incompressibility between successive applications of the advection operators, by projecting the Fourier modes of the velocity fields onto the divergence-free subspace. This projection captures the first and most important effect of the interaction between fluid particles.
We introduce the projection operator
whereû(k) is a Fourier mode of u(x),k = k/|k|, and I is the identity matrix. Then, the operator applied to the filtered velocity field at scale ℓ n is (PA u n ) m n and that to the filtered scalar field is (A s n ) m n , where we have used subscript n to emphasize the fact that the operators are defined using time scale t n .
Finally, to maintain the prescribed spectra, the resulted velocity and scalar fields are rescaled. We introduce the rescaling operators R u n for the velocity field and R s n for the scalar field, which are defined by
and
E u (k) and E s (k) are the energy and scalar spectra of the synthetic fields at k = |k|, respectively. E u p and E s p are the prescribed spectra, as we have mentioned above.
Note that the above operators have been applied to the low-pass filtered fields G n u and G n θ. The resulted velocity and scalar fields are then merged with the high wavenumber components to form the full fields, which are then filtered with G n+1 at the next length scale ℓ n+1 and subject to similar operations again. The procedure starts from n = 1 and is iterated until n = M. After M iterations, the final velocity field is given by
where
M u and M s are the MTLM maps for the velocity and scalar fields, respectively.
IV. ANALYSIS OF SUBGRID-SCALE PROCESSES
In LES, the relevant field variables are decomposed into large-and small-scale components. This decomposition is achieved by applying spatial filtering to the field variables. Then the large scales of the flow are explicitly computed from the filtered NS equation, while the effect of the unresolved or subgrid scales is modelled. 4, 35, 52 Applying the filtering procedure to the NS equation leads to the filtered NS equation,
with
In the above equation, tilde denotes low-pass filtering, and u i is the ith component of the filtered velocity vector, defined as
with G ∆ being the filter with length scale ∆.
The effect of the subgrid scales on the resolved scales is contained in the SGS stress tensor τ ij ≡ u i u j − u i u j . τ ij represents the effects of the small scales and has to be modelled. Many models have been proposed, which have been reviewed in Refs. 35, 52, and 4. Usually τ ij is calculated explicitly as a function of certain resolved variables, such as the resolved vorticity vector ω i = ε ijk ∂ j u k , the resolved strain-rate tensor S ij = (∂ i u j + ∂ j u i )/2, or the test-filtered resolved velocity field as in the so-called dynamical models. Some of the parameters may have to be found from additional transport equations. This methodology includes the eddy-viscosity-type models, similarity models, among others, with or without using the dynamic procedure. In another approach, the SGS velocity field is reconstructed by explicit estimation or approximate de-convolution (see, e.g., Ref. 54 and more recently Ref. 55) . From this reconstructed velocity field, one may calculate the approximate τ ij , although its expression is not derived explicitly. The MTLM method potentially provides a new method to reconstruct the SGS velocity and scalar fields. In either case, it is important to examine the relations between the resolved quantities and the SGS stress, in order to either develop or validate the SGS models.
The SGS energy dissipation is defined as
The SGS energy dissipation describes the rate of kinetic energy being transferred from the resolved to the SGS motions and is the most important parameter that characterizes the effects of τ ij . 4 ,27,35, 52 The behavior of Π is correlated with the relative alignment between the eigenframes of SGS stress tensor τ ij and filtered strain-rate tensor S ij . To see this more clearly, we denote the eigenvalues of −τ ij , in decreasing order, as α −τ ≥ β −τ ≥ γ −τ , and the corresponding eigenvectors α −τ , β −τ , and γ −τ . The eigenvalues of S ij are denoted by α s ≥ β s ≥ γ s , which are referred to as the extensive, intermediate, and contracting eigenvalues, respectively. The corresponding eigenvectors are denoted by α s , β s , and γ s . With these definitions, the SGS kinetic energy dissipation can be written as
where (α −τ , α s ) is the cosine of the angle between the vectors α −τ and α s , and similarly for others. The expression shows that the relative alignment between the eigenvectors is an important factor controlling the magnitude of Π.
For the passive scalar, we may also write down the filtered scalar transport equation
where θ is the filtered fluctuation of passive scalar θ defined in a way similar to u i . The SGS scalar flux, τ θ i , is defined as τ
Π θ will be used to denote the SGS scalar variance dissipation that characterizes the effects of
Similar to the SGS energy dissipation Π, Π θ plays a central role in the SGS modelling of the SGS flux vector τ θ i . Its definition also shows the importance of the relative orientation between τ θ i and the gradient of the filtered scalar fluctuation. In many applications, the SGS stresses τ ij and the SGS fluxes τ θ i are the only quantities needed to be modelled. However, in some other applications, notably the LES of turbulent reactive flows, 56, 57 it is also necessary to model the SGS scalar variance Z defined as
and the filtered (molecular) scalar dissipation
These two quantities are important because they are the key parameters needed to model the chemical reaction rates of the species in a turbulent reactive flow, and the latter are crucial for the LES of such flows (for recent discussions, see, e.g., Refs. 58-61). We will examine the statistics of Z in what follows. On the other hand, the statistics of ǫ θ can be inferred from those of ∂ i θ, thus will not be discussed in detail. The quantities listed above (τ ij , τ θ i , Π, Π θ , Z , and related quantities) provide a comprehensive description of the SGS processes and their interactions with the resolved ones. Once an MTLM field has been constructed, these quantities can all be calculated. We will calculate the statistics of these quantities and examine the results against DNS data. In doing so, we show that the synthetic MTLM fields capture the interscale interactions with good accuracy, hence potentially can be useful in SGS modelling.
V. RESULTS AND ANALYSIS

A. Parameters for the DNS and MTLM data sets
We will compare the statistics calculated from the MTLM fields with those calculated from DNS. To obtain the DNS dataset, the incompressible Navier-Stokes equation (Eq. (2)) along with the advection-diffusion equations (Eq. (7)) are solved by a pseudo-spectral method. The computation box is a [0, 2π] 3 cubic box with periodic boundary conditions for the velocity and for the fluctuating part of the scalar θ in three directions. The spatial resolution is 256 3 . Full dealiasing is achieved through truncation according to the 2/3 rule. Energy is injected into the velocity field at a constant rate ǫ = 0.1 by the forcing term, which is non-zero only for Fourier modes with wavenumber |k| ≤ 2. Statistical stationary of scalar fluctuations is achieved by the mean gradient through the source term −G · u where G = −e y has been chosen. In other words, the mean scalar gradient is in the negative y-direction.
Our study has been limited to the inertial-convective regime (Sc = 1). The viscosity is ν = 0.003, which is the same as the diffusivity κ. Therefore, we have k max η ≈ 2.9 where η is the Kolmogorov length scale. The simulation is thus very well resolved. Computation shows that u rms = 0.7 in the steady state, hence the Taylor Reynolds number Re λ ≈ 109.
We use the MTLM method to generate samples of the synthetic field on a periodic cubic domain [0, 2π] 3 which, in most cases, is discretized with 256 3 grid points. The 3D energy and scalar variance spectra, E u p (k) and E s p (k), are taken from DNS data and are used as the input parameters. The spectra are shown in Fig. 1 . Note that, due to the limit of resolution, no clearly visible inertial range is observed. Fifty synthetic fields are generated and in most cases the statistics presented are averaged over these 50 fields; some are calculated with a subset of the samples. The number of iteration levels M is 
In what follows, we will use the Gaussian filter. 4 Unless stated otherwise, the filter scale ∆ is always chosen as ∆ = 8δ x , which gives approximately ∆ ≈ 9η. We have checked that the results for ∆ = 16δ x ≈ 18η are qualitatively the same, although occasionally we also plot the results for ∆ = 16δ x as a comparison. The two filter scales are indicated in Fig. 1 by the  vertical lines. 
B. Anisotropic scalar statistics due to the mean scalar gradient
We first present some basic scalar statistics with emphasis on the anisotropic statistics due to the mean gradient. The cospectra between the scalar θ and the -velocity component are presented in Fig. 2 . The spectrum from MTLM fields underpredicts the DNS result slightly at the low wavenumber end. The agreement nevertheless is very good. We note that the cospectrum for the synthetic field is not part of the input to the MTLM procedure; it is generated by the non-linear mapping embedded in the procedure, although undoubtedly, it depends crucially on the input energy and scalar spectra.
The probability density function (PDF) distributions of scalar gradients ∂ i θ in the synthetic MTLM fields are shown in Figs. 3 and 4 . Due to statistical symmetry, the PDFs for ∂θ/∂x and ∂θ/∂z are expected to be the same. Fig. 3 shows indeed that the two PDFs are close to each other. There are some discrepancies at the ends of the tails, which may be attributed to statistical fluctuations. For all PDFs in these two figures, strong deviation from a Gaussian distribution is observed, displaying the characteristic flaring tails seen in scalar turbulence. [28] [29] [30] [31] The PDF for ∂θ/∂y (Fig. 4) has a strong negative skewness, which means that it is skewed in the direction of the mean scalar gradient (the negative y-direction). Overall, the MTLM fields underestimate the PDFs for large fluctuations to some extent. However, all results are close to those obtained from DNS fields, as is shown by these figures (see also Ref. 15) .
The skewness is an indication of small scale anisotropy due to the negative mean gradient. It has been correlated to the observation that the cliffs in the scalar distribution sit on the edges of the vortices in the velocity field. 15, 22 We may also understand it qualitatively from the equation for g y ≡ ∂θ/∂y, which is
where is the y component of the velocity field, and we have used the fact that the mean scalar gradient G = e y . The last term on the right hand side represents the direct contribution from the mean scalar gradient. Note that ∂ y is the longitudinal gradient of . It is well-known that, in real turbulence, the longitudinal gradient of the velocity has a negative skewness. The same has been observed in MTLM velocity fields too. 1 As such, the last term on the right hand side of Eq. (37) is more likely to be negative, which tends to reduce g y . This term thus provides a driving mechanism for the negative skewness in the PDF of g y that is absent from other components of the gradient. Fig. 4 shows that the same mechanism is captured by the MTLM procedure, although results for the MTLM fields appear to somewhat underestimate the probabilities for large fluctuations.
The source term in the equation of θ is −G · u = , according to Eq. (7). By writing down the equation for θ 2 (not shown), we can see that, to provide a positive source for the scalar fluctuations, a positive correlation must exist between and scalar θ. The PDFs of the normalized product r θ ≡ θ, from both DNS and MTLM fields, are presented in Fig. 5 . As expected, both PDFs display a positive skewness. The positive skewness is consistent with the co-spectrum shown in Fig. 2 , both indicating a positive correlation between and θ. A physical explanation for the positive correlation is given in Ref. 53 using a Lagrangian closure. Intuitively, positive fluctuation of θ at a point is generated when a parcel of fluid carrying a larger value of the scalar moves to the point. Given that the mean gradient of the scalar is in the negative y direction, this parcel is more likely to come from the negative y direction. Thus, on average, this parcel will have a positive on its path to this point. Given the positive spatial correlation of , it is also more likely that is positive at the given point. Thus we observe positive together with positive θ, hence positive correlation between the two. Fig. 5 shows that the mechanism is captured very well by the MTLM fields.
C. SGS energy dissipation, scalar variance dissipation, and scalar variance
The mean SGS energy dissipation rate Π as a function of the filter scale ∆ is shown in Fig. 6 , while the mean SGS scalar variance dissipation rate Π θ is shown in Fig. 7 . For the scalar dissipation, the agreement between MTLM results and DNS results is rather good with some small over-prediction (at about 3%). For the velocity fields, the MTLM results underestimate the DNS values by a small amount, which measures at about 10% at the largest filter scales. The fact that the prediction for SGS scalar dissipation is better may be explained by the following observation. The synthesized velocity field is missing both viscous diffusion and the nonlocal effect of the pressure. The synthesized scalar field, on the other hand, is missing only the diffusion effect. Though these effects are partially compensated for by imposing the energy and scalar spectra, the approximation to the velocity fields is still stronger.
The PDFs for both the SGS energy and SGS scalar variance dissipations are shown in Fig. 8 . We use Π + = (Π − Π )/σ Π to represent the normalized SGS energy dissipation, where Π is the mean and σ Π is the r.m.s. of Π. A similar notation Π θ + denotes the normalized SGS scalar dissipation. The PDFs from MTLM fields are shown with blue squares and cyan diamonds, whereas DNS fields are shown with red circles and green triangles. The strong positive skewness observed in the curves indicates the dominance of forward energy and scalar variance cascade. A significant probability for negative fluctuations is also observed (flaring up left tail), which indicates a backscattering from small scales to large ones. The PDF of Π θ + has a slightly wider positive tail than that of Π + from the same data set (either MTLM or DNS). The MTLM fields capture all these behaviours. Quantitatively, the positive tail for Π + agrees rather well with DNS result, though the negative tail is somewhat underestimated for both the scalar variance and energy dissipations. To quantify the backscattering, we calculate separately the mean of the negative SGS dissipation (denoted by Π <0 ) and the mean of positive SGS dissipation (denoted by Π >0 ) and look into their relative magnitudes, given by ratio
We calculate the ratio for both velocity and scalar fields from both MTLM and DNS data. Fig. 9 shows a plot of the ratio as a function of ∆. One can observe from the figure that MTLM fields indeed generate significant backscattering, as in DNS fields. For the velocity fields, the ratio tends to 0.20 for both MTLM and DNS fields when ∆ increases, although for smaller ∆ MTLM results somewhat underestimate the value. For the scalar fields, the ratio tends to be around 0.18 for MTLM fields and 0.17 for DNS fields, i.e., it is overestimated slightly in the MTLM fields.
The above results regarding the SGS energy dissipation rates can be complemented by the statistics of the alignment between the eigenvectors of the tensors, as is indicated by Eq. (31) . We will present the results in terms of the orientations of the eigenvectors of the SGS stress tensor −τ ij in the eigenframe of the filtered strain rate tensor S ij . To describe the orientation of the eigenvector α −τ in the eigenframe of S ij , we need two angles φ α and θ α , 16, 32, 33 as can be seen in To observe the preferential alignment configurations between α −τ and the eigenframe of S ij , Fig. 11 shows the   FIG. 11 . Joint PDF of (cos θ α , φ α ) from DNS fields. two-dimensional joint PDF of cos θ α and φ α for DNS fields.
It displays a bi-modal distribution with two peaks at (θ α , φ α ) = (90 • , 0 • ) and (50 • , 48 • ), with approximate peak value 2.5 for both. As a comparison, the MTLM result, given in Fig. 12 , shows only one peak at approximately (50 • , 48 • ), which is the same as one of the peaks in the DNS result. The peak value for the MTLM result is stronger than the one for DNS, reaching about 3.5, as is illustrated in Fig. 12 . This discrepancy is most likely due to the fact that MTLM fields produce insufficient vortex tubes. 2 We now consider the orientation of the eigenvector β −τ in the eigenframe of S ij , which is characterised by angles θ β and φ β . The two angles are defined in the same way as those shown in Fig. 10 . Two peaks at (θ β , φ β ) = (90 • , 0 • ) and (45 • , 90 • ) are seen in Fig. 13 for the DNS fields, with peak values 1.6 and 2.0, respectively. The joint PDF for the MTLM fields shows two peaks at about the same locations (see Fig. 14) . However, the peak values are approximately 2.4 and 1.6, i.e., the strengths of the two peaks are reversed. FIG. 13 . Joint PDF of (cos θ β , φ β ) for DNS fields. To briefly summarize, the above results for the relative orientation of the eigenvectors calculated from the MTLM fields bear close resemblance to those from DNS fields. Some discrepancies exist in terms of the alignment results, and they are consistent with previously known features of the MTLM fields. Nevertheless, the discrepancy has only small effects on the SGS dissipation rates. These results reveal the ability of the MTLM procedure to reproduce SGS dissipations and the geometrical structures of the SGS stress and scalar flux.
We now present results related to the SGS scalar variance Z . Note that the mean of Z , Z , is determined by the scalar spectrum. Therefore, by design, it is the same for the MTLM fields and the DNS fields. However, it is interesting to examine statistics beyond the mean. Fig. 16 compares the PDFs for Z calculated from the MTLM fields (blue squares) and DNS data (red circles). It shows that the MTLM fields underestimate the probability of large values. This mild discrepancy is consistent with some of the results shown previously, where MTLM fields have also been found to under-estimate large fluctuations to some degree. The MTLM fields also show a low probability for Z very close to zero, whereas in DNS fields, the most probable value is Z = 0. The inset shows the correlation coefficient for Z , defined as
plotted against the displacement r normalized by δ x , where in the definition e is a given direction. Results for both ∆ = 8δ x and 16δ x are shown. As is expected, the correlation is stronger for larger filter scales. The correlation of the MTLM fields decays somewhat quicker than that of the DNS fields, i.e., the MTLM fields somewhat underestimate the long range correlations in the scalar fields. The evolution of Z is dominantly controlled by the SGS scalar dissipation Π θ and the filtered (molecular) scalar dissipation ǫ θ , which provide the source and the sink terms for Z , respectively. To predict the PDF of Z correctly, the conditional averages Π θ |Z and ǫ θ |Z need to be correctly parametrized. Thus we have calculated the conditional averages, shown in Fig. 17 . To put the results from the MTLM fields in context, the results from two other models are also presented for reference. For Π θ |Z , an eddy-diffusivity-type model τ
is used, where
is the modulus of S ij . The result from this model is shown with filled green diamonds. In SGS modelling, the coefficient c τ is usually calculated from the dynamic procedure. Here, we choose c τ empirically, so that the model result matches the DNS result (shown with filled red circles) at Z / Z = 1. This simple choice is sufficient to show that the model does not provide consistent prediction for Π θ |Z , because it underestimates the latter, and the discrepancy increases with Z . Meanwhile, the result from MTLM fields over-estimates Π θ |Z by a rather significant amount. Nevertheless, the discrepancy is smaller than that of the reference model, especially at large Z .
For ǫ θ |Z , we choose
as the reference model, where the time scale τ ǫ is taken as | S| −1 (see, e.g., Refs. 57 and 59). c ǫ is chosen in the same way as c τ above. In this case, the MTLM result (empty blue squares) follows quite closely with the DNS result (empty red circles), whereas the result from the reference model (empty green diamonds) is off by large amount.
D. Geometrical statistics of SGS stresses and fluxes
In this subsection, we report on how the geometrical statistics related to the SGS stresses and fluxes are captured by the MTLM fields. Overall, the MTLM fields reproduce many alignment statistics accurately, including
In what follows, we present only the first three results as an illustration. The PDFs of the cosine of the angle Λ θ between SGS scalar flux vector τ θ i and the filtered vorticity vector ω i is given in Fig. 18 . The PDFs have a sharp peak at zero, which means that the SGS scalar flux tends to be perpendicular to the filtered vorticity. The MTLM result shows good quantitative agreement with the DNS result. the figures). τ θ i tends to align with γ −τ with very high probability. On the other hand, τ θ i tends to be perpendicular to both α −τ and β −τ but with a higher probability for the former. The high peak probabilities suggest a near deterministic alignment. This trend has been observed previously and has motivated a strategy to model τ θ i in terms of τ ij . 34
E. Effects of input energy and scalar spectra
In Subsections V A-V D, we have used the energy and scalar spectra from the 256 3 DNS data set as the input for the MTLM procedure. When MTLM is applied in a more practical setting, the input spectra may have to be estimated, hence contain errors. It is thus important to understand the effects of the input spectra. To achieve this, we now examine the MTLM fields with input spectra modified in two different ways. In one case, we consider MTLM fields generated from only parts of the DNS spectra shown in Fig. 1 . Specifically, we generate MTLM fields with 64 3 grid points using the spectra in Fig. 1 in the range k ∈ [1, 32] as the input. Also, we generate MTLM fields with 128 3 grid points using the spectra in the range k ∈ [1, 64] as the input. These fields are missing most of the dissipation range due to the truncations. In another case, we use an analytical spectrum with a model for the dissipation range as the input. For the velocity field, we use the Kovasznay spectrum, 62 whose expression can be written as 63
In other words, the spectrum is the Kolmogorov spectrum corrected for viscous dissipation by the factor in the square brackets. For scalar, we assume that the spectrum is given by Eq. (5) multiplied by the same correction factor. To ensure that this case can be compared with previous results, an empirical modification is applied. Namely, we use Eq. (42) (and its scalar equivalence) for k ≥ 8 only; the spectrum for k ≤ 8 is still taken from DNS data. The dissipation rates in the Kovasznay spectra are chosen in such a way that the two segments join Phys. together smoothly. The spectra constructed this way are plotted in Fig. 21 . We use the model spectra to generate 256 3 MTLM fields. The Kovasznay spectrum is reasonably realistic but still deviates significantly from the observed turbulent energy spectrum. Therefore it is a relevant yet stringent test. To help with exposition, we summarize all the data sets used in this subsection in Table I , along with their names. We show in Fig. 22 the co-spectra between the scalar θ and the y-velocity component. It can be seen that the agreement between the three resolutions is very good, all following closely with the DNS result. One may discern that the spectra of M64 and M128 are slightly lower than that of M256, but the effect is really very small. Since the M64 and M128 fields, with 64 3 and 128 3 grid points, are obtained with few iterations than the M256 fields, this shows that number of iterations is not essential for the development of the proper correlation between the scalar field and the advecting velocity. Such correlation must come basically from the strong coupling between the scalar and velocity mappings, rather than from the mimicked cascade process. This is corroborated by the result from MKov data. Here the co-spectrum at the high wavenumber end displays similar features as the Kovasznay energy and scalar spectra, where it bulges upward before dropping off sharply.
The mean SGS energy dissipation as a function of the filter scales is shown in Fig. 23 . The truncation has little effect on Π , since the results for M64, M128, and M256 all collapse on the same curve. On the other hand, the result from MKov fields deviates significantly from the one from M256, and the difference is observed over all ∆ values. To understand the deviation, we plots in the inset Π from MKov, M256, and DNS, normalized by ∆ 2 | S| 3 . Interestingly, now the results for MKov and M256 show much better agreement. Since the factor ∆ 2 | S| 3 is determined by the energy spectrum, the observation implies that the deviation in Π comes mainly from the difference between the Kovasznay spectrum and the DNS spectrum, and it can be parametrized by the spectrum in a simple way. Of course, how to find a good approximation for the spectrum remains a question. Though it is in no way easy, this question is a standard one with much previous research to be drawn upon. Therefore, the observation from this figure is encouraging. Fig. 24 shows that truncation has slightly stronger effects on the scalar SGS dissipation Π θ . In particular, the M64 fields produce slightly but visibly smaller values. The result from MKov fields is close to the M256 results, with slight over-estimation for approximately 10 ≤ ∆/δ x ≤ 30. This observation is not surprising, since the scalar Kovasznay spectrum is not too different from the DNS scalar spectrum (cf. Fig. 21 ). The PDFs of the normalized SGS energy dissipation Π + are given in Fig. 25 . These results show that the strong positive skewness remains mostly unchanged by the change in the input energy spectrum. Some differences can be discerned for the probabilities of large negative fluctuations. Apart from the result from KKov, the probabilities for large negative fluctuations seem to decrease with increasing resolutions. Note that the difference between M256 data and M64 (or M128) is that, in the latter, the small scales in the dissipation range are decimated or absent. Thus the above observation is consistent with the notion that the scales much smaller than the filter scale can be modelled by an eddy-viscosity-type model, since their overall effects are dissipative and reducing backscattering. Nevertheless, we caution against drawing definite conclusions because statistical fluctuations are relatively large at the tails of the PDFs. In any case, the effects are rather small. The PDFs for the normalized SGS scalar variance dissipation, Π θ + , show again little difference for the different data sets; therefore, the figure has been omitted.
The conditional average ǫ θ |Z is shown in Fig. 26 . This result is particularly interesting because the dominant contribution to ǫ θ comes from the dissipation range, and as such one expects that the changes in the input spectra would have stronger effects. Indeed, the result from M64 shows significant deviation from the M256 and DNS results. The result from M128 stays closer to that of M256, arguably because the truncation is less severe and part of the dissipation range is retained. The result from MKov is not much changed from that of M256 either. The inset shows the same results with ∆ = 16δ x . Same trends are observed, but results from MTLM fields agree better with the DNS results. The results shown in this figure suggest that a reasonably accurate model spectrum can provide a good approximation to ǫ θ |Z .
Finally, we note that we have also looked into the geometrical statistics for these new datasets as in Subsection V D. The general observation is that all data sets reproduce the preferred alignment configurations in DNS, although the probabilities for the preferred configurations become weaker when the resolution is decreased (from 256 3 to 64 3 ). We present only Fig. 27 to illustrate the above observation. Fig. 27 shows the PDFs of cos Λ α = (α −τ , τ θ i ) from M256, M128, and M64 fields. All three PDFs show the same preferred alignment at cos Λ α = 0, the two vectors being perpendicular to each other. However, the peak probability decreases with the resolution, as we mention above.
VI. CONCLUSIONS
In this paper, the multi-scale turnover Lagrangian map is generalized to synthesize passive scalar fields driven by a uniform mean scalar gradient. The synthetic velocity and scalar fields are then investigated from the perspective of SGS modelling. We calculate the statistics related to the SGS stress, the SGS scalar flux, and the SGS scalar variance obtained by filtering the synthetic MTLM fields. We also look into how the synthetic fields are affected by the input spectra.
Comparisons with DNS data show that the resultant nonGaussian MTLM fields display many properties commonly observed in DNS data, including the skewed and intermittent probability density distributions for the SGS dissipation rates, the preferential alignment between different objects, the scalar-velocity correlations, and the skewness of the scalar gradient in the direction of mean gradient. The results obtained from fields with different spectra as the input demonstrate the robustness of the MTLM procedure. Some statistics, such as the mean SGS energy dissipation, depend rather strongly on the energy spectrum. However, the dependence may be parametrized in a relatively simple way by the energy spectrum. The implication is that, in order to apply MTLM in a different flow, the main task is to estimate the energy and the scalar spectra. While it is by no mean easy, the task is a standard one, and many modelling strategies make implicit assumption about the spectra in some way (examples include the scale dependent SGS model 64 ). Therefore we believe it is totally feasible. More importantly, we also find that most of the statistics are unchanged by the input spectra, including the PDFs of the SGS energy and scalar dissipations. This observation is another incentive to further pursue the MTLM method.
Our investigation also shows that the linear mean scalar profile can be modelled by the MTLM procedure easily with little additional computation cost. It demonstrates that the MTLM can be generalized to include other linear effects without difficulties. This study complements previous discussions (see Refs. 1, 2, and 14 for discussions on other properties) on this technique and provides solid basis for its applications in LES and SGS modelling. Future research will focus on technical challenges such as, among others, the modelling of inhomogeneous flows, where no complete information regarding the spectra is available. In such cases, one may have to estimate the spectra from the resolved the scales and make use of the physics of the flows. How to implement such a scheme and assess the performance of MTLM in these flows are topics of our on-going research.
