We propose a distributed sequential algorithm for quick detection of spectral holes in a Cognitive Radio set up. Two or more local nodes make decisions and inform the fusion centre (FC) over a reporting Multiple Access Channel (MAC), which then makes the final decision. The local nodes use energy detection and the FC uses mean detection in the presence of fading, heavy-tailed electromagnetic interference (EMI) and outliers. The statistics of the primary signal, channel gain and the EMI is not known. Different nonparametric sequential algorithms are compared to choose appropriate algorithms to be used at the local nodes and the Fe. Modification of a recently developed random walk test is selected for the local nodes for energy detection as well as at the fusion centre for mean detection. We show via simulations and analysis that the nonparametric distributed algorithm developed performs well in the presence of fading, EMI and outliers. The algorithm is iterative in nature making the computation and storage requirements minimal.
I. INTRODUCTION
The need for reusing the sparsely available spectrum has motivated the widely studied paradigm of Cognitive Radio (CR) [1] . A spectrum remains idle when the primary user (licensee) is not using it. The secondary nodes need to quickly detect this spectral hole and make use of it for data transmission during this interval and stop transmitting once the primary starts transmitting. This is called Spectrum sensing in the CR scenario. Spectrum sensing is performed in a wide variety of ways depending upon the knowledge of the primary signalling and the channel gains ([2] , [3] ).
Detection of spectral holes has to be performed at very low SNRs (rv -20 dB) in the presence of shadowing and fading [3] . There is also a need to detect the presence of holes as early as possible to make efficient use of idle channel and to minimize interference to the primary users. Hence sequential procedures serve better which can reduce the expected number of samples required, by more than half, over the fixed sample procedures [4] . This also calls for distributed detection which exploits spatial diversity to mitigate fading and also can reduce detection time ([2] , [3] ). Furthermore, the transmit power, channel gains, coding and modulations of the primary are unknown and hence standard algorithms such as matched filter or cyclostationarity detector ([3] ) may not be available. Energy detection (or generalised energy detection [5] ) is found to be *This work was partially supported by a grant from ANRC.
978-1-4799-6619-6/15/$31.00 © 2015 IEEE the technique applicable in such scenarios. Lack of complete knowledge about the signal and the channel fading (shadowing) forces us to use nonparametric (or semiparametric) detection algorithms. Besides, the distribution of SINR may not be known and noise power could be time varying due to time varying electromagnetic interference (EMI). EMI is modelled using heavy-tailed distributions ([6] , [7] ) and outliers [8] could be present in the samples received at the local nodes as well as the fusion centre (FC) over a reporting Multiple Access Channel (MAC). Channel fading can have Rayleigh, Rician or Nakagami distribution and shadowing is modelled by Log Normal distri bution [9] , [10] . Hence robust tests which work well with heavy tailed noise and signals are required. In summary, it is desirable to have distributed, robust, nonparametric, sequential algorithms for spectrum sensing in a CR system which mitigate the effects of heavy tailed distributions also.
Spectrum sensing has been extensively studied in recent years. [1] , [11] and the references therein give an overview of early work in spectrum sensing. See [2] , [3] for more recent contributions. Sequential procedures are found to be better suited for quick detection of spectral holes [12] . Distributed spectrum sensing has been a recent development in this di rection ([2] , [13] , [14] , [15] , [16] , [17] , [18] , [19] and the references therein). Various studies have suggested parametric ([20] , [21] ) as well as nonparametric ([22] , [23] ) solutions to this problem. None of these works studies the effect of EMI or outliers on the detection algorithm. Some of the issues in distributed detection are that the reporting channel (for decisions from the local nodes to the FC) should not require much bandwidth and the energy consumed and the delay in reporting the decisions should also be small [2] . Many of the works ([2] , [3] , [21] , [24] ) do not consider MAC noise or multipath fading in the reporting channel. However see [25] and the references therein for studies which consider shadowing and fading in reporting channels. Design of algorithms at the local nodes as well as the fusion centre are motivated by the various above considerations.
We are not aware of any other robust nonparametric scheme to mitigate the effects of EMI and outliers. The contribution of this paper is in designing new sequential, nonparametric energy detection and mean detection algorithms which perform well in the presence of slow-fast fading, heavy-tailed EMI and outliers. These algorithms are then used in a distributed environment. Theoretic analysis of the distributed algorithm is also provided.
The paper is organized as follows. Section II provides the system model and the distributed set up. Section III presents several available algorithms and their comparison via simula tions. It also selects appropriate algorithms for the local nodes and FC for our distributed algorithm. Section IV theoretically analyses the distributed algorithm. It also shows the effect of heavy tails on the system performance. Section V provides the performance of the distributed algorithm for specific examples via simulations. Section VI concludes the paper.
II. SYSTEM MODEL AND DISTRIBUTED ALGORITHM
We consider a CR system where L CR (local) nodes are scanning the environment to detect if a primary user is trans mitting or not. Based on their observations, the nodes make local decisions and transmit to the FC. The FC makes the final decision from the local decisions it receives from the secondary nodes. This is the most common distributed spectrum sensing architecture ([2] , [3] 
We assume that {Sk, k:;o. I} and {Nkl ' k:;o. I} are independent identically distributed (i.i.d.) and independent of each other. In the following this assumption will be slightly generalized. Also, {Nkz} are assumed independent sequences for different nodes l.
For {Hkl ' k :;0. I}, we either assume that Hkl == HI, a random variable, possibly unknown (this is a commonly made assumption [9] , [26] ), representing slow fading, or an i.i.d. sequence, representing fast fading. Hkl represents multipath fading as well as shadowing. For shadowing, log normal distribution is considered a good approximation [9] , while for muItipath fading, Rayleigh, Rician and Nakagami distributions are considered suitable [10] . Thus Hkl could possibly have a heavy-tailed component (due to log normal distribution) and a light-tailed component (due to the fast fading component) [27] . Often the combined effect of these is approximated by a K distribution [28] which has a heavy tail.
If sensing is done at times of primary symbol transmission then assuming {Sd to be i.i.d. is realistic which will often take values in a finite alphabet depending on the modulation scheme used by the primary. The secondary may not know the coding and modulation used by the primary. Also, different primary users may be using the same channel and a primary can change its modulation and coding with time. Thus, we will not assume that the local nodes know the signalling of the primary. This is a common assumption in the CR literature.
As a result of unknown Hk1, Sk statistics, it is usually recommended to use energy detection at the local nodes ([2] , [3] ). Thus, we consider the energy samples (1) at each local node [ where !vI is a constant decided as part of the sensing algorithm. Taking square of Xk1 in (1) provides the usual energy detector and is shown to be optimal for Gaussian noise in the absence of Sk statistics. However, it has been shown [5] that for non Gaussian noise, instead of 2, some other power p of IXkll may perform better. In the following we will keep p = 2 but allow the possibility of other powers when EMI is significant (see below).
In the following we will only assume {X kl, k :;0. I} to be i.i.d. independent sequences under Ho and HI allowing {Xil ' !vI k + 1 ::.; i ::.; M (k + I)} to have arbitrary dependence. This provides flexibility in modelling fading and sensing versus signalling duration.
The receiver noise is usually distributed as Gaussian, mean ° and variance (say) (J2 (denoted as N(O, (J2)). However, in wireless channels there can often be a significant component of EMI [6] . EMI is modelled by Gaussian mixtures (which are light-tailed) and symmetric a-stable distributions (which are heavy-tailed for a < 2) ( [7] ). Thus Nkl will often not be Gaussian and can possibly be heavy-tailed. Of course, as a result of squaring Xk1, the noise distribution will no longer be symmetric.
Now we consider the hypothesis testing problem one en counters for energy detection with samples (1) . We will denote by Pi, lEdX] and VardX]' the distribution, the mean and the variance of X under the hypothesis Hi, i = 0, l. For simplicity, we take {Xil ' If (J12 > > Esl and (J12, Esl are known but the distributions of Nk1, Sk are not known, we can consider it as a nonparametric mean detection problem with Ho : IL = ILo = !vI (J12 vs HI : IL = ILl = !vI (J12 + Esl. It is a simple hypothesis testing problem with equal known variance under both hypotheses. If Esl is not known but we know that Esl is lower bounded by EL then the testing problem is Ho : IL = ILo = !vI(J12 vs HI : IL = !vI(J12 + Es :;0. !vI(J12 + EL = ILl. Now HI is a composite hypothesis. If (J12 is also not known but we know that (JL 2 < (J12 < (Ju2 then the problem is Ho : IL = !vI(J12 ::.; !vI(Ju2 = ILo and HI : IL = !vI (J12 + Es :;0. !vI (JL 2 + EL = ILl. Now the variance under the two hypotheses are the same but unknown. The most general situation arises when the low SNR assumption is also violated and now the unknown variances under the two composite hypotheses are not the same.
As a consequence of the above comments, for a local node to make a decision, nonparametric statistical techniques which do not require complete knowledge of the distributions of observa tions Xkl under Ho and HI are suitable for energy detection. To make quick decisions, local nodes will use sequential detection. Thus node I will make its decision at a random time based on its local observations {X kl, k :;0. I}. In the next section we compare several nonparametric sequential algorithms for energy detection and pick the best.
If node I decides HI at time k, it will transmit +bl to the FC. If it decides Ho, it transmits -boo If the node has not made a decision at a time, it transmits nothing. Thus, at time k, FC
is the corresponding channel gain and Zk is the superposition of the receiver noise (which will often have a distribution N(O, (J2)) and EM!. Thus, Zk will be a summation of Gaussian noise and Gaussian mixtures and/or alpha-stable EM!. Also, there is fading and shadowing on the wireless channels from the local nodes to the FC. Thus, we need at the FC a nonparametric sequential algorithm but unlike at the local nodes, the signalling (+bl or -bo) is known to the FC. Furthermore, unlike at the local nodes, we can use partially coherent detection (we may be able to estimate the phase; in particular, the sign of Ckl although not necessarily the magnitude of the channel gains). Then the local node multiplies its transmission Yk1 (+bl or -bo) by the sign of Ck1 and L transmits. Thus, Yk = L IChllYkl + Zk . Therefore we do not 1=1 need an energy detector (actually in our set up we may not be able to use the energy detector at the FC) but in fact a nonparametric detector which performs well for mean detection with symmetric noise will be a suitable choice.
As discussed above, at the local nodes as well as at the FC, due to possibly significant EMI, the noise may be heavy-tailed. Such a scenario in CR has been considered in [6] . But the impact of heavy-tailed noise has not been specifically studied. In [l7] , this was considered in the context of change detection and it was shown that heavy tails can degrade the performance significantly. In this paper, for the distributed hypothesis testing algorithm also, we show that heavy-tailed distributions can significantly impact the performance. Then we will modify the algorithms so that their impact along with that of the outliers which are also present, can be mitigated.
Often the reporting (MAC) channel from the local nodes to the FC is considered noiseless ([2] , [21] , [3] , [24] ). However, as mentioned above, like any other wireless channel, it does experience EMI, outliers and receiver noise. One implication of this is that the decisions transmitted by local nodes may not reach the FC without error making the use of standard Fusion centre rules -AND, OR, majority etc. [3] less accurate and/or difficult to implement. Now we describe our basic distributed algorithm which has been shown to be asymptotically optimal and performs well at practical parameter values ([ 18] , [23] ). It also makes an efficient use of the reporting MAC. An optimal algorithm in this setting is not known [16] . We will complete this algorithm by choosing appropriate detection algorithms for the local nodes and the FC. We will also study the performance of the overall algorithm so developed especially under the influence of EMI and outliers. The energy detection algorithm to be used by the local nodes and the mean detection to be used at the FC will be chosen in the next section.
One of the advantages of our distributed algorithm is that the local node I which has a good channel gain H kl from the primary will make a decision faster and will influence the FC decision more. Also, since each local node keeps transmitting its decision till the FC decides, if a local node has made a wrong decision, most likely it will soon change it and hence wrong local decisions will have minimal effect on the FC decision, especially when PF A and PM D are small.
III. ALGORITHMS FOR SINGLE NODE
In this section we consider sequential nonparametric single node algorithms with their statistics denoted by Tn, which can be used by the local nodes and the FC for energy detection and mean detection respectively. Optimal tests for single nodes also do not exist. We will not use the node index I in this section.
A. Rank test
Rank test (Wilcoxon rank test) is a location test [4] for location fL of a distribution F (x -fL) which is symmetric around fl· For testing fL ::.; flo vs fL � fLl, fLl > flo, its statistics is defined as follows.
i. Let Yi = Xi -/LO ! /Ll , where XiS are the observations. 11. Calculate Ri, the rank of Yi in Yl, ... , Y n when these are arranged in ascending order of their absolute values.
iii. Test statistic Tn = L� = l sgn(Yi) n�l where sgn( x) = I�I for x # 0 and 0 for x = o.
We will use this statistic in our sequential set up. This statistic is distribution free for symmetric distributions [4] .
B. Sequential t test
We use the usual t test [29] extended to make it a two sided test. The test statistic is given by,
1 ", n where X n = n L... k = l Xk is the sample mean, and Sn = [ n �l L� = l (Xk -Xn)2] 1 / 2 is the sample variance.
C. Random walk
Its test statistic is obtained by modifying the above t test statistic: The statlstic is a simple random walk and we refer to this algorithm as random walk.
The above three tests are primarily designed for mean de tection Ho : fL ::.; flo vs HI : fL � fLl, but can also be used for testing some other functional of the distributions. Unlike sequential t test and rank test, random walk test is iterative. Thus it is simpler to compute the statistic and does not require storing the whole data.
D. Mitigating effects of outliers and heavy tails
The sample mean and the sample variance used in the t test and random walk are not robust to outliers. This gets reflected in the performance of these tests (compare Figures 2 and 3 below; see also Figure 4 ). From Figures 2 and 3 we also see that the rank test is quite robust to outliers although may not perform the best. This motivates the use of robust versions of the random walk and t tests [8] . Robust tests are obtained by replacing the sample mean (and sample variance) in these tests by their robust versions. Some of the techniques to robustify the algorithms are:
• a-trimmed mean: Samples are sorted in increasing order and top a% and bottom a% are thrown away. The sample mean and variance are computed using the remaining samples .
• !vIt test is obtained by applying a cut-off function VJ to obtain a robust sample mean and obtain the statistics (where modified sample variance is in the denominator of Tn below.) computation of t test as ", n o0 (X . _ /LO+/Ll ) T -L.., , = l y, 2 n -(L� = l V)2(Xi -Xn)) � ' (4) where 1/J : R f--+ R is a non decreasing, continuous, odd and bounded function. For N(O, 1) , a recommended V) [8] is for a given K < 00 .
,if z > K, ,if I zl s: K, ,ifz<-K. This statistic is iterative, unlike a-trimmed random walk/t test or lvi -t test. We have tried robust versions of t and random walk tests via a-trimming but these generally perform worse than lvi -t and lvI-random walk. So we do not report them here.
It is known that the t test is not efficient for heavy-tailed distributions [29] . One expects this behaviour for the random walk test also (see Figure 4 below). On the other hand, the rank test is quite efficient for heavy tailed distributions also.
We will also see that the Huber's lvi function 1/J not only robustifies t and random walk tests but also makes them more efficient w.r.t. heavy-tailed distributions. We will confirm these findings from simulations and the theory in [30] .
In very heavy-tailed case (SaS with a < 1 or for energy detection with a < 2), the mean of the sample Xk is infinity.
Thus, random walk and t test will not work. The rank test can possibly still work. Even the above robust versions of random walk and t test (6) and (4) will not work directly because fLo and fLl will be infinity. Thus, we consider samples (7) and use lvI-random walk test on it with fLo and ILl correspond ing to the means of Xi. We call this lvI 2 -random walk test. We will see below via simulations that 1\IJ 2 -random walk test works for SaS with a < 2 while lvJ -random walk, random walk, t, lvJ -t and lvi -t based on samples do not work at all.
How one chooses 1/J in (4), (6) and 1/Jl in (7) affects the performance of the algorithm. Various examples of such V) for the parametric setup are provided in [8] . In our nonparametric setup we will simply use 1/Jo defined in (5) with different K values. Our aim of using 1/J for heavy-tailed case is to create light-tailed samples (7) . Of course we get the robustness W.r.t. outliers also. Even in 1/Jo, a large value of K will make the data light-tailed but will keep means close to the original means. But a large K makes the algorithm susceptible to outliers. In our simulations below for energy samples, we will take K large for 1/Jl(� 200) but small (s: 5) for 1/J in (4) and (6) .
E. Simulation Results
We compare the above algorithms for BPSK signalling when the channels may experience slow/fast fading with shadowing and SaS EMI and outliers. This corresponds to the scenario at the FC. We have taken a = 1.8 for the SaS distribution [7] and fading is Rayleigh distributed with parameter P where P rvlog N(0,0.36) represents shadowing [27] . Figure I For slow fading we keep the channel gains constant till the decisions are made. The simulations were run 10,000 times and averaged to obtain the probabilities of error and the mean time to sense. We see that all the tests in general perform worse under slow fading than under fast fading. Also, random walk test is the best. For slow fading lvI-random walk is equally good but for fast fading, second best. Rank test is the worst. Figure 2 shows the comparison of the tests under Gaussian noise, EMI and shadowing-fading. Compared to Figure 1 we see that the performance degradation due to EMI is not substantial. Figure 3 shows the performance under Gaussian noise, EM!, shadowing-fading and 5% N(O, 20) outliers [8] . From Figures 2  and 3 we see that lvI-random walk works the best under differ ent conditions of thermal noise, shadowing, fading, symmetric a-stable noise and outliers and their various combinations. Figure 4 studies the effect of different impairments on the performance of random walk algorithm. It shows how performance degrades with the addition of every constraint. The addition of SaS noise in the presence of shadowing fading makes the algorithm much worse compared to the setting wherein we do not consider EM!. The addition of outliers degrades the algorithm further. Figure 5 shows the comparison of different algorithms in the setting of energy detection at local nodes. lvi = 10 samples are taken to make one energy sample. Since distribution of energy samples is not symmetric, rank test will not work well for energy detector and hence not considered. Sensing is performed at -5 dB. In Figure 5 results are reported when there is only receiver Gaussian noise and no fading. We observe that 1\IJ 2random walk performs the best. Figure 6 shows the comparison of the tests in the presence of LogN-Rayleigh superimposed block shadowing-fading. In the block shadowing-fast fading model, shadowing remains constant during the time period of a single energy sample but changes independently during the next whereas fading is different for each of the NI = 10 samples constituting an energy sample. We observe that JVI 2 -random walk performs the best.
The random walk, t-test and NI -random walk which perform close to NI 2 test in Figures 5 and 6 do not provide probability of error:::; 0.3 when EMI is present. Performance of JVI 2 -random walk test with EMI is presented in Figure 8 along with that of the distributed algorithm. From Figure 8 we also see that unlike in Figure 4 , the outliers are helping the performance in the energy detection case. This is because we consider outliers only when there is signal (HI) and not under Ho unlike in Figure 4 where HI and Ho both have signal.
Based on the above results we have decided to use NI 2 random walk for energy detection at the local nodes and NI random walk at the FC. We call this distributed algorithm, NI 2 -NI-random walk. NI 2 -random walk can be made to work close to NI -random walk if we take K in 'ljJ1 large. Therefore we could as well have used NI 2 -random walk at the FC. With these algorithms we study the distributed algorithm in Section IV and in Section V via simulations . IV. ANALYSIS OF DISTRIBUTED ALGORITHM Based on the simulation results in Section III and the theory in [30] we now consider the distributed algorithm M 2 _M random walk, where each local node uses NI 2 -random walk and FC uses NI-random walk. Thus, the observations Xkl and Wk at the local nodes and the fusion node after operation with the VJ function are light-tailed, in fact bounded. Therefore, assumptions of Theorem 2 and 3 below, will be satisfied. We use the following notation: �i = mean drift: of Wk when all local nodes decide Hi,
The proofs of the following theorems are omitted due to lack of space and are provided in [30] . We make the following assumptions for the next theorem. • Z k has zero mean. The following result is for heavy-tailed case. This is provided to show that if we do not robustify the observations at the local nodes and/or FC, the penalty for heavy-tailed EMIl outliers can be high. This holds for single node case also as demonstrated in [30] . We will need the following definition [31] : F is regularly varying of index -a, a � 0, (denoted by FE R( -a) , if F(x) = l( x)xa, where I is a slowly varying function. We have considered L = 5 local nodes reporting their decisions to the FC. The distributions of fading, EMI and outliers at the local nodes and the FC are the same as in Section III. Also, bo = 1, bl = 1. The receiver noise at the local nodes is N(O, 1) and at the FC is N(O, 5). From Figures 7 and 8, we see that the distributed algorithm performs much better than the single node algorithm using JVI 2 -random walk, Figure 7 shows the comparison when local nodes run JV[ 2 -random walk and FC runs M-random walk. The distributed algorithm performs better in the presence of EMI (along with shadowing-fading) at the local nodes and the FC (Figure 8 ). It also shows that the presence of 5% outliers (along with shadowing-fast fading) at the FC does not make a considerable difference in the performance of the distributed algorithm. We have considered the presence of outliers only when the signal is present (under HI at local nodes and under both the hypotheses at the FC).
With all these impairments, the reporting channel becomes bad and the improvement over the single node case is not much (Figure 8 bottom) .
We see that the distributed algorithm performs much better than the single node JV[ 2 -random walk, especially at low probability of error. It is also quite robust to the effects of fading, EMI and outliers at the local nodes and the FC.
VI. CONCLUSION
We propose a distributed algorithm JV[ 2 -JV[-random walk for spectrum sensing in Cognitive radio. Various impairments such as additive noise, EMI, shadowing and muItipath ef fects and outliers were taken into account while designing the algorithm. The local nodes perform energy detection for lack of knowledge about the primary's transmission parameters and the FC is signalled via BPSK. We find that distributed algorithm JV[ 2 _ JV[ -random walk that uses robust versions of random walk algorithm developed recently, namely JV[ 2 -random walk and NI-random walk respectively at the local nodes (for energy detection) and at the FC (for binary signalling over the reporting MAC) performs well. We have performed simulations to demonstrate this and have theoretically validated the observations.
