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ABSTRACT 
The primary objective of multi-sensor data fusion, which offers both quantitative and 
qualitative benefits, is to be able to draw inferences that may not be feasible with data from a 
single sensor alone. In this study, data from two sets of sensors are fused to estimate the 
defect profile from magnetic flux leakage (MFL) inspection data. The two sensors measure 
the axial and circumferential components of the MFL field. Data is fused at the signal level. 
The two signals are combined as the real and imaginary components of a complex valued 
signal. Signals from an array of sensors are arranged in contiguous rows to obtain a complex 
valued image. Signals from the defect regions are then processed to minimize noise and the 
effects of lift-off. A boundary extraction algorithm is used not only to estimate the defect size 
more accurately, but also to segment the defect area. A wavelet basis function neural network 
(WBFNN) is then employed to map the complex valued image appropriately to obtain the 
geometric profile of the defect. The feasibility of the approach was evaluated using the data 
obtained from the MFL inspection of natural gas transmission pipelines. The results obtained 
by fusing the axial and circumferential component appear to be better than those obtained 
using the axial component alone. Finally, a WBFNN based boundary extraction scheme is 
employed for the proposed fusion approach. The boundary based adaptive weighted average 
(BBAWA) offers superior performance compared to three alternative different fusion 
methods employing weighted average (WA), principal component analysis (PCA), and 
adaptive weighted average (AWA) methods. 
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CHAPTER 1. INTRODUCTION 
Nondestructive Evaluation 
Machines, as is true in the case of humans too, are fallible. This has motivated the 
search for techniques to locate and prevent problems before they can result in serious 
consequences. These techniques can be classified as either destructive or nondestructive. The 
practical benefits of nondestructive method are obvious, particularly if the results obtained 
are reliable. Nondestructive evaluation (NDE) techniques are concerned with detecting 
inhomogeneities in materials and characterizing their properties without causing any damage 
to the materials. Applications include the inspection of aircraft engines, nuclear reactors, 
railroads, and gas pipelines where failures can contribute to catastrophic disasters. NDE 
techniques are used extensively as a tool for controlling quality in manufacturing as well as a 
tool to ensure reliability and safety [ 1 ]. 
NDE techniques can be classified as either active or passive methods. Active 
techniques involve the application of a certain type of energy into the specimen. The 
interaction between the material and energy is observed, analyzed, and interpreted in terms of 
the characteristics of the defects such as their location or shape, or material properties such as 
conductivity, permittivity, permeability, thickness and so on [2], Energy sources that are 
typically employed include electromagnetic, ultrasonic, eddy current, and X-rays. Passive 
techniques monitor or observe the item in question in an "as-is" state under the influence of a 
typical load environment. The presence of a defect is then determined by some response or 
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reaction to the loading condition or environment from the specimen. Acoustic emission, 
vibration analysis and residual magnetic techniques are examples of passive techniques. 
It is often found that no single NDE method is sufficient to completely characterize 
the properties of materials. Each NDE technique has its own capabilities and limitations. The 
following examples illustrate this fact. Sensors capable of measuring the axial component of 
the leakage field in magnetic flux leakage (MFL) techniques are sensitive to the presence of 
axial defects but are not to circumferential defects when the specimen is magnetized along 
the axial direction. Similarly, under similar conditions, sensors capable of measuring the 
circumferential components of MFL techniques are sensitive to circumferential defects but 
not to axial defects. Methods that are capable of combining information from these 
measurements can results in a more comprehensive characterization of the test specimen. 
Ultrasonic techniques can be used to inspect a wide variety of materials with high 
resolution. However, the technique suffers from several limitations including problems 
associated with speckle noise, coupling etc. Eddy current methods are less prone to noise 
compared to ultrasonic methods. However, eddy current techniques can be used only for 
detecting flaws in conductive materials that are not embedded deep in the test specimen. 
Radiographic NDE techniques employ X-rays and gamma radiation as energy sources. They 
penetrate nearly all materials and have very short wavelengths. Hence they are used to test 
many types of materials with high resolution. However, their application is limited due to 
concerns of radiation hazards and safety problems. Since each method offers a limited 
amount of information, it is likely that one may profitably combine information from two or 
more inspection techniques to obtain a more comprehensive characterization of the test 
specimen. Techniques for combining information are often called data fusion techniques. 
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This study describes the use of data fusion methods for integrating information from two 
types of MFL sensors. 
Data Fusion In NDE 
Multisensor (or data) fusion refers to any stage in the integration process where there 
is an actual combination of sensory information from different sources into one 
representational format. The concept of data fusion can perhaps be appreciated by discussing 
how the human brain processes information. Humans have five main sensory organs and 
fusion of information occurs every time the senses are activated by appropriate signals. Luo 
and Kay [3] present several interesting examples of how humans and other animals process 
information in their review of data fusion techniques. Abidi and Gonzalez [4] describe a 
general description of data fusion scheme. 
Data fusion deals with the synergistic combination of information made available by 
various sources in order to provide a better understanding of the scene. The fused data not 
only reflects the information collected by every source, but also provides an insight into 
information that cannot be inferred by looking at data from each source individually. Data 
fusion techniques offer several benefits. Redundant information can be obtained by using 
many sensors; this reduces the uncertainty associated with the measurements and increases 
their reliability and accuracy. Complementary information can be obtained with the help of 
many sensors, as each sensor may perceive the features differently. Fusion also increases the 
speed with which information is obtained, as combinations of sensors can be used to build 
parallelism into the operation. Fusion may also be cost effective in cases where it might be 
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cheaper and easier to integrate several simple sensors to collect information rather than 
building one complicated and expensive sensor capable of collecting equivalent information. 
Data fusion algorithms can be categorized into two types; phenomenological and non-
phenomenological algorithms. Phenomenological algorithms consider the effects of the 
underlying physical processes, while non-phenomenological algorithms ignore the 
underlying physical processes. Non-phenomenological algorithms can be further expanded 
into four different categories: signal, pixel, feature, or symbol level data fusion techniques 
[4]. Signal level fusion is applicable when sensors have identical or similar characteristics or 
when the relation between the sensors is known. Pixel level fusion techniques are used to 
fuse images. Mitchie and Aggarwal [5] present a review of algorithms employed for fusing 
images. Feature level fusion involves using a reduced data set representing the original 
signal. The highest level of fusion is symbol level fusion, where abstract elements called 
symbols are used for integrating information. In this study, signal level fusion methods have 
been employed to estimate defect profiles in NDE applications. 
Several different data fusion methods have been proposed in recent years. Luo and 
Lin [6] suggest a hierarchical phase-template approach as a general paradigm for multisensor 
data integration in robotic systems. They identify four distinct temporal phases in the sensory 
information acquisition process, distinguished by the range over which sensing takes place, 
the subset of sensors required and the type of information desired. The information acquired 
at each phase is represented in the form of a template and the data collected by each sensor is 
recorded as an instance of that phase's template. These templates are later fused into one 
template. Henderson et al. [7] propose a "logical sensor" approach as a specification for the 
abstract definition of a sensor. Unnecessary details relating to the actual physical sensor are 
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separated from their functional use in a system, using this abstract definition. This is similar 
to abstract data types used in device drivers and more recently in object oriented 
programming. The use of logical sensors can provide any multiple sensor system with 
portability and the ability to adapt to technological changes in a manner transparent to the 
system. 
Neural networks have been used recently for sensor integration and fusion. Neural 
networks are an attempt to mimic the function of the nervous system. The human brain is 
probably the best analogy to the concept of the nervous system. Thus, it is evident that neural 
networks would be naturally suited to the task of fusion. Pearson et al. [8] present a neural 
network fusion model based on the design of the visual/ acoustic target localization system of 
the bam owl. They use neuron maps that are large arrays of locally interconnected neurons, 
which represent information in a map-like form. Rajapakse and Acharya [9] present a feature 
level fusion method using a hierarchical neural architecture. 
Luo and Kay [10] review other methods for fusion that include the Kalman filter, 
Bayesian estimation theory, statistical decision theory, Dempster-Shafer evidential reasoning 
theory, and fuzzy logic. The Kalman filter is used for dynamic low-level fusion of redundant 
data. The Bayesian estimation theory first eliminates any sensor information that might be in 
error and then fuse the rest of the data. The statistical decision theory is a two-step process 
used to fuse redundant location data from multiple sensors. The Dempster-Shafer evidential 
reasoning theory has been used in military applications for target recognition. Sun et al. [11] 
use the Q-transform to map the ultrasonic wave field to an equivalent diffusive field. The 
resulting diffusive field is used to augment information obtained from eddy current NDE 
measurements. Yim [12] represents noisy NDE images as the output of a linear model with 
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additive random noise. The images are fused using a linear minimum mean square error 
(LMMSE) scheme. This method requires accurate estimates of the degradation kernel and 
noise statistics. Song [13] employs morphological methods to fuse ultrasonic and eddy 
current NDE images. The method combines the edge information from an ultrasonic image 
with information concerning the depth of the defect from an eddy current image using AND 
operator. Multiple gray scale residual images are employed to extract edges of interest This 
scheme does not require exact estimates of the size of the structuring element to merge 
missing edges of interest Gros [ 14] provides a description of fusion techniques applied to 
various nondestructive evaluation testing (NDT). Fusion has been achieved for data from 
multiple sensors. Applications of NDT data fusion have shown that fusion can be performed 
using data, which is as close as possible to the original data. Thus the loss of information, 
which might occur due to excessive processing, is minimized and the burden of complex 
operations is reduced. 
In this study, data from sets of sensors are fused to estimate the defect profile as 
shown in Figure 1-1. The sensors measure the axial and circumferential components of the 
MFL field. The two signals are combined as the real and imaginary components of a complex 
valued signal; the axial component constitutes the real part while the circumferential 
component constitutes the imaginary component of the complex value signal. Signals from 
an array of sensors are arranged in contiguous rows to obtain a complex valued image. 
Research Objectives 
This study presents a data fusion scheme to integrate information from multiple sensors as 
shown in Figure 1-1. This method can be particularly attractive in situations where access to 
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the specimen is limited or where the cost of multiple inspection scans is prohibitively high. 
Examples of such situations include nuclear steam generator tubing inspection, where the 
need for reducing exposure to radiation hazards and the desire for containing costs make the 
concept of a multi-sensor probe attractive. Another application that may benefit from using a 
multi-sensor probe involves the inspection of gas transmission pipelines where the cost of 
conducting multiple test runs can be excessive. The procedure for fusing data consists of 
several steps. Each of the principal steps is described very briefly here. 
Denoising & 
Lift-off Removal 
Axiil 
Sensor 
Boundary 
Extraction 
Denoising & 
Lift-off Removal 
Ckcimferential 
Sensor 
Sensor 
Fusion 
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Boundary 
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WBFNN 
Initial 
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Boundary 
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AND 
WBFNN TBBE —I 
Defect Profile 
Boundary 
Estimate 
* WBFNN: Wavelet Basis Ftnctbn Neiral Network 
* TBBE; Threshold Based Boundary Extraction 
Figure 1-1. Data fusion scheme. 
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Wavelet based denoising: The low amplitude of MFL signals from mechanical 
damage together with noisy measurement conditions in practical pigging 
scenarios result in poor signal-to-noise ratio (SNR), making it difficult to detect 
these signals. Therefore, methods for improving the detectability of mechanical 
damage signals in MFL data are required. We employ wavelet denoising 
techniques to mitigate these effects. 
Lift-off removal: This step involves processing of the MFL data to compensate 
for the variations in sensor lift-off alignment of the data collection mechanism. 
Boundary extraction based on adaptive threshold selection: An adaptive 
threshold selection scheme is introduced to segment an image into regions of 
interest and to remove all other regions. This algorithm uses the statistical 
distribution of the data to find an optimal threshold value. The extracted boundary 
is used to find the defect size such as length and width. 
Data fusion: Data from sets of sensors are fused to estimate the defect profile. 
The sensors measure the axial and circumferential components of the magnetic 
flux leakage (MFL) signal. These components are employed to estimate the defect 
profile. 
Wavelet basis function neural network: A wavelet basis function (WBF) neural 
network is employed to map the complex valued image appropriately to obtain the 
geometrical profile of the defect. 
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Organization of the Dissertation 
The remainder of this dissertation is organized as follows. In chapter 2, we describe 
the principles of the magnetic flux leakage (MFL) techniques and its application in gas 
pipeline inspection. Chapter 3 reviews the multiresolution wavelet transform followed by a 
discussion of discrete wavelet transform (DWT). Chapter 4 describes the sources of noise in 
MFL data, the theory of wavelet based denoising, and its use for analyzing mechanical 
damage MFL data. In chapter 5, a boundary extraction algorithm used for estimating the size 
defects is described. Data fusion techniques are introduced in chapter 6. Chapter 7 describes 
a wavelet basis function neural network that is employed to map MFL data to defect profiles. 
Experimental results are reported in chapter 8. Finally, a brief summary and conclusions are 
presented in chapter 9. 
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CHAPTER 2. MAGNETIC FLUX LEAKAGE TECHNIQUES 
Principles 
Magnetic Flux Leakage (MFL) methods are used extensively for the inspection of 
ferromagnetic components such as steel billets, bars, and pipes. The method involves 
magnetization of the specimen by applying an external field or by passing current through it. 
The principle is based on the fact that a near-surface discontinuity in the geometry causes a 
localized perturbation in the magnetic field just outside the specimen. Thus, the presence of a 
flaw, or other localized anomalies can be detected by observing the surface of a specimen for 
magnetic flux leakage [15]. 
In order to look at the MFL phenomena in greater detail, consider an unmagnetized 
billet with a surface defect as shown in Figure 2-1. Let 'A' and 'a' be the cross-sectional area 
of the billet and that of the flaw, respectively. The cross-section area in the vicinity of the 
defect is reduced to {A — a). Let the magnetic flux density in the defect-free portion be B1 
when the billet is placed in a uniform magnetizing field H. The corresponding operating 
point is Q on the B-H curve and the corresponding value of permeability is P as shown in 
Figure 2-2. The total flux through the billet is then given by 
<t>,=B,A (2-1) 
From the continuity equation, the flux density at the outer surface of the bar, Bs, is 
Il 
(b) 
Defect 
'A' units 
Billet 
(a) 
Figure 2-1. Billet material: (a) Billet with defect, (b) Cross-section through flaw [16]. 
Normal Induction Curve 
Magnetization Field H 
Figure 2-2. Magnetic characteristics of the billet material [16]. 
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Sensor 
Leakage 
Field 
Figure 2-3. Leakage flux signal due to a surface defect [16]. 
= S, — (2-2) 
Mi 
Since usually fis is much smaller than fix when the operating point is close to the saturation 
point, it can be seen that the flux leakage is negligible. If the magnetic flux Bx passes 
through the reduced billet area with a flaw, the flux density in the vicinity of flaw increases 
to 
6, = 5, -A- (2-3) 
A — a  
The operating point will move to Q' and the corresponding permeability will be reduced to 
P'. This brings a set of conflicting demands in the vicinity of the defect. The flux density 
must increase due to the reduced cross-sectional area, but this drives the local permeability to 
a value lower than that of the surroundings. Consequently, some flux "leaks" into the 
surrounding medium and is termed as the leakage field, as shown in Figure 2-3. 
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Once a test specimen has been magnetized, sensors then detect perturbations in 
magnetic leakage field associated with defects. The MFL signal caused by the discontinuity 
of magnetic permeability on a surface defect takes place not only at the surface containing 
the discontinuity but also on the opposite surface [17,18]. Figure 2-3 shows flux lines around 
a defect. A sensor located inside the pipe can measure the leakage field. Sensors are usually 
oriented to capture either the normal, tangential, or circumferential components of the 
leakage flux. 
Application of MFL Technique in Gas Pipeline 
Natural gas, which is one of the nation's cheapest forms of energy, is transported to 
consumer sites via a vast transmission pipeline network. This network consists of 280,000 
miles of gas transmission lines, 90,000 miles of gathering Unes and 835,000 miles of 
distribution lines to customer locations. Maintaining the integrity of the pipes is very 
important due to economic and safety considerations. In-line inspection is one of the 
important techniques used by pipeline operator to ensure the integrity and safe operation of 
the natural gas pipeline system. Several different types of NDE methods have been tried and 
tested for inspecting pipelines. Ultrasonic and magnetic flux leakage techniques are among 
the most popular ones in use today. Among the various techniques that can be used for the 
inspection of steels, magnetic methods are unique since they rely on the measurement of 
changes in the inherent ferromagnetic properties of the specimen and changes in magnetic 
properties are easily measurable. Mechanical damage causes a local change in the geometric 
as well as ferromagnetic properties of the pipe, thus giving rise to local flux leakage. 
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Consequently MFL tools are ideally suited to addressing the task of detecting mechanical 
damage [19]. 
In practice, pipeline inspection is achieved using an inspection probe called the "pig". 
The pig contains strong permanent magnets that magnetize the pipe wall axially as shown in 
Figure 2-4. The pig is conveyed through the pipes under the pressure of natural gas and a 
circumferential array of sensors measure the magnetic flux that leaks out in the vicinity of the 
defect. The leakage flux signal is digitized and stored on an "on-board'" data acquisition 
system. Each pigging operation generates a large amount of data, which is then 
systematically analyzed. A manual analysis and interpretation procedure is typically 
followed. However, it has been found that the leakage field data is greatly affected by factors 
such as permeability of the pipe material, velocity with which the pig is transmitted, and 
thickness of the pipe wall [19]. This, along with the sheer volume of the data, makes manual 
signal analysis a tedious task. Consequently there is a growing interest in developing 
automatic computer based analysis procedures. The material assessment research group 
(MARG) at Iowa State University has developed a three-step procedure for analysis of MFL 
data [20]. The steps are as follows: 
• Signal Identification: The MFL signal is generated at every region in the pipe 
where there is a local variation in the magnetic behavior. These include defects, 
welds, joints, T sections, valves, etc. Therefore, the first step in the analysis 
procedure identifies and separates the benign indications from the potentially 
hazardous ones. 
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Magne tizer 
Figure 2-4. Pipeline inspection probe (i.e, Pig) [21]. 
• Signal Compensation: The MFL signal needs to be rendered invariant to changes 
in operational parameters such as velocity of scan, permeability of the pipe, 
sensor lift-off, etc. 
• Signal Characterization: This step involves defect sizing and prediction of 
defect profiles from the MFL signal. 
However, the low amplitude of MFL signals from mechanical damage together with 
noisy measurement conditions in practical pigging scenarios result in poor signal-to-noise 
ratio (SNR), thus making it difficult to detect these signals. A wavelet denoising method is 
employed to improve the detectability of mechanical damage signals in MFL data. The 
wavelet denoising technique is based on the multiresolution wavelet transform and 
thresholding. The following chapter describes the multiresolution wavelet transform, which 
is also employed in the wavelet basis function neural network that is employed to predict 
defect profiles from the MFL signals. 
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CHAPTER 3. MULTIRESOLUTION WAVELET TRANSFORM 
Introduction 
Many pure and applied areas of science and engineering have used wavelets. The 
main motivation behind the development of wavelets and the many related ideas was the 
search for fast algorithms to compute compact representations of functions and data sets. 
While the name "wavelets" appeared in the early 1980s, the basic ideas have been around for 
a long time. Wavelets have mainly contributed to bring together a number of similar ideas 
from different disciplines and create synergy between these techniques. The result is a 
flexible and powerful set of techniques combined with a solid underlying theory. 
For many signals, Fourier transform, which breaks down a signal into constituent 
sinusoids of different frequencies, is extremely useful because the signal's frequency content 
is of great importance. However, the Fourier transform has a serious drawback. In 
transforming to the frequency domain, time information becomes less transparent to see. 
When looking at a Fourier transform of a signal, it is impossible to tell "when" a particular 
event took place. If the signal properties do not change much over time (i.e. if it is what is 
called a stationary signal), this drawback is not very important. However, most interesting 
signals contain numerous nonstationary (i.e., transitory) characteristics: drift, trends, abrupt 
changes, and beginnings and ends of events. These characteristics are often the most 
important part of the signal, and Fourier transform does not work well in detecting such 
transitions. 
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Gabor [22] adapted the Fourier transform to solve this problem by analyzing only a 
small section of the signal at a time. This windowing technique, which is called the Short-
Time Fourier Transform (STFT), maps a signal into a two-dimensional function of time and 
frequency. The STFT represents a sort of compromise between the time and frequency based 
views of a signal. It provides some information about both when and at what frequencies a 
signal event occurs. However, this information can be obtained with limited precision, which 
is determined by the size of the window. Even though the STFT compromise between time 
and frequency information can be useful, the drawback is that once you choose a particular 
size for the time window, the window is the same for all frequencies. Many signals require a 
more flexible approach where the window size can be varied to determine more accurately 
either time or frequency. 
Wavelet transform analyzes a localized area of a larger signal with variable-sized 
windows. It can yield information on time localization of frequencies in the case of signals 
whose frequency content varies with time [23]. This localization feature along with wavelet's 
localization of frequency makes many functions and operators using wavelets sparse when 
transformed into the wavelet domain. This sparseness, in turn, results in a number of useful 
applications such as data compression, detecting features in images, and removing noise from 
time series. Figure 3-1 shows the dissimilarities between STFT and wavelet transform. In 
STFT, the window is simply a square wave. The square wave window truncates the sine or 
cosine function to fit a window of a particular width. Because a single window is used for all 
frequencies in the STFT, the resolution of the analysis is the same at all locations in the time-
frequency plane. The wavelet transform would employ some very short basis functions to 
isolate signal discontinuities, while it would employ some very long basis functions to obtain 
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more precise frequency information. A way to achieve this is to have short high-frequency 
basis functions and long low-frequency ones. 
For example, consider a sinusoidal signal with a small discontinuity as shown in 
Figure 3-2, which is too small to be visible. The Fourier coefficients of this signal show 
nothing particularly interesting. They just show a flat spectrum with two peaks representing a 
single frequency. However, wavelet coefficients clearly show the exact location in time of 
the discontinuity. Wavelet transforms do not have a single set of basis functions like the 
Fourier transform, which utilizes just the sine and cosine functions. Instead, wavelet 
transforms have an infinite set of possible basis functions. Thus, the wavelet transform can 
provide information that is obscured by other time-frequency methods: trends, breakdown 
points, discontinuities in higher derivatives, and self-similarity. Furthermore, the wavelet 
transform can often be used to compress or de-noise a signal without appreciable 
degradation. 
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Figure 3-1. Time-frequency plane: (a) Short-time Fourier transform (STFT), (b) 
Wavelets. 
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Figure 3-2. Fourier Transform versus Wavelet Transform: (a) Sinusoidal signal with a 
small discontinuity, (b) Fourier coefficients, (c) Wavelet coefficients, where the scale 
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Discrete Wavelet Transform 
The wavelet transform is a linear transform that decomposes signals onto a complete 
set of functions (i.e., wavelets). The expansion functions usually form a family of 
orthogonal bases. The orthogonal bases are obtained through scaling and translation of a 
kernel function yr(t) known as the mother wavelet, i.e., 
Vs j J t( t)=2 j / 2 i f f (2 J t -k)  y,*e Z (3-1) 
where both j  and k are integer indices, Z is the set of all integers, and the factor 2'n  
maintains a constant norm independent of scale j. Using the orthogonal property, any signal 
/(f) in L2(R) can be described as a linear decomposition by 
; * (3-2) 
=XXcm27/V(21t ~k ) 
i  t  
The L2(R) is the space of all functions /(/) with a well-defined integral of the square of the 
modulus of the function. The "L" represents a Lebesgue integral, the "2" indicates the 
integral of the square of the modulus of the function, and R denotes that the independent 
variable of integration t is a number over the whole real line. The c jjc is the set of wavelet 
expansion coefficients, which are called the discrete wavelet transform (DWT) of f ( t)  . The 
wavelet expansion gives a time-frequency localization of the signal. This means most of the 
energy of the signal is  well  represented by a few expansion coefficients,  c j j c .  
In order to use the idea of multiresolution and construct the wavelet, we may first 
start by defining the scaling function and then define the wavelet in terms of it. A family of 
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scaling functions is generated in terms of integer scaling and translation of the basic scaling 
function by 
*M(f)=2">(2 '/-*) (3-3) 
The subspace of L2(R) spanned by these functions over k is defined as 
Vj (f)=Span{% (2; t)} = Span{ç»M (f )} (3-4) 
k k 
The over-bar represents closure. This means that 
/(')=£ f + for any /(/)e V j  (3-5) 
k 
For j  < 0, the span can be smaller since is wider and is translated in larger steps. So 
these wider scaling functions can represent only coarse information. For j  > 0, the span can 
be larger since <p j J t( t)  is narrower and is translated in smaller steps. It, therefore, can 
represent finer detail. The spanned spaces satisfy the following nesting requirement of 
multiresolution analysis (MRA) [24] 
Vj<=V j+l  , V y e Z  ( 3 - 6 )  
with 
= {()} ,V„ = L2 (3-7) 
The spanned spaces, then, satisfy the following natural scaling condition as follows 
/(')e VJ /(2f)e Vy>1 (3-8) 
which means elements in a space are simply scaled versions of the elements in the next 
space. The nesting of the spans of ç(2jt-k), represented by VA, is obtained by requiring 
that e V x .  This means that if (p{f)  satisfies <p(t)<= V0 , it also satisfies p(f)e Vx, which is the 
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space spanned by <p(2t) .  The scaling function ç(t)  can be represented in terms of a weighted 
sum of the recursive difference equation as follows: 
ç(t)=^h(k)2u 2(p(2t-k) , / t e Z  ( 3 - 9 )  
k 
where the coefficients h(k) are the scaling function coefficients (or the scaling filter) and the 
2~"2 maintains the norm of the scaling function with the scale of two. 
The wavelet functions, then, are defined by spanning the differences between the 
spaces spanned by the various scales of the scaling function as follows: 
VJ+1=VJ®WJ (3-10) 
where © represents orthogonal complement and W}  defines the orthogonal complement of 
Vj in VJ+l. This means that all members of V. are orthogonal to all members of W;. Since 
these wavelets ys(f) reside in the space spanned by the next narrower scaling function, 
W0 a Vj, they can be represented by the recursive difference equation of the scaling function 
defined by 
P(f)=Z&W'V2f-t) e Z (3-11) 
k 
where the coefficients g(k) are the wavelet coefficients. The wavelets coefficients are 
required by orthogonality to be related to the scaling function coefficients by 
a(t)=(-iMi-t) (3-12) 
The coefficients h(k) in (3-9) have to meet several conditions for the basis wavelet functions 
in (3-1) to be unique and orthogonal, and to have a certain degree of regularity. Several 
different sets of coefficients h(k) satisfying the above conditions can be found in [24,25], 
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The coefficients h(k) and g(k) play a very crucial role in a given discrete wavelet 
transforms. The wavelet transform does not require explicit forms of <p(t) and y/if), but only 
depends on h(k) and g(k).  
Wavelet Decomposition (i.e., Analysis) 
Consider a L-level wavelet decomposition of any function /(f)e L2(R), which can 
be written as 
f (?) =  ^ cL + l tpL + u t( t)  
L (3-13) 
=X co*pojt (0+% Z d1.k¥i.k (0 
t k j=0 
where the function f ( t) is expanded in terms of the scaling function and wavelets. Since the 
analysis process is iterative, in theory it can be continued indefinitely. In reality, the 
decomposition can proceed only until the individual details consist of a single sample or 
pixel. In practice, a suitable number of levels are selected based on the nature of the signal, or 
on a suitable criterion such as entropy. For a given decomposition level L, the coefficients 
Cjj, and djj. at a scale of j are related to the coefficients cy>u. and dj+Uk at a scale of y'+l by 
=XC;+ xh(n-2k) 
(3-14) 
di.k =5X+ls(w-2k) 
where 0 < j  < L.  It is convenient to view the decomposition as passing a signal c j J c  through a 
pair of filters H and G, and then down-sampling the filtered signals by two (i.e., dropping 
every other sample) as shown in Figure 3-3. The pair of filters H and G corresponds to the 
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Figure 3-3. Multiresolution decomposition: (a) Three-level two-band analysis filter 
bank, (b) Frequency bands for the filter bank. 
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half-band lowpass and highpass filters, respectively. They are given by the discrete-time 
Fourier transform of their impulse response h(n) and g(n); that is, 
H(co)=^h(n)e"a' 
7 (3-15) 
G(û))=^g(n)e"M 
The wavelet transform decomposes a signal into a set of frequency channels that have 
narrower bandwidths in the lower frequency region. The transform is suitable for signals 
consisting primarily of smooth components where the low frequency regions contain most of 
the information. However, it may not be suitable for analyzing quasi-periodic signals such as 
speech signals where the dominant frequency channels are located in the middle frequency 
region. To analyze quasi-periodic signals, wavelet packet bases (i.e., wavelet packet) have 
been used. The wavelet packet is an extension of orthogonal and compactly supported 
wavelets [24]. Successful results obtained using the methods can be found in applications 
such as image compression [26]. 
Wavelet Reconstruction (i.e., Synthesis) 
The wavelet coefficients can be assembled back into the original signal without loss 
of information. This process is called wavelet reconstruction or synthesis. The mathematical 
manipulation that affects synthesis is called the inverse discrete wavelet transform (LDWT). 
Using a similar approach, we can derive a recursive algorithm for synthesizing a function 
based on its  wavelet  coefficients c j j c  and d j j c  
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Figure 3-4. Three-level two-band reconstruction filter bank. 
i* = XC; ^ (*-2")+X'*;.»s(*-2/l) (3-16) 
The reconstruction procedure is implemented by up-sampling the sub-signals c j J c  and d j J c ,  
inserting a zero between neighboring samples and filtering with H and G, respectively, and 
adding these two filtered signals together as shown in Figure 3-4. Clearly this up-sampling 
could be done with factors other than two. 
The concept of multiresolution wavelet transform is employed with thresholding 
technique to improve the detectability of the MFL signals. This technique is called wavelet 
denoising and described in the following chapter. 
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CHAPTER 4. WAVELET DENOISING 
Introduction 
Defects in gas pipelines can be classified into two classes; metal loss and mechanical 
damage. Metal loss defects usually originate due to corrosion of the pipe wall, while mainly 
third party excavations and natural forces such as earth movement etc. cause mechanical 
damage. Mechanical damage in gas pipelines includes denting due to deformation in the 
cylindrical shape of pipeline, metal loss due to scraping away of material, and cold working 
of metal that is commonly classified as gouging by the pipeline industry. Mechanical damage 
often leads to a delayed catastrophic failure of the pipeline, where the time between the event 
causing the mechanical damage and actual failure can be as long as months or even years. 
Routine in-line inspections of the pipelines vary in frequency from a few months to several 
years depending on the operating conditions. An effective and reliable method for the 
detection and characterization of mechanical damage is therefore required to initiate timely 
remedial action. 
Mechanical damage has been identified as the single largest source of gas pipeline 
failure in the U.S. and Canada [27]. One of the factors contributing to this statistic is that 
current pigs offer poor sensitivity to mechanical damage. The residual field MFL 
measurement can be used to distinguish between mechanical damage and metal loss defect. 
This is due to the sensitivity of the residual field to stress distribution around the defect in 
case of mechanical damage. It is also observed that the signals generated by mechanical 
damage exhibit very small amplitudes. This is because mechanical damage causes relatively 
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small changes in the properties of pipe material. Consequently, the MFL signals generated by 
these small changes are low in amplitude. 
The low amplitude of MFL signals from mechanical damage together with noisy 
measurement conditions in practical pigging scenarios result in poor signal-to-noise ratio 
(SNR), thus making it difficult to detect these signals. Therefore, methods for improving the 
detectability of mechanical damage signals in MFL data are required. The approach that we 
employ involves identification of various sources of corruption in MFL data and employing 
signal and image processing techniques to mitigate these effects. The algorithm implemented 
makes use of wavelet based denoising techniques. It should be noted that these techniques 
could be applied to the detection of any type of defect such as metal loss or mechanical 
damage in situations where the SNR is poor. The first step towards the design of these 
algorithms is the identification of different factors that corrupt the MFL data. 
Sources of Noise in MFL Data 
Numerous sources of noise can contaminate the MFL data in gas pipeline inspection. 
These sources range from imperfections in the data collection mechanism to system and 
material noise. Some common sources of noise are as follows: 
• Sensor lift-off variation: A circumferential array of Hall-effect probes is 
mounted on the pig to measure the leakage flux. Each sensor in the array is 
mechanically aligned to have a constant lift-off before every pig run. However, in 
practice, misalignments between sensors result in variations in the baseline level 
of the MFL signal. Variations in the signal level between adjacent sensors can 
mask small defect signals. 
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• System noise: System noise includes noise generated by on board electronics and 
sensor noise. This noise can be modeled as additive white Gaussian noise, and 
contributes to most of the high frequency noise in the data. 
• Vibration induced noise: The motion of the inspection tool in the pipe 
introduces a low frequency distortion in MFL data. As the pig traverses the pipe, 
it reverberates between the pipe wall, resulting in slow variations in the data along 
the axial direction. These variations can mask small amplitude signals from 
mechanical damage. Irregularities in the pipe surface can also contribute to this 
noise. 
• Pipe noise: Pipe noise includes noise due to the grain structure of pipe material 
and seamless pipe noise. Seamless pipe noise is caused by variations in the 
pipewall thickness introduced during the manufacturing process of seamless 
pipes. 
System and pipe noise constitutes background noise in the MFL data that varies for each 
pipeline inspection. The amplitude of this background noise is approximately of the same 
order as the residual signal from mechanical damage. Therefore, employing methods for 
improving the SNR is essential for the detection of low amplitude mechanical damage 
signals. A wavelet based denoising scheme is used for enhancing the probability of detecting 
these low amplitude MFL signals. 
Theory of Wavelet based Denoising 
In wavelet decomposition, the number of wavelet coefficients with a significant 
amount of energy is very small for most signals. This is due to its approximation property, 
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sometime referred to as the "concentrating" ability of the wavelets. As a consequence, the 
input signal can be accurately represented by a small number of coefficients. Wavelet based 
de-noising techniques exploit this property of wavelet decomposition. If a signal has its 
energy concentrated in a small number of wavelet dimensions, its wavelet coefficients will be 
relatively larger than any other signal or noise that has its energy distributed over a large 
number of coefficients. This implies that thresholding the wavelet transform coefficients will 
remove low amplitude noise and undesired signals in the wavelet domain and an inverse 
transformation will recover the desired signal with a minimal loss of detail. This method tries 
to keep the important information in both low and high frequencies. In traditional Fourier 
based signal denoising methods, such as lowpass and bandpass filtering, the signal and noise 
spectra are assumed to be non-overlapping in the frequency domain so that a linear time-
invariant filter can separate them simply by filtering out the frequency components 
corresponding to noise. Unfortunately, in most practical applications signal and noise spectra 
overlap so they cannot be separated completely. In such cases Fourier based denoising 
techniques, which is designed to remove the noise, will also filter out certain frequencies that 
make up the original signal, and hence cause loss of significant information. In wavelet based 
denoising, the spectra can overlap as much as they want. The idea is to have the amplitude be 
as different as possible rather than the location of the spectra. This allows clipping, 
thresholding, and shrinking of the amplitude of the transform to separate signals or remove 
noise. It is the localizing or concentrating properties of the wavelet transform that makes it 
particularly effective to remove noise or unwanted signals. 
We assume that underlying model of the noisy signal x(t)  is of the form: 
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Wavelets Decomposition Thresholding Wavelets Reconstruction 
Figure 4-1. Wavelet denoising scheme 
x(f)= s(t  )+ e  n{t  ) (4-1) 
where s(t)  is the desired signal to be recovered, e is the noise level, and n(t)  is assumed to be 
additive white Gaussian noise. The objective is to suppress the noise component in x(t) and 
recover the original signal s(t). Wavelet denoising attempts to achieve this objective as 
shown in Figure 4-1.  First ,  we compute the wavelet  decomposit ion of the noisy signal x(t) .  
Second, we apply soft thresholding or hard thresholding to the wavelet coefficients. Third, 
we reconstruct the thresholded signal using the inverse wavelet transform to obtain the 
denoised signal s. The example illustrated in Figure 4-2 shows how wavelet based denoising 
works. Figure 4-2 (a) shows a chirp or Doppler signal which has a changing frequency and 
amplitude. An additive Gaussian noise Af(0.l) is added to this chirp in Figure 4-2 (b). The 
signal is decomposed with Symlets 4 wavelet at the decomposition level 5. The wavelet 
coefficients thresholded using a threshold level 7=3.909 are shown in Figure 4-2 (c). The 
resulting denoised signal is shown in Figure 4-2 (d). The result shows how well the noise is 
removed with almost no sacrifice in the signal quality. 
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Figure 4-2. The example of wavelet denoising; (a) Original doppler signal, (b) Noisy 
signal with signal to noise ratio (SNR)=16, (c) Wavelet coefficient overlapped with 
threholding value 7=3.909, (d) Denoised signal. 
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Figure 4-3. Thresholding for wavelet denoising; (a) original signal f(x)=x, (b) Hard 
thresholded signal, (c) Soft thresholded signal, where 7=0.3. 
Thresholding 
The main part of wavelet based denoising is thresholding, which simply pulls wavelet 
coefficients with amplitudes less than a certain threshold towards zero. Several types of 
thresholding can be used with wavelet denoising. These include hard and soft thresholding 
techniques as shown in Figure 4-3. Hard thresholding is defined as 
f x ,  | x | > r  
Y 
~ jo, |x| < T ( 4~2 )  
where X represents the discrete wavelet transform coefficients of the noisy signal x(t) ,  and T 
is a preselected threshold value. In this study, we use 
T = <rV21og(A0 (4-3) 
where N is the number of data samples and <r is the standard deviation of the noise. This 
choice of T has been well developed in [28] and is shown to work in general. Note that hard 
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thresholding simply consists of setting the values of those elements whose absolute values 
are lower than the threshold to zero. On the other hand, soft thresholding is defined as, 
Y = SIGN(X )• (|X| - T) (4-4) 
This can be considered as an extension of hard thresholding. Soft theresholding 
involves setting the coefficients with absolute values below the threshold to zero, and then 
shrinking the nonzero coefficients towards zero. As can be seen in Figure 4-3, the soft 
thresholding scheme results in a smoother transition between zero and nonzero coefficients, 
while the hard thresholding scheme introduces discontinuities at the threshold points. 
Donoho and Johnston have shown that denoising through soft thresholding not only 
minimizes the mean square error between the original signal s(t) and its estimate s(t), but also 
guarantees that the estimated signal s(t) is at least as smooth as s(t) [28,29]. This smoothness 
condition in turn guarantees the denoised signal to be free from spurious oscillation, which is 
often observed when hard thresholding or Fourier techniques are employed. It should be 
noted that hard thresholding in general produces better results in terms of L2 norm, as the 
signal obtained from hard thresholding based denoising may look closer to the desired signal. 
This closeness should be viewed with some skepticism, however, since the denoised signal 
may, and often does, exhibit spurious oscillations. 
Choice of Wavelet Basis 
The wavelet basis is generated by dilating and shifting a single mother wavelet 
function. Different wavelets yield different wavelet bases. An appropriate selection of the 
wavelet can effect on the signal representation. Different wavelet functions may be suitable 
for different signals or functions to be represented or to be approximated. It is reasonable to 
35 
think that if a wavelet contains enough information about a signal to be represented, the 
wavelet system is going to be simplified in terms of the level of required resolution, which 
reduces the computational complexity of the problem for system implementation. The criteria 
to choose the optimal wavelet basis lies in the appropriate parameterization and the adequate 
performance measure in addition to the accurate interpretation of physical phenomena. 
Villasenor et al. [30] evaluate wavelet filters for image compression by considering a 
shift-variance degree of the decomposition filters, which shows how significantly the wavelet 
coefficients are changed in addition to their simple shift when an input signal is shifted. They 
show that biorthogonal linear phase filters have advantages over nontrivial orthogonal filters 
in image compression. Mojsilovic et al. [31] have investigated whether the properties of 
wavelet decomposition filters (regularity, vanishing moments, degree of shift variance, linear 
phase, etc.) play an important role in texture characterization, and which feature is dominant 
in the selection of an optimal filter bank They perform classification experiments with 23 
Brodatz textures and show that the selection of the decomposition filters has a significant 
influence on the result of texture characterization. They rank 19 orthogonal and biorthogonal 
filters, and establish the most important criteria for choosing decomposition filters in 
wavelet-based texture characterization algorithms. DeBrunner et al. [32] explore the effect of 
different wavelet bases on the texture classification performance. The performance of the 
wavelet bases is measured in terms of the sensitivity and the selectivity for the classification 
of natural textures. They show that the texture classification performance varies with respect 
to different wavelet bases. Tewfik et al. and Jorgensen [33,34] propose a technique to find 
the best wavelet basis by minimizing an upper bound of the L2 norm error in approximating 
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the signal up to the desired scale. Coifman et al [8] derive an entropy-based algorithm for 
selecting the best basis from a library of wavelet packets 
In this study, the performance of the denoising algorithm was tested using various 
wavelet bases. One would expect that using basis functions resembling the MFL signal shape 
such as symlets, Battle-Lamarie, and Morlet would work better because it would intuitively 
enhance the concentrating ability of the wavelet transform. However very little difference 
was observed in the denoising performance using different wavelets because the data 
concentrates on the center of the distribution and the shape is very similar around the center. 
This study uses Symlet(8) wavelet as a basis because it is simple and orthonormal. The 
Symlets are compactly supported wavelets with least asymmetry and highest number of 
vanishing moments for a given support width. These wavelets are proposed by Daubechies as 
modifications to the Daubechies family wavelets. Figure 4-4 shows the Symlet wavelet 
function of order 8. 
Application to Mechanical Damage MFL Data 
The algorithm developed focuses on automatic methods for analyzing MFL data from 
gas pipelines. Any algorithm implemented for such applications should possess certain 
characteristics; first, it should be independent of the type of data, i.e. it should be equally 
applicable to metal loss signals as well as signals from mechanical damage. Second, while 
rejecting unwanted artifacts, the filtering process should not result in any loss of useful 
information in the data. Finally, it should be computationally efficient. The two-step 
algorithm, shown in Figure 4-5 and described below, fulfills these requirements. 
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Figure 4-4. Symlet wavelet function of order 8. 
In the first step, background noise is removed from the MFL data. This noise is 
treated as additive white Gaussian noise, and a wavelet based approach is utilized. The 
wavelet based de-noising scheme with soft thresholding, which was explained earlier in this 
study, is used for this purpose. In this method, the wavelet coefficients, w, of the MFL data 
are "shrunk" towards zero using Equation (4-4). The threshold, T, is estimated from the finest 
resolution level of the wavelet transform of the data. Since the noise characteristics vary from 
transducer to transducer and from one pipe section to another, the threshold is computed 
adaptively for each transducer. 
The second step involves processing of the MFL data to compensate for the 
imperfections in the data collection mechanism. The variations in sensor lift-off alignment 
are corrected in this step. Let s{ be the signal from the /th element in the circumferential 
Wavelet Function with order 8 
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sensor array on the pig and let N represent the total number of sensors in the array. If m, is 
the mean of the signal measured by /* sensor, then the lift-off variation between sensors is 
minimized by, 
f ,  = J ,  - m , , i = 1 , 2 , ( 4 - 5 )  
where f, denotes the lift-off minimized signal measured by Ith sensor. The signals are then 
analyzed using boundary extraction algorithm to identify the defect locations and extract 
geometrical parameters of the defects. The procedure is described in the following chapter. 
WT Denoising 
Figure 4-5. The example of wavelet denoising and lift-off removal; (a) original MFL 
signal, (b) processed MFL signal. 
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CHAPTER 5. BOUNDARY EXTRACTION 
Introduction 
An edge in an image is a boundary or contour at which a significant change occurs in 
some physical aspect of an image, such as the surface reflectance, illumination, or the 
distances of the visible surfaces from the viewer. Changes in physical aspects manifest 
themselves in a variety of ways, including changes in intensity, color and texture. In this 
study, we are concerned only with the changes in image intensity. 
Detecting edges is very useful in a number of contexts. For instance, in a typical 
image understanding task such as object identification, an essential step is to segment the 
image into different regions corresponding to different objects in the scene. Edge detection is 
often the first step in image segmentation. 
The significance of a physical change in an image depends on the application; an 
intensity change that would be classified as an edge in some applications might not be 
considered an edge in other applications. In an object identification system, an object's 
boundaries may be sufficient for identification, and contours that represent additional details 
within the object may not be considered edges. An edge cannot be defined, then, outside of 
the context of an application. Nevertheless, edge detection algorithms that are useful in a 
broad set of applications have been developed. 
The objective of boundary extraction is somewhat different from that of edge 
detection methods, which are generally based on intensity information methods classified in 
the preceding paragraph. Gradient methods for edge detection, followed by threholding, 
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typically produce a number of undesired artifacts such as missing edge pixels and parallel 
edge pixels, resulting in thick edges. Edge thinning processes and thresholding may result in 
disconnected edge elements. Additional processing is usually required in order to group edge 
pixels into coherent boundary structures. The objective of boundary extraction is to provide 
coherent one-dimensional boundary feature from the individual local edge pixels. 
This study presents an adaptive boundary extraction algorithm based on a threshold 
selection and active contour scheme as shown in Figure 5-1. This algorithm is used to find 
the information relative to the width and length of the defect. This information is used as a 
priori information to the wavelet basis function (WBF) neural network 
TBBE 
>7 
STS 
Active 
Contour 
Binary Bowdary 
Extraction 
Segmented 
Image 
Boundary 
* STS: Statistical threshold selection 
* TBBE: Threshold based boundary extraction 
Figure 5-1. Adaptive boundary extraction scheme 
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Threshold Selection and Segmentation 
Thresholding is one of simplest and most widely used image segmentation 
techniques. The objective of thresholding is to segment an image into regions of interest and 
to remove all other non-essential regions. The simplest thresholding methods use a single 
threshold in order to isolate objects of interest. In many cases, however, no single threshold 
provides a good segmentation result over an entire image. In such cases variable and 
multilevel threshold techniques based on various statistical measures are used. This study 
presents some strategies for determining a single threshold for the entire image. 
In this study, the thresholding technique is proposed to isolate objects of interest 
having values different from the background. Each pixel is classified as either belonging to 
an object of interest or to the background. This is accomplished by assigning to a pixel the 
value 1 if the source image value is within a given threshold range and 0 otherwise [35]. The 
proposed algorithm is an unsupervised method, which employs an automatic bi-level 
threshold selection technique as shown in Figure 5-2. The method is based on simple image 
statistics that do not require computing a histogram for the image. 
Let f (x, y)e R x  be the source image, where X is a M  x N  grid, and (x,y) denote 
the pixel locations of the image. The method finds threshold for partitioning the pixels of / 
into two classes 
C0  ={(X,/(X)):0</(X)<7} (5-1) 
C,={(x,/(x)):/(x)>r} (5-2) 
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by maximizing the separability between classes. An iterative comparison scheme is used 
measure the optimal separability between classes. The class means and standard deviations 
are given by 
U o + c r o  ±er. 
Figure 5-2. Bi-level threshold selection. 
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A =—4-"i2/(X) 
card(fCi )Z?Cl 
(5-5) 
(5-6) 
respectively. The threshold value T is set at 
r /io-KTo ±<r, 
2 
(5-7) 
The pseudocode for the statistical thresholding selection (STS) algorithm for 
maximum iteration maxlter is given below: 
Algorithm STS if ,  maxlter) 
H := mean(/(:)); 
>' :=A0; 
for / = 1 -.maxlter % set the maximum iteration 
T := //; 
Find based on *'/' and T 
T- .... Mo + ao + /A ~0\ . to-— ~ , 
-T- Mo +<70 + A, + <*, . 
' I . ? 
Find n0 ,nx ,oQ ,ox  and Euclidean distance error E0  based on "y" and 70 
Find ju0 , f i l ,a0 ,o l  and Euclidean distance error Ei based on "v" and T , 
if Eo<E\ 
T := To, 
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else 
T :=7,; 
end 
if T = /i 
break; 
end 
end 
End_STS 
When the iteration loop terminates, the desired threshold is 7. 
This is an unsupervised algorithm, which does not require human intervention. The 
STS algorithm has been applied to find a bi-level threshold 7 that can be used to segment an 
image as shown in Figure 5-3. The image in Figure 5-3(a) is that of gray scale image with 
pixel value from 0 to 255. Its histogram is seen in Figure 5-3(b). The threshold value 7 is 
determined to be 49.4, which divides the histogram into two modes. The thresholded image 
is described in Figure 5-3(c). 
Binary Image Boundary 
A boundary point of an object in a binary image is a point whose 4-neighborhood or 
8- neighborhood depending on the boundary classification intersects the object and its 
complement. Boundaries for binary images are classified by their connectivity and whether 
they lie within the object or its complement. In this study, exterior 4-connectivity boundaries 
are located. Binary image boundary transforms are thinning methods. They do not preserve 
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Figure 5-3. Image segmentation based on adaptive threshold selection; (a) original 
image, (b) histogram, (c) segmented image, where T = 49.4 
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whole information of the original image but keep only the boundary information of it. 
Boundary transforms can be especially useful when used inside of other algorithm that 
require location of the boundary to perform their tasks. 
For / € ^),l}x, where X is a M x N grid, let F denote the object of /. The binary 
denotes the object of b. The image b is a 4-boundary image if B is 4-connected, B c F', and 
B is the set of points in F' whose ^-neighborhoods intersect F. That is, the image b is 
defined by 
Figure 5-4 describes the boundary extraction based on two different methods. Figure 5-4 (a) 
is obtained using the threshold based boundary extraction scheme, while Figure 5-4 (b) is 
obtained using the well-known Sobel edge detector [36]. 
The active contour model algorithm is an energy-minimizing spline guided by 
constraint forces and image forces that deform a contour to lock onto features of interest 
within in an image [37]. The features are usually lines and edges. Kass et al. [38] first 
introduced this algorithm and named their algorithm as "snakes" because the deformable 
contours resemble snakes as they move. The contour is initially placed near an edge under 
consideration, then as the algorithm iterates, the energy terms are computed within a 
neighborhood and the snake moves to the local minima. The procedure continues until the 
image {0,1}* of / is located by its connectivity and whether BcF or B ci F', where B 
1 if N,(x)nF#0 and X e F' 
0 otherwise 
(5-8) 
Active Contour (i.e., Snake) Models 
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(a) (b) 
Figure 5-4. Boundary extraction; (a) threshold based boundary extraction, (b) Sobel edge 
detector. 
snake gets into a "rest" status. Snakes are useful in the detection of edges, Unes, subjective 
contours, motion tracking and stereo matching. 
A snake is an ordered collection of n points in the image plane. Snake energies 
represent the position of a snake parametrically by 
The points in the contour iteratively approach the boundary of an object through the solution 
of an energy minimization problem. For each point in the neighborhood of v(s), the energy 
function can be written as 
v(s) = y(s)) ,  s G {l,2, (5-9) 
(5-10) 
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where £int is the internal energy, is the image energy, and Ecan is the external 
constraint energy. The Internal energy £int usually includes first and second order continuity 
terms and controls the degree of continuity and smoothness of the snake. The image energy 
is an energy function dependent on the image properties such as lines (i.e. intensity), 
edges (i.e. gradient), terminations, or a weighted combination of any of them. The external 
constraint energy Econ is an additional energy term set by the user to pull/push the snake 
to/from a certain point or direction. 
In this study, snake energies are defined as 
Esnake = J Wen, (v(0)+ ^  (v(s))+ #***, (vO ))}& (5" 1 1 ) 
where Econt is the continuity term, E^ is the curvature term, and Eimage is the image force 
term, a, /?. and y are constants providing the relative weighting of the energy terms. The 
continuity term Ecom uses the difference between the average distance between points, v, 
and the distance between the two points under consideration, v(.y) and v(f-l) as follows: 
£co«(v(0)=|v(s)-|v(.y)- v(y-lj (5-12) 
This continuity term satisfies first order continuity and prevents the curve from shrinking. 
The value is normalized by dividing by the largest value in the neighborhood. The curvature 
term £œn, satisfies second order continuity as follows: 
E«rv (v(*))= |v(r -1)- 2v(s)+ v(r +1)2 (5-13) 
This term causes the points to be relatively evenly spaced and gives a reasonable estimate of 
curvature. The value is normalized by dividing by the largest value in the neighborhood. The 
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image term E^^ considers the values of the gradient "Grad" after Gaussian smoothing of 
the original image. It is normalized in such a way so as to preserve the relative magnitudes: 
(min - Grad)/(max - min), where "min" and "max" are the minimum and maximum gradient 
values in the local neighborhood. The three terms are multiplied by their respective constants 
a, 15, and >. Each point, v{s), is moved to the point, corresponding to the location in 
the neighborhood having the minimum value in E^iyÇs)). This process is described in 
Figure 5-5. If the energy functions are chosen correctly, the snake could approach and stop at 
the actual object boundary. 
The algorithm is iterative. At each iteration all the control points are examined and a 
new position is chosen out of the local neighborhood. At the end of each iteration a step is 
performed to determine whether the current point is on the optimal boundary by minimizing 
the error between the current and previous boundaries. The procedure is described as follows: 
Algorithm SNAKE (snakePts, x) 
% snakePts is the initial boundary points (i.e. snake points) v(s).  x is input image. 
Begin (initialization) 
Find the gradient magnitude of x. 
Set the neighborhood of each boundary points v(s). 
Set the relative weights a, fi, > of the snake energy terms Ecom, E^, Emage. 
End_Begin 
Repeat (compute new snake points v'(s): start with first point and end with it) 
Compute average distance v(y) between snake points. 
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neighborhood of v(f) 
v(s] 
v'(s 
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Deformable Contour 
(y + l) 
Figure 5-5. An example of the movement of a point, v(s), in an active contour, where the 
point, v'(y)' is the location of minimum energy. 
Compute each energy term , and E^. 
Normalize each energy term with the maximum value. 
Find the local minimum of energy Emake and move to that point v'(y). 
Repeat until no change in boundary points: if there is any change in snake 
points, set v(y) with v'(s) and repeat the loop. 
End_Repeat 
The performance of the snake algorithm depends on the initial states and given 
weighting parameters. The initial contour must be placed near the required feature; 
otherwise, the contour can become obstructed by unwanted features. If the initial contour is 
not placed around an object, it tends to settle into a local minimum near its initial location in 
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state space. Even though it is placed near true object boundary, weak ridge or spurious 
isolated edge points can trap the snake. In fact, the original internal energy measure of the 
contour forces the snake to shrink to a point or a line if no external force is around to attract 
it. Due to this problem, blurred edge images are usually used to attract snake points from a 
distance. However, the true object boundary cannot be found if the edge image is blurred too 
much. To mitigate this problem, Cohen [39] introduced balloon models to drive the snake 
automatically to a good position. He adds an external force that makes the snake behave like 
an expanding balloon. The snake can pass over weak local minima due to the inflating force. 
If the weighting parameter for the inflating force is chosen appropriately, the snake can 
evolve until it settles on the true object boundary. Gunn and Nixon [40] introduced a dual 
active contour. They use two inter-linked snakes to resolve problems in the original snake 
method. One snake expands from inside the object, the other contracts from the outside. The 
two snakes evolve until they meet at the same equilibrium state. If a snake stops at a local 
minimum, the algorithm adds a driving force to the snake to move toward the other snake. 
In this dissertation, we introduce a robust snake algorithm for object boundary 
detection using statistical threshold selection (STS) scheme and an error minimization 
routine. The STS is employed to set the initial contour. An error minimization routine is 
employed to stop the iteration step giving the optimal boundary. The boundary detection 
algorithm is employed to identify the defect locations and find the defect size such as length 
and width. The defects are then analyzed using data fusion algorithm to integrate each sensor. 
The data fusion algorithms are described in the following chapter. 
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CHAPTER 6. DATA FUSION AND SENSOR INTEGRATION 
Introduction 
Data fusion deals with the synergistic combination of information made available by 
various sources in order to provide a better understanding of the scene. The fused data not 
only reflects the information collected by every source, but also provides an insight into 
information that cannot be inferred by looking at the data from each source individually. 
Data fusion offers several advantages over the use of a single sensor. Redundant information 
can be obtained by using many sensors; this reduces the uncertainty associated with the 
measurements and increases their reliability and accuracy. Complementary information can 
be obtained with the help of many sensors, as each sensor may perceive the features 
differently. Fusion also increases the speed with which information is obtained, as 
combinations of sensors can be used to build parallelism into the operation. Fusion may also 
be cost effective in cases where it might be cheaper and easier to integrate several simple 
sensors to collect information rather than building one complicated and expensive sensor 
capable of collecting equivalent information. 
Data Fusion Methods 
There are a number of different methods of fusing the information provided by 
multiple sensors into the operation of a system. The most straightforward approach to 
multisensor integration is to let the information from each sensor serve as a separate input to 
the system controller. This approach may be the most appropriate if each sensor is providing 
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information concerning completely different aspects of the environment. The major benefit 
obtained through this approach is the increase in the scope of the environment that can be 
sensed. The only interaction between the sensors is indirect and based on the individual 
effect that each sensor has on the controller. If there is some degree of overlap between the 
sensors concerning some aspect of the environment that they are able to sense, it may be 
possible for a sensor to directly influence the operation of another sensor so that the value of 
the combined information that the sensors provide is greater than the sum of the value of the 
information provided separately by each sensor. The information from the sensors can be 
fused at a variety of levels of representation, depending upon the needs of the system and the 
degree of similarity between the sensors. The major benefit of multisensor fusion is that the 
system can be provided with information of higher quality concerning certain aspects of the 
environment that cannot be directly sensed by any individual sensor, which operate 
independently. 
Kalman Filter 
The Kalman filter [41] is used in a number of multisensor systems when it is 
necessary to fuse dynamic low-level redundant data in real-time. The filter uses the statistical 
characteristics of a measurement model to recursively determine estimates for the fused data 
that are optimal in a statistical sense. If the system can be described with a linear model and 
both the system and sensor error can be modeled as white Gaussian noise, the Kalman filter 
can provide unique statistically optimal estimates for the fused data. The recursive nature of 
the filter makes it appropriate for use in systems without large data storage capabilities. 
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The measurements from a group of n sensors can be fused using a Kalman filter to 
provide both an estimate of the current state of a system and a prediction of the future state of 
the system. Given a system represented as a linear discrete Markov process, the state-space 
model is as follows: 
x(k +1) = <D(fc )x(k )+ B(k }i(k )+ G(k )w(k ) (6-1) 
where x is state vector, <D is state transition matrix, B is input transition matrix, u is input 
vector, G is process noise transmission matrix, and vv process noise vector. The measurement 
model of the process is as follows: 
z(k + 1 )=H(k + \)x(k +1)+ v(k +1) (6-2) 
where z is measurement vector, H measurement matrix, and v is measurement noise vector. 
The vv and v are uncorrected discrete time zero mean white Gaussian noise sequences with 
covariance kernels 
* = J. (6-3) [0 , otherwise 
4v(*Vr(*)]={*W * = j. (6-4, [0 , otherwise 
where E is the expectation operator. 
When all the parameters of the models are known, the optimal filtering equations are 
x (k I k)= x (k I k -1)+ K(kj[z(k)- H(k)x(k I k -1)] (6-5) 
x(k +11 k) = &(k)x(k I k)+ B(k)t(k) (6-6) 
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where x(k I k) is the estimate of x{k) based on the measurements and 
x(k +11 fc) is the prediction of x(k +1) based on the measurements {Z(O)---,Z(Â:)}. The 
matrix K is the Kalman filter gain and is defined as 
K(k)= P(k I k -l)+ HT(kfp(k)P(k I k - \)HT(*)+ r(t)]"! (6-7) 
where P(k\k — l) is conditional covariance matrix of the error in predicting x(k) and is 
defined as 
Weighted Average 
One of the simplest and most intuitive methods of data fusion is to take a weighted 
average of redundant information provided by a group of sensors and use this as the fused 
value. This method allows for the real-time processing of dynamic low-level data. The 
weighted average of n sensor measurements x, with weights 0 < vv, < 1 is 
(6-8) 
where ^ w, = 1. The weights can be used to account for the differences in accuracy between 
sensors and are based on the estimated variances of the signals as follows: 
w, = (6-10) 
where <T~ is the variance of sensor measurements JC, . 
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Principle component analysis 
Feature level fusion can be used to increase the likelihood that a feature extracted 
from the information, which is provided by a sensor, actually corresponds to an important 
aspect of the environment. It is also used to reduce the amount of data to be processed. The 
improvement in quality associated with feature level fusion can be measured through the 
reduction in processing requirements resulting from the elimination of spurious features, the 
increased accuracy in the measurement of a feature, and the increase in performance 
associated with the use of additional features created through fusion. 
The principle component analysis (PCA) methods are one of the feature level fusion 
methods. This is a technique for forming new variables that are linear composites of the 
original variables. Geometrically, it involves projection of the variables onto a new set of 
axes that make a certain angle with the present axes. There is precisely one such angle that 
results in a new variable accounting for maximum variance in the data. The new axes are 
called principal components and the values of the variables are called principal component 
scores. PCA is used as a dimension reducing technique. Instead of using all of the R original 
variables to represent the data, /^principal components scores are used, where P may be 
much less than R. 
Principal components have been determined by taking the eigenvectors of the 
covariance matrix of the data. Data reduction is achieved by retaining only a few of the 
principal components depending upon how much data loss can be tolerated. The numerical 
eigenvalues give an indication of the amount of information carried by the respective 
principal components. The PCA fusion method can be described as follows: 
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1. Fuse two MFL signals: Two sensors are fused at the signal level to form a 
complex signal. The axial component of the MFL sensor represents the real part 
of a complex signal, while the circumferential component of the MFL sensor is 
used as the imaginary part of the complex signal. 
2. Find covariance matrix: A covariance matrix C is computed for the fused signal. 
The covariance matrix is defined as. 
3. Find eigenvalues and eigenvectors: The eigenvalues D and eigenvectors V of 
covariance matrix C are produced so that C*V = V*D. The matrix D is the 
canonical form of C (i.e., a diagonal matrix with Cs eigenvalues on the main 
diagonal). The matrix V is the modal matrix (i.e., its columns are the eigenvectors 
ofO. 
4. Find the principal components: Principal components are obtained as follows: 
where V' represents the principal eigenvectors. Data reduction is obtained by 
retaining only a few of the principal components depending on how much data 
loss can be tolerated in the application at hand. The numerical eigenvalues 
represent an indication of the amount of information carried by the respective 
principal component. 
(6-11) 
where fi  — e[jc] and E represents the expectation operation. 
PCA(C)= abs(C*V') (6-12) 
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Adaptive weighted average 
In this study, two sets of sensors record the two components of the MFL signal. 
Fusion is achieved at the signal level by combining information from two MFL sensors: the 
axial and the circumferential component sensors. The axial signals show an increase in 
magnitude with increase in defect depth. The circumferential component of the signal 
changes considerably with respect to the placement of the lobes and their relative sizes. 
Therefore, it can be inferred that the circumferential component may be related to the defect 
shape and would provide additional information in the defect characterization process. The 
data from these two sensors were fused to obtain a combined signal that would represent the 
axial and circumferential components and also carry information not revealed by the 
components individually. 
The data was fused in a matter that draws analogy with the physical nature of the 
process; the axial component of MFL signal is oriented in a direction parallel to the axial 
defect, while the circumferential component of the MFL signal is measured perpendicular to 
the defect. Thus, the two signals are oriented in mutually orthogonal directions. Data fusion 
is obtained by considering the two components as the real and imaginary parts of a complex 
signal. The magnitude of the complex signal is given by: 
where vv, = 1. 
The fused data are then characterized using wavelet basis function (WBF) neural 
network to predict defect profiles. The next chapter describes the architecture and theory of 
the WBF neural network as well as radial basis function (RBF) neural network. 
(6-13) 
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CHAPTER 7. WAVELET BASIS FUNCTION NEURAL NETWORK 
Introduction 
Artificial neural networks (ANN) have attracted considerable interest in the research 
community largely due to a growing recognition of the potential alternatives they offer to 
conventional pattern classification and functional approximation schemes. Intensive studies 
in this area began when Rosenblatt [42] made a significant breakthrough by developing the 
perceptron algorithm in attempting to mimic the human brain. Since then, a variety of neural 
networks have been developed ranging from simple extensions of the perceptron algorithm to 
more exotic varieties such as cellular neural arrays. Hardware implementation using VLSI 
makes ANN very attractive for real time applications involving pattern recognition, signal 
processing, and control. 
The primary feature of ANN is a massively parallel distributed processing 
architecture that is capable of storing and retrieving experiential knowledge. The 
characteristics of the ANN are determined by the nature of the densely interconnected 
processing elements called nodes, and by the strengths of the interconnections, called 
synaptic weights, which are used to store the knowledge. Such a structure resembles the 
human brain in the sense the synapses are structural and functional units that interconnect 
neurons. The ANN acquires knowledge through a learning process, which modifies the 
synaptic weights to achieve the desired output. Mathematically, a neural network is a 
complex, highly nonlinear mapping from an input space to an output space. The 
generalization process, then, simply uses the defined weights to produce the output for the 
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unseen input signal. Two types of networks have been used to analyze MFL signals: 
multilayer perceptron (MLP) for classification, and radial / wavelets basis function neural 
networks for characterization. This study focuses on the characterization problem and 
describes only the latter network. 
The process of training a neural network may be viewed as an exercise in curve 
fitting or solving an approximation problem in multidimensional space for a set of given data 
points and a desired level of accuracy. Broomhead and Lowe [43] first explored this 
viewpoint, using radial basis functions (RBF) in the design of neural networks. The 
architecture of the RBF neural network, in its most basic form, involves three different 
layers: an input layer with source nodes, a single hidden layer that uses kernel nodes, and an 
output layer as shown in Figure 7-1. The purpose of this algorithm is to find an input-output 
mapping function that passes through the training data points and provides the best fit to the 
data in a statistical (i.e., least mean square) sense. That is, given a set of vV different points 
•{x, e Rm; i = 1,2,•••,#} and a corresponding set of N real numbers {/. eR1; / = 1,2,•••,#}, 
find a function / : Rm —» R that satisfies the following interpolation condition: 
Radial Basis Function Neural Network 
/(x,)=< (7-1) 
The mapping function is represented as follows: 
(7-2) 
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Input Hidden layer of Output 
layer N radial-basis functions layer 
Figure 7-1. Radial basis function (RBF) neural networks. 
where {jp(flx-c,fl); / = 1,2,—,#} is a set of N  arbitrary radial basis functions, the data points 
•£:, € RM| i = 1.2, , Af) are the centers of the radial basis functions, | • || represents a norm, 
and the w, are the weights of the expansion. For the unknown weights, the expansion 
Equation (7-2) can be written as follows: 
<P\\ <P\ Z  •" <P\ N  W l  <4 
(Pl\ VlZ *PzN W Z  = dz 
JPht\ <PM2 Vm. . W S .  A. 
where 
% =v(x, -cj) ,/' = !,2,—,W, 7 = 1,2,—,# (7-4) 
Let represent an N x N  interpolation matrix with elements , w represent a weight 
vector, and d represent the desired response vector; that is, 
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<D = ^ .; / =1,2,•••,#, / = 1,2,•••,#) 
d  =  { d x , d z , - - , d N J  
w = {w1?H'2,--,wy7 (7-7) 
(7-6) 
(7-5) 
The equation (7-2) can then be rewritten in a compact form as follows: 
<S> w =d (7-8) 
If we assume that is nonsingular, then the inverse matrix <D 1 exists and the weight vector 
w can be derived as follows: 
The mapping is accomplished in two stages. First, a nonlinear transformation 
connecting the input layer to the hidden layer is defined by a set of radial basis functions. A 
linear transformation is then performed between the hidden layer and the output layer. 
Subsequently an interpolation is performed during a generalization process with unknown 
data. However, the strict interpolation for training an RBF neural network results in poor 
generalization to new data because the problem is overdetermined. When the number of data 
points in the training sample is much larger than the number of degrees of freedom of the 
underlying physical process and the number of radial basis functions is constrained by the 
number of data points, the problem is overdetermined and the network may end up fitting 
misleading variations called overfilling, thereby resulting in a degraded generalization 
performance [43]. Several variations of the basic RBF algorithm have been used to solve this 
problem [44,45], 
To solve this overfilling problem, we consider the design of a neural network that is a 
problem of hypersurface reconstruction given a set of data points. Let X be a input domain, 
w = <I> 1 d (7-9) 
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K be a output domain, and / be the unknown mapping function of input domain to output 
domain. The problem of reconstructing the function/ is said to be well-posed if three 
conditions are satisfied as follows [45,46]: 
• Existence: for an every input vector xe X, there exists an output y = /(x), 
where y e Y. 
• Uniqueness: for any pair of input vectors x,,x2 e X , /(x,)= /(x2) if and only 
if x, =x2. 
• Continuity: for any £>0, there exists p = p(e) such that the condition 
<5x(x,,x2)< p implies that <5v(/(x1)/(x2))< e , where #(v) is the symbol for 
distance between the two arguments in their respective spaces. 
If any of these conditions is not satisfied, the problem is ill-posed. Some prior information 
about the input-output mapping can be employed to make an ill-posed problem into a well-
posed one through regularization. The basic idea of regularization theory for solving ill-
posed problems is to stabilize the solution by means of some auxiliary nonnegative 
functional that embeds prior information about the solution [44, 46]. The most common form 
of prior information assumes that the input-output mapping function is smooth. The 
regularization theory involves finding the function / that minimize an error cost function 
defined as follows: 
5 ( f ) = § , ( f b * 4 c ( f )  (7-io) 
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where A is the regularization parameter, £ x ( j )  is the standard error term, and £ c ( f )  is the 
regularizing term. The standard error term denotes the distance between the desired response 
and the actual response y. is defined as follows: 
(7-11) 
^ i=l 
The regularizing term is defined as follows: 
(7-12) 
where D is a linear differential operator which embed prior information about the 
approximation function /. Let the interpolation matrix <X»be Green's matrix G. The 
minimization of (7-10) with respect to the weight vector w then yields the following results 
[45]: 
(G + AI>=d (7-13) 
where I is the N x N identity matrix. 
However, equation (7-13) may be prohibitively expensive to implement in 
computational terms for large data sets. Furthermore, in the case of large matrices there is a 
greater likelihood of ill conditioning. To minimize these computational difficulties, RBF 
neural network search for a suboptimal solution / in a lower-dimensional space, which 
approximate the regularized solution. The approximated solution is expanded on a finite set 
of basis functions 
/(x)=%*,G(%,c,) (7-14) 
r=l 
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where (x)| i = 1.2,- .M} is a new set of basis functions, vv constitute a new set of 
weights, c, is the set of centers, and M is less than the number of data points N. The error 
cost function is then defined as follows: 
ci, -i .v.ck.c, )| (7-15) 
2 I=11 J=1 
The minimization of equation (7-15) with respect to the weight vector w then yields the 
following result 
where 
G = 
(GrG + >lG0)iv = Grd 
G(x,c,)=exp —^t|x-c,|2) 
f G(x,,c,) G(X,,C2) ••• G(x,,c^) 
G(x2,c,) G(X2,C2) G(x2,cAf) 
G(X^,CJ G(XJ V ,C2)  •••  G(\N , c m )  
(7-16) 
(7-17) 
(7-18) 
Go = 
G(c,,c,) G(C,,C2)  
G(C2 ,C,) G(C2 ,C2  )  G ( c 2 , c m )  (7-19) 
G ( c ^ , c , )  G ( c j v , c 2 )  • • •  G { c m, C m ) j  
If the regularization parameter A approaches infinity in equation (7-16), the approximation 
function has maximal smoothness. As the regularization parameter A approaches zero, the 
weight vector w converges to the pseudoinverse solution defined as follows: 
w = G d , A = 0 (7-20) 
where G is the pseudoinverse of matrix of G ; that is, G = (GrG)^G7 
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Wavelet Basis Function Neural Network 
Wavelet basis function (WBF) neural networks exploit the multiresolution function 
approximation concept using a limited number of wavelets, y , and scaling functions, <j>, 
/(*)=£ (||x - cu ||)+ z Ê di*Vi* I* - c/.t II) (7-21 ) 
t=I ;=l t=l 
where Z. is the number of resolutions, N} is the number of translated basis functions at 
resolution j, y* jk is a scaled and translated version of a mother wavelet at translation k and 
resolution j ,  c L k  is the center of basis function at translation k  and resolution L, and c j k  is 
the center of basis function at translation k  and resolution j .  s L k  and d j k  are the wavelet 
coefficients, which are given by the use of inner products as 
siJc =(/(x)0yjt(x)) (7-22) 
dj* =(/(*>Vm(X)) (7-23) 
The architecture of a typical WBF neural network shown in Figure 7-2 is similar to 
that of radial basis function (RBF) neural networks in that both neural networks have a single 
hidden layer. In contrast to RBF neural networks, a WBF neural network employs a family of 
wavelets as basis functions and has sets of wavelet function nodes depending on the number 
of resolutions. The network output can also be written in a matrix form as follows: 
F  = 8 W  
= k ¥i — vJ-W (7  > 
where F is the output matrix with the dimension of M xN (M is the number of training 
samples and N is the number of output node), B represents the weights between input and 
hidden layers with the dimension of M xR, and W represents weight matrix between hidden 
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Input Hidden layer of Output 
layer N wavelet basis functions layer 
Figure 7-2. Wavelet basis function (WBF) neural networks. 
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and output layers with the dimension of R x N .  The weight matrix Wis then computed 
using the pseudoinverse B+ of matrix B as follows [47]: 
Several such networks with varying architectures and employing different wavelets have 
been studied. Zhang and Benveniste [48] introduced wavelet networks employing the first 
derivative of a Gaussian function, which satisfies frame requirements, as a basis function. 
The locations of basis functions were determined by using a density function and then 
optimized by employing a stochastic gradient algorithm that is similar to the backpropagation 
algorithm. Zhang et al. [49] employ an orthogonal scaling function as a basis function, which 
provides a unique representation of the function being approximated. The locations of the 
basis functions are set using a dyadic scheme with the number of basis functions at resolution 
L. This neural network is generally not an RBF neural network since scaling functions can be 
radially non-symmetric. Bakshi and Stephanopoulos [50] developed networks using both 
scaling functions and wavelets as basis functions. We follow this scheme for building WBF 
neural networks employed in this study. Figure 7-3 shows the training procedure of WBF 
neural network. The training procedure can be described as follows: 
Algorithm WBFNN (x,'training' ) 
Choose the scaling function ^(jc) and wavelet function y/{x). 
Set the initial number of centers and error level T. 
Find the initial centers c, using the well-known ISODATA algorithm. 
W = B F 
(7-25) 
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Predict Output 
Defect Profile 
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Calculate Weight Matrix 
(Pseudoinverse) 
Initialization 
(basis function, # of centers, etc.) 
Figure 7-3. The training procedure of WBF neural network. 
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Repeat (set the optimal centers and resolution) 
Repeat 
Compute the basis function matrix B t  j  = 4>(x, — cy ). 
Find pseudoinverse B from B using the singular value decomposition 
scheme. 
Compute weight matrix W = BF 
Compute est imated values  d = BW. 
Compare the estimated value d with the desired value F. 
If the estimated value deviates significantly from the desired value, 
Adjust the number of centers (prune centers). 
else 
Stop the loop. 
end 
End Repeat 
If estimates error < T 
Stop the loop. 
else 
Increase the network resolution. 
Select centers using dyadic selection scheme. 
end 
End Repeat 
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Basis Functions 
In this study, the design of a neural network is represented as an approximation 
problem in a high-dimensional space. In this viewpoint, learning is equivalent to finding a 
surface in a multidimensional space that provides a "best fit" to the training data and the 
"best fit" is measured in some statistical sense (i.e., least root mean square error). 
Correspondingly generalization is equivalent to the use of this multidimensional surface (i.e., 
hypersurface) to interpolate the test data; that is, map the MFL signal to the defect profile. A 
set of basis functions are employed to constitute the hypersurface, realizing that a high 
degree of smoothness of the surface is essential for obtaining good generalization in 
multidimensional problems with limited training data. The basis functions consist of scaling 
and wavelet functions and are selected to minimize the mean square error (MSE) with a 
minimum number of basis functions. 
This study uses a Gaussian radial basis function as the scaling function defined as 
follows [51]: 
where o is the width of radial basis function and is employed to cover the entire input space. 
The range of input space is defined as the maximum Euclidean distances between the input 
data and centers. This scaling function is localized in the sense that <f>(x) —» 0 as x —» =». This 
study also uses a Mexican hat as the wavelet function defined as follows [25]: 
(7-26) 
( x2 \ 
¥i.x)- (l-x2)exp -TT 
2<X~ 
(7-27) 
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Figure 7-4. Basis functions: (a) Scaling function, (b) Wavelet function. 
where a is the width of wavelet basis function. This function is derived from a function that 
is proportional to the second derivative function of the Gaussian probability density function. 
This wavelet is localized in both time and frequency domains, and satisfies the frame 
property defined as follows: 
If / is a frame, there exist frame bounds A and B such that 
AM2sI|(/.P;)f£-Bll/r (7-28) 
j 
A 
where the frame constant is defined as — 
B 
The frame constant is very close to unity and the shape of this wavelet function is similar to 
the MFL signals. Figure 7-4 shows the basis functions. 
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Center Selection and Pruning 
The centers of the basis functions can be estimated using the t-means clustering 
algorithm [52] or one of its several variants [53]. The number of centers at each resolution 
can be determined heuristically. Previous studies have shown that the performance of the 
network is highly dependent on the location and number of centers. Therefore, an LMS 
algorithm [45] is typically employed in order to obtain better performance not only for 
determining the optimal locations, but also for determining the widths of the centers. 
However, such an algorithm is unsuitable for training a multiresolution network because 
optimization of width of a basis function may lead to significant errors in multiresolution 
mapping if appropriate constraints are not imposed. In other words, wide variations in width 
between basis functions or between resolutions violate the principles underlying the 
multiresolution approach. In addition, an optimization procedure is not only computationally 
expensive but also complex, requiring control parameters such as the number of iterations, 
stopping error criterion, learning rate, etc. Invoking the same procedure at every resolution 
may be prohibitively expensive if the number of resolutions is high. 
To overcome these disadvantages, we use a dyadic center selection scheme for 
calculating the location and number of centers. Since the task at the lowest resolution is to 
coarsely approximate the function, the locations of basis functions are chosen using the 
ISODATA clustering algorithm [54]. The algorithm employs an unsupervised clustering 
procedure. The procedure is described as follows: 
Algorithm ISODATA (x, NC) 
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% x is NxM array of structure containing vector and label fields. NC is the number 
% of classes. 
Begin (initialization) 
Scan the representation matrix x in raster order. Randomly pick a label from 
set •{<), - • •, NC — l} and assign the label to each pixel. 
Compute the class center {ct| 0<k< NC — 1 } by the mean vector of each 
class k. 
End Begin 
Repeat 
Rescan the representation matrix x and assign pixel (/", j) to the class k if the 
Euclidean distance between the pixel and the class center is closest. 
Update the class center {Ct} by recomputing their mean vectors. 
Repeat until no change in labeling occurs. 
End Repeat 
The centers are then used for the scaling function of the approximation. Subsequently, new 
centers, which correspond to the wavelet basis function, are calculated using a dyadic 
selection scheme to obtain finer approximations. The dyadic selection scheme is similar to 
the dyadic dilation scheme in wavelet theory. The centers at the next resolution are expanded 
by dividing the Euclidean distance between adjacent centers at the previous resolution as 
shown in Figure 7-5. Based on this scheme, the number of centers at the j* resolution is 
2(n — l), where n is the number of centers at the(j — lJ11 resolution. If too many basis 
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functions are used and overfitting has occurred, a center pruning algorithm may be needed in 
order to eliminate unnecessary centers. Selecting the best subset of B for fitting F amounts to 
selecting a subset of fr°,yrl ,---,yrL} that spans the space closest to F. One approach is to 
measure the contribution of each basis function to the cost function in an average sense. 
The residual vector of the WBF neural network, > , can be written as 
Y = F - B W  (7-29) 
Then 
YTY = FTF-FTBW-WTBTF + WTBTBW (Z- jU)  
= FTF-WTBTBW 
Since the wavelets in B come from a wavelet frame, they are roughly orthogonal. Equation 
(7-30), then, can be approximated as follows: 
Input space 
Figure 7-5. Dyadic center selection scheme. 
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YTY~ FTF-(w," +—H w^) (7-31) 
Thus, the wavelets corresponding to the smallest coefficients wi contribute least to the 
minimization of y* y. If the size of the WBF neural network is to be reduced, the wavelets 
corresponding to the smallest coefficients should be removed. 
A Priori Information and Bias 
The mean square error during a learning process consists of the sum of two terms: 
bias and variance [55]. The variance associated with the approximation error may be 
significant, even if the approximation is unbiased. In these cases, a bias is deliberately 
introduced in order to reduce the variance of an approximation function. 
A biasing scheme needs to be designed for each specific application. The network 
may be biased to provide improved results by incorporating a priori knowledge into the 
network design. As an example, estimates of the geometric parameters associated with the 
defect can be employed as a priori information to improve the prediction of the 3-D defect 
profile. In this study, we estimate the length by calculating the footprint of the defect along 
the axial direction on a pipe surface. It is assumed that the 2-D MFL footprint matches the 
physical dimensions of the defect This implies that blooming is negligible. The footprint of 
the defect is obtained by employing the boundary extraction scheme described earlier. The 
boundary extraction algorithm segments the leakage signal image from the background. The 
maximum lengths of the segmented leakage signal image are calculated and assumed to be 
equal to the length of the defect. The network output, then, can be expanded as follows: 
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F = B W ^ 
= \b Q l Wx •" W ( 3-) 
where b is the bias including a priori information. 
The value of a priori information is described in the following chapter. The chapter 
also describes the defect data sets and shows the results of defect characterization. 
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CHAPTER 8. RESULTS 
Description of Defect Data Sets 
A number of experimental MFL signals were obtained from Tuboscope Vetco 
Pipeline Services. The MFL signals were obtained from a number of defects machined in 
Grade X70, 0.344' wall-thickness, and 24' diameter pipes. The defect size and shape were 
chosen on the basis of a number of considerations, chief of which were that they were 
representative of defects that occur in pipelines under normal conditions, can be machined 
into a gas pipeline with only a moderate degree of complexity, can be used to characterize 
the capability existing inspection technology, and can be used to facilitate the development of 
new inspection technology. 
The defects are characterized in terms of five geometric parameters: length (L), width 
(W), depth (D), surface angle, and roundness. The parameters are defined as follows: 
• L = surface length along the axial direction 
• W = surface width along the circumferential direction 
• D = maximum depth 
• T = angle formed by defect edge at pipe surface 
• R = roundness in plan view with ellipse (R=2) and rectangle (R=4) shapes 
Figure 8-1 shows the defect geometry. It is assumed that the bottom of defect is flat, and the 
arc connecting the defect bottom and the pipe surface has a constant radius around the entire 
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perimeter of the three-dimensional defects. The outer edge of the flat bottom of the defect is 
defined as follows: 
where the center of the defect bottom is (0,0), and x and y represent the distance from the 
defect center in the axial and circumferential directions respectively, BL is the length of the 
defect at its longest point, BW is the width of the flat bottom at its widest point, and R is the 
plan roundness. 
The defect profiles represent a 6'x6' area with a 61x61 matrix. The elements of 
this matrix correspond to the defect depth in terms of wall thickness. Since the MFL signal is 
sampled every 0.1", the matrix size represents defects up to 6* long and wide. Figure 8-2 
shows the cross-section of a typical defect profile. A total of 37 defects are divided into 30 
training and 7 testing data sets. Each defect is cup-shaped. The geometric parameters of 
training data set are described in Table 8-1. They are different in length (1*, 2', 3', 4.5',6"), 
width (1', 2', 3', 4.5', 6'), and depth (35%, 50%, 65%). they have 45° surface angle and 
elliptical shape in plan view. In the case of testing data set, the geometric parameters are 
different in length (l',3',6'), width (l',3',6'), and surface angle (23°,90°). They have 
50% depth and elliptical shape in the plan view. Table 8-2 describes the geometric 
parameters of the test data set. The characterization results were obtained using WBF neural 
network with the same number of input nodes as the number of elements in MFL signal. The 
number of output nodes corresponds to the number of points in the defect profile. 
(8-1) 
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Figure 8-1. Description of defect geometry 
width (in) u length (in) 
Figure 8-2. Cross-section of a typical defect profile 
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Table 8-1. Geometric defect parameters for training data set 
Defect ID Depth Length Width Surface Angle Roundness 
(%) (in.) (in.) (degree) 
31 35 3 3 45 ellipse 
32 35 3 6 45 ellipse 
34 35 6 3 45 ellipse 
35 35 6 6 45 ellipse 
37 50 I 1 45 ellipse 
42 50 1 3 45 ellipse 
43 50 1 4.5 45 ellipse 
50 50 2 3 45 ellipse 
51 50 2 6 45 ellipse 
53 50 3 2 45 ellipse 
55 50 3 3 45 ellipse 
55 50 3 3 45 ellipse 
55 50 3 3 45 ellipse 
55 50 3 3 45 ellipse 
55 50 3 3 45 ellipse 
59 50 3 4.5 45 ellipse 
61 50 3 6 45 ellipse 
66 50 4.5 3 45 ellipse 
67 50 4.5 6 45 ellipse 
73 50 6 2 45 ellipse 
75 50 6 3 45 ellipse 
79 50 6 4.5 45 ellipse 
80 50 6 6 45 ellipse 
81 65 1 1 45 ellipse 
84 65 3 1 45 ellipse 
85 65 3 3 45 ellipse 
86 65 3 6 45 ellipse 
87 65 6 1 45 ellipse 
88 65 6 3 45 ellipse 
89 65 6 6 45 ellipse 
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Table 8-2. Geometric defect parameters for testing data set 
Defect ID Depth 
(%) 
Length 
(in.) 
Width 
(in.) 
Surface 
Angle 
(degree) 
Roundness 
38 50 1 1 90 ellipse 
54 50 3 3 23 ellipse 
56 50 3 3 90 ellipse 
60 50 3 6 23 ellipse 
62 50 3 6 90 ellipse 
74 50 6 3 23 ellipse 
76 50 6 3 90 ellipse 
Defect Characterization 
The proposed algorithm was tested using data obtained from the MFL inspection of 
gas transmission pipelines. The procedure involves the following steps: 
1. Wavelet denoising: A wavelet denoising algorithm is used to remove noise from 
raw data. 
2. Lift-off removal: A lift-off removal scheme is used to remove sensor lift-off prior 
to fusion at the signal level. 
3. Boundary extraction: A boundary extraction algorithm is used to identify the 
defect locations and extract geometrical parameters of the defects. 
4. Data fusion: The wavelet denoised data obtained from different sensors are then 
fused. Fusion is accomplished using signals from the axial and circumferential 
component sensors. The signal from axial sensor is used as the real part of a 
complex-valued signal, while the signal from circumferential sensor is used as the 
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imaginary component of the complex-valued signal. The absolute value of the 
complex signal is applied to wavelet basis function neural network. 
5. Defect Reconstruction: Finally, a wavelet basis function (WBF) neural network 
is employed to map the complex valued image appropriately to obtain the 
geometrical profile of the defect. 
The wavelet based denoising and lift-off removal are consecutively applied to remove 
background noise and sensor lift-off from the raw MFL data. In wavelet denoising, the 
wavelet coefficients of the MFL data, whose magnitudes are less than the threshold value T, 
are shrunk toward zero. The value T is estimated from the finest resolution level of the 
wavelet transform of the data and is computed adaptively for each sensor. The lift-off 
variations between sensors are then compensated. Figures 8-3, 8-4, and 8-5 show a typical 
example of wavelet denoising and sensor lift-off removal from raw MFL data. Results 
represent that the algorithms reject unwanted artifacts (i.e. background noise and sensor lift­
off) and keep the useful information in the data. 
Two adaptive boundary extraction algorithms are applied to locate the footprint of the 
defect on the pipe surface and estimate the geometric parameters. The first is a threshold 
based boundary extraction scheme. The second is an adaptive boundary extraction scheme. In 
the case of the adaptive boundary extraction scheme, the output of a thresholding based 
boundary scheme is used as the initial set of boundary points. An error minimization scheme 
is also employed to minimize the number of iterations. Figure 8-6, 8-7, 8-8, 8-9, and 8-10 
show some typical footprints obtained from MFL images. The length and width of a defect 
can be estimated by measuring the dimensions of the footprint along the axial and 
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circumferential directions. The estimated size of defect ID 51 based on the use of the 
adaptive boundary extraction scheme is 2*x6.4" while the true size is 2*x6". The estimated 
size of defect ID 56 based on the use of the adaptive boundary extraction scheme is 3*x4.5* 
while the true size is 3' x 3*. The estimated size of defect ID 59 based on the use of the 
adaptive boundary extraction scheme is 3'x5.7* while the true size is 3'x4.5*. The 
estimated size of defect ID 62 based on the use of the adaptive boundary extraction scheme is 
3.1*x7.2* while the true size is 3'x6". The estimated size of defect ID 76 based on the use 
of the adaptive boundary extraction scheme is 5.9*x4.5' while the true size is 6*x3*. Table 
8-3 compares the estimated sizes of test data sets with true sizes. Results obtained using the 
adaptive boundary extraction scheme confirm that the lengths of the footprint match those of 
the defect closely. 
A WBFNN based boundary extraction algorithm is employed to locate the footprint 
of the defect on test data set and estimate the geometric parameters. The STS based boundary 
extraction scheme is applied to the footprint estimates obtained from the WBFNN. In this 
study, only the axial component of MFL signal is employed to estimate the boundaries of the 
test data sets. Figure 8-11 shows some typical footprints obtained from the test data set. The 
length and width of a defect are estimated by measuring the dimensions of the footprint along 
the axial and circumferential directions. Table 8-1 compares the estimated sizes of test data 
sets with true sizes. The results confirm that the lengths and widths of the footprint match 
those of the defect exactly. 
Two different approaches for 3-D defect characterization based on MFL signals were 
tested in this study. The first method used the axial component of the MFL signal for 
characterization while the second method used a combination of the axial and circumferential 
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components of the MFL signal. The WBF neural network was trained using data from 30 
defects and tested on data from the 7 defects, as shown in Table 8-1 and Table 8-2 
respectively. The training data sets do not include the test data sets. Three different data 
fusion methods were also tested. The results obtained using the adaptive weight average 
scheme are identified as AW A. Similarly WA denotes results obtained using the weight 
average data fusion scheme. PCA denotes results obtained using the principal component 
analysis scheme. In the case of PCA, 15 largest eigenvectors were employed in the training 
and testing data sets. 
The characterization results were obtained using a WBF neural network with 7381 
input nodes corresponding to 7381 elements of the MFL signal matrix. The number of output 
nodes is 3721 corresponding to 3721 elements of the defect profile matrix. Three resolution 
levels were used for wavelet decomposition with three centers at the coarsest resolution. In 
order to obtain the geometric parameters, the boundary of the defect was obtained from the 2-
D MFL images. The length and width of the defect were estimated by measuring the 
dimensions of the footprint along the axial and circumferential directions. The estimated 
geometric parameters are used as a priori information to improve the performance of WBF 
neural networks. In this study, only length information was used as a priori information. 
The effectiveness of the proposed fusion approach is shown in Figure 8-12, 8-13, 8-
14, 8-15, 8-16, and 8-17. The AW A scheme is employed for fusion method. Figure 8-12(a) 
shows the true defect profile for defect ID 74. Figure 8-12(b) shows the defect profile 
estimated using only the axial component of the MFL signal, while Figure 8-12(c) shows the 
defect profile estimate obtained by fusing the axial and circumferential components of the 
MFL signal. Figure 8-13(a) shows a comparison of line scans along the length of the profile 
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estimate for defect ID 38, while Figure 8-13(b) shows a comparison of line scans along the 
width of the profile estimate. Figure 8-14 shows a similar result where we compare the line 
scans along the length and width of the profile estimate for defect ID 54. Figure 8-15 shows a 
comparison of line scans along the length and width of the profile estimate for defect ID 60. 
Figure 8-16 shows a similar result where we compare the line scans along the length and 
width of the profile estimate for defect ID 74. Figure 8-17 compares the mean square error 
(MSE) of the results obtained using the two techniques: MFL axial component and AW A 
data fusion. The results obtained by fusing the axial and circumferential components appear 
to be superior relative to the results obtained using the axial component of the MFL signal alone. The 
mean square error between the estimated profile A and true profile B is defined as follows: 
MSE=Ti^ï,î.(A«-BJ <8-2) 
/ - I  j -x  
where 1 < i <  M  and 1 < j <  N  .  
The effectiveness of three data fusion approaches is also compared in Figure 8-18, 8-
19, 8-20, 8-21, and 8-22. Figure 8-18(a) shows a comparison of line scans along the length of 
the profile estimate for defect ID 38, while Figure 8-18(b) shows a comparison of line scans 
along the width of the profile estimate. Figure 8-19 shows a similar result where we compare 
the line scans along the length and width of the profile estimate for defect ID 54. Figure 8-20 
shows a comparison of line scans along the length and width of the profile estimate for defect 
ID 60. Figure 8-21 shows a similar result where we compare the line scans along the length 
and width of the profile estimate for defect ID 74. Figure 8-22 compares the mean square 
error (MSE) of the results obtained using three data fusion techniques: AW A, WA, and PCA. 
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The results obtained from the AWA data fusion appear to be better compared to the results 
obtained using two other fusion methods: WA and PCA. 
The effectiveness of the boundary based adaptive weighted average (BBAWA) data 
fusion is shown in Figure 8-23, 8-24, 8-25, 8-26, 8-27, and 8-28. The BBAWA scheme 
employs AWA and WBFNN based boundary extraction. The defect profile estimates 
obtained from the AWA are fused with the boundary information obtained from WBFNN 
based boundary extraction. The fusion employs AND operator. Figure 8-23(a) shows the true 
defect profile for defect ID 54. Figure 8-23(b) shows the defect profile estimated using 
AWA, while Figure 8-23(c) shows the defect profile estimate using BBAWA. Figure 8-24(a) 
shows a comparison of line scans along the length of the profile estimate for defect ID 38, 
while Figure 8-24(b) shows a comparison of line scans along the width of the profile 
estimate. Figure 8-25 shows a similar result where we compare the line scans along the 
length and width of the profile estimate for defect ID 54. Figure 8-26 shows a comparison of 
line scans along the length and width of the profile estimate for defect ID 60. Figure 8-27 
shows a similar result where we compare the line scans along the length and width of the 
profile estimate for defect ID 74. Figure 8-28 compares the mean square error (MSE) of the 
results obtained using two data fusion techniques: AWA and BBAWA. The results obtained 
from the BBAWA data fusion appear to be better compared to the results obtained using 
AWA fusion method. Figure 8-29 shows the effectiveness of the BBAWA data fusion 
approach compared to four other different defect characterization methods: MFL axial 
component, WA, PCA, and AWA. The results obtained from the BBAWA appear to be 
superior relative to those obtained using other methods. The following chapter summarizes and 
discusses the results. 
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Figure 8-3. The effect of wavelet denoising and lift-off removal (Defect ID=31,3'"x3', 
35% depth): (a) raw MFL signal and (b) processed signal. 
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Figure 8-4. The effect of wavelet denoising and lift-off removal (Defect ID=37,1* 
50% depth): (a) raw MFL signal and (b) processed signal. 
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Figure 8-5. The effect of wavelet denoising and lift-off removal (Defect ID=53,3'x2', 
50% depth): (a) raw MFL signal and (b) processed signal. 
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Figure 8-6. Boundary extracted from 2*x6*, 50% depth MFL image: using (a) threshold 
based boundary extraction and (b) adaptive boundary extraction. 
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Figure 8-7. Boundary extracted from 3*x3*, 50% depth MFL image: using (a) threshold 
based boundary extraction and (b) adaptive boundary extraction. 
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Figure 8-8 Boundary extracted from 3*x4.5*, 50% depth MFL image: using (a) 
threshold based boundary extraction and (b) adaptive boundary extraction. 
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Figure 8-9 Boundary extracted from 3'x6*, 50% depth MFL image: using (a) threshold 
based boundary extraction and (b) adaptive boundary extraction. 
95 
ID= 76. size = 6x3. th= 108.2967 
20 40 60 80 100 120 140 160 
axial 
(a) 
ID= 76. size = 6x3. th= 108.2967 
20 40 60 80 100 120 140 160 
axial 
Figure 8-10. Boundary extracted from 6'x3', 50% depth MFL image: using (a) 
threshold based boundary extraction and (b) adaptive boundary extraction. 
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Table 8-3. Length and width estimates obtained using threshold based boundary 
extraction (TBBE) and adaptive boundary extraction (ABE). 
Units: inch 
ID TRUE Estimates by TBBE Estimates by ABE 
length width length width length width 
38 1 1 1 3 1.2 2.2 
51 2 6 1.8 7.6 2 6.4 
53 3 2 2.5 4.9 3 3.4 
56 3 3 2.5 5.7 3 4.5 
59 3 4.5 2.7 6.8 3 5.7 
62 3 6 2.8 8.3 3.1 7.2 
76 6 3 5.2 7.6 5.9 4.5 
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Figure 8-11. Boundary estimates obtained from test data set, where the WBFNN based 
boundary extraction scheme is employed. 
Table 8-4. Length and width estimates obtained using WT3FNN based boundary 
extraction. 
Units: inch 
ID TRUE Estimates 
length width length width 
38 1 1 1 1 
54 3 3 3 3 
56 3 3 3 3 
60 3 6 3 6 
62 3 6 3 6 
74 6 3 6 3 
76 6 3 6 3 
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Figure 8-12. Defect characterization results (ID 74): (a) true defect profile, (b) defect 
profile estimate using the axial component only, and (c) defect profile estimate obtained 
by fusing axial and circumferential components, where AWA is used for fusion method. 
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Figure 8-13. Defect characterization results using axial component and data fusion (ID 
38): (a) comparison of line scans along the length and (b) comparison of line scans along 
the width. 
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Figure 8-14. Defect characterization results using axial component and data fusion (ID 
54): (a) comparison of line scans along the length and (b) comparison of line scans along 
the width. 
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Figure 8-15. Defect characterization results using axial component and data fusion (ID 
60): (a) comparison of line scans along the length and (b) comparison of line scans along 
the width. 
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Figure 8-16. Defect characterization results using axial component and data fusion (ID 
74): (a) comparison of line scans along the length and (b) comparison of line scans along 
the width. 
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Figure 8-17. Mean square error (MSE) of Defect characterization results, where AWA is 
adaptive weight average. 
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Figure 8-18. Defect characterization results using three different fusion methods (ID 38): 
(a) comparison of line scans along the length and (b) comparison of line scans along the 
width. 
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Figure 8-19. Defect characterization results using three different fusion methods (ID 54); 
(a) comparison of line scans along length and (b) comparison of line scans along width. 
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Figure 8-20. Defect characterization results using three different fusion methods (ID 60): 
(a) comparison of line scans along length and (b) comparison of line scans along the 
width. 
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Figure 8-21. Defect characterization results using three different fusion methods (ID 74): 
(a) comparison of line scans along the length and (b) comparison of line scans along the 
width. 
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Figure 8-22. Mean square error (MSE) of defect characterization results using three 
different fusion methods, where AWA is adaptive weight average, WA is weight 
average, and PCA is principle component analysis. 
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Figure 8-23. Defect characterization results (ID 54): (a) true defect profile, (b) defect 
profile estimate using AW A, and (c) defect profile estimate using BBAWA. 
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Figure 8-24. Defect characterization results using AWA and boundary based AWA (ID 
38): (a) comparison of line scans along the length and (b) comparison of line scans along 
the width. 
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Figure 8-25. Defect characterization results using AWA and boundary based AWA (ID 
54): (a) comparison of line scans along the length and (b) comparison of line scans along 
the width. 
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Figure 8-26. Defect characterization results using AWA and boundary based AWA (ID 
60): (a) comparison of line scans along the length and (b) comparison of line scans along 
the width. 
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Figure 8-27. Defect characterization results using AWA and boundary based AWA (ID 
74): (a) comparison of line scans along the length and (b) comparison of line scans along 
the width. 
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Figure 8-28. Mean square error (MSE) of defect characterization results using AWA and 
BBAWA, where AWA is adaptive weight average and BBAWA is boundary based 
adaptive weight average. 
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Figure 8-29. Mean square error (MSB) of defect 
component and four different fusion methods. 
characterization results using axial 
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CHAPTER 9. SUMMARY AND CONCLUSIONS 
In this dissertation, a 3-D defect characterization scheme that fuses information from 
two sets of sensors is described to accomplish the task of characterization. The 
characterization scheme employs wavelet denoising, sensor lift-off removal, and a WBF 
neural network. MFL signals from an array of sensors are first arranged in contiguous rows 
to obtain an image. The wavelet based denoising and lift-off removal are then consecutively 
applied to minimize background noise and sensor lift-off from the MFL data. The objective 
of this preprocessing exercise is to reject unwanted artifacts (i.e. background noise and 
sensor lift-off) while retaining as much useful information as possible in the data. 
An adaptive boundary extraction scheme, which consists of two consecutive 
boundary extraction algorithms, is applied to locate the footprint of the defect on the pipe 
surface and estimate the geometric parameters. The first step is a threshold based boundary 
extraction scheme. The second step employs an active contour (i.e. snake) algorithm. In the 
case of snake algorithm, the output of a threshold based boundary scheme is used as the 
initial set of boundary points (i.e. snake points). An error minimization scheme is also 
employed to minimize the number of iterations. In order to obtain the geometric parameters, 
the length and width of the defect were estimated by measuring the dimensions of the 
footprint along the axial and circumferential directions. The results obtained using the 
adaptive boundary extraction scheme confirm that the lengths of the footprint match those of 
the defect closely. The estimated geometric parameters are then used as a priori information 
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to improve the performance of WBF neural networks. In this study, only length information 
was used as a priori information 
A data fusion scheme, which offers both quantitative and qualitative benefits, is 
employed to draw inferences that may not be feasible with data from a single sensor alone. 
The data from two sets of sensors are fused to estimate the defect profile from MFL 
inspection data. The two sensors measure the axial and circumferential components of the 
MFL. The two signals are combined as the real and imaginary components of a complex 
valued signal. A WBF neural network (WBFNN) is then employed to map the complex 
valued image appropriately to obtain the geometric profile of the defect. The results obtained 
by fusing the axial and circumferential components appear to be better than those obtained 
using the axial component alone. Finally, a WBFNN based boundary extraction scheme is 
employed for the proposed fusion approach. The boundary based adaptive weighted average 
(BBAWA) offers superior performance compared to three alternative different fusion 
methods employing weighted average (WA), principal component analysis (PCA), and 
adaptive weighted average (AWA) methods. 
This dissertation focuses on algorithm development and experimental justification for 
3-D defect characterization. Even though the characterization scheme shows considerable 
promise, additional work needs to be accomplished to make this study more complete. Future 
work can be summarized as follows: 
1. An adaptive boundary extraction algorithm is applied to estimate the geometric 
parameters of defect profile. More intensive tests should be employed to increase 
the accuracy of the proposed boundary extraction algorithm based on STS and 
snake algorithm. 
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2. A pruning algorithm is employed to find the number of optimal centers. However, 
the approach does not work very well because it also prunes centers that are 
necessary to estimate defect profiles. An iterative method must be developed to 
automate the pruning algorithm and improve performance. 
3. Evaluate the proposed fusion method with additional fusion schemes. 
4. Data fusion is based on the concept that additional good information will lead to 
better results. Many gas pipeline inspection pigs employ additional sensors such 
as eddy current coils. Data fusion algorithms capable of making use of 
information from such sensors should be developed. 
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