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RATIONAL CHEREDNIK ALGEBRAS AND CATEGORIFICATION
IVAN LOSEV
Abstract. In this survey article we review Kac-Moody and Heisenberg algebra actions on
the categories O of the rational Cherednik algebras associated to groups G(ℓ, 1, n). Using
these actions we solve basic representation theoretic problems for these categories such as the
classification of finite dimensional irreducible representations and computation of characters
of the irreducibles.
1. Introduction
In this survey we study categorical actions of Lie algebras on categories O for rational
Cherednik algebras. Rational Cherednik algebras were introduced by Etingof and Ginzburg
in [EG]. These are associative algebras Hc(W ) constructed from complex reflection groups
W , where c is a parameter. They share many common features with the universal enveloping
algebras of semisimple Lie algebras. In particular, one can consider the category Oc(W ) for
Hc(W ) that is similar in many aspects to the BGG categories O.
For the purposes of this paper, the most important family of complex reflection groups
is the infinite series G(ℓ, 1, n) ∼= Sn ⋉ (Z/ℓZ)n. This is because the category Oc :=⊕
n>0Oc(G(ℓ, 1, n)) (for some nice, in a sense, most interesting choices of the parameter
c) carries categorical actions of the Kac-Moody algebras sˆle ([Sh]) and of the Heisenberg
algebra Heis ([SV]). These actions provide a categorification of the classical actions of the
aforementioned algebras on the level ℓ Fock space F ℓ. In the other direction, these categor-
ical actions play a crucial role in the study of the categories Oc. Namely, they are of great
help in determining the multiplicity formulas, [GL, RSVV, Lo4, W], and in the computation
of supports of simple objects in Oc (and, in particular, in classifying the finite dimensional
irreducible Hc(G(ℓ, 1, n))-modules), see [Lo2, SV, Lo8].
This paper consists of four sections. In Section 2 we deal with the general rational Chered-
nik algebras. We recall the definitions of rational Cherednik algebras and of their categories
O, recall a connection between the categories Oc(W ) and the Hecke algebra Hq(W ). Then
we recall induction and restriction functors for categories O constructed in [BE]. We fin-
ish by producing abelian and derived equivalences between categories Oc(W ),Oc′(W ) for
different parameters c, c′. Here we follow [R2, Lo6].
In Section 3 we concentrate on the categories Oc(G(ℓ, 1, n)). We introduce a Kac-Moody
categorical action on Oc and its crystal following [Sh]. We explain results from [Lo2] that
compute the crystal. Then we explain an equivalence of Oc(Sn) and the category of modules
over a q-Schur algebra Sǫ(n, n), [R2, Lo4]. Using this equivalence we construct a categorical
Heisenberg action on Db(Oc) following [SV].
In Section 4 we will apply categorical actions and wall-crossing bijections from Section
2.6 to study the supports of simple modules. We will see that the supports are described
by two integers that are computed using crystals associated to Kac-Moody and Heisenberg
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actions. We will compute the filtration by support on K0 following [SV]. We will also explain
combinatorial rules to compute supports that were found in [Lo8].
In Section 5 we explain a proof of a conjecture of Varagnolo and Vasserot, [VV], on an
equivalence of the categories Oc(G(ℓ, 1, n)) and certain truncations of affine parabolic cate-
gories of type A. We follow [Lo4] – the conjecture was first proved in [RSVV] but the approach
from [Lo4] relies on the categorical actions much more than that of [RSVV]. The category
equivalence allows to compute the multiplicities in Oc(G(ℓ, 1, n)) proving a conjecture of
Rouquier, [R2].
Acknowledgements. I would like to thank Sasha Kleshchev for stimulating discussions.
This work was partially supported by the NSF under grants DMS-1161584, DMS-1501558.
2. Rational Cherednik algebras and categories O
2.1. Rational Cherednik algebras. In this section we will introduce Rational Cherednik
algebras following the seminal paper of Etingof and Ginzburg, [EG].
2.1.1. Complex reflection groups. Let h be a finite dimensional vector space over C and let
W be a finite subgroup of GL(h). By a (complex) reflection in W we mean an element s
such that rk(s − 1) = 1. We write S for the set of all reflections in W . We say that W is
a complex reflection group if W is generated by S. For example, every Coxeter group is a
complex reflection group. Here is another family of examples that is of importance for this
paper.
Example 2.1. Let ℓ and n be positive integers. We form the group G(ℓ, 1, n) := Sn ⋉ µ
n
ℓ ,
where Sn stands for the symmetric group on n letters and µℓ ⊂ C× is the group of ℓth roots
of 1. The group Sn acts on µ
n
ℓ by permuting the factors and we use this action to form the
semi-direct product. The groupG(ℓ, 1, n) acts on h := Cn as follows. The groupSn permutes
the coordinates. Each factor µℓ acts on its own copy of C by η.z = ηz, η ∈ µℓ, z ∈ C.
Let us describe the subset S of complex reflections. For η ∈ µℓ, let η(k) denote η in the
kth copy of µℓ ⊂ G(ℓ, 1, n). All these elements are reflections. The other reflections are
(ij)η(i)η
−1
(j) , where i < j ∈ {1, . . . , n} and η ∈ µℓ. Here we write (ij) for the transposition in
Sn that permutes i and j. Clearly, S generates W and so W is a complex reflection group.
We note that, for ℓ = 1, we get G(1, 1, n) = Sn, while, for ℓ = 2, we get the Weyl group
of type B. All other groups G(ℓ, 1, n) are not Coxeter groups.
The classification of complex reflection groups is known thanks to [ST]. There is one
infinite series, G(ℓ, r, n), where r divides ℓ. The group G(ℓ, r, n) is the normal subgroup of
G(ℓ, 1, n) consisting of all elements of the form σ
∏n
i=1 ηj,(i), where σ ∈ Sn and
∏n
i=1 η
r
j = 1.
For example, G(2, 2, n) is the Weyl group of type Dn. And then there are several exceptional
groups.
2.1.2. Definition of RCA. A Rational Cherednik algebra (RCA) depends on a parameter c,
where c : S → C is a conjugation invariant function. We write p for the space of all possible
parameters c. Clearly, p is a vector space whose dimension equals |S/W |, the number of
W -conjugacy classes in S.
For s ∈ S, let αs ∈ h∗ and α∨s ∈ h be eigenvectors for s with eigenvalues different from 1
(analogs of roots and coroots for Weyl groups). We partially normalize them by requiring
〈αs, α∨s 〉 = 2.
Recall that for an algebra A and a finite group Γ acting on A by automorphisms we can
form the smash-product algebra A#Γ. As a vector space, this algebra is A⊗ CΓ, while the
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product is given by (a1 ⊗ γ1) · (a2 ⊗ γ2) = a1γ1(a2)⊗ γ1γ2, where γ1(a2) denotes the image
of a2 under the action of γ1. The definition is given in such a way that an A#Γ-module is
the same thing as a Γ-equivariant A-module.
Now we define the RCA Hc as the quotient of T (h⊕ h∗)#W by the following relations:
(2.1) [x, x′] = [y, y′] = 0, [y, x] = 〈y, x〉 −
∑
s∈S
c(s)〈αs, x〉〈α∨s , y〉s, x, x′ ∈ h∗, y, y′ ∈ h.
Note that we get H0 = D(h)#W .
When we need to indicate the dependence of Hc on W or on h and W , we write Hc(W )
or Hc(W, h).
Note that we can define the algebra HR,c over a C-algebra R. For c we take a W -invariant
map S → R.
2.1.3. Examples. Let us give two concrete examples: for groups µℓ and Sn.
Example 2.2. Let W = Z/ℓZ and dim h = 1. Set C := 1 − 2∑s∈µℓ\{1} c(s)s. Then
Hc = C〈x, y〉#W/([y, x] = C).
Example 2.3. Let W = Sn and h be its reflection representation, h = {(x1, . . . , xn) ∈
Cn|x1+ . . .+xn = 0}. We have one class of complex reflections, and so c is a single complex
number (to be denoted by c). Then Hc is the quotient of C〈x1, . . . , xn, y1, . . . , yn〉#Sn by
the following relations:
n∑
i=1
xi =
n∑
i=1
yi = 0,
[xi, xj ] = [yi, yj] = 0, ∀i, j ∈ {1, . . . , n},
[yi, xj ] = c(ij), i 6= j,
[yi, xi] = 1− c
∑
j 6=i
(ij).
2.1.4. PBW property and triangular decomposition. The algebra Hc is filtered with deg h
∗ =
degW = 0, deg h = 1 (the filtration by the “order of a differential operator”). We have a
natural epimorphism S(h⊕ h∗)#W ։ grHc.
The following fundamental result (the PBW property for Rational Cherednik algebras) is
due to Etingof and Ginzburg, see [EG, Theorem 1.3].
Theorem 2.4. The epimorphism S(h⊕ h∗)#W ։ grHc is an isomorphism.
The following corollary of Theorem 2.4 was observed in [GGOR, Section 3].
Corollary 2.5. The multiplication map S(h∗) ⊗ CW ⊗ S(h) → Hc is an isomorphism of
vector spaces.
The isomorphism S(h∗)⊗ CW ⊗ S(h) ∼−→ Hc is often called the triangular decomposition.
The reader should compare it to the triangular decomposition U(n−)⊗U(t)⊗U(n) ∼−→ U(g)
for a complex semisimple Lie algebra g.
2.1.5. Spherical subalgebras. Let e = |W |−1∑w∈W w be the trivial idempotent in CW ⊂ Hc.
Consider the subspace eHce ⊂ Hc. It is closed under multiplication, and e is a unit. We call
eHce the spherical subalgebra of Hc. Note that gr eHce = e(S(h⊕ h∗)#W )e ∼= S(h⊕ h∗)W .
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We have a functor Hc -mod → eHce -mod,M 7→ eM(= MW ). This functor is an equiva-
lence if and only if Hc = HceHc. In this case, we say that the parameter c is spherical.
It was shown in [Lo6, Corollary 3.5] that there is a non-empty Zariski open subset of
spherical parameters in p.
2.2. Categories O. Here we will define the category Oc(W ) for the RCA Hc following
[GGOR].
2.2.1. Definition of the category and Verma modules. By definition, the category Oc(W )
consists of all modules with locally nilpotent action of h ⊂ Hc that are finitely generated over
Hc or, equivalently (under the condition that h acts locally nilpotently), over S(h
∗) ⊂ Hc.
The triangular decomposition allows one to define Verma modules over Hc that give ex-
amples of objects in Oc. The subalgebra S(h)#W ⊂ Hc plays the role of U(b) ⊂ U(g)
and CW ⊂ S(h)#W plays the role of U(t). So the Verma modules are parameterized by
the irreducible representations of W : given τ ∈ Irr(W ), we set ∆c(τ) := Hc ⊗S(h)#W τ ,
where h acts on τ by 0. Thanks to the triangular decomposition, the Verma module ∆c(τ)
is naturally isomorphic to S(h∗) ⊗ τ as a S(h∗)#W -module (where W acts diagonally and
S(h∗) acts by multiplications on the left).
We identify K0(Oc(W )) with K0(W -mod) by sending the class [∆c(τ)] to [τ ].
Let us now give a combinatorial description of the irreducible representations of G(ℓ, 1, n).
Example 2.6. The set Irr(G(ℓ, 1, n)) is in a natural bijection with the set Pℓ(n) of ℓ-
multipartitions λ of n, i.e., the set of ℓ partitions λ(0), . . . , λ(ℓ−1) with
∑ℓ−1
i=0 |λ(i)| = n. An
irreducible module Vλ corresponding to λ ∈ Pℓ(n) is constructed as follows.
The product G(ℓ, 1, λ) :=
∏ℓ−1
i=0 G(ℓ, 1, |λ(i)|) naturally embeds into G(ℓ, 1, n). Let Vλ(i)
denote the irreducible S|λ(i)|-module labeled by the partition λ
(i). We equip Vλ(i) with
the structure of a G(ℓ, 1, |λ(i)|)-module by making all η(j) act by ηi. Denote the result-
ing G(ℓ, 1, |λ(i)|)-module by V (i)
λ(i)
. Let Vλ denote the G(ℓ, 1, n)-module induced from the
G(ℓ, 1, λ)-module V
(0)
λ(0)
⊠ V
(1)
λ(1)
⊠ . . .⊠ V
(ℓ)
λ(ℓ−1)
. The modules Vλ form a complete collection of
the irreducible G(ℓ, 1, n)-modules.
2.2.2. Euler element and c-function. There is a so called Euler element h ∈ Hc satisfying
[h, x] = x, [h, y] = −y, [h, w] = 0. It is constructed as follows. Pick a basis y1, . . . , yn ∈ h
and let x1, . . . , xn ∈ h∗ be the dual basis. For s ∈ S, let λs denote the eigenvalue of s in h∗
different from 1. Then
(2.2) h =
n∑
i=1
xiyi +
n
2
−
∑
s∈S
2c(s)
1− λss.
Every finite dimensional module M lies in Oc(W ). Indeed, the number of h-eigenvalues
in V is finite and so h acts nilpotently on V .
The Euler element acts on τ ⊂ ∆c(τ) by a scalar denoted by cτ (and called the c-function
of τ).
We will need to compute the function cτ for the groups G(ℓ, 1, n) (up to a summand
independent of τ). For this, it is convenient to introduce new parameters.
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Let H denote a hyperplane of the form hs, s ∈ S. We can find elements hH,j ∈ C with
j = 0, . . . , ℓH − 1 and hH,j = hH′,j for H ′ ∈ WH such that
(2.3) c(s) =
ℓ−1∑
j=1
1− λjs
2
(hhs,j − hhs,j−1).
Clearly, for fixed H , the numbers hH,0, . . . , hH,ℓH−1 are defined up to a common summand.
We can recover the elements hH,i by the formula
(2.4) hH,i =
1
ℓH
∑
s∈WH\{1}
2c(s)
λs − 1λ
−i
s .
Note that
∑ℓH−1
i=0 hH,i = 0 in this case.
Note that, forW = G(ℓ, 1, n) with ℓ, n > 1, we have two conjugacy classes of hyperplanes,
their representatives are given by the equations x1 = 0 and x1 = x2. Set κ := −c(s), where
s is a reflection in Sn, and hi := hH,i, where H is the hyperplane x1 = 0.
Let us get back to computing the functions cλ, where λ ∈ Pℓ(n) ∼= Irr(G(ℓ, 1, n)). We view
elements of Pℓ(n) as ℓ-tuples of Young diagrams. Let b be a box of λ. It can be characterized
by three numbers x, y, i, where x is the number of column, y is the number of row, and i
is the number of the diagram λ(i) containing b. Further, we set cb := κℓ(x − y) + ℓhi and
cλ :=
∑
b∈λ cb. Up to a summand independent of λ, the number cλ coincides with cV λ defined
above. This is proved in [R2, Section 6.1].
2.2.3. Simple objects and finiteness properties. Using the Euler element one can establish
many basic structural results about the categories Oc(W ). For example, let us describe the
simple objects in Oc(W ).
Proposition 2.7. Every Verma module ∆c(τ) has a unique simple quotient, to be denoted
by Lc(τ). The map τ 7→ Lc(τ) is a bijection between Irr(W ) and Irr(Oc(W )).
Also we can establish the following result about the structure of Oc(W ). The proof is in
[GGOR, Section 2], see, in particular, [GGOR, Corollaries 2.8,2.16].
Proposition 2.8. The category Oc(W ) has enough projectives and all objects there have
finite length.
The two propositions imply that Oc(W ) is equivalent to the category of modules over the
finite dimensional algebra EndOc(W )(P )
opp, where P :=
⊕
τ∈Irr(W ) Pc(τ), and Pc(τ) denotes
the projective cover of Lc(τ).
2.2.4. Highest weight structure. The classical BGG category O has certain upper triangu-
larity properties that are formalized in the notion of a highest weight category. Here we
will see that the categories Oc(W ) are highest weight as well, this result was established in
[GGOR].
Let us start by recalling the general notion of a highest weight category (over a field). Let
C be a C-linear abelian category equivalent to A -mod for some finite dimensional algebra
A. For L ∈ Irr(C), let PL denote the projective cover of L. Equip Irr(C) with a partial order
6. For L ∈ Irr(C), consider the subcategory C6L, the Serre span of L′ ∈ Irr(C) with L′ 6 L.
Let ∆L denote the projective cover of L in C6L. The object ∆L coincides with the maximal
quotient of PL lying in C6L.
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Definition 2.9. We say that C is a highest weight category (with respect to the order 6)
if, for every L, the kernel of PL ։ ∆L is filtered by ∆L′ with L
′ > L.
The objects ∆L are called standard.
Let us get back to the categories Oc(W ). Now fix a parameter c. Define a partial order
6c on Irr(W ) as follows. Recall that to τ ∈ Irr(W ) we can assign the complex number cτ
depending on c. We set τ 6c ξ if τ = ξ or cτ − cξ ∈ Z>0.
The following result is established in [GGOR, Theorem 2.19].
Proposition 2.10. The category Oc(W ) is highest weight with respect to the order 6c. The
standard ∆L(τ) coincides with the Verma module ∆c(τ).
2.2.5. Costandard and tilting objects. Recall that in any highest weight category C one has
costandard objects ∇L, L ∈ Irr(C), with dimExti(∆L,∇L′) = δi,0δL,L′.
In the case of the category Oc(W ) one can construct the costandard objects ∇c(τ) as
follows. Consider the parameter c∗ defined by c∗(s) := −c(s−1). There is an isomorphism
Hc(W, h)
∼−→ Hc∗(W, h∗)opp that is the identity on h∗, h and is the inversion on W . This
isomorphism allows to define a contravariant equivalence (the naive duality) Oc∗(W, h∗) ∼−→
Oc(W, h) that maps M to its restricted dual M∨ :=
⊕
a∈CM
∗
a , where we write Ma for the
generalized eigenspace with eigenvalue a of h in M . We set ∇c(τ) := ∆c∗(τ ∗)∨, where τ ∗ is
the dual to τ .
Recall that by a tilting object in a highest weight category one means an object that is
both standardly filtered (i.e., admits a filtration with standard quotients) and is costandardly
filtered. The indecomposable tilting objects are in bijection with Irr(C): for any L ∈ C,
there is a unique indecomposable tilting object TL that admits an inclusion ∆L →֒ TL with
standardly filtered cokernel. We write Tc(τ) instead of TLc(τ).
2.2.6. Generic semisimplicity. The c-function and the highest weight structure give a suffi-
cient (but not necessary) criterium for Oc(W ) to be semisimple. Let us write ̟ξτ for the
element of p∗ given by c 7→ cξ − cτ .
Lemma 2.11. Suppose that ̟ξτ(c) 6∈ Z \ {0} for all ξ, τ ∈ Irr(W ). Then the category
Oc(W ) is semisimple.
2.2.7. Supports. Every object M ∈ Oc(W ) is finitely generated over S(h∗) = C[h]. Thanks
to this we can define the support Supp(M) of M in h, this will be the support of M viewed
as a coherent sheaf on h. By definition, this is a closed subvariety in h.
It turns out that Supp(M) is the union of strata for the stabilizer stratification of h. The
strata are numbered by the conjugacy classes of possible stabilizers for the W -action on h
(these stabilizers are called parabolic subgroups of W ). Namely, to a parabolic subgroup
W ⊂ W we assign the locally closed subvariety X(W ) := {b ∈ h|Wb = W}. Note that
X(W ) :=
⊔
W ′ X(W
′), where the union is taken over the conjugacy classes of all parabolic
subgroups W ′ containing a conjugate of W .
Clearly, for an exact sequence 0→ M ′ → M → M ′′ → 0, we have Supp(M) = Supp(M ′)∪
Supp(M ′′). This, in principle, reduces the computation of supports to the case of simple
modules. The following result was proved in [BE, Section 3.8].
Lemma 2.12. Let L ∈ Irr(Oc(W )). Then there is a parabolic subgroup W ⊂ W such that
Supp(M) = X(W ).
It turns out that dimSupp(L) can be recovered from the highest weight structure on
Oc(W ). Let T denote the sum of all indecomposable tilting objects in Oc(W ).
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Lemma 2.13. The number dim h − dimSupp(L) coincides with the minimal number i
such that ExtiOc(W )(L, T ) 6= 0. It also coincides with the minimal number j such that
ExtiOc(W )(T, L) 6= 0.
This is [RSVV, Lemma 6.2].
2.2.8. Example. As an example, consider the category Oc(W ) for the group W = µℓ. First
of all, note that all Verma modules are isomorphic to C[x] as S(h∗) = C[x]-modules.
For j = 0, 1, . . . , ℓ−1, let ∆j be the Verma module defined by the representation τ : η 7→ ηj .
We are going to compute y · xn for xn ∈ ∆j . Let η ∈ µℓ is a generator of µℓ. We get
y · xn =[y, x] · xn−1 + x(y · xn−1) = (1− 2
ℓ−1∑
i=1
c(ηi)ηi) · xn−1 + x(y · xn−1) =
(1− 2
ℓ−1∑
i=1
c(ηi)ηi(1−n)ηij)xn−1 + x(y · xn−1) =
(n− 2
ℓ−1∑
i=1
c(ηi)(ηi(1−n) + ηi(2−n) + . . .+ 1)ηij)xn−1 =
(n+
ℓ−1∑
i=1
2c(ηi)
1− η−iη
i(j−n) −
ℓ−1∑
i=1
2c(ηi)
1− η−iη
ij)xn−1 =
(n+ ℓhj−n − ℓhj)xn−1.
Here we write hj for hH,j and we assume that hj is numbered mod ℓ. In particular, we
see that HomOc(W )(∆k,∆j) is one dimensional provided there is n > 0 congruent to j − k
modulo ℓ such that hj = hk + n/ℓ, and is zero else. In particular, either ∆j = Lj or Lj is
finite dimensional.
2.3. KZ functor. Here we will recall the KZ functor introduced in [GGOR]. It connects
the category Oc(W ) to the category of modules over the Hecke algebra of W and is a crucial
tool to study Oc(W ).
2.3.1. Localization lemma. Let hreg denote the open subset of h consisting of all v with
Wv = {1}, equivalently hreg = h \
⋃
s∈S kerαs. Consider an element δ ∈ C[h]W whose set of
zeroes in h coincides with h\hreg. We can take δ = (∏s∈S αs
)k
, where k is a suitable integer
so that δ ∈ C[h]W .
Note that [δ, x] = [δ, w] = 0 for all x ∈ h∗, w ∈ W . Also note that [δ, y] ∈ S(h∗)#W and
hence [δ, [δ, y]] = 0. It follows that the endomorphism [δ, ·] of Hc is locally nilpotent. So the
set {δk, k > 0} satisfies the Ore conditions and we have the localization Hc[δ−1] consisting
of right fractions.
We have an algebra homomorphism Hc → D(hreg)#W (the Dunkl homomorphism) de-
fined on generators x ∈ h∗, w ∈ W, y ∈ h as follows:
x 7→ x, w 7→ w, y 7→ y +
∑
s∈S
2c(s)〈αs, y〉
(1− λs)αs (s− 1).
This homomorphism factors through Hc[δ
−1] → D(hreg)#W because δ is invertible in
D(hreg)#W . The following lemma is easy.
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Lemma 2.14. The homomorphism Hc[δ
−1]→ D(hreg)#W is an isomorphism.
2.3.2. Localization functor. Let M ∈ Oc(W ). Thanks to Lemma 2.14, we can view M [δ−1]
as a module over D(hreg)#W . This module is finitely generated over C[hreg]#W . SoM [δ−1]
is a W -equivariant local system over hreg. Computing ∆c(τ)[δ
−1] explicitly, we see that the
latter has regular singuularities, see [GGOR, Proposition 5.7]. Therefore the same is true for
any M . So we get an exact functor M 7→ M [δ−1] from Oc(W ) to the category LocWrs (hreg)
of W -equivariant regular local systems on hreg.
Pick a point p ∈ hreg/W and let π denote the quotient morphism hreg → hreg/W . Accord-
ing to Deligne, the category LocWrs (h
reg) is equivalent to π1(h
reg/W, p) -modfin (the category
of finite dimensional modules) via N 7→ [π∗(N)W ]p.
The group π1(h
reg/W, p) is known as the braid group of W and is denoted by BW . When
W is a Coxeter group, we get the classical braid group. In general, the structure of BW was
studied in [BMR]. The group BW is generated by elements TH , where H runs over the set of
reflection hyperplanes for W . Roughly speaking, TH is a curve obtained by rotating a point
in hreg close to H by the angle of 2π/|WH| (here WH is the pointwise stabilizer of H). Note
that if H,H ′ are W -conjugate, then TH , TH′ are conjugate in BW .
Example 2.15. Let us consider the case when W = G(ℓ, 1, n). When ℓ = 1, we get the
usual type A braid group. When ℓ > 1, we get the affine braid group of type A. It is given
by generators T0, . . . , Tn−1 subject to the following relations: TiTj = TjTi when |i − j| > 1,
TiTi+1Ti = Ti+1TiTi+1 for i > 1, and T0T1T0T1 = T1T0T1T0.
2.3.3. Hecke algebras. We want to determine the essential image of the functor Oc(W ) →
BW -modfin. It turns out that this image coincides with Hq(W ) -modfin →֒ BW -modfin,
where Hq(W ) is a quotient of CBW called the Hecke algebra of W , and q is a parameter
recovered from c.
First, let us explain how the parameter q is computed. It is a collection qH,i of nonzero
complex numbers, where H is a reflection hyperplane for W , i = 0, 1, . . . , |WH | − 1, and
qH,i = qH′,i if H and H
′ are W -conjugate. We set
(2.5) qH,j := exp(2π
√−1(hH,j + j/ℓH)),
where hH,j is recovered from (2.3). Note that the parameters qH,0, . . . , qH,|WH |−1 are defined
up to a common multiple.
Following [BMR, 4C], define the Hecke algebra Hq(W ) as the quotient of CBW by the
following relations
(2.6)
|WH |∏
i=1
(TH − qH,i) = 0,
where H runs over the set of reflection hyperplanes for W .
When W is a Coxeter group, we get the usual Iwahori-Hecke algebra.
Example 2.16. Let us consider the case of W = G(ℓ, 1, n). Then Hq(W ) is the cyclotomic
Hecke algebra (a.k.a. Ariki-Koike algebra). This algebra is the quotient of CBW by the
following relations: (Ti + 1)(Ti − q) = 0, i = 1, . . . , n − 1, and
∏ℓ−1
i=0(T0 − Qi), where q =
exp(2π
√−1κ) and Qi = exp(2π
√−1(hi + i/ℓ)). Recall that the parameters κ, h0, . . . , hℓ−1
were introduced in 2.2.2. Note that dimHq(W ) = |W | in this case, [AK].
RATIONAL CHEREDNIK ALGEBRAS AND CATEGORIFICATION 9
It was shown in [GGOR, Theorem 5.13] that the functor Oc(W ) → BW -modfin decom-
poses as the composition of KZc : Oc(W ) → Hq(W ) -modfin (called the KZ functor) and
the inclusion of Hq(W ) -modfin →֒ BW -modfin.
Proposition 2.17. The functor KZc : Oc(W )→Hq(W ) -modfin is essentially surjective.
It is expected (and is shown in many cases) that dimHq(W ) = |W |. Proposition 2.17 was
proved in [GGOR, Theorem 5.15] under that assumption. The assumption was removed in
[Lo7].
2.3.4. Properties of KZ functor. Let us list some properties of the KZ functor obtained in
[GGOR, Section 5].
Proposition 2.18. The following is true.
(1) The KZ functor Oc(W ) ։ Hq(W ) -modfin is a quotient functor. Its kernel is the
subcategory Oc,tor(W ) ⊂ Oc(W ) consisting of all modules in Oc(W ) that are torsion
over C[h] (equivalently, whose support is a proper subvariety in h).
(2) The functor KZc is defined by a projective object PKZ in Oc(W ) that is also injective.
The multiplicity of ∆c(τ) in PKZ equals dim τ .
(3) KZc is fully faithful on the projective objects in Oc(W ). It is also faithful on the
tilting objects in Oc(W ).
(4) Suppose that the parameter q satisfies the following condition: for any reflection
hyperplane H, we have qH,i 6= qH,j for i 6= j. Then KZc is fully faithful on all
standardly filtered objects.
For W = G(ℓ, 1, n), the condition in 4) means that q 6= −1 and Qi 6= Qj for i 6= j.
2.4. Induction and restriction functors. In this section we review another major tool to
study the categoriesOc(W ), the induction and restriction functors introduced by Bezrukavnikov
and Etingof in [BE]. These functors relate categories Oc(W ) and Oc(W ), where W is a par-
abolic subgroup in W . More precisely, we have functors Res
W
W : Oc(W ) → Oc(W ) and
IndWW : Oc(W ) → Oc(W ). When we write Oc(W ), by c we mean the restriction of c to
W ∩ S. Since we also consider restriction/induction functors for other categories, we will
sometimes write O Res
W
W ,
O IndWW .
The construction of the functors is technical. We are not going to explain the construction,
we will just explain the properties.
2.4.1. Exactness and adjointness properties. We have the following properties of Res and
Ind.
Proposition 2.19. The functors ResWW and Ind
W
W are biadjoint. Hence they are exact.
The claims that ResWW and Ind
W
W are exact was checked in [BE, Section 3.5]. The claim
that Ind
W
W is right adjoint to Res
W
W is a consequence of the construction in loc.cit.. The other
adjointness was established in [Sh, Section 2.4] under some restrictions on W and in [Lo1],
in general.
In fact, [Lo1] proved a stronger statement. Recall the parameter c∗, contravariant equiv-
alences M 7→ M∨ (taking the restricted duals) Oc(W, h) ∼−→ Oc∗(W, h∗) and Oc(W, h) ∼−→
Oc∗(W, h∗) from 2.2.5. Here h(= h/hW ) is the reflection representation of W .
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Proposition 2.20. The functors ResWW , Ind
W
W intertwine the duality functors, i.e., we have
functorial isomorphisms ResWW (M
∨) ∼= ResWW (M)∨ and IndWW (N∨) ∼= IndWW (N)∨.
This is the main result of [Lo1].
2.4.2. Relation to KZ. We have a natural homomorphism Hq(W ) → Hq(W ). This gives
rise to an exact restriction functor HResWW : Hq(W ) -modfin →Hq(W ) -modfin.
The following proposition is [Sh, Theorem 2.1].
Proposition 2.21. The KZ functors intertwine the restriction functors: KZ
c
◦ O ResWW ∼=
HResWW ◦KZc. Here we write KZc for the KZ functor Oc(W )→ Hq(W ).
As was explained in [Lo7], the algebra Hq(W ) has the maximal finite dimensional quotient
to be denoted by Hf
q
(W ) here. The same, of course, applies to Hq(W ). We get induction,
H IndWW , and coinduction,
HCoindWW , functors Hq(W ) -modfin →Hq(W ) -modfin associated
to the homomorphism Hf
q
(W ) → Hf
q
(W ). As explained in [Lo6, Section 2.8], 4) has the
following corollary.
Corollary 2.22. We have an isomorphism of functors H IndWW
∼= HCoindWW . The KZ
functors intertwine the induction functors.
We have one more corollary of Proposition 2.21, see [Sh, Corollary 2.5].
Corollary 2.23. Let W ′ ⊂ W be a parabolic subgroup. Then we have an isomorphism of
functors ResWW ′
∼= ResWW ′ ◦ResWW . An analogous claim holds for the induction functors.
2.4.3. Behavior on K0 and on (co)standardly filtered objects.
Lemma 2.24. The object ResWW (∆c(τ)) (resp., Res
W
W (∇c(τ))) is filtered with quotients ∆c(τ ′)
(resp., ∇c(τ ′)) for τ ′ ∈ Irr(W ). The multiplicity of ∆c(τ ′) (or of ∇c(τ ′)) in the filtration
equals dimHomW (τ
′, τ). The similar claims are true for IndWW (∆c(τ
′)) and IndWW (∇c(τ ′)).
Proof. The claim about ResWW (∆c(τ)) is quite straightforward from the construction of the
functor, see [Sh, Proposition 1.9]. The claim about ResWW (∇c(τ)) follows from Proposition
2.20. The claims about the induction functors follow from the biadjointness. 
In particular, the map [ResWW ] : K0(Oc(W )) = K0(W -mod)→ K0(Oc(W )) = K0(W -mod)
coincides with the usual restriction K0(W -mod) → K0(W -mod). The similar claim holds
for the induction. This was observed already in [BE, Section 3.6].
2.4.4. Behavior on supports. Recall that the support of a module from category Oc(W )
was defined in 2.2.7. Here we will investigate the interplay between the supports and the
induction and restriction functors.
Let us start with the restriction functor. The following result was established in [SV,
Proposition 2.2].
Lemma 2.25. Let M ∈ Oc(W ) be such that Supp(L) = X(W ′). Let W be a parabolic
subgroup in W . Then
Supp(ResWW (M)) =
⋃
W ′
X(W ′).
Here the union is taken over all (W -conjugacy classes of) parabolic subgroups W ′ ⊂ W
that are conjugate to W ′ in W . By X(W ′), we denote the stratum of h (the reflection
representation of W ) corresponding to the stabilizer W ′.
RATIONAL CHEREDNIK ALGEBRAS AND CATEGORIFICATION 11
In particular, this lemma implies that ResWW (M) = 0 if and only if W
′ is not conjugate to
a subgroup of W , while ResWW (M) is finite dimensional if and only if W
′ is conjugate to W .
Let us proceed to the induction functors. The following result is an easy consequence of
[SV, Proposition 2.7].
Lemma 2.26. Let L be a simple in Oc(W ) and W ′ ⊂ W be such that Supp(L) = X(W ′).
Then for every quotient/sub M of IndWW (L), we have Supp(M) = X(W
′).
2.5. Abelian equivalences. Here we will establish some equivalences between categories
Oc(W ) and Oc′(W ) with different parameters c, c′.
2.5.1. Twist by a one-dimensional character. Now let χ be a one-dimensional character ofW .
Given c ∈ p, define cχ ∈ p by cχ(s) = χ(s)−1c(s). We have an isomorphism ψχ : Hc ∼−→ Hcχ
given on the generators by x 7→ x, y 7→ y, w 7→ χ(w)w. This gives rise to an equivalence
ψχ∗ : Oc(W ) ∼−→ Ocχ(W ) that maps ∆c(τ) to ∆cχ(χ⊗ τ).
2.5.2. Chambers and walls. From now on, in this section we will consider parameters c, c′
giving the same parameter q for the Hecke algebra. In fact, there is the lattice pZ ⊂ p such
that parameters c, c′ ∈ p give the same parameter q if and only if c′ − c ∈ pZ. We will see
that Oc(W ) and Oc′(W ) are equivalent provided c, c′ lie in the same “chamber”. Let us
explain what kind of chambers we consider.
Consider the shifted lattice c+ pZ. Set Πξτ := ker̟ξτ (recall that the functions ̟ξτ ∈ p∗
were defined in 2.2.6). Consider the hyperplanes Πξτ such that ̟ξτ(c) ∈ Q. We call them
walls for c + pZ (note that the walls do not need to intersect c + pZ). In any case, the
hyperplanes Πξτ split c+ pZ into the union of chambers that are polyhedral cones.
2.5.3. Main results. We have the following.
Proposition 2.27. Suppose that c′ ∈ c + pZ lies in the closure of the chamber containing
c. Then there is an abelian equivalence Φc′←c : Oc(W ) ∼−→ Oc′(W ) intertwining the KZ
functors.
In fact, under an additional condition one can also ensure that an equivalence from Propo-
sition 2.27 maps ∆c(τ) to ∆c′(τ). Namely, according to [BC, Section 7.2], there is a group
homomorphism pZ → Bij(Irr(W )) called the KZ twist and denoted by tw. Set pZ := ker tw.
For example, for W = G(ℓ, 1, n), the KZ twist is trivial, see [GL, 6.4.7] for explanation and
references, while for some other groups, such as G2, it is not.
Definition 2.28. For two highest weight categoriesO1,O2 with identified sets of irreducibles
Irr(O1) ∼= Irr(O2) ∼= Λ, by a highest weight equivalence O1 ∼−→ O2, we mean an equivalence
O1 ∼−→ O2 of abelian categories that maps ∆1L to ∆2L, for every L ∈ Λ.
Proposition 2.29. Under the assumptions of Proposition 2.27, suppose, in addition, that
c′ − c ∈ p
Z
. Then one can take a highest weight equivalence Φc′←c in Proposition 2.27.
Proposition 2.27 is a consequence of Proposition 2.29. In fact, for ψ ∈ pZ, we have shift
functors Shψ : Oc(W ) → Oc+ψ(W ), they are given by taking tensor products with shift
bimodules, see, e.g., [Lo6, Section 3.1]. For a fixed ψ, this functor is an equivalence for a
Zariski generic c, this can be deduced from [Lo6, Corollary 3.5].
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2.5.4. Highest weight covers. A general technique of proving results like Proposition 2.29 is
due to Rouquier, [R2, Section 4.2], who proved Proposition 2.29 under the assumption that
KZc,KZc′ are fully faithful on all standardly filtered objects, see (4) of Proposition 2.18. An
extension of Rouquier’s technique found in [Lo4, Section 7] allows to remove the additional
restriction on c.
One obvious obstruction to an existence of an equivalenceOc(W )→ Oc′(W ) with ∆c(λ) 7→
∆c′(λ) is that highest weight orders may be different. The condition that c
′ lies in the clo-
sure of the chamber containing c guarantees that 6c refines 6c
′
(strictly speaking, here we
need to modify the order and require τ <c ξ if cτ − cξ ∈ Q>0, not in Z>0, but this does not
matter). So there is a common order on Irr(Oc(W )) ∼= Irr(Oc′(W )) making Oc(W ),Oc′(W )
into highest weight categories.
Now let us consider a more general setting. Let C be a C-linear abelian category equivalent
to A -mod, where A is a finite dimensional associative algebra. Let O1,O2 be two highest
weight categories with identified posets Irr(O1), Irr(O2), let us denote this common poset by
Λ. Assume that there are quotient functors πi : Oi ։ C.
General speculation: If C is “large enough”, then there is a highest weight equivalence
ϕ : O1 → O2 and π2 ◦ ϕ ∼= π1.
The condition that π1, π2 are fully faithful on standardly filtered objects (below we will say
that πi is 0-faithful), morally, says that C is “large enough”, but is not sufficient to establish
the existence of ϕ. On the other hand, what is sufficient is the following two conditions:
(L1) π1(∆1L) = π
2(∆2L) for all L ∈ Λ.
(L2) For any standardly filtered objects M,N ∈ Oi, i = 1, 2, we have Extj
Oi
(M,N) =
ExtjC(M,N) for j = 0, 1. In this situation we say that π
i is 1-faithful.
Indeed, (L2) guarantees that πi restricts to an equivalence Oi∆ ∼−→ Cπi(∆), where Oi∆ is the
full subcategory of standardly filtered objects in Oi and Cπi(∆) denotes the full subcategory
of all objects in C filtered by πi(∆L), L ∈ Λ. (L1) guarantees that Cπ1(∆) = Cπ2(∆). This gives
an equivalence O1∆ ∼−→ O2∆ that uniquely extends to an equivalence O1 ∼−→ O2 with desired
properties. Unfortunately, it is almost never possible to establish (L1) and (L2) directly.
2.5.5. Deformations. A solution found by Rouquier was to use deformations. Let R be
a formal power series ring over C. Suppose that we have R-linear categories OiR, CR (for
example, if we have an R-algebra AR that is a free R-module specializing to A, then we
take CR := AR -mod). Standard objects in Oi do not have higher self-extensions and so
uniquely deform to OiR. So do the projective objects. The deformation of the projective
object defining πi gives the quotient functor πiR : OiR ։ CR. Suppose that the base change
CFrac(R) is semisimple and that πiFrac(R) is an equivalence. This gives rise to identifications
Irr(Oi) = Irr(OiFrac(R)) = Irr(CFrac(R)). We further assume that the resulting identification
Irr(O1) ∼= Irr(O2) coincides with our initial identification.
As Rouquier checked in [R2, Lemma 4.48], an analog of (L1) holds for O1R,O2R. Further,
in [R2, Proposition 4.42] he has checked that if πi is 0-faithful, then πiR is 1-faithful. So (L1)
and (L2) hold for the deformed categories, and we get an equivalence ϕR : O1R ∼−→ O2R that
then specializes to an equivalence ϕ : O1 → O2 with the desired properties.
2.5.6. Cherednik categories O. Let us return to the situation when the categories of interest
are Oc(W ),Oc′(W ). Let us explain how to deform them. We can form the C[p]-algebra
Hp that is the quotient of T (h ⊕ h∗)#W [p] by the relations similar to above but where we
replace c(s) ∈ C with the basis element c(s) ∈ p∗ corresponding to the conjugacy class of
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s in S. The specialization of Hp to c ∈ p coincides with Hc. We can define the category
Op(W ) and the Verma modules there as before.
Now pick a sufficiently generic line ℓ through c. Let R denote the completion C[ℓ]∧c , this
a formal power series algebra in 1 variable that is also an algebra over C[p]. We can consider
the specialization HR,c := R ⊗C[p] Hp and consider the correspoding category OR,c. The
algebra R is naturally identified with the completion of C[ℓ + c′ − c] at c. So we can also
form the algebra HR,c′ and the category OR,c′ .
On the other hand, we also have the R-algebra HR,q. It still has the maximal quotient
of finite rank over R, the algebra that we denote by HfR,q. The KZ functors extend to
quotient functors OR,c ։ HfinR,q -mod,OR,c′ ։ HfR,q -mod. We take CR := HfR,q -mod,O1R :=
OR,c,O2R := OR,c′ .
We need to check that the categories OiFrac(R),c are semisimple. This has to do with the
choice of ℓ – it is generic. Then the categories OFracR,c(W ),OFracR,c′(W ) are semisimple for
the reasons explained in 2.2.6. The KZ functor does not kill ∆R,c(τ) because this module is
not torsion. So πiFrac(R) is a category equivalence.
We need to show that the chain of identifications
Irr(W )
∼−→ Irr(O1Frac(R)) ∼−→ Irr(CFrac(R)) ∼−→ Irr(O2Frac(R)) ∼−→ Irr(W )
gives the identity. It is a general fact that it gives the bijection tw(c′ − c), more or less by
the definition of tw. By our choice of c′, c, this bijection is the identity, [BC, Theorem 7.2].
This completes the proof of Proposition 2.29 in the case when the functors KZc,KZc′ are
0-faithful.
2.5.7. Extended quotients. Let us explain how to modify the argument above when the func-
tors KZc,KZc′ are not 0-faithful. The idea is to consider some intermediate quotient between
Oc(W ) and Hfq(W ) -mod. This idea has appeared in [Lo4, Section 7] in a different situation
and was used in [Lo6, Section 4.2] to prove Proposition 2.29.
Recall that KZc is the quotient functor defined by the sum of the projectives Pc(τ)
such that Supp(Lc(τ)) = h. Now consider the sum P
1 of all projectives Pc(τ) such that
codimh Supp(Lc(τ)) = 1. Set P˜ := PKZ⊕P 1. Let C˜c denote the quotient category of Oc(W )
defined by P˜ . The functor KZc : Oc(W )։ Hfq(W ) -mod factorizes as KZc = πc ◦ πc, where
πc is the quotient functor Oc(W ) ։ C˜c defined by P˜ and πc : C˜c ։ Hfq(W ) -mod is the
quotient functor defined by the direct summand PKZ of P˜ . We will write P˜c, P˜c′ when we
need to indicate the dependence on the parameter.
The following lemma was proved in [Lo4] (the proof is contained in that of Proposition
8.1 of loc.cit.). See also [RSVV, Lemma 2.8].
Lemma 2.30. The quotient functors πc, πc′ are 0-faithful.
Note that the condition in 4) of Proposition 2.18 precisely means that the categoryOc(WH)
is semisimple for every reflection hyperplane H , equivalently, there are no finite dimensional
modules in this category. Using Lemma 2.25, we see that codimh Supp(Lc(τ)) 6 1 implies
SuppLc(τ) = h. So Lemma 2.30 can be regarded as a generalization of 4) of Proposition
2.18.
Now let us explain how to modify the deformation argument in order to establish a desired
equivalence Oc(W ) ∼−→ Oc′(W ). Let R have the same meaning as before. We can consider
the deformation P 1R ∈ OR,c(W ) of the projective object P 1. So we get the deformation C˜R,c
of C˜c that comes with quotient functors πR,c : OR,c(W )։ C˜R,c, πR,c : C˜R,c ։ HfR,q(W ).
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Proposition 2.31. We have an equivalence C˜R,c ∼−→ C˜R,c′ that intertwines the quotient func-
tors πR,c and πR,c′.
Sketch of proof. The first case to consider is when dim h = 1 so that C˜? = O?(W ). This is a
very easy case that can be done by hand, compare to [Lo4, Lemma 7.3] or [RSVV, 2.4.4].
In the general case, we can argue as follows. It is sufficient to show that
(1) KZR,? is fully faithful on P˜R,? (the deformation of P˜?), where ? = c, c
′.
(2) KZR,c(P˜R,c) ∼= KZR,c′(P˜R,c′).
(1) follows from (3) in Proposition 2.18. In the proof of (2) we can replace P˜R,c with⊕
H Ind
WH
W (PR,H), where PR,H is a projective generator of OR,c(WH), these two projectives
have the same indecomposable summands (perhaps, with different multiplicities). We modify
P˜R,c′ similarly. Then we use the case of dim h = 1 and Corollary 2.22. Note that a similar
argument combined with biadjointness of Res and Ind deduces (1) from the case of dim h = 1
(we just need to know that KZR,c is fully faithful on the projective objects when dim h =
1). 
Now we can complete the proof of Proposition 2.29 as in 2.5.5.
2.6. Derived equivalences. Again, we pick c ∈ p and consider the shifted lattice c + pZ.
As we have seen in the previous section, the categories Oc(W ) and Oc′(W ) are equivalent
provided c, c′ lie in the same chamber and the equivalence intertwines the KZ functors. A
natural question is what happens when c and c′ lie in different chambers. Here is the most
basic version of an answer.
Theorem 2.32. Let c, c′ ∈ p satisfy c′ − c ∈ pZ. Then there is a derived equivalence
Db(Oc(W )) ∼−→ Db(Oc′(W )) that intertwine the KZ functors.
This result was conjectured in [R2] and proved in [GL, Section 5] for W = G(ℓ, 1, n) and
in [Lo6] for an arbitraryW . The crucial role in the latter is played by so called wall-crossing
functors.
2.6.1. Wall-crossing functors. Let F be a face in an open chamber C with c ∈ C. Let C ′ be
a chamber that is opposite to C with respect to F (for example, if F is a codimension one
face, then we take the unique other chamber adjacent to F ). Pick c′ ∈ (c + p
Z
) ∩ C ′. Let
p0 := c+ SpanC(F ), this is an affine subspace in p.
We have the following important remark that follows from Proposition 2.29.
Remark 2.33. For every c0 ∈ F ∩ p
Z
, we can replace c, c′ with c + c0, c′ + c0 without
changing the categories O. In particular, and this is going to be very important in what
follows, in studying an interplay between Oc,Oc′ , we may assume that that c is Zariski
generic in p.
The following is one of the main results of [Lo6]. It implies Theorem 2.32.
Proposition 2.34. There is a derived equivalence WCc′←c : D
b(Oc(W )) → Db(Oc′(W ))
intertwining the KZ functors.
Sketch of proof. Set ψ := c′ − c. Consider the specializations Hp0+ψ, Hp0 of Hp. In [Lo6,
Section 5.2], we have produced a Hp0+ψ-Hp0-bimodule to be denoted by Bp0(ψ). It is Harish-
Chandra in the sense of [BEG1, Section 3] meaning that it is finitely generated as a bimodule,
and the operators [a, ·] : Bp0(ψ) → Bp0(ψ) are locally nilpotent for all a ∈ S(h)W ∪ S(h∗)W
RATIONAL CHEREDNIK ALGEBRAS AND CATEGORIFICATION 15
(note that S(h)W , S(h∗)W are included into bothHp0+ψ, Hp0 and so it makes sense to consider
the adjoint operators above). Now pick cˆ ∈ p0 and consider the specialization Bcˆ(ψ) of
Bp0(ψ). It defines a functor
(2.7) Bcˆ(ψ)⊗LH
cˆ
• : Db(Ocˆ(W ))→ Db(Ocˆ+ψ(W )).
A crucial property of this functor is that if cˆ is Weil generic (=lies outside of countably many
algebraic subvarieties in p0), then (2.7) is a derived equivalence. Using generic flatness kind
arguments we then show that our functor is an equivalence for a Zariski generic cˆ ∈ p0. Since
we can achieve that c is Zariski generic by replacing c with c + c0, this proves Proposition
2.34. 
2.6.2. Behavior of WC on K0. Here is an easy but useful property of WCc′←c, see [Lo8,
3.1.1].
Lemma 2.35. The following is true.
(1) If cˆ ∈ p0 is Weil generic, then
WCcˆ′←cˆ(∆cˆ(τ)) ∼= ∇cˆ′(τ)
for any τ ∈ Irr(W ).
(2) For a Zariski generic c ∈ p0, the object WCc′←c(∆c(τ)) ∈ Db(Oc′(W )) lies in Oc′(W )
and its class in K0 coincides with that of ∆c′(τ).
(3) In particular, WCc′←c induces the identity map on the K0 groups.
2.6.3. Perverse equivalences. The equivalence WCc′←c introduced above has an important
property, it is perverse. Let us explain what this means, following [R1, Section 2.6].
Suppose that we have two abelian categories C1, C2 that are equipped with finite filtrations
by Serre subcategories: Cj = Cj0 ⊃ Cj1 ⊃ . . . ⊃ Cjn ⊃ Cjn+1 = 0. A derived equivalence
ϕ : Db(C1) → Db(C2) is said to be perverse with respect to these filtrations if the following
three conditions hold:
(P1) ϕ restricts to an equivalence between Db
C1i
(C1) and Db
C2i
(C2). Here we write Db
Cji
(Cj)
for the full subcategory of Db(Cj) of all objects with homology in Cji .
(P2) For M ∈ C1i , we have Hk(ϕM) = 0 for k < i and Hj(ϕM) ∈ C2i+1 for k > i.
(P3) The functor M 7→ Hi(ϕM) defines an equivalence C1i /C1i+1 ∼−→ C2i /C2i+1.
Let us explain how the filtrations on C1 = Oc(W ), C2 = Oc′(W ). We have chains of
two-sided ideals Hp0 = I
p0
n+1 ⊃ Ip0n ⊃ . . . ⊃ Ip01 ⊃ Ip00 = {0}, Hp0+ψ = Ip0+ψn+1 ⊃ Ip0+ψn ⊃
. . . ⊃ Ip0+ψ1 ⊃ Ip0+ψ0 = {0} with the following properties. For a Weil generic cˆ ∈ p0, the
specialization I cˆi (resp., I
cˆ+ψ
i ) is the intersection of the annihilators of all modules M ∈
Ocˆ(W ) (resp., M ∈ Ocˆ+ψ(W )) with dim Supp(M) < i. In particular, this property implies
that
(2.8) (I cˆi )
2 = I cˆi , (I
cˆ+ψ
i )
2 = I cˆ+ψi .
By generic flatness reasons, (2.8) holds for a Zariski generic cˆ as well. In particular, as
before, we may assume that it holds for cˆ = c. Let C1i consist of all modules in Oc(W )
annihilated by Ici , by (2.8) this subcategory is closed under extensions. Define C2i ⊂ Oc′(W )
similarly.
Proposition 2.36. The equivalence WCc′←c : D
b(Oc) ∼−→ Db(Oc′) is perverse with respect
to the filtrations introduced above.
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Sketch of proof. First, one proves this claim for a Weil generic cˆ. Then one translates (P1)-
(P3) to statements involving Tor’s and Ext’s between Bc(ψ), Hc/Ici , Hc′/Ic′i . One uses
generic flatness arguments to establish these statements for a Zariski generic c. This es-
tablishes (P1)-(P3) for such c. 
2.6.4. Essential walls. Proposition 2.36 allows to show that some wall-crossing functors are
actually highest weight equivalences. Recall hyperplanes Πξτ ⊂ p introduced in 2.5.2. We
say that such a hyperplane is essential for a parameter c if, for a Weil generic parameter
cˆ ∈ c+Πξτ , the category Ocˆ(W ) is not semisimple.
Corollary 2.37. Let F be a codimension 1 face spanning a non-essential wall for c. Then the
corresponding functor WCc′←c restricts to a highest weight equivalence Oc(W ) ∼−→ Oc′(W ).
See [Lo8, Lemma 3.7] for the proof.
2.6.5. Wall-crossing and restriction functors. Morally, wall-crossing functors intertwine the
restriction and induction functors. The following result is proved in [Lo8, Proposition 3.5].
Proposition 2.38. Let c, F, c′, ψ, p0 be as before. We assume that, for a Weil generic
cˆ ∈ p0, the parameters cˆ, cˆ + ψ lie in the opposite chambers for both W,W . Then there are
isomorphisms of functors
WC
c′←c ◦ ResWW ∼= ResWW ◦WCc′←c,
WCc′←c ◦ IndWW ∼= IndWW ◦WCc′←c,
where we write WC
c′←c for the wall-crossing functor associated to W .
See [Lo8, 3.2.3] for the proof and the discussion of the additional assumption on p0, ψ.
2.6.6. Wall-crossing bijections. An important feature of a perverse equivalence ϕ : Db(C1) ∼−→
Db(C2) is that it induces a bijection Irr(C1) ∼−→ Irr(C2). We have the bijection Irr(C1i /C1i+1) ∼−→
Irr(C2i /C2i+1) given by the equivalence in (P3) for any i. These bijections constitute a desired
bijection Irr(C1) ∼−→ Irr(C2). For the wall-crossing functorWCc′←c the corresponding bijection
Irr(W )→ Irr(W ) will be called the wall-crossing bijection and denoted by wcc′→c.
We have the following two important properties of wall-crossing bijections established in
[Lo8]. The first property is a consequence of the construction of a wall-crossing functor as
the derived tensor product with a Harish-Chandra bimodule.
Lemma 2.39. The wall-crossing bijections preserve supports.
This is [Lo8, Corollary 2.13].
Proposition 2.40. The wall-crossing bijection wcc+ψ←c is independent of the choice of a
Zariski generic c ∈ p0.
This is [Lo8, Proposition 3.1].
The second property allows to reduce the computation of the wall-crossing bijection to
the case when c is Weil generic in p0. For such a c, the categories Oc(W ),Oc+ψ(W ) simplify
and it is easier to compute the wall-crossing bijections there. We will do some explicit
computations in the case of W = G(ℓ, 1, n) in Section 4.4.
3. Cyclotomic categories O and categorification
3.1. Cyclotomic categories O and Fock spaces.
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3.1.1. Recap. From now on we are interested in the groups W = G(ℓ, 1, n). Recall that that
the set Irr(W ) is identified with the set Pℓ(n) of the ℓ-multipartitions of n, see Example 2.6.
We will write Oc(n) for Oc(G(ℓ, 1, n)).
Recall the parameters κ, h0, . . . hℓ−1, 2.2.2. In the case when κ = 0, we get Hc =
Hc(µℓ)
⊗n#Sn and so the category Oc(n) coincides with the category of Sn-equivariant
objects in Oc(1)⊗n. This is an easy case and we are not going to consider it below. So we
assume that κ 6= 0. In this case we introduce another set of parameters, s0, . . . , sℓ−1, by
hi = κsi− i/ℓ. We write s for the collection (s0, . . . , sℓ−1) (note that s0, . . . , sℓ−1 are defined
up to a common summand). We often write Oκ,s(n) instead of Oc(n).
Also recall that the Hecke algebra Hq(W ) coincides with the cyclotomic Hecke algebra,
Hq,s(n) with parameters q = exp(2π
√−1κ) and Qi := exp(2π
√−1κsi), Example 2.16.
3.1.2. Order on Oc. Recall, 2.2.2, that to a box b with coordinates (x, y) in the partition
λ(i) we assign the number cb = κℓ(x−y)+ ℓhi = κℓ(x−y+ si)− i. We will write conts(b) for
x− y+ si. We can take the order 6c defined by λ 6c µ if λ = µ or
∑
b∈λ cb−
∑
b∈µ cb ∈ Z>0
for a highest weight order on Oc(W ). It turns out that a rougher order will also work.
Define an equivalence relation on boxes by b ∼ b′ if κ(conts(b)− conts(b′)) ∈ Z. We write
b 6 b′ if b ∼ b′ and cb − cb′ ∈ Z60. Define the order c on Pℓ(n) as follows: we set λ c λ′
if one can order boxes b1, . . . , bn of λ and b
′
1, . . . , b
′
n of λ
′ so that bi 6 b
′
i for any i. Clearly,
λ c λ′ implies λ 6c λ′.
The following result is due to Dunkl and Griffeth, [DG, Theorem 1.2].
Proposition 3.1. One can take c for a highest weight order for Oc(n).
3.1.3. Fock space. We set Oκ,s :=
⊕
n>0Oκ,s(n). We have the basis |λ〉 := [∆κ,s(λ)] in
KC0 (Oκ,s) indexed by λ ∈ Pℓ :=
⊔
n>0Pℓ(n). In other words, KC0 (Oκ,s) is the level ℓ Fock
space.
3.1.4. Decomposition. For certain values of s, the category Oκ,s can be decomposed into the
product of categories Oκ,? for smaller ℓ.
We define an equivalence relation ∼c on {0, . . . , ℓ− 1} by setting i ∼c j if the ith and jth
partitions can contain equivalent boxes, i.e., si− sj ∈ κ−1Z+Z. For an equivalence class α,
we write s(α) for (si)i∈α and Pα for the subset of all λ ∈ Pℓ with λ(j) = ∅ for j 6∈ α. Form
the category
⊗
αOκ,s(α). The simples in this category are labelled by the set
∏
αPα that is
naturally identified with Pℓ.
Proposition 3.2. There is a highest weight equivalence Oκ,s ∼−→
⊗
αOκ,s(α).
In the case when the assumptions of (4) of Proposition 2.18 are satisfied, this result was
established in [R2, Section 6]. In general, it can be proved using the extension of Rouquier’s
approach explained in 2.5.7.
Using Proposition 3.2, we can reduce the study of categories Oκ,s to the case when we
have just one equivalence class in {0, 1, . . . , ℓ− 1}.
3.1.5. Essential walls. The definition of an essential wall was given in 2.6.4. Here we are
going to describe the essential walls for the groups G(ℓ, 1, n). According to [Lo8, Lemma
5.5], we have the following essential walls
(1) κ = 0 for the parameters c, where the κ-component is a rational number with de-
nominator between 2 and n.
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(2) hi− hj = κm with i 6= j and |m| < n – for the parameters c satisfying si− sj −m ∈
κ−1Z.
These walls split c + pZ into the union of polyhedral chambers to be called essential
chambers. Recall, Corollary 2.37, that the categories O with parameters in one essential
chamber are highest weight equivalent.
3.2. Categorical Kac-Moody action.
3.2.1. Kac-Moody action on the Fock space. Let κ, s be the same as in 3.1.1.
Define the Kac-Moody algebra gκ as sˆle if κ is rational with denominator e and as sl∞
if κ is irrational. Here sl∞ stands for the Kac-Moody algebra of infinite rank associated to
the type A Dynkin diagram that is infinite in both direction. When e = 1, we assume that
gκ = {0}.
Define the Kac-Moody algebra gκ,s as the product of several copies of gκ, one per equiva-
lence class for ∼c in {0, 1, . . . , ℓ− 1}. This algebra has generators ez, fz, where z runs over
the subset in C/κ−1Z of the elements of the form si + m, where m is an integer. We are
going to define an action of gκ,s on F ℓ, the Fock space of level ℓ.
The action is defined as follows. We say that a box b is a z-box if conts(b) equals to z
in C/κ−1Z. We set fz|λ〉 :=
∑
µ |µ〉, where the sum is taken over all ℓ-partitions µ that are
obtained from λ by adding a z-box. Similarly, we set ez|λ〉 =
∑
ν |ν〉, where the sum is taken
over all ν obtained from λ by removing a z-box.
We write Fκ,s for the space F ℓ equipped with this gκ-action. We note that we have a
natural isomorphism of gκ-modules, Fκ,s =
⊗ℓ−1
i=0 Fκ,si.
3.2.2. Type A categorical Kac-Moody action. Let C be an abelian C-linear category, where
all objects have finite length. A type A categorical Kac-Moody action on C as defined in [R3,
5.3.7, 5.3.8] consists of the following data:
(1) exact endo-functors E, F of C and a number q ∈ C \ {0, 1},
(2) adjointness morphisms 1→ EF, FE → 1,
(3) endomorphisms X ∈ End(E), T ∈ End(E2).
These data are supposed to satisfy the axioms to be provided below. We will need the
following notation. Let I be a subset in C×. Define a Kac-Moody algebra gI as follows.
Define an unoriented graph structure on I by connecting z and z′ if z′z−1 = q±1. Then gI
is the Kac-Moody algebra defined from I, it is the product of several copies of sˆle if q is a
primitive root of unity of order e, and is the product of several copies of sl∞ if q is not a root
of unity. For example, taking q = exp(2π
√−1κ) and I = {Q0, . . . , Qℓ−1}, we get gI = gκ,s.
Here are the axioms of a categorical action.
(i) F is isomorphic to the left adjoint of E.
(ii) For any d, the map Xi 7→ 1i−1X1d−i, Ti 7→ 1i−1T1d−1−i extends to a homomorphism
Haffq (d)→ End(Ed).
(iii) Let E =
⊕
z∈CEz be the decomposition into eigen-functors according to X , and
F =
⊕
z∈C Fz be the decomposition coming from (2). The operators [Ez], [Fz] give
rise to an integrable representation of gI on K
C
0 (C), where I := {z ∈ C×|Ez 6= 0}.
(iv) Let Cν denote the Serre subcategory of C spanned by the simples L with [L] ∈ KC0 (Cν),
where KC0 (Cν) is the ν weight space for the gI-module KC0 (C). Then C =
⊕
ν Cν .
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3.2.3. Example: cyclotomic Hecke algebras. Let us provide an example that first appeared
in [CR, Section 7.2]. Let us write Hsq(n) for the cyclotomic Hecke algebra as in 3.1.1. Set
C :=⊕n>0Hsq(n) -mod.
Let us explain the categorification data in this case. We take the same q as the epony-
mous parameter for our Hecke algebra and I := {Q0, . . . , Qℓ−1}. Let HResnn−1 denote the
restriction functor Hsq(n) -mod→ Hsq(n− 1) -mod (we set HRes0−1 = 0) and let HCoindn−1n
denote the coinduction functor, the right adjoint of the restriction functor. We set E :=⊕∞
n=0
HResnn−1 and F :=
⊕∞
n=0
HCoIndnn+1 so that F is naturally identified with the right
adjoint of E.
The endomorphism X on the summand HResnn−1 is given by the multiplication by Xn ∈
Hsq(n). Similarly, on the summand HResnn−2 of E2 =
⊕
n>0
HResnn−2 we define T as the
multiplication by Tn−1.
It is shown in [A, Section 13.6] that KC0 (C) is the irreducible highest weight gI -module
L(ωs) whose highest weight equals ωs :=
∑
z∈I nzωz, where ωz is the fundamental weight in
the vertex z and nz is the number si such that exp(2π
√−1κsi) = z. The category C admits
a weight decomposition as in axiom (iv). And so it indeed carries a categorical gI-action.
3.2.4. Categorical Kac-Moody action on Oc. Now let us proceed to defining a categorical
gc-action on Oc that categorifies the gc-action on F ℓ from 3.2.1. Here we follow [Sh].
Consider the functors O Resnn−1 :=
O Res
G(ℓ,1,n)
G(ℓ,1,n−1) and
O Indnn+1 :=
O Ind
G(ℓ,1,n)
G(ℓ,1,n+1). We set
E :=
⊕∞
n=0
O Resnn−1 and F :=
⊕∞
n=0
O Indnn+1. This functor F is naturally the right adjoint
of E but it is also isomorphic to the left adjoint of E so we have (i).
Now let us explain how to construct the endomorphisms X ∈ End(E), T ∈ End(E2).
We have the KZ functor KZc : Oc ։
⊕∞
n=0Hsq(n) -mod, the sum of KZ functors Oc(n) ։
Hsq(n) -mod. By Proposition 2.21,
(3.1) HE ◦KZc ∼= KZc ◦ OE.
Since KZc is fully faithful on the projectives objects, see (3) of Proposition 2.18, we deduce
that isomorphism (3.1) induces an isomorphism End(HE) ∼= End( OE) that gives as an
elementX in the right hand side. Similarly, we have an isomorphism End(HE2) ∼= End( OE2)
that gives us T ∈ End( OE2). (ii) follows.
Let us explain how to prove (iii) and (iv) (the same techniques work for cyclotomic Hecke
algebras). First, consider the case when the parameter cˆ is Weil generic. Here the category
Ocˆ is semisimple and KZcˆ is an equivalence. We have E∆cˆ(λ) ∼=
⊕
ν ∆cˆ(ν), where the sum
is taken over all ν obtained from λ by removing a box. The endomorphism X acts on ∆cˆ(ν)
by z(cˆ, λ \ ν) := qx−yQi, where λ \ ν = (x, y, i), see [A, Section 13.6]. Now take an arbitrary
c and pick a generic line L through c so that Ocˆ is semisimple for any cˆ ∈ ℓ \ {c}. The class
[Ez∆c(λ)] coincides with
∑
ν [∆cˆ(ν)], where sum is taken over all ν such that the number
z(cˆ, λ \ ν) approaches z as cˆ ∈ L approaches c. It follows that [Ez∆c(λ)] =
∑
ν [∆c(ν)],
where the summation is taken over all ν such that ν ⊂ λ, λ \ ν is a z-box. Repeating this
argument for F and the object ∇c(λ), we get [Fz∇c(λ)] =
∑
µ[∇c(µ)], where the sum is
taken over all µ such that λ ⊂ µ and µ \ λ is a z-box. Since [∇c(λ)] = [∆c(λ)], we see that
the operators [Ez], [Fz] define the action of gc on F ℓ considered in 3.2.1. This establishes
(iii).
(iv) is shown in a similar fashion. For a multiset A of C/κ−1Z define the subspace F ℓ(A) ⊂
F ℓ (resp., the subcategory Oc(A)) to be the linear span of |λ〉 (resp., the Serre span of ∆c(λ))
with {conts(λ)} = A. We consider the central subalgebras C[X±11 , . . . , X±nn ]Sn ⊂ Haffq (n).
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Since KZc is fully faithful on the projective objects, we see that C[X
±1
1 , . . . , X
±n
n ]
Sn maps into
the endomorphism algebra of the identity functor of Oc(n) and so functorially acts on objects
of Oc(n). A multiset A of cardinality n defines a character χA : C[X±11 , . . . , X±nn ]Sn that
sends f to f(exp(2π
√−1a1), . . . , exp(2π
√−1an)), where A = {a1, . . . , an}. A degeneration
argument similar to the previous paragraph shows thatOc(A) consists precisely of the objects
M ∈ Oc(n) (where n = |A|) such that C[X±11 , . . . , X±1n ]Sn acts onM with generalized eigen-
character χA. From here it follows that K
C
0 (Oc(A)) = F ℓ(A).
3.2.5. Compatibility with highest weight structure. The categorical gc-action on Oc is highest
weight in the sense of [Lo2, Lo3]. The definition from [Lo3] is quite technical, let us explain
what it boils down to in our case. The following result is a direct consequence of 3.2.4 and
Proposition 2.20.
Lemma 3.3. The object Ez∆c(λ) has a filtration by ∆c(ν), where ν runs over all ℓ-partitions
contained in λ such that λ \ ν is a z-box, each ∆c(ν) occurs with multiplicity 1. Similarly,
Fz∆c(λ) has a filtration by ∆c(µ), where µ runs over all ℓ-partitions contained in λ such
that µ \ λ is a z-box, each ∆c(µ) occurs with multiplicity 1.
3.3. Crystal.
3.3.1. Crystal for a categorical action. Let us recall the definition of a crystal corresponding
to a categorical gI-action. The crystal structure will be defined for each z ∈ I separately so
we will get I copies of an sl2-crystal.
In this paper, by an sl2-crystal we mean a set C with maps e˜, f˜ : C → C ⊔ {0} such that
the following holds.
• For any v ∈ C there are m and n such that e˜nv = f˜mv = 0.
• Moreover, for u, v ∈ C, the equalities e˜u = v and f˜ v = u are equivalent.
Now let C be a gI-categorification. We will introduce a gI-crystal structure on the set
Irr(C). Namely, pick L ∈ Irr(C) and consider the object EzL. If it is nonzero, it has simple
head (=maximal semisimple quotient) and simple socle (=maximal semisimple sub) and
those two are isomorphic, [CR, Proposition 5.20]. We take that simple object for e˜zL if
EzL 6= 0. We set e˜zL = 0 if EzL = 0. We define f˜zL similarly. That we get a gI-crystal
follows from [CR, Proposition 5.20] combined with [BK, Section 5].
3.3.2. Computation for Oc. Now let us explain how to compute the crystal on Pℓ = Irr(Oc),
which was done in [Lo2]. In order to compute e˜zλ, f˜zλ, we first record the z-signature of λ
that is a sequence of +’s and −’s. Then we perform a certain reduction procedure getting
what we call the reduced z-signature. Based on that signature, we can then compute e˜zλ, f˜zλ.
What we get is a crystal on Pℓ very similar to what was discovered by Uglov in [U].
Let us start by constructing the z-signature of λ. Let us take the addable and removable
boxes of λ and order them in a decreasing way according to the order ≺c introduced above.
Here is an example when ℓ = 2, κ = −1/2, s0 = 0, s1 = −1, we take z to be 0 modulo 2 and
λ(0) = (2, 2), λ(1) = (3, 13). We get box b1, . . . , b5.
b1b2
b3
b4
b5
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To get the signature we write a + for each addable box and a − for each removable box.
In the example above, we get + +−+−.
Now we are going to reduce the signature using the following steps. Initially, we have a
sequence of +’s and −’s. We erase consecutive −+ leaving empty spaces. On each next step,
if we have −,+ in this order separated by empty spaces, we erase them. We continue until
there is no −’s to the left of a +. What we get is the reduced signature. It is easy to see
that it does not depend on the order in which we perform our steps. In the example above,
we get + +−.
To define e˜zλ we pick the leftmost − in the reduced z-signature of λ and remove the box
in the corresponding position of λ (in the reduced signature, we replace this − with a +). If
the reduced z-signature of λ consists only of +’s, we set e˜zλ = 0. To define f˜zλ we pick the
rightmost + in the reduced signature of λ and add the corresponding box to λ. If there are
no +’s in the reduced signature we set f˜zλ = 0.
In the example above we remove the box b5 to get e˜zλ = ((2, 2), (3, 1
2)) and add the box
b2 to get f˜zλ = ((3, 2), (3, 1
3)).
3.3.3. Special cases. Here we are going to give a partial description of several crystals that
are going to appear below.
Example 3.4. Consider the case ℓ = 1, κ < 0 and let s0 = 0. Then in the i-signature of
λ ∈ P1 we include all addable/removable boxes (x, y) with x− y congruent to i modulo e.
We note that in this case all connected components are isomorphic to the component of ∅
via an explicit isomorphism. Namely, the singular vertices are precisely the partitions divis-
ible by e (meaning that all parts are divisible by e). For such a partition µ, an isomorphism
P1(∅) ∼−→ P1(µ) is given by λ→ λ+ µ (the sum is also taken component-wise).
The component of ∅ consists of all partitions, where each column occurs less than e times.
Example 3.5. Now consider the case when ℓ = 2, and κ is irrational. Suppose that s1 =
0, s2 = m, where m is an integer. A box b = (x, y, 1) is a κ
i-box if and only if x− y = i. A
box b = (x, y, 2) is a κi-box if and only if x − y = i −m. Note that a κi-box from the first
partition is always smaller than an i-box from the second partition. The κi-signature of any
λ consists of at most two elements.
Let us describe the singular bi-partitions λ in this case. Those are the partitions, where all
signatures consist of +’s only or are equal to −+. This implies, in particular, that λ(1) = ∅.
The only removable box in λ(2) is a 1-box so it has content m. So the singular bi-partitions
are the bipartitions of the form (∅, ((k + m)k)), where k is a positive integer. Here and
below, in the notation for a partition, a superscript means the multiplicity.
Example 3.6. We still consider the case ℓ = 2, κ is irrational. But now take s1 = 0, s2 =
m−κ−1. The description of the κi-boxes is the same but the order is reversed: a κi-box from
the first partition is always bigger than a κi-box from the second partition. So the singular
bi-partitions are precisely the bi-partitions of the form ((km+k),∅).
3.4. Type A category O and q-Schur algebra. In order to proceed to a categorical
Heisenberg action, we need to establish an equivalence of categories Oc(Sn) and the cate-
gories of modules over q-Schur algebras. This equivalence was established by Rouquier in
[R2] when c 6∈ 1/2+Z using the approach described in Section 2.5. An alternative approach
based on induction and restriction functors to be explained in this section was found in [Lo4,
Appendix].
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3.4.1. q-Schur algebras. Fix n and consider N > n. We can form Lusztig’s form (i.e., the
form with divided powers) of the quantum group Uǫ(glN), where ǫ := exp(π
√−1κ). It
makes sense to speak about polynomial representations of Uǫ(glN) of degree n, those are the
modules where all weights (w1, . . . , wm) satisfy
(3.2) wN > 0, w1 + . . .+ wN = n.
The action of Uǫ(glm) on any such module factors through the Schur algebra Sǫ(N, n) that,
by definition, is the image of Uǫ(glN ) in End(V
⊗n), where V stands for the tautological
Uǫ(glN)-module C
N .
The category of finite dimensional Uǫ(glN)-modules is known to be highest weight, where
the standard objects are the Weyl modules, and the order is, for example, the dominance
ordering on highest weights (one can also take rougher orders). Recall that the dominance
ordering is defined by w 6 w′ if
∑m
i=1wi =
∑m
i=1w
′
i and
∑j
i=1wi 6
∑j
i=1w
′
i.
It follows that the weights satisfying (3.2) form a poset ideal. So Sǫ(N, n) is a highest
weight subcategory of the category of finite dimensional Uǫ(glN)-modules. Also it is easy to
see that, forN > n, we have a highest weight equivalence Sǫ(N, n) -mod ∼−→ Sǫ(N+1, n) -mod.
The standard object labelled by a partition λ in Sǫ(N, n) -mod will be denoted by ∆S(λ).
There is an alternative definition of the q-Schur algebras (up to a Morita equivalence), see
[DJ]. An equivalence with the previous definition is explained in [M, Section 6].
Consider the one-dimensional Hq(n)-module, where the generator Ti of Hq(n) acts by q.
We denote this module by by Trivn. For λ ∈ P(n), set
IT (λ) := H IndSλSn(Trivλ1 ⊠ . . .⊠ Trivλk).
Here λ = (λ1, . . . , λk) and we write Sλ for the parabolic subgroup Sλ1 × . . . ×Sλk ⊂ Sn.
Then the Sǫ(N, n) -mod is equivalent to the category of right modules over
End(
⊕
λ∈P(n)
IT (λ)).
In other words, the category of indecomposable projectives in Sǫ(N, n) -mod is identified
with the category of Young modules Y (λ). By definition, Y (λ) is the unique indecomposable
summand of IT (λ) that does not occur in IT (λ′) for λ′ > λ. The projective cover P S(λ) of
∆S(λ) corresponds to Y (λ).
Note thatHq(n) = IT ((1n)). It follows that we get a quotient functor Sh : Sǫ(N, n) -mod։
Hq(n) -mod called the Schur functor. The reason is that, in the quantum group realization
of Sǫ(N, n) -mod, this functor is given by HomSǫ(N,n)(V
⊗n, •), where V is the tautological
Uǫ(glN)-module. By the second construction of Sǫ(N, n) -mod this functor is fully faithful
on the projectives.
3.4.2. Equivalence theorem. Here we are going to prove the following theorem.
Proposition 3.7. Let c > 0. There is a highest weight equivalence ϕ : Oc(n) ∼−→ Sǫ(N, n) -mod
that intertwines KZc and Sh.
Proof. Since both KZc, Sh are fully faithful on the projectives, it is enough to check that
KZc(Pc(λ)) ∼= Y (λ). Let us define the object I∆c(λ) ∈ Oc(n) as follows:
I∆c(λ) =
O IndSλSn(∆|λ1|((λ1))⊠∆|λ2|((λ2))⊠ . . .⊠∆|λk|((λk))).
Note that the object I∆c(λ) is projective in Oc(n). Indeed, each ∆c((λi)) is projective in
Oc(|λi|) because the label (λi) is maximal in the highest weight order. Since the induction
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functor maps projective objects to projective objects, we see that I∆c(λ) is projective.
Further, from Lemma 2.24 we deduce that λ is the minimal label of a standard that appears
in the filtration of I∆c(λ) and it occurs once. From here we deduce that I∆c(λ) ∼= Pc(λ)⊕⊕
µ>λ Pc(µ)
⊕?. By [GGOR, 6.2.1], KZc(∆c((n)) ∼= Trivn. By Corollary 2.22,
KZc(I∆c(λ)) ∼= IT (λ).
We conclude that KZc(∆c(λ)) = Y (λ). 
We finish this section with the following lemma proved in [SV, Section B.3].
Lemma 3.8. The equivalence ϕ intertwines Ind
Sn1⊗Sn2
Sn
with • ⊗ •.
3.4.3. Modules Lc(eµ). Suppose that n is divisible by e, the denominator of c. The quantum
Frobenius homomorphism Uǫ(glN) ։ U(−1)e(glN ) (see [Lu, 35.1]), gives rise to the epimor-
phism Sǫ(N, n) ։ S(−1)e(N, n/e). This gives rise to an exact functor S−1(N, n/e) -mod →
Sǫ(N, n) -mod to be denoted by Fr
∗. The objects in the essential image of Fr∗ are the sums
of the simple objects LS(eµ).
Thanks to Proposition 3.7, we can determine the class of Lc(eµ) in K0(Oc(n)). Recall
that the latter is identified with K0(Sn -mod) that in its turn is identified with the space
of degree n symmetric polynomials in Z[z1, z2, . . .] so that the class [λ] becomes the Schur
polynomial sλ.
The following result is implicit in [SV, Proposition 5.13] and is more explicit in [EGL,
Theorem 1.4].
Lemma 3.9. The class of [Lc(eµ)] in K0(Oc(n)) corresponds to sµ(ze1, ze2, . . .).
3.5. Categorical Heisenberg action. Let κ < 0 be a rational number with denominator
e. Suppose that κes0, . . . , κesℓ−1 be integers. These data define an action of sˆle on the level
ℓ Fock space F ℓ. Recall that we write Fκ,s for F ℓ equipped with this action.
3.5.1. Heisenberg action on the Fock space. There is an action of the Heisenberg algebra
Heis on Fκ,s commuting with the action of sˆle. Recall that Heis has generators bi, i ∈ Z,
where [bi, bj] = iδi,jb0. We are only interested in the representations, where b0 acts by 1.
So let us start by defining a Heisenberg action on the level one Fock Fκ,a, a ∈ Z (it will be
independent of the choice of a). Let i > 0. Define an operator bi on Fκ,a =
⊕
n>0K
C
0 (Sn)
by
[Vλ] 7→
ie−1∑
j=0
[IndSn×SieSn+ie Vλ ⊠ V(ie−j,1j)].
Define the operator b−i as the adjoint of bi with respect to the symmetric bilinear form on
Fκ,a given by (|λ〉, |µ〉) = δλµ. One can check that this indeed defines a representation of
Heis in Fκ,a.
In the realization of
∑
a∈ZFκ,a as the semi-infinite wedge Λ∞/2Ce[z±1], the operator bi, i >
0, is given by
vi1 ∧ vi2 ∧ . . . 7→
∞∑
j=1
vi1 ∧ . . . ∧ vij−1 ∧ vij+ei ∧ vij+1 ∧ . . .
This realization shows that the actions of Heis and sˆle commute.
We take the tensor product representation of Heis in Fκ,s =
⊗ℓ−1
i=0 Fκ,si. It commutes with
the representation of sˆle.
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3.5.2. Functors Aµ. Let µ be a partition of some positive integer d. Following [SV, Section
5.1], we consider functors Aµ : Oc → Oc mapping Oc(n) to Oc(n + de). These functors are
defined by
Aµ(M) := Ind
G(ℓ,1,n)×Sde
G(ℓ,1,n+de) M ⊠ Lc(eµ).
These functors have derived right adjoint functors
RA∗µ(N) := RHomOc(de)(Lc(eµ),Res
G(ℓ,1,n+de)
G(ℓ,1,n)×Sde
).
The following results were established in [SV]. The first part follows from Proposition 5.4
there and the second part is Proposition 5.15.
Proposition 3.10. The following is true.
• Aµ ◦ Aµ′ ∼= Aµ′ ◦ Aµ for any partitions µ, µ′.
• Aµ ◦ Ei ∼= Ei ◦ Aµ, Aµ ◦ Fi = Fi ◦ Aµ.
By adjointness, we get the following claim.
Corollary 3.11. We have RA∗µ ◦RA∗µ′ ∼= RA∗µ′ ◦RA∗µ and RA∗µ ◦Ei ∼= Ei ◦RA∗µ, RA∗µ ◦Fi ∼=
Fi ◦RA∗µ.
3.5.3. From functors Aµ to a Heisenberg action. Let hd denote the power symmetric polyno-
mial of degree d, i.e., hd =
∑∞
i=1 z
d
i . We have the following identity for symmetric functions:
(3.3) hd =
d−1∑
i=0
(−1)is(d−i,1i).
From Lemma 3.9 combined with (3.3) it follows that
(3.4)
ed−1∑
i=0
(−1)i[∆c((d− i, 1i))] =
d−1∑
i=0
(−1)i[Lc((d− i)e, ei−1)].
Corollary 3.12. The operator
∑d−1
i=0 (−1)i[A(d−i,1i)] on K0(Oc) = Fκ,s coincides with the
Heisenberg operator bd. The operator
∑d−1
i=0 (−1)i[RA∗(d−i,1i)] coincides with b−d.
Proof. The claim about the operators bd follows from (3.4) and the definition of bd. To prove
the claim about the operators b−d we observe that the symmetric form on Fκ,s is the Euler
form on K0: ([M ], [N ]) =
∑
i>0(−1)i dimExti(M,N). To see the coincidence of the forms,
we recall that [∇c(µ)] = [∆c(µ)] and dimExti(∆c(λ),∇c(µ)) = δλµδi0. 
3.5.4. Application to finite dimensional modules in Oc(n). The Heisenberg categorical action
(meaning the functors Aµ, RA
∗
ν) was used in [SV] to determine the filtration by supports on
K0(Oc(n)). We will discuss this in more detail in Section 4. For now we will just explain
the first step in this direction.
Proposition 3.13. Let L ∈ Irr(Oc(n)) be finite dimensional. Then ei[L] = b−d[L] = 0.
Proof. The condition that L is finite dimensional is equivalent to ResWW L = 0 for any proper
parabolic subgroup W ⊂W := G(ℓ, 1, n). In particular, we see that EL = 0 and RA∗µL = 0
for any µ. The former equality implies EiL = 0 for any i, while the latter yields bd[L] = 0
for any d, thanks to Corollary 3.12. 
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4. Supports of simple modules
In this section we study the supports of simple modules in the categoryOκ,s. We determine
all theoretically possible supports in Section 4.1. Then we relate the supports to crystal
structures on Pℓ. Then we introduce and compute the filtration by supports on KC0 (Oκ,s)
following [SV]. Finally, we explain combinatorial recipes to compute the support of Lκ,s(λ)
following [Lo8].
4.1. Possible supports. Let e denote the denominator of κ. Set W = G(ℓ, 1, n). For non-
negative integers p, q satisfying p + eq 6 n (if κ is irrational, we assume that e = +∞, and
so q is automatically 0), we set Wp,q = G(n− p− eq, 1, ℓ)×Sqe, this is the stabilizer of the
point of the form (x1, . . . , xp, y1, . . . , y1, . . . , yq, . . . , yq, 0, . . . , 0), where x1, . . . , xp, y1, . . . , yq
are pairwise different complex numbers and each y1, . . . , yq occurs e times.
When e = 1, we assume that p = 0.
Recall the subvariety X(Wp,q) :=Wh
Wp,q ⊂ h.
Lemma 4.1. Let L ∈ Irr(Oκ,s(n)). Then there are p, q with p+eq 6 n such that Supp(L) =
X(Wp,q). If ℓ = 1, then p = 0.
Proof. We know, Lemma 2.12, that Supp(L) = X(W ) for some parabolic subgroup W ⊂W .
Also we know that ResWW (L) is nonzero finite dimensional. By [BEG2], there is a finite
dimensional representation in Oc(m) if and only if m is the denominator of c. The subgroup
W is conjugate to G(k, 1, ℓ)×Sm1 × . . .Sms for some k,m1, . . . , ms (when ℓ = 1 we assume
that k = 0). We must have m1 = . . . = ms = e. This implies the claim of the lemma. 
4.2. Supports vs crystals. For λ ∈ Pℓ(n), we write pκ,s(λ), qκ,s(λ) for the numbers p, q
such that Supp(Lκ,s(λ)) = X(Wp,q).
4.2.1. pκ,s(λ) and gκ,s-crystal. Let gI be a type A Kac-Moody algebra and let C be a highest
weight gI-crystal, where “highest weight” means that for every v ∈ C there is k ∈ Z>0 such
that e˜i1 . . . e˜ikv = 0 for any i1, . . . , ik ∈ I. We define the depth of v as k − 1 for the minimal
such k. For example, v has depth 0 if and only if e˜iv = 0 for all i ∈ I.
The gκ,s-crystal Pκ,s is highest weight. The following result was obtained in [Lo2, Section
5.5].
Proposition 4.2. The number pκ,s(λ) coincides with the depth of λ in Pκ,s.
4.2.2. The map a˜µ. Now we start to explain how to compute qκ,s. Assume for the time being
that κ is a negative rational number with denominator e and κes1, . . . , κesℓ are integers. The
general case can be reduced to this one, we will explain how to do this below.
Let Psingκ,s denote the set of depth 0 elements in the gκ,s-crystal Pκ,s. We write Psing,qκ,s for
the subset of all λ ∈ Psing,qκ,s such that qκ,s(λ) = q.
We are going to define a map (µ, λ) 7→ a˜µλ from P1(q)× Psing,0κ,s to Psing,qκ,s following [SV,
Section 5] that happens to be a bijection.
Pick λ ∈ Psing,0κ,s (n) (i.e., λ ∈ Pℓ(n) such that Lκ,s(λ) is finite dimensional) and consider
the object
AµLκ,s(λ) = Ind
G(n,1,ℓ)×Se|µ|
G(n+e|µ|,1,ℓ) Lκ,s(λ)⊠ Lκ(eµ).
The following is a key result about the structure of AµLκ,s(λ), see [SV, Sections 5.4-5.6].
Proposition 4.3. The following is true:
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(1) The head and the socle of AµLκ,s(λ) are isomorphic simple objects with label to be
denoted by a˜µλ. We have a˜µλ ∈ Psing,|µ|κ,s .
(2) The multiplicity of Lκ,s(a˜µλ) in AµLκ,s(λ) equals ℓ
|µ| dim Vµ, where we write Vµ for
the irreducible S|µ|-module labelled by µ.
(3) Let λ′ 6= a˜µλ be such that Lκ,s(λ′) is a simple constituent of AµLκ,s(λ). Then
pκ,s(λ
′) = 0 and qκ,s(λ
′) < |µ|.
So we indeed get a map between the required sets. The following is [SV, Proposition 5.33].
Proposition 4.4. The map (µ, λ) 7→ a˜µλ is a bijection
P1(q)× Psing,0κ,s ∼−→ Psing,qκ,s .
4.2.3. Heisenberg crystal. The set P1 comes with a natural sl∞-crystal structure that is the
same as on Pκ for irrational κ. The bijection P1 × Psing,0κ,s ∼−→ Psingκ,s allows to carry this
structure over to Psingκ,s . Then we have the following result proved in [Lo8, 5.1.2].
Proposition 4.5. There is a unique sl∞-crystal structure on Pκ,s that commutes with the
sˆle-crystal structure and extends the sl∞-crystal structure on Psingκ,s introduced in the previous
paragraph. The number qκ,s(λ) coincides with the depth of λ in this crystal.
Since this sl∞-crystal is a crystal analog of a Heisenberg algebra action, we call it the
Heisenberg crystal.
Comparing to the sˆle-crystal operators, the crystal operators for the sˆl∞-crystal are hard
to compute. A relatively easy case is when one of the parameters si is much less than the
others. In order to compute the crystal operators in this case, let us recall the division with
remainder for Young diagrams. For a Young diagram ν = (ν1, . . . , νk) and an integer e > 1
we get the partial quotient ν ′ = (ν ′1, . . . , ν
′
k) and the remainder ν
′′ = (ν ′′1 , . . . , ν
′′
k ), both are
Young diagrams. The rule to determine ν ′, ν ′′ is that νi = eν
′
i + ν
′′
i for all i and that |ν ′′| is
maximal possible. For example, if ν = (7, 3, 1) and e = 3, then we get ν ′ = (1), ν ′′ = (4, 3, 1).
Note that the partition ν lies in the sˆle-crystal component of eν
′ and goes to ν ′′ under the
isomorphism of the components of ∅ and of eν ′, see Example 3.4.
Proposition 4.6. Assume that j ∈ {0, 1, . . . , ℓ − 1} is such that sj < si − n for any other
i. Let λ ∈ Pκ,s(n). Let λ(j) = eν ′ + ν ′′ (division with remainder). Then qκ,s(λ) = |ν ′|.
Moreover, the crystal operator e˜j , j ∈ Z, for sl∞ sends λ to
λ := (λ(1), . . . , λ(j−1), e(e˜jν
′) + ν ′′, λ(j+1), . . . , λ(ℓ)),
if e˜jν
′ 6= 0 and to 0 else. Here e˜jν ′ is computed in the sl∞-crystal on the set of partitions.
This is proved in [Lo8, Section 5.2]. Below, we will explain how to compute the crystal
operators for sl∞, in general, using the wall-crossing bijections.
4.2.4. Reduction. Let us explain how to reduce the computation of qκ,s to the case when
κ < 0 and κesi ∈ Z for all i.
First of all, assume that κ > 0. Let χ be the one-dimensional character of G(ℓ, 1, n) that
is the identity of µℓ and is the sign on Sn. Then we have an equivalence Oκ,s ∼−→ O−κ,−s
that sends ∆(λ) to ∆(λt) (and hence L(λ) to L(λt)), where •t means the component wise
transpose. This reduces the computation of qκ,s to the case when κ < 0.
Now let us explain what to do if not all κes0, . . . κesℓ−1 are integers (up to adding the
same summand to s0, . . . , sℓ−1). This is precisely the case when there is more than one
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equivalence class for ∼c in {0, 1, . . . , ℓ−1} (see 3.1.4 for the definition of ∼c). The following
result follows easily from Proposition 3.2, see [Lo8, Corollary 4.3].
Lemma 4.7. We have qκ,s(λ) =
∑
α qκ,sα(λ
α).
4.3. Filtration by support on K0. Propositions 4.3, 4.4 together with standard properties
of sˆle-crystals were used in [SV] to describe the filtration by supports on K
C
0 (Oκ,s) = Fκ,s.
Namely, for p, q ∈ Z>0, let Op,qκ,s denote the span of [Lκ,s(λ)] with pκ,s(λ) 6 p, qκ,s(λ) 6 q.
Further, we let Fp,qκ,s to denote the span of elements of the form
fi1 . . . fipbj1 . . . bjkv,
where p′ 6 p, j1 + . . .+ jk 6 q and v ∈ Fκ,s is a vector annihilated by all ei and all b−j .
The following result was obtained in [SV], see the proof of Proposition 6.5 there.
Proposition 4.8. We have KC0 (Op,qκ,s) = Fp,qκ,s.
4.4. Combinatorial computation of supports via wall-crossing bijections. We as-
sume that κ is a negative rational number with denominator e and the numbers κes0, . . . , κesℓ−1
are integers.
Thanks to Proposition 4.6 we can compute the numbers qκ,s(λ) in the case when one of the
numbers sj is much less than the others. We call (essential) chambers, see 3.1.5, satisfying
these conditions asymptotic. In order to compute qκ,s(λ) (and the crystal operators for the
Heisenberg crystal) we will “move” a general parameter (κ, s) to an asymptotic chamber
by applying wall-crossing bijections through the essential walls si − sj = m, where m is an
integer (with fixed residue modulo e). We will fix j and use different i.
Two crucial properties that allow us to compute this wall-crossing bijection are as follows.
Proposition 4.9. Let c = (κ, s) and c′ = (κ′, s′) be two parameters with integral difference
whose chambers are separated by the wall Π given by hi − hj = κm for m ∈ Z. Let wcc′←c :
Pℓ → Pℓ. Then the following is true.
(1) For a Zariski generic c˜ ∈ c+Π, c˜′ := c˜+(c′−c), the bijection wcc˜′←c˜ is independent
of the choice of c˜.
(2) The bijection wcc˜′←c˜ commutes with the gc˜-crystal.
The first part is a special case of Proposition 2.40. The second part is an easy consequence
of 2.38.
The bijection wcc′←c is then computed as follows. We choose a Weil generic parameter c˜.
In this case there are ℓ − 1 equivalence classes for ∼c˜, and i ∼c˜ j. Furthermore, gc˜ = slℓ−1∞
and the crystal structure on Pc˜ is the product of ℓ− 2 of the level 1 crystal for sl∞ and one
copy of a level 2 crystal for sl∞, the latter affects partitions number i and j. In fact, there is
a unique isomorphism of crystals Pc˜ → Pc˜′ that maps Pc˜(n) to Pc˜′(n), this can be deduced
from Examples 3.5,3.6. This uniqueness allows to recover wcc′←c. For details the reader is
referred to [Lo8, Section 5.4].
5. Category equivalences and multiplicities
5.1. Kazhdan-Lusztig category. Recall that we have a highest weight category equiva-
lenceOc(n) ∼−→ Sǫ(m,n) -mod, where Sǫ(m,n) -mod is the Serre subcategory in Uǫ(glm) -modfin
generated by simples L(λ), where λ is a highest weight of the form (λ1, . . . , λm), where
λ1 > λ2 > . . . > λm > 0.
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The category Uǫ(glm) has an alternative realization, the so called Kazhdan-Lusztig category
of representations of the affine Lie algebra gˆ := gˆlm. Namely, let Gˆ denote the corresponding
Kac-Moody group, a central extension of GLm(C((t))), I ⊂ Gˆ be the Iwahori subgroup. We
consider the category Obκ consisting of all I-integrable gˆ-modules with weights bounded from
above and such that the standard central element C ∈ gˆ acts by κ−1 −m (here we assume
that κ is negative). Set G+ := GLm(C[[t]]) ⊂ Gˆ. By the Kazhdan-Lusztig category (to be
denoted by Ogκ) one means the full subcategory of Obκ consisting of G+-integrable modules.
This is a highest weight category whose standard objects are the so called Weyl modules
W (λ) := Uκ−1−m(gˆ)⊗U(g+) V (λ),
where we write V (λ) for the finite dimensional irreducible g-module with highest weight λ.
A deep result of Kazhdan and Lusztig (valid for any reductive group) is that there is a
highest weight category equivalence Ogκ ∼= Uǫ(g) -modfin. In order to produce this equiv-
alence, Kazhdan and Lusztig introduce a braided monoidal structure on Ogκ, the so called
fusion product ⊗˙ : Ogκ × Ogκ → Ogκ. In order to compute the fusion product of modules
V1, . . . , Vk ∈ Ogκ one needs to fix different points z1, . . . , zk; the different choices of points
lead to isomorphic products V1⊗˙V2⊗˙ . . . ⊗˙Vk that form an Sk-equivariant local system on
{(z1, . . . , zk) ∈ Ck|zi 6= zj} (theSk action permutes both coordinates and the tensor factors).
The monodromy of this system gives the braided structure.
5.2. Truncated affine parabolic category O. Now let m > n and let g = glm. Let
Ogκ(n) denote the Serre subcategory of Ogκ spanned by the Weyl modules W (λ) with λm >
0,
∑m
i=1 λi = n. We have a highest weight equivalence Sǫ(m,n) -mod ∼−→ Ogκ(n) and hence a
highest weight equivalence Oκ(n) ∼−→ Ogκ(n). The point of emphasizing the latter equivalence
is that it can be generalized to ℓ > 1 as was conjectured by Varagnolo-Vasserot in [VV] and
proved in [RSVV, Lo4].
Let us explain the conjecture by introducing “higher level” analogs of the categories
Ogκ(n) ⊂ Ogκ. We assume that κ = −1e , s0, . . . , sℓ−1 are integers, in the end of the section we
will explain what to do in the general case.
We modify s0, . . . , sℓ−1 by adding a common summand so that si > n for all i. Set m :=
s0+. . .+sℓ−1. Let p ⊂ g be the parabolic subalgebra of block upper triangular matrices, where
the blocks have sizes s0, s1, . . . , sℓ−1 (in this order). We have the corresponding parahoric
subgroup Pˆ ⊂ Gˆ. Consider the full subcategory Opκ ⊂ Ogκ consisting of all Pˆ -integrable
modules. This is “almost” a highest weight category in the following sense.
Consider the set Zs = {(a1, . . . , am)|a1 > . . . > as0 , as0+1 > . . . > as0+s1, . . . , as0+...+sℓ−2+1 >
. . . > am}. For A ∈ Zs, let ∆p(A) denote the parabolic Verma module with ρ-shifted highest
weight A so that Opκ is the Serre span of ∆p(A). There is a so called linkage order on Zs
(that we are not going to define). It has the property that for all A ∈ Zs the poset ideals
{A′ ∈ Zs|A′ 6 A} are finite. It turns out that, for any finite poset ideal Λ ⊂ Zs, the Serre
span of ∆p(A), A ∈ Λ, is a highest weight category with standard objects ∆p(A). The cat-
egory Opκ does not have enough projective objects (but has enough projective pro-objects)
and so it is not highest weight in the sense introduced in 2.2.4.
Now recall the poset Pℓ(n) with order c, see 3.1.2. We can embed Pℓ(n) into Zs by
(λ(0), . . . , λ(ℓ−1)) 7→ Aλ, where Aλ is given by
(s0+λ
(0)
1 , s0−1+λ(0)2 , s0−2+λ(0)3 , . . . , 1, s1+λ(1)1 , s1+λ(1)2 −1, . . . , 1, . . . , sℓ−1+λ(ℓ−1)1 , . . . , 1).
Here we use the inequalities n 6 si for all i.
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One can show that Pℓ(n) ⊂ Zs is a poset ideal with respect to the linkage order and,
moreover, the order c on Pℓ(n) refines the restriction of the linkage order, see, e.g., [Lo4,
Section 2.3].
It is convenient for us to view elements of Zs as some infinite to the left analogs of Young
diagrams. Namely, we view an element of Zs as a sequence of ℓ collections of boxes on
the plane, where ith collection is infinite to the left, consists of si rows, and the rightmost
positions of boxes in each row (non-strictly) decrease from top to bottom. The embedding
Pℓ(n) →֒ Zs takes an ℓ-tuple of diagrams and adjoins the columns with nonpositive numbers
of height si to λ
(i).
For Opκ(n) we take the Serre span of ∆p(Aλ), λ ∈ Pℓ(n).
The following conjecture was made in [VV, 8.8] (under unnecessary restrictions on param-
eters).
Conjecture 5.1. There is a highest weight equivalence Oκ,s(n) ∼−→ Opκ(n).
In particular, this conjecture allows to prove that the category Oκ,s(n) is standard Koszul
and describe its Koszul dual, [RSVV, Section 7.3], see also [W, Section 6].
5.3. Categorical action on affine parabolic category. In order to prove Conjecture 5.1
we will use techniques similar to what was used in Section 2.5. First of all, we need to
produce a quotient functor π : Opκ(n)։ Hq,s(n) -mod. This is one of the places in the proof
of Conjecture 5.1, where a categorical sˆle-action is used.
5.3.1. Cartan component functor. Let ωi, i ∈ Z/eZ, denote the fundamental weight for sˆle.
Set ωs :=
∑ℓ−1
i=0 ωsi. Now let C be an sˆle-categorification. Assume that Cωs ∼= Vect, while
Cη 6= 0 implies η 6 ωs. In particular, [C] is a highest weight integrable representation with
highest weight ωs. It follows that the irreducible sˆle-module V (ωs) with highest weight ωs is
a direct summand of [C] (we call it the Cartan component, by analogy with tensor product
modules). The following result of Rouquier, [R3, 5.1.2] should be thought as a categorical
analog of the existence of the Cartan component.
Proposition 5.2. Let 1 denote the indecomposable projective object in Cωs. Then EndC(F n1)opp ∼=
Hsq(n). In particular, the projective object
⊕
n>0 F
n1 defines a quotient functor C ։⊕n>0Hsq(n)
that is a morphism of sˆle-categorifications.
5.3.2. Categorical action on Opκ. So we would like to realizeOpκ(n) as the degree n component
in a categorification C like in 5.3.1. We will do something weaker to be explained in 5.3.3.
Now we are going to produce a categorical sˆle-action on the whole category Opκ.
For M ∈ Ogκ, N ∈ Opκ, we can still form the fusion product M⊗˙N and this will be an
object of Opκ. If M is standardly filtered, then the endo-functor M⊗˙• is exact. Moreover,
there is a contravariant duality D on (Opκ)∆ that maps W (µ) to W (µ∗) (where µ∗ denotes
the highest weight of V (µ)∗), see [Lo4, Sections 2.6,2.9]. The functor DM⊗˙• is biadjoint to
M⊗˙•. See [VV, Corollary 7.3] for the proofs.
Moreover, we have an Sn-equivariant local system M
⊗˙n⊗˙N on (C× \ {0})n (we place the
n copies of M to different nonzero points z1, . . . , zn ∈ C and N to 0). So the affine braid
group Baffn acts by automorphisms on the functor M
⊗˙n⊗˙•. The action of the subgroup
Bn ⊂ Baffn comes from the Bn-action on M ⊗˙n.
Now let us define the categorical sˆle-action on Opκ. Let µ be the highest weight of Cm.
Set F := W (µ)⊗˙•, E := W (µ∗)⊗˙•. We have already mentioned that these functors are
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biadjoint so we get (i). The Baffn -action on F
n factors through Haffq (n). This is because
the Bn-action on W (µ)
⊗˙n factors through Hq(n), which follows from results of Kazhdan and
Lusztig recalled 5.1. So we get (ii).
In order to establish (iii) and (iv), we need to understand the behavior of F,E on the stan-
dard objects ∆p(A). There is a general result of Varagnolo and Vasserot, [VV, Proposition
A2.6], that W (µ)⊗˙∆p(A) is standardly filtered, and the multiplicity of ∆p(A′) in this filtra-
tion coincides with the multiplicity of ∆pfin(A
′) in V (λ)⊗∆pfin(A), where we write ∆pfin(A)
for the parabolic Verma module for (g, p) with ρ-shifted highest weight A. It follows that
F∆p(A) has a filtration with all possible quotients ∆p(A+ ǫi), where ǫi is the ith coordinate
vector, each quotient occurs once. A similar result holds for E∆p(A) (we need to use A− ǫi
instead of A + ǫi). In other words, for a virtual ℓ-partition λ, the object F∆
p(λ) is filtered
with ∆p(λ′), where λ′ is obtained from λ by adding a box. One can show that the action of
X on the subquotient ∆p(λ′) is by qd, where d is the content of the box λ′ \ λ.
In particular, we have the following result. Consider the level 0 sˆle-module C
Z with basis
vi, i ∈ Z, and the action given by fivj = δi,j mod evj+1, eivj+1 = δi,j mod evj.
Corollary 5.3. We have an isomorphism KC0 (Opκ) ∼=
∧s0 CZ ⊗∧s1 CZ ⊗ . . . ⊗ ∧sℓ−1 CZ of
sˆle-modules that maps [∆
p(A)] to the monomial vector
va1 ∧ va2 . . . ∧ vas0 ⊗ vas0+1 ∧ . . . ∧ vas0+s1 ⊗ . . .
In particular, (iii) follows.
Let us explain why (iv) is true. The category Opκ splits into the direct sum of blocks. If
two parabolic Verma modules ∆p(A) and ∆p(A′) lie in the same block, then A mod e and
A′ mod e are Sm-conjugate. On the other hand, [∆
p(A)], [∆p(A′)] lie in the same weight
space if and only if A mod e, A′ mod e are Sm-conjugate. So for the weight subcategories
we can take suitable sums of blocks.
5.3.3. Categorical truncation. Consider the subcategory Opκ(6 n) :=
⊕n
j=0Opκ(j), where,
recall, we assume that n < si. The functors Fi map Opκ(j) to Opκ(j + 1) for j < n. The
functors Ei, i 6= 0, send Opκ(j) to Opκ(j − 1). This is because all removable i-boxes in the
diagram representing Aλ are the same as in λ. However, the diagram of Aλ contains ℓ
removable zero boxes that are not in λ, those are the boxes (0, si, i). So E0 does not map
Opκ(j) to Opκ(j − 1).
Fortunately, this can be fixed because the ℓ-boxes (0, si, i) are the minimal removable
0-boxes in the diagram of Aλ. It follows from results of [Lo3, Section 5] that the functor
F0 : Opκ(j − 1) → Opκ(j) admits a biadjoint functor to be denoted by E0. The functors
F : Opκ(6 n − 1) → Opκ(6 n), E := E0 ⊕
⊕
i 6=0Ei : Opκ(6 n) → Opκ(6 n − 1) give Opκ(6 n)
the structure of a restricted categorical sˆle-action. This categorical action categorifies the
restriction of the sˆle-action to F ℓ(6 n) :=
⊕n
i=0F ℓ(n).
Proposition 5.2 is still true for restricted categorifications. In particular, we get a quotient
functor Opκ(n)։ Hsq(n) -mod.
5.4. Deformations. So now we have quotient functors π1 : Opκ(n) ։ Hsκ(n) -mod, π2 :
Oκ,s(n)։ Hsκ(n) -mod. Similarly to Section 2.5, in order to produce a highest weight equiv-
alenceOpκ(n) ∼−→ Oκ,s(n) we will need to consider deformations ofOpκ(n),Oκ,s(n),Hsκ(n) -mod.
Unlike in loc.cit., it does not seem that one-parameter deformations are sufficient. Following
a key idea of [RSVV], we will use two parameter deformations.
RATIONAL CHEREDNIK ALGEBRAS AND CATEGORIFICATION 31
Deformations of Oκ,s(n),Hsκ(n) -mod are basically the same as in 2.5.6, but instead of a
generic line through c we need to take a generic plane. Let us explain how to deform Opκ(n)
together with the quotient functor π2 : Opκ(n)։ Hsκ(n) -mod.
Pick formal variables x0, . . . , xℓ with x1+. . .+xℓ = 0. Set R˜ = C[[x0, . . . , xℓ]]/(x1+. . .+xℓ).
We will deform our categories over R˜ (and then we can specialize to a suitable algebra of
formal power series in two variables). First, let us define the deformed category Opκ,R. It
consists of all gˆ⊗ R˜-modules M subject to the following conditions:
• The action of gˆ⊗R˜ onM is R˜-linear. Moreover,M is finitely generated over U(gˆ)⊗R˜.
• The level of M is (x0 − 1e )−1.
• The action of the parabolic subalgebra pˆ ⊂ gˆ is locally finite, meaning that every
element of M is contained in a finitely generated R-submodule stable under pˆ.
• For any i, the element idi ∈ glsi ⊂ p acts on M diagonalizably with eigenvalues
in Z + xi. Moreover, after specializing the elements xi to 0, the action of pˆ on
M/(x0, . . . , xℓ)M integrates to Pˆ .
This category still has parabolic Verma modules ∆p(A) labelled by elements of Zs. So we
can form the highest weight subcategory Op
κ,R˜
(n) ⊂ Op
κ,R˜
whose poset is Pℓ(n). We note
that this category is equivalent to AR˜ -mod for some R˜-algebra AR˜ that is a free R˜-module
of finite rank. So we can consider the base change Opκ,S(n) for any R˜-algebra S.
We still have a fusion product functor •⊗˙• : Og
κ,R˜
⊠ Op
κ,R˜
→ Op
κ,R˜
. Using this we can
define the functors E, F and endomorphisms X ∈ End(F ), T ∈ End(F 2). This gives rise to
a quotient functor Op
κ,R˜
(n) ։ Hs
κ,R˜
(n) -mod. Here Hs
κ,R˜
(n) is the cyclotomic Hecke algebra
over R˜ with parameters q := exp(2π
√−1(κ−1 + x0)), Qi := exp(2π
√−1(κ−1 + x0)(si + xi)).
Using the formulas x0 7→ x0 − 1/e, xi 7→ (x0 − 1/e)(si + xi)− i/ℓ we define an embedding
Spec(R˜) →֒ p. Let p0 be a generic plane through c ∈ p. Let R be the quotient of R˜ that is
the algebra of functions on the preimage of p0 in Spec(R˜). So R is isomorphic to the algebra
of formal power series in two variables.
We have two highest weight categories O1R := Opκ,R(n),O2R := Oκ,s,R(n) with the same
posets of simples and with quotient functors πiR : OiR ։ CR := Hsq,R(n) -mod.
It is not difficult to see that both πiR become equivalences after changing the base ring
from R to the fraction field Frac(R). However, establishing faithfulness properties of π1R
that are needed to apply techniques described in 2.5.5 is difficult. The main reason why we
need a two-parametric deformation is that one can show that the functor π1R is 0-faithful
(=fully faithful on standardly filtered objects). The following result is an extension of [R2,
Proposition 4.42].
Proposition 5.4. Assume that for every point p ∈ Spec(R) of codimension 1, the functor
π1p : O1p ։ Cp is (−1)-faithful, i.e., faithful on standardly filtered objects. Then π1R is 0-
faithful.
This is proved in [Lo4, Proposition 3.1], related but weaker results can be found in [RSVV,
2.4.2].
5.5. Category equivalence. In this section, we will explain how to prove a slightly weaker
(“asymptotic”) version of Conjecture 5.1.
5.5.1. Equivalence theorem. Here we are going to provide a general result on an equivalence
of two highest weight covers of the same category.
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Let R be an algebra of formal power series over C and let p denote the closed point in
Spec(R). Suppose that we have two highest weight categories OiR, i = 1, 2, over R such that
the base changes OiFrac(R) are split semisimple.
Let P¯ iR ∈ OiR be projective objects with a fixed isomorphism End(P¯ 1R) ∼−→ End(P¯ 2R). Let CR
denote the category of right End(P¯ iR)-modules. So we have quotient functors π¯
i
R : OiR → CR.
Further, let P iR ⊂ P¯ iR, i = 1, 2, be a direct summand with the following properties.
• P iR deforms an injective object in Oip.
• We have π¯1R(P 1R) = π¯2R(P 2R).
• The base change P iFrac(R) generates OiFrac(R).
• Under the identification Irr(O1Frac(R)) ∼= Irr(CFrac(R)) ∼= Irr(O2Frac(R)), there is a com-
mon highest weight order on the labeling sets Irr(OiFrac(R)).
Proposition 5.5. Suppose that the following is true.
• The functor π1R is 0-faithful.
• The functor π2R is 1-faithful.
• For any projective Pˆ 2R ∈ O2R, there is an embedding Pˆ 2R →֒ (P 2R)⊕m (for some m) with
standardly filtered cokernel.
Then there is a highest weight equivalence O1R ∼−→ O2R intertwining the quotient functors π¯iR.
5.5.2. Categories CiR. We will take P iR := F n∆iR(∅). The choice of the objects P¯ iR is more
subtle. Let p denote the closed point of R. It follows from [R2, Proposition 4.42] that the
functor π¯2R is 1-faithful provided the functor π¯
2
p is 0-faithful. Take
P¯ 2R := P
2
R ⊕
⊕
λ
P 2R(λ),
where the summation is taken over all λ ∈ Pℓ(n) such that codimh SuppLp(λ) = 1. Using
results from 4.2.1, 4.2.3, it is not difficult to describe the set of λ with this property explicitly.
First of all, note that P 2R(λ) appears as a summand of P
2
R if and only if SuppL
2
p(λ) = h if
and only if λ lies in the crystal component of ∅. Further, SuppLp(λ) has codimension 1 if
and only if one of the following conditions holds:
• λ lies in the connected component of the crystal that contains a singular multiparti-
tion of 1.
• for e = 2, λ lies in the crystal component of ν, which is a minimal multipartition of
2 that is not a column.
One can show that π¯2p is 0-faithful, see the proof of [Lo4, Proposition 8.1] or [RSVV, Lemma
2.8].
Now set P¯ 1R := P
1
R ⊕
⊕
λ P
1
R(λ), where the summation is taken over the same set of λ.
What we need to prove is an isomorphism End(P¯ 1R) = End(P¯
2
R). As was shown in [Lo4,
Section 7], this reduces to proving the following four claims
(a1) π1R(P
1
R(λ))
∼= π2R(P 2R(λ)) for any singular λ with |λ| = 1.
(b1) π1R(P
2
R(ν))
∼= π2R(P 2R(ν)) for ν as above.
(a2) HomO1
R
(1)(P
1
R(λ), P
1
R(λ
′))
∼−→ HomHs
q,R
(1)(π
1
RP
1
R(λ), π
1
RP
1
R(λ
′)) for any singular λ, λ′
with |λ| = |λ′| = 1.
(b2) EndO1
R
(2)(P
1
R(ν))
∼−→ HomHs
q,R
(2)(π
1
RP
1
R(ν)).
Recall that “singular” means “annihilated by all e˜i”.
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The proofs of (a1),(a2) are easy. In order to prove (b1) and (b2) we need an explicit
construction of P 1R(ν), P
2
R(ν). It is not difficult to see that P
2
R(ν) is the projection to the
block corresponding to ν of IndS2G(ℓ,1,2)∆
2
A,R((2)), where we write ∆
2
A,R((2)) for the Verma
module over HR(S2) corresponding to the trivial S2-module. This motivates us to consider
the object ∆1A,R((2))⊗˙∆1R(∅) in O1R(2) and define Q1R(ν) as its projection to the block
corresponding to ν. Clearly, (b1) holds if we replace P 1R(ν) with Q
1
R(ν). It turns out that
Q1R(ν)
∼= P 1R(ν), [Lo4, Proposition 7.5].
5.5.3. Checking (−1)-faithfulness. Now let us explain how to check (−1)-faithfulness of the
functor π1p at codimension 1 points of Spec(R). This is done using categorical actions and
their crystals. This approach only allows to establish a weaker version of Conjecture 5.1: we
need to assume that si ≫ n for all i.
Namely, we still have functors E, F on O1p(6 N) (for some N ≫ n) and the natural
transformations X ∈ End(F ), T ∈ End(F 2). These data give rise to a (restricted) categorical
Kac-Moody action on O1p(6 N). The algebra acting is gc˜, where c˜ ∈ p⊗ kp is the element
corresponding to the homomorphism C[p]→ R→ kp. Equivalently, if p is an intersection of
a hyperplane in p with Spec(R), then we can take a Weil generic point c˜ in this hyperplane.
So we have three options.
(i) gc˜ = sl
⊕ℓ
∞ . In this case, π
1
p is an equivalence.
(ii) p is the intersection of the hyperplane y0 = −1e with Spec(R). In this case gc˜ = sˆl
⊕ℓ
e .
(iii) p is the intersection of Spec(R) with the hyperplane of the form si − sj = m (where
m is an integer with |m| < N and i, j are different elements of {0, 1, . . . , ℓ− 1}). In
this case gc˜ = sˆl
⊕ℓ−1
∞ .
In (i), there is nothing to prove. To deal with (ii) and (iii) we use the following result.
Proposition 5.6. Let O(6 N) be a restricted highest weight gc˜-categorification (over an
arbitrary field k) of the level ℓ Fock space Fc˜ as in (ii) or (iii). Pick n ≪ N . Then the
quotient functor π defined by the projective F n1 is (−1)-faithful.
Proof. We are going to sketch the proof (a complete proof can be found in [Lo4, Sections
6,9.2]). The proof is in several steps, all but the last one work for all c.
Step 1. Let P0ℓ denote the connected component of ∅ in the gc-crystal. What we need
to show is that if λ 6∈ P0ℓ , then HomO(L(λ), T (µ)) = 0. It is easy to reduce to the case
when λ is singular. Note that in this case HomO(L(λ), T (µ)) = 0 provided T (µ) is a direct
summand of a tilting object of the form FiT (µ
′). Using results from [Lo3], we can determine
one summand of FiT (µ
′) combinatorially starting from µ′. For this, we need a so called dual
crystal structure on Pℓ. It is defined as follows. We write down the i-signature of µ′ but now
cancel +− rather than −+. In this way we get crystal operators e˜∗i , f˜ ∗i . By [Lo4, Lemma
4.2], T (f˜ ∗i µ
′) is a direct summand of FiT (µ
′). We conclude that, for singular λ, we have
HomO(L(λ), T (µ)) = 0 unless e˜
∗
iµ = 0 for all i. In this case, we say that µ is cosingular. So
we need to show that HomO(L(λ), T (µ)) = 0 when λ 6= ∅ is singular, and µ is cosingular.
Step 2. For λ with e˜iλ = 0 we can define its reflection σiλ by σiλ := f˜
k
i λ, where k is
minimal with f˜k+1i λ = 0. Similarly, for µ with e˜
∗
iµ = 0, we can define σ˜
∗
i µ. When λ is
singular, and w is in the Weyl group of gc (such that |wλ| 6 N), then wλ is well-defined,
in particular, is independent of the choice of a reduced expression for w. Similarly, w∗µ is
well-defined for a cosingular µ. A key observation for us is that, if e˜iλ = 0, e˜
∗
iµ = 0, then
dimHomO(L(λ), T (µ)) = dimHomO(L(σiλ), T (σ
∗
i µ)). It follows that for a singular λ and a
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cosingular µ we have
(5.1) dimHomO(L(λ), T (µ)) = dimHomO(L(wλ), T (w
∗µ)).
Step 3. If we are in situation (iii), then actually λ 6 µ for any singular λ and any cosingular
µ, this can be deduced from Examples 3.5,3.6. So we are done by Step 1. In case (ii), there
is w such that wλ 6 wµ. So we are done by (5.1). It is here that we use that N is large
enough. 
5.6. Multiplicities. Conjecture 5.1 allows to compute the multiplicities in Oκ,s(n) because
the multiplicities in Opκ are known, they are given by (the values at q = 1 of) suitable
parabolic Kazhdan-Lusztig polynomials.
There is an alternative way to present this result. Namely, in [U], Uglov defined a Uv(sˆle)-
action on Fκ,s(v), where Uv(sˆle) is the quantum group over C(v). He introduced a C[v−1]-
lattice in Fκ,s(v) and a bar-involution Fκ,s(v). Using these data, one can define a so called
dual canonical basis, bs(λ) ∈ Fκ,s[v−1] indexed by λ ∈ Pℓ. As was checked in [VV, Section
A4], the specialization of bs(λ) to v = 1 coincides [Lκ,s(λ)] ∈ KC0 (Oκ,s). This was conjectured
by Rouquier in [R2, Section 6].
5.7. Complements. Above in this section we were dealing with the case when κ = −1
e
,
s0, . . . , sℓ−1 ∈ Z. Let us explain how to describe the category Oκ,s(n) in general. We can
assume that there is a single equivalence class in {0, 1, . . . , ℓ− 1} with respect to ∼κ,s. We
can always reduce to this case using Proposition 3.2.
Let us consider the case when κ is irrational. In this case the category Oκ,s(n) is equivalent
to the sum of suitable blocks in a suitable parabolic categoryO for glm (for somem). This was
checked in [GL, Section 6] under the faithfulness restrictions on the parameters s0, . . . , sℓ−1.
These restrictions can be removed by considering extended quotients, similarly to 2.5.7.
Now consider the case when κ is rational. Using the equivalence relating positive and
negative κ, we can assume that κ = − r
e
, where r > 0 is coprime to e. The condition that
{0, 1, . . . , ℓ− 1} is a single conjugacy class means that rsi ∈ Z (up to a common shift of the
si’s, as usual). We are going to prove the following result.
Proposition 5.7. The category Oκ,s(n) is equivalent to the category O−1/e,s′(n) for a suitable
collection s′ ∈ Zℓ. The equivalence sends ∆κ,s(λ) to ∆−1/e,s′(σλ), where σ ∈ Sℓ and σλ is
the ℓ-partition obtained from λ by permuting λ(0), . . . , λ(ℓ−1) according to σ.
Since the proof has not appeared elsewhere, we are going to provide it here in full.
We start with a lemma that was proved in [Lo5] (the proof is an elementary combinatorics).
Lemma 5.8. Let c = (κ, s) be a parameter with κ = − r
e
, s ∈ (1
r
Z)ℓ. Then, for M ≫ 0 and
integers 0 < m0 < . . . < mℓ−1 ≪ M , the orders on the boxes coincide and hence the orders
c,c′ are equivalent, where c′ := (Mκ, s0 +m0/κ, s1 +m1/κ, . . . , sℓ−1 +mℓ−1/κ).
Next, we have the following result.
Lemma 5.9. Let c be a parameter given by (κ, s). Suppose that c is spherical. Then, for
any σ ∈ Sℓ, there is an equivalence Oc ∼−→ Oσ.c that maps ∆c(λ) to ∆σ.c(σλ), and preserves
the supports.
This lemma was proved in [GL, 4.1.4]. Here σ.c denotes the parameter obtained from c
by permuting the si’s according to σ.
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Proof of Proposition 5.7. We will produce c′ = (−1/e, s′) in several steps.
Lemma 5.8 and (1) of Lemma 5.9 allow us to pass from a parameter c to a Zariski
generic (and, in particular, spherical) parameter c1 (since the spherical parameters are known
explicitly, [DG], one can write c1 explicitly as well). Fix an integer r with 0 6 r < e. In each
of the ℓ diagrams we have precisely one diagonal of boxes with shifted content (s1i + x − y,
for the box (x, y, i)) congruent r modulo e and lying in [r, e+ r−1). Let (i0, . . . , iℓ−1) be the
indexes of the diagrams such that the diagonals are in the increasing order (with respect to
the preorder on boxes from 3.1.2), note that the ordering of indexes is independent of the
choice of r. Let σ ∈ Sℓ be defined by σ−1(j) = ij . So the analogously defined sequence of
indexes for the parameter c2 := σ.c1 is (0, 1, . . . , ℓ− 1). We get an equivalence Oc1 ∼−→ Oc2
by using (2) of Lemma 5.9. Set c3 := (κ2, s30, . . . , s
3
ℓ−1), where s
3 is such that all differences
s3i − s3j are integral and the order on the diagonals is the same as before, it is clear that such
s3 exists. So c2, c3 are equivalent and we get a highest weight equivalence Oc2 ∼−→ Oc3 by (1)
of Lemma 5.9. Now set c′ := (−1
e
, s30, . . . , s
3
ℓ−1). 
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