Abstract. The main result proved here is a new criterion for a ring to be a Sylvester domain, and so to have a universal skew field of fractions inverting all full matrices: An Hermite ring is a Sylvester domain if and only if any product of full matrices (when defined) is full. This is also shown to hold if (and only if) the set of all full matrices is lower multiplicative.
Introduction
It is well known that the conditions for a ring to be embeddable in a skew field are quite complicated; only in the commutative case is there a simple answer: a commutative ring is embeddable in a field if and only if the ring is an integral domain. For general rings precise conditions for embeddability were only found in 1971 [2] , [5] and it was also shown that these conditions could not be stated as a finite set of elementary sentences [3] , [5] . For special classes such as semifirs or Sylvester domains the embedding is always possible, in fact the Sylvester domains form the precise class of rings possessing a universal skew field of fractions inverting all full matrices, briefly, a fully inverting universal skew field of fractions.
Our object in this note is to prove that an Hermite ring is a Sylvester domain (and thus has a fully inverting universal skew field of fractions) if and only if the product of any two full matrices of the same order is again full. As a consequence all Hermite rings satisfying this condition have a fully inverting universal skew field of fractions. We also obtain another condition for a ring to be a Sylvester domain: the set of all full matrices must be lower multiplicative.
After a brief discussion of the different kinds of projective module types in §2, we recall the definition of Hermite rings in §3 and describe some of their properties, while the main theorem and its consequences occupy §4.
I am indebted to the referee for his comments, which led to a clarification of the argument.
The projective module type
In general ring theory it is often convenient to impose certain conditions on the projective modules, either to exclude pathological cases or to ensure better behaviour. Throughout we shall assume that our rings are associative, with a unitelement which is inherited by subrings, preserved by homomorphisms and acts as identity operator on modules. Usually we also assume that our ring is non-zero, i.e. 1 = 0. For any matrix A we define the inner rank as follows; of the different ways of writing A as a product, A = P Q, we choose one in which the number of rows of Q is smallest. This number is called the inner rank, written ρ(A). In particular, for any non-zero element a the inner rank is 1; the inner rank of 0 is 0, since 0 can be written as the product of two empty matrices: a 1 × 0 matrix times a 0 × 1 matrix.
For non-zero rings we have the following successively more restrictive conditions on the projective (and in particular the free) modules:
1 
Hermite if for all m, n, and any R-module K, R n ∼ = R m ⊕ K implies that n ≥ m and K is free of rank n − m; 5. R has cancellation of projectives if R = 0 and for any finitely generated projective R-modules
R is projective-free if every finitely generated projective R-module is free, of unique rank; 7. R is a Sylvester domain if it is non-zero and for any matrix product equal to zero: AB = 0, where B has r rows, we have ρ(A) + ρ(B) ≤ r; 8. R is a semifir if every finitely generated right ideal of R is free, of unique rank. More generally, R is an n-fir if every right ideal on at most n generators if free, of unique rank. It is easily verified that each of these conditions is left-right symmetric and entails the previous ones (cf. [5] , 0.4, for a discussion of 1-4 and 6); moreover, all these classes are distinct (cf. [1] for 1-3). Rings beyond class 1 are usually considered part of the pathology of rings, while the rings in classes 7 and 8 are always embeddable in skew fields, in fact they have a fully inverting universal skew field of fractions. We shall be concerned here with classes 4 and 7.
We remark that by applying Proposition 0.2.3, p. 8 of [5] to Lemma 5.7.5, p. 246 of [6] we see that coproducts of weakly finite rings over a field are again weakly finite. The same is true of IBN and UGN.
Hermite rings
Let R be any ring; a projective R-module P is said to be stably free if P ⊕ R r ∼ = R m , for some r, m. Such P has an m-element generating set and is also called stably m-free. If every stably m-free module over R is free of unique rank, for all m ≤ n, R is said to be n-Hermite. If R is n-Hermite, for all n, then every stably free module is free, of unique rank, in other words, R is Hermite. More precisely, if H n denotes the class of all n-Hermite rings and H denotes the class of all Hermite rings, then
That the inclusions are strict follows from Proposition 3.2 below.
It will be helpful to have a reformulation in terms of matrices. Let R be a ring and A an m×n matrix over R; then A is called completable in R if either m = n and A is invertible or m < n and for some (n − m) × n matrix B, (A, B) T is invertible (where, as usual, the superscript T denotes the transpose) or m > n and for some m×(m−n) matrix C, (A, C) is invertible. Now it can be shown that R is n-Hermite if and only if, for any r, m ≤ n, every r × m matrix over R with a right inverse satisfies r ≤ m and is completable (cf. [5] , Theorem 0.4.1). This formulation in terms of matrices can still be weakened, as follows. A row a = (a 1 , . . . , a n ) over any ring R is called unimodular if there is a column b = (b 1 , . . . , b n ) T such that ab = 1. The row is completable if it is so as a 1 × n matrix, i.e. if it is the first row of an invertible matrix. Now we have In order to show that the inclusions in (1) are strict, we shall for each n construct an n-fir, hence an n-Hermite ring which is not (n+1)-Hermite. The usual argument (cf. [4] , p. 344, or [5] , p. 328) then shows that the class of Hermite rings, which clearly is definable by elementary sentences, cannot be defined by a finite set of sentences.
Proposition 3.2.
Let R be the k-algebra (over a commutative field k) generated by 2n + 2 elements a i , b i (i = 0, 1, . . . , n) with defining relation a i b i = 1. Then R is an n-fir, hence also n-Hermite, but not an (n + 1)-Hermite ring.
Proof. Clearly R is not (n + 1)-Hermite, since a = (a 0 , a 1 , . . . , a n ) is a unimodular row that is not completable. Moreover, by regarding R as a matrix reduction of the k-algebra generated by a, b with defining relation ab = 1 (cf. [6] , 1.7) and applying Theorem 2.11.2, p. 148 of [5] , we see that R is an n-fir (strictly speaking, the matrix reduction produces square matrices, but the result still applies to rectangular matrices, as long as all products are defined, see the remarks after Theorem 2.11.2, p. 148f. of [5] ).
Embeddings in skew fields
In order to study the conditions for embeddability in a skew field we shall need to refine the notion of inner rank as follows. Let A be any matrix over a non-zero ring R and denote by A ⊕ I r the diagonal sum of A and the r × r unit matrix. Any factorization of A can also be used as a factorization of A ⊕ I r and we thus obtain the inequality
Hence we find that
If this sequence has a limit, we denote it by ρ * (A) and call it the stable rank of A. We remark that the stable rank exists in any ring with UGN, for then the decreasing series of integers (2) is bounded below by 0 and so it has a limit. Conversely, when the stable rank exists for some matrix A, then the ring has UGN. For suppose that ρ * (A) = r; then for some n and all s ≥ n, ρ(A ⊕ I s ) = r + s. It follows that for s ≥ n and any
(I t ). This shows that ρ(I t ) ≥ t, which proves that R has UGN.
From the definition it is clear that ρ(A) ≥ ρ * (A); a matrix will be called full if it is square, say n × n and its inner rank is n. If the stable rank is n, the matrix is called stably full; thus every stably full matrix is full. Hermite rings have the interesting property that the converse holds; more precisely we have
Theorem 4.1. A non-zero ring R is Hermite if and only if the stable rank exists and equals the inner rank.
For a proof we refer to [7] or Proposition 5.6.2, p. 262 of [5] . There it is also assumed that R has UGN, but this follows from the existence of the stable rank.
We shall find that an Hermite ring is a Sylvester domain provided that it satisfies the following condition:
F. The product of full matrices of the same order is full. In any Hermite ring satisfying condition F the diagonal sum of any two full matrices is necessarily full; for given full matrices A and B, not necessarily of the same size, we can form A ⊕ I with the block I the size of B and I ⊕ B with the block I the size of A; these matrices are again full, by Theorem 4.1, hence so is their product A ⊕ B. Proof. Let R be a ring satisfying the hypotheses of Theorem 4.2 and let A be an m × r and B an r × n matrix such that AB = 0. Further denote the inner ranks of A and B by m and n respectively. The earlier remark shows that the set of full matrices over R is closed under diagonal sums, so we can apply Theorem 5.4.9 of [5] and conclude that the inner rank of any matrix over R is the maximum of the orders of its full submatrices. Clearly we have m , n ≤ r; let us keep only m rows of A including a full m × m submatrix; calling the matrix consisting of these rows A 1 , we choose an (r − m ) × r matrix A 2 such that (A 1 , A 2 ) T is full. Clearly this is always possible. Similarly we can find n columns of B including a full submatrix and calling these columns B 1 , we can find an r × (r − n ) matrix B 2 such that (B 1 , B 2 ) is full. Hence their product is a full matrix with an m × n block of zeros; by Proposition 3.2.3 of [5] , we have m + n ≤ r and it follows that R is a Sylvester domain. Conversely it is clear that any Sylvester domain satisfies condition F.
As an immediate consequence of Theorem 4.2 we have A natural question at this point is to ask what happens if we merely know that the diagonal sum of full matrices is full. We shall still need to know in addition that for full matrices A and B, the matrix
is full, for any matrix C of appropriate size. A set of matrices is said to be lower multiplicative if it contains 1 and with any matrices A, B also the matrix (3), for any appropriate matrix C.
Suppose now that the set Φ of all full matrices is lower multiplicative. Clearly Φ is then closed under diagonal sums. Now 1 is full, as a 1 × 1 matrix, hence for any full matrix A the diagonal sum A ⊕ I is again full, so all full matrices are stably full. In particular I is always full, so UGN holds for R. Further, the product of full matrices is again full, as the following series of elementary transformations shows:
To show that R is an Hermite ring, we observe that since Φ is closed under products and diagonal sums, the inner rank of a matrix is the maximum of the orders of its full submatrices, by Theorem 5.4.9 of [5] . Let A be a matrix of rank r; by elementary transformations we can ensure that the r × r submatrix in the top left-hand corner, A 1 say, is full. We have to show that the diagonal sum of A with I = I s has rank r+s; this follows because we have the following series of elementary transformations leading to a matrix with a full submatrix of size r + s:
This shows that the stable rank of A equals its rank, hence R is an Hermite ring, by Theorem 4.1. We can now invoke Theorem 4.2 to conclude that R is a Sylvester domain and so obtain a result which improves Proposition 7.5.7 (i) of [5] (which assumed also that R Φ = 0): 
