Abstract. We establish a semiclassical trace formula in a general framework of microhyperbolic hermitian systems of h-pseudodifferential operators, and apply it to the study of the spectral shift function associated to a pair of selfadjoint Schrödinger operators with matrix-valued potentials. We give Weyl type semiclassical asymptotics with sharp remainder estimate for the spectral shift function, and, under the existence of a scalar escape function, a full asymptotic expansion in the strong sense for its derivative. A time-independent approach enables us to treat certain potentials with energy-level crossings.
Introduction
In this paper, we study the spectral shift function (SSF for short) for Schrödinger operators with matrix-valued potentials. Such operators appear in molecular physics in the BornOppenheimer approximation. The justification of this approximation and a classification of matrix Schrödinger operators can be found in [5, 10, 15, 17] .
More precisely, we are concerned with the SSF for the pair of operators (P 1 , P 0 ) with (1.1)
where h ∈ (0, 1] is a small positive parameter, I N is the identity N × N matrix, V ∞ is an N × N constant hermitian matrix and V (x) is a smooth hermitian matrix-valued potential which tends rapidly enough to V ∞ at infinity. The SSF associated to (P 1 , P 0 ) denoted s h is defined as distribution (modulo a constant) by the Lifshits-Krein formula (1.2) s ′ h , f = −tr f (P 1 ) − f (P 0 ) , ∀f ∈ C ∞ 0 (R; R). The SSF is related with the eigenvalue counting function below the level inf σ(P 0 ) and with the scattering determinant above this level (Birman-Krein formula, see [36] ). Here σ(P 0 ) stands for the spectrum of P 0 .
The concept of the SSF was introduced in the middle of the previous century by I. M. Lifshits in his investigations in the solid state theory (see [22, 23] ) and then developed by M. Krein (see [20, 21, 19] ) into a mathematical theory. The work of Krein on the SSF has been described in details in the survey [3] . One can also find detailed account concerning mathematical and historical aspects of the SSF in [2] .
In the scalar case N = 1, a lot of works have been devoted to the study of the SSF in different asymptotic regimes (see [28] and the references therein). In particular, a Weyl-type asymptotics of the SSF with a sharp remainder estimate and a complete asymptotic expansion of the derivative of the SSF were studied in high energy regime ( [29] ) and in the semiclassical regime ( [30] , [31] ).
The proofs of these works reduce to the study of (1.3) tr f (P 1 )F
where θ is a smooth function of the time t with compact support and F
−1
h is the semiclassical Fourier inverse transform defined by (2.2) . The method in [30] consists in writing (1.3) as the semiclassical Fourier inverse transform of θ(t) tr f (P 1 )e −itP 1 /h − f (P 0 )e −itP 0 /h , and constructing (modulo O(h ∞ )) the Schwartz' kernel of the evolution operator f (P 1 )e −itP 1 /h . This construction by means of Fourier integral operators is now standard and well known for scalar-valued operators P 1 (see [12, 14] for problems concerning the asymptotic distribution of eigenvalues, and [28, 29, 30] for the SSF). For matrix-valued operators this explicit construction is very complicated (or impossible). To avoid this problem, and to study the counting function of eigenvalues of P 1 , V. Ivrii [14] observed that a rough construction by using the successive approximation method of f (P 1 )e −itP 1 /h for |t| < h 1−δ (with 0 < δ ≤ 1) suffices to get a full asymptotic expansion in powers of h of tr (f (P 1 )F −1 h θ(τ − P 1 )). This beautiful observation is used by the second author and J. Sjöstrand [7] to develop a time-independent approach to get asymptotics of tr (f (P 1 )F −1 h θ(τ − P 1 )) for matrix-valued operator P 1 . The novelty in this approach consists in expressing (1.3) in terms of the resolvent instead of evolution operator, and studying the (almost) analyticity of its trace near the real axis. This method is used in [8] to study the SSF for scalar non semi-bounded operators such as Stark Hamiltonian. The aim of this paper is to develop and apply this stationary approach to the study of the SSF for matrix-valued operators.
In the first part of this work, we consider a general system of h-pseudodifferential operator H w = H w (x, hD x ). For a fixed energy τ 0 such that τ 0 − H(x, ξ) is uniformly microhyperbolic in some direction T (see Definition 2.1), we show that the trace of the operator χ w f (H w )F −1 h θ(τ −H w ) is negligible (= O(h ∞ )) provided that θ is supported in h 1−δ ≤ |t| ≤ κ (for arbitrary positive h-independent κ), see Theorem 2.2. Here χ ∈ C ∞ 0 (R 2n ; R) and f is supported in a small neighborhood of τ 0 . Moreover, under the existence of an escape function associate to H(x, ξ) at τ 0 (see (2.15)), we can take κ = h −ν for arbitrary ν > 0 (see Remark 3.1 and section 4.4). On the other hand, we give a complete asymptotic expansion in powers of h of tr(χ w f (H w )F −1 h θ(τ − H w )) provided that θ is supported in a small h-independent neighborhood of 0 and τ 0 − H(x, ξ) is microhyperbolic at every point (x, ξ) ∈ suppχ, see Theorem 2.4. This is a consequence from the fact that the above trace depends, modulo O(h ∞ ), only on the symbol τ 0 − H(x, ξ) on the support of χ as long as the support of θ is small enough near 0 (Theorem 2.3), and the fact that a symbol τ 0 − H microhyperbolic near a point can be extended to a uniformly microhyperbolic symbol in the whole phase space (Theorem A.3).
To our best knowledge, there are only few works treating the semiclassical asymptotics of the SSF for matrix valued operators (see [4, 18] and the references therein). The asymptotics of the SSF for the semi-classical Dirac operator has been studied in [4] . In this case, the classical corresponding Hamiltonian has uniformly distinct eigenvalues, and then the study of the SSF can be reduced to the scalar case by diagonalization. The relation between the spectral shift function and the resonances for Dirac operator with analytic potential has been examined in [18] . In the second part of this paper, we consider the SSF associated to the pair of Schrödinger operators with matrix-valued potentials defined in (1.1), without any condition on the multiplicities of its eigenvalues. First, using Theorem 2.4, we show that (1.3) has a full asymptotic expansion in h when the support of θ is close enough to the origin (Theorem 2.6). This result with a Tauberian argument give the Weyl-type asymptotic formula for the SSF with a sharp remainder estimate (Theorem 2.7). Finally we give a pointwise full asymptotic expansion of the derivative of the SSF near energies τ where there exists a scalar escape function associated to the classical Hamiltonian ξ 2 I N + V (x) (Theorem 2.8). This last theorem is a generalization to the matrix case of the result of [30] at non-trapping energies.
The paper is organised as follows. In section 2, we state our main results and we give an outline of the proofs. The proofs of these results will be given in Sections 3 and 4 respectively. Finally, the appendix A contains some technical lemmas related to the notion of microhyperbolicity used in our proofs.
Notations : For ξ = (ξ 1 , ..., ξ n ) ∈ R n , we use the usual notation ξ := (1 + ξ 2 ) 1/2 , where
stands for the difference a 1 − a 0 . The scalar products in R n and C N will be denoted , and ( , ) respectively. We introduce the following standard asymptotic notations that we shall use through the paper. Given a function f h depending on a small parameter h ∈ (0, 1], the relation
Statement of the results
Let H N be the space of hermitian N × N matrices endowed with the norm · N ×N , where for A ∈ H N , A N ×N := sup {w∈R N ; |w|<1} |Aw|.
Throughout this work we will use the notations of [7] for symbols and h-pseudodifferential operators (see also [14] ). In particular, S 0 (R 2n ; H N ) is the class of symbols
We use the standard Weyl quantization of symbols. More precisely, if H ∈ S 0 (R 2n ; H N ) then H w (x, hD x ) is the operator defined by
We will occasionally use the shorthand notations Op w h (H) = H w = H w (x, hD x ) when there is no ambiguity.
We recall the following notion of microhyperbolicity which will play an important role in this paper. Definition 2.1 (Microhyperbolicity). Let H ∈ C ∞ (R 2n ; H N ). We say that H(x, ξ) is microhyperbolic at (x 0 , ξ 0 ) in the direction T ∈ R 2n , if there are constants C 0 , C 1 , C 2 > 0 such that
and all w ∈ C N . Here ∇ x,ξ H(x, ξ) = (∂ x H(x, ξ), ∂ ξ H(x, ξ)). If for some constants C 0 , C 1 > 0 the above estimate holds for all (x, ξ) ∈ R 2n , we say that H(x, ξ) is uniformly microhyperbolic on R 2n in the direction T . In the case where H(x, ξ) depends also on an additional parameter, we say that H is uniformly microhyperbolic in the direction T if (2.1) is satisfied with C 0 , C 1 > 0 independent of this parameter.
2.1.
Trace formula for systems of h-pseudodifferential operators. Let
where ε > 0 is a positive constant possibly depending on h and
the semiclassical Fourier inverse operator.
Let A, H ∈ S 0 (R 2n ; H N ), and χ ∈ C ∞ 0 (R 2n ; R). We assume that A w (i + H w ) −k is of trace class for some k ∈ N. Writing A w f (H w ) = A w (i + H w ) −k (i + H w ) k f (H w ) and using the fact that (i+ H w ) k f (H w ) is bounded by the spectral theorem we deduce that A w f (H w ) is of trace class for all f ∈ C ∞ 0 (R; R). We recall that χ w is of trace class (with norm trace O(h −n ), see [7, Theorem 9.4 
]).
Fix τ 0 ∈ R. We denote by O τ 0 the set of open intervals centered at τ 0 , i.e.,
Theorem 2.2. Suppose that there exists T ∈ R 2n such that τ 0 − H(x, ξ) is uniformly microhyperbolic with respect to (x, ξ) ∈ R 2n in the direction T . If 0 / ∈ supp θ, then there exists
Then there exists ε > 0 small and independent of h such that we have, uniformly for τ ∈ R,
The following result is a simple consequence of the above theorems.
Theorem 2.4. Suppose that τ 0 − H(x, ξ) is microhyperbolic at every point (x, ξ) in supp χ. If θ equals 1 near t = 0, then there exist I ∈ O τ 0 and ε > 0 small and independent of h such that for f ∈ C ∞ 0 (I; R), the following full asymptotic expansion in powers of h holds uniformly for τ ∈ R:
Remark 2.2. The coefficients τ → γ j (τ ) are smooth, independent of f and θ and can be computed explicitly (see formula (3.25)).
2.2.
Application to Schrödinger operators with matrix-valued potentials. In this section we apply the above trace formula to study the spectral properties of multi-channel semiclassical Schrödinger operators of the form (2.6)
where I N is the N ×N identity matrix and V (x) is a smooth hermitian matrix-valued potential, i.e.,
We assume that the matrix V has a limit V ∞ at infinity and
After a linear transformation, we may assume that
The operator P 0 (h) with domain H 2 (R n ; C N ) is self-adjoint. Its spectrum is [e 1,∞ , +∞[. Since V − V ∞ is ∆-compact, the operator P 1 (h) admits a unique self-adjoint realization in L 2 (R n ; C N ) with domain H 2 (R n ; C N ). Moreover the essential spectra of P 1 (h) and P 0 (h) are the same. The operator P 1 (h) may have discrete eigenvalues in (−∞, e 1,∞ ) and embedded ones in the interval [e 1,∞ , e N,∞ ] contained in the continuous spectrum.
The spectral shift function s h (τ ) associated to (P 1 (h), P 0 (h)) is defined as a real-valued function on R satisfying the Lifshits-Krein formula
The function s h (τ ) is fixed up to an additive constant by the formula (2.8), and we normalize it so that s h (τ ) = 0 for τ < inf(σ(P 1 (h)).
We denote by p 1 (x, ξ) := ξ 2 I N + V (x) and p 0 (x, ξ) := ξ 2 I N + V ∞ , (x, ξ) ∈ R 2n , the classical Hamiltonians associated with the operators P 1 (h) and P 0 (h), respectively. Let e 1 (x) ≤ e 2 (x) ≤ ... ≤ e N (x) be the eigenvalues of V (x) arranged in increasing order. Theorem 2.5. Assume (2.7) and let f ∈ C ∞ 0 (R; R). There exists a sequence of real numbers (c 2j (f )) j∈N such that
where ω n is the volume of the unit sphere S n−1 .
For τ 0 ∈ R, set
The following theorem is a consequence of Theorem 2.4. Theorem 2.6 (Weak asymptotics). Let τ 0 ∈ {e 1,∞ , e 2,∞ , · · · , e N,∞ }. Assume (2.7) and τ 0 − p 1 (x, ξ) is microhyperbolic at every point (x, ξ) ∈ Σ τ 0 . Then, if θ is equal to 1 near the origin, there exist I ∈ O τ 0 and ε small enough and independent of h such that for f ∈ C ∞ 0 (I; R), the following asymptotic formula holds uniformly for τ ∈ R:
as h ց 0.
The coefficients γ 2j (τ ) are smooth functions of τ , independent of f and θ. In particular,
where τ + := max (τ, 0).
Remark 2.3. According to Definition 2.1, the assumption that τ 0 − p 1 (x, ξ) is microhyperbolic at every point (x, ξ) ∈ Σ τ 0 is equivalent to the following condition: For x 0 with e j (x 0 ) = τ 0 , j = 1, ..., N , there exists T 1 ∈ R n and C > 0 such that
In particular, if e j (x 0 ) is a simple eigenvalue of V (x 0 ), this is equivalent to ∇e j (x 0 ) = 0.
As a consequence of Theorem 2.6, we get a sharp remainder estimate for the spectral shift function corresponding to the pair (P 1 (h), P 0 (h)).
Theorem 2.7 (Weyl-type asymptotics). Assume that (2.7) holds with
uniformly for τ ∈ I, with (2.14)
As indicated in the introduction, in the scalar case a complete asymptotic expansion in powers of h of the derivative of the SSF has been obtained under a non-trapping condition on the classical trajectories corresponding to the energy surface Σ τ 0 (see [30] ). In the present matrix-valued case, the treatment is much more complicated. In fact, since the eigenvalues are not enough regular, the usual definition of the Hamilton flow for a matrix-valued Hamiltonian function does not make sense (see [16] ). For this reason, we use here the notion of escape function.
More precisely, we suppose that there exists a scalar escape function G ∈ C ∞ (R 2n ; R) associated to p 1 at τ 0 , i.e., (2.15)
in the sense of hermitian matrices.
In the scalar case N = 1, it is well known that the above assumption is equivalent to the non-trapping condition on the energy τ 0 . In fact, if τ 0 is non-trapping for the classical Hamiltonian p 1 , one can construct an escape function G ∈ C ∞ (R 2n ; R) satisfying (2.15) (see for instance [9] , [33] , [34] , [35] ). Conversely, if (2.15) holds then one easily sees that G is strictly increasing along the Hamiltonian flows associated to p 1 in Σ τ 0 which prevents the existence of trapped trajectories at τ 0 . We also point out that (2.15) implies that τ 0 − p 1 (x, ξ) is microhyperbolic at every point (x, ξ) ∈ Σ τ 0 in the direction of the Hamiltonian vector field
Now we can formulate the main result of this paper.
Theorem 2.8 (Strong asymptotics)
. Fix an energy τ 0 > e N,∞ . Assume that (2.7) and (2.15) are satisfied. Then, there exists I ∈ O τ 0 such that s ′ h (·) has a complete asymptotic expansion of the form
as h ց 0, uniformly for τ ∈ I, where the coefficients γ 2j (τ ) are given in Theorem 2.6.
Examples and further generalizations. First observe that, for
Thus, under the assumption (2.7), the asymptotics (2.16) holds near any large τ 0 with
Notice that our results extend to the case of potentials depending on h, i.e. V (x; h) = V 0 (x)+hV 1 (x; h). In such a case, we assume (2.7) uniformly with respect to h. In particular, as a simple example, consider the case where V 0 (x) is a diagonal matrix diag (e 1 (x), . . . , e N (x)). If each e j (x) satisfies
then (2.17) is satisfied for h small enough and (2.16) holds.
More generally, we can treat the spectral shift function associated to a pair of self-adjoint h-pseudodifferential operators (P 1 (h), P 0 (h)) provided that the SSF is well defined and the existence of a scalar escape function holds.
2.4.
Outline of the proofs. The purpose of this subsection is to provide an outline of the proofs.
As indicated in the introduction, our method is time-independent. The starting point is the functional calculus of h-pseudodifferential operators based on the Helffer-Sjöstrand formula (see [7, Ch. 8] ). By this formula, the main object to study will be the integral of the form
where L(dz) = dxdy is the Lebesgue measure on C ∼ R 2 . Here,f ∈ C ∞ 0 (C) denotes an almost analytic extension of f ∈ C ∞ 0 (R; R) (see [7, Ch. 8] and also [11] ), i.e., (2.19) 
and K, which in fact is the trace of an operator depending on the resolvent, is a complexvalued analytic function defined in a neighborhood of suppf except on the real axis, with an estimate
The right hand side of (2.18) is independent of the particular choice of the almost analytic extensionf . In particular, let ψ L (z) be a function on C defined by
Thenf ψ L is also an almost analytic extension of f , and we have
From now on, M > 0 is a constant independent of h and we put
We begin with a general remark on the integral given by the right hand side of (2.23). From (2.20) and the definition of ψ L , we deduce
which together with (2.27) yields I(τ, ε; h) ≡ I + (τ, ε; h) + I − (τ, ε; h), uniformly for 0 < ε ≤ ch −ν (where ν is a fixed constant). Here (2.26)
We recall that the notation
In particular, in the support of ψ L , we have
For θ with support only in R + , say in ]
, ℑz < 0.
This latter estimate implies in particular that (2.30)
if ε is at most of polynomial order in h and M is arbitrary.
Let θ, ε be as in Theorem 2.2 and assume that τ 0 − H(x, ξ) is uniformly microhyperbolic on R 2n in the direction T . Without any loss of generality we may assume that θ ∈ C ∞ 0 (]
According to the Helffer-Sjöstrand formula (see (3. 3), (3.4)), the left hand side of (2.3) can be written as (2.18) with
is of trace class.
As explained above, we have I − = O(h ∞ ). To deal with I + , we conjugate the operator
, is invariant with respect to the change of real t and coincides with K(z; h) thanks to the cyclicity of the trace. Now, replacing H, A by their almost analytic extensions (H andÃ), we extend this function to complex t. The extended functionK t (z; h) is defined in {z ∈ C; ℑz > C 0 ℑt} for some positive constant C 0 independent of M ,ε and h. We fix t 0 = iL/C 0 . Then we see that
The uniform microhyperbolic condition enables us to continueK t 0 (z; h) analytically to the lower half plane with ℑz > −cL for a positive contant c. In fact, the imaginary part of the Weyl symbol of z −H t 0 stays positive definite in such a region, and the sharp Gårding inequality guarantees the invertibility of the operator.
In the integral expression (2.26) of I + , we can replace, modulo O (h ∞ ), K(z; h) byK t 0 (z; h) and then the integral domain ℑz > L by ℑz < −cL by the Cauchy theorem. Thus the estimate I + = O(h ∞ ) is reduced to the same argument as for I − , and we conclude I = O(h ∞ ). This gives Theorem 2.2.
Let us now outline the proof of Theorem 2.3. By Helffer-Sjöstrand formula, the left hand side of (2.4) can be written as (2.18) with
we prove by some exponentially weighted resolvent estimates
uniformly for |ℑz| ≥ L, where C > 0 is a constant independent of h, M, ε. Combining this with (2.28), we get Theorem 2.3 provided that ε > 0 is small enough.
Theorem 2.4 is a consequence of the two previous theorems and the symbolic calculus of h-pseudodifferential operators. Assuming that χ is supported in a small neighborhood of a fixed point (x 0 , ξ 0 ) ∈ R 2n (by a partition of unity there is no loss of generality in doing so) and using the fact that changing H outside the support of χ leads to an error of order O(h ∞ ) in the trace formula tr(χ w f (H w )F −1 h θ(τ − H w )) (according to Theorem 2.3), together with Theorem A.3, we may assume that there exists I ∈ O τ 0 such that τ − H is uniformly microhyperbolic with respect to (x, ξ) ∈ R 2n and τ ∈ I.
Now, fixε = h 1−δ 0 with δ 0 ∈]0, 1/2[. Applying Theorem 2.2, we obtain
In fact we can represent the difference θ − θε as a finite sum of functionsθ ε appearing in Theorem 2.2 (with ε ∈ [ε,
The principal significance of (2.31) is that it allows one to use the standard h-pseudodifferential calculus and get the asymptotic expansion in powers of h given in Theorem 2.4 just by symbolic calculus (see [7, ) . To see this, we first recall that for |ℑz| > h δ (with δ ∈]0, 1/2[) the resolvent (z − H w ) −1 is an h-pseudodifferential operator and its corresponding symbol admits an asymptotic expansion in powers of h (see (3.21) ). Combining this with the fact
we see that the left hand side of (2.31) has a complete asymptotic expansion in powers of h, which yields Theorem 2.4.
Turn now to the main ideas in the proofs of the results of subsection 2.2 concerning our application to the SSF. Theorem 2.5 is a simple consequence of the h-pseudodifferential symbolic calculus while Theorems 2.6 and 2.7 are consequences of Theorem 2.4 and standard Tauberian arguments combined with a trick of Robert [27] respectively.
Finally, we sketch the proof of our main result which is Theorem 2.8. According to (2.8) and the Helffer-Sjöstrand formula we have
Here λ 0 < inf σ(P 1 (h)) and q ∈ N is large enough, see (4.3).
First, suppose that 0 is not contained in the support of θ.
To deal with I + (τ, ε; h), we adapt an idea from the theory of resonance. More precisely, under the existence of an escape function near τ 0 (assumption (2.15)), we prove by the analytic distortion method that K(z; h) extends analytically from the upper half plane to the lower one with ℑz > −M ζ(h) for all M > 0.
From this, we deduce two important consequences. First,
uniformly for τ near τ 0 . Second, the same argument as in the proof of Theorem 2.2 leads to
Now, we assume that θ is equal to one near zero, and let ε be small and independent of h andε = h −ν . As in the proof of (2.31), the formula (2.33) yields
By (2.8) and (2.11), the left hand side of the above equality has an asymptotic expansion in powers of h. The right hand side is written, by Taylor's formula and (2.32),
Since ν is arbitrary, this ends the proof of Theorem 2.8 by taking f = 1 near τ 0 .
Proofs of the results on the semiclassical trace formula
In this section, we prove the results concerning the semiclassical trace formula. Throughout our proofs, when it is not precised, we let C denotes a positive constant that may take different values, but is always independent of ε, h and M .
Letf be an almost analytic extension of f satisfying (2.19) and (2.20) with suppf ⊂ {z ∈ C; |ℑz| ≤ 1}. If g is real analytic in a neighborhood of the support off , then we have, by the Helffer-Sjöstrand formula (see [7, Ch. 8] ),
Let λ 0 ∈ R be fixed such that λ 0 < inf(σ(H w )) and set, for ℑz = 0,
Then, using (3.1), (3.2) and (3.3) with g(z)
Let L and ψ L be defined by (2.24) and (2.22). We write (3.5)
Since the support of θ is included in ] Let us now turn to the study of I + (τ, ε; h). By assumption, there exists T = (T 1 , T 2 ) ∈ R 2n and I τ 0 ∈ O τ 0 such that τ − H(x, ξ) is uniformly microhyperbolic in the direction T with respect to (x, ξ) ∈ R 2n and τ ∈ I τ 0 .
For t ∈ R, we define the unitary operator
Clearly, we have
LetH,Ã be two almost analytic extensions of H and A, respectively, which are bounded together with all theirs derivatives. Put for complex t with small imaginary part
By Taylor's formula with respect to ℑt, we have
Thus, one easily sees by using the Calderón-Vaillancourt theorem (see [7, Theorem 7.11] ) that there exists a constant C 0 > 0 (depending only on the L ∞ -norms of a finite numbers of derivatives of H) such that (z −H w t ) −1 exists for |ℑz| ≥ C 0 |ℑt|. Set
Using that ∂ tÃt , ∂ tHt = O(|ℑt| ∞ ), we obtain, uniformly on {z ∈ C; |ℑz| ≥ C 0 |ℑt|},
On the other hand, since U t is unitary for t ∈ R, it follows from the cyclicity of the trace thatK t is independent of ℜt. This implies
We have, uniformly for |ℑz| ≥ C 0 |ℑt|,
Fix t 0 = iL/C 0 . By the preceding estimate, we have, uniformly for |ℑz| ≥ L,
In the expression (3.5) of I + , one sees from (2.25) and (2.29) that the restriction of the integral to the domain 0 < ℑz ≤ L is O(h ∞ ). Therefore, by (3.10), we get
Lemma 3.1. Let t 0 = iL/C 0 = iM C 0 ε ζ(h) be as above. The function z →K t 0 (z; h) extends as a holomorphic function to the zone ℑz ≥ − |t 0 | 2 . Proof. As in (3.7), Taylor's formula yields
Using the global microhyperbolicity condition, we obtain for small h
uniformly on z with ℑz > 0 and ℜz ∈ I (see (A.8)), where C, c > 0 are constants independent of h and M . Here, * stands for the usual complex adjoint of a matrix. Now we pass from the symbolic calculus level to the h-pseudodifferential calculus. The semiclassical version of the sharp Gårding inequality (see [7] Theorem 7.12 and [14, Ch.1] for the matrix case) and (3.11) imply,
for all u ∈ L 2 (R n ; C N ) and h small enough. Here we used the fact that h = o(|t 0 |). Combining (3.12) with the inequality ab ≤
which yields
for all u ∈ L 2 (R n ; C N ). We conclude that (z −H w t 0 ) −1 extends as a holomorphic function of z to the zone ℑz ≥ − |t 0 | 2 . This ends the proof of the lemma.
Letψ ∈ C ∞ (R; R) be such thatψ(s) = ψ(s) for s > 0,ψ(s) = 1 for −1/4C 0 < s < 0, and ψ(s) = 0 for s < −1/2C 0 , and defineψ L as in (2.22). Then we have
uniformly for τ ∈ R. Notice that to pass from the first equation to the second we used (2.25), and the last identity follows from the Cauchy formula for analytic functions. Now, with the same argument as for I − , we see that
−n−2 ) uniformly for τ ∈ R and ε ∈ [h 1−δ , κ[ for all κ > 0, which gives the result since M > 0 is arbitrary. This ends the proof of Theorem 2.2. To see this, we first see (3.6), since ν is fixed and M is arbitrary. Next, since supp ψ L ⊂ {z ∈ C; |ℑz| ≤ 2 M κ ζ(h))} for all ε ∈ [κ, h −ν [, it follows from the above assumption (with ℓ > 2 M κ ) and the Cauchy formula that
Then the same argument as for I − shows I + = O(h ∞ ), and hence (2.3) holds uniformly for τ ∈ R and ε ∈ [κ, h −ν [. Later, in the application to the study of the SSF, we shall show that assumption (2.15) about the existence of an escape function implies that the function z → K(z; h) (defined by (4.1)) satisfies the condition assumed on K(z; h) in this remark in an open complex neighborhood O of τ 0 (see Lemma 4.2). This will be crucial for the proof of the pointwise asymptotics (2.16).
3.2.
Proof of Theorem 2.3. Let ε > 0 be a small constant (independent of h) which will be fixed later. We have
where I(τ, ε; h) is defined by (2.23) with
. It follows from (2.25) and (2.27) that, uniformly for τ ∈ R,
Let B 0 ∈ C ∞ 0 (R 2n ) be a real-valued function in the phase space such that B 0 = 1 near supp χ and B 0 = 0 near supp (H 1 − H 0 ), and let B = αB 0 for a constant α > 0 that we will choose later. We notice that the symbol
) and every δ > 0. By the same notation we also denote the corresponding h-pseudodifferential operator, which is bounded, elliptic and has an inverse operator (e B log 1 h ) −1 with symbol in the same class. Using the h-pseudodifferential calculus (see [7, Ch. 7] ) as well as the Calderón-Vaillancourt theorem, it is clear that for some k ∈ N,
, where h(α) > 0 is some continuous function.
It follows that for |ℑz| ≥ Cαζ(h) (where C depends only on H 1 C k and B 0 C k ), the right hand side of (3.16) is invertible and we have (3.17) e
in operator norm.
On the other hand, since B = α near supp χ and that B = 0 near supp(H 1 − H 0 ), it follows from the h-pseudodifferential calculus again that we have
in operator norm and trace norm respectively. Thus
Combining this with (3.16), we deduce that for |ℑz| ≥ Cαζ(h)
We choose α = M Cε . It follows from (2.28), (3.15) and (3.18)
Next we choose ε small enough so that 1 εC > 2. This ends the proof of Theorem 2.3 since M is arbitrary. We recall that C depends only on H 1 C k and B 0 C k .
Proof of Theorem 2.4.
Without any loss of generality, we may assume that χ is supported in a small neighborhood of a fixed point (x 0 , ξ 0 ). In fact we may replace χ by a finite sum of terms χχ i with i χ i = 1 near the support of χ and χ i has its support in a small neighborhood of a fixed point (x i , ξ i ) ∈ supp χ. Then, choosing the support of χ small enough, we may assume that τ − H(x, ξ) is uniformly microhyperbolic in a fixed direction T for (x, ξ) in suppχ and for τ near τ 0 . Moreover, by modifying H outside suppχ as in Theorem A.3, we may assume that τ − H(x, ξ) is uniformly microhyperbolic in the whole phase space R 2n in the direction T thanks to Theorem 2.3.
Let θ ∈ C ∞ 0 (] − 1; 1[; R) be equal to one near 0, ε > 0 small enough independent of h and D be an integer such that 2 −D ∼ h 1−δ with δ ∈]0,
where Ψ(t) = θ ε (t) − θ ε (2t) ∈ C ∞ 0 (R). Clearly, Ψ(t) = Ψ 1 (t) + Ψ 2 (t) where Ψ 1 and Ψ 2 are equal to 0 near zero, supp Ψ 1 ⊂]0, ε[ and supp Ψ 2 ⊂] − ε, 0[. Now applying Theorem 2.2 (resp. Remark 2.1) to Ψ 1 (2 i−1 t) (resp. Ψ 2 (2 i−1 t)), i = 1, · · · D, we see that there exists I ∈ O τ 0 such that for all f ∈ C ∞ 0 (I; R), we have
uniformly for τ ∈ R. As in (2.26), we have
Now in the zone Ω δ := {z ∈ suppf ; |ℑz| ≥ h δ }, with 0 < δ < 1 2 , the resolvent (z − H w ) −1 is an h-pseudodifferential operator. More precisely, according to Proposition 8.6 in [7] , there exists a C ∞ matrix-valued function (x, ξ) → G(x, ξ, z; h) such that
uniformly on z ∈ Ω δ and
where G j (x, ξ, z) is a finite sum of terms of the form
with k < 2j + 1, B l (x, ξ, z) ∈ S 0 (R 2n ; H N ) holomorphic in z near suppf . Now by classical results on trace class h-pseudodifferential operators (see Theorem II.53 and Proposition II. 56 in [26] ), we have for all m ∈ N,
Here tr denotes the trace of square matrices. The microhyperbolicity assumption implies that there exists I ∈ O τ 0 such that the function
Now the following lemma ends the proof of Theorem 2.4.
h θε(τ −z) e j (z) is holomorphic in the complex domain {z ∈ C; ±ℑz > 0}, it follows from the Green formula that
The last equality is obtained by a change of variable. Applying Taylor's formula to the function λ → f (τ − h δ λ)γ j (τ − h δ λ) at λ = 0 and using the fact that F We follow the notations used in section 3. From the assumption (2.7), the operator
is of trace class for q > n 2 and z 0 ∈ σ(P 1 (h)) ∪ σ(P 0 (h)) which are fixed in what follows. We set
As in the proof of (3.4), formulas (2.8) and (3.2) yield, for all f, θ ∈ C ∞ 0 (R; R), .2) is O(h ∞ ).
Next, in the domain |Im z| ≥ h δ , we use the fact that (z − P k (h)) −1 are h-pseudodifferential operators, k = 0, 1 (see (3.21) and (3.22) ). This formally yields (2.9) (with q = 0) with
In particular
and (2.10) trivially follows from this formula. To see that c 2j+1 (f ) = 0, it suffices to notice that h → |2πh| n tr(f (P 1 (h)) − f (P 0 (h)) is an even function. More rigorously for q = 0, one may write K(z; h) as
and use the fact that (P k (h) − z 0 ) −q are h-pseudodifferential operators, k = 0, 1. This ends the proof of (2.9).
4.2.
Proof of Theorem 2.6. The proof of Theorem 2.6 uses (4.3) and is quite similar to that of Theorem 2.4, and we omit the details. The main difference is that Σ τ 0 = {(x, ξ) ∈ R 2n ; det(p 1 (x, ξ) − τ 0 ) = 0} is not a compact set in R 2n . In this case we have to justify that we can cover Σ τ 0 by finite open sets O 1 , O 2 , · · · , O ℓ in which we can constructp 1,k (x, ξ), and
To see this, we first notice that Σ τ 0 = Σ τ 0 ∩ {|ξ| ≤ R 0 } (R 0 being large enough), since lim |ξ|→∞ det(p 1 (x, ξ) − τ 0 ) = ∞. Next, fix R 1 large such that inf |x|>R 1 |det(V (x)−τ 0 )| > 0. This is possible since lim |x|→∞ V (x) = V ∞ and τ 0 ∈ σ(V ∞ ) by assumption. On the compact set Σ τ 0 ∩ {|x| ≤ R 1 } we can apply Theorem 2.4 without any modification. On the other hand, we see from the choice of R 1 that∇(|ξ| 2 ) = 0 for all (x, ξ) ∈ Σ τ 0 ∩ {|x| > R 1 } := Σ τ 0 ,R 1 . Thus, we can find finite open covers o 1 , o 2 , · · · o ℓ in R n ,T 1 ,T 2 , · · · ,T ℓ ∈ R n and c 1 , · · · c ℓ > 0 such that {|ξ| ≤ R 0 } ⊂ ℓ j=1 o j and for each j = 1, · · · ℓ, T j , ∇(|ξ| 2 ) ≥ c j , uniformly on ξ ∈ o j ∩ π ξ Σ τ 0 ,R 1 . Now using Theorem A.3, we constructp 1,j (x, ξ), such thatp 1,j (x, ξ) − τ 0 is uniformly microhyperbolic in the direction T j = (0,T j ) andp 1,j (x, ξ) = p 1 (x, ξ) for all (x, ξ) ∈ {|x| > R 1 } × o j . We can now proceed analogously to the proof of Theorem 2.4.
4.3.
Proof of Theorem 2.7. For the proof of Theorem 2.7, assume that τ → s(τ ; h) is monotonic (i.e., s ′ (·; h) is positive or negative in the sense of distributions). In this case Theorem 2.7 is a simple consequence of Theorem 2.6 by standard Tauberian arguments (see [7] , [14] , [26] ).
For the general case, we use a trick due to Robert [27] , which consists in writing s(τ ; h) = s 1 (τ ; h) − s 2 (τ ; h) where τ → s i (τ ; h), i = 1, 2 are monotonic. Now, it suffices to apply the above argument to each s i (τ ; h).
Notice that, Robert's trick applies to Schrödinger operators with matrix-valued potential under the assumption (2.7) with scalar matrix V ∞ .
Proof of Theorem 2.8. The proof of the following lemma is the same as that of Lemma 2.2 in [8].
Lemma 4.1. Under the assumption (2.7), we have
i.e. we have, for all f ∈ C ∞ 0 (R),
Let I ∈ O τ 0 such that (2.15) holds on Σ τ for all τ ∈ I. For M ≥ 0, we introduce the following h-dependent set (4.5)
where we recall that ζ(h) = h log( 1 h ). The idea of the proof of the following lemma is based on the theory of resonance and close to the one of Theorem 1 in [32] . Lemma 4.2. In addition to the assumptions (2.7) and (2.15), we assume that V (x) − V ∞ ∈ C ∞ 0 (R n ; H N ). For any M > 0, the function z → K(z; h) has an analytic extension from Γ 0 to Γ M . Moreover, we have, uniformly for z ∈ Γ M ,
In particular, uniformly for τ ∈ I,
Proof. The estimate (4.7) follows immediately from (4.6) and the representation of the SSF given by Lemma 4.1. Hence it is enough to prove (4.6).
Let F : R n → R n be a smooth vector field such that F = 0 in a neighbourhood of supp(V − V ∞ ) and F (x) = x for |x| large enough. For ω ∈ R small enough, we denote
and set
They are differential operators with analytic coefficients with respect to ω, and can be analytically continued to small enough complex values of ω. It follows from the analytic perturbation theory (see [16] ) that for ω 0 small enough, ω ∈] − ω 0 , ω 0 [ → P j,ω (h), j = 0, 1, extends to an analytic type A-family of operators on D(ω 0 ) := {ω ∈ C; |ω| < ω 0 } with domain H 2 (R n ; C N ).
We set, first for real ω and ℑz > 0,
Since U ω is unitary for real ω, it follows from the cyclicity of the trace that
On the other hand, for ℑz > M 0 ζ(h) for a given h-independent M 0 > 0, the function ω → K ω (z) is analytic in ω ∈ D(2cM 0 ζ(h)) with some c > 0 independent of h and M 0 . Thus, by the uniqueness theorem of analytic continuation, the identity (4.10) remains true for ℑz > M 0 ζ(h) and ω ∈ D(2cM 0 ζ(h)), i.e.,
From now on we fix M = cM 0 and set ω 1 = iM ζ(h).
Since τ 0 > e N,∞ , x · ξ is an escape function for p 1 (x, ξ) for |(x, ξ)| large enough. Thus, without any loss of generality, we may assume that G(x, ξ) = x · ξ for |(x, ξ)| large enough. ThenG(x, ξ) := G(x, ξ) − F (x) · ξ has a compact support, and in particular its quantizationG w (x, hD x ) is L 2 -bounded by the Calderón-Vaillancourt theorem and the operators e ± M ζ(h) hG w (x,hDx) are well-defined.
Let us defineP
From Lemma 4.3 below, z →K ω 1 (z; h) is analytic in Γ cM for some c > 0. Again by the cyclicity of the trace and the uniqueness of the analytic continuation, we conclude
This with the resolvent estimate (4.14) leads to
uniformly for z ∈ Γ cM , which yields (4.6) for k = 0. Next, taking the derivative of (4.12) and applying (4.14) we obtain (4.6) for k ≥ 1 (Recall that the trace of semiclassical quantization of a symbol in a suitable class is of O(h −n ), see [7, Theorem 9.4] ).
Lemma 4.3. There exists c > 0 such that for all M > 0 the operatorP j,ω 1 (h) − z is invertible for every z ∈ Γ cM . Moreover, one has, uniformly in this domain,
Proof. We have
where
By definition, ζ(h) tends to 0 as h ց 0. Combining this with the boundedness of h −1 adG w we find that the asymptotic expansion (4.15) makes sense. In particular,
Let p j,ω 1 ,p j,ω 1 be the Weyl symbols of P j,ω 1 ,P j,ω 1 respectively. We obtain from the hpseudodifferential calculus ( [7, Ch. 7] ),
and in particular, using the Taylor expansion of p j,ω 1 with respect to ω 1 ;
we obtain
Since G(x, ξ) =G(x, ξ) + F (x) · ξ satisfies the assumption (2.15), it follows from (4.17) and (4.18) that there exist C > 0 and I ∈ O τ 0 such that
Of course, the same estimate holds also for ℑ(p 0,ω 1 )(x, ξ), since (2.15) always holds for p 0 with G = x · ξ for any τ 0 > e N,∞ .
We writeP j,
Let ψ j,1 , ψ j,2 ∈ C ∞ (R 2n ; R) be such that, for I ′ ⋐ I,
2 We have used the fact G is scalar valued only to prove that [G w , Pj,ω 1 (h)] = O(h).
According to Lemma 3.2 in [32] , there exist two self-adjoint operators Ψ j,1 and Ψ j,2 with principal symbols respectively ψ j,1 and ψ j,2 such that
We denote by the same letters the operators Ψ j,i := Ψ j,i I N , i = 1, 2. On the support of ψ j,1 , we see from (4.19) that the principal symbol of −B j,ω 1 (h) is estimated from below by CM ζ(h). Then by the Gårding's inequality, we obtain, uniformly for ℑz > −
On the other hand, since A j,ω 1 (h) − ℜz is uniformly elliptic on the support of ψ j,2 and ℜz ∈ I, the symbolic calculus permits us to construct a parametrix R ∈ S 0 ( ξ −2 ) of A j,ω 1 (h) − ℜz such that, in the symbol sense,
where # stands for the Weyl composition of symbols. As a consequence, we obtain
Furthermore, by means of standard elliptic arguments, one can easily prove the following semiclassical inequality (4.23) [
Combining (4.20), (4.21), (4.22) , and (4.23) with the estimate
we deduce, for z ∈ Γ cM (with c > 0 independent of M and h) and sufficiently small h,
By the same arguments, we prove an estimate similar to (4.25) for the adjoint operator P j,ω 1 (h) * − z and we conclude thatP j,ω 1 (h) − z is invertible for every z ∈ Γ cM . Moreover (4.25) yields the resolvent estimate (4.14).
End of the proof of Theorem 2.8. Using Lemma 4.2, and applying Theorem 2.2 and Remark 3.1 to the right hand side of (4.3) we obtain the following lemma. 
uniformly for τ ∈ R and ε ∈]κ, h −ν [. Now let θ ∈ C ∞ 0 (] − 1, 1[; R) be equal to one near 0 and let f ∈ C ∞ 0 (I; R) be as in the above lemma. Suppose ε > 0 is a small enough constant independent of h andε := h −ν with ν ∈ N arbitrary large.
Repeating the same construction as in the proof of Theorem 2.4, we represent the difference θε−θ ε as a finite sum 0≤j≤N (h) ϕ ε j with ϕ ε j as in Lemma 4.4 and N (h) = O(h −ν ). Applying Lemma 4.4 to each term, we get
uniformly with respect to τ ∈ R.
Next, by a change of variable we have
Applying Taylor's formula to the function λ → (f s ′ h )(τ − h 1+ν λ) at λ = 0 and using (4.7) with k = 1, we get
1 θ(λ)dλ = θ(0) = 1. From (4.27) and (4.28) we deduce
By Theorem 2.6, the first term of the right hand side of the above equality has an asymptotic expansion in powers of h. Now, since ν is arbitrary, the asymptotic expansion (2.16) follows from (4.29) by choosing f equal to 1 near τ 0 . This ends the proof of Theorem 2.8 under the assumption V − V ∞ ∈ C ∞ 0 (R n ; H N ). Remark 4.1. Notice that, except for Lemma 4.2, all the steps of the proof of Theorem 2.8 remain valid under the assumptions (2.7) and (2.15) with µ > n. We will now show how to dispense with the assumption on the support of V in Lemma 4.2. According to Proposition 4.2 in [24] , if V satisfies (2.7), then for any κ > 0 andμ ∈]0, µ[, we can construct V κ such that V κ can be extended into a holomorphic function of r = |x| in the sector Σ(2κ) = {ℜr ≥ 1; |ℑr| < 2κℜr}, and, for any multi-index α, it satisfies
As in [24] , we fix κ = h s with s ∈]0, 1[. We denote by K κ (z; h) the right hand side of (4.1) when we replace V by V κ in P 1 (h). The operator P 1 (h) = −h 2 ∆ + V κ can be distorded analytically intoP 1 (h) = U ν P 1 (h)(U ν ) −1 (see [24] ). Now the proof of Lemma 4.2 shows that (4.6) and (4.7) hold for K κ (z; h). On the other hand, using the resolvent identity and we show that
Consequently, Lemma 4.2 remains true under the assumptions (2.7) and (2.15).
Appendix A. Microhyperbolic functions
In this section, we prove some technical lemmas on the notion of microhyperbolicity used in our proofs.
Lemma A.1. Let H ∈ C ∞ (R 2n ; H N ). The following statements are equivalents
is strictly positive in the sense of hermitian matrices, i.e. there exists C > 0 such that
Proof. Obviously (1) implies (2).
Assume that (2) is satisfied and let us prove (1) . Let w = w 1 + w 2 ∈ C N , with w 1 ∈ ker H(ρ 0 ) and w 2 ∈ ker H(ρ 0 ) ⊥ . We have :
By hypothesis, I 1 satisfies
On the other hand, we have
for ε > 0 small enough and C ′ , C ′′ > 0. Putting together (A.2), (A.3), we obtain
Combining this with (A.4), we get
which together with the fact that H(ρ 0 )w 2 = H(ρ 0 )w implies (A.1).
Lemma A.2. Let F ∈ C ∞ (R 2n ; H N −r ) and m(0) ∈ H r invertible, r ≥ 1. Assume that for ρ 0 ∈ R 2n , there exists T ∈ R 2n and C 0 > 0 such that Since ker (H(0) + M (0)) = ker (H(0)) ⊂ C N −r , it follows from lemma A.1 that H + M is microhyperbolic at ρ 0 = 0 in the direction T . Then, H + M is microhyperbolic near 0 in the direction T .
The main result of this appendix is the following.
Theorem A.3. Let H ∈ C ∞ (R 2n ; H N ). Assume that H is microhyperbolic near ρ 0 ∈ R 2n in the direction T . There existsH ∈ C ∞ (R 2n ; H N ) such thatH = H near ρ 0 andH is uniformly microhyperbolic on R 2n in the direction T . Moreover, we can chooseH bounded together with all its derivatives, i.e.H ∈ S 0 (R 2n ; H N ).
Proof. Without any loss of generality, we may assume that ρ 0 = 0. We know that there exists P such that (A. It follows from Lemma A.2 and (A.7) that H 0 is microhyperbolic at every point ρ ∈ R 2n in the direction T . Let χ ∈ C ∞ 0 (R 2n ; R) be such that χ(ρ) = 1 for |ρ| ≤ 1 and χ(ρ) = 0 for |ρ| ≥ 2. For δ > 0, set χ δ (ρ) = χ ρ δ . We define H δ (ρ) = χ ρ δ H(ρ) − H 0 (ρ) + H 0 (ρ).
We claim that for δ small enough, H δ is microhyperbolic at every point ρ ∈ R 2n in the direction T . In fact, for |ρ| ≤ δ, H δ (ρ) = H(ρ) is microhyperbolic at ρ 0 = 0 and then at every ρ ∈ R 2n with |ρ| ≤ δ. For |ρ| ≥ 2δ, H δ (ρ) = H 0 (ρ) which is microhyperbolic at every point ρ ∈ R 2n in the direction T . For δ < |ρ| < 2δ, we have
Thus, Lemma A.2 implies that H δ is microhyperbolic in the direction T for δ small enough. Consequently H δ is microhyperbolic at every point ρ ∈ R 2n in the direction T . To see that we can chooseH ∈ S 0 (R 2n ; H N ), let f ∈ C ∞ (R) such that f (t) = t for |t| < 1, |f (t)| ≥ 1 on |t| ≥ 1 and f (t) is constant at ±∞. PutH(x) = f (H δ (x)). By the functional calculus of self-adjoint operator, it is easy to check thatH satisfies the desired properties.
Proposition A.4. Let H ∈ C ∞ (R 2n ; H N ), χ ∈ C ∞ 0 (R 2n ) and τ 0 ∈ R. Assume that τ 0 − H(ρ) is microhyperbolic at every ρ ∈ suppχ. Let G(ρ, z) be an N × N matrix-valued function (not necessarily Hermitian) smooth with respect to ρ and holomorphic with respect to z in a neighborhood of τ 0 . Set, for ±ℑz > 0 respectively,
Then, for real τ near τ 0 , the limit F ± (τ ± i0) := lim εց0 F ± (τ ± iε) exists and τ → F ± (τ ± i0) is smooth near τ 0 .
Proof. We consider F + . The proof for F − is similar. Decomposing χ into a finite sum of functions χ i with small support, we may assume using Theorem A.3 that τ − H(ρ) is microhyperbolic in the direction T at every point ρ ∈ R 2n and τ near τ 0 . We may also assume that G, H ∈ S 0 (R 2n ; H N ). LetH,G andχ be three almost analytic extensions of H, G and χ respectively, which are bounded together with all their derivatives. Put H(ρ, t) :=H(ρ + itT ),G(ρ, t, z) :=G(ρ + itT, z),χ(ρ, t) :=χ(ρ + itT ), t ∈ R.
We assert that for small enough ℑz ≥ 0, t ≥ 0 with ℑz + t > 0, there exist C, c > 0 such that (A.8) ℑ((z −H(ρ, t))ω, ω) + Ct|(z −H(ρ, t))ω| 2 ≥ c(t + ℑz)|ω| 2 , ∀ω ∈ C N .
In fact ((z −H(ρ, t))ω, ω) = ((z − H(ρ))ω, ω) − it( T, ∇ ρ H(ρ) ω, ω) + O(t 2 )|ω| 1 2 (∂ ρ 1 + i∂ t ) (z −H(ρ, t)) −1G (ρ, z, t)(z −H(ρ, t)) −1χ (ρ, t) dtdρ.
Clearly the first term of the right hand side of the above equality extends to a C ∞ function up to ℑz ≥ 0. One sees that the same is true for the second term by using (A.10) and the fact that (∂ ρ 1 + i∂ t )H, (∂ ρ 1 + i∂ t )G, (∂ ρ 1 + i∂ t )χ are all of O(t ∞ ). This ends the proof.
