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Re´sume´
On e´tudie le comportement semi-classique d’hamiltoniens quantiques dont le symbole de
Weyl est invariant par un groupe de syme´tries. La re´duction quantique consiste a` restreindre le
hamiltonien aux sous-espaces de syme´trie de L2(Rn) donne´s par la de´composition de Peter-Weyl.
Les ope´rateurs restreints sont appele´s hamiltoniens quantiques re´duits.
Pour un groupe fini, on donne une formule de Gutzwiller pour le hamiltonien re´duit qui fait
intervenir la syme´trie d’orbites pe´riodiques classiques du niveau d’e´nergie e´tudie´. On l’interpre`te
dans l’espace de phase re´duit lorsque le groupe agit librement.
Pour un groupe de Lie compact, on donne une asymptotique de Weyl de la fonction de
comptage des valeurs propres du hamiltonien re´duit. On interpre`te ge´ome´triquement le premier
terme. On obtient ici aussi une formule de type Gutzwiller impliquant des orbites pe´riodiques
de l’espace de phase re´duit qui correspondent a` des orbites quasi-pe´riodiques de R2n.
Abstract
We study the semi-classical behavior of a quantum Hamiltonian whose Weyl symbol has
some symmetries coming from a compact group G. The quantum reduction is done by restricting
the operator to subspaces of L2(Rn) called symmetry subspaces, coming from the Peter-Weyl
decomposition. The restrictions are called the reduced quantum Hamiltonians.
For a finite group, we give a Gutzwiller formula for the reduced Hamiltonian, involving the
symmetry of periodic orbits of the energy shell. We interpret this formula in the classical reduced
space when G acts freely.
For a compact Lie group, we give a Weyl asymptotic formula of the eigenvalue counting
function of the reduced Hamiltonian, for which we calculate the first term. Oscillations of the
spectral density are also described by a Gutzwiller formula involving periodic orbits of the
reduced space, corresponding to quasi-periodic orbits of R2n.
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Introduction
La principale motivation de cette the`se peut s’e´noncer comme suit :
Soit H : R2d → R un hamiltonien lisse et G un sous-groupe compact du groupe orthogonal O(d)
tel que H soit G−invariant, i.e. :
∀g ∈ G, ∀x ∈ Rd, ∀ξ ∈ Rd, H(gx, gξ) = H(x, ξ).
En faisant les hypothe`ses qu’il faut sur H, on peut aborder l’e´tude spectrale de son quantifie´ de
Weyl, Ĥ, ope´rateur autoadjoint sur L2(Rd) de´fini pour u ∈ C∞0 (Rd) par :
Ĥu(x) = (2pih)−d
∫
Rdξ×Rdy
e
i
h
(x−y).ξH
(
x+ y
2
; ξ
)
u(y) dy dξ.
La question est : ”Quelles informations spectrales supple´mentaires sur Ĥ apporte l’hypothe`se
de G-invariance de H ?”
Bref aperc¸u historique Du point de vue mathe´matique, les premie`res e´tudes quantiques
des proble`mes avec syme´tries ont e´te´ effectue´es sur des varie´te´s riemanniennes compactes. C’est
le cas de l’article de A. Donnelly ([Don]), en 1978, l’ope´rateur conside´re´ e´tant le laplacien. Il
donne en particulier des asymptotiques de Weyl sur M/G lorsque le groupe compact G agit sur la
varie´te´ M (compacte riemannienne) par isome´tries. Simultane´ment, J. Bru¨ning et E. Heintze
(cf [B-H]) obtiennent un re´sultat identique pour les ope´rateurs elliptiques dans le meˆme cadre
pour un groupe de Lie compact. Dans ces deux cas, on obtient le comportement asymptotique
de la fonction de comptage des valeurs propres, et les me´thodes employe´es se fondent sur une
e´tude du noyau de la chaleur.
Cependant, de`s le de´but des anne´es 70, sans syme´tries, Ho¨rmander a de´veloppe´ la the´orie
des ope´rateurs inte´graux de Fourier (cf [Ho1]-1968 et [Ho2]-1971) qui permet d’utiliser de fac¸on
rigoureuse la me´thode BKW sur une varie´te´ compacte (voir aussi les travaux de Duistermaat-
Guillemin sur le sujet [D-G]-1975). Ainsi, c’est via cette me´thode qu’une e´tude des syme´tries
quantiques adapte´e a` Rd est effectue´e au de´but des anne´es 80 par B. Helffer et D. Robert (cf
[He-Ro 2] (1984) pour les groupes finis, et [He-Ro 3] (1986) pour les groupes de Lie compacts),
toujours dans le cadre d’asymptotiques a` haute e´nergie, pour la fonction de comptage d’un
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ope´rateur pseudo-diffe´rentiel (transversalement) elliptique sur Rd. La me´thode BKW, plus per-
formante, permet d’obtenir de meilleurs restes, et fait apparaˆıtre l’importance du flot classique.
Ces travaux sont suivis de la version semi-classique avec Z. El-Houakmi (cf [El.H] 1984 et
[El.H-He] 1991), ou` le calcul fonctionnel permet de localiser en e´nergie, et d’estimer la fonction
de comptage des valeurs propres dans une intervalle donne´, lorsque le parame`tre semi-classique
h tend vers ze´ro.
Peu apre`s, une autre se´rie d’e´tudes sur des varie´te´s compactes est accomplie par V. Guille-
min et A. Uribe, reliant des formules asymptotiques de trace aux orbites pe´riodiques sur
M/G, mais cette fois-ci en couplant le parame`tre semi-classique aux caracte`res du groupe G
(voir [G-U 1] 1987, [G-U 2] 1989, [G-U 3] 1990). Ici, l’importance du flot classique apparaˆıt
encore plus clairement dans le re´sultat, via les orbites pe´riodiques.
Enfin, D. Borthwick, T. Paul et A. Uribe ([B-P-U] 1998), puis L. Charles ([Ch1]
(2000) et [Ch2] (2004)) ont adopte´s une autre vision des choses en quantifiant directement les
hamiltoniens sur les espaces re´duits, l’espace des phases n’e´tant plus force´ment un cotangent,
mais plutoˆt une varie´te´ Ka¨elerienne. Graˆce a` la the´orie des ope´rateurs de Toeplitz, ils trouvent
ainsi des formules de Gutzwiller dans M/G lorsque G est compact, Lie, semi-simple. Ces travaux
s’inscrivent dans le cadre des e´tudes de quantification ge´ome´trique et re´duction symplectique,
initie´es par B. Kostant et J.M. Souriau au de´but des anne´es 70, et poursuivies par V. Guillemin,
S. Sternberg, E. Meinrenken et bien d’autres.
Dans cette the`se, la me´thode employe´e sera celle des e´tats cohe´rents, que l’on utilisera en
repre´sentation de Schro¨dinger.
Proble´matique Le point de vue adopte´ dans cette the`se est re´solument celui de B. Helffer et
D. Robert : l’e´tude se fait sur Rd, les syme´tries sont donne´es dans l’espace des configurations.
Elles correspondent a` des sous-groupes compacts du groupe orthogonal de Rd. Le groupe G agit
e´galement sur l’espace des phases R2d via :
M(g)(x, ξ) := (gx, gξ), ∀x ∈ Rd, ∀ξ ∈ Rd, ∀g ∈ G.
On n’e´tudie pas vraiment Ĥ mais sa restriction aux espaces de syme´trie de Peter-Weyl qui sont
construits ainsi : l’action de G sur l’espace des configurations Rd et l’espace des phases R2d se
transmet a` l’espace quantique L2(Rd) via M˜(g) : L2(Rd)→ L2(Rd), de´finie pour g ∈ G par :
M˜(g)f(x) := f(g−1x), ∀f ∈ L2(Rd), ∀x ∈ Rd.
Soit Ĝ l’ensemble des caracte`res des repre´sentations finies complexes irre´ductibles deG. Si χ ∈ Ĝ,
on de´finit :
Pχ := dχ
∫
G
χ(g)M˜ (g)dg.
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ou` dχ = χ(Id), et dg est la mesure de Haar de G (discre`te pour les groupes finis). Pχ est
un projecteur orthogonal et l’espace de syme´trie de Peter-Weyl associe´ a` χ est L2χ(R
d) :=
Pχ(L
2(Rd)). On a alors :
L2(Rd) =
⊥⊕
χ ∈ bG
L2χ(R
d).
Par exemple, pour G = {±IdRd}, il y a deux caracte`res χ+ et χ−. L2χ+(Rd) est l’ensemble des
fonctions paires de carre´ inte´grable, et L2χ−(R
d) celui des fonctions impaires. Pour G = SO(d),
on trouve des L2χ(R
d) faisant intervenir des fonctions de type radial. On peut penser L2χ(R
d)
comme un espace de fonctions de L2(Rd) ayant certaines syme´tries lie´es a` G et a` χ. Le fait
que H soit G−invariant se traduit par une relation de commutation entre Ĥ et M˜(g) pour
g ∈ G, et donc entre Ĥ et Pχ, si bien que L2χ(Rd) est stable par Ĥ ; d’ou` Ĥχ la restriction de
Ĥ a` L2χ(R
d), appele´e hamiltonien (quantique) re´duit. On montre alors que Ĥχ est un ope´rateur
autoadjoint sur l’espace de Hilbert L2χ(R
d). Notre principal objectif est d’obtenir des formules
de trace concernant les Ĥχ.
Plan de la the`se Le premier chapitre de la the`se est consacre´ a` une pre´sentation rigou-
reuse de Ĥχ et dote´ de plusieurs exemples de syme´tries pour des groupes finis et des groupes de
Lie compacts, ainsi que des hamiltoniens correspondant a` ces syme´tries. On y de´crit l’inte´reˆt de
l’e´tude de Ĥχ qui donne en particulier des informations sur la multiplicite´ des valeurs propres
de Ĥ (cf proposition 1.2.4), et sur les syme´tries que posse`dent les fonctions propres associe´es.
Enfin, on examine les relations entre la fonction de comptage des valeurs propres de Ĥ dans un
intervalle I, et celle de Ĥχ lorsque le spectre de Ĥ est discret dans I. Une e´tude analogue est
faite du point de vue de la diffusion pour la fonction de de´calage spectral.
Les deuxie`me et troisie`me chapitres s’inscrivent dans le cadre de l’analyse semi-classique : on
e´tudie les asymptotiques de diverses formules de trace lie´es a` l’ope´rateur Ĥχ lorsque le parame`tre
h (la ”constante” de Planck) tend vers ze´ro :
1. Les asymptotiques dites ”faibles” avec la trace Tr(f(Ĥχ)) (ou` f ∈ C∞0 (R)).
2. Celles de type Weyl, ou Gutzwiller pour la trace Gχ(h) := Tr(ψ(Ĥχ)f(E− bHχh )), appele´e
densite´ spectrale re´gularise´e, selon le support de fˆ ∈ C∞0 (R), ou` ψ est localise´e pre`s
de l’e´nergie E ∈ R.
Les asymptotiques de type Weyl ont pour corollaire (comme dans le cas sans syme´trie) des
asymptotiques des fonctions de comptage de valeurs propres de Ĥχ dans un intervalle. Des ef-
forts sont faits en particulier pour le calcul des premiers termes. C’est l’occasion de prouver une
conjecture e´mise par B. Helffer et D. Robert (cf [He-Ro 3]) dans le cas d’un groupe de Lie. Le
chapitre 2 traite des groupes finis, et le chapitre 3 des groupes de Lie compacts. On trouvera
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en appendices un vade mecum sur les e´tats cohe´rents tels qu’ils sont traite´s dans les travaux de
M. Combescure et D. Robert, ainsi qu’une version robuste du the´ore`me de la phase stationnaire
ge´ne´ralise´e (avec varie´te´ de points critiques et phase complexe). Ce texte montre combien l’utili-
sation d’e´tats cohe´rents va de pair avec ce dernier the´ore`me sous sa forme la plus ge´ne´rale. Enfin
on trouvera aussi en appendices la preuve d’un lemme ge´ne´ral d’inte´gration par tranches via une
submersion ainsi que celle du the´ore`me de me´canique classique dit ”du cylindre”, qui intervient
de fac¸on re´currente dans ce texte lorsque l’on parle d’orbites pe´riodiques non-de´ge´ne´re´es dans
les formules de type Gutzwiller.
Re´sultats principaux Une ide´e re´currente est pre´sente dans les divers re´sultats obtenus :
pour l’e´tude semi-classique de Ĥ sans syme´trie, le principe de correspondance dit que lorsque
l’on fait tendre le parame`tre h vers ze´ro, on doit retrouver dans les coefficients de l’asympto-
tique des formules de traces, des quantite´s provenant de la dynamique classique associe´e au
hamiltonien H sur R2d :
z˙(t) = J∇H(z(t)), ou` J =
 
0 Id
−Id 0
!
.
On dira grossie`rement que le syste`me dynamique de H sur R2d est la limite semi-classique de
celui donne´ par l’e´quation de Schro¨dinger de Ĥ sur L2(Rd) :
ih ∂tΨt = ĤΨt,
lorsque h tend vers ze´ro. Les the´ore`mes suivants montrent qu’en ce sens, la limite semi-classique
de Ĥχ sur L
2
χ(R
d) est un syste`me dynamique sur un certain espace re´duit Ωred de´fini comme
suit : Ωred = ΣE/G pour les groupes finis (ou` ΣE := {H = E} lorsque l’on e´tudie le spectre au
voisinage d’une e´nergie E), et Ωred = Ω0/G pour un groupe de Lie compact, ou` Ω0 est le niveau
ze´ro de l’application moment de G. Si G ve´rifie certaines hypothe`ses propices a` la re´duction
hamiltonienne (voir plus loin), le syste`me dynamique sur Ωred est alors celui du hamiltonien
re´duit (classique) H˜ de´fini par :
H˜(pi(z)) = H(z), si z ∈ Ω0 ou ΣE .
ou` pi : Ω0 → Ωred est la projection canonique sur l’ensemble des orbites de G. Cette ide´e, de´ja`
pre´sente chez A. Donnelly et en conjecture chez B. Helffer et D. Robert, se trouve ici confirme´e
par des formules typiquement semi-classiques du meˆme genre que la formule de Gutzwiller. En
ce sens, on peut parler de ”re´duction quantique”.
Pour les groupes finis, le but de l’asymptotique faible e´tant le calcul des coefficients de
l’asymptotique de la densite´ spectrale, on pre´cise le calcul de ceux de Tr(Opwh (a)M˜ (g)), a` g
fixe´ dans O(d), le symbole a e´tant sans syme´trie particulie`re (voir the´ore`me 2.1.1) et ve´rifiant
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des hypothe`ses de de´croissance polynoˆmiale. On applique ceci a` f(Ĥ)M˜(g) lorsque f est lisse
a` support compact. Puis, pour la densite´ spectrale re´gularise´e, on introduit l’ensemble suivant
pour g fixe´ (Φt est le flot du syste`me hamiltonien) :
LE,g := {t ∈ R : ∃z ∈ ΣE : M(g)Φt(z) = z}.
On obtient alors un re´sultat qui affine le´ge`rement celui de la the`se de Z. El Houakmi :
The´ore`me 1 On a Gχ(h) = dχ|G|
∑
g∈G
χ(g)Ig,E(h). ou` Ig,E(h) := Tr
(
ψ(Ĥ)f
(
E− bH
h
)
M˜(g)
)
.
Pour g dans G on note :
νg := dim ker(g − IdRd), Fg := ker(M(g) − IdR2d) et F˜g := ker(g − IdRd).
Alors, sous les hypothe`ses pre´ce´dentes, on a : si Suppfˆ ∩ LE,g = ∅, alors Ig,E(h) = O(h+∞).
Si Suppfˆ ∩ LE,g = {0} alors on a l’asymptotique suivante modulo O(h+∞) :
Ig,λ(h)  h1−νg
∑
k≥0
ck(fˆ , g)h
k , as h→ 0+. (1)
uniforme´ment en λ dans un petit voisinage de E, ou` les ck(fˆ , g) sont des distributions en fˆ avec
support dans {0}, et, si d(Σλ ∩ Fg) de´signe la mesure de Lebesgue sur Σλ ∩ Fg, on a :
c0(fˆ , g) = ψ(λ)fˆ(0)
(2pi)−νg
det((IdRd − g)|F˜⊥g )
∫
Σλ∩Fg
d(Σλ ∩ Fg)(z)
|∇H(z)| . (2)
Signalons que l’on peut calculer avec notre me´thode tous les termes de cette asymptotique en
utilisant l’asymptotique faible (the´ore`me 2.1.4). Par ailleurs la condition Suppfˆ ∩ LE,g = {0}
est automatiquement satisfaite lorsque fˆ est supporte´e suffisamment pre`s de ze´ro. On de´duit de
ce the´ore`me une asymptotique de la fonction de comptage des valeurs propres de Ĥχ, NI,χ(h),
dans un intervalle compact I dont les extre´mite´s sont non critiques pour H et tel que H−1(I)
soit compact (voir the´ore`me 2.2.11) :
NI,χ(h) =
d2χ
|G| (2pih)
−dVol[H−1(I)] +O(h1−d), quand h→ 0+.
Ce re´sultat e´tait de´ja` pre´sent dans la the`se de Z. El Houakmi, obtenu via une me´thode BKW.
L’e´tude de la partie oscillante de la densite´ spectrale re´gularise´e est l’asymptotique de Gχ(h)
lorsque 0 /∈ Supp(fˆ) : si g ∈ G et γ est une orbite pe´riodique de ΣE globalement stable par
M(g), on pose :
Lg,γ := {t ∈ Suppfˆ : ∃z ∈ γ : M(g)Φt(z) = z}.
Si t0 ∈ Lg,γ , z ∈ γ, alors Pγ,g,t0 de´signe l’application de Poincare´ de γ entre z et M(g−1)z au
temps t0, restreinte a` ΣE.
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The´ore`me 2 Sous les hypothe`ses pre´ce´dentes, supposons que 0 /∈ Suppfˆ ⊂]− T, T [, ou` T > 0.
On fait l’hypothe`se suivante de non-de´ge´ne´rescence : si γ ⊂ ΣE, est tel que ∃g ∈ G et ∃t0 ∈ Lg,γ,
t0 6= 0, alors 1 n’est pas une valeur propre de M(g)dPγ,g,t0 . Alors l’ensemble de tels γ est fini et
on a l’asymptotique suivante modulo O(h+∞), lorsque h→ 0+ :
Gχ(h)  dχ|G|
∑
γ orbite
pe´riodique de ΣE
∑
g ∈ G t.q.
M(g)γ = γ
χ(g)
∑
t0 ∈ Lg,γ
t0 6= 0
e
i
h
Sγ(t0)
∑
k≥0
dγ,g,t0k (fˆ) h
k.
Les dγ,g,t0k (fˆ) sont des distributions en fˆ a` support dans {t0}, Sγ(t0) :=
∫ t0
0 psq˙sds, ((qs, ps) :=
Φs(z)), et :
dγ,g,t00 (fˆ) =
T ∗γ e
ipi
2
σγ(g,t0)
2pi|det(M(g)dPγ,g,t0 − Id)|
1
2
fˆ(t0)ψ(E).
ou` T ∗γ est la pe´riode primitive de γ et σγ(g, t0) ∈ Z est un indice de Maslov de γ.
Si on omet l’hypothe`se de non-de´ge´ne´rescence, on obtient, sous des conditions assez ge´ne´rales
dites de ”flot G-propre” une asymptotique de la meˆme quantite´, pour laquelle nous donnons une
expression analytique des premiers termes, de´pendant des composantes connexes des ensembles
suivants (pour g ∈ G) (voir the´ore`me 2.2.14) :
CE,g := {(t, z) ∈]− T, T [×ΣE : M(g)Φt(z) = z} (3)
L’interpre´tation ge´ome´trique de ces termes reste a` faire, meˆme dans le cas sans syme´trie (voir
par exemple [P-U2] ou [Do]).
Corollaire Sous les hypothe`ses pre´ce´dentes, supposons de plus que g = IdRd est le seul e´le´ment
de G a` avoir des points fixes sur ΣE. Alors l’espace re´duit ΣE/G he´rite d’une structure de varie´te´
lisse telle que la dynamique de H sur ΣE passe au quotient dans Ωred := ΣE/G. Par ailleurs, si
pi de´signe la projection sur le quotient et γ est une orbite pe´riodique dans ΣE/G, si pi(γ) = γ,
alors, il existe un seul gγ dans G tel que, ∀z ∈ γ, M(gγ)ΦT ∗γ (z) = z. Si pi(γ1) = pi(γ2) alors gγ1
and gγ2 sont conjugue´s dans G, et on note χ(gγ) la quantite´ χ(gγ1) = χ(gγ2). On a alors lorsque
h→ 0+ :
Gχ(h) = dχ
∑
γ orbite
pe´riodique de ΣE/G
∑
n ∈ Z∗ t.q.
nT∗γ ∈ Suppfˆ
fˆ(nT ∗γ )χ(gnγ )e
i
h
nSγ
T ∗γ e
ipi
2
σγ,n
2pi|det((dPγ)n − Id)| 12
+O(h).
ou` Sγ :=
∫ T ∗γ
0 psq˙sds, Pγ est l’application de Poincare´ de γ dans ΣE/G, et σγ,n est un indice de
Maslov de γ.
Notons que ces the´ore`mes ont fait l’objet d’une Note aux Comptes Rendus de l’Acade´mie des
Sciences accepte´e le 10/11/2004. Ce re´sultat corrobore les recherches et donne une justification
mathe´matique des travaux des physiciens B. Lauritzen, J.M. Robbins et N.D. Whelan
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(cf [L], [L-W] et [R]) effectue´s au de´but des anne´es 1990, ce qui e´tait a` l’origine la principale
motivation de cette the`se.
Pour les groupes de Lie, on se place dans un cadre un peu moins ge´ne´ral que pour les
groupes finis, mais pour lequel on dispose de the´ore`mes de re´duction symplectique plus souples
au niveau de la me´canique classique : l’action conside´re´e e´tant line´aire, on envisage l’application
moment F = (FA1 , . . . , FAp), ou` (A1, . . . , Ap) est une base de l’alge`bre de Lie G de G, et pour
A ∈ G, FA : R2d → R est de´finie par :
FA(z) :=
1
2
< JAz, z > .
F est une inte´grale premie`re du mouvement, et son niveau ze´ro F−1({0}), note´ Ω0, est stable par
G. Une ge´ne´ralisation d’un the´ore`me de re´duction de Marsden et Weinstein implique que si U est
un ouvert de R2d, G−stable, tel que tous les stabilisateurs de Ω0∩U sont conjugue´s dans G, alors
Ω0∩U est une sous-varie´te´ de R2d, et (Ω0∩U)/G ⊂ Ωred he´rite d’une structure symplectique qui
re´alise la re´duction au niveau de la me´canique classique. On peut donc envisager le hamiltonien
re´duit H˜ lisse sur (Ω0 ∩ U)/G, et les trajectoires de H˜ sont les projections dans Ωred des
trajectoires de H dans Ω0 ∩ U . Ainsi, sur Ω0 ∩ U , les G−orbites ont toutes meˆme dimension,
note´e k, et pour des raisons techniques, on supposera que l’on a dim(Ω0 ∩ U) = 2d − k, ce qui
est ve´rifie´ au moins dans le cas du groupe G = SO(d) de`s que U ne rencontre pas ze´ro. Notons
enfin que, (Ω0 ∩ U)/G e´tant muni d’une structure symplectique, il he´rite d’une forme volume
naturelle.
En faisant ces hypothe`ses de re´duction sur un voisinage tubulaire U de Supp(a), on obtient,
lorsque a ∈ C∞0 (R2d), une asymptotique de Tr(Âχ) qui est un analogue dans Ωred de la for-
mule exacte de la trace Tr(Opwh (a)) dans R
2d (cf the´ore`me 3.2.1). On en de´duit imme´diatement
l’asymptotique de Tr(f(Ĥχ)) pour f ∈ C∞0 (R) (cf the´ore`me 3.2.2). Pour la densite´ spectrale
re´gularise´e Gχ(h), on de´finit pour E dans R :
Σ˜E := {H˜ = E} ⊂ Ωred. (4)
On pose :
Lred(E) := {t ∈ R : ∃x ∈ Σ˜E : Φ˜t(x) = x.} (5)
i.e. Lred(E) est l’ensemble des pe´riodes des orbites pe´riodiques de Σ˜E ⊂ Ωred. On obtient alors
le the´ore`me suivant :
The´ore`me 3 Si U := H−1(]E − ε,E + ε[) ve´rifie les hypothe`ses de re´duction symplectique, si
H−1([E − ε,E + ε]) est compact et sans point critique pour H|Ω0∩ΣE , si Suppfˆ ∩ Lred(E) = ∅,
alors on a : Gχ(h) = O(h+∞) quand h→ 0+. Si Suppfˆ ∩Lred(E) = {0}, alors on a une asymp-
totique comple`te de Gχ(h) en puissances de h, dont les coefficients sont des distributions en fˆ a`
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support dans {0}, avec en particulier :
Gχ(h) = (2pih)k−d+1fˆ(0)ψ(E)dχ
2pi
∫
gΣE dL eH,E
[
ρχ|H0
: 1l
]
+O(hk−d+2). (6)
ou` dL eH,E = dgΣEd eH est la ”mesure de Liouville” associe´e a` H˜ sur Ωred.
Dans ce the´ore`me,
[
ρχ|H0 : 1l
]
est un entier : c’est le nombre de fois que la repre´sentation triviale
1l est contenue dans ρχ restreinte a` H0 (quelconque stabilisateur de Ω0 ∩ U), ou` ρχ est une
repre´sentation de caracte`re χ. Notons que ce type de re´sultat avait e´te´ conjecture´ dans [He-Ro 3].
On de´duit de ce the´ore`me une asymptotique de la fonction de comptage NI,χ(h) de Ĥχ dans
un intervalle compact I = [E1, E2] lorsque H
−1([E1 − ε,E2 + ε]) est compact (ou` ε > 0) . On
suppose satisfaites les hypothe`ses de re´duction symplectique dans H−1(]E1−ε,E2 +ε[), et si E1
et E2 ne sont pas des valeurs critiques de H|Ω0∩U , on a le the´ore`me suivant (cf the´ore`me 3.3.2) :
The´ore`me 4 Sous les hypothe`ses pre´ce´dentes, on a :
NI,χ(h) = (2pih)
k−ddχV olred(H˜−1(I))
[
ρχ|H0
: 1l
]
+O(hk−d+1).
Dans ce the´ore`me, la mesure sur Σ˜E est celle issue de la forme symplectique sur (Ω0 ∩ U)/G.
C’est un re´sultat tre`s proche de celui de A. Donnelly ([Don]) pour les varie´te´s riemanniennes.
Sans restriction sur le support de fˆ , on obtient une asymptotique the´orique sous une certaine
condition de flot G−propre (voir the´ore`me 3.4.7 et de´finition 3.4.5) qui fait intervenir les
composantes connexes de l’ensemble :
CE,T = {(t, z, g) ∈]− T, T [×R2d ×G : z ∈ (Ω0 ∩ ΣE),M(g)Φt(z) = z}.
Enfin, on montre que, si l’on fait l’hypothe`se que les orbites pe´riodiques du syste`me dyna-
mique sur l’espace re´duit sont non-de´ge´ne´re´es dans Σ˜E lorsqu’elles ont une pe´riode rencontrant
Supp(fˆ), alors le flot est G−propre et on donne une asymptotique de Gχ(h) lorsque 0 /∈ Supp(fˆ).
Cette asymptotique implique une somme sur les orbites pe´riodiques de Σ˜E ⊂ Ωred (cf the´ore`me
3.3.4). Cependant, le calcul pre´cis des coefficients demandant une certaine dexte´rite´ reste ici
inacheve´, mais il est naturel de faire la conjecture suivante inspire´e des re´sultats pre´ce´dents et
de ceux de [B-P-U], ainsi que du physicien S.C. Creagh (voir [Cr]) :
Conjecture Sous les hypothe`ses du the´ore`me 3, si l’on suppose de plus que les orbites pe´riodiques
du syste`me re´duit ayant une pe´riode rencontrant Supp(fˆ) sont non-de´ge´ne´re´es, alors on a une
asymptotique comple`te de Gχ(h) en puissance de h dont les coefficients sont des distributions en
fˆ a` support dans Lred(E) ∩ Suppfˆ (avec des termes oscillants du type e
iα
h ) et dont le premier
terme est donne´ par :
Gχ(h) = ψ(E)dχ
∑
t0∈Lred(E)∩Suppfˆ
fˆ(t0)
∑
γ¯∈Pred(E,t0)
e
i
h
Sγ¯(t0) 1
2pi
e
i
h
Sγ¯(t0)T ∗¯γ e
ipi
2
σ(γ¯,t0)
|det(dPγ¯(t0)− I)| 12
Wχ,γ¯,t0 +O(h).
xxi
avec des notations analogues a` celles de la formule de Gutzwiller sans syme´tries.
Pred(E, t0) est l’ensemble des orbites pe´riodiques de Σ˜E ayant t0 pour pe´riode. Wχ,γ¯,t0 est un
terme que nous connaissons mal et qui reste a` de´terminer. Dans le cas d’une groupe fini, pour
t0 = nT
∗¯
γ , il est e´gal a` χ(g
n
γ¯ ) (voir le corollaire du the´ore`me 2).
La me´thode Au lieu d’utiliser une traditionnelle me´thode BKW avec ope´rateurs inte´graux
de Fourier, et pour e´viter les proble`mes de caustiques, on a pre´fe´re´ utiliser les travaux de M.
Combescure et D. Robert sur les e´tats cohe´rents. On suit en particulier une de´marche ana-
logue a` celle de leur article avec J. Ralston ([CRR]). Les gaussiennes e´tant radiales, les e´tats
cohe´rents ont en effet un comportement agre´able vis-a`-vis des syme´tries envisage´es dans cette
the`se qui proviennent du groupe orthogonal. Si ϕα est l’e´tat cohe´rent centre´ en α ∈ R2d, on a :
M˜(g)ϕα = ϕM(g)α.
Comme dans l’article [CRR], on aboutit alors a` des proble`mes de phase stationnaire avec phase
complexe et ensemble critique donne´ par :
CE,T = {(t, z, g) ∈]− T, T [×R2d ×G : z ∈ (Ω0 ∩ ΣE),M(g)Φt(z) = z}.
Le the´ore`me s’applique lorsque l’ensemble critique est une union finie de varie´te´s telle que le
hessien transverse de la phase soit non-de´ge´ne´re´ sur l’espace normal a` cet ensemble. On parle
alors de condition de flot G−propre. Lorsque G est un groupe de Lie, contrairement au cas
sans syme´trie (cf [CRR]), cet ensemble ne fait pas apparaˆıtre des points ”z” pe´riodiques pour le
syste`me dynamique issu de H. Les orbites de ces points sont en effet quasi-pe´riodiques, c’est a`
dire ”denses dans un tore”. Quand le tore n’est pas de dimension 1, on voit bien que ces points
ne sont pas pe´riodiques ! (voir aussi le chapitre 3.1.4) Cependant, ils correspondent a` des points
pe´riodiques de Ωred. On dit que ce sont des points pe´riodiques relatifs.
Conclusion On espe`re avoir convaincu le lecteur que la limite semi-classique du hamiltonien
quantique re´duit Ĥχ est le syste`me dynamique re´duit de H˜ sur Ωred, meˆme s’il serait certaine-
ment souhaitable de prouver la conjecture annonce´e. Par ailleurs, les hypothe`ses de re´duction
symplectique sont en de´faut lorsque 0 ∈ ΣE, et une e´tude plus pousse´e me´rite d’eˆtre faite dans
cette direction, comme cela a de´ja` e´te´ entrepris pour le terme de Weyl a` la fin de l’article
[El.H-He]. On peut aussi essayer d’e´largir l’e´tude au cas de syme´tries donne´es directement dans
l’espace des phases R2d. Un travail de quantification me´taplectique est alors ne´cessaire pour
de´finir un analogue de M˜ comme morphisme de groupe de G dans l’ensemble des ope´rateurs
unitaires de L2(Rd).
Enfin, on espe`re vivement que ce travail ouvrira la voie de l’e´tude d’une brisure de syme´trie,
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consistant a` perturber un syste`me posse´dant des syme´tries par une petite perturbation ayant
moins de syme´tries.
Chapitre 1
Ope´rateurs pseudo-diffe´rentiels et
syme´tries
1.1 Repre´sentations et espaces de syme´trie
1.1.1 Actions sur Rd, R2d et L2(Rd)
Comme souvent en mathe´matiques, les syme´tries sont de´crites par des groupes. On utilisera
donc ici le langage des repre´sentations line´aires de groupes (voir [Se], [Si], [Pi], [W]). On rappelle
qu’une repre´sentation ρ d’un groupe G sur un espace vectoriel E re´el ou complexe est la donne´e
d’un morphisme de groupe de G dans GL(E), l’ensemble des applications line´aires continues
inversibles de E dans lui-meˆme. La repre´sentation est dite ”complexe” (resp. ”re´elle”) si E
est espace vectoriel sur C (resp R). Elle est dite ”finie” si E est de dimension finie. Si E est
muni d’une structure d’espace de Hilbert, elle est dite ”unitaire” si elle est a` valeurs dans les
ope´rateurs unitaires de E. Enfin, elle est dite ”fortement continue” si pour tout x dans E,
l’application g 7→ ρ(g)(x) est continue. Le ”degre´” d’une repre´sentation est la dimension de
l’espace vectoriel sur lequel elle est de´finie.
Dans toute la suite de la the`se, G de´signe un sous-groupe compact de O(d).
De´finition 1.1.1 On associe a` G les repre´sentations suivantes :
I M repre´sentation de G sur Rd × Rd de´finie par :
M(g).(x, ξ) := (g.x, gξ), ∀(x, ξ) ∈ Rd ×Rd.
I M˜ repre´sentation de G sur L2(Rd) de´finie par :
(M˜ (g).f)(x) := f(g−1.x), ∀f ∈ L2(Rd),∀x ∈ Rd.
1
2 CHAPITRE 1. OPE´RATEURS PSEUDO-DIFFE´RENTIELS ET SYME´TRIES
Ainsi, se donnant une syme´trie sur l’espace des configurations Rd, on lui associe une syme´trie
sur l’espace des phases R2d et une autre sur l’espace quantique L2(Rd). Nous verrons au chapitre
1.2 que ces repre´sentations sont naturelles pour une correspondance entre syme´tries classiques
et syme´tries quantiques. Pour e´viter les lourdeurs d’e´criture, on notera souvent de la meˆme
manie`re, pour z dans R2d, M(g)(z) = ”g.z” ou gz (on se re´fe`rera au contexte).
Proposition 1.1.2 M˜ est une repre´sentation unitaire fortement continue de G sur L2(Rd).
Preuve de la proposition : soit g ∈ G, M˜(g) est clairement un isomorphisme sur L2(Rd) et
[M˜(g)]−1 = M˜(g−1). M˜(g) est une isome´trie car |det g| = 1 pour tout g dans G. Reste a` voir
que M˜ est fortement continue (pas force´ment continue) : par densite´ des fonctions continues a`
support compact dans L2(Rd), il suffit de ve´rifier que, si u ∈ C∞0 (Rd), alors M˜(g)u → u quand
g tend vers l’unite´ de G.∥∥∥(M˜(g) − Id)u∥∥∥2
L2(Rd)
=
∫
Rd
|u(g−1.x)− u(x)|2dx.
Soit K := {g.x : x ∈ Supp(u), g ∈ G}. On ve´rifie facilement que K est compact et si x ∈ Rd,
|u(g−1.x)− u(x)|2 ≤ 2 1lK(x) ‖u‖2∞, d’ou` le re´sultat par convergence domine´e. 
1.1.2 Sous-espaces de syme´trie
Soit ρ une repre´sentation du groupe G sur un espace vectoriel E.
• Un sous-espace vectoriel F de E est dit ”invariant” par ρ, si
∀g ∈ G, ρ(g)F ⊂ F.
Une repre´sentation est dite ”irre´ductible” si ses seuls sous-espaces invariants ferme´s sont {0} et
E.
• Deux repre´sentations (ρ1, E1) et (ρ2, E2) sont dites ”isomorphes” s’il existe γ isomorphisme
line´aire de E1 dans E2 tel que :
γ ◦ ρ1 = ρ2 ◦ γ.
• A toute repre´sentation finie ρ, on associe un caracte`re χ = χρ : G→ C de´fini par :
χ(g) := Tr(ρ(g)), ∀g ∈ G.
Par ailleurs, deux repre´sentations finies sont isomorphes si et seulement si elles ont meˆme
caracte`re, et toute repre´sentation finie (ρ,E) se de´compose en une somme directe (finie !) de
repre´sentations irre´ductibles (e´ventuellement re´pe´te´es), ce qui signifie que E se de´compose en
une somme directe de sous-espaces invariants sur lesquels la restriction de ρ est irre´ductible([Se]).
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Par la suite, on notera Ĝ l’ensemble des caracte`res des repre´sentations complexes finies
irre´ductibles. Si G est compact, Ĝ est de´nombrable ([Si]). On parlera donc de ”la” suite (χn)
des caracte`res irre´ductibles de G , cette suite pouvant eˆtre finie, et comportant un et un
seul des caracte`res de Ĝ (ce qui revient a` ordonner Ĝ). Le degre´ de la repre´sentation irre´ductible
correspondant au caracte`re χ sera note´ dχ (dχ = χ(Id)).
Comme nous l’avons vu, nous nous inte´ressons aussi a` une repre´sentation complexe INFI-
NIE (sur L2(Rd)). Celle-ci (M˜ ), n’est donc pas force´ment de´composable en un nombre fini de
repre´sentations irre´ductibles, mais, comme on peut le voir dans [Pi] et [Si], toute repre´sentation
unitaire fortement continue sur un espace de Hilbert se´parable peut se de´composer en une somme
directe hilbertienne de repre´sentations irre´ductibles finies, chacun des e´le´ments de Ĝ pouvant
intervenir une infinite´ de fois. L2(Rd) s’e´crit donc comme une somme directe (orthogonale) hil-
bertienne de sous-espaces vectoriels de dimension finie qui sont invariants pour M˜ , et ou` la
restriction de M˜ est irre´ductible finie.
On se propose de recoller chacun de ces espaces correspondant a` la meˆme repre´sentation irre´ductible
en un meˆme espace que l’on appellera ici ”sous-espace de syme´trie” : la proposition suivante
construit les projecteurs orthogonaux sur les sous-espaces de syme´trie.
Classiquement, le groupe compact G est muni de sa mesure de Haar normalise´e ”dg” qui
est invariante par translation a` droite et a` gauche.1 On rappelle qu’une fonction complexe f
sur G est dite centrale si elle est constante presque partout sur les classes de conjugaison par
automorphisme inte´rieur de G, i.e. :
∀h ∈ G, pp− g ∈ G, f(hgh−1) = f(g).
Cette notion se transcrit clairement sur l’espace L2(G) et on note L2\ (G) l’ensemble des fonctions
centrales de L2(G). L2\ (G) est un sous-espace vectoriel ferme´ de L
2(G), et on trouvera dans [Pi]
(p.105 exercice) et ([Si] (p.159 Corollary VII.10.3) la preuve de l’assertion suivante :
(χn)n∈N est une base hilbertienne de L2\ (G) .
Cette remarque peut eˆtre utile pour trouver les caracte`res irre´ductibles des certains groupes
(comme SO(3)). En particulier, ∫
G
χn(g)χm(g)dg = δ
m
n .
1Pour G fini,
Z
G
f(g)dg =
1
|G|
X
g∈G
f(g).
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Une repre´sentation finie d’un groupe compact est e´quivalente a` une repre´sentation unitaire (cf
[Pi] p.91 Proposition 3). Ainsi, on aura :
∀χ ∈ Ĝ, ∀g ∈ G, χ(g−1) = χ(g).
Si Φ est une application fortement continue de G dans l’ensemble B(H) des ope´rateurs borne´s sur
un espace de Hilbert H, alors, on de´signe par
∫
G
Φ(g)dg (inte´gration hilbertienne) l’ope´rateur
sur H de´fini via le the´ore`me de Riesz par :
(
∫
G
Φ(g)dg u; v) :=
∫
G
(Φ(g)u; v)dg , ∀u, v ∈ H.
Proposition 1.1.3 Soient G un sous-groupe compact de O(d) et χ ∈ Ĝ. Posons, avec les
notations pre´ce´dentes :
Pχ := dχ
∫
G
χ(g)M˜(g)dg.
Alors les Pχ sont des projecteurs orthogonaux sur L
2(Rd) tels que Pχi ◦ Pχj = δjiPχi
et
∑
χ∈ bG
Pχ = IdL2(Rd) (au sens de la convergence forte dans L
2(Rd) si Ĝ est infini).
Ainsi, si L2χ(R
d) := Pχ(L
2(Rd)) (espaces de syme´trie), on a :
L2(Rd) =
⊥⊕
χ ∈ bG
L2χ(R
d).
(somme hilbertienne), et la restriction de M˜ a` L2χ(R
d) est somme (e´ventuellement infi-
nie) de repre´sentations irre´ductibles finies de meˆme caracte`re χ. Par ailleurs, toute sous-
repre´sentation irre´ductible de M˜ sur L2χ(R
d) est de caracte`re χ, et une de´composition de
L2(Rd) ayant cette proprie´te´ est unique.
On dit qu’on a decompose´ (M˜ , L2(Rd)) en composantes isotypiques.
Preuve de la proposition :
Cette proposition de´coule d’un the´ore`me plus ge´ne´ral de ”Peter-Weyl” sur les repre´sentations
unitaires fortement continues sur un espace de Hilbert se´parable. On renvoie a` [Pi], p.106,
the´ore`me 3, ainsi qu’a` [Si] p.162, theorem VII.10.8. Pour l’unicite´ de la de´composition, voir
[Se], chapitre sur les groupes compacts . 
Il existe un cas ou` les L2χ(R
d) ont une interpre´tation simple :
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Lemme 1.1.4 Soit χ un caracte`re de G de degre´ 1.
Alors L2χ(R
d) = {f ∈ L2(Rd) : ∀g ∈ G, pp− x ∈ Rd : f(g−1.x) = χ(g).f(x)}.
Preuve du lemme :
L’inclusion ”⊃” est claire (∫G |χ(g)|2dg = 1 lorsque χ est irre´ductible).
Puis, si Pχ(f) = f alors pp− x ∈ Rd, f(x) =
∫
G
χ(g)f(g−1.x)dg, donc :
pp− x ∈ Rd, f(g−10 x) =
∫
G
χ(g)f((g0g)
−1.x)dg =
∫
G
χ(g−10 g)f(g
−1.x)dg = χ(g0)f(x).
En effet, χ est multiplicatif puisqu’on a affaire a` une repre´sentation de degre´ 1.
Ceci ache`ve la preuve du lemme. 
Ce re´sultat s’applique en particulier aux groupes commutatifs pour lesquels les repre´sentations
irre´ductibles sont de degre´ 1 (cf [Se]). Par ailleurs, pour un groupe compact G quelconque, on a
toujours un caracte`re de degre´ 1 : c’est le caracte`re χ0 de la repre´sentation triviale 1l : G→ C
constante e´gale a` Id. Bien suˆr χ0 = 1. On a donc :
L2χ0(R
d) = L2(Rd)G = {f ∈ L2(Rd), ∀g ∈ G, pp− x ∈ Rd : f(g−1.x) = χ(g).f(x)}.
Pour les caracte`res de degre´ supe´rieur a` 2, on n’a pas de description aussi agre´able (l’identite´
”f(g−1.x) = χ(g).f(x)” implique que χ est multiplicatif). Pour un exemple avec des caracte`res
de degre´ quelconque, voir le cas de G = SO(3) de´veloppe´ ci-apre`s.
1.1.3 Exemples de groupes G, repre´sentations M˜ , et L2χ(R
d) associe´s
I G = {±IdRd} ' Z/2Z :
Ainsi, M˜(1) = IdL2(Rd), et M˜(−1) : f 7→ fˇ . (ou` fˇ(x) := f(−x))
Ici, on a deux caracte`res, tous deux de degre´ 1 : χ+, le caracte`re trivial, et χ− defini par :
χ−(1) = 1 et χ−(−1) = −1.
On en de´duit que, si f ∈ L2(Rd) alors :
P+(f)(x) =
1
2(f(x) + f(−x)), et L2+(Rd) ={fonctions paires de L2(Rd)}.
P−(f)(x) = 12(f(x)− f(−x)), et L2−(Rd) ={fonctions impaires de L2(Rd)}.
L2(Rd) = L2+(R
d)⊕ L2−(Rd).
C’est l’unique groupe de syme´trie envisageable dans notre cadre lorsque d = 1 !
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I G ' σd : (le groupe syme´trique) agit sur Rd via les matrices de permutations :
Pσ(x1, . . . , xd) := (xσ−1(1), . . . , xσ−1(d)).
Les caracte`res de degre´ 1 sont le caracte´re trivial χ1 et la signature χ2 (voir [Se]).
Selon le lemme 1.1.4, on a :
L2χ1(R
d) = {f ∈ L2(Rd) : ∀σ ∈ σd , f(xσ(1), . . . , xσ(d)) = f(x1, . . . , xd)}.
L2χ2(R
d) = {f ∈ L2(Rd) : ∀σ ∈ σd , f(xσ(1), . . . , xσ(d)) = ε(σ)f(x1, . . . , xd)}.
”ε” de´signant la signature.
I G = SO(2) :
SO(2) est un groupe commutatif, donc toutes ses repre´sentations irre´ductibles sont de degre´
1 (cf [Se]). De fac¸on ge´ne´rale, lorsque G est un groupe de Lie, on a tous les e´le´ments de Ĝ
lorsque l’on a trouve´ une suite de caracte`res irre´ductibles dense dans l’ensemble L2] (G) des
fonctions centrales de carre´ inte´grable sur G (Ĝ est une base hilbertienne de L2] (G) selon [Se]
Corollary VII.10.3 p.159). La rotation vectorielle directe d’angle θ du plan sera note´e Rθ, que
l’on confondra a` loisir avec sa matrice dans la base canonique : Rθ =
(
cos θ − sin θ
sin θ cos θ
)
.
Notation : Si f ∈ L2(R2), on note son expression en coordonne´es polaires :
f˜(r, θ) := f(r cos θ, r sin θ), (f˜ ∈ L2(R+ × [0, 2pi], rdrdθ)). (1.1)
Lemme 1.1.5 La mesure de Haar sur SO(2) ' S1 est dg = 1l[0,2pi] dθ2pi .
La suite des caracte`res irre´ductibles est donne´e par (χ˜n)n∈Z, ou` si θ ∈ [0, 2pi],
χ˜n(Rθ) := χn(θ) := e
inθ
et L2χn(R
2) = {f ∈ L2(R2) : f˜(r, θ) = e−inθ.g(r), g ∈ L2(R+, rdr)}.
Preuve du lemme :
Pour tout k dans Z, ρk : Rθ 7→ (z 7→ eikθz) est une repre´sentation complexe de degre´ 1 sur C,
donc irre´ductible. Ici, L2] (G) = L
2(S1) ' L22pi(R), et comme (eikθ)k∈Z forme une base hilbertienne
de l’ensemble des fonctions 2pi-pe´riodiques de carre´ inte´grable, on a tous les caracte`res de SO(2).
Pour la description de L2χn(R
2), l’inclusion ”⊃” est claire. D’apre`s le lemme 1.1.4, si f ∈
L2χn(R
2), alors ∀θ0 ∈ R, f˜(r, θ − θ0) = einθ0 f˜(r, θ), pp− (r, θ) ∈ R+ × [0, 2pi].
Posons h(r, θ) := einθ f˜(r, θ). on a :
∀θ0 ∈ R, pp− (r, θ) ∈ R+ × [0, 2pi], h(r, θ + θ0) = h(r, θ).
D’ou` h0 dans  L
2(R+, rdr) telle que h(r, θ) = h0(r), pp − (r, θ) ∈ R+ × [0, 2pi], ce qui ache`ve la
preuve de ce lemme. 
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I G = SO(3) :
SO(3) n’est pas commutatif, et les re´alisations de ses repre´sentations irre´ductibles ne sont pas
triviales. On pourra consulter [Si] p.205 ch.9 , ou [Pi] p.209 ch. IV.1, de meˆme que pour la
formule donnant les caracte`res . Ici, les classes de conjugaison sont donne´es par les rotations de
meˆme angle (axe oriente´ quelconque). On note R˜θ la rotation vectorielle dont la matrice dans
la base canonique oriente´e de R3 est : R˜θ =
0B@ 1 0 00 cos θ − sin θ
0 sin θ cos θ
1CA.
Notation : Si f ∈ L2(R3), on note son expression en coordonne´es sphe´riques :
f˜(r, θ, ϕ) := f(r sin θ cosϕ, r sin θ sinϕ, r cos θ), (f˜ ∈ L2(R+ × [0, pi] × [0, 2pi], r2 sin θdrdθdϕ)).
Lemme 1.1.6 La suite des caracte`res irre´ductibles de SO(3) est donne´ par (χ˜n)n∈N, ou` :
χ˜n(R˜θ) =: χn(θ) :=
n∑
k=−n
eikθ =
sin((2n + 1)θ2 )
sin(θ2)
, θ ∈ [0, 2pi].
et L2χn(R
3) = {f ∈ L2(R3) : f˜(r, θ, ϕ) = g(r)
n∑
k=−n
λkYn,k(θ, ϕ), g ∈ L2(R+, r2dr)}.
En particulier, la repre´sentation irre´ductible correspondant au caracte`re χn est de degre´
dχn = 2n + 1. L’entier n est souvent appele´ le nombre quantique azimuthal. Dans la des-
cription de L2χn(R
3), on utilise les fonctions (Yn,k), pour n ∈ N et k ∈ {−n, . . . , n}, qui sont
les harmoniques sphe´riques. Ce sont les fonctions propres du laplacien sur la sphe`re de R3,
∆sph :
−∆sphYn,k = n(n+ 1)Yn,k.
On pourra trouver une de´finition pre´cise dans [Pi] p. 116 ou [AJS] 11.5 p. 495, et leurs multiples
proprie´te´s sont de´taille´es dans de nombreux ouvrages.
Preuve du lemme : Pour le calcul des caracte`res, on renvoie encore a` [Si] p.205, ou a` [Pi] p.112,
113). Pour le calcul des L2χn(R
3), on peut proce´der directement : on sait que les fonctions du type
g(r)⊗Yn,k(θ, ϕ) sont denses dans L2(R+× [0, pi]× [0, 2pi], r2 sin θdrdθdϕ)). Donc, il suffit de mon-
trer qu’elles sont dans L2χn(R
3). On doit donc ve´rifier que Pχn [g(r)⊗Yn,k(θ, ϕ)] = g(r)⊗Yn,k(θ, ϕ).
On peut pour cela parame´trer classiquement SO(3) par les angles d’Euler et utiliser les formules
sur les Yn,k telles que Yn,k(θ, ϕ + α) = e
iαYn,k(θ, ϕ), ou encore les formules de re´currence. Ce
calcul est, somme toute, assez fastidieux.
Une autre me´thode consiste a` aborder le proble`me de fac¸on plus globale, en utilisant l’unicite´
de la de´composition en composantes isotypiques dans le the´ore`me 1.1.3 de Peter-Weyl. Notons
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toujours M˜ l’action de G sur L2(R+× S2) ' L2(R+, r2dr)⊗L2(S2). On remarque que M˜ n’agit
pas sur L2(R+, r
2dr). Notons ρ la restriction de M˜ a` L2(S2). Notons aussi :
Vn := V ect{Yn,k, k = −n, . . . , n}, et Wn := L2(R+, r2dr)⊗ Vn.
On montre dans [Pi], p.115-116 que l’on a L2(S2) = ⊕
n∈N
Vn (somme hilbertienne), que chaque Vn
est ρ−invariant, et que ρ|Vn est irre´ductible de degre´ 2n + 1, de caracte`re χn. Si on introduit
U : L2(Rd) → L2(R+ × [0, pi] × [0, 2pi], r2 sin θdrdθdϕ)), de´fini par U(f) = f˜ , et si l’on note
Γn := U
−1(Wn), alors, on a : L2(Rd) = ⊕
n∈N
Γn (somme hilbertienne). Par ailleurs, selon ce qui
a e´te´ dit sur les Vn, toute sous-repre´sentation irre´ductible de M˜ dans Γn est de caracte`re χn.
Ainsi, par unicite´ de la de´composition isotypique, on a : Γn = L
2
χn(R
3), pour tout n ∈ N. 
1.2 Ope´rateurs pre´sentant des syme´tries
Apre`s ces conside´rations de type alge´brique, nous en venons a` de´crire le de´cor quantique :
e´tant donne´ un hamiltonien classique G-invariant H, nous allons le quantifier en Ĥ, ope´rateur
autoadjoint sur L2(Rd). Puis nous allons le de´composer selon les L2χ(R
d) en ope´rateurs Ĥχ
appele´s ”hamiltoniens quantiques re´duits”.
1.2.1 Restriction, calcul fonctionnel et formules de trace
Quantification de Weyl :
Introduisons tout d’abord des hypothe`ses pour de´finir les ope´rateurs pseudo-diffe´rentiels et
pour pouvoir faire du calcul fonctionnel avec. On note < x >:= (1 + |x|2) 12 le crochet japonais.
Soit H : R2d → R, lisse. H est le hamiltonien classique. On fait les hypothe`ses suivantes :
(H.0) Il existe C > 0, Cα > 0, m > 0 tels que :
< H(z) >≤ C < H(z′) > . < z − z′ >m, ∀z, z′ ∈ R2d.
|∂αzH(z)| ≤ Cα < H(z) >, ∀z ∈ R2d,∀α ∈ N2d. (1.2)
H est minore´e sur R2d.
Sous l’hypothe`se (H.0), < H > est un poids σ-tempe´re´ et H ∈ S(< H >, g0) au sens de
[He-Ro1]. On peut alors de´finir le h-quantifie´ de Weyl de H, pour u dans S(Rd) :
Opwh (H)u(x) := (2pih)
−d
∫
Rdξ×Rdy
e
i
h
(x−y).ξH
(
x+ y
2
; ξ
)
u(y) dy dξ.
Toujours selon [He-Ro1], Opwh (H) est essentiellement autoadjoint dans L
2(Rd) pour h suffisa-
ment petit. On note D(Ĥ), Ĥ son unique extension autoadjointe.
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On appelle Ĥ le hamiltonien quantique. Notons que (H.0) est par exemple ve´rifie´e si H et
ses de´rive´es partielles sont borne´s sur R2d.
Quelques rappels sur la repre´sentation me´taplectique :
On peut trouver par exemple dans [Fo] le re´sultat suivant (combiner les propositions (4.28)
p.180 et (2.5) p.81) : soit
J :=
(
0 Id
−Id 0
)
Si A ∈ Sp(d,R) := {M ∈ GL(2d,R) : tMJM = J}, alors il existe un ope´rateur unitaire sur
L2(Rd) note´ µ(A) tel que pour tout H ve´rifiant (H.0)), on ait :
Opwh (H ◦ A) = µ(A)∗Opwh (H)µ(A). (1.3)
µ(A) n’est bien suˆr pas unique (multiplier par un complexe de module 12). Cependant, dans
[Fo](p.178), on montre que l’on peut choisir µ telle que
∀A,B ∈ Sp(d,R), µ(AB) = ±µ(A)µ(B).
Ici, on applique ceci a` la matrice sympectique A = M(g), et on a alors µ(A) = M˜ (g). (voir
formule [Fo] (4.24) p.179). On remarque donc que la restriction de µ aux matrices symplectiques
du type M(g) =
 
g 0
0 g
!
forme un morphisme de groupe bien de´fini et fortement continu de
l’ensemble de ces matrices dans les ope´rateurs unitaires de L2(Rd). Choisir de conside´rer les
syme´tries sur l’espace des configurations (Rd) n’est donc pas anodin. Pour prendre en compte
directement des syme´tries sur l’espace des phase, il aurait fallu trouver une de´finition pre´cise de
µ qui en fasse un morphisme de groupe de´fini par exemple sur Sp(d,R) ∩O(2d).
La repre´sentation me´taplectique µ interviendra aussi lorsqu’on donnera les re´sultats de M. Com-
bescure et D. Robert sur la propagation des e´tats cohe´rents. Pour ce qui est de la proprie´te´ (1.3),
nous la rede´montrons pour A = M(g) dans les lignes qui suivent.
Notation : Si B est un ope´rateur borne´ et D(T ), T un ope´rateur non borne´ sur le meˆme
espace de Hilbert, on dit que B et T commutent, on e´crit ”[B,T ] = 0” si et seulement si on
a :
∀x ∈ D(T ), Bx ∈ D(T ) et TBx = BTx.
Proposition 1.2.1 Proprie´te´ de commutation :
Soient g ∈ O(d), et z 7→ H(z) un hamiltonien ve´rifiant (H.0). Alors, on a :
H ◦M(g) = H sur R2d ⇐⇒ [Ĥ, M˜ (g)] = 0. (1.4)
2Dans [Ho¨ III] p.158, Theorem 18.5.9, on montre qu’un tel ope´rateur unitaire µ(A) est unique a` un complexe
(constant) de module 1 pre`s.
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Preuve de la proposition :
Clairement, si g ∈ GL(Rd), u ∈ S(Rd), x 7→ u(g.x) ∈ S(Rd). Ainsi, S(Rd) est invariant sous
l’action M˜ de G. Soient g ∈ G et u ∈ S(Rd). On va effectuer des changements variables directe-
ment sur les inte´grales oscillantes. Ceux-ci se justifient en faisant des changements de variables
classiques, et en passant a` la limite. Soit x ∈ Rd. Posons x = g.α. On a :
Opwh (H)(M˜ (g)u)(x) =∫
Rdx×Rdξ
ei(x−y).ξH(
x+ y
2
;hξ)u(g−1y)
dξdy
(2pi)d
=
∫
R2d
ei(x−g.s).ξH(
x+ g.s
2
;hξ)u(s)
dξds
(2pi)d
.
=
∫
R2d
ei(g.α−g.s).
tg−1βH(
g.α+ g.s
2
;htg−1β)u(s)
dβds
(2pi)d
=
∫
R2d
ei(α−s).β [H ◦M(g)](α + s
2
;hβ)u(s)
dβds
(2pi)d
. Ainsi, sur S(Rd) , on a :
M˜(g)−1Opwh (H)M˜ (g) = Op
w
h (H ◦M(g)). (1.5)
On en de´duit imme´diatement le sens ”⇐=” par unicite´ du symbole d’un ope´rateur pseudo -
diffe´rentiel sur S(Rd). Pour ”=⇒”, si on a H ◦ M(g) = H sur R2d, donnons-nous u dans
D(Ĥ). D’ou` un suite dans S(Rd) telle que un → u dans L2(Rd) et Ĥ(un) vers Ĥ(u). On
a Ĥ(M˜(g)un) = M˜ (g)Ĥ(un) → M˜(g)Ĥ(u) et M˜(g)un → M˜(g)u. Donc M˜(g)u ∈ D(Ĥ) et
Ĥ(M˜(g)u) = M˜(g)Ĥ(u). 
On peut maintenant de´composer un o.p.d. de symbole G-invariant en ”ope´rateurs syme´triques” :
Proposition 1.2.2 Restriction, calcul fonctionnel avec syme´tries :
Soient G ⊂ O(d) et H : R2d → R ve´rifiant (H.0) tel que ∀g ∈ G, H ◦M(g) = H.
On pose :
D(Ĥχ) := L
2
χ(R
d) ∩D(Ĥ) .
Alors :
I Pour tout χ dans Ĝ, [Ĥ, Pχ] = 0, et Ĥ envoie D(Ĥχ) dans L
2
χ(R
d). On note alors Ĥχ la
restriction de Ĥ a` D(Ĥχ). L’ope´rateur Ĥχ de domaine D(Ĥχ) est un ope´rateur autoadjoint
sur l’espace de Hilbert L2χ(R
d).
I Pour tout χ dans Ĝ, pour toute fonction bore´lienne f sur R, [f(Ĥ), Pχ] = 0, D(f(Ĥχ)) =
D(f(Ĥ)) ∩ L2χ(Rd), et f(Ĥχ) est la restriction de f(Ĥ) a` D(f(Ĥχ)).
I ∀u ∈ D(f(Ĥ)), f(Ĥ)u =
∑
χ∈ bG
f(Ĥχ)Pχu, au sens de la convergence dans L
2(Rd) si Ĝ
n’est pas fini. De plus, on a ∪
χ∈ bGσ(Ĥχ) ⊂ σ(Ĥ) avec e´galite´ si Ĝ est fini, ou si σ(Ĥ) est
forme´ de valeurs propres.
Les Ĥχ sont appele´s les hamiltoniens quantiques re´duits.
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Preuve de la proposition :
I Soit u ∈ D(Ĥ), montrons que Pχu ∈ D(Ĥ) = D(Ĥ∗). Or :
D(Ĥ∗) = {v ∈ L2(Rd) : ∃C > 0,∀w ∈ D(Ĥ), |(Ĥw; v)| ≤ C ‖w‖}.
Soit w ∈ D(Ĥ).
|(Ĥw;Pχu)| = |dn
∫
G
χ(g)(Ĥw; M˜ (g)u)dg| ≤ dχ
∫
G
|χ(g).(M˜ (g−1)w; Ĥu)|dg,
car [Ĥ, M˜(g)] = 0. Donc |(Ĥw;Pχu)| ≤ dχ
∫
G
|χ(g)|dg
∥∥∥Ĥu∥∥∥ . ‖w‖ .
Par le meˆme raisonnement, on montre que si u ∈ D(Ĥ), (ĤPχu,w) = (PχĤu;w) pour tout w
dans D(Ĥ), donc pour tout w dans L2(Rd) par densite´. Ainsi [Ĥ, Pχ] = 0.
Ĥχ est clairement syme´trique, puis, si u ∈ D(Ĥ∗χ), on sait qu’il existe v dans L2χ(Rd) tel que
(Ĥχw, u) = (w, v) pour tout w dans D(Ĥχ).
Si x ∈ D(Ĥ),
(Ĥx, u) = (Ĥx, Pχu) = (ĤχPχx, u) = (Pχx, v) = (x, Pχv).
Donc u ∈ D(Ĥ∗) = D(Ĥ), ce qui prouve que Ĥχ est autoadjoint sur L2χ(Rd).
I Montrons que [f(Ĥ), Pχ] = 0 : soit u ∈ D(f(Ĥ)), i.e., si E de´signe la mesure spectrale de
Ĥ,
∫
R
|f(λ)|2dEu,u(λ) <∞. On sait, selon [Ru] p.351 que E commute avec tout ope´rateur qui
commute avec Ĥ, donc [Pχ, E(Ω)] = 0, pour tout Ω bore´lien de R. Ainsi :
EPχu,Pχu(Ω) = ‖E(Ω)Pχu‖2 = ‖PχE(Ω)u‖2 ≤ Eu,u(Ω).
Donc : ∫
R
|f(λ)|2dEPχu,Pχu(λ) ≤
∫
R
|f(λ)|2dEu,u(λ) <∞.
et Pχu ∈ D(f(Ĥ)).
De meˆme, on a : ∀u, v ∈ L2(Rd), Eu,Pχv = EPχu,v. Donc, si v ∈ L2(Rd) et si u ∈ D(f(Ĥ)), on a :
(f(Ĥ)Pχu; v) =
∫
R
f(λ)dEPχu,v(λ) =
∫
R
f(λ)dEu,Pχv(λ) = (f(Ĥ)u;Pχv) = (Pχf(Ĥ)u;w).
Donc [f(Ĥ), Pχ] = 0 et f(Ĥ) = f(Ĥχ) sur L
2
χ(R
d) (meˆmes mesures spectrales).
I La formule e´nonce´e ensuite est claire en passant a` la limite et en utilisant la proposition 1.1.3.
Il est enfin aise´ de prouver ρ(Ĥ) ⊂ ∩
χ∈ bGρ(Ĥχ), et si λ ∈ ∩χ∈ bGρ(Ĥχ), alors Ĥ − λ est clairement
injectif. Recoller les (Ĥχ− λ)−1 en un inverse sur L2(Rd) pour Ĥ − λ se fait aise´ment lorsque Ĝ
est fini, sinon, ce n’est pas si e´vident. 
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Donnons un contre-exemple pour montrer que l’inclusion ∪
χ∈ bGσ(Ĥχ) ⊂ σ(Ĥ) n’est pas une
e´galite´ en ge´ne´ral :
On prend d = 2, G = SO(2). On identifie L2(R2) et L2(R+ × S1, rdrdθ) via le passage en coor-
donne´es polaires : U : L2(R2)→ L2(R+ × S1, rdrdθ) de´fini par U(f) = f˜ (cf (1.1)). L’ope´rateur
diffe´rentiel x∂y − y∂x (moment angulaire) est unitairement semblable via U a` l’ope´rateur ∂θ sur
L2(R+ × S1). Il existe H : R2d → R lisse tel que :
UĤU−1 = (−∂2θ + 1)−1.
Il est clair que [M˜ (g), ∂θ ] = 0, ∀g ∈ SO(2) (car ∂θ(f˜(r, θ−θ0)) = (∂θf˜)(r, θ−θ0)). Ainsi, d’apre`s
la proposition 1.2.1, H est SO(2)-invariant. On a vu que :
L˜2χn := U [L
2
χn(R
2)] = {f˜ : f˜(r, θ) = einθg(r), g ∈ L2(R+, rdr)}.
On constate donc que :
(−∂2θ + 1)−1|g
L2χn
=
1
n2 + 1
IdgL2χn .
Ainsi, chaque Ĥχn est inversible sur L
2
χn(R
2) et pour tout n dans Z, 0 n’est pas dans le spectre
de Ĥχn .
Cependant, (−∂2θ +1)−1 n’est pas surjectif, car ∂2θ est un ope´rateur non-borne´ (et (−∂2θ +1)−1
est donc a` valeur dans les fonctions H2 en θ). D’ou` 0 ∈ σ(Ĥ), mais 0 /∈ ∪
χ∈ bGσ(Ĥχ).
Il convient de donner des exemples ou` l’on peut visualiser les Ĥχ :
• Ope´rateur de Schro¨dinger avec G = SO(2) : on rappelle l’expression du laplacien en coor-
donne´es polaires :
(∆f)(r cos θ, r sin θ) =
1
r
∂r(r∂rf˜) +
1
r2
∂2θ f˜ .
D’apre`s le lemme 1.1.5, on voit en prenant f dans L2χn(R
2), que (pour h = 1) :
−∆χn ∼ −∂2r −
1
r
∂r +
n2
r2
sur L2(R+, rdr).
(au sens ou` ces deux ope´rateurs sont unitairement semblables). On aura donc pour V re´el semi-
borne´ sur R2 tel que V (x) = V0(|x|) :
(−∆ + V )χn ∼ −∂2r −
1
r
∂r +
n2
r2
+ V0(r)
• Ope´rateur de Schro¨dinger avec G = SO(3) : on rappelle l’expression du laplacien en coor-
donne´es sphe´riques :
∆f = ∂2r f˜ +
2
r
∂r f˜ +
1
r2
[
1
sin θ
∂θ(sin θ ∂θ) +
1
sin2 θ
∂2ϕ
]
f˜ .
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D’apre`s le lemme 1.1.6, nous voyons donc en examinant l’action de ∆ sur des fonctions du type :
f˜(r, θ, ϕ) = g(r).Yn,k(θ, ϕ), que l’on a (toujours pour h = 1) :
−∆χn ∼ −∂2r −
2
r
∂r +
n(n+ 1)
r2
sur L2(R+, r
2dr).
Et on rajoute un V0(r) pour l’ope´rateur de Schro¨dinger avec syme´trie sphe´rique. On remarque
que c’est exactement le re´sultat obtenu par une classique re´duction radiale (voir par exemple
[AJS] p.475 ou` −∆χn = K0,n).
Examinons maintenant comment se comporte la trace avec les syme´tries :
Lemme 1.2.3 Trace et restriction :
Soient H un espace de Hilbert se´parable, V ⊂ H un sous espace ferme´, et pi la projection
orthogonale sur V . Soit A un ope´rateur autoadjoint a` trace sur H, tel que V soit stable par
A. On note A˜ la restriction de A a` V .
Alors A˜ est autoadjoint a` trace sur V , ‖A ◦ pi‖Tr =
∥∥∥A˜∥∥∥
Tr
et Tr(A ◦ pi) = Tr(A˜).
Preuve du lemme :
A ◦ pi est autoadjoint car [A,pi] = 0. Montrons que A˜ est a` trace sur V : A˜ e´tant clairement
autoadjoint , il suffit de montrer que |A˜| 12 est un ope´rateur de Hilbert-Schmidt . Si ej (j ∈ N)
est une base hilbertienne de V , en la comple´tant en une base hilbertienne fj de H, on obtient :∑
j≥0
∥∥∥|A˜| 12 ej∥∥∥2 = ∑
j≥0
∥∥∥|A| 12 ej∥∥∥2 ≤∑
j≥0
∥∥∥|A| 12 fj∥∥∥2 = ∥∥∥|A| 12∥∥∥2
HS
= ‖A‖Tr <∞.
ce qui prouve que A˜ est a` trace sur V . Puis, remarquons que :
Tr(A˜) =
∑
λ∈σ(A˜)−{0}
dim(Ker(A˜− λ))λ, et que Tr(A ◦ pi) =
∑
λ∈σ(A◦pi)−{0}
dim(Ker(A ◦ pi − λ))λ.
Par ailleurs, si λ 6= 0, Ker(A ◦ pi − λ) = Ker(A˜ − λ), ce qui montre en particulier que
σ(A˜)− {0} = σ(A ◦ pi)− {0}, et que : Tr(A ◦ pi) = Tr(A˜).
Enfin :
∥∥∥A˜∥∥∥
Tr
= Tr(|A˜|) =
∑
λ∈σ(A˜)−{0}
dim(Ker(A˜− λ))|λ| =
∑
λ∈σ(A◦pi)−{0}
dim(Ker(A ◦ pi − λ))|λ|
= Tr(|A ◦ pi|) = ‖A ◦ pi‖Tr.
Ceci s’ache`ve la preuve du lemme. 
Ainsi, avec le meˆme de´cor que pour les propositions pre´ce´dentes, si f est bore´lienne, et si
f(Ĥ) est a` trace sur L2(Rd), alors f(Ĥχ) l’est sur L
2
χ(R
d), et :
Tr(f(Ĥχ)) = Tr(f(Ĥ)Pχ).
Nous utiliserons fre´quemment cette formule par la suite.
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1.2.2 Quelques conse´quences directes des syme´tries sur le spectre de Ĥ
I Conse´quences sur la multiplicite´ des valeurs propres de Ĥ :
Des conside´rations de type alge´brique nous disent que :
Proposition 1.2.4 Multiplicite´ des valeurs propres de Ĥχ :
Si χ ∈ Gˆ, les valeurs propres de Ĥχ sont de multiplicite´ proportionnelle a` dχ.
Remarquons, que pour parler de valeurs propres de Ĥχ, il faut de´ja` que L
2
χ(R
d) 6= {0}. Si c’est
le cas, nous voyons que l’ope´rateur Ĥχ nous permet en particulier de minorer la multiplicite´ de
certaines valeurs propres de Ĥ (par dχ).
Preuve de la proposition : Si F 6= {0} est un sous-espace vectoriel de L2χ(Rd) qui est M˜−invariant,
alors F est somme d’espaces vectoriels de dimension dχ : en effet, il suffit pour cela de de´composer
la restriction de M˜ a` F en repre´sentations irre´ductibles. Par construction des L2χ(R
d), via le
the´ore`me 1.1.3 de Peter-Weyl , les seules repre´sentations intervenant sont toutes isomorphes
de caracte`re χ. Par ailleurs, si λ est valeur propre de Ĥχ, on peut appliquer cette remarque a`
F = ker(Ĥχ − λId) 6= {0} qui est M˜ -invariant car [M˜(g), Ĥ ] = 0 pour tout g dans G. 
I Conse´quences sur la syme´trie des fonctions propres de Ĥ :
Soit A un ope´rateur autoadjoint sur L2(Rd) de domaine D(A), qui commute avec tous les Pχ.
Si λ est une valeur propre de A, on note Eλ := ker(A− λId) l’espace propre associe´. Soit ϕ une
fonction propre pour λ. On note ϕχ := Pχϕ.
Aϕ = λϕ =⇒ ∀χ ∈ Ĝ, Aϕχ = λϕχ (composer par Pχ).
Comme ϕ =
∑
χ∈ bG
ϕχ, il existe un ϕχ0 non nul, et donc Eλ posse`de une fonction propre qui a la
syme´trie de χ0. Cette remarque the´orique (on ne connait pas le χ0 !) s’illustre pleinement lorsque
le groupe est G = {±Id}. C’est par exemple le cas lorsque d = 1 (voir les exemples de ”double-
puits” ou ”puits dans une ıˆle” infra) : tout espace propre contient une fonction propre paire
ou impaire. Par ailleurs, lorsque les espaces propres sont de dimension 1, ils sont compose´s
soit de fonctions propres paires, soit de fonctions propres impaires. C’est ce qui se passe pour
un potentiel du type ”double puits”, avec de plus une alternance re´gulie`re paire/impaire, qui
marque le de´but de l’effet tunnel : moralement, la parite´ du potentiel permet a` la particule de
”passer outre les barrie`res de potentiel” (voir [Ro2] ).
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1.2.3 Fonctions de comptage des valeurs propres et de de´calage spectral
Dans tout ce qui suit, on suppose que H admet G comme syme´trie, i.e.
∀g ∈ G, H ◦M(g) = H.
On dit aussi que H est G-invariant.
• Fonctions de comptage des valeurs propres partielles :
Supposons tout d’abord que le spectre de Ĥ soit discret dans un intervalle ferme´ I de R. On
note alors N(I) le nombre de valeurs propres de Ĥ dans I, re´pe´te´es avec ordre de multiplicite´
ge´ome´trique. Ainsi, 1l
I
(Ĥ) est a` trace sur L2(Rd) et N(I) = Tr[1l
I
(Ĥ)]. D’apre`s ce qui pre´ce`de, le
spectre de Ĥχ est aussi discret dans I, et l’on note donc de meˆme Nχ(I) la fonction de comptage
des valeurs propres de Ĥχ dans I. Les Nχ(I) seront ici appelle´es les fonctions de comptage
partielles (ou fonctions de comptage de syme´trie).
On peut interpre´ter Nχ(I) comme e´tant le nombre de valeurs propres de Ĥ dans I qui
ont une fonction propre dans L2χ(R
d) ”en tenant compte des multiplicite´s”. Mais attention,
malgre´ les syme´tries, une meˆme valeur propre peut a priori avoir des fonctions propres dans des
L2χ(R
d) diffe´rents ! (c’est bien suˆr le cas lorsque Ĥ est une homothe´tie). Ainsi, si on oublie les
multiplicite´s, on arrive vite a` une contradiction. L’interpre´tation rigoureuse s’e´crit :
Nχ(I) =
∑
λ ∈ σ(Ĥ) ∩ I ayant une
fonction propre dans L2χ(R
d)
dimEχ(λ).
ou` Eχ(λ) est l’espace propre pour Ĥχ associe´ a` λ (e´ventuellement re´duit a` ze´ro).
On peut interpre´ter le quotient
Nχ(I)
N(I) comme la proportion des fonctions propres de syme´trie χ
parmi les fonctions propres correspondant aux valeurs propres de Ĥ dans I (voir [He-Ro2], 7.1,
p.1225).
Pour des χ de degre´ > 1, les Nχ fournissent des informations sur la multiplicite´ des valeurs
propres de Ĥ (voir chapitre pre´ce´dent).
Enfin, inte´ressons-nous aux relations entre N(I) et les Nχ(I). Dans le cas ou` Ĝ est fini, nous
avons directement la relation :
N(I) =
∑
χ∈ bG
Nχ(I).
Dans le cas ou` Ĝ est infini, si l’on note (χn)n∈N la suite des carate`res irre´ductibles de G, on a :
n∑
k=0
Nχk(I) −→n→+∞ N(I).
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C’est une conse´quence imme´diate du fait que Nχ(I) = Tr[1lI (Ĥ)Pχ] et du lemme suivant :
Lemme 1.2.5 Soient H un espace de Hilbert se´parable, H un ope´rateur a` trace sur H,
(Tn) une suite d’ope´rateurs borne´s sur H telle que :
∃s− lim
n→+∞Tn =: T ∈ B(H)
On suppose aussi ∀n ∈ N, [H,Tn] = 0.
Alors HTn → HT en norme trace (et donc Tr(HTn)→ Tr(HT ) ).
Preuve du lemme :
Selon le the´ore`me de Banach-Steinhauss, T ∈ B(H) (l’ensemble des ope´rateurs borne´s sur H) et
on a : sup
n∈N
‖Tn − T‖B(H) <∞.
La de´composition polaire de H nous donne U ope´rateur borne´ tel que : H = U |H|.
Ainsi, H(Tn − T ) est a` trace et :
‖H(Tn − T )‖Tr ≤ ‖U‖ ‖|H|(Tn − T )‖Tr ≤
∥∥∥|H| 12∥∥∥
HS
∥∥∥|H| 12 (Tn − T )∥∥∥
HS
.
Par ailleurs,si (ep) est une base hilbertienne deH,
∥∥∥|H| 12 (Tn − T )∥∥∥2
HS
=
∑
p≥0
∥∥∥|H| 12 (Tn − T )ep∥∥∥2 .
On a : ∀p ∈ N,
∥∥∥|H| 12 (Tn − T )ep∥∥∥2 → 0 quand n→ +∞.
En outre, [|H| 12 , Tn − T ] = 0 (proce´der de meˆme que dans la proposition 1.2.2).
Donc
∥∥∥|H| 12 (Tn − T )ep∥∥∥2 ≤ sup
n∈N
‖Tn − T‖2B(H)
∥∥∥|H| 12 ep∥∥∥2, avec ∑
p≥0
∥∥∥|H| 12 ep∥∥∥2 <∞.
D’ou` le re´sultat par convergence domine´e. 
n∑
k=0
Nχk(I) e´tant une suite convergente d’entiers, elle stationne, et ainsi,
∃n0 ∈ N,
n0∑
k=0
Nχk(I) = N(I), et pour n > n0 , Nχn(I) = 0.
Ainsi, l’ensemble des fonctions propres correspondant aux valeurs propres de Ĥ dans I ont
toutes certaines syme´tries, au sens ou` elles sont toutes dans
n0⊕
k=0
L2χk(R
d). Evidemment, c’est un
re´sultat tre`s the´orique, puisqu’on ne connaˆıt a priori aucune information sur ”n0”.
• Fonctions de de´calage spectral partielles :
On peut aussi envisager le cas d’une e´tude d’une perturbation Ĥ2 d’un ope´rateur Ĥ1 : Ici, les
ope´rateurs associe´s ont e´ventuellement du spectre essentiel. L’analogue de la fonction de comp-
tage est classiquement, la fonction de de´calage spectral ( en abre´ge´ FDS ), note´e ξ, de´finie
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a` une constante pre`s dans D′(R) par :
<
dξ
dλ
, f >:= Tr[f(Ĥ2)− f(Ĥ1)] , f ∈ C∞0 (R).
ou` Ĥ2 et Ĥ1 sont des ope´rateurs autoadjoints de meˆme domaine, la formule ci-dessus ayant un
sens de`s que :
∃E ∈ R ∩ [σ(Ĥ2) ∪ σ(Ĥ1)]c, ∃N ∈ N∗, (Ĥ2 − E)−N − (Ĥ1 −E)−N est de classe trace.
(et alors, pour toute f dans C∞0 (R), f(Ĥ2) − f(Ĥ1) est a` trace et f 7→ Tr[f(Ĥ2) − f(Ĥ1)]
de´finit une distribution sur R, qui est en fait un e´le´ment de L1(R, < λ >−N−1 dλ)). Pour une
construction the´orique de´taille´e de la FDS, voir [Y]).
Cette dernie`re condition est par exemple ve´rifie´e dans le cadre : Ĥ1 = −∆, Ĥ2 = −∆ +V (x)
de domaine H2(Rd) sur l’espace de Hilbert L2(Rd), du moment que le potentiel V ve´rifie :
|∂αxV (x)| ≤ Cα. < x >−ρ avec ρ > d.
On peut maintenant de´finir les FDS partielles (ou FDS de syme´trie) :
Proposition 1.2.6 De´finition des FDS partielles :
Soient Ĥ2, Ĥ1 des extensions autoadjointes d’o.p.d. de symboles de Weyl H2,H1 (resp.)
re´els, G−invariants. On suppose Ĥ2, Ĥ1 semiborne´s infe´rieurement et
∃E ∈ R∩ [σ(Ĥ2)∪σ(Ĥ1)]c, ∃N ∈ N∗, (Ĥ2−E)−N−(Ĥ1−E)−N est a` trace sur L2(Rd).
On peut alors de´finir la FDS ξ = ξ bH2, bH1. On peut aussi introduire les restrictions de Ĥ2 et
Ĥ1 aux L
2
χ(R
d), que l’on notera sans ambiguite´ (Ĥ2,χ)χ∈ bG et (Ĥ1,χ)χ∈ bG. Alors :
∀χ ∈ Ĝ, ∀z ∈ [σ(Ĥ2,n)∪σ(Ĥ1,n)]c, (Ĥ2,χ−z)−N − (Ĥ1,χ−z)−N est a` trace sur L2χ(Rd),
ce qui nous permet de de´finir les ξχ := ξ bH2,χ, bH1,χ , que l’on nommera ”FDS partielles”.
Enfin, si ϕ ∈ S(R), on a :
< ξ′χ, ϕ >
S′(R)
S(R) = Tr[(ϕ(Ĥ2)− ϕ(Ĥ1))Pχ].
Preuve de la proposition :
Par restriction, les Ĥj,χ sont semiborne´s, et il suffit ensuite d’appliquer le lemme 1.2.3 avec
A := (Ĥ2−α)−N−(Ĥ1−α)−N et V := L2χ(Rd). 
Jusqu’a` la fin de cette section, on s’inte´resse aux relations entre la FDS ”globale” ξ et ses
FDS ”partielles” ξχ (χ ∈ Ĝ) :
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Proposition 1.2.7 Soient Ĥ2, Ĥ1 comme dans la proposition 1.2.6.
• Supposons G fini. Alors ξ =
∑
χ∈G˜
ξχ (somme finie !).
• Supposons G infini. Si (χn){n∈N} est la suite des caracte`res irre´ductibles de G, alors,
n∑
k=0
ξχk −→ ξ dans L1(R, < λ >−(N+1) dλ) quand n→ +∞.
Preuve de la proposition :
Pour plus de lisibilite´, on note ici ξk a` la place de ξχk et Pk pour Pχk . Selon la proposition 1.2.6 :
n∑
k=0
< ξ′k, ϕ >
S′(R)
S(R) = Tr[(ϕ(Ĥ2)− ϕ(Ĥ1))
n∑
k=0
Pk]. (1.6)
Ceci prouve le cas G fini.
Plac¸ons-nous dans le cas G infini : en faisant tendre n vers +∞ dans (1.6), via la proposi-
tion 1.1.3 et le lemme 1.2.5, on obtient que
n∑
k=0
ξ′χk → ξ′ dans S ′(R). La convergence dans
L1(R, < λ >−(N+1) dλ) ne´cessite un lemme ge´ne´ral sur la FDS :
Lemme 1.2.8 Soient H un espace de Hilbert se´parable, A1, A2 des ope´rateurs autoadjoints
semiborne´s infe´rieurement de meˆme domaine ve´rifiant ∃E ∈ R ∩ ρ(A2) ∩ ρ(A1) tel que :
A1 ≥ E, A2 ≥ E, ∃N ∈ N∗, (A2 − E)−N − (A1 − E)−N est a` trace sur H.
Alors la FDS ”ξ” associe´e au couple (A1, A2) existe et ve´rifie :∫
R
|ξ(λ)| dλ
(1 + |λ|)N+1 ≤
1 + |E|
N
.
∥∥(A2 − E)−N − (A1 − E)−N∥∥Tr
Preuve du lemme :
Posons aj := (Aj−E)−N pour j = 1, 2. On sait, via [Y] (p.306) que si on note ξ0 la FDS associe´e
au couple (a1, a2),on a :
ξ(λ) = − 1l]E;+∞[(λ).ξ0(
1
(λ−E)N ).
et toujours, via [Y] (p.272) :
‖ξ0‖L1(R) ≤ ‖a2 − a1‖Tr
On en de´duit :∫
R
|ξ(λ)| dλ
(1 + |λ|)N+1 =
∫ +∞
E
|ξ0( 1
(λ− E)N )|
(λ− E)N+1
N(1 + |λ|)N+1
Ndλ
(λ− E)N+1 .
Or
| λ− E
1 + |λ| | ≤
|λ|+ |E|
1 + |λ| ≤ 1 +
|E|
1 + |λ| ≤ 1 + |E|.
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Donc∫
R
|ξ(λ)| dλ
(1 + |λ|)N+1 ≤
1 + |E|
N
∫ +∞
E
|ξ0( 1
(λ−E)N )|
Ndλ
(λ− E)N+1 =
1 + |E|
N
∫ +∞
0
|ξ0(λ)|dλ
Finalement ∫
R
|ξ(λ)| dλ
(1 + |λ|)N+1 ≤
1 + |E|
N
‖ξ0‖L1(R)
car aj ≥ 0 pour j = 1, 2, ce qui implique supp(ξ0) ⊂ R+. Ceci ache`ve la preuve du lemme.
Retour a` la preuve de la proposition :
Soient p ≤ q dans N, notons Aj,p,q la restriction de Ĥj a`
q⊕
n=p
L2χ(R
d) pour j = 1, 2. De meˆme que
supra, on a :∫
R
|
q∑
n=p
ξn(λ)| dλ
(1 + |λ|)N+1 ≤ CN,E.
∥∥(A2,p,q − E)−N − (A1,p,q − E)−N∥∥Tr
= CN,E.
∥∥∥∥∥[(Ĥ2 − E)−N − (Ĥ1 − E)−N]
q∑
n=p
Pn
∥∥∥∥∥
Tr
,
d’apre`s le lemme 1.2.8.(
q∑
n=p
Pn est le projecteur orthogonal sur
q⊕
n=p
L2χ(R
d)).
Or s− lim
n→+∞(
n∑
k=0
Pk) = IdL2(Rd), donc, selon le lemme 1.2.5,
n∑
k=0
ξk est de Cauchy dans
L1(R, < λ >−(N+1) dλ),donc converge vers η :=
∑
n≥0
ξn ∈ L1(R, < λ >−(N+1) dλ).
Or, on a vu supra que
n∑
k=0
ξ′k converge vers ξ′ dans S ′(R). Donc η = ξ + Cste.
Or les ξn(λ) et ξ(λ) sont nulles pour λ < inf[σ(Ĥ1) ∪ σ(Ĥ2)], il en va de meˆme pour η, et la
constante est donc nulle, ce qui ache`ve la preuve de la proposition. 
Pour les proble`mes de diffusion quantique avec syme´trie radiale (G = SO(3)), on pourra
consulter l’excellent [AJS]. On pourra en particulier utiliser la proposition 12.11 p.522 pour
montrer une asymptotique a` haute e´nergie de ξχn pour les ope´rateurs Ĥ1 = −∆ et Ĥ2 =
−∆ + V (x) lorsque V (x) = V0(|x|).
1.2.4 Quelques exemples
Pour un hamiltonien H donne´, on de´signera par :
Gmax := {g ∈ O(d) : ∀z ∈ R2d, H[M(g)(z)] = H(z)}.
On peut conside´rer des hamiltoniens de Schro¨dinger :
H(q, p) =
1
2
|p|2 + V (q).
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Dans ce cas-la`, c’est le potentiel qui dicte les syme´tries. On reprend les exemples de groupes de
syme´trie de la section 1.1.3 en donnant des hamiltoniens dont c’est le Gmax :
• Exemple 1 : G = {±Id} ' Z/2Z
Pour d = 1, on a affaire a` des potentiels pairs tels qu’un potentiel a` double puits du type :
V (q) = (q2 − 1)2, ou` meˆme a` 4 puits du type : V (q) = ((q2 − 1)2 − 12)2, des potentiels du type
oscillateur harmonique ou quartique : V (q) = q2 ou q4, ou encore du type ”puits dans une ıˆle” :
V (q) = (q2 + a)e−q2 (a > 0) . . .etc (voir figure 1.1).
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Fig. 1.1 – Potentiels harmonique, double puits et puits dans une ıˆle
Les potentiels envisage´s e´tant positifs, Opwh (H) est essentiellement autoadjoint sur S(R).
Dans ces exemples, V (q) −→
q→+∞ +∞, donc Ĥ est a` resolvante compacte (sauf pour le puits dans
une ıˆle).
• Exemple 2 : G ' σd :
On peut par exemple conside´rer des potentiels pour d = 2 ve´rifiant :
V (x, y) = V (y, x).
• Exemple 3 : Groupe des isome´tries du triangle :
Un hamiltonien familier des physiciens en dimension d = 2 est le hamiltonien de He´non-Heiles
(voir [A], [L-W]). Ce hamiltonien sert notamment a` mode´liser le mouvement d’une e´toile dans
une galaxie cylindrique. En choisissant un parame`tre adequat, il pre´sente des syme´tries. Il est
alors donne´ par :
H(p, q) :=
1
2
|p|2 + V (q)
ou`
V (x, y) :=
1
2
(x2 + y2)− xy2 + 1
3
x3.
i.e. en coordonne´es polaires, si V˜ (r, θ) := V (r cos θ, r sin θ),
V˜ (r, θ) =
1
2
r2 +
1
3
r3 cos(3θ).
Notons Rα la rotation du plan d’angle α dans le sens trigonome´trique, et Sα la syme´trie d’axe
∆α, ou` ∆α est la droite du plan faisant un angle α avec l’axe des x positifs. Ainsi, V est stable
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par Rα si et seulement si , pour tout θ, V˜ (r, θ) = V˜ (r, θ+α) et V est stable par Sα si et seulement
si pour tout θ, V˜ (r, θ) = V˜ (r, 2α − θ). On montre alors facilement que :
Gmax = {IdR2 , R 2pi
3
, R 4pi
3
, S0, Spi
3
, S 2pi
3
} ' σ3 .
0 1-1
0
2pi
3
pi
3
Fig. 1.2 – Syme´tries du triangle
Cependant, on remarque sur la formule que ce potentiel n’est pas minore´. Donc, on ne
peut pas directement affirmer que son e´quivalent quantique est un ope´rateur essentiellement
autoadjoint3.
On peut cependant conside´rer un hamiltonien semblable, qui, lui, est semi-borne´ infe´rieurement
et posse`de les meˆmes syme´tries en prenant plutoˆt le potentiel :
V (x, y) =
1
2
(x2 + y2)2 − xy2 + 1
3
x3.
i.e. en coordonne´es polaires, si V˜ (r, θ) := V (r cos θ, r sin θ),
V˜ (r, θ) =
1
2
r4 +
1
3
r3 cos(3θ).
On a V˜ (r, θ) ≥ 12r4 − 13r3, donc V est minore´, et Opwh (H) est essentiellement autoadjoint sur
S(R2). De plus, H(q, p) ≥ 12(|p|2 + |q|2)+C, ou` C est une constante. Donc H est une application
propre et Ĥ est a` re´solvante compacte. Bien entendu, on a perdu le sens physique qu’avait le
hamiltonien de He´non-Heiles.
• Exemple 4 : Groupe des isome´tries du carre´ :
On conside`re, toujours pour d = 2, un hamiltonien de Schro¨dinger de potentiel :
V (x, y) :=
1
2
x2y2.
3Question : l’ope´rateur − 1
2
∆+ V (x) est-il essentiellement autoadjoint ?
22 CHAPITRE 1. OPE´RATEURS PSEUDO-DIFFE´RENTIELS ET SYME´TRIES
On ve´rifie facilement que pour tel H, Gmax est le groupe des isome´tries d’un carre´,
Gmax = {±IdR2 , Rpi2 , R−pi2 , Spi4 , Spi2 , S 3pi4 , S0}
Par ailleurs,Opwh (H) est essentiellement autoadjoint et on peut montrer que Ĥ est a` re´solvante
compacte (voir B. Helffer, cours de DEA, http ://www.math.u-psud.fr/∼helffer/). Cet hamilto-
nien est re´pute´ tre`s chaotique, au sens ou` une petite perturbation sur la condition initiale peut
entrainer de grands changements dans l’e´volution du syste`me dynamique associe´ (voir l’article
de M. Lu¨bcke sur http ://www.teorfys.uu.se/courses/exjobb/gutz.pdf).
• Exemple 5 : Oscillateurs harmoniques a` fre´quences distinctes : G ' (Z/2Z)d
Conside´rons le hamiltonien a` potentiel quadratique suivant :
Lemme 1.2.9 Soit S >> 0 une matrice re´elle syme´trique de´finie positive de taille d × d
dont les valeurs propres sont 2 a` 2 distinctes. Pour q et p appartenant a` Rd, on pose :
V (q) :=< Sq; q >Rd , H(q, p) := |p|2 + V (q).
Soit O ∈ O(d) telle que S =t O.D.O avec D diagonale.
Alors pour H ainsi de´fini,
Gmax =
t O.{diag(±1)}.O ' (Z/2Z)d
ou` diag(±1) de´signe une matrice diagonale dont les termes sont 1 ou -1.
Ide´e de la preuve :
g ∈ O(d) est une syme´trie pour H ⇐⇒ ∀x ∈ Rd, < (S − g−1Sg)x, x >= 0
i.e. S − g−1Sg est a` la fois syme´trique et antisyme´trique, donc nulle, i.e. [S, g] = 0. En diagona-
lisant S en base orthonorme´e, on se rame`ne aise´ment au cas ou` S est diagonale. Puis, si les gij
sont les coefficients de la matrice de g dans la base canonique de Rd, et si S = diag(a1, . . . , ad),
alors on a :
[S, g] = 0 ⇐⇒ aigij = ajgij .
Donc, ai 6= aj ⇒ gij = 0. 
V e´tant continu et positif, Opwh (H) est essentiellement autoadjoint sur L
2(Rd). En outre,
V (q) −→
|q|→+∞
+∞, donc Ĥ est positif a` re´solvante compacte.
Cet exemple est inte´ressant, car c’est un des rares cas ou` l’on peut, pour d ≥ 2, calculer
1.2. OPE´RATEURS PRE´SENTANT DES SYME´TRIES 23
effectivement les orbites pe´riodiques du syste`me hamiltonien classique :
z˙(t) = J∇H(z(t)). (1.7)
ou`
J =
(
0 Id
−Id 0
)
On verra, lorsqu’on abordera la formule de trace de Gutzwiller que les asymptotiques des for-
mules de trace que nous allons e´tudier sont souvent lie´es aux orbites pe´riodiques de ce syste`me.
• Exemple 6 : Oscillateurs harmoniques plus ge´ne´raux :
On obtient des syme´tries avec des groupes de Lie isomorphes a` des groupes orthogonaux en
prenant des fre´quences e´gales :
-L’exemple le plus simple est celui de l’oscillateur harmonique de base en dimension d :
H(q, p) = |p|2 + |q|2
pour lequel lequel Gmax = O(d), a` re´solvante compacte, dont on connait le spectre (syme´trie
sphe´rique).
-Si on prend par exemple avec d = 3 ; H(q, p) = |p|2 + V (q) ou` :
V (x, y, z) = x2 + 2(y2 + z2)
on obtient Gmax =
(
±1 0
0 SO(2)
)
(voir preuve dans l’exemple 5), ce qui nous donne un cas
de syme´trie cylindrique.
Chapitre 2
Le cas d’un groupe fini
2.1 Asymptotiques faibles
Si un ope´rateur autoadjoint A, semiborne´ infe´rieurement, est a` re´solvante compacte, et
si l’on note {λj : j ≥ 0} la suite de ses valeurs propres re´pe´te´es avec ordre de multiplicite´
ge´ome´trique ( avec λj → +∞ ), alors la fonction de comptage associe´e a` A est, comme on
l’a vu pre´cedemment :
NA(λ) :=
∑
j≥0
1l{λj≤λ} (λ ∈ R).
NA(.) est en particulier une distribution sur R, et si f est dans C∞0 (R), on a :
<
dNA
dλ
, f >= −
∫
R
NA(λ)f
′(λ)dλ = −
∑
j≥0
∫ +∞
λj
f ′(λ)dλ =
∑
j≥0
f(λj) = Tr(f(A)).
Cette dernie`re formule montre comment le comportement de NA est lie´ a` la trace Tr(f(A)).
Dans ce chapitre on s’inte´resse a` l’ope´rateur A = Ĥχ sur L
2
χ(R
d). Nous allons voir comment,
en conside´rant des fonctions ”f” bien choisies, on peut de´crire le comportement asymptotique
semi-classique des fonctions de comptage partielles Nχ(I) e´voque´es dans le chapitre pre´ce´dent,
lorsque h tend vers ze´ro, graˆce a` des formules de trace.
2.1.1 De´cor et re´sultat principal
Motivation : LorsqueH est un hamiltonien ve´rifiant (H.0) et ayant pour groupe de syme´trie
un groupe fini G, on veut donner, pour χ ∈ Ĝ et f dans S(R), une asymptotique semi-classique
de la quantite´ Tr[f(Ĥχ)] lorsque f(Ĥ) est de trace classe. On e´crit donc :
Tr[f(Ĥχ)] = Tr[f(Ĥ)Pχ] =
dχ
|G|
∑
g∈G
χ(g)Tr[f(Ĥ)M˜(g)]. (2.1)
Puis, on utilise le calcul fonctionnel de´veloppe´ par Helffer et Robert dans [He-Ro1], qui permet
de de´crire f(Ĥ) (voir aussi [Ro] The´ore`me (III-11), p.143) :
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Il existe h0 > 0, une suite (aj) ∈ S(< H >, g0)1 et une suite RN (h) (N ≥ N0) tels que :
f(Ĥ) =
N∑
j=0
hj âj + h
N+1RN+1(h), (2.2)
avec I Sup
0<h≤h0
‖RN+1(h)‖L(L2(Rd)) < +∞.
I aj(z) =
2j−1∑
k=1
dj,k(z)
k!
f (k)(H(z)).
I a0(z) = f(H(z)) et |∂αdj,k(z)| ≤ Cα < H(z) >k.
On voit clairement sur ces formules que, pour l’asymptotique de Tr[f(Ĥχ)], on est ramene´
2 a`
e´tudier des termes de la forme :
Tr(Opwh (a)M˜ (g)).
Ainsi, dans la suite on va commencer par conside´rer un hamiltonien a(z) sans syme´trie et un g
fixe´ dans O(d). On se donne :
a : z 7→ a(z)
une fonction re´elle de C∞(Rd × Rd), ve´rifiant : ∀z ∈ R2d,∀α ∈ N2d,
|∂αz a(z)| ≤ Cα < z >−ρ, ou` ρ > 2d. (2.3)
On lui associe l’ope´rateur h-pseudodiffe´rentiel A := Opwh (a) de´fini pour ψ dans L
2(Rd), par :
Opwh (a)ψ(x) := (2pih)
−d
∫
Rdx×Rdξ
e
i(x−y).ξ
h a
(
x+ y
2
; ξ
)
ψ(y)dξdy.
ou de fac¸on duale par :
< Opwh (a)φ;ψ >L2= (2pih)
−d
∫
R2d
Wφ,ψ(z)a(z)dz. (2.4)
ou` φ et ψ sont dans L2(Rd), et Wφ,ψ est la h-transforme´e de Wigner :
Wφ,ψ(x, ξ) :=
∫
Rd
e−
i
h
yξφ(x+
y
2
)ψ(x− y
2
)dy.
(voir [Fo], p.56, et proposition 2.5 p.81). On sait (voir [Ro], The´ore`me (II-53) p.105) que (2.3)
assure le fait que Opwh (a) est un ope´rateur a` trace sur L
2(Rd). On dispose d’ailleurs d’une for-
mule exacte pour la trace de A := Opwh (a) (cf infra). Cependant, il est important de noter que
Opwh (a)M˜ (g) n’est pas en ge´ne´ral un ope´rateur pseudo-diffe´rentiel. Ainsi le re´sultat que nous
allons obtenir n’est pas une formule exacte, mais un de´veloppement asymptotique en puissances
1Au sens de [He-Ro 1].
2Sur la formule donne´e, il n’est pas clair que le reste est a` trace, mais une astuce classique (toujours [He-Ro1]
ou [Ro] proposition III.16 p.150) permet d’e´viter cet e´cueil.
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de h. Dans le the´ore`me suivant, on ne suppose pas que le symbole a est invariant par M(g) :
The´ore`me 2.1.1 On fixe g dans O(d), et on pose :
νg := dim ker(g − IdRd), Fg := ker(M(g) − IdR2d) et F˜g := ker(g − IdRd).
Alors, sous les hypothe`ses ci-dessus, on a, pour tout N dans N∗, lorsque h→ 0+ :
Tr(Opwh (a)M˜ (g)) = (2pih)
−νg
N−1∑
k=0
hkck(a, g) +O(h
N−νg). (2.5)
ou` les ck(a, g) sont des combinaisons line´aires (a` coefficients de´pendant de g) d’e´le´ments de
la forme
∫
Fg
∂αa(z)dσg(z).
En particulier :
Tr(Opwh (a)M˜(g)) =
(2pih)−νg
det[(IdRd − g)|F˜⊥g ]
∫
Fg
a(z)dσg(z) +O(h
1−νg), quand h→ 0+ (2.6)
ou` dσg est la mesure de Lebesgue sur l’espace vectoriel Fg.
Enfin on a :
ck(a, g) = (2pi)
−d+νg
∑
|γ+β|=2k
∑
ν≤γ
cγ,ν
γ!β!
∫
Fg
∂γ+βadσFg .
∫
F⊥g
ei<Ax,x>[J(I−g−1)x]ν [ I+g−12 ]βdσF⊥g .
(2.7)
ou`
A :=
1
4
J(M(g) −M(g−1)) + i
4
(I −M(g))(I −M(g−1)),
et les cγ,ν sont des constantes universelle donne´es par Pγ(z) =
∑
ν≤γ cν,γz
ν , (z ∈ R2d) ou` :
Dγ [exp(−|z|
2
4
)] = Pγ(z) exp(−|z|
2
4
).
Commentaires :
• Les inte´grales sur Fg n’ont de sens que si chaque ∂αa de´croit dans la direction de Fg, ce qui
est assure´ par (2.3).
• Pour g = ±IdRd , on (re)trouve des formules exactes (voir preuve) :
M˜ (Id) = IdL2(Rd) et (M˜ (−Id)f)(x) = f(−x).
Tr(Opwh (a)) =
1
(2pih)d
∫
R2d
a(z)dz, et Tr(Opwh (a)M˜ (−Id)) = 2−da(0).
• On constate que plus g a de points fixes, plus le comportement en h de la formule de trace est
divergent.
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Corollaire 2.1.2 Soient G un sous-groupe fini de O(d), χ ∈ Ĝ et A un ope´rateur pseudo-
diffe´rentiel de symbole de Weyl a(.) G−invariant, et χ ∈ Ĝ . Alors, Tr(Aχ) admet un
de´veloppement asymptotique a` tout ordre en puissances de h,
(2pih)d.Tr(Aχ) =
d2χ
|G|
∫
R2d
a(z)dz +O(h), quand h→ 0+.
et donc
Tr(Aχ) =
d2χ
|G|Tr(A) +O(h
−d+1), quand h→ 0+.
Preuve du corollaire : l’e´le´ment dominant est l’e´le´ment neutre ”Id” de G, et χ(Id) = dχ. 
On constate que plus le degre´ de χ est important, plus Tr(Aχ) contribue a` Tr(A).
Corollaire 2.1.3 Soient G un groupe fini de O(d), χ ∈ Ĝ et H un hamiltonien ve´rifiant
(H.0) et ayant G pour groupe de syme´trie. On se donne a < b dans R, on note I := [a, b]
et on suppose de plus que H−1(I) est compact.
Alors, ∀f ∈ C∞0 (
◦
I), f(Ĥχ) est de classe trace et Tr(f(Ĥχ)) admet un de´veloppement asymp-
totique a` tout ordre en puissances de h quand h tend vers ze´ro tel que :
Tr(f(Ĥχ)) =
d2χ
|G| (2pih)
−d
∫
R2d
f(H(z))dz +O(h1−d), quand h→ 0+. (2.8)
Par ailleurs, le spectre de Ĥχ est discret dans I et si V olR2d(H
−1(∂I)) = 0, alors on a :
(2pih)dNχ(I) −→
h→0+
d2χ
|G|Vol(H
−1(I)). (2.9)
Remarques : (1) Lorsque H−1(I) est compact, le spectre de Ĥ est aussi discret dans I· Ainsi,
(2.9) s’e´crit :
Nχ(I)
N(I)
−→
h→0+
d2χ
|G| ,
ce qui peut s’interpre´ter en disant qu’a` la limite semi-classique, la proportion de valeurs propres
de Ĥ ayant une fonction propre dans L2χ(R
d) est de
d2χ
|G| . En particulier, une proportion d’au
moins
d2χ
|G| des valeurs propres de Ĥ ont une multiplicite´ supe´rieure a` dχ lorsque h tend vers ze´ro
(cf paragraphe 1.2.2), et plus le degre´ de χ est e´leve´, plus L2χ(R
d) participe au spectre de Ĥ
dans I.
(2) La formule (2.9) sera ame´liore´e dans le chapitre suivant, ou` l’on donnera un estimation
du reste R(h) := Nχ(I)− d
2
χ
|G|(2pih)
−dVol(H−1(I)).
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(3) Dans sa the`se, Z. El Houakmi donne une preuve de (2.8) en passant par le noyau de
Schwartz K(x, y) de l’ope´rateur TK := f(Ĥ)Pχ et en utilisant une formule du type :
Tr(TK) =
∫
Rd
K(x, x)dx.
Ce type de formule est assez long a` justifier en ge´ne´ral car il faut des informations sur la re´gularite´
du noyau K(x, y) (voir [El-H] ou [Ro]).
(4) V olR2d(H
−1(∂I)) = 0 lorsque {H = a} et {H = b} sont des niveaux d’e´nergie non
critiques.
Preuve du corollaire :
• Soit f ∈ C∞0 (
◦
I). On peut ame´liorer (2.2) en affirmant que
‖RN+1(h)‖Tr = O(h−d).
(voir [Ro] p.250 The´ore`me V-4). Ainsi, Supp aj ⊂ Supp (f ◦H) ⊂ H−1(I) est compact, f(Ĥ)
est a` trace sur L2(Rd) et f(Ĥχ) aussi. L’asymptotique the´orique en puissances de h de´coule donc
des re´ductions de (2.1) et du the´ore`me 2.1.1. Le premier terme est celui de Tr(Opwh [f(H(z))]Pχ),
qui est donc :
d2χ
|G|(2pih)
−d ∫
R2d
f(H(z))dz, selon le corollaire pre´ce´dent.
• Pour la limite de la fonction de comptage partielle, fixons ε petit et conside´rons des fonc-
tions ϕε et ψε a` valeurs dans [0, 1], a` support compact dans R et ve´rifiant :
Supp ϕε ⊂]a, b[ et ϕε = 1 sur [a+ ε, b− ε].
Supp ψε ⊂]a− ε, b+ ε[ et ψε = 1 sur [a, b].
Ainsi, sur R :
ϕε ≤ 1l[a,b] ≤ ψε
et donc :
(2pih)dTr[ϕε(Ĥχ)] ≤ (2pih)dNχ(I) ≤ (2pih)dTr[ψε(Ĥχ)].
ainsi :
d2χ
|G|
∫
R2d
1l[a+ε,b−ε](H(z))dz ≤
d2χ
|G|
∫
R2d
ϕε(H(z))dz ≤ lim inf
h→0+
(
(2pih)dNχ(I)
)
.
et de meˆme :
lim sup
h→0+
(
(2pih)dNχ(I)
)
≤ d
2
χ
|G|
∫
R2d
1l[a−ε,b+ε](H(z))dz.
En faisant tendre ε vers ze´ro, on obtient :
d2χ
|G|V ol(H
−1(]a, b[)) ≤ lim inf
h→0+
(
(2pih)dNχ(I)
)
≤ lim sup
h→0+
(
(2pih)dNχ(I)
)
≤ d
2
χ
|G|V ol(H
−1([a, b]))
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L’hypothe`se V olR2d(H
−1(∂I)) = 0 assure que V ol(H−1([a, b])) = V ol(H−1(]a, b[)).
Ceci ache`ve la preuve du corollaire. 
Enfin, a` titre d’illustration supple´mentaire, nous donnons une asymptotique faible de la FDS
dans le cadre de la diffusion avec deux ope´rateurs ayant le meˆme groupe de syme´tries. Cette
formule peut servir a` calculer les coefficients d’une e´ventuelle asymptotique forte de la FDS.
Corollaire 2.1.4 Sous les hypothe`ses de la proposition 1.2.6, pour toute fonction ϕ ∈
C∞0 (R), < ξ′χ;ϕ > admet une asymptotique en puissance de h quand h tend vers ze´ro,
dont le premier terme est donne´ par :
< ξ′χ;ϕ >=
d2χ
|G| < ξ
′;ϕ > +O(h1−d).
On peut cependant remarquer que les termes suivants le premier peuvent eˆtre assez diffe´rents
de ceux de la FDS sans syme´tries : par exemple, on sait que dans le cas H1 = −h2∆, H2 =
−h2∆ + V (x), la FDS sans syme´tries ne fait apparaˆıtre que des puissances paires de h. Il n’en
est rien pour la FDS avec syme´tries.
2.1.2 Preuve du the´ore`me 2.1.1
On va utiliser ici une formule de trace pour les ope´rateurs sur L2(Rd) faisant intervenir les
e´tats cohe´rents (voir Appendice 4.2.3 pour la preuve) : si A est un ope´rateur a` trace sur L2(Rd),
alors3
Tr(A) = (2pih)−d
∫
R2dα
< Aϕα;ϕα >L2(Rd) dα.
Donc, comme M˜(g)ϕα = ϕM(g)α (cf 4.2.1) :
Tr(Opwh (a)M˜(g)) = Tr(M˜ (g)Op
w
h (a)) = (2pih)
−d
∫
R2dα
< Opwh (a)ϕα;ϕg−1α > dα.
En utilisant (2.4), on a :
Tr(Opwh (a)M˜ (g)) = (2pih)
−2d
∫
R2dα
∫
R2d
a(z)Wϕα,ϕg−1α(z)dzdα. (2.10)
3Le produit scalaire sur L2(Rd) sera ici pris antiline´aire de second membre
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Lemme 2.1.5 La h-transforme´e de Wigner du couple (ϕα, ϕg−1α) est : Wϕα,ϕg−1α(z) =
2d exp
[
i
h
(< J(I −M(g−1))α, z >)] . exp [− i2h < Jα,M(g−1)α >)] . exp [− 1h |z − ( I+M(g−1)2 )α|2] .
ou` :
J :=
(
0 Id
−Id 0
)
∈M2d(R).
Preuve du lemme : on pose z = (x, ξ) et α = (q, p).
Wϕα,ϕg−1α(z) = (pih)
− d
2 e
i
h
x.(p−g−1p)
∫
Rdy
e−
i
h
y.ξe(−
1
2h
[|x+ y
2
−q|2+|x− y
2
−g−1q|2]).e(
i
2h
y.(p+g−1p))dy.
D’apre`s l’identite´ du paralle´logramme :
Wϕα,ϕg−1α(z) = (pih)
− d
2 e
i
h
x.(p−g−1p)e
1
h
|x− (q+g−1q)
2
|2
∫
Rdy
e−
i
h
y. (ξ−(p+g
−1p)
2 e
|y−(q−g−1q)|2
4h dy.
= (pih)
− d
2 e
i
h
x.(p−g−1p)
e
− 1
h
|x−
(q+g−1q)
2
|2
e
i
2h
(q−g−1q)(p+g−1p)
.e
− i
h
ξ.(q−g−1q)Fy→ξ(e−
|y|2
4h )(
ξ
h
− p + g
−1p
2h
).
= 2de
i
h
x.(p−g−1p)e−
1
h
|x− (q+g−1q)
2
|2e
i
2h
(q−g−1q)(p+g−1p).e−
i
h
ξ.(q−g−1q)e−
1
h
|ξ− (p+g−1p)
2
|2 .
Il suffit alors de constater que (q − g−1q)(p + g−1p) = − < Jα;M(g−1)α >R2d , ce qui ache`ve la
preuve du lemme. 
Cette formule se simplifie pour le cas ou` g = ±IdRd :
Corollaire 2.1.6 On a les formules exactes :
Tr(Opwh (a)) =
1
(2pih)d
∫
R2d
a(z)dz et Tr(Opwh (a)M˜ (−Id)) = 2−da(0).
Preuve du corollaire :
• Pour g = +IdRd , Wϕα,ϕα(z) = 2d exp(− 1h |z − α|2).
Donc :
Tr(Opwh (a)) = (2pih)
−d
∫
R2dα
< Opwh (a)ϕα;ϕα > dα = (2pih)
−2d2d
∫
R2dα
∫
R2d
a(z)e−
1
h
|z−α|2dzdα
Tr(Opwh (a)) = (2pih)
−2d2d
∫
R2d
a(z)dz
∫
R2dα
e−|α|
2
dαhd = (2pih)−d
∫
R2d
a(z)dz.
• Pour g = −IdRd , Wϕα,ϕg−1α(z) = 2d exp( ih < 2Jα, z >)e−
|z|2
h .
Donc :
Tr(Opwh (a)M˜ (g)) = (2pih)
−2d2d
∫
R2dα
∫
R2d
exp(
i
h
< 2Jα, z >)e−
|z|2
h a(z)dzdα.
Tr(Opwh (a)M˜ (g)) = h
−2d2d
∫
R2dα
F−1z→α[e−
|z|2
h a(z)](
2Jα
h
)dα = 2−da(0).
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Ceci ache`ve la preuve du corollaire. 
Cependant, dans le cas ge´ne´ral, le calcul n’est pas si aise´, d’autant que l’inte´grale ”double”
dans (2.10) est oscillante comme on a pu le constater pour le cas g = −Id (en fait de`s que
ker(Id + g) 6= 0). Remarquons que la gaussienne z 7→ Wϕα,ϕg−1α(z) est centre´e en
I+M(g−1)
2 α.
Pour rendre convergente l’inte´grale ”en α”, on peut donc utiliser la formule vectorielle de Taylor
avec reste inte´gral entre z et I+M(g
−1)
2 α pour N entier non nul :
(2pih)2d.Tr(Opwh (a)M˜ (g)) =
N−1∑
k=0
∑
γ∈N2d,|γ|=k
1
γ!
.
∫
R2dα
∂γa(( I+g
−1
2 )α)mγ,h(α)dα +
∫ 1
0
(1− t)N−1
∑
|γ|=N
N
γ!
∫
R2dα
Rγ,h,t(α)dαdt.
(2.11)
ou` :
mγ,h(α) :=
∫
R2d
Wϕα,ϕg−1α(z)(z − ( I+g
−1
2 )α)
γdz. (2.12)
Rγ,h,t(α) :=
∫
R2d
(∂γa)(tz + (1− t)( I+g−12 )α)Wϕα,ϕg−1α(z)(z − ( I+g
−1
2 )α)
γdz. (2.13)
Remarque : les inte´grales dans (2.12) et (2.13) sont absolument convergentes car ∂γa(.) est
borne´e et ∫
R2d
|Wϕα,ϕg−1α(z)(z − ( I+g
−1
2 )α)
γ |dz = 2d
∫
R2d
e−
|z|2
h |zγ |dz < +∞.
Proposition 2.1.7 Uniforme´ment en t ∈ [0, 1], on a :∫
R2dα
|Rγ,h,t(α)|dα = O(h
N
2 hd) quand h→ 0+.
Preuve de la proposition :
Afin d’e´viter les lourdeurs d’e´criture, la lettre ”C” de´signera un O(1) universel.
On a :
Rγ,h,t(α) = C
∫
R2d
zγe
−|z|2
h e
i
h
<J(I−M(g−1))α;z>(∂γa)(tz + ( I+M(g
−1)
2 )α)dz.
Si on majore directement par ine´galite´ triangulaire sous l’inte´grale, on perd la de´pendance
en α (par exemple pour g = −Id). On va donc faire des inte´grations par parties pour profiter
de la phase : e
i
h
<J(I−M(g−1))α;z>, mais il faudra d’abord de´composer chaque inte´grale sur R2d
en deux inte´grales sur Fg et F
⊥
g (rappelons que Fg = ker(IdR2d −M(g))).
• Notons k := dimFg. On commence par faire un changement de variable sur R2d :
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Soient (e1, . . . , e2d) la base canonique de R
2d.
(f1, . . . , fk) une base orthonorme´e de Fg et (fk+1, . . . , f2d) une base orthonorme´e de F
⊥
g .
U ∈ O(2d) tel que ∀j = 1, . . . , 2d, U(ej) = fj.
On fait alors les changement de variables α← U(α) et z ← U(z). Puis on e´crit :
α = (α′, α′′) ∈ Rk × R2d−k et z = (z′, z′′) ∈ Rk × R2d−k.
et on remarque que :
. < J(I−M(g−1))U(α);U(z) >R2d=<t UJ(I−M(g−1))U(0, α′′); (0, z′′) >R2d=< Aα′′; z′′ >R2d−k ,
ou` A ∈ L(R2d−k) est bijective.
. [U(z)]γ est un polynoˆme homoge`ne en la variable z de degre´ |γ| = N . Ainsi, on doit montrer
que : ∫
R2dα
|R˜γ,h,t(α)|dα = O(hdh
N
2 ),
ou`
R˜γ,h,t(α) = C
∫
Rk
z′
(z′)ν1e−
|z′|2
h
∫
R
2d−k
z′′
e
i
h
<Aα′′,z′′>e−
|z′′|2
h (z′′)ν2v(z′′)dz′dz′′. (2.14)
et
v(z′′) := (∂γa)[U(tz′ + α′, 0) + tU(0, z′′) + ( I+M(g
−1)
2 )U(0, α
′′)]
avec ν := (ν1, ν2) ∈ Nk × N2d−k et |ν| = N = |ν1|+ |ν2|.
Pour pouvoir faire proprement les inte´grations par parties, on se donne une fonction χ ∈
C∞0 (R2d−kα′′ ) telle que χ(α′′) = 1 de`s que |α′′| ≤ 1 et on e´crit :∫
R2dα
|R˜γ,h,t(α)|dα = Kh,t + Lh,t.
ou` :
Kh,t :=
∫
R2dα
|χ(α′′)R˜γ,h,t(α)|dα et Lh,t :=
∫
R2dα
|(1− χ(α′′))||R˜γ,h,t(α)|dα.
• Estimation de Kh,t :
On remarque que U(tz′ + α′, 0) et tU(0, z′′) + ( I+M(g
−1)
2 )U(0, α
′′) sont orthogonaux, donc selon
(2.3), on a :
Kh,t ≤ C
∫
R2dα
|χ(α′′)|
∫
Rk
z′
|z′||ν1|e− |z
′|2
h
∫
R
2d−k
z′′
e−
|z′′|2
h |z′′||ν2|dz′′ < tz′ + α′ >−ρ dz′dα.
≤ Ch |ν2|2 h 2d−k2 .
∫
R
2d−k
α′′
|χ(α′′)|dα′′.
∫
Rk
z′
|z′||ν1|e− |z
′|2
h
∫
Rk
α′
< tz′ + α′ >−ρ dα′dz′.
≤ C.hN2 hd.
et cette dernie`re estimation est uniforme en t ∈ [0, 1] et en g ∈ O(d).
• Estimation de Lh,t :
On fait les changements de variable : z
′′√
h
← z′′ et α′′√
h
← α′′ :
Lh,t = C.h
|ν2|
2 h2d−k
∫
R2dα
|(1 − χ(
√
hα′′))||
∫
Rk
z′
(z′)ν1e−
|z′|2
h Vh,t(α, z
′)dz′|dα.
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ou` Vh,t(α, z
′) :=∫
R
2d−k
z′′
ei<Aα
′′,z′′>e−|z
′′|2(z′′)ν2(∂γa)[U(tz′ + α′, 0) + t
√
hU(0, z′′) +
√
h( I+M(g
−1)
2 )U(0, α
′′)]dz′′
On peut alors proce´der a` une inte´gration par parties dans Vh,t(α, z
′), via l’ope´rateur :
L :=
1
i
Aα′′
|Aα′′|2 .∇z′′
qui est bien de´fini pour α′′ dans le support de 1− χ. On a bien suˆr :
L(ei<Aα
′′,z′′>) = ei<Aα
′′,z′′>,
et si k0 ∈ N∗,
Lk0
[
e−|z
′′|2(z′′)ν2(∂γa)[U(tz′ + α′, 0) + t
√
hU(0, z′′) +
√
h( I+M(g
−1)
2 )U(0, α
′′)]
]
est une combinaison line´aire de termes de la forme :
O
(
1
|Aα′′|k0
)
(t
√
h)∗.f(z′′)(∂βa)[U(tz′ + α′, 0) + t
√
hU(0, z′′) +
√
h( I+M(g
−1)
2 )U(0, α
′′)].
uniforme´ment en t ∈ [0, 1] et en g ∈ O(d), ou` f ∈ S(R2d−k) et ∗ est un entier positif. Donc en
majorant t
√
h par 1, on a :
Lh,t ≤ C.h
|ν2|
2 h
2d−k
.
Z
R
2d−k
α′′
|1− χ(√hα′′)|
|Aα′′|k0 dα
′′
.
Z
Rk
z′
|z′||ν1|e− |z
′|2
h
Z
R
2d−k
z′′
|f(z′′)|
Z
Rk
α′
< tz
′ + α′ >−ρ dα′dz′′dz′.
≤ C.h |ν2|2 h2d−k.
∫
R
2d−k
α′′
|1− χ(√hα′′)|
|Aα′′|k0 dα
′′.h
|ν1|
2 h
k
2
et pour k0 assez grand,∫
R
2d−k
α′′
|1− χ(√hα′′)|
|Aα′′|k0 dα
′′ ≤ 2hk02 hk2−dMax(1, ‖χ‖∞)
∫
|α′′|≥1
dα′′
|Aα′′|k0 < +∞.
Remarque Si on garde a` l’esprit le projet d’adapter ce re´sultat pour les groupes de Lie, on
constate que le terme
∫
|α′′|≥1
dα′′
|Aα′′|k0 n’est pas en ge´ne´ral borne´ uniforme´ment en g ∈ O(d). En
effet, pour d = 2, il est e´gal a`
C
(1− cos θ)k02
∫
|x|≥1
dx
|x|k0 (ou` θ est l’angle de la rotation g). En
fait pour les groupes de Lie, nous utiliserons des me´thodes diffe´rentes et supposerons que a est
a` support compact.
Ceci ache`ve la preuve de la proposition. 
On a donc :
Tr(Opwh (a)M˜ (g)) = (2pih)
−2d
N−1∑
k=0
∑
γ∈N2d,|γ|=k
1
γ!
∫
R2dα
∂γa(( I+M(g
−1)
2 )α)mγ,h(α)dα+O(h
N
2 h−d).
(2.15)
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On va tout d’abord calculer mγ,h(α) :
Proposition 2.1.8 Soit Pβ le polynoˆme re´el de degre´ |β| tel que :
Dβ[exp(−|z|
2
4
)] = Pβ(z) exp(−|z|
2
4
). (2.16)
Alors on a :
mγ,h(α) = (2pih)
d. exp[
i
h
Φ(α)].h
γ
2Pγ
(
J(I −M(g−1))α√
h
)
. (2.17)
ou` :
φ(α) :=
1
2
< Jα,M(g−1)α > +
i
4
|(I −M(g−1))α|2 (2.18)
Preuve de la proposition : Selon le lemme 2.1.5, mγ,h(α) =
2de−
i
2h
<Jα,M(g−1)α>.e
i
h
<J(I−M(g−1))α,( I+M(g
−1)
2 )α>
∫
R2d
zγe−
|z|2
h .e
i
h
<J(I−M(g−1))α;z>dz.
Or, comme M(g−1) ∈ O(2d) et que [J,M(g−1)] = 0, on a :
< J(I −M(g−1))α, ( I+M(g−1)2 )α >=< Jα;M(g−1)α > .
Ainsi
mγ,h(α) = 2
de
i
2h
<Jα,M(g−1)α>.
∫
R2d
zγe−
|z|2
h .e
i
h
<J(I−M(g−1))α;z>dz.
mγ,h(α) = 2
de
i
2h
<Jα,M(g−1)α>h
|γ|
2 hd
∫
R2d
zγe−|z|
2
.e
i<
J(I−M(g−1))α√
h
;z>
dz.
Or pour ψ dans S(R2d), X dans R2d :
(2pi)−2d
∫
R2d
eiXzψˆ(z)zγdz = Dγψ(X).
Donc, avec ici ψˆ(z) := e−|z|2 et X := J(I−M(g
−1))α√
h
, on a :
mγ,h(α) = 2
de
i
2h
<Jα,M(g−1)α>h
|γ|
2 hd(2pi)2d(4pi)−dPγ(
J(I −M(g−1))α√
h
)e
−|(I+M(g−1))α|2
4h .
Ceci ache`ve la preuve de la proposition. 
Remarque : z 7→ exp(−|z|24 ) e´tant une fonction paire, on a :
Pα(−z) = (−1)αPα(z).
Ainsi Pα(z) =
∑
ν≤α
cνz
ν , avec cν = 0 lorsque |ν| n’a pas la meˆme parite´ que |α|.
Donc :
h
|α|
2 Pα
(
z√
h
)
=
∑
ν≤α
cνz
νh
|α|−|ν|
2 .
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h
|α|−|ν|
2 e´tant une puissance entie`re de h lorsque cν 6= 0.
On a alors, selon (2.17) : ∫
R2d
∂γa(( I+M(g
−1)
2 )α)mγ,h(α)dα =
(2pih)d
∑
ν≤γ
cνh
|γ|−|ν|
2 .
∫
R2dα
e
i
h
Φ(α)∂γa(( I+M(g
−1)
2 )α).[J(I −M(g−1))α]νdα
Finalement, selon (2.15), on obtient :
Tr(Opwh (a)M˜ (g)) = (2pih)
−d
N−1∑
k=0
∑
γ∈N2d,|γ|=k
1
γ!
∑
ν≤γ
cνh
|γ|−|ν|
2 Iγ,ν(h) +O(h
N
2 h−d). (2.19)
ou`
Iγ,ν(h) :=
∫
R2dα
e
i
h
φ(α)∂γa(( I+M(g
−1)
2 )α).[J(I −M(g−1))α]νdα (2.20)
Notation : lorsque A est une matrice complexe, on note, pour z ∈ R2d :
< Az, z >R2d :=< <(A)z, z >R2d +i < =(A)z, z >R2d .
Un calcul rapide montre que :
φ(α) =< Aα,α >R2d ou` A :=
1
4J(M(g) −M(g−1)) + i4(I −M(g))(I −M(g−1)). (2.21)
Remarquons que :
kerR(A) := {x ∈ Rn : A(x) = 0} = ker<(A) ∩ ker=(A) = Fg.
Obtenir un de´veloppement asymptotique de chaque Iγ,ν(h), revient a` donc appliquer le
the´ore`me de la phase stationnaire avec phase complexe quadratique et un espace vectoriel de
points critiques. On fait le meˆme changement de variable que dans la preuve de la proposition
2.1.7, via U ∈ O(2d) qui envoie Rk sur Fg et R2d−k sur F⊥g (k := 2νg). On constate que :
φ(U(α)) =<t UAU(0, α′′), (0, α′′) >R2d=< A˜α
′′, α′′ >R2d−k
ou` A˜ :=t UAU |C2d−k
R2d−k (<(A) et =(A) envoient F⊥g dans F⊥g ). On note que =A˜ >> 0 : en effet
ker=A = Fg et =A ≥ 0.
Ainsi :
Iγ,ν(h) =
∫
Rk
α′
∫
R
2d−k
α′′
e
i
h
<A˜α′′;α′′>(∂γa)[U(α′; 0) + ( I+M(g
−1)
2 )U(0, α
′′)].[J(I −M(g−1))U(0;α′′)]νdα′dα′′.
On fait ensuite le changement de variable α
′′√
h
← α′′ : Iγ,ν(h) =
h
|ν|
2 h
2d−k
2 .
Z
Rk
α′
Z
R
2d−k
α′′
e
i<A˜α′′;α′′>(∂γa)[U(α′; 0) +
√
h(
I+M(g−1)
2 )U(0, α
′′)].[J(I −M(g−1))U(0;α′′)]νdα′dα′′.
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On peut alors appliquer la formule de Taylor avec reste inte´gral dans ∂γa(. . . ) entre U(α′; 0) et
U(α′; 0) +
√
h( I+M(g
−1)
2 )U(0, α
′′) : si N0 ∈ N∗,
∂γa[U(α′; 0) +
√
h( I+M(g
−1)
2 )U(0, α
′′)] =
N0−1∑
q=0
∑
|β|=q
h
q
2
β!
[( I+M(g
−1)
2 )U(0, α
′′)]β(∂γ+βa)[U(α′, 0)]
+
∫ 1
0
(1−t)N0−1
∑
|β|=N0
N0
β!
h
N0
2 [( I+M(g
−1)
2 )U(0, α
′′)]β(∂γ+βa)[U(α′, 0)+t
√
h( I+M(g
−1)
2 )U(0, α
′′)]dt.
Ainsi :
Iγ,ν(h) = h
2d−k
2
N0−1∑
q=0
∑
|β|=q
h
q+|ν|
2
β!
dβ,ν,γ + h
2d−k
2 h
N0+|ν|
2
∫ 1
0
(1− t)N0−1
∑
|β|=N0
N0
β!
Rγ,ν,β,t(h)dt.
(2.22)
ou` :
dβ,ν,γ :=
Z
Rk
α′
(∂γ+βa)[U(α′, 0)]dα′.
Z
R
2d−k
α′′
e
i<A˜α′′;α′′>[J(I −M(g−1))U(0;α′′)]ν [( I+M(g
−1)
2 )U(0, α
′′)]βdα′′.
(2.23)
et Rγ,ν,β,t(h) :=
Z
R2dα
e
i<A˜α′′;α′′>[J(I −M(g−1))U(0;α′′)]ν [( I+M(g
−1)
2 )U(0, α
′′)]β(∂γ+βa)
h
U(α′, 0) + t
√
h(
I+M(g−1)
2 )U(0, α
′′)
i
dα.
(2.24)
Lemme 2.1.9 Uniforme´ment en t ∈ [0, 1], on a, lorsque h→ 0+ :
Rγ,ν,β,t(h) = O(1)
Preuve du lemme : U(α′, 0) et U(0, α′′) sont orthogonaux, donc, selon (2.3) :
|(∂γ+βa)
[
U(α′, 0) + t
√
h( I+M(g
−1)
2 )U(0, α
′′)
]
| ≤ C < α′ >−ρ .
ou` C est une constante inde´pendante de t ∈ [0, 1] et g ∈ O(d).
Donc
|Rγ,ν,β,t(h)| ≤ C
∫
R
2d−k
α′′
e−<=A˜α
′′;α′′>|α′′|∗dα′′.
ou` ”∗” est un entier positif, la constante e´tant toujours inde´pendante de t ∈ [0, 1] et g ∈ O(d).
Ceci ache`ve la preuve du lemme car =A˜ >> 0. 
Dans dβ,ν,γ , comme =A˜ >> 0, l’inte´grale en α′′ est absolument convergente et le changement de
variable α′′ ← (−α′′) montre que cette quantite´ est nulle lorsque q+ |ν| est impair. Donc, on a :
dβ,ν,γ = Cβ,ν ×
∫
Fg
∂γ+βa(X)dσg(X).
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ou` Cβ,ν est une quantite´ inde´pendante de a(.), ne de´pendant que de g et nulle lorsque q + |ν|
est impair. Ainsi :
Iγ,ν(h) = h
d−νg
∑
|ν|
2
≤ q ≤ N0−1+|ν|
2
bqh
q +O(h
N0+|ν|
2 hd−νg ). (2.25)
ou` chaque bq est une combinaison line´aire (a` coefficients de´pendant de g) de termes de la forme∫
Fg
∂∗a(X)dσg(X). Par ailleurs, pour γ = ν = 0, on a :
b0 =
∫
Fg
a(X)dσg(X).
∫
R
2d−k
α′′
ei<A˜α
′′;α′′>dα′′. (2.26)
Ainsi, selon (2.19), on a :
Tr(Opwh (a)M˜ (g)) 
h→0+
hd−νg
∑
q≥0
c˜q.h
q. (2.27)
Selon (2.27), on a donc une asymptotique de Tr(Opwh (a)M˜ (g)) en puissances de h quand h
tend vers ze´ro, avec les coefficients de la forme annonce´e dans le the´ore`me.
Reste a` trouver le premier coefficient : selon (2.19),
Tr(Opwh (a)M˜ (g)) ∼
h→0+
(2pih)−d.I0,0(h)
∼
h→0+
(2pih)−dhd−νg
∫
Fg
a(X)dσg(X).
∫
R
2d−k
α′′
ei<A˜α
′′;α′′>dα′′ selon (2.25) et (2.26).
Or∫
R2d
ei<(A+iΠFg )α,α>dα =
∫
Rk
α′×R
2d−k
α′′
ei<
tUAU(0,α′′),(0,α′′)>e−|α
′|2dα′′dα′ = piνg
∫
R
2d−k
α′′
ei<A˜α
′′;α′′>dα′′.
Pour conclure, il ne reste plus qu’a` prouver le
Lemme 2.1.10 ∫
R2d
ei<(A+iΠFg )z,z>dz =
(2pi)d2−νg
det((IdRd − g)|F˜g
⊥
F˜g
⊥)
.
En effet, on aura alors :
Tr(Opwh (a)M˜ (g)) ∼
h→0+
(2pih)−νg
det((IdRd − g)|F˜g
⊥
F˜g
⊥)
.
∫
Fg
a(X)dσg(X).
Preuve du lemme :
A :=
(
i
4 (2Id − g −t g) 14(g −t g)
−14(g −t g) i4(2Id − g −t g)
)
.
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Il existe une base orthonorme´e de Rd telle que (la matrice de) g (dans cette base) soit :
g :=

Ip1
−Ip2 0
Rθ1
0 . . .
Rθr

.
ou` les θj ne sont pas dans piZ, et
Rθ :=
(
cos θ − sin θ
sin θ cos θ
)
.
Quitte a` faire un changement de variable, on peut toujours se ramener a` ce cas-la`.
• Notons F˜ := ker(IdRd − g) et ΠF˜ le projecteur orthogonal sur F˜ . On a :
D0 :=
1
4
(2Id − g −t g) + ΠF˜ =

Ip1
Ip2 0
sin2(θ12 )I2
0 . . .
sin2(θr2 )I2

.
Comme ΠF =
(
ΠF˜ 0
0 ΠF˜
)
, on a =(A+ iΠFg) =
(
D0 0
0 D0
)
.
• Par ailleurs, si z = (x, ξ), alors
< <(A+ iΠFg )z, z >R2d=
1
2
< (tg − g)x, ξ >Rd= −
r∑
j=1
< Vθjxθj , ξθj >R2 .
ou` l’on a note´ x = (xp1, xp2 , xθ1 , . . . , xθr ) avec xp1 dans R
p1, xp2 dans R
p2, les xθj dans R
2, de
meˆme pour ξ, et Vθ :=
(
0 − sin θ
sin θ 0
)
. Ainsi,
< <(A+ iΠFg )z, z >= −
r∑
j=1
(sin θj)(x
1
θj ξ
2
θj − x2θjξ1θj).
• < =(A+ iΠF )z, z >R2d=< D0x, x >Rd + < D0ξ, ξ >Rd , avec :
< D0x, x >= |xp1|2 + |xp2 |2 +
r∑
j=1
sin2(
θj
2
)|xθj |2.
• Ainsi :
∫
R2d
ei<(A+iΠFg )z,z>dz =
(
√
pi)2(p1+p2)
r∏
j=1
∫
R2xθj
∫
R2ξθj
exp
(
−i sin θj < xθj , Jξθj > − sin2(
θj
2
)[|xθj |2 + |ξθj |2]
)
dξθjdxθj .
Pour θ /∈ piZ, on a :
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R2x
e−| sin(
θ
2
)x|2
∫
R2ξ
ei<ξ,(sin θ)Jx>e−| sin(
θ
2
)ξ|2dξdx=
∫
R2x
e−| sin(
θ
2
)x|2Fξ→x(e−| sin(
θ
2
)ξ|2)(− sin θJx)dx.
=
pi
sin2(θ2 )
∫
R2x
e− cos
2( θ
2
)|x|2e−| sin(
θ
2
)x|2dx
=
pi2
sin2(θ2 )
.
Donc : ∫
R2d
e
i
h
<(A+iΠFg )z,z>dz = pid
 r∏
j=1
sin2(
θj
2
)
−1 . (2.28)
Enfin,
det((IdRd − g)|F˜g
⊥
F˜g
⊥) = det

2Ip2 0
I2 −Rθ1
. . .
I2 −Rθr
 .
Or det(I2 −Rθ) = 2(1 − cos θ) = 4 sin2(θ2), ce qui implique que :
det((IdRd − g)|F˜g
⊥
F˜g
⊥) = 2
p222r
r∏
j=1
sin2(
θj
2
) = 2d−νg
r∏
j=1
sin2(
θj
2
).
Ce qui ache`ve la preuve du lemme. 
On peut aussi calculer tous les termes suivants :
Selon ce qui pre´ce`de, pour tout N0 ≥ 1, on a, lorsque h→ 0+ :
Iγ,ν(h) = h
d−νg
N0−1∑
q=0
∑
|β|=q
h
q+|ν|
2
β!
∫
Fg
∂α+βa dσFg .
∫
F⊥g
ei<Ax,x>[J(I − g−1)x]ν [ I+g−12 (x)]βdσF⊥g (x)
+ O(hd−νgh
N0+|ν|
2 ),
ou` A est donne´e par (2.21). En utilisant (2.19) et (2.20), et en combinant avec la formule
pre´ce´dente, on obtient le calcul des coefficients annonce´. 
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2.2 Formule de trace de Gutzwiller avec syme´tries
En 1971, M.C. Gutzwiller publia pour la premie`re fois sa formule de trace reliant de fac¸on
semi-classique le spectre d’un hamiltonien quantique Ĥ pre`s d’une e´nergie E aux orbites pe´riodi-
ques du syste`me hamiltonien classique situe´es dans le niveau d’e´nergie E. Depuis des preuves
mathe´matiquement rigoureuses ont e´te´s donne´es (voir [CRR] pour un historique de´taille´), uti-
lisant des techniques varie´es (e´quation des ondes, de la chaleur, analyse microlocale, paquets
d’ondes etc...).
Ici, il s’agit d’e´tablir une telle formule pour les Ĥχ, en pre´sence de syme´tries, pour un groupe
fini (le cas plus ge´ne´ral des groupes de Lie compacts est e´tudie´ aux chapitre 3). La me´thode
choisie est celle de [CRR], qui fait maint usage des e´tats cohe´rents (ou paquets d’ondes). Outre
la simplicite´ de cette me´thode, la raison en est que les e´tats cohe´rents utilise´s se comportent de
fac¸on agre´able avec nos syme´tries. L’objectif principal est de montrer que le syste`me dynamique
classique sous-jacent aux Ĥχ est un syste`me dynamique sur ‘l’espace re´duit’, i.e. l’espace R
2d/G
des G−orbites.
2.2.1 Hypothe`ses
Hypothe`ses spectrales :
Le hamiltonien classique :
H : (q, p) 7→ H(q, p),
est une fonction re´elle de C∞(Rd × Rd), ve´rifiant (H.0) ainsi que les hypothe`ses suivantes :
(H.1) E est fixe´ dans R. Il existe δE > 0 tel que :
ΛE := H
−1([E − δE,E + δE]) est compact dans R2d et sans point critique pour H,
i.e. ∀z ∈ ΛE , ∇H(z) 6= 0. 4
(H.2) T > 0 est fixe´ et :
• f est une fonction re´elle de S(R) telle que Supp(fˆ) ⊂]− T, T [ (troncature en temps).
• ψ dans C∞(R) est re´elle positive, a` support compact dans ]E − δE,E + δE[ (troncature en
e´nergie).
Selon l’hypothe`se (H.1), pour h suffisament petit, ψ(Ĥ) est un ope´rateur a` trace sur L2(Rd)
et le spectre de Ĥ est discret dans ]E− δE,E+ δE[ (voir par exemple [Ro] Proposition (III-16)
p.149 ou [He-Ro 1]). Selon cette meˆme hypothe`se, les trajectoires du syste`me hamiltonien clas-
sique associe´ a` H -voir (1.7)- issues de ΛE sont de´finies sur R, borne´es et sans point d’e´quilibre.
4Quitte a` re´duire δE, pour avoir (H.1), il suffit de supposer ΛE compacte et ΣE := {z ∈ R2d : H(z) = E}
sans point critique !
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Hypothe`ses de syme´trie :
Le cadre dans lequel on se place est essentiellement le meˆme que dans [He-Ro 2] et [El.H],
[El.H-He]. On suppose que :
G est un sous-groupe fini de O(d).
On fait dore´navant l’hypothe`se que H admet G comme groupe de syme´trie :
(H.3) ∀g ∈ G, ∀z ∈ R2d, H(M(g)(z)) = H(z).
Objectifs : Le but dans cette partie est de donner, pour tout χ dans Ĝ, une asymptotique
quand h→ 0+ de la trace suivante (avec les notations du premier chapitre) :
Gχ(h) := Tr
(
ψ(Ĥχ)f
(
E− bHχ
h
))
.
Comme on l’a vu pre´ce´demment, l’ope´rateur dont on prend la trace est bien a` trace puisque
Gχ(h) = Tr
(
ψ(Ĥ)f
(
E− bH
h
)
Pχ
)
et que f(E− bHh ) et Pχ sont borne´s sur L2(Rd).
On introduit la notation :
ΣE := {z ∈ R2d : H(z) = E}.
Le cas sans syme´trie (G = {Id}) apparaˆıt de´ja` dans [He-Ro 1] (1983) dans le cadre plus
ge´ne´ral des ope´rateurs h-admissibles, pour des fonctions f telles que le support de fˆ ne contienne
pas de pe´riode d’orbite pe´riodique de ΣE hormis la pe´riode nulle. Dans [El.H] (1984), on donne
sous cette meˆme hypothe`se une version avec syme´tries pour les groupes finis. Dans les deux cas,
la me´thode utilise´e consiste a` approcher e−
it
h
bH par un ope´rateur de Fourier inte´gral. Mais la
me´thode BKW engendre des proble`mes de caustiques lorsqu’on travaille pour des temps longs.
Puis en 1999, dans [CRR], dans le cadre des ope´rateurs pseudo-diffe´rentiels, une autre me´thode
utilisant les e´tats cohe´rents permet, dans le cas sans syme´tries, de donner une asymptotique pour
des fonctions f dont le support de fˆ contient e´ventuellement des pe´riodes d’orbites pe´riodiques
de ΣE. Ici, on se propose d’adapter la me´thode de [CRR] au cadre avec syme´tries.
Dans un premier temps, graˆce aux e´tats cohe´rents, on va re´duire le proble`me a` une applica-
tion du the´ore`me de la phase stationnaire ge´ne´ralise´. Puis, on cherchera les hypothe`ses minimales
pour pouvoir appliquer ce the´ore`me. En particulier celles qui pourront assurer le fait que ladite
phase soit de hessien transverse non de´ge´ne´re´ seront appele´e ”condition de flot G-propre”. Il fau-
dra ensuite faire en sorte de trouver une hypothe`se supple´mentaire naturelle sur H qui garantira
cette condition de flot G-propre (voir hypothe`se (H.4)).
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2.2.2 Notations sur le syste`me hamiltonien classique.
Le lecteur familier avec la dynamique hamiltonienne et presse´ d’en finir avec les re´sultats
quantiques pourra passer directement au paragraphe suivant en premie`re lecture. Conside´rons
le syste`me hamiltonien classique suivant :
z˙(t) = J∇H(z(t)). (2.29)
ou`
J =
(
0 Id
−Id 0
)
Si z est dans R2d, la solution du syste`me hamiltonien (2.29) au temps t de condition initiale z
sera note´e Φt(z). L’orbite de z ∈ R2d par le flot Φt de H sera note´e O(z) (ne pas confondre avec
l’orbite de z par l’action du groupe G !). Si O(z) =: γ est pe´riodique non stationnaire, on notera
T ∗γ > 0 sa plus petite pe´riode strictement positive, appele´e pe´riode primitive de γ.
Notons que l’hypothe`se de syme´trie (H.3) engendre les relations suivantes pour g dans G,
z dans R2d et t re´el :
M(g)∇H(z) = ∇H(M(g)z) et M(g)J∇H(z) = J∇H(M(g)z). (2.30)
Φt(M(g)z) = M(g)Φt(z). (2.31)
On montre facilement via (2.31) que, si g ∈ G, M(g) envoie une orbite de ΣE sur une autre
orbite de ΣE, une orbite pe´riodique sur une autre orbite pe´riodique de meˆme pe´riode primitive.
Comme le fait pre´sager le ”Principe de Correspondance”, notre e´tude semi-classique va
nous donner une asymptotique de Gχ(h) dont les termes font intervenir des quantite´s du syste`me
classique. Plus pre´cise´ment, les orbites γ qui interviennent sont celles de ΣE pour lesquelles on
a un e´le´ment g de G et un re´el t0 tels que :
∀z ∈ γ, M(g)Φt0(z) = z. (2.32)
• De´finissons des pe´riodes minimales pour les orbites pe´riodiques de ΛE et ΣE :
Lemme 2.2.1 Il existe une pe´riode minimale pour les orbites pe´riodiques de ΛE.
Preuve du lemme : En effet, dans le cas contraire, on a des suites (zn)n∈N dans ΛE et (Tn)n∈N
dans R∗+ telle que Tn −→ 0n→+∞ et ΦTn(zn) = zn. Quitte, a` extraire, ΛE e´tant compacte, on peut
supposer zn −→
n→+∞ z ∈ ΛE . Donc, si t ∈ R, et si Nn de´signe la partie entie`re de
t
Tn
, on a :
Φt(zn) = Φt−Nn.Tn(zn)
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ce qui donne, en faisant tendre n vers l’infini : Φt(z) = z pour tout t. Autrement dit, z et un
point d’e´quilibre sur ΛE, ce qui est exclu. 
On note T˜E > 0 la pe´riode minimale sur ΛE . De meˆme, il existe une pe´riode minimale pour
les orbites de ΣE que l’on notera TE > 0 . Le lemme suivant explique l’apparition de la quantite´
TE
|G| dans les lignes ulte´rieures (voir remarques apre`s le the´ore`me 2.2.5) :
Lemme 2.2.2 Soit t 6= 0 tel que :
∃g ∈ G,∃z ∈ ΣE tels que M(g)Φt(z) = z.
Alors O(z) est pe´riodique , |G|t en est une pe´riode, et |t| ≥ TE|G| .
Preuve du lemme : En ite´rant et en utilisant (2.31), on obtient :
∀k ∈ Z, M(g)k.Φkt(z) = z.
En particulier, Φ|G|t(z) = z, avec t 6= 0, et comme z ∈ ΣE, z n’est pas un point critique de H.
Donc O(z) est pe´riodique et t|G| en est une pe´riode. 
• Un peu de vocabulaire dans la situation (2.32) :
Si g ∈ G et t0 ∈ R, soit :
ΓE,g,t0 := {γ orbite pe´riodique de ΣE : ∃z ∈ γ : M(g)Φt0(z) = z}. (2.33)
De´finitions 2.2.3 .
• Si γ ∈ ΓE,g,t0, on dira que t0 est une g-pe´riode pour γ.
• Une orbite γ du syste`me hamiltonien issu de H est dite g-invariante si elle est globalement
stable par M(g).
Par ailleurs, une orbite γ est g-invariante si et seulement s’il existe z ∈ γ tel que M(g)z ∈ γ
(graˆce a` la relation (2.31)).
A priori, si on ne fait que les hypothe`se (H.0) a` (H.3), il peut y avoir dans ΣE des
phe´nome`nes d’accumulation d’orbites pe´riodiques. L’hypothe`se spectrale du lemme suivant vise
a` e´viter ce cas de figure dans une certaine mesure :
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Lemme 2.2.4 The´ore`me du cylindre (avec syme´tries) :
Soient g ∈ G, γ une orbite pe´riodique g-invariante de ΣE, z0 un point de γ, et t0 une
g-pe´riode non nulle de γ. On suppose que 1 n’est pas valeur propre de M(g)dzP0 ou` P0 est
l’application de Poincare´ sur γ entre z0 et M(g
−1)z0 au temps t0 restreinte a` ΣE.
Alors, il existe un voisinage tubulaire T de γ, il existe ε1 > 0 tels que si |t1 − t0| < ε1 et si
∃z1 ∈ ΣE ∩ T tel que M(g)Φt1(z1) = z1, on ait : O(z1) = γ et t1 = t0.
Par ailleurs, si d > 1, il existe Y :]−ε, ε[→ R2d, C∞ telle que Y (0) = z0, ∀λ ∈]−ε, ε[, Y (λ) ∈
ΣE−λ et O(Y (λ)) est une orbite pe´riodique g-invariante. (pas force´ment de g-pe´riode e´gale
a` t0).
Preuve du lemme : voir Appendice 4.1, chapitre 4.1.2.
Ce the´ore`me n’a de symplectique que le fait que (2.29) admette une inte´grale premie`re (H).
Nous pouvons donc faire une figure en dimension 3 :
Attention : Des orbites pe´riodiques de pe´riode croissante peuvent s’accumuler autour de γ !
z0
J∇H(z0)
ΣE
M(g)Y (λ)
M(g)z0
Y (λ)
ΣE−λ
 

z0
T ∩ ΣE
ΣE
J∇H(z0)
Fig. 2.1 – Cylindre d’orbites g-invariantes. A droite, la seule orbite pe´riodique ayant une g-
pe´riode proche de t0 et rencontrant T ∩ ΣE est γ.
2.2.3 Exemples
Reprenons les exemples du paragraphe 1.2.4 :
On rappelle que ces exemples correspondent a` des hamiltoniens de Schro¨dinger :
H(q, p) =
1
2
|p|2 + V (q).
On a vu dans la section 1.2.4 que les ope´rateurs associe´s sont essentiellement autoadjoints , ce
qui permet de se passer de l’hypothe`se (H.0).
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• Exemple 1 : G = Z/2Z , d = 1 :
. Potentiel a` double puits : V (q) = (q2 − 1)2.
Les seuls points critiques sont (0, 0), (1, 0) et (−1, 0), qui correspondent aux e´nergies E = 0
et E = 1. H est une application propre, donc (H.1) est ve´rifie´e pour tout E diffe´rent de 0 ou
1. On peut d’ores et de´ja` remarquer que cet hamiltonien posse`de des trajectoires pe´riodiques
stables sous (q, p)→ −(q, p) (celles d’e´nergie > 1), et d’autres non (voir figure 2.2).
Dans le meˆme ordre d’ide´e, pour un potentiel a` 4 puits du type V (q) = ((q2−1)2− 12)2, on a
7 points critiques correspondant aux e´nergies E = 0 et 1, (H.1) est toujours ve´rifie´e en dehors
de ces e´nergies.
. Potentiel du type oscillateur harmonique ou quartique : V (q) = q2 ou q4.
La seule e´nergie critique est E = 0, et H est aussi une application propre, donc on est bien
dans le cadre de (H.1).
. Potentiel a` ”puit dans une ıˆle” : V (q) = (q2 + a)e−q
2
, (0 ≤ a < 1).
Voici un potentiel qui a la bonne syme´trie mais ne rentre pas dans le cadre de (H.1) meˆme
s’il posse`de des trajectoires borne´es. En effet, tout niveau d’e´nergie ΣE non vide posse`de une
composante connexe non borne´e (car 0 ≤ V (q) −→
q→+∞ 0). Les e´nergies critiques sont E = a et
E = ea−1 (voir figure 2.2).
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–0.2
0
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0.6
0.8
y
–2 –1 1 2
x
Fig. 2.2 – Trajectoires classiques pour des potentiels du type double puits et puits dans une ıˆle
• Exemple 3 : G ' σ3 , d = 2, V (x, y) = 12(x2 + y2)2 + 13x3 − xy2 :
On a de´ja` vu que H est une application propre. Apre`s un bref calcul, les points critiques
de H sont obtenus pour q = (0, 0), (−12 , 0) et (14 ,±
√
3
4 ). La seule e´nergie critique est E = − 196 .
Donc, pour toute E diffe´rente, l’hypothe`se (H.1) est satisfaite.
• Exemple 4 : Groupe des isome´tries du carre´, d = 2, V (x, y) := x2y2 :
Cet exemple montre qu’il ne suffit pas d’eˆtre a` spectre discret pour rentrer dans le cadre de
l’hypothe`se (H.1) : ∇H(q, p) = 0 si et seulement si p = (0, 0), et q = (x, 0) ou q = (0, y) pour
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tout x, y re´el. La seule e´nergie critique est donc E = 0. Cependant, toute surface d’e´nergie ΣE
est non borne´e (Si E ≥ 0 et n ∈ Z, H((0, n); (√2E, 0)) = E). Ainsi, l’hypothe`se (H.1) n’est
jamais ve´rifie´e.
• Exemple 5 : G ' (Z/2Z)d, V (q) :=< Sq; q >Rd , S >> 0 :
Le seul point d’e´quilibre de (2.29) est z = 0, ce qui est re´alise´ uniquement pour E = 0.
S >> 0, donc H(q, p) ≥ |p2| + C|q|2, ce qui prouve que H est une application propre. Ainsi,
(H.1) est ve´rifie´e de`s que E 6= 0.
2.2.4 Asymptotiques a` g fixe´
Le groupe G conside´re´ e´tant fini, on pose pour g dans G :
Ig,E(h) := Tr
(
ψ(Ĥ)f
(
E− bH
h
)
M˜(g)
)
. (2.34)
d’ou`
Gχ(h) = dχ|G|
∑
g∈G
χ(g)Ig,E(h). (2.35)
On e´tudie alors le comportement asymptotique de Ig,E(h) lorsque h tend vers ze´ro. Plusieurs
cas se pre´sentent alors selon la localisation du support de fˆ .
Asymptotique du terme de Weyl :
Pour g dans O(d), on introduit l’ensemble :
LE,g := {t ∈]− T, T [: ∃z ∈ ΣE : M(g)Φt(z) = z}. (2.36)
Le the´ore`me suivant donne l’asymptotique de Ig,E(h) quand h→ 0+, sous une condition dite
”de type Weyl”.
48 CHAPITRE 2. LE CAS D’UN GROUPE FINI
The´ore`me 2.2.5 On pose pour g dans G :
νg := dim ker(g − IdRd), Fg := ker(M(g) − IdR2d) et F˜g := ker(g − IdRd).
On fait les hypothe`ses (H.0),(H.1),(H.2), (H.3) :
I Si Suppfˆ ∩ LE,g = ∅ , alors :
Ig,E(h) = O(h
+∞).
I Si Suppfˆ ∩ LE,g = {0} , alors :
Si ΣE ne contient pas de point fixe de M(g) (e.g. si νg = 0), alors Ig,E(h) = O(h
+∞), et
sinon :
Ig,λ(h) 
h→0+
h1−νg
∑
k≥0
ck(fˆ , g)h
k . (2.37)
uniforme´ment en λ dans un petit voisinage de E, ou` les ck(fˆ , g) sont des distributions en fˆ
a` support dans {0}, que l’on peut calculer via l’asymptotique faible du the´ore`me 2.1.1 et :
c0(fˆ , g) = ψ(λ)fˆ (0)
(2pi)−νg
det((IdRd − g)|F˜⊥g )
∫
Σλ∩Fg
d(Σλ ∩ Fg)(z)
|∇H(z)| . (2.38)
ou` d(Σλ ∩ Fg) est la mesure euclidienne sur Σλ ∩ Fg.
Ce the´ore`me est prouve´ au chapitre 2.3 et plus pre´cise´ment au paragraphe 2.3.3.
Remarques :
• (2.38) est bien connue pour g = IdRd depuis l’article [He-Ro 1] (1983) dans le cadre plus
ge´ne´ral des ope´rateurs admissibles. Le de´veloppement (2.37) a de´ja` e´te´ obtenu dans ce meˆme
cadre, avec syme´tries dans [El.H] en 1984. Dans les deux cas, le principe de la preuve consiste a`
utiliser un re´sultat d’approximation du propagateur semi-classique par un OFI. Ici, on proce`de
diffe´remment, via les e´tats cohe´rents.
• La situation ”Suppfˆ ∩LE,g = {0}” est effective lorsque Suppfˆ ⊂]− TE|G| , TE|G| [ (cf lemme (2.2.2)).
• Si on suppose de plus que ∀λ ∈ [E − δE,E + δE], Suppfˆ ∩ Lλ,g = {0} (et c’est le cas si
Suppfˆ ⊂] − T˜E|G| , T˜E|G| [ ou` T˜E est la pe´riode minimale sur ΛE), alors le re´sultat est encore vrai et
uniforme dans [E − δE,E + δE] (voir asymptotique de Weyl de la fonction de comptage des
valeurs propres de Ĥχ dans un intervalle, chapitre 2.2.5).
Asymptotique de la partie oscillante :
Lorsque le support de fˆ rencontre un e´le´ment non nul de LE,g, on va voir que certaines orbites
pe´riodiques de ΣE interviennent dans l’asymptotique de Ig,E(h). Dans les lignes qui suivent, g
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de´signe un e´le´ment du groupe fini G. Dans un premier temps, nous introduisons quelques notions
lie´es au syste`me dynamique classique, et qui serviront a` e´noncer la dynamique quantique :
Lemme 2.2.6 Soient γ une orbite de ΣE ayant t0 pour g-pe´riode, et z ∈ γ. On note
Φs(z) = (qs, ps). Alors
∫ t0
0
psq˙sds est inde´pendant de z ∈ γ. On note cette quantite´ Sγ(t0) .
Preuve du lemme : Pour k dans Z, on a :
∫ t0
0
psq˙sds =
∫ (k+1)t0
kt0
psq˙sds. (∗)
En effet, notons γ(t) := Φt(z), f(q, p) := (p, 0) de telle sorte que l’on ait :∫ t0
0
psq˙sds =
∫ t0
0
f(γ(s)).γ′(s)ds, et f(M(g)z) = M(g)f(z).
Puis, on pose t := s + kt0, et selon ce qui pre´ce`de, γ(s) = M(g)
kγ(t) et γ′(s) = M(g)kγ′(t).
Ainsi, g e´tant une isome´trie, f(γ(t)).γ′(t) = f(γ(s)).γ′(s), et ce changement de variable prouve
(∗).
On sait que |G|t0 = k0T ∗γ ou` k0 ∈ Z et T ∗γ est la pe´riode primitive de γ (cf lemme 2.2.2).
Donc, si l’on note Sγ :=
∮
γ
pdq,
k0Sγ =
∫ k0T ∗γ
0
psq˙sds =
|G|−1∑
k=0
∫ (k+1)t0
kt0
psq˙sds = |G|Sγ,g(t0).
Ainsi on a k0 inde´pendant de z tel que Sγ,g(t0) =
k0
|G|Sγ , ce qui prouve bien que Sγ(t0) est
inde´pendant de z ∈ γ puisque Sγ l’est. 
Soient g ∈ G, t0 ∈ R et γ ∈ ΓE,g,t0. Si z ∈ γ, on a donc Φt0(z) = M(g−1)z. On note alors
Pz,g,t0 l’application de Poincare´ sur γ entre z et M(g
−1)z au temps t0 restreinte a` ΣE (voir fi-
gure 2.3).
Le polynoˆme caracte´ristique de dzPz,g,t0 ne de´pend pas de z ∈ γ, ni des hypersurfaces trans-
verses a` γ dans ΣE en z et M(g
−1)z choisies pour la construction de Pz,g,t0 (voir Appendice 4.1).
On notera donc ”dPγ,g,t0” lorsqu’on n’e´voquera que des quantite´s relatives aux valeurs propres
de dzPz,g,t0 .
Dans le the´ore`me suivant le support de fˆ rencontre une g-pe´riode de ΣE :
50 CHAPITRE 2. LE CAS D’UN GROUPE FINI
Pz,g,t0(x)
ΣE
zx
M(g)−1z
M(g)−1H
H
Fig. 2.3 – Application de Poincare´ entre z et M(g−1)z.
The´ore`me 2.2.7 On fait les hypothe`ses (H.0),(H.1),(H.2), on se donne t0 6= 0 dans
]− T, T [ et g fixe´ dans G. On suppose :
Suppfˆ ∩ LE,g = {t0} .
Enfin, on fait l’hypothe`se de ”non de´ge´ne´rescence” suivante :
∀γ ∈ ΓE,g,t0, 1 n’est pas une valeur propre de M(g)dPγ,g,t0 . (2.39)
Alors ΓE,g,t0 est fini et :
Ig,E(h) 
h→0+
∑
γ∈ΓE,g,t0
e
i
h
Sγ(t0)
∑
k≥0
dγ,t0k (fˆ , g)h
k. (2.40)
ou` ΓE,g,t0 est l’ensemble des orbites pe´riodiques g-invariantes de ΣE qui admettent t0 pour
g-pe´riode, Sγ(t0) =
∫ t0
0
psq˙sds, les d
γ,t0
k (fˆ , g) sont des distributions en fˆ a` support dans
{t0} et :
dγ,t00 (fˆ , g) =
T ∗γψ(E)fˆ (t0)e
i kpi
2
2pi|det(M(g)dPγ,g,t0 − Id)|
1
2
(2.41)
ou` k ∈ Z est un indice de Maslov de γ.
Ce the´ore`me est prouve´ au chapitre 2.3, plus pre´cise´ment au paragraphe 2.3.4.
Remarque : ici, contrairement au terme de Weyl de Ig,E(h), le terme dominant est en h
0, et
on constate par ailleurs l’apparition du terme oscillant e
i
h
Sγ(t0). Si l’on compare au cas sans
syme´trie (voir [CRR]), on s’aperc¸oit que seules interviennent dans l’asymptotique de Ig,E(h)
des orbites pe´riodiques stables par g.
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• Comment s’assurer que l’hypothe`se (2.39) est satisfaite dans la pratique :
On introduit pour z ∈ R2d et t re´el tel que Φt(z) existe, la matrice :
Fz(t) :=
∂Φt
∂z
(z). (2.42)
Fz(t) est solution du syste`me line´arise´ en z :{
F˙z(t) = JH
′′ (Φt(z)) .Fz(t).
Fz(0) = I2d.
(2.43)
ou` H ′′ de´signe la hessienne de H. La matrice Fz(t) est donc re´elle symplectique de taille 2d.
C’est en fait la re´solvante du syste`me line´arise´ en z. Le syste`me (2.43) e´tant line´aire, Fz(t) existe
pour tout t tel que Φt(z) soit de´fini. J’affirme que l’on a :
(2.39) ⇐⇒ ∀γ ∈ ΓE,g,t0, ∀z ∈ γ, dim ker[(M(g)Fz(t0)− Id)2] ≤ 2 (2.44)
C’est une conse´quence du lemme suivant :
Lemme 2.2.8 Soient t0 ∈ R , g ∈ G et γ ∈ ΣE tels que ∀z ∈ γ, M(g)Φt0(z) = z. Il existe
une base β de R2d et une base β′ de l’espace tangent au domaine de de´finition de Pz,g,t0
telles que :
[M(g)Fz(t0)]β =

1 ∗ ∗
0 1 ∗
0 0 [M(g)dzPz,g,t0 ]β′
 . (2.45)
Preuve du lemme : Voir Appendice 4.1.
Notation : si λ ∈ R, on note Eλ(z) :=
2d∑
k=1
ker([M(g)Fz(t0) − λId]k) (le sous-espace propre
alge´brique associe´ a` λ), et Vz := ⊕
λ6=1
Eλ(z) . On a bien suˆr : R
2d = E1(z) ⊕ Vz et E1(z) et Vz
sont stables par M(g)Fz(t0). Ainsi, sous l’hypothe`se (2.39), on a dimE1(z) = 2, d’ou` :
det(M(g)dPγ,g,t0 − Id) = det([M(g)Fz(t0)− IdR2d ]|Vz ). (2.46)
• Donnons des exemples ou` la condition (2.39) est ve´rifie´e :
– Dans le cas d = 1, pour des contraintes de dimension, (2.39) est toujours ve´rifie´e.
– Pour des dimensions supe´rieures, dans le cas d’un hamiltonien de Schro¨dinger avec poten-
tiel quadratique V (x) =< Sx, x >, ou` S >> 0 (voir lemme 1.2.9), l’e´quation (2.29) est
alors line´aire et se re´sume a` z˙t = Azt ou` A := 2
(
0 Id
−S 0
)
. Donc, si z ∈ R2d, alors
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Fz(t) = e
tA. On peut ainsi calculer pre´cise´ment Fz(t), qui est inde´pendante de z, et ex-
pliciter les z (conditions initiales) qui vont donner des orbites pe´riodiques ainsi que leur
pe´riode. On s’aperc¸oit alors que la condition (2.39) n’est pas toujours ve´rifie´e, mais qu’elle
l’est dans certains cas :
Lemme 2.2.9 Notons (λ1, . . . , λd) le spectre e´tendu de S (i.e. chaque valeur propre est
re´pe´te´e autant de fois que sa multiplicite´ alge´brique).On fait alors l’hypothe`se suivante :
∀j, k ∈ {1, . . . , d}, j 6= k ⇒
√
λj
λk
6∈ Q. (2.47)
Alors, l’ensemble des points pe´riodiques est une union de d plans deux a` deux orthogonaux
P1, . . . , Pd. Par ailleurs, la pe´riode primitive de z ∈ Pj0 est alors T ∗j0 = pi√λj0 , le spectre de
Fz(nT
∗
j0
) (n ∈ Z), est {e±2pini
r
λj
λj0 : j = 1, . . . , d} et donc pour tout n dans Z∗, 1 est valeur
propre de Fz(nT
∗
j0
) de multipicite´ alge´brique e´gale a` 2.
Preuve du lemme : quitte a` faire un changement de base orthonorme´e, on peut suppo-
ser que S est une matrice diagonale. Puis, en notant z = (x1, . . . , xd, ξ1, . . . , ξd), le syste`me
z˙t = Azt e´quivaut a` d syste`mes (S1), . . . , (Sd) ou` (Sj) est le syste`me :{
x˙j(t) = 2ξj(t).
ξ˙j(t) = −2λjxj(t).
⇐⇒
{
x¨j(t) = −4λjxj(t).
ξj(t) =
1
2 x˙j(t).
⇐⇒
 xj(t) = x0j cos(2
p
λjt) +
ξ0j√
λj
sin(2
p
λjt).
ξj(t) =
1
2 x˙j(t).
(2.48)
Etant donne´e (2.47), les xj(t) n’ont aucune pe´riode en commun, d’ou` les orbites pe´riodiques
et les pe´riodes annonce´es. On e´crit A = 2A˜ ou` A˜ :=
(
0 Id
−S 0
)
, et on remarque que si
λ 6= 0, alors : (
− 1λId 0
S −λId
)
.
(
−λId Id
−S −λId
)
=
(
Id − 1λId
0 S + λ2Id
)
.
donc on a :
σ(A˜) = {±i√λj : j = 1, . . . , d} et σ[Fz(T ∗j0)] = σ(e2pin 1√λj0 A˜) = {e±i2pin
r
λj
λj0 : j = 1, . . . , d}.
Ceci ache`ve la preuve du lemme. 
Contre-exemple : si S :=
(
4 0
0 9
)
, V (x, y) = 4x2 + 9y2, nous avons
√
λ1
λ2 =
2
3 ∈ Q, et
Fz(T
∗
1 ) =
0
BBBB@
1 0 0 0
0 −1 0 0
0 0 1 0
0 0 0 −1
1
CCCCA . Cependant Fz(2T
∗
1 ) = I4, donc (2.39) est ve´rifie´e pour t0 = T
∗
1 ,
mais n’est pas ve´rifie´e pour t0 = 2T
∗
1 .
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– Dans les autres exemples ou` le hamiltonien n’est pas quadratique, il est difficile en pratique
de ve´rifier (2.39), meˆme en se restreignant a` une surface d’e´nergie donne´e. On a cependant
dans ce sens des re´sultats ge´ne´riques.5
2.2.5 Formules de Weyl re´duites
Dans cette partie, via (2.35), on va utiliser les re´sultats obtenus a` g fixe´ au the´ore`me 2.2.5,
pour de´crire le comportement asymptotique de Gχ(h) pour des fonctions f telles que Suppfˆ est
(moralement) proche de ze´ro. Puis on en de´duira le comportement asymptotique de la fonction
de comptage des valeurs propre de Ĥχ dans un intervalle donne´.
Soit :
Lred := {t ∈ Suppfˆ : ∃z ∈ ΣE, ∃g ∈ G : M(g)Φt(z) = z}. (2.49)
• Terme de Weyl :
The´ore`me 2.2.10 Sous les hypothe`ses (H.0),(H.1),(H.2), (H.3), si Lred = {0} alors,
pour tout χ ∈ Ĝ, Gχ(h) admet un de´veloppement asymptotique a` tout ordre en puissances
de h quand h→ 0+, et :
Gχ(h) = h1−d
d2χ
|G| (2pi)
−dψ(E)fˆ(0)
∫
ΣE
dΣE(z)
|∇H(z)| +O(h
2−d) quand h→ 0+.
ou` dΣE est la mesure naturelle sur ΣE. Par ailleurs, on peut calculer tous les termes suivants
en utilisant l’asymptotique faible donne´e par le the´ore`me 2.1.1 (voir fin de preuve).
Preuve du the´ore`me : le fait que Lred = {0} assure que pour tout g dans G, Suppfˆ ∩LE,g = {0}
car : Lred = ∪
g∈G
(LE,g ∩ Suppfˆ). La preuve de´coule alors du the´ore`me 2.2.5 et de (2.35). 
Remarque : Plus ge´ne´ralement, selon le the´ore`me 2.2.5, chaque e´le´ment g de G intervient gra-
duellement dans le de´veloppement asymptotique de Gχ(h) selon la dimension de l’ensemble F˜g de
ses points fixes. Plus g a de points fixes, plus il intervient toˆt dans l’asymptotique. Nous donnons
en fin de preuve le calcul du deuxie`me terme de l’asymptotique dans le cas ou` G ⊂ SO(d). Le
seul g intervenant ici est g = IdRd (car νg = d− 1 n’est jamais re´alise´), et on obtient :
Gχ(h) =
d2χ
|G|
[
h1−d(2pi)−dψ(E)fˆ (0)Γ(E) − h2−di(fˆ)′(0)(2pi)−d d
dE
(ψΓ)(E)
]
+O(h3−d).
ou`
Γ(E) :=
∫
ΣE
dΣE
|∇H| .
5Si T > 0, M est une varie´te´ compacte sans bord, alors, ge´ne´riquement sur X champ de vecteurs C∞ sans ze´ro
sur M , les orbites pe´riodiques de pe´riode primitive dans ] − T, T [ sont en nombre fini.
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Notons que si G(h) := Tr
(
ψ(Ĥ)f
(
E− bH
h
))
, alors on a : Gχ(h) = d
2
χ
|G| G(h) +O(h2−d). Cepen-
dant, cette relation ne perdure pas a priori pour les termes d’ordre supe´rieur (sauf a` l’ordre 2
lorsque G ⊂ SO(d)).
• Asymptotique de la fonction de comptage :
On de´duit classiquement du the´ore`me 2.2.10 l’asymptotique au premier ordre de la fonction
de comptage de Ĥχ dans un intervalle I borne´, pourvu que ses extre´mite´s ne soient pas des
points critiques de H. Notons que si l’on de´sire seulement obtenir un e´quivalent de cette fonc-
tion de comptage, l’asymptotique faible du the´ore`me 2.1.4 y suffit. L’apport du the´ore`me suivant
se situe donc dans l’approximation du reste. Ici, NI,χ(h) de´signe le nombre de valeurs propres
de Ĥχ dans I compte´es avec multiplicite´.
The´ore`me 2.2.11 Soient G un sous-groupe fini de O(d), H : R2d → R un hamiltonien
lisse G-invariant ve´rifiant (H.0).
On se donne E1 < E2 dans R, I := [E1, E2], et on suppose qu’il existe  > 0 tel que
H−1([E1 − , E2 + ]) est compact.
Par ailleurs, on suppose que E1 et E2 ne sont pas des valeurs critiques de H.
Alors, si χ ∈ Ĝ, le spectre de Ĥχ est discret dans I, et on a :
NI,χ(h) =
d2χ
|G| (2pih)
−dVol[H−1(I)] +O(h1−d).
Preuve du the´ore`me : Utiliser le the´ore`me 2.2.10 pour reprendre exactement la meˆme preuve
que dans [Ro] V.4, en usant d’un the´ore`me taube´rien. 
On renvoie au chapitre sur les asymptotiques faibles pour les interpre´tations de ce re´sultat
en termes de proportion des valeurs propres de Ĥ dont des fonctions propres ont la syme´trie
L2χ(R
d), et en termes de multiplicite´ des valeurs propres de Ĥ.
2.2.6 Formules de Gutzwiller re´duites
• Terme oscillant (sous hypothe`se de non-de´ge´ne´rescence) :
Comme dans le chapitre pre´ce´dent, on suppose que H est un hamiltonien G-invariant. On
conside`re l’espace re´duit ΣE/G de´fini comme espace topologique quotient. ΣE/G est com-
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pact. On note alors
pi : ΣE  ΣE/G. (2.50)
la projection canonique, qui est continue. On peut de´finir sur ΣE/G un ”flot topologique”
Φ˜t : ΣE/G→ ΣE/G, pour t ∈ R, en posant :
∀z ∈ ΣE, ∀t ∈ R, Φ˜t(pi(z)) := pi(Φt(z)). (2.51)
Φ˜ est bien de´fini (graˆce a` (2.31)), continu, et ve´rifie pour tout x dans ΣE/G :
Φ˜t1+t2(x) = Φ˜t1(Φ˜t2(x)) et Φ˜0 = IdΣE/G.
Ainsi, on appelle ”orbite de l’espace re´duit” l’image de t 7→ Φ˜t(x) pour un x dans ΣE/G, de
sorte que les orbites de l’espace re´duit sont les images par pi des orbites de ΣE.
Attention : ΣE/G n’est pas en ge´ne´ral une varie´te´ lisse, et les ”orbites” de ΣE/G ne viennent
pas force´ment d’un e´ventuel syste`me dynamique sur l’espace re´duit !
Ceci-dit, cette terminologie nous permet de de´finir une notion d’orbite pe´riodique sur ΣE/G :
on dira que x ∈ ΣE/G de´finit une orbite pe´riodique (non stationnaire) dans l’espace re´duit si la
fonction t 7→ Φ˜t(x) est pe´riodique (resp. non constante). D’ou` la notion de pe´riode sur l’espace
re´duit. On peut ainsi interpre´ter Lred : c’est l’ensemble des pe´riodes des orbites pe´riodiques de
l’espace re´duit qui sont dans le support de fˆ .
The´ore`me 2.2.12 On suppose ici que 0 /∈ Suppfˆ . On fait les hypothe`ses
(H.0),(H.1),(H.2), (H.3) ainsi que :
(H.4)
{
∀t0 ∈ Lred, t0 6= 0, ∀γ ⊂ ΣE telle que pi(γ) est pe´riodique ,
∀g ∈ G t.q. M(g)Φt0(z) = z, 1 n’est pas valeur propre de M(g)dPγ,g,t0 .
Alors l’ensemble de telles orbites est fini et on a l’asymptotique suivante modulo O(h+∞) :
Gχ(h) 
h→0+
dχ
|G|
∑
t0∈Lred
∑
γ⊂ΣE , g∈G t.q.
M(g)Φt0 (z)=z, ∀z∈γ
χ(g)e
i
h
Sγ(t0)
∑
k≥0
dγ,g,t0k (fˆ)h
k. (2.52)
ou` dγ,g,t0k (fˆ) est une distribution en fˆ a` support dans {t0}, Sγ(t0) :=
∫ t0
0
psq˙sds, et :
dγ,g,t00 (fˆ) =
T ∗γ e
ipi
2
σγ(g,t0)ψ(E)
2pi|det(M(g)dPγ,g,t0 − Id)|
1
2
fˆ(t0). (2.53)
ou` σγ(g, t0) ∈ Z est un indice de Maslov de γ.
Preuve du the´ore`me :
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Lred est ferme´ dans R, car ΣE est compacte. Par ailleurs, selon le the´ore`me du cylindre 2.2.4,
sous l’hypothe`se de non-de´ge´ne´rescence, Lred est discret (proce´der par l’absurde). Ainsi, Lred
est fini. On note donc Lred = {t1, . . . , tm} (tj ∈ R∗). On construit alors une partition de l’unite´
χ1, . . . , χm de fonctions dans C∞0 (R) tels que :
∀j, Suppχj ∩ Lred = {tj},
m∑
j=1
χj = 1 sur Suppfˆ et Suppχj ⊂]− T, T [.
Ainsi, on a fˆ =
m∑
j=1
fˆj ou` fˆj = χj fˆ . On e´crit :
Gχ(h) = dχ|G|
∑
g∈G
χ(g)
m∑
j=1
Tr
(
ψ(Ĥ)fj
(
E− bH
h
)
M˜(g)
)
Et pour tout g dans G, LE,g ∩ Suppfˆj = {tj} ou ∅. Il suffit alors d’appliquer le the´ore`me 2.2.7
a` chaque fj et de re-sommer le tout :
∑
g∈G
m∑
j=1
∑
γ∈ΓE,g,tj
. . . =
∑
t0∈Lred
∑
γ⊂ΣE , g∈G t.q.
M(g)Φt0 (z)=z ∀z∈γ
. . .
ce qui ache`ve la preuve du the´ore`me . 
Remarques :
– Contrairement au terme de Weyl, des e´le´ments de G diffe´rents de l’identite´ interviennent
de`s le premier terme dans l’asymptotique de Gχ(h).
– L’hypothe`se (H.4) est de´ja` adopte´e pour le cadre sans syme´trie (G = {Id}) dans [CRR].
• Asymptotique the´orique sous condition de flot G-propre :
Le the´ore`me 2.2.12 s’e´tend a` une condition plus ge´ne´rale que (H.4), mais nous n’avons pas
calcule´ les premiers termes de l’asymptotique :
Soient g ∈ G et Ψg :=
{
]− T, T [×ΣE → R2d
(t, z) 7→M(g)Φt(z)− z
De´finition 2.2.13 On dit que le flot est g-propre sur ] − T, T [×ΣE si ze´ro est une valeur fai-
blement re´gulie`re de Ψ, i.e. :
– Ψ−1g ({0}) =: CE,T,g est une union finie de sous-varie´te´s de R×R2d.
– ∀(t, z) ∈ CE,T,g, T(t,z)CE,T,g = ker d(t,z)Ψg.
On dit que le flot est G-propre sur ]− T, T [×ΣE s’il est g-propre pour tout g dans G.
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Pour l’e´tude de Gχ(h) avec une fonction f telle que le support de fˆ est quelconque dans
]− T, T [, cette notion est la condition ne´cessaire et suffisante pour appliquer le the´ore`me de la
phase stationnaire ge´ne´ralise´ dans la preuve que nous allons donner.
The´ore`me 2.2.14 On fait les hypothe`ses (H.0) , (H.1) , (H.2) et (H.3) et on suppose
que le flot est G-propre sur ]− T, T [×ΣE. Soit :
CE,T,g := {(t, z) ∈]− T, T [×ΣE : M(g)Φt(z) = z}.
Alors on a une asymptotique comple`te de Gχ(h) = dχ|G|
∑
g∈G
χ(g)Ig,E(h) en puissances de h
avec des termes oscillants. Si [CE,T,g] de´signe l’ensemble des composantes connexes de CE,T,g
alors la quantite´
∫ t
0 psq˙sds est constante sur chaque e´le´ment Y de [CE,T,g], note´e SY,g, et on
a l’asymptotique :
Ig,E(h) =
∑
Y ∈[CE,T,g]
(2pih)
1−dim Y
2 e
i
h
SY,g
ψ(E)
2pi
∫
Y
fˆ(t)dg(t, z)dσY (t, z) +
∑
j≥1
hjaj,Y
+O(h+∞)
ou` la densite´ dg(t, z) est de´finie par :
dg(t, z) := det
− 1
2
+
(
ϕ′′E,g(t, z)|N(t,z)Y
i
)
det
− 1
2
+
(
A+ iB − i(C + iD)
2
)
.
ou` ϕE,g et A,B,C,D sont donne´s dans la preuve de ce the´ore`me (cf lemme 2.3.8 et (2.70)).
Ce the´ore`me est prouve´ au chapitre 2.3, plus pre´cise´ment au paragraphe 2.3.2.
Cette asymptotique, faisant intervenir une somme sur les composantes connexes de CE,T,g, est
semblable a` celles sans syme´tries obtenues dans les articles de T. Paul et A. Uribe (cf [P-U] et
[P-U2]) ou la the`se de S. Dozias (cf [Do])). Sous l’hypothe`se (H.4), les orbites pe´riodiques de
ΣE sont isole´es dans ΣE et la condition de flot G-propre est ve´rifie´e : les composantes connexes
de CE,T,g sont {0}× (ΣE ∩Fg) (g ∈ G) et les {t0}×γ ou` γ est une orbite pe´riodique g-invariante
de ΣE et t0 est une g-pe´riode de γ dans ]− T, T [.
• Formule de Gutzwiller dans l’espace re´duit :
Introduisons une hypothe`se supple´mentaire :
IdRd est l’unique e´le´ment de G a` avoir un point fixe sur ΣE. (H.5)
Cela signifie que l’on suppose que G agit librement sur ΣE. Dans ce cas-la`, on sait que l’espace
quotient ΣE/G (espace reduit), he´rite d’une unique structure de varie´te´ lisse qui rende lisse la
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projection :
pi : ΣE  ΣE/G. (2.54)
Il est alors bien connu que le syste`me dynamique induit par H sur ΣE passe au quotient en un
syste`me dynamique sur ΣE/G : la relation
X(pi(z)) := dzpi(J∇H(z)) (2.55)
de´finit l’unique champ de vecteur lisse X sur la varie´te´ ΣE/G tel que, si l’on note Φ˜ le flot
associe´ a` X, on ait :
∀z ∈ ΣE , ∀t ∈ R, ∃ Φ˜t(pi(z)) = pi(Φt(z)). (2.56)
Nb : X n’est pas force´ment un champ de vecteur hamiltonien, la varie´te´ ΣE/G n’e´tant, en
ge´ne´ral, pas symplectique.
Lemme 2.2.15 Si γ est une orbite pe´riodique de X dans ΣE/G de pe´riode T
∗
γ , alors :
– Pour toute γ orbite pe´riodique de ΣE telle que pi(γ) = γ, ∃!gγ ∈ G tel que :
∀z ∈ γ, M(gγ)ΦT ∗γ (z) = z.
– Si γ1 et γ2 sont des orbites pe´riodiques de ΣE telles que pi(γ1) = pi(γ2) = γ, alors gγ1 et
gγ2 sont conjugue´s dans G, de sorte que, si χ ∈ Gˆ, on note :
χ(gγ) := χ(gγ1) = χ(gγ2). (2.57)
La preuve de ce lemme est claire.
On en de´duit alors le corollaire suivant de the´ore`me 2.2.12 :
Corollaire 2.2.16 Formule de Gutzwiller dans l’espace re´duit :
Sous les hypothe`ses du the´ore`me 2.2.12, on suppose de plus que (H.5) est ve´rifie´e et que
ψ(E) = 1. Alors on a l’asymptotique suivante lorsque h→ 0+ :
Gχ(h) = dχ
∑
γ orbite
pe´riodique de ΣE/G
∑
n ∈ Z∗ t.q.
nT∗γ ∈ Suppfˆ
fˆ(nT ∗γ )χ(gnγ )e
i
h
nSγ
T ∗γ e
ipi
2
σγ,n
2pi|det((dPγ)n − Id)| 12
+O(h).
ou` Sγ :=
∫ T ∗γ
0 psq˙sds, Pγ est l’application de Poincare´ de γ dans ΣE/G, et σγ,n est un indice
de Maslov de γ.
Ce re´sultat corrobore les travaux des physiciens B. Lauritzen, J.M. Robbins et N.D.
Whelan (voir [R], [L] et [L-W]) sur le sujet.
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Preuve du corollaire : Selon le the´ore`me 2.2.12, on a donc, sous l’hypothe`se (H.5) :
Gχ(h) = dχ|G|
∑
t0∈Lred
fˆ(t0)
∑
γ⊂ΣE :pi(γ) pe´riodique
avec t0 pour pe´riode
χ(gpi(γ)(t0))
e
i
h
Sγ(t0)T ∗γ e
ipi
2
σγ (gpi(γ)(t0),t0)
2pi|det(M(g)dPγ,gpi(γ)(t0),t0 − Id)|
1
2
+O(h).
ou` gγ(t0) = gpi(γ)(t0) est l’unique e´le´ment de G tel que M(gγ(t0))Φt0(z) = z pour tout z dans γ.
(meˆme chose que pour le lemme 2.2.15 : χ(gγ(t0)) ne de´pend que de pi(γ) et t0). Remarquons
que G agit naturellement sur l’ensemble des orbites pe´riodiques de ΣE. On note donc, pour γ
orbite pe´riodique de ΣE :
Stab(γ) := {g ∈ G : M(g)γ = γ}.
Stab(γ) est un sous-groupe de G. On a alors le lemme suivant, qui s’illustre par exemple sur le
portrait de phase d’un hamiltonien du type ”double puits” (cf figure 2.2 ) :
Lemme 2.2.17 Si γ est une orbite de ΣE telle que pi(γ) soit pe´riodique, alors
Stab(γ) =< gγ >, γ est pe´riodique, et T
∗
pi(γ) =
T ∗γ
|Stab(γ)| .
Preuve du lemme : Bien suˆr, on a < gγ >⊂ Stab(γ). Si gγ = γ et si z ∈ γ, alors, il existe
t1 dans R tel que M(g)z = Φt1(z), donc pi(z) = Φ˜t1(pi(z)), donc t1 = kT
∗
pi(γ) (ou` k ∈ Z). Ainsi,
M(g)z = ΦkT ∗
pi(γ)
(z) = M(g−kγ )z, donc, selon (H.5), g = g−kγ . Nous avons donc prouve´ que
Stab(γ) =< gγ >.
Notons $(gγ) l’ordre de gγ dans G ($(gγ) = |Stab(γ)|). Si z ∈ γ, on a Φ˜T ∗γ (pi(z)) = pi(z),
d’ou` k ∈ N tel que T ∗γ = kT ∗pi(γ). Puis, z = ΦkT ∗pi(γ)(z) = g−kγ z, donc, selon (H.5), g−kγ = Id et
ainsi $(gγ) | k. Par ailleurs, Φ$(gγ)T ∗pi(γ)(z) = z, d’ou` k0 ∈ N∗ tel que $(gγ)T ∗pi(γ) = k0T ∗γ , i.e.
$(gγ) = kk0. Donc k | $(gγ), donc k = $(gγ) et T ∗γ = $(gγ)T ∗pi(γ) 
De par l’action de G sur l’ensemble des orbites pe´riodiques de ΣE , on a, pour γ telle orbite :
|G|/|Stab(γ)| = Npi(γ) := nombre d’orbites d’image pi(γ) par pi .
Ainsi, on a :
Gχ(h) = dχ
∑
t0∈Lred
fˆ(t0)
∑
γ⊂ΣE :pi(γ) pe´riodique
avec t0 pour pe´riode
χ(gpi(γ)(t0))
T ∗pi(γ)
Npi(γ)
e
i
h
Sγ(t0)ei
pi
2
σγ(g,t0)
2pi|det(dPγ,gγ ,t0 − Id)|
1
2
+O(h).
(2.58)
Le lemme suivant montre que les quantite´s intervenant dans la somme pre´ce´dente ne de´pendent
que de pi(γ) :
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Lemme 2.2.18 Sγ(t0) ne de´pend que de pi(γ) et de t0. Par ailleurs, sous l’hypothe`se (H.5),
si Ppi(γ),pi(z)(t0) de´signe l’application de Poincare´ de pi(γ) dans ΣE/G au point pi(z) au temps
t0, on a :
det(M(g)dzPγ,gγ ,t0 − Id) = det(dpi(z)Ppi(γ),pi(z)(t0)− Id). (2.59)
Preuve du lemme : cf infra.
Ainsi, si Pred de´signe l’ensemble des orbites pe´riodiques de X dans ΣE/G ayant une pe´riode
dans Suppfˆ on obtient :
Goscχ (h) = dχ
∑
t0∈Lred
fˆ(t0)
∑
γ∈Pred
χ(gγ(t0))T
∗
γ
e
i
h
Sγ(t0)ei
pi
2
σγ(t0)
2pi|det(dPγ(t0)− Id)| 12
+O(h). (2.60)
Enfin, remarquons que, si t0 = nT
∗
γ alors, selon (∗) dans la preuve du lemme 2.2.6, nous avons :
Sγ(t0) =
∫ t0
0
psq˙sds =
n−1∑
k=0
∫ (k+1)T ∗γ
kT ∗γ
psq˙sds = nSγ(T
∗
γ ).
Vu que dPγ(t0) = (dPγ(T
∗
γ ))
n, et que χ(gγ(t0)) = χ(g
n
γ ), on obtient alors la formule e´nonce´e
dans le corollaire.
Reste a` prouver le lemme 2.2.18 : le fait que Sγ(t0) ne de´pende que de pi(γ) et t0 est laisse´
a` titre d’exercice (voir aussi le lemme 3.6.6). Pour l’application de Poincare´, de´rivons l’identite´
suivante en z ∈ ΣE :
pi(M(g)Φt0(z)) = Φ˜t0(pi(z)).
On obtient l’e´galite´ suivante sur ΣE :
dzpi ◦M(g)Fz(t0) = F˜pi(z)(t0) ◦ dzpi,
ou` F˜pi(z)(t0) est la diffe´rentielle de x 7→ Φ˜t0(x) au point pi(z). Par ailleurs, le groupe agissant
librement sur ΣE , pi est une submersion, et par le jeu des dimensions, c’est donc une immersion,
ce qui ache`ve la preuve du lemme et celle du corollaire. 
Remarque technique :
Une condition usuelle pour que ΣE/G he´rite d’une structure naturelle de varie´te´ lisse serait
de supposer que les stabilisateurs sont conjugue´s dans G sur ΣE (cf [K]). C’est d’ailleurs
l’hypothe`se que nous ferons dans le chapitre 3 qui concerne les groupes de Lie. Cependant, pour
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une action line´aire comme la notre, dans le cas d’un groupe fini, cela revient a` supposer que ces
stabilisateurs sont e´gaux a` {IdRd} :
En effet, si les stabilisateurs sont diffe´rents de {IdRd}, si z ∈ ΣE et M(g) ∈ Stab(z),
alors z ∈ ker(M(g) − IdR2d). Donc ΣE ⊂ ∪
g 6=Id
ker(M(g) − IdR2d). Or, on voit facilement que,
si g 6= IdRd , alors dim ker(M(g)− IdR2d) = 2 dim(ker(g − IdRd) ≤ 2d− 2. Ainsi, une telle union
(finie !) ne peut contenir une hypersurface de R2d telle ΣE.
Les sections suivantes sont consacre´es a` la preuve des the´ore`mes 2.2.5 et 2.2.7.
2.3 Preuve des the´ore`mes de la section pre´ce´dente
Jusqu’au paragraphe 2.3.2, on travaille a` g fixe´ d’ordre fini dans O(d). On pourra donc
suposer que g est dans un groupe fini note´ G. On de´sire prouver les the´ore`mes 2.2.5 et 2.2.7. On
n’utilisera pas (H.3) avant le paragraphe 2.3.2 .
2.3.1 Re´duction a` un proble`me de phase stationnaire via les e´tats cohe´rents
On cherche l’asymptotique lorsque h→ 0 de :
Ig(h) = Tr
(
ψ(Ĥ)f(E− bHh )M˜(g)
)
.
Via la transforme´e de Fourier, on e´crit :
f(
E − Ĥ
h
) =
1
2pi
∫
R
ei
tE
h fˆ(t).Uh(t)dt,
ou` l’on fait apparaˆıtre le h−groupe unitaire quantique :
Uh(t) := e
−i t
h
bH .
On a :
Ig(h) =
1
2pi
∫
R
ei
tE
h .fˆ(t).Tr
(
ψ(Ĥ)Uh(t)M˜(g)
)
dt. (2.61)
On va utiliser ici une formule de trace pour les ope´rateurs sur L2(Rd) faisant intervenir les e´tats
cohe´rents (voir Appendice 4.2.3 pour la preuve). Si A est un ope´rateur a` trace sur L2(Rd) 6,
alors :
Tr(A) = (2pih)−d
∫
R2dα
< Aϕα;ϕα >L2(Rd) dα.
Donc, par cyclicite´ de la trace : Tr
(
ψ(Ĥ)Uh(t)M˜(g)
)
=
Tr
(
M˜(g)ψ(Ĥ)Uh(t)
)
= (2pih)−d
∫
R2dα
< M˜(g)ψ(Ĥ)Uh(t)ϕα;ϕα >L2(Rd) dα.
6Le produit scalaire sur L2(Rd) sera ici pris antiline´aire de second membre
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Finalement,
Ig(h) =
h−d
(2pi)d+1
∫
R
∫
R2dα
ei
tE
h .fˆ(t).mh(α, t, g)dαdt. (2.62)
ou`
mh(α, t, g) :=< Uh(t)ϕα;ψ(Ĥ)ϕg−1α >L2(Rd) . (2.63)
Voici une proposition qui va permettre d’e´viter de se pre´occuper des proble`mes d’inte´grabilite´
en α :
Proposition 2.3.1 Il existe un compact K dans R2d tel que, si
mh(α, t, g) =< Uh(t)ϕα;ψ(Ĥ)ϕg−1α >L2(Rd) .
Alors ∫
R2d\K
|mh(α, t, g)|dα = O(h+∞).
uniforme´ment en g ∈ O(d) et en t ∈ R.
Ainsi, quitte a` prendre K plus grand, on peut supposer que ΣE ⊂ K, et on introduit alors
χ2 ∈ C∞0 (R2d) telle que χ2(α) = 1, ∀α ∈ K, de sorte qu’en e´crivant 1 = χ2 + (1 − χ2), on
obtient :
Ig(h) =
h−d
(2pi)d+1
∫
R
∫
R2dα
χ2(α).fˆ (t).e
i tE
h .mh(α, t, g)dαdt +O(h
+∞). (2.64)
Preuve de la proposition : Soit g ∈ G.
Soit ψ1 :=
√
ψ.
|mh(α, t, g)| ≤
∥∥∥ψ1(Ĥ)ϕα∥∥∥
L2
.
∥∥∥ψ1(Ĥ)ϕg−1α∥∥∥
L2
≤ 1
2
[∥∥∥ψ1(Ĥ)ϕα∥∥∥2
L2
+
∥∥∥ψ1(Ĥ)ϕg−1α∥∥∥2
L2
]
.
Selon (H.1), et suivant le calcul fonctionnel h-pseudodiffe´rentiel, (voir [Ro] pp.150-151) on peut
e´crire pour tout N dans N :
ψ(Ĥ) = ÂN,h + h
N+1.RN+1(h).
avec I AN,h(z) =
N∑
k=0
hkak(z) ou` Supp(ak) ⊂ H−1(]E − δE,E + δE[).
I Sup
0<h≤1
‖RN+1(h)‖Tr ≤ C.h−d.
Donc∥∥∥ψ1(Ĥ)ϕg−1α∥∥∥2
L2
=< ψ(Ĥ)ϕg−1α;ϕg−1α >L2
=< ÂN,hϕg−1α;ϕg−1α > +h
N+1 < RN+1(h)ϕg−1α;ϕg−1α >L2 .
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• Ecrivons la de´composition polaire de l’ope´rateur RN+1(h) : il existe un ope´rateur borne´ U(h) de
norme ‖.‖L(L2) infe´rieure a` 1, tel que RN+1(h) = A∗2(h)A1(h) avec A∗2(h) = U(h)|RN+1(h)|
1
2 et
A1(h) = |RN+1(h)| 12 . Nous avons donc, en applicant plusieur fois l’ine´galite´ de Cauchy-Schwarz :∫
R2dα
| < RN+1(h)ϕg−1α;ϕg−1α >L2 |dα =
∫
R2dα
| < RN+1(h)ϕα;ϕα >L2 |dα.
≤
∫
R2dα
‖A1(h)ϕα‖L2 ‖A2(h)ϕα‖L2 dα.
≤ (
∫
R2dα
‖A1(h)ϕα‖2L2 dα)
1
2 (
∫
R2dα
‖A2(h)ϕα‖2L2 dα)
1
2 .
= (2pih)d ‖A1(h)‖HS ‖A2(h)‖HS (cf Appendice 4.2.3).
≤ (2pih)d
∥∥∥|RN+1(h)| 12∥∥∥2
HS
= (2pih)d ‖RN+1(h)‖Tr = O(1).
uniforme´ment en t ∈ R, g ∈ G.
• Notons Wϕg−1α,ϕg−1α la h-transforme´e de Wigner de (ϕg−1α, ϕg−1α). On a (cf Appendice 4.2.2) :
< âkϕg−1α;ϕg−1α >L2= (2pih)
−d
∫
R2d
Wϕg−1α,ϕg−1α(z)ak(z)dz.
Or un rapide calcul montre que (cf lemme 2.1.5) :
Wϕg−1α,ϕg−1α(z) = 2
d.e−
|z−g−1α|2
h .
Ainsi, si H−1(]E − δE,E + δE[) ⊂ B(0, R − 1), alors :
| < âkϕg−1α;ϕg−1α >L2 | ≤ (pih)−d ‖ak‖∞
∫
|z|≤R−1
e−
|z−g−1α|2
h dz.
Pour conclure, il suffit d’utiliser le lemme :
Lemme 2.3.2 Il existe C > 0, c > 0 tels que :∫
|α|≥R
∫
|z|≤R−1
e−
|z−g−1α|2
h dzdα ≤ C.e− ch .
En effet, si |z| ≤ R− 1 et |α| ≥ R, alors |z − α| ≥ 1, donc, pour 0 < h ≤ 1 :∫
|α|≥R
∫
|z|≤R−1
e−
|z−α|2
h dzdα ≤ e− 12h .
∫
|α|≥R
∫
|z|≤R−1
e−
|z−α|2
2h dzdα ≤ e− 12h .CR.
∫
R2dα
e−
|α|2
2 dα.
Bien suˆr, C ne de´pend ni de t ni de g, et ceci ache`ve la preuve en prenant K := B(0, R). 
Finalement, on dispose de R > 1 tel que ΣE ⊂ B(0, R − 1), χ2 = 1 sur B(0, R − 1) et
Suppχ2 ⊂ B(0, R). On peut ensuite de´crire ψ(Ĥ) via le calcul fonctionnel de [He-Ro 1] :
ψ(Ĥ) =
N∑
k=0
hkOpwh (ak) + h
N+1.RN+1(h). (2.65)
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ou` Supp(ak) ⊂ H−1(]E − δE,E + δE[), a0(z) = ψ(H(z)) et les ak sont de´crits en (2.2), ou plus
pre´cise´ment dans l’article fondateur [He-Ro 1]. Enfin Sup
0<h≤1
‖RN+1(h)‖Tr ≤ C.h−d.
Ainsi, on obtient :
Ig(h) =
N0∑
j=0
hjIjg(h) +O(h
−dhN0+1). (2.66)
On est donc ramene´ a` donner une asymptotique comple`te a` j0 fixe´ dans N de :
Ij0g (h) =
h−d
(2pi)d+1
∫
R
∫
R2dα
ei
tE
h .fˆ(t)mj0h (α, t, g)dαdt,
avec
mj0h (α, t, g) :=< Uh(t)ϕα;Op
w
h (aj0)ϕg−1α >L2(Rd) .
Pour e´tudier le comportement de Opwh (aj0)ϕg−1α, on va utiliser le fait ge´ne´ral suivant :
Proposition 2.3.3 Effet d’un pseudo sur un e´tat cohe´rent :
Soit a(.) un symbole de Weyl dont toutes les diffe´rentielles partielles sont borne´es sur R2d.
Alors, ∃δ(d) > 0, ∀N ∈ N, ∃Cd,N > 0, ∀α ∈ R2d :∥∥∥∥∥∥Opwh (a)ϕα −
N∑
k=0
h
k
2
∑
γ∈N2d,|γ|=k
∂γa(α)
γ!
.Ψγ,α
∥∥∥∥∥∥
L2(Rd)
≤ Cd,N .h
N+1
2 .
ou`
Ψγ,α := Th(α)ΛhOpw1 (zγ)ψ˜0.
(en anglais : ”squeezed state” -e´tat compresse´-)
Preuve de la proposition :
On utilise les formules de l’Appendice 4.2.2. Selon (4.18),
Opwh (a)ϕα = Op
w
h (a)Th(α)ψ0 = Th(α)Opwh (a(α+ z))ψ0.
Puis on e´crit la formule de Taylor entre α et z + α pour a(z + α) pour obtenir :
Opwh (a)ϕα =
N∑
k=0
∑
γ∈N2d,|γ|=k
∂γa(α)
γ!
.Th(α)Opwh (zγ)ψ0
+
∫ 1
0
(1− t)N
∑
|γ|=N+1
N + 1
γ!
Th(α)Opwh (zγ∂γa(tz + α))ψ0dt.
On obtient les termes du de´veloppement en remarquant que, selon (4.19) :
Opwh (z
γ)ψ0 = h
|γ|
2 ΛhOp
w
1 (z
γ)ψ˜0
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Pour l’estimation du reste, on e´crit, selon (4.19) :
Opwh (z
γ∂γa(tz + α))ψ0 = h
|γ|
2 ΛhOp
w
1 (z
γ∂γa(t
√
hz + α))ψ˜0.
Puis il reste a` utiliser l’estimation de Calderon-Vaillancourt pour un symbole de Weyl b :
∃k(d) ∈ N, ‖Opw1 (b)‖L(L2(Rd)) ≤ Cd sup
β≤k(d)
∥∥∥∂βb∥∥∥
∞
dont on peut trouver une preuve par exemple dans [Ro] The´ore`me (II-36) p.84 ou [Ho¨ III]
Theorem 18.6.3 p.164. 
Soit N ∈ N. On a donc, selon (2.62), (2.63), et la proposition pre´ce´dente , quand h→ 0+ :
Ij0g (h) =
h−d
(2pi)d+1
2N∑
k=0
h
k
2
∑
|γ|=k
1
γ!
∫
R
∫
R2dα
ei
tE
h .fˆ(t)χ2(α)∂
γaj0(g
−1α) < Uh(t)ϕα; Ψγ,g−1α >L2(Rd) dαdt
+h−dh
2N+1
2 O
(∫
R
∫
R2dα
|fˆ(t)χ2(α)|dαdt
)
. (2.67)
car ‖Uh(t)ϕα‖L2(Rd) = 1.
On est ainsi ramene´ a` l’e´tude de < Uh(t)ϕα; Ψγ,g−1α >L2(Rd).
Pour Uh(t)ϕα, on va utiliser un re´sultat duˆ a` M. Combescure et D. Robert sur la propagation
semi-classique des e´tats cohe´rents. On peut en trouver une preuve dans [CR], ou une version
remanie´e dans [Ro1]. Le principe consiste a` calculer la propagation des e´tats cohe´rents pour
des hamiltoniens quadratiques de´pendant du temps, puis de s’y ramener pour les hamiltoniens
ge´ne´raux via un de´veloppement de Taylor, en utilisant la formule de Duhamel. Remarquons
que ce re´sultat est obtenu sous des hypothe`ses plus faibles -voir (2.71)- que l’hypothe`se (H.0)
ne´cessaire pour obtenir un calcul fonctionnel du type Helffer-Robert (transforme´e de Mellin) ou
Helffer-Sjo¨strand (fonctions presque-analytiques), dont les preuves sont fonde´es sur l’existence
d’une parametrix.
Pour z = (q, p), zt = (qt, pt) := Φt(z), on introduit les notations :
S(t, z) :=
∫ t
0
(ps.q˙s −H(zs))ds (2.68)
δ(t, z) := S(t, z)− qtpt − qp
2
. (2.69)
On rappelle que Fα(t) = ∂zΦt(α) ∈ Sp (d,R). Notons :
Fα(t) =
(
A B
C D
)
ou` A,B,C,D ∈Md(R). (2.70)
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The´ore`me 2.3.4 Propagation semi-classique de e´tats cohe´rents :
Soit T > 0. Soit H : R2d → R un hamiltonien lisse ve´rifiant pour tout α ∈ N2d :
|∂αH(z)| ≤ Cα < x >mα , ou` mα > 0. (2.71)
Soit α ∈ R2d tel que la solution de condition initiale α du syste`me z˙t = J∇H(zt) soir de´finie
pour t ∈]− T, T [. On note Uh(t) := e−i th bH le propagateur quantique.
Alors, ∀M ∈ N, ∃CM,T (α) > 0, inde´pendant de h et de t ∈]− T, T [ tels que :∥∥∥∥∥∥Uh(t)ϕα − ei δ(t,α)h Th(αt)Λh
 M∑
j=0
h
j
2 .bj(t, α)(x).e
i
2
<M0x,x>
∥∥∥∥∥∥
L2(Rd)
≤ CM,T (α). h
M+1
2 .
ou` M0 := (C + iD)(A + iB)
−1, pour tout t ∈]− T, T [, bj(t, α) : Rd → C est un polynoˆme
inde´pendant de h, de degre´ infe´rieur a` 3j, ayant la meˆme parite´ que j, et de´pendant de
fac¸on C∞ de (t, α). En particulier, b0(t, α)(x) = pi− d4 (det(A+ iB))−
1
2
c .
Par ailleurs, si les solutions du syste`me hamiltonien classique sont de´finies sur ] − T, T [
pour des conditions initiales α dans un compact K, alors α 7→ CM,T (α) est majore´e sur K
par C˜M,T,K inde´pendante de α ∈ K.
Nb : Fz(t) e´tant symplectique, A+ iB est inversible (cf [Fo])
On voit donc apparaˆıtre ici de nombreuses quantite´s lie´es au syste`me dynamique classique !
Justification de l’e´nonce´ :
Reprenons l’e´nonce´ original de l’article [CRR]. On a, avec les meˆmes notations, pourN ∈ N∗ :∥∥∥∥∥∥Uh(t)ϕα − ei δ(t,α)h Th(αt)Λhµ(Fα(t))
I + ∑
(k,j)∈IN
h
k
2
−j.pwk,j(x,Dx, t)
 ψ˜0
∥∥∥∥∥∥
L2(Rd)
≤ CN,T (α). hN .
ou` IN = {(k, j) ∈ N×N : 1 ≤ j ≤ 2N−1, k ≥ 3j, 1 ≤ k−2j < 2N}, et µ : Sp(d,R)→ L(L2(Rd)),
est a` valeur dans l’ensemble des ope´rateurs unitaires sur L2(Rd). C’est la repre´sentation me´taplectique
(voir (1.3)), qui ve´rifie pour A ∈ Sp(d,R), et H symbole de Weyl :
Opwh (H ◦ A) = µ(A)∗Opwh (H)µ(A), (2.72)
µ(Fα(t))ψ˜0(x) = pi
− d
4 det(A+ iB)
− 1
2
c e
i
2
<M0x,x>.
(voir aussi [Ro1] e´nonce´s (12) et (13)). On re-somme en posant m = k − 2j, pour obtenir :∥∥∥∥∥∥Uh(t)ϕα − ei δ(t,α)h Th(αt)Λhµ(Fα(t))
I + 2N−1∑
m=1
h
m
2
m∑
j=1
pwm+2j,j(x,Dx, t)
 ψ˜0
∥∥∥∥∥∥
L2(Rd)
≤ CN,T (α). hN .
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On en de´duit b0(t, α).
On pose alors Bm(t, α) :=
m∑
j=1
pwm+2j,j(x,Dx, t), et on note b˜m(t, α) : R
2d → C le polynoˆme
tel que Bm(t, α)ψ˜0 = b˜m(t, α).ψ˜0. Selon [CRR], on a b˜m(t, α) =
m∑
j=1
Qm+2j,j avec d˚ (Qk,j) ≤ k et
Qk,j est un polynoˆme de meˆme parite´ que k. Ainsi, pour t ∈]−T, T [, b˜m(t, α) est un polynoˆme de
meˆme parite´ que m et de degre´ infe´rieur a` 3m. Enfin, si u ∈ S(Rd), b˜m(t, α).u = Opw1 (b˜m(t, α))u,
donc, selon (2.72), on a :
µ(Fα(t))b˜m(t, α) = Op
w
1
[
b˜m(t, α)(
tDx−t Bξ)
]
µ(Fα(t)).
Soit bm(t, α) le polynoˆme tel que Op
w
1 (b˜m(t, α)[
tDx −t Bξ])ψ˜0(x) = bm(t, α)(x).e i2<M0x,x>. On
a alors le re´sultat annonce´ (quitte a` modifier les bm par une constante multiplicative).
Pour obtenir la parite´ des bm(t, α), remarquons que, si Σ de´signe l’ope´rateur de parite´
Σu(x) := u(−x), alors, si a est un symbole de Weyl pair ou impair sur R2d, on a formelle-
ment (cf par exemple (1.5)) :
Opw1 (a)Σ = (−1)ε ΣOpw1 (a), ou` ε = 1 si a est impair et ε = 2 si a est pair. (2.73)
Ainsi, si x ∈ Rd, on a :
bm(t, α)(−x)e i2<M0x,x> = ΣOpw1 (b˜m(t, α)[tDx−t Bξ])e
i
2
<M0x,x> = (−1)mbm(t, α)(x)e i2<M0x,x>
et on obtient bien bm(t, α)(−x) = (−1)mbm(t, α)(x). 
Dans (2.67), pour chaque k, on de´veloppe < Uh(t)ϕα; Ψγ,g−1α > (ou` |γ| = k) jusqu’a` atteindre
hN−d, en utilisant le the´ore`me 2.3.4 avec M = M(k) = 2N − k :
< Uh(t)ϕα; Ψγ,g−1α >= e
i δ(t,α)
h
M∑
j=0
h
j
2 < Th(αt)Λhbj(t, α)ei
M0x.x
2 ; Ψγ,g−1α > +O(h
M+1
2 ),
le O(.) e´tant universel en t ∈ [−T, T ], g ∈ O(d), et α ∈ B(0, R), car ∥∥Ψγ,g−1α∥∥L2(Rd) =∥∥∥Opw1 (zγ)ψ˜0∥∥∥
L2(Rd)
qui est inde´pendant de h et t. Selon (2.67), on a donc :
Ij0g (h) =
h−d
(2pi)d+1
2N∑
k=0
2N−k∑
j=0
h
k
2h
j
2
∑
|γ|=k
1
γ!
∫
R
∫
R2dα
fˆ(t)χ2(α)∂
γaj0(g
−1α)ei
tE
h ei
δ(t,α)
h Υj,γ(α, t, g, h)dαdt
+O(h−dh
2N+1
2 ). (2.74)
ou`
Υj,γ(α, t, g, h) :=< Th(αt)Λhbj(t, α)(x).ei
M0x.x
2 ;Th(g−1α)ΛhOpw1 (zγ)ψ˜0 >L2(Rd) .
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Lemme 2.3.5
e
itE
h .e
iδ(t,α)
h Υj,γ =
h−
d
2
pi
d
4
∫
Rdy
bj(
y − qt√
h
).Qγ(
y − g−1q√
h
). exp(
i
h
ΦE(t, α, y, g))dy. (2.75)
ou` Qγ est un polynoˆme ne de´pendant que de γ tel que Qγ(x)ψ˜0(x) := Op
w
1 (z
γ)ψ˜0(x), et
ΦE(t, α, y, g) :=
S(α, t) + q.p+ (y − qt).pt + 12 < M0(y − qt); y − qt > + i2 |y − g−1q|2 − y.g−1p+ Et . (2.76)
Preuve du lemme :
D’apre`s les formules sur les e´tats cohe´rents (cf Appendice 4.2.2),
Υj,γ = e
− i
2h
<JM(g−1)α;αt>. < bj(x)e
i
M0x.x
2 ;T1(g
−1α− αt√
h
)Qγψ˜0 >L2(Rd)
7.
Υj,γ =
e−
i
2h
<JM(g−1)α;αt>
pi
d
4
∫
Rdx
bj(x).Qγ
(
x+
qt√
h
− g
−1q√
h
)
×
exp
(
i
M0x.x
2
)
. exp
(
−1
2
∣∣∣∣x+ qt√h − g
−1q√
h
∣∣∣∣2
)
. exp
(
i(
pt − g−1p√
h
)(x+
qt
2
√
h
− g
−1q
2
√
h
)
)
dx.
On pose y =
√
hx+ qt.
Υj,γ = e
− i
2h
<JM(g−1)α;αt>h
−d
2
pi
d
4
∫
Rdy
bj
(
y − qt√
h
)
.Qγ
(
y − g−1q√
h
)
exp
(
− 1
2h
|y − g−1q|2
)
×
exp
(
i
M0(y − qt).(y − qt)
2h
)
. exp
(
i
h
(pt − g−1p)y
)
. exp
[
− i
2h
(pt − g−1p)(qt + g−1q)
]
dy.
Or < JM(g−1)α,αt >= g−1p.qt − g−1q.pt
et (pt − g−1p)(qt + g−1q) = qtpt − qp− (g−1p.qt − g−1q.pt).
D’ou` le re´sultat. 
Finalement, d’apre`s (2.75) et (2.74), pour tout N dans N, on a :
Ij0g (h) =
h−
3d
2
(2pi)d+1pi
d
4
2N∑
k=0
2N−k∑
j=0
∑
|γ|=k
Kg,γ,j(h) +O(h
−dhN+
1
2 ). (2.77)
avec :
Kg,γ,j(h) :=
∫
R
∫
R2dα
∫
Rdy
e
i
h
ΦE(t,α,y,g)χ2(α).fˆ (t).
∂γaj0(g
−1α)
γ!
.h
j
2 .bj(
y − qt√
h
).h
k
2 .Qγ(
y − g−1q√
h
)dydαdt
(2.78)
7<,>L2(Rd) est suppose´ ici antiline´aire du second membre
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Remarquons que, selon (2.73), Qγ est un polynoˆme en x ∈ Rd, de degre´ infe´rieur a` |γ| et de
meˆme parite´ que |γ|. Donc, si pour x ∈ Rd on e´crit :
Qγ(x) =
∑
|µ|≤|γ|
κµ,γx
µ et bj(t, α)(x) =
∑
|ν|≤3j
cν,j(t, α)x
ν
(les cν e´tant C∞ en t, α), on a :
h
|γ|
2 .Qγ(
y − g−1q√
h
) =
∑
|µ|≤|γ|
κµ,γ(y − g−1q)µh
|γ|−|µ|
2 (2.79)
h
j
2 .bj(
y − qt√
h
) =
∑
|ν|≤3j
cν,j(t, α)(y − qt)νh
j−|ν|
2 (2.80)
Par ailleurs, κµ,γ = 0 lorsque |µ| n’est pas de la meˆme parite´ que |γ|. Ainsi, dans l’e´criture (2.79),
lorsque κµ,γ est non nul, h
|γ|−|µ|
2 est une puissance ENTIERE de h infe´rieure a` |γ|.
Le meˆme phe´nome`ne se produit pour bj , avec des entiers relatifs. On a alors :
Ij0g (h) =
(2pih)−dh−
d
2
2pi.pi
d
4
2N∑
k=0
2N−k∑
j=0
∑
|γ|=k
∑
|ν|≤3j
∑
|µ|≤k
h
j−|ν|
2 h
k−|µ|
2
κµ,γ
γ!
Lν,µ,γ,j(h) +O(h
−dhN+
1
2 ).
(2.81)
ou`
Lν,µ,γ,j(h) :=
∫
R
∫
R2dα
χ2(α).fˆ (t).∂
γaj0(g
−1α)cν,j(t, α)
∫
Rdy
e
i
h
ΦE(t,α,y,g)(y−g−1q)µ(y−qt)νdydαdt
(2.82)
• Enfin, on va calculer l’inte´grale en y :
Pour cela, on sort de la phase les e´le´ments ne faisant pas intervenir y et on pose x := y−qt√
h
.
Lν,µ,γ,j(h) =
∫
R
∫
R2dα
χ2(α).fˆ (t).∂
γaj0(g
−1α)cν,j(t, α)e
i
h
[S(α,t)+qp+Et]h
|ν|+d
2 ×
∫
Rdx
xν(
√
hx+ qt − g−1q)µe
i
h
[
√
hxpt+
h
2
<M0x,x>+
i
2
|√hx+qt−g−1q|2−(
√
hx+qt)g−1p]dxdαdt.
On regroupe les termes dans la phase de telle sorte que :
Lν,µ,γ,j(h) =
∫
R
∫
R2dα
χ2(α).fˆ(t).∂
γaj0(g
−1α)cν,j(t, α)e
i
h
[S(α,t)+qp+Et+ i
2
|qt−g−1q|2−qtg−1p]h
|ν|+d
2 ×
∫
Rdx
e−
1
2
<Ax,x>+xβxν(
√
hx+ a)µdxdαdt.
ou` a := qt − g−1q, A := (I − iM0) et β := [i(pt − g−1p)− (qt − g−1q)]/
√
h.
On utilise alors la formule du binoˆme et le lemme suivant :
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Lemme 2.3.6 Soient A ∈Md(C) telle que tA = A, et <A >> 0
β ∈ Cd et α ∈ Nd.
Alors A est inversible et∫
Rdx
e−
1
2
<Ax,x>+βxxαdx = (2pi)
d
2 det
− 1
2
+ (A)e
1
2
<A−1β,β>
∑
η≤α
(A−1β)ηPη(A)
ou` Pη(A) ne de´pend pas de β et P0(A) = 1 (pour la de´finition de det
− 1
2
+ , voir l’appendice
sur la phase stationnaire).
Preuve du lemme : pour α = 0, c’est le calcul d’un gaussienne (voir [Ho] ch.3.4 p.84-85, et
Theorem 7.6.1 p.206), et on s’y rame`ne via la ruse suivante : si
I(a) :=
∫
Rdx
e−
1
2
<Ax,x>+xβeaxdx,
alors,
∂αa I(a) :=
∫
Rdx
e−
1
2
<Ax,x>+βxxαeaxdx.
Notre inte´grale est donc ∂αa I(0) avec I(a) = (2pi)
d
2 .det
− 1
2
+ (A).e
1
2
<A−1(β+a),(β+a)>. 
Pour appliquer ce dernier lemme, il faut faire les ve´rifications ne´cessaires sur A = I − iM0
ou`, avec les notations symplectiques pre´ce´dentes,
M0 = (C + iD)(A+ iB)
−1.
Lemme 2.3.7 ∀X ∈ Rd, =(tX.M0X) = |(A+ iB)−1X|2Cd .
Preuve du lemme :
A et B e´tant re´elles A− iB = A+ iB est inversible.
tX.M0X =< (A− iB)−1(A− iB)(tC + itD)X; (A + iB)−1X >Rd .
Or (A−iB)(tC+itD) = (AtC+BtD)+iId, car, Fα(t) e´tant symplectique, on a AtD−BtC = Id
(cf [Fo] p.171).
tX.M0X = i < (A−iB)−1X; (A+iB)−1X >Rd + < (A−iB)−1(AtC+BtD)X; (A+iB)−1X >Rd
tX.M0X = i|(A+ iB)−1X|2Cd+ < [(A− iB)(tA+ itB)]−1(AtC +BtD)X;X >Rd
Toujours en utilisant le fait que Fα(t) est symplectique, on a A
tB = BtA et donc :
(A− iB)(tA+ itB) = AtA+BtB
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ce qui ache`ve la preuve du lemme. 
Ainsi, on sait de´ja` que tM0 = M0, et on a bien <A >> 0 car, si X ∈ Rd, alors :
< < AX,X >= |X|2 + |(A+ iB)−1X|2.
D’ou`
Lν,µ,γ,j(h) =
∑
η≤µ
∑
σ≤η+ν
(
µ
η
)
h
d
2h
|η|+|ν|−|σ|
2 (2pi)
d
2
∫
R
∫
R2dα
χ2(α).fˆ (t).(∂
γaj0)(g
−1α)cν,j(t, α)×
exp(
i
h
ϕE(t, α, g))(qt − g−1q)µ−η [(I − iM0)−1(i(pt − g−1p)− (qt − g−1q))]σdet
− 1
2
+ (I − iM0)Pσ(I − iM0)dαdt.
(2.83)
ou`
ϕE(t, α, g) = S(α, t) + qp+ Et +
i
2
|qt − g−1q|2 − qtg−1p
− i
2
< (I − iM0)−1[i(pt − g−1p)− (qt − g−1q)], [i(pt − g−1p)− (qt − g−1q)] > . (2.84)
Lemme 2.3.8 On a ϕE = ϕ1 + iϕ2, ou` :
ϕ1(t, α, g) := (E −H(α))t + 1
2
M(g−1)αJα − 1
2
∫ t
0
(αs −M(g−1)α)Jα˙sds (2.85)
ϕ2(t, α, g) :=
1
4
< (I − Ŵt)(αt −M(g−1)α); (αt −M(g−1)α) > (2.86)
ou` Ŵt :=
(
Wt −iWt
−iWt −Wt
)
avec 12 (I +Wt) := (I − iM0)−1. Par ailleurs, on a :
‖Wt‖L(Cd) < 1.
Preuve du lemme :
Avec les notations introduites, on a :
ϕE = S(α, t) + Et+ qp− qtg−1p− 1
2
(qt − g−1q)(pt − g−1p) + i
4
[|αt −M(g−1)α|2− < Wtβ, β >]
ou` β := (qt − g−1q)− i(pt − g−1p). Par ailleurs, on montre aise´ment que :
< Ŵt(a, b); (a, b) >R2d=< Wt(a− ib); (a − ib) >Rd .
De sorte que nous avons ϕE = ϕ1 + iϕ2 avec ϕ2 comme voulue et :
ϕ1(t, α, g)= S(α, t) + Et+ qp− qtg−1p− 12(qt − g−1q)(pt − g−1p).
= S(α, t) + Et− 12(qt − g−1q)(pt + g−1p).
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Un calcul simple montre que :
−1
2
∫ t
0
(αs −M(g−1)α)Jα˙sds = S(α, t) + tH(α)− 1
2
M(g−1)αJα − 1
2
(qt − g−1q)(pt + g−1p).
Donc, ϕ1 est bien de la forme de´sire´e. Puis, comme dans [Fo], on introduit le demi-plan de
Siegel :
Σd := {A ∈Md(C) :t A = A,=A >> 0}
Lemme 2.3.9 Si Z ∈ Σd, alors
∥∥(I − iZ)−1(I + iZ)∥∥L(Cd) < 1.
(voir [Fo] pp.202, 203). On prend ici Z = M0 ∈ Σd (selon le lemme 2.3.7) et on a :
(I − iM0)−1(I + iM0) = (I − iM0)−1(2I + (iM0 − I)) = 2(I − iM0)−1 − I = Wt.
Donc ‖Wt‖L(Cd) < 1. Ceci ache`ve la preuve du lemme. 
On voit que l’on a affaire a` un proble`me de phase stationnaire dont la re´solution utilise le
the´ore`me qui va suivre. On renvoie a` l’appendice 4.3 pour une description plus de´taille´e de ce
the´ore`me. Notons toutefois que la phase est complexe et l’ensemble critique est une sous-varie´te´
de Rn.
Les termes en F1(x)
µF2(x)
ν assurent le fait que l’asymptotique en puissances de h est de´cale´e,
et ceci provient de la forme ge´ne´rale des coefficients Lj(a, f). Ce de´calage est ici indispensable :
il compense le fait que, dans la somme (2.81), les termes en h
j−|ν|
2 peuvent a priori donner des
puissances ne´gatives de h. Ces termes-la` sont en fait nuls. En effet, on a ici :
F1(x)← qt − g−1q, µ← µ− ν.
F2(x)← (I − iM0)−1(i(pt − g−1p)− (qt − g−1q)), ν ← σ.
Si les hypothe`ses du the´ore`me de la phase stationnaire sont bien ve´rifie´e, selon (2.83), l’asymp-
totique en puissances de h de Lν,µ,γ,j(h) commence en h
d
2
+ |ν|+|µ|
2 .hc, ou` c est une constante
positive.
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The´ore`me 2.3.10 (Phase stationnaire avec phase complexe et varie´te´ critique)
Soit f une fonction C∞ complexe de´finie sur un ouvert O de Rn.
Soit a une fonction C∞ complexe a` support compact dans O.
Soient F1 et F2 des fonctions de C∞(Rn,Rn), µ et ν dans Nn. On pose :
M := {x ∈ O : ∇f(x) = 0 et Im(f(x)) = 0}.
et on suppose :
1. Im(f) ≥ 0 sur O.
2. M est une sous-varie´te´ connexe de dimension p de Rn.
3. Pour tout x dans M, la restriction de f ′′(x) a` NxM := (TxM)⊥ est une forme
biline´aire syme´trique non de´ge´ne´re´e sur NxM×NxM.
4. F1 et F2 sont nulles surM.
Alors :
• f est constante surM.
• ∀N ∈ N, ∃C = Ca,f,N tel que pour tout h > 0 :∣∣∣∣∣∣∣
∫
O
e
i
h
f(x)a(x)F1(x)
µF2(x)
νdx− (2pih)n−p2 ei f(x0)h
∑
|µ|+|ν|
2
≤j≤N
Lj(a, f)h
j
∣∣∣∣∣∣∣ ≤ C.h
n−p
2
+N+1.
ou` x0 est quelconque dansM, les Lj(a, f) sont des coefficients complexes, et en particulier,
si ν = µ = 0 :
L0(a, f) =
∫
M
det
− 1
2
+
(
f ′′(x)|NxM
i
)
.a(x)dσM(x).
ou` dσM est la mesure de Lebesgue sur la sous-varie´te´ M.
Remarque : jusqu’ici, nous n’avons pas utilise´ l’hypothe`se (H.3). Cependant dans la suite
de la preuve, il n’est pas evident que l’on puisse s’en passer. Nous allons donc nous en servir, en
particulier pour pouvoir utiliser (plusieurs fois) les relations (2.30) et (2.31).
Dans la de´composition de ψ(Ĥ) en une se´rie d’ope´rateurs h-pseudodiffe´rentiels (cf (2.65),
(2.2)), les aj ne sont pas force´ment G-invariants (hormis a0). Cependant, pour ve´rifier les hy-
pothe`ses du the´ore`me de la phase stationnaire, nous n’utilisons des aj que le fait qu’ils soient a`
support compact dans H−1(]E − δE,E + δE[).
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2.3.2 Analyse du proble`me de phase stationnaire : notion de flot g-propre
• Calcul de l’ensemble critique CE,T,g
Soit CE,T,g := {a := (t, z) ∈]− T, T [×R2d : =(ϕE,g(a)) = 0,∇t,αϕE,g(a) = 0}.
Proposition 2.3.11 L’ensemble critique est :
CE,T,g = {(t, z) ∈]− T, T [×R2d : z ∈ ΣE,M(g)Φt(z) = z}. (2.87)
Preuve de la proposition :
=ϕE(t, z, g) = <ϕ2(t, z, g) = 1
4
|zt −M(g−1)z|2 − 1
4
< < Ŵt(zt −M(g−1)z); zt −M(g−1)z > .
=ϕE(t, z, g) = 0 ⇐⇒ |zt −M(g−1)z|2 = < < Ŵt(zt −M(g−1)z); zt −M(g−1)z >C2d .
Or < < Ŵt(zt −M(g−1)z); zt −M(g−1)z >C2d= < < Wt β, β¯ >Cd , ou`
β := (g−1q − qt)− i(g−1p− pt).
Ainsi : =ϕE(t, z, g) = 0 =⇒ |zt−M(g−1)z|2 ≤ ‖Wt‖L(Cd) |β|Cd |β¯|Cd = ‖Wt‖L(Cd) |zt−M(g−1)z|2R2d
Or ‖Wt‖L(Cd) < 1, donc =ϕE(t, z, g) = 0 ⇐⇒ Φt(z) = M(g−1)z .
• Calcul du gradient de ϕ0 :{
∂tϕ0(t, z, g) = E −H(z)− 12 < (zt −M(g−1)z);Jz˙t >
∇zϕ0(t, z, g) = 12 (M(g) +t Fz(t))J(zt −M(g−1)z)
• Calcul du gradient de ϕ1 :{
4∂tϕ1(t, z, g) = 2 < (I − Ŵt)(zt − g−1z); z˙t > − < ∂z(Ŵt)(zt − g−1z); (zt − g−1z) >
4∇zϕ1(t, z, g) = 2(tFz(t)−M(g))(I − Ŵt)(zt − g−1z)−t [∂z(Ŵt)(zt − g−1z)](zt − g−1z)
Ainsi, on constate que (t, z, g) ∈ CE,T si et seulement si Φt(z) = M(g−1)z et H(z) = E. 
• Calcul de la hessienne Hess ϕE,g(t, z)
Proposition 2.3.12 Hess ϕE,g(t, z) =
i
2 < g(I − Ŵt)g−1J∇H(z);J∇H(z) > −t∇H(z)
+ i2
t
[
(tFz(t)− g)(I − Ŵt)g−1J∇H(z)
]
−∇H(z) 12 [JgFz(t)−t (gFz(t))J ]
+ i2(
tFz(t)− g)(I − Ŵt)g−1J∇H(z) + i2(tFz(t)− g)(I − Ŵt)(Fz(t)− g−1)
 .
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Preuve de la proposition : cette proposition sera de´montre´e lors du cas de l’e´tude d’une syme´trie
lie´e a` groupe de Lie, dans un calcul bien plus ge´ne´ral. On renvoie donc le lecteur au chapitre
suivant. 
• Calcul du noyau re´el de la hessienne
Si A ∈Mn(R), alors on de´finit kerR(A) := {x ∈ Rn : A(x) = 0} = ker(<(A)) ∩ ker(=(A)).
Proposition 2.3.13 Soit (t, z) ∈ CE,T,g. Le noyau re´el de la hessienne est :
kerRHess ϕE,g(t, z) =
{(τ, α) ∈ R× R2d : α ⊥ ∇H(z), τJ∇H(z) + (M(g)Fz(t)− Id)α = 0}. (2.88)
Preuve de la proposition :
En se´parant partie re´elle et imaginaire, on e´crit Ŵt = Ŵ1 + iŴ2, ou` Ŵ1 et Ŵ2 sont syme´triques,
et (τ, α) ∈ kerR Hess ϕE,g(t, z) si et seulement si 8 :
τ < gŴ2g
−1J∇H(z);J∇H(z) > −2∇H(z)α+ < gŴ2g−1J∇H(z); (gF − I)α >= 0. (♥)
−2τ∇H(z) + [JgF −t (gF )J ]α + (tF − g)Ŵ2(F − g−1)α+ τ(tF − g)Ŵ2g−1J∇H(z) = 0. (♠)
Pour la partie imaginaire :
τ < g(I − Ŵ1)g−1J∇H(z);J∇H(z) > + < g(I − Ŵ1)g−1J∇H(z); (gF − I)α >= 0 (♦).
(tF − g)(I − Ŵ1)g−1[τJ∇H(z) + (gF − I)α] = 0 (♣)
On pose
x := τJ∇H(z) + (gF − I)α.
Ainsi, en utilisant le fait que Ŵ1 et Ŵ2 sont syme´triques, on a :
(♥) ⇐⇒ < gŴ2g−1J∇H(z);x >= 2 < ∇H(z);α >
(♦) ⇐⇒ < g(I − Ŵ1)g−1J∇H(z);x >= 0
(♣) ⇐⇒ (tF − g)(I − Ŵ1)g−1x = 0
(♠) s’exprime aussi en fonction de x : rappelons que l’on a
M(g)FJ∇H(z) = J∇H(z).
8Dans ce calcul on note F pour Fz(t).
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(de´river en s = 0 l’identite´ : M(g)Φt(Φs(z)) = Φs(z)). Par ailleurs, gF et Fg sont des matrices
symplectiques, donc gFJ t(gF ) = J et FgJ t(Fg) = J . Enfin, [g, J ] = 0 et Ŵ2 = JŴ1. On
multiplie alors (♠) par gFJ pour obtenir :
−2τJ∇H(z) + (gF − I)gŴ1g−1x− gFgFα + α = 0.
−τJ∇H(z) + (gF − I)gŴ1g−1x− gFgFα − (τJ∇H(z) + (gF − I)α) + (gF − I)α+ α = 0.
Or τJ∇H(z) = τgFJ∇H(z), donc :
(♠) ⇐⇒ (gF − I)gŴ1g−1x− x− gFx = 0.
Ainsi (♠) ⇐⇒ (gF − I)(I − gŴ1g−1)x = −2x .
Posons
y := (I − gŴ1g−1)x.
(♣) ⇐⇒ y ∈ ker[t(gF ) − I] = Im(gF − I)⊥
et
(♠) ⇐⇒ (gF − I)y = −2x.
Si (τ, α) ∈ kerR Hess ϕE,g(t, z) alors x ⊥ y, i.e.
< (I − gŴ1g−1)x;x >= 0, i.e. |x|2 =< Ŵ1g−1x; g−1x > .
Par ailleurs, comme ‖Wt‖L(Cd) < 1, on a aussi
∥∥∥Ŵ1∥∥∥L(Cd) < 1. Donc, si x 6= 0, on a |x|2 < |x|2,
d’ou` x = 0 et alors (♥)⇒ α ⊥ ∇H(z) .
La re´ciproque est claire. 
• Preuve du the´ore`me 2.2.14 : flot g-propre
On rappelle que Ψg :=
{
]− T, T [×ΣE → R2d
(t, z) 7→M(g)Φt(z)− z
. L’hypothe`se de flot g-propre est en fait
la bonne pour pouvoir appliquer correctement le the´ore`me de la phase stationnaire :
Proposition 2.3.14 Si CE,T,g est une union finie de sous-varie´te´s de R × R2d, alors le
hessien transverse de ϕE,g est non de´ge´ne´re´e sur CE,T,g si et seulement si le flot est g-
propre sur ]− T, T [×ΣE.
NB : on peut se restreindre via le the´ore`me de la phase non stationnaire aux (t, z) ∈ CE,T,g
tels que t ∈ Suppfˆ .
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Preuve de la proposition :
On sait que le hessien transverse de ϕE,g est non de´ge´ne´re´ sur CE,T si et seulement si pour tout
(t, z) dans CE,T,g on a kerR Hess ϕE,g(t, z) = T(t,z)CE,T,g. Il n’y a donc qu’a` montrer que :
ker d(t,z)Ψg = kerR HessϕE,g(t, z).
Soient (t, z) ∈ CE,T,g, et (τ, β) ∈ T(t,z)(]− T, T [×ΣE), i.e. τ ∈ R et β ⊥ ∇H(z). On a :
d(t,z)Ψg(τ, β) = τ∂tΨg + ∂zΨg(β) = τJ∇H(z) + (M(g)Fz(t)− IdR2d)β.
D’apre`s la proposition 2.3.13, ceci ache`ve la preuve de la proposition. 
Nous voyons donc que, via le the´ore`me de la phase stationnaire ge´ne´ralise´, on obtient un
de´veloppement asymptotique de la forme voulue, et il nous reste a` calculer le premier terme.
Celui-ci est donne´ par :
Ig(h) ∼
h→0+
(2pih)−d
2pi
∫
Rt
∫
R2dα
χ2(α)fˆ(t)a0(g
−1α))det
− 1
2
+ (
A+ iB − i(C + iD)
2
)e
i
h
ϕE,g(t,z)dtdz.
Or, on sait que a0(α) = ψ(H(α)), de sorte qu’en utilisant (H.3), on a :
Ig(h) ∼
h→0+
(2pih)−d
2pi
∫
Rt
∫
R2dα
χ2(α)fˆ(t)ψ(H(α))det
− 1
2
+ (
A+ iB − i(C + iD)
2
)e
i
h
ϕE,g(t,z)dtdz.
Soit [CE,T,g] l’ensemble des composantes connexes de CE,T,g. Vue la de´finition de CE,T,g, ϕE,g est
constante sur les composantes connexes de CE,T,g, e´gale a` :
ϕE,g(t, α) = S(α, t) + Et =
∫ t
0
psq˙sds ou` (qs, ps) = Φs(α).
Pour Y ∈ [CE,T,g], notons SY,g cette quantite´. Le the´ore`me de la phase stationnaire ge´ne´ralise´
(cf appendice 4.3) donne alors l’asymptotique :
Ig(h) =
∑
Y ∈[CE,T,g]
(2pih)
1−dim Y
2 e
i
h
SY,g
ψ(E)
2pi
∫
Y
fˆ(t)dg(t, z)dσY (t, z) +
∑
j≥1
hjaj,Y
+O(h+∞)
ou` la densite´ d(t, z) est de´finie par :
dg(t, z) := det
− 1
2
+
(
ϕ′′E,g(t, z)|N(t,z)Y
i
)
.det
− 1
2
+
(
A+ iB − i(C + iD)
2
)
. (2.89)
Ceci ache`ve la preuve du the´ore`me 2.2.14. 
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2.3.3 Preuve du the´ore`me 2.2.5
Le cas Suppfˆ ∩LE,g = ∅ se re`gle aise´ment en utilisant le the´ore`me de la phase non station-
naire. Il est clair que, sous l’hypothe`se Suppfˆ ∩ LE,g = {0}, on a :
(Suppfˆ × R2d) ∩ CE,T,g = {0} × (Fg ∩ ΣE).
Remarquons ensuite que ΣE et Fg sont des sous-varie´te´s transverses de R
2d : en effet, si
z ∈ Fg ∩ ΣE, on a ∇H(z) ∈ Fg (via (H.3) et (2.30)). Donc Fg + [R∇H(z)]⊥ = R2d, et le
cas Fg ∩ΣE = ∅ est entendu.
Donc, si z ∈ Fg ∩ ΣE , alors T(0,z)CE,T,g = {0} × [Fg ∩ [R∇H(z)]⊥]. Par ailleurs, si (τ, α) ∈
kerR Hess ϕE(0, z) alors, selon la proposition 2.3.13, τJ∇H(z)+(M(g)−I2d)α = 0 et en prenant
le produit scalaire de cette dernie`re e´galite´ avec J∇H(z) on obtient τ |∇H(z)|2 = 0, donc τ = 0.
Ainsi, kerR Hess ϕE(0, z) = T(0,z)CE,T,g et on peut toujours appliquer le the´ore`me de la phase
stationnaire si Suppfˆ ∩ LE,g = {0}.
Il faut maintenant calculer le premier coefficient de l’asymptotique de Ig,E(h). Nous commenc¸ons
par le faire directement en utilisant le the´ore`me de la phase stationnaire. Puis, nous donnerons
une autre me´thode (classique !), qui permettra de calculer les termes suivants.
Calcul direct via la phase stationnaire :
On se donne z dans ΣE ∩ Fg. La matrice hessienne se simplifie car t = 0, donc Fz(0) = I2d,
M0 = iId, Wt et Ŵt sont nuls. Donc, si M(g)z = z, on obtient, selon la proposition 3.4.2 :
Hess ϕE(0, z) =

i
2 |∇H(z)|2 −t∇H(z)
−∇H(z) 12J(g − g−1) + i2 (I − g)(I − g−1)
 .
On a N(0,z)CE,T,g = R× [F⊥g + R∇H(z)]. Soit β0 une base de F⊥g . On note :
e0 =
∂
∂t
= (1, 0), ε0 := ∇H(z)
et β la base de N(0,z)CE,T,g forme´e (dans l’ordre) de e0, de ε0 et des vecteurs de β0.
Notons A := Hess ϕE(0, z). On a : A(e0) = i2 |∇H(z)|2e0 − ε0, A(ε0) = −|∇H(z)|2e0, car
∇H(z) ∈ Fg, et si x ∈ β0, alors [12J(g − g−1) + i2 (I − g)(I − g−1)](x) ∈ F⊥g (car M(g) laisse F⊥g
invariant) et A(x) = (0, [J(g − g−1) + i2 (I − g)(I − g−1)](x)).
Donc si A˜ de´signe la restriction de Hess ϕE(0, z) a` N(0,z)CE,T,g, on a :
[
A˜
i
]
β
=

1
2 |∇H(z)|2 i|∇H(z)|2 0
i 0 0
0 0 [ 12iJ(g − g−1) + 12(I − g)(I − g−1)]|F⊥g
 .
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Donc
det
[
A˜
i
]
β
= |∇H(z)|2 det
[
1
2i
J(g − g−1) + 1
2
(I − g)(I − g−1)
]
|
F⊥g
.
Par ailleurs, on a det[ 12iJ(g − g−1) + 12(I − g)(I − g−1)]|F⊥g =
det
[
1
2i
J(M(g) −M(g−1)) + 1
2
(I −M(g))(I −M(g−1)) + Πg
]
ou` Πg est le projecteur orthogonal sur Fg. Par ailleurs :
1
2i
J(M(g) −M(g−1)) + 1
2
(I −M(g))(I −M(g−1)) =
(
1
2
(Id − g)(Id − g−1) 12i (g − g−1)
− 1
2i
(g − g−1) 1
2
(Id − g)(Id − g−1)
)
.
Il existe une base de Rd telle que la matrice de g dans cette base soit de la forme :
g :=

Ip1
−Ip2 0
Rθ1
0 . . .
Rθr

.
ou` les θj ne sont pas dans piZ, et
Rθ :=
(
cos θ − sin θ
sin θ cos θ
)
.
Le projecteur orthogonal Π˜g sur F˜g a alors pour matrice dans cette base :
(
Ip1 0
0 0
)
, et on a
Πg =
(
Π˜g 0
0 Π˜g
)
. Donc :
[
1
2iJ(M(g) −M(g−1)) + 12(I −M(g))(I −M(g−1)) + Πg
]
=
(
1
2(Id − g)(Id − g−1) + Π˜g 12i(g − g−1)
− 12i(g − g−1) 12(Id − g)(Id − g−1) + Π˜g
)
.
On rappelle que pour 4 blocs matriciels de meˆme taille A,B,C,D, tels que C et D commutent,
on a :
det
(
A B
C D
)
= det(AD −BC).
Ici, [g, Π˜g ] et [g
−1, Π˜g] = 0 donc on a :
det
[
A˜
i
]
β
= |∇H(z)|2 det
(
[
1
2
(Id − g)(Id − g−1) + Π˜g]2 − 1
4
(g − g−1)2
)
.
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Dans une base ade´quate :
i
2
(Id − g)(Id − g−1) + Π˜g =

Ip1
2Ip2 0
2 sin2(θ12 )I2
0 . . .
2 sin2(θr2 )I2

.
et
(g − g−1) =

0
0 0
2Vθ1
0 . . .
2Vθr

ou` Vθ =
(
0 − sin θ
sin θ 0
)
. Par ailleurs, V 2θ = − sin2 θI2, et on a :
(2 sin2(
θ
2
)2 + sin2 θ = (1− cos θ)2 = 2(1 − cos θ) = 4 sin2(θ
2
).
D’ou` :
det
[
A˜
i
]
β
= |∇H(z)|24p242r
 r∏
j=1
sin2(
θj
2
)
2 .
Par ailleurs, on montre facilement que :
det
[
(Id − g)| eF⊥g
]
= det(Id − g + Π˜g) = 2d−νg
r∏
j=1
sin2(
θj
2
).
Donc :
det
[
A˜
i
]
β
= |∇H(z)|2(2d−νg )2
(
det
[
(Id − g)| eF⊥g
]
2νg−d
)2
.
Ainsi, comme sait que [det
− 1
2
+ ]
2 = det, on a :
det
− 1
2
+
[
A˜
i
]
β
= ±|∇H(z)||det(Id − g)| eF⊥g |.
Enfin, on a :
Ig(h) ∼
h→0+
(2pih)−d(2pi)
d
2
2pi.pi
d
4
∫
R
∫
R2dα
χ2(α).fˆ (t).a0(g
−1α) exp(
i
h
ϕE(t, α, g))det
− 1
2
+ (I − iM0)dαdt.
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Ici det
− 1
2
+ (I − iM0) = 2−d, dimCE,T,g = 2νg − 1, c0(t, z) = b0(t, z) = pi−
d
4 , a0(.) = ψ(E) sur
CE,T,g, et ϕE est nulle sur CE,T,g. Donc, d’apre`s le the´ore`me de la phase stationnaire, on a :
Ig(h) ∼
h→0+
ψ(E)
2pi
(2pih)1−νg fˆ(0)
∫
ΣE∩Fg
det
− 1
2
+ (
[
A˜
i
]
β
)d(ΣE ∩ Fg).
Ig(h) ∼
h→0+
ψ(E)
2pi
(2pih)1−νg fˆ(0)
∫
ΣE∩Fg
±1
|det((Id − g)|fFg⊥ )|
d(ΣE ∩ Fg)(z)
|∇H(z)| .
On peut en fait montrer que le ”±1” est toujours e´gal a` 1 (et det[(Id − g)|fFg⊥ ] ≥ 0), soit en
calculant pre´cise´ment le det
− 1
2
+ via la de´finition par les inte´grales de gaussiennes, soit en utilisant
les lignes qui suivent. 
Termes suivants : utilisation de l’asymptotique faible :
Pour prouver le the´ore`me 2.2.5, on peut aussi utiliser l’asymptotique de Tr(Opwh (a)M˜ (g)) (voir
the´ore`me 2.1.1) et calculer tous les coefficients du de´veloppement asymptotique de Ig(h).
Lemme 2.3.15 Les ck(fˆ , g) sont des distributions en fˆ a` support dans {0} et
c0(fˆ , g) = ψ(E)fˆ (0)
(2pi)−νg
det((IdRd − g)|
F˜g
⊥)
∫
ΣE∩Fg
d(ΣE ∩ Fg)(z)
|∇H(z)| .
Preuve du lemme : On va se ramener au the´ore`me 2.1.1 en regardant l’asymptotique de
G(λ) := Tr
(
ψ(Ĥ)f
(
λ− bH
h
)
M˜(g)
)
,
non plus ponctuellement en λ, mais dans D′(Rλ). Soit donc ϕ dans C∞0 (R) avec un support pre`s
de E. ∫
R
ϕ(λ)G(λ)dλ = h
∫
R
f(µ)Tr
(
ψ(Ĥ)ϕ(hµ + Ĥ)M˜(g)
)
dµ.
(en effet, il suffit de faire le changement de variable µ← λ−th a` t fixe´ sur
∫
R
ϕ(λ)ψ(t)f
(
λ−t
h
)
dλ !)
D’apre`s le the´ore`me de Taylor (version ponctuelle) et le the´ore`me spectral, pour tout entier N :∥∥∥∥∥ϕ(hµ + Ĥ)−
N−1∑
k=0
hkµk
k!
ϕ(k)(Ĥ)
∥∥∥∥∥
L(L2(Rd))
≤ h
NµN
N !
∥∥∥ϕ(N)∥∥∥
∞
.
Donc, comme de fac¸on ge´ne´rale ‖AB‖Tr ≤ ‖A‖Tr ‖B‖L(L2), on a :∣∣∣∣∣
∫
R
f(µ)Tr
(
ψ(Ĥ)ϕ(hµ + Ĥ)M˜ (g)
)
dµ−
N−1∑
k=0
hk
k!
∫
R
f(µ)µkTr[ψ(Ĥ)ϕ(k)(Ĥ)M˜(g)]dµ
∣∣∣∣∣
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≤
∥∥∥ψ(Ĥ)∥∥∥
Tr
hN
N !
∫
R
|f(µ)µN |dµ
∥∥∥ϕ(N)∥∥∥
∞
.
Ainsi ∫
R
ϕ(λ)G(λ)dλ = h
N−1∑
k=0
hk
k!
ik(
∂k
∂µk
fˆ)(0)Tr[ψ(Ĥ)ϕ(k)(Ĥ)M˜ (g)] +O(h1−dhN ). (2.90)
Nous voici donc ramene´s au the´ore`me 2.1.1 qui donne le premier terme de
Tr[ψ(Ĥ)ϕ(Ĥ)M˜ (g)] =
(2pih)−νg
det((IdRd − g)|
F˜g
⊥)
.
∫
Fg
(ψϕ)[H(z)] dFg(z) +O(h
1−νg).
En utilisant la proprie´te´ H(M(g)z) = H(z), une formule d’inte´gration par tranches sur Fg nous
donne (cf lemme 4.4.1) :∫
Fg
(ψϕ)[H(z)] dFg(z) =
∫
R
ϕ(λ)ψ(λ)
∫
Σλ∩Fg
d(Σλ ∩ Fg)(z)
|∇H(z)| dλ.
Ainsi, ∫
R
ϕ(λ)G(λ)dλ = h1−νg
∫
R
ϕ(λ)c˜0(λ)dλ +O(h
2−νg).
ou`
c˜0(λ) := ψ(λ)fˆ (0)
(2pi)−νg
det((IdRd − g)|
F⊥g
F⊥g
)
∫
Σλ∩Fg
d(Σλ ∩ Fg)(z)
|∇H(z)| .
Par ailleurs, (H.0), (H.2), (H.3) ne de´pendent pas de E, et (H.1) est encore vrai pour λ dans
un voisinage de E. Pour avoir une asymptotique the´orique ponctuelle de G(λ) quand h tend
vers ze´ro, il suffit donc de prouver le lemme suivant :
Lemme 2.3.16 Si Suppfˆ ∩LE,g = {0}, alors Suppfˆ ∩Lλ,g = {0} pour λ dans un voisinage
de E dans ]-T,T[.
Preuve du lemme : Rappelons d’abord que :
Lλ,g = {t ∈]− T, T [: ∃z ∈ Σλ,M(g)Φt(z) = z}. (2.91)
Raisonnons par l’absurde, en supposant qu’il existe une suite (λn) de re´els tendant vers E, (tn)
suite dans R∗ ∩ Suppfˆ ∩ Lλn,g, et (zn) une suite dans Σλn telle que :
M(g)Φtn(zn) = zn.
Par extractions successives dans ΛE = H
−1([E−δE,E+δE]) compact, il existe t dans Suppfˆ tel
que tn → t, z ∈ ΣE tel que zn → z, avec M(g)Φt(z) = z. Ainsi, comme Suppfˆ ∩ LE,g = {0}, on
a t = 0. Or, selon le lemme 2.2.2, les |G|tn sont des pe´riodes aussi petites que voulues d’orbites
pe´riodiques de ΛE . Ceci contredit l’existence d’une pe´riode minimale sur ΛE (cf lemme 2.2.1).
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Ainsi, pour λ dans [E − δE,E + δE], on a :
G(λ) = h1−νgc0(λ) + +O(h2−νg ),
le O(.) e´tant uniforme sur [E−δE,E+δE]. Par continuite´ de c0(.) et c˜0(.) pre`s de E, en prenant
des ϕ a` support dans ]E − δE,E + δE[, on obtient c0(λ) = c˜0(λ).
De meˆme, on peut calculer les ck(fˆ , g) en faisant l’identification avec le the´ore`me 2.1.1 et, selon
(2.90), les ck(fˆ , g) sont des distributions en fˆ a` support dans {0}. 
Ceci ache`ve la preuve du the´ore`me 2.2.5. 
Remarque : Dans (2.90), pour avoir le premier terme, il suffit simplement d’utiliser les accroisse-
ments finis ! Mais on remarque qu’en utilisant la formule de Taylor, on peut calculer effectivement
tous les coefficients de Ig,E(h), via l’asymptotique comple`te de Tr(Op
w
h (a)M˜ (g)) donne´e par le
the´ore`me 2.1.1, et le calcul fonctionnel de [He-Ro 1].
Calculer le deuxie`me terme de Ig(h) serait un peu fastidieux (quoique tout a` fait faisable !)
Pour illustrer la remarque pre´ce´dente, on va plutoˆt calculer le deuxie`me terme de Gχ(h)
dans le the´ore`me 2.2.10 :
Si f ∈ C∞0 (R), on note (bj(f))j∈N la suite des coefficients du de´veloppement :
Tr(f(Ĥχ)) = h
−d
M∑
j=0
bj(f)h
j + O(h−dhM+1).
Les bj(f) sont calcule´s via le calcul fonctionnel et l’asymptotique faible. Ainsi, en remplac¸ant
M˜(g) par Pχ dans (2.90), on obtient pour N ∈ N :∫
R
ϕ(E)Gχ,h(E)dE = h−d+1
N∑
r=1
hr
r∑
k=0
ik
∂k(fˆ)(0)
k!
br−k(ψϕ(k)) + O(h1−dhN+1).
Si l’on e´crit :
Gχ,h(E) = h1−d
N∑
r=0
ar(E)h
r + O(h1−dhN+1),
alors, on obtient : ∫
R
ϕ(E)ar(E)dE =
r∑
k=0
ik
∂k(fˆ)(0)
k!
br−k(ψϕ(k)).
Pour r = 0 :
∫
R
ϕ(E)a0(E)dE = fˆ(0)b0(ψϕ).
Pour r = 1 :
∫
R
ϕ(E)a1(E)dE = fˆ(0)b1(ψϕ) + i(fˆ)
′(0)b0(ψϕ′).
Calculons b0 et b1 :
On sait ([He-Ro 1]) que lorsque f ∈ C∞0 (R), f(Ĥ) = Opwh (f ◦H) +OTr(h2−d). Ainsi nous avons
a` l’ordre 1 :
Tr(f(Ĥχ)) = Tr(f(Ĥ)Pχ) =
dχ
|G|
∑
g∈G
χ(g)Tr(Opwh (f ◦H)M˜(g)) +O(h2−d).
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Tr(f(Ĥχ)) =
d2χ
|G|(2pih)
−d ∫
R2d
f(H(z))dz
+
dχ
|G|
∑
g∈G, νg=d−1
χ(g)
(2pih)−d+1
det((IdRd − g)|
F˜g
⊥)
∫
Fg
f(H(z))dσFg (z)) +O(h
2−d).
Ainsi :
b0(f) =
d2χ
|G| (2pi)
−d
∫
R2d
f(H(z))dz.
b1(f) =
dχ
|G|
∑
g∈G, νg=d−1
χ(g)
(2pi)−d+1
det((IdRd − g)|
F˜g
⊥)
∫
Fg
f(H(z))dσFg (z).
Nous voyons que, si G ⊂ SO(d), alors b1(f) = 0 (car νg = d−1 n’est jamais re´alise´). Finalement,
si G ⊂ SO(d), on trouve :
a0(E) = fˆ(0)(2pi)
−d d
2
χ
|G|ψ(E)Γ(E).
a1(E) = −i(fˆ)′(0)(2pi)−d
d2χ
|G|
d
dE
(ψΓ)(E).
ou`
Γ(E) :=
∫
ΣE
dΣE
|∇H| .
Par contre, si on n’a pas G ⊂ SO(d), ou si on va plus loin dans le de´veloppement, alors les
coefficients font intervenir des χ(g) diffe´rents de dχ.
2.3.4 Preuve du the´ore`me 2.2.7
On travaille toujours a` g fixe´. On se donne t0 6= 0 et f telle que Suppfˆ ∩ LE,g = {t0}.
La premie`re chose a` voir est que le flot est g-propre sous l’hypothe`se (2.39).
Proposition 2.3.17 Supposons :
∀γ ∈ ΓE,g,t0, ∀z ∈ γ, dim ker[(M(g)Fz(t0)− Id)2] ≤ 2.
Alors ΓE,g,t0 est fini, t0 est isole´ dans LE,g, et les composantes connexes de CE,T,g∩(Suppfˆ×
R2d) sont les (t0, γ) ou` γ ∈ ΓE,g,t0. Par ailleurs, si z est un point d’une telle orbite, alors,
on a :
T(t0,z)CE,T,g = {0} × RJ∇H(z) = kerRHess ϕE,g(t0, z).
Preuve de la proposition
Le fait que ΓE,g,t0 soit fini et la structure de CE,T,g∩(Suppfˆ×R2d) sont donne´s par le the´ore`me
du cylindre de´montre´ en Appendice 4.1 (cf the´ore`me 4.1.4). Reste a` montrer que, si γ ∈ ΓE,g,t0
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et si z ∈ γ, alors kerR Hess ϕE,g(t0, z) ⊂ {0} × RJ∇H(z) (l’autre inclusion est automatique).
Soit donc (τ, α) ∈ kerR Hess ϕE,g(t0, z), i.e., selon la proposition 2.3.13 : α ⊥ ∇H(z) et
τJ∇H(z) + (M(g)Fz(t0)− I)α = 0. (2.92)
On note E1 := ker(M(g)Fz(t0) − I)2 ⊂ E1. Rappellons que J∇H(z) ∈ ker(M(g)Fz(t0) − I) :
pour cela, γ e´tant pe´riodique, il suffit de de´river en s = 0 l’identite´ :
M(g)Φt0(Φs(z)) = Φs(z).
Par ailleurs, selon [Ab-Ma] p.573, Prop. 8.1.1, on sait que E1 est de dimension paire car
M(g)Fz(t0) est symplectique. Ainsi, dimE1 ≥ 2, donc ici dimE1 = 2. Soit u2 ∈ E1 tel que
(J∇H(z), u2) soit une base de E1. Selon (2.92), α ∈ E1, d’ou` λ1 et λ2 re´els tels que α =
λ1J∇H(z) + λ2u2. On a donc :
0 =< α,∇H(z) >= 0 + λ2 < u2,∇H(z) > .
J’affirme que < u2,∇H(z) > 6= 0. (ainsi α ∈ RJ∇H(z) et en reportant dans (2.92), τ = 0). En
effet, dans le cas contraire, Ju2 ⊥ J∇H(z). Or on a de´ja` Ju2 ⊥ u2. Donc Ju2 ⊥ E1. Nous avons
donc u2 ∈ (JE1)⊥ = Vz (voir lemme suivant) et u2 ∈ E1 avec E1 ⊕ Vz = R2d. Donc u2 = 0, ce
qui est exclu et ache`ve la preuve de la proposition. 
Pour utiliser le fait que (JE1)
⊥ = Vz, on a utilise´ le lemme suivant :
Lemme 2.3.18 Soient λ et µ des re´els non nuls tels que λµ 6= 1. Si F ∈ Sp (n,R), k ∈ N,
on note Ek(λ, F ) := ker((F − λI2n)k) et pour x et y dans R2n, on note
w(x, y) :=< x, Jy >R2n .
Alors ∀k ∈ N, on a : w(Ek(λ, F ), Ek(µ,F )) = 0.
Preuve du lemme : on proce`de par re´currence sur k. Le re´sultat est trivial pour k = 0. Supposons-
le acquis au rang k.
Premie`re e´tape : on montre que w(Ek+1(λ, F ), Ek(µ,F )) = 0.
Soient u ∈ Ek+1(λ, F ), et v ∈ Ek(µ,F ). On a donc :
0 = w(u, (F − µI)kv) = w(u,
(
[F − 1
λ
I] + [
1
λ
− µ]I
)k
v) =
k∑
j=0
Cjk[
1
λ
− µ]k−jw(u, [F − 1
λ
I]jv).
Rappelons que, F e´tant symplectique, pour x et y dans R2n, on a w(x, Fy) := w(F−1x, y).
D’ou` :
0 =
k∑
j=0
Cjk[
1
λ
− µ]k−jw(
[
F−1 − 1
λ
I
]j
u, v).
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Par ailleurs, comme pour tout j, Ej(λ, F ) = Ej( 1λ , F−1), on a u ∈ Ek+1( 1λ , F−1). Donc, pour tout
j ≥ 1, on a : [F−1− 1λI]ju ∈ Ek( 1λ , F−1) = Ek(λ, F ). Ainsi, par hypothe`se de re´currence, tous les
termes de la somme sont nuls sauf pour j = 0. D’ou` w(u, v) = 0.
Deuxie`me e´tape : on montre que w(Ek+1(λ, F ), Ek+1(µ,F )) = 0.
Si u ∈ Ek+1(λ, F ), et v ∈ Ek+1(µ,F ), alors, on a de meˆme :
0 = w(u, (F − µI)k+1v) ==
k+1∑
j=0
Cjk+1
[
1
λ
− µ
]k+1−j
w(
[
F−1 − 1
λ
I
]j
u, v).
Ici, si j ≥ 1, alors [F−1 − 1λI]ju ∈ Ek(λ, F ) et v ∈ Ek+1(µ,F ). Donc, d’apre`s la premie`re e´tape,
tous les termes de la somme sont nuls sauf pour j = 0, ce qui donne a` nouveau w(u, v) = 0. 
Selon le the´ore`me de la phase stationnaire ge´ne´ralise´, on obtient une asymptotique donne´e
par la formule ge´ne´rale du the´ore`me 2.2.14, que nous pouvons expliciter ici :
Etant donne´ le support de fˆ , les seules composantes connexes que nous conside´rons ici sont les
Y = (t0, γ) ou` γ ∈ ΓE,g,t0. On fixe (t0, z) dans CE,T,g et on veut calculer det
− 1
2
+
(
ϕ′′E,g(t0,z)|N(t0,z)Y
i
)
.
Soit Π le projecteur orthogonal sur RJ∇H(z). On alle`ge un peu les notations en e´crivant
F := M(g)Fz(t0) et W := M(g)Ŵt0M(g
−1) . On a det
(
ϕ′′E,g(t0,z)|N(t0,z)Y
i
)
=
det

1
2 < (I −W )J∇H(z);J∇H(z) > −1i
t∇H(z)
+12
t [
(tF − I)(I −W )J∇H(z)]
−1i∇H(z) 12i [JF +t (JF )]
+12(
tF − I)(I −W )J∇H(z) +12(tF − I)(I −W )(F − I) + Π
 .
Remarquons que, F e´tant symplectique, on a JF +t (JF ) = (tF + I)J(F − I). Notons
K := 12i (
tF + I)J + 12(
tF − I)(I −W ) . (2.93)
Ainsi le quatrie`me bloc est e´gal a` K(F − I) + Π.
Par ailleurs, remarquons que tF∇H(z) = ∇H(z) (car FJ∇H(z) = J∇H(z) et F est symplec-
tique). Ainsi, le troisie`me bloc est e´gal a` KJ∇H(z). Posons alors
X1 :=
1
2(I −W )J∇H(z) . (2.94)
On a ainsi :
det
(
ϕ′′E,g(t0, z)|N(t0,z)Y
i
)
= det
(
tX1J∇H(z) it∇H(z) +t X1(F − I)
KJ∇H(z) K(F − I) + Π
)
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Le lemme suivant est issu de notes de M. Combescure :
Lemme 2.3.19 On note F =
(
A˜ B˜
C˜ D˜
)
. Alors K est inversible,
K−1 =
1
2
[(F − I) + i(F + I)J ] et det(K) = (−1)d det(1
2
(A˜+ iB˜ − i(C˜ + iD˜)))−1.
Preuve du lemme :
2K =t F (I −W − iJ) + (W − I − iJ).
Posons M˜ := (C˜ + iD˜)(A˜+ iB˜) et W˜ := g Wt0g
−1. On ve´rifie facilement que l’on a :
gM0g
−1 = M˜, I + W˜ = 2(I − iM˜)−1, et I − W˜ = −2iM˜(I − iM˜)−1.
Ainsi, on obtient :
2K =
(
tA˜(I − W˜ ) + itC˜(I + W˜ )− (I − W˜ ) −itA˜(I − W˜ ) + C˜(I + W˜ )− i(I + W˜ )
tB˜(I − W˜ ) + itD˜(I + W˜ ) + i(I − W˜ ) −itB˜(I − W˜ ) +t D˜(I + W˜ )− (I + W˜ )
)
.
2K =
(
(−2itA˜M˜ + 2itC˜ + 2iM˜ )(I − iM˜)−1 (−2tA˜M˜ + 2tC˜ − 2iI)(I − iM˜)−1
(−2itB˜M˜ + 2itD˜ + 2M˜)(I − iM˜)−1 (−2tB˜M˜ + 2tD˜ − 2I)(I − iM˜ )−1
)
.
F e´tant symplectique, on a (voir [Fo]) :
tD˜ −t B˜M˜ = (A˜+ iB˜)−1 et tC˜ −t A˜M˜ = −i(A˜+ iB˜)−1
D’ou` :
K =
(
(A˜+ iB˜)−1 + iM˜ −i(A˜+ iB˜)−1 − iI
i(A˜+ iB˜)−1 + M˜ (A˜+ iB˜)−1 − I
)(
(I − iM˜)−1 0
0 (I − iM˜)−1
)
.
Soient U := A˜+ iB˜ et V := C˜ + iD˜ . On a :
K =
(
I + iV −iI − iU
iI + V I − U
)(
(A˜+ iB˜)−1(I − iM)−1 0
0 (A˜+ iB˜)−1(I − iM)−1
)
K =
(
I 0
−iI I
)(
iV − U −iI − iU
0 2I
)(
I 0
iI I
)(
Y −1 0
0 Y −1
)
.
ou` Y := U − iV .
Ainsi
detK = (−1)d det(Y −1)2d,
et
K−1 =
(
Y 0
0 Y
)(
I 0
−iI I
)(
−Y −1 − i2Y −1(I + U)
0 12I
)(
I 0
iI I
)
.
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Apre`s calcul,
K−1 =
1
2
(
U − I −i(I + U)
iI + V −(I + iV )
)
=
1
2
[(F − I) + i(F + I)J ].
Ceci ache`ve la preuve du lemme. 
Reprenons le calcul du hessien transverse :
det
(
ϕ′′E,g(t0, z)|N(t0,z)Y
i
)
= det
(
1 0
0 K
)(
tX1J∇H(z) it∇H(z) +t X1(F − I)
J∇H(z) (F − I) +K−1Π
)
.
Or (
A˜ B˜
C˜ D˜
)
=
(
gA gB
gC gD
)
.
Donc
det(K) = (−1)d det(g−1) det(1
2
(A+ iB − i(C + iD)))−1.
Ainsi
dg(t, z)
2 = (−1)d det(g−1) det
(
tX1J∇H(z) it∇H(z) +t X1(F − I)
J∇H(z) (F − I) +K−1Π
)
. (2.95)
ou` dg est donne´e par (3.100).
On note α :=t X1J∇H(z) 9 et on fait L2 ← L2 − 1αJ∇H(z)L1, ce qui donne :
dg(t, z)
2 = (−1)dαD (2.96)
ou`
D := det
(
(F − I) +K−1Π− 1
α
J∇H(z)[it∇H(z) +t X1(F − I)]
)
.
On calcule ensuite D dans la base β0 := (v1, . . . , v2d) ou` v1 := J∇H(z), v2 est tel que v2 ⊥
J∇H(z) et (v1, v2) est une base de ker(F − I)2. Enfin (v3, . . . v2d) est une base de Vz.
Notons w := i2(F + I)∇H(z) . On a :(
(F − I) +K−1Π− 1
α
J∇H(z)[it∇H(z) +t X1(F − I)]
)
v1 = −w. (2.97)
((F − I) +K−1Π)v2 = (F − I)v2. (2.98)
1
α
J∇H(z)[it∇H(z)+tX1(F−I)]v2 = 1
α
(i < ∇H(z), v2 > + < X1, (F−I)v2 >)J∇H(z). (2.99)
9NB : α 6= 0 car I −W est inversible et J∇H(z) 6= 0.
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Or (F − I)v2 ∈ ker(F − I)2, d’ou` λ1 et λ2 tels que :
(F − I)v2 = λ1J∇H(z) + λ2v2
On prend le produit scalaire de cette dernie`re e´galite´ avec ∇H(z), ce qui donne :
λ2 < v2,∇H(z) >= 0,
car tF∇H(z) = ∇H(z). Or, on a de´ja` vu que < v2,∇H(z) > 6= 0 (cf preuve de la proposition
2.3.17). Donc λ2 = 0, de sorte que (F − I)v2 = λ1J∇H(z). (avec λ1 e´ventuellement nul)
Ainsi
< X1, (F − I)v2 >= λ1α. (2.100)
On obtient, selon (2.98), (2.99) et (2.100) :(
(F − I) +K−1Π− 1
α
J∇H(z)[it∇H(z) +t X1(F − I)]
)
v2 = − i
α
< ∇H(z), v2 > J∇H(z).
(2.101)
Remarquons que (F − I)Vz ⊂ Vz. Par ailleurs K−1Π est de rang 1. Donc, comme son image
est e´gale a` K−1Πv1 = −w, on peut enlever dans le de´terminant que l’on va obtenir dans β0
des multiples de la premie`re colonne (e´gale a` −w) aux autres colonnes, de sorte que K−1Π
n’intervient que dans la premie`re colonne.
La meˆme ide´e peut eˆtre applique´e a` 1αJ∇H(z)[it∇H(z) +t X1(F − I)] qui est aussi de rang
1. Comme 1αJ∇H(z)[it∇H(z) +t X1(F − I)]v2 6= 0, on peut ne´gliger son intervention dans les
colonnes du de´terminant D diffe´rentes de la deuxie`me colonne. Ainsi :
D = det

−w1 − iα < ∇H(z), v2 > 0
−w2 0
−w3 0
...
... (F − I)|Vz
−w2d 0

ou` (w1, . . . , w2d) sont les coordonne´es de w dans la base β0.
D’ou` D = − iαw2 < ∇H(z), v2 > det((F − I)|Vz ).
On e´crit
w =
i
2
(F + I)∇H(z) = w1J∇H(z) + w2v2 + v
ou` v ∈ Vz, puis on prend le produit scalaire avec ∇H(z). On rappelle que, selon le lemme 2.3.18,
on a : E1 = (JVz)
⊥. Donc < v,∇H(z) >=< Jv, J∇H(z) >= 0. D’ou` :
i|∇H(z)|2 = w2 < v2;∇H(z) > .
On en tire l’expression de w2 et donc :
D =
1
α
|∇H(z)|2 det((F − I)|Vz ).
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Donc, selon (2.96)
dg(t, z)
2 = (−1)d|∇H(z)|2 det((F − I)|Vz ) det(g−1) . (2.102)
Ainsi, comme det(g−1) = ±1, il existe k ∈ Z, de´pendant de g, tel que :
dg(t, z) =
eik
pi
2
|∇H(z)||det((F − I)|Vz )|
1
2
.
Par ailleurs, dg e´tant continue, k ne de´pend pas de z ∈ γ (et det((F − I)|Vz ) aussi). Ainsi, selon
le the´ore`me 2.2.14, on a :
Ig(h) =
∑
γ∈ΓE,g,t0
e
i
h
Sγ(t0) ψ(E)fˆ(t0)e
ik pi
2
2pi|det((F − I)|Vz )|
1
2
∫
γ
dγ
|∇H| +
∑
j≥1
hjaj,γ
+O(h+∞).
Enfin, si z ∈ γ, ∫
γ
dγ
|∇H| =
∫ T ∗γ
0
|J∇H(φt(z))| dt|∇H(φt(z))| = T
∗
γ .
Ceci ache`ve la preuve du the´ore`me 2.2.7. 
Chapitre 3
Le cas d’un groupe de Lie
Un groupe fini G est un groupe de Lie de dimension ze´ro avec |G| composantes connexes.
On pourrait donc s’attendre a` ce que ce chapitre englobe le pre´ce´dent. Cependant, l’e´tude des
groupes de Lie e´tant plus ge´ne´rale, nous allons eˆtre oblige´s de faire des restrictions sur l’action
du groupe de Lie (en particulier sur les stabilisateurs), chose que nous n’avions pas exige´e dans
le cas des groupes finis. Ce chapitre ne nie donc pas la raison d’eˆtre du chapitre pre´ce´dent.
Comme dans le cas des syste`mes hamiltoniens comple`tement inte´grables, un hamiltonien
ayant des syme´tries issues d’un groupe de Lie posse`de des inte´grales premie`res. On sera cer-
tainement tente´ de rapprocher l’e´tude faite ici a` celle du spectre conjoint d’hamiltoniens qui
commutent, et aux travaux de Y. Colin de Verdie`re, A. M. Charbonnel ou San Vu˜ Ngo.c sur
les hamiltoniens comple`tement inte´grables. Cependant, remarquons qu’ici, nous ne faisons pas
l’hypothe`se de commutation sur les hamiltoniens quantiques, au sens ou`, si Ĥ commute avec les
M˜(g), les M˜(g) ne commutent pas entre eux.
3.1 Hamiltoniens classiques et syme´tries
On rappelle quelques proprie´te´s bien connues des syste`mes hamiltoniens avec syme´tries.
Pour les re´fe´rences, voir [Or], [K], [Li-Ma], [Me1], [Ab-Ma] ou [Ar]. Dans ce chapitre uniquement,
on note g pour M(g), pour simplifier les notations, si bien que G est un sous-groupe compact
de Sp(d) ∩O(2d).1
1Le fait que G soit forme´ d’isome´tries n’interviendra pas pour la re´duction symplectique et le the´ore`me 3.1.3.
Il n’apparaˆıt que pour le transport de la structure riemannienne sur le quotient (voir lemme 3.1.5). Cependant
nous nous servirons de cette orthogonalite´ lors de l’e´tude quantique.
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3.1.1 Les syme´tries cre´ent des inte´grales premie`res
Soit G un sous-groupe de Lie compact de dimension p de Sp(d). Un hamiltonien lisse
H : Rd × Rd → R est dit G-invariant si pour tout z dans R2d, pour tout g dans G on a :
H(gz) = H(z).
(Pour simplifier le discours, on supposera que le syste`me dynamique hamiltonien issu de H est
complet, i.e. Φt(z) est de´fini pour tout t dans R et tout z dans R
2d).
Une telle situation est agre´able car elle confe`re au hamiltonien un certain nombre d’inte´grales
premie`res associe´es au syste`me :
z˙t = J∇H(zt),
C’est ce que dit le the´ore`me de E. Noether, tre`s simple pour notre type d’action :
Proposition 3.1.1 Soit G un sous-groupe de Lie de dimension p de Sp(d). Notons G
l’alge`bre de Lie de G. Alors, pour tout A ∈ G la fonction :
FA(z) :=
1
2
< Az, Jz >
est une inte´grale premie`re de tout hamiltonien G-invariant.
Preuve de la proposition : G e´tant symplectique, A est hamiltonienne, i.e. JA est syme´trique,
donc si z ∈ R2d, alors ∇FA(z) = −JAz et :
{H,FA}(z) =< J∇H(z),∇FA(z) >= − < ∇H(z), Az > .
Puis, en de´rivant en t = 0 l’identite´ : H(etAz) = H(z), on obtient {H,FA} = 0. 
3.1.2 Espace re´duit. Re´duction symplectique
Soit (A1, . . . , Ap) une base de l’alge`bre de Lie G de G. On note F : R2d → Rp la fonction
de´finie par :
F := (FA1 , . . . , FAp)
appele´e application moment. Le niveau ze´ro de cette fonction est :
Ω0 := F
−1({0}) =
⋂
A∈G
F−1A ({0}). (3.1)
On peut remarquer que 0 ∈ Ω0, et que Ω0 est un coˆne, i.e. stable par les dilatations z 7→ tz,
(t ∈ R). Cependant, ces proprie´te´s sont bien suˆr lie´es au caracte`re line´aire de notre action, et
ne seraient pas de mise si l’on conside´rait une action plus ge´ne´rale ou si l’on travaillait sur une
varie´te´ quelconque. Nous verrons que cet ensemble intervient dans le calcul de l’ensemble cri-
tique du proble`me de phase stationnaire pour la formule de Gutzwiller re´duite avec syme´tries.
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Lemme 3.1.2 Ω0 est stable par G.
Preuve du lemme : Remarquons que, comme l’action de G sur R2d est symplectique, on a pour
tout g dans G : tgJg = J . Soit z ∈ Ω0. Si A ∈ G,
2FA(gz) =< Agz, Jgz >R2d= − <t gJg.g−1Agz, z >R2d= − < J.g−1Agz, z >R2d ,
et comme g−1Ag ∈ G on a FA(gz) = 0. Donc, on a gz ∈ Ω0. 
Ainsi, G agit sur Ω0 et on peut de´finir l’espace re´duit comme le quotient topologique :
Ωred := Ω0/G. (3.2)
On note :
pi : Ω0  Ωred (3.3)
la projection canonique.
Si H : R2d → R est un hamiltonien lisse et G-invariant, on peut de´finir a` juste titre le
hamiltonien re´duit (classique) H˜ : Ωred → R par :
H˜(pi(z)) = H(z). (3.4)
Par de´finition de F, toute courbe inte´grale de H rencontrant Ω0 est en fait dessine´e dans Ω0.
On s’attend donc a` ce que le syste`me dynamique ‘descende’ sur l’espace re´duit. En effet, selon
(2.31), on peut de´finir sans ambigu¨ite´ le flot topologique :
Φ˜t(pi(z)) := pi(Φt(z)). (3.5)
On ve´rifie que Φ˜t : Ωred → Ωred satisfait pour t, s dans R, Φ˜t ◦ Φ˜s = Φ˜t+s. Ainsi, ”deux courbes
inte´grales qui se croisent sont e´gales”2 . Cependant rien ne dit que l’on peut de´finir une structure
symplectique sur Ωred telle que ce syste`me re´duit soit hamiltonien. Pour cela, il faudrait de´ja`
que Ω0 et Ωred he´ritent d’une structure de varie´te´ lisse telle que pi soit une submersion. Pour
cela, une condition suffisante est que Ω0 soit une varie´te´ et que les stabilisateurs des points de
Ω0 soient tous conjugue´s dans G (voir par exemple [K], Theorem 4.18 p.196). Cependant, ici,
notre action e´tant line´aire, on a toujours : 0 ∈ Ω0. Donc, le stabilisateur de 0 e´tant e´gal a` G,
faire l’hypothe`se sur Ω0 tout entier reviendrait a` supposer que G n’agit pas sur Ω0 ! Une autre
ide´e consiste a` supposer que Ω0\{0} est une varie´te´ ou` tous les stabilisateurs sont conjugue´s,
mais cette hypothe`se e´carterait le cas d’une syme´trie cylindrique, comme nous le verrons sur
2Φ˜t1(z1) = Φ˜t2(z2)⇒ z2 = Φ˜t1−t2(z1).
94 CHAPITRE 3. LE CAS D’UN GROUPE DE LIE
les exemples. Une hypothe`se moins restrictive consiste a` supposer qu’il existe une structure de
varie´te´ lisse uniquement sur une partie de Ωred, ce qui nous suffira pour l’e´tude quantique. On
peut pour cela supposer que les stabilisateurs sont conjugue´s uniquement sur une partie de Ω0
stable par l’action de G. C’est le but du the´ore`me qui va suivre.
Si z ∈ R2d on de´finit le sous-groupe d’isotropie (ou stabilisateur) de z par :
Stab(z) := {g ∈ G \ gz = z},
Stab(z) est un sous-groupe de G.
The´ore`me 3.1.3 Re´duction symplectique
Soit G un sous-groupe de Lie compact de Sp(d), et U un ouvert de R2d stable par G tel que
tous les stabilisateurs sont conjugue´s sur U ∩ Ω0.
Alors, U ∩Ω0 est une sous-varie´te´ de R2d, et il existe une unique structure de varie´te´ lisse
sur (Ω0 ∩ U)/G ⊂ Ωred telle que la restriction de pi a` (Ω0 ∩ U) soit une submersion. Par
ailleurs, il existe une unique forme symplectique ωred sur (Ω0 ∩ U)/G telle que pi∗ωred soit
la restriction de < J., . >R2d a` Ω0 ∩ U . Enfin, si H est un hamiltonien G-invariant sur U ,
alors H˜ : (Ω0 ∩ U)/G → R est lisse, et pi envoie les courbes inte´grales de H sur celles du
syste`me re´duit associe´ a` H˜ dans Ωred. Si on note Φ˜t le flot de H˜, alors on a :
∀z ∈ U ∩ Ω0, Φ˜t(pi(z)) = pi(Φt(z)). (3.6)
Il s’agit d’une extension d’un the´ore`me de Marsden et Weinstein (cf [M-W]) qui conside`rent
le cas d’une action libre. Une preuve de ce re´sultat peut eˆtre trouve´e dans la the`se de J.P. Ortega
([Or] Theorem 2.4.1 p.78 et 79), ou dans le livre de J.P Ortega et T.S. Ratiu ([Or-Ra] Theorem
8.1.1 p.302-303 : Singular symplectic point strata). La situation line´aire symplectique assure le
fait que G agit sur U varie´te´ symplectique de fac¸on globalement hamiltonienne et F est une
application moment e´quivariante. Le fait que G soit compact assure que l’action est propre. Ces
hypothe`ses suffisent a` appliquer les the´ore`mes cite´s dans ces ouvrages a` notre situation. 
Remarquons que l’hypothe`se sur les stabilisateurs assure a` elle seule le fait que Ω0 ∩ U soit
une sous-varie´te´ de R2d (pas force´ment symplectique). Par ailleurs, si z ∈ Ω0 ∩ U , comme
G(z) ' G/Stab(z), toutes les G-orbites dans Ω0 ∩U ont meˆme dimension. En pratique, on aura
de´ja` H hamiltonien G-invariant sur R2d, et on prendra pour ouvert de R2d G-stable l’ensemble
U := H−1(I) ou` I est un intervalle ouvert de R.
Notons que, comme on l’a remarque´ pre´ce´demment, si 0 ∈ H−1(I), comme 0 ∈ Ω0, sous
l’hypothe`se de ce the´ore`me de re´duction, G ne pourra agir que trivialement sur Ω0 ∩ U . Donc
ce the´ore`me n’est pas pertinent lorsque 0 ∈ U (ou H−1(I)).
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Nous allons introduire un vocabulaire qui sera le contexte ge´ne´ral de re´duction symplectique
que nous utiliserons dans notre e´tude quantique :
De´finition 3.1.4 Si U est un ouvert G−stable de R2d, on dira que ”les hypothe`ses de re´duction
symplectique sont satisfaites sur U ∩Ω0” si U ∩Ω0 6= ∅ et si :
– Les stabilisateurs de Ω0 ∩ U sont conjugue´s dans G.
– ∀z ∈ Ω0 ∩ U , dim(Ω0 ∩ U) = 2d− dim(G(z)).
Par ailleurs, H0 ⊂ G de´signera alors le stabilisateur d’un point quelconque de Ω0 ∩ U , et, si
z ∈ Ω0 ∩ U , k = dimG(z) de´signera la dimension commune aux G-orbites de Ω0 ∩ U .
Remarque : il se peut que le deuxie`me point soit automatique de`s que l’on suppose le premier :
on sait selon l’article de Donnelly (cf [Don] Theorem 2.1, ou [Br] p.179-309) que l’ensemble
des points de Ω0 ∩ U ayant un stabilisateur dit ”de type d’orbite maximal” est dense dans Ω0.
Ainsi, U ∩ Ω0 e´tant un ouvert de Ω0, les stabilisateurs des points de Ω0 ∩ U sont donc de ce
type. Dans cette situation, on peut se demander si la condition dim(Ω0 ∩ U) = 2d− dim(G(z))
n’est pas alors automatiquement ve´rifie´e sur Ω0∩U . C’est par exemple le cas pour une syme´trie
cylindrique (voir exemples ci-dessous).
Enfin, notons que le second point assure le fait que :
∀z ∈ Ω0 ∩ U, TzΩ0 = (JGz)⊥. (3.7)
En effet, on a toujours TzΩ0 ⊂ ker dzF = (JGz)⊥. Si de plus on a dim(Ω0 ∩U) = 2d− dimG(z),
alors, TzΩ0 = (JGz)⊥, pour des raisons de dimension. Par ailleurs, on a :
dim[(Ω0 ∩ U)/G] = 2d− 2k. (3.8)
En effet, si z ∈ Ω0, pi est une submersion en z. Donc, commeG(z) = pi−1({pi(z)}), on a ker(dzpi) =
Tz G(z) = Gz, et :
dim[(Ω0 ∩ U)/G] = dim(Ω0 ∩ U)− dim(ker dzpi) = dim(Ω0 ∩ U)− dim(Gz) = 2d− 2k.
Transport de la structure riemannienne sur le quotient :
Le fait que tous les stabilisateurs soient conjugue´s sur U ∩ Ω0 assure que la projection pi
restreinte a` U ∩Ω0 est une submersion. Le lemme suivant permet alors de transporter de fac¸on
naturelle la structure riemannienne de Ω0 ⊂ R2d sur (U ∩Ω0)/G (que nous nommerons ici Ωred
pour simplifier les notations), pi devenant ainsi une submersion riemannienne. Cependant, il
ne´cessite a priori que G agisse par isome´tries (ce sera toujours le cas lorsque la syme´trie vien-
dra de l’espace des configurations via un sous-groupe du groupe orthogonal). Ce transport de
structure donne une mesure naturelle sur Ωred. C’est elle qui interviendra lorsque nous allons
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donner des formules de Weyl et Gutzwiller associe´es aux Ĥχ, et qui feront intervenir des quan-
tite´s ge´ome´triques de Ωred (cf the´ore`mes 3.2.1, 3.3.1, 3.3.2 ou 3.3.4). Tout proce`de du lemme
suivant qui ge´ne´ralise celui d’une action libre donne´ dans [G-H-L] (p.61, Proposition 2.28) :
Lemme 3.1.5 Soit (M,g) une varie´te´ riemannienne, et G un groupe agissant sur M par
isome´tries. On suppose qu’il existe surM/G une structure de varie´te´ faisant de la projection
pi : M →M/G une submersion.
Alors il existe sur M/G une unique structure riemanienne faisant de pi une submersion
riemannienne.
De´crivons la me´trique δ obtenue sur M/G : si x ∈ M/G, et si u¯ et v¯ sont dans Tx(M/G),
si z ∈ M est tel que pi(z) = x, et u et v sont dans (ker(dzpi))⊥TzM tels que dzpi(u) = u¯ et
dzpi(v) = v¯, alors :
δx(u¯, v¯) = gz(u, v). (3.9)
Preuve du lemme : Pour que pi soit une submersion riemannienne, dzpi doit eˆtre une isome´trie
entre (ker(dzpi))
⊥TzM et Tpi(z)M . Il est donc clair que la formule (3.9) donnant la me´trique sur
Ωred est la seule possible ! Montrons que cette formule de´finissant δ a un sens : soit z0 ∈ Ω0∩U tel
que pi(z) = pi(z0) = x. Soient α et β dans (ker(dz0pi))
⊥Tz0M tels que dzpi(α) = u¯ et dzpi(β) = v¯.
On doit montrer que gz(u, v) = gz0(α, β).
Soit γ ∈ G tel que γ(z) = z0 ; d’ou` α1 et β1 dans TzM tels que dzγ(α1) = α et dzγ(β1) = β. Or,
γ e´tant une isome´trie, on a :
gz0(α, β) = gγ(z)(dzγ(α1), dzγ(β1)) = gz(α1, β1),
Par ailleurs, en diffe´rentiant l’identite´ pi(γ(z)) = pi(z) pour z ∈ Ω0 ∩ U , on obtient :
∀z ∈ Ω0 ∩ U, dγ(z)pi ◦ dzγ = dzpi.
Ainsi dzγ(ker(dzpi)) = ker(dγ(z)pi), et, γ e´tant une isome´trie, dzγ(ker(dzpi)
⊥) = ker(dγ(z)pi)⊥.
Ainsi, α1 et β1 sont dans (ker(dzpi))
⊥. Par ailleurs, u − α1 et v − β1 sont dans ker(dzpi), donc
on a α1 = u, β1 = v et finalement gz(u, v) = gz0(α, β). Ainsi, la me´trique δ est bien de´finie.
On montre comme dans [G-H-L] qu’elle est lisse, et comme on l’a de´ja` remarque´, c’est la seule
faisant de pi une submersion riemannienne. 
NB : on peut remarquer qu’en utilisant le the´ore`me de re´duction symplectique, la forme
volume
d−k
Λ ωred fait de Ωred une varie´te´ oriente´e. La question se pose alors de savoir si cette
forme volume correspond bien a` la mesure riemannienne que nous venons de de´finir. On laisse
le soin au lecteur d’appre´cier cette ide´e. (Une piste serait de regarder la valeur de
d−k
Λ < ., J. >
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sur les bases orthonorme´e directes de l’orthogonal de ker(dzpi) = Gz dans TzΩ0 = (JGz)⊥,
pour z dans Ω0 ∩U). Notons toutefois que la mesure qui interviendra naturellement dans notre
e´tude quantique sera celle provenant de la structure riemannienne. En particulier, via le lemme
d’inte´gration par tranches de l’Appendice 4, pi e´tant une submersion riemannienne, on aura la
formule, pour f lisse a` support compact de Ωred dans C :∫
Ωred
f(x)dσred(x) =
∫
Ω0
f(pi(z))
dσΩ0(z)
V ol(G(z))
(3.10)
ou` σred et σΩ0 sont les mesures riemanniennes sur Ωred et Ω0 (respectivement), et V ol(G(z)) est
le volume riemannien de l’orbite de z par le groupe G.
3.1.3 Exemples
On revient ici au cas ou` G ⊂ O(d) s’identifie a` un sous-groupe de O(2d) ∩ Sp(d), via la
repre´sentation M : G ↪→ O(2d) ∩ Sp(d) de´finie par M(g) :=
 
g 0
0 g
!
. On confondra de meˆme
A ∈ G et M(A) :=
 
A 0
0 A
!
. Ainsi, pour x et ξ dans Rd, on a :
FM(A)(x, ξ) = FA(x, ξ) =< Ax, ξ >Rd . (3.11)
I Syme´trie sphe´rique :
Pour G = SO(d), on a p = d(d−1)2 et :
Ω0 = {(x, ξ) ∈ Rd × Rd : la famille (x, ξ) est lie´e }.
En effet, on a : ∀A ∈ G, FA(x, ξ) = 0 ⇐⇒ ξ ⊥ Gx. Si (x, ξ) ∈ Ω0, alors, soit x = 0 auquel
cas (x, ξ) est lie´e, soit x 6= 0 et alors Gx = (Rx)⊥ (l’inclusion ’⊂’ vient du fait que tA = −A et
comme Gx = Tx(S(0, ‖x‖)), on a e´galite´ pour des raisons de dimension). Ainsi, (x, ξ) est lie´e.
Re´ciproquement, si (x, ξ) est lie´e et si tA = −A, alors on a < Ax, ξ >= 0.
. Les stabilisateurs sont conjugue´s sur Ω0\{0} :
En effet, si (x, ξ) ∈ Ω0 et si (par exemple) x 6= 0, alors Stab(x, ξ) =stab3(x) =stab( x‖x‖) car les
actions de G sur Rd et R2d sont line´aires. Par ailleurs, si g ∈ G, stab(g x‖x‖) = gstab( x‖x‖)g−1.
Enfin, SO(d) agit transitivement sur la sphe`re de Rd, et ainsi, tous les sous-groupes d’isotropie
de Ω0 − {0} sont conjugue´s.
. On montre facilement que Ω0 − {0} est sous-varie´te´ de R2d (the´ore`me de re´duction) de
dimension d+ 1 (utiliser des parame´trages de R× Rd dans Ω0 − {0} du type (λ, x) 7→ (x, λx)).
On a donc dim(Ω0 − {0}) = 2d− dimG(z).
3
stab de´signe ici le stabilisateur pour l’action naturelle de G sur Rd.
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Ainsi, si U est un ouvert G-stable de R2d tel que Ω0 ∩ U 6= ∅, les hypothe`ses de re´duction
symplectique sont satisfaites sur Ω0 ∩ U de`s que 0 /∈ U .
I Syme´trie cylindrique :
Pour d = 3, on envisage le groupe G :=
(
SO(2) 0
0 1
)
des rotations de l’espace autour de
l’axe (Oz). Il est aise´ de montrer que :
Ω0 = {(x, ξ) ∈ R3 × R3 : (x1, x2) et (ξ1, ξ2) sont coline´aires }.
ou` l’on a note´ x = (x1, x2, x3) et ξ = (ξ1, ξ2, ξ3). Par ailleurs, Ω0 est union disjointe de deux
ensembles Ω1 et Ω2 de´finis par :{
Ω1 := {(0, 0, x3; 0, 0, ξ3) : x3 ∈ R, ξ3 ∈ R}.
Ω2 := {(x′, x3; ξ′, ξ3) : (x′, ξ′) lie´e dans R2 , et (x′, ξ′) 6= 0}.
Sur Ω1, les stabilisateurs sont conjugue´s a` G et sur Ω2 ils sont conjugue´s a` {IdR3}. Par ailleurs,
Ω1 est un plan de R
6 est Ω2 une hypersurface de R
6 (utiliser la submersion (x, ξ) 7→ x1ξ2− x2ξ1
de´finie sur R6\Ω1). Ainsi, dim(Ω2) = 5 = 2d− dimG(z), pour z dans Ω2.
On voit donc que, si U est un ouvert G-stable de R2d tel que Ω0 ∩ U 6= ∅, les hypothe`ses de
re´duction symplectique sont satisfaites sur Ω0 ∩ U si et seulement si U ∩ Ω1 = ∅.
3.1.4 Points d’e´quilibre et points pe´riodiques relatifs
Dans ce paragraphe, on se donne U ouvert G-stable de R2d tel que les stabilisateurs de Ω0∩U
sont conjugue´s. H : R2d → R est un hamiltonien G-invariant sur U .
De´finition 3.1.6
• On dit que z ∈ Ω0 ∩ U est un point d’e´quilibre relatif (PER) pour H si pi(z) est un point
d’e´quilibre pour H˜.
• On dit que z ∈ Ω0 ∩U est un point pe´riodique relatif (PPR) pour H si pi(z) est un point
pe´riodique pour H˜.
Les notions de PER et PPR sont bien suˆr topologiques : on peut les de´finir de manie`re e´vidente
via le flot topologique Φ˜t, sans avoir recours a` une structure de varie´te´ lisse sur Ωred. Un (PPR)
est un point dont la courbe inte´grale repasse par une position syme´trique a` celle dont elle est
issue. Les (PER) admettent des courbes inte´grales qui sont inscrites dans les orbites de G :
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Proposition 3.1.7 Soit z ∈ Ω0 ∩ U . On a :
• z (PER) ⇐⇒ J∇H(z) ∈ Gz. Dans ce cas, il existe A dans G tel que Φt(z) = etAz.
Par ailleurs, si dim(Ω0 ∩ U) = 2d− dimG(z), alors z (PER) ⇐⇒ z est un point critique
de la restriction de H a` Ω0.
• z est un (PPR) si et seulement si ∃ T > 0, ∃g ∈ G tel que gΦT (z) = z.
Preuve de la proposition :
Si z est un (PER), on a clairement pour tout t : Φt(z) ∈ G(z). Donc J∇H(z) ∈ Tz[G(z)] = Gz.
Inversement, si J∇H(z) ∈ Gz, soit A ∈ G tel que J∇H(z) = Az. Alors γ(t) := etAz ve´rifie,
selon (2.30) :
γ˙(t) = etAAz = etAJ∇H(z) = J∇H(etAz) = J∇H(γ(t)).
et γ(0) = z. Donc Φt(z) = e
tAz et z est un (PER).
Soient H1 la restriction de H a` Ω0 ∩ U et t 7→ γ(t) un chemin dans Ω0 ∩ U tel que γ(0) = z.
Alors dzH1 : Tz(Ω0 ∩ U)→ R est donne´e par :
dzH1(γ
′(0)) =
d
dt |t=0
(H(γ(t))) =< ∇H(z), γ′(0) > .
Ainsi dzH1 = 0 si et seulement si ∇H(z) ∈ (Tz(Ω0∩U))⊥. Si on a dim(Ω0∩U) = 2d−dimG(z),
alors, selon (3.7), TzΩ0 = (JGz)⊥, et donc dzH1 = 0 si et seulement si ∇H(z) ∈ JGz, i.e.
J∇H(z) ∈ Gz. 
Lemme 3.1.8 Soit E ∈ R tel que ΣE := {H = E} soit un niveau d’e´nergie non critique
(i.e. ∇H(z) 6= 0,∀z ∈ ΣE) et tel que ΣE ⊂ U . Supposons par ailleurs que pour tout z dans
Ω0∩U , on a dim(Ω0∩U) = 2d−dimG(z). Alors les assertions suivantes sont e´quivalentes :
(1) Ω0 ∩ U et ΣE sont des varie´te´s transverses de R2d.
(2) Il n’y a pas d’e´quilibre relatif sur Ω0 ∩ ΣE.
(3) Il n’y a pas d’e´quilibre sur Σ˜E := {H˜ = E} ⊂ Ωred.
Preuve du lemme : (1)⇐⇒ ∀a ∈ (Ω0 ∩ U) ∩ ΣE , TaΩ0 + TaΣE = R2d.
Nier (1) revient a` dire : ∃a ∈ (Ω0 ∩ U) ∩ ΣE, TaΩ0 ⊂ (R∇H(a))⊥, ce qui signifie (comme
(JGa)⊥ = TaΩ0) que (JGa)⊥ ⊂ (R∇H(a))⊥ i.e. R∇H(a) ⊂ JGa ou J∇H(a) ∈ Ga. 
Un exemple de (PPR) qui n’est pas un point pe´riodique
On donne ci-dessous un exemple ou` des (PPR) ne sont pas des points pe´riodiques pour un
hamiltonien quadratique. Ces point engendrent des orbites ”quasi-pe´riodiques” non pe´riodiques,
i.e. chacune d’entre elles est dense dans un tore de dimension > 1 :
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Soit H : R3 × R3 → R de´fini par :
H(x, ξ) := |ξ|2 + V (x) ou` V (x) := λ1x21 + λ2x22 + λ3x23.
On choisit
 λ1 = λ2 > 0λ1 6= λ3 et √λ1λ3 /∈ Q.
Ainsi, H admet une syme´trie cylindrique. On montre alors que les seuls points pe´riodiques dans
R6 sont de la forme (∗, ∗, 0, ∗, ∗, 0) et (0, 0, ∗, 0, 0, ∗). Enfin, si (x3, ξ3) 6= (0, 0) et si (x1, x2) 6=
(0, 0), on peut montrer que des points de la forme (x1, x2, x3,±
√
λ1x2,∓
√
λ1x1, ξ3) sont des
(PPR) non pe´riodiques (on peut cependant remarquer que ces points ne sont pas dans Ω0).
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3.2 Asymptotique faible re´duite
3.2.1 Re´sultat
Comme dans le cas d’un groupe fini, nous commenc¸ons par e´tudier l’asymptotique dite
”faible”, i.e. l’asymptotique de la trace d’un hamiltonien quantique ”re´duit”.
The´ore`me 3.2.1 Soient G un sous-groupe de Lie de O(d) de dimension p et a ∈ C∞0 (R2d),
re´el, un hamiltonien G-invariant. On suppose qu’il existe ε > 0 tel que si U := {z ∈ R2d :
dist(z,Supp(a)) < ε}, alors les hypothe`ses de re´duction symplectique sont satisfaites sur
U ∩Ω0.
Alors Opwh (a) = Â est a` trace, pour tout χ dans Gˆ, Tr(Âχ) admet une asymptotique comple`te
en puissances de h quand h→ 0+, et on a :
Tr(Âχ) = (2pih)
k−ddχ
∫
Ωred
a˜(x)dσred(x).
[
ρχ|H0
: 1l
]
+O(hk−d+1). (3.12)
ou` a˜ est le hamiltonien re´duit classique (a˜(pi(z)) = a(z)). Par ailleurs, la mesure dσred
est la mesure riemannienne sur Ωred. Rappelons que k est la dimension des G-orbites sur
Ω0 ∩ U .
Remarquons que U est bien G−stable.
I Comparaison : Sans syme´trie, rappelons que l’on a la formule exacte :
Tr(Opwh (a)) = (2pih)
−d
∫
R2d
a(z)dz. (3.13)
I
[
ρχ|H0
: 1l
]
est le nombre de fois que la repre´sentation triviale 1l est contenue dans ρχ restreinte
a` H0
4, ou` ρχ est une quelconque repre´sentation de caracte`re χ. On a :[
ρχ|H0
: 1l
]
=
∫
H0
χ(h)dh =
[
L2(G/H) : ρχ
]
. (3.14)
ou` dh est la mesure de Haar normalise´e sur H0,
[
L2(G/H) : ρχ
]
est le nombre de fois que ρχ
est contenue dans la repre´sentation re´gulie`re de G sur L2(G/H) (cf [Pi] p.100 et 108). Ainsi,[
ρχ|H0 : 1l
]
est un entier compris entre 0 et dχ. Par ailleurs, si H0 = {Id}, i.e. si G agit librement
sur Ω0 ∩ U , alors
[
ρχ|H0 : 1l
]
= dχ.
I Lorsque G = SO(d), les hypothe`ses du the´ore`me sur le groupe G sont ve´rifie´es si et seulement
si 0 /∈ Supp(a). Pour le cas d’une syme´trie cylindrique, elle sont satisfaites si et seulement si
4Rappelons que les stabilisateurs de points de Ω0 ∩ U sont tous conjugue´s a` H0.
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Ω1 ∩ Supp(a) = ∅ (voir le chapitre 3.1.3).
Le but d’une telle formule de trace est avant tout de servir a` prouver une asymptotique de
type Weyl sur la fonction de comptage de valeurs propres d’un hamiltonien quantique re´duit.
Corollaire 3.2.2 Soient G un sous-groupe de Lie de O(d) de dimension p, H : R2d → R
un hamiltonien G-invariant qui ve´rifie (H.0) et E1 < E2 dans R. On note I := [E1, E2] et
on suppose de plus que :
H−1(I) est compact. (3.15)
Enfin, on suppose qu’il existe ε > 0 tel que, si U := H−1(]E1 − ε,E2 + ε[), alors les hy-
pothe`ses de re´duction symplectique sont satisfaites sur U ∩ Ω0.
Alors, ∀χ ∈ Gˆ, ∀f ∈ C∞0 (
◦
I), f(Ĥχ) est de classe trace et Tr(f(Ĥχ)) admet un
de´veloppement asymptotique a` tout ordre en puissances de h quand h tend vers ze´ro tel
que :
Tr(f(Ĥχ)) = (2pih)
k−ddχ
∫
Ωred
f(H˜(x))dσred(x).
[
ρχ|H0 : 1l
]
+O(hk−d+1). (3.16)
Par ailleurs, le spectre de Ĥχ est discret dans I et, si V olred(H˜
−1(∂I)) = 0, alors on a :
(2pih)d−kNχ(I) −→
h→0+
dχV olred(H˜
−1(I))
[
ρχ|H0
: 1l
]
. (3.17)
ou` H˜ est le hamiltonien classique re´duit (H˜(pi(z)) = H(z)), et V olred de´signe le volume
riemannien sur Ωred.
Preuve du lemme : d’apre`s le calcul fonctionnel ([He-Ro 1]), f(Ĥ) est ope´rateur h-pseudo-
diffe´rentiel de symbole principal f(H(z)). Toujours selon [He-Ro 1], comme f ∈ C∞0 (
◦
I) et
comme H−1(I) est compact, f(Ĥ) est a` trace et donc f(Ĥχ) aussi. Par ailleurs, on peut e´crire
f(Ĥ) comme une se´rie formelle d’ope´rateurs pseudo-diffe´rentiels a` symboles dans C∞0 (R2d) a`
support dans H−1(
◦
I) (techniques Helffer-Robert), i.e. pour tout N ∈ N :
f(Ĥ) =
N∑
k=0
hkOpwh (ak) + OTr(h
N+1−d).
Or, pour g dans G, on a [Ĥ, M˜(g)] = 0. Donc M˜(g) commute avec tout P (Ĥ), ou` P est un
polynoˆme. Si f ∈ C∞0 (
◦
I), on approche f uniforme´ment par une suite de polynoˆmes sur I via le
the´ore`me de Stone-Weirstrass, et on a donc [f(Ĥ), M˜(g)] = 0 pour tout g. Ainsi,
f(Ĥ) =
N∑
k=0
hkM˜(g)Opwh (ak)M˜ (g
−1) + OTr(hN+1−d).
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Donc ∀k ∈ N, ∀g ∈ G, on a : [Opwh (ak), M˜ (g)] = 0. Le the´ore`me 3.2.1 donne donc (3.16).
Pour obtenir (3.17), on proce`de exactement comme dans le cas des groupes finis, en encadrant
1lI par des fonctions de C∞0 (R) qui se rapprochent de 1lI . 
Les trois paragraphes suivant sont consacre´s a` la preuve du the´ore`me 3.2.1.
3.2.2 Re´duction a` un proble`me de phase stationnaire via les e´tats cohe´rents
Soit g ∈ G. On a, d’apre`s les formules de trace sur les e´tats cohe´rents (cf appendice 4.2) :
Tr(Opwh (a)M˜ (g))) = (2pih)
−d
∫
R2d
< Âϕα;ϕg−1α >L2(Rd) dα. (3.18)
La proposition suivante est valide´e par la meˆme preuve que la proposition 2.3.1. Notons que
pour la prouver, on utilise ici le fait que a est a` support compact. Par cette me´thode, on n’a pas
a priori le re´sultat si a ve´rifie des conditions de de´croissance polynoˆmiales du type de celles que
l’on a faites pour l’asymptotique faible dans le cas d’un groupe fini :
Proposition 3.2.3 Il existe un compact K dans R2d tel que, Alors∫
R2d\K
| < Âϕα;ϕg−1α >L2(Rd) |dα = O(h∞).
uniforme´ment en g ∈ G.
Ainsi, si χ1 ∈ C∞0 (R2d) est telle que χ1 = 1 sur K, on a, en e´crivant 1 = χ1(α) + (1− χ1(α)) :
Tr(Opwh (a)M˜(g))) = (2pih)
−d
∫
R2d
χ1(α) < Âϕα;ϕg−1α >L2(Rd) dα+O(h
∞). (3.19)
Puis, on utilise la proposition 2.3.3 donnant l’effet d’un ope´rateur pseudo-diffe´rentiel sur un e´tat
cohe´rent pour e´crire pour N ∈ N∗ :∥∥∥∥∥∥Opwh (a)ϕα −
N∑
k=0
h
k
2
∑
γ∈N2d,|γ|=k
∂γa(α)
γ!
.Ψγ,α
∥∥∥∥∥∥
L2(Rd)
≤ Cd,N .h
N+1
2 .
ou` Ψγ,α = Th(α)ΛhOpw1 (zγ)ψ˜0. Par ailleurs, on peut choisir K suffisament grand pour contenir
le support de a, ce qui explique la disparition de χ1 dans les lignes qui suivent. On obtient alors
Tr(Opwh (a)M˜ (g))) =
(2pih)−d
N∑
k=0
h
k
2
∑
γ∈N2d,|γ|=k
∫
R2d
∂γa(α)
γ!
< Th(α)ΛhOpw1 (zγ)ψ˜0;Th(g−1α)Λhψ˜0 > dα+O(h
N+1
2
−d).
(3.20)
D’apre`s l’appendice sur les e´tats cohe´rents, en e´crivant que Opw1 (z
γ)ψ˜0 = Qγψ˜0, on a :
(?) :=< Th(α)ΛhOpw1 (zγ)ψ˜0;Th(g−1α)Λhψ˜0 >= e−
i
2h
<Jg−1α,α> < T1
(
α− g−1α√
h
)
Qγ(x)ψ˜0; ψ˜0 > .
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On a vu dans le cas des groupes finis que Qγ est un polynoˆme de degre´ infe´rieur a` |γ| ayant la
meˆme parite´ que |γ|. On note α = (q, p). Alors, on a :
(?) = e−
i
2h
<Jg−1α,α> 1
pi
d
2
∫
Rd
e−
|x|2
2 e
i
(I−g−1)p√
h
(x− 1
2
(I−g−1)q√
h
)
Qγ
(
x− (I − g
−1)q√
h
)
e
− 1
2
|x− (I−g−1)q√
h
|2
dx.
On fait le changement de variable y =
√
hx− (I − g−1)q, ce qui donne apre`s calcul :
(?) =
h−
d
2
pi
d
2
e−
i
2h
<Jg−1α,α>e
i
2h
<(I−g−1)p,(I−g−1)q>e−
1
2h
|(I−g−1)q|2
×
∫
Rd
e−
|y|2
h e
i
h
<i(I−g−1)q+(I−g−1)p;y>Qγ(
y√
h
)dy.
Comme dans le cas des groupes finis, la parite´ de Qγ implique que seules les puissances EN-
TIERES de h vont intervenir dans le de´veloppement asymptotique. Puis, en faisant le change-
ment de variable y′ = y√
h
, on constate que :
(?) =
1
pi
d
2
e−
i
2h
<Jg−1α,α>e
i
2h
<(I−g−1)p,(I−g−1)q>e−
1
2h
|(I−g−1)q|2
∫
Rd
e−|y|
2
e
β0√
h
.y
Qγ(y)dy.
ou`
β0 := i[i(I − g−1)q + (I − g−1)p]. (3.21)
Puis, on e´crit :
Qγ(x) =
∑
|µ|≤|γ|
κµ,γx
µ.
De sorte que, en utilisant le calcul de gaussienne du lemme 2.3.6, on a :
(?) = e
i
h
Φ(α,g)
∑
|µ|≤|γ|
κµ,γ
∑
η≤µ
h−
η
2 (
1
2
β0)
ηPη(2Id), (3.22)
ou` Pη (donne´ dans le lemme 2.3.6) est inde´pendant de h, α et g, et :
Φ(α, g) :=< Bα,α > avec B = 14J(M(g) −M(g−1)) + i4 (I −M(g))(I −M(g−1)). (3.23)
Les diffe´rents restes e´tant uniformes en g ∈ G, on obtient finalement :
Tr(Opwh (a)Pχ)) = (2pih)
−ddχ
N∑
k=0
h
k
2
∑
γ∈N2d,|γ|=k
∑
|µ|≤|γ|
∑
η≤µ
κµ,γ
γ!
Pη(2Id)h
− |η|
2 Iγ,η(h) +O(h
N+1
2
−d).
(3.24)
avec :
Iγ,η(h) :=
∫
G
∫
R2d
e
i
h
Φ(α,g)χ(g)∂γa(α)F (α, g)ηdαdg (3.25)
et
F (α, g) :=
i
2
[i(I − g−1)q + (I − g−1)p]. (3.26)
Nous verrons par la suite que F est nulle sur les points critiques de la phase Φ, ce qui fait que
l’asymptotique de chacun des termes Iγ,η(h) rele`ve du the´ore`me 2.3.10 et commence avec des
termes en h
|η|
2 . Dans le chapitre qui suit, nous ve´rifions que les hypothe`ses de ce the´ore`me sont
bien valide´es dans notre cas.
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3.2.3 Analyse de phase
Remarquons tout d’abord que, si (z, g) ∈ R2d ×G, alors =Φ(z, g) = 14 |(I −M(g−1))z|2 ≥ 0.
• Calcul de l’ensemble critique :
=Φ(z, g) = 0 ⇐⇒ (I −M(g−1))z = 0 ⇐⇒ M(g)z = z.
∂zΦ(z, g) = 0 ⇐⇒ 2Bz = 0 ⇐⇒ M(g)z = z.
Si A ∈ G, notons g pour M(g) et A pour M(A) pour e´viter les lourdeurs d’e´criture :
4∂gΦ(z, g)(Ag)=
d
dt |t=0 < [J(e
tAg − g−1e−tA) + i(I − etAg)(I − g−1e−tA)]z; z >
=< [J(Ag + g−1A)− iAg(I − g−1) + i(I − g)g−1A]z, z > .
Ainsi, nous remarquons que si ∂zΦ(z, g) = 0, alors :
∂gΦ(z, g)(Ag) = 0 ⇐⇒ 2 < JAz; z >= 0 ⇐⇒ z ∈ Ω0.
Nous avons donc prouve´ que l’ensemble critique est :
Γ0 := {(z, g) ∈ Ω0 ×G : M(g)z = z et z ∈ U}. (3.27)
• Le lemme suivant donne la structure de varie´te´ lisse de Γ0 :
Lemme 3.2.4 Soit U un ouvert de R2d G-stable tel que tous les stabilisateurs sont
conjugue´s sur U∩Ω0. Pour z ∈ Ω0∩U , on note k = dim(G(z)), et on suppose que dim(Ω0) =
2d − k. Alors Γ0 est une sous-varie´te´ de R2d ×G de dimension dim Γ0 = 2d− 2k + p. Par
ailleurs, si (z, g) ∈ Γ0, alors
T(z,g)Γ0 = {(α,Ag) : α ∈ TzΩ0, A ∈ G et (M(g) − I)α+Az = 0}. (3.28)
Preuve du lemme : Si X est une varie´te´ lisse, on note :
diag(X) := {(x, x) : x ∈ X} ⊂ X ×X.
Clairement, diag(X) est une sous-varie´te´ de X×X de meˆme dimension que X, d’espace tangent :
T(x,x)(diagX) = {(α,α) : α ∈ TxX}.
Soit
R0 := {(z,M(g)z) : z ∈ Ω0 ∩ U, g ∈ G}. (3.29)
Remarquons que R0 = (pi×pi)−1(diag[(Ω0 ∩U)/G]). Ainsi, selon le the´ore`me de re´duction 3.1.3,
pi × pi est une submersion 5 sur (Ω0 ∩ U)2, R0 est une sous-varie´te´ de (Ω0 ∩ U) × (Ω0 ∩ U) de
dimension dimR0 = 2d, et si M(g)z = z, on a :
5ou` pi est la projection dans Ωred de (3.3)
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T(z,z)R0 = [d(z,z)(pi × pi)]−1(T(pi(z),pi(z))(diag(Ωred))).
= {(α, β) ∈ TzΩ0 × TzΩ0 : dzpi(α) = dzpi(β)}.
Lemme 3.2.5 Soit U un ouvert de R2d G-stable tel que les stabilisateurs sont conjugue´s
sur Ω0 ∩ U . Alors :
• ∀z ∈ (Ω0 ∩ U), ker dzpi = Gz
• Si de plus M(g)z = z, alors ∀α ∈ TzΩ0, (M(g) − I)α ∈ Gz
Preuve du lemme : Selon le the´ore`me de re´duction 3.1.3, pi est une submersion en z, donc,
comme G(z) = pi−1({pi(z)}), on a ker dzpi = TzG(z) = Gz.
Pour le second point, diffe´rentions par rapport a` x ∈ Ω0 l’identite´ pi(M(g)x) = pi(x). On
obtient :
∀α ∈ TzΩ0, dM(g)xpi(M(g)α) = dxpi(α).
Donc, si M(g)z = z, et α ∈ TzΩ0, alors on a (M(g)−I)α ∈ ker(dzpi). Ainsi, pour tout α ∈ TzΩ0,
on a (M(g) − I)α ∈ Gz. 
Ainsi, selon le lemme 3.2.5, on a, si M(g)z = z, dzpi(α) = dzpi(β) ⇐⇒ dzpi(M(g)α) =
dzpi(β) :
T(z,z)R0 = {(α,M(g)α +Az) : α ∈ TzΩ0, A ∈ G}. (3.30)
Soit ϕ0 :
{
Ω0 ×G→ R0
(z, g) 7→ (z,M(g)z)
On a diag(Ω0 ∩ U) ⊂ R0, et :
Γ0 = ϕ
−1
0 (diag(Ω0 ∩ U)).
Soit (z, g) ∈ Γ0. Si α ∈ TzΩ0 et A ∈ G, on a :
d(z,g)ϕ0(α,Ag) = (α,M(g)α +Az).
Ainsi, selon (3.30), Im(d(z,g)ϕ0) = T(z,gz)R0, et ϕ0 est une submersion en (z, g). Donc Γ0 est
une sous-varie´te´ de R2d ×G, dim Γ0 = 2d− 2k + p, et
T(z,g)Γ0 = {(α,Ag) : α ∈ TzΩ0, A ∈ G et α = M(g)α +Az}.
ceci ache`ve la preuve du lemme. 
• Calcul de la hessienne en un point de Γ0 :
Le point sur la me´thode :
Soit (z0, g0) ∈ Γ0. La hessienne Φ′′(z0, g0) est alors une forme biline´aire syme´trique sur l’espace
tangent R2d × Gg0, a` valeurs complexes. On munit E := R2d ×Md(R) d’une structure d’espace
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vectoriel euclidien de produit scalaire <;>E de´fini pour z1, z2 dans R
2d et A et B matrices de
taille d× d, par < (z1, A); (z2, B) >E :=< z1; z2 >R2d + << A,B >> ou` :
<< A,B >>:= Tr(tAB). (3.31)
En appliquant le the´ore`me de Riesz a` <Φ′′(z0, g0) et =Φ′′(z0, g0), on obtient L := L1 + iL2, ou`
L1 et L2 sont dans L(R2d × Gg0), telles que, si u et v sont dans R2d × Gg0, alors :
Φ′′(z0, g0)(u, v) =< L(u), v >E=< L1(u), v >E +i < L2(u), v >E .
D’apre`s la de´finition de Φ et de son ensemble critique Γ0, on constate que (cf Appendice 4.3) :
Φ′′(z0, g0)|N(z0,g0)Γ0
est non de´ge´ne´re´e ⇐⇒ ker
R
L ⊂ T(z0,g0)Γ0,
ou` ker
R
L := kerL1 ∩ kerL2. Par ailleurs, soit ϕ : R2d ×Rp → R2d ×G la carte locale en (z0, g0)
de´finie pour (z, s) ∈ R2d × Rp, par :
ϕ(z, s) := (z, exp(
p∑
i=1
siAi)g0). (3.32)
ou` (A1, . . . , Ap) est une base de G que nous choisirons subtilement plus tard. Si l’on note :
A :=
(
∂2(Φ ◦ ϕ)
∂xi∂xj
(z0, 0)
)
1≤i,j≤2d+p
(3.33)
la matrice dans la base canonique de la hessienne de Φ◦ϕ, on sait alors (cf [Laud] p.88, proposition
III.4.3) que si u et v sont dans R2d × Gg0, alors :
Φ′′(z0, g0)(u, v) =< A(d(z0,0)ϕ)−1(u), (d(z0 ,0)ϕ)−1(v) >R2d×Rp . (3.34)
Cette formule montre clairement que l’on a :
ker
R
L = d(z0,0)ϕ(kerR A).
Ainsi, Φ′′(z0, g0)|N(z0,g0)Γ0
est non de´ge´ne´re´e si et seulement si d(z0,0)ϕ(kerR A) ⊂ T(z0,g0)Γ0. Pour
simplifier les notations, on confondra par la suite abusivement kerRA et kerR L, et on ne parlera
plus de L mais de A, qui sera aussi note´e Hess Φ(z0, g0).
Rappelons l’expression de la phase :
Φ(z, g) =< Bz, z > avec B =
1
4
J(M(g) −M(g−1)) + i
4
(I −M(g))(I −M(g−1)). (3.35)
On obtient, en notant g pour M(g) et en re´pe´tant p fois dans le sens des lignes chaque bloc ayant
un indice ‘i’, p fois dans le sens des colonnes chaque bloc ayant un indice ‘j’, pour (z, g) ∈ Γ0 :
Hess Φ(z, g) =
(
1
2J(g − g−1) + i2(I − g)(I − g−1) 12 [J(I + g−1) + i(g−1 − I)]Ajz
1
2
t
[(J(I + g−1) + i(g−1 − I))Aiz] i2 < Aiz,Ajz >
)
. (3.36)
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(utiliser le lemme 3.4.3).
Les formules suivantes nous seront utiles dans tout le reste de la the`se :
∀A ∈ G, ∀z ∈ Ω0, < Az,∇H(z) >= 0. (3.37)
∀A ∈ G, ∀B ∈ G, ∀z ∈ Ω0, < Az, JBz >= 0. (3.38)
La formule (3.37) revient a` dire que {H,FA} = 0. La formule (3.38) vient du fait que Ω0 est
stable par G et s’obtient en de´rivant par rapport a` t en t = 0 l’identite´ FA(e
tBz) = 0.
• Calcul du noyau de la hessienne en un point de Γ0 :
Si on note pour α ∈ R2d, s ∈ Rp, A :=
p∑
i=1
siAi, en prenant partie re´elle et imaginaire, on a :
(α, s) ∈ ker
R
A ⇐⇒

J(g − g−1)α+ (I + g−1)JAz
< (I + g−1)JAjz;α >= 0 ∀j = 1, . . . , p
(I − g)(I − g−1)α+ (g−1 − I)Az = 0
< (g−1 − I)Ajz;α > + < Ajz,Az >= 0 ∀j = 1, . . . , p
Donc, si l’on note x := (g − I)α+Az, et si l’on remarque que (g−1 + I)(g − I) = g − g−1, alors
(α, s) ∈ ker
R
A ⇐⇒

(I + g−1)x = 0
< (I + g−1)JAjz;α >= 0 ∀j = 1, . . . , p
(g−1 − I)x = 0
< Ajz;x >= 0 ∀j = 1, . . . , p
(3.39)
ce qui e´quivaut a` x = 0 et (I + g)α ∈ (JGz)⊥. Or x = 0 ⇐⇒ (g − I)α = −Az, et, selon (3.38),
Az ⊥ JGz. Donc (3.39) ⇐⇒ x = 0 et α ∈ (JGz)⊥. Ainsi, on a prouve´ :
ker
R
Hess Φ(z, g) = {(α,Ag) ∈ R2d × Gg : (M(g) − I)α+Az = 0 et α ∈ (JGz)⊥}. (3.40)
Ainsi, d’apre`s la proposition 3.2.4, on a :
ker
R
Hess Φ(z, g) = T(z,g)Γ0. (3.41)
Nous venons donc de montrer que le hessien transverse de Φ est toujours non de´ge´ne´re´, ce
qui prouve que l’on peut appliquer le the´ore`me de la phase stationnaire. On obtient ainsi une
asymptotique the´orique de Tr(Âχ) en puissances de h. Dans le chapitre suivant, nous calculons
le terme dominant de cette asymptotique.
NB : Jusqu’ici, on a seulement utilise´ le fait que pi est une submersion sur Ω0 ∩ U , et ce,
uniquement dans le lemme 3.2.4 !
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3.2.4 Calcul du terme dominant
Comme κ0,0 = 1 et P0 = 1, selon (3.24), le terme dominant de Tr(Âχ) est celui de :
I(h) := (2pih)−ddχ
∫
G
∫
R2dα
e
i
h
Φ(z,g)χ(g)a(z)dzdg. (3.42)
Le the´ore`me de la phase stationnaire nous dit donc que :
Tr(Âχ) = (2pih)
k−ddχ
∫
Γ0
χ(g)a(z)
det
1
2
+
(
Φ′′(z,g)
i |N(z,g)Γ0
)dσΓ0(z, g) +O(hk−d+1). (3.43)
• Calcul du de´terminant de la hessienne Φ′′(z, g)|N(z,g)Γ0 :
Nous allons imposer une restriction au choix des Ai comme base de G. Cette restriction de´pend
de z et g (et donc les Ai aussi !) : on choisit A1, . . . , Ap tels que :
A1, . . . , Ak est une base orthonorme´e de (TId Stab(z))
⊥ pour << ; >> . (3.44)
Ak+1, . . . , Ap est une base orthonorme´e de TId Stab(z) pour << ; >> . (3.45)
On rappelle que k = dimG(z). Il est alors essentiel de noter que, pour A ∈ TId Stab(z), en
de´rivant en t = 0 l’identite´ etAz = z, on obtient :
∀A ∈ TIdStab(z), Az = 0. (3.46)
c’est en particulier le cas de Ak+1, . . . , Ap.
On rappelle que :
T(z,g)Γ0 = {(α,Ag) ∈ R2d × Gg : (M(g) − Id)α +Az = 0, α ∈ TzΩ0}.
N(z,g)Γ0 est l’orthogonal de T(z,g)Γ0 dans R2d×Gg pour le produit scalaire de´fini pre´ce´demment
sur R2d ×Md(R).
det
(
Φ′′(z, g)|N(z,g)Γ0
)
= det((Φ′′(z, g)(µi, µj)))1≤i,j≤2k
ou` (µ1, . . . , µ2k) est une base orthonorme´e de N(z,g)Γ0. Or pour la carte choisie ϕ (cf (3.32)
(3.44) et (3.45)), d(z,0)ϕ est une isome´trie. En effet :
d(z,0)ϕ(α, s) = (α,
p∑
i=1
siAig),
et (A1, . . . , Ap) est une base orthonorme´e de G. On note :
F := {(α, s) ∈ R2d × Rp : (M(g) − Id)α+
p∑
i=1
siAiz = 0, α ∈ TzΩ0} ⊂ R2d × Rp. (3.47)
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On a F = (d(z,0)ϕ)−1(T(z,g)Γ0). Ainsi, si εi := (d(z,0)ϕ)−1(µi), alors (ε1, . . . , ε2k) est une base
orthonorme´e de (d(z,0)ϕ)
−1(N(z,g)Γ0) = F⊥, car d(z,0)ϕ est une isome´trie. On a clairement, par
de´finition de A :
det
(
Φ′′(z, g)|N(z,g)Γ0
)
= det (((< Aεi, εj >))1≤i,j≤2k)
Enfin, on remarque que A(F⊥) ⊂ F⊥ + iF⊥ : en effet, si u ∈ F⊥ et v ∈ F alors :
< Au, v >= Φ′′(z, g)(d(z,0)ϕ(u), d(z,0)ϕ(v)) = 0
car, si x ∈ N(z,g)Γ0 et y ∈ T(z,g)Γ0, alors Φ′′(x, y) = 0, par de´finition de Φ.
Ainsi, si A|F⊥ de´signe la matrice de A dans une base quelconque de F⊥, alors, (ε1, . . . , εk) e´tant
orthonorme´e, on a det(((< Aεi, εj >))1≤i,j≤2k) = det
(
A|F⊥
)
et donc :
det
(
Φ′′(z, g)|N(z,g)Γ0
i
)
= det
(A|F⊥
i
)
. (3.48)
Le lemme suivant exhibe une base de F⊥ :
Lemme 3.2.6 Soit (B1z, . . . , Bkz) une base de Gz. Avec les Ai choisis plus haut ( cf (3.44))
et (3.45)), on note dans R2d × Rp, pour j = 1, . . . , k :
εj := (JBjz, 0), ε
′
j := ((M(g
−1)− I)Bjz,< Aiz,Bjz >, 0).
Alors B := (ε1, . . . , εk, ε′1, . . . , ε′k) est une base de F⊥.
Preuve du lemme : εj et ε
′
j (j = 1, . . . , k) sont clairement dans F⊥. Puis, il est clair que εj ⊥ ε′i
∀i, j car Gz ⊥ JGz (cf (3.38)). Par ailleurs, la famille (ε1, . . . , εk) est libre. Il en va de meˆme
pour la famille (ε′1, . . . , ε
′
k) en utilisant que le fait que (B1z, . . . , Bkz) et (A1z, . . . , Akz) sont des
bases de Gz. 
Dans les lignes qui suivent, on confond g et M(g). Supposons de plus que (B1z, . . . , Bkz) est
orthonorme´e. Si A ∈ G, comme Az =
k∑
i=1
< Az,Biz > Biz, on a :
(JAz; 0) =
k∑
i=1
< Az,Biz > εi.
((g−1 − I)Az;< Aiz,Az >, 0) =
k∑
i=1
< Aiz,Biz > ε
′
i.
Ainsi, comme g−1 − g = (g−1 − I)(I + g), on a :
A(εj) = i
2
k∑
i=1
< (I − g)(I − g−1)Bjz,Biz > εi + 1
2
k∑
i=1
< (I + g)Bjz,Biz > ε
′
i.
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De meˆme, on a : A(ε′j) =
k∑
i=1
(ai,j + bi,j) εi +
k∑
i=1
(ci,j + di,j) ε
′
i , ou` :
ai,j =
1
2
< (g − g−1)(g−1 − I)Bjz,Biz >, bi,j = 1
2
k∑
r=1
< Biz, (I + g
−1)Arz >< Arz,Bjz > .
ci,j =
i
2
< (g − I)(g−1 − I)Bjz,Biz >, di,j = i
2
k∑
r=1
< Biz,Arz >< Arz,Bjz > .
On note M la matrice de taille k × k de terme ge´ne´ral en i, j : < Biz,Ajz >, et g0 la
matrice de la restriction de g a` Gz dans la base (B1z, . . . , Bkz). Ainsi, ai,j est le terme ge´ne´ral
en i, j de (I + g−10 )(g0 − I)(g−10 − I), ci,j est celui de i2(g0 − I)(g−10 − I), di,j est celui de
i
2M
tM , et bi,j =
1
2
∑k
r=1(
∑k
q=1 < (I + g
−1)Bqz,Biz >< Arz,Bqz >) < Arz,Bjz > est celui de
1
2(I + g
−1
0 )M
tM . Donc,
det
(A|F⊥
i
)
= det
(
1
2(I − g0)(I − g−10 ) 12i(I + g−10 )(g0 − I)(g−10 − I) + 12i (I + g−10 )M tM
1
2(I + g0)
1
2 (g0 − I)(g−10 − I) + 12M tM
)
.
On fait l’ope´ration sur les lignes L1 ← L1 − 1i (I + g−10 )L2, ce qui donne :
det
(A|F⊥
i
)
= det[(I − g0)(I − g−10 ) +M tM ]. (3.49)
Enfin, notons f : Gz → Gz l’application line´aire de´finie par :
f(x) :=
k∑
r=1
< Arz, x > Arz, ∀x ∈ Gz. (3.50)
On a :
f(Bjz) =
k∑
i=1
k∑
r=1
< Biz,Arz >< Arz,Bjz > Biz.
Ainsi, la matrice de f dans (B1z, . . . , Bkz) est e´gale a`
tMM . Nous avons donc montre´ que :
det
(
Φ′′(z,g)
i |N(z,g)Γ0
)
= det[(I −M(g))(I −M(g)−1)|Gz + f ]. (3.51)
• Formule d’inte´gration sur Γ0 :
Soit
pi1 : Γ0 → Ω0 ∩ U de´finie par pi1(z, g) = z. (3.52)
J’affirme que pi1 est une submersion :
Rappelons que T(z,g)Γ0 = {(α,Ag) : α ∈ TzΩ0, A ∈ G et (M(g) − I)α+ Az = 0}. Si (z, g) ∈ Γ0,
alors d(z,g)pi1(α,Ag) = α, pour tout α ∈ TzΩ0, et tout A dans G. Selon le lemme 3.2.5, si
α ∈ TzΩ0, il existe A dans G tel que (M(g) − I)α = −Az, i.e. tel que d(z,g)pi1(α,Ag) = α, et
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donc d(z,g)pi1 est surjective, ce qui assure le fait que pi1 est une submersion en chacun de ses points.
Nous utilisons ensuite un lemme d’inte´gration par tranches pour les submersions riemanniennes,
dont la de´monstration pourra eˆtre trouve´e en Appendice :
Lemme 3.2.7 Inte´gration par tranches via une submersion :
Soient M et N deux varie´te´s riemanniennes, et F : M → N une submersion lisse. Soit ϕ
lisse a` support compact sur M . Alors on a :∫
M
ϕ(x)dσM (x) =
∫
N
[∫
Σn
ϕ(y)
dσΣn(y)
|det(dyF t(dyF ))| 12
]
dσN (n). (3.53)
ou` Σn := F
−1({n}) (sous-varie´te de M), et dσΣn est la mesure riemmanienne induite par
celle de M sur Σn.
Rappellons que t(dyF ) : TF (y)N → TyM est de´finie par :
∀x ∈ TyM, ∀z ∈ TF (y)N, < dyF (x), z >|TF (y)N=< x,
t (dyF )(z) >|TyM . (3.54)
Nous allons appliquer ce the´ore`me avec M = Γ0, N = Ω0 ∩ U munies de leur structure riema-
nienne de´finie par les produits scalaires pre´ce´dents, et F = pi1 qui est bien une submersion : si
dσ˜Γ0 est la mesure sur Γ0 issue de la structure riemannienne de R
2d×Md(R) donne´e par (3.31),
et dg˜ est la mesure riemannienne pour <<,>> sur G, alors on a dg = dg˜V ol(G) . D’ou`, la formule
pour ϕ lisse a` support compact dans Γ0 :∫
Γ0
ϕ(z, g)dσΓ0 (z, g) =
1
V ol(G)
∫
Ω0
[∫
Hz
ϕ(z, y)
dσ˜Hz(y)
|det(d(z,y)pi1.t(d(z,y)pi1))|
1
2
]
dσΩ0(z). (3.55)
ou` Hz := Stab(z). Ici σ˜Hz est la mesure sur Hz pour le produit scalaire (3.31). Par ailleurs, le
lemme suivant permet de se ramener d’une inte´grale sur Hz a` une inte´grale sur H0.
Lemme 3.2.8 Si u ∈ C∞(Hz), et si gz ∈ G est tel que gzH0g−1z = Hz, alors on a :∫
Hz
u(h)dσHz (h) =
∫
H0
u(gzhg
−1
z )dσH0(h).
ou` dσHz et dσH0 sont les mesures de Haar normalise´es sur Hz et H0.
Preuve du lemme On de´finit une mesure re´gulie`re ν sur Hz par :∫
Hz
u(h)dν(h) :=
∫
H0
u(gzhg
−1
z )dσH0(h).
On a ν(Hz) = σH0(H0) = 1. Pour conclure, il suffit de montrer que ν est invariante par transla-
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tion a` gauche : si h1 ∈ Hz,∫
Hz
u(h1h)dσHz (h) =
∫
H0
u(gz(g
−1
z h1gz)hg
−1
z )dσH0(h).
Comme g−1z h1gz ∈ H0 et comme σH0 est invariante par translation a` gauche, on a :∫
Hz
u(h1h)dσHz (h) =
∫
H0
u(gzhg
−1
z )dσH0(h) =
∫
Hz
u(h)dν(h).
Ceci ache`ve la preuve du lemme. 
Finalement, on a pour ϕ lisse a` support compact dans Γ0 :∫
Γ0
ϕ(z, g)dσΓ0(z, g) =
∫
Ω0
V ol(H0)
V ol(G)
[∫
H0
ϕ(z, gzhg
−1
z )
dσH0(h)
|det(d
(z,gzhg
−1
z )
pi1.t(d(z,gzhg−1z )
pi1))|
1
2
]
dσΩ0(z).
(3.56)
car on a : σ˜Hz = V ol(Hz)σHz , ou` V ol(Hz) est le volume de Hz pour la structure riemannienne
issue du produit scalaire (3.31), et V ol(Hz) = V ol(H0) car les sous-groupes d’isotropie sont
conjugue´s sur Ω0 ∩ U et les isome´tries conservent le volume donne´ par la mesure riemannienne
issue de <<,>>.
Lemme 3.2.9 Pour tout z dans Ω0 ∩ U et tout g ∈ G ve´rifiant M(g)z = z, on a :
det
[
d(z,g)pi1.
t(d(z,g)pi1)
]−1
= det−1(f) det[(I − g)(I − g−1)|Gz + f ]. (3.57)
ou` f , donne´e par (3.50), ne de´pend pas de g.
Preuve du lemme • On prouve tout d’abord que M(g) = Id sur F := (Gz)⊥TzΩ0 :
en effet, si g ∈ G, alors M(g) stabilise TzΩ0 = (JGz)⊥ (car si α ∈ TzΩ0, si A ∈ G, alors
< M(g)α, JAz >=< α, JM(g)AM(g−1)z > et M(g)AM(g−1) ∈ G). De meˆme, M(g) stabilise
F . Donc, si α ∈ F , alors (M(g) − I)α ∈ F . Or, on a vu au lemme 3.2.5 que (M(g) − I)α ∈ Gz.
Donc (M(g) − I)α = 0.
• Par ailleurs, selon (4.27), si α ∈ TzΩ0, alors td(z,g)pi1(α) est l’unique (α0, A0g) de T(z,g)Γ0
ve´rifiant pour tout (β,Ag) ∈ T(z,g)Γ0 :
< β,α >R2d=< β,α0 >R2d + << A,A0 >>= 0. (3.58)
Si de plus α ∈ F , comme M(g)α = α, on a (α, 0) ∈ T(z,g)Γ0. On a donc : td(z,g)pi1(α) = (α, 0).
Ainsi, on vient de montrer que d(z,g)pi1.
td(z,g)pi1 = Id sur F . D’ou` :
det(d(z,g)pi1.
td(z,g)pi1) = det(d(z,g)pi1.
td(z,g)pi1|Gz). (3.59)
• On va montrer que d(z,g)pi1.td(z,g)pi1|Gz = (f+(I−M(g))(I−M(g
−1)))−1 ◦f .6, ce qui ache`vera
la preuve du lemme. Pour cela, soit α ∈ Gz. On note (α0, A0g) :=t d(z,g)pi1(α). Il suffit de montrer
6Notons que f + (I −M(g))(I −M(g−1)) est bien inversible sur Gz car si x ∈ Gz, alors :
< [f + (I −M(g))(I −M(g−1))]x, x >=Pki=1 < Aiz, x >2 + ‖(I −M(g))x‖2 .
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que :
f(α) = (f + (I −M(g−1))(I −M(g)))α0. (3.60)
Pour simplifier les notations, on va noter g pour M(g). Il est aise´ de ve´rifier que si A ∈ G, alors,
(Az, [A − gAg−1]g) ∈ T(z,g)Γ0. Selon (3.58), on a en particulier :
∀A ∈ G, < Az, α− α0 >=<< (A− gAg−1), A0 >> . (3.61)
Il faut montrer que pour tout A dans [TIdStab(z)]
⊥, on a :
< Az, f(α− α0)− (I − g−1)(I − g)α0 >= 0. (3.62)
Ou encore, (A1, . . . , Ak) e´tant une base de [TIdStab(z)]
⊥, que cette e´galite´ est ve´rifie´e pour
A = Ai pour tout i entre 1 et k. Donnons-nous un tel i :
< Aiz, f(α− α0) >=
k∑
j=1
< Aiz,Ajz >< α− α0, Ajz > .
Selon (3.61), on a :
< Aiz, f(α− α0) >=
k∑
j=1
< Aiz,Ajz ><< (Aj − gAjg−1), A0 >> . (3.63)
En outre,
< Aiz, (I − g−1)(I − g)α0 >=< Aiz, (I − g−1)A0z >=< Aiz, (A0 − g−1A0g)z > .
Or, (A1, . . . , Ak) e´tant une base orthonorme´e de [TIdStab(z)]
⊥, on a :
A0 − g−1A0 g =
k∑
j=1
<< A0 − g−1A0 g,Aj >> Aj .
D’ou` :
< Aiz, (I − g−1)(I − g)α0 >=
k∑
j=1
< Aiz,Ajz ><< A0 − g−1A0 g,Aj >> .
D’apre`s cette dernie`re e´galite´ et (3.63), on a bien (3.62) pour tout A dans G. 
On applique le lemme et (3.56) a` ϕ(z, g) := χ(g)a(z)det−
1
2
(
Φ′′(z,g)
i |N(z,g)Γ0
)
. D’ou` :
∫
Γ0
χ(g)a(z)det−
1
2
„
Φ′′(z,g)
i |N(z,g)Γ0
«
dσΓ0(z, g) =
V ol(H0)
V ol(G)
∫
Ω0
a(z)
det
1
2 (f)
dσΩ0(z).
∫
H0
χ(h)dσH0(h).
(3.64)
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Lemme 3.2.10 det
1
2 (f) = V ol(G(z))V ol(H0)V ol(G) , ou` V ol(G) et V ol(H0) sont calcule´s comme
volumes riemanniens pour le produit scalaire << A,B >>= Tr(tAB).
Je remercie vivement Gilles Carron qui m’a donne´ la preuve de ce lemme.
Preuve du lemme Soit (ε1, . . . , εk) une base orthonorme´e de Gz. Si j ∈ {1, . . . , k}, on a :
f(εj) =
k∑
i=1
k∑
r=1
< εj , Arz >< Arz, εi > εi.
Donc
det(f) = det[((< Aiz, εj >))(1≤i,j≤k)]2. (3.65)
Fixons z dans Ω0. Notons H = Hz le stabilisateur de z. On munit G et H de la structure
riemannienne issue de << . >>. Il est clair que, selon l’invariance de ce produit scalaire par les
isome´tries, et comme tous les stabilisateurs sont conjugue´s sur Ω0, on a V ol(Hz) = V ol(H0).
Notons H l’alge`bre de Lie de H. Pour simplifier les notations, on notera e l’identite´ du groupe
G.
Transport de la structure riemannienne sur G/H : selon [G-H-L] p.61, prop 2.28, il existe
une unique structure riemannienne sur G/H telle que la submersion pi : G → G/H (projection
canonique) soit riemannienne. Par ailleurs, si g ∈ G, on de´signe par ψg la re´ciproque de la
restriction de dgpi a` (ker(dgpi)]
⊥. D’ou` :
ψg : Tpi(g)(G/H)→ (gH)⊥ telle que dgpi ◦ ψg = IdTpi(g)(G/H). (3.66)
Par ailleurs, la me´trique δ sur G/H est de´finie par :
∀g ∈ G, ∀u, v ∈ Tpi(g)(G/H), δpi(g)(u, v) =<< ψg(u), ψg(v) >> .
Si g ∈ G, soit Lg : G/h → G/H de´finie par Lg(g0H) = gg0H. Une forme volume α sur G/H
est dite G-invariante si : ∀g ∈ G, L∗gα = α. On note Ωk(G/H)G l’ensemble des formes volumes
G-invariantes sur G/H.
Lemme 3.2.11 L’application α 7→ α(eH) de Ωk(G/H)G dans Λk(TeH(G/H)) est un isomor-
phisme. En particulier dim(Ωk(G/H)G) = 1.
Ce lemme est de facture classique.
Lemme 3.2.12 La forme volume ω issue de la structure riemannienne de G/H est l’unique
e´le´ment de Ωk(G/H)G tel que :
ω(eH)(ψ−1e (A1), . . . , ψ
−1
e (Ak)) = 1.
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Par ailleurs,
∫
G/H ω =
V olG
V olH , ou` V ol(G) et V ol(H) sont calcule´s comme volumes riemanniens
pour le produit scalaire << A,B >>= Tr(tAB).
Preuve du lemme : l’unicite´ vient du fait que dim(Ωk(G/H)G) = 1.
a) Montrons que ω est G-invariante : d’apre`s la de´finition de la me´trique sur G/H, pi e´tant
une submersion riemannienne, on a pour tout g dans G : dgpi
tdgpi = IdTpi(g)(G/H). Ainsi, selon la
formule d’integration par tranches de l’appendice 4 -the´ore`me 4.4.1-, on a (si dg˜ est la mesure
riemannienne pour << . >> sur G) :
∀f ∈ C∞(G),
∫
G
fdg˜ =
∫
G/H
∫
pi−1({x})
f dσpi−1({x}) ω.
Ainsi, si ϕ ∈ C∞(G/H), avec f = ϕ ◦ pi, on obtient :∫
ϕ ◦ pi dg˜ = V ol(H)
∫
G/H
ϕ w.
D’ou`
∫
G/H ω =
V olG
V olH , et comme dg˜ est proportionnelle a` la mesure de Haar sur G, elle est
invariante a` gauche et la G-invariance de ω est donne´e par le fait qu’on a :
∀g ∈ G,
∫
G/H
ϕ ◦ Lg w =
∫
G/H
ϕ w.
b) Etant donne´ la de´finition de la structure riemanienne sur G/H, ψe est une isome´trie. Comme
(A1, . . . , Ak) est une base orthonorme´e de H⊥, (ψ−1e (A1), . . . , ψ−1e (Ak)) en est une de TeH(G/H).
Ceci explique la formule annonce´e. 
Soit Φ : G/H → G(z) de´finie par Φ(gH) = gz ; Soit µ la forme volume sur la varie´te´ oriente´e
G(z) (µ correspond a` la mesure de Lebesgue sur G(z)).
Φ∗µ est G-invariante : en effet, pour tout g dans G, Φ ◦ Lg = g.Φ, donc :
L∗g(Φ
∗µ) = (Φ ◦ Lg)∗µ = (g.Φ)∗µ = Φ∗(gµ) = Φ∗µ.
car µ est G-invariante. D’ou` λ ∈ R tel que Φ∗µ = λw. Ainsi :
V ol(G(z)) =
∫
G/H
Φ∗µ = λ
∫
G/H
w = λ
V ol(G)
V ol(H)
.
Par ailleurs, selon le lemme 3.2.12 :
λ = Φ∗µ (eH)(ψ−1e (A1), . . . , ψ
−1
e (Ak)) = µ(z)(deHΦ(ψ
−1
e (A1)), . . . , deHΦ(ψ
−1
e (Ak))).
Par ailleurs, on a deHΦ(ψ
−1
e (Ai)) = Aiz, car ψ
−1
e (Ai) = depi(Ai), et Φ ◦ pi(g) = gz. Enfin,
(ε1, . . . , εk) e´tant une base orthonorme´e de Gz, on a :
∀u1, . . . , uk ∈ Gz, µ(z)(u1, . . . , uk) = det(εi, uj).
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(en effet le membre de gauche de´finit une forme k-line´aire sur Gz e´gale a` 1 sur (ε1, . . . , εk)).
D’ou` : λ = det(εi, Ajz) =
V ol(H)
V ol(G)V ol(G(z)). 
Ainsi, selon (3.43) :
Tr(Âχ) = (2pih)
k−ddχ
∫
Ω0
a(z)
dσΩ0(z)
V ol(G(z))
∫
H0
χ(h)dh + O(hk−d+1). (3.67)
ou` dh est la mesure de Haar sur H0. La preuve est comple`te lorsqu’on remarque que : pour tout
v ∈ C∞0 (Ωred), on a, d’apre`s (3.10) :∫
Ωred
v(x)dσred(x) =
∫
Ω0
v(pi(z))
dσΩ0(z)
V ol(G(z))
. (3.68)
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3.3 Formule de Gutzwiller re´duite
3.3.1 Asymptotiques de Weyl re´duites
Dans ce chapitre, on se donne un caracte`re χ de Gˆ. On de´finit pour E dans R :
Σ˜E := {H˜ = E} ⊂ Ωred. (3.69)
On pose :
Lred(E) := {t ∈ R : ∃x ∈ Σ˜E : Φ˜t(x) = x.} (3.70)
i.e. Lred(E) est l’ensemble des pe´riodes des orbites pe´riodiques de Σ˜E ⊂ Ωred.
Rappelons qu’avec les notations pre´ce´dentes :
Gχ(h) = Tr
(
ψ(Ĥχ)f
(
E − Ĥχ
h
))
. (3.71)
The´ore`me 3.3.1 Asymptotique de Weyl re´duite
Soient G un sous-groupe de Lie de O(d) de dimension p, H : R2d → R un hamiltonien
G-invariant et E ∈ R tel que H ve´rifie (H.0), et (H.1). On suppose qu’il existe ε > 0
tel que si U := H−1(]E − ε,E + ε[), alors les hypothe`ses de re´duction symplectique sont
satisfaites sur U ∩Ω0. On suppose aussi qu’il n’y a pas d’e´quilibre relatif sur Ω0∩U . Soient
enfin f et ψ des fonctions re´elles ve´rifiant (H.2).
Si Suppfˆ ∩ Lred(E) = ∅ , alors on a Gχ(h) = O(h+∞) quand h→ 0+.
Si Suppfˆ ∩ Lred(E) = {0} , alors on a une asymptotique a` toute ordre de Gχ(h) en
puissances de h, dont les coefficients sont des distributions en fˆ a` support dans {0}, avec
en particulier :
Gχ(h) = (2pih)k−d+1fˆ(0)ψ(E)dχ
2pi
∫
gΣE dL eH,E
[
ρχ|H0
: 1l
]
+O(hk−d+2). (3.72)
ou` dL eH,E = dgΣEd eH est la ”mesure de Liouville” associe´e a` H˜ sur Ωred. Rappelons que k est
la dimension des G-orbites sur Ω0 ∩ U . Par ailleurs, si les hypothe`ses sont satisfaites pour
des e´nergies λ voisines de E, alors le re´sultat est uniforme dans un voisinage de E.
La preuve de ce the´ore`me constitue le chapitre 3.5.
I La ”mesure de Liouville” sur Σ˜λ est ici de´finie comme la mesure dσλ sur Σ˜λ telle que, pour
toute fonction f lisse a` support compact dans (Ω0 ∩ U)/G ⊂ Ωred, on a :∫
Ωred
f(x)dσΩred(x) =
∫
R
∫
fΣλ f(x)dσλ(x)dλ. (3.73)
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Elle peut s’exprimer en fonction de la mesure de Lebesgue sur ΣE ∩Ω0 : si f est lisse a` support
compact dans (Ω0 ∩ U)/G ⊂ Ωred, alors on a :∫
gΣE f(x)dL eH,E =
∫
ΣE∩Ω0
f(pi(z))
V ol(G(z))
dσΣE∩Ω0(z)
‖ΠTzΩ0(∇H(z))‖R2d
. (3.74)
ou` dσΣE∩Ω0 est la mesure de Lebesgue sur ΣE ∩ Ω0, et ΠTzΩ0 est le projecteur orthogonal sur
TzΩ0 dans R
2d. En effet, il suffit de ve´rifier que la mesure sur Σ˜λ de´finie par le membre de droite
de (3.74) satisfait (3.73), ce que l’on montre en utilisant (3.68) et le the´ore`me d’inte´gration par
tranches de l’Appendice 4.
I Comparaison : sans syme´trie, si on note L(E) := {t ∈ R : ∃z ∈ ΣE : Φt(z) = z}, et si
L(E) ∩ Suppfˆ = {0}, alors, on a :
Tr
(
ψ(Ĥ)f
(
E − Ĥ
h
))
= (2pih)−d+1fˆ(0)ψ(E)
1
2pi
∫
ΣE
dΣE
|∇H| +O(h
−d+2). (3.75)
I Lorsque G = SO(d), les hypothe`ses de re´dution symplectique du the´ore`me sur le groupe G
sont ve´rifie´es si et seulement si 0 /∈ ΣE. Pour le cas d’une syme´trie cylindrique, elle sont satis-
faites si et seulement si Ω1 ∩ ΣE = ∅ (voir le chapitre 3.1.3).
Fonction de comptage :
Si I est un intervalle compact de R tel que le spectre de Ĥχ soit discret dans I, alors on
note NI,χ(h) := Tr(1lI(Ĥχ)), la fonction de comptage de valeurs propres de Ĥχ dans I compte´es
avec multiplicite´. Remarquons que le re´sultat suivant peut eˆtre utilise´ pour l’e´tude de certains
ope´rateurs de Schro¨dinger ayant une singularite´ de type Coulomb (cf [HKSW]).
The´ore`me 3.3.2 (Asymptotique de la fonction de comptage re´duite)
Soient E1 < E2 dans R, G un sous-groupe de Lie compact de O(d) de dimension p, H :
R2d → R un hamiltonien lisse G-invariant, ve´rifiant (H.0), tel que H−1([E1− 0, E2 + 0])
soit compact (ou` 0 > 0). On suppose par ailleurs que E1 et E2 ne sont pas des valeurs
critiques de H|Ω0 . Si U := H
−1(]E1−0, E2+0[), on suppose que les hypothe`ses de re´duction
symplectique sont satisfaites sur U∩Ω0. Alors le spectre de Ĥχ est discret dans I := [E1, E2],
et on a :
NI,χ(h) = (2pih)
k−ddχV olred(H˜−1(I))
[
ρχ|H0
: 1l
]
+O(hk−d+1). (3.76)
ou` H˜ est le hamiltonien classique re´duit (H˜(pi(z)) = H(z)), et V olred de´signe le volume
riemannien sur Ωred.
I La preuve de ce the´ore`me a` partir du the´ore`me 3.3.1 diffe`re peu du cas sans syme´tries,
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et est tre`s proche de celle du livre [Ro], The´ore`me (V-11) p.273 : la recette est toujours convo-
lution, re´gularisation, the´ore`me taube´rien ([Ro] The´ore`me (V-13)) et inte´gration par tranches,
en utilisant (3.74).
I Comparaison : sans syme´trie, on a en supposant que E1 et E2 ne sont pas des valeurs
critiques de H :
NI(h) := Tr(1lI(Ĥ)) = (2pih)
−dV ol(H−1(I)) +O(h−d+1). (3.77)
I Lorsque G = SO(d), les hypothe`ses sur le groupe G du the´ore`me sont ve´rifie´es si et seulement
si 0 /∈ H−1([E1, E2]). Pour le cas d’une syme´trie cylindrique, elle sont satisfaites si et seulement
si Ω1 ∩H−1([E1, E2]) = ∅ (voir le chapitre 3.1.3).
I Lorsque G est un groupe fini, sous les hypothe`ses du the´ore`me, on a Ω0 = R
2d, selon
la remarque technique de la fin du paragraphe 2.2, H0 = {IdRd}, et p = k = 0. Comme[
ρχ|H0
: 1l
]
= dχ, et (pour A ⊂ Ωred), V olred(A) = 1|G|V ol(pi−1(A)), on retrouve le the´ore`me
2.2.11.
Corollaire 3.3.3 Multiplicite´ des valeurs propres et syme´trie des vecteurs
propres de Ĥ : Sous les meˆmes hypothe`ses que le the´ore`me pre´ce´dent, si H−1(I)∩Ω0 6= ∅
et si χ est un caracte`re irre´ductible tel que
∫
H0
χ(h)dh 6= 0, alors, pour h suffisament petit,
il existe dans I des valeurs propres de Ĥ ayant des vecteurs propres posse´dant la syme´trie
L2χ(R
d) et donc de multiplicite´ supe´rieure a` dχ.
Preuve du corollaire : E1 et E2 n’e´tant pas des valeurs critiques de H|Ω0 , on a V olred(H˜
−1(I)) 6=
0 ⇐⇒ H˜−1(I) 6= ∅ ⇐⇒ H−1(I)∩Ω0 6= ∅. Ainsi, selon le the´ore`me pre´ce´dent, si
∫
H0
χ(h)dh 6=
0, alors, pour h petit, NI,χ(h) 6= 0. Par ailleurs, on a vu dans le premier chapitre de la the`se que
les valeurs propres de Ĥχ sont de multiplicite´ proportionnelle a` dχ (cf Proposition 1.2.4). 
En termes de proportions, on peut interpre´ter plus pre´cise´ment le corollaire pre´ce´dent en e´crivant :
NI,χ(h)
NI(h)
= (2pih)k
V olred(H˜
−1(I))
V ol(H−1(I))
dχ
[
ρχ|H0
: 1l
]
+O(hk+1). (3.78)
En particulier, la proportion de valeurs propres de Ĥ ayant des fonctions propres de syme´trie
L2χ(R
d) diminue avec h, ce qui n’est pas le cas pour les groupes finis.
Une autre illustration : Avec G = SO(3), si 0 /∈ H−1(I), alors les hypothe`ses des the´ore`mes
pre´ce´dents sont satisfaites (cf supra), et on peut prendre H0 =
 
1 0
0 SO(2)
!
= Stab(e1, 0). Puis,
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on utilise la formule des caracte`res du premier chapitre de la the`se (cf lemmes 1.1.5 et 1.1.6)
pour e´crire, pour n ∈ N :∫
H0
χ˜n(h)dh =
1
2pi
∫ 2pi
0
χ˜n(R˜θ)dθ =
n∑
k=−n
1
2pi
∫ 2pi
0
e−ikθdθ = 1.
Ainsi, pour tout n dans N, comme dχn = 2n + 1, on en de´duit que si H
−1(I) ∩ Ω0 6= ∅, alors,
σ(Ĥ)∩ I engendre des espaces propres de dimension de plus en plus grande lorsque h tend vers
ze´ro.
3.3.2 Termes oscillants
On de´finit pour E et t0 dans R
∗, Pred(E, t0) l’ensemble des orbites pe´riodiques de Σ˜E ayant
t0 pour pe´riode. Le the´ore`me suivant donne une formule de Gutzwiller pour Ĥχ dans l’espace
re´duit lorsqu’on suppose que les orbites pe´riodiques sont non-de´ge´ne´re´es dans Σ˜E (voir de´finition
4.1.1) :
The´ore`me 3.3.4 Formule de Gutzwiller re´duite
Soient G un sous-groupe de Lie de O(d) de dimension p, H : R2d → R un hamiltonien
G-invariant et E ∈ R tel que H ve´rifie (H.0), et (H.1). On suppose qu’il existe ε > 0
tel que si U := H−1(]E − ε,E + ε[), alors les hypothe`ses de re´duction symplectique sont
satisfaites sur U ∩Ω0. On suppose aussi qu’il n’y a pas d’e´quilibre relatif sur Ω0∩U . Soient
enfin f et ψ des fonctions re´elles ve´rifiant (H.2).
On suppose que les orbites pe´riodiques de Σ˜E ⊂ Ωred ayant une pe´riode dans Lred(E) ∩
Suppfˆ sont non-de´ge´ne´re´es pour ces pe´riodes. Si 0 /∈ Suppfˆ , alors on a une asymptotique
a` toute ordre de Gχ(h) en puissances de h (avec des termes oscillants du type e iαh ), dont les
coefficients sont des distributions en fˆ a` support dans Lred(E)∩Suppfˆ , avec en particulier :
Gχ(h) = Tr
(
ψ(Ĥχ)f
(
E− bHχ
h
))
=
ψ(E)dχ
∑
t0∈Lred(E)∩Suppfˆ
fˆ(t0)
∑
γ¯∈Pred(E,t0)
e
i
h
Sγ¯(t0) 1
2pi
∫
Λγ¯,t0
χ(g)d(t0, z, g)dσΛγ¯ (z, g) +O(h).
(3.79)
ou` la densite´ d(t0, z, g) est donne´e dans le the´ore`me 3.4.7,
Λγ¯,t0 := {(z, g) ∈ (Ω0 ∩ ΣE)×G : z = M(g)Φt0(z) et pi(z) ∈ γ¯}. (3.80)
dσΛγ¯,t0 est la mesure de Lebesgue sur Λγ¯,t0 , et Sγ¯(t0) =
∫ t0
0 pt(z)q˙t(z)dt ne de´pend pas du
point z de tel que pi(z) ∈ γ¯ (ou` Φt(z) = (qt(z), pt(z))).
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La preuve de ce the´ore`me constitue le chapitre 3.6.
I Lorsque dim(Ωred) = 2, i.e. lorsque d = k + 1, les orbites pe´riodiques sont automatique-
ment non-de´ge´ne´re´es pour des questions de dimension. C’est le cas pour G = SO(d).
I Comparaison : sans syme´trie, en supposant que les orbites pe´riodiques dont une pe´riode
rencontre Suppfˆ sont non-de´ge´ne´re´es, et si 0 /∈ Suppfˆ , on a :
Tr
(
ψ(Ĥ)f
(
E − Ĥ
h
))
= ψ(E)
∑
t0∈L(E)∩Suppfˆ
fˆ(t0)
∑
γ∈P (E,t0)
1
2pi
e
i
h
Sγ(t0)T ∗γ e
ipi
2
σ(γ,t0)
|det(Fz(t0)|Vz − I)|
1
2
+O(h)
(3.81)
I Il est donc naturel de pre´voir que :∫
Λγ¯,t0
χ(g)d(t0, z, g)dσΛγ¯ ,t0 (z, g) =
T ∗¯γ e
ipi
2
σ(γ¯,t0)
|det(dF˜x(t0)|Vx − I)|
1
2
Wχ,γ¯,t0 . (3.82)
ou` T ∗¯γ est la pe´riode primitive de γ¯, σ(γ¯, t0) ∈ N, F˜x(t) de´signe la diffe´rentielle de x 7→ Φ˜t(x) a` t
fixe´, et Vx ⊂ TxΩred est l’orthogonal symplectique pour ωred de E˜1 := ∪k≥0 ker(dF˜x(t0)− Id)k.
Le terme Wχ,γ¯,t0 ne de´pend que de χ, γ¯, et t0 (ce qui fait que notre conjecture ne signifie pas
grand chose). Le tout est donc d’identifier ce terme. Au vu des formules de Weyl, il parait naturel
de penser que Wχ,γ¯,t0 =
[
ρχ|H0
: 1l
]
. Ceci dit, il faut que notre formule fonctionne pour le cas
d’un groupe fini lorsque H0 = {IdRd} (voir the´ore`me 2.2.16), ou` l’on a Ω0 = R2d. Dans ca cas-la`,
nous voyons que Wχ,γ¯,nT ∗¯γ = χ(g
n
γ¯ ), et comme
[
ρχ|H0 : 1l
]
= dχ, on se rend compte que Wχ,γ¯,t0
est plus complique´ que c¸a.
Ainsi, on obtiendrait avec syme´tries la conjecture :
Gχ(h) = dχψ(E)
∑
t0∈Lred(E)∩Suppfˆ
fˆ(t0)
∑
γ¯∈Pred(E,t0)
1
2pi
e
i
h
Sγ¯(t0)T ∗¯γ e
ipi
2
σ(γ¯,t0)
|det(dF˜x(t0)|Vx − I)|
1
2
Wχ,γ¯,t0 +O(h).
(3.83)
Cependant le calcul de d(t0, z, g) e´tant trop complexe nous n’avons pour l’instant pu trouver la
forme de Wχ,γ¯,t0 .
I Les travaux du physicien S.C. Creagh approchent ce type de re´sultat (cf [Cr]-1993). Cepen-
dant, dans ses articles il se restreint a` des syme´tries abe´liennes ou au cas SO(3) (dans ce cas-la`, il
semblerait que Wχ,γ¯,t0 = 1). Un papier des physiciens Pal et Biswas (cf [B-P]-1998) e´tudie le cas
d’une syme´trie cylindrique. Il existe encore d’autres papiers spe´cialise´s (toujours de physique)
dans le cas de telle ou telle syme´trie, mais pas de re´sultat global (pour une syme´trie quelconque)
a` ma connaissance. Par ailleurs, ces articles de physique utilisent des approximations du type
”formule de Van Vleck” qui me´ritent des justifications mathe´matiques.
I Si l’on ne suppose pas que les orbites pe´riodiques du syste`me re´duit sont non-de´ge´ne´re´es dans
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Σ˜E, on dispose, sous une certaine condition de flot G-propre, d’une asymptotique the´orique
de Gχ(h) faisant intervenir les composantes connexes de l’ensemble :
CE,T = {(t, z, g) ∈]− T, T [×R2d ×G : z ∈ (Ω0 ∩ ΣE),M(g)Φt(z) = z}.
Voir la de´finition 3.4.5 et le the´ore`me 3.4.7.
3.4 Analyse du proble`me de phase stationnaire : notion de flot
G-propre
Dans ce paragraphe on amorce la preuve des the´ore`mes 3.3.4 et 3.3.1. Nous nous servons de
l’e´tude qui a e´te´ faite sur les groupes finis et la reprenons au stade de 2.3.8. On doit appliquer
le the´ore`me de la phase stationnaire a` des termes de la forme :∫
G
∫
Rt
∫
R2dz
a(t, z, g)e
i
h
ϕE(t,z,g)dzdtdg. (3.84)
ou` a(t, z, g) est a` support compact, et ϕE est donne´e dans le lemme 2.3.8.
Dans un premier temps, on va e´tablir une condition ne´cessaire et suffisante pour pouvoir
appliquer ce the´ore`me, que nous appellerons ”condition de flot G-propre”. Puis on en de´duira
une asymptotique the´orique pour Gχ(h) (voir le the´ore`me 3.4.7). Ensuite, on va calculer le
premier terme de cette asymptotique lorsque fˆ est supporte´e pre`s de ze´ro (terme dit ”de Weyl”,
voir chapitre 3.5 et the´ore`me 3.3.1). Enfin, en supposant de plus que les orbites pe´riodiques de
l’espace re´duit ve´rifient une hypothe`se de non-de´ge´ne´rescence, pour fˆ a` support compact sans
restriction, on donnera une formule de Gutzwiller pour Ĥχ qui fait la correspondance entre des
objets quantiques de L2χ(R
d) et des quantite´s classiques du syste`me dans l’espace re´duit (voir
chapitre 3.6).
3.4.1 Calcul de l’ensemble critique CE,T
Soit CE,T := {a := (t, z, g) ∈] − T, T [×R2d × G : =(ϕE(a)) = 0,∇t,α,gϕE(a) = 0}.
Proposition 3.4.1 L’ensemble critique est :
CE,T = {(t, z, g) ∈]− T, T [×R2d ×G : z ∈ (Ω0 ∩ ΣE),M(g)Φt(z) = z}. (3.85)
Preuve de la proposition :
• Calcul de =ϕE : ϕ1 e´tant re´elle, on a :
=ϕE(t, z, g) = <ϕ2(t, z, g) = 1
4
|zt −M(g−1)z|2 − 1
4
< < Ŵt(zt −M(g−1)z); zt −M(g−1)z > .
=ϕE(t, z, g) = 0 ⇐⇒ |zt −M(g−1)z|2 = < < Ŵt(zt −M(g−1)z); zt −M(g−1)z >Cd .
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Or, selon le lemme 2.3.8, ‖Wt‖L(Cd) < 1, donc =ϕE(t, z, g) = 0 ⇐⇒ Φt(z) = M(g−1)z .
• Calcul du gradient de ϕ1 : (voir justification infra) Pour A ∈ G, on a :
∂tϕ1(t, z, g) = E −H(z)− 12 < (zt −M(g−1)z);Jz˙t >
∇zϕ1(t, z, g) = 12(M(g) +t Fz(t))J(zt −M(g−1)z)
∂gϕ1(t, z, g)(Ag) =
1
2 < JAz; gzt >
(3.86)
• Calcul du gradient de ϕ2 :(voir justification infra)
4∂tϕ2(t, z, g) = 2 < (I − Ŵt)(zt − g−1z); z˙t > − < ∂z(Ŵt)(zt − g−1z); (zt − g−1z) >
4∇zϕ2(t, z, g) = 2(tFz(t)−M(g))(I − Ŵt)(zt − g−1z)−t [∂z(Ŵt)(zt − g−1z)](zt − g−1z)
4∂gϕ2(t, z, g)(Ag) = 2 < (I − Ŵt)M(g−1)Az; (zt − g−1z) >, si A ∈ G
(3.87)
Ainsi, on constate que (t, z, g) ∈ CE,T si et seulement si Φt(z) = M(g−1)z, H(z) = E et pour
tout A dans G, < JAz; z >= 0, i.e. z ∈ Ω0, ce qui ache`ve la preuve de la proposition.
• Justification des calculs de gradients : les calculs de ∂tϕ1 ∂tϕ2, ∂gϕ1 et ∂gϕ2 ne pre´sentent pas
de difficulte´. On rappelle quelques formules classiques de calcul diffe´rentiel dans Rn qui serviront
aussi pour le calcul de la hessienne : pour f, g : Rn → Rm, H0 : Rm → R, et A : Rm →Mp(C) :
∇(< f(z), g(z) >) =t (dzf)g(z) +t (dzg)f(z). (3.88)
∇(H0(f(z)) =t (dzf)(∇H0)(f(z)). (3.89)
dz(A(z)f(z)) = (dzA)(f(z)) +A(z).dzf. (3.90)
En utilisant (3.88) et (3.90), on obtient facilement ∇zϕ2(t, z, g). Reste a` calculer ∇zϕ1(t, z, g).
Pour simplifier les notations, on note g pour M(g). Selon (3.88), on a :
∇zϕ1(t, z, g) = −t∇H(z) + 1
2
(gJ +t (gJ)) − 1
2
Z t
0
tdz(Φs(z)− g−1z)Jz˙sds− 1
2
Z t
0
t(Jdz(z˙s)(zs − g−1z)ds.
Or dz(z˙s) = ∂z∂t(Φ(s, z)) =
d
ds(Fz(s)). Par une inte´gration par parties, on obtient :∫ t
0
t(Jdz(z˙s))(zs − g−1z)ds = −
∫ t
0
d
ds
(tFz(s))J(zs − g−1z)ds.
= − [tFz(s)J(zs − g−1z)]t0 + ∫ t
0
tFz(s)Jz˙sds.
Ainsi, ∇zϕ1(t, z, g) = −t∇H(z) + 1
2
J(g − g−1)z − 1
2
∫ t
0
(tFz(s)− g)Jz˙sds
+
1
2
(tFz(t)J(zt − g−1z)) − 1
2
J(I − g−1)z − 1
2
∫ t
0
tFz(s)Jz˙sds.
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Or tFz(s)Jz˙s = −tFz(s)∇H(Φs(z)) = −∇(H(Φs(z))), selon (3.89), de sorte que par conservation
de l’e´nergie, on a tFz(s)Jz˙s = −∇H(z). Donc, ∇zϕ1(t, z, g) =
−t∇H(z) + 1
2
J(g − g−1)z + 1
2
gJ(zt − z) + 1
2
(tFz(t)J(zt − g−1z))− 1
2
J(I − g−1)z + t∇H(z)
=
1
2
t
Fz(t)J(zt − g−1z) + 1
2
gJ(zt − g−1z).
D’ou` le calcul de ∇zϕ1. 
3.4.2 Calcul de la hessienne Hess ϕE(t, z, g)
Afin d’alle´ger les notations, nous noterons dans toute la suite de la meˆme manie`re (sauf
mention du contraire) l’e´le´ment de l’alge`bre de Lie A ∈ G ⊂Md(R) et l’e´le´ment de M2d(R) :
M(A) =
d
dt |t=0
(M(etA)) =
(
A 0
0 A
)
. (3.91)
Rappelons que si M est une sous-varie´te´ de dimension p0 d’un espace vectoriel euclidien de
dimension finie (E,<,>E) , si f : M → C est C2, si x0 ∈ M , si ϕ : U ⊂ Rp0 → M est une
carte locale avec ϕ(0) = x0, et enfin si dx0f = 0, alors on de´finit la matrice hessienne de f en
x0 (associe´e a` la carte ϕ) par :
Hess f(x0) :=
((
∂2(f ◦ ϕ)
∂xi∂xj
(0)
))
1≤i,j≤p
∈Mp0(R).
La forme biline´aire hessienne de f en x0 est alors de´finie sur Tx0M par :
f ′′(x0)(u, v) :=< Hess f(x0)(d0ϕ)−1(u); (d0ϕ)−1(v) >Rp0 .
A priori, la matrice complexe de´pend de la carte choisie, mais pas f ′′(x0). (cf [Laud] p.88
Proposition III.4.3).
On applique ceci a` E := R× R2d ×Md(R), en prenant pour produit scalaire sur Md(R) :
<< A,B >>:= Tr(tAB). (3.92)
Notons que ce produit scalaire munit tout sous-groupe de O(d) d’une me´trique riemannienne
telle que la mesure associe´e est proportionnelle a` la mesure de Haar du sous-groupe (il suffit
de ve´rifier qu’elle est re´gulie`re et invariante par translation a` gauche). Par ailleurs, on prend ici
f ← ϕE en x0 ← (t0, z0, g0) ∈ CE,T , en choisissant la carte :
ϕ(t0,z0,g0) = ϕ :

U ⊂ R× R2d ×Rp → R× R2d ×G
(t, z, s) 7→ (t, z, exp(
p∑
i=1
siAi).g0).
(3.93)
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ou` (A1, . . . , Ap) est une base (orthonorme´e) de G choisie en fonction de g0 et z0 de la fac¸on
suivante :
(A1, . . . , Ak) est une base orthonorme´e de [TId(Stab(z0))]
⊥. (3.94)
(Ak+1, . . . , Ap) est une base orthonorme´e de TId(Stab(z0)). (3.95)
(on rappelle que k = 2d− dim(Ω0 ∩ U)).
HessϕE(t, z, g) est alors constitue´e de blocs carre´s repre´sente´s dans l’ordre suivant sur une
meˆme ligne : 1 bloc 1× 1, puis 1 bloc 2d× 2d, puis k blocs 1× 1 et 1 blocs (p− k)× (p− k) nul.
Lorsqu’apparaˆıt un indice ”i”, il faut re´pe´ter ”k” fois le meˆme bloc dans le sens des lignes, en
faisant varier i de 1 a` k, et lorsqu’apparaˆıt un indice ”j” on re´pe`te ”k” fois le bloc dans le sens
des colonnes en faisant varier j de 1 a` k (voir la proposition ci-apre`s).
Proposition 3.4.2 Soit (t, z, g) ∈ CE,T . Alors Hess ϕE(t, z, g) =
i
2
< g(I − cWt)g−1J∇H;J∇H > −t∇H i2 < J∇H; g(I − cWt)g−1Ajz > 0
+ i
2
t
h
(tF − g)(I − cWt)g−1J∇Hi
−∇H 1
2
[JgF −t (gF )J ] 1
2
(tF + g)Jg−1Ajz 0
+ i
2
(tF − g)(I − cWt)g−1J∇H + i2 (tF − g)(I − cWt)(F − g−1) + i2 (tF − g)(I − cWt)g−1Ajz
i
2
< J∇H; g(I − cWt)g−1Aiz > 12 t ˆ(tF + g)Jg−1Aiz˜ i2 < g(I − cWt)g−1Aiz;Ajz > 0
+ i
2
t
[(tF − g)(I − cWt)g−1Aiz]
0 0 0 0

ou` l’on a note´ g pour M(g), F pour Fz(t), et ∇H pour ∇H(z).
Preuve de la proposition :
Notons ((ai,j))1≤i,j≤4 les blocs de la matrice de l’e´nonce´. Gardons en me´moire les formules
(3.37) et (3.38). On utilise les calculs de (3.86) et (3.87) : on a clairement ∂2t ϕ1(t, z, g) = 0. Puis,
comme z˙t = g
−1J∇H(z), on a :
∂2t ϕ1(t, z, g) =
1
2
< (I − Ŵt)z˙t, z˙t >= 1
2
< g(I − Ŵt)g−1J∇H(z), J∇H(z) > .
D’ou` a1,1.
∂t∂zϕ1(t, z, g) =
1
2
(g +t F )Jz˙t = −1
2
(I +t Fg−1)∇H(z) = −∇H(z),
car on a tFg−1∇H(z) = ∇H(z). Par ailleurs, 4∂t∂zϕ2(t, z, g) = 2(tF − g)(I − Ŵt)g−1J∇H(z).
D’ou` a1,2 et a2,1.
∂t∂siϕ1(t, z, g) =
1
2
< JAiz, J∇H(z) >= 0,
selon (3.37). Par ailleurs, ∂t∂siϕ2(t, z, g) =
1
2 < (I − Ŵt)g−1Aiz, g−1J∇H(z) >. D’ou` a1,3 et
a3,1. Puis, (3.46) donne a1,4 et a4,1.
Selon (3.90), on a :
∂2zϕ1(t, z, g) =
1
2
(g +t F )J(F − g−1) = 1
2
(JgF −t (gF )J).
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4∂2zϕ2(t, z, g) = 2(
tF − g)(I − Ŵt)(F − g−1).
On obtient ainsi a2,2. On rappelle que [A, J ] = 0 et que
tA = −A. D’ou`, selon (3.89) :
∂z∂siϕ1(t, z, g) =
1
2
(−tAiJgzt + (tFg−1)JAiz) = 1
2
(tF + g)Jg−1Aiz.
Toujours selon (3.89), on a :
4∂z∂siϕ2(t, z, g) = 2(
tF − g)(I − Ŵt)g−1Aiz.
On en de´duit a2,3, a3,2, a2,4 et a4,2.
Reste a` calculer ∂si∂sjϕE :
Lemme 3.4.3
∂2
∂si∂sj
(e
Pp
r=1 srAr)|s=0 =
1
2
(AiAj +AjAi).
Preuve du lemme : On rappelle que si X et Y sont dans MN (R), alors
dY (exp)(X) =
∑
n≥1
1
n!
(
n−1∑
k=0
Y kXY n−1−k).
Ainsi, si ϕ(si) := siAi + sjAj, alors
d
dsi |si=0
(eϕ(si)) = dϕ(0)(exp)(ϕ
′(0)) =
∑
n≥1
sn−1j
n!
(
n−1∑
k=0
AkjAiA
n−1−k
j ).
∂2
∂si∂sj
(e
Pp
r=1 srAr)|s=0 =
d
dsj |sj=0
[
d
dsi |si=0
(exp(siAi + sjAj))
]
=
d
dsj |sj=0
∑
n≥1
sn−1j
n!
(
n−1∑
k=0
AkjAiA
n−1−k
j )
 = 1
2
(AiAj +AjAi)
par de´rivation sous le signe somme. 
On rappelle que :
ϕ1(t, z, g) = (E −H(z))t + 1
2
M(g−1)zJz − 1
2
∫ t
0
(zs −M(g−1)z)Jz˙sds
Donc, selon le lemme qui pre´ce`de :
∂2
∂si∂sj
ϕ1(t, z, g) =
1
4
< z;J(AiAj +AjAi)gz > +
1
4
∫ t
0
g−1(AiAj +AjAi)Jz˙sds
=
1
4
< (AiAj +AjAi)z, Jz >= −1
2
< Ajz, JAiz >= 0
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selon (3.38). Par ailleurs, rappelons que :
ϕ2(t, z, g) =
1
4
< (I − Ŵt)(zt −M(g−1)z); (zt −M(g−1)z) >
Selon le meˆme lemme : 4 ∂
2
∂si∂sj
ϕ2(t, z, g) =
d
dsj |sj=0
»
< (I − cWt) ddsi |si=0 (zt − g−1z); zt − g−1z > + < (I − cWt)(zt − g−1z); ddsi |si=0 (zt − g−1z) >
–
=< (I − cWt) ddsi |si=0 (zt − g−1z); ddsj |sj=0(zt − g−1z) > + < (I − cWt) ddsj |sj=0(zt − g−1z); ddsi |si=0(zt − g−1z) >
= 2 < (I − Ŵt)g−1Aiz, g−1Ajz > .
On en de´duit a4,3, a3,4, a4,4 et a3,3, et ceci ache`ve la preuve la proposition. 
3.4.3 Calcul du noyau re´el de la hessienne et flot G-propre
On rappelle que le noyau re´el de la matrice hessienne est ici de´fini comme l’ensemble des
(τ, α,Ag) ∈ R×R2d×Gg tels que A =
p∑
i=1
siAi (si ∈ R) et (t, z, s1, . . . sp) ∈ ker(HessϕE(t, z, g)).
Proposition 3.4.4 Soit (t, z, g) ∈ CE,T . Le noyau re´el de la hessienne est :
kerRHess ϕE(t, z, g) =
{(τ, α,Ag) ∈ R×R2d×Gg : α ⊥ ∇H(z), α ⊥ J(Gz), τJ∇H(z)+(M(g)Fz (t)−Id)α+Az = 0}.
(3.96)
Preuve de la proposition : Rappellons que (t, z, g) e´tant fixe´, A1, . . . , Ap est une base de G
de´pendant de (t, z, g), telle que A1, . . . , Ak est une base orthonorme´e de (TId(Stab(z)))
⊥ et
Ak+1 . . . Ap est une base de TId(Stab(z)). Donc, A ∈ G s’e´crit A =
p∑
i=1
siAi ou` si ∈ R. Ainsi, en
se´parant partie re´elle et imaginaire, on e´crit Ŵt = Ŵ1 + iŴ2, ou` Ŵ1 et Ŵ2 sont syme´triques, et
(τ, α,Ag) ∈ kerR HessϕE(t, z, g) si et seulement si 7 :
τ < gŴ2g
−1J∇H(z);J∇H(z) > −2∇H(z)α+ < gŴ2g−1J∇H(z); (gF − I)α >
+ < J∇H(z); gŴ2g−1Az >= 0
}
(♥)
−2τ∇H(z) + [JgF −t (gF )J ]α + (tF − g)Ŵ2[(F − g−1)α+Az]
+τ(tF − g)Ŵ2g−1J∇H(z) + (tF + g)Jg−1Az = 0
}
(♠)
Pour tout i entre 1 et k :
τ < J∇H(z); gŴ2g−1Aiz > + < Jg−1Aiz; (F + g−1)α >
+ < gŴ2g
−1Aiz; (gF − I)α > + < gŴ2g−1Aiz;Az >= 0
}
(G1i )
7Dans ce calcul on note F pour Fz(t).
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Pour la partie imaginaire :
τ < g(I − Ŵ1)g−1J∇H(z);J∇H(z) > + < g(I − Ŵ1)g−1J∇H(z); (gF − I)α >
+ < J∇H(z); g(I − Ŵ1)g−1Az >= 0
}
(♦)
τ(tF − g)(I − Ŵ1)g−1[J∇H(z) + (gF − I)α] + (tF − g)(I − Ŵ1)g−1Az = 0
}
(♣)
Pour tout i entre 1 et k :
τ < J∇H(z); g(I − Ŵ1)g−1Aiz > + < g(I − Ŵ1)g−1Aiz; (gF − I)α+Az >= 0
}
(G2i )
On pose
x := τJ∇H(z) + (gF − I)α+Az. (3.97)
Ainsi, en utilisant le fait que Ŵ1 et Ŵ2 sont syme´triques, on a :
(♥) ⇐⇒ < gŴ2g−1J∇H(z);x >= 2 < ∇H(z);α >
(♦) ⇐⇒ < g(I − Ŵ1)g−1J∇H(z);x >= 0
(♣) ⇐⇒ (tF − g)(I − Ŵ1)g−1x = 0
(G1i ) ⇐⇒ < gŴ2g−1Aiz;x > + < JAiz; (gF + I)α >= 0
(G2i ) ⇐⇒ < g(I − Ŵ1)g−1Aiz;x >= 0
(♠) s’exprime aussi en fonction de x : rappelons que l’on a
M(g)Fz(t)J∇H(z) = J∇H(z).
(de´river en s = 0 l’identite´ : M(g)Φt(Φs(z)) = Φs(z)). Par ailleurs, gF et Fg sont des matrices
symplectiques, donc gFJ t(gF ) = J et FgJ t(Fg) = J . Enfin, [g, J ] = 0 et Ŵ2 = JŴ1. On
multiplie alors (♠) par gFJ pour obtenir :
−2τ∇H(z) + (gF − I)gŴ1g−1x− gFgFα − (I + gF )Az + α = 0.
−τJ∇H(z) + (gF − I)gŴ1g−1x− gFgFα − (τ∇H(z) + (gF − I)α+Az)
−(I + gF )Az + (gF − I)α+Az + α = 0.
Or τJ∇H(z) = τgFJ∇H(z), donc :
(gF − I)gŴ1g−1x− x− gFx = 0.
Ainsi (♠) ⇐⇒ (gF − I)(I − gŴ1g−1)x = −2x .
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Posons y := (I − gŴ1g−1)x. Ainsi, on a :{
(♣) ⇐⇒ y ∈ ker[t(gF )− I] = Im(gF − I)⊥
(♠) ⇐⇒ (gF − I)y = −2x
Si (τ, α, gA) ∈ kerR Hess ϕE(t, z, g) alors x ⊥ y, i.e.
< (I − gŴ1g−1)x;x >= 0, i.e. |x|2 =< Ŵ1g−1x; g−1x > .
Si x 6= 0, on a |x|2 < |x|2, donc x = 0 et alors (♥)⇒ α ⊥ ∇H(z) .
Donc d’apre`s (G1i ), on a
(gF + I)α ∈ J(Gz)⊥. (3.98)
Or d’apre`s (3.37) et (3.38) J∇H(z) et Az sont dans (JGz)⊥, et x = 0, donc :
(gF − I)α ∈ (JGz)⊥. (3.99)
D’apre`s (3.98)et (3.99), on a α ∈ (JGz)⊥.
La re´ciproque est claire. 
Dans ce qui suit, nous donnons un crite`re ge´ome´trique simple pour obtenir une asymptotique
de Gχ(h) par notre me´thode :
Soit Ψ :=
{
]− T, T [×(ΣE ∩ Ω0)×G→ R2d
(t, z, g) 7→ gΦt(z)− z
De´finition 3.4.5 On dit que le flot est G-propre sur ] − T, T [×(ΣE ∩ Ω0) si ze´ro est une
valeur faiblement re´gulie`re de Ψ, i.e. :
– Ψ−1({0}) = CE,T est une union finie de sous-varie´te´s de R× R2d ×G
– ∀(t, z, g) ∈ CE,T , on a T(t,z,g)CE,T = ker d(t,z,g)Ψ
L’hypothe`se de flot G-propre est en fait la bonne pour pouvoir appliquer correctement le
the´ore`me de la phase stationnaire :
Proposition 3.4.6 Le flot est G-propre sur ]−T, T [×(ΣE ∩Ω0) si et seulement si CE,T est
une union finie de sous-varie´te´s de R × R2d × G et si le hessien transverse de ϕE est non
de´ge´ne´re´e sur CE,T .
Preuve de la proposition : on sait que le hessien transverse de ϕE est non de´ge´ne´re´ sur CE,T si
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et seulement si pour tout (t, z, g) dans CE,T on a kerR HessϕE(t, z, g) = T(t,z,g)CE,T . Il n’y a donc
qu’a` montrer que :
ker d(t,z,g)Ψ = kerR HessϕE(t, z, g).
Soient (t, z, g) ∈ CE,T , et (τ, β,Ag) ∈ T(t,z,g)(]−T, T [×(ΣE∩Ω0)×G), i.e. τ ∈ R, β ∈ Tz(Ω0∩ΣE)
and A ∈ G. Comme ΣE et Ω0 sont transverses, on a Tz(Ω0 ∩ ΣE) = TzΩ0 ∩ TzΣE, de sorte que
β ⊥ ∇H(z) et Jβ ⊥ Gz (car TzΩ0 = (JGz)⊥).
d(t,z,g)Ψ(τ, β,Ag) = τ∂tΨ + ∂zΨ(β) + ∂gΨ(Ag)
= τM(g)J∇H(Φt(z)) + (M(g)Fz(t)− IdR2d)β + dds |s=0[esAM(g)Φt(z)]
= τJ∇H(z) + (M(g)Fz(t)− IdR2d)β +Az.
D’apre`s la proposition 3.4.4, ceci ache`ve la preuve de la proposition. 
The´ore`me 3.4.7 Soient G un sous-groupe de Lie de O(d) de dimension p, H : R2d → R un
hamiltonien G-invariant et E ∈ R tel que H ve´rifie (H.0), et (H.1). On suppose qu’il existe
ε > 0 tel que si U := H−1(]E − ε,E + ε[), alors les hypothe`ses de re´duction symplectique
sont satisfaites sur U ∩ Ω0. On suppose aussi qu’il n’y a pas d’e´quilibre relatif sur Ω0 ∩ U .
Soient enfin f et ψ des fonctions re´elles ve´rifiant (H.2). On suppose par ailleurs que CE,T
est compact et que la condition de flot G-propre est satisfaite sur ]− T, T [×(Ω0 ∩ ΣE).
Alors on a une asymptotique de Gχ(h) en puissances de h avec des termes oscillants. Si
[CE,T ] de´signe l’ensemble des composantes connexes de CE,T alors la quantite´
∫ t
0 psq˙sds est
constante sur chaque e´le´ment Y de [CE,T ], note´e SY et l’asymptotique est donne´e modulo
O(h+∞) par :
Gχ(h) =
∑
Y ∈[CE,T ]
(2pih)
1−dim Y+p
2 e
i
h
SY ψ(E)
dχ
2pi
∫
Y
fˆ(t)d(t, z, g)dσY (t, z, g) +
∑
j≥1
hjaj,Y
 .
ou` la densite´ d(t, z) est de´finie par :
d(t, z, g) := χ(g)det
− 1
2
+
(
ϕ′′E(t, z, g)|N(t,z,g)Y
i
)
det
− 1
2
+
(
A+ iB − i(C + iD)
2
)
.
Rappelons que ϕ′′E(t, z, g) est donne´e par la proposition 3.4.2 et que A, B, C, D sont donne´s
par : Fz(t0) =
 
A B
C D
!
.
Preuve du the´ore`me :
Rappelons que Gχ(h) = dχ
∫
G
χ(g)Ig,E(h)dg. Comme dans le cas d’un groupe fini, en utili-
sant la proposition 3.4.6, via le the´ore`me de la phase stationnaire ge´ne´ralise´, on obtient un
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de´veloppement asymptotique de la forme voulue, et il nous reste a` calculer le premier terme.
Celui-ci est donne´ par :
Gχ(h) ∼
h→0+
dχ
(2pih)−d
2pi
∫
G
∫
Rt
∫
R2dα
χ(g)χ2(α)fˆ (t)a0(g
−1α)) det−
1
2
+ (
A+iB−i(C+iD)
2
) e
i
h
ϕE,g(t,z)dtdzdg.
On sait que a0(α) = ψ(H(α)), de sorte qu’en utilisant la G-invariance de H, on a :
Gχ(h) ∼
h→0+
dχ
(2pih)−d
2pi
∫
G
∫
Rt
∫
R2dα
χ(g)χ2(α)fˆ (t)ψ(H(α)) det
− 1
2
+ (
A+iB−i(C+iD)
2
) e
i
h
ϕE,g(t,z)dtdzdg.
Soit [CE,T ] l’ensemble des composantes connexes de CE,T . D’apre`s le calcul de CE,T , ϕE est
constante sur les composantes connexes de CE,T , e´gale a` :
ϕE(t, α, g) = S(α, t) + Et =
∫ t
0
psq˙sds ou` (qs, ps) = Φs(α).
Pour Y ∈ [CE,T ], notons SY cette quantite´. Le the´ore`me de la phase stationnaire ge´ne´ralise´ (cf
appendice 4.3) donne alors l’asymptotique :
Gχ(h) =
∑
Y ∈[CE,T ]
(2pih)
1−dim Y+p
2 e
i
h
SY
ψ(E)
2pi
∫
Y
fˆ(t)d(t, z, g)dσY (t, z, g) +
∑
j≥1
hjaj,Y
+O(h+∞)
ou` la densite´ d(t, z, g) est de´finie par :
d(t, z, g) := χ(g)det
− 1
2
+
(
ϕ′′E,g(t, z)|N(t,z)Y
i
)
.det
− 1
2
+
(
A+ iB − i(C + iD)
2
)
. (3.100)
Ceci ache`ve la preuve du the´ore`me 3.4.7. 
3.5 Cas ou` fˆ est supporte´e pre`s de ze´ro
3.5.1 Le flot est toujours G-propre pre`s de ze´ro
On note :
Lred(E) = Lred := {t ∈ R : ∃g ∈ G,∃z ∈ Ω0 ∩ ΣE : M(g)Φt(z) = z}. (3.101)
W0 := {(z, g) ∈ (Ω0 ∩ΣE)×G : M(g)z = z}. (3.102)
Lred est exactement l’ensemble des pe´riodes des orbites pe´riodiques d’e´nergie E de l’espace
re´duit.
Proposition 3.5.1 On fait les hypothe`ses du the´ore`me 3.3.1. Alors, 0 est isole´ dans Lred.
Par ailleurs, si Tmin > 0 de´signe la pe´riode minimale d’une orbite pe´riodique d’e´nergie E
du syste`me re´duit sur Σ˜E = pi(ΣE ∩Ω0), si T < Tmin, alors CE,T = {0} ×W0.
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Preuve de la proposition : Σ˜E est compact et sans point d’e´quilibre pour H˜, car ΣE ∩ Ω0 ne
contient pas de (PER). Il est alors bien connu qu’il existe une pe´riode minimale (Tmin > 0)
pour les orbites pe´riodiques de Σ˜E. Ainsi, si M(g)Φt(z) = z avec |t| < Tmin, alors Φ˜t(z) = z et
t = 0. Donc 0 est bien isole´ dans Lred. Si T < Tmin, on a CE,T = {0} ×W0. 
Proposition 3.5.2 W0 est une sous-varie´te´ de R
2d × G, dimW0 = 2d − 2k + p − 1 et si
(z, g) ∈W0, alors
T(z,g)W0 = {(α,Ag) : (M(g) − I)α+Az = 0, α ⊥ ∇H(z) et α ∈ TzΩ0}. (3.103)
Preuve de la proposition :
On reprend la notation Γ0 de l’asymptotique faible (cf (3.27)), avec cette fois-ci U comme dans
les hypothe`ses du the´ore`me 3.3.1. Comme W0 = Γ0∩ [(ΣE ∩Ω0)×G], il suffit de montrer que Γ0
et (ΣE ∩Ω0)×G sont des varie´te´s transverses de (Ω0 ∩U)×G : dans le cas contraire, ΣE ∩Ω0
e´tant une hypersurface de Ω0 ∩ U , soit (z, g) ∈W0 tel que TzΓ0 ⊂ (TzΣE ∩ TzΩ0)× Gg.
Si α ∈ TzΩ0, on a vu au lemme 3.2.5, que (M(g) − I)α ∈ Gz. D’ou` A ∈ G tel que
(α,Ag) ∈ T(z,g)Γ0. Ainsi, on vient de montrer que TzΩ0 ⊂ TzΣE, ce qui est en contradic-
tion avec le fait que ΣE et Ω0 ∩ U soient transverses et le lemme 3.1.8 . 
On obtient alors le re´sultat suivant :
The´ore`me 3.5.3 Sous les hypothe`ses du the´ore`me 3.3.1, pour T petit, le flot est G-propre.
Preuve du the´ore`me : on sait que CE,T est sous-varie´te´ de R × R2d × G selon les propositions
3.5.1 et 3.5.2. Reste a` montrer que si (0, z, g) ∈ CE,T alors kerRHess ϕE(0, z, g) ⊂ T(0,z,g)CE,T :
Si τ ∈ R, α ∈ R2d et A ∈ G ve´rifient α ⊥ ∇H(z), α ∈ (JGz)⊥ = TzΩ0 et
τJ∇H(z) + (M(g) − I)α +Az = 0, (3.104)
alors, il faut montrer que τ = 0. Or selon le lemme 3.2.5, comme M(g)z = z, on a (M(g)−I)α ∈
Gz. Donc, si τ 6= 0, alors J∇H(z) ∈ Gz, z est un point d’e´quilibre du syste`me re´duit, ce qui est
exclu. Ainsi, τ = 0, et selon (3.104) et la proposition 3.5.2, (α,Ag) ∈ T(z,g)W0. 
3.5.2 Calcul du terme de Weyl
Au chapitre pre´ce´dent, nous avons obtenu une asymptotique the´orique de la quantite´ Gχ(h)
lorsque h tend vers ze´ro lorsque Supp(fˆ) ∩ Lred(E) = {0}. On de´sire dans ce chapitre, sous
les meˆmes hypothe`ses, faire le calcul du premier terme de ce de´veloppement. Pour cela, deux
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me´thodes s’offrent a` nous : un calcul direct via le the´ore`me de la phase stationnaire, ou un calcul
utilisant le re´sultat de l’asymptotique faible du the´ore`me 3.2.1 :
Calcul direct via la phase stationnaire :
On suppose ici que 0 < T < Tmin
8. On a donc CE,T = {0} ×W0, et si (t, z, g) ∈ CE,T , alors
t = 0, M(g)z = z et Fz(0) = I2d. Pour tout Y dans [CE,T ], on a SY = 0, et dimY = dimW0 =
dim Γ0 − 1 = 2d− 2k + p− 1. Ainsi, en appliquant le the´ore`me 3.4.7, on obtient :
Gχ(h) = (2pih)1−d+k dχ
2pi
fˆ(0)ψ(E)
∫
W0
χ(g)det
− 1
2
+
(
ϕ′′E(0, z, g)|N(0,z,g)CE,T
i
)
dσW0(z, g)+O(h
2−d+k).
(3.105)
La matrice hessienne se simplifie car M0 = iI2d, Wt et Ŵt sont nuls. Donc, si M(g)z = z, on
obtient, selon la proposition 3.4.2 : Hess ϕE(0, z, g) =
i
2
< J∇H(z); J∇H(z) > −t∇H(z) i
2
< J∇H(z);Ajz > 0
−∇H(z) 1
2
J(g − g−1) + i
2
(I − g)(I − g−1) 1
2
(g−1 + I)JAjz 0
+ i
2
(g−1 − I)Ajz
i
2
< J∇H(z);Aiz > 12
t ˆ
(g−1 + I)JAjz
˜
i
2
< Aiz;Ajz > 0
+ i
2
t
[(g−1 − I)Ajz]
0 0 0 0

.
Comme M(g)z = z, on rappelle que :
T(0,z,g)CE,T = {0} × {(α,Ag) ∈ R2d × Gg : (M(g) − Id)α +Az = 0, α ⊥ JG(z), α ⊥ ∇H(z)}.
N(0,z,g)CE,T est l’orthogonal de T(0,z,g)CE,T dans R × R2d × Gg pour le produit scalaire de´fini
pre´ce´demment sur R× R2d ×Md(R) (cf (3.92)).
det
(
ϕ′′E(0, z, g)|N(0,z,g)CE,T
)
= det((ϕ′′E(0, z, g)(µi, µj)))1≤i,j≤2k+2
ou` (µ1, . . . , µ2k+2) est une base orthonorme´e de N(0,z,g)CE,T . Or pour la carte choisie ϕ (cf (3.93))
d(t,z,0)ϕ est une isome´trie. En effet :
d(t,z,0)ϕ(τ, α, η) = (τ, α,
p∑
r=1
ηrArg)
et (A1, . . . , Ap) est une base orthonorme´e de G.
On note :
F := {0} × {(α, s) ∈ R2d × Rp : (M(g) − Id)α+
k∑
i=1
siAiz = 0, α ⊥ JG(z), α ⊥ ∇H(z)}.
(3.106)
8Plus ge´ne´ralement, on peut supposer Suppfˆ ∩ Lred(E) = {0}
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On a F ⊂ R × R2d × Rp, et F = (d(t,z,0)ϕ)−1(T(0,z,g)CE,T ). Ainsi, si εi := (d(t,z,0)ϕ)−1(µi) alors
(ε1, . . . , ε2k+2) est une base orthonorme´e de (d(t,z,0)ϕ)
−1(N(0,z,g)CE,T ) = F⊥.
Notons
A := Hess ϕE(0, z, g). (3.107)
On a clairement, par de´finition de A :
det
(
ϕ′′E(0, z, g)|N(0,z,g)CE,T
)
= det (((< Aεi, εj >))1≤i,j≤2k+2)
Enfin, on remarque que A(F⊥) ⊂ F⊥ + iF⊥ : en effet, si u ∈ F⊥ et v ∈ F alors :
< Au, v >= ϕ′′E(0, z, g)(d(t,z,0)ϕ(u), d(t,z,0)ϕ(v)) = 0
car, si x ∈ N(0,z,g)CE,T et y ∈ T(0,z,g)CE,T , alors ϕ′′E(x, y) = 0, par de´finition de ϕE .
Ainsi, si A|F⊥ de´signe la matrice de A dans une base quelconque de F⊥, alors on a :
det
(
ϕ′′E(0, z, g)|N(0,z,g)CE,T
i
)
= det
(A|F⊥
i
)
. (3.108)
Le lemme suivant exhibe une base de F⊥ :
Lemme 3.5.4 Soit (B1z, . . . , Bkz) une base orthonorme´e de Gz. Avec les Ai choisis plus
haut (cf (3.94) et (3.95)), on note dans R× R2d × Rp, pour j = 1, . . . , k :
e0 :=
∂
∂t
= (1, 0, 0), ε0 := (0,−∇H(z), 0).
εj := (0, JBjz, 0), ε
′
j := (0, (M(g
−1)− I)Bjz,< Aiz,Bjz >, 0).
Alors B := (e0, ε0, ε1, . . . , εk, ε′0, . . . , ε′k) est une base de F⊥.
Preuve du lemme : e0, ε0, εj (j = 1, . . . , k) sont clairement dans F⊥, car TzΩ0 = (JGz)⊥.
Par ailleurs, si (0, α, s) ∈ F , alors :
< ε′j , (0, α, s) >=< Ajz, (M(g) − I)α > +
k∑
i=1
si < Aiz,Bjz >= 0
Donc ε′j ∈ F (j = 1, . . . , k). En outre, e0 est orthogonal a` tous les autres vecteurs de B. Comme
M(g−1)Bjz = M(g−1)BjM(g)z et comme M(g−1)BjM(g) ∈ G, on a (M(g−1)− I)Bjz ∈ Gz, et,
selon 3.37, on a < ε0, ε
′
j >= 0 pour j = 1, . . . , k. De meˆme, selon 3.38, on a < εi, ε
′
j >= 0 pour
i, j = 1, . . . , k. Enfin, montrons que la famille (ε0, ε1, . . . , εk) est libre : soient λ0, . . . , λk dans R
tels que
k∑
i=0
λiεi = 0. Si λ0 6= 0, alors J∇H(z) ∈ JGz, ce qui est exclu par l’hypothe`se que z
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n’est pas un PER de Ω0. Puis les Biz formant une famille orthonorme´e, on obtient la nullite´ de
tous les λi. Ainsi, B est une base de F⊥. 
Afin de simplifier les notations, dans les calculs qui suivent, nous allons noter g pour M(g).
Nous commenc¸ons par calculer l’image de B par A : l’e´criture des vecteurs se fait en longeur
selon la re`gle suivante : entre deux ‘ ;’ on met les composantes des vecteurs dans R× R2d × Rp.
Entre deux ‘,’ on met les composantes re´elles du vecteur dans la base canonique lorsqu’on veut
de´tailler. Lorsqu’un terme muet en ‘i’ est donne´, il faut re´pe´ter k fois le terme dans le sens des
lignes :
Tout d’abord : (A
i
e0
)
=
1
2
|∇H(z)|2e0 + 1
i
ε0 +
1
2
(0; 0;< J∇H(z) >,Aiz >, 0)
Lemme 3.5.5 Si ΠGz de´signe le projecteur orthogonal sur Gz, on a [ΠGz,M(g)] = 0.
Preuve du lemme : si x ∈ R2d, il faut montrer que ΠGz(M(g)x) = M(g)ΠGz(x). Or Gz est stable
par M(g). Donc il suffit de montrer que [M(g)x −M(g)ΠGz(x)] ⊥ Gz. Or, si A ∈ G alors :
< M(g)(x −ΠGz(x)), Az >=< (x−ΠGz(x),M(g)AM(g−1)z >= 0
car M(g)AM(g−1) ∈ G. Ce qui ache`ve la preuve du lemme. 
• Digression 1 : si x ∈ Gz, alors
(0; (g−1 − I)x;< Aiz, x >, 0) =
k∑
i=1
< x,Biz > ε
′
i (3.109)
Comme gz = z, selon le lemme 3.5.5, on a (g−1 − I)ΠGz(J∇H(z)) = 0.
Par ailleurs, < Aiz,ΠGz(J∇H(z)) >=< Aiz, J∇H(z) >, donc, selon la digression 1, on a :
(0; 0;< J∇H(z) >,Aiz >, 0) = (0; (g−1 − I)ΠGz(J∇H(z));< ΠGzJ∇H(z), Aiz >, 0)
=
k∑
i=1
< ΠGzJ∇H(z), Biz > ε′i =
k∑
i=1
< J∇H(z), Biz > ε′i.
D’ou` : (A
i
e0
)
=
1
2
|∇H(z)|2e0 + 1
i
ε0 +
1
2
k∑
i=1
< Biz;J∇H(z) > ε′i (3.110)
• De meˆme, on a Ai ε0 = (1i |∇H(z)|2; 0; 1i < Aiz, J∇H(z) >, 0), de sorte que, selon la digression
1, on a : (A
i
ε0
)
=
1
i
|∇H(z)|2e0 + 1
i
k∑
i=1
< Biz;J∇H(z) > ε′i (3.111)
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• Digression 2 : si x ∈ Gz, alors
(0;Jx; 0) =
k∑
i=1
< Biz, x > εi. (3.112)
• Par ailleurs, pour j ∈ {1, . . . , k} on a :(A
i
εj
)
= (
1
i
< J∇H(z), Bjz >;− 1
2i
(g−g−1)Bjz+1
2
(I−g)(I−g−1)JBjz; 1
2i
< (g−1+I)Aiz,Bjz >, 0).
Remarquons que (g−1 − I)(g + I) = −(g − g−1). Ainsi, selon les digression 1 et 2, on a :(A
i
εj
)
=
1
i
< J∇H(z), Bjz > e0+
k∑
i=1
1
2
< Biz; (I−g)(I−g−1)Bjz > εi+
k∑
i=1
1
2i
< Biz; (g+I)Bjz > ε
′
i
(3.113)
• Enfin, on obtient de meˆme :(A
i
ε′j
)
=
1
2
k∑
r=1
< Arz,Bjz >< J∇H(z), Arz > e0 +
k∑
i=1
1
2i
< Biz, (g − g−1)(g−1 − I)Bjz > εi
+
1
2i
k∑
i=1
k∑
r=1
< Biz, (g
−1 + I)Arz >< Ar, Bjz > εi +
k∑
i=1
1
2
< (I − g)(I − g−1)Bjz,Biz > ε′i
+
k∑
i=1
1
2
k∑
r=1
< Arz,Bjz >< Arz,Biz > ε
′
i. (3.114)
On constate que
∑k
r=1 < Arz,Bjz >< Arz,Biz > est le terme ge´ne´ral en (i, j) de M
tM , ou`
M := ((< Biz,Ajz >))|1≤i,j≤k ∈Mk(R). (3.115)
De meˆme,
kX
r=1
< Biz, (g
−1 + I)Arz >< Ar, Bjz >=
kX
r=1
kX
q=1
< Arz,Bqz >< Biz, (g
−1 + I)Bqz >< Ar, Bjz > est le
terme ge´ne´ral en (i, j) de (g−10 + I)M
tM ou` g0 est la matrice de la restriction de M(g) a` Gz
(M(g)Gz ⊂ Gz) dans la base orthonorme´e (B1z, . . . , Bkz).
On obtient, via (3.110), (3.111), (3.113) et (3.114) la matrice de A|
F⊥
dans la base B dont
de´veloppe le de´terminant par rapport a` la deuxie`me ligne pour obtenir : det(Ai |
F⊥
) =
det

|∇H(z)|2 1i < J∇H(z), Bjz > 12
∑k
r=1 < Arz,Bjz >< J∇H(z), Arz >
0 12(I − g0)(I − g−10 ) 12i(g0 − g−10 )(g−10 − I) + 12i(g−10 + I)M tM
< Biz, J∇H(z) > 12i(g0 + I) 12(I − g0)(I − g−10 ) + 12M tM
 .
Pour i = 1, . . . , k, on fait l’ope´ration e´le´mentaire sur les lignes (avec des notations e´videntes) :
L′i ← L′i − <Biz,J∇H(z)>|∇H(z)|2 L0. Puis on de´veloppe par rapport a` la premie`re colonne pour obtenir :
det(A|
F⊥
) = −|∇H(z)|2 det
0@ 12 (I − g0)(I − g−10 ) 12i (g0 − g−10 )(g−10 − I) + 12i (g−10 + I)M tM
1
2i
(g0 + I)− 1i
|x0|2
|∇H(z)|2U0
1
2
(I − g0)(I − g−10 ) + 12M tM − 12B0
1A .
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ou` : xo est le projete´ orthogonal de J∇H(z) sur Gz, αi,j := <J∇H(z),Bjz><J∇H(z),Biz>|x0|2 , U0 est
la matrice de terme ge´ne´ral αi,j, et B0 est la matrice de terme ge´ne´ral :
βi,j :=
1
|∇H(z)|2
k∑
r=1
< Arz, J∇H(z) >< J∇H(z), Biz >< Arz,Bjz >
Soit U le projecteur orthogonal sur Rx0 dans Gz. Comme αi,j = <x0,Bjz><x0,Biz>|x0|2 et U =
xt0x0
|x0|2 ,
il est clair que U0 est la matrice de U dans la base orthonorme´e (B1, . . . , Bk) de Gz. Par ailleurs,
βi,j =
|x0|2
|∇H(z)|2
k∑
q=1
αi,q
k∑
r=1
< Bqz,Arz >< Arz,Bjz > .
Ainsi, on a B0 =
|x0|2
|∇H(z)|2U0M
tM , et det(A|
F⊥
) =
−|∇H(z)|2 det
(
1
2 (I − g0)(I − g−10 ) 12i(g0 − g−10 )(g−10 − I) + 12i (g−10 + I)M tM
1
2i(g0 + I)− 1i |x0|
2
|∇H(z)|2U0
1
2 (I − g0)(I − g−10 ) + 12M tM − 12 |x0|
2
|∇H(z)|2U0M
tM
)
.
Lemme 3.5.6 Sur Gz, on a : Ug = gU = U .
Preuve du lemme : selon le lemme 3.5.5, on a gx0 = x0, donc U(gx) =
<x0,gx>
|x0|2 x0 = U(x). 
On effectue l’ope´ration suivante sur les lignes : L1 ← L1− 1i (g−10 + I)L2, en remarquant que
(g0 − g−10 )(g−10 − I) = (g−10 + I)(I − g0)(I − g−10 ). On obtient alors : det(A|F⊥ ) =
−|∇H(z)|2 det
(
2Ik − 2i |x0|
2
|∇H(z)|2U0
1
i
|x0|
2
|∇H(z)|2U0M
tM
1
2i(g0 + I)− 1i |x0|
2
|∇H(z)|2U0
1
2 (I − g0)(I − g−10 ) + 12M tM − 12 |x0|
2
|∇H(z)|2U0M
tM
)
.
Puis, on fait : L2 ← L2 − 14i(g0 + I)L1 pour obtenir :
det(A|
F⊥
) = |∇H(z)|2 det(2(Ik − |x0|
2
|∇H(z)|2U0)) det(
1
2
((I − g0)(I − g−10 ) +M tM)).
Or, comme U(x0) = x0, et U e´tant de rang 1, on connait le spectre de U et det(Id− |x0|
2
|∇H(z)|2U) =
1− |x0|2|∇H(z)|2 . Ainsi, on a :
det(A|
F⊥
) = (|∇H(z)|2 − |x0|2) det(1
2
((I − g0)(I − g−10 ) +M tM)).
Or |∇H(z)|2 − |x0|2 = dist2(J∇H(z),Gz) = dist2(∇H(z), JGz) = ‖ΠTzΩ0(∇H(z))‖2, car
TzΩ0 = (JGz)⊥. Donc
det(A|
F⊥
) = ‖ΠTzΩ0(∇H(z))‖2 det((I − g0)(I − g−10 ) +M tM). (3.116)
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On obtient donc :
Proposition 3.5.7 Soient z ∈ Ω0 ∩ ΣE et g ∈ G tels que M(g)z = z. Alors, on a :
det
(
ϕ′′E(0, z, g)|N(0,z,g)CE,T
i
)
= ‖ΠTzΩ0(∇H(z))‖2 det((I − g0)(I − g−10 ) +M tM). (3.117)
ou`, g0 est la matrice de la restriction de M(g) a` Gz dans une base orthonorme´e de Gz et
M est la matrice des vecteurs (A1z, . . . , Akz) dans cette meˆme base.
Enfin, on ache`ve la preuve du the´ore`me 3.3.1 via (3.105), en montrant une formule d’inte´gration
sur W0 tout a` fait semblable a` celle de l’asymptotique faible (cf (3.56)) sur Γ0.
Calcul via l’asymptotique faible :
Comme annonce´, on donne maintenant une autre me´thode de calcul du premier terme de
l’asymptotique, utilisant l’asymptotique faible du the´ore`me 3.2.1.
On note ici Gχ,h(E) := Tr
(
ψ(Ĥχ)f
(
E− bHχ
h
))
. On sait via les the´ore`mes 3.5.3 et 3.4.7 qu’il
existe une fonction a(E) telle que :
Gχ,h(E) = a(E)hk−d+1 +O(hk−d+2),
ou` le O(.) est uniforme en E. Par ailleurs, E 7→ Gχ,h(E) e´tant continue, on peut choisir a(E)
continue. En outre, il est clair que les hypothe`ses sur E faites dans le the´ore`me 3.3.1 s’e´tendent
a` un petit voisinage de E. Soit ϕ une fonction lisse a` support compact dans ce voisinage. On a :∫
R
ϕ(E)Gχ,h(E)dE = hk−d+1
∫
R
ϕ(E)a(E)dE +O(hk−d+2). (3.118)
Par ailleurs, si x ∈ R, on a :∫
R
ϕ(E)f
(
E − x
h
)
dE = h
∫
R
ϕ(x+ λh)f(λ)dλ.
Donc :∫
R
ϕ(E)Gχ,h(E)dE = hTr
(
ψ(Ĥχ)
∫
R
ϕ(Ĥχ + λh)f(λ)dλ
)
= h
∫
R
Tr
(
ψ(Ĥχ)ϕ(Ĥχ + λh)
)
f(λ)dλ.
(3.119)
Si x et λ sont dans R, on a :
|ϕ(x + λh)− ϕ(x)| ≤ ∥∥ϕ′∥∥∞ |λh|.
Donc :
140 CHAPITRE 3. LE CAS D’UN GROUPE DE LIE∣∣∣Tr (ψ(Ĥχ)[ϕ(Ĥχ + λh)− ϕ(Ĥχ)])∣∣∣ ≤ ∥∥∥ψ(Ĥχ)[ϕ(Ĥχ + λh)− ϕ(Ĥχ)]∥∥∥
Tr
≤
∥∥∥ψ(Ĥχ)∥∥∥
Tr
∥∥∥ϕ(Ĥχ + λh)− ϕ(Ĥχ)∥∥∥L(L2(Rd))
≤
∥∥∥ψ(Ĥχ)∥∥∥
Tr
‖ϕ′‖∞ |λh|
Or, ψ e´tant positive, on a
∥∥∥ψ(Ĥχ)∥∥∥
Tr
= Tr(ψ(Ĥχ)) = O(h
k−d) selon l’asymptotique faible
(the´ore`me 3.2.1). Ainsi, on a :∣∣∣∣∫
R
Tr
(
ψ(Ĥχ)[ϕ(Ĥχ + λh)− ϕ(Ĥχ)]
)
f(λ)dλ
∣∣∣∣ ≤ ∥∥ϕ′∥∥∞ ∫
R
|λf(λ)|dλ.O(hk−d+1).
Selon 3.119, on a :∫
R
ϕ(E)Gχ,h(E)dE = h
∫
R
Tr
(
ψ(Ĥχ)ϕ(Ĥχ)
)
f(λ)dλ+O(hk−d+2)
= hfˆ(0)Tr
(
ψ(Ĥχ)ϕ(Ĥχ)
)
+O(hk−d+2).
Donc selon l’asymptotique faible (the´ore`me 3.2.2), on a :∫
R
ϕ(E)Gχ,h(E)dE = hk−d+1(2pi)k−ddχfˆ(0)
∫
Ωred
(ψϕ)(H˜(x))dσred(x)
[
ρχ|H0
: 1l
]
+O(hk−d+2).
Selon (3.118), on a donc :∫
R
ϕ(E)a(E)dE = (2pi)k−ddχfˆ(0)
∫
Ωred
(ψϕ)(H˜(x))dσred(x)
[
ρχ|H0
: 1l
]
.
Donc, d’apre`s 3.68 :∫
R
ϕ(E)a(E)dE = (2pi)k−ddχfˆ(0)
∫
Ω0
(ψϕ)(H(z))
V ol(G(z))
dσΩ0(x)
[
ρχ|H0 : 1l
]
. (3.120)
Lemme 3.5.8 Soit f lisse a` support compact dans Ω0 ∩ U . On a :∫
Ω0
f(z)dσΩ0(z) =
∫
R
∫
Ω0∩ΣE
f(z)
dσΩ0∩ΣE (z)
‖ΠTzΩ0(∇H(z))‖R2d
dE.
Preuve du lemme :
On utilise le the´ore`me d’inte´gration par tranches de l’appendice 4 avec la submersion H1 :=
H|Ω0∩U : Ω0∩U → R (via le lemme 3.1.8, H1 est bien une submersion). Il suffit de montrer que :
∀z ∈ ΣE ∩Ω0, det(dzH1.tdzH1) = ‖ΠTzΩ0(∇H(z))‖2R2d
Si α ∈ TzΩ0, on a bien suˆr dzH1(α) =< ∇H(z), α >R2d . Par ailleurs, tdzH1 : R → TzΩ0 est
de´termine´ pour x ∈ R par :
x < ∇H(z), α >R2d=< α,t dzH1(x) >R2d , ∀α ∈ TzΩ0.
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Ainsi tdzH1(x)−x∇H(z) ∈ (TzΩ0)⊥. Donc, ΠTzΩ0(tdzH1(x)−x∇H(z)) = 0, et comme tdzH1(x) ∈
TzΩ0, on a :
tdzH1(x) = xΠTzΩ0(∇H(z)).
Ainsi, si x ∈ R, (dzH1.tdzH1)(x) = x < ∇H(z),ΠTzΩ0(∇H(z)) >= x ‖ΠTzΩ0(∇H(z))‖2 , ce qui
ache`ve la preuve du lemme. 
D’apre`s (3.120), on a :
∫
R
ϕ(E)a(E)dE = (2pi)k−ddχfˆ(0)
[
ρχ|H0 : 1l
] ∫
R
ϕ(E)ψ(E)
∫
Ω0
1
V ol(G(z))
dσΩ0∩ΣE (z)
‖ΠTzΩ0(∇H(z))‖R2d
dE,
ce qui donne a(E). Selon la formule (3.74), ceci ache`ve la preuve du the´ore`me 3.3.1. 
3.6 Cas ou` les orbites pe´riodiques de l’espace re´duit sont non-
de´ge´ne´re´es
Ce chapitre est consacre´ a` la preuve du the´ore`me 3.3.4.
3.6.1 Flot G-propre sous hypothe`se de non-de´ge´ne´rescence dans l’espace re´duit
Dans ce paragraphe, on fait l’hypothe`se que les orbites pe´riodiques de l’espace re´duit sont
non-de´ge´ne´re´es dans Σ˜E := {x ∈ Ωred : H˜(x) = E} sur [−T, T ], i.e., on suppose que, si
x ∈ Ωred, si F˜x(t) de´signe la diffe´rentielle de x 7→ Φ˜t(x) a` t fixe´, alors, pour toute orbite
pe´riodique γ˜ de Σ˜E ayant une pe´riode T˜ dans [−T, T ], on a :
∀x ∈ γ˜, dim ker[(F˜x(T˜ )− IdΩred)2] ≤ 2. (3.121)
On rappelle que Σ˜E est compacte sans point critique pour H˜. Ainsi, d’apre`s le the´ore`me du
cylindre 4.1.2 (Appendice 4.1) applique´ dans Ωred, les orbites pe´riodiques de Σ˜E ayant une
pe´riode dans [−T, T ] sont en nombre fini et Lred∩]− T, T [ est lui aussi fini. Soit :
Wt0 := {(z, g) ∈ (Ω0 ∩ ΣE)×G : z = M(g)Φt0(z)}. (3.122)
On a donc, d’apre`s la proposition 3.4.1 :
CE,T =
⋃
t0∈Lred∩]−T,T [
{t0} ×Wt0 (3.123)
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La proposition suivante montre que CE,T est alors une union finie de sous-varie´te´s de R×R2d×G :
Proposition 3.6.1 On fait l’hypothe`se que les orbites pe´riodiques de l’espace re´duit sont
non-de´ge´ne´re´es dans Σ˜E := {x ∈ Ωred : H˜(x) = E} sur [−T, T ]. Soit t0 ∈ Lred∩] − T, T [,
t0 6= 0. Alors Wt0 est une sous-varie´te´ de R2d × G, dimWt0 = p + 1, et si (z, g) ∈ Wt0 ,
l’espace tangent en (z, g) a` Wt0 est donne´ par :
T(z,g)Wt0 = {(α,Ag) ∈ TzΩ0 × Gg : α ∈ RJ∇H(z) + Gz et (M(g)Fz(t0)− I)α+Az = 0}.
(3.124)
Preuve de la proposition :
Lemme 3.6.2 Soit pi1 la restriction de pi a` ΣE ∩ Ω0.
Alors pi1 : Ω0 ∩ ΣE → Σ˜E est une submersion.
Preuve du lemme :
Soit z ∈ Ω0 ∩ ΣE. dzpi1 : Tz(Ω0 ∩ ΣE) → Tpi(z)Σ˜E. Soit u ∈ Tpi(z)Σ˜E. Selon le the´ore`me de
re´duction 3.1.3, la restriction de pi a` Ω0 ∩ U est une submersion, et ΣE ∩ Ω0 ⊂ U ∩ Ω0. D’ou`
α ∈ TzΩ0 tel que u = dzpi(α). Or Tpi(z)Σ˜E = ker dpi(z)H˜, et, toujours selon le the´ore`me de
re´duction,
dpi(z)H˜(dzpi(α)) = ωred(pi(z))(dzpi(α),XH˜ (pi(z))) =< Jα, J∇H(z) > .
Ainsi, α ⊥ ∇H(z), donc α ∈ (TzΩ0) ∩ (TzΣE) = Tz(Ω0 ∩ ΣE), et u = dzpi(α) = dzpi1(α). Donc
pi1 est une submersion en z. 
Lemme 3.6.3 Pour tout z dans Ω0 ∩ U , on a :
dzpi(J∇H(z)) = XH˜(pi(z)). (3.125)
Par ailleurs, si z = M(g)Φt0(z), alors M(g)Fz(t0)TzΩ0 ⊂ TzΩ0, et, sur TzΩ0, on a :
dzpi ◦M(g)Fz(t0) = F˜pi(z)(t0) ◦ dzpi. (3.126)
Preuve du lemme : pour le premier point, il suffit, pour z ∈ Ω0 fixe´, de de´river en t = 0
l’identite´ :
Φ˜t(pi(z)) = pi(Φt(z)).
Pour le second point, en diffe´rentiant par rapport a` z ∈ Ω0, a` t0 et g fixe´s, l’identite´ :
pi(M(g)Φt0(z)) = Φ˜t0(pi(z)),
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on obtient (dM(g)Φt0 (z)pi) ◦ M(g)Fz(t0) = F˜pi(z)(t0) ◦ dzpi, ce qui donne le re´sultat excompte´
lorsque z = M(g)Φt0(z). 
Lemme 3.6.4 Soit
Rt0 := {(z,M(g)Φt0 (z)) : z ∈ ΣE ∩Ω0, g ∈ G} (3.127)
Rt0 est une sous-varie´te´ de (ΣE ∩ Ω0)2, dimRt0 = 2d− 1 et, si z = M(g)Φt0(z), alors
T(z,z)Rt0 = {(α,M(g)Fz(t0)α+Az) : α ∈ Tz(Ω0 ∩ΣE) et A ∈ G}. (3.128)
Preuve du lemme : Soit
At0 := {(x, Φ˜t0(x)) : x ∈ Σ˜E}. (3.129)
At0 est une sous-varie´te´ de [(Ω0 ∩ U)/G]2 (c’est le graphe de l’application Φ˜t0 restreinte a` Σ˜E),
et dimAt0 = dim Σ˜E = 2d − 2k − 1. Par ailleurs, on a Rt0 = (pi1 × pi1)−1(At0). Ainsi, pi1 × pi1
e´tant une submersion, Rt0 est une sous-varie´te´ de (Ω0 ∩ U)2 et dimRt0 = 2d− 1.
En outre,
T(x,Φ˜t0(x))
At0 = {(u, F˜x(t0)u) : u ∈ TxΣ˜E}.
Donc, si z = M(g)Φt0(z), alors :
T(z,z)Rt0 = {(α, β) ∈ T(z,z)(Ω0 ∩ ΣE)2 : dzpi(β) = F˜pi(z)(t0)dzpi(α)}.
Selon le lemme 3.6.3, F˜pi(z)(t0)dzpi(α) = dzpi(M(g)Fz(t0)α) et la preuve du lemme s’ache`ve en
rappelant que ker dzpi = Gz. 
Soit ϕ0 :
{
(Ω0 ∩ ΣE)×G→ Rt0
(z, g) 7→ (z,M(g)Φt0(z))
On a :
Wt0 =
⊔
γ¯∈Pred(E,t0)
Λγ¯ . (3.130)
ou`
Λγ¯ := {(z, g) ∈ (Ω0 ∩ ΣE)×G : z = M(g)Φt0(z) et pi(z) ∈ γ¯}. (3.131)
Soit γ¯ ∈ Pred(E, t0). On a Λγ¯ = ϕ−10 (Pγ¯), ou`
Pγ¯ := {(z, z) ∈ (ΣE ∩ Ω0)2 : pi(z) ∈ γ¯} ⊂ Rt0 . (3.132)
• Pγ¯ = diag(pi−11 (γ¯)), donc, pi1 e´tant une submersion, Pγ¯ est une sous-varie´te´ de Rt0 , dim(Pγ¯) =
k + 1, et T(z,z)Pγ¯ = (Gz +RJ∇H(z))2, car
Tz(pi
−1
1 (γ¯)) = (dzpi)
−1(RXH˜(pi(z))) = (dzpi)
−1[Rdzpi(J∇H(z))],
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et ker dzpi = Gz selon le lemme 3.2.5.
• ϕ0 est une submersion en tout point de Wt0 : en effet, si (z, g) ∈Wt0 alors ϕ0(z, g) = (z, z), et
si A ∈ G, α ∈ (TzΩ0) ∩ (TzΣE), alors :
d(z,g)ϕ0(α,Ag) = (α,M(g)Fz(t0)α +Az).
Ainsi, selon le lemme 3.6.4, d(z,g)ϕ0(Tz(Ω0 ∩ ΣE)× Gg) = Tϕ0(z,g)Rt0 .
• Ainsi Λγ¯ = ϕ−10 (Pγ¯) est une sous-varie´te´ de R2d × G, dim(Λγ¯) = p + 1, et, si (z, g) ∈
Λγ¯ , alors T(z,g)Λγ¯ est l’ensemble des (α,Ag) de TzΩ0 × Gg tels que α = λJ∇H(z) + Bz et
M(g)Fz(t0)α+Az = λJ∇H(z) +Bz, ou` λ ∈ R et B ∈ G. Ceci ache`ve la preuve du lemme. 
The´ore`me 3.6.5 Soit G un sous-groupe de Lie de SO(d) et H un hamitonien G-invariant
ve´rifiant les hypothe`ses du the´ore`me 3.3.4. On suppose que les orbites pe´riodiques de l’espace
re´duit sont non-de´ge´ne´re´es dans Σ˜E := {x ∈ Ωred : H˜(x) = E} sur [−T, T ].
Alors, le flot est G-propre sur ]− T, T [×(ΣE ∩ Ω0).
Une remarque instructive : les orbites pe´riodiques de l’espace re´duit sont non-de´ge´ne´re´es
dans Σ˜E si dim(Ωred) = 2, i.e. si d = k + 1. C’est en particulier le cas lorsque G = SO(d).
Preuve du the´ore`me : Selon (3.123) et la proposition 3.6.1, CE,T est une union finie de sous-
varie´te´s. Le cas t0 = 0 e´tant re´gle´ a` la section pre´ce´dente, on suppose que t0 6= 0, (t0, z, g) ∈ CE,T
et on veut montrer que T(t0,z,g)CE,T = ker d(t0,z,g)Ψ. Soient donc τ ∈ R, α ∈ Tz(Ω0 ∩ ΣE), et
A ∈ G tels que :
τJ∇H(z) + (M(g)Fz(t0)− Id)α +Az = 0. (3.133)
L’image de cette relation par dzpi donne, graˆce au lemme 3.6.3 :
τXH˜(pi(z)) + (F˜pi(z)(t0)− IdΩred)dzpi(α) = 0. (3.134)
Ainsi, dzpi(α) ∈ ker(F˜pi(z)(t0)− IdΩred)2. Comme pour le cas des groupes finis, sous l’hypothe`se
de non-de´ge´ne´rescence, ker(F˜pi(z)(t0) − IdΩred)2 est de dimension 2, et, selon le the´ore`me du
cylindre applique´ dans Ωred (cf the´ore`me 4.1.2 Appendice 4.1), une base en est donne´e par
(u1, u2), ou`
u1 = XH˜(pi(z)) et wred(pi(z))(u1, u2) 6= 0. (3.135)
D’ou` λ1 et λ2 re´els tels que :
dzpi(α) = λ1u1 + λ2u2. (3.136)
Or,
wred(pi(z))(dzpi(α), u1) = dpi(z)H˜(dzpi(α)) =< ∇H(z), α >= 0.
3.6. CAS OU` LES ORBITES PE´RIODIQUES DE L’ESPACE RE´DUIT SONT NON-DE´GE´NE´RE´ES145
Donc, via (3.136), on a λ2 = 0 et dzpi(α) = λ1u1. En re´-injectant cette information dans (3.134),
on obtient : τXH˜(pi(z)) = 0, i.e. τ = 0 (car z n’est pas un (PER)), et α ∈ RJ∇H(z) + Gz, donc
(α,Ag) ∈ T(z,g)Wt0 , ce qui ache`ve la preuve du the´ore`me . 
3.6.2 Calcul des premiers termes oscillants
Comme on sait que le flot est G-propre sur ]−T, T [×(ΣE∩Ω0), on peut appliquer le the´ore`me
3.4.7, sachant que :
CE,T =
⊔
t0∈Lred∩]−T,T [
{t0} ×Wt0 . (3.137)
Par ailleurs, on a :
Wt0 =
⊔
γ¯∈Pred(E,t0)
Λγ¯,t0 . (3.138)
ou`
Λγ¯,t0 := {(z, g) ∈ (Ω0 ∩ΣE)×G : z = M(g)Φt0(z) et pi(z) ∈ γ¯}. (3.139)
Enfin, a` de´faut de montrer que chaque Λγ¯,t0 est connexe (il faudrait probablement pour cela
supposer au moins que G est connexe), montrons que S(t0)(z) :=
∫ t0
0 pdq est inde´pendant de
z ∈ pi−1(γ¯).
Lemme 3.6.6 S(t0)(z) :=
∫ t0
0 pdq ne de´pend pas de z ∈ pi−1(γ¯).
Preuve du lemme : Soit z ∈ Ω0 tel que pi(z) ∈ γ¯. d’ou` g ∈ G tel que M(g)Φt0(z) = z. On note
Φt(z) = (qt(z), pt(z)). Soit ϕ(t) :=< pt(z), q˙t(z) >Rd . J’affirme que ϕ est t0-pe´riodique : en effet,
selon (2.31), on a pour t re´el : Φt+t0(z) = M(g
−1)Φt(z), ce qui se traduit par qt+t0(z) = g−1qt(z)
et pt+t0(z) = g
−1pt(z). Ainsi :
ϕ(t + t0) =< pt+t0(z), q˙t+t0(z) >=< g
−1pt(z), g−1 q˙t(z) >= ϕ(t).
Soient maintenant h dans G, t1 dans R et z1 = M(h)Φt1(z) (i.e. z1 ∈ Ω0 et pi(z1) ∈ γ¯). On veut
montrer que S(t0)(z) = S(t0)(z1). Or, comme Φt(z1) = M(h)Φt+t1(z), on a qt(z1) = hqt+t1(z)
et pt(z1) = hpt+t1(z). Donc :
S(t0)(z1) =
∫ t0
0
< pt(z1), q˙t(z1) > dt =
∫ t0
0
< hpt+t1(z), hq˙t+t1(z) > dt =
∫ t1+t0
t1
ϕ(t)dt.
D’ou` le re´sultat par inte´grale de pe´riode. 
Puis, nous avons dim Λγ¯,t0 = dimWt0 = p+ 1. D’ou`, via le the´ore`me 3.4.7 :
Gχ(h) = ψ(E)dχ
∑
t0∈Lred(E)∩Suppfˆ
fˆ(t0)
∑
γ¯∈Pred(E,t0)
e
i
h
Sγ¯(t0) 1
2pi
∫
Λγ¯,t0
χ(g)d(t0, z, g)dσΛγ¯ (z, g)+O(h).
(3.140)
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Nous avons donc prouve´ le the´ore`me 3.3.4. 
Remarque quant a` la conjecture annonce´e :
Notons que pour poursuivre le calcul des coefficients et prouver la conjecture (3.83), il fau-
drait arriver a` calculer d(t0, z, g) dans notre cas et le mettre sous la forme d’une quantite´ faisant
intervenir des donne´es classiques du syste`me re´duit (determinant de la diffe´rentielle de l’appli-
cation de Poincare´ de γ¯, pe´riode primitive de γ¯, etc...). Nous ne savons pas faire ceci pour le
moment.
Chapitre 4
Appendices
4.1 Appendice 1 : Divers the´ore`mes du cylindre
4.1.1 The´ore`me sans syme´trie
On commence par e´noncer un the´ore`me bien connu de me´canique hamiltonienne dans le
cadre d’une varie´te´ symplectique quelconque (M,w). Le but est ici d’appliquer tout cela lors de
l’e´tude quantique pour un groupe de Lie, lorsque l’on supposera que les orbites pe´riodiques
sont non-de´ge´ne´re´es dans l’espace re´duit pour prouver le the´ore`me 3.3.4 (cf chapitre 3.6). Pour
le cas d’un groupe fini, on utilisera une version dans R2d le´ge`rement ame´liore´e.
Soit (M,w) une varie´te´ symplectique1 et H : M → R une application lisse sur M (le ha-
miltonien). On de´finit alors le champ de vecteurs XH : M → TM tel que : ∀z ∈M , ∀α ∈ TxM ,
on a :
wz(XH(z), α) = dzH(α). (4.1)
L’e´quation diffe´rentielle :
z˙t = XH(zt), (4.2)
de´finit alors un syste`me dynamique hamiltonien dont le flot sera classiquement note´ Φt.
2
Soit z0 ∈ M un point pe´riodique de (4.2) et T0 6= 0 une pe´riode de O(z0) (pas force´ment la
pe´riode primitive). On de´finit alors la matrice de monodromie :
Fz0(T0) := ∂zΦT0 (z0). (4.3)
Si P de´signe l’application de retour de Poincare´ en (z0, T0), et P0 de´signe la meˆme applica-
tion restreinte au niveau d’e´nergie de H en z0, alors les spectres de Fz0(T0), dz0P et dz0P0 sont
1i.e.M est une varie´te´ et w est une 2-forme diffe´rentielle re´elle telle que, pour tout z dansM , wz : TzM×TzM →
R est alterne´e non de´ge´ne´re´e.
2Φt(z) est la solution au temps t de (4.2) avec condition initiale z en t = 0.
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relie´s comme suit (cf [Ab-Ma] Prop. 7.14 p.524) : si CA(X) de´signe le polynoˆme caracte´ristique
de la matrice A, on a :
CFz0 (T0)(X) = (X − 1)Cdz0P (X) = (X − 1)
2Cdz0P0(X). (4.4)
On de´sire e´tudier la pre´sence d’orbites pe´riodiques au voisinage de O(z0). On est ainsi naturel-
lement amene´ a` e´tudier les points fixes de l’application de Poincare´. C’est donc la valeur propre
1 de Fz0(T0) qui joue un roˆle pre´ponde´rant. Remarquons qu’en de´rivant en t = 0 l’identite´
ΦT0(Φt(z0)) = Φt(z0), on obtient de´ja` :
(Fz0(T0)− Id)XH(z0) = 0 (4.5)
Ainsi, 1 est valeur propre de Fz0(T0), et dans le contexte hamiltonien, sa multiplicite´ alge´brique
e´tant paire (cf [Ab-Ma] Prop. 8.1.1 p.573), 1 est valeur propre de Fz0(T0) de multiplicite´
alge´brique supe´rieure ou e´gale a` 2. Si on suppose que cette multiplicite´ est e´gale a` 2, alors,
selon (4.4), 1 n’est pas valeur propre de dz0P0. Ainsi, P0 n’a qu’un seul point fixe (z0) dans un
voisinage de z0 (par inversion locale). Il est donc naturel de s’attendre a` ce que O(z0) soit plus
ou moins ”isole´e” dans son niveau d’e´nergie parmis les orbites pe´riodiques proche de z0 ayant
une pe´riode proche de T0.
De´finition 4.1.1 On dit que (z0, T0) est non-de´ge´ne´re´e si 1 est valeur propre de la matrice
de monodromie Fz0(T0) de multiplicite´ alge´brique e´gale a` 2.
Ceci e´quivaut a` dire que 1 est valeur propre de dz0P de multiplicite´ e´gale a` 1 ou encore que 1
n’est pas valeur propre de dz0P0.
The´ore`me 4.1.2 The´ore`me du cylindre
Soient E ∈ R, (M,w,H) un syste`me hamiltonien, ΣE := {H = E}. On suppose que
dim(M) = 2d et que ΣE ne contient pas de points critiques de H.
Soient z0 ∈M , T0 ∈ R∗ tels que ΦT0(z0) = z0 et (z0, T0) est non-de´ge´ne´re´e. Alors, il existe
ε > 0, T un voisinage tubulaire de O(z0), tels que :
(1) Si d > 1, ∃η > 0, Y :] − η, η[→ M , tels que Y (0) = z0, et ∀λ ∈] − η, η[, O(Y (λ)) est
une orbite pe´riodique de ΣE−λ.
(2) Si z ∈ T ∩ΣE, et t ∈]T0 − ε, T0 + ε[ sont tels que Φt(z) = z, alors z ∈ O(z0) et t = T0.
(3) Il existe une base de ker(Fz0(T0)− Id)2 donne´e par (u1, u2) ou` u1 := XH(z0) et u2 est
tel que :
wz0(u2,XH(z0)) 6= 0.
Preuve du the´oreme : Pour les deux premiers points, on trouvera des de´monstrations dans
[Ab-Ma], Prop. 8.2.2 p.576, [Me1] Theorem 6.5.2 p.82 ou [Me2] Theorem 10, p.136. L’ide´e
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est d’appliquer le the´ore`me des fonctions implicites a` P0 apre`s avoir redresse´ le champ et
les niveaux d’e´nergie. Dans le chapitre suivant, on prouvera un the´ore`me plus ge´ne´ral dans
le cas M = R2d. La de´monstration est analogue. Pour le troisie`me point, on a de´ja` vu que
XH(z0) ∈ ker(Fz0(T0)− Id). On prend alors u2 = Y ′(0), et on de´rive en λ = 0 l’identite´ :
H(Y (λ)) = E − λ
pour obtenir wz0(XH(z0), u2) = −1, ce qui assure aussi le fait que (XH(z0), u2) est libre. Si l’on
note θ le temps de retour de Poincare´ tel que θ(z0) = T0, on de´duit des points (1) et (2) que :
Φθ(λ)(Y (λ)) = Y (λ).
On de´rive en λ = 0 pour obtenir :
(Fz0(T0)− Id)Y ′(0) = λ0XH(z0)
ou` λ0 est dans R. Donc, u2 est dans ker(Fz0(T0)− Id)2. 
4.1.2 Preuve du the´ore`me du cylindre avec syme´tries
Dans les lignes qui suivent, on va prouver le the´ore`me du cylindre avec syme´tries 2.2.4 qui
nous a servi pour notre analyse quantique dans le cas des groupes finis. Pour simplifier le tout,
et comme nous n’en n’avons pas besoin, on oublie le cadre (M,w) d’une varie´te´ symplectique
quelconque et on suppose que M = R2d, et w =< ., J. >R2d . H : R
2d → R est lisse et E ∈ R est
tel que ΣE soit non critique. G est un sous-groupe fini deO(d). On suppose queH estG-invariant.
Quelques proprie´te´s de Fz(t) :
Si z ∈ R2d, g ∈ G et si Φt+t1(z) et Φt(z) existent, en diffe´rentiant par rapport a` z les iden-
tite´s : Φt+t1(z) = Φt1(Φt(z)) et M(g)Φt(z) = Φt(M(g)z), on obtient les relations :
Fz(t+ t1) = FΦt(z)(t1).Fz(t). (4.6)
M(g)Fz(t) = FM(g)z(t).M(g). (4.7)
Lemme 4.1.3 Soit γ une orbite g-invariante admettant t0 pour g-pe´riode et z dans γ. On
note zt = Φt(z). Alors :
M(g)Fzt(t0) = Fz(t).[M(g)Fz(t0)].(Fz(t))
−1.
En particulier, les valeurs propres de M(g)Fz(t0) avec multiplicite´ alge´brique ne de´pendent
pas du point z de γ.
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Preuve du lemme : Selon la formule (4.6), on a :
Fzt(t0)Fz(t) = Fz(t0 + t) = Fzt0 (t)Fz(t0).
Fz(t) e´tant symplectique, elle est inversible et :
Fzt(t0) = Fzt0 (t)Fz(t0)[Fz(t)]
−1.
Ainsi, selon la formule (4.7), comme M(g)zt0 = z, on a :
M(g)Fzt(t0) = Fz(t)M(g)Fz(t0)[Fz(t)]
−1
ce qui ache`ve la preuve du lemme. 
The´ore`me du cylindre avec syme´tries
Rappelons que H : R2d → R est un hamiltonien lisse G-invariant, et que ΣE est un niveau
d’e´nergie compact sans point critique pour H. Nous commenc¸ons par e´noncer un the´ore`me plus
ge´ne´ral que le the´ore`me du cylindre 2.2.4 :
Proposition 4.1.4 :
Soient g ∈ G, γ une orbite pe´riodique g-invariante de ΣE, z0 un point de γ, et t0 une
g-pe´riode non nulle de γ. On suppose :
dim ker[(M(g)Fz0(t0)− Id)2)] = 2.
Alors, il existe un voisinage tubulaire T de γ, il existe ε1 > 0 tels que si |t1 − t0| < ε1 et si
∃z1 ∈ ΣE ∩ T tel que M(g)Φt1(z1) = z1, on ait : O(z1) = γ et t1 = t0.
Par ailleurs, si d > 1, il existe Y :]−ε, ε[→ R2d, C∞ telle que Y (0) = z0, ∀λ ∈]−ε, ε[, Y (λ) ∈
ΣE−λ et O(Y (λ)) est une orbite pe´riodique g-invariante. (pas force´ment de g-pe´riode e´gale
a` t0).
En particulier, γ est la seule orbite g-invariante de ΣE admettant t0 pour g-pe´riode qui ren-
contre T . Rappelons que :
ΓE,g,t0 := {γ orbite pe´riodique de ΣE : ∃z ∈ γ : M(g)Φt0(z) = z}.
LE,g := {t ∈]− T, T [: ∃z ∈ ΣE : M(g)Φt(z) = z}.
Corollaire 4.1.5 Soient g ∈ G et t0 ∈ R∗.
Supposons que l’hypothe`se de la proposition pre´ce´dente est ve´rifie´e pour toute orbite γ de
ΓE,g,t0. Alors, ΓE,g,t0 est fini, t0 est isole´ dans LE,g.
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Preuve du corollaire :
Le the´ore`me pre´ce´dent et la compacite´ de ΣE assurent que Γg,t0,E est fini. Par ailleurs, si
tn −→
n→+∞ t0 avec zn dans ΣE tel que M(g)Φtn(zn) = zn, alors, quitte a` extraire, zn −→n→+∞ z ∈ ΣE,
et M(g)Φt0(z) = z. Comme dim ker[(M(g)Fz(t0)− Id)2)] = 2, le the´ore`me pre´ce´dent s’applique,
et tn = t0 pour n grand. 
Preuve de la proposition 4.1.4
On va reprendre le the´ore`me du cylindre de [M-H] avec une temps de retour de Poincare´
entre un hyperplan transverse a` ΣE en z0 et son translate´ en M(g
−1)z0. Puis, on appliquera
plusieurs fois le the´ore`me des fonctions implicites. La preuve se fait par e´tapes :
Rappelons que, selon (4.5), on a :
(M(g)Fz0(t0)− Id)J∇H(z0) = 0. (4.8)
Etape 1 : Redressement hamiltonien : on note (e1, . . . , e2d) la base canonique de R
2d.
Soit H un hyperplan affine contenant z0 et transverse a` γ en z0 (i.e. tel que J∇H(z0) /∈ ~H).
 











e1
H
ΣE
z0
J∇H(z0)
Ψ(ΣE)
0
Ψ(H)
e2
Ψ
Fig. 4.1 – Redressement du champ et des surfaces d’e´nergie
Alors, il existe U ouvert de R2d contentant z0, et Ψ, C∞- diffe´omorphisme de U sur U˜ , ouvert
de R2d contenant ze´ro, tel que :
• Ψ(z0) = 0, et Ψ ∗ J∇H est le champ constant e´gal a` e1 sur U˜ .
• Ψ(H ∩ U) = H˜ ∩ U˜ ou` H˜ := (Re1)⊥.
• Si λ est proche de E dans R, alors z ∈ U ∩ Σλ ⇐⇒ Ψ(z) = (λ− E)e2 + y ou` y ⊥ e2. (♣)
Pour l’obtention d’un tel diffe´omorphisme, nous renvoyons a` [M-H] : il s’agit de de´former loca-
lement le champ de vecteur J∇H en un champ constant en de´formant les surfaces d’e´nergie en
des hyperplans paralle`les (sorte de ”flow box lemma” ame´liore´).
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Etape 2 : Temps de passage en M(g−1)H :
Quitte a` restreindre U , il existe θ : U → R, lisse, telle que :
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H
z0
M(g)(H)
M(g)z0J∇H(z0)
Fig. 4.2 – Application de Poincare´
θ(z0) = t0 et ∀z ∈ U, Φθ(z)(z) ∈M(g−1)H.
Pour cela, si H = z0 + (Rα)⊥, ou` < α, J∇H(z0) > 6= 0, classiquement, il suffit pour trouver θ
d’appliquer le the´ore`me des fonctions implicites a` F : (t, z) 7→< α,M(g)Φt(z)− z0 > en remar-
quant que ∂F∂t (t0, z0) =< α, J∇H(z0) > 6= 0 et F (t0, z0) = 0.
Remarquons par ailleurs que, si (t, z) est assez proche de (t0, z0), avec M(g)Φt(z) ∈ H, alors
z ∈ U et t = θ(z). (♠)
Etape 3 : Parame´trisation par l’e´nergie d’un cylindre d’orbites g-invariantes :
Soient Vz0 := U ∩H et P : Vz0 ⊂ H → H de´finie par :
P (z) = M(g)Φθ(z)(z).
P est lisse et quitte a` re´duire Vz0, on peut supposer que P (Vz0) ⊂ U (car P (z0) = z0). On de´finit
alors V˜z0 := Ψ(Vz0) ouvert de H˜ contenant ze´ro et P˜ : V˜z0 → U˜∩H˜, P˜ := ΨPΨ−1. On a P˜ (0) = 0.
Si d > 1, on note (λ, y) ∈ R × R2d−2 un e´le´ment ge´ne´rique de H˜. H e´tant une inte´grale
premie`re du mouvement, d’apre´s (♣), il existe Q : V˜z0 → R × R2d−2 telle que P˜ (λ, y) =
(λ,Q[λ, y]). Ainsi, la jacobienne de P˜ en ze´ro est de la forme :
JacP˜ (0) =
 1 0
∗ ∂Q
∂y
(0)
 . (4.9)
Lemme 4.1.6 1 est valeur propre de multiplicite´ alge´brique e´gale a` 1 de P ′(z0).
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Preuve du lemme : De meˆme que dans [Ab-Ma] p. 524, on montre que l’on a : mult(1, P ′(z0)) =
mult(1,M(g)Ft0 (z0))− 1 = 1. 
P˜ ′(0) et P ′(0) e´tant conjugue´es, 1 n’est pas valeur propre de ∂Q∂y (0). Par ailleurs, Q(0) = 0,
donc, d’apre´s le the´ore`me des fonctions implicites, il existe ε > 0 et W voisinage ouvert de ze´ro
dans (Re2)
⊥H˜ , et ϕ˜ :]− ε, ε[→ W , C∞, tels que ϕ˜(0) = 0 :
|λ| < ε, y ∈W et Q(λ, y) = y ⇐⇒ |λ| < ε et y = ϕ˜(λ).
Posons alors Y (λ) := Ψ−1[0, λ, ϕ˜(λ)], Y :]− ε, ε[→ R2d. On a alors Y (E) = z0 et :{
M(g)Φθ(Y (λ))(Y (λ)) = Y (λ).
H(Y (λ)) = λ+ E.
(4.10)
On peut interpre´ter ces deux dernie`res e´galite´s en disant que l’on a “parame´tre´ par l’e´nergie”
un cylindre d’orbites pe´riodiques g-invariantes dans un voisinage de O(z0).
On peut construire un voisinage tubulaire T de γ tel que toute orbite passant par T tra-
verse dom(P ) (cf plus bas, lemme 4.1.7). Soit γ1 une orbite g-invariante ayant t1 ∈ R∗ comme
g-pe´riode et passant par T . Elle coupe dom(P ) en un point z1 tel que M(g)Φt1(z1) = z1. Se-
lon (♠) (de´finition de θ), si t1 est suffisament proche de t0 et T suffisament fin, z1 ∈ U et
t1 = θ(z1). Du coup, M(g)Φθ(z1)(z1) = z1. Mais selon le the´ore`me des fonctions implicites ap-
plique´ a` (λ, y) 7→ Q(λ, y)−y, si z1 est suffisament proche de z0, alors z1 = Y (λ1), ou` λ1 = H(z1).
donc, si γ1 est d’e´nergie e´gale a` E, alors z1 = z0.
Reste a` prouver le :
Lemme 4.1.7 Il existe η > 0 tel que si dist(x,O(z0)) < η, alors O(x) rencontre dom(P ).
Preuve du lemme : Soit U˜ un voisinage ouvert de z0 dans R
2d et S : U˜ → R tels que dom(P ) =
{S = 0}. Soit ϕ : I → R, ou` I est un intervalle de R contenant ze´ro, de´finie par ϕ(t) := S(Φt(z0)).
On a : ϕ′(0) = dz0S(J∇H(z0)) 6= 0. Donc ϕ change de signe en t = 0. D’ou` w1 et w2 dans
U˜ ∩O(z0) tels que S(w1) > 0 et S(w2) < 0. Soit ε > 0 tel que :
∀x ∈ B(w1, ε), x ∈ U˜ et S(x) > 0.
∀x ∈ B(w2, ε), x ∈ U˜ et S(x) < 0.
Soit K une boule compacte recouvrant O(z0). On note T la pe´riode primitive de O(z0). Le flot
Φ e´tant uniforme´ment continu sur [−2T, 2T ]×K, il existe η > 0 tel que :
∀x1, x2 ∈ K, ∀t ∈ [−2T, 2T ], ‖x1 − x2‖ ≤ η ⇒ ‖Φt(x1)− Φt(x2)‖ ≤ ε.
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Le tube conside´re´ est alors de taille η : si dist(x,O(z0)) < η, alors il existe x
∗ ∈ O(z0) tel
que ‖x− x∗‖ < η. Soient alors t1 et t2 dans R tels que w1 = Φt1(x∗) et w2 = Φt2(x∗). Ainsi,
Φt1(x) ∈ B(w1, ε) et donc S(Φt1(x)) > 0. De meˆme, S(Φt2(x)) < 0. On peut toujours supposer
que pour tout t entre t1 et t2, Φt(x) est dans U˜ . Alors par the´ore`me des valeurs interme´diaires,
il existe t entre t1 et t2 tel que S(Φt(x)) = 0, et O(x) rencontre dom(P ). 
Ceci ache`ve la preuve du the´ore`me . 
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4.2 Appendice 2 : Vade mecum sur les e´tats cohe´rents
La pre´sentation qui suit se fait dans l’esprit des travaux conjoints de Monique Combescure et
Didier Robert. Par ailleurs, une re´fe´rence utile pour les transforme´es de Wigner et gaussiennes
en ge´ne´ral est le livre de G.B. Folland [Fo].
4.2.1 Notations sur les e´tats cohe´rents
Soient :
• Λh : L2(Rd)→ L2(Rd),
Λhψ(x) =
1
h
d
4
ψ
(
x
h
1
2
)
.
Λh est l’ope´rateur unitaire de changement d’e´chelle.
• Si α = (q, p) ∈ R2d,
Th(α) := exp[ i
h
(px− q.hDx)]
Th(α) est l’ope´rateur unitaire de translation dans l’espace des phases.
Lemme 4.2.1 Si f ∈ L2(Rd), on a :
Th(α)f(x) = exp
(
i
p
h
(x− q
2
)
)
.f(x− q). (4.11)
Preuve du lemme : soit (q, p) ∈ R2d. Notons A l’extension autoadjointe de l’ope´rateur qx+pDx
sur S(Rd). Ainsi, si t ∈ R, eitA l’ope´rateur unitaire tel que, si f ∈ S(Rd), alors t 7→ e−itA est la
solution C1(R, L2(Rd)) ∩ C(R,D(A)) du proble`me :{
i∂tu(t, x) = Au(t, x)
u(0, x) = f(x)
(4.12)
Pour f ∈ S(Rd), u(t, x) est en fait solution de (4.12) dans D′(R × Rd) et (t, x) 7→ u(t, x)
admet des de´rive´es partielles en t et x a` l’ordre 1. On applique alors la me´thode dite ”des
caracte´ristiques” en cherchant un chemin C1 γ(s) = (t(s), x(s)) donnant u le long du chemin γ.
Comme ddsu(γ(s)) = ∂tu(γ(s))t
′(s) + ∂xu(γ(s))x′(s), si l’on pose t(s) = s+ t0 et x(s) = sp+ x0,
on obtient : ddsu(γ(s)) = −i < q, x(s) > u(γ(s)).
D’ou` : u(s + t0, sp+ x0) = u(t0, x0)e
− i
2
s2qp−isqx0, et en choisissant s = −t0, on obtient :
u(t, x) = e
i
2
qpt2e−itqxf(x− tp).
On en de´duit le re´sultat pour f ∈ S(Rd) en prenant t = − 1h , q ← p, et p ← −hq. Le re´sultat
pour f dans L2(Rd) s’en de´duit par densite´. 
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On ve´rifie alors facilement que :
Th(α)∗ = Th(α)−1 = Th(−α).
• Soit ψ˜0(x) := 1
pi
d
4
exp(− |x|22 ). On note :
ψ0(x) := Λhψ˜0(x) =
1
(hpi)
d
4
exp(−|x|
2
2h
). (4.13)
ψ0 est l’e´tat fondamental de l’oscillateur harmonique −h2∆ + |x|2.
• L’e´tat cohe´rent centre´ en α = (q, p) est donne´ par :
ϕα := Th(α)ψ0.
Par construction, on a ‖ϕα‖L2(Rd) = 1 pour tout α dans R2d. Par ailleurs, d’apre`s (4.11), on a :
ϕα(x) =
1
(hpi)
d
4
exp
(
i
p
h
(x− q
2
)
)
. exp
(
−|x− q|
2
2h
)
. (4.14)
Cette formule nous permet de remarquer un comportement agre´able des e´tats cohe´rents vis-a`-vis
des syme´tries provenant du groupe orthogonal. Pour g dans O(d) et α dans R2d, on a :
M˜(g)ϕα = ϕM(g)α. (4.15)
• On de´duit facilement de la formule (4.11) les formules suivantes :
Λ∗hTh(α)Λh = T1(
α√
h
). (4.16)
Th(α)Th(β) = e
i
2h
<Jα;β>Th(α+ β). (4.17)
Th(α)∗Opwh (a)Th(α) = Opwh [a(α + .)]. (4.18)
Opwh (a)Λh = ΛhOp
w
1 (ah), ou` ah(z) := a(
√
hz). (4.19)
4.2.2 Transforme´e de Wigner
• Si φ et ψ sont dans L2(Rd) , on de´finit la h-transforme´e de Wigner de (φ,ψ) par :
Wφ,ψ(x, ξ) :=
∫
Rd
e−
i
h
yξφ(x+
y
2
)ψ(x− y
2
)dy.
L’ine´galite´ de Cauchy-Schwarz montre que Wφ,ψ est borne´e sur R
2d et l’on a :
∀z ∈ R2d, |Wφ,ψ(z)| ≤ 2d ‖φ‖L2(Rd) ‖ψ‖L2(Rd) . (4.20)
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Par ailleurs, on a : Wφ,ψ(x, ξ) =
∫
Rd
e−
2i
h
(x−u)ξφ(2x−u)ψ(u)du. Ainsi, par convergence domine´e,
si φ et ψ sont dans S(Rd), alors z 7→ Wφ,ψ(z) est continue sur R2d. Ce re´sultat est encore vrai
pour φ et ψ dans L2(Rd) par densite´ de S(Rd) dans L2(Rd), en utilisant (4.20).
On constate aussi que, si Fy→ξ de´signe la transforme´e de Fourier partielle, alors on a :
Wφ,ψ(x, ξ) = Fy→ξ
(
y 7→ φ(x+ y
2
)ψ(x − y
2
)
)
(
ξ
h
).
Ainsi, on a : ‖Wφ,ψ‖2L2(R2d) = (2pih)d
∫
R2d
|φ(x + y2 )|2|ψ(x − y2 )|2dxdy, d’ou` par changement de
variable, on conclut que si φ et ψ sont dans L2(Rd), alors Wφ,ψ ∈ L2(R2d) et :
‖Wφ,ψ‖L2(R2d) = (2pih)
d
2 ‖φ‖L2(Rd) ‖ψ‖L2(Rd) . (4.21)
• La meˆme transforme´e de Fourier montre que si φ et ψ sont dans S(Rd), alors Wφ,ψ ∈ S(R2d).
Supposons alors que a : R2d → R ve´rifie :
|∂αa(z)| ≤ Cα < x >mα , ou` mα > 0.
Si φ et ψ sont dans S(Rd), alors on a :
< Opwh (a)φ ;ψ >L2= (2pih)
−d
∫
Rdx×Rdξ
Wφ,ψ(z) a(z)dz. (4.22)
Pour cela, il suffit d’appliquer le the´ore`me Fubini dans les inte´grales oscillantes et d’e´crire :
< Opwh (a)φ ;ψ >L2= (2pih)
−d
∫
R3d
e
i
h
(u−v)ξa(
u+ v
2
, ξ)φ(v)ψ(u)dvdξdu.
Puis on fait le changement de variable u = x− y2 , v = x+ y2 .
Proposition 4.2.2 Transforme´e de Wigner d’e´tats cohe´rents
Soient α1 et α2 dans R
2d. Alors, on a pour z dans R2d :
Wϕα1 ,ϕα2 (z) = 2
d exp
[
i
h
(
< z, J(α1 − α2) > +1
2
< α1, Jα2 >
)]
exp
(
−1
h
∣∣∣∣z + α1 + α22
∣∣∣∣2
)
.
(4.23)
Preuve de la proposition : il s’agit essentiellement de calculer la transforme´e de Fourier d’une
gaussienne. Faire de meˆme que pour le lemme 2.1.5. 
4.2.3 Une formule de trace sur L2(Rd) via les e´tats cohe´rents
On introduit la transforme´e de Bargmann pour f dans L2(Rd) et α dans R2d :
Bf(α) :=< f ;ϕα >L2(Rd) .
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Proposition 4.2.3 Si f ∈ L2(Rd), alors Bf ∈ L2(R2d), est continue et borne´e et
‖f‖2L2(Rd) = (2pih)−d ‖Bf‖2L2(R2d) , ∀α ∈ R2d, |Bf(α)| ≤ ‖f‖L2(Rd) .
Enfin, si f ∈ S(Rd), alors Bf ∈ S(R2d), et on a la formule d’insversion :
f(x) = (2pih)−d
∫
R2d
< f ;ϕα >L2(Rd) ϕα(x)dα.
Concernant la dernie`re formule, on dit que les e´tats cohe´rents forment une base surcomple`te
de L2(Rd).
Preuve de la proposition : le the´ore`me de Cauchy-Schwarz donne directement |Bf(α)| ≤ ‖f‖L2(Rd)
pour tout α dans R2d. Pour la continuite´, remarquons que, si α = (q, p), alors :
Bf(α) = (hpi)− d4 e i2h pq
∫
Rd
e−
i
h
pxe−
1
2h
|x−q|2f(x)dx.
Ainsi, Bf est continue pour f dans S(Rd) par convergence domine´e, et le re´sultat s’e´tant faci-
lement a` f ∈ L2(Rd) par densite´ de S(Rd) dans L2(Rd).
Montrons que Bf ∈ L2(R2d) :∫
R2dα
|Bf(α)|2dα =
∫
Rq
∫
Rp
| < Th(−α)f ;ψ0 >L2(Rd) |2dp dq.
Or
| < Th(−α)f ;ψ0 >L2(Rd) |2 = |
∫
Rd
e−i
p
h
xf(x− q)ψ0(x)dx|2 = |Fp (f(.− q)ψ0(.))
(p
h
)
|2.
Donc, par le the´ore`me de Plancherel :∫
R2dα
|Bf(α)|2dα =
∫
Rq
(2pih)d ‖f(.− q)ψ0(.)‖2L2(Rd) dq = (2pih)d ‖f‖2L2(Rd) ‖ψ0‖2L2(Rd) .
Et on conclut en remarquant que ‖ψ0‖L2(Rd) = 1.
Supposons que f ∈ S(Rd). Montrons que Bf ∈ S(R2d). Comme
Bf(α) = (hpi)− d4 e i2h pqFy→p
(
y 7→ e− 12h |y−q|2f(y)
)
(
p
h
),
il suffit de montrer que (y, q) 7→ e− 12h |y−q|2f(y) est dans S(R2d), ce qui est le cas. La formule
d’inversion a bien alors un sens, puisque, pour tout x dans Rd, α 7→ ϕα(x) est borne´e. Pour
prouver cette formule dinversion, remarquons qu’en de´polarisant la formule donnant ‖Bf‖2L2(R2d)
(exprimer le produit scalaire en fonction de la norme), on obtient pour u et v dans L2(Rd) :
< u, v >L2(Rd)= (2pih)
−d < Bu,Bv >L2(R2d) .
4.2. APPENDICE 2 : VADE MECUM SUR LES E´TATS COHE´RENTS 159
Pour u et v dans S(Rd), on peut alors appliquer a` juste titre le the´ore`me de Fubini dans le
membre de droite de cette dernie`re e´quation et obtenir la formule de´sire´e. 
On donne une formule dans le cadre Hilbert-Schmidt :
Proposition 4.2.4 Soit A un ope´rateur borne´ sur L2(Rd). Alors A est de classe Hilbert-
Schmidt si et seulement si
‖A‖2HS = (2pih)−d
∫
R2dα
‖Aϕα‖2L2(Rd) dα < +∞.
Preuve de la proposition : Soit {ej}j∈N une base hilbertienne de L2(Rd)
‖A‖2HS =
∑
j≥0
‖Aej‖2L2(Rd) =
∑
j≥0
(2pih)−d ‖B(Aej)‖2L2(R2d .
Or
‖B(Aej)‖2L2(R2d =
∫
R2dα
| < ej ;A∗ϕα > |2dα.
Donc
‖A‖2HS = (2pih)−d
∫
R2dα
‖A∗ϕα‖L2(Rd) dα.
et on ache`ve la preuve en rappelant que ‖A‖HS = ‖A∗‖HS . 
Proposition 4.2.5 Soit A un ope´rateur a` trace sur L2(Rd). Alors :∫
R2dα
| < Aϕα;ϕα >L2(Rd) |dα < +∞
et Tr(A) = (2pih)−d
∫
R2dα
< Aϕα;ϕα >L2(Rd) dα.
Preuve de la proposition :
• A e´tant a` trace, il s’e´crit A = A1.A2 avec A1 et A2 de classe Hilbert-Schmidt.∫
R2dα
| < Aϕα;ϕα >L2(Rd) |dα =
∫
R2dα
| < A2ϕα;A∗1ϕα >L2(Rd) |dα
≤
∫
R2dα
‖A2ϕα‖L2(Rd) . ‖A∗1ϕα‖L2(Rd) dα
≤
(∫
R2dα
‖A2ϕα‖2L2(Rd) α
) 1
2
(∫
R2dα
‖A∗1ϕα‖2L2(Rd) dα
) 1
2
= (2pih)d ‖A2‖HS ‖A∗1‖HS < +∞.
• Le reste de la preuve s’effectue par de´polarisation de la proposition pre´ce´dente :
Pour cela, donnons-nous A et B des ope´rateurs de classe Hilbert-Schmidt sur L2(Rd).
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On note |A|2 := A∗A, et l’on constate que Tr(|A|2) = ‖A‖2HS .
En outre,
AB =
1
4
[|A+B∗|2 − |A−B∗|2 − i|iA+B∗|2 + i|iA−B∗|2] .
On prend la trace dans cette formule, et on applique la proposition pre´ce´dente :
Tr(AB) =
1
4
∫
R2dα
‖(A+B∗)ϕα‖2L2 − ‖(A−B∗)ϕα‖2L2 − i ‖(iA+B∗)ϕα‖2L2 + i ‖(iA−B∗)ϕα‖2L2
dα
(2pih)d
.
Or pour f et g dans L2(Rd) :
< f, g >L2(Rd)=
1
4
[
‖f + g‖2L2 − ‖f − g‖2L2 − i ‖if + g‖2L2 + i ‖if − g‖2L2
]
.
Donc
Tr(AB) = (2pih)−d
∫
R2dα
< Aϕα;B
∗ϕα >L2(Rd) dα
et par cyclicite´ de la trace, si A et B sont de classe Hilbert-Schmidt sur L2(Rd),
Tr(AB) = (2pih)−d
∫
R2dα
< ABϕα;ϕα >L2(Rd) dα.
Ceci ache`ve la preuve de la proposition. 
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4.3 Appendice 3 : Phase stationnaire ge´ne´ralise´e avec phase
complexe
Comme on l’a vu pre´ce´demment, l’usage d’e´tats cohe´rents en the´orie semi-classique requiert
des versions robustes du the´ore`me de la phase stationnaire.
Rappelons d’abord le lemme de la phase non stationnaire. Il est en ge´ne´ral e´nonce´ dans la
litte´rature pour une phase re´elle. Ici, on adapte le cas d’une phase complexe :
Lemme 4.3.1 (Phase non stationnaire avec phase complexe)
Soit f une fonction C∞ complexe de´finie sur un ouvert O de Rn.
Soit a une fonction C∞ complexe a` support compact dans O. On suppose :
∀x ∈ O, ∇f(x) = 0⇒ =f(x) > 0.
Alors :
I(h) :=
∫
O
e
i
h
f(x)a(x)dx = O(h∞) quand h→ 0+.
Preuve du lemme : Notons f = f1 + if2, avec f1 et f2 re´elles. Soient :
M := {x ∈ Rn t.q.∇f(x) = 0} et K :=M∩ Supp(a).
K est un compact inclu dans O, et on sait que f2 > 0 sur K. Soit
C := min
K
f2 > 0.
Soient V un ouvert de O contenant K tel que f2 ≥ C2 sur V , et χ une fonction C∞ a` support
compact dans O telle que χ = 1 sur un voisinage ouvert de K et Suppχ ⊂ V . On e´crit :∫
O
e
i
h
f(x)a(x)dx =
∫
O
e
i
h
f(x)χ(x)a(x)dx +
∫
O
e
i
h
f(x)a(x)(1− χ(x))dx.
Sur Suppχ :
|e ihf(x)| ≤ e− C2h .
Donc : ∫
O
e
i
h
f(x)a(x)dx =
∫
O
e
i
h
f(x)a˜(x)dx +O(h∞) quand h→ 0+.
ou`
a˜ := (1− χ).a
ainsi a˜ ∈ C∞0 (Rn) et ∀x ∈ Supp(a˜),∇f(x) 6= 0, ce qui est encore vrai sur un voisinage ouvert
U de Supp(a˜). On est donc ramene´ au cas ou` ∀x ∈ U,∇f(x) 6= 0, et on envisage classiquement
l’ope´rateur diffe´rentiel sur U :
L :=
1
|∇f |2∇f.∇.
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qui ve´rifie pour tout N ∈ N :
LN (e
i
h
f ) =
iN
hN
e
i
h
f .
D’ou` pour tout N ∈ N :
I(h) =
hN
iN
∫
U
e
i
h
f (tL)N (a˜)dx+O(h∞), quand h→ 0+.
ce qui ache`ve la preuve de ce lemme. 
Pour e´noncer le the´ore`me de la phase stationnaire avec phase complexe, on doit d’abord
de´finir une quantite´ qui interviendra dans le calcul du coefficent du premier terme de l’asympto-
tique. Il s’agit d’une ‘racine complexe’ du de´terminant, note´e ‘det
− 1
2
+ (.)’, que nous commenc¸ons
par de´finir sur une certaine classe de matrices syme´triques a` coefficients complexes. Si x et y
sont dans Cn, on note :
< x, y >
Rn
:=
n∑
i=1
xi yi.
Soit :
S+n (C) := {A ∈Mn(C) :t A = A et <A >> 0}.
On de´finit la fonction det
− 1
2
+ : S+n (C) −→ C par :
det
− 1
2
+ (A) := pi
−n
2
∫
Rn
e−<Ax,x>Rndx,
l’inte´grale e´tant bien absolument convergente pour A dans S+n (C). On ve´rifie facilement que si
A >> 0, alors det
− 1
2
+ (A) =
1√
detA
. Selon [Ho] p.85, si A ∈ S+n (C) alors A et inversible, et on
trouvera dans cette meˆme re´fe´rence les e´le´ments pour la preuve du lemme suivant :
Lemme 4.3.2 Il existe un unique prolongement continu de det
− 1
2
+ a` :
D+n := {A ∈Mn(C) : tA = A, <A ≥ 0 et detA 6= 0},
Par ailleurs, pour tout A dans D+n , on a : [det
− 1
2
+ (A)]
2 = 1detA .
Un cas particulier important faisant apparaˆıtre un e´le´ment de D+n qui n’est pas dans S+n (C)
est celui d’une matrice A = iB ou` B ∈ GLn(R) est telle que tB = B. On a alors :
det
− 1
2
+ (A) = |det(B)|−
1
2 e−i
pi
4
sign(B),
ou` sign(B) est le nombre de valeurs propres positives de B moins le nombres de valeurs propres
ne´gatives (compte´es avec multiplicite´ alge´brique). Pour prouver ceci, et de manie`re ge´ne´rale
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pour se ramener a` un calcul dans S+n (C), on proce`de en remarquant que, si A ∈ D+n , alors pour
p grand, Ap := A+
1
pIn est dans S+n (C). On calcule donc det
− 1
2
+ (Ap) pour p grand et on a alors :
det
− 1
2
+ (A) = limp→+∞det
− 1
2
+ (Ap).
• Extension de det−
1
2
+ aux formes quadratiques :
Remarquons tout d’abord que, si A ∈ D+n et si tO = O−1, alors tOAO ∈ D+n et det
− 1
2
+ (
tOAO) =
det
− 1
2
+ (A) (passer a` la limite via Ap = A +
1
pIn). Soit (E,<,>) un espace vectoriel euclidien
re´el de dimension n. Soit alors D+(E) l’ensemble des formes biline´aires syme´triques complexes
L sur E telles que <(L) ≥ 0 et L est non-de´ge´ne´re´e. Si L ∈ D+(E) et si A de´signe la matrice
de L dans une quelconque base orthonorme´e de E, alors on a clairement A ∈ D+n . On de´finit
det
− 1
2
+ (L) := det
− 1
2
+ (A). D’apre`s la remarque pre´ce´dente, cette de´finition ne de´pend pas de la
base orthonorme´e choisie, d’ou` :
det
− 1
2
+ : D+(E) −→ C.
• Notations sur les formes quadratiques :
Si O est un ouvert de Rn. Si f : O → C est C2, alors, pour x dans O, on notera f ′′(x) la forme
biline´aire syme´trique complexe (f ′′(x) : Rn × Rn → C), et Hessf(x) ∈Mn(C) la matrice
hessienne complexe Hessf(x) = ((f ′′(ei, ej)))1≤i,j≤n, ou` (e1, . . . , en) est la base canonique de
Rn. On confond un vecteur de Rn et son vecteur colonne dans la base canonique de Rn, et si
A ∈Mn(C) :
kerR(A) := {x ∈ Rn : Ax = 0} = ker(<(A)) ∩ ker(=(A)).
Le lemme ci-apre`s permet d’e´noncer proprement le the´ore`me de la phase stationnaire qui
suivra :
Lemme 4.3.3 Soient O un ouvert de Rn et f : O → C, C2, telle que =f ≥ 0 sur O, et
soit x0 dans O tel que :
f ′(x0) = 0 et =(f(x0)) = 0.
Alors =(Hessf(x0)) ≥ 0 (i.e. la forme biline´aire syme´trique =(f ′′(x0)) est positive).
Preuve du lemme : e´crivons f = f1 + if2, avec f1 et f2 re´elles.
Le de´veloppement de Taylor de f a` l’ordre 2 en x0 donne pour y dans R
n, h re´el proche de ze´ro :
f(x0 + hy) = f1(x0) +
h2
2
< Hessf(x0)y, y > +h
2|y|2ε(h).
ou` ε(h) →
h→0
0. En prenant la partie imaginaire, on obtient :
∀y ∈ Rn, pour h petit : 0 ≤ f2(x0 + hy) = h
2
2
< Hessf2(x0)y, y > +h
2|y|2ε(hy).
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On divise par h2, et le re´sultat s’en de´duit en faisant tendre h vers ze´ro. 
The´ore`me 4.3.4 (Phase stationnaire avec phase complexe et varie´te´ critique)
Soit f une fonction C∞ complexe de´finie sur un ouvert O de Rn.
Soit a une fonction C∞ complexe a` support compact dans O. On pose :
M := {x ∈ O : ∇f(x) = 0 et =(f(x)) = 0}.
et on suppose :
(a) =(f) ≥ 0 sur O.
(b) M est une sous-varie´te´ connexe de dimension p de Rn.
(c) Pour tout x dans M, la restriction de f ′′(x) a` NxM := (TxM)⊥ est une forme
biline´aire syme´trique non de´ge´ne´re´e sur NxM×NxM.
Alors :
• f est constante surM.
• ∀N ∈ N, ∃C = Ca,f,N tel que pour tout h > 0 :∣∣∣∣∣∣
∫
O
e
i
h
f(x)a(x)dx − (2pih)n−p2 ei f(x0)h
N∑
j=0
Lj(a, f)h
j
∣∣∣∣∣∣ ≤ C.hn−p2 +N+1.
ou` x0 est quelconque dansM, les Lj(a, f) sont des coefficients complexes, et en particulier :
L0(a, f) =
∫
M
det
− 1
2
+
(
f ′′(x)|NxM
i
)
.a(x)dσM(x).
ou` dσM est la mesure de Lebesgue sur la sous-varie´te´ M.
Pour une preuve de ce the´ore`me , on renvoie a` [CRR].
Remarques :
• Sous l’hypothe`se (b), on a automatiquement :
∀x ∈M, TxM⊂ kerR(Hessf(x)).
En effet, si γ est un chemin C1 a` valeurs dans M, tel que γ(0) = x, alors f ′(γ(t)) = 0 pour
tout t, et si on de´rive ∂xjf(γ(t))) = 0 en t = 0, on obtient < γ
′(0); ∂xj∇f(x) >Rn= 0, et donc
γ′(0) ∈ ker(Hessf(x)). Ainsi, on a, pour x ∈M, Hess f(x) (NxM) ⊂ NxM+ iNxM et
∀u ∈ TxM, ∀v ∈ Rn, f ′′(x)(u, v) = 0.
• Sous les hypothe`ses (a) et (c), via le lemme 4.3.3, on a bien f ′′(x)|NxMi ∈ D+(NxM).
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Pour ve´rifier (c), on est confronte´ au calcul de la restriction de f ′′(x) a` NxM. Le lemme
suivant permet a` la fois de ve´rifier (c), et de calculer det
− 1
2
+ (.) dans la pratique :
Lemme 4.3.5 Supposons uniquement (a) et (b) dans le the´ore`me pre´ce´dent. Alors :
(c) ⇐⇒ ∀x ∈ O, kerR[Hessf(x)] ⊂ TxM.
Par ailleurs, si x ∈ M, et si ΠTxM de´signe la matrice dans la base canonique de Rn du
projecteur orthogonal sur TxM, si on pose A := Hessf(x) + iΠTxM, alors tA = A, =A ≥ 0,
detA 6= 0 et
det
− 1
2
+
(
f ′′(x)|NxM
i
)
= det
− 1
2
+
(
Hessf(x) + iΠTxM
i
)
. (4.24)
Enfin
det(f ′′(x)|NxM) = det(Hessf(x) + ΠTxM). (4.25)
Preuve du lemme :
I Fixons x dans M. Supposons que kerR(Hessf(x)) ⊂ TxM. Selon la remarque pre´ce´dente,
nous avons pour des raisons de dimension : kerR(Hessf(x)) = TxM. Notons B := Hessf(x),
B1 := <[Hessf(x)] et B2 := =[Hessf(x)]. On a donc kerR[B] = kerR(B1) ∩ kerR(B2). Si u ∈
NxM ve´rifie : ∀v ∈ NxM, f ′′(x)(u, v) = 0 =< Bu, v >Rn , alors en prenant parties re´elles
et imaginaires, B1u ∈ TxM ⊂ kerR(B1) et B2u ∈ TxM ⊂ kerR(B2). Mais pour j = 1, 2,
=(Bj) = (kerR(Bj))⊥. Donc B1(u) et B2(u) sont nuls. Ainsi Bu = 0 et u ∈ TxM ∩ NxM :
u = 0. La restriction de f ′′(x) a` NxM est donc bien non-de´ge´ne´re´e et on a (c).
I Re´ciproquement, si on a (c), et (avec les meˆmes notations) si u ∈ Rn est tel que Bu = 0,
on note u = uT + uN ou` uT ∈ TxM et uN ∈ NxM. Comme TxM⊂ ker(B), on a BuN = 0, et
∀v ∈ NxM, < BuN , v >= 0 = f ′′(x)(uN , v). Ainsi, d’apre`s (c), uN = 0 et u ∈ TxM.
I Selon un lemme pre´ce´dent, on sait que =(Hessf(x)) ≥ 0, donc tA = A et =(A) ≥ 0.
Montrons que detA 6= 0 : remarquons que si D ∈Mn(R) est telle que tD = D, si y = y1 + i y2 ∈
Cn, alors :
< Dy, y >Rn=< Dy1, y1 >Rn + < Dy2, y2 >Rn∈ R.
Soit y ∈ Cn tel que Ay = 0 :
0 = =(< Ay, y >Rn) = =[< Re(A)y, y >Rn +i < =(A)y, y >Rn ]
=< =(A)y, y >Rn=< =(A)y1, y1 >Rn + < =(A)y2, y2 >Rn .
Comme =A ≥ 0, on a pour j = 1, 2, < =(A)yj , yj >Rn= 0, donc
√=(A)yj = 0, et =(A)yj = 0.
Ainsi (B2 + ΠTxM)yj = 0, donc, comme B2 ≥ 0, yj ∈ NxM et B2yj = 0. Enfin, on a aussi
(<A)y = 0, donc B1yj = 0. Ainsi Hessf(x)yj = 0 et yj ∈ TxM∩NxM = {0}, et donc y = 0.
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I Reste a` prouver (4.24) :
Supposons pour simplifier que =A >> 0. Alors A ∈ S+n (C), donc :
det
− 1
2
+
(
A
i
)
= pi−
n
2
∫
Rn
ei<(Hessf(x)+iΠTxM)y,y>Rndy.
Soient (e1, . . . , en) la base canonique de R
n, p := dimTxM, et U une isome´trie line´aire qui
envoie Vect(e1, . . . , ep) sur TxM et Vect(ep+1, . . . , en) sur NxM. Ainsi, si l’on note y = (y′, y′′) ∈
Rp × Rn−p, on a :
ΠTxMU(y) = U(y′, 0), et < (Hessf(x))Uy,Uy >Rn=< (Hessf(x))U(0, y′′), U(0, y′′) >Rn .
Ainsi en faisant le changement de variable y ← Uy, on obtient :
det
− 1
2
+
(
A
i
)
= pi−
n
2
∫
R
p
y′
∫
R
n−p
y′′
ei<(Hessf(x))U(0,y
′′),U(0,y′′)>Rne−|y
′|2dy′dy′′
= pi−(
n−p
2
)
∫
R
n−p
y′′
ei<(Hessf(x))U(0,y
′′),U(0,y′′)>Rndy′′ = det
− 1
2
+
(
f ′′(x)|NxM
i
)
.
Ceci ache`ve la preuve du lemme.
I Pour prouver 4.25, on peut soit proce´der directement, soit utiliser le fait que
[det
− 1
2
+ (.)]
−2 = det(.)
et le calcul pre´ce´dent. 
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4.4 Appendice 4 : Un the´ore`me d’inte´gration par tranches via
une submersion
On pourra aussi consulter [BGM], p.16-17.
Lemme 4.4.1 Inte´gration par tranches via une submersion :
Soient M et N deux varie´te´s riemanniennes, et F : M → N une submersion lisse. Soit ϕ
lisse a` support compact sur M . Alors on a :∫
M
ϕ(x)dσM (x) =
∫
N
[∫
Σn
ϕ(y)
dσΣn(y)
|det(dyF t(dyF ))| 12
]
dσN (n). (4.26)
ou` Σn := F
−1({n}) (sous-varie´te de M), et dσΣn est la mesure riemmanienne induite par
celle de M sur Σn.
Rappellons que t(dyF ) : TF (y)N → TyM est de´finie par :
∀x ∈ TyM, ∀z ∈ TF (y)N, < dyF (x), z >TF (y)N=< x,t (dyF )(z) >TyM . (4.27)
Preuve du lemme :
1e`re e´tape : Montrons qu’il suffit de prouver le the´ore`me pour M = U , ouvert de Rp, et N = Rq :
en effet, en supposant ce fait acquis, on prouve ensuite le the´ore`me pour M varie´te´ riemannienne
et N = Rq, en se ramenant au cas euclidien et en prenant des cartes de M , via une partition de
l’unite´ sur Suppϕ. Puis, on e´tend le the´ore`me pour M et N varie´te´s riemanniennes quelconques
en se ramenant cas pre´ce´dant dans des cartes de N .
2e`me e´tape : Preuve du the´ore`me dans le cadre euclidien :
U est un ouvert de Rp, et F : U ⊂ Rp → Rq est une submersion. L’ide´e est de de´former les
sous-varie´te´s Σλ := {F = λ} (λ ∈ Rq) en des espaces affines de Rp via des diffe´omorphismes
locaux, l’e´nonce´ se ramenant au the´ore`me de Fubini dans ce cas-la`.
Soit a ∈ U . On sait que daF est surjective. Ainsi, quitte a` permuter les coordonne´es dans
Rp, on peut supposer que : det
(
∂x1F (a) . . . ∂xqF (a)
)
6= 0. On de´finit ensuite h : U → Rp
par h(x) = (F (x), xq+1, . . . , xp), de sorte que, si λ ∈ Rq, h(Σλ) = {(λ, y′′) : y′′ ∈ Rp−q}. Par
ailleurs, la matrice de dah dans la base canonique de R
p est : :
[dah]b.c. =
 ∂x1F (a) . . . ∂xqF (a) ∂xq+1F (a) . . . ∂xpF (a)
0 Ip−q
 .
Ainsi, h est un diffe´omorphisme local en a. D’ou` Ua et Va ouverts de R
p avec a ∈ Ua, Va = h(Ua)
et tels que la restriction de h a` Ua soit un diffe´omorphisme sur Va. On peut aussi supposer,
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quitte a` restreindre Ua, que ∂y′′F (x) est inversible pour tout x dans Ua (ou` y
′′ ∈ Rq).
Cette construction e´tant faite pour tout a dans U , on a Suppϕ ⊂ ⋃
a∈Suppϕ
Ua, avec Suppϕ
compact, ce qui permet d’extraire un recouvrement fini, (Ua1 , . . . Uar ), et une partition de l’unite´
χ1, . . . , χr (fonctions lisses a` support compact) tels que Suppϕ ⊂
r⋃
i=1
Uai , Suppχi ⊂ Uai et
r∑
i=1
χi = 1 sur Suppϕ. Il est alors aise´ de montrer qu’il suffit de prouver le the´ore`me avec
U = Ua, ce que nous alllons faire dans les lignes qui suivent :
Ecrivons la formule de changement de variable :∫
Ua
ϕ(x)dx =
∫
Va
ϕ(h−1(y))|det(dyh−1)|dy.
Notons : y = (y′, y′′) ∈ Rq×Rp−q. D’apre`s la forme de h, il existe une fonction Φ : Rp → Rq telle
que : h−1(y) = (Φ(y), y′′). On ve´rifie facilement que l’on a : det(dyh−1) = det(∂y′Φ(y)), pour
y ∈ Va. Puis, comme on a : h(h−1(y)) = y, on en de´duit que :
F (Φ(y), y′′) = y′.
Ainsi, en diffe´rentiant cette formule par rapport a` y′, on obtient : ∂y′Φ(y) = [∂y′F (Φ(y), y′′)]−1.
On en de´duit donc que :∫
Ua
ϕ(x)dx =
∫
Rp
1l
Va
(y)ϕ(h−1(y))
dy
|det(∂y′F (Φ(y), y′′))| =
Si on pose y = (λ, y′′), et si on note :
Wλ := {y′′ ∈ Rp−q : (λ, y′′) ∈ Va} ⊂ Rp−q,
on a : ∫
Ua
ϕ(x)dx =
∫
Rq
∫
Wλ
ϕ(h−1(λ, y′′))
dy′′
|det(∂y′F (Φ(λ, y′′), y′′))|dλ.
Parame´trisation de Σλ : si λ ∈ Rq, on montre facilement que ψλ : Wλ → Rp, de´finie par :
ψλ(y
′′) := (Φ(λ, y′′), y′′), (4.28)
est une immersion injective d’image Σλ∩Ua, ce qui nous permet de parame´trer Σλ· Par ailleurs :∫
Ua
ϕ(x)dx =
∫
Rq
∫
Wλ
ϕ(ψλ(y
′′))
dy′′
|det(∂y′F (ψλ(y′′)))|dλ.
Or, d’apre`s notre parame´trisation :∫
Σλ
ϕ(x)
dσΣλ(x)
|det(dxF t(dxF ))| 12
=
∫
Wλ
ϕ(ψλ(y
′′))
g
1/2
ψλ
(y′′)dy′′
|det(dψλ(y′′)F t(dψλ(y′′)F ))|
1
2
,
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ou` :
gψλ(y
′′) := det(< ∂y′′i ψλ; ∂y′′j ψλ >Rp). (4.29)
Ainsi, il nous reste a` montrer que :
det[∂y′F (ψλ(y
′′))]2gψλ(y
′′) = det(dψλ(y′′)F
t(dψλ(y′′)F )) (4.30)
D’apre`s (4.28) , on a :
gψλ(y
′′) = det(δij+ < ∂y′′i Φ(λ, y
′′); ∂y′′j Φ(λ, y
′′) >Rq).
Puis en de´rivant par rapport a` y′′i l’identite´ : F (Φ(λ, y
′′), y′′) = λ, on obtient :
∂y′′i Φ(λ, y
′′) = −[∂y′F (ψλ(y′′))]−1∂y′′i F (ψλ(y
′′)),
de sorte que :
gψλ(y
′′) = det(δij+ < [∂y′F (ψλ(y′′))]−1∂y′′i F (ψλ(y
′′)); [∂y′F (ψλ(y′′))]−1∂y′′j F (ψλ(y
′′)) >).
On note donc A := ∂y′F (ψλ(y
′′)), xi := ∂y′′i F (ψλ(y
′′)) et B la matrice q × (p − q) de vecteurs
colonnes les xj. On constate alors que :
((< A−1xi, A−1xj >)) =t BtA−1A−1B.
Par ailleurs, la matrice jacobienne de F en (λ, y′′) est e´gale a`
(
A B
)
. D’ou` :
det(dψλ(y′′)F
t(dψλ(y′′)F )) = det(A
tA+BtB).
Pour obtenir (4.30), il reste donc a` prouver le lemme suivant :
Lemme 4.4.2 Soient A une matrice inversible de taille q × q, et B une matrice de taille
q × (p − q) (ou` p ≤ q). Alors, on a :
det(A2) det(Ip−q +t BtA−1A−1B) = det(AtA+BtB)
Preuve du lemme : On envisage spontane´ment les matrices :
M1 :=
(
A B
0 Ip−q
)
, M2 :=
(
A−1.tA−1 0
−tBtA−1 Ip−q
)
, et M3 :=
(
tA −A−1B
tB Ip−q
)
.
Puis on de´finit la matrice M := M1M2M3, et on de´cide de calculer det(M) de deux fac¸ons
diffe´rentes :
1e`re me´thode : En calculant M4 := M1M2 puis M4M3, on trouve :
det(M) = det(Ip−q +t BtA−1A−1B).
2e`me me´thode : En calculant M5 := M1M3, puis en e´crivant det(M) = det(M2) det(M5),
on trouve :
det(M) = det(A−2) det(AtA+BtB).
Ceci ache`ve la preuve du lemme, et donc du the´ore`me . 
170 CHAPITRE 4. APPENDICES
4.5 Appendice 5 : Notations, formulaire
G =groupe de Lie.
p =dimension de G.
G = alge`bre de Lie du groupe G.
M(g) =
 
g 0
0 g
!
si g ∈ G (Meˆme chose pour M(A) lorsque A ∈ G).
Stab(z) := {g ∈ G s.t. gz = z} (pour z ∈ R2d) (parfois note´ Hz).
H0 =sous-groupe auquel sont conjugue´s les sous groupes d’isotropie sous l’hypothe`se (Lie.2).
FA(z) :=
1
2 < Az, Jz > (si A ∈ G).
Ω0 =
⋂
A∈G
F−1A ({0}).
Ωred = Ω0/G.
pi : Ω0  Ωred : projection canonique sur Ωred.
H˜ : Ωred → R est de´fini par H˜(pi(z)) = H(z).
Φ˜t(x) = flot de H˜.
Σ˜E := {H˜ = E} ⊂ Ωred.
CE,T = {(t, z, g) ∈]− T, T [×R2d ×G : z ∈ (Ω0 ∩ΣE),M(g)Φt(z) = z}.
Φt(x) = flot de H.
Ft(z)=diffe´rentielle de t 7→ Φt(z).
A,B,C,D sont tels que Ft(z) =
 
A B
C D
!
.
M0 = (C + iD)(A+ iB)
−1
Wt = (I − iM0)−1(I + iM0) ou encore 12 (I +Wt) = (I − iM0)−1. On a ‖Wt‖ < 1.
Ŵt :=
(
Wt −iWt
−iWt −Wt
)
.
ϕE = ϕ1 + iϕ2.
ϕ1(t, α, g) := (E −H(α))t + 12M(g−1)αJα− 12
∫ t
0 (αs −M(g−1)α)Jα˙sds.
ϕ2(t, α, g) :=
1
4 < (I − Ŵt)(αt −M(g−1)α); (αt −M(g−1)α) >.
d(t, z, g) := χ(g)det
− 1
2
+
(
ϕ′′E(t,z,g)|N(t,z,g)Y
i
)
det
− 1
2
+
(
A+iB−i(C+iD)
2
)
.
Lred := {t ∈ R : ∃g ∈ G,∃z ∈ Ω0 ∩ ΣE : M(g)Φt(z) = z}.
Γ0 := {(z, g) ∈ Ω0 ×G : M(g)z = z}.
W0 := {(z, g) ∈ (Ω0 ∩ ΣE)×G : M(g)z = z}.
F˜x(t) = diffe´rentielle de x→ Φ˜t(x).
Wt0 := {(z, g) ∈ (Ω0 ∩ΣE)×G : z = M(g)Φt0(z)}.
NI,χ(h) := Tr(1lI(Ĥχ))= fonction de comptage des valeurs propres de Ĥχ.
Gχ(h) = Tr
(
ψ(Ĥχ)f
(
E− bHχ
h
))
=densite´ spectrale re´gularise´e de Ĥχ.
Λγ¯ := {(z, g) ∈ (Ω0 ∩ ΣE)×G : z = M(g)Φt0(z) et pi(z) ∈ γ¯}.
Pred(E, t0)=l’ensemble des orbites pe´riodique de Σ˜E ayant t0 pour pe´riode.
Sγ(t0) =)
∫ t0
0 pdq.
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Hypothe`ses principales
(H.0) Il existe C > 0, Cα > 0, m > 0 tels que H est minore´e sur rdd et
< H(z) >≤ C < H(z′) > . < z − z′ >m, ∀z, z′ ∈ R2d.
|∂αzH(z)| ≤ Cα < H(z) >, ∀z ∈ R2d,∀α ∈ N2d.
(H.1) E est fixe´ dans R. Il existe δE > 0 tel que ΛE := H
−1([E − δE,E + δE]) est compact
dans R2d et sans point critique pour H.
(H.2) T > 0 est fixe´ et f est une fonction re´elle de S(R) telle que Supp(fˆ) ⊂]− T, T [, ψ dans
C∞(R) est re´elle positive, a` support compact dans ]E − δE,E + δE[.
Formulaire
∀A ∈ G, ∀z ∈ Ω0, < Az,∇H(z) >= 0. (4.31)
∀A ∈ G, ∀B ∈ G, ∀z ∈ Ω0, < Az, JBz >= 0. (4.32)
Si M(g)Φt(z) = z, alors M(g)Fz(t)J∇H(z) = J∇H(z) et t[M(g)Fz(t)]∇H(z) = ∇H(z).
(4.33)
dim Ω0 = 2d− k, dim Ωred = 2d− 2k. (4.34)
dim Γ0 = 2d− 2k + p, dimW0 = 2d− 2k + p− 1, dimWt0 = p+ k + 1. (4.35)
dzpi(J∇H(z)) = XH˜(pi(z)). (4.36)
∀z ∈ Ω0, ker dzpi = Gz. (4.37)
Si z = M(g)Φt0(z), alors M(g)Fz(t0)TzΩ0 ⊂ TzΩ0, et, sur TzΩ0, on a :
dzpi ◦M(g)Fz(t0) = F˜pi(z0)(t0) ◦ dzpi. (4.38)
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