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Abstract This work proposes a superconvergent hybridizable discontinuous Galerkin
(HDG) method for the approximation of the Cauchy formulation of the Stokes
equation using same degree of polynomials for the primal and mixed variables.
The novel formulation relies on the well-known Voigt notation to strongly enforce
the symmetry of the stress tensor. The proposed strategy introduces several ad-
vantages with respect to the existing HDG formulations. First, it remedies the
suboptimal behavior experienced by the classical HDG method for formulations
involving the symmetric part of the gradient of the primal variable. The optimal
convergence of the mixed variable is retrieved and an element-by-element postpro-
cess procedure leads to a superconvergent velocity field, even for low-order approx-
imations. Second, no additional enrichment of the discrete spaces is required and
a gain in computational efficiency follows from reducing the quantity of stored
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information and the size of the local problems. Eventually, the novel formula-
tion naturally imposes physical tractions on the Neumann boundary. Numerical
validation of the optimality of the method and its superconvergent properties is
performed in 2D and 3D using meshes of different element types.
Keywords Hybridizable discontinuous Galerkin · Stokes flow · Cauchy stress
formulation · Voigt notation · Superconvergence
Mathematics Subject Classification (2000) 65M60 · 76D07 · 76M10
1 Introduction and motivations
The interest in discontinuous Galerkin (DG) methods [22,35,47,26,31,5] has in-
creased in the past years owing to their ability to construct high-order discretiza-
tions on unstructured meshes and to their flexibility in performing p-adaptivity.
Among the different techniques proposed in the literature to approximate incom-
pressible flow problems, the recent growing interest towards hybridizable discon-
tinuous Galerkin (HDG) methods [42,7] is due to multiple advantages these for-
mulations have with respect to classical DG ones. Concerning Stokes flow, several
HDG formulations have been proposed in the literature [39,23,9] and the inter-
ested reader is referred to [25] for an overview on the topic.
The use of hybridization was first introduced with the local discontinuous
Galerkin (LDG) method to circumvent the construction of divergence-free ap-
proximations of the velocity field [6], see also [34,44,37,38]. Moreover, owing to
hybridization [15,16], the globally coupled unknowns are defined on the boundary
of the mesh elements and are connected solely to neighboring elements. Thus, the
size of the global problem is greatly reduced. In addition, it is worth noting that
HDG allows equal interpolation for velocity, pressure and strain rate tensor, owing
to an appropriate definition of the numerical flux and to the introduction of a sta-
bilization parameter. Thus, the limitations of using equal-order approximations
for velocity and pressure in the incompressible limit, through the fulfillment of
the Ladyzhenskaya-Babusˇka-Brezzi (LBB) condition, are circumvented by HDG.
In particular, Cockburn and co-workers [10] proved solvability and stability under
the aforementioned assumptions, without the need of an enriched space for the
mixed variable, or a reduced space for the hybrid one. In [17,19], under suitable
assumptions on the regularity of the domain and the solution, optimal conver-
gence rates of order k + 1 are obtained for all the variables using equal degree of
approximation k, whereas classical DG display suboptimal convergence of order k
for the pressure and the gradient of the velocity.
A key aspect of HDG is the ability to construct a postprocessed velocity field
superconverging with order k + 2 [24]. This is crucial when the superconvergent
solution is sought to devise automatic procedures to perform p-adaptivity (cf.
e.g. [33,51]). Nevertheless, the classical HDG equal-order approximation for the
Cauchy formulation is known to experience suboptimal convergence of the mixed
variable and a loss of superconvergence of the postprocessed velocity field using
low-order approximations [23].
Recently, in a series of publications [14,11,12,13], Cockburn and co-workers de-
voted a great effort to develop a general framework, namely the M -decomposition,
to devise superconvergent HDG discretizations. This approach relies on enriching
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the local spaces for the approximation of the mixed variable by adding extra basis
functions. The number of these additional basis functions is not significantly big
and in most cases it depends on the type of element under analysis and not on the
degree of approximation k. Despite only the size of the local problems increases
and the additional computational effort is limited, it induces a more complex im-
plementation compared to standard HDG methods. Alternative HDG formulations
achieve convergence of order k+2 for the velocity field when polynomials of degree
k are chosen to approximate the hybrid variable [43,46,36]. These methods rely
on utilizing smaller spaces for the mixed variable and larger ones for the velocity
and exploiting a special stabilization function, the so-called reduced stabilization,
to handle them. Closely related approaches, namely the hybrid high-order (HHO)
[27] and the hybridized weak Galerkin (HWG) [54] methods can also achieve the
same orders of convergence.
The present work devises a superconvergent hybridizable discontinuous Galerkin
method for the Cauchy formulation of the Stokes equation using the same degree
of approximation for the primal and mixed variables. The rest of this paper is
organized as follows. In Section 2, first, the equations governing the Stokes flow
are recalled. Then, according to the rationale introduced in [48] for the linear elas-
ticity equation, the symmetry of the stress tensor is strongly enforced by means of
a technique well known in the computational mechanics community, namely the
Voigt notation for symmetric tensors. The corresponding Cauchy formulation of
the Stokes equation with strongly enforced symmetry of the stress tensor is derived.
In Section 3, an HDG discretization is introduced. A local postprocess procedure
providing a superconvergent velocity field even for low-order approximations is
discussed without resorting to the complex framework of the M -decomposition.
Moreover, contrary to other HDG formulations, the proposed method features a
reduced number of degrees of freedom for the mixed variable and is computation-
ally more efficient since the resulting local problems are smaller. The novel HDG
formulation is validated in Section 4. Extensive analysis of the optimal convergence
and superconvergence rates of the primal, mixed and postprocessed variables, for
two and three dimensional problems is provided by means of numerical simula-
tions. Special emphasis is placed on the influence of the stabilization parameter
and on the robustness of the method using meshes of different element types. Even-
tually, the capability of the method to accurately compute quantities of interest
depending on the solution of the Stokes equation (e.g. the drag force) is discussed
and Section 5 summarizes the results of this paper.
2 Stokes flow with strongly enforced symmetry of the stress tensor
In this section, the framework to handle symmetric tensors by means of Voigt
notation and the governing equations of a Stokes flow are introduced. First, the
Cauchy formulation of the Stokes equation is recalled.
2.1 Cauchy formulation of the Stokes flow
Consider an open bounded domain Ω ⊂ Rnsd with boundary ∂Ω = ΓD ∪ ΓN ,
ΓD ∩ ΓN = ∅ and nsd being the number of spatial dimensions. The strong form of
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the problem under analysis reads as follows:
−∇ · σ = s in Ω,
∇ · u = 0 in Ω,
σ = −pInsd + 2ν∇Su in Ω,
u = uD on ΓD,
n · σ = t on ΓN ,
(1)
where the pair (u, p) represents the velocity and pressure fields and σ is the Cauchy
stress tensor. The terms s, uD and t respectively are the volumetric source term,
the Dirichlet boundary datum to impose the value of the velocity on ΓD and the
traction applied on the Neumann boundary ΓN . The third equation, known as
Stokes law, provides the relationship between the stress tensor and the velocity
and pressure variables, through the viscosity coefficient ν > 0, the nsd × nsd iden-
tity matrix Insd and the strain rate tensor ∇Su, ∇S := 12
(∇+∇T ) being the
symmetric part of the gradient.
It is well-known that the Cauchy and the velocity-pressure formulations of the
Stokes equation are equivalent from the variational point of view. Nevertheless,
a major difference arises when considering the imposition of Neumann boundary
conditions. On the one hand, natural boundary conditions for the Cauchy formula-
tion enforce the value of the normal stress which represents a physical traction. On
the other hand, the velocity-pressure formulation only accounts for the gradient
of the velocity field instead of its symmetric part, leading to the imposition of the
so-called pseudo-tractions. Hence, the physical interpretation is lost [28]. Within
this context, an artificial handling of Neumann boundary conditions is required to
impose physically meaningful tractions. This represents a drawback when dealing
with real-life and industrial applications in which the enforcement of physically
relevant quantities is a major constraint to perform reliable numerical simulations
and compare them with experimental data.
2.2 Voigt notation for symmetric tensors
From the Stokes law in Equation (1), it is straightforward to observe that the
Cauchy stress tensor is symmetric. It is worth noting that this property expresses
a conservation law, namely the balance of angular momentum. As remarked in [3],
the strong enforcement of this conservation law is not trivial and has lead to the
development of the elegant, but rather complicated, framework of finite element
exterior calculus to construct strongly symmetric approximations of second-order
tensors [1]. In this section, an alternative strategy, well-known in the computational
solid mechanics community, is exploited to simply enforce the symmetry of the
stress tensor and, consequently, to fulfill the conservation of angular momentum
pointwise. The so-called Voigt notation relies on the idea of storing a second-
order tensor in a vectorial format by appropriately rearranging its diagonal and
off-diagonal components. Consequently, the application of differential operators
(e.g. symmetric gradient, divergence and curl) and the geometrical projections
(e.g. in the normal and tagential directions to a surface) may be expressed as
matrix equations. For this purpose, the rationale for the construction of differential
operator and geometrical quantities using Voigt notation is recalled.
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Consider the previously defined strain rate tensor∇Su. Owing to its symmetry,
only msd = nsd(nsd + 1)/2 components (i.e. three in 2D and six in 3D) have to be
stored. According to the arrangement proposed by Fish and Belytschko [32], the
following column vector in Rmsd is obtained:
eV :=
{[
e11, e22, e12
]T
in 2D,[
e11, e22, e33, e12, e13, e23
]T
in 3D.
(2)
The components of the strain rate in Equation (2) read as
eij :=
∂ui
∂xj
+ (1− δij)∂uj
∂xi
, for i, j = 1, . . . , nsd, (3)
where δij is the classical Kronecker delta. In order to retrieve the aforementioned
strain rate tensor ∇Su, the off-diagonal terms eij , i 6= j have to be multiplied by
a factor 1/2, namely
∇Su :=

[
e11 e12/2
e12/2 e22
]
in 2D, e11 e12/2 e13/2e12/2 e22 e23/2
e13/2 e23/2 e33
 in 3D. (4)
Similarly, the symmetry of the stress tensor σ is exploited to store only msd
components in the column vector
σV :=
{[
σ11, σ22, σ12
]T
in 2D,[
σ11, σ22, σ33, σ12, σ13, σ23
]T
in 3D.
(5)
2.2.1 Differential operators using Voigt notation
Following [32], the strain rate tensor can be written as eV = ∇Su by introducing
the msd × nsd matrix
∇S :=

[
∂/∂x1 0 ∂/∂x2
0 ∂/∂x2 ∂/∂x1
]T
in 2D,∂/∂x1 0 0 ∂/∂x2 ∂/∂x3 00 ∂/∂x2 0 ∂/∂x1 0 ∂/∂x3
0 0 ∂/∂x3 0 ∂/∂x1 ∂/∂x2

T
in 3D.
(6)
As previously done for the strain rate tensor by introducing the matrix ∇S
accounting for the symmetric part of the gradient, the vorticity vector is handled
through its skew-symmetric part. More precisely, the vorticity ω :=∇×u may be
expressed in terms of Voigt notation as ω =∇Wu through the nrr×nsd matrix ∇W,
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with nrr = nsd(nsd − 1)/2 being the number of rigid body rotations in the space
(i.e. one in 2D and three in 3D):
∇W :=

[−∂/∂x2, ∂/∂x1] in 2D, 0 −∂/∂x3 ∂/∂x2∂/∂x3 0 −∂/∂x1
−∂/∂x2 ∂/∂x1 0
 in 3D. (7)
Remark 1 The curl of a vector v in two dimensions is a scalar quantity. Neverthe-
less, it can also be computed by embedding v in the three dimensional space R3
and setting its third component equal to zero. Within this contect, ∇× v may be
interpreted as a vector whose magnitude is given by the aforementioned matrix
operation ∇Wv and pointing along the third direction.
2.3 Cauchy formulation of the Stokes flow using Voigt notation
Owing to the notation introduced in this section, the Stokes constitutive law may
be expressed as σV = −Ep + D∇Su, where the vector E ∈ Rmsd and the matrix
D ∈ Rmsd×msd read as
E :=
{[
1, 1, 0
]T
in 2D,[
1, 1, 1, 0, 0, 0
]T
in 3D.
D :=

[
2νInsd 0nsd×1
0Tnsd×1 ν
]
in 2D,[
2νInsd 0nsd
0nsd νInsd
]
in 3D.
(8)
Moreover, the Neumann boundary condition applied on ΓN can be written as
NTσV = t by introducing the msd × nsd matrix
N :=

[
n1 0 n2
0 n2 n1
]T
in 2D,n1 0 0 n2 n3 00 n2 0 n1 0 n3
0 0 n3 0 n1 n2

T
in 3D.
(9)
accounting for the normal direction to the boundary.
Similarly, the projection of a vector along the tangential direction τ , namely
a tangent line in 2D and a tangent surface in 3D, reads as u · τ = Tu, being
T ∈ Rnrr×nsd the matrix
T :=

[−n2, n1] in 2D, 0 −n3 n2n3 0 −n1
−n2 n1 0
 in 3D. (10)
In order to rewrite Equation (1) using Voigt notation, the divergence of a
symmetric tensor is expressed in terms of the transpose of the matrix ∇S account-
ing for the symmetric part of the gradient [32]. In a similar fashion, recall that
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∇ ·u = tr(∇u) and observe that the trace operator may be expressed via the vec-
tor E introduced in Equation (8). Combining the matrix forms of the symmetric
gradient, the Stokes law and the normal direction presented above, the following
formulation of the Stokes equation using Voigt notation is obtained:
−∇TS σV = s in Ω,
ET∇Su = 0 in Ω,
σV = −Ep+ D∇Su in Ω,
u = uD on ΓD,
NTσV = t on ΓN .
(11)
2.4 Fundamental theorems using Voigt notation
In [48], a generalized version of the Gauss’s and Stokes’ theorems using Voigt
notation has been introduced. In order to construct the variational formulation of
the problem under analysis, the following two lemmas are recalled.
Lemma 1 (Generalized Gauss’s theorem) Consider a vector v ∈ Rnsd and a
symmetric nsd × nsd tensor ς whose counterpart in Voigt notation is ςV. It holds:∫
∂Ω
(
NT ςV
)
· v dΓ =
∫
Ω
ςV · (∇Sv) dΩ +
∫
Ω
(
∇TS ςV
)
· v dΩ. (12)
Lemma 2 (Generalized Stokes’ theorem) Consider a vector v ∈ Rnsd . It
holds: ∫
Ω
∇Wv dΩ =
∫
∂Ω
Tv dΓ. (13)
The proofs follow straightforwardly by rewriting (12)-(13) using the corresponding
continuous differential operators, see [48].
3 A hybridizable discontinuous Galerkin method
HDG is a discontinuous Galerkin method with hybridization based on a mixed for-
mulation. First, it is defined the so-called broken computational domain by intro-
ducing a partition of the domain Ω in nel disjoint subdomains Ωe with boundaries
∂Ωe. The internal interface Γ reads as
Γ :=
[
nel⋃
e=1
∂Ωe
]
\ ∂Ω, (14)
whereas the mesh skeleton is given by the union of internal and Neumann boundary
faces, namely Γ ∪ ΓN .
In what follows, the classical L2 internal products for vector-valued functions
in Ωe ⊂ Ω and ∂Ωe ⊂ Γ ∪ ∂Ω are considered:
(u,w)Ωe :=
∫
Ωe
u ·w dΩ, 〈uˆ, wˆ〉∂Ωe :=
∑
Γi⊂∂Ωe
∫
Γi
uˆ · wˆ dΓ. (15)
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Moreover, owing to the piecewise discontinuous nature of the functions involved
in the HDG formulation, the jump operator J·K is defined along each portion of
the interface as the sum of the values from the element on the right and the left,
Ωe and Ωl [37]: JK = e +l. (16)
The second-order problem in Equation (11) may thus be written as a system
of first-order equations as follows:
L+ D1/2∇Su = 0 in Ωe, and for e = 1, . . . , nel,
∇TS
(
D1/2L+ E p
)
= s in Ωe, and for e = 1, . . . , nel,
ET∇Su = 0 in Ωe, and for e = 1, . . . , nel,
u = uD on ΓD,
NT (D1/2L+ E p) = −t on ΓN ,Ju⊗ nK = 0 on Γ ,JNT (D1/2L+ E p)K = 0 on Γ ,
(17)
where L is the so-called mixed variable and the last two equations are the trans-
mission conditions enforcing the continuity of respectively the velocity and the
flux across the interface Γ .
Remark 2 In the case of purely Dirichlet boundary conditions (i.e. ΓN = ∅), an
additional constraint is required to avoid the indeterminacy of the pressure. A
common choice relies on imposing zero mean value of the pressure on the boundary
(cf. e.g. [17,25,39]):
1
|∂Ω| 〈p, 1〉∂Ω = 0. (18)
3.1 Strong form of the local and global problems
In a series of papers by Cockburn and co-workers [17,39,23,19], the hybridiz-
able discontinuous Galerkin formulation for Stokes flow has been theoretically and
numerically analyzed. Starting from the mixed formulation on the broken compu-
tational domain in Equation (17), HDG features two stages.
First, a set of nel local problems are defined element-by-element to compute
(Le,ue, pe) for e = 1, . . . , nel:
Le + D
1/2∇Sue = 0 in Ωe
∇TS D1/2Le +∇TS E pe = s in Ωe
ET∇Sue = 0 in Ωe
ue = uD on ∂Ωe ∩ ΓD,
ue = û on ∂Ωe \ ΓD,
(19)
where û is an independent variable representing the trace of the velocity on the
mesh skeleton Γ ∪ΓN . Remark that Equation (19) is a purely Dirichlet boundary
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value problem. As previously observed, an additional constraint has to be added
to remove the indeterminacy of the pressure, namely
1
|∂Ωe| 〈pe, 1〉∂Ωe = ρe, (20)
where ρe denotes the mean pressure on the boundary of the element Ωe. Hence,
for e = 1, . . . , nel the local problem in Equation (19) provides (Le,ue, pe) in terms
of the global unknowns û and ρ.
The trace of the velocity û and the mean pressure ρ on the element boundaries
are determined by solving the global problem accounting for the transmission
conditions and the Neumann boundary condition:
Ju⊗ nK = 0 on Γ ,JNT (D1/2L+ E p)K = 0 on Γ ,
NT (D1/2L+ E p) = −t on ΓN .
(21)
The first equation is automatically satisfied due to the Dirichlet boundary condi-
tion ue = û imposed in the local problems and the unique definition of the hybrid
variable û on each face of the mesh skeleton. Moreover, the divergence-free con-
dition in the local problem induces the following compatibility condition for each
element Ωe, e = 1, . . . , nel
〈û · ne, 1〉∂Ωe\ΓD + 〈uD · ne, 1〉∂Ωe∩ΓD = 0. (22)
Consider the Voigt counterpart ET∇Sue = 0 of the aforementioned constraint (cf.
Equation (19)). The resulting compatibility condition reads as
〈ETNeû, 1〉∂Ωe\ΓD + 〈ETNeuD, 1〉∂Ωe∩ΓD = 0 for e = 1, . . . , nel (23)
and it is utilized to close the global problem.
3.2 Weak form of the local and global problems
Consider the following discrete functional spaces according to the notation intro-
duced in [50]:
Vh(Ω) :=
{
v ∈ L2(Ω) : v|Ωe ∈ Pk(Ωe) ∀Ωe , e = 1, . . . , nel
}
, (24a)
Vˆh(S) :=
{
vˆ ∈ L2(S) : vˆ|Γi ∈ Pk(Γi) ∀Γi ⊂ S ⊆ Γ ∪ ∂Ω
}
, (24b)
where Pk(Ωe) and Pk(Γi) are the spaces of polynomial functions of complete
degree at most k in Ωe and on Γi, respectively.
The discrete weak formulation of the local problems in Equation (19) is as
follows: for e = 1, . . . , nel, given uD on ΓD and û
h on Γ ∪ ΓN , find (Lhe ,uhe , phe ) ∈
10 M. Giacomini, A. Karkoulias, R. Sevilla, A. Huerta
[Vh(Ωe)]msd × [Vh(Ωe)]nsd × Vh(Ωe) such that
−(v,Lhe )Ωe + (∇TS D1/2v,uhe )Ωe
= 〈NTe D1/2v,uD〉∂Ωe∩ΓD + 〈NTe D1/2v, ûh〉∂Ωe\ΓD ,
(25a)
−(∇Sw,D1/2Lhe )Ωe − (ET∇Sw, phe )Ωe
+ 〈w,NTe
(
D1/2Lhe+E p
h
e
∧)〉∂Ωe = (w, s)Ωe , (25b)
(∇TS E q,uhe )Ωe = 〈q,ETNeuD〉∂Ωe∩ΓD + 〈q,ETNeûh〉∂Ωe\ΓD , (25c)
1
|∂Ωe| 〈p
h
e , 1〉∂Ωe = ρhe , (25d)
for all (v,w, q) ∈ [Vh(Ωe)]msd × [Vh(Ωe)]nsd × Vh(Ωe). The trace of the numerical
normal flux in Equation (25b) is defined as follows
NTe
(
D1/2Lhe+E p
h
e
∧)
:=
{
NTe
(
D1/2Lhe + E p
h
e
)
+ τ (uhe − uD) on ∂Ωe ∩ ΓD,
NTe
(
D1/2Lhe + E p
h
e
)
+ τ (uhe − ûh) elsewhere,
(26)
where the stabilization parameter τ plays a crucial role in the stability, accuracy
and convergence properties of the resulting HDG method [18,40,41]. By plugging
Equation (26) into Equation (25b) and integrating by parts, the symmetric form
of the discrete weak local problem is obtained: for e = 1, . . . , nel, given uD on ΓD
and ûh on Γ ∪ ΓN , find (Lhe ,uhe , phe ) ∈ [Vh(Ωe)]msd × [Vh(Ωe)]nsd × Vh(Ωe) that
satisfy
−(v,Lhe )Ωe + (∇TS D1/2v,uhe )Ωe
= 〈NTe D1/2v,uD〉∂Ωe∩ΓD + 〈NTe D1/2v, ûh〉∂Ωe\ΓD ,
(27a)
(w,∇TS D1/2Lhe )Ωe+〈w, τuhe 〉∂Ωe + (w,∇TS E phe )Ωe
= (w, s)Ωe + 〈w, τuD〉∂Ωe∩ΓD + 〈w, τ ûh〉∂Ωe\ΓD ,
(27b)
(∇TS E q,uhe )Ωe = 〈q,ETNeuD〉∂Ωe∩ΓD + 〈q,ETNeûh〉∂Ωe\ΓD , (27c)
1
|∂Ωe| 〈p
h
e , 1〉∂Ωe = ρhe , (27d)
for all (v,w, q) ∈ [Vh(Ωe)]msd × [Vh(Ωe)]nsd × Vh(Ωe).
Remark 3 From a practical point of view, the constraint on the mean value of the
pressure on the boundary of the element introduced in Equation (27d) is handled
by means of a Lagrange multiplier. Thus, the matrix associated with the resulting
local problem has a saddle point structure [51].
Remark 4 Following the notation used in [50,51,48], an isoparametric discretiza-
tion using equal interpolation for the primal and mixed variables is considered.
The linear system associated with the discretization of the HDG local problem of
Equation (27) has the following structure:
ALL ALu 0 0
ATLu Auu Aup 0
0 ATup 0 a
T
ρp
0 0 aρp 0

e

Le
ue
pe
ζ
 =

fL
fu
fp
0

e
+

ALuˆ
Auuˆ
Apuˆ
0

e
uˆe +

0
0
0
1
 ρe, (28)
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for e = 1, . . . , nel and ζ being the Lagrange multiplier associated with the con-
straint on the mean value of the pressure on the boundary of the element intro-
duced in Equation (27d).
It is straightforward to observe that the formulation of Equation (28) is general
and also holds for the classical hybridizable discontinuous Galerkin formulation
presented in [23]. Nonetheless, owing to Voigt notation, solely the non-redundant
components of the second-order strain rate tensor are stored in Le, that is msd
components instead of n2sd. Thus, the size of the block matrices ALL, ALu and
ALuˆ, of the block vector fL and of the first zero block vector of the last term
of the right-hand side of Equation (28) changes when considering the classical
HDG formulation or the one based on Voigt notation. In particular, being nen the
number of nodes per element, in the former case, the block ALL is a n
2
sdnen ×
n2sdnen matrix, whereas in the latter it reduces to a msdnen × msdnen one. Thus, the
nen(n
2
sd +nsd + 1) + 1×nen(n2sd +nsd + 1) + 1 linear system of Equation (28) arising
from the classical HDG local problem reduces to a nen(msd +nsd +1)+1×nen(msd +
nsd+1)+1 using Voigt notation. In two dimensions using triangular mesh elements
and polynomials of degree 3, each elemental local problem features 71 degrees of
freedom using the classical formulation versus 61 when exploiting Voigt notation.
The computational saving greatly increases with high-order approximations, e.g.
for k = 6 the size of each local problem is reduced from 197 to 169 equations. In a
similar fashion, in a three-dimensional domain discretized using tetrahedral mesh
elements, each elemental local problem reduces from 261 to 201 degrees of freedom
for k = 3 and from 1093 to 841 using polynomials of degree 6 depending on the
selected HDG formulation. Despite these numbers clearly highlight an important
reduction of the dimension of the system in Equation (28), it is worth reminding
that these problems are solved element-by-element and may be easily tackled in
parallel, whereas the most expensive step is represented by the solution of the
global problem discussed below.
For the global problem, the discrete weak formulation equivalent to (21) is:
find ûh ∈ [Vˆh(Γ ∪ ΓN )]nsd and ρh ∈ Rnel such that
nel∑
e=1
{
〈ŵ,NTe D1/2Lhe 〉∂Ωe\ΓD + 〈ŵ,ETNephe 〉∂Ωe\ΓD + 〈ŵ, τ uhe 〉∂Ωe\ΓD
−〈ŵ, τ ûh〉∂Ωe\ΓD
}
= −
nel∑
e=1
〈ŵ, t〉∂Ωe∩ΓN ,
(29a)
〈ETNeû, 1〉∂Ωe\ΓD = −〈ETNeuD, 1〉∂Ωe∩ΓD = 0 for e = 1, . . . , nel, (29b)
for all ŵ ∈ [Vˆh(Γ ∪ ΓN )]nsd .
3.3 Local postprocess of the velocity field
As usual in HDG, an element-by-element postprocess procedure is considered to
construct an improved approximation of the velocity field. Modifying the Brezzi-
Douglas-Marini (BDM) projection operator, see [4], in [19,23] a technique to re-
trieve an H(div)-conforming and exactly divergence-free velocity field was dis-
cussed. In this section, the requirement of H(div)-conformity is relaxed and a
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simpler approach inspired by the work of Stenberg [52] and exploited in [39,50,
51] is considered. Nevertheless, it is known [23] that using the Cauchy formulation
of the Stokes equation, a loss of superconvergence is experienced by low-order ap-
proximations. It is worth recalling that in order to construct a superconvergent
postprocessed velocity field, two ingredients are required:
(i) a mixed variable L optimally convergent with order k + 1;
(ii) a postprocessing procedure able to resolve the underdetermination of the
rigid body motions.
The adoption of Voigt notation allows the strong imposition of the symmetry of
the stress tensor and, consequently, the pointwise fulfilment of the conservation of
angular momentum which is only weakly satisfied by classical HDG formulations
as the one discussed in [23]. This allows to retrieve the optimal convergence of
the strain gradient, even for low-order approximations, and requirement (i) is thus
fulfilled.
In this section, a novel strategy to handle rigid body motions and fulfill require-
ment (ii) is presented. Basic idea relies on introducing a constraint in the post-
processing equation without modifying the discrete spaces in which the variables
are sought. Thus, Voigt notation allows to circumvent the complex mathematical
framework of M -decomposition discussed in [14,11,12,13] to devise superconver-
gent HDG approximations with strongly and weakly symmetric stress tensors. The
resulting local postprocess problem exploits the optimal convergence rate of order
k+ 1 of the mixed variable and additional conditions to take care of translational
and rotational rigid body motions to construct a velocity field u? superconverging
with order k + 2.
Following [48], the space Vh? (Ω) of the polynomials of complete degree at most
k + 1 on each element Ωe
Vh? (Ω) :=
{
v ∈ L2(Ω) : v|Ωe ∈ Pk+1(Ωe) ∀Ωe , e = 1, . . . , nel
}
(30)
is introduced. For each element Ωe, e = 1, . . . , nel, the postprocessed velocity u
?
is the solution of the problem{
∇TS D1/2∇Su?e = −∇TS Lhe in Ωe,
NTe D
1/2∇Su?e = −NTe Lhe on ∂Ωe,
(31)
in the space
[Vh? (Ω)]nsd . The element-by-element problem in Equation (31) is ob-
tained by the definition of the mixed variable in Equation (19) and exploits the
naturally equilibrated fluxes as condition on the boundary of the element.
The solution of Equation (31) is determined up to rigid motions, namely nsd
translations and nrr rotations, being nsd = 2 and nrr = 1 in 2D and nsd = nrr = 3
in 3D. According to [48], a set of nsd + nrr constraints is introduced to retrieve
the uniqueness of the solution. On the one hand, the indeterminacy due to the nsd
rigid translational modes is resolved introducing the following constraint on the
mean value of the velocity:
(u?e , 1)Ωe = (u
h
e , 1)Ωe . (32)
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Remark 5 According to Equation (32), the mean value of the velocity in each
element has to converge with order at least k + 2 to guarantee that u? converges
with order k + 2 [10,21,20].
On the other hand, the nrr rigid rotational modes are taken care of by means
of a condition on the curl of the velocity, namely
(∇× u?e , 1)Ωe = 〈ûh · τe, 1〉∂Ωe , (33)
where the right-hand side of Equation (33) follows from the application of Stokes’
theorem, being uhe = û
h on ∂Ωe and τe the tangential direction to the boundary
∂Ωe.
Remark 6 For the postprocessed velocity u? to superconverge with order k+2, the
mean value of its curl inside each element (i.e., the left-hand side of Equation (33))
has to converge with order at least k + 1. Consequently, the mean value of the
tangential component of the hybrid variable û along the boundary of each element
has to converge with order at least k + 3/2.
It is worth noting that other conditions may be considered to resolve the inde-
terminacy of the problem in Equation (31). Nevertheless, in order for the postpro-
cessed velocity to be superconvergent, the quantities appearing on the left-hand
sides of these constraints have to converge with order m ≥ k+ 2. If this is not the
case, despite the resulting system admits a unique solution, the superconvergence
property is lost [48]. For the strategy discussed in the present work, extensive nu-
merical experiments have shown that the right-hand sides of both (32) and (33)
converge with order m > k + 2. A rigorous proof of this result is currently under
investigation.
Remark 7 Recall that the curl of the velocity represents the vorticity of the fluid.
Within this context, the left hand side of Equation (33) may be physically inter-
preted as the mean value of the vorticity inside the element Ωe. Similarly, the
right-hand side represents the circulation of the flow around the boundary ∂Ωe.
Eventually, by exploiting the Voigt notation, Equation (33) is equivalent to
(∇Wu?e , 1)Ωe = 〈Tû, 1〉∂Ωe . (34)
4 Numerical studies
In this section, several examples with known analytical solution are considered, in
two and three dimensions, to verify the optimal convergence and superconvergence
properties of the error of the primal, mixed and postprocessed variables, measured
in the L2(Ω) norm and for different element types. As for all finite element meth-
ods (cf. e.g. [8]), the accuracy and convergence properties of the discussed HDG
strategy depend both on the degree of the chosen polynomial approximations and
on the regularity of the analytical solution of the problem. In the following numer-
ical studies, classical assumptions on the regularity of the domain and the solution
of the problem are considered [8] in order to highlight that the method is able to
provide optimally-convergent high-order approximations without any restrictions,
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(a) Quadrilateral mesh (b) Triangular mesh #1 (c) Triangular mesh #2
Fig. 1 Second level of refinement for three types of two dimensional meshes of Ω = [0, 1]2
utilized for the mesh convergence study.
as shown in the analysis by Cockburn and co-workers [19]. If the regularity assump-
tions in [19] are not fulfilled, the experimental convergence rates will be bounded
by the limited regularity of the analytical problem as observed in classical finite
element as well [29]. First, a numerical study of the influence of the stabilization
parameter τ on the accuracy of the proposed HDG method is performed.
4.1 Influence of the stabilization parameter
As previously stated and extensively studied in a series of publications by Cock-
burn and co-workers (cf. e.g. [18,40,41]), the HDG stabilization parameter has
an important effect on the convergence properties of the method. For the sake of
simplicity, a stabilization tensor of the form τ = τInsd , equal on all the faces of the
internal skeleton Γ ∪ ΓN is considered. In what follows, a numerical study of the
role of the scalar parameter τ is presented.
4.1.1 Two dimensional example
The first example considers the well-known problem of the Wang flow in the do-
main Ω = [0, 1]2. The source term s is selected so that the analytical velocity field
has the following expression
u(x) =
{
2ax2 − bλ cos(λx1) exp{−λx2}
bλ sin(λx1) exp{−λx2}
}
, (35)
whereas the pressure is uniformly zero in the domain. The values a = b = λ = 1 are
set for the constants and the kinematic viscosity ν is taken equal to 1. Neumann
boundary conditions, corresponding to the analytical normal flux, are imposed on
ΓN = {(x1, x2) ∈ Ω | x2 = 0} and the analytical velocity field is enforced on
ΓD = ∂Ω \ ΓN via Dirichlet boundary conditions.
Uniform meshes of quadrilateral and triangular elements are considered. The
second level of refinement of the meshes is shown in Figure 1. It is worth noting
that the triangular mesh #1 has considerably more degrees of freedom than the
triangular mesh #2 for a similar characteristic size.
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(a) u1 (b) u2
Fig. 2 Two dimensional problem: HDG approximation of the velocity field using the fourth
refinement of the triangular mesh #2 and k = 2.
The components of the velocity field computed on the fourth level of refinement
of the triangular mesh #2 and using a quadratic degree of approximation are
depicted in Figure 2.
Figure 3 shows the evolution of the error of the primal, mixed and postpro-
cessed variables, u, p, L and u?, in the L2(Ω) norm as a function of the stabiliza-
tion parameter τ . The numerical study is performed on the fourth level of mesh
refinement, using polynomial approximations of complete degree 1 and 2 and val-
ues of τ spanning from 0.1 to 10,000. It is straightforward to observe that for all
the meshes under analysis, there exists a value of τ minimizing the L2(Ω) norm
of the error of the velocity. Nevertheless, to guarantee the accuracy of the approx-
imation, the H1(Ω) norm of the error should be accounted for and consequently
both u and L are considered in the choice of the optimal value of τ . Within this
context and in order for the postprocessed velocity field u? to provide a gain in
accuracy with respect to u, the value τ = 4 is chosen for quadrilateral meshes and
triangular meshes of the first type. For triangular meshes of the second type, the
minimum of the error in the primal variable is achieved for values of τ substantially
larger than 10. Despite the approximation of the mixed variable deteriorates when
the stabilization parameter increases, this effect is limited for values of τ < 50.
The value of τ = 40 is thus considered as it provides a good compromise for the
quality of the approximation of the primal, mixed and postprocessed variables.
Remark 8 Consider the family of meshes in Figure 1. The triangular mesh #1
features one node located in the barycenter of each underlying quadrilateral. The
resulting mesh provides significantly more information than the triangular mesh
#2 of the corresponding refinement level. Thus, owing to the aforementioned extra
node and to the tensorial nature of the basis functions defined on the quadrilateral
meshes, the behavior of the triangular meshes #1 is expected to be more similar
to the quadrilateral ones than to the triangular meshes #2, as observed in the
previous numerical simulations in Figure 3.
4.1.2 Three dimensional example
The second example, inspired by [30], is an analytical solution of the problem in
Equation (1) set in the domain Ω = [0, 1]3. The source term is selected so that
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(a) Quadrilateral mesh (b) Triangular mesh #1
(c) Triangular mesh #2
Fig. 3 Two dimensional problem: error of the primal, mixed and postprocessed variables, u,
p, L and u?, in the L2(Ω) norm as a function of the stabilization parameter and for the fourth
level of mesh refinement.
the analytical velocity is
u(x) =

b exp{a(x1−x3) + b(x2−x3)} − a exp{a(x3−x2) + b(x1−x2)}
b exp{a(x2−x1) + b(x3−x1)} − a exp{a(x1−x3) + b(x2−x3)}
b exp{a(x3−x2) + b(x1−x2)} − a exp{a(x2−x1) + b(x3−x1)}
 (36)
and the corresponding pressure field is
p(x) = x1(1− x1). (37)
The values a = 1 and b = 0.5 are considered and the kinematic viscosity ν is taken
equal to 1. Neumann boundary conditions, corresponding to the analytical flux,
are imposed on ΓN = {(x1, x2, x3) ∈ Ω | x3 = 0} and the analytical velocity field
is enforced on ΓD = ∂Ω \ ΓN via Dirichlet boundary conditions.
Figure 4 shows a cut through the third level of refinement of the uniform
meshes of hexahedral, tetrahedral, prismatic and pyramidal elements considered
in this study.
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(a) Hexahedral mesh (b) Tetrahedral mesh (c) Prismatic mesh (d) Pyramidal mesh
Fig. 4 Third level of refinement for four types of three dimensional meshes of Ω = [0, 1]3
utilized for the mesh convergence study.
(a) u1 (b) u2 (c) u3 (d) p
Fig. 5 Three dimensional problem: HDG approximation of the velocity and pressure fields
using the third refinement of the hexahedral mesh and k = 3.
The velocity and pressure fields computed on the third level of refinement of
the hexahedral mesh and using a cubic degree of approximation are depicted in
Figure 5.
The evolution of the error of the primal, mixed and postprocessed variables,
u, p, L and u?, in the L2(Ω) norm as a function of the stabilization parameter
τ is presented in Figure 6. As highlighted by the theory [19] and confirmed by
the analysis of the two dimensional case, a value of the stabilization parameter
of order one (i.e. τ ∈ [1, 10)) guarantees stability and convergence of the HDG
method. More precisely, a value near τ = 10 provides the minimum error for the
primal variable but limited or no extra gain in accuracy is obtained through the
postprocess of the velocity field. Thus, a value of τ = 4 is selected for the following
simulations.
The discussed numerical results show that the HDG discretization is robust
to the choice of the stabilization parameter. Moreover, the optimal value of τ
is not dependent upon the degree of approximation or the dimensionality of the
problem. Considering the different types of elements under analysis, the triangular
meshes #2 require a slightly larger value of the stabilization parameter to enter
the asymptotic regime and show the optimal convergence and superconvergence
properties expected from the theory.
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(a) Hexahedral mesh (b) Tetrahedral mesh
(c) Prismatic mesh (d) Pyramidal mesh
Fig. 6 Three dimensional problem: error of the primal, mixed and postprocessed variables,
u, p, L and u?, in the L2(Ω) norm as a function of the stabilization parameter and for the
third level of mesh refinement.
4.2 Optimal convergence and superconvergence of the primal, mixed and
postprocessed variables
Consider the optimal values of τ identified in the previous section. The optimal
convergence properties of the velocity u, the pressure p and the mixed variable L
representing the strain rate tensor, are tested for different element types using the
L2(Ω) norm. Moreover, the superconvergence of the postprocessed velocity field
u? is also analyzed.
4.2.1 Two dimensional example
In Figure 7, the first column presents the convergence of the error of the primal
and mixed variables p and L, measured in the L2(Ω) norm, as a function of the
characteristic element size h for both quadrilateral and triangular elements and
for a degree of approximation ranging from k = 1 up to k = 3. In a similar fashion,
the second column provides the corresponding convergence history for the primal
and the postprocessed velocities u and u?.
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(a) Quadrilateral meshes: p,L (b) Quadrilateral meshes: u,u?
(c) Triangular meshes #1: p,L (d) Triangular meshes #1: u,u?
(e) Triangular meshes #2: p,L (f) Triangular meshes #2: u,u?
Fig. 7 Two dimensional problem: h-convergence of the error of the primal, mixed and post-
processed variables, p and L (on the left), u and u? (on the right), in the L2(Ω) norm for
quadrilateral and triangular meshes with different degrees of approximation.
It can be observed that almost the optimal or the optimal rate of conver-
gence hk+1 is obtained for u, p and L, for all the element types and degrees of
approximation considered. As previously mentioned, the triangular mesh #1 has
considerably more degrees of freedom than the other meshes: in particular, for the
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same characteristic element size, the triangular meshes #1 have approximately
2.5 times (respectively, 5 times) more internal faces than the triangular mesh #2
(respectively, the quadrilateral mesh). Thus, despite the results in Figure 7 indi-
cate that the triangular mesh #1 provides more accuracy than the other meshes,
a comparison in terms of the global number of degrees of freedom confirms that
similar results are obtained using meshes of different element types. Concerning
the postprocessed variable, the rate of convergence hk+2 is achieved and the su-
perconvergence property is verified. This confirms that the average of the hybrid
variable û on the boundary leads to a superconvergent approximation, as observed
in [48] for the linear elastic problem. Beside the improved convergence rate, the
discussed postprocess procedure is responsible for a gain in accuracy of u? with
respect to the original approximation u of the velocity field. Hence, the informa-
tion encapsulated in the primal and postprocessed variables may be exploited to
construct an error indicator and devise an automatic degree adaptivity strategy
as discussed in [33,51].
4.2.2 Three dimensional example
Similarly to the previous example, the convergence of the error of p and L (Fig. 8)
and u and u? (Fig. 9), measured in the L2(Ω) norm, as a function of the char-
acteristic element size h is presented for hexahedral, tetrahedral, prismatic and
pyramidal elements and for a degree of approximation ranging from k = 1 up to
k = 3.
As for the two dimensional case, almost the optimal or the optimal rate of
convergence hk+1 is obtained for u, p and L in 3D, for all the element types and
degrees of approximation considered (cf. Fig. 8-9). In Figure 9, the postprocessed
variable is shown to superconverge with a rate of convergence hk+2. Beside the
improved convergence rate, the discussed postprocess procedure is responsible of a
gain in accuracy of u? with respect to the original approximation u of the velocity
field.
The presented numerical experiments in two and three dimensions confirm that
exploiting Voigt notation the HDG approximation of the Stokes equation achieves
optimal convergence rate hk+1 for both the primal variables u and p and the
mixed one L. In particular, contrary to what observed in [23], the convergence of
the mixed variable does not deteriorate when considering the Cauchy formulation
of the Stokes flow. As discussed in [48] for the linear elastic problem, the postpro-
cess technique exploiting the curl of u allows to construct an approximation of the
primal vector field superconverging with order k + 2. Moreover, the postprocess
strategy provides an extra gain in accuracy with respect to the original approxi-
mation of the velocity field. As highlighted in Figure 9, a solution that is almost
one order of magnitude more precise than the HDG solution is obtained, even for
linear approximations.
4.3 Numerical evaluation of quantities of interest: drag force on a sphere
The last example considers the classical test case of the viscous flow around a
sphere. The objective of this test is to show the capability of the described HDG
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(a) Hexahedral meshes: p,L (b) Tetrahedral meshes: p,L
(c) Prismatic meshes: p,L (d) Pyramidal meshes: p,L
Fig. 8 Three dimensional problem: h-convergence of the error of the primal and mixed vari-
ables, p and L, in the L2(Ω) norm for hexahedral, tetrahedral, prismatic and pyramidal meshes
with different degrees of approximation.
method to provide an approximation of the pressure and the viscous forces suffi-
ciently accurate to evaluate a quantity of interest with the precision required by
industrial standards. Consider the domain Ω = ([−7, 15]× [−5, 5]× [−5, 5])\B1,0,
B1,0 being a ball of unit radius centered at the origin. To reduce the computational
effort, the symmetry of Ω is exploited and solely one fourth of the domain is taken
into account to perform the numerical experiments. Different tetrahedral meshes
of the domain are considered, ranging from 3,107 to 204,099 elements. High-order
computations employ isoparametric curved meshes. The extension to high-order
is performed using the solid mechanics analogy described in [45,53]. Figure 10
(a)-(b) shows the magnitude of the velocity with streamlines of the flow and the
pressure field computed on the third level of refinement of the mesh, featuring
43,682 tetrahedrons, and using a quadratic degree of approximation.
The results in Figure 10 (c) show the convergence of the drag force as the
number of degrees of freedom is increased, i.e. for different levels of mesh refine-
ment and for a degree of approximation ranging from k = 1 up to k = 3. The
numerically computed drag is compared with the analytical value from the litera-
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(a) Hexahedral meshes: u,u? (b) Tetrahedral meshes: u,u?
(c) Prismatic meshes: u,u? (d) Pyramidal meshes: u,u?
Fig. 9 Three dimensional problem: h-convergence of the error of the primal and postprocessed
variables, u and u?, in the L2(Ω) norm for hexahedral, tetrahedral, prismatic and pyramidal
meshes with different degrees of approximation.
ture [2]. In Table 1, a quantitative analysis of the relative error in the computation
of the drag force is reported for all the mesh refinements and degrees of approx-
imation considered. Using linear elements, almost 4 millions degrees of freedom
are required by the method to compute the drag coefficient with a relative error
of 2%. The same level of accuracy is achieved by quadratic and cubic elements
using the coarsest mesh under analysis and less than 200,000 degrees of freedom.
More precisely, moving to high-order approximations, errors lower than 0.5% are
obtained using few hundreds thousands degrees of freedom. The observed addi-
tional accuracy results from the concurrent use of high-order polynomial functions
for the discretization of the unknown variables and high-order approximations of
the geometry via meshes featuring curved elements. Thus, the superiority of high-
order methods with respect to low-order ones discussed in the literature (cf. e.g.
[49]) is confirmed.
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(a) Magnitude of the velocity with streamlines (b) Pressure field
(c) Drag force
Fig. 10 Flow past a sphere: HDG approximation of (a) the velocity field with streamlines of
the flow and (b) the pressure field using the third level of refinement of a tetrahedral mesh
and k = 2. (c) Convergence of the drag as a function of the number of degrees of freedom.
5 Conclusion
This paper describes a hybridizable discontinuous Galerkin method using Voigt no-
tation, first introduced in [48], for the Cauchy formulation of the Stokes equation.
Owing to Voigt notation, the symmetry of the stress tensor is strongly enforced by
storing in a vector format only half of the off-diagonal terms. This allows to fulfill
pointwise the conservation of angular momentum which is satisfied only in a weak
sense by classical HDG formulations. Moreover, physically meaningful tractions
may be naturally imposed on the Neumann boundary. Contrary to the existing
superconvergent HDG formulations involving the symmetric part of the gradient,
the proposed method does not enrich the discrete spaces of approximation and
it reduces the number of degrees of freedom of the mixed variable. Hence, the
resulting local problems are smaller and computationally more efficient.
The optimal convergence order k+1 is achieved for all the unknowns, as proved
for the classical HDG equal-order approximation of the velocity-pressure formula-
tion and for the more involved discretization of the Cauchy formulation based on
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k Mesh Elements ndof Drag error
1
1 3,107 62,147 1.95 · 10−1
2 10,680 210,453 1.03 · 10−1
3 43,682 849,452 4.32 · 10−2
4 204,099 3,934,212 1.88 · 10−2
2
1 3,107 121,187 6.52 · 10−3
2 10,680 410,226 5.18 · 10−3
3 43,682 1,655,222 1.96 · 10−3
3
1 3,107 199,907 6.88 · 10−3
2 10,680 676,590 4.25 · 10−4
3 43,682 2,729,582 1.02 · 10−3
Table 1 Flow past a sphere: relative error in the computation of the drag force for different
levels of mesh refinement and with different degrees of approximation.
the M -decomposition. The novelty and main advantage of the present approach
relies on being able to exploit the same degree of approximation for both primal
and mixed variables, in presence of the symmetric part of the gradient. In addition,
a velocity field superconverging with order k + 2 is obtained via a local postpro-
cess procedure, without modifying the discrete spaces in which the variable are
sought. In particular, the optimal convergence of the mixed and hybrid variables
is exploited to devise the superconvergent velocity and additional constraints are
added to the postprocess problem to resolve the underdetermination associated
with rigid body motions.
Numerical studies show the optimal convergence and superconvergence prop-
erties of the method in 2D and 3D using meshes of different element types and the
robustness of the approach with respect to the choice of the HDG stabilization pa-
rameter. Eventually, the drag force on a sphere is evaluated using different degrees
of approximations to show the capability of the method to compute industrially
relevant quantities of interest with an acceptable precision.
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