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Abstract
We construct a nonminimal graded free resolution of Segre embeddings
of P1 × P1, although we don’t compute all maps. We use this to prove
an explicit formula for certain nonzero entries in the graded Betti table,
at the end of the first row. We work over an arbitrary field k.
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1 Introduction
We work over an arbitrary field k. Consider P1 ×P1 as a variety embedded in
P
(a+1)(b+1)−1 via the line bundle O(a)⊗O(b). This article is about the syzygies
of this variety.
For any projective variety X ⊂ PN−1 the homogeneous coordinate ring R
can be viewed as a module over the polynomial ring S := k[x1, . . . , xN ] and one
can construct a minimal free graded resolution
0 −→ Fd −→ . . . −→ F1 −→ F0 −→ R,
1The author is supported by the Flemish Research Council (FWO).
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at least in theory. In practise this can be very hard, and constructing a non-
minimal resolution can be easier. But the minimal resolution is unique up to
isomorphism. So each Fp is a graded free S-module and is a direct sum
Fp =
⊕
j
S(−p− ij),
and for each p the number of j such that ij = q is denoted κp,q. By S(−p− ij)
we mean S considered as a graded module over itself where any generator has
degree p+ ij. The numbers κp,q are gathered in the graded Betti table:
0 1 2 3 4 . . .
0 1 0 0 0 0 . . .
1 0 κ1,1 κ2,1 κ3,1 κ4,1 . . .
2 0 κ1,2 κ2,2 κ3,2 κ4,2 . . .
3 0 κ1,3 κ2,3 κ3,3 κ4,3 . . .
...
...
...
...
...
...
.
There are a few classes of algebraic varieties where the syzygies are completely
known, for instance rational normal scrolls and varieties defined by certain
monomial ideals [3, p. 23]. In most cases however this seems out of reach.
Elena Rubei studied property Np for Segre embeddings P
n1× . . .×Pnd in [7, 8].
Thanks to the paper [6] we know for any projective embedding of P1× . . .×P1
exactly which entries of the Betti table are zero. We shall be concerned with
P
1 ×P1. Suppose
P
1 ×P1 −→ PN−1 :
((x : y), (z : w)) 7−→ (xazb : xa−1yzb : . . . : yazb : . . . : xawb : . . . : yawb)
with 1 ≤ a ≤ b and N = (a+ 1)(b+ 1). Then the Betti table has the following
shape:
0 1 2 . . . N − 3 0
0 1 0 0 . . . 0 0
1 0 κ1,1 κ2,1 . . . κN−3,1 0
2 0 κ1,2 κ2,2 . . . κN−3,2 0
3 0 0 0 0 0 0
The entries κab+b,1, . . . , κN−3,1 are all zero and so are the entries κ1,2, . . . ,
κ2a+2b−3,2. All the remaining entries are nonzero.
We will construct a free graded resolution of this embedding when 3 ≤ a ≤ b.
We won’t explicitly construct all maps of this resolution but we will use it to
obtain an explicit formula for κp,1 in the graded Betti table of this variety
for N − b − 2 ≤ p. The strategy for constructing the free graded resolution
is to embed our projective surface into a rational normal scroll of dimension
a + 1, which is scrolled out by a + 1 rational normal curves of degree b. We
then construct a resolution of our surface over this scroll and then take a free
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resolution of each module in the resolution to get a double complex. We then
perform an iterated mapping cone construction to obtain a free resolution of
our surface. This was inspired by what Schreyer did in [9] to obtain resolutions
of projective curves.
Theorem 1. Let 3 ≤ a ≤ b then we have the following
i For all ab+ a ≤ p we have κp,1 = p
(
(a+1)b
p+1
)
.
ii For p = ab+ a− 1 we have κp,1 = p
(
(a+1)b
p+1
)
+ p.
The source of the syzygies in the above theorem is the embeddings
P
1 ×P1 −→ P1 ×Pb −→ PN−1,
P
1 ×P1 −→ Pa ×P1 −→ PN−1,
where N = (a+1)(b+1)). Note that Pa×P1 and P1×Pb are rational normal
scrolls in PN−1 and their Betti tables are known [9, pp. 110-112]. For every
p ≥ 0 this induces inequalities
p
(
(a+ 1)b
p+ 1
)
= κp,1(P
a ×P1) ≤ κp,1(P
1 ×P1),
p
(
(b+ 1)a
p+ 1
)
= κp,1(P
1 ×Pb) ≤ κp,1(P
1 ×P1),
and this is exactly where these syzygies are coming from.
One can view P1×P1 as a toric variety and take the bidegree decomposition
of the syzygy spaces with respect to the torus action (see [2, p. 8]). In the case
a = b ≥ 3 we find that κa2+a−1,1 = 2(a
2 + a− 1) and the bidegree table of this
entry takes the following form:
0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0
1 1 1 1 1 2 1 1 1 1 1
0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0
This is the case a = b = 3, but the cross pattern appears for all a = b ≥ 3 (see
proposition 8).
For a = b = 2 one has κa2+a−1,1 = 20 and bidegree table is:
0 0 1 0 0
0 1 2 1 0
1 2 4 2 1
0 1 2 1 0
0 0 1 0 0
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In the case 2 = a ≤ b the entire Betti-table is known. We have
κp,2 = max(p− 2b− 1, 0)
(
3b
p
)
, κp,1 = κp−1,2 + p
(
3b+ 2
p+ 1
)
− 4b
(
3b
p− 1
)
.
This follows from [5, Corollary 4, p. 3].
In this article all modules will be graded and all morphisms degree-preserving.
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2 The Eagon-Northcott complex
For a rational normal scrollX with invariants f = e1+. . .+eℓ, the homogeneous
coordinate ring is
Re1,...,eℓ :=
⊕
n≥0
( ⊕
xi1 ...xin∈k[x1,...,xℓ]
Vi1,...,in
)
where Vi1,...,in is a vector space of dimension ei1 + . . . + ein + 1 whose basis
elements we denote by bi1,...,in,0, . . . , bi1,...,in,ei1+...+ein . Note that bi1,...,in,j does
not depend on the order of i1, . . . , in. Multiplication in this ring is defined by
the rule
bi1,...,in,j · bi′1,...,i′m,j′ = bi1,...,in,i′1,...,i′m,j+j′ .
The second direct sum is over the monomials of degree n in the variables
x1, . . . , xℓ
Example
Suppose ℓ = 3 e1 = 2, e2 = 3, e3 = 3 and f = 8 then we have the variables x1,
x2 and x3. The following picture represents the homogeneous coordinate ring
up to the degree two part, where each dot corresponds to a basis element.
1 x1
x2
x3
x21
x1x2
x1x3
x22
x2x3
x23
degree zero part degree one part degree two part
In our notation the second dot in the first row of the degree one part is denoted
b1,1 and the third dot in that same row is denoted b1,2. Multiplying them in
this ring yields b1,1,3 which is the fourth dot in the first row in the degree two
part.
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For any c ≥ 0 one has the Re1,...,eℓ -module
Me1,...,eℓ,c :=
⊕
n≥0
( ⊕
xi1 ...xin∈k[x1,...,xℓ]
Vi1,...,in,c
)
where Vi1,...,in,c is a vector space whose basis elements we denote by bi1,...,in,c,j
with 0 ≤ j ≤ ei1 + . . .+ ein + c. Again it does not depend on the order of the
i1, . . . , in. Scalar multiplication is defined via the rule
bi1,...,in,j · bi′1,...,i′n,c,j′ = bi1,...,in,i′1,...,i′n,c,j+j′ .
Obviously the case c = 0 just gives Re1,...,eℓ .
The Eagon-Northcott complex gives a minimal free graded resolution of these
modules. Note that these free modules are over the polynomial ring in (e1 +
1)+ . . .+ (eℓ+1) variables, which we identify with the bj,i ∈ Re1,...,eℓ of degree
one. Note that Re1,...,eℓ and Me1,...,eℓ,c can also be viewed as graded modules
over this polynomial ring.
To construct this resolution we first introduce the free module F of rank e1 +
. . . + eℓ over our polynomial ring. We denote its basis elements fi,j , where
1 ≤ i ≤ ℓ and 1 ≤ j ≤ ei. We can now define the minimal free graded resolution
of Mc :=Me1,...,eℓ,c:
f∧
F ⊗ Vf−c−2(−f) −→ . . . −→
c+2∧
F (−c− 2) −→
c∧
F (−c)
−→
c−1∧
F ⊗ V1(−c+ 1) −→ . . . −→
1∧
F ⊗ Vc−1(−1) −→ Vc −→Mc.
Here Va means a rank a+ 1 free graded module whose basis elements we label
B0, . . . , Ba. The paranthesized integers mean that the degrees are shifted to
make the morphisms degree-preserving. The morphisms in the first row are
defined by
m∧
F ⊗ Vn(−m) −→
m−1∧
F ⊗ Vn−1(−m+ 1) : fi1,j1 ∧ . . . ∧ fim,jm ⊗Bp 7−→
m∑
a=1
(−1)abia,ja−1 · fi1,j1 ∧ . . . ∧ f̂ia,ja ∧ . . . ∧ fim,jm ⊗Bp−1
−
m∑
a=1
(−1)abia,ja · fi1,j1 ∧ . . . ∧ f̂ia,ja ∧ . . . ∧ fim,jm ⊗Bp
where the hat means that term is deleted. The dot means scalar multiplication
of the module and bia,ja means the variable in the polynomial ring over which
we work corresponding to the degree one element bia,ja of Re1,...,eℓ . If the index
of Bp or Bp−1 is out of range then that term is deleted. This happens for Bn
and B−1.
The last map on the first row is given by
c+2∧
F (−c− 2) −→
c∧
F (−c) : fi1,j1 ∧ . . . ∧ fic+2,jc+2 7−→∑
1≤a1<a2≤c+2
(−1)a1+a2(bia1 ,ja1 bia2 ,ja2−1 − bia1 ,ja1−1bia2 ,ja2 )
·fi1,j1 ∧ . . . ∧ f̂ia1 ,ja1 ∧ . . . ∧ f̂ia2 ,ja2 ∧ . . . ∧ fic+2,jc+2 .
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Again the expression with the b’s lives in the polynomial ring. Finally the maps
on the second row are given by
m∧
F ⊗ Vn(−m) −→
m−1∧
F ⊗ Vn+1(−m+ 1) : fi1,j1 ∧ . . . ∧ fim,jm ⊗Bp 7−→
m∑
a=0
(−1)abia,ja−1 · fi1,j1 ∧ . . . ∧ f̂ia,ja ∧ . . . ∧ fim,jm ⊗Bp+1
−
m∑
a=0
(−1)abia,ja · fi1,j1 ∧ . . . ∧ f̂ia,ja ∧ . . . ∧ fim,jm ⊗Bp
To define the map from Vc to Mc =Me1,...,eℓ,c note that the degree zero part of
Mc is just Vc (as a vector space), so we map Bp ∈ Vc to bc,p ∈Mc.
See [9, pp. 110-112] for more information on the Eagon-Northcott complex.
3 The relative resolution
We are interested in the projective variety P1 ×P1 → PN−1 introduced in the
beginning of the article, depending on parameters 1 ≤ a ≤ b. Its homogeneous
coordinate ring is
Ra,b =
⊕
n≥0
V{0,...,na}×{0,...,nb},
Where V{0,...,na}×{0,...,nb} is a vector space whose basis elements we denote bn,i,j
with 0 ≤ i ≤ na and 0 ≤ i ≤ nb.
This variety is contained in the rational normal scroll with ℓ = a+1, e1 = . . . =
eℓ = b. The corresponding surjective morphism of homogeneous coordinate
rings is
Rb¯ =
⊕
n≥0
( ⊕
xi1 ...xin∈k[x0,...,xa]
Vi1,...,in
)
−→
⊕
n≥0
V{0,...,na}×{0,...,nb}
bi1,...,in,j 7−→ (i1 + . . .+ in, j) (1)
where Rb¯ is Rb,...,b with a + 1 copies of b. As you can see we have taken the
monomials from x0 to xa for convenience (rather than from x1 to xa+1). We
now introduce the resolution of Ra,b by Rb¯-modules:
Mb¯,ab ⊗
a∧
Ga ⊗Ga−1(−a) −→ . . . −→Mb¯,3b ⊗
3∧
Ga ⊗G2(−3) −→
Mb¯,2b ⊗
2∧
Ga ⊗G1(−2) −→ Rb¯ −→ Ra,b (2)
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where Gi is just a vector space with basis g1, . . . , gi. Note that ⊗G1 is redundant
as G1 is one-dimensional. The maps on the first row are given by
Mb¯,pb ⊗
p∧
Ga ⊗Gp−1(−p) −→Mb¯,(p−1)b ⊗
p−1∧
Ga ⊗Gp−2(−p+ 1)
bi1,...,in,pb,j ⊗ gj1 ∧ . . . ∧ gjp ⊗ gh 7−→
p∑
q=1
(−1)qbi1,...,in,jq−1,p(b−1),j ⊗ gj1 ∧ . . . ∧ ĝjq ∧ . . . ∧ gjp ⊗ gh−1
−
p∑
q=1
(−1)qgi1,...,in,jq,p(b−1),j ⊗ gj1 ∧ . . . ∧ ĝjq ∧ . . . ∧ gjp ⊗ gh.
If the index of gh or gh−1 is out of range then that term is deleted. This happens
for g0 and gp. The map from Mb¯,2b ⊗
∧2Ga(−2) to Rb¯ is given by
bi1,...,in,2b,j ⊗ gj1 ∧ gj2 7−→ bi1,...in,j1−1,j2,j − bi1,...in,j1,j2−1,j .
Lemma 2. The relative resolution (2) is exact.
Proof. The degree n part of the resolution is( ⊕
xi1 ...xin−a∈k[x0,...,xa]
Vi1,...,in−a,ab
)
⊗
a∧
Ga ⊗Ga−1 −→ . . .
−→
( ⊕
xi1 ...xin−2∈k[x0,...,xa]
Vi1,...,in−2,2b
)
⊗
2∧
Ga ⊗G1
−→
( ⊕
xi1 ...xin∈k[x0,...,xa]
Vi1,...,in
)
−→ V{0,...,na}×{0,...,nb}.
We have to prove that this is exact. Now note that Vi1,...,in−p,pb is always
isomorphic to Vnb; the isomorphism is given by bi1,...,in−p,pb,j 7→ bi1,...,in,j. In
fact we can write this whole sequence as the tensor product of Vnb with the
following sequence:
Sn−a(Va)⊗
a∧
Ga ⊗Ga−1 −→ . . . −→ S
n−2(Va)⊗
2∧
Ga −→ S
n(Va) −→ Vna.
Note that SnVa is the degree n part of k[x0, . . . , xa]. So we have to prove that
this sequence is exact. We reduce it to the exactness of the Eagon-Northcott
complex by observing that this sequence is isomorphic to the degree n part of the
Eagon-Northcott complex of Ra with ℓ = 1 and e1 = a. Note that
∧i+1
Ga⊗Gi
will correspond to the degree zero part of
∧i+1
F ⊗ Vi and that the degree n
part consists of this tensored with the degree n part of the polynomial ring in
the variables b1, . . . , ba+1, which is isomorphic to S
n(Va).
4 The iterated mapping cone
In general whenever R is a qoutient ring of a polynomial ring S and M is an
R-module with a resolution Pn → Pn−1 → . . . → P0 → M of R-modules each
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of which has a free S-resolution Qi,m → Qi,m−1 → . . . → Qi,0 → Pi, then one
can build a chain map
Pn Pn−1 . . . P0 M
Qn,0 Qn−1,0 . . . Q0,0
...
...
...
Qn,m−1 Qn−1,m−1 . . . Q0,m−1
Qn,m Qn−1,m . . . Q0,m
(3)
and take its mapping cone. If In−1 is the image of the morphism Pn−1 → Pn−2
then the following mapping cone gives a resolution of In−1:
Pn Pn−1 In−1
Qn,0 Qn−1,0 Qn−1,0
Qn,1 Qn−1,1 Qn,0 ⊕Qn−1,1
...
...
...
Qn,m Qn−1,m Qn,m−1 ⊕Qn−1,m
Qn,m
One can then build a chain map from this resolution of In−1 to the resolution of
Pn−2. Again taking the mapping cone one gets a resolution of the image In−2
of Pn−1 → Pn−2:
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In−1 Pn−2 In−2
Qn−1,0 Qn−2,0 Qn−2,0
Qn,0 ⊕Qn−1,1 Qn−2,1 Qn−1,0 ⊕Qn−2,1
Qn,1 ⊕Qn−1,2 Qn−2,2 Qn,0 ⊕Qn−1,1 ⊕Qn−2,2
...
...
...
If one keeps repeating this process one eventually gets a resolution of M . This
resolution is not necessarily minimal, even if the resolutions of the Pi are all
minimal. To get the graded Betti table of M all one has to do is tensor this
resolution with the field k over which we work and then take homology of the
resulting complex. The p-th module in this resolution is
Cp :=
⊕
max(0,p−n)≤j≤min(p,m)
Qp−j,j .
The map from Cp to Cp−1 is given by a matrix of maps from Qi,j to Qi′,j′ where
i+ j = p and i′ + j′ = p− 1.
Lemma 3. Up to sign the map from Qn,j to Qn−1,j is given by our initial chain
map from the resolution of Pn to our resolution of Pn−1.
Proof. This follows from the definition of the mapping cone. For instance the
resolution of In−1 above has maps
Qn,j ⊕Qn−1,j+1 −→ Qn,j−1 ⊕Qn−1,j,
where the map from Qn−1,j+1 to Qn,j−1 is zero, and the other maps are given
by the diagram (3), except that the sign of the map Qn,j → Qn,j−1 is flipped.
The maps in the chain map from the resolution of In−1 to the one of Pn−2 all
go from a Qn,j ⊕ Qn−1,j+1 to a Qn−2,j+1. So the maps in the corresponding
mapping cone consist only of the map from Qn−2,j+2 to Qn−2,j+1, the maps
from Qn,j and Qn−1,j+1 to Qn−2,j+1 and the maps we already got from the
previous mapping cone, but with the sign flipped. At the end of this process
in the resolution of M we still have the maps from Qn,j to Qn−1,j , with sign
(−1)n.
5 The horizontal chain maps
When we take the relative resolution
Mb¯,ab ⊗
a∧
Ga ⊗Ga−1(−a) −→Mb¯,(a−1)b ⊗
a−1∧
Ga ⊗Ga−2(−a+ 1) −→ . . .
and we take a free resolution of each module in this resolution, we get something
like this:
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Mb¯,ab
⊗
∧
a Ga⊗Ga−1(−a)
Mb¯,(a−1)b
⊗
∧
a−1 Ga⊗Ga−2(−a+1)
. . .
Vab
⊗
∧
a Ga⊗Ga−1(−a)
V(a−1)b
⊗
∧
a−1 Ga⊗Ga−2(−a+1)
. . .
...
...
∧(a+1)b−1 F ⊗ Vb−3
⊗
∧
a Ga⊗Ga−1(−ab−a−b+1)
∧(a+1)b−1 F ⊗ V2b−3
⊗
∧
a−1 Ga⊗Ga−2(−ab−a−b+2)
. . .
∧(a+1)b
F ⊗ Vb−2
⊗
∧
a Ga⊗Ga−1(−ab−a−b)
∧(a+1)b
F ⊗ V2b−2
⊗
∧
a−1 Ga⊗Ga−2(−ab−a−b+1)
. . .
Now we have to construct the dotted maps so that the diagram commutes. We
will not compute all maps of the iterated mapping cone as this is complicated
and not necessary for our purposes. We just compute a chain map from each
resolution of Mb¯,pb ⊗
∧p
Ga ⊗ Gp−1(−p) to the next resolution. This does not
give a double complex because the composition of two consecutive horizontal
maps is not zero. Put c = pb. Each moduleMb¯,c⊗
∧p
Ga⊗Gp−1(−p) is a direct
sum of copies of Mb¯,c(−p) indexed by expressions of the form gi1 ∧ . . .∧ gip ⊗ gj
which form a basis of
∧pGa⊗Gp−1. This means that every mapMb¯,c⊗∧pGa⊗
Gp−1(−p)→Mb¯,c−b⊗
∧p−1
Ga⊗Gp−2(−p+1) can be viewed as a matrix whose
entries are maps from Mb¯,c(−p) to Mb¯,c−b(−p + 1). It is therefore enough to
construct a chain map corresponding to each (non-zero) entry of this matrix.
Each such map from Mb¯,c(−p) to Mb¯,c−b(−p+ 1) is given by
βj0(bi1,...,in,c,j) = bi1,...,in,j0,c−b,j
for some j0 ∈ {0, . . . , a}. So we have to construct the dotted maps in the
following diagram:
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Mb¯,c Mb¯,c−b
Vc Vc−b
∧1
F ⊗ Vc−1
∧1
F ⊗ Vc−b−1
∧2
F ⊗ Vc−2
∧2
F ⊗ Vc−b−2
...
...
βi0
αi0,0
αi0,1
αi0,2
where we have suppressed the degree shifts from our notation. Note that it
is enough to define these maps on the basis elements, because these are free
modules. For αj0,0 we set
αi0,0(Bj) =
{
bi0,jB0 if j ≤ b
bi0,bBj−b if j ≥ b
Recall that we are working over the polynomial ring whose variables are the
degree one elements bi,j of Rb¯. This expression is scalar multiplication of such
a variable with a basis element of the free module Vc−b with basis B0, . . . , Bc−b.
The above square commutes because bi0,jB0 gets mapped to bi0,jbc−b,0 = bi0,c−b,j =
βi0(bc,j) and bi0,bBj−b gets mapped to bi0,bbc−b,j−b = bi0,c−b,j = βi0(bc,j), both
in Mb¯,c−b.
Now for any 0 ≤ n ≤ c− b we define αi0,n as follows:
αi0,n(fi1,j1 ∧ . . . ∧ fin,jn ⊗Bj) =
bi0,jfi1,j1 ∧ . . . ∧ fin,jn ⊗B0+∑n
ℓ=1(−1)
ℓbiℓ,jℓ−1fi0,j+1 ∧ fi1,j1 ∧ . . . ∧ f̂iℓ,jℓ ∧ . . . ∧ fin,jn ⊗B0 if j < b
bi0,bfi1,j1 ∧ . . . ∧ fin,jn ⊗Bj−b if j ≥ b
And for c− b < n ≤ c we define αi0,n :
∧n
F ⊗ Vc−n →
∧n+1
F ⊗ Vn−c+b−1 as
follows:
αi0,n(fi1,j1 ∧ . . . ∧ fin,jn ⊗Bj) =
(−1)n−c+b−1
n−c+b−1∑
ℓ=0
fi0,j+ℓ+1 ∧ fi1,j1 ∧ . . . ∧ fin,jn ⊗Bℓ (4)
For n > c we don’t explicitly construct the horizontal maps as we don’t need
them. (Of course they exist.) Verifying that the squares commute is left as an
exercise to the reader, except for the following square which we will treat as an
example:
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∧c−b
F ⊗ Vb
∧c−b
F ⊗ V0
∧c−b+1
F ⊗ Vb−1
∧c−b+2
F ⊗ V0
αi0,c−b
αi0,c−b+1
We begin in the lower left corner. Let fi1,j1∧. . .∧fic−b+1,jc−b+1⊗Bj ∈
∧c−b+1
F⊗
Vb−1. We will abbreviate fi1,j1∧. . .∧ f̂iℓ,jℓ∧. . .∧fic−b+1,jc−b+1 by . . .∧ f̂iℓ,jℓ∧. . ..
When we go to the upper left we get:
c−b+1∑
ℓ=1
(−1)ℓ(biℓ,jℓ−1 . . . ∧ f̂iℓ,jℓ ∧ . . .⊗Bk+1 − biℓ,jℓ . . . ∧ f̂iℓ,jℓ ∧ . . .⊗Bk)
When we go to the upper right, we have to treat two cases: j < b − 1 and
j = b − 1. Before we do so we introduce the following notation: for any two
integers m, l we set
ǫm,l =

1 if m < l
0 if m = l
−1 if m > l.
We now treat the first case. When we go to the upper right we get:
c−b+1∑
ℓ=1
(−1)ℓ(bi0,j+1biℓ,jℓ−1 . . . ∧ f̂iℓ,jℓ ∧ . . .⊗B0
− bi0,jbiℓ,jℓ . . . ∧ f̂iℓ,jℓ ∧ . . .⊗B0)
+
c−b+1∑
ℓ,m=1
(−1)ℓ+mǫm,lbiℓ,jℓ−1bim,jm−1fi0,j+2 ∧ . . . ∧ f̂iℓ,jℓ ∧ f̂im,jm ∧ . . .⊗B0
(5)
−
c−b+1∑
ℓ,m=1
(−1)ℓ+mǫm,lbiℓ,jℓbim,jm−1fi0,j+1 ∧ . . . ∧ f̂iℓ,jℓ ∧ f̂im,jm ∧ . . .⊗B0
Now the term (5) vanishes as swapping m and ℓ gives terms that cancel. In fact
in the second case we get the exact same expression but without the term (5).
If we again start in the lower left corner and then go to the right we get
fi0,j+1 ∧ fi1,j1 ∧ . . . ∧ fic−b+1,jc−b+1 ⊗B0,
and when we then go to the upper right and put j0 = j + 1 we get∑
0≤a1<a2≤c−b+1
(−1)a1+a2(bia1 ,ja1 bia2 ,ja2−1 − bia1 ,ja1−1bia2 ,ja2 )
·fi0,j0 ∧ . . . ∧ f̂ia1 ,ja1 ∧ . . . ∧ f̂ia2 ,ja2 ∧ . . . ∧ fic−b+1,jc−b+1 ⊗B0.
One checks that this is equal to the previous expression.
6 Using the resolution
From the resolution of Ra,b one can in theory compute the entire graded Betti
table and the bidegree table of each entry. One does this by tensoring the
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resolution with the field k over which we work and then taking homology. If we
assign a bidegree decomposition to each free module in the resolution such that
the maps preserve it, then we also get the bidegree table of each entry. Here
we are interested in the Kp,1 which correspond to the degree p + 1 part of the
homology at place p. ⊕
max(0,p+1−n)≤j≤min(p+1,m)
Qp−j+1,j ⊗ k −→ (6)
⊕
max(0,p−n)≤j≤min(p,m)
Qp−j,j ⊗ k −→
⊕
max(0,p−1−n)≤j≤min(p−1,m)
Qp−j−1,j ⊗ k
(7)
Where m = (a+ 1)b− 1 and n = a− 1. Each Qp−j,j with p− j > 0 is a direct
sum of copies of
j∧
F ⊗ V(p−j+1)b−j(−p− 1) if j ≤ (p− j + 1)b,
j+1∧
F ⊗ Vj−(p−j+1)b−1(−p− 2) if j > (p− j + 1)b.
Now only those Qp−j,j with a degree shift (−p− 1) can contribute to Kp,1, as
Kp,1 is the degree p+1 part of the homology of (6), (7). Moreover, the only way
for a degree-preserving map from Qp−j,j to Qp−1−j′,j′ to not become zero upon
tensoring with k is if both have a degree shift (−p− 1), because otherwise basis
elements of the domain get mapped to linear combinations of basis elements of
the codomain where the coefficients have positive degree, and hence die when
tensoring with k, killing the map. If p − 1 − j′ = 0 then the degree shift of
Qp−1−j′,j′ is (−p), while that of Qp−j,j is (−p− 1) or (−p− 2), so then the map
certainly becomes zero upon tensoring with k by the same argument.
Therefore we only have to take into account morphisms fromQp−j,j toQp−1−j′,j′
where
j ≤ (p− j + 1)b, j′ > (p− j′)b and p− 1− j′ > 0. (8)
Combining the first inequality with the fact that j ≥ p−n and p−j ≤ n = a−1
gives p− n ≤ ab. So if p > ab+ a− 1 then the maps (6) and (7) are both zero
and hence Kp,1 is just the degree p+1 part of the direct sum of the Qp−j,j ⊗ k.
This is only non-zero for Q0,p, because it has degree shift (−p− 1) and all the
other Qp−j,j have degree shift (−p− 2). So we have
Proposition 4. For p > ab+ a− 1 we have Kp,1 ∼= Q0,p ⊗ k =
∧p+1
(F ⊗ k)⊗
Vp−1, which has dimension p
(
(a+1)b
p+1
)
.
This proves part (i) of theorem 1. We now study the case p = ab+ a− 1.
We have to take the kernel of the map (7) divided by the image of the map (6).
The latter is zero by the argument above, so we just have to take the kernel of
the map (7). Let’s study this map.
For p − j < n we still cannot have the first inequality in (8), so we only have
to look at the maps from Qn,p−n to Qp−j′,j′ . The kernel of the map (7) is the
direct sum of Q0,p ⊗ k with the kernel of the map
Qn,p−n ⊗ k −→
⊕
max(0,p−1−n)≤j≤min(p−1,m)
Qp−j−1,j ⊗ k
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In stead of computing this latter kernel we will just compute the kernel of the
map from Qn,p−n to Qn−1,p−n which contains it. This will then give an upper
bound on κp,1 for p = ab + a− 1. By lemma 3 this map is the first chain map,
which we computed in the previous section. It comes from the first map in the
relative resolution and the horizontal maps αj0,p−n from (4):
ab∧
F ⊗
a∧
Ga ⊗Ga−1(−p − 1) −→
ab+1∧
F ⊗ Vb−1 ⊗
a−1∧
Ga ⊗Ga−2(−p − 1) :
fi1,j1 ∧ . . . ∧ fiab,jab ⊗ g1 ∧ . . . ∧ ga ⊗ gh 7−→
a∑
q=1
(−1)q+b−1
b−1∑
ℓ=0
fq−1,ℓ+1 ∧ fi1,j1 ∧ . . . ∧ fiab,jab ⊗Bℓ ⊗ g1 ∧ . . . ∧ ĝq ∧ . . . ∧ ga ⊗ gh−1
−
a∑
q=1
(−1)q+b−1
b−1∑
ℓ=0
fq,ℓ+1 ∧ fi1,j1 ∧ . . . ∧ fiab,jab ⊗ Bℓ ⊗ g1 ∧ . . . ∧ ĝq ∧ . . . ∧ ga ⊗ gh.
If gh−1 or gh is out of range then that term is deleted. We have to tensor this
map with k, so we interpret the Bℓ, the fi,j and the gh as vector space basis
elements rather than free module basis elements. But we can change the map
without changing the dimension of the kernel. One immediate simplification is
to remove
∧a
Ga as it is one-dimensional:
ab∧
F ⊗Ga−1 −→
ab+1∧
F ⊗ Vb−1 ⊗Ga ⊗Ga−2 :
fi1,j1 ∧ . . . ∧ fiab,jab ⊗ gh 7−→
a∑
q=1
(−1)q+b−1
b−1∑
ℓ=0
fq−1,ℓ+1 ∧ fi1,j1 ∧ . . . ∧ fiab,jab ⊗Bℓ ⊗ gq ⊗ gh−1
−
a∑
q=1
(−1)q+b−1
b−1∑
ℓ=0
fq,ℓ+1 ∧ fi1,j1 ∧ . . . ∧ fiab,jab ⊗Bℓ ⊗ gq ⊗ gh.
Another simplification is to remove the factor (−1)q+b−1 as the b is a constant
and the (−1)q can be removed by mapping each basis element gq ∈ Ga to
(−1)qgq, which is obviously a linear automorphism of Ga.
ab∧
F ⊗Ga−1 −→
ab+1∧
F ⊗ Vb−1 ⊗Ga ⊗Ga−2 :
fi1,j1 ∧ . . . ∧ fiab,jab ⊗ gh 7−→
a∑
q=1
b−1∑
ℓ=0
fq−1,ℓ+1 ∧ fi1,j1 ∧ . . . ∧ fiab,jab ⊗Bℓ ⊗ gq ⊗ gh−1
−
a∑
q=1
b−1∑
ℓ=0
fq,ℓ+1 ∧ fi1,j1 ∧ . . . ∧ fiab,jab ⊗Bℓ ⊗ gq ⊗ gh.
Recall that the terms where gh or gh−1 is out of range are removed. We now
do a switch in notation: For any subset S of Z2 we denote by VS a vector space
with basis S and we denote the basis element corresponding to P ∈ S by vP .
So F ⊗ k can be identified with V{0,...,a}×{0,...,b−1} so that fi,j corresponds to
v(i,j−1). We also identify Vb−1 ⊗ Ga with V{0,...,a−1}×{0,...,b−1} where Bℓ ⊗ gq
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corresponds to v(q−1,ℓ). We get
ab∧
V{0,...,b−1}×{0,...,a} ⊗Ga−1
−→
ab+1∧
V{0,...,a}×{0,...,b−1} ⊗ V{0,...,b−1}×{0,...,a−1} ⊗Ga−2 :
vP1 ∧ . . . ∧ vPab ⊗ gh
7−→
∑
P∈{0,...,a−1}×{0,...,b−1}
vP ∧ vP1 ∧ . . . ∧ vPab ⊗ vP ⊗ gh−1
−
∑
P∈{0,...,a−1}×{0,...,b−1}
vP+(1,0) ∧ vP1 ∧ . . . ∧ vPab ⊗ vP ⊗ gh
We do one final modification:
∧ab V{0,...,a}×{0,...,b−1} is isomorphic to∧p−ab V{0,...,a}×{0,...,b−1} by mapping each wedge product of the vP with distinct
points P in some set S to the wedge product of those points not occurring in
S. We similarly replace
∧ab+1
V{0,...,a}×{0,...,b−1} with
∧b−1
V{0,...,a}×{0,...,b−1}.
Note that these identifications depend on an ordering of the points of {0, . . . , a}×
{0, . . . , b− 1}. Up to sign the map becomes:
b∧
V{0,...,a}×{0,...,b−1} ⊗Ga−1
−→
b−1∧
V{0,...,a}×{0,...,b−1} ⊗ V{0,...,a−1}×{0,...,b−1} ⊗Ga−2 :
vP1 ∧ . . . ∧ vPb ⊗ gh
7−→
b∑
l=1
(−1)lvP1 ∧ . . . ∧ v̂Pl ∧ . . . ∧ vPb ⊗ vPl ⊗ gh−1
−
b∑
l=1
(−1)lvP1 ∧ . . . ∧ v̂Pl ∧ . . . ∧ vPb ⊗ vPl−(1,0) ⊗ gh
where any terms that contain a Pl or Pl−1 that is not in {0, . . . , a−1}×{0, . . . , b−
1} are deleted. As before terms where gh−1 or gh is not well defined are also
deleted.
Lemma 5. A basis of the kernel of this map is given by the following expressions∑
0≤i0,...,ib−1≤a
v(i0,0) ∧ . . . ∧ v(ib−1,b−1) ⊗ gh−i0−...−ib−1 (9)
where h ∈ Z such that there is at least one term. The sum is over all choices of
0 ≤ i0, . . . , ib−1 ≤ a such that 1 ≤ h− i0 − . . .− ib−1 ≤ a− 1.
Proof. Let us call the map f . We assume a ≥ 3. We leave it as an exercise to
the reader to show that these expressions are in ker f . Let x ∈ ker f , we will
show it is of this form.
claim: For any term vP1 ∧ . . . ∧ vPb ⊗ gh occurring in x with coefficient λ the
terms vP1 ∧ . . .∧ vPi±(1,0) ∧ . . .∧ vPb ⊗ gh∓1 also occur in x with coefficient λ, at
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least those that are in
∧b V{0,...,a}×{0,...,b−1} ⊗Ga−1. We now prove this claim.
So let 1 ≤ i ≤ b. Applying f to the term we get
b∑
i=1
(−1)ivP1 ∧ . . . ∧ v̂Pi ∧ . . . ∧ vPb ⊗ vPi ⊗ gh−1
−
b∑
i=1
(−1)ivP1 ∧ . . . ∧ v̂Pi ∧ . . . ∧ vPb ⊗ vPi−(1,0) ⊗ gh.
Suppose Pi + (1, 0) ∈ {0, . . . , a} × {0, . . . , b− 1} and gh−1 ∈ Ga, then the term
(−1)ivP ′
1
∧ . . . ∧ v̂P ′
i
∧ . . . ∧ vP ′
b
⊗ vP ′
i
+(1,0) ⊗ gh′ actually occurs in the above
expression, so it has to cancel against something because f(x) = 0. But the
only thing it can cancel against is a term
−(−1)ivP ′
1
∧ . . . ∧ v̂P ′
i
∧ . . . ∧ vP ′
b
⊗ vP ′
i
−(1,0) ⊗ gh′
occurring in f(vP ′
1
∧ . . .∧vP ′
b
⊗gh′) with h
′ = h−1, P ′i = Pi+(1, 0) and P
′
j = Pj
for j 6= i. Therefore the term
vP ′
1
∧ . . . ∧ vP ′
b
⊗ gh′ = vP1 ∧ . . . ∧Pi+(1,0) ∧ . . . ∧ vPb ⊗ gh−1
must occur in x with coefficient λ. By an similar argument the term vP1 ∧
. . .∧Pi−(1,0)∧ . . .∧vPb⊗gh+1 must also occur in x with coefficient λ if Pi−(1, 0) ∈
{0, . . . , a} × {0, . . . , b− 1} and gh+1 ∈ Ga, proving the claim.
We now show that any term of x is of the form vP1 ∧ . . .∧ vPb ⊗ gh where all the
Pi have distinct second coordinate. Because if P1 and P2 have the same second
coordinate, say P1 = (d1, c) and P2 = (d2, c) with d1 < d2 then by the claim at
least one of v(d1+1,c)∧v(d2,c)∧. . .∧vPb⊗gh−1 and v(d1,c)∧v(d2−1,c)∧. . .∧vPb⊗gh+1
occurs in x. In the first case one repeatedly applies the claim and all of the
following terms must occur in x:
v(d1+1,c) ∧ v(d2−1,c) ∧ . . . ∧ vPb ⊗ gh
v(d1+2,c) ∧ v(d2−1,c) ∧ . . . ∧ vPb ⊗ gh−1
v(d1+2,c) ∧ v(d2−2,c) ∧ . . . ∧ vPb ⊗ gh
etcetera. After a finite number of steps the first and second wedge factor coin-
cide, producing a contradiction. The second case is handled similarly.
We conclude that all of the Pi in any term of x have distinct second coordinate,
so any term of x may be written as
v(l0,0) ∧ . . . ∧ v(lb−1,b−1) ⊗ gh.
By applying the claim again we will prove that any two expressions of this form
with the same value of l0 + . . .+ lb−1 + h must have the same coefficient in x.
If we can prove this we are almost done. So let
v(l′
0
,0) ∧ . . . ∧ v(l′
b−1
,b−1) ⊗ gh′ , l0 + . . .+ lb−1 + h = l
′
0 + . . .+ l
′
b−1 + h
′
be another such expression and suppose for instance that h′ > h. Then we can
repeatedly add one to h while substracting 1 from some li that is greater than l
′
i,
until h is equal to h′. By the claim this process does not change the coefficient
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of this term in x. If the first expression is not yet equal to the second expression
then we choose an i such that li < l
′
i, we add one to li while substracting
one from h, then we choose a j such that lj > l
′
j and we substract 1 from
lj while adding 1 to h. We keep repeating this process until both expressions
are the same. The conclusion is that all terms occurring in (9) have the same
coefficient in x, so x is a linear combination of expressions like (9). That these
expressions are linearly independent follows from the fact that they have no
terms in common.
Proposition 6. If 3 ≤ a ≤ b and p = ab+ a− 1 then
κp,1 ≤ p
(
(a+ 1)b
p+ 1
)
+ p.
Proof. By the discussion after proposition 4 we know that Kp,1 is the direct
sum of Q0,p ⊗ k and something contained in the kernel of the map that we
modified and whose kernel we computed in the previous lemma. Now Q0,p =∧p+1
F ⊗ Vp−1(−p − 1), so Q0,p ⊗ k has dimension p
(
(a+1)b
p+1
)
. It remains to
compute the number of expressions (9) in the previous lemma. an integer h
gives a valid expression if and only if there exist 0 ≤ j0, . . . , jb−1 ≤ a − 1 such
that 1 ≤ h−j0−. . .−jb−1 ≤ a, which happens if and only if 1 ≤ h ≤ a(b+1)−1.
This means that the kernel of the map has dimension a(b+ 1)− 1 = p.
Note that the conclusion is false when a = 2. So how did we use that a ≥ 3?
We computed a horizontal chain map from the a− 1-th module to the a− 2-th
module of the relative resolution. Now the zero-th module is of a different kind
than all the other modules. When a = 2 the chain map goes from the first
module to the zero-th module, and in fact the chain map becomes zero when
tensoring with k.
7 Explicit Koszul cocycles
At the end of this section we will finally prove theorem 1. Let M be a graded
module over a polynomial ring R over a field k. There are two ways of computing
Kp,q(M) := (Tor
p
R(M,k))p+q. By taking a free graded resolution of M , then
tensoring with k and taking homology, or by taking a free graded resolution
of k, tensoring with M and taking homology (see [4, Theorem 1.b.4 p. 133]).
Denote by V the degree one part of R. The following diagram can be used to
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prove the equivalence of both definitions.
. . .
...
...
...
...
. . .
∧2 V ⊗ P2 ∧2 V ⊗ P1 ∧2 V ⊗ P0 ∧2 V ⊗M
. . . V ⊗ P2 V ⊗ P1 V ⊗ P0 V ⊗M
. . . P2 P1 P0 M
. . . k ⊗ P2 k ⊗ P1 k ⊗ P0 k ⊗M
(10)
This diagram is obtained by tensoring the resolution . . .→ P2 → P1 → P0 →M
with the resolution . . . →
∧2
V ⊗ R → V ⊗ R → R → k. Actually we deleted
some degree shifts from our notation. The idea is that the homology of the
bottom line is isomorphic to that of the rightmost column, as one can prove
with some diagram chasing.
We will use this diagram to construct explicit Koszul cocycles of the Kp,1 for
p = ab+ a− 1 and we will use these to prove that the inequality of proposition
6 is an equality. The idea is to embed the Kp,1 of the rational normal scrolls
P
a ×P1 and P1 ×Pb into the Kp,1 of P
1 ×P1. We denote their homogeneous
coordinate rings Rb¯, Ra¯ and Ra,b respectively. So we are projectively embedding
our P1 ×P1 → PN−1 into two rational normal scrolls of dimension a + 1 and
b+ 1 respectively. By [1, Corollary 1.26, (ii) p. 8] the induced morphisms
Kp,1(Ra¯) −→ Kp,1(Ra,b), Kp,1(Rb¯) −→ Kp,1(Ra,b)
are injective. This is because the first two horizontal maps in the following
diagram are isomorphisms∧p+1
V ⊗ (Rb¯)0
∧p
V ⊗ (Rb¯)1
∧p−1
V ⊗ (Rb¯)2
∧p+1
V ⊗ (Ra,b)0
∧p
V ⊗ (Ra,b)1
∧p−1
V ⊗ (Ra,b)2
hence the induced map on homology is injective. We now compute an explicit
basis of Rb¯ using the Eagon-Northcott resolution. the same can then be done
with Ra¯. Let fi1,j1 ∧ . . . ∧ fip+1,jp+1 ⊗Bj be an element of Pp ⊗ k =
∧p+1
F ⊗
Vp−1 ⊗ k. We now navigate the diagram (10) until we arrive at an element of∧p−1 V ⊗(R)2 = ∧p−1 V ⊗S2V . So we will explicitly compute the isomorphism
p+1∧
F ⊗ Vp−1 ⊗ k ∼= ker
( p−1∧
V ⊗ S2V →
p−1∧
V ⊗ (Ra¯)2
)
,
which is isomorphic to the Koszul cohomology. The journey we will make can
be visualized in the following diagram which is obtained from the diagam (10)
by taking the degree p+1 part of every object, (taking into account the degree
shifts that aren’t shown):
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∧
3
V ⊗
∧p−2
F ⊗ Vp−4 . . .
∧2
V ⊗
∧p−1
F ⊗ Vp−3
∧2
V ⊗ V ⊗
∧p−2
F ⊗ Vp−4
V ⊗
∧p
F ⊗ Vp−2 V ⊗ V ⊗
∧p−1
F ⊗ Vp−3
∧p+1
F ⊗ Vp−1 V ⊗
∧p
F ⊗ Vp−2
k ⊗
∧p+1
F ⊗ Vp−1
=
We start from the bottom and go to the top. When we go to V ⊗
∧p
F ⊗ Vp−2
we get ∑
l
(−1)lbil,jl−1 ⊗ fi1,j1 ∧ . . . ∧ f̂il,jl ∧ . . . ∧ fip+1,jp+1 ⊗Bj−1
−
∑
l
(−1)lbil,jl ⊗ fi1,j1 ∧ . . . ∧ f̂il,jl ∧ . . . ∧ fip+1,jp+1 ⊗Bj .
We now give the general formula for the element of
∧m
V ⊗
∧p−m+1
F⊗Vp−m−1:∑
e1,...,em∈{0,1}
p+1∑
l1>...>lm≥1
(−1)e1+...+em+l1+...+lmbil1 ,jl1−e1 ∧ . . . ∧ bilm ,jlm−em
⊗ fi1,j1 ∧ . . . ∧ ̂film ,jlm ∧ . . . ∧ f̂il1 ,jl1 ∧ . . . ∧ fip+1,jp+1 ⊗Bj−e1−...−em .
Here we only take those e1, . . . , em ∈ {0, 1} such that 0 ≤ j − e1 − . . .− em ≤
p−m− 1 so that Bj−e1−...−em is well defined. When m = p− 1 and we go from∧p−1
V ⊗
∧2
F to
∧p−1
V ⊗ S2V we get∑
e1,...,ep−1∈{0,1}
p+1∑
l1>...>lp−1≥1
(−1)j+l1+...+lp−1bil1 ,jl1−e1 ∧ . . . ∧ bilp−1 ,jlp−1−ep−1
⊗ bil′
1
,jl′
1
−1bil′
2
,jl′
2
− bil′
1
,jl′
1
bil′
2
,jl′
2
−1,
where the sum is over all e1, . . . ep−1 ∈ {0, 1} summing up to j, and l
′
1 < l
′
2 are
the elements of {1, . . . , p+ 1} missing from the list l1, . . . , lp−1. With diagram
chasing one proves that these expressions are linearly independent, because they
come from linearly independent elements of
∧p+1
F ⊗ Vp−1. So we will apply
this to two rational normal scrolls with homogeneous coordinate rings Rb¯ and
Ra¯ respectively. We now change notation: for any finite set S of points we
write VS for a vector space with a basis whose elements we denote by vP , for all
P ∈ S. For any set {P1, . . . , Pp+1} of distinct points in {0, . . . , a}×{0, . . . , b−1}
and any 0 ≤ j ≤ p− 1 we have an element∑
e1,...,ep−1∈{(0,0),(0,1)}
e1+...+ep−1=(0,j)
p+1∑
l1>...>lp−1≥1
(−1)l1+...+lp−1vPl1+e1 ∧ . . . ∧ vPlp−1+ep−1
⊗ vPl′
1
+(0,1)vPl′
2
− vPl′
1
vPl′
2
+(0,1) (11)
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of
∧p−1 V ⊗S2V , and for any 0 ≤ j ≤ p−1 and some fixed ordering P1, . . . , Pp+1
of the elements of {0, . . . , a− 1} × {0, . . . , b} we also have an element
∑
e1,...,ep−1∈{(0,0),(1,0)}
e1+...+ep−1=(j,0)
p+1∑
l1>...>lp−1≥1
(−1)l1+...+lp−1vPl1+e1 ∧ . . . ∧ vPlp−1+ep−1
⊗ vPl′
1
+(1,0)vPl′
2
− vPl′
1
vPl′
2
+(1,0) (12)
of
∧p−1
V ⊗ S2V . Note that {0, . . . , a − 1} × {0, . . . , b} has p− 1 elements, so
we just have to fix an ordering of the points.
Lemma 7. The elements of
∧p−1
V ⊗ S2V in (11) and (12) are linearly inde-
pendent.
Proof. We already remarked that the expressions (11) are linearly independent.
Now
∧p−1
V ⊗S2V can be decomposed as a direct sum
⊕
u∈Z2(
∧p−1
V ⊗S2V )u
of bidegree components. So (
∧p−1
V ⊗ S2V )u is generated by the P1 ∧ . . . ∧
Pp−1⊗Q1Q2 that satisfy P1+ . . .+Pp−1+Q1+Q2 = u. So all we have to prove
is that for every u all expressions like (11) and (12) that are in (
∧p−1 V ⊗S2V )u
are linearly independent. But for those in (12) the bidegree is always distinct:
u = (0, j +1)+
∑
P∈{0,...,a−1}×{0,...,b}
P = (a(a− 1)(b+1)/2+ j +1, ab(b+1)/2).
Therefore it is enough to prove that no expression as in (12) is linearly generated
by the expressions in (11).
If we can prove the following two claims we are done:
Claim 1: Every expression in (12) has a term which contains all points of some
column of {0, . . . , a} × {0, . . . , b} in its wedge part.
Claim 2 No expression as in (11) has a term which contains all points of some
column of {0, . . . , a} × {0, . . . , b} in its wedge part.
We now prove claim 1 by constructing such a term for every 0 ≤ j ≤ p− 1. We
order the points of {0, . . . , a − 1} × {0, . . . , b} by putting Py+(b+1)x+1 = (x, y)
for 0 ≤ y ≤ b and 0 ≤ x < a. We set e1 = . . . = ep−j−1 = (0, 0) and
ep−j = . . . = ep−1 = (1, 0) and for l
′
1 and l
′
2 we take p− j and p − j + 1. This
determines a term of (12) and the set of points occurring in the wedge part is
{(x, y) ∈ {0, . . . , a}×{0, . . . , b}|y+(b+1)x < p−j−1 or y+(b+1)x > p+b−j+1}.
(13)
If j > b then the column consisting of (a, 0), . . . , (a, b) is contained in this set. If
j < p− b− 1 then the column consisting of (0, 0), . . . , (0, b) is contained in this
set. At least one of these inequalities is satisfied for every j since b+1 < p−b−1.
Here we use that 3 ≤ a ≤ b. To prove claim 1 it remains to show that this term
does not cancel against any other term of the expression. The set of points in
the wedge part of any non-zero term in the expression (12) can be obtained
by starting from the set {0, . . . , a − 1} × {0, . . . , b}, removing two points and
moving some of the remaining points one to the right (adding (1,0) to them)
without any collisions. For any y ∈ {0, . . . , b} the set of points (x, y) in the set
(13) is of the form {(0, y), . . . , (a, y)}\{(x1, y), . . . , (x2, y)} with 0 ≤ x2−x1 ≤ 2,
which can only come from {(0, y), . . . , (a − 1, y)}\{(x1, y), . . . , (x2 − 1, y)} (or
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{(0, y), . . . , (a− 1, y)} if x1 = x2) by moving (x2, y), . . . , (a− 1, y) to the right.
So the term (13) can only be obtained in one way, and hence cannot cancel
against another term. For instance in the following picture with a = b = 3
can only come from
This concludes the proof of the first claim. We now prove the second claim. For
any term in the expression (11) the set of points occurring in the wedge part can
be obtained by starting from the set {P1, . . . , Pp+1} ⊂ {0, . . . , a}×{0, . . . , b−1},
removing two points and then moving some points up (adding (0,1)) without
any collisions. Since every column initially contains at most b points you can
never get a full column with b + 1 points by moving points up. This concludes
the proof of the second claim and hence the lemma.
Finally we prove theorem 1.
Proof of theorem 1. We already proved the first statement in proposition 4. We
now prove the second statement. By lemma 6 we have that κp,1 ≤ p
(
(a+1)b
p+1
)
+p,
so we only have to prove the other inequality. We claim that Kp,1 is isomorphic
to the kernel of
∧p−1
V ⊗ I →
∧p−2
V ⊗ S3V where I ⊆ S2V consists of the
quadrics generating the ideal of P1 × P1 in PN−1. This follows from some
diagram chasing in the following diagram:
0
∧p+1
V
∧p+1
V
0
∧p
V ⊗ V
∧p
V ⊗ V
∧p−1
V ⊗ I
∧p−1
V ⊗ S2V
∧p−1
V ⊗R2
∧p−2
V ⊗ S3V
∧p−2
V ⊗R3
where R is the homogeneous coordinate ring of P1 × P1. We leave the details
to the reader. Now the expressions in lemma 7 are elements of this kernel, and
by the lemma they are linearly independent. The number of such expressions is
exactly p
(
(a+1)b
p+1
)
+ p, which is therefore a lower bound on κp,1. This concludes
the proof.
8 Bidegree tables
The k-algebras we have been working with aren’t just graded, each graded piece
also has a bidegree decomposition. For instance the degree one part of Ra,b is
a vector space with basis elements v(i,j) where 0 ≤ i ≤ a and 0 ≤ j ≤ b. So it
decomposes as a direct sum of one-dimensional subspaces which are eigenspaces
of the torus action on P1×P1. Each v(i,j) is said to have bidegree (i, j). So the
polynomial ring in (a+1)(b+1) variables and all the modules we have considered
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aren’t just graded but their graded pieces all have a bidegree decomposition. So
the syzygy spaces Kp,q also have such a decomposition and this can be captured
in the bidegree table. In the introduction we already showed the bidgree table
of K11,1 for a = b = 3.
Proposition 8. In the case 3 ≤ a = b the bidegree table of κp,1 with p =
a2 + a− 1 is 2 at place (a2(a+ 1/2), a2(a+ 1)/2), it takes the value 1 at points
where one coordinate is a2(a+ 1)/2 and the other is different from a2(a+ 1)/2
but with the difference being smaller than a(a+1)/2. Everywhere else it is zero.
In other words the the cross pattern shown in the beginnning of the article
occurs whenever 3 ≤= b.
Proof. The expressions (11) determined by the number j have bidegree (a(a2−
1)/2+ j +1, a2(a+1)/2) and the expressions (12) determined by the number j
have bidegree (a2(a+ 1)/2, a(a2− 1)/2+ j + 1). Together these form a basis of
Kp,1 by the proof of theorem 1.
We conclude with two examples. Both tables are rotated 90 degrees. The
following is a = 3, b = 4, p = 15:
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
We get such a line whenver p = ab+ b− 1 and 3 ≤ a < b. The following is more
interesting, namely a = 3, b = 4, p = 14:
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
1 2 3 4 4 4 4 4 5 4 4 4 4 4 3 2 1
1 2 3 4 4 4 4 4 5 4 4 4 4 4 3 2 1
1 2 3 4 4 4 4 4 5 4 4 4 4 4 3 2 1
1 2 3 4 4 4 4 4 5 4 4 4 4 4 3 2 1
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
Obviously this shape comes from the two sets of syzygies from the embeddings
of P1 ×P1 into Pa ×P1 and P1 ×Pb.
Most of the time bidegree tables of toric surfaces have a convex shape. This
gives a class of counterexamples, namely for p = ab+a−1, whenever 3 ≤ a ≤ b.
Of course there are other counterexamples as well. But here there is a very
natural explanation for the odd shapes, namely the syzygies are coming from
two different embeddings of P1 ×P1 into rational normal scrolls.
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