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We generalize the notion of “localization landscape,” introduced by M. Filoche and S. Mayboroda
[Proc. Natl. Acad. Sci. USA 109, 14761 (2012)] for the single-particle Schro¨dinger operator,
to a wide class of interacting many-body Hamiltonians. The many-body localization landscape
(MBLL) is defined on a graph in the Fock space, whose nodes represent the basis vectors in the
Fock space and edges correspond to transitions between the nodes connected by the hopping term in
the Hamiltonian. It is shown that in analogy to the single-particle case, the inverse MBLL plays the
role of an effective potential in the Fock space. We construct a generalized discrete Agmon metric
and prove Agmon inequalities on the Fock-state graph to obtain bounds on the exponential decay
of the many-body wave-functions in the Fock space. The corresponding construction is motivated
by the semiclassical WKB approximation, but the bounds are exact and fully quantum-mechanical.
We then prove a series of locality theorems which establish where in the Fock space we expect
eigenstates to localize. Using these results as well as the locator expansion, we establish evidence
for the existence of many-body localized states for a wide-class of lattice models in any physical
dimension in at least a part of their Hilbert space. The key to this argument is the observation
that in sharp contrast to the conventional locator expansion for the Green’s function, the locator
expansion for the landscape function contains no resonances. For short-range hopping, which limits
the connectivity of the Fock-state graph, the locator series is proven to be convergent and bounded
by a simple geometric series. This, in combination with the discrete Agmon-like inequalities and
the locality theorems, shows that localization for a fraction of the Hilbert space survives weak
interactions and weak hopping at least for some realizations of disorder, but cannot prove or rule
out localization of the entire Hilbert space. We qualitatively discuss potential breakdown of the
locator expansion in the MBLL for long-range hopping and the appearance of a mobility edge in
higher-dimensional theories.
I. INTRODUCTION
There have been two major recent developments in
the study of Anderson localization – a mature field pio-
neered by Anderson [1] back in 1958. First, the break-
through paper by Basko, Aleiner, and Altshuler [2–4]
and follow-up theoretical and experimental research have
demonstrated that single-particle localization can sur-
vive interactions in many-particle disordered systems [5–
19]. This localization in the Fock space [2, 20] was
called many-body localization (MBL), which remains a
fast-developing field, with a number of open questions
and controversies still unresolved. A second develop-
ment came as a surprise from the mathematical anal-
ysis community, in which Svitlana Mayboroda and col-
laborators have developed a new, intuitive approach to
single-particle Anderson localization [21–24]. Namely, it
was proven that a simple structure, u(x) – defined via[−∇2 + V (x)]u(x) = 1 (here V is the disorder potential)
and called the localization landscape (LL) [21, 22, 25–28]
– represents an effective potential, where localized states
up to a certain energy window actually reside. More
specifically, it was shown that in contrast to the bare dis-
order potential, whose explicit form does not necessarily
shed much light on the structure of localization, the LL
carries this information in a straightforward way. Val-
leys of the inverse localization landscape (which includes
both the effect of disorder and hopping/kinetic energy
in a non-peturbative way) are “traps” that confine the
quantum particle [21, 22]. A series of bounds and esti-
mates have been proven to show exponential localization
of the wave-function in the LL “traps.” [23, 24, 29]
As far as the first major development goes – regard-
ing MBL – there are currently four pieces of evidence
for its existence. First, numerous exact diagonalization
studies of finite-size systems – both spin chains with ran-
dom disorder and one-dimensional interacting fermions
in a quasiperiodic potential (e.g., the interacting Aubry-
Andre´ model [30–32]) contain signatures of a transi-
tion [9–11], or possibly crossover, from the localized, non-
ergodic phase to a metallic, ergodic one. The numeri-
cal metrics used to characterize the many-body phases
include calculating many-body inverse-participation ra-
tio [33] and level statistics [6] or its proxies. How-
ever, these careful exact diagonalization studies can suffer
from strong finite-size effects, which limit the usefulness
of a numerical method in providing unambiguous evi-
dence. Furthermore, recent and disconcerting data anal-
ysis by Tomazˇ Prosen and collaborators [34] provided
tentative evidence, based on data collapse in a model
widely believed to be many-body localized, that favors
“many-body quantum chaos” (i.e., an ergodic phase with
Wigner-Dyson level statistics), although this interpreta-
tion remains controversial. While the exact diagonal-
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2ization studies can neither serve as a conclusive proof
of MBL as a stable phase [35], nor rule it out, they do
seem to provide a faithful description of physics actu-
ally seen in cold-atom experiments (at least in one di-
mension). The experimental studies, in particular by
Immanuel Bloch et al. (in both one and two dimen-
sions) [14, 15], Brian de Marco et al. [16], and Chris
Monroe et al. [17], represent a second piece of evidence.
However, given the subtle mathematical nature of the
question regarding the existence of MBL and a number
of additional complications in experiments (the finite life-
time of many-body states, presence of the trap potential,
etc), experiments can only provide strong indication that
MBL exists, but not a proof.
The third piece of evidence is an actual proof by John
Imbrie in one dimension [7]. This work is one of a few
papers at a mathematical level of rigor addressing the
MBL problem. However, it includes a physically rea-
sonable but mathematically ad hoc assumption about
the absence of level attraction. As was pointed out by
Polkovnikov [36], coupling to a bath may in principle lead
to level attraction. Indeed, there are examples in the lit-
erature where phenomena of this type have been reported
[37, 38]. However, it is unclear at this stage whether in-
teractions may lead to an effective bath that would en-
able level attraction. It appears unlikely, but until this
issue is mathematically settled, Imbrie’s proof is incom-
plete. Finally, the fourth piece evidence for MBL comes
from the original MBL work by Basko, Aleiner, and Alt-
shuler [2–4]. The work is based on the locator expansion,
which is also a method Anderson used in his pioneering
paper [1]. The key idea of the locator expansion is sim-
ple. One starts with a strongly disordered model, with
hopping “turned” off (which is trivially localized), and
performs a series expansion in the hopping to obtain the
Green’s functions. The method is straightforward, but
suffers from divergences associated with resonances in
the expansion, which does not necessarily converge. A
renormalization scheme exists to resum the series, but it
is not mathematically rigorous (unless the hopping takes
place on a Caylee graph and specifically a Bethe lat-
tice, in which rigorous statements have been known since
the early work by Abou-Chacra, Anderson, and Thou-
less [39]). All in all, there exists overwhelming evidence
for the existence of MBL, but a conclusive mathematical
proof for physically relevant lattices is still lacking.
In contrast, the localization landscape of Mayboroda
and collaborators [21–24] is a set of mathematically rigor-
ous statements and bounds which physically correspond
to single-particle Anderson localization. The key to the
LL construction is a set of universal Agmon-type bounds
proven in Ref. [40, 41]. Agmon’s estimates have been
known since 1979 and represent a set of exact inequali-
ties for the eigenstates of the single-particle Schro¨dinger
operator (which can be generalized to other operators).
The construction of the estimates is motivated by a semi-
classical WKB analysis, but Agmon’s estimates hold be-
yond the usual WKB regime. Particular Agmon’s bounds
are potential-specific and have been developed for a wide
variety of problems such as the double-well potential [42–
44], a particle in a magnetic field [45], the Klein-Gordon
equation [46, 47], etc. A remarkable achievement of May-
boroda et al [23, 24, 29] is that they have proven a set
of universal Agmon’s estimates for the eigenstates of the
Schro¨dinger operator in a random potential (while po-
tential does not have to be random for the construction
to hold, the bounds appear to be most useful when it is),
but with the role of an effective potential played by the
inverse landscape function, 1/u(x) rather than the bare
potential itself. Most importantly these bounds predict
exponential decay of eigenfunctions localized in the val-
leys of the LL. This statement is both mathematically
rigorous and supported by numerical simulations, which
provide an intuitive illustration of the structure of the
spectrum. Note that the method works in an arbitrary
dimension, and may contain a route to describing the
delocalizating transition in three and higher dimensions
via a percolation in the LL [48], although it has not been
rigorously described yet.
This paper brings together many-body localization and
localization landscape by constructing a many-body lo-
calization landscape (MBLL) on a graph in Fock space.
We prove that the MBLL serves as an effective potential
where many-body states are localized. First we define
the MBLL for a wide class of interacting spin Hamiltoni-
ans on an arbitrary-dimensional lattice or more generally
on a graph with nearest neighbor interactions (or equiv-
alently hoppings), t. Next, we generalize Mayboroda’s
arguments to an undirected discrete graph in the Fock
space. The vertices of the graph correspond to many-
body states and the edges to transitions enabled by the
hopping term in the Hamiltonian. We show that the
inverse many-body localization landscape, 1/uα can be
viewed as an effective potential in the Fock space, by
deriving the following equation
− t
∑
β∈N(α)
uβuα
(
ψβ
uβ
− ψα
uα
)
+ ψα = E
′uαψα, (1)
which represents a discrete Fock-space generalization of
Eq. (5) in Ref. [23] by Mayboroda et al. involving a
“weighted” Laplacian (α and β represent nodes of the
Fock-space graph corresponding to the many-body states
|α〉 and |β〉, N(α) is the set of neighbors of node α, and
E′ is a shifted many-body energy as explained in the
text). The next step involves a generalization of Agmon’s
bounds for this equation. It is accomplished by follow-
ing semi-classical WKB-like intuition and a subsequent
path-integral-like construction on the Fock-space graph.
In analogy with the single-particle Agmon’s bound, a
many-body Agmon’s bound can be proven, which is ex-
act, and rigorously establishes (given certain properties
of the landscape, as discussed in the text) exponential
decay of the eigenfunctions in the valleys of the MBLL.
It is important to note that since exponential decay
occurs in the valleys of the MBLL (or the mountains of
3the inverse MBLL), the Agmon bounds do not rule out
the possibility of the wavefunction spreading out across
all of the MBLL mountains. To better quantify this,
we prove a series of locality theorems; these theorems
roughly states that eigenstates in the global Fock-space
graph are close to eigenstates defined in a particular well
of the inverse MBLL if the corresponding energies are
close to each other. Therefore, eigenstates at a particu-
lar will primarily lie in the set of wells whose correspond-
ing spectra resonate at that energy. These can severely
restrict the possible support of the eigenstate, assuming
that we choose a particular realization of disorder.
While these exponential bounds are exact, they assume
the existence of valleys in the MBLL, which is a priori not
guaranteed. We then perturbatively explore the topol-
ogy of the many-body localization landscape using an
Anderson-like locator expansion. Importantly, to estab-
lish the existence of the valleys, we do not need informa-
tion about the entire spectrum (which is provided by the
Green’s function in the usual locator expansion) and the
knowledge of the MBLL suffices. Note that finding the
latter is much simpler, as it involves inverting a matrix
(as opposed to fully diagonalizing it, which in effect is
required for the full Green’s function and is more com-
putationally costly). Another critical observation is that
the locator expansion for MBLL does not have the prob-
lem of resonances, which has been the major roadblock
in studies of the localization physics using conventional
methods. This simplification allows us to circumvent the
need for renormalization in the locator expansion, bound
it by a geometric series, and hence prove convergence
for a wide class of models. If we start with a strongly
disordered Hamiltonian with no hopping, localization at
the bare level is trivial, and the convergence of the se-
ries in conjunction with the locality theorem, essentially
proves that some states remain many-body localized for
particular realizations of disorder. However, this analysis
cannot provide useful bounds for all states in the Hilbert
space. It is also unclear at this stage what “fraction” of
the Hilbert space can be proven to remain localized per
this method (this seems to remain an open problem for
the single particle localization landscape as well). We
discuss this critical point towards the end of the paper
along with the structure of the Fock space graph corre-
sponding to physical lattices of different dimension. Sim-
ple estimates for graph connectivity (which enters the
many-body Agmon bounds) point to a route that can
help explore mobility-edge physics in higher-dimensional
MBL models.
II. MODEL AND THE FOCK-SPACE GRAPH
The canonical model that is used to describe local-
ization is the Anderson model, which consists of non-
interacting particles in a random potential. We are in-
terested in understanding the effects of adding an inter-
action. The simplest model which incorporates nontrivial
interaction is given by the Hamiltonian:
H = −t
∑
〈i,j〉
(σ+i σ
−
j + h.c.) +
∑
i
ini + V
∑
〈i,j〉
ninj , (2)
where σ+ and σ− are spin-1/2 raising and lowering oper-
ators, and n = 2σz−1, which we refer to as the “density”.
The first term denotes hopping between nearest neigh-
bors on graph GP with edge set E and vertex set V . For
instance, this graph can be a one-dimensional lattice or
a square lattice, but for the sake of generality we assume
it can be arbitrary. We assume that t ≥ 0; however, if
the graph is bipartite, the sign of t is unimportant and
can always be made negative by the mapping σ+ → −σ+
and σ− → −σ− on one of the subgraphs. This latter case
where t ≤ 0 is more conventionally studied in the context
of MBL. Call |V | = L the number of vertices in GP (or
correspondingly, the number of sites in the lattice).
The second term denotes the disorder potential. In
the case of the Anderson model, j ∼ U [0,W ], where W
is a constant, but the specific distribution of disorder is
unimportant for our construction. The last term denotes
density-density interactions that occur between nearest
neighbors in GP ; we may generalize the density-density
interactions to quartic interactions, so long as the inter-
action strength is negative (although there exist graphs
such that a similar particle-hole symmetry as described
in the previous paragraph renders the sign unimportant).
An interpretation that will be useful in the subsequent
section involves the visualization of this Hamiltonian in
Fock space. Since the Hamiltonian in Equation 2 is par-
ticle conserving, we restrict the Hilbert space to the set
of states with N occupied sites. A tuple of occupation
numbers at each site uniquely describes a basis vector
in the Hilbert space. Associate each of these M =
(
L
N
)
basis vectors to a vertex in a different graph GF . Edges
connecting two such vertices in GF occur when the two
configurations are connected by the hopping term. The
resulting “hypergraph” is essentially an embedding of the
physical graph (or lattice) GP in Fock space, and indi-
cates the structure of the hopping. This is a visual that
allows us to better understand MBL in Fock space, as well
as help develop intuition for bounds we present through-
out the rest of the paper. Figure 1 is an example of the
Fock-space graph GF for a small system with N = 3 par-
ticles; the physical graph GP is a one-dimensional chain
with L = 5 sites and periodic boundary conditions.
Henceforth, we will use the Latin alphabet (i, j) to
denote nodes in the real-space (“physical”) graph GP and
the Greek alphabet (α, β) to denote nodes in the Fock-
space graph GF .
III. DEFINING THE MBLL
In this section, we briefly visit the premiere results of
Mayboroda et al. [21, 23, 24, 29] regarding single parti-
cle localization via uniformly upper-bounding the eigen-
states by the so-called landscape function. We then show
4FIG. 1. The Fock-space graph GF for a one-dimensional chain
with L = 5 and N = 3. For convenience, the occupation of
each state is denoted next to each node; blackened circles cor-
respond to occupied sites and unfilled circles correspond to
empty sites. Notice that we assume periodic boundary con-
ditions on the physical lattice in this construction, although
this assumption is not needed in general.
that the landscape formalism naturally extends to the
many-body case with interactions. This allows us to con-
clude similar bounds to those derived by Mayboroda et
al.
A. One-Particle Landscape
Mayboroda et al. [21] considered the Hamiltonian
H = −∇2 + V (x) to solve the eigenvalue problem
Hψ(x) = Eψ(x), x ∈ Ω ⊂ Rd and ψ(x)
∣∣∣
∂Ω
= 0.
Rather than solving the above Schro¨dinger equation, the
crucial insight is to solve Hu(x) = 1, where u(x) is
the landscape function. The resulting eigenstate satis-
fies |ψ(x)| ≤ Eu(x) supx |ψ(x)|. Thus, the landscape
function can indicate whether states are localized or ex-
tended. Moreover, it was also argued that 1/u(x) acts
as an effective confining potential [23, 24], so at a given
energy the eigenfunction can exponentially decay in clas-
sically forbidden regions. Our goal is to extend this in-
tuition to many-body systems.
Along with continuum models, discrete single particle
systems were also analyzed. Here, the wavefunction is
discretized into a vector of scalar entries, the Laplacian
term of the Hamiltonian is discretized so that (∇2)ψi =
ψi+1+ψi−1−2ψi, and the potential is treated as an onsite
term. It was shown that solving the matrix equation
Hu = 1 gives a landscape function that satisfies the same
bounds as in the continuous case [22].
B. Many-body Landscape
We now construct a similar landscape function for the
Hamiltonian in Equation 2. To do so, we notice that in
the Fock space representation, the Hamiltonian consists
of a sum of two parts. The first part is the diagonal con-
tribution due to the onsite and interaction terms. The
second part is −t times the adjacency matrix of graph
GF . Thus, this Hamiltonian behaves similarly to the sin-
gle particle case albeit with long range hopping. It thus
suffices to show that a landscape function can be defined
given the Hamiltonian in the Fock space.
As before, restrict the Hilbert space to states with a
fixed number of occupied sites; label the corresponding
basis states by |α〉 (occupation number representation).
For an arbitrary superposition of such states, call vα the
coefficient of state |α〉. Then, the Hamiltonian acting on
state |v〉 = ∑α vα|α〉 gives
〈α|H|v〉 = −t
∑
β∈N(α)
vβ +
(
L∑
i=1
V n
(α)
i n
(α)
i+1 + in
(α)
i
)
vα,
(3)
where n
(α)
i denotes the occupation number of site i for
state α, and N(α) is the set of neighbors of α in graph
GF . For the purposes of the following proofs, we also
need to impose Dirichlet zero boundary conditions in the
sense of the graph GF . This can be accomplished by
augmenting GF to G′F and connecting an additional node
α′ to each node α. We enforce the condition vα′ = 0,
which results in the above equation not changing. At
the end, we perform a restriction of G′F to GF without
changing any of the main results.
The following Lemma gives conditions for when we
should expect vα to be positive. The proof method is
analogous to that of the maximum principle for harmonic
functions in a bounded domain.
Lemma III.1. Suppose 〈α|H + K|v〉 ≥ 0 where K is a
positive constant for all α and vα′ = 0 for all α
′. Then,
if
K − t|N(α)|+
∑
〈i,j〉
V n
(α)
i n
(α)
j +
∑
i
in
(α)
i ≥ 0 (4)
for all α, we have that vα ≥ 0. Furthermore, if there
exists a β for which 〈β|H+K|v〉 > 0, then vα > 0 for all
α.
Proof. Suppose that, for the sake of contradiction, the
global minimum argminα,α′vα does not occur within the
set of α′ nodes. With an abuse of notation, call vα the
global minimum. Then, vβ ≥ vα, where β ∈ N(α).
Therefore, ∑
β∈N(α)
(vβ − vα) ≥ 0. (5)
5This condition enforces that vα is a local minimum with
respect to its neighboring nodes in G′F . Next, since
〈α|H+K|v〉 ≥ 0, it follows that
t
∑
β∈N(α)
vβ ≤ Kvα +
∑
〈i,j〉
V n
(α)
i n
(α)
j +
∑
i
in
(α)
i
 vα.
(6)
Thus, combining with Equation 5, we find
0 ≤ t
∑
β∈N(α)
(vβ − vα) , (7)
≤ Kvα − t|N(α)|vα +
∑
〈i,j〉
V n
(α)
i n
(α)
j +
∑
i
in
(α)
i
 vα.
(8)
To remind, note that |N(α)| is the number of neighbors
of node α in G′F , which is one greater than the number
of neighbors in GF . Simple rearrangement gives
0 ≤
K − t|N(α)|+ ∑
〈i,j〉
V n
(α)
i n
(α)
j +
∑
i
in
(α)
i
 vα.
(9)
The quantity in the parenthesis is always positive by as-
sumption, so vα ≥ 0. However, this contradicts the as-
sumption that vα is a global minimum, since it is at least
equal to the value of vα′ for all α
′. Thus, vα only acquires
a minimum in the nodes α′, and it follows that vα ≥ 0
for all nodes in G′F .
Proving strict positivity follows directly. Suppose vα =
0 for some α. Then, reading from Equation 6, we find
t
∑
β∈N(α)
vβ ≤ Kvα+
∑
〈i,j〉
V n
(α)
i n
(α)
j +
∑
i
in
(α)
i
 vα = 0,
(10)
Since we proved that vα ≥ 0 for all α, we have that vβ = 0
for β ∈ N(α). We can represent this as the diffusion of
an action on G′F : we set vα equal to zero in node α and
spread this action to all neighboring nodes. We then
inductively repeat. Since G′F is irreducible, there exists
an iteration in which all nodes will equal zero – thus all
vα = 0. Therefore, 〈α|H + K|v〉 = 0. Hence, taking the
contrapositive of this logic combined with vα ≥ 0 finishes
the proof.
Notice that the constant K equals
K = −min
α
∑
〈i,j〉
V n
(α)
i n
(α)
j +
∑
i
in
(α)
i − t|N(α)|
 .
(11)
This corresponds to a constant shift of the Hamiltonian,
which does not affect the eigenstates. Note that May-
boroda et al. [22] had to perform a similar shift to im-
pose positive onsite potentials. Next, we show that this
conclusion implies that the elements of (H + K)−1 are
positive:
Lemma III.2. Consider the restriction of matrix H +
KI , H+K to states in GF , where I denotes the identity
matrix. The inverse of the restriction of H+K is entry-
wise positive.
Proof. Suppose 〈α|H+K|v〉 = fα for fα ≥ 0. By Lemma
1, vα ≥ 0. Inverting this equation and solving for vα
gives:
vα =
∑
β
(H+K)−1αβ fβ . (12)
Calling fβ = δγβ , then 0 ≤ vα = (H+K)−1αγ . Repeating
for all α and γ finishes the proof. Strict positivity follows
from the fact that the above choice of f satisfies fα > 0
for at least one value of α.
In this next Lemma, we show that the spectrum of
H+K is strictly positive.
Lemma III.3. The matrix H+K has positive eigenval-
ues.
Proof. From Lemma 1, if (H + K)|v〉 = 0, then vα ≥ 0.
Suppose the null space of H + K is not trivial; then it
must contain some state |v〉 6= 0. Thus, both |v〉 and −|v〉
are in the null space, which contradicts Lemma 1 since
vα cannot be negative; it follows that the null space of
H+K is trivial. This implies that there is no eigenvalue
equal to zero.
It is trivial to show that Lemma 1 is satisfied for any
choice of K ′ > K, and H + K ′ does not have any zero
eigenvalues for K ′ > K. Suppose, for the sake of con-
tradiction, that there exists a negative eigenvalue −λ of
H + K ′. Then, setting K ′′ = K ′ + λ ≥ K ′, it is clear
that H+K ′′ has a zero eigenvalue. This contradicts the
fact that H +K ′ does not have any zero eigenvalues for
K ′ > K. This completes the proof.
We next define the MBLL to be the solution to
(H+K)|u〉 = |1〉, (13)
where |1〉 denotes the vector of all ones. In an identical
manner to the proof in Mayboroda et al. [22], we arrive at
the following bound on the eigenstates via the landscape
function:
Theorem III.4. Assume (H + K)|ψ〉 = (E + K)|ψ〉
with ψα′ = 0, where E is the many-body energy, and K
is defined in Equation 11. It follows that for all α,
|ψα|
maxβ |ψβ | ≤ (E +K)uα. (14)
Proof. We use the two Lemmas that have been derived
6to write:
|ψα| = (E +K)
∣∣∣∣∣∣
∑
β
(H+K)−1αβ ψβ
∣∣∣∣∣∣ ,
≤ (E +K) max
β
|ψβ |
∑
β
(H+K)−1αβ ,
= (E +K) max
β
|ψβ |uα, (15)
where in the first line we use Lemma 3, in the second line
we use the fact that (H+K)−1αβ is positive (from Lemma
2), and in the third line we use the definition of uα.
Surprisingly, Mayboroda’s single particle bound carries
over in the many-body case even in the presence of inter-
actions. However, the visualization of this bound is more
complex. Rather than viewing the landscape function
on a standard plot to determine domains of localization,
one must view the landscape function with respect to the
Fock space graph GF . Localization occurs in connected
components of GF with large values of u which are sur-
rounded by valleys with small values of u.
Also notice that our bounds depend on the choice of
K. While K is arbitrary in principle, it is lower bounded.
Choosing too large of K results in landscape functions
that are not good representatives of the localization re-
gions for the eigenstates.
From this point on, we denote E′ = E + K for sim-
plicity and readability. We will also change notation by
calling N(α) the set of neighbors of node α in GF .
IV. MBLL AS AN EFFECTIVE POTENTIAL
The bound derived in the last section gives evidence
that the MBLL informs us about possible localization in
the Fock space. This is consistent with the general quali-
tative picture of many-body localization, as discussed by
Basko, Aleiner, and Altshuler [2–4], who proposed study-
ing MBL in terms of the localization of eigenstates in
Fock space. However, to understand whether eigenfunc-
tions exponentially decay outside of localized regions, we
must borrow intuition from the single particle case. Here,
Mayboroda et al. [23, 24] showed that 1/u behaves like an
effective potential that confines the eigenstates. This ef-
fective potential is often more informative than consider-
ing the original on-site potential, as it incorporates both
disorder and the kinetic energy in a non-perturbative way
and more accurately identifies regions where eigenstates
localize. We want to understand whether this analogy ex-
tends to the MBLL, as this gives significant insight into
when and where in the Fock space we would expect strong
localization to occur. The result we show is that the rate
of decay of eigenfunctions depends on the connectivity
of a particular portion of GF : if a node has fewer neigh-
bors, the resulting states have large contiguous regions
of occupied sites and will more strongly localize.
The method we use to analyze this decay was first de-
veloped by Shmuel Agmon [40, 41] several decades ago.
It essentially formalizes a semi-classical WKB analysis
of wavefunction tunneling to exact upper bounds on the
magnitude of the wavefunction, which are known as Ag-
mon inequalities.
A. Effective Schrodinger Equation via MBLL
We will first proceed to rewrite the eigenvalue equation
in terms of the MBLL. Let us start by noting that the
eigenstates |ψ〉 = ∑α ψα|α〉 of the many-body Hamilto-
nian satisfy
−t
∑
β∈N(α)
ψβ+
∑
〈i,j〉
V n
(α)
i n
(α)
j +
∑
i
in
(α)
i
ψα = Eψα.
(16)
For brevity, we call the term in the parenthesis Vα. Next,
we perform the substitution ψα = Ψαuα. We may then
write
− t
∑
β∈N(α)
Ψβuβ + VαΨαuα = EΨαuα, (17)
which can be rearranged as−t ∑
β∈N(α)
uβ + (Vα +K)uα
Ψα− (18)
t
∑
β∈N(α)
uβ(Ψβ −Ψα) = E′Ψαuα.
The quantity in the brackets equals 1 by definition of the
MBLL, and if we rewrite the equation in terms of ψα, we
obtain the equation
− t
∑
β∈N(α)
uβuα
(
ψβ
uβ
− ψα
uα
)
+ ψα = E
′uαψα. (19)
This is a more revealing form, as the first term is equal
to t times a weighted Laplacian matrix L acting on the
state |ψ/u〉 = ∑α(ψα/uα)|α〉. A Laplacian matrix with
weighted edges wαβ has elements equal to:
Lαβ =
{ −wαβ , for α ∼ β∑
α∈N(β) wαβ , for α = β
(20)
where α ∼ β means that nodes α and β are connected
in GF . This quantity is a discrete generalization of the
differential operator for a graph whose distance metric
is given by the weights wαβ . In the above equation, the
weights of the Laplacian are wαβ = uαuβ , and so are sym-
metric with respect to interchanging α and β. Moreover,
they are also positive as per the analysis of the previous
section. Write the LHS of Equation 19 as M |ψ〉, where
7Mαβ = tLαβ/uβ + δαβ . Next, we apply 〈ψ/u| to the
matrix version of the above equation:〈
ψ
u
∣∣∣∣M ∣∣∣∣ψ〉 = t ∑
〈α,β〉
uαuβ
(
ψα
uα
− ψβ
uβ
)2
+
∑
α
ψ2α
uα
,
= E′
∑
α
ψ2α, (21)
where for the first term we use the well-known identity
〈x|L|x〉 =
∑
〈α,β〉
wαβ(xα − xβ)2, (22)
which holds for any weighted Laplacian with wαβ = wβα.
Equation 21 indicates that 1/u also acts as a confining
potential. The first term is the expected kinetic energy of
the particle, which has been renormalized by the MBLL.
The second term denotes an expectation of a “potential
energy,” if 1/u is treated as an effective potential. How-
ever, this does not necessarily tell us any information of
the behavior of eigenfunctions under this effective poten-
tial. To analyze the decay of eigenfunctions, we will need
to generalize Agmon estimates to the Fock-space graph
as discussed at the beginning of the section.
B. Agmon Estimates for Eigenfunction Decay
The intuition behind the derivation of Agmon esti-
mates is to consider the behavior of an eigenstate modu-
lated by an exponentially large amplitude and show that
this new function is bounded in a certain sense. This im-
mediately shows that the eigenstate exponentially decays
in particular regions. As we will show, this exponential
amplitude is obtained by minimizing an effective action
on GF , and also depends on the connectivity of a partic-
ular node in the graph.
We first prove some identities obtained through brute-
force computation.
Lemma IV.1. Given a choice of Sα ∈ R, the following
equation holds:
∑
α
ψ2αe
2Sα
 1
uα
− E′ − t
2
∑
β∈N(α)
(eSβ−Sα − 1)2
 ≤ 0.
(23)
Proof. We first compute the seemingly unrelated quan-
tity
〈
ψ
u e
2S
∣∣∣M ∣∣∣ψ〉. From manipulating the first line of
Equation 21, this is equal to〈
ψ
u
e2S
∣∣∣∣M ∣∣∣∣ψ〉 =t ∑
〈α,β〉
uαuβ
(
ψα
uα
e2Sα − ψβ
uβ
e2Sβ
)
×
(
ψα
uα
− ψβ
uβ
)
+
∑
α
ψ2α
uα
e2Sα . (24)
Furthermore, manipulating the second line of Equation
21, in particular utilizing the relationship between M |ψ〉
and the many-body energy E, the above quantity can be
rewritten in terms of E′:〈
ψ
u
e2S
∣∣∣∣M ∣∣∣∣ψ〉 = E′∑
α
ψ2αe
2Sα . (25)
By equating both of these equations and manipulating
with simple algebra, we find the following identity:
t
∑
〈α,β〉
uαuβ
(
ψα
uα
eSα − ψβ
uβ
eSβ
)2
+
∑
α
ψ2α
uα
e2Sα−
t
∑
〈α,β〉
ψαψβ(e
Sα − eSβ )2 = E′
∑
α
ψ2αe
2Sα . (26)
Using the fact that uα is positive, the first term is positive
and the identity may be written as the inequality∑
α
ψ2αe
2Sα
(
1
uα
− E′
)
− t
∑
〈α,β〉
ψαψβ(e
Sα − eSβ )2 ≤ 0.
(27)
Finally, we note the inequality ψαψβ ≤ 12 (ψ2α + ψ2β) true
for any ψ and the fact that the second sum in the above
equation is symmetric in the indices α and β. Applying
this inequality and symmetrizing the second sum with
respect to α and β, we find Equation (23), where we add
an additional factor of two from splitting the sum over
edges to a double sum over nodes and avoiding double-
counting pairs of nodes.
Notice that the previous Lemma IV.1 is general: it
holds for an arbitrary choice of S. Next, we choose S so
that the cumulative amplitude of the wavefunction in the
classically forbidden region is “small.” By classically for-
bidden, we mean regions for which the many-body energy
is smaller than the value of the effective potential 1/u.
We make rigorous this notion in the following Lemma.
Lemma IV.2. There exists a choice Sα for all α such
that for any 1 >  > 0, the energy inequality can be
refined to∑
α
ψ2αe
2Sα
(
1
uα
− E′
)
≤ (1−)
∑
α
ψ2αe
2Sα
(
1
uα
− E′
)
+
,
(28)
where (x)+ = max(x, 0).
Proof. First, define U to be the set of nodes j which
reside in the classically allowed region, where 1uj −E′ < 0.
Suppose that Sα satisfies:
Sα = inf
p(0)∈U
p(−1)=α
∑
k
∣∣Lp(k−1),p(k)∣∣ , (29)
where the infimum is over paths from a point in a clas-
sically allowed region to α. By path, we mean a list of
nodes such that each consecutive pair has an edge in GF ;
8this is denoted by the vector p where p(i) is the ith ele-
ment in the path. The notation p(−1) denotes the last
element in the path. We also assume that |Lα,β | = |Lβ,α|.
It straightforwardly follows that, for β ∈ N(α):
Sβ ≤ Sα + |Lα,β |, (30)
and similarly Sβ ≥ Sα − |Lβ,α|. Therefore, |Sβ − Sα| ≤
|Lα,β | = |Lβ,α|. This essentially states that S satisfies a
triangle inequality, and therefore is a valid metric on GF .
Then, we may write
t
2
∑
β∈N(α)
(eSβ−Sα − 1)2 ≤ t
2
∑
β∈N(α)
(e|Sβ−Sα| − 1)2,
≤ t
2
∑
β∈N(α)
(e|Lα,β | − 1)2. (31)
Next, we make the following choice for |Lα,β | = |Lβ,α|:
|Lα,β | = min
k=α,β
[
log
(
1 +
√
2(1− )
t|N(k)|
(
1
uk
− E′
)
+
)]
.
(32)
With this choice, we may further bound Equation 31 by
t
2
∑
β∈N(α)
(e|Lα,β | − 1)2 = (1− )
∑
β∈N(α)
min
k=α,β
(
uk
−1 − E′)
+
|N(k)| ,
≤ (1− )
(
1
uα
− E′
)
+
. (33)
Substituting this inequality into the last term on the LHS
of Equation 23, we find the desired refinement of Equa-
tion 23:∑
α
ψ2αe
2Sα
(
1
uα
− E′
)
≤ (1−)
∑
α
ψ2αe
2Sα
(
1
uα
− E′
)
+
.
(34)
The choice of variables S and L suggests that the func-
tion Sα can be viewed as a saddle-point approximation
on an effective action S which is a sum of Lagrangian
terms along a path from a node in a classically allowed
region to α. This saddle-point value of the action will
dictate the decay rate of the eigenfunction as defined on
GF . The statement that was just derived roughly states
that the sum of ψ2αe
2Sα over the classically allowed region
U is greater than some constant times the sum of ψ2αe
2Sα
over the classically disallowed region U . Since Sα = 0 for
α ∈ U , the sum of the eigenfunctions in U multiplied by
a term exponential in the action S is less than the sum
of eigenfunctions in U without this exponential amplifi-
cation. Thus, in a sense, the value of an eigenfunction
in U must be exponentially small for its cumulative sum
in U to be small. This intuition is made explicit in the
following Theorem.
Theorem IV.3. Define u = maxβ∈U uβ. For all nodes
α in the classically forbidden region, an eigenstate with
energy E′ satisfies
|ψα| ≤
√
E′uuα − uα
u− E′uuα
(
e−Sα√

)
, (35)
with Sα defined in Equation 29 and 1 >  > 0 a positive
constant.
Proof. Based on the result in the previous Lemma, we
may split the sum over nodes in U and nodes in U . This
gives∑
α∈U
ψ2αe
2Sα
(
1
uα
− E′
)
+ 
∑
α∈U
ψ2αe
2Sα
(
1
uα
− E′
)
≤ 0.
(36)
Since Sα = 0 for α ∈ U , we obtain the following chain of
inequalities:

∑
α∈U
ψ2αe
2Sα
(
1
uα
− E′
)
≤
∑
α∈U
ψ2α
(
E′ − 1
uα
)
,
≤
∑
α∈U
ψ2α
max
α∈U
(
E′ − 1
uα
)
,
≤ max
α∈U
(
E′ − 1
uα
)
. (37)
Each term in the sum on the left hand side of the above
equation must be strictly less than or equal to the right
hand side. Call u = maxβ∈U uβ . This results in the
bound
|ψα| ≤
√
E′ − 1u
1
uα
− E′
(
e−Sα√

)
=
√
E′uuα − uα
u− E′uuα
(
e−Sα√

)
,
(38)
where α ∈ U .
Therefore, the eigenfunction decays exponentially in
the minimum value of the action. The coefficient before
the exponential has an intuitive meaning: it is the square
root of the ratio of the height of the deepest classical
well to the depth of penetration through the classically
forbidden region, measured with respect to the many-
body energy E′. For instance, if the height to the deepest
classical well is small, which occurs when the eigenstate is
towards the bottom of the spectrum, then the coefficient
scales as a constant, and decreases as the penetration
depth into the classically forbidden region increases. In
the standard WKB formalism, one finds the following
semi-classical decay for the wavefunction:
ψ(x) ∝ 1√
p(x)
exp
(
−
∫
p(x) dx
)
. (39)
Here, we find a similar expression, assuming that
p denotes a “graph momentum,” equal to pα ∼
9|H3| ∼ eNH(ν)
H1
H1
|H2| ∼ N
√
N
FIG. 2. The break-up of the full Hilbert space into the three
regions described in the text. One can visualize the Fock-
space graph GF as embedded into this Hilbert space. The
blue region (no texture) is the classically allowed area formed
from a fixed many-body energy. As shown, for sufficiently
small energies, the classical regions will form islands in the
full Hilbert space. In the brown region (vertical lines), eigen-
states decay, but at a rate does not increase with increasing
system size. The number of states in these regions is of order
NN
1/2
. In the red region (horizontal lines), the eigenstates
decay at a rate scaling with an increasing function of system
size; eigenstates decay exponentially for a constant fraction
of the red region.
√
(1/uα − E′)/|N(α)|. The quantity within the expo-
nential is a sum of Lagrangian terms L ∼ log(1 + p)
along a path; this approximately reduces to a discrete
WKB formula when the “graph momentum” is small.
Next, we would like to understand the nature of
the exponential decay in the action. Each Lagrangian
term scales like ∼√(1/uα − E′) /|N(α)|, assuming that
|N(α)| scales with system size in Equation 31. Thus, the
decay rate is crucially dictated by the size of N(α).
For simplicity, let us assume GP is a one-dimensional
chain with nearest neighbor hopping. Then, |N(α)| has
the following behavior:
Θ(1) < |N(α)| < Θ(N). (40)
For states with a large domain of occupied sites, |N(α)|
will scale like a constant. In the worst case, if occupied
and filled sites alternate, |N(α)| will scale linearly in N .
Thus, in the worst case, the action may only increase by
O(1/
√
N) as one hops farther out in GF .
Suppose we deal with these worst case states where
|N(α)| ∝ N . Further fix the many body energy E′, and
denote H1 to the space of states living in the classically
allowed regions. As we hop along GF and into the clas-
sically forbidden region the barrier height is at least a
constant (we make an implicit assumption that we are
considering typical paths in which the probability of en-
countering a node with barrier height scaling inversely
with system size is small). Suppose the minimizing path
in Equation 29 to some node has length n into the clas-
sically disallowed region; then, the action will scale like
S &
n∑
i=1
log
(
1 +
√
ki
N
)
∼ n
N1/2
, (41)
where ki are unimportant constants. Then, if n =
Ω(N1/2), the action will begin to scale as a function of
the system size. Note that this bound is weak because the
Lagrangian depends on 1/u − E′, which increases along
the minimizing path. When this energy difference scales
as Θ(N), we obtain exponential decay, which conceivably
occurs for a fraction of the Hilbert space.
With this intuition, we define three regions. Each re-
gion covers nodes of the Fock space graph GF , but should
be interpreted as the Hilbert space (i.e. the span of states
associated with nodes in the region), denoted by H :
• H1: Fixing a value of the many-body energy E′,
this region covers classically allowed regions of GF
where the wavefunction behaves like a constant.
• H2: This region is an annulus of thickness N1/2
around H1 regions. It corresponds to the interme-
diate region in which there exist portions that do
not decay at a rate scaling with the system size. In
the thermodynamic limit, we will not observe decay
in these portions. However, there may exist several
portions ofH2 where we do find decay scaling with
system size.
• H3: This region is outside of H1 and H2, in which
eigenstates almost surely decay at a rate that scales
with some increasing function in the system size.
For instance, if n = Θ(N1/2 logN), then the eigen-
states obey a power-law decay. Eigenstates will de-
cay exponentially when 1/u− E′ = Θ(N).
These regions are illustrated in Figure 2. In addition,
since the degree of each node is at most N , the dimen-
sion H2 is roughly N
√
N , which is of zero-measure with
respect to the dimension of the full Hilbert space, roughly
equal to eNH(ν) (here, we make the assumption that N
is a fraction of L, so that
(
L
N
) ∼ eNH(ν) where ν is the
filling fraction and H(ν) = −ν log ν− (1− ν) log(1− ν)).
For H1 regions centered about states with degree that is
o(N), the estimates derived above can be refined by sub-
stituting N with the degree. Thus, based on the bound
in Equation 40, there can exist some regions of the full
Hilbert space that exhibit strong exponential localiza-
tion.
It is worth noting what changes as the underlying di-
mension increases. For instance, if GP is a d-dimensional
lattice, then the topology of GF becomes far more con-
nected. In particular, the degree distribution follows
Θ
(
N1−
1
d
)
< |N(α)| < Θ(N), (42)
10
with minimum degree nodes having the property that
linearly-sized domains are occupied, and maximum de-
gree nodes having a large number of constant-size do-
mains. Note that the minimum degree corresponds to
an area law, while the maximum degree corresponds to a
volume law. The bounds on decay rate developed in the
preceding paragraph follow immediately by substituting
N with the degree. The higher connectivity present in
these graphs could point to the existence of a mobility
edge in higher dimensions at least in the Anderson model,
as will be further elaborated in Section V.
C. Predicting Regions of Localization
In the previous section, we have addressed the ques-
tion of what occurs in classically forbidden regions. Now,
we explore how the eigenstates behave in the classically-
allowed regions. In the single-particle case, it was argued
that so long as these regions are far apart and not res-
onant, the eigenstates (towards the bottom of the spec-
trum) tend to localize at only one of these regions, and
have exponentially small amplitudes on the others [24].
Having a similar result in the many-body case would sup-
port any assertion of MBL.
To proceed, it is first important for us to precisely de-
fine the regions of interest. As before, denote U the set of
classically allowed regions which satisfy 1/uα − E′ ≤ 0.
These regions/wells form sets of disjoint connected re-
gions in GF , which we label by the index `. Let us fix a
particular such well U(`); compute
S = inf{S(α, β) : α ∈ U(`), β ∈ U(`′)}, (43)
for `′ 6= `. The notation S(α, β) denotes the action of a
path from node α to β. Essentially, this quantity mea-
sures the minimum value of the action along any path
connecting well ` to any other well. Call W (`) the set
of nodes α such that inf{S(α, β) : β ∈ U(`)} ≤ S/2.
This defines a neighborhood around well ` consisting of
points for which ` is the closest such well. Repeating for
all other wells, it is clear that
⋃
`W (`) is the set of all
nodes in GF and W (`) is disjoint from W (`′) (we may
arbitrarily assign tie-breaker nodes shared by W (`) and
W (`′) at the boundary to assure disjointness).
In this section, we will substantially make use of the
test state |ζ〉 = ∑a∈A γa ∣∣ψ(a)〉, which is written in the
eigenbasis (and we enumerate eigenstates using the Latin
alphabet), where A is specified in the theorems stated
below. Further define
∣∣φ(`)〉 to be the eigenstates of the
eigenvalue problem restricted to nodes in W (`) (with zero
boundary conditions on all other nodes). For the remain-
der of the theorem below, we drop the label ` in
∣∣φ(`)〉.
We will first need the following Lemma in order to pro-
ceed:
Lemma IV.4. Consider the subgraph induced by the
nodes in W (`), which we call GW , and solve the eigen-
value problem on GW with zero boundary conditions ap-
plied to all nodes not in W (`). Call an eigenstate of this
problem
∣∣ψ(W )〉 for which the energy of such a state is
E′W upper bounded by E
′. Call u the landscape for the
original eigenvalue problem on the entirety of GF , and
u(W ) the landscape for the eigenvalue problem on the sub-
graph induced by W (`). Then,
|ψ(W )α | ≤
√√√√E′W − 1u(W )
1
u
(W )
α
− E′W
(
e−Sα√

)
≤ O
(√
N
σ
)
e−Sα ,
(44)
for some  > 0 and Sα the action of the eigenvalue prob-
lem on all of GF with energy E′. The notation u(W ) in-
dicates the maximum value of u(W ) in classically allowed
regions of W (`) where 1/u(W ) − E′W < 0. Furthermore,
the second inequality follows from E′W − 1u(W ) = O(N)
and 1
u
(W )
α
− E′W > σ in classically disallowed regions for
some σ > 0.
Proof. To prove this statement, it suffices to show that
1/u(W ) − E′W for the subgraph problem is greater than
1/u−E′ for the entire problem; therefore, the action for
the subgraph problem will be larger than that for the
entire problem. First, we know that
− t
∑
β∈N(α)
uβ +
(
L∑
i=1
V n
(α)
i n
(α)
i+1 + in
(α)
i +K
)
uα = 1
(45)
for the landscape on the entire domain, and
−t
∑
β∈NW (α)
u
(W )
β +
(
L∑
i=1
V n
(α)
i n
(α)
i+1 + in
(α)
i +K
)
u(W )α = 1,
(46)
where NW (α) denotes the set of neighbors of α in the
subgraph induced by the well nodes. Note that NW (α)
is a subset of N(α). Subtracting the two equations above
for all α ∈W (`) gives
−t
∑
β∈NW (α)
(
uβ − u(W )β
)
+
(
L∑
i=1
V n
(α)
i n
(α)
i+1 + in
(α)
i +K
)
×
(
uα − u(W )α
)
= t
∑
β∈N(α)\NW (α)
uβ . (47)
From Lemma III.1, the RHS of this equation is pos-
itive, and by the same Lemma, this implies that(
uα − u(W )α
)
≥ 0. Therefore, 1/uα ≤ 1/u(W )α and by the
assumption that E′W ≤ E′, we have that 1/uW − E′W ≥
1/u − E′. Thus, utilizing the bounds presented in the
previous subsection along with this result, we prove this
Lemma.
We need to make note of some additional notation. We
call GW the subgraph induced by nodes in the well, and
we call ∂GW the set of edges connecting nodes in W (`)
to nodes outside of W (`). With this, we may now state
the following locality theorem:
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Theorem IV.5. (Locality theorem I): Suppose |φ〉 is
an eigenstate with eigenvalue µ of the eigenvalue problem
on the subgraph induced by nodes in W (`). Denote by
Pψ(µ− δ, µ+ δ) the projection operator onto the basis of
eigenstates (in the full graph) with eigenvalues between
µ− δ and µ+ δ; that is
Pψ(µ− δ, µ+ δ) =
∑
a∈A
∣∣∣ψ(a)〉〈ψ(a)∣∣∣ , (48)
where A is the set of eigenstates with eigenvalues λa sat-
isfying |λa − µ| ≥ δ. Then,
‖(I − Pψ(µ− δ, µ+ δ)) |φ〉‖2 ≤ O
(√
N
σ
)
N
δ
e−S/2,
(49)
where σ is defined in the previous Lemma.
Proof. Throughout this proof, we will be using labels
such as |fg〉 to mean ∑α fαgα |α〉. These do not rep-
resent physical quantum states because they are not nor-
malized.
First recall that operators such as M defined at the
beginning of this section operate on the entirety of GF .
For this proof, we will assume that they only operate on
GW . Since |φ〉 has eigenvalue µ, we know that M |φ〉 =
µ
∣∣u(W )φ〉. Let us instead consider the state |ηφ〉, for
some η to be presented momentarily. Then, M |ηφ〉 =
µ |uηφ〉+ |ur〉 for some residual state |r〉. We note that u
here is the landscape defined for the global GF . Applying
the test state 〈ζ/u| to this equation gives us the following
expression for 〈ζ/u|ur〉 = 〈ζ|r〉:
〈ζ|r〉 = t
∑
〈α,β〉∈GW
uαuβ
(
ζα
uα
− ζβ
uβ
)(
φαηα
uα
− φβηβ
uβ
)
+
∑
α
ζαφαηα
(
1
uα
− µ
)
. (50)
This expression may be written as
〈ζ|r〉 = t
∑
〈α,β〉∈GW∪∂GW
uαuβ
(
ζα
uα
− ζβ
uβ
)(
φαηα
uα
− φβηβ
uβ
)
− t
∑
〈α,β〉∈∂GW
uαuβ
(
ζα
uα
− ζβ
uβ
)(
φαηα
uα
− φβηβ
uβ
)
+
∑
α
ζαφαηα
(
1
uα
− µ
)
. (51)
Expanding |ζ〉 via its definition into the basis of eigen-
states in the set A results in
〈ζ|r〉 = t
∑
a∈A
γa
∑
〈α,β〉∈GW∪∂GW
uαuβ
(
ψ
(a)
α
uα
− ψ
(a)
β
uβ
)
×
(
φαηα
uα
− φβηβ
uβ
)
+
∑
a∈A
γa
∑
α∈W
ψ(a)α φαηα
(
1
uα
− λa
)
− t
∑
a∈A
γa
∑
〈α,β〉∈∂GW
uαuβ
(
ψ
(a)
α
uα
− ψ
(a)
β
uβ
)
×
(
φαηα
uα
− φβηβ
uβ
)
+
∑
a∈A
γa
∑
α∈W
ψ(a)α φαηα (λa − µ) . (52)
The first two terms can be combined to equal zero from
the eigenvalue equation M |ψα〉 = λα |uψα〉. The addi-
tion of the edges ∂GW in the summation was necessary
so that the boundary nodes satisfy the appropriate eigen-
value equation for the entire domain. The residual term
(the third term) can be made to be zero by forcing η = 0
on all nodes in ∂GW . Thus, with this choice of η, we are
left with the fourth term:
〈ζ|r〉 =
∑
a∈A
γa
∑
α
ψ(a)α φαηα (λa − µ) , (53)
where the remaining terms in Equation 50 disappear from
application of the eigenvalue equation for
∣∣ψ(a)〉. Denot-
ing the inner product
〈
ψ(a)
∣∣ηφ〉 = νa, we find
〈ζ|r〉 =
∑
a∈A
γaνa (λa − µ) . (54)
Next, we derive a bound on 〈ζ|r〉. We start by noting
that the following identity is true:〈
ηζ
u
∣∣∣∣M ∣∣∣∣φ〉− µ 〈ηζ|φ〉 = t ∑
〈α,β〉∈GW
uαuβ
(
ζαηα
uα
− ζβηβ
uβ
)
×
(
φα
uα
− φβ
uβ
)
+
∑
α∈W
ζαφαηα
(
1
uα
− µ
)
.
(55)
This expression in fact equals zero. To show this, let
us rewrite the eigenvalue problem for |φ〉 in terms of
the global landscape |u〉. Following the analysis of Sec-
tion IV.A and replacing the local landscape by the global
landscape, we find that Equation 19 becomes
− t
∑
β∈N(α)
uβuα
(
φβ
uβ
− φα
uα
)
+ φα = µuαφα, (56)
so long as α is located in the bulk of W and not at the
boundary ∂W . Then, since ηα = 0 at the boundary, the
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quantity
〈
ηζ
u
∣∣∣M ∣∣∣φ〉 − µ 〈ηζ|φ〉 does not depend on the
boundary behavior. In the bulk, M |φ〉 = µ |uφ〉, so the
quantity equals zero, as desired.
Subtracting Equation 55 from Equation 50 and simple
algebraic manipulation gives the following expression:
〈ζ|r〉 = t
∑
〈α,β〉
(ηβ − ηα)(φαζβ − φβζα). (57)
Next, we choose ηα to equal 1 if inf{S(α, β) : β ∈ U(`)} ≤
S/2− δ′ and zero otherwise. We also have the additional
restriction that ηα = 0 for nodes at the boundary ∂W .
Therefore, the sum above has nonzero contribution only
if the edge 〈α, β〉 connects a node where η = 0 and a node
where η = 1. For δ′ chosen small enough, the sum will
only have contribution in the subgraph ∂GW . We may
then write
〈ζ|r〉 = t 〈ζ|P |φ〉 , (58)
where P denotes a matrix with elements Pαβ = ηβ − ηα.
Next, we perform a restriction of both |φ〉 and |ζ〉 as well
as P to nodes α for which Pαβ 6= 0 for some β. By the
Cauchy-Schwartz inequality, we find
|〈ζ|r〉|2 ≤ t2σ2max(P ) 〈φ|φ〉 〈ζ|ζ〉 , (59)
where σmax(P ) denotes the maximum singular value of
P , or alternately the 2-norm. First, we have 〈ζ|ζ〉 ≤∑
a∈A γ
2
a. Next, we refer to Lemma IV.4. Since |φ〉 is an
eigenstate on GW , then from the Lemma and Equation
37

∑
α∈U
φ2αe
2Sα ≤ maxα∈U ∆
(W )
α
minα∈U −∆(W )α
≤ O
(
N
σ
)
, (60)
where ∆α = 1/uα − E′ and ∆(W )α = 1/u(W )α − E′W . Fur-
thermore, U and U denote classically disallowed and clas-
sically allowed regions respectively. Since the action of
all nodes α ∈ ∂W is at least S/2 − δ′, then we have
(assuming δ′ is constant and can be ignored)
∑
α∈∂W
φ2α ≤
e−S

maxα∈U ∆
(W )
α
minα∈U −∆(W )α
≤ O
(
N
σ
)
e−S . (61)
Next, we note the well-known identity (which is a special
case of Holder’s inequality)
σmax(P ) ≤
√
‖P‖1‖P‖∞ ≤ kN, (62)
where the second inequality follows from the fact that
the 1-norm and the ∞-norm are upper bounded by the
degree of any node in GF , and k is some constant. Recall
that the 1-norm of matrix P is the maximum column
sum of |P |, while the ∞-norm is the maximum row sum
of |P |. Utilizing all of the bounds derived, Equation 59
becomes
|〈ζ|r〉|2 ≤ k
2t2N2

maxα∈U ∆
(W )
α
minα∈U −∆(W )α
e−S
(∑
a∈A
γ2a
)
,
≤ O
(
N3
σ
)
e−S . (63)
Next, return to Equation 54, and choose γa = νasgn(λa−
µ) for all a ∈ A. Then, combining Equation 54 with the
above, we find that(∑
a∈A
ν2a|λa − µ|
)2
≤ O
(
N3
σ
)
e−S
(∑
a∈A
ν2a
)
, (64)
where we have suppressed the unnecessary constants for
convenience. Because |λa−µ| ≥ δ, we obtain the inequal-
ity ∑
a∈A
ν2a ≤
O(N3)
δ2σ
e−S . (65)
However, the LHS of this expression is just equal to the
norm squared of the orthogonal complement of |ηφ〉 onto
the span of the eigenvectors in A. In terms of notation
described in the theorem statement, this may be written
as
‖(I − Pψ(µ− δ, µ+ δ)) |ηφ〉‖2 ≤ O
(√
N
σ
)
N
δ
e−S/2.
(66)
Next, we note that 〈(1− η)φ|(1− η)φ〉 satisfies the fol-
lowing bound:
〈(1− η)φ|(1− η)φ〉 ≤ maxα∈U ∆α
minα∈U −∆α e
−S ≤ O
(
N
σ
)
e−S ,
(67)
which follows both from the fact that |(1− η)φ〉 has sup-
port on nodes with action greater than S/2−δ′ as well as
Equation 37 and Lemma IV.4. Because I−Pψ(µ−δ, µ+δ)
has matrix norm equal to one, we have
‖(I − Pψ(µ− δ, µ+ δ)) |(1− η)φ〉‖2 ≤ O
(√
N
σ
)
e−S/2.
(68)
Adding this to Equation 66, and using the triangle in-
equality, we find
‖(I − Pψ(µ− δ, µ+ δ)) |φ〉‖2 ≤ O
(√
N
σ
)
N
δ
e−S/2,
(69)
where again we have absorbed all constants or lower-
order contributions into the O
(√
N
σ
)
term.
In short, this theorem states that solving the eigen-
value problem in the well W (`) gives an eigenstate that is
very close to the span of eigenstates in the entire domain
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with energies sufficiently close. To show that the well
eigenstates are themselves similar to the full eigenstates
requires us to prove an additional statement. Before pre-
senting the theorem, we note the change in notation and
denote
∣∣φ(`,α)〉 to be the α-th eigenstate of the eigenvalue
problem in well W (`).
Theorem IV.6. (Locality theorem II): Suppose |ψ〉
is an eigenstate with eigenvalue µ of the eigenvalue prob-
lem on the entire graph GF . Denote by Pφ(µ − δ, µ + δ)
the projection operator onto the basis of the union of all
eigenstates in each well W (`) with eigenvalues between
µ− δ and µ+ δ; that is
Pφ(µ− δ, µ+ δ) =
∑
(`,a)∈A′
∣∣∣φ(`,a)〉〈φ(`,a)∣∣∣ , (70)
where A′ is the set of pairs (`, a) of eigenstates
and corresponding wells with eigenvalues λ`,a satisfying
|λ`,a − µ| ≥ δ. Then,
‖(I − Pφ(µ− δ, µ+ δ)) |ψ〉‖2 ≤ O
(√
N
σ
)
N
δ
e−S/2.
(71)
Proof. The proof is very similar to that of the previous
Theorem, but there are several key changes. Most of
the changes involve swapping φ and ψ, and thus we will
be very brief with the proof. First, define |ψ〉 and note
that it satisfies the eigenvalue equation. Consider the
restriction of |ψ〉, given by |ηψ〉, which satisfies M |ψ〉 =
µ |uηψ〉+ |ur〉, again for some residual vector |r〉.
Next, define the test state |ζ〉 = ∑(`,a)∈A′ γ`,a ∣∣φ(`,a)〉;
the difference here is that we take a superposition of dif-
ferent eigenstates from different wells if their correspond-
ing eigenvalue is close to µ. Then, Equation 53 becomes
〈ζ|r〉 =
∑
(`,a)∈A′
γ`,a
∑
α
φ(`,a)α ψαηα (λ`,a − µ) , (72)
Before, to arrive at this equation, we needed to set η at
the boundary nodes equal to zero; here, a similar ma-
nipulation holds except η will equal zero on nodes at
the boundary of each well ` appearing in A′. Moreover,
u is the landscape for the global problem, not the well
problem for
∣∣φ(`,a)〉, but this can be amended by using
the fact that |φ〉 solves the eigenvalue problem with the
global landscape for nodes in the bulk of the well as well
as η = 0 in the boundary of the wells. This is identical
to the reasoning used for setting Equation 55 to zero.
With this, Equation 54 then becomes
〈ζ|r〉 =
∑
(`,a)∈A′
γ`,aν`,a (λ`,a − µ) , (73)
where ν`,a =
〈
φ(`,a)
∣∣ηψ〉. After some basic manipula-
tion as in the previous theorem, we have the following
expression:
〈ζ|r〉 = t
∑
〈α,β〉
(ηβ − ηα)(ψαζβ − ψβζα). (74)
Next, since this sum is over the entire Fock space graph,
we select ηα = 1 if Sα ≤ S/2− δ′ and ηα = 0 otherwise.
Roughly speaking, we draw thick boundaries around each
of the wells, and it is within these regions where η = 0.
As before, for sufficiently small δ′, the region in which
η = 0 will include all nodes that we require η = 0 at.
As a result, the sum above is only nonzero for special
edges 〈α, β〉 ∈ ⋃` ∂GW (`) where ηα = 0 and ηβ = 1 or
vice versa; furthermore, the nodes for which η is nonzero
have action at least equal to S/2− δ′. The analysis then
proceeds identically to the previous theorem (with φ re-
placed with ψ), and use of Cauchy-Schwartz along with
the other identities gives
|〈ζ|r〉|2 ≤ k
2t2N2

maxα∈U ∆α
minα∈U −∆α e
−S
 ∑
(`,a)∈A′
γ2`,a
 ,
≤ O(N3)e−S . (75)
In this case, the analysis is simpler because we do not
need to make use of Lemma IV.4. Next, we choose γ`,a =
ν`,asgn (λ`,a − µ), which leads to the equation∑
(`,a)∈A′
ν2`,a ≤
O(N3)
δσ
e−S/2, (76)
leading to
‖(I − Pφ(µ− δ, µ+ δ)) |ηψ〉‖2 ≤ O
(√
N
σ
)
N
δ
e−S/2.
(77)
Finally, we have a similar bound for |(1− η)ψ〉 by utiliz-
ing the same logic as in the last theorem. Thus, we are
done.
This statement shows that a global eigenstate |ψ〉 is
close to the span of well eigenstates with similar eigen-
values. Note that this (coupled with the last theorem)
presents a bijective correspondence between well and
global eigenstates. In particular, if the spectrum associ-
ated with a well is not resonant with that of any another
well, then, any global eigenvalue that is close enough to
an eigenvalue of the first well will imply that the global
eigenstate will localize in that well. We call these “lo-
cality theorems” as they argue that eigenstates do not
uniformly spread over all possible classically allowed re-
gions, but rather tend to only localize at a small handful.
Furthermore, both these theorems have useful bounds if
the minimum Agmon distance between wells is of order
log(N), otherwise the RHS of both theorems will scale
directly with system size.
One can convert both of these theorems into state-
ments comparing the global spectrum with the well spec-
trum. Specifically, call C(λ) = #{λα : λα < λ} and
C0(λ) = #{λ`,α : λ`,α < λ}, which counts the number of
eigenvalues in the global and local problems, respectively,
below a particular value λ. From an identical analysis as
in Ref. [24], we then arrive at the following Corollary:
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Corollary IV.6.1. Suppose we choose C and δ such that
O
(√
N
σ
)
NC
δ
< eS/2. (78)
Then, it follows that
min(C,C0(µ− δ)) ≤ C(µ),
min(C,C(µ− δ)) ≤ C0(µ). (79)
Proof. See Ref. [24], Corollary 5.2.
This corollary essentially states that the global and the
well spectrum can be δ-close to each other up to an upper
counting limit of C(δ). This gives the intuition that the
eigenvalues of the global and well problems more closely
agree towards the bottom of the spectrum (since δ can be
chosen to be smaller without significantly decreasing the
size of C) – this indicates that global eigenstates are likely
to only resonate with a single well towards the bottom of
the spectrum.
V. LOCATOR EXPANSION FOR MBLL
In the previous two sections, we have defined a many-
body generalization of the LL, u, and showed that it
satisfies the same identities as derived by Mayboroda et
al. [21, 22] in the single particle case. We further showed
that 1/u behaves as an effective potential and derived
decay rates that relate to the height of an effective po-
tential barrier and the connectivity of a particular node
in the Fock space graph. However, the effective potential
is in general an analytically intractable object to calcu-
late, because it requires one to invert the Hamiltonian.
We would thus like to calculate corrections to the ef-
fective potential perturbatively, much like Anderson has
done using the famous Locator Expansion (LE) [1]. In
this section, we show that naive perturbation theory does
not suffer from the resonances that plagued Anderson’s
LE. This allows us to state that the Agmon estimates
derived in the previous section are robust to small in-
teraction and hopping, and MBL for low energy states
should continue to persist.
We start by splitting the Hamiltonian into three terms
corresponding to the hopping, onsite potential, and in-
teraction terms: H = T +U +V . The landscape is given
by
|u〉 = 1
U + (T + V )
|1〉 , (80)
where the suggestive grouping differentiates the nonper-
turbative term and the perturbations. We may write
this recursively, by utilizing the identity A−1 = B−1 +
B−1(B −A)A−1 for A = U + (T + V ) and B = U :
|u〉 = 1
U
[
I + (T + V )
1
U + (T + V )
]
|1〉 , (81)
and iteration (assuming inverses are well-defined) results
in the following infinite series:
|u〉 = U−1
∞∑
n=0
[(T + V )U−1]n |1〉 ,
= U−1
∑
β
∞∑
n=0
[(T + V )U−1]n |β〉 , (82)
where in the second line we use the fact that |1〉 is the
all ones vector. The sum is over all basis states in the
Fock space (which are eigenstates of U). Next, we call
Eα =
∑
i n
(α)
i i, which is the unperturbed eigenvalues of
U . Inserting n complete sets of eigenstates labelled by
|αi〉 〈αi|, we find:
〈α|u〉 =
∞∑
n=0
∑
α1,α2,...,αn+1,β
〈α|U−1 |α1〉×
〈α1| (T + V )U−1 |α2〉 〈α2| (T + V )U−1 |α3〉×
. . . 〈αn| (T + V )U−1 |αn+1〉 〈αn+1|β〉 . (83)
This can be written in terms of E , resulting in the fol-
lowing expression
〈α|u〉 = 1Eα
∞∑
n=0
∑
α1=α,α2,...,αn+1
〈α1| (T + V ) |α2〉
Eα2
×
〈α2| (T + V ) |α3〉
Eα3
. . .
〈αn| (T + V ) |αn+1〉
Eαn+1
. (84)
This series has a graphical representation: we start at
a node α and define two propagators: the first car-
ries an amplitude − tEα and occurs along the directed
edge from node α to any of its neighboring nodes.
The second is a self-propagator carrying an amplitude
V
Eα
(∑
〈i,j〉 n
(α)
i n
(α)
j
)
. Thus, the nth order term is the
sum over all possible paths of products of n propagators
along a given path.
In the conventional LE, quantities like E−Eα appear in
the denominators, which lead to an unregulated pertur-
bation series; however, such resonances are crucially not
present in this expansion. This allows us to show that
for sufficiently small perturbation, this series converges:
Theorem V.1. Suppose the onsite potentials have pos-
itive support; i.e. i > δ for δ a positive constant.
Then the perturbation series for 〈α|u〉 converges for suf-
ficiently small perturbation if GP is a cubic lattice in d-
dimensions.
Proof. The proof is straightforward. First, note that the
eigenstates are not affected by a constant shift in the on-
site potential and thus the onsite potential can be chosen
to have positive support. This implies that Eα ≥ δN for
δ the minimum value in the support of the onsite poten-
tial. The nth order term in the infinite series is given
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by
C(α)n =
1
Eα
∑
α2,...,αn+1
〈α| (T + V ) |α2〉
Eα2
×
〈α2| (T + V ) |α3〉
Eα3
. . .
〈αn| (T + V ) |αn+1〉
Eαn+1
,
≤ 1Eα
1
(δN)n
∑
α2,...,αn+1
〈α| (T + V ) |α2〉×
〈α2| (T + V ) |α3〉 . . . 〈αn| (T + V ) |αn+1〉 . (85)
The sum is interpreted as a sum over paths of length n
in G starting at α. Furthermore, we allow self-paths to
occur, which result from 〈α|V |α〉 being non-zero. Ad-
ditionally, since this term can be of order N (since it is
equal to V
∑
〈i,j〉 n
(α)
i n
(α)
j ), we create N copies of each
node, such that the matrix element due to transitioning
to any neighboring node is constant. For the case of a
lattice, the number of paths in this enlarged graph of
length n can therefore be bounded by (cN)n, where c
is a constant; this follows from the fact that the maxi-
mum degree of a node in G for such graphs is O(N). The
transition amplitude along an edge is upper bounded in
absolute value by a constant, which we call λ. Therefore,
C
(α)
n ≤ 1Eα
λn(cN)n
(δN)n =
1
Eα
(
cλ
δ
)n
. Choosing λ small enough
so that cλ/δ < 1, C
(α)
n decays geometrically in n and the
series therefore converges.
A. Persistence of MBL with Interactions
While the MBLL illuminates the structure of eigen-
states and their exponential decay away from the
classically-allowed regions in the Fock space for a given
many-body energy, it does not provide direct informa-
tion about what the many-body energies are. Of course,
at the bare level before performing the locator expansion
(i.e., with only a disorder potential present {j}), the
many-body spectrum is known: Eα =
L∑
j=1
jn
(α)
j (where
n
(α)
j is the occupation number of site j in the many-
body state |α〉). The corresponding landscape is just its
inverse 〈α|u〉 ∝ 1Eα and in particular, it scales as 1/N .
The convergence of the landscape under the locator ex-
pansion implies that its structure does not change much
under perturbation theory, the original localizing traps
remain, and the underlying scaling of the effective po-
tential 1/u with N persists. However, determining how
the many-body energies shift under even a small pertur-
bation is not immediately obvious. Finding self-energy
corrections via perturbation theory and in general de-
termining the full spectrum are more difficult problems
than perturbing the landscape, because of the resonances
complicating the former.
It is worth mentioning here Mayboroda et al’s intrigu-
ing results on connecting the spectrum of the Schro¨dinger
operator and the structure of the single-particle land-
scape. As reported in Ref. [49] and Mayboroda’s talk at
the 2018 International Congress of Mathematicians [50],
there is strong evidence that the local minima of the
single-particle landscape determine the spectrum to great
accuracy. In particular, it was proposed that Ej ≈(
1 + d4
) (
minu−1
)
j
, which relates the j-th energy level
to the depth of the j-th deepest well in the inverse land-
scape (here, d is the dimension of space). This heuristic
formula was numerically shown to work with unprece-
dented precision for the lower part of spectrum and some
heuristic analytical arguments were presented in Ref. [49]
to support it. However, a rigorous proof supporting these
estimates is missing even in the single-particle case at the
time of writing of this paper, and it is unclear whether
they generalize to discrete lattices or graphs. However,
if there were a one-to-one correspondence between the
local minima of the MBLL and many-body energies, this
would imply (in conjunction with the convergence of the
locator expansion) many-body localization of the states
associated with the MBLL minima (note that there are
in general “more” states than there are minima in the
inverse landscape).
Apart from this observation, a more convincing argu-
ment is based on physical reasoning as follows. Under
a weak enough perturbation λ, the greatest shift we can
expect in many-body energies is O(λN). For λ small this
shift is small and the size of the classical region does not
expand much from the size in the t = V = 0 limit. Since
states are localized at the t = V = 0 limit, we conclude
that MBL still persists for small t and V , at least for
the low energy portion of the spectrum. Utilizing the
particle-hole symmetry if GP is bipartite also informs us
that states are localized at high energies; this is analo-
gous to the argument used in Ref. [22].
We note here that by MBL, we imply the existence
of a subset of states in the Hilbert space which decay
in the Fock space exponentially with the system size in
the presence of weak interaction. This is a weaker defini-
tion than that used by Basko, Aleiner, and Altshuler [2],
who called a state |Ψα〉 in the Fock space localized if
the creation of a particle-hole pair (or equivalently flip-
ping two spins) results in a state σ+i σ
−
j |Ψα〉 with a sup-
port on a finite – i.e., O(1) – number of states in the
Fock space. This is contrasted with an ergodic state,
whose support is on O(|H |) states; i.e., spanning most
of the Hilbert space. Our landscape construction cor-
responds to an in-between situation where the support
(corresponding roughly to a size of classically-allowed re-
gions) may, in principle, be of size Ω(1), spanning a part
of the Hilbert space that scales with system size. Yet,
the Basko-Aleiner-Altshuler definition of MBL is weaker
than the definition used by Oganesyan and Huse [5] and
many subsequent publications, where localization of the
entire Hilbert space is required. This may occur in a lat-
tice model in one dimension, but most certainly cannot
happen in three and higher dimensions, nor in contin-
uous models. Our construction does not rule out the
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possibility that these stronger versions of MBL hold in
a particular model, but can only point to the existence
of states exponentially localized in a low-energy part of
the Hilbert space (for an arbitrary-dimensional lattice or
graph, GP ), where the landscape function is most infor-
mative.
Furthermore, the MBLL does not rule out that states
may delocalize at the middle of the band, which may cor-
respond to a percolation-like transition on GF as a func-
tion of energy. This potential tendency to delocalize in-
creases as the graph becomes more connected. This is be-
cause choosing an energy towards the middle of the spec-
trum causes a considerable fraction of nodes to be in the
classically allowed region. Once this fraction is as large as
the critical fraction for percolation in GF , states will be-
come extended throughout the entire Hilbert space. As
GF becomes more connected, the percolation transition
occurs at a lower filling fraction. Since GF becomes more
connected as the dimension increases, this may point to
evidence of the formation of a mobility edge for high-
dimensional systems.
One caveat to note is when one would expect the per-
turbative series described in this section to diverge. This
occurs when the physical graph GP is highly connected.
Note that if GP is locally connected (for instance in a
lattice), then GF has a maximum degree that is linear in
N . The moment GP becomes more strongly connected
by longer range hopping, GF will have nodes with degree
that scale as Ω(N), and the resulting bound presented in
Theorem V.1 of this section will not hold. This is con-
sistent with the intuition that systems with long-range
hopping do not exhibit MBL.
VI. CONCLUSIONS
We construct a generalization of the single-particle lo-
calization landscape to interacting many-body systems.
The many-body localization landscape is a useful repre-
sentation of interacting many-body systems on a general
class of lattices. The MBLL is given by (H+K) |u〉 = |1〉
in Fock space, and thus is more appropriately defined
with respect to a graph in the Fock space, which we
call GF . We show that the MBLL satisfies |ψα| ≤
E(maxβ |ψβ |)uα, and thus the valleys of 1/u can be in-
terpreted as “traps” (classically allowed regions) with re-
spect to GF that confine many-body eigenstates.
We then describe the behavior of eigenfunctions out-
side the classically allowed regions by generalizing Agmon
decay estimates. These decay estimates are defined with
respect to paths in the Fock-space graph GF and can be
interpreted as the minimization of an effective action. We
show that the eigenfunctions begin to decay slowly once
they pass through the classically forbidden region, but it
is only after roughly Θ(N1/2) steps into the forbidden re-
gion that the decay rate begins to scale with the system
size. When the depth into the forbidden region is Θ(N),
the decay rate becomes exponential in the path length.
A locality theorem is then proved, which roughly states
that the eigenstate in a particular well, as defined by the
MBLL, is sufficiently close to the span of eigenstates in
the entire Fock space whose energies are sufficiently close;
a similar statement about global eigenstates sufficiently
close to the span of well eigenstates with close energies is
also proved. This implies that eigenstates tend to localize
in a small number of individual wells as opposed to being
spread out in the Hilbert space among many wells.
We then develop a perturbative expansion for the
MBLL similar to the locator expansion; i.e. we treat
the disorder as the leading term in the Hamiltonian and
perform a series expansion in both the hopping and in-
teraction. Unlike in the locator expansion, where one
encounters resonances, we show that the perturbative ex-
pansion for the MBLL converges for small hopping and
interaction. This implies that the landscape only changes
by a multiplicative constant from the unperturbed land-
scape. Assuming the corresponding energy shift is not
too large, the size of the classically allowed regions should
not change by much with small interaction and the lo-
calization properties should be similar to those of the
non-interacting problem.
The convergent locator expansion combined with the
locality theorem allows us to prove that at least for par-
ticular kinds of disorder distributions, localization does
persist in the presence of weak interactions for a part
of the Hilbert space. Namely, we can choose an initial
disorder distribution with a desired level statistics, such
that the wells do not percolate up to an energy thresh-
old. The corresponding landscape without hopping and
interactions is just the disorder potential itself and the
convergent locator series implies that it is weakly cor-
rected as long as the disorder potential is dominant com-
pared to the hopping and interactions. The locality the-
orem implies that the set of tightly localized states in the
disorder-only model remain exponentially localized in a
small number of non-percolating wells in the presence
of small interactions. This rigorously establishes a weak
version of many-body localization for a class of models.
We note that the landscape construction crucially does
not shed light on whether full MBL – by which we mean
localization of all states in the Hilbert space and the com-
plete breakdown of ergodicity – may exist in a model.
What it does show, however, is that there exists a rich va-
riety of possible localization structures in the Fock space,
which include the possibility of Basko-Aleiner-Altshuler-
type MBL, full MBL of the entire spectrum, and a con-
tinuum of structures in between. In the language of the
MBLL, there is a question of quantifying the size of the
“classically allowed regions,” where the many-body wave-
functions do not decay; this is analogous to the size of
support in Fock space of a state with a particle-hole ex-
citation as described in Ref. [2]). This region can consist
of a finite number of states [2], or scale with the system
size while still covering a measure zero set in the entire
Hilbert space. Furthermore, the decay properties beyond
these regions may differ – e.g. power-law vs exponential –
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based on the region in the Fock space graph. As we have
described throughout this manuscript, different parts of
the Hilbert space may in principle have different prop-
erties. This points to a variety of possible phases and
suggests that a finer classification of MBL needs to be
developed to describe these structures.
We also point out some limitations of the MBLL con-
struction we presented in this paper. For one, we cannot
fully determine the energy shifts due to interaction, which
is crucial to determining the size of classically allowed
regions. This computation requires one to calculate self-
energies, a method which is only known to be rigorous
on a Bethe lattice. However, Mayboroda and collabora-
tors have several conjectures (numerically verified) stat-
ing the rather astounding notion that the set of local
minima of the inverse landscape can determine the spec-
trum to high accuracy [49]. In particular, if such a result
can be proved, we would not only be able to approxi-
mate energy shifts, but also determine level statistics of
the spectrum, which are commonly used in identifying
the MBL transition.
Secondly, it is not known whether the Agmon esti-
mates derived are tight – it may be possible to improve
these bounds by eliminating or refining the presence of√
1/|N(α)| in the “graph momentum.” Doing so would
allow one to make stronger statements of rapid exponen-
tial decay for a larger fraction of states in the Fock space,
which would improve understanding of the mechanism for
MBL.
In the perturbative series we performed, where we treat
the disorder as large, the landscape essentially only con-
tains the onsite disorder potential. The landscape thus
gives us more information when the hopping becomes
considerably large. Moreover, there are rigorous mathe-
matical proofs for the existence of Anderson localization
in 1D non-interacting systems [51, 52]. Thus, a more nat-
ural way to use perturbation theory would be to consider
the non-interacting Anderson model as the starting point
and calculate the MBLL perturbatively in the interaction
only.
On top of these avenues for exploration, there are sev-
eral other modifications that may also lead to interesting
effects. For one, we argued that the sign of t should not
matter due to particle-hole symmetry if the lattice is bi-
partite, but it would be important to understand whether
this constraint can be relaxed to frustrated lattices that
are not bipartite. It is conceivable that frustrated disor-
dered lattices may favor delocalization – an interesting
scenario. Secondly, we assumed in our treatment that
the interaction term is repulsive, but a similar theory can
be developed for attractive interactions. Such “negative-
U” Hubbard models with disorder are of great interest
for understanding the superconductor-to-insulator tran-
sition in disordered films, where a crossover is expected
from a superconductor to a regime of localized Cooper
pairs to that of the more conventional electronic insula-
tor [53]. Thirdly, we briefly mentioned that other non-
local interactions can be used, so long as the interaction
strength is negative (or there exists a similar particle-hole
symmetry so that the sign of the interaction does not
matter) – it would similarly be important to understand
for what class of interactions the landscape picture would
break down. In particular, it may be possible to develop
the MBLL theory in the case of the Dirac Sachdev-Ye-
Kitaev (SYK) model [54], in which case the MBLL may
contain signatures of ergodicity.
The current theory developed shows that the many-
body localization landscape is a relatively simple yet
powerful object that reveals the rich nature of many-body
localization and possibly other interacting many-body
problems. Furthermore, the computational price for cal-
culating the many-body localization landscape is smaller
than that required for exact diagonalization; therefore
the exact, non-perturbative landscape can be computed
numerically for larger system sizes than what has been
possible with exact diagonalization.
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