Abstract. First introduced by Casazza and Kalton, u-ideals are generalizations of M-ideals. We characterize u-ideals of Banach spaces using intersection properties of balls. We also give examples showing that our results are best possible.
Introduction
Let X be a closed subspace of a Banach space Y . In [6] , Godefroy, Kalton and Saphar introduced the notion of an ideal. X is an ideal in Y if there exists a norm one projection P on Y * with ker P = X ⊥ , the annihilator of X. According to Casazza and Kalton [4] X is a u-ideal in Y if I − 2P is an isometry.
Godefroy, Kalton and Saphar studied u-ideals and related notions in [6] . Following [6] we introduce the following notation that will be used throughout. Let X be a closed subspace of a Banach space Y and let i X be the natural embedding i X : X → Y . If P is a norm one projection on Y * with ker P = X ⊥ we may define a norm one operator T : Y → X * * by letting (1.1) i * X y * , T (y) = y, P (y * )
for all y ∈ Y and y * ∈ Y * . Then T (x) = x for all x ∈ X and if I − 2P is an isometry then y − 2i * * X T (y) = y for all y ∈ Y . Furthermore, if we let V = P (Y * ), then X being a u-ideal in Y means that Y * = V ⊕ X ⊥ and v + η = v − η for all v ∈ V and η ∈ X ⊥ . X is said to be an M-ideal in Y ( [2] , [7] ) if this is an 1 sum, i.e. Y * = V ⊕ 1 X ⊥ . In this paper we will characterize u-ideals using intersection properties of balls. Characterizations of M-ideals by intersection properties of balls can be found already in Alfsen and Effros [2] where M-ideals were introduced (see e.g. Theorem 5.8 and 5.9 in [2] ).
In [9, Theorem 6 .17] the second named author proved the following. i=1 ⊂ B X and ε > 0. The following version of Lemma 3.3 in [6] motivates why we consider the type of balls we do in this paper. (Godefroy, Kalton and Saphar, 1993) . Let X be a closed subspace of a Banach space Y . If X is a u-ideal in Y then for every ε > 0, y ∈ Y and x ∈ X there is an x 0 ∈ X such that y + x − 2x 0 < y − x + ε.
Lemma 1.2
This inequality can be written 2x 0 ∈ B(y + x, y − x + ε). Using this we now state our first main result. Theorem 1.3. Let X be a closed subspace of a Banach space Y and let y ∈ Y \ X and Z = span(X, {y}). The following statements are equivalent.
(
i=1 ⊂ X and ε > 0. Theorem 1.3 will be proved in Section 2. That section also contains a general result, Proposition 2.6, about centers of symmetry for compact convex sets inspired by the proof of Theorem 1.3.
From Theorem 1.1 we see that X is an M-ideal in Y if and only if X is an M-ideal in Z for every subspace Z of Y containing X such that dim Z/X = 1. It is also known (see e.g. [5, Théorème 2.14] or [10, Proposition 2.1]) that X is an ideal in Y if and only if X is an ideal in Z for every subspace Z of Y with dim Z/Y < ∞; and this is not equivalent to X being an ideal in Z for every subspace Z of Y with dim Z/X = 1 by an example of Lindenstrauss [11, p. 78] . For u-ideals we have the following. (
We prove Theorem 1.4 in Section 3. That section also contains a "vectorized" intersection property of balls for u-ideals, Theorem 3.2.
In Section 4 we give some examples to show that our results are best possible. Example 4.2 shows that we need three balls in Theorem 1.3, two is not enough. Finally, Example 4.4 shows that it is not enough to consider only subspaces of co-dimension 1 in Theorem 1.4 (c).
We use standard Banach space notation. For a Banach space X, B(x, r) is the closed ball with center X and radius r. In particular B X = B(0, 1). If A is a subset of X, span(A) is the linear span of A and conv(A) is the convex hull of A. For convenience we only consider real Banach spaces.
If we want to show that X is a u-ideal in Y by defining an operator T : Y → X * * as we saw in the introduction there is essentially only one way to do this as the next two lemmas show. (Recall the notation T and P from (1.1).) Lemma 2.1. Let X be a closed subspace of a Banach space Y . Then I − P has norm one if and only if T (y) ∈ P y for all y ∈ Y .
Proof. If T (y) ∈ P y then
Conversely if I − P = 1 then
Note that if I −2P = 1 then both I −P and P have norm one. However, in this case T (y) isn't just any element in P y , it is the center of symmetry as we will show in the next lemma.
An element c in a convex set K is a center of symmetry if 2c − x ∈ K for all x ∈ K. c is a center of symmetry if and only if K − c is symmetric about the origin. Note that a center of symmetry is unique. Proof. Let x * * ∈ P y . Since I * − 2P * is an isometry we have
Next is a technical lemma emphasizing the local properties of ideals. Note that the following lemma also holds for ideals. Lemma 2.3. Let X be a closed subspace of a Banach space Z such that dim Z/X < ∞. The following statements are equivalent.
We would like to thank Professor Nigel Kalton for an idea that greatly simplified the next proof.
which is well-defined since
By the finite dimensionality of X/W and the weak * -weak * continuity of both Q * * W and i * * X we get that T W is contained in X/W . We conclude that X/W is a u-ideal in Z/W .
Conversely, let C X denote the set of all finite co-dimensional subspaces in X and suppose X/W is a u-ideal in Z/W for all W ∈ C X .
Let W ∈ C X and Q W : Z → Z/W . We have dim X/W < ∞ and dim Z/W < ∞ and as above we consider X/W as a subspace of Z/W and identify Q W (X) with X/W . We can identify (X/W ) ⊥ with
Let U be an ultrafilter refining the (reverse) order filter on C X . Define
The next lemma shows that our ball intersection property is inherited by quotients. This ensures that we only have to consider finite dimensional spaces in the proof of Theorem 1.3.
Lemma 2.4. Let X be a closed subspace of a Banach space Y and let
Proof. Let Q W : Y → Y /W denote the quotient mapping. We can and will consider X/W as a subspace of Y /W . Let ε > 0 and
as desired.
The following easy lemma is probably well-known, but we include it for easy reference. 
Proof. Define T : Z → X * * T (λy + x) = λc + x for all scalars λ and x ∈ X. Obviously T (x) = x for all x ∈ X. We only need to show that for all λ and x λy + x − 2i * * X T (λy + x) ≤ λy + x which is equivalent to
We are now ready to prove the first of our main theorems.
Proof of Theorem 1.3. (a) ⇒ (b). Let T : Z → X * * be the operator associated with u-ideal projection. For x ∈ X we have
. Let W ⊂ X be a finite co-dimensional subspace. By Lemma 2.3 it is enough to show that X/W is a u-ideal in Z/W . The quotient X/W has property (d) in Z/W by Lemma 2.4, so we have reduced the problem to a finite dimensional one.
Let r y = d(Q W (y), X/W ) and let Q W : Z → Z/W be the quotient mapping.
By finite dimensionality there is at least one exposed point e 0 ∈ P Q W (y) with exposing functional e * ∈ (X/W ) * . Let M = e * (e 0 ) = max P Q W (y) e * (e) and find e 1 ∈ P Q W (y) such that m = e * (e 1 ) = min P Q W (y) e * (e). Choose
(We don't need the ε because of finite dimensionality. It is needed to get down into the quotient though.) We get 2c − e i ∈ P y for i = 0, 1 and
and M = e * (2c − e 1 ). Since e 0 is exposed by e * we get c = e 0 +e 1 2 and c is also unique. By assumption we have
for all u ∈ X/W which means that
From the proof above we see that we actually showed that the set P y had a center of symmetry. Much of the same ideas can be used to prove a general result about centers of symmetry in compact convex sets.
Let K be a compact convex set in a locally convex Hausdorff linear space. Let A(K) be the Banach space of affine continuous functions on K. The state space of A(K) is
Note that B A(K) = conv(S ∪ −S) and that K is affinely homeomorphic to S (cf. e.g. Proof. From the discussion above we have (a) ⇔ (b) and we can replace S with K in (c).
Assume that c is a center of symmetry and let e ∈ ext S. Then 2c − e ∈ S and 2c = (2c − e) + e ∈ S + e.
(c) ⇒ (d). Let Z ⊂ A(K) be a subspace containing the constant function.
. Let Z ⊂ A(K) be a finite dimensional subspace such that 1 ∈ Z. By finite dimensionality there is at least one exposed point e * 0 ∈ S Z . Let e ∈ Z be the exposing functional. Find e * 1 ∈ S Z such that e * 1 (e) = min S Z e. Exactly as is the proof of (d) ⇒ (a) in Theorem 1.3 we find a unique c * such that {2c * } = ∩ 2 i=0 (S Z + e * i ). If e * 2 ∈ ext S Z then by assumption 2c * ∈ (S Z + e * 2 ). Thus 2c * − e * 2 ∈ S Z and c * is a center of symmetry. (e) ⇒ (f) is trivial. (f) ⇒ (c). Assume that there exist (e * i ) 3 i=1 ∈ ext S such that ∩ 3 i=1 (S + e * i ) = ∅ and that (f) is true. Let C = (S + e * 1 ) × (S + e * 2 ) × (S + e * 3 ) and ∆ = {(x * , x * , x * ) : x * ∈ A(K) * }. C is weak * compact and ∆ is weak * closed. By separation (see e.g. [ 
Let Z = span(1, e 1 , e 2 , e 3 ). Z is a subspace with dim Z ≤ 3. If z * i = e * i | Z then z * i ∈ S Z for i = 1, 2, 3. Let c * ∈ S Z be the center of symmetry and write 2c * = y * i + z * i where y * i ∈ S Z for i = 1, 2, 3. Then we get 0 < inf
(e) ⇒ (b). For every finite dimensional subspace Z of A(K) with 1 ∈ Z the set C Z = {e * ∈ S : e * | Z is a center of symmetry in S Z } is non-empty, convex and weak * compact. By compactness there exists e * ∈ ∩ Z C Z . We need to show that e * is a center of symmetry in S. Let x * ∈ S. If 2e * − x * / ∈ S then 2e * − x * > 1 since 2e * − x * , 1 = 1. Let 2ε = 2e * − x * − 1 and choose x ∈ A(K) with x = 1 such that 2e * − x * , x > 2e * − x * − ε. Let Z be a finite dimensional subspace of A(K) with 1, x ∈ Z. Then (2e * − x * )| Z ∈ S Z and
Hence 2e * − x * ∈ S for all x * ∈ S and e * is a center of symmetry.
co-dimension two
Before proving the second of our main results, Theorem 1.4, we make the following simple observation. 
In particular, the set P y ⊂ X * * is the same whether it is defined relative to
Proof. We have i X = i Z j. Let x * * ∈ X * * , y ∈ Z \ X and y * ∈ Y * . We have
and it follows that
We get d Y (y, X ⊥⊥ ) = d Z (y, X ⊥⊥ ) and by using the principle of local reflexivity in Z = span(X, {y}) we find d Z (y, X ⊥⊥ ) = d Z (y, X) and thus
Proof of Theorem 1.4. The implications (a) ⇒ (b) ⇒ (c) are both easy. There is a T : Y → X * * with T (x) = x for all x ∈ X such that y − 2i * * X T (y) = y for all y ∈ Y . We only need to consider T | Z .
(c) ⇒ (a). By (c) we have a (possibly non-linear) T : Y → X * * with T (x) = x for all x ∈ X such that y − 2i * * X T (y) = y for all y ∈ Y . For all y ∈ Y we have that T (y) is a center of symmetry in P y by Lemma 2.2.
Let y 1 , y 2 ∈ Y . Let Z = span(X, {y 1 , y 2 }). By assumption X is a u-ideal in Z which means that T is linear: T (y 1 + y 2 ) = T (y 1 ) + T (y 2 ).
Let X be a Banach space. For n ∈ N, consider the subspace H n (X) of n 1 (X) defined by
The space H n (X) was used by Lima in [9] and by Hustad in [8] . With ∆ = {(x * , . . . , x * ) : x * ∈ X * } ⊂ n ∞ (X * ) we have H n (X) = ∆ ⊥ and H n (X) * * = ∆ ⊥ = H n (X * * ) ⊂ n 1 (X * * ). 
for every collection of three points (x i ) 2 i=1 ⊂ H 3 (X) and x 3 ∈ 3 1 (X), and ε > 0.
Proof. (a) ⇒ (b). Let n ∈ N and y = (y 1 , y 2 , . . . , y n ) ∈ H n (Y ). Let T : Y → X * * be the operator associated with the u-ideal projection on Y * . Let T n : n 1 (Y ) → n 1 (X) * * = n 1 (X * * ) be the map we get by applying T to each component. Then T n (x) = x for all x ∈ n 1 (X) and T n (y) ∈ H n (X * * ) by linearity. For x = (x 1 , x 2 , . . . , x n ) ∈ n 1 (X) we have
is the map we get my applying i X to each component. Hence
). Using the principle of local reflexivity with the finite dimensional subspaces E = span({T (y i ),
) of Z * * and and F = X ⊥ of Z * we get (b).
(b) ⇒ (c) and (c) ⇒ (d) are trivial.
We find that z =
so that X is a u-ideal in Z = span(X, {y}) by Theorem 1.3. Thus we have a (possibly non-linear) operator T : Y → X * * such that T (x) = x for all x ∈ X and y − 2i * * X T (y) = y for all y ∈ Y . We need to show that T is in fact linear. Let y = (y 1 , y 2 , y 3 ) ∈ H 3 (Y ) and let Z = span(X, {y 1 , y 2 , y 3 }) ⊂ Y . Then dim Z/X ≤ 2 and by Theorem 1.4 we may assume that Y = Z without loss of generality. We only need show that
By Lemma 2.2, c i = T (y i ) is a center of symmetry in P y i for i = 1, 2, 3. We have that c y = (c 1 , c 2 , c 3 ) is a center of symmetry in K = P y 1 × P y 2 × P y 3 ⊂ 3 1 (X * * ) and it is enough to show
Before setting the stage for a contradiction we make the following observation. Let e i ∈ P y i for i = 1, 2, 3 and consider e = (e 1 , e 2 , e 3 ) ∈ K. By the principle of local reflexivity there is a net (x α ) ⊆ 3 1 (X) with
(e) such that ω * -lim α x α = e. For each α we find
. By compactness we may assume that k = ω * -lim α k α exists in H 3 (X * * ). With r i = d(y i , P y i ) for i = 1, 2, 3 we get
It follows that 2k ∈ (K + e) ∩ H 3 (X * * ).
Assume for contradiction that c y is not in H 3 (X * * ). Hahn-Banach separation gives us a functional x * ∈ 3 ∞ (X * ) such that x * = 0 on H 3 (X * * ) and c y (x * ) < 0. Let M = sup K x * and choose e ∈ K with e(x * ) = M . By symmetry 2c y − e ∈ K. The argument above used on 2c y − e shows that there is a k ∈ H 3 (X * * ) such that 2k + e − 2c y ∈ K. But then
The above theorem enables us to improve the local characterization of u-ideals Proposition 3.6 in [6] . Proof. One direction is contained in Proposition 3.6 in [6] . For the other direction have to take a closer look at the proof of (d) ⇒ (a) in Theorem 3.2. The first part of that proof we used Theorem 1.3 for every y ∈ Y . Let y ∈ Y and x 1 , x 2 , x 3 ∈ X. With F = span(y,
for all i = 1, 2, 3, and X is a u-ideal in Z = span(X, {y}) by Theorem 1.3. Next let y = (y 1 , y 2 , y 3 ) ∈ H 3 (Y ) and x = (x 1 , x 2 , x 3 ) ∈ 3 1 (X) and ε > 0.
for all i = 1, 2, 3 which is what we needed for the second part of the proof of (d) ⇒ (a) in Theorem 3.2.
Examples
We will need the notions of semi L-summands and semi M-ideals introduced in [9] . A closed subspace X of a Banach space Y is said to be a semi L-summand if there is a (non-linear) projection π : Y → X such that (a) π(y) + y − π(y) = y for all y ∈ Y and (b) π(λy + x) = λπ(y) + x for all x ∈ X, y ∈ Y and scalars λ.
Recall that a Banach space X has the n-intersection property if for every family {B(y i , r i )} n i=1 of balls in Y with center y i and radius r i satisfying X ∩ B(y i , r i ) = ∅ for i = 1, . . . , n and ∩ The following connection between semi M-ideals and Theorem 1.3 is elementary.
Lemma 4.1. Let X be a closed subspace of a Banach space
i=1 ⊂ X and ε > 0. Proof. We have 2x i ∈ X ∩B(y +x i , y −x i ) for i = 1, 2 and 2y ∈ ∩ 2 i=1 B(y + x i , y − x i ) so the result follows from the 2-intersection property.
The next example shows that intersection of two balls is not enough in Theorem 1.3. ≤ (y − x) − π(y − x) + π(y − x) = y − x so that 2π(y) ∈ X ∩ x∈B X B(y + x, y − x ).
Let r y = d(y, X ⊥⊥ ). Assume that x * * ∈ P y and let (x α ) ⊂ X be a net such that ω * -lim α x α = x * * and lim sup α y − i X (x α ) = r y . Then and thus 2π(y) − x * * ∈ P y so that π(y) is a center of symmetry in P y . If X is a u-ideal in Y and T : Y → X * * then T (y) is a center of symmetry in P y by Lemma 2.2. The center of symmetry is unique so π must be linear.
The next example shows that Theorem 1.4 is best possible. [13] showed that there is a Banach space X which is a semi L-summand in its bidual but not an Lsummand. From Proposition 4.3 and Theorem 1.3 we get that X is a uideal in Z for all subspaces Z of X * * with dim Z/X = 1. But X cannot be a u-ideal in X * * .
Example 4.4. Payá and Rodríguez-Palacios

