The heart disease is one of the most serious health problems in today's world. Over 50 million persons have cardiovascular diseases around the world. Our proposed work based on 744 segments of ECG signal is obtained from the MIT-BIH Arrhythmia database (strongly imbalanced data) for one lead (modified lead II), from 29 people. In this work, we have used long-duration (10 s) ECG signal segments (13 times less classifications/analysis). The spectral power density was estimated based on Welch's method and discrete Fourier transform to strengthen the characteristic ECG signal features. Our main contribution is the design of a novel three-layer (48 ? 4 ? 1) deep genetic ensemble of classifiers (DGEC). Developed method is a hybrid which combines the advantages of: (1) ensemble learning, (2) deep learning, and (3) evolutionary computation. Novel system was developed by the fusion of three normalization types, four Hamming window widths, four classifiers types, stratified tenfold cross-validation, genetic feature (frequency components) selection, layered learning, genetic optimization of classifiers parameters, and new genetic layered training (expert votes selection) to connect classifiers. The developed DGEC system achieved a recognition sensitivity of 94.62% (40 errors/744 classifications), accuracy = 99.37%, specificity = 99.66% with classification time of single sample = 0.8736 (s) in detecting 17 arrhythmia ECG classes. The proposed model can be applied in cloud computing or implemented in mobile devices to evaluate the cardiac health immediately with highest precision.
Introduction
In the last decades, solving problems from various fields, including medicine, using various machine learning (ML) techniques is very popular [1-6, 9, 46, 50, 53, 54, 57, 58, 60, 61, 75, 76] .
This popularity is due to the fact that ML can cope with problems that are difficult to solve in a conventional way due to the unknown rules. Due to the properties of learning and generalization of knowledge, these methods are able to solve many problems. Artificial intelligence techniques achieve high performance in various fields of science. The advantages of ML (in particular, computational intelligence) lie in the properties inherited from their biological counterparts, such as learning and generalization of knowledge (e.g. artificial neural networks), global optimization (e.g. evolutionary algorithms), and use of imprecise terms (e.g. fuzzy systems). The presented DGEC method draws inspiration from three areas of ML: (1) ensemble learning (EL), (2) deep learning (DL), and (3) evolutionary computation (EC). More information about EL and EC can be found in [51] , and about DL in [77] .
Heart diseases
Electrocardiography (ECG) is the most popular and the basic technique of diagnosing heart diseases. This is because it is noninvasive, simple and provides valuable information about the functioning of the circulatory system. Cardiovascular diseases are serious social issue, because of: (a) highest mortality in the world (37% of all deaths, 17.3 million people per year [7, 8, 71] ), (b) high incidence, and (c) high costs of treatment (long-lasting and expensive treatment caused by chronic course of the disease [34, 68] ). The arguments quoted above will intensify because the number of deaths will grow from 17.3 million (2016) to 23.6 million (2030) [7, 8, 33, 71] , which will be caused by the progressive aging of the population.
Current methods for the diagnosing of heart abnormalities are based on the calculation of the dynamic or morphological features of single QRS complexes. This solution is error-prone and difficult because of the variability of these characteristics in different persons [48] . For these reasons, the methods currently presented in the scientific literature do not obtain sufficient performance [23] .
The above facts present a strong motivation to conduct research on new methods to support the medical diagnosis early and more effectively diagnose the heart disorders. An important aspect of our research is also to reduce the computational complexity of the developed algorithms in the context of implementing our solution in cloud computing or mobile devices to monitor the health of patients in real time.
Goals
The main goals of this paper are as follows:
Goal 1 Design new and efficient ensemble (network) of classifiers based on EL, DL, and EC for the automatic classification of cardiac arrhythmias based on segments of ECG signal. Goal 2 Design method for patient self-control and prevention application in telemedicine and cloud computing or mobile devices characterized by low computational complexity. Goal 3 Design universal method for the general population.
Novelty
Our main novel contribution is:
Deep genetic ensemble of classifiers (DGEC) Novel contributions of this work are based on works [12, 13, 22, 23] , focused on:
N1 New deep multilayered structure of the system (ensemble of classifiers) provides appropriate information flow and fusion. N2 New method of combining the system nodes (classifiers) based on genetic layered training (selection of classifiers/experts answers/votes).
Previous research
The work described in the article includes stage III of conducted research, and the remaining stages Nos. I and II are described in earlier articles:
Stage I -the focus was on designing and testing methods for signal preprocessing, feature extraction, selection, and CV. In this type of work, only single classical classifiers were tested, optimized by genetic algorithm (GA). A description of this type of work is presented in the article [52] . Stage II -the focus was on developing ML methods by designing, optimizing and testing a genetic (two layers, 18 or 11 classifiers) ensemble of classifiers, combining the advantages of EL and EC. In this research, only one type of classifier and one path of signal preprocessing and feature extraction were used. A description of this research is presented in the article [51] . Stage III -the focus was on further developing ML methods by designing, optimizing and testing a more complex deep genetic (three layers, 53 classifiers) ensemble of classifiers combining the advantages of EL [21, 37, 38, 47, 62, 72] , EC [14, 28] and DL [11, 16, 17, 27, 32, 39, 63] . In this research, four types of classifiers and 12 paths of signal preprocessing and feature extraction were used. This increase in diversity has increased the efficiency of the system. A description of this research is presented in this article.
The concept of ECG signal analysis presented in this article is based on previous research, but the solution proposed, in a decisive way, differs from previous works. The proper direction of development of the proposed idea resulted in obtaining definitely better results.
Materials and methods

Assumptions
The described study is based on the new methodology presented in articles [51, 52] . The main assumptions of the new methodology are as follows:
A1 Analysis 10-s segments of ECG signal (longer than single QRS complexes). A2 No signal filtering A3 No detection and segmentation of QRS complexes. A4 Use of feature extraction comprising the estimation of the power spectral density. A5 Use of feature (frequency components) selection based on GA. A6 Analysis of ECG signal segments contains one type of class (with the exception of normal sinus rhythm) abnormality. A7 Use of stratified tenfold CV method A8 Use of the Winner-Takes-All (WTA) rule to classification of the ECG signal samples.
The use of the new approach has the following benefits: (1) reduced number of classifications (average 13 times, for a heart rate of 80 beats per minute) and (2) eliminating the detection and segmentation of QRS complexes. These advantages reduce the computational complexity, which enabled the use of the proposed solution in cloud computing or mobile devices (real-time processing). Also analyzing longer segments of ECG signal gives better outcomes for the classification of few diseases, for example, atrial-sinus and atrioventricular conduction blocks, Wolff-Parkinson-White syndrome, and elongates PQ intervals [52] .
Materials
ECG dataset
The ECG signals were obtained from the MIT-BIH Arrhythmia [45] database from the PhysioNet [31] service. The details of the data used are given below. Table 1 describes the details of the dataset used. It presents the analyzed ECG signal segments of cardiac dysfunctions: (a) the number of obtained for all dysfunction ECG segments, (b) the number of persons from whom the ECG segments were obtained, and (c) the division of ECG signal segments into training and testing sets for stratified tenfold CV. The appropriate balance of data is an important aspect. In the research, a number of analyzed segments of ECG signal for all classes are in the range from 1.34% to 25.94%, imbalance ratio (IR) = 19, (see Table 1 ). More information about the dataset used can be found in the article [51] .
Methods
In Fig. 1 , subsequent phases of processing and analysis of the ECG signals are presented.
Phase I: preprocessing with normalization
Gain reduction and constant component reduction were used. Three types of normalization were tested: (a) standardization of signal (signal standard deviation = 1 and mean signal value = 0), (b) rescaling of signal to the range of ½À1; 1þ reduction of constant component, and (c) lack 
Phase II: feature extraction
First, power spectral density (PSD) [64] of ECG signal was estimated based on Welsh method [70] and discrete Fourier transform (DFT) [64] . Subsequently, the transformed signal was logarithmized to normalize the frequency components of the PSD. Four Hamming window widths: (a) 128, (b) 256, (c) 512, and (d) 1024 samples, were used to calculate the PSD. More information about feature extraction can be found in articles [51, 52] .
Phase III: feature selection
Three methods have been tested: (a) no selection, (b) selection based on GA [14, 59] , and (c) selection based on particle swarm optimization (PSO [36] ). The selection based on GA has obtained the best result and GA was applied for feature (frequency components) selection. Successive single ECG signal features (given as the inputs data of the classifiers) are represented as genes in the population of individuals. The following values can take genes: 0-rejected feature or 1-accepted feature. GA parameters are described in Tables 2 and 3 .
Phase IV: cross-validation
Two methods have been tested: (a) stratified fourfold CV and (b) stratified tenfold CV [38] . Stratified tenfold CV method has obtained the best results. The testing and training sets were created by randomly selecting ECG signal segments separately for each class, maintaining the proportions between classes. Table 1 presents the selection of signal segments into training and testing sets. Stratified CV means that each set has proportional number of instances from all the classes. More information about the CV can be found in the article [51] .
Phase V: machine learning algorithms
Nine methods have been tested: (a) support vector machine (SVM [19, 20] , types: C-SVC, nu-SVC, nu-SVR, and epsilon-SVR), (b) probabilistic neural network (PNN, [67] ), (c) k-nearest neighbor (kNN, [10] ), (d) radial basis function neural network (RBFNN, [18] ), (e) TakagiSugeno fuzzy system [69] , (f) decision tree [56] , (g) multilayer perceptron, (h) recurrent neural networks [55] , and (i) discriminant analysis [44] . The results obtained due to the best performing classifiers, namely kNN, RBFNN, PNN, and SVM (nu-SVC and C-SVC) (Table 4) , were presented. Parameters of the mentioned classifiers are presented in Tables 2 and 5 .
Phase VI: parameter optimization
Three methods have been tested: (a) particle swarm optimization, (b) GA, and (c) grid search. Among them, GA has achieved the best results. Tables 2 and 3 describe the GA parameters used.
Evolutionary neural system
For single classifiers, the evolutionary neural systems comprising the SVM, kNN, PNN, and RBFNN classifiers have obtained the best results. The core of the evolutionary neural system is the classifier optimized using the GA. The selection of features and the optimization of the classifier parameters were carried out using a GA coupled with a stratified tenfold CV method.
Classical ensembles of classifiers (CEC)
A classic, two-layer bagging-type ensemble of classifiers were used. The first layer consisted of ten SVM classifiers (nu-SVC). SVMs are trained on the basis of the subsequent ten combinations of testing and training sets from stratified tenfold CV. In the second layer, the answers of classifiers from the first layer were combined using the majority voting method. The GA was used to optimize the CEC system.
Deep genetic ensemble of classifiers (DGEC)
DGEC is three-layer (48 ? 4 ? 1) system. In the DGEC system, each classifier of the first layer is optimized in order to maximize the accuracy of arrhythmia classification. In the second layer and third layer, based on the classifier answers from the first layer and based on DL and genetic selection of features, knowledge extraction process occurs leading to the final decision by the system. In the previous work, we designed and tested: (1) genetic ensemble of classifiers optimized by classes (GECC system) and (2) genetic ensemble of classifiers optimized by sets (GECS system), described in [51] .
Philosophy
The inspiration for the DGEC system was approach based on DL mimic nature on mechanisms occurring in the neocortex of the brain.
Characteristic features of system are as follows:
• Classifiers as neurons, connected in network. Mutation type: uniform; mutation probability: 0.3;
Neural Computing and Applications
Number of best individuals who survived with no change: 3;
Method of scaling the fitness function value: ranking; Parent selection method: tournament;
Formula for calculating the fitness function:
where:
w l ¼ 1-weight for training sets errors;
w t ¼ 1-weight for testing sets errors;
err Lsum -sum of errors in all ten training sets;
err Tsum -sum of errors in all ten testing sets; Table 5 ; Number of outputs = 17, from the set: f0; 1g. Value ''1'' assigned to the highest stimulus output (class);
Optimizing parameters
Based on a broader range were chosen experimentally final parameter ranges. Crossover type: scattered in second and third layer; crossover probability: 0.9 in second and third layer;
SVM
Mutation type: uniform in second and third layer; mutation probability: 0.1 in second and third layer;
Number of best individuals who survived with no change: 10 in second and third layer;
Method of scaling the fitness function value: ranking in second and third layer;
Parent selection method: tournament in second and third layer;
Formula for calculating the fitness function is given in Table 2, equation 1 The number of features has been reduced about two times in second layer (from 204 to 100 classifier answers/votes), and about three times in third layer (from 68 to 25 classifier answers/votes) as a result of used selection of features- Table 6 ;
Classifiers
In second layer: four optimized, trained and tested classifiers-judges (one classifier type Á one CV type)
In third layer: one optimized, trained and tested classifier-judge (one classifier type Á 1 CV type)
Basic parameters SVM Type: C-SVC in second and third layer;
Type of kernel function: linear in second and third layer;
Number of outputs: 17, from the set: f0; 1g in second layer, and 1, from the set: f1; . . .; 17g in third layer; -c (cost) parameter specifying the margins equal to the default value = 1;
Optimizing parameters
Lack
Neural Computing and Applications
• Layered learning-as in DL, the learning is progressing in stages.
• Genetic layered training:
-Optimization of connections between classifiers from adjacent layers (feature selection) realized by a GA is analogous to the elimination of connections in the brain between neurons. -Feedback occurring during training in the form of a GA (genetic optimization) and in the form of CV (training) is similar to back-connections in brain.
• Diversity is present in classifiers, data preprocessing, and connections and is analogous to the different types of neurons, signal processing and irregular connections between neurons belonging to the neocortex of brain. The diversity of classifiers (four types) is included in the first layer. The diversity of data preprocessing is present in the first layer (three types of normalization and four types of Hamming window widths). The diversity of connections is between first and second layer and between second and third layer because do not occur all possible connections between the classifiers. • Bipolarity is noticeable by the value of transmitted signals from the set: f0; 1g similar to the value of the action potential of nerve cells (neurons).
• Multilayered (depth)-according to the definition of DL, networks that have in their structure above two layers are considered as deep, which is analogous to the neocortex of brain, and it consists of seven layers.
• Abstract learning is in the form of the internal extraction of features and transforming information in subsequent layers of its structure which generates more complex features that are abstract concepts, like in the brain.
The deep structure of designed system (network) consists of three layers, and the term genetic implies that in this research, GA plays a key role and ensemble of classifiers is comprised of 53 classifiers (nodes). Layered learning-the first supervised training was performed for 48 classifiers from the first layer. The second supervised training was performed for four classifiers from the second layer based on the answers received from 48 models of classifiers from the first layer. The third supervised training was performed for one classifier from the third layer based on the answers received from four models of classifiers from the second layer.
Cross-validation-the stratified tenfold CV was coupled with GA (in first, second, and third layer of DGEC system), and all individuals (feature vectors) in the population were tested on all ten testing sets and ten training sets. This solution minimizes over-training. First layer -Genetic feature selection was used to feature (frequency components) selection and parameter optimization for 48 classifiers in the first layer. -Optimization was done by GA (Table 2) , and its purpose is parallel: (a) selection of ECG signal features and (b) optimization of classifier parameters (system nodes). -Votes (answers)-all classifiers (experts) have 17 outputs each with value of ''0'' or ''1''. Value ''1'' occurs only in one output (indicated recognized, by Second and third layer -Genetic layered training was used to tune the ensemble of classifiers structure in second and third layer, relying on feature selection (experts or judges votes) from the first or second layer, based on reference answers. The aim of GA was to reject the incorrect answers (votes) of classifiers (nodes) from the first or second layer, based on the errors in all testing and training sets, and accept only correct answers (votes) as shown in Fig. 5 . Genetic layered training is a novel approach of connecting classifiers (ensemble combination), and it is effective through transformation of one output into 17 outputs of classifiers. 
First layer
In the first layer of the system are 48 experts comprising of 12 SVM (nu-SVC, RBF), 12 kNN, 12 PNN, and 12 RBFNN classifiers (three types of normalization and four Hamming window widths) optimized to minimize errors in recognition of ECG signal classes. ECG signal segments comprising the most characteristic features (chosen using GA) are given to the inputs of each of the 48 classifiers. For each of the 48 classifiers, the different and optimal set of parameter values has been selected, for SVM: cðÀgÞ, mðÀnÞ, for kNN: exponent, for PNN: spread, and for RBFNN: spread.
Second layer
The second layer of the DGEC system has four judges with SVM classifiers (C-SVC, linear). These four meta-classifiers were developed in order to assess the experts votes from the first layer. Each of the judges was assigned to a group of 12 classifiers, which meant that the first judge evaluated the votes from 12 SVM classifiers, second from 12 kNN classifiers, third from 12 PNN classifiers, and fourth from 12 RBFNN classifiers. These 48 classifiers (from the first layer) have 17 outputs each, so the length of input features vector, to the second layer, is equal to 816 votes. Therefore, on the inputs of each of the four judges (classifiers from the second layer), 204 features are given.
Third layer
The third layer of the DGEC system has one judge, i.e., SVM classifier (C-SVC, linear). This one meta-classifier was designed to evaluate judges votes from the second layer. Four SVMs (from the second layer) have 17 outputs each, so the length of input features vector, to the third layer, is equal to 68 votes. The analogous two-layer system (48 classifiers ? 1 classifier) was also tested in the study. However, such a system was characterized by less effective training, which did not yield good ECG classification results. Therefore, this system is not widely discussed in the article. Hence, it can be concluded that another layer has contributed to boost the training efficiency of the system. Many parameter configurations of GA and SVM, kNN, PNN, and RBFNN classifiers were tested as part of the study. The details of the optimization parameters are presented in Tables 2, 3 , and 5.
Basic and optimizing parameters of 48 classifiers from the first layer of DGEC system and GA parameters used for feature selection and optimization of classifier parameters are presented in Table 2 .
Basic and optimizing parameters of (4 ? 1) classifiers in second and third layer of DGEC system and GA parameters used for feature selection and optimization of classifier parameters are presented in Table 3 . 
normalization types and 4 Hamming window widths)-experts
Detailed results of 48 classifiers from 1st layer were placed in Table 2 The second layer of DGEC system-4 SVM (C-SVC, linear) classifiers-judges Figures 2 and 3 show the scheme of subsequent phases of information processing in DGEC system. In Fig. 4 , scheme of connections between layers, information flow and fusion in DGEC system is presented. Algorithm 1 and 2 present the DGEC system algorithm. Figure 5 presents the scheme of genetic layered training (for single segment of ECG signal and exemplary chromosomes of individuals). 
Evaluation criteria
The following coefficients have been determined for the evaluation of the designed methods [30, 65] : (1) sum of errors for 744 classifications (ERR sum ), (2) accuracy (ACC), (3) specificity (SPE), (4) sensitivity (SEN) = overall accuracy (Acc), (5) false positive rate (FPR), (6) positive predictive value (PPV), (7) j coefficient, (8) time of optimization (T o ), (9) time of training (T t ), (10) time of classification (T c ), and (11) acceptance feature coefficient (C F ). Based on the confusion matrices generated, mentioned coefficients were calculated using values: TN-True Negative, TP-True Positive, FN-False Negative, FPFalse Positive. More detailed information about the calculated coefficients can be found in the articles [51, 52] .
The equations for the calculated coefficients are as follows:
• Accuracy
• Specificity
where N is number of sets applied in the stratified tenfold CV method = 10, k is index of class, n equal to 17 is a number of classes, M is total number of classified ECG signal segments that are compared to the reference responses (labels), m k;k is the number of classified ECG signal segments belonging to the reference class k that have also been classified as a class j, C k is total number of classified ECG signal segments belonging to class k, and G k is total number of reference responses (labels) belonging to class k.
• Acceptance feature coefficient (the smaller the better.)
where F a -the number of accepted features, and Fthe number of all features. More information about evaluation criteria can be found in the articles [51, 52] .
Results
The MATLAB R2014b software along with the LIBSVM library was used in the work. The computer with an Intel Core i7-6700K 4.0 GHz (only one core was used) with 32 GB of RAM for calculations was used. All calculation times, including optimization, training, and testing stages, are presented in Tables 4, 5 , and 6, respectively. We have achieved sensitivity (SEN) of 100% and ERR sum equal to 0 errors for all training sets.
A comparison of achieved outcomes, for the ensembles of classifiers: CEC, DGEC, and single classifiers: SVM, PNN, RBFNN, kNN, is presented in Table 4 . Table 5 presents detailed results, for the first layer of DGEC system for four classifiers (RBFNN, PNN, kNN, and SVM) with values of optimized parameters for: (a) three signal preprocessing types (no normalization, rescaling ? constant component reduction, and standardization), (b) four feature extraction types (four Hamming window widths 1024, 512, 256, and 128 samples), and (c) one CV variant-stratified tenfold.
Deep genetic ensemble of classifiers
First layer
Second layer
Optimized parameter values and outcomes for the second layer (4 C-SVC linear, SVM classifiers) and third layer (1 C-SVC linear SVM classifier) of the DGEC system are presented in Table 6 . ERR L coefficient determines in all training sets sum of errors. Results of feature selection 1   C1  C2  C3  C4  C5  C6  C7  C8  C9  C10  C11 Neural Computing and Applications the 12 classifiers (experts) from the first layer were separated by a dashed black line. Figure 6 presents the answers of 12 SVM classifiers from the first layer, kNN in Fig. 7 , PNN in Fig. 8 , and RBFNN in Fig. 9 .
Third layer
In Figs. 10, 11 , 12, 14 and in Table 7 , the results for entire DGEC system are presented. In Fig. 10 , the confusion matrix, for one SVM classifier from the third layer, is presented. Figure 11 presents comparison of the following coefficients: sum of errors (ERR), accuracy (ACC), sensitivity (SEN), positive predictive value (PPV), specificity (SPE), false positive rate (FPR), and j coefficient, for three variants of recognition (17, 15 , and 12 classes).
In Fig. 12 , percent error values for particular testing sets, from stratified tenfold CV method, for DGEC system, are presented. Figure 13 presents the visualization of feature selection outcome (genetic layered training), for the third layer of DGEC system (one SVM classifier). Accepted features (answers of classifiers) are shown by red dots. The votes (answers) of the four SVMs (experts) from the second layer were separated by a dashed black line. Table 7 indicates the detailed information on the efficiency of recognition for 17 ECG signal classes of the DGEC system. Coefficient ERR % indicates the percentage of errors.
In Fig. 14, ERR, ACC, SEN , PPV, SPE, and FPR for each class, are presented.
It can seen from Table 8 that we have obtained the highest classification performance using the same database for the classification of 17 ECG classes.
Discussion
Hypothesis
Achieved outcomes confirmed the hypothesis that the use of designed new DGEC system is effective, automatic, fast, computationally less complex and universal classification of myocardium dysfunctions using ECG signals. Tables 4 and 8 show the results obtained by our novel method. Our proposed method obtained the SEN ¼ 94:62% (ACC = 99:37%, SPE = 99:66%).
We have obtained the highest classification performance (Table 8 ). It should be emphasized that we have classified 17 classes, the classification sensitivity for 15 classes ¼ 95% and 12 classes = 98% (Fig. 11) . Most of the other works from the literature present the results of the classification only for five classes.
In this work, we have used a single (10-s) ECG signal segment and the time required to test the ECG signal is only C k ¼ 0:8736 (s) for DGEC system. Hence, the developed system can be applied in telemedicine, cloud 
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Components of the classifier system
High performance of the DGEC system is presented in Tables 4, 5 , 6, and Fig. 10 . This result is obtained through: (1) appropriate connection of system nodes (classifiers) using genetic layered training in the second and third layer of the system, (2) diversity of the component classifiers (different classifiers make different errors) achieved by different signal normalization (three types), different Hamming window widths (four types), and different types of classifiers (four types), (3) adequate quality of the component classifiers of the system. Transformation of one output into 17 outputs of all component classifiers has enabled high performance of the genetic selection of votes (genetic layered training). Taking benefits from all component classifiers, and minimizing their drawbacks, was possible through combining classifiers using genetic feature selection.
Deep multilayer structure of the system
The success of designed DGEC system has been obtained based on: (1) genetic feature (frequency components) selection in the first layer of ensemble, (2) layered learning (accelerated and facilitated the training), (3) genetic layered training in the second and third layer (experts votes selection) applied to connection classifiers, (4) genetic parameters optimization (appropriate balance between exploitation and exploration) coupled with stratified tenfold CV, which significantly decreased the over-training and hence increased the performance of the DGEC method, and (5) DL (multilayer structure of system, in which extraction of features and pattern recognition occur through appropriate flow and fusion of information).
Deep learning
DGEC system based on DL. This section presents a comparison of the DGEC system with other DL algorithms such as the convolutional neural network (CNN).
Advantages of our system are given below: Neural Computing and Applications -obtained higher accuracy (e.g. compared to work [77] ). -the possibility of greater interference in the optimization of the structure (selection of: nodes (classifiers), number of layers, connections between nodes, etc.).
Disadvantages of our method are given below:
-complex structure requiring longer system design (longer training and optimization). -the feature extraction needs to be performed.
Similarities with other systems are as follows:
-also a network of neurons (nodes process information), consisting of nodes in the form of classifiers. -also has a deep structure in which occur similar processes of fusion and flow information (with successive layers, the concepts are more and more abstract).
Differences with other state-of-art systems are as given below:
-nodes, these are not classic neurons (with weights, biases, and activation functions) but more complex classifiers and each node is different (greater diversity of nodes). -outputs, instead of one there are 17 outputs from each node (classifier). -training and optimization, performed in stages, one by one in subsequent layers, and the results from the previous layer go to the next layer, in the CNN training and optimization is more global. -connections, flexibility in designing connections between nodes (classifiers) from different layers. -structure, in the first layer, nodes (classifiers) are called experts, and in the second and third layer are called judges. In the first layer, a processed ECG signal is given to the inputs of nodes, and in the second and third layer on the nodes (classifiers) inputs are given votes (17 answers with values of ''0'' or ''1'' indicated the recognized class) of each of the classifiers from the first layer. -structure tuning, eliminating incorrect voices (second and third layer), and ECG signal feature selection (first layer), and optimization of classifier (nodes) parameters is performed using GA.
Dysfunctions/classes
Classification performance for all classes of DGEC system is presented in Fig. 14 . We can notice from the results that PPV of over 70% and SEN of over 70% are achieved despite using the imbalanced data, which is a significant success. The worst results have been achieved for fusion of ventricular and normal beats (PPV ¼ 73:33% and supraventricular tachyarrhythmia SEN ¼ 72:73%), which is shown in Table 7 . Heart abnormalities with the smallest values of PPV and SEN coefficients have been removed, based on the achieved results as shown in Fig. 14 . Two other classification variants have been analyzed: 12 classes (after removing classes: SVTA, PVC, TRI, VT, and FUS, Table 1 ), and 15 classes (after removing classes: SVTA, and FUS, Table 1 ). The DGEC system achieved the SEN for 12, 15, and 17 classes 98.25%, 95.40%, and 94.62%, respectively, and j ¼ 97:92%, 94.68%, and 93.84%, respectively.
Conclusion
The objective of this study was to develop new ML method, focusing on EC and also EL and DL approach which enables the effective classification of cardiac arrhythmias (17 classes: normal sinus rhythm, 15 types of arrhythmias and pacemaker rhythm) using ECG signal segments (10-s). Our main contribution is the design of a novel three-layer (48 ? 4 ? 1) genetic ensemble of classifiers. Novel system based on fusion of three normalization types, four Hamming window widths, four classifiers types, stratified tenfold CV, genetic feature (frequency components) selection, EL, layered learning, DL, EC, classifiers parameters optimization by GA, and new genetic layered training (expert votes selection) to connect the classifiers.
The DGEC system achieved a classification sensitivity of 17 cardiac arrhythmias (classes) equal to 94.62% (40 errors / 744 classifications, accuracy ¼ 99:37%, specificity ¼ 99:66%, classification time of single sample ¼ 0:8736ðsÞ). To the best of our knowledge, this is the highest classification performance obtained for 17 ECG classes using 10 s ECG segments.
The salient features of our work are as follows: (1) strong imbalanced data for some classes, (2) classification of 17 classes of cardiac disorders, and (3) application of stratified tenfold CV method (analogous to subjectoriented validation scheme).
The authors have designed a new DGEC system for the effective (Table 8) , automatic, fast (Table 4) , low computational complexity (Sect. 1) and universal (Table 1) , classification of cardiac disorders.
The strengths of the research are: (1) possibility to use our solution in telemedicine and implement designed method in mobile devices or cloud computing (only single lead, lower computational complexity, and low cost), (2) high performance, (3) classification of 17 heart disorders (classes), (4) design of new genetic layered training applied to connecting classifiers, and (5) design of novel ML method-DGEC system.
Due to the very promising results obtained, the described research is worth continuing. The next stages of research will include: (1) improving the accuracy of recognition myocardium dysfunctions through development and improving the algorithms based on fusion of EL and DL, (2) testing the other optimization methods based on EC, and (3) testing the efficiency of DGEC system with other physiologic signals.
