ABSTRACT In recent years, optical field imaging technology has received extensive attention in the academic circle for its novel imaging characteristics of shooting first and focusing later, variable depth of field, variable viewpoint, and so on. However, the existing optical field acquisition equipment can only acquire a limited number of discrete angle signals, so image aliasing caused by under sampling of optical field angle signals reduces the quality of optical field images. Based on the camera array system as a platform, this paper studies the optical field imaging and depth estimation method based on the Big Data in Internet of Things obtained from camera array around the angle sampling characteristics of the optical field data set, and has achieved some innovative research results in the following aspects. On the basis of analyzing the characteristics of different depth clues in the optical field data set, a depth estimation method combining parallax method and focusing method is proposed. First, this paper analyzes the disparity clues and focus clues contained in the multi-view data set and the light field refocusing image set of the camera array, respectively, and points out the differences and relationships between the two depth clues extraction methods in the light field sampling frequency domain space, that is, the disparity method focuses on the energy concentration characteristics near the frequency domain spatial angle axis, while the focus method focuses on the high frequency proportion of energy distribution on the angle axis. Then, the weighted linear fusion method based on image gradient is used to fuse the two calculation results, which improves the accuracy and robustness of depth estimation. Finally, the results of depth estimation experiments on different sets of scenes show that compared with the method based on a single depth cue, the method in this paper has higher accuracy in depth calculation in discontinuous areas of scene depth and similar texture areas.
I. INTRODUCTION
Research shows that more than 80 % of human perception of the real world comes from visual information. Based on the acquisition of visual information, the human brain can quickly establish an understanding of the characteristics of objects in the scene, such as shape, distance, posture, color, etc [1] . This rapid perception ability of three-dimensional scenes based on visual information enables human beings to efficiently observe, recognize and summarize the changes and laws of nature. The acquisition of visual information and the perception of the real three-dimensional world through visual information almost run through all historical stages of human development [2] . Therefore, it is of great significance to study the acquisition of visual information and the threedimensional perception technology.
Since the French Joseph Nicephore Niepce obtained the world's first photo on photographic materials in 1827, photography has become an important way for human beings to obtain visual information [3] . The word photography comes from Greek and means ''drawing by light''. Therefore, how to record light information in space is one of the fundamental problems in photography. The traditional photography method uses sensors or films to record the light intensity distribution of an imaging plane in space in order to obtain a visual image, and its essence is a twodimensional projection process of a target light set in space. Projecting high-dimensional light signals is a typical dimensionality reduction sampling process. Therefore, there is a serious loss of information in the traditional photography process [4] . In addition, due to the limitation of processing materials and processes of optical imaging devices, the traditional imaging system has certain limitations. On the basis of inheriting the traditional photography theories and methods, the emerging computational photography [5] has further researched and innovated imaging theories, improved imaging equipment, and overcome various limitations of traditional imaging. Computational photography involves computer vision, signal processing, modern optics and many other fields, which will lead to another technological revolution in the field of digital imaging technology as shown in Figure 1 .
Light field imaging is one of the most representative theories in computational photography [6] . Different from the traditional imaging device, the optical field imaging device can not only record the light intensity distribution of the imaging plane, but also can record the angle signals of light rays, that is, the optical field imaging device can record the position and angle signals of light rays in space at the same time. Based on the acquisition of optical field data, researchers design corresponding calculation methods to realize optical field imaging according to specific imaging requirements. This calculation imaging process makes the light field imaging effect no longer determined solely by the imaging parameters at the time of shooting, but can be flexibly changed by later calculation. Obviously, the dependence of its imaging process on physical devices can be further reduced, which provides a new idea for designing a new imaging system [7] . Based on the theory of light field imaging, several research institutions at home and abroad have designed different light field imaging systems, such as camera array, microlens array light field camera, coded aperture light field camera, etc.
The recording of light angle signals is the most essential characteristic of optical field devices [8] . The acquisition of ray angle signals is closely related to the calculation of scene depth and improvement of imaging performance. The introduction of the angle signal makes the optical field imaging method realize the effects that are difficult to obtain in traditional imaging, such as digital refocusing view-point switching, extension of depth of field all-in-focus, etc. In addition, due to the high degree of coupling between angle signals and scene depth information, scene depth estimation research based on light field data has also received extensive attention from many scientific research institutions at home and abroad. However, existing optical field devices can only acquire discrete angle signals, and there is a compromise between the resolution of optical field angle and position signal acquisition, which leads to the problem of angle signal undersampling and affects the quality of optical field imaging [8] . In addition, there are occlusion and illumination differences in the natural scene and noise in the signal acquisition process of the sensor, which makes the scene depth estimation based on light field data have some problems such as low reconstruction accuracy and non-robust matching algorithm, and finally restricts the application and development of light field imaging theory.
To sum up, light field imaging theory has become an important theoretical growth point and technical breakthrough point in the field of digital imaging and computer vision, and has expanded the development direction of the next generation imaging technology. The research on scene depth estimation method based on light field angle signals will provide a new solution to the core problem of computer vision, and further promote the integration of computational photography and computer vision [9] . At present, the quality of light field imaging and the accuracy of scene depth calculation in the above research hotspots are not ideal, which restricts the development of existing theories and applications.
For a long time, image-based depth estimation has been one of the focuses in the field of computer vision [10] . Aiming at different depth clues in human visual system (such as parallax, blur, shadow, texture, perspective, etc.), researchers proposed different scene depth estimation methods. However, most depth estimation methods still rely on parallax clues.
On this basis, the region-based and feature-based matching method is even more a classic method in image depth estimation. At present, combining the scene segmentation theory and the global optimization theory, the method based on disparity clues is recognized as superior to the method based on other depth clues, and the accuracy of scene depth estimation results is also higher [11] . However, the existing disparity method still has the problem that the depth estimation process is not robust. One of the reasons is the complexity of the natural scene, such as occlusion, repeated texture, depth discontinuity and so on. Another reason is that the acquisition system has insufficient viewing angle and low signal-to-noise ratio for scene sampling. For example, the traditional binocular or multi-eye system has less viewing angle and image noise and blur are common.
Besides, Big Data in IoT has become one of the hottest topics in recent years. There are different interpretations of ''Big Data in IoT''. The potential of Big Data in IoT is to use the large quantity of data for discovering new knowledge and unexpected relationships. Most of taxis traveling on the urban roads have been equipped with Global Positioning System (GPS) over many years of construction and operation of ITS (Intelligent Transportation Systems). These taxis yield largescale GPS data while the collection lasts a long period of time (such as one year). It will cover the whole network and contain the traffic information of each road. Thus, it is suitable to use the data to model the relationship among different roads. What is more important is that the GPS data will be collected much easier with the wide use of GPS equipment. The source of the data is confined to taxis, while drivers or passengers with mobile phones can also provide data.
Aiming at the shortcomings of the existing optical field imaging theory and the depth clues contained in the optical field data set, this paper takes the typical wide baseline optical field camera array system based on obtained Big Data in IoT as a platform to carry out research work. The typical light field acquisition system of camera array is firstly analyzed systematically in Section 2, based on which an 8 × 8 camera array system architecture schematic is presented. Then, the principle of Optical Field Imaging Based on microlens array is studied in Section 3, to demonstrate its advantages compared with traditional imaging system. Finally, a novel depth estimation method combined parallax and focusing method (DEPFM) is proposed in Section 4, of which the accuracy and robustness in terms of depth estimation is demonstrated by a series of case studies in Section 5. Section 6 concludes the paper.
II. CAMERA ARRAY SYSTEM
Camera array is a typical light field acquisition system, and its main advantage lies in the large equivalent aperture of the generated image, which makes the depth of field change characteristics of camera array light field imaging more obvious, i.e. the depth resolution is higher. Compared with portable light field cameras, camera array light field imaging has many advantages such as easy change of aperture arrangement and controllable sampling density [12] . Therefore, the research work in this paper is carried out on camera arrays. Next, the camera array system built to meet the research work of this paper and the corresponding light field imaging theory are mainly introduced.
The camera array system consists of a plurality of cameras or cameras arranged in a distributed manner, which is used for collecting scene light.
According to the different acquisition signal attributes and the different acquisition target scenes, common camera array distribution methods include spherical, circular, and planar types, as shown in Fig. 2 . Figure 2 (a) and (b) respectively show the ''birdcage system'' set up by the University of Southern California and Tsinghua University to collect scene illumination changes [13] . Figure 3 shows planar camera array systems built by Stanford University to obtain highresolution light locations [14] .
Since the work in this paper is based on the light field data, an 8 × 8 camera array system is built in this study, in which 64 IH046C CCD cameras are used, and each camera has effective resolution of 752 × 576 pixels-equipped with a COMPUTOR M1214 12 mm fixed focus lens. Each camera has a horizontal field of view angle of 37 and a vertical field of view angle of 30. In order to calibrate the camera array accurately, the camera angle of view needs to have a certain overlap area, so the camera array system adopts a relatively tight arrangement mode. Cameras are distributed at equal intervals in a plane manner, and the center of the cameras are horizontally spaced 7 cm apart and vertically spaced 9 cm apart, and the overall size of the array is 70 cm wide by 100 cm high. At the same time, 6 servers for synchronous data collection are used, of which the architecture is shown in Figure 4 .
III. RESEARCH ON OPTICAL FIELD IMAGING BASED ON MICROLENS ARRAY
The conventional camera imaging system collects light through a lens and then photoelectrically converts the light by a sensor to form an image, which is shown in Fig. 5(a) . However, the optical field imaging of camera array is quite different from traditional camera imaging, in which light rays at different angles of spatial points are firstly recorded by cameras at different angles, and then the light rays are digitally focused through a light field calculation process to form an image as shown in Fig. 5(b) .
In the camera array system, the spatial position (optical center position ) and image plane position of each camera can be obtained by precise calibration, and the plane where the optical center of each camera is located and the plane where the sensor is located correspond to the two planes of the two-plane optical field model. As shown in Fig. 6 , the UV plane represents the angular plane formed by the camera light center, and the ST plane represents the image plane formed by the sensor.
Each point u i , v j in the UV plane corresponds to a subset of the ST plane, which is formed by projecting images acquired by cameras in the u i , v j position onto the ST plane, that is, a certain angle of the target scene sampled by camera array. In theory, any ray passing through plane ST and plane UV can be made up of r (u, v, s, t). To image a point p in front of the camera array, all rays emitted by p through plane ST and plane UV must be indexed first, which are accumulated to obtain an imaging result. Since the index and accumulation processes are both calculation processes, the light field focus is different from the refraction and convergence of the traditional lens, which can be adjusted at will after acquiring the light field data (digital refocusing) [15] .
Camera array light field imaging can simulate the imaging effect of a traditional camera with a larger aperture, and therefore it is also called Synthetic Aperture Photography (SAP). Similar to the real aperture imaging system, the camera array light field imaging also has a depth of field phenomenon. That is, when the target object is located in the depth of field range of the focus plane, it can be clearly imaged, otherwise the imaging becomes blurred. The reason for the aforementioned phenomenon is that when the sensor plane deviates from the ideal image plane where the lens focuses, a diffusion region in the sensor plane will be formed by image points, and if the region is larger than the size of one sensor unit, imaging interference will occur between different image points to result in blurred images, which is shown in Figure 7 . Therefore, the depth of field of imaging is related to the aperture size, image plane distance, sensor position, and sensor unit size. Due to the larger equivalent aperture, the depth of field of the camera array system becomes smaller, thus having obvious focusing and defocusing effects.
In the above-mentioned light field model, it is assumed that both the light center plane and the image plane are ideal cases. However, the light centers of different cameras in the real camera array do not meet the strict plane distribution characteristics. There are also differences in their respective image planes, so the positional relationship between cameras needs to be further considered in actual imaging process.
Before the camera array is used for light field imaging, the camera array system must be calibrated accurately. If the distortion of the lens is not considered, the imaging position of any point in space on the image can be represented by a pinhole model as shown in Fig.8 . According to the relevant knowledge of camera model:
Where (x, y) is the coordinate of the image formed by the X point in the image coordinate system, f is the focal length of the camera, f x and f y represents the effective focal lengths of the x axis and the y axis respectively. (x 0 , y 0 ) is the image main point position; K is perspective projection matrix, which is only related to the camera's internal structure, i.e. the camera's internal parameters. The position and orientation of the camera in the world coordinate system are described as [R t], which are called camera's external parameters. According to the theory of multi-view geometry, the process of transforming from the camera focus plane to the imaging plane is essentially a perspective transformation [16] . After accurate camera calibration, the perspective transformation corresponding to each camera in the camera array can be determined. The perspective transformation itself is a special projective transformation. Therefore, different camera image planes in the camera array can induce corresponding projective mapping relationship from a virtual focus plane in the scene as shown in Figure 9 .
Assuming that the parameter matrix in the left camera is K , and the parameter matrix in the right camera is K '. The position of a point p in the left and right camera coordinate system is Q = (X , Y , Z )
T and Q = X , Y , Z T , sand the image point of point p in the left and right camera image coordinate systems is represented by q = (x, y, 1) T and q = x , y , 1 T respectively. According to the camera model knowledge:
Assuming that the coordinate of the light center of the left camera in the right camera coordinate system is t, which is the translation vector of the left camera coordinate system relative to the right camera coordinate system. Similarly, assuming that the relative rotation matrix between the left camera coordinate system and the right camera coordinate system is R, and then there are:
As shown in Fig.9 , the virtual focus plane is π , and n is the normal vector of the plane. Assuming that point p is on plane π , d x is the distance from the optical center of the right camera to the plane π :
It can be seen from Eq. (3) and (4) that for any point p in plane π , the coordinates of the point p in two different camera coordinate systems satisfy following relationship:
According to the principle of light field refocusing, rays of different angles emitted from a certain point in space are recorded by different cameras in the camera array respectively, so the number of angle samples in light field imaging of the camera array is equal to the number of cameras. The essence of optical field focusing imaging is: according to the homography induced by different depth planes, the corresponding imaging points of cameras with different angles are digitally accumulated and re-averaged [17] . The imaging characteristic of the camera array system is that the imaging focal length can be changed digitally and flexibly. Since the depth of field range reflects the sensitivity of the imaging system to changes in focus depth, while the depth of field range is linearly related to the aperture size, so the wide baseline camera array system has higher depth resolution. However, compared with the traditional imaging system, the camera array system still has the problem of poor imaging quality. An important reason that affects the imaging quality is that the optical field signals acquired by the camera array system are discrete in the angular domain, and this kind of undersampling problem in the angular domain of the optical field will cause the aliasing phenomenon of light field images. VOLUME 6, 2018
IV. CAMERA ARRAY MULTI-CLUE SCENE DEPTH ESTIMATION METHOD
Depth estimation is a key link in 3d reconstruction based on images and also an important basis for anti-aliasing rendering of light field images. Since there are abundant depth clues hidden in the imaging results of different focus settings of the camera array, as well as the multi-view and wide baseline characteristics of camera array system, the study of scene depth estimation based on camera array can provide new ideas for traditional image-based 3d reconstruction.
Depth estimation based on images has always been a hot topic in computer vision research. Similar to the perception of depth by the human visual system, image-based depth estimation can utilize a variety of depth clues such as parallax, perspective, blur, occlusion, motion information, etc. Depending on the number of cameras, the existing methods can be divided into three types: monocular method, binocular method and multi-eye method [18] . The classic representative of monocular method is zoom method, where the depth calculation is based on image defocus caused by camera aperture, and the core of the method is the focus (or defocus) measurement problem. The classic representation of binocular and multi-eye methods is parallax method, which is based on the parallax caused by the change of image viewpoint, of which core is the matching problem.
The camera array data set is similar to the traditional multiview data set, which is a two-dimensional image set of the target scene recorded by multiple cameras at different viewing angles. The camera array is characterized that cameras are generally distributed on the same plane and are arranged densely. The differences of viewing angles between images captured by different cameras are small, and the image scale transformation is not large. Therefore, the target scene information recorded by the multi-view data of the camera array is more complete, and the scene depth clues contained therein are also more abundant. As mentioned in the previous section, the imaging effect of a virtual large aperture camera can be obtained by using the camera array, while the refocusing in light field imaging is a digital calculation process, and the imaging point is clearly coupled with the change of blur and the depth of the target scene. In addition, the disparity depth clues between cameras with different viewing angles in the camera array data set make it possible to estimate the scene depth using the camera array data set without relying on a single depth clue. If the camera array can be made full use of to obtain different depth clues in the information, the accuracy and robustness of scene depth estimation can be improved.
A. PARALLAX DEPTH CUE
There is a visual angle difference between different cameras in the camera array, and the distance between the image point coordinates of the same spatial point and different cameras is parallax. As shown in the Figure. 10, the left camera and the right camera are respectively in three-dimensional space (0, 0, 0) and (B, 0, 0), and the coordinates of the same spatial point p (X w , Y w , Z w ) on the images of the left camera and the right camera are p l (x l , y l ) and p r (x r , y r ) respectively.
According to the theory of the camera model in the chapter, when the focal length f of the camera and the depth measurement baseline B formed by the left and right cameras are known, it is easy to deduce that the horizontal parallax is:
On the other hand, if the horizontal parallax d is known, the depth information of the target point can also be inverted by the Eq.(6):
It can be seen that parallax d is inversely proportional to depth Z w , and parallax d is directly proportional to baseline length B, that is, the smaller the depth, the larger the parallax; the wider the baseline, the larger the parallax, so the wide baseline measurement system usually has higher depth resolution.
B. FOCUS DEPTH CLUE
Compared with traditional cameras, the camera array imaging has the characteristics of smaller depth of field and refocusing, so the clarity and fuzziness of its imaging points contain more abundant depth clues, which is called focus depth clues in this study. In the aperture imaging theory, when the object distance a, image distance b and focal length f of a certain spatial point meet the classical imaging formula Eq.(8), a clear image of the target point can be obtained, otherwise defocusing blur will occur [19] . Zoom method is a classical algorithm based on focus depth clues, which can be classified as Depth From Focus (DFF) and Depth From Defocus (DFD) according to different calculation principles. Since the focusing method is essentially a search process without problem of ambiguity, so the accuracy and reliability of depth calculation are generally better than defocus method. In addition, the focusing method has the characteristics of simple principle and fast calculation, and therefore the focus method is used to extract the focus clues of the image.
In terms of the focusing method, it is necessary to adjust the relative positions of the camera and the target object several times in the depth direction to obtain image sequences of different focusing situations, which is shown in Figure 11 . Furthermore, an appropriate focus measure method is used to calculate the clarity of the imaging point, and the clearest imaging position is selected as the depth calculation result. The focus method is essentially a search method, and its core is to design a reliable focus measurement [20] .
C. CHARACTERISTIC ANALYSIS OF PARALLAX METHOD AND FOCUSING METHOD
From a surveying point of view, using parallax method and focusing method to estimate scene depth is essentially the same, because the measuring baseline in parallax method and aperture size in focusing method have the same physical essence. However, the solution process and depth calculation results of the two methods are obviously different. Therefore, based on the analysis model of light field sampling space and EPI (Epipolar Plane Image) image in the previous chapter, the reasons for the differences between parallax method and focus method are expected to be further explored. Fig. 12 shows the optical field sampling diagram of parallax cue and focus cue, where the V axis still represents the light field angle sampling, the T axis represents the light field position sampling, and the angle of the light field sampling distribution at different target points will tilt with the change of its depth. On the left side of Fig.12 , when the angle sampling is inclined, the signal of the target point will affect different positions on the T axis, and the size of its influence area is the diameter of the fuzzy circle formed by point diffusion. When the signal of the same target point is observed at different angles on the V axis, the horizontal displacement of its sampling point on the T axis represents the magnitude of parallax, which is shown in the sampling distribution of the leftmost purple point in Fig.12 .
Due to sample tilt, the sampling of the same position and different target points on the T axis will affect each other, which shows the diffusion effect of the light field image in the unfocused region [21] . In parallax method, it is often assumed that the surface of the target object is diffuse reflection surface, and sampling at different angles at the same spatial point has consistency, which is called lambertian hypothesis. If all angle samples corresponding to the same position of the T axis meet the similarity criteria defined by the parallax method, then the angle samples at that position are considered to match; On the other hand, if the consistency of different angle samples is weak, then the angle samples do not match.
Unlike parallax method, more attention will be paid to the size of the area affected by the sampling distribution of the same target in focusing method. If the inclination angle of the sampling distribution at the same point is larger, the area affected by it will increase, and the diffusion effect between different sampling points is obvious [22] . At this time, the imaging at this position of the T axis is relatively blurred. On the other hand, the sampling between different points does not affect each other, and the change of adjacent sampling points is significant, then the region shows focusing characteristics.
From the abovementioned analysis, it can be seen that the sampling characteristics of parallax method and focus method are not consistent. Parallax method focuses on measuring the characteristics of the sampling points at the same position on the T axis changing with the angle, while focusing method mainly measures the intensity of the mutual influence and diffusion effect between the sampling points at adjacent positions on the T axis. Parallax method is based on matching features of points, while focusing method is based on focusing features of regions. The previous analysis qualitatively VOLUME 6, 2018 describes the difference between parallax method and focusing method in airspace. In order to quantitatively evaluate the relationship between the sampling features concerned by the two methods, Figs. 13 and Fig.14 respectively describe the frequency domain characteristics of the two methods' twodimensional EPI patterns under different circumstances.
Figs. 13 a)-c) shows the light field sampling distributions when the target points are at different distances from the focal plane, and the characteristics of the spectral response are shown in Fig. d)-f) . In the Fig.13, F T is the frequency domain correspondence of the T axis. When the target object is in the focal plane position, the energy will be concentrated in the narrow band region of F T = 0. The light field sampling at a certain position on the T axis has angle invariance, and the parallax-based method can obtain a strong matching response at this moment. On the contrary, when the object is far away from the focal plane, the light field sampling changes obviously with the angle, so it is difficult to obtain a stable matching result based on parallax [23] .
Unlike the matching method, the focusing method uses the gradient of the image area as the basis for judging the degree of focus. When the target object is clearly focused, there is no signal interaction between adjacent pixels of the image. However, when the target object is not clearly focused, there is a diffusion effect of adjacent pixels. In order to analyze this phenomenon, the light field samples in Fig. 13 (a) is diffused to different degrees in the direction of the T axis, which is shown in Fig. 14 (a)∼(d) . When there is a complex occlusion relationship between different depth points, the diffusion effect in the direction of T axis is difficult to intuitively express. Therefore, the mutual influence of points at the same depth is only considered in Fig.14 , to illustrate the focus method's emphasis on measuring the regional characteristics of diffusion effects.
Besides, as can be seen from the spectra of Fig.14 (e) ∼ (h), the energy in the narrow band region F T = 0 has changed significantly. When the pixels in this region are in a nondiffusion state, the proportion of high frequency components in the frequency band region is significantly increased, and the texture in this image region is clearer at this time. On the other hand, due to the mutual diffusion between pixels in the region, the texture in the image region becomes blurred.
To sum up, parallax method and focus method have the same surveying essence, but there are differences in the sampling characteristics that they focus on when extracting depth clues. Therefore, a depth estimation method that combines parallax method and zoom method is proposed in this study, to improve the accuracy and robustness of depth calculation.
D. DEPTH ESTIMATION METHOD COMBINED PARALLAX AND FOCUSING METHOD (DEPFM)
The flow chart of the method proposed in this section is shown in Fig.15 . As shown in Fig.15 , the camera array is used as a platform, and the optical field imaging method described in section 2 is used to synthesize a series of optical field images focused on different depths after collecting the data of the target scene, which is also called confocal image sequence. Furthermore, based on the multi-view data set of the camera array and the confocal image sequence data set, the parallax method and the focusing method are combined in this method, and the global optimization method is used to calculate the scene depth finally.
Due to the differences in brightness and color between different camera images, a matching method that is insensitive to the overall changes in brightness when performing matching calculations on camera array data sets is used in this study. Since the Normalized Cross Correlation method (NCC) has the feature of de-averaging, the calculation results are not sensitive to illumination changes or overall changes in the brightness of the image area. Therefore, the NCC method is used to extract the matching metric function in the parallax cue process. The radii of the matching window in the horizontal and vertical directions are denoted as n and m respectively, then the matching metric of a pair of image points I a (x, y) and I b (x, y + d) in the cameras a and b is [24] :
The physical meaning of calculating NCC lies in seeking out the angle between the directions formed by pixels in the different distribution regions, and the larger the value is, the higher the distribution schedule is. Unlike the classical laplacian operator, the improved Laplacian summation operator Sum-Modified-Laplacian (SML) is used to extract focus depth clues in the light field image, based on which the independent calculation of different directions can be conducted, to avoid the problem that the horizontal and vertical calculations may cancel out.
Where I d represents a candidate confocal image corresponding to parallax d.
According to the characteristics of the two kinds of depth clues, the matching candidate points that obviously do not meet the angle invariance are considered to be eliminated firstly, and then the calculation results of the two kinds of depth clues are comprehensively utilized to calculate the scene depth:
Where α is the normalized coefficient.
V. CASE STUDY
In this section, the proposed depth estimation method combined with disparity and focus fusion is expected to be verified on virtual data and real data respectively. As shown in Figure 16 , a relatively simple virtual scene is described, where the three books in the scene are in different depth planes respectively. In this section, 10 groups of light field images with different focus settings are extracted from the 100 groups of images, and three different imaging positions a, b, c are randomly selected for analysis.
Based on three depth estimation method of NCC, SML and the proposed DEPFM, Fig. 17 (a)∼(c) show fusion effect of the calculation results the position point a, b, c in the Fig.16 respectively. In this case, the actual focus position of point a is located on the 8th group of images. However, the extreme points obtained by SML method and NCC method are different. Therefore, the difference between SML and NCC method in the calculation process of depth clues in different regions is demonstrated.
As shown in Figure 17 (c), SML method is more robust in areas with strong high frequency components, while NCC will show deviation in calculation results in areas with complex texture or repeated texture. Based on Fig.17 , the characteristics of parallax method and focus method in the process of obtaining scene depth and the possibility of merging two methods are preliminarily verified. Furthermore, the depth estimation experiments under virtual scene conditions are carried out. As shown in Fig.18 (a) , in addition to the data contained in Fig.17 , a group of virtual scenes with complicated relationships of objects and occlusions are added to the experiment, and accurate knowledge of the depth of the virtual scene can facilitate quantitative analysis of subsequent experimental results. Fig.18 (c) shows the fusion weights of the results calculated by SML and NCC in the two groups of virtual experiments. In the virtual scene, the NCC, SML and DEPFM methods are used to calculate the depth, and the results are analyzed quantitatively as shown in Figure 19 and Figure 20 . From Fig.19 , it can be obtained that for more complex scenes, the NCC method is less robust to edges with discontinuous calculation depth, while SML is more robust to edge regions. As shown in Figure 19 (c), more accurate depth calculation results can be obtained on part of the spout of a teapot by the fusion method proposed in this paper.
In order to eliminate the uncertainty caused by the global optimization method for depth cue fusion, Figure. 20 quantitatively compares the results of NCC, SML, and DEPFM method when global optimization is not carried out, based on which the DEPFM is demonstrated to be superior to other two methods obviously. As a result, the proposed DEPFM can be used to achieve ideal depth calculation results for both groups of virtual scenes. Under the condition that the allowable error range is less than 10 % of the total depth, the accuracy of the calculation results is above 90 %.
Based on the aforementioned multi-groups of experiments on virtual scene and real scene, the depth estimation method combined with disparity clues and focus clues proposed in this chapter has high calculation accuracy is demonstrated further. Compared with NCC matching method based on parallax and SML method based on focus evaluation, the DEPFM method proposed in this paper has superior robustness to the method based on a single depth cue for the situation of depth discontinuity area, texture similarity in the target scene.
VI. CONCLUSION
In recent years, large-scale and complex traffic data have been collected with wide deployment of ITS. It is usually isolated or has some dispersed links. This raises a new challenge to extract or mine additional information from these large and complex data. In the field of Big Data in IoT, there is no general approach to this problem. However, a powerful idea is to integrate the data to compose a network by the links reflecting their relationships. The information of the data is hidden in the network. Thus, the useful information or solution methods can be obtained based on this network. Starting from the theory of optical field imaging and the depth estimation based on optical field, this paper focuses on the depth cue fusion in the depth estimation process based on optical field Big Data in IoT.
This chapter analyzes the differences between parallax method and focusing method in two-dimensional light field space, and proposes a depth estimation method by combining parallax method and focusing method. This method constructs a unified depth cue extraction model for camera array datasets, and achieves high-precision scene depth estimation under the framework of global optimization. The experimental results show that the proposed method is robust to depth discontinuities and complex texture regions. On the basis of analyzing the characteristics of different depth clues in the optical field data set, a depth estimation method combining parallax method and focusing method (DEPFM) is proposed. Firstly, this paper analyzes the disparity clues and focus clues contained in the multi-view data set and the light field refocusing image set of the camera array respectively, and points out the differences and relationships between the two depth clues extraction methods in the light field sampling frequency domain space, that is, the disparity method focuses on the energy concentration characteristics near the frequency domain spatial angle axis, while the focus method focuses on the high frequency proportion of energy distribution on the angle axis. Then, the weighted linear fusion method based on image gradient is used to fuse the two calculation results, which improves the accuracy and robustness of depth estimation. Finally, the results of depth estimation experiments on different sets of scenes show that compared with the method based on a single depth cue, the method in this paper has higher accuracy in depth calculation in discontinuous areas of scene depth and similar texture areas.
