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ABSTRACT
This thesis describes the development and evaluation of an experimental non-contact 
laser distance measuring device. The experimental gauge was based on the principle of 
triangulation, the high precision being derived from the combination of a stable method 
of generating converging beams and an accurate method of detecting their position using 
digital image processing. The experimental gauge was constructed and a 99% confidence 
interval for the error in ranging of 2.3pm was achieved for a gauge with a standoff of 
60mm and a depth of field of greater then 20mm. The measurement of thickness of paint 
coating in a continuous process is examined as a potential application for this gauge.
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CHAPTER ONE :
INTRODUCTION
1.1 Overview
The goal of this research was to investigate a novel distance measuring gauge first 
proposed by Dr. B. R. Morrison of BHP Steel Coated Products Division. The proposed 
gauge measures the range from itself to the target, using an optical triangulation method, 
without contacting the target in any way. Gauges which require contact with the target 
being measured are in general unsuitable for on-line measurement in a continuous 
production process. The reasons for this lack of suitability are twofold. Firstly, the 
continuous movement between the gauge and the product is likely to cause damage to the 
product, the gauge or both. Secondly, as many products, for example paper, are 
inherently pliable, or pass through a pliable intermediate production stage, the very act of 
making a contact measurement may corrupt the variable being measured. The project 
showed promise of filling a void in the area of instrumentation for high precision distance 
measuring gauges that would work reliably in the environment of an industrial continuous 
process. Coated Products Division’s main interest stemmed from possible applications in 
the measurement of paint thickness in the continuous painted strip production process (see 
Section 1.3). While the scope of the project extends only to the development of a distance 
measuring gauge, the application of coating thickness measurement is investigated even 
though it is outside the direct aim of research. The techniques described here are subject 
to a patent ([Morrison, 90]).
1.2 Organisation of the thesis
Following the description of the coating thickness measurement application are the 
specifications of a non-contact distance measuring gauge which would be suitable. The 
design of the gauge was based on these specifications. Section 1.5 details the authors 
contribution. A review of other optical distance measuring techniques was undertaken in 
Chapter Two to investigate the capabilities of alternative technologies. The study was 
limited to optical methods as light is one of the few carriers able to resolve with 
micrometer precision. The optical techniques of interferometry, triangulation, laser radar, 
and focus detection are summarised, and the strengths and weakness of each of them 
compared.
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Chapter Three contains an analysis of environmental effects on a measurement system 
based on ideal non-contact distance measuring gauges. The effect of vibrations on a final 
measurement of target thickness and target coating thickness is examined firstly. Errors 
are also introduced into the range measured by a perfectly precise gauge with a finite 
sensing area if the light source used is a laser and the target surface is optically rough. The 
statistics of the errors introduced by laser speckle and the effectiveness of a reduction 
technique completes the chapter.
The optical design of the experimental triangulation gauge forms the body of Chapter 
Four. The procedure used to design the mask and the grating used in the experimental 
gauge are outlined, including the results of simulations based on Huygens-Fresnel scalar 
diffraction theory. Although optical in nature, the CCD camera based detector is treated 
separately in Chapter Five. The different software algorithms used to extract distance 
information from the video image are discussed and compared.
Chapter Six contains the description of the practical implementation of the experimental 
distance gauge and is broken into three subsections. Details of the construction of the 
experimental gauge is followed by the procedure used to test its accuracy. Finally these 
experimental results are presented in graphical form.
The final chapter contains the implications of the test results of the experimental gauge. 
Its potential applications are reviewed, and the feasibility of the coating thickness 
measurement application discussed. Based upon the laboratory testing, recommendations 
which will improve the performance of the gauge are made.
1.3 Continuous process applications
The example of a continuous production process which will be used throughout this thesis 
is the Coated Products Division (CPD) "Number Three Paint Line" at Springhill, Port 
Kembla. The raw material that enters this process is galvanised or Zincalume1 coated 
steel strip. The strip painted has a range of widths from 700mm to 1400mm and varies in
1 Zincalume is a trade mark of BHP Steel - Coated Products Division
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thickness from 0.42mm to 1.0mm. This strip emerges painted with two coats of paint 
which have typically been baked on at 230°C . A schematic of the "Number Three Paint 
Line" is shown in Figure 1.01.
Exit
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Recoil.r
Inspection 
Shears Station
Prime Oven
Finish Oven
Prime Coater
Finish Coater
Chemical Pre-Treatm ent
Entry
Accumulator
rr\
Coil
Stitcher Uncoiler
Figure 1.01: CPD No. 3 paint line at springhill
The line runs continuously at a strip speed of about two meters per second, twenty four 
hours a day. The incoming coils of Zincalume coated steel strip are "stitched" together at 
the beginning of the line into a continuous length, then cut and recoiled at the end of the 
production line. The process is kept running during these changes by quantities of strip 
stored in entry and exit accumulators.
The points A, B, C and D represent the point where the measurements of strip thickness, 
dry bottom coating thickness, wet top coat thickness and dry top coat thickness can be 
measured.
1.3.1 Strip thickness measurement
An arrangement of two distance measuring gauges to measure the thickness of moving 
strip is shown in Figure 1.02. The strip thickness is calculated as the distance gauge 
separation, less the distance measured by the two gauges to either side of the strip.
Currently the on-line measurement of strip thickness is performed using X-ray 
fluorescence gauges. A motivation for finding a new type of gauge is the large sensing
4
Figure 1.02: Measurement of strip thickness using non-contact gauges
area that this type of gauge has. A large sensing area means that the thickness of the strip 
cannot be finely profiled, making measurements of thickness close to the strip edge 
impossible.
1.3.2 Coating thickness measurement
A proposal for coating thickness measurement using four distance measuring gauges is 
shown in Figure 1.03
The coating thickness measurement is made by subtracting from the strip thickness at 
station A the thickness measurement at station B delayed by an amount equal to the 
distance between the two stations divided by the speed of the strip. A measurement 
arrangement such as Figure 1.03 using non-contact optical distance measuring gauges 
held some promise of overcoming some of the disadvantages of incumbent coating 
thickness measurement.
The current technology for coating thickness measurement can also be divided into 
non-contact and contact type gauges. Contact gauges which are used throughout industry 
are the microscope and the wet coating immersion gauge. Non-contact continuous
5
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Figure 1.03: Measurement of coating thickness using non-contact gauges
techniques applied to coating thickness measurement are X-ray gauges and beta 
backscatter gauges. Microscopy is used for off-line measurements, and its domain is 
limited to dry coating thickness measurement.
There are contact gauges available to measure wet coating thickness. These function by 
immersing a pin or roller into the wet coating until it is in contact with the substrate 
surface. The height of the wet coating surface is then measured by optical or some other 
means. These gauges are used for on-line measurements, but fluid dynamic effects such 
as a " bow-wave " limit the accuracy.
Beta backscatter gauges emit a stream of radiation (electrons) directed at the surface. The 
coating is semi transparent to the radiation and a reflection occurs on the coating/substrate 
boundary. Comparison of the reflected signal with the incident signal gives a measure of 
the coating thickness. Beta backscatter gauges exhibit high accuracy and are used for 
continuous on-line measurements. However, these gauges suffer from a dependence of 
the transmissive properties of the coating and reflective properties of the substrate. Any 
change in the composition of the coating or the substrate will change the 
absorbtion/reflection characteristics and hence the apparent thickness of the coating. The 
system requires calibration for every combination of coating type and substrate.
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1.4 Measurement specifications
The specifications of a experimental non-contact distance measuring gauge aimed at in 
this project are defined in Figure 1.04 and Table 1.01.
Distance Measuring Guage
Standoff, S
Target Surface
Depth of Field, h
Figure 1.04: Definition of specifications for a non-contact rangefinder
Parameter Gauge Specification
Standoff, S 100mm
Depth of Field, h 2mm
Measurement Tolerance, e 0.5|im
Table 1.01: Measurement Specifications for the Non-Contact Rangefinder
The design specifications for standoff and depth of field are very demanding given the 
precision required. A high precision non-contacting optical gauge which exhibits such 
high standoff and depth of field has not yet been reported in the literature.
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The individual specifications were arrived at with consideration of the example 
application of coating thickness measurement in the CPD "Number Three Paint Line". A 
high standoff for the distance measuring gauge is required to ensure that passing stitches 
do not collide with the gauge and damage it. The specification for depth of field of the 
gauges is set by the range of strip thicknesses that are painted by the line and the possible 
vertical displacements of the strip during line operation. The accuracy specification is set 
by the tolerable error in the final measurement of paint thickness.
1.5 Summary of contribution
The idea for, and initial optical design of the non-contact triangulation gauge is the work 
of Dr B. R. Morrison of the BHP Steel Coating Products division.
The author has made several contributions to the project as follows. The initial design was 
investigated with respect to the potential gauge application by developing alignment 
bounds for the components of the gauging system. The approximations made in the initial 
design were then investigated by simulation. This was followed by the construction and 
evaluation of an experimental gauge to empirically verify the predicted accuracy of the 
technique. Finally, several new sub-pixel edge detection algorithms have been developed 
for application within the distance measuring gauge.
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CHAPTER TWO :
PRECISION OPTICAL 
DISTANCE MEASUREMENT
2.1 Overview
High precision displacement measurement has been dominated by the invention of the 
interferometer by [Michelson, 27]. However, when this interferometer is used to measure 
distance a reflector is required on the surface that is being measured. As mentioned 
previously, in many situations the requirement of contact with the target can be a severe 
limitation. More recent developments of the interferometer have enabled its use as a non 
contact distance measuring device [Bumashov, 85], [Kobayashi, 88].
The use of triangulation to measure distance is literally as old as the pyramids. With the 
development of high intensity monochromatic laser sources and high resolution CCD 
light sensing arrays, the accuracy of triangulation ranging has been greatly improved. 
This chapter contains a description of, and a discussion of the merits and disadvantages 
of these and other optical distance measuring techniques. The discussion is followed by 
a summary table comparing the techniques.
2.2 Interferometric measurement
Interferometry is based on techniques pioneered by [Michelson, 27] in the late nineteenth 
century and holds the promise of exceptional accuracy in the measurement of distance. 
Michelson’s interferometer is shown in Figure 2.01.
As the target mirror is moved the intensity at the detector cycles from bright to dark every 
X/2 movement of the target mirror due to the interference of the waves reflected from the 
two mirrors. If the signal at the detector drives a counter then measurements accurate to 
X/2 of target displacement are possible. For a red Helium Neon laser this precision is the 
order of 0.3|im. In order that the interferometer is able to determine whether to increment 
or decrement its fringe count, a means of displacing the reference mirror by 
approximately X/4 is needed. This is normally provided by a piezo-electric transducer. 
Alternatively, instead of moving the reference mirror, in a laser diode interferometer the 
frequency of the source may be modulated to eliminate the ambiguity [Behiem & Fritsch, 
85] [Kobayashi, 88]. In a practical interferometer a cube comer reflector would be used 
instead of the mirror to ensure the alignment of the returning beam. The requirement that
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Figure 2.01: The Michelson interferometer
a reflector be in contact with the target surface may be eliminated for some surfaces if a 
gauging arrangement similar to Figure 2.02 is used, extending the use of the 
interferometer into limited non contact metrology.
Generally however, interferometers suffer from three major disadvantages when used as 
high precision distance gauges. Firstly, they are very sensitive to air turbulence. 
Secondly, due to the fact that displacement is measured, they are unable to distinguish a 
step profile greater than X/2. Thirdly, if the interferometer must measure the distance to 
the surface without contacting it, (as in Figure 2.02) the surface variation must be much 
less than \12 over the area of the focused laser spot. This effectively puts a limit on the 
target surface roughness which will allow the gauge to function.
Some progress has been made to overcome the first two problems. Heterodyne 
techniques [Dukes & Gordon, 70] used in the HP5525A interferometer overcome many 
of the problems of air turbulence.
Absolute distance measurement using an interferometer is possible by using a Frequency 
Modulated laser diode as the source [Bumashov, 85], [Kobayashi, 88]. The schematic for 
this is shown in Figure 2.03. A frequency ramped light signal generated by a laser diode
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Coherent Source
Target
50%
Detector
Figure 2.02: Non-contact interferometric displacement measurement
is split into two separate interferometer systems. The frequency of intensity variation at 
each detector varies proportionally to the path length of that interferometer. These signals 
are then mixed, the beat frequency being proportional to the difference between the signal 
path length and the known reference path length.
The third problem with interferometric measurement imposes a limit on the surface 
profile that the gauge is measuring. For diffraction limited optics the spot size co, of a 
focused laser beam is given by:
X (2.01)
where: X is the wavelength of the light source
0! is angular aperture of the source focusing optics.
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Figure 2.03: Non-contact interferometric distance measurement
thus over any section of the surface p(x) length co,
° p ( x ) (2.02)
where: cp{x) is the standard deviation of the target surface over the length co.
The accuracy of interferometers in displacement measurements using cube comer 
reflector as targets is well known. The HP5525A achieves 25nm resolution over 60m and 
hand-held laser diode interferometers have achieved similar accuracies for displacements 
and 2|im accuracy for absolute distances over ranges of 20mm [Behiem & Fritsch, 85]. 
However when a laser diode interferometer is used to measure absolute distance to a 
rough target in a non-contacting arrangement (Figure 2.03) a reduced accuracy of 50|im 
resolution at 500mm range has been achieved [Kobayashi, 88].
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2.3 Triangulation
The use of the triangulation principle to measure distance was well known by engineers 
of ancient times and pyramids are a testimony to their skill in applying it. The technology 
of modem light sources and detectors extends this ancient technique into the field of 
precision measurement. Triangulation range sensors are generally based on the sensing 
geometry shown in Figure 2.04. A distance measuring device of this type was reported in 
[Keller, 67]. A review of similar distance measuring devices is given by [Dickson & 
Harness, 69]. A modem commercial gauge based on this principle is described in [Ortega, 
90]. Triangulation has the significant advantage over interference techniques that the 
absolute distance to the target is measured.
Detector
Target Surface
Figure 2.04: Triangulation range measurement
A laser is often used as the source so that the size of the focused spot may be reduced to 
several micrometers diameter. A method for the expansion of the depth of field over 
which the spot is close to its minimum size has been proposed by [Bickel et al, 85] using 
conical optics. However, the spot is surrounded by concentric rings of diminishing 
brightness. When affected by the speckle1 generated by an optically rough surface these
1 The phenomenon of laser speckle w ill be discussed in Section 3.3.
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rings introduce additional uncertainty into the position of the central spot [Dremel et al, 
86]. Similar optics have been used by [Idesawa & Kinoshita, 86] in the design of a 
triangulation gauge that simultaneously measures both the distance to the target surface 
and its inclination. The high intensity of a laser spot has the additional advantage that the 
gauge is able to measure the distance to targets which diffuse only small amounts of light.
The lateral position of the laser spot image along the detector is proportional to the range 
of the target from the gauge. The constant of proportionality is the tangent of the angle 
between the source and the detector. The detector most often used is the line-array CCD1 
(Charge Coupled Device) camera. A CCD camera of this type produces a sampled 
intensity profile of the imaged laser spot. The position of the spot can be evaluated from 
these samples to a sub-sample (sub-pixel) accuracy. A derivation of the optimal 
interpolation scheme for a Gaussian spot in the absence of noise has been performed by 
[Tabei & Ueda, 83]. The experimental performance of "centre of gravity" algorithms in 
the presence of speckle noise has been investigated by [Young, 86], [Lorenz, 86] and 
[Cielo & Lamontagne, 88]. The use of novel detector technology in place of a CCD array 
by [Bieman et al, 87] allowed an improvement of measurement speed to several hundred 
kilohertz and accuracy to be maintained for very small triangulation angles, 0. However 
this is at the expense of precision when the triangulation angle is greater.
Triangulation gauges suffer from two major limitations on their accuracy. Firstly, the 
strong dependence of the range measurement on the angle between the source and 
detector means that the measurement obtained is very sensitive to small errors in this 
angle which could easily occur in practice through vibration or thermal expansion. 
Secondly, if a coherent source is used, the image of the spot is corrupted by speckle noise 
due to the rough nature of many target surfaces. This will be discused further in Section
3.2. The errors introduced into triangulation ranging by speckle noise may be reduced by 
using an astigmatic laser spot [Cielo & Lamontagne, 88]. A method for the reduction of 
the sensitivity of the triangulation technique to errors in the source-detector angle is 
investigated in this thesis. The technique was first proposed by [Morrison, 90] and 
comprises two laser sources generating converging beams with a extremely stable angle
1 The operation of CCD sensors and detection algorithms w ill be discussed in Section 5.2.
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of convergence and source separation. Previous dual beam triangulation gauges are 
described by the patents [Milnes, 61] and [Smith, 85]. These, however, lack the reduced 
sensitivity that is possessed by the distance measuring gauge of this thesis.
The accuracy obtained by [Cielo & Lamontagne, 88] of 3.5|im when measuring the
distance to a surface with 2.5|im roughness is an example of the results that may be 
achieved using triangulation gauges to measure distance. While triangulation distance 
gauges are not in the same realm of precision as some interference gauges, triangulation 
gauges have no requirement to contact the surface under measure. This, coupled with 
large ranges and depth of fields, makes them a candidate for use in metrology of 
continuous production process.
2.4 Autofocus
Microscope based systems for measuring surface profile are widely used to map the 
surface profile of many surfaces [Dobosz, 83] [Lou et al, 84] [Kleinknecht & Meier]. The 
principle of operation is to focus a laser spot onto the surface being profiled, keeping the 
spot in focus by means of mechanical servo system driving the focusing lens. The surface 
can then be profiled by measuring the movement of the lens by a traditional contact 
measurement technique such as an LVDT. A variant of this method is used to read optical 
disks. A simplified diagram of the method is shown in Figure 2.05.
Very precise measurements of displacement have been achieved using these devices. For 
example [Dobosz, 83] achieved a resolution of O.ljim over a millimetre range. The slow 
rate of measurement of these devices has been improved by [Lou et al, 84] realising a 
lOnm accuracy over a range of several fim.
The significant drawback of using these devices for non-contact distance measurement 
outside the laboratory is the close proximity to the measurement surface required for 
operation. A contribution in this area has been made by [Dabbs, 88]. This gauge brings 
the laser to a line of focus, rather than a spot used in previous profilometers, and has the 
possibility of a tradeoff between depth of field and resolution. One of these combinations 
is a resolution of 0.5|im at a range of twenty millimetres. Of the techniques discussed in 
this Section it is the only one suitable for monitoring a continuous production process.
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Figure 2.05: Optical profilometer schematic
2.5 Laser radar
The principle of laser radar is to generate a short pulse of light and calculate a measure of 
distance to the target by the time it takes to return. Thus laser radar gauges have the 
advantage of measuring absolute distance, not displacement. Laser radar however suffers 
from a lack of accuracy over short distances. This is not surprising as when the 
measurement range decreases for this type of gauge, the time resolution required in order 
to maintain the gauge relative accuracy becomes prohibitive. For example, measurement 
of distance to an accuracy of 10|im at a range of 100mm requires a time resolution of 0.06 
picoseconds at the detector. Due to its unsuitability for short range measurements, laser 
radar will not be discussed.
2.6 Summary
The following table compares the various techniques for distance measurement outlined 
in this chapter including the criteria which are defined as the objectives of this thesis:
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Technique Accuracy Absolute
Distance
Contact/ 
Non Contact
Stand off Depth of 
Field
HP 5525A 25nm Relative Contact 60m 60m
[Bieman et al, 87] 0.3mm Absolute Non Contact 3m 90mm
[Kobayashi, 88] 50pm Absolute Non Contact 500mm unknown
[Cielo & 3.5pm Absolute Non Contact unknown unknown
Lamontagne, 88]
[Dabbs, 88] 0.5pm Absolute Non Contact 20mm 0.5mm
Specification 0.5pm Absolute Non Contact 100mm 2mm
Table 2.01: Comparison of Distance Measuring Techniques.
None of the above methods fully meets the specification required for coating thickness 
measurement. However the three methods of [Kobayashi, 88], [Cielo & Lamontagne, 
88], and [Dabbs, 88] are all able to measure absolute distance and are close to the 
specified gauge requirements.
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CHAPTER THREE
ENVIRONMENTAL
CONSIDERATIONS
19
• •
3.1 Overview
In this chapter, the errors introduced into gauging strip thickness and coating thickness 
purely by the environment are examined. It assumed here that ideal error free distance 
measuring gauges are available. These ideal gauges measure distance to an infinitely 
small area on the surface of the target with absolute precision. The effect of laser speckle 
when the gauge sensing area is not infinitesimal is also discussed. This investigation has 
been performed to analyse the feasibility of using an array of distance measuring gauges 
to measure target thickness and coating thickness, and also to set accuracy and alignment 
specifications for an array. The analysis will first develop a deterministic relationship 
between gauge and target parameters ( such as component misalignments ) and the 
resulting effect on accuracy. If the actual misalignments were constant they could easily 
be compensated for in a calibration step. However, the analysis is useful in comparing the 
relative effects of dynamic misalignments in the various parameters. An empirical record 
of the surface of steel strip is used to calculate an exact lateral alignment requirement for 
the gauge. An approach which could be adopted in satisfying an overall gauge tolerance, 
such as the error specified in Chapter One of 0.5fim, would be to keep each individual 
contribution to the error of the gauge to less than 0.1 Jim. This would allow twenty five 
separate independent sources of such an error before the total gauge error exceeds the 
0.5|im tolerance.
3.2 Alignment of gauges for thickness and coating thickness 
measurement
3.2.1 Frame for gauges
The use of distance measuring gauges to measure thickness or coating thickness requires 
them to be mounted on a frame on either side of the target under test. This demands a 
supporting structure of sufficient rigidity such that the distance, /, of Figure 3.01 between 
the two gauges is constant to within the specified thickness gauge error e.
A candidate for this structure is the "C" frame as shown in Figure 3.01. If very accurate 
thickness measurement is required it is unlikely that any frame will attenuate the vibration
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Figure 3.01: Frame for strip thickness measurement
of many industrial environments to within the specified precision e . However even if the 
gauge length / varies by more than e all that is stricdy required to maintain the gauge 
accuracy is that this variation in / be known more precisely than e.
Suggestions for a possible frame to hold the distance measuring gauges is given for 
background information only and will not be discussed further. The scope of this thesis is 
limited to the development of a distance measuring gauge.
3.2.2 Lateral alignment of gauges
The effect of any lateral misalignment of the measurement points of the distance gauges 
on either side of the target surface depends on the properties of the surface.
Since only a statistical description of the target surface is likely to be available, a 
statistical description of the gauging error has been formulated. If as shown in Figure 3.04 
the measurement point of one gauge is laterally misaligned from the measuring point of 
the other gauge by Ax, the resulting error in thickness measurement is:
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Figure 3.02: Lateral misalignment of gauges in thickness measurement
« = Pi(x0) - p l(x0 + Ax) ...(3.01)
where: P\(x), p2(x) are functions describing the top and bottom surface of the strip.
Assuming that a Gaussian process is a good statistical description of p^ix), which will be
shown to be not unreasonable for the surface of a steel strip, the error e has a Gaussian 
distribution with a variance given by:
oî = 2x(C,i(0)- C„(Ax)) ...(3.02)
where: CPi(x) is the autocovariance function of Pi(x).
That is, the variance of the error introduced is proportional to the amount of correlation 
(covariance) between the target surface and itself displaced by an amount Ax. This may 
be derived from the theorem for the expected value of the product of two random 
variables. The statistics of the target surface have been calculated for the example 
application of measuring the thickness of steel strip. A histogram of the amplitudes of
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steel strip variation with a Gaussian distribution of the same mean and variance 
superimposed is shown in Figure 3.05(a). The standard deviation of the steel strip surface 
roughness (^/CPi(0)) is 1.94jim.
Strip Surface Height, y (um)
Figure 3.03(a): Amplitude distribution of steel strip surface roughness
The previous analysis has shown a relationship between the surface roughness properties 
of the target and the variance of the output of a thickness measuring gauge. The target 
surface properties may be thought of as setting a lateral alignment specification for a 
particular thickness measurement application. From equation 3.02 an alignment Ax for 
99% confidence that the error, e, will be less than 0 .1pm may be calculated. Based on the 
example Zincalume coated steel strip statistics of Figure 3.03(b) this lateral alignment 
requirement was calculated to be 0.023}im. This is a very severe alignment criterion and 
could not be achieved in practice. However, this calculation assumes that an 
instantaneous thickness measurement is required. If the exact thickness profile 
Pi(x)- p2(x) is not required, but simply the average thickness over some finite area, then 
the lateral alignment requirement of the two gauges may be greatly relaxed. This is 
examined quantitatively in Section 3.2.5.
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Figure 3.03(b): Autocovariance function of steel strip surface roughness
3.2.3 Angular alignment of gauges
An error is introduced into the measure of target thickness if the two distance gauges are 
misaligned by an angle e. The error introduced is:
e =SX 1
.cose
...(3.03)
The angular misalignment also causes a lateral misalignment of the measurement points 
on the surface of the target of ^ ta n e . This must be smaller than the lateral alignment 
requirement calculated in Section 3.3.2. However in general it is not the absolute value 
of 8 that is important, as this can be removed by a suitable calibration procedure. It is the 
variation in e which leads to an error in thickness measurement. This is discussed in the 
next section.
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Figure 3.04: Misalignment errors in thickness measurement
A further error due to angular misalignment occurs in the coating thickness configuration 
of distance gauges of Figure 3.04. The error in gauging occurs if there is an angular 
misalignment between the axis of two thickness gauge frames. The error introduced by a 
misalignment angle of <|) degrees is:
e - d 1
_ C O S < |)
...(3.04)
where: d is the thickness of the strip.
In a practical coating thickness gauge, such as that given by the specification of Section
1.3, d is several orders of magnitude less than the standoff of the gauge S{. However due 
to the greater separation in space of the two gauges, the misalignment § is likely to be 
considerably higher than e. Figure 3.05 shows a graph of the error in ranging given the 
gauge specifications of Table 1.01 and assuming the bound on misalignment e in both 
frames of the coating thickness arrangement to be equal.
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1
Figure 3.05: Graph of gauging error vs. angular misalignment 
For (a) 0=0.0° (b) 0=0.5° (c) 0=1.0° (d) 0=1.5°.
3.2.4 Vibration of supporting frame
Initially the errors due to angular misalignments may appear to be a deterministic error in 
thickness and could therefore be removed by calibration. This is not completely true. 
Many dynamic conditions can lead to changes in gauge alignment and the corresponding 
accuracy of the thickness measurement system. Two major contributors to dynamic 
changes in the alignment of the gauges are thermal expansion of the frame and its 
supports, and vibration of the frame and target. The effect of thermal expansion is a 
slowly varying change in alignment and could be compensated for by periodic automatic 
recalibration. The effects of vibration may be reduced by the introduction of an averaging 
filter.
In the strip thickness and coating thickness measurement application, vibration of the 
target (the strip) may cause problems. There is likely to be angular movement of the strip 
which exceeds the bounds given in Section 3.2.2 and 3.2.3 and also is of a wavelength 
which falls between the attenuation of the averaging filter and the recalibration period. 
This would lead to errors in a strip thickness gauge. In a coating thickness gauging
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arrangement the additional errors introduced by variation in <j> depend on the correlation 
of the vibrations at each thickness measuring station. In a practical production line these 
stations would be separated by several meters. The vibrations at each frame are therefore 
likely to be uncorrelated to some extend. These uncorrelated vibrations would introduce 
errors into a coating thickness measurement system. A misalignment in e of only 0.08° 
or a misalignment in $ of 0.5° will produce an error of 0.1 |im
3.2.5 Temporal averaging to reduce alignment requirements
As the distance measuring gauges being considered faithfully reproduce the variation in 
distance to the target surface (the input) as an electronic signal at their output, it is 
irrelevant whether any averaging that occurs during the measurement process occurs at 
the gauge output or is inherent in the optical detector at the input of the gauge. A temporal 
average of the gauge output over a period T will be considered equivalent to a spatial 
average of the strip surface over a length vT, where v is the velocity of the strip.
g(x)
1/X
Figure 3.06: Impulse response of averaging filter of length X
The statistics of a Gaussian stochastic process after it is passed through a linear system 
may be determined analytically. The averaging filter introduced in Section 3.2.2 is a linear 
system with impulse response given in Figure 3.06. The autocorrelation of this impulse 
response is a triangular wave rising linearly from zero at x=0 to a maximum of 1/X at x=X 
and then returning linearly to zero at x  = 2 x X .  The autocovariance of the averaged 
surface may be calculated by convolving the autocorrelation of the filter impulse response
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with the autocovariance function of the input process. The autocovariance function of 
steel strip averaged over one video frame time ( 40mm of strip surface ) is shown in Figure 
3.07.
Figure 3.07: Autocovariance function for averaged strip surface
When the autocovariance function of Figure 3.07 is compared to the autocovariance of the 
unfiltered strip surface shown in Figure 3.03(b), the height and the slope of the function 
around its maximum have been greatly reduced. The standard deviation of the averaged 
steel strip surface roughness (yCpJO)) is only 0.052jum. These factors both contribute to 
a reduction of the lateral alignment requirements of Section 3.2.2. The lateral alignment 
requirement calculated from equation 3.02 and Figure 3.07 for a set of gauges which 
average over one video frame period (40mm) is Ax = 1.6mm.
A temporal average of either the input or output of the gauge will also greatly reduce the 
error introduced into the gauge by vibrational misalignments of the gauge length, / and 
the gauge angles $ and e. If the autocovariance function of the variation in these 
parameters were available, the reduction in the variance of the Gaussian stochastic 
process describing the misalignments of the gauge could also be calculated in a manner 
similar to the above.
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3.3 Laser speckle
A speckle pattern is formed when coherent light is either reflected from a surface, or 
propagates through a medium, which has significant variation on the scale of a 
wavelength. The mechanism by which these grainy patterns are generated is Kirchoff 
scalar diffraction theory which will be discussed in Section 4. When nearly 
monochromatic light is reflected from a rough surface the optical wave resulting at any 
moderately distant point consists of many coherent components or wavelets, each arising 
from a different microscopic element of the surface (Figure 3.08). The distance travelled 
by these various wavelets may differ by several or many wavelengths if the surface is truly 
rough. Interference of the dephased but coherent waves results in the random granular 
pattern of intensity called speckle. The phenomenon of laser speckle is especially 
important in the development of a laser based distance measuring system as the random 
speckle component of the received optical signal is the major contributor to the error in 
the detection system of any laser triangulation technique.
Figure 3.08: Physical origin of speckle for (a) free space propagation and (b) an imaging
system.
In the imaging geometry of Figure 3.08(b) speckle will form in a similar manner to that 
explained for Figure 3.08(a) provided that the spatial "impulse response" of the imaging 
system is broad compared with the microscopic variation. This is true for most practical 
imaging system apertures. That is, the light wave at any point in the image plane the is 
sum of contributions from several adjacent microscopic elements of the surface.
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The speckle patterns considered here are those arising from a reflection from a rough 
surface of uniform reflectivity which has roughness greater than the wavelength of the 
incident light. Under these conditions the statistics of the speckle pattern are independent 
of the statistics of the rough surface to a good approximation. The speckle pattern for 
polarised light illumination of a rough surface which does not depolarise the scattered 
light will be analysed initially. The effect on this result of a surface which depolarises the 
scattered light will then be discussed. The speckle statistic of interest is the intensity 
distribution of the speckle, the coefficient of variation of this being a good measure of 
speckle contrast. The other statistic of interest is the autocorrelation function of the 
speckle pattern which supplies information about the "coarseness" or "average speckle 
width" of the speckle pattern. The autocovariance function for the image of a speckle 
pattern is especially important in further analysis as it allows theoretical predictions of the 
reduction in gauge errors due to averaging.
3.3.1 First order speckle statistics
The derivation of the probability density function of speckle intensity for a rough surface 
of uniform reflectance is summarised in [Goodman, 84]. It is a negative exponential 
distribution:
P(i) = -e~ ‘ ...(3.05) 
where: /  is the mean intensity of the speckle pattern.
The coefficient of variation of this distribution is unity. These theoretical speckle 
intensity statistics were verified experimentally by [McKechnie, 74] who made 28,000 
measurements of speckle intensity.
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Figure 3.09: Intensity distribution of laser speckle
3.3.2 The intensity sum of two speckle patterns
The intensity distribution of the sum of two speckle patterns is important as it is the 
intensity distribution that would be measured in practice as the sum of two polarisation 
components of the scattered wave. Given two speckle patterns Aj(x,y) and A2(x,y), 
=I A(x,y)  |2 represents the intensity of light field at (x,y). That is, A(x,y) is the 
light amplitude field at (x,y). If Ax(x,y) is uncorrelated with A2(x,y) the intensity 
distribution of the sum is given below in equation 3.07 for fields with average intensities 
of Xl and 7^ respectively. Therefore if the light amplitude fields A^x.y), A2(x,y) are 
correlated the problem is to decompose them into two uncorrelated basis fields which can 
be then be added. A compact representation of the correlation between the two fields is 
a "coherency matrix" or cross correlation matrix C:
...(3.06)
where: <> represents a spatial average.
* represents complex conjugation.
<A,A2’ > 
< a ,‘a 2> <| A212>_
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The two basis fields of mean intensity ^  are given by the eigenvalues of the matrix, 
and the intensity distribution of the resulting field is:
= X<2
L ...(3 .07)
7
P(i) =
— e~h
X\
— X2 X
The coefficient of variation of this distribution is always less than one. That is, the error 
introduced into a detection system by the sum of two speckle patterns which are not 
perfectly correlated is less than that introduced by a single speckle pattern.
Figure 3.10: The intensity distribution for the sum of two speckle patterns for different 
levels of inter-pattem correlation (a) 1 (b) 0.7 (c) 0.5.
The problem where a rough surface depolarises the light it scatters can be solved by 
considering the two orthogonal polarisation components of the speckle pattern adding on 
an intensity basis as above. The correlation between the two components is proportional
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to the extent of the depolarisation at the rough surface. Thus Figure 3.10 can be 
interpreted as the intensity distribution for different levels of scattered light 
depolarisation.
3.3.3 Autocovariance function of image plane speckle
The autocorrelation function of image plane speckle is a two dimensional function and is 
proportional to the squared modulus of the intensity transmittance of the lens pupil 
I P(x,y)  |2 shown in Figure 3.11. For a circular aperture of diameter D, the autocovariance 
function of image plane speckle is (from [Dainty, 84]):
/ i ( v )  2Cfr)  =  21 ■ I - y M  I2 ...(3 .08)
\z
where: \  is the wavelength of the coherent source.
Jx(r) is a first order Bessel function.
Figure 3.11: Formation of image plane speckle
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If the average speckle width”, x is defined as the value of r when the autocorrelation
function of the speckle pattern first cuts the mean intensity /  (i.e when equation 3.08 first 
cuts zero) then:
where: M is the lens magnification.
F is the aperture ratio of the lens ( "f number").
3.3.4 Spatial averaging to reduce speckle
Just as an averaging filter was able to reduce the error due to misalignments caused by 
vibration, averaging will reduce the error in detection of a received optical signal. Since 
an image plane speckle pattern moves as the surface generating it does [Dainty, 84], a 
stationary detector viewing a moving rough surface will integrate the speckle pattern over 
an exposure time. The improvement obtained depends on how much intrinsic averaging 
there is in the detection hardware and algorithm. The reduction of speckle noise through 
averaging will be discussed in Chapter Five.
3.4 Summary
The total error in gauging due to environmental factors for an ideal distance gauges is the 
sum of several deterministic and stochastic components. The deterministic components 
are the misalignments of the gauges when there is no vibration present. These 
deterministic components are not very serious, as they can be removed by suitable on-line 
calibration steps. The stochastic contributions to the error are the changes in angular
...(3.09)
converting this to a form more useful when dealing with camera lenses:
x ~ \2 (\+ M )X F ...(3.10)
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alignment due to vibration, the effect of the vibration on the gauge length itself, the 
contribution due to laser speckle and the contribution from lateral misalignment of the 
measuring points.
If the thickness of the target strip alone is measured the alignment requirements calculated 
can be met. In this case the lateral alignment is the physical alignment of the two gauges 
in space. However when an attempt is made to measure the thickness of a coating on the 
strip by comparing the measurements of two thickness measuring stations several metres 
apart the alignment requirement becomes more stringent. In a coating thickness 
measurement arrangement the measurements from the upstream thickness measuring 
gauges must be delayed precisely before comparison with the downstream thickness 
measuring gauges in order to guarantee that the same piece of strip is being measured. 
Even with an averaging period of one video frame time ( 40mm of strip surface) the delay 
between comparison of the two thickness measurement frames must be precise enough 
that the two frames are "aligned in space" to within the lateral alignment requirement of 
1.6mm.
Introducing more averaging into the system cannot be thought of as a panacea for all ills. 
Averaging is only effective in reducing the high frequency surface roughness of the strip 
surface. The only way of eliminating error due to slowly varying roll-imposed surface 
variation in a coating thickness measurement system is by comparing the thickness of the 
coated and uncoated strip when they are aligned to much less than the wavelength of the 
roll-imposed variation. This is an upper limit for the lateral misalignment. Inherent 
averaging within the gauge also introduces a delay between measurements which must be 
tolerable for the intended application.
Another concern in using distance measuring gauges to measure coating thickness in a 
continuous production process is the problems that may be caused by vibration and 
twisting of the strip. The main concern is whether the gauge separation, / of the frame that 
the thickness gauges are mounted on can be monitored to an accuracy of better than 
0.1pm. A secondary concern is whether the strip will twist more than 0.5° (i.e. 0=0.5°) 
between the uncoated and coated strip thickness measuring gauges. Both of these events 
depend on the environment in which the gauge will operate, but are very possible in many 
continuous production processes.
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The speckle patterns generated when laser light is reflected from an optically rough 
surface are a major source of error in a high precision laser based distance measuring 
gauge. The effects of laser speckle may be reduced by using an unpolarised laser, the 
smallest aperture ratio (f-number) possible and using light of a smaller wavelength. 
"Speckle noise" is significantly reduced by any averaging inherent in the light detection 
system.
In summary the use of distance measuring gauges to measure the thickness of steel strip 
to a high precision in a continuous production process is feasible if using a gauge which 
includes an averaging period and a regular automatic recalibration cycle. The feasibility 
of using distance measuring gauges to measure the thickness of a coating applied to this 
steel strip is not as promising.
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CHAPTER FOUR 
OPTICAL DESIGN
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4.1 Overview
The non contact optical rangefinder (NCOR) has been optimised for use in a continuous 
production process. The design specifications from Section 1.1 being:
(i) non-contact distance gauge
(ii) precision <0.5 }im
(iii) standoff >100 mm
(iv) depth of field > 2 mm
The particular application focused on with this gauge is the thickness measurement of 
continuously moving strip, thus the high required standoff to avoid damage to the gauge. 
The gauge which most fully satisfies these requirements is the gauge of [Cielo & 
Lamontagne, 88]. The results obtained by the afforementioned have shown that a 
triangulation gauge of type shown in Figure 4.01(a) is capable of achieving accuracies 
approaching that of interference gauges. Although the gauge developed by [Cielo & 
Lamontagne, 88] performs well in the laboratory, it is not well suited to high precision 
measurement in an industrial environment. The reason for this is the high sensitivity of 
the gauge to a change in the triangulation angle between the laser source and the detector. 
For the sample triangulation gauge of Figure 2.04, if x is the position of the spot on the 
surface of the target then the measured range z is
x
z —------
tan0
differentiating z with respect to 0
=>
*maxA8
sin20
...(4.01)
...(4.01a)
For the error A7llial to be less than 0 .1pm for — 4mm and a triangulation angle of 0 — 
30°, the error in triangulation angle, A0, has to be less than 1.3 seconds of arc. These 
angular variations could easily be caused in an industrial environment by thermal
expansion or vibration.
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Figure 4.01: Two triangulation schemes
An alternative triangulation scheme to the "beam and line of sight” method is a 
converging beams methodology, as shown in Figure 4.01(b). In this scheme two beams 
are projected onto the target, the angle between them known. The diffuse reflections of 
each of them from the target surface are imaged onto an extended photodetector. The 
displacement between these imaged spots is proportional to the absolute distance from the 
measuring device to the target. Although for this system to be accurate the angle between 
the two beams must be known precisely, the alignment of the detector with each of the 
sources can be relaxed. The precise angle used for triangulation in this case is the angle 
between the two beams, not either of the beam-detector angles. This dual beam method 
has considerable advantage over the single beam triangulation scheme when combined 
with a very stable, precise method of generating a pair of converging beams with known 
angle of convergence.
The remainder of this Chapter contains an outline of how such a pair of converging beams 
may be generated from a single beam using a diffraction grating, followed by an 
investigation of the effects of misalignments and approximations involved in this method. 
The use of a diffraction grating to generate a pair of converging beams was first proposed 
by [Morrison, 90] and the following sub-section is a summary of his work.
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Two converging beams may be generated from a single collimated laser beam by the 
method shown in Figure 4.02.
4.2 Generation of converging beams
Figure 4.02: Generation of converging beams
Firstly the beam is passed through a double slot aperture to generate two collimated 
parallel beams. These beams then illuminate a diffraction grating. The exact intensity 
distribution of the light after it has passed through the grating may be calculated using 
scalar diffraction theory, but a useful macro-description of a diffraction grating is to treat 
it as an optical component which merely splits an incident beam into a number of 
diverging secondary beams or "orders". The relationship between the angle of divergence 
of these beams and the grating parameters is given in Figure 4.03.
where d is the ruling spacing of the diffraction grating.
0 is the angle from the direct path.
m is the "order" of the beam.
X is the wavelength of the incident light.
\j/  is the incident beam misalignment from the normal of the grating.
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m =0
. a . mX sin0-sin\|/ = — - 
a
Figure 4.03: Macro-description of diffraction effects
...(4.02)
If the two parallel collimated beams of Figure 4.02 are incident on the same diffraction 
grating the first order diffracted beam of one and the "negative first" order diffracted beam 
of the other will be a pair of converging beams. The other diffracted orders are spatially 
separate from this converging beam pair and may be ignored. The mask which controls 
the shape of the final beam is fabricated onto a plate which directly attaches to the grating. 
The design details of this mask are discussed in Section 4.4.1.
A problem with this configuration is that the brightest centre portion of the Gaussian 
intensity profile incident beam is masked out when the two parallel beams are generated. 
This means that a large proportion of the incident light is wasted. Alternative schemes 
which do not waste incident light are to use a prism or another diffraction grating to split 
the original beam into two diverging beams before recombining them with a second 
diffraction grating. This method, shown in Figure 4.04, allows the use of a lower power 
laser because it does not waste incident light. It also allows a smaller less expensive beam 
expander to be used.
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Coherent Light
Figure 4.04: Alternative converging beams arrangement
4.3 Sensitivity to disturbances
Unlike Chapter Three where the inter-alignment requirements of ideal gauges were 
discussed, here the alignments of components within a single real distance measuring 
gauge are discussed. The three disturbances examined are tilting of the target, tilting of 
the collimated beams incident on the grating and expansion of the grating itself.
4.3.1 Tilting of target
Tilting of the target about an axis parallel to the axis of the mask slot aperture introduces 
an error into a converging beam range gauge. This is shown in Figure 4.05. The relative 
error in gauging as a function of 5 and 0 is given by equation 4.03. A derivation of this 
equation is given in Appendix 2.
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Figure 4.05: Misalignment of converging beam gauge with target
= 1 -
cos 0 cos 5 1 1
cos(0 + 5) cos(0-5)_ ...(4.03)
For a 2mm depth of field and a convergence angle of 30°, this corresponds to an alignment 
requirement of 5 = 0.1° for the maximum error to be less than 0.1 \\m (see Figure 4.06).
Figure 4.06: Graph of Error vs. misalignment of target for 0=30°, 2mm depth of field
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Tilting the collimated beam of Figure 4.02 away from normal incidence on the grating 
introduces an error in ranging into the gauge. The effect of misaligning this incident beam 
from the perpendicular by \\f degrees, may be calculated using the approximate diffraction 
grating formula, equation 4.02.
The error produced in the angle of convergence of the two converging beams by a 
misalignment of the incident beam illuminating the grating is given by equation 4.04. A 
derivation of this equation is given in Appendix 2.
4.3.2 Tilting of collimated beam
A6 = 2
sm-i
(X  > 
— + sin\y 
l a
+ sin-i
(X  ̂
- - s in  \\f
V J-
-sm -iUJ ...(4.04)
where: A0 is the error in the angle of convergence of the two beams.
X is the wavelength of the coherent source.
V is the misalignment from the normal to the grating of the incident beam. 
d is the spacing of the diffraction grating rulings.
For typical gauge parameters of X = 633nm and d = lmm/300, a misalignment of \\r = 1°
leads to a substantially reduced change in the angle of convergence of the beams, A0, of
6.3 seconds of arc. A graph showing the effect of alignment error is shown in Figure 4.07.
For the case of the beam being pre-split in order not to waste light, any misalignment of 
the beam splitting component must also be taken in to account If a grating is used as the 
beam splitter, the misalignment of the diverging beams on the output side of the grating 
will be substantially aligned to the normal of the grating for small misalignments of the 
incident beam. This reduction in misalignment can be seen by examining the relationship 
between 0 and \|f in equation 4.04. Thus assuming the alignment tolerance of the first and 
the second gratings to be equal in the case of a two grating design, the error in the angle 
of convergence of the measurement beams is almost totally due to the misalignment of the 
final grating with respect to the normal of the first.
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Figure 4.07: Graph of error in convergence angle vs. incident beam misalignment
4.3.3 Expansion of grating
A physical change in size of the diffraction grating would severely affect the accuracy of 
a converging beams triangulation gauge of the type described. Any expansion or 
contraction of the grating would change the angle of convergence of the beams by virtue 
of the change in the spacing of the grating rulings. This can be counteracted to some 
extent by fabricating the diffraction grating from a material with a low coefficient of 
thermal expansion such as fused silica. The coefficient of thermal expansion of fused 
silica is 7.9 x 10'7 °CT1. Temperature control of the grating, or compensation for grating 
temperature changes with a microcomputer would also have be implemented in unstable 
thermal environments.
4.4 Design of diffraction grating
4.4.1 Mask design
For reasons to be discussed in Chapter Five "Digital processing" it is advantageous for the 
optical detection system if the beams project a rectangular intensity pattern on the surface.
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Breaking each of the pair of converging beams into multiple parallel beams also holds 
advantages in improving the accuracy of detection of overall position of the beams. Both 
of these methods of improving detection accuracy are possible by placing a mask with slot 
apertures before the diffraction grating, provided the slot width is greater than a 
wavelength of the incident light. The mask breaks up the two parallel beams into multiple 
regularly shaped sub-beams. This parallel set of sub-beams is then forged into converging 
sub-beam sets, incident on the target, by the diffraction grating. Three possible 
arrangements of these mask slot apertures and the corresponding intensity distribution of 
light on the surface of the target are shown in Figure 4.08.
Figure 4.08: Grating masks and corresponding target intensity distributions for a target
slightly displaced from the beam intersection.
Masks (b) and (c) hold an obvious advantage over mask (a) in that the intensity 
distribution projected by the left and right hand converging beams are spatially separate. 
This means the position of each projected intensity pattern can be easily and 
independently calculated. All of the masks have the additional advantage of a built in
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immunity to errors in ranging generated by a particular tilt of the target. The effect of 
tilting the target about an axis perpendicular to the projected mask patterns is shown in 
Figure 4.09.
(a ) (b) (c)
Figure 4.09: Effects of tilting the target about an axis perpendicular to the axis of the
mask apertures.
If the position of the centres of each bar are evaluated and range is calculated as the 
difference in position between these two sets of centres, then the calculated range is 
independent of small tilts of the target about the axis shown.
However in considering the relative advantages of the mask patterns of Figure 4.08 (a), 
(b), and (c) the intensity profile of the beam of light incident on the mask must be taken 
into account For the single beam system of Figure 4.02, the expanded laser beam 
incident on the mask will have an approximately Gaussian intensity distribution. Mask 
(a) in this case will project the brightest set of sub-beams onto the target, followed by 
mask (b) and (c). This occurs because the apertures of mask (a) are more central than 
those of its counterparts.
For the constructed experimental gauge a mask of type similar to Figure 4.08 (b) was 
fabricated.
4.4.2 Base grating design
The optimal angle of convergence in a converging beams distance measurement system 
can be calculated from the field of view of the detection system and the depth of field over 
which accurate ranging is required (Figure 4.10).
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where /  is the field of view of the detector.
h is the depth of field of the gauge.
Figure 4.10: Calculation of beam angle of convergence
The use of a mask which splits each beam into a number of parallel beams allows the 
position of each beam to be detected more accurately as the position of several sub beams 
may be averaged to produce the final beam position. The use of mask (b) of Figure 4.08 
would produce a pattern in the field of view of the camera similar to Figure 4.11, when 
the target is in the middle of the field of view of the gauge.
The optimal angle of convergence ,0^, which allows each beam to move through the full 
field of view as the target moves through the full depth of field, is given by equation 4.05:
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where rmin is the minimum width of a sub-beam projected on the image, below 
which the detection of the sub-beam position is inaccurate.1 
w is the total width of the beam
Figure 4.11: Image of converging beams projected onto the surface of the strip.
60p, = tan / - w  h . .(4.05)
And from equation 4.01 the range z is given by:
z = - ------ xf - w
.(4.06)
If the uncertainty in measuring the position of a single sub-beam is Gaussian distributed 
with standard deviation a  then the uncertainty in range when multiple sub-beams are used 
is given by:
1 This width may be determined by a simulation based on scalar diffraction theory. This is performed in Section 4.5.
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h a
...(4.07)
An optimum number of sub-beams, n, where n — may then be found by minimising 
this expression with respect to w.
For depth of field h = 2mm, detector field of view / =  8mm and = 0.5mm the beam 
width, w, is 2.66mm. That is, the optimum number of sub-beams is 3, and Qopt = 69°.
In many cases however, the optimum angle of convergence 9 can not be achieved. This 
is due to the fact that large angles of convergence will require a very large baseline (see 
Section 4.1) in a converging beams gauge. A large baseline is undesirable because it 
requires a very wide (and expensive) grating. Given a restriction in baseline b^  the 
maximum angle of convergence of the beams, 0 is given by equation 4.08.
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Figure 4.12: Variation in gauge error vs. sub-beam width.
s
...(4.08)
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0^, > 0 ,^  then 0 ^  is the best angle of convergence that satisfies the restriction in 
baseline.
Once the angle of convergence required is determined, the physical specifications of the 
grating are easily calculated. Both ruled and phase gratings may be used to generate a 
diffraction pattern. A phase grating has a periodic variation in the substrate thickness 
across the grating, which modifies the phase of the transmitted light. However it is 
possible to manufacture ruled gratings with higher precision at a lower cost than phase 
gratings. Thus only ruled gratings will be discussed. The spacing between grating rulings 
may be calculated from equation 4.02. The ruled width of the grating is given by the 
baseline of the converging beams, and the minimum grating height is specified by the 
field of view of the detection system.
4.5 Simulation
While the basic mask structure was designed using the geometric approximation to the 
diffraction grating of equation 4.02. The final design was arrived at by a simulation of 
several mask and grating designs. The simulation was based on the "Huygens-Fresnel" 
approximation of near field diffraction patterns. However due to the proximity of the 
target to the grating several of the simplifying assumptions could not be made and were 
therefore omitted. A brief description of the theory upon which the simulations were 
based is given in Section 4.5.1.
4.5.1 Scalar diffraction theory
An intuitive description of the diffraction of waves was first given by Christen Huygen 
(1678) when through his principle that every point on a wavefront is an emitter of 
spherical "secondary wavelets". The envelope of these wavelets describing the wave 
from that time onwards. In 1818 Fresnel supplemented Huygen’s intuitive ideas with 
Youngs principle of interference. Fresnel showed that, provided some assumptions about 
the amplitude and phase of these secondary wavelets were made, a wavefront could be 
reconstructed from a previously known wavefront by the superposition of the secondary 
wavelets emitted by the previous wavefront. This can be applied directly to the 
calculation of diffraction patterns as the wavefront immediately following an aperture of
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grating is the product of a incident wavefront and the grating function. The Fresnel 
diffraction theory can then be applied to calculate the amplitude and phase of the wave at 
any point behind the grating. Kirchoff later showed that Fresnel’s arbitrary assumptions 
could be explained as a natural consequence of the wave nature of light. Although 
Fresnel’s theory and Kirchoff’s formalisation of it were proved to be only an 
approximation by [Sommerfeld, 1896]. Experimentally Fresnel diffraction theory 
produces very accurate predictions of diffraction patterns. A history of the development 
of scalar diffraction theory and a derivation of the diffraction equations can be found in 
[Goodman, 68].
Figure 4.13: Diffraction of light by an aperture
The "Huygens-Fresnel" approximation is given by:
U ( x0, y 0) =  j j  h (x0, y 0<x v y l ) U ( x l , y i )dx1dyi
(jkrm)
exp cos(/z,r01) ...(4.09)
>01
exp |; yz K*o “ *i)2+ Cyo -  ̂ i)2! j
or-H
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The final approximation to h (j^, y ^ l9 yx) of equation 4.10 is valid for:
...(4.11)
which could not be made in the case of the simulations performed due to the proximity of 
the target to the grating (~ 100mm).
At a very large distance from the diffracting obstacle defined by U(xly yx) the relationship
further reduces to one of a Fourier transform with scaling terms which defines the region 
of Fraunhofer diffraction.
4.5.2 Approach
As the rulings on the gratings are slits, variation in the profile of diffracted light other than 
along the axis perpendicular to the slits is negligible. The diffraction equation of Section
4.5.1 was reduced to a single dimensional case. The single dimensional simplification of 
the Huygens-Fresnel principle is:
This equation relates a grating function UCq) to U(x0) a complex quantity representing 
the amplitude and phase of the light on the target. The grating function £/(*i) is 
approximated for a ruled grating by a pulse train varying between 0 and 1. If the incident 
wave is assumed to be a plane wave covering the grating, a further simplification may be 
made in the simulation. For plane wave illumination of the grating, the diffraction pattern 
of only a single slit of the grating is calculated. The diffraction pattern due to the multiple 
slit grating is then calculated by superposition.
The simulation evaluates samples of the diffracted light amplitude and phase, U(x0) in the 
given region. The integration of equation 4.12 was performed using a Romberg algorithm
...(4.12)
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to a relative error of one percent. All light detectors, however, respond to the intensity of 
incident light. The intensity of the light is evaluated as the squared magnitude of the 
complex field U (Xq).
The following grating parameters were investigated by simulation: grating duty cycle, 
grating frequency, mask slot width and mask slot spacing. Of these the major 
investigation performed was to analyse the effect of the mask parameters on the fidelity 
of the sub-beam images. The objective of this investigation was to maximise the accuracy 
of detection of the sub-beam images. A simulation was also performed illuminating the 
diffraction grating with a wave converging towards the target.
4.5.3 Results
As outlined in the previous section several parameters of the mask and the diffraction 
grating and the incident illumination were investigated by simulation. Of the mask 
parameters, the mask slot width had a strong influence on the quality of the intensity 
profile of the beams on the target surface. As the position of a clearly defined consistent 
step in intensity is more easily determined than the other intensity profiles of a sub-beam 
that may be projected by the grating, a sub-beam intensity profile which is rectangular 
was regarded as being of higher quality when judging the results of the simulation. All of 
the graphs, unless otherwise stated, show the intensity profile of the first order diffracted 
beam of a 300 lines/mm grating illuminated by plane wave illumination of wavelength X 
= 632.8nm. The graphs show the intensity profile of this first order beam incident on an 
imaginary screen separated from the grating by 100mm and parallel to it. The distance%% 
axis of each of the simulation plots has its origin at the centre of the diffraction grating 
and runs parallel to it.
The first four simulation graphs show the variation in the intensity profile of the 
sub-beams on the target surface for widths of the transparent mask slot, lt, ranging from 
0.2mm to 3mm. In all of these graphs the opaque spacing between these slots, /0, is equal 
to the width of the slot (i.e. 50% mask duty cycle). The number of mask slots in each of 
the simulations was restricted to the maximum number that would fit into an 8mm long 
field of view at the target surface. All of the masks are symmetrical about the centre of the 
grating.
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Figure 4.14: Projected beam intensity profile on target for lt = 10 = 0.2mm
Figure 4.15: Projected beam intensity profile on target for lt = 10 = 0.5mm
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Figure 4.16: Projected beam intensity profile on target for lt = 10 = 1.0mm
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Figure 4.17: Projected beam intensity profile on target for lt = 10 = 2.0mm
The improvement in the quality of the intensity profile of the projected sub-beam as the 
slot width covers a greater number of ruled grating lines may be seen clearly. As the slot 
width covers more grating rulings the edges of the intensity profile become sharper and 
the variation in its plateau increases is of a higher frequency. This higher frequency
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Figure 4.18: Projected beam intensity profile on target for lt = 10 = 3.0mm
variation is also of benefit as it can be removed more easily by any averaging in the 
detection system. It can be seen that the design of the slot width of the diffraction grating 
mask is a compromise between the number of sub-beams and their quality.
One method for increasing the number of sub-beams without significantly reducing their 
quality is to keep the transparent mask slot width, lt, the same, but reduce the opaque 
margin between them, 1̂,. The results of a simulation similar to Figure 4.17 but with the 
slot spacing reduced by a factor of seventy five percent is shown in Figure 4.19.
The number of grating rulings within a mask slot also has an effect on the distance 
invariance of the shape of a sub-beam intensity profile. The fewer the number of grating 
rulings within a mask slot the greater the cyclic variation in the shape of the sub-beam 
profile as the target is displaced away from the gauge. This is a cause of concern as a 
changing sub-beam intensity profile will lead to false estimates of its position by the 
image processing algorithms of Chapter Five. An example of cyclic variation in the shape 
sub-beam profile is shown in Figure 4.20 where the target of Figure 4.15 is displaced 
away from the gauge by 10mm. This variation becomes significantly less as the number 
of grating rulings within a mask slot increases.
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Figure 4.19: Projected beam intensity profile on target for lt = 2mm, 10 = 1.4mm
Figure 4.20: Projected beam intensity profile on target as for Figure 4.15 with target
displaced by 10mm
Another method for improving the quality of the sub-beams is to reduce the wavelength 
of the incident light and correspondingly reduce the spacing between rulings on the 
diffraction grating in order to keep the angle of divergence of the first order diffracted
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beam the same. The scope, however, to reduce the wavelength of the incident light while 
still making use of inexpensive gas lasers is limited. The results of a simulation using 
exacdy the same mask as Figure 4.16 but with the wavelength of incident light and the 
ruled spacing of the grating reduced by twenty percent are shown in Figure 4.21.
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Figure 4.21: Projected beam intensity profile on target as for Figure 4.16 except X =
506nm, d = 2.6jim
The collimation of the incident beam has a strong influence on the distance invariance of 
the width of the diffracted beams. If the incident light is a converging wave, the diffracted 
beam near the point of convergence is the same as the Fraunhofer diffraction pattern of 
the grating (an impulse) shown in Figure 4.22. This pattern is totally independent of the 
mask parameters.
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Figure 4.22: Projected beam intensity profile on target as for Figure 4.19 with target
illuminated with converging beam
4.6 Practical implementation
The complete optical schematic for the experimental distance gauge is shown in Figure 
4.23.
Figure 4.23: Experimental optical schematic
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Coherent light is emitted from (a) a red helium neon laser ( wavelength 633nm). A helium 
neon laser is used due to its high coherence, visibility and low cost. Components (b) and 
(c) are lenses which together form a 50:1 beam expander. Component (d) masks the 
expanded laser beam into two parallel beams. These two parallel beams are incident on 
mask (h) which splits them into sub-beams using rectangular apertures. These two sets of 
sub-beams are made to converge towards the target by diffraction grating (i). The 
beam-splitter (e) is inserted into this optical system to allow the detector lens (f) to collect 
light diffused from the target which returns to the beamsplitter through a clear detection 
window in the mask (h) and grating (i).
As mentioned in the previous paragraph the mask (h) splits each of the two incident 
parallel beams into a number of sub-beams using a set of rectangular apertures. The 
motivation for the use of rectangular apertures stems from the means by which these 
sub-beams are detected, and will be discussed in the following Chapter "Digital 
Processing". The mask was manufactured by Francis Lord Optics, Sydney, using a 
lithographic process to deposit a thin layer of aluminium on the surface of a fused silica 
window. The mask slot width was chosen as a compromise between the number and 
fidelity of the sub-beams from the results of the simulation performed. The final mask 
design is shown in Figure 4.24. The mask slots were 1.9mm wide separated by 1mm. The 
clear window in the centre was 14mm wide. It should be noted that only the inner three 
slots on either side of the window are used.
The diffraction grating (i) was a customised grating manufactured by Milton Roy Co. 
Limited, USA. The design called for a large sized grating ruled on a fused silica substrate 
with a clear window in the centre.
In order to reduce the cost of the experimental gauge, the grating was based very closely 
on a standard Milton Roy product. The use of a standard product meant that the grating 
could be replicated from a previously ruled master grating at low cost. The grating was 
based on Milton Roy product number 35-55-770 a fused silica grating 85mm x 76mm x 
16mm with a 300 lines/mm ruling. The customised grating was identical to the standard 
product except for a 14mm wide clear window in the centre.
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Figure 4.24: Final sub-beam mask design.
The 300 lines/mm ruling leads to the following gauge specifications when combined with 
the mask of Figure 4.24.
beam angle of convergence, 0 10.8 0
gauge baseline 11.5 m m
gauge standoff 59.45 mm
gauge depth of field =30 mm
4.7 Summary
The generation of two converging beams using a diffraction grating produces a pair of 
beams with very stable baseline and angle of convergence. This angle of convergence of 
the two beams depends on the fundamental known quantities of laser wavelength and 
ruled spacing of the diffraction grating. The effects of incident beam misalignment are 
also much reduced in a diffraction grating based system as was shown in Figure 4.07. 
Again, as in Chapter Three, systematic errors or very slowly varying changes in 
alignments, grating spacing, or laser wavelength are not serious issues as they may be 
removed by a periodic on-line calibration cycle. However, alignment requirements and
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other accuracy limits have been established to apply a bound on the variation acceptable 
in these parameters while the gauge is functioning. This variation is virtually all caused 
by the forced vibration of the gauge.
A factor which degrades the performance of a diffraction grating based converging beam 
triangulation gauge is the detection of the diffracted beams themselves. This can be 
improved by splitting a major beam into sub-beams and averaging their positions. 
However the diffraction grating itself puts a limit on the extent to which the gauge 
accuracy can be improved in this manner. Simulations based on the "Huygens Fresnel 
principle" of scalar diffraction theory predict a degradation in both the edge definition and 
distance invariance of the sub-beam profile, for decreasing sub-beam width.
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CHAPTER FIVE : 
DIGITAL PROCESSING
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5.1 Overview
Digital processing in instrumentation allows a variety and complexity of methods not 
available with analogue processing of instrument signals. The flexibility to implement 
powerful algorithms offers a greatly improved ability to detect signals corrupted by noise. 
The scope of the investigation into the possible methods of detection of the sub-beam 
images was limited to digital processing techniques for this reason.
All of the digital processing algorithms discussed assume the existence of a two 
dimensional sampled image of the sub-beam images on the surface of the target. An 
elegant method of acquiring this two dimensional sampled image is to use an area array 
Charged Couple Device (CCD) camera as the light detector. The important 
characteristics of CCD light sensing arrays are discussed in Section 5.2. As the sub-beam 
images on the surface of the target are constrained to move in only one direction as the 
target moves through the depth of field of the gauge, a single dimensional data record of 
the sub-beam intensity profile would suffice to detect its position. A method for the 
reduction of a two dimensional sampled image to a single dimensional data record, taking 
into account the nature of the CCD array is described in Section 5.3. The additional 
information contained in the two dimensional image is used to reduce the noise in the 
single dimensional data values. Finally the detector hardware and software of the 
experimental gauge is described.
5.2 CCD sensors
CCD light sensors have several properties which make them suitable for the detector in 
this situation. The CCD sensor consists of a very pure slice of silicon with 
correspondingly high minority carrier lifetime, x. Upon the surface of the silicon is 
fabricated a MOS capacitor.
If a potential is applied to the terminal, the surface of the silicon becomes n-type material, 
but this n region is in a non equilibrium state and as yet has no carriers. Carriers are 
generated thermally in this area at a rate of 1/x. However, a second process is able to 
generate electrons in this new depleted carrier region. Incident photons are able to create 
hole/electron pairs in the depleted region. The electrons remain while the holes are 
pushed to the substrate p region by the electric field created by the applied potential V.
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Light
Thus if electrons are created by the light flux at a rate much greater than the thermal 
generation rate 1/x, the electron charge in this n region can be considered to be due to light 
flux only. The quantum efficiency of the conversion from incident photons to electrons 
can be 20% or more in CCD devices.
In a working camera these sensors are arranged into an array, and each sensor made from 
several MOS capacitors. The wells can be exposed to light, then moved serially, charge 
intact, to an amplifier by the application of poly-phase clocking signals to the various 
MOS gates. This type of camera is exceptionally good for instrumentation purposes for 
several reasons. CCD sensors are highly sensitive (20% of photons produce an electron in 
the well) as well as being linear in their response to light. The CCD sensors sampling the 
image (pixels) are fabricated on a monolithic wafer of silicon. This means that the pixel 
array is very stable and the sampling interval between pixels can be relied on as constant 
(for constant temperature) when calculating measurements based upon the samples. Other 
advantages of CCD cameras in an industrial environment are the resistance of the camera 
to image bum in and mechanical shock.
66
5.3 Accurate feature detection
Given a digitised image produced by a CCD camera (constant interpixel intervals). It is 
possible to detect the position of features of known shape to considerably less than one 
pixel spacing. The discussion here will be limited to the detection of position along a 
single axis of a feature in a two dimensional image.
The case of detecting the position of a two dimensional feature along only one axis, can 
be performed to a high level of accuracy, as the information perpendicular to the axis of 
movement may be used to reduce the additive noise in pixel values along the axis of 
movement.
Pixel Array
Figure 5.02: Detection of position of moving rectangle.
If the value each pixel takes within the feature of Figure 5.02 is described by a process 
with mean ji and variance a 2 (the variance due to additive quantisation and electrical 
noise) then by the central limit theorem the average of a large number of pixels, N  will be 
Gaussian distributed with mean \i and variance (f/N.  A simple method of making use of 
the noise reduction available through averaging would be to average the rows of the image 
of Figure 5.02 as the feature to be detected is moving in a column-wise direction. A more 
effective averaging scheme which can be employed in detecting features with long edges
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such as the rectangle of Figure 5.02 is discussed in Section 5.3.2. Thus from the two 
dimensional sequence of image samples, a single dimensional sequence may be obtained 
with reduced additive noise.
5.3.1 Spot Detection
The position of a spot may be determined to less than a pixel spacing, provided it covers 
a small number of pixels, by fitting a polynomial to the central (brightest) samples of the 
spot. The coefficients of a kth order polynomial (a0 -  ak) fitted to the N points
[(-̂ 0» 3 0̂) ^i) * • ’ Cfy-iijAr-i)] 316 given by solving the least squares minimisation
problem:
XTX d = X Ty ...(5.01)
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Once a polynomial has been fitted to data samples representing the spot, its maximum 
may be found using an appropriate technique. This least squares minimisation problem is 
not well conditioned, and is best solved by singular value decomposition of the matrix X . 
When choosing the polynomial order, the nature of the data and the accuracy of an initial 
guess o f the solution must be taken into account A simple quadratic fit has the advantage 
of a single maximum which may be found directly.
5.3.2 Line Detection
The detection o f edges moving along a single axis within a two dimensional image may 
be performed with high accuracy due to the effective increase in sampling rate of the edge 
that can be achieved. A decrease in this sampling interval may be achieved if a horizontal 
edge is tilted to cover a number of vertical pixels along its length. This is shown in Figure
5.03.
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Figure 5.03: Tilting an edge to cover multiple vertical pixels.
If the tilted edge is split into n records of horizontal length k, where k is the inverse of the 
slope of the edge, each record will cover a vertical distance of one pixel, k shall be called 
the oversampling factor. The pixels along a constant value of y, yn, in this leftmost record 
of Figure 5.03 contain profile interpixel samples spaced 1 Ik pixels apart. An elongated 
sequence of the intensity of the edge parallel to its direction of movement may be obtained 
by starting in the top right hand comer of each record and wrapping down the record right 
to left until the end of the record is reached. The variance due to noise of these values is 
reduced by averaging them with sequence obtained from the next record, but starting one 
whole pixel lower. The oversampled edge profile is thus k x ly pixels long and its 
calculation is mathematically represented by the following equation. A more detailed 
discussion of the algorithm which this equation represents may be found in [Morrison et 
al, 89].
...(5.02)
where: I(x,y) is the sampled image of the edge.
69
This profile in reality may be noisy, and need to be smoothed. The application of a zero 
phase FIR filter may be required. If fast computation is a requirement in the measurement 
system, a profile of ly values may be obtained by the sum:
x
p (i)=  X I(j,i+ jm odk)  ...(5.03)
This is equivalent to calculating the lyxk  length vector of equation 5.02, filtering it with 
a FIR filter of length k and uniform weights Ilk, and decimating this by a factor k (i.e. 
taking every &th sample).
Empirical work by [Morrison et al, 89] determined the optimum slope of the line to be a 
gradient of the order of one pixel in one hundred. The increased noise present in the 
experimental gauge described in this thesis required a much greater edge gradient of one 
pixel in fifteen for most accurate results. Given a set of samples representing the profile 
of an edge, techniques for detecting its position fall into two main categories, those which 
detect the absolute position of the edge and those which find its displacement from a 
previous calibration frame.
5.3.2.1 Absolute detection procedures
The calculation of absolute position of an edge is based on a definition of where the 
"edge" is. The two definitions of edge position studied here are maximum slope and mean 
intensity. The initial step in both of these procedures is to interpolate the mid portion of 
the edge with a smooth function. This is followed by finding x in the domain of the 
function which satisfies an edge definition. The maximum intensity gradient and mean 
intensity definitions of edge position are shown in Figure 5.04.
The relative performance of both of these methods of finding the absolute position has 
been investigated in the presence of noise by [Morrison et al, 89]. The definition of edge 
position as the crossing of the mean intensity line was found to be better than the 
m axim um  gradient definition in virtually all cases. A simple linear fit between the two 
pixels on either side of the mean intensity line was found to perform best in detecting the
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position of the edge when the simulated noise was not excessive. Fitting a line or higher 
order polynomial to a greater number of points on the intensity profile of the edge using 
the least squares technique of equation 5.01 performs better at high noise levels.
5.3.2.2 Edge displacement measurement techniques
Two methods of measuring the displacement of an edge from a calibration frame are 
discussed here. In the first method the complete profile of the edge p(k)  is interpolated 
by a set of cubic splines, then the maximum subpixel correlation is found between this 
profile and the stored profile of a calibration edge, c{k). This correlation is:
R(h)= £  c(k)p(k + h ) ...(5.04)
k  = —/i
The maximum value of this correlation may be found by either the coarse-fine search 
method, or by the Newton Raphson iterative method [Bruck et al, 89]. As the bright 
portion of the edge has a significant effect on the summed correlation result this method 
is more accurate if the feature examined has a low-high-low intensity profile. This means 
only low intensity pixels are shifted out of the correlation window as the correlation is 
performed.
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The second method discussed is related to this correlation method but attempts to match 
only a portion o f the total profile of the test edge to the calibration edge. Coefficients of 
a polynomial fitted to the points surrounding the mean intensity of the calibration edge are 
firstly determined. This same polynomial is then fitted to the points surrounding the mean 
intensity of the test edge profile, allowing only a translation in the direction of the axis of 
motion. For example, if the coefficients a, b, c, d of the cubic dx3 + cx2 + bx + a  were 
determined as the best least squares fit to the calibration edge then a  is found such that 
the polynomial,
d (x - a )3 + c { x - a f  + b (x - a )  + a ...(5.05)
is the least squares best fit to the test edge profile. Finding a  is a non-linear minimisation 
problem and may be solved using a coarse-fine search or Newton Raphson minimisation 
methods [Bruck et al, 89].
5.4 Practical implementation
5.4.1 Hardware
The physical light sensor used was a Mintron CCD camera. This camera has 604 
(horizontal) x 576 (vertical) pixels spaced 10|im in the row direction. The lens used to 
image the sub-beams diffused from the target was a Tamron 90mm tele-macro lens. This 
lens is slightly unusual in that it has a 1:1 magnification at the rather large standoff 
distance o f 300mm. The camera converts the discrete serial data from the CCD array into 
a CCIR video signal. The video signal is sampled and quantised by a DT2853 video 
digitiser card. This card plugs into a 16 bit slot in an IBM PC-AT compatible. The image 
is finally processed by the IBM PC-AT which is able to access the digitised image stored 
in dual ported memory on the DT2853 card. A schematic diagram of the complete system 
is shown in Figure 5.05.
The advantage in using a standard video format camera is the low cost of the hardware 
due to its large volume manufacture. A disadvantage, however, in the use of this format 
is that the precise alignment of pixel rows is lost in the conversion to a standard video
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format. The CCD camera is clocked precisely by count. In the standard video signal the 
beginning of each line is referenced by a synchronization pulse, which may jitter with 
respect to the pixel clock. This error may be minimised by using the row direction as the 
co-ordinate which is substantially "averaged out". That is, aligning the camera so that the 
direction of motion of the edge is in the column-wise direction.
The DT2853 quantises each sample of the image into 256 uniformly spaced grey levels 
so that one pixel may be stored in a single byte. In a practical situation the dynamic range 
of the intensity profile of the sub-beam image may be much less than the full 8-bit range 
of the DT2853 analogue to digital converter. In this case the quantisation noise in each 
pixel value is increased. However the noise due to coarse quantisation of individual pixels 
may be reduced by averaging of pixels, such as the line detection algorithm described in 
Section 5.2.2.
While an IBM PC-AT compatible running the MS-DOS operating system is being used 
in the experimental system as the microcomputer to analyse the sub-beam images on the 
target, it is not suitable for use in a real time system. The limitation that prevents this 
machine being used in a full speed system is that a frame buffer cannot be memory 
mapped into easily accessible address space. The DT2853 frame buffers are both mapped 
into extended memory address space. As MS-DOS is unable to access extended memory
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directly, a BIOS interrupt must be called to copy blocks of the image from extended 
memory address space into user RAM. Significant increase in performance is achievable 
if the microcomputer chosen for real time implementation of this system is able to 
perform calculations using the frame buffer memory directly.
5.4.2 Software
The software used to detect the position of the sub-beams images on the target surface is 
most easily described by the structure diagram of Figure 5.06
Figure 5.06: Overall structure of experimental gauge software.
The processing of the image is confined to a number of "areas of interest" specified by the 
operator. As a sub-beam image on the target is moved the software readjusts the limits of 
the area of interest surrounding that sub-beam. The initialization procedure allows the 
user to interactively set up an arbitrary number of areas of interest on the screen. This is 
followed by a calibration step if a displacement method of measuring sub-beam position 
is used. An absolute sub-beam position detection technique does not require this
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calibration step. The number of measurements in a run, N is also entered in the 
initialization procedure. For each new frame captured, each two dimensional area of 
interest within the frame is reduced to a single dimensional sub-beam intensity profile by 
the algorithm of Section 5.3.
The positions (or displacements) of each of the sub-beams is then calculated from their 
respective intensity profiles. The range output of the gauge is then simply a weighted 
average of these sub-beam positions, the weights being signed numbers. The weights 
used in the experimental gauge are:
w: = K -
Si
2/Vtan0 ...(5.05)
where: w, is the weighting of the position of the zth area of interest.
0 is the angle of convergence of the gauge.
Si takes the values +1 or -1 depending on whether the zth area of interest is 
illuminated by a sub-beam from the right or left converging beam.
K  is the constant relating a digitised pixel spacing to real distance on the 
target surface.
The algorithms used to detect the sub-beam position (or displacement) are those discussed 
previously in Section 5.3. A structure diagram for the iterative solution of the polynomial 
displacement algorithm is shown in Figure 5.07 as an example.
Although a set of image processing routines (DT-IRIS) was purchased with the frame 
grabber, these were not used extensively because of several problems. The first problem 
was that the IRIS routines performed a ’’double copy" of information from the frame 
buffer to the user pointer wasting a considerable amount of time. This is shown in Figure 
5.08.
75
Figure 5.07: Polynomial displacement algorithm.
Memory Mapped 
Frame Buffers
IRIS Internal Buffer 
User Defined Array
Figure 5.08: Iris double copying
The second disadvantage of the IRIS subroutines is that the single byte per pixel 
information from the frame buffer was stored in two byte integers in the user memory. 
This meant that images took up twice as much space in user memory as necessary. To 
overcome these problems an alternative frame copy subroutine was written to copy 
images from extended memory in a single step with optimum memory usage using a
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BIOS interrupt to access extended memory. The "least mean square" problems were 
solved using a matrix singular value decomposition routine from "Numerical Recipes in 
C" [Press et al, 88]. A full source listing is included in Appendix 4.
5.5 Summary
The consistency of the sampling interval of a CCD area array light sensor makes the 
detection of the sub-beam images to less than a sampling pixel spacing feasible. The use 
of an edge as the basic feature for detection turns this feasibility into reality even with 
significant additive noise. The detection of a edge relies on the uniformity of its cross 
sectional intensity profile over its length. This enables averaging of samples which are at 
the same relative position in its cross sectional intensity profile. If the edge is slightly 
tilted an effective increase in the sampling rate may be achieved. These properties were 
described in Section 5.3. When these properties of an edge are employed to generate a 
single dimensional profile of the edge, the noise contained in the profile values can be 
greatly reduced from the original image. This also allows a single dimensional position 
measuring algorithm to be employed.
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CHAPTER SIX : 
EXPERIMENTAL RESULTS
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6.1 Construction details
An experimental converging beams distance measuring gauge of the type described in 
Chapter Four was constructed to evaluate the accuracy of this method. The gauge was 
constructed using two Melles Griot optical rails. Component mounts were attached to 
these rails by means of rail carriers which are able to slide along the rails. This allows the 
horizontal spacing of the components to be easily adjusted. All of the components were 
secured to the rail earners by means of a post/postholder mounting system. Thus 
adjustments in the vertical alignment of the components were also possible. A schematic 
diagram of the experimental system and photograph are shown in Figure 6.01.
(a) (b) (c) (d) (e) (f)
Plan View
(¡) ( j) (*)
Side Elevation
Figure 6.01(a): Schematic of experimental equipment
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Figure 6.01(b): Photograph o f experim ental equipm ent
The com ponents contained in the schem atic are (a) 5m W  H eNe laser, (b)&(c) 50:1 beam 
expander, (d) rough m ask, (e) 50% beam splitter, (f) 300 line/m m  diffraction grating, (g) 
Tam ron 90m m  tele-m acro lens, (h) M intron CCD cam era (i) post holder, (j) optical rail, 
and (k) ra il carrier. A  full parts list is contained in Appendix 1.
The beam  from  the 5m W  polarised helium  neon laser was passed through two lenses 
w hich constitute a 50:1 beam  expander. The beam  was then m asked into two separate 
parallel beam s. These beam s passed through a beam  splitter and are incident o f the 
m asked diffraction grating, generating the converging beam s as outlined in Section 4.2. 
L ight scattered  from  the target surface was im aged onto a CCD cam era through a macro 
lens. The scattered light wras able to pass through an unruled window in the diffraction 
grating and reflected  onto the cam era im aging system  by the beam splitter. The diffraction 
grating w as m ounted on a rotation stage to correct for m isalignm ents in the system. The 
target w as m ounted on a precision differential m icrom eter translation stage.
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6.2 Experimental procedure
The gauge testing apparatus was mounted on the same optical rail that formed the 
backbone of the experimental gauge. This apparatus consisted of a precision differential 
micrometer translation stage, a steel angle bracket, and a target sample. The apparatus 
was physically bolted on to a tapped aluminium plate which was then bolted to the rail 
carrier. The experimental setup is shown in Figure 6.02.
Plan View
Proto type Gauge Test Target
Scale
0 10 20cm
1 _____I________I
Side Elevation
Figure 6.02: Test apparatus
Two samples were chosen to evaluate the gauge performance. As mentioned in Section
3.3 when a surface is optically rough the statistics of the speckle pattern it generates are 
indistinguishable from other optically rough surfaces. This means that provided the target 
is optically rough the gauge accuracy is independent of the fine texture of the target 
surface. The first sample chosen was a piece of Zincalume coated strip painted with a top 
coating of Appliance White paint. The other sample tested was a smoother sample which 
had a higher absorption of incident light.
6.2.1 Difficulties encountered
Several problems were encountered after the test setup was completed. The diffraction 
grating shipped from Milton Roy Co. arrived with an asymmetric blaze on the grating
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rulings. This had the physical effect of directing most of the incident light into the first 
order diffracted beam. As the converging beam pair is made up from a first order beam 
and a negative first order beam, this blaze made the latter beam virtually undetectable 
using the 5 mW laser ordered from Melles Griot. The solution to this impasse was 
provided by an 18 mW Helium Neon Laser borrowed from the Physics Department of the 
University of Wollongong. The use of this laser made the detection of both diffracted 
beams possible. Although the contrast of the "negative first" order beam was less than 
optimal.
Due to the low contrast of the "negative first" order converging beam discussed in the 
previous paragraph, it was necessary to do two things. The first was to remove the 
interference from ambient lighting by performing the experiments under blackout 
conditions. In a practical gauge this could be accomplished by placing a red filter (628nm) 
into the detector imaging system. The second was to slightly misalign the expanded laser 
beam with respect to the diffraction grating so that most of the energy of the Gaussian 
intensity profile was directed into the mask apertures of the "negative first" order beam.
A second problem encountered during the testing was the diffuse reflecting of stray laser 
light into the imaging system of the detector. This is shown in Figure 6.03.
m
Camera
Lens
=
r%=Collimated Beams
il
\
k/
Target
Diffusing Surface
Figure 6.03: Diffusion of stray light into detector.
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The problem of this diffused light was overcome by placing a mirror at a position in front 
of the diffusing object in Figure 6.03. The mirror was angled to direct the laser beam 
reflected from the reverse side of the beam splitter location where its diffuse reflection 
could not enter the imaging system.
6.2.2 Accuracy estimation procedure
The accuracy of the experimental gauge for the different samples and digital processing 
algorithm was determined as follows:
For each sample a test set of sixty images was compiled and recorded on the fixed disk of 
the microcomputer used in the detector. This image was complied by taking sets of n -  4 
images, intervals displacing the target by a constant amount, h, then taking a further set 
of images until N = 60 images had been recorded. Although the displacement interval h 
was not known to a high precision, the displacement was known to be constant to the 
setting sensitivity of the translation stage (specified to be 0.1 pm).
The detection algorithms of Chapter Five were then applied to processing this standard 
image set. The results of the measurement run of each algorithm were then plotted as a 
statistical scatter plot. Since the displacement between successive measurements was 
constant, the measurement results obtained for a perfectly accurate gauge would all lie 
along a straight line. The accuracy of a particular optical configuration, target sample and 
detection algorithm was estimated from the scatter plot for that configuration. This 
"deviation from the line of best fit" technique is employed to give a useful estimate of the 
accuracy of each experimental gauge to within approximately twenty percent. An 
example scatter plot is shown in Figure 6.05 for step displacements of the target away 
from the grating.
The measure of gauge accuracy used for comparison was the standard deviation of the 
deviations from the line of linear regression through the points. This procedure was 
repeated for each of the two target samples. The "deviation from the line of best fit" 
approach to estimating the accuracy of the distance measuring gauge is likely to be 
slightly optimistic as the reference is the line of best fit to the gauge output data rather than
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Figure 6.04. Demonstration scatter plot to show gauge evaluation technique
the real line relating the input to the output of the gauge. As the number of data points 
increases the distinction between these two lines becomes less. For a line composed of 
sixty points the error in the line of best fit is theoretically only thirteen percent.
However, the method outlined of estimating the accuracy of the gauge is of no use when 
the measurement errors diminish to a size comparable to the error in the step size of the 
input Fortunately in this case the error in the step size of the applied staircase function 
were much smaller than the gauge errors and consequently the "deviation from the line of 
best fit" is a suitable method for estimating the accuracy of the experimental gauge.
6.3 Test results
As described in the previous section each experimental gauge was evaluated by moving 
the target in small known steps and performing calculations based on the separation of the 
left and right converging beams to estimate the distance to the target. Although there were 
two sub-beams of both the right and left hand converging beam within the field of view 
of the target, only one sub-beam from each of the right and left hand converging beams 
was of adequate intensity to be used in the detection algorithms. These contrast problems 
were due to the incorrect blaze on the difiruction grating described in Section 6.2.1. A
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photograph of the sub-beam images "seen" by the CCD detector is shown in Figure 6.05. 
The experimentally measured cross-sectional intensity profile of each of these converging 
beams is given in Figures 6.06 and 6.07. Each point in the intensity profiles shown is the 
average of a whole row measured image. The averaging was, however, performed on a 
slight tilt obeying the definition given by equation 5.03 in the previous chapter.
Figure 6.05: Image of sub-beams at the detector
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Figure 6.06: Intensity profile of first test beam
Figure 6.07: Intensity profile of second test beam
A distinctive feature of the intensity profiles of the two converging beams is that there is 
a prominent rise in the profile towards the edges of the two beams. These effects are 
completely in agreement with the simulated intensity profiles of Section 4.53 and were 
predicted by Huygens Fresnel diffraction theory. It may also be noticed that Figure 6.06
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is o f higher intensity on one side of the cross-sectional profile than the other. This is 
caused by being away from the centre of the Gaussian profile of the expanded laser beam 
and is especially prominent here because of the extra misalignment of the beam that had 
to be introduced.
The following Graphs compare and summarise the performance of four different methods 
for determining the range information from a digitised image of the sub-beams incident 
on the target surface. The first step in all four of the methods was the reduction of the two 
dimensional image into single dimensional beam profiles such as Figures 6.06 and 6.07 
by the "tilted average" method of equation 5.03. From these profiles the position of each 
converging beam was calculated. The graphs have a negative slope to obey the sign 
convention adopted, which is positive for a displacement away from the gauge.
Two different samples were tested as the target of the distance measuring gauge. They 
were a sample o f BHP Coated products division "Appliance White" Colourbond1 steel 
and a diffusing sample of coated glass. There was no appreciable difference between the 
results obtained using either of the samples as a target. The following results are from the 
coated glass sample. Figure 6.08 shows the results obtained using the absolute edge 
detection method of Section 5.3.2.1 based on a mean intensity definition of edge position. 
The standard deviation of the differences between the measured range (marked by an "x") 
and the reference line for this method is 2.36|im. A useful measure of the accuracy of the 
distance measuring gauge is given by an accuracy specification which the error will be 
less than 99% of the time. For Gaussian errors this accuracy specification is 6.1|im
Figure 6.09 shows the results obtained using the "cubic edge displacement" technique of 
Section 5.3.2.2, with the displacement from a calibration beam profile of each of the two 
edges of the sampled beam intensity profile being determined independently and 
averaged to give the final displacement of the beam. The standard deviation of the 
differences between the measured range and the reference line for this method is 1.07pm. 
The 99% confidence accuracy specification for this implementation of the experimental
distance measuring gauge is 2.8pm.
1 Colourbond is a trade mark o f BHP Steel - Coated Products Division
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Figure 6.08: Mean intensity edge detection algorithm
Figure 6.09: Cubic edge displacement algorithm with independent edges
Figure 6.10 shows the results obtained using the second "cubic edge displacement 
technique of Section 5.3.2.2, with the displacement from a calibration beam profile of 
each of the two edges of the sampled beam intensity profile being determined keeping the 
width of the beam constant. The standard deviation of the differences between the
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measured range and the reference line for this method is 1.17^m. The 99% confidence
accuracy specification for this implementation of the experimental distance measuring 
gauge is 3.0|im .
Figure 6.10: Cubic edge displacement algorithm with linked edges
Figure 6.11 shows the results obtained using a correlation technique of finding the 
displacement of the beam intensity profile. This technique is described in Section 5.3.2.2 
and involves finding the optimum correlation between a calibration and test beam 
intensity profile. The calibration profile is interpolated with cubic splines to find sub-pixel 
correlations. Due to the fact that every point in the profile was involved in the digital 
processing this method was considerably slower than the alternative techniques for 
determining the displacement of the beam. The standard deviation of the differences 
between the measured range and the reference line for this method is 0.91jim. The 99% 
confidence accuracy specification for this implementation of the experimental distance
measuring gauge is 2.3|im.
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Figure 6.11: Coarse-fine correlation technique
6.4 Summary
Of the techniques tested the most accurate was the approach which found the best 
correlation between each of the two sampled beam intensity profiles using every point in 
each of the profiles to find the optimum correlation. However this method is very 
computationally intensive. The "cubic displacement" techniques of Figures 6.08 and 6.09 
which only computed the optimum correlation based on the edges of the profile were only 
slightly less accurate and eighty times faster. Overall, the techniques which calculated the 
position of the edge as a displacement from a calibration frame performed far better than 
the absolute technique which found the position of the edges of the intensity profile based 
on the mean intensity crossing definition of edge position. This is due to the excessive 
noise in the high intensity plateau where the "mean intensity crossing edge detection 
routine obtains its bright reference.
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CONCLUSIONS AND 
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7.1 Conclusions
7*1*1 Triangulation and its application to thickness measurement
Triangulation is an ancient technology, which still has a place. In the field of precision 
non-contact distance measurement the use of triangulation has been made possible by the 
availability of both laser sources and CCD array light sensors. Visible light is a useful 
earner of distance information in a non-contact gauge as its wavelength is small enough 
to resolve sub-micron variations in distance; resolution decreases as wavelength 
increases.
Triangulation distance measurement will not displace the other optical distance 
measurement techniques described in Section 2 from their various applications as it 
presently cannot achieve the inherent precision of autofocus and interferometric 
techniques or the extremely large range of laser radar. However for applications which 
require a depth of field greater than several millimetres, a gauge standoff of greater than 
several centimetres, or where the measurement of absolute distance is necessary, optical 
triangulation may be a solution. Perhaps the most important feature of optical 
triangulation is its flexibility to trade off depth of field and standoff against precision (and 
vice versa) by simply changing the angle between the source, or sources, and the detector.
In the thickness and coating thickness measurement application there are several error 
components introduced by the misalignment of the distance gauges on either side of the 
target object. An error in the thickness measurement of 0.1 |im is introduced if the distance 
gauge on one side of the target strip is angularly misaligned from the other by 4.8 minutes 
of arc. The same error will also be introduced if the target strip twists such that it is 
misaligned from perpendicular to the line of action of the thickness measurement gauge 
by more than 0 .1 °. The absolute value of these misalignments, however, can be corrected 
for by calibration and it is only the dynamic variation induced by vibration which will 
contribute to an error in thickness or coating thickness measurement.
A more stringent alignment requirement in a thickness or coating thickness measurement 
scheme is the lateral alignment in space of the two measuring points on either side of the 
target strip. If the strip surface was perfectly smooth the lateral misalignment would not
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introduce any additional error. Practical steel strip surfaces, however, have a significant 
surface roughness. Based on a steel test sample which had a std. deviation of 1.94pm, the 
lateral alignment required for 99% confidence that the error in thickness measurement is 
less than 0.1pm is 0.023pm. Aligning the distance measurement gauges in order to keep 
the instantaneous measurement of strip thickness or coating thickness precise to less than 
0.1pm is not feasible. This lateral alignment requirement may be reduced if the average 
strip thickness over a short distance is acceptable instead of the instantaneous 
measurement An averaging period of one video frame time (40mm of strip surface) 
reduces the lateral alignment requirement to 1.6mm.
An alignment requirement of 1.6mm is quite practical for strip thickness measurement. In 
this case the lateral alignment is the physical alignment of the two gauges in space. 
However when an attempt is made to measure the thickness of a coating on the strip by 
comparing the measurements of two thickness measuring stations several metres apart the 
alignment requirement becomes more stringent. The measurements from the upstream 
thickness measuring gauges must be delayed precisely before comparison with the 
downstream thickness measuring gauges in order to guarantee that the same piece of strip 
is being compared. An equivalent spatial alignment of 1.6mm for all four of the distance 
measuring gauges could be difficult to achieve.
In a coating thickness measurement arrangement an upper limit for the relaxation of the 
lateral misalignment bound is set by the low frequency variation in thickness (caused by 
eccentricity in the cold reduction mill rolls). The bound must be very much less than the 
wavelength of this roll variation in order to avoid excessive errors. Thus averaging the 
surface for a distance much greater than 40mm is not possible without introducing extra 
errors into the coating thickness measurement from the roll imposed strip thickness 
variation.
The speckle patterns generated when laser light is reflected from an optically rough 
surface are a major source of error in a high precision laser based distance measuring 
gauge. The effects of laser speckle may be reduced by using an unpolarised laser, using 
the smallest aperture ratio (f-number) possible and using light of a smaller wavelength. 
"Speckle noise" is significantly reduced by any averaging inherent in the tight detection
system.
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7.1.2 The NCOR experimental gauge
High precision triangulation gauges of the type similar to [Cielo & Lamontagne, 88] are 
of limited use in a industrial environment due to a strong sensitivity to small perturbations 
in the triangulation angle between the source and the detector. The NCOR gauge has an 
inherent robustness to vibration induced misalignments between its components. The 
misalignment of the expanded beam incident on the diffraction grating has a much 
reduced effect on the triangulation angle of the NCOR gauge. A misalignment of the 
expanded beam from the normal to the diffraction grating by 1° produces a change in the 
triangulation angle of the NCOR gauge of only 6 seconds of arc.
The detection of the converging beams generated by the diffraction grating can be 
improved by splitting each major beam into sub-beams, as a gain in accuracy is achieved 
by averaging the positions of the sub-beams. However the diffraction grating itself puts 
a limit on the extent to which the gauge accuracy can be improved in this manner. 
Simulations based on the "Huygens Fresnel principle" of scalar diffraction theory predict 
a degradation in both the edge definition and distance invariance of the sub-beam 
intensity profile, for decreasing sub-beam width. The choice of a sub-beam width of 
1.9mm with a 1.4mm spacing between sub-beams was a compromise between the number 
of sub-beams and their width. During the course of testing, laser speckle was found to be 
the major contribution to error in the detection of sub-beam position. The choice of a 
larger number of sub-beams would lead to a more accurate determination of overall beam 
position despite the intensity profile of each individual sub-beam having a greater degree 
of degradation,
The consistency of the sampling interval of a CCD area array light sensor makes the 
detection of the sub-beam images to less than a sampling pixel spacing feasible. If the 
edge is slightly tilted an effective increase in the sampling rate may be achieved allowing 
the very accurate detection of edges to sub-pixel accuracy.
Of the sub-beam detection techniques tested the most accurate was the approach which 
used every point in each of the profiles to find the optimum correlation. The 99% 
confidence interval for the error of the experimental distance measuring gauge for this 
technique is 2.3|im. However this method was extremely computationally intensive. The
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"cubic displacement" algorithms which computed the optimum correlation based solely 
on the edges o f the profile were only slightly less accurate and many times faster (and 
therefore possible to implement in low cost hardware). The 99% confidence intervals for 
the error in measurement using these techniques, treating the edges as first linked by a 
constant amount and then independent, are 3.0pm and 2.8|im respectively. Overall the 
techniques which calculated the position of the edge as a displacement from a calibration 
frame performed far better than the absolute technique which found the position of the 
edges of the intensity profile based on the mean intensity crossing definition of edge 
position. The 99% confidence interval for the error in measurement using the absolute 
edge detection technique is 6.1pm. This is due to the excessive noise in the high intensity 
plateau where the "mean intensity crossing" edge detection routine obtains its bright 
reference.
7.2 Recommendations for further work
The author’s recommendations regarding applications of the NCOR gauge and 
improvement of its accuracy and robustness are as follows: •
• It is not recommended that an array of distance measuring gauges be used to measure 
the thickness of thin coatings on the surface of steel strip. The surface roughness of 
steel strip places an unachievable registration requirement on the distance 
measurements from each of the four gauges in the coating thickness measurement 
array. The twisting of the strip between the two thickness measurement stations is also 
likely to introduce an excessive error into a coating thickness measurement system.
• The use of the distance measuring gauges to measure thickness could achieve 
sufficient accuracy to be useful.
• In a practical distance gauge, a red filter (633nm) should be incorporated into the 
detector imaging system to reduce the interference of ambient lighting.
• The laser source should be upgraded to a minimum of 18mW.
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• A symmetrically blazed diffraction grating should be used to allow the greatest edge 
contrast. Alternatively a grating with half blazed one way and half blazed the other 
way would give two strong converging beams, if manufacture was feasible.
• As speckle noise is much greater than the uncertainty introduced by the "raggedness" 
of the intensity profile of the sub-beams, the mask slot width should be reduced to 
0.5mm or less and spaced a similar or smaller distance apart. This modification would 
allow four sub-beams (replacing a single sub-beam) in the field of view, potentially 
improving the resolution by a factor of V i  = 2.
• Significantly greater precision could be achieved in a distance measurement of this 
type if custom optics were used in order to give a wider baseline. This could improve 
the standoff of the gauge to greater than 100mm.
The combination of the recommendations regarding slot width and increase of the 
baseline could increase the gauge accuracy by a factor of two to an expected accuracy of 
1.4pm at a standoff of greater than 100mm and a depth of field greater than 20mm.
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Prototype Parts List
The table that follow contains a full parts list for the construction of the prototype gauge.
Part
No.
Quant
■ity
Description Manufacturer Catalogue
No.
Supplier
1 1 Pol. 5mW HeNe Laser Melles Griot 05-LLP-851 Coherent
2 1 Laser Holder Melles Griot 07-HLA-002 Coherent
3 3 Post Holder Melles Griot 07-PHL-003 Coherent
4 1 Beam Splitter Melles Griot 03-BTF-007 Coherent
5 2 Lens Holder Melles Griot 07-LHC-003 Coherent
6 1 Post Holder Melles Griot 07-PHL-006 Coherent
7 3 Post Holder Melles Griot 07-PHS-006 Coherent
8 1 Lens Holder Melles Griot 07-LHA-002 Coherent
9 1 Rotation Stage Melles Griot 07-TRT-002 Coherent
10 1 Beam Expander Melles Griot 01-LBX-007 Coherent
11 1 Lens Holder Melles Griot 07-LHA-003 Coherent
12 1 Lens Holder Melles Griot 07-LHF-009 Coherent
13 1 Lens Holder Adaptor Melles Griot 07-LAD-004 Coherent
14 2 Post Holder Melles Griot 07-PHS-003 Coherent
15 2 Optical Rail Melles Griot 07-ORN-009 Coherent
16 8 Rail Carrier Melles Griot 07-OCN-001 Coherent
17 1 Post Melles Griot 07-PHL-001 Coherent
18 4 Rail Carrier Melles Griot 07-OCN-003 Coherent
19 1 Translation Stage Photon Ctrl TS-50-12D Coherent
20 1 Masked Silica Window Francis Lord N/A Fran. Lord
21 1 Windowed Diff. Grating Milton Roy N/A Milton Roy
22 1 Mounting Plate for (19) Workshop N/A Workshop
23 1 Target Bracket for (19) Workshop N/A Workshop
24 1 Mounting for CCD Camera Workshop N/A Workshop
25 1 Mounting for (21) Workshop N/A Workshop
26 1 CCD Camera Mintron MTV-1801C Hadland
27 1 Framegrabber Data Trans. B S & C Appl.
28 1 Gain Control for (26) Hadland DT2853
N/A
Hadland
Table A2.01: Prototype Gauge Parts List
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The full adresses of the suppliers listed in the above table are given below:
Coherent Scientific, 138 Greenhill Road, Unley, SA 5061.
Francis Lord Optics, 33 Higginbotham Road, Gladesville, NSW 2111.
Milton Roy Co. - Analytical Products Division, 820 Linden Avenue, Rochester, New 
York 14625.
Science & Computing Applications, Sydney.
Hadland Photonics, 19A Hampshire Road, Glen Waverley, VIC 3150.
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The derivation of this equation refers to figure 4.05.
The first calculation performed is to derive the length of the tilted target that falls 
between the two converging beams. This length is found by calculating the length of 
each of the two segments on either side of the dotted centre line. The length of each of 
these segments can be found by evaluating a triangle formula using the two known 
angles and single known side. (i.e. given side B, angles a,b 
A2cos2b - B 2cos2a =A 2- B 2)
Let the two lengths be A1 (right) and A2 (left).
2.1 Derivation of equation 4.03
The relative error introduced by the tilted target can be calculated by normalising this 
length to the length that the camera would see if the target was not tilted (i.e. 2z tan 0 ). 
The relative error is computed from this normalised value by subtracting it from one.
Therfore we have:
z sin0
1 sin (9O -0 -S )
z sin0
2 sin(9O-0 + 5)
The length that would be seen by the camera would be the projection of this length on 
the horizontal dotted line and is:
cos 0 cos 5 1 1 ...(4.03)
e r , l  1 2 cos(0 + 8 )+ cos(0 -  8).
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2.2 Derivation of equation 4.04
[Total angle between the two converging beams]
= [angle between beam one and a normal to the grating]
+ [angle between beam two and a normal to the grating]
= sin_1Q + sin y j (from equation 4.02)
+ sin_1i ~d -  sin \|/J (from equation 4.02)
Now the change in the angle of convergence of the beams caused by a misalignment of 
the incident beam with respect to the normal of the diffraction grating is:
[Angle of convergence of beams with misaligned incident beam]
- [Angle of convergence of beams with ideal incident beam (\|/ = 0)]
=  ̂x [Total angle between the two converging beams]
- sin_1Q j (from equation 4.02)
We Have:
sm-i — + sin\|/
v“ y
+ sm- l
(X
d
Y
sin y
X
■ -iM-s in  —
\d )
...(4.04)
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Tabular Form of Experimental Results
The following tables give the results obtained using target sample ’A ’ of Chapter Six for 
each of the four detection methods tested. These results are 
expressed graphically in Chapter Six.
Displacement No. Beam No. 1 (Left)
0 2S1.22
0 251.18
0 251.14
0 251.51
1 251.72
1 251.24
1 251.40
1 251.45
2 251.74
2 251.55
2 251.51
2 251.65
3 251.66
3 251.25
3 251.51
3 251.67
4 251.69
4 251.56
4 251.73
4 251.71
5 251.66
5 251.92
5 251.89
5 251.78
6 251.73
6 251.70
6 251.91
6 251.66
7 252.16
7 252.00
7 251.72
7 251.88
8 252.04
8 252.05
8 25100
8 25110
9 25107
9 25109
9 25117
9 25130
10 25107
10 25112
10 2S134
10 25124
11 25112
11 25123
11 25126
11 25148
12 25131
12 25123
12 25133
12 25136
13 25117
13 25142
13 25127
13 25135
14 25161
14 25150
14 25139
14 25169
Beam No. 2 (Right) Difference (Pixels)
200.79 -50.42
200.59 -50.60
200.92 -50.21
200.69 -50.81
200.80 -50.93
200.74 -50.49
200.84 -50.55
200.74 -50.71
200.69 -51.05
200.60 -50.95
200.63 -50.89
200.76 -50.90
200.63 -51.02
200.64 •50.61
200.51 -51.00
200.44 -51.23
200.63 -51.06
200.56 -51.00
200.68 -51.05
200.62 -51.09
200.74 -50.92
200.63 -51.30
200.57 -51.32
200.62 -51.16
200.49 -51.24
200.64 -51.06
200.71 -51.20
200.73 -50.93
200.57 -51.59
200.66 -51.34
200.56 -51.16
200.37 -51.51
200.60 -51.44
200.51 -51.53
200.48 -51.52
200.55 -51.55
200.24 -51.84
200.47 -51.63
200.66 -51.51
200.15 -52.15
200.43 -51.64
200.42 -51.70
200.09 -52.26
200.39 -51.85
200.29 -51.84
200.08 -5Z15
200.14 -52.12
200.24 -5Z24
200.49 -51.82
200.09 -5Z14
200.11 -5Z22
200.34 -5Z02
200.03 -5Z14
200.23 -5Z19
200.21 -5Z06
200.18 -5Z17
199.88 -5Z73
199.97 -SZ52
200.65 -51.75
200.10 -5Z59
Table A3.01: Result Table for Figure 6.07
Displacement No. Beam No. 1 (Left) Beam No. 2 (Right) Difference (Pixels)
0 0.00 -0.00 -0.00
0 0.09 0.15 0.07
0 0.00 0.16 0.16
0 0.14 0.08 -0.06
1 0.21 0.14 -0.07
1 0.11 0.11 -0.01
1 0.15 0.23 0.08
1 0.18 0.21 0.03
2 0.36 0.09 -0.27
2 0.27 0.06 -0.21
2 0.24 0.05 -0.19
2 0.31 0.11 -0.20
3 0.41 -0.04 -0.45
3 0.30 -0.03 -033
3 0.41 -0.15 -036
3 0.44 -0.01 -0.45
4 0.50 0.00 -0.49
4 0.42 -0.17 . -0.60
4 0.48 -0.05 -033
4 0.42 -0.06 -048
5 0.54 0.01 -033
3 0.61 -0.03 -0.64
5 0.55 -0.03 -037
5 0.61 -0.18 -0.79
6 0.72 -0.04 -0.77
6 0.67 -0.19 -035
6 0.66 -0.11 -0.76
6 0.59 -0.10 -0.69
7 0.80 -0.10 -0.90
7 0.82 -0.13 -035
7 0.65 -0.17 •032
7 0.75 -0.12 -038
8 0.90 -0.23 -1.13
8 0.76 , -0.16 -032
8 0.78 -0.22 •1.00
8 0.79 -0.15 -0.95
9 1.06 -034 -141
9 0.94 -039 -133
9 0.91 -034 -1.15
9 1.01 -040 -141
10 0.94 -030 -144
10 0.91 -039 -130
10 1.05 -033 -138
10 1.10 -044 -134
11 1.13 -043 -137
11 1.08 -034 -131
11 1.15 -047 -131
11 1.10 -033 -133
12 1.16 -048 -1.65
12 1.22 -0.68 -130
12 1.22 -032 -1.74
12 1.23 •042 •135
13 1.30 -038 -137
13 1.32 -037 -139
13 1.25 -039 -134
13 1.26 -038 •134
14 1.40 -031 -231
14 1.35 -0.69 -2.05
14 1.36 -035 - 2.02
14 1.42 -0.67 -2.09
Table A3.02: Result Table for Figure 6.08
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Displacement No. Beam No. 1 (Left) Beam No. 2 (Right) Difference (Pixels)
0 -0.00 •0.00 0.00
0 0.08 0.16 0.09
0 •0.18 0.14 0.32
0 0.12 0.11 -0.00
1 0.19 0.18 -0.02
1 0.06 0.15 0.08
1 0.11 0.24 0.12
1 0.13 0.21 0.05
2 0.23 0.07 -0.16
2 0.20 0.02 -0.18
2 0.29 0.03 -0 26
2 0.30 0.06 -034
3 0.39 -0.06 -046
3 0.27 0.00 -0.27
3 0.38 -0.17 -035
3 0.39 0.00 -039
4 0.48 -0.02 -030
4 0.27 -0.17 -045
4 0.44 -0.04 -048
4 0.40 -0.05 -045
3 0.48 -0.01 -049
S 0.57 -0.08 -0.65
S 0.59 -0.03 -0.62
5 0.66 -0.22 -038
6 0.69 -0.10 -0.79
6 0.66 -0.23 -039
6 0.61 -0.19 -030
6 0.52 -0.12 -0.65
7 0.84 -0.13 -0.97
7 0.83 -0.14 -0.97
7 0.70 -0.22 -0.91
7 0.69 -0.12 -031
8 0.84 -0.23 -1.07
8 0.78 -0.17 -0.95
8 0.83 -0.23 •1.06
8 0.83 -0.18 •1.00
9 1.0 -036 -136
9 0.89 -034 -134
9 0.96 -030 -136
9 1.04 -039 -143
10 0.98 -032 -130
10 0.95 -045 -140
10 1.07 -034 •131
10 1.15 -049 -1.64
11 1.16 -032 -139
11 1.19 -0.61 -130
11 1.18 -045 -1.64
11 1.16 -033 -139
12 1.27 -033 -130
12 1.27 -0.77 -2.04
12 1.28 -033 -132
12 1.31 •046 -1.76
13 1.34 -0.61 -134
13 1.41 -0.63 -2.04
13 1.35 -038 -2.03
13 1.36 -038 -134
14 1.51 -0.76 -237
14 1.45 -039 -2.14
14 1.42 -0.71 -2.13
14 1.50 -0.74 -233
Table A3.03: Result Table for Figure 6.09
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Displacement No. Beam No. 1 (Left) Beam No. 2 (Right) Difference (Pixels)
0 -0.09 -0.03 0.07
0 -0.19 0.00 030
0 -0.16 0.00 0.16
0 0.00 -0.17 -0.18
1 -031 -0.14 0.18
1 -037 0.00 037
1 -035 -0.11 0.15
1 -038 -0.06 032
2 •038 -0.09 0.19
2 -030 0.03 033
2 -033 0.00 033
2 •036 0.00 036
3 -047 0.00 047
3 -034 0.02 036
3 -044 0.06 031
3 -0.44 0.02 043
4 -0.47 0.11 038
4 -030 0.12 0.63
4 -032 0.08 0.60
4 -047 0.02 0.49
5 -036 0.12 0.68
3 -033 0.03 038
3 -038 0.00 039
3 -036 0.19 0.76
6 -0.72 0.14 0.83
6 -034 0.19 034
6 -0.61 030 031
6 -036 0.16 031
7 -0.78 0.16 0.93
7 -033 0.19 1.02
7 -037 032 030
7 -0.78 030 1.07
8 -034 033 1.10
8 -031 030 1.01
8 -034 039 134
8 -0.78 042 1.19
9 -037 034 132
9 -035 033 139
9 •032 031 132
9 -035 042 138
Table A3.04: Result Table for Figure 6.10
112
The following table contains the cross-sectional intensity profiles of each of the two 
beams after the ’slant summed’ averaging has occurred.
Pixel No. Beam No. 1 (Left) Beam No. 2 (Right)
1 - 25
2 25 26
3 24 25
4 26 27
5 25 26
6 26 28
7 25 27
8 27 28
9 26 26
10 28 28
11 26 27
12 29 29
13 28 29
14 31 30
13 29 30
16 32 32
17 31 32
18 33 34
19 33 33
20 37 36
21 39 36
22 42 39
23 43 40
24 46 43
25 49 45
26 54 50
27 56 53
28 61 58
29 63 59
30 69 62
31 72 63
32 78 68
33 81 70
34 85 75
35 85 75
36 88 78
37 87 76
38 89 77
39 87 75
40 86 75
41 82 74
42 80 74
43 76 71
44 75 70
45 73 68
46 74 69
47 72 67
48 73 68
49 73 67
50 77 70
51 77 69
52 78 70
53 77 68
54 79 69
55 78 67
56 80 68
57 79 67
58 81 69
59 81 69
60 82 71
61 80 69
62 80 69
63 80 67
64 82 69
65 82 69
66 84 71
67 81 69
68 80 70
69 78 67
70 79 69
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71
72
73
74
75
76
77
78
79
80 
81 
82
83
84
85
86
87
88
89
90
91
92
93
94
95
96
97
98
99
100 
101 
102
103
104
105
106
107
108
109
110 
111 
112
113
114
115
116
117
118
119
120 
121 
122
123
124
125
126
127
128
129
130
131
132
133
134
135
136
137
138
139
140
141
142
143
144
145
146
147
148
69
72 
71
71
69
70
69
70 
68 
69 
68
69 
68
70 
70
73
72
73
70
71
69
71
70
71 
70
72
72
73
73 
75
75
76
74
75
74
76
75
75 
74
76
76 
78
78 
80
79
80
79
80
79
80
78 
80
79 
82 
81 
81 
78 
78 
78
80 
80 
80
78
79
78
80
79
80
79
80
78
79
78
79
77
77 
76
78
78
79
78
80
77
78
77
79
79
80
80
81
79
80
79
82
80
81
80
81
81
82
81
82
81
82
81
84
83
86
84
85
83
85
84
88
87
88
85
86
85
86
84
84
82
83
81
84
84
86
84
85
84
86
84
85
83
87
87
89
87
87
84
86
86
88
87
88
87
89
89
90
87
86
83
85
85
88
114
149 88 77
ISO 90 78
151 89 78
152 91 79
153 89 79
154 89 79
155 86 76
156 87 76
157 87 76
158 89 78
159 88 78
160 90 79
161 91 80
162 94 81
163 93 80
164 94 80
165 93 78
166 95 79
167 93 78
168 94 79
169 93 78
170 96 78
171 97 75
172 101 75
173 103 73
174 107 74
175 107 73
176 110 76
177 110 75
178 114 78
179 113 78
180 113 80
181 107 79
182 105 79
183 100 76
184 97 76
185 90 73
186 86 71
187 79 69
188 75 68
189 70 64
190 66 62
191 60 58
192 58 57
193 54 51
194 52 48
195 48 44
196 47 43
197 43 40
198 42 40
199 39 38
200 40 38
201 37 35
202 37 35
203 35 32
204 36 33
205 34 31
206 35 32
207 34 30
208 35 31
209 33 30
210 35 31
211 33 29
212 34 30
213 33 29
214 34 29
215 33 28
216 33 29
217 32 28
218 33 29
219 31 28
220 33 29
28
221
29222
27
223
28
224
26
225
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Table A3.05: Result Table for Figures 6.05 and 6.06
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The following sections contain the source listings of the software written for the 
non-contact distance gauge. The main line of the code is contained in the module 
rdmulti.c which calls module rdlasini.c to initially find the position of each bar 
(sub-beam) in the detected image. The ’rdmulti’ module prompts the user to define a 
window around each bar and enter a weighting for each window whose sign will be 
dependant on which sub-beam set a particular bar is from. The detection of the position 
of each bar is performed in one of cubic.c, det_edge.c, or corr.c depending on the 
algorithm chosen. Iris_dp.c contains fast framegrabber routines to read an image from 
disk and transfer it from the framegrabber’s frame buffer to user RAM on the PC. 
Rdpcmath.c contains several mathematical functions to manipulate an integer fixed point 
representation of rational numbers. The remaining modules contain miscellaneous 
numerical methods required in the edge detection calculations.
4.1 rdmulti.c
z****************************************************************************
*  *
*  F i l e :  R D M U L T I . C  *
*  A u t h o r :  D a v i d  P i e r c e  *
*  D a t e :  1 5 / 0 9 / 8 9  *
*  D e p e n d e n t  On :  C U B I C . C ,  R D L A S I N I . C ,  I R I S _ D P . C  *
*  C o m m e n t : ** *
*  r d m u l t i . c  c o n t a i n s  t^he m a i n  l i n e  o f  t h e  p r o t o t y p e  e v a l u a t i o n  s o f t w a r e  *
*  u s e d  t o  t e s t  t h e  p e r f o r m a n c e  o f  s e v e r a l  g a u g e  c o n f i g u r a t i o n s .  T h i s  *
*  m o d u l e  i s  r e s p o n s i b l e  f o r  d e f i n i n g  t h e  t e s t  c o n d i t i o n s  a n d  c o l l e c t i n g  *
*  t h e  r a n g e  d a t a  f o r  l a t e r  a n a l y s i s .  *
* *
* * * * * ★ * * ★ * * * * ★ ★ * * ★ * * * ★ ★ ★ ★ * * ★ * ★ * * * * ★ ★ * * ★ * ★ * * ★ * ★ ★ ★ * * ★ * * * * * * ★ * * ★ * * * * * ★ ★ * * * * * * * ★ /
♦ i n c l u d e  < s t d i o . h >
♦ i n c l u d e  < m a t h . h >
♦ i n c l u d e  < c o n i o . h >
♦ i n c l u d e  < p r o c e s s . h >
♦ i n c l u d e  " r d d e f s . h "
♦ i n c l u d e  " c u r s o r . h "  '
♦ i n c l u d e  " i r i s _ d p . h "
♦ i n c l u d e  " f g r a b . h "  "
♦ i n c l u d e  " r d i n i . h "  ’
♦ i n c l u d e  " r d e r r o r . h "
♦ i n c l u d e  " f i n d _ e d g e . h "
/ *  s t r u c t u r e  d e f i n i n g  a l l  t h e  p a r a m e t e r s  o f  a  p a r t i c u l a r  f e a t u r e  ( s u b - b e a m )  
t o  b e  t r a c k e d  w i t h i n  t h e  d i g i t i s e d  i m a g e  o b t a i n e d  f r o m  t h e  CCD c a m e r a  * /
s t r u c t  f e a t u r e  {
c h a r  i s l i n e ;  
c h a r  p r o f i l e ;  
s t r u c t  r d p a d  p a d ;  
f l o a t  c o e f f _ b [ 4 ] ;  
f l o a t  c o e f f _ t [ 4 ] ;  
f l o a t  c a l  p o s ;  
i n t  c a l _ o T f ;  
f l o a t  w e i g h t ;
}  . . . .
/ *  d e f i n e  m a x i m u n  n o .  o f  w i n d o w s  a n d  t h e  p o s i t i o n  o f  t h e  i n i t i a l  w i n d o w  * /
♦ d e f i n e  MAXWINDS 2 0  
♦ d e f i n e  MAXFRAMES 1 5  
♦ d e f i n e  I TO P 1 5 0  
♦ d e f i n e  I L E F T  1 5 0  
♦ d e f i n e  IBOTTOM 3 6 1  
♦ d e f i n e  I R I G H T  3 6 1
m a i n ()
c h a r  c ,  c l ,  s t i l l ,
d i s k ,  d o s _ c m d [ 8 0 ] ;  
i n t  n w i n d ,  n m e a s ,  
i ,  m e a s ,  r u n ;  
f l o a t  f s c a l e ;  
d o u b l e  s u m d i s t ,  s u m d i s t 2 ,
s u m l i n e [ MAXWINDS ] ,  
s u m l i n e 2 [  MAXWINDS ] ,
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m e a n ,  l i n e p o s ,  d i s t ;
s t r u c t  f e a t u r e  l i n e [  MAXWINDS ] ,  * n l i n e -  
F I L E  * b o x ;
p l i n e  =  l i n e ;  
n w i n d  = 1 ;
/  C a l l  I R I S  r o u t i n e  t o  i n i t i a l i s e  f r a m e g r a b b e r  * /  
s y s t e m ( " d t 2 8 5 3  i n i t  1 "  ) ;
p r i n t f  ( " S t i l l  f r a m e  ( y / n )  ? "  ) ;  
d o  
{
c  =  g e t c h ( ) ;
} w h i l e ( c  ! =  ' y ' && c  ! =  ' n '  ) ;  
s t i l l  =  ( c  = =  ' y '  ) ?  YE S  : NO; '
p r i n t f { " \ n D i s k  R u n  ( y / n )  ? "  ) ;  
d o
{
c  =  g e t c h ( ) ;
} w h i l e ( c  ! =  ' y ' && c  ! =  ' n '  ) ;  
s t i l l  =  ( c  = =  ' y '  ) ?  YE S  : NO; 
d i s k  =  ( c  = =  ' y '  ) ?  YE S  : NO;
i f ( s t i l l  ! =  Y E S  )
{
/ *  P u t  F r a m e g r a b b e r  i n t o  p a s s t h r u  m o d e  * /  
s y s t e m ( " d t 2 8 5 3  i n i t  0") ;  
s y s t e m ( " d t 2 8 5 3  c o n t  0 " ) ;
}
p r i n t f  ( " \ n \ n S e t  u p  w i n d o w  %d ( y / n )  ?  " ,  n w i n d + + ) ; 
d o  
{
c  =  g e t c h ( ) ;
} w h i l e ( c  ! =  ' y '  && c  ! =  ' n '  ) ;
w h i l e  ( c  = =  ' y '  )
{
/ *  A l l o w  u s e r  t o  p o s i t i o n  b o x  a r o u n d  f e a t u r e  i n  t h e  i m a g e  * /  
s p r i n t f ( d o s _ c m d ,  " m o v e _ b o x  %d %d %d %d %d % d" ,  FRAME,  I T O P ,
I L E F T ,  IBOTTOM -  I T O P ,  I R I G H T  -  L E F T ,  1 ) ;  
s y s t e m ( d o s _ c m d ) ;
/ *  r e a d  i n  p a r a m e t e r s  o f  u s e r  d e f i n e d  w i n d o w  * /  
i f ( ( b o x  =  f o p e n ( " f b o x . d a t " ,  " r t "  ) ) = =  NULL )
p a n i c  ( " M a i n :  C a n n o t  o p e n  f b o x . d a t "  ) ;  
f s c a n f ( b o x ,  " %d  %d %d % d " ,  & p l i n e - > p a d . b o t ,  & p l i n e - > p a d . l f t ,
& p l i n e - > p a d . t o p ,  & p l i n e - > p a d . r g t  )
f c l o s e  ( b o x  ) ;
p l i n e - > p a d . b o t + + ;  
p l i n e - > p a d . l f t + + ;
/ *  c e n t e r  o f  m a s s  o r  e d g e  d e t e c t i o n  f o r  t h i s  f e a t u r e  * /  
p r i n t f  ( " \ n M e t h o d  o f  f e a t u r e  e x t r a c t i o n  ( c / e )  ? "  ) ;  
d o
{
c  =  g e t c h  { ) ;  
i f  ( c  = =  ' e '  )
{
p l i n e - > i s l i n e  =  Y E S ;  
p r i n t f ( " \ n p r o f i l e  e d g e  ( y / n )  ? "  ) ;  
d o  
{
c l  =  g e t c h  ( ) ;
} w h i l e  ( c l  ! =  ' y '  && c l  ! =  ' n '  ) ;  
p l i n e - > p r o f i l e  =  ( c l  = =  ' y '  ) ?  YES  : NO;
}
e l s e
p l i n e - > i s l i n e  =  NO;
} w h i l e  ( c  ! =  ' c '  && c  ! =  ' e '  ) ;
p r i n t f ( " \ n W e i g h t i n g  o n  w i n d o w  ? "  ) ;  
d o
{
s c a n f  ( " % f " ,  & p l i n e - > w e i g h t  ) ;
} w h i l e  ( p l i n e - > w e i g h t  < - 1 . 0  II p l i n e - > w e i g h t  > 1 . 0  ) ;
/ *  R e p e a t  f o r  n e x t  f e a t u r e  * /
p r i n t f  ( " \ n S e t  u p  w i n d o w  %d ( y / n )  ?  " ,  n w i n d + + ) ; 
d o
{
c  =  g e t c h ( ) ;
} w h i l e  ( c  ! =  ' y '  & &  c  ! =  ' n '  ) ;  
p l i n e + + ;
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n w i n d  - =  2 ;
p r i n t f (  " \ n \ n F i n a l  s c a l i n g  f a c t o r  ?  "  ) ;  
s c a n f  ( " % f " ,  S f s c a l e  ) ;
p r i n t f (  " N u m b e r  o f  m e a s u r e m e n t s  i n  a  r u n  ? "  ) ;  
s c a n f  ( " % d " ,  & n m e a s  ) ;  '
r u n = 0 ;
/ *  i n i t i a l i s e  w i n d o w s  * /  
i f (  ¡ s t i l l  )
s y s t e m ( " d t 2 8 5 3  s n a p  0 " ) ;  
i f (  d i s k  )
r e s t o r e _ f r a m e ( F R A M E ,  0 ,  0 ) ;  
f o r  ( i  =  0 ;  i  < n w i n d ;  i + +  )
i f (  l i n e [ i ] . i s l i n e  = =  YES  )
{
/ *  f i n d  i n i t i a l  v a l u e s  f o r  e d g e  d e t e c t i o n  r o u t i n e  * /  
i n i t r d p a d ( S l i n e [ i ] . p a d ,  l i n e  [ i ] . p r o f i l e  ) ;
/ *  p r i n t  b y ,  t y ,  s l o p e  * /
p r i n t f (  " \ n W i n d o w  %d : \ n " ,  i  + 1 ) ;
p r i n t f ( " b o t .  r e f  =  % . 2 f ,  t o p  r e f  =  % . 2 f ,  s l o p e  =  % . 2 f . \ n " ,
( f l o a t  ) l i n e [ i ] . p a d . b y r e f  /  ONE,
( f l o a t  ) l i n e [ i j . p a d . t y r e f  /  ONE,
( f l o a t  ) l i n e [ i ] . p a d . s l o p e  /  ONE ) ;
/ *  vase t h i s  e d g e  a s  c a l i b r a t i o n  e d g e  * /  
l m s _ c u b i c _ c a l ( S l i n e  [ i ] . p a d ,
l i n e [ i ] . c o e f f _ b ,  
l i n e f i ] . c o e f f _ t ,
& l i n e [ i ] . c a l _ p o s ,
& l i n e [ i ] . c a l  o f f  ) ;} “
}
/ *  m e a s u r e m e n t  l o o p  * /  
w h i l e  ( r u n  < MAXFRAMES )
{
/ *  s e t  u p  t a b l e  h e a d e r  * /  
p r i n t f  ( "  "  ) ;
f o r ( i  =  1 ;  i  < =  n w i n d ;  i + +  ) 
p r i n t f  ( "  w i n #  % l d  " ,  i  ) ;  
p r i n t f  ( "  d i s t \ n "  ) ;  
p r i n t f ( "  "  ) ;
f o r ( i  =  0 ;  i  < =  n w i n d ;  i + +  )
p r i n t f  ( " ---------------"  ) ;
p r i n t f ( " \ n "  ) ;
s u m d i s t  =  0 ;  
s u m d i s t 2  =  0 ;
f o r ( i  =  0 ;  i  < n w i n d ;  i + +  )
{
s u m l i n e [ i  ] =  0 ;  
s u m l i n e 2 [  i  ] = 0 ;
}
f o r ( m e a s  =  0 ;  m e a s  < n m e a s ;  m e a s + +  )
{
i f ( s t i l l  ! =  YE S  )
s y s t e m ( " d t 2 8 5 3  s n a p " ) ;  
i f (  d i s k  )
r e s t o r e _ f r a m e ( F R A M E ,  r u n ,  m e a s  ) ;  
p l i n e  =  l i n e ;  
d i s t  =  0 ;
f o r ( i  =  0 ;  i  < n w i n d ;  i + + ,  p l i n e + +  )
{
i f ( p l i n e - > i s l i n e  = =  YES  )
/ *  c a l c u l a t e  d i s p l a c e m e n t  f r o m  c a l i b r a t i o n  e d g e  * /  
l m s _ c u b i c _ d i s p ( & p l i n e - > p a d ,
p l i n e - > c o e f f _ b ,  
p l i n e - > c o e f f _ t ,  
p l i n e - > c a l _ p o s ,  
p l i n e - > c a l _ o f f  ) ;
}
e l s e
c o f m (  & p l i n e - > p a d  ) ;
l i n e p o s  =  ( d o u b l e  ) ( p l i n e - > p a d . t y n e w  + p l i n e - > p a d . b y n e w  )
p r i n t f  ( " % 8 . 2 1 f " ,  l i n e p o s ) ;
s u m l i n e [ i  ] + =  l i n e p o s ;
s u m l i n e 2 [  i  ] + =  l i n e p o s  *  l i n e p o s ;
d i s t  + =  l i n e p o s  *  p l i n e - > w e i g h t ;
p l i n e - > p a d . b y r e f  =  p l i n e - > p a d . b y n e w ;
p l i n e - > p a d . t y r e f  =  p l i n e - > p a d . t y n e w ;
}
d i s t  * =  f s c a l e ;
p r i n t f ( " % 8 . 2 1 f \ n " ,  d i s t  ) ;
s u m d i s t  + =  d i s t ;
s u m d i s t 2  + =  d i s t  *  d i s t ;
}
/  TWO
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/ *  p r i n t  o u t  s t a t i s t i c s  * /
p r i n t f (  "  "  ) ;
f o r ( i  =  0 ;  i  < n w i n d ;  i + +  )
p r i n t f (  " ----------- "  ) ;
p r i n t f (  " ----------- \ n "  ) ;
f o r (  i  =  0 ;  i  < n w i n d ;  i + +  )
{
p r i n t f (  " % 8 . 2 1 f " ,  s u m l i n e [ i  ] /  n m e a s  ) ;
p r i n t f  ( " % 8 . 2 1 f ” , s u m d i s t  /  n m e a s  ) ;
p r i n t f  ( "  . . M e a n s \ n "  ) ;
f o r ( i  =  0 ;  i  < n w i n d ;  i + +  )
m e a n  =  s u m l i n e [ i  ] /  n m e a s ;
j p r i n t f  ( " % 8 . 4 1 f " ,  s q r t ( s u m l i n e 2 [  i  ] /  n m e a s  -  m e a n  *  m e a n  ) ) 
m e a n  =  s u m d i s t  /  n m e a s ;
p r i n t f  ( " % 8 . 4 1 f " ,  s q r t ( s u m d i s t 2  /  n m e a s  -  m e a n  *  m e a n  ) ) ;
p r i n t f  ( "  . . S ' d v s \ n \ n "  ) ;
r u n + + ;
}}
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* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * ***************** * * * * * * * * * * * * * * * * * * *
*
F i l e :  R D L A S I N I . C  *
A u t h o r :  D a v i d  P i e r c e ,  P a u l  Q u a l t r o u g h  *
D a t e :  1 5 / 0 9 / 8 9  *
D e p e n d e n t  On :  I R I S _ D P . C ,  RDPCMATH.C,  RDERROR. C *
C o m m e n t : *
r d l a s i n i . c  c o n t a i n s  r o u t i n e s  t o  e v a l u a t e  t h e  a p p r o x i m a t e  p o s i t i o n  o f  
a n  e d g e  u s i n g  t h e  ' m o n o l i t h i c '  e d g e  d e t e c t i o n  r o u t i n e s  o f  BHP C o a t e d  
P r o d u c t s  d i v i s i o n  NCX s y s t e m .  T h i s  m e t h o d  f i n d s  a n  a v e r a g e d  i n t e n s i t y  
p r o f i l e  f o r  t h e  e d g e  b y  s u m m i n g  a l o n g  t h e  p i x e l  m a t r i x  p e r p e n d i c u l a r  
t o  t h e  d i r e c t i o n  o f  m o v e m e n t  o f  t h e  e d g e .  F r o m  t h i s  i n t e n s i t y  p r o f i l e  
t h e  h i g h  i n t e n s i t y  ( w i t h i n  t h e  o b j e c t )  a n d  l o w  i n t e n s i t y  ( o u t s i d e  t h e  
o b j e c t )  l e v e l s  a r e  c a l c u l a t e d  a n d  t h e  m e a n  i n t e n s i t y  o f  t h e  e d g e  i s  
f o u n d .  T h e  p o s i t i o n  o f  t h e  e d g e  i s  d e t e r m i n e d  b y  i n t e r p o l a t i n g  t h e  
p i x e l s  a r o u n d  t h e  m e a n  i n t e n s i t y  o f  t h e  e d g e  w i t h  a  s t r a i g h t  l i n e  a n d  
f i n d i n g  t h e  p o i n t  w h e r e  t h e  i n t e r p o l a t e d  i n t e n s i t y  p r o f i l e  c u t s  t h e  
m e a n  i n t e n s i t y  l i n e .  T h i s  p r o c e d u r e  i s  r e p e a t e d  f o r  s e v e r a l  s e c t i o n s  
a l o n g  t h e  e d g e  a n d  t h e s e  a r e  i n t e r p o l a t e d  b y  a n o t h e r  s t r a i g h t  l i n e  
r e p r e s e n t i n g  t h e  e d g e .  T h e  e d g e  i n f o r m a t i o n  i s  p a s s e d  o u t  o f  t h e  
r o u t i n e  i n  t h e  f o r m  o f  a  p o i n t  o f  i n t e r s e c t i o n  w i t h  a  k nown l i n e  a n d  
a  s l o p e ,  s t o r e d  i n  t h e  ' r d p a d '  s t r u c t u r e  d e f i n e d  i n  r d d e f s . h .
★
★
★
★
★
★
★
★
★
*
*
*
★
★
*
*
★
****************************************************************************/
# i n c l u d e < a l l o c . h >
♦ i n c l u d e < s t d l i b . h >
♦ i n c l u d e < s t d i o . h >
♦ i n c l u d e < m a t h . h >
♦ i n c l u d e " r d d e f s . h "
♦ i n c l u d e " f g r a b . h "
♦ i n c l u d e " i r i s _ d p . h "
♦ i n c l u d e " r d e r r o r . h "
♦ d e f i n e P R O F I L E  0 x 0 1
♦ d e f i n e S EGLEN 5 0
♦ d e f i n e MAXSEG 2 6
♦ d e f i n e UP 1
♦ d e f i n e DOWN - 1
♦ d e f i n e ERROR - 1
: * * * * ★ * * * * * ★ ★ ★ */ I * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * '' * ★
*  f i n d  m a x i m a :  f i n d  t h e  h i g h  i n t e n s i t y  l e v e l  o f  t h e  i n t e n s i t y  . - ^ i l e  *
a***************************************************************************/
i n t  f i n d _ m a x i m a (  s t r u c t  r d p a d  * p ,  i n t  * t o t ,  i n t  m i d _ l e v e l ,  i n t  d i r n  )
{
i n t  i ;
i n t  w i d t h  =  p - > t o p  -  p - > b o t ;  
i n t  s t a r t  =  ( d i r n  = =  U P ) ?  0 : w i d t h - l ;  
i n t  t o t _ m i n u s _ o n e  =  0 ;  
d i r n  =  ( d i r n  = =  U P ) ?  1 : - 1 ;
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f o r ( i  =  0 ;  i  < w i d t h ;  i  + =  d i r n  )
{
i f (  t o t [ s t a r t  +  i  ] > m i d _ l e v e l  )
i f ( t o t [  s t a r t  + i  ] < t o t  m i n u s  o n e  ) 
{ ~  ~
r e t u r n ( s t a r t  + i  -  d i r n  ) ;
}
t o t  m i n u s  o n e  =  t o t [ s t a r t  + i  ] ;
} ~  
r e t u r n ( ERROR ) ;
*
i t y  p r o f i l e  *
*
i t ' k ' k ' k ' k ' k i c i c ' k ' k i t ' k ' k ' k  j
, i n t  d i r n )
i n t  1 ;
i n t  w i d t h  =  p - > t o p  -  p - > b o t ;
i n t  s t a r t  =  ( d i r n  = =  U P ) ?  0 : w i d t h  -  1 ;
i n t  l o w _ l e v e l  =  t o t [ s t a r t  ] ;
i n t  t h r e s  =  ( h i g h _ l e v e l  -  l o w _ l e v e l  ) /  1 0  + l o w  l e v e l ;  
d i r n  =  ( d i r n  = =  U P ) ?  1 : - 1 ;
Z*************************************************************
*
*  f i n d _ d a r k _ c o r n e r : f i n d  t h e  l o w  i n t e n s i t y  l e v e l  o f  t h e  i n t e n s
★
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
i n t  f i n d _ d a r k _ c o r n e r ( s t r u c t  r d p a d  * p ,  i n t  * t o t ,  i n t  h i g h _ l e v e l
f o r ( i  =  0 ;  i  < w i d t h ;  i  + =  d i r n  )
{
i f (  t o t [ s t a r t  + i  ] > t h r e s  ) 
r e t u r n ( s t a r t  + i  -  d i r n  ) ;
}
r e t u r n ( ERROR ) ;
}
/ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  * , *  * * * * * * * * * * * * * * * * * * * * * * *
★  *
*  r e p l a c e _ w i t h _ m e a n :  r e p l a c e  a  l e n g t h  o f  t h e  i n t e n s i t y  p r o f i l e  w i t h  i t s  *
*  m e a n  ** *
****************************************************************************/
i n t  r e p l a c e _ w i t h _ m e a n ( i n t  s t a r t ,  i n t  e n d ,  i n t  * t o t  )
{
l o n g  s u m  =  0 ;  
i n t  i ;
f o r (  i  =  s t a r t ;  i  < e n d ;  i + +  )
{
s u m  + =  t o t ( i  ] ;
}
r e t u r n  ( s u m  /  ( e n d  -  s t a r t  ) ) ;
}
/*
★
★
★
★
***************************************************************************
*
s u m a r r a y :  s u m  t h e  r o w s  o f  a  t w o  d i m e n s i o n a l  a r r a y  i n t o  a  s i n g l e  *
d i m e n s i o n  i n t e n s i t y  p r o f i l e  *
**************************************** ************************************ /
s u m a r r a y  ( s t r u c t  r d p a d  * p ,  i n t  * t o t ,  i n t  * m n ,  i n t  * m x ,  b y t e  f  )
i n t  i ,  j ,  s u m h e i g h t ,  s u m l e n ;  
l o n g  s ;
u n s i g n e d  c h a r  h u g e  * p p ;
s u m l e n  =  p - > r g t  -  p - > l f t ;  
s u m h e i g h t  =  p - > t o p  -  p - > b o t ;  
* m n  =  3 0 0 ;
* m x  =  0 ;
i f ( ( p p  =  ( u n s i g n e d  c h a r  * ) f a r m a l l o c (  ( l o n g )  ROWLEN
p a n i c  ( " C a n n o t  m a l l o c  i n  s u m a r r a y ,  r d i n i t \ n " ) ;  
g e t  a r e a (  FRAME,  p - > b o t ,  0 ,  s u m h e i g h t ,  ROWLEN, p p  ) ;
f o r  ( j  =  0 ;  j  < s u m h e i g h t ;  j + +  )
{
s  =  0 ;
f o r  ( i  =  p - > l f t ;  i  < p - > r g t ;
s  + =  * (  p p  + ( l o n g )  j
i + +  )
*  ROWLEN + i  ) ;
t o t [  j  ] =  ( s / s u m l e n  ) ;
i f  ( t o t [ j  ] > * m x  )
* m x  =  t o t [ j  ] ;
i f  ( t o t [  j  ] < *n>n )
* m n  =  t o t [ j  ] ;
}
i f  ( f & P R O F I L E  )
{
i n t  a v g ;  ,
f o r (  j = l ;  j  < s u m h e i g h t - 1 ;  : + + )
*  s u m h e i g h t  ) ) = =  NULL )
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{
a v g  =  ( t o t  [ j - 1 ] + t o t  [ j ] + t o t [ j  + 1 ] ) / 3 ;  
f o r  ( i  =  0 ;  i  < a v g / 4 ;  i + +  ) 
p r i n t f  ( "  "  ) ;  
p r i n t f (  " % d : % d \ n " ,  j ,  a v g ) ;
f a r f r e e ( ( u n s i g n e d  c h a r  f a r  * ) p p ) ;  
/ * * * * * * * * * * * * * * * * * * * *  ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ * * * * * * * * * * * * * * * * * * * * ^ * * 1t* ★  ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ H r * * * * * * * *
*  f l t l i n e :  f i t  a  s t r a i g h t  l i n e  t o  t h e  p o i n t s  i n  t o t [ ]  b e t w e e n  b o u n d [ 0 ] *
^ a n a  b o u n a [  1 ] ,  i n c l u s i v e .  R e t u r n  s l o p e ,  i n t e r c e p t .  *
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * ^ ^ ^ # ^ # ^ ^ # # *
f i t l i n e (  i n t  * t o t ,  i n t  b o u n d O ,  i n t  b o u n d l ,  f l o a t  * s l o p e ,  f l o a t  * i c e p t  )
i n t  i ;
i n t  n =  b o u n d l  -  b o u n d O ;  
f l o a t  d e t ;
d o u b l e  s u m x ,  s u m x 2 ,  s u m y ,  s u m x y ;  
s u m x  =  s u m x 2 =  s u m y  =  s u m x y  =  0 ;
f o r ( i  =  b o u n d O ;  i  < b o u n d l ;  i + +  )
{
s u m x  + =  ( d o u b l e )  i ;  
s u m y  + =  ( d o u b l e )  t o t [ i ] ;  
s u m x 2  + =  ( d o u b l e )  i  *  i ;  
s u m x y  + =  ( d o u b l e )  i  *  t o t [ i ] ;
}
d e t  =  s u m x 2  *  n -  s u m x  *  s u m x ;
* s l o p e  =  ( n *  s u m x y  -  s u m x  *  s u my  ) /  d e t ;
* i c e p t  =  ( s u m x 2  *  s u m y  -  s u m x  *  s u m x y )  /  d e t ;
/**************************************************************************** 
* *
*  s l o p e f i t : f i t  a  s t r a i g h t  l i n e  t o  t h e  p o i n t s  g i v e n  b y  x  a n d  y  w h e r e  x  a n d  *
*  y  a r e  f l o a t i n g  p o i n t  a r r a y s .  R e t u r n  s l o p e ,  i n t e r c e p t .  *
* *
****************************************************************************/
s l o p e f i t  ( f l o a t *  x ,  f l o a t *  y ,  i n t  n ,  f l o a t *  s l o p e ,  f l o a t *  i c e p t )
{
i n t  i ;  
f l o a t  d e t ;
d o u b l e  s u m x ,  s u m x 2 ,  s u m y ,  s u m x y ;  
s u m x  =  s u m x 2  =  s u m y  =  s u m x y  =  0 ;  
f o r ( i  =  0 ;  i  < n ;  i + +  )
{
s u m x 2  + =  * x  *  * x ;  
s u m x y  + =  * x  *  * y ;  
s u m x  + =  * x + + ;  
s u m y  + =  * y + + ;
}
d e t  =  s u m x 2  *  n -  s u m x  *  s u m x ;
* s l o p e  =  ( n *  s u m x y  -  s u m x  *  s u my  ) /  d e t ;
* i c e p t  =  ( s u m x 2  *  s u m y  -  s u m x  *  s u m x y )  /  d e t ;
}
Z**************************************************************************** 
* *
*  ma f i l t e r :  s m o o t h  a  s e t  o f  d a t a  u s i n g  a n  a v e r a g e  o f  e a c h  p o i n t  a n d  i t s
*  — t w o  n e i g h b o u r s .
****************************************************************************/
m a _ f i l t e r (  s t r u c t  r d p a d  * s ,  i n t  * s u m s  )
{
i n t  s u m h e i g h t  =  s - > t o p  -  s - > b o t ;  
i n t  i ;
f o r (  i  =  1 ;  i  < s u m h e i g h t  -  1 ;  i + +  )
s u m s [ i ]  =  ( s u m s [ i - 1 ] + s u m s [ i ] + s u m s [ i + 1 ]  ) / 3 ;
}
s u m s [ 0 ]  =  s u m s [ l ] ;  _
s u m s [ s u m h e i g h t  -  1 ]  =  s u m s [ s u m h e i g h t  -  2 ] ;
/****************************************************************************/ ★
★
*  i n i t r d p a d :
*
*
*
*  p - > x r e f  :
*  p - > b y r e f  :
*  p - > t y r e f  :
*  p - > o f f s e t :
i n i t i a l i s e  t h e  p o s i t i o n  o f  t h e  b a r ,  i t s  w i d t h  a n d  t h e  m in i mu m 
d i s t a n c e  o f  e i t h e r  o f  t h e  e d g e s  f r o m  t h e  e n d s  o f  t h e  d a t a  
r e c o r d  i n t o  a  r e t u r n e d  s t r u c t u r e .
p o s i t i o n  o f  r e f e r e n c e  l i n e  t o  d e f i n e  p o s i t i o n  o f  e d g e  
y  p o s i t o n  o n  r e f .  l i n e  w h e r e  b o t t o m  e d g e  o f  b a r  c u t s  
y  p o s i t o n  o n  r e f .  l i n e  w h e r e  t o p  e d g e  o f  b a r  c u t s  
m i n i m u m  d i s t a n c e  o f  e i t h e r  o f  e d g e s  f r o m  e n d  o f  d a t a  r e c o r d
★
*
*
★
★
*
★
★
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p - > w i d t h  : w i d t h  o f  b a r
p - > s l o p e  : I N V E R S E  o f  t h e  s l o p e  o f  t h e  b a r !
* * * * * * * * * * * * * * * * * * * * * * * * * * *  * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  ^ ^ ^ ^ ^
i n i t r d p a d (  s t r u c t  r d p a d  * p ,  b y t e  f l a g  )
*
/
i n t  m i n ,  m a x ,  s e g n u m ,  i ,
t u r n [ 4 ] ,  * s u m s ,  n ,  
w i d t h ,  m i d _ l e v e l ,
s u m _ l i g h t _ o f f  =  0 ,  s u m _ l i g h t  w i d t h  =  0 ,  
s u m _ d a r k _ o f f  =  0 ,  s u m _ d a r k _ w T d t h  =  0 ;
f l o a t  x [ MAXSEG ] ,  b y [ MAXSEG ] ,  t y [ MAXSEG ] ,
m t ,  mb,  bm,  t m ,  b e ,  t c ,  
p e a k ,  t r o u g h ,  i t ,  i b ,  m, 
c o r n e r [ 4 ] ,  b r e f ,  t r e f ;  
s t r u c t  r d p a d  s ;
i f ( ( s u m s  -  ( i n t  * ) m a l l o c (  s i z e o f ( i n t )  *  ( p - > t o p  -  p - > b o t  ) ) ) = =  NULL ) 
p a n i c ( " c a n n o t  a l l o c  i n  i n i t r d p a d \ n "  ) ;  
s u m a r r a y  ( p ,  s u m s ,  &mi n,  &max ,  f l a g ) ;  / *  o n l y  t o  p r o c e s s  —p  o p t i o n  * /  
f r e e ( s u m s ) ;
s . t o p  =  p - > t o p ;  
s . b o t  =  p - > b o t ;  
w i d t h  =  s . t o p  -  s . b o t ;  
s e g n u m  =  ( p - > r g t  -  p - > l f t  ) /  S E G L E N ;  
i f ( s e g n u m  «  0 ) 
s e g n u m  =  1 ;
f o r ( i  =  0 ;  i  < s e g n u m ;  i + +  )
{ _
i f (  ( s u m s  = ( i n t  * ) m a l l o c (  s i z e o f ( i n t )  *  ( p - > t o p  -  p - > b o t  ) ) ) == NULL
p a n i c ( " c a n n o t  a l l o c  i n  i n i t r d p a d \ n "  ) ;  
i f  ( s e g n u m  = =  1 )
{
s . l f t  =  p - > l f t ;  
s . r g t  = p - > r g t ;
x [  i  ] =  ( s . l f t  +  s . r g t  ) /  2 ;
}
e l s e
{
s . l f t  =  p - > l f t  +  i  *  S E GL E N ;  
s . r g t  =  s . l f t  +  S E G L E N;  
x [ i  ] =  s . l f t  + S EGLEN /  2 ;
}
s u m a r r a y ( & s ,  s u m s ,  & mi n,  &max ,  NULL ) ;  
m a _ f i l t e r (  & s ,  s u m s  ) ;  
m i d _ l e v e l  =  ( m i n  + m a x  ) /  2 ;
t u r n [  0 ] =  f i n d _ d a r k _ c o r n e r ( & s ,  s u m s ,  m a x ,  UP ) ;  
t u r n [  1 ] =  f i n d _ m a x i m a ( & s ,  s u m s ,  m i d _ l e v e l ,  UP ) ;  
t u r n [ 2 ] =  f i n d _ m a x i m a (  & s ,  s u m s ,  m i d _ l e v e l ,  DOWN ) ;  
t u r n [  3 ] =  f i n d _ d a r k _ c o r n e r ( & s ,  s u m s ,  m a x ,  DOWN ) ;  
t r o u g h  =  ( r e p l a c e _ w i t h _ m e a n ( 0 ,  t u r n [ 0 ] ,  s u m s  ) +
r e p l a c e _ w i t h _ m e a n ( t u r n [ 3 ] ,  w i d t h ,  s u m s  ) ) /  2 ;  
p e a k  =  r e p l a c e _ w i t h _ m e a n ( t u r n [ 1 ] ,  t u r n [ 2 ] ,  s u m s  ) ;
p r i n t f ( " t u r n i n g  p o i n t s  a r e :  %d, %d, %d,  % d \ n " ,  t u r n [ 0 ] ,  t u r n [ l ] ,  
t u r n [ 2 ] ,  t u r n [ 3 ]  ) ;
p r i n t f ( " p e a k  & t r o u g h  l e v e l s  a r e :  %f ,  % f \ n " ,  p e a k ,  t r o u g h  ) ;  
f o r ( n =  0 ;  n < 4 ;  n + +  ) 
t u r n [ n ] + =  p - > b o t ;
p r i n t f ( " p - > b o t  =  % d \ n " ,  p - > b o t  ) ;
p r i n t f ( " n e w  t u r n i n g  p o i n t s  a r e :  %d,  %d,  %d,  % d \ n " ,  t u r n [ 0 ] ,  t u r n [ l ] ,  
t u r n [ 2 ] ,  t u r n [ 3 ]  ) ;
f i t l i n e ( & s u m s [ - p - > b o t ] , t u r n [ 0 ] + 2 ,  t u r n [  1 ] - 2 ,  &bm, &b c  ) ;  
f i t l i n e  ( & s u m s [ - p - > b o t ] ,  t u r n [  2 ] + 2 ,  t u r n [  3 ] - 2 ,  &tm,  & t c  ) ;
p r i n t f ( " b m  =  %f ,  b e  =  % f \ n " ,  bm,  b e )  ;  
p r i n t f ( " t m  =  % f ,  t c  =  % f \ n " ,  t m ,  t c ) ;
c o r n e r [ 0 ] =  ( t r o u g h  -  b e  ) /  bm;  
c o r n e r [ 3 ] =  ( t r o u g h  -  t c  ) /  t m ;  
c o r n e r [ 1 ] =  ( p e a k  -  b e  ) /  bm;
c o r n e r  [ 2 ] =  ( p e a k  -  t c  ) /  t m ;
f o r ( n = 0 ;  n < 4 ;  n + + )  p r i n t f  ( " c o r n e r  %d =  % f ,  " ,  n ,  c o r n e r [ n ] ) ;
p r i n t f  ( " \ n " ) ;
b y [  i  ] =  ( c o r n e r [ 0 ] + c o r n e r [ 1 ] ) /  2 ;
t y [  i  ] =  ( c o r n e r [ 2 ] + c o r n e r [ 3 ] ) /  2 ;
p r i n t f  ( " b y  =  % f ,  t y  =  % f \ n " ,  b y [ i ] ,  t y [ i ]  ) ,
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s u m _ d a r k _ o f f  + =  ( b y [ i  ] -  t u r n [ 0 ] + 0 . 5  ) ;
s u m _ d a r k _ w i d t h  + =  m i n ( t u r n [ 0 ]  -  s . b o t ,
s . t o p  -  t u r n [ 3 ]  ) ;
s u m _ l i g h t _ o f f  + =  ( t u r n [ 1 ] -  b y [ i  ] + 0 . 5 ) ;  
s u m _ l i g h t _ w i d t h  + =  t u r n  [ 2 ] -  t u r n [  1 ] - 2 ; '  
f r e e ( s u m s  ) ;  '
}
s . o f f s e t  =  1 0 ;  
s . w i d t h  =  1 5 ;
p r i n t f ( " o f f s e t  =  % d \ n " ,  s . o f f s e t ) ;  
i f ( s e g n u m  ! =  1 )
{
s l o p e f i t  ( x ,  b y ,  s e g n u m ,  &mb, & i b  ) ; 
s l o p e f i t  ( x ,  t y ,  s e g n u m ,  &mt,  & i t  ) ;
m =  2 /  ( mt  + mb ) ;  / *  i n v e r s e  s l o p e  i s  m o r e  u s e f u l  * /
e l s e
{
m b = 0 ;  
m t = 0 ;  
i b = 0 ;  
i t = 0 ;  
m = 0;
}
b r e f  =  ( p - > r g t + p - > l f t ) / 2  *  mb + i b ;  
t r e f  =  ( p - > r g t + p - > l f t ) / 2  *  mt  + i t ;
p - > x r e f  =  ( l o n g  ) f l o o r ( ( ( p - > l f t + p - > r g t ) / 2 ) * O N E  + 0 . 5  ) ;
p - > b y r e f  =  ( l o n g  ) f l o o r ( b r e f * O N E  + 0 . 5  ) ;
p - > t y r e f  =  ( l o n g  ) f l o o r  ( t r e f * O N E  + 0 . 5  ) ;
p - > o f f s e t  =  s . o f f s e t ;
p - > w i d t h  =  s . w i d t h ;
p - > s l o p e  =  ( l o n g  ) f l o o r ( m*ONE + 0 . 5  ) ;
4.3 cubic.c
/ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
*  F i l e :  C U B I C . C  *
*  A u t h o r :  D a v i d  P i e r c e  *
*  D a t e :  1 5 / 0 9 / 8 9  *
*  D e p e n d e n t  O n :  RD E RR OR . C ,  RDPCMATH. C,  I R I S _ D P . C ,  MAT R IX . C  *
*  C o m m e n t :  *
*  *
*  F i n d s  t h e  p o s i t i o n  o f  t h e  t e s t  e d g e  a s  a  d i s p l a c e m e n t  f r o m  a  c a l i b r a t i o n  *
*  e d g e .  T h e  d i s p l a c e m e n t  i s  c a l c u l a t e d  ** *
* ★ * * * * * * * * * * * * * ★ * * * * ★ ★ * * * * ★ ★ ★ * ★ ★ * * ★ * * ★ * * ★ * * * ★ * ★ * ★ * * ★ * * * * * ★ * ★ * * * * * ★ * * ★ ★ ★ * ★ ★ ★ * /
♦ i n c l u d e  < a l l o c . h >  
♦ i n c l u d e  < s t d i o . h >  
♦ i n c l u d e  < m a t h . h >  
♦ i n c l u d e  " r d d e f s . h "  
♦ i n c l u d e  " r d e r r o r . h "  
♦ i n c l u d e  " r d m a t h . h "  
♦ i n c l u d e  " m a t r i x . h "  
♦ i n c l u d e  " f g r a b . h "  
♦ i n c l u d e  " i r i s _ d p . h "
♦ d e f i n e  N_POLY ( i n t ) 4  
♦ d e f i n e  N _ P T S  ( i n t ) 6 
♦ d e f i n e  DOWN 1 
♦ d e f i n e  UP - 1
/a***************************************************************************' * ★
*  s l a n t  s u m :  s u m s  u p  e d g e  o n  t h e  a n g l e  s p e c i f i e d  ( s l o p e  ) *
★
****************************************************************************/
v o i d  s u m  o n _ s l a n t ( s t r u c t  r d p a d  * p d  
f l o a t  * l i n e  )
u n s i g n e d  c h a r  h u g e  * p p ;  
i n t  k ,  h e i g h t ,  s u m h e i g h t ,
s u m l e n ,  o f f s e t ,  b o t t o m ;  
i n t  i ,  j ;
f l o a t  * s u m (
s u m l e n  =  p d - > r g t  -  p d - > l f t ;  
s u m h e i g h t  =  p d - > t o p  -  p d - > b o t ;
o f f s e t  =  l u p b  ( a b s r ( d i v i ( r e a l ( s u m l e n  
h e i g h t  =  s u m h e i g h t  -  o f f s e t ;  
i f ( p d - > s l o p e  < 0 ) 
b o t t o m  =  o f f s e t ;  
e l s e
b o t t o m  =  0 ;
p d - > s l o p e ) ;
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i f ( ( P P  =  f a r m a l l o c ( ( l o n g )  ROWLEN *  s u m h e i g h t  ) ) = =  NULL ) 
p a n i c  ( " C a n n o t  m a l l o c  i n  s u m _ o n _ s l a n t \ n "  ) ;  
g e t _ a r e a  ( FRAME,  p d - > b o t ,  0 ,  s u m h e i g h t ,  ROWLEN, p p  ) ;  
j  =  b o t t o m ;
f o r  ( i  =  0 ;  i  < s u m l e n ;  i + +  )
{
i f (  i  % a b s ( g l o b ( p d - > s l o p e  ) ) = =
a b s ( g l o b  ( p d - > s l o p e  ) ) -  1 ) 
j  + =  ( p d - > s l o p e  > 0 ) ?  1 : - 1 ;
* l i n e  + =  ( j  + p d - > b o t  ) ;  
f o r ( k  =  0 ;  k  < h e i g h t ;  k + +  )
s u m [ k ]  + =  * (  p p  + ( l o n g  ) (  j  + k ) *  ROWLEN 
j + ( i  + p d - > l f t  ) ) ;
}
f o r ( k  =  0 ;  k < s u m h e i g h t ;  k + +  ) 
s u m [ k ]  / =  s u m l e n ;
}
* l i n e  / =  s u m l e n ;
f a r f r e e ( ( u n s i g n e d  c h a r  f a r  * ) p p ) ;
/*
*
*
*
* ★
' i'**************************************************************************
★
g e t _ b r i g h t _ r e f : a v e r a g e s  h i g h  i n t e n s i t y  p l a t e a u  o f  b a r  t o  g i v e  b r i g h t  r e f  *
★
f l o a t  g e t _ b r i g h t _ r e f ( s t r u c t  r d p a d  * p ,  f l o a t  * s u m s ,  f l o a t  l i n e p o s  )
d o u b l e  s  =  0 . 0 ;
i n t  i ,  w i d t h  =  0 ;
i n t  s u m l e n  =  p - > r g t  -  p - > l f t ;
i n t  s u m h e i g h t  =  p - > t o p  -  p - > b o t ;
i n t  o f f s e t  =  l u p b (  a b s r ( d i v i ( r e a l ( s u m l e n  ) ,  p - > s l o p e  ) ) ) ;
i n t  m i d  =  ( s u m h e i g h t - o f f s e t ) / 2 ;
f o r (  i  =  m i d  -  p - > w i d t h  /  2 ;  i  < m i d  + p - > w i d t h  /  2 ;  i + +  )
s  + =  s u m s [ i  ] ;  
w i d t h + + ;
}
r e t u r n  ( s / w i d t h ) ;
}
/★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ Ik-** 
* *
*  g e t _ d a r k _ r e f : a v e r a g e s  l o w  i n t e n s i t y  p l a t e a u s  o f  b a r  t o  g i v e  d a r k  r e f  ** *
****************************************************************************/
f l o a t  g e t _ d a r k _ r e f ( s t r u c t  r d p a d  * p ,  f l o a t  * s u m s ,  f l o a t  l i n e p o s  )
{
d o u b l e  s  =  0 . 0 ;
i n t  i ,  s t a r t ,  e n d ,  w i d t h  =  0 ;
*  i n t  s u m l e n  =  p - > r g t  -  p - > l f t ;  
i n t  s u m h e i g h t  =  p - > t o p  -  p - > b o t ;
i n t  o f f s e t  =  l u p b (  a b s r  ( d i v i ( r e a l ( s u m l e n  ) ,  p - > s l o p e  ) ) ) ;
s t a r t  =  0 ;
e n d  =  s u m h e i g h t  -  o f f s e t ;
f o r (  i  =  s t a r t ;  i  < s t a r t  + p - > o f f s e t ;  i + +  )
{
s  + =  s u m s [ i  ] ;  
w i d t h + + ;  ,
f o r (  i  =  e n d ;  i  > e n d  -  p - > o f f s e t ;  i —  )
{
s  + =  s u m s [ i  ] ;  
w i d t h + + ;
}
r e t u r n  ( s  /  w i d t h ) ;
}
/**************************************************************************** ' * 
★
*  m e a n _ s e a r c h :  s e a r c h  p r o f i l e  f o r  m e a n J L e v e l  i n  d i r e c t i o n  g i v e n  a n d  *
*  r e t u r n  t h i s  p o s i t i o n
****************************************************************************/
126
i n t  m e a n _ s e a r c h ( f l o a t  * s u m s ,  s t r u c t  r d p a d  * p ,  f l o a t  m e a n _ l e v e l ,  i n t  d i r n )
i n t  s u m h e i g h t  =  p - > t o p  -  p - > b o t ;  
i n t  s u m l e n  =  p - > r g t  -  p - > l f t ;
i n t  o f f s e t  =  l u p b ( a b s r (  d i v i ( r e a l ( s u m l e n  ) ,  p - > s l o p e  ) ) ) ;  
i n t  s t a r t  =  ( d i r n  = =  DOWN)? 0 : ( s u m h e i g h t - l - o f f s e t ) ;  
i n t  i ;
d i r n  =  ( d i r n  = =  DOWN)? 1 : - 1 ;
f o r  ( i  =  s t a r t ;  i  ! =  ( s u m h e i g h t - l - o f f s e t ) / 2 ;  i  + =  d i r n  ) 
i f (  s u m s [ i ]  > m e a n _ l e v e l  ) r e t u r n  ( i  -  d i r n  ) ;  
p a n i c ( " m e a n  l e v e l  n o t  f o u n d " ) ;
}
/ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  
* *
*  l m s _ c u b i c _ c a l : f i n d  t h e  p o l y n o m i a l  ( c u b i c )  w h i c h  b e s t  f i t s  t h e  e d g e  *
*  p r o f i l e  i n  t h e  l e a s t  s q u a r e s  s e n s e  *
*  *
* * * * * * * * * * * * * * * * * * * * ★ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /  
l m s _ c u b i c _ c a l  ( s t r u c t  r d p a d  * p ,
f l o a t  * c o e f f _ b ,  f l o a t  * c a l _ p o s _ b ,  
f l o a t  * c o e f f _ t ,  f l o a t  * c a l _ p o s _ t  )
d o u b l e  * * a ,  * * u t ,  * * b ,  * * v ,
* * t e m p ,  * * a n s ,  * w ;  
i n t  s u m h e i g h t  =  p - > t o p  -  p - > b o t ;  
f l o a t  * s u m s ;
f l o a t  l i n e p o s ,  b r i g h t ,  d a r k ,  m e a n _ l e v e l ;  
i n t  i ,  b _ r o w ,  t _ r o w ;
i f ( ( s u m s  =  ( f l o a t  * )  m a l l o c (  s i z e o f (  f l o a t  ) *  s u m h e i g h t  ) )  = =  NULL ) 
p a n i c ( " c a n n o t  m a l l o c  i n  b h p _ e d g e _ d e t e c t \ n " ) ;
f o r ( i  =  0 ;  i  < s u m h e i g h t ;  i + +  ) 
s u m s  [ i  ] =  0 . 0 ;
l i n e p o s  =  0 . 0 ;
s u m _ o n _ s l a n t ( p ,  s u m s ,  S l i n e p o s  ) ;
f o r ( i = 0 ;  i  < s u m h e i g h t ;  i + + )  
d a r k  =  s u m s [ i ] ;
b r i g h t  =  g e t _ b r i g h t _ r e f ( p ,  s u m s ,  l i n e p o s  ) ;  
d a r k  =  g e t _ d a r k _ r e f ( p ,  s u m s ,  l i n e p o s  ) ;  
m e a n _ l e v e l  =  ( b r i g h t  + d a r k )  /  2 ;
b _ r o w  =  m e a n _ s e a r c h ( s u m s ,  p ,  m e a n _ l e v e l ,  DOWN ) ;  
t —r o w  =  m e a n _ s e a r c h ( s u m s ,  p ,  m e a n _ l e v e l ,  U P ) ;
a  =  m a t r i x ( 1 , N _ P T S * 2 + 1 , l , N _ P O L Y ) ; 
b  =  m a t r i x ( 1 , N _ P T S * 2 + 1 , 1 ,  1 ) ;  
u t  =  m a t r i x ( 1 , N _ P O L Y , 1 , N _ P T S * 2 + 1 )  ;  
v  =  m a t r i x ( l , N _ P O L Y ,  1 ,  N _ P O L Y ) ;  
w =  v e c t o r ( 1 , N _ P 0 L Y ) ; 
a n s  =  m a t r i x ( 1 , N _ P O L Y , 1 , 1 )  ; 
t e m p  =  m a t r i x ( l , N _ P O L Y , 1 , 1 ) ;
f o r ( i = l ; i < = N _ P T S * 2 + l ;  i + + )
{ a [ i ] [ 1 ]  =  p o w ( i + b _ r o w - N _ P T S - l , 3 )  ; 
a [ i ]  [ 2 ]  =  p o w ( i + b _ r o w - N _ P T S - l , 2 ) ;  
a [ i ] [ 3 ]  =  ( i + b _ r o w - N _ P T S - l ) ; 
a [ i ] [ 4 ]  =  1 . 0 ;
b [ i j  [ 1 ]  =  s u m s [ i  +  b _ r o w  -  N _ P T S  -  1 ] ;
s v d c m p ( a , N _ P T S * 2 + 1  , N _ P O L Y ,  w, v 
m a t  t r a n ( a ,  N _ P T S * 2 + 1 ,  N_POLY,  u t  
m a t - m u l t ( u t ,  N_ POLY,  N _ P T S * 2 + 1 ,  b ,  
forTi=l; i < =  N _PO LY ;  i++)
t e m p [ i ] [ 1 ]  =  a n s [i][1] /  w[i]; 
m a t  m u l t ( v ,  N_ POL Y,  N_ POLY,  t e m p ,
) ;
) ;
N P T S * 2 + 1
N POLY,  1 ,
1 ,  a n s ) ;
a n s )  ;
c o e f f _ b [ 3 ]  =  a n s [ l ]  [ 1 ]  ;  
c o e f f _ b [ 2 ]  =  a n s [ 2 ]  [ 1 ]  ;  
c o e f f _ b [ l ]  =  a n s [ 3 ]  [ 1 ]  ;  
c o e f f  b [ 0 ]  =  a n s [ 4 ] [ 1 ] ;
f o r ( i = l ; i < = N _ P T S * 2 + l ; i + + )
a  [ i ] [ 1 ]  
a [ i ] [ 2 ]  
a  [ i  ] [ 3 ]  
a  [ i ]  [ 4 ]  
b[i][1]
p o w  ( i + t _ r o w - N _ P T S - l ,  3)  
p o w ( i + t _ r o w - N _ P T S - l , 2)  
( i + t _ r o w - N _ P T S - l ) ;
1.0;
s u m s [ i  + t _ r o w  -  N _ P T S
}
l];
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s v d c m p ( a ,  N _ P T S * 2 + 1  , N _ P O L Y ,  w,  v  ) ;  
m a t _ t r a n ( a ,  N _ P T S * 2 + 1 ,  N _PO LY ,  u t  ) ;
m a t _ m u l t ( u t , N _PO LY ,  N _ P T S * 2 + 1 ,  b ,  N P T S * 2 + 1  1 a n s ) -
f o r  ( i = l ;  i  < =  N _P OL Y ;  i + + )  “  ' '
t e m p [ i ] [ 1 ]  =  a n s [ i ] [ 1 ]  /  w [ i ] ;  
m a t _ m u l t ( v ,  N_ POLY,  N _POLY,  t e m p ,  N_POLY,  1 ,  a n s ) ;
c o e f  f _ t  [ 3 ]  =  a n s  [ 1 ]  [ 1 ]  
c o e f f _ t [ 2 ]  =  a n s [ 2 ] [ 1 ]  
c o e f f _ t [ l ]  =  a n s [ 3 ] [ l ]  
c o e f f _ t [ 0 ]  =  a n s [ 4 ] [ 1 ]
f r e e _ m a t r i x ( u t , 1 , N _ P O L Y , 1 , N _ P T S * 2 + 1 )  ;  
f r e e _ m a t r i x ( a , 1 , N _ P T S * 2 + 1 , 1 , N_POLY)  ;  
f r e e _ m a t r i x ( b , 1 , N _ P T S * 2 + 1 ,  1 ,  1 ) ;  
f r e e _ m a t r i x ( v , 1 , N_ POLY,  1 ,  N _ P O L Y ) ; 
f r e e _ m a t r i x ( a n s , l , N _ P O L Y , 1 , 1 ) ;  
f r e e _ m a t r i x ( t e m p , 1 , N _ P 0 L Y ,  1 , 1 )  ;  
f r e e _ v e c t o r ( w ,  1 ,  N _ P 0 L Y ) ;
* c a l _ p o s _ t  =  * c a l _ p o s _ b  =  l i n e p o s ;  
f r e e ( s u m s ) ;
}
/ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  ★ ★
*  l m s _ c u b i c _ g u e s s : i n i t i a l  g u e s s  a t  e d g e  d i s p l a c e m e n t  *
•k
l m s _ c u b i c _ g u e s s  ( s t r u c t  r d p a d  * p ,  f l o a t  * s u m s ,  f l o a t  l i n e p o s ,  
f l o a t  * h  b ,  f l o a t  * h  t  )
* h  b  =  * h  t  =  0 . 0 ;
{
}
* f *
*  p r e d i c t e d  v a l u e s  o f  c a l i b r a t i o n  p o l y n o m i a l  a n d  1 s t ,  2 n d  d e r i v a t i v e s  *
*  ★  
★  ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ * * * * * * * * * * * ) l M l r * * * * * * * * * * * * * * * * * * * * * * * * * * * ^ r* * # * 1|rl|r* ^ ri(r# r̂ f̂ r̂ r̂^^r r̂1̂ 1,r^ 1̂ ^ y
f l o a t  y  h a t ( f l o a t  x ,  f l o a t  h ,  f l o a t  * c o e f f  )
{ ~
}
r e t u r n  ( c o e f f [ 3 ] * p o w ( ( x - h ) , 3 )  + c o e f f [ 2 ] * p o w ( x - h , 2)  
+ c o e f f [ 1 ] *  ( x - h )  + c o e f f [ 0 ]  ) ;
f l o a t  d _ y _ h a t ( f l o a t  x ,  f l o a t  h ,  f l o a t  * c o e f f  )
{
r e t u r n  ( - 3 * c o e f f [ 3 ] * p o w  ( x - h , 2 )  -  2 * c o e f f [ 2 ] * ( x - h )  
-  c o e f f [ 1 ]  ) ;
}
f l o a t  d _ 2 _ y _ h a t  ( f l o a t  x ,  f l o a t  h ,  f l o a t  * c o e f f  )
{
r e t u r n ( 6 * c o e f f [ 3 ] * ( x - h )  + c o e f f [ 2 ]  ) ;
}
/**************************************************************************** 
* *
*  1 ms  c u b i c  i t e r :  i t e r a t i v e  m i n i m i s a t i o n  u s i n g  N e w t o n  R h a p s o n  a l g o r i t h m  *
* *
****************************************************************************/
l m s _ c u b i c _ i t e r ( f l o a t  * x ,  f l o a t  * y ,  I n t  n ,
f l o a t  * c o e f f ,  f l o a t  * h ,  f l o a t  t o l  )
{
i n t  i ;
i n t  c o u n t  = 0 ;  
d o u b l e  s u m _ d e d h ;  
d o u b l e  s u m _ d 2 e d h ;  
f l o a t  y p ,  d _ y p ,  d _ 2 _ y p ;
d o
i
s u m _ d e d h  =  0 . 0 ;
s u m _ d 2 e d h  =  0 . 0 ;
f o r { i  =  0 ;  i  < n ;  i + +  )
{
}
y p  =  y _ h a t ( x[i], * h ,  c o e f f  ) ;  
d  y p  =  d _ y _ h a t ( x[i], * h ,  c o e f f  ) ;  
d  2 y p  =  d _ 2 _ y _ h a t ( x[i], * h ,  c o e f f  ) ;
s u m _ d 2 e d h  + =  d _ y p  *  d _ y p  + y p  *  d _ 2 _ y p  -  y [ i ]  *  d _ 2 _ y p ;  
s u m  d e d h  + =  ( y p  -  y [ i ]  ) *  d _ y p ;
* h  =  ( d o u b l e )  * h  -  s u m _ d e d h  /  s u m _ d 2 e d h ;
} w h i l e  ( f a b s ( s u m _ d e d h  /  s u m _ d 2 e d h )  > t o l  && c o u n t + +  < 5 0  ) ;
}
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*  l m s _ c u b i c _ d i s p :  f i n d  d i s p l a c e m e n t  o f  b a r  b y  f i n d i n g  t h e  d i s p l a c e m e n t
*  w h i c h  a l l o w s  t h e  b e s t  f i t  o f  a  p o l y n o m i a l  f i t t e d
*  t o  t h e  c a l i b r a t i o n  e d g e  t o  t h e  t e s t  p r o f i l e
*  *★
****************************************************************************y
l m s _ c u b i c _ d i s p  ( s t r u c t  r d p a d  * p ,  f l o a t  * c o e f f _ b ,  f l o a t  c a l  p o s  b ,
f l o a t  * c o e f f _ t ,  f l o a t  c a l ^ p o s ^ t  )
i n t  s u m h e i g h t  =  p - > t o p  -  p - > b o t ;  
f l o a t  * s u m s ,  l i n e p o s ,  x [ 2 0 ] ,  y [ 2 0 ] ;  
f l o a t  h _ b ,  h _ t ;
f l o a t  b r i g h t ,  d a r k ,  m e a n _ l e v e l ;  
i n t  i , j ,  b _ r o w ,  t _ r o w ;  
i n t  n =  N _ P T S  * 2 + 1 ;  
f l o a t  h _ c a l _ b ,  h c a l  t ;
i f (  ( s u m s  =  ( f l o a t  * ) m a l l o c (  s i z e o f (  f l o a t  ) *  s u m h e i g h t  ) )  = =  NULL ) 
p a n i c ( " c a n n o t  m a l l o c  i n  b h p _ e d g e _ d e t e c t \ n " ) ;
f o r ( i  =  0 ;  i  < s u m h e i g h t ;  i + +  ) 
s u m s [ i  ] =  0 . 0 ;
l i n e p o s  =  0 . 0 ;
s u m _ o n _ s l a n t ( p ,  s u m s ,  &l i n e p o s  ) ;  
l m s _ c u b i c _ g u e s s  ( p ,  s u m s ,  l i n e p o s ,  & h _b ,  & h _ t  ) ;
/ *  t u r n  t h i s  a b s o l u t e  p o s i t i o n  o f  a n  e d g e  i n t o  a  d i s p l a c e m e n t  * /
h _ c a l _ b  =  - c a l _ p o s _ b  + l i n e p o s ;
h _ c a l _ t  =  - c a l _ p o s _ t  + l i n e p o s ;
b r i g h t  =  g e t _ b r i g h t _ r e f ( p ,  s u m s ,  l i n e p o s  ) ;
d a r k  =  g e t _ d a r k _ r e f ( p ,  s u m s ,  l i n e p o s  ) ;
m e a n _ l e v e l  =  ( b r i g h t + d a r k ) 1 2 ;
b _ r o w  =  m e a n _ s e a r c h ( s u m s ,  p ,  m e a n _ l e v e l ,  DOWN ) ;  
t _ r o w  =  m e a n _ s e a r c h ( s u m s ,  p ,  m e a n _ l e v e l ,  U P ) ;
f o r ( i  =  b _ r o w  -  N _ P T S ,  j  =  0 ;  i  < =  b _ r o w  + N _ P T S ;  i + + ,  j + +  )
{
x [ j ]  =  i ;  
y [ j  ] =  s u m s [ i ] ;
}
l m s _ c u b i c _ i t e r  ( x ,  y ,  n ,  c o e f f _ b ,  & h _b ,  0 . 0 1  ) ;
f o r ( i  =  t _ r o w  -  N _ P T S ,  j  =  0 ;  i  < =  t _ r o w  + N _ P T S ;  i + + ,  j + +  )
{
x [ j ]  =  i ;  
y [ j  ] =  s u m s [ i ] ;
}
l m s _ c u b i c _ i t e r  ( x ,  y ,  n ,  c o e f f _ t ,  & h _ t ,  0 . 0 1  ) ;
/ *  r e a d j u s t  h v a l u e s  t o  g i v e  a b s o l u t e  e d g e  p o s i t i o n  * /
h _ b  + =  h _ c a l _ b ;  
h t  + =  h c a l  t ;
/ *  a d j u s t  a b s o l u t e  e d g e  p o s i t i o n  i n  ' s u m s '  t o  
a b s o l u t e  e d g e  p o s i t i o n  o n  s c r e e n  * /
p - > b y n e w  =  ( l o n g  ) ( ( h _ b  ) *  ONE ) ;
p - > t y n e w  =  ( l o n g  ) (  ( h _ t  ) *  ONE ) ;
i f ( f a b s ( h _ c a l _ b )  > 0 . 6  )
p - > t o p  + =  ( h _ c a l _ b  > 0 . 0  ) ?  1 : - 1 ;
p - > b o t  + =  ( h _ c a l _ b  > 0 . 0  ) ?  1 : - 1 ;
}
f r e e ( s u m s  ) ;
}
/*
*
★
*
★
**
**************************************************************
c o f m :  c a l c u l a t i o n  o f  b a r  p s i t i o n  u s i n g  a  s i m p l e  c e n t e r  o f  m a s s  
a l g o r i t h m  ( c o m p a r i s o n ) .
*************
*
*
*
*
**************************************************************************/
v o i d  c o f m (  s t r u c t  r d p a d  * p  )
u n s i g n e d  c h a r  h u g e  * s t o r e ;  
i n t  w i d t h ,  h e i g h t ,  i ,  j ;  
l o n g  s u m y ,  s u m ;  
d o u b l e  y p o s ;
w i d t h  =  p - > r g t  -  p - > l f t ;  * /  
h e i g h t  =  p - > t o p  -  p - > b o t ;
i f ( ( s t o r e  =  f a r m a l l o c ( ( l o n g )  ROWLEN *  h e i g h t  ) )
p a n i c ( " c a n n o t  a l l o c  i n  c o f m \ n "  ) ;  
g e t  a r e a  ( FRAME,  p - > b o t ,  0 ,  h e i g h t ,  ROWLEN, s t o r e ) ;
*
s u m  =  s u m y  =  0 ;
NULL )
129
f o r (  j  =  0 ;  j  < h e i g h t ;  j + +  )
{
f o r (  i  =  p - > l f t ;  i  < - > r g t ;  i + +  )
{
s u m  + =  * (  s t o r e  + ( l o n g ) j  *  ROWLEN + i  ) ;  
s u m y  + =  * (  s t o r e  + ( l o n g ) j  *  ROWLEN + i  ) *  j ;
}
}
y p o s  =  ( ( d o u b l e  ) s u m y  /  s u m  ) + p - > b o t ;
p - > b y n e w  =  p - > t y n e w  =  ( l o n g  ) ( y p o s  *  ONE + 0 . 5  ) ;
f a r f r e e ( ( u n s i g n e d  c h a r  f a r  * )  s t o r e  ) ;
4.4 det_edge.c
/ ★ * ★ * * * ★ * * ★ * * * * ★ ★ ★ * * * * ★ * * ★ * * * * ★ * * ★ * ★ * ★ * * * * ★ * ★ ★ * * * * ★ * ★ * * ★ ★ * * ★ * ★ * * ★ ★ * * * * * ★ * * * * *
★ *
*  F i l e :  D E T _ E D G E . C  *
*  A u t h o r :  D a v i d  P i e r c e  *
*  D a t e :  1 5 / 0 9 / 8 9  *
*  D e p e n d e n t  On :  RD E RR OR . C ,  RDPCMATH.C,  I R I S _ D P . C  *
*  C om me n t  : *
* *
★
★
★
★
f i n d  t h e  p o s i t i o n  o f  a n  e d g e  u s i n g  m e a n  i n t e n s i t y  c r o s s i n g  d e f i n i t i o n  o f  
e d g e  p o s i t i o n .  An a p p r o x i m a t e  p o s i t i o n  i s  u s e d  a s  a  s t a r t i n g  p o i n t  a n d  
t h e  new p o s i t i o n  i s  p a s s e d  o u t  o f  t h e  m o d u l e  i n  t h e  r d p a d  s t r u c t u r e .
*
★
★
★
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /
# i n c l u d e  < a l l o c . h >
# i n c l u d e  < m a t h . h >
# i n c l u d e  < s t d i o . h >
♦ i n c l u d e  < c o n i o . h >
# i n c l u d e  " r d d e f s . h "
♦ i n c l u d e  " r d e r r o r . h "
# i n c l u d e  " r d m a t h . h "
♦ i n c l u d e  " f g r a b . h ”
♦ i n c l u d e  " i r i s _ d p . h "
/****★ **★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ *★ ★ ★ ★ ★ ★ ★ *★ **★ ★ ★ ****★ *******★ *★ *★ ★ ★ *★ ★ ★ ★ ★ ★ ***** 
* *
*  s l a n t  s u m :  s u m s  u p  e d g e  o n  t h e  a n g l e  s p e c i f i e d  ( s l o p e  ) *★ * 
****★ *★ *★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ***********************************/
v o i d  s u m _ o n _ s l a n t ( s t r u c t  r d p a d  * p d ,  
f l o a t  * l i n e  )
{
u n s i g n e d  c h a r  h u g e  * p p ;  
i n t  k ,  h e i g h t ,  s u m h e i g h t ,
s u m l e n ,  o f f s e t ,  b o t t o m ;  
i n t  i ,  j ;
f l o a t  * s u m ,
s u m l e n  =  p d - > r g t  -  p d - > l f t ;  
s u m h e i g h t  =  p d - > t o p  -  p d - > b o t ;
o f f s e t  =  l u p b  ( a b s r ( d i v i ( r e a l i  s u m l e n  ) ,  p d - > s l o p e  ) ) ) ;  
h e i g h t  =  s u m h e i g h t  -  o f f s e t ;  
i f ( p d - > s l o p e  < 0 ) 
b o t t o m  =  o f f s e t ;  
e l s e
b o t t o m  =  0 ;
i f ( ( p p  =  f a r m a l l o c ( ( l o n g )  ROWLEN *  s u m h e i g h t  ) ) = =  NULL )
p a n i c ( " C a n n o t  m a l l o c  i n  s u m _ o n  s l a n t \ n "  ) ;  
g e t  a r e a (  FRAME,  p d - > b o t ,  0 ,  s u m h e i g h t ,  ROWLEN, p p  ) ;
j  =  b o t t o m ;
f o r  ( i  =  0 ;  i  < s u m l e n ;  i + +  )
 ̂ i f ( i  % a b s ( g l o b ( p d - > s l o p e  ) ) = =
a b s ( g l o b ( p d - > s l o p e  ) ) -  1 )
j  + =  ( p d - > s l o p e  > 0 ) ?  1 : - 1 ;
★ l i n e  + =  ( j  +  p d - > b o t  ) ;  
f o r  ( k  =  0 ;  k < h e i g h t ;  k + +  )
‘ s u m [ k ]  + =  * (  p p  + ( l o n g  ) (  j  + k  ) *  ROWLEN + ( i  + p d - > l f t  ) )
}
f o r ( k  =  0 ;  k  < s u m h e i g h t ;  k + +  )
* s u m [ k ]  / =  s u m l e n ;
}
* l i n e  / =  s u m l e n ;
f a r f r e e ( ( u n s i g n e d  c h a r  f a r  * ) p p ) ;
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★ *
*  g e t _ b r i g h t _ r e f : a v e r a g e s  h i g h  i n t e n s i t y  p l a t e a u  o f  b a r  t o  g i v e  b r i g h t  r e f  *
*
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * ^  
f l o a t  g e t _ b r i g h t _ r e f ( s t r u c t  r d p a d  * p ,  f l o a t  * s u m s ,  f l o a t  l i n e p o s  )
d o u b l e  s  =  0 . 0 ;
i n t  i ,  w i d t h  =  0 ;
i n t  s u m l e n  =  p - > r g t  -  p - > l f t ;
i n t  s u m h e i g h t  =  p - > t o p  -  p - > b o t ;
i n t  o f f s e t  =  l u p b ( a b s r ( d i v i ( r e a l ( s u m l e n  ) ,  p - > s l o p e  ) ) ) ;  
i n t  m i d  =  ( s u m h e i g h t - o f f s e t ) / 2 ;
f o r ( i  =  m i d  -  p - > w i d t h  /  2 ;  i  < m i d  +  p - > w i d t h  /  2 ;  i + +  )
s  + =  s u m s [ i  ] ;  
w i d t h + + ;
}
r e t u r n  ( s / w i d t h ) ;
}
/★★a*************************************************************************
* *
*  g e t _ d a r k _ r e f : a v e r a g e s  l o w  i n t e n s i t y  p l a t e a u s  o f  b a r  t o  g i v e  d a r k  r e f  ** * 
★ ★ ★ f t * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /
f l o a t  g e t _ d a r k _ r e f ( s t r u c t  r d p a d  * p ,  f l o a t  * s u m s ,  f l o a t  l i n e p o s  )
d o u b l e  s  =  0 . 0 ;  
i n t  i ,  s t a r t ,  e n d ,  w i d t h  =  0 ;  
i n t  s u m l e n  =  p - > r g t  -  p - > l f t ;  
i n t  s u m h e i g h t  =  p - > t o p  -  p - > b o t ;
i n t  o f f s e t  =  l u p b  ( a b s r  ( d i v i ( r e a l ( s u m l e n  ) ,  p - > s l o p e  ) ) ) ;
}
s t a r t  =  0 ;
e n d  =  s u m h e i g h t  -  o f f s e t ;
f o r ( i  =  s t a r t ;  i
{
s  + =  s u m s [ i  ] ;  
w i d t h + + ;
}
f o r (  i  =  e n d ;  i  >
{
s  + =  s u m s [ i  ] ;  
w i d t h + + ;
< s t a r t  + p - > o f f s e t ;  i + +  )
e n d  -  p - > o f f s e t ;  i —  )
}
r e t u r n  ( s  /  w i d t h ) ;
/*****★ ***★ ************★ ****★ ********★ *************************************** 
* *
*  1 m s  l i n e :  r e t u r n s  s l o p e  a n d  i n t e r c e p t  o f  l i n e  f i t t e d  t o  d a t a  i n  *
*  — t o t  a r r a y  b e t w e e n  b o u n d O  a n d  b o u n d l . ** * 
************************************★ *★ *************************************/
s t a t i c  v o i d  l m s _ l i n e (  f l o a t  * t o t ,  i n t  b o u n d O ,  i n t  b o u n d l ,  f l o a t  * s l o p e ,  f l o a t  * i c e p t  )
{ “  
i n t  i ;
i n t  n  =  b o u n d l  -  b o u n d O ;  
f l o a t  d e t ;
d o u b l e  s u m x ,  s u m x 2 ,  s u m y ,  s u m x y ;  
s u m x  =  s u m x 2 =  s u m y  =  s u m x y  =  0 ;
f o r  ( i  =  b o u n d O ;  i  < b o u n d l ;  i + +  )
{
s u m x  + =  ( d o u b l e )  i ;  
s u m y  + =  ( d o u b l e )  t o t [ i ] ;  
s u m x 2  + =  ( d o u b l e )  i  *  i ;  _ 
s u m x y  + =  ( d o u b l e )  i  *  t o t [ i ] ;
d e t  =  s u m x 2  *  n -  s u m x  *  s u m x ;
* s l o p e  =  ( n *  s u m x y  -  s u m x  *  s u my  ) /  d e t ;
* i c e p t  =  ( s u m x 2  *  s u m y  -  s u m x  *  s u m x y )  /  d e t ;
}
/******★ *******************************
★
*  b h p  e d g e _ d e t e c t : r o w  o r i e n t e d  d o u b l e
*  — c r o s s i n g  b a s e d  e d g e
*  BHP C o a t e d  P r o d u c t s
********************** ******** ******** **
it*************************************
*
e d g e  v e r s i o n  o f  m e a n  i n t e n s i t y  *
d e t e c t i o n  r o u t i n e  d e v e l o p e d  b y  *
D i v i s i o n .  *★
*************************************/
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v o i d  b h p _ d e t e c t _ e d g e ( s t r u c t  r d p a d  * p  )
i n t  s u m h e i g h t  =  p - > t o p  -  p - > b o t ;  
f l o a t  * s u m s ;
f l o a t  l i n e p o s ,  b r i g h t _ r e f ,  d a r k  r e f ,  
m e a n _ l e v e l ,  m, c ;  —
i n t  b o t _ r o w ,  t o p  r o w ;  
i n t  i ,  j ;  —
l o n g  c o r r ;
i f ( ( s y ms  =  m a l l o c (  s i z e o f  ( f l o a t  ) *  s u m h e i g h t  ) ) = =  NULL) 
p a n i c ( " c a n n o t  m a l l o c  i n  b h p _ e d g e  d e t e c t \ n " ) ;
f o r ( i  =  0 ;  i  < s u m h e i g h t ;  i + +  ) 
s u m s [ i  ] =  0 . 0 ;
l i n e p o s  =  0 . 0 ;
s u m _ o n _ s l a n t ( p ,  s u m s ,  S l i n e p o s  ) ;  ,
c o r r  =  d i v i  ( r e a l  ( ( p - > r g t  + p - > l f t  ) /  2 ) -  p - > x r e f ,  p - > s l o p e  ) ;  
b o t _ r o w  =  g l o b ( p - > b y r e f  -  ( l o n g  ) (  l i n e p o s  *  ONE -  c o r r  ) ) ;  
t o p _ r o w  =  g l o b ( p - > t y r e f  -  ( l o n g  ) (  l i n e p o s  *  ONE -  c o r r  ) ) ;  
d a r k _ r e f  =  g e t _ d a r k _ r e f ( p ,  s u m s ,  l i n e p o s  ) ;  
b r i g h t _ r e f  =  g e t _ b r i g h t _ r e f ( p ,  s u m s ,  l i n e p o s  ) ;  
m e a n _ l e v e l  =  ( b r i g h t _ r e f + d a r k _ r e f ) / 2 ;
/ *  g e t  m & c  o f  l i n e  y  *  mx + c  t h a t  p a s s e s  t h r o u g h  c e n t e r  p i x e l s  o f  e d g e  * /
l m s _ l i n e ( s u m s ,  b o t _ r o w  -  2 , b o t _ r o w + 2 ,  &m, &c ) ;
p - > b y n e w  =  ( l o n g )  ( ( ( m e a n _ l e v e l  - c ) /  m ;) * ONE
l m s _ l i n e ( s u m s ,  t o p _ r o w  -  2 , t o p _ r o w + 2 ,  £m, &c ) ;
p - > t y n e w  =  ( l o n g )  ( ( ( m e a n _ l e v e l  - c ) /  m ;1 * ONE
/ *  a d j u s t  f o r  a r e a  o f i n t e r e s t p r o c e s s i n g * /
p - > b y n e w  + =  ( l o n g  ) ( l i n e p o s  *  ONE -  c o r r  ) ;  
p - > t y n e w  + =  ( l o n g  ) (  l i n e p o s  *  ONE -  c o r r  ) ;
i f (  g l o b (  p - > b y n e w  ) ! =  g l o b (  p - > b y r e f  ) )
{
p - > t o p  + =  ( p - > b y n e w  > p - > b y r e f  ) ?  1 : - 1 ;  
p - > b o t  + =  ( p - > b y n e w  > p - > b y r e f  ) ?  1 : - 1 ;
}
f r e e ( s u m s ) ;
}
/ ★ * ★ ★ * * ★ * * * ★ * * * ★ * * ★ ★ * * ★ * * ★ * * * ★ ★ * * * * ★ ★ ★ ★ * ★ ★ ★ ★ ★ * * * * * * ★ * * ★ * ★ ★ ★ * ★ * ★ ★ * * * * ★ ★ * * * ★ ★ * *
* *
*  c o f m :  c a l c u l a t i o n  o f  b a r  p s i t i o n  u s i n g  a  s i m p l e  c e n t e r  o f  m a s s  *
*  a l g o r i t h m  ( c o m p a r i s o n ) . ** *
****************************************************************************/
v o i d  c o f m (  s t r u c t  r d p a d  * p  )
{
u n s i g n e d  c h a r  h u g e  * s t o r e ;  
i n t  w i d t h ,  h e i g h t ,  i ,  j ;  
l o n g  s u m y ,  s u m ;  
d o u b l e  y p o s ;
/ *  w i d t h  =  p - > r g t  -  p - > l f t ;  * /  
h e i g h t  =  p - > t o p  -  p - > b o t ;
i f (  ( s t o r e  =  f a r m a l l o c ( ( l o n g )  ROWLEN *  h e i g h t  ) ) = =  NULL ) 
p a n i c ( " c a n n o t  a l l o c  i n  c o f m \ n "  ) ;  
g e t _ a r e a ( FRAME,  p - > b o t ,  0 ,  h e i g h t ,  ROWLEN, s t o r e ) ;
s u m  =  s u m y  =  0 ;
f o r (  j  =  0 ;  j  < h e i g h t ;  j + +  )
{ . % 
f o r ( i  =  p - > l f t ;  i  < p - > r g t ;  i + +  )
 ̂ s u m  + =  * (  s t o r e  + ( l o n g ) j  *  ROWLEN + i  ) ;  _
s u m y  + =  * (  s t o r e  + ( l o n g ) j  *  ROWLEN + i  ) *  j ;
}
}
y p o s  =  ( ( d o u b l e  ) s u m y  /  s um ) + p - > b o t ;
p - > b y n e w  =  p - > t y n e w  =  ( l o n g  ) ( y p o s  *  ONE + 0 . 5  ) ;
f a r f r e e (  ( u n s i g n e d  c h a r  f a r  * ) s t o r e  ) ;
}
4.5 corr.c
/***************************
*
*  F i l e :  COR R. C
*  A u t h o r :  D a v i d  P i e r c e
*  D a t e :  1 0 / 0 2 / 9 0
*  D e p e n d e n t  On :  RDPCMATH.C,
*  C o m m e n t :*
*************************************************
★
*
*
*
I N T E R P O L . C ,  RDERROR. C,  I R I S _ D P . C  *★
*
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★
★
*
★
★
*
F i n d  t h e  b e s t  c o r r e l a t i o n  b e t w e e n  t h e  c a l i b r a t i o n  p r o f i l e  r e c o r d .  T h i s  
i s  d o n e  b y  f i r s t l y  p e r f o r m i n g  a  c o a r s e  c o r r e l a t i o n  b e t w e e n  t h e  w h o l e  
t e s t  a n d  c a l i b r a t i o n  p r o f i l e s ,  t h e n  a  f i n e  c o r r e l a t i o n  b e t w e e n  t h e  t e s t  
e d g e  a n d  a n  i n t e r p o l a t e d  c a l i b r a t i o n  p r o f i l e .
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
★
*
*
*
*
/
♦ i n c l u d e  < a l l o c . h >  
# i n c l u d e  < s t d i o . h >  
# i n c l u d e  < m a t h . h >  
♦ i n c l u d e  < s t d l i b . h >  
♦ i n c l u d e  " r d d e f s . h "  
♦ i n c l u d e  " r d e r r o r . h "  
♦ i n c l u d e  " r d m a t h . h "  
♦ i n c l u d e  " i n t e r p o l . h "  
♦ i n c l u d e  " f g r a b . h "  
♦ i n c l u d e  " i r i s _ d p . h "
♦ d e f i n e  N_POLY ( i n t ) 4  
♦ d e f i n e  N _ P T S  ( i n t ) 5  
♦ d e f i n e  DOWN 1 
♦ d e f i n e  UP - 1
/ ★ a * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  
* *
*  s l a n t  s u m :  s u m s  u p  e d g e  o n  t h e  a n g l e  s p e c i f i e d  ( s l o p e  ) *★  *
****************************************************************************/
v o i d
{
s u m _ o n _ s l a n t ( s t r u c t  r d p a d  * p d ,  
f l o a t  * l i n e  )
u n s i g n e d  c h a r  h u g e  * p p ;  
i n t  k ,  h e i g h t ,  s u m h e i g h t ,  
s u m l e n ,  o f f s e t ,  b o t t o m ;  
i n t  i ,  j ;
f l o a t  * s u m ,
s u m l e n  =  p d - > r g t  -  p d - > l f t ;  
s u m h e i g h t  =  p d - > t o p  -  p d - > b o t ;
o f f s e t  =  l u p b ( a b s r ( d i v i ( r e a l  ( s u m l e n  ) ,  p d - > s l o p e  ) ) ) ;  
h e i g h t  =  s u m h e i g h t  -  o f f s e t ;  
i f ( p d - > s l o p e  < 0 ) 
b o t t o m  =  o f f s e t ;  
e l s e
b o t t o m  =  0 ;
i f (  ( p p  =  f a r m a l l o c ( ( l o n g )  ROWLEN *  s u m h e i g h t  ) ) = =  
p a n i e ( " C a n n o t  m a l l o c  i n  s u m _ o n _ s l a n t \ n "  ) ;  
g e t _ a r e a ( FRAME,  p d - > b o t ,  0 ,  s u m h e i g h t ,  ROWLEN, p p  ) ;  
j  =  b o t t o m ;
f o r  ( i  =  0 ;  i  < s u m l e n ;  i + +  )
{
i f (  i  % a b s  ( g l o b (  p d - > s l o p e  ) ) = =
a b s  ( g l o b i  p d - > s l o p e  ) ) -  1 ) 
j  + =  ( p d - > s l o p e  > 0 ) ?  1 : - 1 ;
* l i n e  + =  ( j  + p d - > b o t  ) ;  
f o r ( k  =  0 ;  k  < h e i g h t ;  k + +  )
 ̂ s u m [ k ] + =  * (  P P  +  ( l o n g  ) ( j  + k  ) *  ROWLEN
+ ( i  + p d - > l f t  ) ) ;
}
f o r ( k  =  0 ;  k  < s u m h e i g h t ;  k + +  )
{
s u m [ k ]  / =  s u m l e n ;
}
* l i n e  / =  s u m l e n ;
f a r f r e e ( ( u n s i g n e d  c h a r  f a r  * ) p p ) ;
NULL )
/****************************************************************************
*  c o r r  c a l :  s u m  o n  s l a n t  t o  d e t e r m i n e  c a l i b r a t i o n  p r o f i l e  a n d  r e f e r e n c e  *
*  ~  p o s i t i o n .  *
***************************************************************************V
v o i d  c o r r _ c a l ( s t r u c t  r d p a d  * p ,  f l o a t  * c a l ,  f l o a t  * c a l _ p o s  )
{ i n t  s u m h e i g h t  =  p - > t o p  -  p - > b o t ;  
i n t  i ;
f l o a t  l i n e p o s ;
f o r (  i  =  0 ;  i  < s u m h e i g h t ;  i + +  ) 
c a l [ i  ] =  0 . 0 ;
l i n e p o s  = 0 . 0 ;
s u m _ o n _ s l a n t ( p ,  c a l ,  S l i n e p o s  ) ,  
* c a l _ p o s  =  l i n e p o s ;
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/ * * * * * * * * * * * * * * * * * * * * * * * * * * * * ★ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
*  c o r r _ d i s p :  f i n d  m a x i m u m  c o r r e l a t i o n  b e t w e e n  c a l i b r a t i o n  a n d  c u r r e n t  *
*  p r o f i l e  u s i n g  c o a r s e - f i n e  s e a r c h  *
*  *
* * * * * * * * * * * * * * * * * * * ★ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /  
f l o a t  y 2 [ 5 1 2 ] ,  x [ 5 1 2 ] ,  y  [ 5 1 2 ] ;
v o i d  c o r r _ d i s p (  s t r u c t  r d p a d  * p ,  f l o a t  * c a l ,  f l o a t  c a l _ p o s )
i n t  s u m h e i g h t  =  p - > t o p  -  p - > b o t ;  
i n t  s u m l e n  =  p - > r g t  -  p - > l f t ;  
f l o a t  * s u m s ,  l i n e p o s ,  h m i n ,  h m a x ,  h s t e p ,  
h ,  x _ m a x ,  n e x t _ b e s t _ x ;  
d o u b l e  c o r r ,  b e s t _ c o r r ,  n e x t  b e s t  c o r r ;  
i n t  i ,  f i n i s h ,  s t a r t ;  -  ~
i n t  o f f s e t  =  l u p b  ( a b s r  ( d i v i ( r e a l ( s u m l e n  ) ,  p - > s l o p e  ) ) ) ;  
i n t  h e i g h t  =  s u m h e i g h t  -  o f f s e t ;  
i n t  n =  h e i g h t ;
f l o a t  h _ c a l ;
/ *  p r i n t f ( " \ n c u b i c  d i s p " ) ;  * /
i f (  ( s u m s  =  ( f l o a t  * ) m a l l o c (  s i z e o f (  f l o a t  ) *  s u m h e i g h t  ) )  = =  NULL ) 
p a n i c ( " c a n n o t  m a l l o c  i n  b h p _ e d g e _ d e t e c t \ n " ) ;
f o r (  i  =  0 ;  i  < s u m h e i g h t ;  i + +  ) 
s u m s [ i  ] =  0 . 0 ;
l i n e p o s  =  0 . 0 ;
s u m _ o n _ s l a n t ( p ,  s u m s ,  S l i n e p o s  ) ;  ’
/ *  d o  c o a r s e  c o r r e l a t i o n  * /
f o r ( i = l ;  i  < =  h e i g h t ;  i + +  ) 
x [ i ] =  i - 1 ;
s p l i n e  ( x ,  s u m s  -  1 ,  h e i g h t ,  0 ,  0 ,  y 2  ) ;
h m i  n =  -  4 ;  
h m a x  =  4 ;  
h s t e p  =  1 ;
b e s t _ c o r r  =  n e x t _ b e s t _ c o r r  = 0 . 0 ;  
f o r ( h = h m i n ;  h < h m a x ;  h + = h s t e p  )
{
c o r r  =  0 . 0 ;
f o r ( i = m a x ( 0 ,  c e i l ( h ) ) ;  i  < m i n ( n ,  n + f l o o r ( h ) ) ;  i + + )
{
c o r r  + =  c a l [ i ]  *  s u m s [ ( i n t ) ( i  -  h ) ] ;
}
i f (  c o r r  > b e s t _ c o r r  )
{
n e x t _ b e s t _ c o r r  =  b e s t _ c o r r ;  
n e x t _ b e s t _ x  =  x _ m a x ;  
b e s t _ c o r r  =  c o r r ;  
x _ m a x  =  h ;
}
e l s e  i f (  c o r r  > n e x t _ b e s t _ c o r r  )
{
n e x t _ b e s t _ c o r r  =  c o r r ;  
n e x t _ b e s t _ x  =  h ;
}
}
/ *  d o  f i n e  c o r r e l a t i o n  * /  
i  f ( n e x t _ b e s t _ x  < x _ m a x  )
h m i n  =  x _ m a x  -  0 . 5  + 0 . 0 0 5 ;  
h m a x  =  x m a x ;
}
e l s e
h m i n  =  x _ m a x  +  0 . 0 0 5 ;  
h m a x  =  x _ m a x  +  0 . 5 ;
h s t e p  =  1 . 0 / 1 0 0 . 0 ;  
b e s t _ c o r r  =  0 . 0 ;
f o r ( h = h m i n ;  h  < h m a x ;  h + = h s t e p  )
{
c o r r  =  0 . 0 ;
s t a r t  =  m a x ( 0 ,  c e i l ( h ) ) ;  
f i n i s h  =  m i n ( n ,  n + f l o o r ( h )  ) ;  
f o r ( i = s t a r t ;  i  < f i n i s h ;  i + + )
{ c o r r  + =  c a l [ i ]  *  s p l i n t ( x ,  s u m s  -  1 ,  y 2 ,  n ,  i  -  h ) ;
} ,
i f ( c o r r  > b e s t _ c o r r  )
{
b e s t _ c o r r  — c o r r ;  
x _ m a x  =  h ;
}
}
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/ *  r e a d j u s t  h  v a l u e s  t o  g i v e  a b s o l u t e  e d g e  p o s i t i o n  * /
x _ m a x  + =  - c a l _ p o s  + l i n e p o s ;
/ *  a d j u s t  a b s o l u t e  e d g e  p o s i t i o n  i n  ' s u m s '  t o  
a b s o l u t e  e d g e  p o s i t i o n  o n  s c r e e n  * /
p - > b y n e w  =  ( l o n g  ) (  ( x _ m a x  + 1 ) *  ONE ) ;
p - > t y n e w  =  ( l o n g  ) (  ( x _ m a x  -  1 )  *  ONE ) ;
i f (  f a b s ( h _ c a l  =  l i n e p o s  -  c a l  p o s )  > 0 . 6  )
{ ~~
p - > t o p  + =  ( h _ c a l  > 0 . 0  ) ?  1 : - 1 ;
p - > b o t  + =  ( h _ c a l  > 0 . 0  ) ?  1 : - 1 ;
}
f r e e ( s u m s  ) ;
}
/ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * ★ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
* *
*  c o f m :  c a l c u l a t i o n  o f  b a r  p s i t i o n  u s i n g  a  s i m p l e  c e n t e r  o f  m a s s  *
*  a l g o r i t h m  ( c o m p a r i s o n ) . ** ★
* ★ ★ * * ★ ★ ★ * ★ * ★ * * ★ ★ * * * * * ★ * * * ★ ★ * ★ * * * * ★ * * * ★ ★ ★ ★ ★ * * ★ * * * * ★ * * * ★ ★ * * ★ * ★ * * ★ ★ * * * * ★ ★ * * * * * * i
v o i d  c o f m (  s t r u c t  r d p a d  * p  )
{
u n s i g n e d  c h a r  h u g e  *  s t o r e ;  
i n t  h e i g h t ,  i ,  j ;  
l o n g  s u m y ,  s u m ;  
d o u b l e  y p o s ;
/ *  w i d t h  =  p - > r g t  -  p - > l f t ;  * /  
h e i g h t  =  p - > t o p  -  p - > b o t ;
i f (  ( s t o r e  =  f a r m a l l o c ( ( l o n g )  ROWLEN *  h e i g h t  ) ) = =  NULL ) 
p a n i c ( " c a n n o t  a l l o c  i n  c o f m \ n "  ) ;  
g e t _ a r e a ( FRAME,  p - > b o t ,  0 ,  h e i g h t ,  ROWLEN, s t o r e ) ;
s u m  =  s u m y  =  0 ;
f o r ( j  =  0 ;  j  < h e i g h t ;  j + +  )
{
f o r ( i  =  p - > l f t ;  i  < p - > r g t ;  i + +  )
{
s u m  + =  * (  s t o r e  + ( l o n g ) j  *  ROWLEN + i  ) ;  
s u m y  + =  * (  s t o r e  +  ( l o n g ) j  *  ROWLEN + i  ) *  j ;
}
}
y p o s  =  ( ( d o u b l e  ) s u m y  /  s um  ) + p - > b o t ;
p - > b y n e w  =  p - > t y n e w  =  ( l o n g  ) ( y p o s  *  ONE + 0 . 5  ) ;
f a r f r e e ( ( u n s i g n e d  c h a r  f a r  * )  s t o r e  ) ;
4.6 iris_dp.c
/ ****************************************************************************
*  F i l e :  I R I S _ D P . C
*  A u t h o r :  D a v i d  P i e r c e
*  D a t e :  1 0 / 0 2 / 9 0
*  D e p e n d e n t  On :  MOVE_MEM.C,  RDERROR. C
*  C o m m e n t  :
*  r o u t i n e s  t o  p e r f o r m  t h e  m a j o r  f u n c t i o n s  o f  t h e  D T - I R I S  s o f t w a r e
*  p a c k a g e  w i t h  l a r g e  i m p r o v e m e n t s  i n  s p e e d  a n d  m e m o r y  u s e  e f f i c i e n c y
************ ****************************************************************/
# i n c l u d e  < d o s . h >
# i n c l u d e  < s t d i o . h >
# i n c l u d e  < a l l o c . h >
» i n c l u d e  " r d e r r o r . h "
» i n c l u d e  " m o v e _ m e m . h "
i n s  MAX I  MAGE 64 6 0 0
» d e f i n e  B A S E  ( a )  ( a ?  0 x A 4 0 0 0 0  : OxAOOOOO)
» d e f i n e  ROWLEN 5 1 2
Z****************************************************************************
*  q e t  a r e a :  c o p i e s  a n  a r e a  o f  i m a g e  f r o m  t h e  e x t e n d e d  m e m o r y  f r a m e  b u f f e r  *
*  y ~  s p e c i f i e d  i n t o  a  u s e r  a r r a y  o f  c h a r  #
************************************★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ ★ **************************/
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v o i d  g e t _ a r e a ( i n t  f r a m e ,
i n t  t o p ,  i n t  l e f t ,  
i n t  h e i g h t ,  i n t  w i d t h ,  
u n s i g n e d  c h a r  h u g e  * b u f f e r  )
u n s i g n e d  i n t  n ,  n w o r d s ;  
l o n g  s i z e ,
i m a g e _ a d d r ,  
u s e r  a d d r ;
s i z e  =  ( l o n g )  MAXIMAGE /  ROWLEN;
i m a g e _ a d d r  =  B A S E ( f r a m e  ) + ( l o n g )  t o p  *  w i d t h ;
u s e r _ a d d r  =  F P _ O F F ( b u f f e r  ) + ( ( l o n g )  F P _ S E G ( b u f f e r  ) «  4 ) ;  
f o r ( n =  0 ;  n < h e i g h t  /  s i z e ;  n + + )
n w o r d s  =  s i z e  *  w i d t h  /  2 ;
m o v e _ m e m ( u s e r _ a d d r ,  i m a g e _ a d d r ,  n w o r d s  ) ;
i m a g e _ a d d r  + =  s i z e  *  w i d t h ;
u s e r  a d d r  + =  s i z e  *  w i d t h ;
}
}
n w o r d s  =  ( h e i g h t  -  n *  s i z e  ) *  w i d t h  /  2 ;  
m o v e _ m e m (  u s e r _ a d d r ,  i m a g e _ a d d r ,  n w o r d s  ) ;
/ ■ * ' * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  
* *
*  r e s t o r e _ f r a m e  : r e s t o r e s  a n  I R I S  f o r m a t  i m a g e  f i l e  o n  d i s k  t o  t h e  u s e r  *
*  s p e c i f i e d  e x t e n d e d  m e m o r y  f r a m e  b u f f e r  *
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
r e s t o r e _ f r a m e ( i n t  f r a m e ,  i n t  r u n ,  i n t  num )
{
c h a r  f i l e n m e [ 4 0 ] ;
F I L E  * i m a g e ;  
u n s i g n e d  c h a r  * b u f f e r ;  
i n t  l i n e _ l e n  =  5 1 2 , i ;  
l o n g  i m a g e _ a d d r ,  u s e r _ a d d r ;
i f (  ( b u f f e r  =  m a l l o c ( l i n e _ l e n ) ) = =  NULL ) 
p a n i c ( " c a n n o t  m a l l o c  i n  r e s t o r e  f r a m e " ) ;
s p r i n t i ( f i l e n m e , " d : \ \ s t i l l _ b a \ \ r d _ % d _ % d . i m g " ,  r u n ,  num ) ;  
i f (  ( i m a g e  =  f o p e n ( f i l e n m e ,  " r b " ) ) = =  NULL ) 
p a n i c  ( " c a n n o t  o p e n  i m a g e  f i l e  t o  r e s t o r e " ) ;
f r e a d (  b u f f e r ,  1 ,  l i n e _ l e n ,  i m a g e  ) ;  / *  t h r o w  a w a y  l i n e  1 * /  
i m a g e _ a d d r  =  B A S E ( f r a m e  ) ;
u s e r _ a d d r  =  F P _ O F F ( b u f f e r  ) + ( ( l o n g )  F P _ S E G ( b u f f e r  ) < <  4 ) ;
f o r ( i = 0 ;  i  < 5 1 2 ;  i + + )
{
f r e a d (  b u f f e r ,  1 ,  l i n e _ l e n ,  i m a g e  ) ;
m o v e _ m e m ( i m a g e  a d d r ,  u s e r _ a d d r ,  l i n e _ l e n  /  2 ) ;
image_addr += Tine_len;
}fclose(image); 
free(buffer);
4.7 m ovem em .c
/*********★ ****************************************************************** 
* *
*  F i l e :  MOVE_MEM. C *
*  A u t h o r :  D a v i d  P i e r c e  *
*  D a t e :  1 0 / 0 2 / 9 0  *
*  D e p e n d e n t  On :  ^
*  C o m m e n t : ^*
*  G e n e r a l  mem c o p y  r o u t i n e  w h i c h  m a k e s  u s e  o f  2 8 6  p r o t e c t e d  m o d e  t o  *
*  c o p y  b e t w e e n  t w o  f u l l  2 4  b i t  m e m o r y  a d d r e s s e s ,  i . e .  c a n  c o p y  t o  a n d  *
*  f r o m  e x t e n d e d  m e m o r y .  *
****************************************************************************/
# i n c l u d e  < d o s . h >
# i n c l u d e  < m e m . h >
# d e f i n e  LO WORD(a)  ( a  & O x F F F F )
# d e f i n e  HI  B Y T E ( a )  ( a  /  0 x 1 0 0 0 0 )
# d e f i n e  CPLD_R_W 0 x 9 3  / *  d a t a  a c c e s s  r i g h t s  c o d e  * /
/****************************************************************************
*  m o v e  mem- m o v e s  a  b l o c k  f o r m  p h y s i c a l  a d d r e s s  e x _ s o u r c e  t o  e x _ t a r g e t  *
*  -  t h e s e  a d d r e s s e s  c a n  b e  f u l l  2 4  b i t s  l o n g  ( i . e  s o u r c e  a n d / o r  *
*  t a r g e t  c a n  b e  i n  e x t e n d e d  m e m o r y  ) .  *
***************************************************************************/
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v o i d  m o v e _ m e m (  u n s i g n e d  l o n g  e x _ t a r g e t ,
u n s i g n e d  l o n g  e x _ s o u r c e ,  
i n t  n w o r d s  )
{
s t r u c t  s o u r c e _ t a r g e t _ d e f  {
u n s i g n e d  i n t  s e g _ l i m i t ;  
u n s i g n e d  i n t  b a s e _ l o _ w o r d ;  
u n s i g n e d  c h a r  b a s e _ h i _ b y t e ;  
u n s i g n e d  c h a r  d a t a _ a c c _ r i g h t s ;  
u n s i g n e d  i n t  d a t a _ r e s e r v e d ;
} ;
s t r u c t  g d t _ t a g  {
s t r u c t  s o u r c e _ t a r g e t _ d e f  dummy;  
s t r u c t  s o u r c e _ t a r g e t _ d e f  l o c ;  
s t r u c t  s o u r c e _ t a r g e t _ d e f  s o u r c e ;  
s t r u c t  s o u r c e _ t a r g e t _ d e f  t a r g e t ;  
s t r u c t  s o u r c e _ t a r g e t _ d e f  b i o s  c s ;  
s t r u c t  s o u r c e _ t a r g e t  d e f  t e m p - s s ;
} g d t ;
s t r u c t  s o u r c e _ t a r g e t _ d e f  b l a n k  =  { 0 , 0 , 0 , 0 , 0 } ;  
u n i o n  REGS  i n r e g s ,  o u t r e g s ;  
s t r u c t  S R E G S  s e g r e g s ;
/ *  s e t  u p  d e s c r i p t o r  t a b l e  t o  d e f i n e  b l o c k  m o v e  * /
g d t . s o u r c e . s e g _ l i m i t  =  2 *  n w o r d s  -  1 ;
g d t . s o u r c e • b a s e _ l o _ w o r d  =  LO_WORD( e x _ s o u r c e  ) ;
g d t . s o u r c e . b a s e _ h i _ b y t e  =  H I _ B Y T E ( e x _ s o u r c e  ) ;
g d t . s o u r c e . d a t a _ a c c _ r i g h t s  =  CPLD_R_W;
g d t . s o u r c e . d a t a _ r e s e r v e d  =  0 ;
g d t . t a r g e t . s e g _ l i m i t  =  2 *  n w o r d s  -  1 ;
g d t . t a r g e t . b a s e _ l o _ w o r d  =  LO_WORD( e x _ t a r g e t  ) ;
g d t . t a r g e t . b a s e _ h i _ b y t e  =  H I _ B Y T E ( e x _ t a r g e t  ) ;
g d t . t a r g e t . d a t a _ a c c _ r i g h t s  =  CPLD_R_W;
g d t . t a r g e t . d a t a _ r e s e r v e d  =  0 ;
m e m c p y ( & g d t . d u m m y ,  & b l a n k ,  s i z e o f (  s t r u c t  s o u r c e _ t a r g e t _ d e f  ) ) ;
m e m c p y ( S g d t . l o c ,  i b l a n k ,  s i z e o f  ( s t r u c t  s o u r c e _ t a r g e t _ d e f  ) ) ;  
m e m c p y ( & g d t . b i o s _ c s ,  S b l a n k ,  s i z e o f  ( s t r u c t  s o u r c e _ t a r g e t _ d e f  ) ) ;  
m e m c p y { & g d t . t e m p _ s s ,  S b l a n k ,  s i z e o f  { s t r u c t  s o u r c e _ t a r g e t _ d e f  ) ) ;
/ *  s e t  u p  8 0 2 8 6  r e g i s t e r s  f o r  I NT  15H * /
i n r e g s . h . a h  =  0 x 8 7 ;  
s e g r e g s . e s  =  F P _ S E G ( & g d t  ) ;  
i n r e g s . x . s i  =  F P _ O F F ( & g d t  ) ;  
i n r e g s . x . c x  =  n w o r d s ;
/ *  m o v e _ b l o c k  u s i n g  d o s  i n t e r r u t p t  15H * /
i n t 8 6 x (  0 x 1 5 ,  & i n r e g s ,  S o u t r e g s ,  S s e g r e g s  ) ;
}
4.8 matrix.c
z**************************************************************************** 
* *
*  F i l e :  M A T R I X . C  *
*  A u t h o r :  D a v i d  P i e r c e  *
*  D a t e :  1 0 / 0 2 / 9 0  *
*  D e p e n d e n t  O n :  *
*  C o m m e n t :*
*  N u m e r i c a l  t e c h n i q u e s  f o r  m a n i p u l a t i n g  m a t r i c e s ,  m o s t l y  t a k e n  f r o m
*  " N u m e r i c a l  R e c i p i e s  i n  C "  *
*
****************************************************************************/
# i n c l u d e  < m a t h . h >  
# i n c l u d e  < a l l o c . h >  
f i n c l u d e  < p r o c e s s . h >  
# i n c l u d e  < s t d i o . h >  
♦ i n c l u d e  " m a t r i x . h "
♦ d e f i n e  T I NY 1 . 0 e - 2 0 ;
/****************************************************************************/ ★
* ★
*  n r e r r o r :  f a t a l  e r r o r !  *
L**************************************************************************7
v o i d  n r e r r o r ( c h a r  e r r o r _ t e x t [ ] )
 ̂ f p r i n t f ( s t d e r r , " N u m e r i c a l  R e c i p e s  
f p r i n t f ( s t d e r r , " % s \ n " , e r r o r ^ t e x t ) 
f p r i n t f  ( s t d e r r , " . . . n o w  e x i t i n g  t o  
e x i t ( 1 ) ;
}
r u n - t i m e  e r r o r . ,  
s y s t e m . . . \ n " ) ;
\ n " ) ;
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/*★ ********************★ *****•★ *********★ **•***★ ★ *•*•******■******■*************.***
•k *
*  a l l o c a t e  a n d  f r e e  m a t r i x  r o u t i n e s  f o r  l a t e r  a l g o r i t h m s  *★ *
d o u b l e  * v e c t o r ( i n t  n l ,  i n t  n h )
{
d o u b l e  * v ;  ■
v = ( d o u b l e  * ) m a l l o c ( ( u n s i g n e d )  ( n h - n l  + 1 ) * s i z e o f  ( d o u b l e ) ) ;  
i f  ( ! v )  n r e r r o r  ( " a l l o c a t i o n  f a i l u r e  i n  v e c t o r  ( ) " ) ;  
r e t u r n  v - n l ;
}
d o u b l e  * * m a t r i x ( i n t  n r l , i n t  n r h , i n t  n c l , i n t  n c h )
i n t  i ;  
d o u b l e  * * m ;
m = ( d o u b l e  * * )  m a l l o c ( ( u n s i g n e d )  ( n r h - n r l  + 1 ) * s i z e o f ( d o u b l e * ) )  ;  
i f  ( ! m) n r e r r o r ( " a l l o c a t i o n  f a i l u r e  1 i n  m a t r i x ( ) " ) ;  
m - =  n r l ;
f o r ( i = n r l ; i < = n r h ; i + + )  {
m [ i ] = ( d o u b l e  * j  m a l l o c ( ( u n s i g n e d )  ( n c h - n c l + 1 ) * s i z e o f ( d o u b l e ) ) ;  
i f  ( ! m [ i ] )  n r e r r o r ( " a l l o c a t i o n  f a i l u r e  2 i n  m a t r i x ( ) " ) ;  
m [ i ]  - =  n c l ;
}
r e t u r n  m;
}
v o i d  f r e e  v e c t o r ( d o u b l e  * v , i n t  n l , i n t  nh)
{
f r e e ( ( c h a r * )  ( v + n l ) ) ;
}
v o i d  f r e e _ m a t r i x ( d o u b l e  * * m , i n t  n r l , i n t  n r h , i n t  n c l , i n t  n c h )
{
i n t  i ;
f o r ( i = n r h ; i > = n r l ; i  — ) f r e e  ( ( c h a r * )  ( m [ i ] + n c l ) ) ;  
f r e e ( ( c h a r * )  ( m + n r l ) ) ;
}
d o u b l e  * * c o n v e r t _ m a t r i x ( d o u b l e  * a , i n t  n r l , i n t  n r h , i n t  n c l , i n t  n c h )
{
i n t  i , j , n r o w , n c o l ;  
d o u b l e  * * m ;
n r o w = n r h - n r l + l ;
n c o l = n c h - n c l + l ;
m =  ( d o u b l e  * * )  m a l l o c ( ( u n s i g n e d )  ( n r o w ) * s i z e o f ( d o u b l e * ) ) ;  
i f  ( ! m )  n r e r r o r  ( " a l l o c a t i o n  f a i l u r e  i n  c o n v e r t _ m a t r i x ( ) " ) ;  
m - =  n r l ;
f o r ( i = 0 , j = n r l ; i < = n r o w - l ; i + + , j + + )  m [ j ] = a + n c o l * i - n c l ;  .
r e t u r n  m;
}
v o i d  f r e e  c o n v e r t  m a t r i x ( d o u b l e  * * b , i n t  n r l , i n t  n r h , i n t  n c l , i n t  n c h )
f r e e ( ( c h a r * )  ( b + n r l ) ) ;
{
}
/**************************************************************************** 
* *
*  l u d c m p :  l u  d e c o m p o s i t i o n  r o u t i n e  u s i n g  c r o u t  f a c t o r i s a t i o n  *
★  * 
********************★ *******************************************************/
v o i d  l u d c m p ( d o u b l e  * * a , i n t  n , i n t  * i n d x , d o u b l e  * d )
{
i n t  i , i m a x , j , k ;
d o u b l e  b i g , d u m , s u m , t e m p ;  ,
d o u b l e  * v v , * v e c t o r ( ) ;
v o i d  n r e r r o r ( ) , f r e e _ v e c t o r () ;
v v = v e c t o r ( 1 , n ) ;
* d = l . 0 ;
f o r  ( i = l ; i < = n ; i + + )  {
b i g = 0 . 0 ;
f o r  ( j = l ; j < = n ; j + + )
i f  ( ( t e m p = f a b s ( a [ i ]  [ j ] ) )  > b i g )  b i g = t e m p ;  
i f  ( b i g  = =  0 . 0 )  n r e r r o r ( " S i n g u l a r  m a t r i x  i n  r o u t i n e  
v v  [ i ]  = 1 . 0 / b i g ;
for (j=l;j<=n;j++) i 
for (i=l;i<j;i++) i 
sum=a[i][j]; 
for (k=l;k<i;k++) sum 
a[i][j]=sum;
a  [ i ]  [ k ] * a [ k ]  [ j ] ;
}
b i g = 0 . 0 ;
L U D C M P " ) ;
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}
f o r  ( i = j ; i < = n ; i + + )  {
s u m = a [ i ] [ j ] ; 
f o r  ( k = l ; k < j ; k + + )
sum -= a[i][k]*a[k][j]; 
a[i][j]=sum;
i f  ( ( d u m = v v [ i ] * f a b s ( s u m ) ) > =  b i g )  { 
b i g = d u m ;  
i m a x = i ;
}
}
if (j != imax) {
for (k=l;k<=n;k++) { 
dum=a[imax][k] ; 
a[imax][k]=a[j][k]; 
a[j] [k]=dum;
}
*d = -(*d); 
v v [ i m a x ] = v v [ j ] ;
}
indx[j]=imax;
i f  ( a [ j ] [ j ] = =  0 . 0 )  a [ j ] [ j ] = T I N Y ;
if (j != n) {
dum=l.0 / (a[j ][j]);
for (i=j+1;i<=n;i++) a[i][j] *= dum;
}
f r e e  v e c t o r ( v v , 1 , n ) ;
}
/ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  
* *
*  l u b k s b :  b a c k s u b s t i t u t i o n  r o u t i n e  f o r  l u  d e c o m p o s e d  m a t r i c e s  ** *
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /
v o i d  l u b k s b ( d o u b l e  * * a , i n t  n , i n t  * i n d x , d o u b l e  * b )
{
i n t  i , i i = 0 , i p , j ;  
d o u b l e  s u m ;
f o r  ( i = l ; i < = n ; i + + )  { 
i p = i n d x [ i ] ;  
s u m = b [ i p ]  ;  
b [ i p ] = b [ i ] ;  
i f  ( i i )
f o r  ( j = i i ; j < = i - l ; j + + )  s u m  - =  a [ i ] [ j ] * b [ j ] ;  
e l s e  i f  ( s u m )  i i = i ;  
b [ i ] = s u m ;
}
f o r  ( i = n ; i > = l ; i - - )  {
s u m = b [ i ] ;
f o r  ( j = i + l ; j < = n ; j + + )  s u m  - =  a [ i ]  [ j ]  * b [ j ] ;  
b [ i ] = s u m / a [ i ] [ i ] ;
}
}
# u n d e f  T I NY
/****************************************************************************
*  s v d c m p :  s i n g u l a r  v a l u e  d e c o m p ,  a l g o r i t h m
*  u s e d  t o  s o l v e  l e a s t  s q u a r e s  p r o b l e m
****************************************************************************/
s t a t i c  d o u b l e  a t , b t , c t ;
#define PYTHAG(a,b) ( (at = fabs(a)) > (bt=fabs b)) ? \
( c t = b t / a t , a t * s q r t  ( 1 . 0 + c t * c t ) ) : ( b t  ? ( c t - a t / b t , b t * s q r t ( 1 . 0 + c t * c t ) ) :  0 . 0 ) )
s t a t i c  d o u b l e  m a x a r g l , m a x a r g 2 ;  . .
# d e f i n e  M A X ( a , b )  ( m a x a r g l = ( a ) , m a x a r g 2 = ( b ) , ( m a x a r g l ) > ( m a x a r g 2 )  . \
( m a x a r g l )  : ( m a x a r g 2 ) )
# d e f i n e  S I G N ( a , b )  ( ( b )  > =  0 . 0  ?  f a b s ( a )  : - f a b s ( a ) )
v o i d  s v d c m p ( d o u b l e  * * a , i n t  m , i n t  n , d o u b l e  * w ,  d o u b l e * * v )
{
i n t  f l a g , i , i t s , j , j j , k , 1 , nm;
d o u b l e  c , f , h , s , x , y , z ;
d o u b l e  a n o r m = 0 . 0 , g = 0 . 0 , s c a l e = 0 . 0 ;
d o u b l e  * r v l , » v e c t o r  ( ) ;
v o i d  n r e r r o r ( ) , f r e e _ v e c t o r ( ) ;
i f  (m < n)  n r e r r o r ( " S V D C M P :  Yo u  m u s t  a u g m e n t  A w i t h  e x t r a  z e r o  r o w s " ) ;
r v l = v e c t o r ( 1 , n ) ; 
f o r  ( i = l ; i < = n ; i + + )  {
l = i + l ;
r v l [ i ] = s c a l e * g ;
g = s = s c a l e = 0 . 0 ;
f o r  ( k = i ; k < = m ; k + + )  s c a l e  + =  f a b s  ( a [ k ]  [ i ] ) ;  
i f  ( s c a l e )  {
f o r  ( k = i ; k < = m ; k + + )  {
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a  [ k ]  [ i  ] / =  s c a l e ;  
s  + =  a [ k ]  [ i ] * a [ k ]  [ i ] ;
}
f = a [ i ]  [ i ] ;
g  =  - S I G N ( s q r t  ( s ) , f  ) ; 
h = f * g - s ;  
a  [ i ]  [ i ]  = f - g ;
i f  ( i  ! =  n)  { *
f o r  ( j = l ; j < = n ; j + + )  {
f o r  ( s = 0 . 0 ,  k = i ;  k < = m ;  k + +  ) s  + =  a  [ k ]  [ i ]  * a  [-k] [ j ]  
f = s / h ;
f o r  ( k = i ; k < = m ; k + + )  a [ k ]  [ j ] + =  f * a [ k ]  [ i ]  ;
}
f o r  ( k = i ; k < = m ; k + + )  a [ k ] [ i ]  * =  s c a l e ;
}
}
w [ i ] = s c a l e * g ;
g = s = s c a l e = 0 . 0 ;
i f  ( i  < =  m && i  ! =  n)  {
f o r  ( k = l ; k < = n ; k + + )  s c a l e  + =  f a b s  ( a [ i ] [ k ] ) ;  
i f  ( s c a l e )  {
f o r  ( k = l ; k < = n ; k + + )  {
a  [ i ]  [ k ]  / =  s c a l e ;  
s  + =  a [ i ] [ k ] * a [ i ]  [ k ] ;
}
f = a [ i ]  [ 1 ] ;
g  =  - S I G N ( s q r t ( s ) , f ) ;  
h = f * g - s ;  
a [ i ] [ 1 ] = f - g ;
f o r  ( k = l ; k < = n ; k + + )  r v l [ k ] = a [ i ] [ k ] / h ;  
i f  ( i  ! =  m) {
f o r  ( j = l ; j < = m ; j + + )  {
f o r  ( s = 0 . 0 , k = l ; k < = n ; k + + )  s  + =  a [ j ] [ k ] * a [ i ] [ k ]  
f o r  ( k = l ; k < = n ; k + + )  a [ j ] [ k ]  + =  s * r v l [ k j ;
}
}
f o r  ( k = l ; k < = n ; k + + )  a [ i ] [ k ] * =  s c a l e ;
}
}
a n o r m = M A X ( a n o r m ,  ( f a b s (w [ i ] ) + f a b s ( r v l [ i ] ) ) )  ;
}
f o r  ( i = n ; i > = l ; i — ) {
i f  ( i  <  n)  {
i f  ( g )  {
f o r  ( j = l ; j < = n ; j + + )
V [ j ] [ i ] = ( a [ i ] [ j ] / a [ i ] [ l ] ) / g ;  
f o r  ( j = l ; j < = n ; j + + )  {
f o r  ( s = 0 . 0 , k = l ; k < = n ; k + + )  s  + =  a [ i ] [ k ] * v [ k ] [ j ] ;  
f o r  ( k = l ; k < = n ; k + + )  v [ k ] [ j ]  + =  s * v [ k ] [ i ] ;
}
}
f o r  ( j = l ; j < = n ; j + + )  v [ i ] [ j ] = v [ j ] [ i ] = 0 . 0 ;
}
v [ i ] [ i ] = 1 . 0 ;  
g = r v l  [ i ] ;  
l = i ;
}
f o r  ( i = n ; i > = l ; i — ) {
l = i + l ;  
g = w [ i ] ;  
i f  ( i  < n)
f o r  ( j = l ; j < = n ; j + + )  a [ i 3 [ j ] = 0 . 0 ;  
i f  ( g )  { 
g = l . 0 / g ;  
i f  ( i  ! =  n)  {
f o r  ( j = l ; j < = n ; j + + )  {
f o r  ( s = 0 . 0 ,  k = l  ;  k< =i n;  k + + ) s  + =  a [ k ]  [ i ] * a [ k ]  [ j ] ;  
f =  ( s / a [ i ]  [ i ] ) * g ;
f o r  ( k = i ; k < = m ; k + + )  a [ k ] [ j ] + =  f * a [ k ] [ i ] ;
}
f o r  ( j = i ; j < = m ; j + + )  a [ j ] [ i ] * =  g ;  
} e l s e  {
f o r  ( j = i ; j < = m ; j + + )  a [ j ] [ i ] = 0 . 0 ;
}
+ + a  [ i ] [ i ] ;
f o r  ( k = n ; k > —l ; k — ) {
f o r  ( i t s = l ; i t s < = 3 0 ; i t s + + )
f l a g = l ;
f o r  ( l = k ; 1 > = 1 ; 1 — {
{
n m = l - l ;
i f  ( f a b s ( r v l [ 1 ] ) + a n o r m  = =  a n o r m )  
f l a g = 0 ;  
b r e a k ;
{
}
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i f  ( f a b s ( w [ n m ] ) + a no r m == anorm)  b r e a k ;
i f  ( f l a g )  { 
c = 0 . 0 ;  
s - 1 . 0 ;
f o r  ( i = l ; i < = k ; i + + )  {
f = s * r v l [ i ] ;
i f  ( f a b s ( f ) + a n o r m  ! =  a n o r m )  { 
g = w [ i ]  ;
h = P Y T H A G ( f , g ) ;  
w [ i ] = h ;  
h = l . 0 / h ;  
c = g * h ;  
s = ( - f * h ) ;
f o r  ( j = l ; j < = m ; j + + )  {
y = a [ j ] [ n m ] ; 
z = a [ j ]  [ i ]  ;  
a [ j ] [ n m ] = y * c + z * s ;  
a [ j ] [ i ] = z * c - y * s ;
}
}
}
}
z = w [ k ]  ; 
i f  (1 = =  k )  {
i f  ( z  < 0 . 0 )  {
w [ k  ] =  -  z ;
f o r  ( j = l ; j < = n ; j + + )  v [ j ]  [ k ]  =  < —v [ j ] [ k ] ) ;
}
b r e a k ;
}
i f  ( i t s  = =  3 0 )  n r e r r o r C ' N o  c o n v e r g e n c e  i n  3 0  SVDCMP i t e r a t i o n s " )
x = w [ 1 ] ;
n m = k - l ;
y = w [ n m ] ;
g = r v l [ n m ] ;
h = r v l [ k ] ;
f = ( ( y - z ) * ( y + z ) + ( g - h ) * ( g + h ) ) / ( 2 . 0 * h * y ) ; 
g = P Y T H A G ( f , 1 . 0 ) ;
f = ( ( x - z ) *  ( x + z ) + h *  ( ( y / ( f + S I G N ( g , f ) ) ) - h ) ) / x ;  
c = s = l . 0 ;
f o r  ( j = l ; j < = n m ; j + + )  {
i = j + i ;
g = r v l [ i ] ;  
y = w [ i ] ;  
h = s * g ;  
g = c * g ;
z = P Y T H A G ( f , h ) ;  
r v l [ j ] = z ;  
c =  f / z ;  
s = h / z ;  
f = x * c + g * s ;  
g = g * c - x * s ;  
h = y * s ;  
y = y * c ;
f o r  ( j j = l ; j j < = n ; j j + + )  { 
x = v [ j j ] [ j ] ;
Z=v[jj][i];
v [ j j ] [ j ] = x * c + z * s ;  
v [ j j ] [ i ] = z * c - x * s ;
}
z = P Y T H A G ( f , h ) ;  
w[  j ] = z ;  
i f  ( z )  {
z = l . 0 / z ;  
c = f * z ;  
s = h * z ;
}
f =  ( c * g )  +  ( s * y )  ; 
x = ( c * y ) - ( s * g ) ;  
f o r  ( j j = l ; j j < = m ; j j + + )  {
y = a [ j  j ] [ j ] ;  
z = a [ j  j ] [ i ] ;  
a [ j j ] [ j ] = y * c + z * s ;  
a [ j j ] [ i ] = z * c - y * s ;
}
}
r v l  [ 1 ]  = 0 . 0 ;  
r v l [ k ] = f ;  
w [ k ] = x ;
}
f r e e _ v e c t o r ( r v l , 1 ,  n)  ;
} ”
# u n d e f  S I G N  
# u n d e f  MAX 
# u n d e f  PYTHAG
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void mat_inv( double **a, double **y, int n)
i n t  i ,  j ,  * i n d x ;  
d o u b l e  d ,  * c o l ;
i f (  ( i n d x  =  ( i n t * ) m a l l o c ( s i z e o f ( i n t )  *  ( n + 1 )  ) ) = =  NULL ) 
n r e r r o r ( " c a n n o t  m a l l o c  i n  m a t _ i n v " ) ;
c o l  =  v e c t o r  ( l , n ) ;  
l u d c m p ( a , n , i n d x , & d ) ; 
f o r ( j = l ; j < = n ; j + + )
{
f o r ( i = l ; i < = n ; i + + )  c o l [ i ] = 0 . 0 ;
c o l [ j ] = 1 . 0 ;
l u b k s b ( a , n ,  i n d x ,  c o l ) ;
f o r  ( i = l ; i < = n ; i + + )  y [ i ] ( j ] = c o l [ i ] ;
}
f r e e _ v e c t o r ( c o l , 1 , n ) ;  
f r e e ( i n d x ) ;
}
void mat_mult(double **a, int ni, int ml,
double **b, int n2, int m2, double **c)
{
int i, j, k; 
double sum=0.0 ;
if( ml ! = n2 ) nrerror("incompatible matrix dimension\n");
for(i=1;i<=nl;i++) 
for(j=l;j<=m2;j++)
{
sum=0.0;
for(k=l;k<=ml;k++)
sum += a[i][ k ]  * b [ k ] [j]; 
c[i][j] = sum;
}
}
void mat_tran(double **a, int n, int m, double **b )
{
int i, j;
for(i=l;i<=n;i++) 
for(j=l;j<=m;j++)
{
b[j] [i] = a[i] [j];
}
}
4.9 interpole
* File; INTERPOL.C
* Author: David Pierce
*  D a t e :  1 0 / 0 2 / 9 0
* Dependent On:
* Comment:
* Cubic spline interpolation module using routines from "Numerical
* Recipies in C".★
finclude <stdio.h> 
#include <alloc.h> 
#include <process.h>
*
* nrerror: fatal error!
★
*
*
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v o i d  n r e r r o r ( c h a r  e r r o r  t e x t [ ] )
{ “
f p r i n t f ( s t d e r r , " N u m e r i c a l  R e c i p e s  r u n - t i m e  e r r o r . . . \ n " ) ;  
f p r i n t f ( s t d e r r , " % s \ n " , e r r o r _ t e x t ) ;  
f p r i n t f ( s t d e r r , " . . .  now e x i t i n g  t o  s y s t e m . . . \ n " ) ;  
e x i t  ( 1 ) ;
}
/******** ****** **************************************************************
*  a l l o c a t e  a n d  f r e e  v e c t o r  r o u t i n e s  f o r  l a t e r  a l g o r i t h m s  *
* * * * * * * * * * * * * * * * *
f l o a t  * v e c t o r ( i n t  n l ,  i n t  nh)
{
f l o a t  * v ;
v = ( f l o a t  * ) m a l l o c ( ( u n s i g n e d )  ( n h - n l + 1 ) * s i z e o f ( f l o a t ) ) ;  
i f  ( ! v )  n r e r r o r ( " a l l o c a t i o n  f a i l u r e  i n  v e c t o r ( ) " ) ;  
r e t u r n  v - n l ;
}
v o i d  f r e e _ v e c t o r ( f l o a t  * v , i n t  n l , i n t  nh)
{
f r e e ( ( c h a r * )  ( v + n l ) ) ;
}
/ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  
* *
*  s p l i n e :  c a l c u l a t e  c o e f f i c i e n t s  o f  c u b i c  s p l i n e  f i t  t o  g i v e n  d a t a  *
* *
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  j
v o i d  s p l i n e  ( f l o a t  * x ,  f l o a t  * y ,  i n t  n ,
f l o a t  y p l ,  f l o a t  y p n ,  f l o a t  * y 2  )
{
i n t  i , k ;
f l o a t  p ,  q n ,  s i g ,  u n , * u ;
u = v e c t o r ( 1 , n - 1 ) ;  
i f  ( y p l  > 0 . 9 9 e 3 0 ) 
y 2  [ 1 ]  = u  [ 1 ]  = 0 . 0 ;  
e l s e  {
y 2 [ 1 ]  =  - 0 . 5 ;
u  [ 1  ] =  ( 3 . 0  /  ( x  [ 2 ]  - x  [1  ] ) ) *  ( ( y  [ 2 ]  - y  [1  ] ) /  ( x  [ 2 ]  - x  [1  ] ) - y p l )  ;
}
f o r  ( i = 2 ; i < = n - l ; i + + )  {
s i g = ( x [ i ] - x [ i - l ] ) / ( x [ i + l ] —x [ i  — 1 ] ) ;  
p = s i g * y 2 [ i - 1 ] + 2 . 0 ;  
y 2  [ i ]  =  ( s i g - 1 . 0 ) / p ;
u  [ i ]  =  (y  [ i  +  1 ] - y  [ i ]  ) /  ( x  [ i  + 1]  - x  [ i ]  ) -  ( y  [ i ]  - y  [ i - 1 ]  ) /  ( x  [ i ]  - x  [ i - 1 ]  ) ; 
u [ i ]  =  ( 6 . 0 * u [ i ] / ( x [ i + l ] - x [ i - l ] ) - s i g * u [ i - 1 ] ) / p ;
}
i f  ( y p n  > 0 . 9 9 e 3 0 )  
q n = u n = 0 . 0 ;  
e l s e  {
q n = 0 . 5 ;
u n = ( 3 . 0 / ( x [ n ] - x [ n - l ] ) ) *  ( y p n - ( y [ n ] - y [ n - 1 ] ) / ( x [ n ] - x [ n - l ] ) ) ;
}
y 2 [ n ]  =  ( u n - q n * u [ n - 1 ] ) / ( q n * y 2  [ n - 1 ] + 1 . 0 ) ;  
f o r  ( k = n - l ;  k > = l ;  k.— )
y 2  [ k ]  = y 2  [ k ]  * y 2  [ k + 1 ]  + u  [ k ]  ; '
f r e e  v e c t o r  ( u , 1 , n - 1 ) ;
}
/****************★ *************★ *********★ *********************************** 
* *
*  s p l i n t :  c a l c u l a t e  v a l u e  o f  s p l i n e  i n t e r p o l a t i o n  u s i n g  p r e v i o u s l y  *
*  c a l c u l a t e d  c o e f f i c i e n t s  *
****************************************************************★ ***********/
f l o a t  s p l i n t  ( f l o a t  * x a ,  f l o a t  * y a ,  f l o a t  * y 2 a ,  
i n t  n ,  f l o a t  x )
s t a t i c  i n t  k l o _ o l d ,  k h i _ o l d ;  
i n t  k l o , k h i , k ;  
f l o a t  h , b , a ;
i f (  x  > x a [ k l o _ o l d + l ]  && x  < x a [ k h i _ o l d + l ] )
{
k l o  =  k l o _ o l d  + 1 ;  
k h i  =  k h i _ o l d  + 1 ;
}
e l s e
{
k l o = l ;
k h i = n ;
w h i l e  ( k h i - k l o  > 1)
{ k = ( k h i + k l o )  »  1 ;
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}
i f  ( x a [ k ]  > x )  k h i = k ;  
e l s e  k l o = k ;
}
}
k l o _ o l d  =  k l o ;  
k h i _ o l d  =  k h i ;
h = x a [ k h i ] - x a [ k l o ] ; 
i f  (h = =  0 . 0 )  n r e r r o r ( " B a d  XA 
a =  ( x a [ k h i ] - x ) / h ;  
b = ( x - x a [ k l o ] ) / h ;  
r e t u r n  ( a * y a [ k l o ] + b * y a [ k h i ] + (
i n p u t  t o  r o u t i n e  S P L I N T "
a * a * a - a ) * y 2 a [ k l o ] + ( b * b * b ■ b) * y 2 a  [ k h i  ] ) *  ( h * h )  / 6 . 0 )
4.10 rdpcmath.c
z****************************************************************************
*  F i l e :  RDPCMATH.C
*  A u t h o r :  D a v i d  P i e r c e
*  D a t e :  1 5 / 0 9 / 8 9
*  D e p e n d e n t  On:
*  C o m m e n t :
m i s c e l l a n e o u s  m a t h s  r o u t i n e s  f o r  i n t e g e r  r e p r e s e n t a t i o n  o f  
f l o a t i n g  p o i n t  n u m b e r s .
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * , 1 , . * * * * * * * * * ^  
♦ i n c l u d e  " r d m a t h . h "
/ ★ ★ ★ a * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  
*  *
*  g l o b :  G r e a t e s t  l o w e r  b o u n d  f u n c t i o n .  i n t  e q u i v a l e n t  o f  f l o o r () f o r  s p l i t  *
*  3 2 - b i t  r e p r e s e n t a t i o n  o f  r e a l s ,  i . e .  OxNNNNNNNN m e a n s  OxNNNN. NNNN *
* ★
* * ★ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /
i n t  g l o b (  r e a l  ) 
l o n g  r e a l ;
{
r e t u r n ( r e a l  > >  1 6  ) ;
r e t u r n  ( - g l o b i  - r e a l  ) ) ;
/**************************************************************************** 
* *
*  l u b r :  L e a s t  u p p e r  b o u n d  f u n c t i o n .  i n t  e q u i v a l e n t  o f  c e i l ( )  f o r  s p l i t  *
*  3 2 - b i t  r e p r e s e n t a t i o n  o f  r e a l s .  ** ★
* * * ★ ★ * ★ * ★ ★ * ★ * * ★ * ★ ★ ★ * * ★ * ★ * * * ★ * * ★ ★ ★ ★ * * * ★ * * ★ ★ * ★ * ★ * ★ ★ ★ ★ ★ * ★ * ★ ★ ★ ★ ★ ★ ★ ★ * * * ★ * * ★ ★ * ★ * * * /
i n t  l u p b ( r e a l  ) 
l o n g  r e a l ;
{
}
/**************************************************************************** 
*  '  *
*  r e a l :  P r o m o t e  i n t  i n t e g e r  a r g u m e n t  t o  s p l i t  3 2 - b i t  r e a l  f o r m a t .  *
* *
*************************************************************************★ **/
l o n g  r e a l ( num ) 
i n t  num;
{
r e t u r n ( ( l o n g  ) num < <  1 6  ) ;
}
/***********************★ *★ ************************************************** 
; *
*  r e a l :  D i v i d e  s p l i t  3 2 - b i t  r e a l  b y  a n o t h e r ,  p r o d u c i n g  s p l i t  3 2 - b i t  r e a l  *
*  r e s u l t .  *
* * 
****************************************************************************/
l o n g  d i v i ( num,  d e n  ) 
l o n g  num,  d e n ;
{
l o n g  q ,  r ;  
i n t  s ;
q  =  n u m / d e n ;  
r  =  n u m% de n ;
s  — 0 ;
w h i l e  ( s  < 1 6  && ( r & 0 x 8 0 0 0 0 0 0 0  ) = =  ( ( r  «  1 ) & 0 x 8 0 0 0 0 0 0 0  ) )
{
r  < < =  1 ;  
s + + ;
}
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r  / =  d e n  > >  ( 1 6  -  s  ) ;  
r e t u r n ( ( q  < <  1 6  ) +  r  ) ;
}
/ * * * * * * * * * * * * * * * * * * *
*
*  l o n g :  T a k e  a b s  o f
★
********************
l o n g  a b s r ( l o n g  num
{
★ ★ a * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
*
l o n g  g i v i n g  l o n g  r e s u l t  *
*
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /
)
r e t u r n  ( ( num > 0 ) ?  num : - n u m  ) ;
4.11 rderror.c
/
*
★
*
★
★
*
*
★
★
★
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
★
F i l e :  RD ERROR . C *
A u t h o r :  D a v i d  P i e r c e  *
D a t e :  1 5 / 0 9 / 8 9  *
D e p e n d e n t  On :  C U B I C . C ,  R D L A S I N I . C ,  I R I S _ D P . C  *
C o m m e n t :  *
★
t e r m i n a t e  e x e c u t i o n  w i t h  m e s s a g e  *
★
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /
# i n c l u d e  < p r o c e s s . h >
# i n c l u d e  < s t d i o . h >  '
/ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  
*  *
*  p a n i c :  f a t a l  e r r o r  r o u t i n e  *
* *
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /
v o i d  p a n i c  ( c h a r  * m e s s  )
{
p r i n t f (  " % s \ n " ,  m e s s  ) ;  
e x i t  ( 0 ) ;
}
4.12 fgrab.h, rddefs.h
/************************************* 
* _
*  F i l e :  F G R A B. H  ’
*  A u t h o r :  D a v i d  P i e r c e
*  D a t e :  1 5 / 0 9 / 8 9
*  C o m m e n t :
*
*  F#r a m e  g r a b b e r  d e f i n e s
* *
**************************************
# d e f i n e  FRAME 0 
♦ d e f i n e  ON 1 
♦ d e f i n e  OFF 0 
♦ d e f i n e  Y E S  1 
♦ d e f i n e  NO 0
*******★ *****★ ★ ★ *★ ★ ***★ ★ *★ **★ **★ *★ ★ **★
*
★
*
★
*
*
★
*
*************************************/
/
*
*
*
*
*
*
*
*
*
r * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
F i l e :  R D D E F S . H  *
A u t h o r :  D a v i d  P i e r c e
D a t e :  1 5 / 0 9 / 8 9  #
C o m me n t  : *
E d g e  i n f o r m a t i o n  s t r u c t u r e  d e f i n e d  *
***************************************************************************/
/ *  D T 2 8 5 3  a r r a y  d i m e n s i o n s .  * /
♦ d e f i n e  WIDTH 5 1 2  
♦ d e f i n e  HEIGHT 5 1 2  
♦ d e f i n e  ROWLEN 5 1 2
/ *  M a x i m um  a n d  m i n i m u m  p i x e l  v a l u e s ,  a c c e p t a b l e  m a r g i n s  f r o m  t h e m .  * /
♦ d e f i n e  P I X M I N  0 x 0 8  
♦ d e f i n e  PIXMAX 0 x F 7  
♦ d e f i n e  HIMARG 3 
♦ d e f i n e  LOMARG 2
/ *  c o n s t a n t s  f o r  c o n v e r s i o n  t o / f r o m  s p l i t  r e a l  f o r m a t .  * /
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# d e f i n e  ONE 6 5 5 3 6  
# d e f i n e  TWO 1 3 1 0 7 2  
# d e f i n e  HALF 3 2 7 6 8 '
s t r u c t  r d p a d  {
/ *  P i x e l  a r r a y  d e s c r i p t o r ,  c o m p r i s i n g . . .  * /
i n t  1 f t ,  r g t ,  / *  l e f t  ( i n c l u s i v e  ) ,  r i g h t  ( e x c l u s i v e  ) ,  * /
h o t ,  t o p ;  / *  b o t t o m  ( i n c l .  ) & t o p  ( e x c l . ) b o u n d s ,  * /
l o n g  x r e f ,  s l o p e ,  / *  r e f  l i n e  x = x r e f  t h r o u g h  w h i c h  e d g e  * /
b y r e f ,  t y r e f ,  / *  o f  s l o p e  c u t s  a t  b y r e f  & t y r e f ,  * /  
b y n e w ,  t y n e w ;  / *  b y n e w  & t y n e w  b e i n g  new a p p r o x ' n s .  * /
i n t  w i d t h ,  o f f s e t ;
};
146

