We describe an innovative method for proving total correctness of tail recursive programs having a specific structure, namely programs in which an auxiliary tail recursive function is driven by a main nonrecursive function, and only the specification of the main function is provided. The specification of the auxiliary function is obtained almost fully automatically by solving coupled linear recursive sequences with constant coefficients. The process is carried out by means of CA (Computer Algebra) and AC (Algorithmic Combinatorics) and is implemented in the Theorema system (using Mathematica). We demonstrate this method on an example involving polynomial expressions. Furthermore, we develop a method for synthesis of recursive programs for computing polynomial expressions of a fixed degree by means of "cheap" operations, e.g., additions, subtractions and multiplications. For a given polynomial expression, we define its recursive program in a schemewise manner. The correctness of the synthesized programs follows from the general correctness of the synthesis method, which is proven once for all, using the verification method presented in the first part of this paper.
Our work is performed in the frame of the Theorema system, a mathematical computer assistant which aims at supporting all the phases of mathematical activity: construction and exploration of mathematical theories, definition of algorithms for problem solving, as well as experimentation and rigorous verification of them. Theorema provides both functional as well as imperative programming constructs. Moreover, the logical verification conditions which are produced by the methods presented here can be passed to the automatic provers of the system in order to be checked for validity. The system includes a collection of general as well as specific provers for various interesting domains (e.g., integers, sets, reals, tuples, etc.). An overview of Theorema could be found in [3] .
Verification of tail recursive programs
In this section, we present an innovative method for proving total correctness of tail recursive programs of a specific configuration, namely, programs in which a tail recursive subordinate function, henceforth A, is driven by a main nonrecursive function M, for which alone a specification is provided. The specification of the auxiliary function -and this is the main contribution of this section -is obtained, almost fully automatically by solving coupled linear recursive sequences with constant coefficients (see, e.g., [8] , Chapter 7). The solving step is carried out by means of an algorithm available in Mathematica [15] .
It is impossible to find automatically, in general, verification conditions for an arbitrary tail recursive function without knowing its specification. However, in many particular cases this is, nevertheless, possible.
The approaches of the classical books in program verification (see, e.g., [11, 10] ) do not address the problem of unspecified functions. However, in practice, one does not always have specifications, and our work contributes towards addressing this situation. While other program verification tools are either not dealing with recursion over the reals or they need explicitly to use the specification of the program and a termination term (see [13, 9, 2] ), our method successfully resolves both these challenges. Furthermore, we are able to prove, fully automatically, termination for a certain class of problems (see [12] ).
We pose the problem in the following way: Given a tail recursive function (program), defined by a main function and an auxiliary function and given the specification of the main function; prove total correctness of the main function with respect to the specification. The method we are presenting consists briefly of the following steps: find what the auxiliary function does, that is, find its closed form; prove termination of the auxiliary function; prove correctness of the main function.
Let M be the main program defined as:
where the auxiliary program A is defined as:
Here, by x, y, . . . , z we mean the tuple of x, y,. . ., z, by Second the corresponding function on tuples, Q is a predicate like <, =, >, ≤, ≥, / = andc, a 1 , b 1 , c 1 , d 1 , etc. are constants andā,c denote tuples. Given, additionally, the specification of (1) by a precondition I M (a predicate on the input variables, expressing their possible values) and a postcondition O M (a predicate on the input variables and the output expressing the relation between them, i.e., what the output should be), we want to prove the total correctness of M with respect to the specification, that is:
and the program terminates on any argument satisfying I M . For illustrating the method, we follow an example during the whole presentation. We have chosen a typical example of a tail recursive function, which is taken from [7] and has been used for demonstrating other program verification tools. Let CubR be the program (function) (4) for computing an approximative cubic root from a given real number. In other words, given a real number a, CubR [a] computes the integer number which is nearest to 3 
√
a.
where:
The specification of (4) is as follows:
The method proceeds as follows.
Step one: obtain the closed form of the auxiliary function and prove its termination
Firstly, we consider the special case, namely when no recursion has been entered. The closed form of aux is expressed by:
Secondly, we consider the case when the recursive loop is entered. The method for obtaining the closed form is based on solving coupled linear recursive sequences with constant coefficients (see, e.g., [8] , Chapter 7). The later one is implemented in Mathematica [15] . In more detail, this is done by solving first the recurrence:
and obtaining a closed form of x n , y n , . . . , z n depending on x 0 , y 0 , . . . , z 0 , and the constants a 1 , b 1 , . . . only. In the system we want to solve, x 0 , y 0 , . . . , z 0 correspond to the initial values of x, y, . . . , z, and for any i, x i , y i , . . . z i correspond to the values of x, y, . . . , z after i recursive steps.
For the purpose of our example we describe this in even more detail. Consider what (5) does for one step of execution of the recursive loop. It takes x 0 , s 0 , r 0 and it returns x 1 , s 1 , r 1 , where x 1 = x 0 − s 0 , s 1 = s 0 + 6r 0 + 3 and r 1 = r 0 + 1. Here we assume that ¬(x ≤ s), otherwise, we would have said: zero steps of execution and thus go to the special case. Going further, we express this transformation in a matrix form:
and we say that A 1 expresses one-step-execution:
Now we express what (5) does for n steps of execution of the recursive loop:
Hence for n steps, x 0 , s 0 , r 0 is transformed into x n , s n , r n , where:
From here, by substituting x 0 , s 0 and r 0 by a, 13/4 and 1 respectively, we obtain:
which is a closed form of the recursive expression depending on the number of recursive steps n. Now, by finding restrictions for termination of the recursion we will eliminate the number of steps n. For that we formulate the exit condition, when Q[x n , y n , . . . , z n ] at step n and the non-exit condition, when we have respectively ¬Q[x n−1 , y n−1 , . . . , z n−1 ] at step n − 1.
The exit and the non-exit conditions both are algebraic expressions (typically inequalities) involving x 0 , y 0 , . . ., z 0 , n and the constants a 1 , b 1 , . . . only.
We now form a system of the two algebraic expressions and we solve it with respect to n and obtain a solution of the form:
In the example, the exit and the non-exit conditions are respectively x n ≤ s n and x n−1 > s n−1 , which after instantiation and simplification by using the Cylindrical Algebraic Decomposition (CAD) (see, e.g., [5] ) method are transformed to:
where, we assume that n > 0; the other case was considered earlier.
After solving the system of equations (11), (12) and n > 0 with respect to n, again with the help of CAD, we obtain:
where the Mathematica [15] function Root [f, k] represents the k th root of the polynomial equation f [x] = 0-in this case, the first (smallest) root of the polynomial −4a + 3#1 + 6#1 2 + 4#1 3 = 0 in the variable #1 is chosen.
Now we prove existence of n, defined as such, which is equivalent to proving termination of A. Since we need the smallest n, from (13) we obtain n = 1, when 13/4 < a ≤ 31/2. Looking at (14) we may see the general phenomenon that the two polynomials are "shifted" by 1. If we rename them, e.g., p[y] = 4y 3 + 18y 2 + 27y − 4a + 13 and q[y] = 4y 3 + 6y 2 + 3y − 4a, we notice that p[y − 1] = q[y], which is due to the fact that we actually formed them on the steps n and n − 1 of the recursion. Hence, there exists exactly one integer n, obeying (14) . The existence of n, in fact, proves the termination of the auxiliary function A. Now, we are ready to express n as a function of x 0 , y 0 , . . ., z 0 :
where μ n ∈ N expresses "the first n" quantifier for n ∈ N. In the example:
While obtaining the closed form of the auxiliary function A, as a side effect we got a proof of its termination, proving the existence of n. 
Step two: verification of the main function
Prove:
Under the assumption that n ∈ N proving (18) is trivial. More interesting are the proofs of the other two conjuncts (19) and (20). The proving method we use now is known as "Proof by refutation". For that we take the negation of (19) and we put it to the assumption list (17) and try to solve the so formed system by using again CAD. Similarly, we do for (20) . If the formed systems of inequations have no solutions, then the proof is successful. If any of the systems has a solution, that solution becomes a counter example of the proof. Indeed, when solving the systems, we found the following counter example: n = 2 and a = 15.6. Thus, the verification fails! Is the program really incorrect? CubR [15.6] 15.6 = 2.49867. On purpose we used this example which fails, because we want to demonstrate the usefulness of our method in such situations also. Indeed, most texts about program verification present correct programs. However, in practical situations, it is the failure which occurs more often, until the program and the specifications are completely debugged. It is therefore very important for practical applications that the verification methods also give a meaningful answer in these situations, and this answer constitutes a help for debugging. This is also consistent with the philosophy of the provers implemented in the Theorema system: these provers produce a detailed proof also in cases of failure, and since the proofs are presented in natural (human readable) style, the user can find the cause of the failure and correct the situation.
The only thing we could do is to change the program or the specification. For instance, we may provide a new specification for the main function-now the input argument a may only be a natural number:
and by repeating the verification process we see that this new specification is fulfilled. Moreover, the method presented here gives the strongest (exact) specification of the auxiliary program. For proving (verifying) any other (human) provided specification, it suffices to prove the implication Strongest Specification ⇒ Provided Specification.
Synthesis of tail recursive programs for computing polynomial expressions
In this sections, we follow the natural escalation from program verification to program synthesis. Additional inspiration comes from the fact that many of the programs we want to verify are not correct, as it was shown in the example from the previous section.
We now describe a method for synthesis of recursive programs for computing polynomial expressions of third degree by means of "cheap" operations, e.g., additions, subtractions and multiplications. Even though the topic of "Fast Polynomial Evaluation" is well studied in the literature (see, e.g., [1, 14] ), the method presented here is very specific, however, very efficient.
We pose the problem in the following way: Given a real polynomial on r:
given an input parameter inp(inp ∈ R); construct a program P using only cheap operations and recursion, such that,
where n is the first integer, such that:
In other words, for a given polynomial poly, we need a program P, such that for any real input inp, P[inp] computes the integer n for which poly[n] approximates inp, and the approximation is computed as well. The program listed below does the desired computation. In fact, P is actually a program scheme, because for any concrete polynomial coefficients c, b and a, there is a concrete program.
Specification. For the precondition we have one very natural, however, very important restriction on the input inp-the system
must have a real nonnegative solution. If it does not have one, how can we find a natural n, obeying (23). Conversely, if (26) does have a nonnegative real solution then it has a natural one as well, because the two polynomials forming (26) are "shifted" by 1, as discussed in the previous section. Thus, as a precondition of P we take a predicate I P , such that
For the postcondition we describe what the program must compute. In order to simplify the presentation, by x, y and m we denote respectively the first, the second and the third element of the output of P -it is defined to give a triple x, y, m . In fact, x − y accumulates the poly[n], x accumulates poly[n − 1], and m accumulates the n itself.
Verification. The verification of P with respect to the specification ((27) and 28) is straightforward using the verification method introduced in the previous section.
As an example, we consider the synthesis of a program having the specification (6) of the example from the previous section.
The synthesized program CubR is: 
Will this program meet the specification? Yes. Moreover, this time we do not need to verify; it is correct by the correctness of the synthesis method. In particular, note that, while CubR [15.6] 
Conclusions
By using special (and quite powerful) methods from Computer Algebra, we are able to effectively verify relatively nontrivial programs involving polynomial expressions. In fact, the most difficult part of this verification is the automatic composition of the unknown specification of the auxiliary function. It is also notable that in case of failure to prove the correctness, the counterexample (that is, the "bug") can be found also automatically by using Cylindrical Algebraic Decomposition.
Moreover, we show in this paper that in fact it is even easier, by using powerful algebraic techniques from combinatorics, to actually synthesize programs of this type, instead of only verifying them. This synthesis method is in fact a contribution to the solution of a popular problem in Computer Algebra: fast evaluation of polynomials.
Further work based on the research presented here includes extension of the verification method to more complex programs, as well as the development of synthesis methods for higher degree polynomials.
