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Determinantal point processes
Alexei Borodin ∗
Abstract
We present a list of algebraic, combinatorial, and analytic mechanisms
that give rise to determinantal point processes.
1 Introduction
Let X be a discrete space. A (simple) random point process P on X is a
probability measure on the set 2X of all subsets of X. P is called determinantal
if there exists a |X| × |X| matrix K with rows and columns marked by elements
of X, such that for any finite Y = (y1, . . . , yn) ⊂ X one has
Pr{X ∈ 2X | Y ⊂ X} = det[K(yi, yj)]
n
i,j=1.
A similar definition can be given for X being any reasonable space; then the
measure lives on locally finite subsets of X.
Determinantal point processes (with X = R) have been used in random
matrix theory since early 60’s. As a separate class determinantal processes
were first singled out in [Mac75] to model fermions in thermal equilibrium, cf.
[Ben73], and the term ‘fermion’ point processes was used. The term ‘deter-
minantal’ was introduced in [Bor00a], for the reason that the particles of the
process studied there were of two kinds; particles of the same kind repelled,
while particles of different kinds attracted. Nowadays, the expression ‘determi-
nantal point process (or field)’ is standard.
There are several excellent surveys of the subject available, see [Sos00],
[Lyo03], [Joh05], [Ko¨n05], [Hou06], [Sos06]. The reader may find there a detailed
discussion of probabilistic properties of determinantal processes as well as a
wide array of their applications; many applications are also described in various
chapters of this volume.
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The goal of the present note is to bring together all known algebraic, combi-
natorial, and analytic mechanisms that produce determinantal processes. Many
of the well-known determinantal processes fit into more than one class described
below. However, none of the classes is superseded by any other.
2 Generalities
Let X be a locally compact separable topological space. A point configuration
X in X is a locally finite collection of points of the space X. Any such point con-
figuration is either finite or infinite. For our purposes it suffices to assume that
the points of X are always pairwise distinct. The set of all point configurations
in X will be denoted as Conf(X).
A relatively compact Borel subset A ⊂ X is called a window. For a windowA
and X ∈ Conf(X), set NA(X) = |A∩X| (number of points of X in the window).
Thus, NA can be viewed as a function on Conf(X). We equip Conf(X) with the
Borel structure generated by functions NA for all windows A.
A random point process on X is a probability measure on Conf(X).
Given a random point process, one can usually define a sequence {ρn}
∞
n=1,
where ρn is a symmetric measure on X
n called the nth correlation measure.
Under mild conditions on the point process, the correlation measures exist and
determine the process uniquely, cf. [Len73].
The correlation measures are characterized by the following property: For
any n ≥ 1 and a compactly supported bounded Borel function f on Xn one has∫
Xn
fρn =
〈 ∑
xi1 ,...,xin∈X
f(xi1 , . . . , xin)
〉
X∈Conf(X)
(2.1)
where the sum on the right is taken over all n-tuples of pairwise distinct points
of the random point configuration X.
Often one has a natural measure µ on X (called the reference measure) such
that the correlation measures have densities with respect to µ⊗n, n = 1, 2, ... .
Then the density of ρn is called the nth correlation function and it is usually
denoted by the same symbol “ρn”.
If X ⊂ R and µ is absolutely continuous with respect to the Lebesgue
measure, then the probabilistic meaning of the nth correlation function is that
of the density of probability to find an eigenvalue in each of the infinitesimal
intervals around points x1, x2, . . . xn:
ρn(x1, x2, . . . xn)µ(dx1) · · ·µ(dxn)
= Pr {there is a particle in each interval (xi, xi + dxi)}.
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On the other hand, if µ is supported by a discrete set of points, then
ρn(x1, x2, . . . xn)µ(x1) · · · µ(xn)
= Pr{there is a particle at each of the points xi}.
Assume that we are given a point process P and a reference measure such
that all correlation functions exist. The process P is called determinantal if
there exists a function K : X× X→ C such that
ρn(x1, . . . , xn) = det[K(xi, xj)]
n
i,j=1, n = 1, 2, . . . . (2.2)
The function K is called a correlation kernel of P.
The determinantal form of the correlation functions (2.2) implies that many
natural observables for P can be expressed via the kernel K. We mention a few
of them. For the sake of simplicity, we assume that the state space X is discrete
and µ is the counting measure; under appropriate assumptions, the statements
are easily carried over to more general state spaces.
• Let I be a (possibly infinite) subset of X. Denote by KI the operator
in ℓ2(I) obtained by restricting the kernel K to I. Assume that KI is a
trace class operator. 1 Then the intersection of the random configuration
X with I is finite almost surely and
Pr{|X ∩ I| = N} =
(−1)N
N !
dN
dzN
det
(
1− zKI
)∣∣∣∣
z=1
.
In particular, the probability that X ∩ I is empty is equal to
Pr{X ∩ I = ∅} = det
(
1−KI
)
.
More generally, if I1, . . . , Im is a finite family of pairwise nonintersecting
intervals such that the operators KI1 , . . . ,KIm are trace class then
Pr{|X ∩ I1| = N1, . . . , |X ∩ Im| = Nm}
=
(−1)
Pm
i=1Ni∏m
i=1Ni!
∂N1+···+Nm
∂zN11 . . . ∂z
Nm
m
det
(
1− z1KI1 − · · · − zmKIm
)∣∣∣∣∣
z1=···=zm=1
.
(2.3)
• Slightly more generally, let φ be a function on X such that the kernel
(1− φ(x))K(x, y) defines a trace class operator (1− φ)K in ℓ2(X). Then
E
 ∏
xi∈X
φ(xi)
 = det(1− (1− φ)K). (2.4)
Specifying φ =
∑m
j=1(1− zj)1Ij leads to (2.3).
1For discrete X, a convenient sufficient condition for KI to be of trace class isP
x,y∈I |K(x, y)| <∞.
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• For I ⊂ X such that KI is trace class and det(1−KI) 6= 0, and arbitrary
pairwise distinct locations {x1, . . . , xn} ⊂ I, n = 1, 2, . . . , set
JI,n(x1, . . . , xn) = Pr{there is a particle at each of the points xi
and there are no other particles in I}.
These are sometimes called Janossy measures. One has
JI,n(x1, . . . , xn) = det(1−KI) · det[LI(xi, xj)]
n
i,j=1, (2.5)
where LI is the matrix of the operator KI(1−KI)
−1.
Simple linear-algebraic proofs of (2.4) and (2.5) can extracted from the proof
of Proposition A.6 in [Bor00b]. We also refer to Chapter 4 in this volume for a
detailed discussion of (2.3)–(2.5) and many related identities.
3 Loop-free Markov chains
Let X be a discrete space, and let P = [Pxy]x,y∈X be the matrix of transition
probabilities for a discrete time Markov chain on X. That is, Pxy ≥ 0 for all
x, y ∈ X and ∑
y∈X
Pxy = 1 for any x ∈ X.
Let us assume that our Markov chain is loop-free, i.e. the trajectories of the
Markov chain do not pass through the same point twice almost surely. In other
words, we assume that
(P k)xx = 0 for any k > 0 and x ∈ X.
This condition guarantees the finiteness of the matrix elements of the matrix
Q = P + P 2 + P 3 + . . . .
Indeed, (P k)xy is the probability that the trajectory started at x is at y after
kth step. Hence, Qxy is the probability that the trajectory started at x passes
through y 6= x, and since there are no loops we have Qxy ≤ 1. Clearly, Qxx ≡ 0.
The following (simple) fact was proved in [Bor08a].
Theorem 3.1 For any probability measure π = [πx]x∈X on X, consider the
Markov chain with initial distribution π and transition matrix P as a probability
measure on trajectories viewed as subsets of X. Then this measure on 2X is a
determinantal point process on X with correlation kernel
K(x, y) = πx + (πQ)x −Qyx.
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Note that the correlation kernel is usually not self-adjoint2, and self-adjoint
examples should be viewed as “exotic”. One such example goes back to [Mac75],
see also §2.4 of [Sos00]: It is a 2-parameter family of renewal processes — pro-
cesses on Z or R with positive i.i.d. increments. Theorem 3.1 implies that if we
do not insist on self-adjointness then any process with positive i.i.d. increments
is determinantal.
4 Measures given by products of determinants
Let X be a finite set and N be any natural number no greater than |X|. Let Φn
and Ψn, n = 1, 2, . . . , N , be arbitrary complex-valued functions on X. To any
point configuration X ∈ Conf(X) we assign its weight W (X) as follows: If the
number of points in X is not N then W (X) = 0. Otherwise, using the notation
X = {x1, . . . , xN}, we have
W (X) = det [Φi(xj)]
N
i,j=1 det [Ψi(xj)]
N
i,j=1 .
Assume that the partition function of our weights does not vanish
Z :=
∑
X∈Conf(X)
W (X) 6= 0.
Then the normalized weights W˜ (X) = W (X)/Z define a (generally speaking,
complex valued) measure on Conf(X) of total mass 1. Such measures are called
biorthogonal ensembles.3 For complex valued point processes we use (2.1) to
define their correlation functions.
An especially important subclass of biorthogonal ensembles consists of or-
thogonal polynomial ensembles, for which X must be a subset of C, and
W (X) =
∏
1≤i<j≤N
|xi − xj |
2 ·
N∏
i=1
w(xi)
for a function w : X→ R+, see e.g. [Ko¨n05] and Chapter 4 of this volume.
Theorem 4.1 Any biorthogonal ensemble is a determinantal point process. Its
correlation kernel has the form
K(x, y) =
N∑
i,j=1
[
G−t
]
ij
Φi(x)Ψj(y),
where G = [Gij ]
N
i,j=1 is the Gram matrix: Gij =
∑
x∈XΦi(x)Ψj(x).
4
2In fact, it can be written as a sum of a nilpotent matrix and a matrix of rank 1.
3This term was introduced in [Bor99] and is now widely used.
4The invertibility of the Gram matrix is implied by the assumption Z 6= 0.
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The statement immediately carries over to X being an arbitrary state space
with reference measure µ; then one has Gij =
∫
X
Φi(x)Ψj(x)µ(dx).
Probably the first appearance of Theorem 4.1 is in the seminal work of
F. J. Dyson [Dys62a], where it was used to evaluate the correlation functions
of the eigenvalues of the Haar-distributed N ×N unitary matrix. In that case,
X is the unit circle, µ is the Lebesgue measure on it,
Φi(z) = z
i−1, Ψi(z) = z¯
i−1, |z| = 1, i = 1, . . . , N,
and the Gram matrix G coincides with the identity matrix.
In the same volume, Dyson [Dys62b] introduced a Brownian motion model
for the eigenvalues of random matrices (currently known as the Dyson Brownian
motion), and it took more than three decades to find a determinantal formula
for the time-dependent correlations of eigenvalues in the unitarily invariant case.
The corresponding claim has a variety of applications; let us state it. Again,
for simplicity of notation, we work with finite state spaces.
Let X(1), . . . ,X(k) be finite sets. Set X = X(1) ⊔ · · · ⊔ X(k). Fix a natural
number N . Let
Φi : X
(1) → C, Ψi : X
(k) → C, i = 1, . . . , N
Tj,j+1 : X
(j) × X(j+1) → C, j = 1, . . . , k − 1,
be arbitrary functions. To any X ∈ Conf(X) assign its weight W (X) as follows.
If X has exactly N points in each X(j), j = 1, . . . , k then denoting X ∩ X(j) =
{x
(j)
1 , . . . , x
(j)
N } we have
W (X) = det
[
Φi(x
(1)
j )
]N
i,j=1
det
[
T1,2(x
(1)
i , x
(2)
j )
]N
i,j=1
· · ·
× det
[
Tk−1,k(x
(k−1)
i , x
(k)
j )
]N
i,j=1
det
[
Ψi(x
(1)
j )
]N
i,j=1
; (4.1)
otherwise W (X) = 0.
As for biorthogonal ensembles above, we assume that the partition func-
tion of these weights is nonzero and define the corresponding normalized set
of weights. This gives a (generally speaking, complex valued) random point
process on X.
In what follows we use the notation
(f ∗ g)(x, y) =
∑
z
f(x, z)g(z, y), h1 ∗ h2 =
∑
x
h1(x)h2(x),
(h1 ∗ f)(y) =
∑
x
h1(x)f(x, y), (g ∗ h2)(x) =
∑
y
g(x, y)h2(y)
for arbitrary functions f(x, y), g(x, y), h1(x), h2(x), where the sums are taken
over all possible values of the summation variables.
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Theorem 4.2 The random point process defined by (4.1) is determinantal.
The correlation kernel on X(p) × X(q), p, q = 1, . . . , N , can be written in the
form
K(x(p), y(q)) = −1p>q · (Tq,q+1 ∗ · · · ∗ Tp−1,p)(y
(q), x(p))
+
N∑
i,j=1
[
G−t
]
ij
(Φi ∗ T1,2 ∗ · · · ∗ Tp−1,p) (x
(p)) (Tq,q+1 ∗ · · · ∗ Tk−1,k ∗Ψj) (y
(q)),
(4.2)
where the Gram matrix G = [Gij ]
N
i,j=1 is defined by
Gij = Φi ∗ T1,2 ∗ · · · ∗ Tk−1,k ∗Ψj, i, j = 1, . . . , N.
Similarly to Theorem 4.1, the statement is easily carried over to general
state spaces X(j).
Theorem 4.2 is often referred to as the Eynard-Mehta theorem, it was proved
in [Eyn98] and also independently in [Nag98]. Other proofs can be found in
[Joh03], [Tra04], [Bor05].
The algebraically “nice” case of the Eynard-Mehta theorem, which e.g. takes
place for the Dyson Brownian motion, consists in the existence of an orthonor-
mal basis {Ξ
(j)
i }i≥1 in each L
2(X(j)), j = 1, . . . , k, such that
Tj,j+1(x, y) =
∑
i≥1
cj,j+1;iΞ
(j)
i (x)Ξ
(j+1)
i (y), j = 1, 2, . . . , k − 1,
for some constants cj,j+1;i, and
Span{Ξ
(1)
1 , . . . ,Ξ
(1)
N } = Span{Φ1, . . . ,ΦN},
Span{Ξ
(k)
1 , . . . ,Ξ
(k)
N } = Span{Ψ1, . . . ,ΨN}.
Then, with the notation ck,l;i = ck,k+1;ick+1,k+2;i · · · cl−1,l;i, (4.2) reads
K(x(p), y(q)) =

N∑
i=1
1
cp,q;i
Ξ
(p)
i (x
(p)) Ξ
(q)
i (y
(q)), p ≤ q,
−
∑
i>N
cq,p;iΞ
(p)
i (x
(p)) Ξ
(q)
i (y
(q)), p > q.
The ubiquitousness of the Eynard-Mehta theorem in applications is ex-
plained by the combinatorial statement known as the Lindstro¨m-Gessel-Viennot
(LGV) theorem, see [Ste90] and references therein, that we now describe.
Consider a finite5 directed acyclic graph and denote by V and E the sets
of its vertices and edges. Let w : E → C be an arbitrary weight function. For
5The assumption of finiteness is not necessary as long as the sums in (4.3) converge.
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any path π denote by w(π) the product of weights over the edges in the path:
w(π) =
∏
e∈pi w(e). Define the weight of a collection of paths as the product of
weights of the paths in the collection (we will use the same letter w to denote
it). We say that two paths π1 and π2 do not intersect (notation π1 ∩ π2 = ∅)
if they have no common vertices.
For any u, v ∈ V , let Π(u, v) be the set of all (directed) paths from u to v.
Set
T (u, v) =
∑
pi∈Π(u,v)
w(π). (4.3)
Theorem 4.3 Let (u1, . . . , un) and (v1, . . . , vn) be two n-tuples of vertices of
our graph, and assume that for any nonidentical permutation σ ∈ S(n),{
(π1, . . . , πn) | πi ∈ Π
(
ui, vσ(i)
)
, πi ∩ πj = ∅, i, j = 1, . . . , n
}
= ∅.
Then ∑
pi1∈Π(u1,v1),...,pin∈Π(un,vn)
pii∩pij=∅, i,j=1,...,n
w(π1, . . . , πn) = det [T (ui, vj)]
n
i,j=1 .
Theorem 4.3 means that if, in a suitable weighted oriented graph, we have
nonintersecting paths with fixed starting and ending vertices, then the distribu-
tions of the intersection points of these paths with any chosen “sections” have
the same structure as (4.1), and thus by Theorem 4.2 we obtain a determinantal
point process.
A continuous time analog of Theorem 4.3 goes back to [Kar59], who in
particular proved the following statement (the next paragraph is essentially a
quotation).
Consider a stationary stochastic process whose state space is an interval on
the extended real line. Assume that the process has strong Markov property
and that its paths are continuous everywhere. Take n points x1 < · · · < xn
and n Borel sets E1 < · · · < En, and suppose n labeled particles start at
x1, . . . , xn and execute the process simultaneously and independently. Then the
determinant det [Pt(xi, Ej)]
n
i,j=1, with Pt(x,E) being the transition probability
of the process, is equal to the probability that at time t the particles will be
found in sets E1, . . . , En respectively without any of them ever having been
coincident in the intervening time.
Similarly to Theorem 4.3, this statement coupled with Theorem 4.2 leads
to determinantal processes, and this is exactly the approach that allows one
to compute the time-dependent eigenvalue correlations of the Dyson Brownian
motion.
We conclude this section with a generalization of the Eynard-Mehta theorem
that allows the number of particles to vary.
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Let X1, . . . ,XN be finite sets, and
φn( · , · ) : Xn−1 × Xn → C, n = 2, . . . , N,
φn(virt, · ) : Xn → C, n = 1, . . . , N,
Ψj( · ) : XN → C, j = 1, . . . , N,
be arbitrary functions on the corresponding sets. Here the symbol virt stands for
a “virtual” variable, which is convenient to introduce for notational purposes.
In applications, virt can sometimes be replaced by +∞ or −∞.
Let c(1), . . . , c(N) be arbitrary nonnegative integers, and let
tN0 ≤ · · · ≤ t
N
c(N) = t
N−1
0 ≤ · · · ≤ t
N−1
c(N−1) = t
N−2
0 ≤ · · · ≤ t
2
c(2) = t
1
0 ≤ · · · ≤ t
1
c(1)
be real numbers. In applications, these numbers may refer to time moments of
an associated Markov process. Finally, let
Ttna ,tna−1( · , · ) : Xn × Xn → C, n = 1, . . . , N, a = 1, . . . , c(n),
be arbitrary functions.
Set X = (X1 ⊔ · · · ⊔X1)⊔ · · · ⊔ (XN ⊔ · · · ⊔XN ) with c(n) + 1 copies of each
Xn
6, and to any X ∈ Conf(X) assign its weight W (X) as follows.
The weight W (X) is zero unless X has exactly n points in each copy of Xn,
n = 1, . . . , N . In the latter case, denote the points of X in the mth copy of Xn
by xnk(t
n
m), k = 1, . . . , n, and set
W (X) =
N∏
n=1
[
det
[
φn
(
xn−1k (t
n−1
0 ), x
n
l (t
n
c(n))
)]n
k,l=1
×
c(n)∏
a=1
det
[
Ttna ,tna−1
(
xnk(t
n
a), x
n
l (t
n
a−1)
)]n
k,l=1
]
· det
[
Ψl
(
xNk (t
N
0 )
)]N
k,l=1
,
(4.4)
where xn−1n ( · ) = virt for all n = 1, . . . , N .
Once again, we assume that the partition function does not vanish, and
normalizing the weights we obtain a (generally speaking, complex valued) point
process on X.
We need more notation. For any n = 1, . . . , N and two time moments
tna > t
n
b we define
Ttna ,tnb = Ttna ,t
n
a−1
∗ Ttna−1,tna−2 ∗ · · · ∗ Ttnb+1,t
n
b
, T n = Ttn
c(n)
,tn0
.
For any time moments tn1a1 ≥ t
n2
a2
with (a1, n1) 6= (a2, n2), we denote the convo-
lution over all the transitions between them by φ(t
n1
a1
,t
n2
a2
):
φ(t
n1
a1
,t
n2
a2
) = Ttn1a1 ,t
n1
0
∗ φn1+1 ∗ T
n1+1 ∗ · · · ∗ φn2 ∗ Ttn2
c(n2)
,t
n2
a2
.
6Instead of c(n) + 1 copies of Xn one can take same number of different spaces, and a
similar result will hold. We decided not to do it in order not to clutter the notation anymore.
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If there are no such transitions, i. e. if tn1a1 < t
n2
a2
or (a1, n1) = (a2, n2), we set
φ(t
n1
a1
,t
n2
a2
) = 0.
Furthermore, define the “Gram matrix” G = [Gkl]
N
k,l=1 by
Gkl =
(
φk ∗ T
k ∗ · · · ∗ φN ∗ T
N ∗Ψl
)
(virt), k, l = 1, . . . , N,
and set
Ψ
tna
l = φ
(tna ,t
N
0 ) ∗Ψl, l = 1, . . . , N.
Theorem 4.4 The random point process on X defined by (4.4) is determinan-
tal. Its correlation kernel can be written in the form
K(tn1a1 , x1; t
n2
a2
, x2) = −φ
(t
n2
a2
,t
n1
a1
)(x2, x1)
+
n1∑
i=1
N∑
j=1
[
G−t
]
ij
(φi ∗ φ
(ti
c(i)
,t
n1
a1
)
)(virt, x1)Ψ
t
n2
a2
j (x2).
One proof of Theorem 4.4 was given in [Bor08b]; another proof can be found
in Section 4.4 of [For08]. Although we stated Theorem 4.4 for the case when
all sets Xn are finite, one easily extends it to a more general setting.
5 L-ensembles
The definition of L-ensembles is closely related to (2.5).
Let X be a finite set. Let L be a |X| × |X| matrix whose rows and column
are parameterized by points of X. For any subset X ⊂ X we will denote by LX
the symmetric submatrix of L corresponding to X: LX = [L(xi, xj)]xi,xj∈X .
If determinants of all such submatrices are nonnegative (e.g., if L is positive
definite), one can define a random point process on X by
Pr{X} =
detLX
det(1+ L)
, X ⊂ X.
This process is called the L-ensemble.
The following statement goes back to [Mac75].
Theorem 5.1 The L-ensemble as defined above is a determinantal point pro-
cess with the correlation kernel K given by K = L(1+ L)−1.
Take a nonempty subset Y of X and, given an L-ensemble on X, define a
new random point process on Y by considering the intersections of the random
point configurations X ⊂ X of the L-ensemble with Y, provided that these
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point configurations contain the complement Y of Y in X. It is not hard to see
that this new process can be defined by
Pr{Y } =
detLY ∪Y
det(1Y+ L)
, Y ∈ Conf(Y).
Here 1Y is the block matrix
[
1 0
0 0
]
where the blocks correspond to the splitting
X = Y ⊔Y. This new process is called the conditional L-ensemble. The next
statement was proved in [Bor05].
Theorem 5.2 The conditional L-ensemble is a determinantal point process
with the correlation kernel given by
K = 1Y− (1Y+ L)
−1
∣∣
Y×Y
.
Note that for Y = X, Theorem 5.2 coincides with Theorem 5.1.
Not every determinantal process is an L-ensemble; for example, the pro-
cesses afforded by Theorem 4.1 have exactly N particles, which is not possible
for an L-ensemble. However, as shown in [Bor05], every determinantal process
(on a finite set) is a conditional L-ensemble.
The definition of L-ensembles and Theorems 5.1, 5.2 can be carried over
to infinite state spaces X, given that L satisfies appropriate conditions. In
particular, the Fredholm determinant det(1Y+ L) needs to be well defined.
Although L-ensembles do arise naturally, see e. g. [Bor00b], they also con-
stitute a convenient computation tool. For example, proofs of Theorems 4.2
and 4.4 given in [Bor05] and [Bor08b] represent the processes in question as
conditional L-ensembles and employ Theorem 5.2.
Here is another application of Theorem 5.2.
A random point process on (a segment of) Z is called one-dependent if for
any two finite sets A,B ⊂ Z with dist(A,B) ≥ 2, the correlation function
factorizes: ρ|A|+|B|(A ∪B) = ρ|A|(A)ρ|B|(B).
Theorem 5.3 Any one-dependent point process on (a segment of) Z is deter-
minantal. Its correlation kernel can be written in the form
K(x, y) =

0, x− y ≥ 2,
−1, x− y = 1,
y−x+1∑
r=1
(−1)r−1
∑
x=l0<l1<···<lr=y+1
Rl0,l1Rl1,l2 · · ·Rlr−1,lr x ≤ y,
where Ra,b = ρb−a(a, a+ 1, . . . , b− 1).
Details and applications can be found in [Bor09].
11
6 Fock space
A general construction of determinantal point processes via the Fock space
formalism can be quite technical, see e. g. [Lyt02], so we will consider a much
simpler (however nontrivial) example instead.
Recall that a partition λ = (λ1 ≥ λ2 ≥ · · · ≥ 0) is a weakly decreasing
sequence of nonnegative integers with finitely many nonzero terms. We will use
standard notations |λ| = λ1 + λ2+ . . . for the size of the partition and ℓ(λ) for
the number of its nonzero parts.
The poissonized Plancherel measure on partitions is defined by
Pr{λ} = e−θ
2
(∏
1≤i<j≤L(λi − i− λj + j)∏L
i=1(λi − i+ L)!
θ|λ|
)2
, (6.1)
where θ > 0 is a parameter, and L is an arbitrary integer ≥ ℓ(λ). We refer to
[Bor00b], [Joh01] and references therein for details.
It is convenient to parameterize partitions by subsets of Z′ := Z+ 12 :
λ 7→ L(λ) =
{
λi − i+
1
2
}
i≥1
⊂ Z′.
The pushforward of (6.1) via L defines a point process on Z′, and we aim to
show that it is determinantal. We follow [Oko01]; other proofs of this fact can
be found in [Bor00b], [Joh01].
Let V be a linear space with basis {k | k ∈ Z′}. The linear space Λ
∞
2 V is,
by definition, spanned by vectors
vS = s1 ∧ s2 ∧ s3 ∧ . . . ,
where S = {s1 > s2 > . . . } ⊂ Z
′ is such that both sets S+ = S \ Z
′
<0 and
S− = Z
′
<0 \ S are finite. We equip Λ
∞
2 V with the inner product in which the
basis {vS} is orthonormal.
Creation and annihilation operators in Λ
∞
2 V are introduced as follows. The
creation operator ψk is the exterior multiplication by k: ψk (f) = k ∧ f . The
annihilation operator ψ∗k is its adjoint. These operators satisfy the canonical
anti-commutation relations
ψkψ
∗
l + ψ
∗
l ψk = δk,l , k, l ∈ Z
′.
Observe that
ψkψ
∗
k vS =
{
vS , k ∈ S ,
0 , k /∈ S .
(6.2)
Let C be the charge operator : CvS = (|S+| − |S−|)vS . One easily sees that
the zero-charge subspace kerC ⊂ Λ
∞
2 V is spanned by the vectors vL(λ) with λ
varying over all partitions. The vacuum vector
vvac = −
1
2 ∧ −
3
2 ∧ −
5
2 ∧ . . .
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corresponds to the partition with no nonzero parts.
Define the operators αn =
∑
k∈Z′ ψk−nψ
∗
k, n ∈ Z \ {0}. Although the sums
are infinite, the application of αn to any vS yields a finite linear combination
of basis vectors. These operators satisfy the Heisenberg commutation relations
αmαn − αnαm = mδn,−m , m, n ∈ Z \ {0}.
For any θ > 0, define Γ±(θ) = exp(θα±1). It is not difficult to show that
Γ∗±(θ) = Γ∓(θ), Γ+(θ)Γ−(θ
′) = eθθ
′
· Γ−(θ
′)Γ+(θ), Γ+(θ)vvac = vvac.
(6.3)
One also proves that
Γ−(θ)vvac =
∑
λ
(∏
1≤i<j≤L(λi − i− λj + j)∏L
i=1(λi − i+ L)!
θ|λ|
)
vL(λ),
where the sum is taken over all partitions, cf. (6.1). This implies, together with
(6.2), that for any n ≥ 1 and x1, . . . , xn ∈ Z
′, the correlation function of our
point process can be written as a matrix element
ρn(x1, . . . , xn) = e
−θ2
((
n∏
i=1
ψxiψ
∗
xi
)
Γ−(θ) vvac,Γ−(θ)vvac
)
.
Using (6.3) we obtain
ρn(x1, . . . , xn) =
(
n∏
i=1
ΨxiΨ
∗
xi
vvac, vvac
)
, (6.4)
where
Ψk = Gψk G
−1 , Ψ∗k = Gψ
∗
k G
−1 , G = Γ+(θ) Γ−(θ)
−1 .
Theorem 6.1 We have
ρn(x1, . . . , xn) = det [K(xi, xj)]
n
i,j=1 , (6.5)
where K(x, y) =
(
ΨxΨ
∗
y vvac, vvac
)
.
The passage from (6.4) to (6.5) is an instance of the fermionic Wick theo-
rem; it uses the fact that Ψx and Ψ
∗
y are linear combinations of ψk’s and ψ
∗
l ’s
respectively, together with the canonical anti-commutation relations.
A further computation gives an explicit formula for the correlation kernel:
K(x, y) = θ
Jx− 1
2
Jy+ 1
2
− Jx+ 1
2
Jy− 1
2
x− y
=
∑
k∈Z′>0
Jx+kJy+k,
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where Jk = Jk(2θ) are the J-Bessel functions. This is the so-called discrete
Bessel kernel that was first obtained in [Bor00b], [Joh01].
We refer to [Oko01] and [Oko03] for far-reaching generalizations of Theorem
6.1, and to [Lyt02] for a general construction of determinantal processes via
representations of the canonical anti-commutation relations corresponding to
the quasi-free states.
7 Dimer models
Consider a finite planar graph G. Let us assume that the graph is bipartite, i. e.
its vertices can be colored black and white so that each edge connects vertices
of different colors. Let us fix such a coloring and denote by B and W the sets
of black and white vertices.
A dimer covering or a domino tiling or a perfect matching of a graph is a
subset of edges that covers every vertex exactly once. Clearly, in order for the
set of dimer coverings of G to be nonempty, we must have |B| = |W |.
A Kasteleyn weighting of G is a choice of sign for each edge with the property
that each face with 0 mod 4 edges has an odd number of minus signs, and each
face with 2 mod 4 edges has an even number of minus signs. It is not hard to
show that a Kasteleyn weighting of G always exists (here it is essential that the
graph is planar), and that any two Kasteleyn weightings can be obtained one
from the other by a sequence of multiplications of all edges at a vertex by −1.
A Kasteleyn matrix of G is a signed adjacency matrix of G. More exactly,
given a Kasteleyn weighting of G, define a |B|×|W | matrix K with rows marked
by elements of B and columns marked by elements ofW , by setting K(b, w) = 0
if b and w are not joined by an edge, and K(b, w) = ±1 otherwise, where ± is
chosen according to the weighting.
It is a result of [Tem61], [Kas67] that the number of dimer coverings of G
equals |detK|. Thus, if there is at least one perfect matching, the matrix K is
invertible.
Assume that detK 6= 0. Define a matrix K with rows and columns parame-
terized by the edges of G as follows: K(e, e′) = K−1(w, b′), where w is the white
vertex on the edge e, and b′ is the black vertex on the edge e′. The next claim
follows from the results of [Ken97].
Theorem 7.1 Consider the uniform measure on the dimer covers of G as a
random point process on the set X of edges of G. Then this process is determi-
nantal, and its correlation kernel is the matrix K introduced above.
The theory of random dimer covers is a deep and beautiful subject that has
been actively developing over the last 15 years. We refer the reader to [Ken08]
and references therein for further details.
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8 Uniform spanning trees
Let G be a finite connected graph. A spanning tree of G is a subset of edges of
G that has no loops, and such that every two vertices of G can be connected
within this subset.
Clearly, the set of spanning trees is nonempty and finite. Any probability
measure on this set can be viewed as a random point process on the set X of
edges of G. We are interested in the uniform measure on the set of spanning
trees, and we denote the corresponding process on X by P.
Let us fix an orientation of all the edges of G. For any two edges e = ~xy
and f denote by K(e, f) the expected number of passages through f , counted
with a sign, of a random walk started at x and stopped when it hits y.
The quantityK(e, f) also has an interpretation in terms of electric networks.
Consider G with the fixed orientation of the edges as an electric network with
each edge having unit conductance. Then K(e, f) is the amount of current
flowing through the edge f when a battery is connected to the endpoints x and
y of e, and the voltage is such that unit current is flowing from y to x. For this
reason, K is called the transfer current matrix.
This matrix also has a linear-algebraic definition. To any vertex v of G we
associate a vector a(v) ∈ ℓ2(X) (recall that X is the set of edges) as follows:
a(v) =
∑
e∈X
ae(v)δe, ax(e) =

1, if v is the tail of e,
−1, if v is the head of e,
0, otherwise.
Then [K(e, f)]e,f∈X is the matrix of the orthogonal projection operator with
image Span{a(v)}, where v varies over all vertices of G, see e. g. [Ben01].
Theorem 8.1 P is a determinantal point process with correlation kernel K.
Theorem 8.1 was proved in [Bur93]; another proof can be found in [Ben01].
The formulas for the first and second correlation functions via K go back to
[Kir1847] and [Bro40], respectively. We refer to [Lyo03] and references therein
for further developments of the subject.
Note that for planar graphs, the study of the uniform spanning trees may be
reduced to that of dimer models on related graphs and vice versa, see [Bur93],
[Ken00], [Ken04].
9 Hermitian correlation kernels
Let X be Rd or Zd with the Lebesgue or the counting measure as the reference
measure. Let K be a nonnegative operator in L2(X)7. In the case X = Rd,
7An Hermitian K must be nonnegative as we want det[K(xi, xj)] ≥ 0.
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we also require K to be locally trace class, i. e. for any compact B ⊂ X, the
operator K · 1B is trace class. Then Lemma 2 in [Sos00] shows that one can
choose an integral kernel K(x, y) of K so that
Trace(K·1B)
k =
∫
Bk
K(x1, x2)K(x2, x3) · · ·K(xk, x1)dx1 · · · dxk, k = 1, 2, . . .
For X = Zd, K(x, y) is just the matrix of K.
Theorem 9.1 There exists a determinantal point process on X with the cor-
relation kernel K(x, y) if and only if 0 ≤ K ≤ 1, i. e. both K and 1 − K are
nonnegative.
Theorem 9.1 was proved in [Sos00]; an incomplete argument was also given
in [Mac75]. Remarkably, it remains the only known characterization of a broad
class of kernels that yield determinantal point processes.
Although only Theorem 4.1 with Φi = Ψi, Theorem 6.1, and Theorem 8.1
from the previous sections yield manifestly nonnegative kernels, determinantal
processes with such kernels are extremely important, and they are also the
easiest to analyze asymptotically, cf. [Hou06].
Let us write down the correlation kernels for the two most widely known
determinantal point processes; they both fall into the class afforded by Theorem
9.1.
The sine process on R corresponds to the sine kernel
Ksine(x, y) =
sinπ(x− y)
π(x− y)
=
∫ 1
2
− 1
2
e2ipiτxe−2ipiτydτ.
The Fourier transform of the corresponding integral operator Ksine in L2(R)
is the operator of multiplication by an indicator function of an interval; hence
Ksine is a self-adjoint projection operator.
The Airy point process8 on R is defined by the Airy kernel
KAiry(x, y) =
Ai(x)Ai′(y)−Ai′(x)Ai(y)
x− y
=
∫ +∞
0
Ai(x+ τ)Ai(y + τ)dτ,
where Ai(x) stands for the classical Airy function. The integral operator KAiry
can be viewed as a spectral projection operator for the differential operator
d2
dx2
− x that has the shifted Airy functions {Ai(x+ τ)}τ∈R as the (generalized)
eigenfunctions.
8Not to be confused with the Airy process that describes the time evolution of the top
particle of the Airy point process, see Chapter 37 of the present volume.
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10 Pfaffian point processes
A random point process on X is called Pfaffian if there exists a 2 × 2 matrix
valued skew-symmetric kernel K on X such that the correlation functions of
the process have the form
ρn(x1, . . . , xn) = Pf [K(xi, xj)]
n
i,j=1 , x1, . . . , xn ∈ X, n = 1, 2, . . .
The notation Pf in the right-hand side stands for the Pfaffian, and we refer to
[deB55] for a concise introduction to Pffafians.
Pfaffian processes are significantly harder to study than determinantal ones.
Let us list some Pffafian analogs of the statements from the previous sections.
• A Pfaffian analog of the Fredholm determinant formula (2.4) for the gen-
erating functional can be found in Section 8 of [Rai00].
• A Pfaffian analog of the Eynard-Mehta theorem is available in [Bor05].
• Pfaffians can be used to enumerate nonintersecting paths with free end-
points, see [Ste90]. This leads to combinatorial examples for the Pfaffian
Eynard-Mehta theorem.
• Pfaffian L-ensembles and conditional L-ensembles are treated in [Bor05].
• Fermionic Fock space computations leading to a Pfaffian point process
were performed in [Fer04] and [Vul07].
• Pfaffians arise in the enumeration of dimer covers of planar graphs that
are not necessarily bipartite, see [Tem61], [Kas67].
Acknowledgements: This work was supported by NSF grant DMS-0707163.
References
[Ben73] C. Benard and O. Macchi, Detection and emission processes of quan-
tum particles in a chaotic state, J. Math, Phys. 14 (1973) 155–167.
[Ben01] I. Benjamini, R. Lyons, Y. Peres, and O. Schramm, Uniform spanning
forests, Ann. Probab. 29 (2001) 1-65.
[Bor99] A. Borodin, Biorthogonal ensembles, Nuclear Phys. B 536 (1999) 704–
732, [arXiv:math/9804027].
[Bor00a] A. Borodin and G. Olshanski, Distributions on partitions, point pro-
cesses and the hypergeometric kernel, Comm. Math. Phys. 211 (2000)
335–358, [arXiv:math/9904010].
17
[Bor00b] A. Borodin, A. Okounkov and G. Olshanski, Asymptotics of
Plancherel measures for symmetric groups, J. Amer. Math. Soc. 13
(2000) 491–515, [arXiv:math/9905032].
[Bor05] A. Borodin and E. M. Rains, Eynard-Mehta theorem, Schur process,
and their Pfaffian analogs, Jour. Stat. Phys. 121 (2005), 291–317
[arXiv:math-ph/0409059].
[Bor08a] A. Borodin, Loop-free Markov chains as determinantal point pro-
cesses, Ann. Ins. Henri Poincare´ - Prob. et Stat. 44 (2008) 19-28,
[arXiv:math/0605168].
[Bor08b] A. Borodin and P. L. Ferrari, Large time asymptotics of growth models
on space-like paths I: PushASEP, Electr. Jour. Prob. 13 (2008) 1380–
1418, [arXiv:0707.2813].
[Bor09] A. Borodin, P. Diaconis and J. Fulman, On adding a list of numbers
(and other one-dependent determinantal processes), [arXiv:0904.3740].
[Bro40] R. L. Brooks, C. A. B. Smith, A. H. Stone and W. T. Tutte,The
dissection of rectangles into squares, Duke Math. Jour. 7 (1940) 312-
340.
[Bur93] R. M. Burton and R. Pemantle, Local characteristics, entropy and
limit theorems for spanning trees and domino tilings via transfer-
impedances, Ann. Prob.21 (1993) 1329-1371, [arXiv:math/0404048].
[deB55] N. G. de Bruijn, On some multiple integrals involving determinants,
J. Indian Math. Soc. 19 (1955) 133–151.
[Dys62a] F. J. Dyson, Statistical theory of energy levels of complex systems III,
Jour. Math. Phys. 3 (1962), 166–175.
[Dys62b] F. J. Dyson, A Brownian motion model for the eigenvalues of a ran-
dom matrix, Jour. Math. Phys. 3 (1962), 1191–1198.
[Eyn98] B. Eynard and M. L. Mehta, Matrices coupled in a chain. I. Eigen-
value correlations, J. Phys. A: Math. Gen. 31 (1998), 4449–4456
[arXiv:cond-mat/9710230].
[Fer04] P. L. Ferrari, Polynuclear growth on a flat substrate and edge scaling
of GOE eigenvalues, Comm. Math. Phys. 252 (2004) 77–109.
[For08] P. J. Forrester and E. Nordenstam, The Anti-Symmetric GUE Minor
Process, [arXiv:0804.3293].
18
[Hou06] J. B. Hough, M. Krishnapur, Y. Peres and B. Vira´g, Determinan-
tal processes and independence, Probab. Surv. 3 (2006) 206–229,
[arXiv:math/0503110].
[Joh01] K. Johansson, Discrete orthogonal polynomial ensembles and the
Plancherel measure, Ann. of Math. (2) 153 (2001) 259–296,
[arXiv:math/9906120].
[Joh03] K. Johansson, Discrete polynuclear growth and determinan-
tal processes, Comm. Math. Phys. 242 (2003) 277–329,
[arXiv:math/0206208].
[Joh05] K. Johansson, Random matrices and determinantal processes,
[arXiv:math-ph/0510038].
[Kar59] S. Karlin and J. McGregor, Coincidence probabilities, Pacific J. Math.
9 (1959) 1141–1164.
[Kas67] P. Kasteleyn, Graph theory and crystal physics, Graph Theory and
Theoretical Physics 43-110, Academic Press, London 1967.
[Ken97] R. W. Kenyon, Local statistics of lattice dimers, Ann. Inst. H.
Poincare´, Probabilite´s 33 (1997), 591-618, [arXiv:math/0105054].
[Ken00] R. W. Kenyon, J. G. Propp and D. B. Wilson, Trees and
matchings, Electron. J. Combin. 7 (2000), Research Paper 25,
[arXiv:math/9903025].
[Ken04] R. W. Kenyon and S. Sheffield, Dimers, tilings and trees, J. Combin.
Theory Ser. B 92 (2004) 295–317, [arXiv:math/0310195].
[Ken08] R. W. Kenyon, Lectures on dimers,
http://www.math.brown.edu/∼rkenyon/papers/dimerlecturenotes.pdf
[Kir1847] G. Kirchhoff, U¨ber die Auflo¨sung der Gleichungen, auf welche man
bei der Untersuchung der linearen Verteilung galvanischer Stro¨me
gefu¨hrt wird, Ann. Phys. Chem. 72 (1847) 497-508.
[Ko¨n05] W. Ko¨nig, Orthogonal polynomial ensembles in probability theory,
Probab. Surveys 2 (2005) 385–447, [arXiv:math/0403090].
[Len73] A. Lenard, Correlation functions and the uniqueness of the state in
classical statistical mechanics, Comm. Math. Phys. 30 (1973) 35–44.
[Lyo03] R. Lyons, Determinantal probability measures, Publ. Math. Inst.
Hautes Etudes Sci. 98 (2003) 167–212, [arXiv:math/0204325].
19
[Lyt02] E. Lytvynov, Fermion and boson random point processes as particle
distributions of infinite free Fermi and Bose gases of finite density,
Rev. Math. Phys. 14 (2002) 1073–1098, [arXiv:math-ph/0112006].
[Mac75] O. Macchi, The coincidence approach to stochastic point processes,
Adv. Appl. Prob. 7 (1975) 83–122.
[Nag98] T. Nagao and P. J. Forrester, Multilevel Dynamical Correlation Func-
tion for Dyson’s Brownian Motion Model of Random Matrices, Phys
Lett. A247 (1998), 42–46.
[Oko01] A. Okounkov, Infinite wedge and random partitions, Selecta Math.
(N.S.) 7 (2001) 57–81, [arXiv:math/9907127].
[Oko03] A. Okounkov and N. Reshetikhin, Correlation function of Schur pro-
cess with application to local geometry of a random 3-dimensional
Young diagram, Jour. Amer. Math. Soc. 16 (2003) 581–603,
[arXiv:math/0107056].
[Rai00] E. M. Rains, Correlation functions for symmetrized increasing subse-
quences, [arXiv:math/0006097].
[Sos00] A. Soshnikov, Determinantal random point fields, Russian Math. Sur-
veys 55 (2000) 923–975 [arXiv: math/0002099].
[Sos06] A. Soshnikov, Determinantal Random Fields, in: Encyclopedia of
Mathematical Physics, pp. 47–53, Oxford: Elsevier, 2006.
[Ste90] J. R. Stembridge, Nonintersecting Paths, Pfaffians, and Plane Parti-
tions, Adv. in Math. 83 (1990), 96–131.
[Tem61] W. Temperley and M. Fisher, Dimer problem in statistical mechanic-
san exact result, Philos. Mag. bf 6 (1961) 1061-1063.
[Tra04] C. A. Tracy and H. Widom, Differential equations for Dyson processes,
Comm. Math. Phys. 252 (2004) 7–41, [arXiv:math/0309082]
[Vul07] M. Vuletic´, The shifted Schur process and asymptotics of large random
strict plane partitions, Int. Math. Res. Not. (2007) Art. ID rnm043,
[arXiv:math-ph/0702068].
20
