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II. LED irradiation setup
III. LED power density setup and analysis, Integrating sphere
The light power density of the LED arrays was measured either using a lab-built setup using physical sensing, or chemical actinometry. The physical sensing setup consisted of an integrating sphere, which was positioned underneath the 96-wells plate to simulate the irradiation conditions during cell experiments ( Figure S4A ). The integrating sphere was mounted in a custom-made holder that aligned the 6 mm aperture of the integrating sphere with the 6 mm diameter of a single well in a 96-wells plate, while the LED array was placed on top of the well plate (with its lid), like during cell irradiation. The integrating sphere position was adjustable over ten wells thus providing a diagonal representative set of wells that could be measured individually. The integrating sphere was connected via an optical fiber to an Avantes CCD spectrometer. The spectrometer, in combination with the sphere and fiber, were spectrally calibrated directly before measurement, using an
Avantes calibration lamp, to report the spectrum in absolute irradiance units (µW·cm −2 ·nm −1 ), where the surface here refers to that of the aperture of the integrating sphere. The power supply was set to the appropriate voltage, 29.9, 27.9, or 20.7 V for the 455, 520, or 630 nm LED arrays, respectively. The integrating sphere was then placed in the setup and centered under a specific well, for example D4 ( Figure S4B ). The LED system was then placed on top of the setup and an average of several scans was measured. These steps were repeated for all ten wells (B2, C3, C7, D4, D8, E5, E9, F6, F10, and G11). An average from the ten data points was taken to determine the values for the entire array. The emission maximum and full width at half maximum (FWHM) bandwidth for each LED array wavelength was determined from the emission spectra (Table 1) . Using Excel and OriginPro, the total power density at the bottom of each well (mW·cm −2 ) was calculated by integrating the area under the spectral irradiance vs. The plot of the number of mol of Fe 2+ produced vs. irradiation time (s) for the 455, 520, and dark setups are shown in Figure S5B . The slope of the data (Δmol Fe 2+ /Δt) for each wavelength was converted to Einstein·cm Figure S6 ). These border wells excepted, the central 60 wells show uniform plate irradiation within 10% standard deviation. Dark controls were S8 used to verify that cells maintained in the dark were receiving negligible photon flux Figure   S5B ). The power densities using chemical actinometry for the LED arrays were 10.2 ± 0.9 mW·cm −2 (455 nm) and 16.6 ± 1.3 mW·cm −2 (520 nm). The 455 nm power density values obtained by actinometry and integrating sphere correlate very well, which validates the physical sensing method using the integrating sphere. By contrast the 520 nm measurement slightly deviates (Table 1) , which is attributed to the very low absorbance of the ferrioxalate actinometer at 520 nm. 520 nm actually represents the ultimate wavelength at which the ferrioxalate actinometer can be used. As stated above, an additional limitation of chemical actinometry, is the incompatibility of chemical actinometers for red light with plastic plates, therefore no comparison could be done between the two methods at 630 nm. In the following, it is the power density values measured using the integrating sphere that was used for all dose calculations during blue, green, or red light irradiation experiments. 
V. LED array thermal control
The temperature in well D6 was measured to determine the thermal effects of the Ditabis thermoblock, either in combination with the fans cooling for the LED array, or without the fans for the dark control. In each well of two 96-wells plates, 200 µL phosphate buffered saline (PBS) was added. A thermocouple was used to measure the temperature over time in both "dark" and "irradiated" systems. The temperature was measured every 5 minutes up to 45 minutes and each measurement series was repeated three times.
To maintain a temperature range between 35-37 °C, the target temperature of the Ditabis thermostat needed to be set to 39 °C and PBS was pre-warmed in a water bath S9 (37 °C). Under such conditions, the temperature in well D6 was stably maintained between 35.5 and 37.5 °C for the blue, green, red, and dark systems.
VI. Effective concentrations (EC 50 ) values for rose bengal and methylene blue
Two standard PDT dyes were chosen for evaluating the irradiating setup on a known light- Figure S7 ). 5 Methylene blue is a blue dye that absorbs in the red and has been used in a variety of PDT and aPDT type I and II applications ( Figure   S7 ). 6 Effective concentrations (EC 50 values in µM) and the 95% confidence intervals for rose bengal and methylene blue using the standardized conditions of this manuscript are reported in Figure S8 . 
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The conditions for these experiments were as follows: Cells were seeded at t = 0 at 7 x Figure S9 . Figure S8 . Summary of EC 50 data for rose bengal (RB) and methylene blue (MB) with 95% CI. EC 50 is reported above the bar for clarity, unless not determined (nd). For blue (455 nm) light irradiation, the irradiated controls were compared to the dark controls resulting in 60% (A375), 98% (A431), 100% (A549), 88% (MCF7), 86% (MDAMB231), and 99% (U87MG) viability. For green (520 nm) and red (630 nm) light irradiation, the irradiated controls were compared to the dark controls resulting in 95-100% viability for all cell lines. 3 (MCF7), 1.2 x 10 4 (MDA-MB-231), and 6 x 10 3 (U-87 MG) cells/well in Opti-MEM complete without phenol red and incubated for 24 h at 37 °C and 7% CO 2 . Opti-MEM complete without phenol red was added at 24 h and cells were incubated for an additional 24 h. Media was removed and refreshed and cells were placed back in the incubator. Cells were fixed using TCA at 4, 24, 48, 72, and 96 h after seeding and then stained with SRB. The SRB absorbance of ten technical replications was averaged for one experiment (n = 3). The absorbance values were exponentially fitted to determine the exponential growth curves using GraphPad Prism, non-linear fit of exponential growth. The doubling times were determined with 95% confidence intervals. S15 IX. Cancer cell line gene mutation information 
