Abstract-This paper analyzes the joint effects of in-phase and quadrature (I/Q) imbalance and power amplifier (PA) distortion for RF multiple input multiple output (MIMO) transmitters in the presence of crosstalk. This paper proposes candidate models for the digital predistortion of static I/Q imbalanced sources exciting a dynamic MIMO Volterra system. The proposed models are enhanced using a novel technique based on subsample resolution to account for dynamic I/Q imbalance distortions. Finally, the computational complexity of the proposed models is analyzed for implementation suitability in digital platforms. It is shown that the error spectrum for the proposed models in subsample resolution reaches the noise floor of the measurements. The proposed models achieve a normalized mean squared error of −50 dB and an adjacent channel power ratio of −57 dB for signal bandwidths upto 65 MHz and crosstalk levels ranging to −10 dB. These results demonstrate the effectiveness of the proposed techniques in the joint mitigation of I/Q imbalance and PA distortion with crosstalk for a typical 2 × 2 MIMO telecommunication setup.
I. INTRODUCTION

R
F multiple input multiple output (MIMO) transmitters are an emerging candidate technology for coping with increasing data rate demands in wireless communications [1] , [2] . A low-cost and energy-efficient transmitter is essential to practical implementation of MIMO systems. However, these requirements result in hardware impairments, which degrade the data rate capacity deteriorating the system performance [3] .
Contemporary RF transmitters are composed of analog and digital stages that complement each other. Typically, the RF analog side is enhanced with digital techniques [4] . These digital techniques compensate for the distortions present at the modulation and amplification stages of the RF transmitter. The distortion in the former stage is dominated by in-phase and quadrature (I/Q) imbalance effects [5] - [7] and in the latter by nonlinear effects [8] . The nonlinear distortions are compensated with the widely studied digital predistortion (DPD) method [9] - [11] , where the complex-valued baseband input signal is preprocessed, such that the output of the power amplifier (PA) is linearized. However, I/Q imbalance impairments introduce additional in-band and out of band distortions at the PA output as well as degrade the DPD performance [12] , [13] . Methods that mitigate I/Q imbalance and PA nonlinearity separately [13] - [15] suffer from additional RF hardware requirements. Hence, joint schemes that compensate for I/Q imbalance and PA nonlinearity become significant.
Joint effects of I/Q imbalanced sources exciting PAs (modeled as Volterra systems) have been studied extensively for single input single output (SISO) transmitters along with their corresponding compensation techniques, such as [16] - [26] . In this context, frequency-independent (referred to as static) I/Q imbalance impairments are analyzed in [16] - [19] , whereas frequency-dependent (referred to as dynamic) I/Q imbalance impairments are considered in [20] - [26] . It should be noted that dynamic I/Q imbalance can be compensated in either time or frequency domains. Time domain compensation techniques are presented in [20] - [23] , whereas frequency domain compensation techniques are presented in [24] - [26] .
Transitioning to RF MIMO transmitters results in additional hardware impairments, such as RF leakage effects (referred to as crosstalk) between the different transmission paths when being implemented on the same chipset [27] - [30] . Input crosstalk refers to RF leakage prior to the amplification stage, whereas output crosstalk refers to RF leakage after the amplification [31] - [34] . Therefore, to mitigate spectral regrowth, MIMO DPD structures should compensate for the dynamic nonlinear PA distortions as well as both input and output crosstalk jointly at the transmitter. These joint effects are referred to as MIMO PA distortions in this paper.
DPD structures for MIMO PA distortions have been proposed in [31] - [35] without considering I/Q imbalance effects. Similarly, numerous I/Q imbalance compensation techniques 0018-9480 © 2016 IEEE. Translations and content mining are permitted for academic research only. Personal use is also permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
have been developed for MIMO systems [36] - [40] without considering nonlinear PA distortions and crosstalk.
Therefore, this paper is motivated by the study of independent I/Q-impaired sources exciting an MIMO PA foreseen for efficient RF MIMO transmitters [27] - [30] . Therefore, this paper studies joint static IQ imbalance and static MIMO PA distortions for developing effective digital compensation techniques in Section II.
Accordingly, Section III of this paper proposes candidate models for joint mitigation of static I/Q imbalance and MIMO PA distortion at the transmitter inspired by the SISO techniques presented in [20] and [21] . Joint I/Q imbalance and PA distortions in SISO transmitters are compensated using a modeling approach in [20] , which deals with imbalances between the I/Q branches separately, whereas augmented conjugate basis functions are used in [21] . These techniques are transformed in conjunction with the MIMO memory polynomial (MP) model [32] yielding the models presented in this paper.
This paper proposes a novel technique based on multirate processing to compensate for dynamic I/Q imbalance effects in Section IV. These effects can be represented as a magnitude and phase difference between the I/Q paths [24] , [41] , [42] . Therefore, the proposed models are augmented with subsample resolution basis functions to mitigate dynamic I/Q imbalances. Furthermore, the multiple I/Q paths in MIMO systems may suffer time misalignments between them as well, which is tackled simultaneously by the subsample resolution basis.
The proposed techniques are experimentally investigated with crosstalk levels ranging from −40 to −10 dB and signal bandwidths from 4 to 65 MHz in Section V. The error observed for the proposed models augmented with subsampling method is nearly on the noise floor of the measurements demonstrating their effectiveness for the joint mitigation of I/Q imbalance and MIMO PA distortion with marginal increase in complexity. Finally, the proposed models proposed in this paper are shaped to alleviate their computational complexity in Section VI, paving the way for their implementation in resource constrained scenarios.
II. JOINT STATIC I/Q IMBALANCE AND
STATIC MIMO PA DISTORTION This section describes static I/Q imbalanced sources exciting a static nonlinear MIMO Volterra series [31] , as shown in Fig. 1 . It is presented as an example to demonstrate the joint effect of I/Q imbalance on nonlinear PA distortions with crosstalk in the context of an MIMO transmitter. Based on this analysis, candidate mitigation models for joint static I/Q imbalance and dynamic MIMO PA distortion will be proposed in Section III, which would be enhanced for mitigating dynamic I/Q imbalance in Section IV.
For a K × K MIMO transmitter, let u k (t) denote the kth carrier continuous time input signal at an instant t, where k = 1, 2, . . . , K . It must be noted that the signals in this paper will be considered in their complex-valued baseband form. The corresponding nth sample of the discrete time input signal, u k (n) = u k (nT s ), where n = 1, 2, . . . , N and T s is the Fig. 1 . K I/Q imbalanced sources exciting a static MIMO Volterra system. sampling interval. For simplicity, u k (n) will be denoted as u k in this section. The kth complex-valued baseband input signal impaired by static I/Q imbalance, resulting inũ k , can be described as [43] 
where
In (2), α k and θ k mimic the kth real-valued static (constant) amplitude and phase imbalance terms, respectively. It can be noted thatũ k is the sum of the desired baseband signal u k and its image interference signal u * k , where * denotes the complex conjugate operator. The complex-valued coefficients, a k and b k , denote the corresponding I/Q imbalance effects described in terms of the image rejection ratio (IRR) denoted by k . IRR is defined as the power ratio of the image interference signal to the desired baseband signal [24] , i.e., for the kth carrier signal, k = 20 log 10 |γ k |, where
Practical values for the IRR in RF transmitters range from −40 to −20 dB [20] . Finally, in order to capture relative effects between independent sources, a complex-valued gain ζ k is introduced in (1) as
To study the effects of joint I/Q imbalance and MIMO PA distortion, the set of {u k } K k=1 in (3) is forwarded to a static third-order MIMO Volterra series, as shown in Fig. 1 . The resulting i th output for a 2 × 2 MIMO transmitter is
where the coefficients h
describe the linear and third-order nonlinear distortions for an MIMO PA.
From the symmetry property of nonlinear MIMO Volterra, the termũ 1ũ2ũ * 1 is the same asũ 2ũ1ũ * 1 [34] , [44] . This property is used to group equal terms reducing the number of unknown coefficients in (4) resulting in the following symmetric model:
By inserting (3) in (5)
It can be noted that the additional terms in (6) compared with (4) are scaled by γ . That is, the distortion levels resulting from static I/Q imbalanced sources exciting a nonlinear MIMO Volterra series are proportional to the levels of IRR.
III. COMPENSATION OF JOINT STATIC I/Q IMBALANCE
AND DYNAMIC MIMO PA DISTORTION Section II describes the joint effects of static I/Q imbalance sources exciting a nonlinear MIMO Volterra series in (6) . It can be noted that the additional basis functions in (6) can be compensated by augmenting conjugate basis functions or by separating the I/Q components, as described in [20] and [21] for SISO transmitters. In this section, these mitigation techniques are transformed for MIMO transmitters for the joint mitigation of static I/Q imbalance and dynamic MIMO PA distortions.
A. MIMO Memory Polynomial
The MIMO memory polynomial (MP) model is presented in this section as a reference model based on [45] for the compensation of nonlinear distortions in an MIMO PA. In [32] , the MIMO MP model presents a pruning of the MIMO Volterra model [33] , [44] suitable for practical implementations. Therefore, the MIMO MP model can be described as [32] 
denotes the pth order nonlinear MIMO MP operator for the i th output and can be described as
. . .
where P is the nonlinear order and M p denotes the memory depth for the pth nonlinear order. Considering a static MIMO MP model with K = 2, p = 3, and M p = 0 in (9) and compared with (6), it can be noted that the additional terms introduced by I/Q imbalance impairments in (6) are not considered in the MIMO MP model. Therefore, the MIMO MP model compensates only the MIMO PA distortion but not the joint I/Q imbalance and MIMO PA distortion. Since it is widely used, the MIMO MP model is used as a baseline for comparison with the proposed models.
B. Augmented Complex Conjugate Model
From (1), it can be noted that I/Q imbalance distortions result in the addition of a conjugate replica to the complexvalued baseband input signal. Therefore, the augmented complex conjugate (ACC) model augments an additional branch of basis functions to the MIMO MP model. These augmented basis functions are complex conjugate pairs of the MIMO MP basis functions. This model is based on [21] bringing this SISO model to the MIMO scenario. The ACC model allows for greater scope to compensate the I/Q imbalance distortion terms described in (6) . The i th output for the ACC model is then described as
+ c i (10) where c i denotes the local oscillator leakage dc offset compensator.
C. Augmented Linear Complex Conjugate Model
From the MIMO Volterra series as shown in Fig. 1 , it can be noted that the linear and nonlinear distortions in an MIMO transmitter are additive. For hardware implementations where linear distortions are significant and of the same level as the nonlinear PA distortions, the ACC model can be simplified by adding a complex conjugate pair to the linear terms of the MIMO MP model, referred to as the augmented linear complex conjugate (ALCC) model. The i th output for the ALCC model is then described as 
D. Real-Valued MIMO MP Model
The real-valued MIMO MP (RMP) model is based on [20] , which takes a modeling approach by considering the I/Q branches as separate input signals to compensate I/Q imbalance effects in SISO PAs. This paper brings the work done for SISO PAs in [20] to an MIMO framework by separating the real and imaginary parts of the input and applying the MIMO MP model on this real-valued data. For a K ×K MIMO transmitter, the i th output for the RMP model in its complexvalued baseband form is
where u R and u I denote the respective real and imaginary parts of the complex-valued signals. A summary of the proposed techniques is given in Table I .
IV. COMPENSATION OF JOINT DYNAMIC I/Q IMBALANCE AND DYNAMIC MIMO PA DISTORTION
The model presented in (1) and (2) deals only with static I/Q imbalance distortions. However, as the signal bandwidth increases, the description of RF MIMO transmitter impairments requires the study of dynamic I/Q imbalance distortions as well. This paper combines a subsample (multirate) resolution technique with the models described in Section III to mitigate the joint dynamic I/Q impairments and nonlinear effects. Multirate processing has been used in the modeling and predistortion of nonlinear effects in PAs [46] , [47] . Different multirate branches are used to improve the modeling and linearization ability of standard models in [46] . Furthermore, multirate processing is also used in expanding the digital bandwidth of signals to capture distortion effects that are otherwise not considered [47] .
The proposed multirate method uses a set of finite impulse response (FIR) basis functions in subsample domain to combat dynamic I/Q imbalance effects. The amplitude and phase variations between the I/Q branches can be understood as FIR in subsample domain [24] , [41] , [42] . Furthermore, subsampled time misalignments between the I/Q branches occur during the digital to analog conversion process due to imperfect hardware synchronization. These effects are compounded in RF MIMO transmitters, where multiple I/Q signals can all be time misaligned with each other. Hence, FIR basis functions in subsample domain combat the dynamic I/Q impairments exhibited by the hardware.
In subsample resolution, the input signal is first upsampled by a factor ρ and delayed by M s samples. These delayed versions are then downsampled by the same factor to generate a set of FIR basis functions in the same time scale. This process is shown in Fig. 2 . Hence, the resulting subsample resolution FIR model can be described as
whereû denotes the output FIR basis with subsample resolution.
denote the subsample FIR model operator and coefficients, respectively.
The proposed models for mitigating static I/Q imbalance distortions are enhanced for the compensation of dynamic I/Q imbalance with a subsample resolution of 1/ρ samples and a memory of M s samples in the same time scale. The enhanced models can then be described aŝ
+ c i 
(n) are i th output signals for the enhanced ACC, ALCC, and RMP models. Since, the proposed models in (14) are linear in parameters, the corresponding coefficients can be determined using least squares estimation techniques. Furthermore, nonlinear dynamic I/Q imbalance distortions may also be considered. However, the compensation of these distortions would require high complexity nonlinear models in subsample resolution.
V. EXPERIMENTAL INVESTIGATION
A. Setup
Experiments are performed to analyze the error performance of the proposed models for a measurement setup mimicking a typical fourth generation (4G) 2 × 2 RF MIMO transmitter. An outline of the measurement setup used in the experiments is shown in Fig. 3(a) , whereas the actual measurement setup is shown in Fig. 3(b) . The device-under-test (DUT) is excited by two R&S SMBV100A vector signal generators (VSGs). The VSGs enhance RF phase coherency using an HS9003 signal generator from Holzworth Instrumentation [48] . The HS9003 gives phase coherent RF outputs and is used as a common external local oscillator. The outputs from the DUT are measured using wideband down converters cascaded to a two-channel 14-b resolution analog-to-digital-converter (ADC) operating at a sampling frequency of 400 MHz. The ADCs and the VSGs are then connected through a PC for control.
The DUT consists of two ZVE-8G+ PAs placed between two coupling stages used for introducing crosstalk effects [31] - [33] , [35] . The ZVE-8G+ PAs have a gain of 30 dB each and a 1-dB compression point of 30 dBm. The DUT is excited by two independently generated quadrature amplitude modulated signals with peak-to-average power ratio ≈7.5 dB and root mean square power level of −7 dBm. The signals are created in a PC with 4 × 10 5 complexvalued samples that are uploaded to the VSGs and upconverted to 2.14 GHz to excite the DUT.
DPD is performed for the proposed models using indirect learning architecture [11] . The amplitude imbalance is set with α 1 = 0.05 and α 2 = −0.04 with a phase imbalance θ 1 = 4 • and θ 2 = −5 • and a gain imbalance ζ k = 0.9. These parameter settings are in accordance with practical implementations [43] . The performance of the proposed models is also compared with the MIMO PD presented in [49] .
B. Results
First, the measurements are performed for crosstalk at both the input and output ranging from −40 to −10 dB with 10-MHz signal bandwidth. The proposed models are set with nonlinear order, P = 5, and a pruned memory scheme, where M 1 = 5, M 3 = 2, and M 5 = 0. That is, the linear kernel memory depth is 5, the third-order kernel memory depth is 2, and the fifth order kernel is static. For subsample resolution, the appended linear FIR model is set with M s = 5 and ρ = 5.
1) Crosstalk:
The DPD error spectrum of the proposed models with respect to a normalized carrier is plotted for −30-dB crosstalk in Fig. 4(a) and for −20-dB crosstalk in Fig. 4(b) . These results are summarized in Table II with respect to the normalized mean squared error (NMSE) and adjacent channel to power ratio (ACPR).
For −30-dB crosstalk, it can be noted that the error for the MIMO MP model is the highest with NMSE of −45.3 dB and ACPR of −51.4 dB, whereas the RMP model achieves the lowest error among the proposed models with NMSE of −48.0 dB and ACPR of −52.4 dB. The ALCC and ACC models also achieve much lower levels of error performance compared with the MIMO MP model. The MIMO PD performs better than the MIMO MP model, since it considers I/Q imbalance but worse than any of the proposed models, since it only considers self-kernels for crosstalk and not the cross kernels. For −20-dB crosstalk, it can be noted that the proposed models follow a similar trend, where MIMO MP model achieves worst error performance with NMSE of −30.9 dB and ACPR of −51.0 dB and the RMP model achieves lowest error with NMSE of −44.2 dB and ACPR of −52.2 dB. Furthermore, it can be noted that the error for each of the proposed models is marginally higher for −20-dB crosstalk than −30-dB crosstalk reflecting the degradation introduced by an increased crosstalk level between the transmission paths.
The compensation ability of the proposed models can be analyzed qualitatively by comparing the basis functions of the proposed models with the basis of the I/Q imbalanced sources exciting a nonlinear MIMO Volterra series (see Fig. 1 ). For this purpose, consider again the example of two independent I/Q imbalanced sources exciting a static third-order 2 × 2 MIMO PA, as described by (6) in Section II. The resulting basis functions are listed in Table III and compared with the basis of each of the proposed models. It can be noted that the MP model accounts for the fewest basis functions, since it does not consider any joint I/Q imbalance and MIMO PA distortion. The ACC model includes some of the additional terms by appending complex conjugate basis to the MP model. The RMP model takes a modeling approach toward mitigating the joint I/Q imbalance and MIMO PA distortion. It accounts for each of the basis functions listed in Table III by including all possible interactions between the real and imaginary parts of the I/Q imbalanced input signal. Hence, the error performance of the RMP method is better than the ACC and ALCC methods, as shown in the results (see Fig. 4 and Table II) .
The error performance of each of the proposed models improves dramatically in subsample resolution, as depicted by the DPD error spectrum in Fig. 4 , and the levels of NMSE and ACPR listed in Table II . It can be noted that the error observed in subsample resolution for the proposed models is close to the noise floor of the measurements, and the NMSE of the proposed models improves by a factor of 6 dB for −30-dB crosstalk and by a factor of 10 dB for −20-dB crosstalk. The proposed models achieve an NMSE of −54 dB for −30-dB crosstalk and an NMSE of −53 dB for −20-dB crosstalk. Furthermore, the error performance of the MIMO PD also improves with NMSE of −52.0 dB for −30-dB crosstalk and −48.5 dB for −20-dB crosstalk but it is still worse than the proposed models. These results show the importance of mitigating dynamic I/Q imbalance distortions in RF MIMO transmitters, especially at higher crosstalk levels, which represents a key contribution of this paper. The subsampling method is presented only for linear dynamic I/Q imbalance distortions. A full description of such dynamics effects would require a large number of nonlinear basis functions in subsample resolution. However, the contribution of such terms is small compared with the terms considered in this paper, due to the crosstalk being less than 1.
The computational complexity of the proposed models is described in terms of the number of floating point operations (FLOPs) in Table II . A detailed analysis of the computational complexity of the proposed models is described in Section VI. It can be noted that the computational complexity of the MIMO PD is the lowest with 252 FLOPs, since it does not consider any cross kernels. Furthermore, the computational complexity of the RMP and ALCC models is the lowest amongst the proposed models with 484 and 488 FLOPs, respectively, while the ACC model requires the highest computational complexity with 668 FLOPs. The computational complexity of the proposed models in subsample resolution increases by 154 additional FLOPs for the MIMO PD, ALCC, and ACC models and 106 additional FLOPs for the RMP model. Therefore, the computational complexity increases significantly for the MIMO PD model by 60%. However, the complexity increases marginally by 35%, 23%, and 21% for the ALCC, ACC, and RMP models, respectively, whereas the NMSE improves by 10 dB for each of the proposed models. Fig. 5 plots the NMSE of the proposed models over different levels of crosstalk ranging from −40 to −10 dB. It can be noted that the NMSE degrades with increasing crosstalk levels for all the proposed models without subsampling. It can be noted that the performance degrades when the crosstalk increases from −30 to −20 dB, where the NMSE for the proposed models falls from −49 to −44 dB. The degradation is particularly severe as the crosstalk increases from −20 to −10 dB, where the NMSE of the proposed models falls to −35 dB. It can be noted that increased crosstalk levels result in stronger nonlinear distortions, which can be compensated with higher model orders. This is shown in Fig. 5 , where the RMP model with P = 9 achieves NMSE of −43.8 dB. Furthermore, the corresponding NMSE of the proposed models achieved with subsample resolution is also plotted in Fig. 5 . It can be noted that the additional joint I/Q imbalance and MIMO PA distortions introduced by increasing crosstalk levels are mitigated with subsample resolution gain by a factor of upto 10 dB. Thus, each of the proposed models achieve −54-dB NMSE with subsample resolution for crosstalk levels upto −20 dB and NMSE of −48 dB for crosstalk levels upto −10 dB. However, the RMP model in subsample resolution with P = 9 achieves NMSE of −51.5 dB for crosstalk levels of −10 dB. This paper also investigates the effect of increasing bandwidth on the performance of the proposed models. Therefore, the DPD error spectra of the proposed models for 20 MHz signals are depicted in Fig. 6 .
2) Bandwidth: Fig. 7 plots DPD error performance of the proposed models with and without subsample resolution in terms of NMSE over signals of bandwidth ranging from 4 to 20 MHz based on 4G LTE communication standards [50] . It can be noted that the error performance of the proposed models suffers with increasing bandwidth without subsampling due to greater impact of dynamic I/Q imbalance distortions. Therefore, subsample resolution FIR basis functions play a more important role in compensating these dynamic I/Q imbalance distortions resulting in NMSE of −50 dB for all the proposed models, as shown in Fig. 7 . Furthermore, it can be noted that even with subsample resolution, the performance degrades by 3 dB as the bandwidth increases from 10 to 20 MHz. However, this degradation can be compensated with a higher complexity model, as shown in Fig. 7 for the RMP model with M s = 7.
Since carrier aggregated channels typically require higher bandwidth signals [50] , the error performance is analyzed for signal bandwidth upto 65 MHz in Table IV. The RMP model TABLE IV   ERROR PERFORMANCE OF THE RMP MODEL WITH VARYING COMPLEXITY with subsample resolution is used with different complexities. It can be noted that higher bandwidth signals require higher complexity models to achieve NMSE of ∼−50 dB. For 65-MHz signals, the subsample RMP model achieves −48.2-dB NMSE but requires 2034 FLOPs, which is 4 times higher than the FLOPs required for compensating 20-MHz signals. It can also be noted that the NMSE performance for lower bandwidth signals degrades with increasing complexity due to overmodeling. For instance, the 5-MHz signal achieves −54.7-dB NMSE with 590 FLOPs but its performance degrades to −42.1-dB NMSE for an RMP model that requires 2034 FLOPs.
3) Complexity and Error Performance: Finally, Fig. 8 plots the NMSE of the proposed models versus their computational complexity for different combinations of nonlinear order and memory. The signal bandwidth is 10 MHz and the crosstalk level is −20 dB. It can be noted that the MIMO PD achieves the worst NMSE performance even at higher computational complexity. The ACC and ALCC models achieve lower error at the expense of higher computational complexity. However, the RMP model achieves the best balance among the models presented in this paper between error performance and complexity for this scenario.
Based on the experimental results provided in this section, it can be concluded that the RMP model appended with linear FIR basis in subsample resolution provides the best balance amongst the proposed models between error performance and computational complexity for mitigating joint I/Q imbalance and dynamic MIMO PA distortion for a 2×2 MIMO transmitter.
VI. COMPLEXITY ANALYSIS OF THE PROPOSED MODELS
In this section, the performance of the proposed models described in Section V-B is analyzed with respect to their computational complexity. With an increase in the number of carriers in MIMO transmitters, computational complexity plays an important role when implementing compensation techniques in digital platforms. Hence, the complexity of the proposed models is compared based on the number of FLOPs needed to implement them.
Following the methodology in [51] , the computational complexity of the proposed models is evaluated as the sum of the total number of FLOPs required in: 1) creation of the basis functions and 2) multiplication of the basis functions with their respective model coefficients referred to as the filtering process.
A. Complexity of MIMO MP
The filtering process for the MIMO MP model involves multiplication of the complex-valued coefficients h
(m) with their respective basis functions. Therefore, the filtering complexity of the MIMO MP model depends on the total number of basis functions.
From (9), it can be noted that the total number of linear basis functions in the MIMO MP model is K (M + 1), whereas the total number of the pth nonlinear order basis functions, N MP b p , is given as
Then, the filtering complexity of the MIMO MP model, C MP f , can be written in terms of the number of FLOPS as
Next, the computational complexity of creating the basis functions for the MIMO MP model is evaluated. From (9), it can be noted that the basis functions for the MIMO MP model require p − 1 complex-valued multiplications to compute the product
However, this complexity can be reduced by noticing the combinations of terms of the form u k q (n − m) 
2 when j q = r in (9) . Consider the example of the third-order static nonlinear terms in (9) for a 2 × 2 MIMO PA
From (17), it can be noted that there are four terms of the form u k |u | 2 , which have a computational complexity of five FLOPs each while there are two terms of the form u 2 k u * , which have a computational complexity of 18 FLOPs each. Therefore, basis functions of the MIMO MP model can be classified into groups of different complexities. Hence, the computational complexity of creating basis functions for the MIMO MP model can be described in terms of the computational complexity of each of these groups and the number of basis functions belonging to each group.
In general, the possible groups g ( p) that contain terms of the form u |u| 2g for a pth order nonlinearity can be described as
The corresponding number of terms N p g in the group g ( p) for different nonlinear orders p is given for a 2 × 2 MIMO PA in Table V . The resulting complexity C ( g ( p) ) of the group
Finally, the computational complexity of creating the basis functions for the MIMO MP model, C MP b , can be described as
where S p denotes the total complexity of the terms of the form u |u| g , whileS p denotes the complexity of the remaining terms.
B. Complexity of ACC
The complexity of creating basis functions for the ACC model is the same as the MIMO MP model, since the ACC basis functions do not require any additional FLOPs [51] . Thus, the complexity of creating basis functions for ACC model is C
However, the filtering complexity of the ACC model is double than the MIMO MP model, since it involves twice the number of basis functions. Hence, the filtering complexity of the ACC model, C ACC f , can be described as
C. Complexity of ALCC
The complexity of creating basis functions for the ALCC model is also the same as the MIMO MP model, since the ALCC basis do not require any additional FLOPs. Therefore, the basis creation complexity of the ALCC model is C
However, its filtering complexity increases due to the additional M + 1 linear basis functions. Hence, the filtering complexity of the ALCC model, C ALCC f , can be described as
D. Complexity of RMP
The filtering complexity of the RMP model is equal to the number of its basis functions, since it involves real-valued multiplications only. However, the number of basis functions itself is larger than the MIMO MP model. This is a result of separating the real and imaginary parts of the complexvalued baseband signals {u k } K k=1 , which increases the number of carriers to 2K . These carriers are then combined without repetition to create the basis functions. Hence, the filtering complexity of the RMP model, C RMP f , can be described as
where N , can be described as Fig. 9 . Comparison between the computational complexity of the proposed models over different nonlinear orders. The proposed models are compared for (a) equal memory scheme and (b) pruned memory scheme.
E. Complexity of Subsampling
The oversampling method upsamples the input sequence and applies a low-pass interpolation filter to the expanded sequence. The interpolation filter is stored as a lookup-table, which adds a filtering complexity for the interpolation. The length of the real-valued interpolation filter is N interp × ρ + 1, where N interp is the number of sample values used for interpolation. In this paper, N interp = 8 and ρ = 5, since ideally N interp ≤ 20 and ρ ≤ 10 [52] . Therefore, the interpolation filter consists of 41 real-valued coefficients, which require an additional 82 FLOPs to filter the upsampled sequence. The resulting interpolated sequence is then used to create the subsample resolution basis function with the delay operator, which requires no FLOPs [51] . Hence, the oversampling process only adds a filtering complexity for interpolation to all the proposed models.
Furthermore, filtering of the subsample resolution basis functions increases the complexity of the ACC and ALCC models by an additional 6K (M s + 1) FLOPs, whereas, the complexity of the RMP model increases by an additional 2K (M s + 1) FLOPs. For K = 2 and M s = 5, the complexity increases by 72 FLOPs for the ACC and ALCC models and by 24 FLOPs for the RMP model. Therefore, the subsampling method results in an additional 154 FLOPs for the ACC and ALCC models and 106 FLOPs for the RMP model.
F. Analysis
The computational complexity of the proposed models for different nonlinear orders is shown in Fig. 9(a) for an equal memory scheme, where M 1 = M 3 = · · · M 9 = 3. It can be noted that the MIMO MP model achieves lowest computational complexity, because it does not add any additional basis to compensate for the I/Q imbalance distortions. The RMP requires the lowest complexity among the proposed models, since it uses real-valued multiplications. However, at higher nonlinear orders, the large number of basis functions involved in the RMP model begins to dominate its computational complexity. The complexity of the proposed models for a pruned memory scheme, where M 1 = 5, M 3 = 2, M 5 = 0, M 7 = 0, and M 9 = 0, is shown in Fig. 9(b) . Similar trends are observed as Fig. 9(a) , because the complexity of the proposed models increases linearly with memory and exponentially with nonlinear order.
The experiments in Section V are performed with P = 5 and the pruned memory scheme, as described in Fig. 9(b) . Therefore, the MIMO MP model requires the lowest computational complexity, whereas the ACC model incurs the highest computational complexity. The complexity of the RMP model is comparable with the MIMO MP model, because the nonlinear order is low. These results are highlighted in Fig. 9(b) .
The complexity of the proposed models with subsample resolution increases marginally due to the additional FLOPs required in the oversampling process and filtering the subsampled basis functions. However, a large gain in compensation ability can be achieved at the cost of marginal increase in complexity. This is shown in Table II for K = 2 and M s = 5, where the error performance increases by 10 dB while the complexity increases marginally by 35%, 23%, and 21% for the ALCC, ACC, and RMP models, respectively.
Finally, the computational complexity of the proposed models is analyzed with respect to the number of carrier signals for deployment in the future higher order MIMO transmitters. Fig. 10 shows the complexity of the proposed models over different number of carrier signals for P = 5 and a pruned memory scheme with M 1 = 5, M 3 = 2, and M 5 = 0. It can be noted that the hardware effects change with the addition of more signals. Therefore, the model should consider only the dominant effects [53] , i.e., the crosstalk is expected to reduce as the path is farther away. Another approach can be to transition toward a nonparametric description of the joint I/Q imbalance and MIMO PA distortion, which can be helpful in reducing the computational complexity [54] .
VII. CONCLUSION This paper proposes candidate solutions for the joint mitigation of I/Q imbalance and MIMO PA distortion with the aim to move toward a more complete description of hardware impairments for low cost RF MIMO transmitters. Therefore, candidate models for mitigating static I/Q imbalance distortions are proposed. The ACC model augments complex conjugate basis to the MIMO MP model, whereas the ALCC model only augments conjugate terms to the linear basis of the MIMO MP model. The RMP model takes a modeling approach by treating the imbalanced I/Q branches as separate inputs to the MIMO MP model. The proposed models are linear in parameters and can be identified using least squares estimation techniques.
Furthermore, the proposed models are enhanced with linear subsample resolution to mitigate dynamic I/Q imbalance distortions resulting from time misalignments between the I/Q branches of the same (or different) signal sources. The proposed models achieve 10-dB gain in error performance even at a high crosstalk level of −10 dB and signal bandwidths ranging to 20 MHz with marginal increase in complexity with the subsampling method. Higher bandwidth signals for carrier aggregated LTE channels upto 65 MHz achieve ∼−50-dB NMSE but require high complexity models. This paper does not consider nonlinear subsample basis, since their contribution is small due to the crosstalk being less than 1.
Finally, the error performance and complexity of the proposed models are analyzed with measurements. It is noted that the ACC and ALCC models achieve similar error performance but suffer from high complexity. The RMP model achieves both the lowest error and the lowest complexity due to its ability to combat I/Q dynamic effects. However, with an increase in the number of carrier signals for MIMO, it is proposed that the models should consider only the adjacent crosstalk paths or transition toward a nonparametric description to alleviate their computational complexity.
