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Abstract 
Next generation wireless network (NGWN) will be heterogeneous where different radio 
access technologies (RATs) coexist. This coexistence of different RATs necessitates joint 
radio resource management (JRRM) for enhanced QoS provisioning and efficient radio 
resource utilization. Joint call admission control (JCAC) algorithm is one of the joint radio 
resource management algorithms. The basic functions of a JCAC algorithm are to decide 
whether or not an incoming call can be accepted into a heterogeneous wireless network, 
and to determine which of the available RATs is most suitable to admit the incoming call. 
The objective of a JCAC algorithm is to guarantee the QoS requirements of all accepted 
calls and at the same time make the best use of the available radio resources. Traditional 
call admission control algorithms designed for homogeneous wireless networks do not 
provide a single solution to address the heterogeneous architecture, which characterizes 
NGWN. Consequently, there is need to develop JCAC algorithms for heterogeneous 
wireless networks. 
The thesis proposes three JCAC schemes for improving QoS and radio resource utilization, 
which are of primary concerns, in heterogeneous wireless networks.  The first scheme 
combines adaptive bandwidth management and joint call admission control. The objectives 
of the first scheme are to enhance average system utilization, guarantee QoS requirements 
of all accepted calls, and reduce new call blocking probability and handoff call dropping 
probability in heterogeneous wireless networks. The scheme consists of three components 
namely: joint call admission controller, bandwidth reservation unit, and bandwidth 
adaptation unit. Using Markov decision process, an analytical model is developed to 
evaluate the performance of the proposed scheme considering three performance metrics, 
which are new call blocking probability, handoff call dropping probability, and system 
utilization. Numerical results show that the proposed scheme improves system utilization 
and reduces both new call blocking probability and handoff call dropping probability. 
The second proposed JCAC scheme minimizes call blocking probability by determining 
the optimal call allocation policy among the available RATs. The scheme measures the 
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arrival rates of different classes of calls into the heterogeneous wireless network. Using 
linear programming technique, the JCAC scheme determines the call allocation policy that 
minimizes call-blocking probability in the heterogeneous network. Numerical results show 
that the proposed scheme reduces call-blocking probability in the heterogeneous wireless 
network. 
The third algorithm addresses the problem of highly unbalanced network load in 
heterogeneous wireless networks where users’ preferences are considered in making RAT 
selection decisions. Independent users’ preferences for a RAT often results in unbalanced 
network load, which in-turn leads to poor overall radio resource utilization and high call 
blocking probability. To address this problem, a JCAC scheme, which incorporates 
dynamic pricing to balance traffic load among available RATs in a heterogeneous wireless 
network, is proposed.  By dynamically adjusting the service price in each of the available 
RATs, the proposed JCAC scheme evens out the unbalanced traffic load caused by 
independent users’ preferences.  The JCAC scheme uses fuzzy multiple attribute decision 
making (MADM) technique to select the most appropriate RAT for each incoming call 
based on the user’s preference. A model is developed to evaluate the overall new call 
blocking probability, handoff call dropping probability, and percentage load in each RAT 
in heterogeneous wireless networks.  Performance of the proposed JCAC scheme is 
compared with the performance of a scheme that does not incorporate dynamic pricing. 
Numerical results show the proposed JCAC scheme improves traffic load distribution and 
reduces both new call blocking probability and handoff call dropping probability in the 
heterogeneous network. 
The three JCAC schemes proposed in this thesis are applicable to a single operator with 
multiple RATs. The JCAC schemes are also applicable to different operators of RATs 
provided there is cooperation among the operators. The objectives of the three JCAC 
schemes are to enhance connection level QoS and improve radio resource utilization in 
heterogeneous wireless networks.   Numerical results validate the effectiveness of the three 
schemes. 
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Glossary 
Basic Bandwidth Unit (BBU): The unit of radio resources (such as time slots, code 
sequence, etc.).  It is dependent on the specific technological implementation of the radio 
interface. 
Call: In communication networks, a call is any request to use the network’s radio resource 
for services such as voice, video, web browsing, etc. 
Call Admission Control (CAC): The process of regulating the number of calls admitted 
into a resource-constraint network so that the QoS requirements of admitted calls are 
guaranteed. 
Call Holding Time (CHT):  The total length of time of the duration of a call. 
CDMA: Acronym for Code Division Multiple Access 
Cell: The geographic area encompassing the signal range from one base station. 
Cell Residence Time (CRT): The amount of time during which a mobile terminal stays in 
a cell during a single visit. 
Channel Holding Time (CHT): The total length of time that a call makes use of a 
channel. 
Co-located Cells: Cells with fully overlapping coverage. 
EDGE:  Acronym for enhanced data rate for GSM evolution 
EV-DO:  Acronym for evolution-data optimized 
FDMA:  Acronym for frequency division multiple access 
GERAN:  Acronym for GSM EDGE radio access network 
GSM:  Acronym for global system for mobile communications  
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Handoff: The process by which an ongoing call is transferred from one base station (or 
access point) to another. When a mobile user is in motion, in a car for example, and travels 
out of range of the original cell site, the ongoing call must be passed over to the next cell 
site. 
Heterogeneous Wireless Network: A network that comprises fully or partially 
overlapping sub networks, which are based on different radio access technologies. 
Homogeneous Wireless Network: A network that is based on a single radio access 
technology e.g., WLAN, WiMAX, UMTS, CDMA2000, etc. 
Horizontal Handoff Call: A handoff between base stations that are using the same type of 
radio access technology. 
JRRM: Acronym for joint radio resource management 
Multimode Terminal: A mobile user’s device that can connect to two or more networks 
that are based on different radio access technologies. 
OFDM: Acronym for orthogonal frequency division multiplexing. 
RAT: Acronym for radio access technology. 
RRM: Acronym for radio resource management 
TDMA: Acronym for time division multiple access 
UMTS: Acronym for universal mobile telecommunications system. 
UTRAN:  Acronym for UMTS terrestrial radio access network 
Vertical Handoff: Handoff between based stations (or access points) of two networks, 
which are based on different radio access technologies 
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 1
1 Introduction  
Next generation wireless network (NGWN) will be heterogeneous where different radio 
access technologies (RATs) coexist. In NGWN, each radio access technology has limited 
and different features in capacity, coverage, security level, service cost, and QoS levels 
offered to subscribers.  A subscriber using a multimode mobile terminal (MT) in the 
heterogeneous wireless network will be able to access network services through any of the 
available RATs.  
The motivation for heterogeneous wireless networks arises from the fact that no single 
RAT can provide ubiquitous coverage and continuous high QoS levels across multiple 
smart spaces, e.g., home, office, public smart spaces, etc. [1]. Therefore, multiple networks 
based on different technologies are being deployed in the same geographical area. The 
coexistence of different RATs in the same geographical area necessitates joint radio 
resource management (JRRM) for enhanced QoS provisioning and efficient radio resource 
utilization.  The concept of JRRM arises in order to efficiently manage the common pool 
of radio resources that are available in each of the existing RATs [2, 3].  JRRM will 
promote integration and interoperability across existing systems. 
Joint call admission control (JCAC) algorithm is one of the JRRM algorithms.  The basic 
function of a call admission control (CAC) algorithm is to decide whether a new or 
handoff call can be accepted into a resource-constrained network without violating the 
service commitments made to already admitted calls. Given the existing traffic 
information, a CAC algorithm decides whether there is sufficient radio resource to meet 
the quality of service requested by an incoming call. CAC has been extensively studied in 
wired networks, and in homogeneous wireless networks such as GSM, UMTS, WLAN, 
and satellite network [4-6].  Reviews of homogeneous CAC algorithms appear in [7-9]. 
However, unlike homogeneous CAC algorithms, JCAC algorithms for heterogeneous 
wireless networks do not only decide whether an incoming call can be accepted or not. 
They also decide which of the available radio access networks is most suitable to 
accommodate the incoming call. Fig. 1.1 illustrates the basic functions of JCAC 
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algorithms. The two basic functions of JCAC algorithms are closely coupled. JCAC 
algorithms must manage individual services and technologies while maintaining an overall 
view of the total resources available in the heterogeneous wireless networks.  
JCAC
Call 
admission 
decision
RAT 
selection 
decision
Can the arriving 
call be admitted or 
not?
Into which RAT 
should the call be 
admitted?
 
Figure 1-1.  Basic functions of JCAC algorithms.  
 
1.1 Need for Joint Call Admission Control Algorithms 
The need for JCAC algorithms stems from the fact that traditional homogeneous CAC 
algorithms do not provide a single solution to address the heterogeneous architectures, 
which characterize next generation wireless networks [10].  JCAC algorithms are 
necessary for efficient utilization of radio resources, consistent provisioning of QoS across 
different RATs, overall stability of network, and enhancement of users’ satisfaction. The 
need for JCAC algorithms is discussed in the following subsections. 
1.1.1 Efficient Radio Resource Utilization 
In wireless networks, radio resource is often scarce and expensive. It is the limiting factor 
regarding the maximum network capacity.  Therefore, efficient use of radio resources has 
always been a primary concern in wireless communication [11].  A major objective of 
JCAC is to make the best use of radio resources in the available RATs in a heterogeneous 
wireless network while providing the requested QoS to users. 
1.1.2 Consistent QoS Provisioning 
Provision of guaranteed QoS for mobile subscribers is a challenging problem for next 
generation wireless networks. A single RAT cannot always meet the QoS requirements of 
all subscribers due to limited capacity and coverage.  When the limited radio resource in 
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the air interface of a wireless network is oversubscribed by customers, network congestion 
occurs, and the packet-level QoS experienced by active users begins to deteriorate.  In 
heterogeneous networks, if the packet-level QoS requirements of an incoming call cannot 
be met by a particular RAT, JCAC will admit the call into another RAT that can guarantee 
its QoS requirements. JCAC will therefore improve packet-level QoS in heterogeneous 
wireless networks. In a homogeneous network, a new call is blocked while a handoff call 
is dropped when no radio resources are available to accommodate the incoming call. 
However, with JCAC in a heterogeneous wireless environment, a new call that cannot be 
admitted into one RAT due to unavailability of radio resource can be admitted into another 
RAT. As a result, new-call blocking probability will be reduced. Similarly, a handoff call 
that cannot be admitted into a target cell in its current RAT due to unavailability of radio 
resource will be admitted into another RAT. Handoff call dropping probability will thereby 
be reduced. JCAC will therefore improve connection-level QoS in heterogeneous wireless 
networks. 
1.1.3 Overall Network Stability 
Each RAT in a heterogeneous wireless network has a maximum load capacity. If there is 
independent CAC in each RAT, some RATs may be overloaded whereas others are 
underutilized. A JCAC algorithm can be used to efficiently distribute network load across 
the available RATs. If a particular RAT is being overloaded, it may be necessary to 
handover some ongoing calls from this RAT to another RAT. Consequently, JCAC will 
ensure overall network stability.   
1.1.4 Enhancement of Users’ Satisfaction 
Users have different preferences for different services. A user may prefer the cheapest 
RAT for a particular service whereas another user may prefer the best-QoS RAT for the 
same service regardless of the cost.  Homogeneous CAC algorithms confine users to a 
particular RAT and therefore results in low users’ satisfaction. JCAC in a heterogeneous 
network will enhance users’ satisfaction by considering individual user’s preferences in 
making call admission decisions. 
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1.2 Problems in the Existing JCAC Schemes 
A number of JCAC algorithms have been proposed for heterogeneous wireless networks. 
These algorithms are broadly divided into two classes namely single-criterion and 
multiple-criteria JCAC algorithms.  Single-criterion JCAC algorithms make RAT selection 
decisions based on a single criterion whereas multiple-criteria JCAC algorithms make 
RAT selection decision based on multiple criteria. In the following subsection, the existing 
JCAC algorithms and associated problems are discussed under these two broad classes. 
1.2.1 Single-Criterion JCAC Algorithms 
Examples of single criterion used for RAT selection are network load (load-based) [12, 
13], service class (service-class-based) [14, 15], path loss (path-loss-based) [16], service 
cost (service-cost-based) [17], and network layer (network-layer based) [18]. Apart from 
load-based JCAC algorithms, a major problem with other single-criterion JCAC is that 
they can lead to highly unbalanced network load among available RATs in the 
heterogeneous wireless networks. Highly unbalanced traffic load in heterogeneous wireless 
networks will result in poor overall radio resource utilization and high overall call 
blocking/ dropping probability.  
Load-based JCAC algorithms on the other hand uniformly distribute traffic loads among 
available RAT in heterogeneous wireless networks.  Therefore load-based JCAC algorithm 
improves overall resource utilization and reduced call blocking/dropping probability. 
Gelabert et al. [12] studied the impact of load balancing among different RATs in 
heterogeneous cellular networks. However, handoff calls are not considered in the study. 
The algorithm deals with initial RAT selection only for new calls. Moreover, no analytical 
model is presented in the study to investigate connection-level QoS. Pillekeit et al. [13] 
proposed a load balancing algorithm for heterogeneous UMTS/GSM network with 
collocated cells. The load balancing algorithm is triggered when a certain load threshold is 
exceeded in order to balance the traffic load in the heterogeneous network. However, the 
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algorithm treats both new calls and handoff calls alike. In practice, it is necessary to keep 
handoff call dropping probability below new call blocking probability. Moreover, no 
analytical model is presented to investigate radio resource utilization and connection-level 
QoS in the heterogeneous wireless network.  
In the previous works mentioned above, no analytical model has been developed for JCAC 
algorithms in order to investigate connection-level QoS parameters and system resource 
utilization in heterogeneous wireless networks. 
1.2.2 Multiple-Criteria JCAC Algorithms 
Multiple-criteria JCAC algorithms make RAT selection based on two or more criteria. 
Examples of multiple criteria used are (1) Signal strength, bandwidth, cost, reliability, 
latency, battery status, priority [19], (2) Price, bandwidth, SNR, sojourn time, handoff 
seamlessness, and battery consumption [20], (3) SNR, Data Rate [21], and (4) link quality, 
price, bandwidth [22]. NGWN will be user-centric, considering users preferences in 
making RAT-selection decisions. Therefore, it is assumed that these criteria are evaluated 
for individual users wanting to make a call, and RAT selection is based on individual 
user’s preferences. 
Chan et al [19] presented a RAT selection algorithm based on the concept of fuzzy 
multiple objective decision making (MODM). Seven example criteria are used in the 
algorithm namely, signal strength, bandwidth, charging model, reliability, latency, battery 
status and the user’s preferred segment (priority). The purpose of the RAT selection 
algorithm is to select the most suitable RAT for a particular call based on the criteria 
mentioned above. 
Zhang [20] proposed an approach, which uses fuzzy logic to represent the imprecise 
information of some RAT selection criteria. The fuzzy MADM (multiple attribute 
decision) method operates in two steps. The first step is to convert the imprecise fuzzy 
variable to crisp numbers. The second step is to use classical multiple attribute decision 
technique to determine the ranking order of the candidate networks. The highest-ranking 
RAT is then selected for the incoming call. 
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Wilson et al [21] proposed a decision strategy for making the optimal choice of wireless 
access networks. Fuzzy logic is used as the inference mechanism and a prototype is 
developed.  The prototype uses two metrics from a candidate network, one metric from 
application requirements, and user defined criteria as input.  Based on these criteria, the 
most suitable RAT is selected for each incoming call. 
The major problem with the above algorithms is that they can lead to highly-unbalanced 
traffic load among different RATs in a heterogeneous wireless network. This is because 
users act independently and many of the users may prefer to be connected through a 
particular RAT.  Moreover, no analytical model has been developed to study connection-
level QoS (new call blocking probability and handoff call dropping probability) and radio 
resource utilization in the proposed multiple-criteria JCAC algorithms. 
1.3 Research Objectives 
Efficient radio resource utilization and QoS provisioning are major concerns in wireless 
networks. The main objective of this research is to develop joint call admission control and 
bandwidth management schemes to improve system utilization and connection-level QoS 
in heterogeneous wireless networks.  The following three areas are investigated under this 
research.   
1. Joint Call admission control and adaptive bandwidth management to enhance 
QoS and system utilization in heterogeneous wireless networks. 
2. Optimal RAT selection policy to reduce call blocking probability in 
heterogeneous wireless networks.  
3. Dynamic pricing for balancing traffic load in multiple-criteria user-centric JCAC 
of heterogeneous wireless networks. 
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1.4 Scope of Research 
This research focuses on improving connection-level QoS and radio resource utilization in 
heterogeneous wireless networks. Packet-level QoS are not covered in this thesis although 
it may be investigated in the future. The scope of the work considered in the research is 
heterogeneous wireless networks with overlapping coverage such as heterogeneous 
cellular networks with co-located cells. 
1.5 Contributions 
The major contributions of this thesis are as follows: 
1.5.1 A critical survey of joint call admission contr l in heterogeneous 
wireless networks 
A critical survey of existing joint call admission control algorithms for heterogeneous 
wireless networks is presented. Requirements of JCAC algorithms are discussed. Eight 
different approaches for selecting the most appropriate radio access technology (RAT) for 
incoming calls in heterogeneous wireless networks are examined. JCAC algorithms are 
classified based on these approaches, and the advantages and disadvantages of each 
approach are discussed.  Finally, six different design considerations are analyzed for JCAC 
algorithms. 
1.5.2 Combination of adaptive bandwidth management and JCAC to 
improve system utilization and quality of service in heterogeneous 
wireless networks 
An adaptive bandwidth management and joint call admission control scheme is proposed 
for heterogeneous wireless networks. The objectives of the proposed adaptive JCAC 
scheme are to enhance average system utilization, uniformly distribute traffic load among 
available RATs, guarantee QoS requirements of all accepted calls, and reduce new call 
blocking probability and handoff call dropping probability in heterogeneous wireless 
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networks. Numerical results show an improvement in average system utilization of up to 
20%. Results also show an improvement in connection-level QoS. 
1.5.3 Development of analytical model to evaluate new call blocking 
probability, handoff dropping probability, and system utilization in 
heterogeneous wireless networks 
In the existing JCAC algorithms, no analytical model has been developed to evaluate 
connection-level QoS in heterogeneous wireless networks. Based on Markov decision 
process, an analytical model is developed for evaluating new call blocking probability, 
handoff call dropping probability, and system utilization in heterogeneous wireless 
networks. 
1.5.4 Reduction of call-blocking probability through optimal allocation 
of calls 
An optimal RAT selection JCAC scheme is proposed to reduce call blocking probability in 
heterogeneous wireless networks. The algorithm makes call admission decisions such that 
overall call-blocking probability is reduced in the heterogeneous wireless network. 
Optimal splitting of arrival calls is determined using linear programming optimization 
technique. Numerical results show that the algorithm reduces call-blocking probability in 
the heterogeneous wireless network. 
1.5.5 Use of dynamic pricing to balance traffic load in multiple-criteria 
joint call admission control of heterogeneous wireless networks 
Dynamic pricing is proposed to balance traffic load among available RATs in 
heterogeneous wireless networks where users’ preferences are considered in making RAT 
selection decisions. Independent users’ preferences in heterogeneous wireless networks 
often lead to highly unbalanced network load, which in-turn increases overall call 
blocking/ dropping probability and reduces radio resource utilization. By dynamically 
adjusting the service price in each of the available RATs, the proposed JCAC scheme 
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evens out the unbalanced traffic load caused by independent users’ preferences.   The 
performance of the proposed JCAC scheme is compared with the performance of a scheme 
that does not incorporate dynamic pricing. Numerical results show that the proposed JCAC 
scheme reduces call blocking probability and improves radio resource utilization. 
These contributions are contained in the author’s papers listed below. 
Journal Publications 
(1) O.E. Falowo and H. A. Chan, “Joint Call Admission Control Algorithms: 
Requirements, Approaches, and Design Considerations,” Elsevier Computer 
Communications (2007), Vol 31/6, pp. 1200-1217, 
DOI:10.1016/j.comcom.2007.10.044.  
(2) O.E. Falowo and H. A. Chan, “Adaptive Bandwidth Management and Joint Call 
Admission Control to Enhance System Utilization and QoS in Heterogeneous 
Wireless Networks,” EURASIP Journal on Wireless Communications and 
Networking, Vol. 2007, Article ID 34378, 11 Pages, 2007, DOI:10.1155/2007/34378. 
(3) O.E. Falowo and H.A. Chan, “Dynamic Pricing for Load Balancing in User-Centric 
Joint Call Admission Control of Next Generation Wireless Networks,” Submitted to 
Elsevier Computer Communications. 
Peer-Reviewed Conference Publications 
(4) O.E. Falowo and H.A. Chan, “Optimal Joint Radio Resource Management to Improve 
Connection-Level QoS in Next Generation Wireless Networks,” Proceedings of the 
IEEE Radio and Wireless Symposium, Orlando, Florida, USA, 22-24 January, 2008. 
(5) O.E. Falowo and H.A. Chan, “Joint Call Admission Control Algorithm to Enhance 
Connection-level QoS in Heterogeneous Cellular Networks,” Proceedings of the 
IEEE AFRICON, Country Club, Namibia , 26-28 September, 2007, ISBN: 0-7803-
8606-X. 
(6) O.E. Falowo and H.A. Chan, “Dynamic Threshold-Based Joint Call Admission 
Control Scheme for Multi-Service Heterogeneous Cellular Networks,” Proceedings 
of the 3rd International Conference on Wireless Communications, Networking and 
Mobile Computing (WiCOM), Shanghai, China, 21-23 September, 2007. 
(7) O.E. Falowo and H.A. Chan, “Analysis of Joint Call Admission Control Strategies for 
Heterogeneous Cellular Networks,” Proceedings of the 12th IEEE Symposium on 
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Computers and Communications, Aveiro, Portugal, July 1-4, 2007, ISBN: 1-4244-
1521-7. 
(8) O.E. Falowo and H.A. Chan, “Fuzzy Logic Based Call Admission Control for Next 
Generation Wireless Networks,” Proceedings of 3rd International Symposium on 
Wireless Communication Systems, Valencia, Spain, 5-8 September, 2006, ISBN: 1-
4244-0398-7. 
(9) O.E. Falowo and H.A. Chan, “Joint Call Admission Control for Next Generation 
Wireless Networks,” IEEE Canadian Conference on Electrical and Computer 
Engineering, Ottawa, Canada, 7-10 May 2006, ISBN: 1-4244-0038-4.  
 
1.6 Thesis Outline 
The remainder of this thesis is organized as follows. 
Chapter 2 gives a description of heterogeneous wireless networks. The motivation for 
heterogeneous wireless networks, challenges, and need for joint radio resource 
management are discussed.   
Chapter 3 presents a review of joint call admission control and bandwidth management 
schemes in wireless networks. Six requirements for JCAC algorithms are discussed. JCAC 
algorithms are classified into eight groups based on RAT selection approaches. Multiple-
criteria JCAC algorithm are discussed and seven design considerations for JCAC 
algorithms are analyzed.  Lastly, bandwidth management schemes are described. 
Chapter 4 proposes an adaptive bandwidth management and joint call admission control 
scheme for heterogeneous wireless networks. The components of the proposed scheme are 
described. A Markov model is developed to evaluate new call blocking probability, 
handoff call dropping probability, and system utilization in the heterogeneous wireless 
network. Performance of the proposed scheme is compared with that of a non-adaptive 
JCAC scheme, and numerical results are discussed.   
Chapter 5 presents an optimal JCAC scheme for reducing call blocking probability in 
heterogeneous wireless networks. The components of the proposed scheme are discussed. 
Using linear programming technique, the optimal RAT selection policy is determined. A 
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model is developed to evaluate new call blocking probability and handoff call dropping 
probability in the heterogeneous wireless network. Numerical results are discussed. 
Chapter 6 deals with the problem of load balancing in multiple-criteria JCAC of 
heterogeneous wireless networks. The relationships among users’ preferences, load 
balancing, and pricing are discussed.  A JCAC algorithm, which incorporates dynamic 
pricing, is proposed for load balancing in heterogeneous wireless networks. Components 
of the proposed scheme are discussed and a Markov model is developed for the scheme. 
Three scenarios namely general user scenario, high-price-sensitive user scenario, and low-
price-sensitive user scenario are considered. The performance of the proposed scheme is 
evaluated and discussed. 
Finally, chapter 7 summarizes the contributions of the thesis, and suggests areas for future 
study.  
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2 Heterogeneous Wireless Networks  
It is envisioned that next generation wireless network (NGWN) will be heterogeneous 
where different radio access technologies coexist. In NGWN, mobile users will be able to 
communicate through any of the available radio access technologies (RATs) and roam 
from one RAT to another, using multimode terminals (MTs) [23, 24].  As shown in Fig. 
2.1, a mobile terminal initiating a call in a heterogeneous wireless network can be admitted 
into any of the available RATs that can support the call.  
 
JCAC 
algorithm
RAT 1
RAT 2
RAT J
Request
Response
Mobile 
Terminal
 
Figure 2-1.  JCAC in heterogeneous wireless network. 
NGWN will provide high bandwidth access anytime and anywhere for different classes of 
services such as voice, video, web surfing, etc. The following subsections discuss the 
motivation for heterogeneous wireless networks, its challenges, and its radio resource 
management (RRM).  
2.1 Motivation for Heterogeneous Wireless Networks  
The motivations for heterogeneous wireless networks are (1) limitation of a single RAT, 
(2) evolution of wireless technology, and (3) users’ demand for advanced service and 
complementary features of different RATs. 
2.1.1 Limitation of a Single RAT 
Every RAT is limited in one or more of the following: data rate, coverage, type of services, 
and quality of service it can provide. A motivation for heterogeneous wireless networks 
arises from the fact that no single RAT can provide ubiquitous coverage and continuous 
high QoS levels across multiple smart spaces, e.g., home, office, public smart spaces, etc. 
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[1].  Consequently, multiple RATs are being deployed in the same geographical area to 
meet deferent needs of customers. 
2.1.2 Evolution of Wireless Technologies 
Researchers have come up with more and more spectrally efficient multiple access 
techniques and modulation schemes. Consequently, wireless networks have evolved from 
one generation to another. However, due to huge investment on existing radio access 
technologies, operators do not readily discard their existing radio access technologies 
when they acquire a new one.  This situation has led to coexistence of multiple RATs in 
the same geographical area. For example many of the 3G (W-CDMA) service providers 
still retain their 2G (FDMA/TDMA) infrastructure. Consequently, the two or more 
different RATs coexist.   
2.1.3 Users’ Demand for Advanced Service and Complementary 
Features of Different RATs 
There is increasing demand for different types of services by users. Some services are 
better provided on one access network that other. Moreover, different RATs possess 
different capabilities in data rate, coverage area, security level, QoS-level, etc. It is 
sometimes necessary to deploy two of more RATs with complimentary features in the 
same geographical area in order have the combined benefits provided by the multiple 
RATs. An example of RATs with complementary features is integrated UMTS-WLAN 
network.  
2.2 Challenges of Heterogeneous Wireless Networks 
Integrating multiple RATs brings many challenges ranging from interworking among 
inherently different wireless radio access technologies to QoS provisioning. These 
challenges include joint call admission control, seamless vertical handoff, common 
authentication and authorization, network security across different RATs, unified billing, 
availability of multimode mobile terminal, etc. These challenges are briefly discussed in 
the following subsections. However, this thesis focuses on joint call admission control.  
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2.2.1 Joint Call Admission Control 
In a heterogeneous wireless network, a joint call admission control algorithm is needed to 
decide whether an incoming call can be accepted or not. In addition a JCAC is needed to 
decide which of the available RATs is most suitable to accommodate the incoming call.  
2.2.2 Seamless Vertical Handoff 
Vertical handoff is the handoff between different types of networks [25, 26]. Seamless 
vertical handoff implies that the handoff procedure is transparent to upper-layer 
applications. Consequently, users will not be aware of any change in the network they are 
using, and will not be required to interact with the network to enable vertical handover. 
Achieving seamless vertical handoff is a major challenge in NGWN. 
2.2.3 Common Authentication and Authorization 
Authentication is the act of verifying a claimed identity, in the form of a pre-existing label 
from a mutually known namespace, as the originator of the message (message 
authentication) or as the channel end point [27]. Authorization is the act of determining 
whether a particular right can be granted to the presenter of a particular credential. This 
particular right can be, for example, an access to a resource [27]. One of the major issues 
in interworking of wireless networks is the provision of common authentication and 
authorization mechanism, which allow a subscriber in one RAT to have access to services 
in another RAT.  
2.2.4 Network Security 
Security is one of the technical challenges in the interworking of wireless networks. Each 
network has its own security mechanism, which may not be compatible with that of others. 
Moreover, some network provides more secured services than the other. For example, the 
access security features in UMTS are a superset of those provided in GSM. Some new 
security features are introduced in UMTS to correct the perceived weaknesses of GSM 
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security. It is very essential to ensure that interworking of different RATs does not 
compromise the security of the entire heterogeneous wireless network. 
2.2.5 Unified Billing 
Another challenge of heterogeneous wireless networks is common billing, which means 
that a subscriber will receive a single combined bill for using services offered by different 
network operators, and across multiple RATs. This implies that the home network of the 
subscriber or a third party will be responsible for collecting the billing information and 
aggregating them together. Two billing options are available; pre-paid and post-paid 
billing. In pre-paid billing, a subscriber has paid in advance. When the subscriber uses 
network services, the home network operator (or the third party) checks the charging 
information and deduct corresponding charges from the subscriber’s credit. When the 
subscriber is out of credit the access network services are denied. In post-paid billing, a 
subscriber has a billing agreement with the home service provider to pay at intervals and is 
charged regularly for the usage within the agreed period of time. 
2.2.6 Availability of Multimode Terminals 
The next generation wireless network is expected to support diverse types of terminals, 
such as mobile phones, personal digital assistants, laptops, etc. These terminals need to 
possess a wide range of capabilities in order to take the full advantage of heterogeneous 
wireless networks. The terminals must be able to access the core network by choosing any 
of the available RATs. In order to achieve this purpose, terminals will have multiple access 
interfaces (multi-modality) or have a dynamically reconfigurable access interface [28]. It is 
projected that 2G/2.5G/3G triple-mode terminals will be available for most users in 2009-
2010, with a penetration of up to 90 % [29]. Within the same period of time, it is also 
expected that 2G/2.5G/3G/WLAN quad-mode terminals will have a penetration of about 
50 % [29].  
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2.3 Radio Resource Management in Heterogeneous Networks 
In wireless networks, radio resource management algorithms are responsible for efficient 
utilization of the air interface resources in order to guarantee quality of service, maintain 
the planned coverage area, and offer high capacity. Radio resource management is the 
bridge between diverse RATs [30]. In heterogeneous wireless networks, radio resources 
can be independently managed as shown in Fig 2-2 or jointly managed as shown in Fig. 2-
3.  
 
 
 
 
Figure 2-2.  Independent RRM in heterogeneous wireless networks. 
 
 
 
 
Figure 2-3.  Joint RRM in heterogeneous wireless networks. 
With independent RRM, each group of subscribers is confined to a single RAT, whereas 
with JRRM, a subscribers (using a multimode terminal) from any group can be connected 
through any on the available RATs that can support its class service. 
The concept of JRRM arises in order to efficiently manage the common pool of radio 
resources that are available in each of the existing RATs [2, 31].  In wireless networks, 
each radio resource pool consists of resources that are available in a set of cells, typically 
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under the control of a radio base station or an access point. Joint RRM among multiple 
operators of different RATs is one way towards provisioning of low-cost mobile 
multimedia entertainment [32]. 
The coexistence of multiple RATs in the same geographical location necessitates JRRM 
for enhanced quality of services and efficient radio resource utilization. JRRM will 
enhance QoS by providing, through combination of RATs, different services that cannot be 
supported by individual RATs.  Moreover, JRRM in heterogeneous wireless networks will 
enhance the use of radio resources by providing extended capacity and coverage.  In 
addition seamless vertical handover among different RATs is only feasible if there is 
JRRM among the available RATs. 
There are two JRRM algorithms that are of great interest, namely the joint call admission 
control algorithm and joint session scheduling (JSS) algorithm. Using JCAC, subscribers 
can be admitted into any of the available RATs in heterogeneous wireless networks. 
However, a call cannot be split among two or more RATs.  On the other hand, joint session 
scheduling in heterogeneous wireless networks will enable packets of one data flow to be 
delivered simultaneously through multiple RATs.  JSS offers higher flexibility than JCAC. 
However, JSS will introduce a high level of signaling overhead and complexity into the 
heterogeneous wireless network. This research focuses on JCAC algorithms. 
2.4 Summary 
This chapter gives a brief overview of heterogeneous wireless networks. The motivations 
for heterogeneous wireless networks are highlighted and major technical challenges are 
discussed. The need for joint radio resource management among available RATs in 
heterogeneous wireless networks is discussed. Finally, joint call admission control 
algorithm and joint session scheduling algorithm, which are two JRRM algorithms of great 
interest, are described. 
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3 Review of JCAC and Bandwidth Management 
Schemes 
3.1 JCAC algorithms  
In heterogeneous wireless networks, the basic functions of a JCAC algorithm are to decide 
the following: (1) whether an incoming call can be admitted into a heterogeneous wireless 
network or not, and (2) which of the available RATs is most suitable to accommodate the 
incoming call.  It is desirable that a JCAC algorithm for heterogeneous wireless networks 
meet certain requirements. These requirements are discussed in the following subsections. 
3.1.1 Requirements for JCAC algorithms 
Six requirements for JCAC algorithms are discussed in this section. They are multi-
service, efficiency, simplicity, high-execution speed, scalability, and stability. 
3.1.1.1 Multi-service 
Next generation wireless network will support multiple classes of services such as real-
time voice and video, video and audio streaming, browsing, etc. Supporting multiple 
services in heterogeneous wireless networks will enhance users’ satisfaction because 
different users have different service requirements. Moreover, supporting multiple services 
will increase operators’ revenue. Therefore, JCAC algorithms need to support multiple 
services. 
3.1.1.2 Efficiency 
Performance of JCAC algorithms is measured in a number of ways such as radio resource 
utilization, new call blocking probability, handoff call dropping probability, system 
utilization, average delay, operators’ revenue, and users’ satisfaction.  JCAC algorithms 
must be efficient in achieving the designed goals.  Generally, an efficient JCAC algorithm 
will guarantee the QoS requirement of accepted calls and achieve high radio resource 
utilization.  
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3.1.1.3 Simplicity 
Implementation cost and scalability problem require that a JCAC algorithm be as simple as 
possible. A simple algorithm will have a low computational overhead and therefore will 
not incur additional delay in the network.  However, an overly simple JCAC algorithm 
may not achieve high radio resource utilization. For good quality of service and efficient 
radio resource utilization, a sophisticated JCAC algorithm is required to support multiple 
services, especially in a scenario where users are dynamically roaming across different 
access networks.  Therefore, there is a tradeoff between simplicity and the efficiency of 
JCAC algorithms. 
3.1.1.4 High- execution speed 
Call admission control algorithms operate in real-time. Therefore the execution speed 
should be very high so that they do not cause additional delay in the network. High 
execution speed of JCAC algorithms will enhance QoS in the heterogeneous wireless 
network. 
3.1.1.5 Scalability 
There has been an increase in the demand for multimedia data services in recent years. 
This increase in demand is likely to grow at an even faster pace in the future due to 
advances in multimedia distribution services. Therefore, the overall system capacity of 
heterogeneous wireless networks must be expandable in terms of the number of 
subscribers supported, data rate, and geographical coverage.  A JCAC algorithm must be 
able to accommodate increase in capacity or size of individual RATs. It must also 
accommodate the integration of other access networks. Moreover, exchange of a large 
amount of information among base stations or different RATs may exert a significant 
overhead cost in heterogeneous wireless networks as the size of the network increases. 
Therefore, JCAC algorithms must minimize the amount of information exchange in the 
heterogeneous networks. 
3.1.1.6 Stability 
It is necessary that JCAC algorithms ensure overall stability of the heterogeneous wireless 
network. Instability refers to a situation where certain RATs suddenly become overloaded 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
 20
whereas some other RATs with overlapping coverage are underutilized.   In which case, it 
may be necessary to move some subscribers back and forth from the suddenly overloaded 
RAT to the underutilized RAT. A major disadvantage of instability is increase in 
frequency of vertical handoff (i.e. handoff between two different RATs), thereby reducing 
the overall efficiency of the network. Therefore, it is desirable that a JCAC algorithm 
ensures overall stability of the heterogeneous wireless network.  
 Some of the six requirements mentioned above are closely related whereas some others 
are conflicting.  For example, efficiency, speed, and scalability are related requirements. 
An efficient JCAC algorithm will have high-execution speed and be scalable.  On the other 
hand, simplicity and efficiency are conflicting requirements. An overly simple JCAC 
algorithm will not be efficient. Supporting multiple services and simplicity are also 
conflicting requirements. Therefore, there is a need for a compromise among the 
conflicting requirements. Table 1-1 shows the relationship among these requirements. 
Table 1-1.  Relationship among JCAC algorithm requirements. 
JCAC 
Requirement 
Multiple 
services 
Efficiency Simplicity High Speed Scalability Stability 
Multiple 
services 
 
Efficiency  
 
Simplicity   
 
High Speed    
 
Scalability     
 
Stability      
 
 
Key:  X   represents conflicting requirements 
               represents interrelated requirements 
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3.1.2 Classification of JCAC Algorithms 
JCAC algorithms can be classified into two broad groups based on RAT selection 
approaches, which is either based on single criterion or multiple criteria. The two groups 
can be further classified into eight groups. This classification is depicted in Fig 3-1, 
summarized in Table 3-1, and subsequently described in this section. 
 
 
 
 
 
 
 
 
 
Figure 3-1.  Classification of JCAC algorithm based on RAT selection approaches. 
 
 
 
 
 
 
 
JCAC algorithms
Single-criterion Multiple-criteria
Random-selection 
based
Network-load 
based
Service-cost 
based
Path-loss 
based
Service-class 
based
Layer 
based
Non computational 
intelligence based
Computational 
intelligence based
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Table 3-1.  Summary of the RAT selection approaches. 
Approach Main Idea Advantage Disadvantage 
Random-selection-
based 
Calls are randomly admitted into any of the 
available RATs 
Simple Not efficient, high 
blocking probability 
Network-load-based  Calls are admitted into the least loaded 
RAT in the heterogeneous network such 
that network load is almost the same for all 
the available access network 
High network stability 
due to uniform load 
distribution 
Network centric, hence 
low user satisfaction 
Service-cost -based Calls are admitted into the least expensive 
RAT such that the subscriber incurs the 
least service cost in the heterogeneous 
network 
Reduced overall 
service cost 
Unbalanced network load 
Path-loss-based Calls are admitted based on path-loss 
measurement.  
Lower bit-error rate 
and higher throughput  
High frequency of 
vertical handover 
Service-class-based Calls are admitted into a particular RAT 
based on the class of service 
High QoS Unbalanced network load 
Layer-based Calls are admitted based on layers, starting 
from the upper layer. If the current layer is 
loaded, JCAC tries the next lower layer. 
Simple Highly unbalanced 
network load 
Non computational 
intelligence-based 
Calls are admitted into a particular RAT 
based on some cost function or utility 
function derived from multiple criteria 
without the use of computational 
intelligence techniques 
Efficient, maximize 
some objective 
function, and improve 
users satisfaction 
High computational 
overhead, complex 
 
Computational 
intelligence-based  
Calls are admitted into a particular RAT, 
which is chosen by applying a 
computational intelligence technique (e.g., 
fuzzy logic) to some RAT selection criteria 
Efficient, improves 
users satisfaction 
function 
Complicated 
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3.1.2.1 Random-selection- based JCAC  
In this approach, when a new or vertical handoff call arrives, one of the available RATs is 
randomly selected for the call.  If there is no enough radio resource to accommodate the 
call in the selected RAT, the call is blocked or dropped.  In a variant of random-selection-
based JCAC, if the selected RAT cannot accommodate the call, another RAT is randomly 
selected. The call is blocked or dropped if none of the selected RAT can accommodate it. 
Random-selection-based JCAC algorithm is generally used in performance evaluation of 
other RAT selection algorithms by comparison.  The advantage of this algorithm is that it 
is easy to implement. However, it has a high call blocking probability, and low radio 
resource utilization efficiency. 
3.1.2.2 Load-based JCAC  
The objective of load-based JCAC algorithms is to uniformly distribute traffic load among 
all the available RATs in a heterogeneous wireless network. Balancing load among 
multiple RATs in heterogeneous wireless networks allows for a better utilization of the 
radio resources [33, 34].  In heterogeneous wireless networks, traffic load can be 
continuously balanced as in [33], balanced at certain intervals of time as in [34], or 
balanced when a particular differential load threshold is reached as in [13].  Load 
balancing can also be forced or unforced. Forced load balancing is carried out by moving 
some ongoing call(s) from a highly-loaded RAT to a less-loaded RAT (call reassignment). 
On the other hand, unforced load balancing is carried out only during the admission of a 
new call or necessary vertical handoff call (i.e. a vertical handoff that occurs because an 
active mobile terminal is moving outside the coverage area of the current RAT).  The new 
or vertical handoff call is then admitted into the least loaded RAT amont the available 
RATs.  A major advantage of load balancing algorithms is high network stability due to 
uniform load distribution. However, load balancing JCAC algorithms are network-centric.  
 Gelabert et al [12] evaluated the performance of a load-balancing RAT selection 
algorithm for new calls in a heterogeneous wireless network which consists of a UTRAN 
and a GERAN.  For UMTS network, the uplink load factor is estimated as 
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total
N
UL I
P−= 1η                                                        (3.1) 
where PN  is the background thermal noise and Itotal is the total received wideband power. 
The downlink load factor is estimated as 
                                         
imum
total
UL P
P
max
=η                                                                     (3.2) 
where Ptotal is the total downlink transmission power and Pmaximum is the maximum Node-B 
transmission power.  For GERAN, the uplink and downlink loads are obtained from the 
average amount of Time Slots (TSL) utilized by GSM/EDGE services as 
       
EGPRSandGSMforTSLAvailable
framepreviousinTSLUsedTSL nutilizatio =                                        (3.3) 
Seven collocated omnidirectional cells are considered for GERAN and UTRAN, and two 
service types: voice and interactive users are assumed. The performance metrics used are 
(1) throughput (Mbps) against number of users, (2) average cell load against number of 
users, and (3) weighted delay (seconds) against number of users. For comparison purposes, 
a service-based JCAC algorithm is also simulated. The service-based JCAC algorithm 
allocates users according to the demanded service-type.  
The two algorithms (load-based and service-based JCAC) are simulated. As expected, 
simulation results show that the load balancing JCAC algorithm maintains approximately 
equal load in both GERAN and UTRAN whereas for service-based JCAC algorithm, the 
cell load in GERAN is up to 4.8 times that of UTRAN in the extreme case.  Results also 
show that the load-based JCAC has a higher total aggregated throughput than that of 
service-based JCAC algorithm. However, the weighted delay experienced by interactive 
users is more for load-based JCAC algorithm than for service-based JCAC algorithm. In 
the extreme case, for the load-based JCAC algorithm, this delay is up to six times that of 
the service-based JCAC algorithm.   
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Murray et al [1] proposed a policy based RAT selection algorithm which chooses the 
access network that is currently least loaded for a particular class of service request (i.e. 
voice, www, video streaming). The performance of the proposed policy based RAT 
selector is investigated via simulations for EDGE and UMTS networks. Three classes of 
user traffic are considered; voice, www, and video streaming. The major performance 
metrics used are network utilization and QoS offered to the end users. QoS offered to users 
is measured in terms of the video frame drop rate (FDR) for video streaming sessions and 
the block error rate (BLER) for web sessions. The performance of the policy-based JCAC 
algorithm is compared with that of a random-selection based JCAC algorithm. For a 
scenario of 300 users in the heterogeneous wireless network, results show that the policy 
based RAT selection algorithm has a frame drop rate which varies from 0 to about 3.2 as 
the number of video sessions increases whereas the random selection algorithm has a 
frame drop rate which varies from 0 to about 40.2 as the number of video sessions 
increases.  Results also show that the policy-based JCAC algorithm has a frame error rate, 
which varies from 0 to 4 whereas the random-selection JCAC algorithm has a frame rate 
which varies from 0 to 4.2. Thus the overall performance of the policy-based JCAC 
algorithm is better than that of the random-selection based JCAC algorithm. 
Pillekeit et al [13] proposed a forced-based load balancing algorithm for co-located 
UMTS/GSM networks. The proposed JCAC algorithm does not continuously try to 
balance the load levels among the available RATs. The algorithm is triggered only when 
the differential load between the two networks is above a certain threshold.  This approach 
has the advantage of reducing the radio resources consumed due to signaling overhead. It 
also reduces the frequency of vertical handoff. 
Performance of the forced-base load balancing algorithm is evaluated using STEAM 
(Simulation Tool for the Evaluation of Algorithms in Mobile Networks), the system 
simulator tool of Lucent Technologies.  In the simulated scenario, all cells are co-located 
and all mobile phones use circuit switched voice service. In GSM mode, the mobile 
terminals use a full rate codec with a data rate of 13 Kbps whereas in UMTS mode, they 
use a data rate of 12.2 Kbps (spreading factor of 128 is assumed). 
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For comparison purposes, a scenario where there is no joint call admission control between 
the two RATs is also simulated. Results show that with the load balancing algorithm in 
place, a gain of 8.4% of the overall traffic capacity can be achieved compared to the sum 
of the traffic capacity of the two disjoint systems (i.e. without JCAC). 
3.1.2.3 Service-class- based JCAC 
Service-class based JCAC algorithms admit calls into a particular RAT based on the class 
of service, such as voice, video streaming, real-time video, web browsing, etc. [14].  This 
approach is based on the fact that different RATs are optimized to support different classes 
of service. For example, GSM is designed for voice services whereas EV-DO is optimized 
for data services.  Therefore, the algorithm admits an incoming call into a RAT that can 
best support the service class of the call. Service- class-based JCAC algorithms have the 
advantage of high packet-level QoS.  However, they may lead to highly unbalanced 
network load.  
Service-class based JCAC can be classified as rigid or flexible. Rigid service-class-based 
JCAC algorithm tries to admit an incoming call of a specific class into a particular RAT, if 
the preferred RAT for this call cannot accommodate the call, probably because there is no 
enough radio resource, other RATs are not acceptable. Therefore the call is blocked.  On 
the other hand, flexible service-class-based JCAC algorithm tries to admit an incoming call 
of a specific class into a particular RAT. If the preferred RAT for this call cannot 
accommodate the call, other RATs are acceptable. Flexible service-class-based JCAC 
algorithm has a lower call blocking probability when compared with rigid service-class-
based JCAC algorithm. 
Zhan [14] investigated a service-based JCAC algorithm for heterogeneous GSM/UMTS 
network with overlapping coverage. It is assumed that the two RATs have the same 
capacity for all types of traffic. It is assumed that the two RATs have the same capacity for 
all types of traffic.  Three classes of calls: voice, streaming, and data are considered, and 
each account for 40%, 30%, and 30% respectively. The preferred network for voice is 
GSM whereas UMTS is the prefer network for streaming and data. Four different scenarios 
are considered for the JCAC algorithm. These scenarios are summarized in Table 3-2. 
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Table 3-2.  Four scenarios for the JCAC algorithm. 
Allocated RAT Scenario 
Voice Streaming Data 
1 GSM UMTS Least loaded RAT 
2 GSM Least loaded RAT UMTS 
3 Least loaded RAT UMTS UMTS 
4 Least loaded RAT Least loaded RAT Least loaded RAT 
 
Two performance metrics are used in the investigation. These metrics are (1) loss 
probability against normalized arrival time and (2) degradation against normalized 
arrival time.  Results show that scenario 1 has the least loss probability followed by 
scenario 4 whereas scenario 3 has the highest loss probability. Results also show that 1 has 
the least degradation, followed by scenario 4 whereas scenario 3 has the highest 
degradation. 
 Song et al [35] proposed a service-based JCAC algorithm for integrated WLAN/UMTS 
network, considering voice and data calls.  In double-coverage region, the algorithm tries 
to admit voice calls into UMTS network. If there is no radio resource to accommodate the 
call in UMTS, the call is admitted into WLAN. Otherwise the voice call is blocked. On the 
other hand, the JCAC algorithm tries to admit data call into WLAN. If the data call cannot 
be admitted into WLAN, it is blocked.  The main objective of the proposed algorithm is to 
reduce the frequency of handoff voice calls in the heterogeneous wireless network. 
Numerical analysis is carried out to evaluate the performance of the proposed JCAC 
algorithm, considering a case where only one WLAN access point (AP) is located in each 
UMTS cell.  The performance of the proposed scheme is compare with that of a “WLAN-
first” scheme. In the WLAN-first scheme, the JCAC algorithm first tries to admit both new 
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voice calls and new data calls into WLAN in the double-coverage area so as to get the 
benefit of possible larger bandwidth and less cost.  If the calls are rejected, the algorithm 
will then try the cellular system for admission of the calls. Whenever the WLAN coverage 
is available, on-going voice and data calls are handed over to the WLAN by the “WLAN 
first” scheme, provided there is enough spare capacity to accommodate the handoff calls.  
The performance metrics used are (1) average number of handoff per voice call against 
user mobility measure and (2) average percentage of time served by the cellular network 
against user mobility measure. Results show that under high user mobility, the proposed 
service-based JCAC algorithm reduces the average number of handoff per voice call to 
about 37% of that of the “WLAN-first” JCAC scheme. Results also show that for the 
proposed algorithm, the percentage of time served by the cellular network is up to 1.3 
times of that of “WLAN-first” scheme. 
Romero et al [15], proposed a service-based RAT selection policy for heterogeneous 
wireless networks. A heterogeneous network comprising GERAN and UTRAN is used, 
and a mix of voice and interactive users (e.g., www browsing) are considered. Examples of 
the service-based selection policies are defined in the following [15]: 
(1) VG (voice GERAN) policy: This policy has only the service class as input and 
allocates voice users into GERAN and other services into UTRAN. 
(2) VU (voice UTRAN) policy: This policy acts in the opposite direction to VG and 
allocates voice users to UTRAN and interactive users to GERAN.  
The performance of the VG and the VU policies are evaluated in terms of aggregated 
throughput (Mbps) for 400 voice users and different numbers of www users. Results 
obtained are shown in Table 3-3 [15]. Table 3-3 shows that VG policy outperforms VU, 
revealing the suitability of allocating voice users in GERAN. 
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Table 3-3.  Total throughput (mbps) for the two basic policies. 
Number of users VU policy VG policy 
Voice www Uplink Downlink Uplink Downlink 
200 2.08 2.17 2.14 2.22 
600 2.88 3.09 2.95 3.15 
 
400 
1000 3.64 3.96 3.76 4.08 
 
Koo et al [36] investigated a service-based JCAC algorithm in a heterogeneous wireless 
network comprising a GSM/EDGE network and a WCDMA network. Two service classes: 
voice and data are considered. The admissible region of the considered heterogeneous 
system depends on how different services are allocated onto the subsystems. In the service-
based JCAC algorithm, incoming calls are admitted into the subsystem where the expected 
relative resource consumption (relative resource cost) for the service class of the incoming 
call is the smallest. They also considered another JCAC (called the worst case JCAC) 
algorithm, in which the call assignment rule is opposite to that of the service-based JCAC 
algorithm. Using numerical simulations, the performance of both the service-based JCAC 
and the worst case JCAC algorithms are compared to that of separate operation of CAC 
algorithm in individual networks.  
Results show that the service-based JCAC algorithm provides up to 60% Erlang capacity 
improvement over the separate operation of CAC algorithm in individual networks.  
Results also show that the worst-case JCAC algorithm still provides about 15% capacity 
improvement over the separate operation of the CAC algorithm in individual networks. 
3.1.2.4 Path-loss-based JCAC 
Path-loss based JCAC algorithms make call admission decision based on path-loss 
measurements taken in the cells of each RAT.  These JCAC algorithms have the advantage 
of low bit-error rate and high throughput. However, they can cause high frequency of 
vertical handover.  
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Perez-Romero et al [16] proposed path-loss based JCAC algorithms for new calls (initial 
RAT selection) and handoff calls (vertical handoff RAT selection) in heterogeneous 
CDMA/TDMA network.   
The initial RAT selection algorithm admits new calls based on path-loss (PL) 
measurements taken in the best CDMA cell, provided the terminal is in the establishment 
phase. Path loss is computed by measuring the received downlink power from a common 
control channel whose transmitted power is broadcast by the network. The measurements 
are averaged in periods of T seconds. If the resulting path loss is higher than a given 
threshold PLth, TDMA network is selected. If the path loss is less than the given threshold, 
CDMA network is selected. If there is no radio resource to accommodate the call in the 
selected RAT, the other RAT will be selected. If there is no radio resource to 
accommodate the call in neither of the two RATs, the call will be blocked. 
The vertical handoff (VHO) RAT selection algorithm selects RATs for VHO calls.  The 
objective of the VHO RAT selection algorithm is to keep the high-path-loss users 
connected to FDMA/CDMA, and the low-path-loss users to CDMA, depending on how 
propagation conditions vary during the session lifetime. However, in order to avoid 
undesired ping-pong effects, leading to continuous RAT changes for users with path loss 
close to the threshold PLth, a hysteresis margin ∆ (dB) is introduced.  This hysteresis 
margin together with a number of consecutive samples that must be taken specify the 
conditions that must be must satisfied before the VHO decision is taken. The number of 
consecutive samples is Mup when the path loss condition is above the threshold, and Mdown 
when the path loss condition is below the threshold.           
3.1.2.5 Service-cost- based JCAC 
Service cost-based JCAC algorithms admit incoming calls into the least expensive RAT so 
that the subscriber incurs the least service cost in the heterogeneous wireless network. This 
approach is based on the fact that service cost differs from one RAT to another. Variation 
in service cost can be attributed to the cost of equipment and the cost of procuring 
spectrum license. These algorithms have the advantage of reducing the overall service cost 
incurred by subscribers. However, they can lead to highly unbalanced network load. 
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In [38], the service cost reduction benefit of a service-cost based JCAC algorithm is 
evaluated for integrated WLAN/UMTS. Given that the cost of service is cheaper in WLAN 
than in UMTS network, the algorithm tries to admit incoming calls into WLAN as much as 
possible in order to reduce overall service cost incurred by the subscriber. A Markov chain 
model is developed to evaluate the service-cost reduction benefit of the algorithm for a 
single mobile user of real-time service. Fig. 3-2 shows the state transition diagram in the 
WLAN-UMTS network. 
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Figure 3-2.  State transition diagram for integrated UMTS-WLAN network. 
Performance metric used is service cost (%) versus availability of WLAN coverage. The 
total service cost CT incurred by the user in the integrated network during time T is given 
by    
                                 TC = i
i
iC τ.
3
1
∑
=
                                                                                  (3.4) 
where Ci is the service cost per unit time in state i and iτ  is the sojourn time in state i 
(i=1,2,3).  C1 is always equal to 0. 
The service cost incurred by the subscriber in the integrated WLAN-UMTS network is 
expressed as a percentage of the service cost that will be incurred in homogeneous UMTS 
network. Results show that the overall service cost incurred by the subscriber in integrated 
network reduces as the WLAN coverage increases.  When WLAN coverage is about 60% 
of that of UMTS, and the service cost per unit time in WLAN is about 50% of that of 
UMTS, the overall service cost incurred by the subscriber in the integrated WLAN-UMTS 
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network is about 80% of that of the homogeneous UMTS network.  However, this 
approach cannot be used to evaluate the service cost incurred by a subscriber using a non-
real time service, in which case, the service cost incurred in each state does not necessarily 
depend on the sojourn time. 
3.1.2.6 Layer-based JCAC 
In overlaid networks, layer-based JCAC algorithm admits calls into a particular layer. If 
the layer cannot accommodate the call, the JCAC algorithm tries to admit the call in next 
available layer. Layer based algorithms are simple but can lead to highly unbalanced 
network load. 
Ali and Pierre [18] proposed a layer-based predictive JCAC algorithm for overlaid 
heterogeneous wireless networks. The algorithm tries to admit an incoming call into a 
particular layer, say layer k. If the call is blocked in layer k due to unavailability of radio 
resource to accommodate the call, the algorithm seeks to admit the call in the next lower 
layer until it tries all the available layers.  The call is finally blocked if it cannot be 
admitted into any of the available layers. In a similar way, the algorithm seeks to admit an 
incoming handoff call into a new cell within the current layer (e.g., layer k). If the handoff 
calls cannot be admitted into the current layer (k), the algorithm tries to admit the call into 
the next layer (k-1). The objective of the algorithm is to minimize new call blocking 
probability while guaranteeing a hard constraint on handoff call dropping probability. 
Guard bands are reserved in each layer to prioritize handoff calls over new calls.  New call 
blocking probability is minimized by searching for optimal guard bandwidth to be reserved 
in each layer. Using artificial neural network technique, the algorithm predicts call traffic 
and mobility parameters based on aggregated history of user call sessions and cell visits.  
The predicted information is used to determine the number of guard channel to be reserved 
and the performance of the algorithm depends on the accuracy of the predicted 
information. Layer-based JCAC algorithm may lead to unbalanced load among the 
available RATs. 
Performance of the proposed layer-based scheme is evaluated using a trace driven 
simulation of a 24 hours call and mobility traffic of voice calls from SUMATRA (Stanford 
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University Activity TRAces). A three-RAT heterogeneous wireless network consisting of 
GPRS, UMTS, and WLAN is considered.  One GPRS cell covers 7 UMTS cells and one 
UMTS cell covers 7 WLAN cells. The coverage outage of WLAN is 50% and for UMTS 
is 75%. 
Performance of the layer-based predictive JCAC scheme is compared with that of separate-
layer predictive CAC scheme (i.e there is independent admission control among different 
RATs) in the same heterogeneous network.  Results show that the proposed JCAC scheme 
improves the overall call blocking probability by about 97% when compared to the 
separate layer predictive CAC scheme. However, the proposed JCAC scheme can lead to 
highly-unbalanced load among the three layers (RATs) considered. 
3.1.2.7 Non computational-intelligence-based JCAC 
Incoming calls are admitted into a particular RAT based on some utility function or cost 
function derived from a number of criteria without the use of computational intelligence 
techniques. These algorithms are very efficient but are often complex and incur high 
computational overhead. 
Ormond et al [38] proposed a utility-based algorithm that accounts for user time 
constraints, estimates complete file delivery time (for each available access network), and 
then selects the most promising access network based on consumer surplus (CS)difference. 
The algorithm is designed for non-real-time services. It is assumed that every user has a 
patience limit with a threshold value for the duration the user is willing to wait for the 
complete transfer of his/her data. Beyond this threshold, the user becomes dissatisfied and 
unwilling to pay any money for the file delivery. 
In the proposed scheme, a multi-mode mobile terminal initiating a call will survey the 
radio interfaces and determine a list of current available access networks.  The flow chart 
of the proposed JCAC is shown in Fig. 3-3.   
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Figure 3-3.  Flow chart of utility-based JCAC [38]. 
As shown in Fig. 3-3, the proposed consumer surplus-based JCAC algorithm first 
evaluates the predicted completion time (Tc), the predicted utility (Ui), and consumer 
surplus for each candidate network. The network with the best predicted CS, which is also 
predicted to meet the completion deadline, is then selected as the most suitable network for 
the data transaction. Tc1 denotes the user’s best expectation for transfer completion time 
and Tc2 the maximum transfer completion time that a user is willing to wait. Three 
examples of utility functions are considered in the algorithm.  
A scenario containing two partly overlapping WLANs, each with a number of terminals 
generating background traffic is considered. The simulation model is developed in NS2 
version 2.27 with IEEE 802.11b wireless LAN parameter settings (data rate 11 Mbps). 
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Performance of the algorithm is evaluated in terms of average completion time (s) against 
file size (KB), average price per file (Cent) against file size (KB), and percentage transfers 
over Tc2 against file size (KB). 
Results show that the performance of the algorithm depends on the utility function 
employed. The differences in the performance of the algorithm for the three utility 
functions also increase as the file size increases. For instance, for a small file size (i.e. less 
than 1000 KB), the difference in percentage transfers over Tc2 among the three utility 
functions is less than 10. However, at 1500 KB, the difference is about 15. 
Chen et al [22] proposed a network selection and radio resource allocation algorithm for 
heterogeneous wireless networks.  The algorithm is based on a concept called arbitration 
probability which indicates the willingness of a data user to use a network’s resources. 
Arbitration probability is calculated for each available network using relative link quality, 
user’s satisfaction on quality of service, and monetary cost. It is assumed that each network 
broadcasts its access bandwidth value to users. After calculating the arbitration probability 
for each network, a user can decide which network is suitable to bear its service.  
The performance of the proposed algorithm is evaluated using Network Simulator 2 (NS-
2). In order to simplify the simulations, two WLANs  (IEEE 802.11a and IEEE 802.11g) 
are used.  Each of the WLANs has a single access point with overlapping coverage with 50 
mobile users located in the coverage area. Performance of the proposed RAT selection 
scheme is evaluated in terms of network revenue against simulation time.  Results shows 
that from 40-200 seconds of the simulation, network revenue varies from 15-23 units for 
the proposed arbitration scheme whereas it varies from about 7-17 units for a scenario 
without the proposed arbitration scheme. Thus the proposed arbitration probability based 
network selection scheme improves network revenue in the heterogeneous network.  
3.1.2.8 Computational- intelligence-based JCAC 
Computation intelligence based JCAC algorithms choose a RAT for an incoming call by 
applying a computational intelligence technique to some RAT selection criteria. 
Computational intelligence techniques commonly used are Fuzzy logic [19], Fuzzy-neural 
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[3], Fuzzy MADM (Multiple Attribute Decision Making) method [20, 21, 40], and genetic 
algorithm. Computation-intelligence-based JCAC algorithms have high efficiency, and 
improve users’ satisfaction in the heterogeneous wireless network. However, they are 
complicated.  
Most computational-intelligence-based JCAC algorithms incorporate fuzzy logic. A fuzzy 
logic controller consists of a fuzzifier, inference engine, fuzzy rule base, and a defuzzifier. 
These components are illustrated in Fig. 3-4. 
 Fuzzifier Inference 
engine
Defuzzifier
Fuzzy-based 
rules
Input Output
 
Figure 3-4.  Fuzzy logic controller.  
The fuzzifier translates the input numerical measurements to the corresponding linguistic 
values of the fuzzy sets in the input universe discourse. Examples of fuzzy variables 
commonly used are signal strength (SS) received by the multimode MT from the base 
station (or access point) in each cell, and the current load (L) in the cell. The inference 
engine makes use of some predefined fuzzy rules to determine, for each RAT, whether the 
incoming call can be admitted into the selected cell or not.  The predefine rules are a series 
of “If then” rules.  Defuzzification involves the conversion of the fuzzy outputs into crisp 
output. Common defuzzification methods are weighted average method, centroid method, 
etc.  
Wilson et al [21] proposed a decision strategy for making the optimal choice of wireless 
access networks. Fuzzy logic is used as the inference mechanism and a prototype is 
developed. The prototype uses two metrics from a candidate network, a metric from 
application requirements, and user defined criteria as input.  The Fuzzy-based selection 
strategy is shown in Fig. 3-5.  
The prototype is tested using only the two metrics, one from a candidate network and the 
other metric from application requirements. Results obtain show a good approximation for 
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level of fitness. One critical issue about Fuzzy logic is definition of Fuzzy sets and rules. 
In general, methods based on fuzzy logic are cumbersome to use, which require much 
expert knowledge and user involvement in order to make decision rules [41]. 
Chosen 
network
Inference 
engine
Possible 
network
User 
policy
Application 
SLA
 
Figure 3-5.  Fuzzy logic decision strategy [21]. 
Agusti et al [3] presented a methodology based on fuzzy logic and reinforcement learning 
mechanisms that combines technical and economical issues to provide the specific RAT 
and bandwidth allocations in integrated 3G-WLAN networks. 
Zhang [20] proposed an approach which uses fuzzy logic to represent imprecise 
information of some attributes. The fuzzy MADM method operates in two steps. The first 
step is to convert the imprecise fuzzy variable to crisp numbers. The second step is to use 
classical MADM technique to determine the ranking order of the candidate networks. The 
highest ranking RAT is then selected for the call. 
In [19], a segment selection algorithm based on the concept of fuzzy multiple objective 
decision making (MODM) is proposed by Chan et al. Seven example criteria are used in 
the algorithm namely, signal strength, bandwidth, charging model, reliability, latency, 
battery status and the user’s preferred segment (priority). The purpose of the segment 
selection algorithm is to select the most suitable segment for a particular service class 
based on the criteria mentioned above. 
Karabudak et al [10] proposed a cost function based JCAC algorithm incorporating genetic 
algorithms. The objective of the algorithm is to maximize wireless network utilization, 
meet mobile terminal QoS requirements, and reduce handoff latency.  In the proposed 
algorithm, all the parameters that affect handoff process in each network such as signaling 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
 38
(Sig), switching (Sw), bandwidth (Pw), and power consumption (Bw) are fed into a cost 
function. The cost function is as follows: 
                       ),,,()(Re NNNNN BwPwSwSigFCostal =                                                (3.5) 
where (Real Cost)N  is the cost of handoff in RAT-N, and SigN, SwN, PwN, BwN represent 
Sig, Sw, Pw, Bw in RAT-N respectively. Based on the cost function, an optimization 
problem is formulated using Continuous Time Markov Decision Process [39].  Genetic 
algorithms are then used to optimize the model and to make the final RAT selection 
decision. Simulation experiments are performed for the proposed algorithm using different 
handoff scenarios. For comparison purposes, a heuristic algorithm is also implemented 
using value iteration algorithm and linear searching for the JCAC in the same 
heterogeneous wireless systems. The simulation environments for the proposed JCAC 
algorithm, heuristic, and the other algorithms used are developed using Java, version 
j2sdk-1-4-1.  The performance metrics used are (1) latency against handoff events, (2) 
handoff cost against handoff events, and (3) admission percentage against handoff 
scenario. Results show that the proposed GAC algorithm reduces latency by up to 50% of 
that of the heuristics-based JCAC algorithm. 
3.1.3 Multiple-Criteria JCAC Algorithms 
Multiple criteria JCAC algorithms make RAT selection decision based on many selection 
criteria. The non computational-intelligence-based JCAC algorithms and the 
computational-intelligence-based JCAC algorithms previously discussed under section 
3.1.2.7 and section 3.1.2.8 are based on multiple criteria.  The purpose of multiple-criteria 
JCAC algorithms is to the combine the various criteria in order to select the most suitable 
RAT for a new call session or handover call [41].  RAT selection criteria are described in 
the following. Generally, RAT selection criteria can be based on user’s preference, 
operator’ preference, or combination of both.  These preferences are discussed in the 
following subsections. 
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3.1.3.1 RAT selection based on user’s preferences 
Next generation wireless network will be user-centric. Therefore users’ preferences for a 
particular RAT should be considered in making call admission decisions. Users can 
indicate their preferences for a particular RAT when making access request, and can even 
dynamically change their preferences with time.  
Factors that determine users’ preference for a RAT are as follows: 
(1) Least service cost: Service cost varies from one access network to another. As a 
result, a user may prefer to be connected through the cheapest available RAT so that 
overall service cost will be reduced. 
(2) Minimum Delay: Different traffic types usually require different QoS deliveries 
whereas different RAT can offer different level of QoS to each of the traffic types. Some 
services may be better supported on a particular RAT than others. A user may prefer to be 
connected through the RAT which can offer the minimum delay for a particular service, 
even at a higher cost. 
(3) Maximum data rate: Different access technologies offer different data rates.  Most 
multimedia applications are adaptive. For example voice can be encoded at 16 kbps, 32 
kbps, 64 kbps, and 128 kbps by choosing appropriate encoding mechanisms.   Similarly, 
video applications can be made rate adaptive by using, for instance, a layered coding 
method. In layer coding method, the lowest layer (i.e., the base layer) contains the critical 
information for decoding the image sequence at its minimum visual quality. Additional 
layers provide increasing quality.  As an illustration, if one watches a 30-minute video-clip 
encoded at 256 kbps and 64kps respectively. At 256 kbps, one will see better pictures with 
better resolution than at 64 kbps. Therefore, a user of real-time service may prefer to be 
connected through the RAT with the highest data rate in order to enhance service quality.  
A user of non-real time service may prefer to be connected through the RAT with the 
highest data rate in order to reduce service delivery time.  
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(4) Widest Coverage: An active mobile subscriber moving at high speed in a 
heterogeneous network environment will likely experience more handover (vertical and 
horizontal) during its call lifetime. Vertical handover incurs delay and loss of packets. To 
reduce the frequency of vertical handover, the user may prefer to be connected through the 
available RAT with the widest coverage. 
(5) Least battery power consumption: One of the key challenges in wireless 
communication is efficient use of energy stored by the batteries of mobile terminals. 
Efficient power utilization in mobile terminals will avoid the need for frequent batteries 
recharge. A user may prefer to be connected through a RAT that will minimize its energy 
consumption.     
(6) Highest network security:   Different access technologies offer different levels of 
security. A user may prefer to be connected through the RAT with the highest security.  
Table 3-4 shows RAT selection criteria based on user preferences. 
 
Table 3-4.  Users’ preferences.  
Users’ Preferences Advantage 
Least service cost Reduces overall service cost incurred by subscribers 
Minimum delay  (s) Enhances quality of service 
Maximum data rate (Kbps 
or Mbps) 
Reduces service-delivery time for non-real-time services, enhances quality of 
service for adaptive real-time services 
Widest coverage 
(m or Km) 
Reduces handoff frequency for highly mobile subscribers 
Least battery power 
consumption 
Increases battery lifetime and reduces recharge frequency 
Highest network security Enhances information confidentiality and integrity  
 
3.1.3.2 RAT selection based on operators’ preferences 
Operator preferences can be uniform load distribution, revenue maximization, handoff call 
dropping minimization, or optimal radio resource utilization. These preferences are 
discussed in the following:  
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(1) Uniform load distribution: Operators may prefer to distribute the network load 
among the available RATs in order to avoid overload in some RATs. This approach 
however, may result in low user satisfaction because their preferences are not considered.  
(2) Revenue maximization: Users’ willingness to pay for network services varies. 
Some users (e.g., premium users) are willing to pay high price for high quality of service 
whereas some users are less willing to pay such a high price, and are less concerned about 
service quality. An operator’s preference may be to admit certain number of users (based 
on the willingness to pay) into particular RATs in such a way as to maximize the overall 
revenue obtained from the heterogeneous network.  
(3) Call blocking/dropping minimization: The number of RATs available to a mobile 
subscriber depends on its current location. Fig. 3-6 shows a two RAT-heterogeneous 
wireless network. As illustrated in Fig. 3-6, MT1 (mobile terminal 1) MT 5, and MT 6 can 
only be admitted into RAT 1 whereas MT2, MT 3,  and MT 4 can be admitted into  either  
of the two RATs. 
RAT 1
RAT 2
MT 1
MT 2
MT 4
MT 3
MT 5
MT 6
BS
AP
 
Figure 3-6.  Two-RAT heterogeneous wireless network. 
Assume that each of the two RATs (RAT 1 and RAT 2) can support four calls. MT1, MT2, 
MT3, MT5 are admitted into RAT 1 and MT 4 is admitted into RAT 2. An incoming call, 
MT6, is blocked in RAT 1 due to unavailability of radio resource.  If MT 2 or MT 3 had 
been admitted into RAT 2, it would have been possible to accommodate MT6 in RAT 1. 
Therefore, RAT selection policy affects the overall call blocking/dropping probability. The 
operator preference may be to admit users into different RATs so as to minimize the 
overall call blocking/dropping probability in the heterogeneous wireless network. 
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(4) Optimal radio resource utilization:  Capacity in cellular networks can be expanded 
by rearranging traffic (both voice and data) among different RATs [29]. Therefore, the 
operator’s preference may be to maximize radio resource utilization by distributing 
different traffic among the available RATs.   
Table 3-5 summarizes RAT selection criteria based on operators’ preferences. 
Table 3-5.  Operators’ preferences. 
Operators’ Preferences Advantage 
Uniform load 
distribution 
Enhances overall network stability. Prevent over subscription of some RATs 
Revenue maximization Increases operator’s revenue 
Call blocking/dropping 
minimization 
Enhances connection-level QoS 
Optimal radio resource 
utilization 
Improves radio resource utilization efficiency 
 
A major challenge in the design of multiple-criteria JCAC algorithms is how to combine 
many selection criteria in making a RAT selection decision for an incoming call. Current 
approaches have incorporated non computational-intelligence-based techniques and 
computational-intelligence-based techniques.  These approaches have already been 
discussed under session 3.1.2.7 and session 3.1.2.8.   
3.1.4 JCAC Algorithms Design Considerations 
A number of issues have to be considered in the design of JCAC algorithms. In this 
section, six design considerations for JCAC algorithms are analyzed. These design 
considerations are shown in Fig. 3-7. 
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criterion/ 
multiple 
criteria 
 
Figure 3-7.  Six design consideration for JCAC algorithms. 
3.1.4.1 Centralized versus Distributed 
This design consideration is based on several centralized and decentralized architectures 
which have been proposed for implementation of radio resource management (RRM) and 
common radio resource management (CRRM) entities in heterogeneous wireless networks 
[42-46]. 
In a centralized JCAC algorithm, one or more central entities coordinate joint call 
admission decision. Centralized JCAC algorithms are more efficient than distributed 
JCAC. However, centralized JCAC requires very frequent interactions among the different 
entities in the heterogeneous network, thus leading to a high amount of signaling overhead 
[44]. A centralized JCAC algorithm is not scalable and can also create a bottleneck within 
the heterogeneous network.  Moreover, a centralized approach is not fault-tolerant. 
On the other hand, distributed JCAC algorithms are distributed within the heterogeneous 
network. Every mobile terminal does not have to communicate with a centralized entity. 
Consequently, signaling overhead is reduced. Another major advantage of distributed 
JCAC algorithm is scalability. However they are less efficient compared with the 
centralized JCAC.  An example of a distributed JCAC algorithm appears in [34]. 
3.1.4.2 User-centric versus Network-centric 
In user centric JCAC algorithms, user preferences are of most importance in making the 
choice of most suitable RAT. A multi-mode mobile terminal initiating a call will survey 
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the radio interfaces, and determine a list of current available access networks.  Based of the 
user’s preferences and the information obtained from the available RATs, the most suitable 
RAT is selected for the call. User-centric JCAC algorithms enhance users’ satisfaction and 
are very suitable for next generation wireless network. An example of user-centric 
algorithms can be found in [38].  
In network-centric JCAC, selection decisions are made by the network. Operators’ policies 
are of major consideration in selecting the most suitable RAT for incoming call. Network-
centric JCAC algorithms facilitate network stability and improve overall network 
management. However network centric JCAC algorithms are more complicated. An 
example of network-centric RAT selection algorithm appears in [1]. 
3.1.4.3 Optimal versus Sub-optimal 
Optimal JCAC algorithms utilize optimization techniques such as linear programming, 
descent search, value iteration, and artificial intelligent techniques (such as genetic 
algorithms [10]) to search for some optimal value.  The objective of optimizations in these 
algorithms is to maximize or minimize certain parameters (e.g., maximize radio resource 
utilization, maximize operator’s revenue, minimize new call blocking probability, etc.). 
Optimal JCAC algorithms are very efficient but are usually very difficult to implement due 
to high level of complexity.  Yu and Krishnamurthy [47] proposed an optimal JCAC that 
maximizes overall network revenue while satisfying the quality of service constraints in 
both the WLAN and the CDMA. Nasser [48] proposed an optimal JCAC to maximize 
system utilization in integrated WLAN/UMTS network. These two optimal algorithms [47, 
48] are based on Semi Markov Decision Process and Linear programming optimization 
technique.  
On the other hand, suboptimal JCAC algorithms are less efficient but are more realistic 
and easier to implement. Example of suboptimal JCAC algorithm can be found in [34]. 
3.1.4.4 Predictive versus Non-predictive 
Predictive JCAC algorithms incorporate prediction techniques in selecting the most 
suitable RAT for a new or inter-system handoff call [18, 49]. Predicted information may be 
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user’s mobility pattern, call holding time, network load condition, etc. Predictive JCAC 
algorithms are more efficient but are more prone to error. The overall performance 
depends on the accuracy of the predicted information.  
Kafle et al [49] proposed an algorithm which uses prediction of user mobility pattern to 
select an access network that maximizes the expected value of user satisfaction in 
heterogeneous network environment. User satisfaction is formulated as a function of 
bandwidth utility and handoff latency.  In the proposed algorithm, when a call request 
arrives, the network selection algorithm first predicts the user’s mobility pattern and call 
holding time. It then lists all access networks that are available from the user’s current 
location and that can serve the call request. The list is sorted in descending order of 
bandwidths. Starting from the network that has the largest bandwidth on the list, the 
probability that the user moves from the network under consideration is estimated based on 
the network layout and user’s mobility pattern. This probability is used to estimate the 
effective user satisfaction. The value obtained is compared with the bandwidth utility 
function of the next network on the list. If the user satisfaction from the use of current 
network under consideration is larger than the utility function of next network, the current 
network is selected. Otherwise, the next network on the list is chosen and the above 
procedure is repeated to find an access network with optimal user satisfaction. The major 
disadvantage of this algorithm is the processing overhead required in keeping up-to-date 
information about the users in the network. 
Non predictive RAT selection algorithms on the other hand do not incorporate prediction 
techniques. RAT selection decisions are based on the available information. They are less 
prone to error but not as efficient as predictive JCAC algorithms. Examples of non-
predictive RAT selection algorithms can be found in [15, 34]. 
3.1.4.5 Single-criterion versus Multiple-criteria 
Single JCAC algorithms make RAT selection based on one criterion. They are simple and 
easy to implement but they are not as efficient as multiple-criteria JCAC. An Example of 
this algorithm can be found in [15].  On the other hand, multiple criteria JCAC algorithms 
make RAT selection based on multiple criteria. They are more efficient but are at the 
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expense of higher complexity. They often incorporate fuzzy logic of fuzzy multi attribute 
decision making (MADM) techniques. Examples of multiple criteria JCAC can be found in 
[21]. 
3.1.4.6 Initial RAT versus Handoff RAT 
Initial-RAT selection JCAC algorithms are designed for new call sessions while handoff-
RAT JCAC algorithms are designed for handover call sessions. Examples of Initial RAT 
selection algorithm can be found in [15]. An example of inter-system handover RAT 
selection algorithms can be found in [20]. 
The six design considerations are summarized in Table 3-6. 
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Table 3-6.  Design considerations for JCAC algorithms. 
Design 
Consideration  
Design options Advantage Disadvantage Comment 
Centralized  More efficient Complex, non-
scalable, high 
signaling 
overhead, not-
fault tolerant 
Impractical Centralization  
Distributed Scalable, simple Less efficient Commonly used 
Network-centric High efficiency 
and improved 
overall network 
management 
More complex - Centricity 
User-centric Enhance users 
satisfaction 
Unbalanced 
heterogeneous 
network load  
Preferable to 
subscribers 
Optimal More efficient Complex More desirable, 
incorporates optimization 
techniques e.g., linear 
programming, genetic 
algorithm 
Optimality 
Sub optimal More realistic, 
scalable 
Less efficient More realistic 
Predictive More 
efficient 
More error-prone Performance depends 
on the accuracy of the 
predicted information 
Prediction 
Non-predictive Simple, more 
accurate 
Less efficient - 
Single criterion 
e.g., network load, 
call service class, 
etc.  
Simple Less efficient - Network 
selection 
criteria 
Multiple criteria More efficient Cumbersome Often incorporate 
Fuzzy logic, Fuzzy 
MADM technique, etc. 
Initial RAT 
selection 
Simple - Selects RAT new calls Call type 
Handoff  RAT 
selection 
 More complicated Selects RAT for 
vertical handoff calls 
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3.2 Bandwidth Management Schemes  
In this section, bandwidth allocation strategies for wireless networks are reviewed.  
Bandwidth allocation strategies for wireless networks can be classified into four groups, 
which are complete sharing, complete partitioning, handoff call prioritization, and service 
class prioritization. This classification is summarized in Table 3-7, and subsequently 
described in this section. 
Table 3-7.  Summary of  bandwidth allocation strategies for wireless networks  
Bandwidth 
Allocation Strategy 
Main Idea Advantage Disadvantage 
Complete Sharing An incoming call is accepted, regardless of 
the class/ type, as long as there is enough 
radio resource to accommodate it. 
Implementation 
simplicity and high 
radio resource 
utilization 
High handoff call dropping 
probability. No differential 
treatment for calls with 
stringent QoS requirements 
Complete 
Partitioning 
Available bandwidth is partitioned into 
pools and each pool is dedicated to a 
particular type of calls. An incoming call 
can only be admitted into a particular pool. 
Implementation 
simplicity 
Poor radio resource 
utilization 
Handoff Call 
Prioritization 
Handoff calls are given more access to 
radio resources than new calls. New calls 
may be blocked whereas handoff calls are 
still being admitted. 
Low handoff call 
dropping probability 
High new call blocking 
probability 
Service-Class 
Prioritization 
Certain classes of calls are given 
preferential treatment over some other 
classes of calls.  For example, class-1 calls 
may be blocked whereas class-2 calls are 
still being admitted.  
Differential treatments 
of calls based on QoS 
requirements 
Implementation complexity 
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3.2.1 Complete Sharing 
Complete sharing scheme is a first come first serve scheme and it is the simplest 
bandwidth allocation policy. It is a non-prioritization scheme in which new and handoff 
calls are treated the same way. An incoming call is accepted as long as there is enough 
radio resource to accommodate it. When the network gets to its maximum capacity, a new 
call will be blocked while a handoff call will be dropped. Two major advantages of 
complete sharing CAC scheme are implementation simplicity and good radio resource 
utilization. However, it has a high handoff call dropping probability because it does not 
give preference to any call. Consequently, complete sharing CAC scheme has a poor QoS 
performance [50].  Fig 3-8 is the state transition diagram for complete sharing scheme 
where hnhn and µµλλ ,, represent new call arrival rate, handoff call arrival rate, new call 
departure rate, and handoff call departure rate respectively. 
Figure 3-8.  State transition diagram for complete sharing policy. 
3.2.2 Complete Partitioning 
In the complete partitioning CAC scheme, entire available bandwidth is partitioned into 
pools. Each pool is dedicated to a particular type of calls (new or handoff calls) and/or 
particular traffic class of calls. An incoming call is admitted if there is an available channel 
in the pool allocated for the type/class of the incoming call.  This policy allocates a fixed 
bandwidth C1 (C2) to service s1 (s2) such that C1+C2 <= C. The acceptable states of this 
policy are a subset of the complete sharing case. This is a case of two independent queues, 
and the blocking probability is given by the well known Erlang-B formula.  
Fig. 3-9 and Fig 3-10 are the state transition diagrams of a system where the available 
resource (C) is partitioned into two (C1 and C2). C1 is used for new calls (Fig. 3-9) whereas 
C2 is used for handoff calls (Fig. 3-10).   
0 1 CC-1
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Figure 3-9.  State transition diagram for complete partitioning policy: first partition. 
0 1 C2C2-1
hλ hλhλhλ
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Figure 3-10.  State transition diagram for complete partitioning policy: second partition. 
Lai et al [51] proposed a fair call admission control which divides the available bandwidth 
into segments, and group call requests into different categories such that call requests in 
group-i can only be accepted if there is enough bandwidth in segment-i. Though this CAC 
approach is simple to implement, the major disadvantage is that it leads to poor radio 
resource utilization. For instance, it is possible to have unused bandwidth in one segment 
whereas call requests in other segments are rejected due to unavailability of bandwidth 
[52].   
In [53], Kanter proposed a movable boundary scheme for a system which integrates voice 
and data. In the scheme, separate bandwidths are assigned to voice and data (i.e. complete 
partitioning. However, the boundary for the partition is movable and therefore can 
effectively deal with the traffic variation. 
3.2.3 Handoff Call Prioritization  
Due to users’ mobility within the coverage of wireless networks, an accepted call that has 
not been completed in the current cell has to be transferred (handed over) to another cell. 
This call may not be able to get a channel in the new cell to continue its service due to 
limited radio resources in wireless networks.  Eventually, it may be dropped. However, 
wireless network subscribers are more intolerant to dropping a handoff call than blocking a 
new call. Therefore, in order to ensure that handoff call dropping probability is kept below 
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a certain level, handoff calls are usually admitted with a higher priority compared with 
new calls.  Handoff call prioritization has an advantage of low handoff call dropping 
probability. However, the advantage of low handoff call probability is at the expense of 
new call blocking probability, which is high.  The concept of handoff calls prioritization in 
wireless networks was first introduced in the mid-1980s [54]. Since then several handoff-
priority-based schemes have been proposed [55]. These schemes are reviewed in the 
following subsection. 
3.2.3.1 Guard Channel 
In this scheme, some channels (referred to as guard channels) are specifically reserved in 
each cell to take care of handoff calls. For example, if the total number of available 
channels in a single cell is C and the number of guard channels is C – K, a new call is 
accepted if the total number of channels used by ongoing calls (i.e., busy channels) is less 
than the threshold K, whereas a handoff call is always accepted if there is an available 
channel. According to this channel reservation, the threshold must be chosen such that the 
handoff call dropping probability is as low as possible, while the system can admit as 
many incoming new calls as possible. Fig. 3-11 shows the state transition diagram for a 
single-class service using guard bandwidth scheme. 
0 1 H
hn λλ + hn λλ + hn λλ +
hn µµ + ))(1( hnH µµ ++)( hnH µµ +
K CC-1
hλhλ
)( hnC µµ +))(1( hnC µµ +−
K
)(2 hn µµ +
hn λλ +
 
Figure 3-11.  State transition diagram for guard bandwidth scheme. 
Guard channel (GC) scheme can be divided into two categories: static and dynamic 
strategies. Hong and Rappaport [54] used a fixed GC to give preferential treatment to 
handoff calls considering only one service class. Rapport and Purzynski [56] improved on 
the fixed GC scheme by considering multiple services. Chen et al [57] introduced multiple 
thresholds to deal with multimedia traffic with different priorities. The major advantage of 
static guard channel scheme is simplicity because there is no need for exchange of control 
information between base stations. However, static guard channel schemes have been 
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shown to be inefficient since they cannot adapt to quick variation in the traffic condition. 
This has lead to the development of dynamic guard channel scheme.   
Dynamic channel scheme improves the system efficiency by adaptively changing the 
number of channels reserved at periodic time intervals. Channel reservation is based on 
traffic condition and estimated handoff rate from the neighboring cells. Estimated handoff 
rate is derived from the number of calls in the neighboring cells, handoff history, mobility 
pattern of the calls, etc. Chen et al [58] proposed a dynamic call admission scheme for 
QoS priority handoff in multimedia homogeneous cellular system. 
3.2.3.2 Fractional Guard Channel 
In fractional guard channel scheme, handoff calls are prioritized over new calls by 
accepting an incoming new call with a certain probability that depends on the number of 
busy channels.  In other words, when the number of busy channels becomes larger, the 
acceptance probability for a new call becomes smaller, and vice versa. This approach helps 
to reduce the handoff call dropping probability.   
The policy has a threshold, H for limiting the acceptance of new calls.  A handoff is 
accepted as long as there is a channel available. Before the wireless system gets to 
threshold, H, new calls are accepted with a probability of 1. After threshold, H, a new call 
is accepted with a probability of pα where 10 ≤≤ pα  and H<p<C.  New calls are rejected 
when the system reaches the maximum capacity. Fig. 3-12 is the state transition diagram 
for fractional guard ba dwidth policy. 
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Figure 3-12.  State transition diagram for fractional guard bandwidth policy.  
Limited Fractional Guard Channel policy is a special case of fractional guard channel 
policy [59]. Handoff calls are accepted as long as there is a channel available. Before the 
system gets to threshold, H, new calls are accepted with a probability of 1. At threshold, H, 
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a new call is accepted with a probability of pα . After threshold, H, new calls are blocked, 
only handoff calls are accepted.    
3.2.3.3 Queuing Priority Scheme 
Queuing priority scheme accepts calls (new and handoff) whenever there are free channels. 
When all the channels are occupied, handoff calls are queued while new calls are blocked 
[60] or all incoming calls are queued with certain rearrangement in the queue.  When radio 
resource becomes available, one or some of the calls in the handoff queue are served until 
there is no more resource. The remaining calls are queued until resource becomes available 
again. However, a call is only queued for a certain period of time. If radio resource is not 
available within this period, the call will be dropped.   
The main disadvantage of queuing priority scheme is that is needs a lot of buffers to deal 
with real-time multimedia traffic. It also needs a sophisticated scheduling mechanism in 
order to meet the QoS requirements of delay-sensitive calls (i.e. to guarantee that the 
queued data will be transmitted without excessive delay) [58]. 
3.2.3.4 QoS Degradation Scheme 
QoS degradation can either be bandwidth degradation or delay degradation. In bandwidth 
degradation method, calls are categorized as adaptive (degradable) and non-adaptive (non-
degradable) calls. Degradable calls have flexible QoS requirements (e.g., minimum and 
maximum data rates). For most multimedia applications, e.g., voice over IP or video 
conferencing, service can be degraded temporarily as long as it is still within the pre-
defined range. Bandwidth degradation reduces handoff call dropping by reducing the 
bandwidth of the ongoing adaptive calls during network congestion. When a handoff call 
arrives and there is network congestion, the system is able to free some radio resource to 
admit the handoff calls by degrading some of the ongoing adaptive calls.  
 In [61], bandwidth degradation is used to prioritize handover call requests over new call 
requests by temporally degrading the bandwidth of some ongoing adaptive calls. Once the 
total required bandwidth exceeds the cell capacity, the system reduces the bandwidth 
currently assigned to degradable calls in order to admit handover calls, and hence reduces 
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the probability of handover failures. In [62], when the network is operating at maximum 
capacity, bandwidth is borrowed from existing adaptive calls to admit handoff calls. This 
approach gives priority to handoff calls without affecting the minimum QoS requirements 
of on-going calls. It also results in better utilization of resources.   
In delay degradation method, the amount of radio resources allocated to non-real-time 
(delay-tolerant) services is reduced during network congestion. When a handoff call 
arrives and there is no radio resource to accommodate the handoff call. Some non-real-
time services are degraded to free some bandwidth, which is used to accommodate the 
incoming handoff call. Sen et al [63] presented an analysis of queue build-up (and delay 
degradation) for non-real-time packets in a mixed traffic scenario. 
3.2.4 Service-Class Prioritization  
In wireless systems which support multiple service classes, the limited bandwidth has to be 
shared among the multiple traffic classes. Complete sharing scheme allows the network 
radio resource to be shared among the various service classes without preference for any 
class.  However, one major challenge in the design of CAC policy is to provide 
preferential treatment among users of different service classes while still utilizing the 
system resources efficiently [63]. Preferential treatments are given to certain classes of 
calls for the following reasons: (1) some calls (such as voice call) have stringent QoS 
requirements and therefore require preferential treatment. (2) Some subscribers in a 
particular service class are willing to pay more for better QoS.  Service class prioritization 
scheme is more complicated than complete sharing and complete partitioning schemes.  
Bartolini and Chamtac [64] proposed a model for multi-class environment that permits call 
transition between different classes. They also show that under some assumptions, the 
optimal policy has the shape of multi-priority threshold policy. Aboelaze [65] proposed a 
CAC algorithm that supports differentiated fairness among different service classes.   
It should be noted that the bandwidth management schemes reviewed in section 3.2 have 
been mainly applied to homogeneous wireless networks. Therefore,   it is very necessary to 
study bandwidth management in emerging heterogeneous wireless networks. 
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3.3 Summary 
This chapter surveys existing JCAC algorithms for heterogeneous wireless networks and 
bandwidth management schemes for wireless networks. Efficient radio resource utilization 
and QoS provisioning are key requirements in wireless communication. Existing JCAC 
algorithms are broadly classified into single-criterion and multiple criteria JCAC scheme.  
Among single-criterion JCAC algorithms, load-based JCAC algorithm has the advantage 
of uniformly distributing traffic load among available RATs in a heterogeneous wireless 
network.  Uniform distribution of traffic load allows for better utilization of radio 
resources and enhances QoS.  Multiple criteria-JCAC algorithms combine many criteria in 
making RAT selection decision. However multiple criteria JCAC algorithm can lead to 
highly unbalanced network load in the heterogeneous wireless network due to independent 
users’ preferences.  Four bandwidth management schemes namely complete sharing, 
compete partitioning, handoff call prioritization, and service class prioritization schemes 
are reviewed.  In practice it is essential to prioritize handoff calls over new calls and 
sometimes necessary to prioritize among different classed of calls. In chapter 4, load-base 
JCAC and adaptive bandwidth management are combined to enhanced radio resource 
utilization and connection-level QoS in heterogeneous wireless networks. 
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4 Adaptive Bandwidth Management and JCAC Scheme  
4.1 Introduction 
This chapter proposes an adaptive bandwidth management and joint call admission control 
(AJCAC) scheme to enhance QoS and system utilization in heterogeneous wireless 
networks supporting multiple classes of calls such as voice and video. The proposed 
AJCAC scheme is designed to simultaneously achieve the following objectives in 
heterogeneous wireless networks:   
(1) Distribute traffic load uniformly among available RATs to improve overall 
system utilization, and reduce overall call blocking/dropping probability,  
(2) Guarantee the QoS requirements of all admitted calls, 
(3) Prioritize handoff calls over new calls,  
(4) Adapt the bandwidth of ongoing calls to improve system utilization and reduce 
call blocking/dropping probability.  
Uniform distribution of traffic load among multiple RATs in heterogeneous wireless 
networks allows for a better utilization of the radio resources.  Balancing of traffic load 
prevents over subscription of RATs that are nearly filled to maximum capacity.  Besides, 
balancing of traffic load among available RATs reduces the frequency of vertical handoff.  
If the traffic load is evenly distributed among overlapping cells of available RATs in a 
heterogeneous wireless network, it will be possible to accommodate a handoff call in a 
neighbouring cell belonging to the same RAT as the current cell of the call (horizontal 
handoff). However, if traffic load is not evenly distributed among the overlapping cells, the 
frequency of vertical handoff will increase. 
QoS requirements of all admitted calls are guaranteed by allocating at least the minimum 
bandwidth needed to each of the admitted calls. Handoff calls are prioritized over new 
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calls by using different call rejection thresholds for new and handoff calls, and by using 
different bandwidth adaptation mechanism for new and handoff calls.  
The contributions of this chapter are twofold. Firstly, adaptive bandwidth management is 
combined with JCAC to enhance connection-level QoS and system utilization in 
heterogeneous wireless networks.  The second contribution is the development of an 
analytical model for the AJCAC scheme and the derivation of overall system utilization, 
new call blocking probability, handoff call dropping probability, and investigation of the 
tradeoffs between new call blocking probability and handoff call dropping probability.   
4.2 System Model 
The study considers a heterogeneous wireless network, which consists of J number of 
RATs with co-located cells, similar to [12, 13, 16]. Wireless networks such as GSM, 
GPRS, UMTS, EV-DO, etc., can have the same and fully overlapped coverage, which is 
technically feasible, and may also save installation cost [66].  Fig. 4-1 illustrates a two-
RAT heterogeneous wireless network.    
 
RAT 1
RAT 2
A group of 
co-located 
cells
1a 1b
1c
2a
2b
2c
MT
 
Figure 4-1.  A two-RAT heterogeneous wireless network with co-located cells. 
In heterogeneous wireless networks, radio resources can be independently or jointly 
managed. The study considers a situation where radio resources are jointly managed in the 
heterogeneous network and each cell in RAT-j (j =1,…,J) has a total of Bj basic bandwidth 
units (bbu). The physical meaning of a unit of radio resources (such as time slots, code 
sequence, etc.) is dependent on the specific technological implementation of the radio 
interface [67]. However, no matter which multiple access technology (FDMA, TDMA, 
CDMA, or OFDM) is used, system capacity can be interpreted in terms of effective or 
equivalent bandwidth [68-70]. Therefore, the bandwidth of a call refers to the number of 
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bbu that is adequate for guaranteeing the desired QoS for the call, which is similar to the 
approach used for homogeneous networks in [70-72]. It is assumed that packet-level QoS 
is stochastically assured by allocating at least the minimum effective bandwidth required to 
guarantee a given maximum probability on packet drop, delay, and jitter [73].   
The approach used in this research is based on decomposing heterogeneous wireless 
network into groups of co-located cells. As shown in Fig. 4-1, cell 1a and cell 2a form a 
group of co-located cells. Similarly, cell 1b and cell 2b form another group of co-located 
cells, and so on. Based on the following assumption commonly made in homogeneous 
cellular networks, it is assumed that the types and amount of traffic are statistically the 
same in all cells of each RATs [70, 71, 74, 75, 76, 77]. Therefore, the types and amount of 
traffic are statistically the same in all groups of co-located cells. 
A newly arriving call will be admitted into one of the cells in the group of co-located cells 
where the call is located. When a mobile subscriber using a multimode terminal and having 
an ongoing call is moving from one group of co-located cells to another group of co-
located cells, the ongoing call must be handed over to one of the cells in the new group of 
co-located cells.  For example (Fig. 4-1), an ongoing call can be handed over from cell 2a 
to cell 2b or from cell 2a to cell 1b. Note that the handover consists of both horizontal and 
vertical handovers. The correlation between the groups of co-located cells results from 
handoff connections between the cells of corresponding groups. Under this formulation, 
each group of co-located cells can be modeled and analyzed individually. Therefore, the 
study focuses on a single group of co-located cells. 
The heterogeneous wireless network supports K classes of calls. Each class is 
characterized by bandwidth requirement, arrival distribution, and channel holding time. 
Each class-i call requires a discrete bandwidth value, bi, w, where bi, w    belongs to the set 
Bi= {bi,  w} for i =1, 2,…,K and w =1, 2, …,Wi.  Wi is the number of different bandwidth 
values that a class-i call can be allocated. bi,1 (also denoted as bi, min) and bi,Wi (also denoted 
as bi, max) are respectively, the minimum and maximum bandwidth that can be allocated to a 
class-i call. Note that bi, w < bi, (w+1) for i =1, 2,…,K and w =1, 2, …,(Wi -1). 
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The requested bandwidth of an incoming class-i call is denoted by bi, req. where bi, req  ∈Bi.  
Let mi,j and ni,j denote respectively, the number of ongoing new class-i calls and handoff 
class-i calls, in RAT-j with jimc ,0 ≤≤  (for new calls) and jinc ,0 ≤≤  (for handoff calls). 
Let bi, assigned c denote the bandwidth assigned to call c of class-i in RAT-j in the group of 
co-located cells where bi, assigned c ∈  Bi.  A call c of class-i is degraded if bi, assigned c < bi, req  
whereas the call is upgraded if bi,assigned c > bi, req.   
If a class of calls (i.e. class-i calls) requires a fixed number of channels (i.e. constant bit 
rate service), it becomes a special case in our model in which bi, min = bi, max and the set Bi 
has only one element. However, it will not be possible to upgrade or degrade this class of 
calls.  Following the general assumption in cellular networks, new and handoff class-i calls 
arrive in the group of co-located cells according to Poisson process with rate niλ  and hiλ   
respectively.  The call holding time (CHT) of a class-i call is assumed to follow an 
exponential distribution with mean 1/µi [74, 75]. 
To characterize mobility, the cell residence time (CRT), i.e., the amount of time during 
which a mobile terminal stays in a cell (same as the time it stays in a group of co-located 
cells) during a single visit, is assumed to follow an exponential distribution with mean 1/h, 
where the parameter h represents the call handoff rate. It is assumed that the CRT is 
independent of the service class.  
The channel holding time is the minimum of the CHT and the CRT. Because minimum of 
two exponentially distributed random variables is also exponentially distributed [78], the 
channel holding time for new class-i calls, and for handoff class-i call, is assumed to be 
exponentially distributed with means niµ/1  and hiµ/1  respectively.  
Note that this set of assumptions has been widely used for homogeneous cellular networks 
in the literature, and is found to be generally applicable in the environment where the 
number of mobile users is larger than the number of channels [78].   
 
 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
 60
 
4.3  Components of the AJCAC Scheme 
This section describes the proposed AJCAC scheme which consists of three components 
namely joint call admission controller, threshold-based bandwidth reservation unit, and 
bandwidth adaptation (BA) controller. These components are described in the following 
subsections.   
4.3.1 Joint Call Admission Controller 
The joint call admission controller implements the JCAC algorithm. The basic function of 
the JCAC algorithm is to make call admission decision and uniformly distribute traffic 
load among all the available RATs in the network. During call setup, a multi-mode mobile 
terminal requesting a service sends a request to the joint call admission controller, which 
implements the JCAC algorithm. The service request contains the call type, service class, 
and bandwidth requirements. The JCAC procedure is shown in Fig. 4-2.  
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Figure 4-2.  Proposed JCAC algorithm. 
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Whenever a call arrives, the JCAC algorithm attempts to allocate the maximum bbu for 
this call (i.e. set bi, req= bi, max). Thus, if the available bbu in the selected RAT is larger than 
or equal to bi,req, the call will be assigned a bandwidth between bi, req and bi,max. If the 
available bbu is less than bi, req but greater than or equal to bi, 1 (bi,min), the call will be 
assigned a bandwidth between bi, 1 and bi, req.  If the available bbu in all the RATs is less 
than bi,1, BA algorithm (BAA) will be invoked to reduce the bandwidth of some ongoing 
call(s) in the chosen RAT. If the available bbu is still less than bi,1, the call will be rejected. 
For new class-i calls, let n jiC ,  denote the total bbu available in RAT-j, ji,α  the fraction of 
bbu available in RAT-j over the summation of bbu available in all RATs, xi,j the residual 
bbu available in RAT-j, and n jiL ,  the current load in RAT-j. For handoff class-i calls, the 
corresponding values are .,,, ,,,,
h
jijiji
h
ji LandyC β  Then 
                      ji
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When a new or handoff call arrives into a group of co-located cells, the JCAC algorithm 
selects the least loaded RAT available for the incoming call. The action of selecting a RAT 
for each arriving new or handoff call in the group of co-located cells leads to splitting of 
the arrival process.  Fig. 4-3 illustrates the splitting of the arrival among J number of RATs 
in the group of co-located cells.  
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Figure 4-3.  Splitting of the arrival process in the group of co-located cells. 
As shown in Fig. 4-3, the arrival rate in the group of co-located cells is split among all the 
available RATs. Each RAT has a fraction of the arrival rate ( niλ ).  Due to uniform-load-
distribution action of the JCAC algorithm, the mean arrival rates of class-i calls into each 
RAT in the group of collocated cells are as follows:  
                    jiniji
n
ji ,,, ∀= λαλ                                                (4.5) 
                     in ji
J
j
n
i ∀= ∑
=
,
1
λλ                                 (4.6) 
Similarly               
                     jihiji
h
ji ,,, ∀= λβλ                                                          (4.7) 
                     ih ji
J
j
h
i ∀= ∑
=
,
1
λλ                                                                (4.8) 
where niλ  and hiλ denote the arrival rates of new class-i calls and handoff class-i calls 
respectively, into the group of co-located cells.  n ji,λ  and h ji,λ  denote the arrival rates of 
new class-i calls and handoff class-i calls, respectively, into RAT-j in the group of co-
located cells 
The arrival rates of a split Poisson process are also Poisson [79]. Therefore, given that the 
mean arrival rate of class-i calls into the group of co-located cells is Poisson, the mean 
arrival rates of the split class-i calls into RAT-1, RAT-2,…, RAT-J are also Poisson.  
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4.3.2 Threshold-Based Bandwidth Reservation Unit 
In order to maintain lower handoff dropping probability than new call blocking 
probability, the bandwidth reservation unit implements a bandwidth reservation policy that 
uses different thresholds for new and handoff calls. Fig. 4-4 shows the bandwidth 
reservation policy for a two-class and two-RAT system.  
RAT 1 RAT 2 Access 
networks
Available 
bandwidth
t01
t11 t02
t12
B2=t22B1=t21
 
Figure 4-4.  Bandwidth reservation policy for the proposed scheme. 
The policy reserves bandwidth for aggregate handoff calls, thus giving them priority over 
new calls.  The policy also prioritizes among different classes of handoff calls according to 
their QoS constraints by assigning a series of bandwidth thresholds t1,j, t2,j, …, tk,j, for 
handoff calls such that: 
  jBttttt jjkjijijj ∀=≤≤≤≤≤ + ,),1(,,1,0 .......                       (4.9) 
where t0,j denotes the total number of bbu available for all new calls in RAT-j, and ti,j 
denotes the total number of bbu available for handoff class-i calls in RAT-j. Bj denotes the 
total number of bbu available in RAT-j.  
Other bandwidth reservation policy such as cut-off-priority bandwidth allocation policy 
could be used in the proposed JCAC schemes. However, threshold-based bandwidth 
allocation scheme is used in the proposed scheme because it is fairer than cut-off-priority 
bandwidth allocation policy.   
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4.3.3 Bandwidth Adaptation Controller 
The bandwidth adaptation controller executes the BAA which is triggered when a new call 
arrives or when a call is completed.  Most multimedia applications are adaptive. For 
example voice can be encoded at 16 kbps, 32 kbps, 64 kbps, and 128 kbps by choosing 
appropriate encoding mechanisms.   Similarly, video applications can be made rate 
adaptive by using for instance, a layered coding method. In layered coding method, the 
lowest layer (i.e., the base layer) contains the critical information for decoding the image 
sequence at its minimum visual quality. Additional layers provide increasing quality.  All 
these encoded layers may be transmitted when the network is underutilized. However, 
when the network load is being fully utilized, only base layer(s) which contain critical 
information may be transmitted.   
As an illustration, if one would watch a 30-minute video-clip encoded at 256 kbps and 
64kps respectively. At 256 kbps, one would see better ictures with better resolution than 
at 64 kbps.  Therefore, the bandwidth adaptation affects the quality of the real-time 
applications rather than the transmission time. However, the minimum requested QoS is 
maintained by ensuring that the bbu of the calls are not degraded below the required 
minimum.  
In the proposed AJCAC scheme, when the system is underutilized, all arriving new and 
handoff class-i calls are admitted by the JCAC with the highest bandwidth level (i.e. bi,max) 
for the calls. This approach increases bandwidth utilization for the heterogeneous wireless 
network. However, when the system is fully utilized, bandwidth adaptation controller is 
invoked to execute BAA. 
The BAA is triggered whenever there is a call arrival event or a call departure event.  The 
BAA performs two main procedures: downgrades and upgrades ongoing calls. The 
downgrading procedure is activated in the arrival epoch (i.e. when a new or handoff arrives 
to an overloaded group of co-located cells). BAA reduces the bandwidth of some ongoing 
call(s) randomly selected in the system to free just enough bbu to accommodate the 
incoming call.  Note that an adaptive class-i call is never degraded below the minimum 
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bbu necessary to guarantee its QoS requirements.  The upgrading procedure is activated in 
the departure epoch. 
In the arrival epoch, the BAA downgrading procedure can be implemented in two ways. In 
the first implementation, only ongoing new calls can be downgraded to accommodate an 
incoming new call whereas both ongoing new and handoff calls can be downgraded to 
accommodate an incoming handoff call. This approach further prioritizes handoff calls 
over new calls, in addition to the prioritization obtained by using different rejection 
thresholds for new and handoff calls.  In the second implementation, both new and handoff 
calls can be downgraded to accommodate an incoming new (or handoff) call. In this case, 
prioritization of handoff calls over new calls can only be achieved by using different 
rejection thresholds for new and handoff calls.   
In the departure epoch, when a call departs from a RAT in the group of co-located cells, 
some of the ongoing call(s) randomly selected in RAT of the group of co-located cells may 
be upgraded by the BAA algorithm. 
4.4  Markov Chain Model of the AJCAC Scheme 
The AJCAC scheme can be modeled as a multi-dimensional Markov chain. The state space 
of the group of co-located cells can be represented by a (2*K*J)-dimensional vector given 
as:  
              ),,1,,,1:,( ,, Jjkinm jiji LL ===Ω                             (4.10) 
The non-negative integer mi,j denotes the number of ongoing new class-i calls in RAT-j, 
and the non-negative integer ni,j denotes the number of ongoing handoff class-i calls in 
RAT-j.  Let S denote the state space of all admissible states of the group of co-located cells 
as it evolves over time. An admissible state s is a combination of the numbers of users in 
each class that can be supported simultaneously in the group of co-located cells while 
maintaining adequate QoS and meeting radio resource constraints.  The state S of all 
admissible states is given as: 
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The constraints simply imply that the sum of the bandwidth units of all admitted class-i 
calls cannot be more than the total bandwidth units available for that class of calls. Given 
that the system is in the current state, s, for the AJCAC scheme, the state transition could 
be triggered by any of the following events: 
1) Admission of a new class-i call into RAT-j with the successor state  11
+s  and 
transition rate ),( 11
+ssq . It follows that  
                ),(,),( 11,
1
1 Sssssq
n
ji ∈= ++ λ                                                (4.12) 
2) Admission of a handoff class-i call into RAT-j with the successor state 12
+s  and 
transition rate ),( 12
+ssq .  It follows that  
                 ),(,),( 12,
1
2 Sssssq
h
ji ∈= ++ λ                                               (4.13) 
3) Departure of a new class-i call from RAT-j with the successor state 11
−s  and 
transition rate ),( 11
−ssq .  It follows that   
                   ),(,),( 11,
1
1 Sssmssq
n
iji ∈= −− µ                                                    (4.14) 
4) Departure of a handoff class-i call from RAT-j with the successor state 12
−s  and 
transition rate ),( 12
−ssq  .  It follows that  
                     ),(,),( 12,
1
2 Sssnssq
h
iji ∈= −− µ                                                  (4.15) 
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where 12121111 ,,,, −+−+ sandssss are the following matrices. 
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The decision epochs are the arrival or departure of a new or handoff call. Joint call 
admission decisions are taken in the arrival epoch.  Every time a new or handoff class-i 
call arrives in the group of co-located cells, the JCAC algorithm decides whether or not to 
admit the call, and in which RAT to admit it.  Note that call admission decision is made 
only at the arrival of a call, and no call admission decision is made in the group of co-
located cells when a call departs. When the system is in state s, an accept/reject decision 
must be made for each type of possible arrival, i.e., an arrival of a new class-i call, or the 
arrival of a handoff class-i call in the group of co-located cells. The following are the 
possible JCAC decisions in the arrival epoch.  
1) Reject the class-i call (new or handoff) in the group of collocated cells, in which 
case the state s does not evolve. 
2) Admit the class-i call into RAT-j without adapting the bandwidth of ongoing 
call(s) in the RAT, in which case the state s evolves.  
3) Admit the class-i call into RAT-j after adapting the bandwidth of ongoing call(s) 
in the RAT, in which case state s evolves.  
Thus, the call admission action space A can be expressed as follows:  
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where ina denotes the action taken on arrival of a new class-i call within the group of co-
located cells, and hia denotes the action taken on arrival of a handoff class-i call from an 
adjacent group of co-located cells. nia (or 
h
ia ) = 0 means reject the new class-i (or handoff 
class-i) call.  nia (or 
h
ia ) = +1 means accept the new class-i (or handoff class-i) call into 
RAT-1 without adapting the bandwidth of existing call(s). nia (or 
h
ia ) = -1 means accept 
the new class-i (or handoff class-i) call into RAT-1 after adapting (degrading) the 
bandwidth of existing call(s). nia (or 
h
ia ) = + j means accept the new class-i (or handoff 
class-i) call into RAT-j without adapting the bandwidth of existing call. nia (or 
h
ia ) = -j 
means accept the new class-i (or handoff class-i) call into RAT-j after adapting (degrading) 
the bandwidth of existing call(s).  
In the departure epoch, the bandwidth adaptation unit makes the decision to adapt 
(upgrade) or not to adapt the bandwidth of ongoing call(s).  Thus, the call departure action 
space W can be expressed as follows: 
                           )}1,0({ == wW  
where w = 0 means do not adapt the bandwidth of the ongoing call(s) and w =1 means 
adapt the bandwidth of ongoing call(s).   
Based on its Markovian property, the proposed JCAC scheme can be model as a (2*K*J)-
dimensional Markov chain. Let  
jinew ,
ρ and 
jihan ,
ρ   denote the load generated by new class-i 
calls and handoff class-i calls, respectively, in RAT-j.  Then,  
                          jin
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From the steady-state solution of the Markov model, performance measures of interest can 
be determined by summing up appropriate state probabilities.  Let P(s) denote the steady- 
state probability that the system is in state s ( Ss∈ ).  From the detailed balance equation, 
P(s) is obtained as: 
                Ss
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where G is a normalization constant given by:  
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The performance metrics used for the proposed AJCAC scheme are new call blocking 
probability (NCBP), handoff call dropping probability (HCDP), and overall system 
utilization. These metrics are derived as follows. 
4.4.1 New Call Blocking Probability 
A new class-i call is blocked in the group of co-located cells if none of the available RATs 
has enough bbu to accommodate the new call with the minimum bandwidth requirement 
after degrading the ongoing new calls. Let SSbi ⊂ denote the set of states in which a new 
class-i call is blocked in the group of co-located cells. It follows that: 
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Thus the new call blocking probability,
ib
P , for a class-i call in the group of co-located 
cells is given by: 
  ∑
∈
=
ib
i
Ss
b sPP )(                                                                 (4.23) 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
 71
4.4.2 Handoff Call Dropping Probability 
A handoff class-i call is dropped in the group of co-located cells if none of the available 
RATs has enough bbu to accommodate the handoff call with the minimum bandwidth 
requirement after degrading the ongoing new calls and handoff calls.  Let  SSdi ⊂  denote 
the set of states in which a handoff class-i call is dropped in the group of co-located cells. 
It follows that: 
          
}))(
)1((:{
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                                                        (4.24) 
Thus the handoff call dropping probability for a class-i call,
id
P , in the group of co-located 
cells is given by: 
                            ∑
∈
=
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i
Ss
d sPP )(                                                       (4.25) 
4.4.3 Overall System Utilization 
The average utilization of the heterogeneous wireless network can be obtained by 
summing up for all the admissible state s (s∈S), the product of the system utilization in a 
particular state s (s∈S) and the probability P(s) of the system being in that state.   
The average utilization of the heterogeneous wireless network by class-i calls (Uclass-i) can 
be derived as follows:  
∑ ∑ ∑ ∑
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The average utilization of RAT-j in the heterogeneous wireless network by all calls (URAT-j) 
can be derived as follows:  
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The average utilization of the entire heterogeneous wireless network by all calls (U) can be 
derived as follows: 
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4.5 Performance Evaluation  
In this section, the performance of the proposed AJCAC scheme is evaluated with respect 
to new call blocking probability, handoff call dropping probability, and radio resource 
utilization. For comparison, a JCAC algorithm that does not incorporate adaptive 
bandwidth management is also modeled for the same heterogeneous wireless network. 
New call blocking probability, handoff call dropping probability, and radio resource 
utilization are also derived for the non-adaptive JCAC (NAJCAC) scheme.  Simulation is 
conducted using MATLAB.  The results of the proposed AJCAC scheme are compared 
with that of the NAJCAC. The system parameters used are shown in Table 4-1. 
Table 4-1.  Simulation parameters. 
Parameters Class-1 
call 
Class-2 call 
Class-i call bbu set {2, 3, 4} {3, 5, 7} 
Requested bbu (bi, req)      3     5 
n
iλ  [1, 8] [1, 8] 
 µi 0.5 0.5 
Other Parameters 
B1 B2 t0,1 t0,2 t1,1 t1,2 t2,1 t2,2 h 
30 60 15 30 30 60 30 60 0.5 
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The arrival rate of handoff class-i calls in the group of co-located cells is assumed to be 
proportional to the arrival rate of new class-i calls by ni
h
i h λµλ )/(=   where h is the handoff 
rate.                                         
4.5.1 Effect of varying the call arrival rate on the new call blocking 
probability and handoff call dropping probability 
Fig. 4-5 and Fig. 4-6 show the performance of the proposed AJCAC scheme compared 
with that of NAJCAC.  As shown in Fig. 4-5, the NCBP of each class of calls increases 
with the call arrival rate.  The NCBP, Pb1 is always less than the NCBP, Pb2 because 
class-2 calls require more bbu than class-1 calls. Thus a class-2 call may be blocked due to 
insufficient bbu to accommodate it whereas a class-1 call may still be accepted into the 
network.  However, for both classes of calls, the NCBP for the AJCAC scheme is always 
less than the corresponding NCBP for the NAJCAC scheme. Note that lower NCBP of the 
AJCAC scheme implies that its connection-level QoS is better than that of the NAJCAC 
scheme.  The reason why the NCBP of the AJCAC scheme is less than the NAJCAC 
scheme is as follows.  When the total bbu allocated to new calls is being fully utilized, 
incoming new calls are rejected by the NAJCAC scheme whereas the AJCAC scheme 
adapts (degrades) the bandwidth of some of the ongoing adaptive calls to free just enough 
bbu to accommodate the incoming new calls.  Consequently, the NCBP of the AJCAC 
scheme is less than that of the NAJCAC scheme.  However, an adaptive class-i call is 
never degraded below the minimum bbu necessary to guarantee its minimum QoS 
requirements.  
Fig. 4-6 shows a similar trend for the HCDP for each class of calls, which increases with 
the call arrival rate. The HCDP, Pd1 is always less that the HCDP, Pd2, because class-2 
calls require more bbu than class-1 calls. However, for both classes of calls, the HCDP for 
the AJCAC scheme is always less than the corresponding HCDP for the NAJCAC scheme. 
The reason why the HCDP of the AJCAC scheme is less than the NAJCAC scheme is as 
follows. When the System is being fully utilized, incoming handoff calls are rejected by 
the NAJCAC scheme whereas the AJCAC scheme adapts (degrades) the bandwidth of 
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some of the ongoing adaptive calls to free just enough bbu to accommodate the incoming 
handoff calls.  Consequently, the HCDP of the AJCAC scheme is less than that of the 
NAJCAC scheme.  
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Figure 4-5.  Effect of varying the call arrival rate on the new call blocking probability. 
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Figure 4-6.  Effect of varying the call arrival rate on the handoff call dropping probability. 
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Fig. 4-7 and Fig. 4-8 compare NCBP and HCDP of the AJCAC scheme for class-1 and 
class-2 call, respectively.  One of the objectives of the AJCAC scheme is to prioritized 
handoff calls over new calls. Fig. 4-7 shows that the HCDP, Pd1 of the AJCAC scheme is 
always less than the Pb1.  Similarly, it can be seen in Fig. 4-8 that the HCDP, Pd2 is 
always less that the NCBP, Pb2.  This shows that handoff calls are prioritized over new 
calls. This prioritization of the handoff calls over new calls is achieved by making the 
handoff call rejection thresholds higher than the new call rejection thresholds.   
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Figure 4-7.  Effect of varying the call arrival rate on the new call blocking probability and 
handoff call dropping probability of class-1 calls. 
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Figure 4-8.  Effect of varying the call arrival rate on the new call blocking probability and 
handoff call dropping probability of class-2 calls. 
 
4.5.2 Effect of varying the new call rejection threshold, T0 on the new 
call blocking probability and handoff call dropping probability 
Fig. 4-9 and 4-10 show the effect of varying the new call rejection threshold, T0 on the 
NCBP and HCDP of the AJCAC and NAJCAC schemes for class-1 calls and class-2 calls 
respectively.  The additional system parameters used are as follows:  T01= T0, T02=2T0, T0= 
[0, 30], 821 == nn λλ .  As shown in Fig. 4-8, at low threshold values, the NCPB, Pb1 for the 
two JCAC schemes is high whereas the HCDP, Pd1 is low. As the threshold value, T0 
increases, Pb1 decreases because new calls are given more access to the available 
bandwidth. On the other hand, the handoff dropping probability, Pd1 increases as a result 
of the higher degree of sharing between the new and the handoff calls. However, Pb1 and 
Pd1 of the AJCAC scheme are always less than the corresponding Pb1 and Pd1 the 
NAJCAC scheme.  
Fig. 4-10 shows a similar trend for class-2 calls.  At low threshold values, the NCPB, Pb2 
for the two JCAC schemes is high whereas the HCDP, Pd2 is low. As the threshold value, 
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T0 increases, Pb2 decreases whereas handoff dropping probability, Pd2 increases. 
However, Pb2 and Pd2 of the AJCAC scheme are always less than the corresponding Pb2 
and Pd2 of the NAJCAC scheme. 
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Figure 4-9.  Effect of varying the new call rejection threshold, T0 on the new call blocking 
probability and handoff call dropping probability of class-1 calls. 
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Figure 4-10.  Effect of varying the new call rejection threshold, T0 on the new call 
blocking probability and handoff call dropping probability of class-2 calls. 
 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
 78
4.5.3 Impact of varying the call arrival rate on the normalized average 
system utilization. 
Fig. 4-11 shows the normalized average system utilization of the heterogeneous wireless 
network for class-1 and class-2 calls.  When the new call arrival rate is low, the normalized 
average system utilization of the AJCAC scheme by class-1 calls and class-2 calls 
respectively is higher that the corresponding normalized average system utilization of the 
NAJCAC scheme. The reason for improvement in system utilization of the AJCAC 
scheme over NAJCAC scheme is as follows.  When the system load is low, the AJCAC 
scheme allocates maximum bbu to all admitted calls, thereby improving the overall system 
utilization whereas the NAJCAC scheme allocates just the requested bbu to all admitted 
calls in the same class regardless of whether the traffic load is low or high.  However, 
when the system is operating at full capacity, the AJCAC scheme degrades the bbu of 
some ongoing calls and free just enough bbu to accommodate incoming new calls.  Fig. 4-
11 also shows that class-2 calls benefit more from the adaptive bandwidth management. 
The reason for this is as follows: For the NAJCA  scheme, class-2 calls are rejected as the 
arrival rate increases whereas class-1 calls are still admitted because they required less bbu 
than class-2 calls. However, for the AJCAC scheme, class-2 calls are still being admitted 
as well as class-1 calls as the arrival rate increases because the BAA is invoked to reduce 
the bandwidth of some existing calls in order to accommodate incoming class-2 calls. 
Therefore, class-2 calls have a better share of the radio resources. Fig. 4-11 also shows that 
for both AJCAC and NAJCAC schemes normalized average utilization by class-2 calls is 
greater than the corresponding normalized average utilization by class-1 calls because 
class-2 calls require more bbu than class-1 calls. 
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Figure 4-11.  Impact of varying the call arrival rate on the normalized average system 
utilization for each class of calls. 
Fig. 4-12 shows the normalized average system utilization of the entire heterogeneous 
wireless network by both classes of calls combined together.  The normalized average 
system utilization of the AJCAC scheme is higher that the normalized average system 
utilization for the NAJCAC scheme. The reason for improvement in system utilization of 
the AJCAC scheme over NAJCAC scheme is as follows.  When the system load is low, the 
AJCAC scheme allocates maximum bbu to all admitted calls, thereby improves the overall 
system utilization whereas the NAJCAC scheme allocates just the requested bbu to all 
admitted calls in the same class regardless of whether the traffic load is low or high.  
However, when the system is operating at the full capacity, the AJCAC scheme degrades 
the bbu of some ongoing calls and free just enough bbu to accommodate incoming new 
calls.  Fig. 4-12 shows that the AJCAC scheme improves the system utilization by up to 
20% of the NAJCAC scheme. 
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Figure 4-12.  Impact of varying the call arrival rate on the normalized average system 
utilization for both class-1 and class-2 calls combined. 
Fig. 4-13 shows the ratio of the average system utilization of each RAT to the average 
utilization of the entire heterogeneous wireless network by the two classes of calls 
combined. In other words, Fig 4-13 shows the proportion of the total resources in the 
heterogeneous wireless network that is utilized from each RAT. It can be seen that as the 
arrival rate increases the proportion of resources that is being utilized in RAT-2 is almost 
twice that of RAT-1. This is expected because the total capacity of RAT-2 is twice the 
total capacity of RAT-1. Note that one of the objectives of the schemes (both AJCAC and 
NAJCAC) is to uniformly distribute traffic load among the available RATs.  Fig. 4-13 also 
shows that for each of the RATs, the normalized average system utilization of the AJCAC 
scheme is higher that the corresponding normalized average system utilization for the 
NAJCAC scheme. The reason for improvement in system utilization of the AJCAC 
scheme over NAJCAC scheme is as follows.  When the system load is low, the AJCAC 
scheme allocates maximum bbu to all admitted calls, thereby improving the overall system 
utilization whereas the NAJCAC allocates just the requested bbu to all admitted calls in 
the same class regardless of whether the traffic load is low or high.  However, when the 
system is operating at full capacity, the AJCAC scheme degrades the bbu of some ongoing 
calls and free just enough bbu to accommodate incoming new calls.   
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Figure 4-13.  Effect of varying the call arrival rate on utilization of each RAT by both 
classes of calls combined.  
4.6 Summary 
This chapter proposes an adaptive bandwidth management and JCAC scheme to enhance 
overall system utilization and connection-level QoS in heterogeneous wireless networks.  
The adaptive JCAC scheme improves overall system utilization by adapting the bandwidth 
of calls based on current traffic condition and by uniformly distribute traffic load among 
the available RATs. The AJCAC scheme guarantees the QoS requirements of all accepted 
call and reduces both ew call blocking probability and handoff call dropping probability 
in the heterogeneous wireless networks. It prioritizes handoff calls over new calls by using 
different call rejection thresholds for new and handoff calls.  The Markov chain model 
makes it possible to derive new call blocking probability, handoff call dropping 
probability, and average system utilization for the adaptive JCAC scheme.  Performance of 
the adaptive JCAC scheme is compared with the performance of a non adaptive JCAC 
scheme in the same heterogeneous wireless network. Results show that new call blocking 
probability and handoff call dropping probability are significantly reduced by using the 
adaptive load-based JCAC scheme.  Moreover, the AJCAC scheme improves the system 
utilization by up to 20% of the NAJCAC scheme. 
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5 Reduction of Call Blocking Probability through 
Optimal Allocation of Calls 
5.1 Introduction 
This chapter proposes an optimal JCAC (OJCAC) scheme to reduce call blocking 
probability in heterogeneous wireless networks. The objectives of the OJCAC scheme are 
to guarantee the QoS requirements of all admitted calls, prioritize handoff calls over new 
calls, and reduce call blocking probability. The contributions in this chapter are twofold. 
The first contribution is the development of an optimal RAT selection policy to reduce call 
blocking probability in NGWN.  The second contribution is the development of an 
analytical model for the OJCAC scheme, and the derivation new call blocking and handoff 
call dropping probability. 
5.2 System Model  
This study considers a heterogeneous wireless network, which comprises a set of RATs, H 
with co-located cells in which radio resources are jointly managed.  H is given as:   
                             },,2,1{ JRATRATRATH −−−= L                                          (5.1) 
where J is the total number of RATs in the heterogeneous wireless network. The 
heterogeneous wireless network supports k-classes of calls, and each RAT in set H can 
support certain classes of calls.  Let Hi (Hi ⊆ H) denote the set of RATs which can support 
class-i calls in the heterogeneous wireless network, and let hi (hi ⊆ h) denote the set of 
indices of all RAT-j which belong to Hi, where h= {1, 2, …., J}. Furthermore, let Dj (Dj ⊆ 
D) denote the set of call classes that can be supported by RAT-j (j=1, 2, …, J) where D = 
{class-1, …, class-k}. Let dj (dj ⊆ d) denote the set of indices of all class-i calls which 
belong to Dj, where d= {1, …., k}. 
The heterogeneous system considered in this chapter is different from the heterogeneous 
system considered in Chapter 4.  In Chapter 4, it is assumed that all RATs in the 
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heterogeneous wireless network support all classes of calls. Therefore, a class-i call is 
blocked in the heterogeneous wireless network only if none of the available RATs has 
enough bbu to accommodate the class-i  calls.  In this chapter, all RATs do not necessary 
support all classes of calls.  Thus, a specific class of calls can be blocked because all the 
RATs that support the class of calls are fully loaded whereas other RATs that do not 
support the class of calls may be underutilized.  In this chapter, based on the assumption 
that all RATs in the heterogeneous wireless network do not necessarily support all types of 
calls, there is a problem of optimal allocation of calls among RAT. Fig. 5-1 shows a two-
class three-RAT heterogeneous wireless network. 
RAT 1
Class-1 calls
RAT 2 RAT 3
Class-2 calls 
JRRM 
 
Figure 5-1.  A two-class three-RAT heterogeneous wireless network. 
In the example shown in Fig. 5-1, RAT-1 can support only class-1 calls, RAT-2 can 
support both class-1 and class-2 calls, and RAT-3 can support only class-2 calls.  As 
shown in the Fig. 5-1, H = {RAT-1, RAT-2, RAT-3}, H1 = {RAT-1, RAT-2}, H2 = {RAT-
2, RAT-3}, h= {1, 2, 3}, h1 = {1, 2}, h2 = {2, 3}. D = {class-1, class-2}, D1 = {class-1}, D2 
= {class-1, class-2}, and D3 = {class-2}.  
The definition of classes of calls adopted in this chapter is different from that adopted in 
Chapter 4.  In Chapter 4, one of the major objectives is to investigate the effect of 
bandwidth adaptation on connection level QoS and radio resource utilization. Therefore, 
calls belonging to the same class can be allocated different amount of basic bandwidth 
units (bbu) depending on the current load in the heterogeneous wireless network. However, 
every class of calls has a minimum and a maximum number of bbu that can be allocated to 
any call that fall within the class. 
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In this chapter, the objective of the proposed scheme is to minimize call blocking 
probability by optimal allocation of calls among available RATs. Therefore, the number of 
bbu that can be allocated to a particular class of calls is kept constant so that the reduction 
in call blocking probability as a result of optimal allocation of calls can be clearly 
observed. If the bbu allocated to calls belonging to the same class are not fixed, it will be 
difficult to conclude whether the reduction in call blocking probability in the proposed 
scheme is as a result of optimal allocation of calls or as a result of bandwidth adaptation or 
as a result of both. 
Each cell of RAT-j (j =1,…,J) has a total of Cj basic bandwidth units (bbu). The physical 
meaning of a unit of radio resources (such as time slots, code sequence, etc.) is dependent 
on the specific technological implementation of the radio interface [67]. However, no 
matter which multiple access technology (FDMA, TDMA, CDMA, or OFDMA) is used, 
system capacity can be interpreted in terms of effective or equivalent bandwidth [68-70].  
Therefore, the bandwidth of a call represents the number of bbu that is adequate for 
guaranteeing the desired QoS for the call, which is similar to the approach used for 
homogeneous networks in [70-72]. 
The approach used in this research is based on decomposing heterogeneous wireless 
networks into groups of co-located cells. Following the general assumption which is made 
in homogeneous wireless networks, it is assumed that the types and amount of traffic are 
statistically the same in all cells of each RAT [70, 71, 74, 75, 76, 77]. Therefore, the types 
and amount of traffic are statistically the same in all groups of co-located cells. 
The correlation between the groups of co-located cells results from handoff connections 
between the cells of corresponding groups. Under this formulation, each group of co-
located cells can be modeled and analyzed individually. Therefore, the research focuses on 
a single group of co-located cells. New and handoff class-i calls arrive in the group of co-
located cells according to Poisson process with rate niλ and hiλ respectively.  The call 
holding time (CHT) of a class-i call follows an exponential distribution with mean 1/µi [74, 
75]. 
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To characterize mobility, the cell residence time (CRT), i.e., the amount of time during 
which a mobile terminal stays in a cell (same as the time it stays in a group of co-located 
cells) during a single visit, is assumed to follow an exponential distribution with mean 
1/hh, where the parameter hh represents the call handoff rate. The channel holding time is 
the minimum of the CHT and the CRT. The channel holding time for new and handoff 
class-i calls is assumed to be exponentially distributed with means niµ/1  and hiµ/1  
respectively.  These assumptions have been widely used for homogeneous wireless 
networks in the literature, and are found to be generally applicable in the network where 
the number of users is larger than that of channels [78]. 
5.3 Proposed Optimal JCAC Scheme 
The OJCAC scheme is illustrated in Fig. 5-2 using a two-class three-RAT heterogeneous 
wireless network.  As shown in Fig. 5-2, the OJCAC scheme comprises four components 
namely the joint call admission controller, the arrival rate measurement unit, the optimal 
policy determination unit, and the bandwidth reservation unit. These components are 
described in the following subsections. 
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           Figure 5-2.  Proposed optimal JCAC scheme.   
 
 
                                                                                                
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
 86
5.3.1 Joint Call Admission Controller 
The joint call admission controller implements the JCAC algorithm. The basic function of 
the JCAC algorithm is to make call admission decisions. During a call setup, a multi-mode 
mobile terminal requesting a service sends a request to the joint call admission controller, 
which implements the JCAC algorithm. The service request contains the call type, service 
class, and bandwidth requirements. The JCAC algorithm makes call admission decision 
based on the optimal call allocation policy determine optimal call allocation unit. 
5.3.2 Arrival Rate Measurement Unit 
The arrival rate measurement unit measures the arrival rates of different call classes as 
shown in Fig. 5-2.  This measurement is done periodically.  The measured value of the call 
arrival rates for each class of call is periodically sent to the optimal call allocation unit, 
which determines the optimal call allocation policy.  
5.3.3 Bandwidth Reservation Unit 
In order to maintain a lower handoff call dropping probability than new call blocking 
probability, certain amount of bandwidth is exclusively reserved for handoff calls in all 
cells of each group of co-located cells. Fig. 5-3 shows the bandwidth reservation policy. Cj 
and T0j are the threshold for rejecting new and handoff calls respectively in RAT-j. 
 
 
 
       Figure 5-3 .  Bandwidth reservation policy. 
5.3.4 Optimal Policy Determination Unit 
Based on the measured mean call arrival rates, the optimal policy determination unit 
determines the call allocation policy (i.e. values of αij and βij) that will minimize call 
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blocking probability in the heterogeneous wireless network.  αij (or βij) is the fraction of 
the new (or handoff) class-i calls admitted into RAT-j (RAT-j ∈ Hi). 
5.3.4.1 Splitting of Arrival Process  
When a new or handoff class-i call arrives into a group of co-located cells, the JCAC 
algorithm selects a RAT in set Hi for the incoming call. The action of selecting a RAT for 
each arriving new or handoff call in the group of co-located cells leads to splitting of the 
arrival process.  Fig. 5-2 illustrates the splitting of the arrival process for the two-class 
three-RAT heterogeneous network.  
Let niλ and hiλ denote the mean arrival rates of new class-i calls and handoff class-i calls, 
respectively, in the group of co-located cells.  Furthermore, nijλ  and hijλ  denote the mean 
arrival rates of new and handoff class-i calls, respectively in RAT-j.  Let αij and βij denote 
the fraction of new and handoff class-i calls admitted into RAT-j respectively (RAT-j ∈ 
Hi). 
As shown in Fig. 5-2, n1λ  is split into n11λ  and n12λ  (i.e. n111λα  and n112λα  ) and n2λ  is split into 
n
22λ  and n23λ  (i.e. n222λα  and n223λα ).  The same procedure applies to handoff calls where h1λ  
is split into h11λ  and h12λ  (i.e. h111λβ  and h112λβ  ) and h2λ  is split into h22λ  and h23λ  (i.e. h222λβ  
and h223λβ ).   
Note that the arrival rates of a split Poisson process are also Poisson [79]. Therefore, given 
that the mean arrival rate of class-i calls into the group of co-located cells is Poisson, the 
mean arrival rates of the split class-i calls into RAT-j (∀ RAT-j ∈ Hi) are also Poisson.  
5.3.4.2 Optimal RAT Selection Policy 
Given any values of threshold Toj for rejecting new calls in RAT-j (j=1,…,J) in a 
heterogeneous wireless network, there exist optimal values of αij and βij (j=1,…,J, i ∈dj) 
that minimize the overall call blocking probability in the heterogeneous wireless network.  
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Based on the measured values of the arrival rates of each class of new and handoff calls, 
the optimal policy determination unit finds the optimal values of αij and βij (j=1,…,J, i ∈ 
dj). During the next period, T, these values are then used by the joint call admission control 
algorithm to make a RAT selection decision for each arriving call.  
Let 
jinew ,
ρ and 
jihan ,
ρ denote the load generated by new and handoff class-i calls, 
respectively, in RAT-j.  Then,  
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Total load generated by all new calls in RAT- j, njp   is: 
                     ∑
∈
=
j
ji
di
new
n
j pp ,                                                (5.4) 
Total load generated by all handoff calls in RAT-j, hjp  is: 
                      ∑
∈
=
j
ji
di
han
h
j pp ,                                                                                     (5.5) 
The optimal RAT selection policy that minimizes overall new call blocking probability in 
the heterogeneous wireless network is the policy that satisfies the following conditions: 
                      1,,2,1
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j
n
j Kρρρρ                                        (5.6) 
Equation (5.6) may not always have a feasible solution. In order to find a solution to (5.6), 
the optimal RAT selection problem is formulated as follows: 
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From the objective function and the constraints, the values of αij and βij are obtained using 
linear programming. 
5.4 Markov Chain Model 
The optimal JCAC scheme can be modeled as a multidimensional Markov chain. The 
current state of the heterogeneous system is represented as follows:  
                    ),,1},{:,( ,, Jjdinmx jjiji L=∈=                              (5.8) 
The non-negative integers mi,j and ni,j denote respectively, the number of ongoing new and 
handoff class-i calls in RAT-j. Let S denote the state space of all admissible state s as it 
evolves over time. The state S is given as:  
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The call admission decision epochs are the arrival of a new or handoff call. When the 
system is in state s, an accept/reject decision must be made for each type of possible arrival 
in the group of co-located cells.  
The call admission action space A can be expressed as:  
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where ain  (or aih)  denotes the action taken on arrival of a new (or handoff) class-i call in 
the group of co-located cells. ain (or aih)= 0 means reject the new (or handoff) class-i call. 
ain (or aih) = j means accept the new (or handoff) class-i call into RAT-j (j∈hi).  
Let P(s) denote the steady state probability that the system is in state s (s∈S).  P(s) is 
obtained as:   
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where G is a normalization constant given by:  
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5.4.1 New Call Blocking Probability 
A new class-i call will be blocked in the group of co-located cells if none of the RATs in 
set Hi can accommodate the call. Let SSbi ⊂  denote the set of states in which a new class-i 
call is blocked in the group of co-located cells.  It follows that: 
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Thus the new blocking probability (NCBP),
ib
P , for a new class-i call in the group of co-
located cells is given by: 
                                     ∑
∈
=
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b sPP )(                                                             (5.14) 
The overall new call blocking probability, Pb, for all classes of calls is given by: 
                                      ∑ ∑
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5.4.2 Handoff Call Dropping Probability 
A handoff class-i call is dropped in the group of co-located cells if none of the RATs in set 
Hi can accommodate the call.  Let SSdi ⊂  denote the set of states in which a handoff class-
i call is dropped in the group of co-located cells.  It follows that: 
                      })((:{ ,, i
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                                 (5.16)           
Thus the handoff call dropping probability (HCDP), 
id
P  for a handoff class-i call in the 
group of co-located cells is given by: 
                            ∑
∈
=
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d sPP )(                                                              (5.17) 
The overall handoff call dropping probability, Pd, for all classes of calls is given by: 
                             ∑ ∑
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i
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5.5 Performance Evaluation 
In this section, the performance of the OJCAC scheme is evaluated with respect to NCBP 
and HCDP using the two-class three-RAT heterogeneous wireless network in Fig. 5-2. For 
comparison, an equal-sharing JCAC scheme (called EJCAC scheme), which equally shares 
the radio resources of each RAT among all class-i calls (∀ i∈dj) is also modeled and 
evaluated. The simulation is conducted using MATLAB.  The following system 
parameters are used: C1=20, T01=12, C2= 20, T02=12, C3=10, T03= 6, hh=0.5, b1 = 1, b2 =2, 
5.021 == nn µµ , n1λ = [1, 6], n2λ = n1λ . Fig. 5-4 shows the effect of varying the new call 
arrival rate on the NCBP (Pb1 and Pb2) of the OJCAC and EJCAC schemes. As shown in 
Fig. 5-4, Pb1 and Pb2 increase with arrival rate for both OJCAC and EJCAC schemes. 
However, Pb2 of the OJCAC scheme is lower than the corresponding Pb2 of the EJCAC 
scheme. In the extreme case, Pb2 of the OJCAC is about 30% of the Pb2 of EJCAC 
scheme. The OJCAC scheme is able to reduce Pb2 by determine the optimal ratio of each 
class-i calls that is admitted into each RAT-j ( ihj∈∀ ).  However, the reduction in Pb2 of 
the OJCAC scheme is at the expense of its Pb1. It can be seen that the Pb1 of the OJCAC 
scheme is a little higher than the corresponding Pb1 of the EJCAC scheme. 
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Figure 5-4.  Effect of varying the call arrival rate on new call blocking probability of class-
1 and class-2 calls (λ1=λ2). 
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Fig. 5-5 shows the overall NCBP (i.e. the Pb of class-1 and class-2 calls combined) for the 
OJCAC scheme and the EJCAC scheme. It can be seen that the Pb of both schemes 
increases with increase in arrival rate.  However, the Pb of the OJCAC scheme is less than 
the corresponding Pb of the EJCAC scheme. Thus, the OJCAC scheme reduces the overall 
NCBP in the heterogeneous wireless network. In the extreme case, Fig. 5-5 shows that for 
the OJCAC scheme, the overall NCBP is about 17% of the overall NCBP of the EJCAC 
scheme. 
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Figure 5-5.  Effect of varying the call arrival rate on overall new call blocking probability 
(λ1=λ2). 
Fig. 5-6 shows the effect of varying the new call arrival rate on the HCDP (Pd1 and Pd2) 
of the OJCAC and EJCAC schemes. As shown in Fig. 5-6, Pd1 and Pd2 increases with 
arrival rate for both OJCAC and EJCAC schemes. However, Pd2 of the OJCAC is lower 
than the corresponding Pd2 of the EJCAC scheme. In the extreme case, the Pd2 of the 
OJCAC scheme is about 10% of the Pd2 of EJCAC scheme. However, the reduction in 
Pd2 of the OJCAC scheme is at the expense of its Pd1. It can be seen that the Pd1 of the 
OJCAC scheme is a little higher than the corresponding Pd1 of the EJCAC scheme. 
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Figure 5-6.  Effect of varying the call arrival rate on handoff call droppi g probability of 
class-1 and class-2 calls (λ2=λ1). 
Fig. 5-7 shows the effect of varying the new call arrival rate on the overall HCDP (i.e. the 
Pd of class-1 and class-2 calls combined) of the OJCAC scheme and the EJCAC scheme. It 
can be seen that the Pd of both schemes increases with increase in arrival rate.  However, 
the Pd of the OJCAC scheme is less than the corresponding Pd of the EJCAC scheme. 
Thus the OJCAC scheme reduces the overall HCDP in the heterogeneous wireless 
network. In the extreme case, Fig. 5-7 shows that the OJCAC scheme reduces the overall 
HCDP of the calls to about 37% of the HCDP of the EJCAC scheme. 
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Figure 5-7.  Effect of varying the call arrival rate on overall handoff call dropping 
probability (λ2=λ1). 
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One of the objectives of the OJCAC scheme is to prioritize handoff calls over new calls. 
Fig. 5-8 compares the Pb1 and Pd1 of the OJCAC scheme. It can be seen that the Pb1 and 
Pd1 of the OJCAC scheme increases with increase in arrival rate. However, Pd1 of the 
OJCAC scheme is always less than the corresponding Pb1. This is because the OJCAC 
scheme prioritizes handoff calls over new calls by using for new calls, a lower call 
rejection threshold than that of handoff calls.  
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Figure 5-8.  Effect of varying the call arrival rate on the new call blocking probability and 
handoff call dropping probability of class-1 calls for the OJCAC scheme (λ2=λ1). 
In a similar way, Fig. 5-9 compares the Pb2 and Pd2 for the OJCAC scheme. It can be seen 
that the Pb2 and Pd2 of the OJCAC scheme increases with increase in arrival rate. 
However, Pd2 of the OJCAC scheme is always less than the corresponding Pb2. This is 
because the OJCAC scheme prioritizes handoff calls over new calls by using for new calls, 
a lower call rejection threshold than that of handoff calls. 
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Figure 5-9.  Effect of varying the call arrival rate on the new call blocking probability and 
handoff call dropping probability of class-2 calls for the OJCAC scheme (λ2=λ1). 
Fig. 5-10 shows the effect of varying the new call rejection threshold, T0 on Pb and Pd for 
the OJCAC scheme. As shown in Fig. 5-10, at low threshold values, the NCBP, Pb1 and 
Pb2 for the OJCAC schemes are high whereas the HCDP, Pd1 and Pd2 are low. As the 
threshold value, T0 increases, Pb1 and Pb2 decrease because new calls are given more 
access to the available bandwidth. On the other hand, Pd1 and Pd2 increase as a result of 
higher degree of sharing between new and handoff calls. However, Pb1 is always less than 
the corresponding Pb2 because class-1 calls require less bbu than class-2 calls. Thus it is 
possible to block a class-2 call due to unavailability of radio resources while it is still 
possible to admit a class-1 call. For the same reason, Pd1 is always less than the 
corresponding Pd2. 
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Figure 5-10.  Effect of varying the new call rejection threshold, T0 on the new call blocking 
probability and handoff call dropping probability of class-1 calls (λ2=λ1). 
 
In the following graphs, the effect of varying the ratio of n1λ  and n2λ  on the performance of 
the OJCAC scheme is investigated. The system parameters used are the same as those used 
in Fig. 5-4 to Fig. 5-10 except for the value of n2λ  which is double (i.e. n2λ =2 n1λ ). 
Fig. 5-11 shows the effect of varying the new call arrival rate on the NCBP (Pb1 and Pb2) 
of the OJCAC and EJCAC schemes. As shown in Fig. 5-11, Pb1 and Pb2 increases with 
arrival rate for both OJCAC and EJCAC schemes. The reduction in Pb2 of the OJCAC 
scheme is at the expense of its Pb1. It can be seen that the Pb1 of the OJCAC scheme is a 
little higher than the corresponding Pb1 of the EJCAC.  Fig 5-11 shows that with the 
variation in the ratio of λ1 and λ2, the OJCAC scheme still outperforms the EJCAC 
scheme. 
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Figure 5-11.  Effect of varying the call arrival rate on new call blocking probability of 
class-1 and class-2 calls (λ2=2λ1). 
Fig. 5.12 shows the effect of varying the new call arrival rate on the overall NCBP (i.e. the 
Pb of class-1 and class-2 calls combined) for the OJCAC scheme and the EJCAC scheme. 
It can be seen that the Pb of both schemes increases with increase in arrival rate.  However, 
the Pb of the OJCAC scheme is always less than the corresponding Pb of the EJCAC 
scheme. Fig 5.12 shows that even with the variation in the ratio of λ1 and λ2, the OJCAC 
scheme reduces the overall NCBP in the heterogeneous wireless network. 
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Figure 5-12.  Effect of varying the call arrival rate on overall new call blocking probability 
(λ2=2λ1). 
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Fig. 5-13 shows the effect of varying the new call arrival rate on the HCDP (Pd1 and Pd2) 
of the OJCAC and EJCAC schemes. As shown in Fig. 5-13, Pd1 and Pd2 increase with 
increase in arrival rate for both OJCAC and EJCAC schemes. However, Pd2 of the 
OJCAC scheme is lower than the corresponding Pd2 of the EJCAC scheme. However, the 
reduction in Pd2 of the OJCAC scheme is at the expense of its Pd1. It can be seen that the 
Pd1 of the OJCAC scheme is a little higher than the corresponding Pd1 of the EJCAC 
scheme. Fig 5-13 shows that with the variation in the ratio of λ1 and λ2, the OJCAC 
scheme still outperforms the EJCAC scheme. 
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Figure 5-13.  Effect of varying the call arrival rate on handoff call dropping probability of 
class-1 and class-2 calls (λ2=2λ1). 
Fig. 5-14 shows the effect of varying the new call arrival rate on the overall HCDP (i.e. the 
Pd of class-1 and class-2 calls combined) for the OJCAC scheme and the EJCAC scheme. 
It can be seen that the Pd of both schemes increases with increase in arrival rate.  However, 
the Pd of the OJCAC scheme is less than the corresponding Pd of the EJCAC. Thus the 
OJCAC reduces the overall HCDP in the heterogeneous wireless network despite the 
variation in the ratio of λ1 and λ2. 
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Figure 5-14.  Effect of varying the call arrival rate on overall handoff call dropping 
probability (λ2=2λ1). 
Fig. 5-15 compares the Pb1 and Pd1 for the OJCAC scheme when λ2=2λ1. It can be seen 
that the Pb1 and Pd1 of the OJCAC scheme increases with increase in arrival rate. 
However, Pd1 of the OJCAC scheme is less than the corresponding Pb1. This is because 
the OJCAC scheme prioritizes handoff calls over new calls by using for new calls, a lower 
call rejection threshold than that of handoff calls.  
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Figure 5-15.  Effect of varying the call arrival rate on the new call blocking probability 
and handoff call dropping probability of class-1 calls for the OJCAC scheme (λ2=2λ1). 
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In a similar way, Fig. 5-16 compares the Pb2 and Pd2 for the OJCAC scheme when 
λ2=2λ1. It can be seen that the Pb2 and Pd2 of the OJCAC scheme increases with increase 
in arrival rate. However, Pd2 of the OJCAC scheme is less than the corresponding Pb2. 
This is because the OJCAC scheme prioritizes handoff calls over new calls by using for 
new calls, a lower call rejection threshold that that of handoff calls. 
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Figure 5-16.  Effect of varying the call arrival rate on the new call blocking probability and 
handoff call dropping probability of class-2 calls for the OJCAC scheme (λ2=2λ1). 
Fig. 5-17 shows the effect of varying the new call rejection threshold, T0 on Pb and Pd for 
the OJCAC scheme when λ2=2λ1. As shown in Fig. 5-17, at low threshold values, the 
NCBP, Pb1 and Pb2 for the OJCAC schemes are high whereas the HCDP, Pd1 and Pd2 are 
low. As the threshold value, T0 increases, Pb1 and Pb2 decrease because new calls are 
given more access to the available bandwidth. On the other hand, Pd1 and Pd2 increase as 
a result of higher degree of sharing between new and handoff calls. However, Pb1 is 
always less than the corresponding Pb2 because class-1 calls require less bbu than class-2 
calls. For the same reason, Pd1 is less than the corresponding Pd2. 
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Figure 5-17.  Effect of varying the new call rejection threshold, T0 on the new call 
blocking probability and handoff call dropping probability of class-1 calls, (λ2=2λ1). 
5.6 Summary 
This chapter proposes an optimal JCAC scheme to reduce call blocking probability in 
heterogeneous wireless networks. Using Markov decision process, an analytical model is 
developed for the OJCAC scheme. New call blocking probability and handoff call 
dropping probability are then derived. Optimal RAT selection policy is obtained by using 
linear programming technique. Performance of the OJCAC scheme is compared with that 
of EJCAC scheme in the same heterogeneous wireless network. Results show that the 
OJCAC scheme improves connection-level QoS in the heterogeneous wireless network by 
reducing overall new call blocking probability and overall handoff call dropping 
probability. Moreover the OJCAC scheme prioritizes handoff calls over new calls by using 
a lower call rejection thresholds for new calls. 
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6 Dynamic Pricing for Load balancing in a 
Heterogeneous Wireless Network Using a Multiple-
Criteria JCAC Scheme 
6.1 Introduction 
This chapter addresses the problem of highly unbalanced traffic load in a heterogeneous 
wireless network using a multiple-criteria user-centric JCAC scheme. Unbalanced traffic 
load is caused by independent users’ preferences for specific RATs in the heterogeneous 
wireless network. Highly unbalanced load in heterogeneous wireless networks results in 
high call blocking/dropping probability and poor radio resource utilization. In this chapter, 
dynamic pricing is proposed to even out the unbalanced traffic load among available RATs 
in heterogeneous wireless networks where users’ preferences are considered in making 
RAT selection decisions. By dynamically adjusting the service price in each of the 
available RATs, the proposed JCAC scheme uniformly distributes traffic load, as much as 
possible, among available RATs.  Balancing of traffic load among the available RATs in 
heterogeneous wireless networks reduces overall call blocking/dropping probability and 
improves radio resource utilization. 
6.2 Users’ Preferences, Load Balancing, and Pricing 
This section discuses user’ preferences, load balancing, and pricing, as well as how they 
are interrelated in heterogeneous wireless networks.  
6.2.1 Users’ Preferences 
Next generation wireless network will be user-centric [80]. Therefore users’ preferences 
for a particular RAT will be considered in making call admission decisions. Users can set 
their preferences for a particular RAT on their mobile devices, and can even dynamically 
change their preferences with time. Some examples of factors that determine users’ 
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preference for a particular RAT are service price, date rate, battery power consumption, 
security level, etc. These factors are briefly described as follows. 
(1) Least service cost: Service cost varies from one access network to another. This 
variation in service cost can be attributed to differences in equipment cost and the cost of 
procuring spectrum license for different RATs.  As a result, a user may prefer to be 
connected through the cheapest available RAT so that the overall service cost will be 
reduced.  
(2) Maximum data rate: Different RATs offer different data rates for different types of 
calls.  Most multimedia applications are adaptive. For example voice can be encoded at 16 
kbps, 32 kbps, 64 kbps, and 128 kbps by choosing appropriate encoding mechanisms.   
Similarly, video applications can be made rate adaptive by using, for instance, a layered 
coding method. In layer coding method, the lowest layer (i.e., the base layer) contains the 
critical information for decoding the image sequence at its minimum visual quality. 
Additional layers provide increasing quality.  As an illustration, if one would watch a 30-
minute video-clip encoded at 256 kbps and 64kps respectively. At 256 kbps, one would see 
better pictures with better resolution than at 64 kbps. Therefore, a user of real-time service 
may prefer to be connected through the RAT with the highest data rate in order to enhance 
service quality. A user of non-real time service may prefer to be connected through the 
RAT with the highest data rate in order to reduce service-delivery time.  
(3) Least battery power consumption: One of the key challenges in wireless 
communication is efficient use of energy stored by the batteries of mobile terminals. 
Efficient power utilization in mobile terminals will avoid the need for frequent batteries 
recharge. Different RATs, for example, use different modulation and coding techniques, 
which impact on mobile terminals’ power consumption.  Therefore, a user may prefer to be 
connected through a RAT that will minimize its energy consumption.  Battery power 
consumption is usually specified using linguistic values such as very low, low, average, 
high, and very high.   
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
 105
(4) Highest network security: Different access technologies offer different levels of 
security. A user may prefer to be connected through the RAT with the highest security 
level. Security level is usually specified using linguistic values such as very low, low, 
average, high, and very high.  
From the foregoing discussion, it can be seen that users’ preferences for a particular RAT 
are determined by a number of factors (criteria). A major challenge in the design of 
multiple-criteria JCAC algorithms is how to combine many RAT selection criteria in 
making RAT selection decision for each arriving call.  Current approaches have 
incorporated fuzzy logic and MADM (Multiple Attribute Decision Making) technique [19, 
20, 21]. 
Chan et al [19] presented a segment selection algorithm based on the concept of fuzzy 
multiple objective decision making (MODM). Seven example criteria are used in the 
algorithm namely, signal strength, bandwidth, charging model, reliability, latency, battery 
status and the user’s preferred segment (priority). The purpose of the segment selection 
algorithm is to select the most suitable RAT for a particular service class based of the 
criteria mentioned above.  
Zhang [20] proposed an approach, which uses fuzzy MADM (multiple attribute decision 
making) technique. The fuzzy MADM method operates in two steps. The first step is to 
convert the imprecise fuzzy variable to crisp numbers. The second step is to use classical 
MADM technique to determine the ranking order of the candidate networks. The highest-
ranking RAT is then selected for the call. 
Wilson et al [21] proposed a decision strategy for making the optimal choice of wireless 
access networks. Fuzzy logic is used as the inference mechanism and a prototype is 
developed. The prototype uses two metrics from a candidate network, a metric from 
application requirements, and user defined criteria as input.   
The major problem with the above algorithms is that they can lead to highly-unbalanced 
load among different RATs because users act independently.  Thus most of the users may 
prefer to be connected through a particular RAT.  Moreover, no analytical model has been 
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developed to study connection-level QoS (new call blocking probability and handoff call 
blocking probability) in the user-centric JCAC algorithms discussed. 
6.2.2 Load Balancing 
Each RAT in the heterogeneous wireless network has a maximum load capacity. If some 
RATs are overloaded while some other RATs are underutilized, it results in poor 
utilization of radio resources. Balancing of traffic load among multiple RATs in 
heterogeneous wireless networks allows for a better utilization of the radio resources [13].   
Pillekeit et al [13] proposed a forced-based load balancing JCAC algorithm for co-located 
UMTS/GSM networks.  The algorithm is triggered only when the differential load between 
the two networks is above a certain threshold.  A scenario in which all UMTS and GSM 
cells are co-located and all mobile phones use circuit switched voice service is simulated. 
In GSM mode, the mobile terminals use a full rate codec with a data rate of 13 Kbps 
whereas in UMTS mode, they use a data rate of 12.2 Kbps (spreading factor of 128 is 
assumed). For comparison purposes, a scenario where there is no joint call admission 
control between the two RATs (i.e. there is independent CAC) is also simulated.  Results 
show that with the load balancing JCAC algorithm in place, a gain of 8.4% of the overall 
traffic capacity can be achieved compared to the sum of the traffic capacity of the two 
networks with independent JCAC algorithms.  
Gelabert et al [12] evaluated the performance of a load-balancing RAT selection algorithm 
for new calls in a heterogeneous wireless network which consists of a UTRAN and a 
GERAN.  Seven collocated omnidirectional cells are considered for GERAN and UTRAN.  
For comparison purposes, a service-based JCAC algorithm is also simulated. The service-
based JCAC algorithm allocates users according to the demanded service-type.  Results 
also show that the load-based JCAC algorithm has a higher total aggregated throughput 
than that of service-based JCAC algorithm.   
In the two load-balancing JCAC algorithms discussed above, users’ preferences are not 
considered in making RAT selection decisions. In NGWN, it is very necessary to consider 
users’ preferences in making RAT selection decision because NGWN will be user-centric.  
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Moreover, no analytical model is presented to investigate connection-level QoS in the 
previous JCAC algorithms. 
6.2.3 Pricing 
Pricing in communication networks has received a lot of attention in the literature. The 
evolution of pricing schemes for communication networks is driven by the deployment of 
new technologies and services [81]. In homogeneous wireless networks, it has been noted 
that network users act independently and sometimes “selfishly”, regardless of the 
prevailing network traffic conditions. Therefore, congestion has always been a problem in 
the network, especially during the peak period [82, 83].  
To avoid (or reduce) congestion, pricing has been used as a mechanism that give users 
incentives to behave in ways that improve the overall utilization and performance of the 
network.  Pricing mechanisms for wireless networks can be classified into static, dynamic, 
or auction-based schemes [84].  Static pricing is the simplest pricing policy, in which 
prices are fixed and independent of the state of the system [84]. In dynamic pricing, the 
network adapts prices as the traffic load changes [85]. Prices rise in accordance with 
demand, thereby deterring additional users from accessing the network or holding network 
resources for long periods, during congestion time.  In auction-based pricing schemes, 
users attach a bid to each packet indicating the willingness to pay for the delivery of the 
packet, and the network serves packets in descending order of their bids [86]. 
Among these three classifications of pricing schemes, dynamic pricing is the most 
powerful and flexible mechanism [84].  In homogeneous wireless networks, dynamic 
pricing has been used to achieve a socially optimal bandwidth allocation [87], maximize 
revenue [88], obtain an incentive-compatible class allocation [89], and achieve efficient 
power control [90]. 
Hou et al. [91] investigated the integration of dynamic pricing scheme with call admission 
control in order to efficiently and effectively control the use of radio resources in 
homogeneous cellular networks. Their results show an improvement in resource 
utilization.  Sarayadar et al. [92] incorporated a pricing mechanism into the power control 
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of homogeneous wireless data networks in order to improve users’ utility. Vietrbo et al 
[93] proposed dynamic pricing strategies for connection-oriented services in homogeneous 
wireless systems. Results show 25% improvement in the network revenue with respect to 
the static (flat-rate) policy, and the blocking probability is halved.  However, all the pricing 
schemes mentioned above are designed for congestion control in homogeneous wireless 
networks.  
This work proposes the use of dynamic pricing to balance traffic load among available 
RATs in heterogeneous wireless networks where a user-centric JCAC scheme is employed.  
For any call arrival rate, the proposed JCAC scheme evenly distribute traffic load, as much 
as possible, among the available RATs in heterogeneous wireless networks. The objectives 
of the proposed scheme are to enhance connection-level QoS and improve overall radio 
resource utilization. 
6.3 System Model 
This study considers a heterogeneous wireless network, which consists of J number of 
RATs with co-located cells, similar to [12, 13, 16]. Wireless networks such as GSM, 
GPRS, UMTS, EV-DO, etc., can have the same and fully overlapped coverage, which is 
technically feasible, and may also save installation cost [66].  Fig. 6-1 illustrates a two-
RAT heterogeneous wireless network.    
 
RAT 1
RAT 2
A group of 
co-located 
cells
1a 1b
1c
2a
2b
2c
MT
 
Figure 6-1.  A two-RAT heterogeneous wireless network. 
Radio resources are jointly managed in the heterogeneous network and each cell in RAT-j 
(j =1,…,J) has a total of Bj basic bandwidth units (bbu). The physical meaning of a unit of 
radio resources (such as time slots, code sequence, etc.) is dependent on the specific 
technological implementation of the radio interface [67]. However, no matter which 
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multiple access technology (FDMA, TDMA, CDMA, or OFDM) is used, system capacity 
can be interpreted in terms of effective or equivalent bandwidth [68-70]. Therefore, the 
bandwidth of a call represents the number of bbu that is adequate for guaranteeing the 
desired QoS for the call, which is similar to the approach used for homogeneous networks 
in [70-72].  Generally, it is assumed that packet-level QoS is stochastically assured by 
allocating at least the minimum effective bandwidth required to guarantee a given 
maximum probability on packet drop, delay, and jitter [73].   
The approach used in this research is based on decomposing a heterogeneous wireless 
network into groups of co-located cells. As shown in Fig. 6-1, cell 1a and cell 2a form a 
group of co-located cells. Similarly, cell 1b and cell 2b form another group of co-located 
cells, and so on. Based on the following assumption commonly made in homogeneous 
cellular networks, it is assumed that the types and amount of traffic are statistically the 
same in all cells of each RATs [70, 71, 74, 75, 76, 77]. Therefore, the types and amount of 
traffic are statistically the same in all groups of co-located cells. 
A newly arriving call will be admitted into one of the cells in the group of co-located cells 
where the call is located. When a mobile subscriber using a multimode terminal and having 
an ongoing call is moving from one group of co-located cells to another group of co-
located cells, the ongoing call must be handed over to one of the cells in the new group of 
co-located cells.  For example (Fig. 6-1), an ongoing call can be handed over from cell 2a 
to cell 2b or from cell 2a to cell 1b. Note that the handover consists of both horizontal and 
vertical handovers.  
The correlation between the groups of co-located cells results from handoff connections 
between the cells of corresponding groups. Under this formulation, each group of co-
located cells can be modelled and analyzed individually. Therefore, the research focuses 
on a single group of co-located cells. 
The heterogeneous network supports K classes of calls. Each class is characterized by 
minimum and maximum bandwidth requirements, arrival distribution, and channel holding 
time. Each class-i call requires a discrete bandwidth value, bi, w, where bi, w    belongs to the 
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set Li = {bi,  w} for i =1, 2,…,K and w =1, 2, …,Wi.  Wi is the number of different bandwidth 
values that a class-i call can be allocated. bi,1 (also denoted as bi, min) and bi,Wi (also denoted 
as bi, max) are respectively, the minimum and maximum bandwidth that can be allocated to a 
class-i call. Note that bi, w < bi, (w+1) for i =1, 2,…,K and w =1, 2, …,(Wi -1). 
The proposed JCAC scheme always allocates the highest data rate available for new or 
handoff class-i call in the RAT in which the call is admitted. For example, in a two-RAT 
heterogeneous wireless network, if class-1 calls can be admitted at the following two 
different bandwidth levels: 32 Kbps and 64 Kbps. Assuming that the highest data rate for 
class-1 calls supported by RAT-1 is 32 Kbps whereas the highest data rates for class-1 
calls supported by RAT-2 is 64 Kbps. If a class-1 call is admitted into RAT-1, it will be 
allocated 32 Kbps whereas if the call is admitted into RAT-2, it will be allocated 64 Kbps.  
Following the general assumption in cellular networks, new and handoff class-i calls arrive 
in the group of co-located cells according to Poisson process with rate niλ and hiλ  
respectively.  The call holding time (CHT) of a class-i call is assumed to follow an 
exponential distribution with mean 1/µi [74, 75]. 
To characterize mobility, the cell residence time (CRT), i.e., the amount of time during 
which a mobile terminal stays in a cell (same as the time it stays in a group of co-located 
cells) during a single visit, is assumed to follow an exponential distribution with mean 1/h, 
where the parameter h represents the call handoff rate. It is assumed that the CRT is 
independent of the service class.  
The channel holding time is the minimum of the CHT and the CRT. Because minimum of 
two exponentially distributed random variables is also exponentially distributed [78], the 
channel holding time for new class-i calls, and for handoff class-i call, is assumed to be 
exponentially distributed with means niµ/1 and hiµ/1  respectively.  
Note that this set of assumptions has been widely used for homogeneous cellular networks 
in the literature, and is found to be generally applicable in the environment where the 
number of mobile users is larger than the number of channels [78]. 
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6.4 Proposed Scheme 
In this section, the proposed JCAC scheme, which consists of the following four 
components, is discussed. The components are joint call admission controller, call 
admission rate measurement unit, price-update unit, and bandwidth reservation unit. The 
components are connected as shown in Fig. 6-2, are described in the following.  
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Figure 6-2.  Proposed JCAC scheme. 
 
6.4.1 Joint Call Admission Controller 
The joint call admission controller implements the JCAC algorithm. The basic function of 
the JCAC algorithm is to make call admission and RAT selection decisions. During call 
setup, a multi-mode mobile terminal requesting a service sends a request to the joint call 
admission controller which implements the JCAC algorithm. The service request contains 
the call type (new or handoff), service class, minimum and maximum bandwidth required, 
and weights assigned by the user to each of the RAT selection criterion. The weight is used 
in determining the user’s preference for a particular RAT. Based on the service request 
information, the JCAC algorithm decides which of the available RATs is most suitable for 
the incoming call and then notifies the mobile terminal of its decision.  For an incoming 
new call, the response will either be “call accepted into RAT-j (RAT-j ∈H)” or “call 
blocked” where H is the set of available RATs.  For an incoming handoff call, the response 
will either be “call accepted into RAT-j (RAT-j ∈ H)” or “call dropped”. Fig. 6-3 
illustrates the call request/ response procedure. 
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Figure 6-3.  Call request/response procedure. 
 
Fig. 6-4 shows the assignment of weight to each of the RAT selection criteria by a user. As 
shown in Fig. 6-4, for each class of calls (e.g., voice call, video call, etc.) each user will 
assign weights to the RAT selection criteria. This assignment of weights for a particular 
class of calls is done once and it will always be used in selecting a RAT for that class of 
calls for the user. However, users can make changes to the weights previously assigned to 
the selection criteria. The weight represents the relative importance of each RAT selection 
criterion to each user. 
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Figure 6-4.  Assignment of weight to each of the RAT selection criteria. 
 
6.4.1.1 Fuzzy MADM Technique 
The JCAC algorithm uses fuzzy MADM technique to select the most appropriate RAT for 
each user.  Generally, fuzzy MADM technique consists of two stages [20, 94]. In the first 
stage, fuzzy data are converted into real data. In the second stage, classical MADM is used 
to determine the ranking order of the available RATs.  
Some of the selection criteria used in determining a user’s preference for a particular RAT 
(e.g., data rate) are specified using real numbers whereas other criteria (e.g., security level) 
are specified using linguistic values such as very high,  high, medium, low, very low. The 
linguistic terms are first converted to fuzzy numbers using a conversion scale.  Then the 
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result fuzzy numbers are converted to crisp numbers. For instance, if five linguistic terms 
are used to represent the possible user preference: very low, low, medium, high and very 
high, these linguistic terms are first converted to fuzzy numbers using the conversion scale 
shown in Fig. 6-5, where both the performance score x and membership function are in the 
range from 0 to 1. A fuzzy scoring method is used to convert each fuzzy number to a 
corresponding crisp value. For example, the five fuzzy numbers shown in Fig. 6-5 are 
converted to 0.091, 0.283, 0.5, 0.717, and 0.909 respectively [20, 94]. Chen et al have 
proposed eight different conversion scales with different number of linguistic terms [94].  
0 1
0
0.1
0.2
0.9
µ (x)
x
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0.4
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1
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
very highhighmediumlowvery low
 
Figure 6-5.  Linguistic terms to fuzzy number conversion scale. 
In MADM problems, decision makers often need to select or rank alternatives that are 
associated with non-commensurate and conflicting attributes.  The decision makers' 
preference information is often used to rank alternatives or select the most desirable one. 
There are many classical MADM methods such as SAW (Simple Additive Weighting), 
TOPSIS (Technique for Order Preference by Similarity to Ideal Solution), AHP 
(Analytical Hierarchical Process), etc.  The SAW method is the most widely used method 
[95]. Therefore, the SAW method is used in this research.  
The JCAC MADM problem involves a set of J alternative RAT-j (j=1,2,..,J). These 
alternative RATs are to be evaluated for each arriving call with respect to a set of N- 
criteria (or attributes), which are independent of each other.  A decision matrix, D for J 
alternative RATs and N criteria is given as: 
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where njc , represents the performance rating of RAT-j (j=1,2,..,J) on criterion-n 
(n=1,2,..,N).  
The SAW method requires the normalization of the decision matrix D. Usually, there are 
benefit criteria and cost criteria in MADM problems [96, 95], and the ‘dimension’ of the 
criteria may be different. In order to measure all criteria in dimensionless units and to 
facilitate their comparison, normalization is necessary. There are different ways of 
normalizing the values of the criteria. In this work, each normalized value bj,n of the 
normalized decision matrix ( D ) is calculated as follows [95].   
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where bj,n is the normalized performance rating of RAT-j on criterion-n,  
NnJj LL ,2,1;,,2,1 == . 
Each user would give his/her preference information for a particular RAT for each class of 
calls.  This preference information is specified in terms of weight attached to each network 
criterion by the user.  The weighing vector, icW  represents the relative importance of the 
criteria to user-c of class-i call, and it is given as: 
                           )( 21 Nic wwwW L=          (6-3) 
The normalized weighing vector, icW  is obtained as follows:  
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The weight shows the relative importance of each criterion to users. This research uses a 
10-point scale {0,1,2,3,4,5,6,7,8,9} for weight assignments. For example, if a criterion C1 
has weight 1 and criterion C2 has weight 5, then C2 is considered to be five times more 
important to the user than C1. If a criterion is assigned weight 0 by a user, the criterion is 
not important to the user, and therefore will have no effect in making RAT selection 
decision for the user.  
The normalized decision matrix ( D ) and the normalized weighing vector ( icW ) are used to 
rank the alternatives RATs for each arriving class-i call.  Using SAW, the preference rating 
( c jiv , ) of user –c of class-i calls for RAT-j is obtained by:  
                         JjforbwV nj
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=
     (6.5) 
Selection of the most appropriate RAT for each arriving call can be based on strict 
preference or flexible preference. In strict preference, the JCAC algorithm selects the 
highest ranking RAT for the incoming class-i call. If the highest ranking RAT cannot 
accommodate the call due to unavailability of radio resources, the call is blocked.  
In flexible preference, the call is admitted into the highest ranking RAT which has enough 
radio resources to accommodate it. This implies that if the highest ranking RAT cannot 
accommodate the call due to unavailability of radio resources, the call is admitted into the 
next highest ranking RAT, and so on. The call is only blocked if none of the available 
RATs has enough bbu to accommodate the call.   
6.4.1.2 Illustration of a User-Centric JCAC Algorithm 
The fuzzy MADM procedure is illustrated in the following example using single-class 
real-time calls, a three-RAT heterogeneous wireless network, and four RAT-selection 
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criteria. The criteria are service price (C1), data rate (C2), security (C3), power consumption 
(C4).  The three RATs are assumed to have equal capacity.  The objective of the JCAC 
algorithm is to select the most appropriate RAT for each call based on individual user’s 
preferences. Class-1 calls arrive according to Poisson process, and the weighing vector 1cW  
is randomly generated for each user-c of class-1 call.  A simulation of 1000 calls is carried 
out. Table 6-1 shows the RAT selection criteria for incoming calls. As shown in Table 8, 
price and battery power consumption are cost criteria whereas data rate and security are 
benefit criteria. Each RAT can support the incoming calls at different data rate. Calls 
admitted into RAT-1, RAT-2, and RAT-3 are allocated 32 Kbps (1 bbu), 64 Kbps (2 bbu), 
and 128 Kbps (4 bbu) respectively.  For the real-time calls, service price is given in cents 
per bbu per minute. 
 
Table 6-1.  RAT selection criteria for incoming calls. 
Crieteria RATs 
Initial 
Price 
Data 
rate 
(Kbps) 
security Battery power 
consumption 
RAT-1 0.5 32 medium low 
RAT-2 0.5 64 very 
high 
high 
RAT-3 0.5 128 high medium 
 
From Table 6-1, the decision matrix D is obtained as: 
                      
4321 CCCC            
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
−
−
−
=
mediumhigh
highhighvery
lowmedium
RAT
RAT
RAT
D
1285.0
645.0
325.0
3
2
1
 
The linguistic terms used in the decision matrix (D) are converted to crisp numbers using 
the conversion scale shown Fig. 6-5 [20, 94].  The following is the resulting matrix after 
converting the linguistic terms into crisp values. 
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         4321 CCCC         
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⎥
⎦
⎤
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⎢
⎣
⎡
−
−
−
=
500.0717.01285.0
717.0910.0645.0
283.0500.0325.0
3
2
1
RAT
RAT
RAT
D   
The following is the normalized decision matrix using (6.2).                                                       
                 4321 CCCC                        
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
−
−
−
=
566.0788.0000.1000.1
395.0000.1500.0000.1
000.1549.0250.0000.1
3
2
1
RAT
RAT
RAT
D  
Given that the weighing vector assigned to the first call by user-1 is: 
                 )1395(11 =W  
The following is the normalized weighing vector using (6.4): 
                 )0556.01667.05000.00.2778(11 =W  
Using (6.5), the ranking values, 1,1 jv  of RAT-1, RAT-2, and RAT-3 are obtained 
respectively as 0.5499, 0.7164, and 0.9405. Applying strict user’s preference for RAT 
selection, RAT-3 is selected for the incoming class-1 call because 1 3,1v  > 
1
2,1v  >
1
1,1v . 
For 1000 class-1 calls with randomly generated weighing vectors, Fig. 6-6 shows the 
proportion of calls that are admitted into RAT-1, RAT-2 and RAT-3. This proportion also 
indicates the mean admission rate of the calls into each of the available RATs.   
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Figure 6-6.  Proportion of calls admitted into each RAT. 
 
Due to uneven distribution of the traffic load among the available RATs (Fig. 6-6), if a 
strict preference is used for RAT selection, the overall call blocking/dropping probability 
in the heterogeneous network will be high resulting in poor connection-level QoS. The 
reason is because RAT-3 will soon be fully loaded, and many calls for which RAT-3 has 
been selected will subsequently be blocked. On the other hand, if flexible preference is 
used, it will result in low users’ satisfaction because many calls will not be admitted into 
the RAT which has the highest ranking value ( c jiv , ) with respect to their individual 
weighing vectors.  It means then that users are forced to have their calls admitted into a 
RAT other than the one they mostly prefer, which contradicts the primary objective of 
user-centricity.  
These are the major drawbacks of user-centric JCAC algorithms. These drawbacks can be 
overcome by giving users incentives to act in such a way that the traffic load in the 
heterogeneous wireless network is evenly distributed among the available RATs.  The 
initial service price in each RAT is replaced with new prices shown in Table 6-2.  Fig. 6-7 
shows the proportion of calls admitted into each RAT using the initial and new prices.                                  
Table 6-2.  Initial and new prices used in the decision matrix. 
RATs Initial price New price 1 New price 2 New price 3 
RAT-1 0.5 0.4 0.4 0.4 
RAT-2 0.5 0.5 0.4 0.4 
RAT-3 0.5 0.6 0.7 0.8 
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Figure 6-7.  Proportion of calls admitted into each RAT. 
 
From Fig. 6-7, it is observed that as the service price in each RAT varies, the proportion of 
calls admitted into each RAT varies.  Fig 6-7 illustrates how pricing policy in a 
heterogeneous wireless network can influence user behavior, with respect to the ratio of 
calls admitted into each RAT.  This variation of service price with respect to call 
admission rate in each RAT is the basic principle of the JCAC scheme proposed in this 
chapter. Fig 6-8 shows the proposed RAT selection method based on fuzzy MADM 
technique, where service price is necessarily one of the RAT selection criteria, and 
njc , represents the rating of criterion-n (Cn) in RAT-j.  
 Fuzzy MADM 
RAT 1
c1,1 (price)
c1, 2
c1,N
User’s 
preference
W1
W2
WN
C1
(price)
C2
CN
RAT 2
c2, 1 (price)
c2, 2
c2,N
RAT J
cJ,1 (price)
cJ,2
cJ,N
 
Figure 6-8.  Proposed Fuzzy MADM-based RAT selection method. 
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As shown in Fig. 6-8, the service price is dynamically adjusted with respect to call 
admission rate in each RAT in order to balance the traffic load among available RATs in 
the heterogeneous wireless network. 
6.4.2 Call Admission Rate Measurement Unit 
The call admission rate measurement unit (CARMU) measures the arrival rates of different 
classes of calls in each RAT as shown in Fig. 6-2. This measurement is done periodically. 
The CARMU also measures the residual capacity (bbu) available for each class of calls in 
each RAT.   The measured values of call arrival rates and residual bbu are used by the 
price update unit to calculate the new price that will be used during the next period of time.  
6.4.3 Price Update Unit 
The price update unit (PUU) periodically adjusts the service price in each RAT in the 
heterogeneous network. From the CARMU, the PUU obtains information about the 
residual capacity available for each class of call, and the mean call admission rate in each 
of the RATs.  Based on the residual capacity available for class-i calls in RAT-j, the PUU 
determines the ideal admission rate into each RAT that is required for load balancing.  It 
then finds the difference between the ideal admission rate and the measured admission rate 
in each RAT.  The difference between the ideal admission rate and the measured admission 
rate is used to determine th  new price for each class-i calls in RAT-j during the next 
period, T.  Note that once a call is admitted into a RAT at a particular service price, the 
price will be used during the entire call residence time. 
Fig. 6-9 shows the price update process.  The time between two consecutive price updates 
is referred to as the Fixed Price Period (FPP).  All calls admitted into a particular RAT-j 
during the FPP will be charged using the same service price.  The FPP is chosen to be 
relatively long compared to a typical call holding time. The price update takes place at the 
end of each FPP as shown in Fig. 6-9.  
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Figure 6-9.  Price update process. 
 
For new class-i calls, let n jix ,  denote the residual bbu available in RAT-j, αi,j denotes the 
fraction of the residual bbu available in RAT-j over the summation of the residual bbu 
available in all RATs, jir , denotes the price per unit bbu per unit time in RAT-j, 
n
ji,λ  
denotes the measured call admission rate in RAT-j,  and n
ji,λ  denotes the calculated ideal 
admission rate in RAT-j. For handoff class-i calls, the corresponding values are yi,j, βi,j,  
jir , , h ji,λ , and hji,λ .  Then: 
 
                           ji
x
x
J
j
n
ji
n
ji
ji ,
1
,
,
, ∀= ∑
=
α                                             (6.6) 
                               i
J
j
ji ∀=∑
=
1
1
,α                                                               (6.7) 
Similarly,    ji
y
y
J
j
h
ji
h
ji
ji ,
1
,
,
, ∀= ∑
=
β                                                     (6.8) 
                              i
J
j
ji ∀=∑
=
1
1
,β                                                         (6.9)    
 
When a new or handoff call arrives into a group of co-located cells, the JCAC algorithm 
selects the most suited RAT for the call. The action of selecting a RAT for each arriving 
new or handoff call in the group of co-located cells leads to splitting of the arrival process. 
Fig. 6-10 illustrates the splitting of the arrival among J number of RATs in the group of 
co-located cells. Note that the arrival rates of a split poison process are also Poisson [79]. 
Admitted call
PU   Price Update
FPP  Fixed Price Period
Legend:
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Figure 6-10.  Splitting of the arrival process. 
   
For uniform load distribution during any period, T, the ideal arrival rates for new and 
handoff class-i calls in RAT-j are obtained as follows: 
          ji
b ji
n
ijin
ji ,
.
,
,
, ∀=
λαλ                                                (6.10) 
        ji
b ji
h
jijih
ji ,.
.
,
,,
, ∀= λβλ                                        (6.11) 
where jib , is the bbu allocated class-i calls in RAT-j and iλ  is the arrival rate of class-i calls 
into the group of co-located cells.  Note that the JCAC algorithm always allocate for each 
admitted class-i call, the maximum bbu available for class-i calls in the RAT where it is 
admitted.  The difference between the ideal mean admission rate and the measured mean 
admission rate is obtained as follows:   
                    )()( ,,, jijiji λλλ −=∂                                                                    (6.12) 
where )( ,,, h jin jiji λλλ += and )( ,,, hjinjiji λλλ +=  
Two price-update functions are considered for the proposed JCAC scheme. They are linear 
and exponential price-update functions.  In the linear price update function, new price is 
calculated from the old price as follows: 
    ij
i
oldj
i
newj δϕϕϕ += ,,                                                            (6.13) 
In exponential price-update function, new price is calculated from the old price as follows: 
             
i
jei oldj
i
newj
δϕϕϕ ,, =                                                                  (6.14) 
             ij
i
oldj
i
newj
i
j max,,,min, , δϕϕϕϕ ≤≤  
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where i newj ,ϕ  is the new price per bbu per unit time for class-i calls in RAT-j,  i oldj ,ϕ  is the 
current price per bbu per unit time for class-i calls in RAT-j, and i
jδϕ  is the change in price 
per bbu per unit time in RAT-j. ij min,ϕ and ij max,ϕ are respectively, the minimum and 
maximum price per bbu per unit time in RAT-j.  The change in price ( ijδϕ ) is calculated 
using (10) as follows: 
                        
⎟⎟⎠
⎞
⎜⎜⎝
⎛ −=
ji
jijii
j z
,
,,
λ
λλδϕ                                                     (6.15) 
where z is a positive scalar step size. There are several different types of step size rules that 
can be used.  Examples are as constant step size, diminishing step size, increasing step 
size. Step size can also be dynamically chosen based on the value of n ji
n
ji ,, λλ − . For 
simplicity, a constant step size, which has been used for homogeneous wireless network in 
[97], is used in this research. Note that the value of ijδϕ is positive if jiji ,, λλ >  and 
negative if jiji ,, λλ < . 
In equation 6.14, the operator(s) determine the minimum and maximum service prices in 
each RAT. This flexibility ensures that the profit of the operator(s) does not fall bellow the 
expected amount. 
6.4.4 Bandwidth Reservation Unit 
In order to maintain lower handoff dropping probability, the proposed scheme reserves 
certain bandwidth exclusively for handoff calls in all the cells of each group of co-located 
cells. Fig. 6-11 shows the bandwidth reservation policy for the heterogeneous network.  
 
RAT 1 RAT 2 Access 
networks
Available 
bandwidth
t11
t12
B2=t22
B1=t21
RAT J
t1J
B1=t2J
 
Figure 6-11.  Bandwidth reservation policy. 
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The policy reserves bandwidth for aggregate handoff calls, thus giving them priority over 
new calls such that: 
                                    jBtt jjj ∀=≤ ,2,1                                                      (6.16) 
where t1,j denotes the threshold for rejecting new calls in RAT-j, and t2,j denotes the 
threshold for rejecting handoff calls in RAT-j. Bj denotes the total number of bbu available 
in RAT-j.  
6.5 Markov Model 
The JCAC policy described in section IV can be modeled as a multi-dimensional Markov 
chain. The state space of the group of co-located cells can be represented by a (2*K*J)-
dimensional vector given as:  
            ),,1,,,1:,( ,, Jjkinm jiji LL ===Ω                                                                (6.17) 
The non-negative integer mi,j denotes the number of ongoing new class-i calls in RAT-j, 
and the non-negative integer ni,j denotes the number of ongoing handoff class-i calls in 
RAT-j. Let S denote the state space of all admissible states of the group of co-located cells 
as it evolves over time.  An admissible state s is a combination of the numbers of users in 
each class that can be supported simultaneously in the group of co-located cells while 
maintaining adequate QoS and meeting resource constraints.   
The state S  of all admiss ble states in the group of co-located cells is given as: 
        
∑ ∑
∑
= =
=
∀≤+
∧∀≤
===Ω
k
i
k
i
jjijijiji
K
i
n
jjiji
jiji
jBbnbm
jtbm
JjkinmS
1 1
,,,,
1
,1,,
,,
}.
.
:),,1,,,1:,({= LL
          (6.18) 
where jib ,  is the bandwidth allocated to class-i calls in RAT-j.  The constraints simply 
state that during any period, T, the sum of the bandwidth units of all admitted class-i calls 
in each RAT-j cannot be more than the total bandwidth units available for that class of 
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calls. Given that the system is in the current state, s, for the JCAC scheme, the state 
transition could be triggered by any of the following events: 
1) Admission of a new class-i call into RAT-j with the successor state 11
+s and transition 
rat ),( 11
+ssq . It follows that  
                ),(,),( 11,11 Sssssq n ji ∈= ++ λ                                        (6.19) 
2) Admission of a handoff class-i call into RAT-j with the successor state 12
+s and 
transition rate ),( 12
+ssq .  It follows that 
    ),(,),( 12,12 Sssssq h ji ∈= ++ λ                                                     (6.20) 
3) Departure of a new class-i call from RAT-j with the successor state 11
−s and transition 
rate ),( 11
−ssq .  It follows that          
      ),(,),( 11,11 Sssmssq niji ∈= −− µ                              (6.21) 
4) Departure of a handoff class-i call from RAT-j with the successor state 12
−s and 
transition rate ),( 12
−ssq .  It follows that   
    ),(,),( 12,12 Sssnssq hiji ∈= −− µ         (6.22) 
where 12121111 ,,,, −+−+ sandssss are the following matrices. 
    
  (6.23) 
 
Joint call admission decisions are taken in the arrival epoch.  Every time a new or handoff 
class-i call arrives in the group of co-located cells, the JCAC algorithm decides whether or 
not to admit the call, and in which RAT to admit it.  Note that call admission decision is 
made only at the arrival of a call, and no call admission decision is made in the group of 
co-located cells when a call departs. When the system is in state s, an accept/reject 
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decision must be made for each type of possible arrival, i.e., an arrival of a new class-i call, 
or the arrival of a handoff class-i call in the group of co-located cells. The following are 
the possible JCAC decisions in the arrival epoch.  
1) Reject the class-i call (new or handoff) in the group of collocated cells, in which case 
the state s does not evolve. 
2) Admit the class-i call into RAT-j in which case the state s evolves.  
Thus, the call admission action space A can be expressed as follows:  
       
},,1),...,),1(,,,1,0(,
:),,,,,({ 11
kiJjjaa
aaaaaA
h
i
n
i
h
k
hn
k
n
LL
LL
=+∈
==              (6.24) 
where ain  denotes the action taken on arrival of a new class-i call within the group of co-
located cells, and aih denotes the action taken on arrival of a handoff class-i call from an 
adjacent group of co-located cells. ain (or aih)= 0 means reject the new class-i (or handoff 
class-i) call.  ain (or aih) = 1 means accept the new class-i  (or handoff class-i) call into 
RAT-1.  ain (or aih) = j means accept the new class-i (or handoff class-i) call into RAT-j. 
 
Based on its Markovian property, the proposed J AC scheme can be model as a (2*K*J)-
dimensional Markov chain. During period T, Let 
jinew ,
ρ and 
jihan ,
ρ denote the load 
generated by new class-i calls and handoff class-i calls, respectively, in RAT-j.  Then,  
              jin
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              jih
i
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,,
,
∀= µ
λρ                                  (6.26) 
From the steady state solution of the Markov model, performance measures of interest can 
be determined by summing up appropriate state probabilities.  Let P(s) denote the steady 
state probability that the group of collocated cells is in state s (s∈S).  From the detailed 
balance equation, P(s) is obtained as: 
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where G is a normalization constant given by:  
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6.5.1 New Call Blocking Probability 
Using strict preference for RAT selection, a new class-i call is blocked in the group of co-
located cells if the highest ranked (selected) RAT-j does not have enough bbu to 
accommodate the new call.  Let SS jbi ⊂  denote the set of states in which a new class-i 
call is blocked in RAT-j. It follows that: 
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Thus the new call blocking probability (NCBP), jbiP , for a class-i call in RAT-j is given by: 
           ∑
∈
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i
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j
b sPP )(                                           (6.30) 
During period, T, the overall new class-i call blocking probability in the group of co-
located cells is given as: 
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6.5.2 Handoff Call Dropping Probability 
A handoff class-i call is dropped in the group of co-located cells if the highest-ranked 
(selected) RAT-j does not have enough bbu to accommodate the handoff call. Let SS jdi ⊂  
denote the set of states in which a handoff class-i call is dropped in RAT-j in the group of 
co-located cells. It follows that: 
              }))(:{
1
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k
i
jijijiji
j
d BbnmbSsS i >++∈= ∑=              (6.32) 
Thus the handoff call dropping probability (HCDP) for a class-i call,
id
P , in the group of 
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co-located cells is given by: 
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During period T, the overall handoff class-i call blocking probability is given as: 
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6.5.3 Percentage Utilization of Each RAT 
During period T, the average utilization of each RAT-j in the group of co-located cells can 
be obtained by summing up for all the admissible state s ( Ss ∈ ) in the group of co-
located cells, the product of the system utilization in RAT-j in a particular state s ( Ss ∈ ) 
and the probability P (s) of the system being in that state. The average utilization of RAT-j, 
jU  in the group of co-located cells can be derived as follows: 
                    jnmbsPU
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        (6.35)   
Percentage utilization of each RAT in the heterogeneous wireless network is obtained as: 
                      j
U
UU J
j
j
j
j ∀×=
∑
=
%100
1
                   (6.36) 
6.6 Performance Evaluation 
In this section, the performance of the proposed user-centric JCAC scheme is evaluated 
through simulation, and compared with the performance of a JCAC scheme that does not 
incorporate dynamic pricing such as previously proposed in [20]. The performance of the 
proposed scheme is evaluated using a three-RAT heterogeneous wireless network with 
subscribers having a single class real-time calls that can be admitted with three different 
bandwidth levels. The calls are allocated 1bu (16 Kbps), 2 bu (32 Kbps), and 4 bu (64 
Kbps) when admitted into RAT-1, RAT-2, and RAT-3 respectively. Note that for adaptive 
real-time services, higher data rate enhances the resolution and the quality of the received 
service. Four RAT selection criteria are considered as shown in Table 6-3. The price 
update module sets the initial service price in each RAT to 0.5 cent per bbu per minute. 
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The prices are periodically updated by the JCAC scheme. For each arriving call, weights 
are randomly assigned to the RAT selection criteria. Note that the weights indicate the 
user’s preference for a RAT. The arrival rate of handoff class-i calls in the group of co-
located cells is assumed to be proportional to the arrival rate of new class-i calls by: 
n
ii
h
i h λµλ )(= where h is the handoff rate. 
 
Table 6-3.  RAT selection criteria. 
Criteria 
 
 
Initial Price (C1) 
 
Data rate (C2) Security (C3) Battery power 
consumption (C4) 
RAT-1 0.5 1(i.e. 16 Kbps) medium lo  
RAT-2 0.5 2(i.e. 32 Kbps) very high high 
RAT-3 0.5 4(i.e. 64 Kbps) high medium 
 
Other parameters used in the simulations are, z= {0.1, 0.2, 0.3}, }3,1{=nλ , t1,1= 
t1,2=t1,3=10. B1= B2=B3=20, µ1=0.5, h=0.5. From Table 6-3, the decision matrix D is 
obtained as: 
            4321 CCCC  
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The linguistic terms used in the decision matrix, D, are converted to crisp numbers using 
the conversion scale shown Fig. 6-5 [20, 94].  The following is the resulting matrix after 
converting the linguistic terms into crisp values. 
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 The following matrix D  is the normalized decision matrix using (6.2).    
                             4321 CCCC   
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
−
−
−
=
566.0788.0000.1000.1
395.0000.1500.0000.1
000.1549.0250.0000.1
3
2
1
RAT
RAT
RAT
D  
Based on the normalized weighing vector ( 1cW ) for each incoming call and the normalized 
decision matrix D , the JCAC scheme determines the most suitable RAT for each incoming 
call using (6.5).  
The research considers three user scenarios namely: (1) general user scenario, (2) high-
price-sensitive user scenario, and (3) low-price-sensitive user scenario.  
6.6.1 General User Scenario 
In general-user scenario, weights assigned by users to each of the RAT selection criterion 
are randomly chosen from 0 to 9. Fig, 6-12 shows the performance of the proposed JCAC 
scheme with respect to call blocking/dropping probability. 
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Figure 6-12.  Call blocking/dropping probability versus price update time ( 1=nλ , z=0.1). 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
 131
 
As shown in Fig. 6-12, Pb without DP denotes the new call blocking probability of the 
JCAC scheme without dynamic pricing. Pd without DP denotes the handoff call dropping 
probability of the JCAC scheme without dynamic pricing. Pb with DP-L denotes the new 
call blocking probability of the JCAC scheme with dynamic pricing using linear price-
update function. Pb with DP-E denotes the new call blocking probability of the JCAC 
scheme with dynamic pricing using exponential price-update function. Pd with DP-L 
denotes the handoff call dropping probability of the JCAC scheme with dynamic pricing 
using linear-price update function. Pd with DP-E denotes the handoff call dropping 
probability of the JCAC scheme with dynamic pricing using exponential price-update 
function.  
It can be seen that for each of the JCAC schemes, Pd is always lower than the 
corresponding Pb. This shows that handoff calls are prioritized over new calls by using 
different call rejection thresholds (Fig. 6-11) for new and handoff calls. Note that lower Pd 
implies better connection-level QoS.  It can also be seen that both Pb with DP-L and Pb 
with DP-E are lower than Pb without DP. The reason is that JCAC scheme with dynamic 
pricing (DP) is able to adjust the service price in each RAT with time in order to even out 
the unbalance traffic among the available RAT. As a result, JCAC scheme with DP (using 
either linear or exponential price function) reduces the new blocking probability in the 
heterogeneous wireless network. For the same reason, both Pd with DP-L and Pd with DP-
E are also lower than Pd without DP.  It is also observed that for the proposed JCAC 
scheme with DP, using either linear or exponential price update function achieves similar 
results with respect to call blocking/dropping probability. 
Fig. 6-13 shows the performance of the proposed JCAC scheme with respect to call 
blocking/dropping probability. All the parameters used are the same as those used in Fig. 
6-12 except for the new call arrival rate, which is increased from 1 to 3.  In Fig 6-13, the 
same trend is observed for all the Pb and Pd as in Fig. 6-12. However, the values of Pb are 
higher than the corresponding values of Pb in Fig. 6-12. This increment in values of Pb is 
expected because call blocking probability generally increases with increase in call arrival 
rate. Similarly, values of Pd are higher than the corresponding values of Pd in Fig. 6-12. 
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The increment in values of Pd is also expected because call dropping probability generally 
increases with increase in call arrival rate. 
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Figure 6-13. Call blocking/dropping probability versus price update time ( 3=nλ , z=0.1). 
 
 
Fig. 6-14 and Fig 6-15 show the effect of varying the step size, z on call blocking/dropping 
probability of the JCAC scheme with dynamic pricing. The parameters used are the same 
as those use in Fig 6-13 except for the value of z which is increased from 0.1 to 0.2 (Fig. 6-
14) and from 0.1 to 0.3 (Fig. 6-15).  As show in Fig. 6-13, Fig. 6-14 and Fig. 6-15, Pb and 
Pd of the JCAC scheme with DP (using either linear or exponential price update function) 
improve (reduce) as the value of z increases. Higher values of z enable the proposed JCAC 
scheme to be more reactive to the unbalanced traffic load among the available RATs. 
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Figure 6-14. Call blocking/dropping probability versus price update time  ( 3=nλ ,  z=0.2). 
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Figure 6-15.  Call blocking/dropping probability versus price update time ( 3=nλ , z=0.3). 
 
Fig. 6-16 shows the percentage of load in each RAT for the JCAC scheme without 
dynamic pricing. As shown in Fig. 6-16, for a given call arrival rate, it is observed that the 
traffic load is highly unbalanced, and there is only a slight variation with time in the 
percentage of load among available RATs.  
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Figure 6-16.  Percentage of load in each RAT versus time for JCAC without dynamic 
pricing ( 3=nλ ). 
 
Fig. 6-17 and Fig. 6-18 show the percentage of load in each RAT for the JCAC scheme 
with dynamic pricing using linear and exponential price update function respectively. As 
shown in Fig. 6-17 and Fig. 6-18, for a given call arrival rate, the proposed JCAC scheme 
with dynamic pricing tries to even out the highly-unbalanced traffic load among available 
RATs with time.  
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Figure 6-17.  Percentage of load in each RAT versus price update time for JCAC with 
dynamic pricing using linear price-update function ( 3=nλ , z=0.1). 
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Figure 6-18.  Percentage of load in each RAT versus price update time for JCAC with 
dynamic pricing using exponential price-update function ( 3=nλ , z=0.1). 
Fig. 6-19 and Fig. 6-20 show the percentage of load in each RAT for the JCAC scheme 
with dynamic pricing using linear and exponential price update function respectively.  
Parameter used in Fig. 6-19 and Fig. 6-20 are the same as those used in Fig. 6-17 and Fig. 
6-18 except for the value of z that is increased from 0.1 to 0.2.  Comparing Fig. 6-17, Fig. 
6-18, Fig. 6-19, and Fig. 6-20 with Fig. 6-16, it can be seen that by varying the service 
price in each RAT, the proposed JCAC scheme improves the distribution of traffic load 
among available RATs in the heterogeneous wireless network.  
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Figure 6-19.  Percentage of load in each RAT versus price update time for JCAC with 
dynamic pricing using linear price-update function ( 3=nλ , z=0.2). 
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Figure 6-20.  Percentage of load in each RAT versus price update time for JCAC with 
dynamic pricing using exponential price-update function ( 3=nλ , z=0.2). 
 
Fig. 6-21 and Fig. 6-22 show the variation in service price with time for the JCAC scheme 
with dynamic pricing using linear and exponential price update function respectively. In 
Fig. 6-21 and Fig. 6-22, it is observed that though the service prices in RAT-1 and RAT-2 
are almost constant with time, the price update unit keeps on increasing the service price in 
RAT-3 in order to achieve load balancing. However, after the fourth period of adjusting 
the service price in Fig. 6-21 and Fig 6-22, there is no longer any significant change in the 
load distribution among available RATs as shown in Fig. 6-17, Fig. 6-18, Fig. 6-19, and 
Fig. 6-20.  
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Figure 6-21.  Variation of service price with update time using linear price-update function 
( 3=nλ , z=0.1). 
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Figure 6-22.  Variation of service price with update time using exponential price-update 
function ( 3=nλ , z=0.1). 
 
6.6.2 High-Price-Sensitive User Scenario 
In high-price sensitive user scenario, users attached high weights (great importance) to 
price.  For illustration, weights assigned to price by users are randomly chosen from 6 to 9 
whereas weights assigned to other criteria are randomly chosen from 0 to 9. Fig. 6-23 
shows the performance of the proposed JCAC scheme with respect to call 
blocking/dropping probability. For each of the JCAC schemes, it is observed that Pd is 
always lower than the corresponding Pb. It can also be seen that both Pb with DP-L and 
Pb with DP-E are lower than Pb without DP. Similarly, both Pd with DP-L and Pd with 
DP-E are lower than Pd without DP. 
Moreover, it is observed in Fig. 6-23 that both Pb with DP-L and Pb with DP-E are lower 
than the corresponding values for the general user scenario (Fig. 6-15). Similarly, both Pd 
with DP-L and Pd with DP-E in Fig. 6-23 are lower than the corresponding values for the 
general user scenario (Fig. 6-15). This shows that in a high-price sensitive user scenario, 
the proposed JCAC scheme with dynamic pricing achieves lower call blocking/dropping 
probability than in general user scenario. In other words, the performance of the proposed 
JCAC scheme increases as users’ price sensitivity increases. 
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Figure 6-23.  Call blocking/dropping probability versus price update time ( 3=nλ , z=0.1). 
Fig. 6-24 and Fig. 6-25 show the percentage of load in each RAT for the JCAC scheme 
with dynamic pricing using linear and exponential price update functions respectively. It is 
observe that in a high-price-sensitive user scenario, the proposed JCAC scheme with 
dynamic pricing, balances the traffic load among available RAT in the heterogeneous 
wireless network.  
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Figure 6-24.  Percentage of load in each RAT versus price update time for JCAC with 
dynamic pricing using linear price-update function ( 3=nλ , z=0.1). 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
 139
0
10
20
30
40
50
60
70
80
90
100
1 2 3 4 5 6 7
Time
Pe
rc
en
ta
ge
 lo
ad
 in
 e
ac
h 
R
A
T
RAT-1
RAT-2
RAT-3
 
Figure 6-25.  Percentage of load in each RAT versus price update time for JCAC with 
dynamic pricing using exponential function ( 3=nλ , z=0.1). 
Fig. 6-26 and Fig. 6-27 show the variation in service price with time for the JCAC scheme 
with dynamic pricing using linear and exponential price update functions respectively. 
Comparing Fig. 6-24 with Fig. 6-26 and Fig. 6-25 with Fig. 6-27, it is observed that in a 
high-price-sensitive user scenario, variation in service price achieves significant load 
balance among available RATs in the heterogeneous wireless network. In Fig 6-26 and Fig 
6-27, it can also be seen that after the fourth price-update period, the service price in each 
RAT remains almost constant with time.  
 
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
1 2 3 4 5 6 7
Time
Pr
ic
e
RAT-1
RAT-2
RAT-3
 
Figure 6-26.  Variation of service price with update time using linear price-update function 
( 3=nλ , z=0.1). 
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Figure 6-27.  Variation of service price with update time using exponential price-update 
function ( 3=nλ , z=0.1). 
6.6.3 Low-Price-Sensitive User Scenario 
In low-price-sensitive user scenario, users attach low weight (less importance) to service 
price.  For illustration, weights assigned to price by users are randomly chosen from 0 to 3 
whereas weights assigned to other criteria are randomly chosen from 0 to 9.  
Fig. 6-28 shows the performance of the proposed JCAC scheme with respect to call 
blocking/dropping probability. For each of the JCAC schemes, it is observed that Pd is 
always lower than the corresponding Pb. It can also be seen that both Pb with DP-L and 
Pb with DP-E are lower than Pb without DP.  Similarly, Pd with DP-L and Pd with DP-E 
are lower than Pd without DP.  Moreover, it is observed in Fig. 6-28 that for the JCAC 
scheme with dynamic pricing, both Pb with DP-L and Pb with DP-E are higher than the 
corresponding values for the general user scenario (Fig. 6-15). Similarly, both Pd with DP-
L and Pd with DP-E are higher than the corresponding values for the general user scenario 
(Fig. 6-15). The above comparison implies that the performance of the proposed JCAC 
scheme decreases as users’ price sensitivity decreases. However, Fig. 6-28 shows that even 
in a low-price-sensitive user scenario, the proposed JCAC scheme with dynamic pricing 
still reduces call blocking/dropping probability in the heterogeneous wireless network. 
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Figure 6-28.  Call blocking/dropping probability versus price update time ( 3=nλ , z=0.1). 
Fig. 6-29 and Fig 6-30 show the percentage of load in each RAT for the JCAC scheme 
with dynamic pricing using linear and exponential price update function respectively. It is 
observed that in a low-price-sensitive user scenario, there is a limit to load balancing that 
can be achieved among available RATs by the proposed JCAC scheme.  
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Figure 6-29. Percentage of load in each RAT versus price update time for JCAC with 
dynamic pricing using linear price-update function ( 3=nλ , z=0.1). 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
 142
0
10
20
30
40
50
60
70
80
90
100
1 2 3 4 5 6 7
Time
P
er
ce
nt
ag
e 
lo
ad
 in
 e
ac
h 
R
A
T RAT-1 RAT-2 RAT-3
 
Figure 6-30. Percentage of load in each RAT versus price update time for JCAC with 
dynamic pricing using exponential price-update function ( 3=nλ , z=0.1). 
Fig. 6-31 and Fig. 6-32 show the variation in service price with time for the JCAC schemes 
with dynamic pricing using linear and exponential price update function respectively. 
Comparing Fig. 6-29 with Fig. 6-31 and Fig. 6-30  with and Fig. 6-32, it is observed that in 
a low-price-sensitive user scenario, a high variation in service price in necessary to achieve 
any reasonable load balance among available RATs in a heterogeneous wireless network. 
It can also be seen from Fig. 6-29, Fig. 6-30, Fig. 6-31, and Fig. 6-32 that, even with high 
price variation in a low-price-sen itive scenario, there is a limit to load balancing that can 
be achieved among available RATs.   
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Figure 6-31.  Variation of service price with update time using linear function ( 3=nλ , 
z=0.1). 
 
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
4.0
1 2 3 4 5 6 7
Time
P
ric
e
RAT-1
RAT-2
RAT-3
 
Figure 6-32.  Variation of service price with update time using exponential function ( 3=nλ , 
z=0.2). 
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6.7 Summary  
In this chapter, dynamic pricing has been proposed to even out the highly unbalanced 
traffic load caused by independent users’ preferences in heterogeneous wireless networks 
where a user-centric JCAC scheme is employed. By dynamically adjusting the service 
price in each of the available RATs, the proposed scheme improves the distribution of 
traffic load in the heterogeneous wireless network. The JCAC scheme uses fuzzy MADM 
to select the most suited RAT for each incoming call thereby enhances users’ satisfaction. 
Using a Markov model, new call blocking probability, handoff call probability, and 
percentage of load in each RAT are derived for the heterogeneous wireless network.  The 
performance of the proposed JCAC scheme is illustrated using a three-RAT heterogeneous 
wireless network. Three different scenarios are considered namely general user scenario, 
high price-sensitive scenario, and low price-sensitive scenario. Results show that the 
proposed JCAC scheme with dynamic pricing achieves lower call blocking/dropping 
probability than the JCAC scheme that does not incorporate dynamic pricing. Results also 
show that the proposed scheme improves traffic load distribution among available RATs in 
a heterogeneous wireless network. Performance of the proposed scheme improves with 
increase in user-price sensitivity. 
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7 Conclusion and Future Work 
Efficient radio resource utilization and QoS provisioning are major issues in heterogeneous 
wireless networks.  This thesis focuses of joint call admission control and bandwidth 
management to enhance radio resource utilization and QoS provisioning in heterogeneous 
wireless networks. The summary of the contributions of the thesis and directions for future 
research are presented in the following subsections. 
7.1 Summary of Contributions 
Three JCAC schemes have been developed to enhance radio resource utilization and QoS 
provisioning in heterogeneous wireless networks. The main contributions of the thesis are 
summarized under the three schemes as follows.  
7.1.1 Adaptive Bandwidth Management and Joint Call Admission 
Control to Enhance System Utilization and QoS in Heterogeneous 
Wireless Networks  
In chapter 4, an adaptive bandwidth management and joint call admission control scheme 
is developed for heterogeneous wireless networks. The objectives of the adaptive JCAC 
scheme are to enhance average system utilization, uniformly distribute traffic load among 
available RATs, guarantee QoS requirements of all accepted calls, and reduce new call 
blocking probability and handoff call dropping probability in heterogeneous wireless 
networks. Using Markov decision process, an analytical model is developed for the 
adaptive JCAC scheme. Performance of the proposed JCAC scheme is compared with the 
performance of a JCAC scheme that doe not incorporate adaptive bandwidth management. 
Numerical results show an improvement in average system utilization of up to 20%. 
Results also show an improvement in connection-level QoS in the heterogeneous wireless 
network. Moreover, the adaptive JCAC scheme prioritizes handoff calls over new calls by 
using a lower call rejection threshold for new calls. 
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7.1.2 Reduction of Call Blocking Probability through Optimal Call 
Allocation Policy  
 In chapter 5, an optimal RAT selection JCAC scheme is developed to reduce call blocking 
probability in heterogeneous wireless networks. The algorithm makes call admission 
decisions such that overall call-blocking probability is minimized in the heterogeneous 
wireless network. Optimal splitting of arrival calls is determined using linear programming 
optimization technique. Numerical results show that the algorithm reduces call-blocking 
probability in the heterogeneous wireless network. In the extreme case, the optimal JCAC 
scheme reduces the overall new call blocking probability to about 17% of the new call 
blocking probability of an equal-sharing JCAC scheme. Moreover, the optimal JCAC 
scheme reduces the overall handoff call dropping probability to about 37% of the handoff 
call dropping probability of an equal-sharing JCAC scheme. 
7.1.3 Dynamic Pricing for Balancing Traffic Load in Heterogeneous 
Wireless Network Using Multiple-Criteria JCAC 
In chapter 6, dynamic pricing is proposed t  balance traffic load among available RATs in 
heterogeneous wireless networks where users’ preferences are considered in making RAT 
selection decisions. Independent users’ preferences in heterogeneous wireless networks 
often lead to highly unbalanced network load among available RATs, which in-turn 
increases overall call blocking/ dropping probability, and reduces radio resource 
utilization. By dynamically adjusting the service price in each of the available RATs, the 
proposed JCAC scheme evens out, as much as possible, the unbalanced traffic load caused 
by independent users’ preferences.   The performance of the proposed JCAC scheme is 
compared with the performance of a scheme that does not incorporate dynamic pricing. 
Numerical results show that the proposed JCAC scheme reduces new call blocking 
probability and handoff call dropping probability, and improves radio resource utilization 
in the heterogeneous wireless network. Results also show that the performance of the 
proposed JCAC scheme increases as users’ price sensitivity increases.  
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The three JCAC schemes proposed in this thesis are applicable to a single operator with 
multiple access networks. The JCAC schemes are also applicable to different operators of 
access networks provided there is cooperation among the different operators. 
7.2 Future Work 
In this subsection, directions for future research are discussed. 
7.2.1 Extension of JCAC Scheme to Cover a Non Fully-Overlapping 
Heterogeneous Wireless Network 
The schemes developed in this thesis assume a heterogeneous wireless networks with fully 
overlapping coverage such as cellular networks with co-located cells. The JCAC and 
bandwidth management schemes proposed can be extended to cover a heterogeneous 
wireless network environment with non fully-overlapping RATs such as 
WiFi/WiMAX/cellular. In a heterogeneous wireless network with non fully-overlapping 
RATs, the current location of a mobile terminal will determine the number of RATs that 
are accessible to the mobile terminal. Therefore, it will be necessary to first develop a 
sophisticated mobility model. A JCAC scheme can then be developed based on the 
mobility model, coverage of individual RATs, current load in each RAT, and other factors 
of interest in the heterogeneous wireless network.  
7.2.2 Consideration of Packet-Level QoS Metrics 
This research focuses on connection-level QoS metrics. Evaluation of packet level-QoS 
metrics such as delay, jitter, and packet loss is outside the scope of the thesis. 
Consequently, it is assumed that packet-level QoS is stochastically assured by allocating at 
least the minimum effective bandwidth required to guarantee a given maximum probability 
on packet drop, delay, and jitter.  Future work on the proposed JCAC and bandwidth 
management schemes could be carried of to investigate packet-level QoS metrics. 
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7.2.3 Consideration of Other Step Size Rules 
In chapter 6, constant step size rule is considered for the proposed scheme in order to 
simplify the design. Future work could consider other step size rules such as diminishing 
step size, increasing step size, and dynamically chosen step size.  
7.2.4 Combination of JCAC with JSS 
Another possibility of future work is to combine JCAC with JSS for a greater flexibility.  
For a heterogeneous wireless network that consist of J number of RATs in set H, the 
combined JCAC and JSS scheme will operate in two stages.  In the first stage, the JCAC 
algorithm will select a set N of RATs among the available RATs for the incoming call (N 
⊆ H). In the second stage, the JSS algorithm will split the traffic of an incoming call 
among the selected RATs contained in set N provided the number of elements in set N is 
greater than 1.                                  
7.2.5 Investigation of the Effect of Variation in Service Price on 
Operator’ Revenue  
Existing CAC algorithms use dynamic pricing to vary service price with time in 
homogeneous wireless networks. The variation is service price is based on users’ demand 
for services at different times of the day. In this thesis, the User-centric JCAC scheme 
proposed uses dynamic pricing to vary service price across different RATs based on users’ 
demand for each RAT.  
 Another possibility of future work is to employ dynamic pricing to vary the service price 
in each RAT based on users’ demand for services during different times of the day and 
based on users’ demand for each of the available RATs. Variation in service price in each 
RAT based on users’ demand for services during different times of the day will address the 
problem of congestion in the entire heterogeneous wireless network. This congestion 
usually occurs during certain hours of the day (peak time).   On the other hand, variation in 
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service price based on users’ demand for specific RATs will address the problem of 
congestion that occurs in certain RATs as a result of users’ independent preferences. 
Performance metric such as operator’s revenue against price can be used to investigate the 
effect of variation in service price on the operator’ revenue at different times of the day.   
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