Abstract. Spectra of the second derivative operators corresponding to the special PT -symmetric point interactions are studied. The results are partly the completion of those obtained in [1] . The particular PT -symmetric point interactions causing unusual spectral effects are investigated for the systems defined on a finite interval as well. The spectrum of this type of interactions is very far from the self-adjoint case despite of PT -symmetry, P-pseudo-Hermiticity and T -self-adjointness.
Introduction
PT -symmetric operators, a special case of operators with antilinear symmetry, have been intensively studied in both physical and mathematical context as a result of the observation that the spectrum of such operators may be real and discrete [4] . Although it is known that some PT -symmetric operators are special case of quasi-Hermitian ones [7] , or equivalently, they can be mapped by similarity transformation to the self-adjoint ones, see e.g. [3, 12, 13] for examples, the spectrum of PT -symmetric operators may be also complex, e.g. complex conjugated eigenvalues may appear already for matrices with antilinear symmetry. The complex conjugated pairs of eigenvalues instead of the real ones are actually the simplest possible deviation of the spectrum from the selfadjoint case. In fact, the class of operators with antilinear symmetry is much larger. The residual spectrum of operators (even bounded) with antilinear symmetry may be non-empty and the point spectrum of such operator may be uncountable [14] , i.e. operators may be non-spectral [8] .
Our aim is to present more accurate results for particular PTsymmetric point interactions on a line, described in general in [1] . These differential operators exhibits very interesting spectral properties, the spectrum can be entire complex plane with uncountable point spectrum instead the two complex conjugated eigenvalues appearing usually [1] .
We show that the spectrum of analogous models defined on the finite interval (−l, l) is either empty or entire complex plane depending on boundary conditions imposed at ±l. In the physical framework, the fact that these point interactions can completely and dramatically change the spectrum is surprising. Nonetheless, considering operators being not even similar to the normal ones brings expected unusual spectral effects. From this point of view, the simplicity of the presented examples may be credited. The examples defined on the finite interval emphasize the necessity of the non-empty residual set assumption in [10, III, Corollary 6.34]. The claim of this corollary is essentially that the extension of finite order has the compact resolvent if and only if some other extension of the same operator has the compact resolvent.
We find explicitly the boundary conditions for the adjoint operators in the first section and we also put slightly more precisely the claim of [1] concerning the PT -self-adjointness of the operators. The proofs of the closedness of operators are based on the relation to the adjoint operator as well. In the next section, we investigate the particular PTsymmetric point interaction for the model defined on a line and we present the results on the spectrum and relation to the collapse of quasiHermiticity. Models defined on the finite interval (−l, l) are studied in the last section. The dependence of the spectrum on the boundary conditions at ±l is described in details.
PT -symmetry is defined in L 2 (Ê) spaces in the following way, the parity P acts as (Pψ)(x) = ψ(−x) and the time reversal symmetry T is the complex conjugation (T ψ)(x) = ψ(x). We say that an operator A is PT -symmetric if PT Aψ = APT ψ for all ψ ∈ Dom (A).
In order to avoid any confusion, we recall the definition of the division of the spectrum for the closed operator A in a Hilbert space H which we use and can be found e.g. in [5] . A complex number belonging to the spectrum of A is i) in the point spectrum λ ∈ σ p (A) if Ker(A − λ) = {0}, ii) in the continuous spectrum λ ∈ σ c (A) if Ker(A − λ) = {0} and Ran(A − λI) = H, iii) in the residual spectrum λ ∈ σ r (A) if Ker(A − λ) = {0} and Ran(A − λI) = H.
PT -symmetric point interactions -adjoint operator
We consider family of PT -symmetric point interaction at the origin determined in [1] by the two types of boundary conditions -connected and separated. Differential operator L corresponding to the point in-
is defined on the domain Dom (L) consisting of the functions ψ from W 2,2 (Ê \ {0}) satisfying boundary conditions described by parameters b, c, ψ, θ, h 0 , h 1 in the following way i) connected case
with the matrix B equal to
with the real parameters
ii) separated case
with the real phase parameter θ ∈ [0, 2π) and with the parameter h = (h 0 , h 1 ) taken from the (real) projective space P 1 .
The operator L is an extension of a symmetric densely defined op-
At first, we determine the adjoint operator L * explicitly.
PROPOSITION 1.
Let L be the second derivative operator corresponding to the PTsymmetric point interaction (2-4). The adjoint operator L * is the second derivative operator defined on the domain Dom (L * ) including functions ϕ from W 2,2 (Ê \ {0}) which satisfy following boundary conditions
with the matrixB equal tõ
Proof.
Since the operator L is the extension of L 0 , the adjoint L * is the restriction of L * 0 = L max by the very well known relation between operator and its adjoint A ⊂ B ⇒ B * ⊂ A * . Hence L * acts as the second derivative operator in W 2,2 (Ê\{0}) and it remains to determine the boundary conditions only. We consider a function ϕ ∈ Dom (L * ), the definition of the adjoint operator yields the equality
for all ψ ∈ Dom (L). By using integration by parts for the left-hand side of (8) and inserting boundary conditions (2-4) for ψ ∈ Dom (L) we obtain
for the connected case and
for the separated case. Since the boundary conditions for ψ ∈ Dom (L) have been already applied, the values of ψ(0−), ψ ′ (0−) for the connected case and ψ(0±) for separated case are arbitrary and hence ϕ must satisfy boundary conditions (5-7).
We would like to remark that the claim of [1] that all operators L satisfy the property L * = PLP is not entirely accurate for the connected case. The domain of PLP is the P −1 = P image of the Dom (L), i.e.
whereB = e 2iθB . Thus, the relation L * = PLP, technically the equality ofB andB, is valid only for θ = 0. Nevertheless, none of the other claims of [1] is affected by this fact because of the unitary equivalence of the operators corresponding to the different choices of θ. We will consider only θ = 0 further. We summarize symmetry properties of L. The proof of the following proposition is straightforward application of boundary conditions for L, L * and actions of operators P and T . PROPOSITION 2. Let L be the second derivative operator corresponding to the connected PT -symmetric point interaction at the origin (2,3) with the choice θ = 0 in the boundary conditions. Then
The first symmetry is referred to as the P-pseudo-Hermiticity or PTself-adjointness, the second one is PT -symmetry in its original sense and the third one is the T -self-adjointness, the special case of J-selfadjointness, where J is an antilinear isometric involution, i.e. J 2 = I and Jx, Jy = y, x for all x, y ∈ H. The importance of T -selfadjointness for PT -symmetric models was stressed in [6] , one of the reasons is that the residual spectrum of J-self-adjoint operators is empty [9, Lem. III.5.4].
We would like to stress that the property i) of the proposition 2 guarantees that the operator L is closed. To this end take into the consideration closedness of every adjoint operator, the relation i), and P ∈ B(H). We demonstrate the closedness of the operators for particular models the operator L in following sections.
Model on a line
Spectrum of the PT -symmetric point interactions has been investigated in [1, Thm.2, Prop.1]. It basically consists of the branch of continuous spectrum [0, ∞) and up to two real or complex conjugated eigenvalues. We demonstrate that for the special case of the interaction being described in the following the characterization of the spectrum is different.
Let us study the connected case with θ = b = c = 0, i.e. boundary conditions for L φ read
where φ ∈ (−π, π]. The case φ = π corresponds to the self-adjoint operator. The adjoint operator L * φ is given by Proposition 1, L * φ = L −φ in fact. This relation also proves that L φ is a closed operator considering the closedness of every adjoint operator.
Spectral properties of L φ for φ = ± π 2 are very simple, the spectrum is continuous without any eigenvalues,
It is possible to find an invertible positive bounded operator Θ with bounded inverse satisfying
in other words, to show that L φ is quasi-Hermitian [7] or equivalently that L φ is similar to the self-adjoint operator. The explicit formula for the operator Θ and its square root was obtained by different approaches in [3, 13, 2] ,
where the operator P sign acts as the multiplication by the function sign x. The spectrum of Θ φ consists of the two eigenvalues 1 ± sin φ of infinite multiplicities,
We denote L ± , Θ ± operators corresponding to φ = ± π 2 . The relation (15) is still valid for φ = ± π 2 , however, operators Θ ± are no longer invertible. Moreover, we can see that formula for the resolvent [1, eq.(17)] collapses because the [1, eq.(18)] appearing in the denominator of ρ ± is identically zero. These facts are reflected in unusual spectral properties of L ± being far from those of self-adjoint operators. PROPOSITION 3. Spectra of the operators L ± include all complex numbers. The residual part of the spectra is empty, [0, ∞) is the continuous part and every λ ∈ \ [0, ∞) belongs to the point spectrum.
(18) Proof. The residual spectrum is empty, as it was mentioned before, because of the T -self-adjointness of all L φ , [9, Lem. III.5.4] and the equality [Ran(A)] ⊥ = Ker(A * ) valid for every densely defined operator A, see [6, Cor. 2.1.] for the detailed discussion.
We construct an eigenfunction for every λ ∈ \ [0, ∞). We define functions ψ k± , ϕ k± , ζ k± ,
These functions satisfy the equations
and the boundary conditions for the domains of L ± as well. ψ k± are in L 2 (Ê) for Re k > 0, ϕ k± for Re k < 0 and ζ k± for Re k = 0 and Im k > 0. The interval [0, ∞) is not in the point spectrum because corresponding solutions of the equation L ± f = λf are not in L 2 (Ê). Since the spectrum is a closed set, the interval [0, ∞) is in the spectrum. To be more precise, due to the disjoint decomposition of the spectrum, the interval belongs to the continuous part.
Alternatively, we can prove that the interval [0, ∞) is in the spectrum by using the Weyl criterion. Inspired by [11, Proof of Lem.5.3.], we consider a sequence of functions from Dom (L ± )
where ϕ n (x) := ϕ(x/n − n) with ϕ ∈ C ∞ 0 ((−1, 1)), k ∈ Ê . We introduce normalized functions ψ n =ψ n / ψ n . Every ψ n is in the Dom (L ± ) because the support of ψ n does not contain zero. We check that
i.e. χ, ψ n → 0 for all χ ∈ L 2 (Ê). Since ψ n = 1, it is sufficient to show (23) for all χ ∈ C ∞ 0 (Ê) only, the remaining follows by a standard density argument. However, it is obvious that the weak limit is zero for such a χ because the supports of χ and ψ n are disjoint for n large enough. Next,
for all k ∈ Ê by virtue of
and the definition of the sequence {ϕ n }. Thus we showed that k 2 in the essential spectrum for every k ∈ Ê by using the Weyl criterion.
Models on a finite interval
We consider finite interval (−l, l) and second derivative operator L φ corresponding to the PT -symmetric interaction at origin of the type (13) . The domain of L φ consists of functions ψ belonging to the Sobolev space W 2,2 ((−l, 0) ∪ (0, l)) and satisfying boundary conditions (13) at origin and some other boundary conditions at ±l being specified later. Our aim is to study the spectrum of such differential operators, particularly for the φ = ±π/2 case. We show that the choice of the boundary conditions at ±l plays an essential role. If we slightly modify the proof of the proposition 1, we can easily obtain formula for the adjoint operators and prove that considered operators are closed. We distinguish to classes of boundary conditions being imposed at ±l, symmetric and PT -symmetric ones. Symmetric boundary conditions are determined by a unitary matrix U entering well known relation
where L 0 ∈ Ê and
PT -symmetric boundary conditions, previously already discussed, are defined by relations (2-4).
We summarize spectral properties of L φ in following propositions. As we may expect, the case φ = ±π/2 exhibits unusual features. PROPOSITION 4. Let L φ be the second derivative operator in L 2 ((−l, l)) corresponding to the PT -symmetric point interaction (13) at origin with symmetric boundary conditions (26-27) at ±l.
Let φ = ±π/2. Then the spectrum of L φ is discrete and its eigenvalues λ = k 2 are solutions of the equation
where u ij are elements of the unitary matrix U (26) and
Let φ = ±π/2. Then the point spectrum of L ± is either empty or entire . The latter case occurs if and only if
If we take into consideration usual Dirichlet (U = −I), Neumann (U = I) or Robin (U = αI, α ∈ Ê) boundary conditions at ±l, then the condition (30) is fulfilled, thus the spectrum of L ± is entire complex plane. Next, we apply both connected and separated PT -symmetric boundary conditions at ±l. It may be expected for connected case that the second point interaction (parameters are denoted by the subscript 2) of the type b 2 = 0, c 2 = 0, φ 2 = ±π/2 produces analogous interesting spectral effects. PROPOSITION 5. Let L φ be the second derivative operator in L 2 ((−l, l)) corresponding to the PT -symmetric point interaction (13) at origin with connected PT -symmetric boundary conditions (2) at ±l.
Let φ = ±π/2, φ 2 = ±π/2 or φ = ±π/2, φ 2 = ±π/2 and b 2 = 0 or c 2 = 0. Then the spectrum of L φ is discrete and its eigenvalues λ = k 2 are solutions of the equation , l) ) corresponding to the PT -symmetric point interaction (13) at origin with separated PT -symmetric boundary conditions (4) at ±l.
Let φ = ±π/2 and θ = 0, π. Then the spectrum of L φ is discrete and its eigenvalues λ = k 2 are solutions of the equation
Let φ = ±π/2. Then the point spectrum of L ± is either empty or entire . The latter case occurs if and only if θ = 0, π, i.e. separated conditions are symmetric Robin conditions. REMARK 1. The case of empty point spectrum actually means that the whole spectrum is empty because the resolvent is compact in this case.
Proof. We solve the eigenvalue problem L φ ψ = λψ together with both boundary conditions. We search for the non-zero eigenfunction and this is reproduced in terms of the secular equations (28,31,33). If we insert there φ = ±π/2 or other assumptions on the rest of parameters, we obtain the assertions concerning the empty and entire point spectrum.
In order to prove the claim of the non-empty discrete spectrum and of the remark above we show that the resolvent is compact in these cases. We calculate the resolvent explicitly for the operator L + in the proposition 6. The remaining resolvents can be obtain by analogous procedure. At first, using standard Green function approach we calculate the resolvent corresponding to the L 1 = −d 2 /dx 2 on (−l, l) with separated PT -symmetric conditions (4) at ±l.
where g ∈ L 2 (Ê), λ = k 2 , and
We may easily check that functions u ± satisfy appropriate boundary condition (4) at ±l. We proceed by determining the basis of Ker(L * 1 −λ) which we denote e ± , 
Then the resolvent of L φ can be written in the form
where constants C ± are to be determine. R L φ (λ)g ∈ Dom L φ , thus it must satisfy boundary conditions (13) . This leads to the system of linear equations for C ± 
The solution exists if det M = 0. The condition det M = 0 yields the equation (33) for eigenvalues. Solutions C ± have form p ± (k, F 1 , F ′ 1 (0))/ det M, where expressions p ± (k, F 1 (0), F ′ 1 (0)) can obtained easily from (39). If we consider k for which det M = 0 and W (k) = 0, then C ± are bounded and estimates
are valid for some constant C. R L 1 (λ) is a compact operator and if we add rank one, i.e. also compact, operators C ± (k)e ± we get R L φ (λ) which is then also compact for the fixed k. Whence, by the resolvent identity, R L φ (λ) is compact for all λ ∈ ̺(L φ ). This claim remains true also for φ = π/2 and θ = 0, π because det M = 2k 2 h 1 h 0 sin θ.
We can alternatively finish the proof by using [10, III, Corollary 6.34]. In order to prove that resolvent is compact it suffices to show that the resolvent set is non-empty, i.e. to find some k for which R L φ (λ) ∈ B(H).
