Optimal control approximation methods for discrete-time CVIU systems by Santos, João Carlos Nereu Gama dos, 1989-
UNIVERSIDADE ESTADUAL DE CAMPINAS
Faculdade de Engenharia Elétrica e de Computação
João Carlos Nereu Gama dos Santos
Métodos de aproximação do controle ótimo
para sistemas CVIU a tempo discreto
Campinas
2018
João Carlos Nereu Gama dos Santos
Métodos de aproximação do controle ótimo para
sistemas CVIU a tempo discreto
Dissertação de Mestrado apresentada à Fa-
culdade de Engenharia Elétrica e de Compu-
tação da Universidade Estadual de Campi-
nas como parte dos requisitos exigidos para
a obtenção do título de Mestre em Engenha-
ria Elétrica, na Área de Energia Elétrica.
Orientador: Prof. Dr. João Bosco Ribeiro do Val
ESTE EXEMPLAR CORRESPONDE À VERSÃO FI-
NAL DA DISSERTAÇÃO DE MESTRADO DEFEN-
DIDA PELO ALUNO JOÃO CARLOS NEREU GAMA
DOS SANTOS E ORIENTADA PELO PROF. DR.
JOÃO BOSCO RIBEIRO DO VAL.
Campinas
2018
Agência(s) de fomento e nº(s) de processo(s): FAPEAM 
Ficha catalográfica
Universidade Estadual de Campinas
Biblioteca da Área de Engenharia e Arquitetura
Luciana Pietrosanto Milla - CRB 8/8129
    
  Santos, João Carlos Nereu Gama dos, 1989-  
 Sa59m SanMétodos de aproximação do controle ótimo para sistemas CVIU a tempo
discreto / João Carlos Nereu Gama dos Santos. – Campinas, SP : [s.n.], 2018.
 
   
  SanOrientador: João Bosco Ribeiro do Val.
  SanDissertação (mestrado) – Universidade Estadual de Campinas, Faculdade
de Engenharia Elétrica e de Computação.
 
    
  San1. Processos estocásticos. 2. Programação dinâmica. I. Val, João Bosco
Ribeiro do, 1955-. II. Universidade Estadual de Campinas. Faculdade de
Engenharia Elétrica e de Computação. III. Título.
 
Informações para Biblioteca Digital
Título em outro idioma: Optimal control approximation methods for discrete-time CVIU
systems
Palavras-chave em inglês:
Stochastic processes
Dynamic programming
Área de concentração: Energia Elétrica
Titulação: Mestre em Engenharia Elétrica
Banca examinadora:
João Bosco Ribeiro do Val [Orientador]
Ricardo Coração de Leão Fontoura de Oliveira
Edilson Fernandes de Arruda
Data de defesa: 28-03-2018
Programa de Pós-Graduação: Engenharia Elétrica
Powered by TCPDF (www.tcpdf.org)
COMISSÃO JULGADORA — DISSERTAÇÃO DE MESTRADO
Candidato: João Carlos Nereu Gama dos Santos RA: 163702
Data da Defesa: 28/03/2018
Título da Dissertação/Tese: “Métodos de aproximação do controle ótimo
para sistemas CVIU a tempo discreto”
Prof. Dr. João Bosco Ribeiro do Val (presidente, FEEC/UNICAMP)
Prof. Dr. Ricardo Coração de Leão Fontoura de Oliveira (FEEC/UNICAMP)
Prof. Dr. Edilson Fernandes de Arruda (COPPE/UFRJ)
A ata de defesa, com as respectivas assinaturas dos membros da Comissão Julgadora,
encontra-se no processo de vida acadêmica do aluno.
Para milha filha.
Agradecimentos
Aos meus pais, a quem eu devo tudo e nunca me cobraram nada em troca. Aos
meus irmãos, que estão comigo por todo o caminho e adiante. À minha noiva, que me
permite por em prática tudo o que eu acho que a vida deve ser e é o lar da minha melhor
versão. Se estiver tudo bem por aí, está tudo bem por aqui.
Ao meu orientador, que me aceitou depois de uma conversa de meia hora, sem
nunca ter ouvido falar de mim antes. Certa vez, durante uma aula, um cara teve a dúvida
mais simples de todos os tempos, o professor ouviu atentamente, como quem observa um
bebê montando blocos, pensou, respondeu calma e respeito, depois seguiu a aula. Se um
dia eu puder ser professor, gostaria de repetir aquela cena.
Aos amigos do le16, que se tudo der errado, estarão lá pra tomar um café e
contar as novidades. Aos amigos de Barão Geraldo, que estão por toda a parte dessas
boas lembranças. Quando o Bob Marley diz “good friends we have, good friends we’ve
lost, along the way” ele está falando de vocês. Também ao pessoal da CPG, que ajuda a
formar esse povo todo.
Ao grande Criador, pela beleza e equilíbrio de tudo.
Comunicado formal: Agradeço à Fundação de Amparo à Pesquisa do Estado
do Amazonas (FAPEAM), pelo apoio financeiro e também ao povo do Amazonas, por
confiar em mim.
Muito obrigado.
“Os alquimistas estão chegando.”
(Jorge Ben)
Resumo
Este trabalho aborda o problema da obtenção de aproximações para o controle ótimo
de sistemas CVIU (do inglês, Control Variation Increases Uncertainty) a tempo discreto,
dado o conhecimento de diferentes soluções ótimas em regiões específicas do espaço de es-
tados. Como primeira contribuição desse estudo, uma formulação do problema no cenário
de tempo discreto é proposta e a partir daí são apresentadas deduções que exploram se-
melhanças com o caso a tempo contínuo. Destaca-se a existência de uma região no espaço
de estados em que a ação de controle ótimo é de não variação e de outras regiões, não
adjacentes, em que as soluções ótimas são bem definidas. Com essa caracterização, é veri-
ficada a necessidade de soluções subótimas intermediárias e dois métodos de aproximação
são apresentados. O primeiro método emprega conceitos de Programação Dinâmica Apro-
ximada e utiliza a própria estrutura do problema para gerar aproximações das funções
custo e controle ótimos. O segundo método baseia-se em características observadas nas
soluções ótimas e oferece uma alternativa mais simples e direta para aproximação do con-
trole ótimo. Por último, os métodos são avaliados e comparados com base em experimentos
numéricos.
Palavras-chaves: Controle ótimo estocástico; Programação Dinâmica Aproximada; Sis-
temas CVIU.
Abstract
This work deals with the problem of obtaining approximations for the optimal control of
discrete-time CVIU (Control Variation Increases Uncertainty) systems, given the knowl-
edge of different optimal solutions in specific regions of the state space. As a first contri-
bution, a formulation of the problem is proposed in the discrete time scenario and from
this we discuss the demonstrations to produce an equivalence with the continuous-time
case. It is worth mentioning the existence of a region in the state space in which the opti-
mal control action is of non-variation and other non-adjacent regions, where the optimal
solutions are well known. With this setting, the need for intermediate optimal solutions is
sought and two methods of approximation are presented. The first method employs Ap-
proximate Dynamic Programming concepts and it benefits from the problem structure to
generate approximations to the optimal cost and control functions. The second method
is based on a characteristic observed in the optimal solutions and offers a simpler and
direct alternative to approximate the optimal control fuction. Finally, the methods are
evaluated and compared based on numerical experiments.
Keywords: Stochastic optimal control; Approximate Dynamic Programming; CVIU Sys-
tems.
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1 Introdução
Toda a teoria de controle clássico desenvolveu-se sob a premissa que o modelo
abordado era uma representação fiel do fenômeno a ser controlado. Esses primeiros pas-
sos possibilitaram grandes avanços tecnológicos, dado que a maioria das aplicações eram
voltadas à industria e, portanto, tratavam-se se sistemas físicos relativamente simples
(plantas mecânicas, máquinas elétricas, acionamentos hidráulicos, etc.) em que as idea-
lizações matemáticas necessárias descrevem bem os sistemas na maioria das aplicações.
Com o passar do tempo, os problemas enfrentados por engenheiros de controle foram
tornando-se mais complexos, na medida em que as tecnologias viabilizadas pelos estudos
inicias foram tornando-se senso comum e as fronteiras da indústria estenderam-se para
novas e audaciosas realizações (o surgimento da computação moderna, a globalização
do transporte, a exploração espacial, etc.). Nesse ponto a então teoria de controle, pre-
dominantemente baseada na ideia de funções de transferência entre grandezas escalares,
tornou-se insuficiente e uma revolução aconteceu com o advento da representação de siste-
mas dinâmicos em espaço de estados. A introdução dessa simples mudança de paradigma
possibilitou a fusão das ideias de controle com novos e poderosos recursos matemáticos,
notavelmente: todo o ferramental da álgebra linear matricial, a análise de estabilidade di-
nâmica segundo as ideias de Lyapunov e a moderna teoria de probabilidade. O resultado
desse enorme avanço passou a ser conhecido como teoria de controle moderno.
Sob muitos aspectos, a inovação chave para o sucesso do controle moderno, está
na capacidade de incorporar a incerteza como parte do fenômeno a ser controlado. Em
contraste às primeiras aplicações, as soluções dos novos problemas passam por considerar
que o modelo dinâmico adotado, está sujeito a variações e erros que devem ser tratados ou
pelo menos limitados. No rastro dessa nova premissa, muitas abordagens surgiram como
propostas de caracterização e tratamento da incerteza e assim deram origem a uma vasta
quantidade de pesquisas e ramificações teóricas que juntas formam o chamado controle
sob incerteza. O presente trabalho está inserido nesse contexto e objetiva dar contribuições
para uma nova proposta de controle sob incerteza, baseada, em poucas palavras, na ideia
de que mudanças no estado de determinados sistemas ou mesmo as ações de controle
aplicadas, podem causar alterações dinâmicas imprevistas e aumentar a imprecisão do
modelo utilizado para a síntese do controlador.
Um arcabouço teórico para tratar sistemas dessa natureza, chamados resumi-
damente de sistemas dinâmicos em que a Variação do Controle Aumenta a Incerteza (em
inglês Control Variation Increases Uncertainty - CVIU), vem sendo apresentado na linha
de pesquisa iniciada em (CALMON, 2009; SOUTO, 2015; DO VAL; SOUTO, 2017). A
aplicação dessa nova abordagem justifica-se em cenários onde a dinâmica do sistema é
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pouco conhecida e por isso pode-se apenas contar com um modelo pouco acurado, su-
jeito a aumentos na incerteza causados por variações de estado e controle. Em cenários
como esse, um controlador baseado no conceito CVIU visa oferecer uma alternativa ao
clássico regulador Linear Quadrático Gaussiano (LQG) e de maneira mais abrangente,
propor um novo paradigma na teoria de controle sob incerteza, em adição a ferramentas
já consagradas como as técnicas do controle robusto.
O trabalho apresentado em (DO VAL; SOUTO, 2017) obtém resultados im-
portantes para a proposta de controle CVIU no cenário de tempo contínuo e desenvolve
conceitos essenciais para a caracterização do problema em sua formulação mais geral.
Como inovação imediata, destaca-se a existência de uma região no espaço de estados em
que ação de controle ótimo é de não variação. Essa região de controle nulo ou simplesmente
“Região de Inação”, surge naturalmente como consequência da modelagem CVIU e intuiti-
vamente pode ser interpretada como a representação formal de um controlador cauteloso.
A ideia de regular um sistema com dinâmica pouco conhecida por meio de uma política
cautelosa é um tema já bem desenvolvido na economia (STOKEY, 2008) e, de maneira
geral, a problemática do controle sob condições adversas de modelagem estende-se ade-
quadamente para aplicações em áreas menos convencionais como, por exemplo, farmácia
(PARKER; DOYLE, 2001) e ecologia (COHEN, 2013). Pode-se dizer que em toda a teoria
de controle essa noção de precaução em um cenário de incerteza não é muito estudada e o
conceito de controle CVIU procurara explorar esse caminho. A seguir apresentamos dois
exemplos como possíveis cenários de aplicação.
1.1 Um exemplo na medicina
Atualmente, estima-se que a diabetes afeta 422 milhões de pessoas em todo o
mundo (comparado com 108 milhões em 1980) e tenha sido responsável por 1,5 milhões
de mortes em 2012 (World Healthy Organization, 2016). Essa doença é causada pela
insuficiência da produção de insulina pelo pâncreas, o que torna as células do corpo
incapazes de processar a glicose presente no sangue, resultando em um desequilíbrio de
funções vitais do organismo. O tratamento padrão para diabetes tipo I consiste em regular
artificialmente o nível de glicose por meio de injeções de insulina diretamente no sangue
do paciente. A forma de aplicação pode variar do modo mais simples, que consiste em
injeções manuais de grandes doses em horários afastados, até formas mais sofisticadas,
passando por exemplo, por dispositivos eletro-mecânicos de injeção automática, que fazem
uma regulagem mais fina, aplicando pequenas doses de forma “contínua” e proporcional
a leituras do nível de glicose no sangue do paciente.
No que tange à ciência aplicada ao tratamento de diabetes por injeção auto-
mática de insulina, muita pesquisa vem sendo feita nos diversos aspectos envolvidos na
implementação de um sistema efetivo de regulagem de glicose. Os estudos vão desde a
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obtenção de um modelo matemático confiável (SORENSEN; COLTON, 1985), passando
pela utilização de métodos de redução de ordem (MOORE, 1981), até a aplicação de te-
orias de controle no problema de regulagem propriamente dito. Como exemplos pode-se
citar implementações com controle robusto 𝐻∞ (PARKER et al., 2000), controle ótimo
com predição de modelo (DUA et al., 2006) e controle robusto com parâmetros lineares
variantes no tempo (KOVACS; KULCSAR, 2006). Em todos esses casos o controlador
proposto é realizado em espaço de estados, tem como entrada algumas medidas fisiológi-
cas, incluindo o nível de glicose no sangue, e como saída a vazão de uma bomba mecânica
de distribuição de insulina acoplada ao paciente. O objetivo do sistema de controle é man-
ter o nível glicêmico em torno de um ponto de equilíbrio conhecido, dadas as flutuações
e os distúrbios naturais do organismo.
Um fator fundamental para o desempenho de um controlador como esse é a
caracterização da incerteza. Nesse problema verifica-se significativa variação metabólica
intra e inter pacientes, além do fato inevitável de que com a escolha de uma dinâmica
simplificada vêm efeitos desconhecidos associados a variáveis não modeladas. Em tal ce-
nário é improdutivo projetar um controlador com base em um modelo nominal fixo, mas
até mesmo uma representação parametrizada da incerteza não parece ser a solução mais
adequada, dado que as variações do corpo humano não estão totalmente previstas em
intervalos bem conhecidos e comuns a todos os pacientes. Somando a isso, deve-se levar
em conta que a energia de controle é limitada e por isso um controlador que possa manter
o sistema na faixa de operação desejada com menor consumo de energia deve ter uma van-
tagem reconhecida. Devido ao conjunto desses fatores, argumentamos que o conceito de
controle abordado nesse trabalho surge como uma alternativa de solução mais apropriada
para problemas como esse.
1.2 Na economia
Considere agora o problema de controle da inflação por meio da taxa básica de
juros da economia, regulada pelo do Banco Central. Certamente, as decisões finais em um
problema tão importante como esse sempre (ou pelo menos por um bom tempo) passarão
pela avaliação de agentes humanos capacitados, mas suponha que deseja-se investigar a
capacidade de sistemas de controle em reproduzir as decisões tomadas por esses agentes.
Logo de início verifica-se que, assim como no problema da glicose, não é possível projetar
um controlador com base em um modelo fixo, pois um sistema econômico é notoriamente
incerto e variante no tempo. Para piorar, as únicas informações disponíveis para a elabo-
ração de um modelo são os registros históricos da evolução do próprio sistema, dado que
não é possível fazer experimentos de identificação com a economia de um país.
Além desses fatores, uma característica que deve-se levar em conta na condu-
ção de políticas monetárias é ação cautelosa. Note que não é usual a aplicação de grandes
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aumentos ou diminuições na taxa básica de juros, pois uma ação como essa pode causar
distorções na atual dinâmica dos mercados e, com isso, trazer instabilidade para o cená-
rio econômico. Em muitos casos verifica-se, inclusive, que a decisão tomada pelo Banco
Central é a de manter a taxa de juros em seu valor atual e esperar o próximo período
de avaliação para exercer alguma variação. Esse é um típico exemplo em que a variação
do controle aumenta a incerteza sobre o sistema e por isso argumentamos que o con-
ceito de controle abordado neste trabalho é uma alternativa adequada de abordagem de
controle para casos semelhantes a esse. Efetivamente, um estudo comparativo entre um
controlador CVIU e um LQG, aplicados a um mesmo modelo econômico, é apresentado
em (CALMON et al., 2009). Verifica-se que a abordagem CVIU obtém resultados mais
próximos da real política de juros adotada pelo Banco Central Americano, levando em
conta a sequência histórica avaliada.
1.3 Estrutura da dissertação
No capítulo 2 é apresentada uma formulação do problema de controle ótimo
estocástico a tempo discreto, com base no conceito CVIU, que antes é explicado mais
detalhadamente. A partir dessa formulação são deduzidas soluções ótimas para as funções
de custo e controle, que verificamos ter validade somente em regiões específicas do espaço
de estados, dando origem a regiões intermediárias em que as soluções ótimas são desco-
nhecidas. Motivados por esse problema, no capítulo 3 são apresentados dois métodos de
aproximação da função de controle, com objetivo de gerar soluções subótimas válidas nes-
sas ditas regiões intermediárias. No capítulo 4 são apresentados experimentos numéricos
que permitem avaliar a qualidade das aproximações obtidas com os métodos propostos
por meio de procedimentos de estimação baseados em simulações de Monte Carlo. Para
encerrar a dissertação, é apresentado um exemplo de aplicação que envolve muitos tópicos
relevantes discutidos ao longo do trabalho.
Antes de prosseguir, observamos que a presente linha de pesquisa encontra-se
em pleno desenvolvimento e, por isso, conta com vários estudos paralelos em andamento,
interligadas por conceitos e desafios comuns. O presente trabalho faz parte desse conjunto
maior e eventualmente estará na base de estudos futuros. Reconhecendo essa prerrogativa,
destacamos que a dissertação é também escrita sob um ponto de vista introdutório, no
sentido de que além da mera documentação de resultados para avaliação técnica, o texto
dedica-se à tarefa de apresentar cordialmente algumas das principais ideias sobre controle
CVIU, desenvolvidas e aceitas até aqui. Por isso a exposição dos resultados tem um foco
mais conceitual e formalismos matemáticos são, na medida do possível, deixados a cargo
das referências citadas apropriadamente.
19
2 Controle CVIU a tempo discreto
Como tratar de forma adequada um sistema incerto? Além das teorias existen-
tes, o que podemos contribuir para obter melhores resultados? Neste capítulo é apresen-
tado e desenvolvido o conceito de controle CVIU, uma formulação do problema de controle
ótimo estocástico para sistemas em que a variação do controle aumenta a incerteza. Os
resultados expostos a seguir dizem respeito ao caso de tempo discreto e, em grande parte,
foram obtidos no esforço de verificar a equivalência conceitual em relação aos resultados
do caso de tempo contínuo, apresentados em (SOUTO, 2015). Adicionalmente é feita uma
discussão sobre as implicações práticas encontradas ao analisar soluções assintóticas e a
consequente necessidade de aproximações.
2.1 O conceito CVIU
Considere um sistema estocástico a tempo discreto, governado pela seguinte
equação de estados
𝑧𝑘+1 = 𝐺(𝑧𝑘,𝑣𝑘) + 𝜎𝜀𝑘 (2.1)
em que 𝑧 ∈ R𝑛 é o vetor com as variáveis de estado do sistema, 𝑣 ∈ R𝑚 é o vetor com as
entradas de controle e 𝜎 ∈ R𝑛×𝑛 é a intensidade do ruído natural 𝜀 = {𝜀𝑘}𝑘≥0, 𝜀𝑘 ∈ R𝑛,
i.i.d., com média zero e matriz de covariância unitária.
Suponha que o sistema descrito em (2.1) opere em torno de um ponto de equilí-
brio (𝑧𝑒,𝑣𝑒), mas a sua verdadeira dinâmica seja desconhecida e não possa ser determinada
por meios convencionais de identificação. Nesse sistema não é possível manipular a entrada
para aquisição de dados e estimação da resposta e toda a informação disponível provem de
um histórico de observações, como os exemplos apresentados na introdução. Nesse cenário,
para fins de controle, pode-se apenas contar com um modelo pouco apurado, linearizado
em torno de (𝑧𝑒,𝑣𝑒), digamos ?˜?(·,·). Então, utilizando uma simples mudança de variáveis
𝑥𝑘 := 𝑧𝑘 − 𝑧𝑒 e 𝑢𝑘 := 𝑣𝑘 − 𝑣𝑒 e assumindo que 𝐺 é diferenciável em (𝑧𝑒,𝑣𝑒), podemos
escrever
?˜?(𝑥𝑘,𝑢𝑘) ∼= ?˜?𝑥(𝑧𝑒,𝑣𝑒)𝑥𝑘 + ?˜?𝑢(𝑧𝑒,𝑣𝑒)𝑢𝑘
Note que aqui surge um acréscimo de incerteza devido ao fato de que ?˜?(·,·) ̸=
𝐺(·,·). Adotando notação matricial, a representação linearizada do sistema incerto no
ponto (𝑧𝑒,𝑣𝑒) pode ser expressa pela equação
𝑥𝑘+1 = 𝐴𝑥𝑘 +𝐵𝑢𝑘 + 𝜎𝜀𝑘 (2.2)
em que 𝐴 ∈ R𝑛×𝑛 e 𝐵 ∈ R𝑛×𝑚 são as matrizes jacobianas da dinâmica e de controle,
respectivamente. Com essas equações em mãos, chamamos a atenção para a forma como
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o desconhecimento do sistema é representado. Em (2.1) e (2.2) a incerteza sobre o próximo
estado é modelada pela sequência de ruídos 𝜎𝜀𝑘, mas observe que com essa formulação
a parcela de incerteza em cada instante, tem a mesma intensidade qualquer que seja a
distância do estado atual 𝑥𝑘 em relação ao ponto de equilíbrio (𝑧𝑒,𝑣𝑒), no qual o sistema
foi linearizado.
Agora note que, como o resultado de qualquer linearização, a aproximação em
(2.2) perde qualidade conforme o estado se afasta do ponto de equilíbrio, que nesse caso
é a própria origem. Então, ao pensar em um modelo mais adequado para representar um
sistema dinâmico nesse contexto, é razoável considerar que a incerteza varia de acordo
com a qualidade da aproximação, ou seja, a incerteza deve ser diretamente proporcional
à distancia do estado em relação à origem. Levando o argumento mais adiante, podemos
pensar que se o controle é uma função do estado, a variação do controle também deve
aumentar a incerteza.
Além do fator relacionado à linearização, é notável que mesmo modelos não li-
neares apresentam erros intrínsecos devido às simplificações necessárias ao tentar traduzir
o mundo real em equações matemáticas. Somando a essas dificuldades, muitos problemas
de interesse prático envolvem variáveis não modeladas, de natureza estocástica e pouco
suscetíveis a experimentos. Como resultado, um sistema que atenda a essas caracterís-
ticas certamente estará limitado a uma representação que além dos erros inerentes de
modelagem deve ter um aumento de incerteza sensível às variações de estado e controle.
Para nos referirmos a esse conceito de foma resumida, empregamos o termo “sistemas em
que a Variação do Controle Aumenta a Incerteza” e em sua recente literatura, devido à
tradução livre para o inglês, convencionou-se utilizar o acrônimo CVIU.
2.2 Um novo modelo para sistemas incertos
Antes de prosseguir com a seção, é preciso introduzir uma notação particular.
Seja a função módulo escalar |𝑐| = √𝑐2 : 𝑐 ∈ R e um vetor 𝑥 ∈ R𝑛, adotamos um
operador módulo vetorial dado por |𝑥| := [|𝑥1|, . . . ,|𝑥𝑛|]𝑇 e a partir disso definimos a
função diag : R𝑛 → R𝑛×𝑛 como
diag(|𝑥|) :=
⎡⎢⎢⎢⎢⎢⎢⎣
|𝑥1| 0 . . . 0
0 |𝑥2| . . . 0
... ... . . . ...
0 0 . . . |𝑥𝑛|
⎤⎥⎥⎥⎥⎥⎥⎦ (2.3)
Combinando as ideias da seção anterior com a representação clássica em (2.2),
propomos uma reformulação do problema de controle ótimo estocástico em que a dinâmica
de um sistema pouco conhecido, aproximado em um ponto de equilíbrio, passa a ser escrita
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como:
𝑥𝑘+1 =𝐴𝑥𝑘 +𝐵𝑢𝑘 + 𝜎𝜀𝑘
+ (𝜎𝑢 + ?¯?𝑢diag(|𝑢𝑘|)) 𝜀𝑢𝑘 + (𝜎𝑥 + ?¯?𝑥diag(|𝑥𝑘|)) 𝜀𝑥𝑘
(2.4)
Os termos 𝜀𝑢 = {𝜀𝑢𝑘}𝑘≥0, 𝜀𝑢𝑘 ∈ R𝑚 e 𝜀𝑥 = {𝜀𝑥𝑘}𝑘≥0, 𝜀𝑥𝑘 ∈ R𝑛 são sequências de
ruído, i.i.d., com média nula e matriz de covariância unitária, empregados para representar
os erros induzidos pelas variações da ação de controle e do estado a cada instante. Os
termos (𝜎𝑢, ?¯?𝑢) ∈ R𝑛×𝑚 e (𝜎𝑥,?¯?𝑥) ∈ R𝑛×𝑛 são matrizes de intensidade, assim como 𝜎, cujos
elementos são parâmetros para ponderação dos ruídos associados 𝜀𝑢𝑘 e 𝜀𝑥𝑘. A manipulação
de 𝜎𝑢, ?¯?𝑢, 𝜎𝑥 e ?¯?𝑥 permite detalhar as relações de incerteza entre elementos específicos
dos vetores de estado e de controle. Suponha, por exemplo, que em um sistema com duas
variáveis de estado (𝑥1,𝑥2) o elemento 𝑥1 tenha mais influência que o elemento 𝑥2 na
incerteza resultante. Nesse caso, uma boa representação do sistema poderia ser obtida ao
escolher os elementos da matriz 𝜎𝑥 tais que 𝜎𝑥(𝑖,1) > 𝜎𝑥(𝑖,2), 𝑖 = 1,2.
Ainda na Equação (2.4), a função módulo é empregada para representar a
intensidade do controle e a distância do estado em relação a origem. No caso multidimen-
sional, a função (2.3) é uma construção teórica necessária para modelar individualmente a
influência de cada componente de 𝑥𝑘 e 𝑢𝑘. Com esse artifício, a representação do sistema
(2.4) tem uma parcela de incerteza resultante que é proporcional às variações do estado
e do controle, capturando em essência a ideia de um modelo que se torna mais impreciso
a medida que se afasta do ponto de equilíbrio.
O modelo apresentado em (2.4) é uma forma de representar o conceito CVIU
discutido na seção anterior. É importante ressaltar que essa filosofia de modelagem é
mais abrangente que o próprio escopo de controle, podendo por exemplo se estender
para aplicações em filtragem. As Equações (2.4) e (2.3) certamente não são as únicas
possibilidades de implementação do conceito, entretanto, daqui em diante esse modelo
será chamado de modelo CVIU e servirá como objeto de estudo para o desenvolvimento
de todo o trabalho.
2.2.1 Relação com outras formas de representação
Antes de prosseguirmos com a investigação do problema de controle, faremos
uma breve discussão sobre a relação entre o modelo apresentado e outras formas de repre-
sentação da incerteza estabelecidas na literatura. Observe que descrever o sistema (2.1)
com o modelo (2.4) equivale a assumir que o mesmo é “realimentado” pela própria in-
certeza. Essa abordagem difere em essência do modelo com ruído aditivo independente
da entrada em (2.2), que é a base para formulação e análise do problema LQG (a pedra
fundamental do controle moderno (KALMAN, 1960)).
Como discutido em (ZHOU; DOYLE, 1998, Cap. 8), a formulação com ruído
aditivo recebeu grande atenção na literatura durante as décadas de 1960 e 1970, mas
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apesar dos resultados elegantes e do sucesso em algumas aplicações interessantes (Filtros
de Wiener e de Kalman, controle ótimo LQG), essa representação simplificada falha em
modelar adequadamente a maioria dos sistemas físicos reais e, em tempo, passou a receber
críticas (ROSENBROCK; MCMORRAN, 1971), (DOYLE, 1978), contestando requisitos
básicos como viabilidade e a robustez em situações práticas.
Em geral, a variação de um sistema em relação ao seu modelo nominal depende
significativamente da informação de entrada. Como exemplo, o modelo com ruído aditivo
é completamente inadequado para descrever a incerteza que surge devido a variações nas
propriedades materiais de sistemas térmicos. Como alternativa para essa inadequação, um
novo paradigma mobilizou os esforços de pesquisa nas décadas de 1980 e 1990 (ZAMES,
1981), (DOYLE et al., 1989), o resultado desses trabalhos é hoje conhecido como teoria de
Controle Robusto. As diferenças conceituais introduzidas pelo controle robusto vão muito
além do objetivo dessa discussão, mas destaca-se que um dos fundamentos inovadores
dessa abordagem é a forma de representação da incerteza que, em linhas gerais, consiste
em assumir que o sistema é realimentado pelo próprio desconhecimento do modelo, assim
como é feito na formulação CVIU.
Figura 1 – Malha de controle com realimentação da incerteza.
A Figura 1 mostra um típico diagrama de um sistema de controle robusto. O
bloco 𝐺 incluí o modelo nominal do sistema a ser controlado, 𝐾 é o controlador, Δ é o
conjunto de todas as possíveis incertezas, 𝑟 é um sinal incluindo distúrbios externos e a
referência e 𝑦 é uma medida do sinal controlado. Em um sistema de controle CVIU, o
sinal 𝜃 depende do estado observado 𝑧 e da ação de controle aplicada 𝑣. O bloco Δ gera os
ruídos 𝜀𝑥𝑘 e 𝜀𝑢𝑘 , ponderados pelas matrizes de intensidade 𝜎𝑥, ?¯?𝑥, 𝜎𝑢, ?¯?𝑢. O sinal 𝜔 propaga
a incerteza resultante associada às variações de estado e controle.
Outra área de pesquisa nessa mesma linha, são os modelos estocásticos com
ruído dependente do estado e do controle, ou simplesmente ruído multiplicativo (WO-
NHAM, 1967), (KLEINMAN, 1969). Em princípio essa representação é semelhante ao
modelo (2.4), mas como será visto nas próximas seções, a abordagem CVIU resulta em
um controlador com característica únicas e sem precedentes na literatura. Voltaremos a
essa discussão mais a frente.
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2.3 O problema de controle
Com o modelo CVIU definido, passamos para a formulação do objetivo de
controle. Considere que o sistema (2.4) evolui em um horizonte de tempo discreto que vai
de 0 a 𝑁 e que no instante inicial o estado é conhecido e dado por 𝑥0. Por simplicidade,
considere também que o conjunto de estados possíveis é o próprio R𝑛. Nosso objetivo é
encontrar uma sequência de controles 𝑢𝑘(𝑥𝑘), 𝑘 = 1, . . . ,𝑁 − 1 que minimize um custo
total associado à trajetória do sistema, dado por
𝐽0(𝑥0,𝜋) = 𝐸
[︃
𝑁−1∑︁
𝑘=0
𝐶(𝑥𝑘,𝑢𝑘) + 𝐶𝑁(𝑥𝑁)
]︃
(2.5)
em que 𝐶(𝑥𝑘,𝑢𝑘) é a função custo por estágio, definida a priori, 𝐶𝑁(𝑥𝑁) é o custo
do último estágio (que não depende do controle), também definido a priori, e 𝜋 é a
sequência de controles ou “política” de controle adotada ao longo do horizonte, isto é,
𝜋 = {𝑢0(𝑥0), . . . ,𝑢𝑁−1(𝑥𝑁−1)}. Em relação a (2.5), uma política ótima é tal que
𝐽(𝑥0,𝜋⋆) = min
𝜋∈Π
𝐽(𝑥0,𝜋) (2.6)
em que Π é o conjunto de todas as políticas admissíveis. Como o processo (2.4) é (por cons-
trução) markoviano, podemos utilizar Programação Dinâmica (PD) e dividir o problema
de minimização ao longo de todo o horizonte (2.6), em passos individuais de minimiza-
ção tomados a cada instante. Assim, para cada instante 𝑘 ∈ [0,𝑁 − 1], de acordo com
(BERTSEKAS, 1987), podemos escrever
𝐽⋆𝑘 (𝑥𝑘) = min
𝑢𝑘∈𝒰(𝑥𝑘)
{︂
𝐶(𝑥𝑘,𝑢𝑘) + 𝐸
[︁
𝐽⋆𝑘+1(𝜓(𝑥𝑘,𝑢𝑘,𝜀𝑘))
]︁ }︂
(2.7)
em que 𝒰(𝑥𝑘) é o conjunto de todos os controles admissíveis no estado 𝑥𝑘 ∈ R𝑛. A função
𝜓(𝑥𝑘,𝑢𝑘,𝜀𝑘) = 𝑥𝑘+1 descreve a evolução do sistema de acordo com a dinâmica CVIU
expressa em (2.4). Lembrando que o algoritmo da PD retrocede no tempo, a função
𝐽*𝑘 (𝑥𝑘) é o custo de partida ótimo do estado atual 𝑥𝑘, dado o custo por estágio a ser pago
nesse instante 𝐶(𝑥𝑘,𝑢𝑘) e o custo de partida ótimo no instante seguinte 𝐽⋆𝑘+1(𝑥𝑘+1). A
Equação (2.7) é a chamada Equação da Programação Dinâmica ou Equação de Bellman
e nosso principal objetivo é resolvê-la com a dinâmica CVIU para cada instante de um
dado horizonte de controle.
2.4 Minimização e regiões de controle
Para garantir que o mínimo em (2.7) seja um ótimo global no conjunto 𝒰(𝑥𝑘),
é necessário garantir que 𝐽𝑘(𝑥𝑘,𝑢) seja uma função convexa. Por esse motivo, a verificação
da convexidade da função valor é uma condição fundamental para a busca da política
ótima CVIU, de forma simples e passível de implementação. Em atendimento a esse
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requisito, considerando a Equação (2.5), pode-se demonstrar que se as funções custo por
estágio 𝐶(·,·) e custo terminal 𝐶𝑁(·) forem escolhidas não negativas e convexas, então,
por indução, 𝐽𝑘(𝑥𝑘,𝑢𝑘) será convexa para todo 𝑘 ∈ [0,𝑁 − 1], além disso, a função custo
ótimo 𝐽⋆𝑘 (𝑥𝑘) também será convexa. Uma prova rigorosa desse resultado é apresentada em
(PEDROSA, 2018). Para os objetivos desse trabalho listamos as condições de convexidade
a seguir
H1: A função 𝐶(·,·) é não negativa e convexa;
H2: A função 𝐶𝑁(·) é não negativa e convexa.
Procedendo com a minimização, considere uma função ℎ(𝑥,𝑢) : R𝑛 × R → R
diferenciável e convexa em 𝑢. Para um valor fixo de 𝑥 podemos inferir o sinal de 𝑢 que
minimiza ℎ(𝑥,𝑢) ao analisar o resultado de ∇𝑢ℎ(𝑥,𝑢)|𝑢=0. Se ∇𝑢ℎ(𝑥,𝑢)|𝑢=0 > 0 então
a função ℎ(𝑥,𝑢) está crescendo na origem e, portanto, o mínimo em 𝑢 é atingido no
lado esquerdo do plano cartesiano. Se ∇𝑢ℎ(𝑥,𝑢)|𝑢=0 < 0 então a função está decrescendo
na origem e o mínimo é atingido no lado direito do plano. No outro caso possível, se
∇𝑢ℎ(𝑥,𝑢)|𝑢=0 = 0 então a função não está crescendo ou decrescendo e o mínimo é atingido
exatamente na origem.
Observe, no entanto, que empregando a dinâmica CVIU no argumento em
(2.7), a função torna-se não diferenciável na origem, isto é, substituindo (2.4) em (2.7) e
deixando livre a variável de controle, obtemos
𝐽𝑘(𝑥𝑘,𝑢) = 𝐶(𝑥𝑘,𝑢) + 𝐸
[︂
𝐽𝑘+1
(︁
𝐴𝑥𝑘 +𝐵𝑢+ 𝑤𝑘
+ (𝜎𝑢 + ?¯?𝑢diag(|𝑢|)) 𝜀𝑢𝑘 + (𝜎𝑥 + ?¯?𝑥diag(|𝑥𝑘|)) 𝜀𝑥𝑘
)︁]︂
e devido ao termo |𝑢|, a simples análise de ∇𝑢𝐽𝑘(𝑥𝑘,𝑢)|𝑢=0 não pode ser feita diretamente.
Para contornar essa dificuldade, adotamos uma estratégia que utiliza o conceito de sub-
gradiente (ou subdiferencial) da função custo. Para demonstrar a ideia, considere a função
𝑓(𝑢) = |𝑢| com 𝑢 ∈ R. Nesse caso o subgradiente de 𝑓(𝑢) é dado por
𝜕𝑓(𝑢) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
+ 1, se 𝑢 > 0
− 1, se 𝑢 < 0
[−1,1], se 𝑢 = 0
Com essa ferramenta podemos analisar o comportamento da função custo
𝐽(𝑥,𝑢) na origem do espaço de cada elemento do controle 𝑢𝑖. Primeiramente, note que
a convexidade de 𝐽(𝑥,𝑢𝑖) implica a monotonicidade de 𝜕𝑢𝑖𝐽(𝑥,𝑢), quer dizer, se 𝜈1 < 𝜈2,
então para todos 𝜁1, 𝜁2 tais que
𝜁1 = 𝜕𝑢𝑖𝐽(𝑥,𝑢)|𝑢𝑖=𝜈1 e 𝜁2 = 𝜕𝑢𝑖𝐽(𝑥,𝑢)|𝑢𝑖=𝜈2
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teremos que 𝜁1 < 𝜁2. Com essa propriedade podemos avaliar o sinal do valor ótimo de
cada elemento do controle. Para a demonstração considere o conjunto
S𝑖 := 𝜕𝑢𝑖𝐽(𝑥,𝑢)|𝑢𝑖=0
Dado um valor de 𝑥, em cada elemento 𝑢𝑖, teremos três possibilidades:
1. 𝜁 > 0 ∀𝜁 ∈ S𝑖: Então 𝐽(𝑥,𝑢)|𝑢𝑖=0 está crescendo na origem e o mínimo é atingido
no lado negativo do plano, ou seja, 𝑢⋆𝑖 < 0.
2. 𝜁 < 0 ∀𝜁 ∈ S𝑖: Então 𝐽(𝑥,𝑢)|𝑢𝑖=0 está decrescendo na origem e o mínimo é atingido
no lado positivo do plano, ou seja, 𝑢⋆𝑖 > 0.
3. 𝜁 = 0 ∈ S𝑖, então 𝐽(𝑥,𝑢)|𝑢𝑖=0 encontra o mínimo em 𝑢⋆𝑖 = 0.
Figura 2 – Derivada da função custo em relação a um elemento de controle na origem.
Utilizando a monotonicidade de 𝜕𝑢𝑖𝐽(𝑥,𝑢) podemos simplificar esse raciocínio
e inferir o sinal de 𝑢⋆𝑖 considerando apenas os extremos de S𝑖. Se o maior valor de S𝑖 for
negativo, então 𝑢⋆𝑖 é positivo. Ao contrário, se o menor valor de S𝑖 for positivo, então 𝑢⋆𝑖
é negativo. Em qualquer outro caso 0 ∈ S𝑖 e o mínimo é atingido fazendo-se 𝑢⋆𝑖 = 0 . A
Figura 2 ilustra a ideia.
Para condensar o resultado dessa análise, considerando cada elemento 𝑢𝑖, po-
demos identificar e estabelecer três regiões no espaço de estados de acordo com as possi-
bilidades explicadas acima. Definindo os extremos de S𝑖 como
max S𝑖 := lim
𝑢𝑖↓0
𝜕𝑢𝑖𝐽(𝑥,𝑢)
min S𝑖 := lim
𝑢𝑖↑0
𝜕𝑢𝑖𝐽(𝑥,𝑢)
(2.8)
finalmente concluímos que o controle ótimo CVIU, a cada instante 𝑘, é tal que⎧⎪⎪⎪⎨⎪⎪⎪⎩
𝑢⋆𝑖 (𝑥) > 0, se 𝑥 ∈ ℛ+𝑖
𝑢⋆𝑖 (𝑥) < 0, se 𝑥 ∈ ℛ−𝑖
𝑢⋆𝑖 (𝑥) = 0, se 𝑥 ∈ ℛ0𝑖
(2.9a)
Capítulo 2. Controle CVIU a tempo discreto 26
em que,
ℛ+𝑖 := {𝑥 ∈ R𝑛 : lim
𝑢𝑖↓0
𝜕𝑢𝑖𝐽(𝑥,𝑢) < 0}
ℛ−𝑖 := {𝑥 ∈ R𝑛 : lim
𝑢𝑖↑0
𝜕𝑢𝑖𝐽(𝑥,𝑢) > 0}
ℛ0𝑖 :=
{︁
𝑥 ∈ R𝑛 :
(︁
ℛ+ ∪ℛ−
)︁𝑐 }︁ (2.9b)
Observe que para determinar o sinal do controle ótimo é necessário o conhe-
cimento do estado atual, ou seja, realimentação de estados. Observe também que há um
conjunto de regiões (ℛ+𝑖 ,ℛ0𝑖 ,ℛ−𝑖 ) em R𝑛 para cada elemento de controle 𝑢𝑖 e que nessa re-
presentação particionada do espaço de estados existe uma região em que o controle ótimo
é nulo (ℛ0𝑖 ), motivo pelo qual a denominamos Região de Inação. Como o modelo CVIU
refere-se a um ponto de operação em torno do qual se adota uma linearização, o termo
“inação” significa manter o controle nominal do equilíbrio.
2.5 Horizonte infinito com custo descontado
Aplicar a PD em um horizonte finito é o passo inicial para estudar um pro-
blema de controle ótimo. No entanto, desejamos encontrar soluções que possam servir
para qualquer intervalo, inclusive problemas com duração longa o suficiente ao ponto de
se poder abstrair a contagem do tempo, afinal essa é uma característica esperada em pro-
blemas de regulação de sistemas dinâmicos. Sob a perspectiva de um horizonte infinito é
possível obter soluções estacionárias no tempo, o que, além de resultados mais elegantes,
viabiliza implementações computacionais de forma muito mais simples do que se fosse
necessário recalcular a lei de controle a cada instante.
Feita essa consideração, mudamos o foco da investigação para um problema
cujo objetivo é minimizar um custo do tipo
𝐽(𝑥0,𝜋) = lim
𝑁→∞
𝐸
[︃
𝑁−1∑︁
𝑘=0
𝛼𝑘𝐶(𝑥𝑘,𝑢𝑘)
]︃
(2.10)
Em que 0 < 𝛼 < 1 é um fator de desconto necessário para que o custo não
divirja com o tempo devido à excitação permanente do ruído presente na dinâmica. De
forma análoga ao caso finito, podemos reescrever a Equação (2.10) considerando apenas
um passo da PD e assim, de acordo com (BERTSEKAS, 1987), teremos
𝑉 ⋆𝑗+1(𝑥𝑘) = min
𝑢𝑘∈𝒰(𝑥𝑘)
𝐸
[︁
𝐶(𝑥𝑘,𝑢𝑘) + 𝛼𝑉 ⋆𝑗 (𝑥𝑘+1)
]︁
(2.11)
onde 𝑉 (·) é utilizado no lugar de 𝐽(·), para enfatizar que na expressão em (2.11), dife-
rentemente de (2.7), o custo ótimo acumulado é computado progressivamente e o índice
𝑗 denota o estágio do algoritmo. Essa reorganização permite iniciar a PD em qualquer
instante 𝑘 fazendo 𝑗 = 0 e adotando um valor inicial 𝑉 ⋆𝑗=0(𝑥𝑘) conhecido, a partir do qual
se pode investigar a convergência para a função custo ótimo 𝑉 ⋆(·) em um horizonte 𝑘+𝑁
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com 𝑁 suficientemente grande. Para atender a condição de convexidade H1 e manter uma
forma geral, adotamos um custo por estágio
𝐶(𝑥,𝑢) = 𝑥𝑇𝑄𝑥+ 𝑢𝑇𝑅𝑢 (2.12)
com matrizes 𝑄 ∈ R𝑛×𝑛 e 𝑅 ∈ R𝑚×𝑚 semidefinidas positivas, isto é, 𝐶(·,·) ≥ 0 ∀ 𝑥 ∈
R𝑛, 𝑢 ∈ R𝑚. Com o custo por estágio definido, resta escolher um custo inicial que satisfaça
a condição de convexidade H2. Nesse ponto, chamamos a atenção para a introdução
de uma ideia importante no contexto CVIU, que ecoa por todo o resto do trabalho:
A aproximação da função custo ótimo 𝑉 ⋆(𝑥) fundamentada no teorema de Alexandrov
(NICULESCO; PERSSON, 2006, Teorema 3.11.12). Esse teorema garante que toda função
convexa é, em quase toda parte1, duas vezes diferenciável, de modo que se 𝑉 ⋆(𝑥) com
𝑥 ∈ R𝑛 é convexa, então para todo ponto ?˜? ∈ R𝑛, em uma vizinhança ||𝑥 − ?˜?|| < 𝜅
suficientemente pequena, existe um 𝜖(𝜅) > 0 de modo que pode-se aproximar 𝑉 ⋆(𝑥) por
uma expansão em série de Taylor de segunda ordem, tal que⃒⃒⃒⃒
𝑉 ⋆(𝑥)−
(︂1
2𝑥
𝑇𝑉 ⋆𝑥𝑥(?˜?)𝑥+ 𝑉 ⋆𝑥 (?˜?)𝑇𝑥+ 𝑉 ⋆(?˜?)
)︂⃒⃒⃒⃒
< 𝜖 (2.13)
em que 𝑉 ⋆𝑥𝑥(?˜?) ∈ R𝑛×𝑛 (semidefinida positiva), 𝑉 ⋆𝑥 (?˜?) ∈ R𝑛 e 𝑉 ⋆(?˜?) ∈ R são, respectiva-
mente, a matriz Hessiana, o vetor Gradiente e o valor constante de 𝑉 ⋆(𝑥) avaliados em
𝑥 = ?˜?. Com a garantia de existência da aproximação (2.13), continuamos a investigação
da convergência de (2.11), em um dado estado 𝑥 ∈ R𝑛, fazendo 𝑉 ⋆𝑥𝑥(𝑥) = 2𝑆, 𝑉 ⋆𝑥 (𝑥) = 𝛾,
𝑉 ⋆(𝑥) = 𝑐. Assim adotamos um custo ótimo inicial
𝑉 ⋆𝑗 (𝑥) = 𝑥𝑇𝑆𝑗𝑥+ 𝛾𝑇𝑗 𝑥+ 𝑐𝑗 ≥ 0, 𝑗 = 0 (2.14)
em que os parâmetros (𝑆,𝛾,𝑐)𝑗=0 devem ser escolhidos a priori. Com (2.12) e (2.14) de-
finidos, o próximo passo é resolver o problema de minimização em (2.11) e verificar se o
lado esquerdo da equação preserva a forma adotada no lado direito, ou seja, se o custo
ótimo pode ser expresso por uma função invariante entre um instante e outro. Antes,
introduzimos uma série de notações para que os resultados apresentados daqui em diante
possam ser escritos de maneira concisa.
Primeiramente considere que 𝒮(𝜂) é o vetor dos sinais de cada elemento de
um dado vetor 𝜂. Por exemplo, se 𝜂 = [−2 1,5 0]𝑇 , então 𝒮(𝜂) = [−1 1 0]𝑇 . Considere
também que a notação Diag(Φ) representa a matriz formada pelos elementos da diagonal
principal de Φ. Por exemplo
Φ =
⎡⎣1 2
3 4
⎤⎦ , Diag(Φ) =
⎡⎣1 0
0 4
⎤⎦
1 Em Análise Real o termo “em quase toda parte” significa que alguma proposição ou propriedade é
verdadeira em todo lugar, exceto em conjuntos de medida nula.
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Considere ainda as propriedades envolvendo o operador traço
tr(diag(|𝜂|)𝑇Φdiag(|𝜂|)) = 𝜂𝑇Diag(Φ)𝜂 tr(Φdiag(|𝜂|)) = 𝒮(𝜂)𝑇Diag(Φ)𝜂
𝐸[𝜂𝑇Φ𝜂] = tr(Φ𝐸[𝜂𝜂𝑇 ])
Por último considere as expressões abreviadas
Δ𝑥(𝑆) = Diag(𝜎𝑇𝑥 𝑆𝜎𝑥 + 𝜎𝑥𝑇𝑆𝜎𝑥) 𝑀(𝑆) = 𝑅 + 𝛼(𝐵𝑇𝑆𝐵 + Λ𝑢(𝑆))
Λ𝑥(𝑆) = Diag(𝜎𝑥𝑇𝑆𝜎𝑥) 𝐿(𝑆) = 𝛼(𝐴𝑇𝑆𝐵)
Δ𝑢(𝑆) = Diag(𝜎𝑇𝑢𝑆𝜎𝑢 + 𝜎𝑢𝑇𝑆𝜎𝑢) Γ(𝑆) = tr(𝑆(𝜎𝑇𝜎 + 𝜎𝑇𝑥 𝜎𝑥 + 𝜎𝑇𝑢 𝜎𝑢))
Λ𝑢(𝑆) = Diag(𝜎𝑢𝑇𝑆𝜎𝑢)
(2.16)
Com auxílio dessas propriedades e notações, lembrando que 𝐸[𝑤𝑤𝑇 ], 𝐸[𝜀𝑢𝜀𝑇𝑢 ]
e 𝐸[𝜀𝑥𝜀𝑇𝑥 ] são matrizes identidade, substituímos (2.4) em (2.14) e depois (2.14) e (2.12)
em (2.11). Finalmente, após algumas manipulações algébricas, temos que a função valor
no próximo estágio 𝑗 + 1 é dada por
𝑉 ⋆𝑗+1(𝑥) = 𝑥𝑇 (𝑄+ 𝛼(𝐴𝑇𝑆𝑗𝐴+ Λ𝑥(𝑆𝑗)))𝑥
+ 𝛼(𝒮(𝑥)𝑇Δ𝑥(𝑆𝑗) + 𝛾𝑇𝑗 𝐴)𝑥
+ 𝛼(Γ(𝑆𝑗) + 𝑐𝑗)
+ min
𝑢∈𝒰(𝑥)
{︁
𝑢𝑇𝑀(𝑆𝑗)𝑢+ 2𝑥𝑇𝐿(𝑆𝑗)𝑢+ 𝛼(𝛾𝑇𝑗 𝐵 + 𝒮(𝑢)𝑇Δ𝑢(𝑆𝑗))𝑢
}︁ (2.17)
A Equação (2.17) é chamada de Hamiltoniano do problema. Note que o índice
temporal 𝑘 pode ser omitido, pois todos os termos do estado e do controle estão no mesmo
instante. Em um problema comum, a Equação (2.17) pode ser resolvida para um controle
ótimo geral 𝑢⋆(𝑥), entretanto, como visto na Seção 2.4 a formulação CVIU resulta na
existência de diferentes regiões de controle. Por esse motivo seguimos com a análise do
Hamiltoniano separadamente, em cada região de controle, e posteriormente avaliamos
como as soluções encontradas se conectam.
2.6 Solução na região de inação global
Em uma região do espaço de estados em que todas as entradas do controle
ótimo são nulas, isto é, 𝑢⋆(𝑥) = [0, . . . ,0]𝑇 , a Equação (2.17) torna-se simplesmente
𝑉 ⋆𝑗+1(𝑥) = 𝑥𝑇 (𝑄+ 𝛼(𝐴𝑇𝑆𝑗𝐴+ Λ𝑥(𝑆𝑗)))𝑥
+ 𝛼(𝒮(𝑥)𝑇Δ𝑥(𝑆𝑗) + 𝛾𝑇𝑗 𝐴)𝑥
+ 𝛼(Γ(𝑆𝑗) + 𝑐𝑗)
(2.18)
Note que essa nova equação pode ser reescrita como uma recursão, em que
cada parâmetro (𝑆,𝛾,𝑐) depende de seu equivalente no instante anterior, quer dizer
𝑉 ⋆𝑗+1(𝑥) = 𝑥𝑇𝑆𝑗+1𝑥+ 𝛾𝑇𝑗+1𝑥+ 𝑐𝑗+1 (2.19a)
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𝑆𝑗+1 = 𝑄+ 𝛼(𝐴𝑇𝑆𝑗𝐴+ Λ𝑥(𝑆𝑗)) (2.19b)
𝛾𝑇𝑗+1 = 𝛼(𝒮(𝑥)𝑇Δ𝑥(𝑆𝑗) + 𝛾𝑇𝑗 𝐴) (2.19c)
𝑐𝑗+1 = 𝛼(Γ(𝑆𝑗) + 𝑐𝑗) (2.19d)
Como pode-se verificar diretamente, a forma quadrática imposta em (2.14)
é preservada entre um instante e outro, o que quer dizer que a Equação (2.19) pode
ser escrita para todo 𝑗 > 0 com 𝑢⋆(𝑥) = [0, . . . ,0]𝑇 . Essas formas recursivas permitem
verificar a existência de uma solução estacionária para a função valor através de um
procedimento numérico muito simples. A partir de parâmetros iniciais (𝑆,𝛾,𝑐)𝑗=0 itera-
se as recursões (2.19b), (2.19c) e (2.19d) até que os valores atualizados convirjam para
parâmetros constantes (𝑆 ≥ 0,𝛾,𝑐), ou simplesmente divirjam. Em caso de convergência, a
função custo ótimo torna-se estacionária e as equações a diferenças que definem (𝑆,𝛾,𝑐)𝑗+1
em função de (𝑆,𝛾,𝑐)𝑗 tornam-se algébricas, ou seja
𝑉 ⋆0 (𝑥) = 𝑥𝑇𝑆0𝑥+ 𝛾𝑇0 𝑥+ 𝑐0 (2.20a)
𝑆0 = 𝑄+ 𝛼(𝐴𝑇𝑆0𝐴+ Λ𝑥(𝑆0)) (2.20b)
𝛾𝑇0 = 𝛼(𝒮(𝑥)𝑇Δ𝑥(𝑆0) + 𝛾𝑇0 𝐴) (2.20c)
𝑐0 = 𝛼(Γ(𝑆0) + 𝑐0) (2.20d)
Em que o índice “0” é utilizado para indicar a região de inação global e o
conjunto de soluções (𝑆0,𝛾0,𝑐0) são os parâmetros ótimos da função valor nessa região.
Note que as Equações (2.20c) e (2.20d) podem ser reescritas de forma explícita
𝛾𝑇0 = 𝛼𝒮(𝑥)𝑇Δ𝑥(𝑆0)(𝐼 − 𝛼𝐴)−1
𝑐0 = 𝛼Γ(𝑆0)(1− 𝛼)−1
(2.21)
O termo (𝐼−𝛼𝐴)−1 existirá se a magnitude do máximo autovalor da matriz 𝛼𝐴
for menor que um, max𝑖=1,...,𝑛 |𝜆𝑖(𝛼𝐴)| < 1, isto é, se a matriz 𝛼𝐴 for Schur estável.. Em
vista de (2.21) podemos verificar a existência da solução estacionária (2.20a) avaliando
apenas a convergência de (2.20b). Para tanto, observe que, como (2.20a) é uma função
custo, a escolha 𝑉𝑗=0 = 0 deve resultar em uma sequência monótona crescente tal que, se
existir uma matriz 𝑆0 ≥ 0 solução de (2.20b), teremos
0 ≤ 𝑆𝑗 ≤ 𝑆𝑗+1 ≤ 𝑆0, 𝑗 = 1,2, . . .
e dessa maneira um algoritmo para verificar a existência de (2.20a) consiste simplesmente
em iniciar 𝑆𝑗=0 como uma matriz nula e iterar a recursão (2.19b) até verificar a conver-
gência segundo algum critério de parada, por exemplo
||𝑆𝑗+1 − 𝑆𝑗|| ≤ 𝜖, 𝜖 > 0 (2.22)
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em que ||.|| denota alguma norma da matriz avaliada. Perceba que iterar a recursão (2.19b)
em sequência significa aplicar o controle nulo 𝑢⋆(𝑥) = [0, . . . ,0]𝑇 em sequência. Para uma
interpretação intuitiva, imagine que a região de inação global é formada por estados nos
quais a aplicação do controle ótimo nulo, em média, leva a outros estados em que o controle
ótimo também é nulo.
2.7 Solução nas regiões de controle não nulo
Para representar os sinais de um vetor de controle com pelo menos um elemento
não nulo, ou simplesmente controle não nulo, considere o vetor de sinais 𝒮(𝑢). Também
considere a notação 𝑣𝑇𝑃 (∙) para resumir a expressão completa 𝑣𝑇𝑃𝑣, a função
𝑓(𝑥) := 𝑥𝑇 (𝑄+ 𝛼(𝐴𝑇𝑆𝑗𝐴+ Λ𝑥(𝑆𝑗)))𝑥
+ 𝛼(𝒮(𝑥)𝑇Δ𝑥(𝑆𝑗) + 𝛾𝑇𝑗 𝐴)𝑥
+ 𝛼(Γ(𝑆𝑗) + 𝑐𝑗)
para representar a parte de (2.17) que não depende de 𝑢 e ainda o termo 𝑔𝑗 = 𝒮(𝑢)𝑇Δ𝑢(𝑆𝑗)+
𝐵𝑇𝛾𝑗. Completando os quadrados em (2.17), após algum algebrismo, podemos reescrever
o Hamiltoniano como
𝑉 ⋆𝑗+1(𝑥) = 𝑓(𝑥)−
(︁
𝑀(𝑆𝑗)−1(𝐿(𝑆𝑗)𝑇𝑥+ 𝑔𝑗)
)︁𝑇
𝑀(𝑆𝑗)(∙)
+ min
𝑢∈𝒰(𝑥)
{︃(︂
𝑢+𝑀(𝑆𝑗)−1(𝐿(𝑆𝑗)𝑇𝑥+
𝛼
2 𝑔𝑗)
)︂𝑇
𝑀(𝑆𝑗)(∙)
}︃ (2.23)
Em que 𝑀(𝑆) e 𝐿(𝑆) são os mesmos definidos em (2.16). Por inspeção direta
verifica-se que o valor de 𝑢 que minimiza (2.23), ou seja, o controle ótimo com sinal 𝒮(𝑢),
de 𝑗 para 𝑗 + 1, é dado por
𝑢⋆(𝑥) = −𝑀(𝑆𝑗)−1
(︂
𝐿(𝑆𝑗)𝑇𝑥+
𝛼
2 𝑔𝑗
)︂
(2.24)
Substituindo (2.24) em (2.23) e reorganizando os termos em 𝑥, obtemos
𝑉 ⋆𝑗+1(𝑥) = 𝑥𝑇 (𝑄+ 𝛼(𝐴𝑇𝑆𝑗𝐴+ Λ𝑥(𝑆𝑗))− 𝐿(𝑆𝑗)𝑀(𝑆𝑗)−1𝐿(𝑆𝑗)𝑇 )𝑥
+ 𝛼(𝒮(𝑥)𝑇Δ𝑥(𝑆𝑗) + 𝛾𝑇𝑗 𝐴− 𝑔𝑇𝑗 𝑀(𝑆𝑗)𝐿(𝑆𝑗))𝑥
+ 𝛼(Γ(𝑆𝑗) + 𝑐𝑗)− 𝛼
2
4 𝑔
𝑇
𝑗 𝑀(𝑆𝑗)𝑔𝑗
(2.25)
Novamente, pode-se verificar que a forma quadrática adotada em (2.14) é pre-
servada entre um instante e outro, o que quer dizer que a Equação (2.25) pode ser escrita
para todo 𝑗 > 0 com 𝑢⋆(𝑥) não nulo e 𝒮(𝑢) constante, de acordo com (2.24). Passando
para a forma recursiva teremos
𝑉 ⋆𝑗+1(𝑥) = 𝑥𝑇𝑆𝑗+1𝑥+ 𝛾𝑇𝑗+1𝑥+ 𝑐𝑗+1 (2.26a)
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𝑆𝑗+1 = 𝑄+ 𝛼(𝐴𝑇𝑆𝑗𝐴+ Λ𝑥(𝑆𝑗))− 𝐿(𝑆𝑗)𝑀(𝑆𝑗)−1𝐿(𝑆𝑗)𝑇 (2.26b)
𝛾𝑇𝑗+1 = 𝛼
(︁
𝒮(𝑥)𝑇Δ𝑥(𝑆𝑗) + 𝛾𝑇𝑗 𝐴− 𝑔𝑇𝑗 𝑀(𝑆𝑗)−1𝐿(𝑆𝑗)
)︁
(2.26c)
𝑐𝑗+1 = 𝛼(Γ(𝑆𝑗) + 𝑐𝑗)− 𝛼
2
4 𝑔
𝑇
𝑗 𝑀(𝑆𝑗)−1𝑔𝑗 (2.26d)
Assim como na região de inação, essas recursões permitem verificar a existên-
cia de uma solução estacionária através de um procedimento de relaxação. A partir de
parâmetros iniciais (𝑆,𝛾,𝑐)𝑗=0 itera-se as recursões (2.26b), (2.26c) e (2.26d) até que os
valores atualizados convirjam (ou divirjam) para parâmetros (𝑆 ≥ 0,𝛾,𝑐) fixos. Em caso
de convergência, a função custo ótimo torna-se estacionária
𝑉 ⋆∞(𝑥) = 𝑥𝑇𝑆∞𝑥+ 𝛾𝑇∞𝑥+ 𝑐∞ (2.27a)
𝑆∞ = 𝑄+ 𝛼(𝐴𝑇𝑆∞𝐴+ Λ𝑥(𝑆∞))− 𝐿(𝑆∞)𝑀(𝑆∞)−1𝐿(𝑆∞)𝑇 (2.27b)
𝛾𝑇∞ = 𝛼
(︁
𝒮(𝑥)𝑇Δ𝑥(𝑆∞) + 𝛾𝑇∞𝐴− 𝑔𝑇∞𝑀(𝑆∞)−1𝐿(𝑆∞)
)︁
(2.27c)
𝑐∞ = 𝛼(Γ(𝑆∞) + 𝑐∞)− 𝛼
2
4 𝑔
𝑇
∞𝑀(𝑆∞)−1𝑔∞ (2.27d)
O índice “∞” é utilizado para indicar as regiões de controle ótimo não nulo. O
conjunto de soluções (𝑆∞,𝛾∞,𝑐∞) são os parâmetros ótimos da função valor nessas regiões.
Substituindo (2.27b) e (2.27c) em (2.24) obtemos a lei de controle ótimo
𝑢⋆∞(𝑥) = −𝐾∞𝑥− 𝑌∞
𝐾∞ =𝑀(𝑆∞)−1𝐿(𝑆∞)𝑇 𝑌∞ =
𝛼
2𝑀(𝑆∞)
−1𝑔∞
(2.28)
Com isso podemos reescrever as Equações (2.27c) e (2.27d) como
𝛾𝑇∞ = 𝛼
(︁
𝒮(𝑥)𝑇Δ𝑥(𝑆∞)− 𝒮(𝑢)𝑇Δ𝑢(𝑆∞)𝐾∞
)︁
(𝐼 − 𝛼(𝐴+𝐵𝐾∞))−1
𝑐∞ =
(︁
𝛼Γ(𝑆0)− 𝛼
2
4 𝑔
𝑇
∞𝑀(𝑆∞)−1𝑔∞
)︁
(1− 𝛼)−1
(2.29)
O termo (𝐼−𝛼(𝐴+𝐵𝐾∞))−1 existirá se a magnitude do máximo autovalor da
matriz 𝛼(𝐴 + 𝐵𝐾∞) for menor que um, max𝑖=1,...,𝑛 |𝜆𝑖(𝛼(𝐴 + 𝐵𝐾∞))| < 1. Em vista de
(2.29), podemos verificar a existência da solução estacionária (2.27a) avaliando apenas a
convergência de (2.27b). Para tanto emprega-se o mesmo raciocínio da Seção 2.6, no qual
a escolha 𝑉𝑗=0 = 0 (𝑆𝑗=0 uma matriz de zeros) deve resultar em uma sequência monótona
crescente tal que se existir uma matriz 𝑆∞ ≥ 0 solução de (2.27b), esta certamente será
encontrada após um número suficiente de iterações, segundo algum critério de parada,
como em (2.22).
Note que a solução estacionária (2.28) é uma função linear em 𝑥, assim como a
lei de controle LQG. Efetivamente, a relação entre as soluções CVIU e LQG vão além da
simples semelhança e esse tópico será melhor discutido mais à frente. Note também que
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iterar a recursão (2.27b) em sequência, significa aplicar um controle não nulo (com 𝒮(𝑢)
constante) em sequência, resultando que as Equações (2.27) e (2.28) são válidas somente
em regiões do espaço de estados afastadas da origem e de qualquer mudança de sinal do
estado e do controle. O motivo e as consequências dessa importante característica CVIU
serão explicados mais adiante, em uma seção à parte. Antes é necessário introduzir uma
noção sobre os limites da região de inação.
2.8 Fronteiras da região de inação
Na Seção 2.6 foi derivado o custo ótimo para os estados em que todas as
entradas de controle são nulas, mas então naturalmente surge a pergunta: Qual é a forma
da região de inação no espaço de estados?
Considerando a presente formulação (horizonte infinito com custo descontado)
podemos responder essa pergunta de uma forma muito simples e intuitiva. Primeiramente
observe que os parâmetros (𝑆∞,𝛾∞,𝑐∞) são restritos à condição de sinal constante (válida
somente em regiões afastadas da origem), mas a Equação (2.24) descreve uma transição
a partir de qualquer estado com controle não nulo, se considerarmos que o custo ótimo
no instante seguinte pode ser dado por uma função quadrática do tipo (2.14). Agora
considere um sistema com 𝑥 ∈ R𝑛 e 𝑢 ∈ R. Nesse cenário suponha uma transição de um
estado “fora” para um estado “dentro” da região de inação (em média), através de um
controle de sinal positivo, quer dizer 𝒮(𝑢) = 1. Com auxílio de (2.24), a ação de controle
ótimo nessa transição pode ser aproximadamente escrita como
𝑢⋆(𝑥) = −𝑀(𝑆0)−1
(︂
𝐿(𝑆0)𝑇𝑥+
𝛼
2 (Δ𝑢(𝑆0) +𝐵
𝑇𝛾0)
)︂
(2.30)
Sabendo que na região de inação o controle ótimo, obviamente, é zero e notando
a convexidade da função custo, é razoável supor que não há descontinuidade no controle,
de modo que no exato ponto em que a região de inação acaba o controle deve começar a
variar de forma contínua. Dessa maneira, considerando a Equação (2.30), quanto mais 𝑥
se aproximar da região de inação, mais próximo de zero estará 𝑢⋆(𝑥) e mais precisa será
a aproximação (2.30). No limite teremos
𝐿(𝑆0)𝑇𝑥+
𝛼
2 (Δ𝑢(𝑆0) +𝐵
𝑇𝛾0) = 0 (2.31)
Essa equação caracteriza um hiperplano no espaço de estados, em que o vetor
normal 𝐿(𝑆0) define a direção e o fator constante Δ𝑢(𝑆0) + 𝐵𝑇𝛾0 define o afastamento
em relação à origem. Se repetirmos o experimento para um controle de sinal negativo,
𝒮(𝑢) = −1, obtemos um hiperplano com o mesmo vetor normal, mas com afastamento de
sinal contrário ao primeiro. Em outras palavras, a região de inação está contida entre dois
hiperplanos paralelos. Os pontos 𝑥 que satisfazem a Equação (2.31) formam as chamadas
fronteiras da região de inação, no caso em que 𝑢 ∈ R.
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Note que esse procedimento é equivalente a calcular os limites em (2.9)
ℛ0𝑖 =
{︂
𝑥 ∈ R𝑛 : lim
𝑢𝑖↓0
𝜕𝑢𝑖𝑉 (𝑥,𝑢) ≤ 0 ≤ lim
𝑢𝑖↑0
𝜕𝑢𝑖𝑉 (𝑥,𝑢)
}︂
(2.32)
com 𝑉 (𝑥,𝑢) dado por (2.17), os parâmetros (𝑆,𝛾,𝑐) aproximados por (2.20) e 𝑚 = 1. Para
estender essa ideia de fronteira para o caso em que 𝑢 ∈ R𝑚, lembre, da Seção 2.4, que há
uma região de inação ℛ0𝑖 para cada elemento 𝑖 = 1, . . . ,𝑚. Então, para 𝑥 ∈ R𝑛 e 𝑢 ∈ R𝑚,
desenvolvendo a Equação (2.32), temos simplesmente que
ℛ0𝑖 =
{︂
𝑥 ∈ R𝑛 :
⃒⃒⃒
𝐿(𝑆0)𝑇𝑖 𝑥
⃒⃒⃒
≤ 𝛼2 (Δ𝑢(𝑆0)𝑖𝑖 +𝐵
𝑇
𝑖 𝛾0)
}︂
(2.33)
Os hiperplanos definidos em (2.33) descrevem as fronteiras da região de inação
global, a interseção de todas as 𝑚 regiões de inação. Não é possível fazer esse cálculo em
estados nos quais o vetor de controle ótimo possui pelo menos um elemento não nulo,
pois nesse caso não podemos aproximar os parâmetros (𝑆,𝛾,𝑐) em (2.17) com a solução da
inação global (2.20). Devido à essa limitação, até o momento, não há uma caracterização
completa das regiões de inação para o caso com mais de uma entrada de controle. A
investigação desse problema está em andamento e será tratada em trabalhos futuros.
Daqui em diante nos concentraremos no caso em que 𝑥 ∈ R𝑛 e 𝑢 ∈ R. Com as fronteiras
bem definidas passamos a investigar como as soluções 𝑉 ⋆0 (𝑥) e 𝑉 ⋆∞(𝑥) se conectam.
2.9 Regiões Intermediárias e Assintóticas
Nas últimas seções foram desenvolvidas ideias centrais para o controle CVIU.
Primeiramente, foi verificada a existência de uma solução estacionária em uma região
onde o controle ótimo é nulo. Além disso, pôde-se demonstrar que essa região é limi-
tada por hiperplanos paralelos em torno da origem. Essas informações possibilitam uma
caracterização completa da chamada região de inação, quando 𝑢 ∈ R.
Por outro lado, nos estados em que o controle ótimo é não nulo, só é possível
verificar a existência das soluções estacionárias (2.27) e (2.28) em regiões nas quais os
sinais do estado 𝒮(𝑥) e o sinal do controle 𝒮(𝑢) são constantes entre transições. Esse com-
portamento pode ser entendido observando que o procedimento numérico para obtenção
das soluções estacionárias (𝑆∞,𝛾∞,𝑐∞) consiste em iterar as recursões (2.26) com os sinais
𝒮(𝑢) e 𝒮(𝑥) fixos, mas isso é equivalente a considerar apenas transições entre estados e
controles com os mesmos sinais. Agora observe que, dada a natureza estocástica do sis-
tema, essa situação só pode acontecer em estados suficientemente afastados da origem e
dos eixos cartesianos, de modo que os sinais 𝒮(𝑢) e 𝒮(𝑥) não mudam entre transições e
podem ser considerados constantes nas Equações (2.26). Por esse motivo afirmamos que
as soluções (𝑆∞,𝛾∞,𝑐∞) só têm validade na condição de longas sequências com sinais inva-
riantes. Devido a essa noção de sequência invariante, as soluções envolvendo (𝑆∞,𝛾∞,𝑐∞)
serão chamadas daqui em diante de soluções assintóticas.
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Para facilitar o desenvolvimento do texto daqui em diante, considerando a
partição do espaço de estados (2.9), definimos as “Regiões Assintóticas” como os sub-
conjuntos de ℛ+ e ℛ− em que as soluções assintóticas são válidas. Complementarmente,
definimos as “Regiões Intermediárias” como os subconjuntos de ℛ+ e ℛ− em que as
soluções assintóticas não são válidas.
Na atual concepção do problema não há uma forma analítica fechada para as
funções custo e controle ótimos nos estados das regiões intermediárias, mas a prova de
convexidade da função custo ótimo geral, vista na Seção 2.4, nos garante que nessas regiões
intermediárias deve haver uma forma suave e contínua conectando a solução na inação
𝑉 ⋆0 (𝑥), dada por (2.20), e as soluções assintóticas 𝑉 ⋆∞(𝑥), dadas por (2.27), caracterizando
uma única solução. Da mesma maneira, a função de controle ótimo deve apresentar uma
forma contínua entre as fronteiras da região de inação, 𝑢⋆(𝑥) = 0, e os controles assintóticos
afins 𝑢⋆∞(𝑥), dados por (2.28).
Diante desse panorama faz-se necessária a busca por métodos numéricos que
possibilitem a implementação de soluções aproximadas nas ditas regiões intermediárias.
Nessa busca, a caracterização dos extremos (o conhecimento das soluções ótimas nas região
de inação e assintóticas) e a noção de convexidade da função custo ótimo geral, são de
vital importância, pois estabelecem condições fortes a serem atendidas por uma solução
intermediária candidata. Os métodos de aproximação desenvolvidos nesse trabalho, como
propostas de solução para esse problema, são apresentados no próximo capítulo.
2.10 Um exemplo numérico
Para ilustrar as principais ideias e resultados discutidos nesse capítulo, apre-
sentamos o seguinte exemplo numérico. Considere um sistema dinâmico, linear e a tempo
discreto com matrizes
𝐴 =
⎡⎣0,7 0,3
0,2 0,25
⎤⎦ 𝐵 =
⎡⎣1
0
⎤⎦
Para o custo e os parâmetros CVIU escolhemos os valores
𝑄 =
⎡⎣1 0
0 2
⎤⎦ 𝑅 = 2,5 𝛼 = 0,9 𝜎 = 𝐼2×2
?¯?𝑥 = 0,6𝐼2×2 𝜎𝑥 = 0,01𝐼2×2 ?¯?𝑢 = 0,8 𝜎𝑢 = 0,36
e, com auxílio dos procedimentos e equações apresentadas nas Seções 2.6 e 2.7, obtemos
as soluções de controle e custo ótimos mostradas nas Figuras 3 e 4.
A Figura 3 mostra a função de controle ótimo CVIU nas proximidades da ori-
gem. As linhas tracejadas indicam as fronteiras da região de inação. Os planos mostrados
a partir das fronteiras são dados pela lei de controle ótimo (2.28), que só tem validade
em regiões afastadas da origem e, por isso, surgem as descontinuidades observadas nas
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Figura 3 – Controle ótimo CVIU na região de inação e nas regiões assintóticas.
Figura 4 – Custo ótimo CVIU na região de inação e nas regiões assintóticas.
fronteiras. A Figura 4 mostra a função custo ótimo CVIU nas proximidades da origem.
As linhas tracejadas indicam as projeções das fronteiras da região de inação. A forma
quadrática dentro das fronteiras é dada pela solução (2.20a) e representa o custo ótimo
válido em toda a região de inação. As curvas mostradas a partir das fronteiras são dadas
pela solução (2.27a) e, assim como o controle, só têm validade em regiões afastadas da
origem, o que também explica as descontinuidades observadas.
Esse exemplo ajuda a visualizar o problema das regiões intermediárias discu-
tido na seção anterior. Os resultados analíticos desenvolvidos nas Seções 2.6 e 2.7 permitem
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chegar às soluções não adjacentes, mostradas nas Figuras 3 e 4. Como explicado na Seção
2.9, deve haver uma forma contínua e suave conectando esses extremos e caracterizando
uma única solução.
2.11 Relação com o problema LQG, considerações sobre estabili-
dade e avaliação de desempenho
Analisando detalhadamente a Equação (2.28) percebe-se claramente que a lei
de controle CVIU (nas regiões de sinal constante) é semelhante a lei de controle LQG
com acréscimo de alguns termos que dependem dos parâmetros 𝜎𝑢 e 𝜎𝑥. De fato, se esses
parâmetros forem reduzidos à zero a lei de controle CVIU torna-se exatamente a lei de
controle LQG. É como se na Figura 3 a região de inação fosse diminuindo e os planos
assintóticos se aproximando e alinhando até formar um único plano, coincidente com o
plano de controle LQG. Por esse motivo pode-se afirmar que a formulação LQG é um
caso particular da formulação CVIU.
Observe que as funções custo ótimo (2.20a) e (2.27a) estão associadas a so-
luções de equações discretas e modificadas de Lyapunov e Riccati, respectivamente. Ao
lidar com a forma padrão de uma equação de Lyapunov discreta, escolhe-se 𝑄 definida
positiva e então uma solução única e definida positiva existirá se os autovalores de 𝐴
estiverem contidos no círculo unitário do plano complexo. No caso CVIU, com a presente
formulação, note que o fator 𝛼 promove uma contração nos autovalores de 𝐴 e por esse
motivo, dada uma matriz 𝑄 definida positiva, a Equação (2.20a) terá uma solução se
max𝑖=1,...,𝑛 |𝜆𝑖(√𝛼𝐴)| < 1.
De modo similar, ao lidar com a forma padrão da equação algébrica de Riccati a
tempo discreto, uma solução única e estabilizante existirá se o par (𝐴,𝐵) for estabilizável e
o par (𝑄,𝐴) for detectável. Em nosso caso, certamente é necessário que o par (
√
𝛼𝐴,𝐵) seja
estabilizável, entretanto, até o presente momento não é conhecida uma condição suficiente
que garanta a existência de uma solução única e estabilizante para a Equação (2.28). Nas
simulações feitas durante esse trabalho, as soluções de (2.20a) e (2.27a) foram obtidas com
auxílio dos procedimentos numéricos explicados nas Seções 2.6 e 2.7, adotando a norma
como o raio espectral e 𝜖 = 10−8 em (2.22).
Se na dinâmica CVIU fizermos a escolha 𝜎𝑥 ≡ 0, a Equação Algébrica de
Riccati Generalizada (EARG) resultante, tem o mesmo formato da EARG analisada em
(BEGHI; D’ALESSANDRO, 1998), que aborda sistemas estocásticos com Ruído Multi-
plicativo Dependente do Controle (RMDC). A referida EARG é dada por
𝑆 = 𝐴𝑇𝑆𝐴− 𝐴𝑇𝑆?¯?(𝑅 + ?¯?𝑇𝑆?¯? + Λ¯𝑢(𝑆))−1?¯?𝑇𝑆𝐴+ 𝐶𝑇𝐶 (2.34)
Em que 𝐴 =
√
𝛼𝐴, ?¯? =
√
𝛼𝐵, Λ¯𝑢(𝑆) =
√
𝛼Diag(𝜎𝑢𝑇𝑆𝜎𝑢) e 𝐶𝑇𝐶 = 𝑄.
Também em (BEGHI; D’ALESSANDRO, 1998) é derivada uma condição suficiente para
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a existência de uma solução única e semidefinida positiva para (2.34), assumindo as simples
hipóteses: Λ¯𝑢(𝐼) > 0, (𝐴,?¯?) é estabilizável e (𝐴,𝐶) é detectável (Proposição 1, Equação
(19) do referido artigo). Uma análise completa com 𝜎𝑥 não nulo, baseada nesse resultado,
é sugerida como estudo futuro.
Seguindo o paralelo com o problema RMDC, concluímos com uma breve discus-
são sobre desempenho. O controlador resultante da formulação RMDC é tido na literatura
como conservador (MCLANE, 1971), no sentido de proporcionar ações de controle com
magnitude menor que as obtidas com um controlador LQG, para um mesmo sistema. Ar-
gumentamos que, embora essa conclusão esteja pontualmente correta, a questão está mal
colocada. Perceba que não faz sentido comparar outro controlador com o LQG, em um
cenário no qual o modelo utilizado para síntese é uma representação precisa do fenômeno
controlado, pois nesse caso a solução LQG é a melhor possível. As modificações dinâmicas
nas formulações RMDC e CVIU, são introduzidas para representar sistemas sujeitos à
incerteza, como discutido na Seção 2.1, e por isso uma avaliação de desempenho coerente
deve ser feita em um cenário no qual exista uma descasamento entre o modelo utilizado
para síntese e a verdadeira dinâmica do sistema controlado. Nesse caso uma ação de con-
trole conservadora, ou cautelosa, pode ser mais vantajosa que ação de controle obtida com
a solução LQG. Um exemplo de aplicação em um cenário como esse será apresentado no
Capítulo 4.
Por fim, vale destacar que a formulação CVIU, diferentemente da formulação
RMDC, permite a coexistência de uma solução do tipo Lyapunov com uma solução do
tipo Riccati em um único controlador, criando uma forma única de controle cauteloso,
um equilíbrio entre malha aberta e fechada que pode ser ajustado às características e ao
conhecimento disponível sobre o sistema.
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3 Métodos de aproximação
Como as diferentes soluções verificadas no capítulo anterior se conectam para
formar uma única solução ótima? Neste capitulo são apresentados dois métodos numéri-
cos para aproximar a política de controle ótimo nas regiões intermediárias do problema
CVIU. No primeiro momento, apresentamos um método mais elaborado, que explora am-
plamente as informações disponíveis do problema e faz uso de ferramentas convencionais
em Programação Dinâmica Aproximada (PDA). Em um segundo momento, apresentamos
uma alternativa mais simples e direta, que consiste em unir o plano de controle na região
de inação com os planos de controle assintótico por meio de uma interpolação linear. An-
tes de apresentar o primeiro método, porém, é preciso adequar o problema ao “campo de
batalha” dos métodos baseados em PDA.
3.1 Discretização do espaço de estados
As abordagens para aproximação das funções custo e controle ótimos baseadas
em Programação Dinâmica, de maneira geral, são desenvolvidas para problemas caracteri-
zados como Processos de Decisão de Markov Finitos (PDMF). Essa preferência dá-se pelo
fato da formulação com estados e controles discretos e finitos oferecer maior tratabilidade
matemática e computacional. Uma discussão mais detalhada pode ser vista em (BERT-
SEKAS; TSITSIKLIS, 1996, Cap. 2). Como exemplo podemos citar métodos consagrados
na literatura como Iteração de política, Iteração de valor e o chamado Q-learning (WAT-
KINS; DAYAN, 1992). Devido às características particulares do problema CVIU, nenhum
desses métodos pode ser aplicado diretamente. Contudo, existem ainda muitos aspectos
em comum com o problema PDMF e por isso muitas ideias presentes nesses métodos
podem ser aproveitadas na composição de um método específico para o caso CVIU.
Para explorar esse paralelo, no entanto, é preciso primeiramente discretizar
e limitar o espaço de estados, dado que a formulação CVIU apresentada no capítulo
anterior pressupõe um espaço contínuo e infinito. Note que conceitualmente, essa não é
uma restrição forte, uma vez que o principal objetivo do controlador é manter o sistema
próximo da origem (equilíbrio) e por isso, supondo que o sistema tenha sido estabilizado,
estados muito distantes não têm relevância prática. A partir dessa observação, propomos
construir uma grade regular no espaço de estados de modo a conter uma região de interesse
ao redor da origem.
Considere um vetor de estado 𝑥 ∈ R𝑛. A grade terá dimensão 𝑛 e o primeiro
ponto é a própria origem, isto é 𝑥 = [0, . . . ,0]𝑇 . Cada eixo 𝑖 = 1, . . . ,𝑛 é dividido em
intervalos de tamanho 𝑑, o passo elementar da grade. Para estabelecer os limites em cada
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eixo escolhemos distancias simétricas a partir da origem ℓ𝑖, múltiplos de 𝑑. Dessa maneira
a quantidade de pontos na grade será dada por 1+∏︀𝑛𝑖=1(2ℓ𝑖/𝑑). A Figura 5 ilustra a ideia
para um sistema escalar.
Figura 5 – Discretização de um sistema escalar.
Cada ponto da grade é um estado discreto do sistema e a resolução da malha
pode ser regulada escolhendo 𝑑 e ℓ𝑖 arbitrariamente. Observe que na Equação de transição
(2.4), o estado no instante seguinte 𝑥𝑘+1 não será necessariamente um ponto da grade.
Nesse caso, simplesmente aproximamos o valor real observado para o ponto mais próximo
na grade. Dado um 𝑥𝑟𝑒𝑎𝑙 ∈ R𝑛, sejam 𝑝𝑖1 e 𝑝𝑖2 dois pontos discretos sobre o eixo 𝑖 = 1, . . . ,𝑛,
tal que 𝑝𝑖2 = 𝑝𝑖1 + 𝑑, se 𝑝𝑖1 ≤ 𝑥𝑖𝑟𝑒𝑎𝑙 ≤ 𝑝𝑖2, então
𝑥𝑖𝑑𝑖𝑠𝑐𝑟𝑒𝑡𝑜 =
⎧⎪⎨⎪⎩ 𝑝
𝑖
1, se 𝑥𝑖𝑟𝑒𝑎𝑙 < 𝑝𝑖1 +
𝑑
2
𝑝𝑖2, caso contrário
𝑖 = 1, . . . ,𝑛 (3.1)
Outra característica importante que deve-se levar em consideração é a direção
da grade. Se desejamos aproximar o controle ótimo nas regiões intermediárias, então é
apropriado que a grade seja orientada de acordo com as fronteiras da região de inação. A
Figura 6 mostra a discretização em grade para um sistema bidimensional, com 𝑑 = 0,1 e
ℓ1 = ℓ2 = 1,5.
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Figura 6 – Discretização de um sistema bidimensional.
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Os asteriscos azuis são estados dentro da região de inação e os pontos vermelhos
são estados nas regiões intermediárias. Além dos limites da discretização, qualquer ponto
fora da região de inação é considerado em uma região assintótica. O objetivo dos métodos
apresentados a seguir é aproximar o controle ótimo nas regiões intermediárias.
3.2 Aproximação por Diferenças Temporais
O método apresentado nesta seção baseia-se em muitas características comuns
observadas em técnicas de aproximação com PDA, principalmente em uma família de
algoritmos chamados métodos por Diferenças Temporais (SUTTON, 1988) (na literatura
convencionou-se o termo 𝑇𝐷(·) do inglês “Temporal Differences”). A ideia central desses
métodos consiste em atualizar incrementalmente as estimativas da função custo ótimo,
seguindo as informações obtidas com simulações de transições do sistema, através de
Monte Carlo. No que segue apresentamos uma versão adaptada para o problema CVIU.
3.2.1 Representação do custo ótimo com funções quadráticas locais
Voltando a Equação de Bellman em (2.17) e utilizando conhecimentos da teoria
de aproximação estocástica (KUSHNER; YIN, 2003), podemos substituir a média 𝐸[·] por
um estimador ?^?[·], assim teremos
𝑉 ⋆(𝑥𝑘) = min
𝑢𝑘
?^?
[︁
𝐶(𝑥𝑘,𝑢𝑘) + 𝛼𝑉 ⋆ (𝑥𝑘+1)
]︁
(3.2)
em que o custo por estágio 𝐶(·,·) é o mesmo definido em (2.12) e utilizamos o sobrescrito
“∼” para referir ao custo ótimo aproximado nas regiões intermediárias. Como sabemos
que a função custo ótimo geral é convexa e pode ser expressa por uma função quadrática
com parâmetros (𝑆0,𝛾0,𝑐0) na região de inação e outra função quadrática com parâmetros
(𝑆∞,𝛾∞,𝑐∞) nas regiões assintóticas, empregamos novamente o teorema de Alexandrov
(ver Seção 2.5, Eq. (2.13)) e adotamos essa mesma representação quadrática como uma
aproximação local para os estados nas regiões intermediárias, isto é, impomos que o custo
ótimo nesses estados é dado aproximadamente por
𝑉 ⋆(𝑥) = 𝑥𝑇𝑆(𝑥)𝑥+ 𝛾𝑇 (𝑥)𝑥+ 𝑐(𝑥) (3.3)
em que 𝑆(𝑥) ∈ R𝑛×𝑛 (semidefinida positiva), 𝛾(𝑥) ∈ R𝑛 e 𝑐(𝑥) ∈ R são agora parâmetros
variáveis nos estados da região intermediária, limitados acima por (𝑆0,𝛾0,𝑐0) e abaixo por
(𝑆∞,𝛾∞,𝑐∞), no sentido que, por hipótese, para todo estado 𝑥 nas regiões intermediárias,
é válida a desigualdade
𝑥𝑇𝑆0𝑥+ 𝛾𝑇0 𝑥+ 𝑐0 ≥ 𝑥𝑇𝑆(𝑥)𝑥+ 𝛾𝑇 (𝑥)𝑥+ 𝑐(𝑥) ≥ 𝑥𝑇𝑆∞𝑥+ 𝛾𝑇∞𝑥+ 𝑐∞ (3.4)
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Empregamos esse artifício para reproduzir uma função custo ótimo geral con-
vexa, que nas regiões intermediárias faz uma transição suave de 𝑉 ⋆0 (𝑥) para 𝑉 ⋆∞(𝑥) con-
forme 𝑥 se afasta das fronteiras da região de inação e se aproxima das regiões assintóticas.
O método de aproximação por Diferenças Temporais desenvolvido nesse trabalho consiste
em um algoritmo cujo objetivo é encontrar valores de (𝑆(𝑥),𝛾(𝑥),𝑐(𝑥)) que gerem uma
função custo com essa característica. A Figura 7 mostra um exemplo dessa ideia de fun-
ção custo ótimo aproximada por parâmetros locais, aplicada ao semiplano direito de um
espaço de estados escalar.
Figura 7 – Aproximação da função custo ótimo por quadráticas locais.
Para facilitar a apresentação do algoritmo, definimos Ω como o conjunto de
todos os estados nas regiões intermediárias, que também são pontos contidos em uma
grade discreta predefinida, de acordo com a Seção 3.1. Por exemplo, na Figura 6 o conjunto
Ω é formado pelos pontos em vermelho. Daqui em diante considere que a representação
(3.3) e, portanto, o próprio método de aproximação, são aplicados aos estados 𝑥 ∈ Ω.
3.2.2 Obtenção de amostras
Seguindo com o raciocínio da aproximação estocástica, é preciso que a estima-
tiva em (3.2) seja obtida por simulação direta do próprio processo, em outras palavras, é
preciso realizar simulações de Monte Carlo. Com esse intuito utilizamos a mesma rotina
base dos métodos de iteração de valor e política adotado em (SUTTON; BARTO, 1998,
Cap. 4). Em um dado estado 𝑥𝑎, é simulada uma única transição para um estado aleatório
𝑥𝑏, então utiliza-se as informações de 𝑥𝑏 como amostra para atualizar as informações de
𝑥𝑎. Esse procedimento é repetido no estado seguinte e assim por diante até percorrer todos
os estados do sistema. Ao final de uma varredura avalia-se um critério de parada e se o
mesmo não for satisfeito, outra varredura é iniciada.
Em nosso contexto aplicamos essa metodologia de amostragem e atualização
somente aos estados 𝑥 ∈ Ω, pois são os estados em que adotamos a aproximação (3.3). An-
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tes de iniciar o algoritmo deve-se supor valores inicias para os parâmetros (𝑆(𝑥),𝛾(𝑥),𝑐(𝑥))
e para o controle 𝑢(𝑥) em todos os estados 𝑥 ∈ Ω. Para descrever o procedimento de ob-
tenção de amostras considere a Equação de transição CVIU (2.4) reescrita como
𝑥𝑏 = 𝐴𝑥𝑎 +𝐵𝑢𝑎 + 𝜎𝜀𝑎
+ (𝜎𝑢 + ?¯?𝑢diag(|𝑢𝑎|)) 𝜀𝑢𝑎 + (𝜎𝑥 + ?¯?𝑥diag(|𝑥𝑎|)) 𝜀𝑥𝑎
(3.5)
em que nos referimos a 𝑥𝑎 como o “estado de origem” e a 𝑥𝑏 como o “estado de destino”.
Note que o estado de origem sempre será tal que 𝑥𝑎 ∈ Ω, mas o mesmo não se pode afirmar
sobre os estados de destino 𝑥𝑏. Para tratar essa possibilidade, utilizamos o fato que nos
estados 𝑥𝑏 /∈ Ω dentro da região de inação, os parâmetros (𝑆(𝑥𝑏),𝛾(𝑥𝑏),𝑐(𝑥𝑏)) são dados
pelas soluções conhecidas (𝑆0,𝛾0,𝑐0). Similarmente, impomos que nos estados 𝑥𝑏 /∈ Ω fora
da região de inação, os parâmetros (𝑆(𝑥𝑏),𝛾(𝑥𝑏),𝑐(𝑥𝑏)) são dados pelas soluções conhecidas
(𝑆∞,𝛾∞,𝑐∞). Agora considere os estimadores dos parâmetros de um determinado estado
de destino 𝑥𝑏 escritos como
𝑆(𝑥𝑏) := ?^?[𝑆(𝑥𝑏)]
𝛾(𝑥𝑏) := ?^?[𝛾(𝑥𝑏)]
𝑐(𝑥𝑏) := ?^?[𝑐(𝑥𝑏)]
(3.6)
Substituindo (3.5) em (3.3), depois (3.3) e (2.12) em (3.2), obtemos o Hamil-
toniano para uma transição de um estado 𝑥𝑎 ∈ Ω para um estado 𝑥𝑏
𝑉 ⋆(𝑥𝑎) = 𝑥𝑇𝑎
(︁
𝑄+ 𝛼(𝐴𝑇𝑆(𝑥𝑏)𝐴+ Λ𝑥(𝑆(𝑥𝑏)))
)︁
𝑥𝑎
+ 𝛼
(︁
𝒮(𝑥𝑎)𝑇Δ𝑥(𝑆(𝑥𝑏)) + 𝛾(𝑥𝑏)𝑇𝐴
)︁
𝑥𝑎
+ 𝛼
(︁
Γ(𝑆(𝑥𝑏)) + 𝑐(𝑥𝑏)
)︁
+min
𝑢𝑎
{︂
𝑢𝑇𝑎𝑀(𝑆(𝑥𝑏))𝑢𝑎 + 2𝑥𝑇𝑎𝐿(𝑆(𝑥𝑏))𝑢𝑎
+ 𝛼
(︁
𝛾(𝑥𝑏)𝑇𝐵 + 𝒮(𝑢𝑎)𝑇Δ𝑢(𝑆(𝑥𝑏))
)︁
𝑢𝑎
}︂
(3.7)
em que reaproveitamos toda a notação definida em (2.16). Reaproveitando também o
termo 𝑔𝑏 = 𝒮(𝑢𝑎)𝑇Δ𝑢(𝑆(𝑥𝑏))+𝐵𝑇𝛾(𝑥𝑏) e utilizando o mesmo mecanismo de complemento
de quadrados da Seção 2.7, resolvemos a Equação (3.7) para um controle não nulo com
sinal 𝒮(𝑢𝑎). Assim obtemos uma solução recursiva para o controle
𝑢⋆𝑎(𝑥𝑎) = −𝑀(𝑆(𝑥𝑏))−1
(︂
𝐿(𝑆(𝑥𝑏))𝑇𝑥𝑎 +
𝛼
2 𝑔𝑏
)︂
(3.8)
e uma solução recursiva para a função custo
𝑉 ⋆(𝑥𝑎) = 𝑥𝑇𝑎𝑆(𝑥𝑎)𝑥𝑎 + 𝛾𝑇 (𝑥𝑎)𝑥𝑎 + 𝑐(𝑥𝑎) (3.9a)
𝑆(𝑥𝑎) = 𝑄+ 𝛼(𝐴𝑇𝑆(𝑥𝑏)𝐴+ Λ𝑥(𝑆(𝑥𝑏))− 𝐿(𝑆(𝑥𝑏))𝑀(𝑆(𝑥𝑏))−1𝐿(𝑆(𝑥𝑏))𝑇 (3.9b)
𝛾(𝑥𝑎)𝑇 = 𝛼
(︁
𝒮(𝑥𝑎)𝑇Δ𝑥(𝑆(𝑥𝑏)) + 𝛾(𝑥𝑏)𝑇𝐴− 𝑔𝑇𝑏 𝑀(𝑆(𝑥𝑏))−1𝐿(𝑆(𝑥𝑏))
)︁
(3.9c)
𝑐(𝑥𝑎) = 𝛼(Γ(𝑆(𝑥𝑏)) + 𝑐(𝑥𝑏))− 𝛼
2
4 𝑔
𝑇
𝑏 𝑀(𝑆(𝑥𝑏))−1𝑔𝑏 (3.9d)
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Para computar essas recursões consideramos que as estimativas dos valores
(𝑆(𝑥𝑏),𝛾(𝑥𝑏),𝑐(𝑥𝑏)) são simplesmente os valores atuais dos parâmetros (𝑆,𝛾,𝑐) no estado
de destino 𝑥𝑏, observando que essa é a melhor informação disponível no momento da
transição. Dessa maneira as Equações (3.9) e (3.8) fornecem uma nova estimativa para
os valores de (𝑆(𝑥𝑎),𝛾(𝑥𝑎),𝑐(𝑥𝑎)) e 𝑢⋆𝑎 a partir das estimativas existentes dos valores de
(𝑆(𝑥𝑏),𝛾(𝑥𝑏),𝑐(𝑥𝑏)).
Note, entretanto, que uma estimativa vinculada a um único estado de destino
𝑥𝑏 não pode ser uma boa aproximação para os parâmetros de 𝑥𝑎. Por isso os resultados
das Equações (3.8) e (3.9) são tidos como amostras dos valores buscados. A ideia é que ao
passar várias vezes por 𝑥𝑎 sejam obtidas várias amostras de diferentes estados de destino 𝑥𝑏
e a partir desses dados estime-se um valor médio para os parâmetros de 𝑥𝑎 com auxílio de
um procedimento de atualização. Esse procedimento será apresentado na seção seguinte.
Antes considere uma observação sobre o controle ótimo nos estados 𝑥 ∈ Ω.
A representação por parâmetros locais (3.3) foi adotada para aproximar a
função custo ótimo nos estados 𝑥 ∈ Ω, mas, como se verifica em (3.8), também permite
obter informações sobre o controle ótimo nesses estados. Aproveitamos essa consequência
interessante para também atualizar a ação de controle em cada transição. Com isso, tanto
a função custo quanto a política de controle são ajustados dinamicamente conforme o
algoritmo percorre os estados. Para adequar a notação, daqui em diante escreveremos o
controle ótimo aproximado em cada estado 𝑥 ∈ Ω como ?˜?(𝑥).
3.2.3 Atualização dos parâmetros e critério de parada
Uma vez obtida uma nova amostra de cada parâmetro pode-se fazer a atua-
lização dos mesmos e da ação de controle. Para tanto empregamos diretamente a regra
básica de atualização dos métodos TD. Então, seja um estado 𝑥 ∈ Ω, após cada simulação
de transição são feitas as atualizações
𝑆𝑛+1(𝑥) = 𝑆𝑛(𝑥) + 𝛿𝑛(𝑥)
(︁
𝑆𝑎(𝑥)− 𝑆𝑛(𝑥)
)︁
𝛾𝑛+1(𝑥) = 𝛾𝑛(𝑥) + 𝛿𝑛(𝑥)
(︁
𝛾𝑎(𝑥)− 𝛾𝑛(𝑥)
)︁
𝑐𝑛+1(𝑥) = 𝑐𝑛(𝑥) + 𝛿𝑛(𝑥)
(︁
𝑐𝑎(𝑥)− 𝑐𝑛(𝑥)
)︁
?˜?𝑛+1(𝑥) = ?˜?𝑛(𝑥) + 𝛿𝑛(𝑥)
(︁
?˜?𝑎(𝑥)− ?˜?𝑛(𝑥)
)︁
(3.10)
em que 𝑛 é o número de visitas que 𝑥 já recebeu, ou equivalentemente, quantas atualizações
já foram realizadas nesse estado (os termos 𝑆𝑎(𝑥), 𝛾𝑎(𝑥), 𝑐𝑎(𝑥) e ?˜?𝑎(𝑥) são as amostras
obtidas com (3.9) e (3.8)). Observe que todas as atualizações são feitas simultaneamente
em cada simulação de transição a partir de 𝑥. A variável 𝛿𝑛 > 0 é a chamada “taxa de
aprendizagem” que deve decrescer conforme 𝑛 aumenta, segundo alguma razão escolhida a
priori. Uma condição necessária para a convergência do algoritmo é que 𝛿𝑛 deve satisfazer
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o clássico critério da aproximação estocástica (KUSHNER; YIN, 2003)
∞∑︁
𝑛=0
𝛿𝑛(𝑥) =∞
∞∑︁
𝑛=0
𝛿𝑛(𝑥)2 <∞ (3.11)
Note que cada estado 𝑥 ∈ Ω é selecionado uma única vez durante uma var-
redura, portanto deve-se garantir uma quantidade suficientemente grande de varreduras
para que as estimativas (3.10) convirjam. Dada a evidente complexidade do algoritmo,
até o momento não há uma prova da convergência para o ótimo do problema, no sentido
de encontrar parâmetros locais (3.3) para todo 𝑥 ∈ Ω que satisfaçam a Equação (3.2).
Uma breve revisão da literatura incluindo provas de convergência para métodos TD é
apresentada em (BERTSEKAS; TSITSIKLIS, 1996, Sec. 5.7). Essa questão vai além do
escopo deste trabalho e fica sugerida como estudo futuro. Na presente investigação, nos
dedicamos a verificar experimentalmente se o método proposto é capaz de gerar solu-
ções subótimas com erros menores que as soluções assintóticas nas regiões intermediárias,
como será visto no próximo capítulo. Observe que se durante a aproximação os valores das
amostras estiverem sempre no intervalo (𝑆0,𝛾0,𝑐0) e (𝑆∞,𝛾∞,𝑐∞), nos termos da Equação
(3.4), surge naturalmente uma noção de que os valores finais também estarão. Portanto,
uma condição adequada para o algoritmo é que os valores iniciais de (𝑆(𝑥),𝛾(𝑥),𝑐(𝑥)) em
todo 𝑥 ∈ Ω, sejam escolhidos de modo a satisfazer (3.4).
O critério de parada adotado também segue a ideia geral dos algoritmos de ite-
ração de política e valor (SUTTON; BARTO, 1998, Cap. 4), isto é, avaliando uma medida
de quanto a função custo muda entre visitas consecutivas ao mesmo estado. Considere a
função custo ótimo aproximado em 𝑥 após 𝑛 visitas
𝑉 ⋆𝑛 (𝑥) = 𝑥𝑇𝑆𝑛(𝑥)𝑥+ 𝛾𝑛(𝑥)𝑇𝑥+ 𝑐𝑛(𝑥) (3.12)
Durante uma varredura, comparamos (3.12) antes e depois da atualização e
em cada estado, ao final computamos a quantidade
Δ𝑉 ⋆𝑚𝑎𝑥 = max
𝑥∈Ω
|𝑉 ⋆𝑛 (𝑥)− 𝑉 ⋆𝑛−1(𝑥)| (3.13)
e encerramos o algoritmo quando (3.13) atingir um número positivo suficientemente pe-
queno, escolhido a priori. Com isso o método está completamente descrito e passamos
para um resumo de todo o procedimento. Na sequência é apresentado um exemplo de
implementação do método. Considere antes um comentário final.
Note que as soluções (3.8) e (3.9) têm formato idêntico às Equações (2.24)
e (2.25), derivadas para o caso em que consideramos os sinais do estado e do controle
constantes entre transições. Aqui podemos deixar essa condição de lado, pois utilizamos
os resultados de (3.9) e (3.8) como amostras para atualização das estimativas (3.10) que
não dependem da noção de sequência com sinais invariante para convergir.
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3.2.4 Visão geral do método
O Pseudocódigo 3.1 resume o método de aproximação descrito nas Seções 3.2.1,
3.2.2 e 3.2.3.
Pseudocódigo 3.1 Algoritmo de aproximação CVIU por Diferenças Temporais
1. Inicialização
for all 𝑥 ∈ Ω do
𝑆(𝑥)← 𝑆∞, 𝛾(𝑥)← 𝛾∞, 𝑐(𝑥)← 𝑐∞;
?˜?(𝑥)← 𝑢⋆∞(𝑥);
end for
2. Aproximação estocástica
repeat
Δ𝑉𝑚𝑎𝑥 ← 0;
for all 𝑥𝑎 ∈ Ω do
𝑡𝑒𝑚𝑝← 𝑉 (𝑥𝑎);
Ler o controle ?˜?(𝑥𝑎);
Simular uma transição CVIU com (3.5);
if 𝑥𝑏 ∈ Ω then
Discretizar 𝑥𝑏 com (3.1);
𝑆(𝑥𝑏)← 𝑆(𝑥𝑏); 𝛾(𝑥𝑏)← 𝛾(𝑥𝑏); 𝑐(𝑥𝑏)← 𝑐(𝑥𝑏);
else
if 𝑥 ∈ ℛ0 then
𝑆(𝑥𝑏)← 𝑆0; 𝛾(𝑥𝑏)← 𝛾0; 𝑐(𝑥𝑏)← 𝑐0;
else
𝑆(𝑥𝑏)← 𝑆∞; 𝛾(𝑥𝑏)← 𝛾∞; 𝑐(𝑥𝑏)← 𝑐∞;
end if
end if
Computar as amostras com (3.8) e (3.9);
Fazer as atualizações com (3.10);
Δ𝑉𝑚𝑎𝑥 ← max(Δ𝑉𝑚𝑎𝑥,|𝑉 (𝑥𝑎)− 𝑡𝑒𝑚𝑝|);
end for
until Δ𝑉𝑚𝑎𝑥 < 𝜖 (um número positivo pequeno)
3.2.5 Exemplo numérico
Para uma avaliação inicial e qualitativa do método de aproximação desenvol-
vido nesta seção, considere o sistema dinâmico, linear e a tempo discreto
𝐴 =
⎡⎣0,7 0,3
0,2 0,25
⎤⎦ 𝐵 =
⎡⎣1
0
⎤⎦
com os parâmetros do custo e CVIU
𝑄 =
⎡⎣1 0
0 2
⎤⎦ 𝑅 = 2,5 𝛼 = 0,9 𝜎 = √0,3𝐼2×2
?¯?𝑥 = 0,2𝐼2×2 𝜎𝑥 = 0,05𝐼2×2 ?¯?𝑢 = [0,75 0,75]𝑇 𝜎𝑢 = 0,45𝜎𝑢
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Nesse exemplo foi adotada uma grade discreta com 𝑑 = 0,1 e ℓ1 = ℓ2 = 3. Os
valores inicias das funções custo e controle são mostradas na Figuras 8 e 9. As funções
apresentam as descontinuidades características das soluções assintóticas, assim como o
exemplo discutido na Seção 2.10.
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Figura 8 – Valores iniciais da função custo.
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Figura 9 – Valores iniciais da função controle.
Para uma taxa de aprendizagem 𝛿𝑛 = 1𝑛 e um critério de parada 𝜖 = 1,25,
obtemos as funções mostradas nas Figuras 10 e 11. Nesse experimento o algoritmo fez 8
varreduras em um tempo de CPU de 0,15 minutos 1. As aproximações resultantes apresen-
1 Neste trabalho os tempos de CPU são refentes a um computador Dellr modelo Vostro 5740. Proces-
sador Intelr Core i5 e 4GB de memória RAM.
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tam mudanças notáveis em relação aos valores inicias. Pode-se perceber que os parâmetros
finais (𝑆(𝑥),𝛾(𝑥),𝑐(𝑥)), 𝑥 ∈ Ω, aproximam 𝑉 ⋆(𝑥) e 𝑢⋆(𝑥) do resultado desejado, mas ainda
com variações locais acentuadas. Essas variações são evidentes nas superfícies ruidosas das
funções mostradas.
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Figura 10 – Valores finais da função custo para 𝛿𝑛 = 1𝑛 e 𝜖 = 1,25.
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Figura 11 – Valores finais da função controle para 𝛿𝑛 = 1𝑛 e 𝜖 = 1,25.
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Para uma taxa de aprendizagem 𝛿𝑛 = 1𝑛 , um critério de parada 𝜖 = 0,1 e os
mesmos valores iniciais, obtemos as funções mostradas nas Figuras 13 e 12. O algoritmo
fez 82 varreduras em um tempo de CPU de 1,61 minutos. Pode-se perceber que com um
valor menor de 𝜖 as aproximações obtidas são mais refinadas que as mostradas nas Figuras
11 e 10.
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Figura 12 – Valores finais da função custo para 𝛿𝑛 = 1𝑛 e 𝜖 = 0,1.
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Figura 13 – Valores finais da função controle para 𝛿𝑛 = 1𝑛 e 𝜖 = 0,1.
Capítulo 3. Métodos de aproximação 49
3.3 Aproximação por Interpolação Linear
O método apresentado nesta seção é baseado em uma característica observada
nas aproximações obtidas com o método por Diferenças Temporais. Observe que as funções
de controle mostradas nas Figuras 11 e 13 não apresentam características não lineares e
assemelham-se a superfícies planas, que ligam as soluções assintóticas à região de inação
através das regiões intermediárias. Com base nessa observação, propomos aproximar a
função controle ótimo por meio de uma simples interpolação linear. Essa estratégia de
aproximação foi inicialmente proposta para o caso de tempo contínuo em (SOUTO, 2015)
e utilizada em (DO VAL; SOUTO, 2017).
Para implementar essa ideia é preciso supor que as regiões intermediárias são
limitadas pelos hiperplanos das fronteiras da região de inação e por hiperplanos paralelos
externos, de modo que se possa considerar que as soluções assintóticas são válidas a partir
desses limites. Definimos ℓ∞ como a distância entre a origem e esses hiperplanos limitantes.
O parâmetro ℓ∞ deve ser escolhido a priori e tal que
ℓ∞ > ℓ0, ℓ0 :=
|𝛼2 (Δ𝑢(𝑆0) +𝐵𝑇𝛾0)|
||𝐿(𝑆0)|| (3.14)
em que ℓ0 (constante) é a menor distância entre as fronteiras da região de inação e a origem,
derivada da Eq. (2.32). Com isso a lei de controle CVIU será uma função linear por partes,
dada por zero na região de inação, pela interpolação linear nas regiões intermediárias e
pelo controle ótimo assintótico (2.28) a partir de ℓ∞, como ilustra a Figura 14 para o
semiplano direito de um espaço de estados escalar.
Figura 14 – Controle CVIU com aproximação por interpolação linear em um sistema
escalar.
Para uma breve explicação das variáveis envolvidas no cálculo da interpolação
linear, considere o esquema mostrado na Figura 15. O ponto 𝑥 é um estado na região
intermediária, o ponto 𝑥∞ é a projeção ortogonal de 𝑥 sobre o hiperplano que define o
fim da região intermediária (limite da grade), 𝑎 é a menor distância de 𝑥 até a região de
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inação e 𝑏 é a distância entre os hiperplanos paralelos que limitam a região intermediária.
A aproximação do controle por interpolação linear é dada por
Figura 15 – Geometria da interpolação linear
?˜?⋆(𝑥) =
(︂
𝑎
𝑏
)︂
𝑢⋆(𝑥∞) (3.15a)
𝑎 =
|𝐿(𝑆0)𝑇𝑥| − |𝛼2 (Δ𝑢(𝑆0) +𝐵𝑇𝛾0)|
||𝐿(𝑆0)|| (3.15b)
𝑏 = ℓ∞ − |
𝛼
2 (Δ𝑢(𝑆0) +𝐵
𝑇𝛾0)|
||𝐿(𝑆0)|| (3.15c)
𝑥∞ = 𝑥+
𝐿(𝑆0)
||𝐿(𝑆0)||
(︃
ℓ∞ − |𝐿(𝑆0)
𝑇𝑥|
||𝐿(𝑆0)||
)︃
(3.15d)
em que 𝑢⋆(·) é o controle ótimo assintótico dado pela Equação (2.27a) e os demais pa-
râmetros são os mesmos presentes em (3.14). As Equações (3.15) são facilmente obtidas
analisando a Figura 15.
Note que para implementar a aproximação por interpolação linear não é neces-
sário fazer a discretização do espaço de estados. Entretanto, a discretização é considerada
aqui para que os dois métodos de aproximação apresentados nesse capítulo possam ser
avaliados sob uma base comum de estados. Aproveitando a estrutura do método de discre-
tização apresentado na Seção 3.1, escolhemos ℓ∞ como sendo o próprio comprimento da
grade na direção ortogonal às fronteiras da região de inação, como mostrado na Figura 15.
Para definir o controle ótimo além dos limites da discretização, adotamos a mesma es-
tratégia utilizada na seção anterior: Fora da grade, mas dentro de região de inação, é
válida a solução ótima 𝑢⋆(𝑥) = 0. Caso contrário, fora da grade e também da região de
inação, é válida a solução assintótica 𝑢⋆∞(𝑥). A Figura 16 mostra o resultado da apro-
ximação por interpolação linear para o mesmo sistema do Exemplo 3.2.5, com 𝑑 = 0,1,
ℓ1 = ℓ2 = ℓ∞ = 1,5. Observe que a função aproximada na Figura 16 tem uma forma
semelhante aos resultados mostrados nas Figuras 11 e 13, como desejado.
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Figura 16 – Controle CVIU aproximado por interpolação linear em um sistema
bidimensional.
3.4 Considerações finais
Lembramos que o Algoritmo 3.1 é um método por Diferenças Temporais, es-
pecificamente uma implementação TD(0). Contudo, destacamos a diferença fundamental
que, enquanto um algoritmo TD clássico estima diretamente a função custo, a versão
CVIU faz essa estimativa indiretamente, por meio de um conjunto de parâmetros (3.3),
tirando proveito da formulação do problema. Essa diferença possibilita estimar também
a função de controle, a partir da solução do Hamiltoniano (3.8). Explorando essas pos-
sibilidades, em cada visita a um estado, as funções custo e controle são atualizadas com
base nas informações dos estados vizinhos. Nas iterações seguintes, essas estimativas mais
acuradas servirão como base para outras atualizações e assim sucessivamente. Juntando
todas as partes, a ideia central do algoritmo proposto é utilizar os resultados da minimi-
zação em (3.8) e (3.9) para estocasticamente aproximar os valores ótimos do problema,
combinado a amostragem das simulações de Monte Carlo com a otimização iterativa da
Programação Dinâmica.
Capítulo 3. Métodos de aproximação 52
Os dois métodos apresentados neste capítulo são válidos para 𝑥 ∈ R𝑛. De
maneira geral o método por Diferenças Temporais é mais completo, pois explorara melhor
o conhecimento disponível sobre o problema e possibilita maior flexibilidade em relação à
forma final da aproximação buscada, ao preço de ter que ser implementado “offline” com
um custo computacional demonstrado no Exemplo 3.2.5. Por outro lado, o método por
interpolação linear utiliza essencialmente características geométricas do problema e não
fornece nenhuma informação sobre a função custo resultante, com a vantagem de não ter
custo computacional, além do cálculo de uma equação tipo Lyapunov e outra tipo Riccati
resolvidos com um procedimento de relaxação, e poder ser implementado “online”, com
auxílio das Equações (3.15). Essas diferenças motivam uma avaliação mais detalhada, que
permita de alguma forma comparar as aproximações obtidas com a utilização de cada
método, como será feito no capítulo seguinte.
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4 Avaliação dos métodos de aproximação
Quão boas podem ser as aproximações obtidas com os métodos apresentados
no capítulo anterior? Neste capítulo desenvolvemos ferramentas numéricas para avaliar a
qualidade de soluções subótimas, formadas por meio do uso das soluções ótimas determina-
das nos extremos, com as soluções aproximadas desenvolvidas nas regiões intermediárias.
Com base nesses meios de avaliação apresentamos experimentos que ajudam a entender
e a explorar o desempenho de cada método de aproximação. Para simplificar a exposição
dos resultados, o método por diferenças temporais é chamado de método I e o método
por interpolação linear é chamado de método II. Ao fim do capítulo apresentamos um
exemplo de implementação de um controlador CVIU.
4.1 Avaliação do método I
O método I fornece os parâmetros (𝑆(𝑥),𝛾(𝑥),𝑐(𝑥)) de cada estado nas regiões
intermediárias de uma grade discreta escolhida, isto é 𝑥 ∈ Ω. O conhecimento dos parâme-
tros válidos em Ω, dos parâmetros (𝑆0,𝛾0,𝑐0) válidos na região de inação e dos parâmetros
(𝑆∞,𝛾∞,𝑐∞) válidos nas regiões assintóticas, possibilita estimar numericamente o erro da
solução geral resultante, com auxílio do método descrito a seguir.
4.1.1 Estimação do erro com a Equação de Bellman
Considere novamente a notação adotada na Seção 3.2, em que numa transição
CVIU dada por (3.5) nos referimos ao estado de origem como 𝑥𝑎 e ao possível estado de
destino como 𝑥𝑏. Agora considere a Equação de Bellman (2.11) reescrita nesses termos,
quer dizer
𝑉 ⋆(𝑥𝑎) = min
𝑢𝑎
𝐸
[︁
𝐶(𝑥𝑎,𝑢𝑎) + 𝛼𝑉 ⋆(𝑥𝑏)
]︁
(4.1)
Dado um controle qualquer 𝑢𝑎, podemos verificar a otimalidade desse valor ao
substituí-lo em (4.1) e avaliar a diferença entre os dois lados da equação. Se o resultado
for zero, então 𝑢𝑎 = 𝑢⋆(𝑥𝑎). Num contexto de aproximação adota-se essa estratégia para
obter uma medida da subotimalidade de um controle candidato conhecido. Utilizando o
método de aproximação I, obtemos os parâmetros (𝑆(𝑥),𝛾(𝑥),𝑐(𝑥)) e o controle ?˜?(𝑥) para
cada estado 𝑥 em uma grade predefinida Ω. Então, para um dado ?˜?𝑎(𝑥𝑎), com 𝑥𝑎 ∈ Ω,
podemos escrever
𝐶(𝑥𝑎,?˜?(𝑥𝑎)) + 𝛼?^?
[︁
𝑉 ⋆(𝑥𝑏)
]︁
− 𝑉 ⋆(𝑥𝑎) = 𝜉𝑎 (4.2)
em que o custo por estágio 𝐶(·,·) segue o mesmo adotado em (2.12), o termo ?^?[𝑉 (𝑥𝑏)] é um
estimador da média da função custo ótimo aproximado nos estados de destino 𝑥𝑏 e 𝑉 (𝑥𝑎) é
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o valor da função custo ótimo aproximado no estado de origem 𝑥𝑎, que pode ser calculado
diretamente com auxílio dos parâmetros conhecidos (𝑆(𝑥𝑎),𝛾(𝑥𝑎),𝑐(𝑥𝑎)). Empregamos o
termo 𝜉𝑎 para expressar o erro na Equação de Bellman associado ao controle ?˜?(𝑥𝑎).
Para obter ?^?[𝑉 (𝑥𝑏)] é necessário utilizar novamente o conceito de Monte Carlo.
Simulamos 𝑁 transições (3.5) a partir de 𝑥𝑎, com ?˜?𝑎(𝑥𝑎) fixo. Em cada um dos 𝑁 estados
de destino 𝑥𝑏 calculamos o valor da função custo ótimo aproximado com auxílio dos
parâmetros conhecidos (𝑆(𝑥𝑏),𝛾(𝑥𝑏),𝑐(𝑥𝑏)). Ao final computa-se a média
?^?[𝑉 ⋆(𝑥𝑏)] =
1
𝑁
𝑁∑︁
𝑛=1
𝑉 ⋆𝑛 (𝑥𝑏) (4.3)
Como os ruídos da dinâmica CVIU (3.5) são por definição i.i.d., as diferentes
realizações de 𝑥𝑏 também serão e, com isso, o estimador (4.3) aproxima-se mais da ver-
dadeira média 𝐸[𝑉 (𝑥𝑏)] quanto maior for 𝑁 . Nessas simulações também é possível que o
estado de destino 𝑥𝑏 caia fora dos limites da discretização e para tratar essa possibilidade
adotamos a mesma estratégia utilizada no Algoritmo 3.1. Impomos que nos estados 𝑥𝑏 /∈ Ω
dentro da região de inação, os parâmetros (𝑆(𝑥𝑏),𝛾(𝑥𝑏),𝑐(𝑥𝑏)) são dados pelas soluções co-
nhecidas (𝑆0,𝛾0,𝑐0). Similarmente, nos estados 𝑥𝑏 /∈ Ω fora da região de inação, impomos
que os parâmetros (𝑆(𝑥𝑏),𝛾(𝑥𝑏),𝑐(𝑥𝑏)) são dados pelas soluções conhecidas (𝑆∞,𝛾∞,𝑐∞).
O procedimento completo é resumido no Pseudocódigo 4.1.
Pseudocódigo 4.1 Algoritmo de estimação do erro com a Equação de Bellman
1. Inicialização
for all 𝑥 ∈ Ω do
Carregar (𝑆(𝑥),𝛾(𝑥),𝑐(𝑥)) e ?˜?(𝑥) obtidos com o método de aproximação I;
end for
1. Estimação do erro
for all 𝑥𝑎 ∈ Ω do
Ler o controle ?˜?(𝑥𝑎);
for 𝑛 = 1 : 𝑁 do
Simular uma transição CVIU com (3.5);
if 𝑥𝑏 ∈ Ω then
Discretizar 𝑥𝑏 com (3.1);
𝑉 ⋆𝑛 (𝑥𝑏) = 𝑥𝑇𝑏 𝑆(𝑥𝑏)𝑥𝑏 + 𝛾𝑇 (𝑥𝑏)𝑥𝑏 + 𝑐(𝑥𝑏);
else
if 𝑥 ∈ ℛ0 then
𝑉 ⋆𝑛 (𝑥𝑏) = 𝑥𝑇𝑏 𝑆0𝑥𝑏 + 𝛾𝑇0 𝑥𝑏 + 𝑐0;
else
𝑉 ⋆𝑛 (𝑥𝑏) = 𝑥𝑇𝑏 𝑆∞𝑥𝑏 + 𝛾𝑇∞𝑥𝑏 + 𝑐∞;
end if
end if
end for
Computar o estimador ?^?[𝑉 ⋆(𝑥𝑏)] com (4.3);
Calcular o erro 𝜉𝑎 com (4.2);
end for
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Observe que o erro 𝜉𝑎 não está relacionado somente ao controle ?˜?(𝑥𝑎), mas
também aos parâmetros (𝑆(𝑥),𝛾(𝑥),𝑐(𝑥)) dos estados de destino 𝑥𝑏 e do próprio estado
de origem 𝑥𝑎. Por isso destacamos que, mais do que uma avaliação local, o Algoritmo 4.1
fornece uma medida do erro conjunto de todos os parâmetros envolvidos no processo.
4.1.2 Avaliação do critério de parada
Nesta subseção avaliamos o erro de aproximações geradas com o método I,
em diferentes estágios do algoritmo. Considere novamente o sistema dinâmico, linear e
a tempo discreto do exemplo apresentado na Seção 3.2.5. Nos experimentos reportados
a seguir mantivemos o passo da grade em 𝑑 = 0,1 e aumentamos os limites da grade
discreta para ℓ1 = 8 e ℓ2 = 4. Também fixamos a taxa de aprendizagem em 𝛿𝑛 = 1𝑛 e para
o estimador (4.3) adotamos 𝑁 = 104. Inicialmente, para validar o Algoritmo 4.1, empre-
gamos o mesmo para avaliar funções de custo e controle sem nenhuma aproximação, ou
seja, avaliamos o erro das soluções assintóticas. Na inicialização em (4.1) os parâmetros
(𝑆(𝑥),𝛾(𝑥),𝑐(𝑥)) e o controle ?˜?(𝑥) foram carregados com (𝑆∞,𝛾∞,𝑐∞) e 𝑢⋆∞(𝑥), respecti-
vamente. As funções avaliadas são, portanto, semelhantes às mostradas nas Figuras 8 e
9, valores iniciais do método I. O resultado, relativo à 𝑉 ⋆(𝑥) em cada ponto 𝑥 ∈ Ω, é
mostrado na Figura 17.
−10
−5
0
5
10 −10
−5
0
5
10
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
E
r
r
o
x1
x2
Figura 17 – Erro relativo de funções custo e controle sem aproximação.
Na região de inação o erro é nulo pois a solução ótima é conhecida. Nas regiões
intermediárias percebe-se claramente que o erro é maior próximo às fronteiras da região de
inação e diminui conforme o estado considerado se afasta da origem. Mais do que avaliar
o erro, o resultado mostrado na Figura 17 reforça, e ajuda a entender, a discussão da
Sessão 2.9, evidenciando como as soluções assintóticas (funções avaliadas) têm validade
somente em regiões distantes da origem. Com isso, também destacamos que o princípio do
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Algoritmo 4.1 pode ser utilizado para identificar limites apropriados para implementação
da grade discreta (distâncias ℓ).
Seguindo com o experimento, aplicamos o método I com um critério de parada
𝜖 = 1,25 para obter aproximações ruidosas, semelhantes às mostradas nas Figuras 10 e
11. O erro relativo resultante é mostrado na Figura 18. Há uma diminuição significativa
em relação aos picos de erro mostrados na Figura 17, mas ainda percebe-se um erro
médio considerável em relação às regiões de menor erro da mesma figura. Esse resultado
é condizente com a noção de funções custo e controle com parâmetros (𝑆(𝑥),𝛾(𝑥),𝑐(𝑥))
irregulares, tais como os das aproximações avaliadas.
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Figura 18 – Erro relativo das funções aproximadas com 𝜖 = 1,25.
Por último aplicamos o método I com um critério de parada 𝜖 = 0,1, para obter
aproximações mais suaves, semelhantes às mostradas nas Figuras 12 e 13. O erro relativo
resultante é mostrado na Figura 19. Nesse caso, o erro é uniforme e pequeno em toda a
região de aproximação, comparável ao erro das soluções assintóticas nos estados afastados
da origem, verificado na Figura 17. Com esse resultado, verifica-se que a qualidade das
aproximações, em termos do erro estimado com o Algoritmo 4.1, está relacionada ao o
critério de parada adotado.
Destaca-se que durantes os experimentos foi verificada uma variabilidade baixa
no número total de varreduras executadas pelo Algoritmo 3.1, para diferentes testes com
um mesmo critério de parada (valor de 𝜖), o que reflete-se diretamente nas aproximações
obtidas. Com essa verificação pode-se afirmar que a forma de terminação adotada no
Algoritmo 3.1 é consistente e regular, no sentido de proporcionar resultados semelhantes
para um mesmo critério de parada escolhido. As informações dos testes mostrados nas
Figuras 17, 18 e 19, são resumidas na Tabela 1.
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Figura 19 – Erro relativo das funções aproximadas com 𝜖 = 0,1.
Tabela 1 – Avaliação do critério de parada.
Teste 𝜖 Varreduras Tempo CPU(min)
Erro máx.
(%)
Erro médio
(%)
Sem aproximação - - - 15,2 3,85
Aproximação grosseira 1,25 29 2,71 7,2 2,17
Aproximação refinada 0,1 325 30,8 2,1 0,92
4.1.3 Avaliação do erro com diferentes sistemas
Para verificar a generalidade do método de aproximação I, aplicamos o Algo-
ritmo de avaliação do erro 4.1 a diferentes sistemas dinâmicos, lineares e a tempo discreto,
com diferentes parâmetros de controle 𝜎𝑢 e 𝜎𝑥. Os valores escolhidos são listados na Ta-
bela 2. Os demais parâmetros foram mantidos fixos em
𝑄 =
⎡⎣1 0
0 2
⎤⎦ 𝑅 = 2,5 𝜎𝑢 = 0,45𝜎𝑢 𝜎𝑥 = 0,05𝐼2×2 𝛼 = 0,9 𝜎 = √0,3𝐼2×2
A discretização foi feita com 𝑑 = 0,1 e ℓ1 = ℓ2 = 8. Para o estimador (4.3)
adotou-se 𝑁 = 104. Em cada sistema foram obtidas aproximações com 𝛿𝑛 = 1𝑛 e 𝜖 = 0,1
e então realizadas as avaliações de erro. Os resultados são mostrados na Tabela 3.
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Tabela 2 – Sistemas para avaliação do método I.
Sistema A B 𝜎𝑢 𝜎𝑥
1
⎡⎢⎣0,5 −0,15
0,2 0,67
⎤⎥⎦
⎡⎢⎣0
1
⎤⎥⎦
⎡⎢⎣ 1,5
0,75
⎤⎥⎦
⎡⎢⎣0 0
0 0
⎤⎥⎦
2
⎡⎢⎣ 1 0,45
−0,56 −0,28
⎤⎥⎦
⎡⎢⎣ 0,4
0,72
⎤⎥⎦
⎡⎢⎣ 0,5
0,63
⎤⎥⎦
⎡⎢⎣0,05 0,2
0 0,14
⎤⎥⎦
3
⎡⎢⎣−0,22 0,08
1,4 0,3
⎤⎥⎦
⎡⎢⎣0,5
0,5
⎤⎥⎦
⎡⎢⎣0,5
1,3
⎤⎥⎦
⎡⎢⎣0,23 0,1
0,1 0,3
⎤⎥⎦
4
⎡⎢⎣0,99 −0,0629
0 0,24
⎤⎥⎦
⎡⎢⎣−0,1
0,2
⎤⎥⎦
⎡⎢⎣ 0,5
0,25
⎤⎥⎦
⎡⎢⎣0,1 0
0 0,1
⎤⎥⎦
Tabela 3 – Avaliação com diferentes sistemas.
Sistema Varreduras Tempo CPU (min) Erro máximo (%) Erro médio (%)
1 139 39,1 2,32 0,855
2 96 19,7 1,48 0,358
3 106 24,7 1,89 0,506
4 126 27,2 1,40 0,261
Verifica-se uma variação no número de varreduras necessárias para atingir o
critério escolhido, indicando que a velocidade de convergência do algoritmo de aproxima-
ção depende do sistema abordado. Em relação aos erros, no geral, todas as aproximações
avaliadas apresentaram erros pequenos e comparáveis aos das soluções assintóticas em
estados distantes da origem (onde essas soluções tendem para o ótimo), como os do ex-
perimento mostrado na Figura 19.
4.1.4 Avaliação do passo de discretização
Nesse teste avaliamos a sensibilidade das soluções em relação à resolução da
grade de estados discretos (ver Seção 3.1) em que as aproximações são empregadas. Para
tanto aplicamos o método I em um mesmo sistema com diferentes valores do passo 𝑑 e
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então avaliamos o erro decorrente. Os experimentos foram realizados com os sistemas 2 e
3 da Tabela 2 e os demais parâmetros descritos na subseção anterior (4.1.3). Os limites
da grade discreta foram mantidos como ℓ1 = ℓ2 = 8. A taxa de aprendizagem, o critério
de parada e o número de amostras para o estimador (4.3) também foram mantidos em
𝛿𝑛 = 1𝑛 , 𝜖 = 0,1 e 𝑁 = 10
4, respectivamente. Os resultados são mostrados na Tabela 4.
Tabela 4 – Avaliação da influência do passo de discretização nos resultados do método
de aproximação I.
Sistema 𝑑 Varreduras Tempo CPU (min) Erro máximo (%) Erro médio (%)
2
0,05 98 164,28 1,61 0,361
0,1 96 19,7 1,48 0,358
0,2 88 3,4 1,52 0,347
3
0,05 108 139,72 1,94 0,517
0,1 106 24,7 1,89 0,506
0,2 102 3,6 1,68 0,492
Em todos os casos o número de varreduras não apresentou grande variação
em relação aos valores mostrados na Tabela 3, em que 𝑑 = 0,1. Em relação ao tempo de
execução do algoritmo, observa-se diferenças significativas, para mais com 𝑑 = 0,05 e para
menos com 𝑑 = 0,2. Essa variação é proporcional à quantidade de pontos resultantes na
grade, como é de se esperar dada a estrutura do algoritmo. Seguindo na tabela, verifica-se
que os erros estimados não demonstraram relação com a resolução da grade. A explicação
para esse resultado é que o algoritmo de estimação do erro, Algoritmo 4.1, utiliza o mesmo
mecanismo de discretização do método de aproximação I, Algoritmo 3.1. Isso significa
que essa ferramenta de medição do erro não “percebe” a alteração dinâmica causada pela
discretização e avalia apenas a otimalidade no sentido (restrito) do melhor que pode ser
obtido nos pontos discretos avaliados pelo método I, qualquer que seja a grade escolhida.
Para responder se a resolução da grade é ou não adequada, deve-se avaliar o
quão fielmente a dinâmica do sistema pode ser reproduzida com o valor escolhido de 𝑑.
Considere, por exemplo, o seguinte experimento: Dado um sistema dinâmico, linear e a
tempo discreto, escolhemos um ponto qualquer do espaço de estados e simulamos duas
transições a partir desse ponto, uma com e outra sem discretização, ambas sujeitas aos
mesmo ruído no instante avaliado. Por fim comparamos os estados de destino e verificamos
o erro causado pela discretização. A Tabela 5 apresenta os resultados desse experimento
realizado com os sistemas 2 e 3, em malha aberta e com diferentes valores de 𝑑, a partir
do ponto 𝑥 = (4,4). O erro é a distancia euclidiana entre os estados de destino, dividido
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Tabela 5 – Erro causado pela discretização do espaço de estados na trajetória de
sistemas dinâmicos.
𝑑 Erro médio sistema 2 (%) Erro médio sistema 3 (%)
0,05 0,28 0,22
0,1 0,57 0,43
0,2 1,14 0,91
pela distância do estado não discretizado em relação à origem. Os valores mostrados são
referentes à média de 104 realizações em cada caso.
Nesse cenário o erro é proporcional ao valor de 𝑑, como é intuitivamente es-
perado, mas em diferentes escalas. Observe que, segundo algum critério, por exemplo
Erro médio < 0,5%, pode-se dizer que a escolha 𝑑 = 0,1 é suficiente para o sistema 3, mas
não para o 2. Certamente essa não é a melhor maneira de avaliar o ajuste da discretiza-
ção, mas o exemplo ilustra como a escolha de 𝑑 depende do conhecimento do problema
abordado. Note que o erro estimado com o Algoritmo 4.1 permanece válido como medida
de qualidade das aproximações obtidas com o método I, assumindo que a grade foi bem
condicionada.
Por último, vale ressaltar que em uma aplicação prática a evolução do sistema
não é restrita pela discretização, mas a função de controle obtida com o método I é
basicamente uma tabela, que associa um valor à cada estado discreto contido na região de
aproximação Ω. Dessa maneira, para implementar o controlador em Ω, a cada transição do
sistema deve-se observar o estado não discretizado, encontrar na tabela o ponto discreto
mais próximo e aplicar a ação de controle correspondente a esse ponto.
4.2 Avaliação do método II
O método de aproximação II não fornece valores para a função custo associada
à função controle resultante, por isso não é possível aplicar o método de estimação do erro
pela Equação de Bellman, como foi feito para o método I com auxílio do Algoritmo 4.1.
Uma alternativa para avaliar a qualidade de aproximações obtidas com o método II, é
fazer uma comparação direta com os resultados do método I, em termos do custo estimado
das funções de controle fornecidas por ambos os métodos. Uma implementação dessa ideia
é apresentada a seguir.
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4.2.1 Estimação da função custo por simulação de trajetória
Como visto na Seção 2.5, em um problema de horizonte infinito com custo
descontado, o valor da função custo em um estado conhecido 𝑥0, é dado por
𝑉 (𝑥0,𝜋) = lim
𝑇→∞
𝐸
[︃
𝑇∑︁
𝑘=0
𝛼𝑘𝐶(𝑥𝑘,𝑢𝑘)
]︃
(4.4)
Em que 𝐶(·) é o custo por estágio (2.12) e 𝜋 é a política de controle adotada na
trajetória do sistema a partir de 𝑥0. Em nosso cenário de avaliação, definimos uma política
subótima de controle ?˜? como a sequência de controles 𝑢𝑘(𝑥𝑘), 𝑘 = 0,1 . . . , adotada ao longo
do horizonte infinito, tal que
𝑢𝑘(𝑥𝑘) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
?˜?(𝑥𝑘), se 𝑥𝑘 ∈ Ω
0, se 𝑥𝑘 /∈ Ω e 𝑥𝑘 ∈ ℛ0
𝑢⋆∞(𝑥𝑘), se 𝑥𝑘 /∈ Ω e 𝑥𝑘 /∈ ℛ0
(4.5)
Em que ?˜?(𝑥) são os valores gerados com algum dos métodos de aproximação,
I ou II, e 𝑢⋆∞(𝑥) é o controle ótimo assintótico dado por (2.28). Com ?˜? dado por (4.5),
podemos estimar (4.4) empregando uma estratégia Monte Carlo similar à utilizada em
(4.3). A diferença é que nesse caso é preciso simular mais de uma transição a partir de
𝑥0. Teoricamente seriam necessárias infinitas transições, mas observe que devido ao fator
de desconto 𝛼 as parcelas de custo diminuem conforme 𝑘 aumenta, de modo que se pode
truncar a série em (4.4) e desconsiderar o resíduo a partir de um valor finito 𝑇 , com base
em um critério de erro escolhido. Dessa maneira, um estimador para (4.4) pode ser escrito
como
𝑉 (𝑥0,?˜?) =
1
𝑁
𝑁∑︁
𝑛=1
𝑇∑︁
𝑘=0
𝛼𝑘𝐶(𝑥𝑘,𝑢𝑘) (4.6)
Observe que o somatório mais interno em (4.6) é a 𝑛-ésima realização de (4.4)
no intervalo (0,𝑇 ). O Pseudocódigo 4.2 resume o procedimento para estimação da função
custo em um dado 𝑥0 com uma política de controle obtida por aproximação ?˜?.
Pseudocódigo 4.2 Algoritmo de estimação da função custo por simulação de trajetória
Escolher 𝑥0;
for 𝑛 = 1 : 𝑁 do
𝑉𝑛(𝑥0) = 0;
𝑥𝑎 ← 𝑥0;
for 𝑘 = 0 : 𝑇 do
Ler o controle 𝑢𝑎(𝑥𝑎) de acordo com (4.5);
𝑉𝑛(𝑥0)← 𝑉𝑛(𝑥0) + 𝛼𝑘𝐶(𝑥𝑎,𝑢𝑎(𝑥𝑎));
Simular uma transição CVIU com (3.5);
𝑥𝑎 ← 𝑥𝑏;
end for
end for
Computar o estimador (4.6);
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Apesar de se referir a um único ponto, o valor estimado com (4.6) leva em
conta as ações de controle ao longo de todos os instantes (0, . . . ,𝑇 ), em todas as 𝑁 reali-
zações. Isso garante explorar exaustivamente os estados mais relevantes para a dinâmica
do sistema, mesmo avaliando poucos pontos 𝑥0, o que faz do Algoritmo 4.2 uma boa
ferramenta para comparação dos resultados obtidos com os métodos de aproximação.
4.2.2 Comparação entre os métodos I e II
Nesse experimento geramos duas funções de controle (uma com o método I e
outra com o método II) em uma região de aproximação Ω, para um mesmo sistema. Então
estimamos a função custo em diferentes pontos 𝑥0 com auxílio do Algoritmo 4.2. A ideia
geral é avaliar os resultados do método II tendo como parâmetro as medidas de erro do
método I. Os testes foram realizados com os sistemas da Tabela 2 e os demais parâmetros
descritos na Seção 4.1.3. Os limites da grade foram mantidos como ℓ1 = ℓ2 = 8, portanto
o método II foi implementado com ℓ∞ = 8. Para o método I, a taxa de aprendizagem e o
critério de parada foram mantidos em 𝛿𝑛 = 1𝑛 e 𝜖 = 0,1, respectivamente.
Para o estimador (4.6), adotou-se o número de estágios 𝑇 = 150 e a quan-
tidade de realizações 𝑁 = 103. Como saída da comparação adotou-se o valor 𝐺(𝑥0) =
(𝑉𝐼(𝑥0)/𝑉𝐼𝐼(𝑥0)− 1), que é o ganho do política II em relação à política I no ponto 𝑥0 ava-
liado. O custo foi estimado em aproximadamente 1% dos pontos contidos na grade discreta
(256 estados), escolhidos com auxílio de um gerador aleatório uniforme1. O resultado para
o sistema 1, com 10% dos pontos, é mostrado na Figura 20.
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Figura 20 – Ganho de custo estimado das políticas geradas com o método II em relação
às políticas geradas com método I.
O gráfico mostra apenas os pontos avaliados. Em toda a região de aproximação
os ganhos observados são pequenos e distribuídos em torno de zero, indicando que as
1 A função “rand()” do software Matlabr
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funções custo comparadas são muito próximas. Os valores médios, máximos, mínimos
e a porcentagem não negativa dos ganhos estimados em todos os sistemas da Tabela 2
(avaliando aproximadamente 1% dos pontos contidos na grade discreta) são mostrados na
Tabela 6.
Tabela 6 – Ganho de custo estimado das políticas geradas com o método II em relação
às políticas geradas com método I, para diferentes sistemas.
Sistema 𝐺(𝑥0) médio (%) 𝐺𝑚𝑎𝑥(𝑥0)(%) 𝐺𝑚𝑖𝑛(𝑥0)(%) 𝐺(𝑥0) ≥ 0(%)
1 3,8× 10−3 0,057 -0,034 64,42
2 3,4× 10−3 0,029 -0,025 73,01
3 −9,3× 10−5 0,02 -0,017 48,46
4 1,2× 10−4 0,064 -0,070 49,21
Assim como observado na Figura 20, todos os ganhos são pequenos, um má-
ximo de 0,064% e um mínimo de −0,070%, e distribuídos em torno de zero. Considerando
a natureza estocástica dos valores obtidos com o Algoritmo 4.2, pode-se dizer que todos
os ganhos verificados são flutuações desprezíveis e com isso concluir que não há diferença
significativa, do ponto de vista do custo estimado, entre as políticas geradas pelos métodos
de aproximação I e II.
Com relação à distancia ℓ∞, que deve ser adotada para a interpolação linear,
pode-se utilizar o procedimento de estimação do erro na Equação de Bellman, Algoritmo
4.1, para verificar em que regiões do espaço de estados as soluções assintóticas passam
a ter validade, como indicado na Figura 17, pelo baixo erro. Conhecendo os estados a
partir dos quais o erro torna-se pequeno e uniforme, pode-se escolher um valor de ℓ∞
apropriado para implementação da aproximação. Em todos os exemplos apresentados a
escolha ℓ∞ = 8 atendeu essa condição.
4.3 Comentários finais
Com os experimentos apresentados nesse capítulo, verificou-se que o método
de aproximação I pode ser ajustado para gerar soluções de qualidade arbitrária, tomando
como parâmetro de avaliação o erro estimado com a Equação de Bellman. Também pôde-
se constatar que a resolução da discretização do espaço de estados deve ser avaliada de
forma independente, levando em consideração a capacidade de reproduzir adequadamente
a dinâmica do sistema não discretizado. Adicionalmente, com uma medida de subotima-
lidade bem conhecida para o método I, foi possível avaliar os resultados do método II
por meio da comparação direta do valor estimado da função custo em pontos amostrados
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do espaço de estados. Os resultados desse último experimento indicam que as funções
de controle obtidas com os dois métodos de aproximação, são equivalentes em termos do
custo associado (4.4), nos exemplos implementados numericamente.
4.4 Exemplo de aplicação
Para encerrar a dissertação e demonstrar a implementação de um controlador
CVIU, apresentamos um exemplo com motivação prática.
4.4.1 O modelo
O modelo Lotka-Volterra descreve, de maneira simplificada, a relação entre
a quantidade de presas 𝑧1 e predadores 𝑧2, num ambiente com disponibilidade finita de
alimento para as presas. No caso de tempo discreto, a evolução das populações é dada
pelas equações não lineares
𝑧
(1)
𝑘+1 = 𝑧
(1)
𝑘 +
(︂
𝑝
(︁
1− 𝑧
(1)
𝑘
𝑣
)︁
− 𝑞𝑧(2)𝑘
)︂
𝑧
(1)
𝑘 𝑡
𝑧
(2)
𝑘+1 = 𝑧
(2)
𝑘 +
(︁
𝑟𝑧
(1)
𝑘 − 𝑠
)︁
𝑧
(2)
𝑘 𝑡
, 𝑘 ≥ 0 (4.7)
Os parâmetros 𝑝, 𝑞, 𝑟 e 𝑠 são positivos e representam: 𝑝 é a taxa de natalidade
das presas (livres dos predadores); 𝑞 é o fator de perda (para as presas) quando do encontro
com o predador; 𝑟 é o fator de ganho (para os predadores) quando do encontro com a
presa; 𝑠 é a taxa de morte do predador, por fome e envelhecimento. O parâmetro positivo
𝑣 modela a quantidade de alimento disponível para as presas e 𝑡 é o tempo de amostragem.
Os pontos de equilíbrio são (0,0) (desaparecimento das populações) e
𝑧(1)𝑒 =
𝑠
𝑟
, 𝑧(2)𝑒 =
𝑝
𝑞
(︁
1− 𝑠
𝑟𝑣
)︁
(4.8)
Suponha que desejamos manter o sistema (4.7) em torno do ponto de equilíbrio
(4.8) regulando a quantidade de alimento das presas 𝑣, na presença de perturbações
naturais do ambiente. Fazendo 𝑥𝑘 = 𝑧𝑘 − 𝑧𝑒 e 𝑢𝑘 = 𝑣𝑘 − 𝑣𝑒, um modelo CVIU pode
ser escrito como
𝑥𝑘+1 = 𝐴𝑥𝑘 +𝐵𝑢𝑘 + 𝜎𝜀𝑘
+ (𝜎𝑢 + ?¯?𝑢diag(|𝑢𝑘|)) 𝜀𝑢𝑘 + (𝜎𝑥 + ?¯?𝑥diag(|𝑥𝑘|)) 𝜀𝑥𝑘
(4.9a)
𝐴 =
⎡⎢⎣ 𝜕𝜕𝑧1 𝑧(1)𝑘+1 𝜕𝜕𝑧2 𝑧(1)𝑘+1
𝜕
𝜕𝑧1
𝑧
(2)
𝑘+1
𝜕
𝜕𝑧2
𝑧
(2)
𝑘+1
⎤⎥⎦
⃒⃒⃒⃒
⃒⃒
𝑧=𝑧𝑒
=
⎡⎣ 1− 𝑝𝑠𝑡𝑟𝑣 − 𝑞𝑠𝑡𝑟
𝑝𝑟𝑡
𝑞
(1− 𝑠
𝑟𝑣
) 1
⎤⎦ , 𝐵 =
⎡⎢⎣ 𝜕𝜕𝑣𝑧(1)𝑘+1
𝜕
𝜕𝑣
𝑧
(2)
𝑘+1
⎤⎥⎦
⃒⃒⃒⃒
⃒⃒
𝑧=𝑧𝑒
=
⎡⎣ 𝑝𝑠2𝑡(𝑟𝑣)2
0
⎤⎦
(4.9b)
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4.4.2 O experimento
Para a realização do experimento adotamos os valores nominais: 𝑝 = 0,8,
𝑞 = 0,5, 𝑟 = 0,55, 𝑠 = 2, 𝑣 = 1 e 𝑡 = 0,5. Para a implementação do controlador supomos
que os parâmetros 𝑝 e 𝑠 são bem conhecidos, mas 𝑞 e 𝑟 são incertos. O experimento
consiste em simular o sistema não linear (4.7) com diferentes controladores projetados
a partir de matrizes descasadas 𝐴 e ?¯?. A diferença entre 𝐴 e ?¯? e o modelo linearizado
nominal (4.9b) são os parâmetros 𝑞 = 𝑞(1 + 𝜇𝑞) e 𝑟 = 𝑟(1 + 𝜇𝑟). A Tabela 7 mostra os
descasamentos 𝜇𝑞 e 𝜇𝑟 escolhidos.
Tabela 7 – Erro nos parâmetros 𝑞 e 𝑟 para síntese do controlador CVIU.
Descasamento 𝜇𝑞 𝜇𝑟
Baixo 0,25 0,3
Médio 0,3 0,4
Alto 0,325 0,5
Em cada caso da Tabela 7, o parâmetro de controle ?¯?1𝑢 foi mantido em zero,
enquanto ?¯?2𝑢 foi variado no intervalo (0 ∼ 0,08). Os demais parâmetros de custo e controle
foram mantidos fixos em
𝑄 =
⎡⎣0,75 0
0 1,25
⎤⎦ 𝑅 = 5 𝛼 = 0,98 𝜎 = √5× 10−4𝐼2×2 𝜎𝑢 = 0,8𝜎𝑢 𝜎𝑥 = ?¯?𝑥 ≡ 0
A função de controle ótimo nas regiões intermediárias foi aproximada utili-
zando o método I com ℓ∞ = 20ℓ0 (ver Equação (3.14)), e as ações de controle a cada
instante foram tomadas de acordo com (4.5). Como saída do experimento estimou-se a
função custo em um ponto próximo à origem 𝑥0 = [0,01 0,01]𝑇 , com auxílio do Algoritmo
4.2, adotando um horizonte 𝑇 = 300 e a quantidade de realizações 𝑁 = 104.
4.4.3 Resultado
Os valores estimados de 𝑉 ⋆(𝑥0) para os diferentes descasamentos da Tabela
7, são mostrados na Figura 21. Os custos foram normalizados pelo valor inicial de cada
curva. No ponto ?¯?2𝑢 = 0 não existe região de inação e, portanto, o sistema está totalmente
em malha fechada. Nesse ponto todos os custos relativos são iguais a um. Conforme ?¯?2𝑢
aumenta a região de inação também aumenta. Nesse sentido observa-se claramente que
cada curva apresenta uma quantidade “ideal” de inação, na qual o custo é mínimo. A
partir desses valores mínimos o custo aumenta novamente até atingir um valor constante,
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Figura 21 – Custo CVIU com ?¯?𝑢 variável e diferentes descasamentos.
indicando que o sistema está totalmente em malha aberta para valores ?¯?2𝑢 > 0,07. Verifica-
se também que quanto maior o descasamento, menor é o mínimo de cada curva, indicando
que quanto maior o desconhecimento do modelo, mais vantajoso é atuar com cautela. Para
finalizar, observe que devido à escolha 𝜎𝑥 = ?¯?𝑥 ≡ 0, no ponto inicial ?¯?2𝑢 = 0, o controlador
CVIU é equivalente a um controlador LQG (ver Seção 2.11). Como o custo LQG é cons-
tante, pois não depende de ?¯?2𝑢, pode-se afirmar que em um cenário de desconhecimento
do modelo existe um ganho do custo CVIU em relação ao LQG.
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Conclusão
Algumas respostas:
• Além das teorias de controle sob incerteza existentes, o que podemos contribuir para
obter melhores resultados?
Para a classe de problemas a tempo discreto, em que o sistema abordado tem
uma dinâmica pouco conhecida, como discutido na Seção 2.1, propomos uma nova formu-
lação do problema de controle ótimo, apoiada em um modelo que reproduz a realimentação
da incerteza de forma estocástica. Com uma abordagem baseada em Programação Dinâ-
mica e auxílio de ferramentas matemáticas sofisticadas (subgradientes e o teorema de
Alexandrov), são verificadas soluções ótimas para as funções custo e controle em regiões
particulares e não adjacentes do espaço de estados. Em uma dessas regiões a ação de con-
trole ótimo é nula e nas demais apresenta uma forma generalizada da lei de controle LQG.
A região de inação concretiza e formaliza a ideia de um controlador cauteloso, em total
acordo com a premissa de modelagem adotada. Esses resultados conferem a equivalência
com o caso de tempo contínuo, apresentado em (SOUTO, 2015) e (DO VAL; SOUTO,
2017).
• Como as diferentes soluções ótimas se conectam para formar uma única solução
ótima e convexa?
Valendo-se do teorema de Alexandrov, propomos aproximar a função custo
ótimo com funções quadráticas locais em cada estado nas regiões intermediárias de uma
grade discreta adotada. Aproveitamos as recursões deduzidas com Programação Dinâ-
mica para criar um algoritmo de estimação iterativa (método I), baseado nos métodos de
aproximação por Diferenças Temporais, mas adaptado para o cenário CVIU, que permite
estimar os parâmetros ótimos das funções quadráticas em cada estado avaliado e com isso
responde a pergunta feita no início desse tópico. Esse método, porém, requer a discreti-
zação do espaço de estados e tem um custo computacional que escala diretamente com
a quantidade de estados avaliados e o refinamento da aproximação desejada. Um método
mais simples (método II), já empregado no caso de tempo contínuo, consiste em aproxi-
mar a função de controle ótimo nas regiões intermediárias por meio de uma interpolação
linear entre a soluções ótimas na região de inação e nas regiões assintóticas.
• Quão boas podem ser as aproximações propostas?
Utilizando um método de estimação do erro na Equação de Bellman, é possível
avaliar quantitativamente o método I, dado que o mesmo fornece valores da função custo
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(através dos parâmetros (𝑆,𝛾,𝑐)) em cada estado avaliado. Com uma medida de erro bem
conhecida para o método I, é possível avaliar o método II por meio de uma comparação
direta em termos do custo estimado com Monte Carlo. Como o resultado da comparação
evidencia que os custos do método I e II são equivalentes, e o erro do método I é baixo, (o
maior erro médio verificado foi 0,855%), podemos concluir que o erro do método II também
é baixo, na mesma ordem de grandeza. Uma observação interessante, é que o método de
estimação do erro na Equação de Bellman, da forma implementada no Algoritmo 4.1, não
é sensível à resolução da grade discreta adotada. Outra observação sobre o Algoritmo 4.1,
é que o mesmo pode ser utilizado para verificar os estados em que as soluções assintóticas
passam a ter validade e com isso definir os limites das regiões intermediárias (distâncias
ℓ) para implementação dos métodos de aproximação.
Podemos afirmar que o método I tem uma utilidade fundamental como meio de
validação do método II. Por não ter custo computacional, além do computo das matrizes
tipo Lyapunov (2.20b) e Riccati (2.27b), e poder ser implementado de maneira simples
e direta, como demonstrado no Exemplo 4.4, o método II destaca-se como alternativa
de melhor custo benefício. À parte disso, o conjunto de conhecimentos reunidos para a
elaboração do método I, juntamente com o Algoritmo de estimação do erro na Equação
de Bellman, permanece como poderosa ferramenta de investigação do problema CVIU
no cenário de tempo discreto, pois permite acessar detalhadamente as relações entre as
funções custo e controle ótimos de um sistema dinâmico estudado sob essa perspectiva.
Trabalhos publicados
Os resultados do Capítulo 2, restritos ao caso escalar, foram apresentados
na conferência internacional IEEE SMC 2017, disponível em (PEDROSA et al., 2017).
Um artigo para revista, contendo a generalização para o caso multidimensional, está em
preparação.
Trabalhos futuros
• Estudar mais detalhadamente o algoritmo de aproximação CVIU por Diferenças
Temporais (método I) e propor uma prova formal de convergência para o ótimo do
problema, com base nas metodologias de prova correntes na literatura;
• Com relação ao método I: Avaliar a substituição da discretização do estado de
destino 𝑥𝑏, por uma combinação convexa dos estados discretos mais próximos. Por
exemplo, no caso escalar, dado o intervalo de pontos discretos 𝑝1 < 𝑥𝑏 < 𝑝2, se
𝑥𝑏 = 𝑝1 + 𝛽(𝑝2 − 𝑝1), com 0 < 𝛽 < 1, o parâmetro 𝑆 do estado de destino, ao
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invés de 𝑆(𝑥𝑏) = 𝑆(𝑝1) se 𝛽 < 0,5 ou 𝑆(𝑥𝑏) = 𝑆(𝑝2) caso contrário, seria dado por
𝑆(𝑥𝑏) = (1− 𝛽)𝑆(𝑝1) + 𝛽𝑆(𝑝2);
• Com relação ao método I: Avaliar o desempenho do algoritmo com a adoção de mais
diferenças temporais, isto é, fazer mais de uma transição a partir de um estado de
origem 𝑥𝑎. Em cada transição deve-se computar as amostras (3.9) e (3.8), fazer as
atualizações (3.10) e incrementar o número de visitas 𝑛 no estado atualizado.
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