Temporal-correlated image reconstruction, also known as 4D CT image reconstruction, is a big challenge in computed tomography. The reasons for incorporating the temporal domain into the reconstruction are motions of the scanned object, which would otherwise lead to motion artifacts. The standard method for 4D CT image reconstruction is extracting single motion phases and reconstructing them separately. These reconstructions can suffer from undersampling artifacts due to the low number of used projections in each phase. There are different iterative methods which try to incorporate some a priori knowledge to compensate for these artifacts. In this paper we want to follow this strategy. The cost function we use is a higher dimensional cost function which accounts for the sparseness of the measured signal in the spatial and temporal directions. This leads to the definition of a higher dimensional total variation. The method is validated using in vivo cardiac micro-CT mouse data. Additionally, we compare the results to phase-correlated reconstructions using the FDK algorithm and a total variation constrained reconstruction, where the total variation term is only defined in the spatial domain. The reconstructed datasets show strong improvements in terms of artifact reduction and lowcontrast resolution compared to other methods. Thereby the temporal resolution of the reconstructed signal is not affected.
Introduction
In vivo micro-CT is a very effective imaging modality in preclinical research. It is able to provide three-dimensional volume information of living small animals with a very high spatial resolution. However, there are certain applications which require additional temporal information about the measured animal, for example in cardiac micro-CT. This imaging technique is also known as 4D CT and has been a very active field of research in the last decade.
Due to the periodicity of motions like heartbeat or breathing motion, the standard method to reconstruct temporal-correlated CT volumes is separating these motions into single phases and to reconstruct the corresponding raw data separately. The reconstructed volumes often suffer from undersampling artifacts due to the low number of projections used in each phase. Because low dose exposure is also of high interest in small animal imaging, the number of acquired projections should be held at a low level. One way to handle the problem of missing raw data in each motion phase is the use of iterative reconstruction algorithms which try to incorporate some a priori knowledge into the reconstruction process (Persson et al 2001 , Sidky et al 2006 , Song et al 2007 , Sidky and Pan 2008 , Chen et al 2008 . In particular, algorithms based on compressed sensing theory (Donoho 2006) show good performance in the presence of undersampled raw data. The optimization problem which is solved by these algorithms is of the following type:
Here, X is the x-ray transform, f (r) is the reconstructed image and p are the measured raw data. The vector r = (x, y, z) T describes the spatial position of a voxel in the reconstructed volume. is an adequate sparsifying transform of the signal f (r). In clinical CT and also in micro-CT, the mostly used transform is the image gradient, which leads to a total variation (TV) prior (Rudin et al 1992) . The main assumption is that a medical CT image consists of piecewise constant structures, which makes the image gradient to a good sparsifying transform.
Another way to regularize temporal-correlated image reconstruction is explicitly incorporating the temporal dimension into the reconstruction process (Tian et al 2011 , Sawall et al 2011 . In this work, we want to follow this strategy and create a sparsifying transform ψ (r, c), which accounts for the higher dimensional properties and periodic temporal behavior of the signal f (r, c). Here, c describes the temporal position, in our special case the cardiac motion phase.
Method

Weighted spatio-temporal TV
The main innovation of the method presented here is the idea that there exists a high correlation between the images of neighbored motion phases. This can be reflected by the fact that only single parts of the object are moving. This correlation can be used to create a sparsifying transform of the high-dimensional signal f (r, c). Therefore we define, according to the definition of the spatial TV, an extension of the image gradient to four dimensions:
Here, x, y, z and c represent the spatial or temporal distance of two neighboring voxels. If one of the spatial components involves voxels outside the defined volume, the corresponding term is eliminated. For the temporal components, we assume a cyclic behavior; here C is the number of cardiac phases and c ∈ [0, . . . , 1[. If the variable c exceeds these boundaries it is returned into this interval by a modulo operation.
Additionally, a spatial adaptive weight function w(r) is introduced. The main idea is that in regions without motion the temporal gradient is the best possible sparsifying transform, whereas regions of high motion can lead to high temporal gradients. Here the spatial sparsity should be enforced instead. The following calculation leads to a temporally averaged motion map of the underlying object:
is the full reconstruction of all acquired projections regardless of the corresponding motion phase. Now the motion map
consists of higher values in areas of strong motion and lower values in non-moving areas. Here, X c is the x-ray transform which only treats the projections p c in the corresponding motion phase c. Using this information one can create a weight function which should balance the spatial and the temporal gradient. In this study we used
, with m max = max(m(r)) and m min = min(m(r)). Using this function w(r) one can create the diagonal matrix
Now the weighted high-dimensional total variation (HDTV) is defined as
In figure 2, one can see the absolute values of the spatial gradient transform and the weighted HDTV transform. The minimization problem which has to be solved now for image reconstruction is
Minimization algorithm
To find a solution of equation (2) an approximative method, which has been developed for TV-constrained image reconstruction, is used. The single steps are shortly explained here; for a more detailed description we refer the reader to Ritschl et al (2011) . To minimize the cost functional the two terms of equation (2) are treated separately. The raw data fidelity term is minimized by SART (Andersen and Kak 1984) , which performs update steps in the form of
The index n represents the iteration number. In the following, the index n will represent a so-called outer iteration. The relaxation parameter β has been set to β = 0.8. After applying this SART update to all phases c, the gradient descent method is applied to f n+1 (r, c) SART to minimize the TV. An iteration of the gradient descent is given by (r, c) . m is the index of the gradient descent iteration, which is the inner iteration. In this case we used M = 20 gradient descent steps.
The parameter α is calculated individually in each update step by a backtracking linesearch to ensure a minimization of the HDTV (Boyd and Vandenberghe 2004) .
The linear combination
is the final update image of one iteration. The weight λ is determined analytically by solving
ω is a user-defined parameter; here we set it to ω = 0.8. As a stopping criterion
was used.
Results
Data acquisition and gating
For the evaluation of the method an in vivo scan of a mouse has been acquired. The data were measured with a dedicated in vivo conebeam micro-CT scanner installed at the Institute of Medical Physics, Erlangen, Germany. The mouse was anesthetized with a combination of ketamine and rompun. A blood pool contrast agent (Binition, Binitio Biomedical Inc., Ottawa) was used for contrast enhancement. The scans were conducted at 65 kV tube voltage, and the tube current time product was 86.4 mA s. The number of acquired projections is 7200. The integration time of the detector is 40 ms per projection. These projections were acquired within five rotations during a time interval of 288 s. The average heartbeat of a mouse is about 450 beats per minute, and the average number of breathing cycles is about 300 per minute. Due to the fact that there are two combined motions present, the breathing and the heart motion, a combined motion estimation has been done. Therefore, a kymogram-based motion detection method (Kachelrieß et al 2002) has been applied to the raw data. The corresponding phase information was created using a retrospective gating. Both motions were divided into ten equally spaced motion phases. In this study only the heart motion was considered, which means we used only the projections from one breathing phase. This leads to an effectively used number of 702 projections, which cover all ten heart phases. The number of projections in each motion phase c is between 55 and 95. The sampling width of the variable c is c = 0.1.
To pre-correct the data for scatter and beamhardening, the empirical cupping correction (Kachelrieß et al 2006) method was applied before reconstruction. 
Reconstruction of the acquired data
The dataset was reconstructed using three different methods. The first is the FDK (Feldkamp et al 1984) algorithm, which reconstructs the raw data p c of each phase separately. In the following it will be denoted with phase-correlated FDK (PC-FDK). The second one is an iterative TV-based algorithm (Ritschl et al 2011) , which minimizes equation (1) with (r) = ∇ r . The third is the HDTV method proposed in this paper. The size of the volume is (45×45×56.25) mm 3 . The number of voxels is 512 3 . Figures 3  and 4 show the results of the three algorithms at two different window settings.
In all figures, the TV and the HDTV reconstructions are shown at the same level of raw data consistency to enable a fair comparison. The number of iterations for the TV case was between 18 and 23 iterations; here every motion phase has been reconstructed separately. For the HDTV reconstruction 20 iterations were performed.
Discussion
Spatial resolution and soft tissue contrast
Regarding figure 3 one can see that both iterative methods lead to a strong improvement in terms of streak artifact reduction and low-contrast information compared to the PC-FDK reconstructions. The high-dimensional TV image shows better low-contrast characteristics compared to the pure spatial TV-based reconstruction. The gaps in the acquired projection data lead to artifacts, which are still present in the spatial TV images. The additional information incorporated by the temporal regularization is able to compensate for them. In particular, the small vessels in the liver, marked by the arrows, are only clearly visible in the HDTV reconstruction. Figure 4 focuses on the heart region. Here it is easy to see that the HDTV reconstruction is superior in terms of spatial resolution and contrast. Also here the spatial TV leads to a significant improvement relative to the FDK reconstruction, but it is not able to recover detailed structures inside the heart.
Temporal resolution
The preservation of the temporal resolution by the HDTV method is an important aspect. Figures 5 and 6 show some evaluations concerning this aspect. Figure 5 shows an FDK reconstruction of all projections regardless of their corresponding heart motion phase, which means c = 1.0. It can also be seen as an averaged image of all ten PC-FDK reconstructions with c = 0.1. It shows a low noise and streak artifact level but has no temporal resolution. Additionally, HDTV reconstructions at c = 0.0 and c = 0.5 with c = 0.1 are shown. They show different positions of the heart relative to each other and are less blurry in the heart region than the averaged FDK image. Figure 6 shows an axial slice at the motion phase c = 0.0 of the PC-FDK and the HDTV image and their difference image. The fact that there is no anatomical structure of the heart visible in the difference image confirms that the temporal resolution of the HDTV reconstructions is preserved
Conclusion
We presented a new method for spatial and temporal regularization in the context of temporalcorrelated CT image reconstruction. Therefore, the weighted higher dimensional total variation has been defined. The proposed algorithm was evaluated using in vivo micro-CT mouse data. Using the proposed cost function leads to a much better artifact reduction and higher lowcontrast information compared to other methods. Thereby the temporal resolution of the signal is preserved. Applying this method leads to a strong dose reduction because it enables a strong undersampling of projection views. An extension to higher dimensional problems as proposed in Sawall et al (2011) can be done in a straightforward way.
