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OPERATOR-VALUED INFINITESIMAL PROBABILITY
SPACES
PEI-LUN TSENG
Abstract. In this paper, we introduce the notion of operator-
valued infinitesimal freeness, and establish a connection between
this notion and freeness with amalgamation over a algebra of 2× 2
upper triangular matrices. It can be applied to build the rela-
tion between scalar-valued and matrix-valued infinitesimal free-
ness. Moreover, we also construct the operator-valued infinitesimal
free additive convolution by using two different methods.
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1. Introduction
The notion of freeness of type B is due to Biane, Goodman, and Nica
[2]. A key observation in their paper was that freeness of type B can
be expressed to a certain extent in terms of Voiculescu’s freeness with
amalgamation [13] over a non-selfadjoint algebra of 2×2 upper triangu-
lar matrices. This inspired the introduction of infinitesimal freeness in
1
2 P.L. TSENG
[4] and [7]. Thanks to the insight of D. Shlyakhtenko that infinitesimal
freeness may be used to detect the presence of spikes in many deformed
random matrix models, it has recently become of interest to identify
precisely which models have an asymptotic infinitesimal distribution,
and which are asymptotically infinitesimally free. In his pioneering
work [11], Shlyakhtenko showed that, roughly speaking, independent
Gaussian and finite rank deterministic matrices are infinitesimally free,
and so are independent Haar unitary and finite rank deterministic ma-
trices (see [11, Theorems 3.1 and 3.2]). Since then, Mingo [9] identified
the infinitesimal distribution of GOE matrices and showed that inde-
pendent Wishart matrices are asymptotically infinitesimally free, and
in a very recent preprint [5], Dallaporta and Fe´vrier have shown that in-
dependent Wigner matrices and full rank deterministic matrices which
have an asymptotic infinitesimal distribution are infinitesimally free.
Motivated by potential applications to random matrices, in this ar-
ticle we develop a method to compute the infinitesimal distributions of
polynomials in infinitesimally free selfadjoint random variables. We do
this via a linearization method (see [1]) and a notion of infinitesimal
freeness with amalgamation, following the method proposed in [3] for
free random variables. Thus, we first identify an appropriate notion of
infinitesimal freeness with amalgamation for operator-valued random
variables (Section 3.1). Then we show that subalgebras A1, . . . ,An
are infinitesimally free with respect to (E,E′) in an operator-valued
infinitesimal probability space (A,B,E,E′) is equivalent to A˜1, . . . , A˜n
are free with amalgamation over B˜ =
{[
b b′
0 b
] ∣∣∣∣∣b, b′ ∈ B
}
, where for
each i = 1, . . . , n, A˜i =
{[
a a′
0 a
] ∣∣∣∣∣a, a′ ∈ Ai
}
. This result is applied
to deduce that the operator-valued infinitesimal freeness of A1, . . . ,An
is equivalent to the fact mixed operator-valued cumulants and mixed
operator-valued infinitesimal cumulants vanish (Theorem 10 in section
3.2 ). Note that the scalar version of this result was proved in [7], and
we provide the operator-valued version of this result in this paper. In
section 3.3, we show the connection between scalar-valued and matrix-
valued infinitesimal freeness. More precisely, if {a
(1)
i,j : 1 ≤ i, j ≤ N},
. . . , {a
(k)
i,j : 1 ≤ i, j ≤ N} are infinitesimally free in a non-commutative
probability space (M, ϕ, ϕ′), then the elements [a
(1)
i,j ]
N
i,j=1, . . . , [a
(k)
i,j ]
N
i,j=1
are infinitesimally free in the operator-valued infinitesimal probability
space (MN (M),MN(C), ϕ⊗ IdN , ϕ
′ ⊗ IdN).
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In section 4, we provide two different approaches to compute the
operator-valued infinitesimal free additive convolution. The first one is
to apply the Theorem 6 to reduce the problem to operator-valued free
convolution. The second method is to apply differentiable paths which
were introduced in [4]. We conclude that for a given C∗-operator-valued
infinitesimal probability space (A,B,E,E′) and two elements x, y ∈ A
that are infinitesimally free with respect to (E,E′), the operator-valued
infinitesimal Cauchy transform of gx+y is as follows
gx+y(b)
=
[
G′x+y(b) ◦ ω
′
1(b) ◦ (G
′
x+y(b))
〈−1〉
]
(gx(ω1(b)))
+
[
G′x+y(b) ◦ ω
′
2(b) ◦ (G
′
x+y(b))
〈−1〉
]
(gy(ω2(b))).(1)
for b ∈ B with Im(b) positive and invertible, and ω1, ω2 the subordina-
tion functions defined in [14].
2. Preliminaries
2.1. Infinitesimal Freeness. Following [7] and [11], we say (A, ϕ, ϕ′)
is an infinitesimal probability space if A is a unital algebra and ϕ and ϕ′
are linear functionals from A to C such that ϕ(1) = 1 and ϕ′(1) = 0.
Given an infinitesimal non-commutative probability space (A, ϕ, ϕ′)
and a random variable a ∈ A, a pair of linear functionals (µ, µ′) which
both map C〈X〉 into C are called the infinitesimal law of a if they
satisfy ϕ(P (a)) = µ(P ) and ϕ′(P (a)) = µ′(P ).
In [11], D. Shlyakhtenko showed how to create an infinitesimal prob-
ability space from an ensemble of random matrices. More precisely,
suppose for each N ∈ N, A1(N), A2(N), . . . , Ak(N) are random matri-
ces of size N×N , and consider the map τN : C〈X1, · · · , Xk〉 → C given
by
(2) τN (P ) = E[
1
N
Tr(P (A1(N), A2(N), . . . , Ak(N)))],
where C〈X1, . . . , Xk〉 is the algebra of polynomials in the k non-
commuting variables X1, . . . , Xk. Suppose τ = lim
N→∞
τN exists; that is,
limN τN (P ) = τ(P ) for all P ∈ C〈X1, . . . , Xk〉. If τ
′ = lim
N→∞
N(τN − τ)
exists, then we say that {A1(N), A2(N), . . . , Ak(N)}N has the limit
infinitesimal distribution (τ, τ ′).
Definition 1. Let (A, ϕ, ϕ′) be an infinitesimal non-commutative prob-
ability space, and A1, . . . ,Ak be unital sub-algebras of A. We say
A1, · · · ,Ak are infinitesimally free with respect to (ϕ, ϕ
′) if whenever
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a1, a2, . . . , an ∈ A are such that ak ∈ Aik , i1, i2, . . . , in ∈ {1, 2, . . . , k},
i1 6= · · · 6= in and ϕ(a1) = ϕ(a2) = · · · = ϕ(an) = 0, then we have
ϕ(a1a2 · · · an) = 0;
ϕ′(a1a2 · · · an) =
n∑
k=1
ϕ(a1a2 · · · ak−1ϕ
′(ak)ak+1 · · · an).(3)
We note that the condition (3) on ϕ′ is equivalent to
ϕ′(a1 · · · an)
=
 ϕ(a1an)ϕ(a2an−1) · · ·ϕ(a(n−1)/2a(n+3)/2)ϕ
′(a(n+1)/2;
if n is odd and i1 = in, i2 = in−1, . . . , i(n−1)/2 = i(n+1)/2.
0, otherwise.
Recall that given a C∗-probability space (A, ϕ) and x = x∗ ∈ A, we
define the Cauchy transform of x by Gx(z) = ϕ[(z− x)
−1] for z ∈ C+.
If in addition, we also have an linear functional ϕ′ : A → C such
that ϕ′(1) = 0 so that (A, ϕ, ϕ′) is an infinitesimal probability space,
we define g(z) = ϕ′[(z − x)−1]. We call g is the infinitesimal Cauchy
transform of x.
In the paper [4], Belinschi and Shlyakhtenko gave the following
method to find the infinitesimal law of a + b.
Theorem 2. Let a and b be infinitesimally free and the infinitesimal
law of a is (µ1, ν1) and the infinitesimal law of b is (µ2, ν2). If (µ3, ν3)
is the infinitesimal law of a + b, then
µ3 = µ1 ⊞ µ2;
gν3(z) = gν1(ω1(z))ω
′
1(z) + gν2(ω2(z))ω
′
2(z).
where ωj are subordination functions corresponding to µj, j = 1, 2.
2.2. Operator-Valued Freeness. Let M be a unital algebra, and B
be a unital subalgebra ofM. A linear map E :M→ B is a conditional
expectation if
E(b) = b for all b ∈ B;
E(b1ab2) = b1E(a)b2 for all b1, b2 ∈ B, a ∈ M.
Then the triple (M,E,B) is called an operator-valued probability space
(See [13] ).
Definition 3. Let (M,E,B) be an operator-valued probability space,
a family of subalgebras (Ai)i∈I ofM are free with respect to E over B
if E(a1 · · · an) = 0 whenever aj ∈ Aij , i1 6= i2 6= · · · 6= in, and E(aj) = 0
for all j = 1, . . . , n.
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For an operator-valued probability space, the operator-valued distri-
bution of a random variable x ∈ M is given by all operator-valued
moments
E(xb1xb2 · · · bn−1xbnx) ∈ B
where n ∈ N and b1, . . . , bn ∈ B. Following [12], the free cumulants
κBn :M
n → B is defined by the moment-cumulant formula
(4) E(a1 · · · an) =
∑
pi∈NC(n)
κBpi (a1, . . . , an).
Note that the moment cumulants formula can be written in the follow-
ing form
κBn(a1, · · · , an) =
∑
pi∈NC(n)
µ(pi, 1n)Epi(a1, a2, · · · , an)
where µ is the Mo¨bius function for NC(n).
Following [3], ifM is a unital C∗-algebra, B is a unital C∗-subalgebra,
and E is completely positive, then (M,E,B) is called a C∗-operator-
valued probability space. For x ∈ M, we say x > 0 if x is positive
and invertible, and then the operator upper half plane is defined by
H+(B) = {b ∈ B | Im(b) = 1
2i
(x− x∗) > 0 }. Note that if x = x∗ ∈ M
and b ∈ H+(B), then b− x is invertible.
For a fixed selfadjoint random variable x ∈ M, the Cauchy transform
of x is defined by Gx(b) = E[(b − x)
−1] for all b ∈ H+(B). Also note
that Gx(b) is invertible. Then we let Fx(b) = Gx(b)
−1. In [3], S. T.
Belinschi, T. Mai, and R. Speicher gave the following theorem, which
provide us the subordination functions for operator-valued free additive
convolution.
Theorem 4. Let (M,E,B) be a C∗-operator-valued probability space
and x, y be selfadjoint random variables in M which are free. There
exists a unique pair of Fre´chet analytic maps ω1, ω2 : H
+(B)→ H+(B)
such that
1. Im(ωj(b)) ≥ Im(b) for all b ∈ H
+(B) and j = 1, 2 ;
2. Fx(ω1(b)) + b = Fy(ω2(b)) + b = ω1(b) + ω2(b) for all b ∈ H
+(B) ;
3. Gx(ω1(b)) = Gy(ω2(b)) = Gx+y(b) for all b ∈ H
+(B).
3. Operator Valued Infinitesimal Probability Spaces
In this section, we introduce operator-valued infinitesimal probabil-
ity spaces and the notion of infinitesimal freeness with amalgamation
(subsection 3.1). Also, we define the operator-valued infinitesimal cu-
mulants and prove that the operator-valued infinitesimal freeness of
subalgebras is equivalent to a vanishing condition for mixed cumulants
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and mixed infinitesimal cumulants in subsection 3.2. In subsection
3.3, we provide an application on how to extend the scalar version of
infinitesimal freeness to matrix version of infinitesimal freeness.
3.1. Operator-Valued Infinitesimal Freeness. In this subsection,
we define the operator-valued version of infinitesimal probability spaces
and the notion of infinitesimal freeness in operator-valued sense. Also,
we will introduce “upper triangular probability space”, which provides
us with a different perspective on operator-valued infinitesimal freeness.
This idea is inspired by [7] and [4].
Let (A,B,E) be an operator-valued probability space (see [13]). Let
E′ : A → B be a linear map such that E′(1) = 0 and
E
′(b1ab2) = b1E
′(a)b2 for all b1, b2 ∈ B, a ∈ A.(5)
Then, (A,B,E,E′) is called an operator-valued infinitesimal probability
space.
Definition 5. Given an infinitesimal operator-valued probability space
(A,B,E,E′), unital sub-algebras (Ai)i∈I of A are called infinitesimally
free with respect to (E,E′) if for i1, i2, . . . , in ∈ I, i1 6= i2 6= i3 · · · 6= in,
and aj ∈ Aij with E(aj) = 0 for all j = 1, 2, . . . , n, the following two
conditions hold:
E(a1 · · ·an) = 0 ;
E
′(a1 · · ·an) =
n∑
j=1
E(a1 · · ·aj−1E
′(aj)aj+1 · · · an).
Since elements of B need not commute with the random variables
a1, . . . , an, the factor E
′(aj) may not be pulled out in front of E; how-
ever, we observe that second formula of infinitesimal freeness can be
written as the follows:
(6) E′(a1 · · · an)
=

E(a1E(a2(E(a3 · · ·E(an−1
2
E′(an+1
2
)an+3
2
) · · · an−2)an−1)an)
if n is odd and i1 = in, i2 = in−1, . . . , in−1
2
= in+3
2
0 otherwise
.
This follows from known properties of freeness with amalgamation (see
[13, 12]).
In fact, we have another point of view to see the operator-valued
infinitesimal freeness which is related to upper triangular 2×2 matrices.
For a given operator-valued infinitesimal probability space (A,B,E,E′),
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we define sub-algebras A˜ and B˜ of M2(A) as follows
A˜ =
{[
a a′
0 a
] ∣∣∣∣∣a, a′ ∈ A
}
and B˜ =
{[
b b′
0 b
] ∣∣∣∣∣b, b′ ∈ B
}
.
Also, we define a map E˜ from A˜ to B˜ by
E˜
([
a a′
0 a
])
=
[
E(a) E(a′) + E′(a)
0 E(a)
]
.
It is easy to see that E˜ is a conditional expectation. This makes
(A˜, B˜, E˜) into an operator-valued probability space in the sense of
[13]. We call it the upper triangular probability space induced by
(A,B,E,E′). Note that the algebras A˜ and B˜ are non-selfadjoint, so
we do not have a natural notion of positivity for E˜.
Assume that (A,B,E,E′) is an operator-valued infinitesimal proba-
bility space and (A˜, B˜, E˜) be its corresponding upper triangular proba-
bility space. The following theorem establishes the connection between
these two spaces.
Theorem 6. Subalgebras A1, . . . ,An of A are infinitesimally free with
respect to (E,E′) if and only if A˜1, . . . , A˜n are free with respect to E˜,
where
A˜i =
{[
a a′
0 a
] ∣∣∣∣∣a, a′ ∈ Ai
}
for each i = 1, . . . , n.
Proof. First, we assume that A1, . . . ,An are infinitesimally free. Sup-
pose that A1, . . . , Ak are elements in A˜ such that Aj ∈ A˜ij such that
E˜(Aj) = 0 where i1, . . . , ik ∈ [n] with i1 6= i2 6= · · · 6= ik. Note that for
each j,
Aj =
[
aj a
′
j
0 aj
]
for some aj , a
′
j ∈ Aij .
Moreover, E˜(Aj) = 0 implies that E(aj) = 0 and E(a
′
j) = −E
′(aj).
Note that
E˜(A1 · · ·Ak) = E˜
(a1 · · · ak k∑
j=1
a1 · · · aj−1a
′
jaj+1 · · · ak
0 a1 · · · ak
)
=
E(a1 · · · ak) E′(a1 · · · ak) + k∑
j=1
E(a1 · · · aj−1a
′
jaj+1 · · · ak)
0 E(a1 · · · ak)

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Observe that for each j, if we let (a′j)
◦ = a′j − E(a
′
j), then
E(a1 · · ·aj−1a
′
jaj+1 · · ·ak)
= E(a1 · · · aj−1(a
′
j)
◦aj+1 · · · ak) + E(a1 · · · aj−1E(a
′
j)aj+1 · · · ak)
= E(a1 · · · aj−1(a
′
j)
◦aj+1 · · · ak)− E(a1 · · · aj−1E
′(aj)aj+1 · · · ak).
By freeness, we have E(a1 · · · ak) = 0 and also E(a1 · · · aj−1(a
′
j)
◦aj+1 · · ·
ak) = 0 for each j. Thus, E˜(A1 · · ·Ak)1,1 and E˜(A1 · · ·Ak)2,2 vanish
and E˜(A1 · · ·Ak)1,2 can be rewritten as
E
′(a1 · · · ak)−
k∑
j=1
E(a1 · · ·aj−1E
′(aj)aj+1 · · · ak),
which also vanishes by infinitesimal freeness.
Conversely, suppose that A˜1, . . . , A˜n are free with respect to E˜. Let
a1, . . . , ak be elements in A such that aj ∈ Aij with E(aj) = 0 where
i1, . . . , ik ∈ [n] with i1 6= i2 6= · · · 6= ik.
For each j, we define
Aj =
[
aj −E
′(aj)
0 aj
]
.
Then, it’s obvious that Aj ∈ A˜ij and
E˜(Aj) =
[
E(aj) E
′(aj)− E
′(aj)
0 E(aj)
]
=
[
0 0
0 0
]
.
By freeness, we obtain E˜(A1 · · ·Ak) = 0. Note that
0 = E˜(A1 · · ·Ak)
= E˜
(a1 · · · ak − k∑
j=1
a1 · · · aj−1E
′(aj)aj+1 · · · ak
0 a1 · · · ak
)
=
E(a1 · · · ak) E′(a1 · · · ak)− k∑
j=1
E(a1 · · · aj−1E
′(aj)aj+1 · · · ak)
0 E(a1 · · · ak)
 .
Hence, we obtain
E(a1 · · · ak) = 0 ;(7)
E
′(a1 · · · ak) =
k∑
j=1
E(a1 · · ·aj−1E
′(aj)aj+1 · · · ak),(8)
which completes the proof. q.e.d
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Remark 7. When B = C this shows that infinitesimal freeness can
be formulated exactly as freeness of subalgebras of upper triangular
matrices over the upper triangular scalar matrices. This means that
the machinery of operator-valued probability theory is now available to
us and this will be an important tool throughout the rest of the paper.
In [7], the following property was introduced (see [7, Remark 4.9]).
Let (A, ϕ, ϕ′) be an infinitesimal probability space and A1, . . . ,Ak uni-
tal subalgebras of A, we say the subalgebras A1, . . . ,Ak have property
(4.16) if whenever a1, . . . , an are given with ai ∈ Aji, ϕ(ai) = ϕ
′(ai) =
0, j1 6= · · · 6= jn, then
ϕ(a1 · · · an) = ϕ
′(a1 · · · an) = 0.
In [7], it is shown that if A1, . . . ,Ak are infinitesimally free then they
have property (4.16). They also show that the converse fails.
Now that we have shown that infinitesimal freeness is equivalent to
freeness over a subalgebra, we have solved the problem raised in [7,
Remark 4.9]. Moreover, this affords us considerable simplification.
3.2. Operator-Valued Infinitesimal Cumulants. For a given
operator-valued infinitesimal probability space, we have (operator-
valued) free cumulants (κBn)n. In this section, we will go further to
define the (operator-valued) infinitesimal cumulants.
Let (A,B,E,E′) be an operator-valued infinitesimal probability
space. For a given pi ∈ NC(n) and V ∈ pi, we consider the correspond-
ing moment maps ∂Epi,V which are defined just as operator-valued mo-
ments Epi associated to pi (see [12, Sections 2.1 and 3.2]), but replacing
the E by E′ for the block V . Then we define
∂Epi(a1, . . . , an) =
∑
V ∈pi
∂Epi,V (a1, . . . , an).
For example, if pi = {(1), (2, 5), (3, 4)} and V = {(2, 5)}, then ∂Epi,V is
given by
∂Epi,V (a1, . . . , a5) = E(a1E
′(a2E(a3a4)a5)).
Also,
∂Epi(a1, . . . , a5)
= ∂Epi,(1)(a1, . . . , a5) + ∂Epi,(2,5)(a1, . . . , a5) + ∂Epi,(3,4)(a1, . . . , a5)
= E′(a1E(a2E(a3a4)a5)) + E(a1E
′(a2E(a3a4)a5)) + E(a1E(a2E
′(a3a4)a5))
Definition 8. For n ∈ N, ∂κBn : A
n → B be the multilinear map that
is defined by the formula
∂κBn(a1, a2, . . . , an) =
∑
pi∈NC(n)
µ(pi, 1)∂Epi(a1, a2, . . . , an),
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for a1, a2, . . . , an ∈ A. (∂κ
B
n)n is called infinitesimal operator-valued
cumulants of (A,B,E,E′).
Given an operator-valued infinitesimal probability space (A,B,E,
E′), we let (κBn)n and (∂κ
B
n)n be the free and infinitesimal cumulants of
(A,B,E,E′). Then consider the corresponding upper triangular prob-
ability space (A˜, B˜, E˜) and there are free cumulants (κ˜n)n of (A˜, B˜, E˜).
Lemma 9. Suppose that a1, . . . , an, a
′
1, . . . , a
′
n are elements in A, and
let
Ai =
[
ai a
′
i
0 ai
]
for each i = 1, . . . , n. Then for each n ∈ N and pi ∈ NC(n), we have
E˜pi(A1, . . . , An) =Epi(a1, . . . , an) n∑
j=1
Epi(a1, . . . , aj−1, a
′
j, aj+1, . . . , an) + ∂Epi(a1, . . . , an)
0 Epi(a1, . . . , an)
 .
The proof of Lemma 9 is left in the Appendix. As a result, for each
n ∈ N we have
(9) κ˜n(A1, . . . , An) =κBn(a1, . . . , an) n∑
j=1
κBn(a1, . . . , aj−1, a
′
j , aj+1, . . . , an) + ∂κ
B
n(a1, . . . , an)
0 κBn(a1, . . . , an)
 .
Now, we provide our main result in this section.
Theorem 10. Given an operator-valued infinitesimal probability space
(A,B,E,E′), and subalgebras A1, . . . ,An of A. Then the following two
statements are equivalent:
(1). A1, . . . ,An are infinitesimally free with respect to (E,E
′).
(2). For every n ≥ 2 and i1, . . . , is ∈ [n] which are not all equal, and for
a1 ∈ Ai1, . . . , as ∈ Ais, we have κ
B
s (a1, . . . , as) = ∂κ
B
s (a1, . . . , as) = 0.
Proof. Assume that (1) is true. For n ≥ 2, we consider aj ∈ Aij where
i1, . . . , is ∈ [n] are not all equal. Then for each j = 1, . . . , s, we let
Aj =
[
aj 0
0 aj
]
.
It is obvious that Aj ∈ A˜ij for each j. Now, by our assumption and
Theorem 6, we obtain that A˜1, . . . , A˜n are free with respect to E˜, which
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implies that κ˜s(A1, . . . , As) = 0. Thus, by equation (9), we have
0 = κ˜s(A1, . . . , As) =
[
κBs (a1, . . . , as) ∂κ
B
s (a1, . . . , as)
0 κBs (a1, . . . , as)
]
.
Hence, we conclude that κBs (a1, . . . , as) = ∂κ
B
s (a1, . . . , as) = 0.
Conversely, we assume that (2) is true. We shall show that A˜1, . . . ,
A˜n are free with respect to E˜ and then invoke Theorem 6. Fix n ≥ 2,
suppose that A1, . . . , An are elements in A˜ such that Aj ∈ A˜ij where
i1, . . . , is ∈ [n] are not all equal. Note that each Aj is of the form
Aj =
[
aj a
′
j
0 aj
]
for some aj and a
′
j ∈ Aj.
We shall show that the B-valued cumulants of A1, . . . ,An are zero. By
our assumption, we have
κBs (a1, . . . , as) = 0 ;(10)
∂κBs (a1, . . . , as) = 0 ;(11)
κBs (a1, . . . , aj−1, a
′
j, aj+1, . . . , as) = 0 for each j = 1, . . . , s.(12)
Thus by equation (9), we obtain κ˜s(A1, . . . , As) = 0. Hence, we deduce
that A˜1, . . . , A˜n are free with respect to E˜, and then by Theorem 6,
we have that A1, . . . ,An are infinitesimally free with respect to (E,E
′).
q.e.d
3.3. Relation between Scalar Valued and Matrix Valued Infin-
itesimal Freeness. Suppose that (M, ϕ, ϕ′) is an infinitesimal prob-
ability space, and let N ∈ N. We define
(13) A = MN (M), B =MN (C), E = ϕ⊗ IdN , E
′ = ϕ′ ⊗ IdN .
It is easy to see that (A,B,E,E′) is an operator-valued infinitesimal
probability space. Given a non-crossing partition pi ∈ NC(n) and a
block V ∈ pi, we define ∂ϕpi,V :M
n → C to be
∂ϕpi,V (a1, . . . , an) = ϕ
′(a1, . . . , an | V )
∏
U∈pi;U 6=V
ϕ(a1, . . . , an | U).
Lemma 11. Given an infinitesimal probability space (M, ϕ, ϕ′) and
n ∈ N, we let (A,B,E,E′) be the corresponding matrix valued prob-
ability space (that is, the space defined in (13)). If ak = [a
(k)
i.j ] are
elements of A for all k = 1, 2, . . . , n, then we have
[∂κBn(a1, a2, . . . , an)]i.j =
N∑
i2,i3,...in=1
κ′n(a
(1)
i,i2
, a
(2)
i2,i3
, . . . , a
(n)
in,j).
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Proof. Note that for pi ∈ NC(n) and V ∈ pi,
[∂Epi,V (a1, a2, . . . , an)]i,j =
N∑
i2,i3,...,in=1
∂ϕpi,V (a
(1)
i,i2
, a
(2)
i2,i3
, . . . , a
(n)
in,j
).
Therefore, we have
[∂κBn(a1, a2, . . . , an)]i,j = [
∑
pi∈NC(n)
µ(pi, 1)
∑
V∈pi
∂Epi,V (a1, a2, . . . , an)]i,j
=
∑
pi∈NC(n)
µ(pi, 1)
∑
V ∈pi
[∂Epi,V (a1, a2, . . . , an)]i,j
=
∑
pi∈NC(n)
µ(pi, 1)
∑
V ∈pi
N∑
i2,i3,...,in=1
∂ϕpi,V (a
(1)
i,i2
, a
(2)
i2,i3
, . . . , a
(n)
in,j)
=
N∑
i2,i3,...,in=1
∑
pi∈NC(n)
µ(pi, 1)
∑
V ∈pi
∂ϕpi,V (a
(1)
i,i2
, a
(2)
i2,i3
, , . . . , a
(n)
in,j)
=
N∑
i2,i3,...in=1
κ′n(a
(1)
i,i2
, a
(2)
i2,i3
. . . , a
(n)
in,j).
q.e.d
Theorem 12. Consider an infinitesimal probability space (M, ϕ, ϕ′).
If the sets {a
(1)
i,j : 1 ≤ i, j ≤ N}, . . . , {a
(k)
i,j : 1 ≤ i, j ≤ N} are infinitesi-
mally free inM, then the elements [a
(1)
i,j ]
N
i,j=1, . . . , [a
(k)
i,j ]
N
i,j=1 are infinites-
imally free in Mn(M).
Proof. For each s = 1, . . . , k, let As = [a
(s)
i,j ]
n
i,j=1. It is shown in [10,
Chapter 9] that A1, . . . , Ak are free. Thus, it suffices to show that for
h ≥ 2, ∂κBh (Ai1 , Ai2, . . . , Aih) = 0 for all i1, i2, . . . , ih ∈ [k] but not all
equal. By Lemma 11, for all i, j = 1, . . . , n, we have
[∂κBh (Ai1 , Ai2 , . . . , Aik)]i,j =
N∑
j2,j3,...,jn=1
κ′h(a
(i1)
i,j2
, a
(i2)
j2,j3
, . . . , a
(ik)
jk,j
).
By infinitesimal freeness of {a
(1)
i,j : 1 ≤ i, j ≤ N}, . . . , {a
(k)
i,j : 1 ≤ i, j ≤
N}, each term of right hand side is zero. Thus,
[∂κBh (Ai1 , Ai2, . . . , Aik)]i,j = 0
. q.e.d
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4. Operator-Valued Infinitesimal Free Additive
Convolution
In this section, we are going to construct the infinitesimal free ad-
ditive convolution by using two methods. The first one is to apply
Theorem 6, and the second one is applying the method of differen-
tiable paths which was introduced by Belinschi and Shlyakhtenko in
[4, section 3.3].
4.1. Computing OVIC by Applying Theorem 6. Let’s recall that
for a given C∗-operator-valued probability space (A,B,E) and x =
x∗ be a element in A, the Cauchy transform of x : Gx : B → B
is defined by Gx(b) = E[(b − x)
−1] for all b ∈ B for which b − x is
invertible. If in addition, we have another linear functional E′ : A → B
such that E′(1) = 0, then we say (A,B,E,E′) is an C∗-operator-valued
infinitesimal probability space , and for x = x∗ ∈ A, we shall define the
infinitesimal Cauchy transform of x by
gx(b) = E
′[(b− x)−1], for all b ∈ B with b− x is invertible.
Suppose that x and y are infinitesimally free with respect to (E,E′).
By the Theorem 6 it is equivalent to the fact thatX =
[
x 0
0 x
]
and Y =[
y 0
0 y
]
are free with respect to E˜
([
s t
0 s
])
=
[
E(s) E(t) + E′(s)
0 E(s)
]
over the algebra of matrices
[
b c
0 b
]
∈M2(B).
If we assume that b ∈ H+(B), then we have
GX
([
b c
0 b
])
= E˜
({[
b c
0 b
]
−
[
x 0
0 x
]}−1)
= E˜
([
(b− x)−1 −(b− x)−1c(b− x)−1
0 (b− x)−1
])
,
so that
GX
([
b c
0 b
])
=
[
E [(b− x)−1] E′ [(b− x)−1]− E [(b− x)−1c(b− x)−1]
0 E [(b− x)−1]
]
=
[
Gx(b) G
′
x(b)(c) + gx(b)
0 Gx(b)
]
.
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We invert:
[
w v
0 w
]
= GX
([
b c
0 b
])
means
Gx(b) = E
[
(b− x)−1
]
= w,
gx(b) +G
′
x(b)(c) = E
′
[
(b− x)−1
]
− E
[
(b− x)−1c(b− x)−1
]
= v.
Thus, following [3] and [6], G〈−1〉 and the R-transform Rx are both
defined on Vx = H
−(B) ∩ B(0, r) for some r > 0. Thus, we shall
assume that w ∈ Vx, and consider
RX
([
w v
0 w
])
= G
〈−1〉
X
([
w v
0 w
])
−
[
w v
0 w
]−1
= G
〈−1〉
X
([
w v
0 w
])
−
[
w−1 −w−1vw−1
0 w−1
]
which yields
RX
([
w v
0 w
])
=
[
Rx(w) ςx(v, w)
0 Rx(w)
]
,
where ςx is determined in the following way. we have
w = Gx(G
〈−1〉
x (w)) =⇒ Id = G
′
x(G
〈−1〉
x (w)) ◦ (G
〈−1〉
x )
′(w).
Since b = G
〈−1〉
x (w), we get
G′x(b)(c) = G
′
X(G
〈−1〉
X (w))(c) =
[
(G〈−1〉x )
′(w)
]〈−1〉
(c).
By definition, (G
〈−1〉
x )′(w)(·) = −w−1 · w−1 +R′x(w)(·). Thus,
gx(G
〈−1〉
x (w)) +G
′
x(G
〈−1〉
x (w))(c) = v
⇐⇒
[
(G〈−1〉x )
′(w)
]〈−1〉
(c) = v − gx(G
〈−1〉
x (w))
⇐⇒ c = (G〈−1〉x )
′(w)
(
v − gX(G
〈−1〉
x (w))
)
= −w−1
(
v − gx(G
〈−1〉
x (w))
)
w−1 +R′x(w)
(
v − gX(G
〈−1〉
x (w))
)
.
Thus, c = ςx(v, w)− w
−1vw−1 means
ςx(v, w)
= −w−1
(
v − gx(G
〈−1〉
x (w))
)
w−1 +R′x(w)
(
v − gx(G
〈−1〉
x (w))
)
+ w−1vw−1.
Simplifying this, we get
ςx(v, w)=w
−1gx(G
〈−1〉
x (w))w
−1+R′x(w)
(
v − gx(G
〈−1〉
x (w))
)
.
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We have obtained
RX
([
w v
0 w
])
=
[
Rx(w) w
−1gx(G
〈−1〉
x (w))w−1+R′x(w)
(
v − gx(G
〈−1〉
x (w))
)
0 Rx(w)
]
.
Now, since X and Y are free with respect to E˜, we have
RX
([
w v
0 w
])
+RY
([
w v
0 w
])
= RX+Y
([
w v
0 w
])
,
for w ∈ B(0, r′) for some r′ > 0. Therefore, for w ∈ H−(B) ∩ B(0, r′),
we have
w−1gx+y(G
〈−1〉
x+y (w))w
−1− R′x+y(w)
(
gx+y(G
〈−1〉
x+y (w))
)
= w−1gx(G
〈−1〉
x (w))w
−1− R′x(w)
(
gx(G
〈−1〉
x (w))
)
+ w−1gy(G
〈−1〉
y (w))w
−1− R′y(w)
(
gy(G
〈−1〉
y (w))
)
.
We recognize (G〈−1〉)′(w)(·) applied to all parts above gives[
G
〈−1〉
x+y
]′
(w)(gx+y(G
〈−1〉
x+y (w)))
=
[
G〈−1〉x
]′
(w)(gx(G
〈−1〉
X (w))) +
[
G〈−1〉y
]′
(w)(gy(G
〈−1〉
y (w)))
We let w = Gx+y(b) to obtain, via G
〈−1〉
x (Gx+y(b)) = ω1(b),[
G
〈−1〉
x+y
]′
(Gx+y(b))︸ ︷︷ ︸
=(G′x+y(b))
〈−1〉
(gx+y(b))
=
[
G〈−1〉x
]′
(Gx+y(b))︸ ︷︷ ︸
=(G′x(ω1(b)))
〈−1〉
(gx(ω1(b))) +
[
G〈−1〉y
]′
(Gx+y(b))(gy(ω2(b)))
so that
(G′x+y(b))
〈−1〉(gx+y(b))
=(G′x(ω1(b)))
〈−1〉(gx(ω1(b))) + (G
′
y(ω2(b)))
〈−1〉(gy(ω2(b))).
Since (G′x(ω1(b)))
〈−1〉 = ω′1(b) ◦ (G
′
x+y(b))
〈−1〉, the above is equivalent
to
gx+y(b) =
[
G′x+y(b) ◦ ω
′
1(b) ◦ (G
′
x+y(b))
〈−1〉
]
(gx(ω1(b)))
+
[
G′x+y(b) ◦ ω
′
2(b) ◦ (G
′
x+y(b))
〈−1〉
]
(gy(ω2(b))).
Hence, we conclude the result by the following theorem.
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Theorem 13. Given an C∗-operator-valued infinitesimal probability
space (A,B,E,E′). If x and y are two self-adjoint elements in A that
are infinitesimally free with respect to (E,E′), then for b ∈ H+(B) we
have
gx+y(b) =
[
G′x+y(b) ◦ ω
′
1(b) ◦ (G
′
x+y(b))
〈−1〉
]
(gx(ω1(b)))
+
[
G′x+y(b) ◦ ω
′
2(b) ◦ (G
′
x+y(b))
〈−1〉
]
(gy(ω2(b))).
where ω1, ω2 the subordination functions defined in [14].
This proves in fact that the model of freeness with amalgamation
over the algebra of upper diagonal scalar matrices is the correct one
for operator-valued infinitesimal freeness.
4.2. Computing OVIC by Applying Differentiable Paths. We
are grateful to Belinschi that provide us another point of view to con-
struct the operator-valued infinitesimal convolution.
Consider a von Neumann algebra B and the space B〈X〉 of non-
commutative polynomials with coefficients in B such that B and X are
algebraically free, and X = X∗.
Let Σ be the space of B-valued distributions. That is, Σ is the
space of linear map µ : B〈X〉→B such that µ(1) = 1 and µ(b1Pb2) =
b1µ(P )b2 for all b1, b2 ∈ B, P ∈ B〈X〉. The space ΣM is the space of
M-bounded distribution; that is, ΣM is collection of all µ ∈ Σ such
that
‖µ(b0Xb1 · · ·Xbn)‖ ≤M
n‖b0‖‖b1‖ · · · ‖bn‖
for all n ∈ N, b0, . . . , bn ∈ B. We also let
Σ0 =
⋃
M>0
ΣM
be the space of bounded B-valued distributions. Thus, a distribution is
a unit-preserving conditional expectation from B〈X〉 to B, and an M-
bounded one is a conditional expectation that extends to the enveloping
C∗-algebra of B〈X〉, viewing X as a selfadjoint element of norm at most
M . Being a conditional expectation, it accepts a complete positive
extension to matrices over B〈X〉 to matrices over B. We define the
non-commutative extension of B to be Bnc =
⋃∞
n=1Mn(B) and the
non-commutative upper half-plane
H+(B) =
∞⋃
n=1
{b ∈Mn(B) : Im(b) > 0}.
The free non-commutative map
Gµ : H
+(B)→ H−(B), Gµ(b) = µ
[
(b−X)−1
]
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encodes µ for any µ ∈ Σ0. We also define Fµ : H
+(B)→ H+(B) via
Fµ(b) = Gµ(b)
−1.
It is known that Im(Fµ(b)) ≥ Im(b), b ∈ H
+(B). Following Voiculescu
[14], for any µ, ν ∈ Σ0, we can find ω1, ω2 H
+(B)→ H+(B) such that
(14) Fµ⊞ν(b) = Fµ(ω1(b)) = Fν(ω2(b)) = ω1(b) + ω2(b)− b
for all b ∈ H+(B). We consider differentiable paths µ(t), ν(t) : [0, 1]→
Σ0, and we impose that the topology in which they are differentiable
is sufficiently strong so that the maps [0, 1] ∋ t 7→ Gµ(t), Gν(t) are
differentiable at each level n in the topology of uniform convergence on
norm bounded subsets of H+(B). For simplicity of notation, we shall
write from now on
∂Gµ(t)(b) = lim
h→0
Gµ(t+h)(b)−Gµ(t)(b)
h
and
G′µ(t)(b)· = lim
h→0
Gµ(t)(b+ h·)−Gµ(t)(b)
h
.
Thus, the first is a derivative along a path, with the obvious restrictions
if t = 0 or t = 1, and the second is the usual differentiation, making
G′µ(t)(b) a linear completely bounded operator from Bnc to Bnc (the dot
stands for the variable). Clearly,
∂Gµ(t)(b) = (∂µ(t))
[
(b−X)−1
]
, b ∈ H+(B).
In this context, the purpose of infinitesimal freeness must be to express
∂(µ(t)⊞ν(t)) in terms of ∂µ(t), ∂ν(t), µ(t), and ν(t). For this purpose,
we differentiate the relations (14). First, let us record some relations
between various derivatives.
∂Fµ(t)(b) = −Fµ(t)(b)[∂Gµ(t)(b)]Fµ(t)(b).(15)
Similarly,
F ′µ(t)(b)(c) = −Fµ(t)(b)[G
′
µ(t)(b)(c)]Fµ(t)(b)(16)
= Fµ(t)(b)µ(t)
[
(b−X)−1c(b−X)−1
]
Fµ(t)(b)
=
(
µ(t)
[
(b−X)−1
])−1
µ(t)
[
(b−X)−1c(b−X)−1
](
µ(t)
[
(b−X)−1
])−1
.
We shall write ω1t and ω2t for the subordination functions associated
to µ(t) and ν(t), respectively. From equation (14) we have
(17) ∂Fµ(t)⊞ν(t)(b) = ∂ω1t(b) + ∂ω2t(b).
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From equations (15) and (16) we have
(18) − Fµ(t)⊞ν(t)(b)∂Gµ(t)⊞ν(t)(b)Fµ(t)⊞ν(t)(b) = ∂ω1t(b) + ∂ω2t(b).
On the other hand, by differentiating equation (14) we obtain
∂Fµ(t)⊞ν(t)(b)(19)
= (∂Fµ(t))(ω1t(b)) + F
′
µ(t)(ω1t(b))(∂ω1t(b))
= (∂Fν(t))(ω2t(b)) + F
′
ν(t)(ω2t(b))(∂ω2t(b)).
Now, using equations (14) and (18), we can see
∂ω1t(b) + ∂ω2t(b)
= −Fµ(t)⊞ν(t)(b)∂Gµ(t)⊞ν(t)(b)Fµ(t)⊞ν(t)(b)
= −Fµ(t)(ω1t(b))
[
(∂Gµ(t))(ω1t(b)) +G
′
µ(t)(ω1t(b))(∂ω1t(b))
]
Fµ(t)(ω1t(b))
= −Fν(t)(ω2t(b))
[
(∂Gν(t))(ω2t(b)) +G
′
ν(t)(ω2t(b))(∂ω2t(b))
]
Fν(t)(ω2t(b)).
Recall that if Im(w) ≫ 0, then F ′µ(w) ∼ IdB, and thus it is invertible.
We have
F ′µ(t)(ω1t(b))
〈−1〉
(
∂Fµ(t)⊞ν(t)(b)− (∂Fµ(t))(ω1t(b))
)
= ∂ω1t(b),
F ′ν(t)(ω2t(b))
〈−1〉
(
∂Fν(t)⊞µ(t)(b)− (∂Fν(t))(ω2t(b))
)
= ∂ω2t(b).
Moreover, F ′µ(t)⊞ν(t)(b) = F
′
µ(t)(ω1t(b)) ◦ ω
′
1t(b) which implies that
ω′1t(b) = F
′
µ(t)(ω1t(b))
〈−1〉 ◦ F ′µ(t)⊞ν(t)(b),
so that F ′µ(t)(ω1t(b))
〈−1〉 = ω′1t(b) ◦ F
′
µ(t)⊞ν(t)(b)
〈−1〉. substituting in (19)
we get
∂Fµ(t)⊞ν(t)(b)
= ∂ω1t(b) + ∂ω2t(b)
= F ′µ(t)(ω1t(b))
〈−1〉
(
∂Fµ(t)⊞ν(t)(b)− (∂Fµ(t))(ω1t(b))
)
+ F ′ν(t)(ω2t(b))
〈−1〉
(
∂Fν(t)⊞µ(t)(b)− (∂Fν(t))(ω2t(b))
)
= ω′1t(b) ◦ F
′
µ(t)⊞ν(t)(b)
〈−1〉
(
∂Fµ(t)⊞ν(t)(b)− (∂Fµ(t))(ω1t(b))
)
+ ω′2t(b) ◦ F
′
µ(t)⊞ν(t)(b)
〈−1〉
(
∂Fµ(t)⊞ν(t)(b)− (∂Fν(t))(ω2t(b))
)
.
Re-grouping, we obtain
ω′1t(b) ◦ F
′
µ(t)⊞ν(t)(b)
〈−1〉(∂Fµ(t))(ω1t(b)) + ω
′
2t(b) ◦ F
′
µ(t)⊞ν(t)(b)
〈−1〉(∂Fν(t))(ω2t(b))
=ω′1t(b)◦F
′
µ(t)⊞ν(t)(b)
〈−1〉
(
∂Fµ(t)⊞ν(t)(b)
)
+ω′2t(b)◦F
′
µ(t)⊞ν(t)(b)
〈−1〉
(
∂Fµ(t)⊞ν(t)(b)
)
− ∂Fµ(t)⊞ν(t)(b)
= (ω′1t(b) + ω
′
2t(b)− F
′
µ(t)⊞ν(t)(b))◦F
′
µ(t)⊞ν(t)(b)
〈−1〉
(
∂Fµ(t)⊞ν(t)(b)
)
= F ′µ(t)⊞ν(t)(b)
〈−1〉
(
∂Fµ(t)⊞ν(t)(b)
)
.
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On the other hand,
ω′1t(b) ◦ F
′
µ(t)⊞ν(t)(b)
〈−1〉(∂Fµ(t))(ω1t(b)) + ω
′
2t(b) ◦ F
′
µ(t)⊞ν(t)(b)
〈−1〉(∂Fν(t))(ω2t(b))
= F ′µ(t)(ω1t(b))
〈−1〉((∂Fµ(t))(ω1t(b)) + F
′
ν(t)(ω2t(b))
〈−1〉((∂Fν(t))(ω2t(b))).
Thus, we get
F ′µ(t)⊞ν(t)(b)
〈−1〉
(
∂Fµ(t)⊞ν(t)(b)
)
= F ′µ(t)(ω1t(b))
〈−1〉((∂Fµ(t))(ω1t(b)) + F
′
ν(t)(ω2t(b))
〈−1〉((∂Fν(t))(ω2t(b)).
As seen in (16),
F ′µ(t)(b)(c) = −Fµ(t)[G
′
µ(t)(b)]Fµ(t)(b)
⇒ G′µ(t)(c) = Gµ(t)(b)[F
′
µ(t)(b)(c)]Gµ(t)(b)
⇒ c = G′µ(t)(b)
〈−1〉(Gµ(t)(b)[F
′
µ(t)(b)(c)]Gµ(t)(b)).
If we let c = F ′µ(t)(b)
〈−1〉(w), then we obtain
F ′µ(t)(b)
〈−1〉(w) = −G′µ(t)(b)
〈−1〉(Gµ(t)(b)wGµ(t)(b))
so that
F ′µ(t)(b)
〈−1〉
(
∂Fµ(t)(b)
)
= −G′µ(t)(b)
〈−1〉(Gµ(t)(b)∂Fµ(t)(b)Gµ(t)(b))
= G′µ(t)(b)
〈−1〉(Gµ(t)(b)Fµ(t)(b)∂Gµ(t)(b)Fµ(t)(b)Gµ(t)(b))
= G′µ(t)(b)
〈−1〉
(
∂Gµ(t)(b)
)
,
with precisely the same relation holding for ν(t) and µ(t)⊞ν(t). Hence,
We get
G′µ(t)⊞ν(t)(b)
〈−1〉
(
∂Gµ(t)⊞ν(t)(b)
)
= G′µ(t)(ω1t(b))
〈−1〉((∂Gµ(t))(ω1t(b))) +G
′
ν(t)(ω2t(b))
〈−1〉((∂Gν(t))(ω2t(b))).
We have ω′1t(b)◦G
′
µ(t)⊞ν(t)(b)
〈−1〉 = G′µ(t)(ω1t(b))
〈−1〉. Replacing this, we
get
G′µ(t)⊞ν(t)(b)
〈−1〉
(
∂Gµ(t)⊞ν(t)(b)
)
= ω′1t(b) ◦G
′
µ(t)⊞ν(t)(b)
〈−1〉((∂Gµ(t))(ω1t(b)))
+ ω′2t(b) ◦G
′
µ(t)⊞ν(t)(b)
〈−1〉((∂Gν(t))(ω2t(b))).
Finally,
∂Gµ(t)⊞ν(t)(b)
=
[
G′µ(t)⊞ν(t)(b) ◦ ω
′
1t(b) ◦G
′
µ(t)⊞ν(t)(b)
〈−1〉
]
((∂Gµ(t))(ω1t(b)))
+
[
G′µ(t)⊞ν(t)(b) ◦ ω
′
2t(b) ◦G
′
µ(t)⊞ν(t)(b)
〈−1〉
]
((∂Gν(t))(ω2t(b))).
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Appendix: Proof of Lemma 9
Remark 14. Let (A,B,E,E′) be an operator-valued infinitesimal prob-
ability space and t be a symbol such that t2 = 0 and ta = at for all
a ∈ A, then A + tA is an two-dimensional unital algebra with the
multiplication
(a+ tb) · (c+ td) = (ac) + t(ad+ bc),
for a, b, c, and d are in A. Then, B + tB is an unital subalgebra of
A+ tA. Observe that
E+tE′(a+tb) = E(a)+t(E(a′)+E′(a))+t2E′(a′) = E(a)+t(E(a′)+E′(a)),
so that we shall define the map (E+ tE′) : A+ tA → B + tB by
(E+ tE′)(a + tb) = E(a) + t(E(a′) + E′(a)).
It is obvious that E + tE′ is an conditional expectation, and (A +
tA,E + tE′,B + tB) is an operator-valued probability space. In fact,
this is just another way to describe the upper triangular probability
space (A˜, B˜, E˜).
Now, if we let pi ∈ NC(n) and A1, · · · , An ∈ A˜, by Remark 14,
E˜pi(A1, . . . , An) can be identified with (E + tE
′)pi(a1 + ta
′
1, . . . , an +
ta′n). Then it is clear that the constant term of E˜pi(A1, . . . , An) is
Epi(a1, . . . , an) and the term with first order is
E
′
pi(a1, . . . , an) +
n∑
j=1
Epi(a1, . . . , aj−1, a
′
j , aj+1, . . . , an),
which proves Lemma 9.
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