Produktivitätsschwäche in der deutschen Wirtschaft. by Klodt, Henning
econstor
www.econstor.eu
Der Open-Access-Publikationsserver der ZBW – Leibniz-Informationszentrum Wirtschaft
The Open Access Publication Server of the ZBW – Leibniz Information Centre for Economics
Nutzungsbedingungen:
Die ZBW räumt Ihnen als Nutzerin/Nutzer das unentgeltliche,
räumlich unbeschränkte und zeitlich auf die Dauer des Schutzrechts
beschränkte einfache Recht ein, das ausgewählte Werk im Rahmen
der unter
→  http://www.econstor.eu/dspace/Nutzungsbedingungen
nachzulesenden vollständigen Nutzungsbedingungen zu
vervielfältigen, mit denen die Nutzerin/der Nutzer sich durch die
erste Nutzung einverstanden erklärt.
Terms of use:
The ZBW grants you, the user, the non-exclusive right to use
the selected work free of charge, territorially unrestricted and
within the time limit of the term of the property rights according
to the terms specified at
→  http://www.econstor.eu/dspace/Nutzungsbedingungen
By the first use of the selected work the user agrees and
declares to comply with these terms of use.
zbw
Leibniz-Informationszentrum Wirtschaft





Kieler Studien, No. 186
Provided in cooperation with:
Institut für Weltwirtschaft (IfW)
Suggested citation: Klodt, Henning (1984) : Produktivitätsschwäche in der deutschen Wirtschaft,
Kieler Studien, No. 186, http://hdl.handle.net/10419/376Kieler Studien
Institut für Weltwirtschaft an der Universität Kiel









J.C.B. MOHR (PAUL SIEBECK)TÜBINGEN
ISSN 0340-6989CIP-Kurztitelaufnähme der Deutschen Bibliothek
Klodt, Henning:
Produktivitätsschwäche in der deutschen Wirtschaft /
Henning Klodt. — Tübingen: Mohr, 1984.
(Kieler Studien, 186)
ISBN 3 -16 - 344800 - 3 kart.
ISBN 3 -16 - 344801 -1 geb. .
NE= GT
Schriftleitung: Hubertus Müller-Groeling
Institut für Weltwirtschaft an der Universität Kiel
J. C. B. Mohr (Paul Siebeck) Tübingen 1984
Alle Rechte vorbehalten
Ohne ausdrückliche Genehmigung des Verlages ist es auch nicht
gestattet, den Bernd oder Teile daraus





Verzeidinis der Tabellen V
Verzeichnis der Sdiaubilder VIII
Vorwort IX
A. Einleitung 1
B. Die Ausgangslage 5
C
Das Ausmaß der Produktivitätsschwäche 5
Die internationale Dimension 6
2. Die sektorale Dimension - Test auf Strukturbruch 11
II. Zur Ermittlung von Produktivitätskennzahlen 15
1. Bewertungs- und Meßprobleme 16
2. Zum Aussagewert von Produktivitätskennzahlen 22
C. Strukturwandel und Produktivitätsfortsdiritt 24
*. /
>1( I. Intersektorale Verschiebungen 24
II. Produktivitätseffekte eines veränderten Beschäfti-
gungsniveaus 30
D. Faktorsubstitution und Produktivitätsfortschritt 37
I. Substitution zwischen Kapital, Arbeit und Energie 37
1. Die Entwicklung von Faktoreinsatz und
Faktorpreisen in den Unternehmen 39
2. Zur Messung von Substitutionselastizitäten 44
a. Aus Produktionsfunktionen abgeleitete
Ansätze 44
b. Aus Faktornachfragefunktionen abgelei-
teter Ansatz 46
c. Zur Problematik von Elastizitätsschätzungen
aus Zeitreihen 48
3. Empirische Ergebnisse 50
II. Auswirkungen der Energieverteuerung 53
1. Produktivitätseffekte des Energiesparens 53
2. Sektorale Anpassungsreaktionen 57IV
Seite
III. Quantität und Qualität des eingesetzten Kapitals 62
1. Rückgang der Investitionsquoten 62
2. Kapitalentwertung durch Strukturwandel 64
3. Renditen und Investitionstätigkeit 65
4. Veränderte Zielsetzung der Investoren 68
5. Die Folgen für die Arbeitsproduktivität 73
"^ a. Komponenten des Produktivitätsfortschritts 73
b. Arbeits- und Kapitaleinsatz im sektoralen
Querschnitt 75
c. Das Residuum 78
E. Neue Technologien und Produktivitätsfortschritt 81
I. Die Rolle von Innovationen im Wachstumsprozeß 81
II. Innovationsaktivitäten in der deutschen Wirtschaft 86
1. Aufwendungen für Forschung und Entwicklung 86
2. Verringerte Produktivitätseffekte von Forschung
und Entwicklung 91
III. Verlangsamte Diffusion kapitalgebundener technischer
Neuerungen 99
1. Meßkonzepte 99
2. Empirischer Befund 103
^ IV. Internationale Aufholprozesse als Determinanten des
Produktivitätsfortschritts 108
1. Indikatoren des technologischen Niveaus im inter-
nationalen Vergleich 108
2. Die Imitationskurve - Eine "hutförmige" Beziehung .... 113







Tabelle 1 - Anstieg der Arbeitsproduktivität in der
Bundesrepublik Deutschland 5
Tabelle 2 - Sektorale Produktivitätsentwicklung und
Test auf Strukturbruch 1960-1979 14
Tabelle 3 - Preisbereinigung der Wertschöpfung nach
verschiedenen Methoden 19
Tabelle 4 - Bruttowertschöpfung, Arbeitsvolumen und
Nettoanlagevermögen nach Sektoren 1960,
1970 und 1980 25
Tabelle 5 - Produktivitätseffekt des Strukturwandels
beim Arbeitseinsatz 1960-1980 28
Tabelle 6 - Produktivitätseffekt des Strukturwandels
beim Kapitaleinsatz 1960-1980 29
Tabelle 7 - Arbeitseinsatz und Kapitalintensität nach
Sektoren 1970-1980 30
Tabelle 8 - Freisetzungsbedingter Anstieg der Arbeitsprodukti-
vität im Unternehmenssektor 1960-1982 35
Tabelle 9 - Faktoreinsatz und Faktorpreise im
Unternehmenssektor 1960-1980 39
Tabelle 10 - Substitutionsbeziehungen zwischen Kapital,
Arbeit und Energie im Unternehmenssektor
und im Verarbeitenden Gewerbe 1960-1980 51
Tabelle 11 - Preisentwicklung und Einsatzanteile verschiedener
Energieträger im Unternehmenssektor sowie im
Verarbeitenden Gewerbe 1973-1980 54
Tabelle 12 - Produktivitätseffekte der Energieverteuerung
im Verarbeitenden Gewerbe 1973-1980 56
Tabelle 13 - Investitionsanlässe im Verarbeitenden
Gewerbe 1971-1985 58
Tabelle 14 - Industrielle Aufwendungen für Energieforschung
in den Vereinigten Staaten 1972-1980 59
<L




Tabelle 16 - Patentanmeldungen beim Deutschen Patentamt
in ausgewählten Klassen 1972-1982 61
Tabelle 17 - Kapitalrenditen im Unternehmenssektor und
im Verarbeitenden Gewerbe 1960-1980 67
Tabelle 18 - Investitionsmotive im Verarbeitenden Gewerbe
1960-1985 71
Tabelle 19 - Forschungsintensität der Ausrüstungs-
investitionen 1971-1979 72
Tabelle 20 - Beiträge einzelner Komponenten zur Arbeitspro-
duktivitätsentwicklung im Unternehmenssektor
1960-1979 75
Tabelle 21 - Der Zusammenhang zwischen der Veränderung
der Arbeitsproduktivität sowie der Kapital-
intensität und -Produktivität im sektoralen
Querschnitt 1960-1978 76
Tabelle 22 - Beiträge einzelner Komponenten zur Produktivitäts-
entwicklung im Unternehmenssektor der Vereinigten
Staaten 1948-1976 79
Tabelle 23 - Anzahl der grundlegenden technologischen
Innovationen in ausgewählten Ländern 1953-1973 84
Tabelle 24 - Diffusionszeiträume ausgewählter Schlüssel- 7
technologien in Industrieländern 85
Tabelle 25 - Forschungs- und Entwicklungsaufwendungen
1964-1981 87
Tabelle 26 - Anteil der Forschungs- und Entwicklungsaufwen-
dungen am Bruttoinlandsprodukt in ausgewählten
Ländern 1964-1979 88
Tabelle 27 - Nominale und reale Forschungs- und Entwick-
lungsaufwendungen der Wirtschaft 1967-1979 89
Tabelle 28 - Anteil der Forschungs- und Entwicklungsaufwen-
dungen am Umsatz der forschenden Unternehmen
1967-1981 90
Tabelle 29 - Patentanmeldungen und Beschäftigte in Forschung
und Entwicklung 1964-1982 93
Tabelle 30 - Zur Lebensdauer der vom Deutschen Patentamt
erteilten Patente 1960-1977 94VII
Seite
Tabelle 31 - Anteil der Aufwendungen für Grundlagenforschung
an den gesamten internen Forschungs- und Ent-
wicklungsaufwendungen 1971-1981 96
Tabelle 32 - Zusammenhang zwischen Arbeitsproduktivität,
Kapitalintensität und Modernitätsgrad des Anlage-
vermögens nach Wirtschaftsbereichen 1960-1980 107
Tabelle 33 - Korrelation zwischen Investitionsrate und
Modernitätsgrad des Anlagevermögens im Unter-
nehmenssektor 1960-1980 " 108
Tabelle 34 - Kennziffern zum internationalen Handel mit
forschungsintensiven Waren für ausgewählte
Länder 1970-1980 111
Tabelle 35 - Einnahmen und Ausgaben für Patente, Erfindungen
und Verfahren der deutschen Unternehmen
1967-1981 113
Tabelle 36 - Forschungsintensität sowie Einnahmen und
Ausgaben für ausländische Lizenzen nach
Wirtschaftsbereichen 1977 117
Tabelle 37 - Produktivitätsniveau nach Wirtschaftsbereichen
in den Vereinigten Staaten, Japan und der
Bundesrepublik Deutschland 1960, 1970 und 1978 119
Tabelle 38 - Der Zusammenhang zwischen relativem Produk-
tivitätsanstieg und -niveau nach Wirtschafts-
bereichen in der Bundesrepublik Deutschland und
in Japan 1960-1978 120
Tabelle AI - Kurzbezeichnungen sowie Peak-to-peak-Perioden
für ausgewählte OECD-Länder 124
Tabelle A2 - F-Werte für den Test auf Strukturbruch in der
sektoralen Produktivitätsentwicklung 1960-1980 125
Tabelle A3 - Faktoreinsatz und Faktorpreise im Verarbeitenden
Gewerbe 1960-1980 126
Tabelle A4 - Forschungsintensive Waren 127VIII
Verzeichnis der Schaubilder
Seite
Schaubild 1 - Produktivitätsfortschritt in ausgewählten
Industrieländern 1960-1980 7
Schaubild 2 - Anstieg der Arbeitsproduktivität und Investi-
tionsquoten im internationalen Querschnitt
1973-1979 10
Schaubild 3 - Produktion, Arbeitseinsatz und Produktivität
im Unternehmenssektor 1960-1982 13
Schaubild 4 - Niveau der Arbeitsproduktivität nach Sektoren
1960, 1970 und 1980 26
Schaubild 5 - Freisetzungsbedingter Produktivitätseffekt 32
Schaubild 6 - Faktorpreis- und Faktoreinsatzrelationen im
Unternehmenssektor 1960-1980 43
Schaubild 7 - Elastizitätsschätzung bei Angebots- und Nach-
frageschwankungen 49
Schaubild 8 - Bruttoanlageinvestitionen in vH des Anlage-
vermögens im Unternehmenssektor 1960-1981 63
Schaubild 9 - Determinanten der Investitionstätigkeit im
Unternehmenssektor 1960-1980 70
Schaubild 10 - Arbeitsproduktivität, Kapitalintensität und
Kapitalproduktivität nach Wirtschaftsbereichen
1960-1980 77
Schaubild 11 - Qualitätsindikatoren des Kapitalstocks im
Unternehmenssektor 1960-1980 102
Schaubild 12 - Arbeitsproduktivität in den Unternehmen der Ver-
einigten Staaten, Japans und der Bundesrepu-
blik Deutschland 1960-1981 110
Schaubild 13 - Kosten und Erträge der Imitation ausländischer
Technologien 114IX
Vorwort
Das Tempo des Produktivitätsfortschritts spielt in der gegenwärtigen
arbeitsmarktpolitischen Diskussion eine große Rolle. Durch den Einsatz
neuer arbeitssparender Technologien steige - so wird häufig argumentiert
- die Arbeitsproduktivität derart rasch, daß selbst bei einer Erholung
des Wirtschaftswachstums immer weniger Arbeitskräfte benötigt würden.
Als Konsequenz einer sich öffnenden Schere zwischen Produktivität und
Produktion würden zwangsläufig immer mehr Menschen arbeitslos.
Tatsächlich hat sich der Anstieg der Arbeitsproduktivität seit den frühen
siebziger Jahren spürbar verlangsamt, und zwar in der Bundesrepublik
wie auch in anderen Industrieländern. Möglicherweise sind nicht zu viel,
sondern eher zu wenig arbeitssparende Produktionsverfahren eingesetzt
worden, um bei den herrschenden Löhnen alle Arbeitsplätze erhalten zu
können. Es gibt Gründe zu vermuten, daß viele Arbeitsplätze durch
einen zu geringen Produktivitätsfortschritt unrentabel geworden sind,
daß also die Produktivitätsschwäche wesentlich zu den Beschäftigungs-
problemen beigetragen hat. Zur Klärung der Zusammenhänge zwischen
Produktion, Produktivität und Beschäftigung soll diese Studie einen Bei-
trag leisten.
Angeregt wurde die Untersuchung durch die Arbeiten an der Struktur-
berichterstattung, die das Institut für Weltwirtschaft im Auftrag des
Bundesministers für Wirtschaft durchführt [vgl. Schmidt et al., 1984].
Da im Rahmen der Hauptberichte Zeit und Raum für eine eingehende
Analyse der Determinanten des Produktivitätsfortschritts fehlten, soll
diese Studie zugleich eine Lücke in der Strukturberichterstattung
schließen.
Diese Arbeit wäre ohne die zahlreichen Anregungen und kritischen Dis-
kussionen im Institut für Weltwirtschaft wohl kaum entstanden. Allen
meinen Kollegen, die sich daran beteiligt haben, sei herzlich gedankt.
Mein besonderer Dank gilt Herrn Professor Dr. Gerhard Fels sowie Herrn
Professor Dr. Albert Jeck, die diese Arbeit betreut und kritisch durch-
gesehen haben, sowie Herrn Klaus-Dieter Schmidt, der mich mit stetem
Rat unterstützt hat. Schließlich möchte ich Frau Anne Margrit Spiwock
und Herrn Bernhard Klein für die redaktionelle Überarbeitung des Manu-
skripts danken.
Kiel, im März 1984 Henning KlodtAny history of an economy's
growth will be no more, and




1. Die deutsche Wirtschaft befindet sich seit Jahren in einer Stockungs-
phase. Geringes Wachstum des Sozialprodukts, zahlreiche Unternehmens-
liquidationen, ein Sinken der verfügbaren Realeinkommen und - Problem
Nummer eins - eine hohe Zahl von Arbeitslosen prägen das Bild. Auch
wenn diese Schwierigkeiten derzeit vom Konjunkturaufschwung überdeckt
sind, so ist doch nicht zu verkennen, daß die Kräfte langfristigen Wirt-
schaftswachstums erlahmt sind. Seit Mitte der siebziger Jahre ist auch
ein deutlicher Trendbruch im Anstieg der Arbeitsproduktivität aufgetre-
ten - nicht nur in der Bundesrepublik Deutschland, sondern ebenso in
allen anderen westlichen Industrieländern.
2. Ein hoher Produktivitätsfortschritt weist eine zunehmende Effizienz
der wirtschaftlichen Produktionsprozesse in einem Lande aus (1). Wenn
die Effizienz ansteigt, so bedeutet dies, daß die vorhandenen Produk-
tionsfaktoren besser genutzt, mit ihnen also mehr oder bessere Güter
hergestellt werden. Die Wirtschaftsentwicklung <-in der Bundesrepublik
Deutschland in den vergangenen drei Jahrzehnten hat gezeigt, daß hohe
Fortschrittsraten der Arbeitsproduktivität nicht nur mit hohen Produk-
tionszuwächsen einhergingen, sondern auch mit einem expandierenden
Angebot an Arbeitsplätzen. Auch im internationalen Vergleich haben Län-
der, die ein starkes Produktivitätswachstum erzielen konnten, durchweg
die geringsten Arbeitsmarktprobleme gehabt. Rasche Produktivitätsfort-
schritte machten Produktionsausweitungen rentabel und schafften zusätz-
liche Arbeitsplätze. Umgekehrt gingen bei verringerten Möglichkeiten zur
Effizienzsteigerung durchweg sowohl der Produktionsanstieg als auch die
Zahl der Beschäftigten zurück. Es gibt gute Gründe zu vermuten, daß
der verlangsamte Anstieg der Arbeitsproduktivität seit den frühen sieb-
ziger Jahren eine wesentliche Ursache der weltweiten Beschäftigungspro-
bleme darstellt.
3. In der aktuellen wirtschaftspolitischen Diskussion herrscht allerdings
eine andere Auffassung vor. Die zunehmende Arbeitslosigkeit wird häufig
nicht als Folge eines zu niedrigen, sondern eines zu hohen Produktivi-
tätsfortschritts angesehen, der sich aus dem schubartigen Auftreten ar-
beitssparender Technologien ergeben hat. Dahinter steht allerdings eine
sehr mechanistische Vorstellung von den Zusammenhängen zwischen Pro-
duktion, Produktivität und Beschäftigung: Bei gegebenem Produktions-
wachstum und einem rein demogräphisch bestimmten Arbeitsangebot wird
der Arbeitsplatzmangel um so niedriger ausfallen, je langsamer die Ar-
(1) "Since economics is in its very essence concerned with the Organisa-
tion of inputs (scarce means) to produce Outputs (satisfy human
wants), comparisons of productivity go to the heart of the assess-
ment of economic Performance" [Kravis, 1976, S. 1].beitsproduktivität steigt. So schrieb das Deutsche Institut für Wirt-
schaftsforschung im Jahre 1981: "Bei den gegenwärtigen Schwierigkeiten
auf dem Arbeitsmarkt ist die schwache Prqduktivitätsentwicklung sogar
zu begrüßen" [Pischner, 1981, S. 474]. Das Institut verkennt zwar
nicht die Konsequenzen dieser Entwicklung für die internationale Wettbe-
werbsfähigkeit der deutschen Wirtschaft, die zentrale Rolle des Produk-
tivitätsfortschritts für eine dauerhafte Erholung des Wachstums auch auf
den Binnenmärkten wird jedoch offenbar nicht gesehen. Skepsis ist auch
gegenüber den Modellrechnungen des Instituts für Arbeitsmarkt- und
Beruf sforschurig angebracht, die bei vermuteten Wachstumsraten der
Produktion von 2,5 vH in den achtziger Jahren und einem gemäß dem
Trend von 1973 bis 1980 fortgeschriebenen Produktivitätsanstieg von
jährlich 3,8 vH eine Arbeitsplatzlücke für 1990 von fast vier Millionen
Arbeitsplätzen ausweisen [Institut für Arbeitsmarkt- und Berufsfor-
schung, 1982]. Diese als "Scherentheorie" bezeichnete Argumentation er-
freut sich gegenwärtig großer Popularität.
4. Bei derart tautologischen Berechnungen wird aber verkannt, daß die
künftig zu erwartende Steigerung der Arbeitsproduktivität keine unabän-
derlich vorgegebene Größe ist, sondern auch von der Entwicklung der
Reallöhne beeinflußt wird [Giersch, 1983]. Geht der Anstieg der Reallöh-
ne über den verteilbaren Produktivitätsfortschritt hinaus, so werden
marginale Arbeitsplätze unrentabel. Dann müssen so lange Grenzanbieter
ausscheiden, bis die Grenzproduktivität der letzten im Markt verbleiben-
den Produzenten zur Faktorentlohnung paßt. In einer solchen Situation
enthält der Anstieg der statistisch gemessenen Durchschnittsproduktivität
der Arbeit neben einer autonomen auch noch eine deutliche lohninduzier-
te Komponente, die allein auf der Freisetzung von Arbeitskräften beruht.
Hält der Reallohndruck über längere Zeit an, so wird auch die technolo-
gische Entwicklung in neue Bahnen gelenkt. Aus dem Vorrat an tech-
nisch möglichen Forschungsprojekten werden die Unternehmen bevorzugt
solche Vorhaben auswählen und zur Marktreife entwickeln, die eine mög-
lichst hohe Einsparung an Arbeitskräften versprechen. In verkürzter
Sicht erscheinen dann die neuen Technologien als "Job-Killer", die den
Anstieg der Arbeitslosigkeit verursacht haben. Bei anderen relativen
Faktorpreisen wären aber vermutlich auch andere (weniger arbeits- und
mehr kapitalsparende) Technologien entwickelt worden.
Arbeitsplätze gehen also nur bei einem freisetzungsbedingten (induzier-
ten) Anstieg der Arbeitsproduktivität verloren - der autonome Produkti-
vitätsfortschritt hingegen, der auf einer Erhöhung des Produktionspoten-
tials beruht (sei es durch vermehrtes technisches Wissen, sei es durch
ein vergrößertes Angebot mit Arbeit kombinierbarer Produktionsfakto-
ren) , macht zusätzliche Investitionsprojekte rentabel und schafft neue
Arbeitsplätze.
Zur Lösung der Probleme am Arbeitsmarkt ist ein besseres Verständnis
der Zusammenhänge zwischen Produktivitätsfortschritt, Produktions-
wachstum und Beschäftigung nötig. Eine wichtige Voraussetzung für eine
erfolgreiche Therapie ist die Identifikation der Faktoren, die zur Ab-
schwächung des Produktivitätsfortschritts geführt haben. Dazu soll diese
Arbeit einen Beitrag leisten.
5. Seit mehreren Jahren wird in den Vereinigten Staaten und anderen
Industrieländern eine intensive Diskussion über die Ursachen der Pro-
duktivitätsschwäche geführt. Zahlreiche Argumente werden genannt, dieden verlangsamten Anstieg der Arbeitsproduktivität erklären sollen:
- Eine Abschwächung der gesamtwirtschaftlichen Nachfrage könnte die
Anreize zum Investieren sowie zum Einführen technischer Neuerungen
vermindert haben. Als mögliche Gründe für die Nachfrageschwäche
werden in erster Linie Sättigungstendenzen beim Konsum, zunehmende
Beschränkungen des internationalen Handels sowie eine restriktive
Geld- und Fiskalpolitik genannt [Maddison, 1979].
- Ein sektoraler Strukturwandel zugunsten der Dienstleistungen könnte
den Fortschritt der Arbeitsproduktivität beeinträchtigt haben, wenn
die technischen Möglichkeiten zur Produktivitätssteigerung in diesen
Bereichen geringer wären als in der Industrie [Nordhaus, 1972].
- Die drastische Energieverteuerung könnte sowohl die Investitionstätig-
keit als auch die technologische Entwicklung verstärkt in eine energie-
sparende und damit weniger arbeitssparende Richtung gelenkt haben
[Jorgenson, 1978].
- Die nachlassende Investitionstätigkeit könnte sowohl die Substitution
von Arbeit durch Kapital als auch die Entstehung und Anwendung
neuen technischen Wissens behindert haben [Streissler, 1980]..
- Der Beitrag von Forschung und Entwicklung zum Fortschritt der Ar-
beitsproduktivität könnte sich verringert haben, und zwar zum einen
aufgrund nachlassender Aktivitäten der Unternehmen in diesem Be-
reich, zum anderen aufgrund sinkender Grenzerträge in der Forschung
[Griliches, 1980]. L^
- Verschärfte staatliche Regulierungen, etwa in den Bereichen des Um-
weltschutzes sowie der Ausgestaltung der Arbeitsplätze, könnten die
Investitionsneigung der Unternehmen und den Fortschritt der Arbeits-
produktivität beeinträchtigt haben [Cnristainsen, Haveman, 1981].
- Die weltweite Beschleunigung der Inflation könnte zu einer Verunsiche-
rung über die künftige Entwicklung der relativen Preise und damit zu
einer Erhöhung der Investitionsrisiken geführt haben. Außerdem könn-
te die zunehmende Besteuerung inflatorischer Scheingewinne die Inve-
stitionsanreize vermindert haben [Clark, 1982].
Trotz dieser vielfältigen Ansätze wird im Zusammenhang mit der Produk-
tivitätsschwäche nach wie vor von einem "Productivity puzzle" gespro-
chen, da es an eindeutigen Belegen für die Stichhaltigkeit und den Stel-
lenwert der einzelnen Hypothesen fehlt.
6. Im Rahmen dieser Arbeit geht es vorrangig darum, das relative Ge-
wicht der verschiedenen Ursachen für die Verlangsamung des Anstiegs
der Arbeitsproduktivität in der deutschen Wirtschaft seit den frühen
siebziger Jahren zu ermitteln. Da auch bei sorgfältiger Analyse viele
Meß- und Zurechnungsprobleme ungelöst bleiben, kann es dabei nicht um
die exakte Quantifizierung der einzelnen Komponenten der Produktivitäts-
schwäche gehen, sondern nur um die Abschätzung von Größenordnun-
gen. Außerdem erscheint es nötig und sinnvoll, Schwerpunkte bei jenen
Faktoren zu setzen, die für die Produktivitätsschwäche in der Bundesre-
publik Deutschland vermutlich am wichtigsten gewesen sind.
7. Im einzelnen werden folgende Fragen analysiert:
- Welches Ausmaß hat die Verlangsamung des Anstiegs der Arbeitspro-
duktivität in verschiedenen Ländern sowie in verschiedenen Wirt-Schaftsbereichen erreicht? (Kapitel B)
- Hat ein Strukturwandel zugunsten des Dienstleistungssektors den ge-
samtwirtschaftlichen Produktivitätsfortschritt in der deutschen Wirt-
schaft verlangsamt? Wie hat die Verringerung des Beschäftigungsni-
veaus den gemessenen Anstieg der Arbeitsproduktivität beeinflußt?
(Kapitel C)
- Welche Auswirkungen hat die Energieverteuerung auf den Fortschritt
der Arbeitsproduktivität gehabt? Ist die Investitionsschwäche der sieb-
ziger Jahre eine wesentliche Ursache der Produktivitätsschwäche? (Ka-
pitel D)
- Welchen Beitrag haben die Forschungsaktivitäten der Unternehmen zum
Produktivitätsfortschritt geleistet? Ist die Diffusion technischer Neue-
rungen durch eine Überalterung des Kapitalstocks behindert worden?
Hat sich der Import technischen Wissens aus dem Ausland verringert?
(Kapitel E)
Die einzelnen Determinanten, die gleichzeitig und zumeist nicht unabhän-
gig voneinander den Rückgang des Produktivitätsfortschritts bewirkt ha-
ben, müssen für die Analyse in getrennte Themenkomplexe aufgespalten
werden. Die vielfältigen Wirkungszusammenhänge geraten jedoch nicht
aus dem Blickfeld, auch wenn sie nicht immer quantitativ erfaßt werden
können. n~B. Die Ausgangslage
I. Das Ausmaß der Produktivitätssdvwäche
8. Der Anstieg der Arbeitsproduktivität in der Bundesrepublik Deutsch-
land hat sich in den letzten Jahren deutlich verlangsamt. In den siebzi-
ger Jahren nahm das reale Bruttoinlandsprodukt je Erwerbstätigen nur
noch um durchschnittlich 2,9 vH pro Jahr zu, gegenüber 4,4 vH in den
sechziger Jahren. Wird das Bruttoinlandsprodukt nicht auf die Zahl der
Erwerbstätigen, sondern auf die geleisteten Arbeitsstunden bezogen, er-
gibt sich ein Rückgang der Steigerungsrate von 5,4 vH in den sechziger
auf 4,0 vH in den siebziger Jahren und auf weniger als 2 vH seit 1980.
Grundsätzlich ist dem Arbeitsstundenkonzept der Vorzug zu geben, da
Produktivitätsänderungen, die allein eine Veränderung der Arbeitszeit
der Erwerbstätigen widerspiegeln, ausgeschaltet sind. Sollen jedoch auch
die Jahre vor 1960 berücksichtigt oder mehrere Länder miteinander ver-
glichen werden, so ist auf das Erwerbstätigenkonzept zurückzugreifen,
da zuverlässige Angaben über die geleisteten Arbeitsstunden fehlen. Da-
her wird im ersten Abschnitt dieser Arbeit zunächst noch das Erwerbstä-
tigenkonzept benutzt. ^
Die Zeiteinteilung in Dekaden ist willkürlich und kann zu .konjunkturbe-
dingten Verzerrungen der Ergebnisse führen. Für die Trendermittlung
kommt es vor allem darauf an, daß die Konjunkturlagen ähnlich sind.
Auch ein Vergleich der Hochkonjunkturjahre zeigt jedoch eine ausgepräg-
te Abschwächung des Produktivitätsanstiegs (Tabelle 1). Um die letzten
Jahre mit in die Übersicht einbeziehen zu können, wurde 1975 als Ver-
gleichsjahr für 1982 gewählt. Beide Jahre stellen den Tiefpunkt einer re-
zessiven Phase dar. Der nach 1973 aufgetretene Knick im Produktivitäts-
fortschritt hat sich offenbar seit 1975 noch verstärkt.

















(a) Bruttoinlandsprodukt je Erwerbstätigen in Preisen von






1976. - (b) In Preisen von
Quelle: Sachverständigenrat zur Begutachtung der gesamtwirtschaftlichen
Entwicklung [1973]. - Statistisches Bundesamt [b]. - Eigene Be-
rechnungen.7. Die internationale Dimension
9. Die Produktivitätsschwäche ist nicht auf die Bundesrepublik Deutsch-
land beschränkt, sondern ebenso in allen anderen Industrieländern zu
beobachten. Im internationalen Vergleich steht die deutsche Wirtschaft
sogar noch recht günstig da. Werden die einzelnen Länder danach geord-
net, wie stark der relative Rückgang nach 1973 gegenüber der Zeit da-
vor ausgeprägt ist, so zeigt sich nur Norwegen als weniger stark betrof-
fen (Schaubild 1) (1). Grob lassen sich drei Ländergruppen unterschei-
den:
In Kanada, Schweden und den Vereinigten Staaten ist der Anstieg der
Arbeitsproduktivität nach 1973 fast vollständig zum Erliegen gekommen.
Italien, Japan, das Vereinigte Königreich, Dänemark, Österreich und
Finnland mußten zwar eine Halbierung der-jährlichen Zuwachsraten hin-
nehmen, dennoch gelang es ihnen auch nach 1973, die Arbeitsproduktivi-
tät zu steigern. Relativ am wenigsten betroffen ist die letzte Gruppe,
bestehend aus den Niederlanden, Belgien, Frankreich, der Bundesrepu-
blik Deutschland und Norwegen. Doch auch in dieser Gruppe ist eine
Abschwächung unübersehbar.
10. Die Suche nach den Ursachen der Produktivitätsschwäche wurde be-
reits in den frühen siebziger Jahren in den Vereinigten Staaten aufge-
nommen (2). S,ie stand zunächst unter dem Eindruck eines verlangsamten
technischen Fortschritts, während später andere Erklärungshypothesen,
etwa die Auswirkungen veränderter Faktoreinsatzrelationen, an Gewicht
gewannen. In den übrigen Industrieländern dagegen wurde noch recht
lange an der These vom konjunkturellen Charakter der Produktivitäts-
schwäche festgehalten, und erst in den letzten Jahren hat sich auch hier
die Einschätzung durchgesetzt, daß die Verringerung der Zuwachsraten
bei der Arbeitsproduktivität einen längerfristigen Trend darstellt. Eine
zentrale Rolle in dieser Diskussion nimmt heute die Frage nach der Be-
ziehung zwischen Produktivitäts- und Wachstumsschwäche ein, der im
folgenden mit einer internationalen Querschnittsanalyse nachgegangen
wird.
11. Ein positiver Zusammenhang zwischen den Änderungsraten von Pro-
duktion und Arbeitsproduktivität ist als "Verdoorns Gesetz" allgemein
anerkannt [Verdoorn, 1949; 1956], Umstritten ist allerdings, welche Va-
riable hier als exogene und welche als endogene anzusehen ist oder ob
möglicherweise Produktions- und Produktivitätsschwäche gemeinsame Ur-
sachen in einer allgemeinen Rentabilitäts- und Investitionsschwäche auf-
weisen:
- Die Position, die den Produktivitätsfortschritt in diesem Zusammenhang
eindeutig als endogene Variable ansieht, ist eng mit dem Namen Nicho-
las Kaldor [1966; 1975] verknüpft. Als wichtigstes Argument nennt er
positive Skalenerträge, die vor allem im Verarbeitenden Gewerbe bei
einer Erhöhung des Faktoreinsatzes eine überproportionale Outputstei-
(1) Als Vergleichsperiode wurden für die jeweiligen Länder Hochkonjunk-
turjahre gewählt, die zu Beginn der sechziger Jahre, um 1973 und
gegen Ende der siebziger Jahre lagen.
(2) Eine gute Zusammenfassung der Diskussion in den Vereinigten Staa-






















































































































(a) Jahresdurchschnittliche Änderungsraten des Bruttoinlandsprodukts je Erwerbstätigen (peak-to-
peak);in Preisen von 1975.
Quelle: OECD [f; g].gerung erlauben würden. Eine allgemeine Konsumsättigung sowie ein
sektoraler Strukturwandel zugunsten der Dienstleistungsbereiche (die
eher konstante Skalenerträge aufweisen) haben seiner Ansicht nach zu
einer Wachstumsverlangsamung geführt. Als Ursache der Produktivi-
tätsschwäche wird damit letztlich eine unzureichende Auslastung vor-
handener Kapazitäten diagnostiziert.
- Für eine entgegengesetzte Kausalität könnte sprechen, daß ein rascher
Fortschritt der Arbeitsproduktivität, der seine Impulse von neuen
Technologien bezieht, über die relative Senkung der Güterpreise ge-
genüber den Faktorpreisen und über das Erschließen neuer Märkte
Nachfrage und Produktion stimulieren kann [Freeman, 1982]. Bei der
Verlangsamung eines autonomen technischen Fortschritts könnte dann
der Produktivitätseinbruch die Ursache des Wachstumseinbruchs sein.
Die Diagnose wäre hier ein unzureichendes Wachstum des Produktions-
potentials und nicht die zu geringe Auslastung vorhandener Kapazitä-
ten.
- Möglicherweise ist der empirisch beobachtbare Gleichlauf von Produk-
tions- und Produktivitätsänderung auch Ausdruck einer gemeinsamen
Abhängigkeit vom Investitionsverhalten der Unternehmen. Dafür könnte
sprechen, daß der Einsatz technischer Neuerungen häufig an die In-
stallation neuer Investitionsgüter geknüpft ist und daß möglicherweise
auch die Entwicklung neuen technischen Wissens von der Investitions-
tätigkeit beeinflußt wird (1). Die Diagnose lautet hier, daß verringerte
Zuwächse bei Produktion und Arbeitsproduktivität ihre gemeinsamen
Wurzeln in der Investitionsschwäche haben.
- Der Gleichlauf von Produktions- und Produktivitätsänderungen kann
aber auch durchbrochen werden, und zwar dann, wenn bei stagnieren-
dem oder gar schrumpfendem Sozialprodukt verstärkt Grenzanbieter
aus dem Markt gedrängt werden, so daß die statistisch gemessene
Durchschnittsproduktivität der Arbeit allein durch das Ausscheiden
produktivitätsschwacher Unternehmen aus dem Markt angehoben wird
[Giersch, Wolter, 1983].
12. "Verdoorns Gesetz" läßt sich für die bereits oben herangezogenen
vierzehn OECD-Länder nur für die Zeit bis 1973 empirisch bestätigen;
danach ist kein signifikanter Zusammenhang zwischen den jahresdurch-
schnittlichen Änderungsraten der Produktion (AY) und der Produktivität
(Ay) mehr feststellbar. Die Schätzgleichungen lauten (2):
1960-1973: Ay = 0,0 + 0,83 AY; R
2 = 0,55
(4,14)*
1973-1979: Ay = 0,6 + 0,49 AY; R
2 = 0,13
(1,69)
(1) Für eine Obersicht der Theorien des kapitalgebundenen technischen
Fortschritts sowie des Learning-by-doing siehe z.B. v. Weizsäcker
[1966].
(2) Zu der Länderauswahl und den jeweiligen Periodenabgrenzungen vgl.
Tabelle AI. t-Werte in Klammern; * signifikant bei 1 vH, + bei 5 vH
Irrtumswahrscheinlichkeit. Das Datenmaterial wurde entnommen aus
OECD [f; g].Offenbar wurde die Produktivitätsentwicklung nach 1973 von anderen, in
dieser Regressionsrechnung nicht berücksichtigten Einflüssen überlagert
(1).
13. Im Zeitraum von 1973 bis 1979 läßt sich eine statistisch signifikante
Beziehung im Querschnitt dieser Länder immerhin noch zwischen dem
Produktivitätsanstieg und den Investitionsquoten (I/Y) (2) nachweisen,
doch auch hier ist das Signifikanzniveau nicht sehr hoch:




14. Für die letzte dieser Regressionen zeigt Schaubild 2 das dazugehöri-
ge Streudiagramm. Die Position der Bundesrepublik Deutschland in die-
sem Schaubild ist gekennzeichnet durch einen Produktivitätsfortschritt,
der deutlich höher ausfällt, als aufgrund der durchschnittlichen Investi-
tionsquote zu erwarten wäre. Zur Erklärung dieser Sonderstellung muß
berücksichtigt werden, daß die Bundesrepublik das einzige unter den
vierzehn Ländern ist, in dem die Beschäftigung (3) zwischen 1973 und
1979 sank (durchschnittlich um 0,8 vH pro Jahr). Umgekehrt ist gerade
in den Ländern, die unterhalb der Regressionsgeraden liegen^das Be-
schäftigungsniveau seit 1973 deutlich gestiegen - in Kanada, den Verei-
nigten Staaten und Norwegen sogar um mehr als 2 vH, in, Schweden,
Dänemark und Japan etwa um 1 vH pro Jahr. Lediglich das Vereinigte
Königreich fällt hier aus dem Rahmen, denn dort hat sich die Zahl der
Erwerbstätigen zwischen 1973 und 1979 (genau wie in den Ländern ober-
halb der Regressionsgeraden außer der Bundesrepublik) kaum erhöht.
15. Werden zusätzlich zu den Investitionsquoten die jahresdurchschnitt-
lichen Änderungsraten der Erwerbstätigenzahlen (AL) in die Schätzglei-
chung der Arbeitsproduktivität aufgenommen, so verbessert sich das Er-
gebnis gegenüber den vorangegangenen Rechnungen ganz entscheidend
(4):
1973-1979: Ay = -0,7 + 0,13 I/Y - 0,65 AL; R
2 = 0,74
(4,52)* (-4,59)*
(1) Für die fünfziger und sechziger Jahre finden sich in der Literatur
zahlreiche empirische Belege für "Verdoorns Gesetz" [Salter, 1960,
S. 122 f., S. 166; Kaldor, 1966; Hörn, 1976, S. 101 ff.; Schatz,
1974, S. 157 f.].
(2) Gemessen als Anteil der Bruttoanlageinvestitionen am Bruttoinlands-
produkt im Durchschnitt der Jahre.
(3) Alle Angaben nach OECD [g].
(4) Ein Ansatz, der die Entwicklung der Arbeitsproduktivität mit der
Veränderung des Arbeitseinsatzes erklärt, ist, auch wenn er in einer
Querschnittsanalyse angewandt wird, in gewissem Grade tautologisch,
da der Arbeitseinsatz zugleich den Nenner der Arbeitsproduktivität
darstellt. Insofern ist die Verbesserung der Schätzergebnisse ökono-
metrisch wenig aussagekräftig. Hier geht es jedoch allein um die de-
skriptive Erfassung der Sonderstellung der Bundesrepublik im inter-
nationalen Produktivitätsvergleich und nicht um die detaillierte Er-
mittlung, einzelner Regressionskoeffizienten.10
Schaubild 2 - Anstieg der Arbeitsproduktivität und Investitionsquoten im
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Investitionsquote (c)
(a) Zu den Länderkurzbezeichnungen sowie den jeweiligen Periodenabgrenzungen vgl. Tabelle AI. -
(b) Jahresdurchschnittliche Änderungsrate des Bruttoinlandsprodukts je Erwerbstätigen. -
(c) Bruttoanlageinvestitionen in vH des Bruttoinlandsprodukts im Durchschnitt der Jahre.
Quelle: OECD [f; g].
Produktivitäts- und Beschäftigungsentwicklung sind nicht unabhängig
voneinander: Der Produktivitätsanstieg muß einen engen Kontakt zur Re-
allohnentwicklung halten, wenn die Produktion rentabel bleiben soll. Wo
eine ausreichende Erhöhung der Arbeitsproduktivität bei gegebenem Be-
schäftigtenstand nicht möglich ist, können sich die Unternehmen gezwun-
gen sehen, Kostensteigerungen durch eine Reduzierung des Arbeitsein-
satzes abzufangen. Im Wettbewerb werden dann die Betriebe und Ar-
beitskräfte aus dem Markt gedrängt, deren Produktivität am niedrigsten
ist. Durch das Verschwinden marginaler Anbieter wird also rein stati-
stisch die durchschnittliche Produktivität bei den im Markt verbleibenden
Betrieben erhöht [Giersch, Wolter, 1983]. Dieser Effekt könnte als indu-
zierter Produktivitätsfortschritt bezeichnet werden - im Gegensatz zum
autonomen, der vor allem von der materiellen Ausstattung der Arbeits-
plätze und dem technologischen Niveau der Produktionsprozesse bestimmt11
wird (1). Zusätzlichen Verteilungsspielraum schafft aber nur der autono-
me Produktivitätsfortschritt - nicht dagegen der induzierte.
16. Das relativ gute Abschneiden der Bundesrepublik Deutschland im in-
ternationalen Vergleich könnte also auch damit zusammenhängen, daß eine
Abschwächung des autonomen Produktivitätsfortschritts bisher zu einem
guten Teil verdeckt geblieben ist durch einen gegenläufigen (lohn-)indu-
zierten Produktivitätsanstieg. Die Reallohnsteigerungen sind offenbar
über den verteilbaren Produktivitätsanstieg hinausgegangen. Internatio-
nal wettbewerbsfähige Arbeitsplätze lassen sich so aber nicht schaffen.
Umgekehrt wird die relative Position derjenigen Länder zu schlecht dar-
gestellt, die auch nach 1973 noch zusätzlichen Arbeitskräften Beschäfti-
gungsmöglichkeiten geboten haben.
2. Die sektorale Dimension - Test auf Strukturbruch
17. Das Ausmaß der Produktivitätsschwäche ist naturgemäß nicht in allen
Branchen gleich. Welche Bereiche der deutschen Wirtschaft besonders
betroffen sind, soll im folgenden dargestellt werden. Zuvor jedoch einige
notwendige Einschränkungen: Wenig aussagefähig sind Produktivitätsmeß-
ziffern für die Bereiche Staat, Private Haushalte sowie Private Organisa-
tionen ohne Erwerbscharakter. Hier ist eine Outputmessung über den
Marktwert der produzierten Güter faktisch ausgeschlossen, so daß statt
dessen von der amtlichen Statistik <die Bruttowertschöpfung aus dem Ar-
beitsinput sowie einem angenommenen Produktivitätsanstieg geschätzt
wird. Diese Vorgabe orientiert sich an der Lohnstruktur dieser Sektoren
und am Produktivitätsanstieg der Unternehmen, von dem ein gewisser
Abschlag vorgenommen wird [Searle, Waite, 1980]. Die "wahre" Produkti-
vitätsentwicklung dieser Sektoren ist unbekannt, die statistisch ausge-
wiesene ein Spiegelbild der Entwicklung in der übrigen Wirtschaft.
18. Erklärungen der Produktivitätsschwäche sind daher nur aus einer
Analyse des Unternehmensbereichs zu erwarten. Schwer interpretierbar
sind innerhalb des Unternehmenssektors allerdings die Angaben für die
Wohnungsvermietung, da hier die Wertschöpfung fast ausschließlich vom
Faktor Kapital erwirtschaftet wird, während der Arbeitseinsatz kaum eine
Rolle spielt. Außerdem ist die Arbeitsleistung der Eigenheimbesitzer nicht
erfaßt, obwohl ihre Eigenmieten bei der Wertschöpfung der Wohnungsver-
mietung mitgezählt werden. Im weiteren Verlauf dieser Arbeit bleibt da-
her die Analyse auf die Unternehmen unter Ausschluß der Wohnungsver-
mietung beschränkt.
19. Im Verlauf dieser Arbeit soll von nun an von einem Arbeitsprodukti-
vitätskonzept ausgegangen werden, das nicht auf die Zahl der Erwerbs-
tätigen, sondern auf die geleisteten Arbeitsstunden der Erwerbstätigen
bezogen ist. Von 1960 bis 1973 stieg die Arbeitsproduktivität im Unter-
nehmenssektor ohne Wohnungsvermietung um durchschnittlich 5,9 vH pro
Jahr, in den Jahren danach bis 1982 nur noch um 3,6 vH. Den Verlauf
(1) Technisch ausgedrückt: Der induzierte Produktivitätsfortschritt be-
schreibt die Bewegung auf einer gegebenen Grenzproduktivitätskur-
ve, der autonome die Verschiebung der Grenzproduktivitätskurve
nach außen.12
seit 1960 gibt Schaubild 3 wieder. Es macht deutlich, daß die rezessions-
bedingte Verlangsamung im Anstieg der Arbeitsproduktivität von 1966/67
in den folgenden Jahren wieder wettgemacht wurde, und auch die 1971
zu beobachtende Abschwächung konnte bis 1973 wieder aufgeholt werden.
Nach der Rezession 1975 gelang dies nur zum Teil; offenbar sind Pro-
duktion und Produktivität auf einen neuen Pfad eingeschwenkt, der
durch eine geringere Steigung als früher gekennzeichnet ist. Der
schraffierte Korridor soll einen Eindruck darüber vermitteln, welcher
Produktivitätsfortschritt nach 1973 bei unverminderten Zuwachsraten zu
erwarten gewesen wäre; er repräsentiert ein Konfidenzintervall auf einem
Niveau von 0,1 vH.
20. Von der Produktivitätsschwäche sind nicht alle; Branchen gleicherma-
ßen betroffen. Sechs unter den insgesamt 47 untersuchten Branchen
konnten ihren Produktivitätsfortschritt nach 1973 sogar noch steigern,
und zwar die NE-Metallindustrie, die Herstellung von Büromaschinen und
EDV-Geräten, der Straßenfahrzeugbau, die Schiffahrt, die Nachrichten-
übermittlung und die Kreditinstitute (Tabelle 2). In der überwiegenden
Mehrzahl der Branchen ist jedoch ein verlangsamter Anstieg der Arbeits-
produktivität zu verzeichnen.
21. Denkbar wäre sogar, daß ein Trendbruch nur in der Gesamtwirt-
schaft auftritt, ohne daß sich in den einzelnen Branchen der Produktivi-
tätsfortschritt verlangsamt. In diesem Fall wäre der Rückgang der ge-
samtwirtschaftlichen Zuwachsraten allein durch Anteilsverschiebungen von
den produktivitätsstarken zu den produktivitätsschwachen Bereichen der
Volkswirtschaft bedingt. Im folgenden wird die Produktivitätsentwicklung
jeder einzelnen Branche einem F-Test auf Strukturbruch unterzogen;
d.h. es wird geprüft, ob eine Änderung im Anstieg der Arbeitsprodukti-
vität statistisch signifikant ist. Als Stichjahr, das den Knick beim Pro-
duktivitätsfortschritt markiert, wird das Jahr 1973 gewählt.
Für diesen Test wird eine Regression sowohl für den Gesamtzeitraum als
auch für zwei Unterperioden geschätzt. Aus den Summen der Quadrate
und den Quadraten der Mittelwerte der Residuen werden F-Werte kon-
struiert, die mit Tabellenwerten verglichen werden, um ihre Signifikanz
zu prüfen (1).
Dabei geht dieser Test in zwei Schritten vor: Zunächst wird geprüft, ob
ein signifikanter Strukturbruch in der Störvarianz vorliegt. Kann dies
nicht verworfen werden, so sind Aussagen über einen Strukturbruch in
den Steigungsparametern nicht möglich. Nur für die Branchen, bei denen
kein Strukturbruch in der Störvarianz auftritt, wird anschließend ge-
prüft, ob sich die Steigungsparameter (die Produktivitätsfortschritte)
signifikant voneinander unterscheiden. Da die Nullhypothese von kon-
stanten Veränderungsraten in der Zeit ausgeht, ist ein logarithmischer
Ansatz zu wählen (2).
22. Die Regressionen und der anschließende F-Test führen zu folgenden
Ergebnissen:
(1) Die F-Werte, die den Ergebnissen in Tabelle 2 zugrunde liegen, sind
in der Tabelle A2 wiedergegeben.
(2) Zur Methode dieses Tests vgl. Schneeweiß [1974, S. 82 ff.]. Zur
Anwendung in der Produktivitätsanalyse siehe K.-D. Schmidt [1981].UMotibek des Ir
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Quelle: Statistisches Bundesamt [b]. - Eigene Berechnungen.
Bei sieben Branchen können keine gesicherten Aussagen getroffen wer-
den, da ein Strukturbruch in der Störvarianz vorliegt.
Für insgesamt 26 Branchen ist die Verlangsamung des Produktivitäts-
fortschritts statistisch signifikant. Davon gehören 19 Branchen allein
zum Verarbeitenden Gewerbe.14
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(a) Test auf Strukturbruch zwischen den Perioden 1960-1973


























































































































































+ Strukturbruch, - kein
Ohne Wohnungsvermietung.
Quelle: Vgl. Tabelle A2. - Eigene Berechnungen.15
- In zwei Branchen hat sich der Produktivitätsfortschritt nach 1973 sig-
nifikant beschleunigt, und zwar in der NE-Metallindustrie sowie in den
Kreditinstituten.
- In zwölf Branchen ist das Tempo der Produktivitätssteigerung nahezu
unverändert geblieben; sie repräsentieren weniger als ein Viertel der
Bruttowertschöpfung des Unternehmenssektors in Jahre 1980.
23. Die Hypothese, die gesamtwirtschaftliche Produktivitätsschwäche sei
alleinige Folge eines veränderten intersektoralen Strukturwandels, kann
anhand dieser Ergebnisse wohl verworfen werden. Gleichzeitig wird je-
doch deutlich, daß beträchtliche Unterschiede zwischen den verschiede-
nen Bereichen bestehen. Am härtesten betroffen ist das Verarbeitende
Gewerbe und innerhalb dieses Sektors vor allem die Grundstoff- und
Produktionsgüter- sowie die Verbrauchsgüterindustrie. Zumindest einige
Investitionsgüterhersteller dagegen konnten sich recht gut behaupten.
Bei den Dienstleistungen sind es vor allem der Handel sowie die Versi-
cherungsunternehmen, die den stärksten Einbruch zu verzeichnen hat-
ten.
Eine Sonderstellung nimmt der Bergbau ein, dessen Produktivität in den
siebziger Jahren stagnierte. Dies dürfte auch ' damit zusammenhängen,
daß in der Bundesrepublik Deutschland die relativ leicht zugänglichen
Lagerstätten weitgehend ausgeschöpft sind. Vor allem aber ging nach
1973 im Zuge allgemeiner Energiesparmaßnahmen der Absatz bergbaulicher
Produkte stark zurück. Die Beschäftigtenentwicklung folgte diesem neuen
Trend nur zögernd und in abgeschwächter Form.
24. Um beurteilen zu können, was dieser Strukturbruch aussagt, ist es
erforderlich, auf die Methoden der Produktivitätsmessung näher einzuge-
hen. Eine zentrale Rolle spielen dabei die jeweils von der amtlichen Sta-
tistik verwendeten Konzepte. Aber auch einige grundsätzliche Fragen zur
Messung wirtschaftlicher Leistung sind von Bedeutung. Anstelle einer
Einzeldiskussion im Verlauf der weiteren Analyse wird deshalb im folgen-
den Abschnitt die Problematik der Produktivitätsmessung grundsätzlich
und zusammenfassend dargestellt.
II. Zur Ermittlung von Produktivitätskennzahlen
25. Produktivität - im allgemeinen Sprachgebrauch ein schillernder Be-
griff - ist in der Ökonomie eindeutig definiert als Relation von Output zu
Input. Bei der Festlegung, was als Outputmaß und was als Inputmaß
herangezogen werden soll, beginnen jedoch zahlreiche konzeptionelle und
meßtechnische Probleme. Am schwersten wiegt das Bewertungsproblem,
das entsteht, wenn eine Vielzahl von Einzelgrößen zu homogenen Meßzif-
fern zusammengefaßt werden müssen. Sowohl auf der Output- als auch
auf der Inputseite müssen in ihrer physischen Beschaffenheit sehr un-
terschiedliche Faktoren jeweils auf einen einheitlichen Maßstab umgerech-
net werden, um addierbar zu sein. Je inhomogener die einzelnen Be-
standteile sind, desto fragwürdiger wird die Aggregation und desto grö-
ßere Meßfehler sind zu erwarten [Fürst, 1971].
26. Üblicherweise wird der Output nicht zum gesamten Input in Bezie-
hung gesetzt, sondern nur zu einzelnen Inputkategorien wie Arbeit, Ka-16
pital oder Energie. Der Nachteil dieser partiellen Produktivitäten ist, daß
in ihnen nicht nur die wirtschaftliche Leistung des jeweils betrachteten
Faktors zum Ausdruck kommt, sondern daß sie zugleich das Ergebnis al-
ler anderen im Produktionsprozeß eingesetzten Faktoren sind. Der Vorteil
liegt aber darin, daß das Bewertungsproblem zumindest auf der Inputsei-
te in Grenzen gehalten werden kann.
27. Gelegentlich wird neben diesen partiellen Produktivitäten auch noch
der Begriff Totalproduktivität verwendet. Mit dieser Größe soll der Teil
des Outputs erfaßt werden, der durch das Zusammenwirken aller Inputs
entsteht. Da es jedoch nie gelingen dürfte, sämtliche Produktionsfaktoren
in die Analyse zu integrieren, ist diese Bezeichnung im Grunde irrefüh-
rend und wird daher in dieser Arbeit vermieden. Konzeptionell unter-
scheiden sich Partial- und Totalproduktivitäten ohnehin nur graduell, da
auch zur Ermittlung von Partialproduktivitäten einzelne Teilkomponenten
des Inputs zusammengefaßt werden müssen - für die Arbeitsproduktivität
zum Beispiel ungelernte und qualifizierte, junge und ältere, fleißige und
faule Arbeitskräfte. Wo es um den unerklärten Rest einer Produktions-
funktion geht, der häufig Totalproduktivität genannt wird, ist die Be-
zeichnung Restgröße oder Residuum vorzuziehen.
7. Bewertungs- und Meßprobleme
28. Als Outputmaß wird in der Regel die Bruttowertschöpfung verwenr
det_._^ Sie bietet gegenüber dem Produktionswert oder dem Umsatz den
Vorteil, nur die wirtschaftliche Leistung zu erfassen, die in der Produk-
tionsstätte erzeugt wird, wo auch die Inputfaktoren eingesetzt sind.
Vorleistungen, die von außen bezogen werden, bleiben außer Betracht.
Wenn es um das verteilbare Einkommen eines Sektors geht, ist statt des-
sen ein Nettokonzept_angebracht, in dem zusätzlich "unT'die Abschreibun-
gen ..^PröclüRtionssteuern ünd~Subventionen bereinigt wird. Steht dagegen
das^produzierte Einkommen im Mittelpunkt der Analyse, so ist die Brut-
towertschöpfüng~der~Nettowertschöpfung vorzuziehen [Lützel, 1973].
29. Sollen die Produktivitäten verschiedener Zeiträume verglichen wer-
den, so ist eine Preisbereinigung der Bruttowertschöpfung erforderlich.
Von der amtlichen Statistik werden dafür Laspeyres-Preisindices für die
kleinsten verfügbaren Gütergruppen mit der Güterstruktur des jeweiligen
Jahres gewichtet und zu einem Deflator zusammengefaßt, der somit eine
Mischform aus Paasche- und Laspeyres-Index darstellt. Dieses Verfahren
wird für Produktionswerte und Vorleistungen getrennt durchgeführt; die
Deflatoren der Bruttowertschöpfung sind also eine Restgröße (1). Die
Ergebnisse dieser sogenannten doppelten oder indirekten Deflationierung
hängen sehr stark davon ab, welches Basisjahr den Berechnungen zu-
grunde gelegt wird, und zwar aus folgenden Gründen:
- Ändern sich nicht nur die Mengen, sondern auch die relativen Preise
der einzelnen Güter des Outputs, so wird bei der Berechnung preisbe-
reinigter Werte das Gewicht von Gütern mit überdurchschnittlichen
Preissteigerungen um so größer sein, je näher das Basisjahr an der
Gegenwart liegt. Die Auswirkungen sollen am Beispiel eines Bergbau-
(1) Vgl. Friedmann [1961]; Hörn et al. [1977, S. 61-71]; Meyer [1981].17
Unternehmens, das Steinkohle und Erdöl produziert, erläutert werden:
Der Preis für eine Tonne Ruhrkohle ist zwischen 1970 und 1976 von
DM 75 auf DM 150 gestiegen, der Preis für Rohöl von DM 60 auf
DM 240. Fördert das Unternehmen 1970 acht Tonnen Kohle und fünf
Tonnen 01, so beträgt der Gesamtwert der Produktion in Preisen von
1970: DM 900, in Preisen von 1976: DM 2400. Die Förderung des Jah-
res 1976, die zwanzig Tonnen Kohle und zwanzig Tonnen Erdöl betra-
ge, hat in Preisen von 1970 einen Wert von DM 2700; in Preisen von
1976 einen Wert von DM 7800. Die reale Produktionssteigerung unseres
Unternehmens beträgt also in Preisen von 1970: 200 vH, in Preisen von
1976: 225 vH. Welche der beiden Zahlen die "richtigere" ist, läßt sich
nicht entscheiden.
Ändern sich die Vorleistungspreise in Relation zu den Outputpreisen
kontinuierlich, in einer Richtung, so wird bei einem weit in der Ver-
gangenheit liegenden Basisjahr der Deflationierung in aller Regel ein
niedrigerer Wertschöpfungszuwachs ausgewiesen als bei einer gegen-
wartsnäheren Preisbasis. Das gilt sowohl bei einer relativen Verteue-
rung als auch bei einer relativen Verbilligung der Vorleistungen, und
zwar aus folgenden Gründen: Ein Anstieg der Vorleistungspreise ge-
genüber den Outputpreisen dürfte die mengenmäßigen Vorleistungsquo-
ten senken. Dieser relative Mengenrückgang wird aber rechnerisch zu
einer um so geringeren prozentualen Steigerung der (als Differenz aus
realen Produktionswerten und realen Vorleistungen ermittelten) Wert-
schöpfung führen, je niedriger der relative Preis der Vorleistungen
angesetzt wird, also je älter das Basisjahr der Deflationierung ist. Um-
gekehrt wird ein Anstieg der mengenmäßigen Vorleistungsquoten infol-
ge einer relativen Verbilligung von Vorleistungen die Differenz zwi-
schen realen Produktionswerten und realen Vorleistungen um so stär-
ker schmälern, je höher der relative Preis der Vorleistungen ist. Auch
bei einer kontinuierlichen Verbilligung von Vorleistungen gegenüber
dem Output werden also in der Regel mit älteren Basisjahren der De-
flationierung niedrigere Wertschöpfungssteigerungen errechnet als mit
jüngeren Basisjahren (1).
Eine präzise Trennung von Preis- und Qualitätsänderungen ist auch
auf sehr tief disaggregiertem Niveau nicht möglich. Da sich die Mehr-
zahl der Güter im Laufe ihres Lebenszyklus verändert, müssen zur Er-
mittlung der Preisindices die Mengenangaben der verschiedenen Jahre
mit unterschiedlichen Qualitätsindices gewichtet werden. Besonders
gravierend ist dies bei völlig neuen Gütern, die im Basisjahr der De-
flationierung noch gar nicht existierten. Der Wert eines Videorecorders
beispielsweise in Preisen von 1962 ist eine Größe, die unsere Vorstel-
lungskraft übersteigt. Dabei geht es nicht um eine Unter- oder eine
Oberschätzung von Qualitätssteigerungen, sondern vielmehr darum,
daß die Preisstruktur eines Basisjahres, die sich unter den spezifi-
schen Bedingungen dieses Jahres herausgebildet hat, auf ein anderes
Jahr angewendet werden muß, in dem ganz unterschiedliche Bedingun-
gen die Preis- und Mengenreaktionen der Wirtschaftssubjekte bestimmt
haben mögen [Bartels, 1953].
(1) Diese Aussage gilt immer dann, wenn kontinuierliche Veränderungen
der relativen Preise auftreten und die mengenmäßigen Vorleistungs-
quoten invers mit den relativen Preisen der Vorleistungen variieren
[Bruno, 1981].18
- Schließlich kann die getrennte Deflationierung von Produktionswerten
und Vorleistungen, wenn sich deren Preise unterschiedlich entwickeln,
zu realen Wertschöpfungsgrößen führen, die mit der Wirklichkeit nichts
zu tun haben. Ein Extremfall, bei dem die preisbereinigte Wertschöp-
fung sogar negativ wird, ist in Tabelle 3 durchgerechnet (1). Hier
wird unterstellt, daß die relativen Vorleistungspreise stark gestiegen
sind und infolgedessen die mengenmäßigen Vorleistungsquoten gesenkt
wurden. Die realen Größen für 1970 (in Preisen von 1976) werden ein-
mal nach der vom Statistischen Bundesamt benutzten Methode der dop-
pelten Deflationierung aus den Mengen von 1970 und den Preisen von
1976 berechnet. Das ergibt eine negative Wertschöpfung. Neubauer
schlägt statt dessen vor, auch die Vorleistungen (und damit ebenso die
Wertschöpfung) einheitlich mit der Preisentwicklung der Produktion zu
deflationieren [Neubauer, 1974], Das Ergebnis dieser Methode der ein-
fachen Deflationierung ist in der letzten Zeile von Tabelle 3 darge-
stellt; sämtliche nominalen Werte für 1970 wurden mit dem Preisanstieg
der Produktionswerte (30 / 20) multipliziert. Ein Wechsel des Vorzei-
chens beim Übergang von nominaler zu realer Betrachtungsweise ist
hier ausgeschlossen. Erkauft wird diese formale Abstimmung allerdings
damit, daß ein mengenmäßig gesunkener Vorleistungsverbrauch in den
preisbereinigten Werten nicht mehr erkennbar ist - es wird sogar eine
reale Erhöhung der Vorleistungen von 150 auf 200 ausgewiesen (die
realen Werte für 1976 sind identisch mit den nominalen Werten). Solan-
ge sich die relativen Preis- und Mengenänderungen in so engen Gren-
zen halten, daß in der Praxis keine negativen Wertschöpfungsgrößen
auftreten, dürfte der Methode der doppelten Deflationierung nach wie
vor der Vorzug zu geben sein.
30. Problemlos wäre eine Trennung von Preis- und Mengeneffekten nur
in einer Ein-Gut-Ökonomie oder in einer geschlossenen Wirtschaft mit
konstanter Technologie und unveränderten relativen Preisen. In der rea-
len Welt sind deflationierte Größen dagegen als Näherungswerte anzuse-
hen, die nicht physische Mengen erfassen, sondern mit der Preisstruktur
eines bestimmten Basisjahres gewichtete Werte. In der Regel dürfte da-
von auszugehen sein, daß die Entfernung von der Realität um so größer
wird, je weiter das Basisjahr zurückliegt (2).
31. Besondere Probleme der Outputdeflationierung treten in einigen
Dienstleistungsbereichen auf, und zwar dort, wo die wirtschaftliche Lei-
stung untrennbar mit dem Geldwert der Transaktion verknüpft ist. Was
ist beispielsweise bei Kreditzinsen der Preis und was die Menge? Auch
Versicherungsprämien lassen sich kaum in Preis- und Mengenkomponenten
aufspalten. Die amtliche Statistik behilft sich in diesen Fällen entweder
dadurch, daß der reale Output ähnlich wie im Staatssektor über den In-
(1) Fabricant [1961] hat diesen Fall für den Außenhandel vorgeführt. Er
zeigt, daß ein nominal positiver Außenbeitrag bei getrennter Defla-
tionierung von Im- und Exporten real negativ werden kann.
(2) Aus diesem Grunde hat das Statistische Bundesamt für die Erstellung
langer Reihen in konstanten Preisen folgenden Kompromiß gewählt:
Die Bruttowertschöpfung der Jahre, ab 1968 wurde zu Preisen von
1976 bewertet. Für die Zeit von I960 bis 1967 dagegen wurden die
Angaben zu Preisen von 1970 durch Umbasieren mit den neueren Da-
ten verkettet [vgl. Statistisches Bundesamt, b, S. 16].19
put geschätzt wird, oder sie zieht Hilfsgrößen heran, die mit Schatten-
preisen bewertet werden. Letzteres Verfahren wird z.B. bei der Ermitt-
lung der unterstellten Bankdienstleistungen angewendet, deren hypothe-
tischer Wert über die Differenz zwischen Ertrags- und Aufwandszinsen
der Kreditinstitute geschätzt wird [Dorow, 1972].














































32. Schwieriger noch als die reale Erfassung des Outputs ist die Bewer-
tung eines der wichtigsten Inputs, des Kapitals. Zur Ermittlung des Ka-
pitalstocks eines Jahres müssen Produktionsanlagen der unterschiedlich-
sten Jahrgänge zu einer Größe zusammengefaßt werden. Dabei interes-
siert für Produktivitätsanalysen entweder der Wiederbeschaffungswert
dieser Anlagen oder ihr Wert in Preisen eines bestimmten Basisjahres.
Statistisch meßbar sind jedoch nur die tatsächlich gezahlten Anschaf-
fungspreise, die auch als historische Preise oder Buchwerte bezeichnet
werden.
33. Problematisch wird die Bewertung mit einem einheitlichen Maßstab vor
allem dadurch, daß der Wert alter Anlagen auch von der mit ihnen er-
zielbaren Rendite abhängt [Creamer, 1972]. Diese wiederum dürfte nicht
unabhängig von der Verteilung des Volkseinkommens sein. Zur Bestim-
mung des Kapitalwerts, der Kapitalrendite sowie des Lohnsatzes stehen
aber nur die Höhe der Wertschöpfung sowie möglicherweise die Grenzpro-
duktivität der Arbeit zur Verfügung. Es bleibt mindestens ein Freiheits-
grad, um den die Zahl der Preise die Zahl der Bestimmungsgleichungen
übersteigt. Dieses Argument kann als der Kern postkeynesianischer Kri-
tik an der Neoklassik angesehen werden [Robinson, I960]. Die grundle-20
genden Gedanken der Interdependenzen zwischen Verteilung und Preisbil-
dung gehen zurück auf Sraffa [I960],
34. Bei Kapitalstockberechnungen bereitet zusätzlich zur Bewertung die
Erfassung der physischen Quantitäten Schwierigkeiten. Man kennt zwar
die Zugänge zum Bruttokapitalstock in Form der Investitionen, die Ab-
gänge jedoch nicht. Lediglich der Bestand an Kraftfahrzeugen ist auf-
grund der Meldungen beim Kraftfahrt-Bundesamt recht genau registriert.
Für die übrigen Anlagegüter wird in der Statistik für die Bundesrepu-
blik Deutschland die "perpetual-inventory"-Methode benutzt (1). Dabei
werden zur Bestandsschätzung die Bruttoanlageinvestitionen kumuliert
und die Abgänge mit einer Verteilungsfunktion geschätzt, die eine Streu-
ung der Abgänge um die durchschnittliche Nutzungsdauer beschreibt. Es
liegt auf der Hand, daß die Genauigkeit der "perpetual-inventory"-Me-
thode vor allem von dieser Abgangsfunktion abhängt [Lützel, 1976;
Baumgart, 1980].
35. Auch der Faktor Arbeit ist nicht homogen. Bei der Berechnung von
Meßziffern der Arbeitsproduktivität werden die insgesamt geleisteten Ar-
beitsstunden aufaddiert, ohne Berücksichtigung der unterschiedlichen
Qualifikation. Eine Möglichkeit, zu Gewichtungsfaktoren zu gelangen, die
der Inhomogenität des Faktors Arbeit Rechnung tragen, bietet der Hu-
mankapitalansatz. In seiner einfachsten Form geht er davon aus, daß die
, „ Qualifikation der Erwerbstätigen von der Dauer ihrer Ausbildung abhängt
I [Mincer, 1958; Becker, 1964]. Eine andere Möglichkeit besteht darin,
Lohndifferentiale als Verzinsung eines akkumulierten Bestands an Human-
• kapital zu interpretieren [Fels, 1972]. Eine Mischform aus beiden
schließlich verwendet Denison [1962], der nicht die Dauer der Ausbil-
, düng, sondern den Bildungsabschluß als Qualifikationsmaßstab benutzt.
Bewertet werden die einzelnen Abschlüsse von ihm mit den Durch-
schnittslöhnen eines Basisjahres in diesen Qualifikationsgruppen. Außer-
dem bezieht er Unterschiede nach Alter und Geschlecht, die ebenfalls mit
der Lohnstruktur eines Basisjahres bewertet werden, in die Analyse ein.
Die so gewonnenen Gewichtungsfaktoren können auf zweierlei Weise für
die Produktivitätsanalyse genutzt werden: Der gesamte Arbeitsinput
könnte statt in Arbeitsstunden in Qualifikationsäquivalenten ausgedrückt
werden. Die zweite und allgemein übliche Methode besteht jedoch darin,
den Arbeitseinsatz nach wie vor in Stunden anzugeben und die Verände-
rungen des Qualifikationsniveaus als eine Variable zur Erklärung der Ar-
beitsproduktivität heranzuziehen.
36. Über diese Qualifikationsverschiebung hinaus mag es Änderungen ge-
ben, die mit den oben beschriebenen Methoden nicht meßbar sind und
die dennoch das Produktionsergebnis je Arbeitseinheit beeinflussen. Es
wäre vorstellbar, daß mit steigendem Lebensstandard die Nachfrage nach
mehr Einkommen zurückgedrängt wird durch ein stärkeres Streben nach
Sicherheit und einer humaneren Arbeitswelt.
(1) Diese Methode wird auch in den Vereinigten Staaten verwendet
[Bureau of Economic Analysis, 1976]. In Japan dagegen wird die
"benchmark-year"-Methode benutzt, die von den aus einer umfang-
reichen Erhebung für ein Basisjahr gewonnenen Kapitalstockdaten
ausgeht. Die Schätzung für die übrigen Jahre erfolgt ähnlich wie bei
der "perpetual-inventory"-Methode über die Bruttoanlageinvestitionen
[Economic Research Institute, 1980].21
37. Neben diesen grundsätzlichen Bewertungsproblemen wird die Messung
des Arbeitseinsatzes erschwert durch lückenhaftes statistisches Material
bezüglich der tatsächlich geleisteten Arbeitszeit pro Erwerbstätigen. Ver-
gleichsweise gut dokumentiert ist diese Größe nur für die Arbeiter; be-
reits bei den Angestellten werden die Angaben ungenau oder unvollstän-
dig. Weitgehend auf Schätzungen angewiesen ist man schließlich bei der
Arbeitszeit von Selbständigen und von mithelfenden Familienangehörigen.
Pionierarbeit leistet dabei in der Bundesrepublik Deutschland das Institut
für Arbeitsmarkt- und Berufsforschung, auf dessen Angaben auch in
dieser Arbeit zurückgegriffen wird (1).
38. Die Diskussion darüber, wie zuverlässig die statistische Erfassung
der Datenbasis ist, wird in jüngster Zeit unter dem Stichwort Schatten-
wirtschaft recht intensiv geführt (2). Nachdem Gutman [1977] und Feige
[1979] für die Vereinigten Staaten den Teil der im offiziellen Sozialpro-
dukt nicht ausgewiesenen wirtschaftlichen Aktivitäten auf 10 bis 30 vH
des Sozialprodukts geschätzt hatten, keimte die Hoffnung auf, die Pro-
duktivitätsmalaise sei im Grunde gar nicht besorgniserregend, da sie le-
diglich Ausdruck eines Meßfehlers wäre. Dem ist jedoch zweierlei entge-
genzuhalten:
- Die Produktivitätsschwäche könnte nur dann mit diesem Meßfehler er-
klärt werden, wenn der Anteil der Schattenwirtschaft im Zeitablauf
steigt. Eine konstante Unterschätzung des Sozialprodukts ist für die
Zuwachsraten irrelevant. Gegen einen steigenden Anteil nicht gemesse-
ner Aktivitäten spricht, daß Umfang und Methoden der Volkswirt-
schaftlichen Gesamtrechnungen in den letzten Jahrzehnten laufend ver-
bessert worden sind (3). Dafür spricht allerdings, daß mit einer drük-
kender werdenden Steuerlast sowie mit verstärkten staatlichen Regulie-
rungen und bürokratischen Hemmnissen auch die Anreize gestiegen
sein dürften, in die Schattenwirtschaft auszuweichen. Schließlich ist
mit der Verkürzung der Arbeitszeiten sowie der zunehmenden Arbeits-
losigkeit auch das Arbeitskräftepotential der Schattenwirtschaft gestie-
gen. Der Einfluß auf die Produktivität könnte demnach sowohl positiv
als auch negativ gewesen sein (4).
- Auch eine Zunahme der Schattenwirtschaft kann die Produktivitäts-
schwäche nicht erklären, wenn gleichzeitig mit dem Output auch der
Input aus der offiziellen Statistik herausfällt. Erst wenn ein nichtde-
(1) Das entsprechende Zahlenmaterial ist nur teilweise veröffentlicht
[Bach et al. , 1978].
(2) Eine Übersicht dieser Diskussion geben Frey [1981] und Sherman
[1981].
(3) Die Differenz zwischen dem Einkommen, das den Finanzämtern in der
Bundesrepublik gemeldet wurde, und dem unabhängig davon ermittel-
ten Nettosozialprodukt aus den Volkswirtschaftlichen Gesamtrechnun-
gen ist von 16,7 vH im Jahre 1961 auf 4,8 vH im Jahre 1974 zurück-
gegangen [Petersen, 1982].
(4) Erste Schätzungen für die Bundesrepublik Deutschland ergaben, daß
die Schattenwirtschaft von 2 vH des Sozialprodukts in den frühen
sechziger Jahren auf 14 vH um 1970 und 27 vH 1980 angewachsen ist
[Langfeldt, 1982]. Der Schattenwirtschaft werden von Langfeldt alle
monetären Transaktionen einer Wirtschaft zugerechnet, die nicht von
den Volkswirtschaftlichen Gesamtrechnungen erfaßt sind. Eine weite-
re empirische Schätzung liefern Frey et al. [1982].22
klariertes Sozialprodukt während einer Arbeitsstunde erstellt wird, die
im Arbeitsvolumen der Erwerbstätigen mitgezählt wird, beeinträchtigt
das die gemessene Produktivität. Die Regel dürfte das jedoch nicht
sein; der typische "Schwarzarbeiter" verbirgt zugleich mit dem Pro-
dukt auch die Produktionsfaktoren vor dem Staat, um das Risiko der
Entdeckung zu minimieren.
2. Zum Aussagewert von Produktivitätskennzahlen
39. Produktivitätsziffern dienen letztlich zur Messung der Effizienz bei
der Gewinnung von Wohlfahrt. Diesem Anspruch können sie aber nur ge-
recht werden, wenn das jeweils im Zähler stehende Sozialprodukt als
Wohlfahrtsmaß interpretiert werden kann. Die Kritik an dieser Annahme
richtet sich vor allem gegen die unzureichende Berücksichtigung soge-
nannter Sozialindikätoren. Im Mittelpunkt steht dabei heute die Qualität
der Umwelt. An Versuchen zur Einbeziehung dieser Aspekte in die So-
zialproduktmessung hat es nicht gefehlt [Christian, 1974; UN, b], doch
eine befriedigende Lösung ist so lange nicht zu erwarten, wie die Güter,
um die es hier geht, keinen Marktpreis besitzen.
40. Daraus könnte der Schluß gezogen werden, das Sozialproduktkonzept
diene von vornherein nur dazu, marktmäßig gehandelte Werte zu erfassen
[Cremeans, 1980], Eine derartige Sicht birgt jedoch die Gefahr, daß der
Begriff Sozialprodukt zunehmend ausgehöhlt und damit seiner Signal-
und Indikatorfunktion im politischen und gesellschaftlichen Raum immer
mehr enthoben wird. Es kann wohl nicht darauf verzichtet werden, die
Wohlfahrtsmessung bei der Sozialproduktrechnung im Blick zu behalten
[Denison, 1980a]. An den Möglichkeiten zur Verbesserung und Ergän-
zung besteht kein Zweifel; eine praktikable Alternative, die das System
der Volkswirtschaftlichen Gesamtrechnungen als Ganzes ersetzen könnte,
ist aber nicht in Sicht.
41. Produktivitätsziffern, die stets partielle Produktivitätsziffern sind,
sagen nichts darüber aus, wie hoch der Beitrag der jeweils im Nenner
stehenden Faktoren zum Sozialprodukt ist, da der Zähler der Produktivi-
tät das Ergebnis aller Faktoren und nicht nur einiger weniger angibt.
Will man zumindest im marginalen Bereich zu Aussagen darüber gelangen,
wie die Veränderung der Einsatzmenge eines Inputs den Output beein-
flußt, so müßte die Grenzproduktivität dieses Inputs bekannt sein. Di-
rekt meßbar sind jedoch nur Durchschnittsproduktivitäten.
Geht es beispielsweise darum, wie stark eine Änderung der Kapitalinten-
sität die Arbeitsproduktivität beeinflußt, so kommt es auf die Produk-
tionselastizität des Kapitals an, die als Quotient aus Grenz- und Durch-
schnittsproduktivität dieses Faktors definiert ist (1). Da aber lediglich
(1) Wird die Produktion mit Y, der Arbeitseinsatz mit L und der Kapital-
einsatz mit K bezeichnet, so wird im infinitesimalen Bereich der Zu-
sammenhang zwischen Arbeitsproduktivität (Y/L) und Kapitalintensi-
tät (K/L) durch folgende Elastizität bestimmt: [ d(Y/L) ] / [ d(K/L) ] •
(K/L)/(Y/L). Dieser Ausdruck entspricht bei konstantem Arbeitsein-
satz oder bei homogenen Produktionsfunktionen der partiellen Pro-
duktionselastizität des Kapitals: (dY/dK) • (K/Y). Y/K wird als
Durchschnitts- und dY/dK als Grenzproduktivität des Kapitals be-
zeichnet.23
die Durchschnittsproduktivität statistisch dokumentiert ist, muß für die
Ermittlung der Grenzproduktivität auf Hilfsgrößen zurückgegriffen wer-
den, die in der Regel auf Daten über die Verteilung des Sozialprodukts
basieren. Damit kommen Produktivitätsanalysen, selbst wenn sie gar
nicht an Verteilungsproblemen interessiert sind, nicht ohne restriktive
verteilungstheoretische Annahmen aus. Auch die regressionsanalytische
Schätzung von Produktionselastizitäten bietet nur scheinbar einen Aus-
weg aus diesem Dilemma, da hier ein bestimmter Funktionstyp der
Schätzgleichung gewählt werden muß, der nie ganz freigehalten werden
kann von produktions- und verteilungstheoretischen Restriktionen.
42. Die Darstellung der mit Produktivitätskennzahlen verbundenen kon-
zeptionellen und meßtechnischen Probleme sollte verdeutlichen, daß bei
der quantitativen Bewertung wirtschaftlicher Leistung vielfältige Unzu-
länglichkeiten der verfügbaren Statistiken in Kauf genommen werden
müssen. Ein Teil dieser Mängel ist aus konzeptionellen Gründen unver-
meidlich, ein anderer Teil ließe sich nur durch erheblich gesteigerte An-
strengungen bei der Datenerhebung vermindern. Vor einer allzu leicht-
fertigen Interpretation statistischer Ergebnisse ist also zu warnen - vor
allem, wenn es um preisbereinigte Größen geht. Daraus sind folgende
Konsequenzen zu ziehen:
- Intersektorale Niveauvergleiche realer Produktivitäten sagen wenig aus
über die ökonomische Effizienz in den jeweiligen Wirtschaftsbereichen,
da die Ergebnisse stark von der Wahl des Basisjahres der Deflationie-
rung beeinflußt werden.
- Angaben über den Produktivitätsfortschritt im Dienstleistungssektor
dürfen nicht überbewertet werden, da hier die Trennung von Menge
n und Preis besonders schwierig ist.
- Die zeitliche Entwicklung von partiellen Produktivitätskennziffern läßt
nicht erkennen, inwieweit sich tatsächlich die Effizienz beim Einsatz ei-
nes Faktors geändert hat oder ob lediglich Strukturverschiebungen auf
der Inputseite stattgefunden haben, die das Faktoreinsatzverhältnis an
die Entwicklung der relativen Preise angepaßt haben.
43. Dennoch wäre es falsch, jegliche Produktivitätsmaße als inhaltsleer
abzutun. Für eine Analyse der Produktivitätsschwäche kommt es lediglich
auf solche Meßfehler an, deren Bedeutung sich im Zeitverlauf gewandelt
hat [Rees, 1980]. Außerdem besteht die Hoffnung, daß sich einige Meß-
fehler gegenseitig aufheben, so daß die statistisch gemessenen Produkti-
vitätskennziffern zumindest den Trend einigermaßen zutreffend erfassen
dürften.24
C. Strukturwandel und Produktivitätsfortschritt
I. Intersektorale Verschiebungen
44. Es gehört zum typischen Bild einer reifenden Volkswirtschaft, daß
sich im Zuge steigenden Wohlstands die relative Bedeutung der einzelnen
Wirtschaftsbereiche wandelt. Branchen mit einkommenselastischer Nach-
frage und überdurchschnittlichen Produktivitätssteigerungen ziehen ver-
stärkt Ressourcen an sich, während Branchen, die auf eine unelastische-
re Nachfrage treffen oder weniger Spielraum für Effizienzverbesserungen
besitzen, Anteile verlieren "[Niehans, 1964], Gelenkt werden diese Ver-
schiebungen durch Änderungen der relativen Preise. Ein Grundmuster
sektoralen Strukturwandels beschreibt die Drei-Sektoren-Hypothese. Sie
— begagt. daß jnit zunehmendem Pro-Kopf-Einkommen_das Gewicht des Pri-
mären Sektors, also der Landwirtschaft und des Bergbaus, immer gerin-
ger_ wird urLd~s"tät't~ciessen zunächst der industrielle Bereich (Sekundärer
Sektor) zunimmt. Ab einem bestimmten Entwicklungsstadium ist aber auch
der Industrieanteil nicht mehr ausbaufähig, und der Dienstleistungssek-
tor wird zum eigentlichen Träger des langfristigen Wachstums (1).
45. Wenn nun das Produktivitätsniveau sowohl im Primären als auch im
Tertiären Sektor niedriger ist als im Sekundären Sektor, so wird ein
Strukturwandel nach Maßgabe der Drei-Sektoren-Hypothese zunächst för-
dernd, dann aber dämpfend auf den gesamtwirtschaftlichen Produktivi-
tätsfortschritt wirken [Kaldor, 1966; Nordhaus, 1972]. Die Verlangsa-
mung des Produktivitätsfortschritts in den siebziger Jahren wäre dann
als ganz normale Begleiterscheinung eines steigenden Entwicklungsni-
veaus der deutschen Wirtschaft anzusehen. Die Relevanz dieser Reifethe-
se zur Erklärung der Produktivitätsschwäche soll im folgenden geprüft
werden.
46. Zunächst ist festzustellen, daß die Drei-Sektoren-Hypothese den tat-
sächlichen Strukturwandel in der Bundesrepublik Deutschland recht tref-
fend beschreibt. Dies gilt auch dann, wenn der Staat (der am stärksten
zum Wachstum des Tertiären Sektors beigetragen hat) außer acht bleibt
und nur auf den Unternehmensbereich abgestellt wird. Die sechziger
Jahre waren vor allem geprägt durch eine Verlagerung von Produktion,
Arbeits- und Kapitaleinsatz aus der Landwirtschaft in die Industrie. In
den siebziger Jahren war der Schrumpfungsprozeß des Primären Sektors
weitgehend abgeschlossen; nun dominierte die Verschiebung von der In-
dustrie zugunsten der Dienstleistungsunternehmen (Tabelle 4) (2).
47. Das Ausmaß der sektoralen Produktivitätsunterschiede für drei Stich-
jahre zeigt Schaubild 4. Die Bruttowertschöpfung je Arbeitsstunde war
(1) Für die Bundesrepublik Deutschland wurde dieses Grundmuster zu-
erst empirisch geprüft von Fels et al. [1971],
(2) Da der Anteil des Sekundären Sektors in der Bundesrepublik im Jah-
re 1970 sein Maximum erreichte, wurde dies Stichjahr zur Perioden-
abgrenzung herangezogen. Wäre statt dessen die Zeit bis 1973 mit
der Zeit nach 1973 verglichen worden, hätte das zu einer Nivellie-
rung der Produktivitätseffekte des Strukturwandels zwischen den
beiden Perioden geführt.25
Tabelle 4 - Bruttowertschöpfung, Arbeitsvolumen und Nettoanlagevermö-






















(a) Primärer Sektor: Land- und Forstwirtschaft, Bergbau. Sekundärer Sektor: Energie-
wirtschaft, Verarbeitendes Gewerbe, Baugewerbe. Tertiärer Sektor: Handel und Verkehr,
Dienstleistungen (ohne Wohnungsvermietung). - (b) In jeweiligen Preisen. - (c) Jah-
resdurchschnittswerte .
Quelle: Statistisches Bundesamt [b].
im Primären Sektor während des gesamten Zeitraums nicht einmal halb so
hoch wie in der Industrie. Auch das Produktivitätsniveau im Tertiären
Sektor war stets niedriger als im Sekundären Sektor. Diese nominalen
Produktivitätsniveaus zeigen an, daß in allen drei Stichjahren im Sekun-
dären Sektor das höchste Einkommen je Arbeitsstunde erzielt wurde. Der
Tertiäre Sektor konnte seinen Rückstand im Einkommensniveau jedoch bis
1980 fast ausgleichen.
48. Die Bedeutung struktureller Verschiebungen für den gesamtwirt-
schaftlichen Produktivitätsfortschritt kann durch eine einfache Kompo-
nentenzerlegung näher beleuchtet werden: Wird von der tatsächlichen
Arbeitsproduktivität in der Gesamtwirtschaft (y,) der Teil subtrahiert,
der sich ergeben hätte, wenn alle Sektoren (i) sowohl ihren Anteil an
den Beschäftigten am Anfang der Periode (L. „ / L„) als auch ihre tat-
sächliche Produktivität am Ende der Periode (y. ,) beibehalten hätten, so
j i > 1
erhält man den Produktivitätseffekt des Strukturwandels (S) (1):
Li
S = i,0
Der Anteil dieses Struktureffekts am gesamtwirtschaftlichen Produktivi-
tätszuwachs (2) beträgt S/(y. - yQ).
(1) Dieser Effekt läßt sich auch unter der Annahme einer konstanten
Outputstruktur berechnen. Zur Methode vgl. Sachverständigenrat
zur Begutachtung der gesamtwirtschaftlichen Entwicklung [1965].
(2) Daß bei dieser Komponentenzerlegung der implizit enthaltene Joint-
Effekt nicht eindeutig zurechenbar ist, zeigt v. Knorring [1978]. Mit
der hier gewählten Zurechnungsformel wird der Joint-Effekt propor-
tional auf den strukturbedingten und den strukturunabhängigen Pro-
duktivitätsfortschritt verteilt, und zwar nach Maßgabe des gesamt-26








(a) In jeweiligen Preisen; Sekundärer Sektor = 100. - (b) Energiewirtschaft, Verarbeitendes Gewerbe,
Baugewerbe. - (c) Handel und Verkehr. Dienstleistungen (ohne Wohnungsvermietung). - (d) Land-
und Forstwirtschaft, Bergbau.
Quelle: Statistisches Bundesamt [b].
49. Berechnungen nach dieser Formel werden üblicherweise nicht in je-
weiligen, sondern in konstanten Preisen durchgeführt. Dafür spricht,
daß auch der gesamtwirtschaftliche Produktivitätsanstieg, um dessen Be-
einflussung durch Strukturverschiebungen es hier geht, nur als preisbe-
reinigte Größe aussagefähig ist. Ingnoriert werden dabei allerdings die
oben diskutierten konzeptionellen Probleme, die mit einem sektoralen Ver-
gleich realer Produktivitätsniveaus untrennbar verbunden sind. Die Un-
terschiede in diesen sektoralen Produktivitätsniveaus werden beispiels-
weise in der Regel um so größer ausfallen, je weiter das Basisjahr der
Deflationierung in der Vergangenheit liegt. Es kann daher im konkreten
Einzelfall kaum beurteilt werden, ob die mit preisbereinigten Daten be-
rechneten Größenordnungen von Struktureffekten auch nach eventuellen
Revisionen der Preisbasis noch Bestand haben werden. Aus diesem
Grund wäre zu erwägen, ob die Ermittlung von Strukturfaktoren nicht
ausschließlich in laufenden Preisen erfolgen sollte, damit solche willkür-
lichen Verzerrungen der Ergebnisse vermieden werden. Um die Ver-
gleichbarkeit mit anderen Arbeiten zu ermöglichen, sollen im folgenden
jedoch die Produktivitätseffekte des Strukturwandels sowohl in jeweiligen
als auch in konstanten Preisen berechnet werden.
wirtschaftlichen Produktivitätsniveaus am Beginn und am Ende der
jeweiligen Periode. Auf einen gesonderten Ausweis wurde verzichtet,
da der quantitative Beitrag des Joint-Effekts in den hier durchge-
führten Berechnungen gering ist.27
50. Derartige Strukturfaktoren sagen selbstverständlich nichts darüber
aus, wie sich die Arbeitsproduktivität ohne Strukturwandel entwickelt
hätte. Eine Volkswirtschaft mit der Mengenstruktur von 1960 und den
relativen Preisen von 1980 ist ein rein theoretisches Konstrukt. Struk-
turfaktoren sind auch keine Meßziffer für Effizienzsteigerungen durch
Reallokation der Ressourcen, wie es beispielsweise Denison [1980b] un-
terstellt. Im Gleichgewicht sollte die Grenzproduktivität der Arbeit in
allen Sektoren gleich sein, und Unterschiede in der Durchschnittspro-
duktivität (nur die sind direkt meßbar) wären allein auf eine unter-
schiedliche Kapitalausstattung oder eine unterschiedliche Nutzung natür-
licher Ressourcen zurückzuführen. Wenn der Strukturwandel lediglich
den Übergang von einer ehemals optimalen zu einer heute optimalen An-
ordnung der Produktionsfaktoren bewirkt, sagen Strukturfaktoren nichts
über eine veränderte Allokationseffizienz aus. Erst wenn Faktorwande-
rungen dem Ausgleich nachhaltig unterschiedlicher Grenzproduktivitäten
dienen, kann von einer verbesserten Allokationseffizienz gesprochen wer-
den [Baily, 1981b]. Strukturfaktoren können somit in erster Linie als
Instrument zur Formulierung von Hypothesen aufgefaßt werden. Erst
wenn die Veränderung der Produktivitätseffekte des Strukturwandels
einen nennenswerten Teil der insgesamt zu verzeichnenden Produktivi-
tätsschwäche ausmacht, dürfte es lohnend sein, die Reifethese im Rahmen
einer allgemeinen Produktivitätsanalyse detaillierter zu verfolgen.
51. Die Berechnungsergebnisse zeigen, daß der Produktivitätseffekt des
Strukturwandels (Struktureffekt) auch in den siebziger Jahren noch po-
sitiv war, wenn auch auf niedrigerem Niveau als im Jahrzehnt zuvor
(Tabelle 5). Offenbar war in beiden Jahrzehnten die Abwanderung aus
dem Primären Sektor für die Strukturfaktoren von größerer Bedeutung
als der Wechsel von der Industrie zu den Dienstleistungen. Die Unter-
schiede zwischen nominaler und realer Betrachtung erweisen sich als ge-
ring. Nach beiden Konzepten bleibt der Beitrag des Strukturwandels zum
Trendbruch im Anstieg der Arbeitsproduktivität gering: Die aus Tabelle
5 zu entnehmende Differenz von 0,2 bis 0,3 Prozentpunkten zwischen
den Struktureffekten in den sechziger und siebziger Jahren stellt weni-
ger als ein Fünftel (1) der gesamten Verlangsamung des Produktivitäts-
fortschritts im Unternehmenssektor dar (2).
52. Es wäre allerdings denkbar, daß die Zusammenfassung sehr unter-
schiedlicher Branchen zu drei großen Sektoren das wahre Ausmaß der
Struktureffekte verdeckt, denn in jedem von ihnen sind wachsende und
schrumpfende, produktivitätsstarke und produktivitätsschwache Branchen
nebeneinander vertreten. Daher wird zu Kontrollzwecken die gleiche Be-
rechnung auf möglichst tiefer Untergliederung für 49 Wirtschaftsbereiche
durchgeführt. Auch hier weicht das Resultat kaum von den auf hohem
Aggregationsniveau gewonnenen Ergebnissen ab. Es kann also festgestellt
werden, daß das Hineinwachsen in die Dienstleistungsgesellschaft bislang
nicht die vielfach befürchteten negativen Auswirkungen für den Produk-
tivitätsfortschritt nach sich gezogen hat.
(1) Die Arbeitsproduktivität stieg im Unternehmenssektor (ohne Woh-
nungsvermietung) von 1960 bis 1970 um jahresdurchschnittlich 6,1
vH, von 1970 bis 1980 um 4,5 vH [vgl. Statistisches Bundesamt, b].
(2) Nach Schatz [1974, S. 161 ff.] hat der Struktureffekt allerdings in
den fünfziger Jahren ein merklich stärkeres Gewicht besessen.28




In Preisen von 1976
In jeweiligen Preisen













(a) Anstieg der Arbeitsproduktivität (jahresdurchschnittliche Snderungsraten in
Preisen von 1976), der dem Strukturwandel zugerechnet wird. — (b) Unternehmen
insgesamt ohne Wöhnungsvermietung. - (c) Zur Abgrenzung der Sektoren vgl. Schau-
bild 4.
Quelle: Statistisches Bundesamt [b]. - Eigene Berechnungen.
53. Von größerer Bedeutung ist hingegen der Einfluß des Strukturwan-
dels beim Kapitaleinsatz auf die Kapitalproduktivität, denn die Kapital-
produktivität im Tertiären Sektor liegt deutlich unter der im Sekundären
Sektor. Daher ist von einem Strukturwandel zugunsten der Dienstleistun-
gen ein Rückgang der gesamtwirtschaftlichen Kapitalproduktivität zu er-
warten. Tabelle 6 zeigt, daß die Kapitalproduktivität in allen drei Sekto-
ren sowohl in den sechziger als auch in den siebziger Jahren gesunken
ist. In den sechziger Jahren wurde diese Tendenz für die Unternehmen
insgesamt jedoch dadurch gemindert, daß der vergleichsweise produktivi-
tätsstarke Sekundäre Sektor seinen Anteil ausbauen konnte. In den sieb-
ziger Jahren dagegen wechselte das Vorzeichen des Struktureffekts; das
relative Wachstum des Tertiären Sektors ließ den Beitrag des Struktur-
wandels zur Kapitalproduktivität negativ werden (I).
54. Bei der Interpretation dieser Ergebnisse ist wiederum zu beachten,
daß der Strukturfaktor nichts darüber aussagt, wie sich die Kapitalpro-
duktivität in einer Welt ohne Strukturwandel entwickelt hätte. Er gibt je-
doch einen Hinweis darauf, daß ein Strukturwandel zugunsten des Ter-
tiären Sektors den Investitionsbedarf in der Gesamtwirtschaft erhöht,
wenn unveränderte Zuwachsraten bei der Produktion erzielt werden sol-
len. Da sowohl im Dienstleistungssektor insgesamt als auch in den Wachs-
(1) Rein rechnerisch hätten die Vorzeichen in der letzten Zeile von Ta-
belle 6 genau umgekehrt ausgewiesen werden müssen, da ein positi-
ver Struktureffekt in Relation zu einer negativen Differenz der tat-
sächlichen Kapitalproduktivitäten einen negativen Anteil ergibt. Da
es jedoch um den Beitrag des Strukturwandels als Stütze der Kapi-
talproduktivität geht, wurde im Interesse einer klaren Darstellung
der Anteil des Struktureffekts dort positiv ausgewiesen, wo er einem
noch stärkeren Sinken der Kapitalproduktivität entgegengewirkt hat.29




























(a) Veränderung der Kapitalproduktivität (jahresdurchschnittliche finderungsraten in
Preisen von 1976), die dem Strukturwandel zugerechnet wird. - (b) Zur Abgrenzung
der Sektoren vgl. Schaubild 4. - (c) Bruttowertschöpfung in vH des Nettoanlagever-
mögens in jeweiligen Preisen. - (d) Ohne Wbhnungsvermietung.
Quelle: Statistisches Bundesamt [b]. - Eigene Berechnungen.
tumsbranchen dieses Sektors die Kapitalintensität höher ist als im Primä-
ren und Sekundären Sektor, erfordert die Schaffung von Arbeitsplätzen
hier einen höheren Kapitaleinsatz als in den relativ schrumpfenden Sek-
toren der deutschen Wirtschaft (1).
55. In Analogie zu den Produktivitätseffekten ließe sich ein Kapitalinten-
sitätseffekt des Strukturwandels beim Arbeitseinsatz berechnen. Hier mag
es jedoch genügen, das dafür erforderliche Zahlenmaterial vorzustellen
(Tabelle 7). Es zeigt, daß in den siebziger Jahren gerade die Bereiche
des Tertiären Sektors die höchsten Anteilsgewinne im Strukturwandel er-
zielten, die eine deutlich über dem gesamtwirtschaftlichen Durchschnitt
liegende Kapitalintensität aufweisen. Da der Kapitalstock hier nach dem
Eigentümer- und nicht nach dem Benutzerkonzept erfaßt ist, muß zur
Erklärung des sprunghaften Anstiegs der Kapitalintensität bei den Son-
(1) Werden die Unternehmen nicht nur nach drei, sondern nach neun
Sektoren untergliedert (entsprechend der tiefsten Disaggregation der
Kapitalstockdaten des Statistischen Bundesamts), so ergibt sich in
den sechziger Jahren ein Struktureffekt von 4,1 vH und in den
siebziger Jahren von -3,0 vH. Die so ermittelten Effekte erreichen
einen Anteil an der Veränderung der Kapitalproduktivität von 21,9
vH und -41,1 vH. Im Gegensatz zu den Produktivitätseffekten des
Strukturwandels beim Arbeitseinsatz steigt hier also das quantitative
Gewicht der Struktureffekte merklich mit zunehmender Disaggrega-
tionstiefe.30
stigen Dienstleistungen allerdings auch auf das wachsende Gewicht des
Leasing verwiesen werden. Es ist davon auszugehen, daß ein Teil dieses
Kapitals auch im Sekundären Sektor sowie im Handel genutzt wird (1).
Insofern mag der zusätzliche Kapitalbedarf eines Strukturwandels zugun-
sten des Tertiären Sektors mit den hier angegebenen Daten überzeichnet
sein. Doch auch in den anderen Wachstumsbereichen des Tertiären Sek-
tors, den Bereichen Verkehr und Nachrichtenübermittlung sowie Kredit-
institute und Versicherungen, ist die durchschnittliche Kapitalausstat-
tung der Arbeitsplätze wesentlich höher als im Primären und Sekundären
Sektor. Vor diesem Hintergrund muß die Investitionsschwäche als beson-
ders gravierend in ihren Folgen für den Arbeitsmarkt eingestuft werden,
denn der Strukturwandel zugunsten des Tertiären Sektors hat den Kapi-
talbedarf zur Schaffung neuer Arbeitsplätze erhöht.
Tabelle 7 - Arbeitseinsatz und Kapitalintensität nach Sektoren 1970-1980
Wirtschaftsbereich(a)
Unternehmen insgesamt (c)








































Quelle: Statistisches Bundesamt [b].
II. Froduktivitötseäekte eines veränderten Beschäftigungsniveaus
56. Die unterschiedlichen Arbeitsproduktivitätsniveaus von Unternehmen
werden in einem intersektoralen Vergleich nur unvollkommen abgebildet.
Auch innerhalb einzelner Branchen existieren in der Regel hochproduk-
tive und weniger produktive Unternehmen nebeneinander. Der Wettbe-
werb führt dazu, daß ineffiziente Grenzbetriebe aus dem Markt gedrängt
(1) Für das Anlagevermögen liegen bislang keine Daten nach dem Benut-
zerkonzept vor. Für die Anlageinvestitionen dagegen hat das Ifo-In-
stitut eine Schätzung vorgelegt, aus der hervorgeht, daß nur ,64 vH
der von den Unternehmen im Bereich Sonstige Dienstleistungen im
Jahre 1979 gekauften Investitionsgüter in dieser Branche selbst ge-
nutzt werden. 1970 betrug dieser Anteil noch 72 vH und 1960: 79 vH
[Ifo-Institut für Wirtschaftsforschung, 1981, S. 82].31
werden. So entsteht Raum für produktivere Tätigkeiten. In schrumpfen-
den Branchen wird die Entwicklung der Arbeitsproduktivität schon da-
durch gestützt, daß bei einem allgemeinen Anstieg der Reallöhne zuerst
die produktivitätsschwachen Produktionen aufgegeben werden müssen.
Auf der anderen Seite wird der technisch mögliche Produktivitätsfort-
schritt in expandierenden Branchen durch den Zustrom von Arbeitskräf-
ten gedämpft. Diese Angleichung der sektoralen Produktivitätsdifferenzen
durch Faktorwanderungen wird durch den intersektoralen Lohnverbund
erzwungen und gehört zum normalen Erscheinungsbild des Strukturwan-
dels. Wenn jedoch - wie in den letzten Jahren - der Abwanderung von
Arbeitskräften aus den schrumpfenden Bereichen nur eine ungleich klei-
nere Zuwanderung in den Wachstumsbranchen gegenübersteht, dürfte der
Saldo dieser beschäftigungsinduzierten Produktivitätseffekte merklich zum
gesamtwirtschaftlichen Produktivitätsfortschritt beitragen.
57. Im vorangegangenen Kapitel war bereits darauf hingewiesen worden,
daß internationale Unterschiede im Produktivitätsfortschritt eng mit der
Beschäftigtenentwicklung verknüpft sind. Daraus wurde der Schluß ge-
zogen, das Ausmaß der Produktivitätsschwäche in der Bundesrepublik
Deutschland sei infolge der Kontraktion am Arbeitsmarkt unterzeichnet.
Das quantitative Gewicht dieses Arguments soll mit Hilfe einiger verein-
fachter Annahmen für den Unternehmensbereich grob abgeschätzt wer-
den. Dafür wird eine fiktive Arbeitsproduktivität ermittelt, die sich er-
geben hätte, wenn die Zahl der Erwerbstätigen zwischen den Zeitpunkten
t„ und t-. konstant geblieben wäre. Die Differenz zur tatsächlich reali-
sierten Arbeitsproduktivität in t, kann als der Teil des Produktivitäts-
fortschritts interpretiert werden, der sich allein aufgrund von Bewegun-
gen auf der zum Zeitpunkt t, gültigen Produktionsfunktion ergeben hat.
58. Für diese Rechnung (1) müssen bestimmte Annahmen über die Grenz-
produktivität des Faktors Arbeit getroffen werden. Hier soll für den
Zeitpunkt t, eine mit zunehmendem Arbeitseinsatz linear fallende Grenz-
(1) Die Beschäftigungsniveaus L„ und L, wurden an den Erwerbstätigen-
zahlen gemessen. Die Arbeitsproduktivitäten wurden dagegen auf
Stundenbasis berechnet, um eine Vermischung der Effekte von Be-
schäftigtenfreisetzungen und Arbeitszeitverkürzungen zu vermeiden.
Veränderungen der Arbeitszeit pro Kopf wirken sich damit nicht auf
den gemessenen Produktivitätseffekt aus. Die Grenzproduktivität
wurde der Faktorentlohnung gleichgesetzt. Sie wurde berechnet als
Quotient aus dem um einen kalkulatorischen Unternehmerlohn erwei-
terten Bruttoeinkommen aus unselbständiger Arbeit und den Arbeits-
stunden der Erwerbstätigen. Dieser Quotient wurde deflationiert mit
dem Deflator der Bruttowertschöpfung des jeweiligen Wirtschaftsbe-
reichs, um einen Vergleich mit der entsprechenden Durchschnittspro-
duktivität in konstanten Preisen zu ermöglichen. Angemessen wäre im
Grunde eine nominale Betrachtungsweise, denn die Unternehmen kal-
kulieren nicht mit der konstanten Preisstruktur eines statistischen
Basisjahres, sondern mit den tatsächlichen Preisrelationen. Doch da
sämtliche Wertgrößen durch den gleichen Deflator dividiert werden,
ist der Anteil des freisetzungsbedingten Produktivitätseffekts am ge-
samten Produktivitätsfortschritt bei nominaler und realer Betrach-
tungsweise identisch.32










Ug- Erwerbstätige zum Zeitpunkt tg
Li- Erwerbstätige zum Zeitpunkt ti
11 - Grenzproduktivität zum Zeitpunkt ti
y^ - Durchschnittsproduktivität zum Zeitpunkt t^
y. - fiktive Durchschnittsproduktivität zum Zeitpunkt ti
bei einem Beschäftigungsniveau von Ln.
Produktivität unterstellt werden (Schaubild 5). Von dieser Grenzproduk-
tivitätsfunktion sind zwei Punkte bekannt: Bei Grenzproduktivitätsentloh-
nung wird von der letzten eingesetzten Arbeitseinheit (L^) ein Grenzpro-
dukt in Höhe des Lohnsatzes (L) erwirtschaftet. Der zweite Punkt ergibt
sich aus der Durchschnittsproduktivität, die bei linearem Kurvenverlauf
genau der Grenzproduktivität von -^ L-, entspricht. Die fiktive Durch-
schnittsproduktivität (y,), die sich bei der gegebenen Produktivitäts-
funktion zum Zeitpunkt t,, aber einem Arbeitseinsatz von LQ ergeben
hätte, läßt sich nun wie folgt ermitteln:





Aus dieser Formel läßt sich unmittelbar ersehen, daß
yf = y1 für LQ =
für LQ > L1 + yf < Y]_
für LQ < L1 •* yf > y1
Der Betrag, um den y, über y, hinausgeht, stellt den freisetzungsbe-
dingten Produktivitätsanstieg dar.33
59. Die Annahmen, die diesem Ansatz zugrunde liegen, sind natürlich
sehr restriktiv und erlauben nur eine behutsame Interpretation der Re-
chenergebnisse. Die Problematik der impliziten Voraussetzungen läßt sich
im wesentlichen in einer Kritik der hier gewählten linearen Form der
Grenzproduktivitätsfunktion zusammenfassen: Sie unterstellt, daß die
Grenzproduktivität der ausgeschiedenen Erwerbspersonen unter der des
letzten Beschäftigten liegt.
60. Gegen einen derartigen Ansatz könnte die Erfahrung sprechen, daß
normalerweise im Konjunkturaufschwung das Sozialprodukt überproportio-
nal zur Verringerung der Zahl der Arbeitslosen steigt. Dieser als Okun's
Law bekannte Zusammenhang ist jedoch nicht so zu interpretieren, daß
die Grenzproduktivität der Erwerbslosen über der Durchschnittsproduk-
tivität der Beschäftigten läge. Der Wirkungsmechanismus beruht vielmehr
(soweit er nicht auf eine Erhöhung des Erwerbspersonenpotentials aus
der stillen Reserve zurückzuführen ist) darauf, daß im Konjunkturauf-
schwung der Faktor Arbeit besser ausgelastet wird und demzufolge eine
höhere Produktivität erzielt wird als in rezessiven Phasen [Giersch,
1977].
61. Ein derartiger Effekt kommt hier jedoch nicht in Betracht, da bei
der Berechnung des freisetzungsbedingten Produktivitätseffekts zwei al-
ternative Beschäftigungsniveaus zu • einem Zeitpunkt, also bei ein und
derselben Grenzproduktivitätsfunktion, betrachtet werden (1). Selbst die
Annahme, daß die Qualifikation der beschäftigten und der ausgeschiede-
nen Arbeitskräfte gleichwertig sind und daß ausreichend unterausgela-
stete Sachkapazitäten zur Verfügung stehen, würde allenfalls rechtferti-
gen, eine Durchschnittsproduktivität der ausgeschiedenen Arbeitskräfte
in Höhe der Grenzproduktivität des letzten Beschäftigten zu unterstellen.
Doch bereits bei dieser optimistischen Variante ergäbe sich mit abneh-
mender Beschäftigung ein positiver Produktivitätseffekt, wenn auch nicht
in der hier berechneten Höhe. In der gegenwärtigen Situation, die eher
durch strukturelle als durch konjunkturelle Arbeitslosigkeit gekennzeich-
net ist, erscheint es jedoch zweifelhaft, daß genügend rentables Sachka-
pital brachliegt, um allen freigesetzten Arbeitskräften einen wettbewerbs-
fähigen Arbeitsplatz bieten zu können. Auch in der individuellen Lei-
stungsfähigkeit dürften deutliche Unterschiede zwischen beschäftigten
und freigesetzten Arbeitskräften bestehen. Entsprechende Untersuchun-
gen weisen darauf hin, daß die Qualifikation der Arbeitslosen in der
Bundesrepublik Deutschland im Durchschnitt deutlich unter der Qualifi-
kation der Erwerbstätigen liegt (2).
62. Die Annahme eines fallenden Grenzproduktivitätsverlaufs zu einem
Zeitpunkt ist also erstens mit dem Engpaß bei rentablen Sachkapazitäten
(1) Fraglich ist allerdings, ob der Verlauf der Grenzproduktivitätsfunk-
tion nur vom Zeitpunkt abhängt. Würde bei einer Einbeziehung sämt-
licher Erwerbspersonen in den Produktionsprozeß eine andere Funk-
tion gelten als beim tatsächlichen Beschäftigungsstahd, so könnten
keine eindeutigen Aussagen mehr getroffen werden.
(2) Fast drei Fünftel der Arbeitslosen haben keine abgeschlossene Be-
rufsausbildung; unter den Erwerbstätigen macht dieser Anteil nur
etwa zwei Fünftel aus [Sachverständigenrat zur Begutachtung der
gesamtwirtschaftlichen Entwicklung, 1980, Ziff. 111].34
zu rechtfertigen, der auch bei ausreichender Qualifikation der Arbeitsu-
chenden nur einen unterproportionalen Anstieg der Produktion im Ver-
hältnis zum Beschäftigungszuwachs erlaubt. Zweitens spricht die vermut-
lich unterdurchschnittliche Qualifikation der freigesetzen Arbeitskräfte
für eine negative Beziehung zwischen Produktivität und Beschäftigung.
Mangels weiterer Informationen wird für die Abbildung dieses Zusammen-
hangs eine lineare Funktion herangezogen.
63. Als Basisjahr (t..) der Berechnungen wird 1973 gewählt - das Jahr
mit der höchsten Erwerbstätigenzahl seit 1966 und das bislang letzte Jahr
mit einer vergleichsweise niedrigen Arbeitslosenquote (1,2 vH). Als End-
jahr (t,) soll einmal 1979 (ebenso wie 1973 ein Hochkonjunkturjahr) her-
angezogen werden, zum anderen 1982 (um auch die Beschäftigtenfreiset-
zungen der letzten Jahre zu erfassen). Eine Verminderung des Arbeits-
einsatzes hat es aber nicht nur nach 1973, sondern bereits in den sech-
ziger Jahren gegeben. Insofern enthielt auch der Produktivitätsanstieg
früherer Jahre bereits eine freisetzungsbedingte Komponente. Um die
"beschäftigungsneutrale" Abschwächung des Produktivitätsfortschritts
nach 1973 beurteilen zu können, soll daher als Referenzmaßstab die Pe-
riode von 1960 bis 1973 benutzt werden.
64. Die Ergebnisse dieses Ansatzes, der als Konzept A bezeichnet wer-
den soll, werden bestimmt von der linearen Grenzproduktivitätsfunktion.
Um die Sensibilität der Rechnungen in Bezug auf diese Annahme zu prü-
fen, soll die Bandbreite der möglichen freisetzungsbedingten Produktivi-
tätseffekte durch zwei extreme Alternativrechnungen (Konzepte B und C)
eingegrenzt werden: Sein größtmögliches Ausmaß würde der Produktivi-
tätseffekt erreichen, wenn die Grenzproduktivität der freigesetzten Ar-
beitskräfte gleich Null wäre. Bei einer Einbeziehung aller freigesetzten
Arbeitskräfte in die Produktion würde dann lediglich der Nenner der fik-
tiven Arbeitsproduktivität steigen, das im Zähler stehend Sozialprodukt
dagegen nicht. Der Abstand zwischen y, und y. wäre somit maximal
(Konzept B) (1). Als Untergrenze für den Produktivitätseffekt wird eine
Grenzproduktivität der freigesetzten Arbeitskräfte von 1-^ unterstellt,
d.h. die Grenzproduktivitätsfunktion verliefe rechts von L^ parallel zur
Abszisse im Abstand 1, (Konzept C) (2).
65. Die Berechnungsergebnisse zeigen, daß der Anteil des Produktivi-
tätsanstiegs, der auf einen verminderten Arbeitseinsatz zurückgeführt
werden kann, seit 1973 nach allen drei Konzepten etwa das Zehnfache
des entsprechenden Anteils in den sechziger und frühen siebziger Jahren
ausgemacht hat (Tabelle 8). Die Unterschiede zwischen den Perioden von
1973 bis 1979 und von 1973 bis 1982 sind dagegen gering. Auch die Dif-
ferenzen zwischen den Ergebnissen bei linearem Grenzproduktivitätsver-
lauf (Konzept A) und einer unterstellten Grenzproduktivität der freige-
setzten Arbeitskräfte in Höhe des Lohnsatzes (Konzept C) halten sich in
engen Grenzen. Die bei A unterstellte Grenzproduktivitätsfunktion hat
offenbar bereits einen derart flachen Verlauf, daß der bei C unterstellte
Knick im Punkt L. kaum noch ins Gewicht fällt. Die Obergrenze des frei-
(1) Unter dieser Annahme gilt: y, = y, • L, / L-
(2) Hier gilt: yf = (Yl • 1^ + (LQ - L±) • 1^ / LQ35
setzungsbedingten Produktivitätseffekts nach Konzept B weicht jedoch
von den übrigen Ergebnissen stark ab. Das Konzept A liefe.rt damit ver-
mutlich keine Überschätzung, sondern eher eine Unterschätzung der
freisetzungsbedingten Komponente des Produktivitätsanstiegs.
Tabelle 8 - Freisetzungsbedingter Anstieg der Arbeitsproduktivität im



































(a) Unternehmen insgesamt ohne Wbhnungsvermietung; in Preisen von 1976. - (b) Unter-
stellte Grenzproduktivitätsfunktion: A - linear abnehmend mit zunehmender Beschäfti-
gung; B - Grenzproduktivität der freigesetzten Arbeitskräfte von Null; C - Grenzpro-
duktivität der freigesetzten Arbeitskräfte in Höhe des Iohnsatzes.
Quelle: Statistisches Bundesamt [b]. - Eigene Berechnungen.
66. Diese modelltheoretischen Berechnungen stützen also die These, daß
ein merklicher Teil der Produktivitätsschwäche in der deutschen Wirt-
schaft bislang verdeckt geblieben ist. Ein Reallohndruck, der über den
verteilbaren Produktivitätsfortschritt hinausging, hat vermutlich dazu
geführt, daß weniger produktive Arbeitsplätze wettbewerbsunfähig ge-
worden sind; und er hat außerdem das Investitionsverhalten sowie die
Entwicklung neuer Technologien verstärkt auf arbeitssparende Produk-
tionsverfahren gelenkt, so daß der Anstieg der Arbeitsproduktivität mit
der Reallohnentwicklung Schritt halten konnte. Im Zuge dieser Anpas-
sung sind jedoch zahlreiche Arbeitsplätze verlorengegangen und nur we-
nig neue geschaffen worden. Die Reaktion der Faktoreinsatzrelationen auf
die veränderten relativen Preise sollen in Abschnitt D, die Auswirkungen
neuer Technologien in Abschnitt E dieser Arbeit analysiert werden.36
Im Verlauf der achtziger Jahre werden nicht nur die gegenwärtig Ar-
beitslosen, sondern vermutlich über eine Million junger Arbeitskräfte ei-
nen zusätzlichen Arbeitsplatz suchen. Wenn ihre Integration in das Er-
werbsleben gelingen soll, wird in Zukunft auch in der Bundesrepublik
Deutschland die freisetzungsbedingte Komponente des Anstiegs der Ar-
beitsproduktivität entfallen müssen. Entweder muß dann der Reallohnan-
stieg noch niedriger ausfallen als in den letzten Jahren, oder es müssen
Wege gefunden werden, den autonomen Produktivitätsfortschritt, der sich
nach 1973 deutlich verlangsamt hat, wieder zu beschleunigen, damit mehr
Arbeitsplätze rentabel werden.37
D. Faktorsubstitution und Produktivitätsfortschritt
67. Wird ein Prodüktionsfaktor mit zunehmenden Mengen anderer Fakto-
ren kombiniert, so steigt die Produktivität des substituierten Faktors.
Die Kapitalausstattung pro Arbeitsplatz im Unternehmenssektor hat sich
in den letzten zwanzig Jahren fast verdreifacht, der Energieeinsatz etwa
verdoppelt. Gleichzeitig sind weitere Faktoren verstärkt in Anspruch ge-
nommen worden, wie etwa nichtenergetische Rohstoffe oder der "Produk-
tionsfaktor" Umwelt.
68. Im vergangenen Jahrzehnt geriet die Substitution des Faktors Arbeit
aber zunehmend ins Stocken. Seit Beginn der siebziger Jahre sind die
Zuwachsraten der Investitionen deutlich gesunken. Trotz der oben dis-
kutierten Reduzierung des Arbeitseinsatzes nach 1973 stieg die Kapital-
intensität (1) zwischen 1973 und 1979 nur noch um jahresdurchschnittlich
5,1 vH gegenüber 7,4 vH in der Zeit von 1960 bis 1973. Rasch steigende
ölpreise haben bewirkt, daß der Energieeinsatz pro Beschäftigten kaum
noch erhöht wurde; seit 1980 ist sogar ein absoluter Rückgang festzu-
stellen. Die früher nahezu kostenlose Nutzung der Umwelt ist durch
zahlreiche Vorschriften und Auflagen eingeschränkt worden. Außerdem
werden in zunehmendem Maße Produktivkräfte durch verschärfte Arbeits-
schutzbestimmungen sowie sonstige staatlich administrierte oder tarifver-
traglich vereinbarte Regelungen gebunden.
69. Vor diesem Hintergrund muß es verwundern, daß der Knick im Pro-
duktivitätsanstieg nicht noch stärker ausgefallen ist. Offenbar haben
kräftige Anpassungsreaktionen stattgefunden, die ein weiteres Absinken
des Produktivitätsfortschritts verhindert haben. Neben der Reduzierung
der Zahl der Beschäftigten dürften dabei vor allem Wandlungen der in-
nerbetrieblichen Kostenstruktur sowie die Entwicklung neuer Technolo-
gien ausschlaggebend gewesen sein. In diesem Kapitel sollen vor allem
die Auswirkungen veränderter Faktoreinsatzrelationen analysiert werden.
I. Substitution zwischen Kapital, Arbeit und Energie
70. Die Zusammenhänge zwischen der Faktorsubstitution und dem Anstieg
der Arbeitsproduktivität lassen sich mit Hilfe produktionstheoretischer
Modelle formal darstellen und gegebenenfalls empirisch schätzen. Die
Qualität derartiger Modelle hängt entscheidend davon ab, ob alle relevan-
ten Produktionsfaktoren erfaßt sind und ob trotz der notwendigerweise
in die mathematische Formulierung dieser Modelle eingebauten Restriktio-
nen die ökonomische Realität noch zutreffend abgebildet wird.
71. Relevant für die Erklärung der Arbeitsproduktivitätsentwicklung sind
die Faktoren, deren Substitutionselastizitäten gegenüber Arbeit und Ka-
pital signifikant von Null abweichen. Einfache produktionstheoretische
Modelle berücksichtigen häufig nur diese beiden Faktoren. Die Abstrak-
tion von weiteren Faktoren kann gerechtfertigt sein, wenn alle anderen
(1) Gemessen am Nettoanlagevermögen je Erwerbstätigenstunde in den
Unternehmen ohne Wohnungsvermietung.38
Inputs in die Kalkulation der Unternehmen nur als durchlaufende Posten
eingehen. Ein Beispiel: Werden Preissteigerungen bei Rohstoffen voll-
ständig auf die Preise der Endprodukte überwälzt, ohne daß der Roh-
stoff einsatz reduziert wird (Substitutionselastizität von Null) , so bleibt
die Wertschöpfung und damit auch die Arbeitsproduktivität von Verände-
rungen der Rohstoffpreise unberührt (1). Reagieren dagegen die Unter-
nehmen auf steigende Rohstoffpreise mit einer Substitution dieser Roh-
stoffe durch Kapital, so steht das dort gebundene Kapital nicht mehr zur
Steigerung der Arbeitsproduktivität zur Verfügung. Statt der Arbeits-
produktivität steigt dann die "Rohstoffproduktivität". Die zentrale Rolle
bei der Beurteilung der Produktivitätswirkungen von Faktorpreisände-
rungen spielt damit die Substitutionselastizität.
72. Im folgenden soll außer Kapital und Arbeit der Faktor Energie in die
Analyse einbezogen werden, denn hier gab es in den letzten Jahren die
stärksten Substitutionsprozesse (2). Nichtenergetische Rohstoffe erschei-
nen dagegen weniger wichtig, da sich deren Preise langfristig betrachtet
kaum geändert haben. Zwar haben die meisten Rohstoffproduzenten seit
1973 versucht, dem Beispiel der OPEC zu folgen, doch bereits ab Mitte
1975 waren die Rohstoffpreise wieder weitgehend auf ihren ursprüngli-
chen Stand gesunken. Seither haben sich die relativen Preise nichtener-
getischer Rohstoffe kaum noch geändert [Hoffmeyer, Schrader, 1983],
Bei unveränderten Preisrelationen ergibt sich aber selbst bei von Null
abweichenden Elastizitäten kein Substitutionsbedarf und damit auch kein
Einfluß auf den Produktivitätsfortschritt.
73. In sektoral disaggregierten Analysen können zusätzlich zu primären
Inputs auch noch Vorleistungen berücksichtigt werden. Doch auch hier
waren die globalen Preisänderungen gering im Vergleich zu den Preisver-
schiebungen bei Kapital, Arbeit und Energie. Die Vorleistungspreise aller
Wirtschaftsbereiche blieben von 1960 bis 1978 lediglich um 9,5 vH hinter
den Outputpreisen zurück; die reale Vorleistungsquote (Anteil der Vor-
leistungen am Produktionswert in Preisen von 1970) stieg im gleichen
Zeitraum um 6,8 vH, die nominale Vorleistungsquote sank um 3,4 vH
[RWI, 1980, Bd. 3, S. 104]. Auch wenn die Substitution zwischen Vor-
leistungen und primären Inputs in einigen Branchen durchaus eine Rolle
gespielt haben mag, so sollen sie in dieser vorwiegend gesamtwirtschaft-
lich ausgerichteten Analyse doch unberücksichtigt bleiben.
74. Schließlich werden zwangsläufig diejenigen Faktoren ausgeklammert,
über die keine ausreichenden statistischen Informationen vorliegen. Hier
sind allenfalls Vermutungen über die Richtung von Anpassungsprozessen
möglich. Dies gilt vor allem für einen so wichtigen Bereich wie den Um-
weltschutz, dessen steigender Investitionsbedarf in den letzten Jahren
als Bremse für den Produktivitätsfortschritt des Faktors Arbeit gewirkt
haben dürfte.
(1) So argumentiert z.B. Denison [1979] bezüglich der (Nicht-)Berück-
sichtigung des Energieeinsatzes bei der Produktivitätsanalyse.
(2) Auch die Deutsche Bundesbank [c] bezieht seit kurzem den Faktor
Energie in die Produktivitätsanalyse ein.39
7. Die Entwicklung von Faktoreinsatz und Faktorpreisen in den Unter-
nehmen
75. Der Arbeitseinsatz in deutschen Unternehmen ist im gesamten Unter-
suchungszeitraum kontinuierlich gesunken (Tabelle 9). In den sechziger
Jahren war dies vor allem auf eine Verringerung der Arbeitsstunden pro
Beschäftigten zurückzuführen, in den siebziger Jahren kam eine deutli-
che Reduzierung der Zahl der Erwerbstätigen hinzu. Der Reallohn (ge-
messen als deflationierte Bruttolohn- und -gehaltssumme je Arbeitsstunde
der abhängig Beschäftigten) ist ebenso kontinuierlich gestiegen; seit
1960 ist etwa eine Verdreifachung festzustellen. Dabei ist auf eine Brut-
togröße einschließlich der Lohnnebenkosten abgestellt, denn hier geht es
nicht um die Rolle der Löhne als Einkommen der Beschäftigten, sondern
als Kostenfaktor für die Unternehmen.













































































































































































Quelle: Deutsche Bundesbank [d]. - Sachverständigenrat zur Begutach-
tung der gesamtwirtschaftlichen Entwicklung [1981], - Statisti-
sches Bundesamt [b]. - Eigene Berechnungen.40
76. Als Bezugsgröße für den Kapitaleinsatz kann entweder das Brutto-
oder das Nettoanlagevermögen herangezogen werden. Für beide Konzepte
lassen sich Argumente anführen; entscheidend sind dabei die Annahmen
über den zeitlichen Verlauf der Abnutzung von Produktionsanlagen
[Feldstein, Summers, 1977; Baily, 1981b]. Wird unterstellt, daß die An-
lagen über die gesamte Lebensdauer ihre volle Leistungsfähigkeit erhal-
ten, um schließlich abrupt vollständig stillgelegt zu werden, so ist das
Bruttoanlagevermögen das geeignete Meßkonzept, denn hier werden sämt-
liche Anlagen bis zu ihrer endgültigen Verschrottung mit dem unvermin-
derten Neuwert erfaßt. Geht man indessen von einer mit zunehmendem
Alter geringer werdenden Produktionsleistung der Anlagen aus, so ist
das Nettoanlagevermögen vorzuziehen, bei dem nur die noch nicht abge-
schriebenen Teile des Kapitalstocks berücksichtigt sind. Die letztere An-
nahme dürfte wohl die realitätsnähere sein. Für die Verwendung von
Nettogrößen spricht noch ein weiteres Argument : Sind zur Erhaltung
der Funktionsfähigkeit alter Anlagen Reparaturinvestitionen erforderlich,
so werden diese teilweise zum Anlagevermögen hinzugerechnet. Um Dop-
pelzählungen zu vermeiden, müßte eine entsprechende Wertminderung der
reparierten Anlage in Rechnung gestellt werden. Beim Bruttoanlagever-
mögen geschieht das nicht, beim Nettoanlagevermögen erfolgt diese Kor-
rektur zumindest näherungsweise über die Abschreibungen. In dieser
Arbeit wird daher der Kapitaleinsatz durchweg am Nettoanlagevermögen
gemessen.
77. Problematischer ist die angemessene Erfassung der Kapitalkosten.
Werden Produktionsanlagen gemietet, so entspricht der Nutzungspreis
genau den Mietausgaben. Wird dagegen mit unternehmenseigenen Anlagen
produziert, so können die Kapitalkosten nur als Summe aus den Oppor-
tunitätskosten der gebundenen Finanzmittel und dem Kapitalverzehr
durch Abnutzung dargestellt werden [Blazejczak, 1981]. Als Alternative
zur Verwendung von Kapital in der Produktion kommt der Verkauf des
Sachkapitals und die Wiederanlage der freigesetzten Mittel am Kapital-
markt in Betracht. Sind die Produktionsanlagen fremdfinanziert, so tritt
an die Stelle der Zinseinnahmen am Kapitalmarkt die ersparte Zinszahlung
an den Kapitalgeber. Die Kapitalkosten (k) (1) bestehen also hauptsäch-
lich aus der Verzinsung (i) des noch nicht abgeschriebenen Teils des
Kapitalstocks sowie aus dem Wertverzehr durch Abnutzung (d). Beide
Größen sind mit dem relativen Kapitalpreis (q), der Preisentwicklung des
Nettoanlagevermögens in Relation zur Preisentwicklung der Bruttowert-
schöpfung, zu bewerten:
k = q (d + i)
Dieser Ansatz zur Ermittlung der "user costs" des Kapitals wurde zuerst
von Jorgenson [1963] entwickelt (2). In späteren Arbeiten wurde obige
Gleichung .noch um einen Term erweitert, der die Wertveränderung des
Kapitalstocks erfassen soll (3). Dahinter steht die Vorstellung, daß die
(1) k ist eine dimensionslose Größe, die auch - wie in Tabelle 9 - in
Prozentsätzen oder in DM je 100 DM eingesetzten Kapitals ausge-
drückt werden kann.
(2) Eine umfassende Darstellung findet sich bei Assenmacher [1976].
(3) Die Gleichung lautet dann [Christensen, Jorgenson, 1969]:
kt = Vi
 (dt
 + V ~
 (qt - vi
}41
Unternehmen bei relativ steigenden Kapitalpreisen einen Vermögenszu-
wachs bei ihren bestehenden Anlagen erhalten. Dabei ist jedoch zu be-
rücksichtigen, daß eine Realisierung dieses Wertgewinns nur bei Verzicht
auf Neuinvestitionen möglich ist. Sind die Unternehmensziele dagegen auf
Substanzerhaltung oder gar Erweiterung der Produktionskapazität ausge-
richtet, so stellt dieser Wertzuwachs lediglich einen inflatorischen
Scheingewinn dar, der bei der Ersatzbeschaffung für abgeschriebene An-
lagen wieder zerrinnt (1). Daher wird hier auf diese Erweiterung ver-
zichtet.
Schließlich ist bei der Ermittlung des Kapitalnutzungspreises aus den
Opportunitätskosten die unterschiedliche steuerliche Belastung von Pro-
duktions- und Finanzanlagen zu berücksichtigen [Hall, Jorgenson, 1967].
Die Einkommen- oder Körperschaftsteuer kommt dabei nicht in Betracht,
denn sie fällt bei jeder Kapitalanlage an. Wird das Kapital jedoch in der
Produktion genutzt, so sind zusätzlich Produktionssteuern zu zahlen.
Dem stehen in der Regel Zinsgewinne durch ein zeitliches Auseinander-
fallen von steuerlicher und betriebswirtschaftlicher Abschreibung gegen-
über. Eine präzise Erfassung dieser Komponente der Kapitalkosten stößt
auf erhebliche meßtechnische Probleme, so daß hier davon abgesehen
werden soll (2).
Die so ermittelten Kapitalkosten sind seit I960 der Tendenz nach leicht
gestiegen. Darin kommen die gegenläufigen Effekte einer relativen Ver-
billigung neuer Anlagen sowie einer verkürzten Nutzungsdauer und damit
erhöhter Abschreibungen (3) zum Ausdruck. Bei den Zinsen wird nicht
unterschieden zwischen Selbst- und Fremdfinanzierung. Als repräsenta-
tive Größe wird die Umlaufsrendite für Industrieobligationen herangezo-
gen (4).
78. Die Ermittlung von Energiemengen und -preisen bringt weniger kon-
zeptionelle als statistische Probleme. Für die einzelnen Bereiche des
Bergbaus und des Verarbeitenden Gewerbes lassen sich die verfügbaren
Daten für einzelne Energieträger durch Umrechnung auf Wärmeeinheiten
vergleichsweise einfach zum gesamten Endenergieeinsatz aggregieren. Für
den Unternehmenssektor insgesamt liegen vergleichbare Angaben nicht
vor, so daß hier auf den Energieeinsatz aller Wirtschaftsbereiche (ver-
mindert um den Energieeinsatz im Verkehr) zurückgegriffen wird. Zur
(1) "Although individual investors can in principle realize these gains by
selling their ownership claims, society as a whole cannot realize such
gains" [Feldstein, Summers, 1977, S. 217]. Zur Problematik der in-
flatorischen Scheingewinne vgl. auch K.D. Schmidt et al. [1984,
S. 187 f.].
(2) Eine sehr detaillierte Darstellung der relevanten steuerpolitischen
Maßnahmen von 1967 bis 1973 gibt König [1976].
(3) Die Abschreibungen werden den Volkswirtschaftlichen Gesamtrech-
nungen entnommen. Dort sind die Abschreibungssätze auf die Wie-
derbeschaffungswerte bezogen, mit denen die tatsächlichen Kosten
der Kapitalnutzung besser erfaßt werden als in den Steuerbilanzen.
Sie sind daher in der Regel höher als die steuerrechtlich zulässigen
Abschreibungen, die vom Anschaffungspreis vorgenommen werden
müssen.
(4) Zur Berechnung von Kapitalkosten siehe auch Sachverständigenrat
zur Begutachtung der gesamtwirtschaftlichen Entwicklung [1980].42
Ermittlung der Energiepreise werden gewichtete Durchschnitte aus den
spezifischen Wärmepreisen der einzelnen Energieträger berechnet (1).
79. Tabelle 9 zeigt, daß der Faktor Arbeit, der sich am stärksten ver-
teuert hat, auch am stärksten eingespart wurde. Kapital dagegen wurde
relativ billiger; entsprechend stieg der Einsatz dieses Faktors. Energie
schließlich wurde bis 1972 zu real sinkenden Preisen angeboten, danach
trat eine kräftige Verteuerung ein. Infolgedessen stieg der Energieein-
satz bis 1973 und blieb in den folgenden Jahren etwa konstant. Bereits
diese grobe Skizze der Entwicklung seit 1960 weist auf deutliche Substi-
tutionsprozesse hin, mit denen die Unternehmen auf relative Preisände-
rungen reagiert haben.
80. Für jeweils ein Faktorenpaar lassen sich die Entwicklungen von Fak-
toreinsatzrelationen und relativen Faktorpreisen graphisch darstellen.
Schaubild 6 zeigt, daß sich die Substitution von Arbeit durch Kapital
über den gesamten Zeitraum relativ kontinuierlich vollzogen hat, auch
wenn in den siebziger Jahren die Beziehung zum Faktorpreisverhältnis
etwas lockerer geworden ist. Die Relation von Kapital zu Energie dage-
gen stand bis 1972 nicht in der erwarteten Beziehung zu den Faktorprei-
sen. Trotz real sinkender Energiepreise ist Kapital nicht durch Energie
ersetzt, sondern eher noch verstärkt eingesetzt worden. Eine starke
Streuung zeigt dieses Diagramm auch für die Jahre danach, doch gegen-
über dem Zeitraum 1960-1972 ist offensichtlich eine deutliche Verhaltens-
änderung eingetreten: Mit der Umkehrung der relativen Preisentwicklung
wurde die Substitution von Energie durch Kapital lohnend, und der rela-
tive Energieeinsatz wurde merklich reduziert.
Bis 1973 wurde Arbeit nicht nur durch Kapital ersetzt, sondern in star-
kem Maße auch durch Energie. Dies kann zugleich als Erklärung dafür
angesehen werden, daß in jenen Jahren keine Substitution von Kapital
durch Energie eingetreten ist. Die Einsparung von Arbeit hat die Substi-
tutionsprozesse dominiert. Nach 1973 wurde bei veränderten Faktorpreis-
relationen der Ersatz von Arbeit durch Energie zwar nicht rückgängig
gemacht, doch immerhin kam die Substitution zum Stillstand. Das läßt
darauf schließen, daß technologische Entwicklungslinien nicht innerhalb
weniger Jahre vollständig reversibel sind. Statt dessen kommt es bei
Trendumkehrungen bei den Preisen wohl eher zu einer Verlagerung der
Substitutionsschwerpunkte (2).
81. Als weiteres Ergebnis bleibt festzuhalten, daß bei der Analyse von
ölpreisbedingten Produktivitätseinbußen eine Trennung der Zeiträume vor
und nach 1973 vorzunehmen ist. Wird das nicht berücksichtigt und statt
dessen eine Trendschätzung der Substitutionselastizität zwischen Kapital
und Energie über einen längeren Zeitraum durchgeführt, so kann es zu
verzerrten Ergebnissen kommen, da sich die Substitutionselastizität nach
1973 möglicherweise geändert hat. Jorgenson beispielsweise, der Berech-
nungen für den Zeitraum von 1948 bis 1976 vorlegt, kommt unter der
(1) Die Preisangaben stützen sich auf BMWi [1981].
(2) Ähnliche Ergebnisse finden sich bei Fels, Schmidt [1981, S. 129 ff].
Sie stehen auch im Einklang mit der Feststellung des Ifo-Instituts,
wonach sich die Unternehmen bei ihren Rationalisierungsbemühungen
jeweils auf die Kostenschwerpunkte konzentrieren [vgl. Ifo-Institut
für Wirtschaftsforschung, 1981, S. 153 ff.].43
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(a) Unternehmen insgesamt ohne Wohnungsvermietung; in Preisen von 1976.
Quelle: Eigene Berechnungen.44
Annahme einer für diesen gesamten Zeitraum unveränderten Substitu-
tionselastizität zu dem Fehlschluß, daß Arbeit und Energie Substitute,
Kapital und Energie dagegen komplementäre Faktoren seien. Die Verteu-
erung von Energie hätte damit auch den Einsatz des komplementären
Faktors Kapital weniger lohnend gemacht und so die allgemeine Investi-
tionsschwäche der siebziger Jahre verursacht [Jorgenson, 1978; 1980;
1981].
82. Die hier dargestellten Ergebnisse lassen dagegen vermuten, daß aer
weitere Anstieg der Arbeitsproduktivität nicht nur durch die Investi-
tionsschwäche, sondern zusätzlich durch die Substitution von Energie
durch Kapital gebremst worden ist. Da die Investitionsschwäche im übri-
gen schon vor Beginn der Ölkrise sichtbar wurde, dürfte sie andere Ur-
sachen haben als die Energieverteuerung.
2. Zur Messung von Substitutionselastizitäten
83. Von zentraler Bedeutung für die Auswirkungen von Faktorpreisände-
rungen auf den Produktivitätsfortschritt ist die Substitutionselastizität.
Sie gibt an, wie stark das Faktoreinsatzverhältnis geändert wird, wenn
sich die Faktorpreisrelation ändert. Je stärker die Unternehmen auf Än-
derungen der relativen Preise mit einer Umstellung der Produktionstech-
nik reagieren, desto stärker steigt die Durchschnittsproduktivität des
verteuerten Faktors. Erkauft wird dieser Produktivitätsfortschritt des
substituierten Faktors mit einem verlangsamten Produktivitätsfortschritt
bei den übrigen Faktoren. Soll nicht nur die allgemeine Richtung der
Anpassungsprozesse dargestellt, sondern auch die ungefähre Größenord-
nung der Produktivitätseffekte von Faktorsubstitutionen abgeschätzt wer-
den, so ist eine Quantifizierung der Elastizitätskoeffizienten unerläßlich.
a. Aus Produktionsfunktionen abgeleitete Ansätze
84. Bestimmungsgleichungen für die Substitutionselastizität werden übli-
cherweise aus Produktionsfunktionen abgeleitet. Der beliebte Rückgriff
auf die Cobb-Douglas-Funktion scheidet hier aus, da es gerade um die
Messung der Substitutionselastizität geht, die in dieser Produktionsfunk-
tion mit Eins definiert ist. Als Alternative käme eine CES-Funktion in
Frage, die für drei Faktoren in ihrer allgemeinsten Form wie folgt darge-
stellt werden kann:
Y + r E = A (a K~
6 + b L~




Dabei stehen (Y + r E) für die Summe aus Bruttowertschöpfung und
Energieausgaben sowie K, L und E für Kapital, Arbeit und Energie; a, b
und c sind Verteilungsparameter, 6 ist ein Substitutions- und A ein Effi-
zienzparameter. Es läßt sich zeigen [Henderson, Quandt, 1973], daß die
Substitutionselastizität (e) zwischen jeweils zwei Faktoren gegeben ist
durch e = 1/(1 + 6).
Ein Grund für die häufige Verwendung dieser von Arrow et al. [1961]
eingeführten Funktion ist die mathematisch einfache empirische Schätzung45
der Substitutionselastizitäten (1). Sollen mehr als zwei Produktionsfakto-
ren berücksichtigt werden, so weist dieser Ansatz jedoch einen gravie-
renden Nachteil auf: Aus obiger Gleichung ist zu ersehen, daß die Sub-
stitutionselastizitäten zwischen allen Faktoren gleich groß sein müssen.
Empirisch ist aber jeweils nur eine paarweise Schätzung möglich. Ergeben
sich nun aus den Schätzungen der einzelnen Substitutionselastizitäten
unterschiedliche Werte für die verschiedenen Faktorpaare, so ist damit
indirekt der Beweis erbracht, daß ein CES-Ansatz nicht zulässig ist
[Schneider, 1982], Würden in Schaubild 6 Regressionsgeraden eingetra-
gen, so entsprächen die Steigungsparameter dieser Geraden den Substi-
tutionselastizitäten der jeweiligen Faktorpaare in einem CES-Modell. Das
Schaubild zeigt, daß von identischen Substitutionselastizitäten zwischen
den drei dargestellten Faktoren keine Rede sein kann.
85. Ein erster Schritt, unterschiedliche Substitutionselastizitäten zuzulas-
sen, ist die Kombination von zwei Funktionstypen in einer "CES-CD-
Funktion" [OECD, c]. Sie besteht aus einer inneren Cobb-Douglas-Funk-
tion für zwei Faktoren, die in eine CES-Funktion eingesetzt wird:
Y + r E = A (a(K
a L
1"")"
6 + (1 - a) E"V
1/
6
Die Substitutionselastizität zwischen Arbeit und Kapital ist in dieser
Funktion gleich Eins und nicht identisch mit der zwischen dem Arbeit-
Kapital-Bündel und Energie. Als Nachteil bleibt die Vernachlässigung un-
terschiedlicher Beziehungen zwischen Arbeit und Energie sowie Kapital
und Energie bestehen.
86. Einen formal eleganten Ausweg aus diesem Dilemma bietet die Ver-
wendung von "Translog-Funktionen" (2). Sie wurden Anfang der siebzi-
ger Jahre von verschiedenen Autoren unabhängig voneinander entwickelt
(3). Die Grundidee besteht darin, eine möglichst allgemeine Funktions-
form zu wählen, um die modellbedingten Restriktionen gering zu halten
(4). Da wenig spezifizierte Funktionen jedoch mathematisch sehr aufwen-
dig werden und empirisch kaum noch zu schätzen sind, wird nicht die
Produktionsfunktion direkt geschätzt, sondern eine Näherung dieser
Funktion. Diese Näherung wird mit Hilfe einer Taylorschen Reihe vorge-
nommen, wonach gilt:
f (x) = f (xQ) + j, f (xQ) (x - X()) + |, f" (xfl) (x - xQ)
2 + ...
An die Stelle der ursprünglichen Produktionsfunktionen treten hier die
Nullstellen der einzelnen Ableitungen, die mathematisch leichter darstell-
bar sind als die Ausgangsgleichung. Üblicherweise wird das Verfahren
nach der zweiten Ableitung abgebrochen, da es dann bereits eine recht
zuverlässige Näherung liefert (5).
(1) Unabhängig von diesen Autoren wurde die CES-Funktion entwickelt
von Brown [1962].
(2) Der Begriff wurde eingeführt bei Christensen et al. [1971].
(3) Außer Christensen et al. [1971] sind vor allem Griliches, Ringstad
[1971] zu nennen.
(4) Eine ausführliche Darstellung der mathematischen Grundlagen geben
Christensen et al. [1973]; siehe auch Jorgenson [1981].
(5) Das wird allerdings in Frage gestellt von Zweifel [1978],46
Theoretisch ist auf diese Weise nahezu jede beliebige Produktionsfunktion
darstellbar. Da es den Autoren jedoch in erster Linie um eine Auswei-
tung von CES-Ansätzen auf mehrere Faktoren mit unterschiedlichen Sub-
stitutionselastizitäten geht, werden eine Reihe üblicher .Annahmen aus
der herkömmlichen Produktionstheorie beibehalten. So ist beispielsweise
nach wie vor eine Grenzproduktivitätsentlohnung und damit die Identität
von Produktionselastizitäten und Verteilungsquoten unterstellt. Auch die
Annahme konstanter Substitutionselastizitäten wird beibehalten.
Bei der praktischen Anwendung dieses formal bestechenden Ansatzes zei-
gen sich jedoch einige deutliche Nachteile der Translog-Funktion. Bereits
bei Berücksichtigung von zwei Outputs, zwei Inputs sowie einer Fort-
schrittskomponente müssen für eine linear-homogene Translog-Funktion
insgesamt 34 Parameter geschätzt werden, ökonometrische Analysen sind
also nur möglich, wenn ein sehr großer Datensatz vorliegt (1) . Doch
selbst dann sind Verzerrungen der Ergebnisse durch Multikollinearität
nicht selten. Außerdem bleibt offen, wie diejenigen Koeffizienten, die
statistisch nicht signifikant sind, interpretiert werden sollen.
87. Die Grundzüge der Translog-Funktion sind hier vorgestellt worden,
um zu verdeutlichen, wie mit mathematisch verfeinerten Produktionsfunk-
tionen das Problem der Elastizitätsschätzung bei mehr als zwei Inputfak-
toren theoretisch angegangen werden kann (2). Für die praktische Ana-
lyse mit beschränktem Datensatz empfiehlt es sich dagegen, nach ökono-
metrisch robusteren Verfahren Ausschau zu halten. Im folgenden soll die
Ableitung von Schätzgleichungen für Substitutionselastizitäten aus Fak-
tornachfragefunktionen vorgestellt werden.
b. Aus Faktornachfragefunktionen abgeleiteter Ansatz
88. In der Außenhandelstheorie ist ein Ansatz entwickelt worden, der ei-
ne paarweise Schätzung der Substitutionselastizitäten zwischen drei Gü-
tern erlaubt, wobei im Gegensatz zum CES-Ansatz auch unterschiedliche
Werte für die jeweiligen Elastizitäten zulässig sind [Leamer, Stern, 1970;
Heitger, 1979]. Dieses Verfahren kann auch zur Analyse der Nachfrage
nach Produktionsfaktoren eingesetzt werden.
Die Nachfrage nach einem Gut läßt sich formal beschreiben als Funktion
des Preises dieses Gutes, der Preise aller anderen Güter und des Ein-
kommens. Das relative Gewicht der Güterpreise und des Einkommens wird
bestimmt von der direkten Preiselastizität der Nachfrage nach diesem Gut
(b), den Kreuzpreiselastizitäten gegenüber anderen Gütern (c, d) (3)
und der Einkommenselastizität (e) (4). Wird die Konstanz dieser Parame-
(1) Ein eindrucksvolles Beispiel der erforderlichen statistischen Vorar-
beiten liefern Gollop, Jorgenson [1980],
(2) Einen allgemeinen Überblick über andere, hier nicht diskutierten An-
sätze gibt McFadden [1978].
(3) Dabei ist unterstellt, daß die Kreuzpreiselastizitäten gegenüber allen
nicht in die Analyse aufgenommenen Gütern nicht von Null abwei-
chen.
(4) Bei Nachfragefunktionen für Produktionsfaktoren wäre es im Grunde
angemessener, statt von der Einkommenselastizität von der Produk-
tionselastizität der Nachfrage zu sprechen. Um Verwechslungen mit
der Produktionselastizität der Faktoren zu vermeiden, soll hier je-47
ter unterstellt, so läßt sich die Nachfrage der Unternehmen nach Kapital
(K), Arbeit (L) und Energie (E) wie folgt darstellen:
[1] In K = aj + bL In k + Cj In 1 + dj In r + ej In Y
[2] In L = a, + b. In 1 + c. In k + d. In r + e? In Y
[3] In E = a, + b3 In r + c. In k + d. In 1 + e. In Y
Dabei bezeichnen k, 1 und r die Preise der Faktoren Kapital, Arbeit und
Energie und Y die Wertschöpfung der Unternehmen.
89. Aus der Gleichung von Slutsky läßt sich ableiten, daß die Einkom-
menselastizität der Nachfrage eines Gutes stets dem negativen Wert der
Summe aus den Preis- und Kreuzpreiselastizitäten dieses Gutes gleicht









- (b3 + c3 + d3) = e3
Bei rein substitutiven Faktoren, deren Einsatzverhältnis allein von ihrem
Faktorpreisverhältnis bestimmt wird, müssen darüber hinaus die Kreuz-
preiselastizitäten zu dritten Faktoren sowie die Einkommenselastizitäten
identisch sein. Wenn also Kapital und Arbeit vollkommen gegeneinander
substituierbar sind, muß d, = d2 sein und e, = e,. Dann gilt:
[4] bl - c2 = - (Cl - b2)
Um zu einer Schätzgleichung für die Substitutionselastizität zwischen Ka-
pital und Arbeit zu gelangen, werden die Nachfragefunktionen [1] und
[2] voneinander subtrahiert:
[5] In K/L = (ai - a2) + (bj - cj In k + (^ - b2) In 1
+ (d1 - d2 ) In r + (ex - e2 ) In Y
Unter Verwendung von [4] reduziert sich [5] zu:
[6] In K/L = a + b In k/l + c In r + d In Y
90. Erweisen sich bei der empirischen Schätzung von [6] die Koeffizien-
ten c und d als nicht signifikant von Null verschieden, kann b als Sub-
stitutionselastizität zwischen Kapital und Arbeit interpretiert werden.
Dann entspricht [6] weitgehend einem Schätzansatz, wie er aus einer
CES-Funktion entwickelt würde, allerdings mit dem wesentlichen Unter-
schied, daß die Substitutionselastizitäten für die jeweiligen Faktorpaare
nicht identisch sein müssen. Weichen c oder d dagegen von Null ab, so
ist eine direkte Messung der Substitutionselastizität nicht möglich, da
doch an dem aus der Konsumtheorie entlehnten Begriff der Einkom-
menselastizität festgehalten werden.48
dann davon auszugehen ist, daß die Substitutionsbeziehungen zwischen
Kapital und Arbeit nicht nur von Kapitalkosten und Löhnen abhängen,
sondern überlagert sind von Energiepreis- oder Einkommensänderungen
(1). Entsprechende Gleichungen lassen sich aufstellen für die Substitu-
tion zwischen Kapital und Energie sowie zwischen Arbeit und Energie.
Vor der empirischen Anwendung dieses Ansatzes soll ein grundlegendes
Problem der Elastizitätsschätzung angesprochen werden, das für die In-
terpretation der Ergebnisse von Bedeutung ist.
c. Zur Problematik von Elastizitätsschätzungen aus Zeitreihen
91. Bei Elastizitätsschätzungen aus Zeitreihen ergibt sich häufig eine
klare Dominanz der Einkommensvariablen gegenüber den Preisvariablen.
Eine Analyse der Auswirkungen von Preisänderungen wird damit stark
erschwert. Aus diesem Phänomen den Schluß zu ziehen, Preise spielten
keine Rolle, erscheint jedoch verfehlt, denn eine Reihe methodischer Ar-
gumente spricht dafür, daß bei Zeitreihenanalysen die Einkommenselasti-
zitäten systematisch überschätzt und damit die Preiselastizitäten unter-
schätzt werden (2).
92. Das erste Argument betrifft Substitutionsvorgänge innerhalb der ein-
zelnen Aggregate: Relative Preisänderungen können beispielsweise zur
Substitution zwischen verschiedenen Kapitalgütern oder zwischen unter-
schiedlich qualifizierten Arbeitskräften führen, ohne daß dies in der glo-
balen Meßziffer Kapitalintensität zum Ausdruck kommt. So wurde für die
Investitionsgüterindustrie in der Bundesrepublik Deutschland eine engere
Substitutionsbeziehung zwischen einfacher Arbeit und Humankapital als
zwischen Arbeit insgesamt und Sachkapital festgestellt [Dicke, Weiss,
1978]. Der Einfluß von Preisänderungen wird also bei der Aggregation
von Produktionsfaktoren tendenziell unterschätzt.
93. Das zweite Argument bezieht sich auf Verzerrungen der Elastizitäts-
schätzung bei Schwankungen von Angebot und Nachfrage: Verschiebt
sich die in Schaubild 7 dargestellte Angebotskurve zwischen S und S'
und die Nachfragekurve zwischen D und D', so liegen die realisierten
Preis-Mengen-Kombinationen innerhalb des Parallelogramms ABCD. Wird
nun der Zusammenhang zwischen Preis- und Mengenänderungen regres-
sionsanalytisch geschätzt, so ergibt das die Regressionsgerade E (3).
Die Gerade E besitzt aber eine deutlich niedrigere Preiselastizität der
Nachfrage als D oder D'. Bei Schwankungen von Angebot und Nachfrage
wird damit die Preiselastizität in der Regel unterschätzt.
(1) Die Gültigkeit dieses Ansatzes könnte weiterhin dadurch einge-
schränkt sein, daß sich die einzelnen Parameter im Zeitverlauf än-
dern [Leamer, Stern, 1970, S. 58 f.]. Diesem Problem soll hier nur
insoweit Rechnung getragen werden, als die Analyse für die einzel-
nen Zeiträume, zwischen denen sich die Substitutionsbeziehungen of-
fenkundig grundlegend geändert haben, getrennt durchgeführt wird.
(2) Ausführlich diskutiert wird dieses Problem im Zusammenhang mit dem
"Elastizitätspessimismus" in der Außenhandelstheorie [Orcutt, 1950;
Corden, 1974, S. 181 ff.].
(3) Diese Darstellung wurde übernommen von Leamer und Stern [1970,
S. 30], die sich ihrerseits auf Orcutt [1950, S. 123] beziehen.49




94. Schließlich ist das Problem der Scheinkorrelation bei trendbehafteten
Reihen zu nennen: Die Einkommensvariable ist meist die einzige exogene
Größe in Zeitreihenanalysen, die eine trendmäßige Entwicklung einfangen
kann, da sie selbst meist wesentlich klarer einem Trend folgt als die re-
lativen Preise oder .Preisrelationen. Verändert sich nun auch die abhän-
gige Variable im Trend, so kommt es zu einer Scheinkorrelation zur Ein-
kommensgröße. Wirkt z.B. der technische Fortschritt im Sinne von Hicks
tendenziell arbeitssparend (und alle Anzeichen deuten trotz gewisser ka-
pitalsparender Effekte der Mikroelektronik immer noch darauf hin), so
wird sich auch ohne Änderung der Faktorpreisrelationen die Kapitalinten-
sität kontinuierlich erhöhen. Gegenüber der Einkommensvariablen ergibt
sich damit rein statistisch eine gute Anpassung, die den regressionsana-
lytischen Erklärungsbeitrag der relativen Preise reduziert. Da die ar-
beitssparende Tendenz des technischen Fortschritts wahrscheinlich ihrer-
seits mit den Faktorpreisen zusammenhängen dürfte, ergibt sich das pa-
radoxe Ergebnis, daß die trendmäßige Erhöhung der Kapitalintensität
meßtechnisch nicht den Faktorpreisen, sondern der Einkommenselastizität
zugerechnet wird.
95. Weitere Argumente könnten genannt werden, etwa die wechselseitigen
Kausalitäten zwischen Produktion und Faktoreinsatz, Unterschiede zwi-
schen kurz- und langfristigen Preiselastizitäten oder Mängel bei der sta-
tistischen Erfassung der relevanten Variablen. Als Ausweg käme eine
Schätzung von Preiselastizitäten nicht aus Zeitreihen, sondern aus inter-
nationalen Querschnitten in Betracht. Tatsächlich haben zahlreiche Un-
tersuchungen über die Einflüsse von Energiepreisen auf den Energieein-
satz zu dem Ergebnis geführt, daß die aus internationalen Querschnitten
geschätzten Preiselastizitäten durchweg höher liegen als die Schätzwerte
aus nationalen Zeitreihen [Pindyck, 1979; Griffin, 1979].
96. Verzerrte Parameter für die Einkommenselastizitäten verfälschen zu-
gleich Niveau und Signifikanz aller übrigen Werte. Daher wird in den
folgenden Schätzansätzen auf die Einkommensvariable verzichtet; d.h. es
wird unterstellt, daß die Einkommenselastizitäten der Nachfrage nach
Kapital, Arbeit und Energie gleich sind.50
Die Aussagekraft der Schätzergebnisse wird durch diese Vereinfachung
sicherlich eingeschränkt, denn es werden auch diejenigen Veränderungen
der Faktoreinsatzverhältnisse, die sich allein aus einem allgemeinen Ein-
kommensanstieg ergeben, als Anpassungsreaktionen an veränderte relati-
ve Preise interpretiert. Trotz dieser Einschränkung bleibt aber auch die
reduzierte Form von Gleichung [6] weit weniger restriktiv als etwa ein
herkömmlicher CES-Ansatz.
3. Empirische Ergebnisse
97. Die Substitutionsbeziehungen zwischen Kapital, Arbeit und Energie
wurden mit dem aus Faktornachfragefunktionen abgeleiteten Ansatz ge-
schätzt (Tabelle 10). Die Analyse bezieht sich nicht nur auf den Unter-
nehmenssektor insgesamt, sondern auch auf das Verarbeitende Gewerbe,
da zum einen die Datenbasis (vor allem für den Faktor Energie) hier zu-
verlässiger ist und zum anderen die Schätzung für zwei Sektoren statt
für einen eine gewisse Kontrolle der Schätzergebnisse ermöglicht (1).
98. Bereits die graphische Darstellung von Faktoreinsatz- und Faktor-
preisrelationen (Schaubild 6) hatte den Schluß nahegelegt, daß sich das
Verhalten der Unternehmen in bezug auf die Substitution zwischen Kapi-
tal und Energie sowie zwischen Arbeit und Energie bei steigenden Ener-
giepreisen grundlegend unterscheidet von ihrem Verhalten bei sinkenden
Energiepreisen. Daher wurden neben der Analyse über den Gesamtzeit-
raum 1960-1980 getrennte Untersuchungen für 1960-1972 und für 1973-
1980 durchgeführt. 1972 markiert dabei das Jahr mit dem niedrigsten re-
lativen Energiepreis.
99. Ober den gesamten Zeitraum erweisen sich nur Kapital und Arbeit als
reine Substitute, während zwischen Kapital und Energie keine signifikan-
te preisinduzierte Substitution feststellbar ist und die Substitution zwi-
schen Arbeit und Energie zumindest im Verarbeitenden Gewerbe auch
noch von der Veränderung der Kapitalkosten beeinflußt wird. Von 1960
bis 1972 wurde infolge relativer Preisänderungen Arbeit sowohl durch
Kapital als auch durch Energie substituiert, nicht dagegen Kapital durch
Energie.
Ab 1973 wurde zwar immer noch Arbeit durch einen gesteigerten Kapital-
einsatz eingespart, aber nicht mehr unabhängig von der Energiepreisent-
wicklung. Besonders einleuchtend wird dies anhand der Schätzergebnisse
für das Verarbeitende Gewerbe: In dieser Teilperiode erscheinen Kapital
und Energie als reine Substitute, während zwischen Arbeit und Energie
gar nicht mehr substituiert wird. Die Erhöhung der Energiepreise hat
somit den Kapitaleinsatz stärker begünstigt als den Arbeitseinsatz. Damit
gerät aber auch die direkte Relation zwischen Arbeit und Kapital unter
den Einfluß der Energiepreise, so daß keine unabhängige Substitutions-
elastizität zwischen Arbeit und Kapital mehr feststellbar ist. Der ent-
sprechende Koeffizient darf damit auch nicht als Substitutionselastizität
interpretiert werden.
(1) Das verwendete Zahlenmaterial für den Unternehmenssektor wurde
bereits oben vorgestellt und ist in Tabelle 9 enthalten. Für das Ver-
arbeitende Gewerbe sind die entsprechenden Angaben der Tabelle A3
zu entnehmen.51
Tabelle 10 - Substitutionsbeziehungen zwischen Kapital, Arbeit und



















































































































































(a) Unternehmen insgesamt ohne Mbhnungsvermietung. - (b) K - Nettoanlagevermögen, L - Ar-
beitsvolumsn, E - Energieeinsatz, k - Kapitalkosten, 1 - Bruttostundenlohn, r - Energie-
preis. t-Werte in Klannem; * signifikant bei 1 vH, + bei 5 vH, ° bei 10 vH Irrtumswahr-
scheinlichkeit .
Quelle: Eigene Berechnungen.
Der Tendenz nach zeigen sich diese Ergebnisse. auch für den gesamten
Unternehmenssektor. Die Analyse wird allerdings, erschwert durch hohe
Multikollinearität zwischen der Energie-Kapital-Preisrelation und dem
Bruttolohn. Als einziger Ausweg aus diesem ökonometrischen Problem
kommt eine Verlängerung des Untersuchungszeitraumes in Betracht
[Kmenta, 1971, S. 387 ff.]. Daher wird die Gleichung für die Energie-
Kapital-Relation im Unternehmenssektor in Tabelle 10 nicht für 1973 bis
1980, sondern für 1966 bis 1980 geschätzt. So ergibt sich auch hier eine
signifikante Substitutionsbeziehung zwischen Energie und Kapital, sie ist
aber deutlich beeinflußt von der Lohnentwicklung. Der Koeffizient b
kann damit nicht als Substitutionselastizität aufgefaßt werden.52
100. Im ganzen werden durch diese Regressionsergebnisse die oben aus
Schaubild 6 gezogenen Schlußfolgerungen bestätigt: Einsatz sowohl von
Kapital als auch von Energie zur Reduzierung der Arbeitsintensität in
den sechziger und frühen siebziger Jahren; Einsatz von Kapital zur Sub-
stitution von Arbeit und Energie seit der ersten ölpreiskrise.
101. Oberraschen mag im Vergleich zu Untersuchungen anderer Autoren
das hohe Niveau der Substitutionselastizität von Kapital und Arbeit (1).
Das könnte einmal damit zusammenhängen, daß hier nur relativ hoch ag-
gregierte Bereiche untersucht werden, bei denen nicht nur der gewich-
tete Durchschnitt der Substitutionselastizitäten der einzelnen Branchen in
die Rechnung eingeht, sondern auch die Faktorsubstitution durch Verän-
derung der Branchenstruktur. Es ist zu erwarten, daß die Substitu-
tionselastizitäten in den einzelnen Branchen tendenziell niedriger sind als
in der jeweiligen Obergruppe.
Zum zweiten zeigt sich, daß die Verwendung von Nutzungskosten als
Preis des Kapitals zu höheren Substitutionselastizitäten führt, als der
häufig als Approximation verwendete Zins. Da beim Zinskonzept im Ge-
gensatz zum Nutzungskostenkonzept nicht die im Zeitverlauf gestiegenen
Abschreibungssätze berücksichtigt werden, wird die Veränderung des
Faktorpreisverhältnisses mit einer Lohn-Zins-Relation überschätzt und die
Substitutionselastizität dementsprechend zu niedrig ausgewiesen. Auch
bei Verwendung von Verteilungsquoten, die aus dem Nettosozialprodukt
zu Faktorkosten berechnet werden, kann die Substitutionselastizität un-
terschätzt werden, und zwar dann, wenn erhöhte Kapitalkosten durch ei-
ne Gewinnkompression aufgefangen werden. Die Profitquote bliebe dann
unverändert, obwohl der Faktor Kapital einen höheren Anteil des Sozial-
produkts beansprucht.
102. Im Vergleich zu Kapital und Arbeit sind die Substitutionselastizitä-
ten von Kapital und Energie sowie von Arbeit und Energie deutlich nied-
riger. Dies könnte damit zusammenhängen, daß die Veränderung der
Faktorpreisrelationen bei den letztgenannten Faktorpaaren einem starken
Umschwung unterworfen war. Die Produktionstechnik mußte nach 1973
auf eine Reduzierung der Energieintensität umgestellt werden, während
in den Jahren zuvor das Gegenteil profitabel gewesen war. Sollte der
Anstieg des relativen Energiepreises in Zukunft andauern, so ist mit ei-
ner weiteren Anpassung der Technologie zu rechnen, die den Ersatz von
Energie erleichtert (2).
Als wichtigstes Ergebnis dieser Analyse ist festzuhalten - und das
unterscheidet sie von vielen anderen Untersuchungen zu diesem Thema
(3) -, daß Kapital und Energie nicht als komplementäre Faktoren, son-
dern als Substitute anzusehen sind.
(1) Deutlich niedrigere Werte ermittelten z.B. Pusse [1980] sowie Frohn
et al. [1973]. In einer historischen Untersuchung für die Zeit von
1850 bis 1913 ermittelt Gahlen [1968, S. 129 ff.] allerdings Substitu-
tionselastizitäten von deutlich über Eins.
(2) Auf den Zeitbedarf der Substitution wird auch hingewiesen bei
Nordhaus [1982].
(3) Siehe außer den bereits erwähnten Arbeiten von Jorgenson (Ziff. 81)
zum Beispiel Bern dt, Wood [1979]. Für eine ausführliche Übersicht
empirischer Studien siehe Kirchgäßner [1980].53
II. Auswirkungen der Energieverteuerung
103. Die schlagartige Verteuerung von Energie hat den Anstieg der Ar-
beitsproduktivität auf zweierlei Weise beeinträchtigt: Zum einen wurde
Kapital, das bei stabilen Energiepreisen zur Steigerung der Arbeitspro-
duktivität zur Verfügung gestanden hätte, bei der Substitution von
Energie gebunden. Zum zweiten hätte der technische Fortschritt vermut-
lich eine andere Richtung genommen, wenn nicht die Entwicklung ener-
giesparender Technologien in den Vordergrund getreten wäre. Stärkere
Akzente bei arbeitssparenden Innovationen und bei neuen Produkten wä-
ren zu erwarten gewesen.
104. Gelegentlich wird argumentiert, daß die Produktivitätseffekte der
Energieverteuerung kaum von Bedeutung sind, da die Energieausgaben
für die gesamten Kosten der Unternehmen nur eine geringe Rolle spielen:
"The direct energy input is simply too small, percentagewise, to explain
the sizeable changes that have taken place in productivity growth"
[Bruno, 1981, S. 2]. Die Aufwendungen für Endenergie machten im Un-
ternehmenssektor (ohne Wohnungsvermietung) 1980 etwa 6 vH der Brut-
towertschöpfung aus. Daß trotz dieses geringen quantitativen Gewichts
der starke Anstieg des relativen Energiepreises gegenüber 1973 zu merk-
lichen Einbußen beim Fortschritt der Arbeitsproduktivität geführt hat,
soll im folgenden dargestellt werden.
7. Produktivitätseffekte des Energiesparens
105. Die Energieverteuerung hat nicht alle Energieträger gleichmäßig be-
troffen. Zwar besteht ein gewisser Preisverbund zwischen den verschie-
denen energetischen Rohstoffen, vor allem zwischen öl und Gas, doch
die Preisschübe beim öl wurden nur unvollständig auf die übrigen Ener-
gieträger übertragen (Tabelle 11). Infolgedessen kam es zu ausgeprägten
Substitutionsvorgängen zu Lasten des Heizöls. Vor allem Gas wurde ver-
stärkt in Anspruch genommen, aber auch der Anteil des Stroms am ge-
samten Energieeinsatz ist deutlich gestiegen. Die Verwendung von Kohle
nahm dagegen nicht nur aus technischen Gründen weniger zu als auf-
grund der Preisentwicklung zu erwarten gewesen wäre, sondern auch
wegen immer noch bestehender Importhemmnisse [Fels, Neu, 1980].
Diese Flexibilität ermöglichte es den Unternehmen, den Preisanstieg für
ihren gesamten Energieeinsatz zwischen 1973 und 1980 auf 136 vH zu be-
schränken. Im Verarbeitenden Gewerbe stieg der Durchschnittspreis ei-
ner Wärmeeinheit sogar "nur" um 116 vH. Im Vergleich zur Preisentwick-
lung der Bruttowertschöpfung entspricht das einer relativen Energiever-
teuerung von 75 vH bei den Unternehmen sowie von 64 vH im Verarbei-
tenden Gewerbe (1). Doch auch diese Substitution innerhalb des Ener-
giebereichs war nicht kostenlos, denn der Übergang zu preisgünstigeren
Energieträgern erfordert in aller Regel Investitionen zur Umrüstung der
Produktionsanlagen. Vergleichsweise einfach und damit kostengünstig ist
das Umstellen von öl auf Gas; der Ersatz von öl durch Kohle oder Strom
erfordert dagegen meist einen deutlich höheren Investitionsaufwand.
(1) Berechnet aus Tabelle 9 sowie Tabelle A3.54
Tabelle 11 - Preisentwicklung und Einsatzanteile verschiedener Energie-





















37,6 31,1 9,5 6,9
13,5 9,5 31,7 24,2
18,0 25,5 14,5 21,2
15,7 14,1 29,0 29,4
15,2 19,8 15,3 18,3
(a) Die Preisangaben beziehen sich bei leichtem und schwerem Heizöl auf Verkaufs-
preise (einschließlich Verbrauchssteuern, ohne Mehrwertsteuer) frei Düsseldorf bei
Abnahme von 201-2000 t, bei Gas und Strom auf Durchschnittserlöse des Absatzes an
Sonderabnehmer sowie bei Kohle auf den Großabnehmerpreis für Ruhrkohle frei Düssel-
dorf.
Quelle: Sachverständigenrat zur Begutachtung der gesamtwirtschaftlichen
Entwicklung [1981]. - Statistisches Bundesamt [a]. - Eigene Be-
rechnungen .
106. Wichtiger als der Ersatz von öl durch billigere Energieträger war
jedoch die Reduzierung des gesamten Energieeinsatzes (1). Wurden 1973
im Unternehmenssektor für eine Einheit des Sozialprodukts (eine Mill. DM
in Preisen von 1976) noch 247 t SKE benötigt, so waren es 1980 nur
noch 201 t SKE. Unter bestimmten Annahmen können die Konsequenzen
dieser preisinduzierten Steigerung der Energieproduktivität für die Ent-
wicklung der Arbeitsproduktivität theoretisch überprüft werden.
107. Als Ansatzpunkt einer solchen Rechnung dient eine Produktions-
funktion für das Jahr 1980, die auch Energie als Produktionsfaktor er-
faßt. Mit ihr sollen ein hypothetischer Energieeinsatz, der sich bei ge-
genüber 1973 unveränderten relativen Preisen ergeben hätte, sowie ein
hypothetisches Sozialprodukt, das mit diesem erhöhten Energieeinsatz
produzierbar gewesen wäre, berechnet werden. An sich wären Aussagen
darüber erforderlich, inwieweit sich bei niedrigeren Energiepreisen auch
andere Einsatzmengen von Kapital und Arbeit ergeben hätten und wie die
Form der Produktionsfunktion von einem weniger energiesparenden tech-
nischen Fortschritt beeinflußt worden wäre. Zur Vereinfachung soll je-
doch mit dem im Jahre 1980 tatsächlich realisierten Einsatz von Kapital
und Arbeit gerechnet werden, und auch die Effekte eines möglicherweise
weniger energiesparenden Fortschritts werden vernachlässigt. Bei der
Interpretation der Ergebnisse wird allerdings auf diese Einschränkungen
zurückzukommen sein.
(1) Auf große Einsparmöglichkeiten beim Energieeinsatz verweist vor al-
lem Meyer-Abich [1979].55
Eine zentrale Rolle nehmen in diesem Ansatz die Substitutionselastizitäten
ein. Aus den in Tabelle 10 dargestellten Schätzergebnissen läßt sich für
den Zeitraum von 1973 bis 1980 die Elastizität der Substitution zwischen
Energie und Kapital jedoch nur für das Verarbeitende Gewerbe entneh-
men, so daß die folgenden Berechnungen auf diesen Wirtschaftsbereich
beschränkt bleiben sollen. Die Substitution von Energie durch Arbeit hat
dagegen, wie oben gezeigt, in diesem Zeitraum keine Rolle gespielt, so
daß sie hier vernachlässigt werden soll.
108. Die Ergebnisse der Modellrechnung sind in Tabelle 12 wiedergege-
ben. Die preisbedingte Reduzierung des Energieeinsatzes läßt sich er-
mitteln aus der relativen Verteuerung von Energie und der Substitu-
tionselastizität. Daraus errechnet sich unmittelbar der hypothetische
Mehreinsatz an Energie, wobei der tatsächliche Energieeinsatz 1980 gleich
100 vH gesetzt wird. Die Ausgaben für Energie hätten jedoch trotz die-
ses höheren Einsatzes nicht 32,6 Mrd. DM, sondern wegen der unter-
stellten Konstanz der relativen Preise nur 30,4 Mrd. DM betragen. Die
Produktionselastizität der Energie läßt sich bei Entlohnung dieses Faktors
zu seinem Grenzprodukt am wertmäßigen Anteil der Energie an der um
den Energieaufwand erweiterten Bruttowertschöpfung ermessen. Maßge-
bend ist die Elastizität des Jahres 1980, denn in ihr kommt der in jenem
Jahr erreichte Stand der Produktionstechnik am ehesten zum Ausdruck.
Die Summe aus Bruttowertschöpfung und Energieaufwand im Verarbeiten-
den Gewerbe hätte somit bei einem um 39,7 vH höheren Energieeinsatz
und einer Produktionselastizität von 7,1 vH um 2,8 vH höher ausfallen
können. Statt 458,5 Mrd. DM hätte sie dann 471,4 Mrd. DM betragen.
Werden davon die hypothetischen Aufwendungen für Energie abgezogen,
so verbleibt eine hypothetische Wertschöpfung von 441,0 Mrd. DM; ein
Wert, der um 3,5 vH über dem tatsächlich realisierten Wert liegt. Die
Arbeitsproduktivität im Verarbeitenden Gewerbe, die 1980 einen Wert von
27,3 DM pro Stunde erreichte, hätte also 28,3 DM pro Stunde (27,3 •
1,035) betragen. Gegenüber 1973, mit einer Arbeitsproduktivität von
21,0 DM pro Stunde, entspräche dies einem zusätzlichen Produktivitäts-
anstieg von insgesamt 4,8 vH oder von jahresdurchschnittlich 0,7 vH
(1).
109. Nach dieser Überschlagsrechnung erklärt die Energieverteuerung
knapp ein Drittel der Abschwächung des Produktivitätsfortschritts im
Verarbeitenden Gewerbe (2). Wäre die Substitutionselastizität zwischen
Kapital und Energie im Unternehmenssektor insgesamt bekannt, so ergäbe
sich vermutlich ein ähnlicher Wert, denn sowohl das Ausmaß der Ener-
(1) Zum Vergleich: Die Deutsche Bundesbank [b] berechnet mit einem
vereinfachten Ansatz allein aufgrund des ölpreisschubs von 1979 eine
Minderung des Anstiegs der Arbeitsproduktivität von 0,1 Prozent-
punkten für 1979 und von 1,0 Prozentpunkten für 1980. Bruno
[1982, S. 12] ermittelt für das Verarbeitende Gewerbe im Durch-
schnitt von zehn Industrieländern einen Anteil der Energie- und
Rohstoff Verteuerung an der Produktivitätsschwäche von 57 vH. Für
die Bundesrepublik Deutschland gibt er einen Wert von 42 vH an.
(2) Die Arbeitsproduktivität im Verarbeitenden Gewerbe stieg von 1960
bis 1973 um jahresdurchschnittlich 6,1 vH, von 1973 bis 1980 um 3,8
vH [vgl. Statistisches Bundesamt, b].56
gieverteuerung als auch die Steigerung der Energieproduktivität ent-
sprach etwa der im Verarbeitenden Gewerbe.
Tabelle 12 - Produktivitätseffekte der Energieverteuerung im Verarbei-
tenden Gewerbe 1973-1980 (a)
Verteuerung von Energie gegenüber Kapital(b) 49,9 vH
Substitutionselastizität von Energie und Kapital(c) - 0,57
Preisbedingte Reduzierung des Energieeinsatzes
(49,9 • 0,57) 28,4 vH
Hypothetischer Mehreinsatz von Energie
(100/(100 - 28,4) - 1) • 100 39,7 VH
Wertschöpfung 1980 425,9 Mrd. DM
Energieaufwand 1980 (b) 32,6 Mrd. DM
Hypothetischer Energieaufwand 1980
(32,6 • 1,397/1,499) 30,4 Mrd. DM
Produktionselastizität der Energie 1980
(32,6/(425,9 + 32,6)) • 100 7,1 vH
Hypothetische Sunme aus Wertschöpfung und Energieaufwand 1980
(1 + 0,397 • 0,071) • (425,9 + 32,6) 471,4 Mrd. DM
Hypothetische Wertschöpfung 1980
(471,4 - 30,4) 441,0 Mrd. DM
Differenz zwischen hypothetischer und tatsächlicher Wert-
schöpfung 1980
(441,0/425,9 - 1) • 100
Jahresdurchschnittliche Produktivitätsminderung 1973-1980





110. Diese Modellrechnungen können natürlich nur grobe Anhaltspunkte
für die Dimension der Produktivitätseffekte liefern. Zum einen ist zu be-
rücksichtigen, daß die Höhe der Substitutionselastizität aus einer ver-
gleichsweise kurzen Zeitreihe geschätzt wurde. Zum anderen, und das
erscheint gravierender, ist hier nur ein Teilaspekt der Anpassung an
das teure Ol herausgegriffen - der verringerte relative Energieeinsatz.
Dabei wurde ein exogen gegebener Bestand an Kapital und Arbeit unter-
stellt, um die Substitutionseffekte in aller Reinheit darstellen zu können.
111. Vermutlich hat die Energieverteuerung die Investitionsschwäche der
siebziger Jahre noch verstärkt, denn die Rentabilität der Produktionen,
für die Energie benötigt wurde, ist gesunken. Dieser Primäreffekt wurde
zwar vermindert durch positive Investitionsimpulse, die von der Umrü-57
stung auf energiesparende Anlagen ausgegangen sind. Per Saldo dürfte
die Energieverteuerung aber mehr Investitionschancen vernichtet als neu
geschaffen haben.
112. Ebenfalls unberücksichtigt geblieben sind Veränderungen beim tech-
nischen Fortschritt. Der mögliche Input in die Forschung ist nicht belie-
big steigerbar, sowohl hinsichtlich der zur Verfügung stehenden finan-
ziellen Mittel als auch in Bezug auf das Angebot an qualifiziertem For-
schungspersonal. Die Konzentration auf energiesparende Technologien
wird zwangsläufig zu einer Vernachlässigung arbeitssparender techni-
scher Neuentwicklungen geführt haben.
113. Einem möglichen Mißverständnis sei vorgebeugt: Rein rechnerisch
fällt bei derartigen Berechnungen die Produktivitätsminderung um so hö-
her aus, je größer die Substitutionselastizität ist. Daraus kann nun al-
lerdings nicht geschlossen werden, die Energieeinsparung selbst sei die
Ursache der Produktivitätsschwäche. Wäre trotz steigender Energiepreise
nicht substituiert worden, hätte das eine drastisch verschlechterte Wett-
bewerbsposition der energieintensiven Produzenten sowohl gegenüber fle-
xibleren Anbietern der eigenen Branche als auch gegenüber sämtlichen
relativ energieunabhängigen Produzenten im In- und Ausland zur Folge
gehabt. Dann wären aber die strukturellen Reibungsverluste und damit
auch die Produktivitätseinbußen vermutlich noch höher gewesen. Ursache
der Produktivitätsschwäche ist also die Energieverteuerung und nicht die
daraus folgende Reaktion auf veränderte relative Preise. Diese Berech-
nungen zeigen jedoch, daß auch eine erfolgreiche Anpassung Kosten ver-
ursacht, die nicht zuletzt bei der Verlangsamung des Produktivitätsfort-
schritts des Faktors Arbeit zu Tage treten.
2. Sektorale Anpassungsreaktionen
114. Die Dringlichkeit einer Anpassung an die Energieverteuerung von
1973/74 wurde zunächst von vielen unterschätzt: Mit der Vorstellung ei-
nes baldigen Zusammenbruchs des OPEC-Kartells verband sich die Hoff-
nung auf eine Rücknahme der Preiserhöhungen. Erst der zweite drasti-
sche Preisanstieg von 1979 machte allgemein deutlich, daß die ölpreise
neben einer Monopolrente auch noch eine erhebliche Knappheitsrente ent-
halten und daß von daher auch in Zukunft mit hohen Energiekosten ge-
rechnet werden muß. Die zunächst noch zögernd betriebene Politik des
"Weg vom öl" kam somit erst in den letzten Jahren richtig in Gang (1).
115. Die veränderten Zukunftserwartungen wirkten sich deutlich auf die
Investitionsplanung der Unternehmen aus. Mitte der siebziger Jahre ga-
ben nur 16 vH der befragten Unternehmen des Verarbeitenden Gewerbes
an, aus Gründen der Energie- und Rohstoffverteuerung Investitionen
(1) Die Fehleinschätzung der Entwicklung am Energiemarkt zeigt sich
auch am Beispiel der Mineralölindustrie. Obwohl der Rohölverbrauch
in der Bundesrepublik 1973 seinen absoluten Höhepunkt erreichte,
wurden die Raffineriekapazitäten in Erwartung einer baldigen Erho-
lung noch bis 1978 zügig ausgebaut. Die Folge ist eine bis heute an-
haltende starke Unterauslastung der Produktionsanlagen in dieser
Branche [BMWi, 1981, S. 29 und S.. 52].58
durchgeführt zu haben. Von 1976 bis 1980 waren es bereits 25 vH, und
in den kommenden Jahren wollen fast die Hälfte der Unternehmen inve-
stieren, um ihre Abhängigkeit von Energie- und Rohstpffinputs zu ver-
mindern (Tabelle 13). Bei der Interpretation dieser Umfrageergebnisse
ist allerdings zu berücksichtigen, daß auch die Bedeutung fast aller an-
deren Investitionsanlässe heute höher eingeschätzt wird als früher. Doch
die Energieverteuerung ist immerhin vom relativ unwichtigsten zum zweit-
wichtigsten Investitionsanlaß aufgerückt (1).

























116. Vergleichbare Umschichtungen zeigen sich auch bei den Forschungs-
budgets der Unternehmen. Vollständig erfaßt sind die energiebezogenen
Forschungsausgaben lediglich für die Unternehmen in den Vereinigten
Staaten; die dort zu beobachtende Steigerung dürfte jedoch der Tendenz
nach auch für die Forschung in der Bundesrepublik gelten (Tabelle 14).
117. Trotz höherer Kostensteigerung im Vergleich zu anderen Branchen
mußten nicht alle energieintensiven Bereiche Positionsverluste bei der
Produktion hinnehmen. Insgesamt ging zwar der Anteil dieser Branchen
an der Bruttowertschöpfung des Verarbeitenden Gewerbes von 1973 bis
1978 leicht zurück, doch konnten einige der energieintensivsten Bran-
chen ihren Anteil sogar noch ausbauen (Tabelle 15) (2). Dennoch wurde
die Energieproduktivität im Verarbeitenden Gewerbe seit 1973 deutlich
erhöht. In jenem Jahr wurden noch 297 t SKE für eine Wertschöpfung
von einer Mill. DM (in Preisen von 1976) benötigt, 1978 waren es nur
noch 249 t SKE (vgl. Tabelle A3 und Statistisches Bundesamt [b]). Die-
se Spareffekte wurden nicht durch Strukturverschiebungen zwischen den
(1) Einige Ansätze zur Messung des energiepreisbedingten Investitions-
bedarfs sind dargestellt bei Volkmann [1979].
(2) Als energieintensive Wirtschaftsbereiche wurden diejenigen herausge-
griffen, bei denen die Relation der Energieausgaben zur Bruttowert-
schöpfung zu Beginn der Energiepreiskrise über dem Durchschnitt
des Verarbeitenden Gewerbes lag. Für die Wirtschaftsbereiche außer-
halb des Bergbaus und des Verarbeitenden Gewerbes liegen entspre-
chende Angaben nicht vor.59
Tabelle 14 - Industrielle Aufwendungen für Energieforschung in den


































































Quelle: National Science Foundation [lfd. Jgg.].
Branchen erzielt, sondern vorrangig durch eine erhöhte intrasektorale
Energieproduktivität.
118. Entsprechend ihrer Kosten- und Nachfragestruktur sowie ihrer
technischen Möglichkeiten haben die einzelnen Branchen sehr unter-
schiedliche Strategien zur Energieeinsparung verfolgt. Zwei Gruppen las-
sen sich unterscheiden: In der einen (die oberen fünf Branchen in Ta-
belle 15) fand eine ausgeprägte Substitution von Energie durch Kapital
statt. Bei den übrigen energieintensiven Branchen ist die Kapital-Ener-
gie-Relation zum Teil sogar gesunken. Einen nennenswerten Ersatz von
Energie durch Arbeit hat es dagegen in keinem Wirtschaftsbereich gege-
ben. Dafür war es offenbar in nahezu allen Branchen möglich und loh-
nend, Arbeit durch Kapital zu ersetzen.
119. Von der Kostenseite her wäre in der gesamten Industrie eine Sub-
stitution von Energie durch Kapital angezeigt gewesen. Wo dies nicht ge-
schah, sind produktionstechnische Restriktionen zu vermuten. So werden
Kohlen- und Kohlenwasserstoffe in der Chemischen Industrie in starkem
Maße auch für nichtenergetische Zwecke eingesetzt. Ein Ersatz dieser In-
puts würde die Entwicklung völlig neuer Produktionslinien erfordern.
Zugleich ist die Chemische Industrie auf eine vergleichsweise preisunela-
stische Nachfrage gestoßen, die ihr die Weitergabe der höheren Kosten
an die Abnehmer erlaubte. In der NE-Metallindustrie sowie der Papier-
und Pappeerzeugung traten bedeutende technische Neuerungen auf, die
eine gleichzeitige Reduzierung des Kapital- und Arbeitseinsatzes pro Pro-
dukteinheit erlaubten [Müller-Ohlsen, 1981; Horvath, 1980]. Hier wurde
die Energieproduktivität nicht durch Substitution, sondern durch eine
höhere Totalproduktivität gesteigert. Lediglich die Gießereien sowie die
Holzbearbeitung haben recht unelastisch auf die Energieverteuerung rea-
giert, so daß hier die Energieproduktivität sogar gesunken ist.60















































































































i Snderungsraten. Arbeitseinsatz: Geleistete
werbstätigen. Kapitaleinsatz: Bruttoanlagevermägen in Preisen


















Quelle: Statistisches Bundesamt [a; b].
120. Insgesamt zeigt sich somit auf Branchenebene ein deutlich hetero-
generes Bild als für den gesamten Unternehmenssektor. Nahezu überall
ist jedoch eine ausgeprägte Energieeinsparung zu verzeichnen, auch
wenn die Wege zu diesem Ziel unterschiedlich waren. Bemerkenswert er-
scheint, daß auch in den Bereichen, in denen die Energiekosten kaum
ins Gewicht fallen, die Energieproduktivität erhöht wurde. So stieg im
Investitionsgütergewerbe (das 1973 eine Energiekostenbelastung der
Wertschöpfung von lediglich 1,8 vH aufwies) die Energieproduktivität um
jährlich 2,5 vH, also um nicht viel weniger als im Verarbeitenden Gewer-
be im Durchschnitt (vgl. Statistisches Bundesamt [a; b]).
Es ist nicht möglich, energieintensive mit besonders von der Produktivi-
tätsschwäche betroffenen Branchen gleichzusetzen, da die sektorale Pro-
duktivitätsentwicklung von zahlreichen weiteren Faktoren abhängt. Den-
noch ist aufgrund der beobachteten Substitutionsvorgänge davon auszu-
gehen, daß gerade in den energieintensiven Branchen ohne die ölpreis-
krise ein höherer Produktivitätsfortschritt möglich gewesen wäre.61
121. Die künftigen Auswirkungen auf die Arbeitsproduktivität werden
zum einen davon abhängen, welcher Preis in den nächsten Jahren für
Energie zu zahlen sein wird. Zum anderen ist entscheidend, inwieweit
der energiepreisbedingte Anpassungsbedarf bereits heute gedeckt ist.
Seit 1973 haben deutliche Reaktionen beim Investitionsverhalten sowie in
der Forschung stattgefunden; die Frage ist, ob diese Anstrengungen
ausreichend waren.
122. Als Frühindikator technischer Entwicklungslinien kann die Patent-
statistik des Deutschen Patentamts dienen. Zum einen sind die benötigten
Informationen ohne große Verzögerung verfügbar, zum anderen zeigen
die Patentaktivitäten der Unternehmen einen gewissen Vorlauf zu den In-
vestitions- und Produktionsaktivitäten (1). Aus den insgesamt 118 Klas-
sen der Internationalen Patentklassifikation wurden acht Bereiche heraus-
gegriffen, die in besonderem Maße mit der rationellen Nutzung von Ener-
gie verknüpft sind (Tabelle 16). In all diesen Klassen zeigt sich die zu-
nehmende Bedeutung der energiebezogenen Forschung im Zeitverlauf. Die
Entwicklung in den letzten Jahren ist jedoch nicht einheitlich: Während
Tabelle 16 - Patentanmeldungen (a) beim Deutschen Patentamt in ausge-
wählten Klassen 1972-1982 (vH)
Patentklasse(b), Bezeichnung




F 23 Feuerungen, Verbrennungs-
verfahren
F 24 Heizung, Herde, Lüftung
F 28 Wärmeaustausch allgemein
G 21 Kernphysik, Kerntechnik



























































Quelle: Deutsches Patentamt [versch. Jgg.; unveröffentliches Zahlen-
material].
(1) Zur Aussagekraft von Patentdaten vgl. Fels, Schmidt [1981, S. 77
ff.].62
das relative Gewicht einiger Klassen auch nach 1980 noch zunahm, ist
für diese acht Klassen insgesamt schon wieder ein Rückgang zu ver-
zeichnen.
123. Die technologischen Potentiale zum sparsameren Umgang mit Energie
sind sicher bei weitem noch nicht ausgeschöpft, doch die Umorientierung
der Forschungsarbeiten auf die neuen Kostenstrukturen scheint weitge-
hend vollzogen. Jetzt kommt es darauf an, das neu gewonnene technische
Wissen im Produktionsprozeß anzuwenden - und das erfordert vor allem
die vermehrte Bereitstellung von Kapital zur Substitution von Energie.
III. Quantität und Qualität des eingesetzten Kapitals
124. Die Kapitalausstattung der Arbeitsplätze entscheidet wesentlich dar-
über, welches Produktionsergebnis pro Arbeitsstunde erbracht werden
kann. Ein Rückgang der Investitionsneigung - wie er in der Bundesre-
publik nunmehr seit fast zehn Jahren festzustellen ist - kann daher
nicht ohne Auswirkungen auf die Arbeitsproduktivität bleiben. Dabei
kommt es jedoch nicht nur darauf an, wieviel investiert wird, sondern
auch auf Struktur und Qualität der neuen Anlagegüter.
125. Für einen verlangsamten Produktivitätsfortschritt infolge der Inve-
stitionsschwäche spricht, daß
- bei unveränderter Kapitalproduktivität die Arbeitsproduktivität unmit-
telbar mit der Kapitalintensität verknüpft ist (1);
- bei nachlassender Investitionstätigkeit und daraus folgender Überalte-
rung des Kapitalstocks die Einbeziehung der jeweils neuesten Technik
in den Produktionsprozeß erschwert wird;
- die Anreize, neue oder verbesserte Investitionsgüter zu entwickeln,
sinken, da die entsprechenden Absatzmärkte stagnieren.
Diese produktivitätsmindernden Effekte können gedämpft werden, wenn
- die Investitionsschwäche von einer Reduzierung des Arbeitseinsatzes
begleitet wird;
- die technologische Qualität der neuen Kapitalgüter so stark zunimmt,
daß es zu einem Anstieg der Kapitalproduktivität kommt oder zumindest
ein Rückgang der Kapitalproduktivität gebremst wird.
7. Rückgang der Investitionsquoten
126. Die Bruttoanlageinvestitionen der Unternehmen in der Bundesre-
publik Deutschland sind in den siebziger Jahren real nur noch langsam
gestiegen. Gegenüber einer jahresdurchschnittlichen Zuwachsrate von 5,1
vH im Zeitraum 1960-1971 war für die Jahre danach bis 1981 nur noch
ein Zuwachs von 1,3 vH pro Jahr zu verzeichnen (2). Nach einer gewis-
(1) Die Arbeitsproduktivität läßt sich tautologisch darstellen als Produkt
aus Kapitalintensität und Kapitalproduktivität.
(2) Für die Unternehmen insgesamt ohne Wohnungsvermietung.63
sen Erholung zum Ende der siebziger Jahre ist seit 1980 wieder ein deut-
licher Einbruch zu verzeichnen. In den meisten Wirtschaftsbereichen wird
derzeit nicht einmal das absolute Niveau der frühen siebziger Jahre er-
reicht. Lediglich in der Landwirtschaft, bei den Kreditinstituten und
Versicherungen sowie vor allem bei den Sonstigen Dienstleistungen nah-
men die realen Investitionsausgaben weiter zu.
127. Noch deutlicher wird der Einbruch der Investitionstätigkeit, wenn
die Investitionen in Beziehung zum Nettoanlagevermögen gesetzt werden
(Schaubild 8). Diese Investitionsraten zeigen, welcher Anteil jährlich neu
zum genutzten Kapitalstock hinzukommt. Im Wachstumsgleichgewicht wäre
eine Konstanz dieser Raten zu erwarten. Seit den frühen siebziger Jah-
ren ist hier ein deutlicher Rückgang zu verzeichnen, und zwar sowohl
bei den Ausrüstungen als auch bei den Bauten.
Schaubild 8 - Bruttoanlageinvestitionen in vH des Anlagevermögens im
Unternehmenssektor (a) 1960-1981
1960 1965 1970 1975
(o.) Unternehmen insgesamt ohne Wohnungsvermietung; in Preisen von 1976.
Quelle: Statistisches Bundesamt [b].
1980
128. Auf sektoraler Ebene sind die Investitionsraten nur noch bei den
Sonstigen Dienstleistungen gestiegen. Zur Analyse der sektoralen Inve-
stitionsentwicklung vgl. auch Schmidt et al. [1984, S. 99 ff.]. Die Ver-
lagerung der Investitionstätigkeit in diesen Bereich ist aber nicht nur64
Ausdruck eines Strukturwandels auf der Produktionsseite, sondern muß
auch vor dem Hintergrund einer zunehmenden Fremdnutzung von Pro-
duktionsanlagen gesehen werden. Unter die Sonstigen Dienstleistungen
fallen auch Leasing-Unternehmen, die in den siebziger Jahren einen ra-
schen Aufschwung genommen haben [Fels, Schmidt, 1981, S. 52 f.]. Für
die Produktivitätsentwicklung ist aber nicht das Eigentum, sondern die
Nutzung des Anlagevermögens entscheidend. Nach einer Schätzung des
Ifo-Instituts haben die Unternehmen der Sonstigen Dienstleistungen 1979
nur zwei Drittel ihrer Anlageinvestitionen selbst genutzt [ Gerstenberger,
1982]. Mit den nach dem Eigentümerkonzept erstellten Angaben wird also
die Investitionsdynamik dieses Bereichs überschätzt und die der anderen
Bereiche unterschätzt.
129. Der Rückgang der Investitionstätigkeit betraf vor allem die Bauten.
Das dürfte einmal mit der relativen Verteuerung von Bauleistungen zu-
sammenhängen. Zum zweiten sinkt bei nur noch schwach zunehmender
Produktion der Bedarf an Erweiterungsbauten, während die Ausrü-
stungsinvestitionen eine Stütze von den Rationalisierungsbemühungen er-
halten können. Weiterhin dürften sich die raumsparenden Effekte neuer
Technologien (vor allem der Mikroelektronik) auf die Bauinvestitionen
ausgewirkt haben. Trotz dieser Umschichtungen war auch die Relation
von Ausrüstungsinvestitionen zum Ausrüstungsvermögen seit 1970 rück-
läufig.
2. Kapitalentwertung durch Strukturwandel
130. Die Ausstattungsqualität der Arbeitsplätze dürfte zusätzlich beein-
trächtigt worden sein durch eine strukturell bedingte vorzeitige Ver-
schrottung alter Kapitalgüter. Im Verlauf der siebziger Jahre haben all
die Produktionsanlagen an Wert verloren, die auf einen hohen Energie-
einsatz ausgelegt sind oder die zur Herstellung standardisierter, arbeits-
intensiver Güter dienen und unter starken Druck durch Importe - insbe-
sondere aus den Schwellenländern - geraten sind. Derartige Sonderab-
schreibungen gehören zu den normalen Anpassungskosten strukturellen
Wandels; ihr Gewicht nimmt jedoch zu, wenn sich relative Preise mit un-
vorhergesehener Schnelligkeit und Stärke ändern.
131. Offenkundig wurde das Ausmaß der Kapitalvernichtung, als sich im
Laufe der siebziger Jahre eine immer größere Kluft zwischen dem nach
herkömmlichen Methoden berechneten Produktionspotential und der tat-
sächlichen Produktion auftat. Selbst für ein Hochkonjunkturjahr wie 1979
wurde beispielsweise vom Sachverständigenrat ein Auslastungsgrad der
Sachanlagen von nur 93,6 vH berechnet (Normalauslastung: 97,5 vH).
Nach einer Umstellung der Berechnungsmethode für die potentielle Kapi-
talproduktivität, die den veränderten Bedingungen in den siebziger Jah-
ren stärker Rechnung trug, stieg der ausgewiesene Auslastungsgrad auf
97,3 vH (1). Die Anpassung an Revisionen des Statistischen Bundesamts
(1) Sachverständigenrat zur Begutachtung der gesamtwirtschaftlichen
Entwicklung [1979, S. 56 f., S. 213 f.].65
ergab schließlich einen Auslastungsgrad von 99,2 vH für 1979 (1). Damit
ist dieses Jahr endgültig als Hochkonjunkturjahr klassifiziert, jedenfalls
in Bezug auf die Auslastung der Sachkapazitäten.
132. Für produktionstheoretische Analysen wäre es im Grunde angemes-
sener, bei einer verstärkten Entwertung alter Anlagen nicht die Trend-
schätzung der Kapitalproduktivität zu korrigieren, sondern über erhöhte
Abschreibungen den Nettokapitalstöck nach unten zu revidieren. Das
Ausmaß der notwendig gewordenen Sonderabschreibungen ist allerdings
kaum quantifizierbar (2). Der Vergleich zwischen alter und neuer Metho-
de der Produktionspotentialschätzung des Sachverständigenrats läßt eine
vorzeitige Abschreibung von etwa sechs vH des Anlagevermögens vermu-
ten. Sowohl bei der Abschätzung des Arbeitsplatzpotentials als auch bei
der Beurteilung der Produktivitätseffekte einer verlangsamten Kapitalin-
tensivierung ist daher zu berücksichtigen, daß ein Teil des noch in der
Kapitalstockrechnung mitgezählten Anlagevermögens vermutlich nie wieder
zum Einsatz kommen wird, da es nicht mehr zu den veränderten Preisre-
lationen paßt.
3. Renditen und Investitionstätigkeit
133. Die Ursachen der Investitionsschwäche sind vielschichtig und wer-
den kontrovers diskutiert. Von einigen wird auf die geringe Konsum-
nachfrage der Privaten Haushalte und des Staates sowie auf die mit den
Zinsen steigenden Kapitalkosten verwiesen. Andere betonen die steigende
Kostenbelastung, die zunehmende Einengung unternehmerischer Aktivitä-
ten durch staatliche Regulierungen, bürokratische Hemmnisse und eine
drückender werdende Steuerlast. Schließlich wird mit erhöhten Investi-
tionsrisiken argumentiert, die sich als Folge etwa der Energieverteuerung
oder des außenwirtschaftlich bedingten Strukturwandels ergeben hätten
(3).
134. Eine exakte Zurechnung des Gewichts einzelner Faktoren dürfte
kaum möglich sein, da vielfältige wechselseitige Beziehungen bestehen
und überdies häufig auch geeignete Meßkonzepte fehlen. Relevant ist vor
allem, inwieweit die Gewinnerwartungen der Unternehmen beeinträchtigt
werden. Denn letztes Ziel jeder Investition ist es, Erträge zu erwirt-
schaften, die über die Kosten hinausgehen. Nimmt man als Näherung der
erwarteten die tatsächlichen Gewinne (und dies dürfte zumindest in mit-
tel- bis längerfristiger Sicht gerechtfertigt sein), so läßt sich die Be-
(1) Sachverständigenrat zur Begutachtung der gesamtwirtschaftlichen
Entwicklung [1982].
(2) Baily schlägt vor, die Entwertung alter Anlagen an der Zunahme der
Differenz zwischen dem statistisch ausgewiesenen Nettoanlagevermö-
gen und dem Kurswert aller umlaufenden Aktien (der die marktmäßi-
ge Bewertung der Unternehmen wiedergibt) zu messen. Da der Ak-
tienumlauf jedoch auch von zahlreichen institutionellen Faktoren be-
einflußt wird, erscheint diese Methode nicht sehr zuverlässig [Baily,
1981a; 1981b].
(3) Ausführlich dargestellt werden diese Fragen vom Sachverständigenrat
zur Begutachtung der gesamtwirtschaftlichen Entwicklung [1976, S.
125 ff.; 1981, S. 156 ff.].66
deutung aller Investitionshemmnisse zusammen an der Renditeentwicklung
im Unternehmensbereich ermessen. Damit ist zumindest eine indirekte
Analyse der Ursachen der Investitionsschwäche möglich [Kromphardt,
1980].
135. Zur Ermittlung der Unternehmensgewinne stehen einmal die Daten
aus der Volkswirtschaftlichen Gesamtrechnung über die Verteilung des
Volkseinkommens zur Verfügung, zum zweiten die aus Bilanzen gewonne-
nen Werte für die Jahresüberschüsse der Unternehmen. In Tabelle 17
sind drei alternative Maße der Renditeberechnung für den Unternehmens-
sektor insgesamt sowie für das Verarbeitende Gewerbe dargestellt. Bei
den ersten beiden Konzepten wurden die Angaben aus den Volkswirt-
schaftlichen Gesamtrechnungen zugrunde gelegt, und zwar einmal die
Bruttoeinkommen aus Unternehmertätigkeit und Vermögen, zum anderen
die um einen kalkulatorischen Unternehmerlöhn bereinigten Bruttoeinkom-
men (1). Das dritte Verfahren der Renditeberechnung stützt sich auf die
Jahresüberschüsse aus den von der Deutschen Bundesbank veröffentlich-
ten Bilanzdaten.
136. Die ersten beiden Renditemaße geben allerdings nicht die erzielte
Verzinsung des im Unternehmen eingesetzten Kapitals wieder, da im Nen-
ner jeweils nur das Nettoanlagevermögen berücksichtigt ist. Darüber
hinaus müssen weitere Aktiva aus den Einkommen aus Unternehmertätig-
keit und Vermögen verzinst werden, wobei vor allem das Vorratsvermö-
gen ins Gewicht fällt. Nach Angaben der Deutschen Bundesbank machten
die Vorräte im Jahre 1979 mehr als ein Drittel des gesamten Sachkapitals
aller Unternehmen aus, im Verarbeitenden Gewerbe sogar fast die Hälfte
[Deutsche Bundesbank, d, 1981, H. 11, S. 23]. Das Niveau der Rendi-
ten ist also in Tabelle 17 deutlich überzeichnet.
Entsprechende Berechnungen des Deutschen Instituts für Wirtschaftsfor-
schung (DIW) haben jedoch gezeigt, daß die zeitliche Entwicklung der
Renditen von Vorratsänderungen kaum beeinflußt worden ist [Görzig,
1981], so daß hier, wo es vorrangig auf die Veränderung der Renditen
ankommt, auf eine Einbeziehung der Vorräte verzichtet werden kann.
137. Noch stärker wird das Niveau der Renditen mit dem Jahresüber-
schuß als Anteil an den Eigenmitteln überzeichnet, da es sich um den
Jahresüberschuß vor Steuern handelt. Der Jahresüberschuß nach Steu-
ern wird zwar ebenfalls in der Bilanzstatistik der Deutschen Bundesbank
veröffentlicht; für den gesamten Unternehmensbereich ist diese Kennzif-
fer jedoch wenig aussagekräftig, da sie bei den Personengesellschaften
(1) Dabei wurde unterstellt, daß die Selbständigen ihre Arbeit zum glei-
chen Stundenlohn vergütet erhalten wie die abhängig Beschäftigten.
Auf den ersten Blick mag diese Bereinigung fragwürdig erscheinen,
da für den einzelnen Unternehmer die Unterscheidung zwischen Ar-
beits- und Gewinneinkommen unerheblich sein dürfte. Für intertem-
porale Vergleiche ist jedoch bedeutsam, daß bei einem Wechsel des
Unternehmensleiters von einer selbständigen in eine abhängige Posi-
tion (etwa infolge einer Änderung der Rechtsform des Unternehmens)
das Arbeitseinkommen dieser Person anders verbucht wird. Um Ver-
zerrungen der Renditeberechnungen durch Verschiebungen in der
Erwerbstätigenstruktur möglichst gering zu halten, wurde in Erman-
gelung besserer Daten dieses Bereinigungsverfahren gewählt.67
Tabelle 17 - Kapitalrenditen im Unternehmenssektor und im Verarbeiten-






































































































































- (b) In vH der Eigenmittel. - (c) Unternehmen
- (d) Verarbeitendes Gewerbe.
Quelle: Deutsche Bundesbank [d]. - Statistisches Bundesamt [b]. -
Eigene Berechnungen.
und Einzelkaufleuten noch die Einkommensteuer enthält, während bei den
Kapitalgesellschaften die Körperschaftsteuer schon abgezogen ist [Deut-
sche Bundesbank, d, 1980, H. 11, S. 20]. Das Ausmaß der Verzerrung
des Renditeniveaus kann ermessen werden an einem Vergleich, der allein
auf die Kapitalgesellschaften abstellt: Im Jahre 1977 betrug der Jahres-
überschuß vor Steuern 32,8 vH ihrer Eigenmittel, der Jahresüberschuß
nach Steuern aber nur 5,4 vH [Deutsche Bundesbank, a].
138. Alle drei Renditemaße zeigen einen deutlich sinkenden Trend im
Zeitverlauf (1). Vor allem aber weisen sie einen hohen Gleichlauf zur In-
(1) Zu entsprechenden Ergebnissen kommt das Rheinisch-Westfälische In-
stitut für Wirtschaftsforschung (RWI) [1980, Bd. 1, S. 167 ff.].
Auch das DIW weist einen sinkenden Trend aus, der allerdings bei
weitem nicht so ausgeprägt ist wie in den RWI-Ergebnissen oder un-
seren Berechnungen. Das dürfte in erster Linie auf die in der DIW-68
vestitionstätigkeit auf. Regressionsanalytisch stellt sich dieser Zusammen-
hang für den Unternehmenssektor (ohne Wohnungsvermietung) wie folgt
dar (1):
I/K = 2,5 + 0,22 r; R
 2= 0,68
(6,65).*
Dabei steht I/K für den Anteil der Bruttoanlageinvestitionen am Nettoan-
lagevermögen und r für die Relation der Einkommen aus Unternehmertä-
tigkeit und Vermögen zum Anlagevermögen (2). Diese Beziehung läßt
sich ebenfalls für das Verarbeitende Gewerbe nachweisen:
I/K =1,4+ 0,32 r; R
2 = 0,7 4
(7,62)*
139. Die sinkende Rentabilität unternehmerischer Aktivitäten hat offenbar
die Investitionstätigkeit nachhaltig beeinträchtigt, und zwar vermutlich
sowohl aus Liquiditätsgründen als auch aufgrund gesunkener Gewinner-
wartungen (3). Das für privatwirtschaftliche Investitionen zur Verfügung
stehende Kapital wurde zusätzlich dadurch, verringert, daß sich private
Kapitalanleger verstärkt den Staatsschuldtiteln zuwandten. Dabei mag
neben der Verzinsung nicht zuletzt der im Vergleich zu Aktien stärkere
Schutz vor Kursrisiken eine Rolle gespielt haben. Sinkende Renditen im
Unternehmenssektor und steigende Kreditaufnahme des Staates gingen
somit Hand in Hand. Zumindest bis vor wenigen Jahren kam hinzu, daß
die Kapitalanlage in Immobilien gute Gewinne versprach. Steigende Infla-
tionsraten und eine verzögerte Reaktion der Zinsen machten das "Beton-
gold" zu einer attraktiven Wertsicherungsanlage [Ahnefeld, 1982]. Die
Attraktivität von Investitionen in Wohnbauten wurde außerdem durch
Steuervorteile und Zinszuschüsse beträchtlich erhöht. Was einzelwirt-
schaftlich durchaus sinnvoll war, führte gesamtwirtschaftlich zu einer
Kapitalverknappung bei den Unternehmen und damit zu einem Mangel an
rentablen Arbeitsplätzen [Giersch, 1978a; 1982b].
4. Veränderte Zielsetzung der Investoren
140. Der Rückgang der Investitionstätigkeit war begleitet von Verände-
rungen der Investitionsmotive und damit der Investitionsgüterstruktur.
Das Ziel von Investitionen ist - soweit sie nicht der reinen Ersatzbe-
schaffung für verschrottete Anlagen dienen - die Ausweitung der Pro-
duktionskapazität oder die Effizienzsteigerung der laufenden Produktion.
Analyse vorgenommene Bewertung der Anlagen und Vorräte zu An-
schaffungspreisen beruhen, wodurch inflatorische Scheingewinne
nicht eliminiert werden [Görzig, 1981].
(1) t-Wert in Klammern; * signifikant bei 1 vH Irrtumswahrscheinlich-
keit.
(2) Für die Regressionsanalyse ist die Wahl des Renditekonzepts uner-
heblich, da alle drei Meßziffern sehr hoch untereinander korreliert
sind.
(3) Einen engen empirischen Zusammenhang zwischen Ertragslage und In-
vestitionsverhalten sieht auch die Deutsche Bundesbank [d, 1979, H.
11, S. 19 f.].69
Auch wenn bei der konkreten Investitionsentscheidung wohl kaum nach
diesen Kategorien unterschieden werden kann, so wird eine Verschiebung
bei den Motiven doch Folgen haben für die Art der nachgefragten Anla-
gegüter und die Produktivitätswirkungen der Investitionen.
141. Das Gewicht des Erweiterungsmotivs wird von den Produktionser-
wartungen der Unternehmen bestimmt, das Gewicht des Effizienz- oder
Rationalisierungsmotivs vom Kostendruck. Die unternehmerischen Planun-
gen zum Kapazitätsausbau stützen sich sowohl auf die absehbare Nach-
frageentwicklung als auch auf Kostenüberlegungen. Insofern spiegeln
Erweiterungsinvestitionen nicht nur Nachfrageeinflüsse wider, sondern
das ganze Zusammenspiel von Angebot und Nachfrage. Wenn die tatsäch-
liche Produktionsentwick-lung eine verläßliche Näherung dafür ist, welche
Erwartungen die Unternehmen hatten, kann an der Veränderung der
Wertschöpfung die Bedeutung des Erweiterungsmotivs abgelesen werden.
142. Ein Kostendruck vom Produktionsfaktor Arbeit tritt dann auf, wenn
die Lohnerhöhungen über den Produktivitätsfortschritt hinausgehen. Die-
se als Effizienzlohn (1) bezeichnete Relation kann als Indikator dafür an-
gesehen werden, welches Gewicht dem Rationalisierungsmotiv zukommt.
Aus zwei Gründen ist diese Meßziffer nicht unproblematisch: Erstens ist
der Produktivitätsanstieg keine Größe, die von der Lohnentwicklung völ-
lig unabhängig wäre (Ziff. 56 ff.). Reagieren die Unternehmen auf star-
ke Lohnerhöhungen mit Rationalisierungen, so steigt die Produktivität,
und der Rationalisierungsdruck wird im Effizienzlohn zu niedrig ausge-
wiesen. Umgekehrt kann eine Lohrizurückhaltung zu einer Beschäfti-
gungsausweitung führen, die in der Regel Abstriche bei der Arbeitspro-
duktivität zur Folge hat (2). In diesem Falle wird die Entlastung von der
Lohnfront mit dem Effizienzlohn unterschätzt (3). Es ist jedoch damit zu
rechnen, daß diese Anpassungsreaktionen erst mit einer gewissen zeitli-
chen Verzögerung eintreten und den Primäreffekt der Reallohnänderung
nie ganz kompensieren werden, so daß die jährlichen Änderungsraten des
Effizienzlohns zwar die Veränderung des Rationalisierungsdrucks unter-
zeichnen, die Richtung des Anpassungsbedarfs aber zutreffend wiederge-
ben dürften. Zweitens wird der Anreiz zum Rationalisieren trotz steigen-
der Arbeitskostenbelastung gering bleiben, wenn gleichzeitig die Kapital-
kosten in die Höhe schnellen. Ob ein steigender Rationalisierungsdruck
zusätzliche Investitionen induziert, hängt also nicht nur von den Löh-
nen, sondern auch von den anderen Kostenfaktoren ab.
(1) Der Begriff "efficiency wages" geht zurück auf Pigou [1933]. Formal
ist der Effizienzlohn identisch mit der erweiterten Lohnquote.
(2) "The argument simply is that a reduction in money-wages will cet.
par. stimulate demand by diminishing the price of the finished pro-
ducts, and will therefore increase Output and employment up to the
point where the reduction which labour has agreed to accept in its
money-wages is just offset by the diminishing marginal efficiency of
labour as Output (from a given equipment) is increased" [Keynes,
1936, S. 257].
(3) Diese Bedenken teilt auch der Sachverständigenrat, wenn es um die
längerfristige Beziehung zwischen Reallohnposition und Beschäftigung
geht [ Sachverständigenrat zur Begutachtung der gesamtwirtschaftli-
chen Entwicklung, 1980, S. 80 f.].70
Schaubild 9 - Determinanten der Investitionstätigkeit im Unternehmens-






1960 1965 1970 1975 1980
(a) Unternehmen insgesamt ohne Wohnungsvermietung; in Preisen von 1976. - (b) Bruttolohn- und Gehaltssumme je
Beschäftigtenstunde in vH der nominalen Arbeitsproduktivität. - (c) Bruttoanlageinvestitionen in vH des Bruttoanlage-
vermögens. - (d) Jährliche Änderungsraten der Bruttowertschöpfung (gleitende Drei Jahresdurchschnitte).
Quelle: Statistisches Bundesamt [b].
143. In einer Regressionsanalyse für den Zeitraum von 1960 bis 1980
wurden die jährlichen Änderungsraten der Bruttowertschöpfung (1) sowie
der wichtigsten Kostenfaktoren - Effizienzlohn und Kapitalkosten - als
exogene Größen zugrunde gelegt:
I/K = a + bAY + cAl/y + dAk
I/K steht wieder für den Anteil der Bruttoanlageinvestitionen am Netto-
anlagevermögen, Y für die Bruttowertschöpfung, 1/y für den Effizienz-
lohn und k für die Kapitalkosten; A bezeichnet jährliche Änderungsraten.
Dabei erwiesen sich die Kapitalkosten als nicht signifikant für die Ent-
wicklung der Investitionsrate. Der reduzierte Ansatz ergab für den Un-
ternehmenssektor folgendes Ergebnis (2):
(1) Da das Investitionsverhalten Ausdruck der mittel- bis längerfristigen
Unternehmenspolitik ist, wird sicher nicht jeder konjunkturelle Aus-
schlag zu entsprechenden Reaktionen bei der Investitionsquote füh-
ren. Um dem Rechnung zu tragen, wurden für die Bruttowertschöp-
fung gleitende Dreijahresdurchschnitte herangezogen.
(2) t-Werte in Klammern; * signifikant bei 1 vH, + bei 5 vH Irrtums-
wahrscheinlichkeit .71
I/K = 6,0 + 0.39AY + 0,30Al/y; R
2 = 0,57
(4,25)* (2,85)*
Zur Kontrolle wurde dieser Schätzansatz auch für das Verarbeitende Ge-
werbe getestet:




In beiden Bereichen sind die Einflüsse von Produktion und Lohnkosten-
druck auf das Investitionsverhalten mit den erwarteten positiven Vor-
zeichen statistisch gesichert.
144. In Schaubild 9 sind der Investitionsrate die beiden statistisch signi-
fikanten Indikatoren für das Erweiterungs- und Rationalisierungsmotiv
der Investoren gegenübergestellt. Danach haben sich diese Determinanten
im Zeitablauf gegenläufig entwickelt: Während die Kapazitätserweiterung
an Bedeutung verlor, stieg das Gewicht des Kostendrucks.
Die Folge dieser Entwicklung war eine Umschichtung innerhalb der nach-
gefragten Investitionsgüter zugunsten von Ausrüstungen und zu Lasten
von Bauten. Das verstärkte die produktivitätssteigernden Effekte, die
mit dem Kauf neuer Anlagen verbunden sind. Dies Bild deckt sich weit-
gehend mit den Umfrageergebnissen des Ifo-Instituts (Tabelle 18), nach
denen der Anteil der Erweiterungsinvestitionen in den siebziger Jahren
deutlich zurückgegangen ist.































145. Die veränderten Investitionsschwerpunkte zeigen sich aber auch an
der erhöhten technologischen Qualität der Ausrüst'ungsinvestitionen: Als
Indikator dafür wurden die Ausrüstungsinvestitionen, untergliedert nach
neun Liefer gruppen, mit der Forschungsintensität der Lieferbereiche
(Aufwendungen für Forschung und Entwicklung in vH des Umsatzes) be-
wertet und zu einem gewichteten Durchschnitt für die Forschungsin-
tensität der gesamten Ausrüstungsinvestitionen verknüpft (Tabelle 19).
Es zeigt sich eine deutliche Zunahme der in den Ausrüstungsgütern in-
korporierten Forschungsaufwendungen, die vor allem durch eine Hin wen-72


































































































































Ausrüstungen insgesamt 3,7 3,6 3,8 3,9 4,2
(a) Aufwendungen für Forschung und Entwicklung in vH des Umsatzes. - (b) Die Liefer-
anteile addieren sich nicht zu 100 vH, da für den Lieferbereich Wasser- und Luftfahr-
zeuge keine Angaben zur Forschungsintensität möglich sind. - (c) Eigene Schätzung.
Quelle: Statistisches Bundesamt [b]. - Stifterverband für die Deutsche
Wissenschaft [lfd.Jgg.], - Eigene Berechnungen.
düng der Investitionsgüternachfrage zu den forschungsintensiveren Lie-
ferbereichen bewirkt wurde. Der erhöhte technologische Gehalt neuer
Ausrüstungen dürfte die produktivitätsdämpfenden Wirkungen der ver-
langsamten Kapitalisierung gemildert haben.73
5. Die Folgen für die Arbeitsproduktivität
a. Komponenten des Produktivitätsfortschritts
146. Der Beitrag der Kapitalintensivierung zum Anstieg der Arbeitspro-
duktivität wird bestimmt von der partiellen Produktionselastizität des
Kapitals. Wäre diese Elastizität bekannt, ließen sich die Folgen der In-
vestitionsschwäche für den Produktivitätsfortschritt des Faktors Arbeit
exakt berechnen. In produktionstheoretischen Modellen werden üblicher-
weise Verteilungsquoten als Meßziffern herangezogen. Das ist gerecht-
fertigt, wenn die Pröduktionsfaktoren zu ihrem Grenzprodukt entlohnt
werden, denn dann entspricht das Produkt aus Grenzproduktivität und
Produktionskoeffizient gerade dem Einkommensanteil dieses Faktors am
Sozialprodukt. Die Verteilungsrelationen sind jedoch im Zeitverlauf nicht
konstant. Sie ändern sich insbesondere dann, wenn
- sich Faktorpreise ändern und die Substitutionselastizitäten zwischen
den einzelnen Produktionsfaktoren von eins abweichen;
- Skalenerträge auftreten und der überproportionale Sozialproduktzu-
wachs nicht nach Maßgabe der partiellen Produktionselastizitäten auf
die Faktoren verteilt wird;
- neben der Grenzproduktivitätsentlohnung auch noch Renteneinkommen
auftreten;
- der technische Fortschritt nicht Hicks-neutral verläuft.
147. Wird der Produktivitätsanalyse eine explizite CES-Produktionsfunk-
tion zugrunde gelegt, so ist die Wahl eines konstanten Wertes für die
Produktionselastizitäten unerläßlich. Geht es jedoch nicht um die Spezifi-
zierung einzelner Funktionsparameter, sondern vorrangig um die Produk-
tivitätseffekte der Kapitalintensivierung, so sind laufende Verteilungs-
quoten gegenüber Periodenanfangswerten vorzuziehen, denn sie werden
den Auswirkungen von Faktor Substitutionen oder nichtneutralen techni-
schen Neuerungen am ehesten gerecht (1). Dabei ist zu berücksichtigen,
daß Produktionsfunktionen nicht die tatsächliche Produktion, sondern das
Produktionspotential beschreiben sollen. Insofern kommen als Vertei-
lungsquoten nur Werte für Hochkonjunkturjahre in Betracht. Die stati-
stisch ausgewiesenen Verteilungsquoten ändern sich aber nicht nur aus
produktionstechnischen Gründen, sondern auch infolge von Strukturver-
schiebungen zwischen abhängig Beschäftigten und Selbständigen. Daher
ist eine Bereinigung vorzunehmen, um die Auswirkungen einer veränder-
ten Erwerbstätigenstruktur zu eliminieren (2).
148. Eine weitere Anmerkung erscheint wichtig: In produktionstheoreti-
schen Analysen werden die Verteilungsquoten in aller Regel aus der Net-
towertschöpfung berechnet. Die Arbeitsproduktivität, deren Veränderung
erklärt werden soll, ist jedoch auf die Bruttowertschöpfung bezogen.
(1) Siehe z.B. Helmstädter [1967] und K.D. Schmidt [1981]. Die Gegen-
position geht zurück auf Kendrick [ 1956 ].
(2) Zum Bereinigungsverfahren vgl. Fußnote (1) zu Ziff. 135. Siehe
auch Löbbe [1981].74
Zwischen Brutto- und Nettowertschöpfung stehen die Differenz aus Pro-
duktionssteuern und Subventionen sowie die Abschreibungen. Da gerade
die Abschreibungsquoten im Zeitverlauf ständig gestiegen sind (Ziff.
77), erscheint eine entsprechende Korrektur der Produktionselastizitäten
sinnvoll (1), denn aus der Bruttowertschöpfung ist dem Faktor Kapital
nicht nur das Einkommen aus Unternehmertätigkeit und Vermögen, son-
dern auch die Abschreibungen zuzurechnen. Produktionssteuer und Sub-
ventionen lassen sich dagegen nicht sinnvoll auf den einen oder anderen
Produktionsfaktor beziehen, so daß sie unberücksichtigt bleiben müssen.
Die Produktionselastizität des Kapitals soll hier also wie folgt berechnet
werden:
Einkommen aus Unternehmertätigkeit und Vermögen (2) + Abschreibungen
Nettowertschöpfung + Abschreibungen .
149. Gegenüber herkömmlichen Ansätzen, bei denen die Abschreibungen
sowohl im Zähler als auch im Nenner der Produktionselastizität des Kapi-
tals vernachlässigt werden, ergeben sich zwei wichtige Unterschiede:
Erstens ist das Niveau der hier verwendeten Elastizität deutlich höher;
damit wird auch die modelltheoretische Reagibilität des Wirtschaftswachs-
tums auf Änderungen beim Kapitaleinsatz vergrößert. Zweitens wird auch
die Veränderung der Produktionselastizität des Kapitals im Zeitverlauf
anders beschrieben als bei den sonst üblichen Konzepten. Während der
Anteil der bereinigten Einkommen aus Unternehmertätigkeit und Vermögen
an der Nettowertschöpfung von 1960 bis 1979 von 26 vH auf 21 vH ge-
sunken ist, blieb die um die Abschreibungen erweiterte Produktionsela-
stizität des Kapitals mit etwa 30 vH weitgehend konstant (3).
(1) Eine andere Möglichkeit wäre die Berechnung der Arbeitsproduktivi-
tät auf Nettowertschöpfungsbasis. Infolge der gestiegenen Abschrei-
bungsquoten dürfte sich eine stärkere Abflachung des Produktivi-
tätsfortschritts als beim Bruttokonzept ergeben. Eine derartige Rech-
nung wäre jedoch nur nominal möglich, da Produktionssteuern nicht
deflationiert werden können. Der Anteil der Abschreibungen an der
Bruttowertschöpfung der Unternehmen (ohne Wohnungsvermietung)
ist von 1973 bis 1979 von 9,7 vH auf 10,6 vH angestiegen. 1960 be-
trug diese Quote noch 6,9 vH.
(2) Bereinigt um einen kalkulatorischen Unternehmerlohn,~ der als Entgelt
des Faktors Arbeit angesehen wird.
(3) Da für beide Konzepte dieselbe Durchschnittsproduktivität des Kapi-
tals zugrunde gelegt wird, können diese Verlaufsunterschiede auch
als unterschiedliche Annahmen über die Veränderung der Grenzpro-
duktivität des Kapitals interpretiert werden: Die Produktionselasti-
zität des Kapitals kann als Produkt aus der Grenzproduktivität und
dem Kehrwert der Durchschnittsproduktivität dieses Faktors ausge-
drückt werden. Die Durchschnittsproduktivität des Kapitals ist im
Trend kontinuierlich gesunken. Konstante Produktionselastizitäten
bedeuten also, daß auch die Grenzproduktivität des Kapitals in glei-
chem Maße sinken muß, während sinkende Produktionselastizitäten ei-
nen Rückgang der Grenzproduktivität des Kapitals implizieren, der
merklich über den Rückgang der Durchschnittsproduktivität hinaus-
geht. Angesichts der oben diskutierten Verlagerungen bei der Inve-
stitionsgüterstruktur (Ziff. 140 ff.) erscheint die Annahme einer nur
mäßig verringerten Grenzproduktivität des Kapitals wohl plausibler.75
150. Der Anstieg der Arbeitsproduktivität (Ay) läßt sich unter der An-
nahme einer Produktionsfunktion vom Cobb-Douglas-Typ in eine Substi-
tutions- und eine Restkomponente aufspalten (1):
Ay = cxA(K/L) + X
Dabei bezeichnet a die Produktionselastizität des Kapitals, A(K/L) die
Änderungsrate der Kapitalintensität und X eine Restgröße. Die Substitu-
tionskomponente aA(K/L) gibt den Beitrag der Kapitalintensivierung zum
Anstieg der Arbeitsproduktivität an, während das Residuum X die Aus-
wirkungen aller sonstigen Einflußfaktoren (neue Techniken, Rohstoffein-
satz, Strukturwandel usw.) einfängt.
Tabelle 20 - Beiträge einzelner Komponenten zur Arbeitsproduktivitäts-














(a) Unternehmen insgesamt ohne Wöhnungsvermietung; jahresdurchschnittliche Knde-
rungsraten.
Quelle: Eigene Berechnungen.
151. Tabelle 20 zeigt die Ergebnisse einer derartigen Komponentenzerle-
gung, wobei eine Produktionselastizität des Kapitals zugrunde liegt, bei
der Abschreibungen berücksichtigt wurden. Demnach ist die Verlangsa-
mung im Anstieg der Arbeitsproduktivität etwa zu gleichen Teilen durch
die verlangsamte Substitution von Arbeit durch Kapital und den Rück-
gang des Residuums bedingt. Die Investitionsschwäche der siebziger Jah-
re hat also nach diesen Berechnungen den Anstieg der Arbeitsprodukti-
vität merklich gebremst.
b. Arbeits- und Kapitaleinsatz im sektoralen Querschnitt
152. Das relative Gewicht von Substitutionsprozessen gegenüber techno-
logischen Änderungen für die Entwicklung der Arbeitsproduktivität läßt
sich auch im sektoralen Querschnitt überprüfen. Bei einer Dominanz der
Substitution von Arbeit durch Kapital für den Produktivitätsfortschritt
wäre eine enge positive Beziehung zwischen den Änderungsraten der Ka-
pitalintensität sowie der Arbeitsproduktivität zu erwarten. Daraus ergäbe
sich eine negative Beziehung zwischen den Änderungsraten der Arbeits-
und der Kapitalproduktivität. Stehen dagegen sektoral unterschiedliche
(1) Die Bezeichnung Substitutionskomponente geht zurück auf Helm-
städter [1967].76
Fortschrittsraten bei der Anwendung neuer Technologien im Vorder-
grund, so können Wirtschaftsbereiche mit überdurchschnittlich steigender
Arbeitsproduktivität möglicherweise auch bei der Kapitalproduktivität
überdurchschnittliche Ergebnisse erzielen.
153. Bei den neun Wirtschaftsbereichen, für die Daten über das Nettoan-
lagevermögen vorliegen, zeigt sich praktisch keine Verbindung zwischen
den Steigerungsraten der Arbeitsproduktivität und der Kapitalintensität
(Schaubild 10). Dagegen besteht ein enger positiver Zusammenhang zwi-
schen Arbeits- und Kapitalproduktivitätsentwicklung (1). Für eine tiefere
sektorale Disaggregation muß auf Bruttokapitalstockdaten zurückgegriffen
werden, die vom RWI für den Zeitraum von 1960 bis 1978 berechnet wor-
den sind [vgl. J. Schmidt, 1982], Die Regressionsergebnisse für 45
Wirtschaftszweige des Unternehmenssektors bestätigen den vergleichswei-
se geringen Einfluß der Kapitalintensivierung, vor allem in den sechziger
Jahren (Tabelle 21). Kapital- und Arbeitsproduktivität sind auch auf
diesem Aggregationsniveau positiv korreliert.
Tabelle 21 - Der Zusammenhang zwischen der Veränderung der Arbeits-
produktivität sowie der Kapitalintensität und -Produktivität





























(a) Regressionen für 45 Wirtschaftszweige des Unternehmenssektors
mietung). - (b) Ay - Snderungsrate der Arbeitsproduktivität, AK/L
der Kapitalintensität, Ax - Snderungsrate der Kapitalproduktivität
















. t-Werte in Klam-
Quelle: Eigene Berechnungen.
(1) Die eingezeichnete Regressionsgerade hat die folgende Form (t-Wert
in Klammern; * signifikant bei 1 vH Irrtumswahrscheinlichkeit):




Ay und Ax bezeichnen die jahresdurchschnittlichen Änderungsraten
der Arbeits- und Kapitalproduktivität.77
Schaubild 10 - Arbeitsproduktivität, Kapitalintensität und Kapitalproduk-
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(a) Jahresdurchschnittliche Änderungsraten, in Preisen von 1976.
0 1
Kapitalproduktivität
LF - Land-und Forstwirtschaft
EL - Energiewirtschaft
BB - Bergbau
VG - Verarbeitendes Gewerbe
BA - Baugewerbe
HA- Handel
VN - Verkehr, Nachrichtenübermittlung
KV - Kreditinstitute, Versieherungen
SD - Sonstige Dienstleistungen
Quelle: Statistisches Bundesamt [b].78
154. Bei reinen Substitutionsprozessen wäre aber ein negativer Zusam-
menhang zu erwarten. Das hoch gesicherte positive Vorzeichen belegt,
daß im sektoralen Querschnitt die Substitutionseffekte unterschiedlicher
Zuwachsraten der Kapitalintensität in erheblichem Maße kompensiert wor-
den sind durch Änderungen der Produktionstechnologie: Nicht die Bran-
chen, die besonders viel investiert haben, konnten ihre Arbeitsproduk-
tivität am stärksten erhöhen, sondern vor allem jene, die den techni-
schen Fortschritt so stark genutzt haben, daß sowohl für die Arbeits-
ais auch für die Kapitalproduktivität überdurchschnittliche Resultate er-
zielt werden konnten.
c. Das Residuum
155. Wenn Veränderungen bei der Faktor Substitution den verlangsamten
Anstieg der Arbeitsproduktivität nur zum Teil erklären können, rückt
die in der Produktionsfunktion verbleibende Restgröße, das Residuum,
ins Blickfeld. Alle Änderungen im Fortschritt der Arbeitsproduktivität,
die nicht auf veränderte Faktoreinsatzrelationen zurückgeführt werden
können, sind zwangsläufig im Residuum eingefangen. In Tabelle 20 wird
für die Zeit nach 1973 ein Rückgang des Residuums im Unternehmenssek-
tor ausgewiesen, der etwa die Hälfte der Verlangsamung des Anstiegs
der Arbeitsproduktivität ausmacht. Im folgenden soll erörtert werden, ob
es sinnvoll ist, diese Restgröße mit einem produktionstheoretischen In-
strumentarium in einzelne Komponenten zu zerlegen.
156. In der Frühzeit produktionstheoretischer Analysen wurde das Resi-
duum häufig als Meßziffer für den technischen Fortschritt angesehen
[Solow, 1957]. Schon bald wurde jedoch darauf verwiesen, daß in ihr
nicht nur technologische Änderungen zum Ausdruck kommen, sondern
auch der Einfluß aller anderen, im Modell nicht explizit erfaßten Fak-
toren. Diese Kritik gipfelte in der Feststellung, das Residuum sei nichts
anderes als die Meßziffer unserer Unwissenheit (1). Als eines der wich-
tigsten und bis heute gültigen Ziele der Wachstumstheorie formulierte
Griliches [1963] die Reduzierung des Erklärungsbeitrags dieser unerklär-
ten Restgröße. Mehrere Wege wurden beschritten: Zunächst lag es nahe,
den technischen Fortschritt selbst zu endogenisieren, und zwar über die
Annahme, technologische Neuerungen seien vor allem an den Einsatz neu-
er Investitionsgüter gebunden [Solow, I960]. Eine weitere Reduzierung
des Residuums konnte Denison [1962] erreichen, indem er die Annahme
eines homogenen Produktionsfaktors Arbeit aufgab und einen Teil des
Produktivitätsfortschritts auf eine erhöhte Qualifikation der Arbeitskräfte
zurückführte (2). Qualitätsänderungen beim Faktor Kapital dagegen stan-
den bei Kendrick [1961] im Vordergrund. In jüngster Zeit liegt das
Schwergewicht bei der Einbeziehung von Vorleistungen und primären In-
puts sowie bei der Berücksichtigung unterschiedlicher Substitutionsela-
stizitäten zwischen verschiedenen Faktoren [z.B. Gollop, Jorgenson,
1980].
(1) Der Begriff "measure of our ignorance" als Bezeichnung für das Re-
siduum wurde von Abramovitz [1956] geprägt; siehe auch Balogh,
Streeten [1963].
(2) Zur Berechnungsmethode der Qualität der eingesetzten Arbeit bei
Denison siehe Ziff. 35.79
Tabelle 22 - Beiträge einzelner Komponenten zur Produktivitätsentwick-











Verbesserte Allokation der Ressourcen
Gesetzliche und soziale Rahmenbedingungen
Skalenerträge
technischer Fortschritt und sonstige Faktoren



























157. Eine vollständige Eliminierung des Residuums wurde nicht erreicht
und dürfte auch wenig sinnvoll sein, da es nie gelingen wird, sämtliche
Faktoren in die Analyse aufzunehmen und Zufallsschwankungen auszu-
schließen. Solow warnt sogar: "If we continue at it long enough we will
succeed in eliminating the residual, even if it is really there" [Solow,
1981, S. 60]. Unbefriedigend bleibt jedoch, daß auch in verfeinerten
produktionstheoretischen Ansätzen Veränderungen beim Residuum nach
wie vor den größten Teil der Produktivitätsschwäche ausmachen. Denison
beispielsweise führt zwei Drittel der Verlangsamung des Produktivitäts-
fortschritts in den Vereinigten Staaten auf Änderungen bei der unerklär-
ten Restgröße zurück (Tabelle 22).
158. Denisons "growth accounting" zeigt zugleich die Grenzen produk-
tionstheoretischer Komponentenzerlegungen auf. Sein Ansatz beruht im
Kern - genau wie die in Tabelle 20 durchgeführte Komponentenzerlegung
- auf einer Cobb-Douglas-Produktionsfunktion. Er spaltet den Input je-
doch nicht nur in zwei, sondern in sehr viel mehr Produktionsfaktoren
auf. Dabei werden zum einen Kapital und Arbeit in einzelne Teilaggre-
gate zerlegt, zum anderen zusätzliche Faktoren (gesetzliche Vorschriften,
Kriminalität usw.) in die Produktionsfunktion aufgenommen. All diese
Faktoren müssen in Mengengrößen quantifiziert werden. Außerdem muß
ihnen jeweils eine (gegebenenfalls negative) Produktionselastizität zuge-
rechnet werden, damit sie in die Cobb-Douglas-Funktion eingesetzt wer-
den können. Die Produktionselastizität von gesetzlichen Sicherheitsaufla-
gen beispielsweise wird von Denison an den Aufwendungen der Unter-80
nehmen zur Erfüllung dieser Auflagen, die in Relation zur Wertschöpfung
gesetzt und mit einem negativen Vorzeichen belegt werden, gemessen. Da
zumeist keine verläßlichen Daten vorliegen, muß auf zum Teil sehr will-
kürliche Schätzungen zurückgegriffen werden. Die Rechenergebnisse
spiegeln eine Quantifizierbarkeit der einzelnen Einflüsse vor, die nicht
zu rechtfertigen ist [Nelson, 1973].
159. Im Rahmen einer Analyse der Ursachen der Produktivitätsschwäche
erscheint das produktionstheoretische Instrumentarium durchaus geeig-
net, die Auswirkungen von Substitutionsvorgängen zwischen den wichtig-
sten Produktionsfaktoren zumindest in ihrer Größenordnung zutreffend
zu erfassen. Es wurde daher in diesem Kapitel benutzt, um die Folgen
der Energieverteuerung sowie der Investitionsschwäche für den Fort-
schritt der Arbeitsproduktivität darzustellen. Darüber hinausgehende
Versuche, auch institutionelle Rahmenbedingungen oder Richtungs- und
Tempoänderungen beim technischen Fortschritt produktionstheoretisch
abzubilden, erscheinen nach den Erfahrungen, die mit dem "growth
accounting" gemacht wurden, wenig erfolgversprechend. Für diese Fra-
gen sind mikroökonomisch ausgerichtete Wirkungsanalysen angebrachter,
auf die im Kapitel E das Schwergewicht gelegt wird.
160. Bisher wurde analysiert, inwieweit die infolge der Investitions-
schwäche verlangsamte Substitution von Arbeit durch Kapital den Anstieg
der Arbeitsproduktivität beeinträchtigt hat. Nicht berücksichtigt wurden
die möglichen Auswirkungen der geringen Investitionstätigkeit auf jenen
Teil des Arbeitsproduktivitätsanstiegs, der auf technischem Fortschritt
beruht. Vor allem dürften Änderungen der Altersstruktur des Anlage-
vermögens für das Tempo des technischen Wandels eine Rolle spielen. Im
folgenden Kapitel wird daher noch einmal auf die Investitionsschwäche
zurückzukommen sein.81
E. Neue Technologien und Produktivitätsfortschritt
I. Die Rolle von Innovationen im Wachstumsprozeß
161. Neue Technologien sind der Motor wirtschaftlichen Wachstums und
strukturellen Wandels. Stagnationstendenzen, die von Engpässen bei
wichtigen Produktionsfaktoren und von Sättigungserscheinungen auf
wichtigen Märkten auszugehen drohen, können durch neue Produktions-
verfahren und neue Produkte überwunden werden, so daß die Grenzen
des Wachstums durch technischen Fortschritt immer weiter hinausgescho-
ben werden. Möglicherweise fließt der Strom technischer Neuerungen, die
das langfristige Wachstum tragen, jedoch nicht kontinuierlich, sondern in
Schüben, so daß die Chancen für Produktivitätssteigerungen und Wachs-
tum im Zeitverlauf ungleich verteilt sind.
162. Die Suche nach Erklärungen für die niedrigen Wachstumsraten in
den siebziger und frühen achtziger Jahren gegenüber den fünfziger und
sechziger Jahren hat zu einer Wiederentdeckung der Theorien langer
Wellen wirtschaftlichen Wachstums geführt (1). Nach Schumpeter [1939]
gehen die entscheidenden Anstöße dieser Wellen von einzelnen Basisinno-
vationen aus, denen ein Schwärm von Verbesserungsinnovationen folgt
[siehe auch Stolper, 1982], Der technische Fortschritt konzentriert sich
demnach auf die Ausbeutung der von den Basisinnovationen eröffneten
Technologiefelder, bis ihr Potential schließlich erschöpft ist und neue
Basisinnovationen den Weg in die Zukunft weisen. Wirtschaftliches Wachs-
tum wird von Schumpeter als dauernder Prozeß des Vorstoßens und
Nachfolgens interpretiert, wobei die Gewinner von heute die Verlierer
von morgen sind, wenn sie sich nicht rechtzeitig einen neuen innovatori-
schen Vorsprung verschaffen. Da die Investition in völlig neue Technolo-
giebereiche mit hoher Unsicherheit verbunden ist, wird nach Schumpeter
zukunftsträchtiges technologisches Neuland erst dann betreten, wenn der
Vorrat der bekannten Basisinnovationen weitgehend erschöpft ist. So
kommt es zu zyklisch auftretenden Schüben technischer Neuerungen, die
als Verursacher langfristiger Wachstumswellen (Kondratieff-Zyklen) ange-
sehen werden.
163. Auf der Ebene einzelner Wirtschaftsbereiche lassen sich derartige
Lebenszyklen durchaus beobachten [Kuznets, 1953; Piatier, 1981; van
Duijn, 1981]. Am Beginn der Industrialisierung stand die Mechanisierung
und Automatisierung der Textilproduktion mit raschen Produktions- und
Produktivitätssteigerungen. Später übernahm die Schwerindustrie, deren
Entwicklung eng mit dem Einsatz von Dampfmaschinen verknüpft war, die
technologische Führungsposition. Seit Beginn dieses Jahrhunderts bis in
die heutige Zeit trug die Chemie - in den letzten Jahrzehnten vor allem
die Petrochemie - wesentlich zum technischen Fortschritt bei. Hinzu ka-
men der Automobilbau sowie die Elektrotechnik mit zahlreichen techni-
schen Neuerungen. In der jüngsten Zeit prägt vor allem die Mikroelek-
tronik das Bild des technischen Wandels. Das Potential dieses Bereichs
ist sicher bei weitem noch nicht ausgeschöpft, so daß die Dominanz der
Mikroelektronik noch einige Zeit andauern dürfte. Als neues Feld ist
(1) Eine Obersicht geben Freeman [1981] und Delbeke [1981]; siehe
auch Freeman et al. [1982].82
jedoch bereits die Biotechnologie in Sicht, die eines Tages der Chemi-
schen Industrie ihre Führungsrolle in der technologischen Entwicklung
zurückgeben könnte (1).
164. Offenbar hängt nicht nur die Dynamik einzelner Wirtschaftsbereiche,
sondern ganzer Volkswirtschaften von der Offenheit gegenüber techni-
schen Neuerungen ab. Waren es zu Beginn des neunzehnten Jahrhun-
derts zunächst Großbritannien und dann Deutschland, die den techni-
schen Fortschritt und das Wirtschaftswachstum vorantrieben, übernahmen
später die Vereinigten Staaten die Spitzenposition. In jüngster Zeit ist
vor allem Japan stark aufgerückt. Die Ursachen dieser räumlichen Verla-
gerung von Wachstums- und Innovationszentren sind vielfältig und bis-
lang wenig erforscht. Natürliche Standortbedingungen wie Rohstoffvor-
kommen oder geographische Nähe zu wichtigen Handelswegen mögen
ebenso eine Rolle spielen wie soziale Faktoren, die sich auf die Risiko-
freude von Unternehmern oder auf die Akzeptanz technischer Neuerun-
gen auswirken. Möglicherweise haben die Bundesrepublik Deutschland
und die anderen führenden Industrieländer ein Stadium der wirtschaftli-
chen Entwicklung erreicht, von dem aus rasche Produktivitäts- und
Wachstumssteigerungen nur noch schwer zu erzielen sind. Neue Impulse
für die Weltwirtschaft wären dann erst wieder zu erwarten, wenn eine
Revitalisierung der alten Zentren gelingt oder die jungen Aufholländer in
eine Führungsrolle hineingewachsen sind [Giersch, 1979b; Kindleberger,
1978; Ray, 1980].
165. Stärker umstritten als die oben genannten Theorien ist, daß es ne-
ben branchen- und länderspezifischen Zyklen globale Schwankungen im
Wachstum gibt, die durch periodische Häufungen von Innovationen ver-
ursacht werden (2). Danach wäre nicht der Wechsel der Führungsposi-
tion zwischen Branchen und zwischen Ländern charakteristisch für tech-
nologischen Wandel, sondern sektorale und nationale Wachstumsraten
müßten sich im Gleichschritt ändern, wobei die Basisinnovationen den
Takt angeben. Nach Mensch und van Duijn befindet sich die Weltwirt-
schaft mitten in der Abschwungphase eines Kondratieff-Zyklus, dessen
Tiefpunkt erst in den neunziger Jahren erreicht wird. Empirisch gestützt
werden diese Hypothesen durch die Auflistung wichtiger technischer
Neuerungen im Zeitverlauf. Problematisch dabei ist jedoch, daß die Be-
deutung vieler Innovationen häufig erst Jahre nach ihrem ersten Auftre-
ten erkennbar wird und daß von daher bei allen Innovationslisten eine
Unterschätzung der technologischen Dynamik in der Gegenwart zu ver-
muten ist [Freeman, 1982]. So wird z.B. von Mensch der Mikroprozes-
sor, der vor gut einem Jahrzehnt erfunden wurde, nicht als Basisinno-
vation angesehen. Es wäre aber durchaus vorstellbar, daß die Mikroelek-
tronik und darauf aufbauende Innovationen einen ähnlichen Wachstums-
schub wie in den fünfziger und sechziger Jahren bewirkt hätten; der
Zeitpunkt ihres Auftretens paßt allerdings nicht in das Schema langer
Wellen [Ray, 1980].
166. Ein Unterschied zu dem Modell der Verlagerung regionaler Wachs-
tumszentren besteht darin, daß die räumliche Dimension des Wachstums
(1) Zur Geschichte des technischen Fortschritts vgl. Landes [1969].
(2) Für die heutige Zeit wurde diese These zuerst vorgestellt von
Mensch [1975]; siehe auch van Duijn [1979].83
vernachlässigt wird. Wichtiger erscheint jedoch der deterministische Cha-
rakter des Mensch-Modells (1): Befindet sich die Wirtschaft erst einmal
in der Abschwungphase eines Kondratieff-Zyklus, so muß sie die Zeit bis
zum Tiefpunkt durchstehen, bevor wieder mit einem neuen Schub von
Basisinnovationen gerechnet werden kann. Als einzigen Ansatzpunkt für
die Wirtschaftspolitik sieht Mensch Maßnahmen zur Verkürzung der Reife-
zeit (gestation period) von der Invention bis zur Innovation. Im Modell
der regionalen Wachstumszentren dagegen hängt die Position eines Landes
entscheidend von den wirtschaftlichen Rahmenbedingungen ab, die das
Innovations- und Investitionsklima prägen. Da diese Rahmenbedingungen
politisch beeinflußbar sind, hat jedes Land seine Zukunft selbst in der
Hand (2). Gemeinsam ist beiden Modellen die Verknüpfung von Wirt-
schaftswachstum und Innovationsaktivitäten. Zur Klärung der Frage, ob
die Produktivitätsschwäche der letzten Jahre Ausdruck einer säkularen
Stagnation ist, kommt daher der Messung des Tempos technischen Wan-
dels entscheidende Bedeutung zu.
167. Eine flächendeckende Erfassung der Häufigkeit und Bedeutung von
Innovationen ist bislang nicht gelungen; meist bleibt es bei der Enumera-
tion einzelner Erfindungen. Die wohl am breitesten angelegte Untersu-
chung in diesem Bereich legte die Gellmann Research Associates [1976]
vor. Auf der Grundlage der Auswertung von Fachzeitschriften sowie von
Expertenbefragungen erstellte sie eine Dokumentation technischer Neue-
rungen seit 1953. Aus einer umfangreichen Liste wurden schließlich fünf-
hundert Innovationen als die wichtigsten ausgewählt und nach verschie-
denen Merkmalen klassifiziert. Danach zeigen sich starke Schwankungen
der Innovationstätigkeit im Zeitverlauf, von einer Verlangsamung inner-
halb des Erhebungszeitraums kann jedoch keine Rede sein (Tabelle 23).
Daneben wurde versucht, der unterschiedlichen Bedeutung der einzelnen
Innovationen durch Einteilung in folgende vier Kategorien gerecht zu
werden:
- radikaler Durchbruch;
- grundlegender technischer Fortschritt;
- Verbesserung;
- Imitation.
Zwar ging in den Vereinigten Staaten der Anteil der Innovationen, die
als radikaler Durchbruch angesehen werden können, im Zeitraum 1967-
1973 auf 16 vH zurück gegenüber 36 vH im Zeitraum 1953-1959, dafür
stieg jedoch der Anteil der grundlegenden Neuerungen von 17 auf 35
vH. Die Werte für Verbesserungen und für Imitationen änderten sich
kaum [National Science Board, 1977, S. 270].
(1) Zur wissenschaftstheoretischen Diskussion um diesen Ansatz vgl. die
Beiträge von Scholz [1976] und Mensch [1976].
(2) Auf den politischen Aspekt langer Wellen wirtschaftlichen Wachstums
verweisen auch Glismann et al. [1978; 1980], Als wesentliche Ursa-
che langfristiger Wachstumszyklen sehen sie periodische Verzerrun-
gen und Entzerrungen der Verteilungsrelationen an, die ihrerseits
mit einer institutionellen Schwerfälligkeit in der Reaktion auf Markt-
signale erklärt werden.84



































































Quelle: National Science Board [1977, S. 199].
168. Auch ein Rückblick auf die Grundlinien des technischen Wandels in
den letzten Jahrzehnten kann nicht die Vermutung stützen, es gäbe heu-
te einen Mangel an Basisinnovationen. Auf der Grundlage von Informa-
tionen aus technischen Fachzeitschriften sowie aus zusammenfassenden
Übersichten anderer Autoren (1) ist versucht worden, für einige der
wichtigsten Innovationen den zeitlichen Diffusionsverlauf abzuschätzen
(Tabelle 24). Diese Liste ist sicher nicht unstrittig und bei weitem nicht
vollständig; sie soll jedoch einen Eindruck darüber vermitteln, welche
Wege künftige Technologien beschreiten könnten:
- Die technologische Entwicklung der sechziger Jahre brachte vor allem
Fortschritte im Bereich der Petrochemie und im Maschinenbau. Darüber
hinaus konnten die Transportkosten vieler Güter deutlich gesenkt wer-
den. Beispiele für Innovationen, die ihre höchste Diffusionsgeschwin-
digkeit in dieser Zeit erreichten, sind glasfaserverstärkte Kunststoffe,
NC-Steuerung, Hydraulik, Container und Pipelines.
- Im Mittelpunkt der späten sechziger und der siebziger Jahre stand der
Vormarsch der Elektronik, und zwar zunächst in Verwaltungsbereichen
wie der Lohnbuchhaltung oder der Lagerkontrolle. Später hielt sie
auch in der Produktion Einzug, in Form von CNC-gesteuerten Werk-
zeugmaschinen, Industrierobotern oder der Automatisierung ganzer
Produktionsprozesse vom Vorprodukt bis zur Verpackung. Als neuer
Schwerpunkt kam die Entwicklung energiebezogener Technologien hin-
- Die Trends der siebziger Jahre setzen sich teilweise in den achtziger
Jahren fort, wobei sich im Bereich der Mikroelektronik eine erhöhte
Anwendungsflexibilität durch verbesserte Software sowie ein Vordrin-
gen in textverarbeitende Bürotätigkeiten und in die privaten Haushalte
abzeichnet. Als neues Innovationsfeld tut sich vor allem die Biotechno-
(1) Neben Gellmann Research Associates [1976] sind vor allem zu nen-
nen: van Duijn [1981]; Ulrich [1980]; Boretsky [1980]; Prognos AG
[1980]; Lahner, Ulrich [1969]; siehe auch die Fallstudien in dem
Konferenzband Giersch [1982a].85
Tabelle 24 - Diffusionszeiträume
Industrieländern
ausgewählter Schlüsseltechnologien in


























Elektronische Regelung in Kraftwagen
Laser
Quarz-gesteuerte Meßinstrumente










Glasfaserkabel in der Nachrichten-
technik
(a) + + = rasche Diffusion; + = mäßige Diffusion.
Quelle: Eigene Schätzungen.86
logie auf; Diffusionsgeschwindigkeit und Produktivitätseffekte sind hier
aber bislang kaum abschätzbar (1).
169. Angesichts der neueren Entwicklungen in Wissenschaft und Technik
erscheint es wenig überzeugend, einen allgemeinen Mangel an technolo-
gischen Möglichkeiten zur Erklärung der weltweiten Wachstumsschwäche
heranzuziehen. Im Gegenteil - es drängt sich der Eindruck auf, daß
einige neue Technologien zumindest die Möglichkeit in sich tragen, be-
stehende Produktionsstrukturen grundlegend umzuwälzen und völlig neue
Märkte zu erschließen.
170. Trotz dieser ausreichenden wissenschaftlichen Basis ist eine Ab-
schwächung des technischen Fortschritts in der Produktion nicht
auszuschließen. Dabei kommen folgende Ursachen in Betracht:
- ein Rückgang des Inputs bei den Forschungs- und Entwicklungsarbei-
ten, die zum Umsetzen wissenschaftlicher Erkenntnisse in marktreife
Produkte und Verfahren notwendig sind;
- verringerte Produktivitätseffekte von Forschung und Entwicklung, die
sowohl mit sinkenden Grenzerträgen in diesem Bereich als auch mit
veränderten Forschungsschwerpunkten zusammenhängen können;
- eine verlangsamte Diffusion technischer Neuerungen aufgrund einer
Überalterung der Produktionsanlagen oder einer verringerten sozialen
Akzeptanz technischen Wandels;
- ein verringerter Import technischen Wissens aus dem Ausland als Folge
schwindender Imitationsspielräume.
Diesen vier Punkten soll in den folgenden Abschnitten nachgegangen
werden.
II. Innovationsaktivitäten in der deutschen Wirtschaft
7. Aufwendungen für Forschung und Entwicklung
171. Für Forschung und Entwicklung wurden 1981 in der Bundesrepublik
Deutschland etwa 40 Mrd. DM aufgewendet. Etwa zwei Drittel dieser Mit-
tel flössen in die Unternehmen und Verbände der Wirtschaft, das restli-
che Drittel entfiel vorwiegend auf die Hochschulforschung und die For-
schung Privater Organisationen ohne Erwerbscharakter. In Relation zum
Bruttosozialprodukt ist die Forschungsintensität sowohl in der Gesamt-
wirtschaft als auch im Unternehmenssektor bis 1971 kontinuierlich gestie-
gen; im darauf folgenden Jahrzehnt wurde dagegen das rasche Expan-
sionstempo der sechziger Jahre nicht mehr erreicht. Erst in den letzten
Jahren ist wieder ein Anstieg der Forschungsintensitäten zu verzeichnen
(Tabelle 25).
172. Im internationalen Rahmen zeigen nur noch Japan und Schweden
eine vergleichbare Entwicklung wie die Bundesrepublik Deutschland. In
allen anderen Ländern stagniert in den siebziger Jahren die gesamtwirt-
schaftliche Forschungsintensität oder weist sogar, wie in den Vereinigten
(1) Zu den Perspektiven der wirtschaftlichen Nutzung dieses neuen For-
schungsbereichs vgl. Moses, Rabin [1982] sowie Rehm [1982],87



































































































(a) Die Angaben für 1964-1977 beruhen auf eigenen Schätzungen, die den Änderungen im
Berichtskreis der Unternehmen ab 1978 Rechnung tragen. - (b) Unternehmen und Insti-
tutionen für Gemsinschaftsordnung. - (c) Bruttowertschöpfung der Unternehmen insge-
samt ohne Wohnungsvermietung.
Quelle: BMFT [1982]. - Stifterverband für die Deutsche Wissenschaft
[lfd. Jgg.]. - Eigene Berechnungen.
Staaten, einen Rückgang auf (Tabelle 26). Infolge der unterschiedlichen
nationalen Trends haben sich die Niveaus der Forschungsintensitäten
stark angeglichen. Im Jahre 1964 war beispielsweise die Forschungsinten-
sität in den Vereinigten Staaten noch mehr als doppelt so hoch wie in
der Bundesrepublik, 1979 war dieser Vorsprung fast verschwunden. Die
rückläufigen Quoten für die Vereinigten Staaten sind auch vor dem Hin-
tergrund der drastisch reduzierten staatlichen Forschungsförderung zu
sehen, wobei sich vor allem die Kürzungen im Bereich der NASA aus-
wirkten. Inwieweit diese Einsparungen produktivitätsrelevante For-
schungsprojekte berührt haben, ist allerdings umstritten (1).
(1) Am stärksten gingen in den Vereinigten Staaten die Forschungsauf-
wendungen für Rüstung, Raumfahrt und Gesundheit zurück, die
nach Schätzungen von Griliches ohnehin kaum zum Produktivitäts-
fortschritt in der Wirtschaft beigetragen haben [Griliches, 1973;
Mansfield, 1981]. Die dahinter stehende Vermutung, es hätte so gut
wie gar keine positiven Spill-over-Effekte vom staatlich orientierten
Bereich der Forschung in den privaten Bereich gegeben, ist aber als
Extremposition anzusehen.88
Tabelle 26 - Anteil der Forschungs- und Entwicklungsaufwendungen am









































(a) Geordnet nach der Höhe der Forschungs- und
fenden Preisen und Wechselkursen. - (b) 1970.



























Entwicklungsaufwendungen 1979 zu lau-
- (c) 1972. - (d) 1978. - (e) 1965. -
Quelle: OECD [e].
173. Die bis 1971 zu beobachtende Intensivierung der Forschungsaktivi-
täten in der Bundesrepublik Deutschland dürfte hauptsächlich als Auf-
holprozeß gegenüber anderen führenden Industrieländern anzusehen
sein. Die Trendabflachung in den siebziger Jahren ist damit auch als
Einschwenken auf einen "normalen" Entwicklungspfad zu interpretieren.
Von daher ist in Zukunft nicht mehr mit einem ähnlichen Schub bei den
Forschungsaufwendungen wie in den sechziger Jahren zu rechnen. Um so
bemerkenswerter erscheint der erneute Anstieg der Forschungsintensität
in der Bundesrepublik seit 1979 (vgl. Tabelle 25). Möglicherweise ist das
bereits als Reaktion auf einen verschärften internationalen Wettbewerb
bei Spitzentechnologien zu werten - ein Wettbewerb, bei dem das Verhar-
ren auf einem einmal erreichten Niveau mit einem relativen Zurückfallen
gleichbedeutend wäre.
174. Bei der Beurteilung der Veränderung von Forschungsintensitäten ist
allerdings zu berücksichtigen, daß sich diese Quoten auch deshalb än-
dern können, weil die Preisentwicklung in der Forschung von derjenigen
der Bruttowertschöpfung abweicht. Vor allem fällt ins Gewicht, daß in
den Forschungsbudgets der Unternehmen Personalkosten eine deutlich
größere Rolle spielen als in anderen Bereichen. Überdurchschnittliche
Preissteigerungen bei den Personalausgaben lassen darauf schließen, daß
die reale Forschungsintensität der Wirtschaft nicht so stark gestiegen ist
wie die in Tabelle 26 angegebenen nominalen Forschungsintensitäten.89
Tabelle 27 - Nominale und reale Forschungs- und Entwicklungsaufwen-













































(a) Unternehmen und Institutionen für Gemeinschaftsforschung. - (b) In Preisen von
1976. Die Deflatoren wurden auf 1971=100 normiert. - (c) Bruttowertschöpfung der
Unternehmen insgesamt ohne Wbhnungsvermietung.
Quelle: Stifterverband für die Deutsche Wissenschaft [lfd. Jgg.]. -
Eigene Berechnungen.
Eine näherungsweise Berechnung entsprechender Deflatoren ist möglich
anhand der nach Personalausgaben, laufenden Sachaufwendungen und
Investitionen gegliederten Forschungs- und Entwicklungsaufwendungen
sowie nach der Unterteilung des Personals in Wissenschaftler und Inge-
nieure, Techniker sowie sonstiges Personal. Datenbasis und Berech-
nungsmethoden sind an anderer Stelle ausführlich geschildert worden;
deshalb soll hier auf nähere Erläuterungen verzichtet werden [Fels,
Schmidt, 1981, S. 69 ff.; Brockhoff, 1977, 1979]. Als Ergebnis der Be-
rechnungen ist festzuhalten, daß bei realer Betrachtungsweise die For-
schungsintensität in der deutschen Wirtschaft seit 1971 nicht mehr ge-
stiegen ist (Tabelle 27) (1). Für die Analyse der Produktivitätseffekte
von Forschung und Entwicklung ist gerade diese reale Entwicklung von
Bedeutung.
175. Die nominalen Forschungsintensitäten der einzelnen Wirtschaftsbe-
reiche sind bemerkenswert stabil. Selbst zwischen 1967 und 1971, als die
gesamtwirtschaftliche Forschungsintensität deutlich anstieg, änderten sich
die sektoralen Intensitäten kaum (Tabelle 28). Der in den sechziger Jah-
ren zu beobachtende Anstieg der Forschungsaktivitäten in der Gesamt-
wirtschaft ist also vorrangig auf einen sektoralen Strukturwandel zu-
(1) Die Fortschreibung für 1979 erfolgte auf der Grundlage der Angaben
für Unternehmen mit 5000 und mehr Beschäftigten. Die prozentuale
Steigerung in den einzelnen Ausgabearten dieses Bereichs, der nicht
von der Umstellung des Berichtskreises der Stifterverbandserhebung
ab 1979 betroffen war, wurde als repräsentativ für die Grundgesamt-
heit angesehen. Ein erhebungstechnisch bedingter Strukturbruch
konnte damit vermieden werden.90
Tabelle 28 - Anteil der Forschungs- und Entwicklungsaufwendungen am














































































































































































































































































Quelle: Stifterverband für die Deutsche Wissenschaft [lfd. Jgg.].
rückzuführen, der das Wachstum technologieintensiver Produktionen be-
günstigte (1).
(1) Ausführlich dargestellt ist der Zusammenhang zwischen Forschungs-
intensität und Strukturwandel bei Breithaupt et al. [1979, S. 126
ff.] sowie bei Fels, Schmidt [1981, S. 73 ff.].91
176. Auch der Einbruch der Investitionstätigkeit in den siebziger Jahren
konnte die weitgehende Konstanz sektoraler Forschungsintensitäten nicht
nachhaltig beeinträchtigen. Da aus betriebswirtschaftlicher Sicht auch
Forschungs- und Entwicklungsaufwendungen als Investitionen anzusehen
sind, und zwar als Investitionen zur Vermehrung des Bestands an tech-
nischem Wissen, wäre es nicht verwunderlich gewesen, wenn sich die
investitionsdämpfenden Faktoren nachteilig auf die Forschungsaktivitäten
ausgewirkt hätten. Von einem Gleichlauf bei Investitionen und For-
schungsausgaben kann jedoch keine Rede sein. Im Gegenteil: Zwischen
1971 und 1979 hat sich die Relation von Forschungs- und Entwicklungs-
aüfwendungen zu den Bruttoanlageinvestitionen der forschenden Unter-
nehmen um mehr als die Hälfte erhöht (1). Die Investitionen in techni-
sches Wissen wurden von der Investitionsschwäche also nicht beeinträch-
tigt.
177. Zur Erklärung der weitgehenden Konstanz sektoraler Forschungsin-
tensitäten kommen vor allem zwei Ursachen in Betracht:
- Forschungsaufwand ist zum großen Teil Personalaufwand, der sich
nicht so leicht kürzen läßt wie der Aufwand für Sachinvestitionen.
- Für die Erhaltung der internationalen Wettbewerbsposition haben In-
vestitionen in neues Wissen gegenüber den Investitionen in Sachanlagen
vermutlich an Bedeutung gewonnen, so daß bei Forschung und Ent-
wicklung die negativen Auswirkungen einer allgemein verschlechterten
Ertragslage auf das Investitionsklima kompensiert worden sind.
Auf das zweite Argument wird bei der Analyse internationaler Aufholpro-
zesse zurückzukommen sein. Zuvor sollen jedoch einige Ansatzpunkte zur
Messung der Ergebnisse von Forschungs- und Entwicklungsarbeiten dis-
kutiert werden.
2. Verringerte Produktivitätseffekte von Forschung und Entwicklung
178. Die Vermehrung des technischen Wissens hängt nicht nur vom Um-
fang der eingesetzten Forschungsmittel ab, sondern auch von der Pro-
duktivität der Forschung selbst (2). Wenn die Grenzerträge der For-
schungsaktivitäten sinken oder andere Ziele als die Erhöhung der Ar-
beitsproduktivität in den Vordergrund treten, ist auch bei unverminder-
ten Forschungsintensitäten mit einem geringer werdenden Einfluß von
Forschung und Entwicklung auf die Arbeitsproduktivität zu rechnen (3).
(1) Dieser Quotient betrug im Produzierenden Gewerbe 1971: 0,37; 1973:
0,44; 1975: 0,64; 1979: 0,59 [vgl. Stifterverband für die Deutsche
Wissenschaft, lfd. Jgg.].
(2) Eine international vergleichende Untersuchung im Auftrag der
UNESCO hat sogar ergeben, daß die Höhe der eingesetzten Ressour-
cen kaum in Verbindung steht mit den Ergebnissen, die Forschungs-
gruppen erzielen; als wichtiger erwiesen sich die Qualifikation der
jeweiligen Führungskräfte sowie die "Gruppenmoral" und die Zufrie-
denheit der Forscher mit ihren Arbeitsbedingungen [Andrews, 1979,
insbesondere das vierte, fünfte und zehnte Kapitel].
(3) Für die Vereinigten Staaten kommt Griliches [1980] zu dem Ergebnis,
daß die Forschungsaufwendungen für die Zeit von 1959 bis 196892
179. Eine präzise Messung der Forschungsproduktivität dürfte wohl kaum
jemals möglich sein, da es an geeigneten Meßkonzepten und Daten fehlt,
um den Output vollständig zu erfassen. Anhaltspunkte über die trend-
mäßige Entwicklung können jedoch beispielsweise aus folgenden Indikato-
ren gewonnen werden (1):
- Anzahl der Patentanmeldungen oder -erteilungen;
- Anzahl oder Umfang von wissenschaftlichen Publikationen;
- Anzahl oder Umsatzanteil der neu im Markt eingeführten Produkte.
180. Besondere Beachtung hat in diesem Zusammenhang der Rückgang
der Patentanmeldungen in der Bundesrepublik gefunden (2). So wurden
im Jahre 1964 von deutschen Erfindern 38 000 Patente beim Deutschen
Patentamt angemeldet, 1981 waren es nur noch 30 000. Im gleichen Zeit-
raum stieg die Zahl der Beschäftigten in Forschung und Entwicklung um
mehr als die Hälfte, so daß nach dem Patentindikator von einer Halbie-
rung der Produktivität bei Forschung und Entwicklung auszugehen wäre
(Tabelle 29) (3). Eine ähnliche Entwicklung zeigt sich in den Vereinigten
Staaten; dort wurden 1965 pro 100 Beschäftigten in Forschung und Ent-
wicklung 21,0 Patente angemeldet, 1979 nur noch 15,6 Patente (4).
181. Gegen eine Gleichsetzung von Patenten pro Beschäftigten und Pro-
duktivität in der Forschung läßt sich jedoch einwenden [Lawson, 1980],
daß:
- der ökonomische Gehalt der Patente im Zeitverlauf gestiegen sein könn-
te;
- die Neigung der Unternehmen, Erfindungen beim Patentamt anzumel-
den, möglicherweise gesunken ist;
- der Anteil technischer Neuerungen, die nur deshalb nicht patentierfä-
hig sind, weil sie nicht unter dem juristischen Erfindungsbegriff sub-
summiert werden können, möglicherweise zugenommen hat;
- die Arbeiten in den Forschungsabteilungen stärker als früher auf die
Verbesserung und Weiterentwicklung bereits bekannter Technologien
einen signifikanten Einfluß auf die Arbeitsproduktivität ausgeübt
haben, für die folgende Periode von 1969 bis 1977 dagegen nicht
mehr. Siehe auch den Übersichtsartikel von Thomas [1980],
(1) Vgl. die Beiträge zu der vom 15.-19. September 1980 von der OECD
in Paris durchgeführten Science and Technology Indicators Confer-
ence, insbesondere Miller [1980].
(2) Vgl. z.B. Häuser [1981]. Aus der stabilen Beziehung zwischen Pa-
tentanmeldungen und Forschungsaufwendungen im intersektoralen
Querschnitt schließen Pakes und Griliches [1980], daß die Patent-
statistik einen brauchbaren Indikator für die Ergebnisse der For-
schung liefert.
(3) Seit Juni 1978 kann ein Schutzrecht für die Bundesrepublik Deutsch-
land wahlweise beim Deutschen oder beim Europäischen Patentamt
beantragt werden. Daher sind die in Tabelle 29 für die letzten Jahre
ausgewiesenen Patentanmeldungen nur bedingt vergleichbar mit den
Angaben für frühere Jahre.
(4) Berechnet nach National Science Foundation [lfd. Jgg.] und Commis-
sioner of Patents and Trademarks [lfd. Jgg.].93








































































(a) Anmeldungen deutscher Anmelder beim Deutschen Patentamt. - (b) In Unternehmen
und Institutionen für Geneinschaftsforschung. Die Angaben für 1964-1977 beruhen auf
eigenen Schätzungen, die den Änderungen im Berichtskreis der Unternehmen ab 1978
Rschnung tragen.
Quelle: Deutsches Patentamt [lfd. Jgg.]. - Stifterverband für die Deut-
sche Wissenschaft [lfd. Jgg.]. - Eigene Berechnungen.
konzentriert sein können und daher der Anteil patentierbarer Ideen an
den Forschungsergebnissen möglicherweise zurückgeht.
Die Relevanz dieser vier Argumente soll im folgenden geprüft werden.
182. Der ökonomische Wert von Patenten müßte daran zu messen sein,
wie lange ein erteiltes Patent aufrechterhalten wird. Da die Patentge-
bühren mit der Dauer der Laufzeit progressiv steigen, empfiehlt es sich,
nicht mehr genutzte Patente schon vor Ablauf der insgesamt 18 Jahre
währenden Schutzfrist löschen zu lassen. Der Anteil der Patente, die
schon wenige Jahre nach der Anmeldung wieder gelöscht werden, ist vor
allem im Verlauf der sechziger Jahre deutlich gesunken (Tabelle 30). Da
im gleichen Zeitraum auch die Zahl der Anmeldungen stark sank, ist zu
vermuten, daß die Unternehmungen in stärkerem Maße als früher schon
vor dem Gang zum Patentamt die Spreu vom Weizen trennten und nur
noch solche Erfindungen anmeldeten, die über einen längeren Zeitraum
genutzt werden sollten.94


















































































































Quelle: Deutsches Patentamt [1981, H. 3].
183. Der Rückgang der Patentanmeldungen könnte auch damit zusammen-
hängen, daß sich die Forschungsarbeiten der Unternehmen immer mehr
auf solche Technologiefelder konzentrieren, bei denen es nicht so sehr
auf patentierbare Einzelergebnisse ankommt, sondern mehr auf die Kumu-
lation von Erkenntnissen, die zusammengenommen erst einen technologi-
schen Fortschritt ermöglichen [Gutberiet, 1984]. Wichtiger als ein ge-
setzlich garantierter Patentschutz wäre dann ein Austausch von Wissen
zwischen denjenigen Unternehmen, die in dem betreffenden Technologie-
feld tätig sind.
Empirische Hinweise auf eine abnehmende Patentierneigung und ihre Ur-
sachen liefern die Ergebnisse einer Unternehmensbefragung im Maschi-
nenbau und in der Elektrotechnik [Greipl, Träger, 1982]. Rund zehn
Prozent der Unternehmen gaben an, daß sie in den letzten Jahren ver-
mehrt auf Gebrauchsmuster statt auf Patente zum Schutz ihrer Erfindun-
gen zurückgegriffen hätten. Als Gründe dafür, eine Erfindung nicht zum
Patent anzumelden, wurden vor allem juristische und verwaltungstechni-
sche Probleme genannt, wie das schwerfällige Anmelde- und Prüfverfah-
ren, zu hohe Gebühren oder Schwierigkeiten bei der Abwehr von Patent-
verletzungen [siehe auch Nitschke, 1980]. Aber auch die Möglichkeit der
Geheimhaltung des neuen Wissens oder die relativ kurze Lebensdauer
einiger technischer Neuerungen spielten eine Rolle. Ob diese Verhaltens-95
änderung der Unternehmen allerdings ausreicht, den gesamten Rückgang
der Patentaktivitäten zu erklären, bleibt fraglich.
184. Ein Beispiel für nichtpatentierbare Forschungsergebnisse, deren
Gewicht im Zeitverlauf zugenommen hat, liefert die Behandlung von Soft-
ware für EDV-Anlagen im gewerblichen Rechtsschutz. Obwohl auf diese
Arbeiten in der Elektronikindustrie ein beträchtlicher Teil der For-
schungsanstrengungen entfällt und die Marktchancen neuer elektroni-
scher Geräte ganz wesentlich vom komplementären Softwareangebot ab-
hängen, lassen sich Eigentumsrechte auch heute noch nur über das Co-
pyright durchsetzen, nicht aber über den weiterreichenden Patentschutz
(1). Eine Anpassung der Patentgesetzgebung an die veränderte Gestalt
technologischen Wandels erscheint hier dringend geboten.
185. Hinweise auf veränderte Schwerpunkte in der Forschungs- und Ent-
wicklungsarbeit der Unternehmen, die zu einem relativen Rückgang pa-
tentierbarer Forschungsergebnisse geführt haben könnten, lassen sich
aus einer Untergliederung der gesamten Aufwendungen in die Bereiche
Grundlagenforschung, angewandte Forschung und experimentelle Ent-
wicklung gewinnen (2). Zu einem Patent führen definitionsgemäß nur die
Arbeiten in den ersten beiden Bereichen, während in der Entwicklungs-
phase typischerweise die Umsetzung des patentierbaren Wissens in die
Produktion vorbereitet und erprobt wird. Nach Angaben der National
Science Foundation ist der Anteil der Aufwendungen für Grundlagenfor-
schung und angewandte Forschung an den gesamten Forschungs- und
Entwicklungsaufwendungen in der amerikanischen Wirtschaft seit Jahren
rückläufig. Diese Beobachtung könnte zur Erklärung der verringerten
Patentaktivitäten in den Vereinigten Staaten beitragen.
Für die Unternehmen in der Bundesrepublik Deutschland lassen sich nur
die Aufwendungen für Grundlagenforschung separat ermitteln. Deren
Anteil an den gesamten Forschungs- und Entwicklungsaufwendungen ist
im Trend deutlich gesunken. Der bis 1977 zu beobachtende relative
Rückgang der Grundlagenforschung könnte durchaus zu den verringer-
ten Patentaktivitäten (Tabelle 29) beigetragen haben. Auch der in jüng-
ster Zeit zu verzeichnende leichte Anstieg bei den deutschen Patentan-
meldungen korrespondiert, wenn auch mit zeitlicher Verzögerung, mit
der Wiederbelebung der Grundlagenforschung. Diese Tendenz läßt sich
sowohl für die gesamte Wirtschaft als auch für die einzelnen Branchen
beobachten (Tabelle 31). Im Zuge dieser Umschichtungen dürfte auch in
der deutschen Wirtschaft der Anteil patentierbarer Forschungsergebnisse
zurückgegangen sein.
Da die Grundlagenforschung in der Regel langfristiger angelegt sein
dürfte als angewandte Forschung und experimentelle Entwicklung, kann
ein relativer Rückgang der Grundlagenforschung als Ausdruck von ver-
kürzten Planungszeiträumen der Unternehmen bei Forschung und Ent-
(1) Bis vor kurzem war ein Schutzrecht gar nicht zu erlangen. Erstmalig
wurde die Urheberrechtsfähigkeit von Computerprogrammen in einem
Urteil des Landgerichts Mosbach [1982] anerkannt. Verwiesen sei
auch auf ein entsprechendes Urteil des Landgerichts München I vom
21.12.1982 [Heidrich, 1983].
(2) Zu den Definitionen dieser Begriffe vgl. OECD [b, S. 19 ff.].96
Tabelle 31 - Anteil der Aufwendungen für Grundlagenforschung an den
gesamten internen Forschungs- und Entwicklungsaufwen-




































































Quelle: Stifterverband für die Deutsche Wissenschaft [lfd. Jgg.; unver-
öffentlichtes Zahlenmaterial].
Wicklung insgesamt aufgefaßt werden (1). Offenbar hat in den siebziger
Jahren die Realisierung kurzfristiger Forschungserträge Vorrang gewon-
nen vor dem Aufbau und der Absicherung einer langfristig überlegenen
technologischen Wettbewerbsposition. Eine allgemein gesunkene Rentabi-
lität unternehmerischer Aktivitäten sowie Unsicherheiten über die künf-
tige Entwicklung der relativen Preise - die auch die Investitionstätigkeit
bei Sachanlagen beeinträchtigt haben - dürfte den Gegenwartswert weit
in der Zukunft liegender Forschungserträge geschmälert und so eine
zunehmende Konzentration auf kurzfristige Forschungsprojekte bewirkt
haben. Möglicherweise hat auch eine verstärkte Kontrolle des Manage-
ments über die Forschungsabteilungen der Unternehmen zu einer größe-
ren Praxis- und Marktnähe der Forschungsarbeiten beigetragen
[Manners, Nason, 1978].
186. Zusammenfassend läßt sich feststellen, daß der Rückgang der Pa-
tentanmeldungen pro Beschäftigten in Forschung und Entwicklung ver-
(1) Dies Argument geht zurück auf Mansfield [1980b], der eine entspre-
chende Umschichtung in den Forschungsbudgets amerikanischer Un-
ternehmen festgestellt hat. Auch in Japan ist der Anteil der Grund-
lagenforschung an den gesamten Forschungs- und Entwicklungsauf-
wendungen der Unternehmen des Verarbeitenden Gewerbes beträcht-
lich gesunken, und zwar von 10,8 vH im Jahre 1965 über 9,5 vH
1970 auf 4,6 vH 1978 (berechnet nach Statistics Bureau Prime
Minister's Office).97
mutlich nicht eine sinkende Produktivität der Forschungstätigkeit wider-
spiegelt, sondern vor allem zwei Ursachen hat:
- Die Neigungen und Möglichkeiten der Unternehmen, ihre Erfindungen
zum Patent anzumelden, haben sich offenbar verringert. Der daraus
folgende Rückgang der Patentaktivitäten ist als unerheblich für den
Produktivitätsfortschritt anzusehen.
- Die Forschungsaktivitäten waren vermutlich nicht mehr so stark wie
früher darauf ausgerichtet, patentierbare Ergebnisse zu erzielen. Der
darauf basierende Rückgang der Patentanmeldungen weist auf stärker
kurzfristig ausgelegte Forschungsstrategien der Unternehmen hin. Eine
derartige Umorientierung kann die produktivitätssteigernden Effekte
von Forschung und Entwicklung vorübergehend sogar erhöhen - es
muß jedoch damit gerechnet werden, daß der langfristig nutzbare Vor-
rat an technischem Wissen zunehmend aufgezehrt wird. Auch wenn die
Grundlagenforschung gegenwärtig offenbar wieder an Stellenwert ge-
winnt, dürften die Lücken der zeitweiligen Vernachlässigung des tech-
nologischen Basiswissens nicht leicht zu schließen sein.
187. Ein weiterer Indikator für die Ergebnisse von Forschung und Ent-
wicklung ist der Umsatzanteil, den die Unternehmen mit neuen Produkten
erzielen. Entsprechende Zeitreihen liegen für die Bundesrepublik
Deutschland allerdings nicht vor; lediglich für das Jahr 1977 wurde eine
einmalige Sondererhebung durchgeführt [ Stifterverband für die Deutsche
Wissenschaft, 1980]. Danach entfallen auf Produkte, die jünger als zehn
Jahre sind, 45 vH des Umsatzes aller forschenden Unternehmen, auf Pro-
dukte mit einem Lebensalter von weniger als sechs Jahren immerhin noch
32 vH. Untersuchungen für die Vereinigten Staaten zeigen jedoch deutli-
che Veränderungen dieser sogenannten Innovationsraten im Zeitverlauf:
In den Jahren von 1960 bis 1965 lag der von den Unternehmen für die
Zukunft erwartete Umsatzanteil von Produkten, die jünger als fünf Jahre
sind, bei durchschnittlich 14 vH, in den Jahren von 1966 bis 1970 stieg
er auf 16 vH und erreichte in der Zeit von 1971 bis 1975 mit 17 vH sei-
nen bisherigen Höhepunkt.Von 1976 bis 1980 sank diese Quote wieder auf
14 vH und im Jahre 1981 sogar auf 11 vH, den niedrigsten Wert seit 1957
[McGraw-Hill, lfd. Jgg.] (1).
188. Für die Bundesrepublik muß auf Angaben über die Zielsetzung der
Investitionstätigkeit zurückgegriffen werden, um Aussagen über Verän-
derungen im Zeitverlauf machen zu können. Nach Befragungsergebnissen
des Ifo-Instituts nannten zwischen 1963 und 1965 durchschnittlich 12,4
vH der Unternehmen Kapazitätserweiterungen bei gleichzeitiger Änderung
des Produktionsprogramms als Hauptziel ihrer Investitionstätigkeit, zwi-
schen 1966 und 1970 waren es 14,0 vH, in den Jahren von 1971 bis 1975:
13,5 vH und von 1976 bis 1980 nur noch 12,8 vH [Neumann, 1981b], Ein
direkter Vergleich mit den Innovationsraten für die Vereinigten Staaten
ist nicht möglich, da die Investitionspläne der Unternehmen auch den
deutlichen Rückgang der Erweiterungsinvestitionen wiedergeben, während
(1) Die Unterschiede im Niveau der Quoten für die Vereinigten Staaten
und die Bundesrepublik sind auch darauf zurückzuführen, daß sich
die deutschen Innovationsraten nur auf Unternehmen mit eigener
Forschung und Entwicklung beziehen, während die amerikanischen
Innovationsraten für das gesamte Verarbeitende Gewerbe gelten.98
die Innovationsraten einen näheren Kontakt zu den Forschungsaktivitäten
haben dürften. Dennoch ist die trendmäßige Entwicklung der beiden Zah-
lenreihen für die Vereinigten Staaten und die Bundesrepublik recht ähn-
lich.
189. Zu diesen produktivitätsdämpf enden Auswirkungen der veränderten
Investitionstätigkeit kommt eine Verlagerung der Ziele unternehmerischer
Forschungsarbeiten als Folge veränderter Knappheiten und Preisrelatio-
nen. Auf die Neuorientierung der Forschungsaktivitäten infolge der
Energieverteuerüng wurde bereits hingewiesen (Ziff. 116); von ver-
gleichbarer Bedeutung ist die Entwicklung umweltfreundlicher Techno-
logien (1). Schließlich sind in vielen Bereichen die Sicherheitsauflagen
und Anforderungen an eine humanere Gestaltung der Arbeitsplätze ge-
stiegen, deren Erfüllung weitere Forschungsmittel bindet (2). Für die
Investitionen in neues Wissen kann somit der gleiche Schluß gezogen
werden wie für die Investitionen in Sachanlagen: Sie stehen nur noch in
begrenztem Umfang für eine Steigerung der Arbeitsproduktivität zur
Verfügung; die Erhöhung der Produktivität anderer Faktoren hat demge-
genüber an Gewicht gewonnen [siehe auch Nelson, 1980].
190. Bei allen Unsicherheiten, die mit der Beurteilung der Ergebnisse
von Forschung und Entwicklung unvermeidbar verknüpft sind, lassen
sich doch über den veränderten Beitrag der Forschungsaktivitäten zum
Fortschritt der Arbeitsproduktivität in deutschen Unternehmen einige
Aussagen treffen:
- Die Forschungsaufwendungen der Unternehmen haben in den siebziger
Jahren nicht mehr die Steigerungsraten wie in den Jahren davor er-
reicht; real ist die Forschungsintensität der Produktion sogar gesun-
ken.
- Die Verteuerung der Produktionsfaktoren Energie und Umwelt hat in
zunehmendem Maße Forschungsmittel gebunden, so daß relativ weniger
Mittel zur Entwicklung arbeitssparender Technologien eingesetzt wer-
den.
- Die Entwicklung langfristig nutzbarer neuer Technologien ist gegen-
über der Erzielung kurzfristig erfolgswirksamer Forschungsergebnisse
tendenziell in den Hintergrund getreten.
Von den Forschungs- und Entwicklungsaktivitäten sind demnach in den
siebziger Jahren nicht mehr so starke Impulse auf den Fortschritt der
Arbeitsproduktivität ausgegangen wie in den sechziger Jahren.
(1) In den Vereinigten Staaten entfielen auf Forschungsarbeiten für den
Umweltschutz 1979 bereits 3,1 vH aller Forschungsaufwendungen der
Unternehmen gegenüber 2,8 vH im Jahre 1973 [National Science
Foundation, 1982]. Für die Bundesrepublik Deutschland liegen ent-
sprechende Daten nicht vor.
(2) Zur Abschätzung der Größenordnungen stehen auch hier wiederum
nur Daten für die Vereinigten Staaten zur Verfügung. Dort entfielen
1979 bei den Unternehmen, die hierzu Angaben machten, 6,9 vH aller
Forschungsaufwendungen auf Arbeiten, die staatliche Vorschriften
erfüllen sollten. Dabei war ausdrücklich nur nach den Aufwendungen
gefragt, die ohne diese Regulierungen unterblieben wären [National
Science Foundation, 1982].99
191. Wenn für die Zukunft ein stärkerer Einbruch beim Fortschritt der
Arbeitsproduktivität verhindert werden soll, erscheint es unerläßlich, die
Forschungsaktivitäten in der deutschen Wirtschaft zu intensivieren. Im
Bereich der Grundlagenforschung, deren gesamtwirtschaftliche Erträge
oftmals nur schwer privatisierbar sind, ist auch die staatliche Technolo-
giepolitik gefordert. Sie sollte weniger als bisher auf einzelne Großpro-
jekte konzentriert sein und statt dessen mehr die allgemeinen Grundlagen
des wissenschaftlich-technischen Fortschritts fördern (1).
III. Verlangsamte Diffusion kapitalgebundener technischer Neuerungen
192. Ihren vollen ökonomischen Nutzen entfalten technische Neuheiten
erst dann, wenn sie vielfach nachgeahmt und auf breiter Basis angewen-
det werden. Das Produktivitätspotential neuer Technologien wird zum
großen Teil erst in der Imitationsphase und nicht bereits bei der Inno-
vation genutzt. Eine rasche Diffusion setzt aber nicht nur voraus, daß
sich die Kenntnisse über neue Technologien verbreiten, sondern erfor-
dert darüber hinaus die Bereitschaft und die Fähigkeit der Unternehmer,
bisherige Produktionen durch neue abzulösen. Wie schnell sich neue
Techniken allgemein durchsetzen, hängt somit auch davon ab, welche
Kosten bei ihrer Einführung anfallen. Unter sonst gleichen Bedingungen
wird sich eine Innovation, die ohne zusätzliche Investition in den laufen-
den Produktionsprozeß eingefügt werden kann, schneller durchsetzen als
eine Innovation, die erst mit dem Kauf neuer Anlagen nutzbar wird
[Mansfield, 1968]. In Zeiten raschen Wachstums und hoher Investitions-
quoten mögen diese Unterschiede vergleichsweise bedeutungslos sein, da
dann ohnehin eine ständige Erneuerung des Kapitalstocks stattfindet.
Geht die Investitionstätigkeit jedoch zurück, so muß mit einer Überalte-
rung der Produktionsanlagen und einer Verlangsamung der kapitalgebun-
denen Komponente des technischen Fortschritts gerechnet werden.
1. Meßkonzepte
193. Modelle mit kapitalgebundenem technischen Fortschritt wurden erst-
mals von Johansen [1959] und Solow [1960] formuliert. Sie zeichnen sich
vor allem dadurch aus, daß sie eine höhere Reagibilität der wirtschaft-
lichen Wachstumsraten auf die Investitionstätigkeit beschreiben als Mo-
delle mit ungebundenem Fortschritt. Das ergibt sich daraus, daß letztere
nur den Substitutionseffekt einer Kapitalintensivierung erfassen, wäh-
rend erstere zusätzlich noch einen Einfluß der Investitionen auf die
Durchsetzung neuer Technologien unterstellen. Außerdem ist allen An-
sätzen mit kapitalgebundenem Fortschritt gemeinsam, daß bei ihnen nicht
die Netto-, sondern die Bruttoanlageinvestitionen die entscheidende Rolle
für das Wirtschaftswachstum spielen, denn die Installation der jeweils
neuesten Technik ist auch bei der Ersatzbeschaffung für eine verschrot-
tete Maschine möglich.
194. Formal läßt sich ein Ansatz mit kapitalgebundenem Fortschritt dar-
(1) Zur Kritik der stark anwendungsorientierten Technologiepolitik in
der Bundesrepublik vgl. Laschet [1978].100
stellen, indem für jeden Kapitalgüterjahrgang (Vintage) und die mit ihm
arbeitenden Erwerbstätigen getrennt eine eigene Produktionsfunktion
unterstellt wird, wobei die Effizienz der jeweiligen Kapitalgüterjahrgänge
mit zunehmendem Alter abnimmt. Die gesamtwirtschaftliche Produktions-
funktion ergibt sich in einem derartigen Vintage-Ansatz als Summe aller
jahrgangsspezifischen Funktionen. Der Cobb-Douglas-Ansatz lautet (1):
a 1-a
Y=IA K
 v, L /
t V V V, t V, t
mit Y als Bruttowertschöpfung, t als Zeitindex, A als Effizienzfaktor, K
als im Jahre v gebildetes Kapital, a als Produktionselastizität von K
und L als Arbeitseinsatz, der mit K kombiniert wird, v v
195. Zur Schätzung eines Vintage-Modells in seiner allgemeinen Form
werden also Angaben über die jahrgangsspezifische Verteilung sowohl des
Nettoanlagevermögens als auch des Arbeitsvolumens und der Produktion
benötigt. Auf die beiden letzteren kann dann verzichtet werden, wenn
ein Ausgleich der Grenzproduktivitäten der Arbeit zwischen den jewei-
ligen Kapitalgüterjahrgängen unterstellt wird (2). Nicht nur die Jahr-
gangsverteilung des Arbeitseinsatzes und der Produktion sind statistisch
kaum zu ermitteln, auch die Altersstruktur des Anlagevermögens ist nur
unzureichend dokumentiert. Daher wurde auch hier nach vereinfachenden
Konzepten gesucht:
- Nelson [1964] hat beispielsweise nachgewiesen, daß das Durchschnitts-
alter des gesamten Kapitalstocks, in eine herkömmliche Produktions-
funktion eingefügt, eine recht zuverlässige Approximation (3) eines
expliziten Vintage-Ansatzes erlaubt [siehe auch You, 1976]. Dieses
Durchschnittsalter verdichtet alle in einem nach Jahrgängen geglieder-
ten Anlagevermögen enthaltenen Informationen in einer einzigen Zahl;
allerdings nur unter der Annahme, daß die Effizienz der jeweils neue-
sten Kapitalgüter im Zeitverlauf exponentiell steigt.
- Hörn [1976, S. 117 ff.] zieht kumulierte Investitionsraten (die Anlage-
investitionen der letzen Jahre in Relation zum Anlagevermögen) als
Indikator für den kapitalgebundenen Fortschritt heran. Sie bilden ein
Maß dafür, wie schnell der Kapitalstock umgeschlagen wird. Je höher
diese Umschlagsgeschwindigkeit, desto leichter dürfte es sein, die Pro-
duktionsanlagen auf dem neuesten technischen Stand zu halten.
- Görzig [1976; 1980] benutzt den Quotienten aus Netto- und Bruttoan-
lagevermögen als Kennziffer für den "Modernitätsgrad" des Kapital-
stocks. Gehen die Investitionen zurück, sinkt dieser Quotient, d.h.
diejenigen Kapitalgüter, von denen bereits ein großer Teil abgeschrie-
ben ist, gewinnen sowohl im Brutto- als auch im Nettoanlagevermögen
(1) Zur formalen Darstellung siehe z.B. Wan [1971, S. 147 ff.]. Zur
Konstruktion von Vintage-Ansätzen in CES-Funktionen vgl. McCarthy
[1967].
(2) Das impliziert eine Substitutionalität zwischen Kapital und Arbeit
sowohl vor als auch nach Installation der Kapitalgüter (putty-putty).
(3) Diese Näherung ist zulässig, wenn sich die Effizienz der Produk-
tionsanlagen im Zeitverlauf nicht zu stark ändert.101
an Gewicht. In der Regel sind dies die älteren und technisch rück-
ständigeren Anlagen.
196. Alle drei Meßziffern lassen sich sowohl in jeweiligen als auch in
konstanten Preisen berechnen. Vorzuziehen ist die reale Betrachtungs-
weise, denn in nominaler Rechnung kann der Anteil neuer Anlagen am
Kapitalstock auch deshalb fallen, weil wichtige Investitionsgüter im Preis
gesunken sind. Die Entwicklung der Altersstruktur des Anlagevermögens
würde dann in nominaler Rechnung zu ungünstig dargestellt.
197. Wenig aussagefähig ist die Veränderung der Altersstruktur des An-
lagevermögens allerdings dann, wenn zur Installation neuer Techniken
nicht nur billigere, sondern auch weniger Investitionsgüter als früher
benötigt werden - wenn es also zu einem schubartigen kapitalsparenden
Fortschritt kommt. Selbst bei real rückläufigen Investitionsaufwendungen
kann dann die durchschnittliche technologische Effizienz des insgesamt
genutzten Kapitalstocks unverändert bleiben oder sogar steigen.
198. Die zeitliche Entwicklung der drei Indikatoren ist in Schaubild 11
dargestellt. Für das Durchschnittsalter des Kapitalstocks wurde auf Zah-
lenmaterial des RWI zurückgegriffen (1), da entsprechende Angaben vom
Statistischen Bundesamt nicht vorliegen. Ein Vergleich mit den beiden
anderen Indikatoren, die auf der Grundlage der Zahlen des Statistischen
Bundesamts berechnet wurden, ist daher nur bedingt möglich. Für die
Investitionsraten wurde die Grenze zwischen neuen und alten Investi-
tionsgütern bei fünf Jahren gesetzt. Je länger der gewählte Kumulations-
zeitraum, desto stärker die Glättung des zeitlichen Verlaufs, desto
größer aber auch die Entfernung von der aktuellen technologischen Ent-
wicklung. Insofern ist der hier gewählte Zeitraum als Kompromiß zu ver-
stehen.
199. Entsprechend ihrer Konstruktion zeigen die drei Meßziffern eine
unterschiedliche Reagibilität auf kurzfristige Schwankungen der Investi-
tionstätigkeit. Am stärksten reagieren die Investitionsraten, da hier ein
Sprung bei den Investitionsausgaben über fünf Jahre vollständig im Zäh-
ler enthalten ist, danach jedoch nur noch über den Nenner (und zwar
mit umgekehrtem Vorzeichen) die Rechnungen beeinflußt. Das Durch-
schnittsalter des Kapitalstocks dagegen reagiert äußerst träge und mit
erheblicher Zeitverzögerung auf Bewegungen bei den Investitionen (2).
Wird im Extremfall in einem Jahr gar nichts investiert, so steigt das
Durchschnittsalter um etwas weniger als ein Jahr (3) - bei einem Aus-
gangsniveau des Durchschnittsalters von z.B. zehn Jahren also um kaum
zehn vH. Die Investitionsrate dagegen würde im gleichen Fall um etwa
zwanzig vH absinken. Denison [1964] zieht daraus den Schluß, daß mit
einer derart invarianten Meßziffer wie dem Durchschnittsalter Verände-
rungen der technologischen Qualität des Kapitalstocks wohl nicht meßbar
sind.
(1) Zu den Berechnungsgrundlagen vgl. J. Schmidt [1979; 1982].
(2) In den Berechnungen für das Jahr 1970 sind beispielsweise immer
noch die Folgen des Investitionseinbruchs von 1945 wirksam, in äu-
ßerst schwacher Form sogar noch die von 1930/31 [Baumgart, 1980].
(3) Gäbe es keine Verschrottungen, betrüge die Alterszunahme genau ein
Jahr.102
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Quelle: Statistisches Bundesamt [b]. - J. Schmidt [1982],
Schwächer als die Investitionsraten, aber stärker als das Durchschnitts-
alter reagiert der Modernitätsgrad auf Änderungen bei den Investitionen:
Gedämpft werden Schwankungen der Investitionstätigkeit dadurch, daß
im Zähler jeweils der gesamte noch nicht abgeschriebene Kapitalstock und
nicht nur (wie bei den Investitionsraten) die Investitionen der letzten
Jahre enthalten sind. .Andererseits wird (im Gegensatz zum Durch-
schnittsalterkonzept) durch die Herausnahme zwar physisch noch vorhan-
dener, aber bereits abgeschriebener Anlagen aus dem Zähler der Einfluß
weit in der Vergangenheit liegender Schwankungen weitgehend eliminiert
und damit die Abbildung gegenwartsnaher Vorgänge verbessert. Diese
Meßziffer erscheint daher am geeignetsten, die trendmäßige Entwicklung
der technologischen Qualität des Kapitalstocks einzufangen.
200. Ungeachtet dieser Unterschiede wird die Änderung in der Zeit von
allen drei Indikatoren recht ähnlich beschrieben: Das hohe Niveau, das
aufgrund der Investitionsdynamik der sechziger Jahre erreicht wurde,
konnte im folgenden Jahrzehnt nicht gehalten werden. Die Folgen der103
Rezession von 1967 wurden zwar mit dem anschließenden Investitionsboom
noch einmal aufgefangen; seit Mitte der siebziger Jahre ist aber eine
unverkennbare Überalterung des Kapitalstocks eingetreten. Inwieweit
dies den Anstieg der Arbeitsproduktivität beeinträchtigt hat, soll im fol-
genden geprüft werden.
2. Empirischer Befund
201. Der Grad der Kapitalgebundenheit kann bei einzelnen Innovationen
höchst unterschiedlich sein. Der klassische Fall vollständig ungebundener
Effizienzsteigerungen ist die Einführung neuer Organisatiohsstrukturen,
etwa in Form verbesserter Managementtechniken. Doch auch im Produk-
tionsbereich gibt es weitgehend investitionsunabhängige technische Neue-
rungen, z.B. die Umstellung von Pfand- auf Einwegflaschen oder die
Einführung neuer Sorten im Pflanzenbau. Auch das alljährlich stattfin-
dende "Facelifting" im Automobilbau läßt sich zumeist mit den vorhande-
nen Produktionsanlagen bewerkstelligen.
202. Das andere Extrem stellt beispielsweise beim Erdöl- und Erdgas-
transport der Übergang von Tankschiffen auf Pipelines dar oder etwa die
Einführung des Photosatzes in der Drucktechnik, die ganze Bleisatzanla-
gen überflüssig macht. Die Mehrzahl der Innovationen dürfte jedoch zwi-
schen diesen beiden Positionen angesiedelt sein; häufig ist ein Nachrü-
sten veralteter Geräte sinnvoller als ein Austausch gegen neue. So er-
fordert der Einsatz von Industrierobotern in der Fertigungstechnik nicht
gleich den kompletten Neubau ganzer Montagestraßen; bereits mit dem
Aufstellen dieser Geräte an vorhandenen Fließbändern kann die gesamte
Anlage dem akutellen Stand der Technik angepaßt werden.
203. Ein interessantes Beispiel hierfür ist die Verbreitung des Oxygen-
Stahlverfahrens (1): Erfunden in den vierziger Jahren, erlaubte dieses
Verfahren eine wesentlich kostengünstigere Produktion von Qualitätsstahl
als das früher verwendete Bessemer- oder Thomas-Verfahren (2). Vor
allem in Österreich fand diese neue Technik rasche Verbreitung. Die
Stahlproduzenten der Vereinigten Staaten jedoch zögerten, denn sie hat-
ten gerade wenige Jahre zuvor ihre Anlagen erneuert und scheuten nun
die vorzeitige Verschrottung der inzwischen technologisch rückständig
gewordenen Konverter. Sie führten die neue Technologie erst ein, als
ein wenige Jahre später entwickeltes Verfahren es möglich machte, durch
Nachrüsten herkömmlicher Konverter zumindest teilweise den Effekt des
Oxygen-Verfahrens zu erzielen, ohne daß die alten Anlagen verschrottet
werden mußten [Maddala, Knight, 1967]. Das Beispiel dieser Folgeinno-
vation zeigt, daß Forschungsaktivitäten der Unternehmen sogar explizit
darauf gerichtet sein können, das Ausmaß der Kapitalgebundenheit neuer
Technologien herabzusetzen.
204. In der Regel dürfte die Einführung neuer Techniken zur Folge ha-
ben, daß ein Teil des vorhandenen Kapitalstocks ersetzt werden muß,
(1) Auch LD-Verfahren genannt, nach den österreichischen Entwickler-
werken Linz-Donawitz.
(2) Zur Geschichte dieser Erfindung vgl. Jewkes et al. [1969, S. 338-
341]; siehe auch Ray [1969].104
ein anderer Teil dagegen weiterverwendet werden kann. Auf aggregier-
tem Niveau ist daher damit zu rechnen, daß der technische Fortschritt
sowohl gebundene als auch ungebundene Züge enthält (1). Vom relativen
Gewicht dieser beiden Komponenten hängt es ab, wie gravierend sich
eine Überalterung des Kapitalstocks auf den Produktivitätsfortschritt
auswirkt.
205. Zur empirischen Prüfung dieser Frage sollen zwei Ansätze gegen-
übergestellt werden, bei denen die technologische Effizienz des Kapital-
stocks einmal vernachlässigt und einmal explizit berücksichtigt wird. Ein
Cobb-Douglas-Ansatz zur Erklärung der jährlichen Änderungsraten der
Arbeitsproduktivität (Ay) (2) in Abhängigkeit von der Veränderung der
Kapitalintensität (A(K/L); Nettoanlagevermögen je Arbeitsstunde) und
einem exogenen, ungebundenen, mit konstanter Rate in der Zeit (t) auf-
tretenden technischen Fortschritt liefert für den Unternehmensbereich
(ohne Wohnungsvermietung) von 1960 bis 1980 folgende Schätzung:
Ay = 0,6 + 0,80 A(K/L) + 0,01 t; R
2 = 0,84
(8,12)* (0,34)
Erwartungsgemäß wird der Teil der Arbeitsproduktivität, der durch die
Kapitalintensität nicht erklärbar ist, durch einen exponentiellen Trend-
faktor für den technischen Fortschritt nur äußerst unzureichend abgebil-
det.
206. Wird dieser Ansatz um einen Term für den kapitalgebundenen tech-
nischen Fortschritt erweitert, so verbessert das die Schätzergebnisse für
den technischen Fortschritt ganz entscheidend (3):
Ay = - 40 + 0,65 A(K/L) + 0,62 M + 0,10 t; R
2 = 0,90
(9,04)* (3,15)* (2,42)*
Dabei steht M für den Modernitätsgrad des Anlagevermögens (vgl. Ziff.
195). Der Einfluß des kapitalgebundenen technischen Fortschritts ist mit
positivem Vorzeichen statistisch hoch gesichert, und auch der ungebun-
dene technische Fortschritt erweist sich, nachdem der Trendbruch beim
Produktivitätsfortschritt vorrangig dem gesunkenen Modernitätsgrad zu-
gerechnet wurde, als statistisch signifikant.
207. Aus dem letzten Term der Schätzgleichung sollte natürlich nicht
gefolgert werden, daß dieser Teil des technischen Fortschritts tatsäch-
(1) So auch Intriligator [1965]. In einigen anderen empirischen Untersu-
chungen dagegen wird die Relevanz des kapitalgebundenen Fort-
schritts vollständig abgestritten. Vgl. z.B. You [1976], Wickens
[1970] und Barger [1976].
(2) Auslastungsbereinigt mit dem vom Sachverständigenrat berechneten
Auslastungsgrad des Produktionspotentials [ Sachverständigenrat zur
Begutachtung der gesamtwirtschaftlichen Entwicklung, 1982].
(3) Auch für die gesamte Regression bietet dieser zweite Ansatz eine
verbesserte Spezifikation (Durbin-Watson-Testwert: 1,23) gegenüber
dem ersten Ansatz, der eine positive Autokorrelation aufweist (Dur-
bin-Watson-Testwert: 0,85). t-Werte in Klammern; * signifikant bei 1
vH Irrtumswahrscheinlichkeit.105
lieh die Eigenschaften exogen, ungebunden und mit konstanter Rate in
der Zeit wachsend aufgewiesen hätte. Da es sich um eine Restgröße han-
delt, ist lediglich die Vermutung gerechtfertigt, daß der Anstieg der
Arbeitsproduktivität auch von einem stabilen positiven Trend gespeist
wird, der seinerseits weder mit der Kapitalintensivierung noch mit dem
Alter des Kapitalstocks in Verbindung steht. Es ist zu erwarten, daß
auch dieser Trendfaktor mit dem Einsatz von Ressourcen zusammenhängt.
Eine nochmalige Erweiterung des obigen Ansatzes um eine Kennziffer für
den ungebundenen, aber endogenen technischen Fortschritt (gemessen an
der gesamtwirtschaftlichen Forschungsintensität) erbringt jedoch keine
statistisch signifikanten Resultate mehr.
208. Wichtiger sind in diesem Kontext die Ergebnisse für den kapitalge-
bundenen Fortschritt. Der Modernitätsgrad des Anlagevermögens der
Unternehmen ist seit den frühen siebziger Jahren um rund zweieinhalb
Prozentpunkte gesunken (vgl. Schaubild 11). In Verbindung mit den
geschätzten Regressionsparametern würde daraus eine Reduzierung des
Produktivitätsfortschritts um etwa eineinhalb Prozentpunkte folgen. In
den sechziger Jahren dagegen ist der Modernitätsgrad sogar noch gestie-
gen. Nach diesen Ergebnissen würde die verringerte technologische Effi-
zienz des Kapitalstocks allein bereits den überwiegenden Teil des Trend-
bruchs bei der Arbeitsproduktivität erklären.
209. Das "wahre" Ausmaß der Veränderungen beim kapitalgebundenen
technischen Fortschritt läßt sich durch schlichtes Einsetzen numerischer
Werte in die Schätzgleichung jedoch nicht ermitteln, da insbesondere die
Auswirkungen des nach 1973 verringerten Energieeinsatzes unberücksich-
tigt geblieben sind. Als wichtige Ursache der Produktivitätsmalaise hat-
ten sich in der im Kapitel D durchgeführten Analyse bereits die Energie-
verteuerung sowie die verlangsamte Substitution von Arbeit durch Kapi-
tal erwiesen. Während letztere in obigem Schätzansatz durch die Einbe-
ziehung der Kapitalintensität explizit erfaßt wird, bleibt die Energiever-
teuerung hier außer Betracht (1). Auch möglicherweise aufgetretene
Trendänderungen beim ungebundenen Fortschritt, die in Abschnitt II
dieses Kapitels erörtert wurden, konnten nicht berücksichtigt werden
(2). Insofern ist in dieser partialanalytischen Berechnung der Einfluß
des Modernitätsgrades auf den Produktivitätsfortschritt vermutlich über-
schätzt worden. Die statistische Signifikanz dieses Einflusses bleibt da-
von jedoch unberührt.
Die Interpretation der ökonometrischen Ergebnisse sollte auf die Aussage
beschränkt bleiben, daß es neben einem ungebundenen technischen Fort-
schritt auch noch einen kapitalgebundenen gegeben hat und daß letzterer
für die Entwicklung der Arbeitsproduktivität in der deutschen Wirtschaft
vermutlich der wichtigere war.
(1) Eine Erweiterung des Ansatzes auf drei Produktionsfaktoren hätte
erfordert, statt drei exogener Variablen fünf zu berücksichtigen, da
nicht nur eine Energievariable hinzugekommen, sondern auch Kapital
und Arbeit getrennt in die Schätzfunktion eingegangen wären. Das
hätte die ökonometrischen Schätzprobleme erheblich vergrößert.
(2) Eine empirische Bestimmung des kapitalgebundenen Fortschritts ist
stets nur möglich, wenn für den ungebundenen Fortschritt ein sta-
biler Trend unterstellt wird [Jorgenson, 1966].106
210. Die Relevanz kapitalgebundener technischer Neuerungen für die
Abschwächung des Produktivitätsfortschritts ist nicht in allen Wirt-
schaftsbereichen gleich. Die Diffusion neuer Technologien wird auch bei
nachlassender Investitionstätigkeit dort kaum beeinträchtigt, wo tech-
nischer Fortschritt verstärkt kapitalsparend wirkt oder vorrangig über
organisatorische Änderungen sowie den Einsatz hochwertiger Vorleistun-
gen verwirklicht wird (1). Am nachhaltigsten betroffen werden die Bran-
chen sein, die Effizienzsteigerungen in erster Linie mit neuen Anlage-
gütern erzielen und bei denen die Investitionsquoten gesunken sind.
211. Eine Analyse für neun Bereiche des Unternehmenssektors (2) er-
gibt, daß vor allem die Landwirtschaft, das Verarbeitende Gewerbe, das
Baugewerbe und der Handel' von dem gesunkenen Modernitätsgrad ihrer
Anlagen betroffen sind (Tabelle 32) (3). In schwächerer Form lassen
sich die Auswirkungen des gebundenen Fortschritts auch noch in der
Energiewirtschaft und im Bergbau nachweisen.
Die drei letztgenannten Bereiche des Tertiären Sektors dagegen wurden
in ihrem Produktivitätsfortschritt offenbar nicht durch veraltete Anlagen
behindert, obwohl auch bei ihnen der statistisch gemessene Modernitäts-
grad des Kapitals gesunken ist. Im Bereich Verkehr und Nachrichten-
übermittlung sind Produktivität und Modernitätsgrad sogar negativ mit-
einander korreliert. Eine Erklärung dafür könnte sein, daß hier ver-
stärkt mikroelektronische Geräte eingesetzt wurden, die bei vergleichs-
weise geringem Investitionsaufwand eine starke Produktivitätssteigerung
erlauben. Ein Sinken des Quotienten aus Netto- und Bruttoanlagevermö-
gen muß dann nicht bedeuten, daß sich die technologische Effizienz des
Kapitals verringert hat, da es durch eine schubartig erhöhte Effizienz
neuer Anlagen überkompensiert worden sein kann. Für den Unterneh-
menssektor insgesamt haben aber offenbar die effizienzmindernden Effek-
te der Investitionsschwäche dominiert.
212. Die geringe Investitionstätigkeit der frühen achtziger Jahre wird
sich vermutlich auch in Zukunft als belastende Hypothek für den Pro-
duktivitätsfortschritt erweisen, da eine merkliche Überalterung der Pro-
(1) Im Produzierenden Gewerbe besteht im Querschnitt ein enger stati-
stischer Zusammenhang zwischen dem Produktivitätsfortschritt und
den in den eingesetzten Vorleistungen indirekt enthaltenen For-
schungsaufwendungen der Zulieferer [Fels, Schmidt, 1981, S. 94
ff.]; siehe auch Scherer [1982].
(2) Eine tiefere Untergliederung ist mit den verfügbaren Kapitalstock-
daten nicht möglich. Zur Bereinigung von konjunkturellen Schwan-
kungen wurde die sektorale Produktivitätsentwicklung als gleitender
Fünf-Jahresdurchschnitt berechnet.
(3) Aufgrund ökonometrischer Probleme wird der letzte Term der Schätz-
gleichung beim Verarbeitenden Gewerbe und beim Handel weggelas-
sen. In diesen Bereichen ist der Modernitätsgrad im Zeitverlauf na-
hezu kontinuierlich gesunken. Dadurch ergibt sich eine hohe Multi-
kollinearität zum Trendfaktor t. Würde nicht der Zeittrend, sondern
der Modernitätsgrad aus den Schätzgleichungen eliminiert, so errech-
nete sich zwar ein signifikanter, aber negativer ungebundener tech-
nischer Fortschritt. Die ökonomische Plausibilität läßt es statt dessen
geraten erscheinen, den gebundenen technischen Fortschritt im
Schätzansatz zu belassen.107
Tabelle 32 - Zusammenhang zwischen Arbeitsproduktivität, Kapitalintensi-































































































(a) Ay - Snderungsrate der Arbeitsproduktivität (gleitender Fünf-Jahresdurchschnitt);
A (K/L) - Snderungsrate der Kapitalintensität; M - Nettoanlagevermögen in vH des Brut-
toanlagevermogens; t - Zeitindex. t-Werte in Klammern; *signifikant bei 1 vH, + bei
5 vH, ° bei 10 vH Irrtumswahrscheinlichkeit.
Quelle: Eigene Berechnungen.
duktionsanlagen erst mit einer gewissen Verzögerung wirkt. Um nähe-
rungsweise die Zeitspanne zu bestimmen, die zwischen einem Investitions-
einbruch und der Reaktion des Modernitätsgrades des Anlagevermögens
liegt, wurde die Korrelation zwischen diesen beiden Größen mit alter-
nativen Lags berechnet. Die beste Anpassung ergab eine Zeitverzögerung
von drei Jahren (Tabelle 33). Erst nach acht Jahren ist gar kein signi-
fikanter Einfluß des Investitionsverhaltens auf den Modernitätsgrad mehr
nachweisbar. Es muß also davon ausgegangen werden, daß die Behinde-
rung der Diffusion technischer Neuerungen durch die derzeitige Investi-
tionsschwäche bis an das Ende dieses Jahrzehnts spürbar bleiben wird.108
Tabelle 33 - Korrelation zwischen Investitionsrate und Modernitätsgrad
des Anlagevermögens im Unternehmenssektor (a) 1960-1980

























(a) Unternehmen insgesamt ohne Vfohnungsvermietung. - (b) M - Modernitätsgrad des
Anlagevermögens (Relation aus Netto- und Bruttoanlagevermögen in Preisen von 1976);
I/K - Anlageinvestitionen in Relation zum Anlagevermögen in Preisen von 1976; t -
Zeitindex; i - Zeitverzögerung der Investitionsquote (Jahre). * signifikant bei
1 vH, + bei 5 vH Irrtumswahrscheinlichkeit.
Quelle: Eigene Berechnungen.
IV. Internationale Aufholprozesse als Determinanten des Produktivitätsfortschritts
213. Im internationalen Vergleich zeigen sich beträchtliche Unterschiede
sowohl im absoluten Niveau als auch im Anstieg der Arbeitsproduktivität.
Neben der Kapitalausstattung der Arbeitsplätze dürften dafür vor allem
qualitative Unterschiede in der Produktionstechnologie eine Rolle spielen.
Einige "growth-accounting"-Studien kommen sogar zu dem Ergebnis, daß
es in höherentwickelten Industrieländern nahezu ausschließlich auf die
Technologie ankommt und Unterschiede bei der Faktorausstattung kaum
ins Gewicht fallen [Kendrick, 1981; Denison, 1967], Vermutlich können
Länder, die in erheblichem Umfang technisches Wissen aus dem Ausland
importieren, einen rascheren Produktivitätsanstieg realisieren als jene,
die selbst an der Spitze der internationalen Produktivitätsfront stehen
oder denen das für die Nutzung ausländischer Technologien notwendige
komplementäre Humankapital fehlt. Veränderungen beim Technologieimport
können somit bei der Erklärung von Trendbrüchen in der Produktivitäts-
entwicklung eine wichtige Rolle spielen.
1. Indikatoren des technologischen Niveaus im internationalen Vergleich
214. Um Produktivitätsniveaus vergleichen zu können, sind international
unterschiedliche Trends bei der Arbeitszeitverkürzung auszuschalten.
Daher werden aus nationalen Statistiken durchschnittlich geleistete Ar-
beitsstunden je Erwerbstätigen berechnet. In deutschen Unternehmen
ging die jährliche Arbeitszeit der Erwerbstätigen zwischen 1960 und 1981
durchschnittlich um 19 vH zurück, in Japan um 15 vH und in den Verei-
nigten Staaten nur um 10 vH. Auf die Anzahl der Erwerbstätigen bezo-
gene Produktivitäten würden also nicht nur zu verzerrten Niveaus, son-109
dern auch zu verzerrten Zeittrends führen. Ein weiteres Problem ist die
Umrechnung der nationalen Wertangaben auf eine einheitliche Währung.
Mehrere Wege sind möglich:
- Einmal kann die Relation der nominalen Produktivitäten zueinander je-
weils mit laufenden Wechselkursen bewertet werden und die Preisberei-
nigung über den Deflator des Landes erfolgen, auf dessen Währung
umgerechnet wurde [Fels, 1982]. Das erscheint dann angebracht, wenn
es in erster Linie auf die Wettbewerbsfähigkeit auf den internationalen
Märkten ankommt, denn für diese sind die jeweils gültigen Wechselkur-
se relevant. Der Nachteil dieses Verfahrens liegt allerdings darin, daß
kurzfristige Schwankungen der Wechselkurse, die nichts mit der ver-
änderten wirtschaftlichen Leistung zu tun haben, vollständig auf die
internationalen Produktivitätsunterschiede übertragen werden.
- Als zweite Möglichkeit kommt die Preisbereinigung der Produktivitäten
mit nationalen Deflatoren in Frage, wobei die Umrechnung auf eine
einheitliche Währung mit dem Wechselkurs des Basisjahres der Deflatio-
nierung erfolgt [Hecker, 1982]. Dieses Verfahren führt dann in die
Irre, wenn die Wechselkurse des Basisjahres verzerrt sind.
- Als Ausweg bietet sich an, das zweite Verfahren dergestalt zu modifi-
zieren, daß die Wechselkurse nicht am kurzfristigen Marktwert, son-
dern an der Kaufkraft der einzelnen Währungen orientiert sind
[Kravis, 1976]. Am Markt wurde ein Dollar im Jahre 1970 (dem Basis-
jahr der Deflationierung) mit 3,66 DM bzw. 360 Yen notiert, seine
Kaufkraft entsprach nach Berechnungen von Kravis et al. [1978; 1980]
(1) jedoch nur 2,99 DM bzw. 241 Yen. Die Wechselkurskorrekturen der
folgenden Jahre stützen die Vermutung, daß der Dollar im Jahre 1970
deutlich überbewertet war. Daher werden statt der offiziellen Wechsel-
kurse Kaufkraftparitäten nach Kravis benutzt.
215. Auf gesamtwirtschaftlichem Niveau weisen die Unternehmen der Ver-
einigten Staaten nach wie vor die höchste Arbeitsproduktivität auf
(Schaubild 12). Die deutschen Unternehmen, deren Produktivität im Jah-
re 1960 nur halb so hoch war wie die der amerikanischen, haben einen
großen Teil dieses Rückstands wettgemacht. Von allen Industrieländern
hat jedoch Japan am kräftigsten aufgeholt: I960 machte dort die Arbeits-
produktivität noch weniger als ein Fünftel der Produktivität in den Ver-
einigten Staaten aus, 1981 schon fast zwei Drittel.
216. Deutsche Unternehmen haben vor allem in den sechziger Jahren
aufgeholt. Möglicherweise zeigt das Schließen der Produktivitätsschere
gegenüber den Vereinigten Staaten an, daß für die Zukunft eine Quelle
des nationalen Produktivitätsfortschritts, die Imitation ausländischer
Technologien, weitgehend versiegt ist. Zur Beurteilung dieser Frage soll
nach zusätzlichen Indikatoren des erreichten Standes der Produktions-
technik in der Bundesrepublik Deutschland im Vergleich zu anderen Län-
dern gesucht werden.
217. Das technologische Niveau der Produktion eines Landes läßt sich
auch an den Marktergebnissen im internationalen Wettbewerb mit Spitzen-
technologien ablesen. Zur Ermittlung der Weltmarktanteile bei for-
(1) Von diesen Autoren stammen die bisher umfangreichsten und detail-
liertesten Untersuchungen zur Berechnung von Kaufkraftparitäten.110
Schaubild 12 - Arbeitsproduktivität (a) in den Unternehmen (b) der











1960 1965 1970 1975 1980
(a) BruMowertschöpfung je Erwerbstätigenstunde in Preisen von 1970; umgerechnet mit Kautkraftparitäten 1970
(1 US-S = 2,99 DM = 241 Yen). - (b) Unternehmen insgesamt ohne Wohnungsvermietung.
Quelle: Eigene Berechnungen.
schungsintensiven Gütern wurden aus der Standard International Trade
Clässification diejenigen Warengruppen herausgegriffen, die als besonders
technologieintensiv angesehen werden können (Tabelle A4) (1). Gewisse
Unscharfen sind dabei allerdings unvermeidlich, da selbst die kleinsten
Bausteine dieser Systematik in aller Regel zu inhomogen sind, als daß
eine eindeutige Zuordnung immer möglich wäre.
218. Insgesamt nimmt nach diesen Berechnungen das Gewicht forschungs-
intensiver Waren im Welthandel zu (Tabelle 34). Dieser Trend wurde
zwar im Laufe der siebziger Jahre zweimal durch die ölpreisschübe un-
(1) Diese Tabelle stützt sich vor allem auf Dick, Dicke [1979]; siehe
auch Hörn [1976, S. 310-314]. Diese Arbeiten fanden ihrerseits Vor-
läufer in OECD [a].111
Tabelle 34 - Kennziffern zum internationalen Handel mit forschungsinten-













































































































































bei forschungsintensiven Waren in vH; zur






































































Relation zum Weltmarktanteil insge-
Quelle: UN [d; e]. - Eigene Berechnungen.112
terbrochen, über den gesamten Zeitraum von 1970 bis 1980 ist jedoch ein
Anstieg zu verzeichnen (1). Fast drei Viertel dieser Exporte entfallen
auf nur sechs Länder, etwa die Hälfte allein auf die Vereinigten Staaten,
die Bundesrepublik und Japan. Im Zeitverlauf mußten vor allem die Ver-
einigten Staaten, in geringerem Maße jedoch auch deutsche Unternehmen
Weltmarktanteile in diesem Bereich abgeben.
Die Vereinigten Staaten haben sich am stärksten auf technologieintensive
Produkte spezialisiert. Japan, dessen Produktivitätsniveau im Durch-
schnitt aller Unternehmen noch deutlich hinter dem der Bundesrepublik
zurückliegt, hat im Export aber bereits die Technologieintensität deut-
scher Unternehmen überflügelt. Ob dahinter auch eine überlegene Stel-
lung im Produktivitätsniveau bei exportorientierten Branchen steht, wird
im nächsten Abschnitt geprüft. Zunächst soll jedoch auf den internatio-
nalen Technologietransfer eingegangen werden.
219. Die Weltmarktanteile geben Aufschluß über die Anwendung, nicht
aber über die Herkunft neuer Technologien. Letztere kann abgeschätzt
werden über die internationalen Zahlungsströme in Zusammenhang mit
dem Erwerb oder der Nutzung und der Auswertung von Patenten, die
von der Deutschen Bundesbank als Teil der Dienstleistungsbilanz erfaßt
werden. Insgesamt gaben deutsche Unternehmen im Jahre 1981 für aus-
ländische Patente, Erfindungen und Verfahren 2,1 Mrd. DM aus, nahmen
im Gegenzug aber nur 1,1 Mrd. DM aus der Verwertung eigener Schutz-
rechte im Ausland ein. Dieser negative Saldo ist jedoch vor dem Hinter-
grund der Auslandsverflechtung deutscher Unternehmen zu sehen; die
Zahlungen an ausländische Muttergesellschaften dürften nicht immer von
versteckten Gewinntransfers frei sein [Kiera, 1977].
220. Werden nur die Zahlungen der Unternehmen ohne maßgebliche aus-
ländische Kapitalbeteiligung herangezogen,so zeigt sich ein positiver Sal-
do der Patent- und Lizenzbilanz (Tabelle 35). Deutlich gestiegen ist die-
ser Saldo zwischen 1971 und 1973 - sicher auch eine Folge der D-Mark-
Aufwertung in diesen Jahren. Die Aufwertung hat jedoch nicht nur deut-
sche Lizenzen für ausländische Unternehmen verteuert (das erklärt den
Rückgang der Einnahmen von 1972 auf 1973), sondern zugleich die Imita-
tionskosten für inländische Unternehmen gesenkt. Dem sinkenden D-
Mark-Preis ausländischer Lizenzen stand aber keine entsprechende Men-
genausweitung gegenüber, so daß auch die Ausgaben zurückgingen -
prozentual sogar noch stärker als die Einnahmen. Die Erklärung dürfte
darin bestehen, daß auch die Erträge aus der Imitation ausländischer
Technologien gesunken sind. Imitieren wird letztlich nur lohnend sein,
solange ein Lohnkostenvorteil gegenüber dem Technologielieferanten be-
steht. Mit der Aufwertung der D-Mark ist dieser Vorteil deutscher Un-
ternehmen jedoch geschrumpft, so daß auch der Anreiz zur Übernahme
ausländischer Technologien geringer geworden sein dürfte. Statt dessen
erhöhten sich die Anreize, selbst etwas anderes oder besseres zu ent-
wickeln.
221. Der technologische Rückstand deutscher Unternehmen gegenüber
den Vereinigten Staaten konnte sowohl in den sechziger als auch in den
siebziger Jahren verringert werden. In den sechziger Jahren, als deut-
(1) Für die Jahre davor erlauben die verfügbaren UN-Statistiken keine
derart detaillierte Untergliederung nach Warengruppen.Bibliothek des I
für Wtltwirtsdiaft Kiel 113
Tabelle 35 - Einnahmen und Ausgaben für Patente, Erfindungen und





































































Quelle: Deutsche Bundesbank [d].
sehe Unternehmen zwar schon relativ reichlich über Humankapital, aber
noch nicht über genügend technisches Wissen verfügten, wurde ein
Großteil der benötigten Technologie aus dem Ausland importiert. Der aus
dem Imitationslag resultierende Kostennachteil konnte über eine unterbe-
wertete Währung aufgefangen werden. Gleichzeitig nahmen die inländi-
schen Forschungsaktivitäten zu.
In den siebziger Jahren nahm der Wissensimport aus dem Ausland kaum
noch zu; gleichzeitig stagnierte der Anteil der inländischen Forschungs-
und Entwicklungsaufwendungen am Sozialprodukt. Die Produktivitätssche-
re gegenüber den Vereinigten Staaten schloß sich nun vor allem deshalb,
weil die Arbeitsproduktivität in den Vereinigten Staaten spürbar schwä-
cher zunahm. In Japan dagegen wurde der Technologieimport zumindest
in den exportorientierten Bereichen vermutlich auch in den siebziger
Jahren noch fortgesetzt, denn beim Export forschungsintensiver Waren
mußten deutsche Unternehmen Marktanteile an japanische Exporteure ab-
geben. Zur Überprüfung dieser Interpretation soll im nächsten Abschnitt
ein internationaler Vergleich der sektoralen Produktivitätsentwicklungen
vorgenommen werden.
2. Die Imitationskurve - Eine "hutförmige" Beziehung
222. In welchem Maße der Obergang von der Imitation ausländischer
Technologien zur selbstentwickelten Innovation den Produktivitätsanstieg
beeinträchtigt, hängt von der Relation zwischen den Grenzerträgen eige-114
ner Forschung und denen der Imitation ab. Wird eine neue Technik nicht
von außen übernommen, sondern in eigenen Unternehmen entwickelt, so
fallen Kosten in Form von Forschungsaufwendungen an. Dem stehen er-
sparte Imitationskosten gegenüber, wobei die Imitationskosten nur zum
kleineren Teil aus Lizenzgebühren, hauptsächlich aber aus Lernkosten
bei den Arbeitskräften und Kosten bei der Anpassung der importierten
Technik an die eigenen Produktionsbedingungen bestehen dürften. Dar-
über hinaus kann der Innovator häufig Pioniergewinne des temporären
Wissensmonopols abschöpfen, der Imitator dagegen nicht. Aus diesen
Gründen ist auch in einem Land, das nicht an der Spitze der technologi-
schen Entwicklung steht, nicht jegliches Imitieren lohnender als eigene
Forschung; vielmehr müssen die Erträge und Kosten sorgsam gegenein-
ander abgewogen werden. Soweit allerdings davon ausgegangen werden
kann, daß dem Innovator in aller Regel keine vollständige Internalisie-
rung des Innovationsgewinns gelingt [Arrow, 1962], dürfte für ein imi-
tierendes Land ein rascherer Produktivitätsfortschritt möglich sein als
für ein Land, das selbst zum internationalen Technologielieferanten auf-
gerückt ist.







223. In Schaubild 13 ist die Ertrags-Kosten-Situation für eine kostensen-
kende Verfahrensinnovation schematisch dargestellt. Dabei wird zur Ver-
einfachung unterstellt, daß die Faktorausstattungsrelationen in allen Län-
dern gleich seien; Unterschiede im Produktivitätsniveau sind dann allein
auf unterschiedliche technologische Entwicklungsstände zurückzuführen.
Durch die Imitation der neuesten Technik wird es unter diesen Voraus-
setzungen dem Imitator ermöglicht, das gleiche Produktivitätsniveau wie
der Technologielieferant zu erreichen. Der Imitationsertrag entspricht
damit der Differenz zwischen den Produktivitätsniveaus des führenden115
und des nachfolgenden Landes. Diese Differenz fällt linear mit der Ver-
ringerung der Imitationslücke.
Nicht nur der potentielle Imitationsertrag, sondern auch die Kosten der
Imitation sind jedoch vermutlich dort am höchsten, wo der Abstand zur
Spitzentechnologie am weitesten ist. Dabei können die Kosten der Bildung
komplementären Humankapitals in einem technologisch sehr weit zurück-
liegenden Land sogar prohibitiv hoch sein, so daß es gar nicht zur Imi-
tation kommt. Mit steigendem Entwicklungsniveau dürften diese Kosten
aber rascher sinken als die potentiellen Erträge, denn ansonsten käme es
auch bei verringerten Produktivitätsrückständen gar nicht zur Imitation.
Je mehr ein Land aufholt, desto größer wird zunächst der positive Saldo
aus Imitationserträgen und Imitationskosten; der Imitationsgewinn steigt.
Ab einem gewissen Niveau werden die Technologielieferanten jedoch nicht
mehr bereit sein, ihr Wissen auch anderen zur Verfügung zu stellen, da
sie dadurch ihre eigene Marktposition gefährden würden. Mit verringer-
tem Abstand zum technologischen Führer werden Lizenzgebühren und
andere Kompensationen des Innovators zunehmend ins Gewicht fallen, so
daß sich insgesamt der Rückgang der Imitationskosten abflacht. Wenn
der Rückstand zum führenden Land schließlich nahezu aufgeholt ist,
dürfte es sich kaum noch lohnen, Verfahren aus dem Ausland zu imitie-
ren, so daß eigene Forschungs- und Entwicklungsarbeiten nötig sind, um
das relative Produktivitätsniveau weiter zu steigern.
224. Diese Darstellung ist natürlich eine grobe Vereinfachung. Auch in
der Forschung und Entwicklung gibt es eine internationale Arbeitstei-
lung, so daß der Technologietransfer nicht als Einbahnstraße anzusehen
ist. Insofern wird der Imitationsgewinn mit zunehmendem relativen Ent-
wicklungsniveau vermutlich nicht - wie in Schaubild 13 unterstellt - ganz
verschwinden, sondern noch positiv bleiben. Dennoch dürfte die Annah-
me eines mit einer Verringerung der technologischen Lücke zunächst
steigenden, dann aber wieder abnehmenden Imitationsgewinns durchaus
gerechtfertigt sein. Gomulka [1979] bezeichnet diesen Kurvenverlauf als
die "hutförmige" Beziehung.
225. Direkt meßbar sind weder der Imitationsgewinn noch das technologi-
sche Entwicklungsniveau. Der Imitationsgewinn sollte sich jedoch positiv
auf den erzielten Produktivitätsfortschritt auswirken, und zwar derge-
stalt, daß der Imitator einen größeren Produktivitätsanstieg erreicht als
der Technologielieferant. Das technologische Niveau der Produktion kann
am Produktivitätsniveau eines Landes ermessen werden, soweit internatio-
nal unterschiedliche Faktorausstattungen vernachlässigt werden können.
Wenn internationale Imitations- und Aufholprozesse eine Rolle spielen, ist
somit im Länderquerschnitt mit einer hutförmigen Beziehung zwischen den
Raten des Produktivitätsanstiegs (1) und den nationalen Produktivitäts-
niveaus im Vergleich zum technologisch führenden Land am Beginn der
Untersuchungsperiode zu rechnen.
(I) Auf eine explizite Berechnung der Veränderung der Imitationslücke
kann hier verzichtet werden, da diese für alle Länder am Produktivi-
tätsanstieg des am höchsten entwickelten Landes gemessen würde.
Eine derartige, für alle Länder gleiche Transformation kann die Re-
gressionsergebnisse nicht verändern.116
226. Eine Regressionsanalyse für dreizehn OECD-Länder (1) für die
sechziger und frühen siebziger Jahre zeigt einen statistisch hoch gesi-
cherten Zusammenhang (2):






r den Produktivitätsanstieg des Landes i von Hochkon-
junktur zu Hochkonjunktur im Zeitraum 1960-1973 und y./y für die
Relation der Produktivitätsniveaus in Land i und in den Vereinigten
Staaten als technologisch am weitesten entwickelten Land im Jahre 1960
(3). Je niedriger also die Produktivität im Vergleich zu der in den Ver-
einigten Staaten, desto rascher müßte die Produktivität des Landes i
steigen. Vermutlich befanden sich alle in die Untersuchung einbezogenen
Länder schon zu Beginn der sechziger Jahre auf dem fallenden Ast der
Imitationskurve, denn die Hutform, die durch ein Polynom zweiten Gra-
des erfaßbar wäre, ließ sich statistisch nicht belegen. Für die Zeit ab
1973 ergibt sich gar kein stabiles Muster mehr:
1973-1979: Ay. = 3,8 - 2,7 y./y ; R
2 = 0,02
1 1 U. S
(-1,09)
227. Demnach hat für die hier untersuchten Länder das imitierende
Nachstoßen in die von den Vereinigten Staaten eröffneten Produktivi-
tätspotentiale seit 1973 nur noch eine weitaus geringere Bedeutung be-
sessen als in den vorangegangenen Jahren. Das könnte einen Teil der
weltweiten Verlangsamung des Produktivitätsanstiegs erklären, allerdings
nicht die Produktivitätsschwäche in den Vereinigten Staaten selbst (4).
228. Die Interdependenzen zwischen technischem Fortschritt und Investi-
tionen lassen vermuten, daß hohe Imitationsspielräume auch die Investi-
tionstätigkeit anregen, denn gute Imitationschancen werden auch über-
durchschnittliche Kapitalrenditen ermöglichen und damit die Kapitalakku-
mulation begünstigen [Abramovitz, 1979]. Es war bereits darauf verwie-
sen worden (Ziff. 13), daß die Länder mit dem höchsten Produktivitäts-
fortschritt auch die höchsten Investitionsquoten aufweisen. Das Vehikel
der Imitation dürfte somit nicht allein der Import von Blaupausen sein,
sondern auch der positive Einfluß auf das allgemeine Investitionsklima
des aufholenden Landes.
3. Sektorale Produktivitätsunterschiede und Imitationsmuster
229. Die negative Beziehung zwischen Aufholtempo und technologischem
Entwicklungsstand, die für die betrachteten Länder insgesamt festzu-
stellen ist, muß nicht unbedingt auch für die einzelnen Wirtschaftsbe-
reiche in einem Lande gelten. Einen Hinweis darauf, daß es möglicher-
(1) Zur Länderauswahl und den jeweiligen zum Vergleich herangezogenen
Hochkonjunkturjahren vgl. Tabelle AI.
(2) t-Wert in Klammern; * signifikant bei 1 vH Irrtums Wahrscheinlichkeit.
(3) Bewertet mit Kaufkraftparitäten nach Kravis et al. [1980].
(4) Vergleichbare Ergebnisse finden sich bei Giersch, Wolter [1983],117
Tabelle 36 - Forschungsintensität sowie Einnahmen und Ausgaben für



































































Quelle: Unveröffentlichtes Zahlenmaterial der Deutschen Bundesbank.
Stifterverband für die Deutsche Wissenschaft [lfd. Jgg.].
weise sogar den am weitesten fortgeschrittenen Branchen am leichtesten
fällt, technisches Wissen aus dem Ausland zu nutzen, liefert die sekto-
rale Struktur der deutschen Lizenzbilanz (Tabelle 36). Erwartungsgemäß
zeigt sich die Tendenz, daß die Branchen mit der höchsten Forschungs-
intensität auch die größten Anteile bei den Lizenzeinnahmen auf sich
vereinen, überraschenderweise sind es jedoch nicht die Branchen mit
geringer Forschungsintensität, die am meisten auf ausländische Lizenzen
angewiesen sind, sondern wiederum die forschungsintensiveren.
Ausländische Lizenzen dienen vermutlich in erster Linie nicht als Ersatz
für eigene Forschungsarbeiten, sondern sind in hohem Maße komplemen-
tär zu den Forschungsaktivitäten der Unternehmen. Das weist darauf
hin, daß bei gegebenen Lohndifferenzen eine Imitation ausländischer
Technologien um so erfolgversprechender ist, je stärker sie in bereits
vorhandene eigene Forschungs- und Entwicklungsarbeiten eingebunden
werden kann.118
230. Eine detailliertere Analyse der Zusammenhänge zwischen Aufholtempo
und Entwicklungsniveau der Branchen macht es erforderlich, auf sek-
toraler Ebene sowohl die Produktivitätsniveaus im Vergleich zu dem am
weitesten fortgeschrittenen Land als auch die Veränderung der Produkti-
vitätslücke im Zeitverlauf zu ermitteln. Im Mittelpunkt des Interesses
steht hier die Bundesrepublik. Als technologisch führendes Land sollen
die Vereinigten Staaten herangezogen werden und als typisches Ver-
gleichsland, in dem Aufholprozesse vermutlich eine besonders ausgepräg-
te Rolle spielen, wiederum Japan. Besondere Schwierigkeiten bereitet es,
eine möglichst weitgehende Obereinstimmung der Branchengliederung und
der Meßkonzepte im internationalen Vergleich zu erreichen (1). Die größ-
ten Fehlermargen dürften bei den durchschnittlich geleisteten Arbeits-
stunden je Erwerbstätigen liegen, die aus unterschiedlichen Quellen und
aus eigenen Schätzungen ermittelt wurden (2). Angesichts der interna-
tional divergierenden Arbeitszeitentwicklung"scheint es jedoch angebrach-
ter, diese Unscharfen in Kauf zu nehmen, als auf ein Pro-Kopf-Konzept
der Produktivität zurückgreifen zu müssen. So ist beispielsweise die Ar-
beitszeitverkürzung in den Vereinigten Staaten und der Bundesrepublik
Deutschland bei den Dienstleistungen am ausgeprägtesten, in Japan da-
gegen bei den Industrieunternehmen.
231. Für drei Stichjahre sind die sektoralen Produktivitätsniveaus in
diesen drei Ländern in Tabelle 37 dargestellt. Sie zeigt, daß deutsche
Unternehmen nicht nur auf gesamtwirtschaftlichem Niveau, sondern auch
in den meisten Branchen eine Mittelposition zwischen den Vereinigten
Staaten und Japan einnehmen. 1960 jedoch war das japanische Produk-
tivitätsniveau in nur einer Branche höher als in der Bundesrepublik
Deutschland, 1970 bereits in fünf und 1978 gar in acht Branchen.
Gleichzeitig konnten deutsche Unternehmen, die 1960 in keinem Bereich
produktiver als amerikanische waren, bis 1978 in fünf Bereichen eine
Spitzenposition gegenüber den Vereinigten Staaten erreichen.
232. Am stärksten ausgeprägt ist der japanische Produktivitätsrückstand
in den Dienstleistungsbereichen sowie in mehreren arbeitsintensiven Ver-
brauchsgüterindustrien. Hier wurden auch kaum nennenswerte Aufholer-
folge erzielt. Dort jedoch, wo japanische Unternehmen auch 1960 schon
einen vergleichsweise hohen Produktivitätsstand erreicht hatten (Metall-
industrie, Elektrotechnik, Fahrzeugbau), wurde die Produktivitätslücke
am raschesten geschlossen und zum Teil sogar in einen Vorsprung ver-
wandelt. Das dürfte auch damit zusammenhängen, daß das japanische
Ministerium für Handel und Industrie (MITI) eine sektoral stark konzen-
trierte Industrie- und Forschungspolitik betrieben hat [Yawata, 1972;
1973; Ohara, 1981]. Es macht aber auch deutlich, daß die größten Imita-
tionschancen offenbar dort liegen, wo das Potential zur Übernahme aus-
ländischer Technologien am größten ist.
233. Wesentlich ausgeglichener verlief der Aufholprozeß der deutschen
Branchen gegenüber den Vereinigten Staaten. Unternehmen aus den Ver-
brauchsgüterindustrien und den Dienstleistungen haben ihre Position im
Vergleich dieser drei Länder recht gut gehalten, während die Unterneh-
men der Grundstoff- und Produktionsgüterindustrien sowie vor allem der
(1) Zu Abgrenzungsproblemen vgl. UN [a].
(2) Auf diese Probleme verweist auch Hof [1981].119
Tabelle 37 - Produktivitätsniveau (a) nach Wirtschaftsbereichen in den
Vereinigten Staaten, Japan und der Bundesrepublik







































































































(a) Bruttowertschöpfung je Erwerbstätigenstunde
Kaufkraftparitäten 1970 (] L US-$ =
terschiedlicher Abgrenzungen sine
übrige Verarbeitende Gewerbe zwar


































































































































































































Quelle: OECD [f; g]. - U.S. Department of Commerce [lfd. Jgg.]. -
U.S. Department of Labor [lfd. Jgg.]. - Council of Economic
Advisers [lfd. Jgg.]. - Bureau of Statistics [a; b], - Economic
Planning Agency [lfd. Jgg.]. - Statistisches Bundesamt [b]. -
Kravis et al. [1978]. - Eigene Berechnungen.120
stark exportorientierten Investitionsgüterindustrien zwar mit den ameri-
kanischen Unternehmen Schritt halten konnten, aber von der japanischen
Konkurrenz eingeholt und zum Teil sogar überholt worden sind.
234. Die Regressionsergebnisse für die 24 Branchen zeigen, daß es so-
wohl in der Bundesrepublik Deutschland als auch in Japan die im Ver-
gleich zu den Vereinigten Staaten bereits am weitesten fortgeschrittenen
Unternehmen waren, die ihren Rückstand am raschesten vermindern
konnten (Tabelle 38) (1). In Japan waren dies jedoch andere Branchen
als in der deutschen Wirtschaft. Außerdem drückt sich die sektoral un-
gleichmäßigere Entwicklung in Japan in einem niedrigeren Bestimmtheits-
maß aus.
235. Im sektoralen Querschnitt sind auch für die Zeit nach 1973 noch
stabile Imitationsmuster erkennbar. Die Produktivitätsniveaus der einzel-
nen Branchen lassen erkennen, daß in Teilbereichen nach wie vor recht
große Spielräume für die Übernahme ausländischer Produktionsmethoden
bestehen dürften. Bei den deutschen Unternehmen gilt dies vor allem für
einige Investitionsgüterhersteller, wie den Maschinenbau, den Fahrzeug-
Tabelle 38 - Der Zusammenhang zwischen relativem Produktivitätsanstieg
und -niveau nach Wirtschaftsbereichen in der Bundesrepu-


























(a) AG - Differenz zwischen dem Produktivitätsrückstand gegenüber den Vereinigten
Staaten am Beginn und am Ende der jeweiligen Periode, normiert mit dem Produktivi-
tätsrückstand am Beginn der Periode; y./y -.Produktivitätsniveau im jeweiligen
Land in Relation zum Produktivitätsniveau in den Vereinigten Staaten am Beginn der
Periode. t-Werte in Klamrern; * signifikant bei 1 vH, + bei 5 vH Irrtumswahrschein-
lichkeit.
Quelle: Eigene Berechnungen.
(1) Anders als bei dem dargestellten Länderquerschnitt konnte nicht
direkt auf die Rate des Produktivitätsfortschritts als endogene Va-
riable zurückgegriffen werden, da der sektorale Produktivitätsfort-
schritt auch in den Vereinigten Staaten recht unterschiedlich war.
Hier kommt es aber nicht auf das absolute Ausmaß des Produktivi-
tätsanstiegs an, sondern auf die Verminderung des Rückstands. Da-
her war eine Meßziffer zu berechnen, in die auch der Produktivitäts-
anstieg in den Vereinigten Staaten eingeht.121
bau oder die Feinmechanik und Optik. Die technischen Grenzen der Imi-
tation sind offenbar bei weitem noch nicht ausgeschöpft, so daß von da-
her pessimistische Aussagen über künftige Produktivitätspotentiale nicht
gerechtfertigt erscheinen.
236. Verringert haben sich dagegen wahrscheinlich die wirtschaftlichen
Anreize zur Imitation. Gerade für Branchen, die stark im internationalen
Wettbewerb stehen, dürften nicht die technischen Möglichkeiten zur Imi-
tation (die an dem Vergleich der realen Produktivitätsniveaus in Tabelle
38 ermessen werden können), sondern die Preiswettbewerbsfähigkeit zu
laufenden Wechselkursen darüber entscheiden, ob eine Übernahme aus-
ländischer Technologien lohnend ist. Japanische Unternehmen haben im-
mer noch einen deutlichen Lohnkostenvorteil vor amerikanischen und
deutschen Unternehmen, so daß sie nach wie vor in den exportintensiven
Investitionsgüterindustrien imitieren können. Da sich die Kostenniveaus
zwischen deutschen und amerikanischen Unternehmen angeglichen haben
und da damit die Erträge der Imitation gesunken sind, müssen deutsche
Investitionsgüterhersteller zunehmend Technologien selbst entwickeln, um
ihre internationale Konkurrenzfähigkeit zu behaupten (1). Die verringer-
ten Impulse des Technologieimports für den Produktivitätsanstieg in der
deutschen Wirtschaft sind somit vermutlich nur in einigen wenigen Bran-
chen auf reduzierte technische Imitationsmöglichkeiten zurückzuführen.
237. Insgesamt machen die Analysen dieses Kapitels deutlich, daß sich
der technische Fortschritt in der deutschen Wirtschaft verlangsamt hat.
Eine erneute Beschleunigung des technischen Fortschritts durch ver-
stärkte Imitation ausländischer Technologien dürfte auf breiter Basis
kaum möglich sein, da der Abstand im Einkommensniveau zu den Verei-
nigten Staaten, die immer noch an der Spitze der technologischen Ent-
wicklung stehen, sehr gering geworden ist. Auch die Modernität des
Kapitalstocks dürfte sich kurzfristig kaum wieder auf das Niveau der
sechziger und frühen siebziger Jahre anheben lassen; im Gegenteil: als
Spätfolge der anhaltenden Investitionsschwäche ist eher mit einem weite-
ren Veralten der Produktionsanlagen zu rechnen. Als Lichtblick bleibt
allein die sich in den letzten Jahren abzeichnende erneute Intensivierung
der Forschungsaktivitäten, darunter nicht zuletzt der Aktivitäten im Be-
reich der Grundlagenforschung.
(1) Für einen internationalen Lohnkostenvergleich siehe z.B. Salowsky
[1981].122
F. Schlußfolgerungen
238. Der Trendbruch in der Produktivitätsentwicklung wurde, wie die
vorangegangene Analyse gezeigt hat, vor allem durch drastisch verän-
derte relative Preise verursacht - von den deutschen Unternehmen muß-
ten seit den frühen siebziger Jahren gleich mehrere Preisschocks verar-
beitet werden:
- Die Olpreisexplosion zwang zum Energiesparen und verschlechterte die
Terms of trade gegenüber dem Ausland.
- Das veränderte Verhalten der Gewerkschaften in den Tarifverhandlun-
gen brachte (vor allem in den Lohnrunden 1973 und 1974) Lohnsteige-
rungen, die weit über den verteilbaren Produktivitätsfortschritt hin-
ausgingen.
- Der unerwartete Anstieg der Realzinsen verteuerte die Nutzung des
Produktionsfaktors Kapital.
239. Die gravierendste Folge dieser Verwerfungen war der Einbruch der
Investitionstätigkeit. Der Anteil der Nettoanlageinvestitionen an der
Wertschöpfung der Unternehmen ist seit 1974 im Durchschnitt nur noch
etwa halb so hoch wie in den sechziger und frühen siebziger Jahren.
Trotz gleichzeitiger Reduzierung der Beschäftigung stieg damit die Kapi-
talintensität der Arbeitsplätze erheblich weniger als in früheren Jahren.
Die verlangsamte Substitution von Arbeit durch Kapital erklärt nach den
hier durchgeführten Berechnungen bereits gut ein Drittel der zu beob-
achtenden Abschwächung beim Produktivitätsfortschritt des Faktors Ar-
beit (vgl. Ziff. 151). Daß sich die Investitionsschwäche nicht noch stär-
ker produktivitätsmindernd ausgewirkt hat, dürfte nicht zuletzt mit Um-
schichtungen bei den Investitionsausgaben zugunsten technologieintensi-
ver Anlagegüter zu erklären sein.
240. Ein weiteres Drittel der Verlangsamung im Anstieg der Arbeitspro-
duktivität entfällt auf die Auswirkungen der Energieverteuerung (vgl.
Ziff. 109). Nach 1973 wurde eine beachtliche Energieeinsparung erzielt,
und zwar vorrangig durch eine Substitution dieses Produktionsfaktors
durch Sachkapital, aber auch durch einen verstärkt energiesparenden
technischen Fortschritt. Als Preis dieser Anpassungsstrategie wurden
allerdings Investitionsmittel und Forschungskapazitäten gebunden, die
sonst für die Steigerung der Arbeitsproduktivität zur Verfügung gestan-
den hätten.
241. Der verbleibende Teil der Produktivitätsschwäche dürfte auf eine
Verlangsamung des technischen Fortschritts zurückzuführen sein (vgl.
Ziff. 237). Dabei sind vor allem drei Aspekte relevant:
- Der Aufwand für Forschung und Entwicklung wurde in den siebziger
Jahren erheblich weniger gesteigert als in den Jahren zuvor.
- Der Aufholprozeß der deutschen Wirtschaft durch die Imitation auslän-
discher - vorwiegend amerikanischer - Technologien war bereits zu
Beginn der siebziger Jahre weitgehend abgeschlossen.
- Die Diffusion kapitalgebundener Innovationen ist durch die Investi-
tionsschwäche nachhaltig behindert worden.123
242. Das ganze Ausmaß der Produktivitätsschwäche in der deutschen
Wirtschaft ist in den statistisch ausgewiesenen Produktivitätskennziffern
bislang noch nicht einmal sichtbar geworden, da in den letzten Jahren
eine große Zahl von Arbeitsplätzen mit unterdurchschnittlicher Produkti-
vität wettbewerbsunfähig geworden ist. Dieser Verdrängungsprozeß hat
rein rechnerisch die Durchschnittsproduktivität der im Markt verblei-
benden Anbieter erhöht, und zwar seit 1974 schätzungsweise um durch-
schnittlich 0,5 vH pro Jahr (vgl. Ziff. 65). Dieser Teil des Produkti-
vitätsanstiegs, der letztlich von einem Reallohndruck induziert worden
ist, kann aber nicht als Ausdruck einer erhöhten Effizienz der gesamt-
wirtschaftlichen Produktion gewertet werden und steht zur Verteilung in
Tarifverhandlungen nicht zur Verfügung.
243. Wenn diese Ursachenanalyse zutreffend ist, so läßt sich daraus fol-
gern, daß das Absinken der jährlichen Zuwachsraten bei der Arbeitspro-
duktivität auf 2 bis 3 vH keine vorübergehende Erscheinung ist, sondern
einen neuen Trend markiert. Zwar konnten bisher einige Probleme, die
den Produktivitätsfortschritt behindert haben (etwa die Stagnation der
Forschungsaktivitäten oder die Anpassung an das teure öl), weitgehend
überwunden werden, zugleich wurden jedoch neue Probleme geschaffen.
An erster Stelle steht dabei der starke Anstieg der Arbeitslosigkeit, der
nicht zuletzt eine Folge der überwiegend defensiven Anpassungsreaktio-
nen auf die relativen Preisänderungen darstellt. Sollen die freigesetzten
Arbeitskräfte sowie darüber hinaus die auf den Arbeitsmarkt drängenden
jungen Jahrgänge in die Produktion integriert werden, so darf der An-
stieg der Arbeitsproduktivität nicht noch einmal - wie in den siebziger
Jahren - von einer Reduzierung des Arbeitseinsatzes gestützt werden;
vielmehr muß es eine entsprechend zurückhaltende Lohnpolitik den Un-
ternehmen ermöglichen, wieder mehr Arbeitsplätze zu schaffen. Als wei-
teres Problem kommt hinzu, daß die Bestände an Sachkapital veraltet
sind. Einen Ausweg aus der Krise dürfte es nur geben, wenn es ge-
lingt, die privatwirtschaftlichen Investitionen wieder auf ein höheres
Niveau zu bringen. Ihnen kommt die Schlüsselrolle zu - sowohl für das
Produktionswachstum als auch für den Produktivitätsfortschritt.124
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(a) Die Strukturbruch-Hypothese wird mit einer Irrtumswahrscheinlichkeit von 5 vH abgelehnt, wenn
0,26<F<6,52. - (b) Die Strukturbruch-Hypothese wird mit einer Irrtumswahrscheinlichkeit von 5 vH
abgelehnt, wenn F<3,59. - (c) Ohne »Dhnungsvermietung.
Quelle: Eigene Berechnungen.126
Tabelle A3 - Faktoreinsatz und Faktorpreise im Verarbeitenden Gewerbe





































































































































































(a) Deflationiert mit der Preisentwicklung der Bruttowertschopfung; in Preisen von
1976.
Quelle: Deutsche Bundesbank [d]. - Sachverständigenrat zur Begut-
achtung der gesamtwirtschaftlichen Entwicklung [lfd. Jgg.]. -
Statistisches Bundesamt [b]. - Eigene Berechnungen.127















Radioaktive und ähnliche Stoffe
Medizinische und pharmazeutische Erzeug-
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Chemische Düngemittel






Elektrische Maschinen und Geräte, a.n.g.










(a) UN, Standard International Trade Classification, revised (bis 1975 verwendet).
- (b) UN, Standard International Trade Classification, Revision 2 (ab 1976 verwen-
det) . - (c) Angelehnt an Statistisches Bundesamt, Internationales Warenverzeichnis
für den Außenhandel (SITC II). - (d) Keine vollständige übereinstiimung mit der
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