The Coupled-Cluster theory is one of the most successful high precision methods used to solve the stationary Schrödinger equation. In this article, we address the mathematical foundation of this theory and the advances made in the past decade. Rather than solely relying on spectral gap assumptions, we highlight the importance of coercivity assumptions -Gårding type inequalities -for the uniqueness of the Coupled-Cluster solution. In the extended Coupled-Cluster theory the Lagrange multipliers are wave function parameters and, by means of the bivariational principle, we here derive a connection between the exact cluster amplitudes and the Lagrange multipliers. This relation might proof useful when determining the quality of a Coupled-Cluster solution. Furthermore, the use of an Aubin-Nitsche duality type method in different Coupled-Cluster approaches is discussed and contrasted with the bivariational principle.
Introduction
One of the most successful high accuracy ab initio computational schemes is the Coupled-Cluster (CC) approach [1 ] . It was derived by the nuclear physicists Coester and Kümmel in the 1950's [2 -5 ] and about ten years later the CC approach was transferred to the field of electronic structure by Sinanoglu,Čížek, Paldus and Shavitt [6 -8 ] . Unlike the full configuration-interaction (FCI) method, the CC formalism does not arise from the Rayleigh-Ritz variational principle and is therefore said to be nonvariational in that sense. This yields the well-known fact that the CC energy is in general not equal to the expectation value of the Hamiltonian.
The reliability of quantum chemical methods is in most cases based on benchmarking, and the results' physical and chemical consistency with existing theory. The gold standard of quantum chemistry -the CCSD(T) method [9 , 10 ] -is no exception of this. Despite the importance of sharp statements of an ab initio method's reliability, it was only recently that mathematical analysis found its way into the CC theory with the pioneering work of Schneider [11 ] . Mathematical analysis is a well established part in many natural sciences. Plenty examples show how various fields benefit from mathematical rigor and that mathematical analysis can define a framework of the method's applicability. Nonetheless, the mathematical analysis of the CC formalism is still in its infancy. However, the recent interest in the mathematical analysis of CC methods, including the single-reference CC, the extended CC, the tailored CC (TCC) and its special case the CC method tailored by tensor network states (TNS-TCC), indicates a positive development [11 -15 ] .
In the spirit of Robert Parr's fundamental approach to quantum chemistry, which was honored during the 58th Sanibel Symposium, we here want to present mathematical concepts used to analyze CC methods. These yield rigorous analytical results that are independent of benchmarks and interpretations, but rather based on mathematical assumptions. We furthermore complement the literature by a detailed discussion on spectral gap assumptions. Although a gap between the highest occupied molecular orbital and the lowest unoccupied molecular orbital (HOMO-LUMO gap), or a spectral gap of the exact HamiltonianĤ, is crucial for the analysis, we highlight the importance of coercivity conditions, either forĤ or the Fock operatorF . Additionally, we derive an optimal constant in the monotonicity proof of the CC function for the finite dimensional case, i.e., the projected CC theory. Comparing the CC Lagrangian with the extended CC formulation [14 ] , we propose by means of the bivariational principle an alternative to measure the quality of the Lagrange multipliers, here interpreted as wave function parameters.
This article is structured as follows: In Section 2 a brief summary of the CC theory is presented. We introduce the set of admissible wave functions and moreover define cluster operators, the CC function, and the CC energy (for a more full scope treatment of the mathematical formulation of CC theory we refer to [12 , 13 ] ). In Section 3 we discuss the use of local analysis within different CC methods. Key concepts here are (see Section 3.1 for definitions) strong monotonicity and Lipschitz continuity of the CC function f , which -if fulfilled -are sufficient conditions for a unique solution of f = 0 by Zarantonello's theorem. In particular, the importance of so-called Gårding inequlities is demonstrated. This is done both for the Hamiltonian, Section 3.2.1, and for the Fock operator, Section 3.2.2. We conclude in Section 3.3 with an overview of the Aubin-Nitsche method and the bivariational principle as they are used in CC methods for estimating the truncation error of the energy.
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Wave Functions on an Exponential Manifold
The aim of electronic many-body methods, such as the CC approach, is to solve the electronic Schrödinger equation (SE)Ĥψ = E 0 ψ of an N -electron system. Here, E 0 is the ground-state energy andĤ a self-adjoint Hamiltonian. The set of admissible wave functions is the set of antisymmetric L 2 -functions ψ of finite kinetic energy K(ψ), i.e.,
We use the notation Ω dτ to denote integration over spin and spatial degrees of freedom, and impose ψ 2 = ψ 2 2 + K(ψ) as norm on the space of admissible wave functions. Moreover, we assume that the solution ψ * can be written ψ * = φ 0 + ψ ⊥ , where φ 0 is a reference determinant of N one-electron functions and ψ ⊥ is an element of {φ 0 } ⊥ , the L 2 -orthogonal complement of φ 0 . We denote the L 2 -inner product by ·|· and follow the quantum chemistry notation for expectation values of operators, i.e., ψ|Â|ψ . In particular, assumingĤ supports a ground state, which is always the case for Coulomb systems [16 ] , the Rayleigh-Ritz variational principle reads
Note that although we assume ψ to be normalizable (L 2 -summable), we do not impose ψ 2 = 1, but rather φ 0 2 = 1. Furthermore, by construction of the solution ψ * , we assume intermediate normalization
)-orthonormal one-electron basis of the space of admissible one-electron wave functions. We construct from this set an L 2 ((R 3 × {±1/2}) N )-orthonormal Slater basis in the usual fashion denoted {φ µ }. Note that the N -particle basis functions {φ µ } span the space of all possible excitations with respect to the reference determinant φ 0 . In this notation we have ψ = φ 0 +ψ ⊥ = φ 0 + µ s µ φ µ , where {s µ } are the L 2 -weights of ψ in the given Slater basis, i.e, s µ = φ µ |ψ . Defining cluster operators byŜ = µ s µXµ , whereX µ excites the reference state φ 0 to the state φ µ , we obtain ψ = (Î +Ŝ)φ 0 withÎ denoting the identity operator. The coefficients s µ are called cluster amplitudes and we say that s = {s µ } is a set of admissible cluster amplitudes ifŜφ 0 ∈ L 2 and K(Ŝφ 0 ) < +∞. Due to the one-to-one relationship between cluster amplitudes and linearly parametrized wave functions, a natural choice for a norm on the space of admissible cluster amplitudes is the corresponding wave function norm ofŜφ 0 , i.e.,
The Exponential Ansatz
The CC theory is based on an exponential parametrization of wave functions. This is an alternative and, assuming full excitation rank (explained below) of the cluster operators, equivalent description of the FCI wave function. Since its introduction by Coester and Kümmel [2 -5 ] , the unique parametrization of a wave function ψ by the exponential ψ = eT φ 0 was assumed to be true and motivated from formal manipulations. However, the unique representation of functions in a Hilbert space is by nature a mathematical problem and was proven for the exponential parametrization in [11 , 12 ] .
This simple but important result demonstrates how quantum chemistry benefits from mathematics on a very fundamental level. The so-called continuous CC theory assumes that the set {χ k } forms a basis (in the strict mathematical sense) of the one particle space of L 2 -functions with finite kinetic energy. The result that the continuous CC method rests on is due to Rohwedder [12 ] and can be stated as follows: Let φ 0 be the reference determinant, e.g., the Hartree-Fock solution. Given a wave function ψ that satisfies intermediate normalization, i.e., φ 0 |ψ = 1, and has finite kinetic energy K(ψ) < +∞, as outlined above, we can write
Then, there exists a unique operatorT = µ t µXµ with t < +∞ such thatÎ +Ŝ = eT and consequently ψ = eT φ 0 . Furthermore, the operatorT maps the space of L 2 -functions with finite kinetic energy into itself and the operator norm T is equivalent to t . This is the exponential parametrization of the continuous CC method.
We emphasize that the wave functions in the above theorem are imposed to be of finite kinetic energy. This makes it a highly non-trivial result [12 ] . Also note that no restriction was made on {φ µ }, hence this result holds for any orthonormal set of Nparticle basis functions spanning the space of selected excitations with respect to the reference determinant φ 0 . However, it is required that the excitation rank of the cluster operators remains untruncated, i.e.,T = N k=1T k , whereT 1 corresponds to single excitations,T 2 to double excitations, ...,T N to N -folded excitations. Consequently, we have
in the case of full excitation rank. The usual identification between the linear and exponential parametrization then holds [17 ] : WritingŜ =Ŝ 1 + · · · +Ŝ N and suppose that the linear parametrization is given by
Expanding the exponential in Eq. (1) and comparing with Eq. (2) then yieldŝ
and for the amplitudes
where c 0 is the FCI coefficient of the reference determinant (here c 0 = 1). This shows a one-to-one relation for untruncated linear and exponential parameterizations. Restricting the parametrization on the sub-manifold of excitation rank k < N , this one-to-one relationship is in general not true (see Remark 2 in [14 ] ): Consider CCSD for N > 2 particles, i.e., ψ = eT 1 +T2 φ 0 . Expanding the exponential
which is not a CISD parametrization, unless for the trivial caseT 1 =T 2 = 0.
The Coupled-Cluster Energy
Being able to express any wave function in L 2 with finite kinetic energy on an exponential manifold, it is straightforward to derive the linked CC equations [17 ] :
Here, φ 0 and all the (visavi φ 0 ) excited determinants φ µ are assumed to form a basis in the strict mathematical sense. Note that the above equation defines the CC function f and the CC energy function E. Theorem 5.3 from [12 ] demonstrates that the CC theory provides a wave function that satisfies R(
The untruncated CC amplitudes t * solve f (t * ) = 0 fulfilling E(t * ) = E 0 if and only if the corresponding function ψ * = e T * φ 0 solves the SE Hψ * = E 0 ψ * .
Consequently, as t * solves f (t * ) = 0 and with E 0 = E(t * ), the SE yields
Hence, the CC amplitudes describe a function ψ * that provides the system's energy in the usual quantum mechanical setting, i.e., R(ψ * ) = E(t * ). We emphasize that this result was shown for an untruncated parametrization. Note that as the CC equations can not be derived from the Rayleigh-Ritz variational principle, it needs not to be true that the CC solution ψ = e T φ 0 describes the system's energy. This makes the above presented results somewhat surprising. For a truncated cluster operatorT d corresponding to f (t d ) = 0, e.g., in the case of CCSD, the equality
φ 0 does not necessarily solve the SE. Consequently, strictly speaking CC methods do not compute wave functions, as ψ d does not provide the system's energy and therewith does not fulfill the Copenhagen interpretation's first principle [18 ] . However, as mathematical analyses in [11 -15 ] have demonstrated CC methods do provide approximate wave functions that converge to the solution of the SE. We finalize this section by pointing out that the Copenhagen interpretation is formulated for full systems, which correspond to the untruncatd CC formulation, and does not contain any statement about approximative solutions. This raises the fundamental question of what properties should be demanded for approximative solutions.
Local Analysis in Coupled-Cluster Theory
Since mathematical analysis made its way into the field of CC methods in 2009 [11 ] , all established results are based on a local analysis. In this approach the CC equations (linked and unlinked) are treated as a non-linear Galerkin scheme. Local analysis allows reliable statements about the existence and uniqueness of Galerkin solutions as well as quantitative statements on the basis-truncation error. Its backbone is formed by a local version of Zarantonello's theorem [19 ] :
For a locally strongly monotone and Lipschitz continuous function f supporting a root t * , this root is locally unique. Moreover, for a sufficiently good approximation space, the respective Galerkin solution is quasi-optimal.
The concept of quasi optimality was introduced in Jean Céa's dissertation [20 ] in 1964 for linear Galerkin schemes and got extended over the years to the non-linear case. It ensures that the Galerkin solution in a fixed approximative space is, up to a multiplicative constant, the closest element to the exact solution. For obvious reasons this is a desired property for CC schemes. The different CC methods vary, however, in more than just minor details, which makes this property a conceptual different and challenging task to establish for each method.
Local Unique Solutions and Quasi-Optimality
We start by elaborating on the assumptions of Zarantonello's theorem in a more demonstrative way. Here, the notation s, t = µ s µ t µ is used for sequences s = {s µ } and t = {t µ }. In the context of the CC theory, the CC function f from Eq. (3) is said to be strongly monotone if for sets of cluster amplitudes t 1 = {(t 1 ) µ } and t 2 = {(t 2 ) µ } there exists a γ > 0 such that
The CC function f is further said to be Lipschitz continuous if there exists a constant L > 0 such that
is fulfilled for all cluster amplitudes s.
To exemplify these concepts in a simple way we consider a smooth function f : R → R. By the Cauchy-Schwarz inequality, the strong monotonicity implies that the derivative f ′ (t) ≥ γ, i.e., f is a strictly monotonically increasing function. Note that strictly monotone functions are injective (one-to-one), which implies local invertibility. Hence, this already ensures local uniqueness of the function's root t * , if supported. Lipschitz continuity on the other hand implies that −L ≤ f ′ (t) ≤ L. Hence, the assumptions in Zarantonello's theorem are restrictions to the function's slope, namely
By introducing normed operator spaces, these restrictions can be generalized to vector valued and even infinite dimensional functions f . Returning to the general case, the Lipschitz continuity is key to derive the quasioptimality in case of Galerkin solutions. We assume that X (d) X is the considered approximation space supporting the Galerkin solution t d , i.e., f (t d ), s = 0 for all
in particular for u = t d . Starting from the strong monotonicity, we deduce for any
As u ∈ X (d) was chosen arbitrarily, the above estimate holds for all u, which implies the quasi optimality:
To apply Zarantonello's theorem, the main challenge is to demonstrate a strictly positive γ in (4) such that strong monotonicity holds. The original idea in [11 ] to obtain such a result in the finite-dimensional projected CC theory supposed the existence of a HOMO-LUMO gap. Further, more technical assumptions on the Fock operatorF (see Gårding inequality below) were needed to achieve a generalization to the continuous CC setting [13 ] , which also has a counterpart forĤ. We refer the reader to [11 -15 ] for the detailed proofs and made assumptions, not only within the traditional CC formalism, but also for the TCC and extended CC methods. However, we remark that for non-multi-configuration systems these assumptions are sufficient conditions but not necessary. One example is given by metals: Despite their typically small or negligible HOMO-LUMO gaps, the single-reference CC method can compute metallic effects often quite well. This suggests that the HOMO-LOMO gap assumption, which limits the results' applicability, can be lifted in the case of non-multi-configuration systems [15 ] .
Here, we extend the results in [11 -15 ] by optimizing the strong monotonicity constant γ, which yields lesser restrictions on the solution's cluster amplitudes t * = {(t * ) µ }. Further investigations need to be undertaken before the presented analysis can lead to practical results of the reliability of the CC approach. However, we conjecture an estimate on the CC amplitudes that are sufficient to guarantee the existence of a unique CC solution (see Eqs. (11)).
Strong Monotonicity of The Coupled Cluster Function
In the literature there are two different proofs that the infinite dimensional (continuous) CC function f is strongly monotone [13 ] (see also [14 ] for the extended CC function). Even though spectral-gap assumptions enter the arguments, it is the socalled Gårding constants that give a sufficient condition for the strong monotonicity, as will be demonstrated below. This fact emerges from the analysis in [13 ] but was noted and elaborated within the analysis of the extended CC method in [14 ] . We here furthermore improve the existing analysis by optimizing the constants. We start by defining the Gårding inequality that will be used extensively in the sequel:
An operatorÂ fulfills a Gårding inequality if there exists a real constant e such that A + e is coercive, i.e., there exists a constant c > 0 that depends on e (we denote this dependence by c(e)) such that ψ|Â + e|ψ ≥ c(e) ψ 2 .
The coercivity above describes a particular growth behavior ofÂ + e as the lower bound becomes large when the wave function is at the extreme of the space, e.g., wave functions with a large kinetic energy. Subsequently, we denote the lhs. of (4) by ∆, i.e., for two sets of CC amplitudes t 1 = {(t 1 ) µ } and
We further set ∆T =T 1 −T 2 , which yields by the CC equations in (3) the equality ∆ = ∆T φ 0 |e −T1Ĥ eT 1 − e −T2Ĥ eT 2 |φ 0 .
Next, we elaborate on Gårding inequalities for two different operators that imply strong monotonicity of the CC function, by bounding the r.h.s. of Eq. (6). Interestingly, for the finite-dimensional (projected) CC method, only the latter approach has a counterpart (using the particular structure of the Fock operatorF ).
A Gårding Inequality for the Hamiltonian
We here assume a spectral gap γ * ofĤ, i.e., for all ψ that are L 2 -orthogonal to the ground state ψ * we have
for some γ * > 0. We also assume that φ 0 is a good approximation of the exact wave function, i.e., ε = ψ * − φ 0 2 is small. It then holds (see Lemma 11 in [14 ] )
with γ * (ε) = γ * (1 − 4ε + O(ǫ 2 )). Thus, γ * (ε) is close to γ * and strictly positive, if ε is sufficiently close to zero. Using the argument in [13 , 14 ] (see proof of Theorem 3.4 in [13 ] , and also Eq. (16) withΛ * = 0 together with the proof of Theorem 16 in [14 ] ), we obtain
In [13 ] , the first term of (8) was bounded by a constant times ∆T φ 0 2 , achieved by combining the Gårding inequality with (7) . From Lemma 11 in [14 ] , it follows that
However, this can be further strengthened to
with the optimal constant
c(e) .
From this we conclude
which yields the following sufficient condition for strong monotonicity of f , namely
Given γ * > 0, we observe that a sufficiently small ε and t * , such that T * is small enough, guarantees that (10) is fulfilled. (Recall that t and T are equivalent, see Section 2.1.) To finalize this section, we drop some mathematical rigor to offer the following interpretation of (9), providing a more descriptive approach to (10) . We see as e tends to −E 0 from above, the quotient γ * (ǫ)/(γ * (ǫ) + e + E 0 ) goes to one from below. Furthermore, assume that c(e) goes to zero from above as e approaches −E 0 from above. This suggest an optimal value of e opt > −E 0 . For instance, choosing e n = −E 0 + γ * (ǫ)/n implies
such that γ * (ε) is eliminated from the expression. Assuming further that e opt corresponds to an n opt ≫ 1 yields η opt ≈ c(e opt ). In conclusion, as long as γ * (ǫ) > 0, the Gårding constant c(e opt ) offers a direct estimate of the monotonicity constant γ ≈ c(e opt ) − 2 T * + O( T * 2 ). We therefore obtain the following (approximate) sufficient condition for strong monotonicity c(e opt ) > 2 T * .
Note that T ≥ K t , for some constant K. However, a sharp estimate for this constant is object of current research. Thus, for Zarantonello's theorem to guarantee a locally unique solution, the exact amplitudes t * = {(t * ) µ } cannot be too big.
A Gårding Inequality for the Fock Operator
On the other hand, assume a HOMO-LUMO gap γ 0 > 0 of the Fock operatorF and that φ 0 is the Hartree-Fock solution, i.e.,F φ 0 = Λ 0 φ 0 with
The HOMO-LUMO gap thus corresponds to a spectral gap of the Fock operator and we regard Λ 0 as the ground-state energy ofF . LetF = N 1f (r i ) and choose {χ k } as eigenbasis off , i.e.,f χ k = λ k χ k for all k. We observe that
The argument proving that the CC function f is strongly monotone can then be outlined as follows.
The considered Fock operator is assumed to fulfill a Gårding inequality. Thus there exists a constant e such thatF + e is coercive, i.e., ψ|F + e|ψ ≥ c(e) ψ 2 .
For the sake of simplicity we use the same symbols for the Gårding constants ofF as for the Hamiltonian. In complete analogy withĤ, the argument in [11 , 14 ] shows that
and we moreover define
Following [13 ] , for a fixed φ 0 we define the map from the space of cluster amplitudes into the space of wave functions O φ0 : t →Ô(t)φ 0 through the relation
withĤ =F +Ŵ , and assume that
As a technical remark, the assumption in [13 ] is the stronger requirement that t → O(t)φ 0 is Lipschitz continuous as a map from the space of cluster amplitudes to the dual of the Sobolev space H 1 . However, Eq. (15) is sufficient to derive the CC function's strong monotonicity, as will be evident shortly. Inserting the identity (a consequence of Eq. (14) andF
into (6), as well as using (12) and (15), we obtain
Consequently, strong monotonicity holds if η
opt > L. Repeating the argument presented in the previous section, with the obvious adaptations, we obtain
as a sufficient condition for f to be strongly monotone. The main drawback of the assumption in Eq. (17) is that the constant L of inequality (15) has to be determined. Further analysis of this constant is postponed for later work.
Before we conclude this section we exemplify how the Gårding constant c can be chosen in the finite dimensional setting. In this case the commutator [F ,T ] is an excitation operator andÔ(t) is simply the similarity transformation of the fluctuation potentialŴ . This offers the following insight into the optimal constant η (0) opt in Eq. (12) for the truncated case. As in [11 ] , we define the norm on {φ 0 } ⊥ by
It then follows by direct computations that
Using T φ 0 F instead of T φ 0 and retaining the assumption in Eq. (15) also for the truncated theory (denoting the Lipschitz constant in this new topology by L ′ ), we obtain
Comparing the strong monotonicity estimates Eq. (16) and Eq. (18) suggests that the finite-dimensional version of η
opt equals one. Furthermore, at first glance it appears that the estimate in Eq. (18) is obtained without imposing a Gårding inequality. A key observation is here that it is the choice of norm that makesF on {φ 0 } ⊥ fulfill a Gårding inequality with e opt = −Λ 0 and c(e opt ) = 1. Indeed, the inequality is saturated, meaning that equality holds. It follows then immediately from Eq. 
The Coupled Cluster Method's Numerical Analysis
As computational schemes, the convergence behavior of CC methods is one of the main objects of study. This covers whether or not the method converges towards the exact solution as well as how fast it converges. We note that the quasi optimality as given in Eq. (5) gives t d → t * as d → ∞ (for increasing approximation spaces X (d) ). Furthermore, in the case of the CC method one studies the CC-energy residual
A major difference between the CI and CC method is that the CC formalism is not variational. Consequently, it is not evident that the CC energy error decays quadratically with respect to the error of the wave function or cluster amplitudes. In the sequel we present two approaches that were used in previous mathematical analyses of different CC methods to derive such quadratic error bounds [13 -15 ] .
The Aubin-Nitsche Duality Method
The Aubin-Nitsche duality method is a standard tool for deriving a priori error estimates for finite element methods. It was introduced independently by Aubin [21 ] , Nitsche [22 ] and Oganesjan-Ruchovets [23 ] . We here elaborate the Aubin-Nitsche duality type method used in [11 , 13 , 15 ] to derive a quadratic error bound for the CC method and the closely related TNS-TCC method, a special case of the tailored CC method [24 ] . This approach exploits the mathematical framework introduced by Bangerth and Rannacher [25 ] . The untruncated Euler-Lagrange method gives the Lagrangian L(t, s) = E(t) − f (t), s with f and E from Eq. (3). The corresponding derivative is denoted L ′ and we study (t * , s * ) fulfilling
for all pairs of CC amplitude vectors (u, v). Under the assumption that f is strongly monotone on a ball around t * , there exists a unique s * determined by t * such that (t * , s * ) solves Eq. (19) . Note, that the assumptions imposed to ensure strong monotonicity are different for the single-reference CC method [11 , 13 ] and the TNS-TCC method [15 ] . Moreover, there exists a solution s d to the corresponding discretization of the problem that approximates s * quasi optimally [13 , 15 ] . Equipped with these so called dual solutions, the energy-error characterization given by Bangerth and Rannacher [25 ] yields
with arbitrarily chosen discrete CC amplitudes
is cubic in the primal and dual error, i.e., e = t * − t d and e * = s * − s d . Using this energy-error characterization, a quadratic energy-error bound for the single-reference CC method [11 , 13 ] and the TNS-TCC method [15 ] follows.
The Bivariational Approach
The extended version of the CC method rests on Arponen's bivariational approach [26 , 27 ] . This unconventional formulation of the CC approach parametrizes two independent wave functions and thus makes use of two sets of cluster amplitudes t = {t µ } and λ = {λ µ }. It gained recent attention in the study [14 ] and has a major advantage as far as the error analysis is concerned, namely, the energy itself is stationary, i.e., the solution (t * , λ * ) is a critical point of the bivariational energy, see Eq. (21) . Consequently, when the corresponding Galerkin solution (t d , λ d ) is close to the exact solution, a quadratic error estimate is guaranteed. Subsequently, we elaborate on this further: Consider the Rayleigh-Ritz quotient, we write E = R(ψ * ) = min ψ =0
R(ψ) .
Hence, ψ * is a stationary point of R, i.e., R ′ (ψ * ) = 0. By Taylor expanding R around ψ * we then obtain the quadratic error estimation for the Rayleigh-Ritz quotient
As mentioned before, the CC formalism does not arise from the Rayleigh-Ritz varia-tional principle. However, it can be described by Arponen's bivariational approach, as follows. Let the bivariate quotient be B(ψ,ψ) = ψ |Ĥ|ψ ψ |ψ .
This can be seen as a generalization of the Rayleigh-Ritz quotient as a stationary point (ψ * ,ψ * ) is given by a left and right eigenvector ofĤ with corresponding eigenvalue E = B(ψ,ψ). Note that as B is no longer a below bounded function, hence critical points do not necessarily correspond to extremal points as they do for R. In the extended CC theory the bivariational quotient is studied indirectly by means of the the so-called flipped gradient [14 ] . Following [26 ] , we assume φ 0 |ψ = ψ|ψ = 1 and note that there existsT such that ψ = eT φ 0 (cf. Section 2.1). Then 1 = ψ|ψ = φ 0 |eT † |ψ and consequently there exists a cluster operatorΛ so that eT †ψ = eΛφ 0 . This defines a smooth coordinate map Φ from cluster amplitudes (t, λ) to wave functions (ψ,ψ). The flipped gradient is then given by F(t, λ) := −R ∇B (Φ(t, λ) ), where we introduced the flipping map
Under certain assumptions F is strongly monotone [14 ] . By the extended CC approach [14 ] ,ψ * = e −T solution of the CC equations is concerned. These investigations are geared towards an a posteriori rejection criterion of CC amplitudes, which would be a mathematically rigorous alternative to the diagnostic suggested in [29 ] . To meet that end, we have formulated an abstract conjecture on the exact CC amplitudes t * = {(t * ) µ }, namely, they cannot be too large if strong monotonicity is to hold (see Eq. (11)). In more general terms, we have demonstrated that as long as a spectral gap exists, the Gårding constant c(e) offers a direct estimate of the monotonicity constant. Furthermore, in the finite-dimensional setting of the CC theory, we have shown that it is possible to determine an optimal value of the Gårding constants. In connection with the extended CC formalism, we have set up a constraint for the exact CC Lagrange multipliers s * = {(s * ) µ }, relating them to the exact CC amplitudes t * = {(t * ) µ }.
