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We dene a new lass of random walk proesses whih maximize entropy. This maximal entropy
random walk is equivalent to generi random walk if it takes plae on a regular lattie, but it is not
if the underlying lattie is irregular. In partiular, we onsider a lattie with weak dilution. We
show that the stationary probability of nding a partile performing maximal entropy random walk
loalizes in the largest nearly spherial region of the lattie whih is free of defets. This loalization
phenomenon, whih is purely lassial in nature, is explained in terms of the Lifshitz states of a
ertain random operator.
Sine the seminal papers by Einstein [1℄ and Smolu-
howski [2℄ whih formulated the theory of Brownian mo-
tion and diusive proesses, a disrete-time realization
of these proesses, random walk (RW), has ontinuously
attrated attention. Random walk has been disussed
in thousands of sienti papers and textbooks in statis-
tial physis, eonomis, biophysis, engineering, parti-
le physis, et., and is still an ative researh area (see
e.g. [3℄). Mathematially speaking, random walk is a
Markov hain whih desribes the trajetory of a parti-
le (random walker) taking suessive random steps. In
the simplest variant, random walk on a lattie, at eah
time step the partile hooses at random one of the ad-
jaent nodes and jumps to it. In the ontinuum limit,
the probability density of nding the partile at a given
position obeys the diusion equation. When the lattie is
regular, it is easy to show that all trajetories (sequenes
of nodes visited by the partile) of a given length be-
tween two given points of the lattie are equiprobable,
and thus have maximal entropy. Therefore, drawing an
analogy with the path-integral formalism [4℄, trajetories
are weighted only by their length, whih plays the role of
the ation in the absene of potential energy.
In this Letter we ask what hanges if one takes the
above statement as a denition of RW. In other words,
we dene random walk not by loal hopping rules but
by the requirement that RW trajetories maximize en-
tropy. We shall see that, if the lattie is not regular, this
new denition leads to a dramati hange in the behav-
ior of RW. Let us summarize our main results. First, we
dene the maximal entropy random walk (MERW) and
show that it indeed maximizes the entropy of trajeto-
ries, in ontrast to generi random walk (GRW), whih
has smaller entropy. Seond, we disuss a surprising ef-
fet of loalization of MERW trajetories in the presene
of weak disorder. This is a purely lassial example of
the Lifshitz phenomenon [5℄. Some kind of loalization
has been observed before in RW on networks with a broad
distribution of nodes degrees [6℄, but for MERW the eet
is ompletely dierent in nature, sine it an be triggered
by any small amount of inhomogeneity.
To begin, let us onsider quite generally a partile hop-
ping randomly from node to node on a given nite, on-
neted graph. The graph is dened by a symmetri ad-
jaeny matrix A, with elements Aij = 1 if i and j are
neighboring nodes and Aij = 0 otherwise. The hopping is
a loal Markov proess: the partile whih arrives at some
moment to node i will hop to a neighboring node j with
probability Pij , independently of the past history. The
elements of the transition matrix are Pij = 0 if Aij = 0,
that is if nodes i, j are not linked, and for eah i one has∑
j Pij = 1.
The main quantity of interest is the probability, pii(t),
of nding the partile at node i at time t. One an al-
ulate it reursively, applying the Markov property:
pii(t+ 1) =
∑
j
pij(t)Pji. (1)
Using spetral properties of the matrix Pij , one an show
that pii(t) reahes for t → ∞ a unique stationary state
pi∗i obeying the following eigenequation:
pi∗i =
∑
j
pi∗jPji. (2)
For GRW, Pij = Aij/ki, where ki =
∑
j Aij is the num-
ber of neighbors of node i (node degree). This means
that the partile hops to an adjaent node with the same
probability for all neighbors. The stationary distribution
of GRW reads
pi∗i =
ki∑
j kj
. (3)
Another quantity of interest, espeially important from
the point of view of RW entropy, is the probability
P (γ
(t)
i0it
) of generating a trajetory γ
(t)
i0it
of length t, pass-
ing through nodes (i0, i1, . . . , it−1, it):
P (γ
(t)
i0it
) = Pi0i1Pi1i2 . . . Pit−1it . (4)
In general P (γ
(t)
i0it
) depends on all nodes on the trajetory.
For GRW we have
P (γ
(t)
i0it
) =
1
ki0ki1 . . . kit−1
, (5)
2and we see that the trajetories are not equiprobable.
An exeption is GRW on a k-regular graph, whose nodes
have idential degrees, as for instane on a regular lat-
tie. In general, however, trajetories produed by GRW
are not maximally random. As we will see below, there
exists, though, a hoie of Pij suh that all trajetories
of given length t and given endpoints are equiprobable.
This hoie orresponds to MERW.
Let us now present the expliit onstrution of MERW.
Let ψi be the normalized eigenvetor,
∑
i ψ
2
i = 1, orre-
sponding to the maximal eigenvalue λ of the adjaeny
matrix Aij :
∑
j
Aijψj = λψi. (6)
The eigenvalue λ is learly in the range kmin ≤ λ ≤ kmax,
where kmin and kmax are the maximal and minimal node
degrees of the graph, respetively. The Frobenius-Perron
theorem tells us that the eigenvetor has all elements of
the same sign, so that one an hoose ψi > 0. Let us use
this eigenvetor to dene the following transition matrix:
Pij =
Aij
λ
ψj
ψi
. (7)
By onstrution, the entries Pij are positive if i and j are
neighboring nodes. They are also properly normalized:∑
j Pij = 1. A similar onstrution has been reently
proposed in the ontext of optimal information oding [7℄.
The weight (4) is now independent of intermediate nodes:
P (γ
(t)
i0it
) =
1
λt
ψit
ψi0
, (8)
and thus all trajetories having length t and given end-
points i0 and it are equiprobable. For a losed trajetory,
the probability (8) depends only on its length t. The sta-
tionary distribution of MERW is
pi∗i = ψ
2
i , (9)
whih is easy to hek by ombining Eqs. (7) and (2). It
is a normalized probability:
∑
i pi
∗
i = 1, and the detailed
balane ondition is fullled: pi∗i Pij = pi
∗
jPji.
We intuitively see that random trajetories generated
by the transition probabilities (7) are more random than
those generated by GRW sine now the probability of
a given random path (8) is independent of intermedi-
ate nodes. This statement an be quantied by om-
paring the entropy rates of the orresponding Markov
proesses. Let P (i0, i1, . . . , it) be the probability of a se-
quene (i0, i1, . . . , it) in the set of all sequenes of length t
generated by the Markov hain. The Shannon entropy in
this set of sequenes is:
St = −
∑
i0,i1...it
P (i0, . . . , it) lnP (i0, . . . , it). (10)
One an show [8℄, using the Markov property of the hain:
P (i0, i1, . . . , it) = pii0Pi0i1 . . . Pit−1it , that for large t the
entropy St inreases at a xed rate
s ≡ lim
t→∞
St
t
= −
∑
i
pi∗i
∑
j
Pij lnPij , (11)
whih is independent of the initial distribution pii. For
GRW, with Pij = Aij/ki and pi
∗
i from Eq. (3), we obtain
the entropy prodution rate
sGRW =
∑
i ki ln ki∑
i ki
, (12)
while MERW, with transition rates (7) and the stationary
distribution (9), yields sMERW = lnλ. We now show that
sMERW is indeed the maximal entropy rate whih an be
obtained for any stohasti proess generating trajeto-
ries on the graph. The number of trajetories of length
t on the graph is Nt =
∑
i,j(A
t)ij , where A
t
is the t-th
power of the adjaeny matrix. In the t → ∞ limit we
obtain the following asymptoti value:
sMAX = lim
t→∞
lnNt
t
= lnλ, (13)
whih sets the upper limit for the entropy rate of suh
proesses. We see that sMERW = sMAX, so that MERW
indeed maximizes the entropy and the orresponding tra-
jetories are maximally random. As a byprodut we ob-
tain a lower bound for the largest eigenvalue of the adja-
eny matrix:
lnλ ≥
∑
i ki ln ki∑
i ki
, (14)
whih we have not found in the literature. For a k-regular
graph, sGRW = sMERW = ln k. Similarly, for a bipartite
graph whih has nodes of degree k in one partition and of
degree k′ in the other one, sGRW = sMERW =
1
2 ln(kk
′).
As already mentioned, GRW and MERW are idential
on a k-regular graph. For example, GRW on a square
lattie is maximally random. The question arises how
muh the two types of random walk dier on a graph or
lattie with some irregularities. For deniteness, imagine
that we remove at random a small fration q ≪ 1 of non-
adjaent links from an L×L square lattie with periodi
boundary onditions. In this way we obtain a lattie with
a weak disorder (dilution), where most of the nodes are
of degree k = 4 and some of degree k = 3. The stationary
distribution pi∗i for GRW is given by Eq. (3), so that the
probability of nding the partile after long time at a de-
fetive node is equal to 3/4 of the probability at an intat
one. The situation looks ompletely dierent for MERW,
as shown in Fig. 1, presenting density plots of pi∗i for dif-
ferent densities of defets, obtained by diagonalizing A
numerially and using Eq. (9). For a very low density q
of defets, the probability pi∗i is smaller in the neighbor-
hood of defets, like in the GRW ase. However, if the
3FIG. 1: Density plots of pi∗i for a 40 × 40 square lattie
with periodi boundary onditions, for the frations q =
0.001, 0.01, 0.05, 0.1 of removed links. The nodes inident with
removed links are marked with irles. Data are obtained by
an exat diagonalization of the adjaeny matrix.
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FIG. 2: Top: a ladder with randomly removed rungs. Bottom:
stationary distributions pi∗i on the ladder for L = 500 and
various densities of defets q = 0.01, 0.1, 0.2. Positions of
defets are marked with vertial lines.
number of defets inreases, the stationary distribution
pi∗i beomes loalized in a nearly irular region. We will
indeed argue, using the Lifshitz argument [5℄, that this
loalization phenomenon is observed for any nite fra-
tion of defets provided the linear size L of the system
is large enough, and that the radius of the loalization
region grows as (lnL)1/2.
Let us start with a 1d example, in order to build
up some intuition. One annot of ourse use a one-
dimensional hain, sine removing a single link would
disonnet it. Instead, we shall onsider, as a model ex-
ample, a ladder graph with periodi boundary onditions,
with a fration q of randomly removed rungs, as shown
in Fig. 2. In order to dene the transition probabilities
(7) we have to solve the eigenproblem of the adjaeny
matrix A. Let L be length of the ladder. Taking into
aount the symmetry between both legs, we have:
ψi+1 + ψi−1 + riψi = λψi, (15)
where the index i runs over the L nodes in the lower
leg of the ladder, say, and ri = 1 if there is a rung at the
position i, and ri = 0 otherwise. Introduing the disrete
Laplaian ∆ij = δi,j+1 + δi,j−1 − 2δij , Eq. (15) an be
reast as
− (∆ψ)i + viψi = Eψi, (16)
where E = 3 − λ, whereas vi = 1 − ri form a random
binary sequene with a frequeny of unities or defets
(vi = 1) equal to q and a frequeny of zeros (vi = 0)
equal to p = 1 − q. Eah sequene of sites without de-
fets (vi = 0) is said to form a well. Eq. (16) is formally
idential to the eigenvalue equation of the following trap-
ping problem. A partile performs a random walk in
ontinuous time on the 1d lattie. Defets at as stati
traps: whenever the partile sits at site i, it is annihi-
lated at rate vi per unit time. Trapping problems of this
kind have been studied extensively [9℄. The asymptoti
long-time fall-o of the survival probability is known to
be related to the so-alled Lifshitz tail in the density of
states of Eq. (16) as E → 0. In the present ontext,
the Lifshitz argument [5℄ predits that the ground state
of Eq. (16) is well approximated by that of the longest
well, i.e., −(∆ψ)i = E0ψi (i = 1, . . . , w), with Dirih-
let boundary onditions ψ0 = ψw+1 = 0, where w is the
length of that well. We obtain ψi ∼ sin(ipi/(w + 1)) and
E0 = 2(1 − cospi/(w + 1)) ≈ pi2/w2. In the 1d situa-
tion [10℄, this argument is known to essentially give an
exat desription of the ground-state.
In the ase of MERW, we therefore predit that the
whole stationary probability is asymptotially loalized
on the longest well, i.e., the longest sequene without de-
fets. The Lifshitz piture is indeed a good approxima-
tion, as one an see in Fig. 2, showing the density pi∗i , ob-
tained by numerial diagonalization of A. The length w
of the longest well an be estimated as follows. The mean
number of unities in the sequene grows as Lq. The mean
number of those followed by one zero is Lqp, by two ze-
ros is Lqp2, and so on, so that there are Lqpn wells of
length n, i.e., onsisting of n zeros. The length of the
longest well is then given by Lqpw ∼ 1. Hene it grows
logarithmially with the system size, w ≈ lnL/| ln p|, so
that E0 ≈ (pi| ln p|/ lnL)2. In Fig. 3 we show that the
ground-state energy E0 obtained by numerially solving
Eq. (16), averaged over binary disorder for q = 0.1, agrees
with the above estimate for L large enough.
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FIG. 3: Ground-state energy E0 of Eq. (16) on ladders versus
lnL for L = 20, . . . , 960 and q = 0.1. The solid line shows
the estimate E
−1/2
0
= lnL/(pi| ln p|) +B, with B tted to the
rightmost data point.
The Lifshitz argument an be generalized to higher-
dimensional latties [11℄. The ground state of the dis-
retized Shrödinger equation (16) is loalized in the
largest Lifshitz sphere, dened as the largest nearly spher-
ial region of the lattie whih is free of defets. Taking
again for deniteness the example of the square lattie,
the radius Rmax of the largest Lifshitz disk and the or-
responding ground-state energy E0 an be evaluated as
follows. The number of irular regions of radius R with
no defets is of order L2p2piR
2
, as there are two links per
node, so that Rmax ≈ (lnL/(pi| ln p|))1/2. In the on-
tinuum limit, the ground state in the disk of radius R
is given by ψ(r) ∼ J0(jr/R), where r is the distane
from the enter and j ≈ 2.405 is the rst zero of the
Bessel funtion J0. We thus obtain E0 ≈ (j/Rmax)2 ≈
pij2| ln p|/ lnL. In higher dimension, skipping onstants,
the above estimates read Rmax ∼ (lnL/| ln p|)1/d and
E0 ∼ (| ln p|/ lnL)2/d. Hene the stationary probability
of MERW on a d-dimensional lattie in the presene of
any amount of disorder is loalized in the largest Lifshitz
sphere, whose volume grows asymptotially as lnL.
The above piture allows one to address dynamial is-
sues. Imagine a random walker starting at a random
site. In the ourse of evolution it will nd a moderately
large region free of defets, a sort of loal Lifshitz sphere,
and spend some time there before it will make an ex-
ursion to another, larger loal Lifshitz sphere, et. The
proess will look very muh like going through onse-
utive metastable states before nally reahing the true
ground state. Metastable states are formed not beause
of energy barriers, but beause of entropy barriers [12℄,
as MERW favors regions where it an maximize entropy.
It is therefore tempting to onsider MERW as a model
of evolution in a at tness landsape.
Let us lose up with a omment on the onnetion with
the path-integral formalism [4℄. In the simplest ase of
a free partile propagating in urved spae-time from a
to b, the quantum amplitude is
Kab =
∑
t
∑
γ
(t)
ab
e−SE , (17)
where the Eulidean ation SE is proportional to time t.
One would naively expet that all the trajetories γ
(t)
ab
should be equiprobable. We know, however, that the
propagator Kab of a massless salar eld is equal to the
inverse of the graph Laplaian ∆ab =
√
kakbδab − Aab
whih an be expressed as a sum over GRW and not
MERW trajetories. It would be interesting to hek to
what extent the ontinuum theory would dier if one
onstruted quantum amplitudes using MERW instead
of GRW trajetories.
In onlusion, we have shown that GRW maximizes
loal entropy and MERW maximizes global entropy of
random trajetories. This little hange in the denition
of random walk leads to a dramati hange in the statis-
tial properties of the system in the presene of a weak
disorder.
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