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smoothing. The choice of smoothing numerical artifacts from our manipulation of the 2D PIC results greatly aﬀects the resulting light curve and
can produce unrealistic, synthetic ultra-fast ﬂares on top of the individual plasmoid-powered ﬂare. The results displayed here are produced for a
monster plasmoid (ﬁnal size ∼ 0.3L) from σ = 10 PIC simulation. . . . . 109
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ABSTRACT
Christie, Ian PhD, Purdue University, May 2018. Thermal & Non-Thermal Signatures
from Galactic Nuclei. Major Professor: Dimitrios Giannios.
The bifurcation of Galactic Nuclei into active galactic nuclei (AGN) and lowluminosity accreting systems is ultimately related to the gas dynamics and therefore
the observed emission. Relativistic jets in AGN produce bright and variable emission
emanating across the electromagnetic spectrum. The ultra-fast variability, occurring
on timescales of several minutes, observed from blazars, a subclass of AGN, pose
tight constraints on theoretical models as they require compact objects characterized by fast motions and high Doppler boosting within the jet. Here, I report on
the relativistic magnetic reconnection model as a source of blazar emission. By using the results of ﬁrst principle numerical simulations of relativistic reconnection, I
compute the emission produced by hundreds of radiating blobs containing magnetic
ﬁelds and relativistic particles, the so-called plasmoids. The observed emission from
low-luminosity AGNs, such as our own Galactic Center, is produced by an radiatively
ineﬃcient accretion ﬂow. Theoretical models of radiatively ineﬃcient accretion ﬂows
have been show to accurately account for the observed spectrum and luminosity from
our Galactic Center. However, the physical properties of the accretion ﬂow as well
as the origin of the gas remain elusive. Here, I explore several models for indirectly
probing the properties of the gas and provide a natural origin for the population of
relativistic particles while providing several key observational signatures.
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1. BACKGROUND
1.1

Sgr A* & the Galactic Center Environment
The compact radio source Sgr A* is often associated with the supermassive black

hole (SMBH), mass MBH

4.3 × 106 M , in our Galactic Center (GC) located at

a distance of 8.3 kpc [1, 2]. The observed emission in Radio up to X-ray frequencies is believed to be produced via accretion onto the SMBH. The rate at which gas
is accreted onto the SMBH is uncertain and may vary with radial distance and is
therefore model dependent. For example, radiatively ineﬃcient and advection dominated accretion ﬂow (RIAF and ADAF, respectively) models have shown that the
density proﬁle within the ﬂow scales as ∝ R−3/2 [3–6], where R is the radial distance
from the SMBH, while convection dominated accretion ﬂow (CDAF) models have
demonstrated that the density scales as ∝ R−1/2 [7].
Observations of Sgr A* from Radio up to X-rays have provided insights on the
gas properties at the inner and outer most parts of the accretion ﬂow. Using Faraday rotation measurements taken with the Sub-millimeter Array (SMA), the mass
accretion rate for the inner most parts of the accretion ﬂow were constrained at
ṀBH ∼ 10−8 M

yr−1 . Via use of NASA’s Chandra X-ray telescope, we can re-

solve the thermally emitting gas located at Sgr A*’s outer sphere of inﬂuence (i.e.,
Bondi radius Rb

0.04 pc) where the inferred gas density and mass-loss rate are

nb ∼ 102 cm−3 and M˙ BH ∼ 10−6 M yr−1 , respectively [8]. Ultimately, constraining
the density proﬁle of the accretion ﬂow within these two extremes holds the key in
understanding low-luminosity accreting systems.

2
1.1.1

S-Cluster & S2

In the innermost arcsecond (

0.04 pc) of our Galaxy lies a collection of stars

known as the S-Cluster. This group, composed of early, type-B stars [9, 10] has been
the target of extensive observational eﬀort in an attempt to identify their evolutionary
stage and origin. Through such observations, the orbits of ∼ 40 stars within the
cluster have been tracked and their respective orbital parameters cataloged [10, 11]
(for the exact orbital parameters, see Table 3 in [11]). Tracking the orbits of various
stars within the cluster allows for the probing of our Galaxy’s central gravitational
potential and more importantly, to estimate the mass of the SMBH [9–12]. These
orbits are observed to be randomly oriented [10] which make it diﬃcult to understand
how such young stars originated close to the SMBH. The existence of these young
stars in the inner most 0.04 pc of the GC is a heavily researched topic. Possible
explanations for the formation of these objects in the dense, violent environment
close to Sgr A* are as follows (for a more detailed review of each model, see [13]):
1. These stars could be the cores of older stars whose envelopes were stripped
through tidal interactions with Sgr A*. However, it was shown that S2, a
brighter member within the cluster, is a genuine type-B star and not a stripped
star [12].
2. Many of these stars could have been created through exotic modes of star formation near the SMBH [13].
3. These stars may have fallen into orbit around the SMBH through dynamical
migration or through binary exchange [13].
Regardless of their origin, these stars are ideal targets for probing properties of
the accretion ﬂow at a few ∼ 103 Rg , where Rg ∼ 1012 cm is the gravitational radius
of a black hole of mass MBH

4.3 × 106 M , from the back hole (see Chapter 3 for a

more detailed discussion of this application). The brightest member of the S-cluster,
the S2 star, is a B-dwarf star (spectral type between B0 and B2.5; [12]) that has an
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orbital period of

16 yr and has been observed for a full orbit [11]. During the time

of its pericenter passage (0.58 mpc

2900 Rg ), the most recent passing of which was

in 2002 and the next being in Spring 2018, the star’s maximum velocity was measured
at v

8000 km s−1 [11].

All stars are known to have outﬂowing stellar winds, the brighter stars producing
the more powerful winds, which are ejected by the strong radiation pressure near the
surface of the star. The stellar properties of S2 were studied in [12]. By adopting
solar abundancies and a terminal stellar wind velocity of v∞ = 1000 km s−1 , which
is appropriate for late O-dwarf and early B type stars [14], the wind’s mass density
was constrained and an upper limit on the mass-loss rate was determined to be
Ṁw ≤ 3 × 10−7 M yr−1 [12]. Early B-dwarf stars have typical mass-loss rates and
stellar wind velocities of Ṁw

(0.3 − 3) × 10−7 M yr−1 and vw ∼ 500 − 2000 km s−1 .

We adopt these values in the models that follow (see Chapter 3).

1.1.2

Galactic Center Pulsar Population

The GC region is expected to harbor thousands of radio pulsars, but despite
numerous searches, these objects remain elusive. Resolving the ”missing pulsar”
problem is both an observational and theoretical challenge. From an observational
standpoint, these objects provide an excellent probe of the ionized gas surrounding
Sgr A* [15] and can be used to test predictions of general relativity in the vicinity
of the black hole [16]. A population of hundreds to thousands of observable radio
pulsars have been proposed to reside within the inner pc of the GC [17,18]. A similar
population size of millisecond pulsars was also argued to reside in the vicinity of the
GC and can account for the Fermi -LAT observed GeV excess [19]. The view that a
large number of young neutron stars are contained in the GC region has since been
supported by the discovery of a magnetar located at a distance of ∼ 0.1 pc from the
SMBH [20–22].
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1.1.3

Monitoring & Modeling Flaring Events in the Galactic Center

Sgr A* lies in a low-luminosity, quiescent state, with an absorption corrected
X-ray luminosity of LX

2.4 × 1033 erg s−1 [8]. It is frequent to X-ray ﬂaring

events, observed by Chandra, NuSTAR, and Swift, with durations of several minutes
to hours and with luminosities exceeding the quiescent X-ray emission by several
orders of magnitude [8, 23–25]. The source of variability is uncertain and possible
explanations include inverse-Compton (IC) up-scattering of lower energy photons by
energetic electrons [25] and magnetic reconnection driven event within the accretion
ﬂow [26].
Longer duration ﬂaring events (i.e., several months) have also been considered
and their existence can be explained through the interactions of the accretion disk
of Sgr A* with local objects in the GC [27, 28]. The authors in [27] (henceforth,
GS13) proposed that a month-long, thermal X-ray ﬂare, with a luminosity above
the quiescent X-ray emission of Sgr A*, is expected to occur during the pericenter
passage of the S2 star. During this passage, the stellar winds of S2 are intercepted by
the accretion disk gas, resulting in the formation of a bow shock in both ﬂuids, with
the shocked stellar wind producing the bulk thermal emission [27]. A more detailed
analysis of this event was made in [29] and is discussed in great detail in Chapters 2
and 3. The production of a non-thermal X-ray ﬂare, with timescales ranging on
the order of several months, could be explained by the presence of a neutron star
within the inner ∼ 0.03 pc of the GC [28]. The formation of a bow shock in the
relativistic pulsar wind, resulting from similar interactions as the case of S2, were
shown to accelerate particles to high Lorentz factors, producing the X-ray emission
via synchrotron radiation [28]. A similar analysis of this model and its applications
to the observed GHz radio emission from the GC are provided in Chapter 4.

5
1.2

Rapid Variability in Blazars
Blazars are a small subclass of active galactic nuclei (AGN) in which a relativistic

jet emanating from the central SMBH is pointed towards our line of sight [30, 31].
They are extremely bright and variable sources, observed across the entire electromagnetic spectrum, and represent the most abundant population of extragalactic
sources at TeV energies [32, 33]. Their spectral energy distributions (SED) have a
unique double-hump feature, representing low-energy (i.e, radio to UV) and highenergy (i.e., X-rays to γ-rays) regimes. The blazar subclass can further be separated
into a BL Lac object or a Flat Spectrum Radio Quasar (FSRQ), depending upon the
absence of presence of optical emission lines within the SED, respectively [31].
Blazar variability ranging on timescales of hours to weeks is a commonly observed
feature [34]. Recent Fermi -LAT observations have reported on ultra-fast ﬂares, occurring on timescale of a few minutes at energies > 300 GeV, being observed from
both BL Lacs [35] and FSRQs [36]. These fast ﬂares pose tight constraints on blazar
emission models as they require compact emission regions within the jet characterized
by high Doppler boosting [37]. Quasi-spherical blobs containing relativistic particles
and magnetic ﬁelds have often been used to model individual ﬂaring events observed
from blazar jets [38–42]. However, the physical origin of these blobs is not fully understood and the key to understanding blazar emission is ultimately related to the
energy dissipation mechanism at work within the relativistic jet.

1.2.1

Relativistic Magnetic Reconnection & PIC

In Poynting-ﬂux dominated jets, magneto-hydrodynamic (MHD) instabilities (e.g.,
kink instability [43]) can occur leading to the formation of current sheets where magnetic reconnection, a process where magnetic energy is transferred to the particle
acceleration and plasma heating, is triggered [44]. This highly dynamic process is
the extent of numerous studies and is an excellent candidate for producing variable,
high-energy emission in many astrophysical environments such as pulsar wind nebu-
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lae (PWNe) [45–48], AGN jets [37, 49, 50], gamma-ray bursts [51–55], accreting black
holes [56,57], and solar ﬂares [58,59]. The current sheet, formed due to MHD instabilities, is further prone to tearing instabilities [60–63] and can undergo fragmentation
into magnetic islands, i.e., quasi-spherical islands containing relativistic particles and
magnetic ﬁelds (plasmoids). These plasmoids are, in turn, separated by secondary
current sheets that are subject to the same tearing instabilities. The fragmentation process recurs at progressively smaller scales that exhibit self-similarity in their
properties [64]. The reconnection process therefore provides a natural origin for the
production of the blobs of plasma invoked to model blazar ﬂaring events.
The most fundamental method of capturing the dynamical features of the reconnection process, including plasmoid formation and evolution, is by use of kinetic
particle-in-cell (PIC) simulations. PIC simulations of relativistic reconnection in
regime most applicable to the aforementioned astrophysical environments (i.e., σ

1,

where σ is the plasma magnetization1 ) [65–67] have shown that the reconnection process can satisfy the basic requirements for blazar emission: eﬃcient dissipation of
energy to relativistic particles, extended distribution of non-thermal, relativistic particles, and equipartition between magnetic ﬁelds and relativistic particles [67]. However, a direct application of PIC results to modeling of blazar variability is lacking
and may potentially reveal key observational signatures.

The plasma magnetization is deﬁned as σ = B 2 /(4πmp nc2 ), where B and n are the magnetic ﬁeld
strength and number density of the plasma far from the reconnection layer, respectively.
1

7

2. MODELING STELLAR WIND BOW SHOCKS
Parts of this chapter have been published as I. M. Christie, M. Petropoulou, P. Mimica, & D. Giannios, “Modelling Accretion Disc and Stellar Wind Interactions: The
Case of Sgr A*,” Monthly Notices of the Royal Astronomical Society 459 (2017):
24202431.
As ﬁrst author, I derived and performed a majority of the analytical and numerical
expressions used in describing the geometry of the shock shell as well as the thermal
bremsstrahlung emission radiated by the shocked wind. I was also responsible for
writing 80% of the published material.
Stellar wind bow shocks form due to the supersonic transit of out-ﬂowing gas from a
star interacting with the surrounding ambient medium. Understanding the geometry
of these structures and the properties of the resulting shocked gas (e.g., density,
temperature, emitted radiation) allow for a probe into the properties of both the
local medium and the stellar wind. Because of this, these structures are a topic of
extensive modeling.
Early modeling of stellar wind bow shocks included numerically simulating colliding winds of OB type stars in a binary, axisymmetric system [68]. The shape of the
contact discontinuity, i.e., the ﬁctitious surface separating the two regions of shocked
material, was estimated using conservation of the tangential momentum within the
shocked region. However, these numerical simulations have shown that this surface
was prone to thermal and shear instabilities, also known as Kelvin-Helmholtz instabilities, which distorted its shape, ultimately making a comparison with analytical
estimates ineﬀective.
A major breakthrough in the description of the thin-shell model (i.e., in which
the two regions of shocked ﬂuid are assumed to be a single region whose width is
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negligible compared to the radial distance from the star) occurred with the derivation
of an exact analytical solution for the shape of the shocked region [69] (henceforth
W96). The author derived the shape of the shocked region by using the conservation
of momentum ﬂux within the thin shell. A similar solution was also uncovered for
axisymmetric, thin-shell models by considering the conservation of both linear and
angular momentum within the shocked region [70]. Further extensions upon these
models, which yielded additional analytical solutions, were performed by considering
a similar momentum-conserving bow shock system containing:
1. a star, with a misaligned, axisymmetric wind, traversing through a uniform
medium [71].
2. a star, with a symmetric, radially, out-ﬂowing wind, intercepting a non-uniform
medium containing a density gradient in the direction perpendicular to the
stellar velocity [71].
The model, solution and expansions of W96 have been applied to numerous astrophysical phenomena, such as: i) colliding wind binaries [70, 72, 73], ii) pulsar wind
nebulae (PWNs) [74–79], and more recently, iii) the pericenter orbit of the G2 cloud
around the SMBH in our GC [80–84].
A recent expansion upon the model of W96 was performed by [29], in which the
authors considered a star, with a symmetric radially out-ﬂowing wind, intercepting
a uniform medium with non-negligible temperature, a feature ignored in previous
studies. Details on the shape of the shocked region for this model are discussed in
Section 2.1 while various applications are provided in Chapters 3 and 4.

2.1

Additional Thermal Pressure Component
In [29], we expanded upon the existing thin-shell model of W96 by including a

thermal component to the ambient medium. This simply states that we assumed the
medium surrounding the star to have a non-negligible temperature. In this section, we
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outline our model setup while a brief discussion of the shape of the termination shock
formed in the wind, and its dependence upon the additional thermal component, is
provided in Section 2.1.1. Diﬀerent applications of our model to the interactions of
the accretion disk of Sgr A* and the stellar winds of various stars orbiting the SMBH
in our GC are discussed in Chapters 3 and 4. As such, the ambient medium in which
the star precesses will now be referred to as the accretion disk and all quantities that
describe the disk will be noted with the subscript d.
Our extension of W96 begins by assuming the system of colliding ﬂuids has reached
a steady state1 and that the shocked wind region falls within the thin-shell limit (i.e.
H

R, where H and R are the shell’s width and radial distance from the star).

Although our analysis follows that of W96, we do not assume full mixing of the
shocked ﬂuids and that the termination shock in the wind does not coincide with the
contact discontinuity.
In the rest frame of the star, we take the stellar wind to be isotropic, with a
mass-loss rate of M˙ w and constant velocity vw = êr vw , with the unit vector denoting
the spherical radial direction. The disk gas, modeled as a ﬂuid, is taken to have
a constant mass density ρd and, in the rest frame of the star, travels with velocity
vd = −V , where V is the speed of the star. We deﬁne the z-axis as the symmetry
axis of the system and the motion of the star, as it precesses through the disk, to be
in the êz direction. In the rest frame of the star, the gas from the disk approaches
the star from the −êz direction, as shown in Figure 2.1.
The standoﬀ distance, deﬁned as the distance from the center of the star to the
termination shock in the wind along the êz direction, is determined by balancing the
pressures on both sides of the shocked region. The ram pressure of the stellar wind
decreases with increasing radius R as Pw = Ṁw vw /(4πR2 ) while the disk pressure is
the sum of the thermal and ram pressures, the latter being a result of the relative
motion of the disk and the star. The ram pressure of the disk is Pd = ρd vd2 , while
1

Our steady state assumption is relaxed in Section 3.3 where we numerically simulate a timedependent disk for the application to S2’s pericenter passage.
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Fig. 2.1. 2D schematic of the axisymmetric, thin-shell, bow shock model as
shown in the rest frame of the star, denoted by the red dot. The spherically
outﬂowing stellar wind are intercepted by the disk gas, approaching from
the right, resulting in the formation of a termination shock in both the
stellar wind and disk. The shocked material, assumed to be a mixture
of the shocked wind and disk in the thin-shell model, is conﬁned by the
two termination shocks and ﬂows to the region behind the star. Here, we
denote the cylindrical radial coordinate as while both the x and y-axes
are normalized to the distance of the star’s center to the termination shock
in the wind.

the thermal pressure is deﬁned as a multiple of the ram pressure, Pth = αPd . We
note that this α should not be confused with the viscosity parameter used in most
accretion disk models [85]. We consider α within the range 0 ≤ α ≤ 12 , with α = 0
representing a cold disk as described by W96. By equating the pressures, the standoﬀ
distance is
R0 =

Ṁw vw
.
4π(1 + α)ρd vd2

(2.1)

This constant will set the characteristic length scale of the system. The distance to
the termination shock in the opposite direction of the standoﬀ point, deﬁned as R1 ,
For α ≥ 0.6, a shock does not form in the disk, since the motion of the star through the hot ﬂuid
of the disk
√ becomes subsonic. If we assume Γ = 5/3 is the adiabatic index of the disk ﬂuid, then
cs /vd = Γα > 1 for α > 1/Γ, where cs is the sound speed of the ﬂuid. The stellar wind, however,
is always terminated through a strong shock.

2
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is estimated by balancing the ram pressure of the un-shocked wind with the pressure
of the shocked wind, the latter component approximated as the thermal pressure of
√
the disk. This distance is estimated as R1 R0 1 + α−1 .
The mass and total momentum ﬂux traversing an annulus of the shocked region
are 2π times the following
Φm = Rσvt sin θ,

(2.2)

Φt = Rσvt2 sin θ,

(2.3)

where σ and vt are the mass surface density and the tangential speed of the ﬂuid
within the shocked region, respectively. In a steady-state situation, the mass ﬂux
moving within a cross sectional ring of the shell is equal to the sum of the mass
ﬂux imparted from the wind on the solid angle occupied by the shocked region of
the forward shell plus the mass ﬂux from the disk hitting the circular area of the
projected cross section of the shell [69]
Φm =

Ṁw (1 − cos θ) 1 2
+ R ρd vd sin2 θ.
4π
2

(2.4)

The ﬂow of shocked gases within the shell depends on the incoming momentum
ﬂuxes. Let us consider a small wedge of constant width Δφ in the azimuthal direction
about the symmetry axis. The rate at which vector momentum is being imparted on
the wedge of the shell by the stellar wind is
θ

Φw (θ)Δφ = Δφ

ρw R2 vw (vw · êr ) sin θ dθ

(2.5)

0

= Δφ

Ṁw vw
(θ − sin θ cos θ) ê + sin2 θ êz ,
8π

where the mass density in the wind is ρw = Ṁw /(4πR2 vw ) and

(2.6)

= R sin θ denotes

the cylindrical radial coordinate. We perform the integration on a spherical surface
with unit element dA = êr R2 sin θdθ, valid as long as the surface integral of the wedge
is independent of the shell’s shape, R(θ). This is true, due to the fact that the system
is momentum conserving [69].
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The rate at which vector momentum is being imparted on the same wedge by the
accretion disk is
θ

Φd (θ)Δφ = Δφ

[−Pth I + ρd vd ⊗ vd ] · êr R2 sin θ dθ

(2.7)

0

= −Δφ

R2 ρd vd2
α(θ − sin θ cos θ) ê + (1 + α) sin2 θ êz ,
2

(2.8)

where I is the identity tensor. If the thermal pressure of the disk is neglected (i.e.
α = 0), the result of W96 is recovered.
The rate at which the total vector momentum is being imparted on the shocked
shell is the sum of the individual contributions
Φt (θ) =
where

Ṁw vw
ê (θ − sin θ cos θ)(1 − r2 ) + êz (1 − r2 ) sin2 θ ,
8π

(2.9)

is deﬁned as
≡

α
,
1+α

(2.10)

and r is the dimensionless radial distance deﬁned as
r(θ) ≡

R(θ)
.
R0

(2.11)

By including the thermal pressure component of the disk, we are decreasing the
cylindrical radial component of the total vector momentum ﬂux imparted on the
shocked shell. This aﬀects the shell shape in such a way that if α is non-negligible,
the termination shock in the wind will completely enclose the star and no longer
extend out to inﬁnity, as found in W96 for the case of a cold disk.

2.1.1

Shape of Termination Shock

The key point stressed by W96 is that the shape of the shell is not determined
by the local balance of diﬀerent pressures acting on it, but by the condition that
the total vector momentum ﬂows in the direction tangential to the shocked region
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Fig. 2.2. Parametric plots of the termination shock formed in the wind,
determined by numerically solving eqn. 2.13, for three diﬀerent values of
α (from left to right: α = 10−5 , 0.05, and 0.1) [29]. Increasing the thermal
pressure of the disk drives the standoﬀ distance closer towards the stellar
surface while distorting the shock shape into an oval-shaped surface . A
sphere of ﬁxed size, centered at the position of the star, is over-plotted in
order to illustrate the diﬀerent scales among the structures but does not
denote the stellar size.

(i.e., the natural direction) [29]. To determine r(θ), we make a transformation of
coordinates from ( , z) to (r, θ) by using dz/d

= Φt,z / Φt, . This leads to

r cos θ − r sin θ
(1 − r2 ) sin2 θ
=
,
r sin θ + r cos θ
(θ − sin θ cos θ)(1 − r2 )

(2.12)

where r ≡ dr/dθ. A rearrangement of eqn. (2.12) yields the following diﬀerential
equation for r(θ)
r =

r sin θ [θ(1 − r2 ) + r2 ( − 1) sin θ cos θ]
.
(1 − r2 )(θ − sin θ cos θ) cos θ − sin3 θ(1 − r2 )

Eqn. (2.13) can be solved numerically for diﬀerent values of
that r(θ = 0) = 1. By setting α =
r(θ) = csc θ

(2.13)

with the requirement

= 0, the solution of eqn. (2.13) reduces to

3(1 − θ cot θ) [69].

Figure 2.2 displays a set of 3D parametric plots of the termination shock in the
wind, obtained after solving eqn. (2.13), for α = 10−5 , 0.05 and 0.1, under the assump-
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Fig. 2.3. Plot of the termination shock distance R, normalized to R0 , as
a function of θ for the α values marked on the plot [29]. These α values
correspond to values of 0.001, 0.01, 0.09, 0.23, and 0.33.

tion of axisymmetry in the êφ direction. A sphere of ﬁxed size is over-plotted and
centered at the position of the star to illustrate the diﬀerent scales among the three
cases, but does not represent the stellar size. Increasing α drives R0 closer towards the
star while conﬁning the shock into a closed, oval-shaped structure. Figure 2.3 shows
the radial dependence of the termination shock r(θ), obtained by solving eqn. (2.13)
for various α values up to an angle of π/2. The reasons for choosing this particular θ
range in the plot will become apparent in Section 3.2. The distance to the termination shock increases by 10% with respect to the standoﬀ value at θ

π/5 − π/4, for

all α values. However, only for α ≥ 0.1 do the eﬀects of the disk’s thermal pressure
on the shape of the shock surface at θ

π/2 become evident.
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3. APPLICATION OF BOW SHOCK MODEL TO S2 &
ACCRETION DISK OF SGR A*
Parts of this chapter have been published as I. M. Christie, M. Petropoulou, P. Mimica, & D. Giannios, “Modelling Accretion Disc and Stellar Wind Interactions: The
Case of Sgr A*,” Monthly Notices of the Royal Astronomical Society 459 (2017):
24202431.
As ﬁrst author, I derived and performed a majority of the analytical and numerical
expressions used in describing the geometry of the shock shell as well as the thermal
bremsstrahlung emission radiated by the shocked wind. I was also responsible for
writing 80% of the published material.
As a ﬁrst test of our extended bow shock model, we apply it to the interactions of
the stellar wind of S2 with the accretion disk of Sgr A*. In this chapter, we will show
that our model can be used to both accurately describe the geometry of the shocked
shell and estimate ﬂuid properties downstream from the termination shock formed in
the wind. These properties will then be used to compute the thermal bremsstrahlung
emission produced by the shocked wind. We will test the validity of our derived
results with detailed numerical simulations while making observational predictions
for the pericenter passage of S2 occurring in April 2018 [11].

3.1

Properties of Shocked Stellar Wind
The properties of the shocked, stellar wind, e.g., temperature and number density,

are crucial for the calculation of the radiated thermal bremsstrahlung power. These
properties are determined by using the Rankine-Hugoniot jump conditions across
the shock front with the assumptions that the shape of the termination shock is
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adequately described by r(θ), as derived in Section 2.1, and that the stellar wind is
an ideal gas with adiabatic index Γ = 5/3.
The application of the jump conditions requires the knowledge of the normal and
tangential unit vectors along the shock surface. The latter is obtained by knowing
that Φt ﬂows tangential to surface
n̂t ≡

Φt
= A (θ)ê + Az (θ)êz ,
|Φt |

(3.1)

where
(θ − sin θ cos θ)(1 − r2 )
,
fλ (θ)
sin2 θ(1 − r2 )
Az (θ) =
,
fλ (θ)

A (θ) =

(3.2)
(3.3)

and fλ is deﬁned as
fλ (θ) = (θ − sin θ cos θ)2 (1 − r2 )2 + sin4 θ(1 − r2 )2

1/2

.

(3.4)

The normal unit vector outward to the termination shock is then determined from
eqn. (3.1) and is written as
n̂⊥ = −Az (θ)ê + A (θ)êz .

(3.5)

All quantities of the shocked stellar wind, i.e., in the downstream of the shock, will
be noted with the subscript ‘sw’. The mass density ρsw of the shocked stellar wind is
given by
ρsw (θ) = ρd

Γ+1
Γ−1

vd
vw

2

1
.
(1 − )r2 (θ)

(3.6)

As ρsw ∝ ρd , changes in the density of the disk ﬂuid will directly aﬀect the thermal
bremsstrahlung power from the shocked stellar wind (see Section 3.2.3). The density
of the shocked wind depends also on the thermal pressure of the disk, not only in a
direct way through the (1 − )−1 term, but also indirectly through the shape of the
shock surface r(θ) (see also Figure 2.3). In particular, the density should increase
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for a higher

value for all angles θ, while at the standoﬀ-distance, i.e., for θ = 0, it

scales as ρsw (0) ∝ (1 − )−1 .
The normal components of the velocities across the shock front are related as
vsw⊥ = ρw vw⊥ /ρsw , where
vw⊥ (θ) ≡ vw · n̂⊥ = vw (− sin θ Az (θ) + cos θ A (θ)) .

(3.7)

The thermal pressure and temperature of the shocked region are written as
2
ρw vw2⊥ (θ),
Γ+1
(Γ − 1) mp 2
v (θ),
Tsw (θ) =
(Γ + 1)2 kB w⊥

Psw (θ) =

(3.8)
(3.9)

where kB and mp are the Boltzmann constant and the mass of the proton1 , respectively. From eqn. (3.9) we also retrieve the well-known result that the average thermal
energy of the post-shock region, (3/2)kB Tsw , is a fraction of the wind kinetic energy,
(3/32)mp vw2 , where we used Γ = 5/3. The temperature of the shocked wind at θ = 0
is independent of the thermal pressure, i.e. Tsw (0) = (Γ − 1)mp vw2 /((Γ + 1)2 kB ). This
can be understood as follows: at the shock front, Psw ∝ (1 − )−1 is determined
by balancing the pressures. while it was shown that ρsw (0) also scales as (1 − )−1 .
From the ideal gas equation of state, it directly follows that Tsw (0) ∝ Psw (0)/ρsw (0) ∝
const.
The thickness of the shocked region H can be estimated using the relation H(θ)
σ(θ)/ρsw (θ), where σ is the mass surface density of the shocked wind. This is deﬁned
as σ = Φ2m /R sin θ Φt and is given by
σ(θ) = σ0

gλ2 (θ)
.
2r(θ)(1 − ) sin θfλ (θ)

(3.10)

where σ0 ≡ R0 ρd and
gλ (θ) = 2u(1 − cos θ) + r2 sin2 θ(1 − ),
1

(3.11)

The reason for using the proton mass is as follow. The mass density of the ﬂuid, which contains both
electrons and protons, is deﬁned as ρ = (ne + np ) · (me + me ). However, this can be approximated as
ρ ne mp , since the number of electrons is expected to greatly exceed that of protons and mp
me .
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Fig. 3.1. Top row: Plots of the density ratio ρsw /(ρd u2 ) (left panel) and
the ratio of temperature to the wind velocity Tsw /vw2 (right panel) as a
function of the angle θ for the α values marked on the plot. Note that
we deﬁne u ≡ vd /vw . Bottom row: plots of the thickness H, in units of
R, for ﬁxed u = 8 with varying α (left panel) and for ﬁxed α = 0.1 with
varying u (right panel) as a function of the polar angle θ [29].
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where u ≡ vd /vw . By combining eqns. (3.6) and (3.10) the thickness is found to be
H(θ)
1 Γ − 1 1 gλ2 (θ)
=
.
R(θ)
2 Γ + 1 u2 fλ (θ) sin θ

(3.12)

Figure 3.1 summarizes the semi-analytical results on the properties of the shocked
wind: the angular dependence of the density ratio ρsw /ρd , the temperature Tsw and
the thickness H of the shocked stellar wind shell up to π/2. A few things that are
worth noting follow:
1. A higher thermal pressure in the disk causes the shock front to displace closer
towards the star (see Figures 2.2 and 2.3). Both the increase of

and the

decrease in r(θ) point towards a higher density ratio of the shocked stellar
wind to the disk, ρsw /ρd , for all angles θ. This eﬀect becomes prominent for
α > 0.1.
2. For a given , the ratio ρsw /ρd becomes maximum at θ = 0, i.e., at the shock
front. Although ρsw is a decreasing function of θ, at θ

π/2, it is only a factor

of ∼ 1.5 lower than its maximum value (see also eqn. (3.13) in Section 3.1.1).
Thus, the shocked stellar wind up to that angle is expected to have a nonnegligible contribution to the radiated power.
3. The temperature of the shocked wind, which is determined by the normal component of the stellar wind velocity, has a very weak dependence on θ. For θ = 0
the temperature is independent from the thermal pressure of the disk (see discussion after eqn. (3.9)). It can also be seen that the temperature gradient in
the θ direction is smoothed out as the thermal pressure of the disk increases.
For typical values of the wind velocity of B-type stars (see [12, 68]), we ﬁnd the
temperature to be in the ∼ 107 K range (i.e., emitting in the ∼keV band).
4. The width of the shocked region, which is bounded by the contact discontinuity
and the stellar wind shock front, increases for higher

values, since the shock

front moves closer to the star (see also point 1). The width of the shocked wind
region decreases for increasing ratio u = vd /vw as governed by eqn. (3.12) and
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shown in the bottom right panel in Figure 3.1 for ﬁxed α of 0.1. For
we ﬁnd that H/R

≤ 0.1,

1 for all angles up to π/2, which justiﬁes the use of the

thin-shell approximation. This begins to break down for the case of a very hot
disk, where H/R ∼ 0.35 − 0.55.

3.1.1

Parameter Scalings

To derive the scalings of the density, temperature and thickness of the shocked
stellar wind region with , at the maximum angle where the semi-analytical formalism
applies (θ = π/2), one must ﬁrst determine the -dependence of r(π/2) ≡ r
was found by ﬁtting to

that r

/2 (

)

density at this angle then depends on
ρsw,
where r

/2

/2

/2 .

It

a − b where a = 1.726 and b = 0.834. The
as

= [(1 − ) (a − b )2 ]−1 ,

(3.13)

was substituted in eqn. (3.6). The temperature of the shocked region is

dependent upon

Tsw,

through vw⊥ , governed by eqn. (3.7). At π/2 we ﬁnd

/2

2
∝ vw⊥,

/2

1 − r2 /2 ( )

∝

2
2

2

(1 − r2 /2 ( ))2 + (1 − r2 /2 ( ))2

·

(3.14)

The thickness of the shocked region at π/2 is written as
2 vvwd + r2 /2 (1 − )

H(π/2)
∝
R(π/2)

2
2

2

(1 − r2 /2 ( ))2 + (1 − r2 /2 ( ))2

1/2

·

(3.15)

At an angle of θ = 0, where the initial condition is r(0) = 1, the density ratio goes
as the square of u ≡ vd /vw
ρsw /ρd = 4u2 (1 − )−1 ,

(3.16)

where we have adopted an adiabatic index of Γ = 5/3. As described in Section 3.1,
the temperature of the shocked wind is independent of
Tsw (θ = 0) =

3 kb 2
v .
32 mp w

at θ = 0
(3.17)
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This comes from the use of the ideal equation of state and the cancellation of the
dependence from both ρsw and Psw .

3.2

Numerical Simulations of S2 - Disk Interactions
To test the validity of the assumptions used to derive the semi-analytical expres-

sions presented in Section 2.1, numerical hydrodynamic simulations were employed.
Here, we report on the numerical setup used for describing the accretion disk - stellar
wind interactions (i.e., initial and boundary conditions), present the technical details
of the numerical code, and provide a rigorous comparison with the semi-analytical
results presented in Sections 2.1 and 3.1. A cylindrical coordinate system was used
in all simulations. Assuming axisymmetry, the simulations were performed in two
dimensions and in the rest frame of the star, which was assumed to be located at a
distance z∗ along the symmetry z-axis.

3.2.1

Numerical Setup

Simulations were carried out for

= 0.005, 0.1, 0.17, 0.23, 0.29, and 0.35 (equiva-

lently for α = 0.005, 0.1, 0.2, 0.3, 0.4, and 0.5). The parameter values used as initial
conditions in the numerical simulations are summarized in Table 3.1. All simulations
were allowed to reach a steady state after an initial period of adjustment (for details,
see Section 3.2.2). In order to minimize the duration of the adjustment period, the
simulations were optimized as described below:
1. A radial stellar wind was continuously injected into the grid from a spherical
surface of radius Rinj centered at z∗ . For a wind velocity vw , the wind number
2
vw mp ). The
density at the injection point was determined by nw = M˙ w /(4πRinj

wind thermal pressure was chosen to be a small fraction of the wind’s ram
pressure, namely Pw,th = αw Pw = αw nw mp vw2 with αw = 10−3 or, Pw,th =
10−8 nw mp c2 . Such low values of Pw,th were necessary for avoiding any unwanted
wind acceleration.
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2. A uniform disk medium was continuously injected from the z = 0 boundary
with velocity vd , number density nd , and thermal pressure Pth = αnd mp vd2 .
3. Initially, the grid of the simulation box was ﬁlled with a uniform disk medium
moving along the z direction and having the same properties as these of the ﬂuid
that was being injected at the boundary z = 0. The duration of the adjustment
period was reduced with the particular setup. Alternatively, one could initially
ﬁll the grid of the simulation box with the stellar wind medium, assuming a
r−2 dependence of its properties with respect to the center of the star. It was
veriﬁed that neither the results nor the duration of the adjustment period would
change signiﬁcantly in this case.
4. Reﬂection boundary conditions at the z−axis (inner radial boundary) and outﬂow boundary conditions at both (radial and axial) outer boundaries were imposed. The outer boundaries had to be placed suﬃciently far away from the star
to avoid the propagation of numerical artifacts produced at those boundaries
towards the wind-disk interaction region. Typically, the outer radial and axial
boundaries were, respectively, located at 1.2 × 1015 cm and 2.4 × 1015 cm.
Table 3.1.: Values of the ﬁxed parameters used in the numerical simulations [29].
Parameter

Symbol

Reference value(s)

Stellar wind velocity (cm s−1 )

vw

108

Mass-loss rate (M yr−1 )

Ṁw

10−7

Wind number density (cm−3 )

nw

480 × 104

Disk velocitya (cm s−1 )

vd

8 × 108

Wind injection radius (cm)

Rinj

2.5 × 1013

Ratio of thermal to ram disk pressureb

α

0.005, 0.1, 0.2 0.3, 0.4, 0.5

a

Measured in the rest frame of the star.

b

The respective Mach numbers of the disk ﬂuid with respect to the shock for

the listed α values are 11, 2.4, 1.7, 1.4, 1.2, and 1.1 respectively.
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3.2.2

Technical details

High-resolution simulations of the wind-disk interaction were performed using the
relativistic hydrodynamics code mrgenesis [86]. A uniform numerical grid with a
typical spacing ∼ 6.67 × 1011 cm was used. In terms of numerical resolution, this
corresponds to a resolution of 1800 points in the radial and 3600 points in the axial
direction. mrgenesis uses a third order total variation diminishing Runge-Kutta
scheme [87] for the time integration and the piecewise-parabolic method (PPM, [88])
for the spatial interpolation. The intercell ﬂuxes are computed with the Marquina
ﬂux formula [89]. The ﬂuids are assumed to obey the ideal gas equation of state with
the adiabatic index 5/3. The code is parallelized using MPI2 . All simulations were
performed on the Tirant supercomputer3 . In all cases, the simulation time was set
to ∼ 104 hours, while the typical adjustment period lasted ∼ 103 hours. Snapshots
of the grid state were saved every

20 hours, allowing us to follow the temporal

evolution of the wind-disk interaction. Each snapshot contained the density, pressure
and velocity maps (for density maps, see Figure 3.2) that were used to compute the
free-free emissivity (e.g., Figure 3.5).

3.2.3

Comparison with Semi-Analytical Model

We ﬁrst performed a qualitative comparison between the results of the semianalytical model and the numerical simulations regarding the shape of the shock surface and proceeded with a quantitative comparison of the properties of the shocked
stellar wind, such as the temperature and density angular proﬁles. For this purpose, after verifying that a steady state has been reached, the simulation snapshots
for diﬀerent

values were post-processed in order to obtain the following: (i) the

characteristic distances R0 and R1 , (ii) the temperature and density proﬁles of the
2

Message Passing Interface, http://www.mpi-forum.org.
More information (in Spanish): http://www.uv.es/siuv/cas/zcalculo/res/descripcion.wiki
at the University of Valencia.

3
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Fig. 3.2. Density maps as obtained from the hydrodynamic simulations
for α = 0.005, α = 0.1, and α = 0.3. The semi-analytical results for
the position of the termination shock R(θ) and the contact discontinuity
R(θ) + H(θ) are shown as thick green lines for θ ≤ π/2 (solid lines)
and θ > π/2 (dotted lines). The actual value of the density (in units of
104 cm−3 ) can be read from the colorbar after raising the listed values to
the power of 4/3 [29].

shocked stellar wind shell, and (iii) the thermal bremsstrahlung power emitted from
the shocked stellar wind.
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Geometrical Characteristics
Figure 3.2 presents two-dimensional density maps as obtained from the simulations
for α = 0.005, 0.1, and 0.3. In the ﬁrst two cases the star is positioned at (x , z ) =
(0, 5), while in the third case, its location is (0, 4). The density values (in units of 104
cm−3 ) can be read from the color tables included in each panel. The semi-analytical
results for R and R + H as a function of the angle θ are overplotted with thick green
lines. The results for θ ≤ π/2 are shown with solid lines, whereas dotted lines are used
for larger angles. Inspection of Figure 2.1.1 shows that the derived curves straddle
along the interfaces fairly well up to an angle of π/2. At larger angles, the results start
to diverge from the numerical ones; hence, the reasoning for the θ plotting range in the
ﬁgures of Section 2.1. Furthermore, the numerical results verify the assumption of a
homogeneous post-shock region, at least up to π/2. The main reason for the deviation
between the semi-analytical and numerical results is the growth of Kelvin-Helmholtz
instabilities that cannot be treated within the adopted analytical framework. These
take place at the interface separating the shocked disk ﬂuid and the shocked stellar
wind (i.e., the contact discontinuity). The mixing of the ﬂuids spreads over a larger
volume as the thermal pressure of the disk increases, while it leads to more turbulent
ﬂows.
Regardless, the semi-analytical model captures the rough features of the shocked
wind shell. The only appreciable diﬀerence between the numerics and analytics for
θ  π/2 is identiﬁed close to the symmetry axis (see bottom of panels in Figure 3.2)
and is a numerical artifact caused by the reﬂection boundary along the symmetry
axis. As will be described below, this deviation is important when comparing geometrical characteristics, but for the comparison of volume-integrated quantities, such
as the thermal radiated power, it does not have a signiﬁcant eﬀect. Nevertheless, this
deviation tends to diminish as the resolution increases.
The standoﬀ-distance, R0 , marks the starting point of the analytical model and
is the best estimate for the location of the termination shock at θ = 0. Similarly, a
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Fig. 3.3. Percentage error of the density ratio (left panel) and temperature
of the shocked stellar wind (right panel) obtained from the simulations
as compared with the theoretical (i.e., semi-analytical) expressions for
diﬀerent θ values. The shaded area denotes the angular region where
numerical artifacts related to the inner axial boundary are non-negligible,
thus not allowing for a proper comparison with the semi-analytical results
[29].

characteristic distance R1 can be deﬁned at θ

π (see Section 2.1). Both are found

by matching pressures on either side of their respective interface. These values were
determined by ﬁrst creating a pressure (i.e., nsim mp c2 ) map, similar to the density
maps in Figure 3.2, of a snapshot taken after the simulation has reached a steadystate. The ﬁrst non-negligible jumps in the pressure found at z < z and z > z
represent the locations of R0 and R1 , respectively. The results are summarized in
Table 3.2. Overall, a good agreement is found: the distances determined by the
simulations scale with α as predicted by the analytics (e.g., see eqn. (2.1)), while the
fractional errors are ∼ 20% for all cases with α > 0.1. For colder disks (α

0.1),

the original assumption that the pressure of the post-shock wind is of the same order
as the disk pressure breaks down, thus preventing us from obtaining a reasonable
value for R1 (see also Table 3.2). In the speciﬁc example of α = 0.005, the numerical
simulations show that Psw

Pth .
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Table 3.2.: Distance of the termination shock at θ = 0 and θ = π as derived from
the simulation and the semi-analytical model. For α = 0.005, the model assumption
required for the determination of R1 breaks down (for details, see text) [29].
R0 (in 1014 cm)

α

R1 (in 1014 cm)

model

simulations

model

simulations

0.005

0.005

0.68

0.60

9.68

2.52

0.1

0.10

0.65

0.54

2.06

1.56

0.2

0.17

0.63

0.52

1.54

1.20

0.3

0.23

0.60

0.51

1.25

0.95

0.4

0.29

0.58

0.50

1.08

0.82

0.5

0.35

0.55

0.48

0.93

0.77

The quantitative diﬀerences found between the analytical and numerical values
of R0 are most likely caused by numerical artifacts at the inner axial boundary of
the simulation. By further examining the nw and vw of the unshocked wind close
to θ = 0, within the region bounded by the shock front and the injection radius,
it was found that nw is twenty percent lower than the speciﬁed initial condition for
α = 0.005 while it is only ten percent lower for the remaining α values.
The deviations in R1 , displayed in Table 3.2, are much larger than those in R0 .
Moreover, the distance R1 oscillates during the simulation about a mean value but
never reaches a stationary value, in contrast to R0 . Both results are related to the
growth of Kelvin-Helmholtz instabilities within a signiﬁcant ﬂuid volume behind the
star (see Figure 3.2). On the one hand, the instabilities cause waves to propagate
towards the axis (behind the star) upon which they are reﬂected. The reﬂected waves,
in turn, cause the shape of the shock surface far beyond the star to oscillate. On the
other hand, the shocked disk medium behind the star is very complex due to KelvinHelmholtz instabilities, thus leading to large pressure changes; the pressure at e.g.
θ = π/2 can vary by as much as one order of magnitude which corresponds to small
variations in R1 .
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Temperature & Density Proﬁles
The density and temperature of the shocked stellar wind region as a function of
θ are described by the analytical expressions (3.9) and (3.6) presented in Section 3.1.
In order to compare the derived results with those from the simulations, density and
temperature values were extracted from their respective two-dimensional maps for
diﬀerent θ values while moving along a curve that falls within the shell. Based on
the assumption that these quantities are radially independent (refer to the simulation
snapshots in Figure 3.2 for a visual conﬁrmation), any choice of curve that overlaps
with the shocked shell is acceptable. Here, a curve was chosen with a radial distance
of r(θ) + H(θ)/(4R0 ) from the star.
The main objective in the comparison of the temperature and density proﬁles is
to determine the deviation between the semi-analytical and numerical results. For
this procedure, the percentage error was computed while adopting the semi-analytical
results as the exact values. The results of the comparison for α = 0.1 and 0.3 are
displayed in Figure 3.3. In each plot, angles close to zero, represented by the shaded
region in the ﬁgure, were excluded in the comparison for reasons explained in the
previous section. The results for the temperature (right panel in Figure 3.3) are in
good agreement with the semi-analytical model and fall within 15% of the predicted
values. As for the angular proﬁle of the density ratio (left panel in Figure 3.3), a good
agreement is found for both α = 0.3 and 0.1 with most errors falling within 35% of
the theoretical values. However, there is a slight deviation found in the α = 0.1 case
for large angles. This deviation is reasonable for angles close to π/2, for this is the
point at which the model tends to break down.
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Thermal Bremsstrahlung Luminosity
As the stellar wind is shocked by the interaction with the accretion disk, the
shocked gas begins to cool via thermal bremsstrahlung emission. The total radiated
thermal luminosity from the shocked shell is given by
Rmax (θ)

/2

Lshell = 2π

dR R 2

sin θ dθ
0

R(θ)

d2 W (θ)
,
dtdV

(3.18)

where Rmax (θ) ≡ R(θ) + H(θ), d2 W/dtdV is the free-free emissivity, and the integration is performed up to θ = π/2 where the agreement between the semi-analytical
model and the simulations is good. The above expression also implies that there is
no gradient of the temperature and density in the radial direction within the shell,
namely that the shocked ﬂuid in the shell is homogeneous. This is veriﬁed by the
simulation results (see Figure 3.2). For the case of a wind composed of pure hydrogen,
analytical expressions for the free-free emissivity are available (see, e.g., eqn. (5.15b)
in [90]). In the more realistic scenario of a stellar wind with solar metallicity, appropriate tables for the free-free cooling function were used [91].
Before performing any computation of the radiated power produced by the shocked
wind, it is important to remove any contributions from the un-shocked wind and disk.
The emission from the unshocked disk, in particular, is expected to be non-negligible
for large α values and is considered to be a background emission for the purposes of
the present study. To remove these ‘unwanted’ regions from the simulation snapshots,
certain cuts in the temperature maps were made by setting the temperature of speciﬁc
data points to zero. Throughout every simulation, it was found that the shocked wind
temperatures never fall below 106 K. Cutting any data point with a temperature
below this value allowed for the removal of unwanted contributions from the cool,
un-shocked wind. A cut is also made for regions with temperatures above 108.5 K, as
this is the maximum temperature value included in the cooling factor tables [91].
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The total bremsstrahlung power produced by various regions within the simulation
is computed for the cases of pure hydrogen and solar metallicities by converting the
general form of the double integral in eqn. (3.18) into a double, discrete sum, namely
L = 2π

x
z

x

dW (x, z)
ΔzΔx,
dtdV

(3.19)

where Δx and Δz are the spacing between each data point in the x and z directions, respectively. The total radiated power produced by the shell is determined
by eqn. (3.19) while limiting the angle of integration up to θ = π/2. The results
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Fig. 3.4. Logarithmic plot of the thermal bremsstrahlung luminosity emitted from the shocked stellar wind shell as function of α. The results obtained assuming gas with solar metallicity and pure hydrogen are plotted
with red and black lines, respectively. The results from simulations for
various α values are overplotted with symbols [29].

are presented in Figure 3.4 where the simulation markers are representative of the
six α values given at the beginning of Section 3.2.1. The results obtained assuming
gas with solar metallicity and pure hydrogen are plotted with red and black lines,
respectively. Inspection of the ﬁgure shows a good agreement between the results

31
of the semi-analytical model and the simulations for both gas compositions considered. The outcome of the comparison was not trivial, given that the radiated power
is a convolution of the gas temperature, density and emitting volume. When solar
metallicity is taken into account, an increase of the radiated power is found, for all α
values, compared to the case of pure hydrogen. The eﬀect becomes more prominent
for hotter disks and is of importance for the application to Sgr A*, as will be shown
next in Section 3.3.
For ﬂuids composed of pure hydrogen, in particular, the good agreement between
the results allows us to use the semi-analytical model in order to derive scalings of the
bremsstrahlung luminosity on parameters, such as the wind velocity and disk thermal
pressure. The bolometric bremsstrahlung power of the shell may be written as
Lshell ∝ Ṁw3/2 nd vw−3/2 vd (1 + 1.6 α1.4 ).
1/2

(3.20)

The appropriate scaling is determined by ﬁrst noting that the free-free emissivity,
1/2

given in eqn. (3.18), scales as Tsw and n2sw (see also eqn. (5.14a) in [90]), while the
total luminosity scales as R03 . By use of eqns. (2.1), (3.6), and (3.9) one may accurately
obtain the appropriate scalings for M˙ w , nd , vw , and vd . To obtain the appropriate
scaling for α (i.e. last term in the right-hand side of eqn. (3.20)), a non-linear ﬁt was
performed on the black points in Figure 3.4.
Similar methods can be used to determine the appropriate parameter scalings
for a stellar wind composition of solar metallicities. For this case, the luminosity
has the same scaling for M˙ w and nd as in eqn. (3.20) while the dependence on α is
(1 + 1.2 α1.2 ). The α scaling is made by performing a non-linear ﬁt to the red points
in Figure 3.4.

3.2.4

Role of Kelvin Helmholtz Instabilities on Bremsstrahlung Luminosity

A result that could not be predicted from the semi-analytical model presented in
Section 2.1 is the eﬃcient mixing of the disk and wind ﬂuids due to Kelvin-Helmholtz
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Fig. 3.5. Free-free emissivity map as obtained from the simulation for
α = 0.3, assuming gas composed of pure hydrogen. The star is located at
(x , z ) = (0, 4) [29].

instabilities. Although the density of the gas is not as high as in the shocked shell
region, the occupied volume by the mixed ﬂuids is considerably larger. This is illustrated in Figure 3.5 where a large scale, two-dimensional map of the free-free emissivity, in the case of pure hydrogen, is plotted for a hot disk with α = 0.3. Although
the details of the turbulent structures are not visible, Figure 3.5 clearly shows that
the emissivity from the mixed ﬂuids at distances of 14 × 1014 cm away from the star
is non-negligible.

To better assess the role of Kelvin-Helmholtz instabilities on the

bremsstrahlung luminosity, the radiated power was computed by use of eqn. (3.19)
for a larger volume within the simulation. This volume included the shocked shell
region for θ > π/2 and the regions extending beyond R1 , which stretches anywhere
between 7 × 1014 − 2 × 1015 cm above z∗ . The results are summarized in Table 3.3
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Table 3.3.: Total luminosity produced from simulations including contributions from
the long tail of mixed ﬂuids behind the star [29].

α

Pure Hydrogen

Solar Metallicity

L (×1032 erg s−1 )

L (×1033 erg s−1 )

0.005

0.005

0.736

0.511

0.1

0.1

2.008

1.168

0.2

0.17

3.017

1.541
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Fig. 3.6. Cumulative bremsstrahlung luminosity, L(≤ z), calculated assuming solar metallicity, for the α values marked on the plot. The vertical
line indicate the position of the star, z∗ = 5 × 1014 cm, in the simulation
runs [29].

and demonstrate that the mixing region produces a signiﬁcant contribution to the
luminosity of the entire simulation. This is of the same order or even larger than that
produced by the shocked shell as compared with Figure 3.4.
The results listed in Table 3.3 also raise the question of whether the size of the
simulation box is suﬃciently large enough to capture all the radiated power produced
by the mixed ﬂuids. This issue can be addressed by calculating the cumulative luminosity L(≤ z) ≡

z
0

dz L(z ). This is presented in Figure 3.6 for the ﬁve α values

listed at the beginning of Section 3.2.1 while assuming solar metallicity. The vertical
line indicates the position of the star, z∗ = 5 × 1014 cm, in the simulation runs. In
both cases, it was found that the cumulative luminosity begins to converge to a ﬁnal
value at z

2.5z∗

12 × 1014 cm. However, the gradient along the symmetry axis,

i.e., dL/dz, is much steeper in hotter disk cases. The increase in α also causes an
increase in the total luminosity of the simulation snapshots; this is found to scale as
(1 + 5.55 α).

35
3.3

Mimicking the Pericenter Passage of S2
As shown in Section 3.2, a signiﬁcant fraction of the bolometric bremsstrahlung

emission originates from a long tail of mixed ﬂuids. For the astrophysical application
we are interested in, it is not known a priori if the S2 pericenter passage, occurring
in April 2018 [11] lasts long enough as to allow for the full mixing of the ﬂuids to
distances far behind the star. If tper and tmix denote the two characteristic timescales
of the pericenter passage and mixing, the maximum bremsstrahlung luminosity is
expected for the case tper

tmix . To address this issue, time-dependent simulations

are required.
In what follows, the pericenter passage of the star is mimicked by varying the disk
density used as an initial condition in the simulation. The temporal dependence of
the disk number density is modeled as
ñd (T ) = 1 +

9
cosh

T −25T0
3T0

,

(3.21)

where T0 = 7.5 × 105 s and ñd = nd /(104 cm−3 ). The density smoothly increases from
its reference value at T = 0, reaches a maximum value of ñd = 10 at ∼ 5200 hr, and
decreases to its initial value onwards. The density peaks on a timescale of ∼ 3T0 ∼ 1
month, which is comparable to the time it takes S2 to complete its pericenter passage.
Due to the variable disk density, the surface of the termination shock oscillates by
factor of 2 in distance, leading also to a variable bremsstrahlung emission. Interestingly, the region of mixed ﬂuids, described in Section 3.2.4, was quickly formed before
the peak density was reached, while it was found to extend to a fairly large distance
beyond the star. The inclusion of this tail region to the total luminosity of the system
is, therefore, a valid assumption.
Tracking the evolution of the luminosity is completed by calculating the thermal bremsstrahlung emission from several snapshots, as described in Section 3.2.3.
The results are summarized in Figure 3.7 where the two light curves are plotted for
the diﬀerent wind compositions under consideration. For comparison, the temporal
variation of the density is overplotted (green line). The dashed, blue line denotes
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Fig. 3.7. Light curves produced from time dependent density simulation
for the case α = 0.1. The colour coded curves correspond to the diﬀerent
stellar wind compositions as marked on the plot [29].

the X-ray luminosity corresponding to the quiescent emission of Sgr A*. Any model
prediction falling in the blue-shaded region is too low to be distinguished from the
quiescent emission. For the case of solar metallicity, it was found that a monthlong ﬂare above the quiescent emission is expected, with a peak luminosity reaching
L

4×1033 erg s−1 . This is a rather conservative value, given that a higher luminosity

is expected for hotter disks with α > 0.1 (see also Figure 3.6).
Figure 3.7 shows that there is a time-lag between the density and photon temporal
proﬁles. The peak of both light curves appears at a later time than the peak of the
density proﬁle. As stated in Section 3.2.4, the back area of mixed ﬂuids that is prone
to Kelvin-Helmholtz instabilities, contributes a large portion to the total luminosity
of each simulation snapshot. The time-lag between the peak luminosity and the peak
density reﬂects the time required for the tail region to feel the eﬀects of the density
changes.
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3.4

Comparison with GS13 & limitations of model
The application of this model can be considered an extension of the work per-

formed by GS13 [27]. Upon comparing the two models, similarities can be found in
the temperature and density of the shocked shell. However, even with these similar
values, the two works diﬀer in the amount of bremsstrahlung power produced by the
shell. This diﬀerence can be explained by the following. The previous work of GS13
assumed that a circular termination shock formed in the wind at a radial distance of
R0 and that the shocked ﬂuid radiates on an expansion timescale while traversing a
distance of R0 after the termination shock. This is equivalent to having an emitting
region with a volume V ∼ 4πR03 . This work has shown that the thickness is instead
H ∼ R0 /4 meaning that the volume of the emitting region is V ∼ 2πR02 H ∼ 0.5πR03 .
It is an interesting coincidence that when eﬀects of the large back region are included
into the total luminosity of the system, the luminosities produced by this work and
GS13 are of the same order.
In Section 3.2.3, a scaling relation of the shell’s bremsstrahlung power on the
model parameters M˙ w , nd and α was derived (see eqn. (3.20)). The derivation of a
similar scaling relation for the bremsstrahlung power from the whole emitting volume
(i.e., shell plus tail) is not straightforward. The main reason is that the volume of the
tail region could not be determined analytically. As long as the tail of mixed ﬂuids can
be approximated by a cylindrical volume with cross sectional area A ∝ R02 and length
∝ R0 , no large deviations from the scalings in eqn. (3.20) are expected. This has been
veriﬁed by running various steady-state simulations for diﬀerent values of M˙ w while
keeping all other parameters ﬁxed. It was discovered that the total luminosity scales
as L ∝ Ṁw1.3 which veriﬁes our previous statement that the volume of the emitting
region roughly scales as R03 . By tracking the evolution of the total bremsstrahlung
power and the disk density during the time-dependent simulation, we ﬁnd L ∝ nd0.512 .
The dependence on density is therefore similar to that of eqn. (3.20). We note that
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the scaling relation was determined by performing a linear ﬁt to a plot of log(L/L33 )
vs. log(nd /nd,4 ).
Besides the number density, the thermal pressure of the disk, and therefore α, are
also model-dependent; however, there are less restrictions on the range of allowed α
values. This parameter is not limited to being less than unity and has a substantial
eﬀect on the ﬂare’s luminosity. For small α values, such as α ≤ 0.1, a high density
(i.e., nd  105 cm−3 ) is required for the production of an observable X-ray ﬂare due to
wind-disk interactions. If the α value becomes larger (i.e. α > 0.1), the requirement
for a high number density of the disk is relaxed and, in turn, a wider range of density
proﬁles becomes relevant. Interestingly, the thermal pressure in the disk directly
aﬀects the thickness and, therefore, the time it takes for the star to cross it. The
scale height at the midplane of the disk can therefore be probed by the duration of
the ﬂare.
Although this chapter is focused on the thermal emission produced by the shocked
wind, it is possible that there are other sources of emission occuring throughout
the system. Through the interactions with the stellar wind, the disk undergoes a
shock which may accelerate non-thermal particles [92]. GS13 explored possible inverse
Compton signatures and concluded that detection may be possible in the hard X-ray
regime. It has also been discussed that accleration at the termination shock of the
wind could produce synchrotron emission with possible detections in the radio and
infrared band [93]. However, this is observed for a large stellar mass-loss rate of
Ṁw = 10−6 M yr−1 . The mass-loss rate from S2 is expected to be lower [12].
Although the work presented in this chapter is meant to give a somewhat basic
description of S2’s pericenter passage, tidal eﬀects and the acceleration of the star
during its pericenter transit are ignored. It has been shown, in the case of G2’s recent
pericenter passage, that tidal stretching dominates the evolution of the shocked ﬂuids
close to the pericenter [94, 95]. These eﬀects are then relaxed after the pericenter
passage has been reached and our approach becomes more accurate. It is expected
that as S2 approaches its pericenter, the density of the mixing region increases with
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respect to our simulated values (see Figure 2 in [94]) due to both compression in
the cylindrical radial coordinate and stretching in the z coordinate. Tidal forces are,
therefore, likely to increase the thermal emission from the shocked region. Moreover,
it is interesting to note that if the compression in the cylindrical radial direction is too
high, it is possible that the mixing region would decouple from the star, as depicted
in [94].

3.5

Discussion
We have shown the formation of a bow shock in the stellar winds of massive stars

through its interactions with a hot, dense medium is accurately described by our
modiﬁed analysis of momentum supported bow shocks. An application of our model
to the interactions of the stellar winds of S2 and the accretion disk of Sgr A* was performed through analytical estimates and detailed numerical simulations. We showed
the shocked wind radiates via thermal bremsstrahlung emission in the ∼keV band
and can obtain peak luminosities above the quiescent X-ray emission of Sgr A* and,
therefore, potentially detectable by Chandra. The detection (or not) of a month-long
X-ray ﬂare during the upcoming pericenter passage of S2 will allow for a constraint
to be placed on the density and thermal content of the accretion disk.
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4. APPLICATION OF BOW SHOCK MODEL TO
GALACTIC CENTER PULSARS
Parts of this chapter have been published as I. M. Christie, M. Petropoulou, P. Mimica, & D. Giannios, “Radio Emission from Sgr A*: Pulsar Transits Through the Accretion disk,” Monthly Notices of the Royal Astronomical Society 468 (2017): L26L30.
As ﬁrst author, I derived and performed a majority of the analytical and numerical
expressions used in describing the non-thermal, synchrotron emission produced by the
injected particle distribution. I was also responsible for writing 90% of the published
material.
RIAF models are excellent candidates for describing the observed emission from
Sgr A* and can account for the majority of the spectral energy distribution with
a thermal distribution of particles [5]. However, this thermal distribution alone falls
short of explaining GHz radio observations and requires an additional contribution
from non-thermal electrons in order to account for this deﬁciency [6]. In this chapter
we explore the interactions between the relativistic winds of a pulsar and the accretion disk of Sgr A*. In doing so, we investigate the injection of relativistic particles in
the local accretion ﬂow while making connections to current GHZ radio observations.

4.1

Pulsar Transit Properties
From the discovery of the 0.1 pc magnetar, [28] argued that as many as ∼ 10

neutron stars, with ages ∼ 104 yr, may be orbiting Sgr A*. Because of their young
age, their spin-down luminosities can be very large Lsd  1035 erg s−1 [96]. We
consider a pulsar whose orbit lies within 0.1 pc of the GC. For simplicity, we assume
that the pericenter passage, at a radial distance Rp from the black hole, coincides
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with the pulsar’s transit through the accretion disk of Sgr A* (see Figure 4.1). The
characteristic stellar velocity at Rp is
vp
where Rg = G MBH /c2

c

2 Rg
Rp

−1/2

3.4 × 108 Rp,16 cm s−1 ,

(4.1)

6.4 × 1011 cm is the gravitational radius for a black hole of

mass MBH = 4.3 × 106 M . Henceforth, we adopt the notation Qx = Q/10x in cgs
units. The timescale in which it takes the pulsar to complete its pericenter transit
through the accretion disk is estimated as
tp ∼

Rp
3/2
3/2
∼ 3 × 107 Rp,16 s ∼ 1 Rp,16 yr.
vp

(4.2)

Chandra can resolve the thermally emitting gas located at a radial distance of
Rb ∼ 1017 cm where the inferred gas density is nb = 100 cm−3 [8]. For distances
< Rb , a geometrically thick accretion disk is expected to form [97]. The density proﬁle
within the disk is model dependent, and can scale as ∝ R−3/2 for advection-dominated
accretion ﬂow (ADAF) models [4] or ∝ R−1/2 for a convection-dominated accretion
ﬂow (CDAF) [7]. Here, we adopt a density proﬁle in the disk of n(R) = nb (Rb /R),
such that np = 103 nb,2 Rb,17 Rp−,116 cm−3 . The temperature of the disk is expected
to approach the Virial temperature, regardless of the disk model. We may write
the disk gas pressure as Pth = 0.2 np mp G MBH /Rp , where mp is the proton mass.
The magnetic ﬁeld pressure of the disk can be parameterized as a fraction

B

of

the thermal pressure, thereby allowing us to estimate the magnetic ﬁeld strength as
√
1/2
1/2 1/2
−1
Bp = 8π B Pth 0.007 B,−1 nb,2 Rb,17 Rp,16
G.
During the pulsar’s transit through the disk, interactions between the pulsar wind
and the disk lead to the formation of a termination shock in both mediums (i.e.,
a forward and a reverse shock in the disk and wind, respectively). The wind is
terminated close to the pulsar, at a distance of Rt =
1/2

−1/2

Lsd /(4πcmp np vp2 ) ∼ 6 ×

−1/2

1013 Lsd,35.5 Rp,16 nb,2 Rb,17 cm [28]. Relativistic particles, accelerated at the reverse
shock, ﬂow along with the shocked wind behind the star into a cylindrical tail region
of typical size ∼ Rt , where the thermal pressure of the shocked ﬂuid is ∼ Pth [98]. We
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Fig. 4.1. Sketch of a pulsar’s transit through the accretion disk (not to
scale). The pulsar is assumed to traverse a distance of ∼ 2 H(Rp ) through
the disk, where H is the half-width of the disk. Relativistic electrons from
the shocked pulsar wind, denoted by the shaded maroon region, spread
throughout the disk mixing with the disk gas via turbulent eddies. The
energetic particles remain in the disk until they accrete onto the black
hole. While in the disk, these particles cool via synchrotron radiation.
Image credit: Dr. S Dimitrakoudis.

assume that the accretion ﬂow is turbulent, i.e., it contains eddies of diﬀerent length
scales l that both disrupt the shocked wind and mix it with the disk gas. The mixing
of the ﬂuids due to eddies of length scale l happens on their typical turnover timescale
t ∼ tp (l/H(Rp ))2/3 , where a Kolmogorov type of turbulent cascade was assumed [99]
and H is the half-width of the disk. The mixing on length scales of Rt happens
fast compared to the pericenter time (t  0.1 tp for typical model parameters). The
eﬃcient mixing of the shocked wind with the disk gas allows the relativistic particles
to be injected into the disk.
The injected particles remain within the disk after the pericenter time until they
accrete onto the black hole. While in the disk, these particles cool via synchrotron
radiation. The accretion timescale is estimated as taccr (Rp ) ∼ Rp2 /(α cs H(Rp )), where
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Fig. 4.2. Plots of the temporal evolution of the electron distribution (left),
as governed by eqns. (4.7) and (4.9), and the synchrotron spectra (right)
for the times marked on the left plot. The shaded region on the right plot
denotes the 2 − 10 keV range [100].

H(Rp ) ∼ Rp (cs /vp ), cs ∼ vp

Γ/10 is the sound speed of the disk gas, Γ is its

adiabatic index, and α is the disk α-viscosity parameter [85]. For Γ = 5/3 and
α = 10−2 α−2 the accretion timescale is
−1
−1
taccr ∼ 600 tp α−
2 ∼ 600 Rp,16 α−2 yr.
3/2

4.2

(4.3)

Injected Particle Distribution & Spectra
During the pericenter transit of the pulsar, relativistic electrons, assumed to follow

a power-law distribution, are injected into the disk at a constant rate. The injection
of particles ceases abruptly after the transit. These particles remain in the disk for
an accretion timescale, during which they cool via synchrotron radiation. Let N (γ, t)
denote the number of electrons at time t having Lorentz factors between γ and γ+dγ.
The temporal evolution of the particle distribution N (γ, t) up to tp is determined by
the following equation
∂t N (γ, t) − b ∂γ [γ 2 N (γ, t)] = Qe (γ, t),

(4.4)
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Fig. 4.3. Left: Plot of the cumulative light curve at 1.2 GHz for twenty
pericenter transits through the accretion disk, shown as individual colored
lines. The horizontal, dashed line denotes the typical 1.2 GHz luminosity
from Sgr A*. Right: Plot of the temporal evolution of the synchrotron
spectrum overplotted with the observed radio spectrum [101]. This model
can account for the observed emission  1010 Hz. For higher frequencies, cyclo-synchrotron emission from thermal electrons, represented by
the dashed line adopted from [102], is expected to dominate [100].

with the injection rate of relativistic particles being
Qe (γ, t) = Q0 γ −p S(γ; γmin , γmax ) S(t; 0, tp ).

(4.5)

Here, S(y; y1 , y2 ) is a unit box function, b ≡ Bp2 σT /(6πme c), and Q0 is
Q0 =

Lsd (p − 2)
2−p
− γmax
)

2−p
me c2 (γmin

; p = 2.

(4.6)

Assuming Bohm acceleration at the reverse shock, the maximum Lorentz factor of the
particles is γmax

6πq/(Bp σT )

1.4 × 109

−1/4
B,−1

−1/4

−1/4

1/2

nb,2 Rb,17 Rp,16 . The adopted

γmin value corresponds to a Lorentz factor in the un-shocked pulsar wind of γw =
γmin (p − 1)/(p − 2) = 6 γmin , assuming p = 2.2.
Eqn. 4.4 can be solved analytically [103] and has the following solution
N<tp (γ, t) =

Q0 γ −1−p
f (γ, t),
b (p − 1)

(4.7)
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where the subscript “< tp ” refers to times below tp and f (γ, t) is deﬁned as

f (γ, t) =

⎧
⎪
⎪
1 − (1 − b t γ)p−1
⎪
⎪
⎪
⎪
⎪
⎪
⎨1 − ( γmax )1−p
γ

γmin < γ ≤ γc1 (t)
γc1 (t) ≤ γ < γmax

⎪
⎪
⎪
)1−p ]( γmin
)1−p
γc1 (t) < γ ≤ γmin
[1 − ( γγmax
⎪
γ
min
⎪
⎪
⎪
⎪
⎩[( γmin )1−p − (1 − b t γ)p−1 ] γ (t) ≤ γ < γ
c2
min
γ

,

(4.8)

where γc1 (t) ≡ γmax /(1 + b γmax t) and γc2 (t) ≡ γmin /(1 + b γmin t).
The injection of accelerated particles ceases for t > tp at which point the pulsar
has left the disk. However, the particles from the initial injection remain in the disk
and continue to cool as they are advected radially inwards. To track the temporal
evolution of the remaining particles for t > tp , we solve eqn. 4.4 without an injection
term (i.e., Qe (γ, t) = 0) with the condition that N>tp (γ, tp ) = N<tp (γ, tp ). The
resulting solution [103] is
N>tp (γ, t) = (1 − b γ (t − tp ))−2 N<tp

γ
, tp .
1 − b γ (t − tp )

(4.9)

For the numerical examples presented in this letter, we adopt the following parameter set: γmin = 103 γmin,3 , Lsd = 3 × 1035 Lsd,35.5 erg s−1 , p = 2.2, and Rp,16 = 5.
As the pulsar properties cannot yet be constrained, we provide general expressions
for the parametric dependence of our results. The temporal evolution of the particle
distribution is shown by the left panel in Figure 4.2. Shortly after tp , particles with
high Lorentz factor quickly cool resulting in a narrower γ range for the distribution
(see inset plot in left panel of Figure 4.2).
The total radiated power per unit frequency for a distribution of relativistic electrons is calculated using the standard equations [90]. The temporal evolution of the
synchrotron spectrum is presented in the right panel of Figure 4.2. There is a steady
increase in luminosities over all frequencies up to tp after which all emission above
the near infrared (IR) regime quickly decreases. This sudden decrease is due to both
fast cooling electrons and the cessation of freshly injected particles.
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The X-ray luminosity at tp (shaded region in the right panel of Figure 4.2) is given
by
1/5

νLν ∼ 4 × 1033 Lsd,35.5 γmin,3

1/20 1/20 1/20
B,−1 nb,2 Rb,17
1/10 1/10
Rp,16 ν18

erg s−1 ,

(4.10)

where we have used p = 2.2. As long as the X-ray emitting electrons are fast cooling,
the X-ray luminosity is proportional to Lsd with a very weak dependence on all other
parameters, including the density proﬁle of the disk. The short synchrotron cooling
timescale for the X-ray emitting electrons leads to a sharp drop in the emission after
the transit. We therefore predict a non-thermal X-ray ﬂaring event, with luminosities
given by eqn. (4.10) and duration determined by the pericenter time (see eqn. (4.2)
and [28]). The quiescent X-ray luminosity observed from the GC is measured at
2.4 × 1033 erg s−1 [8], making the emission from such a transit, in principle,

LX

detectable. This ﬂaring event should not be confused with short duration IR and Xray ﬂares, occurring on timescales of minutes to hours, emanating from the GC [8,104].
The radio-emitting electrons have a long cooling timescale, tcool

tp , and are

therefore left in the disk to radiate long after the transit. Our model predictions for
the radio emission are not sensitive to the acceleration mechanism, in contrast with
the X-ray emission, and fall within the ν 1/3 part of the spectrum.

4.3

Multiple Transits Through Accretion Disk & Cumulative Radio Emission
Members of the S-Cluster, a group of tens of massive stars observed within 0.1

pc of the GC, are characterized by highly elliptical orbits [105]. Here, we consider
a pulsar with similar orbital parameters, i.e., with an apocenter distance of Rapo
5Rp

2.5 × 1017 Rp,16.7 cm, which corresponds to an orbital period of Torb

485 yr.

The number of transits through disk on one accretion timescale is estimated as Norb ∼
taccr (Rp )/Torb ∼ 13, where we assumed one pulsar transit per orbital period.
During each of these transits through the disk, the pulsar continuously injects
more particles thereby increasing the cumulative emission. It takes ∼ Norb transits
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for the establishment of a quasi-steady emission, as shown by the 1.2 GHz light curve
in the left panel of Figure 4.3. The resulting emission reaches a luminosity that is
comparable to the observed one (represented by the horizontal, dashed line).
The temporal evolution of the radio synchrotron spectrum over a period of 13
transits, overplotted with GC radio observations [101], is shown in the right panel
of Figure 4.3. Each successive line represents the cumulative spectrum after an additional transit through the disk. In the GHz frequency range, the model-predicted
synchrotron spectrum is comparable with the observed one in terms of spectral shape
and luminosity.
The dependence of the quasi-steady radio emission on the selected parameters can
be estimated as follows
νLν

Ntot Norb (νPν ),

(4.11)

where Ntot ∼ Lsd tp /(me c2 γw ) is an estimate for the total number of injected particles
and νPν is the total radiated power per particle. The latter component has asymptotic
analytical expressions for the ν 1/3 part of the synchrotron spectrum (see [90]). The
cumulative quasi-steady emission at 1 GHz is
−2/3

−1
−1
νLν ∼ 8 × 1031 Lsd,35.5 α−2
ν9 γw,3
γmin,3 ×
4/3

1/3
1/3 1/3
5/6
B,−1 nb,2 Rb,17 Rp,16

Rapo,17.4
1+
Rp,16

−3/2

−1

(4.12)

erg s .

This depends weakly on the magnetic ﬁeld strength and, in turn, on the disk density
at the pericenter distance. This approximation for the cumulative emission can be
applied to obtain an estimate for the quasi-steady radio emission using other pulsar
parameters with the requirement that the considered frequency is ν < νc and ν < νmin .
Here, νc and νmin are the synchrotron frequencies corresponding to Lorentz factors of
electrons that cool over taccr and that are injected at γmin , respectively.
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4.4

Discussion
The injection of non-thermal particles, required in RIAF models to explain the

radio emission at a few GHz, can result from a pulsar’s transit through the accretion
disk of Sgr A*. We consider the pulsar’s orbit to lie within ∼ 0.1 pc from the GC
and track the continuous injection of particles over each transit. We ﬁnd that a
quasi-steady emission is established with luminosities in the GHz range comparable
to observations. Our ﬁducial pulsar was chosen to have a spin-down luminosity of
Lsd = 3 × 1035 erg s−1 , which is typical for young neutrons stars with ages  105 yr.
Since a magnetar with an age less than this is known to reside in the vicinity of
the GC and magnetars are a modest fraction of young neutron stars, choosing such
a value for the luminosity is not extreme. Similar results for the cumulative radio
emission can come from the transits of multiple pulsars. However, the pulsar with
the largest spin-down luminosity is likely to dominate the cumulative emission.
In this chapter, we focused on the emission from particles accelerated at the reverse
shock. A low Mach number shock is also expected to form in the disk. However, its
contribution to the cumulative synchrotron emission is expected to be negligible, as
the injected power in accelerated electrons is much lower than Lsd . It is noteworthy
that the GHz emission produced at the reverse shock does not depend on the details
of the acceleration process, as it is produced by the pairs thermalized at the shock.
These particles dominate in both number and energy downstream from the shock
front [106].
Synchrotron self-absorption is not important in the observed bands. Considering
a distribution of energetic particles residing within a region with volume ∼ Rp3 the
optical depth was determined to be τ

1 for frequencies ν ≥ 108 Hz, therefore

allowing these eﬀects to be ignored within our model.
Throughout this work, the magnetic ﬁeld strength of the disk was taken to be
constant. It is expected, however, that the magnetic ﬁeld is radially dependent and,
more speciﬁcally, increases in the inner disk regions [92]. Considering this would lead
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to a more reﬁned cumulative radio emission produced by the pairs. The presence of
a small non-thermal population of electrons has also been shown to increase both the
eﬀective brightness temperature of the disk as well as the shape of the image of the
source [102]. Ultimately, an advancement upon our model can be made by carefully
following the pairs as they are advected through the disk.
The detection of GC pulsars is required to evaluate the feasibility of our model
and to constrain its parameters. The authors in [107] argued that previous surveys
have only probed ∼ 2% of the total pulsar population within 1 pc of GC. Future
surveys with the Square Kilometre array (SKA), with initial operations beginning in
2020, would probe a large portion of the proposed population.
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5. DECIPHERING THE X-RAY EMISSION OF THE
BINARY PSR J2032+4127/MT91 213
Parts of this chapter have been published as M. Petropoulou, G. Vasilopoulos, I. M.
Christie, D. Giannios, & M. J. Coe, “X-ray Mapping of the Stellar Wind in the
Binary PSR J2032+4127/MT91 213,” Monthly Notices of the Royal Astronomical
Society 474 (2018): L22L26.
As third author, I assisted in deriving the analytical expressions for the nonthermal synchrotron emission produced from injected relativistic pairs as well as using
Swift observations to estimate the ram pressure and mass-loss rate of the companion’s
stellar wind. I was also responsible for writing 25% of the published material.
PSR J2032+4127/MT91 213 is γ-ray binary system [108] composed of a young (∼
0.2 Myr) pulsar, with spin-down luminosity Lsd

1.7 × 1035 erg s−1 and spin pe-

riod P = 143 ms, and a Be-star [109]. The pulsar is on a highly eccentric orbit
(e ∼ 0.93 − 0.99) around its companion with an orbital period of Porb ∼ 45 yr [110].
X-ray monitoring of this system with Swift has revealed a gradual increase of the
X-ray luminosity combined with episodic activity of numerous ﬂares [110, 111]. The
increasing X-ray emission is believed to arise from the interactions of the relativistic winds of the pulsar with the outﬂowing winds of the companion star. In this
chapter, we provide analytical expressions connecting the observed X-ray emission of
the binary system with properties of the companion’s wind and the relativistic wind
of the pulsar. We assume the X-ray luminosity is emitted by synchrotron emitting
pairs, which are accelerated at the termination shock in the pulsar wind and enter
the companion’s wind.
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5.1

Model Setup
In our model, we adopted a scenario where the observed X-ray emission from the

pulsar-Be system is attributed to the synchrotron radiation from relativistic electronpositron pairs. These pairs are accelerated at the termination shock formed by the
interacting wind (see Chapters 2 and 4 for characteristics of the system of colliding
ﬂuids and a similar pulsar application).
A shock terminates at a distance of rt from the neutron star, which can be determined by balancing the ram pressures of the pulsar and companion winds [28]
rt =

Lsd
4πcρw vr2

Lsd
,
4πcPw

where Pw is the ram pressure of the companion’s winds and vr

(5.1)
vw is the relative

velocity of the two winds along the orbit1 . The shocked pulsar wind moves mildrelativistically at speeds ∼ c/2 while expanding on a timescale of
texp

2rt
.
c

(5.2)

It is expected that Pw varies with radial distance from the companion star, thus
leading to changes in both rt and texp . The magnetic ﬁeld of the shocked pulsar wind
can be expressed as a fraction of Pw as
8π B Pw ,

B
where the dimensionless parameter
σ [112] as

B

B

(5.3)

is related to the pulsar wind magnetization

= 4σ. At the termination shock, pairs are expected to accelerate

to relativistic speeds and form a non-thermal distribution, typically described as a
power-law with slope p > 2 (see Chapter 4). The pair injection rate into the shocked
wind region can be written as [100]
Q(γ)
1

e

Lsd (p − 2) γ −p
(
) ,
2
me c2 γmin
γmin

γ ≥ γmin ,

The pulsar moves at most with ∼ 100 km s−1 at its pericenter, whereas vw ∼ 103 km s−1 .

(5.4)
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where

≤ 1 is the fraction of the pulsar’s spin-down luminosity transferred to the

e

distribution of relativistic pairs and γmin is the minimum Lorentz factor of the pairs
γmin = γw (p − 2)/(p − 1). Among the free parameters of our model, γw is the most
uncertain one with values in the range 102 − 106 (e.g., [113]).
In this model, we assume equipartition between the particles and magnetic ﬁelds
(i.e.,

B

=

e

= 0.5) in the regions downstream from the shock [113]. Synchrotron

photons of energy

x

will be produced by pairs with Lorentz factor
γx

−1/4

3 × 106 Pw,−4 (

x

5 keV

)1/2 (

B

0.5

)−1/4 ,

(5.5)

where Pw = 10−4 Pw,−4 g cm−1 s−2 . As long as the synchrotron cooling timescale of
the X-ray emitting pairs is longer than texp (i.e., the slow-cooling regime), the X-ray
synchrotron luminosity emitted over a frequency range of νx1 − νx2 will be given by
3/2

p−2
Lx = Cfx Lsd γmin

(p+1)/4 (p−1)4
Pw
,
e B

(5.6)

1−β
1−β
where fx = (νx1
− νx2
)/(β − 1), β = (p − 1)/2, and

√
C = σT (8π)(p+1)/4 (2πme c/q)(3−p)/2 (p − 2)/(6πme c2 4πc).

(5.7)

For the derivation of eqn. (5.6), we used the δ-function approximation for the synchrotron emissivity, the relation N (γ) = Q(γ)texp , and eqns. (5.1)-(5.4).
A transition from slow-cooling to fast cooling can result in a softening of the X-ray
spectrum and in the saturation of the system’s X-ray luminosity, seen as a plateau in
the light curve, at a fraction of
Lx,s

5.2

2 × 1034 erg s−1 Pw1/4

e Lsd ,

Lsd
γw
e
B
x
)−1/2 .
( 6 ) ( ) ( )1/4 (
−1
erg s
10
0.5 0.5
1 keV

1035

(5.8)

X-ray Observations
Swift/XRT observations can provide a detailed X-ray light curve of the system

while available XMM -Newton, Chandra, and NuSTAR observations can be used to
derive accurate spectral properties. The Swift light curve (up to MJD 58033.4) was
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produced following the instruction described in the Swift data analysis guide (http:
//www.swift.ac.uk/analysis/xrt/). We used xrtpipline to generate Swift/XRT
products and extracted events by using xselect [114]. The light curve was also compared for consistency with automated Swift/XRT online products [115]. None of the
Swift/XRT observations during the monitoring campaign of the system yielded suﬃcient statistics to allow a meaningful study of the spectrum. We therefore used ﬁxed
spectral parameters for converting the XRT count rates to ﬂuxes. In particular, we
assumed a distance of 1.3 kpc and a power-law spectrum with photon index Γ = 2
and column density NH = 7.7 × 1021 cm−2 (see Table 4 in [110]).

5.3

Spherical Stellar Wind
The X-ray luminosity depends on the following model parameters: p,

e,

B,

γw ,

and Pw (see eqn. 5.6). We benchmark the power-law index of the pair distribution to
p = 2Γ−1 (see Section 5.2), assuming that the pairs emitting in the Swift energy band
(0.3 − 10 keV) are slow-cooling. The validity of our assumption will also be checked
by comparing a posteriori the synchrotron cooling and shock expansion timescales.
If energy is shared equally between particles and magnetic ﬁelds, we can derive Psw
by matching eqn. 5.6 to the unabsorbed Swift X-ray luminosity for diﬀerent values
of γw . In Figure 5.1, we show the results for γw = 106 , although these can be scaled
accordingly for other parameter values using the analytical expressions of Section 5.1.

The ﬁrst two panels from the top show, respectively, the Swift X-ray light curve
and the inferred ram pressure of the stellar wind, Psw ∝ L2x γx−2

−2 −2
e
B .

The magnetic

ﬁeld, which can be derived by eqn. 5.3, can be as high as ∼ 0.1 G in agreement
with [73]. The temporal variability of Pw may originate from changes in the winds
velocity and/or density. Simulations of line driven winds from massive stars have
shown that both their velocity and density are strongly variable close to the stellar
surface (e.g., [117]). The wind velocity is typically less variable than the density,
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Fig. 5.1. Plotted (from top to bottom) as a function of time till periastron
(MJD 58069): the unabsorbed 0.3 − 10 keV Swift X-ray LC of the binary,
the ram pressure of the stellar wind, the mass-loss rate of the stellar
wind for vw = 103 km s−1 , and the ratio of the synchrotron to expansion
timescales for pairs emitting at 10 keV [116]. The 1/r2 dependence of the
wind’s ram pressure is shown with a dashed magenta line. The horizontal,
blue dashed lines indicate the typical range of values for the mass-loss rate
of B-stars [12].
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which may vary more than two orders of magnitude (see Figure 1; [118]). In addition,
at the distances of interest (i.e., r >> R ), the stellar wind is expected to move with
its terminal velocity. As a zeroth-order approximation, we thus attribute the changes
of Pw (second panel from top) to changes of the winds density and assume that vw is
constant with radius and equal to its terminal value (∼ 103 km s−1 ).
Assuming spherical symmetry, the mass-loss rate of the wind can be estimated
as Ṁw = 4πr2 Pw /vw , where r is the separation distance of the binary members.
The mass-loss rate ﬂuctuates around an average value of ∼ 10−9 M yr−1 that falls
within the value range for B stars [12]. Interestingly, the inferred mass-loss rate
is compatible with Pw ∝ r−2 (magenta dashed line in Figure 5.1), while density
enhancements giving rise to X-ray ﬂares (top panel in Figure 5.1) can be explained
by a clumpy wind (e.g., [119]). Because of the scaling Pw ∝ γw2 , the inferred mass-loss
rate could be as high as 10−7 M yr−1 for a slower pulsar wind with γw = 105 . Unless
the Be star of the binary has an uncommonly high mass-loss rate, then we can set a
lower limit on the γw by requiring that Ṁw ≤ 10−7 M yr−1 :
γw ≥ 10 (
5

0.5
e

Eqn. 5.9, also suggests that neither

103 km s−1 1/2
)( )(
) .
vw
B
0.5

B

nor

e

can be much smaller than unity, as very

large values of the pulsar winds Lorentz factor (γw
(Ṁw

(5.9)

105 ) or the stars mass-loss rate

10−7 M yr−1 ) would be necessary to explain the observed Lx .

The synchrotron cooling time-scale of pairs emitting at energy
tsyn ∝

−1/2 −3/2 3/4
3/2
Lx
,
x
B (γw e )

x

is
(5.10)

(see eqns. (5.3) and (5.5)) and is longer than texp for the adopted parameters (bottom
panel in Figure 5.1). Transition to the fast cooling regime during the period of
Swift observations would be relevant for γw < 105 , which would, in turn, imply very
high mass-loss rates in contradiction to the expected values for Be stars as discussed
above (see also eqn. (5.9)). Although synchrotron cooling is not relevant for the X-ray
emitting pairs during the period of Swift observations, we discuss the possibility of
inverse Compton cooling in Section 5.4.
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5.4

Discussion
The Swift X-ray data indicates the presence of a clumpy stellar wind whose density

scales, on average, as ∼ 1/r2 . The latter can explain the gradual increase of the X-ray
luminosity as the pulsar approaches periastron, while the X-ray ﬂares are attributed to
clumps of dense matter. Relativistic hydrodynamic simulations of an inhomogeneous
stellar wind interacting with a pulsar wind show that the two-wind interaction region
can be perturbed by clumps (see e.g., [120]). These perturbations may enhance the
energy dissipation of the pulsar wind at the termination shock, strengthen the postshock magnetic ﬁeld, or change the direction of motion of the shocked pulsar wind,
thus giving rise to X-ray ﬂares [121].
Synchrotron cooling is not relevant for X-ray emitting pairs in the 0.3 − 10 keV
band during the period of Swift observations, as shown in Figure 5.1. This holds also
for more energetic pairs that emit in the NuSTAR energy band (i.e., up to 50 keV).
It seems therefore, unlikely that the softening of the NuSTAR X-ray spectrum in
2016 is caused by synchrotron cooling [111], unless γw < 103 . IC scattering of stellar
photons can also be a potential source of pair cooling. For a typical Be star with
T = 3 × 104 K, pairs radiating at

x

∝ Bγx2 will Thomson up-scatter stellar photons

from the Rayleigh Jeans part of the spectrum with ν < νT ≡ 3me c2 /hγx and energy
density uT

2πkT νT3 (10R )2 /(3c3 r2 ). For the same parameters as in Figure 5.1,

we ﬁnd that the shortest IC cooling timescale for pairs emitting at 0.3 keV is texp at
periastron.
The upcoming periastron passage of PSR J2032+4127 oﬀers a unique opportunity
to observe the system across the electromagnetic spectrum. In this Chapter, we
focused on the non-thermal X-ray emission of the system and showed how it can be
used to map the wind properties of the stellar companion. Comparison of the Xray LC hundreds of days before and after the periastron will allow us to explore the
polar structure of the wind while changes in the pulsars spin-down rate close to the
periastron may probe the rate of mass captured by the neutron star.
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6. RELATIVISTIC MAGNETIC RECONNECTION:
PLASMOID STATISTICS
Parts of this chapter have been published as M. Petropoulou, I. M. Christie, L. Sironi,
& D. Giannios, “Plasmoid Statistics in Relativistic Magnetic Reconnection,” Monthly
Notices of the Royal Astronomical Society 475 (2018): 3797-3812.
As second author, I assisted in the development and testing of the MC code used to
determine the statistical properties of the plasmoid chain. Speciﬁcally, I determined
the dependence of the plasmoid’s size distribution on the plasmoid’s initial size, growth
rate, acceleration rate, and size of the reconnection layer. I also assisted in deriving
the asymptotic, analytical expressions of the plasmoid’s size distribution. I was also
responsible for writing 35% of the published material.
Magnetic reconnection is a mechanism that can transfer magnetic energy to plasma
heating and particle acceleration. This process has been studied extensively and is an
excellent candidate for producing variable, high energy emission in many astrophysical sources such as PWNs [46, 48, 122–127], relativistic jets in AGNs [37, 49, 50, 128],
GRBs [51–55, 129, 130], accreting black holes [56, 57, 131], and solar ﬂares [58, 59].
The reconnection layer is prone to tearing instabilities [60–63] and can fragment into
magnetic islands, denoted as plasmoids, containing relativistic particles and magnetic
ﬁelds. These plasmoids are separated by secondary current sheets prone to similar
instabilities, resulting in the production of a hierarchical chain of plasmoids. In this
chapter, we study the statistical properties of the plasmoid chain from a Monte Carlo
(MC) approach. We ultimately compare our results with those produced from 2D kinetic particle-in-cell (PIC) simulations [67] (hereafter, SGP16) and while applications
are discussed in Chapter 7.
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6.1

2D PIC Simulation Results
SGP16 employed large-scale 2D PIC simulations in electron-positron plasmas for

three diﬀerent magnetizations (σ = 3, 10, and 50). The simulations were extended to
unprecedentedly large spatial scales (i.e., thousands of electron skin depths). SGP16
were able to follow the system evolution for several light crossing times of the layer,
due to the use of outﬂow boundary conditions instead of the commonly employed
periodic boundary conditions. The simulations were able to capture the dynamics
of the reconnection layer at times when the system was no longer aﬀected by the
initial setup. These authors showed that plasmoids are continuously generated as a
self-consistent by-product of the reconnection process and highlighted the dynamic
nature of the layer.
Here, we summarize the main ﬁndings of PIC simulations that are relevant to
the calculations presented in this paper (see Section 6.2) and we refer the reader to
SGP16 for more details.

6.1.1

Plasmoid Birth

Plasmoids are constantly generated due to the fragmentation of secondary current
sheets. The initial plasmoid size is a few electron skin depths and, thus, a small
fraction of the layer’s length. The separation of neighboring plasmoids at birth is on
average ten times larger than their initial size. Plasmoids are uniformly formed in
the available free spaces of the layer at any time. We indicate the plasmoid location
at birth with x0 . The separation of plasmoids born close to the center of the layer
and on opposite sides with respect to it quickly increases, as the tension force of the
ﬁeld lines drags them in opposite directions1 . Thus, as time progresses the available
locations for additional plasmoid generation become concentrated close to the center
of the layer. This results in a distribution of birth locations that peaks at x0
1

0

In the PIC simulations of SGP16, reconnection is triggered at the center of the layer, a choice that
eventually determines the geometry of the ﬁeld lines in steady state, see Fig. 1 in SGP16.
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at later times. The initial plasmoid momentum2 , p0 , is found to correlate with the
birth location. This is exempliﬁed in Figure. 6.1, where p0 is plotted against x0 for
all the plasmoids formed in the layer in the course of the PIC simulation for all σ
values considered. The average p0 of the plasmoid population is described well by the
relation
√
p0 = 0.66 σ tanh
where

x0

,

(6.1)

0

√

σ is the Alfvén four-velocity. This is also shown to be the asymptotic bulk

four-velocity in the reconnection layer [132]. In fact, the distribution of the diﬀerences p0 − p0 (residuals) is approximately Gaussian with zero mean and standard
√
deviation of 0.3 σ [133]. The characteristic length scale, 0 , also depends on the
plasma magnetization as:
0.25 L

0

σ
,
10

(6.2)

where L is the half length of the layer where the reconnection process takes place,
(i.e., the extent of the layer in the direction of the alternating ﬁelds). This implies
√
that at higher magnetizations few plasmoids are born with momenta as large as σ.
√
As a consequence, few plasmoids will reach the terminal momentum σ in the course
of their evolution (see also SGP16).

6.1.2

Plasmoid Growth

Secondary plasmoids grow mostly via the accretion of smaller plasmoids. SGP16
demonstrated that during the most active phase of growth the plasmoid size increases
as:
dw
βg c
=
,
dt
γ
where time is measured in the layer’s frame, γ =

(6.3)
1 + p2 is the Lorentz factor of

the plasmoid and βg is the growth rate as measured in the co-moving frame of the
2

Henceforth, we use the term momentum and dimensionless four-velocity interchangeably.
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Fig. 6.1. Plots of the initial plasmoid momentum versus the initial plasmoid location in the layer for all plasma magnetizations (open symbols).
All plasmoids formed in the layer during the course of the PIC simulation
are taken into account. Data are obtained from SGP16.
√ The horizontal
black dashed lines indicate the asymptotic momentum σ. The average
initial four-velocity of the plasmoid distribution can be well described by
eqn. (6.1) shown by the magenta dash-dotted line [134].
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plasmoid. SGP16 demonstrated that βg is about half of the reconnection inﬂow rate
which, in turn, depends only weakly on σ (see Table 6.1). Although the equation
above provides an overall good description of the average plasmoid growth, it overpredicts the growth of the fastest plasmoids – see Figure 8 in SGP16 for more details.
We therefore introduce a “suppression factor” of the plasmoid growth, which should
multiply the right-hand side of eqn. (6.3). This depends upon the plasmoid fourvelocity p and is given by:
1
fsup (p) =
2

1 − tanh

|p|
√
σ

−1

−A

,

B

(6.4)

where A and B are parameters determined by modeling from PIC. For the values of
√
σ explored here, A/B
1 (see Table 6.1), so that fsup → 1 when |p|/ σ
1 (i.e.,
no suppression of the growth at non-relativistic speeds).
The parameter A in the suppression factor is essentially a threshold of the plasmoid’s four-velocity. Its dependence on σ is weak, as shown in Table 6.1, and can
be modeled as A(σ) = σ −z where z
0.11. The plasmoid four-velocity at this
√
threshold is then pth ≡ A σ. This corresponds to a dimensionless plasmoid velocity
of vth ≡ pth c/

p2th + 1, that is, in good approximation, a constant fraction of the

Alfvén speed (i.e., ∼ 0.96 − 0.98 vA ) for σ = 3 − 50. This suggests that the accretion
of trailing fast plasmoids, which is responsible for most of the plasmoid’s growth at
low speeds, is quenched when the growing plasmoid is also fast with v → vA .

6.1.3

Plasmoid Acceleration

Secondary plasmoids are accelerated to the Alfvén speed (vA /c =

σ/(1 + σ)) by

the tension force of the reconnected magnetic ﬁeld. The momentum p of an individual
plasmoid at time t is found to depend upon the position of its center in the layer x
and its size w as (see Figure. 10 in SGP16):
p(t)

√
σ tanh

β x(t) − x0
√a
σ w(t)

+ p0 ,

(6.5)
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where t is measured in the layer’s frame and βa is the acceleration rate of the plasmoid,
which is only weakly dependent upon σ (see Table 6.1).

6.2

Monte Carlo Code
Here, we present the main ingredients of the MC code and its calibration using

the SGP16 simulation results.
All plasmoids are born with transverse size of several c/ωp , which is typically a
small fraction of the layer’s half-length L. For most of our results and for their direct
comparison with the PIC simulations (Section 6.3), we set the plasmoid size at birth
w∗ = 10−3 L. In Section 6.5, we explore how our results change for smaller values of
w∗ /L, eﬀectively corresponding to larger system sizes. The transverse size refers to
the width of the plasmoid in the direction perpendicular to its motion and is Lorentz
invariant. The longitudinal size as measured in the co-moving frame of the plasmoid
is w

(3/2)w at all times (see Figure 5 in SGP16).

The separation distance between two newly born neighboring plasmoids is δx ∼
10w∗ , as found in PIC simulations. At the beginning of the MC simulation, the total
number of plasmoids is, therefore, N0 = 2L/δx. At later times, new plasmoids are
formed in regions of the layer where there is unoccupied space. The new plasmoids
are born at random locations x0 within the available free space, with the same size
and separation distance as the initial ones.
The plasmoid momentum at birth is drawn from a limited Gaussian distribution
of random numbers. The mean of the distribution is given by eqn. (6.1) and its
√
√
standard deviation is 0.3 σ. Although the number of plasmoids with |p0 | > σ is
√
small (i.e., a few percent of the total number), we impose a hard upper limit of 1.5 σ
on the initial four-velocity.
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Fig. 6.2. Sketch illustrating diﬀerent merging scenarios of two neighboring
plasmoids moving towards the same direction (to the right, in this case)
[134].
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At every time step, we identify the plasmoids that terminate their lives due to
advection beyond the layer by checking if their inner boundary is located outside the
layer at time t, namely:
xl (t) ≡ x(t) −
xr (t) ≡ x(t) +

1
2

1
2

w (t)

> L, x(t) > 0,
1 + p(t)2
w (t)
< −L, x(t) < 0,
1 + p(t)2

(6.6)
(6.7)

where x is the location of the plasmoid’s center at time t. Mergers are another way of
terminating the life of a plasmoid. At every time step, we check for mergers between
existing plasmoids. As in Figure 6.2, let us consider the case xic (t) < xic+1 (t) and
assume that the two plasmoids move to the right. A merger is deﬁned based on one
of the following criteria:
1. xir (t + δt) > xi+1
r (t + δt). This suggests that an intersection of the outer boundaries of the two plasmoids took place.
2. xic (t + δt) > xci+1 (t + δt). This suggests that an intersection of the plasmoids’
centers took place.
3. xir (t + δt) > xri+1 (t + δt) or xil (t + δt) > xi+1
l (t + δt). This suggests that an
intersection of the two plasmoids took place.
Case (a) shown in Figure 6.2 would be identiﬁed as a merger only using criterion
(iii), whereas case (b) would be recognized as a merger by criteria (ii) and (iii). All
the above criteria would identify case (c) as a merger. For the results presented in
the next section, we use criterion (i), but we demonstrate how diﬀerent criteria aﬀect
our results in Section 6.5.3. The smaller plasmoid of the merging pair is removed
from the simulation after the merger. The plasmoid surviving the merger is assumed
to have the same size as the larger plasmoid of the merging pair, since the average
growth rate βg already includes the eﬀect of mergers.
At every time step, we identify all the plasmoids that are still present in the layer
and update their transverse size and momentum. We ﬁrst advance the position of a
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Fig. 6.3. Histograms of log(w/L) normalized to the total number of plasmoids Nisl for the three magnetizations considered in the text. The distributions obtained from the PIC simulations of SGP16 are shown with ﬁlled
black points connected by black lines. Colored lines are the distributions
from 20 MC realizations [134].

plasmoid according to x(t) → x(t) + v(t)δt, where v is the plasmoid velocity and δt is
the time step of integration. In order to capture the evolution of the fastest plasmoids
in the layer, we use δt < δx/vA . The transverse size is then updated according
to eqn. (6.3) including the suppression factor. Finally, the plasmoid momentum is
updated according to eqn. (6.5).

6.3

Comparison with 2D PIC Results
In this section, we compare the results of the MC code described in Section 6.2

against PIC simulations of relativistic magnetic reconnection with respect to the
statistics of the plasmoid chain. We show that the basic properties of the plasmoid
chain seen in detailed PIC simulations of the reconnection layer can be recovered by
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Fig. 6.4. Histograms of |p|/ σ normalized to the total number of plasmoids Nisl for the three magnetizations considered in the text. Symbols
and lines have the same meaning as in Figure 6.3 [134].

67
Table 6.1.: Parameters of the MC code that are benchmarked with PIC simulations
of reconnection [134].
σ

3

10

50

βa

0.10

0.12

0.13

βg

0.06

0.08

0.10

0.075

0.25

1.25

A

0.86

0.77

0.63

B

0.019

0.033

0.024

0 /L

the MC code. We then compare our results with those of previous studies of the plasmoid chain statistics [135,136]. Finally, we study the role of individual processes, such
as plasmoid acceleration and merging, on the shape of the plasmoid size distribution.
The distributions of plasmoid sizes (dN/d log w) and momenta (dN/d|p|) are useful diagnostics of the plasmoid chain statistics. Henceforth, we adopt the notation
N (X) ≡ dN/dX to refer to the diﬀerential distribution of plasmoids with respect to
quantity X. The distributions are position- and time-integrated, unless stated otherwise. The distribution of magnetic ﬂuxes
size distribution, since

is expected to approximately follow the

∝ w for w  10w∗ (see Figure 5 in SGP16). The parameters

of our MC code have been benchmarked with the PIC simulations of SGP16 and are
presented in Table 6.1.
We simulated the formation of the plasmoid chain using the MC code for σ = 3, 10,
and 50. We let the system evolve for two light crossing times (2L/c). This period is
comparable to the time interval during which secondary plasmoid generation occurs
in PIC simulations along the whole layer (for details, see SGP16). A comparison of
the distributions obtained from our MC code and the PIC simulations of SGP16 is
presented in Figures. 6.3-6.4. The results from the SGP16 simulations are plotted
with black symbols, while colored lines show the results of 20 MC realizations. The
size distributions can be approximated by a broken power law (for σ = 3 and 10) or
a single power law (for σ = 50) that cuts oﬀ at sizes that are a signiﬁcant fraction
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of the layer’s length (here, at w ∼ 0.1 L). More details about the shape of the size
distribution can be found in Section 6.5.
The scatter observed in the MC results stems from the intrinsic randomness of the
MC approach and is typically much larger than the errors associated with the number
of counts per bin. There is an overall good agreement between the MC results (colored
lines) and PIC results (black symbols) for the plasmoid size distribution (Figure 6.3).
This is not unexpected, since we used the plasmoid size distribution in order to
determine the values of the parameters A and B appearing in the growth suppression
factor.
Still, it is not obvious a priori if the MC code can reproduce the distribution of
√
plasmoid momenta, dN/d(|p|/ σ), which is an independent diagnostic. As shown
in Figure 6.4, there is an overall good agreement between the MC and PIC results.
√
The momentum distribution obtained from PIC simulations extends beyond σ,
most likely due to the acceleration of a few plasmoids born in the vicinity of larger
plasmoids where the local Alfvén velocity is higher. This eﬀect is not included in our
general description for plasmoid momentum in eqn. (6.5), which was benchmarked
using moderately large plasmoids from PIC simulations. Thus, a deviation between
the MC and PIC results is expected for the highest four-velocities. We also ﬁnd an
√
excess of plasmoids with |p| > 0.7 σ with respect to the PIC results for the σ = 50
case. This discrepancy implies that our chosen general prescription for the evolution
of the plasmoid momentum with time cannot capture in full detail the plasmoid
dynamics for the σ = 50 case.
Let us take a closer look at the properties of plasmoids that undergo mergers (see
Figure 6.5). Quantities with subscript “f” correspond to the plasmoid that survives
the merger. Similarly, the properties of the plasmoid that will be absorbed by the
larger one during the merger are denoted with the subscript “i”. These properties in
the MC code are measured just before a merger. However, in PIC simulations this
is not always possible due to the limited time sampling in output data that will be
used for the post-processing. For example, two plasmoids (especially those with small
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sizes) may be born and merge within a time window during which no PIC data have
been recorded. These plasmoids will not be counted as a merging pair but as one
plasmoid, thus producing a bias towards a smaller number of merging pairs at small
sizes. Hence, we consider only plasmoids with wi > 3 w∗ which had some time to
grow and can be conﬁdently identiﬁed when post-processing the PIC data.
Figure 6.5 shows a density map of the relative four-velocity and relative size of
merging pairs obtained in one of the SGP16 simulations (top panel) and in one of
our MC realizations for σ = 10 (bottom panel). To facilitate the comparison of the
two, we randomly selected a sub-sample of pairs from the MC code that matches the
total number of merging pairs from PIC. A similar plot is presented in Figure. 6.6
with the additional information of the plasmoid size after the merger, wf (see colour
bar). A few things that are worth mentioning follow:
• the density of merging pairs in the MC realization peaks at wf − wi
0 and
√
|pf − pi |  0.5 σ, in agreement with PIC results (Figure. 6.5). Most of the
merging plasmoids have similar sizes of the order of w∗ (i.e., wi

3 w∗ , see

Figure 6.6).
• the MC code also predicts a population of plasmoids with large size diﬀerence
√
and |pf − pi | ∼ 0.5 σ at merger. This is in excellent agreement with PIC results
(Figures 6.5-6.6).
• the MC code produces a few merging pairs with |pf − pi |

√
σ and wf − wi

0

that are absent in the PIC simulation. These are plasmoids that did not have
time to grow (wf

w∗ ) and quickly merged because of their opposite motions

at initialization. Thus, this discrepancy with the PIC results is related to the
initialization of the plasmoid momentum in the MC code. The diﬀerence would
become less prominent, if a smaller scatter around p0 (see eqn. (6.1)) were to
be used.
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Fig. 6.5. Density map of the relative four-velocity(Δp ≡ pf − pi ) and size
(Δw ≡ wf − wi ) of 356 merging plasmoid pairs with wi > 0.003 L and
σ = 10. The results of a PIC simulation and a MC realization are shown
in the top and bottom panels, respectively [134].

• the diﬀerences in the properties of the merging pairs between PIC simulations
and MC calculations do not seem to strongly aﬀect the size and momenta distributions (see Figures 6.3-6.4).
• the distribution of merging pairs in Figures 6.5 and 6.6 is subject to the randomness of the reconnection process. We veriﬁed this by creating the same plots
for diﬀerent MC realizations. This does not alter the aforementioned results,
though.

6.4

Comparison with Previous Analytical & Numerical Studies
The statistics of the plasmoid chain in magnetic reconnection has been discussed

in detail by [135] and [136]. Using heuristic arguments [135] showed that dN/dw ≡
N (w) ∝ w−2 for a range of plasmoid sizes where the merging rate approximately
equals the growth rate. On the contrary, [136] suggested that N (w) ∝ w−1 . The
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Fig. 6.6. Relative four-velocity (Δp ≡ pf − pi ) and size (Δw ≡ wf − wi ) of
356 merging plasmoid pairs with wi > 0.003 L and σ = 10. The size of the
plasmoid that survives the merger is colour coded, as shown in the colour
bar at the top. The results of a PIC simulation and a MC realization are
shown in the top and bottom panels, respectively [134].
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Fig. 6.7. Histogram of log(w/L) normalized to the total number of plasmoids, Nisl , for diﬀerent choices of the initial plasmoid separation distance
δx, as indicated on the plot. All plasmoids move with the Alfvén speed
for σ = 10, undergo mergers, and grow at a constant rate βg = 0.4.
The dashed, dash-dotted, and dash triple-dotted lines correspond to the
scalings N (w) ∝ w−2 , N (w) ∝ w−1 , and N (w) ∝ const respectively [134].

main diﬀerence between the two approaches lies in the assumptions made about the
relative velocity between merging plasmoids. More speciﬁcally, [135] assumed that all
merging plasmoids have the same relative speed, whereas [136] used a size-dependent
relative velocity of the merging plasmoids, as dictated by resistive magnetohydronamic simulations of non-relativistic reconnection [137].
In order to compare our results with those presented by [135] we (i) ﬁx the plasmoid velocity in our MC code to the Alfvén speed for σ = 10, (ii) assume a constant
growth rate in the co-moving frame of the plasmoids, (iii) set the separation distance
of newly born plasmoids to be a multiple of the initial plasmoid size w∗ , and let the
system evolve for two light crossing times. By choosing βg = 0.4 we ensure that
√
plasmoids may grow at most up to ∼ βg L/ σ ∼ 0.1 L for σ = 103 . This results in a
3

For the same reason, we adjusted the value of βg in other numerical experiments, too.
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Fig. 6.8. Normalized histogram of log(w/L) for diﬀerent choices of the initial plasmoid separation distance δx. Plasmoids move with constant speed
drawn from a Gaussian distribution with zero mean and standard deviation equal to vA /2. Plasmoids undergo mergers, and grow at a constant
rate βg = 0.08. Black lines have the same meaning as in Figure 6.7 [134].
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dynamic range of sizes that is suﬃcient to explore the formation of a power law, as
demonstrated by [135].
Our results are presented in Figure 6.7 for three choices of the separation distance
δx as indicated on the plot. The dashed line has slope −1 and corresponds to N (w) ∝
w−2 . For each choice of δx the size distribution exhibits two power law segments (i.e.,
N (w) ∝ const at small sizes and N (w) ∝ w−χ with χ ∼ 1.7 − 1.9 at intermediate
sizes) followed by a steep cutoﬀ. Our ﬁndings are in agreement with those presented
by [135]. Because all plasmoids in this scenario move with the same speed along the
layer, mergers between neighboring plasmoids occur only if the plasmoids grow to a
size comparable to their separation distance. As a consequence, the position of the
break in the size distribution appears at w ∼ δx, as illustrated in Figure 6.7. Growth
and advection from the layer are the two main processes that determine the evolution
of plasmoids with w
and [136]. At sizes w

δx and, in this regime, N (w) ∝ const as mentioned by [135]
δx, the competition of plasmoid growth and mergers leads

to a steeper power law whose index is in rough agreement with the ﬁndings by [135].
We next illustrate the eﬀect of the plasmoid velocity distribution on the size
distribution and comment on the scaling N (w) ∝ w−1 reported by [136]. To do so, we
assume that plasmoids are born with velocity drawn from a Gaussian distribution with
zero mean and standard deviation equal to vA /2. As long as the adopted distribution
has an extent of the order of the Alfvén speed, the exact functional form does not
aﬀect the size distribution. Furthermore, the plasmoid velocity remains constant in
time and does not depend on the birth location in the layer. Our numerical setup is
similar but not identical to that used in [136]. In their kinetic equation approach, the
Gaussian proﬁle referred to the relative velocity of merging plasmoids. This cannot be
set as an independent parameter in our MC code, since it is automatically determined
by the histories of the merging plasmoids. Additionally, the advection velocity of
plasmoids from the layer was set equal to vA by [136]. In our MC description of the
plasmoid chain, the advection velocity is a parameter that is being determined by the
histories of individual plasmoids.
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Figure 6.8 shows the histogram of log w as obtained from our MC code for diﬀerent
choices of the initial separation distance and βg = 0.08. The size distributions are
qualitatively diﬀerent from those shown in Figure 6.7, thus highlighting the role of
the plasmoids’ relative motion in shaping the size distributions. The relative motion
between plasmoids leads to more frequent mergers than in the scenario where all
plasmoids move with the same speed. For δx  10w∗ , we ﬁnd that N (w) ∝ w−χ with
χ ∼ 1.1 − 1.3 (see black and magenta symbols). Given the fact that we cannot make
the exact same assumptions as [136], our result is in rough agreement with the scaling
∝ w−1 reported therein. However, the distribution tends to become softer for a given
growth rate, if the initial separation distance gets smaller (blue and green symbols
in Figure 6.8). The slope of the diﬀerential size distribution lies between −2 and
−1, i.e. between the values reported by [135] and [136], respectively. In this regime,
plasmoids merge not only due to their relative motion but also due to their growth.
Even if two neighboring plasmoids move with the same speed, they will eventually
overlap because of their growth.
Interestingly, our results support a scenario where N (w) ∝ w−2 for δx
N (w) ∝ w−1 for δx

w∗ and

w∗ , within the common simplifying assumptions made by [135]

and [136] (i.e., constant plasmoid speed and constant growth rate).

6.5

Eﬀects of Plasmoid Processes on Diﬀerential Size Distribution
The focus of this section is the plasmoid acceleration and merging as well as their

role in shaping the plasmoid size distribution. Armed with the MC code described in
the previous sections, we may study in more detail individual processes.

6.5.1

Acceleration

We ﬁrst neglect mergers as a loss process for plasmoids in the layer. Yet, their
eﬀect is still included in the prescription for the plasmoid growth. Although switching
oﬀ mergers in the MC code is an artiﬁcial choice (the plasmoids will eﬀectively pass
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Fig. 6.9. Normalized histogram of log w obtained from our MC code for
σ = 10 in two cases: all plasmoids move with the terminal velocity vA
(black symbols) or plasmoids accelerate according to eqn. (6.5) (magenta
symbols). Here, βg = 0.08 and βa = 0.12 (Table 6.1). Mergers, as a loss
process for plasmoids, are not included here. The system is evolved for
6L/c. Black lines have the same meaning as in Figure 6.7 [134].

through each other), it helps us to highlight the role of the plasmoid bulk acceleration,
a process that has been neglected in the models of [135] and [136].
Figure 6.9 shows the size distribution for σ = 10 in two cases: plasmoids move
with vA (black symbols) and plasmoids accelerate according to eqn. (6.5) (magenta
symbols). The adopted growth and acceleration rates are presented in Table 6.1.
There is also no suppression of growth for fast moving plasmoids (i.e., fsup = 1). In
the absence of mergers, plasmoids are only lost due to advection from the layer. The
size distribution is N (w) ∝ const, when all plasmoids are moving with the asymptotic speed, in agreement with analytical arguments (see Section 6.6 and [135]). The
√
max
√
β
L/
σ 0.03 L in agreement
distribution cuts oﬀ at a maximum size of wp=
g
σ
with analytical estimates (see eqn. (6.19)).
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Fig. 6.10. Normalized histogram of log w obtained with our MC code for
σ = 10. Plasmoids accelerate according to eqn. (6.5). Mergers as a loss
process of plasmoids are neglected. The results are obtained for diﬀerent
choices of βa and βg that retain the same ratio βa /βg . We let the system
evolve for 6L/c. Black lines have the same meaning as in Figure 6.7 [134].
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When the plasmoid acceleration is taken into account, a softer power law segment
max
√ (magenta symbols in Figure 6.9). The
emerges above the characteristic size wp=
σ

formation of the second power law is attributed to the diﬀerent four-velocities of
individual plasmoids, which aﬀect both their growth rates (see eqns. (6.3) and (6.5))
and their residency time in the layer. The size distribution is similar to the one
derived by [135], albeit for diﬀerent reasons. Here, it is the plasmoid acceleration and
growth that produce the second power-law segment and not the plasmoid mergers.
Using analytical arguments, one can show that a power law (N (w) ∝ w−βa /βg )
√
max
√ (see Section 6.6). These
is expected for plasmoids with w > βa L/ σ  wp=
σ
plasmoids are advected from the layer before reaching their terminal velocity. The
size distribution obtained from the MC code (magenta symbols) is softer by 0.5 than
the analytical prediction. This discrepancy is mainly caused by one of the simplifying
assumptions made in our analytical approach, namely the omission of the term p0 in
√
eqn. (6.22). Indeed, if we modify the MC code so that |p0 |
σ everywhere in the
layer, we recover the power-law index of −βa /βg predicted by our analytical study4 .
Despite the discrepancy, we were able to verify that the slope of the second power
law segment depends linearly on the ratio βa /βg , as predicted analytically. Figure 6.10
shows the size distribution obtained for diﬀerent choices of βa and βg which, however,
retain the same ratio βa /βg . Indeed, the slope of the second power law segment χ
is the same for all three cases (here, χ

2). In addition, we ﬁnd that the break

in the size distribution is ∝ βg . This supports our previous interpretation that the
√
break occurs at
βg L/ σ (see also Figure 6.9). Overall, the second power law
segment appears shifted towards larger sizes as long as the growth and acceleration
rates increase by the same amount.
We reach similar conclusions for the other plasma magnetizations. SGP16 pointed
out that the size distributions obtained from their PIC simulations for diﬀerent magWe also recover the analytically derived power-law index when p0 and x0 are uncorrelated. This
50.
holds for 0  L (see eqn. 6.2) and might be relevant for plasmas with σ
4
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Fig. 6.11. Normalized histogram of log w obtained with our MC code for
σ = 3, 10, and 50 (top to bottom panels) when plasmoids accelerate and
are lost due to solely advection (black symbols) or due to both advection and merging (magenta symbols). The system is evolved for 6L/c.
The dashed green
√ vertical line indicates the plasmoid’s characteristic size
max
√ = βg L/ σ. The values of βa and βg are presented in Table 6.1.
wp=
σ
Black lines have the same meaning as in Figure 6.7 [134].

netizations are similar (see also Figure 6.3). A posteriori this is not unexpected, since
the ratio βa /βg does not vary much for the values of σ explored therein (see Table 6.1).

6.5.2

Growth & Suppression

The results of the SGP16 PIC simulations suggest that the growth rate of plasmoids moving with velocities that approach the Alfvén speed is suppressed compared
to the average growth rate of slower plasmoids in the chain. The suppression of the
√
growth is typically relevant for the smallest plasmoids5 , as these have |p|
σ.
max
√ ) the most relevant processes for the plasmoids are growth and
At small sizes (i.e., below wp=
σ
advection from the layer, as discussed in Section 6.3.

5
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Figure 6.14 shows the size distribution obtained with (black ﬁlled symbols) and
without (magenta open symbols) growth suppression for σ = 3 to 50 (from top to
bottom). Growth suppression does not seem to aﬀect the size distribution for σ = 50
(bottom panel), since the majority of the plasmoids moves with v < vA , as shown
in Figure 6.4 and Figure 8 in SGP16. In particular, it remains true that most of
the plasmoids for σ = 50 lie at the smallest sizes and the distribution resembles a
single power law. For σ = 3 and 10, we ﬁnd that growth suppression aﬀects the
distribution of the smallest plasmoids (i.e., w  wm ) since these are, in general, the
fastest plasmoids in the layer. Growth suppression aﬀects the size distribution in
two ways. Firstly, the majority of the plasmoids has w
plasmoids with w ∼ w∗ and v

w∗ , since all newly formed

vA cannot grow much. Secondly, the characteristic

break size of the distribution shifts towards smaller sizes, i.e., ws

4w∗  wm (see

also the following subsection).
In summary, when growth suppression is taken into account, the size distribution
at w  4w is a single power law for all the magnetizations, with a power-law index
that decreases from ∼ 2 to ∼ 1.3 as σ increases from 3 to 50 (see also Sect. 6.5.1).

6.5.3

Mergers

We continue by including mergers as a loss process for plasmoids that accelerate in
the layer according to eqn. (6.5). At this point, all of the relevant physical ingredients
apart from the suppression of growth for fast plasmoids are taken into account.
Although mergers do not aﬀect the momentum distribution (not shown), they have
an impact on the size distribution, as illustrated in Figure 6.11 for σ = 3, 10, and
max
√
50 (top to bottom). The dashed vertical line indicates the characteristic size wp=
σ

above which a power law is formed due to the interplay of plasmoid acceleration and
growth, as discussed in Section. 6.5.1.
For all plasma magnetizations, we ﬁnd that the distribution at the largest sizes
(i.e., w  0.1 L) is not altered when mergers are taken into account, since the largest
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plasmoids are those that survive the mergers with smaller plasmoids. On the contrary,
faster plasmoids of intermediate sizes (w ∼ 0.01 − 0.1 L) are removed from the layer
due to mergers with slower bigger plasmoids that lie ahead of them. There is also
an excess of small plasmoids with w  0.01 L when mergers are included. This may
seem counterintuitive at ﬁrst sight. Yet, mergers create, at every time step, free space
between neighboring plasmoids which can be ﬁlled by new plasmoids with small sizes
∼ w∗ .
In the absence of mergers (black symbols) the size distribution, N (log w) ∝
wN (w), can be approximated by a broken power law with a break at

max
√
wp=
σ

(dashed vertical green line) that scales with the system size L. Mergers do not aﬀect
the broken power-law shape of the distribution, but they push the position of the
break to smaller sizes (magenta symbols). As we show in Section. 6.5.4, the position
max
√ ,
of the break (henceforth noted as wm ) is a multiple of w∗ and, in contrast to wp=
σ

does not depend on the system’s size. Figure 6.11 also demonstrates that wm → w∗ , as
the plasma magnetization increases. In fact, the break appears at ∼ w∗ when σ = 50,
thus making the distribution look like a single power law (see also Figure 6.3).
The results presented in Figure 6.11 suggest that mergers do not aﬀect the slope
of the second power law segment (i.e., at w  wm ). We demonstrated that the latter
depends on the ratio βa /βg (Section 6.5.1). To investigate if the power-law slope of
the distribution is aﬀected by mergers, we varied the acceleration rate and computed
the corresponding size distributions. Our results are presented in Figure 6.12. It is
evident that the slope of the second power law segment (for plasmoids smaller than
the monster ones) changes with βa , as discussed in Section 6.5.1, and that it is not
aﬀected by the coalescence of plasmoids.
So far, the identiﬁcation of a merger in the MC code was based on the relative
location of the plasmoids outer boundaries (for diﬀerent merging criteria, see Section 6.2). Our results, however, are not sensitive to this choice, as demonstrated in
Figure 6.13, where the size distribution is shown for three diﬀerent prescriptions for
the plasmoid mergers (for details, see Section 6.2).
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Fig. 6.12. Same as Figure 6.11 but for three ﬁducial values of the acceleration rate βa that are indicated on the plot [134].
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Fig. 6.13. Normalized histogram of log w obtained with our MC code for
σ = 10 and three diﬀerent prescriptions for plasmoid merging, as deﬁned
in Section 6.2: (a) intersection of outer boundaries, (b) intersection of
centers, and (c) intersection of inner or outer boundaries. We let the
system evolve for 6L/c. Black lines have the same meaning as in Figure 6.7
[134].
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Fig. 6.14. Normalized histogram of log w obtained with our MC code for
a duration of 6L/c with (black ﬁlled symbols) and without (magenta open
symbols) growth suppression, for σ = 3 to 50 (from top to bottom). The
magenta colored histograms are the same as those displayed in Figure 6.11.
For both magenta and black symbols, plasmoids accelerate according to
eqn. (6.5), merge, or leave the layer. For the adopted values of βg and βa ,
see Table 6.1. Black lines have the same meaning as in Figure 6.7 [134].
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6.5.4

Size of Reconnection Layer

The length of the reconnection layer can widely vary depending upon the astrophysical environment. SGP16 demonstrated with large scale PIC simulations of
relativistic reconnection that the plasmoid growth rate βg and acceleration rate βa do
not depend on the system’s length. Similarly, the ﬂuid properties of the plasmoids,
such as plasma density and magnetic energy density, were found to be the same in
systems with diﬀerent sizes. In this section, we discuss the eﬀects of the system’s size
on the statistical properties of the plasmoid chain.
Let us consider systems with diﬀerent sizes and let L denote the half-length of the
layer. Then, the ratio w∗ /L is a measure of the system’s size, since the plasmoid size
at birth is, in all cases, equal to a few electron skin depths. Figure 6.15 shows the
size distribution of plasmoids for σ = 10 and systems with w∗ /L = 10−3 (circles) or
10−4 (diamonds).
In both cases, growth suppression aﬀects the size distribution the same way (for
details, see Section 6.5.2). Our results demonstrate the formation of a power law
whose slope does not depend on the growth suppression. Its dynamic range becomes
wider for larger systems. On the one hand, the power law cuts oﬀ at a maximum
plasmoid size that is a fraction (10-30 per cent) of the layer’s length. On the other
hand, the power law develops above a characteristic size wbr that is a constant multiple of the plasmoid’s size at birth. The break size wbr can identiﬁed as wm in the
absence of growth suppression (see Section 6.5.3) or ws  wm when growth suppression is taken into account (see Section 6.5.2). We also ﬁnd no diﬀerence between
the momentum distributions (not shown), since the prescriptions for the plasmoid
acceleration (eqn. (6.5)) and initial momentum (eqn. (6.1)) do not depend on the
system’s size. Similar calculations can be performed for astrophysical systems where
the separation between the plasma scales and the system’s size is  105 (e.g., ﬂaring
PWNe).
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Fig. 6.15. Normalized histogram of log w obtained with our MC code for
σ = 10 and two values of the ratio w∗ /L, namely 10−3 (circles) and 10−4
(diamonds). Black ﬁlled symbols show the distribution when all processes
are included. Histograms plotted with magenta open symbols show the
distribution when growth suppression is neglected. Histograms plotted
with circles are the same as in Figure 6.14. The rates βg and βa are ﬁxed
to their nominal values (Table 6.1) and black lines have the same meaning
as in Figure 6.7 [134].
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Fig. 6.16. Size (top panel) and momentum (bottom panel) distributions
of all plasmoids that have been present in the layer (black symbols) and
of plasmoids that leave the layer (magenta symbols). The results are
obtained for σ = 10 and w∗ /L = 10−3 . All processes, including the growth
suppression, are taken into account. The duration of the MC simulations
was ﬁxed to 6L/c [134].

6.5.5

Distributions of exiting plasmoids

So far, our analysis focused on the time- and position-integrated statistical properties of the plasmoid chain. Yet, only a fraction of the plasmoids that form in the
layer at any time will be able to exit before merging. How does the distribution
of plasmoid sizes and momenta at the time of their exit from the layer compare to
the integrated distributions? In a steady state system the two distributions should
be identical provided that the properties of the plasmoid chain are uniform across
the layer. However, the PIC results recently presented by SGP16 suggest that the
properties of individual plasmoids may depend on their location in the layer (see also
Section 6.1).
Figure 6.16 shows the integrated size and momenta distributions (black symbols
in top and bottom panels, respectively) of the plasmoid chain from a MC simulation
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with σ = 10. The distributions of plasmoid sizes and momenta at the time of their exit
from the layer is also shown for comparison (magenta symbols). We ﬁnd that the two
size distributions match for small and intermediate plasmoid sizes (i.e., w  0.03 L).
The integrated size distribution shows an excess for w  0.03 L, which is caused by
the presence of slow moving plasmoids in the layer. These have not yet reached the
edge of the layer and are, thus, not counted in the magenta coloured histogram. The
exiting momentum distribution is qualitatively diﬀerent from the integrated one, as
presented in the bottom panel of Figure 6.16. Plasmoids that have low four-velocities
are typically born close to the center of the layer (see Figure 6.1). Those that will
eventually exit the layer will have been accelerated to higher four-velocities by that
time. Additionally, plasmoids are born fast, if their birth location is closer to the
edge of the layer (see Figure 6.1).

6.6

Analytical Approximations for Plasmoid Diﬀerential Size Distribution
We wish to obtain an analytical solution for the steady-state plasmoid distribution

N (w) ≡ dN/dw. The governing equation for the size- and position-dependent plasmoid distribution, n(w, x; x0 ), is a partial diﬀerential equation (PDE) of the general
form:
dn
˜
= Q̃ + L,
dt

(6.8)

where Q̃ and L̃ represent source and sink terms, respectively. The left-hand side of
the eqn. can be expanded as the following
dn
dw
= v ∂x n +
∂w n,
dt
dt

(6.9)

where ∂t n = 0 in steady state and v ≡ dx/dt is the plasmoid velocity, which can be
written as:
v(w, x; x0 ) =

p(w, x; x0 ) c
1 + p(w, x; x0 )2

.

(6.10)
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Here, x0 is the plasmoid’s birth location and p ≡ βγ is its dimensionless fourvelocity (or, momentum) that also depends implicitly on time t through w and x
(see eqn. (6.5)). Eqn. (6.9) can be written as:
dn
=v
dt

βg
∂w n ,
p fsup

∂x n +

(6.11)

where we made use of dw/dt = v (dw/dx) and dw/dx = βg /(pfsup ) [138]. The
production rate of new plasmoids (Q̃) is given by:
Q̃ = q0 δ(w − w∗ ) S(x; 0, L),

(6.12)

where q0 is a normalization constant and S(y; y1 , y2 ) is the unit box function. The
source term as deﬁned above describes a uniform generation of plasmoids with size
w∗ across the layer. The loss of plasmoids occurs either by the advection from the
reconnection layer (L̃esc ) or through the coalescence of two plasmoids (L̃m ). The
˜ esc = −n/tesc , where the escape time is deﬁned as
advection term is deﬁned as L
L

tesc (w, x; x0 ) =
x

A choice of

1 ensures that tesc

dy
,
v(w, y; x0 )

tA

≥ 1.

(6.13)

(L − x)/vA . Thus, plasmoids leave the

layer only when they are located close to the edge, as it is observed in PIC simulations.
Replacing the injection and advection terms with their explicit expressions, eqn. (6.8)
becomes
∂x n +

βg ∂w n
q0 δ(w − w∗ ) S(x; 0, L)
n
=
−
+ L̃m .
v
v tesc
p fsup

(6.14)

Eqn. 6.14 can be solved by the method of characteristics to obtain a family of
solutions n(w, x; x0 ) for diﬀerent values of x0 . The plasmoid distribution N (w, x) can
be then expressed as the weighted average of n(w, x; x0 ) over x0 , namely
N (w, x) =

L
0

dx0 n(w, x; x0 )z(x0 )
L
0

dx0 z(x0 )

,

(6.15)

where z(x0 ) is a weighting function; in the simplest scenario, z(x0 ) = 1. The diﬀerential size distribution is then obtained as N (w) =

dxN (w, x).
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The ﬁrst characteristic equation of the PDE is
dw
βg
=
.
dx
p(w, x; x0 )fsup (|p|)

(6.16)

This can be solved only numerically in the most general case where p and fsup = 1
are given respectively by eqns. (6.5) and (6.4).
We thus derive analytical solutions of eqn. (6.14) under the following simplifying
assumptions:
1. the growth rate is constant (e.g., βg = 0.1) and there is no growth suppression
(fsup = 1).
2. plasmoids are lost from the layer only due to advection, i.e., L̃m = 0.
3. the plasmoid momentum is constant and equal to its asymptotic value, i.e., p =
√
σ > 1, or the plasmoid momentum is non-relativistic and increases linearly
with x/w, namely p

6.6.1

βa (x − x0 )/w (see eqn. (6.5)).

Plasmoids with terminal momentum

The solution to the characteristic eqn. (6.16) is w − w = Ag (x − x ), where
√
Ag = βg / σ and w , x are arbitrary initial values. The solution to eqn. (6.14) is then
calculated as
q0
n(w, x; x0 ) =
vA Ag

w2

dw δ(w − w∗ )

w1

L−x
L − x + wA−gw

1/

,

(6.17)

where w1 = w − Ag x and w2 = w − Ag (x − L). For w1 < w∗ < w2 or, equivalently
w∗ − Ag (L − x) < w < w∗ + Ag x, the above equation results in
q0
N (w, x) =
vA Ag
At x

L−x
∗
L − x + w−w
Ag

1/

.

(6.18)

L most of the plasmoids have w  w∗ , whereas plasmoids with larger sizes

exist at larger distances from the center of the layer. The reason is that an individual
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plasmoid grows in size with a constant rate βg as it moves along the layer x. The
maximum size of the plasmoid chain is
max
√ = w + A L.
wp=
∗
g
σ

(6.19)

We ﬁnd the diﬀerential size distribution by integrating N (w, x)along the layer:
N (w)

=
1

N (w) −−→

q0
vA Ag
Q0
Ag

x2

dx
x1

L−

L−x
∗
L − x + w−w
Ag

w − w∗
Ag

1/

,

,

(6.20)
(6.21)

where Q0 = q0 /vA , x1 = max[0, (w −w∗ )/Ag ] = (w −w∗ )/Ag and x2 = min[L, L+(w −
w∗ )/Ag ] = L. For

1 plasmoids can leave the layer only when they are located

close to the edge, as it is observed in PIC simulations. We ﬁnd that N (w) ∝ const
for w

6.6.2

max
√ , while it decreases fast as w → w max
√ .
wp=
σ
p= σ

Accelerating plasmoids

Let us solve eqn. (6.14) in the limit where
p
and p0

βa (x − x0 )
,
w

(6.22)

0. This approximation is valid when following condition is satisﬁed:
βa (x − x0 )
√
< 1.
w σ

(6.23)

The characteristic equation of the PDE now reads dw/dx = βg w/[βa (x − x0 )] and its
solution is given by
w
=
w

|x − x0 |
|x − x0 |

s

,

(6.24)

where
s≡

βg
.
βa

(6.25)
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The solution to the eqn. (6.14) can be then calculated as
L

n(x, w; x0 ) = q0
0

=

δ(w − w∗ )
v(x , w ; x0 )
w2
(x − x0 )δ(w − w∗ )
dw
,
w v(x , w ; x0 )
w1

dx

q0 βa
βg

(6.26)

where the integration limits are:
w1 = w
w2 = w

x0
x − x0
L − x0
x − x0

s

,

(6.27)

.

(6.28)

s

Substitution of eqn. (6.24) to eqn. (6.26) and performance of the integral leads to
q0
n(w, x; x0 ) =
cβg

1+

βa (x − x0 ) w∗
w∗
w

1/s

2

,

(6.29)

for plasmoid sizes satisfying the following conditions:
w∗

x − x0
L − x0

s

s

x − x0
< w < w∗
,
x0
βa (x − x0 )
√
w>
.
σ

(6.30)
(6.31)

In the limit where the approximation of momentum is valid (see eqn. (6.23)) and for
√ s/(1−s)
, the square root in eqn. (6.29) can be approximated
plasmoids with w/w∗ > σ
√
by 1 + u2 1 + u2 /2. Integration of eqn. (6.29) with respect to x results in:
βa2 (x − x0 )3
q0
n(w; x0 ) =
x+
6w∗2
βg c

w∗
w

2/s x2

,

(6.32)

x1

√
max√
max√
where x1 = x0 + x0 (w/w∗ )1/s , x2 = min(L, x0 + w/wp→
),
and
w
≡
β
L/
σ.
a
σ
p→ σ
√
This is the typical size of plasmoids that accelerate and exit the layer with p
σ,
while even larger plasmoids are, in general, slower [138].
The upper integration limit is x2 = L when x0 > L −

√

σw
βa

max√
= L(1 − w/wp→
).
σ

Additionally, x2 > x1 only if x0 < L/[1 + ζ 1/s ] where ζ = w/w∗ . The lower and upper
limits for integration over x0 (see eqn. (6.32)) are respectively x0,1 = max[0, L(1 −
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max√
w/wp→
)] and x0,2 = L/[1 + ζ 1/s ]. We are interested in the plasmoid distribution of
σ
max√
max√
plasmoids with w  wp→
. For w > wp→
, the plasmoid distribution is given by:
σ
σ

1
βa2 L2
q0 L
N (w) =
+
2βg c 1 + ζ 1/s 12w∗2 ζ 2/s
which for w

1−

ζ 3/s
(1 + ζ 1/s )

3

,

(6.33)

w∗ simpliﬁes in:
N (w)

q0 L −1/s
ζ
.
2βg c

(6.34)

Thus, the diﬀerential size distribution of plasmoids with a position- and size-dependent
√
momentum which is  σ can be described by a power law with slope −βa /βg . For
max√
plasmoids with w > wp→
mergers are less frequent compared to the smaller plasσ

moids (see Figure 6.6). It is therefore safe to ignore the merger term in eqn. (6.14).
Furthermore, their growth rate is not suppressed, for they do not move with the
terminal momentum.

6.7

Discussion
Magnetic reconnection is a highly dynamical process which leads to the formation

of self-similar structures containing magnetic ﬁelds and energetic particles, the socalled plasmoids. These can merge with each other, grow in size, accelerate due
to magnetic tension forces, and advect out of the layer. We have developed a MC
code to study the eﬀects of these physical processes on the size and momentum
distributions of plasmoids, in light of recent results from large-scale PIC simulations
of relativistic magnetic reconnection. We showed that the diﬀerential plasmoid size
distribution forms a power law beyond a characteristic size wbr that is a constant
multiple of the plasmoid’s size at birth w∗ . The break size shifts closer to w∗ for higher
magnetizations, thus making the size distribution for σ = 50 to appear like a single
power law. In general, we ﬁnd that the power law segment above wbr extends from
small sizes (i.e., few to tens of plasma skin depths) up to large sizes (i.e., a few percent
of the reconnection layer’s length). The slope of the power law above wbr decreases
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from ∼ 2 to ∼ 1.3 as σ increases from 3 to 50. We demonstrated numerically and
analytically that the slope depends linearly on the ratio of the plasmoid acceleration
and growth rates. The diﬀerential distribution of plasmoid momenta becomes softer
at higher σ, in agreement with PIC results, and does not depend on the system’s size.
The MC code we presented in this paper was developed based on the ﬁndings of
PIC simulations of relativistic magnetic reconnection. In principle, a similar analysis
could be performed for the non-relativistic case with application to, e.g., accretion
discs. The MC code is also ﬂexible, for it can be easily modiﬁed to account for
additional forces acting upon the plasmoids, such as the inverse Compton drag force
induced by strong radiation ﬁelds. These could be either external to the reconnection
layer or produced by the plasmoid chain itself [57].
The MC approach facilitates also the study of the plasmoid chain in large spatial
domains. This is important for bridging the separation of the microscopic plasma
scales with the macroscopic astrophysical scales and making meaningful predictions
for the temporal properties of non-thermal radiation. Not requiring the use of computationally heavy PIC simulations, the results of the MC approach can be directly
mapped to the statistical properties of ﬂaring astrophysical sources, such as blazars
and PWNe.
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7. FAST & BRIGHT FLARES FROM RECONNECTION
DRIVEN PLASMOIDS
The relativistic magnetic reconnection process has been shown to accurately track the
production and evolution of quasi-spherical plasmoids as well as particle acceleration
within the reconnection layer [67, 106]. Single plasmoids have been used to model
individual ﬂaring events from blazar jets and can accurately reproduce characteristic
features observed from blazars (i.e. large peak luminosities and small ﬂare durations)
[138]. However, a single reconnection event can produce hundreds of plasmoids, each
corresponding to a ﬂare with a characteristic peak luminosity and ﬂare duration.
In this chapter, we report on preliminary results from a novel study in which we
determine the cumulative emission produced from an entire plasmoid chain.

7.1

PIC Simulation Results
In SGP16, the authors employed a set of 2D PIC simulations of pair plasmas

to show that relativistic magnetic reconnection can naturally produce a hierarchical
chain of plasmoids. These simulations were performed for three values of the plasma
magnetization (σ = 3, 10, and 50) and carried out to long temporal and spatial scales.
In this work, we will use the results from these PIC simulations in determining the
evolution of the photon and particle distributions within each plasmoid and therefore,
the entire plasmoid chain. Within the presented work, we make several assumptions
regarding the plasmoid’s structure and dynamics when computing the emission from
the plasmoid chain:
1. The plasmoid is a homogeneous structure with a constant particle number density and magnetic ﬁeld strength throughout it’s area. Although a plasmoid is
shown to have structure (see Figures 1 and A1 in SGP16) and it’s parameters
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Fig. 7.1. Position-time plots of the plasmoids’ midpoints, normalized to
the half-length of the layer L, as derived from 2D PIC simulations of pair
plasma for three diﬀerent values of the magnetization (σ = 3, 10, and 50).
The time is measured in the reconnection frame and is normalized to L/c.
The colour coding denotes the growth of an individual plasmoid’s transverse size w⊥ (i.e. perpendicular to the reconnection layer), normalized to
L. Within this work, we neglect all plasmoids which have not reached the
end of the layer before the PIC simulation terminates and whose lifetimes,
as measured in the reconnection frame, are < 0.1L/c.
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(e.g., particle density, magnetic and kinetic energy) dependent upon the radial
distance from its center, assuming homogeneity will not signiﬁcantly aﬀect the
resulting spectra and light curves. We therefore use the area-averaged plasmoid
properties as derived from PIC.
2. The plasmoid is a 2D quasi-circular structure with a speciﬁc longitudinal (i.e.,
parallel to the layer) and transverse (i.e., perpendicular to the layer) diameter,
denoted as w and w⊥ , as measured in the reconnection frame. The longitudinal
diameter of the plasmoid as measured in its co-moving frame is Γw⊥ , where Γ is
the plasmoid’s momentum, which can be approximated as ∼ 3w⊥ /2 (see panels
a-c of Figure 5 in SGP16). In this work, we use 2D PIC results to construct a
3D model by considering the plasmoid as an ellipsoid whose third dimension is
taken to be w⊥ . The volume of a plasmoid as measured in its co-moving frame
can then be estimated as V (t)

πw⊥ (t)3 /4.

3. We treat each plasmoid as an isolated object while neglecting external aﬀects
from neighboring plasmoids. This is most relevant when considering the eﬀect
of the relative motion of plasmoids on one another which can provide an increase
in the observed emission from an individual plasmoid (see Appendix C of [138])
and an additional Compton drag force on large plasmoids [57].
Below we discuss the selection of plasmoids from each σ simulation while providing
properties of the plasmoid chain which are pertinent to our radiative transfer model. A
discussion on the manipulation and smoothing of the 2D PIC results, and their aﬀects
on the resulting spectra and light curves from individual plasmoids, are provided in
Section 7.4.

7.1.1

Plasmoid Selection & Properties

Plasmoids are born within the reconnection layer due to tearing instabilities occurring in the current sheet [135] and are allowed to accelerate up to the Alfvén
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velocity (vA /c =

σ/(1 + σ)), grow via accretion from smaller plasmoids, coalesce

with one another, and advect out of the layer. Mergers of two plasmoids occur frequently and their rate increases for larger values of σ [67]. Many small plasmoids (i.e.,
w⊥ /L

10−3 where L is the half-length of the reconnection layer) quickly merge with

a larger plasmoid after they are born, thereby having short lifetimes.
As viewed by PIC simulations, these plasmoids last only a small fraction of a dynamical time L/c and therefore, consist of few data points. Because of this, we impose
a selection criteria such that all plasmoids with lifetimes < 0.1L/c, as measured in the
reconnection frame, are neglected from our calculations. We also neglect plasmoids
that are still present within the reconnection layer at the end of the simulation. This
is due to the fact that we do not have information regarding the full evolution of these
plasmoids. It should also be noted that the latter criteria only removes a few (∼ 10)
plasmoids from our model. With our selection criteria, we consider 230 plasmoids for
σ = 3, 662 plasmoids for σ = 10, and 701 plasmoids for σ = 50.
Once all plasmoids are selected, we can properly smooth the PIC data (see Section 7.4). Figures 7.1 - 7.3 display the main results we require from PIC as well as our
selection criteria. In Figure 7.1, we plot the temporal evolution of the plasmoids’ midpoints considered within our model for the three magnetizations as they evolve within
the reconnection layer. The color coding for each track denotes the growth of w⊥ /L.
Figure 7.2 displays a histogram of the plasmoids’ ﬁnal transverse size, normalized to
L, just as they advect from the layer or merge with another plasmoid. It can be seen
by Figures 7.1 and 7.2 that the majority of plasmoids have a ﬁnal transverse size of
∼ 0.01L/c. Figure 7.3 displays a histogram of the plasmoid’s lifetime, normalized
to L/c as measured in the reconnection frame. Plasmoids with lifetimes < 0.1L/c
are characterized by having small transverse sizes and ultimately provide negligible
contribution to the emission from the entire plasmoid chain (see Section 7.3.2).
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Fig. 7.2. Histogram displaying the distribution of the plasmoid’s ﬁnal
transverse size, normalized to L, for the three diﬀerent magnetizations
considered, as marked appropriately on the plot. The total number of
plasmoids considered within our model are displayed in parenthesis next
to their respective σ value.
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Fig. 7.3. Histogram displaying the distribution of the plasmoid’s lifetime
as measured in the reconnection frame, in units of L/c, for the three
diﬀerent magnetizations considered, as marked appropriately on the plot.
Within our model, we only consider those plasmoids with lifetimes >
0.1L/c.
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7.2

Radiative Transfer Model
To track the temporal evolution of the particle and photons distributions within

each plasmoid, we are required to numerically solve the following kinetic equations
∂t N e = Qeinj + Qeγγ − Lesyn − LIC ,
Nγ
γ
= Qγsyn + QγIC − Lγγ
− Lγssa .
∂t N γ +
tesc

(7.1)
(7.2)

Here, N e (N γ ) denotes the number of electron-positron pairs (photons) having energies between γ → γ + dγ (x → x + dx, where x is the dimensionless frequency
x ≡ hν/me c2 ) at time t. Eqns. 7.1 and 7.2 are solved numerically by following a
similar method provided in [41] and we refer the reader here for a more detailed description of the numerical scheme. The operators L and Q denote the loss and source
terms within a plasmoid. The physical processes considered within our model are:
1. Synchrotron: The electron loss term is provided by eqn. 34 in [139] while the
source term is derived using the full emissivity expression [90].
2. Synchrotron Self Absorption: Photon absorption is expected to dominate at
low frequencies and is given as Lγssa = w⊥ αν N γ (x, t)/2, where the absorption
coeﬃcient αν is determined using the usual expressions [90].
3. Inverse Compton Scattering: We consider scatterings occurring in both the
Thomson and Klein-Nishina regimes, set by eqns. 42-46 in [139]. Within our
model, we also consider the external Compton scattering (ECS) of photons from
the Broad Line Region (BLR) and the accretion disk of the central compact
object. The disk is assumed to be a blackbody emitter with a peak frequency
of ∼ 5 eV. The BLR, assumed to be a spherical shell of radius RBLR = 0.1 pc
3 × 1017 cm, reprocesses ten percent of the radiation from the disk then used
to up scatter within the plasmoids. The expression used for the spectral energy
density of the external photons is provided in Section 2.5 of [140] while the
bolometric luminosity of the disk LD varies for diﬀerent magnetizations.
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4. Photon-Photon Pair Production: The loss and source terms for this process are
given by eqns. 54 and 57 in [139]. Contributions from external photons emitted
by the BLR are included in this process but are expected to be negligible.
5. Particle injection: The instantaneous injection rate of particles Qeinj (γ, t) is
taken to be a power-law, with energies between γmin and γmax , whose slope p
is derived from PIC and dependent upon the magnetization [141]. The overall
normalization factor of Qeinj as well as γmin and γmax are derived from the 2D
PIC simulations and requires the co-moving volume V (t), σ, p, and the particle
number density per plasmoid (see Section 7.4 for a derivation). Particles are
continuously injected while the plasmoid is located within the reconnection
layer, after which (i.e., either merger or advection) injection ceases while we
continue to solve eqns. 7.1 and 7.2 for a fraction of a dynamical time. This
allows us to follow the cooling of the remaining particles and the decay in the
resulting light curve.
Within our model, we also consider the orientation of the reconnection layer within
the blazar jet. In doing so, we varying the angle of the reconnection layer within
respect to the jet axis θ as well as the observer angle with respect to the jet axis
θobs . This allows us to properly determine the observed emission from the plasmoid
chain as the orientation will change the relative boosting of an individual plasmoid’s
emission.

7.3

Results
In this section we provide preliminary results of our radiative transfer model cou-

pled with the PIC results of a σ = 3 simulation. Our model parameters are provided
in Table 7.1. Because the slope of the injected particle distribution is > 2, the majority of the particle energy will be situated at γmin (see, Section 7.4). This value varies
for each plasmoid and is determined by eqn. 7.5, the values of which are plotted in
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Fig. 7.4. Histogram displaying the distribution of the characteristic
Lorentz factors of the injected particle distribution for the diﬀerent σ
values listed on the plot. The values of γmin and γmax are determined
using the parameters listed in Table 7.1 and eqns. 7.5 and 7.6.

Figure 7.4. Due to the steepness of p, we may therefore choose an appropriate γmax
value of 5 × 103 , as it will not greatly aﬀect the resulting particle distribution.

7.3.1

Individual Plasmoids

Before we apply our radiative transfer model to the entire plasmoid chain, we
perform initial tests on several plasmoids of various sizes. The temporal evolution
of the photon spectra and bolometric light curves for the individual plasmoids are
presented in Figure 7.5 for perfect orientation (i.e., θobs = θ = 0◦ ). Each of the
three panels corresponds to a plasmoid whose ﬁnal size is 0.005L, 0.05L, and 0.15L,
respectively. The color coding for the plasmoid’s photon spectra denotes the lifetime
of a plasmoid as measured by an observer. Each inset plot displays the bolometric
light curve for that plasmoid as well as, in some cases, other plasmoids of similar
sizes. Some features that are worth noting are as follows:
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Table 7.1.: Parameters used within our radiative transfer model for the plasmoid
chain as produced from a σ = 3 PIC simulation.

a

Blazar Class

FSRQ

# Plasmoids

230

pa

3

L (×1016 cm)

5

B (G)

7

LD (×1045 erg s−1 )

32

Γjet

15

N± b

7

θ

0◦ − 180◦

θobs

0◦ − 20◦

Determined from PIC simula-

tions of pair plasmas [141].
b

Used in estimating the char-

acteristic Lorentz factors of the
injected particle distribution (see
eqns. 12 and 13 in PGS16).

1. For the large plasmoid (i.e., ﬁnal size 0.15L), the bolometric light curve is
found to be variable with time and not a monotonically increasing function.
This variability stems from mergers with smaller plasmoids, which causes the
momentum of the larger plasmoid to be variable. This change directly relates
to variability in the Doppler factor as well as the observed emission.
2. The medium sized plasmoids are found to produced ﬂares with luminosities
comparable to that of a large one but with durations of an order of magnitude
less. This is primarily due to these plasmoids having larger momentum, and
therefore larger Doppler factors.
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Fig. 7.5. Temporal evolution of the spectra from a σ = 3 PIC simulation
for three plasmoids (from Top to Bottom: small medium and large),
the ﬁnal sizes of which are provided at the top of each plot. The color
coding denotes the time within the plasmoid’s respective lifetime. Inset
within each spectra plot is the bolometric light curve for the plasmoid
presented in the spectra plot and, for the examples of a small and medium
sized plasmoid, other plasmoids of similar sizes. Note that the plasmoid
presented in the spectra plots always correspond to the blue light curve
in the inset plots and that we assume perfect orientation.
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7.3.2

Plasmoid Chain

After determining the emission produced by each individual plasmoid, we may
sum contributions from all plasmoids to determine the cumulative emission from the
reconnection process. Our preliminary results for σ = 3 are shown in Figures 7.6
and 7.7. Figure 7.6 displays the 0.1 − 300 GeV integrated emission from the entire
plasmoid chain for a variety of orientations. We make note of the following features:
1. By increasing θobs , we are both decreasing the observed luminosity from the
layer as well as increasing the duration of the reconnection process. Both are
due to a decrease in the Doppler factor of each plasmoid.
2. Depending upon the orientation of the layer, we ﬁnd that the rapid variability
may disappear, or more speciﬁcally, the observer no longer sees the contributions
from small to medium sized plasmoids characterized by large Doppler boosting.
This ultimately results from the Doppler factor’s dependence upon the two
orientation angles of our model (see Figure. 6 in [138]). The variability strength
is therefore maximized at the maximum Doppler factor for a given θ.
3. For a given θobs , we ﬁnd that certain light curves look similar in luminosity and
variability. For these two diﬀerent light curves, we are observing diﬀerent sides
of the reconnection layer, which are similar in their plasmoid size distributions
(see Figure 7.1).
Figure 7.7 shows a breakdown of the light curve, for perfect orientation, and it’s
contributions from plasmoids of various sizes, as denoted in each panel. The total
number of plasmoids falling within the chosen size range are denoted in parenthesis.
Because we are observing perfect orientation from the right side of the reconnection
layer (see Figure 7.1), the majority of contributing plasmoids will be advected on
the right and will have large Doppler boosting. At early times, we ﬁnd that a large
portion of the cumulative light curve stems from small to medium sized plasmoids. A
large plasmoid forms early in the reconnection process but is situated on the left side
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Fig. 7.6. Integrated γ-ray light curves (0.1 − 300 GeV) from plasmoid
chains, the dynamics of which are derived from PIC, as produced from our
radiative transfer model. Each column represents the diﬀerent σ values
considered within our model while each panel and color-coding denotes
the diﬀerent orientations of the reconnection layer with respect to the jet
axis and an observer (see top left of each panel for the appropriate θobs
value while the color-coding is presented in the top left panel).
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of the layer and is characterized by a small Doppler factor. At late times, the majority
of the emission is produced by a large plasmoid with additional ﬂaring contributions
from medium sized plasmoids. One can perform a similar analysis for the same θobs
but ﬂipping the reconnection layer (i.e., at θ = 180◦ ).

7.4

Particle Injection & Smoothing PIC Results
When solving eqn. 7.1 for the temporal evolution of the particle distribution within

each plasmoid, we require the instantaneous injection rate of particles, Qinj (γ, t).
Along with the many properties of an individual plasmoid, Qinj (γ, t) is derived from
PIC. To determine this, we require the total number of particles within a plasmoid at
any given time Ninst (t) = V (t) nco , where nco is the co-moving particle number density
within a given plasmoid. The number density is a constant in time (see panels d − f
in Figure 5 of SGP16) whose physical value is estimated by using the deﬁnition of σ:
nco =

B 2 nPIC
,
16πσmp c2

(7.3)

where nPIC is the time-averaged co-moving particle number density derived from PIC
(i.e., the number of particles per cell squared).
Assuming the injected particle distribution is in the form of a power-law with
slope −p (see [141] for derivation) between γmin and γmax , the instantaneous injection
rate is
Qinj (γ, t) =

(1 − p) γ −p
1−p
1−p ∂t Ninst (t).
− γmin
γmax

(7.4)

The range of the injected particle distribution, i.e., γmin and γmax , is also determined
through PIC. Their values are estimated by using the equipartition of the magnetic
ﬁelds and relativistic particles and depend upon the injected power-law slope p. For
p > 2, the majority of the energy within the distribution will be held at γmin , which
can be estimated as
γmin =

p−2
4σmp
(
+ 1),
p − 1 nPIC me N±

(7.5)
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Fig. 7.7. Breakdown of the 0.1 − 300 GeV integrated light curve of the
plasmoid chain. Each column denotes the diﬀerent σ values considered
within our model while each of the three panels per column, from top
to bottom present the contribution from plasmoids whose ﬁnal sizes are
within the ranges w⊥ /L > 0.08, 0.01 < w⊥ /L < 0.08, and w⊥ /L <
0.01, respectively. The total number of plasmoids within each range are
provided in parenthesis.
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Fig. 7.8. Top Panel: Derivative of the co-moving volume, normalized
to L3 , used to determine the instantaneous injection rate of particles, as
a function of the plasmoid’s lifetime, normalized to L/c. The blue curve
denotes the raw data while the orange and green curves represent the raw
data after diﬀerent methods of smoothing. The sharp features occurring
in the blue curve are due to our manipulation of the PIC data, speciﬁcally
the plasmoid’s transverse size w⊥ . Bottom Panel: Bolometric luminosity, as measured in the co-moving frame of the plasmoid, for the three
cases of smoothing. The choice of smoothing numerical artifacts from our
manipulation of the 2D PIC results greatly aﬀects the resulting light curve
and can produce unrealistic, synthetic ultra-fast ﬂares on top of the individual plasmoid-powered ﬂare. The results displayed here are produced
for a monster plasmoid (ﬁnal size ∼ 0.3L) from σ = 10 PIC simulation.
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where N± is the pair multiplicity. This free parameter allows us to set the extent of
the particle distribution to model the diﬀerent blazar classes. For a distribution with
p < 2, the particle energy will be held by γmax , determined as
γmax = [

2 − p 1−p
4σmp
γmin (
+ 1)]1/(2−p) .
p−1
nPIC me N±

(7.6)

The co-moving volume of a plasmoid is estimated by using w⊥ (t), which is determined through PIC. However, the transverse size of a plasmoid is not a smooth
function and will lead to variations in the volume, Qinj (γ, t), and therefore the luminosity produced by an individual plasmoid. An example of these variations by using
the raw data from PIC is shown by the blue curves in the top and bottom panels of
Fig. 7.8, which displays ∂t (V (t)/L3 ) and the bolometric, co-moving luminosity for a
large plasmoid of ﬁnal size w⊥ /L ∼ 0.3 as produced from a σ = 10 simulation.
To remove the variations in the injection rate, we apply a Gaussian ﬁlter to
∂t (V (t)/L3 ) in log-space, whose range is dependent upon the ﬁnal transverse size
of the plasmoid. To investigate the role of the ﬁlter range on the resulting co-moving
bolometric light curve, we display several examples in Figure 7.8. The blue curves
represent those results produced by the raw PIC data while the orange and green
curves denote those results produced with a small and long-range ﬁlter, respectively.
We ﬁnd that the raw data produced highly variable light curves for an individual
plasmoid. These variations are unphysical and and should not be misinterpreted as
variations produced from the momentum of a plasmoid (for example, see bottom
panel in Figure 7.5).

7.5

Discussion
Our preliminary results are the ﬁrst to explore the emission produced by a plas-

moid chain in a long-temporal scale reconnection event. These results are produced
by coupling our radiative transfer model with results from ﬁrst-principle 2D PIC simulations of pair plasmas. With this work, we are able to provide tight constraints on
the relativistic reconnection model as a source of blazar emission.
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8. CONCLUSION
Understanding the gas dynamics is crucial in deciphering the powering mechanisms
of the multi-wavelength emission from galactic nuclei. For some cases, such as our
own Galactic Center, the radiation is too low and gas too optically thick to resolve
the inner most structures surrounding Sgr A*, thus requiring more indirect methods
of inferring gas properties. In Chapter 2, we discussed the modeling of stellar wind
bow shocks while providing an application to the interactions of the stellar winds of
S2 with the accretion disk in Chapter 3. The shocked stellar wind of S2 can radiate,
via thermal bremsstrahlung emission, in Chandra’s ∼keV band and its detection can
provide insights into the density, temperature, and local structure of the gas. We
also discussed the observational signatures of members of the elusive Galactic Center
pulsar population in Chapter 4. The presence of a single young and bright pulsar
can naturally power the observed GHz radio emission from Sgr A*, as relativistic
electron-positron pairs from the stellar winds can be injected into the local accretion
ﬂow and cool within the local magnetic ﬁelds.
In Chapter 6, we turned our attention towards the bight and variable emission
from blazars. What powers the observed radiation is ultimately related to the acceleration mechanism. An excellent candidate for blazar emission is the relativistic
magnetic reconnection process, where quasi-spherical blobs, or plasmoids, containing
magnetic ﬁelds and relativistic particles, can produce multi-wavelength ﬂares with
many characteristic features observed from blazars. The statistical properties of the
plasmoid chain, as produced by the reconnection process, was studied in great detail in
Chapter 6 by use of our recently developed Monte Carlo code. Our results are in great
agreement with ﬁrst-principle simulations of relativistic reconnection and allows for
a direct mapping to the statistical features of blazar emission. In Chapter 7, we went
one step further in the reconnection model by calculating the emission produced by
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the plasmoid chain whose dynamics are governed by ﬁrst-principle PIC simulations.
This preliminary, novel study allowed us to examine what features the dynamics and
orientation of the reconnection layer has on the overall multi-wavelength emission.
The work presented in this thesis has quantitatively provided robust observational
signatures and constraints allowing an insight into the violent dynamics of galactic
nuclei.
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9. OUTLOOK
Most of the work presented here is published in peer-reviewed journals. However,
the publication of my work does not indicate its completion and, in one form or
another, can be further extended to a more in-depth model. Here, I brieﬂy discuss
my potential plans regarding the continuation and extension of my thesis research.
The project that has the largest potential for further applications is the relativistic reconnection driven ﬂares. Currently, the main goal is to compute the cumulative
light curves produced by a single reconnection event (see, Ch. 7) while using ﬁrstprinciples PIC simulation results as the governing body for plasmoid’s evolution and
dynamics. The results are novel in their own right and will result in at least one publication. However, in this work we made several assumptions, the most important of
which, was neglecting the relative motion between plasmoids. The emission produced
by several large plasmoids within the reconnection layer can provide an additional
source of external photons which are heavily beamed towards smaller and fast moving
plasmoids. This additional photon source can increase both the high-energy external
Compton emission and particle cooling rate in smaller plasmoids corresponding to
potentially shorter duration ﬂares with larger luminosity. I intend to explore this
neglected eﬀect by recomputing the emission from small plasmoids with the inclusion
of the additional energy density from larger, nearby plasmoids. Myself and collaborators will investigate the relative motion of plasmoids by comparing light curves and
spectra from both individual plasmoids as well as a chain of fast moving plasmoids.
One of the motivating factors behind this work is to determine if relativistic magnetic reconnection can produced a series of short and long duration ﬂares with characteristic features observed in blazars, including both BL Lacs and FSRQs. Our preliminary results presented in Ch. 7 show promising similarities. However, we would like
to further extend our model by making multi-wavelength observational predictions
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and comparing with observed light curves from blazars. This will be performed by
ﬁrst taking our cumulative light curves and introducing a background emission from
the relativistic jet. We will then convolve this light curve with observations from
diﬀerent campaigns (e.g., NASA’s Fermi-Lat) to produce an observed count rate.
The statistical properties of our fake light curve (i.e., the total number of events
within a given time frame, the duration and intensity of individual events) will then
be compared to observations from several dozen blazar sources.
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