Recent results on the internal, measure-theoretic structure of the exponential time complezity classes are surveyed. The measure structure of these classes is seen i o interact in informative ways with bi-immunity, complexity cores, 52 -reducibility, circuit-site complexity, Kolmogorov complezity, and the density of hard languages. Possible implications for the structure of NP are also discussed. E = DTIME(2Iinear) and E2 = DTIME(
Introduction
In the past three years, new developments in resource-bounded measure have opened the way for a systematic investigation of the internal, measuretheoretic structure of the exponential time complexity classes E = DTIME(2Iinear) and E2 = DTIM E( 2POIY nomial ). The investigation is very far from complete, but it has already yielded a number of interesting insights and results. This paper surveys the motivations, ideas, and results of the earliest phase of the investigation, i.e., the part completed by the end of 1992.
It should be emphasized that the material surveyed here is the work of several investigators. The ongoing efforts of these investigators, together with the efforts of more recent participants, virtually guarantee that this survey will be incomplete by the time it appears.
There are three reasons for our interest in the complexity classes E and E2.
(i) E and E2 have rich, apparently well-behaved, inThese structures have many 'This work was supported in part by National Science Foundation Grant CCR9157382, with matching funds from Rockwell International.
ternal structures.
(ii) E2 is the smallest deterministic time complexity class known to contain NP. It also contains PSPACE, and hence the polynomial-time hierarchy and many other classes of interest in complexity theory. E is a proper subset of Ea, but it contains P and "the essential part of NP" [68], i.e., many NP-complete problems.
E and E2 have been proven to contain intractable problems [22] . From the standpoint of complexity theory, this existence of intractability is a valuable resource. This is because, in practice, a proof that a specific language A is intractable proceeds by inferring the intractability of A from the intractability of some language E chosen or constructed for this purpose.
Taken together, (i), (ii), and (iii) suggest E and E2 as appropriate spaces in which to investigate (embed) problems involving NP, PH, PSPACE, and other classes in this range.
Until recently, the issues addressed by structural complexity theory have been largely qualitative rather than quantitative. (Indeed, the introduction to [59] offered "qualitative" as a synonym for "structural.") This seemed to be an inevitable aspect of the subject. A problem is, or is not, complete for a complexity class. One complexity class is, or is not, contained in another. This was unfortunate, since the objective of complexity theory is a quantitative theory of computation. However, since the sets of interest are all countably infinite, there appeared to be no possibility of making quantitative versions of these judgments.
The main objective of the work surveyed here is to remedy this situation.
Suppose that a language A C (0,1}* is chosen by a random experiment in which an independent toss of a fair coin is used to decide whether each string is in A .
Then classical Lebesgue measure theory (described in [21, 521, for example) identifies certain measurable sets of languages (also called events) and assigns to each measurable set X a measure p ( X ) , which is the probability that A E X in this experiment. A set X of languages is then small in the sense of measure if it has measure 0. Effective measure theory, which says what it means for a set of decidable languages to have measure 0 as a subset of the set of all such languages, has been investigated by Freidzon [19] , Mehlhorn [45] , and others. The resource-bounded measure theory introduced by Lutz [35, 37] has the classical and effective theories as special cases, but also defines measurability and measure for subsets of many complexity classes. The small subsets of such a complexity class are then the measure 0 sets; the large subsets are the measure 1 sets (complements of measure 0 sets). We say that almost every language in a complexity class C has a given property if the set of languages in C exhibiting the property is a measure 1 subset of C.
Thus, resource-bounded measure provides a means of investigating the sizes of various subsets of E and E2. This is a priori a hopeful development, both because quantitative results are more informative and because Lebesgue measure has been so useful in analysis, probability, and mathematical physics. However, much of the ongoing motivation for this work arises not from a priori considerations, but rather from the fact that resource-bounded measure turns out to interact informatively with many "structural properties" of interest in complexity theory. Such interactions surveyed in this paper involve bi-immunity (section 4), complexity cores (sections 5, 8, and 9), the <:-reducibility structure of E and E2 (sections 6,7,8, and 9), circuit-size complexity and time-bounded Kolmogorov complexity (section lo), the density of hard languages (section 12), and other properties that have been extensively studied. It is to be hoped that sustained, systematic investigation along these lines will lead to a detailed, quantitative understanding of E and E2.
From the standpoint of classical mathematics and recursion theory, classes like PI NP, PH, and PSPACE are all negligibly small, hence difficult to distinguish by quantitative structural means. From the standpoint of E and E2, matters may be very different. If E2 is, indeed, the smallest deterministic time class containing NP, then there may well be a natural "notion of smallness" for subsets of E2 such that P is a small subset of E2, but NP is not. Similarly, it may be that P is a small subset of E, but that NP n E is not.
It is possible that resource-bounded measure already provides such a notion of smallness. It is certainly the case that P has measure 0 in E and E2 [35] . In section 13 below we discuss the reasonableness and known consequences of the hypothesis that NP is not small in this sense. This is a very strong hypothesis that appears to have much more explanatory power than traditional, qualitative hypotheses, such as P # NP or the separation of the polynomial-time hierarchy. Only further investigation will determine whether this hypothesis is reasonable.
Preliminaries
In this paper, I$] denotes the Boolean value of the condition $, i.e., All languages here are sets of binary strings, i.e., sets A C (0, l}*. We identify each language A with its characteristic sequence X A E {0,1}" defined by
where SO = A, SI = 0, s 2 = 1, sg = 00, ... is the standard enumeration of (0, l}*. Relying on this identification, the set (0, 1}O0, consisting of all infinite binary sequences, will be regarded as the set of all languages.
We say that a condition O(n) holds almost everywhere ( a . e.) if it holds for all but finitely many n E N.
We say that e(n) holds infinitely often ( i o . ) if it holds for infinitely many n E N.
For A C {0,1)* and n E NI we use the notatioiis
The symmetric diference of languages A and B is -4 A B = ( A -B) U ( B -A ) . The complement of a language A C {O,l}* is AC = {O,l}* -A.
The complement of a set X of languages is X c = a.e. { A c {OI1)*lA 4 XI.
We fix a one-to-one pairing function (,) from {0,1}' x (0,1}* onto (0,1}* such that the pairing function and its associated projections, ( 2 , y) H x and ( 2 , y) I+ y, are computable in polynomial time.
For a function f : {0,1}' --t (0,l)' and a natural number i, we define the function fi : {0,1}* -+ (0,l)' , z) ). We then regard f as a "uniform enumeration" of the functions fo, fi, f2,.
In general, complexity classes of functions from (0,l)' into (0,l)' will be denoted by appending an 'F' to the notation for the corresponding complexity classes of languages. Thus, for t : N -+ N, DTIMEF(t) is the set of all functions f : {O,l}* -+
.
Resource-bounded measure
In this section we introduce a fragment of resourcebounded measure that is sufficient for understanding the meaning of the results surveyed in this paper. Although resource-bounded measure is a very general theory whose special cases include classical Lebesgue measure, the measure structure of the class REC of all recursive languages, and measure in various complexity classes, our discussion here will be specific to the classes E and Ez. The interested reader is referred to (1) Pr(X) = 0. A pi-martingale is a martingale that is pi-computable.
We now come to the key idea of this section Definition. A set X of languages has pi-measure 0, and we write pp,(X) = 0, if there is a pi-martingale d that succeeds on every element of X. A set X of languages has pi-measure 1, and we write pp,(X) = 1, if pp,(Xc) = 0.
We now turn to the internal measure structures of the classes E = El = DTIME(2Iinea') and E2 = 1.
DTI M E (2POlY nomid
Definition. A set X has measure 0 in Ei, and we write p ( X I Ei) = 0, if pp,(X n Ei) = 0. A set X has measure 1 in Ei, and we write p ( X I Ej) = 1, if p ( X c I Ei) = 0. If p ( X I Ei) = 1, we say that almost every language in Ei is in X.
We write p ( X I Ei) # 0 to indicate that X does not have measure 0 in Ei. Note that this does not assert that " p ( X I E;)" has some nonzero value.
The following is obvious but useful.
Fact 3.2. For every set
where the probability Pr[A E XI is computed according to the random experiment in which a language A C (0, 1}* is chosen probabilistically, using an independent toss of a fair coin to decide whether each string I E {0,1}* is in A.
It is shown in [35] that these definitions endow E and E2 with internal measure structure. This structure justifies the intuition that, if p ( X I E) = 0, then X n E is a negligibly small subset of E (and similarly for Ez).
Incompressibility and bi-immunity
Many results on the structure of E and E2 under <:-reducibility use languages that are "incompressible by many-one reductions." This idea, originally exploited by Meyer [46] , is developed in the following definitions.
Definition. The collision set of a function f :
Here, we are using the standard ordering SO < s1 < s2 < . . . of (0, l}*.
Note that f is one-to-one if and only if Cj = 0. 
DTIME( 1)-

DTIME(t )-
It is easy to see that f is a <ETIME(')-reduction of A if and only if there exists a language B such that f is a Im DTIME(')-reduction of A to B . Meyer [46] proved that E contains languages that are incompressible by <:-reductions.
The following result shows that almost every language in E has this property.
Theorem 4.1 (Juedes and Lutz [261) . and define the sets (iii) If slwl E C J , , then fix the least j E N such that fi(sj) = fi(sls1) and set
where
It is easy to check that each di is a martingale, whence d itself is a martingale. Intuitively, di bets on membership of strings in a language A. Clause (i) says that di starts with 1 dollar. Clause (ii) says that dj does not bet on the status of strings c C j , . Clause (iii) that t E A iff y E A, where y is the first string such that fj(c) = fi(y). If A Zi, then this bet will be correct, thereby doubling di's capital, infinitely often.
Let C E z+ X = {A E {O,l}*iA is incompressible by -m <DT1ME(2C") -reductions}, says that, for strings z E C,,, di bets all its capital Y = {A C {O,l}*IA is incompressible by -m <DT1ME(2nc) -reductions) ' Thus di succeeds on every element of Zi. It follows * from this that d succeeds on every element of X c .
Then pp(X) = p p , ( Y ) = 1. Thus almost every language in E is incompressible by reductions, and almost every language in E2 is incom-
, DTrME(zn')-reductions.
Sketch of proof that pp(X) = 1. It suffices to ex-
Let f E DTIMEF(2(c+1)") be a function that is universal for DTIMEF(2'"), in the sense that
Since f E DTIMEF(2('+l)") and the computation of
For each i E N, define a set Zi of languages as follows. If the collision set C,, is finite, then Zi = 0.
Otherwise, if Cj, is infinite, then Zi is the set of all languages A such that fi is a <zT1ME(2cn)-reduction of A. Note that 00 X" = U z i .
i=o for all T E N and w E {0,1}*, it follows that d is p-computable.
U
The martingale d is defined by Corollary 4.2 (Juedes and Lutz [26] ). Almost every language in E and almost every language in E2 is incompressible by 5:-reductions.
We conclude this section with a brief discussion of
Recall that SO, 51, s2, . . . is a standard enumeration of (0, I}*. P-bi-immunity. Definition. A language A C (0, l}* is P-immune if, for all languages B E A, B E P implies that B is finite. A language A and A" are both P-immune.
Intuitively, a language that is P-bi-immune "cannot be nontrivially approximated, from inside or outside," by any language in P. [29] ). Every language that is incompressible by <;-reductions is Pbi-immune.
Proposition 4.4 (KO and Moore
In light of this proposition, languages that are incompressible by <:-reductions are sometimes called "strongly P-bi-immune" [4, 31.
The following result shows that almost every language in E is P-bi-immune. (Mayordomo [44] ). Almost every language in E, and almost every language in E2, is P-biimmune.
Although Theorem 4.5 follows immediately from Corollary 4.2 and Proposition 4.4, it should be noted that Mayordomo's proof of this result preceded, and was independent of, the proofs of Theorem 4.1 and Corollary 4.2.
Complexity cores
Complexity cores, first introduced by Lynch [42] have been studied extensively [13, 17, 50, 51, 8, 25, 53, 9, 14, 71, etc.]. Intuitively, a complexity core of a language A is a fixed set It' of inputs such that every machine whose decisions are consistent with A fails to decide efficiently on all but finitely many elements of K . The meaning of "efficiently" is a parameter of the definition that varies according to the context. In this section we make this definition precise and note that almost every language in E and E2 has very large complexity cores. Note that every subset of a DTIME(t(n))-complexity core of A is a DTIME(t(n))-complexity core of A . Note also that, if s(n) = O(t(n)), then every DTIME(t(n))-complexity core of A is a DTIME(s(n))-complexity core of A .
Definition. Let A , I< C (0, l}".
1.
A' is a polynomial complexity core (or, briefly, a 1'-complezity core) of A if K is a DTIME(n')-complexity core of A for all k E N.
2. Ii' is an exponential complexity core of A if there is a real number 6 > 0 such that K is a DTIME(2"')-complexity core of A.
Intuitively, a P-complexity core of A is a set of infeasible instances of A , while an exponential complexity core of A is a set of extremely hard instances of A .
The following observation, an obvious generalization of a result of Balcfizar and Schoning [4] (see Corollary 5.2 below), relates incompressibility to complexity cores. [4] ) Every language that is incompressible by <:-reductions has (0,l)' as a Pcomplexity core.
(Balcizar and Schoning
2. Every language that is incompressible by -reductions has (0,l)' as a DTIME(2C")-I*, complexity core.
DTIME(ZC" )
3. Every language that is incompressible by -reductions has {0,1)* as a DTIME(2"')-<DTIME(2nc ) -m complexity core.
Theorem 4.1 and Corollary 5.2 now tell us that almost every language decidable in exponential time has complexity cores of the largest possible size. [26] ). Let c E Z+. DTIME(2"")-complexity core. DTIME(2"c)-complexity core.
Corollary 5.3 (Juedes and Lutz
1. Almost every language in E has {0,1}* as a 2. Almost every language in E2 has {O,l}* as a 6 The small span theorem
In this section we describe the Small Span Theorem, which illuminates a key aspect of the structure of E and E2 under 55-reducibility. Intuitively, in the <;-reducibility structure of the set of all languages, we think of Pm(A) as lying "below" A, while P;'(A) lies "above" A. (See Figure l . ) We will be especially concerned with the size, i.e., the resource-bounded measure, of the upper and lower spans of various languages. If neither of these spans is small (i.e., neither has resource-bounded measure 0), then we have the configuration depicted schematically in Figure 1 . On the other hand, if one or both of these spans is small, then we have one of the "small-span" configurations depicted schematically in Figure 2 . The Small Span Theorem says that, if A is in E or E2, then at least one of the sets P,(A), P;'(A) is small. That is, only small-span configurations can occur in E or E2. We do not prove this lemma here, but we use it to prove the Small Span Theorem. Proof of Theorem 6.1.
To prove 1, let A E E and let X be the set of all languages that are incompressible by L;-reductions. We have two cases.
Case I.
tells us that p(Pm(A) I E) = 0.
If Pm(A) n E n X = 8, then Corollary 4.2 Case 11. If Pm (A) n E n X # 8, then fix a language B E Pm(A) n E r l X. Since B E E n X, Lemma 6.2 tells us that PP(P,'(B)) = P(P,'W I E) = 0. Since P;'(A) C P; ' (B), it follows that P P ( P 2 ( 4 ) = P(P,'(A) I E) = 0.
This proves 1. The proof of 2 is identical. We conclude this section by noting that <;-hard languages for E are extremely rare. 
Measure of degrees
The Small Span Theorem has immediate conse-
The <:-degree of a language A C (0,l)' is the set quences for the <:-degree structure of E and Ea. Mayordomo's original proof of this result used Theorem 4.5 and Berman's result [6] that no <&-complete language for E or E2 is P-immune. We now see that Mayordomo's result also follows from Theorem 6.3 and from Theorem 7.1.
Proof. We prove that p(degL(A)
We saw in Theorem 6.3 that <:-hard languages for E are very rare. As we see in this section, this is because there is a nontrivial upper bound on the sizes of complexity cores of such languages
Recall that a language D {0,1}* is dense if there is a real number E > 0 such that IDsnl > 2"* a.e.
The following result states that every <:-hard language for E can be decided in time 24" on a dense set of instances that can itself be decided in time 24". Theorem 8.1 (Juedes and Lutz [26] ). For every <:-hard language H for E, there exist B , D E DTIME(24") such that D is dense and B = H n D.
It is straightforward to use Theorem 8.1 to prove that <:-hard languages for E obey the following upper bound on the sizes of complexity cores. [26] ). Every DTIME(24")-complexity core of every LL-hard language for E has a dense complement, By Corollary 5.3, almost every language in E has {0,1}* as a DTIME(24n)-complexity core. Thus, Theorem 8.2 says that <:-hard languages for E are unusually simple, in the sense that they have unusually small complexity cores, for languages in E. This immediately implies, and also explains, Theorems 6.3 and 7.2.
Theorem 8.2 (Juedes and Lutz
Lower bounds for weakly hard problems
Theorem 8.2 gives an upper bound on the sizes of complexity cores of <:-hard languages for E. The following lower bound has been known for some time.
Theorem 9.1 (Orponen and Schoning [51] ). Every language A that is <_:-hard for E (equivalently, for Ez) has a dense P-complexity core.
The hypothesis of Theorem 9.1 says that P,(A) contains all of E. Recently, Theorem 9.1 has been strengthened by weakening this hypothesis, requiring only that P,(A) contain more than a measure 0 subset of E. 
Definition
Nonuniform complexity
Much remains to be discovered about the nonuniform complexities of languages in E and E2. For example, it is a long-standing conjecture that E e P/Poly, i.e., that E does not have polynomial-size circuits, but it has not been proven that E does not have linear-size circuits, or that E2 does not have polynomial-size circuits. It is known, however, that the highest levels of circuit-size and time-bounded Kolmogorov complexity known (or provable by relativizable methods) to be exceeded infinitely often by any problem in E2 are in fact exceeded almost everywhere by almost every problem in the class. We now describe these results more fully.
Some terminology and notation will be useful. For a fixed ma.chine M and "program" a E {0,1}* for M , we say that "M(a, n) = w in 5 1 time" if M , on input (a, n ) , outputs the string w E {0,1}* and halts in at most t execution steps. We are especially interested in situations where the output string is of the form w = X A = , , i.e., the 2"-bit characteristic string of A=,,, for some language A C {O,l}*.
Given a machine M , a time-bound t : N -, N, a language A C (0, l}*, and a natural number n , the t(n)-time-bounded Kolmogorov complexity of A=, relative to M is in 5 t ( n ) time .
1
Well-known simulation techniques show that there is a machine U that is optimal in the sense that for each machine M there is a constant c such that, for all 1 , A , and n, ,) + c.
As is standard in this subject, we fix an optimal machine and omit it from the notation.
Theorem 10.1 (Lutz [35] ). If t and q are fixed polynomials, then the set of all languages A satisfying K'(")(A,,) > q(n) a.e. has measure 1 in Ez.
We now consider circuit-size complexity. We define a (Boolean) circuit to be a directed acyclic graph (Lutz [35] ). The set P/POIY"~' has measure 0 in the class E3 = DTIME(2npo'y'06n 1. Wilson [70] has exhibited oracles relative to which E E SIZE(3n) and E2 E P/Poly, so nonrelativizable techniques will be required to reduce the subscripts 2 and 3 in Theorems 10.2 and 10.3, respectively.
Weak stochasticity
It has recently been shown that almost every language in E, and almost every language in Ea, is statistically unpredictable by feasible deterministic algorithms, even with some nonuniform advice. This result, which appears to be very useful, is explained in this section.
Properties defined in terms of limiting frequencies of failure of prediction schemes are called slochas- in their efforts to define randomness.) Because the prediction schemes allowed in this section are of a restricted sort, the property discussed here is a weak stochasficity property.
We now make our terminology precise. Our notion of advice classes is standard [28] . An advice fvnction is a function h : N 4 {O,l}*. Given a function q :
N -+ N, we write ADV(q) for the set of all advice functions h such that lh(n)I 5 q(n) for all n E N.
Given a language A s {0,1}* and an advice function h, we define the language A/h ("A with advice h") by A / h = {. E {0,11* I (I, h(l.1)) E A ) .
Given functions t , q : N class N, we define the advice DTIME(t)/ADV(q) = { A / h I A E DTIME(t), h E ADV(q)}.
Definition. Let t , q , v : N + N and let A E (0, l}*.
Then A is weakly (t, q , v)-stochastic if, for all B, C E DTIME(t)/ADV(q) such that IC=,,l 2 v(n) for all sufficiently large n, Intuitively, B and C together form a "prediction scheme" in which B tries to guess the behavior of A on the set C . A is weakly (t, q , v)-stochastic if no such scheme is better in the limit than guessing by random tosses of a fair coin. (This definition is slightly stronger than the weak stochasticity defined in [39] , in that the language C is allowed advice here.) That is, almost every language in E, and almost every language in E2, is weakly stochastic with the indicated parameters.
Density of hard languages
As noted in section 10 above, it is a long-standing open conjecture that E g P/Poly, i.e., that not every language in E has polynomial circuit-size complexity. Many ongoing efforts to prove this conjecture follow a program that began with the following results of Meyer .
Recall that a language A C {0,1}* is sparse if there is a polynomial p such that lA+l 5 q(n) a.e., and dense if there is a real number E > 0 such that lA<nl > 2"'-a.e. We write SPARSE for the set of all sparse languages and DENSE for the set of all dense languages. Note that SPARSE $ DENSE', where DENSE' is the complement of DENSE. For each reducibility s:, each language A, and each set S of languages, we write Pr(A)= { B I B I: A } Theorem 12.1 (Meyer [46] ). P/Poly = PT(SPARSE).
Theorem 12.2 (Meyer [46]).
guage for E (or any larger class) is dense. That is, Every <:-hard lan-E g Pm(DENSEC).
Corollary 12.3 (Meyer [46]
). E e Pm(SPARSE).
Meyer's results suggest proving theorems of the form E P, (SPARSE)
for successively larger classes P,(SPARSE) in the range
Pm(SPARSE) Pr(SPARSE) 5 PT(SPARSE).
Along the way, we should try to make our results as strong as possible. The next big step in this program was taken by Watanabe, who proved the following result concerning i;(?l.-t,-reducibility (polynomial-time truth-table reducibility with q ( n ) queries on inputs of length n).
Theorem 12.4 (Watanabe [SS]).
is, Every <o(,ogn)-,t-hard P language for E is dense. That
Recently, a measure-theoretic attack on this problem has led to the following strengthening of Theorem 12.4. Theorem 12.5 (Lutz and Mayordomo [39] ). For every real number a < 1 (e.g., a = 0.99), Corollary 12.6 (Lutz and Mayordomo [39] ). every real number a < 1 (e.g., a = 0.99),
For E e P,o._tt(DENSEC),
i.e., every &-,,-hard language for E is dense.
The proof of Theorem 12.5 uses a simple combinatorial technique-the sequentially most frequent query selection-to show that every language in P,O-tt(DENSEe) is predictable, i.e., fails to be weakly stochastic with suitable parameters. The result then follows immediately from Theorem 11.1, the Weak Stochasticity Theorem.
Given the Weak Stochasticity Theorem, which is a very general principle, this proof of Corollary 12.6 (via Theorem 12.5) is much simpler than the stage construction originally used to prove Theorem 12.4. This is not surprising, once it is noted that our proof of Corollary 12.6 is an application of (a resource-bounded generalization of) the probabilistic method [15, 61, 62, 16, 63, 11 , which exploits the fact that it is often easier to establish the abundance of objects of a given type than to construct a specific object of that type.
It should be emphasized here that Theorem 12.5 is more than a means of proving Corollary 12.6. (By analogy, the value of classical Lebesgue measure and probability far surpasses their role as tools for existence proofs.) The quantitative content of Theorem 12.5-that the set P,P-~~(DENSE') n E is a negligibly small subset of E-is much stronger than the qualitative separation of Corollary 12.6.
Very recently, Fu has independently proven the following, related result. [20] ).
Theorem 12.7 (Fu
1. For every real a < i, E e Pno-~(DENSEc).
For every real a < 1, E2 Pn*-T(DENSEc).
Note that the reducibilities here are Turing, i.e., adaptive, as opposed to the nonadaptive truth-table reducibilities of Corollary 12.6.
Strong hypotheses
At our present state of knowledge (i.e., lack thereof), many results in complexity theory contain strong, unproven hypotheses. Here are just three exam ples . (This last result refers to polynomial-time truthtable reducibility with an arbitrary but fixed number of queries.)
The proofs of the above three theorems have given structural complexity theory some its most beautiful and useful techniques. However, the conclusions of these theorems are far weaker than the observation that all known <!-hard languages f o r NP are dense. In this sense, relative to our current knowledge, the hypotheses P # NP and Cp # I I ! lack explanatory power.
In order to make progress on matters of this type, we have proposed investigation of various strong measure-theoretic hypotheses. For example, Figure 3 gives the implications among various conditions asserting the non-smallness of NP. In this section we briefly discuss the reasonableness and known consequences of the weakest measure-theoretic hypothesis in Figure 3 , namely, the hypothesis that NP does not have p-measure 0.
This hypothesis is best understood by considering the meaning of its negation, that NP has p-measure 0. This latter condition occurs if and only if there is a p-martingale that succeeds (bets successfully) on every language A E NP. The fact that the strategy Since pp(NP) # 0 implies P # NP, and pp(NP) = 0 implies NP # Ez, we are unable to prove or disprove the pp(NP) # 0 conjecture at this time. Until such a mathematical resolution is available, the condition pp(NP) # 0 is best investigated as a scientific hypothesis, to be evaluated in terms of the extent and credibility of its consequences.
We now survey known consequences of the hypothesis that NP does not have p-measure 0. The first follows immediately from Theorem 4.5. Proof. Bellare and Goldwasser [5] have shown that, if EE # NEE, then there is an N P search problem that does not reduce to the corresponding decision problem. The present corollary follows immediately from this and Theorem 13.5.
0
We now consider complexity cores of languages that
The following result is wellare SK-hard for NP. known. Concerning the density of hard languages for NP, Theorem 12.5 gives us the following result. Note that the hypothesis and conclusion are both stronger than in Theorem 13.6. Theorem 13.9 (Lutz and Mayordomo [39] ). If NP does not have p-measure 0, then for every real number cr < 1, NP g P,o-rt(DENSEC), i.e., every < : p -t lhard language for NP is dense.
The last result that we mention in this section concerns NP-completeness. The NP-completeness of decision problems has two principal, well-known formulations. These are the <;-completeness introduced by Cook [12] and the <:-completeness introduced by C that is 5;-complete, but not <;-complete for NP.
Of the measure-theoretic results in this section, Theorems 13.4, 13.8, and 13.9 hold with NP replaced by any class whatsoever. Theorem 13.5, Corollary 13.6, and Theorem 13.10 are more specific to NP.
Conclusion
Resource-bounded measure has been shown to interact in informative ways with polynomial-time reducibilities, bi-immunity, complexity cores, completeness, circuit complexity, Kolmogorov complexity, the density of hard languages, and other much-studied structural aspects of the exponential time complexity classes E and E2. There are indications that this work may have implications for the structure of NP and other classes that characterize important computational problems.
Ultimately, the objective of this work is a detailed account of the quantitative structure of E and Ea, with sufficient resolution to yield useful bounds on the complexities of natural computational problems. The results achieved to date are only a very small beginning. Here we mention just a few directions for further work.
(i) It is still not known whether there exist problems that are weakly Sz-hard, but not <:-hard, for E or Ez. Theorem 9.2 highlights the significance of this question.
(ii) Most of the results mentioned in sections 4-9 of this survey concern the structure of E and E2 under 5:-reducibility. It would be worthwhile to investigate how far in the direction of 5;-reducibility these results can be extended.
(iii) In light of Theorem 12.4 and Corollary 12.6, it may well be that measure-theoretic arguments can be used to simplify or replace other known stage construction. Such simplification might clarify issues, leading to further progress.
(iv) Many other "structural properties" of languages in E and E2 remain to be investigated from the standpoint of resource-bounded measure.
(v) Work to date has focused on the measuretheoretic structure of classes of languages, i.e., decision problems. Classes of functions, search problems, optimization problems, etc., also should be investigated in this light.
(vi) The reasonableness and consequences of strong hypotheses such as those mentioned in section is "weakly SL-hard for E in the sense of Baire category"), then there is some E > 0 such that I(A A B)ln)l > 2n' i.0. for all B E DTIME(Pn').
Mayordomo [44] has shown that, in contrast with Theorem 4.5, the set of P-bi-immune languages is neither meager nor comeager in E. Fenner [18] has technically refined the resource-bounded category of [34] and proven that the set of oracles separating P from NP is comeager in Ez. Notwithstanding these results, the category structure of E and E2 remains largely unexplored.
(viii) Resource-bounded measure and category provide natural notions of randomness and genericity. For example, a language A is p-random if it is not in any p-measure 0 set, and p-generic if it is not in any p-meager set. The set of p-random languages has measure 1 in E2 [36] and the set of p-generic languages is comeager in E2 [l8]. The analogous pspace-random languages have been investigated by Lutz and Schmidt [35, 38, 411 , and p-generic languages have been investigated by Fenner [18] , but p-randomness and p-genericity require much more investigation.
Resource-bounded measure is a powerful generalization of Lebesgue measure. There is reason to hope that it will be as fruitful in complexity theory as Lebesgue measure has been in analysis and mathematical physics. In any case, many investigators will have to ask and answer many questions in order for resource-bounded measure to achieve its full potential.
