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Abstract
We study the generalization error of functions that interpolate prescribed data
points and are selected by minimizing a weighted norm. Under natural and general
conditions, we prove that both the interpolants and their generalization errors con-
verge as the number of parameters grow, and the limiting interpolant belongs to a
reproducing kernel Hilbert space. This rigorously establishes an implicit bias of min-
imum weighted norm interpolation and explains why norm minimization may benefit
from over-parameterization. As special cases of this theory, we study interpolation by
trigonometric polynomials and spherical harmonics. Our approach is from a determin-
istic and approximation theory viewpoint, as opposed a statistical or random matrix
one.
1 Introduction
1.1 Motivation
Deep neural networks contain significantly more parameters than data points and run the
risk of over-fitting, yet they still perform well on new examples [28]. This behavior appears
to contradict classical learning wisdom, which predicts that over-parameterized methods
typically result in poor generalization and advocates for models whose complexities are less
than the number of training points.
The double descent phenomenon was proposed in [3, 5] as a resolution to this apparent
paradox. Experimental evidence shows that for certain interpolators and datasets, for fixed
n samples, the generalization error as a function of the number of parameters p appears to
behave differently in two regimes. In the under and exactly parameterized regime p ≤ n,
the error curve follows a classical “U” shaped curve with maximum error at p ≈ n. In the
over-parameterized regime p > n, the error decreases and its infimum is the limit p → ∞.
The terminology “double descent” is attributed to the generalization error decreasing again
after the first descent in the under-parameterized part of the curve.
While the “U” behavior of the curve is rationalized by the bias-variance trade-off [12], the
over-parameterized regime is less (well) understood, yet highly relevant for modern learning
algorithms. For instance, as the number of parameters increases, so do the Rademacher
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complexities and covering numbers of the corresponding function classes. Thus, ubiquitous
statistical learning techniques that rely on controlling these quantities, such as those found
in [18], predict that the generalization error should increase in the number of parameters,
not decrease.
There has been significant recent interest [16, 6, 4, 14, 20] in understanding the general-
ization of simple over-parameterized methods and models. Given the prevalent use of ker-
nel and optimization algorithms in data science and machine learning, and the importance
of weighted norms, we study the generalization error of interpolants that have minimum
weighted norm. Our approach this problem is from a deterministic and approximation
theory viewpoint, as opposed a statistical or random matrix one.
1.2 Contributions
Let us briefly describe our framework. Consider a weight ω and associated norm ‖ · ‖Φ,ω
on the coefficient space of a sequence of functions Φ. Given a collection of n data points,
for each sufficiently large p ≤ ∞ (including p = ∞), let fp be the interpolant chosen
to have minimum ‖ · ‖Φ,ω norm among all interpolants spanned by the first p functions
of Φ. A classical example is trigonometric interpolation by polynomials of degree p and
weights generating a Sobolev norm. To see if fp approximates a given f , we study the L
2
µ
generalization error E2(f, fp) := ‖f − fp‖L2µ(Ω) of this minimum weighted norm interpolant.
Under natural and general conditions on the basis functions, weight, and sampling set,
we show that fp converges to f∞ in norm. The limiting function f∞ is the interpolant
belonging to a reproducing kernel Hilbert space uniquely specified by the basis and weight.
This rigorously establishes an implicit bias of weighted norm minimization: even though the
function space consisting of all possible interpolants grows in p, minimum weighted norm
interpolation always selects particular interpolants that converge to a limiting one.
As a corollary, we show that E2(f, fp) converges to E2(f, f∞) as p increases to infinity.
When the interpolated data are samples of f , the limiting value E2(f, f∞) is small if the
sampling set is sufficiently dense and if f is parsimonious with the weighted norm. This
explains why over-parameterization can be helpful for certain target functions f .
We devote particular attention to two types of canonical examples. The trigonometric
basis with appropriate weights generate isotropic and mixed spaces of smooth functions
on the torus. We derive several new upper bounds for E2(f, f∞), which is validated by
numerical experiments. The spherical harmonics with appropriate weights generate positive-
definite kernel on the unit sphere. We make some new observations about the interpolation
and generalization properties of neural tangent kernels.
1.3 Related work
There are several recent works that study the generalization of over-parameterized learning
methods. For affine target functions, estimators based on minimum norm interpolation
with p < ∞ parameters were analyzed in [2, 4, 14, 17]. These results require statistical
assumptions on the samples, co-variance matrices, and/or relationship between n and p.
Special kinds of non-linear target functions were also considered in [14, 17]. Estimates for
ideal generalization error for several linear and non-linear models were given in [20], but it
did not study the performance of any particular algorithm.
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The use of kernel interpolation to approximate large function classes has been exten-
sively studied from an approximation theory viewpoint, see [26] for an overview. Since
strictly positive-definite kernels can interpolate an arbitrary number of data points, they
correspond to the p =∞ case. It was recently shown that random inner product kernels in
high dimensions [16] and appropriately scaled singular kernels [6] can both interpolate and
approximate.
The use of norm minimization for function approximation has an extensive history. In
this paper, we study “ridgeless” norm minimization, as opposed to Tikonhov regularization,
which includes additional terms in the objective function. For target functions whose coef-
ficients are sufficiently sparse, ℓ1 minimization is effective [23]. We also point out [9] which
exploits over-parameterization to interpolate using functions with small Sobolev norm.
1.4 Organization
The remainder of this paper is organized as follows. Section 2 states the main assumptions
of this paper and introduces minimum weighted norm interpolation. Section 3 contains our
most general results. There we discuss convergence of the over-parameterized interpolants
and develop a connection to reproducing kernel spaces. Sections 4 and 5 deals with trigono-
metric and spherical harmonic interpolation, respectively. All proofs are contained in the
appendices.
2 Notation and assumptions
2.1 Notation
Throughout this paper, all measures/functions/sequences/vectors are assumed to be real-
valued. Our theory can be adapted to complex-valued ones with appropriate and minor
modifications. We use N,Z,Rd,Td,Sd−1 for the natural numbers, integers, d-dimensional
Euclidean space, torus, and unit sphere in Rd, respectively.
Let (Ω, µ) be a measure space. For each 1 ≤ r ≤ ∞ and U ⊆ Ω, we let Lrµ(U) be the
space of µ-measurable functions f on U such that |f |r is µ-integrable on U and its norm
is denoted ‖f‖Lrµ(U). We write Lr(U) if µ is the uniform measure on U and f |U be the
restriction of f to U . We let ‖ · ‖r be the ℓr-norm of a vector and the ℓr → ℓr operator
norm. For any sequence or vector u, we let uk be its k-th coordinate in the canonical basis.
We let At, A−1, A† denote the transpose, inverse, and Moore-Penrose pseudo-inverse of a
matrix A, respectively.
When Ω is a subset of Rd or Td, we let Ck(Ω) be the space of k-times continuously
differentiable functions with the usual norm ‖ · ‖Ck(Ω), and Ck,α(Ω) be the space of f ∈
Ck(Ω) such that all k-th order derivatives of f are Ho¨lder continuous with parameter α.
We follow the usual convention for partial derivatives: for a multi-index α ∈ Nd, we let
|α| = α1 + · · ·+ αd and ∂αx = ∂α1x1 · · · ∂αdxd .
2.2 Main assumptions
Assumption 2.1 (Metric measure space). Let (Ω, ρ) denote a metric space, where the
topology is induced by the metric ρ : Ω × Ω → R. Let µ be a positive Borel measure on Ω
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such that µ(U) > 0 for every non-empty open set U ⊆ Ω. Assume that Ω = ⋃∞k=1Ωk where
Ωk is compact, Ωk ⊆ Ωk+1, and µ(Ωk) <∞ for each k.
Assumption 2.2 (Compatibility). Given a sequence of real-valued, continuous, and L2µ(Ω)
orthonormal sequence Φ := {ϕk}∞k=1, and a positive sequence ω := {ωk}∞k=1 that diverges
to infinity, we say Φ and ω are compatible if there is a bounded and continuous function
KΦ,ω ∈ L2µ×µ(Ω× Ω) such that
KΦ,ω(x, y) =
∞∑
k=1
ω−1k ϕk(x)ϕk(y) for all x, y ∈ Ω,
where the series converges absolutely and uniformly.
Assumption 2.3 (Sampling). We say a finite set X ⊆ Ω is sampling for Φ if there exists
a natural number p < ∞ such that for any data y : X → R, there exists a function f ∈
span{ϕk}pk=1 that interpolates the prescribed data points (X, y). Let pX be the smallest p
for which this statement holds.
Let f̂ denote the coefficients of f ∈ L2µ(Ω) in the Φ sequence, where f̂k :=
∫
Ω fϕk dµ.
We formally define the weighted inner product 〈f, g〉Φ,ω :=
∑∞
k=1 ωkf̂kĝk and let ‖f‖2Φ,ω :=
〈f, f〉Φ,ω. Let HΦ,ω be the space of f in the L2µ(Ω) closed linear span of Φ for which
‖f‖Φ,ω <∞.
For each integer p ≥ pX , including p = ∞, given prescribed data (X, y), the minimum
weighted norm interpolant is
fp := argmin
{‖f‖Φ,ω : f ∈ span{ϕk}pk=1 and f = y on X}.
The solution to this optimization problem is unique and can be computed numerically by
inverting a system of linear equations. Each weight ω generates a different norm, so ω
parameterizes a family of algorithms.
For a given function f defined on Ω and yk = f(xk) + zk, where each zk is an arbitrary
perturbation, it is possible to ask if the interpolant fp approximates f . For each 1 ≤ q ≤ ∞,
we define the Lqµ(Ω) generalization error,
Eq(f, fp) := ‖f − fp‖Lqµ(Ω).
We primarily view the generalization error as a function of p when everything else is fixed.
In this definition, there are no assumptions on z. Several of our statements will hold for
arbitrary perturbations, while some will require z = 0.
By definition, fp belongs to a subspace of dimension p and pX is the minimum number
of basis functions required to interpolate arbitrary data on X. We interpret p/pX as the
over-parameterization factor. If n is the cardinality of X, then pX ≥ n but in general
pX 6= n. The quantity Eq(f, fpX ) is the generalization error of the exactly parameterized
minimum weighted norm solution.
Let us briefly explain and justify our main assumptions. Assumption 2.1 is automatically
satisfied if Ω is compact. For non-compact Ω such as Rd, the conditions there ensure
that the integral operator associated with KΦ,ω is compact on L
2
µ(Ω), see [25]. The series
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expansion of KΦ,ω in terms of Φ and ω assumed in Assumption 2.2 is standard. A variety
of kernels, often referred to as “Mercer kernels,” can be decomposed as a uniformly and
absolutely convergent series via the eigenfunctions of its associated integral kernel operator.
Assumption 2.3 is necessary to formulate the main questions of this paper, otherwise fp is
not necessarily well-defined for arbitrary data y. As mentioned in the introduction, we will
give several examples that satisfy the above assumptions.
3 Minimum norm and kernel interpolation
The main results in this section are proved in Appendix A. Before we do that, we provide
necessarily preparatory lemmas in Appendix A.1.
3.1 Convergence of minimum weighted norm interpolation
At the core of our main findings is convergence of fp to f∞ and hence automatically
Eq(f, fp) to Eq(f, f∞). This will be crucial in explaining and understanding when over-
parameterization may be beneficial for minimum norm interpolation. The following theorem
is proved in Appendix A.3.
Theorem 3.1. Assume Φ and ω are compatible, and X is sampling for Φ. Given any data
y defined on X, for each pX ≤ p ≤ ∞, let fp denote the minimum weighted norm interpolant
of (X, y). Then fp converges to f∞ in L
q
µ(Ω) for each 2 ≤ q ≤ ∞. If additionally µ(Ω) <∞,
then convergence also holds for 1 ≤ q < 2.
The theorem makes no assumptions on the data y. This is expected since by definition,
the minimum norm solutions only depend on the data points and not on properties of
whichever function(s) generate them. On the other hand, we have the important practical
implication that convergence still holds even if y are noisy samples of a highly irregular
function. An important consequence of the theorem is convergence of the generalization
error, and is proved in Appendix A.4.
Corollary 3.2. Assume Φ and ω are compatible, and X is sampling for Φ. Given any data
y defined on X, for each pX ≤ p ≤ ∞, let fp denote minimum weighted norm interpolant of
(X, y). For any function f defined on Ω and any 2 ≤ q ≤ ∞, we have limp→∞Eq(f, fp) =
Eq(f, f∞). If additionally µ(Ω) <∞, then convergence also holds for 1 ≤ q < 2.
Corollary 3.2 makes no assumptions about the data y, function f , or their relationship.
This might seem counter-intuitive, but it is important to remember that we have not made
any claims yet about the limiting error Eq(f, f∞) which we call the plateau. This quantity
is in general non-zero and we only expect it to be small if there is some relationship between
y and f . In a nutshell, the corollary implies if
Eq(f, f∞) ≤ Eq(f, fpX ), (3.1)
then increasing the number of parameters eventually leads to a decrease in the generalization
error.
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3.2 Relationship with kernel spaces
There is a strong connection between minimum weighted norm and kernel interpolation
when the main assumptions hold. We say a continuous and symmetric function K : U×U →
R is positive-definite on U if for any set X = {xj}nj=1 ⊆ U and for any u ∈ Rn,
n∑
j=1
n∑
k=1
K(xj, xk)ujuk ≥ 0.
We say K is strictly positive-definite if the above statement holds with a strict inequality
instead. For any positive-definite K, the closure of span{K(x, ·) : x ∈ U} under the inner
product 〈 m∑
j=1
ajK(xj, ·),
n∑
k=1
bkK(yk, ·)
〉
HK(U)
:=
m∑
j=1
n∑
k=1
ajbkK(xj , yk),
defines a Hilbert space of functions such that for any f ∈ HK(U) and x ∈ U ,
f(x) = 〈f,K(·, x)〉HK (U).
It is standard to call HK(U) a reproducing kernel Hilbert space (RKHS) and it can be shown
that it is a space of continuous functions. We refer the reader to [26, 1] for further details.
From an interpolation perspective, strictly positive-definite kernels are advantageous
and can be used to interpolate arbitrary data. In our setting where Ω = U , the matrix K
containing samples of K on any X ×X is invertible and the kernel interpolant
IK(x) := IK(X, y)(x) :=
n∑
k=1
K(x, xk)(K
−1y)k, (3.2)
belongs toHK(Ω) and IK(xj) = yj for each j. Note that if K is not strictly positive-definite,
then K is not necessarily invertible and interpolation is not always feasible. The following
proposition connects our main assumptions with an appropriate RKHS, and is proved in
Appendix A.2.
Proposition 3.3. Suppose Φ and ω are compatible, and that any finite set X ⊆ Ω is
sampling for Φ. Then K := KΦ,ω is strictly positive-definite on Ω, and is the unique
reproducing kernel for a RKHS such that ‖ · ‖HK (Ω) = ‖ · ‖Φ,ω. For any data y defined on
X, the p =∞ minimum norm interpolant f∞ of (X, y) is precisely the HK(Ω) reproducing
kernel interpolant of (X, y).
We emphasize that not every weighted norm is related to reproducing kernel norms.
For instance, this occurs if the uniform convergence condition in the admissibility criteria
is violated. An extreme case is when ωk = 1 for each k and Φ is the trigonometric basis
for the one-dimensional torus, in which case, the series attempting to define KΦ,ω does not
even converge pointwise.
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3.3 The plateau and double descent
To investigate conditions for which inequality (3.1) holds, we use Proposition 3.3, which
shows that f∞ can be interpreted as the KΦ,ω kernel interpolant of the prescribed data.
Upper bounds for such interpolants have been extensively studied, from both approximation
theory and statistical viewpoints, which we briefly describe below.
Approximation theory bounds typically estimate the error in terms of a quantity hX ,
where hX is small if the sampling set is dense, see (4.1) and (5.1) for example. To provide
a representative result of this approach, Theorem 11.13 in [26] shows that if Ω ⊆ Rd is
sufficiently regular, K := KΦ,ω has 2k derivatives, and hX is sufficiently small, then there
exists a C > 0 such that for each f ∈ HK(Ω), if f∞ denotes the kernel interpolant of
(X, f |X), then
E∞(f, f∞) ≤ ChkX‖f‖Φ,ω. (3.3)
This is just a representative result, since more refined estimates can be given by exploiting
additional properties of the kernel, see [26, 21, 22]. We will consider typical examples later
on.
Statistical methods require that µ is a probability measure and all n sampling points
of X are drawn i.i.d. from µ. By controlling the Rademacher complexity of reproducing
kernel Hilbert spaces, a representative result from [18] and also Theorem 3 in [16], shows
that for probability exceeding 1− δ over the random draw of X, for each f ∈ HK(Ω), if f∞
denotes the kernel interpolant of (X, f |X),
E2(f, f∞) ≤ C
√
log(n/δ)n−1/4‖f‖Φ,ω. (3.4)
Both inequalities (3.3) and (3.4) show that, for sufficiently dense sampling sets, both
hkX and 1/n are small, and so is the plateau. We have chosen to present the material in
this subsection rather informally for several reasons. First, Eq(f, f∞) greatly depends on
f,Φ, ω,X, so it is impossible to cover every case that may be of interest. Second, the
convergence results in Theorem 3.1 and Corollary 3.2 are deterministic, so they hold for
general situations and we have presented the main ingredients on how to combine it with
existing bounds for Eq(f, f∞). Third, we will consider in detail two types of examples that
are particularly relevant to machine learning.
3.4 Kernel spaces have near optimal interpolants
In the previous subsections, we analyzed the generalization properties of minimum weighted
norm interpolation. One may be interested in other algorithms, so for this reasons, we focus
on an existence question: given samples of a target function, does there exist an interpolant
that is also a near optimal approximant?
There are negative and positive answers to this question. For instance, Runge’s phe-
nomenon is a classical example such that if the sampling set consists of uniformly spaced
points on an interval, then the extra interpolation constraints may impede optimal approx-
imation by algebraic polynomials.
The following theorem provides a positive answer to the previous question under the
assumption that f belongs to the RKHS associated with KΦ,ω, and the interpolants are
7
chosen from the span of Φp := {ϕk}pk=1. To obtain an idea of the fundamental limits, we
observe the simple lower bound,
inf
g∈span(Φp)
g=f on X
‖f − g‖L2µ(Ω) ≥ infh∈span(Φp) ‖f − h‖L2µ(Ω).
The below theorem establishes the reverse inequality up to a small additive constant and it
is proved in Appendix A.5.
Theorem 3.4. Assume Φ and ω are compatible, and X is sampling for Φ. Given any ε > 0
and f ∈ HKΦ,ω(Ω), there exist p < ∞ and g ∈ span(Φp) such that g interpolates f on X
and
‖f − g‖L2µ(Ω) ≤ infh∈span(Φp) ‖f − h‖L2µ(Ω) + ε.
This theorem shows that both interpolation and near optimal approximation of functions
in reproducing kernel Hilbert spaces can be simultaneously achieved. However, it is purely
existential as the extremal function(s) cannot be computed directly from the proof.
4 Example: Fourier series
The main results of this section are proved in Appendix B and Appendix B.1 provides
overview of the organization of the proofs.
4.1 Isotropic Sobolev spaces
In this section, we concentrate on the Fourier case. Our domain is the d dimensional
torus Td := [0, 1)d with the uniform measure and usual ℓ2(Td) metric d(x, y)2 = ‖x−y‖22 :=
minn∈Zd
∑d
j=1 |xj−yj−nj|2.We consider the trigonometric orthonormal basis Φ = {ϕk}k∈Zd
where ϕk(x) := e
2πk·x and for each k ∈ Zd, and so f̂ is the usual Fourier coefficients of a
function f ∈ L2(Td).
To put this into the framework discussed in Section 2, we must impose an ordering on
Zd. We sort by ascending ℓ∞ norm and then break ties using the standard lexicographic
ordering. Consider a weight ω where ωk := (1 + 4π
2‖k‖22)s for some fixed natural number
s > d/2. We call this an (isotropic) Sobolev weight with smoothness parameter s. Following
the common abuse of notation, the reproducing kernel is KΦ,ω(x, y) = KΦ,ω(x− y) where
KΦ,ω(t) :=
∑
k∈Zd
(
1 + 4π2‖k‖22
)−s
e2πik·t.
Note the condition s > d/2 ensures that this series converges uniformly and absolutely. The
corresponding weighted norm is the usual Sobolev norm ‖ · ‖W s(Td), where
‖f‖2Φ,ω =
∑
k∈Zd
(
1 + 4π2‖k‖22
)s ∣∣f̂k∣∣2 =: ‖f‖2W s(Td).
Technically speaking, W s(Td) contains equivalence classes of functions and by the Sobolev
embedding theorem, each equivalence class has a representative in Cr,α(Td) where r + α =
s− d/2. When we write f ∈W s(Td), we refer to its Ho¨lder continuous representative.
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Our use of complex-valued functions in this section is purely for convenience of notation.
Since we will only consider interpolation and approximation of real-valued functions, the
trigonometric basis Φ can be equivalently rewritten in terms of sines and cosines, while the
kernel KΦ,ω can be expressed as a summation of cosines.
For any X ⊆ Td of cardinality n and arbitrary data y : X → C, the Lagrange interpolant
of (X, y) is a trigonometric polynomial with frequencies in {0, 1, . . . , n − 1}d. This shows
that every finite X is sampling for Φ. The following proposition summarizes some of our
findings.
Proposition 4.1. Let Φ be the trigonometric basis on Td and ω be a Sobolev weight with
smoothness parameter s > d/2. Then Φ and ω are compatible. Every finite X ⊆ Td is
sampling for Φ.
As discussed in Section 3, we need to upper bound for the plateau. Intuitively, we
do not expect this to be small unless the target function f that generates the samples y is
parsimonious with the weight ω and X is sufficiently dense. In the Sobolev case, minimizing
‖·‖Φ,ω promotes interpolants that are differentiable, so we only expect Eq(f, f∞) to be small
if f is also differentiable. The following theorem quantifies this intuition in terms of the
mesh norm and separation radius of X ⊆ Td, defined respectively as
hX := max
y∈Td
min
x∈X
‖x− y‖2, qX := 1
2
min
x,y∈X,x 6=y
‖x− y‖2. (4.1)
The proof is rather technical and requires several preparatory lemmas, which can be found
in Appendix B.4.
Theorem 4.2. Let Φ be the trigonometric basis on Td and ω be a Sobolev weight with
smoothness parameter s > d/2. There exist h > 0 such that for any finite set X ⊆ Td with
hX ≤ h and any f ∈ Cr(Td) with integer r > d/2, if fp denotes the minimum weighted norm
interpolant of (X, f |X) for each pX ≤ p ≤ ∞, then for each 1 ≤ q ≤ ∞, the generalization
error Eq(f, fp) converges to Eq(f, f∞) as p→∞, and
Eq(f, f∞) ≤ E∞(f, f∞) ≤


Ch
s−d/2
X ‖f‖W s(Td) if d2 < s ≤ r,
Ch
r−d/2
X
(hX
qX
)s−r
‖f‖Cr(Td) if d2 < r < s,
where C > 0 only depends on d, r, s.
It is important to mention that the second case only requires f ∈ Cr(Td), which is sig-
nificantly weaker than assuming f ∈ HK(Td) =W s(Td), thereby breaking the reproducing
kernel “barrier” that many standard results such as (3.3) and (3.4) suffer from. This theo-
rem tells us that the generalization error is largely controlled by hX to the min(r, s) − d/2
power. This agrees with our intuition as more sampling points and highly regular f should
lead to small generalization error. The ratio hX/qX ≥ 1 is large if X is irregular and
equals one for uniformly spaced sampling points. Usually practice, we interpret hX/qX as
a universal constant.
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4.2 Mixed Sobolev spaces
As seen in Theorem 4.2, interpolation of smooth functions in standard smoothness spaces
suffer from the curse of dimensionality. Indeed, if X consists of n approximately uniformly
spaced points, then hX is on the order of n
−1/d. In high dimensions, this leads to a poor
approximation rate, and we will momentarily see that it can be avoided by assuming f
belongs to a mixed Sobolev space.
Similar to the isotropic case, let Φ be the trigonometric basis for Td, µ be the uniform
measure on Td, and d be the usual ℓ2 metric on Td. Consider a weight ω such that ωk :=∏d
j=1(1 + 4π
2|kj |2)s for each k ∈ Zd and some fixed natural number s > 1/2. We call ω a
mixed Sobolev weight with smoothness parameter s. The reproducing kernel is
KΦ,ω(t) :=
∑
k∈Zd
d∏
j=1
(1 + 4π2|kj |2)−se2πik·t.
This sum converges uniformly and absolutely due to the assumption s > 1/2. The corre-
sponding weighted norm is the mixed Sobolev norm ‖ · ‖W s
mix
(Td) where
‖f‖2Φ,ω =
∑
k∈Zd
( d∏
j=1
(1 + 4π2|kj |2)−s
)
|f̂(k)|2 =: ‖f‖2W s
mix
(Td).
In the spatial domain, f ∈ W smix(Td) for s > 1/2 implies f has a continuous representative
and ∂αf ∈ L2(Td) for all αj ≤ s.
The following proposition provides an error estimate for kernel interpolation of mixed
Sobolev functions and its proof is contained in Section B.5.
Proposition 4.3. Let Φ be the trigonometric basis for Td and ω be a mixed Sobolev weight
with parameter s > 1/2. There exists h > 0 such that for all finite X ⊆ Td with hX ≤ h and
any f ∈ W smix(Td) with s > 1/2, if fp denotes the minimum weighted norm interpolant of
(X, f |X) for each pX ≤ p ≤ ∞, then for each 1 ≤ q ≤ ∞, the generalization error Eq(f, fp)
converges to Eq(f, f∞) as p→∞, and
Eq(f, f∞) ≤ E∞(f, f∞) ≤ ChdsX ‖f‖W s
mix
(Td),
where C > 0 only depends on d, s.
We see that if hX is on the order of n
−1/d, then the generalization error decays on the
order of n−s. It is also interesting to note that the interpolant allows for irregular sampling
sets X and can be numerically computed, whereas the classical Smolyak algorithm for
reconstructing functions in mixed Sobolev spaces require special sampling points, see [8]
and references therein.
4.3 Numerical illustration
The primary goal of this section is to validate and illustrate our theory for a concrete
example. We consider the classical Runge function,
f(x) :=
1
1 + 100x2
, x ∈
[
− 1
2
,
1
2
]
.
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To avoid sampling sets with special structures, suppose X = {xk}nk=1 is a set of n points
chosen i.i.d. from the uniform measure on [−1/2, 1/2]. For each realization of X and real
paramter s ≥ 0, we let fp be the trigonometric polynomial of degree at most p chosen
according to the following procedure:
• If p ≤ n, then let fp minimize the ℓ2 sample error; so fp is the least squares solution.
• If p > n, then let fp be the minimum W s(T) norm interpolant of (X, f |X), where the
s = 0 case corresponds to the usual L2(T) norm.
Both algorithms are naturally related to each other. It is natural to use the least squares
solution for the under-parameterized regime because, as shown in Appendix D, the least
squares solution uses the pseudo-inverse instead of an inverse to perform the interpolation.
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Figure 1: The left figure is a plot of the generalization error for the least squares solutions
in the under-parameterized regime (black) and the minimum W s(T) norm interpolant for
s = 0, 1, 2, 3, 4 (blue, red, yellow, purple, green) in the over-parameterized regime as the
number of parameters p varies. The results are averaged over 100 random realizations of a
sampling set consisting of n = 31 points drawn independently from the uniform measure on
[0, 1]. The right figure displays the p = 79 minimum L2(T) (red) and W 1(T) (purple) norm
interpolants of the Runge function (blue) given 31 randomly selected samples (green).
The left plot in Figure 1 shows the generalization error for several choices of smoothness
parameters s, as a function of p. Here, n = 31 random samples are drawn and the results
are averaged over 100 realizations of the sampling set. These error curves exhibit the
typical double descent shape. In the under and exactly parameterized case p ≤ n, the
error follows a classical “U” shaped curve with minimum attained for some p < n, which is
consistent with classical bias-variance theory. In the over parameterized regime p > n, the
generalization error behaves differently depending on the choice of weight which is specified
by the parameter s. We see that the over parameterized minimum norm interpolants for
s = 2, 3, 4 perform better than the optimally chosen under parameterized interpolant.
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The right plot in Figure 1 serves to explain why minimum (unweighted) L2(T) norm
interpolation yields poor generalization. As depicted in red, the interpolant oscillates wildly
because it interpolates the samples while also having a small L2(T) norm. On the other
hand, while the p = 79 minimum W 1(T) norm solution is not optimal either, it is much
smoother as expected.
5 Example: spherical harmonics
5.1 Generic positive-definite kernels
In this section, we study the spherical harmonics basis. Let µ be the (un-normalized) surface
measure of the d− 1 dimensional unit sphere Sd−1 embedded in Rd, where d ≥ 3. We equip
Sd−1 with the usual metric ρ(x, y) defined as the smallest angle between the vectors x and
y on the great circle containing them, so that cos(d(x, y)) = x · y.
A spherical harmonic of order ℓ ≥ 0 is the restriction to Sd−1 of a homogeneous, harmonic
polynomial in Rd of degree ℓ. The collection of spherical harmonics of order ℓ forms a Nℓ
dimensional subspace, where
N0 := 1, Nℓ :=
(2ℓ+ d− 2)(ℓ+ d− 3)!
ℓ!(d− 2)! =
2ℓ+ d− 2
ℓ
(
ℓ+ d− 3
ℓ− 1
)
for ℓ ≥ 1.
Let {Yℓ,m}Nℓm=1 be any choice of a L2(Sd−1) orthonormal basis for the subspace of spherical
harmonics of order ℓ. We consider the orthonormal basis,
Φ := {Yℓ,m : ℓ ≥ 0, 1 ≤ m ≤ Nℓ}.
We have chosen to index the basis functions using (ℓ,m) instead of Z since it is more
convenient in this context, and we order (ℓ,m) by the lexicographic ordering of N2. Any
f ∈ L2(Sd−1) can be expanded as
f =
∞∑
ℓ=0
Nℓ∑
m=1
f̂ℓ,mYℓ,m, f̂ℓ,m :=
∫
Sd−1
f(x)Yℓ,m(x) dµ(x).
In this section, we consider weights ω indexed by (ℓ,m) that only depend on ℓ; that is,
ωℓ,m = ωℓ for all 1 ≤ m ≤ Nℓ and ℓ ≥ 0. Hence, we also only consider kernels of the form
KΦ,ω(x, y) =
∞∑
ℓ=0
ω−1ℓ
Nℓ∑
m=1
Yℓ,m(x)Yℓ,m(y).
We say K is an inner product kernel on the sphere, if it is of the form K(x, y) = K(x · y)
for some K : [−1, 1] → R. The following proposition gives tight sufficient conditions such
that the spherical harmonics Φ and appropriate ω satisfy our main assumptions. Its proof
can be found in Appendix C.1.
Proposition 5.1. Let ω := {ωℓ}∞ℓ=0 and assume there exist C > 0 and s > d − 1 such
that ωℓ ≥ Cℓs for all sufficiently large ℓ. The spherical harmonics Φ and weight ω are
compatible, and KΦ,ω is a strictly positive-definite inner product kernel on S
d−1. Any finite
set X ⊆ Sd−1 is sampling for Φ.
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There is a natural definition of a Sobolev space on spheres. Throughout this section,
we let λℓ := ℓ(ℓ + d − 2), which is an eigenvalue of the Laplace-Beltrami operator ∆ on
the space of ℓ-th degree spherical harmonics. The s-th order Sobolev norm on the sphere
is defined as
‖f‖2W s(Sd−1) :=
∞∑
ℓ=0
(1 + λℓ)
s|f̂ℓ,m|2 := ‖(I −∆)s/2f‖2L2(Sd−1).
Thus, if ωℓ ∼ (1 + λℓ)r ∼ ℓ2r, then the weighted norm ‖ · ‖Φ,ω is equivalent to ‖ · ‖W r(Sd−1).
Since the Laplace-Beltrami operator is a second order derivative, C2r(Sd−1) consists of all
f such that ∆2rf is continuous and its norm is
‖f‖C2r(Sd−1) := ‖f‖C(Sd−1) + ‖∆rf‖C(Sd−1).
The mesh norm and separation radius of X ⊆ Sd−1 are defined respectively as
hX := max
y∈Sd−1
min
x∈X
d(x, y), qX :=
1
2
min
x,y∈X,x 6=y
d(x, y). (5.1)
We have the following approximation rate for kernel interpolation on the sphere.
Theorem 5.2. Let Φ be the spherical harmonic basis for Sd−1 and ω := {ωℓ}∞ℓ=0 such that
ωℓ ∼ ℓ2s for some real s > (d − 1)/2. For all f ∈ C2r(Sd−1) and finite X ⊆ Sd−1, if fp
denotes the minimum weighted norm interpolant of (X, f |X) for each pX ≤ p ≤ ∞, then
for each 1 ≤ q ≤ ∞, the generalization error Eq(f, fp) converges to Eq(f, f∞) as p → ∞,
and
E∞(f, f∞) ≤


Ch
s−(d−1)/2
X ‖f‖W s(Sd−1) if d−12 < s ≤ 2r,
C
(hX
qX
)s−2r
h
2r−(d−1)/2
X ‖f‖C2k(Sd−1) if d−12 < 2r < s,
where C > 0 only depends on d, r, s.
We omit the theorem’s proof since it is a summary of known results. The convergence
of Eq(f, fp) to Eq(f, f∞) follows from Corollary 3.2, and Proposition 5.3. As for the upper
bounds on E∞(f, f∞), the first case s ≤ 2r is the typical estimate derived from RKHS
theory where the function belongs to the RKHS due to f ∈ C2r(Sd−1) ⊆ W s(Sd−1), see
Proposition 2.1 in [21]. The second case 2r < s is Theorem 3.2 in [21]. Similar to Theorem
4.2, the ratio hX/qX quantifies how irregularly spaced the sampling set is.
5.2 Neural tangent kernels
It was recently discovered in [15] that for appropriately normalized, initialized, and over-
parameterized fully connected neural networks with ReLU activation, under the infinite
width limit, the function represented by the neural network can be described in terms the
so-called neural tangent kernel (NTK). It is a positive-definite kernel on Sd−1. A remarkable
property is that the training process for a short duration can be described in terms of this
kernel. Consequently, there has been significant interest in studying the neural tangent
kernel in order to gain theoretical insights into the performance of neural networks.
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An explicit formula for the NTK corresponding to two layer neural networks with ReLU
activation was derived in [13, 10]. For our purposes, we forego its formula and instead work
with its Mercer decomposition, which was derived in [7]. There, it was shown that for some
Cd > 0 depending only on d, the NTK denoted Ktan(x, y) has the absolutely and uniformly
convergent series expansion
Ktan(x, y) =
∑
ℓ=0,1
σ−1ℓ
Nℓ∑
m=1
Yℓ,m(x)Yℓ,m(y) +
∑
even ℓ≥2
σ−1ℓ
Nℓ∑
m=1
Yℓ,m(x)Yℓ,m(y), (5.2)
where σ0, σ1 > 0 and σℓ ∼ Cdℓd for all ℓ ≥ 2 and even. We refer to any σ satisfying these
conditions as a NTK weight. In view of this result, we define the NTK spherical harmonics
as
Φ := Φtan := {Yℓ,m : ℓ = 0, 1 or ℓ ≥ 2 and even, 1 ≤ m ≤ Nℓ}.
In our notation, Ktan = KΦ,σ. The RKHS associated with the NTK is
HKtan(S
d−1) =
{
f ∈ span{Φtan} : ‖f‖2HKtan (Sd−1) :=
∑
ℓ : σℓ>0
Nℓ∑
m=1
σℓ|f̂ℓ,m|2 <∞
}
.
For fixed dimension, λℓ = ℓ(ℓ + d − 2) ∼ ℓ2, so HKtan(Sd−1) is equivalent to W d/2(Sd−1).
By the Sobolev embedding theorem, functions in the RKHS associated with the NTK are
necessarily Ho¨lder continuous of order d/2 − (d− 1)/2 = 1/2.
Our first observation is that while Ktan is positive-definite, it is not strictly positive-
definite on the unit sphere. In a nutshell, the reason is that λℓ = 0 for all odd ℓ ≥ 2 and
Yℓ,m is even (resp. odd) whenever ℓ is even (resp. odd), so HKtan(S
d−1) does not contain
many odd functions. The following proposition is proved in Appendix C.2.
Proposition 5.3. The neural tangent kernel Ktan is not strictly positive-definite on S
d−1.
From an interpolation perspective, this is a negative result because there exist data
points (X, y) that cannot be interpolated using the NTK. However, there is a simple way to
avoid these issues. We say X ⊆ Sd−1 has at most k symmetric points if there exist at most
k distinct pairs (x,−x) such that (x,−x) ∈ X × X. The following is proved in Appendix
C.3.
Proposition 5.4. Let Φ be the NTK spherical harmonics and ω be any NTK weight. Then
Φ and ω are compatible. Any finite set X ⊆ Sd−1 with at most d symmetric points is
sampling for Φ.
We end this subsection with a theorem regarding the approximation quality of the NTK
interpolant of a function. The theorem is proved in Appendix C.4.
Theorem 5.5. Let Φ be the NTK spherical harmonics and ω be any NTK weight. For all
f ∈ C2r(Sd−1) with f ∈ span(Φ) and any finite set X ⊆ Sd−1 with at most d symmetric
points, if fp denotes the minimum weighted norm interpolant of (X, f |X) for each pX ≤ p ≤
14
∞, then for each 1 ≤ q ≤ ∞, the generalization error Eq(f, fp) converges to Eq(f, f∞) as
p→∞, and
E∞(f, f∞) ≤


Ch
1/2
X ‖f‖W d/2(Sd−1) if d2 ≤ 2r,
C
(hX
qX
)d/2−2r
h
2r−(d−1)/2
X ‖f‖C2k(Sd−1) if d−12 < 2r < d2 .
where C > 0 only depends on d, r.
This result is rather disappointing as it shows that interpolation with the NTK suffers
from a slow rate of approximation. This is perhaps because the NTK studied here corre-
sponds to a two-layer network and it has been shown that deeper networks enjoy superior
approximation qualities [19].
A Proofs for Section 3
A.1 Preparation
When Φ and ω are fixed, to simplify the presentation, let K := KΦ,ω and Kp(x, y) :=∑p
k=1 ω
−1
k ϕk(x)ϕk(y) be its truncation. Fix any finite X = {xj}nj=1 ⊆ Ω and p ≥ 1, let
Kp and K be square symmetric matrices containing the values of Kp and K evaluated on
X×X, respectively. Let Ap denote the p×n matrix where (Ap)j,k = ϕj(xk) and W denote
the n×n diagonal matrix Wj,j = ω−1j . A direct calculation shows that Kp = AtpWAp. We
also define the quantities
CK := sup
x∈Ω
K(x, x) αp := sup
x,y∈Ω
∣∣K(x, y)−Kp(x, y)∣∣.
Note that αp converges to zero when Φ and ω are compatible.
Lemma A.1. Assume Φ and ω are compatible and X is sampling for Φ. For each p ≥ pX ,
Ap is injective and Kp is invertible.
Proof. Due to the assumption that X is sampling for Φ and p ≥ pX , for each u ∈ Rn,
let f ∈ span{ϕk}pk=1 such that f(xk) = uk for each 1 ≤ k ≤ n. Letting f̂ ∈ Rp be the
coefficients of f , since f interpolates u, we have Atpf̂ = u. Since u is arbitrary, this shows
that Atp is surjective and hence Ap is injective. Using the decomposition Kp = A
t
pWAp
and that W is a diagonal positive matrix, we see that Kp is invertible.
Lemma A.2. Assume Φ and ω are compatible, and X is sampling for Φ. Given any data
(X, y), for each pX ≤ p ≤ ∞, the minimum norm interpolant fp of (X, y) has an explicit
formula,
fp(x) =
n∑
k=1
Kp(x, xk)
(
K−1p y
)
k
,
Proof. For each f ∈ span{ϕk}pk=1, let f̂ ∈ Rp be the coefficients of f in the Φ basis. Then
f̂p = argmin
{‖W−1/2u‖2 : Atpu = y},
= W1/2 argmin
{‖u‖2 : AtpW1/2u = y}.
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By Lemma A.1, AtW is surjective. Then we have
f̂p = W
1/2(AtpW)
†y = WAp(AtWAp)−1y = ApK−1p y.
Consequently, representing f in terms of its basis coefficients, for each x ∈ Ω,
fp(x) =
p∑
j=1
(f̂p)jϕj(x) =
p∑
j=1
n∑
k=1
ω−1j ϕj(xk)(K
−1
p y)kϕj(x) =
n∑
k=1
Kp(x, xk)(K
−1
p y)k.
A.2 Proof of Proposition 3.3
Proof. Fix compatible Φ and ω, finite set X = {xk}nk=1 ⊆ Ω, and any p ≥ pX . By the
absolute and uniform convergence of the series defining K := KΦ,ω, for each non-zero
c ∈ Rn, we have
n∑
j=1
n∑
k=1
K(xj, xk)cjck =
∞∑
j=1
ω−1j
∣∣∣ n∑
k=1
ckϕj(xk)
∣∣∣2 ≥ p∑
j=1
ω−1j |(Apc)j |2 > 0.
The last inequality follows injectivity of Ap, which is shown in Lemma A.1. This verifies
that K is strictly positive-definite on Ω.
Since Φ and ω are compatible, notice that for each x ∈ Ω, by orthogonality of Φ, we
have
‖K(x, ·)‖2L2µ(Ω) =
∞∑
k=1
ω−2k |ϕk(x)|2 ≤ ‖ω−1‖∞ K(x, x) <∞.
By Proposition 1 in [25], since K(x, ·) ∈ L2µ(Ω) for each x ∈ Ω and K ∈ L2µ×µ(Ω × Ω) by
assumption, the integral operator associated with K,
TKf(x) :=
∫
Ω
K(x, y)f(y) dy,
is positive and compact on L2(Ω). By the spectral theorem, TK admits a countable or-
thonormal basis of eigenfunctions for L2µ(Ω). A direct calculation shows that all nonzero
eigenvalues are precisely ω−1 with corresponding eigenfunctions Φ. It follows from standard
RKHS theory that ‖f‖HK(Ω) = ‖f‖Φ,ω for all f ∈ HK(Ω).
The kernel interpolant defined in (3.2) has the smallest RKHS norm among all inter-
polants of (X, y). See Theorem 13.2 in [26], and it can be directly proved by modifying
the argument in Lemma A.2. Since ‖ · ‖HK(Ω) = ‖ · ‖Φ,ω, this implies f∞ is also the kernel
interpolant.
A.3 Proof of Theorem 3.1
Proof. We denote the sampling set by X = {xk}nk=1 and let K := KΦ,ω. From Lemma A.2
and Proposition 3.3, we have explicit formulas for fp and f∞,
fp(x) =
n∑
k=1
Kp(x, xk)(K
−1
p y)k, f∞(x) =
n∑
k=1
Kp(x, xk)(K
−1y)k.
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From here, we use triangle and Cauchy-Schwarz inequalities to obtain,
‖fp − f∞‖Lqµ(Ω)
=
∥∥∥ n∑
k=1
K(·, xk)(K−1y −K−1p y)k +
n∑
k=1
(
K(·, xk)−Kp(·, xk)
)
(K−1p y)k
∥∥∥
Lqµ(Ω)
≤
( n∑
k=1
‖K(·, xk)‖2Lqµ(Ω)
)1/2∥∥K−1 −K−1p ∥∥2‖y‖2
+
( n∑
k=1
‖K(·, xk)−Kp(·, xk)
∥∥2
Lqµ(Ω)
)1/2∥∥K−1p ∥∥2‖y‖2.
(A.1)
We first focus on the terms with Lqµ(Ω) norms. We start with the L2µ(Ω) estimates involving
K. By orthogonality of Φ and definition of αp, for each x ∈ Ω,
‖K(·, x)‖L2µ(Ω) =
( ∞∑
k=1
ω−2k |ϕk(x)|2
)1/2
≤ C1/2K
(
sup
k>p
ω−1k
)1/2
,
∥∥K(·, x)−Kp(·, x)∥∥L2µ(Ω) =
( ∞∑
k=p+1
ω−2k |ϕk(x)|2
)1/2
≤ α1/2p
(
sup
k>p
ω−1k
)1/2
.
The L∞(Ω) estimates are more straightforward. For each x ∈ Ω, we use Cauchy-Schwarz
and the definition of αp to see that
‖K(·, x)‖L∞(Ω) ≤ C1/2K
(
K(x, x)
)1/2 ≤ CK , ∥∥K(·, x) −Kp(·, x)∥∥L∞(Ω) ≤ αp.
By log-convexity of the Lqµ(Ω) norm and the above estimates, for each 2 ≤ q ≤ ∞ and
x ∈ Ω,
‖K(·, x)‖Lqµ(Ω) ≤ C
1−1/q
K
(
sup
k>p
ω−1k
)1/q
,
∥∥K(·, x)−Kp(·, x)∥∥Lqµ(Ω) ≤ α1−1/qp
(
sup
k>p
ω−1k
)1/q
.
(A.2)
It remains to upper bound all terms involving the matrices K and Kp. Observe that∥∥K−1 −K−1p ∥∥2 = ∥∥K−1p (Kp −K)K−1∥∥2
≤ ∥∥K−1p ∥∥2∥∥K−Kp∥∥2∥∥K−1∥∥2
≤ ∥∥K−1p ∥∥2∥∥K−Kp∥∥F∥∥K−1∥∥2 ≤ αpn∥∥K−1p ∥∥∥∥K−1∥∥2,
(A.3)
where ‖ · ‖F is the Frobenius norm. Combining inequalities (A.1), (A.2), and (A.3) shows
that for each p ≥ pX and 2 ≤ q ≤ ∞, we have
‖fp − f∞‖Lqµ(Ω) ≤
(
C
1−1/q
K αpn
∥∥K−1∥∥
2
+ α1−1/qp
)(
sup
k>p
ω−1k
)1/q
n1/2
∥∥K−1p ∥∥2‖y‖2. (A.4)
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To see why this inequality implies that fp converges to f∞ in L
q
µ(Ω), notice that αp converges
to zero, ‖K−1p ‖2 converges to ‖K−1‖2 due to Weyl’s inequality and our above upper bound
on ‖K−Kp‖2,
λmin(Kp) ≥ λmin(K)− ‖K−Kp‖2 ≥ λmin(K)− αpn,
and all the other terms are independent of p. This proves the theorem for 2 ≤ q ≤ ∞.
Under the additional assumption that µ(Ω) < ∞, the same conclusion holds for the
range 1 ≤ q < 2. To see why, the key observation is that for any x, y ∈ Ω, by Cauchy-
Schwarz,
|K(x, y)| ≤
( ∞∑
k=1
ω−1k |ϕk(x)|2
)1/2( ∞∑
k=1
ω−1k |ϕk(y)|2
)1/2
≤
(
K(x, x)K(y, y)
)1/2
and likewise,
|K(x, y)−Kp(x, y)| ≤
(
K(x, x)−Kp(x, x)
)1/2(
K(y, y)−Kp(y, y)
)1/2
≤ αp.
Using these inequalities and that µ(Ω) <∞, for each x ∈ Ω,
‖K(·, x)‖L1µ(Ω) ≤
∫
Ω
(
K(x, x)K(y, y)
)1/2
dµ(y) ≤ CKµ(Ω),∥∥K(·, x)−Kp(·, x)∥∥L1µ(Ω) ≤ α1/2p µ(Ω).
The rest follows by repeating the same argument.
A.4 Proof of Corollary 3.2
Proof. By the triangle inequality, we obtain∣∣Eq(f, f∞)− Eq(f, fp)∣∣ = ∣∣∣ ∥∥f − f∞∥∥Lqµ(Ω) − ∥∥f − fp∥∥Lqµ(Ω)
∣∣∣ ≤ ‖f∞ − fp‖Lqµ(Ω).
The proof is completed once we use Theorem 3.1.
A.5 Proof of Theorem 3.4
Proof. Let X = {xj}nk=1 ⊆ Ω, and define h to be the L2µ projection of f onto the subspace
span(Φp). Let u ∈ Rn be the vector with entries uk := f(xk) − h(xk), which contains the
errors between f and h on the sampling set. Fix p ≥ pX which will be chosen sufficiently
large later. From the proof of Proposition 3.3, the matrix K−1p is invertible. We define the
function,
gp :=
n∑
k=1
Kp(·, xk)
(
K−1p u
)
k
.
Our desired function is g := h + gp. Indeed, by construction, g interpolates f on X, is a
linear combination of Kp(·, xk) which implies g ∈ span(Φp), and
‖f − g‖L2µ(Ω) ≤ ‖f − h‖L2µ(Ω) + ‖gp‖L2µ(Ω) = infh∈span(Φp) ‖f − h‖L2µ(Ω) + ‖gp‖L2µ(Ω).
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It remains to show that ‖gp‖L2µ(Ω) tends to zero as p goes to infinity. By Cauchy-Schwarz,
‖gp‖L2µ(Ω) ≤ n1/2
∥∥K−1p ∥∥2(
n∑
k=1
‖Kω,p(·, xk)‖2L2µ
)1/2
‖u‖∞.
To bound the ‖u‖∞ term on the right hand side, we use the definition of L2µ projection and
Cauchy-Schwarz to obtain,
‖u‖∞ ≤ max
1≤j≤n
( ∞∑
k=p+1
|ϕk(xj)|2ω−1k
)1/2( ∞∑
k=p+1
|f̂k|2ωk
)1/2
≤ α1/2p
( ∞∑
k=p+1
|f̂k|2ωk
)1/2
,
where the last inequality uses that
max
1≤j≤n
∞∑
k=p+1
ω−1k |ϕk(xj)|2 = max1≤j≤n
(
K(xj, xj)−Kp(xj, xj)
)
≤ αp.
Combining the above inequalities yields
‖gp‖L2µ(Ω) ≤ (αpn)1/2
∥∥K−1p ∥∥2(
n∑
k=1
∥∥Kω,p(·, xk)∥∥2L2µ(Ω)
)1/2( ∞∑
k=p+1
|f̂k|2ωk
)1/2
.
We claim the right hand side tends to zero as p → ∞. Indeed, we have convergence
of λmin(Kp) to λmin(K) (as shown in the proof of Theorem 3.1) and ‖Kp(·, xk)‖L2µ to
‖K(·, xk)‖L2µ in view of the Lebesgue dominated convergence theorem. Recall that αp
converges to zero and so does
∑
k>p |f̂k|2ωk, since f ∈ HK(Ω) by assumption. Hence, for
all ε > 0, there exists p sufficiently large such that ‖gp‖L2µ(Ω) ≤ ε.
B Proofs for Section 4
B.1 Preparation
Proofs of the main theorems in Section 4 are rather technical and build upon core ideas from
the kernel interpolation literature. There are two distinctive steps. The first is an error
estimate between f and its kernel interpolant f∞ under the assumption that f ∈ HK(Ω).
This follows classical work which can be traced back to [27]. Since f ∈ HK(Ω) is a rather
strong regularity assumption, the second step weakens this to Sobolev spaces with less
smoothness by following the techniques developed in [21, 22].
Let us briefly review some notation. We let Ck(Td) be the space of k-times continuously
differentiable functions on Td with the usual norm ‖ · ‖Ck(Ω), and Ck,α(Ω) be the space of
f ∈ Ck(Ω) such that all k-th order derivatives of f are Ho¨lder continuous with parameter
α. We follow the usual convention for partial derivatives: for a multi-index α ∈ Nd, we let
|α| = α1 + · · ·+ αd and ∂αx = ∂α1x1 · · · ∂αdxd .
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B.2 Lemmas for the first step
The first step is to prove an analogue of Theorem 11.11 in [26], which provides an error
estimate for kernel interpolation of data on Euclidean subsets by exploiting the kernel’s
smoothness. Its proof uses general facts about positive-definite kernels and controls the
error locally using Taylor approximation and local reproduction of polynomial coefficients.
The analogous statement holds for kernels on Td by identifying it with the unit cube in Rd
and performing the error estimates locally, and it can also be generalized to functions in
Ho¨lder spaces.
Lemma B.1. Let K be a strictly positive-definite kernel on Td of the form K(x, y) =
K(x− y) and assume K ∈ Cs,α(Td) for some natural number s and 0 < α < 1. There exist
h > 0 and C > 0 such that for all finite X ⊆ Td with hX ≤ h and f ∈ HK(Td), the kernel
interpolant f∞ of (X, f |X) satisfies
‖f − f∞‖L∞(Td) ≤ Ch(s+α)/2X ‖f‖HK(Td).
Proof. From Theorems 11.4 and 11.9 in [26], there exist C > 0, c > 0, and h > 0 such that
if hX ≤ h, then for any algebraic polynomial Q restricted to the unit cube,
‖f − f∞‖L∞(Td) ≤ C‖K −Q‖1/2L∞(B(0,chX ))‖f‖HK(Td),
where B(0, chX ) is the ball of radius chX centered at the origin. Let Q be the s-th degree
Taylor polynomial of K expanded around zero. Using the integral form for the remainder
and performing some algebraic manipulations, we obtain
K(x) =
∑
|β|≤s−1
∂βK(0)
β!
xβ +
∑
|β|=s
xβ
β!
∫ 1
0
s(1− t)s−1∂βK(tx) dt
= Q(x) +
∑
|β|=s
xβ
β!
(∫ 1
0
s(1− t)s−1∂βK(tx) dt− ∂βK(0)
)
.
Since
∫ 1
0 s(1− t)s−1 dt = 1, by the Ho¨lder continuity of K, we obtain
|K(x)−Q(x)| ≤
∑
|β|=s
‖x‖s2
β!
(∫ 1
0
s(1− t)s−1
∣∣∂βK(tx)− ∂βK(0)∣∣ dt)
≤
∑
|β|=s
‖x‖s2
β!
(∫ 1
0
s(1− t)s−1tα‖x‖α dt
)
≤
∑
|β|=s
‖x‖s+α2
β!
.
We specialize to x ∈ B(0, chX ) to complete the proof.
By using this lemma, we obtain an immediate consequence for isotropic Sobolev kernels.
Proposition B.2. Let Φ be the trigonometric basis for Td, ω be a Sobolev weight with
smoothness parameter s > d/2, and K := KΦ,ω. There exist h > 0 and C > 0 such that
for all finite X ⊆ Td with hX ≤ h and f ∈ W s(Td), the kernel interpolant f∞ of (X, f |X)
satisfies
‖f − f∞‖L∞(Td) ≤ Chs−d/2X ‖f‖W s(Td).
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Proof. Since the RKHS norm is the W s(Td) norm, the result follows immediately from
Lemma B.1 once we prove that K ∈ Cr,α(Td) where r + α = 2s − d and 0 ≤ α < 1. A
standard argument shows that ∂βK exists for each multi-index β such that |β| = r. To
prove that ∂βK for each |β| = r is Ho¨lder continuous of order α, it suffices to prove that it
belongs to an appropriate Besov space which in turns embeds into the desired Ho¨lder space.
For all sufficiently large m ≥ 1, we have∑
2m≤‖k‖2≤2m+1
|∂̂βK(k)| ≤
∑
2m≤‖k‖2≤2m+1
(1 + 4π2‖k‖22)−s(2π‖k‖2)r
≤ C
∑
2m≤‖k‖2≤2m+1
‖k‖−2s+r2 = Cd2−mα.
This proves that ∂βK is Ho¨lder continuous of order α.
B.3 Lemmas for the second step
The second step is to remove the strong assumption that f ∈ HK(Ω) in Proposition B.2.
The strategy for doing so is inspired by the papers [21, 22]. It turns out that we find a
near optimal approximation gm of f from a finite dimensional subspace that equals f on
the sampling set, and gm will be highly helpful for our analysis.
The finite dimensional subspaces spanned by the basis functions are played by trigono-
metric polynomials with ℓ∞ degree at most m ≥ 1, defined as
Pm(T
d) :=
{
f : Td → C, f(x) =
∑
‖k‖∞≤m
f̂(k) e2πik·x
}
.
We let C(Td)∗ be the set of all continuous linear functionals on C(Td) with the usual norm
‖ · ‖C(Td)∗ . For each x ∈ Td, let δx ∈ C(Td)∗ be the Dirac delta such that δx(f) := f(x) for
each f ∈ C(Td). For a fixed finite set X ⊆ Td, let ZX denote the set of all complex linear
combinations of δx where x ∈ X. We equip Pm(Td) with the sup-norm and view it as a
subspace of C(Td) norm and so C(Td)∗ ⊆ Pm(Td)∗. The following lemma is Proposition
3.1 in [22] specialized for our case.
Lemma B.3. Let X ⊆ Td be a finite set and m ≥ 1. Suppose there exists C > 1 such
that ‖ℓ‖C(Td)∗ ≤ C‖ℓ‖Pm(Td)∗ for each ℓ ∈ ZX . Then for each f ∈ C(Td), there exists
g ∈ Pm(Td) such that ℓ(f) = ℓ(g) and
‖f − g‖L∞(Td) ≤ (1 + 2C) inf
h∈Pm(Td)
‖f − h‖L∞(Td).
Approximation by single variable trigonometric polynomials is classical and the multi-
dimensional case is similar. Define the one-variable trigonometric function
Lm,r(x) := Cm,r
(sin ((⌊mr ⌋+ 1)x/2)
sin
(
x/2
) )2r,
where Cm,r > 0 is a normalization factor chosen so that
∫ 1/2
−1/2 Lm,r(x) dx = 1. It can be
verified that Jf,m,r is a single variable trigonometric polynomial of degree at most mr.
21
Slightly abusing notation, we also let Lm,r ∈ Pm(Td) be defined as a tensor product,
Lm,r(x) := Lm,r(x1) · · ·Lm,r(xd) and for a continuous f on Td, let
Jm,r(f)(x) :=
∫
[0,1]d
Lm,r(y)
r+1∑
k=1
(−1)k
(
r + 1
k
)
f(x− ky) dy. (B.1)
Theorem 4.3 in [24] is a multi-variable extension of the classical Jackson’s inequality, and
the following lemma is a special case of the referenced result.
Lemma B.4. For each integer r ≥ 1, there exists a constant C > 0 depending only on r
and d such that for any f ∈ Cr,α(Td),
inf
h∈Pm(Td)
‖f − h‖L∞(Td) ≤ ‖f − Jm,r(f)‖L∞(Td) ≤ Cm−(r+α)‖f‖Cr,α(Td).
Employing the previous lemmas enables us to prove that there exists a trigonometric
interpolant that is also a near optimal approximation.
Lemma B.5. Let X ⊆ Td be a finite set. There exists a constant C > 0 depending only on
d such that for all m ≥ C/qX and g ∈ C(Td), there exists gm ∈ Pm(Td) such that g = gm
on X
‖g − gm‖L∞(Td) ≤ 2 inf
h∈Pm(Td)
‖g − h‖L∞(Td).
Proof. Let X = {xk}nk=1 and ℓ =
∑n
k=1 akδxk ∈ ZX where ak 6= 0 for each k. Consider
h ∈ C∞(Td) such that ‖h‖L∞(Td) = 1, its first order partial derivatives are uniformly
bounded by C/qX for some universal constant C > 0, and h(xk) = ak/|ak| for each k. For
instance, if η denotes a smooth cutoff function supported in a ball centered at the origin of
radius no larger than qX/2 and η(0) = 1, then h(x) =
∑n
k=1 η(x − xk)ak/|ak| satisfies the
claimed properties. Clearly
‖ℓ‖C(Td)∗ =
n∑
k=1
|ak| = ℓ(h).
By Lemma B.4, there exists a constant C > 0 depending only on the dimension d such that
for each m ≥ 3C/qX , there exists a trigonometric polynomial hm ∈ Pm(Td) such that
‖h− hm‖C(Td) ≤
C
mqX
=
1
3
.
It is important to mention that this only depends on the Lipschitz constant of h, which
in turn only depends on X and not the coefficients a. In particular, we have ‖h‖C(Td) ≤
‖hm‖C(Td) + ‖h− hm‖C(Td) ≤ 1 + 1/3 = 4/3 and
‖ℓ‖C(Td)∗ = |ℓ(h)| ≤ |ℓ(h− hm)|+ |ℓ(h)|
≤ ‖ℓ‖C(Td)∗‖h− hm‖C(Td) + ‖ℓ‖Pm(Td)∗‖h‖C(Td)
≤ 1
3
‖ℓ‖C(Td)∗ +
4
3
‖ℓ‖Pm(Td)∗ .
Rearranging this inequality and noting that it holds for all ℓ ∈ ZX shows that the hypothesis
of Lemma B.3 holds with C = 2, which completes the proof.
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B.4 Proof of Theorem 4.2
Proof. Since Proposition 4.1 showed that Φ and ω are compatible, and any finite X ⊆ Td is
sampling for Φ, the convergence of Eq(f, fp) to Eq(f, f∞) for each 1 ≤ q ≤ ∞ follows from
Corollary 3.2. Since µ(Td) = 1, we have the trivial inequality,
Eq(f, f∞) ≤ E∞(f, f∞).
It remains to prove the claimed upper bound for E∞(f, f∞). All constants below possibly
depend on d, r, s and their exact values may change from one line to another. In order to
simplify the notation, let K := KΦ,ω. Fix f ∈ Cr(Td) and any finite set X ⊆ Ω.
We first deal with the simpler case r ≥ s. Since RKHS norm associated with K is the
W s(Td) norm and f ∈ Cr(Td) implies f ∈ W s(Td), we can simply use Proposition B.2 to
see that if hX ≤ h, then
‖f − f∞‖L∞(Td) ≤ Chs−d/2X ‖f‖W s(Td).
This proves the first inequality of the theorem.
We next deal with the more interesting case that r < s. For each m ≥ C/qX sufficiently
large, let gm ∈ Pm(Td) be the function guaranteed by Lemma B.5. We will optimize over
m at the end of the proof. Since the kernel interpolant only depends on the data points
and f = gm on X, we have f∞ = IK(X, f |X) = IK(X, gm|X). Then
‖f − f∞‖L∞(Td) ≤ ‖f − gm‖L∞(Td) + ‖gm − IK(X, gm|X)‖L∞(Td). (B.2)
To upper bound the fist term on the right hand side of inequality (B.2), we use Lemmas
B.5 and B.4 to obtain
‖f − gm‖L∞(Td) ≤ C inf
h∈Pm(Td)
‖f − h‖L∞(Td) ≤ Cm−r‖f‖Cr(Td). (B.3)
For the second term on the right hand side of inequality (B.2), we simply use the reproducing
kernel error estimate given in Proposition B.2 since fm ∈ Pm(Td) ⊆W s(Td), and so,
‖gm − IK(X, gm|X)‖L∞(Td) ≤ Chs−d/2X ‖gm‖W s(Td) ≤ Chs−d/2X ms−r‖gm‖W r(Td). (B.4)
We next control ‖gm‖W r(Td). By triangle inequality,
‖gm‖W r(Td) ≤ ‖gm − Jm,r(f)‖W r(Td) + ‖Jm,r(f)‖W r(Td)
≤ Cmr‖gm − Jm,r(f)‖L2(Td) + C‖f‖W r(Td),
(B.5)
where we used that gm, Jm,r(f) ∈ Pm(Td) and a direct calculation of the Fourier coefficients
of Jm,r(f) in terms of f̂ via the definition (B.1) to see that ‖Jm,r(f)‖W r(Td) ≤ C‖f‖W r(Td).
Next, we use Lemma B.4 and equation (B.3) and to see that
‖gm − Jm,r(f)‖L2(Td) ≤ ‖f − gm‖L∞(Td) + ‖f − Jm,r(f)‖L∞(Td)
≤ Cm−r‖f‖Cr(Td) + Cm−r‖f‖Cr(Td).
(B.6)
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Thus, combining inequalities (B.2) – (B.6), using that m ≥ Cd/qX ≥ 1, and performing
some algebraic manipulations, we arrive at
‖f − IK,X(f)‖L∞(Td) ≤ Cm−r‖f‖Cr(Td) + Chs−d/2X ms−r‖f‖Cr(Td)
≤ Chs−d/2X ms−r‖f‖Cr(Td)
≤ Chr−d/2X hs−rX qr−sX ‖f‖Cr(Td).
B.5 Proof of Proposition 4.3
Proof. Since Proposition 4.1 shows that Φ and ω are compatible, and any finite X ⊆ Td
is sampling for Φ, the convergence of Eq(f, fp) to Eq(f, f∞) follows from Corollary 3.2. It
remains to prove the upper bound for E∞(f, f∞). The RKHS norm associated with K is the
W smix(T
d) norm. By Lemma B.1, the proposition is proved once we prove that K ∈ Cr,α(Td)
where r + α = 2ds − d and 0 ≤ α < 1. We first show that ∂βK exists for each |β| ≤ r. By
a standard argument, it suffices to prove that
∑
k∈Zd
d∏
j=1
(1 + 4π|kj |2)−s2π|kj |βj <∞.
We compare its tail with integral∫ ∞
1
∫
‖x‖∞=t
td−1
d∏
j=1
|xj |−2s+βj dxdt =
∫ ∞
1
t−2ds+|β|+d−1 dt.
The latter converges if |β| < d(2s − 1), which proves that K ∈ Cr(Td). Next, we need to
show that ∂βK for each |β| = r belongs to the appropriate Besov space. To this end, we
start with
∑
2m≤‖k‖2≤2m+1
|∂̂βK(k)| ≤
∑
2m≤‖k‖2≤2m+1
d∏
j=1
(1 + 4π2|kj |2)−s2π|kj |βj .
For large m ≥ 1, we compare with the integral∫
{2m≤‖x‖2≤2m+1}
d∏
j=1
|xj |−2s+βj dx ≤
∫
{2m/√d≤‖x‖∞≤2m+1}
d∏
j=1
|xj |−2s+βj dx,
where we used that {2m ≤ ‖x‖2 ≤ 2m+1} ⊆ {2m/
√
d ≤ ‖x‖∞ ≤ 2m+1}. Then we have∫
2m/
√
d≤‖x‖∞≤2m+1
d∏
j=1
|xj |−2s+βj dx ≤ Cd
d∏
j=1
∫ 2m+1
2m/
√
d
x
−2s+βj
j dxj
≤ Cd,s
d∏
j=1
2m(−2s+βj+1) = Cd,s2−mα.
This proves that ∂βK is Ho¨lder continuous of order α.
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C Proofs in Section 5
C.1 Proof of Proposition 5.1
Proof. Theorem 3.1 in [22] shows that for any finite set X ⊆ Sd−1 and data y defined on X,
there exists L sufficiently large (it suffices to take L ≥ CδX where C is a universal constant
and δX is the minimum separation of X) such that there exists f ∈ span{Yℓ,m : 0 ≤ ℓ ≤
L, 1 ≤ m ≤ Nℓ} that interpolates the data points (X, y). This proves that every finite X is
sampling for Φ.
For each ℓ ≥ 0, let Pℓ : [−1, 1] → R be the Legendre polynomial of degree ℓ with the
usual normalization Pℓ(1) = 1. We recall the addition formula, see Theorem 4.11 in [11],
Pℓ(x · y) = µ(S
d−1)
Nℓ
Nℓ∑
m=1
Yℓ,m(x)Yℓ,m(y), for all x, y ∈ Sd−1. (C.1)
By Proposition 4.15 in [11], ‖Pℓ‖L∞([−1,1]) ≤ 1 for each ℓ ≥ 0. Together with the addition
formula (C.1), for each L ≥ 0, we have
sup
x,y∈Sd−1
∣∣∣ L∑
ℓ=0
ω−1ℓ
Nℓ∑
m=1
Yℓ,m(x)Yℓ,m(y)
∣∣∣ ≤ 1
µ(Sd−1)
L∑
ℓ=0
Nℓ
ωℓ
.
For some Cd > 0 and all ℓ sufficiently large, we have Nℓ ≤ Cd ℓd−2 because
Nℓ =
2ℓ+ d− 2
ℓ
(
ℓ+ d− 3
ℓ− 1
)
=
(
2 +
d− 2
ℓ
)(ℓ+ d− 3)(ℓ+ d− 4) · · · ℓ
(d− 2)! .
Using the assumed growth condition on ωℓ, we see that
∑L
ℓ=0Nℓ/ωℓ ≤ Cd
∑L
ℓ=0 ℓ
d−2−s,
which converges uniformly as L→∞. This proves that Φ and ω are compatible.
We have established the formula,
K(x, y) =
∞∑
ℓ=0
ω−1ℓ
Nℓ∑
m=1
Yℓ,m(x)Yℓ,m(y) =
∞∑
ℓ=0
Nℓ
µ(Sd−1)ωℓ
Pℓ(x · y).
This shows that K(x, y) is an inner product kernel on the sphere and is positive definite by
Proposition 3.3.
C.2 Proof of Proposition 5.3
Proof. To prove that it is not strictly positive-definite, we provide an example of a set
X ⊆ Sd−1. Let n > d and pick any finite set X of the form X = {xj}2nj=1 = {aj}nj=1 ∪
{−aj}nj=1 ⊆ Sd−1. So X is a symmetric set of cardinality 2n. Let u : X → R be an odd
function which will be specified later. Since Yℓ,m is an even function for even ℓ and u is
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odd, we see that
2n∑
j,k=1
Ktan(xj , xk)u(xj)u(xk) =
∞∑
ℓ=0
σℓ
Nℓ∑
m=1
∣∣∣ 2n∑
j=1
Yℓ,m(xj)u(xj)
∣∣∣2
=
∞∑
ℓ=0
σℓ
Nℓ∑
m=1
∣∣∣ n∑
j=1
(
Yℓ,m(aj)u(aj) + Yℓ,m(−aj)u(−aj)
)∣∣∣2
= 4σ1
d∑
m=1
∣∣∣ n∑
j=1
Y1,m(aj)u(aj)
∣∣∣2.
Since d < n, there exists a nontrivial vector in the null space of the d × n matrix A :=
(Y1,m(aj))m,j . Thus, letting u(aj) be any such vector and defining u(−aj) = −u(aj) shows
that there exists a non-zero odd u : X → R for which the above quadratic form is zero.
C.3 Proof of Proposition 5.4
Proof. Compatibility of Φtan and σ follow immediately by the same argument given in the
proof of Proposition 5.1 since σℓ ∼ ℓd for all even ℓ.
It remains to prove that any finite X ⊆ Sd−1 with k ≤ d symmetric points is sampling
for Φtan. Let X = Y ∪ Z where Y has zero symmetric points and Z = {zj ,−zj}kj=1. Fix
any function u : X → R, and we will first interpolate the odd part of u on X1, namely, the
function w : Z → R where w(zj) := (u(zj)− u(−zj))/2 for each 1 ≤ j ≤ k. Since d ≥ k and
{Y1,m}dm=1 is a basis for all linear functions on Rd restricted to Sd−1, there exists
f ∈ span{Y1,m : 1 ≤ m ≤ N1 = d}
such that f = w on Z.
Next, we interpolate the data v : X → R defined as v := u − f |X . By construction, v
is even on Z since f |X = w is the odd part of u on Z. We next extend v to v˜ : X˜ → R,
where X˜ := Y ∪ (−Y ) ∪ Z, by the following rule. For each x ∈ Y let v˜(−x) = v(x). Thus,
X˜ is a symmetric set and v˜ is even. By slightly adapting the argument given in the proof
of Theorem 3.1 in [21] and using that Yℓ,m is an even function for each even ℓ, there exists
g ∈ span{Yℓ,m : ℓ is even , 1 ≤ m ≤ Nℓ}
such that g = v˜ on X˜. In particular, g = v on X.
Finally, the desired interpolant is f + g. This shows that for arbitrary X with at most
k ≤ d symmetric points and any u defined on X, there exists an interpolant the span of
Φtan that interpolates (X,u).
C.4 Proof of Theorem 5.5
Proof. In view of Proposition 5.4 and Corollary 3.2, for each 1 ≤ q ≤ ∞, the generalization
error Eq(f, fp) converges to Eq(f, f∞). To obtain the desired upper bound on E∞(f, f∞),
the estimate for d/2 ≤ 2r is a standard reproducing kernel result, since in this case, f ∈
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C2r(Sd−1) implies f ∈ W d/2(Sd−1), which is the RKHS associated with Ktan = KΦ,ω. See
Proposition 2.1 in [21].
The more interesting case is (d− 1)/2 < 2r < d/2. Its proof is a variation of the results
in [21], so we only give a sketch of the main steps and the interested reader should refer to
the aforementioned paper for full details. All subsequent constants potentially depend on
d and r, and their values may change from line to line. There exist L ≥ C/qX , a C > 0
independent of X, and
g ∈ YL := span{Yℓ,m : ℓ = 0, 1 and even ℓ ≤ 2L, 1 ≤ m ≤ Nℓ}
such that f = g on X and ‖f − g‖L∞(Sd−1) ≤ C infh∈YL ‖f − h‖L∞(Sd−1). The proof of this
assertion is a slight modification of Theorem 3.1 in [21]. By triangle inequality, we have
‖f − f∞‖L∞(Sd−1) ≤ ‖f − g‖L∞(Sd−1) + ‖g − f∞‖L∞(Sd−1). (C.2)
The first term on the right hand side of inequality (C.2) can be controlled by a Jackson
type theorem for the sphere. Using that f ∈ span(Φtan) ∩ C2r(Sd−1),
‖f − g‖L∞(Sd−1) ≤ C inf
h∈YL
‖f − h‖L∞(Sd−1) ≤ CL−2r‖∆rf‖L∞(Sd−1), (C.3)
For the second term on the right hand side of inequality (C.2), this can be upper bounded
verbatim from [21], giving us
‖g − f∞‖L∞(Sd−1) ≤ Ch1/2X Ld/2−2r‖f‖C2r(Sd−1). (C.4)
Combining inequalities (C.2), (C.3), and (C.4), and using that L ≥ C/qX ≥ 1, we have
‖f − f∞‖L∞(Sd−1) ≤ C
(
L−2r + h1/2X L
d/2−2r)‖f‖C2r(Sd−1)
≤ C
(
h
(d−1)/2−2r
X L
(d−1)/2−2r + hd/2−2rX L
d/2−2r
)
h
2r−(d−1)/2
X ‖f‖C2r(Sd−1)
≤ C
(hX
qX
)d/2−2r
h
2r−(d−1)/2
X ‖f‖C2r(Sd−1).
D Least squares vs minimum norm
This section describes a relationship between the following two algorithms. Assume Φ and
ω are compatible, and that X = {xk}nk=1 is sampling for Φ. Given prescribed data (X, y),
define the functions
fp := argmin
f∈span{ϕk}pk=1


n∑
j=1
(
yj − f(xj)
)2
if p ≤ n,
‖f‖Φ,ω such that f = y on X if p ≥ pX .
We follow the notation introduced in Appendix A.1. The following proposition provides an
explicit formula for the solution to this problem.
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Proposition D.1. Assume Φ and ω are compatible, and X = {xk}nk=1 is sampling for Φ.
For any p ≥ 1 such that Ap has full rank, we have
fp(x) =
n∑
k=1
Kp(x, xk)(K
†
p y)k.
Proof. The p ≥ pX case is implied by Lemma A.2 since K†p = K−1p . For the case where
p ≤ n, the matrix Kp = AtpWAp is possibly rank deficient. Since
∑n
j=1(yj − f(xj))2 =
‖y −Atpf̂p‖22 and Atp is assumed to have full column rank, we see that
f̂p = (A
t
p)
†y = (ApAtp)
−1Apy.
On the other hand, B := AtpW
1/2 satisfies
B† = Bt(BBt)† = W1/2Ap(AtpWAp)
† = W1/2ApK†p.
Thus, we have
f̂p = (A
t
p)
†y = W1/2B†y = WApK†py,
and so for each x ∈ Ω,
f(x) =
p∑
j=1
(f̂p)jϕj(x) =
p∑
j=1
n∑
k=1
ω−1j ϕj(xk)(K
†
p y)kϕj(x) =
n∑
k=1
K(x, xk)(K
†
p y)k.
This proposition is known for the unweighted case (ωj = 1 for each j ≥ 1), in which case,
it connects the least squares solution of an over-determined linear system to the minimum
norm one to an under-determined. Perhaps, it is not as widely known that this statement
also holds for weighted norms.
Acknowledgments
The author thanks Sinan Gu¨ntu¨rk for valuable discussions and gratefully acknowledges
support from the AMS–Simons Travel Grant
References
[1] Nachman Aronszajn. Theory of reproducing kernels. Transactions of the American
Mathematical Society, 68(3):337–404, 1950.
[2] Peter L. Bartlett, Philip M. Long, Ga´bor Lugosi, and Alexander Tsigler. Benign
overfitting in linear regression. Proceedings of the National Academy of Sciences, 2020.
[3] Mikhail Belkin, Daniel Hsu, Siyuan Ma, and Soumik Mandal. Reconciling modern
machine–learning practice and the classical bias–variance trade-off. Proceedings of the
National Academy of Sciences, 116(32):15849–15854, 2019.
28
[4] Mikhail Belkin, Daniel Hsu, and Ji Xu. Two models of double descent for weak features.
arXiv preprint arXiv:1903.07571, 2019.
[5] Mikhail Belkin, Siyuan Ma, and Soumik Mandal. To understand deep learning we
need to understand kernel learning. In International Conference on Machine Learning,
pages 541–549, 2018.
[6] Mikhail Belkin, Alexander Rakhlin, and Alexandre B Tsybakov. Does data interpo-
lation contradict statistical optimality? In The 22nd International Conference on
Artificial Intelligence and Statistics, pages 1611–1619, 2019.
[7] Alberto Bietti and Julien Mairal. On the inductive bias of neural tangent kernels. In
Advances in Neural Information Processing Systems, pages 12873–12884, 2019.
[8] Glenn Byrenheid, Dinh Du˜ng, Winfried Sickel, and Tino Ullrich. Sampling on energy-
norm based sparse grids for the optimal recovery of sobolev type functions in Hγ .
Journal of Approximation Theory, 207:207–231, 2016.
[9] Shivkumar Chandrasekaran, Karthik R. Jayaraman, and Hrushikesh N. Mhaskar. Min-
imum Sobolev norm interpolation with trigonometric polynomials on the torus. Journal
of Computational Physics, 249:96–112, 2013.
[10] Lenaic Chizat, Edouard Oyallon, and Francis Bach. On lazy training in differentiable
programming. In Advances in Neural Information Processing Systems, pages 2933–
2943, 2019.
[11] Efthimiou Costas and Frye Christopher. Spherical Harmonics in p Dimensions. World
Scientific, 2014.
[12] Felipe Cucker and Steve Smale. On the mathematical foundations of learning. Bulletin
of the American Mathematical Society, 39(1):1–49, 2002.
[13] Simon S. Du, Xiyu Zhai, Barnabas Poczos, and Aarti Singh. Gradient descent provably
optimizes over-parameterized neural networks. arXiv preprint arXiv:1810.02054, 2018.
[14] Trevor Hastie, Andrea Montanari, Saharon Rosset, and Ryan J. Tibshirani. Sur-
prises in high-dimensional ridgeless least squares interpolation. arXiv preprint
arXiv:1903.08560, 2019.
[15] Arthur Jacot, Franck Gabriel, and Cle´ment Hongler. Neural tangent kernel: Con-
vergence and generalization in neural networks. In Advances in Neural Information
Processing Systems, pages 8571–8580, 2018.
[16] Tengyuan Liang and Alexander Rakhlin. Just interpolate: Kernel “ridgeless” regression
can generalize. arXiv preprint arXiv:1808.00387, 2018.
[17] Song Mei and Andrea Montanari. The generalization error of random features regres-
sion: Precise asymptotics and double descent curve. arXiv preprint arXiv:1908.05355,
2019.
29
[18] Shahar Mendelson. A few notes on statistical learning theory. In Advanced Lectures
on Machine Learning, pages 1–40. Springer, 2003.
[19] Hrushikesh N. Mhaskar and Tomaso Poggio. Deep vs. shallow networks: An approxi-
mation theory perspective. Analysis and Applications, 14(06):829–848, 2016.
[20] Vidya Muthukumar, Kailas Vodrahalli, Vignesh Subramanian, and Anant Sahai.
Harmless interpolation of noisy data in regression. IEEE Journal on Selected Areas in
Information Theory, 2020.
[21] Francis J. Narcowich and Joseph D. Ward. Scattered data interpolation on spheres:
error estimates and locally supported basis functions. SIAM Journal on Mathematical
Analysis, 33(6):1393–1410, 2002.
[22] Francis J. Narcowich and Joseph D. Ward. Scattered-data interpolation on Rn: Error
estimates for radial basis and band-limited functions. SIAM Journal on Mathematical
Analysis, 36(1):284–300, 2004.
[23] Holger Rauhut and Rachel Ward. Interpolation via weighted ℓ1 minimization. Applied
and Computational Harmonic Analysis, 40(2):321–351, 2016.
[24] Martin H. Schultz. L∞ multivariate approximation theory. SIAM Journal on Numerical
Analysis, 6(2):161–183, 1969.
[25] Hongwei Sun. Mercer theorem for RKHS on noncompact sets. Journal of Complexity,
21(3):337–349, 2005.
[26] Holger Wendland. Scattered Data Approximation, volume 17. Cambridge University
Press, 2004.
[27] Zong-min Wu and Robert Schaback. Local error estimates for radial basis function
interpolation of scattered data. IMA Journal of Numerical Analysis, 13(1):13–27, 1993.
[28] Chiyuan Zhang, Samy Bengio, Moritz Hardt, Benjamin Recht, and Oriol Vinyals.
Understanding deep learning requires rethinking generalization. arXiv preprint
arXiv:1611.03530, 2016.
30
