Abstract. Description of adjoint invariants of general Linear Lie superalgebras gl(m|n) by Kantor and Trishin is given in terms of supersymmetric polynomials. Later, generators of invariants of the adjoint action of the general linear supergroup GL(m|n) and generators of supersymmetric polynomials were determined over fields of positive characteristic. In this paper, we introduce the concept of supersymmetric elements in the divided powers algebra Div[x 1 , . . . , xm, y 1 , . . . , yn], and give a characterization of supersymmetric elements via a system of linear equations. Then we determine generators of supersymmetric elements for divided powers algebras in the cases when n = 0, n = 1, and m ≤ 2, n = 2.
Introduction and notation
We start by recalling a description of invariants of conjugacy classes of matrices which is a classical problem in the invariant theory -see Chapter 1 of [4] . Let K be an infinite field of characteristic zero, V be a K-space of dimension m, E be the space of all K-linear maps of V (a choice of a basis of V identifies E with m × mmatrices). The general linear group GL(V ) acts on E via conjugation g.a = gag −1 for g ∈ GL(V ) and a ∈ E (corresponding to a change of basis of V ).
Consider the space S(E) of all K-valued polynomial functions on E together with the action of GL(V ) given as g.f (a) = f (g −1 a) for g ∈ GL(V ), f ∈ S(E) and a ∈ E. By Chevalley's restriction theorem (see Theorem 1.5.7 of [4] ), the ring of invariants S(E) GL(V ) is isomorphic to the ring of symmetric polynomials K[x 1 , . . . , x m ]. Here the variables x 1 , . . . , x m are related to the coefficients σ i (M ) of the characteristic polynomial of m × m-matrices M .
The vertices of the Dynkin diagram ∆ = A m corresponding to GL(m) are given by simple positive roots that can be labeled by 1, . . . , m. The action of the Weyl group W permutes the elements of the set {1, . . . , m}. If we denote by P the ring of polynomials in variables x 1 , . . . , x m , then the ring of symmetric polynomials P W consists of invariants of P under the action induced by the Weyl group W .
The above classical correspondence was extended to the case of general linear superalgebras GL(m|n) in characteristic zero by Kantor and Trishin in [2] . They have described the polynomial invariants of general linear Lie supergroup gl(m|n) and their connection to the algebra A s of supersymmetric polynomials. The algebra A s consists of polynomials f (x|y) = f (x 1 , . . . , x m , y 1 , . . . , y n ) that are symmetric in variables x 1 , . . . , x m and y 1 , . . . , y n separately, such that d dT f (x|y)| x1=y1=T = 0. Before the paper of Kantor and Trishin, motivated by a work of Kac and Schneuert, Stembridge proved a conjecture of Schneuert and described generators of A s in [5] .
An analogous problem for supergroups in the case of positive characteristic has been investigated first by La Scala and Zubkov in [3] . A complete description of generators of polynomial invariants of the adjoint action of the general linear supergroup G = GL(m|n) and generators of A s was obtained by Grishkov, Marko and Zubkov in [1] .
Since the universal enveloping algebra of a Lie superalgebra gl(m|n) is isomorphic to (noncommuting) polynomials, while the universal enveloping algebra of its Cartan subsuperalgebra h is isomorphic to the ring K[x 1 , . . . , x m |y 1 , . . . , y n ], the invariants of this ring are the correct objects to consider when the characteristic of K is zero.
If the characteristic p of the field K is positive, then instead of the universal enveloping algebra of a Lie superalgebra gl(m|n) one considers the distribution algebra Dist(G) of G = GL(m|n) and its Frobenius kernels. The basis of the distribution algebra of a maximal torus T of G consists of products of binomial elements of the type , while the basis of the distribution algebra of the unipotent subsupergroups U + and U − , corresponding to unipotent upper and lower triangular matrices of G, respectively, consists of products of divided powers
, where x (a) = It is clear that Div[x, y] is a graded algebra, where the grading is given by the degrees d.
We repeatedly use the property of divided powers that z (a) z (b) = 0 if there is a p-adic carry when a is added to b; z (a) z (b) is a nonzero scalar multiple of z (a+b) otherwise. Using linearity, it is easy to verify that
Therefore we can replace the condition d dT f (x|y)| x1=y1=T = 0 from the definition of the supersymmetric polynomial by the equivalent condition
Now we are ready to define supersymmetric elements in Div[x, y]. 
Definition 2. Define the derivations
The supersymmetric elements form a graded subalgebra of Div[x, y], which is denoted by S. Its homogeneous component of degree k is denoted by S k .
The structure of the paper is as follows. In Section 1, we determine the symmetric elements in the even divided power algebra Div[x 1 , . . . , x m ]. In Section 2, we determine the supersymmetric elements in the divided power algebra Div[x 1 , y 1 ] which serve as a bridge to the general supersymmetric case. In Section 3, we characterize supersymmetric elements in Div[x, y] using the concepts of marked and unmarked monomials. In Section 4, we describe generators of supersymmetric elements in For an m-tuple µ = (µ 1 , . . . , µ m ) of non-negative integers denote its degree
Σm , then the largest monomial x (λ) for which f λ = 0 satisfies
The corresponding monomial x (λ) is called the leading term of f . For a 1 ≥ . . . ≥ a m ≥ 0 denote by f a1,...,am the unique symmetric function that has the leading term x
and all other terms of the form x
Σm is generated by the set D of all elements f q,a2,...,am , where q = p s for an arbitrary non-negative integer s and arbitrary inte- . There is an element f of B that has the same leading term as g. Then g − f has a smaller leading term, and by induction on the lexicographic order, we can assume that g − f belongs to B. Therefore g ∈ B.
If m = 1, then the set D consists of elements x 
where a
by a constant c 1 . Since there are no p-adic carries when adding the exponents in the above product, the constant c 1 is not zero.
We can write
for some nonzero constant c 2 because there are no p-adic carries when adding the exponents on the right-hand side.
Since the exponents of the middle term satisfy 
On the other hand, if
Comparing both expressions, we infer that f is supersymmetric if and only if the linear system, consisting of equations
Assume that s ≥ 2. Then the above system splits into blocks of two different types. Blocks of the first type correspond to equations labeled by (i) where Row-reducing the augmented matrix of this linear system, we obtain that it is consistent if and only if
Blocks of the second type correspond to equations (i) where i = k − pr − s − 1, . . . , k − (r + 1)p for 0 ≤ r < l. Since the coefficient matrix of this system is triangular and all coefficients on the main diagonal are nonzero, a system of the second type is always consistent.
An important observation is that the variable b k−pr−s−1,pr appears only in a block of the second type and variable b k−pr−1,pr appears just in a block of the second type. This implies that the original system is consistent if and only if all systems corresponding to blocks of the first type are consistent.
Since a t,k−t , where t ≡ s + 1, . . . , p − 1 (mod p), only appear in a block of the second type, we derive that corresponding element x (t) y (k−t) is supersymmetric. We obtain additional generating supersymmetric elements by setting
for j = 0, . . . s − 1 and each 0 ≤ r ≤ l in the equation (1). If s = 1, then each block of the first type consists of a single equation
, where 0 ≤ r ≤ l, are additional generating supersymmetric elements. If s = 0, then there are only blocks of the first type, but there is an overlap between conditions from different blocks. Namely, we get equations
for 0 ≤ r < l, which imply that
The lexicographic order on monomials
We call x (i) y (j) the leading term of f if f i,j = 0, and f k,l = 0 implies
. Now we describe algebra generators of the algebra S of supersymmetric elements in Div[x, y].
Proposition 2.2. The algebra S of supersymmetric elements of
Proof. Denote by A the algebra generated by elements from the text of the lemma, and by A k its homogeneous component of degree k. It is clear that A is a subalgebra of S.
We consider f ∈ S k and proceed by the induction on the degree k. It is clear that S 1 is generated by the element x − y ∈ A. Assume now that S u = A u for u ≤ k.
By Proposition 2.1, all leading terms of f ∈ S k are of the form x (t) y (k−t) , where 0 ≤ t ≤ k is not divisible by p, together with one more term
. If t = 0, then A contains a generator with the leading term xy (k) . If t ≥ p and t is divisible by p, then there are elements f (1,k−t) ∈ S k−t+1 and f (t,0) ∈ S t with leading terms xy (k−t) and x (t) , respectively. Their product
Finally, A contains a generator f (p s ,0) with the leading term
(p,0) ∈ A has the leading term x (t+1) . It follows from the inductive assumption and from Lemma 2.1 that for every f ∈ S k+1 there is an element a ∈ A k+1 that has exactly the same leading term as f . Subtracting a suitable scalar multiple of a from f we obtain another element g ∈ S k+1 with the smaller leading term. Induction on the lexicographical order of leading terms of elements in S k+1 concludes the proof. 
Characterization of supersymmetric elements in
Div[x 1 , . . . , x m , y 1 , . . . , y n ]
For fields K of characteristic zero, generators of supersymmetric polynomials (as presented in [2] ) are given as
where 
n . Denote by d(j 1 , . . . , j n ) the highest power of p dividing the product (j 1 ! . . . j n !) and by d k = min{d(j 1 , . . . , j n )|j 1 + . . . + j n = k}. It is obvious that the sequence {d k } ∞ k=0 is nondecreasing. Denote by ℓ k the highest term (in the lexicographic order) y for 0 ≤ r < l, and
for any permutations σ ∈ Σ m and τ ∈ Σ n , is consistent.
Proof. We compute
Therefore f satisfies (
and only if the linear system, consisting of equations
The above equation (i 1 j 1 ) differs from the equation (i) only by inserting "frozen" indices i 2 , . . . , i m , j 2 , . . . , j m .
Repeating the arguments from the proof of Lemma 2.1, we conclude that the condition (
′ is equivalent to the consistency of the system given by the set of equations (3) and (4) 
The claim now follows if we recall that a supersymmetric element is symmetric with respect to indices x 1 , . . . , x m and y 1 , . . . , y n separately.
We call any equation of type (3), (4) or (5) (3), (4) and (5) 
where
.., i ks ,...,im,j1,..., j l 1 ,..., j l t ,...,jn) a i1,...,im,j1,...,jn ×
n . By Proposition 3.1, each f (i k 1 ,...i ks ,j l 1 ,. ..j l t ) is a supersymmetric element in Div[x 1 , . . . , x k1 , . . . , x ks , . . . , x m , y 1 , . . . , y l1 , . . . , y lt , . . . , y n ] = Div[x,ỹ] obtained by "freezing" variables x ki for i = 1, . . . , s, y lj for j = 1, . . . , t and relabeling the remaining variables asx 1 , . . . ,x m−s andỹ 1 , . . . ,ỹ n−t .
If the monomial
. . . y
is unmarked, then for every supersymmetric polynomial
If we apply this to f (i k 1 ,...,i ks ,j l 1 ,...,j l t ) , we obtain that a i1,...,i k 1 ,...,i ks ,...,im,j1,...,j l 1 ,...,j l t ,...,jn = 0 implies that for some higher coefficient
The next lemma describes generators of the algebra S of all supersymmetric elements in Div[x, y]. Proof. For a nonzero element f ∈ S denote by ℓ(f ) = x (i1,...,im) y (j1,...,jn) its leading term, and by c ℓ(f ) the coefficient of f at ℓ(f ).
We proceed by induction on the lexicographic order of the leading term ℓ(f ). Clearly the minimal f = 1 belongs to B. Assume that all elements g ∈ S with ℓ(g) < ℓ(f ) belong to B. Then f − c ℓ(f ) S(ℓ(f )) belongs to S and its leading term is smaller than ℓ(f ), which implies f − c ℓ(f ) S(ℓ(f )) ∈ B. This shows that
We use the above proposition to describe the algebra S once all marked and unmarked monomials of Div[x, y] and elements S(x (i1,...,im) y (j1,...,jn) ) are determined. We need to accomplish two different tasks.
The first task is to determine all marked monomials by constructing supersymmetric elements that have these monomials as their leading term.
The second task is to show that every remaining monomial is unmarked. We assume that the coefficient a i1,...,im,j1,...,jn appearing in the presentation of a supersymmetric element
is not zero. Using equations characterizing supersymmetric elements, we need to derive that a i ′ To get an intuition about the structure of supersymmetric elements, apply Lemma 3.1, work with symmetrized variables corresponding to a i1...imy1...yn and look for the free variables given by an echelon form of the matrix of the total linear system given by equations of type (3) and (4). Proof. Recall the notation j 1 = pl 1 + s 1 and i u = pk u + r u for u = 1, . . . , m, where 0 ≤ r u , s 1 < p.
Proof. It is straightforward to verify that the monomial x
Denote by M v the set of all ordered v-tuples of indices (m 1 , . . . , m v ) such that such that i 2 > 0 and
Proof. If j 1 > 0, then the statement follows from Lemma 3.4. Therefore assume j 1 = 0.
If r 2 = 0, then k 2 > 0 and a i1,i2,0 = (−1) k2 a i1,0,i2 = a i1+i2,0,0 which is higher than a i1,i2,0 , showing that a i1,i2,0 is unmarked.
If r 2 > 0, then the equation
shows that a i1,i2,0 = 0 implies a i1,pk2+r2−j,j = a pk2+r2−j,i1,j = 0 for some j > 0.
shows that in this case a pk1+j−i,pk2+r2−j,i = 0 for some i < j. Since a pk1+j−i,pk2+r2−j,i is higher than a i1,i2,0 , the claim follows. is generated by elements S(M ), where M is one of the symmetrized monomials The following lemma is needed later.
Proof. It is enough to show a i1,0,i2+j1 = a s1,i1−s1,i2+j1 .
We consider the following system of equations:
When we expand the sum
l+i , we obtain
This together with
Remark 4.7. It is not true that for each supersymmetric element
,0 = a u1,u2,0 . As a counterexample, there is a supersymmetric element f for which a 7,1,0 = a 4,4,0 and p = 3.
Supersymmetric elements in
Throughout this section, we assume that n > 1. Let us introduce the concept of the height of n-tuple (y 1 , . . . , y n ) in a form suitable to a more general setting of Div[x, y]. then we say that (j 1 , . . . , j n ) has the height h = 1; otherwise we say that it has the height h > 1.
For Div[x 1 , y 1 , y 2 ] we have n = 2 and a simpler description -(j 1 , j 2 ) is of the height one if and only if either 0 < j 1 < p − 1 and j 2 = 0, or s 1 = p − 1. 
Then C has a K-basis consisting of symmetrized monomials
1 , where j2) , where r 1 ≥ 1 and (j 1 , j 2 ) has height h = 1; j2) , where r 1 ≥ 2 and (j 1 , j 2 ) has height h > 1.
Proof. The proof is left to the reader. Proof. If j 1 ≤ p − 1 and for every 1 ≤ t ≤ n such that s t = p − 1 we have j t+1 = 0 and
is marked since it is the leading term of E 1+j1+...+jn .
Therefore we can assume Proof. The statement is true for (j 1 , j 2 ) of height h = 1 by Lemma 5.2. First, assume that j 1 > j 2 . Then the element
is a supersymmetric element with the leading term x
1 y
showing that a 2j1j2 is marked. This is easy to verify since the variables corresponding to summands in this expression appear just in the following defining equations (A t ) a s1+2−t,j1−s1,j2+t +. . .+ s 1 + 2 − t 2 a 2,j1−t,j2+t +(s 1 +2−t)a 1,j1+1−t,j2+t +a 0,j1+2−t,j2+t = 0 for t = 0, 1 and (B t ) a s2+2−t,j1+t,j2−s2 +. . .+ s 2 + 2 − t 2 a 2,j1+t,j2−t +(s 1 +2−t)a 1,j1+t,j2+1−t +a 0,j1+t,j2+2−t = 0
1 y (j,j) showing that a 2jj is marked. This is easy to verify this since the variables corresponding to summands in this expression appear only in the defining equations (A 0 ) = (B 0 ) and (A 1 ) = (B 1 ).
. If r 1 = 1, s 1 < p−1, l 1 > 0 and s 2 = 0, then a i1,j1,j2 = 0 implies that some a u1,v1,v2 = 0, where u 1 > i 1 .
Proof. First assume l 2 > 0. Then the claim follows by considering the system of equations a i1+s1,j1−s1,j2 + . . . +(s 1 + 1)a i1,j1,j2 +a i1−1,j1+1,j2 = 0 a i1−1+p,j2−p,j1+1 +a i1−1,j2,j1+1 = 0.
If l 2 = 0, then j 2 = 0. Considering the series of s 1 + 1 pairs of equations a i1,0,j1 +a i1−1,1,j1 = 0
implies the claim.
Lemma 5.5. If r 1 = 1 and (j 1 , j 2 ) has the height h > 1, then the symmetrized monomial
Proof. Since (j 1 , j 2 ) has height h > 1, we have 0 ≤ s 1 < p − 1. If s 2 > 0, then the equations a i1+s1,j1−s1,j2 + . . . + (s 1 + 1)a i1,j1,j2 + a i1−1,j1+1,j2 = 0 a i1+s2−1,j2−s2,j1+1 + . . . + s 2 a i1,j2−1,j1+1 + a i1−1,j2,j1+1 = 0 imply that a i1,j1,j2 is unmarked since a i1−1,j2,j1+1 is a linear combination of terms higher than a i1,j1,j2 .
If s 2 = 0 and l 2 > 0, then a i1,j1,j2 is unmarked by Lemma 5.4. Finally, if j 2 = 0, then j 1 > p − 1 and a i1,j1,0 is unmarked by Lemma 5.4. 
Proof. ,j2) , where r 1 = r 2 = 1, k 2 > 0 and j2) , where r 1 = r 2 = 2.
Then C has a K-basis consisting of the following monomials
, where r 1 > 0 and (j 1 , j 2 ) has the height h = 1;
Proof. The proof is left for the reader.
Lemma 6.2. Every symmetrized monomial x 1 x 2 y (j1,j2) , where
Proof. The monomial x 1 x 2 y (j1,j2) is the leading term of the supersymmetric element E 2+j1 .
If j 1 = p − 1, then the claim of Lemma 6.2 is a particular case of Lemma 6.3.
, where r 1 = r 2 = 1,
Proof. We modify the proof of Lemma 5. (−1) j+1 (s 2 + j + 1) s 2 + j j g j1−j,j2+j+1 , is a supersymmetric element that has the leading term x 1 y (j1,j2) , showing that a 1,j1,j2 is marked. Now we make necessary adjustments for Div[x 1 , x 2 , y 1 , y 2 ]. If s 2 = p − 1, then a i1,i2,j1,j2 does not appear in any defining equation and is therefore marked. If s 2 = p − 1, then we have a series of p − 1 − s 2 quadruples of equations a i1+s2,i2,j2−s2,j1 + . . . + (s 2 + 1)a i1,i2,j2,j1 + a i1−1,i2,j2+1,j1 = 0 a i1,i2+s2,j2−s2,j1 + . . . + (s 2 + 1)a i1,i2,j2,j1 + a i1,i2−1,j2+1,j1 = 0 a i1+p−2,i2,j1−p+1,j2+1 + . . . + (p − 1)a i1,i2,j1−1,j2+1 + a i1−1,i2,j1,j2+1 = 0 a i1,i2+p−2,j1−p+1,j2+1 + . . . + (p − 1)a i1,i2,j1−1,j2+1 + a i1,i2−1,j1,j2+1 = 0, a i1+s2+1,i2,j2−s2,j1−1 + . . . + (s 2 + 2)a i1,i2,j2+1,j1−1 + a i1−1,i2,j2+2,j1−1 = 0 a i1,i2+s2+1,j2−s2,j1−1 + . . . + (s 2 + 2)a i1,i2,j2+1,j1−1 + a i1,i2−1,j2+2,j1−1 = 0 a i1+p−3,i2,j1−p+1,j2+2 + . . . + (p − 2)a i1,i2,j1−2,j2+2 + a i1−1,i2,j1−1,j2+2 = 0 a i1,i2+p−3,j1−p+1,j2+2 + . . . + (p − 2)a i1,i2,j1−2,j2+2 + a i1,i2−1,j1−1,j2+2 = 0, . . . . . . a i1+p−2,i2,j2−s2,j1−p+s2+2 + . . . + (p − 1)a i1,i2,j2+p−s2−2,j1−p+s2+2 + a i1−1,i2,j2+p−s2−1,j1−p+s2+2 = 0 a i1,i2+p−2,j2−s2,j1−p+s2+2 + . . . + (p − 1)a i1,i2,j2+p−s2−2,j1−p+s2+2 + a i1,i2−1,j2+p−s2−1,j1−p+s2+2 = 0 a i1+s2,i2,j1−p+1,j2+p−s2−1 + . . . + (s 2 + 1)a i1,i2,j1−p+s2+1,j2+p−s2−1 + a i1−1,i2,j1−p+s2+2,j2+p−s2−1 = 0 a i1,i2+s2,j1−p+1,j2+p−s2−1 + . . . + (s 2 + 1)a i1,i2,j1−p+s2+1,j2+p−s2−1 + a i1,i2−1,j1−p+s2+2,j2+p−s2−1 = 0, that are all the defining equations involving variables a i1,i2,j2,j1 , a i1−1,i2,j2+1,j1 , a i1,i2−1,j2+1,j1 , a i1,i2,j2+1,j1−1 , . . . , a i1,i2,j2+p−s2−1,j1−p+s2+1 , a i1,i2−1,j1−1,j2+2 , . . . , a i1,i2−1,j1−p+s2+2,j2+p−s2−1 and a i1−1,i2,j1−1,j2+2 , . . . , a i1−1,i2,j1−p+s2+2,j2+p−s2−1 .
When we set all variables not listed above to zero and a i1,i2,j1,j2 = 1, then values of the remaining variables are a i1,i2−1,j2+1,j1 = a i1−1,i2,j2+1,j1 = −(s 2 + 1), a i1,i2,j2+j,j1−j = (−1) j s 2 + j j for j = 1, . . . , p − 1 − s 2 and a i1,i2−1,j1−j,j2+j+1 = a i1−1,i2,j1−j,j2+j+1 = (−1) j+1 (s 2 + j + 1) Proof. We modify the proof of Lemma 5.3.
The statement is true if (j 1 , j 2 ) has the height h = 1 by Lemma 6.3. Consider the following defining equations (A 1t ) a i1+s1−t,i2,j1−s1,j2+t + . . . + s 1 + 2 − t 2 a i1,i2,j1−t,j2+t + (s 1 + 2 − t)a i1−1,i2,j1+1−t,j2+t + a i1−2,i2,j1+2−t,j2+t = 0 for t = 0, 1;
(A 2t ) a i1,i2+s1−t,j1−s1,j2+t + . . . + s 1 + 2 − t 2 a i1,i2,j1−t,j2+t + (s 1 + 2 − t)a i1,i2−1,j1+1−t,j2+t + a i1,i2−2,j1+2−t,j2+t = 0 for t = 0, 1;
(B 1t ) a i1+s2−t,i2,j1+t,j2−s2 + . . . + s 2 + 2 − t 2 a i1,i2,j1+t,j2−t + (s 2 + 2 − t)a i1−1,i2,j1+t,j2+1−t + a i1−2,i2,j1+t,j2+2−t = 0 for t = 0, 1;
for some s > 0; • x 1 x 2 y (j1,j2) , where (j 1 , j 2 ) has height h = 1; • x (i1,i2) y (j1,j2) , where r 1 = r 2 = 1, k 2 > 0 and s 1 = p − 1; • x (i1,i2) y (j1,j2) , where r 1 = r 2 = 2.
