In this paper we demonstrate spoken speech enhancement using electroencephalography (EEG) signals using a generative adversarial network (GAN) based model and Long short-term Memory (LSTM) regression based model. Our results demonstrate that EEG features can be used to clean speech recorded in presence of background noise.
INTRODUCTION
Speech enhancement is the process of improving the quality of speech whose quality was degraded due to additive noise. Speech enhancement is a critical preprocessing method used to improve the performance of automatic speech recognition (ASR) systems operating in presence of background noise. Noisy speech is first fed into a speech enhancement system to produce enhanced speech which is then fed into the ASR model. Speech enhancement systems also plays critical role in improving the quality of speech used in devices like hearing aids and cochlear implants.
In references [1, 2] authors demonstrated speech enhancement using classical methods. Recently researchers have started applying deep learning methods for performing speech enhancement as indicated in the following references [3, 4, 5] . In references [6, 7] authors demonstrated speech enhancement using generative adversarial networks (GAN) [8] .
Electroencephalography (EEG) is a non invasive way of measuring electrical activity of human brain. In [9] authors demonstrated that EEG features can be used to overcome the performance loss of ASR systems in presence of background noise. Though references [10, 11, 9, 12] demonstrated isolated and continuous speech recognition using EEG signals for various experimental conditions, they didn't specifically study the speech enhancement problem. In this paper we demonstrate that EEG features can be used to improve the quality of speech recorded in presence of background noise. We make use of GAN and long short-term memory (LSTM) [13] networks to demonstrate speech enhancement using EEG features. In [14] authors demonstrated EEG based attention driven speech enhancement using wiener filters where EEG Equal author contribution was used to detect auditory attention where as in this paper we demonstrate speech enhancement for "Spoken" speech using EEG features and auditory attention detection module is not required for performing speech enhancement. Our idea is mainly inspired by the results demonstrated in [9] where authors demonstrated EEG features are less affected by external background noise.
DESIGN OF EXPERIMENTS FOR BUILDING TRAINING AND TEST SET
For training set data five female and five male subjects took part in the experiment. For test set data five male and three female subjects took part in the experiment. Except two subjects, rest all were native English speakers for both the databases. All subjects were UT Austin undergraduate,graduate students in their early twenties. For training set, the 10 subjects were asked to speak the first 30 sentences from the USC-TIMIT database [15] and their simultaneous speech and EEG signals were recorded. This data was recorded in absence of external background noise. We then asked each subject to repeat the same experiment two more times, thus we had 30 speech EEG recording examples for each sentence.
For test set, the 8 subjects were asked to repeat the same previous experiment but this time we used background music played from our lab computer to generate background noise. Here we had 24 speech EEG recording examples for each sentence. Both the training and test set experiments had two subjects in common.
We used Brain Vision EEG recording hardware. Our EEG cap had 32 wet EEG electrodes including one electrode as ground as shown in Figure 1 . We used EEGLab [16] to obtain the EEG sensor location mapping. It is based on standard 10-20 EEG sensor placement method for 32 electrodes.
EEG AND SPEECH FEATURE EXTRACTION DETAILS
We followed the same methodology used by authors in references [10, 9, 12] for EEG and speech preprocessing. EEG signals were sampled at 1000Hz and a fourth order IIR band pass filter with cut off frequencies 0.1Hz and 70Hz was applied. A notch filter with cut off frequency 60 Hz was used to remove We extracted five statistical features for EEG, namely root mean square, zero crossing rate,moving window average,kurtosis and power spectral entropy [9, 10, 12] . So in total we extracted 31(channels) X 5 or 155 features for EEG signals.The EEG features were extracted at a sampling frequency of 100Hz for each EEG channel. The recorded speech signal was sampled at 16KHz frequency. We extracted Mel-frequency cepstrum (MFCC) as features for speech signal. We extracted MFCC 13 features and the MFCC features were also sampled at 100Hz same as the sampling frequency of EEG features to avoid seq2seq problem.
Fig. 2. Explained variance plot

EEG FEATURE DIMENSION REDUCTION ALGORITHM DETAILS
After extracting EEG and acoustic features as explained in the previous section, we used non linear methods to do feature dimension reduction in order to obtain set of EEG features which are better representation of acoustic features. We reduced the 155 EEG features to a dimension of 30 by applying Kernel Principle Component Analysis (KPCA) [17] .We plotted cumulative explained variance versus number of components to identify the right feature dimension as shown in Figure 2 . We used KPCA with polynomial kernel of degree 3 [9, 10, 12] . We used python scikit library for performing KPCA. The cumulative explained variance plot is not supported by the library for KPCA as KPCA projects features to different feature space, hence for getting explained variance plot we used normal PCA but after identifying the right dimension we used the KPCA to perform dimension reductions.
SPEECH ENHANCEMENT MODELS
We used two different types of model for performing speech enhancement using EEG features. We first performed experiments using a simple LSTM regression model and then we performed speech enhancement experiments using a GAN model. In the below sections we explain the architecture of our models and experiment set up details. Our GAN model architecture is different from the ones used by authors in references [6, 7] . We added Gaussian noise with zero mean and standard deviation 10 to the recorded MFCC features from training set to generate noisy MFCC features. These noisy MFCC features will used during training of the models as explained in below sub sections. The gaussian noise was not added to the EEG features from training set as our hypothesis was effect of background noise on EEG features is negligible [9] . The gaussian noise was not added to the test set data.
LSTM Regression Model
Our LSTM regression model consists of two layers of LSTM with 128 hidden units in each layer followed by a time distributed dense layer with 13 hidden units. The LSTM regression model architecture is shown in Figure 3 . The model was trained for 1000 epochs to observe loss convergence and adam optimizer [18] was used. Batch size was set to 100. Mean squared error (MSE) was used as the loss function. During training time, we concatenate the generated noisy MFCC features (after adding gaussian noise) and recorded EEG features from the training set and feed it as a single vector input to the LSTM regression model and corresponding clean MFCC features from training set of dimension 13 are set as targets.
During test time, we concatenate the MFCC and EEG features from test set and feed it as a single vector input to the trained LSTM regression model to output corresponding enhanced MFCC. Griffin Lim reconstruction [19] algorithm is used to convert enhanced MFCC to speech.
GAN Model
Generative Adversarial Network (GAN) consists of two networks namely the generator model and the discriminator Fig. 3 . LSTM regression model model which are trained simultaneously. The generator model learns to generate data from a latent space and the discriminator model evaluates whether the data generated by the generator is fake or is from true data distribution. The training objective of the generator is to fool the discriminator.
Our generator model consists of two parallel LSTMs with 128 hidden units in each layer. The outputs of the two parallel LSTMs are concatenated and fed into another LSTM with 128 hidden units followed by a time distributed dense layer of 13 hidden units. The architecture of discriminator model is similar to that of the generator model but instead of the time distributed dense layer, a dense layer with single hidden unit sigmoid activation is used. The last time step output of the preceding LSTM layer is fed into the dense layer.
During training time, the generator always takes noisy MFCC ( obtained after adding gaussian noise to clean MFCC from training set) and clean EEG ( from training set) as input pairs and outputs fake MFCC. Generator model architecture is shown in Figure 4 . The discriminator can take three possible pairs of inputs during training. Let P f be the sigmoid output of the discriminator for (fake MFCC, clean EEG) pair input, P c be the sigmoid output of the discriminator for (clean MFCC, clean EEG) pair input and P n be the sigmoid output of the discriminator for (noisy MFCC, clean EEG) pair input, then we can define the loss function of the generator as − log(P f ) and loss function of the discriminator as − log(1 − P f ) − log(1 − P n ) − log(P c ) for speech enhancement. The model was trained for 200 epochs using adam optimizer. Discriminator model architecture is shown in Figure 5 . Input 1, Input 2 in the figure refers to the three possible pairs of input for the discriminator during training. Figures 6 and  7 shows the training loss for the generator and discriminator models.
During test time, the trained generator model takes (MFCC, EEG) input pair from the test set and outputs enhanced MFCC and we use griffin lim reconstruction algorithm to convert enhanced MFCC to speech. 
RESULTS
To evaluate the quality of the enhanced speech we computed three performance metrics namely signal-noise-ratio (SNR) dB, Perceptual evaluation of speech quality (PESQ) [20] and Short Term Objective Intelligibility (STOI) [21] for test set data and corresponding enhanced speech outputted by the models when the test set data was given as input. We observed that all the three metrics were higher for enhanced speech output compared to that of the test set data as shown in Table 1 indicating the enhanced speech output was of better quality than the corresponding test set data.
Since STOI and PESQ calculations involve the use of a clean audio signal as reference we computed STOI and PESQ values only for two subjects data from test set as only two subjects were common in test set and training set, hence we had a clean reference speech signal only for these two common subjects from the training data set. The average STOI, PESQ values for all the test, corresponding enhanced utterances of the two subjects and average SNR in dB for all the test, corresponding enhanced utterances for all the eight subjects are shown in Table 1 
CONCLUSION
In this paper we demonstrated cleaning of noisy spoken speech using EEG features recorded in parallel with spoken speech. We make use of state of art deep learning models and EEG signal processing principles to derive our results. To our best knowledge this is the first time a spoken speech enhancement using EEG features is demonstrated using deep learning models. We further plan to publish the data sets used in this work to help advancement of research.
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