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Abstract
We analyze the defect scaling Lee-Yang model from the perturbed defect confor-
mal field theory (DCFT) point of view. First the defect Lee-Yang model is solved
by calculating its structure constants from the sewing relations. Integrable defect
perturbations are identified in conformal defect perturbation theory. Then pure
defect flows connecting integrable conformal defects are described. We develop a
defect truncated conformal space approach (DTCSA) to analyze the one parameter
family of integrable massive perturbations in finite volume numerically. Fusing the
integrable defect to an integrable boundary the relation between the IR and UV
parameters can be derived from the boundary relations. We checked these results
by comparing the spectrum for large volumes to the scattering theory.
1 Introduction
Recently there has been growing interest and relevant progress in analyzing integrable
defect theories. According to the no-go theorem [1] relativistic interacting integrable
defect theories are purely transmitting. Thus the analysis of such theories concerned the
construction of classical field theories admitting integrable defects [2, 3, 4, 5, 6, 7] and their
exact solutions in terms of the exact transmission factors of the particles [8, 9, 10, 11, 12].
In the classical constructions an important observation was that fields need not be
continuous at the defect [2]. Cleverly chosen defect potential terms ensure the conservation
of higher spin charges, which seems to be equivalent to the conservation of momentum
[13]. Interestingly the defect condition, obtained from the variation of the action, basically
implements the Bäcklund transformation of the theory [14]. The integrable classical defect
theories constructed this way have to be quantized, which can be implemented in various
schemes. For standard schemes, their relations and implementations see [15].
There is a scheme which is based on the action: one can separate free and perturbation
parts, quantize the free part first and take into account the perturbation iteratively. This
1
scheme is useful to prove exact integrability and to show that transmission factors satisfy
unitarity and crossing symmetry. On top of this it might provide a way to calculate the
transmission factors perturbatively [10].
In the bootstrap scheme, integrability is assumed and the transmission factors are
determined from their consistency relations, such as unitarity, crossing symmetry, Yang-
Baxter equation and maximal analyticity [16]. (All poles of the transmission factors have
to be explained by some Coleman-Thun type diagrams.). These requirements lead to
a solution for the transmission factors, which solves the theory in infinite volume (IR)
exactly. However, this solution is not unique: it contains CDD-type ambiguities which
have to be fixed. Additionally, even the minimal solution may contain parameters which
have to be related to that of the action. A typical way of doing this is to solve the theory
in finite volume. By varying the volume we can smoothly interpolate between the large
volume (transmission) and small volume (action) description and connect the parameters
on the two sides [10].
In the present paper we analyze the scaling Lee-Yang model on the circle with in-
tegrable defect conditions. This is the simplest nontrivial integrable scattering theory
having only one type of particle. The bootstrap solution of the model was carried out in
[10], where a one parameter family of transmission factors were determined. Maximal an-
alyticity was checked by closing the defect bootstrap: all poles of the transmission factors
have been explained either by defect bound-states or by Coleman-Thun type diagrams.
The ground-state defect thermodynamic Bethe ansatz (DTBA) equation has been derived
as well, which leads to the exact determination of the bulk energy constant and defect
energy. Our aim is to connect this (IR) description to the one based on the action of
the model. In doing so we have to determine the UV conformal field theory appearing in
the small volume limit. Then we have to identify its integrable perturbations, and finally
relate the parameters appearing in the UV and IR descriptions. We achieve these aims
as follows:
In section 2 we recall the topological defects of the Lee-Yang model and solve them
completely by calculating all relevant structure constants. In section 3 we use the per-
turbed defect conformal field theory (DCFT) framework to identify the integrable per-
turbations localized on the defect. These are either holomorphic or anti-holomorphic
massless perturbations and induce flows between different conformal defect conditions. In
Section 4 we introduce a mass scale by perturbing in the bulk and analyze under what
circumstances the combined bulk and defect perturbations preserve momentum. We find
a one parameter family of integrable perturbations just as we have in the IR. In section
5 we develop a defect truncated conformal space approach (DTCSA) method to analyze
the spectrum in finite volume numerically. We recall the IR description of the model in
Section 6 and compare the numerical DTCSA data to the defect Bethe-Yang equations in
7. We establish the UV-IR relation and comment on how the defect results are related to
the boundary ones. Finally we conclude in Section 8. The technical details of calculating
the structure constants and performing perturbed DCFT calculations are relegated to
Appendices.
2 Defect Lee-Yang model
The Lee-Yang model is the simplest nontrivial conformal field theory. It has central
charge c = −22
5
and the Virasoro algebra contains just two irreducible modules with
highest weights 0 and −1
5
, respectively. The identity module, V0, is built over the sl2
2
invariant vacuum |0〉 as [17, 18]
L−n1 . . . L−nm |0〉 ; nm > 1 ; ni > ni+1 + 1 (1)
Interestingly, this basis is linearly independent (there are no singular vectors) and it is
related to the fermionic type reduced character [19]:
χ0(q) =
∞∑
n=1
dim(V
(n)
0 )q
n =
∞∑
n=1
qn
2+n
(1− q) . . . (1− qn) =
∞∏
n=1
1
(1− q5n−3)(1− q5n−2) (2)
where V
(n)
0 denotes the level n subspace of V0.
The other module appearing, V1, is built over the highest weight state |h〉 where here
and from now on h = −1
5
. The module is generated by the modes
L−n1 . . . L−nm |h〉 ; nm > 0 ; ni > ni+1 + 1 (3)
and has the reduced character:
χ1(q) =
∞∑
n=1
dim(V 1n )q
n =
∞∑
n=1
qn
2
(1− q) . . . (1− qn) =
∞∏
n=1
1
(1− q5n−4)(1− q5n−1) (4)
The fusion relations of the model can be encoded into N000 = N
1
01 = N
1
10 = N
0
11 = N
1
11 = 1
and N100 = N
0
01 = N
0
10 = 0.
The Lee-Yang model with periodic boundary condition carries a representation of
Vir⊗ Vir and its Hilbert space can be decomposed as
H = V0 ⊗ V¯0 + V1 ⊗ V¯1 (5)
For each vector of the Hilbert space there is an associated local field; in particular |0, 0〉 →
I and |h, h〉 → Φ(z, z¯). These fields form an operator algebra, with structure constants
Φ(z, z¯)Φ(0, 0) =
CIΦΦI
|z|4h + C
Φ
ΦΦ
Φ(0, 0)
|z|2h + . . . (6)
One consistent choice of these constants is
CIΦΦ = −1 ; CΦΦΦ =
√
2
1 +
√
5
Γ(1
5
)Γ(6
5
)
Γ(3
5
)Γ(4
5
)
= 1.9113127.. (7)
Although the normalization CIΦΦ = −1 seems a bit unnatural, it is a consequence of the
fact that the Lee-Yang model is non-unitary and our insistence on having a real field
Φ† = Φ (8)
Had we chosen CIΦΦ = 1 it would lead to Φ
† = −Φ and imaginary CΦΦΦ. The three
point coupling CΦΦΦ can be determined by requiring the single-valuedness of the four
point functions. See Appendix A for the details. The structure constants of descendant
operators follow from consistency requirements of the Virasoro algebra.
From now on we analyze the Euclidean theory on the finite cylinder z = x+ iy with
periodic space coordinates x ≡ x+ L, and with Euclidean time y = it. Taking the limit
L→∞ we obtain a theory on the plane, which is useful to analyze local properties such
as conservation laws.
3
The energy momentum tensor on the plane has a holomorphic T (z) and an anti-holo-
morphic component, T¯ (z¯), whose modes generate two commuting Virasoro algebras, the
symmetry algebra of the theory. The conservation laws
∂z¯T (z) = 0 ; ∂zT¯ (z¯) = 0 (9)
lead to the conservation of energy and momentum1
H =
ˆ
dx (T (z) + T¯ (z¯)) ; P =
ˆ
dx (T (z)− T¯ (z¯)) (10)
which is a consequence of the fact that fields vanish at spacelike infinities:
∂yH = i
ˆ
dx ∂x(T (z)− T¯ (z¯)) = 0 ; ∂yP = i
ˆ
dx ∂x(T (z) + T¯ (z¯)) = 0 (11)
We introduce a conformally invariant defect condition at the line x = 0 by demanding
the conservation of energy: the energy flow leaving the left part has to appear on the
right part. Denoting the fields living on the left part, (x < 0), as T−, T¯−, while the ones
on the right, (x > 0), by T+, T¯+ the energy can be written as the sum of the energies of
the two parts:
H = H− +H+ =
ˆ 0
−∞
dx (T−(z) + T¯−(z¯)) +
ˆ ∞
0
dx (T+(z) + T¯+(z¯)) (12)
As the conservation laws (9) in the bulk, (x 6= 0), are not affected by the presence of the
defect, the conservation of the total energy, ∂yH = 0, gives the constraint
∂yH = i lim
x→−0
(T−(z)− T¯−(z¯))− i lim
x→+0
(T+(z)− T¯+(z¯)) = 0 . (13)
Defects which preserve the energy are called conformal defects and the Lee-Yang model
is unique for having the possible conformal defects completely classified [20].
Similarly, demanding the conservation of total momentum
P = P− + P+ =
ˆ 0
−∞
dx (T−(z)− T¯−(z¯)) +
ˆ ∞
0
dx (T+(z)− T¯+(z¯)) (14)
we obtain the condition
∂yP = i lim
x→−0
(T−(z) + T¯−(z¯))− i lim
x→+0
(T+(z) + T¯+(z¯)) = 0 (15)
which, when combined with the energy conservation, leads to the separate conservation
of the holomorphic and anti holomorphic parts:
lim
x→−0
T−(z) = lim
x→+0
T+(z) ; lim
x→−0
T¯−(z¯) = lim
z→+0
T¯+(z¯) (16)
Such defects, preserving both energy and momentum, are unseen by the energy momentum
tensor. They are called topological or purely transmitting defects.
Other fields, say Ψ, can see the defect since in general they are not necessarily contin-
uous there:
lim
x→−0
Ψ−(z, z¯) 6= lim
x→+0
Ψ+(z, z¯) (17)
1Since we choose the complex coordinates as z = x + iy, this momentum generates the shifts to the
negative x directions.
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Defect located
at x=0
Defect running
along the positive
real axis
Figure 1: A defect placed at x=0 on the infinite cylinder is mapped to the positive real
axis; states in the Hilbert space corresponds to fields located at the origin of the plane,
that is fields living at.the end of the defect.
where we denote the bulk field living on the left/right part of the defect by Ψ∓(z, z¯).
Nevertheless, both can be expanded in terms of defect fields via the bulk-defect OPE2:
Ψi∓(z, z¯) =
∑
j
CiΨ∓,j|x|hi−hj |x|h¯i−h¯jψj(y) (18)
where ψj(y) transforms covariantly under the two copies of the Virasoro algebras corre-
sponding to T (y) and T¯ (y). [21, 20].
So far we considered defects as located at the point x=0 on the real line. It is more
usual in conformal field theory to take space to be compact, so that the defect can be con-
sidered as running along an infinite cylinder 0 ≤ x < 2π with the Hamiltonian generating
translations along the cylinder. The defect is again located at x=0. The cylinder can be
conformally mapped to the plane by z 7→ exp(iz), with constant time slices being circles
of constant radius and the defect now running along the positive real axis, as in figure 1.
Since a topological defect is invisible to the holomorphic and anti-holomorphic parts of
the energy momentum tensor, the Hilbert space of this system carries the action of two
commuting copies of the Virasoro algebra, and can be decomposed into sums of pairs of
representations of the algebra. With the end of the defect now located at the origin of
the complex plane, this Hilbert space corresponds to the fields that can live at the end of
a defect, which one can think of as defect-creating or defect-annihilating fields.
The identity defect, (0, 0), is invisible to all fields, in other words it is the formal
solution of the defect equations (16) which corresponds to the absence of any defect
whatsoever. This means that the Hilbert space containing the defect is the same as the
Hilbert space in the absence of a defect -
H(0,0) = V0 ⊗ V¯0 + V1 ⊗ V¯1 , (19)
and the corresponding highest weight states are | 0, 0 〉 = | 0 〉 and | h, h 〉 = |Φ 〉. Further-
more, the operators living on the defect are just the bulk fields with the same operator
algebra.
In the case of the (1, 1) defect, the Hilbert space decomposes as [21]
Hd = V1 ⊗ V¯0 + V0 ⊗ V¯1 + V1 ⊗ V¯1 (20)
2Note that this form of the OPE is true when the defect is oriented vertically
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Defect running
real axis
along the whole
Defects located
at x=0 and x= pi
Figure 2: Two defects placed at x=0 and x = π on the infinite cylinder are mapped to a
single defect running along the whole real axis on the complex plane; states in the Hilbert
space corresponds to fields located at the origin of the plane, that is fields living on the
defect.
The corresponding highest weight states will be denoted as
|d〉 = |h, 0〉 ; |d¯〉 = |0, h〉 ; |D〉 = |h, h〉 (21)
and they form (up to signs) an ortho-normal basis. These highest weight states correspond
to fields which can be located at the end of the defect, or “create” the defect, as in figure
1. Similarly to the bulk normalization eq. (7) we choose the normalization 〈D|D〉 = −1.
The operators living (not at the end but) on the defect correspond to the Hilbert space
of the model on a circle where the defect runs along the whole real line, so that fields at
the origin are located on the defect, as in figure 2. When mapped back to the cylinder,
this corresponds to a cylinder with two defects [21]:
H(1,1) = V0 ⊗ V¯0 + V1 ⊗ V¯0 + V0 ⊗ V¯1 + 2 V1 ⊗ V¯1 (22)
The h.w. vectors of these representation spaces we correspond to the following primary
defect fields I, ϕ, ϕ¯, Φ−, Φ+, respectively. The non-chiral fields Φ± can be taken to be the
left/right limits of the bulk field Φ(z, z¯) on the defect. We calculate the structure constants
of this defect conformal field theory in Appendix A by solving the sewing relations.
3 Massless perturbations
In this section we search for massless perturbations of the defect Lee-Yang model that pre-
serve both energy and momentum. First we introduce a chiral holomorphic perturbation,
then an anti-holomorphic one, finally we analyze a combination of chiral and anti-chiral
perturbations.
Holomorphic perturbation
We consider a chiral holomorphic perturbation of the form
S = SDCFT − µ
ˆ ∞
−∞
dy ϕ(y) (23)
6
As the action is dimensionless and the primary field has dimension [ϕ] = h the dimension
of the coupling constant is [µ] = 1−h. The perturbation on the defect does not affect the
conservation laws in the bulk but it may change the bulk-defect OPE (18) or, consequently,
the defect condition (16).
The change of the defect condition has a series expansion in µ which we can calculate
in perturbation theory:
∆T (y) := T−(y)− T+(y) = µO1(y) + µ2O2(y) + · · ·+ µnOn(y) + . . . (24)
where On are operators localized on the defect. Each operator equation is understood
within correlators in the perturbed theory, for renormalized operators. Comparing the
dimensions of the two sides we observe that the dimension of the operator appearing, On,
has to be
[On] = nh− n+ 2 (25)
As the most negative left chiral dimension is −1
5
the only non-vanishing contribution can
appear for n = 1 with O1 ∝ ∂ϕ.
As a consequence, the corresponding change in the bulk-defect OPE must have the
form
T (x+ iy) =

T
R(y) + b+ µ ∂yϕ(y) +O(x) , x > 0
TR(y) + b− µ ∂yϕ(y) +O(x) , x < 0
, (26)
where TR(y) is a suitably renormalised field and b± are constants.
However, the calculation of b± depends in detail on the regulation of divergences in
the perturbation expansion and the precise definitions of the bulk and defect fields in the
perturbed theory. We shall regulate the perturbation expansion using a hard cut-off ǫ,
so that in (23) the integration is only over values y such that |y − z| > ǫ where z is the
insertion point of any other local field, either bulk or defect.
When the field T (x+ iy) approaches to within a distance ǫ of the defect, because the
perturbation is cut off at distances less than ǫ the effect of the perturbation is reduced.
As x→ 0, with ǫ fixed, the defect appears unperturbed and the structure constants b± go
to zero. It is possible to keep careful track throughout our calculations of whether fields
approach closer than ǫ to a defect, but to simplify the discussion we shall always assume
that the limit ǫ→ 0 is taken before any other limits. With this assumption, we find that
b± = ∓iπ(1− h) (see appendix B for details) and so
∆T (y) := lim
x→0+
(T−(−x+ iy)− T+(x+ iy))
= lim
x→0+
lim
ǫ→0
(T−(−x+ iy)− T+(x+ iy))
= 2πi(1− h)µ ∂yϕ(y) . (27)
The anti-holomorphic part is not changed, ∆T¯ = 0.
This first order perturbative result is exact to any order in µ3:
∆T0(y)e
µ
´
∞
−∞
dy′ ϕ(y′) = 2πµ(1− h)i(∂yϕ(y))eµ
´
∞
−∞
dy′ ϕ(y′) (28)
where here and from now on operator products are always time (y) ordered, which we do
not write out explicitly.
3Here and from now on we introduce T0 to distinguish the conformal energy-momentum tensor from
the perturbed one.
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UV IR
(d) {m1, · · · , ml; n¯1, · · · , n¯k} −→ {m1+1, · · · , ml+1; n¯1, · · · , n¯k} (0, 0)
ml ≥ 1 , n¯k ≥ 2
(d¯) {m1, · · · , ml; n¯1, · · · , n¯k} −→ {m1+1, · · · , ml+1, 1; n¯1, · · · , n¯k} (h, h)
ml ≥ 2 , n¯k ≥ 1
(D) {m1, · · · , ml; n¯1, · · · , n¯k} −→ {m1+1, · · · , ml+1; n¯1, · · · , n¯k} (h, h)
ml ≥ 1 , n¯k ≥ 1
Table 1: The UV and IR endpoints of the defect flows for a purely holomorphic pertur-
bation. In each case {mi} and {n¯j} satisfy ml ≥ ml+1 + 2 and n¯k ≥ n¯k+1 + 2.
As the jump of the energy momentum tensor is a total derivative we can define the
conserved energy as
H = H− +H+ + 2πµ(1− h)ϕ (29)
The existence of a conserved energy is not very surprising as our system is invariant under
time translations. What is more surprising is that the momentum
P = P− + P+ + 2πµ(1− h)ϕ (30)
is also conserved, although we do not have translational invariance. This also means that
the defect remains topological after the perturbation.
As there are only two topological defect conditions we expect a defect flow from the
Hd defect to the H(0,0) identity defect as the coupling constant µ increases. If we plot the
eigenvalues of the dimensionless operator HL
2π
, as a function of the dimensionless parameter
µL6/5 we can identify the states in both Hilbert spaces as well as the flows.
Lattice calculations [23] give a lot of information on these flows; in particular they
describe the whole space of flows, in the following sense.
The UV endpoint of a flow is an energy and momentum eigenstate in the Hd space.
This means it is an eigenstate of both L0 and L¯0 and so is a descendant at L0–level M
and L¯0–level N¯ of some highest weight state in Hd. Hence the UV endpoints of the flows
form a distinguished basis of states and (from the results in section 2) we can label them
by two sets of integers, {mi; n¯j} satisfying ∑imi = M and ∑j n¯j = N¯ and certain other
restrictions, depending on the sector in the Hilbert space.
Likewise, the IR endpoints of the flows determine a distinguished basis of states in
H(0,0) labelled by another two sets of integers {m′i; n¯′j} satisfying another set of restric-
tions. Since the flow is entirely holomorphic, the anti-holomorphic representation cannot
change and n¯′j = n¯j but the lattice calculations in [23] indicate that the holomorphic
representations and the integers {m′i} and {mi} are related as in table 1.
When the energy eigenspaces in question are one-dimensional then the flows are
uniquely defined, as is the case for the flows starting from the 24 lowest-lying states in
Hd. Their flows are given in table 2. We can identify these flows if we plot the eigenvalues
of HL/(2π) against log(Lµ5/6), as we do in figure 3.
8
Energy Hd H(0,0) Energy
−2
5
|D〉 |h, h〉 −2
5
−1
5
|d¯〉 |0, 0〉 0
|d〉 L¯−1|h, h〉 3
5
3
5
L−1|D〉 L−1|h, h〉
L¯−1|D〉 L¯−2|h, h〉 8
5
4
5
L−1|d〉 L−1L¯−1|h, h〉
L¯−1|d¯〉 L¯−2|0, 0〉 2
8
5
L−2|D〉 L−2|h, h〉 85
L¯−2|D〉 L¯−3|h, h〉 13
5L−1L¯−1|D〉 L−1L¯−2|h, h〉
9
5
L−2|d¯〉 L−2|0, 0〉 2
L−2|d〉 L−2L¯−1|h, h〉 135
L¯2|d¯〉 L¯−3|0, 0〉 3
L¯−2|d〉 L¯−3L¯−1|h, h〉 185
13
5
L−3|D〉 L−3|h, h〉 135
L¯−3|D〉 L¯−4|h, h〉
18
5L−2L¯−1|D〉 L−2L¯−2|h, h〉
L−1L¯−2|D〉 L−1L¯−3|h, h〉
14
5
L−3|d¯〉 L−3|0, 0〉 3
L−3|d〉 L−3L¯−1|h, h〉 185
L−2L¯−1|d¯〉 L−2L¯−2|0, 0〉 4
L¯−3|d¯〉 L¯−4|0, 0〉
L¯−3|d〉 L¯−4L¯−1|h, h〉 23
5L−1L¯−2|d〉 L−1L¯−3L¯−1|h, h〉
Table 2: Defect flows in the case of a purely holomorphic perturbation. The flows starting
from the lowest-lying 24 states in Hd are uniquely determined by the lattice calculations
in [23] given in Table 1.
Anti-holomorphic perturbation
Let us introduce a purely anti-holomorphic perturbation of the form
S = SDCFT − µ¯
ˆ ∞
−∞
dy ϕ¯(y) , (31)
and see how the formulae above change. Clearly only the anti-holomorphic part is affected
now (∆T = 0). An analogous argument and calculation gives the exact result for the
change of the defect condition:
∆T¯ (y) = −2πµ¯(1− h)i∂yϕ¯(y) . (32)
This leads to the conserved energy and momentum in the form
H = H− +H+ + 2πµ¯(1− h)ϕ¯ ; P = P− + P+ − 2πµ¯(1− h)ϕ¯ . (33)
The anti-holomorphic defect flow can be obtained from the holomorphic one by a
trivial (left-right) replacement.
9
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Figure 3: Defect flows in the case of a purely holomorphic perturbation calculated from
DTCSA; the subtracted energies [(Ei −E0)L/(2π)− 2/5] are plotted against log(µL5/6).
The flows go from the spectrum of the UV defect Hd on the left to the IR defect H(0,0)
on the right. The degeneracies of the states are shown in brackets.
Combined holomorphic and anti-holomorphic perturbations
We can try to combine holomorphic and anti-holomorphic perturbations of the form
S = SDCFT −
ˆ ∞
−∞
(µϕ(y) + µ¯ϕ¯(y)) dy (34)
The jump of the chiral half of the energy momentum tensor is given by
∆T (y) = lim
x→0
lim
ǫ→0
(
(T0(−x+ iy)− T0(x+ iy))e
´
∞
−∞
(µ¯ϕ¯(y′)+µϕ(y′))dy′
)
(35)
which has an expansion of the form
∆T = µO1 + µ¯O1¯ + µ2O2 + µ¯2O2¯ + µµ¯O11¯ + . . . (36)
Comparing the dimensions we can write
[Onn¯] = (n+ n¯)h− n− n¯ + 2 (37)
clearly we have the previous solutions for n = 1, n¯ = 0 with O1 ∝ ∂ϕ. (Alternatively, for
∆T¯ we have n = 0, n¯ = 1 with O1¯ ∝ ∂¯ϕ¯). Additionally, to these cases we also have the
possibility n = n¯ = 1 with either of the two equivalent expressions,
O11¯(y) = d+ϕ(y)ϕ¯(y) + d−ϕ¯(y)ϕ(y) (38)
= c+Φ+(y) + c−Φ−(y) (39)
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In Appendix B we calculate d±, c± by carefully taking into account the contribution of
O1 to ∆T at order µµ¯. As a result we obtain
d± = ±2πi h , (40)
and equivalently
c± = 2πihC
±
[ϕ,ϕ¯] ; C
±
[ϕ,ϕ¯] = C
±
ϕϕ¯ − C±ϕ¯ϕ (41)
Summarising, this means that
∆T
2πi
= (1− h)µ∂yϕ + µµ¯hC+[ϕ,ϕ¯]∆Φ (42)
where ∆Φ = limx→+0(Φ(−x+ iy)− Φ(x+ iy)) = Φ− − Φ+.
Some caution is required here: First note that holomorphic and anti-holomorphic
defect fields do not necessarily commute. By conformal invariance their OPE should start
with a regular term and if they were bulk fields this would imply that moving one field
around the other no monodromy is picked up thus they would commute. Defect fields,
however live only on the defects and we do not have the possibility to exchange the two
fields without leaving the defect. Since the perturbation includes the non-commuting
anti-chiral and chiral fields ϕ¯, ϕ, the time derivative ∂yϕ(y) taken in the unperturbed
theory is not the same as the total time derivative of the field calculated in the perturbed
theory. Instead we have
[∂yϕ]tot := ∂y(e
−δSϕ) = e−δS (∂yϕ+ µ¯[ϕ, ϕ¯]) . (43)
Since it is the total time-derivative we are interested in, we have the final result for the
jump in T ,
∆T
2πi
= (1− h) [µ∂yϕ]tot + µµ¯C+[ϕ,ϕ¯]∆Φ . (44)
This can be a total time derivative only for chiral perturbations, i.e. when either µ or
µ¯ vanishes. Similarly we obtain
∆T¯
2πi
= −(1− h) [µ¯∂yϕ¯]tot + µµ¯C+[ϕ,ϕ¯]∆Φ (45)
Clearly in calculating the energy, the jump ∆T − ∆T¯ is a total y–derivative and so a
conserved energy can be defined, as we expected from time-translation invariance. This
is not true for the momentum, where ∆T + ∆T¯ is not a total y–derivative. The special
form of the non-derivative term which does appear however, (∆Φ), enables us to cancel
it by introducing an appropriately chosen bulk perturbation.
4 Massive perturbations
We start by analyzing a purely bulk perturbation without any defect.
Pure bulk perturbation
The perturbed action is given by
S = S0 − λ
ˆ
dudvΦ(u, v) = S0 − λ
ˆ
d2wΦ(w, w¯) (46)
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The corresponding change in the conservation law comes from ∂¯T 6= 0 and can be calcu-
lated in a perturbative expansion
∂z¯T (z) = ∂z¯
(
T0(z)e
λ
´
d2wΦ(w,w¯)
)
= λO1 + λ2O2 + . . . (47)
Dimensional argumentation shows that the only perturbative contribution comes from
the first order term:
∂z¯ (T0(z)Φ(w, w¯)) = ∂z¯
(
hΦ(w, w¯)
(z − w)2 +
∂wΦ(w, w¯)
(z − w)
)
(48)
We use that
∂z¯
1
z − w = πδ
(2)(z − w) ; ∂z¯ 1
(z − w)2 = π∂wδ
(2)(z − w) (49)
and integrate by parts. Assuming fields vanish at infinities we can drop the surface term
and obtain:
∂z¯T (z) = πλ(1− h)∂zΦ(z, z¯) ≡ ∂zΘ(z, z¯) (50)
From the dimensional argument we conclude that there are no higher order terms. We
have a similar expression for the anti-holomorphic part
∂zT¯ (z¯) = πλ(1− h)∂z¯Φ(z, z¯) ≡ ∂z¯Θ¯(z, z¯) (51)
These conserved currents lead to conserved charges:
H =
ˆ ∞
−∞
dx (T (z) + T¯ (z¯) + 2πλ(1− h)Φ(z, z¯)) ; P =
ˆ ∞
−∞
dx (T (z)− T¯ (z¯)) (52)
and so their conservation follows as we have to integrate a total derivative:
H˙ = i
ˆ ∞
−∞
dx ∂x(T (z)− T¯ (z¯)) ; P˙ = i
ˆ ∞
−∞
dx ∂x(T (z)+ T¯ (z¯)−2πλ(1−h)Φ(z, z¯)) (53)
If we introduce the defect, then the local conservation laws are not changed but we
have to be careful with the surface terms at the defect. As before, we will cut off all
perturbative integrals at a distance ǫ and we will take ǫ→ 0 before any other limits.
Using this convention, we find in appendix B that the bulk perturbation introduces
jumps in the energy momentum tensor of the form
∆T (y) = −λπh∆Φ(y) , ∆T¯ (y) = −λπh∆Φ(y) (54)
Defining H± and P± by splitting the integrals in eq. (52) as we did in eq. (12,14):
H = H− +H+ ; P = P− + P+ (55)
we can easily see that
∂yH = i
[
∆T −∆T¯
]
= 0 , ∂yP = i
[
∆T +∆T¯ − 2πλ(1− h)∆Φ
]
= −2πi λ∆Φ 6= 0
(56)
Clearly the defect perturbation, without any defect field is not integrable. As the form of
∂yP is the same as the contribution of the combined holomorphic and anti-holomorphic
defect perturbation: eq. (44,45) by properly synchronizing their coefficients we can ensure
integrability.
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Combined bulk and defect perturbation
Now we introduce simultaneously the bulk perturbation and the chiral and anti-chiral
defect perturbations:
S = SDCFT − λ
ˆ
d2wΦ(w, w¯)−
ˆ ∞
−∞
(µϕ(y) + µ¯ϕ¯(y))dy (57)
From appendix B we see that the jumps in T and T¯ in the case of the combined pertur-
bation are
∆T (y) = 2πi(1− h)µ[∂yϕ]tot + (2πiµµ¯C+[ϕ,ϕ¯] − λπh)∆Φ , (58)
∆T¯ (y) = −2πi(1− h)µ¯[∂yϕ¯]tot + (2πiµµ¯C+[ϕ,ϕ¯] − λπh)∆Φ . (59)
Using the bulk conservation laws, we find
∂y(H− +H+) = i(∆T −∆T¯ )
= −2π(1− h)[∂y(µϕ+ µ¯ϕ¯)]tot , (60)
is always a total y–derivative and hence the total energy H defined as
H = H− +H+ + 2π(1− h)(µϕ+ µ¯ϕ¯) , (61)
is always conserved.
We also find
∂y(P− + P+) = i(∆T +∆T¯ − 2πλ(1− h)∆Φ)
= −2π(1− h)[∂y(µϕ− µ¯ϕ¯)]tot − (4πµµ¯C+[ϕ,ϕ¯] + 2iλπ)∆Φ (62)
is a total derivative if λ = 2iµµ¯C+[ϕ,ϕ¯]. Hence, we can define a total momentum
P = P− + P+ + 2π(1− h)(µϕ− µ¯ϕ¯) , (63)
which is conserved exactly when
λ = 2iµµ¯C+[ϕ,ϕ¯] = (0.826608 . . .)µ µ¯ . (64)
This agrees with the result in [22] where the problem was analysed in the opposite channel.
We can conclude that the perturbation is integrable only if this constraint is satisfied. As
λ defines the mass scale, the space of integrable defect perturbations has one physical
parameter. Observe also that we cannot switch off the defect perturbations completely if
we insist on keeping integrability.
5 Defect TCSA
In this section we review the TCSA method for periodic boundary conditions and gener-
alize it for the defect case.
The theory is defined on the cylinder of circumference L. The periodic Hilbert space
takes the form
H = V0 ⊗ V¯0 + V1 ⊗ V¯1 (65)
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where the unperturbed Hamiltonian acts as
H0 =
2π
L
(
L0 + L¯0 − c
12
)
(66)
The perturbation which defines the scaling Lee-Yang model on the cylinder is given by
H = H0 − λ
ˆ L
0
Φ(x, 0)dx . (67)
Mapping the cylinder onto the plane, (ζ = x+ iy → z = e−i 2piL ζ = reiθ, z¯ = ei 2piL ζ¯ = re−iθ),
we find the Hamiltonian is given by
H =
2π
L

 L0 + L¯0 + 11
30
+ λ
(
L
2π
)2+ 2
5
ˆ −2π
0
dθΦ(eiθ, e−iθ)

 . (68)
The rotation operator on the plane L0 − L¯0 corresponds to the momentum operator on
the cylinder P = 2π
L
(L0 − L¯0). As a result the θ-dependence of the matrix elements
of the perturbing operator can be easily evaluated and the integral gives momentum
conservation:ˆ −2π
0
〈j|Φ(eiθ, e−iθ)| k 〉dθ =
ˆ −2π
0
eiθ(hk−h¯k−hj+h¯j)dθΦjk = −Φjk2πδPk−Pj (69)
where Φjk = 〈j|Φ(1, 1)|k〉 and we used that hk − h¯k ∈ Z. Introducing the inner product
matrix Gij = 〈i|j〉 and the mass gap relation (89) the dimensionless Hamiltonian can be
written as
H
m
=
2π
mL

 L0 + L¯0 + 11
30
−
(
mL
2πκ
) 12
5
(2π)G−1Φ

 (70)
Pure defect perturbation
The defect conformal Hilbert space contains the modules
Hd = V1 ⊗ V¯0 + V0 ⊗ V¯1 + V1 ⊗ V¯1 (71)
and the unperturbed Hamiltonian is given by eq. (66).
We start by analyzing a chiral defect perturbation of the form
H = H0 − µϕ(y = 0) (72)
We map the cylinder to the conformal plane (ζ = x + iy → z = e−i 2piL ζ , such that the
defect x = 0 will fill the real positive line: z = e
2pi
L
y). As the defect field is chiral it will
acquire an additional phase, ρ = eiπ/10. To distinguish between the cases when the defect
is located on the imaginary ϕ(iy) or on the real ϕ(x) line we introduce another coupling
µˆ = µρ, such that
µϕ(ix) = µˆϕ(x) ; µˆ = µρ ; ρ = ei
pi
10 (73)
With this coupling the Hamiltonian on the plane is
H =
2π
L

L0 + L¯0 − c
12
− µˆ
(
L
2π
)1+ 1
5
ϕ(1)

 (74)
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For numerical evaluation we will need the various matrix elements of ϕ, which are evalu-
ated in Appendix A:
CDϕD = C
ϕ
ϕϕ = αβ
−1 ; Cdϕd = αβ ; C
d¯
ϕD = −CDϕd¯ = 1 (75)
where
α =
√√√√Γ(15)Γ(65)
Γ(3
5
)Γ(4
5
)
; β =
√
2
1 +
√
5
(76)
Combined bulk and defect perturbation
Now we perturb the conformal defect theory simultaneously in the bulk and at the defect
H = H0 − λ
ˆ L
0
Φ(x, 0)dx− µϕ(0)− µ¯ϕ¯(0) (77)
Mapping the system onto the plane
H =
2π
L

 L0 + L¯0 + 11
30
−
(
L
2π
)1+ 1
5 (
µˆϕ(1) + ˆ¯µϕ¯(1)
)
+ λ
(
L
2π
)2+ 2
5
ˆ −2π
0
dθΦ(eiθ, e−iθ)


(78)
where ˆ¯µ = µ¯ρ−1. Using the rotation symmetry we can perform the integrals
ρjk :=
ˆ −2π
0
eiθSjkdθ =


−2π
−2e−iπSjk sinπSjk
Sjk
if Sjk = 0
otherwise
(79)
where the difference of the spins
Sjk := hj − h¯j − hk + h¯k (80)
is usually not an integer. The matrix form of the dimensionless Hamiltonian is simply
H
m
=
2π
mL

L0 + L¯0 + 11
30
−
(
L
2π
) 6
5
G−1
(
µˆϕ+ ˆ¯µϕ¯
)
+
(
mL
2πκ
) 12
5
G−1Φρ

 (81)
where 〈j|Φρ| k 〉 = Φjkρjk.
The relevant structure constants are
C
Φ−
ϕϕ¯ = C
Φ+
ϕ¯ϕ =
β−1
1 + η−1
; C
Φ+
ϕϕ¯ = C
Φ−
ϕ¯ϕ =
β−1
1 + η
(82)
C d¯Φ−d = −η−2β−1 ; CdΦ−d¯ = −η2β−1 ; CDΦ−d = −η−1α ; C d¯Φ−D = η−1α (83)
CDΦ−d¯ = −ηα ; CdΦ−D = ηα ; CDΦ−D = α2β−1 (84)
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Integrability in DTCSA
It is interesting to analyze the integrability of the model by demanding the commutation
of energy and momentum [H,P ] = 0. The momentum in the TCSA scheme is given by
P =
2π
L

L0 − L0 −
(
L
2π
) 6
5
µˆϕ(1) +
(
L
2π
) 6
5
ˆ¯µϕ¯(1)

 (85)
while the energy by (78). We perform the analysis for L = 2π.
The term
[
L0 + L0, µˆϕ(1)− ˆ¯µϕ¯(1)
]
cancels against
[
µˆϕ(1) + ˆ¯µϕ¯(1), L0 − L0
]
. Using
the identity [L0, Φ (z, z¯)] = hΦ(z, z¯)+z∂zΦ(z, z¯), its anti-holomorphic part together with
z∂z − z¯∂z¯ = −i∂θ, we can write
λ
ˆ −2π
0
[
Φ
(
eiθ, e−iθ
)
, L0 − L0
]
dθ = λi
ˆ −2π
0
∂θΦ(e
iθ, e−iθ)dθ
= −iλ (Φ+(1)− Φ−(1)) . (86)
This term has to cancel against 2µˆ ˆ¯µ [ϕ¯(1), ϕ(1)] = −2µˆˆ¯µC+[ϕ,ϕ¯](Φ+ − Φ−) which leads to
µˆˆ¯µ = µµ¯ = λ
1
2iC+[ϕ,ϕ¯]
, C+[ϕ,ϕ¯] = C
Φ+
ϕϕ¯ − CΦ+ϕ¯ϕ = β−1
1− η
1 + η
= −i 0.413304 . . . (87)
This result is the same as we calculated before.
Finally we analyze the term
ˆ −2π
0
[
Φ
(
eiθ, e−iθ
)
, µˆϕ(1)− ˆ¯µϕ¯(1)
]
dθ. (88)
Let’s denote ψ(x) = µˆϕ(x)− ˆ¯µϕ¯(x). In taking the products of operators, they have to be
radially ordered, therefore in the commutator the contour of the integration is deformed
by ǫ: in the Φψ term the radius of the integration is 1 + ǫ, while in the ψΦ term the
radius is 1 − ǫ. Then, the contour of the integration can be transformed: one integral
from 1 + ǫ to 1 − ǫ on the upper side of the defect plus one integral from 1− ǫ to 1 + ǫ
on the lower side of the defect. The limit of Φ on the defect from above is Φ−, and the
limit from below is Φ+. We can use the OPEs to calculate these integrals. The OPEs of
Φ+ and Φ− with ϕ and ϕ¯ are regular in ǫ, and we can perform the integration. After the
integration we get only positive power terms in ǫ which are vanishing in the ǫ→ 0 limit,
and so (88) is zero.
6 Scattering description of defects in the scaling Lee-
Yang model
We summarise here the results of [10] on the integrable description of defects in the Lee-
Yang model and give the UV-IR correspondence relating the parameters in the integrable
and perturbed DCFT descriptions.
The scaling Lee-Yang model has a single massive particle with mass
m = κλ
5
12 , κ =
219/12
√
π
55/16
(Γ(3/5)Γ(4/5))5/12
Γ(2/3)Γ(5/6)
= 2.642944 . . . , (89)
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and two-particle S–matrix
S(θ) = −
(
1
3
)(
2
3
)
, (x) =
sinh( θ
2
+ iπx
2
)
sinh( θ
2
− iπx
2
)
. (90)
An integrable defect is described by two transmission factors, T−(θ) for a particle crossing
from left to right with rapidity θ > 0 and T+(−θ) for a particle crossing from right to left
with rapidity θ < 0. The authors of [10] proposed the following one-parameter family of
solutions to the fusion, crossing and unitarity relations:
T− = [b+ 1] [b− 1] = S
(
θ − iπ(3−b)
6
)
, T+ = [5− b] [−5− b] = S
(
θ +
iπ(3−b)
6
)
,
(91)
where
[x] = i
sinh
(
θ
2
+ iπx
12
)
sinh
(
θ
2
+ iπx
12
− iπ
2
) . (92)
Thus it can be seen that the defect is equivalent, for scattering purposes, to a particle
with rapidity iπ(3− b)/6, and the transmission factor is a pure phase for b = ∓3 + iα.
According to [10] the bulk energy-density and the infinite volume defect energy are
ǫbulk = − 1
4
√
3
m2 ; ǫDef = m sin
(
bπ
6
)
, (93)
and the finite size corrections for the ground state energy are also given, in first order, by
the Lüscher correction term which is
E0 (L) = −m
ˆ ∞
−∞
dθ
2π
cosh (θ)T+
(
iπ
2
− θ
)
e−mL cosh(θ) +O
(
e−2mL
)
. (94)
The Defect Thermodynamic Bethe Ansatz (DTBA) equations were also derived. The
pseudo energy is given as the solution of the integral equation
ε (θ) = mL cosh θ −
ˆ ∞
−∞
dθ′
2π
φ (θ − θ′) log
(
1 + T+
(
iπ
2
− θ′
)
e−ε(θ
′)
)
(95)
where φ(θ) = −i d
dθ
log S(θ). The ground state energy is expressed via the pseudo energy
as
E0 (L) = −m
ˆ ∞
−∞
dθ
2π
cosh (θ) log
(
1 + T+
(
iπ
2
− θ
)
e−ε(θ)
)
(96)
The DTBA equations are reliable at least for such values of the defect parameter b when
the transmission factor T+ is a pure phase, i. e. for b = −3 + iα with real α.
There are several ways to derive the UV-IR correspondence. One is by comparing
the action of the defect on the identity boundary condition with the perturbed boundary
condition Φ(b). As the defect approaches the boundary, the two defect fields ϕ(x) and
ϕ¯(x) both have the same limit, the relevant boundary field φ(x)4, so that the defect
4This is true when the defect and the boundary are both oriented along the real axis otherwise the
fields acquire relative phases
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perturbation with parameters (µˆ, ˆ¯µ) becomes the boundary perturbation with parameter
h = µˆ+ ˆ¯µ, µˆϕ+ ˆ¯µϕ¯→ (µˆ+ ˆ¯µ)φ. The boundary UV-IR relation is [24]:
h = |hc| cos((b+ 3)π/5)m6/5 = |hc|m
6/5
2
e(b+3)πi/5 +
|hc|m6/5
2
e−(b+3)πi/5 , (97)
hc = −
π3/524/551/4 sin 2π
5
(Γ(3
5
)Γ(4
5
))1/2
(
Γ(2
3
)
Γ(1
6
)
)6/5
= −0.685289 . . . . (98)
The natural identification is
µˆ =
|hc|m6/5
2
e±i(b+3)π/5 , ˆ¯µ =
|hc|m6/5
2
e∓i(b+3)π/5 . (99)
It is easy to check that
λ =
(
4
h2c κ
12/5
)
µˆ ˆ¯µ , (100)
agrees with the integrability condition (64).
The ambiguity in the exponent can be checked in several ways: one is by considering
the behaviour of the T–matrices for b = −3 + iα in the two limits α → ±∞. In both
these limits, T±(θ)→ 1 for any θ, but not in a uniform fashion.
In the limit α → +∞, T+(θ) does tend to 1 uniformly, but T−(θ) changes rapidly
around θ ∼ α/2 indicating that the defect has no effect on left-moving modes but a
large effect on right moving modes in the far UV; this behaviour corresponds to - in
our convention of the complex coordinates - a purely holomorphic perturbation of the
topological defect with µˆ→∞ and ˆ¯µ→ 0 in this limit.
Conversely, in the limit α → −∞, T−(θ) tends to 1 uniformly, but T+(θ) changes
rapidly around θ ∼ α/2 indicating that the defect has no effect on right-moving modes
but a large effect on left-moving modes in the far UV, corresponding to a purely anti-
holomorphic (affecting the left-moving modes only) perturbation of the topological defect
so that ˆ¯µ→∞ and µˆ→ 0 in this limit.
Using this, we see that the correct identification is
µˆ =
|hc|m6/5
2
eαπ/5 =
|hc|m6/5
2
e−i(b+3)π/5 = −|hc|m
6/5
2
e−i(b−2)π/5 , (101)
ˆ¯µ =
|hc|m6/5
2
e−απ/5 =
|hc|m6/5
2
ei(b+3)π/5 = −|hc|m
6/5
2
ei(b−2)π/5 . (102)
7 Numerical results
We analyzed the numerical spectrum for four choices of the b defect parameter, namely
b = −3 + 2i, b = −3, b = 0.5 and b = 1.8; the first two were chosen to correspond to the
transmission matrix being a phase; the second two have non-phase scattering but have
bound states. We considered various aspects of the spectra, as follows.
First, we analyzed the ground states. We numerically solved the ground state energy
Lüscher correction equation for different values of the b defect parameter, and plotted
together with the TCSA ground states. For b = −3 and b = −3 + 2i these lines fit the
TCSA points within one percent for volumes mL > 1, but in the two other case, they
fit only for mL > 5, showing that the higher order finite size corrections should be taken
into account.
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Figure 4: Ground state energies with Lüscher corrections and the TCSA ground state
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Figure 5: Ground state energies from the defect TBA and the TCSA ground state points
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Solutions of the BY equations
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Figure 6: The TCSA spectra together with the solutions of the Bethe Yang equations at
b = −3.
For b = −3 and b = −3 + 2i we solved the equations (95, 96) iteratively and plot
against the TCSA spectrum. This is shown on figure 5.
If we choose b = −3 the TCSA spectra remains real, and on the scattering theory side,
the transmission factor is just a phase for real rapidity and has no poles in the physical
strip, so that we do not expect any defect bound-states.
The DTBA equations can be generalised to include the excited states but instead we
used a simpler approximate method which is nevertheless accurate for volumes that are
not too small. In finite (but not too small) volumes the solutions of the Bethe-Yang
equations,
eiL sinh θiT− (θi)
∏
j 6=i
S (θi − θj) = 1 ; i = 1, . . . , n (103)
give a good approximation to the rapidities of the n-particle state. From these one can
easily calculate the energy of the n-particle state. As at b = −3 the transmission factor
is just a phase, we can take the logarithm of these equations, which become a system
of real algebraic equation with n integer parameters called the Bethe-Yang quantum
numbers. We solved these equations numerically in the case of one and two particles, for
the smallest Bethe-Yang quantum numbers, and plotted the resulting energies together
with the modified TCSA spectra which can be obtained from the original spectra by
subtracting the values of the ground state – see Figure 6.
We should notice that at b = −3, the two transmission factors T− and T+ are identical,
so that we have exact parity-symmetry in this case: the right-moving particle has the same
energy as the left-moving. This can be seen in the numerical spectra: all one-particle
Bethe-Yang lines and the corresponding TCSA points have multiplicity two. Among the
two-particle Bethe-Yang lines, and the corresponding TCSA points, the only lines with
multiplicity one are those that correspond to parity-invariant sets of momenta; the others
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Figure 7: The TCSA spectra together with the solutions of the Bethe-Yang equations at
b = −3 + 2i
have multiplicity two.
If we choose b = −3 + αi, with real α, the transmission factor remains a phase, and
the TCSA spectrum is real. The Bethe-Yang equations become a system of real algebraic
equations which can be solved numerically for different quantum numbers. We solved
them at the b = −3 + 2i, and plotted the resulting energies in Figure 7 for the smallest
quantum numbers in the case of one and two particles, together with the TCSA points.
For mL > 5 every Bethe-Yang line fits the TCSA points. For smaller volumes, due to
finite size corrections, there is a mismatch, mainly for the lowest energy lines.
However it is not true any more that the two transmission factors are identical, the
parity-symmetry is broken. Due to this fact, the two-fold degeneracy of the states which
was valid for b = −3 is broken; thus for b = −3 + iα every Bethe-Yang line and the
corresponding TCSA points have multiplicity one.
If we choose ℜe (b) 6= −3, the transmission factors are not just phases any more, and
the TCSA spectrum becomes complex as well. If we take the logarithm of the Bethe-
Yang equations, they become a system of algebraic equations of complex quantities, each
equation holds for both the real and the imaginary part. In the following we plot only
the real part as it contains the real vacuum and the boundary bound-states.
According to [10] in different domains of the parameter b, the transmission factor T+
has poles, and we have defect bound states in infinite volume. In the domain b ∈ [−1, 1]
we expect one defect bound state, and if b ∈ [1, 2] we expect two. The infinite volume
defect energies are given as
ǫ1 = m cos
(
π
6
(b+ 1)
)
; ǫ2 = m cos
(
π
6
(b− 1)
)
(104)
One of the values we have chosen, b = 0.5, corresponds to a system where we expect
a single defect bound state in infinite volume. In finite volume, a defect bound state
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Figure 8: The real part of the TCSA spectra together with the solutions of the Bethe-Yang
equations at b = 0.5
corresponds to a solution of the Bethe-Yang equations with purely imaginary rapidity.
For mL > 5.5, we in fact find two solutions, one which asymptotically approaches the
defect bound state energy in infinite volume, and one which approaches a free massive
particle state. For smaller volumes, these converge and meet at mL ∼ 5.5 and for smaller
volumes there are no purely imaginary solutions to the Bethe-Yang equations and indeed
the DTCSA has complex spectrum and is consistent with complex rapidity solutions.
We can identify the one and two particle states as the solutions of the Bethe-Yang
equations for complex rapidities. In case of the two-particle Bethe-Yang equations there
are two kinds of such solutions: one where none of the rapidities are purely imaginary,
and one where one of these rapidities is purely imaginary. This latter case corresponds
in infinite volume to one particle scattering on the excited defect i.e. a defect with one
particle bound on it. The two particle Bethe-Yang equations with one purely imaginary
rapidity have solutions only for larger volumes, mL > 7, but we have to remember that
the Bethe-Yang equations are not exact, in small volumes the vacuum polarisation effects
become considerable, and we can trust these solutions only for these larger volumes.
We plotted the TCSA spectra together with the solutions of the Bethe-Yang equations
for small quantum numbers: The one-particle solutions with purely imaginary rapidities
for mL > 5, the one-particle solutions with non-purely imaginary rapidities, the two-
particle solutions with one imaginary rapidity for mL > 7, and the two particle solutions
for non-purely imaginary rapidities. The Bethe-Yang lines fits the TCSA points within
an error less then one percent.
If we choose b = 1.8 we expect two defect bound state at infinite volume. In finite
volume, the corresponding states are the solutions of the one-particle Bethe-Yang equa-
tions for purely imaginary rapidities. These equations have solutions only for mL > 3, for
smaller volumes the rapidities have non-zero real part. The corresponding TCSA points
22
Solutions of the BY equations
TCSA points
0 5 10 15 20 mL
1
2
3
4
E
m
Figure 9: The real part of the TCSA spectra together with the solutions of the Bethe-Yang
equations at b = 1.8. The ground state and the boundary bound-states are real.
are real for mL > 3, but for smaller volumes these points become complex. But for
mL < 5 the Bethe-Yang lines don’t fit the TCSA points because of the finite size correc-
tions. We also solved the one-particle Bethe-Yang equation for non-imaginary rapidities
as well.
We can also identify the two-particle states solving the Bethe-Yang equations. Simi-
larly to the case of b = 0.5 we have solutions where none of the rapidities are imaginary,
and solutions where one of them is purely imaginary. Generally we have two solutions in
the latter case corresponding, in infinite volume, to one particle scattering on an excited
defect, but at b = 1.8 we have two of them. These equations for imaginary rapidity don’t
have a solution for every volume, this also shows that in small volumes the Bethe-Yang
equations are not exact, and one should take into account the vacuum polarisation effects.
We plotted the energies of the solutions of the Bethe-Yang equation only in that domain,
where these solutions exist.
The energy lines of the solutions of the Bethe-Yang equations fits the TCSA point
within 4− 5% for volumes mL > 5.
8 Conclusion
We have carried out a detailed investigation of the integrable defects in the scaling Lee-
Yang model. Our approach is based on the perturbed CFT point of view. Thus, as a
starting point, we solved the defect Lee-Yang model by calculating all of its structure
constants. This is the first defect conformal field theory solved at such an explicit level.
We then determined the one parameter family of integrable perturbations by using
defect conformal perturbation theory. Our findings, (64), agree with the results of Runkel
in [22] obtained from an alternative analysis.
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We matched the parameters of this UV description to the parameters of the IR scat-
tering theory found in [10] by fusing the defect to the boundary and using the boundary
UV-IR relation [24].
We developed the defect truncated conformal space approach to calculate the finite size
spectrum of the model and performed various numerical tests. In particular, we verified
the UV-IR relation, the transmission factors and the bound-state spectrum of [10]. This
was done by comparing the numerical spectrum to the finite size correction determined
by the Bethe-Yang equations. We also checked the defect energy contributions and the
leading Lüscher corrections to the vacuum energy. These provide convincing evidence for
both our solution of the conformal defect Lee-Yang model and for the bootstrap results
in [10].
The Lee-Yang theory is a non-unitary theory, nevertheless its spectrum with periodic
boundary condition is real. This is due to the PT-symmetry of the model. Introducing
defect perturbations we maintain this symmetry but we obtained real spectrum only for
real coupling constants. For purely imaginary defect perturbations only the ground state
and the defect bound-states were real. This might be related to the fact that these states
themselves are P-symmetric, contrary to the rest of the spectrum.
It is worth pointing out that although we write the chiral defect fields as ϕ and ϕ¯ and
their couplings as µ and µ¯, the fields are actually real, self-conjugate fields and it is no
surprise that we only recovered a real spectrum for µ and µ¯ both real.
Our developments provide a firm basis to proceed with further work on the defect
Lee-Yang model. For example, based on the infinite volume defect form factors [25], one
could establish the theory of finite volume defect form factors. These results could then
be checked directly by our DTCSA method. This will be the subject of a forthcoming
paper.
It will also be interesting to investigate the full space of non-integrable perturbations
of the defect, both in the massless and massive cases, using the DTCSA method. Previous
investigations of defect perturbations have been limited to the massless case (see eg [26])
and have yielded interesting results for the space of RG flows including flows from purely
transmitting defects to purely reflecting defects. A similarly interesting picture is expected
for the space of RG flows in the massive Lee-Yang model.
The Lee-Yang model is the simplest conformal field theory, which we solved explicitly
in the presence of a topological defect. Our analysis is quite general, however and can be
easily generalized to any minimal model, as their topological defects are already classified
[21]. These models then could be perturbed and the integrable perturbations classified.
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A Structure constants of the defect Lee-Yang model
In this section we solve the sewing relations for the defect conformal Lee-Yang model and
determine all the structure constants. Motivated by TCSA considerations we place the
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defect at y = 0 and x > 0 with z = x+ iy. We start with the description of the relevant
conformal blocks.
The Virasoro algebra with c = −22
5
contains only one irredicble highest weight module
with non-vanishing highest weight h = −1
5
. This module contains a singular vector at
level 2 (
L2−1 −
2
5
L−2
)
|h〉 = 0 (105)
which leads to differential equations for the chiral correlations functions (conformal blocks).
Let us denote the chiral field with weight h by φ. The matrix elements of φ(z) between
highest weight states have the following coordinate dependence:
〈0|φ(z)|0〉 = 0 ; 〈0|φ(z)|h〉 ∝ z−2h ; 〈h|φ(z)|0〉 ∝ 1 ; 〈h|φ(z)|h〉 ∝ z−h (106)
The matrix elements of φ(1)φ(z) are proportional to
〈0|φ(1)φ(z)|0〉 ∝ (1−z)−2h ; 〈0|φ(1)φ(z)|h〉 ∝ (z(1−z))−h ; 〈h|φ(1)φ(z)|0〉 ∝ (1−z)−h
(107)
finally from the decoupling of the singular vector we obtain a second order hypergeometric
differential equation, which can be solved as
〈h|φ(1)φ(z)|h〉 = c1f1(z) + c2f2(z) (108)
where
f1(z) = (z(1− z))−h 2F1( 15 , 25 ; 45 |z) ; f2(z) = (z2(1− z))−h 2F1( 25 , 35 ; 65 |z) (109)
are the canonical solutions around z → 0, i.e. f1(z) = z−h(1 + a1z + . . . ) and f2(z) =
z−2h(1 + a2z + . . . ). There is a canonical basis around z → 1, too:
〈h|φ(1)φ(z)|h〉 = c˜1g1(z) + c˜2g2(z) (110)
such that g1(z) = (1−z)−h(1+ a˜1(1−z)+ . . . ) and g2(z) = (1−z)−2h(1+ a˜2(1−z)+ . . . ).
As both are solutions of the same differential equations they can be expressed in terms of
each other as
fi(z) = Γijgj(z) (111)
with
Γ11 = −Γ22 = β−2 , Γ12 = −β−2α−2 , Γ21 = α2 (112)
where we use
α =
√√√√Γ(15)Γ(65)
Γ(3
5
)Γ(4
5
)
; β =
√
2
1 +
√
5
=
1√
η + η−1
; η = e
ipi
5 ; ρ = e
ipi
5 (113)
Bulk structure constants
The bulk operators are in a one-to-one correspondence with the bulk Hilbert space: V0⊗
V¯0 + V1 ⊗ V¯1 and the structure constants can be calculated in this theory. Let us denote
the (h, h) field by Φ(z, z¯). It has the OPE
Φ(z, z¯)Φ(0, 0) = CIΦΦ(zz¯)
2/5(I+ . . . ) + CΦΦΦ(zz¯)
1/5(Φ(0, 0) + . . . ) (114)
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The four point function can be written in the two canonical bases as
〈Φ|Φ(1, 1)Φ(z, z¯)|Φ〉 = aijfi(z)fj(z¯) = a˜ijgi(z)gj(z¯) (115)
From the two different evaluation of the OPEs we can extract
a11 = a˜11 = C
I
ΦΦ
(
CΦΦΦ
)2
; a22 = a˜22 =
(
CIΦΦ
)2
(116)
Using the coefficient for the change of basis we obtain:
CΦΦΦ =
√
−CIΦΦα2β (117)
As the three point function can be written as
〈Φ|Φ(1, 1)|Φ〉 = CΦΦΦ = CIΦΦCΦΦΦ (118)
reality of Φ† = Φ requires real CΦΦΦ. We achieve this by choosing the normalization as
CIΦΦ = −1 ; CΦΦΦ = α2β = 1.91131... (119)
Defect Hilbert space
The defect Hilbert space is given by V1⊗ V¯0+V0⊗ V¯1+V1⊗ V¯1. (It is like taking the fusion
product of a chiral field with all bulk fields). The primary fields with weights (h, 0), (0, h)
and (h, h) will be denoted as d, d¯ and D, respectively. We normalize them as
〈d|d〉 = CIdd = 〈d¯|d¯〉 = CId¯d¯ = 1 ; 〈D|D〉 = CIDD = −1 (120)
and all other matrix elements are vanishing.
Defect operators
The defect operators are in one-to-one correspondence to the Hilbert space containing two
defects: V0⊗ V¯0+ V1⊗ V¯0+ V0⊗ V¯1+2 · V1⊗ V¯1. (It is like taking the fusion product of a
chiral field with the defect Hilbert space). The primary fields and weights are as follows:
I with (0, 0), ϕ and ϕ¯ with (h, 0) and (0, h), finally we have two fields Φ+ and Φ− both
with weights (h, h). We will choose them as the lower/upper limits of the bulk field on
the defect
Φ±(x) = lim
y→∓0
Φ(z, z¯) ; z = x+ iy (121)
As the map from the cylinder to the plane is z = e−i
2pi
L
ζ the left/right limit on the cylinder
corresponded to the lower/upper limit on the plane. This implies the normalization of
the fields
CIΦ+Φ+ = C
I
Φ−Φ−
= CIΦΦ = −1 (122)
In order to maintain reality of the chiral fields we normalize them as
CIϕϕ = C
I
ϕ¯ϕ¯ = −1 (123)
As the fields are real, complex conjugation z ↔ z¯ will make the changes:
z ↔ z¯ , Φ± ↔ Φ∓ ; ϕ↔ ϕ¯ (124)
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Defect OPEs
The defect operators have the following operator product expansions
ϕ(z)ϕ(w) = CIϕϕ|z − w|2/5 + Cϕϕϕ|z − w|1/5ϕ(w) . . . (125)
ϕ(z)ϕ¯(w) = C
Φ+
ϕϕ¯Φ+(w) + C
Φ−
ϕϕ¯ Φ−(w) . . . (126)
ϕ¯(z)ϕ(w) = C
Φ+
ϕ¯ϕΦ+(w) + C
Φ−
ϕ¯ϕ Φ−(w) . . . (127)
ϕ¯(z)ϕ¯(w) = CIϕ¯ϕ¯|z − w|2/5 + C ϕ¯ϕ¯ϕ¯|z − w|1/5ϕ¯(w) . . . (128)
Φ+(z)Φ+(w) = C
I
Φ+Φ+ |z − w|4/5 + CΦΦΦ|z − w|2/5Φ+(w) . . . (129)
Φ+(z)Φ−(w) = C
I
Φ+Φ−|z − w|4/5 + CϕΦ+Φ−|z − w|3/5ϕ(w) + C ϕ¯Φ+Φ− |z − w|3/5ϕ¯(w) +
+C
Φ+
Φ+Φ−
|z − w|2/5Φ+(w) + CΦ−Φ+Φ−|z − w|2/5Φ−(w) . . . (130)
Φ−(z)Φ+(w) = C
I
Φ−Φ+
|z − w|4/5 + CϕΦ−Φ+ |z − w|3/5ϕ(w) + C ϕ¯Φ−Φ+ |z − w|3/5ϕ¯(w) +
+ C
Φ+
Φ−Φ+ |z − w|2/5Φ+(w) + CΦ−Φ−Φ+ |z − w|2/5Φ−(w) . . . (131)
Φ−(z)Φ−(w) = C
I
Φ−Φ−|z − w|4/5 + CΦΦΦ|z − w|2/5Φ−(w) . . . (132)
where we have exploited the relation of Φ and Φ± to write C
Φ+
Φ+Φ+
= C
Φ−
Φ−Φ−
= CΦΦΦ.
Matrix elements of ϕ and ϕ¯
The non-vanishing matrix elements of the defect operators at z = 1 on the highest weight
basis (d,D, d¯) can be calculated from the matrix form of the OPEs
ϕˆ =


Cdϕd 0 0
0 CDϕD C
D
ϕd¯
0 C d¯ϕD 0

 ; ˆ¯ϕ =


0 Cdϕ¯D 0
CDϕ¯d C
D
ϕ¯D 0
0 0 C d¯
ϕ¯d¯

 (133)
In order to get the matrix elements we multiply with the normalization of states: 〈i|ϕ|j〉 =
CkϕjC
I
ik. Since complex conjugation relates the two by changing d↔ d¯ we determine only
the first. Analyzing carefully the OPEs we can express the various matrix elements of
ϕ(1)ϕ(z) in terms of the chiral blocks:
〈d|ϕ(1)ϕ(z)|d〉 =
(
Cdϕd
)2
f1(z) = C
I
ϕϕg2(z) + C
ϕ
ϕϕC
d
ϕdg1(z) (134)
− 〈D|ϕ(1)ϕ(z)|D〉 =
(
CDϕD
)2
f1(z) + C
d¯
ϕDC
D
ϕd¯f2(z) = C
I
ϕϕg2(z) + C
ϕ
ϕϕC
D
ϕDg1(z) (135)
〈d¯|ϕ(1)ϕ(z)|d¯〉 = CDϕd¯C d¯ϕD(1− z)−2h = CIϕϕ(1− z)−2h (136)
〈d¯|ϕ(1)ϕ(z)|D〉 = CDϕDC d¯ϕDz−h(1− z)−h = CϕϕϕC d¯ϕDz−h(1− z)−h (137)
− 〈D|ϕ(1)ϕ(z)|d¯〉 = CDϕd¯CDϕD(1− z)−h = CϕϕϕCDϕd¯(1− z)−h (138)
From which it easily follows that CD
ϕd¯
C d¯ϕD = C
I
ϕϕ = −1 and CDϕD = Cϕϕϕ. Furthermore, we
found that
Cϕϕϕ = C
D
ϕD = αβ
−1 Cdϕd = αβ (139)
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We can write the analogous equations by changing d↔ d¯ and ϕ↔ ϕ¯. The result is
CDϕ¯dC
d
ϕ¯D = C
I
ϕ¯ϕ¯ = −1 ; C ϕ¯ϕ¯ϕ¯ = CDϕ¯D = αβ−1 C d¯ϕ¯d¯ = αβ (140)
although we could have changed the sign of ϕ¯ which is still a solution.
Matrix elements of Φ±
The matrix elements of Φ+ and Φ− are related either by complex conjugation or by
analyzing the matrix elements of the bulk field Φ(z, z¯) and taking the two limits θ → 0
and θ → 2π in
〈i|Φ(z, z¯)|j〉 = 〈i|Φ−(1)|j〉zhi−hj−hz¯h¯i−h¯j−h ; z = reiθ (141)
This implies
〈i|Φ−(1)|j〉 = e2πi(hi−h¯i−(hj−h¯j))〈i|Φ+(1)|j〉 ; ξ = ei 2pi5 (142)
The Φ±(1) matrix elements can be parametrised as
Φˆ− =


0 CdΦ−D C
d
Φ−d¯
CDΦ−d C
D
Φ−D
CD
Φ−d¯
C d¯Φ−d C
d¯
Φ−D
0

 ; Φˆ+ =


0 ξ−1CdΦ−D ξ
−2Cd
Φ−d¯
ξCDΦ−d C
D
Φ−D
ξ−1CD
Φ−d¯
ξ2C d¯Φ−d ξC
d¯
Φ−D
0

 (143)
These matrix elements can be determined from the correlation functions
〈i|ϕ(1)ϕ¯(z)|j〉 = CIilC lϕkCkϕ¯jzh¯i−h¯j−h = CIil(CΦ−ϕϕ¯ C lΦ−j + CΦ+ϕϕ¯ C lΦ+j)zh¯i−h¯j−h (144)
In matrix notation they read as
ϕˆ ˆ¯ϕ = C
Φ−
ϕϕ¯ Φˆ− + C
Φ+
ϕϕ¯ Φˆ+ (145)
By solving the equations we found a one parameter family of solutions. We fixed this
freedom by choosing
C d¯ϕD = C
d
ϕ¯D = 1 ; C
D
ϕd¯ = C
D
ϕ¯d = −1 (146)
The rest of the coefficients are
C
Φ+
Φ+Φ+
= C
Φ−
Φ−Φ−
= α2β ; Cdϕd = C
d¯
ϕ¯d¯ = αβ (147)
C
Φ−
ϕϕ¯ = C
Φ+
ϕ¯ϕ =
β−1
1 + η−1
=
ρ
4
√
5
; C
Φ+
ϕϕ¯ = C
Φ−
ϕ¯ϕ =
β−1
1 + η
=
ρ−1
4
√
5
(148)
CdΦ−D = C
d¯
Φ+D = αη ; C
d¯
Φ−D = C
d
Φ+D = αη
−1 (149)
CdΦ−d¯ = C
d¯
Φ+d
= −η2β−1 ; C d¯Φ−d = CdΦ+d¯ = −η−2β−1 (150)
CDΦ−d = C
D
Φ+d¯
= −η−1α ; CDΦ−d¯ = CDΦ+d = −ηα (151)
CDΦ−D = C
D
Φ+D = α
2β−1 ; CIΦ−Φ+ = C
I
Φ+Φ− =
(
1 + β−2
)
(152)
C
Φ−
Φ−Φ+
= C
Φ+
Φ+Φ−
= C
Φ+
Φ−Φ+
= C
Φ−
Φ+Φ−
= β−1α2 (153)
28
CϕΦ−Φ+ = C
ϕ¯
Φ+Φ−
= −ραβ−2 4
√
5 ; C ϕ¯Φ−Φ+ = C
ϕ
Φ+Φ−
= −ρ−1αβ−2 4
√
5 (154)
CϕΦ−ϕ¯ = C
ϕ¯
Φ+ϕ
= Cϕϕ¯Φ+ = C
ϕ¯
ϕΦ−
= −β−1η (155)
Cϕϕ¯Φ− = C
ϕ¯
ϕΦ+
= CϕΦ+ϕ¯ = C
ϕ¯
Φ−ϕ
= −β−1η−1 (156)
C
Φ−
Φ−ϕ
= C
Φ+
Φ+ϕ¯
= C
Φ−
ϕ¯Φ−
= C
Φ+
ϕΦ+
=
α
2
((
β + β−1
)
− i 1
4
√
5
)
=
α
2
ρ−1
√
6√
5
+ 2 (157)
C
Φ−
Φ−ϕ¯
= C
Φ+
Φ+ϕ
= C
Φ−
ϕΦ−
= C
Φ+
ϕ¯Φ+
=
α
2
((
β + β−1
)
+ i
1
4
√
5
)
=
α
2
ρ
√
6√
5
+ 2 (158)
C
Φ−
ϕΦ+ = C
Φ+
ϕ¯Φ− = C
Φ−
Φ+ϕ¯ = C
Φ+
Φ−ϕ =
αβ
2
(
1 + i
(
β − β−1
) 1
4
√
5
)
=
α
2
ρ−1
√
6√
5
− 2 (159)
C
Φ−
ϕ¯Φ+
= C
Φ+
ϕΦ−
= C
Φ−
Φ+ϕ
= C
Φ+
Φ−ϕ¯
=
αβ
2
(
1− i
(
β − β−1
) 1
4
√
5
)
=
α
2
ρ
√
6√
5
− 2 (160)
In matrix notation
Φˆ− =


0 ηα −η2β−1
−η−1α α2β−1 −η1α
−η−2β−1 η−1α 0

 ; Φˆ+ =


0 η−1α −η−2β−1
−η1α α2β−1 −η−1α
−η2β−1 η1α 0

 (161)
B Perturbation theory calculations.
In this Appendix we calculate the bulk-defect operator expansion induced by simultaneous
bulk, chiral and anti-chiral defect perturbations. From this we can easily calculate the
jump in T and T¯ across the defect.
Operator equations are local, which are understood within correlators in the perturbed
theory. This means we require them in the weak sense for any of their matrix elements. For
technical reasons we present the calculation here for matrix elements in the theory where
two defect lines are included, i.e. when there is a one-to-one correspondence between
defect operators and vectors of the Hilbert space. We place the defect at x = 0 and
sometimes write out explicitly that fields depend on z = x+ iy, such as like ϕ(iy).
There are singularities in the perturbative expansion of correlation functions including
T (0) coming from integration over the boundary perturbation. The solution is to consider
instead the regularised field
TR(0) = T (0) +
aµ
ǫ
ϕ(0) . (162)
The constant a can be fixed by requiring the bulk-defect OPE of T (x) to be
e−δST (x) = e−δSTR(0) +O(x, µ) . (163)
If we sandwich this identity between 〈ϕ| and |0〉, we get
〈ϕ| e−δS (T (x)− T (0))|0〉 = (aµ/ǫ)〈ϕ| e−δS ϕ(0)|0〉 . (164)
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We fix a by differentiating both sides with respect to µ and setting µ to zero. Since the
singularity arises for ǫ→ 0, we can always take x > ǫ, to get
a = ǫ lim
R→∞
ˆ R
−R
〈ϕ|ϕ(iy)(T (x)− T (0))|0〉
〈ϕ|ϕ(0)|0〉 dy
∣∣∣∣
cutoff
= ǫ lim
R→∞
ˆ R
−R
(
h
(x− iy)2 θ(x
2 + y2 − ǫ2)− h
(iy)2
θ(y2 − ǫ2)
)
dy
= −hǫ lim
R→∞
(ˆ R
−R
dy
(y + ix)2
−
ˆ −ǫ
−R
dy
y2
−
ˆ R
ǫ
dy
y2
)
= 2h ,
where “cutoff” means we need to implement the short-distance cutoff in the perturbative
integrals.
Having defined the renormalized field we can now write the general bulk-defect op-
erator expansion for the combined chiral, anti-chiral and bulk perturbations in the case
x > 0:
T (x) = TR(0) + b
+µ∂yϕ(0) + η
+λΦ+(0) + η
−λΦ−(0) + µµ¯
(
ρϕ¯(0)ϕ(0) + σϕ(0)ϕ¯(0)
)
+ . . .
(165)
We will need to find b+, the coefficient of ∂yϕ(iy) = i∂ϕ(iy). We have ∂yϕ(0)|0〉 = iL−1|ϕ〉
and so we find b+ by sandwiching
T (x) = TR(0) + · · ·+ γµ∂yϕ(iy) + · · · ,
between 〈ψ| = − i
2h
〈ϕ|L1 and |0〉, differentiating with respect to µ and setting µ → 0,
giving
b+ = − i
2h
ˆ
〈ϕ|L1ϕ(iy)(T (x)− T (0))|0〉/〈ϕ|ϕ〉 dy
∣∣∣∣
cutoff
= −i lim
R→∞
ˆ R
y=−R
[(
hx
(x− iy)2 +
(1− h)
x− iy
)
θ(|x− iy| − ǫ)− (1− h)−iy θ(|y| − ǫ)dy
]
= − lim
R→∞
[ˆ −ǫ
−R
+
ˆ R
ǫ
(1− h)dy
y
]
−
[ˆ R
−R
(
ihx
(y + ix)2
+
1− h
y + ix
)
dy
]
= − lim
R→∞
(
−(1− h) log
(
ix+R
ix− R
)
+ ihx
[
1
R + ix
+
1
R − ix
])
= −iπ(1− h) .
We will also need η+, the coefficient of Φ+ appearing in the bulk-defect OPE. This can
be found by sandwiching the bulk-defect operator expansion between 〈+| and |0〉, where
the state 〈+| picks out the contribution from Φ(x) with positive x —
〈+|Φ(x)|0〉 = 1 (x > 0) , 〈+|Φ(x)|0〉 = 0 (x < 0) .
This state exists so long as Φ(x) is discontinuous across the defect. The result is
η+ = lim
R→∞
ˆ
U
d2u〈+|Φ(u)(T (x)− T (0))|0〉
∣∣∣∣
cutoff
= lim
R→∞
ˆ
U1
d2u
h
(u− x)2 −
ˆ
U2
d2u
h
u2
,
where the integration region U = {u ∈ C|Re(u) > 0, |u| < R}, U1 = {u ∈ C|Re(u) >
0, |u| < R, |u − x| > ǫ} and U2 = {u ∈ C|Re(u) > 0, ǫ < |u| < R}. The second
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integral is zero, as can be found by taking u = reiθ. For the first integral, we can take
u = x + reiθ, and then the integration region is approximately given by U3 = {reiθ|ǫ <
r < R, r cos θ + x > 0}. The difference between this approximate region and the correct
region goes to zero as R goes to infinity. We then find, with θ0 = sin
−1(x/R),
ˆ
U2
d2u
1
(u− x)2 ≃
ˆ
U3
dr dθ
re2iθ
=
ˆ R
r=ǫ
ˆ π/2+θ0
θ=−π/2−θ0
dr dθ
re2iθ
+
ˆ −π/2−θ0
θ=−π
ˆ −x/ cos θ
r=ǫ
dr dθ
re2iθ
+
ˆ π
θ=π/2+θ0
ˆ −x/ cos θ
r=ǫ
dr dθ
re2iθ
=
ˆ π/2+θ0
θ=−π/2−θ0
e−2iθ log(R/ǫ)dθ +
ˆ −π/2−θ0
θ=−π
e−2iθ log
(
− x
ǫ cos θ
)
dθ
+
ˆ π
θ=π/2+θ0
e−2iθ log
(
− x
ǫ cos θ
)
dθ
=
1
2
(2θ0 + sin(2θ0)− π)
In the limit R → ∞, θ0 → 0 and so η+ = −hπ/2 . We can likewise find the remaining
coefficients to get the bulk-defect operator expansion, valid for x > 0,
T (x) = TR(0)− iπ(1−h)µ∂yϕ(0)− hπ
2
λ(Φ+(0)−Φ−(0))+ iπhµµ¯
[
ϕ(0), ϕ¯(0)
]
+ . . . (166)
and so we find the jump in T to be
∆T (x) = 2πi(1−h)µ ∂yϕ(0)− hπλ∆Φ(0)− 2πihµµ¯
[
ϕ(0), ϕ¯(0)
]
+ . . . (167)
and likewise
∆T¯ (x) = −2πi(1−h)µ¯ ∂yϕ¯(0)− hπλ∆Φ(0)− 2πihµµ¯
[
ϕ(0), ϕ¯(0)
]
+ . . . (168)
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