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Abstract
We develop a new method for proving that a flow has the so-called
strong convolution singularity property, i.e. the Gaussian system induced
by its (reduced) maximal spectral type has simple spectrum. We use these
methods to give examples of smooth flows on closed orientable surfaces of
genus at least 2 with a weaker property: each of their maximal spectral
types σ is such that the Gaussian system induced by σ has simple spectrum
on the so-called 3rd chaos (i.e. V 3σ has simple spectrum).
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1 Introduction
Let U = (Ut)t∈R be a continuous unitary representation on a separable Hilbert
space H. Each such representation is determined by two invariants: the (re-
duced) maximal spectral type and the spectral multiplicity function. The first
of these invariants is the equivalence class σU of all spectral measures σx with
x ∈ H which dominate all other spectral measures: σy  σx for y ∈ H (such
dominating measures always exist and they are all mutually equivalent).1 The
spectral multiplicity function MU : R = Rˆ → N ∪ {∞} is measurable and de-
fined σU -almost everywhere.2 We say that U has simple spectrum when it is
unitarily isomorphic to VσU = ((VσU )t)t∈R : L2(R, σU ) → L2(R, σU ) given by
(VσU )tf(x) = e
2piitxf(x) (this is equivalent to MU ≡ 1 σU -almost everywhere).
We deal with unitary representations associated with measure-preserving
flows. Given T = (Tt)t∈R acting on a standard probability Borel space (X,B, µ)
one defines the so-calledKoopman representation UT = (UTt)t∈R : L2(X,B, µ)→
L2(X,B, µ) by the formula UTt(f) = f ◦ Tt for all t ∈ R. We often write σT
instead of σUT and call it the (reduced) maximal spectral type of T . The prop-
erties of σT may reflect important properties of the flow T . In case when σT is a
singular measure it is interesting to know what is the “degree” of its singularity.
Let us recall two notions which will play here an important role.3 We say
that the flow T has the property of the mutual singularity of convolution pow-
ers if its maximal spectral type has this property, i.e. when σ∗nT ⊥ σ∗mT for
n 6= m. However, for the purposes of this paper a stronger property, so-called
strong convolution singularity property (SCS4) will be crucial. The flow T is
said to have the SCS property whenever σ = σT is such that the unitary R-
representation
⊕
n≥1 V
n
σ has simple spectrum. In other words the spectrum of
V nσ for each n ≥ 1 is simple and the maximal spectral types of V nσ , i.e. σ∗n,
for n ≥ 1 are mutually singular: σ∗n ⊥ σ∗m for n 6= m. It is a folklore result
that the simplicity of spectra of all V nσ yields automatically the SCS property
for σ (for a proof see [14]). One way to check that V nσ has simple spectrum is
to show that
σ∗n-almost all conditional measures in the disintegration of σ⊗n over σ∗n
via the map Rn 3 (x1, . . . , xn) 7→ x1 + · · ·+ xn ∈ R
are purely atomic with n! atoms. (1)
1For the definition of a spectral measure see Section 2.1.
2We do not give a precise definition of the spectral multiplicity function as we will not use
it later.
3Analogous properties can be easily formulated for Z-actions or action of other groups.
4In [16] this property was denoted by SC, however, following [15], we prefer to write SCS
instead. In this way we avoid confusion with the so-called CS properties defined in terms of
singularity of the considered measure with respect to convolutions of continuous measures.
For information on the relations between these notions see e.g. [14] and [17].
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The SCS property was shown to be generic for flows [16].5 While there is
a variety of concrete examples of automorphisms enjoying the SCS property,
including the Chacon automorphism [4] and some mixing automorphisms [5],
[20], much less is known in the case of flows.
In a recent paper [16] it was shown that some classes of smooth or regular
flows on T2 enjoy the SCS property. The examples are given in terms of special
flows T f = (T ft )t∈R, where T : T→ T is an irrational rotation Tx = x+ α and
f : T → R+ an integrable function (for a formal definition of special flow see
Section 2.3):
(A) for a fixed f ∈ C∞ different from any trigonometric polynomial for a
“generic” α ∈ [0, 1) the resulting flow T f has the SCS property,
(B) for f piecewise absolutely continuous, with the sum of jumps different
from zero, and α with unbounded partial quotients the flow T f also has
the SCS property.
Recall that the flows described in the case (A) are smooth reparametrizations
of linear flows on the torus T2. The class (B) was introduced by von Neumann
in [21] where it was shown there that these flows are weakly mixing. The
methods developed in [16] exploit the fact that for each flow of type (A) or (B)
one can find tn →∞ such that
UTtn →
∫
R
UTt dP (t) (2)
in the weak topology, where P is a Borel probability measure on R. An addi-
tional feature of (A) and (B) is that the measure P has always bounded support.
Therefore, in order to show that (1) holds, one investigates the properties of the
Fourier transform of P which is an analytic function on R. In case (A) one deals
with the first Bessel function which has an infinite number of zeros. In case (B)
the Fourier transform is a finite combination of functions which are of the form
t 7→ 1t e2piit∆ for some ∆ ∈ R. Then, using the location of zeros (case (A)) and
the properties of “polynomials” (case (B)) one concludes that (1) indeed holds.
What is important is that in the weak closure there are several integral Markov
operators: with measure P and some of its “rescalings” Pt.6 Indeed, in (A) these
are rescalings Pt for t > 0 and in (B) for t ∈ Z.
The examples considered in the present paper are of different nature than
the ones described in [16]. We deal with some smooth flows on closed orientable
surfaces of genus at least 2. In their special flow representation the roof func-
tion is unbounded and smooth except for one singularity. Similar as in case (B),
we obtain integral Markov operators given by some measure P and its integer
“rescalings” Pm (m ∈ Z \ {0}). The main difference between this case and the
above-mentioned cases (A) and (B) is such that the measure P and its “rescal-
ings” Pm (m ∈ Z \ {0}) appearing here in the weak limits (2) have unbounded
supports. Moreover, we use the densities of the measures Pm instead of looking
at their Fourier transforms as it was done in case (B).7 Each of them vanishes
on some half-line and their densities are smooth, except for one point where the
5In case of automorphisms, see Ageev [3].
6Symbol Pt stands for the image P via the map x 7→ tx.
7The measures Pm in case (B) are also absolutely continuous.
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right-hand side and left-hand side limits differ (one of them is equal to zero, the
other one is infinite). We develop general tools which yield the SCS property
under some additional assumptions on the form of the singularities and on the
speed of the decay of the density functions. An important part of our argument
is related to algebraic geometry. For each n ≥ 1 we define an infinite system
of equations consisting of some symmetric polynomials with coefficients deter-
mined by the density of the measure P (more precisely, by the speed of growth
near the singularity point of the derivatives of the convolutions Pt1 ∗ · · · ∗ Ptk ,
t1, . . . , tk ∈ R \ {0}). The uniqueness of the solution of this system for some
n ≥ 1 implies the simplicity of spectrum for V nσ , where σ is the maximal spec-
tral type of the flow under consideration. We apply these methods to show that
in some class of smooth flows on closed orientable surfaces of genus at least 2
the maximal spectral type σ is such that V 3σ has simple spectrum.
2 Definitions
2.1 Spectral theory
Let U = (Ut)t∈R be a unitary R-representation on a separable Hilbert space H.
Every such representation is determined by two invariants: the maximal spectral
type which is the equivalence class of a spectral measure σx which dominates all
spectral measures (for all y ∈ H we have σy  σx) and the spectral multiplicity
function MU : Rˆ = R→ N ∪ {∞}. Recall that for x ∈ H the measure σx is the
finite positive Borel measure on R whose Fourier transform (σˆx(t))t∈R is given
by σˆx(t) = 〈Utx, x〉. Whenever U is isomorphic to Vσ = ((Vσ)t)t∈R : L2(R, σ)→
L2(R, σ) given by (Vσ)tf(x) = e2piitxf(x) for some measure σ, we say that U
has simple spectrum. In this case, the maximal spectral type of U is equal to σ.
Given a measure preserving flow T = (Tt)t∈R on a standard probability
Borel space (X,B, µ) one defines a canonical unitary representation called the
Koopman representation: U = (UTt )t∈R : L2(X,B, µ)→ L2(X,B, µ) by
UTt (f) = f ◦ Tt for f ∈ L2(X,B, µ) and t ∈ R.
The spectral properties of T are the properties of the associated Koopman
representation, e.g. the maximal spectral type of T is the maximal spectral type
of UT . Since every Koopman representation has an atom at 0, i.e. δ0  σUT ,
we will use the notion of the reduced maximal spectral type, i.e. σUT |L20(X)
, where
L20(X) =
{
f ∈ L2(X) : ∫
X
f dµ = 0
}
.
We recall now some additional spectral properties.
Definition 2.1. 8 Let n ≥ 1. The measure σ on R has the convolution singu-
larity of order n property (CS(n)) whenever it is singular with respect to the
convolution of any n continuous measures on R.
Definition 2.2. The measure σ on R has the strong convolution singularity
property whenever for each n ≥ 1 the conditional measures in the decomposition
σ⊗n =
∫
R
νt dσ
∗n(t)
are purely atomic and have n! atoms.
8For n = 2 this notion was introduced in [17].
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Recall that the SCS property is equivalent to spectral simplicity of the Gaus-
sian action associated to the reduced maximal spectral type of UT . For more
information concerning Gaussian systems we refer the reader e.g. to [19].
2.2 Joinings
Let T and S be measure preserving flows on (X,B, µ) and (Y, C, ν) respec-
tively. By J(T ,S) we denote the set of all joinings between T and S, i.e.
the set of all T × S-invariant probability measures on (X × Y,B ⊗ C), whose
projections on X and Y are equal to µ and ν respectively. Ergodic joinings
are these joinings which are ergodic with respect to T × S. Joinings are in
one-to-one correspondence with Markov operators Φ: L2(X,B, µ)→ L2(Y, C, ν)
satisfying the condition Φ ◦ T = S ◦ Φ. This correspondence is given by
Φ 7→ λ ∈ J(T ,S), λ(A × B) = ∫
B
Φ(1A) dν. The set of such Markov op-
erators is endowed with the weak operator topology which allows us to view the
set J(T ) of all self-joinings of T (i.e. joinings of T with itself) as a metrisable
compact semitopological semigroup. We refer the reader to [11] for more infor-
mation on the theory of joinings and e.g. to [18] for a short survey on the basic
notions.
2.3 Special flows
Let T : (X,B, µ) → (X,B, µ) be an ergodic automorphism of a standard prob-
ability space and let f ∈ L1(X,B, µ) be a strictly positive function. Let
Xf = {(x, t) ∈ X × R : 0 ≤ t < f(x)}. Under the action of the special flow
T f each point of Xf moves vertically upwards at the unit speed and we identify
the points (x, 0) and (Tx, f(x)). We put
f (m)(x) =
 f(x) + f(Tx) + . . .+ f(T
m−1x) if m > 0
0 if m = 0
−(f(Tmx) + . . .+ f(T−1x)) if m < 0.
For a formal definition of the special flow, consider the skew product S−f : (X×
R, µ⊗m)→ (X × R, µ⊗m) given by
S−f (x, r) = (Tx, r − f(x))
and let Γf stand for the quotient space X×R/ ∼, where the relation ∼ identifies
the points in each orbit of the action on X ×R by S−f . Let σ = (σt)t∈R denote
the flow on (X × R, µ⊗m) given by
σt(x, r) = (x, r + t).
Since σt ◦ S−f = S−f ◦ σt, we can consider the quotient flow of the action σ by
the relation ∼. This is the special flow over T under f denoted by T f .
2.4 Continued fractions
For α ∈ (0, 1) irrational we denote by Tx = x+ α the corresponding irrational
rotation on T, where T is equipped with the σ-algebra of the Borel subsets and
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the Lebesgue measure inherited from [0, 1). Consider the continued fraction
expansion of α:
α =
1
a1 +
1
a2 +
1
. . .
.
By (qn)n≥1 we denote the sequence of the denominators and by (pn)n≥1 the
sequence of the numerators in the continued fraction expansion of α:
p0 = 0, p1 = 1, pn+1 = an+1pn + pn−1,
q0 = 1, q1 = a1, qn+1 = an+1qn + qn−1.
3 Tools
Lemańczyk and Parreau in [16] proved a proposition which can be used for
showing that some flows enjoy the SCS property. Before we state it, let us
introduce the necessary notation. Denote by P(R) the space of probability
Borel measures on R (endowed with the weak-∗-topology). Let CB(Rn) stand
for the space of continuous bounded functions on Rn, let Cn : Rn → R be given
by Cn(x1, . . . , xn) = x1 + · · ·+ xn and let BCn(Rn) = C−1n (B(R)), where B(R)
is the Borel σ-algebra on R.
Proposition 3.1. Let σ ∈ P(R) be continuous. Fix n ≥ 1. Assume that
F ⊂ CB(Rn) (in particular F ⊂ L2(Rn, σ⊗n)) is a countable family (σ⊗n)-
a.e. measurable with respect to BCn(Rn). Assume moreover that there exist
A˜ ⊂ Rn, σ⊗n(A˜) = 1 and B ⊂ R, σ∗n(B) = 1 such that for each c ∈ B if
(x1, . . . , xn), (x
′
1, . . . , x
′
n) ∈ C−1n (c) ∩ A˜ and J(x1, . . . , xn) = J(x′1, . . . , x′n) for
each J ∈ F then (x1, . . . , xn) = (x′pi(1), . . . , x′pi(n)) for some permutation pi of
{1, . . . , n}. Then for σ∗n-a.e. c ∈ R the conditional measure σ(n)c is purely
atomic concentrated on n! atoms.
In other words, given σ ∈ P(R) and n ≥ 1, in order to show that V nσ has
simple spectrum, one needs to develop methods for finding the countable family
of functions which satisfies two conditions:
(i) the functions in this family are measurable with respect to the σ-algebra
generated by the partition of Rn into the lines of the form x1+· · ·+xn = c,
c ∈ R,
(ii) the family distinguishes points from almost every line x1 + · · ·+ xn = c.
Remark 3.1. [16] A countable family of tensors of the form J = Pˆ (·)⊗· · ·⊗Pˆ (·),
where P ∈ P(R) is such that for some tn →∞
UTtn →
∫
UTt dP (t) in the weak operator topology9 (3)
9The intergral in the right-hand side of the formula is defined weakly:〈∫
UTt dP (t)f, g
〉
=
∫
〈UTtf, g〉 dP (t).
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satisfies the measurability condition denoted above as (i), i.e. there exists a
measurable function F : R→ C such that
Pˆ (x1) · . . . · Pˆ (xn) = F (x1 + · · ·+ xn) for σ⊗n-almost every (x1, . . . , xn).
To find such measures P satisfying condition (3), we will use the following result.
Proposition 3.2. [10] Let T be an ergodic automorphism of a standard proba-
bility Borel space (X,B, µ) and let (qn)n∈N be a rigidity sequence of T . Suppose
that f ∈ L2(X,B, µ) is a positive function with ∫
X
f dµ = 1. Let f0 = f−
∫
f dµ.
Moreover, suppose that the sequence
(
f
(qn)
0
)
n∈N
is bounded in L2 (X,B, µ),(
f
(qn)
0
)
∗
(µ) converges weakly to P and there exists c > 0 such that f (k)(x) ≥ ck
for a.a. x ∈ X and for all k ∈ N large enough. Then
UT fqn
→
∫
UT f−t
dP (t). (4)
Therefore in order to apply Proposition 3.1, we will need to:
• find the limit distribution of f (qn)0 ,
• check that the family of tensors of the form Pˆ (·) ⊗ · · · ⊗ Pˆ (·) satisfies
condition (ii) introduced above, before Remark 3.1.
It is clear that the more measures P satisfying condition (4) we obtain, the easier
it should be to make sure that condition (ii) holds. In our case condition (4)
will be satisfied not only by some measure P , but also by its “integer rescalings”,
i.e. by the measures Pm = (Mm)∗(P ) for m ∈ Z, where
Mt : R→ R is given by Mtx = tx for t ∈ R.
Therefore the functions
(t1, . . . , tn) 7→ Pˆm(t1) · . . . · Pˆm(tn)
will be measurable with respect to σ-algebra BCn(Rn). Since for m ∈ Z we have
Pˆt(m) = Pˆm(t)
and the product of Fourier transforms of measures is the Fourier transform of
their convolution, the functions
(t1, . . . , tn) 7→ (Pt1 ∗ · · · ∗ Ptn )ˆ(m) (5)
will be measurable σ⊗n-almost everywhere with respect to σ-algebra BCn(Rn).
Since the integer Fourier coefficients of a measure on R determine its image via
the function x 7→ x mod 1, therefore the function
(t1, . . . , tn) 7→ (· mod 1)∗(Pt1 ∗ · · · ∗ Ptn) (6)
will be also measurable σ⊗n-almost everywhere with respect to σ-algebra BCn(Rn).
We will use the density of measure (·mod 1)∗(Pt1 ∗ · · · ∗ Ptn) to prove that the
family of functions given by (5) satisfies condition (ii).
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4 Smooth flows on surfaces
The flows which we consider in this paper are some smooth flows on closed
orientable surfaces of genus at least 2, having saddle-connections, i.e. some
orbits beginning and ending in a saddle point. We will use their representation as
special flows over an irrational rotation under the so-called symmetric logarithm
roof function. More precisely, we consider a special flow over an irrational
rotations on the circle Tx = x + α (mod 1), α ∈ (0, 1) ∩ R \ Q under a roof
function of the form f + f1 + c : [0, 1)→ R, where
f(x) = − ln(x)− ln(1− x)− 2,
f1 : T → R is an absolutely continuous function with zero average and c ∈ R
is such that f + f1 + c > 0. We denote this flow by T = (Tt)t∈R. Such flows
were considered by Blokhin [7] who provided a construction on each closed
orientable surface of genus at least 2 yielding such special representation. In
order to prove the results concerning the SCS property, we restrict this class by
requiring that the rotation number α of the base transformation is a sufficiently
well approximable irrational, precisely speaking
lim
k→∞
q3nk‖qnkα‖ = 0
for some subsequence (qnk) of the sequence of denominators (qn) of α in its
continued fraction expansion.
5 Results
5.1 New tools - the main proposition
We will describe now a general method of showing that for some measures σ
the unitary flow V nσ has simple spectrum. The tools which we will use were
introduced in Section 3. Before we state the main proposition of this section,
we need one more definition.
Definition 5.1. We say that function F : (−∞, 0)∪(0,∞)→ R enjoys property
W, whenever there exist A > 1, t ≥ 0 and r ∈ (−1, 0) such that the following
conditions hold:
• |F (x)| < Ae− |x|A for |x| > t (condition W1),
• |F (x)| < A|x|r for 0 < |x| < t (condition W2).
Proposition 5.1. Let T = (Tt)t∈R be a weakly mixing flow with the maximal
spectral type σ. Let the measure P ∈ P(R) be absolutely continuous, such that
for any m ∈ Z \ {0} there exists a sequence tn →∞ such that
UTtn →
∫
R
UTt d(Mm)∗(P )(t)
and there exists a ∈ R such that the density h of the measure P satisfies the
following conditions:
(i) h|(−∞,a) ≡ 0 (or h(a,∞) ≡ 0),
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(ii) function h|(a,∞) (or h|(−∞,a)) is smooth, i.e. belongs to the C∞ class,
(iii) in the right-hand side (or left-hand side) neighbourhood of point a the
function h is of the form h(x) = (x− a)−1/2 · h˜(x), where h˜ is analytic at
point a, we have h(x) =
∑∞
n=0 an(x− a)n for x sufficiently close to point
a, additionally requiring that a0 6= 0,10
(iv) for any n ∈ N the function x 7→ (x− a)n · dndxnh(x− a) has property W.
Let d ≥ 1. Assume that on a set of full measure σ⊗d the values of the function
∑
k1+···+kd=n
d∏
i=1
akiΓ(ki + 1/2)
tkii
(7)
of variables t1, . . . , td determine the values of these variables (up to the permu-
tation of the variables) under the assumption that t1 + · · ·+ td = c for σ∗d-a.a.
c ∈ R. Then the unitary flow V dσ has simple spectrum.
To keep the structure of the remainder of this section clear, we include now
an outline of the proof of the above proposition.
Outline of the proof. To prove the above theorem, it suffices to show that for
(t1, . . . , td) belonging to a set of full measure σ⊗d, for σ∗d-a.e. c ∈ R the measure
(· mod 1)∗(Pt1∗· · ·∗Ptd) determines the set {t1, . . . , td} when t1+· · ·+td = c. To
this end we show that for σ∗d-a.e. c ∈ R the measure (· mod 1)∗(Pt1 ∗ · · · ∗Ptd)
determines the values of expressions of the form (7), whenever t1 + · · ·+ td = c.
The main tool in the proof are analytic functions. We investigate the series
expansion of the density ht1∗· · ·∗htd of the measure Pt1∗· · ·∗Ptd . The analysis is
relatively easy when t1, . . . , td > 0. The main difficulty here lies in the fact that
what we can use is not function ht1 ∗ · · · ∗ htd itself, but its image via the map
x 7→ x mod 1. Using Proposition 5.17 we conclude that the function ht1∗· · ·∗htd
enjoys a similar property like the one in assumption (iv) of Proposition 5.1. It
follows that the function (· mod 1)∗(ht1 ∗ · · · ∗ htd) carries the full information
about the series expansion around (t1 + · · ·+ td) · a of the function ht1 ∗ · · · ∗htd
(see Section 5.2.3). The coefficients in this expansion let us find the values of
the expressions given by (7).
We will now describe the difference between the procedure described above
and the procedure which we apply in the general case when the sign of the
numbers t1, . . . , td is not known. Since we have assumed that d 6= 1 is odd, the
cardinalities of the sets
{s ∈ {t1, . . . , td} : s > 0} and {s ∈ {t1, . . . , td} : s < 0}
are of different parity. We consider first the convolutions hs1 ∗ · · · ∗ hsk , where
{s1, . . . , sk} ⊂ {t1, . . . , td} are the maximal subsets such that the numbers
s1, . . . , sk have the same sign and then the convolution ht1 ∗ · · · ∗ htd . It turns
out that also in this case the function (· mod 1)∗(ht1 ∗ · · · ∗ htd) carries the full
information about the values of the expressions given by (7) (see Section 5.2.3).
10It follows from this assumption that for every k ≥ 1 and every t1, . . . , t2k > 0 the function
ht1 ∗ · · · ∗ ht2k is analytic at (t1 + · · ·+ t2k) · a, see Proposition 5.7, page 16.
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To prove that it is indeed true, we use the fact that by Proposition 5.17, Re-
mark 5.13 and Proposition 5.18, all derivatives of ht1 ∗ · · · ∗ htd have analogous
property to the one in the assumption (iv) of Proposition 5.1.
To end the proof, we use Proposition 3.2.
5.2 New tools - technical details
This section includes technical details concerning convolutions of functions from
a certain class, their derivatives and the coefficients appearing in their series
expansions. The proof of Proposition 5.1 is included in Section 5.2.5.
5.2.1 Convolutions and derivatives
We will deal with functions which for some x ∈ R vanish on one of the inter-
vals (−∞, x) or (x,∞). In such a situation we will write F : (x,∞) → R or
F : (−∞, x) → R respectively. According to this notation the convolution of
functions F1 ∈ L1(x1,∞), F2 ∈ L1(x2,∞) is given by the formula
F1 ∗ F2(x) =
∫
R
F1(y)F2(x− y) dy =
∫ x+x2
x1
F1(y)F2(x− y) dy,
whereas the convolution of F1 ∈ L1(x1,∞), F2 ∈ L1(−∞, x2) is given by
F1 ∗ F2(x) =
∫
R
F1(y)F2(x− y) dy =
=
{ ∫∞
x−x2 F1(y)F2(x− y) dy for x ≥ x1 + x2∫∞
x1
F1(y)F2(x− y) dy for x < x1 + x2.
We will treat the convolution of functions F1 ∈ L1(x1,∞) and F2 ∈ L1(−∞, x2)
as a function whose domain is the set (−∞, x1 +x2)∪ (x1 +x2,∞). We will use
the above formulas mainly for x1 = x2 = 0. For F1 ∈ L1(0,∞), F2 ∈ L1(0,∞)
we have
F1 ∗ F2(x) =
∫ x
0
F1(y)F2(x− y) dy,
whereas for F1 ∈ L1(0,∞), F2 ∈ L1(−∞, 0)
F1 ∗ F2(x) =
{ ∫∞
x
F1(y)F2(x− y) dy for x ≥ 0∫∞
0
F1(y)F2(x− y) dy for x < 0.
We will say that a ffunction F : (0,∞) → R is analytic at zero, whenever
it can be extended to a function which is analytic at zero, i.e. whenever there
exists ε > 0 and an analytic function F˜ : (−ε, ε)→ R such that F˜ |(0,ε) = F |(0,ε).
We will use similar terminology for F : (−∞, 0)→ R.
Derivatives of convolutions - part I
Lemma 5.2. Let a > 1 and let the functions F1, F2 : (0,∞)→ R be such that:
• F1 ∈ L1(0,∞),
• for any c > 0 the function F1 is uniformly continuous on the interval
[c,∞),
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• F2 is differentiable,
• for any c > 0 the function F ′2 is uniformly continuous on the interval
[c,∞).
Then for x > 0
d
dx
∫ x
a
0
F1(y)F2(x− y) dy =
∫ x
a
0
F1(y)
d
dx
F2(x− y) dy+ 1
a
F1
(x
a
)
F2
(
x− x
a
)
.
Proof. Fix x > 0 and a > 1 and notice that the integral
∫ x
a
0
F1(y)F2(x− y) dy
is finite. Indeed, by the assumption the function F ′2 is uniformly continuous on
the interval [x − xa , x], hence F2 is bounded in this interval. Therefore and by
the integrability of F1 it follows that the considered integral is indeed finite.
Whenever h > 0 is sufficiently small then for some θ = θ(h) ∈ (0, h), using
the triangle inequality and the mean value theorem we obtain
Wx(h) :=
∣∣∣∣∣ 1h
(∫ x+h
a
0
F1(y)F2(x+ h− y) dy −
∫ x
a
0
F1(y)F2(x− y) dy
)
−
∫ x
a
0
F1(y)F
′
2(x− y) dy −
1
a
F1
(x
a
)
F2
(
x− x
a
)∣∣∣∣∣
≤
∫ x
a
0
|F1(y)|
∣∣∣∣F2(x+ h− y)− F2(x− y)h − F ′2(x− y)
∣∣∣∣ dy
+
∫ x+h
a
x
a
1
h
∣∣∣F1(y)F2(x+ h− y)− F1 (x
a
)
F2
(
x− x
a
)∣∣∣ dy
=
∫ x
a
0
|F1(y)| |F ′2(x− y + θ)− F ′2(x− y)| dy
+
∫ x+h
a
x
a
1
h
∣∣∣F1(y)F2(x+ h− y)− F1 (x
a
)
F2
(
x− x
a
)∣∣∣ dy.
Wemay assume that h > 0 is small enough, so that x− xa−h > 0. By the uniform
continuity of the function F ′2 on the interval
[
x− xa − h, x
]
, for y ∈ [0, xa ] we
obtain
|F ′2(x− y + θ)− F ′2(x− y)| < ε.
Therefore by the integrability of the function F1∫ x
a
0
|F1(y)| |F ′2(x− y + θ)− F ′2(x− y)| dy < ε
for h > 0 small enough. By uniform continuity of the functions F1 and F2 on
the intervals of the from [c,∞) for any c > 0, for y ∈ [xa , x+ha ] and h > 0 small
enough we obtain∣∣∣F1(y)F2(x+ h− y)− F1 (x
a
)
F2
(
x− x
a
)∣∣∣ < ε.
Hence ∫ x+h
a
x
a
1
h
∣∣∣F1(y)F2(x+ h− y)− F1 (x
a
)
F2
(
x− x
a
)∣∣∣ dy < ε.
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Therefore limh→0+ Wx(h) = 0. We treat the case where h < 0 in a similar way
and obtain limh→0−Wx(h) = 0, which ends the proof.
Remark 5.1. If the functions F1, F2 : (0,∞) → R fulfill the assumptions of
Lemma 5.2 and z0 > 0, then the function
x 7→
∫ x−z0
0
F1(y)F2(x− y) dy
is differentiable on the interval (z0,∞) and for x > z0 we obtain
d
dx
∫ x−z0
0
F1(y)F2(x− y) dy
=
∫ x−z0
0
F1(y)
d
dx
F2(x− y) dy + F1(x− z0)F2(z0).
In the same way, the function
z 7→
∫ z0
0
F1(y)F2(x− y) dy
is differentiable on the interval (z0,∞) and for x > z0 we have
d
dx
∫ z0
0
F1(y)F2(x− y) dy =
∫ z0
0
F1(y)
d
dx
F2(x− y) dy.
Lemma 5.3. Let a > 1, k ≥ 1 and let the functions F1, F2 : (0,∞)→ R be such
that:
• F1 ∈ L1(0,∞),
• F1 is differentiable k − 1 times,
• for 0 ≤ l ≤ k − 1 and for any c > 0 the function dl
dxl
F1 is uniformly
continuous on the interval [c,∞),
• F2 is differentiable k times,
• for 0 ≤ l ≤ k and for any c > 0 the function dl
dxl
F2 is uniformly continuous
on the interval [c,∞).
Then
dk
dxk
∫ x
a
0
F1(y)F2(x− y) dy
=
∫ x
a
0
F1(y)
dk
dxk
F2(x− y) dy +
k−1∑
l=0
wl
dl
dxl
F1
(x
a
) dk−l−1
dxk−l−1
F2
(
x− x
a
)
for some wl ∈ R, 0 ≤ l ≤ k − 1, depending on k and a.
Proof. It suffices to use Lemma 5.2 and the mathematical induction.
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Remark 5.2. Under assumptions as in Lemma 5.3 one can show that given
z0 > 0 the function
x 7→
∫ x−z0
0
F1(y)F2(x− y) dy
is k-times differentiable in the interval (z0,∞) and for x > z0 the following
equality holds:
dk
dxk
∫ x−z0
0
F1(y)F2(x− y) dy
=
∫ x−z0
0
F1(y)
dk
dxk
F2(x− y) dy +
k−1∑
l=0
dl
dxl
F1(x− z0) d
k−l−1
dxk−l−1
F2(z0).
Moreover, the function
x 7→
∫ z0
0
F1(y)F2(x− y) dy
is k-time differentiable in the interval (z0,∞) and for x > z0 the following
equality holds:
dk
dxk
∫ z0
0
F1(y)F2(x− y) dy =
∫ z0
0
F1(y)
dk
dxk
F2(x− y) dy.
Proposition 5.4. Let k ≥ 1 and let the functions F1, F2 : (0,∞) → R be such
that:
• F1, F2 ∈ L1(0,∞),
• for any c > 0 the functions dl
dxl
Fi are uniformly continuous on the interval
[c,∞) for i = 1, 2 for 0 ≤ l ≤ k.
Then for x > 0
dk
dxk
(F1 ∗ F2)(x) =
∫ x
2
0
F1(y)
dk
dxk
F2(x− y) dy
+
∫ x
2
0
F2(y)
dk
dxk
F1(x− y) dy +
k−1∑
l=0
wl
dl
dxl
F1
(x
2
) dk−1−l
dxk−1−l
F2
(x
2
)
(8)
for some wl ∈ R, 0 ≤ l ≤ k − 1. Moreover, for z0 > 0 and x ∈ (z0,∞) we have
the following formula
dk
dxk
(F1 ∗ F2)(x) =
∫ z0
0
F1(y)
dk
dxk
F2(x− y) dy
+
∫ x−z0
0
F2(y)
dk
dxk
F1(x− y) dy
+
k−1∑
l=0
dl
dxl
F1 (z0)
dk−1−l
dxk−1−l
F2 (x− z0) . (9)
Proof. It suffices to apply Lemma 5.3 and Remark 5.2.
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Lemma 5.5. Let F1, F2 ∈ L1(0,∞). If
lim
x→∞F1(x) = limx→∞F2(x) = 0,
then limx→∞(F1 ∗F2)(x) = 0. Moreover, if the functions F1 and F2 are k times
differentiable for some k ≥ 1 and
lim
x→∞
dl
dxl
F1(x) = lim
x→∞
dl
dxl
F2(x) = 0
for 0 ≤ l ≤ k, then
lim
x→∞
dk
dxk
F1 ∗ F2(x) = 0.
Proof. If suffices to use formula (8) from Proposition 5.4.
Derivatives of convolutions - part II We will now deal with the problem
of calculating the derivative of a convolution of two functions which vanish of
two complementary halflines.
Proposition 5.6. Let k ≥ 1, F1 ∈ L1(0,∞), F2 ∈ L1(−∞, 0). Assume that:
• the functions F1 and F2 are k times differentiable,
• for all c > 0 and 0 ≤ l ≤ k the function dl
dxl
F1 is uniformly continuous on
the interval [c,∞).
• the function F2 is analytic at zero,
• for all c > 0 and 0 ≤ l ≤ k the function dl
dxl
F2 is uniformly continuous on
the interval (−∞,−c].11
Then the function F1∗F2 is also k times differentiable in the set (−∞, 0)∪(0,∞)
and the following formulas hold:
dk
dxk
F1 ∗ F2(x) =
∫ ∞
x
F1(y)
dk
dxk
F2(x− y) dy −
k−1∑
l=0
dk−l−1
dxk−l−1
F1(x)
dl
dxl
F2(0)
for x > 0 and
dk
dxk
F1 ∗ F2(x) =
∫ ∞
0
F1(y)
dk
dxk
F2(x− y) dy.
for x < 0.
Proof. We will show first that for x > 0 we have
d
dx
F1 ∗ F2(x) =
∫ ∞
x
F1(y)F
′
2(x− y) dy − F1(x)F2(0). (10)
11Under these assumptions all the derivatives of the function F2, as functions which are
analytic at zero and uniformly continuous on the interval (−∞,−c] for any c > 0, are uniformly
continuous on the interval (−∞, 0].
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Fix x > 0. For h > 0 sufficiently small we have∣∣∣∣F1 ∗ F2(x+ h)− F1 ∗ F2(x)h −
∫ ∞
x
F1(y)F
′
2(x− y) dy + F1(x)F2(0)
∣∣∣∣
=
∣∣∣∣ 1h
∫ ∞
x+h
F1(y)F2(x+ h− y) dy − 1
h
∫ ∞
x
F1(y)F2(x− y) dy
−
∫ ∞
x
F1(y)F
′
2(x− y) dy + F1(x)F2(0)
∣∣∣∣
≤
∫ ∞
x+h
|F1(y)|
∣∣∣∣F2(x+ h− y)− F2(x− y)h − F ′2(x− y)
∣∣∣∣ dy
+
∣∣∣∣∣F1(x)F2(0)− 1h
∫ x+h
x
F1(y)F2(x+ h− y) dy
∣∣∣∣∣
+
∣∣∣∣∣
∫ x+h
x
F1(y)F
′
2(x− y) dy
∣∣∣∣∣ . (11)
There exists θ = θ(y, h) ∈ (0, h) such that
F2(x+ h− y)− F2(x− y)
h
= F ′2(x− y + θ).
By uniform continuity of the function F ′2 on the interval (−∞, 0] (see the remark
in the footnote on page 14), for h > 0 sufficiently small and for y ∈ [x + h,∞)
the following inequality holds: |F ′2(x − y + θ) − F ′2(x − y)| < ε. Therefore and
by the integrability of F1 we obtain∫ ∞
x+h
|F1(y)|
∣∣∣∣F2(x+ h− y)− F2(x− y)h − F ′2(x− y)
∣∣∣∣ dy < ε (12)
for small enough h > 0. Moreover,∣∣∣∣∣F1(x)F2(0)− 1h
∫ x+h
x
F1(y)F2(x+ h− y) dy
∣∣∣∣∣
≤ 1
h
∫ x+h
x
|F1(y)F2(x+ h− y)− F1(x)F2(0)| dy.
Since the function F1 is continuous at point x, the function F2 is uniformly
continuous, therefore for small h > 0 we obtain
|F1(y)F2(x+ h− y)− F1(x)F2(0)| < ε
for any y ∈ (x, x+ h). Therefore
1
h
∫ x+h
x
|F1(y)F2(x+ h− y)− F1(x)F2(0)| dy < ε. (13)
Since the function F1 is integrable, and the function F ′2, being is uniformly
continuous, is bounded on the interval (x, x+ h), therefore∣∣∣∣∣
∫ x+h
x
F1(y)F
′
2(x− y) dy
∣∣∣∣∣ < ε (14)
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when h > 0 is sufficiently small. By (11), (12), (13) and (14) it follows that
(F1 ∗ F2)′+(x) =
∫ ∞
x
F1(y)F
′
2(x− y) dy − F1(x)F2(0).
In a similar way one can show that
(F1 ∗ F2)′−(x) =
∫ ∞
x
F1(y)F
′
2(x− y) dy − F1(x)F2(0),
whence the formula (10) indeed holds. Using the same methods one can show
that the formula for the first derivative also holds for negative arguments. The
formulas for the higher order derivatives hold by the induction.
5.2.2 Series expansions and rescaled densities
Series expansions for convolutions We will now look for properties of
convolutions and their derivatives for functions Fi ∈ L1(0,∞), i ∈ N, which in
the right-hand neighbourhood of zero are of the form
Fi(x) = x
ai · F˜i(x),
where ai > −1 and F˜i : (0,∞) → R is a function which is analytic at zero (i.e.
for x > 0 small enough we have F˜i(x) =
∑∞
n=0 ai,nx
n).12
Remark 5.3. Recall that beta function for x, y ∈ C with Re(x),Re(y) > 0 is
defined by B(x, y) =
∫ 1
0
tx−1(1 − t)y−1 dt and B(x, y) = Γ(x)Γ(y)Γ(x+y) (see e.g. [2]).
Hence for a1, a2 > −1 we have∫ x
0
ya1 · (x− y)a2 dy
= xa1+a2+1
∫ 1
0
ya1(1− y)a2 dy = Γ(a1 + 1)Γ(a2 + 1)
Γ(a1 + a2 + 2)
xa1+a2+1.
Proposition 5.7. Assume that the functions F1, F2 ∈ L1(0,∞) satisfy the
following conditions:
• in the right-hand side neighbourhood of zero F1(x) = xa1 · F˜1(x), where
a1 ∈ R, the function F˜1 is analytic at zero with the series expansion around
zero given by F˜1(x) =
∑∞
n=0Bnx
n,
• in the right-hand side neighbourhood of zero F2(x) = xa2 · F˜2(x), where
a2 ∈ R, the function F˜2 is analytic at zero with the series expansion around
zero given by F˜2(x) =
∑∞
n=0 Cnx
n.
Then the function F1 ∗ F2 is of the following form in the right-hand side neigh-
bourhood of zero:
F1 ∗ F2(x)
=
∞∑
n=0
(
n∑
k=0
(
BkCn−k
Γ(k + a1 + 1)Γ(n− k + a2 + 1)
Γ(n+ a1 + a2 + 2)
)
xn+a1+a2+1
)
. (15)
12Note that condition ai > −1 is necessary for Fi to be integrable.
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Proof. For n ∈ N let
fn(x, y) =
n∑
k=0
BkCn−kyk(x− y)n−k.
By analicity of the functions F˜1, F˜2 it follows that there exists x0 > 0 such that
for x ∈ (0, x0) we have
F1 ∗ F2(x) =
∫ x
0
ya1 · (x− y)a2 ·
( ∞∑
n=0
Bny
n
)
·
( ∞∑
n=0
Cn(x− y)n
)
dy
=
∫ x
0
(
ya1 · (x− y)a2 ·
∞∑
n=0
fn(x, y)
)
dy
=
∫ x
0
(
ya1 · (x− y)a2 ·
∞∑
n=N+1
fn(x, y)
)
dy+
N∑
n=0
∫ x
0
ya1 ·(x−y)a2 ·fn(x, y) dy.
Notice that for N ∈ N sufficiently large ∣∣∑∞n=N+1 fn(x, y)∣∣ < ε for any y ∈
(0, x). Indeed, we may assume that the series
∑∞
n=0 |Bn| ·xn0 and
∑∞
n=0 |Cn| ·xn0
converge. Since for y ∈ (0, x) ⊂ (0, x0) we have
|Bk · yk| ≤ |Bk| · xk0 and |Cn−k · (x− y)n−k| ≤ |Cn−k · xn−k0 |,
therefore by the Mertens’ theorem on convergence of Cauchy products of series
and by the comparison test the series
∑∞
n=0 fn(x, y) converges uniformly in
x ∈ (0, x0) and y ∈ (0, x).
Therefore by Remark 5.3∣∣∣∣∣
∫ x
0
ya1 · (x− y)a2 ·
∞∑
n=N+1
fn(x, y) dy
∣∣∣∣∣
< ε · Γ(a1 + 1)Γ(a2 + 1)
Γ(a1 + a2 + 2)
xa1+a2+1 ≤ ε · Γ(a1 + 1)Γ(a2 + 1)
Γ(a1 + a2 + 2)
xa1+a2+10
for N sufficiently large. Therefore∫ x
0
∞∑
n=0
ya1 · (x− y)a2 · fn(x, y) dy =
∞∑
n=0
∫ x
0
ya1 · (x− y)a2 · fn(x, y) dy.
Using again Remark 5.3, we obtain∫ x
0
ya1 · (x− y)a2 · fn(x, y) dy
=
(
n∑
k=0
BkCn−k
Γ(k + a1 + 1)Γ(n− k + a2 + 1)
Γ(n+ a1 + a2 + 1)
)
xn+a1+a2+1,
which ends the proof.
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Convolutions of rescaled functions and their series expansions For a
function F : R→ R and t 6= 0 we will use the following notation:
Ft(x) =
1
|t|F
(x
t
)
, Ft : R→ R.
Corollary 5.8. Assume that the function F ∈ L1(0,∞) in the right-hand side
neighbourhood of zero is of the form F (x) = xa · F˜ (x), where a > −1, F˜ is
analytic at zero with the expansion around zero given by F˜ (x) =
∑∞
n=0 anx
n.
Then for d ≥ 1 and t1, . . . , td > 0 in the right-hand side neighbourhood of zero
we have
Ft1 ∗ · · · ∗ Ftd(x) =
xd·a
(t1 · . . . · td)1+a ·
·
∞∑
n=0
( ∑
k1+···+kd=n
d∏
i=1
aki · Γ(ki + 1 + a)
tkii
· 1
Γ(n+ d+ d · a)
)
xn+d−1. (16)
In particular, for d ≥ 1 and t1, . . . , td > 0 we have:
• for a = 0
Ft1 ∗ · · · ∗ Ftd(x) =
1
t1 · . . . · td ·
·
∞∑
n=0
( ∑
k1+···+kd=n
d∏
i=1
aki · Γ(ki + 1)
tkii
· 1
Γ(n+ d)
)
xn+d−1,
• for a = − 12 and d even
Ft1 ∗ · · · ∗ Ftd(x) =
x−d/2
(t1 · . . . · td)1/2 ·
·
∞∑
n=0
( ∑
k1+···+kd=n
d∏
i=1
aki · Γ(ki + 1/2)
tkii
· 1
Γ(n+ d/2)
)
xn+d−1.
• for a = − 12 and d odd
Ft1 ∗ · · · ∗ Ftd(x) =
x
−d+1
2
(t1 · . . . · td · x)1/2 ·
·
∞∑
n=0
( ∑
k1+···+kd=n
d∏
i=1
aki · Γ(ki + 1/2)
tkii
· 1
Γ(n+ d/2)
)
xn+d−1. (17)
Moreover, for a = 0, d ≥ 1 and t1, . . . , td < 0 we have
Ft1 ∗ · · · ∗ Ftd(x) = −
1
t1 · . . . · td ·
·
∞∑
n=0
( ∑
k1+···+kd=n
d∏
i=1
aki · Γ(ki + 1)
tkii
· 1
Γ(n+ d)
)
xn+d−1,
whereas for a = − 12 and t1, . . . , td < 0 we have
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• for d even
Ft1 ∗ · · · ∗ Ftd(x) = (−1)
d−2
2
x−d/2
(t1 · . . . · td)1/2 ·
·
∞∑
n=0
( ∑
k1+···+kd=n
d∏
i=1
aki · Γ(ki + 1/2)
tkii
· 1
Γ(n+ d/2)
)
xn+d−1, (18)
• for d odd
Ft1 ∗ · · · ∗ Ftd(x) = (−1)
−d+1
2
x
−d+1
2
(t1 · . . . · td · x)1/2 ·
·
∞∑
n=0
( ∑
k1+···+kd=n
d∏
i=1
aki · Γ(ki + 1/2)
tkii
· 1
Γ(n+ d/2)
)
xn+d−1.
Proof. To prove the first of the announced formulas it suffices to use Propo-
sition 5.7 and the induction on the number of functions. The formulas for
t1, . . . , td < 0 follow from the formulas for t1, . . . , td > 0 and the relations
Ft1 ∗ · · · ∗ Ftd(x) = F−t1 ∗ · · · ∗ F−td(−x)
for x ∈ R.
Remark 5.4. Under the assumptions of Corollary 5.8 (and using the same
notation), for a = 0 and t1, . . . , td of the same sign the function Ft1 ∗ · · · ∗Ftd is
analytic at zero, and for a = − 12 and t1, . . . , td of the same sign it is analytic at
zero for d even.
5.2.3 Finding coefficients of series expansions
General case
Definition 5.2. Let F be a smooth (i.e. of class C∞) real-valued function with
the domain (0,∞), (−∞, 0) or (−∞, 0) ∪ (0,∞). We say that all derivatives
of F decay “sufficiently fast”, if for any n ≥ 0 there exist numbers xn > 0 and
non-increasing functions Hn ∈ L1(xn,∞) such that∣∣∣∣ dndxnF (x)
∣∣∣∣ ≤ Hn(|x|) for |x| > xn.
Lemma 5.9. Let F : (−∞, 0) ∪ (0,∞) → R be a function such that all its
derivatives decay “sufficiently fast”13. Then the function G :
(− 12 , 12)→ R given
by the formula G(x) =
∑
k 6=0,k∈Z F (x) is smooth. In particular
lim
x→0
(
dn
dxn
G(x)− d
n
dxn
G(−x)
)
= 0 (19)
for n ≥ 0.
13The function F may vanish on one of the half-lines (−∞, 0) or (0,∞).
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Proof. By the assumption we have∑
|k|≥x0+1,k∈Z
|F (x+ k)| ≤
∑
|k|≥x0+1,k∈Z
H0(|x+ k|)
for x ∈ (− 12 , 12 ). Notice that by monotonicity of the function H0 and the
comparison test, the series
∑
k 6=0,k∈Z F (x + k) is uniformly convergent on the
interval
(− 12 , 12). Therefore G is continuous. In the same way one can show
that G is smooth. Indeed, we have∑
|k|≥xn+1,k∈Z
∣∣∣∣ dndxnF (x+ k)
∣∣∣∣ ≤ ∑
|k|≥xn+1,k∈Z
Hn(|x+ k|),
where the series on the right-hand side of the inequality is uniformly convergent,
whence we can interchange the order of differentiation and summing the series
in the calculations to obtain the derivatives of G:
dn
dxn
G(x) =
dn
dxn
 ∑
k 6=0,k∈Z
F (x+ k)
 = ∑
k 6=0,k∈Z
dn
dxn
F (x+ k).
Therefore G ∈ C∞ (− 12 , 12).
Proposition 5.10. Assume that the function F ∈ L1(0,∞) satisfies the fol-
lowing conditions:
• in the right-hand side neighbourhood of zero F it is of the form F (x) =
xa · F˜ (x), where a > −1, the function F˜ : (0,∞) → R is analytic at zero
with the series expansion in the right-hand side neighbourhood of zero given
by F˜ (x) =
∑∞
n=0Anx
n,
• F is smooth,
• all the derivatives of F decay “sufficiently fast”.
Then the function (· mod 1)∗(F ) determines the coefficients An for n ∈ N.14
Proof. Since a = ([a] + 1) + ({a} − 1), we have
xa ·
∞∑
n=0
Anx
n = x{a}−1 ·
∞∑
n=0
Anx
n+[a]+1.
Therefore without loss of generality we may assume that a ≤ 0.
Let the function G :
(− 12 , 12)→ R be given by the formula
G(x) :=
∑
k 6=0,k∈Z
F (x+ k) =
∞∑
k=1
F (x+ k).
By Lemma 5.9
lim
x→0
(
dn
dxn
G(x)− d
n
dxn
G(−x)
)
= 0
14Recall that the function x 7→ x mod 1 assigns the fractional part to reals, whence for any
function F the following formula holds: (· mod 1)∗(F )(x) =
∑
k∈Z F (x+ k).
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for n ≥ 0.
Let W (x) := (· mod 1)∗(F )(x). Then for x ∈
[
0, 12
)
we have
W (x) = F (x) +
∞∑
k=1
F (x+ k) = F (x) +G(x)
and
W (−x) =
∑
k∈Z
F (−x+ k) =
∞∑
k=1
F (−x+ k) = G(−x).
Hence we obtain
lim
x→0+
x−a(W (x)−W (−x))
= lim
x→0+
x−aF (x) + lim
x→0+
x−a(G(x) +G(−x)) = lim
x→0+
x−aF (x) = A0.
In the remaining part of the proof we will argue by induction. Suppose that for
some k ≥ 1 we already know A0, A1, . . . , Ak−1. We will find now Ak. Let
Ak = lim
x→0+
(
x−a
(
dk
dxk
W (x)− d
k
dxk
W (−x)
)
− x−a d
k
dxk
(
xa ·
k−1∑
n=0
Anx
n
))
.
By (21) and by analicity of the function F˜ at zero we obtain
Ak = lim
x→0+
x−a
(
dk
dxk
F (x)− d
k
dxk
(
xa ·
k−1∑
n=0
Anx
n
)
+
dk
dxk
G(x)− d
k
dxk
G(−x)
)
= lim
x→0+
x−a
(
dk
dxk
(
xa ·
∞∑
n=k
Anx
n
))
= lim
x→0+
∞∑
n=k
(n+ a) · (n+ a− 1) · . . . · (n+ a− k + 1)Anxn−k
= (k + a) · (k − 1 + a) · . . . · (1 + a) ·Ak = Γ(1 + a)
Γ(k + 1 + a)
Ak.
Hence Ak =
Γ(1+a)
Γ(k+1+a)Ak, which ends the proof.
Remark 5.5. In the proof of the above proposition we obtain the following
equality:
x−a
dk
dxk
(
xa ·
k−1∑
n=0
Anx
n
)
=
k∑
r=1
Ak−r
Γ(k + a− r + 1)
Γ(a− r + 1) x
−r.
Proposition 5.11. Assume that the functions F1 ∈ L1(0,∞) and F2 ∈ L1(−∞, 0)
are such that:
21
• in the right-hand side neighbourhood of zero the function F1 is of the form
F1(x) = x
a · F˜1(x), where a > −1 and F˜1 is analytic at zero with the
series expansion in the right-hand side neighbourhood of zero of the form
F˜1(x) =
∑∞
n=0Bnx
n,
• F2 is analytic at zero with the series expansion in the left-hand side neigh-
bourhood of zero of the form F2(x) =
∑∞
n=0 Cnx
n,
• the functions F1 and F2 are smooth and their derivatives decay “sufficiently
fast”,
• all the derivatives of the function F1 ∗ F2 decay “sufficiently fast”.
Then the function (· mod 1)∗(F1 ∗ F2) determines the value of the expressions
A˜n := −
n∑
k=0
Bn−kCk
Γ(k + 1)Γ(a+ n− k + 1)
Γ(n+ a+ 2)
(20)
for n ≥ 1.
Proof. The proof will be similar to the proof of Proposition 5.10. As before,
without loss of generality we may assume that a ≤ 0.
Let G :
(− 12 , 12)→ R be given by the formula
G(x) =
∑
k 6=0,k∈Z
(F1 ∗ F2)(x+ k).
By Lemma 5.9
lim
x→0
(
dn
dxn
G(x)− d
n
dxn
G(−x)
)
= 0 (21)
for n ≥ 0.
Let
W (x) := (· mod 1)∗(F1 ∗ F2)(x) = (F1 ∗ F2)(x) +G(x).
Then for k ≥ 0 we have
lim
x→0+
((
dk
dxk
W (x)− d
k
dxk
W (−x)
)
−
(
dk
dxk
(F1 ∗ F2)(x) + d
k
dxk
(F1 ∗ F2)(−x)
))
= 0. (22)
For x > 0, by Proposition 5.6 we have
dk
dxk
(F1 ∗ F2)(x)− d
k
dxk
(F1 ∗ F2)(−x)
=
∫ ∞
x
F1(y)
(
dk
dxk
F2(x− y)− d
k
dxk
F2(−x− y)
)
dy
−
∫ x
0
F1(y)
dk
dxk
F2(−x− y) dy −
k−1∑
l=0
dk−l−1
dxk−l−1
F1(x)
dl
dxl
F2(0). (23)
22
By uniform continuity of the function d
k
dxk
F2 and by the integrability of the
function F1 we obtain
lim
x→0+
(∫ ∞
x
F1(y)
(
dk
dxk
F2(x− y)− d
k
dxk
F2(−x− y)
)
dy
)
= 0. (24)
Analogously, by analicity of the function F2 at zero and by the integrability of
F1 we have
lim
x→0+
(∫ x
0
F1(y)
dk
dxk
F2(−x− y) dy
)
= 0. (25)
Let A˜0 = 0 and suppose that for some k ≥ 1 we already know A˜0, . . . , A˜k−1.
We will show how to find A˜k. Consider first the case a = 0. Let
Ak = lim
x→0+
(
dk
dxk
W (x)− d
k
dxk
W (−x)
)
Using (22), (23), (24) and (25) we obtain
Ak = lim
x→0+
(
−
k−1∑
l=0
dk−l−1
dxk−l−1
F1(x)
dl
dxl
F2(0)
)
= −
k−1∑
l=0
Bk−l−1ClΓ(k − l)Γ(l + 1)
= −
k−1∑
l=0
Bk−l−1Cl
Γ(l + 1)Γ(k − l)
Γ(k + 1)
· Γ(k + 1) = A˜k · Γ(k + 1).
Hence A˜k = 1Γ(k+1) ·Ak.
Let now a 6= 0 and let
Ak = lim
x→0+
(
x−a ·
(
dk
dxk
W (x)− d
k
dxk
W (−x)
)
−
k∑
r=1
A˜k−r
Γ(k + a− r + 1)
Γ(a− r + 1) x
−r
)
.
Using (22), (23), (24) and (25) we obtain
Ak = lim
x→0+
(
x−a ·
(
−
k−1∑
l=0
dk−l−1
dxk−l−1
F1(x)
dl
dxl
F2(0)
)
−
k∑
r=1
A˜k−r
Γ(k + 1− r + 1)
Γ(a− r + 1) x
−r
)
= lim
x→0+
(
x−a ·
(
−
k−1∑
l=0
dl
dxl
F1(x)
dk−l−1
dxk−l−1
F2(0)
)
−
k∑
r=1
A˜k−r
Γ(k + a− r + 1)
Γ(a− r + 1) x
−r
)
.
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For x > 0 sufficiently small, s-th derivative of the function F1 is given by the
formula
ds
dxs
F1(x) =
∞∑
n=0
Bn
Γ(n+ a+ 1)
Γ(n+ a− (s− 1))x
n+a−s.
Therefore
Ak = lim
x→0+
(
−
k−1∑
l=0
( ∞∑
n=0
Bn
Γ(n+ a+ 1)
Γ(n+ a− (l − 1))x
n−l
)
Γ(k − l)Ck−l−1
−
k∑
r=1
A˜k−r
Γ(a+ 1)
Γ(a− r + 1)x
−r
)
. (26)
The coefficient in front of x−r in the expression
−
k−1∑
l=0
( ∞∑
n=0
Bn
Γ(n+ a+ 1)
Γ(n+ a− (l − 1))x
n−l
)
Γ(k − l)Ck−l−1
is equal to zero for r ≥ k and for 1 ≤ r ≤ k − 1 it is equal to
−
k−1∑
l=r
Bl−rCk−l−1
Γ(l − r + a+ 1)Γ(k − l)
Γ(−r + a+ 1)
= −
k−r−1∑
l=0
Bk−r−l−1Cl
Γ(k − r − l + a)Γ(l + 1)
Γ(k − r + a+ 1) ·
Γ(k − r + a+ 1)
−r + a+ 1
= A˜k−r · Γ(k − r + a+ 1)
Γ(−r + a+ 1)
Since for k = r we have A˜k−r · Γ(k+a−r+1)Γ(a−r+1) x−r = 0 = A˜0, by (26) we obtain
further
Ak = A˜k · Γ(k + a+ 1)
Γ(a+ 1)
,
whence A˜k =
Γ(a+1)
Γ(k+a+1) ·Ak, which ends the proof.
Remark 5.6. Let the functions F1, F2 ∈ L1(0,∞) be such that:
• in the right-hand side neighbourhood of zero F1(x) = xaF˜1(x), where
F˜1 is analytic at zero and F˜1(x) =
∑∞
n=0Bnx
n in the right-hand side
neighbourhood of zero,
• F2 is analytic at zero and F2(x) =
∑∞
n=0 Cnx
n in the right-hand side
neighbourhood of zero,
• F1 and F2 are smooth,
• all the derivatives of the functions F1, F2 and F1 ∗ F2 decay “sufficiently
fast”.
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Then the numbers
An =
n∑
k=0
CkBn−k
Γ(k + 1)Γ(a+ n− k + 1)
Γ(n+ a+ 2)
(27)
are the coefficients in the series expansion of F1 ∗ F2 in the right-hand side
neighbourhood of zero:
F1 ∗ F2(x) =
∞∑
n=0
Anx
n+a+1.
Corollary 5.12. Let the functions F1 and F2 be such that:
• F1, F2 ∈ L1(0,∞) or F1 ∈ L1(−∞, 0), F2 ∈ L1(0,∞),
• in the neighbourhood of zero (right-hand side or left-hand side - depend-
ing on the domain) F1(x) = xaF˜1(x), where a > −1, the function F˜1 is
analytic at zero with the series expansion around zero given by F˜1(x) =∑∞
n=0Bnx
n,
• F2 is analytic at zero with the series expansion around zero given by
F2(x) =
∑∞
n=0 Cnx
n,
• F1 and F2 are smooth,
• all the derivatives of the functions F1, F2 and F1 ∗ F2 decay “sufficiently
fast”.
Then (· mod 1)∗(F1 ∗F2) determines a pair of sequences {(An)n∈N, (−An)n∈N},
where An for n ≥ 0 is given by formula (27).
Proof. Notice that the proofs of Propositions 5.10 and 5.11 go along the same
lines. We argue by induction - in the consecutive steps for k ∈ N we calculate
the right-hand side limit as zero of the expressions of the following form:
x−a
(
dk
dxk
W (x)− d
k
dxk
W (−x)
)
−
k∑
r=1
Ak−r
Γ(k + a− r + 1)
Γ(a− r + 1) x
−r, (28)
where W (x) =
∑
k∈Z F (x+ k) (in Proposition 5.10) or
x−a
(
dk
dxk
W (x)− d
k
dxk
W (−x)
)
−
k∑
r=1
A˜k−r
Γ(k + a− r + 1)
Γ(a− r + 1) x
−r, (29)
where W (x) =
∑
k∈Z F1 ∗ F2(x+ k) (in Proposition 5.11).
Using Proposition 5.10 for the functions F = F1 ∗ F2, by Remark 5.6
it follows that as the limit of the expression (28) one obtains the consecu-
tive numbers An, whereas as the limit of the expression (29), the consecu-
tive numbers −An. Therefore, independent of whether F1 ∈ L1(−∞, 0) or
F1 ∈ L1(0,∞), the function (· mod 1)∗(F1∗F2) determines the pair of sequences
{(An)n∈N, (−An)n∈N}.
Remark 5.7. The assertion of Corollary 5.12 remains true also in the following
situations (the rest of the assumptions and the notation remain unchanged):
• F1 ∈ L1(−∞, 0), F2 ∈ L1(0,∞),
• F1, F2 ∈ L1(−∞, 0).
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Application for the rescaled functions
Corollary 5.13. Let d ≥ 1 be even, t1, . . . , td ∈ R \ {0} and let the function
F ∈ L1(0,∞) be such that:
• in the right-hand side neighbourhood of zero F (x) = x−1/2F˜ (x), where the
function F˜ is analytic at zero with the series expansion around zero given
by F˜ (x) =
∑∞
n=0Bnx
n,
• the function F is smooth,
• for any 1 ≤ k ≤ d and for any subset {s1, . . . , sk} ⊂ {t1, . . . , td} such that
{s1, . . . , sk} ⊂ (0,∞) or {s1, . . . , sk} ⊂ (−∞, 0) all the derivatives of the
function Fs1 ∗ · · · ∗ Fsk decay “sufficiently fast”,
• all the derivatives of the function Ft1 ∗ · · · ∗ Ftd decay “sufficiently fast”.
Then the function (· mod 1)∗(Ft1 ∗ · · · ∗ Ftd) determines a pair of sequences
{(An)n∈N, (−An)n∈N}, where the numbers An, n ≥ 0, are given by
An :=
1√|t1 · . . . · td| ·
∑
k1+···+kd=n
d∏
i=1
akiΓ(ki + 1/2)
tkii
1
Γ(n+ d/2)
.
Proof. Without loss of generality we may assume that t1 ≤ t2 ≤ · · · ≤ td. Let
0 ≤ i0 ≤ d be such that t1 ≤ · · · ≤ ti0 < 0 < ti0+1 ≤ · · · ≤ td. To fix attention,
assume that i0 is even (in the case where i0 is odd the proof is similar). Using
the formulas (17) and (18) in Corollary 5.8 we find the series expansions of the
function ht1 ∗ · · · ∗hti0 and hti0+1 ∗ · · · ∗htd . Denote the coefficients appearing in
these equations by (Bn)n∈N and (Cn)n∈N respectively. By Corollary 5.12 (and
by Remark 5.7) it follows that we can determine the consecutive elements of the
sequence (An)n∈N or (−An)n∈N, where
An =
n∑
k=0
CkBn−k
Γ(k + 1)Γ(a+ n− k + 1)
Γ(n+ a+ 2)
.
The claim follows by Remark 5.6 and formula (16) in Corollary 5.8.15
Corollary 5.14. Under the assumptions of the above corollary, assuming ad-
ditionally that a0 6= 0, the function (· mod 1)∗(Ft1 ∗ · · · ∗ Ftd) determines the
sequence (Bn)n∈N given by
Bn =
∑
k1+···+kd=n
d∏
i=1
akiΓ(ki + 1/2)
tkii
. (30)
Proof. Notice that
A0 =
1√|t1 · . . . · td| · ad0 · (Γ(1/2))d · 1Γ(d/2) .
Knowing the function F , we also know the number a0, which gives us the
sign of A0. By Corollary 5.13 the sequence (An)n∈N and thus also (Bn)n∈N
is determined.
15Remark 5.6 is not necessary for completing this proof. Once we have determined the
(Bn)n∈N and (Cn)n∈N it can be checked directly that the numbers (An)n∈N in this case are
(up to the sign) the same as the coefficients in the expansion (16).
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Notice that the assumptions that a0 6= 0 in the above corollary can be
weakened. It suffices to find the largest i0 ∈ N such that a0 = a1 = · · · = ai0 i
check the sign of ai0+1.
5.2.4 Fast decay of all of the derivatives
In the previous section an important role was played by functions whose deriva-
tives decay “sufficiently fast”. We will now introduce a property which will be
easier to check and which will be preserved under taking convolutions. It will
allow us to formulate a criterion ensuring the needed “sufficienlty fast” decay.
Recall that the conditions W,W1,W2 describe the “sufficiently fast” decay
(see Definition 5.1 on page 8).
We will write W(F ) for a function F enjoying property W. To underline
which constants A > 1, t > 0 and r ∈ (−1, 0) we mean we will sometimes write
W(F,A), W(F, t), W(F,A, r), W(F,A, t) or W(F,A, r, t). Sometimes we will
also write W1(F ) or W2(F ) to express the fact that one of the conditions from
the definition of the property W holds.
Lemma 5.15. Let the function F : (−∞, 0)∪ (0,∞)→ R be such that for some
n ∈ N the function x 7→ xn ·F (x) has property W1. Then for some x0 > 0 there
exists a non-increasing function H : (x0,∞)→∞ such that
H ∈ L1(x0,∞) and |F (x)| < H(|x|) for |x| > x0.
In particular, if the function F is smooth and all its derivatives, i.e. d
k
dxk
F , are
such that the functions x 7→ xnk · dk
dxk
F (x) have property W1 for some nk ∈ N,
then all the derivatives of the function F decay “sufficiently fast”.16
Proof. For H it suffices to take x 7→ Ae− |x|A (the number A is the same as in the
definition of propertyW, for x0 we put max{t, 1}, where t is as in the definition
of property W).
Remark 5.8. For 1 < A < B, −1 < r < s < 0 and x 6= 0 the following
inequalities hold:
• e− |x|A < e− |x|B ,
• |x|s = |x|r · |x|s−r < |x|r · ts−r for 0 < |x| < t.
Some of the properties following from the above inequalities will be important
for us.
• In order to show that the function F has property W, it suffices to find
constants t > 0, r ∈ (−1, 0) and A1, A2, A3 > 1 such that |g(x)| < A1e−
x
A2
for x > t and |g(x)| < A3xr for 0 < x < t.
• Moreover, given a finite family of functions F1, . . . , Fm (m ≥ 1) enjoying
property W, there exist numbers A > 1, r ∈ (−1, 0) and t > 0 such
W(Fi, A, r, t) holds for 1 ≤ i ≤ m (a constant t > 0 common for all the
functions exists by their boundedness on compact subsets of (−∞, 0) ∪
(0,∞)).
16The definition of the function whose all the derivatives decay “sufficiently fast” can be
found in Section 5.2.3, on page 19.
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Remark 5.9. If there exists A > 1 such that for 0 < x < t we have |F (x)| < A,
then for r ∈ (−1, 0) there exists B > 1 such that for 0 < x < t we have
|F (x)| < Bxr.
Remark 5.10. If W(F ) holds, then for any c > 0 the function F is bounded
in the set (−∞,−c] ∪ [c,∞).
Remark 5.11. By the convergence limx→∞ xn · e− x2M = 0 for n,M ∈ N it
follows that whenever W1(F, t) holds for some function F and some t > 0, then
also W1(x 7→ xn · F (x), t) holds for any n ∈ N.
Remark 5.12. Let F ∈ L1(0,∞) be such that for some n ∈ N we haveW(x 7→
xn ·F (x)). Then limx→∞ F (x) = 0 and for any c > 0 the function F is uniformly
continuous on the interval [c,∞).
Lemma 5.16. Let m ≥ 1 and let F1, . . . , Fm ∈ L1(0,∞). Assume that W(Fi)
holds for 1 ≤ i ≤ m. Then also W(F1 ∗ · · · ∗ Fm) holds.
Proof. Let F1, . . . , Fm ∈ L1(0,∞) satisfy the assumptions. We will show first
that W(F1 ∗ F2) holds. Let A > 1, r ∈ (−1, 0), t1, t2 > 0 be such that
W(F1, A, r, t1) and W(F2, A, r, t2) hold. (31)
We claim that W(F1 ∗F2, B, r, t1 + t2) holds for some B > 1. We will show first
that W1(F1 ∗F2, B, r, t1 + t2) holds for some B > 1. Take x > t1 + t2. We have
|(F1∗F2)(x)| =
∣∣∣∣∫ t1
0
F1(y)F2(x− y) dy +
∫ x
x−t2
F1(y)F2(x− y) dy
+
∫ x−t2
t1
F1(y)F2(x− y) dy
∣∣∣∣
≤
∫ t1
0
|F1(y)F2(x− y)| dy +
∫ t2
0
|F1(x− y)F2(y)| dy
+
∫ x−t2
t1
|F1(y)F2(x− y)| dy. (32)
For 0 < y < t1 we have x− y > x− t1 > t2, therefore by (31) we obtain
|F1(y)| < Ayr and |F2(x− y)| < Ae−
x−y
A ,
whence∫ t1
0
|F1(y)F2(x− y)| dy
< A2e−
x
A
∫ t1
0
e
y
A yr dy ≤ A2e t1A t
r+1
1
r + 1
e−
x
A = Me−
x
A (33)
for some M > 0. The middle term in (32) can be bounded in a similar way
by Me−
x
A for some M > 0. We will find now an upper bound for the last
summand. By (31) and since x/2 · e−x < e−x/2 for x > 0, we have∫ x−t2
t1
|F1(y)F2(x− y)| dy < A2
∫ x−t2
t1
e−
y
A e−
x
A+
y
A dy
= A2e−
x
A (x− t1 − t2) < A2e− xAx = 2A3e− xA x
2A
< 2A3e−
x
2A . (34)
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By (33) and (34) we obtain
|(F1 ∗ F2)(x)| < Be− xB for x > t1 + t2
for some B > 1. Therefore W1(F1 ∗ F2, B, r, t1 + t2) indeed holds.
We will show now thatW2(F1∗F2, t1+t2) also holds. Let now 0 < x < t1+t2.
By the symmetry of the investigated expressions, without loss of generality we
may assume that t1 ≤ t2. If x > t2 we have
|(F1∗F2)(x)| ≤
∫ x−t2
0
|F1(y)F2(x− y)| dy +
∫ t1
x−t2
|F1(y)F2(x− y)| dy
+
∫ x
t1
|F1(y)F2(x− y)| dy =
∫ x
t2
|F1(x− y)F2(y)| dy
+
∫ t1
x−t2
|F1(y)F2(x− y)| dy +
∫ x
t1
|F1(y)F2(x− y)| dy. (35)
The summands
∫ x
t2
|F1(x − y)F2(y)| dy and
∫ x
t1
|F1(y)F2(x − y)| dy are of the
same form and they can be bounded from above in the same way. We will
give now an upper bound for the first of them. Since we have W1(F2, A, t2),
hence for y ∈ (t2, x) we have |F2(y)| < Ae− yA . Since the function y 7→ Ae− yA is
bounded on the set (0, t1 + t2), and the function F1 is integrable, therefore for
some M ∈ R ∫ x
t2
|F1(x− y)F2(y)| dy < M. (36)
In a similar way, for some M ∈ R∫ x
t1
|F1(y)F2(x− y)| dy < M. (37)
Moreover, since we have W2(F1, A, t1) and W2(F2, A, t2), we obtain∫ t1
x−t2
|F1(y)F2(x− y)| dy
≤ A2
∫ t1
x−t2
yr(x− y)r dy < A2
∫ x
0
yr(x− y)r dy
= A2
Γ(r + 1)Γ(r + 1)
Γ(2r + 2)
x2r+1 < A2
Γ(r + 1)Γ(r + 1)
Γ(2r + 2)
(t1 + t2)
r+1xr (38)
(the equality in the second line of the above calculations holds by Remark 5.3).
By the estimates (35), (36), (37) and (38) it follows that there exists C > 0 such
that
|(F1 ∗ F2)(x)| < Cxr for t2 < x < t1 + t2.
If t1 ≤ x < t2 we have
|F1 ∗ F2(x)| ≤
∫ x
0
|F1(y)F2(x− y)| dy
=
∫ t1
0
|F1(y)F2(x− y)| dy +
∫ x
t1
|F1(y)F2(x− y)| dy.
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By treating both summands in the above inequality in a similar way as in the
case x > t2 one can deduce that there exists C > 0 such that
|(F1 ∗ F2)(x)| < Cxr for t1 < x < t2.
For 0 < x < t1 the situation is even simpler and we have
|F1 ∗ F2(x)| ≤
∫ x
0
|F1(y)F2(x− y)| dy.
Finding again similar bounds as in the case x > t2, we obtain
|(F1 ∗ F2)(x)| < Cxr for x < t1
for some C > 0. This means that W2(F1 ∗ F2, t1 + t2) holds. Therefore also
W(F1 ∗ F2) holds. By induction on m we obtain that W(F1 ∗ · · · ∗ Fm) also
holds.
Proposition 5.17. Let d ≥ 1 and F1, . . . , Fd ∈ L1(0,∞). Let k ≥ 0. Assume
that for any 1 ≤ i, j ≤ d the function Fi ∗ Fj is analytic at zero and we have
W
(
x 7→ xl · dl
dxl
Fi(x)
)
for 0 ≤ l ≤ k and 1 ≤ i ≤ d. Then we also have
W
(
x 7→ xk · dk
dxk
(F1 ∗ · · · ∗ Fd)(x)
)
.
Proof. For k = 0 the claim follows directly by Lemma 5.16. The proof for k ≥ 1
will be devided into two steps. We will show first that W
(
dl
dxl
Fi1 ∗ Fi2
)
holds
for 1 ≤ i1 < i2 ≤ d and 1 ≤ l ≤ k. The second part will consist of an inductive
argument using the first part of the proof.
Step 1. We will show first thatW
(
dl
dxl
(Fi1 ∗ Fi2)
)
holds for any 1 ≤ i1 < i2 ≤ m
and 1 ≤ l ≤ k. Without loss of generality we may take i1 = 1 and i2 = 2. Fix
1 ≤ l ≤ k. By Proposition 5.4 we have∣∣∣∣ dldxl (F1 ∗ F2)(x)
∣∣∣∣ ≤ ∫ x2
0
|F1(y)|
∣∣∣∣ dldxlF2(x− y)
∣∣∣∣ dy
+
∫ x
2
0
|F2(y)|
∣∣∣∣ dldxlF1(x− y)
∣∣∣∣ dy
+
l−1∑
j=0
|wj |
∣∣∣∣ djdxj F1 (x2)
∣∣∣∣ ∣∣∣∣ dl−1−jdxl−1−j F2 (x2)
∣∣∣∣ (39)
for some wj ∈ R, 0 ≤ j ≤ l − 1.
Let t > 0 andA > 1 be such that for 0 ≤ j ≤ l−1 we haveW
(
x 7→ xj · djdxj F1(x), t/2, A
)
and W
(
x 7→ xj · djdxj F2(x), t/2, A
)
.
Using similar arguments as in the proof of Lemma 5.16 one can show that
W1
(
dl
dxl
(F1 ∗ F2)
)
holds.
Since the function F1 ∗ F2 is analytic at zero, the derivative dldxl (F1 ∗ F2) is
also is analytic at zero and has a finite limit limx→0+ d
l
dxl
(F1 ∗ F2)(x). There-
fore, as a continuous function, it is uniformly continuous on the interval (0, t].
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Therefore there exists a constant A > 1 such that
∣∣∣ dldxl (F1 ∗ F2)∣∣∣ < Axr. Hence
W2
(
dl
dxl
(F1 ∗ F2)
)
holds. Thus we have shown that W( dl
dxl
(F1 ∗ F2)) holds for
any 0 ≤ l ≤ k.
Step 2. Now we will use an inductive argument. Assume that for some 1 ≤
n0 < d for any 1 ≤ n ≤ n0 and any 1 ≤ i1 < · · · < in ≤ d and 1 ≤ l ≤ k we
have
W
(
x 7→ xl · d
l
dxl
(Fi1 ∗ · · · ∗ Fin) (x)
)
.
We will show that for any 1 ≤ i1 < · · · < in0+1 ≤ d and 1 ≤ l ≤ k we have
W
(
x 7→ xl · d
l
dxl
(
Fi1 ∗ · · · ∗ Fin0+1
)
(x)
)
.
Without loss of generality we may assume that is = s for 1 ≤ s ≤ n0 + 1. We
obtain
F1 ∗ · · · ∗ Fn0+1 = (F1 ∗ · · · ∗ Fn0−1) ∗ (Fn0 ∗ Fn0+1).
To make the notation shorter, let G1 := F1 ∗ · · · ∗Fn0−1 and G2 := Fn0 ∗Fn0+1.
Then∣∣∣∣ dldxl (G1 ∗G2)(x)
∣∣∣∣ ≤ ∫ x/2
0
∣∣∣∣G1(y) dldxlG2(x− y)
∣∣∣∣ dy
+
∫ x/2
0
∣∣∣∣G2(y) dldxlG1(x− y)
∣∣∣∣ dy
+
l−1∑
j=0
wj
∣∣∣∣ djdxjG1(x/2) dl−1−jdxl−1−jG2(x/2)
∣∣∣∣ (40)
for some wj , 0 ≤ j ≤ l − 1. Let A > 1 and t > 0 be such that we have
W
(
x 7→ xj · d
j
dxj
G1(x), A, t/2
)
(41)
and
W
(
dj
dxj
G2, A, t/2
)
for 1 ≤ j ≤ k. (42)
By Lemma 5.16 it follows that without loss of generality we may assume that
the above properties also hold for j = 0. Fix 1 ≤ l ≤ k.
We will show now that
W1
(
x 7→ xl · d
l
dxl
(G1 ∗G2)(x)
)
holds. Take x > t. Using the inequality (40) we will estimate now the value of∣∣∣xl · dldxl (G1 ∗G2)(x)∣∣∣. For some M > 1 we have
xl ·
∫ x/2
0
∣∣∣∣G1(y) dkdxkG2(x− y)
∣∣∣∣ dy ≤ Axl · e− xA ∫ x/2
0
|G1(y)|e
y
A dy
≤ Axl · e− x2A ·
∫ x/2
0
|G1(y)| dy < Me− xM . (43)
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Moreover, since y ∈ (0, x/2), we have x− y > x/2, whence for some M > 1
xl ·
∫ x/2
0
∣∣∣∣G2(y) dldxlG1(x− y)
∣∣∣∣ dy
< 2l ·
∫ x/2
0
|G2(y)| ·
∣∣∣∣(x− y)l · dldxlG1(x− y)
∣∣∣∣ dy
< 2l ·Ae− x2A ·
∫ x/2
0
|G2(y)| dy < Me− xM , (44)
where the one before the last inequality follows by the inductive assumption (41).
Moreover, for 0 ≤ j ≤ l − 1
xl ·
∣∣∣∣ djdxjG1(x/2) dl−1−jdxl−1−jG2(x/2)
∣∣∣∣
= xj+1 ·
∣∣∣∣ djdxjG1(x/2)
∣∣∣∣ · ∣∣∣∣xl−1−j · dl−1−jdxl−1−jG2(x/2)
∣∣∣∣
< A2xj+1 · e− xA < Me− xM (45)
for some M > 1 (this constant is independent of x). By (43), (44) and (45) it
follows that there exists B > 1 such that for x > t we have∣∣∣∣xl · dldxlG1 ∗G2(x)
∣∣∣∣ < Be− xB .
Therefore W1
(
x 7→ xl · dl
dxl
(G1 ∗G2)(x)
)
holds.
We will show now that
W2
(
x 7→ xl · d
l
dxl
(G1 ∗G2)(x)
)
holds. Let 0 < x < t. Using again the inequality (40), we obtain an estimate
for
∣∣∣xl · dldxl (G1 ∗G2)(x)∣∣∣. Since the function G1 is integrable and the function
y 7→ dl
dxl
G2(x− y) is bounded on the interval (0, t/2), therefore the expression∫ x/2
0
∣∣∣∣G1(y) dldxlG2(x− y)
∣∣∣∣ dy
is bounded, whence it follows that for some M > 1 (independent of the choice
of x)
xl ·
∫ x/2
0
∣∣∣∣G1(y) dldxlG2(x− y)
∣∣∣∣ dy < M. (46)
Moreover, using the inequality x − y > x/2 for y ∈ (0, x/2), by boundedness
of the function G2 on the interval (0, t/2) and by (41) and Remark 5.10, there
exist constants C,M > 1 (independent of x) such that the following inequalities
hold:
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xl ·
∫ x/2
0
∣∣∣∣G2(y) dldxlG1(x− y)
∣∣∣∣ dy
< 2l ·
∫ x/2
0
∣∣∣∣G2(y)(x− y)l dldxlG1(x− y)
∣∣∣∣ dy
< C
∫ x/2
0
∣∣∣∣(x− y)l · dldxlG1(x− y)
∣∣∣∣ dy
= C
∫ x
x/2
∣∣∣∣yl · dldxlG1(y)
∣∣∣∣ dy
< C
∫ t
0
∣∣∣∣yl · dldxlG1(y)
∣∣∣∣ dy
= C
∫ t/2
0
∣∣∣∣yl · dldxlG1(y)
∣∣∣∣ dy + C ∫ t
t/2
∣∣∣∣yl · dldxlG1(y)
∣∣∣∣ dy
< M
∫ t/2
0
yr dy +M, (47)
where the last expression (by the assumption we have r > −1) is also bounded.
Moreover, for 0 ≤ j ≤ l − 1, for some M > 1 (independent of x), as in (45) we
obtain
xl ·
∣∣∣∣ djdxjG1(x/2) dl−1−jdxl−1−jG2(x/2)
∣∣∣∣ < Me− xM . (48)
By (46), (47) and (48) it follows that there exists B > 1 such that for 0 < x < t
we have ∣∣∣∣xl · dldxlG1 ∗G2(x)
∣∣∣∣ < Bxr,
whence W2
(
x 7→ xl · dl
dxl
(G1 ∗G2)(x)
)
also holds.
We have shown that W
(
x 7→ xl · dl
dxl
(G1 ∗G2)(x)
)
holds for 1 ≤ l ≤ k,
which completes the proof of the inductive step and of the whole proposition.
Remark 5.13. Under the assumptions of Proposition 5.17, for d ≥ 1 even, for
any k ≥ 1
W
(
dk
dxk
(F1 ∗ · · · ∗ Fd)
)
holds. The proof of this fact goes along the same lines as the proof of Proposi-
tion 5.17.
Proposition 5.18. Let G1 ∈ L1(0,∞) and G2 ∈ L1(−∞, 0) satisfy the as-
sumptions of Proposition 5.6, i.e.
• the functions G1 and G2 are smooth,
• the function G2 is analytic at zero.
Moreover, assume that for any k ∈ N we have
• W
(
x 7→ xk · dk
dxk
G1(x)
)
,
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• W
(
x 7→ dk
dxk
G2(x)
)
.
Then for any k ∈ N we have
W
(
x 7→ xk · d
k
dxk
(G1 ∗G2)(x)
)
.
Proof. We will use the formulas for the derivatives of a convolution from Propo-
sition 5.6. Let A > 1 and t > 0 be such that for 0 ≤ j ≤ k we have
W
(
x 7→ xj · d
j
dxj
G1(x), A, t
)
and W
(
x 7→ d
j
dxj
G2(x), A, t
)
.
By Proposition 5.6 we obtain for x > 0∣∣∣∣ dkdxk (G1 ∗G2)(x)
∣∣∣∣
≤
∫ ∞
x
|G1(y)| ·
∣∣∣∣ dkdxkG2(x− y)
∣∣∣∣ dy + k−1∑
l=0
∣∣∣∣ dk−l−1dxk−l−1G1(x)
∣∣∣∣ · ∣∣∣∣ dldxlG2(0)
∣∣∣∣ ,
whereas for x < 0 we have∣∣∣∣ dkdxk (G1 ∗G2)(x)
∣∣∣∣ ≤ ∫ ∞
0
∣∣∣∣G1(y) dkdxkG2(x− y)
∣∣∣∣ dy.
We will show now that
W1
(
x 7→ xk · d
k
dxk
(G1 ∗G2)(x)
)
(49)
holds. Let x > t. For y ∈ (x,∞) we have |G1(y)| ≤ Ae− yA . Moreover, the
function y 7→ dk
dxk
G2(x− y) is bounded on the interval (t,∞). Therefore
xk ·
∫ ∞
x
|G1(y)| ·
∣∣∣∣ dkdxkG2(x− y)
∣∣∣∣ dy
≤ Cxk ·
∫ ∞
x
Ae−
y
A dy = Cxk ·A2 · e− xA < Me− xM
for some C,M > 1 (these constants are independent of x). Moreover, for 0 ≤
l ≤ k − 1
xk−l−1 ·
∣∣∣∣ dk−l−1dxk−l−1G1(x)
∣∣∣∣ < Ae− xA .
It follows that
xk ·
∣∣∣∣ dkdxk (G1 ∗G2)(x)
∣∣∣∣ < Be− xB (50)
for some B > 0 for x > t.
Let x < −t. We have∣∣∣∣ dkdxk (G1 ∗G2)(x)
∣∣∣∣
≤
∫ t
0
|G1(y)|
∣∣∣∣ dkdxkG2(x− y)
∣∣∣∣ dy + ∫ ∞
t
|G1(y)|
∣∣∣∣ dkdxkG2(x− y)
∣∣∣∣ dy.
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For y > t we have |G1(y)| < Ae− yA and the function y 7→ dkdxkG2(x − y) is
bounded (this bound is independent of x), whence∫ ∞
t
|G1(y)|
∣∣∣∣ dkdxkG2(x− y)
∣∣∣∣ dy ≤ Be− xB
for some B > 1. We will estimate now
∫ t
0
|G1(y)|
∣∣∣ dkdxkG2(x− y)∣∣∣ dy. The
function y 7→ y−rG1(y) is bounded on (0, t). Since the function G2 is analytic
at zero and we have W
(
dk
dxk
(G2)
)
, therefore there exists B > 1 such that∣∣∣∣ dkdxkG2(y)
∣∣∣∣ < Be− |y|B for any y < 0.
Therefore, there exist M > 1 and C > 1 such that∫ t
0
|G1(y)|
∣∣∣∣ dkdxkG2(x− y)
∣∣∣∣ dy ≤M ∫ t
0
yr · e− |x−y|M dy
≤Me− |x|M ·
∫ t
0
yr dy ≤ Ce− |x|C .
Hence, for some D > 1 and x ≤ −t∣∣∣∣xk · dkdxk (G1 ∗G2)(x)
∣∣∣∣ < De− |x|D . (51)
By (50) and (51) we deduce that (49) indeed holds.
We will show now that
W2
(
x 7→ xk · d
k
dxk
(G1 ∗G2)(x)
)
(52)
holds. Let x ∈ (0, t). Notice that the function y 7→ dk
dxk
G2(x− y) is bounded on
(x,∞) (this bound is independent of x). Therefore and by the integrability of
G1 we obtain ∫ ∞
x
|G1(y)| ·
∣∣∣∣ dkdxkG2(x− y)
∣∣∣∣ dy < M
for some M > 1. Moreover, for 0 ≤ l ≤ k − 1 the expression
x−r · xk−l−1 ·
∣∣∣∣ dk−l−1dxk−l−1G1(x)
∣∣∣∣
is bounded (again, this bound is independent of x). Therefore there exists B > 1
such that for 0 < x < t ∣∣∣∣xk · dkdxk (G1 ∗G2)(x)
∣∣∣∣ < Mxr (53)
for some M > 1.
Let x ∈ (−t, 0). Notice that the function y 7→ dk
dxk
G2(x − y) is bounded,
whence by the integrability of the function G1, there exists M > 1 such that
|x|k ·
∫ ∞
0
|G1(y)| ·
∣∣∣∣ dkdxkG2(x− y)
∣∣∣∣ dy < M. (54)
By (53) and (54) we obtain that (52) indeed holds, which ends the proof.
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5.2.5 Proof of the main technical result
Proof of Proposition 5.1. We will show first that without loss of generality we
may assume that a = 0. Indeed, let d ≥ 1 and take t1, . . . , td, t′1, . . . , t′d ∈ R\{0}
such that t1 + · · ·+ td = t′1 + · · ·+ t′d. For 1 ≤ i ≤ d let xi = 1/ti and x′i = 1/t′i
and let h(x) = h(x+ a). Then for t 6= 0 we have ht(x) = ht(x+ ta). We claim
that for t1, . . . , td 6= 0
ht1 ∗ · · · ∗ htd(x) = ht1 ∗ · · · ∗ htd(x+ (t1 + · · ·+ td) · a). (55)
We will show that this formula holds for d = 2 (one uses induction to obtain
this result for larger d). We have
ht1 ∗ ht2(x) =
∫
R
ht1(y)ht2(x− y) dy
=
∫
R
ht1(y + t1a)ht2(x− y + t2a) dy = ht1 ∗ ht2(x+ (t1 + t2)a).
It follows by (55) that
ht1 ∗ · · · ∗ htd = ht′1 ∗ · · · ∗ ht′d ⇔ ht1 ∗ · · · ∗ htd = ht′1 ∗ · · · ∗ ht′d
and instead of the density h of the measure P we may consider its translation
h.
Without loss of generality we may assume that 1 ≤ i0 ≤ d is such that
t1 ≤ · · · ≤ ti0 < 0 < ti0+1 ≤ · · · ≤ td.
Since d is even, the cardinalities of the sets {t1, . . . , ti0} and {ti0+1, . . . , td} are
of different parity. To fix attention, assume that i0 is even. Then by Proposi-
tion 5.17 and by Remark 5.13, for any k ≥ 1 the following properties hold:
W
(
x 7→ xk · d
k
dxk
(hti0+1 ∗ · · · ∗ htd)(x)
)
and
W
(
x 7→ d
k
dxk
(ht1 ∗ · · · ∗ hti0 )(x)
)
.
Therefore, by Proposition 5.18, for any k ≥ 1 we have
W
(
x 7→ xk · d
k
dxk
(ht1 ∗ · · · ∗ htd)(x)
)
.
By Lemma 5.15 we conclude further that all the derivatives of the function
ht1 ∗ · · · ∗ htd decay “sufficiently fast”. Similarly, for any subset {s1, . . . , sk} ⊂
{t1, . . . , ti0} or {s1, . . . , sk} ⊂ {ti0+1, . . . , td} all the derivatives of the function
hs1 ∗ · · · ∗ hsk decay “sufficiently fast”. Therefore by Corollary 5.14 we obtain
that the numbers
Bn =
∑
k1+···+kd=n
d∏
i=1
akiΓ(ki + 1/2)
tkii
are uniquely determined. Hence also the set {t1, . . . , td} is uniquely determined.
Notice that by the continuity of the measure σ it follows that
σ⊗d
({(t1, . . . , td) ∈ Rd : ti 6= 0 for 1 ≤ i ≤ d}) = 1.
To end the proof it suffices to apply Proposition 3.2.
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5.2.6 Symmetric polynomials
In Proposition 5.1 an important role is played by some symmetric polynomials
which are related to the density of the measure P appearing in the integral
operator in the so-called weak closure of times. A crucial assumption is that
the values of these polynomials determine the values of the variables (up to
a permutation of their names). We will now consider the following related
problem. Given d ≥ 1 and a sequence of reals (bk)k∈N we consider a system of
an infinite number of equations (n ≥ 0):
∑
ki∈N,k1+···+kd=n
d∏
i=1
bkix
ki
i = cn. (56)
We will provide a partial answer to the following question:
When does the fact that the above system of equations has a solution
imply that the solution is unique
(up to a permutation of the names of the variables)?
(57)
Let us introduce first the necessary notation. For natural numbers α1, α2, . . . , αd
such that α1 ≥ α2 ≥ · · · ≥ αd ≥ 0 we put
mα1,...,αd =
∑
pi∈S
x
αpi(1)
1 · . . . · x
αpi(d)
d ,
where S is the maximal subset of the set of permutations of {1, . . . , d} such that
for pi1, pi2 ∈ S, pi1 6= pi2 we have
(αpi1(1), . . . , αpi1(d)) 6= (αpi2(1), . . . , αpi2(d)).
If there are some zeros among the numbers αi we will skip them and write e.g.
m2,1 instead of m2,1,0,0.
Remark 5.14. The polynomials m1,m1,1, . . . ,m1, . . . , 1︸ ︷︷ ︸
d
are called elementary
symmetric polynomials and (by the fundamental theorem of algebra) their values
determine the values of the variables x1, . . . , xd up to a permutation of their
names.
We claim that under some assumptions on the numbers bn (n ∈ N) the
system of equations (56) has not more than one solution (up to a permutation
of the names of the variables). To make the arguments easier to follow, we
will show a few first steps, in which we will recover the information about the
polynomials m1, . . . , 1︸ ︷︷ ︸
n
for consecutive natural numbers n from the system of
equations. Simultaneously we will state successive conditions for the sequence
(bn)n∈N sufficient for our inductive procedure so that it can be continued as long
as necessary.
Step 1.
The equation (56) for n = 1 gives the information about the value of the poly-
nomial m1 provided that b0, b1 6= 0.
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Step 2.
The equation (56) for n = 2 is of the form
b21 · bd−20 m1,1 + b2bd−10 m2 = c2.
Notice that the following identity holds:
m1,1 +m2 = m
2
1.
We treat now the polynomials m1,1 and m2 as unknowns. Since we already
know m1, we have obtained this way a system of two linear equations for these
unknowns. For the uniqueness of the solution it is necessary and sufficient
that these equations are linearly independents. This means that it suffices that
b2 6= C2(b0, b1), where C2 is some function of two variables. Using the system
of equation which we have just derived from the original one, one can deduce
the precise formula for this function:
C2(b0, b1) =
b21
b0
.
Step 3.
The equation (56) for n = 3 is of the form
b31b
d−3
0 m1,1,1 + b2b1b
d−2
0 m2,1 + b3b
d−1
0 m3 = c3.
Notice that the following identities hold:
6m1,1,1 + 3m2,1 +m3 =m
3
1,
m2,1 +m3 = m2m1.
We treat now the polynomials m1,1,1,m2,1 and m3 as unknowns. Since we
already know m1 and m2, we have obtained this way a system of three linear
equations for these unknowns:
6 ·m1,1,1+ 3 ·m2,1+ m3 = m31
m2,1+ m3 = m2m1
b31b
d−3
0 ·m1,1,1+ b2b1bd−20 ·m2,1+ b3bd−10 ·m3 = c3.
For the uniqueness of the solution it is necessary and sufficient that these
equations are linearly independent. This means that it suffices that b3 6=
C3(b0, b1, b2), where C3 is some function of three variables. To determine the
precise formula, we check that the determinant of the matrix 6 3 10 1 1
b31 b2b1b0 b3b
2
0

is non-zero if and only if b3 6= C3(b0, b1, b2), where
C3(b0, b1, b2) =
3b0b1b2 − b31
3b20
.
We claim that this procedure can be continued. It is not a coincidence that
each time the number of equations and the number of unknowns were the same.
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Both the unknowns (in Step 3. we hadm1,1,1,m2,1,m3) and the right-hand sides
of the identities (in Step 3. we had m31 = m1m1m1 and m2m1) are determined
by partitions of n17 (in Step 3. n = 3). Since the trivial partition n = n yields
the identity mn = mn, which does not convey any information, we replace it
with the equation coming from the system (56). This means that at each step
we have indeed the same number of equations and unknowns. Moreover, the
equation given by the derived identities are linearly independent (if we hadn’t
replaced the equation mn = mn with the equation coming from the system (56),
the coefficient matrix would be upper-triangular). Whether the equation coming
from the system (56) is linearly independent of the other equations depends on
whether bn 6= Cn(b0, b1, . . . , bn−1), where Cn is some function of n variables,
whose form can be determined at each step from the derived identities. If for
1 ≤ n ≤ d we have bn 6= Cn(b0, b1, . . . , bn−1), then after performing d steps,
we know the values of the polynomials m1,m1,1, . . . ,m1, . . . , 1︸ ︷︷ ︸
d
. Therefore the
solution is unique, up to a permutation of the names of the variables.
Unfortunately, in a concrete situation, it may turn out that it is a very
difficult task to check if at all steps of the inductive procedure we have obtained
a system of linearly independent equations. If at some step this is not true,
one needs other methods. The described procedure clearly doesn’t exhaust all
the cases when given a system of equations of the form (56), we can “read” the
values of the elementary symmetric polynomials which yield the values of all the
variables (up to a permutation of their names). With such a situation we will
deal in the next section. The numbers (bn)n∈N in our example will be such that
some of the equations (56) will not carry any additional information, i.e. the
system of equation obtained using the described procedure will be not linearly
independent.
5.3 Application
The main goal in this section is to apply the results from Section 5.1 to the class
of flows described in Section 4.
Recall that T = (Tt)t∈R stands for the special flow over an irrational rotation
on the circle Tx = x + α (mod 1), α ∈ (0, 1) ∩ R \ Q under a roof function of
the form f + f1 + c : [0, 1)→ R, where
f(x) = − ln(x)− ln(1− x)− 2,
f1 : T→ R is an absolutely continuous function with zero average and c ∈ R is
such that f + f1 + c > 0. Assume additionally that
lim inf
n→∞ q
3
n‖|qnα‖ = 0,
where qn are the denominators in the continued fraction expansion of α.
Let us now state the main result of this section.
Theorem 5.19. The maximal spectral type σ of the flow T is such that the
unitary flow V 3σ has simple spectrum.
17We say that a decomposition of the natural number n into a sum of natural numbers
n = n1 + n2 + · · ·+ nk is called a partition when n1 ≥ n2 ≥ · · · ≥ nk.
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Recall one more result on the simplicity of spectra of unitary representa-
tions.18
Lemma 5.20. [14] If for some k ≥ 1 the unitary operator Uk has simple
spectrum then also the operators Uj for 1 ≤ j ≤ k − 1 have simple spectra.
By the above lemma we obtain the following.
Corollary 5.21. The maximal spectral type σ of the flow T is such that the
flow V 2σ has simple spectrum.
By Theorem 5.19 and by the remarks included in Section 4 we obtain im-
mediately the following corollary.
Corollary 5.22. On any closed orientable surface of genus at least 2 there
exists a smooth flow whose maximal spectral type σ is such that the unitary flow
V 3σ has simple spectrum.
Remark 5.15. The question whether the maximal spectral type of the con-
sidered flows has the SCS property remains open. We think that the answer is
positive. We believe that using computer analysis one could show that V nσ has
simple spectrum also for some larger n > 3.
We will state now some auxiliary results needed for the proof of Theo-
rem 5.19, which we believe that can be also of an independent interest.
5.3.1 Limit distributions
We will concentrate now on finding distributions satisfying condition (3) (see
page 6) for T . Let (qn)n∈N be the sequence of the denominators and (pn)n∈N
the sequence of the numerators of α in the continued fraction expansion (see
Section 2.4).
By the classical Denjoy-Koksma inequality (see e.g. [8]) f (qn)1 → 0 uniformly.
Similarly, also f (mqn)1 → 0 uniformly for anym ∈ Z. Therefore, while calculating
the limit distribution of the sequence of functions (f + f1)(qn), we may skip
the function f1 and calculate instead the limit distribution of the sequence of
functions f (qn).
For q ∈ N by fq : (0, 1)→ R let us denote the following function:
fq(x) =
q−1∑
k=0
f
(
x+
k
q
)
. (58)
It is a periodic function with period 1q , which has the same distribution as the
function f˜q : (0, 1)→ R given by the formula
f˜q(x) = fq
(
x
q
)
. (59)
Lemma 5.23. The sequence of functions
(
f˜q
)
q∈N
converges uniformly to ln 12 sin(pi·)
on the interval (0, 1) as q tends to ∞.
18It was stated in [14] for automorphisms, i.e. Z-actions but it is valid also for R-
representations.
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Proof. We have
f˜q(x) =
q−1∑
k=0
f
(
x
q
+
k
q
)
= −2q −
q−1∑
k=0
ln
(
x+ k
q
)
−
q−1∑
k=0
ln
(
q − k − x
q
)
=
= −2q + 2q ln(q)− ln
(
q−1∏
k=0
(x+ k)
q∏
k=1
(−x+ k)
)
=
= −2q + 2q ln(q)− ln
(
Γ(x+ q)
Γ(x)
Γ(−x+ q + 1)
Γ(1− x)
)
.
Since Γ(x)Γ(1− x) = pisin(pix) (see e.g. [2]), we obtain
f˜q(x) = −2q + 2q ln(q)− ln (Γ(q + x)Γ(q + 1− x)) + ln
(
pi
sin(pix)
)
.
We claim that
lim
q→∞ rq(x) = 0, (60)
where
rq(x) = −2q + 2q ln(q)− ln(Γ(q + x)Γ(q + 1− x)) + ln 2pi
and the convergence is uniform on the interval (0, 1). To this end we will show
that
Γ
(
q +
1
2
)
Γ
(
q +
1
2
)
≤ Γ(x+ q)Γ(q + 1− x) ≤ Γ(q)Γ(q + 1). (61)
For 0 ≤ y ≤ 12 let
G(y) = Γ(q +
1
2
+ y)Γ(q +
1
2
− y).
We have
G′(y) = Γ(q +
1
2
+ y)Γ′(q +
1
2
− y) + Γ′(q + 1
2
+ y)Γ(q +
1
2
− y)
= Γ(q +
1
2
+ y)Γ(q +
1
2
− y)
(
Ψ(q +
1
2
+ y)−Ψ(q + 1
2
− y)
)
,
where Ψ(x) = Γ
′(x)
Γ(x) is the so-called function digamma. Since (see [6], H. Alzer)
Ψ′(x) =
∞∑
k=0
1
(x+ k)2
,
the function Ψ is increasing, G′(y) > 0 for y > 0 and the function G is also
increasing. Therefore
Γ
(
q +
1
2
)
Γ
(
q +
1
2
)
= G(0) ≤ G(y) ≤ G
(
1
2
)
= Γ(q)Γ(q + 1),
whence (61) holds. We will find now an upper and lower bound for rq(x) which
are independent of x and converge to 0 when q tends do ∞. We will first find
an upper bound. By the left inequality in (61), by the equality
Γ
(
z +
1
2
)
=
21−2z
√
pi · Γ(2z)
Γ(z)
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(see e.g. [2]) and by the Stirling’s formula19 we obtain
rq(x) ≤ ln
(
e−2qq2q
1
Γ(q + 12 )Γ(q +
1
2 )
· 2pi
)
= ln
(
2pi
(
e−qqq
Γ(q)
21−2q
√
pi · Γ(2q)
)2)
= ln
(
2pi
(
e−q · qq · 1
21−2q
· 1√
pi
· 2q
q
· q!
(2q)!
)2)
= ln
(
2pi
(
e−q · qq · 1
21−2q
· 1√
pi
· 2q
q
· q!√
2piq · qqeq
·
√
2piq · q
q
eq
·
√
4piq · (2q)2qe2q
(2q)!
· 1√
4piq · (2q)2qe2q
)2
= ln
( q!√
2piq · qqeq
·
√
4piq · (2q)2qe2q
(2q)!
)2→ ln 1 = 0 for q →∞.
In a similar way, by the right inequality in (61) and the Stirling’s formula we
have
rq(x) ≥ ln
(
e−2qq2q
1
Γ(q)Γ(q + 1)
· 2pi
)
= ln
(
e−2qq2q · q · (q + 1) · 1
q! · (q + 1)! · 2pi
)
= ln
(
e ·
(
q
q + 1
)q+1
· q + 1√
q(q + 1)
·
√
2piq · qqeq
q!
·
√
2pi(q + 1) · (q+1)qeq+1
(q + 1)!
)
→ ln(e · e−1 · 1 · 1) = ln 1 = 0 for q →∞.
Thus we have shown that rq(·) converges to 0 uniformly on the interval (0, 1),
which by the definition of f˜q and rq completes the proof of the lemma.
The next lemma together with Lemma 5.23 and Proposition 3.2
will let us find distributions P satisfying the condition (3) for some tn →∞.
Let
ν =
(
ln
(
1
2 sinpi·
))
∗
(λ) (62)
and let Mt : R→ R be given by Mt(x) = tx for t ∈ R \ {0}. For t 6= 0 let
νt = (Mt)∗(ν). (63)
Lemma 5.24. Let m ∈ Z \ {0} and α ∈ R \Q be such that
lim inf
n→∞ q
3
n‖|qnα‖ = 0. (64)
Then for some sequence nk →∞ we have(
f (mqnk )
)
∗
λ→ νm.
19Recall the Stirling’s formula: limn→∞ n!√
2pin(n/e)n
=1.
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Proof. Let α ∈ R \Q fulfill the condition (64) and let m ∈ N. Let fˆ(x) = − lnx
and let the sequence (qnk)k∈N be such that
lim
k→∞
q3nk‖qnkα‖ = 0. (65)
Without loss of generality we may assume that pnkqnk < α, i.e. ‖qnkα‖ = {qnkα}.
To make the proof more readable, we will write q instead of qnk . We claim that
for any k ∈ Z ∥∥∥fˆ (q)(x+ k‖qα‖)− fˆq(x))∥∥∥
L1
→ 0
(we define the function fˆq in the same way as fq in (58) was defined). We fix
k ∈ Z. Let n0 ∈ N be sufficiently large, so that
‖qn0α‖ <
1
q3n0
and
|k|+ 1
q3n0
<
1
2qn0
. (66)
For q = qn such that n > n0 let
Aq =
q−1⋃
j=0
[
j
q
+
1
q3
+ |k| ‖qα‖ , j + 1
q
− 1
q3
− |k| ‖qα‖
]
.
Take x ∈ Aq. By the definition of the set Aq, x = j0+tq for some 0 ≤ j0 ≤ q − 1
and t ∈
[
1
q2 + |k|q‖qα‖, 1− 1q2 − |k|q‖qα‖
]
. Notice that each of the intervals[
j
q ,
j+1
q
)
for 0 ≤ j ≤ q− 1 contains exactly one point of the form {x+ k ‖qα‖+
kjα}, where 0 ≤ kj ≤ q − 1. Indeed, let kj be the only natural number in
[0, q − 1] such that{
x+ kj
p
q
}
∈
[
j
q
+
1
q3
+ |k| ‖qα‖ , j + 1
q
− 1
q3
− |k| ‖qα‖
)
. (67)
We claim that {x+ k‖qα‖+ kjα} ∈
[
j
q ,
j+1
q
)
. By (67) and∣∣∣∣kj (α− pq
)
+ k‖qα‖
∣∣∣∣
≤ q
∣∣∣∣α− pq
∣∣∣∣+ |k|‖qα‖ = ‖qα‖+ |k|‖qα‖ ≤ 1q3 + |k|‖qα‖,
we have
{x+ k‖qα‖+ kjα} =
{
x+ kj
p
q
+ kj
(
α− p
q
)
+ k‖qα‖
}
=
{
x+ kj
p
q
}
+ kj
(
α− p
q
)
+ k‖qα‖ ∈
[
j
q
,
j + 1
q
)
.
The above calculations show also that
{x+ k‖qα‖+ kjα} = j
q
+
t
q
+ kj
(
α− p
q
)
+ k‖qα‖
=
j + t+ kj (qα− p) + kq‖qα‖
q
=
j + t+ kj‖qα‖+ kq‖qα‖
q
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Now, using the uniqueness of kj ∈ [0, q − 1] in the above arguments, we can
estimate
∣∣∣fˆ (q)(x+ k‖qα‖)− fˆq(x)∣∣∣ for x ∈ Aq. If k ≥ 0, we have∣∣∣fˆ (q)(x+ k‖qα‖)− fˆq(x)∣∣∣ = q−1∑
j=0
(
ln
j + t+ kj‖qα‖+ kq‖qα‖
q
− ln j + t
q
)
≤
q−1∑
j=0
ln
(
1 +
(k + 1)q‖qα‖
j + t
)
≤ (k + 1)q‖qα‖
q−1∑
j=0
1
j + t
≤ (k + 1)q‖qα‖
(
2
t
+ ln q
)
≤ (k + 1)q‖qα‖(2q2 + ln q)→ 0,
where the last inequality follows by the fact that t ≥ 1q2 , and the convergence
is a direct consequence of (65). If k < 0, we proceed in a similar way. We have
kj + kq < 0 for 0 ≤ kj ≤ q − 1. Moreover, if q is sufficiently large then
(kj + kq)‖qα‖ ≥ kq‖qα‖ = −|k|q‖qα‖ > −1
2
(
1
q2
+ |k|q‖qα‖
)
≥ − t
2
,
where the last inequality holds for all t ∈
[
1
q2 + |k|q‖qα‖, 1− 1q2 − |k|q‖qα‖
]
.
Therefore for any such q∣∣∣fˆ (q)(x+ k‖qα‖)− fˆq(x)∣∣∣ = q−1∑
j=0
(
ln
j + t
q
− ln j + t+ kj‖qα‖+ kq‖qα‖
q
)
=
q−1∑
j=0
ln
(
1 +
−(kj + kq)‖qα‖
j + t+ kj‖qα‖+ kq‖qα‖
)
≤
q−1∑
j=0
ln
(
1 +
−(kj + kq)‖qα‖
j + t2
)
≤
q−1∑
j=0
−(kj + kq)‖qα‖ 1
j + t2
≤
q−1∑
j=0
|k|q‖qα‖ 1
j + t2
≤ |k|q‖qα‖
(
4
t
+ ln q
)
≤ |k|q‖qα‖(4q2 + ln q)→ 0,
where again the last inequality follows by t ≥ 1q2 , and the convergence is a direct
consequence of (65). Therefore for any k ∈ Z and x ∈ Aq∣∣∣fˆ (q)(x+ k‖qα‖)− fˆq(x)∣∣∣ ≤ A(q), where A(q)→ 0 for q →∞. (68)
Let f : (0, 1)→ R be given by the formula f(x) = fˆ(1− x). We have
fq(1− x) = fˆq(x) and f
(q)
(1− x) =
q−1∑
j=0
fˆ(x− jα).
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Since ‖qnα‖ = ‖qn(1− α)‖, it follows by (65) that
lim
k→∞
q3nk‖qnk(1− α)‖ = 0.
Notice that the denominators qn in the continued fraction expansions of α and
1− α are the same. Hence the sets Aq are symmetric with respect to the point
1/2, and the arguments used to justify (68) can be applied also to the function
f . Therefore for any k ∈ Z we obtain that∣∣∣f (q)(x+ k‖qα‖)− fq(x)∣∣∣→ 0 uniformly on Aq. (69)
We will estimate now
∫
[0,1)\Aq
∣∣∣fˆ (q)(x+ k‖qα‖)− fˆq(x)∣∣∣ dx. Notice that
by (66)
λ([0, 1) \Aq) = 2q
(
1
q3
+ |k|‖qα‖
)
< 2q
(
1
q3
+
|k|
q3
)
=
2(|k|+ 1)
q2
.
Since fˆ is a decreasing positive function and 2|k|+1q2 <
2
q2 , we obtain (for q such
that 2(|k|+1)q2 < e
−1)
∫
[0,1)\Aq
|fˆ (q)(x+ k‖qα‖)− fˆq(x)| dx ≤ 2q
∫ 2(|k|+1)
q2
0
fˆ(x)− 1 dx
= 2q (−x lnx) ∣∣ 2(|k|+1)q2x=0 < −4q ln 2q2 → 0 for q →∞. (70)
In a similar way,∫
[0,1)\Aq
|f (q)(x+ k‖qα‖)− fq(x)|dx→ 0 for q →∞. (71)
Combining (68), (69), (70) and (71), we obtain∫
[0,1)
|f (q)(x+ k‖qα‖)− fq(x)|dx→ 0 for q →∞.
For m > 0 we have∫
[0,1)
∣∣∣f (mq)(x+ k‖qα‖)−mfq(x)∣∣∣ dx
≤
m−1∑
k=0
∫
[0,1)
∣∣∣f (q)(x+ k‖qα‖)− fq(x)∣∣∣ dx→ 0 for q →∞.
Since for m ∈ Z f (−mq)(x) = −f (mq)(x+m‖qα‖), therefore for m < 0 we obtain∫
[0,1)
∣∣∣f (mq)(x)−mfq(x)∣∣∣ dx
=
∫
[0,1)
∣∣∣−f (−mq)(x+m‖qα‖)−mfq(x)∣∣∣ dx
=
∫
[0,1)
∣∣∣f (−mq)(x+m‖qα‖)− (−m)fq(x)∣∣∣ dx
≤
−m−1∑
k=0
∫
[0,1)
∣∣∣f (q)(x+m‖qα‖+ k‖qα‖)− fq(x)∣∣∣ dx→ 0 for q →∞.
45
Since the function mfq has the same distribution as mf˜q (the function f˜q was
defined in (59)), therefore it suffices to use Lemma 5.23 to deduce that(
f (mqnk )
)
∗
λ→ νm.
This ends the proof.
By the proof of Theorem 2.7 in [1]20 it follows that the sequence
(
f (qn)
)
n∈N
is bounded in L2(T, λ). Therefore Proposition 3.2 and Lemma 5.24 yield the
following corollary.
Corollary 5.25. Let m ∈ Z \ {0} and α ∈ R \Q be such that
lim inf
n→∞ q
3
n‖|qnα‖ = 0. (72)
Then for some tn →∞
Utn →
∫
R
UTtdνm(t).
Remark 5.16. It is easy to see that the measures νm are absolutely continuous:
νm = (Mm ◦ (ln 12 sinpi· ))∗(λ) and Mm ◦ (ln 12 sinpi· ) has two inverse branches
which are both absolutely continuous. The densities of the measures νm will be
calculated in the next section.
5.3.2 Densities of limit distributions
Let us first introduce the necessary notation. Let h : R→ R be given by
h(x) =
{ 1√
e2x−1 for x > 0
0 for x ≤ 0.
Let
h(x) =
{
2
pi (4e
2x − 1)− 12 for x > − ln 2
0 for x ≤ − ln 2
and for t 6= 0 let ht(x) = 1|t|h
(
x
t
)
.
Remark 5.17. Notice that given an absolutely continuous measure µ on R for
t 6= 0 and f ∈ L1(R, (Mt)∗(µ)) we have∫
R
f(x)d(Mt)∗(µ)(x)
=
∫
R
f(tx)dµ(x) =
∫
R
f(tx)
dµ
dλ
(x)dx =
∫
R
f(y)
1
|t|
dµ
dλ
(y
t
)
dy.
Therefore the density of (Mt)∗(µ) for t 6= 0 is given by 1|t| dµdλ
( ·
t
)
.
Lemma 5.26. The density of the measure νt for t 6= 021 is given by ht.
20This theorem is a version of the Koksma inequality in the Banach space of functions whose
Fourier coefficients are of order O
(
1
n
)
.
21The measure νt is defined on page 42, see (63).
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Proof. We will show first that h1 = h is the desity of the measure ν. Indeed,
for b > a > − ln 2 we have((
ln
1
2 sinpi·
)
∗
λ
)
(a, b) = λ ({x ∈ (0, 1) : ln 2 sinpix ∈ (−b,−a)})
= λ
({
x ∈ (0, 1) : sinpix ∈
(
e−b
2
,
e−a
2
)})
= 2λ
(
1
pi
arcsin
e−b
2
,
1
pi
arcsin
e−a
2
)
=
∫ b
a
2
pi
(4e2x − 1)− 12 dx,
since the derivative of the function 2 arcsin( 12e
−x) is equal to − 2pi (4e2x − 1)−
1
2 .
The claim for t = 1 follows by the following inequality for x ∈ (0, 1):
ln
1
2 sinpix
≥ ln 1
2 sin pi2
= − ln 2.
To complete the proof it suffices to use Remark 5.17.
Let the function v : (0,∞)→ R be given by the formula v(x) =
√
x
e2x−1 .
Lemma 5.27. The function v is analytic on the interval [0,+∞).
Proof. Notice that the function (0,+∞) 3 x 7→ xe2x−1 ∈ R is analytic. Moreover,
for x > 0 we have xe2x−1 > 0 and
lim
x→0
x
e2x − 1 =
1
2
. (73)
Using the fact that the square root has an analytic branch in C\{z ∈ C : Re(z) <
0 and Im(z) = 0}, we conclude that also the function v is analytic. By (73),
the function v can be extended in an analytic way to the interval (−ε,+∞) for
ε > 0 sufficiently small. This ends the proof.
Denote by an the coefficients in the Taylor series expansion of v around zero.
This means that for x > 0 small enough we have
v(x) =
√
x
e2x − 1 =
∞∑
n=0
anx
n.
Calculating the consecutive derivatives of v, we can easily find a few first terms
of this expansion. We have
a0 =
√
2
2
, a1 = −
√
2
4
, a2 =
√
2
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, a3 =
√
2
96
.
Lemma 5.28. For any k ∈ N
dn
dxn
(h)(x) =
∑n
k=0 wke
2kx
(e2x − 1)n+ 12 (74)
for some wk ∈ R dependent on n.
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Proof. The proof will be inductive with respect to n. For n = 0 the formula (74)
clearly holds. Suppose that this formula holds for some n ∈ N. Notice that for
any 0 ≤ k ≤ n we have
d
dx
(
e2kx
(e2x − 1)n+ 12
)
=
2ke2kx(e2x − 1)n+ 12 − (n+ 12 )(e2x − 1)n−
1
2 2e2xe2kx
(e2x − 1)2n+1
=
2ke2kx(e2x − 1)− 2e2xe2kx(k + 12 )
(e2x − 1)n+ 32 ,
which ends the proof.
Lemma 5.29. For any n ∈ N the condition W (x 7→ xn · dndxnh(x)) holds.
Proof. Using Lemma 5.28, we obtain∣∣∣∣ dndxn (h)(x)
∣∣∣∣ = ∑nk=0 |wk| · e2kx(e2x − 1)n+ 12 ≤
∑n
k=0 |wk| · e2nx
(e2x − 1)n+ 12 .
Notice that
lim
x→0+
x1/2 · x
n · e2nx
(e2x − 1)n+1/2 = 2
−n−1/2,
lim
x→∞ e
x/2 · x
n · e2nx
(e2x − 1)n+1/2 = 0
and function h is smooth. Therefore there exist t > 0 and A > 1 such that for
x > t we have ∣∣∣∣xn · dndxnh(x)
∣∣∣∣ < Ae−x/2
and for 0 < x < t we have ∣∣∣∣xn · dndxnh(x)
∣∣∣∣ < Ax−1/2.
The claim follows.
Lemma 5.30. Let
∑∞
n=0 anx
n be the Taylor series expansion around zero of
the function v : (0,∞)→ R given by the formula
v(x) =
√
x
e2x − 1 .
Then the functions cn of the variables t1, t2, t3 given by
cn(t1, t2, t3) =
∑
k1+k2+k3=n
3∏
i=1
akiΓ(ki + 1/2)
tkii
, (75)
distinguish points from the lines of the form t1 + t2 + t3 = c for any c ∈ R for
the set of full measure µ⊗3 for any continuous measure µ ∈ P(R).
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Proof. 22 Fix c ∈ R and take t1, t2, t3 ∈ R \ {0} such that t1 + t2 + t3 = c. Let
xi = 1/ti for 1 ≤ i ≤ 3.
The expressions cn for 1 ≤ n ≤ 5 given by the formula (75) are (using the
notation from Section 5.2.6) of the following form:
c1 =a1 · a20 · Γ(3/2) · (Γ(1/2))2 ·m1 = −
√
2
16
pi3/2 ·m1,
c2 =
√
2
128
pi3/2 ·m2 +
√
2
64
pi3/2 ·m1,1 =
√
2
128
pi3/2 (m1)
2
,
c3 =
5
√
2
512
pi3/2 ·m3 −
√
2
512
pi3/2 ·m2,1 −
√
2
256
pi3/2 ·m1,1,1,
c4 =
√
2
2048
pi3/2 ·m2,1,1 +
√
2
4096
pi3/2 ·m2,2
− 5
√
2
2048
·m3,1 − 21
√
2
8192
pi3/2 ·m4,
c5 =−
√
2
16384
· pi3/2 ·m2,2,1 + 5
√
2
8192
pi3/2 ·m3,1,1
+
5
√
2
16384
pi3/2 ·m3,2 + 21
√
2
32768
pi3/2 ·m4,1
− 399
√
2
32768
pi3/2 ·m5.
Notice that the value of c2 doesn’t not give us any new information when we
know c1. The same applies to c4 (the calculations needed to check this are
slightly longer).
If we know the values of c1, c3 and c5, we also know the values of the following
expressions:
m1 = − 16√
2 · pi3/2 c1, (76)
5m3 −m2,1 − 2m1,1,1 = 512√
2 · pi3/2 c3, (77)
− 399m5 + 21m4,1 + 10m3,2 + 20m3,1,1 − 2m2,2,1 = 32768√
2 · pi3/2 c5. (78)
Moreover (directly by (76)), we know the values of
(m1)
2 = m2 + 2m1,1, (79)
(m1)
3 = m3 + 3m2,1 + 6m1,1,1, (80)
(m1)
5 = m5 + 5m4,1 + 10m3,2 + 20m3,1,1 + 30m2,2,1. (81)
Using (77) and (80), we calculate
m3 and m2,1 + 2m1,1,1.
Similarly, (78) and (81) give us the value of
− 32768√
2 · pi3/2 c5 − 399(m1)
5 = −32(m2,1 + 2m1,1,1)(63m2 + 62m1,1).
22Maple 9.5. was used to make the necessary calculations. The source code is included in
Section 5.3.4.
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Since m2,1 + 2m1,1,1 = (x1 + x2)(x1 + x3)(x2 + x3), and the measure µ is
continuous, without loss of generality we may assume that m2,1 + 2m1,1,1 6= 0.
Therefore we know the value of
63m2 + 62m1,1. (82)
Using (79) and (82) we can therefore calculate m2. The values of m1,m2 and
m3 determine uniquely the set {x1, x2, x3}, which ends the proof.
5.3.3 Proof of the main theorem
Proof of Theorem 5.19. We will use Proposition 5.1 (see page 8). We will show
that all its assumptions for d = 3 are fulfilled. We check that:
• The considered flow is weakly mixing [9].
• As the measure P appearing in the assumptions of Proposition 5.1, by
Lemma 5.24 (page 42) and Proposition 3.2 (page 7) we can take the mea-
sure ν given by the formula (62), i.e.
ν =
(
ln
(
1
2 sinpi·
))
∗
(λ)
(the assumptions of Proposition 3.2 are fulfilled, in particular, the bound-
edness of the sequence
(
f
(qn)
0
)
n∈N
is connected with the absence of mixing,
see [12, 13]).
• The density h of the measure ν satisfies the conditions (i)−(iii) of Propo-
sition 5.1 by Lemma 5.26 and Lemma 5.27 (page 47). Moreover, the
condition (iv) is also satisfied by Lemma 5.29 (page 48).
• The last assumption on the distinguishing points from lines of the form
ine x1 + · · ·+ xn = c is also satisfied by Lemma 5.30 (page 48).
5.3.4 Appendix: Source code in Maple 9.5 used for needed expres-
sions in Lemma 5.30
> restart:
> with(combinat):
> for i from 0 to 20 do
> a[i]:=coeff(convert(series(sqrt(x/(exp(2*x)-1)),x=0,21),polynom),x,i):
> b[i]:=a[i]*GAMMA(i+1/2):
> od:
>
> SUM:=proc(set)
> local Su,j:
> Su:=0;
> for j from 1 to nops(set) do Su:=Su+set[j] od:
> end proc:
>
> POLY:=proc(numb,List)::polynom:
> local w,resul,R,i,Se,V,sum,j,counter,u:
> Se:={}:
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> if nops(List)<=numb then
> for i from 1 to numb do Se:=Se union {x[i]} od:
> end if:
> R:=choose(Se,nops(List));
> for i from 1 to nops(R) do
> V:=permute(R[i]):
> sum[i]:={};
> for j from 1 to nops(V) do
> counter:=1:
> for u from 1 to nops(V[j]) do
> counter:=counter*(V[j][u]^List[u]):
> od:
> sum[i]:=sum[i] union {counter}:
> w[i]:=SUM(sum[i]):
> od:
> od:
> resul:=0;
> for i from 1 to nops(R) do resul:=resul+w[i]:od:
> end proc:
>
> GEN:=proc(p,n)
> local i,j,RESULT;global K,C:
> K:=[]:for i from 1 to nops(partition(n)) do
> if nops(partition(n)[i])<=p then K:=[op(K),partition(n)[i]]
> fi;
> od;
> K;
> for i from 1 to nops(K) do
> C[i]:=b[0]^(p-nops(K[i])):
> for j from 1 to nops(K[i]) do C[i]:=C[i]*b[K[i][j]]:od:
> od:
> RESULT:=0;
> for i from 1 to nops(K) do
> RESULT:=RESULT+C[i]*POLY(p,K[i]):
> od:
> end proc:
>
> B[1]:=GEN(3,1);
B[1] := − 1
16
pi3/2
√
2(x1 + x2 + x3)
> B[2]:=GEN(3,2);
B[2] :=
1
64
pi3/2
√
2(x1x2 + x1x3 + x2x3) +
1
128
pi3/2
√
2(x21 + x
2
2 + x
2
3)
> B[3]:=GEN(3,3);
B[3] :=− 1
256
pi3/2
√
2x1x2x3 − 1
512
pi3/2
√
2(x1x
2
2 + x2x
2
1
+x1x
2
3 + x3x
2
1 + x2x
2
3 + x3x
2
2) +
5
512
pi3/2
√
2(x31 + x
3
2 + x
3
3)
> B[4]:=GEN(3,4);
B[4] :=
1
2048
pi3/2
√
2(x1x
2
2x3 + x
2
2x3x1 + x
2
1x3x2) +
1
4096
pi3/2(x21x
2
2 + x
2
1x
2
3 + x
2
2x
2
3)
− 5
2048
pi3/2
√
2(x31x2 + x
3
2x1 + x
3
1x3 + x
3
3x1 + x
3
2x3 + x
3
3x2)
− 21
8192
pi3/2
√
2(x41 + x
4
2 + x
4
3)
> B[5]:=GEN(3,5);
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B[5] :=− 1
16384
pi3/2
√
2(x3x
2
1x
2
2 + x1x
2
2x
2
3 + x2x
2
1x
2
3)
+
5
8192
pi3/2
√
2(x2x3x
3
1 + x1x3x
3
2 + x1x2x
3
3)
+
5
16384
pi3/2
√
2(x21x
3
2 + x
2
2x
3
1 + x
2
1x
3
3 + x
2
3x
3
1 + x
2
2x
3
3 + x
2
3x
3
2)
+
21
32768
pi3/2
√
2(x1x
4
2 + x2x
4
1 + x1x
4
3 + x3x
4
1 + x2x
4
3 + x3x
4
2)
− 399
32768
pi3/2
√
2(x51 + x
5
2 + x
5
3)
> expand(POLY(3,[1])^2);
x21 + 2x1x2 + 2x1x3 + x
2
2 + 2x2x3 + x
2
3
> expand(POLY(3,[1])^3);
x31 + 3x2x
2
1 + 3x3x
2
1 + 3x1x
2
2 + 6x1x2x3 + 3x1x
2
3 + x
3
2 + 3x3x
2
2 + 3x2x
2
3 + x
3
3
> expand(POLY(3,[1])^5);
20x2x3x
3
1 + 20x1x3x
3
2 + 30x3x
2
1x
2
2 + 20x1x2x
3
3 + 30x1x
2
2x
2
3 + 30x2x
2
1x
2
3
+ 10x21x
3
2 + 10x
2
2x
3
1 + 10x
2
1x
3
3 + 10x
2
3x
3
1 + 10x
2
2x
3
3 + 10x
2
3x
3
2
+ 5x1x
4
2 + 5x2x
4
1 + 5x1x
4
3 + 5x3x
4
1 + 5x2x
4
3 + 5x3x
4
2 + x
5
1 + x
5
2 + x
5
3
> factor((-(32768)/(sqrt(2)Pi^(3/2)))B[5]-399*POLY(3,[1])^5);
−32(x2 + x3)(x1 + x3)(x1 + x2)(63x21 + 62x1x2 + 62x1x3 + 63x22 + 62x2x3 + 63x23)
> factor(POLY(3,[2,1])+2*POLY(3,[1,1,1]));
(x2 + x3)(x1 + x3)(x1 + x2)
References
[1] J. Aaronson, M. Lemańczyk, C. Mauduit, and H. Nakada. Koksma’s inequality and
group extensions of Kronecker transformations. In Algorithms, fractals, and dynamics
(Okayama/Kyoto, 1992), pages 27–50. Plenum, New York, 1995.
[2] M. Abramowitz and I. Stegun. Handbook of Mathematical Functions with Formulas,
Graphs, and Mathematical Tables. Dover, New York, ninth dover printing, tenth gpo
printing edition, 1964.
[3] O. N. Ageev. On ergodic transformations with homogeneous spectrum. J. Dynam.
Control Systems, 5(1):149–152, 1999.
[4] O. N. Ageev. On the spectrum of Cartesian powers of classical automorphisms. Mat.
Zametki, 68(5):643–647, 2000.
[5] O. N. Ageev. Mixing with staircase multiplicity functions. Ergodic Theory Dynam.
Systems, 28(6):1687–1700, 2008.
[6] H. Alzer. On some inequalities for the gamma and psi functions. Math. Comp.,
66(217):373–389, 1997.
[7] A. A. Blokhin. Smooth ergodic flows on surfaces. Trudy Moskov. Mat. Obšč., 27:113–128,
1972.
[8] I. P. Cornfeld, S. V. Fomin, and Y. G. Sina˘ı. Ergodic theory, volume 245 of Grundlehren
der Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sci-
ences]. Springer-Verlag, New York, 1982.
[9] K. Frączek and M. Lemańczyk. On symmetric logarithm and some old examples in
smooth ergodic theory. Fund. Math., 180(3):241–255, 2003.
[10] K. Frączek and M. Lemańczyk. A class of special flows over irrational rotations which is
disjoint from mixing flows. Ergodic Theory and Dynamical Systems, 24(04):1083–1095,
2004.
52
[11] E. Glasner. Ergodic theory via joinings, volume 101 of Mathematical Surveys and Mono-
graphs. American Mathematical Society, Providence, RI, 2003.
[12] A. V. Kochergin. Nonsingular saddle points and the absence of mixing. Mat. Zametki,
19(3):453–468, 1976. In Russian.
[13] A. V. Kochergin. Nondegenerate saddles and the absence of mixing in flows on surfaces.
Tr. Mat. Inst. Steklova, 256(Din. Sist. i Optim.):252–266, 2007.
[14] J. Kułaga-Przymus and F. Parreau. Disjointness properties for Cartesian products of
weakly mixing systems. Colloquium Mathematicum, 128(2):153–177, 2012.
[15] M. Lemańczyk. Spectral theory of dynamical systems. In Encyclopedia of Complexity
and System Science, pages 8554–8575. Springer-Verlag, 2009.
[16] M. Lemańczyk and F. Parreau. Special flows over irrational rotations with the simple
convolutions property. Preliminary version.
[17] M. Lemańczyk, F. Parreau, and E. Roy. Joining primeness and disjointness from infinitely
divisible systems. Proc. Amer. Math. Soc., 139(1):185–199, 2011.
[18] M. Lemańczyk, F. Parreau, and J.-P. Thouvenot. Gaussian automorphisms whose ergodic
self-joinings are Gaussian. Fund. Math., 164(3):253–293, 2000.
[19] J. Neveu. Processus aléatoires gaussiens. Séminaire de Mathématiques Supérieures, No.
34 (Été, 1968). Les Presses de l’Université de Montréal, Montreal, Que., 1968.
[20] V. V. Ryzhikov. Weak limits of powers, the simple spectrum of symmetric products, and
mixing constructions of rank 1. Mat. Sb., 198(5):137–159, 2007.
[21] J. von Neumann. Zur Operatorenmethode in der klassischen Mechanik. Ann. of Math.
(2), 33(3):587–642, 1932.
53
