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A swept flat plate model with an imposed pressure gradient was experimentally investigated in a low-speed flow to
determine the effect of a backward-facing step on transition in a stationary crossflow–dominated flow. Detailed
hotwiremeasurements of boundary-layer flowwere performed to investigate the upstream shift in transition due to a
step height of 49% of the local unperturbed boundary-layer thickness. Increasing the initial stationary crossflow
amplitude caused an upstreammovement of the transition front for the backward-facing step case. The step caused a
local increase in the growth of the stationary crossflow instabilities, but the stationary crossflow amplitude at
transition was sufficiently low (<0.04Ue) so that stationary crossflow was not solely responsible for transition. The
unsteady velocity spectra downstream of the step were rich with unsteady disturbances in the 80- to 1500-Hz range.
Three distinct families of disturbances were identified based on phase speed andwave angle, namely, a highly oblique
disturbance (possibly traveling-crossflow-like), a Tollmien–Schlichting-wave-like disturbance, and a shear-layer
instability. The stationary crossflow disturbances caused a modulation of the unsteady disturbances, resulting in
spatially concentrated peaks in unsteady disturbance amplitude. This modulation of the unsteady disturbances is
believed to be the reason for the upstream movement of the transition front with increasing stationary crossflow
amplitude.
Nomenclature
A = amplitude of disturbance, m∕s
A0 = initial amplitude of disturbance, m∕s
Cp = nondimensional pressure coefficient; p − p∞∕
1∕2ρU2∞
c = chord length, m
cph = phase speed, m∕s
f = frequency, Hz
Hk = fast Fourier transform components of U 0z∕Ue
h = step height, mm
k = wavenumber vector, mm−1
kz = experimental spanwise wavenumber, mm
−1
kxc = experimental wavenumber in the direction normal
to the leading edge, mm−1
N = N-factor, integrated disturbance growth rate
p = pressure, Pa
Re 0 = unit Reynolds number; U∞∕ν, m−1
Reh = Reynolds number based on excrescence height and
the boundary-layer edge velocity; Ueh∕ν
Rek = Reynolds number based on excrescence height and
velocity at the excrescence height; ukh∕ν
Tu = normalized turbulence intensity;
1∕U∞

1∕3u 02rms  v 02rms  w 02rms
p
U = mean boundary-layer velocity in the x direction,
m∕s
U 0 = steady disturbance velocity, m∕s
Ue = boundary-layer edge velocity, m∕s
U 0rms = spanwise root mean square of steady disturbance
velocity, U 0, m∕s
U∞ = freestream velocity, m∕s
u, v, w = velocity components in the x, y, and zn directions,
m∕s
u 0, v 0, w 0 = fluctuating components of velocity, m∕s
u 0rms = temporal root mean square of u 0, m∕s
x = streamwise direction, m
xc = direction normal to the leading edge, m
xh = streamwise location of step, normalized by c
xr = reattachment location downstream of the step,
normalized by c
xsh = number of step heights downstream of step
y = wall-normal direction, mm
z = spanwise direction (parallel to the leading edge), mm
zn = direction normal to side wall, mm
−αi = spatial amplification rate, m−1
δ = boundary-layer thickness, mm
λz = spanwise wavelength, mm
ψ = wave angle, deg
ρ = density, kg∕m3
Subscript
∞ = freestream quantity
I. Introduction
L AMINAR flow remains a promising technique for substantialimprovements in the fuel efficiency of aircraft. Although much
progress is beingmade toward achieving laminar flowonwings in the
laboratory, putting those techniques into practice presents additional
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difficulties. Aircraft wings will have unavoidable manufacturing
defects, such as steps and gaps, and necessary screws and rivets on the
surface of the wing. Thus, there will be two-dimensional (2D) and
three-dimensional (3D) surface irregularities on the wing that are not
typically present in wind tunnel models. It is important to understand
the influence of different types of surface nonuniformities on
boundary-layer transition so that appropriate manufacturing
tolerances can be specified for wing designs with laminar-flow
technology. Historically, the effects of 2D and 3D excrescences on
transition have been predicted using empirical methods known as the
Rek or Reh criterion [1–6]. Here, Rek is defined as the Reynolds
number based on the height of the excrescence and the undisturbed
streamwise velocity at this roughness height. The Rek criterion
correlates themeasured onset of transition with a critical value ofRek
such that the transition location first begins to move upstream from
the nominal location as Rek increases above this critical number.
Below this critical Reynolds number, the transition location is
generally unaffected by the presence of the roughness. Nenni and
Gluyas [6], proposed the Reh criterion, where Reh is the Reynolds
number based on the height of the excrescence and the edge velocity.
They proposed criterion for backward- and forward-facing steps in
2D flows and found that the critical height of the forward-facing steps
may be approximately twice that of the backward-facing steps.
Recent work includes experimental and numerical studies on the
effects of surface excrescences on the stability of the boundary-layer
disturbances [7–9]. It is assumed that a localized perturbation of the
pressure distribution, caused by the surface imperfection, will cause a
localized perturbation of the amplification characteristics of linear
instabilitymodes. Downstream of this perturbation, the amplification
curvewill become parallel to the nominal amplification curve, except
in the case of forward-facing steps [9]. Hence, linear stability theory
is applied to determine a ΔN, that is, the change in the logarithmic
amplification ratio (i.e., the so-called N-factor) of the instabilities
due to the presence of the excrescence. The majority of this work
has focused on 2D excrescences in 2D, Tollmien–Schlichting (TS)-
dominated boundary layers.
There is considerably less data available for the effect of 2D
excrescences in 3D boundary layers. Perraud and Seraudie [9]
performed a systematic experimental study of 2D steps on a swept
wingwithmultiple sweep angles. As the angle of attack becamemore
negative (resulting in a more favorable pressure gradient), the
increased sweep caused the boundary layer to becomemore sensitive
to the forward-facing step height (i.e., premature transition occurred
for lower step heights as the sweep was increased). For a backward-
facing step in crossflow, a critical step heightwas found, belowwhich
transition did not move. Above this height, the boundary-layer
became more sensitive than in the corresponding 2D case. Recently,
Duncan et al. [10] performed flight experiments to determine the
effect of 2D steps on transition over a swept wing. Their results
indicate that the addition of the crossflow instability caused the
transition location to move forward relative to a similar 2D case, in
agreement with the results of Perraud and Seraudie [9]. In the
companion wind tunnel testing performed by Duncan et al. [11],
results indicate that the 3D case is slightly more sensitive than the
corresponding 2D case to forward-facing steps but not backward-
facing steps. They also performed hotwire measurements down-
stream of the step for forward- and backward-facing steps to
determine the effect of the steps on stationary crossflow instabilities.
They found that the backward-facing step caused a small increase in
N-factor for the stationary crossflow; however, the stationary
crossflow amplitudes were very low at the step, and therefore the
uncertainty was high. Balakumar et al. [12] performed linear
parabolized stability equation (PSE) and direct numerical simulation
computations for a supersonic swept-wing case studying the effect of
2D excrescences on stationary crossflow. Their results indicate a linear
effect on the growth of the stationary crossflow modes, but the effect
depended on the wavelength of the mode. The shorter wavelength
modeswere amplifieddue to the step, but the longerwavelengthmodes
were actually stabilized relative to the baseline case. Tufts et al. [13]
recently performed computations to study the effect of 2D step
excrescences on stationary crossflow instabilities. They found that the
backward-facing step did not amplify the stationary crossflow modes,
and they verified the existence of a traveling instability in the
recirculation region downstream of the step.
There is still a gap in knowledge of the details of how transition is
affected on a swept wing when 2D excrescences are introduced. The
above-mentioned research in this area has been concerned primarily
with studying the effect of forward- and backward-facing steps on the
transition location. Although there has recently been a push toward
obtaining more detailed information about the transition process, it is
still not clear what mechanism is primarily responsible for transition
when 2D excrescences are present. There is very little data that can
provide an understanding of how the steps actually affect the
boundary-layer instabilities and how the latter ultimately lead to
transition. The current research is an attempt to fill this gap. This
experiment was performed to enable a detailed look at the effect of a
backward-facing step on transition in a swept-wing flow nominally
dominated by stationary crossflow. The experimental setup and
procedure are discussed in Secs. II and III. A brief description of the
data analysis procedures is given in Sec. IV. The results for the
baseline (no-step) case are presented in Sec.V, followed by the results
for the step case.
II. Experimental Setup
The experiment was performed in the 2 Foot by 3 Foot Low Speed
Boundary-Layer Channel at NASA Langley Research Center. The
tunnel is a closed circuit facility with a 0.61-m-high by 0.91-m-wide
by 6.1-m-long test section. The tunnel can reach speeds up to 45 m∕s
(Re 0  2.87 × 106∕m) in the test section. Freestream turbulence
intensity levels,Tu, weremeasured using a crosswire in an empty test
section and were found to be less than 0.06% for the entire speed
range of the tunnel, and less than 0.05% at the test speed of 26.5 m∕s.
This value represents the total energy across the spectrum (0.25 to
10 kHz) and has not been filtered to remove the low-frequency
acoustic component. Based on the criteria outlined by Saric and
Reshotko [14], this tunnel can be considered a low-disturbance
facility for purposes of conducting transition experiments.
The 0.0127-m-thick flat plate model consists of a 0.41-m-long
leading edge piece, swept at 30°, and a larger downstream piece (see
Fig. 1). The model is 0.91 mwide (thus spanning thewidth of the test
section) and 2.54 m long on the longest (i.e., inboard) edge. Both the
leading-edge piece and the aft section can be adjusted relative to each
other using precision shims to create 2D forward-facing or backward-
facing steps of different heights at a fixed distance from the leading
edge. The leading edge piece was polished to a surface finish of
0.2 μm root mean square (rms) and the larger downstream plate to a
surface finish of 0.4 μm rms.
The chord c is taken as the longest edge of the plate (2.54m) and is
used to nondimensionalize quantities throughout the paper. Thus, the
step is located at x∕c  0.161 (see Fig. 2 for a schematic of the
coordinate system). A severe suction peak was predicted to occur
close to the leading edge on the underside of the plate due to the
location of the attachment line on the upper surface and the small
leading-edge radius of the plate. Thus, a contoured piece with a large
Fig. 1 Sketch of flat plate model.
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radiuswas designed for the underside of the plate in order tomake the
suction peak less severe and thus to avoid separation that might have
resulted in potential unsteadiness in the attachment line location.
A 3D pressure body along the ceiling was designed to induce a
streamwise pressure gradient to promote the growth of stationary
crossflow vortices in an approximately infinite swept-wing flow
within a midspan measurement region of width 0.3 m (indicated in
Fig. 2). This was achieved by ensuring that the Cp contours were
parallel with the leading edge within the core region. Two-
dimensional computations were performed first in order to determine
the necessary streamwise pressure gradient to achieve the desired
stationary crossflow growth. Then, the design was modified three-
dimensionally, using Fluent to do the 3D inviscid computations, in
order to achieve the desired spanwise uniformity. This spanwise
uniformity was verified experimentally using pressure belts (see
Sec. V.A). More details of the design process are provided by Eppink
[15]. The ceiling liner was fabricated out of a hard foam using a
computer-controlledmillingmachine. The curved surfacewas coated
with an epoxy to create a smoother and more durable surface.
All measurements were performed at a freestream velocity of
26.5 m∕s (Re 0  1.69 × 106∕m). The data were acquired using a
hotwire mounted on a traversing system that could be moved in all
three directions. Detailed boundary-layer measurements allowed for
tracking of the instability growth and determining the effect of the
backward-facing step on the instabilities. Additionally, sublimating
chemical flow visualization was performed using naphthalene to
determine the transition front. Three different leading-edge
roughness configurations were investigated: a clean leading edge
and two discrete roughness element (DRE) configurations. The
DREs were applied with a spanwise spacing, λz, of 11 mm and were
approximately 20 μm tall. DREs with two different diameters were
used: 2.75 mm (small DREs) and 4.4 mm (large DREs). The large-
diameter DREs lead to larger initial amplitudes of the stationary
crossflow due to the enhanced receptivity. The spacing of the DREs
(11 mm) corresponds to the most amplified stationary crossflow
wavelength calculated for the baseline case.
III. Experimental Procedure
A. Naphthalene Surface Flow Visualization
Sublimating chemical techniques for surface flow visualization
have been used for many years to document transition location in a
variety of flows [16]. The sublimating chemical is mixed with a
solvent and sprayed onto the model surface to create a thin coating.
Naphthalene is usually the sublimating chemical of choice for low-
speed flows. The sublimation rate of naphthalene is sensitive to shear
stress, and hence the chemical will sublimate faster in regions of
higher shear. The transition location on a model can be visualized
clearly using this technique because the wall shear stress is much
higher in turbulent boundary layers. In fact, the technique is sensitive
enough that the high-shear regions of the stationary crossflow
vortices are often visible once they reach sufficiently large
amplitude [17].
The leading-edge segment of themodel was not sprayed in order to
prevent an unwanted step or roughness near the leading edge where
the boundary layer is thin. The coating typically started several
centimeters downstream of the step location and extended about
1.5 m downstream of the leading edge. The naphthalene spray was
confined to a limited spanwise region that extended several
centimeters wider than the measurement region to conserve time and
material. The naphthalene results can be interpreted only
qualitatively due to variations in coating thickness and are used
primarily to obtain an overall picture of the general location and shape
of the transition front. The hotwire results can then be used to verify
the interpretation of the global naphthalene results and to gain more
insight into the physical mechanisms underlying the transition
process.
A camera located above the test section near the leading edge of the
model was used to acquire pictures of the transition front. The model
surface was visible from just upstream of the step to about 1.4 m
downstream of the leading edge. A spatial reference was obtained by
drawing a grid on the model and acquiring a baseline picture. The
pixels of the grid were extracted from this picture and then used to
overlay the grid on the subsequent naphthalene pictures that were
acquired. The images have been unswept and undistorted in the
spanwise direction in order to aid in visual interpretation of the
images.
B. Boundary-Layer Measurements
Several different types of boundary-layer measurements were
performed. These included z scans, yz scans, and two-wire scans. The
z scans consisted of spanwise scans (parallel to the leading edge) at a
constant height in the boundary layer. The spanwise resolution of
these scans was typically 0.5 mm, which was sufficient to resolve the
primary crossflow wavelength (λz  11 mm).
The yz scans consisted of closely spaced, full boundary-layer
profiles at a sequence of regularly spaced spanwise locations at a
constant x∕c location. The spanwise spacing of the boundary-layer
profiles was typically 0.5 to 1 mm, depending on the desired
spanwise resolution. A fouling tip attached to the probe body was
used to measure the local wall-location relative to the probe. On
average, 30 points were taken per boundary-layer profile, extending
to approximately 1.5 boundary-layer thicknesses from the surface.
The sampling rate for these scans was typically set to 25 kHz.
Typically, 25,000 samples were acquired for each point during the z
scans, and 125,000 samples were acquired for each point during the
yz scans. TheAC-coupled datawere low-pass filtered at 10 kHz. Fifty
averages were performed with 50% overlap to calculate the velocity
spectra. Eppink [15,18] provides more details of the boundary-layer
measurement procedure.
C. Surface Pressure Measurements
Surface pressure measurements were performed for the baseline
case to determine the effectiveness of the ceiling pressure body at
creating the desired pressure distribution. Pressure belts were
temporarily installed to measure surface pressures. The belts
consisted of ribbon tubing with an outer and inner diameter of 1.6
and 0.71 mm, respectively. One end of each tube was sealed, and
the other end was connected to an electronically scanned pressure
transducer. A small hole of diameter 0.4mmwas placed at the desired
streamwise location on top of each tube. More details of the pressure
belts are provided by Eppink [15]. The belts were removed before the
boundary-layer measurements, allowing us to avoid the effect of
surface protuberances due to the pressure belts. Four pressure belts
were used: three with coarse hole spacing and one with finer spacing
near the leading edge. One of the coarse belts and the fine belt were
placed side-by-side down the middle of the model, and the other two
coarse belts were placed on the inboard and outboard edges of the
measurement region.
IV. Data Analysis
A. Mode Shape and Amplitude of Stationary Crossflow Vortices
To obtain the stationary crossflow mode shapes, a spanwise
averaged wall-normal U profile was computed and then subtracted
from each wall-normal profile to obtain values ofU 0. TheU 0 data at
Fig. 2 Coordinate system.
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each y location were then windowed using a Hanning window, and
spanwise wavenumber spectra were computed. Finally, the
wavenumber spectra were integrated across the wavenumber range
of interest, and the square root was taken to obtain the value of
U 0rmsy over that wavenumber range. This is shown in Eq. (1), where
the fast Fourier transform components of U 0z∕Ue for a given y
location are denoted as Hk, with wavenumber, k.
U 0rmsy∕Ue 
Xkmax
kmin
jHkj2dk
vuut (1)
It is important to obtain an accurate measure of the amplitude in
order to track the growth of the stationary crossflow disturbances.
There are a number of different measures for the amplitude of
stationary crossflow vortices and they are shown by Reibert to be
largely equivalent for determining the growth rates of the stationary
crossflow instabilities [19]. One such measure involves a mean over
the stationary mode profile below the edge of the mean boundary
layer
A  1
δ
Z
δ
0
U 0rmsy dy (2)
Another measure corresponds to the maximum value from the
U 0rms profile:
A  U 0rms;max  maxU 0rmsy (3)
The N-factor is then computed from Eq. (4). Although the
absolute values of disturbance amplitudewill vary depending on the
measure used, the disturbance growth rates based on both measures
are similar.
N  ln

A
A0


Z
x
x0
−αi dx (4)
B. Overview of Uncertainty Analysis
The total uncertainty of a measurement consists of the sum of the
bias error (resulting from the limited accuracy of the measurement
technique) and the precision error (i.e., repeatability). The precision
limits for all of the instruments usedwere found to be negligibly small
and thus made no contribution to the total uncertainty. The total
uncertainty for the hotwire velocity measurements was obtained by
taking the root sum square of the contributing uncertainties, which
consisted of the uncertainty of the DAQ system (resulting from the
uncertainty in the measured mean voltage), the uncertainty of the
freestream velocity used as the calibration standard for the hotwire
probe, and the uncertainty of the hotwire calibration fit. The total
uncertainty ranged from 7.6% at the low end of the measured
velocities (1–2 m∕s) down to 0.43% at the larger measured velocities
(approximately 20 m∕s). The main contributors to the total
uncertainty were the uncertainties in freestream velocity and hotwire
calibration. The uncertainty in the rms fluctuating velocity was
calculated in a similar fashion from the uncertainties associated with
the instantaneous voltage measurements and was found to be a
maximum of 1.5%.
A Monte-Carlo simulation was performed to estimate the
uncertainty of the stationary crossflow amplitude measurements. For
each data set, the uncertainty of the mean hotwire data was first
estimated as described above. Random values of streamwise velocity
error for each point were then generated in the range bounded by the
uncertainty, and the resulting stationary crossflow amplitude was
calculated for each iteration. The uncertainty was then estimated by
calculating the standard deviation of the simulated U 0rms values for a
95% confidence level. The uncertainty was found to be fairly
constant across all of the runs performed, at approximately
0.012 m∕s. For the smallest amplitude stationary crossflow values
measured (approximately 0.5% Ue), this resulted in percent
uncertainties near 15%, whereas for the large amplitudes (18% Ue)
the percent uncertainties were as low as 0.2%.
Uncertainties were also estimated for the wave angle,
wavenumber, and phase speed. The main source of uncertainty for
these results originated from the uncertainty of the slope of the linear
regression applied to the phase data. The wave angle uncertainties
were fairly large, ranging from 4 deg to 11 deg . The phase
speed uncertainties ranged from 4% to 9% of cph.
The uncertainty in the measurement of the step height was also
estimated. This measurement was performed using a surface contact
profilometer. Measurements were performed at 13 equally spaced
locations across the measurement region of the model. The largest
source of uncertainty comes from the variation in the measured step
height across the span. Thus, the standard deviation of these
measurements was used to estimate the error. The standard deviation
for the height measurements was approximately 8.5 μm. For a 95%
confidence interval, this results in an uncertainty of 16.6 μm,
which corresponds to percent uncertainties close to 14% of the
average step height. A complete description of the uncertainty
analysis is provided by Eppink [15].
V. Results and Discussion
A. Baseline (No-Step) Results
Results from the surface pressure measurements for the final
configuration are shown in Fig. 3. A comparison of the pressure
distributions obtained using the various belts verifies very good
spanwise uniformity across the measurement region.
Linear PSE calculations were performed using the Langley
Stability and Transition Analysis Code (LASTRAC) [20]. A
smoothed and interpolated version of themeasuredmidspan pressure
distribution was used as input to the boundary-layer code BLSTA
[21] to compute the laminar basic state under the assumption of an
infinite-span swept airfoil. BLSTA is a boundary-layer code that uses
a second-order accurate finite-difference method to solve the
compressible laminar boundary-layer equations for several different
types of flow, including infinite swept-wing flows. Stationary
crossflow N-factor predictions are shown in Fig. 4 for the test speed
of 26.5 m∕s. The goal of the experimental design was to achieve
strong crossflow growth resulting in stationary crossflow dominated
transition before the suction-peak location at x∕c ≈ 0.6. Because the
stationary crossflowN-factors were predicted to reach values greater
than 10 by x∕c  0.5, the design was deemed acceptable. Surface
flow visualization was performed using naphthalene as a sublimating
chemical to visualize the transition front. The transition front for the
large-DRE case is shown in Fig. 5. In this image, the vertical lines
indicate the inboard edge of the measurement region, the midspan
location, and the outboard edge of the measurement region. The
horizontal lines (which are parallel with the leading edge) are also
0 0.2 0.4 0.6 0.8 1
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
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Fine belt mid−span
Coarse belt mid−span
Coarse belt outboard
Coarse belt inboard
Fig. 3 Surface pressure distribution with all four pressure belts.
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drawn at several streamwise locations. Note that parts of the model
surface are not visible due to the limited size of the window (such as
the bottom left corner of the image). The sawtooth transition front
pattern in the picture is indicative of stationary crossflow–dominated
transition, and the sawtooth spacing matches the DRE spacing of
11 mm. Transition across the measurement region occurs between
approximately x∕c  0.42 and 0.48, confirming that stationary
crossflow–dominated transition occurs before the suction peak. The
average transition locations obtained from the naphthalene flow-
visualization results are x∕c  0.5, 0.44, and 0.42 for the no-DRE,
small-DRE, and large-DRE cases, respectively.
Band-limited amplitudes (λz  8 to 20 mm) of the stationary
crossflow disturbances are plotted in Fig. 6a. The discussion in this
section will focus solely on the no-step data (open symbols)
presented in this figure. The results for the backward-facing step
configuration (filled symbols) will be discussed in the following
sections. In Fig. 6, the curves for the large-DRE case terminate earlier
because data for this case were not acquired near transition due to
limited physical access in this region. Sufficient data to determine the
amplitude of the stationary crossflow vortices near saturation were
taken for the small-DRE case only. For this case, saturation occurs
near x∕c  0.4 at about 18%Ue. The stationary crossflow instability
in the no-DRE case appears to saturate near x∕c  0.46 at an
amplitude of 12% Ue. However, the data points are sparse in the
region between x∕c  0.4 to x∕c  0.46, and therefore we cannot
say with certainty whether 12% is the largest amplitude reached for
this case.
N-factors for all three leading-edge roughness cases are plotted in
Fig. 6b. The N-factors are calculated using Eq. (4), where the
stationary crossflow amplitudes are obtained using the peak
amplitude of the U 0rms profile [Eq. (3)]. The amplitude at the most
upstream point (x∕c ≈ 0.11) is used as the initial amplitude (A0) for
the small and large-DRE cases. These amplitudes are U 0rms∕Ue 
0.0042 and 0.0086 for the small and large-DRE cases, respectively.
Because of the low crossflow vortex amplitudes in the no-DRE case,
the most upstream location for that case (x∕c  0.18) is significantly
farther downstream than that for the two DRE cases. Therefore, the
initial amplitude for this case is calculated such that the N-factor at
x∕c  0.18 matches that for the small and large-DRE cases at the
same location. This initial amplitude was found to be
U 0rms∕Ue  9.34e − 4. The N-factors collapse well up until
approximately x∕c  0.3. At this point, the large-DRE curve begins
to depart from the other two, indicating reduced amplification rates.
Farther downstream, at approximately x∕c  0.35, the small-DRE
curve begins to depart from the no-DRE curve as the stationary
crossflow amplitude saturates. Thus, the cases with the larger initial
amplitude saturate earlier than those with lower initial amplitude,
which is consistent with known effects of disturbance nonlinearity.
The growth of the first harmonic of the dominant stationary
crossflowmode (λz  5.5 mm) is shown in Fig. 7, where disturbance
amplitude over awavelength range of 5 to 8mm is plotted versus x∕c.
This mode starts to grow from x∕c  0.2 in the large-DRE case and
slightly downstream in the small-DRE case. The amplitudes (Fig. 7a)
0 0.1 0.2 0.3 0.4 0.5
0
5
10
15
Fig. 4 Stationary crossflow N-factors calculated using the exper-
imentally measured Cp distribution.
Fig. 5 Naphthalene flow visualization of baseline case with large DREs.
a) Amplitude evolution of stationary crossflow vortices b) Growth of 11 mm stationary crossflow mode
Fig. 6 Band-limited (λz  8 to 20 mm) amplitudes andN-factors of primary stationary crossflow mode.
Article in Advance / EPPINK ETAL. 5
stay low (<0.5%Ue) until x∕c ≈ 0.375 for the no-DRE and small-
DRE cases, and past x∕c  0.3 for the large-DRE case. This smaller
wavelength mode grows significantly just before breakdown.
A dominant path for transition in a stationary crossflow–
dominated flow involves high-frequency secondary instabilities of
the crossflow vortices. These instabilities occur as a result of large
spanwise or wall-normal gradients in U, which form due to the
deformation of the mean flow [22,23]. The frequencies of the
secondary instabilities are typically an order of magnitude higher
than the amplified band of traveling crossflow frequencies. For the
baseline case, the linear PSE N-factor computations identified
amplified traveling crossflow modes within the range of f  50 to
300 Hz (Fig. 8). Thus, as a rough estimate, the secondary instabilities
are expected to occur in the 1- to 3-kHz range.
Power spectral density plots of u 0 for each of the leading-edge
roughness configurations are shown in Fig. 9. The power spectral
densities are calculated from the z-scan data at or near y  1 mm
(y∕δ ≈ 0.3 to 0.4) for each of the streamwise locations shown. The
secondary modes are known to be concentrated in specific regions of
the stationary vortex, and therefore the spectra at different spanwise
locations will differ from each other. However, to gain an overall
understanding of the spectral peaks, the spectra presented here are
averages across all points in the spanwise scan.
The spectra at the upstream locations (until x∕c  0.373) all
appear very similar to each other and are typical of the spectra seen
in laminar boundary layers. The spectra at locations upstream of
x∕c  0.373 are low in amplitude for all three leading-edge
roughness configurations. A peak in the spectrum exists close to
f  300 Hz for all three leading-edge roughness configurations.
This peak is particularly apparent at x∕c  0.123 in the small-DRE
case but is not observed at downstream locations. The theoretical
results for N-factor evolution for traveling crossflow (Fig. 8) are
based on the experimental Cp distribution obtained at the midspan
location. These results show that the higher frequency modes (200–
300 Hz) amplify faster near the leading edge but start to decay
at x∕c ≈ 0.1.
It is possible that the 300-Hz peak in the measured spectra at
upstream stations corresponds to a traveling crossflow mode. This
mode does not appear to play a role in transition due to its very low
amplitude and the fact that the associated peak is no longer prominent
at the downstream locations. The traveling crossflow modes that are
expected to grow for x∕c > 0.13 correspond to the lower frequencies,
particularly those near 50–100 Hz.
The spectra for the locations nearing transition for the no-DRE
(Fig. 9a, x∕c  0.48) and small-DRE (Fig. 9b, x∕c ≥ 0.42) cases
exhibit a broad band of fluctuations from 2 to 7 kHz. The maximum
amplitude occurs close to 5 kHz for the no-DRE case and 4 kHz for
the small-DRE case. We believe that these high-frequency
fluctuations are indicative of the presence of high-frequency
secondary instabilities of the stationary crossflow vortices. The
spectra farther downstream continue to increase in amplitude at
the higher frequencies and spectral broadening ensues, suggesting
the breakdown of secondary instabilities.
Because of the limited range of streamwise locations for which
spectralmeasurementsweremade for the large-DREcase, no spectral
data are available for x∕c locations approaching the range of
transition locations (0.42 < x∕c < 0.48) based on the naphthalene
flow visualization. Thus, we did not measure far enough downstream
to capture the high-frequency secondary instabilities for this case
(Fig. 9c). However, because the amplitudes of the stationary
crossflow vortices in these cases were even larger than those in the
small-DRE case, the transition mechanism is, again, likely to involve
high-frequency secondary instabilities similar to the other two
roughness configurations. More detailed measurements of the
secondary instabilities are shown by Eppink [15]. The naphthalene
results, U 0rms measurements, along with the high-frequency
secondary instabilities evident in the u 0 spectra, all verify that
stationary crossflow–dominated transition was achieved on the
model for the baseline (i.e., no-step) case.
a) Amplitude evolution of stationary crossflow b) Growth of 5.5 mm stationary crossflow mode
Fig. 7 Band-limited (λz  5 to 8 mm) amplitudes andN-factors of primary stationary crossflow mode.
Fig. 8 Traveling crossflowN-factors forM  0.075. Calculationsbased
on experimental Cp distribution at midchord line.
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B. Effect of Backward-Facing Step on Transition
1. Naphthalene Flow Visualization Results
Naphthalene flowvisualizationwas used to assess the effect of step
height on transition location. These runs were first performedwith no
DREs on the leading edge. Precision shimswere inserted between the
splice plate and the bottom of the leading-edge piece to achieve the
desired step heights. The actual step height across the span was
measured at several locations for the final configuration. However,
the step heights for the naphthalene tests were not measured directly
but inferred from the total shim thickness used to create the step.
These inferred measurements are within 0.015 mm of the stated
value. The boundary-layer thickness at the step location was found to
be δ  2.4 mm from the hotwiremeasurements for the baseline case.
The transition location moved abruptly forward from x∕c > 0.48
to x∕c ≈ 0.27 when the step height was increased by just 0.05 mm
from 1.16 to 1.21mm in this no-DRE case. Measurements of the step
height were acquired at approximately 25 mm spanwise increments
across the measurement region for the h ≈ 1.16 mm step height in
order to determine the step height and its spanwise uniformity. The
average step height for these measurements is 1.16 mm, which is
about 0.05 mm less than the value expected from the shim thickness
(1.219 mm). A 0.025 mm shim was added at the midspan shim
location in an attempt to obtain a more uniform step height across the
span. This resulted in an increase in step height at the midspan
location and an overall increase in step height. The new average step
height with the additional shim was 1.184 mm, and a better overall
step uniformity was achieved. Therefore, the measurements made
throughout the rest of the study (denoted as h  1.184 mm BFS)
refer to this configuration. This step height corresponds to an Reh
value of 1555 and an Rek value of 1232. Naphthalene flow
visualization was repeated for this configuration (Fig. 10). The
resulting transition location was spatially nonuniform, making it
difficult to specify a single transition location. The black line drawn
on this figure is added to help delineate the transition front, which can
a) No DREs b) Small DREs
c) Large DREs (x/c ≤ 0.373)
Fig. 9 Power spectral density of u 0∕Ue averaged over z  100 to 200 mm at y  1 mm (y∕δ ≈ 0.3 to 0.4) for all leading-edge roughness cases, no step
configuration.
Fig. 10 Naphthalene flow visualization of h ≈ 1.184 mm BFS with
no DREs.
Article in Advance / EPPINK ETAL. 7
be difficult to see due to reflection from the lights. The laminar region
that extends farthest back on the model reaches x∕c  0.42 before
the flow becomes turbulent. On the inboard and outboard sides, the
transition location moves significantly upstream. There is also a
turbulent wedge originating from close behind the step near the
outboard edge of the measurement region.
DREs were applied to the leading edge to study the effect of
stationary crossflow amplitude on the transition behavior with a
backward-facing step. The result for the small-DRE case is shown in
Fig. 11. The transition front for the small DREs is more uniform
compared with the no-DRE transition front. The transition front
toward themiddle of the outboard half of themeasurement region has
moved forward to x∕c ≈ 0.3. The stationary crossflow amplitudes
were increased further by replacing the small DREswith largeDREs.
A corresponding shift in transition location is observed as transition
moves forward to x∕c ≈ 0.24 (Fig. 12).A comparison of the no-DRE,
small-DRE, and large-DRE cases shows that increasing the
stationary crossflow amplitude causes transition to occur earlier, on
average. Thus, stationary crossflow appears to be playing a role in the
transition process.
2. Stationary Crossflow
We investigated the effect of the step on the stationary crossflow
modes. Note that for the case with no DREs the amplitudes of the
stationary crossflow vortices near the step are rather small, and hence
the measurement uncertainty is too large to obtain useful data on the
growth of thesevortexmodes. Therefore, the results in this section are
restricted to the two cases with DREs.
Mean profiles obtained downstream of the step [24] indicate the
presence of a downstream separation bubble. Reattachment occurs
approximately 33 step heights after the step. Stationary crossflow
amplitudes for the λz  11 mm stationary mode (which corresponds
to the spacing of the DREs) were obtained from z scans for the small-
and large-DRE step cases. N-factors and amplitudes for these two
cases were plotted in Fig. 6 by using filled symbols. The step location
(xh) and the reattachment location (xr) are labeled on this plot and are
indicated by vertical black lines. The amplitudes were calculated by
integrating the wavelength spectra over a range of wavelengths
around the primary and harmonic modes. The range used for the
fundamental primarymodewas λz  8–20mm, and the range for the
first harmonic of the fundamental mode was λz  5–8 mm.
The step does have a local effect on the growth of the stationary
crossflow modes according to the results displayed in Fig. 6b. The
amplitudes are normalized by the same initial amplitudes used to
calculate the N-factor curves for the no step cases. A ΔN can be
calculated between theN-factors measured for the no-step case and
the N-factors with the step. The maximum ΔN, which occurs at the
point at which the stationary crossflow amplitude reaches its largest
amplitude in the step case, is close to 0.8 and is approximately the
same for both DRE cases. After this point, theN-factor relaxes back
to and even drops below the baseline N-factor curve for the small-
DRE case. Insufficient data were acquired to make a similar
statement for the large-DRE case. Transition occurs shortly
downstream of the location at which the stationary crossflow
amplitudes peak.
As discussed previously, a first harmonic of the primary stationary
crossflow mode is present in the spanwise spectra at some of the
streamwise locations in the baseline case. Thismode is also present in
the step case. The amplitude andN-factors for thismode are plotted in
Fig. 7. The step has an even larger effect on the amplitude of the
5.5 mm mode than the 11 mm mode. The maximum ΔN, which
occurs at x∕c ≈ 0.2, is approximately 1.8 for both DRE cases.
Figure 6a shows that the peak amplitude of the stationary crossflow
disturbances near the transition location reaches rather large values
(>10%Ue) in the baseline case but remains below 5% (and even
lower for the small-DRE case) in the presence of the step. The small
stationary crossflow amplitudes near the onset of breakdown behind
the step imply that, despite the local increase in amplitude behind the
step, stationary crossflow is not the dominant transition mechanism.
3. Unsteady Disturbances
Figure 13a shows a comparison of spanwise-averaged spectra
from the baseline case and the step case with small DREs at a fixed
streamwise location. The velocity spectrum from the step case
contains significantlymore energy in the range f ≈ 80–2000Hz. The
evolution of the spanwise-averaged velocity spectra downstream of
the step is shown in Fig. 13b for the large-DRE case. The energy
across the 80–2000 Hz frequency range grows downstream. Starting
at approximately 56 step heights downstream of the step, spectral
broadening occurs at frequencies beyond this range, as indicated by
the shift in the high-frequency roll-off. Eventually, the spectrum
begins to appear increasingly turbulent. However, the spectral levels
continue to increase throughout the range ofmeasurement, indicating
that a quasi-equilibrium turbulent statemay not have been achieved at
the last measurement station shown in the figure.
Two sensors were positioned inside the boundary layer and
sampled simultaneously in order to obtain phase speed and wave
angle information for the unsteady disturbances. One sensorwas held
at a fixed location, whereas the other wire was traversed in multiple
directions. The fixed wire could then be used as a phase reference for
frequencies at which the coherence was greater than 0.3. Because of
limited time, these measurements were only performed for the large-
DRE case. Figure 14 shows the coherence versus frequency for three
different streamwise locations. Initially (xsh  12.3), there are three
distinct peaks corresponding to frequencies of 110, 250, and 900 Hz
at coherence values of 0.3 or greater. Farther downstream, the
coherence increases, and the higher frequency peaks merge into one
Fig. 11 Naphthalene flow visualization of h ≈ 1.184 mm BFS with
small DREs.
Fig. 12 Naphthalene flow visualization ofh ≈ 1.184 mmBFSwith large
DREs.
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broad peak. Even farther downstream (xsh > 33.1), the coherence
begins to decrease and the three separate peaks become visible once
again. The high coherence for frequencies greater than approximately
1500 Hz is believed to be due to correlated noise in the electronics.
The energy in the velocity spectra at these locations is very low
(i.e., at or near the noise floor).
Scans were performed in multiple directions (x, z, and xc
directions) to determine thewave angle of each type of disturbance in
the xz plane. Figure 15 illustrates the wavenumber vectors for waves
traveling close to the spanwise direction and forwaves traveling close
to the xc or x direction. The wave angle ψ is drawn relative to the
streamwise (x) direction. Therefore, a wave angle of ψ  0 deg
indicates a wave traveling in the x direction, whereas an angle of
ψ  −30 deg indicates a wave traveling in the xc direction. Awave
angle of ψ  60 deg would indicate a wave traveling in the
spanwise direction from inboard to outboard.
Coherence and phase data obtained with the fixed wire revealed
three distinct traveling disturbances in the frequency range f  80 to
1500 Hz. For reasons that will become more apparent later, this
frequency range was subdivided into three separate bands that are
denoted as low, f  80–200 Hz; mid, f  200–800 Hz; and high,
f  800–1500 Hz. These disturbances will henceforth be referred to
as the L, M, and H bands.
Measurements of disturbance phase relative to the fixed wire, as
obtained from several z scans, are shown as functions of z in
Fig. 16a. The frequency of interest in this case was 100 Hz (in the
L band). The slope of the phase curve can be used to calculate the
phase speed and wavelength in the spanwise direction. The slope is
approximately linear and nearly the same at the four most upstream
stations. Starting at xsh  43, a sinusoidal type of variation begins
to appear in the phase data, although the overall slope associated
with the underlying trend remains similar to the slope at the
upstream stations. The amplitude of the periodic variation becomes
larger with increasing downstream distance, and the wavelength of
this variation matches the wavelength of the primary stationary
crossflow vortices. A similar phase modulation of traveling
crossflow modes was observed by Deyhle et al. [25]. This phase
modulation is likely to be a result of the distortion of the mode
shape due to interactions with the stationary crossflow mode.
Similar phase modulations were seen for the M and H bands. The
linear best-fit line was used to calculate a spanwise wavelength of
approximately 50 mm. This is about 4–5 times larger than the
predicted wavelengths of the most amplified traveling crossflow
modes for the baseline case. However, scans performed in the
direction normal to the leading edge (xc), as in Fig. 16b, reveal that
the wave is primarily traveling in the spanwise direction (with a
wave angle of 75 deg), which is typical of traveling crossflow
modes [25] and also agrees with the linear stability predictions of
wave angles for those modes. Based on the PSE computations for
the baseline case (see Fig. 8), 100 Hz also falls in the expected
frequency range for traveling crossflow. Thus, this mode is likely to
be an unstable traveling crossflowmode, though it is unknownwhy
the observed spanwise wavelength is so large.
a) Effect of step on spanwise-averaged velocity
spectra at xsh = 37 (x/c     0.177), y = 1 mm, small DREs
b) Streamwise evolution of  z-scan based spectra
in the presence of step, large DREs
Fig. 13 Spanwise-averaged velocity spectra in the presence of backward-facing step (h∕δ  0.49).
Fig. 14 Coherence between fixed and traversing wire for several
locations.
Fig. 15 Sketch of wavenumber vector.
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Wave angle and phase speed results are listed for all three
disturbance bands in Table 1. The phase speeds are computed in the
direction of propagation of the wave. In the region where these
measurements were performed, the computed streamlines were
curved only slightly from the streamwise direction (3 to5 deg ).
Thus, to obtain an estimate of the wave angles relative to the external
inviscid streamline, one can simply subtract 4 deg from the values of
ψ given in the table.
TheH band exhibits an abrupt change in direction and phase speed
downstream of reattachment (xr). Consequently, the table is divided
into two sections. The L and M bands, however, do not exhibit any
significant changes downstream of reattachment. The H band is
believed to be a shear-layer disturbance upstream of reattachment.
This hypothesis is supported by the phase speed and wave angle
results, which are typical of a shear-layer type of disturbance. The
wave is traveling close to the streamwise directionwith a phase speed
of close to 40% Ue. Additionally, preliminary computations of the
shear layer instability for these flow conditions confirmed that the
most amplified band of frequencies should fall between 800 to
1500 Hz. Downstream of reattachment, the wave abruptly changes
direction and begins traveling in approximately the spanwise
direction, with a wave angle and phase speed similar to the L band. It
is believed that downstream of reattachment, where shear-layer
instabilities should no longer exist, the H band undergoes nonlinear
interactions (either with the stationary crossflowmodes or with the L
band) and thus behaves differently.
TheM-band disturbance travelswith a phase speed of between 20–
30%ofUe and travels close to the xc direction. This disturbance band
is believed to be a TS type of disturbance. Computations for a flat
plate with no pressure gradient indicate that this frequency range is
approximatelywhatwould be expected for these flow conditions, and
the mode shapes shortly downstream of reattachment exhibit a
second lobe high in the boundary layer, indicative of the TS mode
shape. However, farther downstream, this second lobe is no longer
apparent. TS disturbances are stable in the baseline case due to the
strong favorable pressure gradient, but they could be destabilized
downstream of the step in the short adverse pressure gradient region
induced by the step.
It was mentioned that the stationary crossflow amplitudes are too
low for the stationary crossflow instability to be the dominant
transition mechanism. However, increasing the initial amplitude of
the stationary vortices does lead to an upstream movement of the
transition front. The unsteady disturbance measurements show that
the stationary crossflow modes also cause a spanwise modulation of
the unsteady disturbance amplitudes. This is illustrated in Fig. 17 in
which the rms amplitudes of all three disturbance bands are plotted
separately in the y–z plane. The meanU contours are also overlaid as
solid lines. There is a clear modulation of the M and H bands
corresponding to the primary wavelength (λz  11 mm) of the
stationary crossflow modes. The L band also shows some
modulation, but the pattern appears to have more of a harmonic
modulation (5.5 mm) rather than the λz  11 mmwavelength of the
dominant fundamental stationary modes.
The streamwise evolution of the three disturbance bands was
measured by choosing a peak location of the M band (for instance,
z ≈ 128 in Fig. 17) and tracking that peak location downstream.
Boundary-layer profiles were acquired at the peak location for
numerous streamwise stations. The results from this approach for
each of the disturbance bands are shown in Fig. 18. The unsteady
disturbance amplitudes at each streamwise station are taken from the
maximum amplitude of the u 0rms wall-normal profile at that location.
Figure 18a shows the amplitude of the disturbances normalized by
the local edge velocity (Ue), and Fig. 18b shows the amplitude
normalized by the amplitude of the disturbance at the farthest
upstream location.
The different growth rates of the disturbances are evident from
Fig. 18b. The H band grows the fastest in the upstream (separated)
region. This larger growthmakes sense given that it is believed to be a
shear-layer instability and thus should be highly destabilized in the
separated region. The L band grows the slowest in the separated
region. The L- andM-band disturbances achieve an amplitude of 3%
significantly sooner for the large-DRE case comparedwith the small-
a) Phase of 100 Hz wave vs. z, z-scans b) Phase of 100 Hz wave vs. xsh, xc-scans(mapped onto xsh coordinate)
Fig. 16 Phase of 100 Hz wave for z and xc scans.
Table 1 Wave angle and phase speeds of each frequency band
Upstream of xr Downstream of xr
Name Frequency, Hz cph∕U∞ ψ ; deg cph∕U∞ ψ ; deg
L 80–200 0.18 75 deg 0.18 75 deg
M 200–800 0.2 to 0.3 −40 deg to −20 deg 0.2 to 0.3 −40 deg to −20 deg
H 800–1500 0.37 to 0.41 −9 deg to −1 deg 0.22 71 deg
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DRE case. The effect of stationary crossflow amplitude on the
H-band disturbances is not very obvious until downstream of
reattachment, at which point the H-band amplitude increases more
rapidly for the large-DRE case. Figure 18a shows that the L-band
disturbance level remains similar for the two DRE cases until
approximately xsh  50. Beyond this location, the disturbance
amplitude in the large-DRE case increases rapidly. The peak
amplitude for the L band might not have been tracked well because
the peaks for this disturbance band did not align well spatially with
the peaks for the M and H bands. Downstream of xsh  50
(x∕c ≈ 0.184), the flow starts to become transitional in the large-DRE
case, which may account for the sudden increase in the amplitude in
a) f = 80 to 200 Hz
b) f = 200 to 800 Hz c) f = 1000 to 1500 Hz
Fig. 17 RMS amplitudes of a) L band, b) M band, and c) H band at xsh  37.3 for small-DRE case: u 0rms contours (colors); U∕Ue contours (lines).
a) Growth of unsteady disturbances at peaks
for small and large DREs
b) Growth of unsteady disturbances at peaks
for small and large DREs, normalized by
initial amplitude
Fig. 18 Growth of rms unsteady disturbance amplitudes at peak spanwise location.
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the L band at this location. Based on all of these results, it appears that
the unsteady disturbances in the 80–2000 Hz range are primarily
responsible for breakdown in the backward-facing step case, though
the increased stationary crossflow amplitude does cause an increase
in the peak amplitude of the unsteady disturbances. Of the three
distinct types of disturbances, it is not clear which (if any) is the most
important.
VI. Conclusions
Detailed measurements of boundary-layer instabilities down-
stream of a backward-facing step (h∕δ  0.49) on a swept flat plate
with induced pressure gradient are presented. The presence of this
step leads to a strong upstream shift in transition for all three leading-
edge roughness configurations that influence the initial amplitude of
the stationary crossflow vortices in the boundary-layer flow. The
backward-facing step has a local destabilizing effect on the stationary
crossflowmodes, but the stationary crossflow vortices have relatively
low amplitudes at breakdown (U 0rms∕Ue < 0.04) in the presence of
the step and are not directly responsible for transition. However, the
stationary crossflow vortices do have an effect on transition because
an increase in stationary crossflow amplitude causes the transition
front to move farther upstream.
The backward-facing step causes the amplification of three
different types of instabilities that were not present in the baseline
case. The evidence suggests that these instabilities correspond
to a traveling-crossflow instability, a Tollmien–Schlichting (TS)
instability, and a shear-layer instability. All three instabilities persist
downstream of the reattachment location behind the step. The
lower-frequency band of disturbances behaves like a traveling
crossflow mode in terms of the frequency and direction of travel.
However, the spanwise wavelength of this disturbance is five times
larger than the traveling crossflow wavelengths predicted via linear
PSE computations for the baseline case. The disturbances in the
middle-frequency band display some characteristics of TS waves,
such as themode shape and phase speed. T-Swaves, although stable
in the baseline case, could achieve large growth rates in the presence
of the step as a result of the short adverse pressure gradient caused
by the step. The high-frequency disturbances are believed to be
shear layer instabilities. The behavior of reattaching boundary
layers in swept flows is not well understood. These data show an
interesting behavior of the high-frequency disturbances down-
stream of the reattachment point. Wave angles abruptly and
dramatically change from a streamwise to a spanwise direction,
very close to the direction of travel of the low-frequency
disturbances. It may be that nonlinear interactions begin near the
reattachment point and thus the shear-layer mode feeds into some
other type of disturbance, because a pure shear-layer instability
cannot amplify downstream of reattachment.
The role of stationary crossflow during the transition process
can be explained as follows. The mean-flowmodulation induced by
the stationary crossflow vortices results in the spanwise modulation
of the amplitudes of unsteady disturbances. The modulation of the
disturbances was visible at relatively low amplitudes of the
stationary crossflow vortices in comparison to those in the baseline
case. This modulation indicates the strong sensitivity of these
disturbances to the local mean-flow profiles. The higher initial
stationary crossflow amplitudes associated with the larger diameter
DREs result in larger peak amplitudes in the u 0rms contours for
all three types of disturbances. The larger peak amplitudes in
u 0rms ultimately lead to earlier transition. Transition occurs
downstream of the step, but the amplitudes of all the disturbances
involved are low (<0.02Ue) when large amplitude velocity spikes
begin to occur.
The transition location obtained from the naphthalene flow
visualization is observed to be highly sensitive to the step height at
step heights near h∕δ ≈ 0.5 as examined in this study. This sensitivity
is reflected in an abrupt upstreammovement in transition following a
small increase in step height. The measurements described in this
paper suggest that transition moves upstream because of a new
physical mechanism that is contingent on the disturbance amplitudes
becoming large enough to induce breakdown via nonlinear
interactions. The region over which these disturbances are linearly
unstable does not extend very far downstream of the step. If the
unsteady disturbances do not reach sufficiently large amplitudes to
interact nonlinearly, then these disturbances will decay before the
nonlinear interactions can precipitate a breakdown process, and
hence the presence of the step would have only a minimal effect on
transition.
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