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Abstract
First, we shall deal with the free vibrations of a nonlinear radially symmetric wave equation
ð@2t WÞu ¼ f ðr; uÞ in n-dimensional ball Ba with center at the origin and radius a; where f is
smooth, monotone decreasing in u; and satisﬁes f ðr; 0Þ ¼ 0: f ðr; uÞ has asymptotic properties
f ðr; uÞ ¼ Oðu3Þðu-0 and u-7NÞ: For n ¼ 1; 3 we shall show the existence of inﬁnitely
many radially symmetric time-periodic solutions with different periods of irrational multiple
of a: Second, we shall deal with BVP for a forced nonlinear wave equation ð@2t WÞu ¼
egðr; t; uÞ; where g is T-periodic in t and e is a small parameter. Under some Diophantine
condition on a=T we shall show the existence of time-periodic solutions of the BVP. For
1pnp5 we shall construct inﬁnitely many T satisfying the above Diophantine inequality,
using asymptotic expansions of the zero points of the Bessel functions.
r 2004 Elsevier Inc. All rights reserved.
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1. Introduction
Let O be a cylindrical domain 0proa; tAR1 in Rnx  R1t ; where a is a constant
and r ¼ jxj ¼ ðPni¼1 x2i Þ1=2 for x ¼ ðx1;y; xnÞARn: In this paper we shall deal with
solutions that are radially symmetric with respect to the space variables. Let D be the
n-dimensional radially symmetric Laplacian @2r þ ððn  1Þ=rÞ@r: Throughout this
paper, we assume that all data depending on r are extended as even functions with
respect to rAða; aÞ:
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First, we shall be concerned with the free vibrations of a nonlinear radially
symmetric wave equation in O:
@2t uðr; tÞ  Duðr; tÞ ¼ f ðr; uðr; tÞÞ; ðx; tÞAO: ð1:1Þ
We suppose that f ðr; uÞ is of CN; monotone decreasing in uAR1 and satisﬁes some
degenerate condition and growth condition (see assumption (A)). As a typical
example of f one can take f ðr; uÞ ¼ AðrÞu3; where AðrÞ is any positive and even CN
function in ða; aÞ:
For n ¼ 1 there are many interesting works not only on the free vibrations of (1.1)
but also on the forced vibrations in case where f periodically depends on t: See
[Ba-Ne,B-C-N,BN-M2,Cr-Wa,F,R1,R2,T1,T2,Wa], etc. and the references therein.
See also [Ya2].
On the other hand, if nX2; there are only a few results about the free vibrations. In
case where the space domain D is the n-dimensional torus ðnX2Þ; Bourgain [Br]
showed the existence of inﬁnitely many periodic solutions of Klein–Gordon type
equation
@2t uðx; tÞ  Duðx; tÞ þ ruðx; tÞ þ uðx; tÞ3 ¼ 0; ðx; tÞAD  R1t ;
where ra0 is a constant satisfying some Diophantine condition.
In this paper we shall deal with (1.1) for n ¼ 1; 3:
The ﬁrst purpose of this paper is to show that Eq. (1.1) for n ¼ 1; 3 has infinitely
many time-periodic solutions with different periods. It should be noted that the ratios
of the periods obtained here to the radius a are algebraic numbers of degree 2. The
results depend on the Diophantine properties of the periods and the zeros of the
Bessel functions of the ﬁrst kind. We shall have periodic solutions with small
amplitudes.
Now we formulate our statement on (1.1).
We assume the following conditions on f : Let n be equal to 1 or 3.
(A) f ðr; uÞ is of CN-class in ðr; uÞA½0; a	  R1u and monotone decreasing in uAR1;
and satisﬁes
f ðr; 0Þ ¼ @u f ðr; 0Þ ¼ @2u f ðr; 0Þ ¼ 0; @3u f ða; 0Þa0; ð1:2Þ
f ðr; uÞcf ða; uÞ for ua0; raa; ð1:3Þ
lim
u-þN f ðr; uÞ ¼ N; limu-N f ðr; uÞ ¼ þN; ð1:4Þ
lim
u-7N
@u f ðr; uÞ ¼ N;
No inf
uAR1
f ða; uÞ=u3p sup
uAR1
f ða; uÞ=u3o0 ð1:5Þ
for any rA½0; a	:
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Remark 1.1. We can generalize (A) without difﬁculty. Instead of (1.2) and (1.5) we
assume, for aAN;
f ðr; 0Þ ¼ @u f ðr; 0Þ ¼? ¼ @2au f ðr; 0Þ ¼ 0; @2aþ1u f ða; 0Þa0; ð1:20Þ
No inf
uAR1
f ða; uÞ=u2aþ1p sup
uAR1
f ða; uÞ=u2aþ1o0: ð1:50Þ
In this case as a typical example we give f ðr; uÞ ¼ AðrÞ u2aþ1:
Our main result on free vibrations is the following.
Theorem 1.1. Assume (A). Let n be 1; 3: Then Eq. (1.1) has infinitely many
time-periodic solutions with different periods of irrational multiple of a: The set
of the periods is unbounded in Rþ: The solutions are of C2-class with respect to
ðx; tÞAO:
We shall show this theorem by solving the following BVP:
@2t uðr; tÞ  Duðr; tÞ ¼ f ðr; uðr; tÞÞ; ðx; tÞAO;
uða; tÞ ¼ eykðtÞ; tAR1; k ¼ 1; 2;y; ð1:6Þ
where ykðtÞ are given as periodic solutions of ODE related to (1.1)
y¨ þ 1
n
f ða; nyÞ ¼ 0
whose periods satisfy the Diophantine condition. e and n are small parameters.
Remark 1.2. When (1.3) does not hold, our periodic solutions are solutions of ODE
u¨ þ f ðuÞ ¼ 0 independent of x:
Remark 1.3. The set of the periods is possibly taken densely in some interval in R1þ
(see the end of proof of Theorem 1.1 in Section 5).
Secondly, we shall consider forced vibrations of BVP:
@2t uðr; tÞ  Duðr; tÞ ¼ egðr; t; uðr; tÞÞ; ðx; tÞAO; ð1:7Þ
uðr; tÞ ¼ 0; ðx; tÞA@O; ð1:8Þ
where gðr; t; uÞ is periodic in t with a given period T and e is a small parameter.
Under the Diophantine condition on T and fmnj g (see (A2)) we shall show the
existence of T-periodic solutions of BVP (1.7)–(1.8) locally unique in C2ðOÞ:
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There are several works on forced vibrations of BVP for nonlinear radially
symmetric wave equations. Ben-Naoum and Mawhin [BN-M1], Ben-Naoum and
Berkovits [BN-Ber1,BN-Ber2] and Smiley [S] treated BVP
@2t uðr; tÞ  Duðr; tÞ ¼ f ðr; t; uðr; tÞÞ; ðx; tÞAO; ð1:9Þ
uðr; tÞ ¼ 0; ðx; tÞA@O; ð1:10Þ
where f ðr; t; uÞ is T-periodic in t; and showed that there exist T-periodic weak
solutions of BVP (1.9)–(1.10) under the assumptions that a=T is a rational number
and f satisﬁes some Lipshitz and/or monotonicity conditions and some nonreso-
nance condition. Due to the nonresonance condition there are no number-theoretic
difﬁculties in their results, different from our research. Zhao and Zhou [Zha-Zho]
and Ben-Naoum and Mawhin [BN-M1] also treated forced vibrations on S3 of
Klein–Gordon type equation.
In this paper we shall deal with irrational numbers a=T satisfying some
Diophantine condition of the weak Poincare´ type (see (A2)). It is an important
problem to study what numbers a=T satisfy this Diophantine condition. Generally,
this seems to be rather difﬁcult number-theoretic problem. In Section 2 we
shall deal with this problem for the special case 1pnp5; and in order to solve
this, we shall derive some precise asymptotic properties of zeros of the Bessel
functions.
For later use we recall some properties of zeros of the Bessel functions (see [Tr,W]
for further details). Let n be equal to ðn  2Þ=2; where n is a natural number. Let
JnðxÞ be the n-order Bessel function. It is well-known [W] that all zero points of JnðxÞ
are real numbers satisfying
?omn2omn1omn0 ¼ 0omn1omn2o?;
lim
j-N
mnj ¼ þN ð1:11Þ
and have an asymptotic property
ð j þ n=2 1=4Þ pþ Oð1=jÞ ð j-NÞ: ð1:12Þ
Here when np0; mn0 is missing.
Now we shall state our second result. We denote a=T by a: We set WR ¼
fuAR1; jujpRg for some R40:
We assume the following conditions.
(A1) gðr; t; uÞ is T-periodic in t; of CN in ðx; t; uÞ in %O WR; and satisﬁes a
compatible boundary condition gða; t; 0Þ ¼ 0:
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(A2) a satisﬁes the Diophantine condition: There exists a constant C40 dependent
on a and n such that the Diophantine inequality
j2kpa mnj jXC=j
holds for all ðk; jÞAN  N:
Remark 1.4. It is important to investigate what numbers a satisfy (A2). In
Propositions 2.1–2.4 we shall construct real numbers a by algebraic numbers of
degree 2 that satisfy (A2) for 1pnp5: We could improve our results for the space
dimension nX6 if we showed that (A2) holds for nX6:
We obtain the following result.
Theorem 1.2. Assume (A1) and (A2). Then there exists a constant e040 such that for
any e with jejoe0 BVP (1.7)–(1.8) has a T-periodic solution of C2ðOÞ: The solution is
locally unique in C2ðOÞ:
This theorem is the direct conclusion of Theorem 4.1 in Section 4.
Remark 1.5. Theorem 1.1 as well as Theorem 1.2 shall be proved by applying
Proposition 4.1. However Theorem 1.1 holds for n ¼ 1; 3; while Theorem 1.2 holds
for n ¼ 1;y; 5: This is due to the following technical reasons in our number-
theoretic estimates.
In Theorem 1.2 it is enough to obtain only one periodic solution. Therefore in the
proof of Theorem 1.2 the Diophantine constant C in (A2) is ﬁxed with a in the
application of the implicit function theorem to BVP (1.7)–(1.8). Therefore by
Propositions 2.1–2.4, n ¼ 1;y; 5 are sufﬁcient for (A2).
On the other hand, in Theorem 1.1 we shall make inﬁnitely many periodic
solutions. As will be seen, in the proof of Theorem 1.1 we shall construct inﬁnitely
many C ¼ Ck; a ¼ ak; k ¼ 1; 2;y in (A2) with the delicate asymptotic properties
so that the implicit function theorem can be applied to modiﬁed BVP (5.19)–(5.21) in
Section 5. In that case limk-þN Ck ¼ 0 shall be necessary to obtain inﬁnitely many
periodic solutions. However as we shall be able to see in Propositions 2.1–2.4, this is
possible for n ¼ 1; 3 (Proposition 2.1) and not possible for n ¼ 2; 4; 5 (Propositions
2.2–2.4) in our framework. In other words, this construction is assured for n ¼ 1; 3;
by Corollary 2.1 or Remark 2.2, since m1=2j for n ¼ 1 and m1=2j for n ¼ 3 are of the
simple form ð j  1=2Þp and jp; respectively. However in other cases na1; 3 we have
no useful number-theoretic asymptotic estimates of mnj at present.
This paper is organized as follows. In the remainder of this section notation and
deﬁnitions are given. In Section 2, we shall construct the periods to satisfy (A2),
using the number-theoretic asymptotic estimates of the zero points of the Bessel
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functions. In Section 3 the eigenvalue problem for the d’Alembert operator is
considered and the usual spectral resolution formula is given by using the Bessel
functions and the zero points. In Section 4 the forced vibrations for BVP (1.7)–(1.8)
are treated, and in Section 5 the free vibrations of (1.1) are treated.
1.1. Notation and definitions
Let N be the set of positive integers and Zþ be the set of nonnegative integers. Zmþ
is the set of all m-dimensional nonnegative integer vectors.
Function spaces
Let Ba be the n-dimensional ball roa and @Ba be the boundary of Ba: We denote
the set of radially symmetric functions in L2ðBaÞ by X 0ðBaÞ:
Let OT be Ba  ð0; TÞ: Let L2TðOÞ and HmT ðOÞ be the function spaces whose
elements uðx; tÞ are measurable in O; are T-periodic in t and the restrictions to OT
belong to L2ðOT Þ and HmðOTÞ (resp.). The norms of L2TðOÞ and HmT ðOÞ are taken as
the same of those of L2ðOT Þ and HmðOTÞ (resp.). Clearly L2TðOÞCL2ðOTÞ and
HmT ðOÞCHmðOTÞ as Hilbert spaces.
Let K10 ðOÞ be the subspace of H1TðOÞ whose elements vanish at @Ba  R1t almost
everywhere. K10 ðOÞ is the closed subspace of H1TðOÞ:
Let X mT ðOÞ be the subspace of HmT ðOÞ whose elements uðx; tÞ are radially
symmetric with respect to the space variable x: X mT ðOÞ is the closed subspace of
HmT ðOÞ:
We denote an interval ½0; aÞ by Ia: L2ðIa; rn1Þ is the function space whose elements
f ðrÞ are measurable in Ia and satisfyZ a
0
j f ðrÞj2rn1 droþN:
Let Da;T be a rectangle domain Ia  ð0; TÞ and Da be a cylinder Ia  R1t : Let
L2T ðDa; rn1Þ be the function space whose elements f ðr; tÞ are measurable in
ðr; tÞADa; are T-periodic in t; and satisfyZ
Da;T
j f ðr; tÞj2 rn1 dr dtoþN:
Let H1TðDa; rn1Þ be the function space whose elements f with @t f and @rf belong to
L2T ðDa; rn1Þ: We introduce inner products and norms in L2TðDa; rn1Þ and
H1TðDa; rn1Þ
ð f ; gÞ0 ¼
Z
Da;T
f ðr; tÞgðr; tÞrn1 dr dt; j f j0 ¼ ð f ; f Þ1=20 ;
ð f ; gÞ1 ¼ð f ; gÞ0 þ ð@t f ; @tgÞ0 þ ð@rf ; @rgÞ0; j f j1 ¼ ð f ; f Þ1=21 :
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Clearly
ð f ; gÞL2ðOT Þ ¼ gnð f ; gÞ0 ð1:13Þ
for f ; gAX 0TðBaÞ: Here gn is the surface area of the ðn  1Þ-dimensional sphere Sn1:
By simple calculations we have
Proposition 1.1. L2TðDa; rn1ÞCX 0T ðOÞ and H1TðDa; rn1ÞCX 1TðOÞ:
j f jL2ðOT Þ ¼ g1=2n j f j0 and j f jH1ðOT Þ ¼ g1=2n j f j1 ð1:14Þ
hold.
2. Diophantine character of zero points of the Bessel functions
In this section we shall state some number-theoretic results used in Sections 1, 4
and 5. We shall construct numbers a appeared in (A2) in Section 1, using algebraic
numbers of degree 2. To prove propositions we shall need asymptotic expansions of
the zero points of each Bessel function. Recall (A2).
(A2) a satisﬁes the Diophantine condition: There exists a constant C40 dependent
on a and n such that the Diophantine inequality
j2kpa mnj jXC=j
holds for all kAN and all jAN:
Let MðnÞ be the set whose elements satisfy (A2) for nAN: In this paper, we shall
construct concretely the subsets of MðnÞ for n ¼ 1;y; 5; by using algebraic numbers
of degree 2. Let A2 be the set of all algebraic numbers of degree 2: We shall show the
following propositions for n ¼ 1;y; 5:
2.1. Propositions
In the following Propositions 2.1–2.4, let a and b be real solutions with boa of
algebraic equations
ax2 þ bx þ c ¼ 0;
where a are natural numbers and b; c are integers. Throughout this section we assume
that a; b; c are mutually prime and satisfy b2  4ac40: We denote b2  4ac by D:
Proposition 2.1. Let n be equal to 1; 3: Then all algebraic numbers a of degree 2 satisfy
(A2), i.e., A2 is contained in Mð1Þ and Mð3Þ: Here
C ¼ 2ﬃﬃﬃﬃ
D
p þ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃD þ 4jajp : ð2:1Þ
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Remark 2.1. The set A2 is dense in R
1:
Corollary 2.1. Let l be any real number. Then there exist sequences fbig and fcig of
integers such that ai ¼ 2ci=ðbi þ
ﬃﬃﬃﬃﬃ
Di
p Þ satisfies (A2) with C ¼ Ci ¼ 2=ð
ﬃﬃﬃﬃ
D
p
i þﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Di þ 4
p Þ; where Di ¼ b2i  4ci; and
lim
i-þN
ai ¼ l; lim
i-þN
Ci ¼ 0 ð2:2Þ
holds.
Proof. We take fbig and fcig with bi40; bi-þN that satisfy ci=bi-l: Then
since
ai ¼ 2ci
bi þ
ﬃﬃﬃﬃﬃ
Di
p ¼ ci
bi
2
1þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ ð4ci=b2i
p
Þ;
faig converges to l: &
Remark 2.2. It follows from Corollary 2.1 that there exist sequences fbig and fcig so
that the solutions faig of x2 þ bix þ ci ¼ 0 can be dense in any interval I : We can
take fbig and fcig so that the positive solutions faig of x2 þ bix þ ci ¼ 0 are dense in
an interval ð0; %aÞ; whence lim inf i-N ai ¼ 0:
Proposition 2.2. Let n be equal to 5. Assume that a; b and c satisfy
C4z½1þ ð8=27Þzþ ð16=81Þz2	; z ¼ 1=p2; ð2:3Þ
where
C ¼ j  b þ
ﬃﬃﬃﬃ
D
p j
4að ﬃﬃﬃﬃDp þ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃD þ ð4=9Þjcjp Þ:
Then a satisfies (A2) i.e., belongs to Mð5Þ: If b is replaced by b in the definition of C;
then b satisfies (A2).
Remark 2.3. The number z½1þ ð8=27Þzþ ð16=81Þz2	; z ¼ 1=p2; in (2.3) is equal to
0:10456?:
Example 2.1. Let a ¼ 2; bo0 and c40: Then each irrational a ¼ ðb þ ﬃﬃﬃﬃDp Þ=2a
satisﬁes (A2). Note that this set fag contains the set for a ¼ 1; bo0 and c40:
Example 2.2. Any irrational number a ¼ ﬃﬃﬃpp ; pAN; satisﬁes (A2).
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Proposition 2.3. Let n be equal to 2. Assume that a; b and c satisfy
C4z; z ¼ 1=p2; ð2:4Þ
where
C ¼ j  b þ
ﬃﬃﬃﬃ
D
p j
2að ﬃﬃﬃﬃDp þ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃD þ ð1=4Þjcjp Þ:
Then a satisfies (A2) i.e., belongs to Mð2Þ: If b is replaced by b in the definition of C;
then b satisfies (A2).
Remark 2.4. (1) The number z in (2.4) is equal to 0:101321?:
(2) Any numbers a; b; c satisfying (2.3) satisfy (2.4). Hence a in Proposition 2.2 also
belongs to Mð2Þ:
Example 2.3. Let a ¼ 4; bo0 and c40: Then a satisﬁes (A2). Note that this set fag
contains the sets for a ¼ 1; 2; 3; bo0 and c40:
Example 2.4. Any irrational number a ¼ ﬃﬃﬃﬃﬃﬃﬃp=2p ; pAN satisﬁes (A2).
Proposition 2.4. Let n be equal to 4. Assume that a; b; c satisfy
C43z; z ¼ 1=p2; ð2:5Þ
where
C ¼ j  b þ
ﬃﬃﬃﬃ
D
p j
2að ﬃﬃﬃﬃDp þ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃD þ ð4=25Þjcjp Þ:
Then a satisfies (A2) i.e. belong to Mð2Þ: If b is replaced by b in the definition of C;
then b satisfies (A2).
Remark 2.5. The number 3z in (2.5) is equal to 0:30396?:
Example 2.5. Let a ¼ 1; bo0 and c40: Then a satisﬁes (A2).
2.2. Proof of Proposition 2.1
We shall use the Liouville Theorem from number theory (see [Kh]).
Lemma 2.1 (Liouville). Let s41 be an integer. Any number a of As satisfies the
following Diophantine condition: There exists a constant C40 dependent on a and s
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such that
jka jjXC=js1
holds for all ð j; kÞAN  Z:
The proof is seen in [Kh].
Proof of Proposition 2.1. It is well-known [W] that m1=2j ¼ ð j  1=2Þp and m1=2j ¼ jp:
Hence it follows from Lemma 2.1 that (A2) holds for all real algebraic numbers a of
degree 2: &
2.3. Proof of Proposition 2.2
We shall need a more precise version for algebraic numbers of degree 2 of the
Liouville Theorem and the asymptotic properties of the zeros m3=2j of the 3/2-order
Bessel function.
Lemma 2.2. a satisfies
jka ð j þ 1=2ÞjX C
j þ 1=2 for all ð j; kÞAN  N: ð2:6Þ
Here
C ¼ j  b þ
ﬃﬃﬃﬃ
D
p j
4að ﬃﬃﬃﬃDp þ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃD þ ð4=9Þjcjp Þ:
b satisfies (2.6) by replacing b by b in C:
Proof. Denote 1=a by x equal to ðb  ﬃﬃﬃﬃDp Þ=2c: x is a solution of ðÞcx2 þ bx þ a ¼
0: Let another solution of ðÞ be Z: Then we have
jx xj ¼ jcx
2 þ bx þ aj
jcjjZ xj :
Setting x ¼ k=ð j þ 1=2Þ; we have
x k
j þ 1=2

 ¼ jck2 þ bkð j þ 1=2Þ þ að j þ 1=2Þ2jjcjjZ k=ð j þ 1=2Þj 1ð j þ 1=2Þ2
X
1
4jcjjZ k=ð j þ 1=2Þj
1
ð j þ 1=2Þ2: ð2:7Þ
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Let d be any ﬁxed positive number. Let j and k satisfy
x k
j þ 1=2

4d:
Then clearly
x k
j þ 1=2

4dð j þ 1=2Þ2ð j þ 1=2Þ2 X
9d
4
1
ð j þ 1=2Þ2: ð2:8Þ
Otherwise, we have
Z k
j þ 1=2

pjZ xj þ d ¼
ﬃﬃﬃﬃ
D
p
jcj þ d: ð2:9Þ
Hence it follows from (2.7) and (2.9) that
x k
j þ 1=2

X 14ð ﬃﬃﬃﬃDp þ jcjdÞ 1ð j þ 1=2Þ2 ð2:10Þ
for any j; k with jx k=ð j þ 1=2Þjpd: Therefore, by comparing (2.8) with (2.10), and
then solving equation
9d ¼ 1ﬃﬃﬃﬃ
D
p þ jcjd;
we obtain
d ¼ 2
9
1ﬃﬃﬃﬃ
D
p þ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃD þ ð4=9Þjcjp :
From (2.8) and (2.10) this leads to the following:
x k
j þ 1=2

X 1
2ð ﬃﬃﬃﬃDp þ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃD þ ð4=9Þjcjp Þ
1
ð j þ 1=2Þ2;
whence we obtain
jka ð j þ 1=2ÞjX jaj
2ð ﬃﬃﬃﬃDp þ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃD þ ð4=9Þjcjp Þ
1
j þ 1=2
¼ j  b þ
ﬃﬃﬃﬃ
D
p j
4að ﬃﬃﬃﬃDp þ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃD þ ð4=9Þjcjp Þ
1
j þ 1=2:
This leads to (2.6). In the case of b we can show (2.6) in the similar way. &
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Since the 3/2-order Bessel function J3=2ðxÞ is of the form
J3=2ðxÞ ¼ 2px
 1=2
ðcos x þ sin x=xÞ;
m3=2j is equal to the jth positive zero of tan m m: By taking
m3=2j ¼ ð j þ 1=2Þp nj ; j ¼ 1; 2;y;
we have
cot nj ¼ ð j þ 1=2Þp nj; j ¼ 1; 2;y: ð2:11Þ
Lemma 2.3. The sequence fnjg is monotone decreasing and satisfies
nj ¼ 1ð j þ 1=2Þpþ
2
3
1
ð j þ 1=2Þp
 3
þaj 1ð j þ 1=2Þp
 5
ð2:12Þ
with jajjp1:
Proof. Since 0onjop=2 holds, we have
cot nj  cot njþ1 ¼ p ðnj  njþ1Þ;
whence by the mean value theorem we obtain
nj  njþ1
sin2 cj
¼ p ðnj  njþ1Þ;
where cj is a constant between nj and njþ1: From this we have
ðnj  njþ1Þ cot2 cj ¼ p:
Hence fnjg is monotone decreasing. Let aj be equal to ð j þ 1=2Þp: First we show
njo
20
19
1
aj
o1
4
: ð2:13Þ
Since njotan nj ¼ 1=ðaj  njÞ holds, we have
njo
1
2
aj 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a2j  4
q	 

¼ 1
aj
2
1þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 ð2=ajÞ2
q :
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Noting ajXð3=2Þp; we have
1þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 2
aj
 2s
4
19
10
;
which implies (2.13). Since from the Laurent expansion we have the identity
cot x ¼ 1
x
 1
3
x  1
45
x3  cðxÞ x5:
where cðxÞ satisﬁes 0pcðxÞp1=400 for jxjp1: Hence from (2.11) we have
2n2j  3ajnj þ 3ð1þ rjÞ ¼ 0;
rj ¼ rjðnjÞ ¼ 
n4j
45
 cðnjÞn6j : ð2:14Þ
We have an estimate of rj:
0o rj ¼ jrjjp
11
400
1
a4j
o 3
50000
: ð2:15Þ
In fact, it follows from (2.13) that rj is negative, and from (2.13) and (2.15) we have
jrjj ¼
1
45
n4j þ cðnjÞn6j
p 20
19
 4
1
45
þ 1
400
20
19
 2
2
3p
 2" #
1
a4j
p 11
400
1
a4j
p 11
400
2
3p
 4
¼ 44
8100p4
o 3
50000
:
Solving Eq. (2.14) on nj; we have
nj ¼ 3
4
aj 1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 zj
q	 

; zj ¼
8
3
1þ rj
a2j
:
We have
0ozjo
32
27p2
o1
8
: ð2:16Þ
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Using the identity
1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 x
p
¼ x
2
þ
XN
k¼2
1  3?ð2k  3Þ
k!
x
2
	 
k
; jxjo1;
we obtain
nj ¼
1þ rj
aj
þ 2
3
ð1þ rjÞ2
a3j
 !
þ 3aj
4
XN
k¼3
1  3?ð2k  3Þ
k!
zj
2
 k
 I1 þ I2:
We estimate I1 and I2: First we write I1 in the form
I1 ¼ 1aj þ
2
3
1
aj
 3
þxj
1
aj
 5
; ð2:17Þ
xj ¼ rja4j þ
2
3
a2j ð2rj þ r2j Þ:
Then using (2.15), we obtain an estimate of xj:
0o xj ¼ jxj jo 3100: ð2:18Þ
In fact, it is clear that xj is negative, and since the identity
jxjj ¼ jrjja4j 1þ
4
3a2j
þ 2
3a2j
rj
 !
holds, we have, from (2.15)
jxjjo jrjja4j 1þ
4
3a2j
 !
p 11
400
1þ 16
27p2
 
p 11
400
1þ 1
11
 
¼ 3
100
:
Next we give the estimate of I2: Since we have
I2p
16
9
ð1þ rjÞ3
a5j
XN
k¼3
1  3?ð2k  3Þ
k!
zj
2
 k3
p 16
9
1
a5j
1
2
þ 5
16
zj þ
XN
k¼5
3
2
5
6
 7
8
?
2k  3
2k  2
 
1
k
zk3j
" #
;
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it follows from (2.16) that
I2p
16
9
1
a5j
1
2
þ 5
16
1
8
þ
XN
k¼5
3
2k
1
8
 k3" #
p 16
9
1
a5j
1
2
þ 5
128
þ 3
10
XN
k¼5
1
8
 k3" #
p 16
9
1
2
þ 5
128
þ 3
560
 
1
a5j
p 271
280
1
a5j
:
Hence I2 is written of the form
I2 ¼ bja5j
with 0pbjp
271
280
:
By this fact and (2.17)–(2.18) nj is of the form
nj ¼ I1 þ I2
¼ 1
aj
þ 2
3
1
aj
 3
þðxj þ bjÞ
1
aj
 5
and
jxj þ bjjp
3
100
þ 271
280
¼ 2794
2800
o1:
This implies (2.12). &
We shall prove Proposition 2.2. We estimate jm3=2j  2kpaj from below as follows.
Since we have
jm3=2j  2kpajX jaj  nj  2kpaj
X jaj  2kpaj  nj
X pjð j þ 1=2Þ  2kaj  nj;
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it follows from Lemmas 2.2 and 2.3 and (2.3) that
jm3=2j  2kpajX
p2C
aj
 1
aj
 2
3
1
aj
 3
aj 1aj
 5
X p2C  1 2
3
1
aj
 2
jajj 1aj
 4 !
1
aj
X p2C  1 8
27p2
1þ 2
3p2
  
1
aj
¼ C˜
aj
;
where C˜40 is a constant related to (2.3). This proves Proposition 2.2. &
2.4. Proof of Proposition 2.3
The method of the proof is similar to the previous subsection. We prepare some
lemmas.
Lemma 2.4. a satisfies
jka ð j  1=4ÞjX C0
j  1=4 for all ð j; kÞAN  N: ð2:19Þ
Here
C0 ¼ j  b þ
ﬃﬃﬃﬃ
D
p j
16að ﬃﬃﬃﬃDp þ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃD þ ð1=4Þjcjp Þ:
b satisfies (2.19) by replacing b by b in C0:
The proof of this lemma is done along the line of Lemma 2.2. Hence we shall omit
the detailed calculations. Note that 8C0 is equal to C deﬁned in Proposition 2.3.
Proof. Let a; x and Z be the same as those of Lemma 2.3. Repeating the same
process as in the proof of Lemma 2.3 and calculating similarly, we obtain
x k
j  1=4

4 c0ð j  1=4Þ2;
where
c0 ¼ min d; 1
16ð ﬃﬃﬃﬃDp þ jcjdÞ
( )
:
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Hence taking
d ¼ 1
8ð ﬃﬃﬃﬃDp þ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃD þ ð1=4Þjcjp Þ;
we have
x k
j  1=4

X 1
8ð ﬃﬃﬃﬃDp þ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃD þ ð1=4Þjcjp Þ
1
ð j  1=4Þ2;
whence we obtain
jka ð j  1=4ÞjX j  b þ
ﬃﬃﬃﬃ
D
p j
16að ﬃﬃﬃﬃDp þ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃD þ ð1=4Þjcjp Þ
1
j  1=4:
This proves Lemma 2.4. &
Since n is equal to 2 i.e., n ¼ 0; we deal with the zero points fm0j g of J0ðxÞ: We need
the asymptotic property of fm0j g: Set m0j ¼ aj þ nj and aj ¼ ð j  1=4Þp:
Lemma 2.5. The sequence fnjg is monotone decreasing and satisfies
nj ¼ 1
8
1
aj
 31
384
1
aj
 3
þaj 1aj
 5
with jajjp1:
The proof is seen in [W, p. 504–505].
Now we show Proposition 2.3. We proceed in the same way as in the proof of
Proposition 2.2. Using Lemmas 2.4 and 2.5 and (2.19), we have
jm0j  2kpajX jaj þ nj  2kpaj
X pjð j  1=4Þ  2kaj  nj
X p2C0
1
aj
 1
8
1
aj
 31
384
1
aj
 3
þaj 1aj
 5" #
X p2C0  1
8
þ 31
384
1
aj
 2
jajj 1aj
 4 !
1
aj
X p2C0  1
8
 
1
aj
:
¼ C˜
aj
:
Here C˜40 is a constant related to (2.19). This gives the conclusion.
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2.5. Proof of Proposition 2.4
The method of the proof is similar to the previous subsections.
Lemma 2.6. a satisfies
jka ð j þ 1=4ÞjX C1
j þ 1=4 for all ð j; kÞAN  N: ð2:20Þ
Here
C1 ¼ j  b þ
ﬃﬃﬃﬃ
D
p j
16að ﬃﬃﬃﬃDp þ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃD þ ð4=25Þjcjp Þ:
b satisfies (2.20) by replacing b by b in C1:
The proof is the same as that of Lemma 2.4. We have only to note in the proof that
we take C1 as minfð25=16Þ@; 1=ð16ð
ﬃﬃﬃﬃ
D
p þ jcj@ÞÞg: Then we have
d ¼ 2
25
1ﬃﬃﬃﬃ
D
p þ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃD þ ð4=25Þjcjp :
Hence we obtain
jka ð j þ 1=4ÞjX C1
j þ 1=4;
where C1 is equal to ð25=16Þ@a: This shows the conclusion. Note that 8C1 is equal to
C in Proposition 2.4.
Set
m1j ¼ aj  nj; aj ¼ ð j þ 1=4Þp:
Lemma 2.7. The sequence fnjg is monotone decreasing and satisfies
nj ¼ 3
8
1
aj
 9
384
1
aj
 3
þaj 1aj
 5
with jajjp1:
The proof is done along the line of Tranter [Tr, pp. 60–61]. So it is omitted here.
We show Proposition 2.4. We proceed in the same way as in the proof of
Proposition 2.2. Using Lemmas 2.6 and 2.7 and (2.5), we have
jm1j  2kpajX jaj  nj  2kpaj
X pjð j þ 1=4Þ  2kaj  nj
X p2C1
1
aj
 3
8
1
aj
 9
384
1
aj
 3
þaj 1aj
 5" #
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X p2C1  3
8
þ 9
384
1
aj
 2
jajj 1aj
 4 !
1
aj
X p2C1  3
8
þ 9
384
 16
25p2
1
a2j
 !
1
aj
X
C1
z
 3
8
 
1
aj
;
which leads to the conclusion.
3. Eigenvalue problem for the d’Alembert operator @2t  D
Consider a periodic eigenvalue problem for the d’Alembert operator
ð@2t  DÞfðr; tÞ ¼ lfðr; tÞ; ðr; tÞADa;
fðr; tÞ ¼ 0; ðr; tÞA@Da;
fðr; t þ TÞ ¼ fðr; tÞ; ðr; tÞADa: ð3:1Þ
We ﬁrst consider
 DcðrÞ ¼ rcðrÞ; rAIa;
cðaÞ ¼ 0: ð3:2Þ
It is well-known [W] that (3.2) has the sequence of eigenvalues and the corresponding
sequence of the eigenfunctions
rj ¼ ðmnj =aÞ2; cjðrÞ ¼ cjrnJnðmnj r=aÞ; jAN,f0g; ð3:3Þ
where n ¼ ðn  2Þ=2: cj is the normalized constant
gn
Z a
0
Jnðmnj r=aÞ2r dr
 1=2
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2=gna2
q
Jn
0ðmnj Þ1:
Proposition 3.1. fcjg is a complete orthonormal system in X 0ðBaÞ:
Proof. The orthonormality is clear. Let us assume that for fAL2ðIa; rn1ÞZ a
0
f ðrÞcjðrÞrn1 dr ¼ 0
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for all jAZþ: Then since we have
Z a
0
f ðrÞcjðrÞrn1 dr ¼ cj
Z a
0
f ðrÞrðn1Þ=2 ﬃﬃrp Jn mnj r
a
  
dr;
it follows from the completeness of f ﬃﬃrp Jnðmnj r=aÞg that f ðrÞ ¼ 0 for almost all
rAð0; aÞ: This proves the assertion. &
Remark 3.1. Let Dkf ; k ¼ 0;y; s; belong to H10 ðBaÞ for sAZþ: Then the following
identities hold:
Dsf ¼
XN
j¼1
ðrjÞsð f ;cjÞ cj in L2ðBaÞ;
jDsf j2X 0ðBaÞ ¼
XN
j¼1
r2sj jð f ;cjÞj2:
From (3.3) we obtain the eigenvalues and the corresponding eigenfunctions of (3.1)
ljk ¼
mnj
a
 2
 2kp
T
 2
;
fjkðr; tÞ ¼
1ﬃﬃﬃﬃ
T
p exp 2pikt
T
 
cjðrÞ
for jAN; kAZ:
Lemma 3.1. ffjkg is a complete orthonormal system in X 0TðOÞ:
Proof is clear from Proposition 2.1.
Let Fjk be ð1þ rj þ ð2pkT Þ2Þ1=2fjk:
Lemma 3.2. fFjkg is a complete orthonormal system in K10 ðOÞ-X 0TðOÞ:
Proof. We set ð; ÞL2 ¼ ð; ÞL2ðOT Þ: By using integration by parts and (3.2) we have
Xm
i¼1
ð@xi f ; @xifjkÞL2 ¼ rjð f ;fjkÞL2 ;
ð@t f ; @tfjkÞL2 ¼
2pk
T
 2
ð f ;fjkÞL2 ;
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we obtain
ð f ;FjkÞH1ðOT Þ ¼ 1þ rj þ
2pk
T
 2 !1=2
ð f ;fjkÞL2 :
Hence ð f ;FjkÞH1ðOT Þ ¼ 0 implies ð f ;fjkÞL2ðOT Þ ¼ 0: From Lemma 2.1 f ¼ 0; which
proves the assertion. &
Lemma 3.3. Suppose that a and T satisfies (A2). Then
jljkjX L
a2
 
C
holds for all ð j; kÞAZþ  Z; where C is the constant in (A2) and L ¼ inf jðmnj =jÞ:
Proof. From (A2) we have
jljkj ¼
mnj
a
 2
 2kp
T
 2
X Ca2j mnj þ 2jkjpa
	 

X
LC
a2
: &
4. Periodic solutions of BVP (1.7)–(1.8)
In this section we shall show a more general version of Theorem 1.2. First, we shall
show the existence and uniqueness of periodic solution for a linear BVP. The
number-theoretic condition (A2) will be used to obtain the key-estimate. Then
applying the standard implicit function theorem to the nonlinear problem, we shall
obtain the theorem. Throughout this section we take
X ¼ X sTðOÞ-K10 ðOÞ:
4.1. BVP for linear wave equations
Consider
@2t uðr; tÞ  Duðr; tÞ ¼ hðr; tÞ; ðx; tÞAO; ð4:1Þ
uðr; tÞ ¼ 0; ðx; tÞA@O; ð4:2Þ
where hðr; tÞ is T-periodic in t:
Proposition 4.1. Let sAZþ: Assume that hðr; tÞ belongs to X ; and a; T satisfy
(A2). Then BVP (4.1)–(4.2) has a T-periodic solution uðr; tÞ unique in X :
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u satisfies
jujHsðOT ÞpCs
a2
LC
jhjHsðOT Þ; ð4:3Þ
where Cs40 is a constant dependent on s; and C is the constant in (A2).
Proof. Let s be an even number. Since h belongs to X 0T ðBaÞ; h has the Fourier–Bessel
expansion in X 0TðBaÞ:
hðr; tÞ ¼
X
jAN; kAZ
hjk fjk; hjk ¼ ðh;fjkÞ: ð4:4Þ
We formally expand a solution u into the Fourier–Bessel series
uðr; tÞ ¼
X
jAN; kAZ
ujk fjk: ð4:5Þ
Substituting (4.4) and (4.5) into (4.1), we obtain
ujk ¼ hjkljk: ð4:6Þ
Using Lemma 3.3 and (4.6), we have
X
j;k
jujkj2p a
2
L C
 2X
j;k
jhjkj2:
Hence it follows from the Parseval equality that u belongs to X 0TðOÞ and an
inequality
jujL2ðOT Þpc1jhjL2ðOT Þ ð4:7Þ
holds, where c1 ¼ a2=LC: In order to obtain the higher order differentiability of u;
we operate D j@kt to (4.1) and set v ¼ D j@kt u: Then we have
@2t v  Dv ¼ D j @kt h:
Since D j@kt h; 2j þ kps; belongs to X 0TðOÞ; it follows from (4.7) that each v; 2j þ
kps; belongs to X 0ðOTÞ and
jvjL2ðOT Þpc1 jD j@kt hjL2ðOT Þ; 2j þ kps:
Clearly we have
jD j@kt hjL2ðOT Þpc2jhjHsðOT Þ;
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where c2 depends on s: On the other hand, it follows from the elliptic technique [A,
Theorem 9.11] and Eq. (4.1) that
jujHsðOT Þpc3
X
2jþkps
jD j @kt ujL2ðOT Þ þ jhjHsðOT Þ
 !
;
where c3 depends on s: Hence (4.3) holds and u belongs to X
s
T ðOÞ:
Since by Lemma 3.2 the linear hull of ffjkg is dense in K10 ðOÞ; we have
u ¼
X
j;k
ujk fjkAK
1
0 ðOÞ:
This shows that u satisﬁes (4.2). The uniqueness is clear from (4.3). In the case where
s is odd the similar argument as above leads to the conclusion. &
4.2. BVP for nonlinear wave equations
We consider BVP for the nonlinear wave equation
@2t u  Du ¼ egðr; t; uÞ; ðx; tÞAO;
uðr; tÞ ¼ 0; ðx; tÞA@O: ð4:8Þ
Theorem 4.1. Assume (A1) and (A2). Let sAN with sX½ðn þ 1Þ=2	 þ 3: Then there
exists a constant e040 dependent on s; C such that for any e with jejpe0 BVP (4.8) has
a T-periodic solution u in X : u is locally unique in X :
Proof. We denote @2t  D by A; and set j  jHs ¼ j  jHsðOT Þ: In this proof we set
constants ck; k ¼ 1; 2;y depending on s and the supremum of g and its derivatives
up to order s þ 1:
We take a constant M40 so as to satisfy
2Csa
2
LC
jgðr; t; 0ÞjHspM:
We set
BM ¼ fwAX ; jwjHspMg;
and Ds ¼ Csa2=LC:
We consider an operator Re ¼ eA1g: We shall show by the contracting mapping
principle that Re has a unique ﬁxed point in BM : By applying Theorem in [Ya1,
Appendix, p. 303] and Proposition 4.1, we have ReðuÞAX for any uAX : Since we
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have, for uABM ;
jReðuÞjHspjejDsc1ðM þ 1Þ:
We note that in the proof of Theorem in [Ya1], c1 is equal to
c supj@ax@bt @ru gðx; t; uÞj;
where the supremum is taken with respect to ðx; t; uÞA %O WR and jaj þ bþ rps þ
1; and c40 is a constant independent of e: Hence from (A2) c1 is taken
independently of e: Thus Re maps BM into BM for any e with jejpe1 ¼ M=ððM þ
1ÞDsc1Þ:
We have, for u; vAX ;
jReðuÞ  ReðvÞjHsp jejDsjgðuÞ  gðvÞjHs
p jejDsc2ju  vjHs : ð4:9Þ
This shows that Re is contracting for e with jejpe2 ¼ 1=ð2c2 DsÞ: Therefore Re
has a ﬁxed point u in BM for jejpe0 ¼ minðe1; e2Þ: Clearly u is the solution of
BVP (4.8). &
5. Inﬁnitely many periodic solutions of a nonlinear wave equation (1.1)
In this section we shall be concerned with the free vibrations of the nonlinear wave
equation
@2t uðr; tÞ  Duðr; tÞ ¼ f ðr; uðr; tÞÞ; ðx; tÞAO; ð1:1Þ
where f ðr; uÞ satisﬁes (A), and prove Theorem 1.1. Recall that the space dimension is
equal to 1 or 3.
Throughout this section we shall take sX½ðn þ 1Þ=2	 þ 3 to obtain classical
solutions.
First, we deal with the following ODE:
d2y
dt2
þ pðyÞ ¼ 0: ð5:1Þ
We deﬁne qðyÞ by R y0 pðrÞ dr:
Lemma 5.1. Assume that pðyÞ is of CN in R1; monotone increasing, and satisfies
pð0Þ ¼ p0ð0Þ ¼ 0 and
lim
y-þN pðyÞ ¼ þN; limy-N pðyÞ ¼ N; limy-7N p
0ðyÞ ¼ þN:
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Then for any constant c40 Eq. (5.1) has a periodic solution yðt; cÞ of CN in R1 that
describes the phase curve
’y2 þ 2qðyÞ ¼ c: ð5:2Þ
The period T is given by
T ¼ TðcÞ ¼ 2
Z b
a
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
c  2qðyÞp dy; ð5:3Þ
where a; b are the zero points of c  2qðyÞ with ao0ob: T depends on c continuously.
Proof. qðyÞ is nonnegative, monotone decreasing in ðN; 0Þ and monotone
increasing in ½0;þNÞ; satisﬁes qð0Þ ¼ 0; and grows up to þN as y-7N: Clearly
(5.2) holds from Eq. (5.1). Hence the phase orbit (5.2) is a closed and smooth curve
in ðy; ’yÞ-phase space. This means that for any given c40 the solution yðtÞ of (5.1) is
periodic. (5.3) is clear by integrating ’y ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
c  2qðyÞp for ’y40 and ’y ¼  ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃc  2qðyÞp
for ’yo0: The continuity of TðcÞ is simply shown from (5.3). &
Remark 5.1. Under the conditions of Lemma 5.1, one can show
lim
c-þ0
TðcÞ ¼ þN; lim
c-þN TðcÞ ¼ 0:
From now on through this section, we set gðr; yÞ ¼ f ðr; yÞ for simplicity. Deﬁne
Gðr; yÞ ¼
Z y
0
gðr; rÞ dr:
From (1.2) in (A) gðr; yÞ and Gðr; yÞ are written of the form
gðr; yÞ ¼ y3hðr; yÞ and Gðr; yÞ ¼ y4 Hðr; yÞ;
where hðr; yÞ and Hðr; yÞ are of CN: From (1.5)
0o inf
yAR1
hða; yÞp sup
yAR1
hða; yÞoþN: ð5:4Þ
Hðr; yÞ satisﬁes
Hðr; yÞ ¼ 1
y4
Z y
0
gðr; xÞ dx ¼ 1
y4
Z y
0
x3 hðr; xÞ dx;
Hðr; 0Þ ¼ hðr; 0Þ=4; ð5:5Þ
0o inf
yAR1
Hða; yÞp sup
yAR1
Hða; yÞoþN:
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Without loss of generality, we assume
hða; 0Þ ¼ 1:
We set
H0 ¼ inf
yAR1
Hða; yÞ; h0 ¼ inf
yAR1
hða; yÞ;
h˜k ¼ sup
jyjpC0; 0pjpk
j@ jy hða; yÞj for k ¼ 0; 1;y;
where C0 ¼ ð2h10 Þ1=4: From (1.5) we see H0Xh0=440:
Now we shall deal with the following second order ODE:
y¨ þ n2y3hða; nyÞ ¼ 0; ð5:6Þ
where n is a positive parameter. We set, in Lemma 5.1
pðyÞ ¼ pðy; nÞ ¼ n2y3hða; nyÞ ¼ 1
n
gða; nyÞ;
FðyÞ ¼Fðy; nÞ ¼
Z y
0
pðxÞ dx:
Clearly
FðyÞ ¼ 1
n2
Z ny
0
gða; xÞ dx ¼ n2y4Hða; nyÞ: ð5:7Þ
From (5.6) we have the energy identity
’y2 þ 2FðyÞ ¼ c: ð5:8Þ
Eq. (5.6) has a two-parameter family of periodic solutions yðtÞ ¼ yðt; n; cÞ with
parameters c; n40 and periods
T ¼ Tðn; cÞ ¼ 2
Z b
a
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
c  2FðyÞp dy; ð5:9Þ
where a ¼ aðn; cÞ and b ¼ bðn; cÞ are the zero points of c  2FðyÞ:
Throughout this section, let k be a constant with 0oko1:
Lemma 5.2. yðt; n; cÞ has estimates
j yðt; n; cÞjpC0ðcn2Þ1=4n1; ð5:10Þ
j ’yðt; n; cÞjpðcn2Þ1=2 n1: ð5:11Þ
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Moreover if cn2ok; then
j yðkÞðt; n; cÞjpCkðcn2Þðkþ1Þ=4n1 for kX2; ð5:12Þ
where Ck40 are constants dependent on k; h0; h˜k and independent of c and n:
Proof. Throughout this proof let ci40; i ¼ 1; 2;y be constants independent of c; n:
We have, from (5.7) and (5.8),
n2
Z y
0
Z3hða; nZÞ dZpc=2:
Hence (5.10) holds with C0 ¼ ð2h10 Þ1=4: Eq. (5.11) is clear from (5.8).
We show (5.12) by induction. Note that (5.12) holds for k ¼ 0; 1: Suppose that
(5.12) holds for k þ 1: We differentiate (5.6) k-times
yðkþ2Þ ¼  n2ðy3hða; nyÞÞðkÞ
¼  n2
Xk
j¼0
k
j
 
ðy3Þð jÞhða; nyÞðkjÞ: ð5:13Þ
We calculate
ðy3Þð jÞ ¼
Xj
l¼0
j
l
 Xl
s¼0
l
s
 
yðsÞyðlsÞyð jlÞ ð5:14Þ
and
hða; nyÞðmÞ ¼
Xm
j¼1
n j
X
a
Cjah
ð jÞ
y ða; nyÞðyð1ÞÞa1?ðyðmÞÞam ; ð5:15Þ
where
P
a is taken with respect to a ¼ ða1;y; amÞAZmþ with a1 þ?þ am ¼ j and
a1 þ 2a2 þ?þ mam ¼ m: We have, from (5.14)
jðy3Þð jÞjp cj
Xj
l¼0
jyð jlÞj
Xl
s¼0
jyðsÞjjyðlsÞj
p cj
Xj
l¼0
cð jlþ1Þ=4nð jl1Þ=2
Xl
s¼0
cðsþ1Þ=4nðs1Þ=2cðlsþ1Þ=4nðls1Þ=2
p cjcð jþ3Þ=4nð j3Þ=2:
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Also from (5.15) and cn2o1 we have
jhða; nyÞðmÞjp cm
Xm
j¼1
n j
X
a
jyð1Þja1?jyðmÞjam
p cm
Xm
j¼1
n j
X
a
cð1þ1Þa1=4nð11Þa1=2?cðmþ1Þam=4nðm1Þam=2
¼ cm
Xm
j¼1
cðmþjÞ=4nðmþjÞ=2
p cmcm=4nm=2:
From these and (5.13) we have
jyðkþ2Þj ¼ n2jðy3 hða; nyÞÞðkÞj
p ckn2
Xk
j¼0
jðy3Þð jÞjjhða; nyÞðkjÞj
p ckn2
Xk
j¼0
cð jþ3Þ=4nð j3Þ=2cðkjÞ=4nðkjÞ=2
p ckcðkþ3Þ=4nðkþ1Þ=2:
This shows (5.12). &
From this lemma we easily have the following.
Corollary 5.1. Let cn2ok: Let m be any integer X2 and j be any nonnegative integer.
Then
jðyðt; n; cÞmÞð jÞjpCj;mcð jþmÞ=4nð jmÞ=2;
where Cj;m40 is a constant.
Remark 5.2. Consider the typical example f ðr; uÞ ¼ AðrÞu3 in the introduction. Let
AðaÞ ¼ 1 for simplicity. Then Eq. (5.6) becomes
y¨ þ n2y3 ¼ 0;
and one has
FðyÞ ¼ n
2
4
y4; F1ðsÞ ¼
ﬃﬃﬃ
2
p
s1=4=
ﬃﬃ
n
p
for sX0:
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Hence it follows from (5.9) that
T ¼ 2
1=4Bð1=4; 1=2Þ
ðcn2Þ1=4
;
where Bðp; qÞ is the Beta function.
We give the following lemma.
Lemma 5.3.
T ¼ Tðn; cÞ ¼ 2
3=4
ðcn2Þ1=4
X2
i¼1
Z 1
0
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 sp s3=4
H3G1i ðcn2 s=2Þ3=4
h3G1i ðcn2s=2Þ
ds ð5:16Þ
holds, where G1i ðsÞ; i ¼ 1; 2; are the inverse functions of Gða; yÞ respectively for yX0
and yp0:
Proof. From (5.9) we have
T=2 ¼
Z 0
a
þ
Z b
0
 
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
c  2FðyÞp dy
 I1 þ I2:
We calculate only I2: I1 is calculated in the similar way. By a change of variable
s ¼ 2FðyÞ=c we have
I2 ¼
ﬃﬃ
c
p
2
Z 1
0
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 sp
1
p3F1ðcs=2Þ ds;
where F1ðsÞ is an inverse function of FðyÞ for yX0: Since
G11 ðxÞ ¼
x1=4
H3G11 ðxÞ1=4
;
where H3G11 ðxÞ ¼ Hða; G11 ðxÞÞ; we have
F1ðsÞ ¼ 1
n
G11 ðn2sÞ ¼
1ﬃﬃ
n
p s
1=4
H3G11 ðn2sÞ1=4
for sX0:
Hence we have
p3F1ðsÞ ¼ n2ðF1ðsÞÞ3hða; nF1ðsÞÞ
¼ ﬃﬃnp s3=4
H3G11 ðn2 sÞ3=4
hða; nF1ðsÞÞ:
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Using this, we obtain
I2 ¼ 1ð2cn2Þ1=4
Z 1
0
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 sp s3=4
H3G11 ðcn2 s=2Þ3=4
h3G11 ðcn2s=2Þ
ds;
where h3G11 ðxÞ is deﬁned in the same way as H3G11 ðxÞ: Similarly we have
I1 ¼ 1ð2cn2Þ1=4
Z 1
0
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 sp s3=4
H3G12 ðcn2s=2Þ3=4
h3G12 ðcn2s=2Þ
ds:
Thus the lemma is proved. &
Remark 5.3. From Lemma 5.3 T depends only on cn2 as a function of ðn; cÞ:
From Lemma 5.3 we have the following corollary.
Corollary 5.2. Let Z ¼ cn2: Then
lim
Z-þ0
Tðn; cÞ ¼ þN and lim
Z-þN Tðn; cÞ ¼ 0: ð5:17Þ
Proof. It follows from (5.4) and the inequality in (5.5) that the integrands of (5.16)
are bounded from above and below by
Const:
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 sp s3=4
for any sAð0; 1Þ; where Const:s are positive and independent of Z: Therefore the
integrals of (5.16) are convergent and bounded from above and below by positive
constants independent of Z: Hence from (5.16) one has (5.17). &
From this corollary and the intermediate value theorem we obtain the following
corollary.
Corollary 5.3. Let T040 be any given number. Then there exists a constant Z40 such
that Tðn; cÞ ¼ T0 holds for any ðn; cÞAR1þ  R1þ satisfying cn2 ¼ Z:
We shall proceed to prove Theorem 1.1. We shall transform Eq. (1.1) by changing
u to w as follows. Let n ¼ ez: For every solution yðtÞ ¼ yðt; e; z; cÞ of (5.6) we set
uðr; tÞ ¼ eðwðr; t; e; z; cÞ þ zyðtÞÞ: ð5:18Þ
Then Eq. (1.1) becomes
@2t w  Dw ¼ gðr; t; w; e; z; cÞ; ð5:19Þ
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where
gðr; t; w; e; z; cÞ ¼ e2½z3yðtÞ3hða; ezyðtÞÞ
 ðw þ zyðtÞÞ3hðr; eðw þ zyðtÞÞÞ	
 I1ðt; e; z; cÞ þ I2ðr; t; w; e; z; cÞ: ð5:20Þ
We impose the Dirichlet boundary condition
wða; t; e; z; cÞ ¼ 0: ð5:21Þ
Proposition 5.1. gðr; t; w; e; z; cÞ is T-periodic in t and of CN-class in ðx; t; w; e; z; cÞ in
O WR  ð0; *eÞ  ð0;þNÞ  ð0;þNÞ; where *e40 is a constant. gða; t; 0; e; z; cÞ ¼ 0
holds.
In fact, yðtÞ is T-periodic and of CN with respect to ðt; c; e; zÞAR1t  ð0;þNÞ 
ð0; *eÞ  ð0;þNÞ; and satisﬁes (5.6). Hence from (5.20) the proposition follows.
From now on throughout this section, Cs40 are constants independent of c; e; z
and dependent on s:
Lemma 5.4. Let cn2ok: Then
jyjHspCsðcn2Þ1=8n1:
Proof. We have, from Lemma 5.2,
jyj2Hs ¼
Xs
k¼0
Z T
0
yðkÞðtÞ2 dt
p c0T max
0ptpT
yðtÞ2
p c0ðcn2Þ1=4ðcn2Þ1=2n2
p c0ðcn2Þ1=4n2;
where c040 are constants suitably replaced. &
Lemma 5.5. Let cn2ok and eMo1: Ii; i ¼ 1; 2; have the following estimates.
jI1ðt; e; z; cÞjHspCsðcn2Þ5=8e1: ð5:22Þ
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For wAX sTðOÞ with jwjHspM
jI2ðr; t; w; e; z; cÞjHspCsðe2M2 þ ðcn2Þ1=2ÞðM þ ðcn2Þ1=8e1Þ: ð5:23Þ
Proof. For (5.22) we have, by (5.6),
jI1j2Hs ¼
Xs
k¼0
Z T
0
ðzyðkþ2ÞðtÞÞ2 dt
p c0Tz2
Xs
k¼0
ðcðkþ3Þ=4 nðkþ1Þ=2Þ2
p c0ðcn2Þ1=4z2ðcn2Þ3=2n2
p c0ðcn2Þ5=4e2:
We show (5.23). Since sX½ðn þ 1Þ=2	 þ 3 holds, HsðOTÞ is a Banach algebra. By this
fact and Theorem in [Ya1, Appendix], we have
jI2jHs ¼ e2jðw þ zyÞ3hðr; eðw þ zyÞÞjHs
p e2jðw þ zyÞ3jHs jhðr; eðw þ zyÞÞjHs
p c1e2jðw þ zyÞ3jHsðjeðw þ zyÞjHs þ 1Þ:
We estimate jðw þ zyÞ3jHs : We have
jðw þ zyÞ3jHspjw3jHs þ 3zjw2 yjHs þ 3z2jwy2jHs þ z3jy3jHs :
Using the Rabinowitz inequality [R1, Lemma 6, p. 201] and Lemmas 5.2 and 5.4, we
have
jy3jHsp c2 sup
½0;T 	
jyðtÞj2
 !
jyjHs
p c2ðcn2Þ5=8n3:
Also we have
jw2 yjHsp c3 sup
0pjps
sup
tA½0;T 	
jyð jÞðtÞj
 !
jw2jHs
p c3ðcn2Þ1=4n1M2:
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Similarly we have
jwy2jHsp c4 sup
0pjps
sup
tA½0;T 	
jyð jÞðtÞj
 !2
jwjHs
p c4ðcn2Þ1=2n2M
p c4ðcn2Þ1=2n2M:
From these inequalities and Lemmas 5.2 and 5.4 we have
jI2jHsp c1e2ðM2 þ z2ðcn2Þ1=2n2ÞðM þ zðcn2Þ1=8n1Þ
p c1ðe2M2 þ ðcn2Þ1=2ÞðM þ ðcn2Þ1=8e1Þ;
where c140 are constants suitably replaced. This leads to the conclusion. &
By Lemma 5.5 we have the following proposition.
Proposition 5.2. Let cn2ok and eMo1: For wAX sTðOÞ with jwjHspM
jgðr; t; w; e; z; cÞjHspCsðe2M2 þ ðcn2Þ1=2ÞðM þ ðcn2Þ1=8e1Þ:
Proposition 5.3. cn2ok and eMo1: For viAX sT ðOÞ; i ¼ 1; 2; with jvijHspM
jgðr; t; v1; e; z; cÞ  gðr; t; v2; e; z; cÞjHs
pCsðeM þ ðcn2Þ1=4ÞðeM þ ðcn2Þ1=8Þ jv1  v2jHs : ð5:24Þ
Proof. We set gðr; t; vÞ ¼ gðr; t; v; e; z; cÞ for simplicity. We have
jgðr; t; v1Þ  gðr; t; v2ÞjHs
¼ e2jðv1 þ zyÞ3hðr; eðv1 þ zyÞÞ  ðv2 þ zyÞ3hðr; eðv2 þ zyÞÞjHs
pe2ðjðv1 þ zyÞ3½hðr; eðv1 þ zyÞÞ  hðr; eðv2 þ zyÞÞ	jHs
þ j½ðv1 þ zyÞ3  ðv2 þ zyÞ3	 hðr; eðv2 þ zyÞÞjHsÞ
 J1 þ J2:
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We estimate J1: Similarly to the proof of Lemma 5.5 we see, by Theorem in [Ya1,
Appendix],
J1pc1ðe2M2 þ ðcn2Þ1=2ÞðeM þ ðcn2Þ1=8Þjv1  v2jHs : ð5:25Þ
Also we have, by Theorem in [Ya1, Appendix],
J2p c2e2ðjðv1 þ zyÞ2jHs þ jðv1 þ zyÞðv2 þ zyÞjHs þ jðv2 þ zyÞ2jHsÞ
 ð1þ ejv2 þ zyjHsÞjv1  v2jHs :
By Lemma 5.4 and the Rabinowitz inequality we have
jðvi þ zyÞ2jHsp c0 sup
ðx;tÞAO
jviðr; tÞ þ zyðtÞjjvi þ zyjHs
p c0ðM þ ðcn2Þ1=4e1ÞðM þ ðcn2Þ1=8e1Þ:
The estimate of jðv1 þ zyÞðv2 þ zyÞjHs is the same. Thus we obtain
J2pc2ðeM þ ðcn2Þ1=4ÞðeM þ ðcn2Þ1=8Þjv1  v2jHs : ð5:26Þ
From (5.25) and (5.26) we have (5.24). &
We shall deal with BVP (5.19)–(5.21) and show the existence of periodic solution
for any given ðe; z; cÞ with some smallness relations. Let P be the set of ðn; cÞAR1þ 
R1þ for which Tðn; cÞ satisﬁes (A2). Let n be any of 1; 3: According to Corollary 2.1
corresponding to n ¼ 1; 3; we take sequences fakg and f *Ckg deﬁned by
ak ¼ 2
bk þ
ﬃﬃﬃﬃﬃﬃ
Dk
p ; *Ck ¼ 2ﬃﬃﬃﬃﬃﬃ
Dk
p þ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃDk þ 4p ; ð5:27Þ
that satisfy (A2) and tend to 0 as k-þN: We set Tk ¼ a=ak: It follows from
Corollaries 5.2 and 5.3 that there exists a sequence fðnk; ckÞgNk¼1CP such that
Tðnk; ckÞ ¼ Tk and ckn2k-0 as k-þN: Thus we have fðnk; ckÞgCP with
limk-þN ck n2k ¼ 0 such that limk-þN Tðnk; ckÞ ¼ þN and ak ¼ a=Tðnk; ckÞ satisﬁes
(A2) with C ¼ *Ck: It follows from Lemma 5.3 and (5.27) that
D1ðckn2kÞ1=4pTkpD2ðckn2kÞ1=4;
D1ðckn2kÞ1=4p C˜kpD2ðckn2kÞ1=4; ð5:28Þ
where Di40; i ¼ 1; 2; are constants independent of k:
We shall again apply the contraction mapping principle. We shall take positive
monotone decreasing sequences fekg; fzkg tending to 0 so as to satisfy nk ¼ ekzk: Let
di40; i ¼ 1; 2;y; be constants independent of k suitably taken in every calculation.
We shall proceed in the similar but more delicate way as in the proof of Theorem 4.1.
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Consider a mapping A1g: Note that gðr; t; 0; ek; zk; ckÞ does not vanish identically
by (1.3) in (A). Let Xk be X
s
Tk
ðOÞ-K10 ðOÞ: By Proposition 5.1 gðr; t; w; e; m; cÞ belongs
to Xk for wAXk: It follows from Proposition 5.1 that for wAXk; A1 gðwÞ belong to
Xk: Let fMkg be a sequence deﬁned by
Mk ¼ dðckn2kÞ3=8e1k ; ð5:29Þ
where d41 is a constant determined later. We take ck; zk; ek so as to satisfy Mkp1
and Mk-0 as k-þN: Let Mk be ﬁxed for suitably large k: Let us show that
A1gðwÞABMk for wABMk : ð5:30Þ
By Propositions 4.1 and 5.2 we obtain
jA1gðwÞjHsp ðCsa2=LÞð1= *CkÞjgðr; t; wðr; tÞ; ek; zk; cÞjHs
p d1ð1= *CkÞðe2kM2k þ ðckn2kÞ1=2ÞðMk þ ðckn2kÞ1=8e1k Þ: ð5:31Þ
Then it follows from (5.28), (5.31) and (5.29) that
jA1 gðwÞjHspd2ðd2ðckn2kÞ1=4 þ 1Þððck n2kÞ1=4 þ d1ÞMk:
Taking d ¼ 2 maxðd2; 1Þ and k suitably large, we obtain (5.30).
Next by applying Proposition 4.1 to BVP (5.19)–(5.21) and using the inequality in
Proposition 5.3, we have
jA1 gðw1Þ  A1 gðw2ÞjHsp
Csa
2
L
1
C˜k
jgðr; t; w1Þ  gðr; t; w2ÞjHs
p d3
1
C˜k
ðekMk þ ðckn2kÞ1=4ÞðekMk þ ðckn2kÞ1=8Þ
 jw1  w2jHs
p d3ðekMkðckn2kÞ1=4 þ 1ÞðekMk þ ðckn2kÞ1=8Þ
 jw1  w2jHs
¼ d3ðckn2kÞ1=8ðdðckn2kÞ1=8 þ 1Þðdðckn2kÞ1=4 þ 1Þ
 jw1  w2jHs :
By taking k suitably large so as to satisfy
d3ðckn2kÞ1=8ðdðckn2kÞ1=8 þ 1Þðdðckn2kÞ1=4 þ 1Þo12;
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it follows that
jA1gðw1Þ  A1gðw2ÞjHsp12jw1  w2jHs :
Hence A1g is a contraction mapping in BMk : Therefore A
1gðwÞ has a ﬁxed point w
in BMk : As in Section 4 we can show in a usual way that w ¼ wk is a locally unique
Tk-periodic solution in Xk: Then returning to (5.18), we obtain Tk-periodic solutions
u ¼ ukðr; tÞ; k ¼ 1; 2;y of (1.1) in X sTkðOÞ: Thus Eq. (1.1) has inﬁnitely many
periodic solutions with periods fTkg:
From Proposition 2.1, Remarks 2.1 and 2.2 it easily follows that for n ¼ 1; 3 we
can take the set faig of all positive algebraic numbers of degree 2 satisfying (A2) and
dense in R1þ i.e., each ai is a solution of an algebraic equation of degree 2; aix
2 þ
bix þ ci ¼ 0; where ai is a positive integer and bi; ci are integers. On the other hand
we see from Proposition 2.1 that the constant Ci in (A2) corresponding to ai can be
taken as
Ci ¼ 2ﬃﬃﬃﬃﬃ
Di
p þ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃDi þ 4aip ; Di ¼ b2i  4aici:
Hence the constant aTi=ð2pCÞ in Proposition 4.1 is equal to
a2
2paiCi
¼ a
2
2p
aið
ﬃﬃﬃﬃﬃ
Di
p þ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃDi þ 4aip Þﬃﬃﬃﬃﬃ
Di
p þ jbij
:
Although the right-hand side may be unbounded in i; as we see in the proof of
Theorem 1.1, we are able to take ei; zi; ci sufﬁciently small so that the contracting
mapping principle holds. Thus we obtain Ti-periodic solutions uiðr; t; ei; zi; ciÞ for
every ðei; zi; ciÞ constructed in the same way as above. Thus we are able to take the
sequence of periods fTig ¼ fa=aig dense in some interval in R1þ:
Remark 5.4. In our results the cardinal number of the set of periods is countable. In
[Cr-Wa,Wa] 1-D wave equation with potential is treated. Using the generalised
Newton method in inﬁnite dimensional dynamical system, they obtained the results
that the cardinal number of the set of periods is uncountable.
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