Abstract-The objective of this work was to evaluate the lesion detectability performance of four fully-3D PET reconstruction schemes using experimentally acquired data.
I. INTRODUCTION
ECONSTRUCTION of fully-three dimensional (3D) positron emission tomography (PET) data has undergone a number of algorithmic advances in recent years. Most modern PET tomographs can be operated in fully-3D mode without interslice septa, providing a high-sensitivity acquisition mode. One landmark reconstruction approach for such fully-3D data is the use of Fourier rebinning (FORE, [1, 2] ) followed by two-dimensional (2D) iterative reconstruction with, e.g., the ordered-subsets expectation-maximization (OSEM) algorithm [3, 4] . computationally-expensive fully-3D reconstruction problem to a more tractable 2D problem without axial blurring associated with the rebinning process, and has become a widely-accepted and used method for reconstructing fully-3D PET data. One shortcoming of FORE is that it alters the statistical nature of the projection data-since the rebinned data are no longer Poisson distributed, reconstruction of these data do not gain the full statistical benefit of maximum-likelihood (ML) reconstruction algorithms.
Maximum-likelihood estimators provide the unbiased solution with minimum variance, and reconstruction algorithms based on ML estimation theory have received significant attention for PET reconstruction [5, 6] . Since it is desirable to preserve the Poisson statistics of the measurement when using ML-based algorithms, reconstruction of fully-3D PET data without first rebinning into multi-slice 2D data is of great interest. A number of different approaches to statistical fully-3D PET reconstruction have been studied in various configurations. One approach has been to pre-process the measured projection data in the (historically) usual manner, obtaining evenly-spaced projection elements representing (approximate) line-integrals of the source activity distribution. Such pre-processing includes corrections for detector deadtime, uniformity, scatter, randoms, and attenuation. The processed sinograms are then reconstructed using the fully-3D MLEM or OSEM algorithms. However, the pre-processing steps spoil the Poisson statistics so that the full benefit of ML is not achieved. One significant advance in this area was to move the attenuation correction from a pre-processing step into the reconstruction matrix; since attenuation represents the correction of the largest magnitude, this helped keep the data being reconstructed much more "Poisson-like". This approach is commonly called attenuation-weighted (AW-)OSEM [7, 8] .
Further development of statistical iterative reconstruction methods has led to "LOR-based" algorithms which reconstruct directly from the raw coincidence line-of-response (LOR) data without any pre-processing [9] [10] [11] [12] [13] . All corrections are moved into the reconstruction matrix/algorithm itself. The Poisson statistics of the measurement are thus preserved, and the full benefit of ML estimation is realized. These are sometimes referred to as "Ordinary Poisson" methods.
One key component of LOR-based algorithms is that the so-called geometric or "arc" correction, which transforms between the uneven spacing of the raw coincidence lines and the evenlyspaced image voxels, must be modeled during the reconstruction. This can be done by either using an explicit reconstruction matrix, or by using a projector-backprojector pair which directly maps from the image voxels to the raw coincidence LORs (and vice versa) [13] . These LOR-based algorithms begin to approach true maximum-likelihood reconstruction; however, exact ML reconstruction requires that the full physics of the imaging process be accurately and precisely modeled. A significant component of such modeling is that the point spread function (PSF) is broad (generally much broader than a single LOR), asymmetrical, and spatially-variant. Modeling of the spatially-variant PSF during fully-3D iterative reconstruction thus has the potential for improving the reconstruction, especially in terms of the spatial resolution, and may also impact the noise qualities of the final image. Methods for modeling the spatially-variant PSF during iterative 3D PET reconstruction are under investigation by several groups [14, 15] .
Each of the reconstruction advances just reviewed have been studied in terms of their effect upon image characteristics such as spatial resolution, contrast, and noise measures. While such analysis is directly related to performance for quantitation tasks, the impact of these reconstruction advances upon lesion detection tasks is less easily determined. Visual assessment of phantom and patient images would seem to suggest overall improvements of image quality for the more sophisticated algorithms, though such assessment is subjective and may not translate to improvements in the lesion-detection task. The objective of this work was to objectively evaluate and rank the lesion-detection performance of four fully-3D PET reconstruction schemes: (1) FORE-OSEM2D, (2) AW-OSEM3D, (3) LOR-OSEM3D, and (4) LOR-OSEM3D with PSF model.
Experimentally-acquired data of an anthropomorphic phantom designed to mimic whole-body 18 Ffluorodeoxyglucose (FDG) cancer imaging was acquired, and localization receiver operating characteristics (LROC) analysis was performed using both numerical and human observers. The channelized non-prewhitened (CNPW) observer was used to study lesion-detection performance for a number of different reconstruction parameters (no. iterations, postreconstruction filter), selecting the optimal parameters for this task. The human observers than read the final images to complete the assessment of relative lesion-detection performance.
The following sections describe the experimental methods, analysis methods, results, and conclusions of the study.
II. METHODS

A. Phantom Experiments
The anthropomorphic whole-body phantom of [16] was modified and used for the current study. The phantom, shown in Fig. 1 , consists of a 3D Hoffman brain phantom (Data Spectrum Corp., Hillsborough, NC), a thorax phantom containing liver and lung compartments plus realistic rib cage and spine attenuating structures embedded in the phantom wall (Radiology Support Devices, Inc., Long Beach, CA), and a 31.8 23.4 20.0 cm elliptical cylinder (Data Spectrum) with a plastic bottle representing the pelvis and bladder. The cardiac insert and central mounting assembly of the thorax were removed, and the lungs were modified to be self-filling by perforating the lung walls and using nylon mesh bags to hold the Styrofoam beads in place. Activity concentration in the lungs with this setup was measured to average 0.37 times that of the soft tissue background, and lung density averaged 0.40 g/cc.
Two new modifications to the whole-body lesion detection phantom were implemented since [16] . The previous version of the phantom used 22 Na-filled epoxy lesions encapsulated by plastic shells; however, the~1mm thick plastic walls displaced the background activity immediately surrounding the lesions-potentially causing a visible structure on the image and affecting lesion contrast recovery. This study used "shellless" lesions consisting of a 68 Ge-infused silicone gel without an outer plastic shell as described in [17] . The second main modification was that a low water resistance open cell foam was used to fill the soft tissue background compartments of the thorax and pelvis components. This foam served two purposes. First, it provided a means for mounting the lesions wherever desired by cutting a slit in the foam and inserting the lesion. Second, the foam displaced approximately 2-3% of the background water volume and created numerous small (~1-2mm) air bubbles distributed throughout the background when filled with water. This provided a slightly non-uniform "lumpy" background, more representative of in vivo tissue than a homogenous water-filled compartment. The lesions in the liver were mounted on small diameter monofilament line, and the lesions in the lungs were packed tightly between the nylon bead bags. The phantom was scanned repeatedly over three days on a fully-3D TruePoint Biograph with TrueV PET/CT scanner (Siemens Medical Solutions), where the CT scans were used for both attenuation correction and to aid in determining the true lesion locations (but were not provided to the readers for the observer studies). On each day, the phantom was filled with 18 F in water with activity concentrations in each compartment based on twelve oncologic FDG PET scans performed at our institution: soft tissue 1:1, liver 1.8:1, lungs (avg.) 0.37:1, brain (avg.) 6.0:1, and bladder 15:1. The total activity present at the start of scanning on each day was 4.88, 6.00, and 5.46 mCi. Days 1 and 2 had twenty-six 68 Ge lesions (diameters 6, 8, 10, 12, and 16 mm; activity concentration 0.345 μCi/cc) distributed throughout the lungs, mediastinum, liver, abdomen, and pelvis compartments. The lesions were placed in different locations each day as shown in Fig. 2 , and lesions were placed in different transverse slices as much as possible to minimize axial lesion overlap. Four whole-body scans were acquired each day over six bed positions at 4 min. per bed, with each scan starting at 55 min. intervals. This provided a total of 8 lesion-present scans and 4 lesion absent scans, where each lesion present scan had varying lesion target:background ratios as the 18 F background (T 1/2 =109.77 min.) decayed but the 68 Ge lesions (T 1/2 =270.8 days) remained essentially constant.
This provided numerous lesion target:backgrounds ranging from 1.6:1 up to 37:1 over the different phantom compartment and scans. Example maximum intensity projection (MIP) images of the scans with lesion present on day 1 (letf) and day 2 (right). These images were formed by averaging the images for all four scans from each day to obtain low noise images so that the lesions could be easily visualized, and the upper limit of the greyscale was lowered to enhance visualization of the body compartments.
B. Image Reconstruction and Processing
All scans were reconstructed using each of the four algorithms discussed earlier. The first two algorithms, FORE-OSEM2D and AW-OSEM3D, used a ray driven projector based on Joseph's method [18] , with an un-matched pixeldriven backprojector. The LOR-OSEM3D algorithms also used a ray-driven projector based on Joseph's method; however, the LOR-OSEM3D projector explicitly mapped from the image voxels to the unevenly-spaced raw coincidence LORs, and LOR-OSEM3D also used a matched ray-driven backprojector. The final algorithm incorporated an accurate model for the spatially-variant PSF into LOR-OSEM3D, using the methods described in [15] .
Each algorithm was reconstructed onto image matrices with a voxel size of 4.07 mm in-plane and slice thickness of 2.03 mm. Each reconstruction was run to ten iterations using 24 subsets (14 angles per subset), and the results of each iteration were saved. Each image was then convolved with 3D Gaussian filters with kernel widths ranging from 0.0 (no filter) to 2.0 voxels s.d. in 0.2 voxel increments (corresponding to full-width at half-maximums ranging from 0.0 to 4.7 voxels).
The images from the first two days of scanning had lesions present. The PET and CT images were used to identify the true lesion locations for each day, and the transaxial slice containing the center of each lesion was extracted from each 3D image. In cases where there was some overlap of a second lesion into the target slice, the voxels surrounding the offending non-target lesion were blended with the corresponding lesion-absent image (day 3) in order to effectively "erase" the non-target lesion from the slice. A semi-automated routine was used here, and the operator manually ensured that no remnants of the offending lesion remained in the slice, and also that the borders of the blended region were smoothly integrated into the background and could not be visually identified on the final image. For each lesion-present image, a lesion-absent image was also obtained by extracting the same slice from the corresponding day 3 scan. When more than one lesion from either day 1 or day 2 fell into nearly the same slice, a nearby lesion-absent slice was used so that no duplicate or immediately-adjacent slices were included in the extracted data. This process provided a total of 52 lesion-present and 52 lesion-absent slices, each with four different background activity levels, for a total of 208 lesionpresent and 208 lesion-absent cases. Each of these cases were reconstructed by the four reconstruction algorithms, each with 10 iterations 11 filters = 110 combinations of reconstruction parameters.
C. Channelized Non-Prewhitened Observer
Numerical observers have been found to correlate with human observer performance in many cases, though further development and evaluation is necessary to understand the capabilities and limitations of these model observers. In this work, the channelized non-prewhitened (CNPW) observer was used within the LROC framework to study the effect of changing the number of iterations and post-reconstruction filter upon lesion detection performance. Application of the CNPW in this paper draws heavily upon the work of Gifford et al. [19] , and the implementation used here is based closely upon that paper. Other model observers, such as the channelized Hotelling observer, require detailed information about image statistics that was not readily available from the phantom studies used in this work. Briefly, the CNPW observer as applied in this work computes a perception measurement, zn , at each image voxel according to:
where wn T is the CNPW template image at voxel n,f is the image to be tested, and b is the mean lesion absent image.
The CNPW template wn T is the mean 2D lesion profile over a set of training images, mathematically projected onto a set of channel responses. We used the same 10 dense difference-ofGaussian channels as described in [19] , and the interested reader is referred to that paper for additional details.
The CNPW is receptive for use with experimental phantom data because it only requires knowledge of the mean lesion profile and mean lesion-absent images, not higher-order image statistics.
For each reconstruction scheme and set of reconstruction parameters, we had 208 lesion-present images available from the phantom experiments. These included four sets each of the same 52 lesions with differing background activities (but identical relative background distributions between compartments). Similarly, each of the corresponding 52 lesion-absent slices had four scans with different activity levels but identical relative distributions. Ideally, the observer should be trained with a fraction (say 50%) of the available images, and then applied to test the remaining images; however, some compromises were needed in applying the observer to experimental data (which was limited in the number of images available).
The CNPW observer was trained as follows. The mean background image for each of the 52 lesions was obtained by averaging the corresponding lesion-absent slices. In order to separate the training images from the test images, separate background images were computed for each activity level (corresponding to the four scans acquired during radioactive decay on each day). The three lesion-absent images from the other activity levels were averaged, and the result was scaled to the desired count level. In this manner, the lesion-absent test images (f ) and corresponding mean background images ( b ) came from mutually-exclusive scans, hence any noise blobs present inf were not automatically removed through subtraction of b . The mean lesion profile image, used to compute wn T , was obtained by averaging the difference between all 208 lesion-present images (f ) and the corresponding mean-background images ( b ) just described. A better method, perhaps, would be to create a different template for each test image by averaging the other 207 lesion profiles; however, this would result in 208 template images and increased complexity of the observer. Since the difference between averaging over 207 versus 208 lesion profiles was deemed to be small, the simpler approach was used. Note, however, this means that the observer training benefited from a small degree of knowledge about the actual lesion-present images to be tested. As described, the detection task is "signal-known-statistically, background-known-(almost)-exactly" (SKS-BKE), since the lesion locations, sizes, and local characteristics are not known exactly. The background is not quite known exactly since the true noisefree background is not known, but was estimated from three noisy scans.
The CNPW observer was applied to study the effect of changing the number of iterations and post-reconstruction filter for each reconstruction scheme. In each case, all 208 lesion-present and 208 lesion-absent images were used. For each image, a mask defining the search region was created to cover all potential lesion locations but excluding voxels near the body contour or near edges between phantom structures (the CNPW observer does not perform well near such edges). The CNPW was applied to each voxel within the mask, and the location providing the highest rating zn was used as the observer's location most likely to contain a lesion. A radius of of 2.5 voxels was used as the radius of correct localization, and the fraction of lesions found was computed. The area under the curve, A LROC , was computed by Wilcoxon integration of the empirical LROC curve [20] .
D. Human Observer Study
The results of the CNPW analysis were used to select the number of iterations and strength of the post-reconstruction filter that provided the best lesion detection performance. Note that this involved reading 183,040 test images with the CNPW observer, and could not be practically accomplished with human observers.
Images for each of the four reconstruction schemes, with optimized parameters, were then read by six human observers, including five experienced Ph.D. researchers in medical imaging and one graduate student. Recall that there were 52 lesion locations, and that each location had four images with different background activity levels (resulting in different target:background ratios and noise levels). Once concern was that observers might begin to memorize lesion locations if they viewed multiple images with the same lesion location. Similarly, since the lesion contrast increased as the background decayed over the four repeat scans, visualization of each lesion differed significantly over the four scans.
Using the CNPW results and visual assessment, lesions that were deemed either obviously detectable or completely undetectable for all four reconstruction schemes were noted and excluded from the test image sets. The remaining 87 lesion-present cases and corresponding 87 lesion-absent cases were assigned to two groups: a training group of 64 images and a test group of 110 images, for each reconstruction scheme.
These images were then presented to the observers using the interface shown in Fig. 3 , where the training images for a given reconstruction scheme were read first and immediately followed by the test images for that scheme. The observers were asked to perform two tasks for each image: provide a confidence rating on a six point scale that there was or was not a lesion present in the image, and select the location most likely to contain a lesion by a mouse click. For the training images, the interface immediately provided feedback in the form of the truth regarding lesion present/absent, and the true lesion location (when present). The observers were informed that approximately half of the images would contain no lesions and half would contain exactly only lesion, and they were encouraged to use the full range of the six point scale. In order to minimize the effects of reading order, the images for each reconstruction scheme were presented in randomized order, and the order of the reconstruction schemes was likewise randomized between observers. The reading took place in a darkened room, and the display monitor settings were calibrated so that the greyscale provided a log-linear relationship [21] . No restraint was placed upon reading time, and the typical reading session lasted between 60-90 minutes. Fig. 3 . The image display interface used for the human observer studies presented a single 2D image. The observer was asked to select a confidence rating by clicking on the 6-point scale as shown, and mark the location in the image most likely to contain a lesion (red crosshairs). When training, the interface then would provide feedback as to the truth (lesion present vs. absent) and actual lesion location (when present).
Once complete, the observer data were analyzed to compute the probability of correct localization (or more simply, the fraction found) for each reconstruction scheme, and the area under the LROC curve. Swensson's LROCFIT code [22] was initially used to fit LROC curves and compute A LROC ; however, numerous instances of singular matrices and fitting failures were encountered. At present, this was overcome by using Wilcoxon numerical integration to compute A LROC for each case. Gifford et al. [19] compared Wilcoxon estimates of A LROC with LROCFIT results and did not find appreciable differences. A two-way ANOVA with the Tukey HSD test was used to test statistical significance of the results. Fig. 4 shows example reconstructed images for each of the four reconstruction schemes. We now present the results of the model and human observer studies.
III. RESULTS
A. Model Observer Results
The CNPW observer was applied to all 208 lesion-present and 208 lesion-absent 2D images for each reconstruction scheme as described in the Methods. Fig. 5 shows A LROC plotted as a function of the Gaussian filter size for iterations 1-10 of each algorithm. These data reveal interesting trends with respect to lesion-detection performance (as measured by A LROC ) for the different reconstruction parameters. All algorithms showed rapid improvement in A LROC over the first 5-6 iterations.
Beyond 6 iterations, however, FORE-OSEM2D and AW-OSEM3D plateaued and experienced slight losses in performance for later iterations, whereas the LOR-based algorithms with better statistical modeling showed gradual improvement in A LROC out to the maximum number of iterations studied (10) . This may reflect a difference in the rate of recovery of image features for the different algorithms, but it also may suggest that the more sophisticated algorithms are able to recover more information about the source distribution (which requires more iterations).
Another interesting trend shown in Fig. 5 is that each algorithm without PSF modeling had a peak in A LROC for filter s.d. of about 0.6-0.8 voxels, whereas the algorithm with PSF modeling displayed different behavior. When modeling the PSF, near-maximal A LROC was obtained with no postreconstruction filter. Performance improved marginally up to a filter s.d. of 0.4 voxels, beyond which A LROC dropped with increasing filter strength. This is consistent with previous results showing improved spatial resolution for the same noise levels with PSF modeling, and may also in part reflect how PSF modeling introduces noise correlations similar to those imposed by Gaussian filtering. One potential advantage of PSF modeling from a practical standpoint is that the lesion detection performance for these data was less sensitive to the filter strength than the other algorithms, which may translate to less sensitivity to user-variability in selecting filter parameters in practice. Table I shows the CNPW results for each algorithm with the reconstruction parameters that maximized lesion-detection performance. For the LOR-based algorithms, near-maximal performance was obtained at 6 iterations. Since it was deemed that 6 iterations was more practical than 10 iterations for clinical use, we selected 6 iterations for each algorithm for the human observer study and used the filters shown in the table. Since the LOR-based algorithms outperformed the others, this should have the net effect (if any) of narrowing the gap between the algorithms for the human observer study, and thus was considered a conservative selection of parameters. Table I : (from top to bottom) FORE-OSEM2D, AW-OSEM3D, LOR-OSEM3D, and LOR-OSEM3D + PSF. The images show a sampling of phantom slices ordered from more superior (left) to more inferior (right) axial locations. Note that identical scan data was reconstructed for each case, and all differences are due to the different reconstruction processing. Striking differences in noise texture and depiction of the lesions can be seen for the different reconstruction algorithms. 
B. Human Observer Results
Recall that the CNPW observer results just presented read all 208 lesion-present and 208 lesion-absent images for each reconstruction scheme, whereas a subset of these images were presented to the human observers for training (64 images) and testing (110 images). Table II shows the results of the human observer study.
FORE-OSEM2D and AW-OSEM3D performed very similarly, and the difference between these algorithms was not statistically significant (p>0.40). Recall that neither FORE-OSEM2D nor AW-OSEM3D are Ordinary Poisson methods, and hence neither fully utilized the statistical model with which MLEM (and OSEM) are based. Though one might expect that the additional computation required for the 3D iterative algorithm would bring benefits over the rebinning->2D iterative reconstruction, such an improvement was not observed in this study.
LOR-OSEM3D provided significantly higher lesiondetection performance than AW-OSEM3D (p=0.076), and the addition of the PSF model improved performance over LOR-OSEM3D without PSF model (p=0.024). These results demonstrate improved lesion-detection performance for the more sophisticated algorithms. LOR-OSEM3D differed from AW-OSEM3D in that: (1) all corrections, not just attenuation correction, were incorporated into the reconstruction to achieve an Ordinary Poisson method; (2) the projection data were not pre-processed for the geometric correction, which introduced some interpolation error for the AW-OSEM3D projection data; and (3) a matched projector-backprojector pair was used for LOR-OSEM3D, whereas AW-OSEM3D had an unmatched projector-backprojector. It is not clear which of these differences had the most impact on lesion detection performance, but in the aggregate they provided the improvement that was measured.
Similarly, the addition of the PSF model to LOR-OSEM3D resulted in a significant improvement in lesion detection performance. The LOR-OSEM3D reconstruction without PSF model used a ray-driven projector with matched backprojector, whereas the reconstruction with PSF model used a more sophisticated projector based on measuring the actual system responses to point sources [15] . As such, the projector with PSF model can, in some sense, be considered to be a volumetric projector which takes into account both the sensitive volume of each coincidence "LOR" as well as the spatially-variant and asymmetric nature of the PSF. It is not clear how much of the measured improvement was due to volumetric projection integrals (as opposed to the lineintegrals of the ray-driven projector) and how much was due to the incorporation of the spatial-variance and asymmetry of the PSF. The most accurate modeling is achieved by accounting for both components, and provided the statistically-significant improvement in lesion detectability measured here.
C. Comparison of CNPW and Human Observers
Table II also shows a second set of CNPW results, where the CNPW observer was run on the same 110 test images for each algorithm as were read by the human observers. Note that these results differ somewhat from those shown in Table I for all 416 test images. The CNPW observer and human observers provided identical rankings of the different algorithms, with no statistically-significant difference between FORE-OSEM2D and AW-OSEM3D, improvement in moving to LOR-OSEM3D, and further improvement through the addition of the PSF model. Note, however, that the model and human observers had differences in the magnitude of each figure-of-merit. While direct comparison of the model and human observers was not a primary objective of this work, this result would suggest that the CNPW observer as implemented is useful for ranking different test cases, but cannot necessarily replace the human observer. The result that both types of observers provided the same rankings is comforting, however, as the CNPW provides a powerful means for testing a large number of image sets (such as optimizing the number of iterations and filter parameters as used here). 
IV. CONCLUSIONS
The study has used both numerical and human observers to evaluate and rank lesion-detection performance for four fully-3D PET reconstructions schemes.
The reconstruction algorithms were chosen to sample the major advances in algorithm development made in moving from rebinning to fully-3D iterative techniques, and in improving the statistical and physical models. The study used experimentally acquired data of a whole-body anthropomorphic phantom, and showed successful application of a model observer (CNPW) to such experimental data. Both model and human observers found identical rankings in lesion detection performance for the various algorithms. We conclude that the development of more sophisticated fully-3D iterative reconstruction algorithms with accurate statistical and physical models has resulted in improved lesion detection performance for modern 3D PET scanners.
