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Summary: A main task of  climate research is to provide estimates about future climate change under global warming 
conditions. The main tools for this are dynamic climate models. However, different models vary quantitatively - and in 
some aspects even qualitatively - in the climate change signals they produce. In this study, this uncertainty about future 
climate is tackled by the evaluation of  climate models in a standardized setup of  multiple regions and variables based on 
four sophisticated metrics. Weighting models based on their performance will help to increase the confidence in climate 
model projections. Global and regional climate models are evaluated for 50-year trends of  simulated seasonal precipita-
tion and temperature. The results of  these evaluations are compared, and their impact on probabilistic projections of  
precipitation and temperature when used as bases of  weighting factors is analyzed. This study is performed on two spatial 
scales: seven globally distributed large study areas and eight sub-regions of  the Mediterranean area. Altogether, over 62 
global climate models with 159 transient simulations for precipitation and 119 for temperature from four emissions sce-
narios are evaluated against the ERA-20C reanalysis. The results indicate large agreement between three out of  four met-
rics. The fourth one addresses a new climate model characteristic that shows no correlation to any other ranking. Overall, 
especially temperature shows a high agreement to the reference data set while precipitation offers better potential for 
weighting. Because of  the differences being rather small, the metrics are better suited for performance rankings than as 
weighting factors. Finally, there is conformity with previous model evaluation studies: both the model performance and 
the implications of  weighting for probabilistic climate projections strictly depend on the selected region, season and vari-
able. Thus, none of  the climate models generally outperforms all others.
Zusammenfassung: Eine Hauptaufgabe der Klimaforschung ist die Bereitstellung zuverlässiger Abschätzungen bezüg-
lich des zukünftigen Klimawandels im Zuge der Globalen Erwärmung. Die wichtigsten Werkzeuge hierfür sind dyna-
mische Klimamodelle. Jedoch erzeugen unterschiedliche Modelle quantitativ – und in einigen Aspekten sogar qualitativ 
– verschiedene Klimaänderungssignale. In dieser Studie wird diese Unsicherheit über das künftige Klima angegangen. 
Hierfür werden Klimamodelle in einem standardisierten Versuchsaufbau für unterschiedliche Regionen und Klimavaria-
blen basierend auf  vier differenzierten Evaluationsverfahren bewertet. Die Gewichtung der Modelle entsprechend ihrer 
so erfassten Leistungsfähigkeit erhöht das Vertrauen in Klimamodellprojektionen.  Globale und regionale Klimamodelle 
werden anhand von 50-jährigen Trends in der jahreszeitlichen Entwicklung von Niederschlag und Temperatur bewertet. 
Die Arbeit wird auf  zwei Skalenniveaus durchgeführt: sieben große, global verteilte Gebiete sowie acht Unterregionen 
des Mittelmeerraums werden zur Modellbewertung verwendet. Insgesamt werden 62 Modelle mit 159 transienten Simu-
lationen des Niederschlags und 119 der Temperatur aus vier Emissionsszenarien auf  Grundlage der ERA-20C Reanalyse 
evaluiert. Die Ergebnisse zeigen hohe Übereinstimmung zwischen drei von vier Metriken. Die vierte Metrik untersucht 
eine Modellcharakteristik, deren Ergebnisse keinen Zusammenhang mit den übrigen aufweisen. Insgesamt zeigt insbe-
sondere die Temperatur eine hohe Übereinstimmung mit den Beobachtungsdaten, wohingegen der Niederschlag größe-
res Potential für Gewichtungen bietet. Allerdings fallen die Unterschiede in der Modellbewertung insgesamt gering aus, 
so dass sich die vier Metriken eher zur Erstellung von Ranglisten als von Gewichtungen anbieten. Generell stimmen die 
Ergebnisse mit denen früherer Studien überein: sowohl für die Modellleistung als auch die Effekte der Gewichtung pro-
babilistischer Klimaprojektionen gilt, dass sie jeweils von Untersuchungsregion, Jahreszeit und Variable abhängig sind. 
Entsprechend konnte kein Modell identifiziert werden, dass den anderen Modellen durchweg überlegen ist.
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1 Introduction
Climate change will increase existing or cre-
ate new risks in future geosystems (IPCC 2013). 
Dynamical models are the best source of informa-
tion for planning and adaptation strategies (IPCC 
2007; IPCC 2013). A major source for uncertainty 
in climate prediction derives from the uncertainty 
about future concentrations of greenhouse gases. 
To overcome this problem, various idealistic emis-
sion scenarios are employed in systematic stud-
ies (naKiCenoviC et al. 2000; Moss et al. 2010). 
However, models also have individual deficits due 
to inadequate resolution or coverage of physical pro-
cesses (reiChler and KiM 2008; giorgi et al. 2009; 
Wang et al. 2014). Both aspects result in inter-model 
spread, displaying a substantial uncertainty consider-
ing the 21st century climate. Hence, reliable climate 
change projections are one of the most challenging 
tasks for climate science (poWer et al. 2012; Knutti 
and Sedláček 2012). A popular way to achieve those 
is the performance-based weighting of models to in-
crease the impact of better performing models in a 
multi model ensemble.
To assess which models provide the highest re-
liability concerning future climate change, perfor-
mance metrics are applied (stainForth et al. 2005; 
haWKins and sutton 2009). Most of these evalua-
tion approaches concentrate on historic simulations 
of climate models for the 20th century assuming 
that high model accuracy or errors in present cli-
mate can be transferred to the reliability of future 
projections (tebaldi and Knutti 2007; niKulin et 
al. 2012). However, there is no ideal way to evaluate 
climate models so far. Therefore, different evalua-
tion approaches should be applied and models used 
according to their attested properties (räisänen and 
Ylhäisi 2012; hidalgo and alFaro 2015; leduC et 
al. 2016). Since there is a wide range of climate mod-
el evaluation metrics (e.g. giorgi and Mearns 2002; 
perKins et al. 2007; gleCKler et al. 2008; KuMar et 
al. 2013; sanderson et al. 2015; leduC et al. 2016, 
ring et al. 2017) which are mostly based on different 
regions and reference data sets, the synopsis of their 
results is a challenging task. On the basis of several 
case studies, Christensen et al. (2007) and Weigel 
et al. (2010) have demonstrated that choosing the 
wrong evaluation metrics constitutes a potential new 
source of uncertainty.
Therefore, the aim of this study is to analyze 
the results of different performance metrics that 
have been newly developed in the context of this 
survey in a standardized setup for the trend of 50 
years from 1960-2009 for the historic simulations of 
62 models of the Coupled Model Intercomparison 
Project 3 (CMIP3) and 5 (CMIP5). In contrast to 
most prior studies, we carry out a very broad and 
systematic assessment and comparison of the mod-
el weighting approaches applied to different climate 
model ensembles, different regions of the globe, 
different climate variables and different seasons. In 
addition, we go one step ahead by transferring the 
model weights to weighted probabilistic climate pre-
dictions with potential effects on the model spread. 
To get a maximum output of detail, the evaluations 
are performed for all models and four very different 
performance metrics in a systematical setup. Based 
on the metrics results, the models are weighted to 
increase the impact of better performing models on 
climate projections. Further, the transferability of 
metrics to different regional scales is tested. For this, 
we study seven large regions spread over the globe as 
well as eight sub-regions of the Mediterranean area. 
Moreover, the effect of different reference data sets 
on climate model performance rating is analyzed for 
all metrics. Thus, we construct a systematical analy-
sis and work out strengths and weaknesses of each 
applied metric. For both multi model ensembles two 
future emissions scenarios are considered. In addi-
tion to the weighting of single scenario probability 
density functions (PDFs), a kernel-based combina-
tion of both emissions scenarios is applied, consid-
ering their mutual uncertainty. 
This study is organized in the following man-
ner: in section 2, the study regions are introduced. 
Data and Methods are described in section 3 and 
4. In section 5, the evaluation results are presented. 
Here, first the individual model performances are as-
sessed, then the focus is set on seasonal and regional 
patterns and the multi model ensemble differences. 
Further, in section 5 the individual model results are 
used as weights to enhance the relative importance 
of well-performing simulations. This step is done for 
the time series trend, the single scenario and a multi 
scenario kernel approach. Finally, in section 6, the 
results are discussed and compared to those of prior 
studies. In section 7 we conclude with a brief sum-
mary of the lessons learned.
2 Study areas
Figure 1 shows the seven globally distributed 
study areas and eight Mediterranean sub-regions. In 
this study, we use the same study areas as ring et 
al. (2017) for the model performance evaluation to 
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offer the best basis of comparison. The selection of 
study areas aims for a coverage of various climatic 
conditions as well as different challenges considering 
extent and orography. Areas with land surface are 
analyzed (North America; Africa; Mediterranean) 
as well as tropical water surfaces (Atlantic; Pacific). 
Additionally, two mixed study areas with both water 
and land surface are analyzed (Globe; Arctic). Using 
eight sub-regions we focus on the Mediterranean 
as a hot spot for climate change (giorgi 2006; 
diFFenbaugh and giorgi 2012; paeth et al. 2016). 
The sub-regions (Aegean; North Atlantic; Italy; 
Middle East; Spain; Balkan; North Africa; Black Sea) 
were selected by means of a principal component 
analysis of annually aggregated precipitation sums 
(ring et al. 2017).
3 Data sets
3.1 Validation data
The main reference data set is the ERA-20C 
reanalysis compiled by the European Centre for 
Medium-Range Weather Forecasts (ECMWF) (poli 
et al. 2013). Because of the diversity of study areas, 
the validation data set needs to cover both land and 
water surfaces for monthly temperature and precipi-
tation for the second half of the 20th century start-
ing 1960. ERA-20C meets all requirements with a 
global coverage on a 2.5° x 2.5° grid. Even though, 
ERA-20C is not an observational data set, prior stud-
ies attest ERA-20C to constitute a reliable basis for 
model evaluation in the 20th century (donat et al. 
2016; dittus et al. 2016). To test the impact of dif-
ferent types of reference data, two weather station 
based observational data sets are considered as well: 
E-OBS V12 (haYloCK et al. 2008) and CRU TS3.23 
(MitChell and Jones 2005). Both are generally suit-
able as reference data set (see Tab. 1). However, since 
they only cover land surface and E-OBS is limited 
to Europe, we use them for the Mediterranean sub-
regions only. Here, several applications of the met-
rics are carried out to assess the differences in model 
performances based on each validation data set. For 
evaluation, all data sets are interpolated to a regular 
2° x 2° grid and seasonal precipitation and tempera-
ture are calculated.
3.2 Model data
A wide selection of global climate model sim-
ulations is employed. For the evaluation, we ana-
lyze 20c3m and Historical runs for the time frame 
of 1960-2009 from CMIP3 and CMIP5, respectively 
(randall et al. 2007; Flato et al. 2013). For both 
multi model ensembles two emissions scenarios are 
Fig. 1: Overview of  the seven large study areas and the eight Mediterranean sub-regions
Data set Temporal coverage Spatial coverage Orig. resolution
ERA-20C 1900–2009 Global 1° x 1°
CRU TS3.23 1901–2014 Global (land only) 0.5° x 0.5°
E-OBS V12 1950–2015 Europe (land only) 0.25° x 0.25°
Tab. 1: Overview of  utilized reference data sets
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used to assess a wide range of future climate develop-
ments. For CMIP3 the Special Report on Emissions 
Scenarios (SRES) A1B and A2 and for CMIP5 the 
Representative Concentration Pathways (RCP) 4.5 
and 8.5 are considered. Thus, a high and medium 
emissions scenario is selected for both multi model 
ensembles. It should be noted that the SRES and RCP 
scenarios are not interchangeable. For details on the 
background of SRES and RCP see naKiCenoviC et 
al. (2000) and Moss et al. (2010). Nevertheless, these 
scenarios offer a suitable gradation of potential fu-
ture pathways in order to assess a reasonable con-
fidence interval for future climate. Overall, 24 (38) 
global climate models of CMIP3 (CMIP5) with 54 
(105) simulations of precipitation and 57 (62) simula-
tions of temperature are evaluated (see Tab. 2). The 
number of available ensemble runs depends on vari-
able and scenario. Generally, all available simulations 
have been used. We are aware that different global 
climate models or different realizations of one model 
are not independent from each other. In fact, most 
are based on similar initial assumption (IPCC 2013). 
However, this dependence can be neglected since 
this study aims for a systematical comparison of eval-
uation metrics based on as many climate simulations 
as possible for a wide range of different study areas. 
Although our focus lies on the assessment of glob-
al climate models, we include 18 simulations from 
3 regional climate models from the Coordinated 
Regional Downscaling Experiment (CORDEX) 
framework (JaCob et al. 2014) in this study. These 
offer very high spatial resolutions and are assumed to 
achieve an added value compared to global climate 
models (see Tab. 3). Since the historical CORDEX 
simulations only start in 1970, we analyze their per-
formance for the shorter period 1970-2009. As for 
the reference data sets, all climate model data are in-
terpolated to a regular 2° x 2° grid.
4 Methodology
Assigning weights to models within a multi 
model ensemble requires a detailed evaluation based 
on their modelling performance compared to ref-
erence data, i.e. meteorological observations over 
recent decades. The assessment of model weights is 
based on statistical scores that measure the bias be-
tween model and reference data with respect to spe-
cific climate features, like mean and trend patterns, 
extremes and spectra of climate variability. Climate 
models with higher skill scores are assigned a larg-
er weight. The model weights can then be used to 
Models (CMIP3) Models (CMIP5)
BCCR_BCM2.0 (1/1/1/1) ACCESS1-0 (1/1/1/1)
CGCM3.1(T47) (5/5/5/5) ACCESS1-3 (1/1/1/1)
CGCM3.1(T63) (1/-/1/-) BCC-CSM1.1 (1/1/1/1)
CNRM-CM3 (1/1/1/1) BCC-CSM1.1(m) (1/1/1/1)
GFDL-CM2.0 (1/1/1/1) CanESM2 (5/5/5/5)
GFDL-CM2.1 (1/1/1/1) CCSM4 (6/6/6/6)
GISS-AOM (2/-/2/-) CESM1-BGC (1/1/1/1)
GISS-EH (3/1/3/1) CESM1-CAM5 (3/3/3/3)
GISS-ER (2/-/5/-) CMCC-CM (1/1/1/1)
FGOALS-g1.0 (3/-/3/-) CMCC-CMS (1/1/1/1)
INM-CM3.0 (1/1/1/1) CNRM-CM5 (1/5/1/1)
IPSL-CM4(LMDZ) (1/1/1/1) CSIRO-Mk3-6-0 (10/10/10/10)
INGV-SXG (1/1/1/1) CSIRO-Mk3L-1-2 (3/-/3/-)
MIROC3.2(hires) (1/-/1/-) EC-EARTH (4/5/-/-)
MIROC3.2(medres) (3/3/3/3) FGOALS-g2 (1/1/1/-)
MRI-CGCM2.3.2 (4/4/5/4) FIO-ESM (-/-/1/-)
ECHO-G (3/3/3/3) GFDL-CM3 (1/1/1/1)
CSIRO-Mk3.0 (1/1/1/1) GFDL-ESM2G (1/1/1/1)
CSIRO-Mk3.5 (1/1/1/1) GFDL-ESM2M (1/1/1/1)
ECHAM5/MPI-OM (4/3/4/3) GISS-E2-H-CC (1/1/-/-)
CCSM3 (7/4/7/4) GISS-E2-H (16/6/-/-)
PCM (4/4/4/4) GISS-E2-R-CC (1/1/-/-)
UKMO-HadCM3 (1/1/1/1) GISS-E2-R (17/5/-/-)















Tab. 2: CMIP3 and CMIP5 models used in this study. The 
numbers indicate how many ensemble simulations of  each 
model (rcp45,pre/ rcp85,pre/ rcp45,temp/ rcp85,temp) 
are used.
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compute weighted ensemble means and probabilistic 
climate predictions with potential shifts in the mean 
change and uncertainty. Most of the metrics applied 
in this study are rather novel statistical approaches 
to evaluate climate model data output in that sense 
that they have been used in various scientific and sta-
tistical contexts, however, except for the root mean 
square error metric, their use for rating model per-
formance is tested here for the first time. The met-
rics strongly differ concerning their complexity and 
evaluation parameter. We apply them to the trend 
patterns as well as to spectral time series characteris-
tics. The RMSE is a basic statistical tool which has 
been frequently used for bias analyses (e.g. ring et 
al. 2016), therefore, this metric is considered as a 
benchmark index. The fingerprinting approaches 
(FPA) and the harmonic spectrum metric (HM) are 
used exploratively. To generate a comprehensive 
knowledge on model performance it is necessary 
to apply and compare various metrics that, partly, 
have not been subject to performance evaluation 
before. The FPA was introduced as a tool of mod-
el evaluation by paeth and Mannig (2013). This 
approach benchmarks two different types of key 
model features, the similarity of spatial trend pat-
terns between model and observation and the abil-
ity of the model to detect an anthropogenic climate 
change signal in this trend pattern. The HM metric 
has been newly developed in the framework of this 
study. Here, we analyze whether the observed pow-
er spectrum, i.e. the relative importance of time 
scales of climate variability, are reproduced by the 
models. Both metrics, FPA and HM, have not yet 
been investigated in the context of model evalua-
tion and weighting. They offer new insights into 
specific and important aspects of model perfor-
mance and will, hence, improve the general assess-
ment of current climate models. The RM approach 
is more common and serves here as a benchmark 
for the new metrics FPA and HM.
4.1 The Root Mean Square Error metric (RM)
The Root Mean Square Error (RMSE) is a well-
known and frequently used statistical skill score. 
Therefore, it offers a very transparent basis for 
model evaluation. For each model, every grid point 






n χ( mi- yi)
2 4.1
Here, the RM-skill score (4.1) is calculated for each 
model m by the RMSE over all grid (n) points xi for i = 
1, …, n and the observational data yi. We use a regional 
RMSE Metric (RM) for the climatological trend. 
4.2 Harmonic spectrum metric (HM)
The second metric is an explorative approach 
for climate model evaluation. The harmonic spec-
trum metric (HM) compares the spectral time se-
Tab. 3: CORDEX simulations used (one ensemble member each)
Global Model Regional Model Resolution
CNRM-CERFACS-CNRM-CM5 (1/1/1/1) SMHI-RCA4 0.11° x 0.11°
ICHEC-EC-EARTH (1/1/1/1) SMHI-RCA4 0.11° x 0.11°
ICHEC-EC-EARTH (1/1/1/1) DMI-HIRHAM5 0.11° x 0.11°
IPSL-IPSL-CM5A-MR (1/1/1/1) SMHI-RCA4 0.11° x 0.11°
MOHC-HadGEM2-ES (1/1/1/1) SMHI-RCA4 0.11° x 0.11°
MPI-M-MPI-ESM-LR (1/1/1/1) SMHI-RCA4 0.11° x 0.11°
CCCma-CanESM2 (1/1/1/1) SMHI-RCA4 0.11° x 0.11°
CNRM-CERFACS-CNRM-CM5 (1/1/1/1) SMHI-RCA4 0.11° x 0.11°
CSIRO-QCCCE-CSIRO-Mk3-6-0 (1/1/1/1) SMHI-RCA4 0.11° x 0.11°
ICHEC-EC-EARTH (1/1/1/1) SMHI-RCA4 0.44° x 0.44°
ICHEC-EC-EARTH (1/1/1/1) KNMI-RACMO22E 0.44° x 0.44°
ICHEC-EC-EARTH (1/1/1/1) DMI-HIRHAM5 0.44° x 0.44°
IPSL-IPSL-CM5A-MR (1/1/1/1) SMHI-RCA4 0.44° x 0.44°
MIROC-MIROC5 (1/1/1/1) SMHI-RCA4 0.44° x 0.44°
MOHC-HadGEM2-ES (1/1/1/1) SMHI-RCA4 0.44° x 0.44°
MPI-M-MPI-ESM-LR (1/1/1/1) SMHI-RCA4 0.44° x 0.44°
NCC-NorESM1-M (1/1/1/1) SMHI-RCA4 0.44° x 0.44°
NOAA-GFDL-GFDL-ESM2M (1/1/1/1) SMHI-RCA4 0.44° x 0.44°
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ries characteristics of each climate model simula-
tion to the respective validation data set for the 
study period of n = 50 years (1960-2009). Most 
other studies on model performance consider 
grid box based climatic similarities or indices (e.g. 
perKins et al. 2007; ring et al. 2016; Koutroulis 
et al. 2016). For HM, the harmonic time series 
components are compared with each other. First 
a Fourier transform is performed. Every time se-
ries can be expressed based on the underlying fre-
quencies  z with the number of years (n) and the 
time steps t. Thus, the time series is synonymous 
to the amplitude Ck with the corresponding phase 
Фk (4.2) (e.g. WilKs 2006, 371ff.).
Here, k stands for each combination of waves 
or harmonic functions necessary to reproduce 
the entire time series. Because of the indepen-
dence of sine and cosine a specific proportion of 
explained variance Q  for each k can be calculat-
ed by D  and the variance of the original input 
data s 2 (4.3).
Hence, the sum over all Q equals 1. Now, we 
consider R 2 as the performance indicator of each 
simulation. That means R 2 of the respective peri-
odic length or wave should be similar to that of 
the validation data. As an example: for tempera-
ture most simulations R  show a high explained 
variance for the longest periodic length (50 years) 
or wave (n/2 = 25). The same results are found 
for the validation data S  indicating the warming 
trend during the study period 1960-2009. This 
should result in a high model performance rating. 
Therefore, we consider seven harmonics covering 
periodic lengths from 7 to 50 years and calculate 
the RMSE. 
This RMSE is used as the index of similarity 
or performance metric HM (4.4) for the respec-
tive model m with unit Δr2. Period lengths below 
seven years are neglected as background noise, i.e. 
internal or natural climate f luctuations that can-
not be reproduced by uninitialized climate model 
simulations. 
4.3 Fingerprinting approaches (FPA) 
The last approach (2 metrics) to assess climate 
model performance is based on the fingerprinting 
introduced by hasselMann (1979) and hegerl et al. 
(1996). It is applied by the scalar product of the sim-
ulated vector x and reference data vector y.
d = x ·y 4.5
For both the reference y and simulated vector 
x we use the 50-year trend from 1960-2009. Two 
fingerprint approaches, the optimal and the subop-
timal, are considered. In this study, the we use the 
terminology and interpretation of paeth and hense 
(2001) and paeth and Mannig (2013). For both ap-
proaches, the detection variable d is determined to 
assess the simulation performances. The fingerprint-
ing approaches are considered as filter. The optimal 
fingerprint (OPT) reduces the impact of the noise 
component as much as possible and, therefore, pro-
vides information about the similarity of the climate 
change signal. The suboptimal fingerprint (SUB) ig-
nores this aspect and analyses the overall accordance 
of the climate pattern or vector x. We use this filter 
to extract the signal in both validation and model 
data and estimate its similarity as a performance 
metric d for the 50-year trend from 1960 to 2009 of 
the model tsim and observational data tobs with k di-
mensions depending on the number of grid boxes of 
the respective region. For the suboptimal fingerprint 
dsub (4.6) is calculated as
and hence dsub is normalized to [-1,1] indicating 
high agreement of simulation and observational data 
for values near to 1. For the optimal fingerprinting 
approach, the climate signal is filtered and evaluated. 
However, it is necessary to assess the inverse ma-
trix of natural variability C-1 as a filter. Since natural 
variability is unknown it has to be estimated from 
historic climate information prior to a dominating 
anthropogenic climate change signal. Here, we use 
historic climate simulations with weak anthropo-
genic forcing as best guess: 50-year trends starting 
from 1850-1899 to 1900-1949 are considered from 
all models. Based on these trends (>3600) the covari-
ance matrix C is constructed. Then, a principal com-
ponent analysis is performed to process the inversion 
of the covariance matrix C . The detection variable 
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dopt (4.7) is then calculated using the leading 8 PCs 
accounting for >94 % (>72%) explained variance for 
temperature (precipitation).
Here, k is equivalent to the number of PCs. For 
best comparability the suboptimal performance in-
dex dsub is calculated for the PC as well as for the grid 
box dimension, hence, without data reduction for 
k x k grid boxes. Since both fingerprinting approach-
es are based on large spatial climate patterns, the 
FPA are only used for the global study areas and the 
entire Mediterranean to avoid random results from 
the smaller Mediterranean sub-regions. 
5 Results
5.1 Evaluation results
Figure 2 shows the 1960-2009 annual trend 
pattern of different climate model simulations and 
the ERA-20C validation data set for precipitation 
and temperature in the entire Mediterranean area 
(Medit). The best and worst performing simulation 
are displayed for every metric, RM, HM, SUB and 
OPT. It should be noted that this result is based on 
a specific situation that is not necessarily transfer-
able to other combinations of regions or seasons. 
Nevertheless, we find that not some metrics have the 
same simulation ranked first and last. However, dif-
ferences of the skill scores might be small between 
some simulations. 
For precipitation (pre), the validation data set 
shows a rather strong decrease for most parts of 
the Mediterranean region with a maximum over the 
Adriatic Sea. There merely is some marginal increase 
for single grid cells. This pattern is best matched by 
the simulation ranked first of RM, SUB and OPT 
(MRI CGCM2-3-2a R1). Here, we see much similar-
ity with a predominant decrease for most parts with 
its maximum from Italy to the southern Balkan. 
Further, we see some increase over southern France. 
ERA-20C shows a slightly weaker decrease. The pat-
tern is similar to MRI CGCM2-3-2a, however, there 
is a bias between model and validation data set. This 
aspect is irrelevant to the fingerprinting metrics 
while RM finds the smallest deviation to the refer-
ence here as well. In contrast, we find a different re-
sult for HM. Here, the first ranked IPSL-CM5A-LR 
R2 shows a considerable increase for the entire study 
area. This indicates that similarities of harmonic 
characteristics of the time series of simulation and 
validation data not necessarily imply the same long-
term climate trend pattern as displayed in Fig. 2. RM, 
SUB and OPT all promote simulations which are vis-
ually in agreement with the validation data because 
the metric based explicitly on the trend pattern. The 
lowest ranks for all RM, SUB and OPT are assigned 
to simulations displaying increase in precipitation for 
large areas. RM even selects the first ranked simula-
tion of HM to be last ranked here. 
For temperature (temp), ERA-20C shows a rath-
er homogenous increase that peaks over the Balkan. 
The first ranked simulations here all show tem-
perature increases for the entire study area as well. 
In contrast to the precipitation results, all metrics 
choose different simulations as their first ranked re-
sult. RM (CSIRO-Mk3-6-0 R4) and SUB (MPI-ESM-
MR R3) offer the highest visual resemblance. Here, 
even the amount of the increase is on a similar level. 
For OPT (INGV-ECHAM4 R1) we find a slightly 
lower increase. Again, the bias remains unimpor-
tant for the ranking. For HM (CSIRO-Mk3-6-0 R3) 
we see very high values from eastern Spain over the 
southern part of France to eastern boundary of the 
Alps. For the other study areas and seasons there 
are similarities in the agreement of the metrics (not 
shown). RM and the fingerprinting approaches cap-
ture the climate pattern better, while HM shows 
generally different results. Therefore, HM evaluates 
a new climate model characteristic that does not tar-
get the trend pattern in Fig. 2. For HM, SUB and 
OPT, the highest and lowest ranks are each assigned 
to different model simulations. This indicates that 
there is not one single simulation or model neither 
best nor worst performing in every combination of 
region and season (situation). 
In Fig. 3 we compare the distributions of the re-
sults of the model evaluation for all metrics. These 
values are unprocessed, meaning that they cover dif-
ferent ranges and cannot directly be compared with 
each other. Major differences exist between the defi-
nition and range of them. Thus, interpretation has 
to be carried out carefully. As RM and HM are based 
on RMSEs, low values indicate good performances, 
whereas OPT and SUB are normalized from -1 to 1 
(highest correlations for 1).
Fig. 3 shows boxplots of the performance assess-
ments for each season and metric. All seasons are 
abbreviated for the first letter of the respective three 
months. Displayed are the results for Medit and 
Globe for both precipitation and temperature. For 
310 Vol. 73 · No. 4
RM, there is a rather stable bias of about 50 mm for 
Global precipitation. For Medit MAM, JJA and SON 
the box plots are around 25 mm while DJF, the wet-
test season, shows the largest extent of error bars on 
a level of 50 mm as well. For the other study areas, 
the level of the median depends on the general sea-
sonal precipitation amount as well. The HM results 
show similar boxplots for all settings between 0.02 
and 0.12 Δr2. For SUB and OPT, we find an overall 
similar distribution over all seasons and regions cen-
tered round 0 with a higher spread for SUB. 
For temperature the RM results spread around 
0.6 °C for most situations. However, the largest range 
exists for JJA in Medit. This is the situation with the 
highest values just like DJF for winter precipitation. 
Thus, high temperature values offer a potential for 
more diversified performance ratings. A similar ef-
fect can be found for HM. While evaluations results 
for the Globe are similar over all seasons, study areas 
with a strong annual cycle show higher capability for 
different model weights. For SUB and OPT, we see 
a strong discrepancy in model performances. The 
overall climate pattern, rated by SUB is much strong-
er with most values between 0.6 and 0.99. Only DJF 
shows some weaker - even negative - results. For 
OPT on the other hand, the results are more simi-
lar to those of precipitation. Nevertheless, the gen-
eral median level is slightly higher around 0.25 for 
Medit and between 0.25 and 0.6 for the Globe. For 
the fingerprinting approaches the global view shows 
the best results while RM and HM are dependent on 
the respective annual temperature or precipitation 
maximum. 
In Fig. 4 the best mean evaluation result over the 
respective simulations are displayed for each situa-
tion for precipitation and temperature. Since the 
multi model ensembles comprise different numbers 
of simulations (see Tab. 2-3) this factor is considered. 
Note that SUB and OPT are only calculated for 
the main study areas and hence the respective boxes 
of the sub-regions cannot be filled. Further, the eval-
uation of CORDEX simulations can only be done for 
the Mediterranean sub-regions. Regarding precipita-
tion and the large study areas, CMIP3 is found most 
Fig. 2: Comparison of  annual precipitation (left) and temperature (right) trend patterns of  1960-2009 for Medit. Displayed 
are each first and last ranked simulation of  the four evaluation metrics: RM, HM, SUB and OPT.
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frequently. This result is somewhat surprising since 
the newest model generation is CMIP5. Especially for 
Medit, CMIP3 outperforms CMIP5 concerning every 
metric and nearly all seasons. The best performance 
for CMIP5 can be found for the Arctic. Here, only HM 
sees best results for all seasons by CMIP3. Generally, 
it is apparent that the results of RM and HM are rather 
similar with the evaluation assessments of CMIP3 be-
ing mostly higher than those of CMIP5. On the other 
hand, for SUB and OPT, CMIP5 is superior for most 
situation. In the sub-regions we see stronger differ-
ences between RM and HM. For RM, the majority 
of situations again show CMIP3 as best performing 
multi model ensemble, while CMIP5 and CORDEX 
are predominant for HM.
For temperature, the red colors of CMIP5 and 
CORDEX are considerably more dominant. Most 
situations with CMIP3 as best mean evaluation 
result again are produced by RM and HM for the 
global regions. However, CMIP5 is found here more 
frequently as well. The strongest region for CMIP5 
is Medit with 13 out of 16 evaluations. On the 
other hand, for Pacific temperature CMIP3 is best 
performing in 12 out of 16 situations. The strong 
CMIP5 and CORDEX performance for Medit con-
tinues on the sub-regional scale as well. RM shows 
75% of best results by one of the more recent gen-
erations of multi model ensembles. In addition, we 
see a considerable added value of the regional cli-
mate models. In 17 out of 64 situations CORDEX 
outperforms CMIP3 and CMIP5. Overall, it can be 
concluded that CMIP5 shows better performance 
in reproducing the correct climate pattern (SUB, 
OPT) for both precipitation and temperature. For 
the precipitation bias (RM), CMIP3 shows stronger 
results for the main and sub-regions. For tempera-
ture, CMIP5 seems slightly improved compared to 
CMIP3. Again, the HM results are difficult to inter-
pret because they appear to offer a unique perspec-
tive on climate model performance. 
In Fig. 5 the spearman correlation of the final 
model rankings between all metrics over all seasons 
is shown for the main study areas. Additionally to 
RM, HM, SUB and OPT, we include SUB-PX, a 
pixel based suboptimal fingerprinting approach, to 
analyze whether the data reduction preprocessing 
of SUB and OPT is influencing the results. Fig. 5 
shows that the model ranking arising from the five 
metrics is rather similar for most major study areas. 
We find high correlation coefficients above 0.74 be-
tween all three fingerprinting approaches for both 
precipitation and temperature. Thus for the finger-
printing approaches, models that perform well in 
simulating the climate change signal show almost 
equally high results for the general climate pat-
tern (SUB). This is true for both precipitation and 
temperature. Further, we see positive correlations 
between the fingerprinting approaches and RM. 
However, there are some differences depending on 
the respective region. Temperature correlations are 
Fig. 3: Mean seasonal evaluation results of  each metric for precipitation (top) and temperature (bottom). Boxplots show the 
median and error bars of  the 5th, 25th, 75th and 95th percentile.
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overall much higher with minimum 0.6 except for 
the Atlantic region (0.23). Apparently, the precipi-
tation and temperature trend for the continental re-
gions are simulated on a high level based on RM and 
the fingerprinting approaches. For HM, we find no 
mentionable correlation whatsoever (typically with-
in +/-0.2). This metric targets an altogether differ-
ent aspect of the simulation performances than RM 
and the fingerprinting approach.
5.2 Sensitivity to reference data
The performance metrics show quite high cor-
relations amongst them. However, all evaluation ap-
proaches are dependent on the reliability of valida-
tion data sets. The results previously discussed are 
based on the reanalysis ERA-20C. To test their rep-
resentativeness, all sub-region evaluations have been 
performed for two further validation data sets. 
Fig. 4: Comparison of  best performing multi model ensembles for all regions and seasons according to mean weight.
Fig. 5: Spearman correlation coefficients between the rankings of  each metric for precipitation and temperature for each region
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In Fig. 6 the Spearman correlation between 
the annual rankings from RM and HM for all 
three possible combinations of reference data sets 
for the sub-regions are shown. For most situa-
tions, the correlations for HM are positive with 
coefficients of 0.5 or higher. The minimum is 
0.05 to 0.2 for precipitation in Italy and North 
Africa. Regarding most other situations, corre-
lations are substantially stronger around 0.5 for 
Black Sea or from 0.7 to 0.95 for the remaining 
ones. The results for temperature are on a simi-
larly high level. Again, the minimum is found 
for Italy with 0.5 while most of the coefficients 
from other situations are 0.6 and higher. For the 
HM metric, we find a low dependency on obser-
vational data. The results of the RM correlation 
analysis show a similar pattern in Fig.6 with al-
most only positive values. However, the spread 
is much higher than for HM. Again, the lowest 
values around zero result for Italy. For the rest of 
the situations there are exclusively positive corre-
lations. Since the fingerprinting approaches have 
been solely performed for the major study areas, 
we only tested the observational dependence for 
Medit (not shown). This is on a similar level as 
RM and HM for both temperature and precipita-
tion with values between 0.5 and 1. Overall, Fig. 
6 indicates a certain insensitivity of model rank-
ing on the respective observational data set. This 
is supported by the results of Medit for SUB and 
OPT (not shown). Here, Spearman correlations 
are mostly above 0.9. Especially regarding HM, 
the results are quite stable. 
5.3 Weighting impact on multi model uncertain-
ty of  future climate change
Finally, to assess the impact of weighting on 
the model spread (model uncertainty), the weights 
are applied to the multi model ensemble for cli-
mate changes from the end of the 20th to the end 
of the 21st century. First, it needs to be mentioned 
that none of the metrics in their original setup are 
explicitly designed to reduce the ensemble spread. 
In Fig. 7, the differences between the equally and 
metric weighted standard deviation and mean are 
shown for precipitation (1. row) and temperature (2. 
row) for the major study areas. Changes of stand-
ard deviation and mean that are not significant are 
marked as black or white triangles. Especially for 
HM and RM but for SUB and OPT as well, the ef-
fects of the weightings are rather small. Therefore, 
a slightly intensified approach for SUB (SUBi) and 
OPT (OPTi) was applied which leads to higher dif-
ferences. This is accomplished by applying a thresh-
old at 0.0, meaning that all simulations with nega-
tive metric results are assigned a weight of zero and 
the remaining weights are normalized. This leads to 
an emphasis on those models with higher similarity 
while others are neglected. Because of their RMSE-
based range of evaluation results, RM and HM are 
excluded from this modification. 
In Fig. 7, the weighting results of the intensi-
fied fingerprinting approaches are marked white or 
colored (for significant changes) as inverted trian-
gles. Obviously, this procedure has a strong effect 
on the precipitation model weighting. Here, we see 
Fig. 6: Spearman correlation coefficients between the DJF evaluation results of  all models for different types of  validation 
data sets for the Mediterranean sub-regions
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much higher differences between original and met-
ric weighted distributions and even some significant 
changes. For temperature however, the difference 
between SUB and SUBi, respectively OPT and OPTi, 
weighted multi model ensemble is rather small. The 
reason lies in the very high simulation performance 
of the climate models for temperature. There are al-
most no results below the 0.0 threshold. Apparently, 
the tendency of the weighting effect of the normal 
and intensified approaches remains unaltered. Thus, 
SUBi and OPTi appear valid for further investiga-
tion. Of course, stronger intensification by shift-
ing the threshold to even higher numbers would be 
possible as well. However, as this study aims for the 
comparison of metrics and their results, we decide 
to not further modify these approaches but to point 
out their potential. Because of the unstandardized 
range of evaluation results of RM and HM, a similar 
approach is not reasonable for both. Since all met-
rics agree that temperature simulation performance 
of CMIP3, CMIP5 and CORDEX is on a high level 
further weighting offers little potential. However, 
regarding precipitation especially SUBi and OPTi 
show significant effects on the standard deviations. 
Further, a shift towards lower standard deviations is 
discernible for a majority of situations, which can be 
interpreted as a decrease of uncertainty. 
In Fig. 8, Gauss-Kernel-functions (GKF) are ap-
plied to the OPTi weighting approach, based on the 
same standard deviation and mean values of the multi 
model ensemble for climate changes from the end of 
the 20th to the end of the 21st century as the results 
in Fig 8. This is an exemplary presentation of the 
GKF weighting effect for JJA precipitation and tem-
perature for America, Africa and Pacific for CMIP5. 
Each plot shows three GFKs: The RCP4.5 (green 
line), RCP8.5 (red line) and the multi-scenario-Kernel 
(MSK, blue shading). The MSK has the potential to 
Fig. 7: Summary of  the weighting impacts of  each metric for main study areas split into precipitation (1. row) and tempera-
ture (2. row). Changes are expressed as shifts of  the standard deviations on the ordinate (Δ s) and expectation (Δ EV) with 
respect to the unweighted climate changes for all simulations on the abscissa. The unweighted results would be located in 
the center with 100 % and 0 mm respectively °C change. 
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take two dimensions of uncertainty, the two emis-
sions scenarios (first row) and the weighting impact 
on the model spread (second row), into account. The 
equally weighted functions are shown for each situ-
ation in the first row (lighter colors) and the OPTi-
weighted functions in the second row (darker colors). 
For precipitation, most of the MSKs show an in-
crease for Pacific precipitation with a uniform spread 
between +- 15 mm for America and Africa (first row). 
Especially for Pacific, the model spread is very high. 
Both emissions scenarios have their peak at a posi-
tive precipitation change, however, RCP4.5 shows a 
smaller spread overall. The OPTi weighting impact is 
highly dependent on the respective situation. While 
there is little effect for Pacific, for Africa and America 
there is an obvious contraction of the MSK indicat-
ing a decrease of model uncertainty, while the maxi-
mum remains relatively stable around 0 mm. Against 
this, for Pacific there is a shift of the expected value 
towards a smaller precipitation increase with the de-
velopment of a new local maximum around 8 mm. 
Additionally, for America and Pacific, multi modal 
MSKs emerge. The shift from a uni-model PDF with-
in one emissions scenario to different local maxima 
of higher probability in the MSK approach might be-
come highly important for adaptation strategies. 
This effect is even more distinctive for tempera-
ture. The strong differences between the RCP4.5 and 
RCP8.5 scenarios are reflected in Fig. 8. Here, we see 
multi modal temperature MSKs for every situation 
of RCP4.5 and RCP8.5. This is similar for CORDEX 
(not shown), while A1B and A2 have less pronounced 
local maxima for CMIP3 (not shown). In Fig. 8, we 
see a range of temperature increases between 1 to 4 
°C for Pacific and 1 to 5 °C for America and Africa. 
As expected, there is little change between the OPTi-
weighted and non-intensified functions. This is true 
for most other situations and all multi model ensem-
bles for temperature.
In Fig. 9 the weighting impact on the ensemble 
spread in all major study areas for future JJA precipi-
tation and temperature changes are displayed as box 
plots. Both CMIP3 and CMIP5 show a moderate to 
strong temperature increase with almost no change 
Fig. 8: Single (RCP4.5/RCP8.5) and multi scenario kernel functions (MSK) for change of  JJA CMIP5 precipitation (top) 
and temperature (bottom). The first line shows equally weighted and the second line OPTi-weighted functions.
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of spread or mean value related to the weighting. 
Highest values are found for the Arctic and America 
reaching 5.2 °C and 5.8 °C. However, here we find 
the largest range of uncertainty starting at 0.9 °C and 
1.3 °C. The other regions spread around a warming 
between 1 °C and 4.5 °C. For precipitation, Africa, 
America and the Atlantic show a distribution that is 
centered around zero. All other regions indicate an 
increase of precipitation. Although Globe has a very 
high annual precipitation, the range of uncertainty 
is lower than for all other regions. The highest un-
certainty is found for Pacific. It needs to be men-
tioned that the impact of SUBi and OPTi weight-
ing remains dependent on the particular situation. 
However, for some situations such as CMIP3 Pacific 
or CMIP5 Africa there is a substantial decrease of 
uncertainty. 
6 Discussion
Four different performance metrics have been 
applied and analyzed in this study. RM and both 
fingerprinting approaches (FPA) show high con-
sensus in model evaluation of 50-year temperature 
and precipitation trend patterns. Overall, we con-
clude that RM and the FPA evaluation metrics are 
useful for climate model performance rating. Their 
results indicate comprehensive climate model eval-
uations fitting in the context of prior studies. RM 
and HM show high transferability to any regional 
extent or variable. However, HM turned out to be a 
generally different approach. Since there are bare-
ly any correlations to other metrics we conclude 
that harmonic time series similarity is an entirely 
different climate model characteristic than the 
trend as was found in previous studies regarding 
the climatological mean (ring et al. 2017). This 
conclusion is supported by the general ranking of 
model performances in Table 4. It illustrates that 
the mean evaluation results of RM and FPA (mean 
of SUB and OPT results) are much more similar 
than those of HM. Considering that RM and FPA 
both evaluate the climatological trend patterns, 
this conclusion is somewhat expected. However, 
Table 4 shows that some of the best ranked mod-
els have good results according to all metrics for 
both precipitation and temperature. However, we 
assume that there is potential of the HM to add 
value in climate model evaluation. To support 
Fig. 9: Summary of  the MSK-90 %- confidence intervals of  JJA precipitation (top) and temperature (bottom) of  CMIP3 and 
CMIP5 for all main study areas. The unweighted (light blue), SUBi-weighted (dark blue) and OPTi-weighted distributions 
(green) are displayed. Each Boxplot shows the median and error bars of  the 5th, 25th, 75th and 95th percentile.
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Precipitation Temperature
Models Mean rank RM HM FPA RM HM FPA Mean rank Models
GFDL-ESM2M 7,3 14 2 6 5 1 16 7,3 CMCC-CM
CanESM2 8,7 4 6 16 32 3 4 13,0 MIROC3.2(hires)
GFDL-CM3 13,0 10 1 28 1 36 3 13,3 PCM
FGOALS-g1.0 18,3 1 42 12 12 7 24 14,3 CSIRO-Mk3.0
CSIRO-Mk3.0 15,3 10 33 3 4 40 1 15,0 GFDL-CM3
MPI-ESM-MR 13,7 18 22 1 6 15 25 15,3 GISS-ER
INM-CM3.0 19,7 2 52 5 3 5 39 15,7 NorESM1-M
MIROC3.2(hires) 18,3 6 8 41 2 48 2 17,3 CESM1-BGC
BCCR_BCM2.0 15,7 5,0 25 17 15 28 11 18,0 CCSM4
CGCM3.1(T47) 17,0 7 35 9 25 22 8 18,3 HadGEM2-AO
FGOALS-g2 22,0 3 16 47 40 2 14 18,7 UKMO-HadGEM1
GISS-E2-R-CC 20,7 23 32 7 18 12 27 19,0 MIROC-ESM
GISS-E2-H-CC 18,0 29 10 15 41 16 5 20,7 CanESM2
PCM 20,3 39 3 19 8 38 18 21,3 ACCESS1-0
NorESM1-ME 21,0 16 10 37 11 13 40 21,3 FGOALS-g2
MIROC-ESM-CHEM 19,7 17 17 25 33 8 23 21,3 CMCC-CMS
GFDL-CM2.0 21,7 13 41 11 54 4 7 21,7 CGCM3.1(T63)
CGCM3.1(T63) 21,7 22 20 23 37 10 19 22,0 IPSL-CM5A-MR
CNRM-CM5 28,7 7 35 44 47 13 6 22,0 CGCM3.1(T47)
BCC-CSM1.1 21,3 35 9 20 10 40 20 23,3 CCSM3
ECHAM5/MPI-OM 25,3 15 26 35 9 25 37 23,7 MIROC3.2(medres)
MIROC3.2(medres) 26,3 21 54 4 7 36 30 24,3 MIROC5
CCSM3 24,0 32 22 18 21 11 42 24,7 CNRM-CM5
IPSL-CM5A-MR 25,0 31 19 25 13 53 9 25,0 GISS-EH
CNRM-CM3 24,3 36 15 22 24 6 45 25,0 FIO-ESM
MPI-ESM-LR 29,3 30 56 2 45 9 21 25,0 CNRM-CM3
GFDL-ESM2G 28,0 43 5 36 46 18 12 25,3 BCC-CSM1.1
CSIRO-Mk3L-1-2 32,3 9 55 33 21 26 30 25,7 GFDL-ESM2M
CMCC-CM 28,0 33 22 29 36 32 9 25,7 MPI-ESM-MR
IPSL-CM5A-LR 29,3 28 35 25 19 23 38 26,7 GISS-AOM
ACCESS1-0 27,3 48 26 8 29 34 17 26,7 MRI-CGCM2.3.2
GISS-E2-H 28,3 34 30 21 16 24 43 27,7 UKMO-HadCM3
BCC-CSM1.1(m) 31,7 42 7 46 42 21 21 28,0 GFDL-ESM2G
GISS-ER 30,0 25 4 61 53 20 12 28,3 IPSL-CM5A-LR
CESM1-BGC 31,0 37 43 13 17 54 15 28,7 INGV-SXG
CCSM4 31,3 44 21 29 34 31 26 30,3 MPI-ESM-LR
CESM1-CAM5 36,7 27 40 43 14 49 33 32,0 CSIRO-Mk3.5
UKMO-HadCM3 34,0 46 14 42 31 30 35 32,0 GFDL-CM2.1
EC-EARTH 39,0 19 51 47 34 33 29 32,0 BCC-CSM1.1(m)
NorESM1-M 40,0 26 44 50 38 27 35 33,3 GFDL-CM2.0
CSIRO-Mk3.5 32,7 50 34 14 23 50 28 33,7 ECHO-G
GISS-EH 36,0 40 58 10 28 42 32 34,0 MIROC-ESM-CHEM
CMCC-CMS 39,3 47 18 53 30 28 44 34,0 ACCESS1-3
MIROC-ESM 37,0 20 31 60 25 45 34 34,7 NorESM1-ME
HadGEM2-CC 41,7 45 47 33 38 19 48 35,0 BCCR_BCM2.0
IPSL-CM4(LMDZ) 44,7 41 44 49 20 46 40 35,3 CESM1-CAM5
ACCESS1-3 35,3 54 28 24 44 16 51 37,0 ECHAM5/MPI-OM
GISS-AOM 39,7 52 12 55 27 44 46 39,0 FGOALS-g1.0
GFDL-CM2.1 44,7 49 47 38 43 39 47 43,0 IPSL-CM5B-LR
MIROC5 43,0 51 38 40 47 35 50 44,0 CSIRO-Mk3-6-0
MRI-CGCM2.3.2 40,7 57 13 52 52 43 49 48,0 INMCM4
HadGEM2-AO 43,0 55 29 45 49 47 52 49,3 INM-CM3.0
IPSL-CM5B-LR 45,0 58 38 39 50 51 54 51,7 IPSL-CM4(LMDZ)
GISS-E2-R 38,0 24 61 29 51 55 53 53,0 CSIRO-Mk3L-1-2
ECHO-G 50,7 38 57 57 55 52 55 54,0 MRI-CGCM3
HadGEM2-ES 44,7 59 46 29  
INMCM4 43,7 12 60 59  
MRI-CGCM3 54,7 53 53 58  
CSIRO-Mk3-6-0 53,3 60 49 51  
INGV-SXG 57,0 56 59 56  
UKMO-HadGEM1 55,0 61 50 54  
Tab. 4: Mean ranking over all regional and seasonal situations of  precipitation and temperature for all metrics of  the major 
study areas: First 20 (green), last 20 (red), middle range (yellow) and the first and last model of  each metric are marked.
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this hypothesis, further studies considering the 
relevance of harmonic time series evaluation are 
suggested, especially since there is a strong inter-
est to find different suitable climate model assess-
ment approaches (gleCKler et al. 2008). Contrary 
to RM, the time series evaluation potentially of-
fers a very strong insensitivity to different refer-
ence data types. This advantage over other metrics 
(FeKete et al. 2004) underlines the importance of 
further analysis of HM. However, it needs to be 
noted that using different metrics, study regions, 
seasons and climate variables often results in oth-
er model rankings. Our findings indicate that a 
most suitable metric can not be identified across 
all these case studies. On the contrary, we believe 
that a large spectrum of different metrics tailored 
to specific climate model characteristics and sci-
entific issues will help putting together the mosaic 
of climate model performance. Each metric brings 
its own qualities which will contribute to a more 
general assessment of the strengths of weaknesses 
of each model and thus will increase the trust in 
future projections. A brief summary of advantages 
and disadvantages of the applied evaluation met-
rics can be found in Table 5. 
Overall, there is some systematic enhancement 
of model performance from CMIP3 to CMIP5 or 
CORDEX. Wright et al. (2016), Koutroulis et al. 
(2016) and ring et al. (2017) report similar results. 
However, especially for precipitation, RM and HM 
show almost identical performances of CMIP3 and 
CMIP5 with a neglectable advantage for CMIP3. 
This is in line with li and xie (2014) and grose 
et al. (2014). In accordance with Flato et al. 
(2013) all metrics indicate improved temperature 
simulation of CMIP5 or CORDEX for most ana-
lyzed situations. The same tendencies were found 
by Wright et al. (2016) and Koutroulis et al. 
(2016). This is especially true for the smaller-scale 
Mediterranean sub-regions with CORDEX show-
ing a remarkable added value to the multi model 
ensembles of GCMs ( JaCob et al. 2014). 
Even though the metrics show good potential 
for model evaluation, we found noticeable differ-
ences in their usability for weighting. RM and HM 
results rely on measured values based on a RMSE 
with open range. To some extent, the differences 
between these values are very small. Thus, differ-
ences of the model weights might be too small to 
generate distinct changes to the future emissions 
scenarios standard deviations and expected values 
or PDFs. Furthermore, a reasonable stretch to ex-
tend differences between the weights needs to be 
supported by additional information that cannot 
be provided by the evaluation alone. Therefore, 
we consider RM and HM as suitable performance 
metrics but suggest the fingerprinting approaches 
as weighting tool. Here, the range of model per-
formances is defined from -1 to 1. On this level, 
the same problems might appear as for RM and 
HM. But an introduced threshold at 0, sorting out 
weaker models led to significant changes in PDFs 
of future climate change. However, this approach 
is merely a first conservative adjustment for stron-
Metric Evaluation characteristics Advantages Disadvantages
RM Absolute trend bias - easy to apply
- good accordance to other 
evaluation results
- rather superficial evaluation
HM Harmonic time series 
similarities
- so far unexplored climate 
characteristic
- insensitivity to different 
observational data sets
- no correlation to other 
evaluation results
- complex approach
- relevance of  characteristic needs 
further investigation
SUB Spatial pattern of  observed 
climate trend
- easy to apply
- good accordance to other 
evaluation results
- rather superficial evaluation
OPT Spatial pattern of  filter 
climate change signal
- Sophisticated performance 
metric based
- complex approach
- data reduction is necessary
- estimation of  natural variability 
Tab. 5: Comparison of  applied performance metrics
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ger model weights. This kind of enhancement of 
the effects of evaluation metrics (even for RM 
and HM) has to be considered a topic for further 
studies. For temperature, SUB and OPT indicate 
very good performance for almost all models. 
Therefore, there is a larger potential of improve-
ment for weighting the simulated precipitation. 
Here, the SUBi and OPTi weighting of PDFs and 
MSKs leads to both increases and decreases of 
model spread (uncertainty) over all regional and 
seasonal situations. Overall, decreased uncertain-
ty clearly prevails. Nevertheless, based on our re-
sults, every situation (region, season and scenario) 
needs to be evaluated individually to get a valid 
result. Generalizations of results should be avoid-
ed. This is true for both, the model evaluation as 
well as for the weighting impact on the multi mod-
el ensemble. A single model which outperforms 
the others in all or even most situations was not 
found, a conclusion also confirmed by gleCKler 
et al. (2008), poWer et al. (2012) and ring et al. 
(2016). Furthermore, we have to consider, that cli-
mate models are not independent. For those mod-
els which have multiple realizations, instead of us-
ing just one simulation, we evaluated each run and 
calculated the mean over all runs to reduce their 
weight in the multi model ensemble and to con-
sider their variability. The independence between 
different models remains a technical challenge 
since most models share at least some basic com-
ponents (herger et al. 2018). Nevertheless, these 
climate models are the best source of information 
of the future climate and the evaluation results 
from our study still indicate substantial differenc-
es across the models.
This study has been performed in context of 
the COMEPRO framework with distinct regions 
and model data. This allows for a detailed com-
parison to the results of different performance 
metrics. ring et al. (2017) applied six evaluation 
metrics based on 2x2 contingency tables (CT) for 
the 50-year trend and the climatological mean. 
The results of RM, SUB and OPT fit seamlessly to 
those of the trend. In fact, they show a high posi-
tive correlation with those of the CT approaches. 
On the other hand, there is no correlation with 
those of the climatological mean. Interestingly, 
there is no correlation of the HM results with 
neither 50-year trend nor mean. This supports 
the assumption that HM investigates a generally 
different aspect of climate model performance, 
underlining the need for further application and 
investigation.
7 Conclusions
In this study the use of four (RM, HM, SUB, 
OPT) different performance metrics for state-of-
the-art global and regional climate models has been 
demonstrated. We analyzed their applicability and 
their results considering one global, six continen-
tal-scale study areas and eight smaller sub-regions in 
the Mediterranean area. Overall, three of four metrics 
show a high consistency in model rating. The fourth 
metric turned out to be a promising approach even 
though its results led to different model ratings. The 
investigated climate model parameter, spectral simi-
larity of the time series, offers a new perspective on 
model performance. For the three other metrics, we 
see a high consistency for model evaluation and rating. 
Overall, there is no model outperforming all 
the others. In fact, for many combinations of global 
regions and seasons, the older multi model ensem-
ble CMIP3 appears to perform on a similar level as 
CMIP5. In general, there are only minor differences 
in model performances. For the sub-regions of the 
Mediterranean area we found mainly stronger results 
for the current CMIP5 ensemble and, particularly, 
the regional climate models of CORDEX. The re-
sults of this study underline that to focus on only 
one model - or even multi model ensemble – is not 
recommendable without a thorough evaluation of 
all available simulations. Further, we reach the same 
conclusion as ring et al. (2017) that the climate char-
acteristic is of much higher relevance than the type 
of metric. Since our results allow no obvious prefer-
ence concerning a best ensemble for most situations, 
we suggest relying on detailed evaluations using mul-
tiple performance metrics to find the best simulation 
for the particular region and season of interest.
In terms of weighting, the applied metrics 
showed rather small differences between the origi-
nal performance values. To achieve stronger effects 
of model weighting on probabilistic climate assess-
ments, further steps like the introduction of a thresh-
old to create a sub-ensemble is necessary. However, a 
general statement regarding the type of PDF change, 
increase or decrease of model spread, is not possible. 
Again, a detailed evaluation of the respective situa-
tion has to be performed for valid results.
Altogether, we see further need for compar-
ing different climate model performance metrics. 
Especially with detecting the harmonic time series 
similarities as a new climate model characteristic to 
be evaluated, research goals in this field should be 
redefined from evaluation of general model perfor-
mance to evaluation of specific model characteris-
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tics. We further recommend using a wide variety of 
different evaluation approaches and weighting met-
rics tailored to specific situations and processes of 
interest. This study in combination with the results 
of ring et al. (2017) offers a comprehensive insight 
in the performances of different specific characteris-
tics for most state-of-the-art climate models and nu-
merous metrics for a variety of study areas. Further 
studies could benefit from these results and use or 
extend the analyzed metrics to generate reliable as-
sessments of potential future climate states.
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