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Abstract
In this paper we review the construction of the thermal bosonic string and D-
brane in the framework of the Thermo Field Dynamics (TFD). We briefly recall the
well-known light-cone quantization of the bosonic string in the conformal gauge in flat
space-time. Then we give a bird’s eye view of the fundamental concepts of the TFD.
Also, we present the thermalization of the bosonic string and the construction of the
thermal D-brane boundary state. Finally, we show the calculation of the entropy of
the thermal open string states with all boundary conditions and the entropy of the
thermal D-brane state.
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1 Introduction
At the first look, the String Theory seems just an interesting and non-trivial application
of the Quantum Mechanics and the Special Relativity to vibrating strings. By itself, the
quantization of relativistic strings does not call the attention of the particle physicist as a
significant paradigm shift. However, when the string quantization is performed by applying
the standard rules of the perturbative Quantum Field Theory, one discovers that the strings
in certain states have the same physical properties as the gravity in the flat space-time.
Moreover, when the condition that the space-time be flat is relaxed, it follows that the
consistency of the string degrees of freedom with the rules of the Quantum Mechanics (the
algebraic structure of the string operators) is satisfied only if the space-time metric obeys
the Einstein’s equations for the gravitational field
l2sRµν + l
4
sRµρσχR
ρσχ
ν + · · · = 0, (1)
where ls is the string length. These two facts are remarkable because there is no a priori
connection between the quantization of relativistic strings and gravity, yet the gravita-
tional interaction shows up at various levels during this process. The String Theory is,
at the present time, the unique theory in which the gravity emerges formally from the
simultaneous application of the Quantum Mechanics and the Special Relativity together
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with the rest of fundamental interactions. While that has been the main driving motivation
for the study of the String Theory during the last four decades or so, several other deep
results have continuously emerged from String Theory that concern the dual interpreta-
tion of the quantum matter and the space-time in various mathematical models of the
fundamental interactions. The complexity of the mathematical tools needed to formulate
the deepest physical constructs represents a major difficulty in making fast progress in
understanding the String Theory. We are still far from understanding the new aspects of
the reality proposed by the String Theory because they form a coherent system of concepts
only in space-time manifolds with higher dimensions than we have been able to observe.
These manifolds represent a vast multiplicity of possible non-equivalent universes. Another
difficulty encountered in the development of the String Theory is the lack of experimental
guidance. This is due to the fact that the typical scale of processes described by the string
interactions is far beyond our present and near future experimental possibilities. Neverthe-
less, since the inception of the String Theory, a serious effort has been put into formulating
and deriving the fundamental physical phenomena in the string framework such as the
calculation of phenomenological Particle Physics processes and data, the description of
Statistical and thermodynamical systems and processes, the development of Cosmological
concepts, etc.
In the present paper I will review the basic concepts of a set of fundamental results
aimed at understanding the microscopic structure of the thermal properties of strings and
D-branes, their natural higher dimensional generalization. This line of research has as an
objective the development of the fundamental tools necessary to formulate the dynamics
of strings at finite temperature. However, it is equally important for modelling concrete
problems in the framework of the String Theory such as the description of the primordial
universe in which the high temperatures and energy densities constituted natural physical
conditions. The implementation of temperature in the String Theory can be performed in
several formalism which at equilibrium are are shown to be equivalent for different systems.
In this paper I will restrict the presentation to the Thermo Field Dynamics (TFD) method
which is an operatorial approach to the quantum field theory at finite temperature. The
main advantage of the TFD against other formalisms is that it maintains the structure of
the field excitation explicit. This is useful for studying the thermodynamical properties of
the perturbativeD-branes which are described by boundary states constructed out of states
from the Fock space of string (but not a proper string state). Also, the TFD gives a clear
formulation of the temperature induced symmetry breaking and since the time variable is
not compactified, it useful to investigate the time evolution of the thermal fields.
The TFD method was proposed for the first time by Takahashi and Umezawa in [1]. It
is a quantum field theory at finite temperature constructed in the canonical quantization
that is known to be equivalent at thermodynamical equilibrium with the path integral
formulation (see, e. g. [2, 3]). The TFD was applied to the String theory in the seminal paper
by Leblanc in [4]. Other early applications of TFD to string models were concerned with
the study of the cosmological constant [5, 6], the regularization and the renormalization of
the string propagators at finite temperature and of the free energy [7, 8, 9, 10, 11, 12, 13, 14,
15, 16], the phase structure and the thermal duality [17, 18, 19], the TFD of the heterotic
string [20, 21] and the dynamical mass generation [22]. The interest in the TFD formulation
of strings at finite temperature was revived after the discovery of the D-brane states by
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Polchinski [23]. Since these are physical objects, it seems natural to try to find out their
microscopic structure and physical properties at finite temperature. The first formulation
of the thermal bosonic D-brane states was given in [24] and it was extended to other string
models in [25, 26, 27, 28, 29, 30, 31, 32, 33, 34]. The recent increasing interest in solving
the String Theory in various space-time backgrounds has led to the investigation of their
thermal properties in the TFD framework in [35, 36, 37, 38, 39, 40, 41, 42]. Also, there
are few studies concerned with the treatment of the String Field Theory beside the work
of Leblanc [44]( see for more recent results [45, 46],Cantcheff:2015fia). Very recently, the
TFD has been used to formulate the dynamics of strings in a time-dependent background
[48].
In the following, we are going to review the application of the TFD to the bosonic open
and closed strings. In the Section 2 we will present the basic relations that underlie the
string dynamics and its quantization in the flat Minkowski space-time and in the conformal
gauge on the world-sheet and in the light-cone gauge in the space-time. The results from
this section are standard and can be found in many textbooks and lecture notes. We have
freely followed the the books [49, 50] for references on string theory and [51, 52, 53, 54] for
D-branes. In the Section 3 we will review the TFD formalism and exemplify it in the case
of the non-relativistic scalar field. In the Section 4, we will show how the TFD method can
be used to construct the thermal strings and D-brane states and to calculate their energy.
We conclude in the last section.
2 Strings at zero temperature
In this section we review the basic results from the String Theory that are necessary to
develop the formalism of the thermal strings. The material presented in this section is
standard. We will follow mainly [49] and [50].
2.1 Classical strings
The fundamental strings are one dimensional objects of typical length ls ∼ 10−18GeV .
This property implies that the string phenomenology is beyond the current and foreseeable
experimental reach. Also, due to its energy scale ms = l
−1
s , the string must be an object
with quantum or generalized quantum properties.
The string degrees of freedom are given in terms of embeddings Xµ from a two
dimensional manifold Σ2 (the string world-sheet) to another manifold Md (the space-
time). The coordinates on the world-sheet are denoted by σα = (σ0, σ1) = (τ, σ). Here,
σ0 = τ ∈ I ⊂ R is a time-like coordinate necessary to describe the time evolution of the
string and σ1 = σ ∈ [0, 2π] is space-like and localizes points on the string. The two possible
topologies of strings are open and closed. The fields Xµ(τ, σ) describe the dynamics of the
bosonic string in space-time. Fermionic fields can be added to the theory. The most elegant
and consistent way to do that is by requiring either a two dimensional supersymmetry on
Σ2 (the Ramond-Neveu-Schwarz formalism) or a higher dimensional supersymmetry in the
space-time Md (the Green-Schwarz formalism). Although the mathematical structure of
the two supersymmetric formulations is different, it is shown that the physical degrees of
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freedom and their dynamics coincide in the Minkowski space-time R1,9 [49]. A third mathe-
matical formalism for the supersymmetric strings in terms pure-spinors can be constructed
in ten dimensions. It has the advantage of preserving the covariance in the quantization
process [57].
2.1.1 String action
The dynamics of the bosonic string can be derived from the Polyakov action
S[X, h] = − 1
4πα′
ˆ
d2σ
√−hhαβ(σ)gµν(X)∂αXµ∂βXν . (2)
Here, the parameter α′ = l2s is inverse to the string tension, hαβ(σ) is the world-sheet
metric, h = det hαβ and gµν(X) is the space-time metric. The Polyakov action is covariant
simultaneously in two and d-dimensions. Beside the string fields Xµ(σ), it contains new
dynamical fields which are the components of the two-dimensional metric hαβ(σ). There-
fore, there are gauge symmetries of the action associated to the transformations of these
fields locally on the world-sheet.
The action (2) is the most general action that can be written for a string that propagates
in an arbitrary space-time. However, since the main proposal of the String Theory is that
the strings are the fundamental objects in Nature, it is crucial to construct a quantum theory
of strings. The quantization of the action (2) by applying the standard methods is in general
impossible since one cannot define an asymptotic Hilbert space for the string fields Xµ(σ).
Indeed, these fields interact on the world-sheet with the coupling constant gµν(X) and no
free theory can be defined in a consistent manner. However, it is possible to quantize the
action (2) in those backgrounds that satisfy the equation (1), in particular, in the Minkowski
space-time R1,d−1. The reason for that is that the solutions to the equation (1) represent
backgrounds in which the string theory is conformally invariant on the world-sheet and the
fields Xµ(σ) are free [49]. There are other space-times in which it is possible to obtain a
quantum theory of strings, such as the Anti-de Sitter space, the pp-wave background, etc.
2.1.2 Symmetries
The Polyakov action in the Minkowski space-time is
S[X, h] = − 1
4πα′
ˆ
d2σ
√−hhαβ(σ)ηµν∂αXµ∂βXν . (3)
The action (3) has global Poincare´ symmetries
δXµ = ΛµνX
ν + aµ, (4)
δhαβ = 0, (5)
where Λµν is a Lorentz group element in the fundamental representation and a
µ is a constant
vector field. The corresponding two-dimensional Noether currents are associated to the
linear momenta
jµνα = −
1
4πα′
(Xµ∂αX
ν −Xν∂αXµ) , (6)
jµα = −
1
2πα′
∂αX
µ. (7)
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The currents are conserved on-shell ∂αjµα = 0. The Noether charges generate the Lorentz
transformations and translations in space-time, respectively.
The gauge transformations are due to the freedom to reparametrize and rescale the
world-sheet metric. The reparametrization transformations correspond to the change in
the world-sheet coordinates σα → σ′α = fα(σ) with fα arbitrary smooth functions on Σ2.
Under infinitesimal transformations fα(σ) = ζα(σ), the fields change as
δXµ = ζα∂αX
µ, (8)
δhαβ = ζ
ρ∂ρhαβ + 2hρ(β∂α)ζ
ρ. (9)
Under the rescaling of the metric (the Weyl transformations) the fields change as
δXµ = 0, (10)
δhαβ = Λ(σ)hαβ , (11)
where Λ(σ) is an arbitrary smooth function. As a consequence of the Weyl symmetry the
trace of the energy-momentum tensor vanishes T αα = 0, where
Tαβ = − 2πα
′
√−h
δS[X, h]
δhαβ
. (12)
The relation (12) contains the equations of motion of the metric components. The equations
of motion of Xµ are
∂α
(√−hhαβ∂βXµ) = 0. (13)
The above equations describe the dynamics of the classical strings on an arbitrary two di-
mensional manifold. However, the existence of the gauge symmetries given by the equations
(8) - (11) shows that the theory is formulated in terms of redundant degrees of freedom.
One has to reduce the number of string fields to the physical degrees of freedom before
proceeding with the study of the strings, either at the classical or at the quantum level.
The classical dynamics is determined completely by the classical equations of motion (13)
that can be simplified by using the re-parametrization and the Weyl symmetries.
In order to quantize the string, one has to fix the gauge symmetries. Since the local
symmetries act on the metric, the gauge fixing amounts to fixing the form of hαβ. There
are three independent components of hαβ. The reparametrization symmetry can be used
to fix two components and the Weyl symmetry can be used to fixed the third one. Using
these transformation, one can put the metric in the flat form with the Minkowski signature
hαβ = ηαβ. (14)
The world-sheet metric is locally conformally flat since there are conformal symmetries left
on Σ2 which make the quantum theory solvable.
2.1.3 Equations of motion and constraints
As we have concluded from the previous section, the starting point in the study of the
bosonic string theory is the conformally invariant action
S = − 1
4πα′
ˆ
d2σ∂αXµ∂αXµ. (15)
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The action (15) is Poincare´ invariant in the flat space-time R1,d−1. It is convenient to
use the notation σα = (τ, σ). The string fields Xµ(τ, σ) satisfy the massless Klein-Gordon
equation in two dimensions (
∂2τ − ∂2σ
)
X = 0. (16)
In order to describe the dynamics of strings, we must consider the equations of motion of
the components of the two-dimensional metric. Their direct consequence is the vanishing
of the energy-momentum tensor (12) that takes the following form in the conformal gauge
Tαβ = ∂αX
µ∂βXµ − ηαβ∂γXµ∂γXµ. (17)
The vanishing of Tαβ is equivalent to the following equations
∂τX
µ∂σXµ = 0, (18)
(∂τX)
2 + (∂σX)
2 = 0. (19)
The above system of equations represent constraints among the fields Xµ. They reduce
the configuration space of the classical theory to the physical configuration space. Upon
quantization, they act as constraints on the quantum string operators. The different ways
to deal with the constraints differentiate the quantization methods from each other.
2.1.4 Boundary conditions and solutions of the equations of motion
In order to determine the solutions of the equations of motion (16), one has to provide
appropriate boundary conditions. There are three types of boundary conditions that can be
chosen on the bosonic string world-sheet: closed string, Neumann and Dirichlet boundary
conditions, respectively. It is possible, in principle, to study the string dynamics on the
euclidean two dimensional world-sheets with Robin boundary conditions, but the physical
interpretation of this model is not very clear.
The world-sheet of the closed string is homotopic with the cylinder Σ2 ∼ I × S1 where
I is a real interval I ⊆ R. The closed string boundary conditions state that the string fields
are single valued along the space-like direction of the world-sheet
Xµ(τ, σ) = Xµ(τ, σ + 2π). (20)
The solution to the equation of motion (16) with the boundary conditions (20) has the
following Fourier expansion
Xµ(τ, σ) = xµ + α′pµτ + i
√
α′
2
∑
n 6=0
1
n
(
αµne
−in(τ−σ) + βµne
−in(τ+σ)
)
. (21)
The string fields Xµ(τ, σ) can be decomposed in to the left- and right-moving modes
labelled by n. The first two terms from the right hand side of the equation (21) correspond
to n = 0 and are interpreted as the contribution of the string center of mass to the solution
Xµ(τ, σ). The constant vectors xµ and pµ are the coordinates and the momenta of the
center of mass, respectively.
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One can impose two types of boundary conditions at each end of the open string, the
Neumann and the Dirichlet boundary conditions, respectively,
Neumann : ∂σX
µ(τ, 0) = ∂σX
µ(τ, π) = 0, (22)
Dirichlet : ∂τX
µ(τ, 0) = ∂τX
µ(τ, π) = 0, (23)
where we have parametrized the string length by σ ∈ [0, π]. The Neumann boundary
conditions are used to describe the free movement of the endpoint of the string. In contrast,
the Dirichlet boundary conditions should be imposed when the string endpoint has a fixed
coordinate in the space-time direction µ. Then the conservation of energy and momentum
in this direction imply that there is an object localized at the fixed value of the string
endpoint transverse to the string. This object has several interesting physical properties
as tension and charge under higher dimensional gauge fields (that generalize the massless
vector field to fields described by higher dimensional differential forms) and it is called D-
brane. The boundary conditions can be combined to Neumann-Neumann (NN), Dirichlet-
Dirichlet (DD) and mixed Neumann-Dirichlet (ND) boundary conditions depending on the
number of branes on which the string ends.
The solutions to the equations of motion (16) with all possible combinations of Neumann
and Dirichlet boundary conditions are given by the following relations
NN : Xµ(τ, σ) = xµ + 2α′pµτ + i
√
2α′
∑
n 6=0
αµn
n
e−inτ cos(nσ), (24)
DD : Xµ(τ, σ) = xµ0 +
1
π
(yµ0 − xµ0 )σ +
√
2α′
∑
n 6=0
αµn
n
e−inτ sin(nσ), (25)
ND : Xµ(τ, σ) = yµ0 + i
√
2α′
∑
r∈Z+ 1
2
αµr
r
e−irτ cos(rσ), (26)
DN : Xµ(τ, σ) = xµ0 +
√
2α′
∑
r∈Z+ 1
2
αµr
r
e−irτ sin(rσ). (27)
Here, we have denoted by xµ0 and y
µ
0 the values of the string endpoints, i. e. the ones fixed by
the constraint 23). The string fields are complex functions of the world-sheet coordinates.
However, the embedding of the string in the space-time should be real. Therefore, one
should impose the reality of the embedding components Xµ which amounts to imposing
the reality condition on the Fourier coefficients, that is
αµ−n = α
µ∗
n , β
µ
−n = β
µ∗
n , (28)
for all n ∈ Z. Here, ∗ denotes the complex conjugation. Similar reality conditions should
be imposed on the open string fields.
The above solutions to the equations of motion are free massless fields Xµ in two
dimensional spaces Σ2. The string degrees of freedom form a subset ofXµ’s that is obtained
after imposing the constraints (18) and (19). Let us discuss in some detail the constraints
of the closed strings. The constraints of the open strings with various boundary conditions
can be analysed in the same way (see, e. g. [50]). Sometimes it is useful to introduce the
light-cone coordinates on the world-sheet by the linear transformations
σ± = τ ± σ, ∂± = 1
2
(∂τ ± ∂σ) . (29)
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Let us work out the string constraints in these coordinates. The equations of motion (16)
take the following form in the light-cone coordinates
∂−∂+X
µ = 0. (30)
The closed string solution (21) can be decomposed into fields that describe the left- and
right-moving modes
Xµ(σ, τ) = XµL(σ
+) +XµR(σ
−), (31)
where
XµL(σ
+) =
1
2
xµ +
1
2
α′pµLσ
+ + i
√
α′
2
∑
n 6=0
βµn
n
e−inσ
+
, (32)
XµR(σ
−) =
1
2
xµ +
1
2
α′pµRσ
− + i
√
α′
2
∑
n 6=0
αµn
n
e−inσ
−
. (33)
Here, the coefficients pµL = p
µ
R = p
µ. The constraints (18) and (19) take the following form
(∂+X
µ)2 = (∂−X
µ)2 = 0, (34)
and they represent the vanishing of the non-trivial components of the energy-momentum
tensor in the light-cone coordinates on the world-sheet. When written in terms of the
Fourier modes, the above equations take the following form∑
n∈Z
Lαne
−inσ− =
∑
n∈Z
Lβne
−inσ+ = 0, (35)
where we have used the notation
Lαn =
1
2
∑
m∈Z
ηµνα
µ
n−mα
ν
m, L
β
n =
1
2
∑
m∈Z
ηµνβ
µ
n−mβ
ν
m. (36)
The Fourier coefficients of the zero modes are given by the following relation
αµ0 = β
µ
0 =
√
α′
2
pµ. (37)
Since the Fourier modes are independent of each other, the physical degrees of freedom in
the Fourier representation should obey an infinite set of classical constraints
Lαn = L
β
n = 0, (38)
for all n ∈ Z. The objects Lαn and Lβn, are actually generators of an infinite number
of symmetries that form the so called classical Virasoro-Witt algebra which completely
determines the conformal field theory in two dimensions. The closed string displays two
copies of this algebra. If the Virasoro algebra is imposed at the quantum level, then the
quantum conformal field theory is solvable, too. Let us take a closer look at the generators
Lα0 and L
β
0 . From the defining equations (37) we get
Lα0 =
α′
2
pµpµ +
1
2
∑
m∈Z\{0}
ηµνα
µ∗
m α
ν
m = 0, (39)
Lβ0 =
α′
2
pµpµ +
1
2
∑
m∈Z\{0}
ηµνβ
µ∗
m β
ν
m = 0, (40)
By comparing the above relations with the definition of the relativistic energy in R1,d−1:
p2 +M2 = 0 we see that the momentum of the center of mass of the closed string can be
used to define the mass of string in terms of string modes
M2 =
2
α′
∑
m∈Z\{0}
ηµνα
µ∗
m α
ν
m,=
2
α′
∑
m∈Z\{0}
ηµνβ
µ∗
m β
ν
m. (41)
The above relation is written in a form that reminds the quantum oscillator in the Fock
space. Indeed, upon quantization and proper ordering of the Fourier operators, the relations
(41) can be interpreted as the definition of the mass operator of the quantum string. The
theory is symmetric under the exchange of σ+ ↔ σ− and the relabelling of the Fourier
coefficients α ↔ β. Consequently, the two sums that define the mass operator coincide at
individual oscillator level, which is known as the level matching condition. We note once
again that this condition is a consequence of the zero mode generators of the Virasoro
algebra. The mass of the open string can be defined in a similar way. In this case, there is
no level matching equation since the open string has just one Virasoro algebra.
2.1.5 Canonical structure of string
The classical string theory presented above suggest that one could attempt to quantize the
d scalar fields by canonical methods. The first step to apply these methods is to formulate
the string in the phase space. Since there are constraints among string fields, the physical
phase space is the subspace of the phase space determined by the equations (18) and (19).
The string fields Xµ’s and their canonically conjugate momenta
P µ =
δL
δ(∂τXµ)
=
1
2πα′
∂τX
µ, (42)
where L is the string Lagrangian in the conformal gauge, satisfy the Poisson brackets at
equal values of τ (equal-times)
{Xµ(σ), Xν(σ′)} = {P µ(σ), P ν(σ′)} = 0 (43)
{Xµ(σ), P ν(σ′)} = δ(σ − σ′)ηµν . (44)
One can easily see that the above Poisson brackets imply the following relations among
the classical Fourier coefficients
{αµm, βνn} = 0, (45)
{αµm, ανn} = {βµm, βνn} = −imδm+n,0ηµν . (46)
The coordinates of the center of mass satisfy the standard relations {xµ, pν} = ηµν . From
the equations (44) and (46), we can see that the String Theory has the same fundamen-
tal problem as the relativistic field theory, namely the temporal string field X0 and its
conjugate momenta P 0 obey non-standard Poisson bracket relations with the negative sign
induced by the η00 component of the space-time metric. The same is true for the coordinates
of the center of mass.
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The dynamics of the classical string in the phase space is determined by the Hamiltonian
defined as
H =
ˆ
dσ (Pµ∂τX
µ − L) . (47)
The explicit form of the Hamiltonian in terms of fields is
H =
1
4πα′
ˆ
dσ
[
(∂τX)
2 + (∂σX)
2
]
, (48)
which vanishes on the constraint surface. Since the constraints are, in fact, equations of
motion, one can also say that the Hamiltonian vanishes weakly, i. e. up to the equations
of motion. A vanishing Hamiltonian on the surface of constraints, which is the physical
subspace of the phase space, is a major problem for the theory. In general, that is solved
by constructing a physical Hamiltonian in terms of physical degrees of freedom only (in
this context the coordinates on the constraint surface) which obey a modified version of
the Poisson brackets that takes into account the constraint structure. We are not going to
analyse the string constraints here. More information about that can be found in [49, 50].
2.2 String quantization
The different methods to quantize the string can be told apart from each other by the
way in which the constraints are implemented in the quantization procedure. The most
consistent interpretation of the physical results by different observers is guaranteed by
the covariant methods as in the case of the gauge field theories. However, in the study of
the thermal properties of a system, several symmetries might be broken by the thermal
effects which could be observer dependent. Therefore, in order to understand the dynamics
of the thermal string, we will rely on the canonical quantization methods in which the
constraints are firstly solved at classical level and then are imposed on the Fock space as
relations among string operators.
2.2.1 Canonical covariant quantization
As we have seen in the previous section, the closed string is described by a collection of d
massless scalar fields in two dimensions that form an SO(1, d− 1) massless vector in the
space-time and are subjected to the constraints given by the equations (18) and (19). The
scalar fields are free fields in the conformal gauge and, as the Poisson brackets (45) and (46)
show, they have the canonical structure of a collection of oscillators in the spatial directions.
In the time-like direction, the string modes are not physical as their norm is not positive
definite. The canonical quantization method can be applied by promoting the string fields
to operators and by replacing the Poisson brackets by commutators {f(X,P ), g(X,P )} →
−i[fˆ(Xˆ, Pˆ ), gˆ(Xˆ, Pˆ )]. In order to simplify the notation, the hat will be omitted when the
notation its presence is obvious. The Fock space representation is obtained by quantizing
the Fourier modes of the fields. The equal time commutation relations take the standard
form
[Xµ(σ), P ν(σ′)] = iδ(σ − σ′)ηµν , (49)
[Xµ(σ), Xν(σ′)] = [P µ(σ), P ν(σ′)] = 0. (50)
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By using the Fourier decomposition, one obtains the following commutation relations
among the string oscillators
[αµm, β
ν
n] = 0, (51)
[αµm, α
ν
n] = [β
µ
m, β
ν
n] = mδm+nη
µν . (52)
The coordinates of the center of mass satisfy the relation [xµ, pν] = iηµν . By imposing the
reality condition one obtains the following relations
(αµn)
† = αµ−n, (β
µ
n)
† = βµ−m. (53)
The above equations show that the Fock space of the closed string is a direct product of
an infinite number of harmonic oscillators corresponding to the modes n and states of the
center of mass. The oscillators are written in the string representation but they can be put
into the canonical form by the rescaling
αµn → aµn =
αµn√
n
, βµn → bµn =
βµn√
n
, (54)
for all n 6= 0. One can see from the equation (51), that the Fock space is naturally factorized
into Fock spaces corresponding to the left- and right-moving modes and of the momentum
pµ. The vacuum state of the string is defined by the following relations
αµn |0; p〉 = βµn |0; p〉 = 0, ∀n > 0, (55)
pˆµ |0; p〉 = pµ |0; p〉 . (56)
An arbitrary state has contributions from both sectors with an arbitrary number of left-
and right-string modes
|φ; p〉 =
∞∏
r=1
∞∏
s=1
(αµr)mrnr (β
µs)msns |0; p〉 , (57)
where r and s indices indicate arbitrary string modes. Not all of the states of the form
given by the relation (57) are physical. The physical subspace of the Fock space is obtained
by imposing the constraints (18) and (19) interpreted in terms of string operators. In the
Fourier representation, the constraints take the form (38). One way to implement them is
to impose the Virasoro-Witt generators (38) on the Fock space
Lαn |φ; p〉 = Lβn |φ; p〉 = 0. (58)
for all n ∈ Z∗, where
Lαn =
1
2
∞∑
m=−∞
δijα
i
n−mα
j
m, (59)
Lβn =
1
2
∞∑
m=−∞
δijβ
i
n−mβ
j
m. (60)
However, the system (58) is not self-consistent. Nevertheless, the weaker set of equations
〈φphys; p|Lαn |φphys; p〉 = 〈φphys; p|Lβn |φphys; p〉 = 0, (61)
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is properly defined and can be used to determine the physical states. The vanishing of
the matrix elements of the Virasoro generators (61) is equivalent to taking m ∈ Z+∗ . The
zero generators of the zero modes should be normally ordered. The ordering procedure is
ambiguous. If one defines the quantum zero mode operators by the following relations
Lα0 =
1
2
α20 +
1
2
∑
n 6=0
: α−n · αn := 1
2
α20 +
∞∑
n=1
α−n · αn, (62)
Lβ0 =
1
2
α20 +
1
2
∑
n 6=0
: β−n · βn := 1
2
α20 +
∞∑
n=1
β−n · βn, (63)
a c-number should be introduced into the evaluation of the matrix elements on the physical
space because of the normal ordering ambiguity
(Lα0 − aα) |φphys; p〉 = 0, (64)(
Lβ0 − aβ
)
|φphys; p〉 = 0. (65)
The generators satisfy the quantum Virasoro algebra
[Lm, Ln] = (m− n)Lm+n + c
12
m(m2 − 1)δm+n,0, (66)
where L stands for the generators from either left- or right-moving sector, respectively,
and c is the central charge. In order to remove the negative norm states from the physical
subspace, the central charge must have a unique integer value c = 26 [49]. Since c counts
the number of scalars, it follows that d = c = 26. Thus, the condition to have a ghost
free theory fixes uniquely the space-time dimension. The set of generators L−1, L0, L1 form
the sub-algebra sl(2,Z) of the Virasoro algebra. The closed string has two copies of the
Virasoro algebra corresponding to the left- and right-sector, respectively, and two copies
of the sl(2,Z) algebra.
2.2.2 Light-cone quantization
In order to solve the constraints given by the equations (18) and (19) one can choose the
light-cone gauge in space-time defined by the following linear transformations
Xµ −→ X+, X−, X i, (67)
where i = 1, 2, . . . , 24 and
X± =
√
1
2
(
X0 ±Xd−1
)
. (68)
To the light-cone directions one can associate momenta P±. The light-cone gauge is well
defined when P+ is non-zero (P− can be expressed as a function on P+ and P i’s) and it is
not a covariant gauge. However, by imposing the Lorentz invariance of the results obtained
in the light-cone gauge, one can obtain useful information about the system. Also, in this
gauge the spectrum is ghost free.
The space-time metric in the light-cone gauge has the following form
ds2 = −2dX+dX− +
24∑
i,j=1
δijdX
idXj. (69)
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The string field X+ can be chosen to have the following form
X+ = x+ + 2α′p+τ. (70)
Since X+ is fixed, one has to solve the equations of motion of other fields and to deter-
mine their Fourier expansion. The computations are straightforward and can be found in
the references, e. g. [49]. For example, by quantizing the open string with NN boundary
conditions, one obtains the following relation among the string oscillators
α−m =
√
1
2α′
p+
{
1
2
d−2∑
i=1
∞∑
n=−∞
δij : α
i
m−nα
j
n : −aδn,0
}
. (71)
From it, one can derive the zero mode Virasoro generator
L0 = −2α′
p+p− + 1
2α′
N +
1
2
24∑
i,j=1
δijp
ipj
 . (72)
The string excitation are classified by their mass. The mass operator is defined by the
quantum version of the equation (41) truncated to the open string and it is given by the
following relation
M2 =
4
α′
(N − a) , (73)
where a is the c-number from the normal ordering and the number operator has the fol-
lowing form
N =
d−2=24∑
i=1
∑
m
δijα
i
−mα
j
m. (74)
Similar relations can be obtained for the rest of the boundary conditions of the open string
as well as for the closed string. The quantum mass operator of the closed string has the
following form
M2 =
2
α′
(
Nα +Nβ − aα − aβ
)
, (75)
where Nα and Nβ stand for the number operator in the corresponding sectors
Nα =
d−2=24∑
i=1
∑
m
δijα
i
−mα
j
m, N
β =
d−2=24∑
i=1
∑
m
δijβ
i
−mβ
j
m. (76)
The physical states satisfy the level matching condition
〈φphys; p|Lα0 − Lβ0 − aα − aβ |φphys; p〉 = 0. (77)
The open string has only one copy of the Virasoro algebra, therefore no level matching
condition is necessary. The light-cone gauge can be used to establish the space-time di-
mension and the value of the normal ordering c-numbers. Also, one can determine easily
the physical states in this gauge.
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2.2.3 Physical spectrum
By using either the canonical quantization or the light-cone quantization one can calculate
the physical spectrum of the closed bosonic string. Let us recall the states of the closed
string. A general state can be written as
|φ〉cs = |φα, φβ〉 = |φα〉 ⊗ |φβ〉 (78)
The entangled states on the boundary of the world-sheet in general do not belong to the
physical Fock space since they do not have finite norm. The number of left- and right-
moving operators in each sector should match by the level matching condition which can
be written as (
Nα −Nβ
)
|φ〉cs = 0. (79)
The relation (79) shows that the first excited states are of the form
ζµνα
µ
−1β
ν
−1|0; p〉, pµζµν = pνζµν = 0, M2αµ−1βν−1|0; p〉 = 0, (80)
where the second relation above is the result of the following equations
Lα1 ζµνα
µ
−1β
ν
−1 |0; p〉 ∼ ζµνpµ |0; p〉 , (81)
Lβ1ζµνα
µ
−1β
ν
−1 |0; p〉 ∼ ζµνpν |0; p〉 . (82)
(83)
The equations (81) and (82) represent gauge transformations in the Fock space. The two
equations leave arbitrary only the transverse components of the general tensor ζµν . Thus,
the massless string states are parametrized by ζ(ij), ζ[ij],Trζ and are classified by the irre-
ducible representations of SO(24). By determining the transformation of these excitations
under the Lorentz group one can see that they correspond to the graviton hij , the antisym-
metric (Kalb-Ramond) field Bij and to the dilaton φ. In particular, the graviton transforms
under
hij −→ hij + ∂(iζj), (84)
where ζi is an arbitrary infinitesimal vector from SO(24). The natural appearance of the
graviton in the string spectrum, from quantum consistency and symmetry considerations,
is one of the strongest motivation for pursuing the research in the field of the String Theory.
The physical spectrum of the open string contains the ground state |0; p〉 which repre-
sents the lowest mass string excitation and has negative mass M2 = − a
α′
. Thus, the ground
state shows that there is a tachyonic field T in the theory. The standard interpretation of
this fact is that the theory has been quantized around an unstable vacuum. The next ex-
citation in the open string spectrum is of the form ζiα
i
−1|0; p〉 of mass M2 = (1 − a)/α′
and ζip
i = 0 from the gauge transformation generated by L1. This is an SO(24) vector
and it has transversal degrees of freedom only for M2 = 0, which fixes the value of the
normalization c-number to one. Thus massless vector fields show up in the string theory,
too. The presence of all massless fields that mediate the fundamental interactions makes
the String Theory a candidate for a theory that unifies these interactions.
The massive states start at values proportional to α′−1 ∼ 1036GeV . The study of these
states is much less advanced and their physical properties, such as their renormalized mass,
are still largely unknown.
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2.2.4 D-brane states
In this subsection we briefly review the construction of the D-brane states as boundary
states in the perturbative string theory. There are many good references in the literature.
The presentation follows [50, 51, 52, 53] and mainly the fifth chapter from [54].
At the tree level, the free closed string is generated from vacuum, propagates a while
and then is annihilated to vacuum. The corresponding diagram is thus a cylinder which
is the string world-sheet. The states that describe the annihilation and creation of the
string are located at the end circles of the cylinder at the initial and final instants of time,
respectively. These states are called boundary states. The same cylinder can be interpreted
as being the one-loop diagram of a free open string. The cylinder in the open string sector
is different from the one in the closed string sector in that the space-like coordinates on the
two world-sheets get interchanged. This coordinate transformation is implemented to the
string fields and generates a the open-closed string duality. In the open string description,
the end points of the string can move on some hypersurfaces located in space-time at loci
that correspond to the location of the two end circles. These hypersurfaces are transversal
to the string. The energy and momentum is conserved only if there are extended transversal
physical objects that are extended along the hypersurfaces and exchange momentum and
energy with the string. These objects are the D-branes and they generalize the strings to
higher dimensional objects. A D-brane with p space-like coordinates is called a Dp-brane.
It describes a p + 1-dimensional hypersurface Σp+1 ⊂ R1,9 called the world-volume of the
Dp-brane.
The open string boundary conditions that define a Dp-brane are given by the following
relations
∂σX
a|σ=0 = 0, a = 0, 1, . . . , p
X i|σ=0 = yi, i = p + 1, . . . , 24. (85)
To pass to the closed string boundary condition, one has to interpret the cylinder as the
tree-level diagram in the closed string sector. The relations (85) take the following form
∂τX
a|τ=0 = 0, a = 0, 1, . . . , p
X i|τ=0 = yi, i = p+ 1, . . . 25. (86)
If we want to describe the Dp-branes as boundary states, we must implement the boundary
conditions (86) in the Fock space of the perturbative closed string
∂τX
a|τ=0|B > = 0, a = 0, 1, . . . , p
(X i|τ=0 − yi)|B > = 0, i = p+ 1. . . . 25. (87)
The equations (87) define the boundary state |B >. To find their solution, we expand the
string operators in terms of oscillation modes using the solution of the equations of motion
given in the previous section
Xµ(τ, σ) = xµ + 2α′pµτ + i
√
α′
2
∞∑
n 6=0
[
αµne
−2in(τ−σ) + βµne
−2in(τ+σ)
]
. (88)
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The string excitations are obtained by acting with products of creation operators on the
vacuum state
|0 >= |0 >α |0 >β |p > . (89)
By substituting the expression (88) into the equation (87), one obtains the following bound-
ary equations
(αan + β
a
−n)|B > = 0,
(αin − βi−n)|B > = 0,
pˆa|B > = 0,
(xˆi − yi)|B > = 0. (90)
Note that the equations (90) are not the only conditions that should be imposed on the
Hilbert space. Actually, one has to solve for physical boundary states, and therefore the
negative norm states should be excluded from the solutions of the system (90). In the
light-cone gauge these equations are satisfied by the physical degrees of freedom. It follows
that the boundary states have the following general form
|BX >= Npδ25−p(xˆi − yi)
(
∞∏
n=1
e−
1
n
α−n·S·β−n
)
|0 >α |0 >β |p = 0 >, (91)
where Np is a normalization constant that should be determined and the matrix S has the
following form
S = (ηab,−δij). (92)
In the equation (91) the light-cone gauge implies the summation over the 24 transverse
directions on which the metric is Euclidean. In order to have a complete knowledge of the
Dp-brane state, one has to calculate the normalization constant Np. This can be done by
comparing the interaction amplitudes computed in the closed and open string channels,
respectively, (see, e. g. [23, 53, 54]). After lengthy computations, the result has the form
Np =
TP
2
, (93)
where Tp is the brane tension.
3 Thermo Field Dynamics
In this section, we are going to review the main results of the Thermo Field Dynamics
(TFD) formalism for studying the thermal properties of quantum fields. These properties
are difficult to be studied from the first principles, i. e. from the microscopic interaction of
fields with the environment or with each other [2].
The application of the String Theory to cosmological problems such as the study of
the primordial universe and the inflation requires understanding the behavior of strings in
contact with the environment. Since the strings are supposed to be fundamental objects,
this contact should be a very complex interaction among systems composed by large num-
bers of strings. In general, the description of this type of interaction in terms of individual
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strings is impossible. Therefore, it is necessary to develop statistical methods for string
systems. The most rigorous way to do that is by developing a String Field Theory and
then study it in interaction with the environment. There have been several attempts to do
that [44, 45, 46] but the results are far from being satisfactory. The main reason for that
is our insufficient understanding of the String Field Theory. However, there is a class of
systems in which the contact between the strings and the environment can be described as
a problem of equilibrium with a thermal reservoir. In these cases, it should be possible to
formulate the interaction in terms of a field theory at finite temperature.
In the case of strings, one should make the distinction between the field theories on
the two dimensional world-sheets that can be associated to an individual string or several
interacting strings and the String Field Theory which describes a large number of strings.
The thermal effects should be understood in both theories. In this paper, we are going to
study the thermal effects on the world-sheet.
It is possible to introduce the temperature in either operatorial or path integral for-
malisms. In this paper, we are going to present only the first method called the Thermo
Field Dynamics (TFD) following closely [2]. While it is completely equivalent with the
path integral formulation at the thermodynamical equilibrium , it has the advantage of
preserving the non-compact time direction and maintaining explicit the structure of string
excitations which is useful when one likes to identify the pattern of the symmetry breaking
by temperature.
3.1 Thermal vacuum
The Thermo Field Dynamics proposed in [1] (see also [2, 3]) has as a starting point the
interpretation of the statistical average of an hermitian operator A as a vacuum expectation
value in a paricular state called the thermal vacuum |0(β)〉
〈0(β)|A|0(β)〉 = 1
Z(β)
Tr
[
e−βH
′
A
]
, (94)
where
H ′ = H − µN, Z(β) = Tr
[
e−βH
′
]
, (95)
and β = 1
kBT
. Here, H is the Hamiltonian, µ is the chemical potential, N is the number
of particles and kB is the Boltzmann constant. The key concept of this construction is the
thermal vacuum. Consider, for simplicity, that the Hamiltonian has a discrete spectrum
H ′|n〉 = ωn|n〉 with orthogonal normalized states 〈n|m〉 = δnm. Then the right hand side
of the equation (94) takes the form
〈0(β)|A|0(β)〉 = Z−1(β)∑
n
〈n|A|n〉e−βωn. (96)
On the other hand, since the eigenstates form a basis of the Hilbert space H, one can make
the expansion
|0(β)〉 =∑
n
|n〉〈n|0(β)〉 =∑
n
fn(β)|n〉. (97)
Now it is easy to see that the coefficients fn(β) must satisfy the following equation
f ∗n(β)fm(β) = Z
−1(β)e−βωnδnm, (98)
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which shows that fn(β) are vectors rather than complex numbers. Consequently, the ther-
mal vacuum |0(β)〉 belongs to an extended Hilbert space that contains a copy of every
degree of freedom of the original system. The above construction shows that the doubling
of the Hilbert space is a natural and necessary step when one studies a thermal system.
The copy of the original Hilbert space H is denoted by H˜. Also, we denote by tilde any
quantity that reefers to the copy. The tilde system is interpreted as (that part of) the ther-
mal reservoir that interacts with the original system and thermalizes it. The two systems
are independent of each other apart for the interaction that leads to the thermalization of
the original system. Thus, we can write
H˜|n˜〉 = ωn|n˜〉, 〈n˜|m˜〉 = δmn, (99)
where ωn’s are the same frequencies as of the original oscillators. The total system is
formed by the original system and its copy from the thermal reservoir. Since the two are
independent from each other, a total state is the direct product of one state from each
subsystems of the total system. For example, the basis vectors have the form |n, m˜〉 =
|n〉 ⊗ |m˜〉. In this basis, the Hermitian operators A and A˜ associated to a certain physical
quantity have the following matrices
〈m˜, n|A|n′, m˜′〉 = 〈n|A|n′〉δmm′ , 〈m˜, n|A˜|n′, m˜′〉 = 〈m˜|A˜|m˜′〉δnn′. (100)
One can easily check that the coefficients fn(β) from the equation (97) are given in terms
of vectors from H˜ by the following relation
fn(β) = e
−βωn/2Z−1/2(β)|n˜〉. (101)
This fixes the form of the thermal vacuum to
|0(β)〉 =∑
n
e−βωn/2Z−1/2(β)|n˜〉 ⊗ |n〉 =∑
n
e−βωn/2Z−1/2(β)|n, n˜〉. (102)
The normalization of the thermal vacuum to unity 〈0(β)|0(β)〉 = 1 gives the standard
expression for the partition function
Z(β) =
∑
n
e−βωn〈n|n〉 = Tr [e−βH]. (103)
Then the vacuum expectation value in the thermal vacuum of an operator A is given by
the following equation
〈0(β)|A|0(β)〉 = Z−1(β)∑
n
e−βωn〈n|A|n〉. (104)
By duplicating the system and defining the thermal vacuum which formalizes the process
of thermalization, one obtains a consistent quantum field theory at finite temperature in
which all the standard techniques of the quantum field theory can be applied.
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3.2 Thermal harmonic oscillator
The simplest system to which the above formalism can be applied is the harmonic oscillator.
This example is instructive as it shows how to construct the thermal Fock space of a free
boson. Let a and a† be the annihilation and creation oscillator operators
H = ωa†a, [a, a†] = aa† − a†a = 1, [a, a] = [a†, a†] = 0. (105)
The eigenvalue problem is defined by the standard equation
H|n〉 = ωn|n〉 n = 0, 1, 2, . . . ,∞, (106)
where ωn = nω for all n > 0. To the harmonic oscillator we associate its tilde copy from
the thermal reservoir defined by the equations
H˜ = ωa˜†a˜, (107)
with the commutation algebra
[a˜, a˜†] = 1, [a˜, a˜] = [a˜†, a˜†] = 0. (108)
The two oscillators are independent of each other
[a, a˜] = [a†, a˜†] = [a, a˜†] = [a†, a˜] = 0. (109)
The states of the total system are given by linear combinations of the following vectors
|0〉〉, a†|0〉〉, a˜†|0〉〉, a†a˜†|0〉〉, 1
n!
(a†)n(a˜†)n|0〉〉, . . . (110)
where the vacuum of the total system at zero temperature is given by the following relation
|0, 0˜〉 = |0〉 ⊗ |˜0〉 = |0〉〉. (111)
The thermal vacuum can be constructed from the above states of the doubled or total
system by applying the relations from (102) and it takes the following form
|0(β)〉 = Z−1/2(β)∑
n
e−βωn/2
n!
(a†)n(a˜†)n|0〉〉. (112)
The normalization of |0(β)〉 to unity gives the known expression for the partition function
Z(β) =
1
1− e−βω . (113)
This fixes the phase of the thermal vacuum given by the equation (112) and which now
takes the following form
|0(β)〉 =
√
1− e−βω exp
(
e−
β
2
ωa†a˜†
)
|0〉〉. (114)
The above equation shows that the thermal vacuum is an entangled state of states of the
system and the tilde system at zero temperature. It is interesting to explore further the
relationship between the doubled system and the thermal one.
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3.2.1 Bogoliubov transformations
The equation (114) can be interpreted as a transformation from the total vacuum at zero
temperature to the thermal vacuum generated by a Bogoliubov operator G(θ) of the form
G(θ) = G(θ)† = −iθ(β)(a˜a− a†a˜†), (115)
where θ(β) is a temperature dependent real parameter defined by any of the following
relations
u(β) = (1− e−βω)− 12 =
√
1 + fB(ω) = cosh θ(β), (116)
v(β) = (eβω − 1)− 12 =
√
fB(ω) = sinh θ(β). (117)
Here, fB is the Bose-Einstein distribution. The operator G(θ) is Hermitian and satisfies
the following algebra
[G, a] = −iθ(β)a˜†, [G, a˜] = −iθ(β)a†, (118)
[G, a†] = −iθ(β)a˜, [G, a˜†] = −iθ(β)a. (119)
It follows that the operator G(θ) generates the unitary Bogoliubov transformation U(θ) =
e−iG(θ) which maps the total Hilbert space at zero temperature in to the Hilbert space at
finite temperature. By this transformation, the total vacuum is mapped to the thermal
vacuum as
|0(β)〉 = e−iG(θ)|0〉〉. (120)
The Bogoliubov transformation has the following action on the creation and annihilation
operators
a(β) = e−iGaeiG = u(β)a− υ(β)a˜† (121)
a˜(β) = e−iGa˜eiG = u(β)a˜− υ(β)a†, (122)
a†(β) = e−iGaeiG = u(β)a† − υ(β)a˜, (123)
a˜†(β) = e−iGa˜†eiG = u(β)a˜† − υ(β)a. (124)
These equations establish the relationship between the Hermitian conjugation and the
tilde conjugation viewed as internal operations in the algebra of the operators of the total
system.
3.2.2 Thermal Fock space
By using the above relations, one can prove that the thermal vacuum satisfies the following
equations
a(β)|0(β)〉 = 0, (125)
a˜(β)|0(β)〉 = 0. (126)
This shows that the thermal vacuum contains no thermal excitations which justifies the
name of the state |0(β)〉. The annihilation operators at zero temperature act on the thermal
vacuum as follows
a|0(β)〉 = e−βHˆ/2a˜†|0(β)〉, (127)
a˜|0(β)〉 = e−βHˆ/2a†|0(β)〉. (128)
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The Fock space of the thermal oscillator can be constructed by acting with the operators
a†(β)and a˜†(β) on the thermal vacuum |0(β)〉. However, these states are not eigenstates of
any of the two Hamiltonian operators of either the harmonic oscillator or the tilde oscillator.
Nevertheless, it is easy to verify that the new states are eigenstates of the following total
Hamiltonian
Hˆ = H − H˜ = ω
(
a†a− a˜†a˜
)
= ω
(
a†(β)a(β)− a˜†(β)a˜(β)
)
. (129)
The total Hamiltonian commutes with the generator of the Bogoliubov transformation
G(θ). Therefore, the thermal structure is preserved under the evolution generated by the
total Hamiltonian. The physical quantities at finite temperature are given by the vacuum
expectation value of the original observables in the thermal vacuum, as stated above.
For example, the number of quanta at finite temperature is computed by the vacuum
expectation value of the number operator
〈0(β)|a†a|0(β)〉 = 1
eβω − 1 , (130)
which is just the Fermi-Boson distribution as expected.
3.2.3 Thermal doublet
It is useful to tensor the operators with the C2. The resulting formulation is called the
thermal doublet formulation of the TFD. The basic doublet of the string oscillators at zero
temperature is the following operator
A =
(
a
a˜†
)
. (131)
By applying the unitary Bogoliubov transformation to it, one obtains the corresponding
thermal doublet
A(β) =
(
a(β)
a˜†(β)
)
= U(θ)AU †(θ) =
(
cosh θ(β) − sinh θ(β)
− sinh θ(β) cosh θ(β)
)(
a
a˜†
)
, (132)
where the equations (121) and (124) have been used.
3.3 Thermal bosonic free field
The TFD method can be extended to collection of oscillators, in particular to free fields
at finite temperature. The original formulation was made for non-relativistic fields [2], but
the method can be applied to relativistic fields as well [3]. For simplicity, we are going to
review the non-relativistic bosonic field and follow [2].
3.3.1 Total system
The original Lagrangian of the bosonic field ψ(~x, t) in R1+3 is given by the following
equation
L(~x, t) = iψ∗ψ˙ − 1
2m
∇ψ∗∇ψ. (133)
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The field and its complex conjugate are independent fields that obey the Schro¨dinger
equation. To this field one associates the field ψ˜ corresponding to the degrees of freedom
of the thermal reservoir and with the following Lagrangian
L˜(~x, t) = −iψ˜∗ ˙˜ψ − 1
2m
∇ψ˜∗∇ψ˜. (134)
The two systems can be quantized independently of each other by applying the standard
canonical quantization method. The non-vanishing equal-time commutation relations are[
ψˆ(~x, t), ψˆ†(~x′, t)
]
= δ3(~x− ~x′), (135)[
ψ˜(~x, t), φ˜(~x′, t)
]
= δ3(~x− ~x′). (136)
Since the two system are independent[
ψ(~x, t), ψ˜(~x′, t)
]
=
[
ψ˜(~x, t), ψ†(~x′, t)
]
= 0. (137)
The Lagrangian of the total system Lˆ(~x, t) is defined by the following equation
Lˆ(~x, t) = L(~x, t)− L˜(~x, t), (138)
This Lagrangian produces the total Hamiltonian
Hˆ =
ˆ
d3x
1
2m
(
∇ψ†∇ψ −∇ψ˜†∇ψ˜
)
= H − H˜, (139)
from which the Heisenberg equations can be obtained for both type of fields
iψ˙ = [ψ, Hˆ ] = [ψ,H ] , i
˙˜
ψ = [ψ˜, Hˆ] = −[ψ˜, H˜]. (140)
By solving the Heisenberg equations in cube of volume V on obtains the expansion of the
fields in terms of creation and annihilation operators
ψ(~x, t) =
1√
V
∑
~k
ei
~k·~xe−iω~kta~k , (141)
ψ˜(~x, t) =
1√
V
∑
~k
e−i
~k·~xeiω~kta˜~k , (142)
ψ†(~x, t) =
1√
V
∑
~k
e−i
~k·~xeiω~kta†~k , (143)
ψ˜†(~x, t) =
1√
V
∑
~k
ei
~k·~xe−iω~kta˜†~k, (144)
where the dispersion relation is ω~k =
|~k|2
2m
. By substituting the above equations into the
definition of the total Hamiltonian given by the equation (140), one obtains the total
Hamiltonian for the excitations of the field and the tilde field
Hˆ =
∑
~k
ω~k(a
†
~k
a~k − a˜†~ka˜~k). (145)
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The total system is a collection of independent oscillators to which we can apply the TFD
method. In general, the procedure of mapping each pair of oscillators and tilde oscillators
from zero to finite temperature is not equivalent to the thermalization of the collection
of all pairs simultaneously. This is due to the fact that the oscillators must obey the
field structure and the symmetries of the original field and, also, the rules of the field
interactions. However, in many cases of free fields, the two constructions are equivalent as
a consequence of the independence of the oscillators.
3.3.2 Thermalization of scalar field
In order to thermalize the total system constructed above, one has to act with the Bo-
goliubov operator on the algebra of oscillators and on the total Hilbert space. Since the
oscillators are free and independent, the Bogoliubov operator is given by the following
equation
G = −i∑
~k
θ~k(a
†
~k
a˜†~κ − a˜~κa~k). (146)
The Bogoliubov transformation is generated by the unitary operator
U(θ) = e−iG(θ) = e
−
∑
~k
θ~k(a
†
~k
a˜†
~k
−a˜~ka~k). (147)
By acting with U(θ) on the total vacuum which is the direct product of vacua of all field
excitations, one obtains the thermal vacuum of the scalar field at finite temperature
|0(β)〉 = U(θ)|0(β)〉
=
∏
~k
[
cosh−1θ~k(β) exp (tanhθ~k(β)a
†
~k
a˜†~k)
]
|0〉〉. (148)
Here, we have used the notation from the previous section
u~k(β) = (1− e−βω~k)−
1
2 =
√
1 + fB(ω~k) = cosh θ~k(β), (149)
υ~k(β) = (e
βω~k − 1)− 12 =
√
fB(ω~k) = sinh θ~k(β). (150)
The action of the Bogoliubov mapping (147) on the oscillator operators is given by the
following relations
a~k(β) = e
−iGa~ke
iG = a~k cosh θ~k(β)− a˜†~k sinh θ~k(β), (151)
a˜~k(β) = e
−iGa˜~ke
iG = a˜~k cosh θ~k(β)− a†~k sinh θ~k(β) . (152)
One can perform the inverse Bogoliubov transformation to express the oscillator operators
at zero temperature in terms of operators at finite temperature and substitute these oper-
ators into the equation (145). One obtains the following Hamiltonian at finite temperature
Hˆ =
∑
~k
ω~k
(
a†~k(β)a~k(β)− a˜
†
~k
(β)a˜~k(β)
)
. (153)
Alternatively, by computing the commutation relation between G(θ) and Hˆ we find that
[G(θ), Hˆ ] = 0 which guarantees that the thermalization of the scalar field is a process that
is invariant dynamically.
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3.3.3 Thermal Fock space of scalar field
The field states in the Fock space can be constructed by acting with the thermal creation
operators on the thermal vacuum given by the equation (148). The thermal vacuum satisfies
the expected relations
a~k(β)|0(β)〉 = 0, (154)
a˜~k(β)|0(β)〉 = 0. (155)
The one particle states are given by the following equations
a†~k(β)|0(β)〉 = e−iGa
†
~k
|0〉〉, (156)
a˜†~k(β)|0(β)〉 = e−iGa˜
†
~k
|0〉〉. (157)
By successively applying the thermal creation operators, thermal states of different fre-
quencies can be obtained as in the field theory at zero temperature. These states are
eigenstates of the Hamiltonian from the equation (153). For example, one can easily show
that Hˆ|0(β)〉 = 0. From that, it follows that
〈0(β)|H|0(β)〉 = 〈0(β)|H˜|0(β)〉. (158)
The number of thermal excitations is counted by the number operator Nˆ = N − N˜ which
can be given in terms of operators at zero or finite temperature
Nˆ =
∑
~k
(a†~ka~k − a˜
†
~k
a˜~k), (159)
Nˆ =
∑
~k
(
a†~k(β)a~k(β)− a˜
†
~k
(β)a˜~k(β)
)
. (160)
Its invariance under the Bogoliubov transformation is expected since Nˆ is related to Hˆ by
the canonical relation
Hˆ =
∑
~k
Nˆ~kω~k, (161)
Nˆ~k = a
†
~k
(β)a~k(β)− a˜†~k(β)a˜~k(β). (162)
It follows from (158) and (161) that
〈0(β)|N |0(β)〉 = 〈0(β)|N˜ |0(β)〉. (163)
This equality shows that there is the same number of excitations from the original field as
well as from the reservoir field at any given temperature. If one computes
a†~k(β)|0(β)〉 =
1
sinh θ~k(β)
a˜~k|0(β)〉, (164)
a˜†~k(β)|0(β)〉 =
1
sinh θ~k(β)
a~k|0(β)〉, (165)
one can see that creating a thermal excitation of a given frequency corresponds to anni-
hilating a zero temperature excitation of the same frequency and vice versa. Due to this
fact, the thermal excitation is sometimes interpreted as a physical hole [2].
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3.3.4 Kubo-Martin-Schwinger conditions
As we have reviewed in the previous sections, in the the TFD one can compute consistently
the statistical averages the field observables. Moreover, the thermal field is a quantum field
theory in which the standard computational methods can be straightforwardly applied. It
can be shown that the transition amplitudes can be expressed in terms of thermal Green
functions. However, in order to compute them, one needs to impose boundary conditions
consistent with the thermal equilibrium. These are known as the Kubo-Martin-Schwinger
(KMS) conditions. For two arbitrary observables, they are defined along the time-like
direction the following identities
〈0(β)|A(t)B(t′)|0(β)〉 = 〈0(β)|A˜†(t)eβHˆ/2B(t′)|0(β)〉
= 〈0(β)|A˜†(t + iβ/2)B(t′)|0(β)〉
= 〈0(β)|B(t′)eβHˆ/2A˜†(t+ iβ/2)|0(β)〉
= 〈0(β)|B(t′)A(t + iβ)|0(β)〉. (166)
The above relations represent prescriptions for calculating the thermal propagators. They
can be obtained from the equations (127) and (128).
3.4 Entropy and free energy
Beside the usual observables that are defined in the Quantum Field Theoy at zero tem-
perature, the fields at finite temperature have observables associated with the statistical
properties of the ensembles of string excitations. In the TFD formalism it is possible to
define these thermal observables. We are going to recall the definition of two of them: the
entropy operator and the free energy operator in the case of the free bosonic field discussed
in the previous section.
3.4.1 Entropy operator
The entropy operator is defined such that it reproduces the entropy in the grand canonical
ensemble
S = kB
∑
k
{(1 + 〈nk〉) ln(1 + 〈nk〉)− 〈nk〉 ln〈nk〉} , (167)
where nk is the average ocupation number of the k state. According to the fundamental hy-
pothesis of the TFD formalism, the statistical entropy S should be the vacuum expectation
value of the entropy operator K
S = kB〈K〉 ≡ kB〈0(β)|K|0(β)〉, (168)
where kB is the Boltzmann constant. This equation is satisfied by the operator
K = −∑
~k
(
a†~ka~k ln sinh
2 θ~k(β)− a~ka†~k ln cosh
2 θ~k(β)
)
. (169)
To it, one can associate the operator K˜ that is obtained by substituting the oscillators by
tilde-oscillators. The operators K and K˜ factorize the unitary Bogoliubov transformation
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U(θ) given by the equations (147) and (148) as following
|0(β)〉 = e−K/2
exp∑
~k
a†~ka˜
†
~k
 |0〉〉 = e−K˜/2
exp∑
~k
a˜†~ka
†
~k
 |0〉〉. (170)
The entropy operators K and K˜ define new mappings from the coherent state |Iˆ〉 to the
thermal vacuum
|0(β)〉 = e−K/2|Iˆ〉 = e−K˜/2|Iˆ〉, (171)
|Iˆ〉 = ∑
n
|n, n˜〉 = exp
∑
~k
a†~ka˜
†
~k
 |0〉〉. (172)
The total entropy operator Kˆ = K − K˜ commutes with the Bogoliubov operator given by
the equation (146): [K − K˜, G] = 0. By acting with Kˆ on the thermal vacuum one obtains
(K − K˜)|0(β)〉 = 0. (173)
This equation shows that the same value of the entropy S is obtained from either K or K˜.
The entropy operator can be used to fix the value of the functions θ~k(β) to
θ~k(β) = arcsinh(
√
n~k). (174)
The equation equation (174) can be obtained from the equations (167) and (168) and by as-
suming that the vacuum expectation value in the thermal vacuum of the total Hamiltonian
Hˆ is constant [2].
3.4.2 Free energy
The Helmholtz free energy is by definition the following thermodynamical function
Ω = −TS + E − µN , (175)
where E is the average energy of the system and N is the average particle number. By
substituting the vacuum expectation values ofK and N in these average values, one obtains
the following expression for the free energy of a system of oscillators
Ω = −TS + 〈H〉 − µ〈N〉
=
∑
k
[
− 1
β
(
(1 + n~k) ln(1 + n~k)− n~k lnn~k
)
+ (ǫ~k − µ)n~k
]
. (176)
Let us analyze the thermal equilibrium from the point of view of the free energy. In this
case, the average energy is constant and the arbitrary variation of the free energy around
the equilibrium point is zero δΩ = 0. It follows that ∂Ω/∂n~k = 0 from which one obtains
θ~k = arcsinh
 e− 12β(ω~k−β)√
1− e− 12β(ω~k−β)
 . (177)
This is the same value of the function θ~k as the one obtained in the equation (174) but with
the average number of ~k excitations expressed in terms of the Bose-Einstein distribution.
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3.5 Axioms of Thermo Field Dynamics
It is possible to derive a set of axioms for the Thermo Field Dynamics from the above
construction that are useful for the generalization of the formalism to other systems and
for applications [2]. Let ℑ = {A} and ℑ˜ = {A˜} be two independent algebras of operators.
3.5.1 General axioms
Axiom 1 Two variables that belong to the independent algebras A ∈ ℑ e B˜ ∈ ℑ˜ are
independent
[A, B˜] = 0. (178)
Axiom 2 There is an internal operation ˜ of the direct product algebra ℑ⊗ℑ˜ such that
a) ˜(AB) = A˜B˜, (179)
b) ˜(c1A+ c2B) = c∗1A˜+ c∗2B˜, (180)
c) A˜† = A˜†, (181)
for any A,B ∈ ℑ and any A˜, B˜ ∈ ℑ˜. The complex numbers c1 and c2 are arbitrary.
Axiom 3 The thermal vacuum is defined by the following thermal state conditions
A(t, ~x)|0(β)〉 = σA˜†(t− iβ/2, ~x)|0(β)〉, (182)
〈0(β)|A(t, ~x) = 〈0(β)|A˜†(t + iβ/2), ~x)σ∗, (183)
where σ = 1 for any bosonic operator A ∈ ℑ.
Axiom 4 The thermal vacuum is invariant under the tilde conjugation
˜|0(β)〉 = |0(β)〉. (184)
Axiom 5 The energy-momentum operator Pµ ∈ ℑ generates the space-time translations
in the subalgebra ℑ by the following action
A(x) = eiPµx
µ
Ae−iPµx
µ
, (185)
for any A ∈ ℑ.
Axiom 6 . The tilde conjugation is an involution for bosons with
˜˜
A = σA, (186)
for any A ∈ ℑ.
The first axiom can be generalized by using the second and the fourth one to the
statement that if A(x) ∈ ℑ and B˜(y) ∈ ℑ˜ are arbitrary operators, then they satisfy
[A(x), B˜(y)] = 0, (187)
where x and y are arbitrary space-time events.
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3.5.2 Thermal doublet formalism from axioms
The second axioms allows one to generalize the Heisenberg equations and the commutation
relations from the Quantum Field Theory to the TFD formalism. Also, from this axiom
one can derive a combination of operators A(x) ∈ ℑ and B˜(y) ∈ ℑ˜ that annihilate the
thermal vacuum. From the second axiom, the sign of the combination of the hermitian
conjugation and the tilde conjugation in any order is unchanged. This allows one to define
the thermal doublet formalism as follows. The thermal doublet operator is defined by the
relations
Aα =
{
A, if α = 1
A˜†, if α = 2.
(188)
One can generalize the commutator relations [A(x), B(y)] = C(x, y) to the algebra of the
thermal doublet operators
[Aα(x), Bα(y)] = ταγCγ(x, y), (189)
where
τ =
(
1 0
0 −1
)
. (190)
From the definition (188), one can cast an arbitrary operator F (A) in the thermal doublet
form by using the following equation
[F (A)]α = Pα [F (A
α)] , (191)
where Pα is the thermal ordering operator defined by the relation
Pα[A
αBα . . . Cα] =
{
A1B1 . . . C1, if α = 1,
C2 . . . B2A2, if α = 2.
(192)
The Heisenberg equations take the following form in the thermal doublet notation
i∂µψ
α(x) = ǫα[ψα(x), P αµ ], ǫ
α =
{
1, if α = 1
−1, if α = 2. (193)
By using the generator of the space-time translations
Pˆµ =
∑
α
ǫαP αµ = Pµ − P˜µ, (194)
we can put the Heisenberg equations into the following form
i∂µψ
α(x) = [ψα(x), Pˆµ]. (195)
The thermal Lagrangian (Hamiltonian) can be obtained from the Lagrangian (Hamilto-
nian) of any system as follows
Lˆ =
∑
α
ǫαLα = L− L˜, (196)
Hˆ =
∑
α
ǫαHα = H − H˜, (197)
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The third axiom allows one to construct annihilation and creation operators for the
thermal vacuum from any non-Hermitian operator by applying the relations
A(t)|0(β)〉 = A˜†(t− iβ/2)|0(β)〉, A†(t)|0(β)〉 = A˜(t− iβ/2)|0(β)〉. (198)
From the above axioms from the equations (178) - (186) one can derive all the previous
elements of the TFD formalism, such as the Bogoliubov operators, the KMS conditions,
etc. For more details we reefer the reader to [2, 58].
4 Strings at Finite Temperature
In this section, we are going to review the results obtained by applying the TFD method
to some simple configurations of bosonic strings and D-branes. Our presentation follows
mainly [24, 25, 26] and [55, 56].
4.1 Thermalization of open string
The bosonic string in the Minkowski space-time and in the conformal gauge was presented
in the Section 2. The light-cone quantization preserved only the physical states. Since the
degrees of freedom form a system of bosonic fields on the two dimensional world-sheet, one
can study their properties at finite temperature by using the TFD method presented in
the Section 3.
Consider the bosonic open string with boundary conditions given by the equations (22)
and (23). The solutions of the equations of motion with different combinations of boundary
conditions were given in the equations (24)-(27). After applying the canonical quantization
in the light-cone gauge (70)-(68), the Fourier modes were interpreted as operators that
characterized the quantum string excitations. It is useful to rescale these operators to
obtain the canonical oscillator operators
Aµn =
1√
n
αµn, A
µ†
n =
1√
n
αµ−n , n > 0, (199)
where µ = 1, . . . , 24 in the light-cone gauge. The operators (199) satisfy the canonical
commutation relations among themselves. Also, they commute with the coordinates and
momenta of the center of mass. Their action on the string vacuum is given by the following
relations
Aµn |0〉 = 0 , ∀n, (200)
pˆµ |p〉 = pµ |p〉 . (201)
The TFD method can be applied to obtain the thermal bosonic string. The first step is to
duplicate the string by enlarging the system with the degrees of freedom of the thermal
reservoir denoted by ˜. The total system has the Hilbert space
Hˆ = H⊗ H˜. (202)
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The unitary and tilde invariant Bogoliubov operator can be defined for each oscillator n in
each direction µ by the following relation
Gµn = − iθn(βT )(An · A˜n − A˜†n · A†n). (203)
Here, θn(βT ) parameter is fixed by the equation (174) with ~k replaced by n. The dot in (203)
represents the Euclidean scalar product in the transverse target space. The Bogoliubov
generator maps the total string vacuum at zero temperature to the thermal vacuum as in
the equations (120) and (148)
|0(βT )〉〉 =
∏
m>0
e−iGm |0〉〉 , (204)
where |0〉〉 = |0〉 ˜|0〉 and
Gn =
24∑
µ=1
Gµn. (205)
The thermal vacuum of the string has the following form i.e.
|Ω(βT )〉〉 = |0(βT )〉〉 |p〉 |p˜〉 . (206)
The state (204) is annihilated by all thermal annihilation operators. These can be con-
structed as in the equations (121) -(124)
Aµn(βT ) = e
−iGnAµne
iGn , A˜µn(βT ) = e
−iGnA˜µne
iGn , (207)
with the corresponding equations for the creation operators Aµ†n (βT ) and A˜
µ†
n (βT ). We note
that the coordinates and the momenta of the center of mass of string are invariant under
the Bogoliubov mapping.
From the above considerations, we conclude that the thermal string solution Xµ(βT )
at T 6= 0 can be obtained by replacing the operators from the equations (24)-(27) with
the corresponding operators at T 6= 0. This is the result of the action of the Bogoliubov
transformations on the string operators Xµ at T = 0.
The generators of the Virasoro algebra at T 6= 0 can be obtained by acting with the
Bogoliubov operators on the Virasoro generators at T = 0 or by assembling them from the
thermal oscillator operators. Therefore, the Virasoro algebra closes on the thermal string
states. The Bogoliubov transformation maps the two string copies from the total string into
two thermal string copies. The relation between these systems is complicated since the two
strings at zero temperature get mixed at higher temperatures. From the invariance of the
thermal vacuum to the tilde involution, it follows that the tilde and non-tilde excitations
are generated simultaneously at finite temperature.
4.2 Entropy of string fields
It is interesting to see what is the entropy of the thermal open string fields Xµ(βT ) with
different boundary conditions given in the equations (24)-(27). The entropy operator is
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defined in the equation (168) with K given by the equation (169). By using these equations,
we can write down the entropy operators K and K˜ for the open string as
K =
24∑
µ=1
∞∑
n=1
(Aµ†n A
µ
n log sinh
2 θn −AµnAµ†n log cosh2 θn), (208)
K˜ =
24∑
µ=1
∞∑
n=1
(A˜µ†n A˜
µ
n log sinh
2 θn − A˜µnA˜µ†n log cosh2 θn). (209)
In order to compute K, one can factorize it according to the space-time directions
K =
24∑
µ=1
Kµ. (210)
Consider the string fields with the NN boundary conditions. The entropy of the
thermal string fields in this state is given by the expectation value of K operator
〈〈Xµ(βT ) |Kρ|Xµ(βT )〉〉. One can compute it by evaluating the center of mass and the
oscillator contributions separately.
〈〈Xµ(βT ) |Kρ|Xµ(βT )〉〉 = CM terms
− 2α′ ∑
n,k,l>0
ei(l−n)τ√
ln
cosnσ cos lσ
[
(T1)
µρ∇
nkl + (T2)
µρ∇
nkl
]
.(211)
The terms from the oscillator contribution have the following form
(T1)
µρ∇
nkl =
〈
0˜
∣∣∣∣∣
〈
1µn
∣∣∣∣∣ ∏
m>0
e−iGmAρ†k A
ρ
k log sinh
2 θk
∏
s>0
eiGs
∣∣∣∣∣ 1∇l
〉∣∣∣∣∣ 0˜
〉
〈p˜ |q˜〉 〈p |q〉 ,
(T2)
µρ∇
nkl = −
〈
0˜
∣∣∣∣∣
〈
1µn
∣∣∣∣∣ ∏
m>0
e−iGmAρkA
ρ†
k log cosh
2 θk
∏
s>0
eiGs
∣∣∣∣∣ 1∇l
〉∣∣∣∣∣ 0˜
〉
〈p˜ |q˜〉 〈p |q〉(212)
We have used the following notation for the one-excitation state
|1µl 〉 = Aµ†l |0〉 . (213)
In order to compute the matrix elements, one needs to normalize the momentum states in
the transverse space. We use the finite volume V24 normalization
〈p| q〉 = 2πδ(24)(p− q), (214)
(2π)24δ(24)(0) = V24. (215)
The result of the calculation of the oscillator contribution to the matrix element of the
entropy operator is given by the following equation
〈〈Xµ(βT ) |Kρ|Xµ(βT )〉〉 = CM terms− 2α′(2π)(48)δµ∇δ(24)(p− q)δ(24)(p˜− q˜)×∑
n>0
1
n
cos2 nσ[log(tanh θn)
2δρ∇ − δρρ∑
k>0
δkk]. (216)
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In order to calculate the contribution of the center of mass, one has to normalize the
coordinate-momenta matrix. The normalization used is
〈x| p〉 = (2πh¯)−12eip·x/h¯. (217)
A simple algebra gives the final result
〈〈Xµ(βT ) |Kρ|Xµ(βT )〉〉 =
− (2πh¯)−24
(2πh¯)24(2α′τ)2pµp′∇δ(24)(p− p′) + 2α′τ(Iµ2 p′∇ + I ′∇2 pµ) + Iµ2 I∇2 ∏
j 6=µ,∇
Ij1

× δ(24)(p˜− p˜′) ∑
m=1
[nρm log n
ρ
m + (1− nρm) log(1− nρm)]− 2α′(2π)(48)δµ∇δ(24)(p− p′)
× δ(24)(p˜− p˜′)∑
n>0
1
n
cos2 nσ
log(tanh θn)2δρ∇ − δρρ∑
k>0
δkk
 , (218)
The entropy is expressed in terms of unidimensional integrals on the finite domains x ∈
[x0, x1] that are given by
I1 = −ih¯(p′ − p)−1
[
e
i
h¯
(p′−p)x1 − e ih¯ (p′−p)x0
]
, (219)
I2 = −ih¯(p′ − p)−1
[
−ih¯I1 + x1e ih¯ (p′−p)x1 − x0e ih¯ (p′−p)x0
]
. (220)
In the above equations, |p〉 and |p′〉 are the momenta of the final and initial states, respec-
tively, and
nρm =
〈〈
0(βT )
∣∣∣Aρ†mAρm∣∣∣ 0(βT )〉〉 = sinh2 θm (221)
represents the number of string excitations in the thermal vacuum. The natural interpre-
tation of the result obtained in the equation (218) is that of the entropy of the thermal
open string excitations in states with NN boundary conditions. Similar computations can
be performed to calculate the matrix elements of K operator between states with DD,
DN and ND boundary conditions. The non-vanishing matrix elements are given by the
following relations
DD : 〈〈Xµ(βT ) |Kρ|Xµ(βT )〉〉 = 2α′(2π)(48)δµ∇δ(24)(p− p′)δ(24)(p˜− p˜′)
× ∑
n>0
1
n
sin2 nσ
log(tanh θn)2δρ∇ − δρρ∑
k>0
δkk
 , (222)
DN : 〈〈Xµ(βT ) |Kρ|Xµ(βT )〉〉 = 2α′(2π)(48)δµ∇δ(24)(p− p′)δ(24)(p˜− p˜′)
× ∑
r=Z+1/2
1
r
sin2 rσ
log(tanh θr)2δρ∇ − δρρ∑
k>0
δkk
 , (223)
ND : 〈〈Xµ(βT ) |Kρ|Xµ(βT )〉〉 = 2α′(2π)(48)δµ∇δ(24)(p− p′)δ(24)(p˜− p˜′)
× ∑
r=Z+1/2
1
r
cos2 rσ
log(tanh θr)2δρ∇ − δρρ∑
k>0
δkk,
 (224)
where Z + 1/2 are half-integer numbers. The contribution of just a single field is obtained
by taking µ = ρ = ∇. The entropy given by the equations (218), (222), (223) and (224) is
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the entropy of states associated to the general solutions of the equations of motion. This
is not the entropy of the thermal string calculated in the thermal vacuum. Indeed, the
later is the entropy of the string oscillators in all directions and should not depend on the
boundary condition, while the former is a function of the world-sheet.
4.3 Thermalization of closed string
The thermalization of the closed string follows the same line as of the open string presented
above. The canonical oscillator operators are defined by the normalization relations
Aµn =
1√
n
αµn ; A
µ†
n =
1√
n
αµ−n , (225)
Bµn =
1√
n
βµn ; B
µ†
n =
1√
n
βµ−n , (226)
for all n > 0. The total string at zero temperature is obtain by duplicating the above
oscillators by adding the tilde oscillators
A˜µn =
1√
n
α˜µn ; A˜
µ†
n =
1√
n
α˜µ−n , (227)
B˜µn =
1√
n
β˜µn ; B˜
µ†
n =
1√
n
β˜µ−n. (228)
The algebra of the oscillator operators is given by the following relations
[Aµn, A
ν†
m ] = [A˜
µ
n, A˜
ν†
m ] = δn+mη
µν , [Bµn , B
ν†
m ] = [B˜
µ
n , B˜
ν†
m ] = δn+mη
µν , (229)
[Aµn, A˜
ν
m] = [A
µ
n, A˜
ν†
m ] = [A
µ
n, B˜
ν
m] = · · · = 0. (230)
The total Fock space is the direct product of the string and tilde string Fock spaces
Hˆ = H⊗ H˜. (231)
Since each Fock space is already a direct product of spaces corresponding to the left- and
right-moving modes, one has to introduce a notation for the vectors from the total space.
We denote by | 〉〉 an arbitrary vector from Hˆ. The vacua of string oscillators in each sector
have the following form
|0〉〉α = |0〉α
⊗ |˜0〉α = |0, 0〉α, |0〉〉β = |0〉β⊗ |˜0〉β = |0, 0〉β. (232)
Then the total vacuum of the oscillators is the following direct product
|0〉〉 = |0〉〉α|0〉〉β =
(
|0〉α
⊗ |˜0〉α) (|0〉β⊗ |˜0〉β)
=
(
|0〉α
⊗ |0〉β) (|˜0〉α⊗ |˜0〉β) . (233)
Note that the last equation is the result of the independence of the degrees of freedom
of the string and the thermal reservoir. The total vacuum of the string is obtained by
multiplying the state from (233) by |p〉⊗ |˜p〉.
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As described in the Section 3, the thermal string can be obtained from the total string
by applying the unitary and tilde invariant Bogoliubov transformations. In the oscillator
sector of the total string, the Bogoliubov operators are defined as
Gαn = −iθ(βT )
(
An · A˜n − A†n · A˜†n
)
,
Gβn = −iθ(βT )
(
Bn · B˜n − B†n · B˜†n
)
. (234)
The θn(βT ) function is the same for the oscillators n from the left- and right-moving sectors.
The Bogoliubov operators are Hermitian and satisfy the following standard TFD algebra
[Gαn, A
µ
n] = −iθn(βT )A˜µ†n , [Gαn, Bµn ] = −iθn(βT )B˜µ†n ,
[Gαn, A
µ†
n ] = −iθn(βT )A˜µn, [Gαn, Bµ†n ] = −iθn(βT )B˜µn ,
[Gαn, A˜
µ
n] = −iθn(βT )Aµ†n , [Gαn, B˜µn ] = −iθn(βT )Bµ†n ,
The thermal vacuum and the thermal creation and annihilation operators are constructed
as in the Section 3 by the action of the unitary Bogoliubov mapping
|0(βT )〉〉 =
∏
m>0
eiG
α
m |0〉〉α
∏
n>0
eiG
β
n |0〉〉β =
∏
m>0
|0(βT )m〉〉α
∏
n>0
|0(βT )n〉〉β (235)
It follows that the thermal closed string oscillators have the following vacuum
|0(βT )n〉〉 = |0(βT )n〉〉α
⊗ |0(βT )n〉〉β. (236)
The thermal creation an annihilation operators can be obtained by applying the Bogoli-
ubov mapping to the following pairs of operators at zero temperature {A,A†, A˜, A˜†} and
{B,B†, B˜, B˜†}
Aµn(βT ) = e
iGαnAµne
−iGαn = un(βT )A
µ
n − vn(βT )A˜µ†n ,
A˜µn(βT ) = e
iGαnA˜µne
−iGαn = un(βT )A˜
µ
n − vn(βT )Aµ†n , (237)
Bµn(βT ) = e
iGβnBµne
−iGβn = un(βT )B
µ
n − vn(βT )B˜µ†n ,
B˜µn(βT ) = e
iGβnB˜µne
−iGβn = un(βT )B˜
µ
n − vn(βT )Aµ†n , (238)
where the coefficients of the linearized Bogoliubov transformations are given by the follow-
ing relations
un(βT ) = cosh θn(βT ), vn(βT ) = sinh θn(βT ). (239)
Since the coordinates of the center of mass of the string pˆ, xˆ and the tilde string ˆ˜p, ˆ˜x
commute with the creation and annihilation operators, the Bogoliubov transformation
leave them invariant. Then we can define the action of the Bogoliubov transformations on
the full string fields Xµ and X˜µ and derive the fields of the thermal string as in the case
of the open strings.
35
4.4 Entropy of D-branes
An interesting application of the construction presented in the above section is the calcu-
lation of the entropy of the thermal closed string in the boundary states associated to the
D-brane. This is somehow similar to the calculation of the entropy of the thermal open
string fields with specific boundary conditions presented before. This calculation is inter-
esting since it contributes to understanding the thermodynamic properties of the D-branes.
In order to calculate the entropy, one has to define in a meaningful way a thermal
D-brane. Such object should exist since the D-branes are physical objects in the same way
as the strings are. Their microscopic structure at zero temperature is defined by boundary
conditions (87) in the closed string channel. The corresponding D-brane boundary states
were given in the equation (91) that takes the following form in the oscillator representation
of string excitations
|B〉 = Npδ(d⊥) (qµ − xµ) e
−
∞∑
n=1
A†µn SµνB
†ν
n |0〉 . (240)
Here, we have denoted by qµ the operators corresponding to the center of mass of the
closed string and Sµν is the diagonal matrix Sµν = (ηab,−δij). The thermalization of the
closed string described in the previous section requires the doubling of the string degrees
of freedom, i. e. the addition of the identical copy of the string. Therefore, one should
duplicate the Dp-brane boundary conditions, too, and impose them to the tilde-string.
Then the boundary conditions on the total string fields are given by the following relations
∂τX
a|τ=0(βT ) |B(βT )〉〉 = ∂τX˜a|τ=0(βT ) |B(βT )〉〉 = 0,
X i|τ=0(βT ) |B(βT )〉〉 = X˜ i|τ=0(βT ) |B(βT )〉〉 = xi, (241)
where a = 1, 2, . . . , p and i = p + 1, . . . , 24. Note that the center of mass of the string
and the tilde string have the same coordinates. By using the properties of the Bogoliubov
transformation defined by the equation (235) one can show that the thermal Dp-brane is
described by the following boundary state
|B(βT )〉〉 = N2p δ2(d⊥) (q − x) e
−
∞∑
n=1
[A†µn (βT )+A˜†µn (βT )]Sµν[B†νn (βT )+B˜†νn (βT )] |0(βT )〉〉 , (242)
where
δ2(d⊥) (q − x) = δ(d⊥) (q − x) δ(d⊥) (q˜ − x) (243)
The thermal state (242) can be obtained either by solving the boundary equations (241)
explicitly or by applying the unitary and tilde invariant transformations to the Dp-brane
state of the total string at zero temperature.
The entropy operator is the sum of operators from left- and right-sectors and it is given
by the following relation
K =
∑
µ
∑
n
[(
Aµ†n A
µ
n +B
µ†
n B
µ
n
)
log sinh2 θn +
−
(
AµnA
µ†
n +B
µ
nB
µ†
n
)
log cosh2 θn
]
. (244)
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It has all the properties of the entropy operator discussed in the Section 3. The operator
K˜ can be constructed from the tilde-string modes. Direct computations [24] show that the
value of K in the state (242) is given by the following relation
KDp = 〈〈B (βT )| K |B (βT )〉〉 = 48
∞∑
m=1
[
log sinh2 θm − sinh2θm log tanh2 θm
]
+2
∞∏
m=1
24∏
µ=1
24∏
ν=1
∞∑
k=0
cosh2θm
(−)2k+2 S2k+2µν
k! (k + 1)!
. (245)
The quantity KDp can be interpreted as the intrinsic entropy of the Dp-brane at finite
temperature. From it, one can derive the free energy and other thermal properties. However,
one should note that KDp diverges as T → 0 and goes as log(−1) for T → ∞. The
divergence of the entropy is a typical property of infinite collections of oscillators which
needs to be addressed by proper regularization techniques.
5 Conclusions
In this review, we have presented the construction of the thermal bosonic string and D-
brane at finite temperature in the framework of the Thermo Field Dynamics. Since the free
strings consist of infinite number of harmonic oscillators, one can apply the TFD method
in a direct way. By interpreting the matrix elements of the entropy operator in the thermal
states as the entropy of those states, we showed how to derive the thermal entropy of open
string fields with all possible boundary conditions and the intrinsic entropy of theD-branes.
These entropies are normally divergent and should be renormalized, possibly by applying
the methods presented in the references. There we can also find the generalization of the
TFD formalism to the supersymmetric strings and their boundary states. Some standard
results reviewed here were synthesised previously in [55, 56].
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