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ABSTRACT
Recently, researchers have been leveraging LiDAR point cloud
for higher accuracy in 3D vehicle detection. Most state-of-the-art
methods are deep learning based, but are easily affected by the num-
ber of points generated on the object. This vulnerability leads to
numerous false positive boxes at high recall positions, where objects
are occasionally predicted with few points. To address the issue, we
introduce Penetrated Point Classifier (PPC) based on the underlying
property of LiDAR that points cannot be generated behind vehicles.
It determines whether a point exists behind the vehicle of the pre-
dicted box, and if does, the box is distinguished as false positive. Our
straightforward yet unprecedented approach is evaluated on KITTI
dataset and achieved performance improvement of PointRCNN, one
of the state-of-the-art methods. The experiment results show that
precision at the highest recall position is dramatically increased by
15.46 percentage points and 14.63 percentage points on the moder-
ate and hard difficulty of car class, respectively.
Index Terms— 3D object detection, lidar, false positive re-
moval, autonomous driving
1. INTRODUCTION
3D object detection is a crucial task in autonomous driving since
vehicles must be provided with accurate scene information. It is es-
sential for safe driving to recognize the other cars driving ahead or
parked at the side of the road precisely. To achieve this goal, recent
works of 3D object detection utilize the data from several types of
sensors, such as a monocular camera, stereo cameras, and LiDAR.
They provide various and useful data, but each sensor has its limita-
tions.
RGB images from cameras contain appearance information that
can be efficiently exploited by the advanced techniques of 2D Con-
volutional Neural Network (CNN). However, they lack depth infor-
mation which is material to 3D object detection. This drawback re-
sults in considerably low performance for monocular 3D object de-
tection [10, 16, 1, 9], that only uses a single image to detect the ob-
jects in 3D space. To overcome the limitation, [21, 7, 4] used two im-
ages from the stereo camera to estimate the depth of the scene more
precisely, by sharing the weights of image feature extractors. The
estimated depth of the stereo images is more enhanced than monoc-
ular images, but due to the discrete nature of the pixels, they still are
insufficient for real-world applications. Therefore, depth prediction
from 2D images itself is not adequate for autonomous driving, where
an accurate location of the object is required.
On the other hand, point clouds from LiDAR provide precise
distance information, which makes it easy to capture the spatial
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structures of the scenes. Thus, most 3D object detection methods
with high performance are point-based detection. However, the
LiDAR point cloud has fatal weaknesses of being sparse in the long
range, and that the points are irregular and unordered. To handle
these challenges, existing methods such as PointNet [11] and Point-
Net++ [12] directly process the raw point cloud regardless of the
order of the points. Alternatively, point clouds are converted into
specific forms that can be easily processed by projecting a point
cloud onto the corresponding image for 2D CNN [6, 20, 8, 3] or
dividing into voxels for 3D CNN [22, 15, 19].
Based on these approaches, significant progress has been made
in how the point cloud can be effectively utilized from the limited
information it provides. Nevertheless, due to the sparsity of point
clouds and frequent occurrence of occlusion, it is still challenging
to determine whether a set of points represents an actual object or
not, when too few points are generated on the object. Moreover, ad-
vanced methods using deep learning networks also suffer from solv-
ing this problem with scanty information provided. As a result, many
false positive boxes are generated with the existing methods, causing
a decrease in performance. This is also a critical issue in autonomous
driving. The autonomous vehicles must recognize as many objects
in the scene, which means that the model with high recall position
should be applied. However, depending on the score threshold of the
final prediction from the network, precision gets lower as recall gets
higher. As the high recall is necessary but the precision gets lower,
increasing the precision at high recall position is one of the main is-
sues [13, 17, 18] that need to be solved in autonomous driving. We
are demanding that besides talking about the average precision of the
detectors, the precision at high recall position should be addressed
as a separate problem for the actual application.
In this paper, we propose a new approach in 3D vehicle detection
for the false positive removal task. False positive boxes tend to be
generated in the area with sparse points, but the neural network needs
a certain number of points that contain information where features
can be extracted. Thus, we focus on configuring a simple but intu-
itive module which can effectively sort out the false positive boxes,
no matter how sparse points are in the predicted box. The proposed
method increases the precision substantially at the high recall posi-
tion, which indicates that numerous false positive boxes are removed
from the final predicted boxes while preserving true positive boxes.
2. METHOD
2.1. Overview
The basis of the proposed approach is the fundamental property
of LiDAR that the laser cannot penetrate the objects. It can be in-
ferred from the property that if any penetrated point is generated in
the space behind the vehicle of the predicted box, the box must be
recognized as misprediction. In other words, we assume that the
penetration can only occur for false positive boxes. To verify the as-
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Fig. 1. Overview of our PPC module in the overall detection pipeline. The framework is divided into three stages. Aligned CAD point clouds,
predicted boxes, and search area points are obtained in advance as described in Sec. 2. (a) Representation of 3D spherical coordinate on 2D
Cartesian coordinate without radial distance. (b) Translation of inputs to origin. (c) Comparison of 2D polar coordinates of pointSA, P1, and
pointCAD, P2. The point in search area, pointSA, is determined to be the penetrated point according to Algorithm. 1. The predicted box is
in red, ground-truth box is in green, CAD point cloud is in dark blue, false positive box is in light blue, and penetrated points are in pink.
sumption, the boundary of the space behind the vehicle, which will
be termed penetrated area, should be fixed. However, there is an
inevitable problem that it is impossible to figure out the exact shape
of a vehicle inside the predicted box with few points on it. We re-
solve the problem by using a point cloud of Computer-Aided Design
(CAD). In our module, a certain CAD point cloud of a car with gen-
eralized shape is used to replace the unattainable point cloud of an
actual vehicle, in which points are only located at 3D contour. Gen-
eralizing different shapes of vehicles into the identical CAD model
can be an issue, but we tackle it in Table. 2 by experiments.
After the shape of a vehicle in the predicted box is gained by the
CAD model, the remaining task is to determine whether the points
exist in the penetrated area. We introduce the Penetrated Point Clas-
sifier (PPC) in Sec. 2.4, which can efficiently deal with the point
cloud in the 3D space. By using the PPC, the penetrated area is set
from the view of LiDAR, and the point cloud is transformed from
the 3D cartesian coordinate into the 2D polar coordinate to deter-
mine whether the penetration occurs undoubtedly.
2.2. CAD Point Cloud Alignment
First, we pre-process the raw CAD point cloud of a car with
a generalized model. Since the model is only required to have
an adequate number of points to represent the shape of a car, it
is down-sampled to Ns = 500 points for low complexity. Let
P = {p(i) = [x(i), y(i), z(i)]}i=1,...,Ns ∈ RNs×3 be the CAD point
cloud and S = [w, l, h] ∈ R1×3 be the size of the predicted box or
CAD model. The aligned CAD point cloud Pac could be formulated
as follows:
Psc = κ(Sb  Sc) Pc, (1)
Prsc = Psc
cos(θ) − sin(θ) 0sin(θ) cos(θ) 0
0 0 1
T , (2)
Pac = Prsc + ubc. (3)
LiDAR
Search Area
Penetrated Area
Fig. 2. Illustration of the search area and the penetrated area. The
virtual projection plane is drawn to facilitate understanding. All
points are in the search area while only red points are in the pen-
etrated area.
where  and  mean element-wise division and multiplication, θ
is the box orientation from the bird’s view, Sb and Sc are sizes of
the predicted box and CAD model, and ubc ∈ R1×3 is the center
coordinates of the predicted box. Pc, Psc and Prsc are the point
clouds of CAD model centered at the origin, scaled with the pre-
dicted box, and rotated and scaled CAD model, respectively. The
ratio of CAD model κ is the hyperparameter that adjusts the size of
the CAD model over the size of the predicted box. The importance
of the hyperparameter κ is described in Sec. 3.2.
The CAD point cloud is scaled and rotated relative to the pre-
dicted box in Eq. 1 and Eq. 2, and translated to the position of the
predicted box in Eq. 3. Each predicted box will have its aligned CAD
point cloud inside, which is then used as the input to the Penetrated
Point Classifier.
2.3. Cropping Search Area
The PPC performs binary classification on points of the scene,
regarding whether they are positioned in the penetrated area. Since
the task is to verify the presence of a penetrated point, it is unneces-
sary to classify all points in the scene. To ease the computation, we
Method
Car - 3D Detection Car - BEV Detection
HR-Precision Average Precision HR-Precision Average Precision
Mod. Hard Mod. Hard Mod. Hard Mod. Hard
PointRCNN 46.59 53.90 82.26 77.99 51.79 59.00 88.89 86.48
PointRCNN + PPC (Ours) 62.05 68.53 82.65 78.36 69.44 75.27 89.35 86.76
Improvement +15.46 +14.63 +0.39 +0.37 +17.65 +16.27 +0.46 +0.38
Table 1. Performance comparison on KITTI val set. The HR-Precision and AP are evaluated with 40 recall positions.
crop the point cloud behind the predicted box, which will be termed
search area. It is the most appropriate area to be examined because
the search area contains the penetrated area with a similar scale, as
the predicted box contains the predicted vehicle. The search area and
the penetrated area are depicted in Fig. 2, and the method to crop the
points in the search area is described in Sec. 2.4.
2.4. Penetrated Point Classifier (PPC)
The inputs of the Penetrated Point Classifier consist of the pre-
dicted boxes, aligned CAD point clouds, and points in the search
area, as mentioned in Sec. 2.2 and Sec. 2.3. To gain the points in the
search area, the point cloud must be considered from the view of the
LiDAR. As seen in Fig. 2, the search area has the shape of a frus-
tum in the 3D cartesian coordinate, where the width gets bigger as it
gets more distant from the LiDAR. Since this representation makes it
hard to classify the points, we propose to transform point cloud data
from the 3D cartesian coordinate which is (x, y, z) to spherical co-
ordinate which is (r, θ, φ). r is the radial distance, θ is the azimuthal
angle, and φ is the polar angle in 3D space. Regardless of the value
of the radial distance r, the point cloud is then projected to the 2D
plane of a 2D cartesian coordinate where a horizontal axis is θ, the
vertical axis is φ, and an origin point is LiDAR, like a range image
which can be seen in Fig. 1-(a). As we can infer from the figure,
points in the search area should satisfy the following inequalities:
max(rbox) < rSA,
min(θbox) < θSA < max(θbox), (4)
min(φbox) < φSA < max(φbox)
where (rSA, θSA, φSA) and (rbox, θbox, φbox) are the 3D spherical
coordinates of the points in search area and on the predicted box.
The area covers slightly more than the actual space behind the ve-
hicle when the box is rotated, but this unexacting representation is
reasonable in terms of complexity since it simply is the search area.
To classify whether a point in the search area is in the penetrated
area, the boundary of the CAD point cloud should be distinct. How-
ever, the CAD point cloud is comprised of the points, not a line,
making the boundary obscure. We deal with this problem by trans-
lation of inputs and transformation of the coordinate system once
more, as shown in Fig. 1-(b), (c). The point cloud on the 2D plane
is translated to the origin, and the coordinate system is transformed
from 2D cartesian coordinate which is (θ, φ), to 2D polar coordinate
which is (ρ, t). ρ is radial coordinate and t is angular coordinate in
2D plane. In the 2D polar coordinate system, the PPC searches a
point of CAD point cloud which has the closest angular coordinate
to that of an interested point in the search area. For example, in the
Fig. 1-(c), α is the minimum gap between the angular coordinates of
the interested point P1 in the search area and the points of the CAD
point cloud. The point P2 then becomes the point of the CAD point
cloud that has been searched. The PPC compares the radial coor-
dinates of the points, ρP1 and ρP2 , and if ρP1 is smaller than ρP2 ,
the interested point p1 is considered as the penetrated point. The
rationale behind this logic is that the CAD point cloud of a car is
Input: points in aligned CAD point cloud (AC),
points in search area (SA), predicted
boxes (boxpred)
Output: final predicted boxes (boxfinal)
Initialization: boxfinal ← boxpred
Do coordinate transformation and translation
according to Sec. 2.4.
for boxi ∈ boxpred do
for pointSA ∈ SA do
pointCAD ← argmin
pointCAD
|tpointSA − tpointCAD∈AC |
if ρpointCAD > ρpointSA then
Delete boxi from boxfinal
break
end
end
end
return boxfinal
Algorithm 1: PPC Formulation
composed of the points that are closely located and has a shape of
the closed surface with a gentle gradient in the view of the center.
The formulation of the PPC is summarized in Algorithm. 1.
3. EXPERIMENTAL RESULT
3.1. Experiment Setup
Dataset We evaluate our module on challenging KITTI 3D car de-
tection benchmark [5]. The dataset contains 7,481 frames for train-
ing and 7,518 frames for testing, which includes images and point
clouds. Since ground-truth labels are only provided in training set,
we test our module on validation set. The training data is split into
3,769 frames and 3,712 frames for training and validation set as [2].
Detection Network Among various detection networks, we ex-
ploit PointRCNN [14] as the detector for our experiment, which is
one of the state-of-the-art methods with high performance and pub-
licly available as an open-source.
CAD Point Cloud We select the CAD models of a car with gen-
eralized shapes, that are easily available on the Internet. The type of
the cars used in our module is sedan, since its shape is included in
that of most of the cars. In Table. 2, we prove that any car model of
sedan without a unique feature can be used, by showing little differ-
ence in performances of PPC with different CAD models.
3.2. Evaluation and Discussion
As we argue about the importance of the precision at high recall
position in Sec. 1, we mainly compute the precision at the high-
est recall rate possible for the detector, which will be termed HR-
LiDAR LiDAR
LiDAR LiDAR
Fig. 3. Qualitative results of PPC with PointRCNN on KITTI val set. For each sample frame, 3D car detection result is visualized on the
upper RGB image and in the lower point cloud. The ground-truth boxes are in green, the removed false positive boxes are in blue, the final
predicted boxes are in red, and the penetrated points are in pink.
CAD Model
Car - 3D Detection
HR-Precision Average Precision
Mod. Hard Mod. Hard
Baseline 46.59 53.90 82.26 77.99
Model 1 61.70 68.22 82.66 78.36
Model 2 63.34 69.66 82.58 78.39
Model 3 62.36 68.81 82.54 78.37
Model 4 62.05 68.53 82.65 78.36
Table 2. Performance comparison on the KITTI val set using differ-
ent CAD models with generalized shapes.
Method
Car - 3D Detection
False Positive True Positive
Mod. Hard Mod. Hard
Baseline 18,610 18,594 123,870 153,709
Baseline + PPC 14,973 14,920 123,828 153,595
Decrement -19.54% -19.76% -0.03% -0.07%
Table 3. Rate of changes in each sum of the number of false positive
boxes and the number of true positive boxes on 40 recall positions.
Precision. Increment of the HR-Precision indicates the valid re-
moval of false positive boxes without removing true positive boxes,
while detecting as many ground-truth boxes as possible. The highest
recall position of the PointRCNN is 87.5% and 82.5% in moderate
and hard difficulty respectively. Average precision is also computed
to demonstrate the overall performance of our module, as it is the
evaluation metric generally used in detection. Note that the perfor-
mance improvement in AP metric is not remarkable since our mod-
ule focuses on sorting out the false positive boxes which are mostly
generated in the quite high recall positions.
We evaluate our method on both 3D car detection benchmark
and Bird’s Eye View (BEV) car detection benchmark for the mod-
erate and hard difficulty, except the easy difficulty, as shown in Ta-
ble. 1. For the case of the easy level, there is no significant improve-
ment with our module since the number of false positive boxes is
around 18% compared to that of moderate and hard difficulty, which
is too small to get a meaningful result. PPC increases the perfor-
mance of the baseline detector, PointRCNN, with notable margins
in HR-Precision for both moderate and hard level in 3D and BEV
detection. Each sum of decrements of false positive boxes and true
positive boxes on all recall positions is also computed in Table. 3. As
seen in the table, about 20% of false positive boxes are decreased,
while about 99.9% of true positive boxes are maintained.
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Fig. 4. Variation of 3D Detection HR-Precision (%) on KITTI val
set. We plot the HR-Precision versus the ratio of the CAD model.
The ratio of the CAD model indicates κ in Eq. 1.
We conduct the experiment for the ratio of CAD, which is de-
scribed in Eq. 1 as κ. The reason κ is essential is that the CAD model
should not be fit exactly in the predicted box since the box with an
overlap of over 70% with the ground-truth box is regarded as the cor-
rect prediction. That is, the ratio κ is an important parameter which
prevents the correct prediction from being removed. Fig. 4 shows
that the HR-Precision gets higher as the ratio of the CAD model in-
creases. However, after 82%, the highest recall position becomes
lower since true positive boxes are removed due to the excessive ra-
tio. Thus, 82% is chosen for the ratio of the CAD model to prevent
true positive boxes from being removed.
4. CONCLUSION
We have presented a novel approach for sorting out false positive
boxes in 3D vehicle detection from LiDAR. The proposed method
takes advantage of the obvious fact that the laser of LiDAR cannot
penetrate the object. Our module exploits the CAD model of a car to
replace the unobtainable shape of an actual object, and determines if
any point is generated by penetrating the CAD model. Through the
experiments, we show that this straightforward fact can have a vital
role in classifying whether few points represent the object we search
for, especially at high recall position.
Acknowledgement. This work was supported by Institute for In-
formation & communications Technology Promotion (IITP) grant
funded by the Korea government (MSIP). (No.2016-0-00197, Devel-
opment of the high-precision natural 3D view generation technology
using smart-car multi sensors and deep learning)
5. REFERENCES
[1] X. Chen, K. Kundu, Z. Zhang, H. Ma, S. Fidler, and R. Urta-
sun. Monocular 3d object detection for autonomous driving. In
The IEEE Conference on Computer Vision and Pattern Recog-
nition (CVPR), June 2016. 1
[2] X. Chen, K. Kundu, Z. Zhang, H. Ma, S. Fidler, and R. Urta-
sun. Monocular 3d object detection for autonomous driving. In
Proceedings of the IEEE Conference on Computer Vision and
Pattern Recognition, pages 2147–2156, 2016. 3
[3] X. Chen, H. Ma, J. Wan, B. Li, and T. Xia. Multi-view 3d
object detection network for autonomous driving. In Proceed-
ings of the IEEE Conference on Computer Vision and Pattern
Recognition, pages 1907–1915, 2017. 1
[4] Y. Chen, S. Liu, X. Shen, and J. Jia. Dsgn: Deep stereo
geometry network for 3d object detection. arXiv preprint
arXiv:2001.03398, 2020. 1
[5] A. Geiger, P. Lenz, and R. Urtasun. Are we ready for au-
tonomous driving? the kitti vision benchmark suite. In 2012
IEEE Conference on Computer Vision and Pattern Recogni-
tion, pages 3354–3361. IEEE, 2012. 3
[6] J. Ku, M. Mozifian, J. Lee, A. Harakeh, and S. L. Waslander.
Joint 3d proposal generation and object detection from view
aggregation. In 2018 IEEE/RSJ International Conference on
Intelligent Robots and Systems (IROS), pages 1–8. IEEE, 2018.
1
[7] P. Li, X. Chen, and S. Shen. Stereo r-cnn based 3d object detec-
tion for autonomous driving. In Proceedings of the IEEE Con-
ference on Computer Vision and Pattern Recognition, pages
7644–7652, 2019. 1
[8] M. Liang, B. Yang, S. Wang, and R. Urtasun. Deep continuous
fusion for multi-sensor 3d object detection. In Proceedings of
the European Conference on Computer Vision (ECCV), pages
641–656, 2018. 1
[9] A. Mousavian, D. Anguelov, J. Flynn, and J. Kosecka. 3d
bounding box estimation using deep learning and geometry. In
The IEEE Conference on Computer Vision and Pattern Recog-
nition (CVPR), July 2017. 1
[10] A. Naiden, V. Paunescu, G. Kim, B. Jeon, and M. Leordeanu.
Shift r-cnn: Deep monocular 3d object detection with closed-
form geometric constraints. In 2019 IEEE International Con-
ference on Image Processing (ICIP), pages 61–65. IEEE, 2019.
1
[11] C. R. Qi, H. Su, K. Mo, and L. J. Guibas. Pointnet: Deep learn-
ing on point sets for 3d classification and segmentation. In The
IEEE Conference on Computer Vision and Pattern Recognition
(CVPR), July 2017. 1
[12] C. R. Qi, L. Yi, H. Su, and L. J. Guibas. Pointnet++: Deep
hierarchical feature learning on point sets in a metric space.
In Advances in neural information processing systems, pages
5099–5108, 2017. 1
[13] H. G. Seif and X. Hu. Autonomous driving in the icityhd maps
as a key challenge of the automotive industry. Engineering,
2(2):159–162, 2016. 1
[14] S. Shi, X. Wang, and H. Li. Pointrcnn: 3d object proposal
generation and detection from point cloud. In Proceedings of
the IEEE Conference on Computer Vision and Pattern Recog-
nition, pages 770–779, 2019. 3
[15] S. Song and J. Xiao. Deep sliding shapes for amodal 3d object
detection in rgb-d images. In Proceedings of the IEEE Con-
ference on Computer Vision and Pattern Recognition, pages
808–816, 2016. 1
[16] Y. Wang, W.-L. Chao, D. Garg, B. Hariharan, M. Campbell,
and K. Q. Weinberger. Pseudo-lidar from visual depth estima-
tion: Bridging the gap in 3d object detection for autonomous
driving. In The IEEE Conference on Computer Vision and Pat-
tern Recognition (CVPR), June 2019. 1
[17] B. Wu, F. Iandola, P. H. Jin, and K. Keutzer. Squeezedet: Uni-
fied, small, low power fully convolutional neural networks for
real-time object detection for autonomous driving. In Proceed-
ings of the IEEE Conference on Computer Vision and Pattern
Recognition Workshops, pages 129–137, 2017. 1
[18] K. Xiang, K. Wang, and K. Yang. A comparative study of high-
recall real-time semantic segmentation based on swift factor-
ized network. In Artificial Intelligence and Machine Learning
in Defense Applications, volume 11169, page 111690C. Inter-
national Society for Optics and Photonics, 2019. 1
[19] Y. Yan, Y. Mao, and B. Li. Second: Sparsely embedded con-
volutional detection. Sensors, 18(10):3337, 2018. 1
[20] B. Yang, W. Luo, and R. Urtasun. Pixor: Real-time 3d object
detection from point clouds. In Proceedings of the IEEE con-
ference on Computer Vision and Pattern Recognition, pages
7652–7660, 2018. 1
[21] Y. You, Y. Wang, W.-L. Chao, D. Garg, G. Pleiss, B. Hariharan,
M. Campbell, and K. Q. Weinberger. Pseudo-lidar++: Accu-
rate depth for 3d object detection in autonomous driving. arXiv
preprint arXiv:1906.06310, 2019. 1
[22] Y. Zhou and O. Tuzel. Voxelnet: End-to-end learning for
point cloud based 3d object detection. In Proceedings of the
IEEE Conference on Computer Vision and Pattern Recogni-
tion, pages 4490–4499, 2018. 1
