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Resumo
Neste trabalho analisamos a dina^mica das correlac~oes qua^nticas em um sistema composto
por dois osciladores harmo^nicos em contato com um mesmo reservatorio termico e acoplados
entre si com um acoplamento dependente do tempo. O reservatorio termico e modelado de
acordo com o modelo de Caldeira-Leggett e tanto a abordagem via integrais de caminho
quanto a abordagem via equac~oes mestras s~ao usadas para estudar o sistema nos regimes
Markoviano e n~ao-Markoviano. O Hamiltoniano que descreve o sistema e bilinear nos opera-
dores de campo, isto signica que se prepararmos o sistema em um estado Gaussiano, o estado
do sistema sera sempre Gaussiano. Para um estado Gaussiano toda a informac~ao sobre as
correlac~oes qua^nticas esta contida na matriz de covaria^ncia . Conhecida a matriz  podemos
medir o emaranhamento usando a negatividade logartmica e calcular uma aproximac~ao para
a discordia qua^ntica em estados Gaussianos, que e a discordia Gaussiana. Nos mostramos
que mesmo a temperaturas muito altas as correlac~oes qua^nticas, inclusive o emaranhamento,
persistem. Esta persiste^ncia tem uma relac~ao estreita com a estabilidade do sistema. Como
as correlac~oes qua^nticas s~ao a principal assinatura da meca^nica qua^ntica, isto sugere que este
tipo particular de acoplamento entre os osciladores pode reduzir a descoere^ncia, introduzida
pela interac~ao com o reservatorio termico.
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Abstract
In this work we analise the dinamics of quantum correlations in a system composed by
two harmonic oscillators in contact with a common heat bath and coupled with each other
by a time dependent coupling. The heat bath is modeled according to the Caldeira-Leggett
model and both the path integral and the master equation approaches are used to study the
system in the Markovian and in the non-Markovian regime. The Hamiltonian that describes
the system is bilinear in the eld opperators, this means that if we prepare the system in
a Gaussian state, it remains in a Gaussian state indenitely. For a Gaussian state all the
information about the quantum correlations is in the covariance matrix  and we are able
to calculate the Logarithmic Negativity as a measure of the systems' entanglement and the
Gaussian discord as an approximantion to the usual quantum discord, that is a measure
of quantum correlations. We have shown that in some circunstances we can observe the
survival of quantum correlations and entanglement, even at very high temperatures. This
survival has close relationship with the stability of the system's equation of motion. As
quantum correlations are the main feature of quantum mechanics, this sugests that this
particular coupling between the oscillators can reduce the decoherence eects induced by the
interaction with the heat bath.
xi
xii
Sumario
Agradecimentos vii
Resumo ix
Abstract xi
1 Introduc~ao 1
2 Sistemas Abertos 4
2.1 Dina^mica Classica . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 Dina^mica Qua^ntica . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2.1 Abordagem via Integrais de Caminho . . . . . . . . . . . . . . . . . . 9
2.2.2 Abordagem via Equac~oes Mestras . . . . . . . . . . . . . . . . . . . . 12
3 Correlac~oes Qua^nticas 15
3.1 Emaranhamento Qua^ntico . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.1.1 Estados emaranhados: denic~ao . . . . . . . . . . . . . . . . . . . . . 16
3.1.2 O problema da separabilidade . . . . . . . . . . . . . . . . . . . . . . 17
3.1.3 Medidas de emaranhamento . . . . . . . . . . . . . . . . . . . . . . . 19
3.2 Teoria de Informac~ao: do classico para o qua^ntico . . . . . . . . . . . . . . . 22
3.3 Discordia Qua^ntica . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
4 Estados Gaussianos 29
4.1 Sistema de N bosons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
4.1.1 Matriz de covaria^ncia . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
4.2 Func~oes Caractersticas e Func~oes de Quasi-Probabilidade . . . . . . . . . . 30
4.3 Denic~ao e Propriedades dos Estados Gaussianos . . . . . . . . . . . . . . . 32
4.3.1 Transformac~oes Simpleticas . . . . . . . . . . . . . . . . . . . . . . . 32
4.3.2 Espectro Simpletico . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4.4 Sistemas Bipartite . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.5 Correlac~oes Qua^nticas em Estados Gaussianos de Dois Modos . . . . . . . . 35
xiii
5 O Sistema 40
5.1 O Oscilador Parametrico Dissipativo Classico . . . . . . . . . . . . . . . . . 42
5.2 O Oscilador Parametrico Qua^ntico . . . . . . . . . . . . . . . . . . . . . . . 44
5.3 O Oscilador Parametrico Qua^ntico Dissipativo . . . . . . . . . . . . . . . . . 46
5.3.1 Dina^mica Markoviana . . . . . . . . . . . . . . . . . . . . . . . . . . 46
5.3.2 Dina^mica N~ao-Markoviana . . . . . . . . . . . . . . . . . . . . . . . . 52
6 Resultados 58
6.1 Regime Markoviano . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
6.1.1 Acoplamento Parametrico . . . . . . . . . . . . . . . . . . . . . . . . 58
6.1.2 Acoplamento Forte . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
6.1.3 Acoplamento Misto . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
6.2 Regime n~ao-Markoviano . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
7 Conclus~ao 76
Anexo 1 79
Anexo 2 85
Bibliograa 90
xiv
Captulo 1
Introduc~ao
A meca^nica qua^ntica e uma teoria extremamente bem sucedida no seu proposito de des-
crever o mundo em que vivemos. Gracas a meca^nica qua^ntica pudemos entender desde a
estrutura de materiais, passando por processos bioqumicos celulares ate o mecanismo de
funcionamento de estrelas. Um sucesso t~ao formidavel ao descrever os processos naturais
nos leva a um questionamento notavel: por que as leis da meca^nica qua^ntica s~ao t~ao di-
ferentes das leis observadas cotidianamente por nos na natureza? Se a meca^nica qua^ntica
deveria ser valida em um determinado regime e a meca^nica classica em outro, o que de-
terminaria a fronteira entre o mundo regido por uma e o mundo regido pela outra? Desde
a concepc~ao da meca^nica qua^ntica, estas quest~oes fundamentais perturbavam os fsicos. A
princpio acreditava-se que as dimens~oes do sistema(massa, dimens~oes espaciais, etc) seriam
para^metros relevantes, de maneira que sempre que a ac~ao do sistema fosse maior que ~, o
comportamento classico emergiria. Mais tarde essa suposic~ao mostrou-se inadequada, uma
vez que sistemas qua^nticos de dimens~oes macroscopicas foram observados. O numero de graus
de liberdade tambem foi apontado como um fator determinante, porem feno^menos como a
supercondutividade e a condensac~ao de Bose-Einstein refutam esta hipotese. Foi apenas
recentemente que a divis~ao entre o classico e qua^ntico passou a se melhor compreendida a
partir do que chamamos descoere^ncia.
A descoere^ncia, ou seja, a perda de coere^ncia pelo sistema, e o mecanismo pelo qual o
comportamento classico emerge em um sistema qua^ntico. Em 1932, von Neumann ja havia
percebido que deveria haver algum tipo de processo n~ao-unitario que levasse uma matriz
densidade que representasse um dado estado qua^ntico em uma mistura estatstica classica.
Tal processo deveria basicamente selecionar uma base preferencial para o espaco de Hilbert
do sistema e anular os elementos fora da diagonal da matriz densidade nesta base. Isto
seria o necessario para inibir os principais feno^menos que diferenciam a meca^nica qua^ntica
da meca^nica classica, a citar, a superposic~ao coerente de estados e as correlac~oes qua^nticas,
uma vez que estes dependem justamente dos elementos n~ao-diagonais da matriz densidade.
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No entanto, foi apenas em meados de 1970 que um tal mecanismos foi proposto: a interac~ao
com o ambiente. De fato, sistemas macroscopicos quase nunca est~ao totalmente isolados
do ambiente, de maneira que n~ao ha motivo para esperar que a equac~ao de Schroedinger
seja util em tal situac~ao, uma vez que esta so e valida em sistema fechados. A estrategia
para acomodar a descoere^ncia no formalismo[1] da meca^nica qua^ntica consiste em modelar o
sistema composto \sistema + ambiente", desta maneira a sua dina^mica pode ser estudada via
equac~ao de Schroedinger(pois temos ent~ao um sistema fechado). Como estamos interessados
na dina^mica do sistema, podemos tirar o traco parcial com relac~ao ao sistema, e ent~ao
chegaremos ao processo n~ao-unitario idealizado por von Neumann. Tal processo acontece em
uma dada escala de tempo, e o motivo de n~ao observarmos a transic~ao do qua^ntico para o
classico no mundo a nossa volta se deve ao fato de que a interac~ao com o ambiente e t~ao
forte que esta escala de tempo e extremamente pequena.
A interac~ao com o ambiente tem ent~ao um papel crucial no que diz respeito ao limite entre
o comportamento qua^ntico e o classico. No entanto, como fazer para a acomodar o ambiente
na descric~ao de um sistema qua^ntico? A soluc~ao mais bem sucedida para este problema foi a
encontrada por Senitzki[2], na qual o ambiente e modelado como um numero muito grande de
graus de liberdade. Baseado nesse princpio foi concebido o modelo de Caldeira-Leggett[3],
onde o ambiente e modelado como um banho de osciladores harmo^nicos. Por meio deste mo-
delo podemos estudar n~ao so descoere^ncia e dissipac~ao em um sistema fsico, mas tambem a
inue^ncia da temperatura do banho de osciladores nesses processos. Neste contexto a relac~ao
entre temperatura e descoere^ncia passa a ser um importante objeto de estudo. Para mui-
tos sistemas, temperaturas tais que kBTc = E (onde E e a ordem de grandeza das energias
acessveis ao sistema e Tc pode ser chamada a temperatura caracterstica do sistema) deter-
minam uma temperatura limite para a observac~ao de feno^menos qua^nticos. Temperaturas
maiores que Tc levariam a descoere^ncia. No entanto, existiriam sistemas que violam essa
condic~ao, permitindo em princpio a observac~ao de feno^menos como a superposic~ao e emara-
nhamento em temperaturas muito superiores? Esta importante quest~ao foi respondida em [4],
onde foi estudado um sistema composto por dois osciladores harmo^nicos acoplados entre si
com um acoplamento do tipo c(t) = c0+ c1 cos(!Dt) e em contato com reservatorios termicos
independentes. No sistema em quest~ao, estados emaranhados a altas temperaturas foram
observados. Sendo o emaranhamento, segundo Schroedinger, a principal diferenca entre os
mundos classico e qua^ntico, isto prova que o sistema e regido pelas leis da meca^nica qua^ntica,
n~ao se observando os efeitos da descoere^ncia. Cabe ent~ao perguntar ate onde a descoere^ncia
pode ser suprimida, preservando o emaranhamento e outras correlac~oes qua^nticas, e even-
tualmente os intensicando, em sistemas acoplados a banhos termicos a altas temperaturas.
Este topico tem enorme importa^ncia teorica, uma vez que a temperatura denitivamente
perde seu posto de determina^ncia na distinc~ao entre o comportamento classico e o qua^ntico,
e o seu papel no processo de descoere^ncia pode ser agora melhor compreendido. Do ponto
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de vista da aplicac~ao, o impacto de tais descobertas n~ao seria menor, seria muito mais facil a
produc~ao de estados emaranhados, uma vez que uma das grandes diculdades experimentais
de se lidar com sistemas qua^nticos e a necessidade de um controle rigoroso da temperatura.
Alem disso, o emaranhamento e o principal recurso quando se fala de processamento qua^ntico
de informac~ao. Sem o emaranhamento, tarefas como a criptograa qua^ntica, o teletransporte
qua^ntico e a codicac~ao super-densa n~ao seriam possveis. Mais que o emaranhamento, as
correlac~oes qua^nticas em geral aparecem como um importante recurso neste contexto. Desta
maneira, encontrar maneiras mais simples de produzir estados com um grau apreciavel de
correlac~oes qua^nticas e um grande avanco.
Visando responder, ou pelo menos ajudar a esclarecer, os questionamentos expostos acima,
apresentaremos nesta dissertac~ao o estudo feito com um sistema formado por dois osciladores
harmo^nicos acoplados com um acoplamento dependente do tempo e em contato com um re-
servatorio termico comum. Os objetivos deste estudo visam encontrar maneiras de amenizar
os efeitos da descoere^ncia, mantendo o sistema em um regime qua^ntico no qual persistam as
correlac~oes qua^nticas. A dissertac~ao esta dividida da seguinte maneira: o captulo 2 foi de-
votado aos sistemas abertos e aos estratagemas encontrados para acomoda-los na meca^nica
qua^ntica. Abordamos tanto o formalismo de integrais de caminho quanto o de equac~oes
mestras. No captulo 3 abordamos as correlac~oes qua^nticas, a citar, o emaranhamento e a
discordia qua^ntica. Exploramos desde as denic~oes ate as maneiras encontradas para se medir
estas correlac~oes. Abordamos tambem neste captulo os fundamentos da teoria de informac~ao,
necessaria para que se possa dinir de maneira clara as correlac~oes qua^nticas. No captulo 4
apresentamos os estados Gaussianos, que ser~ao os estados com os quais trabalharemos. Dis-
cutimos a teoria envolvida na denic~ao dos estados Gaussianos, as motivac~oes experimentais
em se trabalhar com estes estados, e as maneiras de se medir correlac~oes qua^nticas em tais
estados. No captulo 5 aplicamos o conhecimento exposto nos captulos precedentes ao sis-
tema de interesse. Foram analisados os regimes Markoviano e n~ao-Markoviano. No captulo
6 apresentamos e discutimos os resultados obtidos e no captulo 7 fazemos as considerac~oes
nais e comentamos as perspectivas futuras para o projeto.
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Captulo 2
Sistemas Abertos
Sistemas fechados s~ao sistemas que n~ao interagem com o ambiente que o circunda. Tal
conceito e obviamente uma idealizac~ao, porem, foi de vital importa^ncia para o desenvolvi-
mento das cie^ncias naturais. Em particular, grande parte das leis da fsica, que v~ao desde
as leis de conservac~ao da meca^ncia classica, passando pelas tre^s leis da termodina^mica ate a
equac~ao de Schroedinger, so s~ao validas em sistemas fechados.
No entanto, nem sempre a interac~ao entre o sistema e o ambiente pode ser desprezada,
e necessitamos de estrategias para acomoda-la na teoria. Na meca^nica classica, sistemas
abertos geralmente podem ser bem descritos se incluirmos um termo dissipativo dependente
da velocidade na equac~ao de movimento. A inclus~ao deste termo tem como conseque^ncia,
em particular, um dos feno^menos mais observados experimentalmente em sistemas abertos:
a dissipac~ao de energia do sistema para o ambiente. Um exemplo de uma equac~ao deste tipo
e a equac~ao generalizada de Langevin classica,
mq +m
tZ
 1
d(t  ) _q() + d
dq
V (q) = F (t); (2.1)
onde m e a massa da partcula, (t) e o kernel de fricc~ao, V (q) e o potencial que age sobre
a partcula e F (t) e uma forca estocastica, a qual geralmente sup~oe-se que obedece uma
estatstica Gaussiana, ou seja, totalmente caracterizada pelos primeiros e segundos momentos,
dados por:
hF (t)i = 0; (2.2)
hF (t)F (t0)i = (t  t0): (2.3)
O movimento de uma partcula Browniana coloidal imersa em um uido viscoso e bem
descrito por uma equac~ao do tipo Langevin, onde (t   ) = (t   ) e hF (t)F (t0)i =
2kBT(t  t0).
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Para sistemas qua^nticos, a descric~ao de sistemas abertos era especialmente desaadora.
De fato, tecnicas usuais de quantizac~ao se baseavam no conhecimento da Hamiltoniana ou
ent~ao da Lagrangeana do sistema. No entanto, e impossvel obter a equac~ao de movimento
2.1 sem que haja um depende^ncia temporal explcita na Hamiltoniana ou na Lagrangeana.
Os primeiros trabalhos em cima deste problema basearam-se em encontrar tais Hamiltonianas
ou Lagrangeanas e aplicar as aplicas as tecnicas convencionais de quantizac~ao[5]. Porem, este
procedimento levava a alguns problemas no que diz respeito as relac~oes de incerteza[6]. Hou-
veram tentativas de se modicar o procedimento de quantizac~ao[7], no entanto tais tentativas
eram em geral sicamente questionaveis e/ou reproduziam resultados experimentais apenas
em situac~oes bem especcas. A tentativa mais bem sucedida, pioneiramente considerada em
[2], baseou-se no fato de que um sistema aberto pode ser modelado por um pequeno numero
de graus de liberdade que interagem com um numero muito maior de graus de liberdade.
Um dos modelos mais famosos que segue esta linha e o modelo de Caldeira-Leggett[3]. Este
modelo sup~oe um sistema em contato com um reservatorio de partculas. Sup~oe-se ainda que
a interac~ao entre o sistema e o reservatorio e fraca, de maneira que podemos assumir que
a resposta do reservatorio ao sistema e linear e que as partculas do reservatorio s~ao fraca-
mente perturbadas, sendo levemente retiradas da congurac~ao de equilbrio, de maneira que
podemos aproximar o potencial que age sobre as partculas do reservatorio por um potencial
harmo^nico. O Hamiltoniano total, sistema mais reservatorio, e dado por:
H = HS +HI +HR (2.4)
=
p2
2M
+ V (x)| {z }
HS
 x
NX
k=1
ckqk| {z }
HI
+
NX
k=1

p2k
2mk
+
1
2
mk!
2
kq
2
k

| {z }
HR
; (2.5)
onde o sub-ndice k distingue as partculas do reservatorio e ck e a constante de acoplamento
entre a partcula k do reservatorio e o sistema.
Este modelo sera a base do estudo aqui apresentado e portanto nos aprofundaremos um
pouco nele. De posse do Hamiltoniano 2.5, analisaremos primeiro a dina^mica classica de
uma partcula acoplada ao banho de osciladores, esta etapa e importante para a denic~ao e
melhor compreenc~ao de algumas grandezas fsicas que ser~ao importantes para o restante do
trabalho, e em seguida analisaremos a dina^mica qua^ntica. No caso qua^ntico existem duas
maneiras principais de se atacar o problema, uma delas recorre a formulac~ao de integrais
de caminho da meca^nica qua^ntica, e a outra e baseada na propria equac~ao de Schrodinger,
que nos leva as equac~oes mestras. Dado que ambas as abordagens foram importantes neste
trabalho, exporemos ambas nas subsec~oes que se seguem.
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2.1 Dina^mica Classica
A partir do Hamiltoniano 2.5, chegamos as seguintes equac~oes de movimento:
mx+
d
dx
V (x) +
NX
k=1

c2k
mk!2k

x =
NX
k=0
ckqk; (2.6)
mkqk +mk!
2
kqk = ckx: (2.7)
Como podemos ver, temos N + 1 equac~oes diferenciais acopladas. A melhor maneira de
resolve-las e utilizando-se a tecnica da transformada de Laplace. Aplicando a transformada
de Laplace a eq. (2.7) temos,
L[qk] = sqk(0)
s2 + !2k
+
_qk(0)
s2 + !2k
+
ckL[x]
mk(s2 + !2k)
: (2.8)
Fazendo a transformac~ao inversa da equac~ao acima, chegamos ao seguinte resultado:
qk(t) = qk(0) cos!kt+
pk(0)
mk!k
sin!kt+
ck
mk!k
tZ
0
dx() sin!k(t  ): (2.9)
Integrando por partes o ultimo termo da eq.(2.9), podemos escrever qk(t) de uma forma mais
conveniente,
qk(t) = qk(0) cos!kt+
pk(0)
mk!k
sin!kt+
ck
mk!k

x(t)  x(0) cos!kt

  ck
mk!k
tZ
0
d _x() cos!k(t  ): (2.10)
Substituindo a eq.(2.10) na eq.(2.6), chegamos ao seguinte resultado:
mx(t) +m
tZ
0
d(t  ) _x() + d
dx
V (x) = (t) m(t)x(0); (2.11)
onde,
(t) = (t)
1
m
NX
k=0
c2k
mk!2k
cos!kt (2.12)
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e(t) =
NX
k=0
ck

qk(0) cos!kt+
pk(0)
mk!k
sin!kt

: (2.13)
Tomando a media de xk(0) e pk(0) com relac~ao a uma distribuic~ao cano^nica classica especca
(vide refere^ncia [8] para mais detalhes), podemos chegar a eq.(2.1). Um fato notavel nas eqs.
(2.11) e (2.1) e a presenca de memoria nestas equac~oes, o que e atestado pela presenca
das integrais do lado esquerdo da igualdade. Os efeitos de memoria do sistema dependem
diretamente da forma da func~ao (t).
Introduziremos agora a densidade espectral,
I(!) =

2
NX
k=1
c2k
mk!k
(!   !k); (2.14)
que nada mais e que uma seque^ncia de deltas de Dirac localizadas nas freque^ncias dos os-
ciladores no banho. E um fato notavel que, para descrever a dina^mica da partcula, toda a
informac~ao que precisamos sobre o banho esta contida na densidade espectral. Em particular,
a func~ao (t) esta relacionada com a densidade espectral pela seguinte express~ao:
(t) = (t)
2
m
1Z
0
d!
I(!)
!
cos!t: (2.15)
No entanto, para que o modelo adotado simule uma partcula em interac~ao com o ambiente,
o numero N de osciladores deve ser muito grande, de maneira que podemos considerar a
distribuic~ao de freque^ncias dos osciladores como um contnuo e a func~ao espectral como uma
func~ao suave. Devido a relac~ao entre a func~ao (t) e a densidade espectral I(!) na eq.(2.15),
a densidade espectral esta diretamente ligada a memoria do sistema. Como exemplo, vamos
considerar o caso em que a densidade espectral e dada por,
I(!) = m!; (2.16)
onde se diz que temos uma densidade espectral estritamente o^hmica. Para tal densidade
espectral dizemos que temos uma resposta instanta^nea do sistema ao banho, dado que (t)
e dado por,
(t) = 2(t)(t): (2.17)
Esta situac~ao claramente e uma idealizac~ao, na medida que sempre existe uma escala de
tempo, devida a efeitos inerciais do banho, na qual a memoria do sistema e relevante. Este
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e o motivo pelo qual toda densidade espectral I(!) deve satisfazer a condic~ao,
lim
!!1
I(!) = 0: (2.18)
Esta condic~ao determina uma escala de tempo na qual a memoria do sistema e importante.
No caso estritamente o^hmico, a violac~ao desta condic~ao leva a diverge^ncias que podem ser re-
solvidas denindo-se uma freque^ncia de corte !C , que deve ser muito maior que as freque^ncias
envolvidas no problema, tal que,
I(!) =
(
m!; se !  !C ;
0; se ! > !C :
(2.19)
Em particular, devemos estar interessados em estudar a dina^mica do sistema em escalas de
tempo muito maiores que  = ! 1C .
Densidades espectrais sicamente mais realistas s~ao:
I(!) = m! exp

  !
!C

; (2.20)
I(!) = m! exp

 !
2
!2C

; (2.21)
I(!) = m!
!2C
!2C + !
2
: (2.22)
Todas estas densidades espectrais (2.20 - 2.22) s~ao chamadas de densidades espectrais o^hmicas,
sendo que em (2.20) usou-se uma regularizac~ao exponencial, em (2.21) uma regularizac~ao
Gaussiana e em (2.22) foi usada uma regularizac~ao algebrica. As densidades espectrais acima
introduzem efeitos de memoria na dina^mica do sistema, uma vez que a func~ao (t) passa a
n~ao ser mais delta correlacionada, como no caso estritamente o^hmico. Desta maneira o re-
gime estritamente o^hmico e tambem chamado de regime Markoviano, por desprezar efeitos
de memoria e os casos onde estes efeitos s~ao considerados s~ao ditos n~ao-Markovianos. Todas
as densidades espectrais consideradas acima levam aos mesmos resultados que o caso estri-
tamente o^hmico no limite !C ! 1 e podemos observar que para !  !C , as densidades
espectrais acima s~ao aproximadamente lineares em ! (por isso s~ao chamadas o^hmicas). No
entanto, podemos estar interessados em uma densidade espectral que se comporte como !s,
s > 0. Neste caso basta multiplicar as eqs. (2.20-2.22) por

!
!C
s 1
. Temos ent~ao o caso
sub-o^hmico para 0 < s < 1 e super-o^hmico para s > 1.
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2.2 Dina^mica Qua^ntica
2.2.1 Abordagem via Integrais de Caminho
Teoria de Feynman-Vernon
Seja um sistema em contato com um reservatorio1, descrito pelo seguinte Hamiltoniano:
H^ = H^S + H^I + H^R (2.23)
=
P^ 2
2M
+ V (X^)| {z }
H^S
+
X

v(X^; q^)| {z }
H^I
+
NX

 
p^2
2m
+
1
2
X
i 6=
vB(q^; q^i)
!
| {z }
H^R
; (2.24)
onde H^S e o Hamiltoniano de uma partcula sujeita ao potencial V (X^), H^R e o Hamiltoni-
ano de um reservatorio composto por N osciladores harmo^nicos, e H^I e o Hamiltoniano de
interac~ao entre a partcula e o reservatorio. Se o sistema total e inicialmente descrito por um
operador densidade ^(0), ent~ao a evoluc~ao temporal do mesmo e dada por,
^(t) = exp
"
 iH^t
~
#
^(0) exp
"
iH^t
~
#
: (2.25)
Na representac~ao de coordenadas,
hx;qj^(t)jy; si =
Z
dx0dq0dy0ds0hx;qj exp
"
 iH^t
~
#
jx0;q0i
 hx0;q0j^(0)jy0; s0ihy0; s0j exp
"
iH^t
~
#
jy; si: (2.26)
Podemos imediatamente identicar o propagador
K(x;q; t; x0;q0; 0) = hx;qj exp
"
 iH^t
~
#
jx0;q0i: (2.27)
Porem, o propagador tambem pode ser dado por[9]:
K(x;q; t; x0;q0; 0) =
Z
DxDq exp

iS(x;q)
~

; (2.28)
1Chamaremos sistema apenas o sistema em contato com o reservatorio. Quando quisermos nos referir ao
conjunto como um todo, diremos sistema total.
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onde temos uma integrac~ao dupla de caminho e S e a ac~ao do sistema total, dada por,
S = SS + SI + SR
=
tZ
0
dt
"
P 2
2M
  V (X) 
X

v(X; q) +
NX

 
p2
2m
  1
2
X
i 6=
vB(q; qi)
!#
: (2.29)
Podemos ent~ao escrever o operador densidade na representac~ao de coordenadas como,
hx;qj^(t)jy; si =Z
dx0dq0dy0ds0K(x;q; t; x0;q0; 0)hx0;q0j^(0)jy0; s0iK(y; s; t; y0; s0; 0): (2.30)
A express~ao acima nos da o operador densidade evoludo do sistema total. No entanto,
n~ao estamos interessados na dina^mica do sistema total, de maneira que nos basta saber o
operador densidade reduzido com relac~ao ao sistema, ^S,
S(x; y; t) =
Z
dqhx;qj^(t)jy;qi
=
Z
dx0dq0dy0ds0dq0K(x;q; t; x0;q0; 0)hx0;q0j^(0)jy0; s0iK(y;q; t; y0; s0; 0): (2.31)
Se supusermos que o operador densidade e fatorizavel no tempo t = 0,
^(0) = ^S(0)^R(0); (2.32)
onde ^S atua no espaco de Hilber HS do sistema e ^R atua no espaco de Hilber HR do
reservatorio, ent~ao podemos escrever o operador densidade ^S, substituindo as equac~oes (2.28)
e (2.29) em (2.31), da seguinte maneira:
S(x; y; t) =
Z
dx0dy0J(x; y; t;x0; y0; 0)S(x0; y0; 0); (2.33)
onde,
J(x; y; t; x0; y0; 0) =
Z
DxDy exp

iSS(x)
~

exp
 iSS(y)
~

F(x; y); (2.34)
e
F(x; y) =
Z
dq0ds0dqR(q0; s0; 0)
Z
DqDs
 exp

i
~

SI(x;q)  SI(y; s) + SR(q)  SR(s)

: (2.35)
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J(x; y; t; x0; y0; 0) e chamado super-propagador do sistema e F(x; y) e chamado funcional de
inue^ncia do reservatorio. Toda a informac~ao sobre o efeito do reservatorio sobre sistema
esta contida no funcional de inue^ncia. Portanto, se conhecido o funcional de inue^ncia F(o
que esta longe de ser uma tarefa simples), podemos em princpio determinar a dina^mica do
sistema.
Podemos ver que a teoria de Feynman-Vernon se aplica a sistemas mais gerais do que
o considerado no modelo de Caldeira-Leggett. Felizmente, para este modelo em especco
existe um resultado exato para o funcional de inue^ncia[9] e pode-se mostrar que o super-
propagador e dado por[3],
J(x; y; t;x0; y00) =Z Z
DxDx exp
8<: i~
24SS(x)  SS(y)  tZ
0
Z
0
dds[x()  y()]I(   s)[x(s) + y(s)]
359=;
 exp
24 1
~
tZ
0
Z
0
dds[x()  y()]R(   s)[x(s)  y(s)]
35 ; (2.36)
onde,
R(t) =
NX
k=1
c2k
2mk!k
coth

~!k
2kT

cos(!kt) (2.37)
e
I(t) =  
NX
k=1
c2k
2mk!k
sin(!kt): (2.38)
A partir da eq.(2.14), podemos constatar que tanto R(t) quanto I(t) podem ser escritos
em func~ao da densidade espectral I(!). Em particular, para o caso estritamente o^hmico
pode-se mostrar[3] que o super-propagador (2.36) pode ser escrito da seguinte forma,
J(x; y; t;x0; y0; 0) =Z Z
DxDx exp
8<: i~
24SS(x)  SS(y) m tZ
0
d [x()  y()][ _x() + _y()]
359=;
 exp
24 m
~
!CZ
0
d! coth

~!
2kT
 tZ
0
Z
0
dds[x()  y()] cos(   s)[x(s)  y(s)]
35 : (2.39)
Dependendo da forma do Lagrangeano do sistema, e possvel simplicar ainda mais a
express~ao (2.39) resolvendo-se as integrais de caminho. Por hora, deixaremos a resultado
desta maneira e voltaremos a olhar esta espress~ao futuramente.
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2.2.2 Abordagem via Equac~oes Mestras
Suponha um sistema em contato com um reservatorio, cujo Hamiltoniano tem a seguinte
forma:
H^ = H^S + H^I + H^R; (2.40)
onde, no Hamiltoniano generico acima, H^S e o Hamiltoniano do sistema, H^I e o Hamiltoniano
de interac~ao entre o sistema e o reservatorio e H^R e o Hamiltoniano do reservatorio. O
operador densidade que descreve o sistema total (sistema + reservatorio) sera denotado por
^, e satisfaz a seguinte equac~ao:
d
dt
^ =
1
i~
[H^; ^]: (2.41)
Seja A^ um operador generico, chamaremos ~A o operador A^ na vers~ao de interac~ao, ou seja,
~A = exp[
i
~
(H^S + H^R)t]A^ exp[  i~(H^S + H^R)t]: (2.42)
Reescrevendo a eq.(2.41) na vers~ao de interac~ao, nos obtemos,
d
dt
~ =
1
i~
[ ~HI(t); ~]; (2.43)
onde ~HI(t) e explicitamente dependente do tempo, devido a transformac~ao 2.42. Integrando
formalmente a eq.(2.43) obtemos,
~(t) = ~(0) +
1
i~
tZ
0
d[ ~HI(); ~()]: (2.44)
Substituindo a eq.(2.44) na eq.(2.43) e lembrando que ~(0) = ^(0):
d
dt
~ =
1
i~
[ ~HI(t); ^(0)]  1~2
tZ
0
d[ ~HI(t); [ ~HI(); ~()]]: (2.45)
A eq.(2.45) e exata. Uma vez que n~ao estamos interessados na dina^mica do reservatorio,
podemos fazer a seguinte simplicac~ao. Suponha que inicialmente o operador densidade ^
seja fatorizavel,
^(0) = ^(0)R^(0); (2.46)
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onde ^(0) e R^(0) s~ao os operadores densidade do sistema e do reservatorio, respectivamente,
em t = 0. Lembrando que
TrR[ ~] = exp

i
~
H^S

^ exp

  i
~
H^S

= ~; (2.47)
e assumindo que TrR[ ~HI(t)R^0] = 0 (o que pode ser feito simplesmente somando o termo
TrR[ ~HI(t)R^0] ao Hamiltoniano do sistema), chegamos a seguinte equac~ao:
d
dt
~ =   1
~2
tZ
0
dTrRf[ ~HI(t); [ ~HI(); ~()]]g: (2.48)
Esta e a equac~ao mestra exata para o sistema. Porem, existem algumas aproximac~oes que
tornam a eq.(2.48) mais tratavel do ponto de vista matematico. A primeira e a chamada
aproximac~ao de Born, que sup~oe fraca a interac~ao entre o sistema e o reservatorio, de maneira
que para qualquer tempo t, ~(t) pode ser aproximado por,
~(t) = ~(t)R^0 +O(H^I); (2.49)
onde sup~oe-se que H^I e pequeno se comparado com as energias tpicas dos Hamiltonianos
H^S e H^R. Desta maneira, desprezando termos de ordem maior que H^
3
I , a eq.(2.48) pode ser
escrita como,
d
dt
~ =   1
~2
tZ
0
dTrRf[ ~HI(t); [ ~HI(); ~()R^0]]g: (2.50)
Outra aproximac~ao possvel e a chamada aproximac~ao Markoviana, que consiste em supor
que efeitos de memoria s~ao desprezveis, permitindo escrever a eq.(2.50) da seguinte forma,
_~ =   1
~2
tZ
0
dTrRf[ ~HI(t); [ ~HI(); ~(t)R^0]]g: (2.51)
A rigor, a evoluc~ao temporal do sistema depende de sua historia passada basicamente porque
os estados anteriores do sistema inuenciaram a evoluc~ao temporal do reservatorio devido a
interac~ao entre ambos. Logo e natural esperar que esta inue^ncia sobre o banho seja reetida
de volta na evoluc~ao temporal do proprio sistema. Desta maneira, a aproximac~ao Markoviana
so se justica se estudamos a dina^mica do sistema em uma escala de tempo que e muito maior
que a escala de tempo de correlac~ao do banho, e consequentemente muito maior que a escala
de tempo onde a memoria do sistema e reelevante.
Existem diversas maneiras de encontrar a equac~ao mestra que descreve um sistema, o
metodo utilizado nesta subsec~ao e apenas uma delas e foi baseado no que foi apresentado
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em [10]. Em particular, pode-se obter a equac~ao mestra a partir do proprio propagador do
sistema, como foi feito em [11].
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Captulo 3
Correlac~oes Qua^nticas
3.1 Emaranhamento Qua^ntico
Primeiramente considerado em 1935 por Schrodinger[12] e Einstein, Podolsky e Rosen[13],
o emaranhamento e uma intrigante propriedade de sistemas qua^nticos que criou de uma vez
por todas uma cisma entre a meca^nica classica e a meca^nica qua^ntica. Tal propriedade e
uma conseque^ncia direta de um dos postulados mais fundamentais da meca^nica qua^ntica,
enunciado a seguir[14, 15]:
A todo estado de um sistema fsico esta associado um vetor pertencente a um
espaco de Hilbert.
Para a compreens~ao mais clara do postulado acima, se faz necessario denir o que e um espaco
de Hilbert. O espaco de Hilbert e um espaco vetorial complexo, completo e munido de uma
metrica, que e dada por um produto interno. Por ser um espaco vetorial, vale o princpio de
superposic~ao, ou seja, a combinac~ao linear de dois vetores pertencentes ao espaco de Hilbert
tambem pertence ao espaco de Hilbert. Um ponto fundamental da teoria sobre a qual foi
construda a meca^nica qua^ntica e que o espaco de Hilbert de um sistema composto e dado
pelo produto tensorial dos espacos de Hilbert associados a cada um dos subsistemas.
Para expor as estranhas conseque^ncias do princpio de superposic~ao, vamos fazer um
experimento imaginario1: suponha que temos dois eletrons e a cada um deles esta associado
um espaco de Hilbert Hi, i = 1; 2. Uma possvel base para Hi e composta por j1ii (projec~ao
do spin do eletron i no eixo z e 1
2
) e j0ii (projec~ao do spin do eletron i no eixo z e  12). O
espaco de Hilbert total e dado por H = H1 
H2. Os dois eletrons est~ao inicialmente presos
em uma armadilha e o estado do sistema total e
j	i = 1p
2

j1i1 
 j0i2   j0i1 
 j1i2

(3.1)
1Um experimento parecido com o aqui proposto foi de fato realizado com fotons(em vez de eletrons)
separados por mais de 144 Km[16].
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(note que, pelo princpio da superposic~ao, este e um vetor pertencente ao espaco de Hilbert
H, portanto e um estado qua^ntico possvel). Suponha agora que os dois eletrons foram
transportados para lugares muito afastados um do outro, mas de maneira a manter o vetor
de estado do sistema total j	i inalterado. Vamos ent~ao fazer a medida da orientac~ao do spin
do eletron 1. Pelos postulados da meca^nica qua^ntica sabemos que temos probabilidade 1
2
de medir o eletron 1 tanto no estado j1i quanto no estado j0i. Porem, o mais intrigante e
que ao descobrir o estado do eletron 1, automaticamente descobrimos tambem o estado do
eletron 2. Ou seja, de alguma maneira o processo de medic~ao feito do eletron 1 perturbou
o sistema fsico como um todo, fazendo com que pudessemos predizer com certeza o estado
do eletron 2. Mas como isso e possvel? Como pode uma medida realizada sobre o eletron 1
perturbar o eletron 2, que esta a kilo^metros de dista^ncia do primeiro. A chave para entender
este problema esta no fato de que a meca^nica qua^ntica e n~ao-local, ou seja, medidas em um
subsistema podem sim afetar um outro subsistema afastado do primeiro. Mas onde entra o
emaranhamento nesta historia? O emaranhamento e um tipo particular de correlac~ao n~ao-
classica e n~ao-local, que foi responsavel pelo estranho resultado observado no experimento
imaginario acima.
Foi recentemente o emaranhamento deixou de ser visto apenas como mais um estranho
feno^meno do mundo qua^ntico e passou a ser um recurso de vital importa^ncia para o proces-
samento qua^ntico de informac~ao, sendo ele o responsavel por tarefas que seriam impossveis
de serem realizadas utilizando-se apenas recursos classicos, como a criptograa qua^ntica[17],
o teletransporte qua^ntico[18] e a codicac~ao densa qua^ntica[19]. Esta sec~ao sera dedicada a
denir, qualicar e quanticar este importante feno^meno.
3.1.1 Estados emaranhados: denic~ao
Cabe agora denir o que e um estado emaranhado. Para isso, teremos que fazer uma
distinc~ao entre estado puros e estados mistos. Para estado puros temos:
Denic~ao 1 Um estado qua^ntico puro descrito por um vetor no espaco de Hilbert H =
H1
H2
 : : :
HN (onde Hi e o espaco de Hilbert associado a cada um dos subsistemas que
comp~oem o sistema total), e separavel se, e somente se, pode ser escrito da seguinte maneira:
j	i = j1i 
 j2i 
 : : : jNi; (3.2)
onde jii 2 Hi. Se n~ao for este o caso, o estado e dito emaranhado.
Um exemplo de estado puro emaranhado e o chamado estado singleto (3.1), que foi utilizado
no experimento imaginario. Para estados mistos temos:
Denic~ao 2 Um estado qua^ntico descrito por um operador densidade ^ que atua no espaco
de Hilbert H = H1
H2
 : : :
HN (onde Hi e o espaco de Hilbert associado a cada um dos
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subsistemas que comp~oem o sistema total), e separavel se, e somente se, pode ser escrito da
seguinte maneira:
^ =
kX
i=0
pi^
1
i 
 ^2i 
 : : : ^Ni ; (3.3)
onde pi > 0,
P
i pi = 1 e ^
j
i atua em Hj. Se n~ao for este o caso, o estado e dito emaranhado.
Um exemplo de estado misto separavel e o estado
^ =
1
2
j0; 0ih0; 0j+ 1
2
j1; 1ih1; 1j; (3.4)
e um exemplo de estado misto emaranhado s~ao os estados da forma
^ =
1  z
4

j0; 0ih0; 0j+ j1; 1ih1; 1j

+
z
2
j ih j; (3.5)
onde j i = j0; 0i + j1; 1i e z  1
3
. Os estados do tipo (3.5) s~ao chamados estados de
Werner. Para z < 1
3
os estados de Werner s~ao separaveis. Desta maneira, ca claro que o
emaranhamento e um feno^meno tpico de sistemas compostos.
No entanto, as denic~oes acima n~ao s~ao uteis do ponto de vista pratico. Em especial
para estados mistos, tentar descobrir se um dado estado e separavel ou n~ao usando o criterio
acima corresponderia a escrever o operador densidade em todas as bases possveis (que s~ao
innitas) e checar se em ao menos uma delas a denic~ao acima e satisfeita, o que e uma
tarefa herculea. Dado este fato, outros criterios de separabilidade foram ent~ao desenvolvidos.
A proxima sec~ao sera devotada a estes criterios.
3.1.2 O problema da separabilidade
Nesta sec~ao apresentaremos criterios uteis do ponto de vista pratico para descobrir se
um dado estado e emaranhado ou n~ao. Nos limitaremos ao caso de sistemas bipartite (onde
temos apenas dois subsistemas), que e o caso de interesse para o resto do trabalho. No caso
de sistemas multipartites, o cenario e bem mais complexo e foge ao escopo desta dissertac~ao.
Trataremos o problema da separabilidade inicialmente em estados puros e depois em estados
mistos.
Separabilidade em estado puros
Para estados puros bipartite temos um criterio simples para a separabilidade baseado na
decomposic~ao de Schmidt.
Teorema 1 Decomposic~ao de Schmidt
Seja j i um estado puro de um sistema bipartite composto pelos subsistemas A e B, aos
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quais est~ao associados os espacos de Hilbert HA(de dimens~ao dA) e HB(de dimens~ao dB),
respectivamente. Existe ent~ao uma base ortonormal fjiAig para HA e uma base ortonormal
fjiBig para HB tal que
j i =
MinfdA;dBgX
i
ijiAi 
 jiBi; (3.6)
onde i  0 e
P
i 
2
i = 1.
A decomposic~ao de Schmidt e unica. Os i's s~ao chamados coecientes de Schmidt e o numero
NS de i's diferentes de zero e chamado numero de Schmidt. Um estado puro e separavel
se, e somente se, NS = 1, do contrario temos um estado puro emaranhado. Dado que esta
decomposic~ao pode ser encontrada via decomposic~ao em valores singulares(SVD2), este e um
criterio de grande aplicabilidade.
Separabilidade em estados mistos
Para estados mistos bipartite diversos criterios praticos para determinac~ao da separa-
bilidade foram desenvolvidos, dentre eles, citaremos aqui os de maior releva^ncia para este
trabalho, que s~ao o criterio PPT3, ou criterio de Perez-Horodecki e as testemunhas de ema-
ranhamento.
Criterio PPT
Um dos criterios mais fortes para a separabilidade de estados mistos e o criterio PPT,
que e enunciado a seguir.
Teorema 2 (Criterio PPT)
Se um estado descrito por um operador densidade ^ e separavel, ent~ao a transposta parcial
de ^ com relac~ao ao subsistema i, ^Ti, e denida semi-positiva.
Ou seja, a transposta parcial de um estado separavel e por sua vez um operador densi-
dade. Quando publicado, conjecturou-se que o criterio PPT poderia ser um criterio ne-
cessario e suciente para a separabilidade. De fato, foi mostrado que para casos de baixa
dimensionalidade(22 e 23)[21][22] isso era verdade, no entanto para sistemas de dimens~ao
2 4 e 3 3, contra-exemplos foram encontrados[23]. Portanto, no caso geral o criterio PPT
n~ao e um criterio suciente para a separabilidade.
Testemunhas de emaranhamento
2Do ingle^s, Singular Value Decomposition
3Do ingle^s, Positive Partial Transpose
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Uma testemunha de emaranhamento W^ de um estado emaranhado ^ e um operador hermi-
tiano que atua no espaco de Hilbert H do sistema total e que tem a seguinte propriedade:
Tr[W^ ^] < 0; (3.7)
Tr[W^ ^]  0; se ^ e um estado separavel qualquer. (3.8)
Em particular, um estado ^ e emaranhado se, e somente se, existe uma testemunha de
emaranhamento de ^[20, 21].
Matematicamente, o conjunto dos estados bipartites separaveis D  H e um conjunto
convexo e fechado[21]. Temos ent~ao como conseque^ncia do teorema de Hahn-Banach que
dado um estado ^ =2 D (estado emaranhado), existe um hiperplano que separa o conjunto D
do estado ^. A testemunha de emaranhamento de um estado ^ dene um hiperplano que faz
esse papel. Em particular, podemos estabelecer uma hierarquia entre duas testemunhas de
emaranhamento W^1 e W^2. Diz-se que W^1 e mais na que W^2 se, e somente se, Tr[W^2^] < 0)
Tr[W^1^] < 0, sendo que o contrario n~ao e verdadeiro. Uma testemunha de emaranhamento
otima deve ser totalmente tangente ao conjunto D.
Testemunhas de emaranhamento prove^m uma maneira pratica, inclusive do ponto de
vista experimental, de detectar o emaranhamento uma vez que em geral n~ao e necessario
ter informac~ao completa sobre o estado para que se possa encontrar uma testemunha de
emaranhamento que dependa de observaveis acessveis experimentalmente.
3.1.3 Medidas de emaranhamento
Utilizando os criterios expostos na subsec~ao anterior, temos ferramentas ecientes para
qualicar um estado como separavel ou emaranhado. No entanto, apenas a qualicac~ao de um
estado com relac~ao a sua separabilidade n~ao e suciente. Foi observado que alguns protocolos
de processamento de informac~ao qua^ntica eram mais ecientes se utilizados alguns estados
ao inves de outros, e esta ecie^ncia estava ligada ao qu~ao emaranhados estavam os estados.
Desta maneira tornou-se necessario procurar meios de medir o emaranhamento. Com este
intuito, vamos discutir agora as medidas de emaranhamento.
Para denir uma medida de emaranhamento, adotaremos uma abordagem axiomatica,
que pode ser encontrada em mais detalhes em [24, 25]. Tal abordagem asserta que qualquer
grandeza fsica a qual se queira chamar medida de emaranhamento deve satisfazer alguns pre-
requisitos. Sejam ^ e ^ operadores densidade associados a estados qua^nticos pertencentes ao
espaco de Hilbert H = H1 
H2 e E(^) uma candidata a medida de emaranhamento, ent~ao:
 E(^) n~ao deve aumentar sob uma transformac~ao   do tipo OLCC(Operac~oes Locais e
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Comunicac~ao Classica),
E( (^))  E(^): (3.9)
Lembrando que o emaranhamento e um feno^menos ocorrente em sistemas compostos,
OLCC consistem em operac~oes locais feitas nos subsistemas, podendo ser mediadas
por comunicac~ao classica. Uma vez que pode-se mostrar que n~ao se pode criar estados
emaranhados por meio de OLCC[25], n~ao devemos ser capazes de aumentar este recurso
por meio de tais transformac~oes.
 E(^)  0 e E(^) = 0 se, e somente se, ^ e um estado emaranhado.
De fato, a unica condic~ao realmente necessaria para que E seja considerada uma medida de
emaranhamento e a monotonicidade por OLCC. A segunda condic~ao pode ser obtida quase
que completamente da primeira com base no fato de que todo estado separavel pode ser
tranformado em qualquer outro estado separavel utilizando-se OLCC[26]. Desta maneira, E
deve ser um mnimo em estados separaveis.
Estas s~ao as condic~oes mais basicas que uma medida de emaranhamento deve satisfazer,
no entanto, algumas outras propriedades s~ao desejaveis. Dentre elas esta a continuidade, ou
seja,
^ ! ^ ) E(^)! E(^); (3.10)
a convexidade,
E(p1^1 + p2^2 + : : :+ pN ^N)  p1E(^1) + p2E(^2) + : : :+ pNE(^N); (3.11)
e a aditividade, que consiste em, dados dois operadores densidade ^ e ^ que atuam em espacos
de Hilbert distintos, ent~ao
E(^
 ^) = E(^) + E(^): (3.12)
A convexidade e mais interessante do ponto de vista matematico, pois a condic~ao de mono-
tonicidade sob tranformac~oes do tipo OLCC pode ser colocada de uma maneira simples se
a candidata a medida de emaranhamento for convexa[25]. Ja a aditividade e uma proprie-
dade desejavel pois o produto tensorial entre os estados ^ e ^ n~ao contem correlac~oes mais
que as correlac~oes internas de cada estado, portanto, espera-se a aditividade da medida de
emaranhamento com relac~ao a ^
 ^.
Quanto as medidas de emaranhamento conhecidas atualmente, para o caso de estados
puros, temos uma medida universalmente aceita que e a entropia de emaranhamento. No
caso de estados mistos, como de praxe, a situac~ao e bem mais complexa e diversas medidas de
emaranhamento existem. Trataremos primeiro os estados puros e em seguida consideraremos
estados mistos.
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Quanticando o emaranhamento em estados puros: a entropia de emaranhamento
Para estados puros temos uma medida cano^nica de emaranhamento que e a entropia de
emaranhamento EV . A entropia de emaranhamento de um estado puro j i 2 H = H1 
H2
e dada por:
EV (j i) = S

TrA[j ih j]

= S

TrB[j ih j]

=
X
i
2i log 
2
i ; (3.13)
onde os i's s~ao os coecientes de Schmidt. De fato, pelo menos para sistemas bipartite,
a condic~ao de monotonicidade por OLCC implica na existe^ncia de estados maximamente
emaranhados j di[24]. Se supusermos que a dimens~ao dos espacos de Hilbert HA e HB e d,
tais estados puros maximamente emaranhandos, s~ao dados por:
j di = 1p
d

j0; 0i+ j1; 1i+ : : :+ jd  1; d  1i

; (3.14)
ou qualquer estado que seja resultado de uma transformac~ao unitaria local sobre j di. Pode-
se mostrar ent~ao que, se nos s~ao dadas n copias do estado j i, podemos por meio de operac~oes
locais em cada subsistema, concentrar o emaranhamento em um numero n0 de estados maxi-
mamente emaranhados, onde n0 ! nEV (j i) no limite em que n!1[27]. Podemos ver que
a entropia de emaranhamento EV e zero se j i e um estado puro, e como ele depende apenas
dos coecientes de Schmidt, tambem e invariante por transformac~oes unitarias locais. Pode-
se ainda mostrar que a entropia de emaranhamento EV n~ao aumenta sob transformac~oes do
tipo OLCC[28]. Desta maneira, podemos dizer que a entropia de emaranhamento EV e uma
medida de emaranhamento.
Quanticando o emaranhamento em estados mistos
Para estados mistos temos uma gama de medidas de emaranhamento, onde a praticidade
em se usar uma determinada medida ou outra depende fortemente do tipo de estado com o
qual estamos lidando. Listaremos aqui as medidas de emaranhamento mais relevantes para
este trabalho.
Emaranhamento de Formac~ao
O emaranhamento de formac~ao faz parte de um grupo de medidas de emaranhamento
chamadas de razes convexas. Tais medidas s~ao construidas a partir de alguma medida ~E de
emaranhamento denida para estados puros. Dene-se ent~ao a extens~ao em raiz convexa de
~E como sendo
E(^) = min
fpi;j iig
X
i
pi ~E(j ii); (3.15)
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onde a minimizac~ao e tomada sobre todas as decomposic~oes possveis de ^ em estados puros
(^ =
P
i pij iih ij). Tais medidas s~ao convexas por construc~ao e pode-se mostrar[24] que se
~E satiszer a condic~ao de n~ao aumentar em media sob transformac~oes do tipo OLCC4, ent~ao
E tambem e monotona por OLCC.
O emaranhamento de formac~ao EF foi a primeira de tais medidas a ser introduzida e e a
extens~ao de raiz convexa da entropia de emaranhamento:
E(^) = min
fpi;j iig
X
i
piEV (j ii): (3.16)
O processo de otimizac~ao e altamente n~ao-trivial no caso geral, porem s~ao conhecidas soluc~oes
analticas para o caso de dois qubits [29] ou estados com simetrias especiais como os estados
de Werner[30], estados isotropicos[31] e estados Gaussiandos de dois modos simetricos[32]. A
aditividade da entropia de formac~ao e uma quest~ao em aberto.
Negatividade e Negatividade Logartmica
A negatividade N quantica o quanto a transposta parcial do operador densidade ^,
^Ti , falha em ser semi-positiva denida. A negatividade e dada pela soma dos autovalores
negativos de ^Ti :
N (^) =
X
i<0
i =
jj^Tijj   1
2
; onde jjA^jj  Tr
hp
A^yA^
i
: (3.17)
Associada a negatividade N esta a negatividade logartmica EN , que te^m a mesma inter-
pretac~ao que a negatividade e e dada por:
EN (^) = log jj^Tijj = log(1 + 2N (^)): (3.18)
Da interpretac~ao da negatividade e da negatividade logartmica ca claro que estas so s~ao
medidas de emaranhamento para estados para os quais o criterio PPT e necessario e suciente
para a separabilidade. A negatividade N e monotona com relac~ao a transformac~oes do tipo
OLCC, convexa, porem n~ao e aditiva[33]. Ja a negatividade logartmica EN e aditiva, porem
n~ao e convexa[33]. Foi mostrado no entanto que EN e fortemente monotona com relac~ao a
transformac~oes do tipo OLCC[34].
3.2 Teoria de Informac~ao: do classico para o qua^ntico
Suponha que conhecemos uma dada distribuic~ao de probabilidade px, x = 1; 2; : : : ; N ,
associada a uma variavel aleatoria X. Supondo que temos a nossa disposic~ao um numero n
4Esta e uma condic~ao mais forte do que a condic~ao enunciada em (3.9), medidas que satisfazem esta
condic~ao s~ao ditas fortemente monotonas com relac~ao a transformac~oes do tipo OLCC.
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(muito grande) de copias da variavel aleatoria X e que podemos vericar o resultado de cada
uma delas, podemos na melhor das hipoteses estimar o numero de vezes que cada resultado foi
observado, ou seja, n1 = np1, n2 = np2, : : :, nN = npN . A ordem em que os resultados foram
observados nos e desconhecida, porem sabemos que o numero total de ordenac~oes diferentes
dos resultados e dado por n!=Nx=1ni!. Temos ent~ao, usando a aproximac~ao de Stirling,
log

n!
Nx=1nx!

 n log n  n 
NX
x=1
(nx log nx   nx) (3.19)
= n log n 
NX
x=1
npx log npx (3.20)
=  n
NX
x=1
px log px = nH(X): (3.21)
A equac~ao (3.21) dene a entropia de Shannon H(X)[35], que e interpretada como uma
medida da nossa ignora^ncia a respeito do resultado que a variavel aleatoria X pode assumir.
Por simplicidade utilizamos uma variavel aleatoria discreta, porem todas as considerac~oes
feitas aqui podem ser diretamente aplicadas para variaveis aleatorias contnuas.
A entropia de Shannon satisfaz as seguintes desigualdades:
0  H(X)  H(Y ); (3.22)
onde py = 1=N , y = 1; 2; : : : ; N , e a distribuic~ao de probabilidade associada a Y . Ou seja,
a distribuic~ao de probabilidade onde todos os resultados s~ao igualmente possveis maximiza
a nossa ignora^ncia a respeito do resultado da variavel aleatoria. Denimos H(X) = 0 se
px = x;x0 , onde i;j e a delta de Kronecker, pois n~ao ha incerteza alguma sobre o resultado
desta variavel aleatoria.
No caso de termos duas variaveis aleatoria X e Y , podemos denir outras quantidades
entropicas associadas a entropia de Shannon, listadas a seguir.
 Entropia Relativa
H(pxjjqx) =
X
x
px log

px
qx

=  H(X) 
X
x
px log(qx): (3.23)
A entropia relativa mede o qu~ao proximas s~ao duas distribuic~oes px e qx, para isso as
duas distribuic~oes devem ser denidas sobre o mesmo ndice (no caso, x). De fato,
pode-se mostrar[36] que H(pxjjqx)  0, valendo a igualdade apenas se px = qx.
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 Entropia Conjunta
H(X;Y ) =  
X
x;y
p(x;y) log p(x;y): (3.24)
A entropia conjunta mede a ignora^ncia acerca do par de variaveis aleatorias (X; Y ).
Fica claro da denic~ao acima que se X e Y s~ao variaveis aleatorias independentes (isto
e, p(x;y) = pxpy), ent~ao H(X; Y ) = H(X) + H(Y ). Alem disso, a entropia conjunta
satisfaz a seguinte relac~ao:
H(X;Y )  H(X); H(Y ): (3.25)
Desta maneira a incerteza sobre o par (X, Y) e sempre maior ou igual que a incerteza
sobre apenas X ou apenas Y.
 Entropia Condicional
H(XjY ) = H(X;Y ) H(Y ): (3.26)
A entropia condicional mede a ignora^ncia sobre X dado que conhecemos o resultado
de Y . E importante notar que H(XjY ) n~ao e simetrica com respeito a troca de X e
Y . Alem disso, as seguintes desigualdades s~ao satisfeitas[36]:
0  H(XjY )  H(X); (3.27)
onde H(XjY ) = 0 apenas se X = f(Y ), ou seja, o resultado de X e completamente
determinado pelo resultado de Y , e H(XjY ) = H(X) se X e Y s~ao independentes.
 Informac~ao Mutua
H(X : Y ) = H(X) +H(Y ) H(X; Y ) (3.28)
= H(X) H(XjY ) (3.29)
Como o nome diz, a informac~ao mutua mede a informac~ao comum as duas variaveis
aleatorias. Como conseque^ncia das desigualdades (3.27), H(X : Y ) tambem satisfaz as
seguinte desigualdades:
0  H(X : Y )  H(Y ); (3.30)
onde H(X : Y ) = 0 se X e Y s~ao independentes e H(X : Y ) = H(Y ) se Y e func~ao de
X.
A transic~ao para a teoria de informac~ao qua^ntica e feita basicamente substituindo-se a
distribuic~ao de probabilidade por um operador densidade ^ e a entropia de Shannon pela
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entropia de von Neumann S que e dada por,
S(^) =  Tr[^ log ^]: (3.31)
A entropia de von Neumann pode ser interpretada como a incerteza sobre o estado do sistema
qua^ntico ao qual esta associado o operador densidade ^. Listaremos algumas propriedades
satisfeitas pela entropia de von Neumann[37].
 A entropia de von Neumann e invaria^nciaste por transformac~oes unitarias.
 A entropia de von Neumman de um operador densidade ^ que atua em um espaco de
Hilbert de dimens~ao N satisfaz a seguinte desigualdade,
0  S(^)  log 1
N
; (3.32)
onde o limitante inferior e a entropia de von Neumann de um estado puro (denida
como sendo zero) e o limitante superior corresponde a entropia de von Neumann do
estado completamente aleatorio.
 A entropia de von Neumann e concava, ou seja,
S(1^1 + 2^2 + : : :+ n^n)  1S(^1) + 2S(^2) + : : :+ nS(^n): (3.33)
Segundo a interpretac~ao adotada, a concavidade de S implica que a nossa ignora^ncia
sobre o estado do sistema e maior se n~ao sabemos como o sistema foi preparado.
 A entropia de von Neumann e sub-aditiva. Suponha que temos um sistema bipartite,
ent~ao:
S(^)  S(^A) + S(^B); (3.34)
onde ^i e o operador densidade reduzido com relac~ao ao subsistema i. A igualdade e
valida na express~ao acima apenas se ^ = ^A 
 ^B. A sub-aditividade de S, que dis-
corda totalmente da desigualdade (3.25), reete o fato de que podemos ter informac~ao
completa sobre o sistema como um todo (S(^) = 0), mas termos incerteza sobre os
subsistemas(S(^1); S(^2) 6= 0). Isto n~ao acontece no caso classico.
Procuraremos agora a extens~ao qua^ntica das demais quantidades entropicas denidas no
caso classico. Para tal vamos supor que estamos lidando com um sistema bipartite descrito
pelo operador densidade ^. Para a entropia condicional, a extens~ao qua^ntica n~ao e t~ao
direta como dito anteriormente. Neste caso a entropia condicional pretende mensurar a
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nossa informac~ao sobre o subsistema A, dado que zemos uma medic~ao do subsistema B e
conhecemos o seu estado. Existe, porem, uma gama de medic~oes que podem ser feitas sobre
o subsistema B, sendo necessaria a escolha um conjunto completo de operadores de medic~ao
sobre o subsistema B, fBj g, onde ondice j e relativo aos diferentes resultados que podem ser
obtidos no processo de medic~ao. Fazendo medida sobre o subsistema B, podemos encontrar
o resultado j com probabilidade pj = Tr
h
(Bj 
 1A)^
i
(onde 1A e o operador identidade do
subsistema A), e o estado do subsistema A e ent~ao descrito pelo seguinte operador densidade:
^AjBj =
(Bj 
 1A)^(Bj 
 1A)
Tr
h
(Bj 
 1A)^
i : (3.35)
Podemos desta maneira denir a entropia condicional com relac~ao a fBj g como sendo
S(AjfBj g) =
X
j
pjS(^AjBj ): (3.36)
Ao tentar denir a extens~ao qua^ntica da informac~ao mutua esbarramos em um fato
notavel. Se utilizamos a express~ao (3.28), a extens~ao e direta, bastando substituir a en-
tropia de Shannon pela entropia de von Neumann, e chegamos a seguinte express~ao:
I(^) = S(^A) + S(^B)  S(^): (3.37)
A express~ao acima e manifestamente invariante por transformac~oes unitarias, portanto po-
demos escolher a decomposic~ao que bem entendermos para ^. Porem, utilizando a express~ao
(3.29), a extens~ao qua^ntica da informac~ao mutua e:
J(^) = S(^A)  S(AjfBj g): (3.38)
A express~ao acima, alem de ser assimetrica com relac~ao aos subsistemas A e B, tambem
depende do conjunto de operadores de medic~ao fBj g escolhido. Claramente as express~oes
(3.37) e (3.38) s~ao incompatveis.
3.3 Discordia Qua^ntica
A discorida qua^ntica D e denida justamente como a diferenca entre I(^) e J(^)[38, 40],
sujeita a um processo de minimizac~ao:
D(AjB) = min
fBj g
fI(^)  J(^)g = S(^A)  S(^) + min
fBj g
fS(AjfBj g)g (3.39)
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Fica claro da denic~ao acima que a discordia qua^ntica e assimetrica com relac~ao aos subsis-
temas A e B.
A discordia qua^ntica tem as seguinte propriedades:

D(AjB)  0: (3.40)
O processo de medir o subsistema B e inferir o estado do subsistema A implica em um
aumento de entropia, de maneira que S(AjfBj g)  S(^)  S(^A).

D(AjB) = 0, ^ =
X
j
Bj ^
B
j : (3.41)

D(AjB) = SV (^): (3.42)
De fato, se temos um estado puro, S(^) = S(AjfBj g) = 0, e D(AjB) = S(^A) = SV (^).
Portanto a discordia qua^ntica representa uma medida de emaranhamento para estados
puros.
 D(AjB) pode ser diferente de zero para estado separaveis.
Medidas da discordia qua^ntica em estados de Werner separaveis indicam discordia
diferente de zero. E importante frisar que isto so pode acontecer em estados mistos.
Para estados puros, discordia qua^ntica e emaranhamento s~ao sino^nimos, como atesta a
eq.(3.42).
Com excec~ao da terceira propriedade, todas as demais foram demonstradas em [38], onde a
discordia qua^ntica foi introduzida.
Dado que a relac~ao (3.41), satisfeita pelo operador densidade de um estado cuja discordia
e zero, e a mesma condic~ao satisfeita pelo operador densidade de um estado que sofreu des-
coere^ncia, e sabendo que a descoere^ncia e o mecanismos pelo qual o comportamento classico
emerge em sistemas qua^nticos, e de se esperar que a discordia esteja de alguma forma ligada
as caractersticas n~ao-classicas de um sistema. De fato, a discordia qua^ntica e uma medida
das correlac~oes qua^nticas entre os subsistemas A e B, sendo que o processo de minimizac~ao
visa encontrar um conjunto de operadores de medic~ao que perturbe o mnimo possvel o
subsistema A. Discordia qua^ntica igual a zero indica que o estado pode ser equivalentemente
descrito por uma distribuic~ao de probabilidade classica, so podendo neste caso haver cor-
relac~oes classicas entre os subsistemas. Do ponto de vista operacional a discordia e uma
grandeza de difcil calculo no caso geral, uma vez que uma complexa minimizac~ao tem de ser
feita.
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Nos ultimos anos, uma grande atenc~ao tem sido dada para a discordia qua^ntica. O mo-
tivo deste subito interesse se baseia na possibilidade da discordia qua^ntica estar por tras da
ecie^ncia de alguns protocolos de computac~ao qua^ntica que n~ao utilizam estados emaranha-
dos. Esta possibilidade foi primeiramente considerada em [39] e desde ent~ao uma grande
quantidade de artigos tem trabalhado em cima deste topico. O atrativo maior em se traba-
lhar com a discordia qua^ntica e n~ao com o emaranhamento se deve basicamente a robustez
da discordia qua^ntica frente a interac~oes com o ambiente se comparada ao emaranhamento.
Caso esta conjectura se conrme, a realizac~ao de um computador qua^ntico estara considera-
velmente mais proxima.
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Captulo 4
Estados Gaussianos
Estados Gaussianos compreendem uma serie de estados qua^nticos que s~ao mais facilmente
manipulaveis do ponto de vista experimetal e ocupam um lugar de destaque quando se trata
de informac~ao qua^ntica com estados de variavel contnua. N~ao bastasse o apelo experimen-
tal, estados Gaussianos possuem uma estrutura matematica interessante e mais simples de
tratar do que outros estados de variavel contnua. Exemplos de estados Gaussianos s~ao es-
tados coerentes, estados comprimidos e o vacuo da eletrodina^mica qua^ntica. Neste captulo
apresentaremos a denic~ao e as principais propriedades destes estados.
4.1 Sistema de N bosons
Seja um sistema de N bosons, onde podemos denir operadores de criac~ao e aniquilac~ao
com as relac~oes usuais de comutac~ao para bosons: [a^k; a^
y
l ] = kl, onde k; l = 1; 2; : : : ; n.
O espaco de Hilbert do sistema e dado por H = H1 
 H2 
 : : :HN , onde Hk e o espaco
de Hilbert do boson k. O Hamiltoniano do sistema (bosons n~ao interagentes) e dado por
H =
PN
k=1 ~!k(a^
y
ka^k+
1
2
) e os operadores de quadratura (posic~ao e momento) s~ao dados por:
q^k =
1p
2
(a^k + a^
y
k); p^k =
1
i
p
2
(a^k   a^yk): (4.1)
Se dinimos um vetor R^ = fq^1; p^1; : : : ; q^N ; p^Ng, podemos escrever a relac~ao de comutac~ao
da seguinte maneira:
[R^k; R^l] = i
k;l; (4.2)
onde a matriz 
 e dada por:

 = Nk=1!; ! =
"
0 1
 1 0
#
; (4.3)
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! e chamada matriz simpletica.
Uma base conveniente do espacoH e a base formada pelos estados de Fock jn1; n2; : : : ; nNi
e o chamado estado de vacuo do sistema e dado por j0i = j0; 0; : : : ; 0i, satisfazendo a condic~ao
akj0i = 0.
4.1.1 Matriz de covaria^ncia
A matriz de covaria^ncia e denida da seguinte maneira:
i;j =
1
2
hfR^i; R^jgi   hR^iihR^ji; (4.4)
onde fA^; B^g = A^B^+ B^A^ e o anticomutador dos operadores A^ e B^ e hA^i = Tr[^A^] e a media
do operador A^. A matriz de covaria^ncia e simetrica e positiva denida. Pode-se mostrar que
as relac~oes de incerteza entre os operadores cano^nicos se traduzem em termos da matriz de
covaria^ncia na seguinte express~ao[41]:
 +
i
2

  0: (4.5)
Como foi dito anteriormente,  e 
 s~ao matrizes, e a express~ao acima diz matriz  + i
2


e semi-denida positiva, ou seja, cada um dos seus autovalores e maior ou igual que zero.
Vamos considerar o caso da matriz de covaria^ncia de um sistema de N bosons em equilbrio
termico com um dado reservatorio. Neste caso ^ = 
Nk=1^k[43], onde
^k =
e a^
y
ka^k
Tr[e a^
y
ka^k ]
=
1
1 +Nk
1X
n=0

Nk
1 +Nk
n
jnkihnkj; (4.6)
onde Nk = (e
~!k   1) 1 e o numero medio de quanta de energia termica no modo k e
 = (KBT )
 1, sendo T a temperatura do reservatorio. Desta maneira, a matriz de covaria^ncia
do sistema e dada por,
 =
1
2
Diag(2N1 + 1; 2N2 + 1; : : : ; 2NN + 1): (4.7)
4.2 Func~oes Caractersticas e Func~oes de Quasi-
Probabilidade
Um estado qua^ntico e completamente denido pelo seu operador densidade ^. No en-
tanto, existe uma maneira alternativa, e completamente equivalente, de descrever um estado
qua^ntico atraves das chamadas func~oes caractersticas ou func~oes de quasi-probabilidade[45].
De fato, podemos obter tais func~oes a partir de ^ e vice-versa. As func~oes caractersticas s~ao
30
dadas pela seguinte express~ao:
(; s) = Tr[^D^()] exp

sjj2
2

; (4.8)
onde  : R2N ! C e D^() = exp[iR^T
], sendo o domnio chamado de espaco de fase
qua^ntico, em analogia com a meca^nica classica[46]. A variavel s pode assumir os valores 1,
0 e -1. A partir das func~oes caractersticas podemos denir, via transformada de fourier, as
func~oes de quasi-probabilidade, dadas por:
W (; s) =
1
2
Z 1
 1
(; s) exp[  ]d2 (4.9)
Func~oes de quasi-probabilidade s~ao func~oes reais e normalizadas que permitem o calculo
dos momentos associados a produtos especialmente ordenados dos operadores a^ e a^y. Os
valores assumidos por s est~ao associados a ordem de a e ay nesses produtos. W (; 1) = P () e
a chamada representac~ao P de Glauber-Sudarshan[47, 48] e esta associada a ordenac~ao normal
dos operadores a^ e a^y (isto e, todos os operadores a^y na esquerda e todos os operadores a^ na
direita). W (; 0) = W () e a func~ao de Wigner[49] e esta associada a ordenac~ao simetrica
dos operadores a^ e a^y. Por m, W (; 1) = Q() e a func~ao de Husimi ou func~ao Q[50],
e esta associada a ordenac~ao anti-normal dos operadores a^ e a^y (isto e, todos os operadores
a^ na esquerda e todos os operadores a^y na direita). Dado um operador O^ = f(a^k; a^
y
k),
k = 1; 2; : : : ; N , temos a seguinte identidade:
hO^i = Tr[^O^] =
Z
R2N
W (; s)f(; )d2N; (4.10)
onde f(a^k; a^
y
k) deve ser uma func~ao normalmente, simetricamente ou anti-normalmente or-
denada, de acordo com o valor de s escolhido(1, 0 e -1, respectivamente). Alguns resultados
que seguem diretamente da eq.(4.10), por exemplo, a normalizac~ao da func~ao de quasi-
probabilidade:
Tr[^] = 1 =
Z
R2N
W (; s)d2N; (4.11)
e a pureza :
 = Tr[2] =
Z
R2N
W 2(; s)d2N =
Z
R2N
j(; s)j2d2N: (4.12)
A ultima igualdade segue do teorema de Parseval e do fato da func~ao de quasi-probabilidade
ser uma func~ao real.
Dado que as func~oes de quasi-probabilidade nos permitem calcular o valor medio de
operadores por meio de uma integral ponderada pela func~ao de quasi-probabilidade, podemos
dizer que tais func~oes s~ao analogos qua^nticos das distribuic~oes de probabilidade denidas
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no espaco de fase da meca^nica classica, n~ao podendo ser diretamente interpretadas com
distribuic~oes de probabilidade pois a princpio estas func~oes podem assumir valores negativos.
Para o caso especco da func~ao de Wigner, podemos escreve^-la explicitamente em termos
dos autovalores dos operadores de quadratura pk e qk:
W (p; q) =
1
~
Z
exp

 2iyp
~

hq   yjjq + yidy: (4.13)
As refere^ncias [45] e [51] fazem um bom tratamento em cima deste assunto.
4.3 Denic~ao e Propriedades dos Estados Gaussianos
Denic~ao 3 Um estado ^ e Gaussiano se a sua func~ao de Wigner tem a seguinte forma:
W (R^) =
exp[ 1
2
(R^  hR^i)T 1(R^  hR^i)]
(2)N
p
Det[]
; (4.14)
onde R^ = fq^1; p^1; q^2; p^2; : : : ; q^N ; p^Ng e  e a matriz de covaria^ncia associada a R^.
Temos ent~ao que estados Gaussianos s~ao completamente caracterizados pelos seus primeiros
e segundos momentos. Um exemplo de estado Gaussiano e o estado coerente. O estado
coere^nte e denido como sendo um auto-estado do operador de aniquilac~ao a^, e e dado pela
aplicac~ao do operador de deslocamento de Weyl D^() no estado de vacuo,
ji = D^()j0i = exp(a^y   a^)j0i; (4.15)
de maneira que a^ji = ji,  2 C. No caso de N modos, o estado coerente, que neste
caso e o produto tensorial de estados coerentes de cada modo, pode ser escrito de maneira
equivalente como,
ji = D^()j0i = exp[iR^T
]j0i; (4.16)
de maneira que a^kji = (k + ik+1)ji, onde  e um vetor pertencente ao espaco de fase
qua^ntico de dimens~ao 2N e j0i e o estado de vacuo de N modos.
4.3.1 Transformac~oes Simpleticas
Como ja foi exposto anteriormente, estados Gaussianos possuem vantagens tanto do ponto
de vista teorico quanto experimental. Logo, e interessante saber as condic~oes que deve
satisfazer um Hamiltoniano H, de maneira que o estado evoludo a partir de um estado
Gaussiano tambem seja um estado Gaussiano. De fato, mostrou-se[52] que Hamiltonianos
lineares ou bilineares nos modos do campo preservam o carater Gaussiano de um estado com
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relac~ao a evoluc~ao temporal. Ou seja, o Hamiltoniano mais geral com o qual pretendemos
trabalhar e
H^ =
nX
k=1
g
(1)
k a^
y
k +
nX
kl=1
g
(2)
kl a^
y
ka^l +
nX
k;l=1
g
(3)
kl a^
y
ka^
y
l + h:c: (4.17)
A transformac~ao gerada por um Hamiltoniano do tipo (4.17) nos primeiros e segundos mo-
mentos e[43],
R ) FR+ d;
 ) FF T ; (4.18)
onde d e um vetor real e F e uma matriz simpletica. O inverso tambem e verdadeiro,
qualquer transformac~ao do tipo (4.18), chamada transformac~ao simpletica e gerada por uma
transformac~ao unitaria induzida por um Hamiltoniano do tipo (4.17)[53][54]. As matrizes
simpletica ja s~ao conhecidas da meca^nica classica. A condic~ao para que uma tranformac~ao
de (Q;P )) (Q0; P 0) seja uma transformac~ao cano^ninca e que o jacobiano da transformac~ao
seja uma matriz simpletica. Uma matriz S e simpletica se ela satisfaz a seguinte propriedade,
ST
S = 
; (4.19)
onde 
 e a matriz (4.3). O grupo das matrizes reais 2N  2N satisfazendo esta condic~ao
formam um grupo, o grupo simpletico Sp(2N;R).
Como o vetor de primeiros momentos R pode ser arbitrariamente modicado por meio
de transformac~oes unitarias locais sobre ^, conclui-se ent~ao que toda informac~ao sobre cor-
relac~oes qua^nticas de um estado Gaussiano deve estar contida na matriz de covaria^ncia, pois
as correlac~oes qua^nticas devem ser invariantes por transformac~oes unitarias locais.
4.3.2 Espectro Simpletico
Dado que a matriz de covaria^ncia contem toda a informac~ao que precisamos para carac-
terizar as correlac~oes qua^nticas de um estado Gaussiano, cabe enunciar o seguinte teorema:
Teorema 3 (Williamson) Dado V 2 M(2N;R), simetrica e positiva denida, existe S 2
Sp(2N;R) e D 2M(N;R) diagonal e positiva denida tal que:
V = ST
"
D 0
0 D
#
S: (4.20)
O teorema de Williamson garante que existe uma transformac~ao simpletica que diago-
naliza a matriz de covaria^ncia. Ou seja, podemos transformar a matriz de covaria^ncia de
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um estado Gaussiano em uma matriz de covaria^ncia semelhante a do sistema formado por N
bosons em equilbrio termico. Dado que o grupo das transformac~oes simpleticas e gerado por
Hamiltonianos no maximo bilineares nos modos dos campos[53], o sentido fsico desta diago-
nalizac~ao e que todo estado Gaussiano ^ pode ser obtido do estado de N bosons em equilbrio
termico a partir de uma transformac~ao unitaria U associada a matriz simpletica S. O con-
junto de autovalores gerados neste processo, que chamaremos de k; k = 1; 2; : : : ; N , podem
ser obtidos a partir dos autovalores da matriz i
 e s~ao chamados autovalores simpleticos
ou espectro simpletico.
O princpio de incerteza de Heisemberg pode ser expresso em termos dos autovalores
simpleticos. Seja S a matriz simpletica que diagonaliza a matriz de covaria^ncia , dado que
a transformac~ao de similaridade de uma matriz denida semi-positiva e denida semi-positiva,
ST ( +
i
2

)S  0 (4.21)
V +
i
2

  0 (4.22)
a ultima desigualdade implica, pela estrutura da matriz 
, que cada submatriz 2  2 de
(V + i
) do tipo "
k i
 i k
#
(4.23)
deve ser denida positiva, o que por sua vez implica que k  1=2. Se denirmos   =
Minfkg, o princpio de incerteza pode ser escrito simplesmente como a condic~ao    1=2.
4.4 Sistemas Bipartite
Vamos considerar agora estados Gaussianos de um sistema bipartite cujo espaco de Hilbert
e dado por HA 
HB. Suponha que temos m modos no sistema A e n modos no sistema B,
como o produto tensorial de espacos de Hilbert se traduz como uma soma direta no espaco
de fase, a matriz de covaria^ncia do sistema bipartite pode ser escrita de maneira generica na
seguinte forma:
 =
"
A C
CT B
#
; (4.24)
onde A e uma matriz (2m  2m), B e uma matriz (2n  2n) e C e uma matriz (2m  2n).
Como as matrizes A e B s~ao simetricas e denidas positivas, podemos a partir do teorema
de Williamson encontrar matrizes simpleticas SA e SB, associadas aos operadores unitarios
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UA 2 HA e UB 2 HB, respectivamente, que as diagonalizam. Temos ent~ao:
(SA  SB)T(SA  SB) =
"
SA 0
0 SB
#T "
A C
CT B
#"
SA 0
0 SB
#T
(4.25)
=
"
STAASA SACS
T
B
SBC
TSTA S
T
BBSB
#T
(4.26)
=
"
VA SACS
T
B
SBC
TSTA VB
#T
; (4.27)
onde VA e VB s~ao matrizes diagonais. Escrevendo a matriz de covaria^ncia na forma (4.24),
invariantes simpleticos com respeito a transformac~oes simpleticas pertencentes ao grupo
Sp(2m;R) 
 Sp(2n;R)(e bom lembrar que Sp(2m;R) 
 Sp(2n;R)  Sp(2m + 2n;R)) po-
dem ser indenticados, como I1 = Det[A], I2 = Det[B], I3 = Det[C] e I4 = Det[]. Em
particular, no caso em que m = n = 1, algumas simplicac~oes a mais s~ao possveis, e  pode
ser escrita na seguinte forma, chamada forma normal1:
 =
266664
a 0 c 0
0 a 0 d
c 0 b 0
0 d 0 b
377775 : (4.28)
Os invaria^nciastes simpleticos neste caso s~ao: I1 = a
2, I2 = b
2, I3 = cd e I4 = (ab c2)(ab d2).
Quando a = b, o estado e chamado simetrico. Os autovalores simpleticos em termos dos
invariantes simpleticos s~ao dados por:
22 = I1 + I2 + 2I3 
p
(I1 + I2 + 2I3)2   4I4: (4.29)
Esta sec~ao teve como base o que foi apresentado em [46]. Uma discuss~ao mais completa
e detalhada sobre estados Gaussianos pode ser encontrada em [43].
4.5 Correlac~oes Qua^nticas em Estados Gaussianos de
Dois Modos
Nesta sec~ao apresentaremos formas de se mensurar correlac~oes qua^nticas em estados Gaus-
sianos de dois modos. Limitar-nos-emos a tais estados pois estes s~ao os estados para os quais
existem resultados mais expressivos e alem disso s~ao os estados que ser~ao importates para o
trabalho aqui desenvolvido.
1A forma normal pode ser obtida sempre que m = n. A ref. [43] mostra como se prova esta propriedade.
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Como ja foi dito anteriormente, as correlac~oes qua^nticas de um estado Gaussiano devem
depender apenas da matriz de covaria^ncia do mesmo, uma vez que os primeiros momentos
podem ser arbitrariamente modicados por meio de transformac~oes unitarias locais e sabe-
mos que as correlac~oes qua^nticas s~ao invariantes por tais transformac~oes. Ou seja, tudo que
precisamos saber sobre um estado Gaussiano para calcular as correlac~oes qua^nticas no mesmo
e a sua matriz de covaria^ncia. Sabemos tambem que transformac~oes unitarias correspondem
a tranformac~oes simpleticas no espaco de fase, portanto tranformac~oes desta natureza n~ao
alteram a informac~ao sobre as correlac~oes qua^nticas contidas na matriz de covaria^ncia. A
primeira pergunta que se deve fazer e como qualicar um estado Gaussiano como separavel
ou n~ao. Como discutimos anteriormente, o criterio de PPT nos da uma maneira relativa-
mente simples de resolver este problema, bastando analisar a transposta parcial do operador
densidade. Porem, como proceder no caso de estados Gaussianos? Ja vimos que estados
Gaussianos s~ao tratados de maneira simples no espaco de fase e o estudo do operador densi-
dade necessitaria que abrissemos m~ao do espaco de fase e voltassemos a trabalhar no espaco
de Hilbert, o que n~ao parece uma boa soluc~ao. O mais interessante seria descobrir como
a operac~ao de transposic~ao parcial age no espaco de fase. Felizmente isso ja foi feito para
estados Gaussianos de dois modos e foi provado[42] que neste caso a operac~ao de transposic~ao
parcial com relac~ao ao subsistema A corresponde a uma operac~ao de revers~ao temporal do
subsistema A, n~ao modicando o subsistema B. Tal operac~ao corresponde a aplicac~ao da
matriz
A = Diagf1; 1g  12 =
266664
1 0 0 0
0  1 0 0
0 0 1 0
0 0 0 1
377775 ; (4.30)
a matriz de covaria^ncia do sistema. Caso a transposic~ao parcial seja feita com relac~ao ao
subsistema B, basta aplicar o operador B = 12  Diagf1; 1g. Como o criterio PPT
asserta que a transposta parcial do operador densidade tem que ser por sua vez um operador
densidade, a transformac~ao da matriz de covaria^ncia com relac~ao a matriz A(ou B) deve
por sua vez ser uma matriz de covaria^ncia fsicamente plausvel, ou seja, que satisfaca as
relac~oes cano^nicas de incerteza. Desta maneira, denindo ~A  iAi, sendo A uma matriz
4 4 arbitraria temos,
~ +
i
2

  0: (4.31)
Designando os invaria^nciastes simpleticos da matriz de covaria^ncia ~ por ~Ii, pode-se mostrar
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as seguintes relac~oes:
~I1 = I1;
~I2 = I2;
~I3 =  I3;
~I4 = I4: (4.32)
A partir das relac~oes acima, podemos calcular os autovalores simpleticos utilizando a ex-
press~ao (4.29), e impondo a condic~ao (4.31),
~   1
2
; (4.33)
onde
2~2 = I1 + I2   2I3 
p
(I1 + I2   2I3)2   4I4: (4.34)
Desta forma temos uma maneira simples para classicar um estado Gaussiano de dois modos
como separavel ou n~ao. Simon et. al.[42] mostraram ainda que o criterio PPT e uma
condic~ao necessaria e suciente para a separabilidade de estados Gaussianos de dois modos.
Devido a este ultimo fato, a negatividade logartmica pode ser usada como uma medida de
emaranhamento. De fato, foi mostrado em [33] que a negatividade logartmica EN pode ser
calculada atraves dos invariantes simpleticos,
EN =
(
0; se ~   12 ;
log(2~ ); se ~  < 12 :
(4.35)
A negatividade logartmica na verdade quantica o quanto a desigualdade (4.33) e violada.
Portanto, agora tambem temos uma forma simples de mensurar o emaranhamento de um
estado Gaussiano de dois modos.
Falta agora uma maneira de medir a discordia em estados Gaussianos. Porem, antes de
discutir este problema, e importante que encontremos uma maneira de calcular a entropia
de von Neumman. Como ja foi discutido antes, a entropia de von Neumman e invariante
por transformac~oes unitarias, ou seja, se pretendemos escreve^-la como func~ao da matriz de
covaria^ncia, podemos indiscriminadamente realizar transformac~oes simpleticas na matriz de
covaria^ncia sem que isso modique a entropia de von Neumman. Dado este fato, e de se
esperar que alguma simplicac~ao sobre o problema possa ser obtida se operarmos a diago-
nalizac~ao simpletica sobre a matriz de covaria^ncia. Seja & a matriz de covaria^ncia depois de
operada a diagonalizac~ao simpletica, ent~ao
& = diagf ;  g  diagf+; +g: (4.36)
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Como a soma direta no espaco de fase se traduz como um produto tensorial no espaco de
Hilbert, e dado que S(^A
 ^B) = S(^A)+S(^B), a entropia de von Neumman de um estado
Gaussiano de dois modos pode ser calculada como a soma das entropias de von Neumman
de cada um dos dois modos. Pode-se mostrar ent~ao que[55],
S(^) = f(+) + f( ); (4.37)
onde f() = ( + 1
2
) ln( + 1
2
)   (   1
2
) ln(   1
2
) e a entropia de von Neumman do estado
Gaussiano de um modo ao qual esta associado o autovalor simpletico . A extens~ao para um
estado Gaussiano de N modos ^ e direta, sendo dada por,
S() =
NX
i=1
f(i): (4.38)
Uma vez que ja temos uma maneira de calcular a entropia de von Neumman, podemos
utilizar a express~ao (3.39) para calcular a discordia qua^ntica, e chegamos a seguinte express~ao:
D() = f(
p
I2)  f(+)  f( ) + min
fBj g
fS(AjfBj g)g: (4.39)
No entanto, o processo de minimizac~ao envolvido no calculo da discordia qua^ntica e al-
tamente n~ao-trivial, e n~ao se conhece ainda uma express~ao para a discordia em estados
Gaussianos. Porem, se limitarmos os conjuntos completos de operadores de medic~ao fBj g
aos chamados operadores Gaussianos, o cenario se torna mais animador. Operadores Gaus-
sianos s~ao operadores que, se aplicados em um estado Gaussiano, levam em outro estado
Gaussiano. Se limitarmos o processo de minimizac~ao a operadores Gaussianos, temos ent~ao
a chamada discordia Gaussiana. Obviamente, a discordia Gaussiana sera um limitante su-
perior da discordia usual. De fato, para tal conjunto de operadores pode-se encontrar um
conjunto de operadores otimos[56, 57]. Nesa condic~ao chegou-se a seguinte express~ao para a
discordia Gaussiana:
D(A : B) = f(
p
I2)  f(+)  f( ) + f
 p


: (4.40)
onde,
 =
8>>>>>>><>>>>>>>:
2I23+(I2 1)(I4 I1)+2jI3j
p
I23+(I2 1)(I4 I1)
(I2 1)2 ;
se (I4   I1I2)2  (1 + I2)I23 (I1 + I4);
I1I2 I23+I4 
p
I43+(I4 I1I2)2 2I23 (I1I2+I4)
2I2
;
caso contrario.
(4.41)
Infelizmente n~ao se conhecem maneiras de estimar o qu~ao proxima da discordia usual esta
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a discordia Gaussiana.
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Captulo 5
O Sistema
Consideraremos um sistema formado por osciladores harmo^nicos ide^nticos acoplados entre
si por um acoplamento dependente do tempo e em contato com um mesmo banho termico
de osciladores harmo^nicos. O Hamiltoniano do sistema e dado por,
H =
P 21
2m
+
m!20
2
X21 +
P 22
2m
+
m!20
2
X22 + c(t)X1X2| {z }
HS
 
1X
k=1

ckxk(X1 +X2) +
c2k
2mk!2k
(X1 +X2)
2

| {z }
HI
+
1X
k

Pk
2mk
+
mk!
2
k
2
x2k

| {z }
HB
; (5.1)
onde HS e o Hamiltoniano do sistema e c(t) = mc0 + mc1 cos(!Dt). HI e o Hamiltoniano
responsavel pela interac~ao entre o sistema e o banho, o segundo termo dentro do somatorio
de HI corresponde ao contra-termo, que evita a renormalizac~ao do potencial harmo^nico.
Finalmente, HB e o Hamiltoniano do banho de osciladores.
O primeiro passo para o estudo deste sistema e a denic~ao dos modos normais `+' e ` ',
dados por, (
X+ = (X1 +X2)=
p
2
P+ = (P1 + P2)=
p
2
;
(
X  = (X1  X2)=
p
2
P  = (P1   P2)=
p
2
; (5.2)
Nestas novas variaveis, o Hamiltoniano H pode ser escrito da seguinte forma:
H = H+ +H ; (5.3)
onde,
H+ =
P 2+
2m
+
m
2+(t)
2
X2+ +
1X
k=1
24 P 2k
2mk
+
mk!
2
k
2
 
xk  
p
2ck
mk!2k
X+
!235 (5.4)
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e o Hamiltoniano do modo `+', com 
2+(t) = !
2
0 + c0 + c1 cos(!Dt), e
H  =
P 2 
2m
+
m
2 (t)
2
X2 ; (5.5)
e o Hamiltoniano do modo ` ', com 
2 (t) = !20   c0   c1 cos(!Dt).
Escrito em termo dos modos normais, o Hamiltoniano pode ser colocado de uma forma
separavel, onde temos um oscilador parametrico acoplado a um banho termico de osciladores
harmo^nicos, agora com uma constante de acoplamento c0k =
p
2ck, para o modo `+', e um
oscilador parametrico livre para o modo ` '. Podemos portanto estudar a dina^mica dos dois
modos de maneira independente.
Neste trabalho estudaremos o caso em que os osciladores 1 e 2 foram preparados inici-
almente nos estados coerentes j1i e j2i. O estado coerente foi denido em (4.15) e sua
func~ao de onda adimensionalizada e dada por[6],
hxji =
!0

 1
4
exp

 !0
2
x2 +
p
2!0x  jj
2
2
  
2
2

: (5.6)
Logo a func~ao de onda dos dois osciladores e dada por,
hx1; x2j1; 2i =
!0

 1
2
exp
"
 !0
2
(x21 + x
2
2) +
p
2!0(1x1 + 2x2)  j1j
2
2
  
2
1
2
 
j2j2
2
  
2
2
2
#
: (5.7)
Escrevendo esta func~ao de onda em termos das variaveis x+ e x  chegamos ao seguinte
resultado:
hx1; x2j1; 2i =
!0

 1
2
exp
"
 !0
2
(x2+ + x
2
 ) +
p
2!0(+x+ +  x )  j+j
2
2
  
2
+
2
 
j j2
2
  
2
 
2
#
; (5.8)
onde  = (1  2)=
p
2. Ou seja, se o estado inicial do osciladores e um estado coerente, o
estados iniciais dos modos normais `+' e ` ' tambem s~ao estados coerentes. Este resultado
e muito importante pois precisaremos saber o estado inicial dos modos normais para que
possamos estudar a dina^mica dos mesmos.
Antes de prosseguir vamos escrever o Hamiltoniano em termos de quantidades adimensi-
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onais. Denindo as grandezas adimensionais,8>>>>>>><>>>>>>>:
~t = !Dt
2
~X =
p
m!D
2~ X
~P =
q
2
~m!D
P
~!0 =
2!
!D
~c1 =
2c1
!2D
;
8>>>>>>><>>>>>>>:
~c0 =
4c0
!2D
~xk =
p
mk!D
2~ xk
~Pk =
q
2
~mk!D
Pk
~!k =
2!k
!D
~ck =
4ckp
mmk!
2
D
; (5.9)
podemos ent~ao escrever o Hamiltoniano da seguinte maneira:
2
~!D
H =
~P 2+
2
+
~
2+(~t)
2
~X2+ +
1X
k=1
"
~P 2k
2
+
~!2k
2

~xk  
p
2
~ck
!2k
~X+
2#
| {z }
~H+
+
~P 2 
2
+
~
2 (~t)
2
~X2 | {z }
~H 
; (5.10)
onde ~
2(~t) = ~!
2
0  ~c0  ~c1 cos(2~t).
Nas sec~oes que se seguem trataremos o oscilador parametrico qua^ntico n~ao-dissipativo,
visando achar soluc~ao para modo ` ', e o oscilador parametrico qua^ntico dissipativo, para
os regimes Markoviano e n~ao-Markoviano, visando achar a soluc~ao para o modo `+'. No en-
tanto, para melhor entendimento do problema, estudaremos primeiro o oscilador parametrico
dissipativo classico.
5.1 O Oscilador Parametrico Dissipativo Classico
Uma partcula em um meio dissipativo, sujeita a um potencial do tipo V (x; t) = m
2
[!20 +
 cos(!Dt)], no regime classico, e descrita pela seguinte equac~ao de movimento:
mx+m _x+m!2(t) = 0; (5.11)
onde !2(t) = !20 +  cos(!Dt). Para trabalhar com grandezas adimensionais, faremos as
seguintes reescalas: (
~t = !Dt
2
~!0 =
2!0
!D
;
(
~c1 =
2c1
!2D
~ = 2
!D
: (5.12)
Com estas modicac~oes a eq. (5.11) toma a seguinte forma,
x+ ~ _x+ ~!2(~t)x = 0 (5.13)
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onde ~!2(~t) = ~!20+2~ cos(2~t) e as derivadas s~ao tomadas com relac~ao a ~t. Como so utilizaremos
grandezas adimensionais, omitiremos o til no que se segue para melhor clareza das equac~oes.
Fazendo a mudanca de variavel, x = Y e 
t
2 , podemos escrever as eq. (5.11) como,
Y +

!20  
2
4
+ 2 cos(2t)

Y = 0 (5.14)
A equac~ao diferencial acima e uma equac~ao de Mathieu e suas soluc~oes n~ao possuem uma
representac~ao analtica. Consideraremos as soluc~oes 1(t) e 2(t) desta equac~ao, satisfazendo
as seguinte condic~oes iniciais:
(
1(t0) = 0
_1(t0) = 1
;
(
2(t0) = 1
_2(t0) = 0
: (5.15)
Como o Wronskiano de equac~ao de Mathieu e independente do tempo[58], temos que,
W [1(t); 2(t)] = W [1(0); 2(0)] = _1(0)2(0)  1(0) _2(0) = 1; (5.16)
ou seja, as soluc~oes 1(t) e 2(t) s~ao linearmente independentes. Denindo as seguintes
func~oes,
(
f1(t) = e
  t
2 1(t)
f2(t) = e
  t
2 2(t);
(5.17)
podemos escrever as soluc~oes da equac~ao (5.13),
x(t) = 1f1(t) + 2f2(t); (5.18)
onde 1 e 2 s~ao constantes. Outro conjunto possvel de soluc~oes da eq. (5.14) s~ao as
chamadas soluc~oes de Floquet[59],
(
'1(t) = e
itp(t)
'2(t) = '1( t)
; (5.19)
onde p(t) e um func~ao de perodo  e  e chamado expoente caracterstico de Floquet. A
existe^ncia de soluc~oes da forma acima e garantida pela teoria de Floquet para equac~oes
diferenciais. O expoente caracterstico  e uma func~ao de c1 e de (!
2
0 2=4) e a estabilidade
das soluc~oes esta ligada aos valores que  pode assumir. Se  e real, ent~ao temos soluc~oes
estaveis. Se  e complexo, ent~ao temos uma soluc~ao estavel e uma instavel. Para c1 pequeno
se comparado a (!20   2=4), temos uma equac~ao aproximada para [59]:
sin(=2) =
p
(0) sin(
p
=2); (5.20)
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onde (0)  1 + cot(p=2) c21
4
p
(1 ) e  = !
2
0   2=4. A gura 5.1 traz o diagrama de
estabilidade das soluc~oes da equac~ao de Mathieu em func~ao de c1 e !
2
0   2=4. As regi~oes
pretas s~ao regi~oes onde ao menos uma das soluc~oes e instavel. A gura 5.1 foi feita no
software Mathematica utilizando-se a rotina MathieuCharacteristicExponent.
-1 0 1 2 3 4
0.0
0.2
0.4
0.6
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Ω0
2
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Figura 5.1: Diagrama de estabilidade das soluc~oes da equac~oes de Mathieu em func~ao de
!20   2=4 e c1. As regi~oes pretas correspondem a soluc~oes instaveis.
5.2 O Oscilador Parametrico Qua^ntico
A equac~ao de Schroedinger adimensionalizada para o oscilador parametrico qua^ntico e
dada por:
i
@
@~t
	(~x; ~t) =

 1
2
@2
@~x2
+
1
2
~!2(~t)

	(~x; ~t): (5.21)
onde ~!2(~t) = ~!20 + 2 cos(2~t) e a adimensionalizac~ao foi feita de acordo com as relac~oes (5.9).
Por convenie^ncia, omitiremos o til daqui em diante. O fato de termos um Hamiltoniano
periodico implica que podemos encontrar soluc~oes de Floquet para a equac~ao de Schroedinger.
Se xarmos o tempo inicial t0 = 0, as soluc~oes da eq. (5.21) s~ao dadas por,
	n(x; t) = exp( int)n(x; t); (5.22)
onde n(x; t) = n(x; t+ ) e chamada func~ao de Floquet e n e o expoente caracterstico de
Floquet, tambem chamado de quasi-energia. Devido a depende^ncia temporal do Hamiltoni-
ano, a func~ao de Floquet n(x; t) e dependente do tempo e a ortonormalidade so vale para
tempos xos, ou seja,
hn(x; t)jm(x; t)i = n;m: (5.23)
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Um estudo detalhado sobre o oscilador parametrico qua^ntico e suas func~oes de onda pode
ser encontrado em [60]. Como estamos interessados em estudar correlac~oes qua^nticas em
estados Gaussianos, ou seja, estamos interessados na matriz de covaria^ncia, podemos ser um
pouco mais pragmaticos e abordar o problema de uma maneira mais simples. Cosideremos
as varia^ncias, dadas pelas seguintes express~oes:
xx = hx2i   hxi2; (5.24)
xp =
1
2
hxp+ pxi   hxihyi; (5.25)
pp = hp2i   hpi2: (5.26)
O teorema de Ehrenfest arma que a evoluc~ao temporal do valor medio de um operador A^ e
dada pela seguinte equac~ao:
d
dt
hA^i =  ih[A^;H]i+
*
@A^
@t
+
: (5.27)
Pode-se ent~ao mostrar que as varia^ncias xx, xp e pp satisfazem o seguinte conjunto de
equac~oes diferenciais acopladas:
_xx = 2xp;
_xp = pp   !2(t)xx;
_pp =  2!2(t)xp: (5.28)
A partir das equac~oes acima podemos chegar em uma equac~ao diferencial desacoplada para
xx,
...
 xx + 4!
2(t) _xx + 2

d
dt
!2(t)

xx = 0: (5.29)
Pode-se mostrar por substituic~ao direta que a equac~ao acima te^m a seguinte soluc~ao:
xx(t) = 
0
pp
2
1(t) + 
0
xp1(t)2(t) + 
0
xx
2
2(t); (5.30)
onde 1(t) e 2(t) s~ao denidos em (5.15) e 
0
xx, 
0
xp e 
0
pp s~ao as varia^ncias no tempo inicial
t0. A partir das eqs. (5.28), podemos encontrar as express~oes para as demais varia^ncias,
xp(t) = 
0
pp1(t)
_1(t) + 
0
xp[1(t)
_2(t) + _1(t)2(t)] + 
0
xx2(t)
_2(t) (5.31)
e
pp(t) = 
0
pp
_21(t) + 
0
xp
_1(t) _2(t) + 
0
xx
_22(t): (5.32)
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Conhecidas ent~ao as soluc~oes 1(t), 2(t) e a matriz de covaria^ncia do estado inicial, podemos
em princpio estudar a evoluc~ao temporal da matriz de covaria^ncia do oscilador parametrico
livre.
5.3 O Oscilador Parametrico Qua^ntico Dissipativo
Nesta sec~ao analisaremos a dina^mica do oscilador parametrico dissipativo no caso em que o
estado inicial do sistema e descrito por um operador densidade fatorizavel(vide (2.32)). Ana-
lisaremos primeiramente a dina^mica Markoviana e em seguida a dina^mica n~ao-Markoviana.
5.3.1 Dina^mica Markoviana
A aproximac~ao Markoviana, como ja dito anteriormente, aplica-se a casos onde efeitos de
memoria na interac~ao do sistema com o banho de osciladores harmo^nicos s~ao desprezveis.
Tal aproximac~ao pode ser obtida se considerarmos uma densidade espectral dada por,
I(!) =
8<:m!; se !  !C ;0; se ! > !C ; (5.33)
onde !C e a freque^ncia de corte. Dentro desta aproximac~ao, o formalismo de integrais de
caminho e especialmente util dada a simplicidade com que a dina^mica do sistema e descrita.
O propagador do oscilador parametrico qua^ntico dissipativo pode ser encontrado a partir
da eq.(2.39). Para este caso em especco, as integrais de caminho s~ao quadraticas e e possvel
calcula-las exatamente, chegando ao seguinte resultado:
J(xf ; yf ; t;xi; yi; 0) =
1
N(t)
exp

i

S(xcl)  S(ycl)  
Z t
0
[ _xcl(s) + _ycl(s)][xcl(s)  ycl(s)]ds

 exp
24  tZ
0
sZ
0
[xcl()  ycl()]K(   s)[xcl(s)  ycl(s)]dds
35 ; (5.34)
onde,
K(s) =
2

!CZ
0
! coth(
!
2T
) cos(s)d!; (5.35)
e S(xcl) e S(ycl) s~ao as ac~oes nos caminhos classicos obtidos a partir do seguinte Lagrangeano:
L(x; _x; y; _y) =
_x2
2
  !
2(t)
2
x2   _y
2
2
+
!2(t)
2
y2   ( _x+ _y)(x  y): (5.36)
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onde !2(t) = !20 + c0 + 2c1 cos(2t). Em todas as equac~oes apresentadas acima as grandezas
fsicas ja est~ao adimensionalizadas segundo as relac~oes (5.9) e ~T = 2KBT=~!D. O til foi
omitido para maior clareza das equac~oes. As equac~oes de Euler-Lagrange para o Lagrangeano
acima s~ao: (
x+ 2 _y + !2(t)x = 0
y + 2 _x+ !2(t)y = 0
: (5.37)
Denindo as variaveis Q = x+ y e q = x  y e substituindo na equac~ao acima temos,(
Q+ 2 _Q+ !2(t)Q = 0
q   2 _q + !2(t)q = 0 : (5.38)
As equac~oes (5.38) s~ao muito parecidas com a equac~ao de movimento do oscilador pa-
rametrico dissipativo classico. Fazendo uma segunda mudanca de variavel, Q = Y1e
 t e
q = Y2e
t, podemos escreve-las como:(
Y1 + (!
2
0 + c0 + 2c1 cos(2t)  2)Y1 = 0
Y2 + (!
2
0 + c0 + 2c1 cos(2t)  2)Y2 = 0
(5.39)
As duas equac~oes diferenciais acima s~ao formalmente ide^nticas a eq.(5.14). Portanto, no-
vamente temos uma equac~ao de Mathieu e consideraremos as soluc~oes 1(t) e 2(t) desta
equac~ao, satisfazendo as condic~oes iniciais (5.15). Denindo as seguintes func~oes:(
f1(t) = e
 t1(t)
f2(t) = e
 t2(t);
(5.40)
podemos escrever as soluc~oes das equac~oes (5.38),(
Q(t) = c1f1(t) + c2f2(t)
q(t) = e2t[c3f1(t) + c4f2(t)]:
(5.41)
Imporemos agora as seguintes condic~oes de contorno para as eqs.(5.41):(
Q(0) = Qi Q(t) = Qf
q(0) = qi q(t) = qf :
(5.42)
Desta maneira, chegamos ao seguinte resultado,(
Q(s) = Qiu1(t; s) +Qfu2(t; s)
q(s) = q1v1(t; s) + qfv2(t; s);
(5.43)
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onde denimos as func~oes auxiliares,(
u1(t; s) = f2(s)  f1(s)f2(t)f1(t)
u2(t; s) =
f1(s)
f1(t)
;
8<: v1(t; s) =

f2(s)  f1(s)f2(t)f1(t)

e2s
v2(t; s) =
f1(s)
f1(t)
e2(s t)
: (5.44)
A partir das eqs.(5.43) podemos chegar nalmente a uma express~ao para os caminhos classicos
xcl(t) e ycl(t),
xcl(t) =
1
2

Qiu1(t; s) +Qfu2(t; s) + qiv1(t; s) + qfv2(t; s)

;
ycl(t) =
1
2

Qiu1(t; s) +Qfu2(t; s)  qiv1(t; s)  qfv2(t; s)

; (5.45)
e calcular os termos do propagador. Vamos primeiro calcular o expoente do primeiro termo,
que chamaremos (xf ; yf ).
(xf ; yf ) = S(xcl)  S(ycl)  
tZ
0
[ _xcl(s) + _ycl(s)][xcl(s)  ycl(s)]ds (5.46)
Por simplicidade, denotaremos xcl(t) e ycl(t) por x e y, respectivamente. Colocando as ac~oes
em termos dos Lagrangeanos,
(xf ; yf ) =
tZ
0
1
2

_x2   !2(t)x2   _y2 + !2(t)y2   2( _xx  _xy + _yx  _yy) (5.47)
=
1
2
[x _x  y _y]t0 +

2
[y2   x2]t0 +
tZ
0
1
2
n
x[ x  2 _y   !2(t)x]
+y[y + 2 _x+ !2(t)y]
o
ds: (5.48)
A express~ao (5.48) foi obtida fazendo uma integrac~ao por partes. Como os termos dentro
da integral no ultimo termo s~ao indenticamente nulos(vide eqs(5.37)), chegamos ao seguinte
resultado:
(xf ; yf ) =
1
2
[x _x  y _y]t0 +

2
(y2f   x2f   y2i + x2i ) (5.49)
=
1
2
[x _x  y _y]t0  

2
(Qfqf  Qiqi): (5.50)
Antes de continuar com os calculos e importante o uso de algumas relac~oes de facil demons-
trac~ao. Por simpliciade, denotaremos as derivadas com relac~ao a s das func~oes u(t; s) e v(t; s)
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no ponto s0 por _u(t; s0) e _v(t; s0), respectivamente. Temos ent~ao,
_v1(t; t) =   _u2(t; 0); (5.51)
_v1(t; 0) = _u1(t; 0) + 2; (5.52)
_v2(t; t) = _u2(t; t) + 2; (5.53)
_v2(t; 0) =   _u1(t; t): (5.54)
A eq. (5.51) e obtida com o uso da eq. (5.16). Utilizando as relac~oes acima e as eqs. (5.45)
pode-se mostrar que,
[x _x  y _y]t0 = Qfqf [ _u2(t; t) + ] Qfqi _u2(t; 0) Qiqi[ _u1(t; 0) + ] +Qiqf _u1(t; t): (5.55)
Substituindo o resultado acima (5.50), podemos nalmente chegar a uma express~ao para
(xf ; yf ),
(xf ; yf ) = b4(t)Qfqf   b3(t)Qfqi + b2(t)Qiqf   b1(t)Qiqi; (5.56)
onde,
b1(t) = _u1(t; 0)=2; (5.57)
b2(t) = _u1(t; t)=2; (5.58)
b3(t) = _u2(t; 0)=2; (5.59)
b4(t) = _u2(t; t)=2: (5.60)
Falta agora calcular o expoente da segunda exponencial do projetor, o qual chamaremos
de (xf ; yf ). Para este temos,
(xf ; yf ) =
tZ
0
sZ
0
[xcl()  ycl()]K(   s)[xcl(s)  ycl(s)]dds: (5.61)
Lembrando que a func~ao K(  s) e par e que as variaveis de integrac~ao s~ao mudas, podemos
mostrar que a integral feita na regi~ao de integrac~ao denida por  2 [0; s] e s 2 [0; t] e igual
a mesma integral feita na regi~ao de integrac~ao denida por s 2 [0;  ] e  2 [0; t]. Como a
uni~ao dessas duas regi~oes tem como resultado a regi~ao de integrac~ao denida por s 2 [0; t] e
 2 [0; t], podemos reescrever a eq.(5.61) como,
(xf ; yf ) =
1
2
tZ
0
tZ
0
q()K(   s)q(s)dds: (5.62)
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Substituindo as eqs. (5.43) na equac~ao acima, chegamos a seguinte express~ao:
(qf ; qi) = a11(t)q
2
i +

a12(t) + a21(t)

qiqf + a22(t)q
2
f ; (5.63)
onde,
aij(t) =
1
2
tZ
0
tZ
0
vi(t; )K(   s)vj(t; s)dds: (5.64)
Finalmente chegamos a uma express~ao nal para o propagador,
J(Qf ; qf ; t;Qi; qi; 0) =
1
N(t)
exp
n
i [b4(t)Qfqf   b3(t)Qfqi + b2(t)Qiqf   b1(t)Qiqi]
o
 exp
n
 a11(t)q2i  

a12(t) + a21(t)

qiqf   a22(t)q2f
o
: (5.65)
A normalizac~ao N(t) e determinada pela seguinte condic~ao que deve ser satisfeita por qual-
quer operador densidade:
Tr[^] = 1: (5.66)
Vamos agora utilizar o fato de que inicialmente o modo `+' esta em um estado coerente.
A func~ao de onda do estado coerente foi dada em (5.6), portanto, inicialmente o operador
densidade do sistema e dado por ^ = j+ih+j, e tem a seguinte representac~ao:
(x; y) = hxj^jyi
=
r
!0

exp
h
 !0
2
(x2 + y2) +
p
2!0R(x+ y)  i
p
2!0I(x  y)  22R
i
: (5.67)
Escrito em termos de Q e q, o operador densidade tem a seguinte forma:
(Q; q; 0) =
r
!0

exp
h
 !0
4
(q2 +Q2) +
p
2!0RQ+ i
p
2!0Iq   22R
i
: (5.68)
Segundo (2.33) e (5.65), o operador densidade evoludo (Qf ; qf ; t) e dado por,
(Qf ; qf ; t) =
1
N(t)
Z 1
 1
Z 1
 1
exp
n
i [b4(t)Qfqf   b3(t)Qfqi + b2(t)Qiqf   b1(t)Qiqi]
o
 exp
n
 a11(t)q2i  

a12(t) + a21(t)

qiqf   a22(t)q2f
o

r
!0

exp
h
 !0
4
(q2i +Q
2
i ) +
p
2!0RQi
+ i
p
2!0Iqi   22R
i
dQidqi (5.69)
A integral acima pode ser calculada analiticamente, porem a conta e demasiado extensa para
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que seja colocada aqui, de maneira que so exporemos resultado,
(Qf ; qf ; t) =
1p
2
exp
h
 

Qf  Q(t)
2
22(t)
i
exp
h
 G(t)q2f
i
exp
h
iC(t)Qfqf + iD(t)qf
i
(5.70)
onde,
Q(t) =
p
2!0
I
b3(t)
  2
r
2
!0
b1(t)
b3(t)
R; (5.71)
(t) =
s
4!0a11(t) + !20 + 4b1(t)
2!0b23(t)
; (5.72)
G(t) = a22(t) +
b22(t)
!0
  2

b1(t)b2(t)  a12(t)!0
2
4!20a11(t) + !
3
0 + 4!0b
2
1(t)
(5.73)
C(t) = b4(t)  2b1(t)b2(t)  !0a12(t)
!02(t)b3(t)
(5.74)
e
D(t) = 2
r
2
!0
b2(t)R + 2Q(t)
b1(t)b2(2)  !0a12(t)
!02(t)b3(t)
: (5.75)
Uma vez que ja temos (Q; q; t)(omitiremos o subndice f daqui para frente), podemos
calcular os elementos da matriz de covaria^ncia. As contas envolvidas s~ao muito extensas, de
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maneira que apresentaremos aqui apenas os resultados.
hx^i = Tr[^x^];
=
Q(t)
2
(5.76)
hp^i = Tr[^p^];
= 2
r
2
!0
b2(t)R + b4(t)Q(t): (5.77)
hx^2i = Tr[^x^2];
=
2
4
+ hx^i2: (5.78)
hp^2i = Tr[^p^2];
= C2(t)2(t) + 2G(t) + hp^i2; (5.79)
1
2
hx^p^+ p^x^i = Tr[^(x^p^+ p^x^)];
=
1
2
C(t)2(t) + hx^ihp^i: (5.80)
O que foi apresentado nas tre^s ultima sec~oes tem como base o artigo [62]. Para uma
discuss~ao mais detalhada, consultar esta refere^ncia.
5.3.2 Dina^mica N~ao-Markoviana
A dina^mica n~ao-Markoviana pode ser estudada se utilizarmos valores menores para a
freque^ncia de corte !C . Neste caso a densidade espectral estritamente o^hmica utilizada na
subsec~ao anterior n~ao e adequada pois esta apresenta um corte muito abrupto em ! = !C .
Quando s~ao usados valores de !C muito grandes, este corte abrupto n~ao causa problemas pois
o sistema \interage" fracamente com freque^ncias t~ao maiores que sua freque^ncia natural. Mas
para valores de !C comparaveis a !0, que s~ao os valores para os quais o corportamento n~ao-
Markoviano aparece, um corte deste tipo n~ao representa uma densidade espectral sicamente
plausvel. Neste caso temos que fazer com que a densidade espectral I(!) tenda a zero para !
tendendo a innito de maneira mais suave, ou seja escolhendo uma regularizac~ao adequada.
As densidades espectrais (2.20 - 2.22) s~ao algumas opc~oes possveis. Infelizmente, neste caso
o formalismo de integrais de caminho e um tanto arido para ser utilizado diretamente, sendo
mais conveniente o uso de equac~oes mestras (as quais podem tambem ser obtidas do super-
propagador). Para tal, vamos primeiro escrever o Hamiltoniano do nosso sistema em termos
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dos operadores de aniquilac~ao
a^ =
r
!0
2
 
X^ +
iP^
!0
!
; (5.81)
e
b^k =
r
!k
2

x^k +
ip^k
!k

: (5.82)
Em termos destes operadores o Hamiltoniano pode ser escrito da seguinte maneira:
H^ =
(t)
2
a^2 +
(t)
2
(a^y)2 + !(t)a^ya^| {z }
H^S
+
X
k
!kb^
y
kb^k| {z }
H^B
 
X
k
gk(a^+ a^
y)(b^k + b^
y
k)| {z }
H^I
; (5.83)
onde
(t) =
c0 + c1 cos(2t)
2!0
+
X
k
c2k
2!0!2k
=
c0 + c1 cos(2t)
2!0
+
1
2!0
1Z
0
I(!)
2!
d!; (5.84)
!(t) = !0 +
c0 + c1 cos(2t)
2!0
+
X
k
c2k
2!0!2k
= !0 +
c0 + c1 cos(2t)
2!0
+
1
2!0
1Z
0
I(!)
!
d!; (5.85)
e
gk =
ck
2!0
: (5.86)
E bom lembrar que neste Hamiltoniano, todas as quantidades presentes ja est~ao devidamente
adimensionalizadas.
Para um Hamiltoniano com a forma do Hamiltoniano (5.83), Chang e Law[61] encontra-
ram uma equac~ao mestra exata[61]. Tal equac~ao mestra foi concebida para descrever um
oscilador com para^metros dependentes do tempo e os tracos gerais de sua deduc~ao, que s~ao
diferentes dos apresentados na subsecc~ao 2.2.2, ser~ao expostos aqui. Suponha que o estado
inicial do sistema descrito pelo Hamiltoniano (5.83) seja dado por,
^(0) = jihj 

Y
k
"
1  e 
~!k
kBT

e
  ~!kb^
y
k
b^k
kBT
#
; (5.87)
onde o estado inicial do sistema e o estado coerente ji e o banho esta inicialmente em
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equilbrio termico. Para encontrar a equac~ao mestra do sistema os autores utilizaram um
caminho diferente do exposto anteriormente. Como o estado inicial do sistema total e um
estado Gaussiano, a equac~ao mestra deve ter apenas termos bilineares em a^ e a^y, que s~ao os
operadores de aniquilac~ao e criac~ao do sistema, de maneira que o estado evoludo tambem
seja um estado Gaussiano. Alem disso, a equac~ao mestra deve ser Hermitiana e garantir
que o traco do operador densidade seja unitario (Tr[ d
dt
^] = 0). Nestas condic~oes a equac~ao
mestra mais geral satisfeita pelo operador densidade reduzido com relac~ao ao sistema deve
ter a seguinte forma:
d
dt
^ =  iH^S(t) + dHS(t); ^  1(t) fa^ya^; ^g   2a^^a^y  2(t) fa^a^y; ^g   2^a^ya^
  3(t)
 fa^2; ^g   2a^^a^  3(t) f(a^y)2; ^g   2a^y^a^y; (5.88)
onde dHS(t) = 2(t)2 a^2+2(t)2 (a^y)2+!(t)a^ya^ e fA^; B^g = A^B^+B^A^ e o anticomutador dos
operadores A^ e B^. Assim, a estrategia adotada para determinar os coecientes da equac~ao
mestra foi comparar as equac~oes de movimento obtidas utilizando-se a eq.(5.88) com as
equac~oes de movimento obtidas utilizando-se a vers~ao de Heisenberg.
A equac~ao de movimento para o operador a^ na vers~ao de Heisenberg e,
d
dt
a^(t) =  i(t)a^(t)  i!(t)a^(t)  i
X
k
gk

b^k(0)e
 i!kt + b^yk(0)e
i!kt
 
tZ
0
dsK(t  s)a^(s) + a^y(s); (5.89)
onde K(t) e chamado kernel de memoria e e dado pela seguinte express~ao,
K(t) =  2i
X
k
g2k sin(!kt) =  2i
1Z
0
d!I(!) sin(!t): (5.90)
Na ultima igualdade utilizamos o fato de termos um numero innito de osciladores no banho.
Para deixar a notac~ao mais clara, a derivada temporal sera denotada por um ponto no caso
de func~oes e por d=dt no caso de operadores. Dada a linearidade da eq.(5.89), a soluc~ao geral
da mesma pode ser escrita da seguinte forma,
a^(t) = G(t)a^(0) + L(t)a^y + F^ (t); (5.91)
onde F^ (t) =
P
k
[k(t)b^k(0) + k(t)b^
y
k(0)]. Substituindo a eq.(5.91) na eq.(5.89), chegamos ao
seguinte conjunto de equac~oes integro-diferenciais acopladas
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_G(t) =  i(t)L(t)  i!(t)G(t) 
tZ
0
dsK(t  s)G(s) + L(s); (5.92)
_L(t) = i(t)G(t) + i!(t)L(t) +
tZ
0
dsK(t  s)G(s) + L(s); (5.93)
d
dt
F^ (t) =  i(t)F^ y(t)  i!(t)F^ (t) 
tZ
0
dsK(t  s)F^ (s) + F^ y(s) 
i
X
k
gk[b^k(0)e
 i!kt + b^yk(0)e
i!kt]; (5.94)
com as condic~oes iniciais G(0) = 1, L(0) = 0, k(0) = 0 e k(0) = 0. Uma vez que as equac~oes
de movimento para ha^i, ha^2i e ha^ya^i devem ser iguais independentemente de serem obtidas via
equac~ao de Heisenberg ou via equac~ao mestra, basta comparar as equac~oes obtidas pelos dois
caminhos para que possamos encontrar os coecientes da equac~ao mestra (5.88). Procedendo
desta maneira, os coecientes da equac~ao mestra encontrados s~ao1,
2i!(t) =
1
W (t)
Z t
0
dsK(t  s)
n
G(t)  L(t)G(s) + L(s)
+

G(t)  L(t)G(s) + L(s)o; (5.95)
1(t) =  
_W (t)
2W (t)
+ 2(t); (5.96)
22(t) =
d
dt
hF^ y(t)F^ (t)i  
_W (t)
W (t)
hF^ y(t)F^ (t)i  
_L(t)G(t)  _G(t)L(t)
W (t)
hF^ 2(t)i
 
_L(t)G(t)  _G(t)L(t)
W (t)
hF^ y(t)F^ y(t)i; (5.97)
  23(t) =
d
dt
hF^ (t)F^ (t)i   2
_G(t)G(t)  _L(t)L(t)
W (t)
hF^ (t)F^ (t)i
 
_L(t)G(t)  _G(t)L(t)
W (t)
hF^ y(t)F^ (t) + F^ (t) ^F y(t)i (5.98)
e
(t) = !(t)  i[i(t)  2(t)]; (5.99)
1Mais detalhes sobre as contas podem ser encontrados no Anexo 1
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onde W (t) = G(t)G(t)  L(t)L(t) e as func~oes de autocorrelac~ao do banho de osciladores,
hF^ (t)F^ (t)i, hF^ (t)F^ (t)yi e hF^ (t)yF^ (t)i, s~ao dadas pelas seguintes express~oes:
hF^ (t)F^ (t)i =
tZ
0
ds0
Z t
0
ds00T (s0   s00)

 2(t; s
0)   1(t; s0)

 1(t; s
00)   2(t; s00)

; (5.100)
hF^ y(t)F^ (t)i =
tZ
0
ds0
Z t
0
ds00T (s0   s00)

 1(t; s
0)   2(t; s0)

 1(t; s
00)   2(t; s00)

; (5.101)
e
hF^ (t)F^ y(t)i =
tZ
0
ds0
Z t
0
ds00T (s0   s00)

 1(t; s
0)   2(t; s0)

 1(t; s
00)   (2t; s00)

: (5.102)
A func~ao T () e um kernel de memoria dependente da temperatura, e e dada pela seguinte
express~ao,
T () =
X
k
g2k

2
cos(!k)
e~!k   1 + e
 i!k

: (5.103)
Ja as func~oes  1(t; s) e  2(t; s) s~ao soluc~oes das seguintes equac~oes integro-diferenciais aco-
pladas:
d
d
 1( + t
0; t0) =  i( + t0) 2( + t0; t0)  i!( + t0) 1( + t0; t0)
 
Z
0
dsK(   s) 1(s+ t0; t0) +  2(s+ t0; t0) (5.104)
e
d
d
 2( + t
0; t0) = i( + t0) 1( + t0; t0) + i!( + t0) 2( + t0; t0)
+
Z
0
dsK(   s) 1(s+ t0; t0) +  2(s+ t0; t0): (5.105)
Para uma compreens~ao maior dos termos que comp~oem as express~oes dos coecientes da
equac~ao mestra (5.88), o leitor e aconselhado a consultar o Anexo 1 desta dissertac~ao, onde
a derivac~ao destas express~oes e feita de maneira detalhada.
E importante notar que a equac~ao mestra (5.88) foi deduzida para um estado inicial coe-
rente. No entanto, devido a representac~ao P de Glauber-Sudarshan[47, 48], na qual qualquer
operador ^ admite uma representac~ao diagonal em termos de estados coerentes, a equac~ao
pode ser utilizada para estados iniciais arbitrarios.
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Agora que ja temos uma equac~ao mestra que descreve a evoluc~ao temporal do nosso
sistema, com coecientes que em princpio podem ser encontrados, temos de encontrar uma
maneira de calcular a matriz de covaria^ncia. A partir da equac~ao mestra (5.88) chegamos as
seguintes equac~oes para a evoluc~ao da media dos seguintes operadores:
d
dt
ha^i =  1(t)  2(t) + i(t)ha^i   i(t)ha^yi; (5.106)
d
dt
ha^2i =  21(t)  2(t) + i(t)ha^2i   2i(t)ha^ya^i   i(t)  23(t); (5.107)
e
d
dt
ha^ya^i =  21(t)  2(t)ha^ya^i+ i(t)ha^2i   i(t)h(a^y)2i+ 22(t): (5.108)
onde (t) = !(t) + !(t) e (t) = (t) + (t). A partir das equac~oes acima, podemos
encontrar as seguintes equac~oes:
d
dt
hQ^i = 1(t)  2(t)  Imf(t)ghQ^i+ (t) Ref(t)ghP^ i; (5.109)
d
dt
hP^ i = 1(t)  2(t) + Imf(t)ghQ^i   (t) +Ref(t)ghP^ i; (5.110)
d
dt
hQ^2i =  21(t)  2(t) + Imf(t)ghQ^2i+ (t) Ref(t)ghQ^P^ + P^ Q^i
!0
  2
!0
Ref3(t)g+ 1
!0

1(t) + 2(t)

; (5.111)
d
dt
hP^ 2i =  21(t)  2(t)  Imf(t)ghP^ 2i   !0(t) +Ref(t)ghQ^P^ + P^ Q^i
+ !0

2Ref3(t)g+ 1(t) + 2(t)

; (5.112)
e
d
dt
hQ^P^ + P^ Q^i =  21(t)  2(t)hQ^P^ + P^ Q^i   !0Ref(t)ghQ^2i   Ref(t)g
!0
hP^ 2i
+ 4Imf3(t)g: (5.113)
Como podemos ver, a resoluc~ao do problema requer a soluc~ao de complicadas equac~oes
integro-diferencias. Se recorrermos a metodos numericos estas equac~oes podem ser resolvidas
e ent~ao a matriz de covaria^ncia pode ser calculada.
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Captulo 6
Resultados
Neste captulo apresentaremos os resultados obtidos para as medidas de correlac~oes qua^n-
ticas (CQ), a citar, a negatividade logartmica e a discordia Gaussiana, no sistema de inte-
resse. Para tal consideraremos inicialmente tre^s situac~oes distintas no regime Markoviano,
o acoplamento parametrico (c0 = 0 e c1 6= 0), o acoplamento forte (c0  !20 e c1 = 0) e o
acoplamento misto (c0 6= 0 e c1 6= 0). O principal objetivo e analisar a dina^mica da negati-
vidade logartmica e da discordia Gaussiana em func~ao de para^metros como a temperatura
e o acoplamento entre os dois osciladores. Ao m consideraremos o regime n~ao-Markoviano.
Todas as grandezas fsicas ser~ao colocadas em termos de !0 e T0 = ~!0=KB. A negatividade
logartmica (En) e a discordia Gaussiana (DG) foram calculadas em func~ao de  = !0t. Em
todos os resultados utilizamos como estado inicial dos modos normais `+' e ` ' o estado
coere^nte ji onde  = 1
2
(1 + i) e  = 0; 005!0=
p
2.
6.1 Regime Markoviano
Como dito anteriormente, na dina^mica Markoviana consideramos uma densidade espec-
tral estritamente o^hmica, o que envolve uma freque^ncia de corte !C . Nos resultados aqui
apresentados a freque^ncia de corte utilizada foi !C = 200!0. Tal valor para !C satisfaz os
pre-requisitos de ser muito maior que as freque^ncias envolvidas no sistema e de denir uma
escala de tempo C = !
 1
C que e muito menor que a escala de tempo que estamos interessados
para estudar a dina^mica do sistema.
6.1.1 Acoplamento Parametrico
Apresentaremos aqui os resultados obtidos para o acoplamento parametrico, isto e, com
c0 = 0.
A gura 6.1 traz os gracos da negatividade logartmica e da discordia Gaussiana para
diferente valores de T, e a gura 6.2 para diferentes valores de c1. De maneira geral pode-
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Figura 6.1: Gracos das CQ's em func~ao de  para T = 10T0(curva azul), T = 50T0(curva
vermelha) e T = 100T0(curva verde). Todas as curvas foram obtidas com c1 = 0; 2!
2
0 e
!D = 2!0. No interior do graco temos um segundo graco mais aproximado para pequenos
de  .
mos observar que mesmo para temperaturas muito altas ainda podemos observar o sistema
em um estado emaranhado. No graco 6.1(a), para as temperaturas mais altas, o emara-
nhamento sofre uma morte subita (a morte subita e mais facilmente observada no graco
interior ao graco citado). Depois de algum tempo o sistema volta a se encontrar em um
estado emaranhado e o valor da negatividade logartmica cresce incessantemente para os tem-
pos simulados. Este intervalo de tempo que o sistema leva para se emaranhar denitivamente
(isto e, sem que o sistema volte a ser encontrado em um estado separavel futuramente), que
nos chamaremos R (tempo de revival), aumenta com o aumento de T, porem a velocidade
com que o emaranhamento cresce, que nos chamaremos r, parece independer de T. Compa-
rando o graco da negatividade logartmica com o graco da discordia Gaussiana, podemos
concluir que a discordia Gaussiana e mais robusta com relac~ao a mudancas na temperatura,
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Figura 6.2: Gracos das CQ's em func~ao de  para c1 = 0; 4!
2
0(curva azul), c1 = 0; 3!
2
0(curva
vermelha) e c1 = 0; 1!
2
0(curva verde). Todas as curvas foram obtidas com T = 100T0 e
!D = 2!0. No interior do graco temos um segundo graco mais aproximado para pequenos
de  .
pois mesmo para temperaturas muito altas esta sempre foi diferente de zero. E interessante
notar que no intervalo de tempo em que o sistema esta em um estado separavel, a discordia
Gaussiana atinge um valor maximo e ent~ao comeca a diminuir, so voltando a crescer depois
que o sistema ja se encontra em um estado emaranhado. Quanto maior a temperatura, maior
o valor de R e maior o valor maximo da discordia Gaussiana neste intervalo. Para este anti-
intuitivo feno^meno ainda n~ao foi encontrada um explicac~ao, talvez a discordia Gaussiana n~ao
seja uma boa aproximac~ao para a discordia qua^ntica nesta situac~ao. E importante salientar
que o valor maximo atingido pela discordia Gaussiana neste intervalo de tempo nunca ultra-
passou uma unidade de informac~ao, respeitando o teorema provado em [56]. Outro ponto
notavel e que o graco da discordia Gaussiana e muito parecido com o graco da negatividade
logartmica quando o sistema se encontra em um estado emaranhado. Dado que a discordia
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Figura 6.3: (a) Graco de R em func~ao de T para c1 = 0; 2!
2
0 e !D = 2!0. A curva ajustada
aos pontos e R = (10; 40; 2) ln(T=T0) (25:90:8). (b) Graco de R em func~ao de c1 para
T = 100T0 e !D = 2!0. A curva ajustada aos pontos e R = (3; 320; 05)!20=c1  (9; 90; 7).
Gaussiana e um limitante superior para a discordia qua^ntica usual, que e uma medida de
correlac~oes qua^nticas, inclusive emaranhamento, este fato sugere que a discordia Gaussiana e
uma boa aproximac~ao para a discordia qua^ntica quando o sistema se encontra em um estado
emaranhado. Se esta suposic~ao se conrmar, temos ainda que o emaranhamento seria o tipo
predominante de correlac~ao qua^ntica.
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Figura 6.4: (a) Graco de r em func~ao de T para c1 = 0; 2!
2
0 e !D = 2!0. A curva ajustada
e r = (1; 7  0; 9)10 6T=T0 + (6; 97  0; 02)10 2. (b) Graco de r em func~ao de c1 para
T = 100T0 e !D = 2!0. A curva ajustada e r = (0; 700 0; 01)c1=!20 + (0 1)10 3.
Na gura 6.2, onde analisamos as correlac~oes qua^nticas para diferentes valores de c1,
podemos observar que a diminuic~ao de c1 acarreta efeitos parecidos com os efeitos do aumento
de T . Em particular a diminuic~ao de c1 leva a morte do emaranhamento (a morte subita
do emaranhamento novamente e mais facilmente observada no graco interior ao graco
6.2(a)), que volta a nascer e aumentar incessantemente depois de algum tempo. Este tempo
R que o sistema leva para se emaranhar denitivamente aumenta com a diminuic~ao de c1.
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Diferentemente do que aconteceu com relac~ao a temperatura T , a velocidade r com que o
emaranhamento cresce notoriamente depende de c1. Com respeito a discordia Gaussiana, o
comportamento da desta e similar ao observado na gura 6.1, tanto quando o sistema esta
em um estado separavel quanto em um estado emaranhado. Novamente, observamos que os
valores obtidos para discordia Gaussiana sempre foram diferentes de zero.
No entanto seria interessante fazer um estudo mais quantitativo dos gracos apresen-
tados ate agora. A analise dos gracos da negatividade logartmica para um acoplamento
parametrico mostra que depois de um certo tempo o emaranhamento cresce incessantemente.
Alem disso, se observarmos com um pouco mais de cuidado veremos que a curva da nega-
tividade logartmica parece oscilar em torno de uma reta. O que zemos ent~ao foi ajustar
uma reta aos pontos de mnimo destas oscilac~oes. A partir do coeciente angular desta reta
estimamos r, a velocidade de crescimento do emaranhamento, e estimamos R como o valor
de  para o qual essa reta cruzava o eixo das abcissas. Denido desta maneira, podemos
armar que o sistema sempre se encontra em um estado emaranhado se   R, o que e
coerente com a denic~ao de R. No graco 6.3(a) nos temos R para diferentes valores de T e
podemos ver que R e uma func~ao monoto^nica crescente de T . Dada a disposic~ao dos pontos,
ajustamos a curva R = a lnT=T0 + b aos pontos obtidos e encontramos a = (10; 4  0; 2) e
b = ( 25:9 0:8). Ja no graco 6.3(b) nos temos R em func~ao de c1 e podemos ver que R
e uma func~ao monoto^nica decrescente de c1, sendo que R tende a zero com o crescimento
de c1 e tende a innito quando c1 tende a zero. Isto implica que R deve ser uma func~ao de
alguma pote^ncia de 1=c1, de maneira que ajustamos a curva R = a!
2
0=c
 1
1 + b e encontramos
a = (3; 32  0; 05) e b = (9; 9  0; 7). De maneira geral as simulac~oes indicaram que para
R < 5 a maneira que utilizamos para estimar R n~ao e adequada. Nestes casos, muitas vezes
o emaranhamento levou algum tempo para apresentar o crescimento \linear"(se descontadas
as utuac~oes). Desta maneira o valor de R encontrado estima a partir de quando o emara-
nhamento passou a apresentar este comportamento \linear", e n~ao o valor de  a depois do
qual o sistema se encontrava sempre emaranhado. Geralmente nestes casos o emaranhamento
sequer chegou a apresentar morte subita.
No que diz respeito a velocidade de crescimento do emaranhamento, o graco 6.4(a) traz
o valor do coeciente angular r em func~ao de T e de acordo com o graco podemos concluir
que a depende^ncia de r em T , se existe alguma, e muito fraca para poder ser observada, isto
e evidenciado pelo ajuste linear feito, r = aT=T0 + b, onde obtemos a = (1; 7  0; 9)10 6 e
b = (6; 97  0; 02)10 2. Como podemos ver, o valor de a obtido, alem de muito pequeno,
tem pouca acuracia. No graco 6.4(b) plotamos o valor de r em func~ao de c1 e ajustamos a
curva r = aT=T0+ b, obtendo a = (0; 700 0; 01) e b = (0 1)10 3. Desta maneira podemos
armar que a dina^mica das correlac~oes qua^nticas depende mais fortemente de c1 do que de
T .
Vamos agora analisar o comportamento das correlac~oes qua^nticas com relac~ao a variac~oes
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Figura 6.5: Gracos das CQ em func~ao de  para !D = 1; 94!0(curva azul), !D =
1; 96!0(curva vermelha) e !D = 2!0(curva verde). Todas as curvas foram obtidas com
T = 100T0, c0 = 0 e c1 = 0; 1!
2
0.
0.5 1.0 1.5 2.0 2.5
-0.02
-0.01
0.00
0.01
0.02
ΩDΩ0
Im
8Ν
<
Figura 6.6: Graco de Imfg em func~ao de !D para c0 = 0 e c1 = 0; 1!20 para o modo
` '(curva vermelha) e para o modo `+'(curva azul).
63
na freque^ncia do acoplamento !D. A gura 6.5 traz os gracos da negatividade logartmica
e da discordia Gaussiana para diferentes valores de !D. Como ca claro, variac~oes muito
pequenas de !D podem levar a morte denitiva do emaranhamento. E interessante comparar
a gura 6.5 com a gura 6.6, que traz a parte imaginaria do expoente caracterstico de
Mathieu  em func~ao de !D. As duas guras indicam que os osciladores so se emaranham
denitivamente quando !D e tal que Imfg 6= 0, ou seja, quando as soluc~oes das equac~oes
de movimento s~ao instaveis1. Nas guras 6.1-6.4 foi utilizado !D = 2!0. Se retornarmos a
teoria da subsec~ao 5.1, temos que  depende de !0, , c0, c1 e, devido a reescala, depende
fortemente de !D. Depois de feita a reescala, temos ~!0 = 1 nas guras 6.1-6.4. Como
 << !0, ~!
2   ~2=4  ~!2 = 1, e neste caso, como podemos vericar na gura 5.1, todos os
valores de ~c1 considerados no diagrama de estabilidade levam a um comportamento instavel
das soluc~oes das equac~oes de movimento. Ou seja, em todas as guras 6.1-6.4, onde sempre
se vericou que a partir de algum tempo os osciladores se emaranhariam denitivamente,
Imfg 6= 0. O fato de  n~ao depender de T explica porque a dina^mica das correlac~oes
qua^nticas parece depender t~ao mais fortemente dos outros para^metros.
6.1.2 Acoplamento Forte
Consideraremos agora o caso de acoplamento forte entre os osciladores. Nesta situac~ao
c0 tem valores proximos a !
2
0 e c1 = 0.
As guras 6.7(a) e 6.7(b) mostram que as correlac~oes qua^nticas s~ao muito sensiveis as
variac~oes de c0 na vizinhanca de c0 = 1; 0!
2
0. De fato, valores ligeiramente menores levam a
uma dina^mica instavel do emaranhamento, levando a morte do mesmo, assim como valores
ligeiramente maiores fazem com que o emaranhamento cresca de maneira rapida. Tal com-
portamento se repete com a discordia Gaussiana, com a unica diferenca que esta n~ao vai a
zero para valores de c0 pouco menores que !
2
0. Novamente podemos ver que os gracos da
negatividade logartmica e da discordia Gaussianas s~ao muito parecidos, parecendo apenas
haver uma diferenca de escala entre os mesmos. Ja as guras 6.8(a) e 6.8(b) mostram as
correlac~oes qua^nticas para a condic~ao de ressona^ncia, c0 = 1; 0!
2
0, mas para diferentes tempe-
raturas. Como podemos ver, o aumento de T, apesar de enfraquecer as correlac~oes qua^nticas,
n~ao chega ao ponto de levar a morte o emaranhamento, por exemplo. A variac~ao de T tem
efeitos muito menos drasticos do que a variac~ao de c0 em torno de !
2
0.
Estes resultados corroboram a relac~ao entre instabilidade e as correlac~oes qua^nticas en-
contradas na subsec~ao anterior. De fato, no acoplamento forte nos n~ao temos osciladores
parametricos nos modos `+' e ` ', pois c1 = 0, logo n~ao podemos recorrer ao expoente
characterstico de Mathieu para medir a instabilidade do sistema, no entanto, podemos re-
1N~ao estamos especicando em qual dos modos devemos encontrar soluc~oes instaveis pois nos caso que
estamos analisando, isto e c1 6= 0, c0 = 0 e   !0, o valor assumido por  e praticamente igual tanto para
o modo `+' quanto para o modo ` '.
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Figura 6.7: Gracos das CQ em func~ao de  para c0 = 0; 9!
2
0(curva azul), c0 = 1; 00!
2
0(curva
vermelha) e c0 = 1; 01!
2
0(curva verde). Todas as curvas foram obtidas com c1 = 0 e T =
100T0.
solver as equac~oes de movimento destes modos analiticamente, e claramente a equac~ao de
movimento do modo ` ' (correspondente ao oscilador parametrico livre) apresenta soluc~oes
instaveis se, e somente se, c0  !20, que e justamente a condic~ao encontrada para que tenha-
mos emaranhamento entre os osciladores.
6.1.3 Acoplamento Misto
Estamos considerando acoplamento misto aquele que tem tanto c1 quanto c0 diferentes
de zero. Esta situac~ao e similar ao caso do acoplamento parametrico, os modos `+' e ` '
representam osciladores parametricos, portanto teremos novamente que resolver equac~oes de
Mathieu. No entanto, o fato de termos um c0 6= 0 faz com que estes osciladores tenham
freque^ncias diferentes. No caso parametrico o valor de  e t~ao pequeno frente a !0 que
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Figura 6.8: Gracos das CQ em func~ao de  para T = 10T0(curva azul), T = 50T0(curva
vermelha) e T = 100T0(curva verde). Todas as curvas foram obtidas com c1 = 0 e c0 =
1; 00!20.
as freque^ncias dos dois osciladores parametricos s~ao praticamente iguais. Desta maneira os
dois modos apresentam soluc~oes instaveis para os mesmos valores de !D. Quando temos um
c0 6= 0, os modos em geral apresentam soluc~oes instaveis para valores distintos de !D. A
gura 6.9 traz o graco da parte imaginaria do expoente caracterstico de Mathieu dos modos
`+' e ` ' para o caso em que c0 = 0; 05!20 e c1 = 0; 1!20. No caso parametrico a existe^ncia de
soluc~oes instaveis e crucial para a dina^mica das correlac~oes qua^nticas, resta saber como as
correlac~oes qua^nticas se comportam nesta nova situac~ao em que em geral n~ao podemos ter
instabilidade simulta^nea das soluc~oes do modo `+' e ` '.
De acordo com a gura 6.10, o emaranhamento so foi observado quando !D = 1; 96!0,
que e justamente quando o modo ` ' tem a parte imaginaria do seu expoente caracterstico
diferente de zero, ou seja, apresenta soluc~oes instaveis para a equac~ao de movimento. Para
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Figura 6.9: Graco de Imfg em func~ao de !D para c0 = 0; 05!20 e c1 = 0; 1!20. A curva
vermelha refere-se ao  das soluc~oes do modo ` ' e a curva azul ao  das soluc~oes do modo
`+'.
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Figura 6.10: Gracos das CQ em func~ao de  para !D = 1; 96!0(curva azul), !D =
2:04!0(curva vermelha) e !D = 1; 8!0(curva verde). Todas as curvas foram obtidas com
T = 100T0, c0 = 0; 05!
2
0 e c1 = 0; 1!
2
0.
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Figura 6.11: Graco de Imfg em func~ao de !D para c0 = 1; 01!20 e c1 = 0; 1!20. A curva
vermelha refere-se ao  das soluc~oes do modo ` ' e a curva azul ao  das soluc~oes do modo
`+'.
!D = 2:04!0 (modo `+' instavel) e !D = 1:8!0 (ambos os modos estaveis), o emaranhamento
morreu depois de algum tempo e n~ao foi mais observado. E interessante notar que quando
temos pequenos valores para c0 e c1 no acoplamento misto, os resultados s~ao muito parecidos
com os obtidos para o acoplamento parametrico com pequenos valores de c1. Em particular,
podemos estimar os para^metros r e R da mesma maneira que no acoplamento parametrico,
e a depende^ncia destes para^metros em c1 e T e a mesma.
Vamos considerar o caso em que c0 = 1; 01!
2
0 e c1 = 0; 1!
2
0. Dado o alto valor de
c0(comparavel a !
2
0), espera-se que nesta situac~ao seja bem mais facil obter um estados
emaranhado no sistema. A gura 6.11 traz o graco da parte imaginaria de  para os modos
`+' e ` ' em func~ao de !D. Como podemos ver temos soluc~oes instaveis para a equac~ao
de movimento do modo ` ' em grande parte dos valores de !D considerados. Ja para o
modo `+', apenas um pequeno intervalo de !D apresenta soluc~oes instaveis. Na gura 6.12
mostramos os gracos da negatividade logartmica e da discordia Gaussiana em func~ao de  .
Novamente o sistema so se emaranhou para denitivamente para !D = 2!0 e !D = 4!0, que
s~ao valores de !D que levam a instabilidade no modo ` '. Para !D = 0; 5!0, valor de !D
onde ambos os modos s~ao estaveis, o emaranhamento morreu apos algum tempo.
Por m, e importante notar que, sempre que o pre-requesito de instabilidade do modo ` ' e
satisfeito, os valores obtidos para a negatividade logartmica s~ao consideravelmente menores
que os valores obtidos em [4]. Isto mostra que a interac~ao indireta entre os osciladores
via banho contribui de maneira signicante para a manutenc~ao das correlac~oes qua^nticas.
Apesar desta interac~ao indireta n~ao ser capaz, por s so, de levar os osciladores a um estado
emaranhado(como podemos observar na gura 6.3(b), pois R tende a innito quando c1 tende
a zero), talvez seja ela a responsavel por manter a discordia Gaussiana sempre diferente de
zero.
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Figura 6.12: Gracos das CQ em func~ao de  para !D = 2!0(curva azul) !D = 4!0(curva
vermelha) e !D = 0; 5!0(curva verde). Todas as curvas foram obtidas com T = 100T0,
c0 = 1; 01!
2
0 e c1 = 0; 1!
2
0.
6.2 Regime n~ao-Markoviano
Para estudar a dina^mica das correlac~oes qua^nticas no regime n~ao-Markoviano utilizamos
o formalismo de equac~oes mestras, descrito na subsec~ao 2.2.2. A densidade espectral do
banho de osciladores utilizada foi,
I(!) = m! exp

 !
2
!2C

: (6.1)
O unico motivo para o uso de uma densidade espectral com regularizac~ao Gaussiana e a facili-
dade de implementac~ao do metodo numerico para soluc~ao de equac~oes integro-diferenciais, ja
que no caso da densidade espectral em quest~ao evitamos o uso de integrac~oes numericas que
poderiam tornar os calculos mais lentos e menos precisos. O metodo numerico utilizado para
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Figura 6.13: Graco das CQ's em func~ao de  para !C = 0; 5!0 (curva azul), !C = 1; 0!0
(curva verde) e !C = 5; 0!0 (curva vermelha). A curva tracejada corresponde ao caso Mar-
koviano. Todas as curvas foram obtidas com T = 10T0, c1 = 0; 2!
2
0, c0 = 0 e !D = 2!0.
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Figura 6.14: Graco de I(!) para !C = 1(curva azul) e !C = 5(curva vermelha).
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Figura 6.15: Gracos das CQ's em func~ao de  para T = 10T0 (curva azul), T = 50T0 (curva
vermelha) e T = 100T0 (curva verde). Em todas as curvas c1 = 0; 2!
2
0, c0 = 0 e !C = 0; 5!0.
resolver as equac~oes integro-diferenciais esta descrito em [63]. No regime n~ao-Markoviano,
alem de analisar a dina^mica das correlac~oes qua^nticas com respeito a temperatura T do ba-
nho e aos para^metros do acoplamento entre os osciladores, tambem estudamos os efeitos da
freque^ncia de corte !C .
A gura 6.13 traz os gracos do emaranhamento e da discordia Gaussiana, respectiva-
mente, para diferentes valores da freque^ncia de corte !C e podemos observar que a diminuic~ao
de !C contribui para o aumento das correlac~oes qua^nticas. Este fato foi observado em todos
os resultados obtidos no regime n~ao-Narkoviano e pode ser explicado se analisarmos a gura
6.14, que traz a func~ao I(!) para !C = 1!0 e !C = 5!0. Nela podemos ver que para !C = 1!0
e como se o sistema estivesse acoplado de maneira mais fraca ao reservatorio do que para
!C = 5!0. Logo e de se esperar que os efeitos da descoere^ncia sejam mais discretos. Podemos
observar que para !C = 5!0, o graco das correlac~oes qua^nticas praticamente coincide com
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Figura 6.16: Gracos das CQ's em func~ao de  para c1 = 0; 2!
2
0 (curva azul), c1 = 0; 1!
2
0
(curva vermelha) e c1 = 0; 04!
2
0 (curva verde). Em todas as curvas T = 10T0, c0 = 0 e
!C = 0:5!0.
o graco do caso Markoviano. Isto conrma o fato de que para !C  !0, o sistema esta em
um regime Markoviano.
No que diz respeito a variac~oes de T e c1, as correlac~oes qua^nticas mantiveram um com-
portamento parecido com o caso Markoviano. A gura 6.15 traz a negatividade logartmica
e a discordia Gaussiana para diferentes valores de T . Dado o baixo valor de !C , mesmo
para T = 100T0 n~ao foi observada a morte subita do emaranhamento. A velocidade com
que o emaranhamento cresce depende de T , porem de maneira discreta. Na gura 6.16 as
correlac~oes qua^nticas s~ao estudadas com relac~ao a variac~oes de c1. Novamente, mesmo para
c1 = 0:05!
2
0 n~ao e observada a morte subita do emaranhamento, no entanto a velocidade com
que o emaranhamento cresce depende fortemente de valor de c1.
Infelizmente, a estrategia que usamos no regime Markoviano para estudar a dina^mica das
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Figura 6.17: (a) Graco de R em func~ao de T para c1 = 0; 2!
2
0. A curva ajustada e
R = (12; 9  0; 4) ln(T=T0)   (52  2). (b) Graco de R em func~ao de c1 para T = 100T0.
A curva ajustada e R = (5; 3 0; 1)!20=c1   (19; 6 0; 9). Em ambos os gracos !C = !0 e
!D = 2!0
CQ, isto e, ajustar uma reta ao graco da negatividade logartmica, n~ao pode ser repetida no
regime n~ao-Markoviano basicamente porque a negatividade logartmica n~ao parece ser linear
em  se descontadas as oscilac~oes. Desta maneira n~ao foi possvel estimar a velocidade de
crescimento do emaranhamento no regime n~ao-Markoviano, e o para^metro R teve de ser rede-
nido. Basicamente denimos R como o intervalo entre a primeira morte do emaranhamento
e o ultimo nascimento do mesmo. Desta maneira temos em 6.17(a) R em func~ao de T e em
func~ao de c1 em 6.17(b). Novamente ajustamos a curva R = a lnT=T0 + b em 6.17(a)(neste
caso para os pontos cujo R 6= 0), obtendo a = (12; 9 0; 4) e b = ( 52 2), e ajustamos a
curva R = a!
2
0=c1 + b em 6.17(b), obtendo a = (5; 3  0; 1) e b = ( 19; 6  0; 9). Pode-se
notar que com a nova denic~ao de R os ajustes n~ao caram t~ao bons quanto os obtidos no
caso Markoviano, no entanto, conseguimos encontrar os mesmos comportamentos.
Na gura 6.18 temos um caso de acoplamento forte no regime n~ao-Markoviano. O com-
portamento das correlac~oes qua^nticas para valores de c0 proximos de !
2
0 e bem parecido com
o comportamento no caso Markoviano, com a unica diferenca que o caso n~ao-Markoviano
favorece mais o crescimento das correlac~oes qua^nticas. Novamente podemos notar uma alta
sensibilidade das CQ com relac~ao a pequenas variac~oes em torno de c0 = !
2
0, sendo que
apenas para c0  !20 conseguimos observar emaranhamento para tempos longos. Ou seja,
aqui tambem a instabilidade das soluc~oes das equac~oes de movimento, novamente do modo
` ', contribui de maneira decisiva para a dina^micas das correlac~oes qua^nticas.
Para estudar o papel das instabilidade na dina^mica n~ao-Markoviana das CQ, vamos ana-
lisar a gura 6.20, que traz as correlac~oes qua^nticas para diferentes valores de !D e a gura
6.19, que traz o graco da parte imaginaria de  em func~ao de !D. Os gracos conrmam
que apenas quando !D = 1; 9!0, valor que leva a instabilidade do modo ` ', conseguimos ob-
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Figura 6.18: Graco das CQ's em func~ao de  para c0 = 0; 9!
2
0 (curva azul), c0 = 1; 00!
2
0
(curva vermelha) e c0 = 1; 05!
2
0 (curva verde). Todas as curvas foram obtidas com c1 = 0 e
T = 100T0.
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Figura 6.19: Graco da parte imaginaria do expoente caracterstico em func~ao de !D para
os modos `+' (curva azul) e ` ' (curva vermelha) para c0 = 0; 1!20 e c1 = 0; 2!20.
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Figura 6.20: Gracos das CQ's em func~ao de  para !D = 1; 9!0 (curva azul), !D = 1; 7!0
(curva vermelha) e !D = 2; 1!
2
0 (curva verde). Todas as curvas foram obtidas com T = 100T0,
c0 = 0; 1!
2
0, c1 = 0; 2!
2
0 e !C = 1; 0!0.
servar emaranhamento para tempos longos no sistema. Para !D = 2; 1!0 (modo `+' instavel)
e !D = 1; 7!0 (ambos os modos estaveis) o emaranhamento foi a zero depois de algum tempo
e n~ao foi observado novamente. Este resultado conrma o que foi exaustivamente visto no
regime Markoviano. Este fato ajuda a evidenciar que para o nosso sistema o banho tem uma
inue^ncia consideravelmente limitada sobre as CQ, uma vez que para densidades espectrais
distintas, os principais aspectos da dina^mica se mantem.
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Captulo 7
Conclus~ao
Nesta dissertac~ao zemos um estudo das correlac~oes qua^nticas em um sistema de dois
osciladores harmo^nicos sujeitos a um acoplamento do tipo c(t) = c0+c1 cos(!Dt) e em contato
com um mesmo reservatorio termico. De maneira geral, conseguimos obter valores expressivos
para a negatividade logartmica e para a discordia Gaussiana mesmo em temperaturas altas.
Os valores obtidos para a negatividade logartmica foram consideravelmente maiores que os
obtidos em [4], onde os osciladores estavam acoplados a banhos independentes, podendo se
armar ent~ao que a interac~ao indireta dos osciladores via banho, apesar de n~ao ser suciente
para por s so emaranhar os osciladores, tem um importante papel na dina^mica das correlac~oes
qua^nticas.
Os resultados mostram que existe uma relac~ao direta entre a instabilidade do sistema e a
observac~ao de estados emaranhamento no mesmo. Para os casos de acoplamento parametrico
e acoplamento misto, temos como medir a instabilidade utilizando o expoente caracterstico
de Floquet . Dependendo dos valores de !0, c0, c1 e !D podemos ter instabilidade no
modo ` ', no modo `+', ou nos dois modos, porem apenas quando o modo ` ' apresenta
instabilidade(ou seja, Imfg 6= 0 para o modo ` ') s~ao observados estados emaranhados para
tempos longos. Para estes tipos de acoplamento e importante lembrar que a raz~ao !D=!0 e
crucial para o emaranhamento, pequenas variac~oes nesta raz~ao podem levar o sistema de uma
dina^mica instavel para uma dina^mica estavel, ou vice-versa. Em particular para pequenos
valores de c0 e c1, encontramos ainda importantes para^metros para estudar a dina^mica das
correlac~oes qua^nticas: o tempo de revival R, que estima o tempo que o sistema leva para
se emaranhar denitivamente, e a taxa de crescimento do emaranhamento r. Os ajustes
feitos com estes para^metros mostram que R depende de ln(T=T0) e !
2
0=c1 e que r e linear
em c1=!
2
0 e aparentemente n~ao depende de T . Podemos observar claramente a partir destes
ajustes que a depende^ncia destes para^metros em T e mais fraca que a depende^ncia em c1. E
importante notar que mesmo que a temperatura T do reservatorio seja levada a valores muito
altos, o maximo que observamos e um aumento em R. Para o acoplamento forte, o modo `+'
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n~ao apresenta instabilidade, porem o modo ` ' apresenta instabilidade sempre que c0  !20.
De fato, apenas para valores de c0 satisfazendo esta condic~ao conseguimos observar estados
emaranhados para tempos longos, inclusive em altas temperaturas. Novamente, variac~oes de
c0 tem inue^ncia muito maior sobre a dina^mica das correlac~oes qua^nticas do que variac~oes
de T .
No que diz respeito a discordia Gaussiana, esta se mostrou mais robusta que a negativi-
dade logartmica, no sentido de que sua medida n~ao vai a zero para nenhum  > 0 simulado,
em todas as simulac~oes. O fato do graco discordia Gaussiana ser muito parecido com
o graco da negatividade logartmica sempre que o sistema apresenta um valor apreciavel
para a negatividade logartmica(EN  1) sugere que, pelo menos nesta situac~ao, a discordia
Gaussiana e uma boa aproximac~ao para a discordia qua^ntica usual. Se esta suposic~ao se
conrmar, os resultados indicam que ha correlac~oes qua^nticas no sistema, mesmo em tempe-
raturas muito altas, em todas as situac~oes simuladas. Alem disso, o emaranhamento seria a
correlac~ao qua^ntica predominante no sistema quando a negatividade logartmica e diferente
de zero.
No regime n~ao-Markoviano obtivemos valores maiores tanto para a negatividade lo-
gartmica quanto para a discordia Gaussiana. Esse aumento explica-se pela densidade espec-
tral utilizada. Quanto mais n~ao-Markoviano o sistema, menos osciladores do banho interagem
fortemente com sistema e consequentemente, menor a descoere^ncia do mesmo. Isto conrma
a importa^ncia de banhos especialmente estruturados na dina^mica de sistemas abertos em
geral. Para pequenos valores de c0 e c1, manteve-se a depende^ncia de R em ln(T=T0) e de
!20=c1. Assim como no regime Markoviano, o emaranhamento do sistema esta diretamente
ligado a existe^ncia de soluc~oes instaveis para o modo ` '. Um fato notavel na dina^mica
n~ao-Markoviana das correlac~oes qua^nticas e a observac~ao de que para valores relativamente
pequeno da freque^ncia de corte !C , !C = 5!0, os resultados ja eram praticamente iguais aos
resultados obtidos no regime Markoviano.
De maneira geral, podemos concluir que apenas quando as soluc~oes da equac~ao de movi-
mento do modo normal ` ', que e um oscilador parametrico livre, apresentam instabilidade,
estados emaranhados s~ao observados no sistema para tempos longos. Esta relac~ao entre ins-
tabilidade do sistema e emaranhamento explica porque as correlac~oes qua^nticas s~ao muito
mais sensveis a variac~oes dos para^metros dos osciladores do que a variac~oes da temperatura
T , uma vez que T n~ao tem relac~ao alguma com a instabilidade da dina^mica dos osciladores.
E portanto razoavel esperar que mesmo a altas temperaturas possamos observar emaranha-
mento.
No que diz respeito a realizac~ao experimental de um sistema nos moldes do que aqui e
estudado, ca claro que, apesar de dispensar um rgido controle de temperatura, tal expe-
rimento necessitaria de um rgido controle dos para^metros do acoplamento, na medida que
pequenas variac~oes destes para^metros podem tirar o sistema da condic~ao de instabilidade e
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portanto levar a morte do emaranhamento. Apesar do acoplamento discutido aqui n~ao ser de
trivial realizac~ao experimental, regimes de acoplamento parametrico[64, 65] e acoplamento
forte[66] entre ressonadores ja foram alcancados. Nossos resultados ainda deixam em aberto
se outros tipo de acoplamentos mais facilmente realizaveis em laboratorio e que levem a uma
dina^mica instavel dos modos normais n~ao poderiam tambem levar a observac~ao de estados
emaranhados a altas temperaturas.
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Anexo 1
Neste anexo vamos mostrar com mais detalhes como foi derivada a equac~ao mestra uti-
lizada para estudar a dina^mica n~ao-Markoviana do sistema de interesse. Vamos primeiro
encontrar as equac~oes de movimento para ha^i, ha^2i e ha^ya^i utilizando a equac~ao de Heisen-
berg. Derivando a eq.(5.91) e eliminando as depende^ncias nos operadores em t = 0 usando a
propria eq.(5.91), nos chegamos na seguinte equac~ao,
d
dt
a^(t) = (t)a^(t) + (t)a^y(t) +
d
dt
F^ (t)  (t)F^ (t) (t)F^ y(t): (7.1)
onde (t) = [ _G(t)G(t)   _L(t)L(t)]=W (t), (t) = [ _L(t)G(t)   _G(t)L(t)]=W (t) e W (t) =
G(t)G(t) L(t)L(t). Resta apenas tomar o valor medio da eq.(7.1). Para isto cabe lembrar
que a media deve ser tomada com relac~ao ao operador densidade do sistema em t = 0, dado
pela eq.(5.83), anal de contas todos os operadores envolvidos nas soluc~oes gerais de a^(t)
e F^ (t) s~ao operadores na vers~ao de Heisenberg em t = 0. Desta maneira ca claro que o
valor medio de F^ , F^ y e dF^ =dt com relac~ao ensemble cano^nico e zero, logo a equac~ao toma a
seguinte forma,
d
dt
ha^(t)i = (t)ha^(t)i+(t)ha^y(t)i: (7.2)
A partir da eq.(7.1) podemos, usando uma estrategia similar, chegar as seguintes equac~oes,
d
dt
ha^(t)a^(t)i = 2(t)ha^(t)a^(t)i+ 2(t)ha^y(t)a^(t)i+(t) + d
dt
hF^ (t)F^ (t)i  
2(t)hF^ (t)F^ (t)i  (t)hF^ (t)F^ y(t) + F^ y(t)F^ (t)i;(7.3)
d
dt
ha^y(t)a^(t)i =
_W
W
ha^y(t)a^(t)i+(t)ha^(t)a^(t)i+(t)ha^y(t)a^y(t)i+ d
dt
hF^ y(t)F^ (t)i  
_W
W
hF^ y(t)F^ (t)i  (t)hF^ (t)F^ (t)i  (t)hF^ y(t)F^ y(t)i: (7.4)
Apesar de valores medios serem iguais tanto na vers~ao de Schroedinger quanto na vers~ao de
Heisenberg, optamos por colocar a depende^ncia temporal dos operadores explcita para deixar
claro que as eqs.(7.1-7.4) foram obtidas utilizando-se a equac~ao de Heisenberg. Vamos agora
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obter equac~oes similares utilizando a equac~ao mestra (5.88). Segundo a equac~ao mestra,
d
dt
ha^i =  [(t) + i(t)]ha^i   i(t)ha^yi; (7.5)
d
dt
ha^a^i =  2[(t) + i(t)]ha^a^i   2i(t)ha^ya^i   i(t)  23(t); (7.6)
d
dt
ha^ya^i =  2(t)ha^ya^i+ i(t)ha^a^i   i(t)ha^ya^yi+ 22(t); (7.7)
onde (t) = 1(t)   2(t), (t) = !(t) + !(t) e (t) = (t) + (t). Comparando as
eqs.(7.5-7.7) com as eqs.(7.2-7.4) nos chegamos as seguinte relac~oes:
1(t)  2(t) =  
_W (t)
2W (t)
; (7.8)
22(t) =
d
dt
hF^ y(t)F^ (t)i  
_W (t)
W (t)
hF^ y(t)F^ (t)i  (t)hF^ (t)F^ (t)i  
(t)hF^ y(t)F^ y(t)i; (7.9)
 23(t) =
d
dt
hF^ (t)F^ (t)i   2(t)hF^ (t)F^ (t)i  (t)hF^ (t)F^ y(t) +
F^ y(t)F^ (t)i; (7.10)
(t) + (t) = i(t); (7.11)
!(t) + !(t) = i(t)  i
_W (t)
2W (t)
: (7.12)
Temos ent~ao cinco equac~oes para os cinco coecientes da equac~ao mestra, a citar, 1(t), 2(t),
3(t), (t) e !(t). Podemos portanto escrever estes coecientes em termos das func~oes
L(t), G(t) e das medias hF^ (t)F^ (t)i, hF^ (t)F^ y(t)i e hF^ y(t)F^ (t)i. Substituindo as derivadas das
func~oes L(t) e G(t) nas equac~oes (7.11) e (7.12) chegamos nalmente as eqs.(5.95-5.99).
No entanto, para que possamos calcular os coecientes da equac~ao mestra, resta ainda en-
contrar as func~oes de autocorrelac~ao do banho de osciladores, a citar: hF^ (t)F^ (t)i, hF^ y(t)F^ (t)i
e hF^ (t)F^ y(t)i. Para isto, vamos precisar encotrar a soluc~ao da eq.(5.94). Como se trata da
uma equac~ao integro-diferencial n~ao-homoge^nea, vamos utilizar o metodo das func~oes de
Green para resolve^-la. Suponha que o vetor
~V(t) =
"
F^ (t)
F^ y(t)
#
(7.13)
possa ser escrito da seguinte maneira,
~V(t) =
tZ
0
ds (t; s) ~B(s); (7.14)
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onde
 (t; s) =  i
"
 1(t; s)  

2(t; s)
 2(t; s)  

1(t; s)
#
; (7.15)
e
~B(t) =
264
P
k
gk[b^k(0)e
 i!kt + b^yk(0)e
i!kt]
 P
k
gk[b^k(0)e
 i!kt + b^yk(0)e
i!kt]
375 : (7.16)
Alem disso a matriz  (t; s) satisfaz a condic~ao de contorno  (t; t) =  i12. Derivando a
eq.(7.14) nos obtemos,
d
dt
~V(t) =  (t; t) ~B(t) +
tZ
0
ds
d
dt
 (t; s) ~B(s): (7.17)
Substituindo a eq.(5.94) do lado direito da igualdade chegamos a
tZ
0
ds
h d
dt
 (t; s) + iM(t) (t; s)
i
~B(s) +
tZ
0
dsK(t  s)
sZ
0
ds0 (t; s0) ~B(s0) = 0: (7.18)
onde
M(t) =
"
!(t) (t)
 (t)  !(t)
#
(7.19)
e
K(t  s) = K(t  s)
"
1 1
 1  1
#
: (7.20)
O segundo termo da eq.(7.18) e uma integral dupla na regi~ao s0 2 [0; s] para s 2 [0; t]. Esta
Figura 7.1: Regi~ao de integrac~ao da integral dupla da eq.(7.18). A regi~ao de integrac~ao esta
colorida de cinza.
regi~ao esta desenhada na gura 7.1. Fica claro que esta mesma regi~ao de integrac~ao pode
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ser descrita por s 2 [s0; t] para s0 2 [0; t]. Logo podemos reescrever a eq.(7.18) da seguinte
maneira,
tZ
0
ds
h d
dt
 (t; s) + iM(t) (t; s)
i
~B(s) +
tZ
0
ds0
tZ
s0
dsK(t  s) (t; s0) ~B(s0) = 0: (7.21)
Fazendo a trasformac~ao s ! s   s0 e lembrando que as variaveis de integrac~ao s~ao mudas,
chegamos enm a seguinte equac~ao,
tZ
0
ds
24 d
dt
 (t; s) + iM(t) (t; s) +
t sZ
0
ds0K(t  s  s0) (s+ s0; s)
35 ~B(s) = 0: (7.22)
Como a eq.(7.22) deve ser satisfeita para qualquer ~B(s), chegamos enm a seguinte equac~ao
integro-diferencial para  (t; s),
d
d
 ( + s; s) + iM( + s) ( + s; s) +
Z
0
ds0K(   s0) (s+ s0; s) = 0: (7.23)
onde  = t  s. Desta maneira a soluc~ao para o operador F^ (t) e dada por,
F^ (t) =  i
tZ
0
ds

 1(t; s)   2(t; s)
X
k
gk

b^k(0)e
 i!ks + b^yk(0)e
i!ks

: (7.24)
Agora que ja temos uma express~ao para o operador F^ (t), podemos enm calcular as
func~oes de autocorrelac~ao do banho. Nos limitaremos aqui ao calculo de hF^ (t)F^ (t)i, uma vez
que o calculo de hF^ y(t)F^ (t)i e hF^ (t)F^ y(t)i e inteiramente analogo. A func~ao de autocorrelac~ao
hF^ (t)F^ (t)i e dada por,
hF^ (t)F^ (t)i = TrB(0)F^ (t)F^ (t): (7.25)
Substituindo a eq.(7.22) na eq.(7.25),
hF^ (t)F^ (t)i =  
tZ
0
ds
tZ
0
ds0

 1(t; s)   2(t; s)

 1(t; s
0)   2(t; s0)

Tr
"
B(0)
X
k
X
k0
gkgk0

b^k(0)e
 i!ks + b^yk(0)e
i!ks

b^k0(0)e
 i!k0s0 + b^yk0(0)e
i!k0s0
#
: (7.26)
Note que a media e tomada com relac~ao ao operador densidade do banho em t = 0. Isto e
feito pois F (t) depende dos operadores de criac~ao e aniquilac~ao dos osciladores do banho em
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t = 0. Lembrando que o banho esta inicialmente em equilbrio termico, temos basicamente
que calcular o kernel de memoria dependente da temperatura, T (s   s0)(mais tarde cara
claro que se trata de uma func~ao de s  s0), dado por,
T (s  s0) = Tr
"Y
i
h
(1  e ~!i)e ~!ibyi bi
iX
k
X
k0
gkgk0

b^k(0)e
 i!ks + b^yk(0)e
i!ks


b^k0(0)e
 i!k0s0 + b^yk0(0)e
i!k0s0
#
: (7.27)
Denindo fnkg = fn1; n2; : : : g, a base do espaco de Hilbert do banho e dada pelo vetores
de Fock jfnkgi, tal que bykbkjfnkgi = nkjfnkgi. Desta maneira a eq.(7.27) toma a seguinte
forma,
T (s  s0) =
X
fnkg
hfnkgj
"Y
i

(1  e ~!i)e ~!ibyi bi
X
k
X
k0
gkgk0

b^k(0)e
 i!ks + b^yk(0)e
i!ks


b^k0(0)e
 i!k0s0 + b^yk0(0)e
i!k0s0
#jfnkgi: (7.28)
Usando a ortogonalidade dos vetores do espaco de Fock, a eq.(7.28) pode ser reescrita como,
T (s  s0) =
X
k
X
nk
g2k(1  e ~!k)e ~!knkhnkjbk(0)bk(0)e i!k(s+s
0) + bk(0)b
y
k(0)e
 i!k(s s0)+
byk(0)bk(0)e
i!k(s s0) + byk(0)b
y
k(0)e
i!k(s+s
0)jnki: (7.29)
Ou seja, todos os produtos cruzados entre os operadores dos osciladores do banho foram
eliminados. Simplicando ainda mais a eq.(7.29), obtemos
T (s  s0) =
X
k
g2k(1  e ~!k)
X
nk
e ~!knk

(n+ 1)e i!k(s s
0) + nei!k(s s
0): (7.30)
Manipulando a eq.(7.30), chegamos ao resultado nal para T (t),
T (s  s0) =
X
k
g2k

2
cos!k(s  s0)
e~!k   1 + e
 i!k(s s0)

: (7.31)
Assim, a func~ao de autocorrelac~ao hF^ (t)F^ (t)i e dada por,
hF^ (t)F^ (t)i =  
tZ
0
ds
tZ
0
ds0

 1(t; s)   2(t; s)

 1(t; s
0)   2(t; s0)

T (s  s0): (7.32)
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As demais func~oes de autocorrelac~ao podem ser calculadas de maneira similar e sua demons-
trac~ao sera omitida aqui.
Portanto, ja sabemos em princpio como calcular todos os coecientes da equac~ao mestra
(5.88), bastando para isso que consigamos resolver as diversas equac~oes integro-diferenciais
que surgiram durante a resoluc~ao do problema. No Anexo 2, mostramos um metodo numerico
eciente para a resoluc~ao de tais equac~oes.
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Anexo 2
Equac~oes integro-diferenciais s~ao equac~oes que aparecem com freque^ncia em problemas
fsicos, especialmente em sistemas cuja dina^mica depende dos estados passados do mesmo.
O exemplo mais conhecido de tais equac~oes e a equac~ao de movimento de uma partcula
coloidal em um meio viscoso, a qual e descrita pela eq.(2.1), chamada equac~ao de Langevin
generalizada. Tais equac~oes dicilmente podem ser resolvidas analiticamente, de maneira
que na maioria dos casos e imperioso o uso de metodos numericos. Neste anexo vamos expor
o metodo numerico utilizado para resolver as equac~oes integro-diferenciais encontradas nos
estudo da dina^mica n~ao-Markoviana do sistema estudado. Este metodo foi publicado por
Wilkie e Wong em [63].
Considere um conjunto de N equac~oes integro-diferenciais do tipo Langevin generalizada,
isto e,
_Xj(t) = aj
 
X(t); t
  tZ
0
dj(t  )bj
 
X(); 

+ fj(t); (7.33)
onde j = 1; 2; : : : ; N , X(t) = fX1(t); X2(t); : : : ; XN(t)g e aj(X(t); t), bj(X(t); t) e fj(t) s~ao
func~oes. Primeiramente vamos denir a func~ao,
j(t; u) =
tZ
0
dj(t   + u)bj
 
X(); 

: (7.34)
Por construc~ao, j(0; u) = 0. Podemos ent~ao reescrever a eq.(7.33) da seguinte forma,
_Xj(t) = aj
 
X(t); t
  j(t; 0) + fj(t); (7.35)
_j(t; u) = j(u)bj
 
X(t); t

+ @j(t; u)=@u: (7.36)
Nos agora n~ao temos mais equac~oes integro-diferenciais, porem temos que resolver um con-
junto maior de equac~oes diferenciais ordinarias e parciais. Em termos da tranformada de
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Fourier da func~ao j(t; u) com relac~ao a u,
j(t; s) =
1p
2
1Z
 1
du exp( ius)j(t; u); (7.37)
as equac~oes (7.35) e (7.36) podem ser escritas da seguinte forma:
_Xj(t) = aj
 
X(t); t
  j(t; 0) + fj(t) (7.38)
_j(t; s) =  j(s)bj
 
X(t); t

+ isj(t; s); (7.39)
onde j(0; s) = 0,  j(t; s) e a transformada de Fourier da func~ao j(u) e j(t; 0) pode ser
obtida usando a transformada inversa, que neste caso e dada por,
j(t; 0) =
1p
2
1Z
 1
dsj(t; s): (7.40)
Ate o momento n~ao foi feita nenhuma aproximac~ao. Note que tranformamos o conjunto de
equac~oes integro-diferenciais inicial em um conjunto maior de equac~oes diferenciais ordinarias
e parciais e depois, em um conjunto de equac~oes diferenciais de primeira ordem em t, para
cada valor de s. O preco que pagamos por isso e que esse conjunto e innito, pois s e uma
variavel contnua. Para resolver este conjunto innito de equac~oes diferenciais precisamos
discretizar a variavel s, essa e nossa primeira aproximac~ao. Como, em princpio, para cada
valor de j temos uma equac~ao diferente para j(t; s) (pois  j(s) pode ser diferente para cada
j), a discretizac~ao sera feita para cada valor de j de maneira independente. Usaremos a
seguinte discretizac~ao para a variavel s:
sj(k) = ( nredej + k   1)smaxj =nredej ; (7.41)
onde k = 1; 2; : : : ; 2nredej + 1. Em particular, j(t; 0) pode ser aproximado pela seguinte
express~ao,
j(t; 0) =
sjp
2
2nredej +1X
k=0
j
 
t; sj(k)

: (7.42)
E importante notar que se j(t) e uma func~ao simetrica e real, e bj
 
X(t); t

e uma func~ao
real, ent~ao j(t; s) = [j(t; s)]. Desta maneira as equac~oes para s  0 n~ao precisam ser
resolvidas.
Finalmente, nos temos o seguinte conjunto de equac~oes diferenciais para resolver,
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_Xj(t) = aj
 
X(t); t
  sjp
2
2nredej +1X
k=0
j
 
t; sj(k)

+ fj(t) (7.43)
_j
 
t; sj(k)

=  j
 
sj(k)

bj
 
X(t); t

+ isj(k)j
 
t; sj(k)

; (7.44)
onde sj = s
max
j =n
rede
j e k = 1; 2; : : : ; 2n
rede
j + 1, ou seja, temos agora um numero nito de
equac~oes diferencias para resolver1. Falta agora apenas uma maneira sistematica de estimar
os para^metros nredej e s
max
j de maneira a poder tornar todo os calculos praticos do ponto de
vista computacional.
Estimativa de smaxj e n
rede
j
Para grande parte dos problemas em que nos deparamos com equac~oes integro-diferenciais,
a func~ao j(t) e uma func~ao que vai a zero quando jtj tende a innito. Desta maneira,
espera-se que a func~ao j(t; s) tambem tenda a zero quando jsj tende a innito. Se nos
conhecessemos a func~ao j(t; s), poderiamos escolher s
max
j como sendo um valor de s tal que
s > smaxj implicasse em j(t; s) < , onde  tem magnitude desprezvel frente aos para^mtros do
problema que estivessemos interessados em resolver. Como n~ao conhecemos j(t; s), teremos
de encontrar alguma maneira de estima-lo. A melhor maneira a princpio parece ser olhar
para a soluc~ao da equac~ao abaixo,
_testej (t; s) =  j(s) + is
teste
j (t; s); (7.45)
que e simplesmente a eq.(7.39) sem a depende^ndia em bj
 
X(t); t

. A soluc~ao desta equac~ao
sera a nossa func~ao teste para estimar smaxj . Pode-se mostrar que
Reftestej (t; s)g =
sin(st)
s
 j(s): (7.46)
Em vez de olhar para todos os valores que t pode assumir, nos focaremos apenas no maior
valor de t em que estamos interessados em estudar o nosso sistema, tmax. Assumindo que
 j(s) e simetrica em s, vamos tentar encontrar s
max
j de tal maneira que a integral da func~ao
1E interessante observar que neste metodo o numero de equac~oes diferenciais que devem ser resolvidas e
linear em nredej , em outros metodos numericos esta depende^ncia e quadratica em n
rede
j . Refere^ncias sobre
estes metodos podem ser encontradas em [63].
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teste testej (t
max; s) no intervalo [0; smaxj ]
2 seja convergente. Denindo a func~ao Ij(s) como
Ij(s) =
sZ
 s
sin sts  j(s)
 ; (7.47)
e escolhendo sj = 2=t
max como uma primeira estimativa, vamos calcular o erro relativo
entre Ij(msj) e Ij
 
(m+ 1)sj

,
jIj(msj)  Ij((m+ 1)sj)j=jIj((m+ 1)sj)j: (7.48)
para m inicialmente igual a um. Denindo uma variavel auxiliar iconv, a qual inicialmente
atribuimos o valor de zero, compararemos o erro relativo a uma tolera^ncia maxima para o
mesmo, que chamaremos tola. Caso o erro relativo seja menor que tola, somamos um ao valor
de m e um ao valor de iconv. Caso o erro relativo seja maior que tola, somamos um ao valor
de m e atribuimos valor zero a iconv. O procedimento so tem m quando iconv chegar ao
valor de tre^s. Denimos ent~ao smaxj = (m+ 1)sj, onde foi usado o ultimo valor atribudo a
m.
Uma vez encontrado smaxj , podemos ent~ao tentar encontrar n
rede
j . Vamos inicialmente
escolher nredej = 10 e calcular uma aproximac~ao para para Ij(s) usando-se a formula de
Euler-MacLaurin,
Iredej (s
max
j ) =
sj
2

jReftestej (tmax; 0)gj+ jtestej (tmax; smaxj )j

+
sj
2nredejX
k=nredej +2
jReftestej
 
tmax; sj(k)
gj; (7.49)
onde sj(k) foi denido em (7.41) e sj = s
max
j =n
rede
j . Finalmente nos calculamos o erro
relativo entre Iredej (s
max
j ) e Ij(s
max
j ), jIj(smaxj )   Iredej (smaxj )j=jIj(smaxj )j, e o comparamos a
uma tolera^ncia maxima para este erro, que chamaremos tolb. Depois de denir uma variavel
auxiliar, que chamaremos iconv, a qual e inicialmente dado o valor de zero, nos comparamos
o erro relativo e tolb. Se o erro relativo for menor que tolb, soma-se um a iconv, e soma-se
um a nredej . Se o erro relativo for maior que tolb, soma-se um a n
rede:
j e atribuimos valor zero
a iconv. Apenas quando iconv chegar a valor de tre^s paramos o procedimento e nredej passa
a ter o ultimo valor a ele atribuido.
Estimados smaxj e n
rede
j , o metodo numerico pode ser nalmente implementado. Metodos
numericos, como o Runge-Kutta, podem ent~ao ser utilizados para resolver o conjunto de
2Caso a func~ao  j(s) n~ao seja simetrica em s, o intervalo de integrac~ao deve ser substituido por
[ smaxj ; smaxj ], porem o metodo e o mesmo.
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equac~oes diferenciais.
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