Abstract-Packet disordering of networked control systems has be attracted great attention in recent decade. This paper provides a survey of packet disordering problem in control and synthesis of networked control systems. The contents in this survey involve reasons caused packet disordering, metrics of packet disordering, modeling packet disordering for networked control systems, analysis of relationship among packet disordering, network-induced delay and packet loss, impacts of packet disordering on control performance of networked control systems are investigated as well. Furthermore, future research directions and open problems are also proposed.
I. INTRODUCTION
A closed-loop system is called a networked control system (NCS) if nodes in this feedback system communicate through network media each other. The insertion of network into closedloop control systems inevitably induce out-of-order packet delivery, network-induced delay and packet loss. Out-of-order packet that means that a packet sent early arrive at the destination node late or vice versa is an increasingly common phenomenon in communication networks. Out-of-order packet delivery is also called packet disordering or packet reordering.
Recently, a rapidly increasing focus on the NCSs with packet disordering has been witnessed. Significant works have also been reported on how to describe packet disordering, such as comparing the sampling instants of received signals [7] , identifying packet disordering by displacements of packets [4, 5, 8] , and comparing transmission delay [6] . Based on it, control and synthesis for NCSs with packet disordering have been investigated in the existing literature (see [4-6, 8, 9] ). The main purpose of this paper is to summarize the recent progress of packet disordering in NCS community with the goal to facilitate research in this area.
II. BACKGROUND AND PROBLEM STATEMENT

A. Reasons caused packet disordering
As pointed out in [1] , there are many reasons caused out-oforder arrival of packets, which includes but are not limited to: (a) packet striping at layer 2 and 3 links, i.e., when an later packet is placed in a short queue and earlier packet is in a shorter queue, the packets may arrive out of order [4, 7] , (b) retransmissions on network links [3] because of Transmission Control Protocol (TCP), (c) diffServ scheduling where the flow exceeds some specific constraints, some packets are given a lower priority leading to the packet being placed in different queues resulting in an out-of-order delivery [6] , and (d) route fluttering where for example a route may oscillate due to dynamic load splitting among the links. In such cases, different packets even if they are from same stream take different routes leading to packet disordering due to different delays [12] .
Moreover, heterogeneous wireless technologies, such as WLAN, HSDPA, and WiMAX, are increasingly mixed and applied in the coverage areas of multiple access networks simultaneously for a single user. High variances in the characteristics of wireless links cause packets to be severely out of order [13] . In addition, the increased speeds in link, increased parallelism within routers and switches, QoS support, ad hoc routing and load balancing among links, all point to increased packet disordering for future networks [14] .
B. Metrics for packet disordering
Ideally, a metric used for capturing out-of-order nature of a packet sequence should possess the following basic properties [1]:
1. Simplicity: The measure should be simple, yet contain enough information to be useful.
2. Orthogonality: Metric should, to the extent possible, be independent or orthogonal to other phenomena such as packet loss and duplication.
3. Differentiability: Metric should provide insight into the nature of packet disordering, and perhaps even into possible causes. It should capture both the amount and extent of packet disordering.
4. Usefulness: Metric must be useful to the application and/or resource management schemes, rather than being a mere representation of the amount of out-of-order arrivals.
5. Evaluation complexity: The metric should be computable in real-time. 6 . Robustness: Reorder measurement should be robust against different network phenomena and measurement peculiarities such as a very late arrival of a duplicate packet or a burst of losses.
7. Broader Applicability: A good metric would have applicability beyond just characterizing the nature of reordering in a given sequence of packets.
The metrics are generally classified into two categories, sample metrics and receiver assessment metrics [1] . The percentage of out-of-order packets has been used as a metric for characterizing packet disordering [3, 6] . But this method is vague, incomplete and does not provide information about the nature of packet disordering. For example, we consider two packet sequences (1, 3, 4, 2, 5, 6) and (1, 4, 3, 2, 5, 6) , it is well known that the percentage of packet disordering are 50% for the both sequences if out-of-order packets include early and late packets, but these are different out-of-order situation. The receiver assessment metric mainly relies on n-reordering [1] , Reorder Buffer occupancy Density (RBD) [15] , Reorder Density III. THE PACKET DISORDERING MODELING FOR NCSS There are many methodologies that have been formulated to characterize packet disordering for NCSs. In [18] , the packets that arrived at the receivers late were discarded. Wang and Yang [16] proposed a compensation method for packet disordering, in which the actuator node used the newest packet when out-oforder packets delivery happening. But, we can notice that the phenomenon of packet disordering is not fully characterized by the models of NCSs in [18, 19] . As described in [20] [21] [22] , a real control system can be modeled aṡ
where x(t) and u(t) are the state vector and the control input vector, respectively. A and B are constant matrices with appropriate dimensions. h is the sampling period,
τ k is the network-induced delay that denotes the time from the instant i k h when sensor node samples sensor data to the instant when the sampled data is transferred to the plant. Correspondingly, a discrete-time case is considered in [23] where the sensor is time-driven, the controller and the actuator are event-driven:
where i k represents the time-stamp of the latest valid measurement for the control update in the k th sampling. And K is the controller gain with appropriate dimension. It is easy to know when {i 1 , i 2 , i 3 · · ·} = {0, 1, 2, · · ·}, it means that no packet disordering and no packet dropout occur in the transmission; When i k+1 > i k , i k+1 − i k − 1 packets are discarded due to packet dropout or packet disordering; Otherwise, out-of-order packet delivery has occurred in the transmission.
In [23] [24] [25] , the concept of packet displacement is introduced for the first time into NCSs for characterizing packet disordering. Consider a sequence of packets
where s is some integer. For characterizing packet disordering, some concepts related packet disordering need to be defined below.
1. Define the expected arrival sequence number. It is well known that the corresponding expected arrival sequence numbers are 1, 2, · · · , s + 1 for the packets
Then, it is easily obtained that the expected arrival sequence number of packet
2. Define the receive index values. When the packet x k−i arrives at the destination, a receive index value R k (i) (R k (i) = 1, 2, · · · , s + 1) is assigned to it. Without loss of generality, we assume that the packets not appeared or lost before the some t k time instant (including t k time instant) arrive at the destination in order after the t k time instant. Moreover, if p (p ≤ m 2 and it is some positive integer) packets sent before the x k−i are dropped, then its receive index value is p more than the real value.
3. Define the displacement value.
Thus, whether a packet is out-of-order or not can be identified based on the following rule:
For the packet x k−i arriving at the destination before the [10, 11] ).
Consider the following system given bẏ 
where
Consider the following discrete-time system given by
To guarantee the newest signals being executed by the plant, the packets that arrive at the actuator late are discarded. Define
If we assume that sensors, controller and actuators are timedriven synchronously, we have[jpc,ascc]
, which can guarantee the newest signals are executed.
[zhaoyunbo] presented an active compensation scheme for data packet disorder in NCSs. In [zhaoyunbo], two equipments including the time stamp generator (TSG) and the control action selector (CAS) are set at the sensor side and at the controller side, respectively. TSG is used to label each sampled data packet with a time stamp. CAS consists of a register and a logic comparator. The function of the register is similar to a buffer, which can store only one control signal with the corresponding time stamp. When a control data packet arrives, it is compared with the stored control signal in the register by the logic comparator based on the following comparison rule:
denotes the packet that sent at the time instant i * k−1 h and it has be stored in the register of CAS. And P i k represents the new arrival that is sampled at the time instant i k h. Only the latest control data packet is stored and then applied to the plant. Thus, [zhaoyunbo] also gives an method that shows how to choose the latest control for compensating the packet disordering.
Based on (8), a NCS can be modeled aṡ
IV. THE RELATIONSHIP BETWEEN PACKET DISORDERING AND NETWORK INDUCED DELAY
Regardless of any reasons caused the packet disordering, once network induced delay of packet sent early is longer than sum of network induced delay of packet late and the time interval between them, out-of-order delivery has occurred. Proposition 1. Given a constant sampling period h and arbitrarily variable network-induced delays, for any two packets continuously sent at sender, packet disordering occurs if and only if
where τ k and τ k−1 are the network-induced delays of packets sent at time instants kh and (k − 1)h, respectively. Moreover, [26 zhao ] also discussed when the packet disordering might occur from the network-induced delays point of view. Given a constant sampling period h and arbitrarily variable networkinduced delays, if packet disordering occurs, thus the following form holds
where τ max and τ min are the upper and lower bounds of the round-trip delay.
[27] explicitly discussed the effect of network-induced delay on packet disordering by using NISTNet, a network emulator, to simulate different network traffic condition. In [27] , RD is used to metric the degree of packet disordering. An assumption that a high degree of packet disordering is introduced when mean delay is kept constant and standard deviation is increased was drawn. Because the larger the value of standard deviation becomes, the larger variations in delay are, thus out-of-order packet delivery occur with more possibilities. Fig. 1 shows the effect of variation of standard deviation on packet disordering for UDP streams. Notice that it is found that when mean delay is increased keeping the standard deviation constant, no obvious changes in disordering are visible as shown in Fig. 11(b) . However, It is observed from the delay characteristics of Internet that as the mean delay increases the corresponding standard deviation in delay also increases. Thus, Fig. 10(d) shows the evidence. And Fig. 12 shows the effect of delay on packet disordering for TCP streams. Different from Fig. 11 , lesser amount of packet disordering can be found in Fig. 12 since retransmissions are executed when packets are lost or packet displacements are greater than D t .
V. THE RELATIONSHIP BETWEEN PACKET DISORDERING AND PACKET LOSS
In the case of TCP, when packets in forward path arrive late, the receiver may perceive packets as lost. In this case, retransmissions are activated. In UDP (User Datagram Protocol)-based applications that are highly sensitive to delay, e.g., IP telephony, an out-of-order packet (packet that arrives late at the destination node) that arrives after the elapse of playback time is also treated as lost. So from the aforementioned analysis, packet disordering might increase the rate of packet loss.
First percentage of out-of-order packets is defined as follows
where n d,k and n k denote the number of packet disordering and the focused sequence size in the time interval [t k0 , t k ), respectively. And t k0 denotes the initial time instant. It is well known 0 ≤ DP k ≤ 1.
To further understand packet disordering and packet percentage, Table 1 lists the expected arrival sequence numbers, receive-index values and packet displacement values for the sequence in the example in Fig. 3 . In this example, m 1 and m 2 are set to 3 and 2, respectively, and thus h = 5. Based on the displacement values listed in Table I , we know the packet ξ k−5 is displaced by one unit from its position, the packet ξ k−4 is early by one position, namely packetsξ k−5 andξ k−4 arrived out of order. We perceived both packetsξ k−3 andξ k−2 as lost indicating p = 2 and packetξ k is absent before the t k time instant (including t k time instant). During the time interval [t k−5 , t k ), we can calculate the number of packet disordering based on the number of d k (h + 1 − i) = 0 of the received packets. In this example, 2 packets are out-of-order, so n d,k = 2. The focused sequence size is 5 because the packet ξ k doesn't arrive (here, the number of arrived and lost packets is called the focused sequence size). Thus we have DP k = 2/5 during the time interval Fig. 1 . Illustration of packet disordering in NCS.
From Fig. 3 , we can clearly realize that packet disordering is different from packet loss. Packetsξ k−3 andξ k−2 are perceived as lost, andξ k−5 andξ k−4 are detected as out-of-order. Here we assume packet loss can be identified at time instant t k . So from the communication network point of view, the packet loss rate is 2/5. But from the perspective of NCS, coming lateξ k−5 is discarded, and thus the packet loss rate is 3/5. Thus, packet disordering results in the decrease of reliability of NCS.
VI. THE IMPACTS OF PACKET DISORDERING ON CONTROL
PERFORMANCE OF NCSS Packet disordering impacts end-to-end applications performance significantly, irrespective of its cause. In UDP (User Datagram Protocol)-based applications that are highly sensitive to delay, e.g., IP telephony, an out-of-order packet (packet that arrives late at the destination node) that arrives after the elapse of playback time is treated as lost thereby decreasing the perceived quality of voice [3] . And for delay sensitive NCS applications wherein UDP is chosen usually and information is exchanged or transmitted via network media, out-of-order packets inevitably existed in communication are treated as lost thereby degrading the reliability of communication networks, which will impact the control performance of NCS. In the case of TCP, when packets in forward path go out of order, the receiver may also treat packets as lost, resulting in a reduced congestion window and increased number of retransmissions [4, 5] that further degrade the performance.
In [ijc] , a NCS with open-loop instability was considered. Under the same controller, the curves that represent state trajectories in the absence of packet disordering and presence of packet disordering in the network were given, which show that it is difficult to stabilize the system, and even fails to stabilize the system with high degree of packet disordering.
Intuitively, it is more reasonable to fully drop the late arrived packets at the actuator than to hold the late arrived packets. Actually, fully dropping all of late arrived packets scheme are executed in most of literature []. However, [pengceng] analyzed whether the late arrived packets should be discarded or not for control performance of NCSs. As pointed out in [], improved control performance for NCSs might not be expected by fully dropping the late arrived packets compared with holding them since: (i) a stable closed-loop system can still converge to its equilibrium eventually even if a late-arrived packet is chosen after the transient; and (ii) in some situation, a unstable systems with free delayed control input becomes stable when receiving a late-arrived packet during a transient as reported in [1, 10] .
[peng] proposed a smart zero-order-holder (ZOH) to choose arrived signals intelligently for improving control performance of NCSs. Meanwhile, [peng] clearly state that the case that the latest arrived packet is used by the actuator no matter whether it is an late-arrived packet. is referred as ZOH scheme. Logic ZOH scheme means that only the latest time-stamped packet is chosen as the input of the actuator. The following presents the smart ZOH scheme in [peng] .
For a given performance index, for example[peng],
, otherwise, we choose u T 1 (k) to be as u k . Where u 1 and u 2 denote the control signals with ZOH and logic ZOH, respectively.
Further, the follow conclusion is drawn. Proposition 2. For an NCS, compared with the performance index (13) obtained from the ZOH (say, J1) and the logic ZOH (say, J2) signal choosing schemes, the cost index (say, J3) obtained from smart ZOH scheme is the smallest, that is
For an inverted pendulum controlled through communication networks [12] ,ẋ
where M = 8.0kg, m = 2.0kg, l = 0.5m and g = 9.8m/s 2 . Under the controller gain K = [101.638424.4702], Fig. shows the cost index of the NCS with uniform distribution of delay using ZOH, logic ZOH and smart ZOH schemes. And the state responses of the NCS with uniform distribution of delay using the aforementioned ZOH schemes can be found in Fig. . From the obtained simulation results, one can see that costs obtained by using ZOH scheme is not always smaller than those obtained by using the logic ZOH scheme, but all costs obtained by using the smart ZOH scheme are the smallest in the different simulation serials.
VII. CONCLUSIONS AND FUTURE DIRECTIONS
A review on packet disordering of networked control systems has been given based on the existing results in this paper. Since research on this issue is ongoing, the survey are not complete. In this paper, firstly some reasons why out-of-order packets can be produced when delivering packet over networks are presented, and after that metric methods are summarized; Secondly, several modeling packet disordering of NCSs methods in the existing research are listed; For clarifying packet disordering from network-induced delay and packet loss, the correlation among packet disordering, network-induced delay and packet loss is investigated; Finally, whether fully dropping all of late arrived packets or not is analyzed and demonstrated in detail for improving control performance of NCSs.
Actually, there are the following open and key problems that need to be addressed.
1. How to control and optimize NCSs with packet disordering if the NCSs are continuous-time or discrete-time nonlinear systems;
2. How to reduced out-of-order packet deliveries in order to improve control performance of NCSs;
3. How to set up a real physical testbed for NCS such that packet disordering not only is detected and analyzed online real time, but also designed control methods can be performed.
