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on this algorithm is also studied. The convergence theorems have been established.
Numerical results indicate the efficiency and accuracy of the methods.
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1. Introduction
We consider the following Hamilton–Jacobi–Bellman (HJB) equation:
max
1≤i≤M
{Lku(x)− f k(x)} = 0, x ∈ Ω
u(x) = 0, x ∈ ∂Ω, (1.1)
whereΩ is a bounded, smooth domain in Euclidean space Rd, d ∈ N , with Lipschitz boundary ∂Ω sufficiently smooth; the
f k are given functions from C2(Ω); and the Lk, i = 1, 2, . . . ,M are second-order, uniformly elliptic operators of the form
Lk = −
n−
i,j=1
akij(x)
∂2
∂xi∂xj
−
n−
i=1
bki (x)
∂
∂xi
+ ck,
where the coefficients satisfy, for all 1 ≤ k ≤ m, akij, bki , ck ∈ C2(Ω), akij(x) = akji(x), 1 ≤ i, j ≤ d, ck ≥ c0 ≥ 0, x ∈ Ω , and
γ0|ξ |2 ≤∑ni,j=1 akij(x) ≤ γ1|ξ |2, x ∈ Ω, ξ ∈ Rd, with constants 0 < γ0 ≤ γ1.
TheHJB equation arises in several applications such as financial engineering, optimal control; see [1–3] and the references
therein.
In this paper, we focus on solving problem (1.1) numerically. From [1], we know that (1.1) can be approximated by the
following quasivariational inequalities (QVIs): find U = (u1, . . . , uM) ∈ (H10 (Ω))M , such thata
i(ui, v − ui) ≥ (f i, v − ui), ∀v ∈ H i, i = 1, 2, . . . ,M
H i = {v ∈ H10 (Ω) : v ≤ k+ ui+1}
uM+1 = u1,
(1.2)
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where k is a strictly positive constant and the ai(u, v) are bilinear forms corresponding to elliptic operators Lk of second
order:
ai(u, v) =
n−
j,k=1
∫
Ω
aijk(x)
∂u
∂xj
∂v
∂xk
dx+
n−
k=1
∫
Ω
aik
∂u
∂xk
vdx+
∫
Ω
ai0uvdx.
The system of QVIs (1.2) has one and only one solution; moreover, if U = (u1, . . . , uM) and u are the unique solutions of
(1.2) and (1.1), respectively, then U = (u1, . . . , uM)→ (u, . . . , u) uniformly in L∞(Ω) as k → 0.
By the knowledge of functional analysis and variational inequalities, it is easily shown that (1.2) is equivalent to the
following: finding U i ∈ H i, i = 1, 2, . . . ,M , such that
(LiU i − F i, V − U i) ≥ 0, ∀V ∈ H i, (1.3)
where F i ≥ 0,H i = {V ∈ Rd|V ≤ k+ U i+1},UM+1 = U1.
In addition, if we apply the finite difference method or finite element method to approximate Eq. (1.1), then we obtain
the following discrete HJB equation:
max
1≤j≤M
{LjU − F j} = 0, (1.4)
where the corresponding discrete matrix, Lj ∈ Rn×n, is an irreducible, diagonally dominant M-matrix, F j ∈ Rn, j =
1, 2, . . . ,M . In recent decades, many numerical algorithms have been given for solving problem (1.4). The following
algorithms still play a very important role; see [1,4–8] and the references therein.
Lions and Mercier [4] presented two successive iterative approximations algorithms for solving (1.4): problem (1.1)
is reduced to a sequence of linear equations and the linear systems obtained by discretization are solved using standard
techniques; Hoppe [5] considered the multigrid technique for solving (1.4) in connection with the iterative algorithms used
in [4]; Camilli et al. [6] discussed a domain decomposition method for solving (1.4): this method is based on a numerical
approximation of the infinite horizon problem with state constraints; Sun [7] analyzed the alternating direction algorithm
for solving (1.4), and the convergence of algorithm was proved; and Wang et al. [8] investigated the upwind finite volume
method coupled with the backward Euler scheme for the numerical solution of singularly perturbed HJB equations.
In particular, Boulbrachene and Haiour [1] constructed an iterative algorithm for solving (1.4):
ai(un,i, v − un,i) ≥ (f i, v − un,i), ∀v ∈ H10 (Ω), v ≤ k+ un,i
un,i ≤ k+ un−1,i+1, i = 1, . . . ,M
un,M+1 = un,1.
(1.5)
In each iteration of Algorithm (1.5), only the last iteration value un,1, . . . , un,M is utilized; each problem for un,i utilizes an
obstacle function depending on un−1,i+1 already computed at the previous iteration (step n).
In this paper, we generalize the algorithm in [1] by using the knowledge of an obstacle function depending on the latest
available value instead of on the value from the previous iteration. Numerical results indicate the efficiency and accuracy of
the method.
The rest of this paper is organized as follows. In Section 2, we give a numerical algorithm based on a variational iterative
approximation for solving the discrete HJB equation (1.4), and its convergence result is obtained. In Section 3, a domain
decomposition method based on the former algorithm is presented, and a similar study to that of the corresponding
convergence theorem is achieved.Wewill report the numerical results in Section 4; they indicate the efficiency and accuracy
of the method. Finally, we conclude the paper in Section 5.
2. The variational iterative algorithm
In this section, we shall first recall some notation and auxiliary results related to the method.
Definition 2.1. We call ⌣U i ∈ Rd, i = 1, 2, . . . ,M , a subsolution of (1.5) if the following holds:
max
1≤j≤k
{Li ⌣U i − F i, ⌣U i − ⌣U i+1 − k} ≤ 0. (2.1)
The set of all subsolutions for Eq. (1.5) is denoted by X .
Theorem 2.1 (See [9]). For each i = 1, . . . ,M, if we choose the finite differencemethod or finite elementmethod to discrete (1.1),
the corresponding discretization matrix Lk is an irreducible, diagonally dominant M-matrix.
Now, we present our algorithm. Denote
⌣
Um = ( ⌣Um,1, ⌣Um,2, . . . , ⌣Um,M).
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Algorithm A1.
Step 1: Initialization
Choose an initial value
⌣
Um ∈ X as a subsolution to the problem (1.4), and set ε > 0,m := 0;
Step 2: Iteration
for i = 1, 2, . . . ,M , find ⌣Um+1,inew ∈ Hm,i such that
(Li
⌣
Um+1,inew − F i, V − ⌣Um+1,inew ) ≥ 0, ∀V ∈ Hm,i, (2.2)
where Hm,i = {V ∈ Rd|V ≤ k+ ⌣Um+1,i−1new } and ⌣Um+1,0new = ⌣Um,Mokd ,
Step 3: Stop criterion
If || ⌣Um+1new − ⌣Umold|| ≤ ε, where ε is a given convergence threshold value, then stop and output ⌣Um+1new ; otherwise
m := m+ 1 and go to step 2.
Remark 2.1. In contrast to [1], our variant is that, inside themain iterative procedure step 2, to compute the approximation
solution
⌣
Um+1,inew of a newproblem, our algorithmuses the knowledge of an obstacle function depending on the latest available
value
⌣
Um+1,i−1new instead of on the previous value
⌣
Um,i+1old in [1].
Now we turn to prove the convergence of Algorithm A1.
For convenience of the reader, we denote ΓL the subvector of Γ corresponding to the index set L, and ΓL,P represents the
submatrix of Γ corresponding to the row and column sets L and P .
Theorem 2.2. It is well known that (1.3) can be rewritten as the following complementarity problem; see [10]:
(LiUm,i − F i) ≤ 0, Um,i ≤ Um,i−1 + k, (LiUm,i − F i)(Um,i − Um,i−1 − k) = 0. (2.3)
Obviously, (2.3) is equivalent to max(LiUm,i − F i,Um,i − Um,i−1 − k) = 0.
Lemma 2.1. Assume that L is an M-matrix and that T i = {V ∈ Rd : V ≤ ϕi}; if ϕ2S ≥ ϕ1S and ⌣U i ∈ T i, (L ⌣U i − F i, V − ⌣U i) ≥
0,∀V ∈ T i, i = 1, 2, then ⌣U 2 ≥ ⌣U 1.
Proof. Let N = {1, 2, . . . , n}, I1 = {s ∈ N : ⌣U 2S = ϕ2S }.
Then we have
⌣
U 2S = ϕ2S ≥ ϕ1S ≥ ⌣U 1S , for s ∈ I1. (2.4)
In addition,
⌣
U 2S < ϕ
2
S , for s ∈ N \ I1.
It follows from Theorem 2.2 that
(Li
⌣
U 2S − F i)S = 0 for s ∈ N \ I1. (2.5)
And also
(Li
⌣
U 1S − F i)S ≤ 0, for s ∈ N \ I1. (2.6)
By (2.5) and (2.6), we have
LN\I1,N\I1(
⌣
U 2 − ⌣U 1)N\I1 + LN\I1,I1( ⌣U 2 − ⌣U 1)I1 ≥ 0. (2.7)
Since L is anM-matrix,
L−1N\I1,I1 ≤ 0. (2.8)
By (2.4) and (2.8), we have
LN\I1,I1(
⌣
U 2 − ⌣U 1)I1 ≤ 0. (2.9)
Since L is anM-matrix, its master array LN\I1,N\I1 is also anM-matrix, so
L−1N\I1,N\I1 ≥ 0. (2.10)
By (2.7), (2.9) and (2.10), we get
(
⌣
U 2 − ⌣U 1)N\I1 ≥ 0. (2.11)
Eqs. (2.4) and (2.11) implies that
⌣
U 2 ≥ ⌣U 1. The proof of Lemma 2.1 is complete. 
Theorem 2.3. With the hypotheses and notations above, assume that the sequence { ⌣Um} is generated by Algorithm A1, and that
⌣
U ∗ is the solution of (2.3); then { ⌣Um} increases monotonically and converges to ⌣U ∗ as k → 0.
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Proof. First, we prove that { ⌣Um} is increasing monotonically:
⌣
Um >
⌣
Um−1, m = 1, 2, . . . ,M.
Now we show that
⌣
U 1,1 ≥ ⌣U 0,1 = 0. Let J1 = {j ∈ N : ⌣U 1,1j = k+ ⌣U 0,Mj }. By algorithm step 2, we know that
⌣
U 1,1j = k+ ⌣U 0,Mj = k > 0 = ⌣U 0,1j , for j ∈ J1. (2.12)
Hence
⌣
U 1,1j < k+ ⌣U 0,Mj , for j ∈ N \ J1.
Noting that max(Li
⌣
U 1,1 − F i, ⌣U 1,1 − ⌣U 0,M − k) = 0, for j ∈ N \ J1,
L1N\J1,N\J1
⌣
U 1,1N\J1 + L1N\J1,J1
⌣
U 1,1J1 = F 1N\J1 .
By (2.7), (2.12) and the property of anM-matrix,
⌣
U 1,1N\J1 ≥ 0 =
⌣
U 0,1N\J1 . (2.13)
Therefore, by (2.12) and (2.13),
⌣
U 1,1 ≥ ⌣U 0,1 = 0. (2.14)
Now we prove that
⌣
U 1,2 ≥ ⌣U 0,2. Let J2 = {j ∈ N : ⌣U 1,2j = k+ ⌣U 1,1j }. Then
⌣
U 1,2j = k+ ⌣U 1,1j , for j ∈ J2. (2.15)
From (2.14) and Lemma 2.1 we know that
⌣
U 1,2j ≥ k > 0 = ⌣U 0,2j , j ∈ J2 (2.16)
By the definition of J2 and (2.3), (2.15) we know
⌣
U 1,2j < k + ⌣U 1,1j , for j ∈ N \ J2 and noting that max(Li ⌣U 1,2 − F i,
⌣
U 1,2 − ⌣U 1,1 − k) = 0, we have (L2 ⌣U 1,2j − F 2)j = 0, for j ∈ N \ J2; i.e.,
L2N\J2,N\J2
⌣
U 1,2N\J2 + L2N\J2,J2
⌣
U 1,2J2 = F 2N\J2 . (2.17)
By (2.7), (2.15) and the property ofM-matrix Li,
⌣
U 1,2N\J2 ≥ 0 =
⌣
U 0,2N\J2 . (2.18)
It follows from (2.16) and (2.18) that
⌣
U 1,2 ≥ ⌣U 0,2. (2.19)
Now we prove that
⌣
U 1,k ≥ ⌣U 0,k = 0, k ≥ 2. Let Jk+1 = {j ∈ N : ⌣U 1,k+1j = k+ ⌣U 1,kj }; then
⌣
U 1,k+1j = k+ ⌣U 1,kj ≥ 0 = ⌣U 0,k+1j , for j ∈ Jk+1
⌣
U 1,k+1j < k+ ⌣U 1,kj , j ∈ N \ Jk+1.
(2.20)
By (2.3), we have (Lk+1 ⌣U 1,k+1j − F k+1j )N\JK+1,N = 0; i.e.,
Lk+1N\JK+1,N\JK+1
⌣
U 1,k+1N\JK+1 + Lk+1N\JK+1,JK+1
⌣
U 1,k+1JK+1 = F k+1N\JK+1 . (2.21)
Since (2.20), then
⌣
U 1,k+1JK+1 ≥ 0, and it follows from the properties ofM-matrix L that Lk+1N\JK+1,N\JK+1 is also anM-matrix; thus,
Lk+1N\JK+1,N\JK+1
−1 ≥ 0 and Lk+1N\JK+1,JK+1
−1 ≤ 0.
By (2.21), we have
⌣
U 1,k+1N\JK+1 ≥ 0 =
⌣
U 0,k+1N\JK+1 . (2.22)
It follows from (2.20) and (2.22) that
⌣
U 1,k+1 ≥ ⌣U 0,k+1 = 0, k ≥ 2. (2.23)
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Eqs. (2.14), (2.19) and (2.23) imply that, for i = 1, 2, . . . ,M , it holds that
⌣
U 1,i ≥ ⌣U 0,i; i.e., ⌣U 1 ≥ ⌣U 0.
Now we want to prove that
⌣
U 2 ≥ ⌣U 1. We assume that
⌣
U 2,i ≥ ⌣U 1,i, for i = k. (2.24)
It follows from Algorithm A1 step 2 that
⌣
U 2,k+1 ≤ ⌣U 2,k + k, ⌣U 1,k+1 ≤ ⌣U 1,k + k.
Hence, by (2.24) and Lemma 2.1, we have
⌣
U 2,k+1 ≥ ⌣U 1,k+1 (2.25)
in view of (2.24) and (2.25), so
⌣
U 2,i ≥ ⌣U 1,i, i = 1, 2, . . . ,M; i.e., ⌣U 2 ≥ ⌣U 1.
A similar argument shows that
⌣
Um ≥ ⌣Um−1,m = 3, . . . ,M . Finally, from the above we can obtain ⌣Um ≥ ⌣Um−1,
m = 1, 2, . . . ,M .
Next, let us now show that { ⌣Um} is a bounded sequence.
We assume that
⌣
U $ satisfies
Li
⌣
U $ − F i = 0. (2.26)
Since
⌣
Um is a subsolution, we know that
Li
⌣
Um,i − F i ≤ 0. (2.27)
By (2.26) and (2.27), Li(
⌣
U $ − ⌣Um,i) ≥ 0.
Hence, it follows from the properties ofM-matrix Li that
⌣
Um,i ≤ ⌣U $, m = 1, 2, . . . , i = 1, 2, . . . ,M.
This show that { ⌣Um} has an upper bound ⌣U $.
Since { ⌣Um} is monotone and has an upper bound, { ⌣Um} has a limit; i.e.,
lim
m→∞
⌣
Um,i = ⌣U ∗. (2.28)
We now turn to the convergence of the algorithm. Let us prove that
⌣
U & is the solution of (2.3). By Algorithm A1 step 2, we
know that
Li
⌣
Um,i − F i ≤ 0, ⌣Um,i ≤ k+ ⌣Um,i−1, (Li ⌣Um,i − F i, ⌣Um,i − k− ⌣Um,i−1) = 0. (2.29)
Finally, lettingm →∞ in (2.29) and noting (2.28), we obtain
Li
⌣
U &,i − F i ≤ 0, ⌣U &,i ≤ k+ ⌣U &,i−1, (Li ⌣U &,i − F i, ⌣U &,i − k− ⌣U &,i−1) = 0, (2.30)
which means that
⌣
U & is the unique solution of (2.3). The proof of Theorem 2.3 is complete. 
Now we propose a domain decomposition method based on Algorithm A1 for solving (1.4).
3. The domain decomposition method
The main advantage of the domain decomposition method is that it can be easily parallelized and has good parallel
performance.
DecomposeΩ = Ω1 ∪Ω2 ∪ · · ·Ωm; then N = N1 ∪ N2 ∪ · · · ∪ Nm.
Algorithm A2.
Step 1: Given the initial value
⌣
U 0 ∈ X , which means that
max{Li ⌣Um,i,j − F i, ⌣Um,i,j − ⌣Um,i−1,j − k} ≤ 0, i = 1, . . . ,M,
we just let initial value
⌣
U 0 = 0, ε > 0,m := 0.
Step 2: Let Pm,ij = {v ∈ Rd : Vs = ⌣Um−1,is , if s ∈ N \ Nj; Vs ≤ k+ ⌣Um,i−1s , if s ∈ Nj}.
Find
⌣
Um,i,j ∈ Pm,ij such that (Li ⌣Um,i,j − F i, V − ⌣Um,i,j) ≥ 0,∀V ∈ Pm,ij , ⌣Um+1,0 = ⌣Um,M .
Step 3:
⌣
Um,i = max{ ⌣Um,i,j}, if i = M then go to step 4; otherwise, i := i+ 1 and go to step 2.
Step 4: If || ⌣Um+1 − ⌣Um|| ≤ ε, then stop and output ⌣Um+1; otherwisem := m+ 1 and go to step 2.
Now we prove the convergence of Algorithm A2. Our convergence argument approach is very similar to that used in
Theorem 2.3.
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Theorem 3.1. Assume that the sequence { ⌣Um} constructed by Algorithm A2 is increasing monotonically and that it converges to
the solution of (2.3).
Proof. Let N11 = {s ∈ N1 : ⌣U 1,1,1S = k+ ⌣U 1,0S },
⌣
U 1,1,1s = k+ ⌣U 1,0s ≥ 0 = ⌣U 0S , for s ∈ N11, (3.1)
⌣
U 1,1,1S = ⌣U 0,1S = 0 = ⌣U 0S , for s ∈ N \ N1, (3.2)
⌣
U 1,1,1S ≤ k+ ⌣U 1,0S = k+ ⌣U 0,1S = k, for s ∈ N1 \ N11. (3.3)
By the property of (2.3), we know that
(Li
⌣
U 1,1,1 − F i)N1\N11 = 0 and (Li ⌣U 0 − F i)N1\N11 ≤ 0. (3.4)
Thus (Li(
⌣
U 1,1,1 − ⌣U 0))N1\N11 ≥ 0; i.e.,
LiN1\N11,N1\N11(
⌣
U 1,1,1 − ⌣U 0)N1\N11 + LiN1\N11,N\N1(
⌣
U 1,1,1 − ⌣U 0)N\N1 + LiN1\N11,N11(
⌣
U 1,1,1 − ⌣U 0)N11 ≥ 0. (3.5)
From (3.2), we know that
LiN1\N11,N\N1(
⌣
U 1,1,1 − ⌣U 0)N\N1 = 0. (3.6)
It follows from (3.1) that
(
⌣
U 1,1,1 − ⌣U 0)N11 ≥ 0. (3.7)
Since LiN1\N11,N11 ≤ 0, we have
LiN1\N11,N11(
⌣
U 1,1,1 − ⌣U 0)N11 ≤ 0 (3.8)
which combining with (3.5) and (3.6) yields
LiN1\N11,N1\N11(
⌣
U 1,1,1 − ⌣U 0)N1\N11 ≥ 0. (3.9)
It follows from the properties ofM-matrix Li that LiN1\N11,N1\N11 ≥ 0.
Therefore, it follows from (3.9) that
(
⌣
U 1,1,1 − ⌣U 0)N1\N11 ≥ 0. (3.10)
Thus, by (3.1), (3.2) and (3.10)we know that
⌣
U 1,1,1 ≥ ⌣U 0. A similar argument shows that ⌣U 1,i,j ≥ ⌣U 0, i = 2, 3, 4, . . . ,M, j =
1, 2, . . . ,M . Then by Algorithm A2 step 3, we know that
⌣
U 1,i ≥ ⌣U 0,i, i = 1, 2, . . . ,M; i.e., ⌣U 1 ≥ ⌣U 0. Therefore, we know
that
⌣
Um+1 ≥ ⌣Um,m = 0, 1, . . . ,M . The rest of the proof here is almost the same as that for Theorem 2.3. 
4. Numerical results
In this section, we report the numerical results for our algorithm. With respect to the computational domain Ω =
(0, 1) × (0, 1), and with h denoting the discretization step-size, we divide Ω into squares with edge h. The termination
criterion is chosen to be ε = 10−6, and we take k = 0.01 andM = 3. We employed the same initial value ⌣U 0 = {0, . . . , 0}
in all these runs.
We solve (1.4) by using Algorithm A1 and compare the results with those obtained by using Algorithm (1.5). The second-
order uniformly elliptic operators Li = −∆, i = 1, 2, 3, and the functions F 1, F 2 and F 3 are given by F 1 = sin2(x),
F 2 = cos2(x) and F 3 = ex.
Table 1 presents the number of iterations for each method with different discretization step-size h. We can see that
Algorithm A1 has a smaller number of iterations than Algorithm (1.5). The results also show that the smaller the values of h
is, the larger the iteration number is.
Table 2 shows the∞-norm of the residual R = max1≤i≤M{K i ⌣U n,i − F i} for each method at every iteration for the case
when h = 1/40. As we can see from the table, Algorithm A1 has higher accuracy than Algorithm (1.5) when iteration
terminates.
Table 3 shows the values of the iterates at the grid point (x, y)T = (0.25, 0.75)T with step-size h = 1/9. From the table, we
can see that Algorithm A1 basically inherits the convergence behaviour of Algorithm (1.5). In addition, Table 3 displays the
monotonicity of the two algorithms.
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Table 1
The number of iterations with different discretization step-size h.
h Iteration number
Algorithm (1.5) AlgorithmA1
1/20 31 19
1/40 65 41
1/80 112 62
1/100 154 79
1/200 310 121
Table 2
The∞-norm of the residual R = max1≤i≤M {K i ⌣U n,i − F i}with h = 1/40.
Iterations ‖R‖∞
Algorithm (1.5) AlgorithmA1
1 1.7633E−4 2.3191E−5
4 1.9548E−4 2.3406E−5
6 2.0584E−4 2.5711E−5
10 2.4958E−4 2.5139E−5
24 4.1763E−4 3.1768E−5
Table 3
The value of
⌣
U n,i at the grid point (x, y)T = (0.25, 0.75)T with h = 1/9.
Iterations Algorithm (1.5) AlgorithmA1
1 0.00160683 0.01048237
2 0.01374894 0.01761984
3 0.01730946 0.01903722
The last iteration 0.02924691 0.02924691
5. Conclusions
In this paper, a variational iterative algorithm and a domain decomposition algorithm for discrete HJB equations have
been considered. The corresponding convergence theorems have been established under reasonable assumptions. Our
convergence argument approach is quite different from that adopted in [1]. Numerical results indicate the efficiency and
accuracy of the method.
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