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Abstract
Consider the Jacobi operators J given by (J y)n = anyn+1+bnyn+a∗n−1yn−1, yn ∈ Cm
(here y0 = yp+1 = 0), where bn = b
∗
n and an : det an 6= 0 are the sequences of
m × m matrices, n = 1, .., p. We study two cases: (i) an = a∗n > 0; (ii) an is a
lower triangular matrix with real positive entries on the diagonal (the matrix J is
(2m+1)-band mp×mp matrix with positive entries on the first and the last diagonals).
The spectrum of J is a finite sequence of real eigenvalues λ1 < . . . < λN , where
each eigenvalue λj has multiplicity kj 6 m. We show that the mapping (a, b) 7→
{(λj , kj)}N1 ⊕ {additional spectral data} is 1-to-1 and onto. In both cases (i), (ii), we
give the complete solution of the inverse problem.
1 Introduction and main results
We consider the finite matrix-valued Jacobi operator J = Ja,b acting in (Cp)m and given by
J =


b1 a1 0 0 ... 0
a∗1 b2 a2 0 ... 0
0 a∗2 b3 a3 ... 0
... ... ... ... ... ...
0 ... 0 a∗p−2 bp−1 ap−1
0 ... 0 0 a∗p−1 bp


, (1.1)
where b = (bn)
p
1 and a = (an)
p−1
1 are the finite sequences of m × m matrices such that
bn ∈ S = {b : b = b∗} and det an 6= 0 for all n ∈ 1, p = {1, 2, . . . , p}. We consider two cases:
(i) an ∈ S+ = {a : a = a∗ > 0};
(ii) an ∈ L+ = {a : a is a lower triangular matrix with real positive entries on the diagonal}.
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In both cases we obtain the complete characterization of the set of spectral data that
correspond to these classes of operators Ja,b. Note that in the second case Ja,b are self-adjoint
(2m+1)-band matrices of the size mp × mp with positive entries on the first and the last
diagonals.
The spectrum σ(J ) of J = J ∗ is a finite sequence of real eigenvalues
λ1 < λ2 < . . . < λN ,
where each eigenvalue λj , j ∈ 1, N has multiplicity kj ∈ 1, m, i.e., kj is the number of the
linearly independent eigenvectors corresponding to λj. Note that
k1 + k2 + . . .+ kN = mp.
Introduce the fundamental m × m matrix-valued solutions ϕ(z) = (ϕn(z))p+10 and χ(z) =
(χn(z))
p+1
0 of the equation
anyn+1 + bnyn + a
∗
n−1yn−1 = zyn, (z, n) ∈ C× 1, p, (1.2)
such that
ϕ0 ≡ χp+1 ≡ 0, ϕ1 ≡ χp ≡ I,
where I is the identity m × m matrix and we set a0 = ap = I for convenience. Note
that ϕn(z) and χn(z), n ∈ 1, p are matrix-valued polynomials such that deg ϕn(z) = n,
degχn(z) = p+1−n. Each eigenvector ψ = (ψn)p1, Jψ = λjψ, has the form ψn = ϕn(λj)v
for some v ∈ Cm. Hence, the eigenvalues of J are zeros of detϕp+1(·).
Definition 1.1 (Spectral data). For each eigenvalue λj, j ∈ 1, N , we define the subspace
Ej = Kerϕp+1(λj) =
{
h ∈ Cm : ϕp+1(λj)h = 0
}
⊂ Cm, dim Ej = kj 6 m, (1.3)
the orthogonal projector Pj : C
N → Ej ⊂ CN onto Ej and the positive self-adjoint
operator gj : Ej → Ej given by
gj = Gj|Ej , where Gj = Pj
p∑
n=1
ϕ∗n(λj)ϕn(λj)Pj. (1.4)
We now describe the connection between our spectral data and the matrix-valued Weyl-
Titchmarsh function M(z) given by
M(z) = −χ1(z)(χ0(z))−1, z ∈ C. (1.5)
Proposition 1.2. The function M(z) =M∗(z) is analytic in C \ {λj, j ∈ 1, N}. Moreover,
M(z) = −
N∑
j=1
Bj
z − λj ,
N∑
j=1
Bj = I, (1.6)
where the self-adjoint matrices Bj = res
z=λj
M(z) = B∗j are given by
Bj |Ej = g−1j , Bj |CN⊖Ej = 0, j ∈ 1, N. (1.7)
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In order to formulate our main result we need
Definition 1.3. We call the system {(λj, Pj), j ∈ 1, N} of the distinct real numbers λj and
the orthogonal projectors Pj : C
m → Cm the p – tame system, if ∑Nj=1 rankPj = mp and
det


T0 T1 ... Tp−1
T1 T2 ... Tp
... ... ... ...
Tp−1 Tp ... T2p−2

 6= 0, Ts =
N∑
j=1
λsjPj , s = 0, .., 2p−2.
Remark. (i) The mp × mp matrix (Tsk)p−1s,k=0 is always non-negative definite (see (3.1)).
Hence, the system {(λj, Pj), j ∈ 1, N} is p –tame iff this matrix is strictly positive definite.
(ii) Let N = p and kj = dim Ej = rankPj = m for all j ∈ 1, p, i.e., Pj = I for all j. Then for
each distinct values λ1 < . . . < λp the system {(λj, I), j ∈ 1, p} is p – tame.
(iii) Let p = 2, N = 3, k1 + k2 = k3 = m. Then the system {(λ1, P1), (λ2, P2), (λ3, I)} is
2 – tame iff KerP1 ∩KerP2 = {0}.
Introduce the set of spectral data
Sp =

(λj, Pj , gj)
N
1
:
p 6 N 6 pm, λ1 < . . . < λN are real numbers;
{(λj, Pj), j ∈ 1, N} is a p− tame system;
gj : RanPj → RanPj are linear operators such
that gj = g
∗
j > 0 and
∑N
j=1 Pjg
−1
j Pj = I

 (1.8)
and the mapping
Ψ :
(
(an)
p−1
1 ; (bn)
p
1
) 7→ (λj, Pj , gj)N1 .
We formulate our main result.
Theorem 1.4. (i) The mapping Ψ : Sp−1+ × Sp → Sp is one-to-one and onto.
(ii) The mapping Ψ : Lp−1+ × Sp → Sp is one-to-one and onto.
There is an enormous literature on inverse spectral problems for scalar (i.e., m = 1)
Jacobi matrices (see book [T] and references therein), but considerably less for matrix-
valued Jacobi operators (see [CGR] and references therein). The inverse problems for finite
scalar Jacobi matrices were considered by several authors (see [GS] and references therein).
Some uniqueness results for matrix-valued Jacobi operators were obtained in [CGR], and
the intimate connection to matrix-valued orthogonal polynomials and the moment problem
were treated in [L],[DL].
The main goal of our paper is to give the complete characterization of the set of spectral
data for operators Ja,b. We hope to use similar ideas to obtain the complete characterization
of the spectral data for the Sturm-Liouville operators Hy = −y′′ + V (x)y, y(0) = y(1) = 0,
on the unit interval [0, 1], where V = V ∗ is a m×m matrix potential. Note that the ”local
characterization” of the spectral data for operators H was obtained in [CK].
In the proof we use the approach from [GS] and some technique from [CK]. The in-
verse spectral problem consists of the following parts: i) uniqueness, ii) characterization,
iii) reconstruction. In Theorem 1.4 we solve all these problems simultaneously.
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2 Preliminaries
For each two sequences of polynomials ϑ(z) = (ϑn(z))
p+1
0 , η = (ηn(z))
p+1
0 we introduce the
Wronskian
{ϑ, η}n(z) = ϑ∗n(z)anηn+1(z)− ϑ∗n+1(z)a∗nηn(z), n = 0, .., p.
If (1.2) holds for both ϑ and η, then {ϑ, η}n(z) does not depend on n. In particular,
ϕ∗p(z)ϕp+1(z)− ϕ∗p+1(z)ϕp(z) = {ϕ, ϕ}(z) = 0 and χ∗0(z) = {χ, ϕ}(z) = ϕp+1(z), (2.1)
since a0 = ap = I by our convention. Recall that
Ej = Kerϕp+1(λj) = {h ∈ Cm : ϕp+1(λj)h = 0}, j ∈ 1, N,
and Pj : C
m → Ej is the orthogonal projector. Also, we need the subspaces
E ♯j = Kerϕ∗p+1(λj) = {h ∈ Cm : ϕ∗p+1(λj)h = 0}, j ∈ 1, N,
and the orthogonal projectors P ♯j : C
m → E ♯j . Note that dim E ♯j = dim Ej = kj.
Lemma 2.1. For each j ∈ 1, N the following identities are fulfilled:
P
♯
jϕp(λj)Pj = ϕp(λj)Pj , χ1(λj)ϕp(λj)Pj = Pj, (2.2)
I 6
p∑
j=1
ϕ∗n(λj)ϕn(λj) = ϕ
∗
p(λj)ϕ˙p+1(λj)− ϕ∗p+1(λj)ϕ˙p(λj). (2.3)
Proof. Using (2.1), we obtain ϕ∗p+1(λj)ϕp(λj)Pj = ϕ
∗
p(λj)ϕp+1(λj)Pj = 0. This means
ϕp(λj)Pj ⊂ E ♯j , i.e., P ♯jϕp(λj)Pj = ϕp(λj)Pj. Let
yn = χn(λj)ϕp(λj)Pj − ϕn(λj)Pj , n = 0, .., p+ 1.
The sequence (yn)
p+1
0 satisfies (1.2) for z = λj and
yp+1 = −ϕp+1(λj)Pj = 0, yp = ϕp(λj)Pj − ϕp(λj)Pj = 0.
This yields yn = 0 for all n ∈ 1, p. In particular, y1 = χ1(λj)ϕp(λj)Pj − Pj = 0.
Furthermore, using equation (1.2), we obtain
ϕ∗n+1(z)a
∗
n + ϕ
∗
n(z)(bn − z) + ϕ∗n−1(z)an−1 = 0,
anϕ˙n+1(z) + (bn − z)ϕ˙n(z) + a∗n−1ϕ˙n−1(z) = ϕn(z).
Multiplying the first equation by ϕ˙n(z) from the right, the second equation by ϕ
∗
n(z) from
the left and taking the difference, we deduce that
ϕ∗n(z)ϕn(z) = {ϕ, ϕ˙}n(z)− {ϕ, ϕ˙}n−1(z), n ∈ 1, p.
The summing implies (2.3) since {ϕ, ϕ˙}0 = 0. Note that I = ϕ∗1(λj)ϕ1(λj) by definition.
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Lemma 2.2. (i) For each j ∈ 1, N the mapping Yj = P ♯j ϕ˙p+1(λj)Pj : Ej → E ♯j is invertible.
(ii) For each j ∈ 1, N the following asymptotics holds:
(ϕp+1(z))
−1 =
PjY
−1
j P
♯
j
z − λj +O(1) as z → λj . (2.4)
Proof. (i) Let Yjh = 0 for some h ∈ Ej. Using (2.3) and (2.2), we obtain
Pj 6 Pj
p∑
n=1
ϕ∗n(λj)ϕn(λj)Pj = Pjϕ
∗
p(λj)ϕ˙p+1(λj)Pj = Pjϕ
∗
p(λj)P
♯
j · P ♯j ϕ˙p+1(λj)Pj.
Since the left hand side is positive definite on Ej , the operator Yj = P ♯j ϕ˙p+1(λj)Pj is invertible.
(ii) Let
ϕp+1(z) =
(
A(z) B(z)
C(z) D(z)
)
,
where
A = (P ♯j )
⊥ϕp+1P
⊥
j : E⊥j → (E ♯j )⊥, B = (P ♯j )⊥ϕp+1Pj : Ej → (E ♯j )⊥,
C = P ♯jϕp+1P
⊥
j : E⊥j → E ♯j , D = P ♯jϕp+1Pj : Ej → E ♯j .
Since ϕp+1(λj)Pj = 0 and P
♯
jϕp+1(λj) = 0, we have B,C = O(t) as t = z−λj → 0. Moreover,
D = t · P ♯j ϕ˙p+1(λj)Pj +O(t2) = tYj +O(t2), A = Xj +O(t),
where Xj = (P
♯
j )
⊥ϕp+1(λj)P
⊥
j = ϕp+1(λj)P
⊥
j : E⊥j → (E ♯j )⊥. The operator Xj is invertible,
since ϕp+1h = 0 implies h ∈ Ej. The operator Yj is invertible due to (i). Therefore, the
standard formula for the inverse matrix(
A B
C D
)−1
=
(
A−1 + A−1BH−1CA−1 −A−1BH−1
−H−1CA−1 H−1
)
, H = D − CA−1B,
gives
(ϕp+1(z))
−1 =
(
X−1j +O(t) O(1)
O(1) t−1Y −1j +O(1)
)
as t→ 0.
In particular, res
z=λj
(ϕp+1(z))
−1 = PjY
−1
j P
♯
j .
Proof of Proposition 1.2. Note that χ∗0(z)χ1(z) − χ∗1(z)χ0(z) = {χ, χ}0(z) = 0. This
gives M∗(z) = M(z), z ∈ C. Due to (2.4), the function (χ0(z))−1 = (ϕ∗p+1(z))−1 has a
simple pole at each point z = λj . Therefore, the function M(z) = −χ1(z)(χ0(z))−1 has a
simple pole at z = λj and
Bj = − res
z=λj
M(z) = χ1(λj) · ( res
z=λj
(ϕp+1(z))
−1)∗ = χ1(λj)P
♯
j (Y
∗
j )
−1Pj ,
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where Yj = P
♯
j ϕ˙p+1(λj)Pj : Ej → E ♯j . This yields Bj |CN⊖Ej = 0. Furthermore, using (2.3) and
(2.2), we obtain
Gj = G
∗
j = Pjϕ˙
∗
p+1(λj)ϕp(λj)Pj = Pjϕ˙
∗
p+1(λj)P
♯
jϕp(λj)Pj = PjY
∗
j P
♯
j · ϕp(λj)Pj .
Hence (2.2) yields,
BjGj = χ1(λj)P
♯
jϕp(λj)Pj = χ1(λj)ϕp(λj)Pj = Pj ,
i.e., Bj |Ej = g−1j . Asymptotics M(z) = −Iz−1 +O(z−2) as z →∞ (see (1.2) for n = 0) and
the standard arguments from the function theory give (1.6).
3 Proof of Theorem 1.4
Lemma 3.1. The system {(λj, Pj), j ∈ 1, N} is p – tame, iff there is no nonzero vector-valued
polynomial F (z) ∈ Cm such that degF 6 p−1 and PjF (λj) = 0 for all j ∈ 1, N .
Proof. Note that for each vector v = (vs)
p−1
0 , vs ∈ Cm, we have
(
v∗0, v
∗
1, ..., v
∗
p−1
)


T0 T1 ... Tp−1
T1 T2 ... Tp
... ... ... ...
Tp−1 Tp ... T2p−2




v0
v1
...
vp−1


=
p−1∑
s,k=0
v∗s
N∑
j=1
λs+kj Pjvk =
N∑
j=1
F ∗(λj)PjF (λj) > 0, (3.1)
where F (z) =
∑p−1
s=0 z
svs. Therefore, det(Ts+k)
p−1
s,k=0 6= 0 iff there is no nonzero polynomial
F (z) of degree at most p−1 such that PjF (λj) = 0 for all j ∈ 1, N .
Proof of Theorem 1.4. The proof is similar for both cases (i),(ii) and consists of three
parts. We need also two simple technical Lemmas 3.2, 3.3 that are located at the end.
1. Ψ maps Sp−1+ × Sp and Lp−1+ × Sp into Sp.
Recall that the identity
∑N
j=1 Pjg
−1
j Pj =
∑N
j=1Bj = I is proved in Proposition 1.2. In order
to check that {(λj, Pj), j ∈ 1, N} is p – tame, we use Lemma 3.1. Suppose that PjF (λj) = 0
for all j ∈ 1, N and some vector-valued polynomial F (z) of degree at most p − 1. Using
asymptotics (2.4) near poles of (χ0(z))
−1 = (ϕ∗p+1(z))
−1, we deduce that the vector-valued
function (χ0(z))
−1F (z) is entire. On the other hand, χ−10 (z)F (z) = O(z
−p · zp−1) = O(z−1)
as z →∞. The Liouville Theorem gives χ−10 (z)F (z) = 0 for all z ∈ C and hence F = 0.
2. Ψ : Sp−1+ × Sp → Sp is one-to-one and Ψ : Lp−1+ × Sp → Sp is one-to-one.
Following [GS], we introduce the sequence of M-functions
Mn(z) = −χn(z)[a∗n−1χn−1(z)]−1, n ∈ 1, p+1.
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Using (1.2), it is easy to see that
− (Mn(z))−1 = [(z − bn)χn(z)− anχn+1(z)](χn(z))−1 = Iz − bn + anMn+1(z)a∗n (3.2)
for all n ∈ 1, p. In particular, Mn(z) = −z−1 + O(z−2) as z → ∞ for all n. Due to
Proposition 1.2, the spectral data (λj, Pj, gj)
N
1 uniquely determine the function M = M0.
Therefore, the matrices b1 and A = a1a
∗
1 are uniquely determined by the asymptotics
M(z) = −Iz−1 − b1z−1 − (a1a∗1 + b21)z−2 +O(z−3) as z →∞.
If a1, a˜1 ∈ S+ (the case (i)) and a1a∗1 = A = a˜1a˜∗1, then a1 = a˜1. The same is true, if a1, a˜1 ∈
L+ (the case (ii), see Lemma 3.3). Hence, the matrices b1 and a1 are uniquely determined
by the spectral data. Therefore, the function M1(z) = a
−1
1 (Iz − b1 − (M(z))−1)(a−11 )∗ is
uniquely determined too. Repeating this procedure, one uniquely determines all matrices
bn, an in both cases (i), (ii).
3. Ψ : Sp−1+ × Sp → Sp is onto and Ψ : Lp−1+ × Sp → Sp is onto.
Let (λj , Pj, gj)
N
1 ∈ Sp. We shall construct bn and an step by step. Introduce the function
M(z) = −
N∑
j=1
Bj
z − λj , (3.3)
where Bj = Pjg
−1
j Pj = B
∗
j > 0. Note that M(z) =M
∗(z), z ∈ C, and
ImM(z) =
1
2i
(M(z)−M∗(z)) > 0 for all Im z > 0.
In particular, detM(z) 6= 0, if Im z > 0. This gives
− ImM−1(z) = (M−1)∗(z) · ImM(z) ·M−1(z) > 0, Im z > 0.
Moreover, −M−1(z) = Iz + O(1) as z → ∞, since ∑Nj=1Bj = I. Therefore, the Herglotz
representation theorem for rational matrix-valued functions (see Lemma 3.2) yields
−M−1(z) = Iz + C −
K∑
s=1
Ds
z − µs (3.4)
for some µs ∈ R, C = C∗ and Ds = D∗s > 0, s ∈ 1, K. Denote Fs = CN ⊖ KerDs and let
Qs : C
N → Fs ⊂ CN be the orthogonal projectors onto Fs. In accordance with (3.2), we set
b1 = −C.
Let λj 6= µs for all j, s. Then all poles of the meromorphic function detM(z) are {λj}N1
and all roots are {µs}K1 . Moreover, each λj is a pole of the multiplicity dim Ej = rankPj and
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each µs is a root of the multiplicity dimFs = rankQs. Since detM(z) = (−z)−m+O(z−m−1)
as z →∞, we have
K∑
s=1
rankQs = −m+
N∑
j=1
rankPj = m(p− 1). (3.5)
If λj = µs for some j, s, then the corresponding pole and the root (partially) compensate
each other but (3.5) still holds true.
If p = 1, then (3.5) yields K = 0 and the reconstruction procedure stops.
Let p > 1. We show that the system {(µs, Qs), s ∈ 1, K} is (p − 1)– tame, this is the
crucial point of the proof. Suppose that QsG(µs) = 0 for all s and some vector-valued
polynomial G(z) of degree at most p−2. Due to Lemma 3.1, it is sufficient to prove that
G = 0. In view of (3.4), the vector-valued function
F (z) =M−1(z)G(z)
is entire and F (z) = O(z ·zp−2) = O(zp−1) as z →∞, i.e., F (z) is a vector-valued polynomial
of degree at most p−1. Since M(z)F (z) = G(z) is entire too, (3.3) yields PjF (λj) = 0 for
all j ∈ 1, N . Due to Lemma 3.1, this implies F = 0. Hence, G = 0.
Define A =
∑K
s=1Ds (note that A = A
∗ > 0). In order to show that A > 0, suppose that
f ∗Af = 0 for some constant vector f ∈ Cm, f 6= 0. This gives Qsf = 0 for all s ∈ 1, K,
which is a contradiction with Lemma 3.1. Hence, A > 0. In accordance with (3.2), we choose
a1 such that
a1a
∗
1 = A.
In both cases: (i) a1 =
√
A > 0 and (ii) see Lemma 3.3, there exists a unique matrix solution
a1 of this equation. Now we set
M1(z) = −a−11 (b1 − Iz − (M(z))−1)(a−11 )∗ = −
K∑
s=1
D˜s
z − µs ,
where
D˜s = a
−1
1 Ds(a
−1
1 )
∗, s ∈ 1, K, and
K∑
s=1
D˜s = I.
Note that Ker D˜s = a
∗
1KerDs = a
∗
1F⊥s . Let Q˜s : CN → (a∗1F⊥s )⊥ be the orthogonal
projectors. Suppose that Q˜sG(µs) = 0 for all s ∈ 1, K and some vector-valued polynomial
G(z) of degree at most p−2. Then G(µs) ∈ a∗1F⊥s , i.e., Qs[(a∗1)−1G(µs)] = 0 for all s ∈ 1, K.
Due to Lemma 3.1, this gives (a∗1)
−1G = 0 and hence G = 0. Therefore, the new system
{(µs, Q˜s), s ∈ 1, K} is (p−1)– tame. Repeating the procedure given above, we reconstruct
b2, a2, b3, a3 and so on.
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Lemma 3.2. Let the rational matrix-valued function f(z) have only real poles and satisfies
f(z) = f ∗(z), z ∈ C, and Im f(z) = 1
2i
(f(z)−f ∗(z)) > 0, Im z > 0. Then f(z) has the form
f(z) = D0z + C −
K∑
s=1
Ds
z − λs
for some K > 0, λs ∈ R, C = C∗ and Ds = D∗s > 0, s = 0, .., K.
Proof. Due to the identity f(z) = f ∗(z), we have
f(z) =
K0∑
j=1
D0,jz
j+1 + C +
K∑
s=1
Kj∑
j=1
Ds,j
(z − λs)j
for some Ds,j = D
∗
s,j and C = C
∗. Using the condition Im f(z) > 0 as Im z > 0 near the
points z = λs and z =∞, we deduce that Ds,j = 0, if j > 2, and Ds = −Ds,1 > 0.
Lemma 3.3. Let A ∈ S+. Then there exists unique matrix a ∈ L+ such that aa∗ = A.
Proof. Let
A =
(
B C∗
C D
)
, a =
(
b 0
c d
)
where B,b are positive real numbers, C,c are vectors and D,d are (m−1)× (m−1) matrices.
The equation aa∗ = A is equivalent to
bb = b2 = B, cb = C, dd∗ = D − cc∗ = D − CC
∗
B
.
Note that D− 1
B
CC∗ > 0, since A > 0. Now the problem is reduced to the similar problem
for (m− 1)× (m− 1) matrices. The case m = 1 is trivial.
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