Abstract. In this paper, we obtain optimal perturbation bounds of the weighted Moore-Penrose inverse under the weighted unitary invariant norm, the weighted Q-norm and the weighted F -norm, and thereby extend some recent results.
1. Introduction. Let C m×n be the set of complex m × n matrices and C m×n r be the subset consisting of all matrices in C m×n of rank r. Let A ∈ C m×n . We denote A , A 2 , A Q and A F by the unitary invariant norm, spectral norm, Q-norm and F -norm of A, respectively. The conjugate transformation and the Moore-Penrose generalized inverse of a matrix A are denoted by A * and A † , respectively.
Weighted problems, such as the weighted generalized inverse problem and the weighted least squares problem, draw more and more attention, see e.g., [2, 4, 8, 12] . A generalization of the generalized inverse is the weighted Moore-Penrose inverse of an arbitrary matrix which has many applications in numerical computation, statistics, prediction theory, control systems and analysis and curve fitting, see e.g., [1, 9, 14] . There have been many numerical methods for the computation of the weighted MoorePenrose inverse, see e.g., [6, 7, 10, 11] . It is an interesting problem to determine how the weighted Moore-Penrose inverse is transformed under perturbation. Answers to this problem will have application in numerical computation, prediction theory and curve fitting. Therefore, it is of significance to estimate the optimal perturbation bounds of the weighted Moore-Penrose inverse. The weighted unitary invariant norm 1 2 , which is denoted by · Q .
Note that F -norm and 2-norm are Q-norms. Definition 1.2. [15] For an arbitrary matrix A ∈ C m×n , there is a unique matrix X ∈ C n×m satisfying the following equalities:
• AXA = A;
• XAX = X;
• (M AX) * = M AX; • (N XA) * = N XA.
Then matrix X is called a weighted Moore-Penrose inverse of A and denoted by X = A † M N . Here M and N are the given Hermitian positive definite matrices, which are called weighted matrices. The rest of this paper is organized as follows. In Section 2, we give some lemmas, which are useful to deduce our main results. In Sections 3 and 4, we consider the additive and multiplicative perturbation of the weighted Moore-Penrose inverse. Some new bounds for additive and multiplicative perturbation under the norms · (M N ) , · Q(M N ) and · F (M N ) are presented, which extends the corresponding ones in [5] and [13] . In Section 5, we give some numerical examples to illustrate the optimality of our given bounds under the weighted Q-norm and F -norm, respectively. Finally, in Section 6 we give concluding remarks.
Preliminaries.
In this section we give some lemmas, which are useful to deduce our main results. where W 11 ∈ C r×r , W 22 ∈ C (n−r)×(n−r) , 1 ≤ r < n. Then W 12 = W 21 for any unitarily invariant norm.
3. Additive perturbation bounds. In this section, we will present optimal additive perturbation bounds of the weighted Moore-Penrose inverse under the weighted unitarily invariant norm, the weighted Q-norm and the weighted F -norm, respectively.
Proof. Let A and B have the following (M, N ) weighted singular value decompositions:
By (3.2) we have
By the MN-SVDs (3.2) of A and B we know that M are unitary matrices. Hence from (3.3) one may deduce that
It follows from (3.4) that
from which one may deduce that
By (3.7) we have
By (3.5) and (3.6) we havẽ
Notice that are unitary matrices, it follows from (3.11) and (3.12) that
which together with (3.9), (3.10) and Lemma 2.1(2) deduces (3.1).
Remark 3.2. If we take M = N = I, then Theorem 3.1 reduces to
which is the result of Theorem 3.1 in [3] .
For the Q (N M ) -norm we provide the following bound.
Proof. The bound (3.14) follows immediately from Lemma 2.2, (3.4)-(3.6) and (3.8).
Remark 3.4. If we take M = N = I, then Theorem 3.3 reduces to
which is the result of Theorem 3.2 in [3] .
2 . 
It is easy to see that
It follows from (3.8) and (3.20 
which together with Lemma 2.2, (3.4)-(3.6) and (3.16)-(3.19) yields
Therefore,
which implies (3.15) holds. Remark 3.6. If we take M = N = I, then Theorem 3.5 reduces to
which is the result of Theorem 2.1 in [5] .
Now we consider the case that rank(A) =rank(B), i.e., A, B ∈ C . Then
Proof. Let
, and
From (3.4) it is easy to see that
Since U * M U is unitary, by Lemma 2.4 we have
By (3.3) and (3.5), one may deduce that U
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This in turn implies that
respectively. Then
and thus
By an analogous argument, we have
which together with (3.8), (3.22)-(3.24) and Lemma 2.3 give the desired result.
Remark 3.8. If we take M = N = I, then Theorem 3.7 reduces to
which is the result of Theorem 3.3 in [3] .
For the weighted F -norm we have:
Proof. Since in (1.1) U * MŨ ,Ṽ N −1 V and V * N −1Ṽ are unitary, by Lemma 2.4 we have
Wei-Wei Xu, Li-Xia Cai, and Wen Li
It follows from (3.17), (3.18) and (3.27), (3.28) that
which implies (3.26) holds.
Remark 3.10. Since
the bound is sharper than the one in (3.15).
For the weighted Q-norm we have:
Proof. By (3.20) we have 
which together with (3.4)-(3.7) and (3.16)-(3.19) gives that
, which implies that the inequality (3.29) holds. Remark 3.12. If we take M = N = I, then Theorem 3.11 reduces to
which is the result of Theorem 3.4 in [3] .
It is easy to see that 
where
Proof. Let A and B have the MN-SVDs (3.2). Clearly we have
It follows from (3.3) and (4.2) that
By (4.3) we obtaiñ
from which one may deduce that 
By (3.7) and (4.4)-(4.6) we obtain 
, which is the result of Theorem 4.1 in [3] .
For the Q (N M ) -norm we obtain the following bound: 
Proof. By (3.8), (4.4)-(4.9) and Lemma 2.1 we can derive 
which implies that (4.13) holds. which is the result of Theorem 3.1 in [5] .
Remark 4.7. We note that a multiplicative perturbation can also be viewed as an additive one. The example in Remark 4.1 of [3] and Example 3 in [5] have shown that the multiplicative bounds (4.11), (4.13) are better than the additive bounds (3.29) and (3.26), respectively.
Numerical examples.
In this section, we give some simple numerical examples to illustrate the optimality of our given bounds under the weighted Q− norm and F − norm, respectively. Examples 1 and 2 in [5] show the optimality of the additive perturbation bounds in (3.15) and (3.26), respectively. The example in Remark 3.3 of [3] shows the approximate optimality of the perturbation bound in (3.14). The following examples will illustrate that the bounds in (3.29), (4.11) and (4.13) are approximately optimal. 
