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Abstract Objects that stand out from the environment tend to be of behavioral relevance and the visual 
system is tuned to preferably process these salient objects by allocating focused attention. However, 
attention is not just passively (bottom-up) driven by stimulus features, but previous experiences and task 
goals exert strong biases towards attending or actively ignoring salient objects. The core and eponymous 
assumption of the Dimension-Weighting Account (DWA) is that these top-down biases are not as flexible 
as one would like them to be; rather, they are subject to dimensional constraints. In particular, DWA 
assumes that people can often not search for objects that have a particular feature, but only for objects that 
stand out from the environment (i.e., that are salient) in a particular feature dimension. We review 
behavioral and neuroimaging evidence for such dimensional constraints in three areas: search history, 
voluntary target enhancement, and distractor handling. The first two have been the focus of research on 
DWA since its inception and the latter the subject of our more recent research. Additionally, we discuss 
various challenges to the DWA and its relation to other prominent theories on top-down influences in 
visual search. 
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1 Saliency Computations for Guiding Visual Search 
The visual environment provides a wealth of information of which only a tiny fraction is processed. A 
crucial factor determining the information uptake is focused attention. Major theories of visual attention 
assume that only one object is highlighted by focused attention at a time, thereby obtaining a competitive 
advantage in influencing perception and action. Objects standing out from their surround, such as a black 
sheep in a flock of white sheep, often receive this competitive advantage. This drawing of attention by 
‘special’ stimuli is referred to as stimulus-driven or bottom-up guidance of attention and is explained via 
the workings of saliency maps. Saliency maps are spatial representations of the visual scene coding for the 
conspicuity of each object in terms of a single saliency value at each (occupied) location. A common 
assumption is that for each feature dimension, the distance in feature-space between each object and its 
(immediate) surround (its saliency) is calculated before spatial attention is allocated and that these 
dimension-specific saliency maps are then integrated into a (pre-attentive) priority map that influences the 
allocation of attentional resources (e.g., Bundesen et al. 2011; also termed ‘activation map’, Wolfe 2007; 
‘saliency map’, Itti and Koch 2001;  Li 1999, or ‘master map’, Treisman 1988). This means that instead of 
the object’s features proper, the relation of an object’s features to the respective surrounding features 
influence attention allocations. The more an object differs from its immediate surround, the more salient 
and the easier to find it is (Duncan and Humphreys 1989; Liesefeld et al. 2016; Nothdurft 1993; Töllner et 
al. 2011). 
To illustrate the concept of saliency more firmly, take a red, vertical bar, for example. This object is 
salient due to its color only when presented among objects of a different color (e.g., among green objects; 
Fig. 1A), but not among homogeneous objects with the same or a very similar shade of red (Fig. 1C). In 
the latter case, the object can still be salient due to other features, such as its orientation, if presented 
among red objects of another orientation (e.g., tilted to the right, Fig. 1B). In this review, we will refer to 
objects that stand out in a particular dimension (mostly targets, but also salient distractors) as singletons in 
that dimension; for example, Fig. 1A features a color singleton and Fig. 1B an orientation singleton. Thus, 
it is not any feature of the object per se that is salient, but saliency is defined by the relationship to other 
features from the same dimension. Saliency signals from the various dimensions are integrated on the 
priority map. Due to this integration, the priority map does not represent any information on how a salient 
object differs featurally from its surround, but only on how much it differs: the priority map is feature-and 
dimension-less (see Fig. 2). One consequence of this is that a strong activation at the priority map can be 
induced by any singleton, independently of its specific featural relation to its environment, so that 
knowledge of target and distractor features is not required to guide attention to a singleton target (Müller 
et al. 2017).  
Fig. 1 Saliency depends on local feature contrast. The same object (red, 
vertical bar) is either salient a because of its color or b because of its 
orientation or c not salient at all. In other words, the very same red, vertical bar 
is a color singleton in a, an orientation singleton in b, and not a singleton in c 
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Fig. 2 Simplified sketch of saliency computations in 
the visual system. From the search display, saliency 
values are extracted for each feature dimension, 
reflecting how strongly each object differs from its 
surround. As there are only color (hue) and orientation 
singletons in the display, only these two maps contain 
any (differential) activation. These activations are 
weighted and integrated at the superordinate priority 
map, which in turn guides the allocation of focal 
attention. Note that the saliency maps at the 
intermediate layer do not preserve any information on 
feature values and the priority map is even blind to 
feature dimensions. In other words, for the 
intermediate saliency maps, it does not matter how an 
object differs from its surround, but only whether and 
by how much it differs in the coded dimension; the 
priority map is even more abstract in that it cares only 
about how much an object differs from its surround in 
any dimension. The influences of the various saliency maps on the priority map depend on the weight settings (wS, 
wO, wM, and wL; see text); this example assumes that all weights are set to the same positive value and that the 
bottom-up saliency of the red and the tilted object are identical, so that their priority map activations are identical as 
well. 
However, several decades of research have firmly established that spatial attention is not only reflexively 
guided by bottom-up saliency, but also by how the observer is ‘tuned’ prior to the start of the search (i.e., 
before the search display is presented in a laboratory visual-search task). This tuning proceeds either 
voluntarily, because of what the observer intends to find (search goals), or involuntarily, because of what 
the observer has done before (search history; sometimes also termed ‘selection history’; see Awh et al. 
2012, or Wolfe and Horowitz 2017, for reviews on these and other potential influences on search 
guidance). One specific idea of how this tuning might work is that incoming saliency signals are weighted 
before they are integrated on the priority map (see Fig. 1 and Box 1). In this conceptual framework, 
‘tuning’ means changing the weights to the advantage of one type of saliency signal (e.g., target 
enhancement) or at the disadvantage of another type of saliency signal (e.g., distractor suppression). 
Biased in this way, the priority map then ‘guides’ attention, ensuring that objects with a high priority are 
processed first (Wolfe 2007), which higher likelihood (Liesefeld et al. 2016; Moran et al. 2013,2017), 
and/or more efficiently (Bundesen et al. 2011; Moran et al. 2016). 
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Given that such tuning heavily influences perception via controlling attention allocations (e.g., Treisman 
2006), one of the most pressing questions is: what are the properties the visual system is tuned to in 
various situations? One intuitively obvious answer is that the system is tuned towards certain feature 
values. For example, when searching for a book and knowing that its binder is red, the observer might up-
weight the feature ‘red’ during search, thereby conferring an advantage to all red objects in the 
competition for focal attention. The aim of the present review is to summarize the extensive existing 
evidence that this view might be too simplistic: the dimension-weighting account (DWA) postulates that 
people in many different situations do not (and sometimes cannot) tune to specific features, but to 
singletons in specific dimensions. 
 
 
 
Box 1: Core Assumptions of the DWA 
The Dimension-Weighting Account (DWA) can be summarized by a few core assumptions, all of which 
have received considerable empirical support, as detailed in the text. 
Integration of saliency signals on and search guidance by the priority map. The DWA assumes that 
several saliency maps constitute a subordinate level that inputs to a superordinate (master-saliency or) 
priority map. Activations at that superordinate map, in turn, guide the allocation of focal attention. 
Accordingly, DWA is a version/specification of Guided Search (Wolfe 2007). 
Dimensional constraints on weighting. Similar to most Guided-Search-type theories, the DWA assumes 
that saliency signals are not just summed at the priority map, but that – depending on the current context – 
some signals are amplified (up-weighted) and others attenuated (down-weighted). The eponymous (and 
the core distinguishing) feature of the DWA is its emphasis on dimensional constraints of this weighting. 
Involuntary changes in weights. Whereas most theories focus on goal-driven voluntary control of 
saliency weighting, the DWA – since its inception – emphasizes involuntary mechanisms (due to search 
history) that influence these weights and that actually are often irrelevant to the task (because they do not 
improve performance) or even run counter to search goals (because a different set of weights would help 
perform the task more efficiently). Of note, both voluntary control and search history are top-down 
influences (see Gaspelin and Luck 2018c) that are assumed to work via the same mechanism (dimension 
weighting), but for different reasons (search goals vs. experience).  
Pre-attentive locus of weighting. Another strong emphasis of the DWA lies on the idea that weights are 
set before the search display comes up and influence saliency extraction from the display– either 
voluntarily or involuntarily. Much work has shown that processing a target involuntarily changes 
dimensional weight settings that then influence saliency computations on the next trial. As saliency 
processing, in turn, influences attention allocations, this also means that dimension weighting takes effect 
at a pre-attentive stage (with respect to the current trial) of stimulus processing. 
DWA started off with an intriguing observation: search responses to the exact same target item were 
slower when the target could be either an orientation, size, or color singleton, with the odd-one-out target 
item changing unpredictably across trials (across-dimension condition), compared to when it was always a 
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color singleton and the specific color changed across trials (within-dimension condition; Egeth 1977, p. 
300; Treisman 1988, pp. 207-210). In both cases, it is by design not possible to prepare for a specific 
target feature, but it is possible to prepare for a specific target dimension in the latter, easier condition 
(namely, the color dimension). A follow-up study replicated the effect and additionally showed that 
keeping the target constant at a specific feature value did not improve performance beyond keeping the 
dimension constant (see Fig. 3; Müller et al. 1995; but see Wolfe et al. 2003). Thus, it seems that 
observers can prepare for (i.e., up-weight) a specific target dimension, but not a specific target feature 
(hence Dimension-Weighting Account). 
 
Fig. 3 Empirical findings that have inspired and supported the DWA. Search is faster when the physically identical 
target (on trial n) is defined in a constant dimension within a block (a and b vs. c and d), whereas it does not matter 
whether the target is always defined by the same feature (a vs. b). With variable targets (across-dimension condition, 
c and d), search is (relatively) fast when the target dimension repeats and slow when the dimension changes across 
trials (c vs. d). a-d only illustrate local contrast; target position is unpredictable across trials. e illustrates the various 
effects on RTs which support the DWA. 
2 The impact of the preceding trial: Search-history effects on dimensional weights 
The studies reviewed above (Egeth 1977; Müller et al. 1995; Treisman 1988; Wolfe et al. 2003) showed 
that observers cannot effectively prepare for a target if they do not know in advance in which dimension 
the target will differ from its surround in the across-dimension condition (Fig. 3c-d); in other words, no 
goal-driven, voluntary control is possible when the target’s singleton dimension is not predictable. 
Interestingly, however, attention allocations in this condition are not merely bottom-up driven either: 
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examining how the target dimension on the previous trial (trial n – 1) influences performance on the 
current trial (trial n), Müller et al. (1995; see Fig. 3c-e) found that responses are faster when the dimension 
repeats (e.g., orientation [on trial n – 1]  orientation [on trial n]) compared to when it changes (color  
orientation). This effect has been taken to indicate that processing of the target (dimension) on trial n – 1 
somehow changes the dimensional weight settings and that these changes persist into trial n. Persistence 
of the weights is likely involuntary, given that the dimension on trial n – 1 did not predict the dimension 
on trial n (i.e., there was no incentive to keep these settings). This indicated a third influence beyond 
bottom-up saliency and voluntary control that was dubbed intertrial effects and constitutes a particularly 
powerful form of (immediate) search history (Allemark et al. 2018; see also Awh et al. 2012; Theeuwes 
2018; Wolfe and Horowitz 2017). Found and Müller (1996) went on to confirm the weight-shifting 
account and showed that, just like the mixing costs reviewed above (Fig. 3a,  b, and e), this effect is 
largely dimension-specific rather than feature-specific in nature: repeating the exact target feature (e.g., 
left-tilted  left-tilted) did not (typically) improve performance beyond repeating the dimension (e.g., 
right-tilted  left-tilted). Notably, this dimension-repetition effect emerges even though observers are not 
usually aware of the target dimension on a given trial (Müller et al. 2004), indicating that it reflects a 
largely implicit memory effect. 
A strong claim of the DWA is that dimensional weighting influences (via the priority map) the allocation 
of attention (Box 1). This means that – with respect to the search display on trial n – dimension-repetition 
effects must emerge at a pre-attentive stage of processing. Töllner et al. (2008; see also Gramann et al. 
2010; Töllner et al. 2010) used ERPs to directly test this claim: Observers searched for a singleton target 
object that was either a blue square or a red circle among blue circles and responded to the orientation of 
its object-internal grating (vertical vs. horizontal) while their EEG was recorded. The most important 
finding was that the N2pc component (see Box 2 and Fig. 4) emerged earlier for dimension repetitions 
than for dimension changes, indicating that dimension-repetition effects influence the very first allocation 
of covert attention (for a review of converging behavioral evidence, see Krummenacher and Müller 2012). 
 
Box 2: Obtaining neuroscientific evidence for the DWA 
Various neuroscientific techniques have helped to elucidate the nature of dimension weighting: 
EEG. The high temporal resolution of event-related potentials (ERPs) extracted from the 
electroencephalogram (EEG) allows the examination of cognitive processes that occur before an overt 
response is executed. This is of considerable importance, because the DWA assumes that the dimensional 
weights are set before the search display is presented, so that they influence processing already at a pre-
attentive stage (see Box 1). Response times are, however, measured only at the end of a trial when 
attention has already been allocated to the target. The N2pc component (posterior-contralateral negativity 
in the N2 range; sometimes referred to simply as posterior-contralateral negativity, PCN) is a validated 
marker of spatial allocation of covert attention and therefore particularly useful for examinations of 
attentional dynamics (Eimer 1996; Luck and Hillyard 1994a,b). In particular, the N2pc can be used to 
determine (a) whether attention was allocated to a particular object and (b) when in time attention was 
allocated. Similar (though not identical) information can be gained from eye tracking by measuring overt 
attention allocations (fixations; e.g., Geyer et al. 2008).  
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fMRI. The high spatial resolution of functional magnetic resonance imaging (fMRI) permits identification 
of brain areas that are selectively activated by experimental manipulations. This has led to the mapping of 
a large network of brain areas, including the fronto-parietal attention network (e.g., Corbetta and Shulman 
2002), that are active during the dimension-weighting process. The consequence of this process (up-
weighting of certain dimensions), in turn, is reflected by increased activation in dimension-specific brain 
areas.  
Lesions and TMS. Existing or induced changes of local neuronal function by lesions or transcranial 
magnetic stimulation (TMS), respectively, have been used to test the functional contribution of brain areas 
whose activation was observed with fMRI. Both disruption (by lesions) and facilitation (by TMS) of 
supported a functional contribution of various cortical regions to dimension weighting.  
 
Fig. 4 Generation of the N2pc component. a The left (red) and right (green) hemifield are initially processed by both 
eyes, but information on the left hemifield is projected mainly to right cortical regions and vice versa. Consequently, 
processing of a target (T) placed in the right hemifield is more strongly reflected in EEG activity measured at 
posterior electrodes contralateral to the target (i.e., left) than at electrodes ipsilateral to the target (i.e., right). 
Lateralized activity measured at electrode pair PO7/8 is typically used to extract the N2pc component. b Some 200 
ms after stimulus onset, activity is more negative at contralateral than ipsilateral electrodes. This can be seen by 
overlaying both traces. c Target-related activity, including the N2pc component, is extracted by subtracting 
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ipsilateral from contralateral activity. d The relative time at which the N2pc emerges in different experimental 
conditions is informative with respect to the timing of attention allocations (Töllner et al., 2011). 
To identify the neuronal substrate of dimension weighting, Pollmann et al. (2000) had participants search 
for a target either defined by color or by movement. In one condition, target identity was kept constant 
within a block (akin to Egeth 1977, Müller et al. 1995, and Treisman 1988). They observed target-
dimension-specific activations in areas involved in the processing of the respective aspects of visual 
information (see Box 2): in the color block, bilateral areas in the fusiform gyrus (concordant with previous 
reports of V4) were selectively activated, whereas in the motion block locations in the vicinity of hMT+ 
were selectively activated. Thus, V4, known to be involved in color processing (e.g., Bartels and Zeki 
2000), exhibits increased activation as long as color is up-weighted, and hMT+, known to support motion 
processing (e.g., Beauchamp et al. 1997), shows increased activation when motion is up-weighted (see 
also Pollmann et al. 2006b; see Schledde et al. 2017, for converging single-cell evidence). 
While dimensional biases would likely be implemented in posterior brain areas that are involved in 
sensory processing of the respective dimension, (top-down induced) weight changes were expected to 
activate frontal and parietal areas (e.g., Corbetta and Shulman 2002; Box 2). Indeed, dimension changes 
elicited widespread activation of the dorsal attention network (Pollmann et al. 2000). In addition to this 
network, anterior prefrontal cortex, including, most notably, the left frontopolar cortex, was activated 
following dimension changes (Pollmann et al. 2000; Weidner et al. 2002). At the time, this was quite 
unexpected, because anterior prefrontal cortex was seen as a high-level executive control structure (e.g., 
Koechlin et al. 1999), which would likely be insensitive to non-voluntary processes. However, the target-
dimension changes in a simple feature-search task that elicited frontopolar activation shared an element of 
ambiguity with other tasks that involved frontopolar cortex (Burgess et al. 2005). More specifically, while 
attentional weighting of the new target dimension was by no means required by the rules of the search 
task, it is an adaptive process – facilitating processing of the next target in the new dimension – that might 
be supported by frontopolar cortex (Pollmann 2004). 
The causal role of lateral frontopolar cortex was confirmed in a lesion study (Pollmann et al. 2007; Box 
2): During across-dimension search, patients with a lesion centered on left lateral frontopolar cortex (Fig. 
5) showed a selective increase of reaction times on dimension-change trials – but not on (within-
dimension) feature-change trials, thus indicating a functional contribution of left lateral frontopolar cortex 
to dimension weighting. This selective increase of dimension-change effects was not observed in a control 
group with frontomedial lesions. Thus, dimension-change-related frontopolar activations had not been 
epiphenomenal; rather, left lateral frontopolar cortex indeed supports dimension-weighting processes in 
across-dimension search. This early evidence for frontopolar involvement in attention weighting fits well 
with the developing concept of a critical role of anterior prefrontal cortex in resource exploration versus 
exploitation, which is based on recent findings across paradigms and across human as well as non-human 
primates (e.g., Pollmann 2016; Raja Beharelle et al. 2015). 
The causal role of right inferior parietal cortex was confirmed as well. Sorting patients according to 
whether they showed dimension-repetition effects (lesion-symptom mapping) revealed that lesions of right 
inferior parietal cortex – one of the structures with dimension-change related fMRI activation (Pollmann 
et al. 2000) – prevented dimension weighting (Utz et al. 2013). In turn, repetitive TMS over right angular 
gyrus facilitated subsequent stimulus processing selectively on same-dimension, same-response trials, thus 
indicating amplified dimension weighting (Bocca et al. 2015). 
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Fig. 5 The involvement of frontal cortex in dimension weighting. The right side shows fMRI data by Weidner et al. 
(2002). Left lateral frontopolar cortex (marked red) showed selective BOLD increase for dimension changes, but not 
for (within-dimension) feature changes during feature search. In contrast, left frontomedial cortex (yellow) showed 
the same activation pattern during conjunction search. Left side: The causal involvement of left lateral frontopolar 
cortex in dimension weighting during feature search was shown by selectively increased dimension-change effects in 
patients with left lateral frontopolar lesions (red) as compared to patients with frontomedian lesions (blue) and 
matched controls. The color scale indicates lesion density in the patient sample. The black disk indicates the center 
of the left lateral frontopolar activation and the white square the center of the frontomedial activation observed by 
Weidner et al. (2002). 
Furthermore, Pollmann et al. (2006b) found that dimension-change-related activity precedes response-
change-related activity, thus providing converging evidence for an early stage of dimension-
repetition/change effects. Taken together these findings indicate that prefrontal areas control the weight 
shifting between visual dimensions and that areas in parietal and temporal cortices implement these 
control signals by inducing dimension-specific pre-activations in visual input areas. 
That across-dimension effects (Egeth 1977; Müller et al. 1995; Treisman 1988) and dimension-repetition 
effects (Found and Müller 1996) were observed for pop-out searches actually poses an explanatory 
challenge for theories of saliency computations, such as the DWA (e.g., Fig. 2). This is because pop-out is 
the subjective phenomenon that the target stands (or pops) out of the display so that it is found 
immediately, without any need to scrutinize any of the non-target objects (like the black sheep in a flock of 
white sheep). Thus, one might assume that pop-out search is already maximally efficient, so that no 
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further speed-up is possible. Search efficiency is typically measured by varying the number of non-target 
objects in the display and determining the slope of the function relating response times to number of 
objects (search slope). It has been shown that there is a continuum of search slopes (i.e., search 
efficiencies) across different visual-search tasks (Wolfe 1998) and within the same task dependent on a 
variation of target saliency (Duncan and Humphreys 1989; Liesefeld et al. 2016; Nothdurft 1993). Some 
might consider pop-out to be one pole of this continuum. Liesefeld et al. (2016), however, showed that 
search can speed up beyond the point where the target reliably pops out. Their observers searched for a 
tilted target bar among vertical non-target bars. Saliency was manipulated by varying the tilt of the target 
in fine steps from 1.5° to 45°; the resulting search slopes ranged from 70 ms/object (very inefficient) to 0 
ms/object (very efficient). Furthermore, and of critical importance for the present point, absolute response 
times decreased even in the range of very efficient searches (flat search slopes, i.e., ~0 ms/object) with a 
further increase in saliency. These decreases ranged from 615 ms to 440 ms (6° and 45° targets, 
respectively), showing that there is indeed quite some leeway (~175 ms) for further speed-up even in the 
efficient (pop-out) range. 
Töllner et al. (2011) showed that (some of) this leeway emerges at a pre-attentive stage (see Box 1): They 
manipulated target saliency while making sure (via pilot studies) that all targets were still within the pop-
out range. Measured N2pc latency indeed decreased with increasing saliency, indicating that attention 
allocations were speeded. Notwithstanding the general speed-up with increases in saliency, the Liesefeld 
et al. (2016) data also showed that the effect of saliency is not linear, but approaches an asymptote with 
higher saliencies, indicating that the probability of finding any effect on search times decreases with the 
bottom-up saliency of the target object: the more salient a target is, the less leeway there is for further 
speed-ups. Indeed, Zehetleitner et al. (2011) observed smaller dimension-repetition effects for very salient 
objects compared to medium-salient objects (all within the pop-out range), for which an additional 
increase in priority due to favorable dimensional weight settings would yield only marginal extra benefits. 
A general take-home message from the Zehetleitner-et-al. and the Liesefeld-et-al. studies is that the 
absence (or non-significance) of effects on search times might sometimes simply reflect that target priority 
is already maximal (at ceiling) in the less efficient condition (e.g., dimension-change condition), a 
situation that should be avoided if sensitive statistical tests are desired. However, the Liesefeld et al. study 
also shows that this ceiling is not yet reached when search slopes level off (when the target pops out), thus 
supporting the interpretation that dimension repetitions do speed up search proper even in this very 
efficient search range. 
Dimension-repetition effects do not only occur for selected dimensions, but are observed for almost all 
dimensions that have so far unambiguously been shown to guide search (Wolfe and Horowitz 2004, 
2017). In Guided Search (Wolfe 2007), attributes are considered ‘basic’ or ‘guiding’ when targets defined 
by that attribute are found efficiently (pop out; see above). According to Wolfe and Horowitz (2017; see 
their Box 1), ‘undoubted’ guiding attributes are: color, motion, orientation, and size. Indeed, dimension-
repetition effects were observed for color (e.g., Found and Müller 1996; Müller et al. 2003; 
Krummenacher et al. 2009; Töllner et al. 2008; Pollmann et al. 2000; Weidner and Müller 2013; Weidner 
et al. 2002; Zehetleitner et al. 2011), motion (e.g., Pollmann et al. 2000; Weidner and Müller 2013; 
Weidner et al. 2002), and orientation (e.g., Found and Müller 1996; Müller et al. 2003; Krummenacher et 
al. 2009; Zehetleitner et al. 2011). Furthermore, dimension-repetition effects were shown for ‘probable’ 
(according to Wolfe and Horowitz 2017) guiding attributes such as shape (Töllner et al. 2008) and 
luminance polarity (Zehetleitner et al. 2011). This renders the DWA a general account of visual search, 
not limited to a single dimension (see also Section 5). 
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Notwithstanding the strong focus on pop-out search, dimension-repetition effects are assumed to influence 
saliency computations in general (Box 1). Therefore, they should also occur for inefficient searches. 
Indeed, Weidner and Müller (2013) observed dimension-repetition effects in a conjunction-search task. In 
this type of task, the target is defined by a conjunction of two features (e.g., a red, vertical bar among 
green, vertical and red, horizontal bars) and search is inefficient even if the individual features are very 
salient (e.g., Wolfe 1998; Wolfe et al. 2010). Weidner and Müller’s participants searched for a target that 
was (unpredictably across trials) defined by either size (large vs. small) and motion direction (diagonal vs. 
horizontal oscillatory motion) or by size (large vs. small) and color (red/blue vs. green). That is, one of the 
two target-defining dimensions stayed constant across trials (size; primary dimension) whereas the other 
dimension varied (motion direction vs. color; secondary dimension). Replicating findings from efficient 
feature-search tasks, responses were speeded when the secondary dimension repeated (e.g., size and color 
 size and color) relative to when it changed (e.g., size and motion direction  size and color). 
The neuronal sources of dimension weighting might be somewhat different for conjunction compared to 
feature search (Fig. 5). In contrast to the Pollmann et al. (2000) study reviewed above, Weidner et al. 
(2002) employed a conjunction-search task comparable to that of Weidner and Müller (2013) and found 
dimension-change-related activation in pregenual frontomedian cortex (instead of left lateral frontopolar 
cortex found by Pollmann 2000 during feature search). In a further experiment, Weidner et al. replicated 
this dissociation between conjunction and feature search within the same participants. In more posterior 
brain areas, in contrast, dimension-repetition/change-related activation was comparable across studies, 
matching the known structural specialization of the visual system (see Box 2). 
Two or more dimensions can be up-weighted concurrently, but at a cost for each individual dimension. In 
the Weidner and Müller (2013) study just reviewed, orientation (arguably) had to be up-weighted 
throughout and still dimension-repetition effects emerged for the ‘secondary’ dimension (size vs. motion 
direction). Krummenacher et al. (2001, 2002a,b) examined situations in which the target was a feature 
singleton on each trial (feature search), but differed either in one or in two features from its surround 
(because each feature on its own already sufficiently defines the target [in contrast to the Weidner and 
Müller 2013, conjunction task], this is referred to as redundant-signals paradigm). Most important for the 
present review, Krummenacher et al. found that up-weighting one dimension comes at a cost for other 
dimensions: when a single-feature trial was preceded by a redundant-feature trial (e.g., orientation and 
color  color), responses were slower compared to when the single-feature trial was preceded by a single-
feature trial from the same dimension (e.g., color  color). Responses on a single-feature trial were, 
however, faster when preceded by a redundant-feature trial (e.g., orientation and color  color) compared 
to when preceded by a single-feature trial from the other dimension (e.g., orientation  color). This 
indicates that processing a redundantly defined target on trial n – 1 increases the weights for both feature 
dimensions, but not as much as a single-feature trial increases the weight for its particular dimension. This 
pattern of results can be explained by either of two ideas: (a) a limit to the total attentional weight that is 
shared between dimensions if multiple dimensions are relevant for the search, or (b) it is not the absolute 
weight assigned to a given dimension that determines target priority, but the relative weight with respect 
to all other feature dimensions (a form of divisive normalization; e.g., Carandini and Heeger 2012). 
Differentiating these two ideas is an interesting avenue for future research. 
The strength of behavioral dimension-repetition effects is somewhat modulated by the type of task. When 
the task is not only to detect whether a target is present, but to classify the target according to some (other) 
property not critical for basic detection (e.g., find a tilted bar among vertical distractors and decide 
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whether that bar has a gap on its top or bottom; see Fig. 2), or to localize the target (e.g., left vs. right side 
of the display), dimension-repetition effects manifest in behavioral, response-time measures are reduced 
or abolished (Chan and Hayward 2009; Müller and Krummenacher 2006; Kumada 2001; Krummenacher 
et al., 2009; Krummenacher et al., 2002b; Pollmann et al. 2000, 2006b; Theeuwes et al. 2006; Zehetleitner 
et al. 2011).  
To determine the temporal locus of the dimension-repetition effect in the classification task, Töllner et al. 
(2008) directly measured attention allocations via the N2pc (see Box 2). As predicted by the DWA, 
allocation of attention was speeded for dimension repetitions compared with dimension changes. Also 
dimension-repetition/change-related fMRI activation in dimension-specific cortical areas comparable to 
that found in a detection task (Pollmann et al. 2000; see Box 2) was observed in a classification task as 
well (Pollmann et al. 2006a). This indicates that dimension-repetition effects emerge at a pre-attentive 
stage, independently of the search task. 
Töllner et al. (2012a) went on to show that the timing of the N2pc is unaffected by the task demands, 
whether the task requires simple target detection or localization or classification. However, task demands 
influence a later, post-selective stage at which response-relevant information is extracted from the 
attended stimulus to decide on the appropriate motor action (stimulus-response, S-R, mapping). Töllner et 
al. (2008) provided electrophysiological evidence (based on comparing the timing of the N2pc with the 
stimulus-locked lateralized response potential) that this stage is subject to implicit ‘linked-expectancy’ 
effects: repetition of the target-defining dimension biases S-R mappings towards the same response issued 
on the previous trial (whereas a target-dimension change may induce a bias towards a different response). 
Accordingly, response selection is fast when both the target-defining dimension and the response-critical 
target property repeat; but response selection is slow when one property repeats and the other changes 
(partial-repetition costs), because this requires the overcoming of a dimension-induced S-R expectancy. 
Such partial-repetition costs (Hommel 1998; Hommel et al. 2001) seem to cancel out dimension-repetition 
effects on response-change trials, thus yielding an underestimation of the ‘true’ dimension-repetition (vs. -
change) effect in averaged classification-search data (Müller and Krummenacher 2006; Pollman et al., 
2006a). 
A complementary approach to measuring response times is to present search displays only briefly 
followed by a mask and then measure accuracies. The mask serves to erase iconic memory of the display 
and thereby effectively abort search at an experimentally controlled point in time. The minimum time 
between search display and mask onset that is needed to achieve a certain accuracy level is a measure of 
the time taken for visual search proper, excluding processes occurring at the response-selection stage, so 
that any effects can be less ambiguously attributed to a perceptual stage of processing (see previous 
paragraph and Box 1). Using this approach, Zehetleitner et al. (2011, Exp. 1) presented search displays for 
about 65 ms, immediately followed by a mask, and participants had to indicate whether a target bar 
(luminance or orientation singleton) was presented on the right or the left of the display. Replicating RT 
results, localization accuracy was indeed higher on dimension-repetition than on dimension-change trials, 
thus providing additional evidence for a perceptual stage of dimension-repetition effects. 
A similar, yet in a crucial aspect distinct, intertrial effect was discovered at about the same time as 
dimension-repetition effects and was termed ‘priming of pop-out’ (PoP; Lamy et al. 2011; Maljkovic and 
Nakayama 1994): Similar to most of the experiments reviewed above, the target in a typical PoP task is 
defined as the only object of a particular feature (a color singleton in most experiments). Crucially, 
however, only very few other (non-target) objects are typically present and target and non-target features 
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swap randomly across trials. In contrast to the studies reviewed above (where the non-targets were kept 
constant and numerous), there was a huge effect of whether the target (and therefore also non-target) 
feature was (a) predictable (constant across all trials; see also Bravo and Nakayama 1992) and (b) 
repeated or swapped relative to the previous trial, even though the target dimension was fixed. That is, in 
contrast to the dimension-specific effects reviewed above, PoP is a feature-specific effect. The different 
outcomes of the two designs were explained by Rangelov et al. (2013; see also Krummenacher et al. 2010; 
Rangelov et al. 2011a,b; Zehetleitner et al. 2012): The feature-specific PoP vanished when more non-
targets were presented. They argued (and later showed more directly; see Rangelov et al. 2017) that with a 
(for PoP studies typical) set size of 3 objects (1 target and 2 non-targets), targets often do actually not pop 
out, that is, often distractors are attended before the target (see also Becker 2008). One interpretation of 
these findings is that the target is not particularly salient in sparse displays (it lacks local contrast; see 
Liesefeld et al. 2016; Nothdurft 1993). If the target is not sufficiently salient to reliably draw attention on 
every trial, more elaborate processing might become necessary before a response is issued. This would be 
needed to ensure that the attended object is indeed the target, so as to avoid erroneous responses to a non-
target, and (logically) this may require a process of feature comparison of some attended object against the 
other items. PoP might emerge because repeatedly processing the same target feature speeds up this 
validation process. On this interpretation, ‘priming of pop-out’ (in contrast to dimension-repetition effects) 
is not, or only to a limited degree, driven by saliency-computation mechanisms and would be better 
described as priming of (post-selective) target-feature validation (see Huang et al. 2004). 
3 Partial control over dimensional weights: Interactions of search history and 
voluntary control 
In the preceding section, we summarized evidence that dimensional weights do shift without the 
observer’s explicit intention in situations where changing the weight settings confers no particular 
advantage. We will now review how far dimensional weighting can occur when the observer knows that 
changing the weights is advantageous for an upcoming search, so that weight changes are intended by the 
observer or at least in line with search goals. In other words, we will address voluntary control over 
dimensional weights based on task goals. 
Also starting from the inception of DWA, it was clear that dimensional weights are, indeed, subject to 
voluntary control: Müller et al. (1995, Exp. 3) found that when observers knew that one target dimension 
appeared more likely in an across-dimension search task, performance for these targets improved 
dramatically. The flexibility of this voluntary preparation was later examined directly by, on each trial, 
informing participants about the upcoming target in an across-dimension search task (Müller et al. 2003; 
see also Wolfe et al. 2003; Zehetleitner et al. 2011): The target could be either one of two orientation 
singletons (20° tilted to the left or right) or one of two color singletons (red or blue), and a symbolic 
(written) cue was given before onset of the search display that informed participants about the singleton 
dimension of the upcoming target with 80% validity. For example, when observers saw the word “color”, 
the upcoming target was a color singleton in 80% of cases and an orientation singleton in 20%. Compared 
to a neutral baseline (the cue word “neutral” was shown), responses were speeded for valid and slowed for 
invalid trials, indicating that participants were able to voluntarily prepare for the upcoming target. In a 
second experiment, the specific target feature was cued with a 79% validity using the words “red”, “blue”, 
“left”, and “right”. As predicted by the DWA, cueing a specific feature also expedited responses to 
another feature from the same dimension on invalid trials (e.g., blue targets were detected faster after the 
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cue “red”), even though it was equally likely to appear as any feature from the respective other dimension 
(each 7%).  
Just like dimension-repetition effects, the strength of the cueing advantage depends on the type of task. 
Cueing effects are sometimes abolished when the task is not just to detect whether a target is present, but 
to classify one of its features (classification task) or to localize it. This response-dependence of the effect 
might indicate that cueing effects occur at a post-selective, response-related stage (Mortier et al. 2010; 
Theeuwes et al. 2006). However, in line with a pre-attentive origin (Box 1), cueing effects were re-
established by increasing task difficulty (Zehetleitner et al. 2011) and by increasing the incentive to use 
the cue (Müller and Krummenacher 2006). Again, ERPs provided a crucial piece of evidence in this 
debate by demonstrating that the cueing advantage due to dimensional weighting has a pre-attentive 
origin, even in a classification task (Töllner et al. 2010). Similar to Müller et al. (2003), Töllner et al. 
(2010) presented a cue word (color, shape, or neutral), followed by a short inter-stimulus interval and a 
search display featuring either a color- or an orientation-singleton target. This time, the task was to 
identify the orientation of the target (horizontal or vertical grating), instead of simply detecting the 
presence of a target (as in Müller et al. 2003). Besides replicating the Müller-et-al. (2003) cueing effect on 
RTs with this classification task (cf. Theeuwes et al. 2006; see also Müller and Krummenacher 2006), they 
also showed that valid cues speeded attention allocations as indicated by expedited (and increased) N2pcs 
relative to trials with invalid cues and, thus, confirmed a pre-attentive origin of the cueing effect. 
These findings clearly show that dimensional weight settings are susceptible to voluntary control. If there 
are two influences on these weight settings, voluntary control and search history, one might wonder which 
of the two is more potent when pitted against each other. To examine this question, Müller et al. (2003; 
see also Zehetleitner et al. 2011) compared the dimension-repetition effects on trials with neutral and with 
informative cues. As expected, strong dimension-repetition effects occurred when cues were 
uninformative (neutral) and could therefore not influence the weight settings. These effects were reduced, 
but not completely abolished when cues were informative, both when the informative cue was valid- and 
when it was invalid, indicating that search-history effects persist, even if observers try to voluntarily 
control their weight settings. In fact, dimension-repetition effects remained even when the cue was 100% 
valid, thus removing any incentive to up-weight the preceding target dimension instead of the cued 
dimension. 
Weidner et al. (2009) examined the neuronal correlates of voluntary weight shifts in a paradigm similar to 
Müller et al. (2003) and added a manipulation of target saliency. Decreases in saliency (and therefore in 
search efficiency) yielded activity increases in the fronto-parietal attention network and the right anterior 
middle frontal gyrus and activity decreases in the medial anterior prefrontral cortex. Having prepared for 
the wrong target dimension (because of an invalid cue) caused activity increases in the left lateral 
frontopolar cortex, the left supramarginal gyrus and the cerebellum as well as bilaterally in the posterior 
orbital gyrus, the inferior frontal gyrus, and the pre-SMA and decreases (with respect to validly cued 
trials) in the superior frontal gyrus, anterior to the junction with the precentral gyrus (frontal eye fields, 
FEF). These areas might be involved in re-organizing the weight settings when the current settings are 
invalid. Furthermore, an interaction between saliency and cue validity was observed in the left temporo-
parietal junction, rendering this a probable site for integration of saliency signals and dimensional weight 
settings as would be expected to occur at the priority map (see also Serences et al. 2005). 
X Dimension-Weighting Account 15 
 
4 Handling distraction by setting dimensional weights 
The top-down setting of dimensional weights also allows successful handling of salient-but-irrelevant 
distractors. In his classical studies, Theeuwes (1991, 1992) showed that search for a singleton pop-out 
target is hampered by the presence of a salient distractor that is a singleton in a different dimension (e.g., a 
color distractor during search for a shape target; see Fig. 6a). This was interpreted as evidence for 
attentional capture: attention is involuntarily allocated first towards the salient distractor, before it can be 
re-allocated to the target. The first misallocation (capture) of attention causes a delay of target processing 
and therefore produces response-time costs. However, more recent evidence suggests that such a distractor 
does not typically capture attention, but is suppressed (at least when target and distractor are constant 
across trials, so that observers can prepare effectively; Burra and Kerzel 2013; Hickey, McDonald, & 
Theeuwes, 2006; Kerzel and Barras 2016; Kiss, Grubert, Petersen, & Eimer, 2012; McDonald et al., 
2013). Jannati et al. (2013), for example, showed that a color distractor during search for a shape target (as 
displayed in Fig. 5a) does not elicit an N2pc, but a PD indicating suppression of the distractor instead of 
attentional capture (Hickey et al. 2009; Sawaki et al,. 2012; Toffanin et al. 2011). 
 
Fig. 6 Search-displays used to examine attentional capture. a An example of a typical additional-singleton task (as 
used by Jannati et al. 2013). Observers had to determine the orientation of the line within the circle (vertical vs. 
horizontal). b The additional-singleton task used by Liesefeld et al. (2017). Observers had to determine the position 
of the notch in the bar tilted 12° to the left (top vs. bottom). Non-targets (green diamonds and vertical bars, 
respectively) and singleton-distractor (red diamond and bar tilted 45° to the right, respectively) were completely 
irrelevant in both tasks 
That the distractor in Jannati et al. (2013, and many similar studies) does not have a strong potential to 
capture attention follows from the DWA: In preparation for a search, observers either up-weight the target 
dimension (shape) so that the target is the object achieving the highest value on the priority map, and/or 
they down-weight the distractor dimension (color) so that the distractor does not stand out on the priority 
map. The observed evidence for suppression (Jannati et al. 2013; Gaspar and McDonald 2014; Gaspelin 
and Luck 2018a,b) might indicate that this weighting is not perfect and the distractor produces some 
residual activation on the priority map that must be suppressed to pave the way for an attention allocation 
to the target (i.e., implementing a winner-takes-all mechanism; Desimone and Duncan 1995). 
Assigning a low priority to a salient-but-irrelevant distractor would be impossible or counter-productive if 
distractor and target are coupled to the same weight. According to the DWA, this is the case when both 
singletons are defined in the same dimension. Any attempt to down-weight the distractor (dimension) 
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would also down-weight the target (dimension) and would therefore obstruct search. As a consequence, 
such a same-dimension distractor should reliably capture attention. Liesefeld et al. (2017) directly tested 
this prediction with a 45° distractor and a 12° target, tilted into opposite directions (see Fig. 6b). The 
notion of attentional capture implies that (a) attention is first allocated to the distractor and only afterwards 
to the target, and (b) that attention allocation towards the target is delayed with respect to a search display 
without a distractor (where attention is allocated directly to the target). Indeed, Liesefeld et al. observed an 
N2pc to the distractor that preceded an N2pc to the target, and the target N2pc on distractor-present trials 
was delayed with respect to the target N2pc on distractor-absent trials. Furthermore, distractor presence 
delayed responses by more than 200 ms! Thus, when the target is constant across trials, a different-
dimension distractor is unlikely to capture attention, but a same-dimension distractor reliably does (see 
also Schubö and Müller 2009; Töllner et al. 2012b; for behavioral evidence, see Liesefeld et al. under 
review; Sauter et al. 2018, in revision; for a focused review on dimension weighting as a mechanism for 
distractor handling, see Liesefeld and Müller, under review). 
5 Is color special?  
Even the first studies on DWA already observed an apparent idiosyncrasy for one particular feature 
dimension: color. As for other dimensions, responses were speeded for a color target preceded by a color 
target compared to a color target preceded by, say, an orientation target. In contrast to other dimensions 
such as orientation, however, it mattered whether the exact same color was repeated: There was a further 
speed-up when a red target was preceded by a red target relative to when a red target was preceded by a 
blue target (Found and Müller 1996). This peculiarity of color was also observed for cueing studies: 
Whereas cueing the exact feature did not matter for orientation, cueing a specific color speeded up 
responses when the cue matched the subsequent target (Müller et al. 2003). Furthermore, in contrast to 
orientation distractors during search for orientation targets (Liesefeld et al. 2017), salient color distractors 
do not (reliably) capture attention during search for color targets (Gaspar and McDonald 2014; Gaspar et 
al. 2016; but see Weichselbaum and Ansorge 2018). 
Much of the confusion probably arises from treating ‘color’ as one dimension whereas it is in fact a multi-
dimensional property. Already at early stages of color processing, retinal ganglion cells (as transmitted to 
the early visual cortical areas via the thalamic lateral geniculate nucleus) represent color in a three-
dimensional space (De Valois et al. 1966; Derrington et al. 1984). A similar dimensional structure is 
implemented in the psychologically meaningful CIE Lab color space, where color is defined along the 
dimensions luminance (L), red-green (a) and blue-yellow (b). It is thus far unknown how this multi-
dimensional space is structured for saliency computations; and this is further complicated by the 
possibility that it has more than three dimensions (see D’Zmura 1991; Lindsey et al. 2010; but see 
Martinovic et al. 2018). But let us, for sake of the argument, speculate using the three dimensions of Lab 
space: even if, in most experiments, one dimension is kept constant (by using equiluminant stimuli), the 
employed colors still typically vary on (at least) two dimensions. Gaspar and McDonald (2014) for 
example had observers search for a yellow target among green distractors and found that a red distractor 
does not capture attention. It is quite evident that in our hypothetical example search for a yellow target 
would be supported by up-weighting yellow-blue (b) and a red distractor is best ignored by down-
weighting red-green (a). Thus, red distractors can be sufficiently down-weighted to avoid attentional 
capture during search for yellow targets among green non-targets (Gaspar and McDonald 2014; for a 
related, though somewhat different, explanation, see the literature on linear separabilty; Bauer et al. 
1996a,b; Daoutis et al. 2006; Kong et al. 2016). 
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Notwithstanding the above, the various dimensions of color space are certainly not treated fully 
independently. Separate but non-independent dimensions are typically referred to as ‘integral’ (Algom and 
Fitousi 2016; Garner 1974). The empirical criterion for integrality is that during classification according to 
one dimension, irrelevant variability in the other dimension cannot be (fully) ignored (thus hampering 
classification). It appears likely that dimension weighting typically spills over to integral dimensions, but 
can be restricted to single dimensions if necessary. This would explain both dimension-repetition and 
feature-repetition effects (Found and Müller 1996) as well as dimension-cueing and feature-cueing 
(Müller et al. 2003) effects observed for color.   
6 The scope of the DWA and its relation to other ideas 
The DWA makes the positive claim that the transfer from the dimension-specific saliency maps to the 
priority map can be biased by dimensional weighting. However, it does not make the negative claim that 
there are no other nodes in the priority-calculation system that are (under certain conditions) influenced by 
search history and/or voluntary control, including the possibility of feature weighting. Weighting 
mechanisms specific to a certain feature, to a certain dimension or even to a certain modality (visual vs. 
auditory vs. haptic; e.g., Töllner et al. 2009) as well as spatial mechanisms might work in concert, because 
each mechanism in isolation is less effective and/or less efficient (i.e., would cost more cognitive 
resources) and because a combination of mechanisms increases the adaptability of the visual system. 
Contingent capture (Folk and Remington 1998; Folk et al. 1992) in a DWA interpretation means that not 
only distractors with target features capture attention, but also distractors that are singletons in the same 
dimension as the target.  Regarding the discussion on search modes (singleton detection vs. feature search; 
Bacon and Egeth 1994; Leber and Egeth, 2006), we would contend that observers can (also) take on a 
dimension-search mode. There is, indeed, evidence of contingent capture in a general color-search mode 
(Folk and Anderson 2010; Folk and Remington 1998; Harris et al. 2015). Relational coding (Becker 2010; 
Becker et al. 2010) assumes that observers search for a singleton that differs from its surround in a 
particular direction (e.g., redder or larger) instead of searching for any singleton in a given dimension 
(e.g., red-green singleton or size singleton, without a negative or positive sign). It appears plausible that 
relational coding is possible for some dimensions, while other dimensions are restricted to general 
dimension weighting (such as orientation; Liesefeld et al. 2017).  
Given these numerous interrelations, future research should identify situations in which one and/or the 
other mechanism takes effect and how the various mechanisms are related, instead of treating these 
accounts as competitors. Any attempt to disentangle dimension-based and feature-based mechanisms 
should rather focus on dimensions that are easily characterized such as orientation and luminance and 
avoid dimensions that are less so, such as color or shape. Notwithstanding the general compatibility of 
these approaches, such a research agenda might turn out to unify some (or all) of these ideas. 
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