The perception of the hypothesized greenhouse e ect will di er dramatically depending upon location. This is mainly due to two causes, the warming signal should depend upon the position on the Earth and the natural variability has a strong position dependence. To demonstrate these phenomena we conducted simulations of the surface temperature eld with a simple stochastic climate model which has enough geographical resolution to see the geographic dependence referred to. The model was tuned to reproduce the geographical distribution of the present climate, including its natural variability in both the variance and space-time correlation structure. While such e ects have been discussed elsewhere with even more realistic climate models, it is instructive to actually see simulations of time series laid side-by-side for easy comparison of their di erences and similarities. Because of the model's simplicity, the causes of the variations are easy to analyze. Not surprisingly, some realizations of the temperature for some local areas show counter trends for a period of several decades in the presence of the greenhouse warming. 
Introduction
Many modeling studies have illustrated how climate may change under changes in the concentration of radiatively active gases in the atmosphere. For example, in the 1980s, a series of experiments were performed with atmospheric general circulation models (AGCMs) in which the amount of CO 2 was doubled over the present value (Leggett et al. 1992) . Values of the globally averaged temperature for the CO 2 doubled case showed increases from 1:5 to 4:5 C depending upon the model. Much of the variance across the models apparently depends upon the formulation of clouds and sea ice in the individual models. These models included a seasonal cycle typically with a mixed layer ocean. Such model formulations are incapable of showing the gradual increases of temperature under realistic scenarios of greenhouse gas increases because of the thin ocean layer. Under gradual forcing, we can expect deeper layers of the ocean to respond involving modes with characteristic time scales of hundreds of years. More recently, there has been a series of experiments with coupled ocean-atmosphere models in which very simple scenarios of greenhouse warming are examined. In this way the low frequency response of the system can be included in the adjustment process and the consequences studied (e.g., Manabe et al. 1991 Manabe et al. , 1993 Manabe et al. , 1994 Cubasch et al. 1992) . Though state of the art, these studies are controversial and much remains to be done in the eld of transient climate simulations. Alongside these comprehensive computational projects are some simple model studies which can be helpful in developing intuition.
The manifestation and perception of a forced climate change such as the hypothesized greenhouse warming will vary signi cantly from place to place. Simple linear thinking would allocate the variation to a di erent geographical signature to the forcing and to the geographical variation of natural variability. Our goal here is to cast this linear notion into as simple a model framework as possible and to examine some realizations of the resulting simulations. We take the greenhouse e ect to be modeled by a simple energy balance model whose outgoing long wave radiation is modi ed by a continuous increase in radiatively active gases over the last 100 years and into the next 100 years. The model is simple, but is able to mimic many aspects of far more realistic models and it ts all the data we have available. It includes geographical distribution of land and sea and a deep upwelling-di usion ocean. Since our climate model is a linear system with additive space-time white noise forcing, the forced part of the climate change is strictly additive to the natural variability part by the principle of superposition. This means the two aspects of the problem can be solved for separately, making for a considerable simpli cation in the computation and in the interpretation.
While we are quite aware that the real system is nonlinear, it appears that for many purposes this kind of simple linear stochastic formulation for the surface temperature eld is adequate. For example, the model is capable of simulating the seasonal cycle of the surface temperature eld (e.g., North et al. 1983) , the spatial distribution of variance and space-time correlation structure at time scales from annual to decadal (Kim and North 1991) . More recently we have experimented with the addition of a deep upwelling di usive ocean to the model (Wigley and Raper 1990; Ho ert et al. 1980; Morantine and Watts 1990; ). This allows a coupling of deep ocean modes with long time scales into the response of the system. While the precise nature of these low frequency responses in our model may be unrealistic, the low frequency spectrum is qualitatively very similar to the natural variability exhibited by coupled atmosphere-ocean GCMs (e.g., Manabe and Stou er 1994) .
In this pedagogic and heuristic study we present a series of 9 realizations resulting from a number of simulations of the surface temperature eld. The realizations are evaluated at selected sites so as to give a feeling for what might be expected in a typical record taken from one of these sites in the past 100 years or in the future 100 years in the so-called IS92a scenario of greenhouse gas emissions in the IPCC (Intergovernmental Panel for Climatic Change) report (Leggett et al. 1992 ).
Methods
Extensive comparisons of the energy balance models (EBMs) used here have been made with data and/or GCMs over the years (Hyde et al. 1989 (Hyde et al. , 1990 Crowley et al. 1991; Kim and North 1991; North et al. 1992; Crowley et al. 1993 ). These comparisons show that EBMs in this family have sensitivities similar to those of AGCMs for many di erent types of forcing such as solar constant changes, orbital element changes, etc. The particular energy balance model we used here contains an upwelling di usion ocean component representing the deep ocean .
For the purpose of tuning the model, we rst simulated the transient global response of the coupled EBM for the IPCC IS92a scenario (Leggett et al. 1992) . The observed temperature record is compared with the modeled transient global response in Figure 1 . The observed global surface temperature records are the United Kingdom dataset archived at National Center for Atmospheric Research. The surface temperatures over land in this dataset are from Jones et al. (1986a, b) and those over the ocean are from the Comprehensive Ocean-Atmosphere Data Set (Woodru et al. 1987) . The choice of model parameters (see ) was such that the global temperature rise between 1980 and 1880 is about 0:5 C. The model's equilibrium to equilibrium response (2 C for CO 2 doubling) is in the range of the sensitivity of GCMs (1:5{4:5 C) given by the IPCC report (Mitchell et al. 1990; Gates et al. 1992) . Our low sensitivity to CO 2 change re ects the fact that our model essentially has no cloud feedback. This decreased sensitivity and our omission of increases in the atmospheric aerosol over the last century (see Wigley 1989 Wigley , 1991 may be important cancellations in our simulation of 0:5 C global warming over the last century. This is a source of ambiguity of the present study. Figure 2 indicates ensemble average temperature trends for a point land and a point ocean site compared with the global one. There is only a small local di erence in the magnitude of warming (see Figure 8 of . We caution the reader, however, that the contrast between the land and ocean simulated by this EBM is much smaller than that of coupled GCMs (e.g., Manabe et al. 1991; Cubasch et al. 1992 ). This di erence may be mainly due to a schematic deep ocean and a strong di usive transport in the EBM.
Under the assumption that the noise uctuations are independent of the underlying basic states of the climate, one can add noise uctuations to the greenhouse warming signal to mimic the true greenhouse warming signal embedded in the noise uctuations of the Earth's climate. As shown in Figure 4 of , the noise model we used produces a spectral density function similar to that of the observed global temperature uctuations (United Kingdom dataset). The model seems to reproduce a reasonable (for this study) spectrum of the global response. The strength of the noise forcing is determined from the global map of the variance within the 2 month to 10 year frequency band. We adjusted the strength of the noise forcing such that the modeled variance matches the observed variance within the 2 month to 10 year band over the central Asia. Note that the variance over the center of a large continent is much larger than that over the ocean. Since the noise forcing is white in space and time, only one parameter, its strength, is needed to characterize it.
Results and Discussion
Based on the transient responses and the spectra of the surface temperature uctuations we generated 9 realizations of the local and global greenhouse warming responses. Each realization was 10,000-year long to include long-term uctuations. Figure 3 shows the spectral density of the typical temperatures in mid-land and mid-ocean point sites in comparison with the global average temperature. The ocean temperature spectrum is atter than that of the global temperature whereas the land temperature spectrum is essentially white out to the Nyquist frequency of 0.5 yr ?1 . This is consistent with the shorter correlation time scale over the land than over the ocean. The slope of the power spectrum has an important implication for the detection of the signal. A larger (negative) slope of the spectrum indicates the importance of the long-term components of natural variability. The detectability of the centennial-scale global warming, then, may crucially depend upon the power at the centennial time scale. Hence, it is important to establish the geographical distribution of this variability for such detection studies. Figure 4 shows 9 individual realizations of the global average temperature in comparison with the observed global average temperature (lowest right panel). The standard deviation indicated in the upper left is for the annual averages. The simulated record does not seem to di er seriously from the observed record in the amplitude or in the spectral content of the underlying noise uctuations. The linear trend calculated by least square t ranges from 0.373 to 0:783 C per century for the rst 100-year record of the modeled realizations whereas that for the observed record is 0:506 C per century. The range of the linear slope for this period is rather robust and does not change very much across di erent realizations. The range of the linear trend is slightly larger than but is consistent with those calculated by Stou er et al. (1994) and Wigley and Raper (1990) . Figure 5 shows the same for a site in middle Asia and Fig. 6 for a site in the low latitude mid Paci c (no El Niño in the model). Figure 7 is a plot of simulated and observed temperature records at a site in Texas, a quasi-maritime location. As shown in the gure, the quality of the simulated temperature records seems to be fair compared with the observed record. As shown in the lowest right hand panel of the plot, the Texas annual mean temperature has actually decreased over the last few decades. This has sometimes been cited as evidence of the absence of greenhouse warming. It is clearly demonstrated, however, in the gure (particularly the third plot on the left) that such a temperature decrease can occur for a spell of several decades even in the presence of greenhouse warming as a result of natural uctuations.
Summary and Concluding Remarks
In this study, we've generated 9 realizations of the global average and selected local greenhouse responses in an attempt to understand the perception of the greenhouse e ects buried in natural uctuations of the Earth's surface temperature. We've simulated the temperature trends in response to a greenhouse forcing, and natural uctuations using an EBM. We've tuned both the transient and the noise components of the EBM so that they have reasonable sensitivity in comparison with GCMs and the observations, respectively. A critical assumption has been made that the transient response and the noise response are independent of each other and are henceforth additive.
The perception of the greenhouse warming in the global average temperature is rather di erent from that in temperatures records at local point sites. Local temperature records themselves show a somewhat di erent perception of the global warming signature. This is mainly due to the strong dependency of natural uctuations on the position of the Earth. This position dependency further consists of the di erential magnitude and the spatial and temporal structures of natural uctuations.
Because of the smallest variance, the most conspicuous warming trend may be observed in the global average temperature records (e.g., Wigley and Jones 1981) . The smaller variance is due to global averaging. Because the spatial correlation scale of the surface air temperature eld is much smaller ( 1500 km, Hansen and Lebede 1987) than the radius of the Earth, global averaging will cancel random noises at di erent stations and the global average temperature will have less variance. For the global average temperature uctuations, the variance is distributed over a wide frequency range. Centennial-scale variability is not negligible.
In this pedagogic paper, we do not want to make any rm conclusions either on the presence or absence of greenhouse warming signatures in the observed record or the detectability of such signatures. To be able to do that we should understand the greenhouse responses and the long-term noise uctuations much better than we do today. We admit that the observed records are de nitely too short and that the model is too schematic to make any de nite conclusions. The simulated local and global average temperatures, however, are temptingly similar to those of observations. Further the range of a centuryscale linear slope con rms the assertion of earlier studies Wigley and Raper, 1990) , namely the observed trend of 0:5 C per century may not be due to natural uctuations of the Earth's climate. Even if a more complicated model were used it would not be likely that the qualitative pictures of local and global average greenhouse warming trends described in this paper be signi cantly altered. That the magnitude and the spatial and temporal structures of natural uctuations depend on the position and that the greenhouse warming signature is not uniformly perceivable (in the signal-to-noise ratio sense) over the Earth has an important implication for the implementation of the signal detection methodologies. Leggett et al. (1992) . The observation is from the United Kingdom dataset archived at the National Center for Atmospheric Research. The mean of the observation was adjusted such that the observation matches the simulation. Fig. 2 . A plot of the global average (solid), land (short dash), and ocean (long dash) responses of an energy balance model to the IPCC IS92a scenario. Fig. 3 . Spectral density functions of the global average (solid), land (short dash), and ocean (long dash) surface temperature uctuations simulated using an energy balance model. Each spectral density function is normalized such that the area under the curve between the frequencies 0 and 6 is unity. The frequency 6 (2-month period) is the Nyquist frequency for the observational data. Leggett et al. (1992) . The observation is from the United Kingdom dataset archived at the National Center for Atmospheric Research. The mean of the observation was adjusted such that the observation matches the simulation. Fig. 2 . A plot of the global average (solid), land (short dash), and ocean (long dash) responses of an energy balance model to the IPCC IS92a scenario. Fig. 3 . Spectral density functions of the global average (solid), land (short dash), and ocean (long dash) surface temperature uctuations simulated using an energy balance model. Each spectral density function is normalized such that the area under the curve between the frequencies 0 and 6 is unity. The frequency 6 (2-month period) is the Nyquist frequency for the observational data. 
