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Abstract
This article presents a new approach for gait-based gender recognition using depth cameras, that can run in real time.
The main contribution of this study is a new fast feature extraction strategy that uses the 3D point cloud obtained
from the frames in a gait cycle. For each frame, these points are aligned according to their centroid and grouped. After
that, they are projected into their PCA plane, obtaining a representation of the cycle particularly robust against view
changes. Then, ﬁnal discriminative features are computed by ﬁrst making a histogram of the projected points and
then using linear discriminant analysis. To test the method we have used the DGait database, which is currently the
only publicly available database for gait analysis that includes depth information. We have performed experiments on
manually labeled cycles and over whole video sequences, and the results show that our method improves the
accuracy signiﬁcantly, compared with state-of-the-art systems which do not use depth information. Furthermore, our
approach is insensitive to illumination changes, given that it discards the RGB information. That makes the method
especially suitable for real applications, as illustrated in the last part of the experiments section.
1 Introduction
Recently, human gait recognition from a medium dis-
tance has been attracting more attention. The automatic
processing of this type of information has multiple appli-
cations, including medical ones [1] or its use as a bio-
metric [2]. Beyond other biometrics such as face, iris, or
ﬁnger-prints, gait patterns give information about other
characteristics (for instance, gender or age) making its
analysis interesting for multiple applications. Some enter-
prises are developingmethods for automatically collecting
population statistics in railway stations, airports, or shop-
ping malls [3], while marketing departments are working
on the development of interactive and personalized adver-
tising. In these contexts, and for these goals, gait is an
information source that is particularly appropriate, given
that it can be acquired in a non-intrusive way and is
accessible even at low resolutions [4]. This is illustrated
in Figure 1, where we can see two images captured by a
camera located at the entrance of a shopping mall. In this
situation, it is very diﬃcult to perform an accurate face
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analysis to extract characteristics of the subjects visiting
the mall, because of the view angle, the low resolution
of the faces, and the illumination conditions. However,
some interesting information about the subjects can be
extracted by analyzing the body ﬁgure and the walking
patterns.
In this article, we focus our attention on the problem
of gender classiﬁcation. Almost any gait classiﬁcation task
can beneﬁt from a previous robust gender recognition
phase. However, current systems for gender recognition
are still beyond human abilities. In short, there are three
main drawbacks in the automatic gait classiﬁcation prob-
lems: (i) the human ﬁgure segmentation, which is usually
highly computationally demanding, (ii) the changes of
viewpoint, and (iii) the partial occlusions. This study deals
particularly with the ﬁrst two drawbacks, and presents
some future lines of research regarding the third one.
In order to improve the gait-based gender classiﬁca-
tion methods, we propose to use depth cameras. More
concretely, we present a gait feature extraction system
that uses just depth information. In particular, we used
Microsoft’s Kinect, which is an aﬀordable device pro-
vided with an RGB camera and a depth sensor. It records
RGBD videos at 30 frames per second at a resolution of
640×480. This device has rapidly attracted interest among
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Figure 1 Examples of Real images captured by a camera located at the entrance of a shopping mall.
the computer vision community. For example, Shotton
et al. [5] won the best paper award at CVPR 2011 for
their work on human pose recognition using Kinect, while
ICCV 2011 included a workshop on depth cameras, espe-
cially focused on the use of Kinect for computer vision
applications.
In the recent literature, we can ﬁnd some papers on
the use of Kinect for human detection [6], body ﬁgure
segmentation [7], or pose estimation [8-10]. However,
there are few works on gait analysis that use this device,
although this topic can beneﬁt from the depth informa-
tion. This study is reviewed in the next section. Notice
that the use of depth cameras simpliﬁes the human
ﬁgure segmentation stage, making it possible to pro-
cess this information considerably faster than before.
The depth information oﬀers the possibility of extract-
ing gait features that are more robust against view
changes.
In this study, we present a new feature extraction sys-
tem for gait-based gender classiﬁcation that uses the 3D
point cloud of the subject per frame as a source. These
point clouds are aligned according to their centroid and
projected into their PCA plane. Then, a 2D histogram is
computed in this plane, and it is divided into ﬁve parts, to
compute the ﬁnal discriminative features. We use support
vector machine (SVM) during the classiﬁcation stage. The
proposed method is detailed in Section 3.
To test our approach we used the DGait database
[11]. This database is currently the only publicly avail-
able database for gait analysis that includes depth infor-
mation. It has been acquired with Kinect in an indoor
semi-controlled environment, and contains videos of 53
subjects walking in diﬀerent directions. Subject, gender
and age labels are also provided. Furthermore, a cycle
per direction and subject has manually been labeled as
well. We perform diﬀerent experiments with the DGait
database and compared our results with the state-of-the
art method for gait-based gender recognition proposed
by Li et al. [12]. Our system shows higher performance
across all the tests and higher robustness against changes
in viewpoint. Moreover, we show results with a test
performed in real environment data, where we deal with
partial occlusions.
The rest of the article is organized as follows. The next
section oﬀers a brief overview of the recent literature on
gait classiﬁcation. Then, Section 3 details the proposed
feature extraction method. In Section 4, we present the
database and the results of our experiments. Finally, the
last section concludes the study and proposes a line of
further research.
2 Related work
In general, there are two main approaches for gait anal-
ysis, termed model-based and model-free. The ﬁrst one
encodes the gait information using body and motion
models, and extracts features from the parameters of
the models. In the second one, no prior knowledge of
the human ﬁgure or walking process is assumed. While
model-based methods have shown interesting robustness
against view changes or occlusions [13,14], they are usu-
ally high demanding computationally. That makes them
less suitable for real-time applications than model-free
approaches that do not have to understand the constraints
of the walking movements.
Among the model-free approaches, one of the most suc-
cessful representations for gait is the Gait Energy Image
(GEI) proposed by Han and Bhanu [15]. The GEI is a 2D
single image that summarizes the spatio-temporal infor-
mation of the gait. It is obtained from centered binary
silhouette images of gait corresponding to an entire cycle,
involving a step by each leg. Figure 2 shows an example of
the silhouette images of a cycle, while in Figure 3 the cor-
responding GEI is plotted. The experiments performed by
Han and Bhanu showed GEI to be an eﬀective and eﬃ-
cient gait representation, and it has been used as a baseline
for recent gait-based gender recognition methods. For
instance, Wang et al. [16] proposed the Chromo-Gait
Image for subject recognition. This representation can be
seen as an extension of the GEI that encodes the tempo-
ral information with more precision via a color mapping.
On the other hand, Li et al. [12] proposed a partition of
the GEI and analyzed the discriminability power of each
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Figure 2 Binary silhouettes of a cycle.
part for both gender and subject classiﬁcations. In the
case of gender classiﬁcation, Yu et al. [17] proposed a ﬁve-
part partition of the GEI with the contribution of human
observers, and achieved promising results in their experi-
ments, although they just test the method using side view
sequences.
Actually, most of the existing methods for gait clas-
siﬁcation just deal with the case of side views. Never-
theless, we can ﬁnd some approaches dealing with the
multi-view problem. For example, Makihara et al. [18]
proposed a spatio-temporal silhouette volume of a walk-
ing person to encode the gait features, and then applied
a view transformation model using singular value decom-
position to obtain a more view-invariant feature vector.
More recently, a further study on the view dependency
in gait recognition was presented later by Makihara et al.
[19]. On the other hand, Yu et al. [20] present a set of
experiments to evaluate the eﬀect of view angle on gait
Figure 3 Example of GEI.
recognition, using the GEI images as features and clas-
sifying with Nearest Neighbors. Finally, Kusakunniran et
al. [21] proposed a view transformation model (VTM),
which adopts amulti-layer perceptron as a regression tool.
The method estimates gait features from one view using
selected regions of interest from another view. With this
strategy they obtained normalized gait features of dif-
ferent views into the same view, before gait similarity is
measured. They tested their model using several large
gait databases. Their results show a signiﬁcantly improved
performance for both cross-view and multi-view gait
recognitions, in comparison with other typical VTM
methods. As previously stated, we can ﬁnd some work
on gait analysis that uses depth information. For instance,
Ioannidis et al. [22] presented another work on gait recog-
nition using depth images. More recently, Sivapalan et
al. [23] presented a new approach for people recogni-
tion based on frontal gait energy volumes. In their study,
they use a gait database that includes depth information,
but the authors have not published it yet. Moreover, this
dataset just includes 15 diﬀerent subjects in frontal view.
For this reason, this database cannot be used for this
study, which aims to analyze gait from diﬀerent points
of view.
3 Method for gait-based gender recognition
We present a feature extraction method which is par-
tially based on the study of Li et al. [12]. We selected
this algorithm as a baseline for its tradeoﬀ of simplic-
ity and robustness, given that our goal is to deal with
real-time applications. Moreover, it does not properly use
RGB information, given that the features are extracted
from the binary body silhouettes. That makes this method
insensitive to illumination changes.
The steps for 2D feature extraction are the following.
1. Data preprocessing. For all the images in a cycle, we
perform preprocessing.
(a) We resize images to dx × dy, to ensure that
all silhouettes have the same height.
(b) We center the upper half of the silhouette
with respect to its horizontal centroid, to
ensure that the torso is aligned in all the
sequences.
(c) We segment human silhouettes using depth
map. The segmentation algorithm is
proprietary software included in the
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Figure 4 Projection of the point cloud into their PCA plane.
communication libraries of the Kinect
(OpenNi middleware from [24]).
2. Compute GEI. GEI is deﬁned as the average of
silhouettes in a gait cycle (composed of T frames):
F(i, j) = 1T
T∑
t=1
I(i, j, t), (1)
where i and j are the image coordinates, and I(·, ·, t)
is the binary silhouette image obtained from the tth
frame.
3. Parts deﬁnition. We divide the GEI into ﬁve parts
corresponding to head and hair, chest, back, waist
and buttocks, and legs, as deﬁned in [17].
4. PCA. For every part, we compute PCA (keeping
principal components that preserve the 98% of the
data variance).
5. FLD. We compute one single feature per part using
linear discriminant analysis, obtaining thus a ﬁnal
feature vector with ﬁve components.
The steps for 3D feature extraction are the following.
1. 3D points alignment. For all the images of a cycle,
silhouettes are segmented based on a depth map.
(a) We keep for each frame the 3D point cloud
of the subject contour.
(b) We compute the 3D point cloud centroid,
and use it to align the points.
Figure 5 Histogram image with the 5 body parts delimited,
which are used to compute the ﬁnal discriminative features.
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(c) We accumulate all the centered 3D points,
obtaining a single 3D point cloud that
summarizes the entire cycle.
2. PCA plane computation. To ensure orientation
invariance in the 3D-GEI features, we compute the
PCA plane of the accumulated point cloud and use it
to represent the 3D information. We rotate the plane
so that the y-axis points up and the x-axis points to
the right.
3. Point projection. We project all the points into the
PCA plane. The PCA plane contains the main
Figure 6 Flowchart of the 2Dmethod (a) and 3D (b) feature extraction. In the 3D cloud point, the grey level represents the frame number in
the cycle.
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orientation of the person in the 3D frame, and
projecting data into this plane allows us to capture
orientation invariant shapes.
4. 3D histogram deﬁnition. We consider the smallest
window that contains all the projected points, divide
it into a grid ofmx × my bins, and compute a
histogram image, as illustrated in Figure 4. More
concretely, each cell of the grid represents the
number of points whose projection belongs to the
cell.
5. Parts deﬁnition. We divide the 3D histogram into ﬁve
parts corresponding to body parts as it is done for
2D-GEI images. In Figure 5, we plotted an example of
the histogram image with the corresponding parts.
6. PCA. For every part, we compute PCA (keeping
principal components that explain the 98% of data
variance).
7. FLD. We compute one single feature per part using
linear discriminant analysis, obtaining thus a ﬁnal
feature vector with ﬁve components.
Figure 6 shows a ﬂowchart of the process of 2D feature
extraction and 3D feature extraction.
4 Experiments
In order to test the proposed method we perform diﬀer-
ent experiments with the DGait database. This database
contains DRGB gait video sequences from diﬀerent points
of view. The next section brieﬂy describes this dataset.
We use the manually labeled cycles to perform a ﬁrst
evaluation, and then we test the method without these
labels on the entire trajectories of each subject. In these
tests, we compare our results with the 2D feature extrac-
tion method described in [12]. We denote this method
by 2D-FE, while our method is denoted by 3D-FE. Notice
that both methods extract a ﬁnal feature vector of ﬁve
components. In all the experiments, we used the OpenNi
middleware from [24] to segment silhouettes in the scene.
On the other hand, we classify with SVM. Concretely, we
used the OSU-SVM toolbox for Matlab [25].
In the last part of this section, we show results com-
puted in real-time in a video acquired in a non-controlled
environment using our 3D-FE method.
4.1 The DGait database
The DGait database was acquired in an indoor environ-
ment, using Microsoft’s Kinect [26]. The dataset contains
DRGB video sequences from 53 subjects, 36 male (67.9%)
and 17 female (32.0%), most of them Caucasian. This
database can be viewed and downloaded at the following
address: www.cvc.uab.es/DGaitDB.
The Kinect was placed 2m above the ground to acquire
the images. Subjects were asked to walk in a prede-
ﬁned circuit performing diﬀerent trajectories. Figure 7
summarizes the map of trajectories recorded, which are
marked in purple. For each trajectory, there are diﬀer-
ent sequences, denoted by red arrows. Thus, we have an
RGBD video per subject with a total of 11 sequences.
Figure 7 Acquisition map of the DGait database.
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Figure 8 Example of depth map and RGB image of a frame in the DGait database.
In particular, the views from the camera are right diag-
onal (1,3), left diagonal (2,4), side (5,6,7,8), and frontal
(9,10,11).
In the case of side views, subjects were asked to look
at the camera in sequences 7,8, while in the rest of the
sequences subjects are looking forward. Figure 8 shows
two frames of the database. On the left we can see the
depth maps, and the right images show the RGB.
The database contains one video per subject, con-
taining all the sequences. The labels provided with the
database are subject, gender, and age. Also the initial
and ﬁnal frames of an entire gait cycle per direction
and subject are provided. Some baseline results of gait-
based gender classiﬁcation using this database are shown
in [11].
In all the experiments, we considered images of dimen-
sions dx = 256, dy = 180, and 3D Histograms of size
mx = 64,my = 45.
4.2 Experiments on the labeled cycles
In these experiments, we considered for each subject the
manually labeled cycle per sequence. This is a total of 11
cycles per subject, and we group them into three cate-
gories: diagonal (denoted by D), side (denoted by S), and
frontal (denoted by F).
Table 1 Results of the leave-one-subject-out validation on
labeled cycles




First, we performed leave-one-subject-out validation on
the set of 53 subjects of the DGait database. In each run,
we trained a classiﬁer with the cycles of all the subjects
except one and estimated the gender of each of the 11
cycles of the test subject separately. The RBF parameter
is learned in the leave-one-subject-out validation process
and is set to σ = 0.007 for 2D-FE, and σ = 0.02 for 3D-FE.
Table 1 summarizes the results of this experiment. The
measures Accuracy, F-recall, and M-recall are deﬁned as
follows.
Accuracy = TF + TMTF+FF+TM+FM, (2)
F − recall = TFTF + FM, (3)
M-recall = TMTM + FF , (4)
where TF and TM denote true female and true male,
respectively, while FF and FMdenote false female and false
male, respectively.
Notice that the 3D-FE improves the 2D-FE in all the
measures. In particular, the higher improvement of the
3D-FE relies on the F-recall. On the other hand, observe
that M-recall is higher than F-recall in all the cases. This
Table 2 Results of the leave-one-orientation-out on
labeled cycles
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Table 3 Results of the leave-one-subject-out on frames




is because the training data are unbalanced, since the
database include fewer females than males. However, the
3D-FE can represent more accurately the gait patterns
even in the case of unbalanced data.
Second, we performed an experiment using the labeled
cycles corresponding to diﬀerent orientation trajectories.
We call this experiment “leave-one-orientation-out”. The
goal of this test is to show the robustness of our method
against view changes. For each of the three view cat-
egories, we use the following testing protocol: (i) per
subject, discard the two orientations that do not have to
be tested, (ii) train a gender classiﬁer using all the cycles
belonging to the two orientations that do not have to be
tested, and (iii) test with the cycles of the subject belong-
ing to the testing orientation. Thus, for instance, in the D
test, just S and F views are used to train. The results of
these tests can be seen in Table 2. Notice that the accura-
cies achieved by the 3D-FE are higher in the three cases
than the ones obtainedwith the 2D-FE, suggesting that the
3D-FE method extracts features that are more invariant to
view changes than the 2D-FE method.
4.3 Experiments on the video sequences
Using the DGait database, we evaluated the performance
of the leave-one-subject-out experiment for each frame,
making no use of the labeled cycles of the testing subject.
Concretely, we trained a classiﬁer with the cycles of all the
subjects except the subject to test, and estimated the gen-
der of the subject at each frame of the whole trajectory,
separately. Thus, given a speciﬁc frame, we compute the
2D-FE and 3D-FE features using a sliding window on the
frame sequence of size 20. This size is the mean length of
the labeled cycles in the DGait database.
Table 3 summarizes the percentage of frames correctly
detected (accuracy), percentage of female frames correctly
detected (F-recall), and percentage of male frames cor-
rectly detected (M-recall). As can be seen in the table,
3D-FE improved the results obtained by 2D-FE. Note that,
as in the ﬁrst experiment, the lower number of female
samples leads to a lower F-recall and higher M-recall.
Figure 9 compares the percentage of correct classiﬁed
frames per subject for 2D-FE and 3D-FE. It can be seen
that the 3D-FE accuracy is, in general, higher than the 2D-
FE accuracy. Only in 4 out of 53 of the cases do the 2D-
FE attain better percentage than the 3D-FE, showing very
robust results.
In Figure 10, we show the accuracy results obtained at
the diﬀerent areas of the circuit (displayed with diﬀerent
colors in the ﬁgure). These areas of the circuit are deﬁned
by a clustering over the subject centroid points. In par-
ticular, we use the X and Z coordinates of every centroid,
since the height of the subject is not important, and we
Figure 9 Correct gender classiﬁcation by subject.
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Figure 10 Results of the experiments on the entire trajectories (see Figure 7 for the details on the trajectories).
perform a k-means clustering. The value of k was manu-
ally set to 16 for convenience. The image orientation is the
same as in the map of Figure 7. In the boxes, the accuracy
values on the left correspond to the 2D-FE method, while
the ones on the right were achieved by the 3D-FE method.
Notice that in all the cases the 3D-FE performs better
than the 2D-FE. On the other hand, the lower accuracies
are obtained at the edges of the circuit for both methods,
given that sometimes the human ﬁgure is partially out of
the plane. Moreover, these results are evidence that 3D-FE
is more robust against view changes than 2D-FE.
Finally, in this experiment, we also classiﬁed the gender
of the subjects using the previous results at frame level.
For that, we imposed a threshold of 60% on the percent-
age of classiﬁed frames. The gender of a subject will be
assigned to be the gender of 60% of the frames of that
subject. The obtained correct gender classiﬁcation results
are 65.38% for 2D-FE and 92.31% for 3D-FE. Thus, the
improvement provided by 3D-FE is evident.
4.4 Evaluation on real-conditions
The last experiment performed in this study is a quantita-
tive and qualitative evaluation of ourmethod using a video
acquired in non-controlled conditions. The Kinect was
placed 2m above the ground, and ﬁve diﬀerent subjects
where asked to walk around, with no speciﬁc paths. The
algorithm ran in this video in real-time, and we used the
SVM classiﬁer previously learned with the DGait database
for the gender recognition.
We perform the test on the whole sequence as described
in Section 4.3, using a sliding window on frames of size
20, to compute the 3D-FE features. A total of 745 frames
have been tested, considering each frame as many times as
the number of people that appear in it. In this experiment,
the OpenNi middleware was used to identify the diﬀerent
subjects, in order to compute the 3D-FE of each subject at
each frame.
Table 4 summarizes the results of this experiment. We
can see that, again, the F-recall is lower than the M-recall,
given that the system has been trained with unbalanced
data.
In Figure 11, we show qualitative results of some exam-
ples of classiﬁed frames. The results can be seen in the
bounding box labels, indicating the estimated gender for
each person. Notice the presence of partial occlusions, for
instance in frames (b), (d), and (e). There are also changes
with regards to what people are carrying and clothes. The
female in frame (e) and a male in frame (f ) are carrying the
same bag, and in both cases the system is able to correctly
recognize the gender. The same subjects are correctly clas-
siﬁed in frames (a) and (b), respectively. In frame (c), we
can see an example of misclassiﬁcation.
5 Conclusions
In this study, we presented a new approach for gait-
based gender classiﬁcation using Kinect, which can run
in real-time. Speciﬁcally, we proposed a feature extraction
Table 4 Results of the real-conditions evaluation
Accuracy (%) F-recall (%) M-recall (%)
93.90 87.20 95.70
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Figure 11 Some examples of classiﬁed frames in the real-conditions evaluation of the 3D-FE method.
algorithm that takes as input the 3D point cloud of
the video frames. The system does not make use of
RGB information, making it insensitive to illumination
changes. In short, the 3D point cloud of a cycle sequence
are aligned and grouped, and then projected into their
PCA plane. A 2D histogram is computed in this plane,
and then ﬁnal discriminative features are obtained by ﬁrst
dividing the histogram into parts and then using linear
discriminant analysis.
To evaluate the proposed methodology we have used
a DRGB database with Kinect which is the ﬁrst publicly
available database for gait analysis that includes both RGB
and depth information. As shown in the experiments,
our proposal eﬀectively encodes the gait sequences, and
is more robust against view changes than other state-of-
the-art approaches that can be run without RGB infor-
mation. Our method is fast and suitable for real-time
and real environment applications. In the last part of
our tests we show an example of its performance in this
context.
In our future work, we want to focus our attention on
the problem of partial occlusions. In this case, we plan to
process the 3D data and 2D histogram build in a more
sophisticated way, to develop a system that is more robust
against missing data.
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